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Abstract of the Dissertation
Media Aesthetics Based Multimedia
Storytelling
by
Pere Obrador
Doctor of Philosophy in Signal Theory and Communications
Universitat Polite`cnica de Catalunya, Barcelona, Spain, 2011
Since the earliest of times, humans have been interested in recording their
life experiences, for future reference and for storytelling purposes. This task of
recording experiences –i.e., both image and video capture– has never before in
history been as easy as it is today. This is creating a digital information over-
load, that is becoming a great concern for the people that are trying to preserve
their life experiences. As high-resolution digital still and video cameras become
increasingly pervasive, unprecedented amounts of multimedia, are being down-
loaded to personal hard drives, and also uploaded to online social networks on
a daily basis. The work presented in this dissertation is a contribution in the
area of multimedia organization, as well as automatic selection of media for sto-
rytelling purposes, which eases the human task of summarizing a collection of
images or videos in order to be shared with other people. As opposed to some
prior art in this area, we have taken an approach in which neither user gener-
ated tags nor comments –that describe the photographs, either in their local or
on-line repositories– are taken into account, and also no user interaction with
the algorithms is expected. We take an image analysis approach where both the
context images –e.g. images from online social networks to which the image sto-
ries are going to be uploaded–, and the collection images –i.e., the collection of
images or videos that needs to be summarized into a story–, are analyzed using
xxii
image processing algorithms. This allows us to extract relevant metadata that
can be used in the summarization process. Multimedia-storytellers usually follow
three main steps when preparing their stories: first they choose the main story
characters, the main events to describe, and finally from these media sub-groups,
they choose the media based on their relevance to the story as well as based
on their aesthetic value. Therefore, one of the main contributions of our work
has been the design of computational models –both regression based, as well as
classification based– that correlate well with human perception of the aesthetic
value of images and videos. These computational aesthetics models have been
integrated into automatic selection algorithms for multimedia storytelling, which
are another important contribution of our work. A human centric approach has
been used in all experiments where it was feasible, and also in order to assess
the final summarization results, i.e., humans are always the final judges of our
algorithms, either by inspecting the aesthetic quality of the media, or by inspect-
ing the final story generated by our algorithms. We are aware that a perfect
automatically generated story summary is very hard to obtain, given the many
subjective factors that play a role in such a creative process; rather, the presented
approach should be seen as a first step in the storytelling creative process which
removes some of the ground work that would be tedious and time consuming
for the user. Overall, the main contributions of this work can be capitalized in
three: (1) new media aesthetics models for both images and videos that correlate
with human perception, (2) new scalable multimedia collection structures that
ease the process of media summarization, and finally, (3) new media selection
algorithms that are optimized for multimedia storytelling purposes.
xxiii
CHAPTER 1
Introduction
Over the last ten years, the advent of digital cameras, pervasive camera phones,
and digital video cameras, has created a flood of consumer created media, as well
as professionally created media. This digital information overload has created
true data management problems in which end users can hardly find the media
that they want to use or consume at a particular point in time [125].
In this dissertation we focus our efforts on consumer generated content, since
professionally generated content has usually been edited thoroughly by profes-
sional editors and curators, and the media has been tagged with relevant tags so
that it can be easily found in the future. There is, therefore, less need for auto-
matic image/video analysis of professional media, in order to help in managing
it.
The advent of on-line image and video sharing sites has allowed for manual
tagging of media by a large number of users. This has helped in creating new tag
based search user interfaces very popular among users –e.g. Flickr, PicasaWeb,
YouTube. One of the main problems with these tag based search interfaces is that
not all tags describe the actual content of the media [65], and therefore tags can
only help find the content that has been correctly tagged. Actually, Kuchinsky
et al. [71] found that most of the times full collections or folders are assigned
the same tags, making it hard to find specific images in the collection. This fact
allows for image/video analysis techniques to enhance the search and retrieval
user experience, research field that has shown great activity recently [107, 36].
The work presented in this dissertation is in this latter research area –i.e.,
image and video analysis applied to media search, retrieval and organization.
We hypothesize that the aesthetic appeal of either images or videos, has a set
of universal features that correlate well with the aesthetic perception of human
end users. Therefore, we develop a series of computational models for media
aesthetics, which are presented in Part I of this dissertation.
We present two applications of these media aesthetics models to media orga-
nization, search and retrieval, namely:
1. Aesthetics based image search re-ranking –see Chapter 9 in Part I of this
dissertation.
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2. Aesthetics based photo storytelling of personal collections –see Part II of
this dissertation.
End users have increasingly large collections of digital photos as well as digital
videos, and less and less time to devote to organizing them or selecting the media
that they want to share with family and friends [47]. We strongly feel that
the contribution that we can make to solving this problem is a greater one,
and therefore we concentrate on the second application listed above –i.e., photo
storytelling, which is an essential, intimate and non-trivial feature of photograph
use, and a vehicle by which people communicate experiences
Both these topics –i.e., media aesthetics and media storytelling– are inherently
subjective and therefore human centric design is essential in order to test these
algorithms. In other words, the results of the algorithms are either tested against
a ground truth generated by users/viewers, as we do in the case of image and
video aesthetics; or the users provide their own image collections, and judge how
well the algorithm performed on them, as we do in the case of photo storytelling.
We need to note that the intellectual property of the work presented in this
dissertation belongs in part to the Hewlett-Packard Company, and in part to the
Telefonica I+D Company, and have been protected by a series of patents, listed
in Appendix D. We hereby thank both corporations for allowing us to use this
material as part of the dissertation1 2. Due to the fact that all this work has been
done in industrial research laboratories, the presented contributions have always
been developed with a close target for technological transfer to business units.
Since the work for this dissertation has been going on for a long period of
time, multiple publications, including academic papers, as well as patents, have
been written by the author on a variety of topics. For the sake of clarity, we have
listed the author’s publications, i.e., each contribution, in Appendix D in the
form of [C id], e.g. [C1,C2,C3]. The rest of the cited bibliographical references
are listed in the Bibliography at the end of the dissertation, and these are listed
in the traditional numbered way, e.g. [1,2,3].
1.1 Definitions
Here we define some of the main terms used in this dissertation. Other definitions
are included in the Glossary section, at the end of this dissertation, where the
1Hewlett-Packard Development Company, L.P. has licensed the use of such intellectual prop-
erty rights for the submission and academic publication of this dissertation, but not for any
other purpose.
2Telefonica R&D Company has licensed the use of such intellectual property rights for the
submission and academic publication of this dissertation, but not for any other purpose.
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reader can also find an Acronyms section.
A media object is an object of any of the possible multimedia types, like
image, video or audio. In this dissertation we focus on images and videos.
The aesthetics field deals with the human appreciation of beauty, in which
they study the psychological responses to beauty and artistic experiences. There-
fore, a media aesthetics model tries to automatically predict a media object’s
aesthetic value, i.e., how beautiful would it be perceived by humans.
An event can be defined as a significant occurrence or happening, or as a
social gathering or activity. In both cases, if the user is capturing memories in
the form of either photos or videos, there will be a collection of media that will
represent that event.
Photo storytelling is the activity of telling stories using photos as part of
the resources used by the storyteller to accomplish his/her goal. In the more
traditional setting, photo storytelling was performed using a photo album around
which a group of people would listen to one or more storytellers explain past
experiences or events [32].
1.2 Motivation
As mentioned above, information overload is one of today’s major concerns. Users
are capturing and generating increasing amounts of digital media due to its per-
ceived zero cost, creating huge image and video collections. At the same time
most cell phones ship with a built-in camera –see Fig. 1.1– some of them taking
really high quality photos and even videos. We illustrate this assessment with
some facts:
1. billions of pieces of media content per day are uploaded to Facebook in
average every day (as of September 2010) .
2. 100 million photos per day are uploaded to Facebook in average every day
(as of September 2010) .
3. an average user has 130 friends in Facebook (as of September 2010) .
4. about 20 hours of video footage, most of it user-generated, are uploaded on
the YouTube every minute (as of May 2009).
5. the number of user-generated video creators is expected to grow by 77%
from 2008 to 2013, in the US (as of May 2009).
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(a) Expected camera-phone
shipments (b) Phone vs. camera-phone sales
Figure 1.1: Expected camera-phone shipments world wide (a); and phone vs. camera-
phone sales world wide (b). Source: Lyra Research, Inc., Consumer Imaging Intelli-
gence, First-Half 2007 forecast.
In order to share these collections with family and friends, they need to be
parsed manually by end-users that generate a summary to be shared, imposing a
big burden on them. In a series of user studies, researchers have shown the need
for certain automatic or semi-automatic algorithms that should alleviate end
users of such demanding and time consuming tasks [68, 47, 32]. For instance, the
main implications for design in a photo organization user study presented in [68],
were to design tools to help users sort, cluster poor quality –i.e., poor aesthetics,
cluster similar images, and keeping representative images –i.e., both semantically
relevant, and highly aesthetic images. At the same time Kirk et al. [68] mentions
that users typically enjoy the creative process involved in photo story creation
and they rely heavily on emotional and contextual information –i.e., who is in
the story, or who is the story going to be told to– in order to select images, also
mentioned in [80]. In another user study in which users were asked to create a
methodological photo story, Landry et al. [72] noticed that participants excluded
portions of their experience when they did not have media to visually represent
them; they also noted that users listed a sequence of events that took place in
their story, as opposed to documenting the dramatic arc, as the literary theory
suggests –i.e., exposition, rising action, climax, falling action, and de´nouement.
These implications have been great motivators in our research.
Another motivation for our research has been the photo book use case, in
which a fixed set of images needs to be selected, i.e., the photo book has space
for a fixed number of images. This motivated us to devise an algorithm that
would target that specific image count, and at the same time it would select both
highly aesthetic and highly representative images of the story at hand.
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1.3 Goals and contributions
From the motivations stated above, we draw a set of goals for this dissertation,
as follows:
1. Build media aesthetics computational models that correlate well with hu-
man perception in order to help users manage their media.
A series of media aesthetic models will be investigated. We will look at both
regression based models, as well as classification based models. We will
build models for both image aesthetics as well as for video aesthetics. Since
photos of people are so important, from the storytelling standpoint, we will
also investigate regression based face aesthetic models. These algorithms
have been protected by patents, see [C43,C49,C82,C83].
Regression models for image aesthetics have been published in:
[C9] P. Obrador, X. Anguera, R. de Oliveira, and N. Oliver. The role of
tags and image aesthetics in social image search. In WSM 09: Proc. of the
1st SIGMM workshop on Social media, pages 65–72. ACM, 2009.
[C11] P. Obrador and N. Moroney. Low level features for image appeal
measurement. In SPIE, Electronic Imaging, Image Quality and System
Performance VI, volume 7242, pages 72420T–1–72420T–12. IS&T/SPIE,
2009.
[C13] P. Obrador. Region based image appeal metric for consumer photos.
In 2008 IEEE 10th Workshop on Multimedia Signal Processing, pages 696–
701, 2008.
A regression based face aesthetics model has been published in:
[C11] P. Obrador and N. Moroney. Low level features for image appeal
measurement. In SPIE, Electronic Imaging, Image Quality and System
Performance VI, volume 7242, pages 72420T–1–72420T–12. IS&T/SPIE,
2009.
An image re-ranking application using a regression based image aesthetics
model has been published in:
[C9] P. Obrador, X. Anguera, R. de Oliveira, and N. Oliver. The role of
tags and image aesthetics in social image search. In WSM 09: Proc. of the
1st SIGMM workshop on Social media, pages 65–72. ACM, 2009.
A classification based image aesthetics model has been published in:
[C4] P. Obrador, L. Schmidt-Hackenberg, and N. Oliver. The role of image
composition in image aesthetics. In International Conference on Image
Processing, pages 3185–3188. IEEE, 2010.
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A classification based video aesthetics model has been published in:
[C5] A. Moorthy, P. Obrador, and N. Oliver. Towards computational mod-
els of the visual aesthetic appeal of consumer videos. Computer Vision,
ECCV 2010, 6315:1–14, 2010.
2. Create new image collection structures that allow to target specific sum-
marization counts.
We will create hierarchical scalable structures that allow each photo col-
lection to be relevance ordered, i.e., the first image in the list is the most
relevant from a storytelling perspective; the second one, along with the first
provide the best story recollection when using only two images, and so on
and so forth.
Photo collection hierarchical scalable structures have been published in:
[C10] P. Obrador and N. Moroney. Automatic image selection by means of
a hierarchical scalable collection representation. In Proc. SPIE, Vol. 7257.
IS&T/SPIE, 2009.
3. Create new photo selection algorithms that sample the original photo col-
lection in a meaningful way from a multimedia storytelling point of view.
Test these algorithms in user studies in which the users provide their photo
collections, and judge how well the proposed algorithms perform.
As suggested in the implications for design in [68], we will make use of
media clustering in many different dimensions including time, similarity,
near-duplicates, and face recognition, in order to identify relevant story
passages and characters. Media aesthetics will be used, along with certain
measures of semantic relevance, in order to select representative images for
each cluster. Social context will also taken into consideration, i.e., who is
the story going to be shared with. These algorithms have been protected
by patents, see [C71,C79,C80]. Even though we do not have any academic
publication in the area of video storytelling, a few patents have been filed
to protect these approaches, see [C56,C75].
Automatic photo collection summarization algorithms analyzing only the
images in the collection to be summarized have been published in:
[C10] P. Obrador and N. Moroney. Automatic image selection by means of
a hierarchical scalable collection representation. In Proc. SPIE, Vol. 7257.
IS&T/SPIE, 2009.
Automatic photo collection summarization algorithms that, on top of ana-
lyzing the images of the collection to summarize, also analyze the context
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images that the users have in their on-line social network, have been pub-
lished in:
[C2] P. Obrador, R. de Oliveira, and N. Oliver. Supporting personal photo
storytelling for social albums. In Proceedings of the international conference
on Multimedia, MM 10, pages 561–570, New York, NY, USA, 2010. ACM.
[C3] P. Obrador, R. de Oliveira, and N. Oliver. Audience dependent photo
collection summarization. In Proceedings of the international conference
on Multimedia, Grand Challenge 10, New York, NY, USA, 2010. ACM.
4. Build an automatic image selection system that helps users reduce the over-
all workload to generate a story to share with friends and family.
We will build an actual software system, that will automatically ingest the
user’s photos, and generate an initial story summary for him/her. This
proposed system should be seen as the first component of an iterative,
incremental loop based on a construct, examine and improve cycle [56],
which leads to the final story to be shared.
The implementation of a system for photo collection summarization has
been published in:
[C14] P. Obrador, N. Moroney, I. MacDowell, and E. OBrien-Strain. Soft-
backs: single click photo selection for photo-book creation. In Symposium
on document engineering. ACM, 2008.
1.4 Organization of the dissertation
This thesis is organized in three main parts. Part I presents the work we did in
the area of media aesthetics assessment, where both regression and classification
models are created in order to predict the aesthetic value of media objects, both
images and video clips. Part II presents the multimedia storytelling algorithms
we developed, in which media aesthetics play a critical role. Part III presents
a practical implementation of one of the photo storytelling system described in
Part II, both the back-end as well as the front end of the application. Finally,
the conclusions of the dissertation are presented.
A glossary and a list of the acronyms used in this dissertation are also listed
at the end of the dissertation, right after the conclusions in Chapter 19.
We have also added four appendices, in order to fully describe our contribu-
tions, namely:
1. In Appendix A we describe an image highlight detection approach, which
improves the perceptual image sharpness map presented in Chapter 5 in
7
the presence of non-linearities caused by scene illumination on the camera
light sensor.
2. In Appendix B we describe the sharpness density function, which is used
in Chapter 5.
3. Appendix C is a compendium of the conference papers published by the
author in the area of context based image selection for documents. In this
type of approach the document into which the image needs to be inserted is
used as ”query” into an image database, and the image that best matches
the document, from a color harmony and visual balance standpoint –visual
aesthetic parameters– is selected. This methodology –i.e., analyzing the
document context with image processing techniques– inspired, in a way,
the approach to social network context based image selection applied to
storytelling presented in Chapter 14. In this approach we analyze the con-
text where the collection is going to be shared –i.e., the images that the
user has already shared on that social network– in order to learn storytelling
traits of the user, and consequently, perform a better image selection.
4. In Appendix D, we have included a list all the published documents by the
author, including conference and journal papers, granted patents, as well
as published patents –i.e., not granted yet–, and patent applications –i.e.,
not published yet. As mentioned above, this list is included for clarity, and
is segregated from the rest of the bibliographical references at the end of
this dissertation.
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Part I
Media Aesthetics
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CHAPTER 2
Media aesthetics introduction
In this Part I of the dissertation we present our contributions to the area of me-
dia aesthetics, which is a critical building block of our media storytelling system
described in Part II. Even though media aesthetics is an important type of meta-
data extracted through image and video analysis, it is not enough in order to
accomplish a good automatic media storytelling result on its own. Other meta-
data is therefore needed in order to accomplish the best possible results in media
storytelling, such as capture time, color histogram, etc., as it will become clear
in Part II. These other algorithms are briefly described in Chapter 3, for the sake
of completeness, even though we have made few contributions to them.
Media appeal may be defined as the interest that a media object generates
when viewed by human observers. This incorporates three main factors:
1. the usefulness of that media object for the task at hand that the user is
willing to accomplish;
2. how the user feels emotionally about the subject –i.e., content– of the media
object; and, finally,
3. how aesthetic the media object is.
The first two are subjective, and therefore very hard to measure objectively.
In this dissertation we are therefore going to focus on the latter, which we will
refer to as media aesthetic appeal from now on –either image aesthetic appeal, or,
video aesthetic appeal. We hypothesize that the aesthetic appeal of either images
or videos, has a set of universal features that correlate well with the aesthetic
perception of human end users.
The field of image and video aesthetics deals with the creation and appreci-
ation of beauty in images. A wide range of psychological and perceptual factors
play a role in our appreciation of the aesthetic value of an image [46, 101]), includ-
ing the presence of people and their facial expressions, image sharpness, contrast,
colorfulness, color harmony and composition. It, therefore, incorporates subjec-
tive factors on top of the more traditional objective quality measures.
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As mentioned above, we face the challenge of developing efficient multimedia
data management tools that enable users to organize and search multimedia
content from growing repositories of digital media.
It is not uncommon to browse these large media collections in order to select
aesthetically appealing media [99] to accomplish a certain task, like creating a
slideshow or a photo book. There have been efforts towards building fully manual
software applications that will allow for such triage in an easy and fast way, but
unfortunately, when the collection size grows, any manual solution may prove
tiring and time consuming. In recent years, there has been a proliferation of
consumer digital media taken and stored in both personal and online repositories
(e.g. Flickr, Picasa Web Album, Facebook, YouTube). Capturing and storing
digital photos and videos is cheap and easy. Therefore, users tend to keep most of
the pictures taken. As the amount of user-generated digital multimedia content
increases, there is a growing need for efficient tools to search not only for relevant
but also aesthetically appealing content to be shared with friends and family
[99, 68].
Query-based image search approaches rely heavily on the similarity between
the input textual query and the tags or other related text added to the images
by users, and, therefore, they might include a large number of relevant photos,
all of them containing similar tags, but with varying levels of image quality and
aesthetic appeal. This approach has been somewhat successful in Web image
search, where tags, comments and ratings are typically added on an image-by-
image basis by large numbers of users (e.g. Flickr), or the image relevance is
inferred from its surrounding text (e.g. Google Image search). However, image
search in personal repositories is still a challenging task: users do not typically
label each image individually, but tend to annotate their pictures in batch or bulk
mode [71], assigning the same tags to groups of images that belong to the same
event or photographic session. Moreover, the tags do not necessarily describe the
content of the image [65]. Finally, the photos taken by the average consumer
vary a lot in their photographic quality and aesthetic appeal [101].
Quantifying the aesthetic value of a media object is a hard problem [35], which
explains why the simpler problem of classifying media objects into high vs. low
aesthetic appeal has been prevalent in the research community [83, 35, 64]. In
the interest of accomplishing our goals in Part II of this dissertation, though,
it is of upmost interest the design of a regression based model –i.e., in a photo
storytelling scenario it is of critical importance being able to rank the images in
a specific set based on their aesthetic value.
12
2.0.1 Image aesthetics introduction
User studies were conducted in order to identify the right features to use in
an image appeal measure; these studies also revealed that a photograph may
be appealing even if only a region/area of the photograph is actually appeal-
ing. Extensive experimentation helped identify a good set of low level features.
These features were optimized using extensive ground truth generated from sets
of consumer photos covering all possible appeal levels. The approach presented
in Chapter 5 starts from the premise that any photograph will be looked at by
a human observer, who will eventually focus his attention on the region that is
more appealing within that image –this psycho-visual reasoning was introduced
in [14]– and then the user may decide whether the content of such region is useful
for the specific task he is considering [22]. This is a hard problem indeed, since
image aesthetic appeal is mostly subjective. Savakis et al. [101] present a detailed
list of relevant attributes listed by users when considering image appeal. Certain
traditional quality measures appear –e.g. sharpness, contrast– but colorfulness,
and mainly visual composition and the presence of people are prominent in the
list. In Chapter 5 we build an image aesthetic appeal regression model which uses
these features along with others we found useful through our own user study, and
present the regression results. We also analyze the role that query relevance and
image aesthetics play in the decisions that users make when selecting images in
a consumer image search task; this is presented in Chapter 5, as an application
case of the presented regression model.
Due to the importance of people faces when considering image appeal [101],
a detailed study of a set of face features is also presented in Chapter 6, including
face size, sharpness, contrast and smile detection, which allows us to build a face
aesthetics regression model.
In Chapter 7 we focus solely on features related to image composition in order
to build a classification model for image aesthetics. Visual composition is one of
photography’s most important features when it comes to assessing the aesthetic
appeal of an image, it actually ranked as the top image attribute in an image
aesthetic appeal user study [101]. Since visual composition is quite related to art,
we introduce some of those concepts below in some detail, so that the algorithms
presented in Chapter 7 are easier to understand.
2.0.2 Visual composition introduction
Photographers face the problem of how to compose their subjects in aesthetically
pleasing ways within a rectangular frame. Over the centuries, many artists have
used so called universal visual composition rules (i.e., design principles) in order
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to create aesthetically pleasing images [46]. Some of the most important rules in
visual composition have to do with the simplicity of the scene, the balance among
visual elements and geometry [46]. In our work, we focus on the simplicity of the
scene and the visual balance guidelines.
1. Simplicity of the scene: the simpler the scene, the more pleasing the image
usually is, i.e., the image should display the main relevant subjects, or
objects, within the frame, so that distracting objects are kept to a minimum
[46]. The size of an object, along with its relative brightness (see fig. 7.1
[46, 41]) are correlated with the object’s dominance in the scene. A smaller
object can also become relevant if its color contrasts with the rest of the
image (these are called accents in the art literature). For instance, the
bird’s blue wing in Fig. 7.2a is an accent region.
Figure 2.1: Simplicity: The simpler the scene, the more pleasing the image usually
is, i.e., the image should display the main relevant subjects, or objects, within
the frame, so that distracting objects are kept to a minimum [46].
2. Visual balance: Certain layouts of the relevant objects in a scene are more
aesthetically pleasing than others. The rule of thirds is probably the most
well known visual balance rule. This rule states that important compo-
sitional elements of the photograph should be situated in one of the four
possible intersections –also called power points– of the lines that divide the
image into nine equal rectangles, as seen in Fig. 2.2, or along those dividing
lines, potentially creating visual tension, and therefore a more interesting
composition.
The rule of thirds is a simplified version of the golden mean or golden section
[26], which has been widely used in paintings and architecture since the
Renaissance. At the time, artists realized that proportions based on simple
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numbers (i.e., 2:1, 3:2) produced a static composition, whereas a dynamic
–i.e., more interesting– composition was accomplished by utilizing ratios
such as the golden ratio ϕ = 1+
√
5
2
≈ 1.618, which was known to the ancient
Greeks as the best known harmonious division [46]. This rule also divides
the frame with two horizontal and two vertical lines –see Fig. 2.3. The
location of these lines is calculated using the golden ratio, so that each line
divides the frame into two rectangles[46], the small one with side a and the
large one with side b, where: a
b
= b
a+b
= ϕ−1.
Figure 2.2: Rule of thirds: the flower is placed in the top-right power point,
increasing the visual tension.
Figure 2.3: Golden mean: the person is placed on one of the golden mean dividing
vertical lines.
The golden triangle rule is a special case of the golden mean, where a
diagonal line divides the image, corner to corner, and a second line is drawn
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from one of the other corners of the image towards the diagonal intersecting
it at a right angle [96], see Fig. 2.4, creating one power point.
Figure 2.4: Golden triangles: the person and bicycle are located on the power
point.
In addition, visual composition guidelines indicate that if a subject is not
exactly along a dividing line, or exactly centered on a power point, the
image may still be well composed within certain margins. The quality of
the composition will degrade as the subject moves away from the power
point or dividing line [46].
3. Layout pleasantness : Note that these are visual balance guideline design
rules (i.e., that may help at the time of picture taking). However, these
rules may be broken [46], i.e., an image can still be aesthetically appealing
as long as its relevant objects are visually balanced, generating a pleasant
layout in such a way – not necessarily following any of the rules stated
above.
2.0.3 Video aesthetics introduction
The second type of media objects that we consider in this dissertation from an
aesthetics perspective are consumer videos. In a similar way to images, text
query-based image and video search approaches rely heavily on the similarity
between the input textual query and the textual metadata (e.g. tags, comments,
etc.) that has previously been added to the content by users. Relevance is
certainly critical to the satisfaction of users with their search results, yet not
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sufficient. For example, any visitor of YouTube will attest to the fact that the
most relevant search results today include a large amount of user generated data
of varying aesthetic appeal. Hence, filtering and re-ranking the videos with a
measure of their aesthetic value would probably improve the user experience and
satisfaction with the search results. In addition to improving search results, an-
other challenge faced by video sharing sites is being able to attract advertisement
to the user generated content, particularly given that some of it is deemed to be
“unwatchable” [123], and advertisers are typically reluctant to place their clients’
brands next to any material that may damage their clients’ reputations [85]. We
believe that the analysis of the aesthetic value of videos may be one of the tools
used to automatically identify the material that is “advertisement worthy” vs.
not. Last, but not least, video management tools that include models of aes-
thetic appeal may prove quite useful to help users navigate and enjoy their ever
increasing – yet rarely seen – personal video collections. A classification based
video aesthetics model is presented in Chapter 8.
2.0.4 Organization of Part I of the dissertation
The rest of Part I of this dissertation is organized as follows: in Chapter 3, we
first describe the other media analysis and indexing tools, apart from media aes-
thetics, which will be of great use in Part II of this dissertation – i.e., for media
storytelling; we then describe the prior art in the area of media aesthetics in
Chapter 4, followed, in Chapter 5, by the description of the regression based
model for image aesthetics –originally published in [C9 ,C11, C13]; in Chap-
ter 6 we describe a regression based model for the aesthetic appeal of faces in
photographs –originally published in [C11]; Chapter 7 describes a classification
model that classifies images into aesthetically appealing, and not aesthetically
appealing using solely visual composition low level features –originally published
in [C4] ; in Chapter 8 we describe a classification model that classifies videos into
aesthetically appealing, and not aesthetically appealing –originally published in
[C5]; and we finalize with Chapter 9 with an example application of image search
re-ranking using the regression based image aesthetic appeal model described in
Chapter 5, which we originally published in [C9].
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CHAPTER 3
Useful media indexing tools
As we mentioned above, media aesthetics alone are not enough in order to create
an automatic selection for a media story. Therefore, in order to accomplish the
best possible automatic summarization, other types of metadata may be needed.
In this chapter, we briefly describe the metadata that will be used in Part II of
this dissertation, along with their corresponding clustering algorithms. Keep in
mind that we are not comparing these algorithms to the state of the art, but,
rather, we describe them herein for the sake of completeness of our overall system.
3.1 Time Clustering
Time clustering groups the images that are close in time together, which is an
effective way to detect the temporal events in a photo collection. Time clustering
has, therefore, been used in the past in order to detect events in photo collections
by analyzing the differences between capture time of adjacent photographs in the
collection, either with fixed thresholds [94], or with adaptive thresholds [95, 50,
80, 51]. Also, multi-resolution temporal approaches have been used to detect the
event boundaries, as described in [31].
Some very simple, and fast, algorithms have been used in this dissertation,
which give a good result once they are coupled with other clustering approaches,
like similarity and near-duplicate clustering –see Section 3.2. In this dissertation,
due to historical reasons, two different time clustering algorithms have been used,
both of which are now briefly described.
3.1.1 Time clustering algorithm #1
We implemented a hierarchical time clustering based on the algorithm presented
in [51], which subdivides the collection into increasingly smaller event clusters.
The algorithm looks at the time difference between consecutive photos, and draws
a relationship weight (RW), see Eq. 3.1. This algorithm will be used in the system
presented in Chapter 13.
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RW (t) = −log(ti − ti−1 + 1) (3.1)
By finding the global minimum of RW(t), the collection can be split into 2 tem-
poral events, which in turn can be split recursively by finding their corresponding
local minima; this process is repeated until reaching a minimum predetermined
cluster size.
3.1.2 Time clustering algorithm #2
In this second algorithm, time clusters are detected by an algorithm similar to
that in [94], where a photo is included into a new time cluster if it was captured
more than a certain amount of time Tt since the previous photo was captured.
This allows us to target a specific number of time clusters just by varying Tt, which
is an important feature in the photo storytelling system described in Chapter 14.
3.2 Image similarity
Content based retrieval has used different types of similarity metrics in order to
retrieve images from a database that were close to an example image presented
by the user. Color, texture, image regions, local features, like the scale-invariant
feature transform (or SIFT), etc., have been used in the past in order to measure
similarity [107, 36, 81].
As it will become clear in Part II of this dissertation, one of the important
aspects of photo storytelling is to avoid repetition (i.e., avoid redundant images
that are taken one right after the other of the same subject/scenery), or select a
subset of images of one specific setting –i.e., which may be quite similar in color
content.
In this dissertation, three similarity algorithms have been used at different
points in time: a global color similarity algorithm, a region-based color similarity
algorithm, and a local feature based near-duplicate detection.
We made a contribution to each of these algorithms by modifying the simi-
larity threshold depending on the difference between the capture time of the two
photos being considered. Cooper et al. [31] already combined both time and con-
tent in order to improve event clustering with a similarity measure that linearly
relies less on content-based similarity as the inter-photo capture time difference
grows. Inspired by this approach, we propose a similarity threshold that varies
linearly with the difference between the photo’s capture time, ∆T , see Fig. 3.1.
This is quite useful in a storytelling setting, where, even though two images might
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be similar, if they were taken a long time apart, the emotional content of each of
those photos might be different for the user.
Images belong to the same cluster if they are close in time and/or they are
similar, i.e., in many collections we noticed specific groups of similar images,
to be interleaved with other photographs, where the photographer might have
turned around to capture a different object or view, and then turned around
again, to capture the main event that was being captured previously. In order
to be able to capture these intermittent groups of similar images, we make the
similarity threshold in all our image similarity algorithms, to be dependent on
the capture time difference between pictures, i.e., a group of photos belongs to
a similarity cluster, if any pair of photos’ similarity measure is above a scene
similarity threshold ST (∆T ) which varies with the difference between pictures’
capture time ∆T , see fig. 3.1.
Figure 3.1: Capture time difference dependent similarity threshold.
The similarity threshold is low for ∆T  ∆T1, i.e., images taken close in
time and similar to each other will be clustered together –with ∆T0 = 5seconds,
whereas for ∆T ≥ ∆T1, the similarity threshold is ST1 = 1, i.e., similarity does
not apply. As opposed to [31], where the time difference cap ∆T1 is set to 48
hours, we make it adaptive to the time duration of the time cluster at hand:
∆T1 =
1
3
timeClusterDuration. Gargi [48] showed that these thresholds are
actually user dependent, and therefore could potentially be personalized.
The parameters presented in this section were optimized by using 4 collections
from 3 different users which we used as our ground truth.
3.2.1 Global color similarity
In order to detect similar images that belong to the same setting, or scene, as
defined in Chapter 14, we use a relatively simple global color similarity metric,
which is the normalized histogram intersection in HSV – hue, saturation, value
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[52] – color space [108], which proves to be fast yet quite effective for our story-
telling application.
3.2.2 Region based color similarity
In this algorithm, similarity is calculated by a region based approach. First the
image is quantized to a set (usually 25) of lexical colors (i.e., color names used
most often by humans in on-line experiments), and the image is segmented into
regions of constant lexical color [C12]. These lexical color regions are quite re-
silient to illumination changes, which helps in the case of slight exposure changes
common in consumer level digital cameras. The similarity calculation is directly
proportional to the sizes of the color patches, and inversely proportional to the
region distance –in pixels– and inversely proportional to the color distance –in
CIE-Lab space [39], for details please refer to the patent [C73], which, at the
same time, is a similar approach to the one we presented in [C17]. By varying
the similarity threshold, we can obtain a hierarchy of similarity clusters, which is
used in Chapter 13.
3.2.3 Near duplicate images
Since the introduction of the SIFT local features by Lowe [81], these, and varia-
tions of similar conceptual features, have been used in the literature for detecting
objects, buildings, etc. in photographs, due to their much better accuracy than
any of the prior algorithms attempting to do the same task. We, therefore, use
Lowe’s implementation of the SIFT features, along with the normalized SIFT
[81] feature similarity function described in [106]. This allows us to detect near-
duplicate images in the photo-storytelling system proposed in Chapter 14. In
that chapter, a set of images that are detected as near-duplicates are referred to
as a shot.
3.3 Face processing
The characters in a story are probably its most important element [78]. Users
tend to be quite sensitive to the selection of images with people in their photo
stories. At the same time, the aesthetic appeal of those faces, as described in
Chapter 6, is an important element of the final appeal of the multimedia story.
Therefore, face detection, clustering and expression recognition, turn out to be
of great importance in order to come up with a high quality multimedia story.
No new contributions were made to the algorithms presented below, which
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are shortly described for the sake of completeness.
3.3.1 Face detection
In this dissertation we use the algorithm presented in [118, 62], using the imple-
mentation included in the OpenCV package [19]. This algorithm is quite effective
at finding faces in images, and at the same time it gives an accurate positioning
and size of each face.
3.3.2 Face clustering
In order to detect the main characters of a story, it is necessary to cluster the
images based on who appears in the photos. In this way, a character histogram
can be built, and more relevance can be given to the largest face clusters.
In this dissertation we have used two main face clustering algorithms:
1. The face clustering algorithm described in [129], was used in the system
presented in Chapter 13.
2. The face clustering algorithm described in [62] , was used in the system
presented in Chapter 14.
3.3.3 Smile detection
Two smile detection algorithms have been used in our work. The first one is
presented in[116], which was used as part of our face aesthetic appeal metric in
Chapter 13. The second one is a variation of the algorithm presented in [124],
which was used as part of our face aesthetic appeal metric in Chapter 14. Both
return a smile probability.
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CHAPTER 4
Media aesthetics prior art
The field of media aesthetics has recently generated a lot of interest in the image
and video analysis research community. The main goal behind such research
is to accurately characterize and measure aesthetic appeal of both images and
videos. Given the human-centric nature of the concept of media aesthetics, two
approaches have been proposed in the literature to collect aesthetics ground truth:
1. Visual Experiments: In these approaches, ground truth data is gathered
through user experiments where aesthetic appeal ratings are collected from
each inspected photo or video. The images are usually chosen from unedited
personal collections so that they represent the full spectrum of image aes-
thetics in a typical consumer image management environment (see Fig. 9.2).
This ground truth is then used to train an aesthetics model [82, 113, 127].
The main drawback of this approach is that the training data set tends
to be small due to the high cost of manually labeling/rating all the media
objects.
2. Photo Forum Data: Currently, there are a number of Web communities
where people share vast amounts of high-quality images on virtually any
topic (e.g. Flickr.com, photoblogs.org, photosig.com, photo.net). The pho-
tos that are published in these forums tend of have higher quality than the
average consumer photo [131]. In addition, these photos are typically la-
beled with rich metadata and ratings –actively provided by volunteer users–
such that these ratings can be used to rank photos based on their voted
quality (e.g. rank by most interesting in Flickr). For instance, San Pedro
et al. [100], use the favorite assignments on Flickr to draw the required
ground truth.
In this dissertation we focus mainly on the former –i.e., visual experiments–
even though our image composition analysis in Chapter 7 was done using photo
forum data from photo.net.
In the literature, what we are referring to as image aesthetics, has been named
in a variety of ways: image aesthetics [35], image attractiveness [100], image
appeal [101], or photo quality [64, 83].
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One of the earliest works in the domain of image aesthetics is that by Savakis
et al. [101] where they performed a large scale study of the possible features
that might have an influence on the aesthetic rating of an image; these were
listed by users when considering image aesthetic appeal in their personal image
collections. While traditional quality measures appear in the list –e.g. sharpness,
contrast– other more subjective features like colorfulness and specially image
composition and the presence of people are cited as two of the most important
features. However, no algorithm was proposed to evaluate the aesthetic appeal
of the images.
We now describe the prior art in the areas of image and video quality, which
the study by Savakis et al. [101] showed were important when assessing the
aesthetic value of a media object. We then describe the specific prior art in the
areas image aesthetics, visual composition based aesthetics and video aesthetics.
We finalize with a brief description of the prior art in the area of image search
re-ranking, which is relevant to the application described in Chapter 9.
4.0.4 No reference image and video quality prior art
In the area of the more traditional no-reference image and video quality there
has actually been quite a lot of work during the past decade, of which the work
by Wang et al. [122] is the most referenced, in which they presented a new
framework for the design of image quality measures based on the assumption
that the human visual system is highly adapted to extract structural information
from the viewing field. It follows that a measure of structural information change
can provide a good approximation to perceived image distortion. Reviews on
image and video quality assessment algorithms can be found in [126, 122, 90, 38].
We have also done some work in the area of no-reference quality measures, more
particularly in the area of sharpness assessment; this work has been published in
[C6] and in [C1].
4.0.5 Image aesthetics prior art
We now list the prior work in proper media aesthetic appeal field. We first
describe algorithms that try to estimate the aesthetics by analyzing the whole
image; next we describe algorithms that divide the image into two main areas
–i.e., the region of interest and the background– and analyze each of them inde-
pendently; and finally we look at one algorithm that performs no image analysis
whatsoever, and estimates media appeal through a different set of metadata.
Most of the earlier work in assessing image aesthetics tried to estimate it by
processing the image as a whole:
26
1. In [80] low quality screening is performed in an albuming application. In [82,
127] image appeal is measured by calculating sharpness and colorfulness.
2. In [113], Tong et al. extracted features – including measures of color, energy,
texture and shape – from images and a two-class classifier (high vs. low
aesthetic appeal) was proposed and evaluated using a large image database
with photos from COREL and Microsoft Office Online (high aesthetic ap-
peal) and from staff at Microsoft Research Asia (low aesthetic appeal). One
drawback with this approach is that some of the selected features lacked
photographic/perceptual justification. Furthermore, their dataset assumed
that home users are poorer photographers than professionals, which may
not always be true.
3. Datta et al. [35] extracted a large set of features based on photographic
rules. Using a dataset from an online image sharing community, i.e.,
photo.net, the authors discovered the top 15 features in terms of their
cross validation performance with respect to the image ratings. The au-
thors reported a classification (high vs. low aesthetic appeal) accuracy of
70.12%. This approach incorporates a low depth-of-field indicator, a shape
convexity score and a familiarity measure. This familiarity measure yields
higher aesthetic appeal for uncommon images checked against a large image
library.
4. Ke et al. [64] utilized a top-down approach, where a small set of features
based on photographic rules were extracted. The spatial distribution of
edges, color distribution and hue count are incorporated in order to classify
between high quality photos and low quality photos. A dataset obtained
by crawling DPChallenge.com was used and the photo’s average rating was
utilized as ground truth.
5. San Pedro et al. [100], use textual –i.e., from the Flickr web site– as
well as various visual features for constructing a vector representation of
photos and for building classification and regression models. They show
that both textual and visual features complement each other and provide
better results once combined.
More recently there have been other approaches that analize different regions
in the image in order to come up with the final aesthetic measure:
1. In [83], Luo and Tang furthered the approach proposed in [64] by extracting
the main subject region (using a sharpness map) in the photograph. A
small set of features were tested on the same database as in [64], and their
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approach was shown to perform better than that of Datta et al. [35] and Ke
et al. [64]. In this method, contrast and simplicity features are introduced
in order to measure isolation of the main region from distractions in the
background; lighting, composition geometry and color harmony are also
analyzed.
2. In [128] certain features are analyzed for the whole image, and other features
are analyzed for the salient region – see [59] for a detailed description on
image saliency.
Other approaches do not perform any image analysis, and use other sources
of information in order to assess the aesthetic appeal of an image:
1. In [131], a vertical image search engine was introduced that: (1) indexes
images from multiple photo forums; and (2) ranks the images based on a
quality index that is obtained from the rating scores across forums, without
any content image analysis.
4.0.6 Visual composition based aesthetics prior art
Since image composition is regarded as one of the most important features regard-
ing image aesthetic appeal [101], we look at the prior art regarding this feature
independently. Few image aesthetics algorithms have taken image composition
features into consideration. Simplicity has been accounted for in various ways: as
the number of colors, quantized to 4096 bins, in the background of the region of
interest (L1) [83]; the number, up to 5, of segmented regions larger than 1% of the
image size (D1) [35]; or the overall number of segmented regions (F1) [40]. Low
depth of field photography (i.e., having the region of interest in focus, and the
background out of focus as has been considered in [83, 35]), and having the main
subject be salient (considered in [128]) can also help reduce complexity. Visual
balance compliance with the rule of thirds is measured in [83] by calculating the
minimum distance of the centroid of the region of interest to the four power points
(L2). In [35, 128], the Hue, Saturation and Value (i.e., HSV color space) averages
within the inner rule of thirds rectangle are computed (D2, D3, D4). The features
that we have presented, D1, D2, D3, D4, L1, L2, and F1, were implemented and
will be used in Chapter 7 in our competitive study.
4.0.7 Video aesthetics prior art
To the best of our knowledge, only the work in [83] has tackled the challenge of
modeling video aesthetics. In that work their goal was to automatically distin-
guish between low quality (i.e., amateurish) and high quality (i.e., professional)
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videos. They applied image aesthetic measures, where each feature was calcu-
lated on a subset of the video frames at a rate of 1 frame per second (fps), coupled
with two video-specific features – length of the motion of the main subject region
and motion stability. The mean value of each feature across the whole video
was utilized as the video representation. They evaluated their approach on a
large database of YouTube videos and achieved good classification performance
of professional vs. amateur videos (≈ 95 % accuracy).
4.0.8 Image search re-ranking prior art
One of the applications of an image aesthetics regression model is image search
re-ranking – see Section 9, using the image aesthetic appeal measure for each of
the photos as an extra parameter for the final rank assigned to the photos. We
briefly review the most relevant prior work in the area of image search re-ranking.
The retrieved images in current image search engines may be disorganized or
irrelevant for a particular user [33]. In order to solve this problem, two approaches
have been proposed in the literature:
1. semantic clustering of the results [119] –through either visual, text or link
analysis (or a combination of them, [21]); and
2. image search re-ranking, where the results of a baseline search engine are
re-ranked according to some criteria.
One of the most popular criteria in image search re-ranking is the analysis of
the visual information contained in the images, in order to re-rank and improve
the baselines search engine results [33, 60, 43]. Most of the prior work in this
area assumes that there is one dominant cluster of images within each image
set returned by a keyword query, and treats images inside this cluster as the
desired ones [43, 58]. Schroff et al. [103] first remove irrelevant images from the
retrieved set by using a multimodal approach (i.e., text, metadata and visual
features), and then re-rank based on visual similarity. In [60], a visual similarity
based graph is created among all retrieved images in the set, and they apply
an iterative procedure based on the PageRank computation in order to re-rank
the images. In order to close the semantic gap, a human interaction loop is
proposed by Cui et al.[33]: the user picks one of the images from the retrieved
set –which is categorized into one of the predefined categories– and a category-
specific similarity clustering generates the final re-ranking results. Alternative
non content-based approaches assign a relevance metric to the images based, for
example, on the relevance of the HTML document linking to the image [77].
In the area of consumer images, [66] presents a re-ranking method for Flickr
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images, that fuses tag relevance with location annotation information and visual
cues, producing a ranked list of clusters representing different views of a certain
location.
In a similar way to [66], in this dissertation we evaluate the fusion of the tag
relevance with a visual cue: the aesthetic appeal of the image, so that images
that are aesthetically more appealing would be ranked higher. Note that while
Luo et al. [83] have recently proposed an image aesthetics re-ranking algorithm
for Web images (queried form the MSN Live Search engine), we tackle the prob-
lem of consumer image search (Picasa Web Album images [1]). In addition, we
evaluate the role that query relevance and aesthetics play both individually and
in combination, by means of a user study – see Chapter 9.
Finally, closely related to our re-ranking work is that of Choi and Rasmussen
[27], who explored which factors –beyond tag semantics– play a role in an image
search task. In a user study of an image retrieval system (the American memory
photo archives of the Library of Congress), they observed that users valued image
quality and clarity (i.e., parameters of image aesthetics) in addition to the image
semantics. While Choi and Rasmussens work also adopts a human centric per-
spective in the context of an image search task, the work presented in Chapter 9
focuses on consumer image repositories (i.e., consumer image management), and
analyzes both quantitative and qualitative user feedback on the role that query
relevance and aesthetics play in a personal image search task.
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CHAPTER 5
Regression based image aesthetics
In this chapter we present an image aesthetics regression model that has been
fine-tuned to have high precision at the top of the ranking, as shown in the results
presented in Section 5.6. Having good precision at the top of the ranking is essen-
tial in the media storytelling algorithms presented in Part II of this dissertation,
as we will see. We originally published this work in [C9,C11,C13], and was also
protected by two patents [C43,C49].
Another application of such a model is the ranking of a set of images based
on their aesthetic appeal, which we test in Section 5.6. And, finally, a quite
relevant application, given the popularity of web based image search engines,
is the possibility to combine the relevance given by the search engine, with the
aesthetic appeal of the image. In Chapter 9 we describe such a system from a
human centric perspective.
The current chapter is organized as follows: in Section 5.1 we present the
learnings from a user study, which provides some insights for the features that
should be implemented in order to build our regression model; these low level
features are described in detail in Section 5.2; the approach to extracting the
relevant region of the image is presented in Section 5.3; in Section 5.4 a set
of multiplicative factors, dependent on other low level features, are presented,
which modify the aesthetic appeal of the photograph in a multiplicative way, as
presented in Section 5.5; finally, the regression results for this model are presented
in Section 5.6.
5.1 User Studies
A set of user studies were conducted [C13] in order to understand what the
relevant image aesthetic appeal features are. Six photographers, with different
expertise level ranging from point and shoot expertise all the way up to semi-
professional, were interviewed about the main attributes they look for in images
within each of the 6 image aesthetic appeal categories used, namely, Excellent,
Very Good, Good, Fair, Poor and Very Poor. The following list summarizes the
findings.
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Excellent photos, typically have good focus, contrast, colorfulness, and excel-
lent composition. A categorization of Excellent requires higher sharpness, since
these images may be blown up on the album cover or in a frame.
Good/Very Good photos need NOT be in perfect focus (corroborated by
[101] ). There is a sharpness threshold (different for each human observer), above
which an image will make it into the Good aesthetic appeal category, given that
it has reasonable contrast and it is reasonably colorful, i.e., it is important to
preserve such memory at the expense of some blur. Having a region or a few
regions with high image aesthetic appeal is enough to categorize such image as
Good aesthetic appeal, or above.
Fair and Poor images will only be used if they depict a relevant, semantically
important, event.
Very Poor images will rarely be used.
• One of the main findings from the user studies conducted for this research
was that observers may find an image aesthetically appealing even if only
one relevant region in the image is aesthetically appealing. In other words,
there is no need to have all the regions in an image be aesthetically appealing
for the image to be considered aesthetically appealing.
• The interesting regions of an image have more aesthetic appeal if the tone
reproduction of that region is better. Tone reproduction is the process of
mapping scene luminance to image lightness; Ansel Adams, the photog-
rapher, described in [7] the zone system, a system to obtain the proper
exposure in order to maximize the quality of the image by determining
where detail would appear in an image.
• Photos with a single relatively large object easy to isolate from the back-
ground (size and homogeneity parameters introduced in [84]) are favored.
These parameters applied to the relevant region as we define it in Section
5.3 correlates well with professional photography, where the main subject
or subjects are usually isolated from the background, either by placing the
subject before a non-distracting background, or by using low depth of field
(blurred background), allowing the viewers’ attention to focus on the rele-
vant object [127].
• People (medium shot and portraits) are usually very important, more so for
certain users than others. People smiling are usually favored in consumer
photography. Incorrect color rendering of people faces is very unappealing.
• Photos from a certain aesthetic appeal category may move up into a more
aesthetically appealing category after cropping for better composition.
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These user studies allowed us to focus on the main features to be extracted
from images in order to quantify their image aesthetic appeal, which are described
in the following sections.
Based on the findings from our user study described above, we devise a set
of low level features, that allows us to measure the aesthetic appeal of consumer
photos –see Section 5.6. Both for training and testing purposes, consumer images,
ranging from very bad to excellent, were used in this research, and also the
observers that tagged the images based on their aesthetic appeal ranged from
point-and-shooters to photography enthusiasts.
Bajcsy [14] stated that when humans look at a photograph they tend to focus
their attention on the region that is most aesthetically appealing within that
photograph, and then, based on the properties of this region they decide whether
the image is useful for their task at hand, i.e., whether the image is aesthetically
appealing to them in order to accomplish that specific task or not. The aesthetics
regression model proposed in this chapter takes advantage of these findings by
identifying the region in the photograph that is most aesthetically appealing –
from now on, referred to as the relevant region.
We hypothesize that an image is aesthetically appealing if it has a large rel-
evant region that is sharp, colorful, well illuminated and well contrasted with
the background. The overall aesthetic measure is composed of a main term, a
combination of sharpness, contrast and chroma within the relevant region, and a
set of penalty and reward factors, where each of these factors either increase or
decrease the overall aesthetic measure of the photograph.
Note that each image is first downsampled, so that the longest side of the
photograph will be 1024 pixels, in order to normalize the sharpness and noise
measures across images.
The relevant region is calculated in an image region by region basis, by (see
Fig. 5.1):
1. first performing an image segmentation1; and within each of the image
regions,
2. calculating the region’s sharpness, described below in Section 5.2.1,
3. calculating the region’s colorfulness, described in section 5.2.3,
4. and, calculating the region’s average luminance contrast, as described in
Section 5.2.4;
1In this dissertation, a variety of image segmentation algorithms have been used: (a) in
Chapter 13 we used a segmentation algorithm proposed by the author in [C12, C18]; (b) in
Chapter 14 we used a fast and efficient image segmentation algorithm presented in [42]
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5. finally, these region based features are combined in order to obtain the
relevant region of the image being analyzed, as described in Section 5.3.
Figure 5.1: Proposed region based image aesthetic appeal framework. Left (a): original
image; Center (b): Image Aesthetic Appeal Map; Right (c): Relevant Region.
5.2 Low level features
As described above, a set of low level features were identified as being relevant
to quantifying the aesthetic value of a digital photograph. In this section we will
describe each and every one of these features in detail.
5.2.1 Sharpness
Sharpness describes the clarity of detail in a photo and it is a fundamental block
in our image aesthetics model. In other words, the sharpness feature measures
how well-focused each region in the photograph is. Each region in the image
is assigned a representative sharpness value. The actual sharpness measure for
each pixel (j,k) is based on a multi-resolution laplacian approach calculated on the
luminance channel of the image (see Fig. 5.2), in which all 4 levels of the laplacian
pyramid are combined in order to be resilient to image noise, see Eq. 5.1. This is
done in such a way due to the known fact that sharp edges have energy content
at all frequency bands, and therefore each of the presented filters would generate
high energy, i.e., if any of them does not output a strong signal at a specific pixel,
it means that there is no sharp edge at that particular pixel.
The algorithm we have implemented is the following. The original luminance
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Figure 5.2: Region based sharpness calculation workflow. Starting with a 4-level
laplacian filter-bank, followed by the combination of these outputs on a pixel by pixel
basis (Eq. 5.1), and modifying its result by the local contrast (Eq. 5.2). Each region in
the segmented image is then assigned one single sharpness value.
image is first low pass filtered by a 3 × 3 gaussian kernel –σ = 0.5–, FBHH is
obtained by taking the absolute value of the difference between the original image
and its filtered version, resulting in a high pass version of the image –therefore
HH as subscript. That low pass filtered version is downsampled –2 × 2– and
filtered again with the same filter, repeating the process and generating FBHL.
This process is repeated twice more, generating FBLH , and finally FBLL. After
downsampling each filter output to the smallest output size –i.e., FBLL –the four
filter outputs are combined in Eq. 5.1.
S(j, k) = δ(contrast(j, k)) ·
FBLL(j, k) · FBLH(j, k) ·
FBHL(j, k) · FBHH(j, k) (5.1)
High contrast edges are well known to generate a much higher sharpness mea-
sure than the one perceived by the Human Visual System (HVS); in order to
counteract this problem a local contrast correction function, δ, has been imple-
mented based on [44] (see Eq. 5.2).
δ(contrast(j, k)) =
{
−0.0042 · contrast(j, k) + 1 if 0 ≤ contrast(j, k) ≤ 50
0.8 · e−0.024·(contrast(j,k)−50) if 50 < contrast(j, k) ≤ 200
(5.2)
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In order to solve the blooming problem that exists with certain camera sensors,
when electrons of a clipped2 pixel flow into the neighboring cells –this can be seen
as halos around objects in backlit images– the contrast function contrast(j, k)
has been implemented in a multi-resolution approach, in order to capture both
high and low resolution contrasts. The contrast at each resolution is measured
using the root-mean-square contrast, as presented by Peli in [92].
contrast(j, k) = max
([
1
8
∑
3×3
(x− x¯)2
]1/2
,
[
1
48
∑
7×7
(x− x¯)2
]1/2
,
[
1
120
∑
11×11
(x− x¯)2
]1/2)
(5.3)
To this effect, the contrast is calculated over three windows of different sizes
(3 × 3, 7 × 7 and 11 × 11, all centered on the inspection pixel (j, k)), and the
maximum of the three is selected to be the contrast measure at that point (see
Eq. 5.3).
Fig. 5.2 shows the whole sharpness metric calculation diagram, which was
originally presented in [C13]. An important limitation of this model is that strong
highlights may cause the luminance in pixels to be clipped on the sensor itself.
This produces non-linearities –i.e., aliases– which are incorrectly detected in our
filter bank, generating an incorrect sharpness measure. Appendix A presents a
simple, yet effective approach to solve this problem.
Finally, our regression based aesthetic appeal model is a region based one,
and therefore we will assign one single sharpness value to each of the regions the
image has been segmented into.
In order to avoid the border effect –i.e., the border of an object offers an
ambiguous sharpness measure since it is not clear whether it belongs to the object
or the background– all the regions in the segmented image are eroded, so that
only the sharpness measures inside each of the regions are taken into account in
order to assign the sharpness to each of those regions.
For each eroded region, the maximum value of sharpness is assigned to it
as the region sharpness. Fig. 5.3 shows an example of two photos of the same
2A clipped pixel is equivalent to the pixel with its photo detector saturated, i.e., completely
full. Instead, saturation is used in this dissertation to describe the purity of colors in a variety
of color spaces
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subject, a koala, one in perfect focus, and another one completely out of focus,
and their respective region based sharpness maps.
Figure 5.3: Region based sharpness maps. In the top example, the koala is completely
out of focus; in the bottom example, the koala is in perfect focus.
5.2.2 Sharpness density
Sharpness density (SD) is defined as the percentage of an image region that has
energy content in mid and high frequencies –i.e., not only low frequencies. This
is a very convenient measure in order to identify which regions have a reliable
sharpness measure, since regions with low SD may actually be composed of
multiple regions that have been merged in the segmentation process, some of them
flat; or the whole region is too flat to have any reliable sharpness reading. Section
5.3.1 will show how the sharpness density is very useful to fuse the sharpness,
contrast and colorfulness for each of the image regions. See Appendix B for a
detailed description of this algorithm.
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5.2.3 Color based features
Colorfulness of a color is usually defined as the difference between that color
against gray. For a photograph, measuring its colorfulness it is a bit harder since
the definition of a colorful photograph is not clear, but experts seem to agree that
it is correlated with the color variety and their purity in the photograph. In [54],
Hasler et al. carried out an experiment with observers in order to come up with a
formula that would correlate with human perception of photograph colorfulness.
In that work Hasler et al. combine both the chroma standard deviation (σaibi) as
well as the mean chroma magnitude (µaibi) in the CIE-Lab color space [39] for a
particular region i, see Eq. 5.4.
cfi = σaibi + 0.37µaibi (5.4)
Where σaibi is the trigonometric length of the standard deviation in CIE-Lab
space, which we are going to refer to as color contrast –ccni. And where µaibi is
the distance of the centre of gravity in CIE-Lab space to the neutral color axis,
for all pixels in region i.
ccni = σaibi =
√
σai
2 + σbi
2 (5.5)
Unfortunately, when trying to rate the aesthetic appeal with respect to color-
fulness on a region by region basis Eq. 5.4 the color contrast term is quite insignifi-
cant, since most image segmentation algorithms [42] [C18] generate segments that
have roughly homogeneous color, and therefore the first term in Eq. 5.4, σaibi
(which we will referring to as color contrast, see Eq. 5.5), is quite insignificant.
Therefore, and in the interest of speeding up the computation, we have dropped
this term in the image aesthetic appeal map calculation, i.e., we calculate only
the chroma mean (0.37µaibi) within each region i, see section 5.3.1.
As shown in [54], color contrast is also very important in order to judge the
aesthetic appeal of images, and we will show how we incorporate this measure
–calculated on the overall image– into our system in section 5.4.2.
5.2.4 Luminance contrast
Contrast is a measure of the difference in brightness between light and dark
areas in a scene. The contrast, CN , is measured in each region using the root-
mean-square contrast, which has been proven useful when comparing contrast of
different images [92]. See Eq. 5.6 and 5.7.
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CNi =
[
1
ni − 1
∑
j,k  regioni
(x(j, k)− x¯i)2
]1/2
(5.6)
x¯i =
1
ni
∑
j,k  regioni
x(j, k) (5.7)
5.2.5 Chroma noise
High image noise (often found in camera-phone images or in very low end cam-
eras), also degrades the aesthetic appeal of images. In this section we describe a
method to tackle this problem.
Noise in digital pictures has become a serious problem as the pixel size in the
image sensors has been shrinking to allow for high megapixel counts. This fact
is exacerbated by low quality optics and low quality sensors in camera-phones.
Accurate modeling of the image noise at the device output is hard, due to various
image processing steps such as local and global contrast enhancements, various
non-linear transformations and compression [69].
Measuring noise in digital images is usually done as a two step process [69, 11]:
first, the intensity-homogeneous blocks (i.e., blocks with the lowest structure vari-
ation) of the image are identified; second, the noise is measured within each of
these intensity-homogeneous blocks. In [11] they try to estimate the noise vari-
ance for the whole image. However, as [69] showed, in many cases of practical
interest the noise is not spatially stationary over the image. The proposed ap-
proach performs an image matting step in order to identify the areas of the image
with a certain degree of structure variation. This result is used to isolate the re-
gions that have very little structure variation (see Fig. 5.4), where the pixels are
assumed to be independent and identically-distributed (iid). Note that the signal
in these intensity-homogeneous regions should be nearly constant such that the
variation is mainly due to noise.
As local noise estimates should not be influenced by distant data samples,
we calculate the noise variance within each intensity homogeneous region as the
average of all variances calculated on a 3 × 3 support. In addition and in order
to have a reliable estimate, we need to use sufficient data samples. Therefore, we
only calculate the noise variance in intensity-homogeneous regions larger than a
threshold size (i.e., 320 pixels in the current implementation).
Since the SNR in the chrominance (Cb and Cr, in the YCbCr color space [52])
channels, i.e., chroma noise, is typically lower than that of the luminance channel
[76], we compute the noise variance in the Cb and Cr channels only, and keep the
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Figure 5.4: Original noisy image (left), and luminosity-homogeneous regions, larger
than 320 pixels each, (right).
maximum of the two per intensity-homogeneous region. The final noise measure
–lNoise– is calculated by ordering the noise measures, based on their value, of all
intensity homogeneous regions that were large enough for the task, and selecting
the median value of the top 5, in order to avoid outliers.
5.3 Relevant region extraction
We define the relevant region of an image, as the region in the image that
presents either the texture detail –sharpness–, saliency –contrast– and color pu-
rity –colorfulness–, or a combination of them. From an aesthetic standpoint, a
consumer photograph should have at least one region with either of these three
features –i.e., at least a certain amount of texture in an object, or a salient ob-
ject, or a colorful object– otherwise the image has no features on which to judge
it, again, in the consumer photography arena –i.e., artistic photographs may be
judged aesthetically excellent based on very different grounds.
As noted above, our model is composed of an image segmentation first step,
and for each of the segmented regions one single value of sharpness, one of contrast
and one of colorfulness are kept. In this section we describe how these low level
features can be combined in an additive way in order to calculate the main term
of our aesthetic model. For this reason, first an aesthetic appeal map is created,
which assigns an aesthetic appeal value to each of the pixels in the image, on
a region by region basis. From this map, the relevant region is extracted via
thresholding with an image adaptive threshold. Our model will measure on this
relevant region the main term of our regression based image aesthetics model –see
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Eq. 5.11.
5.3.1 Aesthetic appeal map
The sharpness, contrast and colorfulness3 maps, along with the sharpness density
of each region are combined in order to render an aesthetic appeal map (center
image in Fig. 5.1), introduced by the author in [C15,C16]. In areas where there is
texture/edge content, the sharpness metric is complemented in an additive way
with a contribution from both contrast and colorfulness; in areas that are mostly
soft –i.e., they contain energy only in the low frequencies– the contribution of
contrast and colorfulness is much larger, i.e., this will increase the image aesthetic
appeal measure of highly salient regions [59] or highly colourful regions with little
texture/edge content. Note, though, that the presented aesthetic appeal map is
different from the saliency map presented in [59] in which sharpness does not play
any role, and where color contrast is taken into account as opposed to chroma
magnitude. The aesthetic appeal map at each pixel (j, k) location, belonging to
a particular region, is given by Eq. 5.8, 5.9 and 5.10.
AMapj,k = Sj,k + α(Sj,k) · CNj,k + β(Sj,k) · cfj,k (5.8)
α(Sj,k) =
{
1
A+B·SDregion⊃(j,k) if SDregion⊃(j,k) < SDThres
1
E
if SDregion⊃(j,k) ≥ SDThres
(5.9)
β(Sj,k) =
{
1
C+D·SDregion⊃(j,k) if SDregion⊃(j,k) < SDThres
1
F
if SDregion⊃(j,k) ≥ SDThres
(5.10)
Where SDregion is the Sharpness Density for that particular region to which
the pixel (j, k) belongs to; SDThres is the sharpness density threshold that has
been experimentally set to 0.33, i.e. regions with lower SD, will have increasing
contribution from contrast and chroma in the region’s aesthetic appeal. The
other parameters are set to: A = 2, B = 57, C = 2, D = 21, E = 2 and F = 9.
By building this map in an additive way, regions with no sharpness content can
still measure high in aesthetic appeal due to contrast or colorfulness contribution,
and vice-versa.
In Fig. 5.5 we show an example of the original image, its region based sharp-
ness map, its contrast and colorfulness map, and their combination into the aes-
thetic appeal map. Note that the out-of-focus foliage in the background increases
its aesthetic appeal thanks to its colorfulness.
3As described in Section 5.2.3, we calculate the colorfulness of each region as cfi = 0.37µaibi .
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Figure 5.5: Aesthetic appeal map generation (bottom), from the region based sharp-
ness map (top-left), the contrast map (top-center) and the colorfulness map (top-right).
5.3.2 Relevant region calculation
Since different images may have very different aesthetic appeal value distribu-
tions, an image dependent threshold is calculated. This threshold is set to one
half the maximum value in the aesthetic appeal map introduced above. All re-
gions with the aesthetic appeal map value above that threshold will be set to
aesthetically appealing, which generates a binary map –see right image, c, in
Fig. 5.1. From now on, we define this aesthetically appealing region, as the rel-
evant region. The most important term of our aesthetic appeal metric will be
measured within this region, see Eq. 5.11.
An experiment with over 2000 consumer images and with 3 observers per
image was carried out, where the observers, with diverse photography skills, were
asked to delimit the aesthetically appealing regions of an image (using up to
3 rectangles). These regions were then intersected with the smallest rectangle
that included the automatically generated aesthetically appealing region binary
map. The results show (Fig. 5.6) that the automatically generated aesthetically
appealing region binary map is efficient at including the user labelled aesthetically
appealing areas of the photograph.
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Figure 5.6: Images in which the automatically generated aesthetically appealing region
does not include a certain number of pixels from the manually selected. Experiment
run on 2000 images each rated by 3 users. Thanks to D. Berfanger for creating this
figure.
5.3.3 Relevant region aesthetic contribution
Once the relevant region has been extracted, the aesthetic appeal map introduced
in Section 5.3.1 is averaged over the whole relevant region. This provides the
main aesthetic term of our approach, or Relevant Region Aesthetic Contribution
(RRAC), as presented in Eq. 5.11.
RRAC =
1
N
N∑
j,k∈relevantRegion
AMapj,k (5.11)
5.4 Multiplicative aesthetic factors
As mentioned above, from an aesthetic standpoint, a consumer photograph should
have at least one region with either of these three features –i.e., at least a certain
amount of texture in an object, or a salient object, or a colorful object– otherwise
the image has no features on which to judge it. This is why we define the main
aesthetic term to be RRAC, presented in Eq. 5.11. In our model, this main term
provides the aesthetic base measure for the image, which, in certain occasions,
may have to be modified based on other low level features, i.e., in the light
exposure on the relevant region is either too dark –underexposure– or too bright
–overexposure– a multiplicative factor will penalize the aesthetic value of the
image accordingly, leaving it unchanged if the light exposure is within an allowed
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range of values; on the other hand, if the simplicity (see Section 2.0.2) of the image
is high, then a multiplicative factor will increase –reward factor– the aesthetic
value of the image.
From the individual low level features presented above in Section 5.2, a set
of multiplicative factors, both reward factors, as well as penalty factors, are
calculated. Each of these will multiply the main aesthetic appeal term, or relevant
region aesthetic contribution, or RRAC, introduced Eq. 5.11 above. These factors
include two exposure factors, a color contrast factor, a background homogeneity
factor, and a noise factor, which will be described below.
Each multiplicative factor was fine tuned on a specific set of over 200 ground
truth images. Each of these sets of images was built for training purposes only,
and within each of them the specific low level feature taken into consideration
varied through the whole possible spectrum of values in order to find the optimal
multiplicative factor that correlated with human perception.
5.4.1 Exposure factors
Exposure is the total amount of light allowed to fall on the photographic medium
(photographic film or image sensor) during the process of taking a photograph.
Ansel Adams, the photographer, described in [7] the zone system, a system to
obtain the proper exposure in order to maximize the quality of the image by
determining where detail will appear in an image. In this work, we propose the
use of histogram based low level features in order to come up with the aesthetic
exposure factors. The histogram, which shows the concentration of tones, run-
ning from dark to light, can be used to extract overexposure and underexposure
metrics.
Overexposure and underexposure metrics have been implemented in order to
penalize the overall image aesthetic appeal based on the luminance histogram dis-
tributions. No penalization exists if the histogram is not too skewed or clipped,
and if its standard deviation is not too large or too small. A simple, yet effective
model has been implemented, based on the average of the luminance histogram,
L¯, and its standard deviation σL, see Eq. 5.12 and 5.13. See Fig. 5.7 for three
examples of the same subject photographed under three different lighting condi-
tions.
luminanceFactor =

AL + (1− AL) · L¯LLThres if L¯ < LLThres
1−BL · L¯−LHThres255−LHThres if L¯ > LHThres
1 else
(5.12)
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contrastFactor =

AsL + (1− AsL) · σLsLLThres if σL < sLLThres
1−BsL · σL−sLHThres255−sLHThres if σL > sLHThres
1 else
(5.13)
where BL = BsL = 0.2, and AL = AsL = 0.8. The thresholds were de-
rived from our sets of 200 overexposed images, and 200 underexposed images:
LLThres = 70, LHThres = 160, sLLThres = 35 and sLHThres = 60.
Figure 5.7: Exposure examples, with corresponding mean and standard deviation of
luminance in the relevant region. Left: very bad aesthetic appeal; center: bad aesthetic
appeal; right: good aesthetic appeal
The exposure factor, EF , is the product of the luminance factor and the
contrast factor, see Eq. 5.14.
EF = luminanceFactor · contrastFactor (5.14)
5.4.2 Color factors
Color contrast –in a slightly modified formulation from the one described in
Section 5.2.3, ccni– is computed on the entire relevant region (CCNrelevantR) and
on the whole image (CCNoverall). The color contrast measure for a specific region
i is presented in Eq. 5.15.
CCNi = 0.75 + 0.5 ∗
√
σa2 + σb2
1400
(5.15)
The final color contrast measure is given by Eq. 5.16, which is the maximum
between the color contrast calculated in the relevant region, and the color contrast
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calculated in the overall image. This allows to take into account both highly
colorful backgrounds, as well as highly colorful aesthetically appealing regions.
CCNM = max(CCNrelevantR, CCNoverall) (5.16)
Accordingly, a Color Contrast reward Factor (CCNF) is defined in Eq. 5.17.
CCNF =

1 if CCNM < 14
33
1000
· CCNM − 0.53 if 14 ≤ CCNM < 26
1.4 if CCNM ≥ 26
(5.17)
This factor rewards regions with high color contrast, but it does not penalize
regions with low color contrast, as could be the case in black and white photog-
raphy.
Colorfulness –also in a slightly modified formulation from the one presented
in Section 5.2.3, cfi– is defined below in Eq. 5.18. It is calculated on the overall
image.
CF = 0.75 + 0.5 ∗
[√
σa2 + σb2
1400
+ 0.37
√
µa2 + µb2
1400
]
(5.18)
The colorfulness factor is defined in a similar way to CCNF, see Eq. 5.19.
CFF =

1 if CF < 14
33
1000
· CF − 0.53 if 14 ≤ CF < 26
1.4 if CF ≥ 26
(5.19)
5.4.3 Background homogeneity factor
Photo composition determines how objects should be arranged and balanced
within the boundaries of the image. This regression based model avoids detect-
ing compositional rules –we will be looking at compositional rules in our classi-
fication based scheme in Chapter 7. This regression based model does, on the
other hand, look at one simplicity feature: how homogeneous the background
of the photograph is, which is defined as how easy it is for a human subject to
identify the subject of the photograph –i.e., how isolated the relevant region is
from the background– without distractions from other objects that may draw the
viewer’s attention. In [84] a visual test confirmed the importance of homogeneity.
The way this measure is implemented is as follows: the aesthetic appeal map is
thresholded twice, once with the image dependent threshold introduced above
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(1
2
of the maximum aesthetic appeal value), and once with one half of the first
threshold (1
4
of the maximum aesthetic appeal value). With a lower threshold the
aesthetically appealing region will expand to other regions of some intermediate
aesthetic appeal value.
The more similar those two binary maps are the higher the background homo-
geneity measure, i.e., if the generated binary map changes significantly, it means
that there are distractions in the background, and the relevant region is not as
easy to segment out from the background, therefore less homogeneous. Eq. 5.20
presents the euclidean distance between the centroids of each of the relevant re-
gions –i.e., thresholded at 1
4
and at 1
2
of the maximum value of the aesthetic
appeal map.
The size of the relevant region is also important composition-wise. Region
sizes either below 1
9
, or above 2
3
of the image area are less aesthetically appealing.
Therefore, only relevant regions –both the one thresholded at 1
4
, as well as the
one thresholded at 1
2
– that are between these sizes are taken into account for the
background homogeneity measure –i.e., otherwise HF = 1.
CD =
√
(Cx1/2 − Cx1/4)2 + (Cy1/2 − Cy1/4)2 (5.20)
The reward background homogeneity factor is presented in Eq. 5.21, which
only applies to distances between centroids below 15% of the image’s width.
HF =
{
1 if CD > 0.15 · ImWidth
1.25− 0.25 · CD
15
else
(5.21)
5.4.4 Noise factor
The noise penalty factor (NOF) is defined in Eq. 5.22.
NOF =

1 if lNoise < 1
1.235− 0.235 · lNoise if 1 ≤ lNoise < 3.125
0.5 if lNoise ≥ 3.125
(5.22)
The NOF determines in what measure the overall aesthetic appeal measure
will be decreased, with lNoise as defined in Section 5.2.5. All thresholds and
constants have been fine tuned over a 200 image training set of images with a
wide range of noise levels.
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Figure 5.8: Background homogeneity. In the top image, the background is quite
homogeneously out of focus and low contrast, the foreground is in focus and high
contrast, therefore the aesthetic appeal region thresholded at 1/2 and 1/4 do not change
much, as opposed to the example in the bottom, which is less aesthetically appealing.
Also the aesthetic appeal region of the one at the bottom, when thresholded at 1/4 is
much larger than the size limit of 2/3 of the size mentioned above.
5.5 Image aesthetics models
The final image aesthetics model is comprised of a main term, i.e., the relevant
region aesthetic contribution, introduced in Section 5.3.3, RRAC, and a set of
multiplicative factors, introduced in Section 5.4.
Two main models have been used throughout this dissertation, namely:
1. Model taking into account the colorfulness factor CFF , and no noise factor,
see Eq. 5.23.
2. Model taking into account the color contrast factor CCNF and the noise
factor NOF , see Eq. 5.24;
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AM4 = RRAC · EF ·HF · CFF (5.23)
AM5 = RRAC · EF ·HF · CCNF ·NOF (5.24)
See Table 5.3 to see the formulas for the first three models that were tested
–i.e., AM1 throuth AM3. In the models presented in Eq. 5.23 and 5.24, the first
term is the most important one, i.e., the average of the aesthetic appeal map over
the relevant region, or RRAC. This factor is modified by penalty and reward
factors [C11], where EF is the exposure factor, NOF is the noise factor, HF
is the background homogeneity factor, CCNF is the color contrast factor, and
CFF is the colorfulness factor. Note that EF and NOF are penalty factors, i.e.,
EF < 1 if relevant region is badly exposed –either overexposed or underexposed,
NOF < 1 if noise is visible in the image; conversely HF , CCNF and CFF are
reward factors, i.e., HF > 1 if background is homogeneous, CCNF > 1 if the
relevant region or the overall image present high color contrast, and CFF > 1
if the overall image is colorful. Note that all factors have a Max and a Min cap
–see Eq. 5.12, 5.13, 5.17 and 5.22 for examples.
These models were tested, see Section 5.6, and they were used in a set of
applications that go from image search and retrieval re-ranking, see Chapter 9,
to image aesthetics based storytelling, see Chapters 13 and 14.
5.6 Results
The features presented in the previous sections, and their parameters, have been
combined in a few different ways in order to find the best model for different
applications.
The test set for these experiments was obtained by evaluating consumer type
digital images into broad image aesthetic appeal categories. 2000 images ran-
domly selected from internet photo albums were graded, none of which had been
used in the training/fine-tuning stages. Image noise was not an issue in this
data set, and therefore the noise factor was not used at this point in time, i.e.,
NOF = 1.
Observers graded the images using a categorical scale ranging from Very Poor
to Excellent (rating them as integer values 1 through 6). These observers were
instructed to evaluate the Overall Image Aesthetic Appeal of the images’ main
subject area, and not to consider neither the subject content, nor the image
composition in their judgment. Each image was evaluated by three different ob-
servers, and the final ground truth value was set to the average of those 3 grades.
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1
N
·∑[S] 1
N
·∑ [α(0) · cf + β(0) · cf ] 1
N
·∑ [S + α(S) · CN + β(S) · cf ]
·1 31.2/15.7 6.2/11.3 33.2/16.0
·EF 33.5/16.7 13.3/9.0 35.3/15.6
·EF · CFF 34.0/14.8 8.4/9.2 33.2/13.1
·EF · CFF ·HF 29.6/15.0 X/X 28.0/13.5
Table 5.1: Linear correlation value / standard deviation of the linear regression
residuals. Image aesthetic appeal measured on the whole image. Calculated on
2000 test images, each rated by 3 observers. ”X” is a value not statistically
significant.
1
N
·∑[S] 1
N
·∑ [S + α(S) · CN + β(S) · cf ]
·1 30.8/15.5 33.1/15.8
·EF 33.1/16.5 35.3/15.3
·EF · CFF 33.6/14.6 33.0/12.9
·EF · CFF ·HF 29.2/14.8 27.8/13.4
Table 5.2: Linear correlation value / standard deviation of the linear regres-
sion residuals. Image aesthetic appeal measured on the relevant aesthetically
appealing region, without taking into account the size of the relevant region in
the calculation of the background homogeneity factor. Calculated on 2000 test
images, each rated by 3 observers. ”X” is a value not statistically significant.
A small number of outliers –mainly due to disagreements between observers as
to what was the region of interest– were removed from the dataset. The inter-
human observations linear correlations averaged to 56%, which shows how hard
it is to agree on how to grade the image aesthetic appeal of a photograph.
The 2000 test images were analyzed by a thorough set of image aesthetic
appeal measures. These aesthetic appeal measures can be subdivided into:
1. Whole image analysis (Table 5.1) vs. relevant region analysis (Table 5.2
and Table 5.3;
2. Size of the relevant region not taken into consideration in Table 5.2., vs.
size of the relevant region used in Table 5.3.
For each experiment, the image aesthetic appeal results were normalized, and
the linear correlation between these and the averaged ground truth data was
calculated (first value in each table cell, in Table 5.1, Table 5.2 and Table 5.3).
This correlation value indicates how well the image aesthetic appeal measure
predicts the average ground truth (all correlation coefficients in the tables were
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1
N
·∑[S] 1
N
·∑ [S + α(S) · CN + β(S) · cf ]
·1 33.4/13.8 AM1=35.1/14.3
·EF 36.1/14.5 AM2=37.5/13.5
·EF · CFF 35.8/13.9 AM3=33.7/11.8
·EF · CFF ·HF 29.9/13.1 AM4=27.9/12.1
Table 5.3: Linear correlation value / standard deviation of the linear regression
residuals. Image aesthetic appeal measured on the relevant aesthetically appeal-
ing region, taking into account the size of the relevant region in the calculation of
the background homogeneity factor. Calculated on 2000 test images, each rated
by 3 observers. ”X” is a value not statistically significant.
statistically significant, except where noted). In order to measure the effectiveness
of the presented metrics, a linear regression between the aesthetic appeal measure
and the averaged ground truth was calculated, and the standard deviation of the
residuals from this regression were measured (second value in each table cell).
The way to read the tables is the following –take for example the cell tagged
as AM4 in Table 5.3:
Take the formula in the 3rd column’s top cell:[
1
N
·∑ [S + α(S) · CN + β(S) · cf ]] (from Table 5.3, column #2), and then
multiply it by the left-most cell formula in row #4, [·EF · CFF ·HF ]. This
results in the following aesthetic appeal measure:
AM4 =
1
N
N∑
j,k∈relevantRegion
[Sj,k + α(Sj,k) · CNj,k + β(Sj,k) · cfj,k]
· EF · CFF ·HF (5.25)
These results show the following preferences:
1. Always measure the features on the aesthetically appealing region –RRAC–
only.
2. The best metrics all take into account the relevant region size when calcu-
lating the background homogeneity factor.
Inspection of these results shows the best algorithms in Table 5.3 –i.e., highest
correlation and lowest spread of residuals. In order to narrow down the best algo-
rithm for selecting the highest aesthetic appeal images, another experiment was
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Figure 5.9: (a) Average precision-recall (bottom 10% values retrieved), when querying
for the lowest aesthetically appealing images of a collection. (b) Average precision-
recall (top 10% values retrieved), when querying for the highest aesthetically appealing
images of a collection. Averaged over 3 collections (overall 1200 images), none of them
used in the training stage.
Figure 5.10: Correlation plot between Aesthetic Appeal Metric #4 (AM4) and the
averaged perceived aesthetic appeal for the 3 observers over 2000 images. The overall
correlation coefficient is lower than in Fig. 5.11, but this metric is more precise (see
Fig. 5.9b) when querying for highly aesthetically appealing images.
run where the images were ranked from worst to best measured aesthetic appeal,
and the average recall and average precision were measured. The algorithms la-
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Figure 5.11: Correlation plot between asthetic Appeal Metric #2 (AM2) and the
averaged perceived aesthetic appeal for the 3 observers over 2000 images.
belled AMi in Table 5.3 outperformed all others, more specifically, Fig. 5.9b shows
AM4 outperforming the other metrics in an average precision-recall graph when
querying for the most aesthetically appealing images in a collection. Fig. 5.10
shows the correlation plot for AM4.
Therefore, AM4 has been successfully implemented as the image aesthetic ap-
peal metric in the storytelling scenario –see Part II of this dissertation– where
a good ranking of the most aesthetically appealing images in a collection is
paramount. See Fig. 5.12 and 18.4 for a few examples of the most aestheti-
cally appealing images from a sub-set of the image collections –each above 800
photos– that were used in the user study in Chapter 13.
AM2, has the actual highest correlation value of 37.5% (compare to 56% for
the inter-human correlation from our experiment), see Fig. 5.11. This would be
the ideal aesthetic model to use when the whole range of aesthetic values –both
high and low– are of interest.
Finally, note that the Noise factor has not been used in these experiments, as
explained above. On the other hand, the Noise factor is quite useful in Chapter
9, in which all types of images, including those captured by cell-phones in very
low light conditions, are used in the experiments.
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Figure 5.12: Top aesthetic images in each of 4 collections used in the photo-book user
study in Chapter 13. Since these were used as the photo-book wrap around cover, only
landscape oriented images –i.e., not portrait–were considered.
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CHAPTER 6
Regression based face aesthetics
Photo based storytelling for consumer end users is, mostly, about events, vaca-
tions, etc., that the users enjoyed with family and/or friends. These experiences
are then retold to those very same people, i.e., remembrance, or to other people,
i.e., storytelling [C2]. Savakis et al. [101] showed in an in depth user study how
important face aesthetics is, which includes both face image aesthetics as well as
facial expression.
Figure 6.1: Face aesthetics framework.
There has been some research in trying to understand facial attractiveness
[111] using face features including symmetry. Unfortunately, these type of ap-
proaches would favor a character over another based on their looks, which would
go against the storytelling principles –see Part II of this dissertation. In order
to avoid this kind of bias, in this chapter we present a regression based model in
order to rank faces of the same person based on their aesthetic appeal.
We first describe the low level features we use in Section 6.1, followed by
the description of the regression model in Section 6.2. This work was originally
published in [C2 ,C11].
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6.1 Face aesthetics features
Savakis et. al [101] already showed how important faces are when considering
image aesthetics, specially in consumer photography. At the same time, people
photographs are critical for consumer photo storytelling, as it will become clear
in Part II of this dissertation. To this effect a series of face specific features have
been implemented. In this implementation a face detection based on [118] has
been used.
A set of 214 face images of the same person, covering all possible levels of
face aesthetic appeal, have been used as a training set to derive the features
below. These 214 images were tagged by two people –his parents– with different
photography expertise level, in which they were asked to label the face aesthetic
appeal (bad, 0, ok, 1, good, 2), average luminance (under-exposed, ue, slight
under-exposed, slightue, good exposure, ce, slight over-exposed, slightoe, over-
exposed, oe), and contrast (flat, lower contrast, good, over-contrasty), based on
that persons face alone. We are aware of the low number of observers per image
in this case, but the fact that they were the parents of the subject, resulted in a
high engagement during the experiment.
Fig. 6.1 presents the different low level features that have been used in order
to estimate the face aesthetic appeal metric.
Figure 6.2: Face sharpness –fSharpness– metric plotted against the face aesthetic
appeal ground truth (bad, 0, ok, 1, good, 2). The linear correlation is 0.532.
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6.1.1 Face sharpness
In the case of the face sharpness, we re-used Eq. 5.1 exactly as defined in Sec-
tion 5.2.1. In the face aesthetic appeal case, sharpness is solely calculated within
the face region. We are going to refer to this face sharpness measure as fSharp-
ness for the rest of this chapter. See Fig. 6.2 to see how this measure correlates
with the aesthetic appeal of faces in our ground truth set. The linear correlation
between fSharpness and the ground truth is 0.532.
6.1.2 Face light exposure
In a similar way to Eq. 5.12 and 5.13, both the average luminance, L¯, and the
luminance standard deviation, σL, are calculated in the face region. The ground
truth gathered in our experiments –see Fig. 6.3 and Fig. 6.4– was used to optimize
the constants. The resulting luminance and contrast metrics are presented in
Eq. 6.1 and in Eq. 6.2 respectively.
Figure 6.3: Measured average luminance within the face region, plotted against the
ground truth values from our 214 training images for under-exposure (ue), slight under-
exposure (slight-ue), correct exposure (ce), slight over-exposure (slight-oe) and over-
exposure (oe); the bars represent +/- one standard deviation.
Fig. 6.3 and 6.4 plot the average luminance and the standard deviation of the
luminance against the perceived face aesthetic appeal, respectively.
Fig. 6.5 plots the average exposure metric (fLuminance in Eq. 6.1) against
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Figure 6.4: Measured standard deviation of the luminance within the face region, plot-
ted against the ground truth values from our 214 training images for very low contrast
(FLAT), low contrast, good contrast and too much contrast (OVER-CONTRASTY);
the bars represent +/− one standard deviation.
the perceived face aesthetic appeal.
fLuminamce =

AfL + (1− AfL) · L¯fLLThres if L¯ < fLLThres
1−BfL · L¯−fLHThres255−fLHThres if L¯ > fLHThres
1 else
(6.1)
fContrast =

AsfL + (1− AsfL) · σLsfLLThres if σL < sfLLThres
1−BsfL · σL−sfLHThres255−sfLHThres if σL > sfLHThres
1 else
(6.2)
BfL = BsfL = 1, and AfL = fAsfL = 0, fLLThres = 110, fLHThres = 155,
sfLLThres = 10 and sfLHThres = 40.
The linear correlation between f ‘Luminance and the ground truth is 0.418,
and the linear correlation between fContrast and the ground truth is 0.193.
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Figure 6.5: Face average luminance metric –fLuminance– metric plotted against the
face aesthetic appeal ground truth. The linear correlation is 0.418.
6.1.3 Face size
Face size –fSize– is defined as the fraction of pixels that belong to the face region,
detected as described above, with respect to the overall size of the image. This
feature turns out to have a strong correlation with the perceived face aesthetic
appeal of 0.379 (see Fig. 6.6).
6.1.4 Smile detection
We use the smile detection algorithms presented in 3.3.3, which return a smile
probability –the smile metric fSmile. Surprisingly, there is a very low correlation
between smile probability and perceived face aesthetic appeal (see Fig. 6.7).
A detailed inspection of the data shows that faces that are quite small are
usually discarded by the observers as not aesthetically appealing, regardless of
whether the person is smiling or not. This allows for optimization of a cut-
off size to allow for smile probability to be used effectively for face aesthetic
appeal measurement. Faces larger than 3.6% of the image are used in the final
implementation (see Fig. 6.8).
The linear correlation between the fSmile –when measured only on the faces
larger than 3.6% of the image size– and the ground truth is 0.142.
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Figure 6.6: Face size metric –fSize– metric plotted against the face aesthetic appeal
ground truth. The linear correlation is 0.379.
6.2 Face aesthetics model
Our experiments in [C11] have shown that a linear combination of the metrics
presented above is a good approach to calculate a face aesthetic appeal metric
that will correlate highly with the perceived face aesthetic appeal. Inspection
of Table 6.1 shows that the face sharpness metric –fSharpness– is the feature
with highest correlation (see Fig. 6.2), therefore this has been used as the anchor
feature in the results below. Table 6.2 shows the correlations of the different face
appeal metrics that have been tested so far. Each linear combination coefficient
has been optimized for highest correlation with the face aesthetic appeal ground
truth.
These results are in accordance with Table 6.1, where the correlation of each
of these features with fSharpness are shown. FaceAppealMetric3 (FAMetric3)
is the best metric of the set, due mainly to the low correlation between the face
size metric (fSize) and the face sharpness metric (fSharpness).
The general face aesthetics model, for a specific face j, is presented in Eq. 6.3.
FA(j) =
1
2
(fSharpness(j) + ψfSize(j)) (6.3)
where ψ = 2.4 for fSize(j) < 0.42, and ψ = 1
fSize(j)
for fSize(j) ≥ 0.42
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Figure 6.7: Measured smile probability, fSmile, plotted against the perceived face
aesthetic appeal.
These results are corroborated in [88], where they use a sharpness measure of
the face, and the ratio of the size of the detected face using [118] with respect to
the overall size of the image, for face quality assessment .
In order to apply a face aesthetics regression model to the storytelling context,
we carried out a small experiment in which we asked users to select certain
images of themselves, as well as from friends and family, that could be used in
a storytelling scenario. The findings were that face expression was a far more
important feature than we had found in the aesthetics experiments presented
above –where a single image was shown to the users and they had to rate the
face aesthetic appeal without any task in mind. We found that faces with smiles
have tremendous importance for storytelling purposes –i.e., we hypothesize that
users want to relay their happy memories.
Faces with very low face appeal (FA(j) < 0.08) are set to fSmile(j) =
0, whether it is because of low sharpness or very small size. This is due to
our findings in storytelling experiments, where very unappealing faces are never
selected, even if the person is smiling.
The final face aesthetics measure for storytelling purposes combines fSmile
with the face aesthetic appeal model from Eq. 6.3, as presented in Eq.6.4 for a
specific face j.
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Figure 6.8: Measured smile probability, fSmile, plotted against the perceived face
aesthetic appeal, but only for faces larger than 3.6% of the image size, with a correlation
of 0.142.
Af (j) = ρ fSmile(j) + τ
1
2
(fSharpness(j) + ψfSize(j)) (6.4)
Where ρ = 0.8, τ = 0.2, and ψ as defined above.
This model is used in Chapter 14. In Chapter 13, on the other hand, a
simplification is used where only fSmile is used, i.e., ρ = 1 and τ = 0.
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fSharpness fLuminance fContrast fSize fSmile, fSize>3.6%
Face aes-
thetic
appeal
ground
truth
0.532 0.418 0.193 0.379 0.142
fSharpness 1.000 0.443 0.191 -0.017 0.177
Table 6.1: Linear correlation factors between the face based features that have
been investigated and the perceived ground truth, in row #1. In row #2 the linear
correlation between each face aesthetic appeal metric, and the face sharpness
metric are listed.
FAMetric1 FAMetric2 FAMetric3 FAMetric4
Face
appeal
formula
fSharpness+
50 ·
fLuminance
fSharpness+
30·fContrast
fSharpness+
305 · fSize
fSharpness+
210 · fSmile,
(fSize > 3.6)
Correlation 0.570 0.540 0.659 0.589
Table 6.2: Linear correlation factors between the face aesthetic appeal metrics
(FAMetrici) and the face aesthetic appeal ground truth.
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CHAPTER 7
Classification based image aesthetics using
visual composition features
In this chapter, we explore the role that visual composition plays in image aes-
thetic appeal classification. We propose low-level visual composition features
that approximate traditional photography composition guidelines, such as sim-
plicity and visual balance (e.g. golden mean, golden triangles). We then use
these features to build an image aesthetics classifier that we test with a baseline
dataset. Interestingly, our approach, that only takes into account visual compo-
sition features, yields close to state-of-the-art image aesthetic-based classification
accuracies, which highlights the importance of image composition in image aes-
thetic appeal assessment. We originally published this work in [C4], and it was
also protected by a patent application [C83].
Even though Savakis et al. [101] found visual composition to be the most
important attribute when assessing image appeal, current computational ap-
proaches to image aesthetics have not analyzed features related to image com-
position in depth. In this chapter, we focus on understanding the impact that
composition has on aesthetics by taking a close look at visual composition theory
[46, 96, 41, 26], and proposing and computing low level features that relate only
to the so called visual composition guidelines or rules. We then build a classifier
that uses these composition based features to automatically classify images from
a baseline image dataset [35] into high vs. low aesthetic appeal obtaining close
to state-of-the-art image aesthetics classification performance –where the state of
the art features are mostly non-composition based, confirming the importance of
image composition in determining the aesthetics value of an image [101].
Our findings also suggest that visual composition plays an important role on
determining the aesthetic value of an image. Even though aesthetics are highly
subjective, some of the visual composition features presented in this chapter
must be general enough to play a key role in automatically classifying high vs.
low aesthetic appeal images.
Please refer to Chapter 2, in which we summarize the main rules from the
photographic composition literature that are incorporated into our aesthetics
model.
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Yellow - Green
Blue - Green
Blue 4 Black 1
White 10
Yellow 9
7
Green 6
5
Violet 3
Red 6
Orange 8
Magenta 6
Cyan 4
Figure 7.1: Relative brightness color weights.
The chapter is structured as follows: The description of our approach is pre-
sented in Section 7.1. Our experimental results are presented in Section 7.2.
Finally, Section 7.3 summarizes our conclusions and lines of future research.
7.1 Algorithm description
As previously described, identifying the position of the relevant subjects in the
image is of paramount importance. Since the relative brightness of an image
object, or region, is an important factor in order to determine its dominance
within the image frame, we use a color image segmentation algorithm [C18]. In
order to account for each region’s dominance within the frame, we use the relative
brightness table presented in [41, 46] (see Fig. 7.1) and interpolate the remaining
weights using the color’s brightness value (V, in Hue, Saturation, Halue (HSV)
space [108]). The relevance of a region Ri is defined as the product of its size, in
number of pixels, by its relative brightness :
relevance(Ri) = size(Ri)× relativeBrightness(Ri)
There are other ways of detecting relevant subjects in an image, such as via
face, people and other object detection algorithms. However, we decided to focus
our work on the more general non-semantic case and hence we use color. Only
relevant enough regions are taken into consideration by our approach, as we
hypothesize these contribute to visual composition the most. We detect relevant
regions in two complementary ways:
a) A region is selected if its relevance is above the threshold T1, where T1 is
a percentage of the relevance of the region with highest relevance in the image.
This ensures an image dependent selection of relevant regions, see Fig. 7.2d.
b) Accent regions are selected by inspecting the color bins from which no
regions were selected above (i.e., contrasting colors). We select the largest region
of such a color bin if its size is above a threshold T2, where T2 is a percentage of
the sum of all region’s sizes within this color bin (Fig. 7.2e).
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(a) original (b) regions (c) no R.B. no accents
(d) R.B., no accents (e) R.B. and accents (f) centroids layout
Figure 7.2: Relevant region extraction, taking size, relative brightness (R.B.) and
accents into consideration (T1=75, T2=10). (f) Shows relevant centroids on template
α29, α51. Photo by C. Pandino.
(a) α12, α34 (b) α17, α39 (c) α22, α44 (d) α32, α54
Figure 7.3: Templates: (a) rule of thirds, (b) golden mean, (c) one of the golden
triangles, (d) one of the golden triangle combinations.
We shall describe next the 55 composition-related features (Fi, i = 1..55) that
we compute for each image in order to characterize its aesthetic value.
1. Simplicity, measured by 3 low-level features: the overall number of regions
(F1), as in [40], the number of relevant regions (F2) and the number of accent
regions (F3). In this work we do not do any sharpness/frequency analysis
to account for low depth of field situations, nor detect salient regions, and
we defer these improvements to future work.
2. Layout’s Pleasantness, or the overall visual balance without following a
specific rule. It is modeled by measuring the homogeneity in the layout
of the relevant regions in the scene, given by the average distance between
centroids of the relevant regions, normalized by the image diagonal (F4),
and without normalization (F6), together with their standard deviation
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(F5 and F7). We also compute the normalized (F8) and absolute (F10)
average distance between the centroids of the relevant regions minus the
radii of the relevant regions, assuming a circular region of area equal to
its size (i.e., correlated with distances between regions borders), and their
standard deviation (F9 and F11).
3. Visual Balance. In order to generate low level features that will correlate
with the position of the relevant regions within the frame, we have devised
a set of image dependent templates (i.e., they adapt to different image
aspect ratios). These templates are used to measure the relevant regions’
compliance with the composition rules described in Chapter 2. We create
a template for each specific rule n, by generating each of the rule’s dividing
lines individually, where lin is the i
th dividing line for rule n, and convolving
them with a 2D gaussian kernel with standard deviation σ. The dividing
lines are combined – by adding all of them – creating thus the specific rule’s
template αn:
αn(x, y) = K
D∑
i=1
e−
x2+y2
2σ2 ∗ lin(x, y)
being D the number of dividing lines in the template, and K a normalization
factor. After early experimentation, we found that σ = Lmax/20, where Lmax is
the length of the image’s longer side, generated an appropriate margin around the
dividing lines and yielded satisfactory results. Fig. 7.3 depicts a few examples of
the rules’ templates –see Fig. 7.4, 7.5 and 7.6, for the full set of templates used in
this research. Note that the templates are designed so that if a region’s centroid
lies close to a power point, it will have a much larger contribution than if it just
lies close to a dividing line.
These rule-based visual balance features are calculated by adding up all the
template contributions at each of the relevant regions’ centroids; the gaussian
introduced above allows for the degradation of the centroid contribution when it
deviates from the dividing lines or power points :
Fn =
M∑
j=1
αn(Cxj, Cyj)
where Fn is the feature being considered, Cj are the coordinates of the j
th relevant
region centroid and M is the number of relevant regions in the image.
For each of the rules, we extract features with the entire template, and also
with each of the individual dividing lines in the templates –see Fig. 7.2f for an
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example of individual dividing line template. We do this in order to determine if
any of them might have a stronger influence than the others, yielding 5 features
for the rule of thirds (F12-F16, see Fig. 7.4), and also 5 features for the golden mean
rule (F17-F21, see Fig. 7.5). In the case of the golden triangle’s rule, we generate
templates for all rotations and symmetries, and also add the combination of the
two golden triangle templates given a diagonal dividing line (see Fig. 7.3d),
making up 12 features altogether (F22-F33, see Fig. 7.6). Hence, in total, we
compute 22 template-based features and their normalized counterparts – where
we normalize by dividing the feature values by the overall number of relevant
regions (F34-F55).
Figure 7.4: All templates used to represent the rule of thirds.
Figure 7.5: All templates used to represent the golden mean.
Note that from the proposed 55 features, only F1 has been used in the litera-
ture prior to this work.
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Figure 7.6: All templates used to represent the golden triangles.
Set ProposedSet DattaCompSet LuoCompSet
8% 66.5%, (85, 25, 0, -1) 63%, (–, –, -4.5, 2.5) 61.1% (–, –, 1, 11.5)
16.5% 62.8%, (50, 40, -3.5, -1.5) 59.1%, (– ,– ,-3.5, -1.5) 57.8% (–, –, -1, 9)
Table 7.1: Classification accuracy of the compared feature sets. Table cells include:
5-CV accuracy, and the optimized parameters (T1, T2, SVM γ and Cost)..
7.2 Experimental results
We downloaded the same set of photos used in [35, 128] from Photo.net. A total of
3141 images were downloaded –i.e., 20 less than in [128] since some users removed
their images from the site. We perform two sets of experiments, one in which
we train an SVM classifier with the top/bottom 8% of the images (538 images),
and a second one with the top/bottom 16.5% (1040 images). In order to find the
optimal combination of the proposed 55 composition features, we use a hybrid
of filter-based and wrapper-based approach –similar to [35]. In all experiments
reported below, we carry out a five-fold cross-validation with a standard RBF
kernel for the SVM classifier, optimizing γ and Cost using the LibSVM package
[24]), where the SVM is run 200 times for each of the low level features and their
combinations.
In order to maximize the classification accuracy based on visual composition,
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Set AllCompSet [35] [128]
8% 69.3% (50, 10, -4, 0.5) 69.8% 78.4%
16.5% 65.8% (50, 50, -2, -2.5) – –
Table 7.2: Classification accuracy of the compared feature sets. Table cells include:
5-CV accuracy, and the optimized parameters (T1, T2, SVM γ and Cost). The results
of the aesthetics algorithms presented in [35] and [128] are approximate readings from
a graph in [128].
we experimented with all the possible components of our feature set (see section
7.1). All experiments were run with and without considering (1) the relative
brightness, and (2) the accent component. In addition, for each of these four
component combinations, a full grid search for both thresholds T1 and T2 was
performed, in 5% steps. The best results were obtained by taking both the
relative brightness and the accents into consideration.
Figure 7.7: Results of the proposed schemes. Features listed in order of im-
portance, i.e., left most important. Note that D3, and D4 are the Saturation
and Value (HSV color space) averages within the inner rule of thirds rectangle
respectively, as described in Chapter 4.
In order to compare with previous work, we have implemented two competing
sets of composition features, see Chapter 4: LuoCompSet, with features L1 and L2
[83]; and DattaCompSet with D1-D4 [35]. As explained above, we leave the low
depth of field features for future work, and therefore they were not implemented
for this competitive study. Finally, we combined our proposed features with L1-
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L2 and D1-D4 to generate the results presented under AllCompSet in Table 7.2.
The best results are obtained in the 8% set with a 5-CV accuracy of 69.3%. The
top 10 features in order of importance are: D3, F8, F11, D4, F51, F39, F1, F24, F54,
and F6. Note that F24’s template is the symmetrical of that of F29, see Fig. 7.2f.
On the same 8% set, our top 6 ProposedSet features (see Table 7.1) in order of
importance were: F4, F44, F51, F1, F10, F54, yielding an accuracy of 66.5%, higher
than the state-of-the-art (LuoCompSet and DattaCompSet). When considering
individual classification accuracy in the 8% set, with T1=50, T2=10, the four top
features turned out to be: D3 (62.1%), F4 (61.1%), F8 (60.7%) and F39 (58.4%).
See Fig. 7.7 for a visualization of the features that perform the best in the
configurations described above.
7.3 Discussion
From the proposed feature set, we observe that the pleasant layout features (e.g.
F4 and F8) are more important than the template-based ones. This might be
due to the fact that we only consider the relevant region’s centroid in our feature
calculation, which might be inaccurate for larger regions. Coming up with a more
sophisticated region descriptor is part of our future work. We also notice that the
less relevant regions (below T1=50% of the most relevant region) do not have a
big impact in our composition features, confirming our hypothesis. Finally note
that D3 and D4 are not strictly composition features, but they rather detect
the saturation and the luminance of the central part of the image, which could
explain how well they complement the proposed feature set.
As seen in Table 7.1 and 7.2, our proposed features perform better than
the other composition features proposed in the literature. In addition, when
combined together with these other features, the classification accuracy is similar
to the results obtained by an aesthetics algorithm presented in [35], in which
a very diverse set of aesthetics-related features were used, including exposure,
colorfulness, saturation, hue, familiarity, texture, composition, color harmony
and low depth of field.
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CHAPTER 8
Video aesthetics
In this chapter, we tackle the problem of characterizing the aesthetic appeal of
consumer videos and automatically classifying them into high or low aesthetic
appeal. To the best of our knowledge, the work presented in this chapter, which
we first published in [C5] and protected by a patent application [C82], represented
the first effort to automatically characterize the aesthetic appeal of consumer
videos and classify them into high or low aesthetic appeal. For this purpose, we
first carry out a controlled user study (Section 8.1) to collect unbiased estimates
of the aesthetic appeal of 160 consumer videos and thus generate ground truth.
Next, we propose low-level features calculated on a per-frame basis, that are
correlated with visual aesthetics (Section 8.2.1), followed by novel strategies to
combine these frame-level features to yield video-level features (Section 8.2.2).
Note that previous work in this area has simply used the mean value of each
feature across the video [83], which fails to capture the video dynamics and the
peculiarities associated with human perception [86]. Finally, we evaluate the
proposed approach with the collected 160 videos, compare our results with the
state-of-the-art (Section 8.3), discuss the implications of our findings (Section
8.4).
In this chapter, we focus on building computational models of the aesthetic
appeal of consumer videos. Note that video aesthetic assessment differs from
video quality assessment (VQA) [122] in that the former seeks to evaluate the
holistic appeal of a video and hence encompasses the latter, as we described in
Chapter 4. For example, a low quality video with severe blockiness will have low
aesthetic appeal. However, a poorly lit un-distorted video with washed-out colors
may have high quality but may also be aesthetically unappealing.
8.1 Ground truth data collection
Unlike in the previous chapter where we used images from online image-sharing
websites, we decided to perform our own controlled user study in order to gather
ground truth, in order to avoid the noise associated with the ratings in the
datasets obtained from online image-sharing websites [10]. For instance, when
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rating a media object on-line, users are influenced in their aesthetic ratings by
factors such as the artist who took the photograph or video, the relation of the
subject to the photographer or videographer, the content of the scene and the
context under which the rating is performed. Hence, a controlled study to collect
aesthetic rating data is preferred over ratings obtained from a website. As noted
in [36], web-based ratings are mainly used due to a lack of controlled experimen-
tal ground truth data on the aesthetic appeal of images or videos. In the area
of image aesthetics, we shall highlight two controlled user studies – the one we
presented in Chapter 5 and another one presented in [101]– even though neither
of these datasets has been made public.
To the best of our knowledge, the only dataset in the area of video aesthetics
is that used by Luo and Tang [83]. It consists of 4000 high quality (professional)
and 4000 low quality (amateurish) YouTube videos. However, the authors do
not explain how the dataset was obtained or how the videos were ranked. The
number of subjects that participated in the ranking is unknown. It is unclear
if the videos were all of the same length. Note that the length of the video has
been shown to influence the ratings [93]. The content of the videos is unknown
and since the rating method is undisclosed, it is unclear if the participants were
influenced by the content when providing their ratings. Finally, the authors do
not specify if the rated videos had audible audio or not. It is known that the
presence of audio influences the overall rating of a video [16].
In order to address the above mentioned drawbacks and to create a publicly
available dataset for further research1, we conducted a controlled user study where
33 participants rated the aesthetic appeal of 160 videos2. The result of the study
is a collection of 160 videos with their corresponding aesthetic ratings which was
used as ground truth in our experiments. In this section, we detail how the videos
were selected and acquired, and how the study was conducted.
Video Selection: Since the focus of our work is consumer videos, we crawled
the YouTube categories that were more likely to contain consumer generated
content: Pets & Animals, Travel & Events, Howto & Style, and so on. To
collect the videos, we used popular YouTube queries from the aforementioned
categories (i.e., text associated with the most viewed videos in those categories),
for instance, “puppy playing with ball” and “baby laughing”. In addition and in
order to have a wide diversity of video types, we included semantically different
queries that retrieved large numbers (>1000) of consumer videos, such as “Rio
de Janeiro carnival” and “meet Mickey Mouse Disney”. In total, we downloaded
1600 videos (100 videos × 16 queries). A 15 second segment was extracted from
1We have made available the video dataset along with the aesthetics ratings at
http://mm2.tid.es/videoAestheticsUserStudy.
2Each video received 16 different ratings by a subset of 16 participants.
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the middle part of each of the videos in order to reduce potential biases induced
by varying video lengths [93]. Each of the 1600 videos was viewed by two video
processing experts who rated the aesthetic appeal of the videos on a 5-point Likert
scale. The videos that were not semantically relevant to the search query were
discarded (e.g, “puppy playing with ball” produced videos which had children
and puppies playing together or just children playing together); videos that were
professionally generated were also discarded. A total of 992 videos were retained
from the initial 1600. Based on the mean ratings of the videos – from the two sets
of scores by the video processing experts after converting them to Z-scores [114],
10 videos were picked for each query such that they uniformly covered the 5-point
range of aesthetic ratings. Thus, a total of 160 videos – 10 videos × 16 queries
– were selected for the study. The selected videos were uploaded to YouTube to
ensure that they would be available for the study and future research.
User Study: An important reason for conducting a controlled study is the
role that content (i.e., ”what” is recorded in the video) plays in video ratings.
As noted in [36], the assessment of videos is influenced by both their content
and their aesthetic value. We recognize that these two factors are not completely
independent of each other. However in order to create a content-independent
algorithm that relies on low-level features to measure the aesthetic value of a
video, the ground truth study design must somehow segregate these two factors.
Hence, our study required users to rate the videos on two scales: content and
aesthetics, in order to reduce the influence of the former in the latter.
Figure 8.1: User interface for the video aesthetics study.
A total of 33 participants (25 male) took part in the study. They had been
recruited by email advertisement in a large corporation. Their ages ranged from
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24 to 45 years (µ = 29.1) and most participants were students, researchers or pro-
grammers. All participants were computer savvy and 96.8 % reported regularly
using video sharing sites such as YouTube. The participants were not tested for
acuity of vision, but a verbal confirmation of visual acuity was obtained. Par-
ticipants were not paid for their time, but they were entered in a $USD 150
raﬄe. The study consisted of 30 minute rating sessions where participants were
asked to rate both the content and the aesthetic appeal of 40 videos (10 videos
× 4 queries). Subjects were allowed to participate in no more than two rating
sessions (separated by at least 24 hours).
The first task in the study consisted of a short training session involving 10
videos from a “dance” query; the data collected during this training session was
not used for the study. The actual study followed. The order of presentation
of queries for each subject followed a Latin-square pattern in order to avoid
presentation biases. In addition, the order in which the videos were viewed within
each query was randomized. The videos were displayed in the center of a 17-inch
LCD screen with a refresh rate of 60 Hz and a resolution of 1024 × 768 pixels,
on a mid-gray background, and at a viewing distance of 5 times the height of the
videos [20]. Furthermore, since our focus is visual appeal, the videos were shown
without any audio [16].
Before the session began, each participant was instructed as follows. You will
be shown a set of videos on your screen. Each video is 15 seconds long. You have
to rate the video on two scales: Content and Aesthetics from very bad (-2) to
very good (+2). By content we mean whether you liked the activities in the video,
whether you found them cute or ugly for example.3 You are required to watch each
video entirely before rating it. We were careful not to bias participants toward
any particular low-level measure of aesthetics. In fact, we left the definition fairly
open in order to allow participants to form their own opinion on what parameters
they believed video aesthetics should be rated on.
During the training session, participants were allowed to ask as many ques-
tions as needed. Most questions centered around our definition of content. In
general, subjects did not seem to have a hard time rating the aesthetics of the
videos. At the end of each query, participants were asked to describe in their
own words the reasons for their aesthetic ratings of the videos. With this ques-
tionnaire, we aimed to capture information about the low-level features that they
were using to rate video aesthetics in order to guide the design of our low-level
features.
The study yielded a total of 16 different ratings (across subjects) of video aes-
3Each video was embedded into the web interface with two rating scales underneath: one for
content and the other for aesthetics. The scales were: Very Bad (-2), Bad (-1), Fair (0), Good
(1), Very Good (2).
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thetics for each of the 160 videos. A single per-video visual aesthetic appeal score
was created: First, the scores of each participant were normalized by subtracting
the mean score per participant and per session from each of the participant’s
scores, in order to reduce the bias of the ratings in each session. Next, the aver-
age score per video and across all participants was computed to generate a mean
opinion score (MOS). This approach is similar to that followed for Z-scores [114].
Thus, a total of 160 videos with ground truth about their aesthetic appeal in
the form of MOS were obtained. Figure 8.2 depicts the histogram of the aes-
thetic MOS for the 160 videos, where 82 videos were rated below zero, and 78
videos were rated above zero. Even though 160 videos may seem small compared
to previous work [83], datasets of the same size are common in state-of-the-art
controlled user studies of video quality assessment [117].
Figure 8.2: Histogram of aesthetic MOS from the user study.
8.2 Feature computation
The features presented here were formulated based on previous work, the feedback
from our user study and our own intuition.
The main difference between an image and a video is the presence of the tem-
poral dimension. In fact, humans do not perceive a series of images in the same
fashion as they perceive a video [122]. Hence, the features to be extracted from
the videos should incorporate information about this temporal dimension. In this
work, we propose a hierarchical pooling approach to collapse each of the features
extracted on a frame-by-frame basis into a single value for the entire video, where
pooling [86] is defined as the process of collapsing a set of features, either spatially
or temporally. In particular, we perform a two-level pooling approach, as seen in
Fig. 8.3. First, basic features are extracted on a frame-by-frame basis. Next, the
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Figure 8.3: Proposed 2-level pooling approach, from frame to microshot (level 1)
and video (level 2) features.
frame-level features are pooled within each microshot4 using 6 different pooling
techniques, generating 6 microshot-level features for each basic feature. Finally,
the microshot-level features are pooled across the entire video using two methods
(mean and standard deviation), thus generating a set of 12 video-level features
for each of the basic frame-level features.
In the following sections we describe the basic frame-level features and their
relationship (if any) to previous work, followed by the hierarchical pooling strat-
egy used to collapse frame-level values into video-level descriptors.
8.2.1 Frame-level features
• Actual Frame Rate (f1, actual-fps): 29% of the downloaded videos con-
tained repeated frames. In an extreme case, a video which claimed to have
4In our implementation a microshot is a set of frames amounting to one second of video
footage.
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a frame-rate of 30 fps had an actual new frame every 10 repetitions of the
previous frame. Since frame-rate is an integral part of perceived quality
[122] – and hence aesthetics, our first feature, f1, is the “true” frame-rate
of the video. In order to detect frame repetition, we use the structural
similarity index (SSIM) [120].
A measure of the perceptual similarity of consecutive frames is given by
Q = 1 − SSIM (small Q indicates high similarity), and is computed be-
tween neighboring frames creating a vector ~m. To measure periodicity due
to frame insertions, we compute ~mth = {ind(mi)|mi ≤ 0.02}, where the
set threshold allows for a small amount of dissimilarity between adjacent
frames (due to encoding artifacts). This signal is differentiated (with a first
order filter h[i] = [1 − 1]) to obtain ~dm. If this is a periodic signal then
we conclude that frames have been inserted, and the true frame rate is cal-
culated as: f1 = fps × MAX( ~dm)−1Tm , where Tm is the number of samples in
~m corresponding to the period in ~dm. Note that this feature has not been
used before to assess video aesthetics.
• Motion Features (f2, motion-ratio, and f3, size-ratio): The human visual
system devotes a significant amount of resources for motion processing.
Jerky camera motion, camera shake and fast object motion in video are
distracting and they may significantly affect the aesthetic appeal of the
video. While other researchers have proposed techniques to measure shak-
iness in video [130], our approach stems from the hypothesis that a good
consumer video contains two regions: the foreground and the background.
We further hypothesize that the ratio of motion magnitudes between these
two regions and their relative sizes have a direct impact on video aesthetic
appeal.
A block-based motion estimation algorithm is applied to compute motion
vectors between adjacent frames. Since the videos in our set are compressed
videos from YouTube, blocking artifacts may hamper the motion estimates.
Hence, motion estimation is performed after low-pass filtering and down-
sampling by 2 in each dimension, each video frame. For each pixel location
in a frame, the magnitude of the motion vector is computed. Then, a k-
means algorithm with 2 clusters is run in order to segregate the motion
vectors into two classes. Within each class, the motion vector magnitudes
are histogrammed and the magnitude of the motion vector corresponding
to the peak of the histogram is chosen as a representative vector for that
class. Let mf and mb denote the magnitude of the motion vectors for each
of the classes, where mf > mb, and let sf and sb denote the size (in pixels)
of each of the regions respectively. We compute f2 =
mb+1
mf+1
and f3 =
sb+1
sf+1
.
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The constant 1 is added in order to prevent numerical instabilities in cases
where the magnitude of motion or size tends to zero. These features have
not been used before to characterize video aesthetics.
• Sharpness/Focus of the Region of Interest (f4, focus): Sharpness is of ut-
most importance when assessing visual aesthetics, as we described in Chap-
ter 5. Note that our focus lies in consumer videos where the cameras are
typically focused at optical infinity, such that measuring regions in focus is
challenging. In order to extract the in-focus region, we use the algorithm
proposed in [34] and set the median of the level of focus of the ROI as our
feature f4.
• Colorfulness (f5, colorfulness): Videos which are colorful tend to be seen
as more attractive than those in which the colors are “washed out” [55].
The colorfulness of a frame (f5) is evaluated using the technique proposed
in [55]. In Chapter 5 we showed how this feature was useful for image
aesthetics.
• Luminance (f6, luminance): Luminance has been shown to play a role in
the aesthetic appeal of images [35]. Images (and videos) in either end of
the luminance scale (i.e., poorly lit or with extremely high luminance) are
typically rated as having low aesthetic value5. Hence, we compute the
luminance feature f6 as the mean value of the luminance within a frame.
• Color Harmony (f7, harmony): The colorfulness measure does not take
into account the effect that the combination of different colors has on the
aesthetic value of each frame. To this effect, we evaluate color harmony
using a variation of the technique by Cohen-Or et al. [30] where they
propose eight harmonic types or templates over the hue channel in the
HSV space [108]. Note that one of these templates (N-type) corresponds to
grayscale images and hence does not apply to the videos in our study. We
compute the (normalized) hue-histogram of each frame and convolve this
histogram with each of the 7 templates6. The peak of the convolution is
selected as a measure of similarity of the frame’s histogram to a particular
template. The maximum value of these 7 harmony similarity measures
(one for each template) is chosen as our color harmony feature. Other
color harmony measures have been used to assess the aesthetic quality of
paintings [73], and photos and video [83].
• Blockiness Quality (f8, quality): The block-based approach used in current
video compression algorithms leads to the presence of blocking artifacts in
5A video with alternating low and high luminance values may also have low aesthetic appeal.
6The template definitions are the same as the ones proposed in [30].
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videos. Blockiness is an important aspect of quality and for compressed
videos it has been shown to overshadow other artifacts [121]. The YouTube
consumer videos from our dataset are subject to video compression and
hence we evaluate their quality by looking for blocking artifacts as in [121].
Since this algorithm was proposed for JPEG compression, it is defined for
8 × 8 blocks only. However, some YouTube videos are compressed using
H.264/AVC which allows for multiple block sizes [97]. Hence, we modified
the algorithm in [121] to account for multiple block sizes. In our exper-
iments, however, we found that different block sizes did not improve the
performance of the quality feature. Therefore, in our evaluation we use
the 8 × 8 block-based quality assessment as in [121] and denote this qual-
ity feature as f8. We are not aware of any previously proposed aesthetic
assessment algorithm that includes a blockiness quality measure.
• Rule of thirds (f9, thirds): The rule of thirds is an important visual compo-
sition guideline, as presented in Chapter 2. This rule states that important
compositional elements of the photograph should be situated in one of the
four possible power points in an image (i.e., in one of the four intersections
of the lines that divide the image into nine equal rectangles, as seen in Fig.
2.2). In order to evaluate a feature corresponding to the rule of thirds, we
utilize the region of interest (ROI) extracted as described above. Similarly
to [83], our measure of the rule of thirds (f9) is the minimum distance of
the centroid of the ROI to these four points.
8.2.2 Microshot and video-level features
Once the 8 frame-level features (f2 to f9) have been computed on every frame,
they are combined to generate features at the microshot level which are further
combined to yield features at the video level. As mentioned above, in our im-
plementation a microshot is a set of frames amounting to one second of video
footage.
We compute 6 different feature pooling techniques for each basic frame level
feature – mean, median, min, max, first quartile (labeled as fourth) and third quar-
tile (labeled as three-fourths) – in order to generate the microshot-level features,
and we let our classifier automatically select the most discriminative features. In
this work we pool microshot-level features with two strategies in order to gen-
erate video-level features: average, computed as the mean (labeled as mean) of
the features across all microshots; and standard deviation (labeled as std), again
computed across all microshots in the video. Thus, a bag of 97 video-level features
is generated for each video: 8 frame-level basic features × 6 pooling techniques
at the microshot level × 2 pooling techniques at the video level + f1.
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In the remainder of this chapter, we shall use the following nomenclature:
videoLevel-microshotLevel-basicFeature, to refer to each of the 97 features. For
example, the basic feature harmony (f7), pooled using the median at the mi-
croshot level and the mean at the video level would be referred as: mean-median-
harmony. The use of these pooling techniques is one of the main contributions
to the video aesthetics model. Previous work [83] has only considered a down-
sampling approach at the microshot level (at 1 fps), and an averaging pooling
technique at the video level, generating one single video level feature for each
basic feature, which cannot model their temporal variability.
8.3 Experimental results
Even though one may seek to automatically estimate the aesthetic ratings of the
videos, the subjectivity of the task makes it a very difficult problem to solve
[36]. Therefore, akin to previous work in this area, we focus on automatically
classifying the videos into two categories: aesthetically appealing vs. aesthetically
unappealing. The ground truth obtained in our user study is hence split into these
two categories, where the median of the aesthetic scores is considered as the
threshold. All scores above the median value are labeled as appealing (80 videos)
and those below are labeled as unappealing (80 videos). In order to classify the
videos into these two classes, we use a support vector machine (SVM) [115] with
a radial basis function (RBF) kernel (C, γ) = (1, 3.7) and the LibSVM package
[24] for implementation.
We perform a five-fold cross-validation where 200 train/test runs are carried
out with the feature sets that are being tested. We first evaluate the classifi-
cation performance of each of the 97 video-level features individually. The best
performing 14 features in these cross-validation tests are shown in Table 8.1. The
classification performance of these features is fairly stable: the average standard
deviation of the classification accuracy across features and over the 200 runs is
2.1211 (min = 0.5397, max = 3.2779).
In order to combine individual features, we use a hybrid of a filter-based
and wrapper-based approach, similar to [35]. We only consider the video-level
features that individually perform above 50%. We first pick the video-level feature
which classifies the data the best. All the other video-level features derived from
the same basic feature and pooled with the same video-level pooling method
(i.e., either mean or standard deviation) are discarded from the bag before the
next feature is selected. The next selected feature is the one that classifies the
data the best in conjunction with the first selected feature, and so on. A 7-
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dimensional feature vector7 is thus formed. The selected features, in order of
their classification performance after being combined with the previously selected
features are: actual fps (acc=58.8%, σ = 1.5); mean-three-fourth-colorfulness
(acc=67%, σ = 1.8); std-median-thirds (acc=69.5%, σ = 1.9); mean-fourth-focus
(acc=69.6%, σ = 2.2); mean-max-luminance (acc=71%, σ = 1.9); mean-fourth-
quality (acc=72.0%, σ = 1.9); and std-median-focus (acc=73.0%, σ = 2.0). See
Fig. 8.4 for a visual interpretation of each feature and how they contribute to the
overall classification accuracy.
Figure 8.4: Selected features in order of their classification performance after being
combined with the previously selected features. The red double arrow indicates varia-
tion, i.e., standard deviation feature, otherwise it is a mean feature.
An overall classification accuracy of 73.03% is thus obtained. In order to pro-
vide a comparison with previous work, we implemented the algorithm proposed
in [83], achieving a classification accuracy of 53.5%. The poor performance of
7The feature vector is restricted to 7-dimensions due to the relatively small number of videos
in the ground truth (160) and in order to prevent overfitting.
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Feature Accuracy
1. actual-fps 58.77%
2. mean-max-size-ratio 58.68%
3. std-fourth-motion-ratio 58.06%
4. mean-fourth-quality 57.67%
5. mean-three-fourth-colorfulness 56.86%
6. mean-max-colorfulness 56.80%
7. mean-max-quality 56.62%
8. mean-mean-colorfulness 56.34%
9. mean-med-colorfulness 56.21%
10. mean-mean-quality 55.73%
11. mean-three-fourth-quality 55.70%
12. mean-max-luminance 55.62%
13. std-three-fourth-motion-ratio 55.19%
14. mean-three-fourth-luminance 55.16%
Table 8.1: Individual classification accuracy of the top 14-features in descending
order of performance.
this algorithm may be attributed to the fact that it was designed for professional
vs. amateur video classification rather than for classifying consumer videos into
high or low visual aesthetic appeal.
Personalization: Personalization involves using technology to accommodate
the differences between individuals, using the individual’s interests and/or past
behavior. Personalization has not been explored before in the area of media aes-
thetics, even though it is known that certain aspects of aesthetic sensitivities
depend on individual factors [36]. In this section, we carry out a preliminary
analysis of the personalization of aesthetic ratings. Recall that two video pro-
cessing experts rated the aesthetic value of 1600 videos. All videos which were
semantically irrelevant or professionally generated were excluded from the analy-
sis (608 videos or 38%). Video-level features were computed for the remaining 992
videos. Using the 7-dimensional feature vector previously described, we obtain
classification accuracies of 61.66% (expert 1) and 58.17% (expert 2).
In order to evaluate the impact that personalization would have on this
dataset, we select the optimum feature combination – using the approach de-
scribed above – for each of the video processing experts. Tables 8.2 and 8.3
depict the selected features and their contributions to classification accuracy,
yielding classification accuracies of 63.24% (expert 1) and 66.46% (expert 2), sig-
nificantly larger in the case of expert 2 than the accuracies obtained with the
non-personalized feature vector.
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Expert 1
Feature Accuracy StdDev
actual-fps 58.4% 0.1
+ mean-mean-quality 60.2% 0.3
+ mean-mean-size-ratio 61.2% 0.4
+ mean-fourth-harmony 62.3% 0.7
+ std-max-quality 63.2% 0.7
+ std-max-size-ratio 63.1% 0.7
+ mean-max-luminance 63.1% 0.8
+ std-fourth-thirds 63.2 % 0.9
Table 8.2: Classification accuracy with personalized feature vectors for video
processing expert 1. Features selected for expert 1 and their contribution to
accuracy - ’+’ indicates that the result was obtained by combining this feature
with the one right above it.
Expert 2
Feature Accuracy StdDev
mean-fourth-luminance 58.0% 0.2
+ mean-max-harmony 62.1% 0.5
+ std-max-quality 64.1% 0.6
+ mean-median-size-ratio 65.0% 0.5
+ mean-fourth-focus 66.0% 0.7
+ std-fourth-size-ratio 66.1% 0.6
+ mean-max-thirds 66.4% 0.6
+ std-mean-focus 66.5% 0.7
Table 8.3: Classification accuracy with personalized feature vectors for video
processing expert 2. Features selected for expert 2 and their contribution to
accuracy - ’+’ indicates that the result was obtained by combining this feature
with the one right above it.
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Aesthetics vs. Quality: As we mentioned in the introduction, quality does not
capture all aspects of the aesthetic appeal of a video, but a holistic definition of
aesthetics must include the quality of a video. In order to illustrate the role that
quality plays on aesthetics, we evaluate the performance of the quality features
– blockiness quality (f8) and actual frames-per-second (f1) – on the aesthetics
classification. Hence, a quality feature vector is created by combining the actual
fps measure (f1) and the blocking quality pooling strategy that gives the best per-
formance (mean-fourth-quality). This vector when used for classification yields
an accuracy of 58.0%, which suggests that even though quality is an integral
part of aesthetics, the aesthetic value of a video encompasses elements beyond
traditional measures of quality. When adding the focus feature (f4), arguably a
quality feature also (particularly the std-median-focus feature) the overall perfor-
mance increases to 60.0%, still well below the performance obtained when using
the best performing 3 aesthetics features: 69.5%, as previously explained.
8.4 Discussion
Apart from the actual-fps feature (f1), the rest of the features that were automat-
ically selected to classify the aesthetic value of videos correlate well with previous
research and intuition. For example, the third quartile of the colorfulness fea-
ture (f5) would indicate that the maximum colorfulness value is probably noise,
and the statistical measure of third quartile is a stable indicator of colorfulness.
Again, the first quartile of the quality feature (f8) correlates with research in im-
age quality assessment [86]. Furthermore, quality features alone do not seem to
capture all the elements that characterize the aesthetic value of consumer videos.
The standard deviation of the focus feature (f4) is again intuitive in the sense
that humans tend be more sensitive to changes in focus rather than its absolute
value. This is also true for the rule-of-thirds feature (f9), which is a measure
of how well the main subject is framed in the video. Even though the motion
features that we computed were not selected in the final feature vector, on their
own these features performed well (see Table 8.1) and seemed to be useful for
personalization (Table 8.2 and 8.3). Given that the number of videos in the
personalization dataset is large and that motion features on their own seem to
correlate well with perception, we hypothesize that increasing the number of
videos in the current dataset (which we plan to undertake in the future) will
result in a selection of the motion features as well.
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CHAPTER 9
Application: aesthetics based image re-ranking
user study
Current day image search systems are able to retrieve thousands or even millions
of images relevant to a specific text query; they do a very good job by analyzing
text around the images or within their captions –e.g. google images, or by an-
alyzing associated tags and descriptions in social image sites –e.g. Flickr. But
even in this situation there are still many images with very similar relevance at
the top of the retrieved results. We hypothesize that re-ranking these images
–i.e., with the same relevance– based on their aesthetic value may improve the
overall user experience –i.e., the most aesthetic images retrieved at the top of
that group with the same relevance. In the area of consumer images, aesthetics
also plays an important role, since users are currently taking more and more im-
ages, many of which never see the light of day again –i.e., information overload;
in this situation, a way to select images based on their aesthetic value will also
improve the end user experience.
In this chapter we analyze the role that query relevance and image aesthetics
play in the decisions that users make when selecting images in a consumer image
search task. In order to measure the impact of each of these factors, we have
implemented an image re-ranking algorithm that takes into account the aesthetic
appeal of the images retrieved by a standard image-search engine –Google’s Picasa
Web Album. The results of a controlled user study with 37 participants reveal
that query relevance and type, image aesthetics and the presence of people in
the photographs have an influence when searching for images. Therefore, and
particularly in the context of consumer image search, traditional query-based
search approaches tend to return a very large number of photos of varying levels
of quality, with the same or very similar tags which may or may not be related to
the image content. In these cases, we believe that there is a need for additional
–human-centric– criteria to rank the images beyond query similarity and increase
the user’s satisfaction with the search results.
To the best of our knowledge, this was the first work that combined query-
based image search with content-based image aesthetic appeal, at the time of
publication in [C9], in an effort to understand the role that each factor plays in
the selection of images in an image search task.
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In the re-ranking application that we propose, we evaluate the fusion of
tag relevance, obtained through a generic text based image search engine –
picasaWeb.com– with the aesthetic appeal of each image, as described in Sec-
tion 5.5, and more specifically, by using the model presented in Eq. 5.24. This
specific model was used since a high percentage of the images retrieved from
picasaWeb.com had been taken by low quality camera-phones, some of them in
very bad lighting conditions; this favored this specific aesthetics model since it
incorporates the noise factor NOF .
In order to combine the tag relevance with the aesthetic appeal of each image,
we describe a score aggregation function that fuses both values together in an
effective way, see Section 9.1. The user study is presented in Section 9.3. Its
results and the implications for the design of consumer image search tools are
described in Sections 9.4 and 9.5, followed by our conclusions and future work in
Section 9.6.
9.1 Score aggregation function
Given an input query k, we propose the combination of two rankings or scores:
relevance, provided by a standard text query-based search engine (Rk) and the
result of ranking the images by their image aesthetic appeal (Ak), using Eq. 5.24
from Chapter 5. They are combined into a re-ranking of the retrieved images
(FAk).
The search score fusion method provides a way for normalizing, combining
and re-scoring lists of ranked search results by means of an aggregation function.
The aggregation function determines how the scores from multiple ranked lists
are combined, in order to obtain a final ranked list that includes information from
each individual list [109].
Let Dk(n) be the generalized score for item n in the results set corresponding
to query k. The normalized score Dnormk(n) is given by Eq. 9.1:
Dnormk(n) =
Dk(n)−min (Dk(n))
max (Dk(n)−min(Dk(n)) (9.1)
Both the text-based relevance list, Rk, obtained through Picasa Web Album’s
search, and the aesthetic appeal score, Ak, are normalized with the previous for-
mula. For each query, 1000 images are retrieved using the standard Picasa Web
Album’s search engine, such that the top ranked image will have a normalized
score of 1 and the 1000th ranked image will have a normalized score of 0. This
generates the Rnormk score. In addition, each of the retrieved images is analyzed,
its aesthetic appeal calculated and they are re-ranked according to their aesthetic
88
Figure 9.1: Fusion aggregation formula (FAk) with m=1 (left), m=2 (middle), and
m=3 (right), as a function of the normalized aesthetic score Anormk , and the normalized
text-based relevance Rnormk .
appeal. Once normalized, a score of 0 is assigned to the least aesthetically appeal-
ing image whereas a normalized score of 1 is assigned to the most aesthetically
appealing image, generating the Anormk(n) score.
After normalization, the Anormk(n) score gives the normalized aesthetic score
of image n and query k, and Rnormk(n) is the normalized text-based score
of image n and query k. We define an aggregation function, FAk(n) =
f(Anormk(n), Rnormk(n)), that re-scores each item n, taking into account both
the aesthetics and text-based scores.
Desired properties of the aggregation function include:
1. Images with highly relevant tags to the input query should receive a high
score after the aggregation;
2. Highly aesthetically appealing images should receive a high score after the
aggregation;
3. Images that are both highly relevant and aesthetically appealing should
receive a higher score after the aggregation than in the 2 previous cases;
4. The weights given to relevance and appeal in the final ranking would be
user and task dependent.
We propose a simple aggregation function, as a first approximation:
FAk(n) = f(Anormk , Rnormk) = [α · (Anormk)m + (1− α) · (Rnormk)m]1/m (9.2)
The optimal settings of α and m depend on the user, the particular image
collection and the task at hand. In the experimental results presented in this
89
chapter, we use α = 1/2, i.e., aesthetics are as important as relevance. Dynamic
optimization of this parameter was left for future research. In preliminary ex-
periments, we implemented and validated three different aggregation functions,
corresponding to m = 1, m = 2 and m = 3 –see Fig. 9.1 for a graphical repre-
sentation of these 3 aggregation functions. After experimentation, it was found
that the best combination of relevance and aesthetics was accomplished with
m = 2, which would strike a balance between images that are either relevant
or aesthetically appealing, and images that are both relevant and aesthetically
appealing.
9.2 Image database
A large portion of the photographs existing in public photo sharing sites (e.g.
Flickr), and even more so in the more professional sites (e.g. photo.net, DPChal-
lenge.com), have different characteristics than the photographs found in a typical
consumer image database. As described in [131], photo forum sites tend to in-
clude photographs that are more aesthetically appealing than those existing in
personal collections. In addition, they rarely represent a full photographic session
since photographers may only upload their favorite photos that can help differen-
tiate themselves in the online community. Finally, photo forum sites users tend
to rate mostly the photos they like [131]: in the case of photos with low aesthetic
appeal, there may be very few or no ratings at all.
Figure 9.2: Histogram of 2000 ground truth images from 4 unedited photo collec-
tions, different photographers with different photographic skill levels, tagged by several
observers.
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Top 15 Tags in Flickr
Wedding, party, travel, family, beach, nature, vacation,
friends, music, trip, birthday, Christmas, Flowers, summer, water.
Top 11 Geo-Tags in Flickr
Japan, London, California, Italy, USA, France, Paris,
China, Europe, NYC, New York.
Top 15 Tags in Picasa Web Album
Wedding, trip, Christmas, party, family, birthday, vacation, park,
beach, summer, people, city, lake, house, cruise.
Top 9 Geo-Tags in Picasa Web Album
Europe, Italy, USA, Paris, China, France, India, New York, Hawaii.
Table 9.1: Top tags in order of popularity.
We decided to create our experimental database with photographs from an
online consumer image repository. The photos in such personal repositories typ-
ically have a wide range of aesthetic levels, ranging from very poor to excellent,
peaking in the fair and good categories –see Fig. 9.2. After inspecting the image
aesthetics distribution from a sampling of Picasa Web Album, we concluded that
it closely resembled a typical consumer image database. Thus, we used Picasa
Web Album photos to generate our image database. Note that in an ideal situa-
tion, we should have used the personal photos of each of our study participants.
However, due to logistical limitations and privacy concerns, we were unable to
do so.
In the following, we describe in detail the process that we followed to select
the photos that would be included in the image database used in the study. In
order to make the study manageable (and not too tiring) while covering a wide
range of queries and topics, participants were asked to perform 10 image search
queries: nine common or general queries to all participants and one personal
query of their choice.
9.2.1 General queries
Nine of the queries performed by the participants in the study were general
queries. They were designed to: (1) represent very popular queries executed in
popular online personal photo sharing sites; and (2) retrieve as diverse a set of
images as possible.
The most popular tags and geo-tags from Flickr and Picasa Web Album were
extracted and analyzed, and the top tags were used to create the general queries
(see Table 9.1). Note that we removed non-consumer related tags (e.g. Nikon,
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Query Query Text #images (K)
1 Birthday party 13203
2 Inauguration of Barack Obama 107
3 Trip to Japan 3383
4 New York buildings 445
5 Wedding in the park 1351
6 Hawaii beach 510
7 Mountains of China 130
8 Summer in Paris 305
9 Vacation in Italy 630
Table 9.2: General queries and number of images retrieved in Picasa Web Album
(in thousands), as of February 2009.
Canon, Art). Interestingly, the most popular tag in Flickr and Picasa Web Album
is wedding with 15 and 140 millions of images retrieved, respectively.
We created eight of the final general queries by pairing one of the most popu-
lar general tags with another popular tag or geo-tag. The tags were very broad.
Therefore, by combining two popular tags (or a tag and a geo-tag) we narrowed
the semantic scope of the query and thus ensured that the retrieved images be-
longed to a coherent theme. In all cases, we made sure that the retrieved number
of images on Picasa Web Album would be above 100k (i.e., still a very popular
query).
We also added a celebrity query, which could be a personal hero, public fig-
ure or artist that sometimes appear in consumer image collections (e.g. music
concert or political rally events). An icon in the world, at the time of writing
this dissertation, was President Barack Obama. In an effort to avoid emotional
biases in the query (i.e., republican vs. democrat), we selected an emotionally
neutral query: ”inauguration of Barack Obama”.
Table 9.2 summarizes the nine general queries that we used in our experiments
and the number of images (in thousands) retrieved by the Picasa Web Album
search engine.
9.2.2 Personal query
The tenth query was formulated by each participant. We asked participants to
create a query corresponding to one of these categories: daily life, locations, or
nature, which have been reported to represent a large percentage of the image
queries in the Microsoft Live search engine [131]. In addition, we made sure that
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all the personal queries retrieved at least 1000 images, so that the algorithms
could be tested in the same conditions for all queries.
The distribution of the personal queries of the 37 participants in our study
was: Locations: 22 queries (e.g. ”Costa Rica”, ”Disney World”), Daily life: 8
queries (e.g. ”walking”, ”sleeping”), Nature: 7 queries (e.g. ”tulips”, ”lakes”),
with a minimum number of pictures retrieved of 1.3k (”web surfing”), an average
of 6400k, a standard deviation of 11600k, and a maximum of 37000k (”London”)
images. The average word length of the personal queries was 1.6 words.
The selected queries encompass a large image set that contained over 18 mil-
lion photos about memorable events (birthday, wedding and inauguration) and
locations (Japan, New York, Hawaii, China), both in urban (New York buildings)
and natural (park, beach, mountains) settings, with and without people in them.
Interestingly, in the set of images that were shown to the participants of our
study –see Section 9.3– there were 20% more images with than without people
in them.
9.2.3 Image database implementation details
After selecting the queries, we had to retrieve the associated images from the
Picasa Web Album repository in order to populate the image database with
actual photos. In addition to the images, we retrieved the normalized order
of relevance (Rnormk ranking) of each of the images as established by Picasa’s
retrieval algorithms. We used the Picasa Web Album Data API [2] to obtain, for
each query, an XML-based result list which contains each of the retrieved images
together with all their associated metadata. The ranking of the retrieved photos
was used to generate the first ranking of our experiment: Picasa, as explained in
Section 9.3.
Images were analyzed by the image aesthetics algorithm described in Section
5.5, with Eq. 5.24, generating a normalized aesthetics score, Anormk . This score
was used to re-rank the retrieved images, hence generating the second ranking
of our experiment: Aesthetics. Finally, the two previous rankings (Picasa and
Aesthetics) were fused together using the aggregation function described in Sec-
tion 9.1, generating the third ranked list, FAk: Fusion. Once we had created the
image database and associated rankings for each of the queries, we were ready to
deploy the user study with real users.
9.3 User study
The research questions that the user study was designed to answer were:
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• R1: Are users influenced by image aesthetics when searching for images in
a Consumer Image Search setting?
• R2: What are the factors that play a role in determining the importance
of image aesthetics in consumer image search tasks?
9.3.1 Participants
We carried out a controlled study with 37 volunteers (27 male) whose ages ranged
from 23 to 49 years old (mean 30.6 years), 7 of them (19%) having one or more
children. They were all computer literate and held a variety of occupations,
including researchers, administrative assistants, engineers, accountants, infras-
tructure specialists, students, financers, people managers, front desk clerks and
human resources specialists, from a diverse set of nationalities. All participants
filled out an online demographic pre-study questionnaire that included questions
about their digital picture taking habits and expertise.
We summarize next the findings of such questionnaire. The average mon-
itor size of the users was 17.8”. Fourteen users (38%) owned a subcompact
camera (including camera-phones), 12 (32%) owned a compact camera and 11
(30%) owned an SLR (Single Lens Reflex, i.e., with exchangeable lenses) cam-
era. Thirty-one participants (83%) took pictures in order to capture memories
and/or share those memories, 21 (57%) as a hobby, 16 (43%) for artistic reasons
and 5 (14%) for work. Most of the users reported taking pictures every week
(N=18; 49%), followed by those who took pictures every month (N=15; 40%).
Interestingly, only 1 user reported taking pictures every day and 3 (8%) only took
pictures occasionally.
In terms of their picture deleting practices, the highest portion of participants
reported rarely deleting pictures (N=14; 38%), or sometimes (N=8; 22%), while
6 participants (16%) deleted pictures often and 8 (22%) very often. Only one
participant reported never deleting any pictures. When asked about how often
they edit/retouch their pictures in order to improve them, 15 participants (40%)
never do it, 11 participants (30% ) retouch 1 or 2 photos per photo session, 7
participants (19%) retouch 3 or 5 photos per session, and a small percentage of
participants retouch 5-10 or more pictures per session, 3% and 8%, respectively.
With respect to the size of their digital image libraries, most of our partic-
ipants had between 1,001 and 5,000 photos in their collections (N=15; 40%),
followed by those who had between 5,001 and 10,000 photos (N=8; 22%). Al-
most the same number of users had more than 10,001 (N=7; 19%), or fewer than
1,000 photos (N=6; 16%). Our participants considered themselves to be average
photographers (N=20; 54%).
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When asked about their image search needs and habits, the largest portion of
our participants searched for pictures in their personal collection on a monthly
(N=14; 38%) or weekly basis (N=10; 27%), followed by those who searched less
frequently (N=6; 16% every two months, and N=6; 16% every six months). In
terms of their satisfaction with existing search technologies, the largest portion of
our participants (N=16; 43%) is satisfied with the search results after inspecting
the second page of results – i.e., 40 images, followed by those who only look at
the first page (N=7; 19%) – i.e., 20 images. A small fraction of participants look
beyond the second page (N=5; 13%) or have to search again with a different
query once (N=6; 16%) or more times (N=3; 8%).
We also asked participants to rate their level of familiarity with the depicted
locations in the test set in a 5-point Likert scale (1: not familiar at all, to 5: very
familiar). The average familiarity score was 2.7 (std=3.9), ranging from the most
familiar locations (Paris and Italy, mean=3.4 and 3.1; std=1.9, respectively) to
the least familiar location (Hawaii, mean=1.8, std=1.1).
Finally, only 11 participants (29%) reported adding tags to their photos. In
such cases, the majority of participants (56%) only annotated 21% of the photos.
These user statistics are consistent with those previously reported in the literature
of personal photo management and search [101, 9].
9.3.2 Apparatus and task
We conducted the user study using the Safari web browser on a MacBook com-
puter, on a 17 inch DELL LCD display, set at 1280x1024 pixels in 32 bit color.
Upon arrival, participants were described the task that they had to do: they
would be presented with the top 15 results of executing ten image search queries,
one at a time; they would have to inspect each image at full screen resolution,
and then select the 3 best photos of the result list in response to each of the ten
queries.
Before starting the experiment, all participants did a trial query in order to
learn about the query interface and task. Fig. 9.3 depicts the query interface
corresponding to query Q5:”wedding in the park”. Once they felt comfortable
with the study (typically after 5 to 10 min), they started with the first query. The
duration of the study was on average 46 minutes (std=9 minutes). Participants
took all the time they needed to select the 3 pictures and all of them were able to
complete the task. In addition to selecting the images, participants were asked
to enter the reasons for their selection in a text box at the bottom of the page
(see Fig. 9.3).
All the computer interactions were logged and a video-camera recorded the
95
Figure 9.3: User study user interface for query #5: ”wedding in the park”. Only 13
images are presented, since there were 2 collisions: images that appeared in 2 treatments
within the top 5.
computer screen and audio comments of participants for the duration of the study.
Participants were not told how the images had been selected or combined for
presentation.
9.3.3 Treatments
Participants were exposed to three different rankings of images (treatments): (a)
the original relevance ranking provided by Picasa Web Album (Picasa); (b) the
image aesthetic appeal-based ranking (Aesthetics); and (c) the ranking resulting
from applying the aggregation function described in Section 9.1, (Fusion).
The top five images from each treatment were presented to the user at the
same time, in a randomized manner. Therefore, a total of at most 15 images were
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shown to each participant with each query: the images that were ranked in the
top five of more than one treatment (i.e., a collision), were only presented once
(see Fig. 9.3 for an example). There were a total of 19 (12%) collisions for the
nine general queries.
As previously explained, participants were asked to select the 3 best images
from each presented set. Participants did not know the treatment (ranking) that
each image was coming from. The order in which the queries were presented to
each user was also randomized from user to user.
We use 3 performance measures to evaluate the results:
Treatment winner (TM): It quantifies the number of times that the se-
lected photos came from each of the 3 treatments, as given by Eq. 9.3, with
(
∑
TMi = 1), where i is the treatment under consideration. In order to take
into account collisions between treatments, a second term is added to the right
of the equation, such that when there is a collision, the reward is equally split
between the treatments that generated that collision. For example, if one of the
selected images appeared in the top 5 of both the Picasa and Aesthetic rankings,
i.e., collisions(j) = 1, their corresponding TM measure would be halved.
TMi =
∑
j∈PhotosInTreatment(i)
PhotoWasSelected(j)
3
· 1
collisions(j) + 1
(9.3)
In Eq. 9.3, PhotosInTreatment(i) is the set of images that belong to treat-
ment i, and PhotoWasSelected(j) returns 1 if that specific photo was selected
by the participant, and 0 otherwise; and collisions(j) is 0 if that specific image
appeared only in this treatment, 1 if it appeared in this treatment and another
one, and 2 if it appeared in all treatments.
Re-ranking performance (RM): The re-ranking performance (RM) quan-
tifies how well each treatment ranked the images that were selected by the user.
For instance, one of the selected images might have been ranked in position #6
by a treatment –and hence did not get any points from the TM measure. How-
ever, its RM would be significantly higher than the RM of another treatment that
would have ranked the same image in position #100. To this effect, we propose
the RM formula for treatment i, see Eq. 9.4.
RMi =
1
3
·
[
S − Posi(Ph1)
S − 1 +
S − Posi(Ph2)
S − 2 +
S − Posi(Ph3)
S − 3
]
(9.4)
where Posi(Ph) is the position that each photo occupies in the treatment’s
ranking, where Posi(Ph1) > Posi(Ph2) > Posi(Ph3); and S is the scope, or
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maximum rank considered –most participants of our study reported looking in at
most the first two pages of results (scope=40). This scope has also been reported
in the image search literature [60] as one of the most common ones. Therefore, we
set the scope in our experiments to 40, in order to account for the most common
user scenario.
Note that RMi = 1 if all the selected photos are ranked at the top for treat-
ment i, and RMi = 0 when the selected photos are ranked at the bottom for
treatment i (at or below the scope).
Overall performance (OM): The measures introduced above are averaged
into a single measure (Eq. 9.5) that provides the overall performance for a specific
treatment and query.
OMi =
TMi +RMi
2
(9.5)
9.4 Analysis of qualitative feedback
In this section, we summarize first the qualitative feedback provided by partici-
pants (audio transcripts and explicit textual feedback entered in the text box), as
it is helpful in understanding the quantitative performance results –see Section
9.5.
All users in our study provided feedback on the reasons why they picked or
did not pick specific images in the experiment. Most users (N=32; 86%) provided
detailed feedback. After careful analysis of their audio and textual feedback, we
identified five variables that users take into account when searching for images.
We summarize the findings and highlight a few representative comments (positive
and negative) about each of the variables.
9.4.1 Presence of people in the photo
A few participants enjoyed seeing happy people in the pictures (”she’s happy
/ surprised”) and candid pictures of people that tell a story in a daily activity
setting (not posing). However, the vast majority of participants (N=32; 86%)
were not interested in photos of people they did not know. Five users (14%)
mentioned enjoying people when they tell a story within the image or when they
are small (full body shot or smaller), so that the scenery can be seen. Finally,
a subset of participants (N=3; 8%) reported liking images with people when the
people were relevant to the query (i.e., of expected ethnicity).
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9.4.2 Emotional content in the photo
The emotional content in the photos did play a role in the participants’ prefer-
ences. Some of the participants (N=15; 41%) enjoyed the pictures that made
them feel better (e.g. ”peaceful”, ”quiet”, ”smile”). A few participants (N=4;
11%) mentioned liking images that evoke a place that they long to be, or mesmer-
ize them (e.g. ”hypnotizes me”, ”I can even smell the rice field”). Two users had
metaphorical observations interpreting the meaning of the picture as life passages
and events.
9.4.3 Preferences and personal experiences
Twelve participants (32%) liked the pictures that depicted something they enjoy
in real life or surprised them (e.g. ”I didn’t know this existed”). A different
subset of participants (N=4; 11%) liked images that sparked fond memories or
that reminded them of the type of pictures they usually take. Conversely, they
did not like the pictures that were very different from the type of pictures that
they tend to take.
9.4.4 Expectations about search results
Most of the participants (N=35; 95%) felt reassured when they could understand
the relationship between the retrieved images and the input query. Conversely,
they did not like the images if they could not recognize an object or landmark that
confirmed the query (e.g. ”this could be anywhere”, ”I cannot see the park”).
Figure 9.4: Percentage of users that questioned the relevance of at least one image as
a function of the query.
Interestingly, users were very vocal about the relevance of the queries, even
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when they were not familiar with the subject of the query. We logged every time
a participant would question the relevance of one or more images in a query.
Fig. 9.4, shows the % of participants that questioned each query. The reason
for questioning the relevance include: (1) the query subject (e.g. a beach for
the query Q6:”Hawaii beach”) did not appear clearly in some of the retrieved
images; or (2) they could not identify the query location (i.e., Hawaii for the query
Q6:”Hawaii beach”), either because it did not show a landmark, or because it did
not match their mental depiction of the place – which they may have acquired
through documentaries or movies: ”this is not what I’m expecting to find when
I’m looking for Hawaii”.
In our experience, low query relevance is a common problem in consumer
image search, where not every single image is tagged or commented. When a user
tags a set of images in bulk mode as Hawaii beach, a few of them will definitely
show beaches, while others may depict content related to the trip to the beach
(restaurant, same city, etc.), but not related at all with an actual beach. Kennedy
et al. [65] analyze the user behavior in consumer image tagging in Flickr, and
they conclude that the tags not necessarily describe the image content.
As seen in Fig. 9.4, participants were very picky with their personal query and
with a few of the general queries. In particular, Q5: ”wedding in the park” raised
the same level of concern as the personal query:”this may be a wedding, but I
cannot see the park”. Similarly, the relevance of the search results was highly
questioned in Q1: ”Birthday party” (”this could be any celebration”), Q4: ”New
York buildings” (”these are images of people, not buildings”), and Q6: ”Hawaii
beach” (”I cannot see any beach”).
9.4.5 Image aesthetics
Finally, most of the participants (N=33; 89%) mentioned aesthetic properties of
the images at one point or another during the experiment. Comments about the
image’s composition (e.g. ”the main subject is nicely isolated from the back-
ground”), good lighting, bright colors and sharpness were amongst the most
frequent (N=18; 49% in average for every query).
Conversely, almost all participants (N=35; 95%) mentioned not liking low
quality images with high levels of noise (e.g. ”this has been taken with a camera-
phone”), that were over/under exposed or out of focus –particularly the object
of interest. In addition, some users made negative comments when the faces of
the people in the photographs were too small in order to be identified.
Finally, two of the participants would extract the semantic meaning of the
images and use that information to make their selections regardless of the low
aesthetic quality of some of the images (they even selected extremely noisy night
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Query 1. Picasa 2. Aesthetics 3. Fusion P
1 0.41 [0.18]a 0.36 [0.15]a 0.22 [0.15]b *
2 0.36 [0.18]a 0.43 [0.22]a 0.21 [0.16]b *
3 0.18 [0.20]b 0.57 [0.21]a 0.25 [0.20]b *
4 0.74 [0.26]a 0.15 [0.17]b 0.11 [0.18]b *
5 0.63 [0.27]a 0.25 [0.25]b 0.12 [0.14]c *
6 0.33 [0.23]a 0.34 [0.23]a 0.33 [0.20]a
7 0.63 [0.26]a 0.12 [0.17]c 0.25 [0.20]b *
8 0.39 [0.25]a 0.19 [0.15]b 0.42 [0.19]a *
9 0.48 [0.29]a 0.33 [0.22]a 0.19 [0.16]b *
Pers 0.53 [0.31]a 0.17 [0.16]c 0.30 [0.25]b *
Table 9.3: Comparison between the treatments’ Treatment Winner (TM) for each
condition: Mean [std] score, (∗p < 0.05). Descriptive statistics with different
subscripts (e.g., a, b, c) in the same row differ significantly for p < 0.05.
images). Both users were in the younger age bracket and with low photogra-
phy skills, they owned either a compact or sub-compact camera, took pictures
infrequently (from once a month to 3/4 times a year), and had between 500 and
5000 images in their personal collections. They are representative of a type of
user that seems very little concerned with image aesthetics, perhaps due to their
familiarity with low quality images taken with camera-phones.
9.5 Quantitative results
In this section, we present quantitative results of our user study. Please refer
to the original paper for the details [C9]. We present the results for the three
performance measures described in Section 9.3.3.
Tables 9.3, 9.4, and 9.5 summarize the results of the statistical analysis for
each treatment, and for each of the queries. Descriptive statistics with different
subscripts (e.g. a, b, c) in the same row differ significantly for p < 0.05, i.e., if
the subscripts are the same, then there is no statistically significant difference
between the measures. For example, for Q1 in Table 9.4, there is significant dif-
ference between Aesthetics and Fusion, but there is neither a significant difference
between Picasa and Aesthetics, nor between Picasa and Fusion since they share
the same subscript. Table 9.3 summarizes the results of the Treatment Winner
(TM). We can see that Picasa performs the best with statistically significant
results, followed by Aesthetics. Similarly, Table 9.4 summarizes the results for
the Re-ranking Performance (RM), where both Picasa and Fusion perform the
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Query 1. Picasa 2. Aesthetics 3. Fusion P
1 0.41 [0.18]ab 0.51 [0.18]a 0.38 [0.21]b *
2 0.36 [0.18]b 0.55 [0.18]a 0.57 [0.16]a *
3 0.23 [0.21]c 0.75 [0.18]a 0.34 [0.18]b *
4 0.72 [0.26]a 0.24 [0.24]b 0.15 [0.21]c *
5 0.60 [0.27]a 0.32 [0.25]b 0.18 [0.16]c *
6 0.43 [0.25]b 0.39 [0.21]b 0.59 [0.20]a *
7 0.61 [0.25]a 0.29 [0.22]b 0.58 [0.20]a *
8 0.37 [0.25]b 0.50 [0.22]b 0.60 [0.23]a *
9 0.49 [0.29]a 0.48 [0.28]a 0.49 [0.27]a
Pers 0.58 [0.28]a 0.31 [0.26]b 0.53 [0.26]a *
Table 9.4: Comparison between the treatments’ Re-ranking performance (RM)
for each condition: Mean [std] score, (∗p < 0.05). Descriptive statistics with
different subscripts (e.g., a, b, c) in the same row differ significantly for p < 0.05.
Query 1. Picasa 2. Aesthetics 3. Fusion P
1 0.41 [0.18]ab 0.44 [0.16]a 0.30 [0.18]b *
2 0.36 [0.18]b 0.49 [0.19]a 0.39 [0.15]ab *
3 0.20 [0.20]c 0.66 [0.18]a 0.29 [0.19]b *
4 0.73 [0.26]a 0.19 [0.19]b 0.13 [0.19]c *
5 0.62 [0.27]a 0.29 [0.24]b 0.15 [0.14]c *
6 0.38 [0.23]a 0.36 [0.21]a 0.46 [0.18]a
7 0.62 [0.26]a 0.21 [0.18]c 0.42 [0.19]b *
8 0.38 [0.25]ab 0.35 [0.17]b 0.51 [0.20]a *
9 0.49 [0.29]a 0.40 [0.24]a 0.34 [0.20]a
Pers 0.55 [0.29]ab 0.24 [0.20]c 0.41 [0.23]b *
Table 9.5: Comparison between the treatments’ Overall Score (OM) for each
condition: Mean [std] score, (∗p < 0.05). Descriptive statistics with different
subscripts (e.g., a, b, c) in the same row differ significantly for p < 0.05.
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best with statistical significance in 2 queries, followed by Aesthetics. Table 9.5
presents the overall measure (OM), where the Picasa treatment performs the best
(best 3 times with statistical significance), followed by Aesthetics (best once with
statistical significance). In the following sections we analyze the OM results and
discuss the implications of our findings in the design of consumer image search
tools.
Figures 9.5, 9.6 and 9.7, present the results from Table 9.5, along with the
top two ranked images for each query and treatment.
Figure 9.5: Top two ranked images for each of the treatments, for queries Birthday
Party, Inauguration of Barack Obama and Trip to Japan.
9.6 Discussion and implications for design
In this section, we carry out a detailed analysis of the quantitative results (Overall
Measure), modulated by the qualitative feedback previously described. In our
analysis, we highlight key human-centric factors that play a role in the users’
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Figure 9.6: Top two ranked images for each of the treatments, for queries New York
Buildings, Wedding in the Park and Hawaii Beach.
satisfaction with the images included in the results of a consumer image search
task.
First, we turn our attention to the queries where the Picasa treatment is
superior to the other 2 treatments with statistical significance:
Q4: ”New York buildings”. The relevance of the results returned by this
query was highly questioned by participants (Fig. 9.4). In addition, none of the
images returned by Picasa had any people in them –they portrayed buildings,
whereas most images in Fusion and Aesthetics portrayed people in them. The
fact that some traditional aesthetic measures (e.g. colorfulness) do not usually
apply to buildings, caused the low relevance in Fusion and Aesthetics ; in addition,
the fact that those treatments’ images portrayed mostly people, made Picasa the
winner.
Q5: ”Wedding in the Park”. In a similar way to Q4, participants were
very skeptical of the relevance of the images shown in response to this query
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Figure 9.7: Top two ranked images for each of the treatments, for queries Mountains
of China, Summer in Paris and Vacation in Italy.
(Fig. 9.4): most of the retrieved images did not show a park, and some of the
weddings were Hindu, Sikh and Thai (all of them much more colorful than western
weddings), which most participants could not recognize as weddings. The images
of western-style weddings and most images of parks belonged to Picasa, hence
the winner.
Q7: ”Mountains of China”. The photographs from the Picasa treatment
had no people in them and mostly mountains, whereas both the Aesthetics and
Fusion treatments included mostly pictures of tourists. Both the high relevance
and lack of people make Picasa the winner.
Conversely, the Aesthetics treatment clearly outperformed all other treat-
ments in query Q3: ”Trip to Japan” (see Table 9.5). In this case, the images
returned by all treatments included people in them. However, most of the photos
in the Aesthetics treatment included Asian persons of medium to large size. In-
terestingly, a photo that was often selected by participants depicted three Asian
chefs in a sushi restaurant.
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For Q2: ”Inauguration of Barack Obama”, both Aesthetics and Fusion
are better than Picasa with statistical significance. The photos retrieved by the
Picasa treatment were of Washington D.C. on Inauguration Day, but of poor
quality (camera-phone probably). The Fusion images all included people – in
one case a bad quality picture of Barack Obama and wife. Finally, all the images
retrieved by the Aesthetics treatment had people in them, one clearly related
to the inauguration event (e.g. a very happy lady wearing an Obama hat while
watching the event).
Finally, in the case of QP: personal query, Picasa and Fusion are statisti-
cally better than Aesthetics. In this case, participants were also concerned with
the relevance of the images (Fig. 9.4).
From the discussion above, we shall highlight the following implications for
the design of consumer image search tools. Most of the findings are in alignment
with our own intuitions, but supported by empirical data provided by our user
study:
1. More relevant tags are needed: As previously explained, users do not typ-
ically label their personal images and when they do, they tend to do it
in ”bulk” [71]. Moreover, sometimes the tags do not describe the image
contents [65]. Therefore, the quality of the results generated by tag-based
consumer image search engines tends to be lower than that of general im-
age search. Interestingly, [9] showed how user satisfaction in consumer
web image search recall-based tasks, did not have a statistically significant
correlation with the effectiveness of the search system, which somehow con-
tradicts our findings. In our study, participants were happy (did not express
concerns) with the relevance of the retrieved results only 44% of the time
(ranging from 27 to 55%, depending on the query as shown in Figure 3).
Recent work in the literature has tried to improve the frustrating low perfor-
mance of tag-based search engines for consumer images. For instance, [66]
successfully combines tags with location metadata and visual cues in order
to boost performance. Content-based analysis techniques are particularly
relevant in this domain, in order to automatically or semi-automatically la-
bel the high percentages of unlabeled images that are stored in the personal
repositories of users and therefore improve the relevance of the retrieved re-
sults.
2. Relevance is more important than pure Aesthetics: The aesthetics re-
ranking algorithm is designed to re-rank the retrieved images by their aes-
thetic appeal, assuming that all have similar (high) relevance. Therefore,
when the results of the query-based search engine are poor (as in Q4 and
Q5), images with high aesthetic appeal –that are promoted by the image
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aesthetics algorithm– are likely to be irrelevant and thus unsatisfactory to
the user. The work in [36] presents 3 different user intents in image retrieval:
searcher (knows what he is looking for), surfer (not sure of the purpose)
and browser (no purpose at all). In the case of surfer and browser-type of
users, we expect aesthetics to be more important than for searchers. We
plan on carrying out additional studies to verify this hypothesis.
3. Personalization and context are needed: Our study has confirmed that
different users weigh aesthetic appeal differently when selecting images in a
search task. User modeling techniques would greatly help in understanding
whether aesthetics are important for each user, and in what measure. Note
that the task or reason why the user is searching for images plays a role in
the decision making process. This factor is beyond the scope of this work,
but part of our research agenda.
4. Image aesthetic measures are not universal: Different types of topics have
completely different aesthetic connotations, i.e., buildings vs. weddings.
Therefore, we believe that a general image aesthetics measure –such as the
one proposed in this chapter– is unable to represent the range of parameters
that might play a role in defining the aesthetic appeal of an image. Thus,
we are working on a category-dependent aesthetic measure. This is related
to the work presented in [33], where the authors use intent categorization
in order to perform better relevance re-ranking. As an example of category-
based analysis, we already presented a model for aesthetic appeal of faces
in Chapter 6.
5. Fusion is not straight-forward: The proposed fusion algorithm performed
poorly when compared to the Picasa and Aesthetics treatments. However,
our experiments suggest that Fusion might be appropriate in the cases
of queries that produce highly relevant results (Fusion performs best in 2
queries for the RM measure, see Table 4). We are investigating alternative,
category and task-dependent fusion functions.
6. Sensitivity to the Presence of People: Finally, participants in our study
vastly preferred images without people than with people. This behavior is
probably due to the fact that the Picasa Web Album photos are personal
photos of mostly unknown individuals. Therefore, all the persons depicted
in the photos that we used in our study –except for President Obama–
were unknown to the participants. An interesting exception is the case of
travel-related queries to exotic countries, where participants preferred im-
ages that showed native people of the countries related to the queries. We
understand that this is a drawback of our experimental database. In the
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case of running the experiment on the personal collections of the partic-
ipants, we would expect users to be more interested in photographs with
familiar (e.g. friends) people in them [101]. Future research should attempt
to use the participants’ personal image collections.
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CHAPTER 10
Media aesthetics conclusions
In this Part I of the dissertation, we have described a series of media aes-
thetics computational models. Two regression based image aesthetics models
[C9,C11,C13] have been described in detail. These models segment out the rel-
evant region out of the image, and calculate specific low level features on that
region, as well as on the rest of the image, including sharpness, contrast, colorful-
ness, light exposure, noise and background homogeneity. A computational model
for face aesthetics has also been described [C11] which is helpful when aesthet-
ically ranking images of the same person. These models are used in Part II of
this dissertation as building blocks of the photo storytelling systems described
therein.
We have also covered two different classification models. In the first one [C4]
images are classified into high aesthetic appeal images, or low aesthetic appeal
images, using only visual composition features. In the second one [C5] video clips
are classified into high aesthetic appeal videos, or low aesthetic appeal videos.
Finally, we have looked at the real application of image search re-ranking by
using one of the regression based image aesthetic models, i.e., the rank order
generated by the search engine is modified by the aesthetic appeal of each of the
images in the list. One of the main conclusions is that human observers seem to
key into different features when judging the aesthetic appeal of an image, depend-
ing on the general category that the observed image belongs to –e.g. landscape,
buildings, people. Research on category dependent media aesthetics will be part
of our future work.
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Part II
Media Storytelling
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CHAPTER 11
Media storytelling introduction
In recent years, and mainly due to the pervasiveness of digital cameras and
camera-phones, there has been an exponential increase in the overall number
of photos taken by users. This dramatic growth in the amount of digital personal
media has led to increasingly large media libraries in local hard drives and/or
online repositories, such as Flickr!, Picasa Web Album or Facebook. Picasa Web
currently allows up to 1000 images per album1.
Unfortunately, large photo collections turn the manual task of selecting images
into a tedious and time consuming process [47, 125], for instance, Facebook has
taken some initial steps at making the upload process a bit more user friendly2.
In addition, the familiarity that users have with the photos belonging to a specific
event will decay over time [125], turning the photo selection task more difficult
with time.
Our user studies show that people do not create as many photo books as they
would like to, one of the reasons being the image selection process is too painful in
the current digital photography landscape, in which hundreds or even thousands
of photos are taken in one single event. For instance, a few of the participants
reported spending one full weekend in order to accomplish the selection of a set of
images, out of a collection of 800+, and laying them out on a fixed layout photo
book template. These results were corroborated in our user study presented in
Chapter 14.
On the other hand, the social narrative use of photos – i.e., social photo
storytelling – plays an important role in people’s lives as it serves to structure and
share personal and interpersonal experiences and to express personal and group
identities [57]. At the same time, Rodden et al. [98] revealed that ”the most
important use of digital photographs is to record holidays or other significant
events, and then show those pictures to friends and family”. Hence, it does
not come as a surprise that automatic approaches to personal photo collection
summarization and event detection have recently been of interest in the research
community [31, 50, 80, 87]. Unfortunately, none of these approaches addresses
social aspects of these photo stories, such as its target audience, i.e., who is going
1http://picasa.google.com/support/bin/answer.py ?hl=en&answer=98898
2http://blog.facebook.com/blog.php?post=206178097130
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to enjoy the photo story. This motivated us to propose the photo storytelling
system presented in Chapter 14 that takes analyzes the user’s On-line Social
Network (OSN) in order to adapt to the potential audience on that particular
OSN.
In certain storytelling settings –photo book or slideshow– targeting a spe-
cific image count may be of high importance. For instance, targeting the exact
number of images in a template photo book, or targeting a specific slideshow
duration. In order to accomplish this task, and still ensure the best coverage of
the story, with the most relevant images, a versatile image collection represen-
tation is introduced in Chapter 13, which allows for automatic scalable selection
in order to target a specific final image count. A hierarchical time clustering is
presented, which is traversed at a specific hierarchy level in order to select images
by alternating among all time clusters, and selecting the most relevant images in
each of the clusters. The relevance ordering we use is based on a combination of
features, namely, important people, smile detection, image aesthetic appeal mea-
sures, and whether a near-duplicate of the image has already been selected. Once
this Hierarchical Scalable Representation has been created, it can be reused to
generate any target size summary. In Chapter 13 we present two automatic im-
age selection algorithms, one that selects images from clusters with high average
image relevance more frequently, and another one that selects images from larger
clusters more frequently. This overall system –the implementation of which is
introduced in Part III of this dissertation– was used over the period of one year
on several large image collections –each above 800 images; the resulting selection
was presented to their owners in the form of photo-books in order to get feedback,
validating the presented approach, see Section 13.4.
With the advent of photo and video capabilities in OSN, an increasing portion
of the users’ social photo storytelling activities are migrating to these sites, where
friends and family members update each other on their daily lives, recent events,
trips or vacations. For instance, FaceBook is the largest online repository of
personal photos in the world with more than 3 billion photos being uploaded
monthly3. Hence, there are opportunities to mine existing photo albums in OSN
in order to automatically create relevant and meaningful photo stories for users
to share online.
Fully automatic personal photo collection summarization for storytelling pur-
poses is a very hard problem, since each end-user may have very different inter-
ests, tastes, photo skills, etc. In addition, meaningful and relevant photo stories
require some knowledge of the social context surrounding the photos [80], such
as who the user and the target audience are. Hence, we believe that automatic
summarization algorithms should incorporate this information.
3http://www.facebook.com/press/info.php?statistics
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In Chapter 14 we present a photo collection summarization which builds on
the main concepts presented in Chapter 13, and also learns some of the users’
social context by analyzing their online photo albums. In an in-depth user study
conducted with 12 subjects, the proposed system was validated as a first step in
the photo album creation process, helping users reduce workload to accomplish
such a task. Our findings suggest that a human audio/video professional with
cinematographic skills does not perform better than our proposed system.
We want to note that the author also worked on the topic of video storytelling,
filing two patents [C56,C75] to protect those ideas.
In this Part II of the dissertation we describe two main photo storytelling
approaches. The first one was part of the author’s research while he was at
Hewlett-Packard, and the storytelling aspects were geared towards a Photo-Book
story, which is described in Chapter 13. The second one was part of the author’s
research while he was at Telefonica I+D, and the storytelling application was
focused on slideshow story sharing on a social networking site, which is described
in Chapter 14.
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CHAPTER 12
Media storytelling prior art
In this chapter we will describe some of the related work to multimedia story-
telling that has been done in two different communities, the Human Computer
Interaction (HCI) community, and the image/video processing community.
12.1 How do people tell stories with photos
In this section we present the prior work done in the HCI community, in which
the overall process of how people tell stories with photos has been analyzed, and
certain conclusions have been reached as to how the best way to help users in
this task would be. In Chapter 14 we present a new photo storytelling algorithm
and analyze it in a user study with HCI techniques.
Kirk et al. [68] define a number of stages in the image acquisition pipeline
prior to photo storytelling:
1. Pre-download stage, where users do a certain amount of on-camera collec-
tion editing, –i.e., selecting one image from a set of near-duplicate images
to keep, and deleting the others, or deleting non aesthetically appealing
images.
2. Download stage, where around one half of the users just file the images
away, and the other half actually does some collection editing.
3. Pre-share stage, where users undertake a significant amount of work sorting
and preparing photos for sharing. One of the most common and time
consuming activities was selecting and/or sorting of images, i.e., considering
any one photo against a collection of others, and making decisions about
what to keep/delete/share/not-share.
In a series of HCI studies researchers seem to agree that large photo collections
turn the manual task of selecting images –i.e., the pre-share stage– into a tedious
and time consuming process [47, 125]. In [125], Whittaker et al. examine the
effects of new technologies for digital photography on people’s longer term storage
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and access to collections of personal photos. They report an empirical study of
parents’ ability to retrieve photos related to salient family events from more
than a year ago. Performance was relatively poor with people failing to find
almost 40% of pictures. Possible reasons for retrieval failure include: storing
too many pictures, rudimentary organization, use of multiple storage systems,
failure to maintain collections and participants’ false beliefs about their ability
to access photos. In [47] Frohlich et al. state that the discipline required to filter
and arrange favorite photos into albums was too much for many mothers who
reported frustration in wanting to make photo albums while lacking the time and
motivation to do so. As life gets more hectic and as additional children are born,
it appeared to get harder for families to keep up with the backlog of images. In
another HCI work, now looking at collaborative storytelling, Crabtree et al. [32]
explore the interactional ways in which people naturally collaborate around and
share collections of photographs.
In the HCI community there have been various attempts at creating useful
user interfaces in order to help the users create their media stories. In one of the
earliest works on storytelling with digital photos Balabanovic et al. [15] extended
the common practice of storytelling around print photos to digital photos using a
tablet PC, where they found that people would rather ”select, and then narrate”
the story, rather than ”select while narrating”. In a different work [72] Laundry
et al. present a digital narrative composition tool using digital images, in which
users had to go through four exhaustive steps in order to accomplish the final
story, namely: brainstorm, organize, write, and finally, add personal media. In
[12] Ames et al. show a user interface for generating photo stories, in which the
users need to manually place their photos on a dramatic arc. In [105] Shen et al.
present a video editing system that helps authors compose a sequence of scenes
that tell a story, by selecting from a corpus of annotated video clips, including
characters, emotions, themes, and story structure.
Unfortunately, all the systems noted above need the user to perform all the
tasks in a manual way. In the next section we look at automatic algorithms that
can actually help the user in reducing the burden of the media organization and
selection.
The main implications for design in [68] were to design tools to help users sort
images, cluster poor quality images, cluster similar images, and keeping repre-
sentative images; also not to over-automate, since it confuses users. At the same
time, in [72] it was noticed that participants excluded portions of their experi-
ence when they did not have media to visually represent them, and they listed a
sequence of events that took place in their story, as opposed to documenting the
dramatic arc. These implications have been great motivators in our research on
media storytelling. See Chapters 13 and 14 for two algorithm examples that try
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to solve the problems stated above.
12.2 Recent work on automatic photo storytelling algo-
rithms
This area has seen a lot of activity in the last ten years. We will describe here
some of the most relevant approaches in the literature.
Most of the prior art related to our proposed approach relies on the informa-
tion extracted from the photos to process only, i.e., they do not automatically
analyze the social context around those collections, like, for instance, the people
they are going to be shared with. They either analyze the images in a personal
collection, or a set of images retrieved from the web, by clustering them into
events, either for collection navigation or summarization. In the summarization
case representative images are selected from each of those events.
In [94], Platt presents a simple time clustering algorithm which starts a new
cluster if a new photo is taken more than a certain amount of time since the pre-
vious photo was taken. Clusters are merged based on content analysis until the
desired number of clusters is reached. The photo in the center of the time clus-
ter is selected as its representative image. This algorithm was improved in [95],
by means of an adaptive temporal threshold and a new approach to select the
representative image of each cluster (the most distinctive image in the Kullback-
Leibler divergence sense). Loui et al. present in [80] an automatic albuming
system in which collection summarization is performed by event detection using
time clustering and sub-event clustering based on color similarity; in addition,
very low quality images – with underexposure, low contrast and camera de-focus,
all related to image aesthetics – are discarded. In [50] a browsing interface is
presented that summarizes photo collections by exploiting the capture time in-
formation in an adaptive way, similar to [95]; the allocated space for each event
is roughly proportional to the number of photos taken in that cluster, and the
representative images for each event are selected by identifying very close or very
distant images in time. Naaman et al. [87] present a system that utilizes the
time and location information – i.e., GPS coordinates– to automatically organize
a personal photo collection in a set of event and location hierarchies.
An unsupervised automatic similarity-based method to cluster digital photos
by time and image content is presented in [31]. The approach is general, and
makes minimal assumptions regarding the structure or statistics of the photo
collection. Inter-photo similarity is quantified at multiple temporal scales, and
the best scale is selected by the algorithm. In [49] the algorithm is used as the back
end for an image browsing user interface, where the representative pictures in the
119
clusters are selected based on user ratings. Chu et al. [28] present a multimedia
summarization approach in which correlation between photos and videos of the
same event is exploited in order to identify relevant photos and video snippets.
In a different work [29] Chu et al. only analyze images, and generate a similarity
graph based on their SIFT similarity; the degree of centrality of each photo in
the graph is calculated, and is used as the main feature to select images for
summarization.
Finally, there has also been some work in web (i.e., Flickr) multiuser collection
summaries. For instance, Simon et al. [106] have recently proposed a solution
to the problem of landmark summarization, i.e., the Pantheon in Rome. They
use multi-user image collections from the Internet, and select a set of canonical
views – by taking image likelihood, coverage and orthogonality into account –
to form the scene summary. A similar approach is extended in [67] by adding
location metadata, new visual features and a more sophisticated representative
image selection by clustering the images into visually similar groups, and gener-
ating links between images that contain the same visual objects. In [63] Joshi
et al. extract semantic keywords from a written story and an annotated image
database is searched, generating the final photo story in an unsupervised man-
ner. Unfortunately, users are typically reluctant to annotate images with text
[99], and therefore such a system may not be suited to generate personal photo
stories.
As mentioned in Section 11, algorithms that take advantage of information
regarding the social context of the user in order to perform a better job at collec-
tion summarization are of interest. For instance, in [8] an algorithm is presented
that improves a multimedia browser based on social metadata – i.e., places the
users spend time at, and people they meet with – obtained via GPS traces of daily
life routines. More recently, Loui et al. [79], have presented an image value as-
sessment algorithm that takes into account social relationships between detected
people in the photographs, where a higher weight is given to photos of close rel-
atives and lower weight to the photos of, for instance, neighbors. Unfortunately
the social relationships need to be entered manually by the user.
Recently, Li et al. [74] have presented an image selection system based on the
assessment of the aesthetic visual quality of consumer photos, focusing on one
single photo genre: photos with faces.
None of the previous work approaches address the social aspects of the photo
stories, such as their target audience in an automatic way. In the same spirit
as the work in [8, 79], in Chapter 14 we propose a photo storytelling system
that leverages information from the user’s OSN photo albums in order to create
a personalized photo story, i.e., a photo story adapted to the user’s style and
target audience.
120
CHAPTER 13
Scalable automatic photo storytelling
In this chapter we consider how a Hierarchical Scalable Representation (HSR),
can be constructed from an unstructured image collection (see Fig. 13.1). This
HSR is a taxonomy based on hierarchical image clustering (e.g. time and simi-
larity based; see Section 13.2.1), image relevance features (e.g. measured image
aesthetic appeal, face clustering and smile detection; see Section 13.2.2); and the
user input that allows the system to generate a targeted relevance metric from
the individual relevance features. All of the pre-processing steps are designed to
have predictable and reasonable default behaviors. However in many cases users
may elect to fine-tune these results, such as opting for more people’s images, more
finely sampling of a specific event (e.g. time cluster), or include favorite images.
Taking into account the user relevance configuration, a hierarchy with relevance
sorting at each node (Fig. 13.1c) is created. The outcome of the presented al-
gorithm, is a single scalable relevance ordered image list (Fig. 13.1d) that covers
the whole image collection. The inherent scalability of such representation allows
for straightforward photo-book population by selecting the top NN images from
the relevance ordered list (Fig. 13.1e). The work presented in this Chapter was
originally published in [C10] with an emphasis on photo-book storytelling. These
algorithms have been protected in these patent applications [C71,C79].
13.1 Photo-book creation user studies
In many cases photo-books are created with considerable manual intervention, in
which users carefully select a greatly reduced sub-set of images, and then, using
drag-and-drop interfaces, manually position images on pages. A recent survey of
web-based printing [37] found that 4 out of 7 vendors surveyed used drag and drop
modality during the publication creation process. The image selection process
tends to be subjective but there are certain trends that can be observed.
Our user studies show that people tend to remove redundant or near-duplicate
images. In some cases there are simple rules that tend to be used, for instance if
a user has multiple photos of a child it is often the case that the photo with the
child smiling is preferable. Next people tend to group images by important events
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Figure 13.1: From unstructured image collections, to automatically fulfilled photo-
books. A Hierarchical Scalable image collection Representation (HSR) is created, which
helps drive the automatic image selection in the form of a Scalable Relevance Ordering.
This, in turn, can easily auto-populate any size photo-book (NN images in this case),
due to its scalability properties.
such as people, time, location and topic. Another broad category is the basic
quality of the images, such as sharpness and contrast. The image composition
and colorfulness are also considered. All of these factors have been considered in
our image aesthetic models described in Part I of this dissertation.
Deriving a sub-set of images from a large collection of images is a time con-
suming task. Our tests have found that starting with 500 images and reducing
a collection down to 100 images can take one or more hours depending on the
user. For significant collections, such as over 1000 images, this can be sufficiently
time consuming as to prevent or limit this process to very a few number of key
important occasions.
Below, we describe a series of constraints that should be met by an automatic
image selection algorithm.
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13.1.1 Selection constraints
From our user studies we also identified a series of functionalities the users would
welcome in a semi-automatic photo-book creation process:
1. the ability to start with an automatic first pass photo-book where selection
of images and layout were done for them,
2. the flexibility to change layout, size of certain section (i.e., prominence of
it),
3. the ability to easily swap images by semantically related ones (e.g. near-
duplicates, same person in picture),
4. suggest a small number of images as cover pictures for the photo book.
13.1.2 Storytelling constraints
It is very important to have a good coverage of all important events from an
image collection: time events, as well as relevant people or characters in the story.
Also good storytelling avoids redundancies and boring repetitions. Finally, good
storytellers try to explain the more interesting passages within a certain act (i.e.,
time cluster), which we interpret as to covering the most aesthetically appealing
images of that act [68] in our algorithm.
13.1.3 Layout constraints
A key layout constraint is driven by the combination of the number of pages in
the book and roughly the number of images per page. This layout constraint
in turn drives the approximate number of images to be selected from a larger
collection. Specifically consider three different cases where the overall collection
is approximated with a highly reduced number of images, say 10 percent, a mod-
erately reduced set of images, say 30 percent and a lightly reduced set of images,
say 50 percent. These three examples, for a collection of about 800 images, may
correspond to a lower volume publication, such as a saddle stitched document
with a low page count, a medium sized perfect bound book and a high capacity
perfect bound book. In each case the configurable image taxonomy presented in
this chapter can be used to drive the image selection given the book and layout
constraints.
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13.1.4 Photo-book prominent images
A specific definition of prominent images is challenging and likely contextual. For
example, for a photo-book cover image, it may be limited to landscape oriented
images that are highly appealing, have a face on the right side of the image and
have a more uniform region for a book title.
13.2 Image collection taxonomy
The findings from the previous section motivated us to design a versatile image
collection representation which could be easily reconfigured, and at the same time,
be highly scalable in order to meet a specific image count to fit any document size,
while providing a good coverage of the whole collection and allow for selection of
highly relevant images.
In Section 13.2.1 we describe a hierarchical representation that takes into
account time and similarity clustering, which allows for coarse scalability –i.e.,
targeting a rough photo-book size– and also allows for easy reconfiguration by the
user (i.e., select alternative near-duplicates, give more prominence to a certain
time cluster, etc.). In Section 13.2.2 we describe a scalable representation that
allows for fine grain scalability; this is accomplished by ordering the images from
each time cluster based on image relevance; this is a user configurable relevance
ordering based on features like an aesthetic appeal metric, face clustering, smile
detection and, optionally, user favorite tagging.
13.2.1 Hierarchical representation
At the time of creating a photo-book, the user usually has a storytelling purpose.
This story may be centered around a time event (e.g. holiday, wedding); it may
be centered around a place (e.g. London, Paris); or it may be centered around a
certain person, or character (e.g. John, our newborn).
Face clustering [129], can be used to help select images of a certain person
–i.e., character; unfortunately, such systems have low reliability to generate the
main image collection representation. Geographical Position System based co-
ordinates (geo-tagging) can be used to create a hierarchical geography based
clustering; unfortunately, very few images incorporate such geo-tagging informa-
tion. All digital cameras do capture the time information and save it in the EXIF
(EXchangeable Image File [6]) header, and time clustering has been used for some
time [31, 48, 50, 94] for image collection browsing; unfortunately, we have learnt
from our experiments that it is highly improbable that multiple cameras will be
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time synchronized in a multi-editorial photo-book.
From a storytelling perspective, as mentioned above, the user does not want
redundant images to be included. Near-duplicate detection and similarity clus-
tering are therefore important aspects of a good image collection representation.
Section 13.2.1.1. presents a hierarchical time clustering representation and an
algorithm to accomplish such representation in an automatic manner. Section
13.2.1.2. presents a hierarchical similarity clustering, that is built embedded into
the hierarchical time clustering presented in Section 13.2.1.1.
Figure 13.2: Real life example of a time cluster hierarchy. Top cluster (Level1), Level2
(4 sub-clusters) and Level3 (17 sub-clusters). The hierarchical time clustering algorithm
works on the statistical distribution of capture times, and therefore certain clusters are
much larger than others, depicting different ”events”.
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13.2.1.1 Hierarchical time clustering
In our user studies, as well as in our experiments, we found that users will nor-
mally not go below 12/16 images for a photo-book (e.g. photo-calendar, 8-sheets
photo-booklet); on the other extreme, some users may actually print the whole
collection, avoiding only non-appealing images, and near-duplicates.
One of the main storytelling practices is to have a good coverage of the story.
To this effect the images are time clustered in a hierarchical way, so that the
selection algorithm can select images from each cluster, at a specific hierarchy
level (see Section 13.3). The top hierarchy of the time clustering should be devised
to accommodate the smallest size photo-books in order to accomplish the need
for good story coverage, by at least selecting one image from each time cluster.
In order to have coarse scalability in our image selection algorithm, we have
implemented a hierarchical time clustering based on the algorithm presented in
Section 3.1.1., which subdivides the collection into increasingly smaller event
clusters.
Fig. 13.2 shows the actual output of the presented time clustering algorithm:
(level1) presents the image collection, and how it is hierarchically sub-clustered
into 4 sub-clusters (level2), and further sub-clustered into 17 sub-sub-clusters
(level3). Each of these time clusters represents a different event within the larger
cluster, therefore allowing for a selection algorithm (Section 13.3) to choose im-
ages from each of these clusters alternating among all of them, and generate a
good story coverage.
Fig. 13.3 and 13.4 show a two level hierarchy time clustering example. This is
going to be used in the following section to explain how the similarity hierarchy
is embedded into the time clustering hierarchy.
Figure 13.3: Level 1 time clustering into coarse time events.
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Figure 13.4: Level 2 time clustering: finer grain time events.
13.2.1.2 Hierarchical similarity image clustering
Another important storytelling practice is to avoid repetition. To this effect,
embedded within each of the time clusters, images are clustered based on sim-
ilarity, which allows for near-duplicate detection. A representative image from
each similarity cluster, the most aesthetically appealing one, is selected.
Figure 13.5: Near-duplicate detection within each Level2 time cluster.
Image similarity is calculated by a region based approach, as described in
Section 3.2.2.
In order to successfully create an embedded similarity hierarchy within the
time event hierarchy, similarity clusters are first created within the time clus-
ters at the bottom of the hierarchy (smallest time clusters); then, the similarity
threshold is lowered and similarity clusters are calculated within each time cluster
at the next hierarchy level up; this is repeated until reaching the top of the time
clustering hierarchy. This is important at reconfiguration time, i.e., if the end-
user wants to give more prominence to a specific time cluster, then the selection
for that time cluster will move to a lower level, with smaller time sub-clusters;
the way our embedded similarity hierarchy is created avoids the possibility of the
similarity clusters overflowing into nearby time clusters (this might well happen
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Figure 13.6: Similarity detection within each Level1 time cluster. The centroid of the
near-duplicate cluster at Level2 is used for the calculations.
Figure 13.7: Three level similarity hierarchy. This figure shows how time cluster A6
(Level3) in Fig. 13.2 has a similarity cluster with 2 images in it. When moving to Level2,
there is a larger similarity cluster (3 images) which embeds the smaller cluster at Level3.
Finally, at Level1, we find one even larger similarity cluster, which embeds the smaller
cluster at Level2. Within each similarity cluster, the most aesthetically appealing image
is marked, and will represent that similarity cluster (i.e., representative image).
if the similarity hierarchy were to be started at the top of the time cluster hier-
archy). See Fig. 13.5 and 13.6 for an example on how the similarity clusters are
embedded within the time clusters at each level of the hierarchy. On the other
hand, Fig. 13.7 shows a real example with images from one event, and how they
are clustered using similarity.
In figures Fig. 13.8 through Fig. 13.11, we present another example. In
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Figure 13.8: Two level time clustering hierarchy, with embedded two level similarity
hierarchy. At Level1, similar images (3,4,5,6,7,8), are decomposed at Level2 into sin-
gular images (3,4,8), and a cluster of near-duplicates (5,6,7) within time sub-cluster
TSC1.
Figure 13.9: Two level time clustering hierarchy, with embedded two level similarity
hierarchy. At Level1, similar images (3,4,5,6,7,8), are decomposed at Level2 into sin-
gular images (3,4,8), and a cluster of near-duplicates (5,6,7) within time sub-cluster
TSC1.
Fig. 13.8 we present the two level hierarchy (L1 and L2), with one time sub-
cluster at level L1, and 3 time sub-clusters at level L2 (TSC1, TSC2 and TSC3).
In Fig. 13.9 two similarity clusters have been created at level L1, composed of
images 3, 4, 5, 6, 7, 8, and another similarity cluster composed of images 9, a; at
129
Figure 13.10: Two level time clustering hierarchy, with embedded two level similar-
ity hierarchy. At Level1, similar images (3,4,5,6,7,8), are decomposed at Level2 into
singular images (3,4,8), and a cluster of near-duplicates (5,6,7) within time sub-cluster
TSC1.
the same time, it presents one near-duplicate cluster at level L2, composed of
images 5, 6, 7. In Fig. 13.10 a representative image –i.e., the most aesthetic one–
is selected from each of the near-duplicate clusters at level L2. And finally, in
Fig. 13.11, a representative image –i.e., the most aesthetic one– is selected from
the similarity clusters at level L1.
At the top of the hierarchy, time clusters, as well as similarity clusters, are
very large. This level will be used when selecting a very small number of images
from the collection, providing a good coverage of large scale events. Conversely,
at the bottom of the hierarchy, the time and similarity clusters are much smaller,
which is convenient when selecting a large number of images (a large percentage
of the original collection), since it will give a better coverage of all events, both
large and small.
13.2.2 Fine grain scalability
Hitting a specific image count requires fine grain scalability. This has been im-
plemented in the form of a modular scalable relevance representation at each
hierarchy node (Fig. 13.1c). The relevance modules that we have used are: face
clusters, smile detection, aesthetic appeal measure, and near-duplicate image sets
(i.e., a by-product of the similarity clusters generated in Section 13.2.1.2).
Ideally, at each hierarchy node, the images would be ordered in such a way
that any given set of images that were selected from it, the outcome would always
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Figure 13.11: Same time clustering hierarchy as in Fig. 13.8-13.10. For the sake of
simplicity, near-duplicate images are not shown, but in a real world example, they
would be relevance ordered with lower relevance than the representative images (as in
Fig. 13.1). The images and clusters have been re-ordered based on image relevance
(highest relevance on the right). (a) shows the result of selecting the images from the
Level2 clusters using the size proportional method. (b) shows the result of selecting
the images from the Level2 clusters using the average relevance method.
approximate the story in the best possible way, i.e., with the least story distortion,
see Fig. 13.12. These ideas have been borrowed from image scalable compression,
like the standard JPEG2000 [110], in which the image coefficients within each
image block are ordered in such a way that any subset of the coefficients always
renders the minimum image distortion in the rate-distortion sense.
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Figure 13.12: Ideal ordering of the collection images. The first image is the one that
would represent the best the story on its own, i.e., the story distortion would be the
least; the second image is the one that combined with the first one would reduce the
story distortion the most; and so on and so forth.
From the storytelling standpoint it is very important to cover the most rel-
evant people, or characters of the story. Due to the subjectivity of this matter,
we integrated a face clustering algorithm based on the one presented in [129]. In
a personal collection it becomes obvious who the main characters are, based on
the size of the face clusters. Any face cluster with more than 2x the size of the
average face cluster size is marked as a character’s cluster. In our experiments,
though, we found that end-users really want to have control over this feature,
and therefore we created a user interface in which they can select the characters
of their story –see Part III of this dissertation. The aesthetic appeal of people’s
faces is also very relevant, and to this effect we use the algorithm presented in
[116], which allows us to give higher relevance to the smiling characters’ pho-
tographs, by including the smile probability into the overall face based aesthetic
appeal formulation; this face based aesthetic appeal is used to rank order these
characters’ photos in those face clusters. Note that this face aesthetics model is a
simplification of the model presented in Chapter 6 since only the smile detection
probability is used.
From the general image aesthetics standpoint, it is important to select the
most appealing images (i.e., sharp, contrasted, colorful, good composition, as
listed in [101]). In Part I of this dissertation a series of image and video aesthetics
models were introduced. For the photo-storytelling approach presented in this
Chapter, we used the model presented in Section 5.5, and given by Eq. 5.23.
The algorithm relevance orders the images within each time cluster (see the
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Figure 13.13: Image relevance ranking within a specific time cluster; each relevance
sub-block contains its images ranked by image aesthetic appeal. In this example,
the user has configured the relevance sub-blocks to be ordered like (higher to lower
relevance): user favorites; F% of characters’ photos (first, in which their faces have
high aesthetic appeal, i.e., high detected smile probability; second, rest of characters’
photos); representative images; rest (100-F%) of the characters; first set of duplicates;
second set of duplicates, and so on and so forth. An example corresponding to cluster
B2 in Fig. 13.2 is presented; note that the smiling character image has moved to the
top of the relevance ordering, even though its aesthetic appeal is just average; also note
this cluster has only one duplicate image.
example in Fig. 13.13) by:
1. the creation of a ”representative image” set, defined as the set of images
not belonging to any similarity cluster, plus the most aesthetic image from
each of the similarity clusters.
2. the creation M ”duplicate” sets, where each cluster is composed of one
image from each of the remaining similarity clusters, selected based on
their aesthetic value. This is repeated until no images remain in any of the
similarity clusters.
3. Finally, a parameter (F) is defined, which is the percentage of characters’
images that should be more relevant than the representative images (i.e., a
user that likes landscape photography user may set F = 10%, which means
that the aesthetically appealing top 10% characters’ images will be selected
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Figure 13.14: Aesthetic appeal ranking (left is highest appeal) of a level 3 time cluster
(B2 in Fig. 13.2), after removing near-duplicates at that level. Original time/similarity
cluster size = 14 photos. Notice how for the images towards the right, some are blurrier,
and/or have less contrast and/or are less colorful. In the center, with average aesthetic
appeal, lies an image of the main character in this collection, smiling.
before the non-character representative images, and then the remaining
90%, while a user that likes mostly people’s photographs might set F =
80%).
The user has control over the final image count that needs to be selected from
the image collection; the user may drive with this number an automatic layout
algorithm. On the other hand, when creating a certain fixed page document with
design templates, it is the document that will dictate the total number of images
to be selected. The latter option is the usual situation when ordering a photo-
book from one of the web-based photo-book publishers, who have standard book
sizes with a few selectable templates.
The user can decide to change the default relevance of the characters’ clusters
that have been detected, i.e., certain users might like a more artistic photo-book
deciding not to give relevance to images of characters’ faces, or, on the other
hand, the user may decide to give high relevance to specific face clusters –main
characters. The users can manually give more prominence to one or multiple time
clusters, because they might be more relevant to the story they want to tell. In
such case a better coverage of those time clusters will be performed, albeit with
worse coverage of other clusters, since the overall number of images to be selected
is fixed.
In the system implementation presented in Part III of this dissertation, the
end user was allowed to select the percentage of size reduction from the original
image collection to the summarized one, as well as the parameter F , i.e., the
percentage of characters’ images to select, and also which N main characters’
clusters to use, by selecting them through a graphical user interface.
Fig. 13.13 shows a specific relevance ordering which we use as the default
relevance ordering. Future research in this area is bound to produce new relevance
sub-blocks that would be added to this representation. In this example top
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relevance is given to the user’s favorites (star system tagging), followed by N main
characters (F% of the characters’ faces), favoring the most aesthetic faces; the rest
of representative images (with no duplicates) follow; the rest of the characters’
images are next; and finally all the near-duplicates sets follow. Within each of
these sub-blocks, the images are ordered by their overall aesthetic appeal given
by the aesthetic model in Eq. 5.23 in Chapter 5. This figure can be contrasted
with the results shown in Fig. 13.14 in which only aesthetic appeal is considered.
13.3 Image selection algorithm
Given a document size (i.e., exact number of images that fit in a certain size
photo-book), and given the HSR introduced above, we describe how to perform
the image selection that will target the final image count. Two automatic selec-
tion algorithms based on relevance are described in Section 13.3.1. Each time
cluster in the hierarchy will have its images ordered by relevance.
13.3.1 Scalable selection
Different selection algorithms may be designed to take advantage of the HSR
introduced in Section 13.2, and the different relevance features introduced in
Section 13.2.2 that can enhance user configurability. These algorithms generate
a scalable image selection ordered list for the selected hierarchy level; they do so
by selecting images from each time cluster at that level in a specific order.
This is a fully scalable representation in the sense that it can be used to
fit any size photo-book in a straightforward manner: just select the first NN
images of this relevance ordered list. This final selection of NN images is then
reordered chronologically for storytelling purposes, and laid out to create the final
photo-book.
We present the two main selection algorithms that have been used in our field
experiments: one favors clusters with high average image relevance, and the other
favors larger clusters.
13.3.1.1 Time hierarchy level selection
Given a certain document size, the first decision is to select the right level in the
time clustering hierarchy on which to operate. Once a certain hierarchy level has
been selected, the whole image selection process will happen at that level unless
the end user has specified otherwise. The overall number of images (NN) to be
selected for the photo-book will drive this decision. Being NCi the number of
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time clusters at each hierarchy level i, with i greater or equal to one. The best
time hierarchy level for best coverage of the image collection is given by Eq. 13.1.
NCselect =
{
NC1 if NN < NC1
NCi if NCi−1 > NN > NCi
(13.1)
If the end user has given more prominence to a certain time cluster at the
selected level, more images from it need to be selected (expressed as a percentage
of the final photo-book size). In this case, the selection for this time cluster is
performed at the immediate lower hierarchy level (i.e., on its sub-clusters) in
order to have a better coverage of that specific event. This would modify the
way the selection algorithms weigh each of the time clusters, which are described
below.
13.3.1.2 Time cluster size based selection
Once the time hierarchy level has been identified, images are going to be selected
from each of the time clusters at that level. The selection algorithm will alternate
among different time clusters based on specific rules. Time cluster size based
selection favors the larger clusters, not counting near-duplicates/similar images.
It does so in a proportional way.
Fig. 13.11 shows the same time clustering hierarchy as in Fig. 13.8-13.10. One
representative image has been selected from each similarity cluster (the one with
highest aesthetic appeal), and the clusters, and the images within the clusters
have been reordered right (highest relevance; image c) to left (lowest relevance,
image 1), in order to explain the selection algorithms.
In this example, the overall number of representative images at level L2
is 10, and TSC1’s size is 5 images, or 50% of the total not counting near-
duplicates/similar images; TSC2 is 30% and TSC3 is 20%. The algorithm
starts off selecting at least one image from each time sub-cluster (for storytelling
reasons, i.e., good coverage of all time based events), starting with the larger one
(TSC1): 6, a, c; and adding images from each time cluster in a proportional way.
See Fig. 13.11a. This turns out to be the preferred solution when storytelling is
the main reason for the image selection.
13.3.1.3 Average Image Relevance Based Selection
Average image relevance based selection favors the clusters whose average rele-
vance of its representative images is higher (i.e., not counting near-duplicates/similar
images).
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In the example of Fig. 13.11b, the algorithm starts off selecting at least one
image from each time sub-cluster (for storytelling reasons), starting with the
highest average relevance one, and progressively selecting one image from each of
the other sub-clusters with decreasing average relevance (i.e., first TSC3, then
TSC2, and finally TSC1): c, a, 6; and adding images from each time cluster
following that same order.
13.4 Experimental results
Over the period of one year, a set of experiments were run in order to validate
the automatic image selection methods. A call for image collections was made
within Hewlett-Packard. Several dozen collections were received (each between
800 and 3200 images). An automated system for creation of photo-books, with
minimal user interaction, was implemented [C14] for this purpose (see Part III of
this dissertation). The automatically selected images are automatically laid out
and a certain amount of user interactivity is allowed, where the system presents
near-duplicates or similar images to the user for a possible swap. The final layout
is converted to PDF, printed and perfect bound into a nicely finished photo-book
–see Fig. 18.4 for examples of such finished photo-books.
Certain parameters were fixed for all collections in our experiments:
1. The collection owners would select the main characters themselves, as they
would in a real world scenario. Main character’s image selection set to 50%.
(i.e., 50% of images of all selected main characters will appear in the final
document).
2. Top hierarchy level to be 12 time clusters, to allow for yearly calendar
experiments.
3. The selection algorithm used is the time cluster size based selection, pre-
sented in Section 13.3.1.
4. Three different size photo-books were created for each experiment: LARGE
(composed by 50% of the images in the original collection), MEDIUM (com-
posed by 30% of the images in the original collection) and SMALL (com-
posed by 15% of the images in the original collection). Of each of these,
2 versions were create: method A in which the images within each of the
relevance sub-blocks (Fig. 13.13), were ordered by their aesthetic appeal;
and method B in which the images within each of the relevance sub-blocks
were ordered randomly.
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5. A simple layout was used (Fig. 16.1), so that it would not influence the
end-user at the time of the experiment. A cover image was selected (i.e.,
the most aesthetic landscape image of the collection), the same for all the
six photo-book versions, and the books were perfect bound.
6. Only the books were shared with the end-users. The interactive user inter-
face will be the subject of future experiments.
The end-users were asked 2 questions:
a) Select which selection, method A or method B did a better job.
b) Select which photo-book size represented their recollection of the specific
event/trip better, and was more likely to be shared for storytelling purposes.
We were able to complete 18 such experiments. The main feedback from the
experiments is that people like the fact of an automatically generated photo-book,
but they all express the need of being able to tweak the results (i.e., selecting other
near-duplicates, or giving higher/lower prominence to specific time clusters).
Question (a): Select which selection, method A or method B did a
better job.
18/18 users preferred the aesthetic appeal ordering at book sizes LARGE and
MEDIUM.
16/18 users preferred the aesthetic appeal ordering at book size SMALL. After
interviewing the two end users that chose the random versions, we discovered that
high reduction factors (15% and below) will force the system to perform the image
selection from very large time clusters, in which, sub-events may have a lot of
variability in terms of aesthetic appeal (i.e., most of the highly aesthetic images
might actually belong to one single sub-event); therefore, a random selection will
give a better representation of the event which might be more representative
for the end user. Aesthetic appeal ordering makes more sense at the very small
cluster level, since conditions in which those images were captured are going to
be similar (e.g. illumination, similar content).
Question (b): Select which photo-book size represented their rec-
ollection of the specific event/trip better, and was more likely to be
shared for storytelling purposes.
13/18 prefer the MEDIUM size book.
4/14 prefer the LARGE size book, but when reminded of higher price con-
cerns, they all decided it was fine to have just the 30% version.
1/14 prefers the SMALL size book. This person was more interested in porta-
bility.
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CHAPTER 14
Social network driven automatic photo
storytelling
The main contribution of this approach to photo storytelling, over the approach
presented in Chapter 13, is the fact that a certain context is analyzed in order to
learn how to perform a better selection. The author did some research in the past
in the area of context based image selection, or retrieval, see Appendix C of this
dissertation [C15, C16, C17]; in that work, the document page in which the image
had to be inserted was analyzed for document visual balance, and also for color
harmony –both measures of document aesthetic appeal– and the images from a
database were ranked based on a metric that combined both features. The con-
text was, therefore, the document into which the image had to be inserted. On a
different line of work, the author proposed a framework for video indexing based
on the viewers’ context, including their behavior and face expression [C32]. All
this prior work served as the motivation for the work presented in this Chapter,
in which the context are the images that the user has already uploaded to his/her
online social network as photo stories. In this way, the selection algorithm can be
optimized to mirror some of the photo storytelling traits that the user has por-
trayed in the past. The work presented in this Chapter was originally published
by the author in [C2,C3], and protected by one patent application [C80].
As shown in Section 14.3 and in previous research [68], users typically enjoy
the creative process involved in photo story creation and they rely heavily on
emotional and contextual information in order to select images [80]. Therefore,
we hypothesize that the proposed system should be seen as the first component
of an iterative, incremental loop based on a construct, examine and improve cycle
[56], which leads to the final story to be shared. In other words, by starting from
a half baked story or draft, the user would be satisficing1 rather than optimizing
the full story creation process from scratch [17]. In our user study described in
Section 14.2, we corroborate this hypothesis. We also hypothesize that a human
audio/video (A/V) professional with storytelling skills performs better than the
1Satisficing is a stopping rule for a sequential search, where an aspiration level is
fixed in advance, and the search is terminated as soon as an alternative exceeds that
level.
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proposed system, which we could not validate in our study.
The rest of this chapter is structured as follows: in Section 14.1 describes the
proposed photo storytelling system. In Section 14.2, we describe our user study
and its results, whilst a few implications for the design of multimedia storytelling
applications are summarized in Section 14.3.
Figure 14.1: The photo selection process (See Section 14.1.1.5 for notation explana-
tion): 1) Event clustering; 2) number of images with faces; 3) face clustering; 4) people
photos selection, striking a balance among face aesthetics, spread in time and char-
acter relevance; 5) slot allocation for remaining photos to be selected; 6) selection of
remaining photos striking a balance between photos from important events and highly
aesthetic photos. 7) final summary.
14.1 Storytelling for social albums
The proposed photo summarization system is inspired by principles of dramaturgy
and cinematography. Each generated summary, album or photo story2 contains
a set of elements that are first described in this section, followed by a detailed
description of the algorithms that compose the proposed system.
2In the following, we shall indistinctively refer to photo stories, albums or summaries.
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14.1.1 Photo story elements
A good story includes essential elements such as a certain narrative structure,
with identifiable beginnings, middles and ends, and a substantial focus on charac-
ters and characterization which is arguably the most important single component
of the story [78]. In the case of personal photo storytelling, many times users
want to show off their experiences [47] – emphasizing good/happy times with
friends and family, and aesthetic imagery [68].
14.1.1.1 Narrative structure
In our approach to storytelling, the photos are grouped into meaningful events,
which will generate a certain narrative structure. We divide the story into a
three level hierarchy of acts, scenes and shots – see Figure 14.1 part 1. Since
this three level hierarchy provides a good level of granularity, we use relatively
non-sophisticated – and hence faster – clustering methods to group the images,
and still obtain a good overall performance.
1. acts: An act is major section of a play (dramaturgy), in which all story
elements are related to one another; in our application this can be seen as a
relatively large group of photos representing a well defined period in time. Users
typically give some structure to their image collection by the temporal patterns
(i.e., bursts) with which they take their photos [50]. Hence, acts are detected
by an algorithm similar to that in [94], as described in Section 3.1.2, where a
photo is included into a new act if it was captured more than a certain amount of
time Tt since the previous photo was captured. This allows us to target a specific
number of acts just by varying Tt, which is an important feature as explained
below.
The number of acts, NActClusters, into which the photo collection should be
partitioned will depend on the average number of images per act NAct, and the
overall number of images in the collection NC : NActClusters =
NC
NAct
. Given NC
and NAct, the proposed act clustering algorithm will vary the time threshold Tt
until NActClusters is reached.
Each summarized act should present enough photo variety so as to allow the
user to indulge in as many different aspects of the story as possible, i.e., important
moments, or just plain aesthetically beautiful images. Therefore in section 14.1.2
a selection algorithm that alternates between important events and plain aesthetic
imagery is presented. After early experiments we found that, in general, selecting
2.5 images in average from each act generates enough photo variety for the user,
i.e., in average the algorithm might select 1 character photos, 0.75 important
event photos, and 0.75 aesthetic photos from each cluster, assuming Fr(C, SN) =
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0.4.
The average number of images selected from each act drives the overall number
of acts into which the collection should be partitioned: NAct =
N
2.5
, where N = |S|
is the target number of images that should make up the summarized story. Our
time clustering algorithm varies the threshold Tt until the desired number of
clusters N is reached.
2. scenes: Each act within a photo story is divided into scenes, in which the
setting is fixed. In our algorithm a scene is composed of images from one specific
act that are similar to each other, using global color similarity.
3. shots: Finally, each scene is divided into shots – borrowing now from
cinematography – which are single video sequences captured by one single camera
without interruption. Each consecutive frame in a video shot is almost identical
to the previous one, and therefore we use this term in our algorithm to refer to a
set of near-duplicate photos – i.e., images that were taken from almost the same
camera angle, presenting almost identical foreground and background.
Note that we follow a bottom-up approach to accomplish a hierarchical scene-
shot representation. First, similar images within a specific act are clustered into
shots using the normalized SIFT [81] feature similarity function described in [106].
Next, only one representative image from each shot is selected using an aesthetic
measure (see Section 14.1.1.3 below). All the representative pictures selected at
the shot level are then clustered together using a global color similarity function
(the normalized histogram intersection in HSV – hue, saturation, value – color
space [108], as described in Section 3.2.1), generating the scenes for this particular
act. Also note that a specific shot or scene may be composed of one single image.
In this approach we also use the time-varying similarity threshold described
in Section 3.2, both for scenes, as well as for shots.
14.1.1.2 Characters
The characters in the story are probably one of its most important elements [78].
Hence, it is not surprising that users tend to be very sensitive to the selection of
characters in their social photo stories. For photo albums to be shared on OSNs,
users tend to prioritize photos with members of the network.
Our system takes into account three character related features: (1) Face ratio:
the proportion of images with people, people photos3, that should appear in the
story; (2) characters : who the people in the selected photos should be; and (3)
3In the rest of the chapter, we shall refer to images with people in them as people
photos or images.
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aesthetics : the aesthetic value of the characters ’ faces in the photos where they
appear, including whether they are smiling or not.
Since the goal of our system is to help users create photo stories that will be
shared on their OSN, we use two sources of information to determine the target
face ratio and the characters in the story: The specific photo collection to be
summarized (C) and the set of photos in the user’s OSN albums (CSN). This
allows our system to approximate the user’s style – i.e., average face ratio in
an album, which we found to be a very personal trait (see Table 14.1 in section
14.2.1) – and adapt to the target audience – i.e., friends that appear prominently
in the user’s albums are probably socially closer, and should therefore be favored
in future summaries.
The face ratio is given by the ratio of number of people photos in a collection
when compared to the total number of photos in that collection. Since different
photo collections do not necessarily have the same face ratios, i.e., the user may
have lots of people images in one collection and barely any in another collection,
the target face ratio in the photo story, Fr, is given by a linear combination of
the face ratios in C (fr(C)) and in CSN (fr(CSN)): Fr =
1
2
( fr(C) + fr(CSN))
–see Figure 14.1 part 2. In this way we reach a compromise between the user’s
social storytelling style and the actual collection to summarize.
In addition, a specific photo collection to be summarized does not necessarily
include photos from all the people that are relevant to the user (e.g. family,
friends). In order to identify the main story characters, we combine C and CSN
into a single photo collection {C ∪ CSN}, which we use to identify the user’s
character set by clustering the faces using a face detection and recognition engine
based on [62] –see Figure 14.1 part 3. Each face cluster that has at least two
images is considered relevant enough to correspond to a character important to
the user. This gives a good estimation of the people the user cares about. For
instance, one of these relevant people may appear only once in C but many times
in CSN and hence our system would include that person as a character in the
summary. In addition, we infer the importance of the characters from the number
of images in each face cluster.
Finally, the aesthetic value of the faces in people photos is also computed as
described in Section 14.1.1.3 –see Figure 14.1 part 4.
14.1.1.3 Aesthetics
As previously mentioned, users typically share images of important events, rele-
vant characters, or images that may be important to them mainly for aesthetic
reasons [68]. In addition, if a low quality photograph is selected to summarize an
event, it will not be a mnemonic for the user to remember that event [95]. In the
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case of image selection for storytelling purposes it makes more sense ranking the
images, based on their aesthetic appeal, within a cluster, rather than classifying
them –i.e., so that any number of images can be selected from the top of the list,
depending on the size of the selection, as presented in Chapter 13. Hence, we use
the regression-based computational image aesthetics model described by Eq. 5.24
in Chapter 5. Our system also includes the regression-based computational face
aesthetics model introduced in Chapter 6, since it has been shown that different
image categories –i.e., general image aesthetics vs. face aesthetics– would benefit
from different aesthetic metrics –as we found in Chapter 9–, and the best high
level categorization regarding aesthetics is usually obtained by partitioning the
set into people and non-people photos4 [23].
a. Face Aesthetics As we mentioned in Chapter 6, there has been some
research in trying to understand facial attractiveness [111] using face features
including symmetry. Unfortunately, these type of approaches would favor a char-
acter over another based on their looks, which would go against the storytelling
principles described above. In order to avoid this kind of bias, we have used a
normalized face aesthetic measure (Af ) that takes into account normalized face
sharpness, combined with the relative size of the face with respect to the overall
image size [C11], and smile detection [124]; see Chapter 6 for details on the face
aesthetics regression model.
This face aesthetic measure turns out to be very effective when comparing
aesthetics of the same character ’s face, i.e., within the same character ’s face
cluster. For the rest of the images with faces, but no characters in them, the
algorithm rates the aesthetics of the largest face in the photo, since smaller faces
might not be relevant or could have been photographed accidentally.
b. Image Aesthetics As previously explained, different methods of selecting
representative images from within an image cluster have been proposed in the
literature [50, 106, 95]. In this work, we take a similar approach to the one
presented in Chapter 13 where the representative images within a specific event
cluster will be selected based on their aesthetic value [68], and images within a
cluster will be ranked based on their aesthetic value as given by Eq. 5.24 in the
model presented in Section 5.5.
4Note that we will consider photos to be people photos if they have at least 1 face
detected by the face detection algorithm.
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14.1.1.4 Visual variety or diversity
Each summarized act should present enough photo variety so as to allow the user
to indulge in as many different aspects of the story as possible: relevant people
and moments combined with aesthetically beautiful images [68]. Therefore, the
photo selection algorithm presented in the next section takes into account these
three elements: relevant people and events together with aesthetically beautiful
images.
Before delving into the details of our approach, we shall summarize the rest
of the notation used in this chapter.
14.1.1.5 Notation
A photo collection C is formed of NC = |C| images (ci) in capture time order5:
C = {ci, 0 ≤ i < NC}. The photo summary, S, and the collection of photos
available in the user’s OSN, CSN , are similarly defined.
We shall define next two subsets of C, Cch and C∗:
(1) Cch, which is the subset of C with all the photos that have characters
in them. It is represented as a collection of M characters, or face clusters, that
are obtained from the combined set {C ∪ CSN}. Note that some of the clusters
might be empty if there are no photos in C where a particular character appears
– i.e., he/she only appears in CSN ;
(2) C∗, which is the subset of C that contains no near-duplicate photos, i.e.,
in C∗ all shots contain only one image.
As previously explained, C is subdivided into a series of acts, each act into a
series of scenes, and each scene into a series of shots :
Act = {Acti, 0 ≤ i < NActClusters},
where NActClusters is the number of acts in C. Scenes and shots are similarly
defined.
One of the constraints that we impose on the photo summary S to be created
is to preserve the temporal distribution of photos – characterized by normalized
histograms – in acts, scenes and shots of the original collection C, where:
HAct(C) =
{
NActi
NC
, 0 ≤ i < NActClusters
}
is the histogram of acts in collection C. HScene(C) and HShot(C) are similarly
defined.
5From now on, all our representations of image or event lists will be in capture time
order since it is the most common way of ordering personal photos [99].
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Finally, the generated summary should also approximate the user’s character
normalized histogram, HCharacter(C ∪ CSN), while maximizing aesthetics and
variety, as explained in the following section.
14.1.2 The Photo Selection Algorithm
Given a particular user, his/her online photo collection CSN and a photo collection
to be summarized C, the goal of the photo selection algorithm is to generate
a photo summary S, from C, that contains a pre-defined number of photos,
NS << NC , and conveys the essence of the story to be shared by the user on
his/her OSN. This is achieved by ensuring that the photo summary satisfies the
following requirements:
1. People vs. non-people: The summary’s face ratio fr(S) should approximate
the target face ratio Fr;
2. Characters: HCharacter(S) ≈ HCharacter(C ∪ CSN). Note that we use C
instead of C∗ because near-duplicate photos of characters informs us of
their importance.
3. Narrative: HAct(S), HScene(S) andHShot(S) approximateHAct(C
∗), HScene(C∗)
and HShot(C) respectively. In this case, C
∗ is used for acts and scenes be-
cause it better represents their event distribution.
4. Aesthetics: High normalized aesthetic value of the summary (AS), consid-
ering both aesthetics of faces in people photos, and non-people photos image
aesthetics.
5. Variety: The selected images are visually diverse.
Therefore, the problem at hand may be described as to select N elements
from C in an optimal way to create the summary photo story S, while satisfying
all the requirements.
The objective function to maximize is formulated as follows
O(C, S, SN) = α AS−
β (Fr(C, SN)− fr(S))− γ d(HCharacter(S), HCharacter(C ∪ SN)−
δ d(HAct(S), HAct(C
∗))−  d(HScene(S), HScene(C∗))−
ζ d(HShot(S), HShot(C))− κ
∑
SjS
∑
Sk>jS
sim(Sj, Sk)
subject to |S| = N
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Where C∗ is the subset of C after selecting only the most aesthetic photo
within each of the shots; therefore, HAct(C
∗) is a much more faithful repre-
sentation of the event temporal distribution, since it avoids near-duplicates.
α, β, γ, δ, , ζ and κ are weighting factors, AS is the normalized aesthetic value of
S, d(.) is the normalized L1 distance metric between histograms, and sim(.) is
an ideal image similarity measure that takes global color information and local
geometric descriptors into account. The last term, borrowed from [106], ensures
diversity in the selected images, and at the same time it minimizes the number
of selected images coming from the same scene or shot.
In order to solve this closed form equation we resort to two greedy algorithms
which take advantage of some heuristics, as well as of the different categories
introduced above, i.e., faces vs. no-faces. This is implemented in a two-step
process, in which we first select the people photos that will appear in S (step 1
below), and then select the rest of images up to NS images (step 2 below).
14.1.2.1 Step 1: People photo selection
The goal of this first step is to add to S all the needed people photos by selecting
N fS = round(NS × Fr) faces from C∗, according to the following algorithm:
1.a. Rank the face clusters in {C ∪ CSN} by number of images. Select the
image with the most aesthetic character face that belongs to {Cch∩C∗} from each
of the face clusters – starting from the largest cluster in the rank, which ensures
coverage of relevant characters in the story while avoiding near-duplicates –see
Figure 14.1 part 4.1. If the image has already been selected – i.e., there are two or
more characters in the same picture, pick the following image in the aesthetically
ordered list from the most popular character of the two – i.e., largest histogram
bin in HCharacter(C ∪ CSN) , and so on and so forth.
1.b. Keep selecting face images from {Cch ∩ C∗} while |S| < N fS and maxi-
mizing the objective function Of , see Figure 14.1 part 4.2:
Of (C,C
∗, S, CSN) = αf Af (S)−
γf d(HCharacter(S), HCharacter(C ∪ CSN)−
δf d(HAct(S), HAct(C
∗))
where Af (S) is the normalized aesthetic value of the considered face in the people
images in the summary, and d(.) is the normalized L1 distance metric between
histograms. More importance is given to the character histogram distance (γf =
1), followed by the face aesthetic value (αf = 0.8), and the act histogram distance
(δf = 0.5). This last term is important to ensure a certain amount of temporal
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coverage by the characters, since images with highly aesthetic people faces may
be confined to specific acts – i.e., better vs. worse light conditions at different
times of the day. These parameters were fine-tuned by analyzing the images in
four photo collections that were summarized by their collection owners –the same
ground truth that was used in Section 3.2– along with the images in their OSN
photo collections.
Note that if not enough character images are present, then the photos with
most aesthetic faces of other people will be selected. If there are not enough
people photos in the collection, i.e., N fS < round(NS × Fr), the algorithm moves
on to step 2.
14.1.2.2 Step 2: Non-people photo selection
The previous step has selected the first N fS images of S. Now the algorithm will
select the rest of the images (NS −N fS ) from C∗.
From here on, we define a large scene (L-scene) or large shot (L-shot), as
scenes or shots with at least 3 images, which ensures the importance of those
sub-events, and avoids potentially noisier smaller clusters.
2.a. Similar to [50] and in order to ensure good temporal coverage of all acts,
we start by ensuring that each act has had one representative image selected in
step 1 above. If not, we allocate one image slot, out of the (NS −N fS ) available
empty slots, for each of the empty acts. If not enough empty slots are available,
then the larger acts are favored.
2.b. Next, we optimally allocate the rest of the empty image slots to each act
–see Figure 14.1 part 5– by minimizing:
Oa(C
∗, S) = d(HAct(S), HAct(C∗))
subject to |S| = NS
For each Acti in C, we keep selecting images until Acti has all its empty
image slots filled. Similar to [80], and also similar to the algorithm presented
in Chapter 13, the images are selected based on their aesthetic value. The al-
gorithm alternates between L-shots or L-scenes and highly aesthetic images in
order to provide good selection variety, as well as never selecting more than one
representative image from a particular scene – see Figure 14.1 part 6:
• 2.b.1. Select the most aesthetic image from the largest unrepresented L-
shot from an unrepresented scene in Acti. If not available, then select the
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most aesthetic image from the largest unrepresented L-scene in Acti. If not
available, move to the following step.
• 2.b.2. Select the most aesthetic image in Acti from any of the unrepresented
scenes.
• 2.b.3. Go to 2.b.1.
We found that giving higher relevance to the largest L-shot is important since
they usually represent the same object or landscape portrayed from the same
viewpoint, implying a certain level of relevance for the user [106]. Conversely,
highly aesthetic images tend to appear in smaller clusters or alone, and hence the
alternate search for relevant and aesthetic images. Finally, all selected images
are reordered chronologically before being presented to the end user. In the
following sections, we describe an in-depth user study targeted at understanding
the advantages and disadvantages of the proposed photo storytelling system.
14.2 User study
We designed and carried out a user study to assess the strengths and weaknesses of
the proposed system. In order to motivate the need for an automatic storytelling
approach, we also wanted to investigate if users consider the task of creating a
photo story to be laborious and time consuming. Previous work supports this
assumption [47] and confirms that photo retrieval is neither a fast nor an easy
task [125]. With our study, we wanted to verify whether users perceive the effort
and time demand associated with the photo storytelling task as the main source
of workload instead of their concern to create a good story. In other words, if
photo storytelling is too hard and users are not that demanding with the final
results, an automatic approach could be appropriate. Hence, we formulate our
first hypothesis as:
H1 Users consider the task of creating personal photo stories to be laborious
and time consuming, and this effort is more important than their concern
to create a good photo story.
With respect to the proposed system, we wanted to evaluate the assumption
that its storytelling features improve the quality of the automatically generated
photo stories when compared to a simple automatic approach. Hence, the second
hypothesis is formulated as:
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H2 Users prefer personal photo stories generated automatically by the proposed
system more often than those generated by a random selection of photos in
chronological order.
Furthermore, we carried out a comparison between the stories generated by
the proposed system and a human expert in A/V photo story creation. Clearly,
a human A/V professional can better filter photos based on aesthetics than our
proposed system, such as removing high quality photos where the main character
looks fat or with the eyes closed. Moreover, (s)he can use his/her storytelling
skills to combine photos that were taken with different timestamps but at the
same place, or even select photos that compose stylish stories with an artistic
taste. Therefore, the third hypothesis is thus formulated as:
H3 Users prefer personal photo stories created by a human A/V professional
–who creates video/photo stories for a living– more often than those gen-
erated by the proposed system.
Our intention with hypothesis H3 is to test whether an automatic approach
that is aware of the user’s photo sharing patterns can achieve a performance level
similar to a human that does not take this information into consideration.
Finally, we believe that the photo stories generated by our system can be
appreciated by users as an initial draft instead of creating the entire photo story
by themselves from scratch. Therefore, we state our final hypothesis as:
H4 Users prefer to reuse a personal photo story generated by the proposed
system and upload it to their OSN after making the appropriate changes
instead of creating the photo story from scratch.
Note that H4 introduces the goal of sharing photo stories in social networks.
Therefore, we asked participants in the initial questionnaire if they agree with
this assumption.
In order to validate these hypotheses, we conducted two lab studies to: (1)
measure the workload associated to the photo story creation process and (2)
obtain the users’ level of satisfaction with photo stories generated automatically
and by the A/V professional. The next sections describe in detail the user study
design and discuss the main results.
14.2.1 Participants
Twelve subjects (male: 6) were recruited via e-mail advertisement inside a large
company. Subjects were considered eligible if they had an account on at least
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one OSN, were currently sharing photos with peers, and had at least 200 photos
in their personal repository from a specific event that they would be willing
to use during the user study (e.g. a vacation trip, a wedding party, a night
out). Each participant was offered 20 Euro (about 27 USD) to be part of the
experiment and a prize of 100 Euro (about 135 USD) was raﬄed among all of
them. Mean age was 30 years old (s = 3.89) and occupations were somewhat
varied, including students, researchers, software developers, a technology expert,
a professional from human resources, a secretary, and a teacher. Participants self-
assessed their photo shooting skills as slightly below average (1:novice, 5:expert,
x˜ = 2.5, q1 = 2, q3 = 3), and their ability to differentiate photos by image quality
– e.g. contrast, sharpness, composition – as average (x˜ = 3, q1 = 3, q3 = 4).
They typically took photos from one to three times per month.
All participants had a Facebook account and 92% considered it as their main
OSN, which they used to access at least two days per week (x˜ = every day). On
average, they had 13 online photo albums each (s = 9.746), 36 photos per photo
album (s = 18.17), and about 100 photos per folder in their personal collection
(s = 63.66). These setting are similar to those from the experiment conducted
by Kirk et al. [68]. Table 14.1 characterizes the profile of the participants and
the event associated to the 200 photos that they lent to the user study. Note
that most of the collections were about trips and holidays, which are a common
source for storytelling between friends and family [68].
In addition to the 12 participants, an A/V professional with storytelling skills
was recruited with the goal of creating one photo story for each of the participants’
collections.
14.2.2 Apparatus
Photo stories were created and evaluated by the participants using the same ap-
paratus, including a 21.5 inch flat panel monitor with a resolution of 1680x1050
pixels, a standard mouse with a scrolling wheel button and a keyboard. The Win-
dows Explorer application (Windows Vista version) was used by the participants
to create photo stories (see Section 14.2.3.1). Interviews were audio recorded.
14.2.3 Procedure
The lab study was divided in two trials. In the first trial, participants created a
photo story using photos from the personal collection they lent to the user study.
Workload was measured both objectively and subjectively to shed some light
on H1. In the following week, each subject attended the second trial in which
they were presented with photo stories generated automatically and by the A/V
151
Table 14.1: Profile of the participants and their stories. Where Face Ratio is
fr(CSN), and #characters is the number of characters with representation in
Cch.
Subj. Sex Age Story Story Face #char-
Title Relev.∗ Ratio acters
1 F 28 Peru 4 45.1% 8
2 F 25 Mexico 5 84.1% 8
3 M 29 Rome 5 46.5% 9
4 M 32 California 4 18.5% 3
5 F 26 Mjsa Lake 3 47.7% 3
6 M 23 Rome II 2 57.3% 9
7 M 33 Sardinia 4 31.8% 7
8 M 37 Russia 3 14.6% 1
9 F 29 Bolivia 5 57.8% 6
10 F 33 Calabria 3 68.9% 7
11 M 30 Nepal 2 40.0% 5
12 F 31 Seattle 5 59.4% 5
∗ Relevance rated by the subjects (Not important: 1, to very important: 5).
professional, and were asked to evaluate how good they were. This procedure
was adopted to provide answers to H2, H3, and H4. Next, each trial is explained
in more detail.
14.2.3.1 First trial: Workload measurement
Workload is an individual experience and therefore very hard to be quantified
effectively in different activities by different subjects. In the first trial, we used
the NASA Task Load Index [5] to subjectively measure workload in a storytelling
task, thus gathering information in six different dimensions: mental demand,
temporal demand, physical demand, performance, effort, and frustration level.
Furthermore, we also measured task completion time and logged the participants’
interactions with the interface, including keystrokes, mouse clicks, mouse moves
and mouse scrolling.
All participants were assigned the task of creating one story of 20 photos –
from their initial pool of 200 – that they would be willing to share on their main
OSN. The Windows Explorer application was used by the participants to create
the photo stories for three main reasons: First, participants were familiar with it,
thus reducing the interaction learning curve; second, it implements all interactions
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available on the Facebook Photo Album webpage (i.e., photo selection, photo
maximization, and drag’n’drop); and third, its popularity eases replication of the
study by the scientific community. Figure 14.2 shows an example of the interface
used by the participants.
Note that the pool size of 200 photos matches the total number of photos that
one could share on a Facebook6 photo album [4] and is also an approximation
of the total number of photos per event considered in the work by Kirk et al.
[68]. Moreover, the 20-photo story might have imposed a challenge to some
participants as they shared an average of 36 photos per photo album in their
main OSN (s = 18.17). As a consequence, if these participants were willing
to share the automatic 20-photo generated stories, instead of manually creating
them (with on average 36 photos), we would be reducing information overload
by 44%.
After accomplishing the storytelling task, participants filled the NASA TLX
questionnaire [5] and commented on the experience. Each session lasted an av-
erage of 34 minutes.
Figure 14.2: Storytelling interface used by the participants. Bottom window contains
the initial pool of 200 photos (only 10 thumbnails can be seen at a time, as in Facebook),
while the upper window retains the 20 photos that belong to the story created by the
participants (ordered from left to right, top to bottom).
14.2.3.2 Second trial: Evaluation of stories
In the second trial, three photo stories with 20 photos each were generated for
each collection of 200 photos. The following approaches were used to generate
the stories:
6Facebook was taken as point of reference because 11 out of 12 participants used it
as their main OSN.
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1. Random: Photos chosen randomly and presented in chronological order;
2. System: Photos chosen and ordered by the proposed system;
3. Professional: Photos chosen and ordered by the human A/V professional
with storytelling skills, who received instructions to create appealing photo stories
that best describe the titles provided by the participants (see Table 14.1).
The second trial was conducted as follows: One week after the first trial,
participants attended the second lab session that took an average of 36 minutes
per session. First, they browsed their 200 photos to remind themselves of the
event and the photos available to compose a story. Next, they were presented
with one photo story containing 20 photos from the initial pool of 200 and were
asked if they would share it in their social network. This procedure was repeated
for the two remaining photo stories. After evaluating each story, subjects were
asked to select the stories they would be most comfortable and least comfortable
to share on their OSN. Finally, they answered if they would prefer to use the
System story as an initial draft to compose the story or if they would rather
create the photo story from scratch.
In the beginning of each session, the expert told participants that all photo
stories were generated automatically. Deception was used in this case to avoid
biasing the results towards either of the approaches. In addition, the presentation
order of the photo stories was rotated in a Latin square basis to avoid biasing the
results. Finally, participants were gender balanced in each of the presentation
ordering groups to avoid gender biases.
Please see the original publication [C2] for an explanation on the statistical
analysis we used, along with the numerical results they generated.
14.2.4 Results and discussion
The results obtained are presented and discussed in this section with the aim of
evaluating each of the hypotheses stated in Section 14.2. The following subsection
serves as an introduction to the validation of each of these hypotheses.
14.2.4.1 Online photo sharing behaviors
When asked about their OSN photo sharing habits, participants reported rarely
reordering photos in their shared photo albums (1: never, 5: always x˜ = 2, q1 =
1.25, q3 = 3) and mainly using chronological ordering (67% of the participants).
This behavior can be explained by their major complains on the difficulties of
sharing photos in OSNs:
1. Effort to select photos: This was the most cited issue by the participants.
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Half of them indicated that there is a lot of effort in this process, including time
demand (participants 3, 6 and 9), identification of the most special/appealing
photos (participants 4 and 11), and selection of the best photo from the available
near-duplicates (participant 5).
2. Delay to upload photos: Four participants mentioned the time demand to
upload photos (participants 1, 2, 10, 12), and one of them also pointed the fact
that sometimes errors happen in this process.
3. Effort to organize photos: Three participants were concerned about the
effort to reorder photos after uploading them (participants 1, 2 and 6). One of the
arguments reveals that shared and private photos do not necessarily follow the
same organizational schema: “...you have to reorder them if they are not stored
in one single folder before uploading” (participant 2).
Note that the first and third most cited problems by the participants motivate
the study presented herein.
14.2.4.2 Validation of H1
The task of creating photo stories is laborious and time consuming. As
mentioned before, the effort to select/organize photos and the time required to do
it are the self-reported main problems that our participants had with online photo
sharing. However, participants were neither satisfied nor unsatisfied with current
social networks as a means to share their photo stories (1: very unsatisfied, 5: very
satisfied, x˜ = 3, q1 = 3, q3 = 4). This is somewhat in accordance with our results
from the NASA TLX questionnaire, in which the overall workload to create the
20-photo personal story from an initial pool of 200 photos was considered slightly
low (0: low, 100: high, x¯ = 35.2, s = 3.92,min = 16,max = 58). Hence, although
participants consider the time demand and mental demand in the photo selection
process to be relevant problems, they do not seem to be important enough to
make them dislike current online related services. These problems were also
validated by the analysis of the workload source, in which performance (concern
to create a good story), mental demand, time demand, and effort received the
highest weights (no significant difference between them). Furthermore, objective
workload measures are consistent with these results, given that a strong positive
correlation was found between task duration and workload. In other words, the
longer the task, the higher the workload.
From these results, we reject H1 and rewrite it as:
H1new Users consider the task of creating personal photo stories to be mentally
laborious and time consuming, and this effort is as high as their concern to
manually create a good photo story.
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We revisit H1new after validating H4 to clarify whether the participants’ con-
cern to create a good photo story is such that they would persist in doing it by
themselves.
14.2.4.3 Validation of H2
The proposed system performed better than the random approach. A
majority of nine participants (or 75%) preferred to share on their main OSN
the stories generated by the proposed system instead of the stories by the ran-
dom approach. Moreover, the difference between the subjects’ rankings to the
stories generated by these approaches was significant, thus confirming that the
better performance of our system compared to the random approach is not due to
chance. After carefully analyzing the participants’ comments on the reasons why
the Random method generated worse stories, we realized that the key advantages
of the proposed system include:
1. Image aesthetics analysis: Several participants wanted to remove photos
from the Random story that they considered to have low aesthetic value, i.e.,
photos that were blurred (participants 2, 3, 4, 6, 8, and 11), had poor composi-
tion (participants 3 and 6), were too dark/bright (participant 6), or less colorful
(participant 4). Conversely, it was rare the case when participants complained
about the image aesthetics of the photos belonging to the System stories (only
participants 1 and 6 considered one of the pictures to be, respectively, too bright
and out of focus).
2. Balance of photos per act: In the Random stories, participants complained
about the absence of photos showing all the places they visited (participants 7,
10 and 12), or the over representation of certain parts of the event: “This photo I
would keep as well... But there are too many of the aquarium... so... I would keep
only these two” (participant 12). There was also the case when participants were
presented pictures they did not consider relevant for the event (participants 3, 5,
6, 9 and 10) or even photos they did not remember: “This one I would remove
because... I didn’t even know of this, you know? It’s a photograph that I almost
don’t even remember of being part of the 200.” (participant 9). Conversely,
the System stories did not include photos from less relevant memories because
it balanced the number of photos per act according to their relative importance
(i.e., ratio of photos taken per act, scene and shot).
3. Near-duplicate detection: Six subjects experienced near-duplicates in their
Random story and opted for the one with better image quality (participants 7
and 10), well centered (participants 3 and 6), with their friends (participant 1),
or without himself to highlight the landscape (participant 11).
4. Face aesthetics modeling, including smile detection: Poor face aesthetics
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was mentioned by four participants when analyzing the Random stories. More
specifically, participant 2 did not like the way she looked in one of the random
photos, participant 7 was concerned with the weird face his son was making, and
participants 5 and 9 avoided photos that both themselves and their friends/family
were not looking good: “Oh no! My friend is not going to be happy with that
photograph. She looks drunk! And she... and evil! Like, she’d kill me!” (par-
ticipant 9). None of the Random stories’ rejected photos were selected by the
System, with the exception of one from participant 5. Although image aesthetics
was good in that photo, the main character – her boyfriend – was smiling in a
somewhat aggressive way, and thus she would not be comfortable in sharing it
with friends.
5. Character selection: By using face detection and generating photo sto-
ries with more/less people according to the face ratio of the participant’s photo
collections, our system was able to better adapt to individual preferences –see
Table 14.1. Moreover, the use of face recognition and clustering helped in iden-
tifying the most relevant characters. This feature was well appreciated: “This
one –System story– is better because there are more photos where I am with my
girlfriend.” (participant 3); Conversely, the Random approach had no leverage to
opt between photos with different people: “I don’t know these people –Random
story. I know I took these photos, but I wouldn’t share them in my social network
because my friends don’t know them.” (participant 5).
Considering the prior observations and the fact that a significant difference
was revealed between the participants’ preference for the System and the Random
stories, we corroborate hypothesis H2.
14.2.4.4 Validation of H3
No evidence was found that the human A/V professional performs
better than the proposed system. Seven participants (58%) liked the System
stories more than the Professional stories while the remaining five participants
(42%) preferred the Professional stories. The difference between these preferences
is not significant and therefore suggests that participants liked the Professional
stories as often as they liked the System stories. At least two facts suggest that
the Professional approach did not perform better than the System approach: (1)
although not significant, the majority of participants preferred the System stories;
and (2) the number of participants that would not like to upload the Professional
story to their social network –participants 6 and 9– was the same when compared
to those that also would not upload the System stories –participants 9 and 117.
7In this case, participants were allowed to consider both removing and reordering
any of the 20 photos, but not including others from the initial photo collection, which
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Therefore, we neither corroborate nor denyH3, but instead highlight the tendency
to obtain similar results with both Professional and System approaches.
Furthermore, after carefully listening to the audio recorded sessions, we con-
firmed that the Professional stories were lacking information regarding the partic-
ipants photo sharing preferences, which was better captured by System stories:
GOOD: “This one –System story– is better because there are more photos
where I am with my girlfriend.” (participant 3)
GOOD: “I prefer this story –System– because it gives me a more... warm
feeling about it. The combination of colors, the brightness of pictures, and the...
there is more people here, but usually I don’t like much to have people in my
pictures, but maybe for sharing” (participant 4)
GOOD: “I like it –System story– because there are more people that I know.”
(participant 5)
BAD: “This story –Professional– is not exactly what I would do because it
lacks pictures with people. The pictures are really nice, but as far as the social
network, I am much more interested in looking for some people out there. What
I am looking for is some sort of experience.” (participant 6)
BAD: “This one –Professional story– is too focused on me, isn’t it? Very
selfish. I prefer to do it like half and half. For instance, there is no photo with my
husband. Oh, no. There’s one here. In the end. But he’s alone.” (participant 12)
The statements above confirm the importance of the character selection tech-
nique used by the System stories, which was based on both C and CSN .
14.2.4.5 Validation of H4
Participants preferred to use the System story as an initial draft instead
of manually creating the entire photo story from scratch. Although re-
sults from H1 reveal a slightly low effort to manually create the photo stories
from scratch, 75% of the participants reported preferring to reuse the System
story and make changes to it. Some of the reasons included the good aesthetics
of the photos chosen by System (participants 1, 3, 4, 5, 8 and 12), the summa-
rization/arrangement of sub-events (participants 1, 2 and 12), the possibility of
reducing the effort associated to the photo selection process (participants 2, 6
and 10), and the lack of time (participants 2, 5, 6, 8, 10 and 12). These obser-
vations validate H4 and confirm that both mental and time demands are indeed
the sources of the storytelling workload, as indicated by the first trial.
would require them to browse the remaining 180 photos and thus be exposed to the
information overload problem.
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Finally, from the results obtained for H4, a final version of H1new can be
written as:
H1final Users consider the task of creating personal photo stories to be mentally
laborious and time consuming, and this effort is as high as their concern to
manually create a good photo story.
14.3 Implications for design
The findings presented herein support a few guidelines that might help designers
and multimedia technology experts to build social storytelling solutions, includ-
ing:
Focus on face aesthetics. Seven participants (58%) complained about face
aesthetics in the System stories (participants 1, 2, 5, 7, 9, 11 and 12). While
some of the reasons might be easily covered in future automatic algorithms (e.g.
eyes closed detection), others are harder (e.g. detection of “weird” smile, goofy
face, fat face, etc.). Face aesthetics was considered relevant not only for the main
character, but also for the peers: “When it comes to people, I draw the line.”
(participant 9). We believe participants were concerned with their aesthetics
mostly because of the main goal of the task: create a story to share on their
social network. Given that self-promotion is one of the main reasons for shar-
ing multimedia content in social networks [25], users will definitely appreciate
automatic approaches that highlight photos in which they look better.
Reduce information overload automatically, but support the user’s
creativity with story customization. Even though the proposed system has
proven to be effective, sharing photo stories is a social activity, as exemplified by
a comment from participant 2: “You know, some things you want to share only
with your friends, not your family”. Photo story personalization is key, specially
because no one else knows the event captured by the photos better than the
users themselves. The validation of hypotheses H2, H3, and H4 confirms that
users would benefit from the proposed approach, but would want to control the
storytelling task, which confirms the results we presented in Chapter 13. This
is supported by the fact that, from the nine participants that would upload the
System story to their OSN, eight would either remove, reorder or swap photos from
the generated stories. Note that we considered personal photo stories where our
participants were the main characters. That might have been the reason for the
extra motivation to edit the stories. Future work shall evaluate the combination
of automatic and manual approaches towards increasing productivity, reducing
information overload and supporting the user’s creativity.
Combine automatic approaches with collaborative storytelling. The
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participants preference for the System story instead of the Professional story was
strongly associated with their preference to reuse the System draft instead of
creating the story from scratch. In other words, those who preferred the Profes-
sional story also preferred to create the story by themselves instead of reusing
any of the generated stories. Hence, our findings suggest that there is a subset of
users that do not seem to benefit from automatic solutions, but are more likely
to benefit from human-generated ones. Therefore, we expect automatic multi-
media storytelling solutions to benefit from a collaborative component in order
to better fulfill the users’ needs. Previous work has already tackled the problem
from a purely collaborative perspective [61, 102, 104], but our results suggest
that the combination of automatic and collaborative approaches might lead to a
more appropriate balance between increased productivity, information overload
reduction and subjective satisfaction with the final story.
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Part III
System Implementation
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CHAPTER 15
Introduction to our system implementation
In order to implement the described algorithms, a front-end/back-end architec-
ture was devised. The front-end, i.e., main user interface, has beed designed in a
very slim format, i.e., it does not require high computation on the output device;
while the back-end is running on a muti-core server with high resources at its
disposal. Front-end and back-end communicate through an XML Web services
API, using Representational State Transfer (REST) [45] interfaces. This archi-
tecture enables the system to potentially run on a wide variety of clients, ranging
from PCs to tablets to cell-phones.
We implemented the algorithms and data structures presented in Chapter 13,
as a system for automatic image selection for photo book creation, along with
an intuitive user interface for fine tuning of the selection results. This system
is the property of the Hewlett-Packard company, and therefore only a high level
description is presented in this dissertation.
The images are selected based on their relevance, while preserving a good
coverage of the event –time and people– as presented in Chapter 13. The selected
images are laid out and presented to the user through an Adobe Flex user interface
[3], which allows them to select images and swap them by semantically related
ones in an intuitive manner. The final result is output to a PDF file, which was
used to print the Chapter 13 User Study photo-book samples on an HP LaserJet
5000 printer in Photo Mode.
The implemented system, which we named SoftBacks and was originally pub-
lished in [C14], selects the images and generates a soft proof of the final photo-
book –see Fig. 16.1– which in turn is interactive, and allows the users to replace
images by semantically related images in an intuitive way.
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CHAPTER 16
Front-end description
SoftBacks interaction follows a simple flow: setting image selection criteria, choos-
ing important face clusters, and interacting with the generated realistic soft proof.
When setting the selection criteria the end users specify two parameters:
1. the selection percentage with respect to the whole collection, and
2. the percentage of characters images,
3. and, finally, the users also select the images clusters of the main characters
the story should be about.
Once the user has set those criteria, they are presented with a list of ranked
face clusters, where they can select the characters they want to favor in the photo
book. Finally, the automatic selection is performed, and the results are laid out
as seen in Fig. 16.1 and 16.2, using the Adobe FLEX FLEX-Book component [3].
Figure 16.1: User Interface of the interactive SoftBacks [C14] application, showing the
automatic layout. This is the automatic layout used in our user studies in Chapter 13,
which was output to PDF format, and printed on an HP LaserJet 5000 in Photo Mode.
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Figure 16.2: User Interface of the interactive SoftBacks [C14] application, showing
user interaction by turning the pages of the photo book.
Figure 16.3: User Interface of the interactive SoftBacks [C14] application, showing
the near-duplicate functionality, where once a photo is clicked upon, the associated
near-duplicates are queried from the back-end through the web services API, and are
presented to the user for a possible swap.
The user can use that interface to browse and inspect the final photo-book. In
this way, the soft-proof book becomes the user interface. We have implemented
an intuitive interaction mode in which the users can click on an image and request
alternatives from the back-end repository database. In the current implementa-
tion, the user is presented with all the images that belong to the same similarity
–or near duplicate– cluster as the selected image, allowing for an image swap, as
depicted in Fig. 16.3.
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CHAPTER 17
Back-end description
SoftBacks has been implemented using a multi-tier web architecture (presentation
tier, application tier, and data tier). In addition, we added one special parallel
tier that does not commonly appear in other web architectures, an execution
tier; this was needed because image analysis algorithms, as well as image cluster-
ing algorithms, have characteristics that make it problematic to run in the web
application tier (i.e., resulting in unresponsive user interfaces due to processing
needs).
The central component to our system is the relational database (MySQL) in
the data tier, which hosts a core schema with tables to hold media files, metadata
extracted through image analysis, tags, and results of clustering, searching, and
ranking. The architecture has a back-end plug-in mechanism for integrating
algorithms into the execution tier. There is also a service-oriented XML-web
services API for extending the system and integrating web-client functionality,
like the Adobe FLEX user interface in Fig. 16.1, 16.2 and 16.3.
17.1 Plug-in’s implemented in our system
We now list all the plug-in’s that were implemented within our system’s back-end,
in order to accomplish the selection algorithm presented in Chapter 13.
17.1.1 Analysis plug-in’s
These are the plug-in’s that implement the metadata extraction at image inges-
tion time into our system described in Chapter 13. Some of them are sophisti-
cated analysis algorithms, like the image aesthetic appeal measure, and others
are more straightforward header information extraction, like the EXIF [6], header
extraction.
1. EXIF header: capture time information is used for time clustering –
Section 3.1– and similarity measures –Section 3.2. Size and aspect ratio
of the image are used for layout purposes.
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2. Image aesthetic appeal: as calculated by Eq. 5.23, in –Section 5.5. This
is used to rank images based on their aesthetic appeal.
3. Face detection: as described in [118, 62], using the implementation in-
cluded in the OpenCV package [19]. This allows the system to know the
region of the image where to extract the face aesthetics low level features,
as described in Chapter 6.
4. Face feature extraction: as described in [129]. These face features are
later used in the face clustering plug-in below.
5. Region based color histogram: as described in Section 3.2.2, which is
used in order to cluster images based on a region color similarity measure
as described in [C73].
6. Smile detection: as described in [124].
17.1.2 Clustering plug-in’s
1. Time clustering: the algorithm described in [51] is used to cluster the
images in a multi-resolution way, as described in Section 3.1.1.
2. Face clustering: the algorithm described in [129] uses the face features
extracted above, in order to perform face clustering.
3. Similarity clustering: the algorithm described in Section 3.2.2, is used
with an adaptive threshold at each hierarchy level, as described in Chapter
13.
17.1.3 Ranking plug-in’s
1. Aesthetic appeal image ranking: the images in a subset of the collection
are ranked based on their image aesthetic appeal value, as calculated by
Eq. 5.23, in Section 5.5.
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CHAPTER 18
System output examples
As described above, we implemented a system that performs photo-book auto-
population from a photo collection, along with an intuitive user interface to fine
tune the selection results. In this chapter we present a few output results of the
whole system, starting from a collection of over 800 photographs, and resulting
in a photo book.
Figure 18.1: Template based layout, where the preferred photo is chosen to be the
most relevant photo as described in Chapter 13, the other three images are the most
relevant second and third and, finally, the fourth photo is the smallest one.
Fig. 18.1 presents a template based layout. These layouts are quite commonly
used by photo book software and services, since they are designed by professional
designers, along with clip art and nicely harmonized colors. The user only needs
to select the images to be placed into each of the empty holes in the template. In
this case the algorithm in Chapter 13 was run and the four most relevant images
were assigned to the four empty holes, assigning the most relevant image to the
largest hole, and the least relevant image of the four to the smallest hole.
Fig. 18.2 presents an automatic layout, where a set of images is laid out on
a specified aspect ratio sheet of paper, optimizing coverage [13]. In this case the
top ten most relevant photos are assigned to the layout engine. In this case we
experimented with the possibility to blow up the images with smiling characters
to the full size of the page, as seen in Fig. 18.3.
Finally, Fig. 18.4 presents 6 actual photo books used in our user study in Chap-
ter 13, for which the cover photograph was selected automatically as the most
aesthetically appealing landscape oriented photograph –i.e., width > height– of
the whole collection.
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Figure 18.2: Automatic layout, as described in [13], with the top 10 relevant photos,
in no particular order.
Figure 18.3: From the images that have been selected based on their relevance –see
Chapter 13, and using the layout in [13], we give preference to the images with detected
smiles in them, and blow them up to the full size of the page.
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Figure 18.4: Top aesthetic images in 6 collections used in the user study in Chapter
13, that were used as the actual photo-book cover.
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CHAPTER 19
Conclusions and future work
In this dissertation we have covered three main parts, namely, Part I describing
media aesthetic models, Part II describing photo storytelling algorithms, and
Part III describing a practical implementation of a photo storytelling system. We
would like to remind the reader that intellectual property rights associated with
this dissertation are owned in part by Hewlett-Packard Development Company,
L.P., as well as in part by Telefonica I+D Company ; see Appendix D for patent
details.
In the Introduction, we set ourselves four main goals. We consider that we
have covered each of those points in Parts I, II and III of this dissertation, and
we hereby briefly describe the main conclusions for each of them:
1. Build media aesthetics computational models that correlate well with hu-
man perception in order to help users manage their photos.
We described in detail the different models that we came up with for regres-
sion based image aesthetics [C9,C11,C13], which turned out to be the most
useful method for photo storytelling, thanks to the ability to rank photos
based on their aesthetic appeal. Regression models for face aesthetics [C11]
turned out to be extremely helpful at the time to choose the photos of the
main characters to include in the final story summary. Other models were
also investigated, like classification based model for both images and videos.
Finally, one of the regression based models for image aesthetics was used
in a user study for image search re-ranking [C9].
2. Create new image collection structures that allow to target specific sum-
marization counts.
We developed a hierarchical scalable representation –HSR– introduced in
[C10], that, by jointly clustering in time and similarity, allow the collection
of images to be ordered in a relevance order, allowing one single scalable
representation to be used in order to generate summaries of any length.
3. Create new photo selection algorithms that sample the original photo col-
lection in a meaningful way from a multimedia storytelling point of view.
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Test these algorithms in user studies in which the users provide their photo
collections, and judge how well the proposed algorithms perform.
We investigated two different avenues to automatic photo storytelling. In
the first one, only the images in the photo collection to summarize were
analyzed in order to come up with the final summary [C10]. Meanwhile, in
the second approach [C2,C3], we also analyze the images in the user’s on-
line social network –OSN–, and use that as social context to identify who
in the story to summarize should have more presence in the final summary.
In this second approach we also extract the number of images in the on-
line social network with faces in them, and use that as a user’s trait, and
mirror that ratio in the final summary. Both approaches were tested in
user studies, in which end users were judging the collection summarization
accomplished by the proposed algorithms.
4. Build an automatic image selection system that helps users reduce the over-
all workload to generate a story to share with friends and family.
We implemented an automatic photo storytelling system1 [C14], which was
used to test the algorithm presented in Chapter 13.
We therefore, consider we have accomplished the goals we set forth in the
introduction. We will now briefly introduce new research directions for future
work.
19.1 Future work
We see both the areas of media aesthetics, as well as the area of multimedia
storytelling, as having a great future. We list here a number of research directions
aimed at improving both research areas.
In the area of face aesthetics much can be done in order to improve the
regression based model we presented. For instance new features that would be
relevant are face pose, gaze direction, recognizing other face expressions, image
composition taking into account face position, etc.
In the area of aesthetics based image re-ranking new experiments including
a large scale user study with the participants personal image libraries, where
their friends and relatives will be asked to search for images in their collection,
is a possible avenue to further analyze the effect of aesthetics in personal media
re-ranking.
1This system is the property of the Hewlett-Packard company.
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It was clear in our user studies that category dependent image aesthetic mod-
els can have a great improvement over general ones, rendering this area as a very
fruitful one for future aesthetics research2.
With regards to video aesthetics future work includes exploring temporal mod-
els to characterize video aesthetics, investigating personalization techniques and
shedding light on which features of our aesthetics model may be universal vs.
person-dependent, and assessing the influence of audio in aesthetic ratings so as
to form a complete measure of audio-visual aesthetics. A user study analyzing the
impact of an aesthetics based video re-ranking scheme would be of great value,
also.
In the area of photo storytelling, new users’ traits can be extracted by analyz-
ing other features from their on-line social network, either textual data –i.e., user
comments– as well as image data. These traits can, in turn, further personalize,
and therefore improve, the final photo summaries to be shared on-line. We feel
that this is going to be a great research area in the years to come.
And, finally, collaborative photo storytelling is quite a new area of research,
but we feel it will also be of interest in the near future, since it will tackle the
very nature of photo storytelling, which is rarely an individual task, rather, it
is usually a collaborative effort. Therefore, new algorithms that can combine
multiple photo collections belonging to different users, and allowing the final
summary to adapt to each of them in a specific way, will be of great interest.
2The author has recently submitted for publication new research in this specific area of
category dependent image aesthetics.
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Glossary
act is a major section of a play (dramaturgy), in which all story elements are
related to one another; in our application this can be seen as a relatively
large group of photos representing a well defined period in time. 124, 142
aesthetics is the field that deals with the human appreciation of beauty, in
which they study the psychological responses to beauty and artistic expe-
riences. Therefore, a media aesthetics model tries to automatically predict
a media object’s aesthetic value, i.e., how beautiful would it be perceived
by humans. 3
character is a person portrayed in an artistic piece, such as a drama or novel .
57, 125, 133, 135, 136, 166
event can be defined as a significant occurrence or happening, or as a social
gathering or activity. In both cases, if the user is capturing memories in
the form of either photos or videos, there will be a collection of media that
will represent that event. 3, 19, 114, 124
human centric is the reasoning behind building specific functionality into com-
puters with a focus on the long-term effects those systems will have on
humans. xxiii, 2, 30, 31
media object is an object of any of the possible multimedia types, like image,
video or audio. In this dissertation we focus on images and videos. 3, 11,
12, 25, 26, 76
perfect bound is the adhesive binding of a book or magazine that allows it
to open flat (180 degrees). Used mainly for paperbacks, its durability lies
often in the quality and amount of adhesive used. 124, 138
photo storytelling is the activity of telling stories using photos as part of the
resources used by the storyteller to accomplish his/her goal. In the more
traditional setting, photo storytelling was performed using a photo album
around which a group of people would listen to one or more storytellers
explain past experiences or events [32]. 3
saddle stitched is a method of securing loose printed pages with staples down
the middle of a folded sheaf of papers. Many booklets are saddled-stitched.
124
177
scene is a subsection of an act (dramaturgy), during which the set is unchanged.
143
shot is a single video sequence captured by one single camera without interrup-
tion (cinematography). 143
treatment is a process or intervention administered to experimental units in a
controlled experiment. For example, a doctor treats a patient with a skin
condition with two different creams to see which is most effective (treatment
A vs. treatment B). 98–100, 103, 105–107, 109
WIPO is the World Intellectual Property Organization (WIPO), which is a spe-
cialized agency of the United Nations. It is dedicated to developing a bal-
anced and accessible international intellectual property (IP) system, which
rewards creativity, stimulates innovation and contributes to economic de-
velopment while safeguarding the public interest . 210
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Acronyms
HCI Human Computer Interaction. 118, 119
HSR Hierarchical Scalable Representation. 122, 136, 174
HVS Human Visual System. 35, 37
OSN On-line Social Network. 115, 121, 143, 144, 146, 147, 151–157, 161, 175
REST Representational State Transfer. 164
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APPENDIX A
Highlight detection
Digital cameras have a limited dynamic range to sense the brightness of incoming
light. If the incoming light is too bright at some pixel position, thus exceeding
the camera dynamic range, it will not be correctly recorded, resulting in what
is known as color clipping [91]. These produce non-linearities, that generate
high energy output from our filter-bank implementation (see Fig. 5.6). This is a
real-life problem in consumer photography.
Humans are capable of perceiving the correct colors of objects in an image,
even in the presence of shading and highlights. This property, known as color
constancy, indicates the capacity of isolating illumination effects when perceiv-
ing colors from objects [70]. Conversely, humans are also capable to filter out
any highlights, in order to judge the real sharpness of an image. Any accurate
algorithm for sharpness measurement will need to incorporate a way to ignore
the hard-clipped highlight areas in order to calculate a sharpness metric that will
correlate better with the HVS.
In this work, two main sources of clipping were found specially problematic
when calculating the sharpness metric, namely,
1. In out-of-focus areas, each point of light becomes a disc (i.e., circle of
confusion). The sharpness measurement algorithm may detect that circle
as a sharp object.
2. Highlight specularity is a bright and highly saturated region in an image,
produced by mirror-like reflections from glossy surfaces. If these reflections
are of light sources (or high luminance objects), which may be either in
focus or out of focus (see above), this may fool the sharpness measurement
algorithm. Motion blur may worsen the situation, since a highlight from
a point light source will generate a sharp high contrast line that follows
the trajectory (see Fig. A.1). Specular highlights usually occur on glossy
surfaces, and are specially problematic on human faces (human eyes, moist
human skin, eye-glasses, etc.).
We trained a na¨ıve, but very fast, highlight detector on a set of 200 images
with highlights that were giving problems. On each specific region the 0.5% pixels
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with highest luminance are marked as highlight, which generates a highlight mask.
This mask is morphologically dilated by a structure element of size 3 × 3 so as
to add the borders of the highlight to the mask, since it is these borders that are
generating those high frequency aliases that should be avoided. The sharpness
measures falling under the highlight mask will be ignored in the final sharpness
measure map (see Fig. A.1). In a region with few or no clipped pixels, the
algorithm will erroneously detect highlights caused by diffused reflection. These
diffused reflections occur always in flat (i.e., low frequency) areas of the image,
not impairing the sharpness calculation. See Fig. A.1 in which certain diffused
reflections on the cheek and nose have been included in the highlight mask.
Figure A.1: This is a motion blurred face, with a highlight generated by a point
light source (flash strobe), producing a sharp line highlight in the subject’s left eye.
A highlight detection stage has been added, so that pixels in the highlight areas are
ignored from the sharpness calculation. Note the final sharpness measure has been
amplified by 4 to show detail, since the face is quite blurry to start with.
An alternative to this method, is to modify the contrast correction function
introduced above in section 5.2.1, and attenuate even more the high contrast
pixels. We trained our system and identified the best exponent factor to deal
with the clipping high contrast is -0.0336 in δ′ (see Eq. A.1), as opposed to the
original factor of -0.024 in the original formulation.
δ′(contrast(j, k)) =
{
−0.0042 · contrast(j, k) + 1 if 0 ≤ contrast(j, k) ≤ 50
0.8 · e−0.0336·(contrast(j,k)−50) if 50 < contrast(j, k) ≤ 200
(A.1)
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In this case, the sharpness measure is given by S ′(i, j), in Eq. A.2.
S ′(j, k) = δ′(contrast(j, k)) ·
FBLL(j, k) · FBLH(j, k) ·
FBHL(j, k) · FBHH(j, k) (A.2)
In a way, this alternative method is equivalent to not taking the maximum
value of sharpness in the regionand instead taking a lower quantile, while setting
δ(contrast(j, k)) = 1. For instance in our video aesthetics work –see Chapter
8, the sharpness feature that was the most discriminative for video aesthetic
classification was the 3rd quartile of the sharpness measure.
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APPENDIX B
Sharpness density calculation
Sharpness density (SD) is defined as the percentage of an image region that has
energy content in mid and high frequencies –i.e., not only low frequencies. This
is a very convenient measure in order to identify which regions have a reliable
sharpness measure, since regions with low SD may actually be composed of
multiple regions that have been merged in the segmentation process, some of
them flat; or the whole region is too flat to have any reliable sharpness reading.
Section 5.3.1 already showed how the sharpness density is useful to fuse the
sharpness, contrast and colorfulness for each of the image regions.
This has been implemented as a variation of the matting algorithm presented
in [75] where the matting result is intersected with the image regions to calculate
the SD for each region. In this implementation the output of the filter bank in
Fig. 5.2 is modified additively by the lowest band pass filter (FBLL) in order to
give relevance to all regions that may depict an object, or part of it, but may be
very out of focus. The very high contrast edges are also toned down by the δ
function of Eq. 5.2. This yields a modified sharpness metric MS in Eq. B.1.
MS(j, k) = δ(contrast(j, k)) ·
(
FBHH(j, k) · FBLH(j, k) ·FBHL(j, k)+4
)
·FBLL(j, k)
(B.1)
This modified sharpness is then normalized (NMS) between 0 and 255, in
order to be able to detect any object in the scene no matter how out of focus it
may be1. A bilateral filter [112] is then applied to the NMS (see Eq. B.2). The
output is a weighted average of the input by means of an edge-stopping function.
The weight of a pixel depends on this edge-stopping function in the NMS measure
domain, which decreases the weight of pixels with large NMS differences.
FNMS(j, k) =
1
K
∑
x,y  η(j,k)
exp
(
− (x− j)
2 + (y − k)2
2σs2
)
· exp
(
(NMS(x, y)−NMS(j, k))2
2σi2
)
·NMS(x, y) (B.2)
1The aesthetic appeal of an out of focus object is usually higher that that of a completely
flat image.
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where K is a normalization factor, and η(x, y) denotes the window of smooth-
ing area that is centered at pixel (x, y). In the current implementation η(x, y) is
a 5x5 pixel square, σi = 10 and σs = 1. A series of mathematical morphology
filters are applied to FNMS in order to homogenize the areas with objects in the
scene, so that they do not overflow into adjacent objects, see Eq. B.3.
MFNMS = erosionse3(openingse2(closingse1(FNMS))) (B.3)
Where the structuring elements are the circles of diameter: se1 = 7, se2 = 3
and se3 = 5 pixels.
Pixels with MFNMS equal to 255 are certain to belong to an object with a
certain edge/texture content. The sharpness density is calculated on a region by
region basis as the fraction of pixels belonging to objects, see Eq. B.4.
SDi =
#PixelsInRegion(i)|MFNMS(j,k)=255
#PixelsInRegion(i)
(B.4)
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APPENDIX C
Attached related publications by the author
One last consideration that needs to be taken into account is the final media
presentation to be experienced by the end user. The document in which the
images will be embedded may introduce a set of aesthetic conditions which may
only be fulfilled by a small set of images from the initial collection.
The theory of aesthetics can also be applied to the final output document to
be experienced by the end user, for instance taking into account the layout of
pictures along with other graphical object on web pages or printed documents [53],
or taking into account the color and geometry temporal evolution in slideshows
or videos [18].
In this appendix three publications present an analysis of the former case,
i.e., for printed documents, in four specific situations:
1. aesthetic appeal of the image with the document background color. This
specific approach was used in the Hewlett-Packard Photosmart Digital
Camera series;
2. aesthetic appeal of the image with document taking into account color
harmony with the rest of the document;
3. aesthetic appeal of the image with document, taking into account the visual
balance with the rest of the document; and finally;
4. aesthetic appeal of the image with document, taking into account color
harmony and visual balance with the rest of the document. A look is given
at how to use these measures in a search and retrieval situation, i.e., having
a specific document to which the user wishes to attach an image, query the
image database in order to find the most aesthetic matches.
These algorithms have been protected by patents, see [C39,C68,C69,C70].
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C.1 Automatic color scheme picker for document tem-
plates based on image analysis and dual problem
Referenced as [C17].
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ABSTRACT 
 
This paper presents two complementary methods to help in the area of document creation where the document includes 
color templates (banners, clipart, logos, etc.) as well as photographs. The problems that are being addressed are:  
 
- given a photograph that a document needs to be built around, extract a good palette of colors that harmonize with the 
selected photograph, which may be used to generate the color template;  
The images are segmented with a color based morphological approach, which identifies regions with a dominant color.  
Based on the morphology of such “color” regions, and the other color objects in the template the scheme will pick a set 
of possible color harmonies (affine, complementary, split complementary, triadic) for such color elements within the 
document based on the combined morphology image-document. If the image is changed in the future the color scheme 
could be changed automatically. 
 
- given a document color template, identify from a collection of images the best set that will harmonize with it. 
The document color template is analyzed in the same way as above, and the results are used to query an image database 
in order to pick a set of images that will harmonize the best with such a color scheme. 
 
1. INTRODUCTION 
 
Color harmony sets guidelines on how to create effective color combinations. Many attempts have been made, through 
many historical periods, to create recipes for color harmony. It is, however, not possible to make a list of rules to 
describe the harmonious or disharmonious visual image. Complementary contrast, whatever the subject, is not a 
requirement for a harmonious color image. “Ton-sur-ton” or analogous color scheme (where all colors are related to one 
color hue in slightly different shades or tints) color use doesn’t guarantee harmony either. Only the human eye can 
judge the final artistic result1. 
 
The color schemes used the most in harmonization are1: 
Analogous scheme: uses any three consecutive hues or any of their tints and shades on the color wheel 
Complementary scheme: uses direct opposites on the color wheel 
Clash scheme: combines a color with the hue to the right or left of its complement on the color wheel 
Monochromatic scheme: uses one hue in combination with any or all of its tints and shades 
Split complementary scheme: consists of a hue and the two hues on either side of its complement  
 
The algorithms presented in this paper try to help in the generation of color documents that include banners, logos and 
photographs. The images and documents are analyzed in order to suggest possible color palettes or images that will 
harmonize well with the existing document/photograph. 
 
In order to develop an algorithm that will help in color harmonization it is of critical importance to identify areas with a 
homogenous dominant color in which there is little color activity, and also of high importance is to identify smaller 
regions with high color activity (i.e., even if the color region is very small within that high color activity region, it may 
still be of high importance at harmonization time if the chroma of such region is significantly different from the rest of 
regions’ chroma).  Such an algorithm was developed in 3, and it will be briefly described in the following section below. 
 
Since this paper is 100% color-related, I would encourage you to check the color version at the HP-Labs web-site ( 
http://www.hpl.hp.com/techreports/ ). 
 
 
2. ALGORITHM DESCRIPTION 
 
This paper describes the color patch extraction algorithm3, as well as a few algorithms for color harmonization: a) 
starting from a photograph suggest a color palette to go with it; b) starting with a document, retrieve the best images 
from a database that will harmonize with it.  
 
2.1. COLOR PATCH EXTRACTION 
  
The image, either the document or the photograph, will be converted to an abstract representation that will ease the task 
of harmonization as shown in figures 4 and 6. This representation includes a reduced number of color patches, their 
centroid location on the page/photograph, the size of each patch (in number of pixels), and the connection of each patch 
with any of the four borders of the image. 
 
The image is first quantized to a set of color bins (which may be generated from the image itself for best results). The 
quantized image is then manipulated in order to obtain a reduced number of regions that can be used for harmonization 
purposes. The fewer patches and the larger they are the best for harmonization purposes, since the human visual system 
is most sensitive to large areas of color. These large regions are the ones that will be taken into close consideration in 
the algorithms below in the next two sections. 
 
No perfect scene object segmentation4,5,  is intended in the color patch extraction process, since different objects may be 
quantized to the same color, the result may be a merged color patch. 
 
                     
    (a)                                                                        (b) 
Figure 1. Examples of color patches (from the sample image “girl” in figure 2) and their underlying color patches, a) at a low 
resolutiolarger scale, b) at a lower scale. 
 
Another aspect that should be noted is the multi-resolution nature of such a problem. Underlying color patches at 
different scales may look very different indeed. i.e., what may look as an underlying color patch at a very small scale, 
might just look as a non-underlying color at a very large scale (see figure 1a, where the vertical white stripe, reflection 
on nose in figure 2b, is removed at the larger scale in favor of the underlying color; on the other hand, at a smaller scale 
it is definitely an underlying color within its region as seen in figure 2c). And the other way around, large enough 
regions (given the scale/resolution) with high color activity will not have a clear underlying color patch and should be 
left alone. 
 
Having these requirements in mind, a technique was developed3, in order to extract the underlying color patches in an 
image, quantized with a predetermined quantization table (palette): a parallel symmetrical alternating sequential filter 
scheme which allows for color patch extraction, while maintaining edges and detail regions, and also, a maximum 
likelihood scheme to fix edge jitter6,7, in color morphological filters applied to sparsely quantized images. This 
algorithm is multi-resolution by nature, and it can be devised having in mind the scale of the color patches that need be 
preserved. This filter is implemented in stages (alternating sequential), starting with the smaller scale, and ending with 
the larger scale. 4 stages give good results for the color harmonization application. 
 
   
(a)    (b)    (c) 
Figure 2. a) original “girl” image, b) quantized to 25 color bins, c) 4-stages color patch extraction 
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Figure 3. overall number of color patches of size 5pixels or less after processing on the image in figure 2, and 2 other images3 
 
 
             
(a)    (b)    (c) 
Figure 4. a) “girl” image with superimposed color patch abstraction, b) “girl” color patch abstraction, c) larger patches touching 
borders abstraction. 
Figure 2 shows an original image, the quantization, and the color patch extraction result. In the color patch image it can 
be observed that the detail is well preserved in areas of high color activity (i.e., eyes, ring), and at the same, the overall 
number of patches (regions) has been reduced considerably (see figure 3 to see how the number of color patches is 
reduced with the number of processing stages). 
 
Once the color patches are extracted, the abstract representation of figure 4 can be built. The centroids, as well as the 
average color (in Lab color space) for each patch, and the morphology of the image with respect to the borders (number 
of pixels of each patch touching which border) are stored in such representation. The importance of such representation 
will become apparent in the sections below.  
 
 
2.2. COLOR SCHEME PICKER BASED ON PHOTOGRAPH 
 
This algorithm allows to automatically generate a palette of colors from a photograph, which the graphic artist or 
designer can use directly knowing that it will harmonize with said photograph. 
 
By extracting the Lab color averages of each of the color patches the palette for logos/banners/text can be easily 
generated. It can also be done by a weighted average of the color in all the regions from the same color bin, or a 
combination of the two. This is quite straight forward from the abstract representation presented in section 2.1 (see 
figure 7a. 
 
One important thing to keep in mind is text readability, since not all color combinations are easily read. Once the palette 
is generated, the text possible colors are reduced as presented in 8, based on the background color that is selected. 
 
If the graphic artist would like to place the photograph on a full-bleed background for instance, this means that all the 
photograph will be immersed in that background color1,2 (i.e., all borders of the photograph will be touching that color), 
with strong implications to the color harmony of the result. In such situations, the color palette for such background is 
also reduced by the following algorithms (in fact after obtaining the image abstraction as in figure 4, any of the color 
schemes presented in the introduction could be used to select a background color): 
 
Analogous background #1 (largest):  
- pick the non-gray color bin in which all regions are barely touching the borders                         
(sizeFactor >=minSizeFactor) 
- pick the largest (in number of pixels) such color bin 
- the background hue will be the hue of the average of such color bin 
 
Analogous background #2 (unusual): 
- pick the non-gray color bin in which all regions are barely touching the borders                         
(sizeFactor >= minSizeFactor) 
- pick the colorimetrically most different (Lab space, ab distance) such color bin 
- the background hue will be the hue of the average of such color bin 
 
Complementary background: 
- pick the non-gray color bin in which all regions are mostly touching the borders                         
(sizeFactor< minSizeFactor) 
- pick the largest (in number of pixels) such color bin 
- the background hue will be the complementary hue of the average of such color bin 
 
The algorithm is not considering gray-scale color bins, since these colors harmonize well with any color, and for this 
reason are not considered in this study. 
 
Where sizeFactor is calculated for each color bin as: 
 
∑
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 sizeFactori     equation 1. 
 
And gives a good estimation of the relation between the size of a patch and how much it is in contact with the border. 
The more pixels touching the border, the smaller sizeFactor becomes, and will not be chosen in the analogous 
algorithms above, which makes sense, because the background color should not merge with any part of the photograph 
so that it stands out. If the color is touching the border (and it is the largest such patch), a complementary background 
will bring out the photograph. 
 
So all color bins with sizeFactor >=minSizeFactor (barely or not touching border) are considered for analogous 
schemes, and color bins with sizeFactor< minSizeFactor (mostly touching border), are considered for complementary 
color schemes. See figure 7b for an example of analogous #1 (largest), where the full bleed background has been 
generated automatically, after the average hue of the circled regions presented below in figure 5c. 
 
      
(a)              (b)                                 (c)                          (d)     
Figure 5. Image in figure I with a) original “stationary” image, b) color patches being extracted, c) regions belonging to the largest 
color bin with sizeFactor>=minSizeFactor, d) regions belonging to the largest color bin with sizeFactor>=minSizeFactor, for 
bottom and left borders only 
 
On more level of complexity arises if the graphic artist is willing to add new color objects that are intersecting the 
photograph. For instance, it could be intersecting the photograph on the left and bottom borders (as shown in figure 7c). 
In this situation the algorithm can still be the same as the described above in this section, but modifying the formula for 
sizeFactor, where only the borders that will be intersected are considered as borders in equation 1. Figure 5d shows how 
the result for the analogous #1 (largest)  has changed to another color bin (larger than the selected in figure 5c) which is 
touching the right border. One last consideration is that this new color object should harmonize with the background of 
the image (figure 7c shows that in this case the result is harmonious); in the case it would not harmonize, the algorithm 
could fall back to the following (smaller) analogous color bin, and so on. 
 
 
2.3. PHOTOGRAPH RETRIEVAL BASED ON DOCUMENT QUERY 
 
In this section the dual problem from the one presented in the section above is presented. In this case, given a document 
with space for a photograph, the system queries a database retrieving the best suited images for such document based on 
the morphology of document and photograph, and an analogous color scheme. Other color schemes are obviously 
possible, as the ones presented in the introduction, for instance. 
 
The main idea is to generate abstract representations both for the document and the image to be tested for similarity. 
The morphology of each of them will be used to see how close in space the color patches are to each other. The color 
similarity and the size of the patches. 
 
Figure 6 shows an example of all the process in order to obtain such abstract representation. The original image (Figure 
6a), is quantized with the same color bins as the images in the data base, resulting in figure 6b. This is further processed 
by the 4-stage color patch extraction algorithm resulting in figure 6c, and the abstract representation of figure 6d. Up to 
here, it is exactly the same process as described in section 2.1. 
 
One of the important things to keep in mind when processing color documents is that anti-aliasing borders usually map 
to intermediate color bins, resulting in color artifacts when trying to detect color similarity.  
After heavy experimentation, for better results it is important to keep the document abstraction to a few color bins only. 
In the presented algorithm the largest color bins covering at least a certain percentage (areaPercentage) of the color 
(non-gray) areas are kept in the abstract representation (figure 6e). 
 
Now, both document  and images in the database have the abstract representation (document: figure 6e, sample image: 
Figure 4b). Such representations can be used in order to calculate how well the document and sample images fit in a 
color harmonious way.  
 
The approach to calculating how well the document and image fit was initially investigated as a modified gravitational 
function, in which the harmony measure between two color patches would be directly proportional to the product of 
color patch areas, and inversely proportional to the square of their distance, both euclidean in document space, and also 
euclidean colorimetric in Lab space. In this specific rendition of the algorithm the closer the color patches are (from 
sample image to document) the higher the harmony measure, but this could be changed at will, and could actually be 
left to the graphic artist to determine the layout of the photograph with respect to the document. 
 
After psycho-visual tests, the formula was modified to equation 2, where the influence of the color distance was greatly 
increased. The size of the areas influence has been reduced to the square root of the product of the areas, the euclidean 
distance in document space has also been reduced to the distance itself (non-sqared), and the euclidean distance in Lab 
color space was augmented to be the distance to the fourth power. 
 
( ) ( )( )41*1 **__ ijij jiij colorDiststcentroidDi
patchSizepatchSize
factorbinmeasureharmony ++=  equation 2. 
with 
( ) ( )22 jijiij centroidYcentroidYcentroidXcentroidXstcentroidDi −+−=  
and 
( ) ( ) ( )222 jijijiij averageBaverageBaverageAaverageAaverageLaverageLcolorDist −+−+−=  
 
The way the system is implemented is by placing the sample image abstraction in the reserved space for the photograph 
on the document (figure 6f). For each color patch in the document, the harmony measure between this patch and each of 
the color patches in the sample image are calculated as shown in equation 2, and then added together resulting in the 
final_harmony_measure (equation 3). 
 ∑ ∑
∈ ∈
=
documenti imagej
jim measureharmonymeasureharmonyfinal ,___   equation 3. 
 
Each image m in the database ends up with a final_harmony_measure. The larger this quantity, the better it will 
harmonize with the document, based on the rules stated above.  
     
(a)    (b)    (c) 
     
(d)    (e)    (f) 
Figure 6.  a) original document with a circular space for photograph, b) quantized to 25 color bin, used colors are the centroids of the 
color bin, c) color patch extraction, d) color patch abstraction, e) 90% of color area starting from larger color bin (avoiding color 
artifacts due to aliasing), f) color patch abstraction incorporating a sample image (“girl”). 
 
 
3. RESULTS 
 
These algorithms have been tested with a color quantization scheme with 25 fixed bins (non image dependent). As 
mentioned above, it would be best to requantize based on each of the starting images for the color scheme picker base 
on a photograph, but it is unrealistic for the photograph retrieval based on document query, since all the images in the 
database would have to be re-processed for every change in the color scheme of the document. 
 
The color patch extraction is performed with a 4 stage filter3. 
 
In order to optimize for speed, with reduced impact in the final results, the photo abstraction size was kept very small 
(64*48 pixels), while the document abstraction is kept pretty detailed (1024*800) due to the fine details in such images. 
 
The sizeFactor is set to 4, which is equivalent to an area of 16 pixels not touching the border in a 64x48 pixels 
abstraction image representation. 
 
The areaPercentage is set to 90%. 
Figure 7 shows, starting from the photograph on the left, an automatically generated analogous color palette (a), along 
with a analogous (largest) full bleed background automatic selection (b), and finally an extra rectangle added for design 
style which overlaps the photograph on the  left and bottom borders, for which the color is also calculated automatically 
with an analogous (largest) color scheme. See section 2.2 for details. 
 
 
     
(a)     (b)     (c) 
Figure 7. a) Palette automatically extracted from the image, b) automatic background full bleed color, analogous #1 (largest) color 
scheme, c) adding a rectangle overlapping with image (color selected automatically with analogous #1 (largest) color scheme using 
only the bottom and left borders to check sizeFactor). 
 
 
Figures 8 and 9 show an automatic retrieval of images from a 900 photograph database (images taken with a digital 
camera over a period of a few months with no prior selection whatsoever). The retrieved collections are ordered from 
highest final_harmony_measure to lowest (file name first 6 characters). 
 
 
   
                                                                  a)                                                                                               b) 
Figure 8. a) Results retrieved after querying the database with the document on the right (distance measure appears as first 6 digits in 
file name), b) example of the document with one relevant photograph from the retrieved list 
 
Figure 8b shows a document template with red (top) and beige (bottom) banners. The results are psycho-visually very 
relevant from the color harmonization standpoint. The selected image in figure 8b (ranked 4th in the retrieval list) is very 
relevant, since it also has the red areas on the top-right, and the beige areas in the bottom-left. The graphic artist can 
safely select this image, since this is the harmonization rule embedded in the algorithm.  
 
Figure 9b shows a document template with green (top) and violet (bottom) banners. This is a very unusual combination 
in the real world, but the algorithm still manages to retrieve very relevant results. The selected image in figure 9b 
(ranked 1st in the retrieval list) is quite relevant, since it also has the green areas on the top-right and middle of 
photograph, and the violet areas in the bottom. The graphic artist can safely select this image, since this is the 
harmonization rule embedded in the algorithm.  
 
   
                                                                  a)                                                                                               b) 
Figure 9. a) Results retrieved after querying the database with the document on the right (distance measure appears as first 6 digits in 
file name), b) example of the document with one relevant photograph from the retrieved list 
 
 
4. CONCLUSIONS AND FUTURE WORK 
 
A color patch extraction algorithm has been introduced, which allows for color harmonization algorithms. Two of these 
have been presented. 
 
a) color scheme picker based on photograph, where given a photograph a color palette and possible background colors 
are presented automatically following 3 color schemes (analogous largest, analogous unusual and complementary) 
 
The logical way to extend this work is to try more sophisticated color schemes (not only analogous and 
complementary), as the ones presented in the introduction. 
 
b) photography retrieval based on document query, where given a document with space for a photograph, it queries a 
database retrieving the best suited images for such document based on the morphology of document and photograph, 
and an analogous color scheme. 
 
This algorithm can also be extended by trying more sophisticated color schemes (not only analogous), as the ones 
presented in the introduction. Also experimenting with new morphology relationships between the document and 
photographs, and also extending the theory of overlapping color objects with photographs presented in section 2.2 to 
this algorithm, which would allow retrieving photographs placed on non-white  document regions. 
 
Check the color version at the HP-Labs web-site ( http://www.hpl.hp.com/techreports/ ). 
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ABSTRACT 
 
Digital publishing workflows usually have the need for composition and balance within the document, where certain 
photographs will have to be chosen according to the overall layout of the document it is going to be placed in. i.e., the 
composition within the photograph will have a relationship/balance with the rest of the document layout.  
This paper presents a novel image retrieval method, in which the document where the image is to be inserted is used as 
query. The algorithm calculates a balance measure between the document and each of the images in the collection, 
retrieving the ones that have a higher balance score. The image visual weight map, used in the balance calculation, has 
been successfully approximated by a new image quality map that takes into consideration sharpness, contrast and 
chroma.  
 
Keywords:  No reference image quality, sharpness metric, document layout, document balance, photographic 
composition 
 
 
1. INTRODUCTION 
 
Creating a document from scratch is a hard task for non-experts, and even professional graphic artists will probably use 
some help when indexing large image databases from which to select an image to insert in the document. Effective 
ways to cluster and retrieve sets of relevant images to ease the document creation process is the main motivation behind 
this paper. This is a continuation of the work started in1 where the proposed tool retrieves images from a database that 
will color harmonize with the document where the user wants to insert it/them. 
Document layout balance has been researched for some time now2,3. This paper presents an attempt to help the user in 
indexing large image databases, by analyzing the document composition, and selecting appropriate images based on 
some simple balance and symmetry rules. 
The presented approach is not trying to look at the photograph composition in itself; it rather tries to extract some 
fundamental image features that will help determine whether that photograph will work with the rest of the document. 
A no-reference objective image quality map is presented. This takes into account sharpness, contrast and chroma 
features, each of them calculated on a region by region basis, eventually assigning a quality number to each of the 
regions in the image.  
The presented image quality map is then used to calculate the visual weight map of such a photograph, and plug the 
result into a document balance measure. 
 
This paper presents a method to help in the area of document creation where the user starts with a document, and needs 
to select a photograph from a large image collection, i.e., given a layout, automatically retrieve a photograph from an 
image database that will balance that selected layout, or, retrieve the top N photographs that would best balance that 
layout for the user to choose from. 
 
 
2. PROPOSED METHOD 
 
2.1. DOCUMENT BALANCE 
 
Document balance is a very important aesthetic feature that graphic artists work towards in their creative process. It can 
either be achieved by symmetrical balance, which gives a feeling of permanence and stability, or by asymmetrical 
balance which creates interest2. Two main ways of defining balance are3: centered balance, where the center of visual 
weight is at the visual center of a page, and left-right balance, where the weight of an object on the left side of the page 
is matched by the weight of an object at the same vertical position on the right side of the page.  
The visual weight of an object is defined as its area times its optical density, and this is also for photographs and 
graphics. 
In this paper, a novel way to calculate a photograph’s visual weight is presented, which can be used to better balance the 
document, in which image analysis and no-reference quality assessment are used to generate a quality map from which 
extract the visual weight. 
 
2.2. IMAGE QUALITY MAP 
 
As mentioned above, the visual weight of an object is defined as its area times its optical density, and in the literature3 
this has been applied to images too. 
 
When the graphic artist inserts an image into a document13, the center of gravity towards which he is expecting the 
document viewer to look at has less to do with the image optical density than, rather, the image composition and which 
areas of the image are in high quality for the human eye to linger and examine. This is specially true in high quality 
photography and design magazines, billboards, even websites, where low depth of field images are heavily used. 
 
An image quality map is presented below, where the areas with higher quality will be assumed to have higher visual 
weight when balancing such image with a document. 
 
Image segmentation4 is performed on the input image (see figure 2.b), so that each region is assigned a certain quality 
level5. The rational behind this is that if all the pixels in a region belong to the same object, it can be assumed, in a 
normal situation, that all these pixels will have similar objective quality. This will generate a map with multiple regions, 
each of them having its own quality. 
 
The quality map is defined below as the combination of three different maps (sharpness, contrast and chroma) as shown 
in figure 1. 
 
The focused saliency map6 (FSM) is the first step towards the final sharpness map used in this approach. Most of the 
energy in the FSM corresponds to the object in focus, while a large amount of the energy of the out of focus region is 
removed efficiently. This provides for an excellent starting point to effectively segment the low depth of field images 
mentioned above, and it also does a quite good job at detecting different levels of sharpness (without being an accurate 
sharpness measure as explained below).  
 
In recent subjective visual tests7 on Just Noticeable Blurriness, it was found that the human visual system has different 
responses to blur /sharpness at different contrast levels. The resulting non-linear function of the contrast (figure 2.c) can 
be factored into the sharpness measure to be used, and in this approach it is applied to the FSM (figure 2.d). This results 
in a much more homogeneous FSM on the sharp object. 
In order to separate the in focus regions from the out of focus regions, a bilateral filter is applied on the FSM (figure 
2.e), and further morphologically filtered (figure 2.f) in order to generate an in focus mark map that can be intersected 
with the segmented image. For each of the resulting regions an approximate sharpness value can be derived from the 
contrast corrected FSM (figure 2.d). A more accurate sharpness map is obtained by combining the contrast corrected 
FSM with a more accurate sharpness measure8,9, where each of these additional measures are also corrected with the 
non-linear contrast function. 
 
 
Figure 1. Combination of the sharpness map, contrast map and chroma map into the final quality map. 
 
In low depth of field situations, the described sharpness map is enough for the presented approach to work well. In other 
situations some more assumptions need to be made in order to guess where the document viewer’s attention will be set. 
Visual attention or saliency models are being used extensively in the literature10, which do a good job at guessing 
exactly that. In this region based approach, though, it is not straightforward to extend the saliency models. Instead, a 
simpler local contrast measure is implemented, which assumes a certain image size and viewing distance. This is 
calculated on a region by region basis, and a contrast map (figure 1) is generated.  
 
A third and final map is generated by calculating the local chroma content in each of the regions. This map is created 
after11, where the relation between perceptual image quality and naturalness was investigated by varying the 
colorfulness and hue of color images of natural scenes, and concluding that human observers prefer more colorful 
images. 
 
Both the contrast and chroma map complement the sharpness map, but never dominate it, i.e., if a region is out of focus, 
there is so much contrast and chroma can add to the final quality map (see figure 1).  
 
2.3. DOCUMENT BALANCE BY MEANS OF THE QUALITY MAP 
 
Balancing photographs and documents has been tried in1, where color harmony was accomplished by looking at the 
relationship between image regions and document regions, both colorimetrically and spatially, i.e., region with 
harmonizing colors can be weighed higher if they are close together or opposing in the document, and hence balancing 
one another. 
 
sharpness 
chroma 
contrast 
 
 
Figure 2. (a) original image, (b) FSM as described in6 , (c) contrast map, (d) contrast corrected FSM, (e) bilateral 
filtering, (f) morphological processing, (g) region decomposition), (h) final sharpness map. 
 
Color balance is not enough, as stated above, since the main object of interest (in high quality) is the area that should be 
weighed higher in the image visual weight map. The current approach combines both techniques when querying an 
image database, i.e., both the balance query and the color harmony query (see figure 6). 
 
In order to perform the query, a simple model for the image quality map is presented below, which can be extracted and 
stored with each of the images as metadata for fast indexing. 
2.3.1. Image quality map abstraction 
 
Once the image quality map is obtained (see section 2.2 above), it has to be abstracted into an easy to use model for fast 
querying and retrieval. The current approach thresholds the quality map (see figure 3), and the resulting region/s are 
approximated by an ellipse. 
Two different thresholds have been experimented with. First, a fixed threshold for all images, and second, an adaptive 
threshold to the image quality map content. Each has advantages and disadvantages.  
In the case that the image collection is known to have only high quality pictures, having an adaptive threshold makes 
most sense, since it is known beforehand that at least there is a high quality region in each image. This takes care of 
some artistic soft focus photographs, and/or abstract photography. 
In the case of a consumer photo collection, such assumption cannot be made since excellent photos coexist with very 
bad ones. Therefore a fixed threshold is necessary, meaning that those worse shots will never be retrieved in a balance 
query. 
 
The resulting thresholded image is then approximated by an ellipse, (centroid plus spread or axes). Best results are 
obtained if a quality map weighted centroid is used. 
 
(b) (d) (e) (f) 
(h) 
(g) 
(c) 
(a) 
Both centroids and spreads are expressed in percentage of width and height. This allows for querying both landscape 
and portrait photographs with little added complexity. 
 
 
(a)                                   (b)                                 (c)                                (d)                                 (e) 
Figure 3, (a) original, (b) quality map, (c) thresholded quality map, (d) map abstract representation by an ellipse 
 
2.3.2. Document visual weight map abstraction 
 
In order to perform a fast query, a simple abstraction of the document’s visual weight map is needed12. For this reason, 
the centroids and size in pixels for each of the objects in the document are calculated (see figure 4.b). All these are then 
combined to find the centroid for the whole document visual weight map, and its spread. 
 
 
 
 
(a)                                   (b)                                 (c)                                (d)                                 (e) 
Figure 4. (a) original document, (b) extracted document visual weight map consisting of multiple document objects, (c) 
mirrored visual weight map in photo area, (d) retrieved image quality map from the collection, (e) retrieved image. 
 
 
For all objects in the document visual weight map: 
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Where (xj,yj) is the centroid coordinates for document object j, and Mj is the number of pixels belonging to this 
document object j. Again, a percentage of width and height are calculated to ease the query process (query both portrait 
and landscape photographs). 
2.3.3. Balance measure between image and document 
The hypothesis that was made is to approximate the presented image quality map as the image visual weight map. This 
quality map is then compared with the document’s visual weight map, and a measure of balance between the two is 
calculated.  
 
The image collection needs to be queried based on a certain balance criteria that the graphic designer or user need to 
specify. In this implementation only two criteria are possible: 
 
1. Left Right symmetrical balance: implemented as a horizontal symmetry of the document visual weight map 
(see figure 4). In this case the centroid for such query would be: ( ) ightdocumentWequeryightdocumentWequery centroidYcentroidYcentroidXcentroidX =−= ;100  
2. Centered symmetrical balance: implemented as a center symmetry of the document visual weight map: ( ) ( )ightdocumentWequeryightdocumentWequery centroidYcentroidYcentroidXcentroidX −=−= 100;100  
 
This modified query centroid (figure 4.c) is the one that will be compared with the image quality map centroid. The 
spread of the document visual quality map is not changed. 
 
In the experiments it was seen that the balance was reduced roughly inversely proportional to the square of the centroid 
distance between the mirrored document weight map and the image quality map. The spread of the respective maps was 
less relevant, and the measure was set to be inversely proportional to its difference (see below). 
 
Balance measure between image and document query: 
ii
i
i sigmaDiststcentroidDi
ityregionQualmeasurebalance ++= 21_   equation 1. 
 
Where regionQuality is an optional term, and is basically a 2D integral of the desired map the user wants to weigh into 
the equation, i.e., if the user wants to weigh chroma in the high quality region, this term would add up all the chroma 
values in the chroma map (see figure 1) in a region under the ellipse abstracting the mirrored document’s visual weight 
map. See figure 8 for an image retrieval example using regionQuality, where the chroma has been factored in. If the 
regionQuality term needs to be used, then the whole quality map needs to be stored as metadata, increasing the needed 
storage size as well as computation time; 
 
The other terms in the above formula are: 
 
( ) ( )22 queryiqueryii centroidYcentroidYcentroidXcentroidXstcentroidDi −+−=  
and 
( ) ( )22 queryiqueryii sigmaYsigmaYsigmaXsigmaXsigmaDist −+−=  
 
Where (centroidXi, centroidYi) are the coordinates of the high quality ellipse weighted centroid for image i, and 
sigmaXi and sigmaYi are the spread of such ellipse for image i; and sigmaXquery and sigmaYquery are directly 
proportional to the spread of the document visual weight map. 
 
For a particular document, after abstraction, the centroid and spread of its visual weight map is used to index the image 
collection. The balance measure is calculated for every image in the collection, and either the image with the highest 
score, or the set of N images with the highest scores, are retrieved and presented to the user. 
 
3. RESULTS 
 
The experiments were performed on 850 personal images, i.e., consumer type images. For this reason, a fixed threshold 
was used for the quality map abstraction (section 2.3.1.). 
 
The results presented in this section were generated querying the collection with Left Right symmetrical balance: 
implemented as a horizontal symmetry of the document visual weight map. 
 
Figure 5 presents the retrieved results using a certain document with its visual weight centered towards the left third. 
Notice the weight towards the right third of the image quality maps. Figure 6.b presents the actual top 8 retrieved 
images with such a document query. And figure 6.a presents the top retrieved image after applying the color 
harmonization query on the balance query results in figure 6.b. The algorithm managed to find pretty good result both 
for balance and color harmony within the relatively small 850 image collection.  
 
 
 
                                                 (a)                                                                      (b)                                                 
Figure 5. (a) document query, (b) top 8 quality maps retrieved from the collection 
 
 
 
                                                 (a)                                                                      (b)                                                 
Figure 6. combination of balance and color harmony queries. (a) top retrieved image after performing the color harmony 
query1 on the results of the balance query. (b) Top 8 retrieved images with the balance query. 
 
Figure 7 presents a balanced document, where the photograph has to lie in the center of it. In this situation it is expected 
to retrieve images with a quality map with its centroid close to the center of the image.  
 
 
 
 
 
                                          (a)                                                                                (b)                                                 
Figure 7. (a) top retrieved image with the balance query. (b) Top 8 retrieved images with the balance query. 
 
 
 
 
Figure 8 presents the query results with a document balanced towards the right third. The regionQuality factor in 
equation 1 was used, and it integrated the chroma map for this specific example. The results should have high quality 
towards the left third, and also high chroma content around that left third. 
 
 
 
 
 
                                                 (a)                                                                      (b)                                                 
Figure 8. balance query with regionQuality performed on the chroma map. (a) top retrieved image with the chroma map 
weighted balance query. (b) Top 8 retrieved images with the chroma map weighted balance query . 
 
These results confirm our hypothesis, and therefore it is safe to use the image quality map as the image visual weight 
map when performing document balance analysis. 
4. CONCLUSIONS AND FUTURE WORK 
 
A new image retrieval method has been presented, in which the document where the image is to be inserted is used as 
query. The algorithm calculates a balance measure  between the document and each of the images in the collection, 
retrieving the ones that have a higher balance score. The image visual weight map, used in the balance calculation, has 
been successfully approximated by a new image quality map that takes into consideration sharpness, contrast and 
chroma. This retrieval method has been successfully combined with the color harmony retrieval method presented in1. 
 
Future work needs to be done in adding extra visual saliency features to the image visual weight map, which may solve 
some of the problems encountered with evenly sharp images. 
 
 
The color version of this paper: please refer to the HP-Labs web-site ( http://www.hpl.hp.com/techreports/ ). 
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ABSTRACT 
This paper presents a contribution to image indexing applied to 
the document creation task. The presented method ranks a set of 
photographs based on how well they aesthetically work within a 
predefined document. Color harmony, document visual balance 
and image quality are taken into consideration.  A user study 
conducted on people with a range of expertise in document 
creation helped gather the right visual features to consider by the 
algorithm. This shows some benefits for the traditional document 
creation task, as well as for the case of ever-changing web page 
banner colors and layout.  
Categories and Subject Descriptors 
H.3.1. [Information Storage and Retrieval]: Content Analysis 
and Indexing - Indexing methods. 
General Terms 
Algorithms, Experimentation, Human Factors. 
Keywords 
Image analysis and indexing, document balance, color harmony. 
1. INTRODUCTION 
When selecting an image to accompany a document, graphic 
artists/illustrators will usually follow three basic steps: (a) select 
the image based on content (i.e., semantic relevance to the 
article); (b) image quality; (c) document’s layout [3], color 
scheme [5] and image composition [7]; (d) adjustments (e.g. 
color, crop) may be performed on the final image. In real life 
situations, graphic designers and journalists do not have all the 
time they need to find the photograph that would best 
aesthetically match a document (or perform those adjustments 
mentioned above); rather, they tend to make acceptable choices 
[3]. The work described below focuses on steps (b) and (c) above, 
where image quality, layout and color scheme are taken into 
consideration. Given a document (query), with a blank area to 
accommodate an image (i.e., the layout of the document is not 
altered), the goal of the presented algorithm is to rank a set of 
images based on their image quality and how well they visually 
balance the document’s layout and color harmonize with the 
document’s color scheme. A set of user studies were performed in 
order to learn what users value when aesthetically matching 
documents and images. The selection of features was driven by 
such findings, and the way they were combined is explained 
below. The results at the end of this paper show that these two 
features work in a somewhat orthogonal way, and the 
combination of the two produces very promising results. 
2. USER STUDIES  
A set of documents were printed with a diverse set of images, 
shown to 8 subjects: expert photo-book creator, expert 
illustrator/publisher, expert in color science, two experienced 
photographers, and three other users. Their feedback has been 
condensed into the following list of findings: 
F1) The images should have little clutter, with well defined 
homogeneous regions (also described in [4]). 
F2) Left-right symmetrical visual balance [6] is preferred as 
opposed to center symmetry for document balancing. 
F3) Analogous color harmonies [5] are preferred, with large 
homogeneous color patches representing such colors. One main 
color, with one accent color seemed to be preferred. 
F4) Slight color tone differences between regions are singled out. 
F5) High contrasts between color patches in the document and 
analogous color patches in the image are undesirable. i.e., having 
the analogous colors close together is favorable. 
F6) Users will reject images if one of the features, either visual 
balance or color harmony, is below a certain threshold, no matter 
how good the other feature may be. This threshold seems to 
depend on the level of expertise for each user. 
F7) Chosen images have to be above a certain quality threshold. 
3. ALGORITHM DESCRIPTION 
From these findings, a combination of quality assessment, visual 
balance and color harmony seems to be the right approach to 
solve this problem. Each of these features has been used in the 
literature individually, but when combined the results are greatly 
improved (suggested by F6), as will be shown below. 
 
               Figure 1. Top results.             Figure 2. Weighted hull. 
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3.1 Computing the Color Harmony Measure 
Color harmony image indexing has been proposed where certain 
attributes are derived of such harmony, and used in keyword 
search [9] or in query by drawing [2]. In [5] the author presented 
an image indexing technique based on how well the image color 
harmonizes with the document color layout where it must be 
inserted; this is proportional to the color patch size (patchSize), it 
can be used in analogous harmony tuned to be very sensitive to 
color changes (colorDist), and it can be tuned to favor closer 
patches of analogous colors (centroidDist). See [5] for details. 
( ) ( )( )∑ ∑∈ ∈ ++= documenti imagej ijij ji colorDiststcentroidDi
patchSizepatchSize
measurecolor 41*1
*
_
 
3.2 Computing the Visual Balance Measure 
Visual balance is obtained by balancing the visual weight (i.e., 
left-right, F2) for all objects in the document. Objects are 
paragraphs, titles, banners, images, etc. For an image object, each 
of the regions within the image should be considered [4][6], since 
certain regions will have higher visual weight than others [1]. In 
[6] the author showed that the image visual weight map can be 
approximated by an image appeal map that takes into 
consideration sharpness, contrast and chroma; this map is 
thresholded and the resulting region (visualWeight_region) is 
used to measure how well this image balances the rest of the 
objects in the document. The visual balance measure from [6] was 
improved by incorporating the difference in region sizes 
(width_height_dist) as presented in [8] (see [6] for details): 
22 __*51
__
distheightwidthDisthtCentroidvisualWeig
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3.3 Combining Balance and Color Harmony 
The color harmony measure was found to be less relevant than the 
visual balance measure (F1). Also the fact that when one of the 
features is below a threshold, the overall result is considered 
unacceptable (F6), yielded the following measure between image 
i and the query document: 
iii measurecolormeasurebalancemmeasurecombined _*___ =  
This formula does not take care of the extreme cases (close to the 
axes) where one of the measures may be small and the other may 
be very large. Therefore, a hard-coded threshold (optimized from 
the gathered ground truth, see next section), was integrated in the 
algorithm, down-weighting the images whose coordinates would 
lie below the curve (Figure 2) (F6). In future work, a machine 
learning approach will be developed, in order to optimize these 
thresholds, based on a larger set of ground truth. 
4. RESULTS AND CONCLUSION 
A collection spanning 9 days was used (882 images overall), all 
images, good and bad were considered, and no image adjustments 
were performed. Two different documents (Figure 1), were 
printed with each photograph, and were tagged as ground truth by 
the same users as above, into three sets: works, maybe (weighted 
at 50% of works in the retrieval experiments), and doesn’t_work. 
The proposed method was run on the collection set twice (once 
per query). For comparison purposes, the ranking based on color 
harmony only, and the ranking based on document balance only 
were also run individually. Figure 3 shows those three average 
precision-recall curves. The color harmony result on its own is the 
worst of the three. This is due to the fact that the method in [5] 
still allows for certain levels of non-homogeneity to be present 
with a high color harmony score, and as mentioned in our user 
studies (F1) and [4], this is an important factor when assessing the 
relevance of a photograph. The visual balance only result, instead, 
is reasonably good on its own since it favors images with a visual 
quality map concentrated in a particular area, which favors 
homogeneity. By combining the two algorithms: the nice 
homogeneity and symmetry of the visual balance complement the 
color harmony’s lack of such; and the color harmony measure 
retrieves the well balanced images with the right color scheme at 
the top of the list. 
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Figure 3. Average precision-recall graph. Thick line: top 20. 
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