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Abstract
The oscillation and nonoscillation of the advanced differential equations x′(t) −
p(t)x(t + τ) = 0, t  t0 (∗) and x′(t) −
∑n
i=1 pi(t)x(t + τi ) = 0, t  t0 (∗∗) are
investigated, where p(t),pi(t) ∈ C([t0,∞), [0,∞)), τ and τi are positive constants. At
first, a sharp sufficient condition for the oscillation of Eq. (∗) is obtained, then the result is
generalized to Eq. (∗∗). These results improve the corresponding conclusions derived by
Ladas and Stavroulakis (J. Differential Equations 44 (1982) 134–152). Next, two examples
are given to illustrate the advantages of our results. Finally, the sufficient conditions for
these two equations to be nonoscillatory are also obtained.  2002 Elsevier Science (USA).
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1. Introduction
Recently, there has been a lot of activities concerning the oscillatory and
nonoscillatory behaviour of delay differential equations; for example, see [1–4]
and references therein. But, for the oscillatory and nonoscillatory results of ad-
vanced differential equations, compared with those of delay differential equations,
less is known up to now. This paper is devoted to the study of the oscillation and
nonoscillation of the following advanced differential equations:
x ′(t)− p(t)x(t + τ )= 0, t  t0, (1)
and
x ′(t)−
n∑
i=1
pi(t)x(t + τi)= 0, t  t0, (2)
where p(t),pi (t) ∈ C([t0,∞), [0,∞)), τ and τi are positive constants, i = 1,
2, . . . , n.
As it is customary, a solution of Eq. (1) (or Eq. (2)) is said to be oscillatory if
it has arbitrarily large zeros. Otherwise, it is nonoscillatory.
For Eq. (1), Ladas and Stavroulakis [5] proved that all solutions of Eq. (1)
oscillate if
lim
t→∞ inf
t+τ∫
t
p(s) ds >
1
e
. (3)
When p(t) ≡ p ∈ (0,∞), Ladas and Stavroulakis [5] (see also Kusano [6])
pointed out that the condition
pτ >
1
e
(4)
is necessary and sufficient such that
x ′(t)− p(t)x(t + τ ) 0, t  t0, (5)
has no eventually positive solutions,
x ′(t)− p(t)x(t + τ ) 0, t  t0, (6)
has no eventually negative solutions, and (1) has oscillatory solutions only.
For Eq. (2), Ladas and Stavroulakis [5] obtained that, provided
lim
t→∞ inf
t+τi/2∫
t
pi(s) ds > 0, i = 1,2, . . . , n, (7)
then each one of the following conditions
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lim
t→∞ inf
t+τi∫
t
pi(s) ds >
1
e
, for some i = 1,2, . . . , n, (8)
lim
t→∞ inf
t+τ∫
t
n∑
i=1
pi(s) ds >
1
e
, where τ =min{τ1, τ2, . . . , τn}, (9)
[
n∏
i=1
(
n∑
j=1
lim
t→∞ inf
t+τj∫
t
pi(s) ds
)]1/n
>
1
e
, (10)
1
n
n∑
i=1
(
lim
t→∞ inf
t+τi∫
t
pi(s) ds
)
+ 2
n
n∑
i<j, i,j=1
[(
lim
t→∞ inf
t+τj∫
t
pi(s) ds
)(
lim
t→∞ inf
t+τi∫
t
pj (s) ds
)]1/2
>
1
e
(11)
implies that every solution of Eq. (2) oscillates.
When pi(t) ≡ pi ∈ (0,∞), i = 1,2, . . . , n, (8)–(11) are reduced to the fol-
lowing (8′)–(11′), respectively:
piτi >
1
e
, for some i = 1,2, . . . , n, (8′)(
n∑
i=1
pi
)
τ >
1
e
, where τ =min{τ1, τ2, . . . , τn}, (9′)
[
n∏
i=1
pi
]1/n( n∑
j=1
τj
)
>
1
e
, (10′)
1
n
(
n∑
i=1
(piτi)
1/2
)2
>
1
e
. (11′)
For Eqs. (1) and (2), except for the above results of Ladas and Stavroulakis
[5], see also Kulenovic and Grammatikopoulos [7], where very general re-
sults for nonlinear equations with variable coefficients are obtained (especially
Theorems 5, 6, and 8), and Koplatadze and Chanturria [8], which gives some
refinements and extensions to variable coefficients of the Ladas’ results (see
Lemma 2.2.10).
In this paper we first use a different method to obtain a new sharp sufficient
condition for the oscillation of Eq. (1), which improves condition (3). Then the
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result is generalized to Eq. (2), which are better than conditions (8) and (9). Next,
two examples are given to illustrate the advantages of our results. Finally, we give
two sufficient conditions to guarantee that Eqs. (1) and (2) possess eventually
positive solutions, respectively.
2. Oscillation of Eq. (1)
For the sake of convenience of the statement in the sequel, we first define the
sequences {pn(t)} and {qn(t)} of functions as follows:
p1(t)=
t+τ∫
t
p(s) ds,
pn(t)=
t+τ∫
t
p(s)pn−1(s) ds, n 2, t  t0, (12)
and
q1(t)=
t∫
t−τ
p(s) ds, t  t0 + τ,
qn(t)=
t∫
t−τ
p(s)qn−1(s) ds, n 2, t  t0 + nτ, (13)
where p(t) ∈ C([t0,∞), [0,∞)).
The main result in this section is the following.
Theorem 1. Suppose that there exist a t1 > t0 + τ and a positive integer k such
that
pk(t)
1
ek
, qk(t)
1
ek
, t  t1 + kτ, (14)
and
∞∫
t1+kτ
p(t)
[
exp
(
ek−1pk(t)− 1
e
)
− 1
]
dt =∞, (15)
where pk(t) and qk(t) are defined by (12) and (13), respectively. Then every
solution of Eq. (1) oscillates.
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Proof. Use contradiction way. Assume that Eq. (1) has a nonoscillatory solution,
which is, without loss of generality, an eventually positive solution x(t). Then
there exists a t2  t1 such that
x(t + τ ) x(t), x ′(t) 0, t  t2. (16)
Put
ω(t)= x(t + τ )
x(t)
, t  t2. (17)
Then
ω(t) 1, t  t2. (18)
Dividing both sides of Eq. (1) by x(t) for t  t2 leads to
x ′(t)
x(t)
− p(t)ω(t) = 0, t  t2. (19)
Integrating both sides of (19) from t to t + τ yields
ω(t)= exp
( t+τ∫
t
p(s)ω(s) ds
)
, t  t2. (20)
One can easily verify that ex  ex for all x  0. From this and (20) it follows
that
ω(t) e
t+τ∫
t
p(s)ω(s) ds, t  t2. (21)
Now set
ω1(t)=
t+τ∫
t
p(s)ω(s) ds,
ω2(t)=
t+τ∫
t
p(s)ω1(s) ds,
...
ωk(t)=
t+τ∫
t
p(s)ωk−1(s) ds, t  t2, (22)
and
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ν(t)= ω(t)− 1,
ν1(t)=
t+τ∫
t
p(s)ν(s) ds,
ν2(t)=
t+τ∫
t
p(s)ν1(s) ds,
...
νk(t)=
t+τ∫
t
p(s)νk−1(s) ds, t  t2. (23)
By (18) and the first equality of (23) we have
ν(t) 0, t  t2. (24)
According to (12) and (21)–(24), we can inductively conclude that
νi(t) 0, ωi(t)= νi(t)+ pi(t), i = 1,2, . . . , k, t  t2. (25)
In terms of (20)–(22), we can obtain
ω(t) ek−1ωk−1(t), t  t2, (26)
and
ω(t) exp
(
ek−1
t+τ∫
t
p(s)ωk−1(s) ds
)
, t  t2. (27)
It is clear that in view of (25), (27) can be rewritten as
ω(t) exp
(
ek−1
t+τ∫
t
p(s)
[
νk−1(s)+ pk−1(s)
]
ds
)
= exp
(
ek−1
t+τ∫
t
p(s)νk−1(s) ds + 1
e
)
exp
(
ek−1pk(t)− 1
e
)
, t  t2,
and so
ω(t)
(
ek
t+τ∫
t
p(s)νk−1(s) ds + 1
)
exp
(
ek−1pk(t)− 1
e
)
= (ekνk(t)+ 1) exp
(
ek−1pk(t)− 1
e
)
, t  t2. (28)
This together with (14) and (25) yields
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p(t)
[
ω(t)− (ekνk(t)+ 1)]
 p(t)
(
ekνk(t)+ 1
)[
exp
(
ek−1pk(t)− 1
e
)
− 1
]
 p(t)
[
exp
(
ek−1pk(t)− 1
e
)
− 1
]
, t  t2.
That is,
p(t)
[
ν(t)− ekνk(t)
]
 p(t)
[
exp
(
ek−1pk(t)− 1
e
)
− 1
]
, t  t2. (29)
Integrating both sides of (29) from t2 to T > t2 + kτ we derive
T∫
t2
p(t)
[
ν(t)− ekνk(t)
]
dt 
T∫
t2
p(t)
[
exp
(
ek−1pk(t)− 1
e
)
− 1
]
dt. (30)
It follows from (30) and (15) that
lim
T→∞
T∫
t2
p(t)
[
ν(t)− ekνk(t)
]
dt =∞. (31)
Whereas
T∫
t2
p(t)
[
ekνk(t)
]
dt = ek
T∫
t2
p(t)
( t+τ∫
t
p(s)νk−1(s) ds
)
dt
 ek
T∫
t2+τ
( s∫
s−τ
p(t)p(s)νk−1(s) dt
)
ds
= ek
T∫
t2+τ
p(t)q1(t)νk−1(t) dt
 ek
T∫
t2+2τ
( s∫
s−τ
p(t)q1(t)p(s)νk−2(s) dt
)
ds
= ek
T∫
t2+2τ
p(t)q2(t)νk−2(t) dt.
Repeating this procedure, one can see that
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ek
T∫
t2
p(t)νk(t) dt  ek
T∫
t2+(k−1)τ
p(t)qk−1(t)ν1(t) dt
= ek
T∫
t2+(k−1)τ
p(t)qk−1(t)
( t+τ∫
t
p(s)ν(s) ds
)
dt
 ek
T∫
t2+kτ
( s∫
s−τ
p(t)qk−1(t)p(s)ν(s) dt
)
ds
= ek
T∫
t2+kτ
p(t)qk(t)ν(t) dt 
T∫
t2+kτ
p(t)ν(t) dt.
Hence
T∫
t2
p(t)
[
ν(t)− ekνk(t)
]
dt 
T∫
t2
p(t)ν(t) dt −
T∫
t2+kτ
p(t)ν(t) dt
=
t2+kτ∫
t2
p(t)ν(t) dt <∞.
This contradicts (31) and completes the proof of the theorem. ✷
Remark 1. If p(t)≡ p ∈ (0,∞), then (14) reduces to pτ  1/e, which together
with (15) indicates pτ > 1/e. According to [5], this is a necessary and sufficient
condition for Eq. (1) to have only oscillatory solutions. Therefore, our result is a
sharp condition.
Corollary 1. If there exists a positive integer k such that
lim
t→∞ infpk(t) >
1
ek
, lim
t→∞ infqk(t) >
1
ek
, (32)
where pk(t) and qk(t) are defined by (12) and (13), respectively, then every
solution of Eq. (1) oscillates.
Proof. Condition (32) implies that (14) and (15) hold. Then, by Theorem 1, the
conclusion is true and the proof is over. ✷
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Corollary 2. Suppose that there exist a t1 > t0 + τ and a positive integer k such
that (14) holds and
∞∫
t1+kτ
p(s)
(
ek−1pk(t)− 1
e
)
dt =∞, (15′)
where pk(t) is defined by (12). Then every solution of Eq. (1) oscillates.
Proof. It is easy to see that ex − 1  x for all x  0 and so (15′) implies (15).
Accordingly, Theorem 1 indicates that the proposition is true. ✷
3. Generalization
In this section we will generalize our results obtained above to Eq. (2) with
several advanced arguments.
Before state our main results of this section, we first do some preparations.
Similar to Section 2, we define the sequences {p(m)i (t)} and {q(m)i (t)} of functions
for some i ∈ {1,2, . . . , n} as follows:
p
(1)
i (t)=
t+τi∫
t
pi(s) ds, t  t0,
p
(2)
i (t)=
t+τi∫
t
pi(s)p
(1)
i (s) ds, t  t0,
...
p
(m)
i (t)=
t+τi∫
t
pi(s)p
(m−1)
i (s) ds, m 2, t  t0, (33)
and
q
(1)
i (t)=
t∫
t−τi
pi(s) ds, t  t0 + τi,
q
(2)
i (t)=
t∫
t−τi
pi(s)q
(1)
i (s) ds, t  t0 + 2τi,
...
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q
(m)
i (t)=
t∫
t−τi
pi(s)q
(m−1)
i (s) ds, m 2, t  t0 +mτi, (34)
where pi(t) ∈ C([t0,∞), [0,∞)), i = 1,2, . . . , n.
The first main result in this section is as follows.
Theorem 2. Suppose that for some i ∈ {1,2, . . . , n} there exist a t1 > t0 + τi and
a positive integer m such that
p
(m)
i (t)
1
em
, q
(m)
i (t)
1
em
, t  t1 +mτi, (35)
and
∞∫
t1+mτi
pi(t)
[
exp
(
em−1p(m)i (t)−
1
e
)
− 1
]
dt =∞, (36)
where p(m)i (t) and q
(m)
i (t) are defined by (33) and (34), respectively. Then every
solution of Eq. (2) oscillates.
Proof. Assume, for the sake of contradiction, that Eq. (2) has an eventually
positive solution x(t). Then there exists a t2  t1 such that for k = 1,2, . . . , n,
x(t + τk) x(t), x ′(t) 0, t  t2. (37)
Put
ωk(t)= x(t + τk)
x(t)
, t  t2. (38)
Then
ωk(t) 1, t  t2. (39)
Dividing both sides of Eq. (2) by x(t) for t  t2, we have
x ′(t)
x(t)
−
n∑
k=1
pk(t)ωk(t)= 0, t  t2. (40)
Integrating both sides of (40) from t to t + τi produces
ωi(t)= exp
(
n∑
k=1
t+τi∫
t
pk(s)ωk(s) ds
)
, t  t2. (41)
Hence
ωi(t) exp
( t+τi∫
t
pi(s)ωi(s) ds
)
 e
t+τi∫
t
pi(s)ωi(s) ds, t  t2. (42)
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Now put
ω
(1)
i (t)=
t+τi∫
t
pi(s)ωi(s) ds,
ω
(2)
i (t)=
t+τi∫
t
pi(s)ω
(1)
i (s) ds,
...
ω
(m)
i (t)=
t+τi∫
t
pi(s)ω
(m−1)
i (s) ds, t  t2, (43)
and
νi(t)= ωi(t)− 1,
ν
(1)
i (t)=
t+τi∫
t
pi(s)νi(s) ds,
ν
(2)
i (t)=
t+τi∫
t
pi(s)ν
(1)
i (s) ds,
...
ν
(m)
i (t)=
t+τi∫
t
pi(s)ν
(m−1)
i (s) ds, t  t2. (44)
In terms of (41)–(43), it is easy to obtain
ωi(t) em−1ω(m−1)i (t), t  t2, (45)
and
ωi(t) exp
(
em−1
t+τi∫
t
pi(s)ω
(m−1)
i (s) ds
)
, t  t2. (46)
From the definitions of p(k)i (t), ω
(k)
i (t), ν
(k)
i (t) and (39), we know
νi(t) 0, ν(k)i (t) 0, ω
(k)
i (t)= ν(k)i (t)+ p(k)i (t),
k = 1,2, . . . ,m, t  t2. (47)
It is clear, in terms of (33), (46), and (47), that
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ωi(t) exp
(
em−1
t+τi∫
t
pi(s)
[
p
(m−1)
i (s)+ ν(m−1)i (s)
]
ds
)
= exp
(
em−1
t+τi∫
t
pi(s)ν
(m−1)
i (s) ds +
1
e
)
exp
(
em−1p(m)i (t)−
1
e
)
,
t  t2,
and thus
ωi(t)
(
em
t+τi∫
t
pi(s)ν
(m−1)
i (s) ds + 1
)
exp
(
em−1p(m)i (t)−
1
e
)
= (emν(m)i (t)+ 1) exp
(
em−1p(m)i (t)−
1
e
)
, t  t2. (48)
This together with (35) and (47) yields
pi(t)
[
ωi(t)−
(
emν
(m)
i (t)+ 1
)]
 pi(t)
(
emν
(m)
i (t)+ 1
)[
exp
(
em−1p(m)i (t)−
1
e
)
− 1
]
 pi(t)
[
exp
(
em−1p(m)i (t)−
1
e
)
− 1
]
, t  t2.
That is,
pi(t)
[
νi(t)− emν(m)i (t)
]
 pi(t)
[
exp
(
em−1p(m)i (t)−
1
e
)
− 1
]
, t  t2. (49)
Integrating both sides of (49) from t2 to T > t2 +mτi we derive
T∫
t2
pi(t)
[
νi(t)− emν(m)i (t)
]
dt

T∫
t2
pi(t)
[
exp
(
em−1p(m)i (t)−
1
e
)
− 1
]
dt. (50)
It follows from (36) and (50) that
lim
T→∞
T∫
t2
pi(t)
[
νi(t)− emν(m)i (t)
]
dt =∞. (51)
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By interchanging the order of integration and using the same method as that in
the proof of Theorem 1, one can see that
T∫
t2
empi(t)ν
(m)
i (t) dt 
T∫
t2+mτi
pi(t)νi(t) dt.
Hence
T∫
t2
pi(t)
[
νi(t)− emν(m)i (t)
]
dt 
T∫
t2
pi(t)νi(t) dt −
T∫
t2+mτi
pi(t)νi(t) dt
=
t2+mτi∫
t2
pi(t)νi(t) dt <∞,
which contradicts (51) and so the proof of the theorem is complete. ✷
Corollary 3. If for some i ∈ {1,2, . . . , n} there exists a positive integer m such
that
lim
t→∞ infp
(m)
i (t) >
1
em
, lim
t→∞ infq
(m)
i (t) >
1
em
, (35′)
where p(m)i (t) and q
(m)
i (t) are defined by (33) and (34), respectively, then every
solution of Eq. (1) is oscillatory.
Proof. Condition (35′) holding implies that so do conditions (35) and (36). Thus,
by Theorem 2, the conclusion is true and the proof is finished. ✷
Corollary 4. If for some i ∈ {1,2, . . . , n} there exist a t1 > t0 + τi and a positive
integer k such that (35) holds and
∞∫
t1+kτi
pi(t)
(
ek−1p(k)i (t)−
1
e
)
dt =∞, (52)
where p(k)i (t) is defined by (33), then every solution of Eq. (1) oscillates.
Proof. According to ex − 1  x for all x  0 we know that (52) being true
implies (36) to be valid. Therefore, Theorem 2 shows that the claim is true. ✷
In order to state the second main result of this section conveniently, now let us
again define
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τ =min{τ1, τ2, . . . , τn},
p(1)(t)=
t+τ∫
t
n∑
i=1
pi(s) ds, t  t0,
p(2)(t)=
t+τ∫
t
n∑
i=1
pi(s)p
(1)(s) ds, t  t0,
...
p(m)(t)=
t+τ∫
t
n∑
i=1
pi(s)p
(m−1)(s) ds, m 2, t  t0, (53)
and
q(1)(t)=
t∫
t−τ
n∑
i=1
pi(s) ds, t  t0 + τ,
q(2)(t)=
t∫
t−τ
n∑
i=1
pi(s)q
(1)(s) ds, t  t0 + 2τ,
...
q(m)(t)=
t∫
t−τ
n∑
i=1
pi(s)q
(m−1)(s) ds, m 2, t  t0 +mτ, (54)
where pi(t) ∈ C([t0,∞), [0,∞)), i = 1,2, . . . , n.
The following is the second main result in this section.
Theorem 3. Assume that there exist a t1 > t0 + τ and a positive integer k such
that
p(k)(t) 1
ek
, q(k)(t) 1
ek
, t  t1 + kτ, (55)
and
∞∫
t1+kτ
n∑
i=1
pi(t)
[
exp
(
ek−1p(k)(t)− 1
e
)
− 1
]
dt =∞, (56)
where p(k)(t) and q(k)(t) are defined by (53) and (54), respectively. Then every
solution of Eq. (2) oscillates.
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Proof. Suppose the contrary. Then we can assume that Eq. (2) has an eventually
positive solution x(t). So, there exists a t2  t1 such that
x ′(t) 0, x(t + τi) x(t + τ ) x(t), i = 1,2, . . . , n, t  t2. (57)
Set
ω(t)= x(t + τ )
x(t)
, t  t2. (58)
Then ω(t)  1 for t  t2. Dividing both sides of Eq. (2) by x(t) for t  t2, we
obtain
x ′(t)
x(t)
−
n∑
i=1
pi(t)
x(t + τi)
x(t)
= 0, t  t2. (59)
It is clear, by integrating both sides of (59) from t to t + τ , that
ω(t)= exp
( t+τ∫
t
n∑
i=1
pi(s)
x(s + τi)
x(s)
ds
)
 exp
( t+τ∫
t
n∑
i=1
pi(s)ω(s) ds
)
, t  t2, (60)
and so
ω(t) e
t+τ∫
t
n∑
i=1
pi(s)ω(s) ds, t  t2. (61)
Now set
ω1(t)=
t+τ∫
t
n∑
i=1
pi(s)ω(s) ds,
ω2(t)=
t+τ∫
t
n∑
i=1
pi(s)ω1(s) ds,
...
ωk(t)=
t+τ∫
t
n∑
i=1
pi(s)ωk−1(s) ds, t  t2, (62)
and
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ν(t)= ω(t)− 1,
ν1(t)=
t+τ∫
t
p(s)ν(s) ds,
ν2(t)=
t+τ∫
t
n∑
i=1
pi(s)ν1(s) ds,
...
νk(t)=
t+τ∫
t
n∑
i=1
pi(s)νk−1(s) ds, t  t2. (63)
By (53), (54), (62), and (63), we can inductively derive that
ν(t) 0, νi(t) 0, ωi(t)= νi(t)+p(i)(t),
i = 1,2, . . . , k, t  t2. (64)
In view of (60)–(62), we can obtain
ω(t) ek−1ωk−1(t), t  t2, (65)
and
ω(t) exp
(
ek−1
t+τ∫
t
n∑
i=1
pi(s)ωk−1(s) ds
)
, t  t2. (66)
Similar to the process of the proof of Theorem 1, it follows that
ω(t)
(
ekνk(t)+ 1
)
exp
(
ek−1p(k)(t)− 1
e
)
,
n∑
i=1
pi(t)
[
ω(t)− (ekνk(t)+ 1)]

n∑
i=1
pi(t)
(
ekνk(t)+ 1
)[
exp
(
ek−1p(k)(t)− 1
e
)
− 1
]

n∑
i=1
pi(t)
[
exp
(
ek−1p(k)(t)− 1
e
)
− 1
]
, t  t2. (67)
That is,
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n∑
i=1
pi(t)
[
ν(t)− ekνk(t)
]

n∑
i=1
pi(t)
[
exp
(
ek−1p(k)(t)− 1
e
)
− 1
]
, t  t2. (68)
Integrating both sides of (68) from t2 to T > t2 + kτ we derive
T∫
t2
n∑
i=1
pi(t)
[
ν(t)− ekνk(t)
]
dt

T∫
t2
n∑
i=1
pi(t)
[
exp
(
ek−1p(k)(t)− 1
e
)
− 1
]
dt. (69)
From this and (56) it is easy to see that
lim
T→∞
T∫
t2
n∑
i=1
pi(t)
[
ν(t)− ekνk(t)
]
dt =∞. (70)
By integrating ek
∑n
i=1 pi(t)νk(t) from t = t2 to t = T > t2 + kτ and using the
technique similar to the proof of Theorem 1, we see that
T∫
t2
ek
n∑
i=1
pi(t)νk(t) dt 
T∫
t2+kτ
n∑
i=1
pi(t)ν(t) dt.
Hence
T∫
t2
n∑
i=1
pi(t)
[
ν(t)− ekνk(t)
]
dt

T∫
t2
n∑
i=1
pi(t)ν(t) dt −
T∫
t2+kτ
n∑
i=1
pi(t)ν(t) dt
=
t2+kτ∫
t2
n∑
i=1
pi(t)ν(t) dt <∞.
A contradiction to (70), which completes the proof of the theorem. ✷
Corollary 5. If (56) holds and there exists a positive integer k such that
lim
t→∞ infp
(k)(t) >
1
ek
, lim
t→∞ infq
(k)(t) >
1
ek
, (55′)
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where p(k)(t) and q(k)(t) are defined by (53) and (54), respectively, then every
solution of Eq. (2) is oscillatory.
Proof. Condition (55′) holding indicates that so does (55). So, by Theorem 3, the
conclusion is true and the proof is over. ✷
Corollary 6. Assume that there exist a t1 > t0 + τ and a positive integer k such
that (55) holds and
∞∫
t1+kτ
n∑
i=1
pi(t)
[
ek−1p(k)(t)− 1
e
]
dt =∞, (56′)
where p(k)(t) is defined by (53). Then every solution of Eq. (2) oscillates.
Proof. We have known that ex − 1  x for all x  0 and so (56′) holding
implies (56) to be true. Accordingly, in view of Theorem 3, the proposition is
valid. ✷
Remark 2. In the above study for the oscillations of Eqs. (1) and (2), we only
deal with the case where p(t) and pi(t), i = 1,2, . . . , n, have constant signs, i.e.,
p(t)  0, pi(t) 0. When the signs of values of p(t) and pi(t) are changeable,
what about the oscillations of Eqs. (1) and (2)? We have no results up to now.
Kulenovic and Grammatikopoulos [7], under this condition, only considered the
character of the nonoscillatory solutions of Eqs. (1) and (2). Therefore, this
problem is worthwhile to be investigated further.
4. Examples
In this section we give two examples to show the advantages of our results.
Example 1. Consider the following advanced differential equation:
x ′(t)− 1
2e
(1+ sin t)x(t + π)= 0, t  0. (71)
Compared with Eq. (1), one has p(t)= (1/2e)(1+ sin t), τ = π. Clearly,
lim
t→∞ inf
t+τ∫
t
1
2e
(1+ sin t) dt = 1
2e
(π − 2) < 1
e
,
which implies that condition (3) does not hold. But
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p1(t)=
t+τ∫
t
1
2e
(1+ sin s) ds = 1
2e
(π + 2 cos t),
p2(t)=
t+τ∫
t
p(s)p1(s) ds =
t+τ∫
t
1+ sin s
4e2
(π + 2 cos s) ds
= π
2 + 2π cos t − 4 sin t
4e2
,
p3(t)=
t+τ∫
t
p(s)p2(s) ds
=
t+τ∫
t
1+ sin s
8e3
(1+ sin s)(π2 + 2 cos s − 4 sin s) ds
= 1
8e3
(
π3 − 2π + (2π2 − 8) cos t − 4π sin t),
p4(t)=
t+τ∫
t
p(s)p3(s) ds
=
t+τ∫
t
1+ sin s
16e4
(
π3 − 2π + (2π2 − 8) cos s − 4π sin s)ds
= 1
16e4
[
π4 − 4π2 − 2π + 2(π3 − 6π) cos t − 4(π2 − 4) sin t],
lim
t→∞ infp4(t)=
1
16e4
[
π4 − 4π2 − 2
√
(π3 − 6π)2 + 4(π2 − 4)2 ]> 22
16e4
,
and
q1(t)=
t∫
t−τ
1
2e
(1+ sin s) ds = 1
2e
(π − 2 cos t),
q2(t)=
t∫
t−τ
p(s)q1(s) ds =
t∫
t−τ
1+ sin s
4e2
(π − 2 cos s) ds
= 1
4e2
(π2 − 2π cos t − 4 sin t),
q3(t)=
t∫
t−τ
p(s)q2(s) ds =
t∫
t−τ
1+ sin s
8e3
(π2 − 2 cos s − 4 sin s) ds
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= 1
8e3
[
π3 − 2π + (2π2 − 8) cos t − 4π sin t],
q4(t)=
t∫
t−τ
p(s)q3(s) ds
=
t∫
t−τ
1+ sin s
16e4
(
π3 − 2π − (2π2 − 8) cos s − 4π sin s)ds
= 1
16e4
[
π4 − 4π2 − 2π + 2(π3 − 6π) cos t − 4(π2 − 4) sin t],
lim
t→∞ infq4(t)=
1
16e4
[
π4 − 4π2 − 2
√
(π3 − 6π)2 + 4(π2 − 4)2 ]> 22
16e4
.
Hence, by Corollary 1, every solution of Eq. (71) oscillates.
Example 2. Consider the advanced differential equation of the form
x ′(t)− 1
2e
(1+ cos t)x(t + π)− 1
2e
(1+ sin t)x
(
t + π
2
)
= 0,
t  0. (72)
Rewriting it in the form of Eq. (2), one can see that
p1(t)= 12e (1+ cos t), p2(t)=
1
2e
(1+ sin t),
τ1 = π, τ2 = π/2, and τ =min{τ1, τ2} = π/2.
And then one has
(A) lim
t→∞ inf
t+τ1∫
t
p1(t) dt = lim
t→∞ inf
t+π∫
t
1
2e
(1+ cos t) dt
= 1
2e
(π − 2) < 1
e
,
(B) lim
t→∞ inf
t+τ2∫
t
p2(t) dt = lim
t→∞ inf
t+π/2∫
t
1
2e
(1+ sin t) dt
= π/2−
√
2
2e
<
1
e
,
(C) lim
t→∞ inf
t+τ∫
t
2∑
i=1
pi(t) dt = lim
t→∞ inf
t+π/2∫
t
2+ sin t + cos t
2e
dt
= π − 2
2e
<
1
e
,
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(D) lim
t→∞ inf
t+τ2∫
t
p1(t) dt = lim
t→∞ inf
t+π/2∫
t
1+ cos t
2e
dt
= π/2−
√
2
2e
<
1
e
,
(E) lim
t→∞ inf
t+τ1∫
t
p2(t) dt = lim
t→∞ inf
t+π∫
t
1+ sin t
2e
dt
= π − 2
2e
<
1
e
,
(F) lim
t→∞ inf
t+τ2/2∫
t
p2(t) dt = lim
t→∞ inf
t+π/4∫
t
1+ sin t
2e
dt
= 1
2e
(
π
4
−
√
2−√2
)
> 0.
Now (D) and (F) manifest that (7) is satisfied. Whereas (A) and (B) explain
that inequality (8) does not hold and (C) indicates that inequality (9) is not valid.
Moreover, the inequalities[(
π − 2
2e
+ π/2−
√
2
2e
)(
π − 2
2e
+ π/2−
√
2
2e
)]1/2
= 3π/2− (2+
√
2)
2e
<
1
e
and
1
2
[
π − 2
2e
+ π/2−
√
2
2e
]
+ 2
2
√
π/2−√2
2e
π − 2
2e
= 1
4e
(√
π
2
−√2+√π − 2
)2
<
1
e
show that the inequalities (10) and (11) are not true. Thus, the conclusions in
Ladas and Stavroulakis [5] are not suitable for Eq. (72). While
p
(1)
1 (t)=
t+τ1∫
t
p1(s) ds =
t+π∫
t
1
2e
(1+ cos s) ds = 1
2e
(π − 2 sin t),
p
(2)
1 (t)=
t+τ1∫
t
p1(s)p
(1)
1 (s) ds =
t+π∫
t
1+ cos s
4e2
(π − 2 sin s) ds
= π
2 − 2π sin t − 4 cos t
4e2
,
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p
(3)
1 (t)=
t+τ1∫
t
p1(s)p
(2)
1 (s) ds
=
t+π∫
t
1+ cos s
8e3
(π2 − 2π sin s − 4 cos s) ds
= 1
8e3
(
π3 − 2π − (2π2 − 8) sin t − 4π cos t),
p
(4)
1 (t)=
t+τ1∫
t
p1(s)p
(3)
1 (s) ds
=
t+π∫
t
1+ cos s
16e4
(
π3 − 2π − (2π2 − 8) sin s − 4π cos s) ds
= 1
16e4
[
π4 − 4π2 − 2(π3 − 6π) sin t − 4(π2 − 4) cos t],
lim
t→∞ infp
(4)
1 (t)=
1
16e4
[
π4 − 4π2 − 2
√
(π3 − 6π)2 + 4(π2 − 4)2 ]
>
22
16e4
,
and
q
(1)
1 (t)=
t∫
t−τ1
p1(s) ds =
t∫
t−π
1
2e
(1+ cos s) ds = 1
2e
(π + 2 sin t),
q
(2)
1 (t)=
t∫
t−τ1
p1(s)q
(1)
1 (s) ds =
t∫
t−π
1+ cos s
4e2
(π + 2 sin s) ds
= π
2 + 2π sin t − 4 cos t
4e2
,
q
(3)
1 (t)=
t∫
t−τ1
p1(s)q
(2)
1 (s) ds
=
t∫
t−π
1+ cos s
8e3
(π2 + 2π sin s − 4 cos s) ds
= 1
8e3
[
π3 − 2π + (2π2 − 8) sin t − 4π cos t],
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q
(4)
1 (t)=
t∫
t−τ1
p1(s)q
(3)
1 (s) ds
=
t∫
t−π
1+ cos s
16e4
(
π3 − 2π + (2π2 − 8) sin s − 4π cos s) ds
= 1
16e4
[
π4 − 4π2 + 2(π3 − 6π) sin t − 4(π2 − 4) cos t],
lim
t→∞ infq
(4)
1 (t)=
1
16e4
[
π4 − 4π2 − 2
√
(π3 − 6π)2 + 4(π2 − 4)2 ]
>
22
16e4
.
It follows from Corollary 3 that every solution of Eq. (72) is oscillatory.
Remark 3. Ladas and Stavroulakis [5] assume that
p(t),pi (t) ∈ C
([t0,∞), (0,∞)), i = 1,2, . . . , n,
not
p(t),pi (t) ∈ C
([t0,∞), [0,∞)), i = 1,2, . . . , n.
In this case, the previous theorems and corollaries obtained in our paper
certainly still hold. As for the two examples above, we only need replace p(t),
p1(t), and p2(t) in Examples 1 and 2 by
p(t)= 1
2e
(1+ ε+ sin t), p1(t)= 12e (1+ ε+ cos t),
p2(t)= 12e (1+ ε+ sin t),
respectively, where ε is a sufficiently small positive number, such as ε ∈
(0,10−10), then the results of the computation in the above two examples are still
valid. Hence, our results improve and extend the corresponding ones in Ladas and
Stavroulakis [5].
5. Nonoscillation of Eqs. (1) and (2)
In this section, we will first investigate the nonoscillation of Eq. (1), then
generalize the result to Eq. (2).
Since Eq. (1) is a linear differential equation, if it has eventually positive so-
lutions, then it also has eventually negative solutions, that is, it has nonoscilla-
tory solutions. Thus, in order to study the nonoscillation of Eq. (1), it suffices
to consider the existence of eventually positive solutions of Eq. (1). We have the
following results.
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Theorem 4. Assume that
∫∞
t0
p(t) dt <∞. If for some T  t1  t0 + 2τ there
exists a positive number λ∗ such that
sup
tT
{
1
λ∗
[
exp
(
λ∗
t+τ∫
t1+τ
p(s − 2τ ) ds
)
− exp
(
−λ∗
t+2τ∫
t+τ
p(s − 2τ ) ds
)]}
 1, (73)
then Eq. (1) has a continuous positive solution x(t) with the property
x(t) exp
(
−λ∗
t+τ∫
t1
p(s − 2τ ) ds
)
.
Before verifying the theorem, we need the following lemma.
Lemma 1. Assume that p(t) ∈ C([t0,∞), [0,∞)). If for some t∗  t0 + τ the
integral inequality
t+τ∫
t∗
p(s − τ )y(s) ds  y(t), t  t∗, (74)
has a decreasing continuous positive solution Y (t) : [t∗,∞)→ (0,∞) satisfying
lim supt→∞ Y (t) <∞, then the integral equation
t+τ∫
t∗
p(s − τ )x(s) ds = x(t), t  t∗, (75)
eventually has a continuous positive solution x(t) satisfying 0 < x(t) Y (t).
Proof. Choose T ∗ > t∗ sufficiently large such that Y (t) > Y (T ∗) for t ∈ [t∗, T ∗).
Define a function set by
Ω = {ω(t) ∈ C([t∗,∞), [0,∞)): 0 ω(t) Y (t), t  t∗}
and an operator on Ω as follows:
(Sω)(t)=
{∫ t+τ
t∗ p(s − τ )ω(s) ds, t  T ∗,
(Sω)(T ∗)+ Y (t)− Y (T ∗), t∗  t < T ∗.
From (74) it is easy to see that SΩ ⊂Ω . Clearly, S is a monotonic nondecreasing
operator. That is, for any given ω1,ω2 ∈ Ω , ω1 < ω2 implies Sω1  Sω2. Now
define a function sequence {xn(t)} on Ω as follows:
x0 = Y, xn = Sxn−1, n= 1,2, . . . .
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Then
0 xn(t) xn−1(t) · · · x0(t) Y (t), t  t∗.
So, the limit limn→∞ xn(t) exists. Denote limn→∞ xn(t) = x(t). Then it is
obvious that 0  x(t)  Y (t) for t  t∗. According to Lebesgue’ Dominated
Convergence Theorem, x(t) satisfies Eq. (75) for t  T ∗. Since x(t) > 0 for
t ∈ [t∗, T ∗), we have x(t) > 0 for any t  t∗. Also, from x(t)= (Sx)(t) it follows
that x(t) is continuous. So, x(t) is an eventually continuous positive solution of
Eq. (75). The proof is over. ✷
Proof of Theorem 4. Put
z(t)= exp
(
−λ∗
t+τ∫
t1
p(s − 2τ ) ds
)
. (76)
Then, for t  t1 − τ, z(t) is continuous and positive and lim supt→∞ z(t) <∞.
From (73) we know that for t  T ,
1
λ∗
[
exp
(
λ∗
t+τ∫
t1+τ
p(s − 2τ ) ds
)
− exp
(
−λ∗
t+2τ∫
t+τ
p(s − 2τ ) ds
)]
 1. (77)
Since
t+τ∫
t1
p(s − τ ) exp
(
λ∗
t+τ∫
s+τ
p(u− 2τ ) du
)
ds
= exp
(
λ∗
t+τ∫
t1
p(u− 2τ ) du
)
×
t+τ∫
t1
p(s − τ ) exp
(
−λ∗
s+τ∫
t1
p(u− 2τ ) du
)
ds
=− 1
λ∗
exp
(
λ∗
t+τ∫
t1
p(u− 2τ ) du
)
exp
(
−λ∗
s+τ∫
t1
p(u− 2τ ) du
)∣∣∣∣∣
t+τ
t1
= 1
λ∗
exp
(
λ∗
t+τ∫
t1
p(u− 2τ ) du
)
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×
[
exp
(
−λ∗
t1+τ∫
t1
p(u− 2τ ) du
)
− exp
(
−λ∗
t+2τ∫
t1
p(u− 2τ ) du
)]
= 1
λ∗
[
exp
(
λ∗
t+τ∫
t1+τ
p(s − 2τ ) ds
)
− exp
(
−λ∗
t+2τ∫
t+τ
p(s − 2τ ) ds
)]
,
(77) is equivalent to
t+τ∫
t1
p(s − τ ) exp
(
λ∗
t+τ∫
s+τ
p(u− 2τ ) du
)
ds  1. (78)
Substituting (76) into (78) produces
t+τ∫
t1
p(s − τ )z(s) ds  z(t), t  T . (79)
According to Lemma 1, the integral equation
t+τ∫
t∗
p(s − τ )x(s) ds = x(t), t  T , (80)
has a continuous positive solution x(t) : [T ,∞)→ (0,∞) satisfying 0 < x(t) 
z(t). It is easy to show that x(t), eventually, is also a solution of Eq. (1). Therefore,
the proof is finished. ✷
Next, we generalize Lemma 1 to the following form. Put τ =min{τ1, τ2, . . . ,
τn}.
Lemma 2. Suppose that p(t) ∈ C([t0,∞), [0,∞)). If for some t∗  t0 + τ the
integral inequality
t+τ∫
t∗
n∑
i=1
pi(s − τ )y(s + τi − τ ) ds  y(t), t  t∗,
has a decreasing continuous positive solution Y (t) : [t∗,∞)→ (0,∞) satisfying
lim supt→∞ Y (t) <∞, then the integral equation
t+τ∫
t∗
n∑
i=1
pi(s − τ )x(s + τi − τ ) ds = x(t), t  t∗,
eventually has a continuous positive solution x(t) satisfying 0 < x(t) Y (t).
488 X. Li, D. Zhu / J. Math. Anal. Appl. 269 (2002) 462–488
Correspondingly, the result in Theorem 4 can be extended to Eq. (2). That is,
Theorem 5. Assume that
∫∞
t0
∑n
i=1 pi(t) dt <∞. If for some T  t1  t0 + 2τ
there exists a positive number λ∗ such that
sup
tT
{
1
λ∗
[
exp
(
λ∗
t+τ∫
t1+τ
n∑
i=1
pi(s − 2τ ) ds
)
− exp
(
−λ∗
t+2τ∫
t+τ
n∑
i=1
pi(s − 2τ ) ds
)]}
 1,
then Eq. (2) has a continuous positive solution which has the property
x(t) exp
(
−λ∗
t+τ∫
t1
n∑
i=1
pi(s − 2τ ) ds
)
.
The proofs of Lemma 2 and Theorem 5 are completely similar to those of
Lemma 1 and Theorem 4, respectively. So, we omit them here.
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