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Abstract
A phase­field model in two dimensions with both surface energy and kinetic anisotropies is used to 
simulate dendritic solidification of a pure material from its undercooled melt. Two finite differences 
methods have been implemented and their stability regions have been compared. Different regimes of 
dendritic growth have been obtained from simulations, showing a good qualitative agreement with 
experimental observations. The dependence of  the  velocity and direction of growth  on the system 
undercooling has been numerically obtained for a specific case.
1. Introduction
Pattern   formation   is   a   universal   process   in   nature   and 
technology that have traditionally atracted the attention of 
scientists   from  many   different   fields.  River   networks, 
snowflakes,  neuron   branching,   bacteria   colonies   or   the 
structure of a tree are a few examples of the wide variety 
of   spontaneous   pattern   formation   present   in   nature.   In 
spite   of   their   obvious   differences,   those   systems   share 
common features.
In   this   work   we   focus   on   thermal   solidification 
phenomena,  more specifically on  the growth of  a  solid 
from   an   undercooled   liquid.   The   growth   of   a   single 
component crystal into its undercooled melt shows a wide 
variety   of   different   structures.   The   best   known 
morphology is the dendritic one (that is, tree­like shapes), 
which is considered to be a prototype for a whole class of 
phenomena.   After   a   solidification   process   in   which 
dendritic   growth   is   present,   the   surface   of   the   frozen 
materials shows complex patterns of dendrites (Figure 1). 
Figure 1. Silver dendrites after a free solidification 
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The morphological features of those patterns are directly 
related   to  many  material   properties   such   as   toughness, 
elasticity, corrosion resistance and electrical conductivity. 
Therefore,   such   kind   of   phenomena   are   of   great 
importance   in   industry,   since  many   of   the  man­made 
products around us are made of metals or alloys frozen 
from their liquid state. 
In   this   paper   we   present  two­dimensional   numerical 
simulations  of   dendritic   growth,   from which  we   study 
transitions in velocity and morphological growth regimes.
2. Solidification theory. The sharp interface model.
The interest of physicists in solidification lies also in the 
fact   that   it   is   an   intrinsically   out­of­equilibrium 
phenomenon. 
A   system   where   a   solidification   process   takes   place 
consists of two phases, solid and liquid, separated by an 
interfacial   region,   which   is   usually   very   thin   (some 
Angstroms).   This   situation   can   be   achieved   by 
undercooling a liquid below its melting temperature. The 
control   parameter   of   such   process   is   the   undercooling
T=TM−T ∞ ,   where TM is   the   phase   transition 
temperature and T∞ is the temperature in the liquid. If 
the   undercooling   is   large   enough,   some   solid   nuclei 
appear   and   start   to   grow.  The   liquid  does   not   solidify 
inmediatly   but   remains   in   a   metastable   phase.   The 
temperature in the liquid far from the interface is T∞ , 
whereas in the solid is TM . Thus the main mechanism 
that controls  the growth of   the crystal   is   the release of 
latent heat from the solidification front, which makes the 
temperature the highest in the regions close to this front. 
The   emergence   of   patterns   results   from   the   interplay 
between the stabilizing effect of surface tension and the 
destabilizing   effect   of   the   diffusive   field   (the  Mullins­
Sekerka instability(1)(2)). 
The governing equations for this system are known as the 
sharp interface model(1)(2).  This model relies on the heat 
diffusion equation together with two boundary conditions 
at   the   interface.   The   diffusion   equation   for   the 
temperature T field is given by:
∂T
∂ t =D∇
2
T (2.1)
where t is time and D is the diffusion coefficient (D=k/cp, 
k being the heat conductivity, and cp the specific heat per 
unit volume).
One   boundary   condition   is   obtained   from   the 
conservation   of   the   released   latent   heat   at   the  moving 
interface:
Lvn=Dcp[∇nT S−∇nT L] (2.2)
where  L   is   the   latent   heat   per   unit   volume,   vn  is   the 
normal   velocity   of   the   interface, ∇n is   the   normal 
derivative at the interface, and S and L refer to solid and 
liquid respectively. The left hand side corresponds to the 
rate at  which heat   is  produced at   the  interface per unit 
area, and the right hand side to the local energy flux from 
the interface. 
The   last   equation   describes   the   temperature   at   the 
interface   and   introduces   a   thermodynamic   boundary 
condition.  It   is   the   so­called   Gibbs­Thomson­Herring 
relation:
    T int=TM1− d0−vn  (2.3)
where Tint  is the temperature at the interface,  is the 
angle   between   the   normal   to   the   interface   and   some 
crystallographic axis and  is the local curvature of the 
interface. d0 introduces a surface tension anisotropy:
           d0=
  ' '
L (2.4)
where  is   the   surface   tension   (and   thus 
d0=d0TMcp /L is   the   capillary   length).   The 
anisotropy   of   the   kinetic   term  ( =1 / is   the 
mobility)   accounts   for   the   fact   that   atoms  will   attach 
themselves to the interface at different rates depending on 
the interface orientation. 
The set of equations (2.1), (2.2) and (2.3) defines a full 
time­dependent free­boundary problem that can be recast 
into an integro­differential equation, which has been the 
starting point for a lot of numerical and analytical work(3). 
However, the direct solution of the sharp interface model 
is rather tedious as it  is a moving boundary problem in 
which the phase boundary has to be tracked at every time 
step.   Another   more   motivating   approach   in   which 
boundary conditions at the interface are avoided is the so­
called phase­field model.
3. The phase­field model
The  phase­field model, or diffusive  interface model  is an 
alternative   approach   to   the   study   of   solidification 
problems. In this model an additional variable, the phase­
field  , is introduced. This non­conserved scalar order 
parameter keeps track of the physical phase state at every 
point of the system. The phase field takes constant values 
in   each   of   the   bulk   phases   ( =0 in   the   solid   and
=1 in   the   liquid,   in   this   work)   and   changes 
continuously  between  them over  a   transition   layer.  The 
crucial   mathematical   parameter   here   is   the   interface 
thickness  ,   which   determines   how   close   to   the 
classical sharp interface model the phase­field approach 
is.  When  the equations  are  integrated,  no distinction  is 
made between the interface and the bulk, and this gives 
the  most   important   advantage  of   this  method,   that   the 
interface does not have to be tracked at all. At every time 
step the location of the interface is given by those points 
where =0.5 . 
From   the   algorithmic   point   of   view,   the   phase­field 
method   is   much   more   elegant,   since   it   reduces   the 
problem to simply solving partial  differential equations. 
However, in order to include the boundary conditions at 
the  interface,   the phase­field  time evolution equation  is 
coupled with the heat diffusion equation through a source 
term. It is important to note that this method is only an 
approach to the sharp interface model, whose equations 
are recovered for vanishing interface thickness.  Rigurous 
investigations on asymptotics have been performed(4)(5).
We   have   performed   numerical   simulations   of   the 
equations of the two­dimensional version of a phase field 
model  that was first  presented by Wheeler et  al.(6). The 
governig  equations   for   the   time  evolution  of   the  phase 
field r ,t ,  whose   value   varies   between  0   (solid) 
and 1 (liquid), and dimensionless temperature field u(r, t), 
whose   value   varies   between   ­1   (supersaturated)   and   0 
(transition), can be formulated as follows
2  ∂
∂t
=1−−1
2
30u1−
−2 ∂
∂x
[ ' ∂
∂ y
]2 ∂
∂y
[ ' ∂
∂x
]
2∇ [2 ∇]
   (3.1)
∂u
∂ t
1

302−603304∂∂ t =∇
2
u (3.2)
where   lengths   are   scaled   in   some   arbitrary   reference 
length  and times are scaled by 2 /D , D being the 
diffusion coefficient.  is the angle between the x axis 
and   the   gradient   of   the   phase   field   and
=/ 0 , being  the surface energy. 
The kinetic  effects,  described by  the  kinetic  coefficient
 ,   are   taken   into   account   through   the   term
=m ,   where m=cpD0 /Ld0 , cp
being the specific heat per unit volume,  L  the latent heat 
per unit volume, d 0 the capillary length and  equal 
to 2 /12d0 . =
c pT
L is   the   dimensionless 
undercooling and the parameter  controls the interface 
thickness. 
We   have   considered   surface   tension   and   kinetic 
anisotropies such that both induce four­fold growth.
=0[1−cos4 ] (3.3)
         =0 [1−kcos4−/4 ] (3.4)
The   parameters  and k play   a   crucial   rol   in   the 
behaviour of the system. We call them surface tension and 
kinetic   anisotropy   coefficients,  respectively.   Different 
growth   regimes  will   be   reproduced   (such   as   they   are 
observed   in   experiments),   related   with   which   of   the 
anisotropies takes control of the system. Surface tension 
anisotropy   induces   the   growth   of   dendrites   in   the 
directions   of   the   [10]   and   [01]   axes,   whilst   kinetic 
anisotropy makes dendrites growing in the [11] and [1­1] 
directions.   A   variation   over  ,   with   the   rest   of 
parameters   fixed,   can   produce   a   transition   between 
growing regimes. This fact  will  be further explained in 
Section 5.2.
4. Numerical procedure
The phase field model equations (3.1) and (3.2) have been 
solved on 360x360 rectangular grids with mesh spacing
 x using   first­order   finite   differences.   In   order   to 
initiate the growth of the crystal, a small seed at melting 
temperature is placed in the origin of the lattice. That is, 
the   initial   conditions 0,0=0,u 0,0=0 and
x , y =1 , ux , y=−1 for any other x, y are 
set. Thus, only one quarter of the whole system is actually 
simulated,   as   the   rest   can   be   generated   by   symmetry. 
Hence, boundary conditions are implemented attending to 
the   symmetric   properties   of   the   system.   We   have 
implemented  Dirichlet   boundary   conditions   in   the   four 
boundaries of the system for both phase and temperature 
fields.  In order  to preserve  the symmetric  shape of   the 
crystal, we have to set conditions about the curvature of 
the interface,  and  that  implies conditions on  the spatial 
derivatives   of   the   phase   field.  Therefore,   Neumann 
boundary conditions have been set for the phase field in 
the x=0 and y=0 axes.
We   have   employed   an   explicit   forward   time   centered 
space (FTCS) scheme for the phase field equation (3.1), 
and   both   explicit   and   implicit   schemes   for   the   heat 
equation (3.2). In the case of a pure explicit scheme, the 
stability   condition   of   the   system   is   given   by   the   heat 
equation, is the well­known Courant number.
In   order   to   avoid   such   restriction,  we   have   solved   the 
temperature   equation   using   the   alternating­direction 
implicit   method  (ADI)(7).  With   this   scheme   the   phase 
equation   imposes   the   stability   condition,  which,   in   the 
case   of   isotropic   kinettics   (that   is,   for k=0 )   is
t≤m x
2
4
(8).  For   the   case  of  anisotropic  kinetics 
we   do   not   have   a   close   formula.   Figure   2   shows   the 
stability regions, numerically obtained  for both methods, 
with   the   following   fixed   set   of   parameters:
=400,m=20, =0.0018 and =k=0.05 . The 
ploted points  are  the maxima stable values of t for 
each value of x in the range.
Figure 2. Example of stability regions for anisotropic 
kinetics
It   is   straigthforward   to   implement   the  ADI  method   to 
solve the heat equation because it is linear. However, note 
that the phase equation is highly non­linear (it is not even 
quasilinear)   and   hence   it   is   not   possible   to   apply   this 
method directly. It would also be possible to implement 
the ADI method in the phase equation if we linearized it, 
althoug it has hardly been done previously due to other 
difficulties that arise in the problem(9). 
5. Results on dendritic growth
First   we   have   performed   our   simulations   for   the 
mentioned phase   field  model  with   the  following  set  of 
parameters: =400, m=20, =0.0018,  x=0.003
and t=3x10−5 . Before explaining the results of the 
simulations,  we shall  see how equations (3.3) and (3.4) 
control   the   different   growth   regimes.   The   presence   of 
either  capillary  anisotropy  or  kinetic  anisotropy
 alone   assures   the   stability   of   the   needle 
crystal(10),  in that case the dendrites grow in the direction 
of   minimum   anisotropy.   When   both   anisotropies   are 
present,   the   direction   of   growth   is   determined   by   the 
coefficients  and k . Up to a certain value of the 
undercooling, c ,  dendrites  grow  in   the direction of 
minimum   surface   tension,   that   is,   maximum   surface 
energy. For larger values of the undercooling, the growth 
direction corresponds to the direction of minimum kinetic 
term. We have chosen  and  such that their 
minima are tilted by 45º, thus we can distinguish clearly 
which of the anisotropies is controlling the growth and we 
can study the transition between the two growing regimes. 
Firstly,   by   fixing =0.5 and   varing  and k , 
we can clearly obtain different growth regimes (figures 3 
and 4)
Figure 3. Surface­tension dendrite obtained for
=0.05 and k=0.01
Figure 4. Kinetic dendrite obtained for =0.05 and
k=0.2
We have focused our attention on two main aspects, the 
temporal   evolution   of   the   dendrite's   tip   position   and 
morphology transitions of the dendrites depending on the 
undercooling. A few comments are made about the cases 
in  which   none   of   the   anisotropies   clearly   controls   the 
system.
5.1 Time evolution of the dendrite's tip
Figures 5 and 6 show the temporal evolution of  the tip 
position of  the above dendrites.  The plots represent  the 
dimensionless distance to the origin of the first point in 
the   dendrites   growth   direction   whose   value   for 
becomes smaller or equal to 0.5 at each time step.
Figure 5. Time evolution of the tip position for the 
surface­tension dendrite.
Figure 6. Time evolution of the tip position for the kinetic 
dendrite.
In most of the simulations, as in the two above cases, we 
observe an accelerated growth of the dendrites at the first 
time   steps,   regardless   of   the   dendrite   type.   After   the 
transient   state,   the   velocity   of   growth   becomes   stable. 
This transient state, which is not observed in experiments, 
is  probably due to the inclusion of an initial  solid seed 
with   an abrupt temperature gradient between it and the 
liquid, which gives rise to high velocity (Eq 2.2) and thus 
a strong influence of the kinetic term (Eq 2.3). Different 
kinds   of   initial   seed,   formed   by   more   points   with 
intermediate temperature and field values, are sometimes 
used in simulations. Thus the initial temperature gradient 
is not so abrupt and the transient state is reduced. This is 
not   a   problem   at   all   because  we   always  wait   for   the 
steady­state, which has been found not to depend on the 
kind of initial seed(2).
It   can  be   observed   that   the   kinetic   controlled   dendrite 
grows faster that the surface­tension dendrite. In the next 
Section we study the dependence of the velocity on the 
undercooling and on the dendrite type.
5.2 Morphological transitions
As   it   was   explained   at   the   end   of   Section   3,   a 
morphological   transition   from surface­tension   dendrites 
to kinetic dendrites can occur if just the undercooling is 
changed. Velocity is generally governed by both surface 
tension and kinetic effects(3)(11). In numerical studies with 
two   different   phase­field  models,   Singer   et   al.(12)  have 
established already a  morphology  diagram for   two and 
three dimensions. When both anisotropies have the same 
symmetry axis the transition is abrupt, while in the case 
of different symmetry axis the transition is continuous(13). 
Both growing regimes are separated by a critical value of 
the reduced undercooling, defined by(3)
c=Pd
1/2 2D0
d 0
where d=15 and   P   is   the   Pèclet   number,   which 
depends   on   the   undercooling.   For c surface­
tension   dendrites   are   obtained,   while   for c the 
growth direction is determined by the kinetic anisotropy.
We have performed simulations of the phase field model 
with the following set  of   fixed parameters: =400,
m=20,=0.0018,=0.05,=0.05,x=0.005 and
t=1x10−4 .   It   has   to   be   pointed   out   that   the 
parameter  has been chosen large enough, such that 
permits us to have the morphological transition at a higher 
undercooling.   This   is   just   for   numerical   convenience, 
which   will   be   further   explained   in   Section   6. 
Nevertheless, we have to be awared that these values of 
anisotropy   are   higher   than   those   for  which   theoretical 
analyses   are   appliable.   Thus,   in   principle,   we   do   not 
expect our  numerical  results  to be fully consistent with 
these analyses.
The dependence of the tip velocity of the dendrite on the 
undercooling   is   showed   in   Figure   7.  The   different 
behaviour between surface­tension dendrites and kinetic 
dendrites can be observed. A higher undercooling implies 
a greater temperature gradient and hence a higher growth 
velocity in any case (Eq 2.2). But it is noticeable that in 
the kinetic domained growth regime the velocity increases 
much rapidly with the undercooling. 
Figure 7. Tip velocity of the dendrites obtained in the 
simulations vs. undercooling.
A critical value for the undercooling, c ~ 0.515 was 
found.   The   power­law   does   not   coincide   with   the 
analytical predictions, posibly because we are using very 
high anisotropies and undercoolings.
5.3 Anisotropy competition
As  it  was   explained   in   the  previous  Section,   since   the 
symmetry   axis   of   the   surface­tension   and   kinetic 
anisotropies of our model coincide, an abrupt transition is 
obtained between the two growing regimes when varing 
the   undercooling.   For   undercoolings   near   the   critical 
value,   the   competition   between   both   anisotropies   can 
destroy the linear stability of needle crystals and give rise 
to dense­branching morphologies(3).
Our   simulations   also   reproduce   these   dense­branching 
dendrites for situations of anisotropy competition. Figure 
8 shows a dendrite obtained with the set of parameters of 
Section 5.2 and undercoolig =0.55
Figure 8. Dense­branching dendrite for =0.55
Morphological   transitions  were  obtained  by  Ben­Jacob, 
Garik,  Grier  and Müller(14)  in  experiments,  observing  a 
transition in the growing regimes, from surface­tension to 
dense­branching and then to kinetic dendrites.
Tip   oscillations   in   the  dense­branching  regime   in 
simulations of a phase­field model were obtained in Ref 
[2]. However, these have been shown to be a numerical 
artefact   probably   due   to   grid   anisotropy.   The   possible 
relationship   between   competing   anisotropies   and 
oscillations at the tip of dendrites is still an open question. 
Its   solvability   depends   on   our   future   success   in 
overcoming the numerical difficulties of the phase field 
models.
6. Numerical difficulties.
In the previous Section we talked about the convenience 
of using simulation parameters  that, although not being 
fully realistic, allow us to work with high undercoolings. 
The use of   low undercoolings  involves grave numerical 
problems. The main problem is that, as the undercooling 
becomes   smaller,   the   thermal   diffusion   length   of   the 
system   becomes   higher.  Hence,   at   each   time   step   the 
values of u and  have to be recalculated at more grid 
points   and   furthermore,   larger  grids   are  needed   in   the 
simulations  in order not  to  reach the boundaries  of  the 
system   far   from   the   origin.   In   addition,   at  low 
undercoolings,   the   crystal   growth   is   slower,   and  hence 
more time steps are needed to obtain similar results as if 
higher undercoolings were used. Much research has been 
done recently related with this problem, and probably the 
most succesful results are reached by developing adaptive 
computation   methods.   The   main   idea   of   an   adaptive 
method is not to use the same regular grid at every time 
step,  but   to  adapt   it   in  order   to compute   the minimum 
necessary grid at each time step(15)(16)(17). 
Another numerical problem is that of the grid anisotropy. 
Usually, grid anisotropy is not a major problem, since its 
impact is not noticeable. When studying the consequences 
of   the   competition   between   surface­tension   and   kinetic 
anisotropies, the presence of grid anisotropy turns out to 
be   a   main   problem(18).   The   grid   anisotropy   on   a 
rectangular lattice acts in the direction of the diagonal of 
the rectangles. On our model, it coincides with the kinetic 
anisotropy, making it hard to distinguish whether an effect 
is due to one or another anisotropy.
7. Conclusions.
In   this  paper  we have   investigated different   regimes of 
formation of dendrites in a solidification process. We have 
carried out computations of  the solidification of a  pure 
material from its melt over a wide range of undercoolings. 
Simulations   present   a   good  qualitative   agreement  with 
experimental   observations.   We   have   been   able   to 
reproduce   a   morphological   transition   between   growth 
regimes.  Our results may be grid and interface thickness 
dependent.   A   more   sophisticate   numerical   technique 
would be required in order to investigate more quantitative 
features of the system, such as velocity tip oscillations at 
intermediate   regimes,   that   have   been   observed   in 
experiments.
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