The following result gives the flavor of this paper: Let t, k and q be integers such that q ≥ 0, 0 ≤ t < k and t ≡ k (mod 2), and let s ∈ [0, t + 1] be the unique integer satisfying s ≡ q + k−t−2 2
(mod (t + 2)). Then for any integer n such that n ≥ max k, 1 2(t + 2) k 2 + q − s t + 2 k − t 2 + s and any function f : [n] → {−1, 1} with | n i=1 f (i)| ≤ q, there is a set B ⊆ [n] of k consecutive integers with | y∈B f (y)| ≤ t. Moreover, this bound is sharp for all the parameters involved and a characterization of the extremal sequences is given.
This and other similar results involving different subsequences are presented, including decompositions of sequences into subsequences of bounded weight.
Introduction
A classical theorem in discrepancy theory (see [6] as a general reference) is a celebrated theorem of Roth [10] , which states that, for any positive integer n and any function f :
[n] → {−1, 1}, there exists an arithmetic progression A ⊆ [n] such that | x∈A f (x)| ≥ cn 1 4 for some positive constant c. This bound is sharp up to a constant factor as shown later by Matousek and Spencer [9] . Another related result is Tao's [13] recent proof of the Erdős discrepancy conjecture, which states that, for any sequence f : N → {−1, 1}, the discrepancy sup n,d∈N | n j=1 f (jd)| is infinite.
In this paper, we consider somewhat the opposite direction: instead of looking on the min-max problem which is the main concern of discrepancy theory, we consider the maxmin problem. Specifically, in Theorem 2.2 we prove the following: Let t, k and q be integers such that q ≥ 0, 0 ≤ t < k, and t ≡ k (mod 2), and let s ∈ [0, t + 1] be the unique integer satisfying s ≡ q + k−t−2 2
(mod (t + 2)). Then, for any integer n such that n ≥ max k, 1 2(t + 2) k 2 + q − s t + 2 k − t 2 + s and any function f : [n] → {−1, 1} with | n i=1 f (i)| ≤ q, there is a set B ⊆ [n] of k consecutive integers with | y∈B f (y)| ≤ t. This is best possible and the structure of the extremal sequences is also determined (see Theorem 2.7). This result can be extended to cover the range q = o(n), and, in Theorem 2.8, we give an infinite version of this phenomenon which we later (in Section 5) apply for two specific examples with well-known number theoretic functions, the Liouville's function and the Legendre symbol of quadratic versus non quadratic residues.
As sequences of k consecutive integers are, in fact, k-term arithmetic progressions with difference 1, one could be tempted to ask weather Theorem 2.2 offers the best possible value for arithmetic progressions, too. We show in Proposition 5.5 that this is not always the case. The problem of finding the corresponding minimum positive integer for arithmetic progressions seems to be difficult. However, we leave the interested reader with a conjecture stating that the bound on n should remain quadratic on k (see Conjecture 5.6) . Moreover, we consider in Section 3 a relaxed version of k-term arithmetic progressions of common difference d, which we call (d, k)-blocks: sequences of k integers T = {a 1 , . . . , a k } such that a 1 < a 2 < . . . < a k and a j+1 − a j ≤ d, for all 1 ≤ j ≤ k − 1. We prove the following (Theorem 3.2): Let k, d and n be positive integers such that k ≥ 6 is even, d ≥ 2, and n ≥ d+1 n, there is a zero-sum (d, k)-block. Again we show that our bound is sharp and characterize the extremal sequences (see Theorem 3.7) .
In Section 4, we turn our attention to the problem of decomposing a sequence S = {a 1 , . . . , a nm }, where a j ∈ {−r, s} for positive integers r, s, where | nm j=1 a j | ≤ nq, into n (2n − 1, m)-blocks S 1 , . . . , S n with best possible upper bound on max 1≤j≤n |f (S j )|. This is done via a graph-theoretical approach. We mention that this problem is related to some results of Sevastyanov [12] , Barany [3] , and Ambrus-Barany-Grinberg [1] concerning rearranging bounded-sum sequences of vectors such that the partial sums are also bounded. In the context of zero-sum subsequences over Z, our results has some relations to those given for example in [2] , [5] (Lemma 3.1), and [11] .
In the last section of this paper, we mention several open problems and we give also two simple number-theoretical applications when | 1≤j≤n f (x)| = o(n), with a sketch of the proofs, where the full details can be easily completed by the interested reader. The first application deals with the Liouville function in a direction inspired by the work of Hildebrand [7] on sign patterns of this function in short intervals. The second application is about zero-sum blocks of consecutive primes subject to the Legendre symbol of quadraticnon quadratic residues, which uses our result combined with the "equidistribution" of primes in arithmetic progressions.
Existence of zero-sum blocks
We shall use the following definitions and notations. Let X be any set and let Y be a subset of X. Given an integer function f : X → Z, we use f (Y ) to denote the sum of the function over all elements in Y , that is, f (Y ) := y∈Y f (y). Some times we called f (Y ) the weight of Y with respect to f . We say that Y is a zero-sum set with respect to f , if f (Y ) = 0.
As usual, [n] denotes the set {1, 2, ..., n}. A k-block is a set of k consecutive integers. A zero-sum k-block will be referred, for short, as a ZS k-block.
Lemma 2.1. Let t, k and n be integers such that t ≡ k (mod 2) and |t| < k ≤ n, and let f : [n] → {−1, 1}. If there are k-blocks S and T in [n] such that f (S) < t and f (T ) > t, then there is a k-block B in [n] with f (B) = t.
Proof. Denote the n−k+1 k-blocks in [n] by B 1 , B 2 , ..., B n−k+1 , where B i := {i, ..., i+k−1} with i ∈ {1, ..., n − k + 1}. Suppose f (B i ) = t for all 1 ≤ i ≤ n − k + 1. Assume first that f (B 1 ) ≥ t + 1. In fact, because of the parity of k and t, f (B i ) ≡ k ≡ t (mod 2), so we actually have f (B 1 ) ≥ t + 2. Consider the first k-block, say B l , with f (B l ) ≤ t − 1. With the same parity argument, we have f (B l ) ≤ t − 2 but f (B l−1 ) ≥ t + 2 and, therefore, |f (B l−1 ) − f (B l )| ≥ 4. But B l−1 and B l differ in exactly two elements, l − 1 and
Theorem 2.2. Let t, k and q be integers such that q ≥ 0, 0 ≤ t < k, and t ≡ k (mod 2), and take s ∈ [0, t + 1] as the unique integer satisfying s ≡ q + k−t−2 2 (mod (t + 2)). Then, for any integer n such that
Proof. Take t, k, q, s and n as in the statement of the theorem, and consider a function Altogether we obtain that either f (B) ≤ −t for all k-blocks B, or f (B) ≥ t for all k-blocks B, or −t ≤ f (B) ≤ t for all k-blocks B. In the third case there is nothing to prove. Moreover, if there is a k-block B with |f (B)| = t, then we are done, too. So we may assume, without loss of generality, that f (B) > t for all k-blocks B (otherwise multiply everything by −1). Since t ≡ k (mod 2), note that we actually have f (B) ≥ t + 2 for all k-blocks B.
Now notice that
where, by hypothesis,
is a non-negative integer, and
Assuming that n = mk+r, where m and r are integers such that m ≥ 0 and 0 ≤ r ≤ k−1, we have, by the above computation,
and so m ≥ k+2q−2s−t−2 2(t+2)
. Moreover, since n ≥ k, we actually have m ≥ max{1,
}. Now we split [n] into m disjoint consecutive k-blocks, B 1 , B 2 , ..., B m , and a remainder block R with |R| = r, so that R = ∅ if r = 0 and R = {n − r + 1, ..., n} otherwise. Since f (B i ) ≥ t + 2 for every 1 ≤ i ≤ m, we obtain
which yields
Denote by B * the last k-block {n−k+1, ..., n}, and let T := B * ∩B m . Thus, B * = T ∪R. By assumption, f (B * ) = f (T ) + f (R) ≥ t + 2, which yields, together with (3),
Now we distinguish two cases. Observe that, when n = mk, we have necessarily m > k+2q−2s−t−2 2(t+2) because k−t 2 + s cannot be 0.
. Recall that m = 0. Then, by (1), it follows that
On the other hand, inequality (4) gives
Using the fact that s ≤ t + 1 and that k > t, we easily see that the right hand side of above inequality is positive. Hence, we obtain 
. Then, by (4) and (3),
With s ≤ t + 1, we easily note that the right hand side of the first inequality is positive, whereas, together with t < k, follows that the right hand side of the second one is negative.
If r = 0, we have already a contradiction. So it remains to handle the case r = 0. Then the above inequalities imply that
which, together, yield the contradiction
Since in both cases we obtain a contradiction, our assumption that all k blocks B have f (B) > t is not possible and, thus, the proof is complete.
Clearly, in a sequence of alternating −1's and 1's of any length n and for any t ≥ 2 , there is no k-block B with f (B) = t. However, the situation is different when t ∈ {0, 1}, as demonstrated by the two corollaries below. Corollary 2.3. Let k ≥ 2 and q ≥ 0 be integers with k even, and take s ∈ {0, 1} as the unique integer satisfying s ≡ q + k−2 2 (mod 2). Then, for any integer n such that
Proof. Setting t = 0 in Theorem 2.2, the statement follows easily.
Corollary 2.4. Let k ≥ 3 and q ≥ 0 be integers with k odd, and take s ∈ {0, 1, 2} as the unique integer satisfying s ≡ q + k−3 2 (mod 3). Then, for any integer n such that
and any function f :
Proof. With this aim we define, for suitable integers k, t and q, the family of functions F k,t,q . Let k, t and q be integers satisfying that q ≥ 0, 0 ≤ t < k, t ≡ k (mod 2), and
, and write n = km + r where m and r are integers such that m ≥ 0 and 0 ≤ r ≤ k − 1. Note that, by assumption, we actually have m ≥ 1. Then we define a function f to belong to F k,t,q if and only if f : [n] → {−1, 1} is such that
for subsets R and S of [n] with R = S = ∅ if r = 0 and
The family of functions F k,t,q will prove to be precisely the family of functions for which Theorem 2.2 does not work anymore as soon as the n is chosen one unit below the given lower bound. For the sake of comprehension, we shall see, before continuing, some particular examples of F k,t,q for different values of k, t and q. In Example 2.5, we exhibit functions corresponding to the tightness of Corollary 2.3, that is, when t = 0: we fix k = 6 and consider q ∈ {0, 1}. In Example 2.6, we exhibit a function corresponding to the tightness of Corollary 2.4, that is, when t = 1, where, in order to illustrate how the construction works for a larger q, we consider the case k = 7, q = 4.
Example 2.5. Fix k = 6 and t = 0. We analyze two cases corresponding to q ∈ {0, 1}. According to the hypothesis of Corollary 2.3, for q = 0 we choose s = 0 and, for q = 1 we choose s = 1. In both cases we take n =
(a) Let k = 6, t = 0 and q = 0. Thus, s = 0 and n = 8. Hence, m = 1 and r = 2.
By definition, S = ∅, and R = R 1 ∪ R 2 where R 1 = {1, 2} and R 2 = {7, 8}. Thus F 6,0,0 = {f, −f } where f is the function represented by:
where the +'s and −'s represent the values +1 or, respectively, −1 of f at the corresponding position.
(b) Let k = 6, t = 0 and q = 1. Thus, s = 1, n = 9, and, hence, m = 1 and r = 3. By definition, R = R 1 ∪ R 2 where R 1 = {1, 2, 3} and R 2 = {7, 8, 9}, and S = S 1 ∪ S 2 with S i = {a i 1 } ⊆ R i , for i ∈ {1, 2}, such that a 2 1 ≤ a 1 1 + 6. These gives the following family F 6,0,1 = {±g i |1 ≤ i ≤ 6}, where: Theorem 2.7. Let k, t and q be integers such that q ≥ 0, 0 ≤ t < k, t ≡ k (mod 2), and
Proof. By assumption we have n ≥ k. First of all, we will show that, for any
. So let f ∈ F k,t,q be such that f (x) = −1 if x ∈ R \ S and f (x) = 1 else for adequate subsets R, S ⊆ [n] (the case of function −f is analogous). Similar to previous theorem, we write n as follows:
and r = k−t 2 + s − 1. Note that, since t ≤ k − 2 and s − 1 ≤ t, we have
Hence, n = mk + r represents the division of n by k with remainder r. Observe that n ≥ k implies that m ≥ 1. Now, by the definition of f ∈ F k,t,q , we obtain
as claimed.
. . , B m , and a remainder block R, where
. . , ik}, and R = ∅ in case r = 0 and R = {mk + 1, ...mk + r} otherwise. Note that R = R m+1 , and, if r = 0, the first r elements of each B i are precisely the elements of
(as defined before the theorem), and so T i := B i \ R i is the block containing the remaining k − r elements of B i . Hence, we can write
Let B ⊆ [n] be any k-block. We will show that |f (B)| ≥ t + 2. If r = 0, then f (x) = 1 for all x ∈ [n] and, hence, f (B) ≥ k ≥ t + 2 and we are done. Thus we may assume that r > 0.
and recall that S i = {a i 1 , a i 2 , . . . , a i s } is the set of elements of R i having f -value equal to 1, for each i ∈ [m + 1]. In order to prove that |f (B)| ≥ t + 2, we will show first that |U | ≥ s. So we suppose to the contrary that |U | < s. We distinguish two cases.
be the first index with a j y ∈ U ∩ R j and let z ∈ [s] be the last index with a j z ∈ U ∩ R j+1 . Then s > |U | = |U ∩ R j | + |U ∩ R j+1 | = (s − y + 1) + z and, thus, z + 1 < y. Moreover, since |U | < s, neither S j nor S j+1 are fully contained in U . Thus, y > 1 and z < s, and a Hence, we have shown that |U | ≥ s. Recall that f (T j ) = |T j | by definition. In case that B ⊆ R j ∪ T j ∪ R j+1 , using the fact that T j ⊆ B and
On the other side, if B ⊆ T j ∪R j+1 ∪T j+1 , then R j+1 ⊆ B and, with
Hence, we have proved that
Finally, we will show that every function f : . Moreover, if we split the set [n] into m k-blocks B 1 , B 2 , . . . , B m , the conditions f (B i ) ≥ t + 2, for 1 ≤ i ≤ m, and k ≥ t + 2 give
and, thus, S = ∅ and we are done. Therefore, we can assume from now on that r > 0.
We consider again the partition given in (5) and let
Then C i is a k-block for each i ∈ [m] and, we can write, for any j ∈ [m + 1],
Further, we have
Thus, as
Since j was taken arbitrarily, it follows that f (
. It remains to show that the f -values on the R i 's follow one of the patterns given in the definition of F k,t,q . With this aim, let α and β be the number of f -values of R i which are equal to −1 and 1, respectively. Then we have
and
Solving this equality system, we obtain α = k−t 2 − 1 and β = s. Let S i = {a i 1 , a i 2 , . . . , a i s } be the set of elements of R i having f -value equal to 1, where a i 1 < a i 2 < . . . < a i s . We need to show that the condition a 
a contradiction to the assumption that every k-block has weight at least t + 2. Hence, we have shown that the condition a i+1 ℓ
, and, therefore f ∈ F k,q,t , with f (x) = −1, for x ∈ R \ S, and f (x) = 1 else, where
To conclude this section we point out that Theorem 2.2 can be extended to cover the range q = o(n) and we present an infinite version of it which is a direct consequence of Lemma 2.1.
where ω(n) → ∞ as n → ∞. Then, for every even k ≥ 2, there are infinitely many ZS k-blocks.
Proof. Fix n 0 ≡ 1 (mod k) and consider n > (k+2)(n 0 −1) and such that n ≡ 0 (mod k), and ω(m) ≥ k for every m ≥ n 0 . Consider the partition of the interval [n 0 , n] into
We know, by taking t = 0 in Lemma 2.1, that if f (B i ) < 0 < f (B j ) for some i, j ∈ {1, ..., n−n 0 +1 k } then there will be a ZS k-block. So we may assume, without lost of generality, that all blocks B i satisfy f (B i ) ≥ 1, and hence, by parity, f (B i ) ≥ 2. Then
from which it follows that,
a contradiction to n > (k + 2)(n 0 − 1). Since n 0 is fixed but can be arbitrarily large, we can build a sequence {n 0 , n 1 , n 2 , ...} such that, in each of the intervals [n j , n (j+1) ], j ≥ 0, there is a ZS k-block. Hence, there are infinitely many ZS k-blocks.
Remark 2.9. Observe that the domains [n] or Z + of the theorems of this section can be replaced by any finite sequence A = {a 1 , a 2 , . . . , a n } or, respectively, an infinite sequence A = (a i ) i≥1 , where a k-block is a set of k consecutive terms in the sequence.
Existence of zero-sum bounded gap subsequences
n.
For
d |F + | positions with f -value 1. Now, with inequalities (6) and (7), we can deduce that there are at least 
satisfying the hypothesis of Theorem 2.2 with t = q = 0. Thus, in the new sequence, we can guarantee the existence of a ZS k-block B. This set B is, by construction, a ZS (d, k)-block in the original sequence.
Observe that, if k ≥ 6, the assumptions n ≥ 
On the other hand, we have
n. Therefore, Theorem 3.1 can be stated the following way for k ≥ 6. 
Thus, n = d+1 8 (k 2 − 2sk + 4s − 4) = mb + r, where
Note that k ≥ 6 implies that m > 0. We will decompose the interval [n] into m + 1 blocks of length r, and m blocks of length b − r. Let 
Hence,
Now we define the family of functions F 
Moreover, let R i (1) = f −1 (1) ∩ R i , for 1 ≤ i ≤ m + 1, and let T i ⊆ R i ∪ T i ∪ R i+1 be the maximal block such that f (T i ) = |T i |. Then let f satisfy, additionally,
is a block and R i ∩ T i = ∅, then R i+1 (1) is a block and there are at most k 2 − 1 (−1)'s between R i (1) and R i+1 (1).
Finally, we set F
For the sake of comprehension we shall see some particular examples. For d = 2 we analyze two cases corresponding to s = 0 and s = 1, namely k = 6 and k = 8. Observe that all functions f ∈ F Before stating the theorem showing sharpness for Theorem 3.2, we need to prove the following lemmas.
Lemma 3.5. Let G be a connected graph with vertex set V , and, for integers d ≥ 1 and q, let g : V −→ dZ + q be a function such that |g(x) − g(y)| ∈ {0, d} for any pair of adjacent vertices x, y ∈ V . Then, for vertices u, v ∈ V such that g(u) < g(v) and for any p ∈ dZ + q with g(u) ≤ p ≤ g(v), there exists a vertex w ∈ V with g(w) = p.
Proof. Since G is connected, there is a path P = u 1 . . . u m with u 1 = u and u m = v. Let
, we are done. So assume that p is such that g(u) < p < g(v). Let i be the largest index such that g(u i ) < p. Then p ≤ g(u i+1 ). On the other side, since g(
and, thus, g(u i+1 ) = p. Proof. We first prove that all functions f ∈ F
If s = 0 then f (R i ) = −|R i | = −r, and so (9) becomes
Replacing in (10) the values of m, b and r from (8) corresponding to s = 0, we obtain:
, and so (9) becomes
Replacing in (11) the values of m, b and r from (8) corresponding to s = 1, we obtain:
Now we will prove that none of the functions f ∈ F
We first prove that, in both cases s = 0 and s = 1, we have Observe that 
We will show first that any b-block has at most 
)-block with sum at most 0, which is not possible.
Having this, we can say now that f
This fits to rule (F1) when s = 0 and to rule (F2)(i) and (ii) when s = 1. Hence, f (t) = 1 for all t ∈ T i and all 1 ≤ i ≤ m, and
If s = 0, we have finished, as the only possible function f is the following:
So we assume from now on that s = 1. We still have to show that f satisfies rules (F2) (iii) and (iv). For simplicity, we define Claim 2: f satisfies rule (F2)(iv). Suppose that R i (1) is a block and R i ∩T i = ∅. With this assumptions, t = (i−1)b+ k 2 +d−1, the last element from R i , has f (t) = −1. Suppose now that R i+1 (1) is not a block. Then, similarly as the case above, it is easy to see that {t, 
Decomposition into bounded gap sequences with bounded sum
In this section, we will work in a more general framework dealing with {−r, s}-sequences, where r and s are positive integers. Our aim is to present a decomposition theorem of such sequences into bounded gap sequences of bounded sum. We will do this by means of a graph-theoretical approach. To this purpose, we shall give the following notation.
For positive integers m and n, let H n,m be the directed graph consisting of the disjoint union of m vertex sets V 1 , V 2 , . . . , V m with |V i | = n for all 1 ≤ i ≤ m, and arc set Proof. Items (i), (ii) and (iii) follow straightforward from the definitions. For (iv), let p * ∈ {p ∈ L(r, s, m) : p ≤ q}. Then there are x * , y * ≥ 0 with x * + y * = m such that p * = −rx * + sy * . Hence, p * n = −r(x * n) + s(y * n) ≤ qn with x * n + y * n = mn, and thus p * n ∈ {p ∈ L(r, s, mn) : p ≤ qn}. This implies that n · {p ∈ L(r, s, m) : p ≤ q} ⊆ {p ∈ L(r, s, mn) : p ≤ qn}, 
there is a directed m-path P * such that f (V (P * )) = p.
Proof. Let G n,m be the graph with vertex set
Observe first that G n,m is connected. Here for, we will show that, for any two vertices P, P ′ ∈ V (G n,m ), there is a path in V (G n,m ) joining them. Let P = u 1 u 2 . . . u m and
This implies that the set {R 0 , R 1 , . . . , R m } induces a path in G n,m and, thus, we can conclude that G n,m is connected. Let now g : V (G n,m ) → (r + s)Z − rm be a function defined by g(P ) = f (V (P )). Observe that, for P ∈ V (G n,m ) and integers x := |f −1 (−r) ∩ V (P )| and y := |f −1 (s) ∩ V (P )|, we have that x + y = m and, together with Remark Remark 4.1 (v),
In particular, g is well defined. Now let P and Q be directed paths in H n,m such that g(P ) < g(Q) and take p ∈ L(r, s, m) with g(P ) ≤ p ≤ g(Q). Then Lemma 3.5 yields the existence of a directed m-path P * with f (V (P * )) = g(P * ) = p. H n,m ) ). Then H n,m can be decomposed into n vertex-disjoint directed m-paths P 1 , P 2 , . . . , P n such that λ(q, r, s, m) ≤ f (V (P i )) ≤ Λ(q, r, s, m),
Proof. We will prove the statement by induction on n. If n = 1, then H n,m = H 1,m is itself a directed path of length m with
and we are done.
Assume now that the theorem is true for n. We will prove the statement for n + 1. Let f : V → {−r, s} be a function on V = V (H n+1,m ), and let q = 1 n+1 f (V ). We will write, for short, λ(q, m) = λ(q, r, s, m) and Λ(q, m) = Λ(q, r, s, m). We will show in the following that there is always a directed m-path P such that λ(q, m) ≤ f (V (P )) ≤ Λ(q, m) and such that λ(q, m) = λ(q ′ , m) and
). This will allow us to use the induction hypothesis.
Consider any decomposition of V into n+1 vertex disjoint m-paths P 1 , P 2 , . . . , P n+1 and observe that f (V ) ∈ L(r, s, m(n + 1)). If f (V (P i )) ∈ {λ(q, m), Λ(p, q)} for all 1 ≤ i ≤ n + 1, then we have already the desired decomposition. So suppose this is not the case. We will show that there are paths P * and Q * with f (V (P * )) = λ(q, m) and f (V (Q * )) = Λ(q, m). If f (V (P i )) ≤ λ(q, m) for all 1 ≤ i ≤ n + 1, then, since not all f (V (P i )) can be equal to λ(q, m), we obtain, applying Remark 4.1 (ii) and (iv),
which is a contradiction. In the same way, if f (V (P i )) ≥ Λ(q, m) for all 1 ≤ i ≤ n + 1, we obtain the contradiction
Hence, there have to exist paths P and Q such that f (V (P )) > λ(q, m) and f (V (Q)) < Λ(q, m). Since this means that f (V (P )) ≥ Λ(q, m) and f (V (Q)) ≤ λ(q, m), we obtain with Lemma 4.2 that, for any p ∈ L(r, s, m) with λ(q, m) ≤ p ≤ Λ(q, m), there exists a directed m-path with f -value p. In particular, it follows that there are directed m-paths P * and Q * with f (V (P * )) = λ(q, m) and f (V (Q)) = Λ(q, m). Now we distinguish two cases.
We will show that, in this case, P * is the appropriate path to be removed in order to apply the induction hypothesis. So let
Thus, using the assumption q − λ(q, m) ≤ Λ(q, m) − q and Remark 4.1 (i),
On the other side, we have q ′ = q + q−λ(q,m) n ≥ q ≥ λ(q, m). Hence, we have
Moreover, since H n,m ∼ = H n+1,m − V (P * ), we can apply here the induction hypothesis. Hence, as
, there is a decomposition of H n+1,m − V (P * ) into n disjoint m-paths P 1 , P 2 , . . . , P n such that
for 1 ≤ i ≤ n. Hence, together with the path P * , we obtain the desired decomposition of H n+1,m . Case 2. Suppose that q − λ(q, m) ≥ Λ(q, m) − q. In this case, it will follow that Q * is the appropriate path to be removed in order to apply the induction hypothesis. So let
Thus, using the assumption q − λ(q, m) ≥ Λ(q, m) − q and Remark 4.1 (i),
On the other side, we have q ′ = q + Proof. Consider I i as the vertex partition set V i of the graph H n,m and apply Theorem 4.3 in order to obtain the decomposition of H n,m into directed m-paths P 1 , P 2 , . . . , P n such that λ(q, r, s, m) ≤ f (V (P j )) ≤ Λ(q, r, s, m), for all 1 ≤ j ≤ n. Then, setting S i = V (P i ), we have λ(q, r, s, m) ≤ f (S j ) ≤ Λ(q, r, s, m) and |S j ∩ I i | = 1 for all 1 ≤ j ≤ n and all 1 ≤ i ≤ m and so each S j is a (2n − 1)-bounded gap sequence. Hence, we obtain the desired decomposition of [nm] . 
Simple applications and open problems
In this concluding section, we shall give an example of two possible applications of our results to number-theoretical questions, and we will pose a few problems which we found particularly interesting.
Applications
Part of our motivation to study the problems mentioned in this paper is the obvious relation to well-known number-theoretical functions. We give below two such applications which are consequences of Theorem 2.8.
Open problems
There are many possible natural generalizations of our main theorem about zero-sum kblocks when the range of f : [n] → {−1, 1} is replaced by various choices of other ranges, such as [x, y] = {x, x + 1, ..., y} and alike. However, in most cases the existence of precisely k-consecutive zero-sum terms is not guaranteed as there is no corresponding "interpolation lemma" (Lemma 2.1 ). Yet, in the case where f : [n] → {−r, s} for arbitrary positive integers r and s, similar results can be deduced with more efforts. In particular, it should be possible to prove the following conjecture along the same lines. Another natural candidate for generalization is to replace the structure of blocks or bounded gap subsequences with that of arithmetic progressions. This leads us to the next problem. 
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