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We describe and discuss a solid state proposal for quantum computation with mobile spin qubits in one-
dimensional systems, based on recent advances in spintronics. Static electric fields are used to implement
a universal set of quantum gates, via the spin-orbit and exchange couplings. Initialization and measurement
can be performed either by spin injection from/to ferromagnets, or by using spin filters and mesoscopic spin
polarizing beam-splitters. The vulnerability of this proposal to various sources of error is estimated by numerical
simulations. We also assess the suitability of various materials currently used in nanotechnology for an actual
implementation of our model.
PACS numbers: 03.67.Lx, 85.35.Be
I. INTRODUCTION
During the last decade, quantum computing has emerged as
a theoretically viable option that surpasses classical methods
from the point of view of computational power. The algorithm
discovered by Shor [1] came to show that potential advan-
tages, such as the exponential speed-up, can be used to solve
problems of practical interest [2, 3, 4]. Since then, numer-
ous approaches for implementing quantum information pro-
cessing have been proposed, ranging from optical to chemical
environments and methods. Although benefiting from con-
siderable theoretical and technological knowledge, solid-state
systems have been rather late contenders in the race for po-
tential quantum computing implementations. At present, the
most advanced solid-state proposals are those using supercon-
ducting qubits (see for example [5, 6] and references therein).
Although difficult to manipulate and sensitive to various
sources of decoherence, the degrees of freedom of a single
particle can act as a natural depositary for quantum informa-
tion. Some research has been directed towards the investi-
gation of quantum computing with charge qubits, where in-
formation is encoded in the orbital degrees of freedom of an
electron [7, 8]. The main problem of all these proposals is a
very short charge decoherence time (of the order of picosec-
onds). This, plus less obvious considerations, such as a non-
Markovian nature of the decoherence induced by Fermi sea
effects, which may impede quantum error correction in such
systems [9], leads to serious questioning of the suitability of a
single electron charge as a proper qubit.
Another promising group of models, although not yet
demonstrated experimentally, rely on using the spin of a sin-
gle particle (electron or nucleus) as a qubit. The first proposal
which takes advantage of both the impressive stability of nu-
clear spins (decoherence times of up to hours for P donors in
Si) and the electron capacity to mediate interactions was re-
ported by Kane [10]. Another implementation based on sim-
ilar principles has been proposed in Ref. [11]. The manufac-
turability and scalability of this group of proposals still de-
pend on further technological advances, although first steps
have already been taken [12].
In this paper we focus on encoding quantum informa-
tion in the spin of a single electron. The seminal paper of
Loss and DiVincenzo [13] defines the qubit as the spin of
an electron located in a quantum dot, thus counting on de-
phasing times around 100 ns (see for instance [14] and ref-
erences therein). A complete set of one qubit gates is im-
plemented using local magnetic fields with different orienta-
tions, which lead to Zeeman splitting in the quantum dot. A
drawback of this proposal is the requirement for local con-
trol of the magnetic fields, but this can be overcome by mov-
ing the electrons to and from areas where desired magnetic
fields are easily obtained (although at the expense of an in-
creased number of operations, i.e., repeated applications of
the SWAP gate). The two-qubit interaction responsible for
the crucial creation of entanglement is the exchange cou-
pling between electrons in adjacent quantum dots, mediated
by electric potentials. It was shown that by turning on the
exchange for an appropriate time, the universal gate
√
SWAP
can be implemented. Related proposals include more realis-
tic physical setups, either by relaxing the technological con-
straints [15], or by describing the physical system involved
with increased accuracy [16]. States outside the computa-
tional space are avoided only if the electric and magnetic
fields applied to each dot are turned on and off adiabati-
cally [17]. A variation to this proposal, detailed in [18], has
introduced the concept of encoded universality, thus elimi-
nating the constraint of locally controllable magnetic fields.
In this approach, an universal set of gates is implemented
solely by exchange coupling, with the added advantage of
an improved protection against decoherence [19]. Various
other electron spin implementations have been proposed in
[20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35].
The computational function of a quantum computer has to
be complemented by the transport of quantum information
among various parts of the circuit [36]. In models that use
static qubits, this task is implemented using a chain of quan-
tum dots; the state of the qubit, rather than the qubit itself,
is transported along such chains via exchange interactions be-
tween neighboring quantum dots, introducing a number of ex-
tra operations without any computational function. A differ-
ent approach was proposed by Barnes et al. in [37]. Mobile
qubits are used, rather than static ones; instead of applying a
succession of electric and magnetic fields to a quantum dot,
the qubit itself is moved around the quantum circuit, pass-
ing through the gates, implemented by predefined areas with
2static electric and magnetic fields. This eliminates the require-
ment of ultrafast switching of electric and magnetic fields (on
picoseconds time scales), while imposing extra constraints re-
garding coherence and synchronization. In the Barnes et al.
proposal the electrons are extracted from a two-dimensional
electron gas (2DEG) and moved through the gates using a sur-
face acoustic wave (SAW). One-qubit gates are implemented
with static magnetic fields and entanglement is created by ex-
change coupling.
In this paper we discuss the feasibility of a new type of
implementation for quantum logic circuits, using mobile spin
qubits manipulated solely by static electric fields. Quantum
computing with mobile electron spins is a natural extension of
spintronics, since it can use all theoretical and experimental
developments in this field. Methods for preparation, manip-
ulation and measurement are detailed in Section II, whereas
Section III is dedicated to the simulation of a typical two-qubit
gate. Performance criteria, such as scalability, are assessed
in Section IV. In Section V, we examine various materials
(semiconductor heterostructures, Si, carbon nanotubes) which
could be used for practical implementations of the scheme
proposed here. The main advantages and drawbacks of our
approach are summarized in Section VI.
II. THE MODEL
A. Spin-coherent transport
One of the main results that prompted this study was the
experimental demonstration of spin-coherent transport over
distances exceeding 100µm in semiconductor substrates. In
Ref. [38], a spin-coherent current was induced by exciting the
substrate with polarized light, then transported along a sam-
ple of GaAs over distances larger than 100µm (at 1.6 K). It
is conceptually possible to narrow the sample, so that only
one electron will pass at a time, without significantly reducing
the coherence length. Ballistic transport, where the mean free
path of the electron spin is much larger than the dimension
of the device, has also been demonstrated in one-dimensional,
5µm long samples of GaAs/AlGaAs [39]. More recently, bal-
listic pure spin currents have been observed in ZnSe [40] and
GaAs/AlGaAs quantum wells [41].
The field of spin-coherent transport in one-dimensional
nanowires is open to rapid progress and improved coherence
lengths can be expected in the future, especially when the fab-
rication of controlled carbon nanotubes (CNTs) will become
available on a larger scale (for more details see Section V.C).
B. Definition of the qubit
We define the qubit as the spin state of an electron moving
in a quantum wire, where: |0〉 ≡ spin-up and |1〉 ≡ spin-
down (“flying qubit”). The archetypal flying qubit is a photon
and its two polarization states, and thus our qubit can be seen
as the mesoscopic analog of an optical qubit.
The electrons propagate along one-dimensional (1D) quan-
tum wires situated in the xy-plane and are confined in the z-
direction. Between the gates the qubit is described by the free
Hamiltonian:
H0 =
p2
2m∗
+ V0(r) (1)
For a 2DEG, we can take V0(r) as parabolic in the (in plane)
direction perpendicular to the wire and a rectangular poten-
tial well in the growth z-direction. From now on we will ne-
glect any contribution in the z-direction and treat it as a two-
dimensional problem in the xy-plane.
We assume that the electrons are injected at time intervals
large enough so that intra-wire interactions (i.e., the Coulomb
coupling between successive electrons in the same wire) are
negligible.
C. Initialization
The approach to spin preparation used in Ref. [13], namely
slow cooling of electron spins in their respective sites before
the computation starts, is also suitable for our proposal. Re-
cent advances in spintronics offer a number of alternatives for
the initialization of a mobile spin qubit, using methods rang-
ing from optical [38, 42] to electrical. However, the options
we prefer are based on purely electric methods, such as spin
filters and spin injection from ferromagnets to semiconduc-
tors.
Spin filters in various designs have been proposed, based ei-
ther on electron transport through layers of magnetic materials
[43, 44, 45, 46, 47], or on the Rashba effect [48, 49, 50, 51].
A simple and very effective spin filter can be implemented by
using a quantum dot with a special band structure [52], al-
though this result has not been demonstrated experimentally
yet (and could require the presence of a controllable, albeit
global, magnetic field). Spin filters and spin pumps have
been recently demonstrated experimentally [53, 54]. A spin
pump which uses only electric currents has been examined in
Ref. [55].
A mesoscopic spin polarizing beam splitter (PBS) [56] can
be used as both a spin preparation and a spin measuring de-
vice. An incident unpolarized spin current in input 0 is split
into two polarized outputs: a spin up (down) will always exit
(i.e., with unit probability) in the 0 (1) output. As a spin mea-
suring device it has the advantage of conserving the number
of particles between input and output (a spin filter will absorb
some of the spins), so no spins are lost.
Injection of spin-coherent currents from ferromagnetic sub-
strates into semiconductors benefits from very promising ex-
perimental results in spintronics (for a review of the subject
see Ref. [57]). Although the efficiency of injection was ini-
tially low, due to the large contact resistance between two
different materials, there are encouraging results for high-
efficiency injection from a magnetic to a non-magnetic semi-
conductor with similar band structure [58] or by using a mag-
netic semiconductor as a spin aligner [59]. Recent results for
Fe/GaAs/Fe, Fe/ZnSe/Fe (001) junctions show almost ideal
3injection efficiencies [60, 61]. The possibility of spin injec-
tion at room temperature was explored in [62], although the
spin polarizations achieved are still modest. It was also pre-
dicted in [63] that high electric fields can enhance spin injec-
tion from a ferromagnetic metal into a semiconductor, helping
to overcome the drawback of a high contact resistance.
D. Read-out
One of the most delicate problems for quantum computa-
tion with spin qubits is the read-out step, since measuring a
single spin is a notoriously difficult task. A number of meth-
ods have been proposed, based on optical principles [38, 59]
(where the electrons are allowed to recombine and the po-
larization of the emitted light is measured), scanning tunnel-
ing microscopy [27], or magnetic resonance force microscopy
[74]. Another method for single spin detection is based on
converting the spin into charge (for instance by a procedure
similar to the one described in Ref. [24]), which can be sub-
sequently measured using a single electron transistor (SET).
Using mobile electrons rather than static ones allows for an
easier measurement method well suited for our set-up. A spin
filter allows only electrons with a specific spin polarization to
be transported across it, and will absorb the others. The pres-
ence of an electron – meaning that the measured state was not
filtered out – can be detected using a SET. Thus, the prob-
lem of measuring a single spin is transfered, if the experiment
is repeated a number of times, into counting statistics for a
charge current coming out of the filtering device. The simplest
design for a spin filter is a ferromagnetic lead, with the band
structure matched to the one of the material used to build the
actual quantum circuit. Solutions similar to the case of spin
injection described above can be designed in order to improve
the efficiency of this detector. A mesoscopic spin polarizing
beam splitter (PBS) [56] can also be used as a measuring de-
vice with a potentially large efficiency.
Another advantage of our proposal is that the measuring
device is physically separated from the qubit. Mobile qubits
arrive at the detector at the end of the calculation. For static
qubits, the measuring apparatus is usually situated close to the
qubit and is coupled to the qubit only at the end of the com-
putation. This proximity can introduce extra decoherence,
e.g., in the case of a superconducting qubit having the readout
SQUID close to the qubit. An exception is the optical readout
of a static qubit.
E. Quantum gates
A universal set of quantum gates include, for example, all
one-qubit rotations and a two-qubit entangling gate, such as
CNOT or
√
SWAP [13, 64, 65]. In order to implement these
transformations it is important to take advantage of the natu-
ral interactions that couple to the electron spin in a solid-state
environment. In the present approach we choose to control
the qubit using only static electric fields in order to avoid the
more delicate manipulation of magnetic fields. It should be
stressed that stray magnetic fields will always be present in
the quantum circuit; their effects should be included in de-
tailed calculations or numerical simulations, either by consid-
ering supplementary terms in the Hamiltonian of the system
or by treating them as extra sources of decoherence. A range
of possible interactions leading to an universal set of gates
(by themselves or in combinations) are discussed below. The
suitability of each interaction for particular practical imple-
mentations will be addressed in Section V.
1. Single qubit gates: the spin-orbit coupling
Even in the absence of external magnetic fields, spin rota-
tion of a mobile electron can still be achieved with the so-
called spin-orbit interaction. An electron moving with ve-
locity v in a region with a static electric field E will see
an effective magnetic field B ∼ v ×E which couples to its
spin. The spin-orbit Hamiltonian due to this coupling is
Hso ∼ ~σ · (k×E), where k is the electron wave-vector and
~σ = (σx, σy , σz) is the vector of Pauli matrices. The Hamilto-
nian Hso contains the necessary ingredients for implementing
spin rotations around two independent axes and therefore an
arbitrary single-qubit operation.
We now discuss two possible architectures. For a 2DEG
situated in the xy-plane the spin-orbit coupling is given by the
Rashba effect [66], with the following Hamiltonian [67]:
HRashba = α(σxky − σykx) (2)
where α is the spin-orbit coupling. The Rashba interaction
arises due to the strong interface electric field in the growth z-
direction. The coupling α depends on the structure of the spe-
cific material used and can be controlled by a surface electric
field applied by top/bottom gates [70, 71]. An approximate
dependence of α on the electric field E is the following [69]:
α ≃ eh¯
2(m∗c)2
E (3)
(m∗ is the effective electron mass). However, equation (3)
does not include material dependent effects, such as build-in
fields or variations in the electron density and mobility, hence
an experimental value is preferred whenever available.
In this case spin rotations Rx(θ) ≡ eiθσx and Ry(θ) ≡ eiθσy
can be implemented by controlling the propagation direction
of the particle. Thus, if the electron is propagating along the
x (y)-axis with wave-vector kx (ky), the Rashba-active region
will induce a spin rotation Ry (Rx), as in Fig.5(b).
A second (equivalent) configuration is possible if both
top/bottom and lateral gates are experimentally feasible and
if the spin-orbit coupling corresponding to two directions are
comparable in strength. In this case the electron can move
along a single direction, say x, and the spin-orbit Hamiltonian
reduces to:
Hso;x = kx(αyσz − αzσy) (4)
where αy,z is the spin-orbit coupling which includes the effect
of the applied field Ey,z . Now spin rotations Ry and Rz are en-
4acted by controlling the electric fields Ez andEy , respectively
(see Fig.5(a)).
A straightforward calculation shows that the evolution un-
der the Hamiltonian kxαyσz gives a spin rotation angle θz =
αym
∗Lx/h¯
2
, where Lx is the gate length in the x-direction;
similar results can be obtained for the other two rotations. The
electric field can be controlled by applying a potential on a lo-
cal capacitor. All single-qubit transformations can be imple-
mented in maximum three steps using spin rotations around
two axes [64].
A very important property of the Rashba one-qubit gate is
its non-dispersivity. It can be seen from the above transforma-
tion that the rotation angle θz = αym∗Lx/h¯2 depends only
on the local gate parameters (its length Lx and the strength of
the applied field E, through α) and not on the energy of the
incoming electron (this is correct if the interband coupling is
negligible, which is true if the channel width w ≪ h¯2/αm∗
[68]).
We can estimate the length L of the Rashba region nec-
essary for a rotation angle θ = π as L = 116 nm in InAs
(α = 4× 10−11eVm [71]) or L = 500 nm in InGaAs/InAlAs
(α = 0.93 × 10−11eVm [70]). These values give a figure
of 200 to 900 single-qubit gates for a spin coherence length
of 100 µm. It is important to note that a precise control of
the rotation angle with the surface electric field was achieved,
therefore it is possible to implement the continuous set of ro-
tations necessary for universal quantum computation.
We define the error of a single gate as:
ǫ = 1− min
|ψin〉
∣∣〈ψout|ψ0out〉∣∣ (5)
where |ψ0out〉 is the desired output state, |ψout〉 is the real out-
put (which includes all the gate errors) and the minimum is
taken over all possible input states |ψin〉.
Let |ψin〉 = cos δ|0〉 + eiγ sin δ|1〉 be a general one-qubit
state. For a rotation around the y-axis with angle θ, the error
can be written as:
ǫy = 1− 1
2
min
δ,γ
|sin 2δ {cos(θ − θ0)+
+[e−iγ − eiγ sin(θ − θ0) ]}
∣∣ (6)
where θ0 is the desired value of the rotation angle, while a ro-
tation around the z-axis with angle θ introduces the following
error:
ǫz = 1−min
δ
∣∣∣cos2 δ ei(θ−θ0) + sin2 δ e−i(θ−θ0)
∣∣∣ (7)
The maximum error occurs for input states of the form
cos δ |0〉 + sin δ |1〉 for Ry and (|0〉 + eiγ |1〉)/
√
2 for Rz and
is the same in both cases:
ǫmaxy = ǫ
max
z = 1− | cos(θ − θ0) | (8)
For instance, a variation of 10% in the gate length will in-
duce an error in the rotation angle of approximately 5%. Since
the rotation angle θz ∼ αyLx depends only on the gate length
and the electric field (throughα), fabrication errors in the gate
length can be compensated by local adjustment of the electric
field.
We mention that the Rashba effect was also used for pro-
viding spin splitting in a static qubits proposal (electrons in
self-assembled quantum dots) in Ref. [23].
2. Two qubit gates: the exchange coupling
The Hamiltonian for two spins interacting via isotropic ex-
change can be written as [13]:
Hexchange = J(t) S1 · S2 (9)
where J(t) depends on the overlap of electron (orbital) wave-
functions, and is zero if one of the electrons is outside the
two-qubit gate. The exchange coupling J can be turned on
either by reducing the inter-wire distance or by lowering the
potential between the two electron sites [20]. Electric control
has the advantage of allowing the gate to be switched on and
off by external potentials, thus enabling the programming of
our quantum circuit.
Since S1 ·S2 = (2USwap− 1l)/4, the time evolution of the
system under the exchange Hamiltonian (9) is given by:
Uexchange = e
iβ/4 exp(−iβUSwap/2) (10)
where USwap = diag(1, σx, 1) is the matrix of a SWAP gate,
and
β =
1
h¯
∫ t2
t1
J(t)dt (11)
(both electrons are assumed to be in the gate region between
times t1 and t2). For β = π, the spin states of the two in-
teracting electrons are swapped; β = π/2 corresponds to the
universal gate
√
SWAP (up to an overall phase). The usual
CNOT gate can be obtained using two
√
SWAP gates and
three one-qubit gates [13].
In the presence of anisotropy, an extra term appears in the
exchange Hamiltonian; its effect on the gate accuracy has
been addressed in [72]. As already mentioned, the exchange
interaction becomes universal by using a particular encoding
[18], and moreover it can be protected against collective de-
coherence using decoherence-free subspaces (DFS) [19].
III. SIMULATION OF A TWO-QUBIT GATE
In this section we assess the effect of various parameters
on the exchange coupling J through numerical simulations.
Gate accuracy can be affected by two types of parameters:
(i) geometrical, like gate length, inter-wire distance, barrier
height; and (ii) dynamical, e.g., energy difference between the
two electrons and the time lag between them (this is due to
synchronization errors when one electron arrives at the gate
before the other).
In order to estimate the influence of these sources of error,
we perform a quasi-stationary simulation of a single exchange
5gate. We use the Hund-Mulliken approach of Reference [20]
adapted to our configuration. The quasi-stationary choice is
justified by the relatively low errors expected for one single
gate; however, for a larger circuit, a more accurate description
of dynamical effects would be required. We consider a sim-
plified model of a “traveling” quantum dot moving along the
x direction, e.g., a confining potential moving with constant
velocity in the quantum wire and trapping an electron.
In the absence of external fields, the interaction between
two electrons is described by the sum of free-particle and
Coulomb Hamiltonians:
Horb =
1
2m∗
(p21+p
2
2)+Vc(r1)+Vc(r2)+
e2
κ|r1 − r2| (12)
where e is the electron charge and κ the dielectric con-
stant. We assume a quartic potential of confinement in the
y-direction [20] of the form
Vc(y) =
m∗ω2
8
(y2 − a2)2 (13)
which approximates adequately the merging of two harmonic
potential wells describing the free wires. Outside the gate the
electrons move in a 1D quantum wire described by the Hamil-
tonian (1) with a parabolic V0.
In the x direction we take the wavefunction to be a Gaussian
of width σ given by the traveling potential, which we assume
for simplicity to be parabolic. The choice of σ (instead of the
usual harmonic frequency) is motivated by the fact that we
are interested in the influence of the “spreading” σ on the gate
accuracy, having in mind that the “traveling” potential could
be controlled experimentally (e.g., a wave propagating along
the wire with controllable shape).
In the y direction the electron is confined by an (experimen-
tally fixed) parabolic potential and we assume that the cor-
responding wavefunction is described by the usual harmonic
oscillator ground state (there is no interband coupling). Thus,
the single particle state for a single quantum wire is:
φ(x, y) =
(
m∗ω
h¯π2σ2
)1/4
exp
(
− x
2
2σ2
− y
2
2
m∗ω
h¯
)
(14)
The geometry of the two-qubit gate is described by two par-
allel quantum wires situated at y = ±a. Let φ−a(r) = 〈r|1〉
and φ+a(r) = 〈r|2〉 be the one-particle orbitals centered at
y = ∓a, respectively. We also denote by S = 〈2|1〉 =∫
φ∗+a(x, y)φ−a(x, y)dxdy the overlap of the orbital wave-
functions of the two electrons.
Since we want to study the effect of non-synchronization,
we assume the that each qubit propagates with a different ve-
locity vi and can enter the gate at different times (thus there
is a time-lag between the two). Hence our analysis extends
the model presented in Ref. [37] of a surface acoustic wave in
which all qubits are perfectly synchronized.
In the Hund-Mulliken approach the orbital part of the two-
particle Hilbert space has four dimensions and includes the
states of double occupancy. The basis can be written as:
Ψd±a(r1, r2) = Φ±a(r1)Φ±a(r2) (15)
Ψs±(r1, r2) = [Φ+a(r1)Φ−a(r2)± Φ−a(r1)Φ+a(r2)]/
√
2
(16)
where the orthonormal single-particle states are:
Φ±a =
φ±a − gφ∓a√
1− 2Sg + g2 (17)
and
g =
1−√1− S2
S
(18)
The exchange coupling J is calculated as the energy differ-
ence between the lowest singlet and the triplet state, obtained
by diagonalizing the Hamiltonian matrix (written here in the
basis described above):
Horb =


U1 X −tH1 0
X U2 −tH2 0
−tH1 −tH2 V+ 0
0 0 0 V−

 (19)
In is straightforward to see that Hi4 = 0, i = 1 . . . 3, due to
the fact that Ψd−a is antisymmetric under the exchange 1↔ 2,
whereas the Hamiltonian and the other three basis states are
symmetric. Note that compared to Reference [20], in our case
we have U1 6= U2 and tH1 6= tH2, due to the asymmetry of
the two electrons (we allow one of them to arrive before the
other at the gate, if they are not synchronized).
Our results are summarized in Figures 1-4, for GaAs (κ =
13.1) taking h¯ω = 3meV, v = 105 m/s, an inter-wire dis-
tance 2a = 40 nm and σ = 10−7m (unless specified other-
wise). The goal is to find the gate length for a fixed value of
the exchange integral, namely β = π/2 corresponding to the√
SWAP gate. We allow the electrons to enter the gate gradu-
ally; this effect is specific to mobile qubits and, to the best of
our knowledge, has not been accounted for so far. This phe-
nomenon induces a variation in the overlap S over the length
of one gate (see Figure 1 (a)-(c), compared to (d)). Its inclu-
sion gives a more accurate description of the gate operation,
especially for weakly localized electrons (i.e., for relatively
large values of σ). By assuming that the exchange coupling J
is constant, the gate length would be drastically overestimated,
and errors due to lack of symmetry/synchronization would be
underestimated (see Figures 2 and 3).
As already reported in the literature, β has an approxi-
mately exponential decay with the inter-wire distance 2a (see
Figure 2). This result imposes the constraint of a tight control
on the parameter a. Individual gate calibration is in principle
possible if the wires are build through depletion of a 2DEG
(see Section V for more details).
Unlike proposals using electrons trapped inside quantum
dots, gates acting on mobile spins are also affected by the
lack of synchronization between the interacting qubits, i.e.,
the two electrons can have different velocities and can en-
ter the gate at different times. Deviations from the nominal
velocity v are not especially critical, as long as symmetry is
preserved (in this case β is roughly ∼ 1/v). However, the
gate accuracy is more sensitive to a difference in velocity be-
tween the two qubits. This is illustrated in Figure 3, where it
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FIG. 1: The overlap S of two interacting orbitals as a function of the
distance traveled along the gate. The qubits are allowed to enter the
gate gradually and the gate lengths are (a) 200 nm, (b) 300 nm, (c)
400 nm. In (d) both qubits are assumed to enter the gate completely
at t = 0. The two qubit gate was taken as perfectly symmetrical (i.e.
electrons enter the gate simultaneously and with the same velocity).
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FIG. 2: Exchange integral β as a function of the inter-wire distance
2a, for a symmetric two-qubit exchange gate.
was assumed that the interacting electrons reach the gate si-
multaneously, but have different velocities. In consequence,
precautions should be taken in order to prepare the qubits as
highly monoenergetic, tightly synchronized electrons.
Gate accuracy decreases even further when there is a time
lag between the interacting electrons. The acceptable time
lag, for a gate error less than 10% and 1%, is plotted in Fig-
ure 4, as a function of σ (for a gradual J). It is apparent
from this plot that Gaussians with a large spreading σ are pre-
ferred to more localized orbitals from the point of view of
asymmetry-induced decoherence. Weakly localized orbitals
have the drawback of a larger computation time, since succes-
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FIG. 3: Ratio of actual and ideal values of β as a function of the
relative difference in velocities (v2 − v1)/v1 of the two electrons.
The two qubits are assumed to enter the gate simultaneously and (a)
completely from t = 0 or (b) gradually.
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FIG. 4: Maximum acceptable time lag between the interacting elec-
trons for (a) less than 10% and (b) less than 1% error per gate. Both
qubits are allowed to enter the gate gradually.
sive electrons should be injected at longer time intervals.
IV. DISCUSSION
A. Programming
The main advantage of having a mobile qubit is that one can
use cold programming, i.e., all gates are set before “launch-
ing” the electrons. This avoids the use of ultrafast (i.e., sub-
decoherent) electronics for gate operations. This property is
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FIG. 5: Two architectures for an arbitrary single-qubit gate
U(θ1, θ2, θ3) = e
iθ1σzeiθ2σyeiθ3σz using the spin-orbit interaction.
Vθi are three gate potentials generating the Rashba phases θi. (a)
The electric field in the three Rashba regions is Ey, Ez and Ey, re-
spectively. This setup requires both top/bottom and lateral gates; (b)
If only top/bottom gates are available (all three Rashba regions have
now an Ez field), the gate has a different setup: the electron is mov-
ing along three different directions Ox, Oy and Ox, respectively.
The gate is now U ′(θ1, θ2, θ3) = eiθ1σyeiθ2σxeiθ3σy ; spin rotations
around two perpendicular axes (in this case Ox and Oy) are suffi-
cient for performing any single-qubit gate.
essential and represents a distinct advantage of the proposed
quantum architecture over other solid-state proposals. The
gating sequence needed for the proposed experiment can be
pre-programmed using static electric fields only. Program-
ming is done by switching on/off the gates and in this way any
quantum algorithm can be implemented. Proposals that do not
benefit from this feature can still be used for the implementa-
tion of quantum specialized circuits, which are hard-wired for
only one algorithm; in that case, the loss in flexibility is com-
pensated by improved robustness.
In our implementation the control of single-qubit gates
amounts to switching on and off the voltage applied on a lo-
cal capacitor (see Figure 5). Since any SU(2) matrix can
be parametrized as U(θ1, θ2, θ3) = eiθ1σzeiθ2σyeiθ3σz [64],
an arbitrary single qubit gate can be enacted with only three
Rashba active regions (see Fig. 5). The local control of the
electric field between a maximum value (when the gate is ac-
tive) and zero (gate inactive) can be achieved with the present
technology [70, 71].
There are a number of methods for controlling a two-qubit
exchange gate. While reducing the distance between the wires
in the interaction area does not offer the possibility of switch-
ing the gate off completely (and also affects synchronization),
lowering the inter-wire potential when the gate is active (again
by the control of a local electric field) is a more attractive op-
tion. As mentioned previously, for universality it is sufficient
to have a single two-qubit gate like
√
SWAP. In this case
programming reduces to switching on and off the gate placed
along the qubit path. Also, since the two qubit gate is constant,
its large scale integration and the optimization of its geome-
+V +V
(b)(a)
+V +V
+V +V
+V +V
FIG. 6: On/off switching mechanism for the two qubit gate. Each
qubit has two pairs of depleting gates (grey rectangles). The electron
can be directed along one of the two possible trajectories (top or
bottom, marked in black) by applying a depletion voltage +V on
one of the two pairs of gates; no voltage is applied on the other pair
shown as a dotted rectangle. When interaction is required, the top
qubit is flipped to the lower trajectory state as in (b); in (a) there is
no interaction between qubits. Note that the trajectory length is the
same in both cases.
try (gate length, inter-wire distance etc) are easier than for a
variable gate. A switching mechanism for the two-qubit gate
is presented schematically in Figure 6. Using two pairs of
depleting gates, the electron can be directed along two alter-
native paths, corresponding to to the active and inactive gate,
respectively.
B. Decoherence and scalability
Our estimate of less than 103 gates (corresponding to a spin
coherence length of 100µm) falls short of the threshold re-
quired for fault tolerant quantum computation (104, accord-
ing to [75]). Progress in this direction can came from mate-
rials with longer spin coherent length or higher α (implying
shorter gates).
Our model can also rely on several results from encoded
universality using the exchange interaction (see, for instance,
[19]) to fight particular types of errors, albeit at the expense of
an increased gate overhead.
It should be mentioned that in the simulations presented
above we did not consider the time spreading σ(t) of the
Gaussian, assuming tacitly that the “traveling” potential re-
mains constant during propagation. If this effect is also taken
into account, then it could limit the maximum number of two-
qubit gates to less than 100. If a larger number of gates be-
come technologically possible and required for the particu-
lar application considered, extra “reshaping” steps should be
added. Considerable improvement in the maximum number of
gates can come from putting the two wires into closer contact,
i.e., by reducing the inter-wire distance 2a, since this implies
shorter gate lengths.
8V. IMPLEMENTATIONS
The proposal described here can benefit from recent ad-
vances in nanofabrication. High density arrays of paral-
lel nanowires with diameters as small as 8 nm and center-
to-center distances of 16 nm were fabricated [76]. This
techniques is applicable to both metallic and semiconduc-
tor nanowires and moreover, simple circuits of crossed
nanowires were produced (with junction densities larger that
1011 cm−2).
A. Semiconductor heterostructures
A large number of experimental results in spintronics are
obtained for GaAs, InAs and related heterostructures. Spin
injection and spin transport have been demonstrated primarily
for these materials, therefore it is natural to consider them as
first candidates for the implementation of our proposal.
One of the technological alternatives that can prove suitable
for implementing our proposal is based on the depletion of a
2DEG using surface gates (see for instance [13]). Gate re-
gions can be patterned by extending the depletion region cre-
ated by a split gate so that a semiconductor island is defined
only in the active area. This approach has the very important
advantage of allowing individual calibration of each gate by
varying the length and width so that the desired rotation angle
is obtained.
B. Silicon
One of the reasons why Si is a good candidate for imple-
menting the present model is its experimentally demonstrated
suitability for building low-dimensional systems. In particu-
lar, purely “zero-dimensional” structures have been produced
in Silicon-on-Insulator (SOI) substrates [77]. Since the active
area of these substrates consists in a very thin Si layer sand-
wiched between two oxide layers, the structures fabricated
in this technology are naturally confined in two dimensions.
Thus, our proposal can be implemented by patterning quan-
tum channels into the thin Si layer that acts as a 2DEG, ei-
ther by confining potentials (this solution has the advantage of
a conceptually straightforward manipulation of the exchange
interaction, but introduces an extra term in the Rashba Hamil-
tonian), or by shallow oxide trenches. Moreover, a multi-
ple sandwiched structure of Si and SiO2 fabricated using the
bonding technology [77] and suitable for a three-dimensional
arrangement of the quantum wires can be envisaged. This op-
tion will relax one of the constraints imposed by our model,
where only two-qubit gates between neighboring qubits can
be directly implemented. If two-qubit interactions are possi-
ble between any two qubits of the circuit, the number of total
operation required for one computation can be considerably
reduced.
However, the issues of state preparation and measurement,
the coherence length of mobile spins and the spin-orbit inter-
action in Si have to be addressed separately, in order to achieve
the same level of accuracy in description as for compound
semiconductors. The authors have no knowledge of a defi-
nite answer to the question of spin-coherent transport in Si;
nevertheless, the transverse relaxation time of electron spin
in Si samples at 1.4K was found to be of the order of hun-
dreds of µs [78], while the phonon-induced decoherence for
localised electrons in Si was predicted to be negligible [79].
Those are promising results for future investigation of the co-
herence length of electron spin in Si one-dimensional systems,
and if confirmed by further investigations might recommend
this material, particularly in the SOI technology, as a good
option for the fabrication of quantum circuits.
A special attention has to be paid to the exchange coupling
in Si, since anisotropy and an oscillatory behaviour can be ob-
served, due to intervalley interactions in the six minima of the
conduction band [22, 80]. However, it was shown in [81] that
these perturbations are reduced for symmetric quantum wells
and for strained structures, where one conduction band valley
becomes dominant. Therefore, control of the anisotropy in
exchange can be expected to be technologically viable in the
confined 1D systems we employ here.
C. Carbon Nanotubes (CNTs)
The main attractiveness of CNTs consists in their potential
of behaving as ballistic conductors at room temperature. Ten-
tative studies of spin transport in CNTs have been reported in
[82, 83, 84]; if the results obtained for charge transport (typ-
ical coherence lengths of 1µm at room temperature) are re-
produced for spin transport, CNTs could emerge as one of the
most promising supports for solid-state quantum computing
with mobile spin qubits. Particular attention should be paid
not only to the study of single spin transport, but also to the
suitability of CNTs for entanglement transport. In general,
the decoherence time of a spin singlet (each of the electrons
in a separate quantum dot or channel) can be assimilated with
the decoherence time of a single spin [85]. However, it was
demonstrated in [86] that if Luttinger liquid (LL) interactions
are taken into consideration, the decoherence time of such a
singlet becomes almost zero. Since CNTs are better described
by the LL model (see for instance [87]), this effect is a po-
tential limit for the performances of quantum computing with
mobile spin qubits in CNTs, and experimental results to con-
firm or infirm these considerations would be of great interest.
Regarding the interactions required for an universal set of
qubit transformations, it was predicted that spin-orbit cou-
pling exists in CNTs, and moreover, it does not interfere with
the spin-charge separation [88]; the exchange coupling was
discussed in [83]. For the injection step, a specific spin pump
for Luttinger liquids was proposed in [89]. More theoretical
and experimental results are expected, in order to fully assess
the suitability of CNTs for the implementation of quantum
computing with mobile spin qubits.
9VI. CONCLUSIONS
In this article we have described and assessed a novel, all-
electrical model for quantum computing using mobile spin
qubits in quantum one-dimensional systems. Besides bene-
fiting from all advantages characteristic to a solid-state envi-
ronment, our proposal combines the processing and transport
of quantum information in a more natural way. Therefore,
it eliminates the requirement of ultrafast switching of local
electric and magnetic fields common to static qubit propos-
als. Solely static electric fields are used for the manipulation
of quantum information, and the fidelity of individual trans-
formations in a specific material depends only on an accurate
control of the gate length (for one-qubit gates), respectively of
the gate length and qubit energy and synchronisation for two-
qubit gates. Moreover, the gates are programmable (they can
be turned on and off by external potentials), therefore univer-
sal quantum computing, as opposed to dedicated circuits, is in
principle possible.
We have estimated the influence of various sources of error
on individual two-qubit gates, via a quasi-stationary Hund-
Mulliken approach, in a realistic setting allowing for time
variations of the exchange coupling J . It was found that the
main trade-off in the flying qubit approach is the requirement
of synchronizing the qubits. It is thus essential to have highly
monoenergetic electrons launched simultaneously. This can
be accomplished by properly tailored energy filters and syn-
chronized single-electron injectors at the preparation stage.
However, the drawback of dealing with extra sources of
decoherence is compensated by an improved flexibility in
the implementation of quantum gates, where dynamic effects
such as the spin-orbit interaction can be used. The experi-
mentally proved, non-dispersive Rashba effect offers a very
promising alternative for the implementation of one-qubit
gates. The steps of qubit preparation and measurement also
benefit from increased flexibility, with a variety of available
methods. It is particularly encouraging to note that the qubit
measurement is much simplified compared to the case of static
qubits. Any further advances in spin transport, spin injection
and the design of spin filters can be naturally incorporated in
our scheme, with the effect of improving the overall accuracy
of the computation.
As with all the results in spintronics and quantum informa-
tion processing, further increase in the control of errors and
correspondingly in the maximum number of operation that
can be performed during one computation depends on future
technological advances. Our proposal provides a conceptually
simple and flexible framework for the demonstration of quan-
tum computing in several materials with large spin coherence
length that can be processed into parallel one-dimensional
wires, such as compound semiconductors, heterostructures,
silicon-on-insulator (SOI) or CNTs.
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