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Distributed parameter systems arise in many physical or chemical 
application areas, such as the propagation of electromagnetic fields and 
sonar waves, the doubly spread targets and chanr.els in communication 
systems, the wing vibrations and structural beam problems in aerospace 
systems, the seismic wave propagation in geophysical exploration, and 
heat conduction; diffusion and transport phenomena in chemical processes. 
In view of the nature of the physical world evolving in time and space, 
these are but a few examples of situations wherein the physical variables 
are defined as a distributed parameter system. 
The presence of the additional independent variables in such 
systems critically affects the modeling and performance of the physical 
process of concern. For example, in addition to the system having to 
satisfy some initial conditions, the admissible behavior of the solutions 
generated by the partial differential equations characterizing the system 
may be required to satisfy some constraints at the boundaries of the 
spatial domain of definition. Therefore, there are many subtle mathe-
matical problems that arise when one models distributed parameter systems. 
In recent years there has been a growing interest regarding the 
control and estimation of distributed parameter systems [1]-[19]. This 
1 
is primarily due to the abundance of potential applications and the 
rapid advances of mathematical systems theory. 
Although much work on the control and estimation of distributed 
2 
parameter system has been done in order to predict process behavior and 
to derive a control strategy, the implementation of such algorithms is 
difficult. Because one is always faced with the necessity of approxi-
mating the solution to a set of partial or integra-partial differential 
equations. Thus, in developing algorithms for distributed parameter 
systems, the inherent difficulty is at what stage should the approxima-
tion be done so that one is able to implement the algorithms easily, and 
still obtain reasonable results. 
Athans [2] pointed out that the distributed nature of the plant 
should be retained as long as possible to avoid a 11 property gap 11 which 
may exist under the lumped approximation. However, retaining the dis-
tributed nature usually yields expressions in the form of sets of vector 
integra-partial or Riccati-like nonlinear partial differential equations. 
This creates more difficulty in finding the appropriate approximation 
schemes and gives the same chances of creating a ''property gap 11 , since 
the information about the behavior of the original physical process, 
gathered during the process of modeling, is no longer true for the re-
sultant algorithms. The above is especially significant when the stoch-
astic behavior of a random distributed parameter system (D.P.S.) is of 
interest and the transformation or the adaptation of the a priori stat-
istics to a complex final algorithm is of concern. By approximating at 
the beginning stage of analysis the statistical properties of the physi-
cal process can be incorporated into the approximation procedure. Also 
early approximation makes it possible to utilize the wealth of knowledge 
3 
available in the area of lumped parameter systems, such as optimization 
techniques, state estimation algorithms, or numerical analysis. 
In their extensive survey for D.P.S., Polis and Goodson [3] state 
that 11 Approximating at the beginning may yield algorithms which are less 
complex than those derived by retaining the distributed nature of the 
process. 11 There are two ways of approximating deterministic D.P.S.; one 
is the finite difference method and the other is the finite mode approxi-
mation method.· The advantages and disadvantages of each technique are 
discussed by Polis and Goodson. Although the finite mode approximation 
technique has many advantages over the finite difference method, the main 
disadvantages are that the choice of basis functions is not unique, and 
a poor choice yields a poor approximation. Furthermore, increasing the 
number of modes not ensure a better approximation if the basis functions 
are not well chosen. However, for a class of random D.P.S. in this work, 
this problem can be easily resolved by developing the optimum set of 
basis functions in the sense of minimum mean square error (MMSE). 
In the study of random dynamical systems, the behavior of the 
system is usually characterized by the propagation of its mean behavior 
and of its second-moment which describes the amount of uncertainty asso-
ciated with the mean process. For many applications, to control or to 
display the behavior of the random system accurately, one needs more 
detailed information about the physical process of interest. When mere 
probabilistic description of the process is not adequate, one takes mea-
surements of the process which may contain noise and errors. Estimation 
is the very process of extracting information from these noisy measure-
ments, taking account of the effects of plant disturbances and prior 
knowledge of the information. However, the state estimation theory for 
4 
D.P.S. is not well-established in spite of many studies that have appear-
ed in literature in the past ten years [4]-[13]. The above is partially 
due to the fact that the very diverse nature of D.P.S. allows one to 
approach the problem in many different ways. The work differs both in 
the formulation of message and measurement process, and in terms of tech-
nical approaches such as maximum likelihood [9], least squares [6], or 
minimum error variance [7]. As far as the computational problem is 
concerned, most of the work does not consider this important matter. 
Sakawa [5] suggested final stage eigenfunction expansion for the 
Sturm-Liouville equation with the deterministic homog.eneous boundary 
condition as an approximation scheme. But even for the most simple case 
of homogeneous boundary condition the original consideration of noise 
at the boundary has to be given up. According to the definition given 
by Gelb [33], an optimal estimator is a computational algorithm that pro-
cesses measurements to deduce a minimum error estimate of the state of 
a system by utilizing: knowledge of the system and measurement dynamics, 
assumed statistics of system noises and measurement errors, and initial 
condition information. In view of this, it is unfortunate that most of 
the estimators for D.P.S. are non-computable, and there is a need to 
develop computable estimation algorithms for D.P,S .. 
In this work, the purpose is to represent the solution to certain 
random partial differential equations in such a way that estimates of the 
solution can be derived which are computationally feasible. The contri-
bution is really twofold in the sense that new and optimum representa-
tions for stochastic D.P.S. are derived, and estimates of the solution 
of modal representations are developed. 
1.2 Objective and Organization 
The intent of this study is to find the optimal modal representa-
tion for a class of random D.P.S. such as random wave or random diffu-
5 
sian processes and to furnish computationally feasible optimum state 
estimation algorithms. Utilizing the second moment characterization of 
the random initial conditions given by the system model, one decomposes 
the random D.P.S. into a system of stochastic ordinary differential 
equations. When the autocorrelation function implies a periodic process, 
Wiener process, or rational spectra, it is interesting that a certain 
set of orthonormal functions can provide an optimum set of basis func-
ti ons in the sense of MMSE. 
The estimation problem is posed in terms of multiple sensors making 
measurements on multiple temporal processes at various spatial locations. 
Applications of state estimation te~hniques existing for lumped para-
meter systems to the decomposed modal system are presented under the 
several assumptions that each system model holds. 
In Chapter II~ the background material is introduced which is rele-
vant to the development of modal estimation theory in the following 
chapters. Distributed parameter systems, Karhunen-Loeve expansion of 
random processes, Kalman filtering, and fixed-interval smoothing algo-
rithms are discussed as essential prerequisites to understanding the 
material presented in this work. 
Chapter III consists of the development of stochastic modal repre-
sentations for the temporal message model of the random diffusion pro-
cesses and the temporal or spatial message model for random wave 
processes. Standard minimization schemes using the properties of L2 
6 
space are employed. The error bounds for each problem are attained. 
The estimation problem is formulated and solved in Chapter IV, 
where optimal techniques of estimation for the temporal and spatial 
message models with continuous-time and discrete-space observations are 
developed. When temporal dynamical systems are considered, the linear 
combination of ordinary Kalman filtered state estimates generates the 
conditional mean estimate of the solution of random partial differential 
equations. A correlator type processor, or a Kalman filter estimating 
a constant, forms the basis for the optimum algorithm for the case of a 
spatial message model. The overall error bounds of an estimation pro-
cedure are investigated to relate the performance measure to the choice 
of the number of modes. 
Chapter V treats an application of the techniques developed in 
previous chapters to a simple seismic data processing problem. Computer 
simulation of an example is also included. 
A summary and conclusions of the results obtained fn the disser-
tation are presented in Chapter VI where suggestions for further study 




In this ~hapter, background material from the areas of distributed 
parameter systems, stochastic Fourier analysis, and state estimation 
theory is presented. It is intended to provide a self-contained reference 
for the following chapters in which modal representation of stochastic 
distributed parameter systems and associated signal processing techniques 
are developed. 
Section 2.2 is concerned with the partial differential equation 
involving the dynamics of the wave arid heat processes. In Section 2.3 
the series representation of random processes will be discussed to moti-
vate the parallel development for random fields. Finally, to furnish a 
necessary background for Chapter IV the state estimation schemes developed 
for lumped parameter systems wi 11 be reviewed. 
2.2 Distributed Parameter Systems 
Distributed Parameter Systems (D.P.S.} are those systems whose dyna-
mic performance depends not only upon time, but may vary with respect to 
some other set of independent variables which usually characterize a 
spatial location in some coordinates. When the dependence of the physical 
process in question is continuous with respect to the independent varia-
bles, it is possible to represent the system by a set of partial differen-
7 
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tial equations. The general form of a l'inear second order part'ial differ-
ent'ial equat'ion is: 
·iu (lu a2u au au 
a-. + b-- + c-+ d-+ e-+ fu = w(t,s} 
at2 atas as 2 as at 
(2.1) 
where the solution of the equation will be a function u both of time and 
space; u(t,s). The coefficients are real-valued and twice continuously 
differentiable functions of t and s. Equation (2.1} can be classified 
according to its coefficients when a, b, and c do not vanish simulta-
neously: 
l. The equation is of parabolic type at a poi·nt (t,s) if b2(t,s) = 







2. The equation is of hyperbolic type at a point (t,s) if b2(t,s)> 
4a{t,s)c(t,s), such as the homogeneous wave equation 
cfu cfu 
at2= cos 2 
3. The equation is of elliptic type at a point (t,s) if. b2(t,s) < 
4a(t,s)c(t,s). An example of this group is Laplce 1s equation which does 
not describe a dynamical system, and shall not be CJiven any considera-
tion in this thesis. 
If the coefficients a, b, and c are constants, then the equa~ion is 
of one type in the entire t-s plane. Giving consideration to boundary and 
initial conditions the heat equation and wave equation are to be dis-
cussed in rnore detail. 
2.2.1 The Diffusion or Heat Equation 
9 
Let u be some scalar physical quantity defined at every point of a 
connected interval, 0 ~ s ~ 1, and U be the rate of transport of u 
through the interval, then a continuity equation will result: 
.·au 
- + div U = w 
at 
(2.2) 
where w represents a source term. An obvious example is the diffusion 
of molecules or ions. If the rate of transport·is proportional to the 
gradient of the quantity u and is directed from large u to small u, 
U = -k grad u k>O (2.3) 
This is physically plausible, since, from kinetic theory, temperature is 
related to the mean velocity of molecules. The process of heat conduction 
just represents the diffusion of molecules of greater average speed among 






= k-2u(t,s)' + w(t,s) os 
(2.4) 
The function w(t,s) is referred to as the source density whi~h denotes 
the amount of heat per unit length per unit time generated at the point 
s at time t. 
One needs two boundary conditions and one initial condition to solve 
10 
(2.4) for a particular physical situation of concern. Depending on the 
spatial region of interest, there are two types of problem formulation. 
The initial-value problem is described as follows: 
d o2 ---u ( t 's ) .= k-2 u ( t 's ) + w ( t 's ) ot as 
(2.5) 
u(O,s) = u0 (s) (2.6) 
where the spatial variable s is defined in - oo < s <oo and t > 0. The model 
describes the flow of heat in .a long slender homogeneous bar of uniform 
cross section, the lateral surface of the bar is insulated and the length 
is enough to neglect the end effect. The Green•s function ( G, the im-
pulse response of the homogeneous heat equation } is known to be of the 
form, 
for t > t 1 and -oo <S <oo and 
G(t,s,t•,s•) = 0 (2. 8) 
for t ~ t • and - ao < s < oo , with the fo 11 owing properties [20]: 
1. G is continuous on t ~ t• except at the point (t• ,s•) where 





lim = +oo (2.9) 
t-t•4k(t-t•)l/2 
t>t 1 
2. G is ~ solution of the homogeneous heat equation for t > t• 
11 
3. G ( t , s , t i , s ' ) ds = 1 t > t' (2.10) 
4. G(t,s' ,t' ,s) = G(t,s,t' ,s') t > t' (2.11) 
where t' and s' are parameters independent oft and s. By using the 
Green's function the integral form of the solution for the problem des-· 
cribed by (2.5) and (2.6) can be written as 
r,oo t oo 
u(t,s) = /~(t,s,O,s')u0 (s')ds' + fdt'JG(t,s,t',s')w(t',s 1 )ds' ~-oo lo' -oo 
(2.12) 
The derivation of the Green!s function and the verification of the 
solution are discussed in [20]. 
If the spatial region of interest is a finite interval, 0 ~ s ~ 1, 




= k-- 2u(t,s) + w(t,s) 
OS 
u(t.,s) = u0(s) 
O<s<l; t>O 
O~s~l; t=O 




B(u) = u = lv0(t)] 
· . Lv1(t) 
B(u) = %~ = [v0(t)] . 
v1(t) 
B(u) = %~ + au = [v0(t)] 
v1(t) 




on s = 0, s = 1, and t ~ 0. Boundary conditions may be one of the Diri-
chlet type, Neumann type, or mixed type as described above, where B(u) 
represents a boundary operator, u and v are vectors, and ou/an denotes 
the derivative of u in the direction of the exterior normal on the 
boundary. The parameter a is a known positive constant, and the first 
element of the vectors refers to s = 0, while the second refers to s = 1. 
This problem naturally gives rise to an eigenvalue problem for which the 
method of eigenfunctions would be suitable [20]. It is possible to 
express the Green's function in terms of a series expansion: 
G ( t ,s 't' ,s ') =f $. (s} <P. {s ' ) e -k.\j ( t-t' ) 
j=l J J 
(2.16} 
for t > t' and 
G(t,s,t',s') = 0 (2.17) 
fort~ t', where the set of basis function{q,j(s}} is assumed to be an 
orthonormal set obtained by solving the Sturm-Liouville's eigenfunction-
eigenvalue problem, 
d2 
- 2q,.(s) + .\.q,.(s) = 0 ds J J J 
0 ~ s ~ 1 (2.18) 
s = 0; s = 1 (2.19) 
and .\j is the corresponding sequence of eigenvalues. In addition to 
(2.16) and (2.17), Green's function also satisfies 
2 
~(t,s,t',s') = ~2G(t,s,t',s') + 5(t-t',s-s'} 
dt OS 
13 
0 < S ,S I< 1 ; t 't I > 0 (2.20} 
and 
B(G) = 0 .s = 0; s = l ( 2. 21 ) 
By means of the Green's function, one can express the solution of initial-
boundary problem, (2.13) to (2.14), in terms of the given functions uo, 
w(t,s), and B(u). The solution is 
] t 1 
u(t,s) = JG(t,s,o,s'} u0(s'} ds'+/0 dt'/0 G(t,s,t',s') w(t',s') ds' 
0 
- kft ( uoG - Gau ) 1 dt I 
o as· as· o 
(2.22) 
If the boundary condition is Dirichlet type, then the last term in (2.2e) 
simplifies to 
t 1 
- kf H_oG• dt' 
.. 0 as 0 
(2.23) 
Where B(u) = H symbolizes the boundary condition. Similarly, if the 
boundary condition is Neumann or Mixed type, the last term reduces to 
t 1 
+ kf HG dt' 
0 0 
(2.24) 
It is worthwhile to note that since the time functions in (2.16) 
are exponentially decreasing and since (j) 2 aRpears in the arguments of 
{A.j} for many cases, the equation could, for most practical purposes, 
be approximated, after a short initial period, by its leading terms with 
j = l. 
The existence and uniqueness of the solution for the initial-boundary 
14 
-value proBlem, (2..13} to (2.. Hi), are. discussed fn I20]. 
2.2.2. The Wave Equation 
Just as the diffusion or heat equation is the. most fundamental of 
parabolic linear partial differential equations, so the most fundamental 
equation of normal hyperbolic type. is the wave equation. It arises in 
mathematical physics as one of the most important differential equations. 
From a combination of a continuity equation (2.2) with a second equation 
describing characteristics of many physical processes, one can get an 
inhomogeneous wave equation of the form 
az . . 2 z 
- u(t,s) - c ~ u(t,s) = w(t,s) 
at2 as2 
0 < s < 1; t ~ 0 (2. 25) 
where c denotes a real positive. constant. Physically, the solution of 
(2.25), u(t,s) may represent waves of electric or magnetic intensity, 
waves of acoustic pressure, transvetse or longitudinal displacement 
waves in a solid, or other phenomena evolving in one dimensional space. 
The terms w(t,s) and c represent a field source and the velocity of a 
wave respectively. 
In many problems arising in mathematical physics the solution 
u(t,s) is sought which satisfies prescribed initial conditions (or 
initial-boundary conditions) as well as the given differential equation. 
Depending on each prescribed auxiliary condition, the types of problem 
which are of interest in this study and their solution form may be 
described as follows: 
1). The. .initial-value problem is characterized by the equations 
15 
2 . 
0 - u(t,s) = 
ot2 
2 
c·2 o u(t,s.) + w(t,s) 
os2 
-oo<S<oo t > 0 (2.26) 
u(O,s) = u0(s}, ~(t,s) = u1(s) 
ot . t = o 
-oo <S<oo (2. 27) 
where the solution form (D 1Alembert 1 S solution} is known to be 
1 1 Js + ct 
U ( t ' S ) : 2 [ U ( S + C t ) + U 0 ( S- C t )] + L C U 1 ( S I ) d 5 I 
s - ct 
t f S + C ( t- t I ) 
+ -1 f . W ( t I 'S I ) d t I ds 1 
2c 0 s- c(t-t 1 ) 
(2.28) 
The initial-boundary-value problem with boundary data is described below: 
2 
d 2 2 --2 u(t,s) = c ~-u(t,s) + w(t,s) 
ot os2 
O<s<l;t20 
B(u) =[vo(t}] v, (t) s = 0, s = 1; t? 0 
u(O,s)= u0(s), 
0 ' 
~(t,s)l = u1(s) 
0 t = 0 
0 ~ s ~ 
(2.29) 
(2.30) 
( 2. 31) 
The equivalent integral representation of the problem through the use of 
Green 1 S function is given by [27]: 
1 . 1 
u(t,s) =j G(t,s,O,s 1 ) u1(s 1 ) ds 1 +j ~G(t,s,O,s 1 ) u0(s 1 ) ds 1 o · · o ot 
' 1 
- c2Jt[u(t 1 ,S 1 ) _Q_ G(t,s,t 1 ,s 1 )- G(t,s,t 1 ,S 1 ) ou('t1 ,S 1 )1 Jdt 1 
0 05 I OS' 
0 
t ] 
+j J G(t,s,t 1 ,S 1 ) w(t 1 ,S 1 ) ds 1 dt1 
. 0 0 ' 
16 
where the bili.near form for the Green•s function of the wave equation, 
G(t,s,t•,s•) ='t ~J.(_s} cj>J.(s•) sin wjc(t-t•) 
J=l w.c 
J 
is the formal solution of the equation (2.29} where 
(2. 33) 
w(_t,s} =Jl(t-t•,s-s•) (2.34) 
and satisfies the imposed boundary conditions. Also 
G(t•,s,t•,s•) = 0 0 S S ,S I S 1 (2.35) 
G(t,s•,t•,s) = G(_t,s,t•,s•) · 0 s s,s• ~ (2.36) 
G(t•,s,t,s•) = -G(t,s,t•,s•) (all t,t•) (2. 37) 
and {ct>j} denote the onthonormal eigenfunctions associated with the equa-
tion: 
2 where A.. = w .• 
J J 
' 2 
a w 4>j = -A . cj>. J J (2.38) 
The well-posedness of the initial-value problem described by (2.26), 
and (2.27), and the existence and uniqueness of the formal series solution 
of the initial-boundary("value problem, (2.29) to (2.31), are discussed 
by Dennemeyer [20]. 
2.3 'Series Representation of 
Stocha~tic Processes 
2 It is well known that a deterministic function f(t) in L (O,T), 
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with inner product <f,g> ~ fb f(t} g(t) dt and norm llfll = <f,f> , may 
be expanded in a Fourier series with respect to a complete orthonormal 
set, { •. (t)}, of elements of L2(0,T), with the result representing f(t) 
J . 
over any specified finite interval, 0 ~ t ~ T [21]. Such an expansion 
provides the best finite series approximation of the function f(t) in 
the sense of mean square error, or L2(0,T) norm, but it is not unique, 
because the series may be chosen so as to converge to any periodic function 
which Qgrees with f(t) on 0 ~ t ~ T and the coefficients of any such 
series are not influenced by ,the behavior of f(t) autside 0 ~ t ~ T. 
For a random process the situation is similar, but there are differ-
ences when the correlation between Fourier coefficients is considered. 
It is possible to find the optimal n-dimensional basis (in L2(o,T)) for 
representing particular realizations of a random process such that the 
2 . 
L (O,T) norm of the error averaged over the ensemble of realization !1, 
or L2(0,T) xn norm of error, is minimized. Then-dimensional represent-
ation for a random process x(t) will take the form 
x( t) = x* ( t) 
n 
= L a .•. (t) 
j=l J J 
0 ~ t ~ T (2.39) 
where it is assumed, for convenience, that the {•/t)} form an ortho-
normal basis in L2(0,T}, i.e., 
0 ~ t ~ T 





x(t) = 1. i.m. L: a.~.(t) 0 s: t ~ T (2.41) 
n+oo j=l J J 
where l.i.m. (limit in the mean} implies 
n 2! ~ 0 1 i m E )11 X ( t) - L: a.~.(t)ll (2.42) 
n+ oo j=l J J 
For the moment the exact form of the ~j will not be specified since the 
optimum choice will folJow from the covariance function of each random 
process. The L2(0,T) norm of the error 
n 
x - x* = x - "" a "' LJ J. '~'J' 
j=l (2.43) 
is to be minimized over the ensemble of sample realization. Then one has 
E j <x- f: a.~. , x- f: a.~.> l 
i j=l J J j=l J J I 
= E I <X ' x > l + E I t I <X ' ~ . > - a . 12l 
~ I I J=l J J f 
(2.44) 
where certain well known properties of the inner product have been used 
[22]. 
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The second expression on the right achieves its minimum when the 
components aj have the values 
j=l,2, •.. n (2.45) 
Then the mean-squared norm of error (2.41) becomes 
(2.46) 
which ensures convergence in the mean defined by (2.42) for a second-
order random process x(t). Interchanging the.expectation and integration 
operation implied by the inner product, and using (2.44), one has 
T T 










Since the first term on the right is independent of the { ~j(t)} , the 
set of n orthonormal functions which maximize the last term 
T T 




dt•dt = 2: 
j=l 
<L<P. ' ~ . > 
J J 
(2.48) 
is to be chosen where L denotes an integral operator with the covariance 
function as its kernel; i.e . 
• ; . f 
T 




The square integrability, symmetry, and nonnegative definiteness of the 
covariance function [24] give the following properties of the integral 
equation [22]: 
1). The eigenvalues are real and nonnegative, and form a count-
able, square summable set. 
2). The kernel function can be represented uniformly as an expan-
sion in the eigenfunction {cpj(t)} of the integral operator L: 
00 
p(t,t') = L: p.cp.(t)cp.(t') 
j=l J J J 
(2.50) 
3). The ei~enfunctions can be made orthonormal and one has 
< L ~ . ' cp ·> = J 1 < p ·•. • .> J J ' 1 
(2.51) 
For an operator L with these properties the term on the right of (2.45) 




<L cfl • ' <P .> 
J J 
= L P· 
j=l J 
where { <Pj } is the set of n eigenfunctions of a homogeneous integra 1 
equation, 
T 
J p(t,t')~j(t') dt' 
0 
= p ·• .(t) J J 
(2.52) 
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j = 1, 2, ... n (2.53) 
with the corresponding n largest eigenvalues. Thus, the performance 
of this optimal basis, from (_2.47), is given by 
n 
>- 2:: P· = 
j=l J 
(2.54) 
where (2.50) and (2.51) are used. It is noted that the mean squared 
error is given simply by the sum of the remaining eigenvalues of the 
integral equation (2.53). 
Using this optimal basis; the representation 
x( t) ~ x* ( t) 
n 
= L a.cj>.(t) 
j=l . J J 
0 S t S T (2.55) 
is called the Karhunen-Loeve expansion for a random process [23], [24]. 
The coefficients in the expansion are uncorrelated random variables, since 
.... T T 
: /Jp(t,t')';(t),j(t') dt dt' 
0 0 
i, j = 1, 2, ... n (2.56) 
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where (2.39) and (2.50} are utilized. If x is a zero-mean process, then 
the coefficients are also zero mean. If x is not zero mean, one may add 
a fixed term M(t) to the representation, i.e. 
( 2. 57) 
where M(t) is simply the mean value E{ x(t)} for the process. 
Davenport [25] discusses techniques for solving the integral equation 
(2."53) with stationary covariance kernels having spectral densities which· 
are rational functions of frequency. State variable solution methods 
for various kernels and several particular types of non-stationary kernels 
of interest have been presented in [26] and [23], respectively. 
2.4 Linear State Estimation Theory 
·State estimation techniques for linear dynamical systems are con-
sidered to be pertinent to the modal estimation theory studied in Chapter 
V. Among the areas of interest are Kalman filtering, and linear fixed 
interval smoothing theory. A brief description of the main aspects of 
these are reviewed in this section. 
2.4.1 Kalman Filtering [33]-[34] 
This technique is concerned with estimating the state of a linear 
dynamical system, given noisy linear measurements of the state. Consider 
a system described by the formal stochastic differential equation 
. 
x(t) = A(t)x(t) + D(t)w(t) (2.58) 
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where x(t) is an n vector representing the state of the system and w(t) 
is a zero mean white noise vector, often referred to as plant noise or 
process noise. The covariance expression associated with w(t) is 
(2.59) 
At each instant of time from 0 up to the current time, a measurement 
process is available · 
z(t) = C(t)x(t) + v(t) (2.60) 
where z is a m dimensional measurement vector, C is a m x n measurement 
matrix, and v is a measurement noise vector of zero mean white noise with 
a covariance matrix 
E { v ( t) v T( t I ) } = R ( t) 0 ( t- t I ) (2.61) 
The noise processes wand v are statistically independent with each other 
or with the initial state x(O) which is a Gaussian random vector with 
mean 
E .. {x(O)} =JJ-0 (2.62) 
and variance 
V&r {x(O)} = P0 (2.63) 
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Given an observation z, the Kalman filter is used to generate the estimate 
x(t) of the state x(t). When the initial conditions and noise terms 
are Gaussian, the filter generates the conditional mean estimate 
x(t) =E{x(t) I z(t•) o:;t•:; t} (2.64) 
Even if these terms are nongaussian, the filter still provides the best 
linear estimate in the minimum mean square error sense. The filter esti-
mate is generated by the equation 
" "' "' x(t) = A(t)x(t) + K(t)[z(t) - C(t)x(t)] (2.65) 
where K(t) is referred to as the Kalman gain. The gain is obtained from 
the expression 
(2.66) 
where the error variance matrix P(t) is defined as 
P = A( t ) P { t ) + P ( t ) AT { t ) .· - P ( t ) C T { t) R- l ( t ) C ( t ) P ( t ) 
· + D(t)Q(t)DT {t) (2. 67) 
The initial conditions for (2.65) and (2.67) are 
25 
x(o) = 11-0 (2.68) 
and 
P(O) = P0 (2.69) 
For the discrete version of Kalman filter [34], the dynamical 
system can be put in the form 
x1.+1 = ~-+·1 .x. + o.+, .. w. 1 ,1 1 1 . ,1 1 i=O,l, ... m (2.70) 
wher~ x1 is an n vector representing the state of the system at stage i 




The plant noi~e w1 is zero mean discrete white noise with covariance 
description 
(2.73) 
Noisy observations of the state vector are available given by the linear 
observation model 
i=O,l, ... m (2.74) 
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where zi+l is the m dimensional observation vector at stage i+l and vi+l 
is zero mean discrete white noise with covariance expression 
(2.75) 
Given a set of measurement data Zi = {z1, z2, --- zi} and a new measure-
ment zi+l' the optimal filtered estimate xi+l is given by the recursive 
relation 
(2.76) 
fori= 0,1,2, --- , where X; is the conditional mean estimate if the 
noise and initial conditions are Gaussian, i.e. 
(2.77) 
The initial condition for (2.76) is x0 =P-o. The discrete Kalman gain 
is obtained from the expression 
(2.78) 
where the predicted conditional covariance Mi+l is given by 
M1.+1 ~ ¢.+1 .P.¢.+1 . + D.+l .Q. D~+l . 1 ,1 1 1 ,1 1 ,1 1 1 . ,1 (2.79) 
and the updated conditional covariance matrix P; satisfies the equation 
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with Po = Var { x0 } • Under non-Gaussian conditions the filter provides 
the best linear estimate in the minimum mean square error sense, but does 
not give the conditional mean estimate. 
There is another version of the Kalman filter which is referred to 
as the continuous-discrete version. This problem formulation refers to 
the situation \'Jhere the dynamics are described by a continuous time model, 
indicated by (2. 58), but the observations are discrete in time, as 
indicated by (2. 74). The best estimate is then described in between 
observations at time ti and ti+l by the free message model 
~(t) = A(t)x(t) 
with initial condition at time t. 
1 
(2.81) 
where the 11 +11 indicates the updated estimate at timet .. The updating 
1 
is obtained acc6rding to the procedure 
The ~(ti) on the right hand side of (2.83) is obtained from integrating 
(2.81) from the previous condition, x(t: 1). Thus the filtered estimate l-
is discontinuous at observation instants. 
The gain K. is evaluated according to the formula 
1 
T T]-1 K. = M.C~[R. + C.M.C. 
1 111 111 
where Mi = M(ti} is calculated by integrating the equation 
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(2.84) 
M(t) = A(t)M(t) + M(t)AT(t) + D(t)Q(t)DT(t) (2.85) 
from previous condition 
p. 1 1-
(2.86) 
and Pi is calculated as indicated by Eq. (2.80). The initial conditions 
are expressed by 
( 2. 87) 
(2.88) 
The various filtering algorithms which have been summarized here 
are primarily used in an "on-line" manner. That is, an estimate of the 
state of a system at timet;, given measurements from time to to timet, 
is obtained. However, if an estimate of the state at some time t, given 
measurements up to T > t, is the question of concern, then this leads 
one to the algorithms referred to as fixed interval smoothing algorithms. 
These algorithms make use of the filtering results and generally provide 
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an improved esti.mate, i..e. better than the ftltered estimate. 
2.4.~ Fixed Interval Smoothing [49] 
In this section the linear fixed interval smoothing algorithm is 
summarized. The dynamical description is as indicated by Eq. (2.58) 
and the observational model is as indicated by (2.60). Observations are 
assumed to have been made during a fixed interval [O,T], i.e. the data 
set is 
ZT = { z ( t) t e [0, T] } (2.89) 
and estimates are to be made of the state of the system during that time 
interval. The essential difference between the filtered estimate and the 
smoothed estimate is that for the smoothed estimate, the estimate of the 
state at time t is obtained on the basis of the data set ZT. In the case 
where the noise is gaussian and where th~ initial conditions are Gaussian, 
then the.smoothed estimate denoted as x(tiT) is the conditional mean 
estimate 
x (tIT) = E { x( t) / ZT} (2.90) 
In the non-Gaussian case, the smoothed estimate is the best linear estimate 
in the minimum mean square error sense. The smoothed estimate for the 
system described by Eqs. (2.58) and (2.60) .is governed by the relation. 
~(tiT) = A(t)x(tiT) + Ks(t)[x(tiT) - x(t)] (2.91) 
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for 0 ~ t ~ T where x(t) is the optimal filtered estimate as generated 
by (2.65), and K (t) is the 11 Smoothing filter 11 gain matrix. Equation s 
(2.91) is integrated backward in time from the terminal condition 
x(tiT} = xcn (2.92) 
The smoothing filter gain and error variance are given by the relations 
and 
(2.93} 
P(tiT) = [A(t) + Ks(t)]P(tiT) + P(tiT)[A(t) + Ks(t)]T-D(t)Q(t)DT(t) 
(2.94) 
where P(t) is as calculated by (2.67). As indicated in (2.91) the filtered 
estimate is linked to the smoothed estimate as an input-output relation-
ship~ Considerable use of the filtering and smoothing algorithms summa-
rized so far will be made ·in the remaining chapters. 
2.5 Summary 
In this chapter some mathematical preliminaries, vital to the 
development of the subsequent chapters, has been collected. The Green's 
function solution form for the initial-boundary-value problem 'for heat 
and wave processes has been presented. The Karhunen-Loeve expansion of 
random processes has been emphasi~ed as the basic concept to be ·extended 
to the series representation. of a random field. Linear state estimation 
algorithms, such as Kalman ·filtering and fixed-inter~al smoothing theory 
were introduced to be a self-contained reference for the study of modal 




The eigenfunction expansion method for a deterministic D.P. system 
plays an important role in studying such systems analytically or numeri-
cally. In this chapter the method of modal representation is to be 
extended to stochastic D.P. systems. The purpose of the chapter is to 
develop those aspects of modal representation which are specific to the 
decomposition of a random pa~ti~l differential equation to a set of 
random ordinary differential equati.ons. 
In Section 3.2 a second-order linear stochastic partial differen-
tial equation- is introduced in its most general form. The random heat 
equation and random wave equation are presented as a special case of 
\ 
this general form. Section 3.3 is concerned with the topic of modal rep-
resentation for random fields. Of particular interest is the series 
expansion of a white gaussian random field. This subject is discussed 
in some detail since it serves as a part of mathematical justification 
of the modal representation technique. 
In Section 3.4, the representation of temporal modes is studied 
for random diffusion or heat equations, which are to be decomposed to a 
set of stochastic ordinary differen.tial equations with random initial 
conditions. Given a priori statisttcs of the system, an optimal modal 
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representation is achieved for a class of important systems. Section 
3.5 deals with the similar decomposition of the random wave processes. 
Chapter III concludes with the study of error bounds for modal repres-
entation. 
3.2 Random Distributed Parameter Systems 
32 
Compared to the field of stochastic ordinary differential equations, 
relatively little is known concerning random partial differential equa-
tions. Of course, many of the results from lumped parameter systems are 
easily generalized to distriputed parameter systems. Since it is not 
difficult to define white noise with a multidimensional parameter [24], 
there have been many attempts to formulate random distributed parameter 
problems [4-13] and to study the nature of random fields [14-19]. In 
this work, stochastic partial differential equations are investigated 
with the work based in part on the above investigations. 
Continuous dynamical systems with distributed parameters (D.P. 
systems), which are subject to disturbances have been represented by a 
second-order partial differential equation in Section 2.2. If one lets 
u(t,s) and w(t,s) be, respectively, the state ~f a random field and 
the random disturbances in a sample space nat time t and space s, then 
a general second-order random partial differential equation may be 
·written as 
iu a 2u iu au a 
a-::-:2 + b- + cJ + d- + e-- + fu = w(t,s) (3.1) 
ot otos OS as ot 
where the coefficients a,b,c,d,e,f are real valued and twice continu-
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ously differentiable functions of t and s. The random forcing function, 
w(t,s}, is a two dimensional aussian random field with the following 
statistical properties: 
E { w(t,s)} = 0 (3.2) 
E{w(t,s)w(t•,s•)} = Q(t,s,t•,s•) (3.3) 
where Q(t,s,t•,s•) represent the covariance function of w(t,s). As is 
the case of the deterministic problem, (3.1) may also be classified 
according to its coefficients a,b and c. If the coefficients are random 
variables, it may happen that the equation is not- of one type in the 
entire t-s plane. There are ,many ways of formulating random D.P .. systems 
depending upon the source of r~ndomness introduced into the physical 
process. One of the coeffici,ents influencing the system may be subject 
to random fluctuations yielding random parameter partial differential 
equation. Deterministic information may not be available about the forcing 
term, initial, or boundary conditions, so that a deterministic formulation 
of the initial or initial-boundary problem is not feasible. Considering 
such situations, one can have the following types of random problem: 





Random initial-value problem [13,45] 
' 
Random boundary-value problem [48] 
Random forcing-function problem [6-12] 
Mixed-type (Random initial, .boundary, and forcing function) 
problem [5] 
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Since the random coefficient problem usually yields a nonlinear filtering 
problem, it is not given further consideration in this study. In the 
literature of filtering, Sakawa•s work [5] is the first attempt to include 
random boundary conditions. The most general fo·rm of random D.P. systems 
including random initial-boundary conditions and random forcing term 
is to be stuaied for the diffusion or heat and wave processes in the 
sequel. It is noted that the sample space n of the random initial-value 
problem to be discussed in this study is assumed to be the set of all 
solutions.to well-posed problems, in the sense that the solution exists 
uniquely for each sample of initial and boundary data, and forcing 
function, and depends continuously on these terms. 
3.2.1 Stochastic Diffusion.or Heat Equation 
The homogeneous random initi·al-value problem studied by Kampe De 
Feriet [45] for the statistical theory of turbulence is one of the first 
cases of stochastic modelin'g of the diffusion process. Here, the inhomO--





= k2 u ( t 's ) + w ( t 's) 
OS 
-oo<S<oo; t > 0 (3.4) 
where k is a known real valued constant and w(t,s) is a white Gaussian 
random field with statistics given by (3.2) and (3.3). A random initial 
condition with Gaussian statistics 
E {u(O,s)}'=~-t0 (s) -oo<S<OO (3.5) 
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E{[u(O,s) - ~0 (s)][u(O,s') - ~0 (s')J} = p0(s,s') (3.6) 
is defined where ~0 (s) is an expected value of the initial state and 
p0(s,s') is an associated covariance function. It is assumed that u(O,s) 
and w(t,s) are uncorrelated for all -oo<s<oo and t > 0. From the solution 
form of Green's function, (2. 10), the first moment is found to be 
~(t,s) = E{u(t,s)} 
t 00 . 
Jdt' J G(t,s,t',s'}w(t',s'} ds'} 
0 -oo 
( 3. 7) 
By interchanging the integration and expectation operations and knowing 
that the function G'(t,s,t',s').is a deterministic quantity,one obtains 
. 00 
JL(t,s) = 1~(t,s,O,s')P-0 (s') ds' (3.8) 
The variance may be obtained similarly, 
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Once again interchanging the expectation and integration operations, and 
using the assumption that ulO,sl and w(t,s} for oo < s < oo ; t ~ 0 are 
uncorrelated, one obtains 
00 00 
ii( t 1 ,s1, t 2 ,s 2) = J dsj Jds2_G(t1 ,s1 ,O,sj )p(sj ,s2_)G(t2,s2,o,sz) 
-oo -oo 
When the region of interest is a closed interval, 0 ~ s ~ 1, the 
stochastic version of the inhomogeneous ·initial-boundary-value problem 
given by (2.11}- (2. 13) may be formulated. In addition to the equations, 
(l.4), (3.5) and (3.6}, with a new definition of spatial region, 
0 ~ s ~ l, there needs to be an additional condition at the two boundary 
points, s = 0 and s = 1. For the simplicity of treatment ~0 (s) in (3.5) 
is assumed to be zero. The mixed boundary data problem is considered 
without loss of generality: 
t ~ 0 (3.11) 
t ~ 0 (3.12) 
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where a0 and a1 are nonnegative real constants and v0(t) and v1(t) are 
white Gaussian random processes with the following statistical properties, 
E { [ v 0 ( t ) J [v 0 ( t ) v 1 ( t ) J } = P b ( t , t ' ) 
v, ( t) 
(3. 13) 
(3.14) 
The white Gaussian processes w(_t,s1, v0(t} and v1 (t) are assumed to be 
statistically independent of each other and also independent of the 
random initial condition u(O,s}.' The solution form is given by (2.19), 
when Green's function G(t,s,t',s'} for the stochastic problem is defined 
for t,t'~O and 0 ~ s,s' ~ 1, in the same manner as in Section 2.2.1 such 
that 
1. ~(t,s,t',s')- a22G(t,s,t',s') = cS(t- t',s- s') at as 







t < t' 0 :$: s,s' $. 1 
+ a0G(t,O,t' ,s') = 0 






Then the fi:rst moment may be obtained oy taki:ng tfte expectatlon of both 
sides of (2.19) considering w(t,s) and u(t,s) as random quantities: 
1 
P.( t,s) = Ej u( t,s) I = E { JG(t,s ,0 ,s' )u(O,s') ds' + 
0 
t 1 




fi( oG au) t k u--G- dt 1 ( 
OS I os I ' 
0 0 
(3.19) 
By interchanging the expectation and the integration operation and by 
using (3.11), (3.12), (3.17), and (3.18} one obtains 
1 
P.(t,s) = JG(t,s,O,s')P.0(s') ds' 
0 
where (3.2} and (3.5} are also utilized. 
The covariance may a.lso be determined by defining 
(3.20) 
( 3. 21 ) 
Substituting (2. 19} into (3.21} and making use of (3.3), (3.6), and (3.14), 
one obtains 
1 1 




+ k2 J dti J dt2_[G( t 1,s1, ti ,0) G(t2 ,s 2 , t2_,0)q0o(ti, t2)+G( t 1 ,s1• ti ,l)q0j ti. t2) 
0 0 
where q00 Ct1,t2L q01 (t1,t2L q10 (t1,t21 andq11 (t1,t2} are components 
of Qb(t1,t2). The computation associated with (3.22) is not feasible 
unless the exact expression for Green's function is known. As discussed 
in Section 2.2.1 Green's function may be expressed in ter~1s of ortho-
normal coordinate functions Uj(s)} : 
oo . -kA.(t-t') 
G(t,s,t',s') = L ~.(s)~.(s')e J 
j=l J J 
(3.23) 
where Aj is defined by (2.16}. For the stochastic problem, it is possible 
to find the optimum set of basis function H.(s)}. This will be dis-, J 
cussed in Section 3.4 using expression (3.23). 
3.2.2 Stochastic Wave Equation 
The random counterpa~t of the deterministic wave equations dis-
c;ussed in Section 2.2 may also be formulated by introducing randomness in 
its inputs and in its initial or boundary conditions. A problem of this 
type defined in an unbounded spatial region, -oo<S<oo, is denoted as a 
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random initial-value wave problem, 
2 2 
Q_2u(t,s) = c2Q_2u(t,s) + w(t,s} at os 
(3.24) 
E{u(O,s)} = E{u0(s)} =J.L 0(s) (3.25) 
(3.26) 
-oo<s<oo t:;:::O 
where the covariance of the tnitial conditions is 
E l [ u co , s ) - '""o c s ) ] [u(O,s')- '""o(s'J ~(t,s')I-J.L1 (s')] l 
ot t=o f 
~(t,s) - ~J. 1 (s) 
ot t=o 
- oo < s,s' < oo (3.27) 
and w(t,s) is characterized by (3.2) and (3.3). From the D'Alembert 
solution form of (2.27} one obtains the first moment 
E{u(t,s)} = J.L(t,s) = E{t[u0(s + ct) + u0(s- ct)]} 
s+ct t s+c(t-t') 
+ E~ 2~ ju1(s')ds'l + Elz~jdt' J ds' w(t',s')l 




IL( t,s) = --} [IL0 ( s+ct) + ~'o (s-et)] + 2~ J ~'l ( s' )ds' 
s-et 
The variance of the solution is given by 
p(t 1,s 1,t2,s 2) ~ Covfu(t 1,s 1) , u(t 2,s 2)} 
= E{[u(t 1,s 1) - ~(t 1 ,s 1 )][u(t 2 ,s 2 ) - ~(t 2 ,s 2 )J} 





+ ~ p~1 (stct 1 ,stct 2 ) + :c2! dsj J ds2p~2 (sj.s2) 
s1-ct1 s2-ct2 
s2+ct2 s1+ct1 I [u1(s2)-11(s2)]ds2 + 4~! [u1(s]J-IL1{sjll dsj 
s2-ct2 s1-ct1 
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( 3. 31 ) 
Rearranging the last two terms,one obtains 
. s1+ct1 s2+ct2 
+ z% 1 (sl+ctl,s2-ct2} + ~2 f ds] f ds2 p~2 (sj ,s2l 
. s1-ct1 s2-ct2 
-12( I)] d I +Po s1-ct1,s2 s2 
-11 -22 -12 -21 . -where Po , Po , Po , and Po are elements of the matnx P0. 
The random initial-boundary-value wave problem associated with 
(3.24) through (3.27) may also be formulated with the change of the 
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spatia 1 region of interest, from -oo < s < oo to 0 ~ s ~ 1, and with the 
addiUon of boundary conditions deflned by (3.11) through (3.14). The 
equivalent statistical properties are also assumed to hold. The solution 
form may also be obtained from (2.31) where u0(s), u(t,O), u(t,l), and 
w(t,s) are random quantities and the Green 1 S function is defined to 
satisfy 
(3.33) 
when 0 ~ s,s 1 ~ 1 and t, t 1 ~ 0 
.2. G(t,s,t1,s1) = 0 0 <::;:. '<(1 - s,sl - (3.34) 
0 3. - G(t,s,t1,s 1) + a0G(t,o,t1,s 1) = o 
os s=O . 
(3.35) 
(3.36) 
Taking the expected value of.both sides of· (2.31), one obtains 
the mean value of u(t,s), 
~(t,s) ~ E{u(t,s)} 
1 
= E{~G(t,s,O,s')u 1 (s') 
0 
1 






- c2/[u(t',s');5 ,G[t,s,t',s'}- G(t,s,t',s')ails'"lt',s')] dt' 
0 0 
t 1 
+ /dt'/ds'G(t,s,t',s')w(t',s') I 
0 0 
( 3. 37) 
Interchanging the expectation and integration operators and using (3.11), 
(3.12), (3.24), and (3.25} one obtains 
1 1 
~<(t,s) = /G(t,s,O,s')l'1(s') ds' + hiltG(t,s,O,s')~<0 [s') ds' (3.38) 
0 0 
where the fact tnat E{w(t,sl}=- 0, E{v0(tl}= 0, and E{v1(t}}= 0 has also 
been used. Now the covariance p11 (t1 .s1,t2,s 2) for t 1, t 2 ~ 0 and 
0 ~ s1, s2 ~ 1, is to .be determined by the use of (2.31). It is assumed 
that w(t,s}, v0(t}, and v1(t} are statistically uncorrelated with each 
other and also independent of the initial conditions, then. the covariance 




p11 [ t 1 ,s1 , t 2 ,s2) ~ /dsi /ds;h1 ( t 1 ,s 1 ,0 ,si) [ji~ 1 lsi ,s2 )Gt2 ( t 2 ,s2, O,s2) 
0 0 
1 1 
+ ji~ 2(si ,s2 )G( t~ ,s 2, 0 ,spl + J dsi fs2G( t 1 ,s 1 ,O,si) · 
0 0 
t1 t2 
+ c 41 dt]/ dt2[ G( t l's l' t], O) (q00( t;, t2lG( t 2,s 2, t2,0 l 
0 0 
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t1 t2 1 . 1 . 
+ jdt;j dtfs fs :fC t 1,sl' t] ,s ]lQ( t; ,s \, t2,s 2lG( t 2,s 2, tz,s zl 
o n o o 
' ' ( 3 0 40) 
where the notation 
and 
has been used. 
Gt(t,s,o,s•) ~ ~G(t,s,o,s•) 
at 
Qb{t,t2) =r· qoo(t1,t2) q01(t1.'t2)] 





In many physical situations such as the propagation of an electro-
magnetic wave or acousti.c wave, temporal periodic processes are of inter-
est [46]. In other words, the temporal variation of field is known as a 
random periodic process while the spatial variation is not certain due 
to the random property of the medium. Such problems may be easily desc-
ribed as a random one-point boundary-value problem resulting from the 
exchange of independent parameters in the random initial-value problem, 
i . e. , 
a2 1 2 1 · 
- 2u(t,s) = 2 - 2u{t,s) + 2 w(t,s) as c t c 
- oo < t <oo S '2: 0 
= p ( t-t I) 
b -oo <t<x 
-





Pb(t-t• + T)) of the field at the boundary s = 0. The 'input, w(t,s) 
is described by (3.2) and (3.3). By exchanging independent paramet~rs, 
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t and s, in the initial-value problem described by (3.20) to (3.28), 
the moment equation is obtained as 
and the covariance equation becomes 
s 
+ p12(t- - 1 t 1 )] dt 1 b 1 c ' 2 2 
t 1+s 1;c 
. ·. s s 
+ c.f[p-2l{tl t + -1) + P-21(tl t + _£)] b l' 2 c b 1' 2 c 
t 1-:s 1;c. 
t 1+s 1;c t 2+s 2/c 
+ c2 J dt] J dt2 ji~2 (ti ,t2l 
t 1-s 1;c t 2-s 2/c 
. s1-s1 
s1 52 t1 . c 
+ c2 fds 1fds 1 Jdt 1 J; 1 2 s 1_s 1 




.The initial-value and initial-boundary-value problems formulated 
in this section will be represented in terms of temporal modes while the 
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one-point boundary-value problem for a class of wave processes will be 
decomposed into a set of spatial modes. The appropriate state estimation 
algorithms will then be discussed, respectively. 
3.3 Modal Representation of Random Field 
In Section 2.3, the optimal series representation of stochastic 
processes has been reviewed. In view of the analytical tools available 
for the solution method of deterministic D.P. system such as Green's 
function and eigenfunction expansion methods, and the inherent computa-
tional difficulty involved in the treatment of random D.P. systems, it 
is believed that stochastic modal analysis can provide an elegant and 
computationally feasible approach to be used in the state estimation 
problem for D.P. systems. Fundamental to this study is the notion that 
the modal representation of a random ~ield u(t,s), a sample realization 
of random functions in L2(o, 1) xn can be achieved by means of ortho-
gonal projections in Hilbert space [24], [47]. This is an extension 
of Karhunen-Loeve expansion of a random process to the study of random 
fields. Such an extension gives not only a set of statistically uncorr-
elated ordinary random differential equations for a random D.P. system, 
but also the optimum finite modal representation of the system in the 
sense of minimizing the L2(0,l) xn norm of error, the mean square error, 
for every fixed t ~ 0. 
Let u(t,s) be a real valued random field in L2(0,l) xn that is, 
0 5 s 5 1 t ~ 0 (3.49) 
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exists and is finite for every fixed t ~ 0, and let {~.(s}} be a complete 
J 
orthonormal set of elements of L2(0,l}, so that 
1 
<$j ••k> = I•j(s).k(s) ds = Bjk 
0 
(3.50) 
Then for every fixed value of time t and every fixed realization wen, 
the random fi~ld u(t,s} can be treated as functions of s only, and the 
Fourier coefficients of u(t,s} with respect to the orthonormal system 
{ ~j(s)} will be stochastic processes with the temporal parameter t. 
The n-dimensional.representation for a particular realization u(t,s) 
. wi 11 take~~ the form 
n 
u ( t, s ) ~ u* ( t, s ) = jJ;, x j ( t) ~ j ( s ) 0 s s s 1 (3.51) 
for every fixed t. If u(t,s} is a deterministic quantity, the equality 
in~(3.51) is to imply the mean square convergence in L2(0,l), i.e., 
2 
nl~~~u(t,s) - f: x.(th.(s) -0 0 S: s ~ 1 
"7'.N j=l J J 
(3.52) 
for every fixed t ~ 0, and the choice of the complete orthonormal system 
· {~j(s)} is not unique. However, for the case of a random field u(t,s) 
the equality in (3.51) has the meaning 
n 
u(t,s) = l.i.m. ~ xj(t)cp/s) 
n + oo J=l· 




for every fix~d t ~ 0, and it is possible to find the optimum coordinate 
system{~j(s}} on the basis of the statistical property of the given 
process. Taking the steps analogous to those shown in Section 2.3, one 
obtains an expression for the error criterion: 
E{llu(t,s) - u*(t,slll 2} = El <u(t,s) , u(t,s)> I 
+ E ~ f: i <U ( t' s) ' ~. ( s) > - X. ( t) 12 t 
' ( j=l J J ~ 
0 ~ s ·.~ 1 (3.55) 
for every fixed t ~ 0. By maki~g 
X • ( t) = <U ( t , S ) , <j> • ( S) > 
J J 
OSsSl; j=l,2, ... n (3.56) 
for every fixed t ~ 0, the second term on the right achieves its minimum 
value for each realization. Now the last term on the right 
1 1 





for 0 ~ s s' .s_ 1 and every fixed t,t' ~ 0, is to be maximized by the 
choice of an appropriate set of orthonormal functions{<!J/S}}. From 
the previous discussion of Karhunen-Loeve expansions, this can be achieved 
by taking the n eigenfunctions of the homogeneous integral equation 
1 
j'P(t,s,t',s')~j(s') ds' = p(t,t')<Pj(s) 
0 
0 ~ s ~ 1 
corresponding to then largest eigenvalues p(t,t'} for every fixed 
(3.58) 
t,t' ~ 0 where p(.t,s,t',s'l = E {u(t,s} u(t',s'}}. An easy way to show 
this is to apply the Schwartz's inequality, 
1 
[ Jf(s)g(s) ds 
0 
(3.59) 
where f(s} and g(.s) are in L2(0,l), to each term on the right of (3.57). 
1 
Let f(s) = fp(t,s,t',s'') <PJ-(s') ds' and g(s) = </l.(s) for every fixed 
0 J 
t, t'~ 0 and 0 .s.s .s_l. Since the Schwarz's inequality (3.59) can be 
rewritten as 
one can write 
1 




( 3. 61 ) 
for every fixed t,t 1 2:. 0 and 0 ~ s -:; 1. In order to have equality in 




p(t,s,t's')oj (s')ds' = p(t,t')oj (s) 0 :s s 5 1 ; 
j=l,2,. {3.62) 
which gives the relationship to be satisfied by the optimal set of basis 
functions {<1>/s)} for every fixed t,t 1 ~ 0. Therefore, the optimum n-
dimensional subspace of L2(0,l} for representing realizations of a 
random field over the interval, 0 :S: s 5: 1, is. spanned by the n eigen-
functions of the integral equation (3.62). The properties of the 
integral equation discussed in Section 2.3 are also true for every fixed 
t ~ 0 in (3.62). It follows that 
00 
p{t,s,t 1 ,S 1 ) = L p . ( t 't I ) <P. ( s) <PJ. ( s I ) 
j=l J J 
(3.63) 
and (3.55) becomes 
00 
E{ Uu(t,s) - u*(t,s)jj 2 } = j~l pj(t,t 1 )<¢j(s),¢j(s)> 
n 
- L PJ· ( t 't I ) 
j=l 
00 




for every fixed t,t 1 ~ ·Q and a~ s <S 1. The coefficients xj(t) in the 
expansion 
n 
, u*(t,s) = L xJ.(t)¢J.(s) 
j=l 
a 'S s ~ 1 (3.65) 
are also uncorrelated random variables for every fixed t ? a, since 
E{x; (t)xj (t 1 )}= E { <u(t,s) '·¢; (s)><u(t 1 ,s 1 ) ,¢j (s 1 )> } 
1 1 
= 1' rp ( t ' S ' t I ' S I ) ¢ i ( S ) ¢ j ( S I ) d 5 d S I 
ala' · 
= p.(t,t 1 ) 0·. 
J ' lJ 
a ~ s -::;. 1 (3.66) 
where (3.50) and (3.63) are utilized. 
For its use in the following study, the modal expansion of a white 
random field defined by 
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E{w(t,s)} = 0 ( 3. 67) 
E{w(t,s)w(t•,s•)} = q(t,t•) 8(s-s•) (3.68) 
is of interest. To find tne set of optimal basis functions{~j(s)} the 
integral equation (3.62} with the kernel given by (3.68) is to be solved: 
~ fq(t,t 1 ) 8(s-s•)~j(s•) ds• = pj(t,t')~j(s) 
0 . 
From the sifting property of tne 8function, the equation is satisfied 
for any ~j(s} with pj(t,t•) = q(t,t•). Tnus an arbitrary set of ortho-
normal functions is suitable for the finite dimensional representation 
of a white random field 
n 
w(t,s) ::o w*(t,s) = l~l w j(t) ~j(s) (3.69) 
The reason for the nonuniqueness of the orthonormal basis function is 
that the impulse kernel is not square-integrable. Thus there is no 
* sequence for the random field w (t,s) which is mean square convergent 
for each t and s and can converge to a white noise. However it should 
not be forgotten that a white noise is not a physical process, but merely 
an abstraction of a physical phenomena. Therefore, the orthonormal expan-
sion of white noise is often considered, even though the series is not 
convergent [23] .. 
3.4 Modal Representation of Random 
Diffusion or Heat Equation 
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In the last section, it was shown that the optimal set of basis 
function to decompose a random field can be found by solving a homo-
geneous integral equation endowed with the covariance kernel of the field. 
However the solution of the integral equation for every fixed temporal 
parameters t and t• will provide an ever changing set of optimal basis 
function for t, t• ~ 0 even when the covariance kernel is known. For-
tunately, from the formulation of the random diffusion or heat problems in 
Section 3.2.1 the covariance propagation is obtained in terms of Green•s 
function for the system. For the initial-boundary-value problem it was 
known that the Green•s function may be expressed in series form. While 
the set of basis function for the deterministic problem is obtained by 
solving an"eigenfunction problem associated with the Sturm-Lioville•s dif-
ferential equation having a homogeneous boundary condition [44], for 
the random problem it is to be found by solving the eigenfunction problem 
of the equivalent integral equation. 
The modal representation .of a random heat process is found as follows: 
By combining (3.56) and (3.57) in (3.55), the mean squared norm of error 
in approximating the random field can be rewritten as 
E { II u ( t 's ) - u * ( t ' s) II 2} = E { < u ( t 's ) 'u ( t ' s) > } 
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0 ~ s ,s ~ 1 t ~ 0 (3.70) 
where s1, and s2 are equivalent to s, and s• in (3.57). Now to maximize 
the last term on the right with respect to each orthonormal basis func-
tion cpj(s), under the constraints given by the random initial-boundary-
value problem defined in Section 3.2.1, it is natural to substitute the 
covariance propagation given by (3.19) into (3.70). Since the Green•s 
function may be expressed in terms of the orthonomal series expansion 





n -k;x.. (t1-t,') )( oo -k;x. (t -t•) 
+ I: e 1 cp.(sl)cp.(l) qlO(tl•,t2•)L e m 2 2cp (s2)cp (0) 
1 =1 1 1 m=l m m 
( 3. 71) 
The expression on the right can be simplified by the assumption that 
{cpj(s)} is an orthonormal set, and using the white noise property of v0(t), 
v1(t), and w(t,s). The resulting expression becomes 
n [ -k;x..(t +t 11 ~l = L e J 1 2 ds• ds• p (s• s•)cp.(s•)cp.(s•) 
'-1 1 2 0 . 1' 2 J 1 J 2 
J- . 0 0 . 
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(3.72) 
where special attention is directed in selecting the order of double 
integration and in using the sifting property of delta functions [49]. 
To maximize the above expression for every fixed t 1 and t 2, it is 
convenient to restrict attention to the case in which t 1 = t 2 = t, 
so that the term on the right is given by 
1 1 
-2kA.(t-t') f f 
e J [ dsl ds2Q(t') 
' 0 0 
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In maximizing the expression with respect to {¢j(s)} for every fixed 
t ~ 0, the second term is independent of {¢j(s)} , and the expression 
in the bracket of the third term looks familiar to one from Section 3.3, 
where the expansion of white noise was considered. It was learned that 
any set of spatial coordinate function may be used in decomposing the 
forcing function. Although the second term contains the set {¢j (0), 
¢.(1)} , it does not affect the choice of{¢j(s)}since the boundary 
J . 
conditions are to be satisfied. The result is most important and allows 
one to consider only the first term which has to do with the statistics 





which has already been investigated in studying the series representation 
of random processes in Section 2.3. It was required that the set of ortho-
normal coordinate function{¢ .(s}} be the eigenfunction of the homogeneous 
. . J 
integral equation: 
1 
pj(O)¢j(~) = ~0{s,s•)¢j(s•) ds• 
0 
j=l,2, ... n (3.74) 
.where pj(O) is the corresponding eigenvalue, representing the amount of 
energy associated with each coordinate function ¢. (s). It is noted that 
J 
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the kernel function p0(s,s'1 may oe expressed uniformly: 
(3.75) 
Substituting this result into (3.73), one obtains 
( 
-2kA..t 
p*(t) =· t p .. (0) e J 
J=l J 
Jt -2kA..(t-t') + dt' e J [~~(O)q (t') + ¢.(0)¢.(1)" 
J 00 J J 
0 
( 3. 7 6) 
where the term Qj (t} is defined as 
. 1 
Q .(t) = fq(t,s)¢ .(s) ds 
J }_\J, J 
0 
(3.77) 
* The expression p (t} defines the sum of the variances for each random 
coefficient process {xj(t)} , resulting from the n-modes approximation. 
Now, the modal expression of the random initial-boundary-value 
problem is obtained by substituting the Green's function solution form 
of u(t,s) into (3.56), 
·- ~ . ·. ~ i . \ 
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which becomes 
1 1 !: [j 00 -k/...t x.(t) = ds~.(s) · u(o,s•)L e 1 ~.(s)~.(s•) ds' 
J J i=1 1 1 
0 0 
~t 00 - kA . t 00 - k/..; t ) + k fv 0 (t')L e ~~(s)~.(O) + v1(t•)?:e ~i(s)~i(l) dt' 
\ i=1 1 1 1=1 
0 
t 1 00 -k/...(t-t') ] 
+ J:d.t•fs• w(t•,s•)L e ~~(s)~i(s') 
i=1 . 0 0 
(3.79) 
where the series expansion of Green's function (2.14} and the properties 
of Green's function, (2.20} to (2.21), are utilized. Performing inte-
gration over the parameter s one obtains 




It -k/...(t-t•) + e • J [ wj(t') + k~j(O)v0 (t') 
0 
+ k~j(l)v 1 (t 1 )] dt 1 
t ~ 0 j = 1, 2, ... n 
1 
XOj = f ( 0 's I ) ~ j ( s I ) d s I 
0 . 
(3.80) 
( 3. 81 ) 
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1 
w.(t') = fw(t',s')<j>.(s') ds' 
J }_v J 
0 
(3.82) 
are defined. It is apparent that the resulting expression obtained in 
(3.80) represent a familiar solution form 
t 
x(t) =$(t-t0)x0 + f(t-t')Dw(t') dt' 
to 
(3.83) 
of the state transition matri:x sati.sfying 
(3.84) 
(3.85) 
for a linear lumped parameter system defined by 
. 
x(t) = A x(t) + D w(t) (3.86) 
( 3. 87) 
where an analogy is made as follows: 
(3.88) 
-kA1(t-t') ~kA2 (t-t') 
fl>(t-t') = diag [ e , e , 
-kA (t-t') · 
e n ] 
(3.89) 
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D = k~ 1 (o) k~l ( 1) 1 0 . . o· 
k~2(0) k~2( 1) 0 1 0 
(3.90) 
. . . . . 
k<P ( 0) kcp ( 1 ) 0 0 . 1 n n 
and 
w(t) ( 3. 91) 
This is due to the fact that the Green's function, impulse response, of 
the random D.P. system has been expanded by a set of optimum spatial co-
ordinate function, yielding infinite dimensional mode propagation in the 
temporal parameter t. Since u(O,s) and w(t,s) are random quantities and 
{<Pj(s)} is deterministic, x0j and wj(t) are characterized by 
1 
E{XOj} = (E{u(O,s')}~(s') ds' = 0 ,0. . 
1 
E{w.{t)}= (E{w(t',s')H.(s') ds' = 0 





= fs ~s 1( f p. ( 0) ~. ( s) ~. (s 1 )) ~. ( s) ~k ( s 1 ) ~~ i=1 1 1 1 J 
0 0 




E{wj(t)wk(t)}= fsfs 1 E'{w(t,s)w(t 1 ,S 1 )}¢j(s)~k(s 1 ) 
0 0 
= Q(t) o(t-t 1 ) ojk (3.93) 
In vector form, that is, 
E {x( 0)} = 0 (3.94) 




0 Q(t) (3.96) 
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Thus, it is possible to express the optimum n dimensional modal represen-
tation u*(t,s) of the random initial-boundary-value heat problem given 
by (3.4), (3.5), (3.6), (3.11), (3.12), (3.13) and (3.14), namely, as 
n 
u*(t,s) = 2.:: x.(t)¢ .(s) 
j=l J J 
( 3. 97) 
where xj(t) is the solution of the system of ordinary random differential 
equations defined by (3.83) to (3.96), and {<Pj(s)} is the optimum set of 
orthonormal basis function obtained by solving the homogeneous integral 
equation (3.74). It is worthwhile to note that the well-posedness assump-
tion of the initial-boundary-value problem is sufficient to justify that 
the set of eigenfuncti~ns {¢j(s}} of the integral equation allows the 
Green 1 s function to satisfy the boundary conditions given by (3.17) and 
(3.18). This follows from the fact that the solution of the Sturm Lieu-
vi 11 e problem 
(3.98) 
subject to a pair of homogeneous boundary conditions 
d 
-~ <P( s I )b + bo <P ( o) = 0 (3.99) 
ds ~=o 
d 
-<P(s 1 )b +b1cp(l) = 0 ( 3. 1 00) 
ds I 1 =l 
can be written in terms of the homogeneous integral equation [27], 
1 




where the Green's function G(s,s•) is a symmetric kernel and b0 and b1 
are positive real constants. In view of the relationship between (3.98) 
and (3. 100) it follows that the well-posedness of the initial-boundary-
value problem implies G(s,s') = p0(s,s'). 
When the spatial region of interest is infinite, - oo<S<oo, similar 
analysis may be carried out for a class of random initial-value problem, 
(3.4) to (3.13), which exhibits a periodic random process at t=O, i.e., 
(3.102) 
where p0(.) is the autocovariance with a period anda=s-s•. In this 
ca-se the temporal mode representation can be derived by restricting one's 
attention to a spatial peri'od, O~s~l. The resulting system of ordinary 
random differential equations will be exactly the same as (3.83) through 
(3. 97) except for the absence of the boundary tenns. Consequently, the 
set of equations consists of statistically independent modes. 
Illustrative Example: 
The following example illustrates the procedure developed so far 
in this section for the modal representation of a random heat problem. 
Consider a right cylinder of lengh one, whose lateral surface is insulated 
and one of the basis is disturbed at a random temperature. It is sub-
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jected to controlled heating via embedded elements. The random field 
u(t,s) represents the temperature distribution along the length of the 
cylinder, having a spatial wiener process at t=O. Imperfect insulation 
and nonuniform heating produce random disturbances in the system. 
Let the system model be given by: 
u ( t ,s) 
a2 




where k is the constant diffusivity of the material and w(t,s) is a 
white Gaussian random field with the statistics by 
E{ w ( t , s ) } = 0 ( 3. 1 04) 
E { w ( t 's ) w ( t I 's I ) } = q ( t- t I 's- s I ) (3.105) 
O~s$1 ; t~O 
The initial conditions are Gaussian with statistics given by 
E{u(O,s)} = 0 ( 3. 1 06) 
Hu(O,s)u(O,s 1 )} = 'Porriin(s,s 1 ) 
(3.107) 
0 s S ,SIS 1 
Let the boundary conditions be 





In order to find the modal representation of the problem, the first 
step is to obtain the set of basis function in space. The homogeneous 
integral equation 
1 
p j ( 0) q, j ( s) = Po Jmi n ( s , s 1 ) <P j ( s 1 ) ds 1 j = 1 , 2 ..• 
0 
(3.110) 
can be solved rather easily by finding the corresponding differential 
equation, solving it, and substituting it back into the integral equation 
[23] or by state-variable methods [26]. It is found that the Karhunen-
Loeve expansion has the eigenfunctions and eigenvalues of the form 
q, j(s) = 12 s,in(j + ~) '11S (3.111) 
and 
() - (' 1)22 Pj 0 = Pol J + 2 ~ 
0~ s ~ 1 j=l,2, ... (3.112) 




= L x.(0)/2 sin(j + l/2)1Ts 
j=l J 
1 
xj(O} = f(o,s)/2 sin(j + l/2}rrs ds 
0 
The Sturm-Liouville differential equation 
->...~.(s) 
J J 
can be satisfied for each basis function when the eigenvalues are 
From {3.83) the modal representation of the system model is 
I 
where the initial conditions and its statistics are given by 
1 ' 












E{x.(O)xk(O)} = 2 2 8jk 
J (j + l/2) 7f 
(3.119) 
The system disturbances are characterized by 
( 3. 120) 
( 3. 1 21 ) 
Observe that the resulting modal representation consists of un-
correlated and statistically independent part plus correlated boundary 
noise term. Of course it is not difficult to see, that for an initial 
value problem, a set of statistically independent stochastic ordinary 
differential equations will result. It is also noted that when the solu-
tion of the integral equation (3.74) provides only a finite number of 
basis functions, the complete set of eigenfunctions may be required to 
decompose the forcing term of the inhomogeneous problem. 
In Section 4.4.1, an application of an estimation algorithm will 
I 
be discussed for this particular example problem. 
3.5 Modal Representation of the Random 
Wave Equation 
~ . , . .,. 
It is not difficult to extend the results obtained for the heat 
processes to the study of random wave processes. The existence of the 
second derivative terms in both parameters, t and s, gives some different, 
feature of the problem. In many applications of deterministic wave analy-
sis, the time harmonic assumption is made to facilitate the study. The 
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Helmholtz•s wave equation in terms of spatial parameters results. When 
stochastic harmonic behaviour in time is encountered, one may need a 
stochastic Helmholtz•s equation. Thus, in addition to the study of tem-
poral mode representations, a Markov property of a semi-infinite space 
is assumed and its spatial mode representation is pursued. 
3.5.1 Temporal Mode Representation 
The random initial-bo·undary-valueproblem defined by (3.11) 
through (3.14) and (3.24) to (3.27) is considered here using an approach 
analogous to that taken for the heat problem. The finite mode represen-
tation of the solution field u(t,s) may be expressed as 
n 
u*(t,s) = E x2J._1(t) </>J.(s) 
j=l 
0 s. s ~ 1 , t ~ 0 ; j = 1, 2, ••. n 
(3.122) 
where the set of basis functions { cj>j(s)} is an orthonormal set in L2[o,l]. 
The coefficient x2j_1(t) for every fixed tis to be obtained by minimi-
zing the mean square error 
E { II u ( t , s ) - u* ( t , s ) II 2 } = E { < u ( t , s ) , u ( t , s ) >} 
(3.123) 
which is rewritten from (3.70). As a result, the second term on the 
right is to be maximized with respect to the set {cj>j(s)}, given the sto-
chastic initial-boundary-value wave problem. One does not know the ex-
plicit expression of the covariance 
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(3.124) 
but the integral equation expression, i.e., the Green•s function express-
ion, of (3.124) is found in.(3.40). Since the Green•s function of the 
initial-boundary-value problem may be found in terms of an orthonormal 
series expansion of (2.33) one can rewrite the last term on the right of 
(3.123) by combining (3.40) and (2.32): 
sin wic( t1-tl) cP. (sl )c/J: (O) 
- . 1 1 w .c 
1 
t~ 








_( oo sin 
ds 1 L: 
2 . 1 1= 
0 
( 
oo sinw mc(t2-t:P 1 ~ 
l=l w me •m {s2) •m (s2 )~ Oj (sl) •j (s2) 
( 3. 125) 
From the orthonormality of {<!l;(s)} and the whiteness assumption of v0(t), 
v 
v1(t) and w(t,s), the term on the right becomes 
1 1 . 
t Jdsl Jds2<jl.(sl)<!l.(s2)[p6lsi ,s2)(cosw.ct1 cosw.ct2) J=1 . J J J J 
0 0 . 
+(Po l 2(si ,s2) + p61 (si ,s2)) ( w\ coswjct1 sinwjct2 ) 
J 
+ p22(s 1 ,s 1 ) (-i--2 sinw.ct sinw.ct2 )] 
0 w. c J J 
J 
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sinw.c(t2-t 1 ) [q (t 1 )<f>~(O) + J 00 J 
( q (t 1 ) + q. (t 1 )\<t>.(O)<f>.(l) + q (t 1 )<f>~(l)]dt' o1 1o J J J . n J 
min{ t 1 , t 2} 1 1 
+ ~t I 212 S i nw .C ( t-1-..;t I ) S i nw .C ( t 2-t I )[ fds 'fds I Q ( t I 'S I 'S I ) <f> . ( S I )<!> • (S I )] }~ w .c J J l 2 1 2 J 1 J 2 
0 J . 
0 0 (3.126) 
Since one is to maximize this expression for every fixed t2::0, attention 
is restricted to the case t 1 ~t2=t. Then one considers the term 
1 1 
+ _L coswJ·ctsinwJ·ct ~sl fds 2•[p012(s',s') + p2l(s',s 1 )]<t> (s')<t> (s') w .c Ju J' 1 2 0 1 2 j 1 j 2 
J 0 0 
+-_1 sinw2ct ts~_]ds' p22(s',s')<l> (s')<l> (s') 
wjc j ~ l 0 2 0 l 2 j _ j 
As discussed in the previous section the last term is independent in 
choosing {<f>.(s)} when the whiteness of the disturbances is assumed. 
J . 
In maximizing the first three terms with repect to {<Pj(s)l for every 
fixed ~0 the second term is cumbersome so it is necessary to examine 
the elements of the matrix P0(s,s•) under the assumption that 
ao 
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where the set of {x2j-l} and {x2j} a.re real value random variahles and 









x2i (0) <Pi (s1) 
! . 
By assuming that the set of ,random variables {x2j-l} and {x2j} are or-
thonormal it follows that 
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00 
= 2: P. (O)p. (s1 ,s2) 
i =1 1 1 
( 3. 131 
Substituting these relationships into the first three terms of (3.127), 
' 
one has 
00 n}l 1, L: L: dsl ds2cf>J.(sl)cf>J.(s2)P;(s1,s2) 
i=l j=l 
0 0 { x2 i ( 0 ) 2 } 
E [x2i_1(o)coswjct + w-c. sinwjct] 
J 
(3.132) 
which needs to be maximized for every fixed t 0. From the result given 
in Sec. 2.3, it is apparent that the optimum set of basis function 
· {cf>j(s)} is the eigenfunction of the homogeneous integral equation, 
[
p2j-1,2j-l(O) p2j-1,2j(O)l 1 (3.1.33) 
cp.(s) = P.(O) fp.{s,s')~J~.(s')ds' 
P2· 2· ,(o) P2· 2.(o) J J lo·~ J J J' J- J, J . 
where P.,.(O) is the corresponding eigenvalues which represent the initial 
amount of uncertainty associated with each coordinate function cpj{s). 
From (2.47) the covariance kernel P0(s,s') may be expressed uniformly: 
[ 
P2j -1. 2j -1 ( 0) 
00 
-p ( •·) - ' . . 0 s ,s - ~ ' 
J=l P2j ,2j-l(O) . 
P2j-1 ,2j(O)l 
p2. 2. (O) 
J' J 
By using this result in (3.128) it follows that 
( 3. 134) 
cf>j(s) cpj(s') 




where p*(t) is defined to be the variance of the finite dimensional 
modal approximation of the state u(t,s). 
The modal representation of the random initial-boundary-value wave 
problem is found from the relationship given by (3.56), 
0 ~ s ~ 1 ; j = 1 ,2, : .. , n 
( 3.136) 
Substitutingthe Green 1 s function solution form of u(t,s), (2.31),into 
( 3. 136) gives 
1 1 
x2j-l ( t) =fs~ j (s )[/( -~ 
0 . 0 , 1 
s inw. ct ) · 
. l . ~ • ( S ) ~ • ( S I ) U ( S I ) dS I 
wic 1 1 1 
t l . . . P } · oo .sinw;c(.t-t 1 ) 1 ] + ·. dt 1 ds 1 w(t 1 ,S'1·1·) L w.c ~1 (sHi(s) 





where the series expansion of Green•s function (2.32) and the properties 
indicated by (3.17) and (3.18) are utilized. By performinq the integra-





it is seen that 
x2j_1(t) = x2j(O)sinwjct + x25_1(0)coswjct 
1 
+ _]_c ~inw.c(t-t•)[c.2 ~.(0)v0 (t 1 ) w. ~: J J 
. J 0 
+ c 2 ~.(1)v 1 (t•) + w.(t•)] dt• (3.138) J J 
d 
x2.(t)=-1--x. (t) J . . w j c d t . 2J - 1 
(3.139) 
( 3. 140) 
(3.141) 
( 3. 142) 
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t 
+ w\.foswjc(t-t•)[c2 ~j(O)v0 (t•) + c24>j(l)v1(t•) + wj(t•)] dt• 
J 0 (3.143) 
From (3.138) and (3.143) 
[
x2j_1(t)J = [co~wjct sinwjctJ[x2j_1(o)] 
x2 . (t) -sww.ct cosw.ct x2 . (0) J . J J J 
(3.144) 
This expression is equivalent to 
( 3.145) 
where<t>j(t) is the state transition matrix satisfying 
(3.146) 
(3.147) 
for a linear system 
( 3. 148) 
(3.149) 





- [ 0 w~c] D. = [ 0 
0 
~] J J c2~j(o) (3.151) -wjc c2cpj{l) 
xj(t) =[x2j_1(t)] ..-i(t) =[v0(t)l 
x2j ( t) v1(t) (3.152) 
: · wj(t) 
where t~O and j=l ,2,---n. Since xj(O) and wj(t) are random quantities 




~(t,s•)l , /(s') 
at · t=O J 
(3.153) 
= 0 
( 3. 1 54) 
the variance terms for the initial conditions are 
. . l u ( 0 , s ) , cj> • ( s )> r L u(t,s) , /(s):> 
tat t=oJ 
C.u{o,s•) , cpk(s•)><.L.u{t,s•)l.' cl>k(s•) >] 
[ at t=O 
= [ p2. ,. 2. 1 ( 0) p2. 1 2. ( 0 )] 6· k = p. ( 0) J- , J- J- , J J J 
· P2· 2· ,(o) P2· 2.(o) J,J- J,J 
(3.155) 
and the covariance for the random disturbances is 
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Ei v ( t) 
( 0 [v0(t') v1(t') w (t')]l k ( 
v 1 ( t) 
w. (t) 
J 
= qoo(t) qOl ( t) 0 o(t-t') = Q.(t) o(t-t') 
J 
qlO(t) qll ( t) 0 
0 0 Q(t)ojk (3.156) 
The 2n dimensional vector expression of the system becomes 
. 
x(t) = Ax(t) + DW(t) (3.157) 
x(O) = x0 ( 3. 1 58) 
E{x(O)} = 0 E{w(t)}= o (3.159) 
(3.160) 
o o(t-t') 
0 0 Q(t) 0 (3.161) 
. .. . . 
0 0 0 Q(t) 
where 
A = diag [A 1 A2 . . . A J n (3.162) 
D = 0 0 0 0 0 
c2cp 1(o). c2cp1(1) 1 0 . . . 0 
(3.163) 





Therefore, the random field solution of the stochastic initial-
boundary-value wave problem defined in Sec. 3.2.2 may be expressed in 
terms of the finite mode expression: 
n 
u*(t,s) = 2: x2 . ·l ( t)$ . (s) j=l J- J (3. 166} 
where u*(t,s} converges to u(t,s} in the mean and x2j_1(t} is defined 
as the solution of (3.157) to (3.165). As discussed in the previous 
section the set of optimal basis functions {•j(s)} is obtained by solving 
the set of homogeneous integral equations (3.133). The resulting basis 
' ' 
functions also satisfy the Sturm-Liouville equation with homogeneous 
boundary conditions, (3.98) to (3.100), when the initial-boundary problem 
is we 11-posed. 
The above analysis may be easily extended to the random initial-value 
problem with periodic stochastic processes in space, ~<s<"", at t=O, i.e., 
- -
P0 (cr ) = P 0 (a+ 1 ) (3.167) 
where cr=s-s• and the period is one. The result constitutes a special case 
of the outcome for the ·initi~l-boundary-value problem, in which there is 
no boundary noise term. In studying the spatial mode representation for 
a randpm periodic precess of time in the falling section, an analogous 
procedure will be presented. 
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3.5.2 Spatial Mode Representation 
In the preceding two sections the temporal mode representation for 
initial-value heat or wave problems has been discussed. If a change of 
independent parameter is made from s to t, the treatment of the spatial 
mode representation in this section can equally-serve for the study of 
temporal mode representation of random initial-value problems. Suppose 
the solution u(t,s) of a random one-point-boundary value problem, (3.43) 
to (3.46), is knoun to demonstrate a periodic random process in time and 
the Markov property in the spatial region of a semi-infinite interval, s 
~0. Then, in cont,rast to the case in the preceding random-initial-
boundary problems, the dependence upon time may be prescribed by a set 
of n-dimensional orthonormal functions {~j(t)} and the dependence upon 
space is restricted to an explicit dependence upon n spatial stochastic 
processes, {x2j_1(s)}, i.e., 
n 
u*{t,s) = L x2 . 1 ( s) ~ .( t) j=l J- J -oo < t < _oo 
s ~ 0 ( 3.168) 
where the optimum set of orthonormal basis functions {~j(t)}is to be 
found by minimizing the mean squared norm of the error 
E{ jju{t,s)- u*(t,s)ll 2} = E{(u{t,s), u{t,s))} 
( 3. 169) 




The norm, 11·11, and the inner product, <• ,·>for this case, are defined 
in the temporal interval [O,T] where T is the time period of the periodic 
autocovariance of the state at the boundary point s=O, 
(3.171) 
To minimize the right hand side of (3.169) with respect to {cpj(t)} for 
every fixed s, the second term is maximized. Before substituting the 
convariance expression 
E{u(t ,s)u(t 2,s)} = p(t 1,s,t 2,s) 1 . 
(3.172) 
of (3.48) into the second term of (3.169), one can simplify the expre-
-
sian. By knowing that Pb(t1-t2) is periodic it is possible to write a 
-
Fourier series expansion of Pb(t1-t2), i.e., 
where 
pj (O) = rp2j-l ,2j-l (O) P2j-l ,2j (O~ 
LP2j,2j-l(O) p2j,2j(O) J 
and w = 2 1rj/T. 
Then, from (3.48) 
(3.173) 
= E{[x~j-l (0) x2j-l (O)x2j (0)1} 
x2j(O)x2j_1(o) x~j(O) J 
(3.174) 
. ( ) . 2s . 2s _ l oo 1wj t 1-t 2 1W.-- -lW·-




Integrating the second, third, and fourth term on the right gives 
1 00 -z= 4 . J=-oo 
iw.(t1-t2) iw.s/c -iw.s/c 2 
e J [p2j-1,2j-l(O)(e J +e J ) 
1 oo iwJ.(t1-t2) I · iw.s/c -iw.s/c 
= - L e E [x . (0) (e J + e J ) 
4 j~-00 2J-l 
c. iw.s/c -iw.s/c 2 ~ 
- -. - x2 . ( 0 )( e J - e J ) ] lw. J J . 
(3.176) 








s t + s~s' t + s-s' 
1 c 2 c 
+_l2 fds'fdtl J Q(ti,t2,s') dt2 
4c s-s' s-s' 
0 t 1- -c- t 2- --c--
(3.178) 
Substituting this into (3.169) and knowing that the term involving the 
white random field does not affect the error criterion, one obtains the 
resulting integral equation 
T 
pJ.(s) ~J.(t) = fp COSw.(t-t') ~.(t') dt' 
k=l}0' k J . J 
( 3 0 179) 
O~t~T ;j=l,2, ... n 





. . . T T 
E{[x2k-l (O)coswk~ + x2 k(O)sinwk~J 2 } ft1 ft{oswk(t 1 -t 2)~/t 1 ) 
0 0 
·~j(t2) (3.180) 
is defined for every fixed s and the term by term maximization for each 
j is obtained. By solving (3.179) it follows that the eigenfunctions 
are given by 
j = 1 , 2, . .. n ( 3. 182) 
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with the eigenvalues 
p.(O) = p. 
J J 
j = 1, 2, ... n (3. 183) 
Thus, the optimum set of basis functions decomposing the random time 
periodic field is found to be an orthonormal set of harmonic functions. 
The term pj(O) denotes the energy content of each mode at each spatial 
locations. Using (3.177) and (3.182) in the second term on the right 
of (3.169) one obtains the expression for the variance of the finite 
dimensional modal approximation of the state u(t,s). 
s 
p*(s) = f: 
j=l 
E{[x2. 1 (o)cosw.~+ x2 .(o)sinw.~J 2}+ _L2 2 fsin 2w.s-s'Q(s')ds' J- JC J JC W .c 1~ J C 
J 0 
( 3. 184) 
The spatial mode representation of the one point boundary-value 
problem is obtained by substituting the Green's function solution form 
of u(t,s) into (3.170): 
- t+s/c 
x2j_1(s) =<} [u(t+s/c, 0) + u(t-s/c, 0)] + %/~s U(t,s) 
t-s/c 









w{t,s) = L wk(s)cpk(t) = L wk(s)/2/T(coswkt + sinwkt) 
k=l k=l 
(3. 187) 
in (3.185), it follows that 
s 








x2j_1(o) = £u(t',O)$j(t') dt' 
0 
T 
X2· J' ( 0) : _f.' r~ U ( t I ,S) cj> , ( t I) ~t I 
wJ· }_as J 
0 s=O 
T 
w.(s) = fw(t 1 ,s 1 )cj> .(t 1 ) dt 1 J J[~ J 
0 








x2j-1 (s~ = [co~wj~5 sinwj!] [x2j-1 (0)] 
x . (s) = -slnw·- cosw·- x . (0) 
2J Jc Jc 2J 
Is [cosw .~1 s i nw .~~] [0 lw · ( s 1 ) ds 1 +.f._ J c J c J · w. . s-s 1 s-s 1 1 
J 0 -slnw -c- cosw -c- -c2 (3.193) 
Following the steps analogous to those given in (3.145) to (3.150), with 
the exchange of parameters t and s one obtains the 2n dimensioned vector 
expression of the spatial mode representation 
where 
and 
d ( -ds x s) = Ax(s) + Dw(s) (3.194) 
x(O) = x0 (3.195) 
E{x(o)} = o E{w(s)} = o (3.196) 
E{x(O)xT(O)} = diag [ P1(0), P2(0)', ... Pn(O)] (3.197) 
E{w(s)wT(s 1 )} = diag [ Q1(s), Q2(s), ... Qn(s) ]o(s-s 1 ) 
(3.198) 











wn -- -- --c c c 
( 3. 199) 










Thus, the solution of the random one point boundary-value wave 
problem given by (3.43) to (3.46) may be represented in random finite 
rourier series expansion, 
(3.203) 
where u*(t,s) converges to u(t,s) in the mean as n ~and the set of 
spatial Markov process x2. 1(s) is the solution of the system of random J- . 
ordinary differential equation defined by (3.194) to (3.202). This may 
be called a random inhomogeneous vector Helrrholtz•s equation. It is 
noted that the temporal representation of the random initial-value wave 
problem follows the same procedure as that taken in this section. 
3.5.3 Illustrative Example. 
For clarity of exposition, the following example is studied. Con-
sider the radiation of scala.r waves by a random periodic point source in 
a lossless, homogeneous isqtropic time-independent medium. The random 
field u(t,s) represents the amplitude of the wave at any point {t,s), 
having an expected functional form f.L0(t) and an expected functional form 
of its spatial derivative f.L1(t) at s=O. Random distribution of discrete 
scatterers and imperfect modeling may, produce random disturbances in the 
system. Let the system model be given by: 
a2 1 ·i . 
--2 u(t,s) = - 2 -- u(t,s) + w(t,s) 
as · c . at2 .. 
-oo < t <oo s ~ 0 
.,,. 
(3.204) 
where c is the refractive index and w(t,s) is a white Gaussian random 
field with the statistical properties given by 
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-E{w(t,s)} = 0 (3.205) 
E{w(t,s)w(t• ,s•)} = Q S(t-t• ,s-s•) 
(3.206) 
-oo < t < oo ; S ~ 0 
The one-point boundary conditions are Gaussian with the s tati s tics 
given by · 
E{u(t,O)} = 0 
E{[u(t,O)J [u(t • ,0) 




where us(t,O)= }s-u(t,s) s=O . 
1] . 1 . 
-.2 cosw.(t-t•) 





To find the modal representation of the problem the covariance 
-
Pb(t,t•) at the boundary, s=O, is taken into the homogeneous equation 
(3.179) and the equation is solved for its eigenvalues and eigenfunc-
tions, i.e., the following equation must be satisfied 
P.(O)cp.(t) = [l 
J J 1 
(3.210) 
·j=l,2, ... 
where the set of eigenfunctions can be obtained to be {12/T(cosw.t + 
J 
sinwjt)} with the set of eigenvalues {P 1 /wj 2} for each j = 1, 2, ... 
92 
The solution of the stochastic wave problem can then be approxi-
mated by taking the first two terms as 
2 
1,1{t,s) = L x2J._1(s)/21T(coswJ.t + sinwJ.t) 
j=1 
(3.211) 
where the state x1{s) and x3(s) are the solutions of the rollowing 
s tochas tic ordinary differentia 1 sys tern: 
d xl = 0 
wl 
0 0 xl + 0 0 
[::] 
-
CiS c wl 
x2 -- 0 0 0 x2 1 0 c 
w2 ( 3. 212) 
x3 0 0 0 - x3 0 0 c 
(1)2 
0 x4 0 1 x4 0 0 --c 
which is charaterized by the statistical properties: 
E{x(O)} = 0 (3.213) 
E{x(O)xT (0)} = p• 2 11 w1 
2 1 I w1 0 0 
2 2 0 0 1 I w1 1 I w1 
2 2 (3.214) 0 0 llw2 llw2 
0 0 2 1 I w2 
2 llw2 
E{w1(s)} = E{w2(s)} = 0 (3.215) 
E r1(s)] [w1{s) w2(s')] 
= [~ ~] 8(s-s') (3.216) 
w2(s) 
Note that the resulting modal representation yields the statistically 
independent set of ordinary random differential equations. The state 
estimation problem for this example will be studied in Chapter IV. 
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3.6 Error Bound Estimates 
The mean square convergence, convergence in quadratic mean, is 
known to be ensured, provided the set of basis functions constitutes a 
comple.te orthonormal sequence. To study the error estimates of the finite 
approximation, the perfonnance mepsure used in approximating the random 
field is ~o be examined: 
For a random heat problem, by substituting (3.76) into (3.64) where 
t=t 1 it follows that 
00 
Eillu{t,s) - u*(t,s)ll2l = L: p. (t) 
j=n+ 1 J 
00 [ -2kA • t }t -2k/... (t-t I) 
= L: p . ( o ) e J + d t 1 e J [ k 2 ( cp J~ ( o ) q00 ( t I ) j=n+1 J 0 
(3.217) 
+ 4>j(0)</l)(q01 (t') + q10(t')) + 4>~(l)q11 (t') + Q(t')]] 
Since q00 (t), q01{t), q10 (t), q11 (t), and Q(t) are assumed to be bounded 
real function on t~O, there exist a real nunt>er, 
(3.218} 
M = 1ub{k2[cpj(o)q00 (t) +cp.(O)cp.(1}{q 01 (t}+q10 (t})+ cp~(1)q 11 (t) + Q(t)J} . J J J 
where lub is a least upper bound for every t~O and j=n+l, n+2,---. 
Then, from (3.217) 
1: -2k A. ( t-t I ) ' M 
p 1 (t)~M~e J. dt 1 = 2kA/1 
-2k A. t 





where p~(t) denotes the amount of uncertainty contributed by random 
J 
disturbance. Thus 
{llu(t,s) - u*(t,s)l1 2} 
oo oo M 
= L p.(t) ~ L (pj(O) + 2k>._) (3.220) 
j=n+l J j=n+l J 
a closed form representation (3.220) is possible because p .(0)+ M/2kA.. 
J J 
is a monotone decreasing series. A well known formula for monotone 
decreasing series states that [28], 
00 
~ aj ~ f(x •) dx • 
j=n+l n 
(3.221) 





j=l,2, .•.. (3.222) 
For the example problem illustrated in Section 3.4 it was found that 
and 
Therefore 
q,.(s) = 12 sin(j + l/2)7rs 
J 
pj(O) = ~0/(j + {;2)27T2 







which implies that the error energy decreases on the order of l/(2n+l). 
For the wave problem the stochastic one point boundary-value wave 
problem is to be considered. From (3.123) and (3.184) 
E{llu(t,s)- u*(t,s)ll 2} 
00 
= . 2: P2J· -1 2J. -1 ( s) 
J =n+ 1 ' 
= . f [E{[x2J._ 1 (o)cosw.~ + x-2J.(O)s·inw.%J 2 } 
J=n+l J c J 
s 
+ _1_ fin s-s IQ(s I) ds I J 
2 2 w j c 
wjc 0 
(3. 227) 
where p2j-l, 2j_1 (s) is an element of the matrix Pj(s). Since Q(s) 
is a bounded real function on s~ 0 there exists 
M = lub Q(s) (3.228) 
for every s~O. Then from (3.227) and knowing the fact that periodic 
signal is a power signal [32], one obtains 
s. 
2 M Ju . s-s I • P2j-l , 2j-l (s) ~ E [x2j-l (0) + x2j(O)] + -- s1nwj-c- ds 
. . wjcsj 0 · 
where sj denotes the period of the j-th signal' i.e., Sj= 2TIC/wj • By 




~ ~ [p2. 1 2· l(o) + 2P2· 1 2.(o) + P2· 2.(o) + . 2 2J 
j=n+l J- 'J- · J- 'J J, J 2w·C 
J 
Since Pj(O) is given for an initial condition, and for most practical 
purposes it is assumed to be a monotone decreasing sequence, equation 
(3.229) may be expressed as 
If 
00 
E{llu(t,s)- u*(t,slll} ~. f(x•) dx• 
n 
M 




is a monotone decreasing sequence, then f(x•) in (3.230) is a function 
such that 
f(j) = a. 
J 
j = n+ 1 , n+2 , . . . 
For example, if Pb(t,t•) is given as 
00 1 





where wj=21Tj/T, the finite n-mode approximation mi.nimizing the mean 
squared norm of error, E{ llu(t,s)-u*(t,s)II 2J , yields the bound of error. 
given by 
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( 3. 2.34) 
which implies that the power of the error decreases on the order of 1/n. 
From a practical point of view, knowledge of the error bound is not 
a necessary condition for a method to be useful in the solution of engi-
neering problems. In actual applications, the fact that supplementary 
terms in the truncated functional series u*(t,s) have a variance decrea-
sing as n increases can be interpreted as being a sufficient condition 
for the utility of the modal representation. The result obtained in 
this section will be useful on Chapter IV, yielding an expression which 
shows the avera 11 performante of a finite mode approxi matt on and s tochas-
tic estimation scheme done simultaneously. 
3.7 Summary 
The representation of stochastic distributed parameter systems has 
been presented with enough generality to encompass initial-value and 
initial-boundary-value problems for random diffusion or heat processes 
and random wave processes. One-point-boundary-value problems were con-
.sidered for the random wave processes. The mean and covariance of the 
random solution field, u(t,s) were obtained in terms of the impulse 
response kernel, Green•s function, of each system. On the basis of this 
result and the minimum mean squared error measure, the modal representa-
tion of random distributed parameter systems was developed. It is 
emphasized that the optimal set of basis functions to be used in decom-
posing the random system is required to be. the set of eigenfunctions for 
the homogeneous integral equation which possesses the initial covariance 
98 
or one-point boundary covariance function as the kernel of the equation. 
Two illustrative examples for heat and wave process,respectively, 
were considered and will be utilized in the following chapter. In using 
u*(t,s) as an approximation of u(t,s), it is desirable to know how many 
modes should be considered so that the resulting error of the m6dal re-
presentation does not exceed a certain percentage of the average power 
of u(t,s). From the mean square convergence property of the approxima-
tion, error bounds were derived for the heat and wave problems to provide 




In Chapter III, the modal representati-ons of a class of stochastic 
distributed parameter systems was developed resulting in a set of random 
ordinary di.fferential equations. 
In this chapter state estimation problems for corresponding systems 
which evolves in time or in space are to be studied. Since the ability 
to reconstruct the state using an observation with random measurement 
noise is related to the stochastic observability of a system, it is as-
sumed that the measurement systems and the sensor locations in this study· 
meet the requirements discussed for n-mode observabil ity [30] and the 
stochastic observability conditions described in Gelb [33]. 
Section 4.2 is intended to provide the state reconstructi~n scheme 
when the dynamics of the temporal modes are available along with a mea-
surement process. The modal representation presented in Section 3.4 
leads to the application of estimation algorithms developed in the area 
of lumped parameter systems. For the reconstruction of spatial modes, 
two different signal processing techniques are discussed in Section 4.3. 
The differences of the algorith~s stems f~om the formulation of the pro-
blem and the basic assumptions made on the system. 
In Section 4.4 the application of the modal estimation technique 
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to the state reconstruction problems for heat and wave processes is out-
lined together with the computer simulation results. 
4.2 State Estimation for Temporal Dynamics 
In the following, linear state estimation algorithms developed for 
lumped parameter systems, and reviewed in Section 2.4, are applied to gen~ 
erate a filtered or smoothed estimate of the solution of the D.P.S. from 
a noisy measurement process of a linear form. The measurements are at 
discrete spatial locations and taken continuously over time. 
The systems of stochastic ordinary differential equations derived 
in Section 3.4 and 3.5.1 describe the temporal evolution of random heat 
processes and random wave processes, respectively. The spatial depend-
ence of each process is prescribed by the set of optimum orthonormal 
coordinate functions. 
\ 
To complete the formulation of state estimation problem it is as-
sumed that noisy measurement's are taken by m discrete sensors imbedded in 
the spatial domain. The observation equation is 
z1(t) = u(t~s 1 ) + v1(t) 
z2(t) u(t,s 2) v2(t) 
( 4.1) 
101 
where {vj(t)} is defined to be a white Gaussian noise characterized by 
(4.2) 
(4.3) 
It is important to point out that the actual measurement process described 
by (4.1) contains the exact state u(t,s;) of the message process, while 
one•s intention in the modal representation is to deal with a finite num-
ber of dominant modes. Fortunately, the advantage of a modal decomposi-
tion is that, in most physical systems, higher harmonics of spatial modes 
usually can be neglected [31], and only a few of the modes have a signi-
fican~ contribution to the behavior of the system [30]. Furthermore, 
mechanical or electrical sensors for most engineering applications have 
band-limited characteristics which make the device more sensitive to a 
certain band of frequency modes and rejects others. 
Therefore, it is possible to determine the number of modes, n, to 
be considered in the finite modal representation, such that the measure-
ment equation (4.1) may be replaced by 
z(t) = Cx(t) + v(t) (4.4) 
102 
where x is an n or 2n ~ector of dominant temporal modes, z is an m vector 
of observation, v an m vector of white Gaussian noise characterized by 
E{v(t)} = 0 
E { v ( t) v T ( t I ) } = R ( t) a ( t- t I ) 
The observation matrix C is an m x n or m x 2n given by 
C = ~1 (s 1 ) ~2 (s 1 ) 
~, (s2) ~2(s2) 
for the heat problem or 
c = ~, ( s 1 ) 0 ~2 ( s 1 ) 0 
~, ( s 2) 0 ~2 ( s 2 ) 0 
(4.5) 
(4.6) 
( 4. 7) 
(4.8) 
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for. the wave problem, and {R{t))j~=rjk(t). 
In the .study of observability for deterministic problems· [30], it 
was seen that the system is n .. mode observable if the sensors are riot 
placed at the zeros of any of the basis function ·{~j(s)}, yielding an 
observation matrix C such that none of its first n columns is identically 
zero for the heat problem. The topic of best sensor locations for a fin-
ite-dimensional observer, with respect to minimizing the effect of neg-
l~cted modes and stochastic measurement errors is discussed in the above 
reference. It· is easy to see that these are the locations that maximizes 
the signal to noise ratio with respect to the most significant modes and 
minimizes the signal to noise ratio with respect to the neglected modes. 
With the message and observation model defined in the form of a 
modal representation, the state estimation problem is posed to obtain the 
filtered estimate of the solution process of a random field.u(t,s), ~{t,s), 
given a set of basis function {~j{s)} and the measurement process z(t) 
for t~O. The performance measure 'to be used is the L 2 ( 0,1 )x n norm of 
error, or the mean squared e~ror of the estimate, i.e., 
J ~ E liu(t,s)- ~{t,s)ll 2 {4.9) 
which is to be minimzed. In Chapter III, the performance measure (4.9) 
(with u* instead of G) was minimzed with respect to every ~j(s) in order 
to choose the optimum set {4>j(sJ given the characterization of the mes-
sage proc-ess. This has resulted in the expression 
n 
u(t,s) = 1.1.m. L: xJ .• (t)q,J.(s) 
n -+ co j=l 
(4.10) 
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where j 1=j for the heat problem and j 1=2j-1 for the wave problem. 
The random partial differential equations of u(t,s) are replaced by the 
set of random ordinary differential equations for the temporal modes 
{xj~(t)}. In finding the estimate of u(t,s) given the message process 
and.the measurement process,feasible estimate using the modal represen-
tation is described by 
"' u(t,s) 
n 
= L ?<J·1(t)¢J.(s) 
j=l 
(4.11) 
where the optimum choice of the set {~j(s)} and the associated coeffi-
cients are of interest. Since the set {~j(s)} is known from the dis-
cussion in Chapter III, substituting (4.10) and (4.11) into the MMSE 
criterion (4.9) yields 
3 = E { f: x ~ I ( t ) + f: r xJ. I ( t) - xJ. I ( t) J 2 } 
j=n+l J j=l 
(4.12) 
which indicates precisely an overall error associated with an estimation 




A A T} P(t) = E [x(t) - x(t)][x(t) - x(t)] 
(4.13) can be rewritten 
A = ~ J 2( ) ~ ~ ( ) J L..J E\xJ .• t f + L..J p .•.• t 
j=n+l l j=l J ,J 






Minimization of (4.15) with an estimator of a linear form yields the 
Kalman filter discussed in Section 2.4.1. 
Therefore, the Kalman filtering algorithm and the linear smoothing 
algorithm presented in Section 2.4 may be applied to obtain a filtered or 
smoothed estimate of x(t). The equations are rewritten below for conven-
ience: 
~(t) = Ai(t) + K(t)[z(t) - ci(t)] (4.17) 
(4.18) 
P(t) = AP(t) + P(t)AT + DQ(t)DT - P(t)CTR(t)-1cP(t) 
(4.19) 
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where the initial conditions are 
x(O} = E{x(O}~ = ~O (4.20} 
P(O} = E{[x(O} - ~(O}][x(O} - ~(O}]T} = P0 ( 4. 21 } 
The state variable form of the modal representation is described 
by (3.86} through (3.95} for the heat process and by (3.157} through 
(3.165} for the wave process. ,The terms involving boundary noise in these 
models may be d·eleted for initial-value problems. 
The filtered estimate of u*(t,s}. is formed as 
n 
u(t.s) = 2: x .• (t}c~>.(s} 
j=l J J 
(4.22) 
and the mean square error resulting from the filtering oper~tion is 




for heat problems or 
cp (s) O]T 
n 
(4.25) 
for wave problems. 
The linear smoothed estimate of x(t) may also be generated using 
(2.91) through (2.94). Thent the smoothed estimate of the solution 
to the heat process is 
n 
u ( t ' s I T } = j~l X j I ( t I T ) cp j ( s ) (4.26) 
and the smoothed mean square error in estimating u* t,s) is 
( 4. 27) 
It is interesting to investigate the overall performance measure 
A 
J. From the error bound result in Section 3.6, and from (4.15), the 
following inequality is obtained 
00 
j ~ f(x I) dx I + f: PJ• I ( t) 
j=l n 
where f(x 1 ) is a monotone decreasing function of X1 such that 




for heat problems, or 
(4.30) 
for wave problems. Where M is defined by (3.128) and M' is defined by 
(4.31) 
j = n, n+ l , n+2, . . . . 
for the initial-boundary-value wave problem which was not discussed in 
Section 3.6. 
For the example given in Section 3.6.1, J becomes 
J < 2k + M + tr{P} 
k1r2(2n+l) 
(4.32) 
which gives the bound of uncertainty caused by the finite modal represen-
tation error plus the estimation error. Note that with the Kalman filter, 
the covariance P{t) ~an be solved for a priori. That is, (4.32) can be 
obtained before any measurement is made or processed, at all. In a 
number of applications, this value along with the cost of computation, 
computational noise values, and the modeling of observation processes 
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plays an important role in deciding how many modes should be considered, 
i.e., if the computational noise is modeled and is added to the right 
side of (4.32) it can be rewritten as 
n 
J < 2k 2 + M + tr{ p} + L p~ 
k'IT (2n+l) j=l 
(4.33) 
where p~ represents the computational noise associated with the j-th 
J 
mode. By taking n+l mode into consideration the decrease in uncertainty 
. becomes 
2k + M 1 · 1 
k 'IT 2 ( 2 n + 1 - -=-2 .,......( n--'-+"'""'1 ).--+-=-1 
and the increase of uncertainty is 
+ c 
Pn+l ,n+l Pn+l 
= ---::::-=-2 ..1...:( 2:.:..::kc.....:+M-'J.) __ 
k1T 2(2n+l )(2n+3) 
(4.34) 
(4.35) 
where Pn+l,n+l is the (n+l)th diagonal element of P and Pcn+l is the 
computational error associated with the (n+l)th mode, respectively. The 
logical choice of n has to satisfy the inequality 
2(2k + M) + c 
ki(2n+l )(2n+3) > pn+l ,n+l Pn+l 
(4.36) 
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which can be rewritten as 
4n2 + 8n - ( 2 2(2k + M) - 3) < 0 
k~ (pn+l ,n+l + P~+l) 
( 4. 37) 
Solving (4.36) for n and knowing that n is a positive integer, one ob-
tains 
{4 +k')l/2 
n < l + 2 (4.38) 
where ~=2(2k+M)/k~ 2 (pn+l,n+l+p~+l)-3 ; The largest integer less than 
the right side of (4.37) is the maximum number of modes which should be 
carried without introducing more uncertainty resulting from the esti-
mation algorithm and the computation. As discussed previously, (4.28) 
can be obtained before any measurement is made or processed. This en-
ables one to decide the number of modes to be considered in the applica-
tion of the algorithm when the,problem involves an infinite number of 
modes. 
In the heat problems and wave problems proposed in this study, the 
matrices A, C, and D, are time invariant, hence it is of interest to 
investigate steady state results when Q and K are also given as constants. 
After the filter given by (4.17) through (4.19) has been in operation a 
long time then the filtering process may reach a steady state in the sense 
that P becomes a constant matrix (P=O). In principle, this steady state 
matrix may be obtained by solving the ~n(n+l) simultaneous quadratic eq-
lll 
uations given by setting P=O in (4.19): 
(4.39) 
In this steady state, the rate at which uncertainty builds indicated by 
the term, OQDT, is just balanced by the rate at which new information 
comes into the system, indicated by PCTR-1CP, and by any damping the 
system may have (as expressed in A) [33]. In practice, the solution of 
(4.39) for Pis impracticable for n>2; instead, (4.19) is integrated, 
say, with P(O)=O, until P+O. In the steady state case referred to here, 
one then obtains a single number for the performance bound indicated by 
(4.28), i.e., the bound is not a function of time. 
4.3. State Estimation for Spatial Dynamics 
When the temporal dependence of th~ random field is prescribed 
by a set of orthonormal coordinate functions, the resultant message models 
are the system of stochastic ordinary differential equations with spatial 
parameters s, described by (3.194) to (3.202) for a random wave process. 
The second order temporal differential operator appearing in wave processes 
made it feasible to consider the decomposition of the wave process into 
a set of spatial equations evolving along each temporal basis function. 
However, a realistic measurement process is assumed to be a continuous 
function in time at discrete locations in space. This particular feature 
of the problem suggests the development of an estimation algorithm which 
has not been considered within the scope of conventional estimation theory. 
There are several different formulations of the problem depending on the 
assumptions imposed on each wave process. 
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4.3.1 Ordered Sequential Formulation 
As discussed in the previous section, the error criterion in the 
sense of MMSE is formed as 
i=O,l, ... m 
(4.40) 
where the norm 11·11 is defined in L2{o,T). The subscripts indicate 
that only discrete spatial points are considered. Minimizing the above 
expression to find the optimum estimate of the state u(t,si+l) given the 
message model described by (3.43) to (3.46) and the continuous-time 
discrete-space measurements described by (4.1) to (4.3) yields the two-
fold problem of modal approximation and estimation. Since the modal re-
presentation is obtained by (3.194) to (3.202), the error criteria (4.40) 
can be rewritten as 
(4.41) 
Interchanging expectation and summation .gives 







In view of the discrete-spatial measurements, the message model 
given by (3.94) through (3.202) is to be discretized with spatial inter-
val d . Discretizing the message model gives 
x(i+l) = <l>(i)x(i) + w(i) (4.45) 
The initial spatial statistics are 
E{x(o)} = f.Lo (4.46) 
(4.47) 
and the noise statistics are 
E{w(i)} = o (4.48) 
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i,j=l,2, ... m (4.49) 
The terms <l>(i), w(i) and Q(i) are defined as 
<l>(i) = <l>(s "+l s.) 
1 ' 1 
w d w d w d w d 
cos-1- sin-1- cos-2- sin-2-
b. 
c c c c 
... diag 
. w1 d w d . w2d w2d 
-s1n- cos-1- -s1n- cos-c c c c 
I w d w d cos-n- . n s1n-c c 
·I w d w d (4.50) . n cos-n-
1-s1n-c- c 
si + 1 
w(i) ~ [.<t>(si+l ,s' )Dw(s') ds' 
1 . 




i=O,l,2, ... m (4.53) 
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Note that the discretization of the message model is convenient be-
cause the observation process is taken in continuous time at equally 
spaced spatial location. At stage j the observation set is described 
by 
z(t,i) = u(t,i) + v(i,i) 0 ~ t ~ T i = 1, 2, ... m 
(4.54) 
where {v(t,i)} is ze~o mean.white noise with 
E{v(t,i)v(t• ,k)} = r(i)B(t-t•)aik (4.55) 
It is assumed that Q(i)>O and r(i)>O and that {w(i)J, {v(t,i )}, and x(O) 
are not correlated with each othe~. The filter structure is constrained 
to be of the linear form 
T 
x(i+l) = F(i)x(i) + K(i+l)[fm(t 1 ,i+l)z(t•,i+l) dt•] 
0 
(4.56) 
where the sequence of 2n x 2n matrices {F(i)}, and 2n x n matrices 
{K(i+l)}, the initial condition x0, and the nxl vector weighting function 
m(t, i+l) are to be selected in such a way as to have an unbi.ased estimate 
at each stage, and to minimize the mean-square error at each stage. The 
term in the bracket of (4.51) can be regarded as a temporal prepro-




= m(t 1 ,i+l)[l::<P.(t 1 )X.(i+l)] 




+ fm ( t I ' i + 1 ) V ( t I , i + 1 ) d t I 
0 
0 < t < T 
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(4.57) 
which will drive the spatial linear filter. If the set of weighting 
m(t,i+l) is chosen to maximize the signal-to-noise ratio of the output 
of the preprocessor, this will minimize the mean-square-error of the 
optimum linear spatial filter. For each preprocessor the output due to 
the signal xk(i+l) is a random variable modulated by a deterministic 
quantity: 
T 




and the output due to the noise v(t,j+l) and other signals L: x .( i+l)-
j = 1 J 
xk(i+l) are also random variables: 
00 
= L: 
j = 1 
jrk 
T 
+ fmk(t 1 ,i+l)v(t 1 ,i+l) dt 1 
0 
dt 1 
k = 1, 2, .•. n 
(4.59) 
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Now the output signal-to-noise ratio at time T for modal coefficient 
k is defined as 
s~(T ,i+l) 
n~(t,i+l) 
Substituting (4.95) and (4.96) into (4.97) yields 
oo T 
?:E{x~(i+l)}[fk(t,i+l)<j>.(t) dt]2 
J=l . J J 
ji'k 0 
T T 




Interchanging the expectation and the integration operation and using 
the sifting property of the delta function for the second term of the 
denominator, one obtains 
T 2 T 
00 [fk(t,i+l)<Pj(t)dt] r(i+l) Jm~(t,i+l) dt 
~ E{i(i+l)} 0 + 0 2 
J=l r rk 
ji'k k 
(4.62) 
where rk is defined as 
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for the k-th preprocessor at each stage j+l where k = 1, 2, ... n. Since 
E{xj 2(i+l)} and r(i+l) are positive definite, minimization of the denomi-
nator with respect to mk(t,i+l) to maximize the signal-to-noise ratio is 
the problem of interest. The solution follows by applying the Schwartz 
Inequality, i.e., 
(4.63) 
to the second term of the denominator. This term can be rewritten in the 
form 
T 




and is to be maximized. If Jf2(t) dt 1 0, (4.63) can be rearranged as 
0 
T 
[ f(t)g(t) dt]2 
0 (4.65). 
This implies that (4.64) is bounded 
T 





4~(t) dt = ~1-
~~ r(i+l) 




is used. From (4.66) it is obvious that equality holds if an only if 
(4.68) 
for every stage i+l where the value of b does not affect the performance 
measure, and can be adjusted to give a prescribed average gain over the 
interval [O,T]. The minimization of the first term in the denominator 
of (4.62) is also achieved by the result obtained for the second term. 
This is due to the fact that the property of the orthonormal set given 
by /(4.67) yields the value zero, the smallest value possible, to all terms 
in the summation. 
Substituting (4.68) into (4.57) gives the expression of the measure-
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ment sequence preprocessed in time: 
z(T,i+l) = x1(i+1) + v1(i+l) 
x2(i+ 1) v 2( i + 1) (4.69) . . 
. . 
x2n-1(i+l) v (i+1) n 
or 
z(T, i +1) = C(i+l )x(i+l) + v(i+l) 
(4.70) 
i=l,2,. . . m 
where 
c = [1 0 1 0 . . . 1 O]lx2n ( 4. 71 ) 
The constant b is prescribed to'be one and vj is given by 
T 
v.(i+l) = 4.(t)v(t,i+l) dt 
J . -1~ J 
0 . 
(4.72) 
j=l,2, •.. n i=l,2, .•. m 
The statistical properties are given as 
E{v(i)} = 0 (4.73) 
E{v(i)v (J)} = R(i )cSij 
(4.74) 
i,j=l,2, ..• m 
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where 
R(i) = r(i) 0 
r( i) 
(4.75) 
0 r( i) 
And the resulting filter structure becomes 
;(i+l) = F(i)i(i) + K(i+l)i(T,i+l) (4.76) 
where the sequence of 2n x 2n matrix F(i), 2n x n matrix K(i+l), and the 
initial condition x0 are chosen as discussed in Sage [49]. For an un-
biased estimate it is sufficient that 
(4.77) 
and 
F ( i ) = [ I - K ( i + 1 ) C ( i +1 ) ]<I>( i ) i = 1 , 2 , . . . m (4.78) 
Substituting (4.78) in (4.76) results in a filter structure established 
in more detail, 
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x(i+l) = <I>(i)x(i) + K(i+l)[z(T,i+l)- c(i+l)<t>(i)x(i)J (4.79) 
The error associated with the filter described by (4,79) propagates 
according to the difference equation, 
e ( i + l) = [I - K ( i + 1 ) C ( i + 1) ]<I>( i ) e ( i) + [I - K ( i + 1 ) C ( i + 1) ]w ( i ) 
- K(i+l)v(i+l) (4.80) 
and the expression describing the propagation of the error variance 
for such an equation is known [49], i.e., with P(i)=E{e(i)eT(i)} it is 
seen that 
where 
P(i+l) = [I - K(i+l )C(i+l )]M(i )[I - K(i+l )C(i+l )]T 
, + K(i+l)R(i+l )KT (i+l) 
M (i ) ~ <I>( i) P ( i )<I>T ( i) + Q ( i ) 
( 4. 81 ) 
(4.82) 
The initial condition for (4.81) is P(O)=Var{x(O)}. In order to select 
K(j+l) in such a way as to minimize the mean-square error the performance 
measure is formed as 
E{eT(i+l)e(i+l)} = tr{P(i+l)} (4.83) 
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The minimization of (4.83) with respect to K(i+l) is easily accomplished, 
leading to the expression 
K ( i + 1 ) = M (i ) C ( i + 1 )[ R ( i + 1 ) + C ( i + 1 ) M (i) C T ( i + l ) T l (4.84) 
Substituting (4.84) in (4.81) indicates that r(i+l) may be expressed as 
P(i+l) = M(i) - M(i)CT(i+l)[R(i+l) + C(i+l)M(i)CT(i+l)]-1C(i+l)M(i) 
(4.85) 
The algorithm is thus established. Note that the stationary 
statistical properties assumed in time made it possible to make use of 
the Schwartz Inequality in finding the vector weighting function m(t,i). 
In the previous work [4], the scalar problem with non-stationary measure-
ment noise is solved by utilizing a single stage optimization procedure. 
The filtered estimate of u*(t,i) is 
u(t,n 
n 
= 2: cpJ. ( t > x2J. -1 ( n 
j=l 
and the error variance of the estimate u(t,i) becomes 
n 
= 2: cp~{t)p2. 1 2. l<n 




The filtered estimate i(i) and the filtering error covariance matrix 
P(i) are discontinuous at each discrete point where the temporal measure-
ment processes are available. However, the smoothed estimate x(sjsf)' 
obtained by applying the discrete-continuous filter, described by (2.81) 
to (2.88), and the fixed interval smoothing algorithm, (2.89) through 
(2.94), with the change of independent variable from t to s, is continu-
ous. The resulting smoothed estimate of u*(t,s) becomes 
(4.88) 
where the finite observation interval [O,sf] is assumed and the cor-
responding smoothing error variance is 
(4.89) 
The smoothing error variance of j-th mode, p2j-l ,2j_1(s!sf) is the dia-
gonal element of the matrix P(slsf) given by (2.94). As shown in (2.93), 
the smoothing gain may be obtained from the knowledge of filtering error 
variance, which allows one not to compute the smoothing error variance 
unless one is interested in the performance of the smoother. 
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The overall performance measure resulting from the modal repre-
sentation and the estimation procedure takes the same form as given in 
Section 4.2.2 exept for the fact that the smoothing error variance is 
utilized and the independent parameter is switched from t to s. That 
is' 
(4.90) 
where f(x•) is defined by (3.231) and (3.222). 
In this section the measurement noise is assumed to be stationary 
for the derivation of the algorithm. The non~stationary case is studied 
with a different measurement model in the next section. 
~3.2 Optimal Estimation for Gaussian Systems [51] 
Consider the discrete spatial message model given by (4.45) throug'h 
(4.53) and the observation set described by 
z(t,i) = C(t,i)x{t,i) + v(t,i) (4.91) 
where the statistical properties of ,the measurement noise v(t,i) are 
assumed to be 
E{v(t,i)}= 0 (4.92) 
E{v(t,i)v(t• ,j)} = r(t,i)'S(t-t•)a1j (4.93} 
and w(i), v(t,i) and x(O) are Gaussian but independent processes. The 
measurement matrix C(t,i) is of the form 
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C(t,i) = [~ 1 (t) 0 ~ 2 (t) 0 ... ~n(t) 0] 
(4.94) 
which implies that the finite number n is chosen such that the measure-
ment process can be modeled as (4.91) for practical purposes. The optimal 
conditional mean estimate of x(i) is to be investigated when the observa-
tion noise is a Gaussian non-stationary process. 
The measurement set at a stage i is denoted as 
z(i) = { z(t,i} tE[o,n} (4.95) 
and the set of measurements available up to that stage as 
•):.. f-, - ) -,.)t Z( 1 - \ z 1}, z (2 , . . . , z 1 f (4.96) 
The problem is to find the conditional mean estimate 
x(i lk) = E~x(i) IZ(k)} (4.97) 
In (4.97) if k<i one has the prediction problem, if k=i one has the fil-
tering problem, and if k=m, one has the fixed interval smoothing problem. 
The latter problem is of primary importance in a practical situation, 
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since in a spatial sense, causality is not usually a requirement. 
Suppose at stage i the conditional mean and variance, 
x(ili-l) = E{x(i)!Z(i-l)} . (4.98) 
and 
P(ili-l) = Var{x(i)JZ(i-1)} (4.99) 
are known. Then using the well known continuous time Kalman filter re-
sults, these terms, (4.98) and (4.99), can be easily updated, i.e., 
x(ili) =· E{x(i)!Z(i)} = x(T,i) ( 4. 100) 
where x(T,i) is generated by integrating the filter equation 
~(t,i) = K(t,i)[z(t,i) - c(t,i)x(t,i)J (4.101) 
up to time t=T. The initial condition for (4.101) is 
x(O,i) = x(ili-1) = E{x(i)IZ(i-1)} (4.102) 
The gain in (4. 101) is evaluated according to 




( 4.1 04) 
is solved from the initial condition (4.99), 
P(O,i) = P(ili-1) = Var{x(i)iZ(i-1)} (4.105) 
Note that 
P(iji) = Var{x(i)IZ(i)} = P(T,i) ( 4. 1 06) 
From (4.45) the one stage predicted mean and variance is easily obtained, 
i . e. , 
x(i+lli) = E{x(i+l)IZ(i)} =<l>(i)x(T,i) (4.107) 
P(i+lli) = Var{x(i+l)IZ(i)} 
= <l>(i)P(T,i)<l>T(i) + D(i)Q(i)DT(i) (4.108) 
The filtering algorithm for generating the conditional mean and variance 
is thus· established. The algorithm is initiated from the conditions 
x(OjO) = ~O = x(T,O) (4.109) 
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P(O!O) = P0 = P(T,O) (4.110) 
The resulting filtered estimate of u*(t,s) and the corresponding filter-




To develop the optimal smoothed estimate it is helpful to realize 
that the conditional mean and variance given by (4.98) and (4.106) are 
all that is necessary to be stored, and'that one need not store all the 
temporal data sets. As a first step it is convenient to develop an idea 
of equivalent discrete observations of time series in space. One may 
then apply the standard discrete fixed interval smoothing algorithm to 
l 
obtain the conditional mean estimate given Z , E{x(i)IZ }. Suppose that m m 
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at stage i one has processed the observation set z(t,i) optimally and 
reduced the error variance accordingly, so that by application of (4.104) 
the new data set takes one from a variance of P(0,1) to a value P(T,i). 
(4.104) is 'a type of Riccati equation that may be explicitly solved. 
The solution to this linear equation is 
. T 
P(T,i) = [P-1(0,i) + JcT(t,i)r- 1(t,i)C(t,i) dtf1 
. 0 
(4.113) 
One seeks a single discrete measurement of the form 
Y(i) = H(i)x(i) + v(i) {4.114) 
which would have precisely the same effect on the error variance, i.e., 
bring it from a value P(0,1) to a value P(T,i). The discrete measurement 
noise is zero mean independent white Gaussian noise with covariance 
R0(i). From the basic theory of Gaussian random variables [SO], it is 
known that 
Var{x(1)1 Z(i-1) ,y(i)} = Var{x{i)l Z(i-1)} 
- Cov{x(1) ,y(i)l Z(i-l)}var-1{y(i)l Z(i-l)}· 
Cov{x(i) ,y(i)l Z(i-1)} (4.115) 
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or symbo 1 i ca 11 y 
P(ili) = P(ili-1)- P (ili-l)P-1(ili-l)P (ili-1) xy yy yx 
Using (4.114) then gives 
· H(i)P(ili-1) (4.116) 
If one applies the matrix inversion lemma [49], (4.116) can be written 
as 
(4.117) 
Since P(i li) is to be equjvale.~t to P(T ,i) and since P(i li-1) is to be 
equivalent to P(O.i) one can rewrite (4.117) accordingly 
(4.118) 
Equating (4.118) with (4.113), it is seen that a single measurement of 
the form indicated by (4.110) is equivalent to a continuous measurement 
of the type given by ( 4. 54), provided that 
T 
HT(i)R01 (i)H(i) = JcT(t,i)R-1 (t,i)C(t,i) dt (4.119) 
0 
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Thus, there exists an equivalent discrete measurement which is not unique 
and the fixed interval smoothing algorithm as presented in Section 2.4.2 
can be used to obtain the conditional mean estimate ~(ilm). The process 
of filtering forward in space and then smoothing backwards spatially is 
an efficient means of generating i(ilm) fori = 0, l, ... m. The sequen-
tial procedure described here is computationally preferable to the obvi-
ous method of defining a large state vector composed of all the component 
vectors, x(i), and then using an extremely high order temporal Kalman 
filter. The filtered estimate of u*(t,i), the corresponding error vari-
ance and the overall performance bound can be obtained as discussed in 
the previous sections. It is of interest to observe that the algorithm 
developed herein is optimum when the observation model defined by (4.91) 
holds and applies to a system with a non-stationary observation process 
while the previous algorithm furnishes a simpler algorithm for stationary 
systems. 
4.4. Illustrative Examples 
In this Section two examples will be considered in detail to demon-
strate the estimation algorithms described, and the performance measure 
. studied in the previous Sections~ The first example to be considered is 
the one dimensional random heat equation discussed in Section 3.4.3. The 
method of decomposition into a set of stochastic ordinary differential 
equations is used by finding a set of spatial basis functions. The state 
estimation technique for a temporal system is applied to the example. 
The second problem to be investigated is the spatial dimensioned 
random wave equation discussed in Section 3.5.2. For this example a 
finite number of modes results from the decomposition. The use of the 
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algorithms studied in Sections 4.3.1 and 4.3.2 is demonstrated. 
These highly simplified examples are of some practical value. The 
systems do exhibit important characteristics found in random D. P. 
systems describing heat and wave processes. For that reason, it is a 
good testing ground for the techniques that have been developed. 
4.4.1 Heat Example 
Consider the modal representation of the heat system, (3.102) to 
(3.107), obtained for an illustrative example in Section 3.4. The first 







. E{x(O)} =· 0 (4.121) 
4i5a . 0 
91T2 





E{w(t)} = E{[v1 (t) w1 ( t) (4.123) 
and 
E{~(t)~(t•)} = ijB(t-t•) 
=rll q 0Jo{t-t•) l 0 1 q2 (4.124) 
The measurements taken by four point sensors imbedded in the 
spatial domain are described by 
z(t) = cl>l(sl) cl>2(sl) [xl (t)] + v, ( t) 
.· cl>l (s2) cl>2(s2) x2(t) v2(t) 
( 4. 125) 
cl>1 (s3) cl>2(s3) v3(t) 
c~>,(s4) cl>2(s4) v4(t) 
where the white ·Gaussian measurement noise v(t) is characterized by 
E{v(t)} = 0 (4.126) 
{4.127) 
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The filtering equations (4ol7) through (4o21) solved with the values 
x(t) = [x1 (t] E{x(O)} = 0 
( 4 0 1 28) 
x2(t) 
P(t) = [pll (t) p12(t] p =ro 4~0 l 0 9'11"2 p2l(t) p22(t) 0 
25'11"2 
(4ol29) 
A = [-k ( 3:/2) 2 
0 J D = r- 2k 1 ~] -k(57r/2) 2 ( 4 0 130) - 2k 0 




4>1 (s3) <1>2(s3) 
0 r 
4>l(s4) 4>2 (s 4) 
(4ol3l) 
( 4o 132) 
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The filtered estimate of u*(t~s)~ u(t~s)~ and the error variance of 
u(t~s) are found using (4.22) and (4.23). The performance measure of 
the overall modal estimation procedure can be obtained from (4.28) as 
(4.133) 
which yields the error bound of the form 
,. < 2kp0 + M 
J - 2 + tr{P(t)} 
5k'lf 
(4.134) 
and implies that the energy in the error caused from taking two modes 
only is bounded by an explicit number. 
A computer simulation was conducted with the following parameter 
values: 
k = 0.05 r = 0. l 
0 ~ t ~ 1.0 0 ~ s ~ 1.0 
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The results of the experiment are shown in Figures 1 and 2 where the 
actual and the estimated values of the state u(t,s) at s = 0.8 are indi-
cated with the corresponding mean square error. 
4. 4. 2 Wave Example 
In order to demonstrate the estimation algorithm developed in Sec-
tion 4.3, an extension of the example in Section 3.5.3 is considered. 
The modal representation of the wave process is described by (3.212) 
through (3.216). At distinct spatial points distributed in the spatial 
domain, observations are taken by point sensors imbedded at each point. 
They are 
z(t,i) = u(t,i) + v(t,i) 
= [q,l(t) 0 q,2(t) 0] xl ( i) + v(t,i) 
x2(i) 
( 4. 135) 
x3( i) 
x4 ( i) 
O~tST i = 1 ' 2' . • m 
sinw.t) 
J 
j = 1, 2}. The objec-
tive is to obtain an estimate, u(t,i), of the solution to the wave equa-
tion, based on the noisy data. It is assumed that the measurement noise 
is characterized by 
E{v(t,i)} = 0 
E~v(t,i )v(t• ,j)} = r(i )cS(t-t• )cS .. lJ 
( 4 I 1 36) 
(4.137) 
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When the measurement process is assumed to be available at equally spaced 
points the filtering algorithm described by (4.69) through (4.85) can be 
applied together with the discrete-continuous algorithm presented in 
Section 2.4. The corresponding matrices and vectors are defined as 
follows: 
A = diag [ 0 
w1/c 0 
-w1/c 0 -w2/c 
Q(s) = [: :] 
w d w d 
cos-1- sin-1-c c 
<t>(i) = diag w'd w d 
-sini cos-1-c c 
c d . 2wl d 
- (-- s1n--) 4w1 2 c 
Q ( i) = diag ' 2001 d 
....f. sin -· -· 2w1 c 
·r 
z(T,i) = [ ~(t,i)~ 1 (t) dt 
0. ' 
•2~cJ D = [: 0 





. w2d w d 
-s1n- cos-2-c c 
w d 
....f. sin 2- 1-
2Wl C 
I 
c d 2w1d 




c d 2w2d 
-4 (-2 + sin--) w2 c 
0 
T 0 1 ( 4.1 38) 
:] ( 4. 1 39) 
( 4. 140) 
(4.141). 
( 4.142) 
x(o) = o P(O) = p' diag~,!.~ 
~/wl 
The filtered estimate of u(t,s) is 
and the mean squared error is 





where p11 (s) and p22 (s) are the diagonal elements of P(s). The para-
meters used in the computer simulation were as indicated below: 
r = q = 1.0 0 ::; t ::; 1.0 
Ull = 4'1T 0 ::; s ::; 1.0 
c = r.o 
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m = 20 d = 0.05 
DS = 0.01 DT = 0.01 
x(O) = 10.0 p (0) = 1.0 1.0 0.0 0.0 
-1.0 1.0 1.0 0.0 0.0 
5.0 0.0 0.0 0.25 0.25 
1.0 0.0 0.0 0.25 0.25 
where DS denotes the spatial integration interval. 
The results of the simultaion are shown in Figure 3-and Figure 4 
where the actual and estimate~ values of u(t,s) are indicated with the 
corresponding mean squared error variance at t=2/3. When the accuracy 
of the estimate is particularly of concern, the fixed-interval smoothing 
algorithm demonstrated in the previous example may be used. The dis-
. continuities at each spatial point where the temporal observation pro-
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4.5 Summary 
In this chapter two distinct, but interrelated, classes of esti-
mation problems are studied. The first is the extension of the linear 
state estimation techniques for lumped parameter systems to the temporal 
mode representation of distributed parameter systems with a set of dis-
crete-space and continuous-time observation. The second is the estimation 
problem for a spatial markov-process model with the same type of obser-
vation sets. An analYtical treatment of the problem with the mean squared 
error criterion for the first problem reveals that the Kalman filtering 
algorithm is the best choice. Two sets of algorithms, one for stationary 
observation processes and the other for non-stationary observation pro-
cesses, have been presented for the second class of problems. 
It was shown that a bound on mean squared error can be derived, 
which provides useful informati6n in selecting the number of mode~ to 
· be considered. 
Two illustrative examples have been used to demonstrate the features 
of the methodology developed in this chapter. The results developed in 
this chapter makes use of state estimation theory and the series repre-
sentation of stochastic distributed systems. It appears that this should 
have applications in many circumstances where noisy sensors are placed 
at discrete locations, recording' physical processes as a function of time. 
CHAPTER V 
APPLICATIONS TO SEISMIC DATA PROCESSING 
5.1 Introduction 
In this chapter, the ·ideas of modal estimation are applied to 
problems in seismic signal processing. The problem of seismic 
prospecting is the interpretation of the seismic data on which con-
clusions regarding the structure of the geological medium are based. 
Although the physical laws involved in the understanding and analysis 
of seismic wave phenomena has been studied extensively for many 
years [35-40], the mathematical modeling and analysis of the message 
process for the processing of seismog_rams has had little attention. 
The inherent complexities encountered in dealing with inhomogeneous 
geological structures and associated random phenomena have motivated 
statistical approaches to the system in order to be able to describe 
the complicated physical process with a certain degree of generality. 
The deconvolution of seismic processes, investigated in [41 ,42,43], for 
the purpose of recovering the original signal having undergone con-
volution through a seismic section of interest is a common analysis 
method. In this study the underlying physics of wave propagation 
becomes the basis of modeling and analysis. In Section 5.2, a 
stochastic wave equation with random disturbances and with random 
one-point boundary conditions is formulated to describe wave motion 
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when an elastfc medi:um is di.sturbed by an explosive signal source 
or by a vibratory signal source. 
There are a number of possible geophysical engineering object-
ives that could pertain to the analysis of seismograms. Probably 
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the most frequent objective relates to damage criteria, determination 
of vibration maxima, the studies of actual medium properties and of 
wave propagation, and determination of the time of first arrival of 
shear energy. In these cases, there is a need to restore the useful 
signal components from the recorded seismogram corrupted by the noise 
·present in the message process and in the measurement process. 
The state estimation algorithms studied in Chapter IV may be employed 
to accomplish this task. After some explanation is made in Section 5.3 
the simulation results of the experimentation performed with a 
synthetic reflected seismogram is demonstrated in Section 5.4. The 
experiment is designed to test the hypothesis rega-rding whether the 
recording of the reflected wave contains the signal component or not. 
The hypothesized arrival time of the signal may be determined in an 
iterative way by analyzing the estimate at various spatial location. 
5.2 The Wave ~quation for an 
Elastic Body 
Hooke•s Law is employed to reduce the equation of motion for 
an elastic body to observable variables. When Newton•s Second Law 
of Motion is applied to an elastic body, the result is: 
0 oS Y(t,s) = 0 (s)-2u(t,s) ot 
(5.1) 
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where y i·s stress, u is displacement and p(s} is the density. Since 
it is difficult to measure the stress, let alone its spatial gradient, 
the stress in the equation of motion can be replaced by the Hooke•s 
Law equivalent, i.e., 
y(t,s) 0 = A(S) as u(t,s) (5.2) 
where A(s} is the modulus of elasticity. 
The strain ~~ is itself the rate of change of the displace-
ment of any specified portion of the elastic body, e.g., change in 
length per unit length. Displacements can, of course, be measured, 
and the resulting equation of mdtion in terms of displacement is 
given by: 
2 r :s [A(s) ~s u(t,s)]' = p{s) ~ u(t,s) 
o · at 
(5.3) 
If the density P and the elastic moduli A are positive constants, 
(5. 3) becomes 
2 o . A cl 2 u(t,s) = -- u(t,s) 
at P as2 
(5.4) 
A random forcing function w(t,s) is ~dded to (5.4} in order to 
model the microseisms, the random scattering effect of the inhomo-
geneous medium and the near-surface multiple reflections, called 
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reverberations, which are caused by reflecti.ons between di'sconti'nuities 
at near-surface and the surface of the earth. Under certain assumpt-
ions the sum of these behave as a Gaussian process [37]. It may be 
assumed that w(t,s) is a zero mean white Gaussian random field with 
variance description, 
E{w(t,s) w(t 1 ,S 1 )} = q8{t-t 1 , s-s 1 ) 
-00< t,t 1 
0 ~ s,S 1 
<00 • 
' 
Then, the inhomogeneous random wave equation becomes 
02 2 
- 2 u(t,s) =.e. 0 u(t,s) + i w(t,s) as " at2 
-oo < t <oo; s > 0 
where the random boundary conditions at a spatial point s=s1, are 
assumed to be described statistically. 
E I" ( t. s 1 ) l = 0 




Cov 0 , [1,1(t,s 1) ~ u(t,s)j ] = T\(t,t 1 ) 
oSu{t,s)l oS s=sl . 
s=s . 





where c2 is defined as "A/p. The preceding statistical properties 
of the unknown boundary condition may be obtained from the controlled 
signal source when a vibrating signal source is used at s1 or from 
the direct wave signals recorded at the near-source seismic sensors 
when an explosive signal source is adopted. For simplicity of the 
treatment only a one dimensional component of the shear energy is 
considered. This is accomplished in the mathematical description of 
the particle displacement by assuming that all motion is parallel to 
the vertical or horizontal coordinate system. 
5.3 State Estimation for Seismic Waves 
150 
The solution of the random wave system described by (5.6), 
(5.7) and (5.8) can be specified in a statistical manner using (3.33) 
and {3.34). For a particular sample, it is necessary to have some 
measurement of the actual realization and to process it appropriately 
to obtain an estimate of the behavior. 
In seismic exploration measurements, the objective is to 
detect and record the vibratory motion of the ground or the structure 
caused by forces that are vari?ble in magnitude and in direction. 
Since, in this study, the vector motion of the elastic body is assumed 
to have only one dimensional spatial component, the m equally spaced 
seismic sensors are distributed on a straight line from the spatial 
location s=s 1 to s=sm, i.e. 
s=O s=s 1 s=s m 
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When the Electromagnetic Veloci:ty Seismograph I44] is used to 
record the velocity component of the reflected seismic wave, the 
measurement equation is of the form 
0 z(t,s1) = b; dt u(t,s 1) + v(t,s 1) i = 1,2, ... m (5.9) 
where b; ;sa real constant of i-th sensor and v(t,s 1) is assumed to be 
zero mean white Gaussian noise which corresponds to the seismometer 
noise. The modal representation of u(t,si} gives the steady-state 
observational model 
n 
z(t,i) =b. L ¢. (t) x2J._1(si) + v(t,s 1) 
1 j=l J 
or equivalently 
2n 
z(t,i) = L c.(t~i) x.(i) + v(t,i) 
j=l J J 
where 




elsewhere, (5.11) is. conveniently written by using vector 
nota ti'on, i.e. 
z{t,i) = C(t,i) x(i) + v(t,i), i = 1, 2, ... m 
The measurement noise, vlt,i}, ts assumed to be zero mean white 
Gaussian noise such that 




Now, the application of the algorithms discussed in the preceding 
chapters to the seismic problem is of interest. The first step is to 
find the modal representation of the random seismic wave process, 
(5.6) to (5.8), under the hyp.othesis that the covariance at s=s1, 
(5.8), is periodic with a period T, i.e. Pb(t-t•) =Pb(_t-t•+T). 
This is achieved in Section 3.5.2 where a system of random ordinary 
differential equations is described by (3.194) through (3.202). The 
second step is to apply the state estimation algorithms for spatial 
mode representation, studied in Section 4.3. As discussed before for a 
general D.P.S., the observation process for seismic exploration is 
also constrained to be discrete-space and continuous-time. Accordingly, 
the discretization of the spatial model and the development of 
corresponding estimation schemes with a temporal preprocessor are 
necessary procedures to follow. In Section 4.3.1, the temporal pre-
processor for stationary measurement noise is shown to be a correlator 
which provides a simple memoryless processor given an observation set 
of one time period T. The Kalman filter for estimating constants has 
been presented in Section 4.3.2 as the optimum temporal preprocessor 
with memory for a given measurement process at any instant t ~ 0. 
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At each spatial location s1 ,s2,---sm , the discrete estimation 
algorithms described by (4.75} through (4.85} or by (4.96} through 
(4.109) can be used to obtain the estimate of the solution. If the 
estimate of the state at locations between observations is of interest, 
the continuous-discrete algorithm presented in Section 2.4.1 may be 
applied for interpolation. The fixed interval smoothing algorithm can 
provide a better estimate as well as an extrapolation of the state 
estimate at spatial locations between s = 0 and s = s1 where the 
observation process is not available. This can be accomplished by 
assuming that the a priori statistics of the state at s = 0 are known. 
The application of specif~c algorithms to various problems 
should depend on the relative cost of each computational algorithm. 
For example, if the determination of the first arrival time of shear 
energy is to be investigated, the Kalman filter for estimating a 
constant at discrete spatial locations, is sufficient to be used as 
an estimation tool. The problem is illustrated and simulated in the 
following section. 
5.4 Example 
In the solution of a variety of problems in seismic exploration, 
there is a need to determine t,he time of first arrival of shear energy. 
For a simple problem to show an application of the algorithms discussed 
in the previous sections, it is assumed that the arrival time of the 
seismic shear energy is hypothesized in interpreting a seismogram 
"" 
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' recorded at a vertical depth s = s1 = 0. It is assumed that far within 
the earth, below s = 0, there is an extended boundary parallel to the 
earth•s surface. The Figure 3 shows a simple case of a vertical seismic 
situation. 
s = sm Surface 
s = 52 




Figure 3~ A Vertical Seismic Situation" 
If m seismic traces recorded at each spatial locations, s1 , s2, ... sm, 
are available, using the proposed signal processing algorithm, one may 
obtain useful information for interpreting the seismic wave behavior. 
When the time.of first arrival of reflected shear energy is the point 
of interest, the time delay of the reflected wave front appearing in the 
s i smog ram of each sensor needs to be taken into cons i deration. The so 1 u-
s. 
tion of the wave equation is zero at location si until t ~ ZL where c is 
the wave velocity. Hence the observation at location si is: 
z(t,i) = ~ u (t- ~) + v(t,i) at o . c 
= v(t,i) 
s. 






The signal u0(t) is assumed to be a random time harmonic process at the 
spatial location s = s. = 0 with the covariance kernel 
. 1 
2 [2 2] Pb(t-t•) = L COS2Tij(t-t 1 ). 
j=l 2 2 
(5.17) 
According to the algorithm derived in Section 3.5.3, the integral equa-
tion to be solved for the set of coordinate function is 
[2 2] 2 1 . Pj(O)<I>.(t) = L: Jcos2Tii(t-t•)¢.(t•) dt• 
J 2 2 i =1 J 
0 (5.18) 




Hence, the state u0(t) at s = s1 = 0 may be expanded as 
which yields the measurement equation of the form 
2 s. 
z(t,i) = L x2J._1(t)<I>J.(t) + v(t,i) 
j=l 
after the arrival time of the wave, t ~ ~. In the vector form c 
z(t,i) = C(t)x(i) + v(t,i) 
and 
z(t,i) = v(t,i) 
where 
s. 
1 t >-- c 
\ 
s. 
t < _1 
c 
From (4.45} through (4.52} the message model of this example is 
described as 









where the one-point boundary condition is characterized by 
( 5. 27) 
E{x. (o)xr (a)} 
J 
= P.(O) = [1 1] 
J 1 1 
(5.28) 
and d = s i +l - s i . 
A computer simulation was carried out with the following parameters 
Ol = 2 1 
Ol = 4 
2 
c = 1 .0 
d = 0 01 
r = 1.0 
T = 1.0 
' ,. 
h = 0.9 
T x(-h) = [5.0 -1.0 3.0 2.0] 
Figures 6 and 7 show the filtered estimate of displacement at a 
buried sensor location and a su~face location with the corresponding 
mean square error shown in Figure 8. Only two spatial measurements 
were taken. The plot of the estimate at s := s1 and s = s2 (at ground 
surface) shows that the filtered estimates converge to the actual 
values quickly. The filtered estimate of the seismogram at the ground 
surface has little filtering activity until the sensor starts picking 
up the travelling wave at the hypothesized arrival time, t = 0.1. 
This implies that the hypoth~sized arrival time of the reflected 
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acceptable error range. If an incorrect arrival time was chosen, the 
resultant time delay of the filtered estimate at the surface would 
express a certain amount of deviation from the predicted time delay. 
This will indicate that one should rehypothesize the arrival time of the 
shear energy. Of course a greater number of equally spaced buried 
sensors would result in better accuracy of the hypothesis test and closer 
prediction of the new hypothesis. 
The algorithm can be applied to more realistic problems where the 
seismogram of interest is taken from the sensors distributed on a hori-
zontal surface. In this case, the seismic signal to be processed will 
be the horizontal component of the velocity reflected from the extended 
boundary layer located underground, parallel to a ground surface. A 
nonlinear transformation of the independent parameter in addition to the 
state estimation technique developed in this study can be used to solve 
the problem, (in an approximate way due to the nonlinearity). 
5.5 Summary 
This Chapter proposes a mathematical model for seismic wave proce-
sses where a random time harmonic process was assumed at a certain point 
in space. From results obtained in previous Chapters, it was shown that 
state estimation algorithms may be applied to a random seismic wave pro-
cess described by a stochastic inhomogeneous wave equation. Although the 
numerical example may_ not be very realistic, the significance of the study 
lies in the fact that a stochastic harmonic analysis has been used for 
the purpose of developing signal processing schemes for a random seismic 
situation. It is believed that this concept should prove to be useful 
in the area of seismic exploration. 
CHAPTER VI 
CONCLUSIONS 
6.1 Summary of Results 
The objective of the investigation was .to develop state estimation 
algorithms for a class of distributed parameter systems including random 
diffusion or heat processes and wave processes. One dimensional initial-
boundary-value problems with random initial conditions and white Gaussian 
random disturbances.were considered for heat or wave processes. The ob-
servation model was assumed to be continuous in time and discrete in 
space. 
In finding the optimum filtering algorithms, in the sense of mini-
mum mean square error, given the prescribed model, there is a twofold 
problem involving both an approximation and an estimation. Fortunately, 
both areas are within the framework of Hilbert space which has the ortho-
gonal projection property and consequently is ideal for the use in approx-
imation theory as well as in estimation theory. The main feature of this 
study was to investigate both problems simultaneously by developing the 
optimum set of basis functions to be used in approximating the state of 
the random D. P. S. and by finding the appropriate estimation schemes to 
minimize the mean square error criterion. 
The preliminary material has been presented in Chapter II. Green's 
function solution form and D'Alembert's solution form were introduced to 
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be used in finding moment equations for random distributed systems. 
In Chapter III, stochastic distributed parameter systems involving 
second-order random partial differential equations have been suggested 
for diffusion or heat processes and wave processes. General forms of 
randomness have been included by modeling random initial conditions, sto-
chastic noise at the boundaries, and random disturbances as a forcing 
term. Since the only analysis accessible before processing the measure-
ment processes is the characterization of the a priori statistics of the 
message model, the first and the second moment equations were derived. 
To ~otivate the modal representation for random distributed systems, the 
' 
series representation of random fields was studied .. It was shown that a 
white random field may be represented in terms of any orthonormal set of 
basis functions. 
As the first step of the estimation procedure, the modal representa-
tion of the random initial-boundary-value problem and of the one-point 
boundary-value problem were achieved by projecting the integral form of 
the solution onto the subspace spanned by the optimum set of basis func-
tion .. The optimum set of coordinate functions was to be the set of ortho-
normal eigenfunctions of the homogeneous integral equation with the kernel 
of the initial covariance function or of the one-point boundary covariance 
' 
function. It is important to note that the characterization of the optimal 
set to be used in decomposing a random D. P. system into a set of random 
lumped parameter systems reveals a unique attribute of the study resulting 
from the simultaneous consideration of approximation and estimation in a 
single performance criterion. This formulation also provides bounds on 
errors arising from orthogonal projection for.approximation and estimation, 
which is an attractive qual i'ty for many practtcal purposes. The bound of 
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energy or power i.n uncertainty whi'ch is generated in the overall estima-
tion procedure may be obtained prior to the actual processinq of data to 
determine how many modes should be considered. 
The same analysis was repeated for the random one-point boundary-
value problem related to a time harmonic wave process, yieldin9 a spatial 
mode representation for the given system. 
Chapter IV consists of the development of estimation algorithms for 
temporal or spatial mode representations. The ordinary Kalman filtering 
algorithm is the optimum estimation scheme for the temporal mode message 
model. It is apparent that the overall mean square error constitutes the 
variances of neglected modes and the filtering error variance of the re-
'· 
taine~ modes. Two different ~et of algorithms .were developed for the 
spatial mode representation. The ordered sequential estimation algorithm 
was a natural outcome of the modal representation. 
The basic hypothesis that the measurement process has only a finite 
number of modes is not relevant to this algorithm. When this observation 
model holds, the second algorithm making use of the Kalman filter for 
estimating a constant temporal process is applicable. It is valid for non-
stationary. obsevation noise. 
Although these are not real time filtering algorithms, a conditional 
mean estimate is generated when the statistical characterization is assumed 
to be Gaussian. Two illustrative examples demonstrate the general features 
of a temporal model for the heat process and of a spatial model for the 
wave process. 
A more specific application to seismic prospecting was presented in 
Chapter V. It was shown that the modal representation and the associated 
state e~timation techniques developed fn the previous chapters could be 
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successfully used to achieve a state variable form for the seismic pro-
cess such that the signal processing technique developed herein was ap-
plicable. Although only one specific application area was considered 
in this work, it is believed that there are many potential applications 
in the area of chemical or physical processes. 
This is the first work in the field of stochastic estimation for 
linear distributed systems where the properties of Hilbert space are 
fully exploited by considering state estimation and deterministic ap-
proximation in the sense of minimum mean square error. 
6.2 Suggestions for Further Research 
There are many possible extensions and generalizations of this work. 
The dimensionality in the spatial domain may be increased to include 
dynamical processes evolving on q. plane or in a volume. This may be 
achieved by considering the spatial independent parameter s as a vector 
quantity. In addition to increasing the spatial dimensionality of the 
Cartesian coordinate, spherical polar coordinate~ may be considered. 
A natural extension of the work involves the substitution of a 
general self-adjoint differential operator ·in place of the laplacian dif-
ferential operator. The resultant system would then be well-posed for 
the initial or boundary statistics, such as band limited spectra [23] .. 
Various sets of orthonormal polynomials would serve as the set of basis 
functions for such systems. Investigation of this problem will be help-
ful in applying the modal estimation theory to many problems in mathe-
matical physics. 
A number of results developed for lumped parameter systems could be 
extended in a straightforward way to distributed systems using methods 
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similar to those presented here. Smoothing, prediction, and filtering 
for colored measurement noise would be a few of these extensions. In 
view of growing attention, in the area of parameter identification for 
D. P. S. [3], it is believed that the stochastic modal analysis may have 
application in random parameter identification problems. 
The' observability and ·the sensor location problems studied·within 
a deterministic framework [30] may be reformulated in a rigorous form 
considering stochastic observability. 
To facilitate the implementation of the algorithms for multiple 
mode problem, it would be useful to develop hybrid computation techniques 
for the spatial mode filtering algorithms. 
It is clear that there are many situations where partial differen-
tial equations are appropriate to describe a physical process of interest 
Since the equations may have uncertainties involving boundary conditions 
or other disturban~es, it is therefore desirable to describe the situation 
in terms of statistics. If sensors have been placed at several spatial 
locations, then it may be possible that the solution to the equation can 
be estimated by processing the output of these sensors according to the 
algorithms described herein. Because of the wide range of possible appli-
cations, it is believed that the combination of approximation and estima-
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