We derive fully corrected propagators of a bilinearly interacting Brownian oscillator system by summing up an infinite number of Feynman diagrams. The generating functional of a nonequilibrium system is calculated in terms of the bilinearly corrected propagators thus obtained. The result off'ers the Feynman rule for systematically studying the eff'ects of both anharmonicity of the potential and nonbilinear system-bath couplings on the Brownian oscillator system. The reduced density matrix, which is useful for investigating the dynamics of the system, is also calculated. The unified time path, which is powerful in calculating propagators, is introduced and used efFectively throughout the work.
I. INTRODUCTION P MO 2 f p, mio, .
Feynman rule for a nonequilibrium quantum system has been widely used electively in various fields. The temperature Green function was introduced, from which the information on the real-time process was pulled out by using a rather intricate method of analytical continuation [1 -4] . On the other hand, the double-path method starts from the real-time instead of the imaginary time [5] [6] [7] [8] .
Recently the double-path formalism is extended to a formalism in which the propagator becomes a 3 x 3 matrix instead of a 2 x 2 of the double-path formalism [9, 10] . Typical nonequilibrium processes are explicitly calculated through the Feynman rule in terms of the 3 x 3
propagators [11] .We introduce the unified time path from this formalism in the following section. The path integral is directly performed on this unified time path. In this paper we consider a nonequilibrium process where the total system is initially in the equilibrium state and then the time-dependent external force (applied after the initial time) derives the total system towards a nonequilibrium state. In such a case the unified timepath approach gives a unified perspective to calculation and argument as we see below. The quantity explicitly derived below is the generating functional for this case of nonequilibrium process, from which the Feynman rule is readily known and thus all the physical quantities can be estimated by diagrams. The generating functional is here defined as a functional of the external force which is obtained from the density matrix by tracing over all degrees of freedom of the total system [see Eq. (2.11) below]. The generating functional of nonequilibrium system provides a convenient means for incorporating eKects of dissipation in physical systems [12] .
We intend to calculate the generating functional of the Brownian motion model. One of the most fruitful models of the Brownian motion is described by the system-bath Hamiltonian [13] , N -Q) c;q;+ V(Q, q, t).
Following the work by Caldeira and Leggett [14] , there has been a renewed interest in the problem of Brownian motion.
This model has been successfully used to study problems in chemical reaction 15, 16] , electron transportation in the semiconductor [17, and quantum optics [18] . Various techniques have been developed to include the effects of V(Q, q, t) g 0 both numerically and analytically [19 -23] .
Though many studies have been done by using this system-bath Hamiltonian in diverse fields, there were no systematic and analytical ways of calculating the efI'ects of the anharmonicity of' the potential and the nonbilinear coupling [i.e., the case of V(Q, q, t) g 0]. [Though the interaction Q P, i c,q, is usually called linear, we call it bilinear or linear-linear in what follows since, if we view the system (1.1) as a special case of (2.1) with (2. 2) below, it may be appropriate to call the term o c;s. q, qi~Q P, . r c,q; bilinear interacting term. ] )2 This is partly because the Feynrnan rule in which propagators are fully corrected by the bilinear interaction has not been derived up to now. Needless to say, this line of study is important since the real mechanism of dissipation may be much more complex than the simple harmonic case.
In this paper we derive the bilinearly corrected 3 UNIFIED TIME-PATH APPROACH TO THE GENERATING. . . 215 the nonequilibrium process of the total system not only for the case of anharmonic potential (both for the system and for the bath) but also for the case of general (nonbilinear) mechanism of the system-bath interactions. We also show that the reduced density matrix, which is useful for studying the dynamics of the system, can be calculated from the generating functional. Finally we point out the close relation between [24] and the present work. In [24] they derived various correlation functions for the case of the harmonic system potential and the bilinear system-bath coupling. Some of their expressions can be regarded as elements of our 3 x 3 propagators for the special coupling case [see Eq. (4.19) ] while they did not derive the other elements of the propagator even for this special coupling case. The general coupling case is not dealt with in [24] at all. In this sense the present work can be viewed as a generalization of [24] . We show explicitly, however, how these elements of propagators can be used as the basis for investigating the eKect of the anharmonicity or nonbilinear coupling by using the Feynman diagrammatic technique. Especially, the nonbilinear coupling correction can be systematically examined in our forumlation. to the original Hamiltonian, H(t) = HT(p, q)~H~-(t) = H(t) -) J,(t)q; (a = 1, 2). (2.8) Z'Jz Te t fo dtH & (t) Z J2 Tel fo dtH 2(t) ( 2 4) ) where T and T are the usual time ordering and antitime ordering operators, respectively. We introduce the generalized version of the unnormalized initial density matrix, &Js T ez fo "d7H3(~). T (2 5) where T is the r-ordering operator and H '(w) is given by H" (r) = H(t = 0) -) J"(~)q;. z (2.6) Then the time evolution operators from initial time to infinite future (and vice versa) of the total system with the source are given by II. THE UNIFIED TIME PATH Then the normalized initial equilibrium density matrix of the original system is expressed as i, j =0 (t Pi) c*'q'q' + V(q t) (2 2) ZJ = el~' = Tr~~' ZJ'ZJ' (2.8) By using the generating functional, the expectation value of the coordinate of the system at t is given as where V(q, t) is the nontrivial part of the interaction [for example, V(q, t) = Aqp P, i q, ]. The conventional system-bath Hamiltonian can always be cast into this form, if we set (pp, qp, (cJp, mp) = (P, Q, O, M) and regard the other degrees of freedom as the heat bath. Strictly speaking, the bath degrees of freedom N should be taken to infinity at some stage in order to dissipate the energy of the system (P, Q) to the bath.
We are interested in the case where the total system is initially in equilibrium with the temperature 1/P, and then the time-dependent external force is applied at some time, say t = 0. The external force brings the total system to a nonequilibrium state. In this context the total nontrivial interaction V(q, t) is really time dependent while initially it is only a function of the coordinates, i.e. , VI(q):-V(q, 0). In what follows we assume c,~(= c~, ) time independent without loss of generality.
The experimental observable of the system is always expressed by the expectation value of various operators or correlation functions. Such quantities can be systematically investigated when the generating functional is introduced. To this end, we add artificial source terms Here, J = 0 implies Ji, --J2,; --J3,, --0 for all i. We can also obtain the expectation value of the momentum or the correlation function including both p; and q, [after replacing all p, (t) with m;q;(t)] by taking derivatives of W with respect to J; [10, 25] [see also Eq. (5.20)] .
At this point we introduce the unified time path C = Ci +C2 +C3 in the complex time plane as in shown Fig. (see Ref. [10] ). Namely, it starts from the origin up to infinity along the real path (Ci), returns to the origin (C2), and then goes to -iPh along the imaginary axis (Cs).
The step function 8c (t, t') on C is naturally defined such that 8c (t, t') takes the value unity if the time t is later than the time t', otherwise 8t (t, t') = 0. The word later here means that the time t appears later than the 216 K. OKUMURA Fig. 1 
and VT (&gt} ) implies VT(q, t) with q, replaced by -", s& (,) .
Although the quantity ZJ i itself has been already obtained [24,10], we present a quick derivation based on the unified time path. For simplicity we drop the index i of q;. The well-known result (see, for example, [26]) on the C1 path, where T~is the time-ordering operator on the unified time path defined through 0c (t, t') and H~(t) should be interpreted as H~(t) = H~-(t) (t F C ). Note that H ' (t) is here defined by 1 + .
The path integral on the unified time path can be per formed by a simple generalization of the usual one. The essential point is that we divide the unified time path into % + 1 pieces (to --0, ti, . . . , t~, t~+i --if') and introduce e, 's; e, = (eo, t:i, . . . , e~) such that +(t ++ s) (2.18) is generalized on the unified path C as Ic=O t,t, =)~& (i& j). (2.12) 
We should notice that ei is positive if ti is on C1, negative if t, is on C2, and pure imaginary if ti is on C3. Then the generalization of the familiar method follows naturally.
The result is g 1/2 (2.19) ( 2~h sinh~P h) where S~is given by S with the following replacements: S3 UNIFIED TIME-PATH APPROACH TO THE GENERATING. . .
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T -+ipse, q = q' and integrating over q. We thus get the known result,
We emphasize the fact that, although these replacements may be almost self-evident, the above result can be directly obtained by natural extension of the known methods (see Appendix A). On the contrary, they first derive {q[o.s~q'), {q'~K~'[q"), (q"~K~'~q) separately and then performed integration with respect to g, q', q" to derive the quantity Tr o~s K~'K ' in [24, 10] .
The generating functional ZJ is obtained from Eq. (2.19) by tracing over the coordinate, i.e. , by setting
. (2.23) Thus the notion of the unified time path which was introduced in Ref.
[10] can be extended in a useful way.
By recovering the index i of q, , we arrive at the following expression for the generating functional for the total system:
By using the trivial identity (see Appendix B) *t~s = es~*(+++)*it~t x (a factor independent of J), (2.26) 
c c (2.28) where which holds for matrices A, B and the vector J, we see that Z& can be formally cast into the following form: corrected propagator D,~(ts) by noting the graphical meaning of Eq. (2.26), which will become clear as we go along. It should be emphasized that Eq. (2.24) with (2.27) and (2.28) gives the Feynman rule based on the bilinearly corrected propagator. This Feynman rule is a starting point of studying a nonequilibrium system subject to an anharmonic potential in addition to the linear-linear interaction. 
Ph oo X (z, n)-: d~e '"" dte "X(t,r) 0 0
By noting that
( 3 5) where (X)p is the connected part of the average of X by the initial density matrix for the noninteracting system. The time evolution is also done by the noninteracting Hamiltonian. Explicitly, (3.17) (q(t) ) qe Te (e I e' &"qe '~" q) /Tee~, (3.7) (3.18) with II = p /2m + mu q /2. Similarly we have
Since (q(ts) q) p is the complex conjugate of (qq(ts) )p, we can recast the above relation into Dp( ) (n) = h f(v").
(3.21) Dp + (t) = -2i8(t)Im(qq(t))p, '(t) = R («(t))'
We also have Dp( )(t+ i~) = (qq(t+ i~))p, Dp (ir) = 8(w)(qq(iv))p + (w m 7). We note here that these equations also imply the wellknown fact that one can obtain all the expressions by the analytic continuation of the Matsubara Green function D, "( -'~).
By introducing the Laplace-Fourier transform
The contour C on the complex z plane runs parallel to the imaginary axis where the real part is chosen. so that there are no poles on the left side of the path. Note that Dp (z) cannot be denoted as the summation of Dp (z, n) since the term, "", , though odd in terms of n, is singular in the sense that it behaves like 
The prime means that the summation excludes the contribution from n = 0.
By virtue of Eqs. (3.9) -(3.12), once one knows Do( ) (z, n), one can derive the other propagators. Though the process is trivial, it is useful when we derive the bilinearly corrected propagators so that we examine this process. I et us start from '( ) = -, (F ( )+F ( )F( )F ( ) +Fd(z)F(z)Fd(z)F(z)Fd(z) + ]' (4 15) which leads to the final expression, where the inverse implies the one regarding (i, j) as the indices of the matrices.
We can calculate D, (t) in a similar . way. The graphs at the second order in c, is given in Fig. 2 . Due to the causality the number of graphs is considerably re-53 UNIFIED TIME-PATH APPROACH TO THE GENERATING. . . By a similar analysis we obtain D( )(z) and D( )(z).
The second-order graphs needed for calculation are written in Figs. 3 and 4 . The results are given [see (6.3) below] if we replace f(x) with the matrix E(x) in Eqs. (3.18) -(3.21).
We would have been able to obtain all the elements of the bilinearly corrected propagators starting from D( s)(z, n) just as before [see below (3.27) ] and, in principle, we could have started from D( )(w) by using the analytic continuation. in Eqs. (3.18) -(3.21), etc. In this representation we can also show easily that our results reduce to those in Ref. [24] for the above special case of Eq. (4.19).
V. THE REDUCED DENSITY MATRIX
The coordinate representation of the reduced density matrix pg(Q', Q, t) can be obtained by using the method similar to the one used in deriving the generating functional. In this section we regard the 0th coordinate and momentum as the system degrees of freedom, i.e. , (po, go) = (P, Q) . The reduced density matrix with the source J = 1;(n = 1, 2, 3;i = 1, . . . , N) is given by 33 where Tr~crg(t) Tra. g(t) e --"' J~d t'H (t') (5 2) FIG. 3. The second-order graphs of D (t + ix). and Tra (Tr) implies the trace over all degrees of &eedom of the bath (the total system). The time t = T of 53 o J(t) is the final (initial) time of Ci {C2) (see Fig. 1 ) and t = T is assumed to be finite in this section. Though the actual reduced density matrix is obtained as p J(t) at J = 0, we introduce the source terms for later convenience. In the coordinate representation the unrenormalized reduced density matrix Trio'J(t) is expressed as~J (q' q t) = -(Q'IT E~J(t)lq) h JL (9J(ti))oL(Q Q t) (s.3) (5.4) where V in the above expression is the nonbilinear interaction of the total system and cr J (Q', Q, t) is given by oL(q' Q t) = e "' " "*"''"" X (q'iree if~' s(')iq) X (5.5) Here, 4 J, is given in Eq. (4.1) and the second element in the product on the right-hand side is given by Eq. Thus, we can write Eq. (5.5) in the following form: o J (Q', Q, t) = e " *' ' ") "~" ) e ' x (a factor independent of Q', Q, J), (5.6) where 3 = (Q', Q, Jo, . . . , J)v) and M is a matrix independent of J. From the identity (2.26), we know that o'&L(q', Q, t) takes the following form: x pJ(Q', Q, t) OpLJ (r, z, t) (5.15) where p&(t) is pJ(t) with nonbilinear interaction V set to zero, or oLrzt pJ(q' Q t) = (q IpJ(t)iq) = "', ' (5») The connected part of the equal-time autocorrelation function of Q (variance of Q) can be connected with A in the following manner:
The expectation value of the momentum P is identified with F as follows: (P)~= TrPpJ(t) dPdq'dQPe& (~~) pJ(q', Q, t) 53 UNIFIED TIME-PATH APPROACH TO THE GENERATING. . . (5.19) where J DJ is given in Eq. (5.9). The quantities (Q)q, (P)q, (Q2), (P2) are easily obtained through the generating functional and are given explicitly in terms of the bilinearly corrected propagators as follows.
BW
MDOO (0-). (5.20) The above results generalize the expression for the density-matrix element given in Ref.
[12] with considerably easier calculation. Namely, the external forces were restricted to F(t) and f(t) only [which correspond to J (t) and J+(t), respectively] in Ref.
[12], while the three external forces J (t), J (t), and Js(t) are introduced in the present work.
As a result, we can investigate anharmonicity and nonbilinear efFects not only on the Cz + C2 path but also on the C3 path. The density-matrix element enables us to study the difFerences between quantum and classical dynamics, particularly if we introduce the Wigner representation [12, 24] .
VI. CONCLUSION
We have derived the bilinearly corrected propagator by using a graphical technique. Thereby we have succeeded in taking the inverse in (i, t) space with t on the unified time path [see below (2.29) ]. The results are summarized as follows. The generating functional defined in (2.8) is given by g&e r fc dtv(~&&a&)e~w~ ( 6 1) where the generating functional for the connected correlation function &W& given in Eq. where the matrix E(v ) is given in Eq. (4.17) . As mentioned at the end of the fourth section, if we set z = i(k -i0 ) in the above expressions, we readily obtain the Fourier-Fourier representation of the propagators. From the expression (6.1) it is trivial to construct the Feynman rule. It is emphasized here that the vertex V(B/BJ(t)) comes from the anharmonic interaction since the linear-linear interactions are fully taken into the above propagators. As a simple illustration of the Feynman rule, we consider the system-bath Hamiltonian with the anharmonic interaction V(q, t) = gQ /3! where the system is represented by (po, qo, mo, uo) = (P, Q, M, 0). The Feynman rule for this system is given through the bilinearly corrected propagators D, (ts. ) and the three-point vertices illustrated in Fig. 5 . By this rule we have the following expression for the first-order correlation function of Q:
-2iIm(QQ!z))g-
where the lines represent not D;
but Doo . (X)g is the connected part of the average of X by the initial density matrix for the full Hamiltonian including the interacting term gQ . The time evolution on the left-hand side of (6.4) is done also by the full Hamiltonian. Explicitly the leading correction term becomes (6.4) in this case stands for several algebraic expressions. One of them is given by a separate study and is now underway. The coordinate representation of the reduced density matrix has been also derived in a simple way. The result is expressed in Eq. (5.10) with Eq. (5.19) . Note that we can immediately derive the Feynman rule from this expression once anharmonicity of the potential V is given.
Though the concept of the unified time path extended a little in this paper is effective in calculation and argument, it may be still considered as in its primitive level.
If the Fourier transform counterparts on the unified path were cleverly constructed, our derivation could be more straightforward.
This point is now under investigation. The actual calculation using the Feynman rule derived here has a wide range of applicability. Applications to nonlinear quantum optics and the chemical reaction rate problem are now underway.
In this paper, we demonstrated the calculation of cor- 
As mentioned in Sec. II, we divide the unified time path into N + 1 pieces (to --O, tq, . . . , t~, t~+q ---iPh) and introduce e s; e; = (eo, tq, . . . , e~) such that Aq -dtl'. t Since we aim at deriving the expression in the limit of large N, we &eely deal with ei as if it were an infinitesimal quantity and N as infinity in the following. Then we obtain the following self-evident generalization of the familiar expression after inserting complete sets of q and 
2'
Since the i-j element of the cofactor of the matrix M is given by, for j )i, we can rewrite the above recurrence formula as D(j, k) -nI, D (j, k -1) = P",[D(J, k -1) -~" ,D(j, k -2)] (~+ + P).
E, , = D(l, i -1) b~D(j + 1, %) we get) for j ) 2) D(l, i -1)D(j + 1, K), g, , 2ei
It is easy to check that the general solution to this equation is given by 2esD(j + 1,~). D (1, i -1) D ( 
+(i m j).
we have A = ns z/in, B = Ps q/in, which leads to, in the large N limit, By recovering m and h we arrive at the result given in (2.19 
