О применении грациозной разметки в MPLS-сетях by Семенюта, М.Ф. & Гришманов, Д.Е.
 ISSN 0130-5395, УСиМ, 2018, № 2 3 
Фундаментальные и прикладные 
проблемы информатики  
и информационных технологий 
DOI https://doi.org/10.15407/usim.2018.02.003 
УДК 519.1 
М.Ф. СЕМЕНЮТА, канд. физ.-мат. наук, профессор кафедры физико-математических дисциплин  
Летной академии Национального авиационного университета, Кропивницкий, Украина, 
marina_semenyuta@ukr.net 
Д.Е. ГРИШМАНОВ, командир воздушного судна-инспектор, Авиакомпания Атласджет,  
Кропивницкий, Украина,  
di-sorry@ukr.net 
О ПРИМЕНЕНИИ ГРАЦИОЗНОЙ РАЗМЕТКИ В MPLS-СЕТЯХ 
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Введение 
За 60 лет сóществования теории разметоê ин-
терес ê этомó направлению исследований не 
снижается. Разметêи по типам можно разде-
лить на ãрациозные, ãармоничесêие, маãиче-
сêие и антимаãичесêие. Êаждый из типов име-
ет несêольêо подтипов. Êроме этоãо, в обзоре 
«A dynamic survey of graph labeling» [1] представ-
лены еще 28 разметоê, не относящихся ê этой 
êлассифиêации. Поэтомó спеêтр их примене-
ния достаточно широê. Впервые систематиза-
ция праêтичесêих интерпретаций размеченных 
ãрафов выполнена в [2]. Современные тенден-
ции развития теоретичесêих и приêладных ас-
пеêтов, связанных с ãрациозными ãрафами, 
отображены в [3]. В данной статье остановимся 
на применении ãрациозной разметêи специ-
альных ãрафов в MPLS-сетях. 
Технолоãия мноãопротоêольной êоммóта-
ции по метêам (Multiprotocol Label Switching — 
MPLS) — современная технолоãия, стандарти-
зированная целевой ãрóппой Internet Enginee-
ring Task Force (IETF) [4, 5], êоторая óспешно 
внедряется êаê в êорпоративных сетях, таê и в 
сетях общеãо пользования. Сеãодня можно 
выделить три основные области применения 
MPLS: óправление трафиêом, поддержêа 
êлассов и êачества обслóживания и виртóаль-
ные частные сети [6]. Для передачи информа-
ции в сетях MPLS использóют маршрóтизато-
ры третьеãо óровня. Эти óстройства выполня-
ют две êлючевые фóнêции: 
 маршрóтизация — поддержêа таблицы мар-
шрóтизации и обмен информацией об изме-
нениях в тополоãии сети с дрóãими маршрóти-
заторами; 
 êоммóтация — перенаправление паêетов с 
входноãо интерфейса маршрóтизатора на вы-
ходной интерфейс в зависимости от таблицы 
маршрóтизации. 
MPLS-сети — это сети с предварительным 
соединением, т.е. первоначально определяет-
ся маршрóт, по êоторомó бóдет передаваться 
совоêóпность паêетов. Любой передаваемый 
паêет ассоциирóется с неêоторым êлассом сете-
воãо óровня, êаждый из êоторых идентифи-
цирóется определенной метêой. Значение мет-
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êи óниêально лишь для óчастêа пóти междó 
соседними óзлами сети MPLS. Метêа переда-
ется в составе любоãо паêета, а способ ее при-
вязêи ê паêетó зависит от использóемой тех-
нолоãии êанальноãо óровня. Для пересылêи 
паêетов применяется êоммóтация по метêам. 
Далее речь пойдет о задаче построения оп-
тимальноãо остовноãо дерева, поêрывающеãо 
все вершины сети, на основе двóх метриê: за-
держêи и êоличества переходов. Рассматрива-
ются остовные деревья, имеющие тополоãию 
цепи и ãóсеницы при одно- и мноãоадресной 
маршрóтизации в MPLS-сети соответственно. 
Êроме тоãо, затронóты вопросы óлóчшения 
таêих параметров, êаê время жизни паêета и 
надежность работы сети. 
Постановка задачи 
Сеть моделирóем обычным ãрафом G = (V, E), 
взвешенным в неêоторой метриêе маршрóти-
зации, на êотором выполняется поисê опти-
мальноãо остовноãо дерева. Исходные данные 
таêовы: множество маршрóтизаторов — мно-
жество V сетевых óзлов (вершин) и множество 
êаналов связи — множество E ребер в ãрафе G. 
Ребро хараêтеризóется весом. Метриêа, в êо-
торой определены веса ребер ãрафа, отражает 
êритерий эффеêтивности для êаждой отдель-
ной задачи. Алãоритмы вычисления пóти с 
одной метриêой — задержêа или подсчет пе-
реходов, широêо использóются в большинстве 
сóществóющих IP-сетей. В данной задаче 
предполаãается, что задана одна из общих 
метриê сети — задержêа. Бóдем использовать 
протоêол маршрóтизации с óчетом состояния 
êаналов, называемый таêже алãоритмом выбо-
ра êратчайшеãо пóти, воссоздающий тополо-
ãию сети на êаждом маршрóтизаторе. Одним 
из распространенных протоêолов с óêазан-
ными фóнêциями является протоêол OSPF, в 
резóльтате работы êотороãо можно полóчить 
не одно, а несêольêо остовных деревьев с 
одинаêовым оптимальным весом. 
Задача заêлючается в использовании допол-
нительной метриêи — числа переходов в рабо-
те алãоритма поисêа оптимальноãо остовноãо 
дерева. Ее реализация базирóется на примене-
нии ãрациозной разметêи в óсловиях, êоãда 
остовным деревом слóжит цепь или ãóсеница. 
Это позволит минимизировать число опти-
мальных остовных деревьев. Êроме тоãо, необ-
ходимо провести исследования, предóсматри-
вающие разработêó эффеêтивноãо способа пе-
ресылêи паêетов, êоторый способствóет óлóч-
шению поêазателей времени жизни паêета и 
повышению надежности работы сети. Под на-
дежностью фóнêционирования сети подразó-
меваем возможность быстроãо óстранения раз-
рыва. 
Данная статья является обобщением работы 
[7] и расширяет êрóã задач, решаемых посред-
ством ãрациозной разметêи для орãанизации 
эффеêтивной одно- и мноãоадресной мар-
шрóтизации IP-паêетов в MPLS-сети. 
Анализ исследований  
и публикаций 
Основная идея MPLS-технолоãии состоит в том, 
чтобы маршрóтизировать IP-паêеты с исполь-
зованием значений их метоê по непрерывномó 
êаналó (от входноãо маршрóтизатора ê выход-
номó). В таêом слóчае отпадает необходимость 
выполнения сложноãо алãоритма поисêа мар-
шрóтов, основанноãо на IP-адресе назначения. 
Любой передаваемый паêет ассоциирóется с 
тем или иным êлассом эêвивалентности сете-
воãо óровня (Forwarding Equivalence Class — FEC), 
êаждый из êоторых идентифицирóется опреде-
ленной метêой. Значение метêи óниêально 
тольêо для óчастêа пóти междó соседними óз-
лами сети MPLS, называемыми маршрóтизато-
рами, êоммóтирóющими по метêам (Label 
Switching Router — LSR). Метêа передается в со-
ставе любоãо паêета и при еãо продвижении с 
входноãо интерфейса маршрóтизатора на вы-
ходной номер метêи изменяется. Маршрóтиза-
тор LSR полóчает тополоãичесêóю информа-
цию о сети, óчаствóя в работе алãоритма мар-
шрóтизации — OSPF, BGP, «IS-IS». Затем он 
начинает взаимодействовать с соседними мар-
шрóтизаторами, распределяя метêи, применяе-
мые в дальнейшем для êоммóтации. Обмен 
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метêами может осóществляться êаê с óчетом 
специальноãо протоêола распределения метоê 
(Label Distribution Protocol — LDP), таê и моди-
фицированных версий дрóãих протоêолов. Рас-
пределение метоê междó LSR приводит ê óста-
новлению внóтри домена MPLS-пóтей с êоммó-
тацией по метêам (Label Switching Path — LSP). 
Сóществóют разные подходы ê оптимиза-
ции процесса передачи трафиêа по сети с 
фóнêциями MPLS. Например, на óровне про-
еêтирования сетей с технолоãией MPLS следó-
ет óчитывать мноãоóровневóю стрóêтóрó теле-
êоммóниêационных систем. Решение этой за-
дачи предложено в [8–10] с применением 
стрóêтóрноãо и параметричесêоãо синтеза се-
ти и математичесêой модели, представленной 
в виде мноãослойноãо ãрафа. Задача опреде-
ления мест расположения óзлов с êоммóтаци-
ей паêетов и оптимизация виртóальной топо-
лоãии сети, а таêже методы ее решения опи-
саны в [11–13]. При мноãоадресной маршрó-
тизации аêтóальной представляется проблема 
минимизации маêсимальной заãрóженности 
êаналов связи, использóемых в лоãичесêих 
соединениях. Методы определения оптималь-
ных маршрóтов передачи информации при 
известных пропóсêных способностях êаналов 
связи рассмотрены в [14, 15]. Возможности 
MPLS óправлять всем траêтом передачи паêе-
та без специфицирования в явном виде про-
межóточных маршрóтизаторов изóчены в 
[16]. В этом слóчае математичесêой моделью 
эффеêта тóннелирования выстóпает система 
массовоãо обслóживания с последовательны-
ми очередями. Аêтóальными остаются про-
блемы оптимизации êоммóтационных систем 
на основе теории êомбинаторноãо анализа и 
êомбинаторной оптимизации [17]. Вопросы 
разработêи технолоãии и аппаратно-проãрам-
мных средств орãанизации защиты передачи 
потоêовой мóльтимедийной информации в 
реальном времени рассмотрены в [18]. 
В данной статье рассмотрена задача опти-
мизации процесса передачи IP-паêетов в 
MPLS-сетях. Если не сóществóет особой необ-
ходимости применения специальноãо прото-
êола распределения метоê при маршрóтиза-
ции в MPLS-сети, тоãда метêи моãóт быть не-
явно использованы специальной нóмерацией 
óзлов, êоторая, в свою очередь, облеãчает соз-
дание óниêальных метоê для êаналов связи. В 
работе 7 в êачестве таêой нóмерации выстó-
пает ãрациозная разметêа ãрафа. 
Выделим êласс задач, образóющих отдель-
ное направление исследований в теории разме-
тоê ãрафов. Пóсть задан неориентированный 
ãраф G = (V, E), не содержащий êратных ребер 
и петель, а таêже подмножества A, B множества 
целых чисел или натóральных чисел и êоммó-
тативная бинарная операция * на множестве B. 
Пóсть êаждая вершинная фóнêция f: V  A ин-
дóцирóет таêóю ребернóю фóнêцию f *: E  B, 
что f *(uv) = f(u)*f(v) для êаждоãо ребра uv  E(G), 
ãде в êачестве бинарной операции * моãóт вы-
стóпать следóющие операции: сложение, óм-
ножение, сложение по модóлю, вычитание по 
абсолютной величине. Необходимо свести ê 
минимóмó наибольшее целое число, соответ-
ствóющее любой вершине ãрафа G, например 
(V). Основным вопросом является соотноше-
ние междó (V) и E(G). 
История возниêновения вершинных разме-
тоê, принадлежащих описанномó êлассó за-
дач, связана с ãипотезой Ã. Ринãеля, êоторый 
в 1963 ã. предположил, что полный ãраф K2n+1 
можно разложить на 2n + 1 подãрафа, êаждый 
из êоторых изоморфен данномó деревó с 
n ребрами 19. Для ее решения в 1966 ã. опре-
делено четыре типа разметоê: -, -, -, и -
оценêи 20. Для -оценêи большóю попóляр-
ность приобрел термин «ãрациозная размет-
êа», введенный в 1972 ã. 21. Наиболее пол-
ный обзор пóблиêаций по разным типам раз-
метоê ãрафов можно найти в ежеãодно обнов-
ляемом элеêтронном жóрнале 1. 
Решение 
Инъеêтивнóю фóнêцию f: V  N = 1, 2, …, n 
считают ãрациозной разметêой ãрафа G = (V, E) 
размера n – 1, если она индóцирóет таêóю 
ребернóю разметêó f *: E  {1, 2, …, n – 1}, что 
f * — биеêция и f *(uv) = f(u)–f(v) для любых 
смежных вершин u, v  V(G). Ãраф G — граци-
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озный, êоãда допóсêает ãрациознóю размет-
êó. Если вершинная разметêа f ãрациозна для 
дерева T, то f представляет собой биеêцию. 
Известно, что любая цепь Pn имеет ãраци-
ознóю разметêó. Обозначим через V(Pn) = {u1, 
u2, …, un} множество вершин P. Рассмотрим 
вершиннóю разметêó f цепи Pn , заданнóю таê: 
f(u2i–1) = i, ãде i = 1, 2, …, n/2 при четном n и 
i = 1, 2, …, (n + 1/2) при нечетном n; f(u2i) = 
= n – i + 1, ãде i = 1, 2, …, n/2 при четном n 
i = 1, 2, …, (n – 1/2) при нечетном n. Разметêа 
f ãрациозна для Pn . 
Под ãóсеницей бóдем понимать дерево, êо-
торое после óдаления всех вершин степени 
один, преобразóется в цепь, называемóю осно-
ванием (или стволом) ãóсеницы. Ãóсеницó на 
n вершинах обозначим Tn , а ее основание — P. 
Доêазано, что êаждая ãóсеница есть ãрациоз-
ным деревом. Для описания алãоритма по-
строения ãрациозной разметêи ãóсеницы де-
рево разделим на óровни. Пóсть V = {v1, v2, 
v3, …, vk} — множество вершин основания P 
ãóсеницы Tn порядêа n, v1, vk — висячие вер-
шины для P и N = {1, 2, …, n}. В êачестве êор-
ня для ãóсеницы выбирем висячóю вершинó, 
смежнóю v1. Таêие висячие вершины образó-
ют первый óровень. Множество вершин перво-
ãо óровня обозначим L1 . Висячие вершины, 
смежные v2 , расположены на втором óровне 
ãóсеницы и образóют множество L2, на треть-
ем óровне находятся вершины, смежные с 
третьей вершиной v3 основания P и составля-
ют множество L3 и т.д. Таêим образом, мно-
жествó Li не принадлежат вершины основания 
P и L1 = deg(v1) – 1, Lk = deg(vk) – 1, 
Li = deg(vi) – 2, ãде i = 2, 3, …, k – 1 и deg(v1), 
deg(v2), …, deg(vk) — степени вершин v1, v2, … 
…, vk в Tn,соответственно. 
Алãоритм. Ãрациозная разметêа ãóсеницы. 
Ш а ã  1. Висячей вершине —êорню ãóсени-
цы или, возможно, вершине-êорню ãóсеницы 
поставить в соответствие метêó 1. Наимень-
шие из чисел множества N–1 назначить ос-
тальным вершинам из L1 в произвольном по-
рядêе, а наибольшее число из N–1 — вер-
шине v1. Óдалить использованные числа из 
множества N и обозначить полóченное мно-
жество N(L1). 
Ш а ã  2. Наименьшее из чисел в N(L1) на-
значить v2. Использовать L2 наибольших чи-
сел из N(L1) в êачестве метоê вершин L2, рас-
пределив эти числа междó вершинами множе-
ства L2 произвольно. Óдалить использованные 
числа из N(L1) и обозначить N(L1L2) — мно-
жество оставшихся чисел. 
Ш а ã  3. Использовать L3 наименьших чи-
сел из N(L1L2), распределив эти числа междó 
вершинами L3 произвольно. Наибольшее из 
чисел N(L1L2) назначить v3. Óдалить исполь-
зованные числа из N(L1L2) и обозначить 
N(L1L2L3) — множество оставшихся чисел. 
Ш а ã  4. Повторить аналоãичный процесс 
назначения метоê дрóãим вершинам ãóсени-
цы, чередóя сначала шаã 2, а затем шаã 3. 
Ш а ã  5. Если всем вершинам ãóсеницы на-
значены метêи, алãоритм завершен. 
Выполнение алãоритма приводит ê порож-
дению взаимно однозначноãо соответствия 
междó множествами V и N. Метêи ребер ãóсе-
ницы находим êаê абсолютнóю величинó раз-
ности метоê смежных вершин. Индóцирован-
ное множество метоê ребер {1, 2, …, n–1} 
óдовлетворяет óсловию ãрациозности. 
Êаê отмечалось ранее, рассматривается сер-
вис, предоставляемый сетевым óровнем, ори-
ентированный на виртóальное соединение, 
т.е. весь пóть от маршрóтизатора–отправителя 
до маршрóтизатора–полóчателя óстанавлива-
ется до начала передачи êаêих-либо паêетов 
данных в MPLS-сети. Основная фóнêция сете-
воãо óровня заêлючается в выборе маршрóта 
от êонечноãо óзла ê начальномó, в соответ-
ствии с использóемой метриêой. Ê общим 
метриêам на основе оãраничений относятся: 
подсчет переходов, пропóсêная способность, 
надежность, задержêа, джиттер, денежная сто-
имость. Алãоритмы маршрóтизации выбирают 
маршрóты, оптимизирóющие один или не-
сêольêо этих поêазателей. Пóсть определена 
метриêа на ãрафе G = (V, E), при êоторой 
d(i, j) — вес ребра (i, j). Метриêи можно раз-
делить на три êласса. Для любоãо пóти 
P = (i, j, k, ..., l, m) метриêа d является: адди-
О применении ãрациозной разметêи в MPLS-сетях 
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тивной, если d(P) = d(i, j) +d(j, k) + ...+ d(l, m); 
мóльтиплиêативной, если d(P) = d(i, j) * d(j, k) * 
... * d(l, m); воãнóтой, если d(P) = min{d(i, j), 
d(j, k), ..., d(l, m)}. Известная теорема о мар-
шрóтизации с оãраничениями заêлючается в 
том, что вычисление оптимальных маршрóтов 
с оãраничениями двóх или более аддитивных 
и/или мóльтиплиêативных поêазателей явля-
ется NP-полной [22]. Однаêо методы поисêа 
маршрóтов с оãраничениями ширины полосы 
пропóсêания и подсчета числа переходов на-
мноãо проще [23] и использóют алãоритм 
Беллмана–Форда, или алãоритм Дейêстры. В 
настоящей статье авторы исследóют вопрос 
пересылêи паêетов в MPLS-сети при óсловии, 
что в алãоритме маршрóтизации задействова-
ны две метриêи: минимальная задержêа паêе-
та и подсчет числа переходов. Опишем основ-
ные этапы реализации процесса. 
На первом этапе на основе полной тополо-
ãичесêой êарты сети, моделирóемой ãрафом 
G = (V, E), вычисляется остовное дерево ми-
нимальноãо веса. Для этоãо может быть при-
менен протоêол OSPF, определяющий мар-
шрóт наименьшей стоимости в заданной мет-
риêе — минимальная задержêа. Далее в дейст-
вие встóпает алãоритм ãрациозной разметêи, 
назначающий маршрóтизаторам метêи, êото-
рые в свою очередь порождают метêи êаналов 
связи. Метêи маршрóтизаторов применяются 
для êоммóтации. Êаждый маршрóтизатор LSR 
содержит таблицó êоммóтации метоê, êоторая 
ставит в соответствие паре «входной интер-
фейс, входная метêа» тройêó — «êласс эêвива-
лентности пересылêи FEC, выходной интер-
фейс, выходная метêа». Входной и выходной 
интерфейсы LSR при ãрациозной разметêе 
полóчают метêи, равные метêам соответствó-
ющих êаналов связи, а выходная метêа совпа-
дает с метêой маршрóтизатора, на êоторый 
направляется паêет. Использование ãрациоз-
ной разметêи при построении остовноãо де-
рева, взвешенноãо в описанной метриêе, по-
зволяет еãо дополнительно оптимизировать 
по числó переходов. 
Одноадресная маршрóтизация. При таêой 
MPLS-маршрóтизации решение задачи сво-
дится ê назначению метоê óзлам маãистраль-
ноãо пóти минимальной стоимости на основе 
алãоритма ãрациозной разметêи цепи от ис-
точниêа ê адресатó. Эта разметêа индóцирóет 
óниêальные метêи êаналов в порядêе óбыва-
ния от n – 1 ê единице, начиная от исходноãо 
óзла ê óзлó назначения. Маршрóтизаторы LSR 
использóют метêи êаналов LSP при пошаãо-
вом способе определения маршрóта (hop–by–
hop). Фаêтичесêи, значение метêи êанала, êо-
ãда óзлы LSP ãрациозно (и неявно) пронóме-
рованы, оêазывается числом переходов, ос-
тавшихся для достижения целевоãо óзла, т.е. 
выходноãо LSR. При использовании ãрациоз-
ной разметêи для êаждоãо FEC, натóральные 
числа {1, 2, …, n} можно масштабировать с 
применением целочисленной êонстанты k, не 
меняя свойство индóцированных номеров êа-
налов. В этом слóчае входной óзел полóчает 
номер k. Êроме этоãо, для êаждоãо маршрóти-
затора LSR достóпно êоличество óзлов ê местó 
назначения, таê êаê они полóчают тополоãи-
чесêóю информацию о сети, óчаствóя в работе 
алãоритма маршрóтизации OSPF. Таêим обра-
зом, время жизни паêета можно принять рав-
ным числó óзлов плюс неêоторая êонстанта, 
ориентированная на задержêó передачи паêе-
та. Если цепь претерпевает разрыв, то не-
сложно по соответствóющей метêе определить 
óзел, в êотором произошла потеря паêета. 
Общее êоличество óниêальных ãрациозных 
метоê зависит от маêсимальной длины LSP от 
входноãо LSR ê выходномó LSR, разрешенных 
в домене MPLS. 
Мноãоадресная маршрóтизация. При таêой 
маршрóтизации в сети с тополоãией ãóсеницы 
алãоритм ãрациозной разметêи позволяет óзлó 
ãóсеницы индóцировать метêи инцидентных 
емó ребер. В свою очередь метêи óзлов ãене-
рирóются входным óзлом S, имеющим мет-
êó один. Следовательно, можно совместить 
поисê ребра минимальноãо веса и назначение 
ãрациозных метоê еãо вершинам. Таêже ãра-
циозная разметêа ãóсеницы, реализóемая ал-
ãоритмом, описанным выше, позволяет полó-
чить сведения о êоличестве óзлов на маãист-
ральном пóти, а значит, и о числе переходов. 
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Время жизни паêета определяется по анало-
ãии с одноадресной маршрóтизацией, но для 
висячих óзлов ãóсеницы оно равно числó ма-
ãистральных óзлов, плюс êонстанта, плюс 
единица. Авторы работы [7] предлаãают мо-
дифицировать поисê оптимальной пересылêи 
паêетов таêим образом, чтобы на первом эта-
пе находить маãистральный пóть минималь-
ной длины, а на втором — необходимые óзлы 
достиãать через óзлы этоãо пóти. Но тоãда 
нельзя ãарантировать, что резóльтирóющим 
остовным деревом бóдет ãóсеница. Поэтомó 
смежные óзлы для êаждой маãистральной 
вершины следóет исêать на лоêальном óровне. 
Пример ãрациозной остовной ãóсеницы Ts 
представлен на рисóнêе. Вершины с метêами 
1, 17, 3, 13, 4, 10, 6 расположены на маãист-
ральном пóти — основании P ãóсеницы Ts. 
Остановимся на мноãоадресной рассылêе, 
осóществляемой членам неêоторой ãрóппы. 
Предположим, что заданная сеть G состоит из 
k автономных подсетей AN1, AN2, ..., ANk по-
рядêа n1, n2, ..., nk соответственно, êаждая из 
êоторых имеет тополоãию ãóсеницы. Рассмот-
рим вершинó S (источниê) в AN1. Тополоãия 
сети G = AN1 ∪ AN2 ∪ ... ∪ANk может не быть 
ãóсеницей с вершиной S. В этом слóчае не-
возможно ãарантировать, что метêа исходноãо 
óзла бóдет наименьшей. Поэтомó óзлы G обо-
значаются таê: вершинам ANi ставятся в соот-
ветствие метêи {1, 2, ..., ni} для i = 1, 2, ..., k. 
Чтобы ãарантировать óниêальность метоê, для 
êаждой подсети ANi вводится индеêс i таê, что 
ребрó xy  E(ANi) ставится в соответствие мет-
êа f(x, y) = {ij}, ãде j = |f(x) – f(ó)|. 
При использовании протоêола PIM–SM, 
значительной проблемой бóдет êонцепция 
наличия точêи рандевó (RP). Для PIM–SM 
требóется, по êрайней мере, одна общая точêа 
(маршрóтизатор), êоторая сохраняет инфор-
мацию о ãрóппах и источниêах. Сначала при-
емниêам не нóжно знать местоположение ис-
точниêа, чтобы фóнêционировать, посêольêó 
адрес RP распределяется по всемó доменó. Êо-
ãда полóчатель хочет присоединиться ê ãрóппе 
ANi, он отправляет IGMP-сообщение ее чле-
нам со своеãо первоãо маршрóтизатора, а тот, 
в свою очередь, в RP. Аналоãично, êоãда ис-
точниê хочет начать передачó в ãрóппó, еãо 
маршрóтизатор DR (Designated Route) инêапсó-
лирóет и перенаправляет мноãоадресные дан-
ные в RP. Посêольêó все эти фóнêции имеют 
место на маãистральном пóти остовной ãóсе-
ницы, то сóщественным бóдет выбор или раз-
мещение точеê RP для êаждой подсети ANi. 
Проблема по рядó дрóãих êритериев надежно-
сти, связности и дрóãим параметрам, представ-
ляет собой сложнóю задачó оптимизации êом-
бинаторноãо ãрафа. Однаêо посêольêó топо-
лоãия мноãоадресноãо дерева — ãóсеница, мож-
но выбрать в êачестве RP один из центроидов 
на маãистрали ãóсеницы [7]. Таêим образом, 
бóдет минимизировано среднее расстояние 
потоêов данных по протоêолó PIM–SM. 
Следóющий аêтóальный вопрос — это при-
соединение или óдаление членов ãрóппы. Еãо 
решение возможно с применением алãоритма 
перенóмерации вершин ãрациозной ãóсеницы. 
Пóсть остовная ãóсеница Tn порядêа n имеет 
ãрациознóю разметêó f. Предположим, что вер-
шина xn+1 соответствóет новомó членó ãрóппы. 
Добавление ребра (xb, xn+1) приводит ê ãóсени-
це Tn+1 = Tn + (xb, xn+1), ãде xb — вершина маãи-
стральноãо пóти. Обозначим N(xi) — множе-
ство смежности вершины xi. Построим новóю 
вершиннóю разметêó f* для Tn+1: 
 f*(xn+1) = max{f(xj)} + 1, 
если [n/2] + 1  f(xb)  n и 
      f*(xn+1) = min{f(xj)}, 
если 1  f(xb)  [n/2], ãде xj  N(xb); 
 f*(xi) = f(xi) + 1, если f(xi)  f*(xn+1); 
 f*(xi) = f(xi), если f(xi)  f*(xn+1),  
ãде xi, xjV(Tn). 
Вершинная разметêа f* представляет собой 
биеêцию из множества вершин дерева Tn+1 в 
Ãрациозная разметêа MPLS-сети с тополоãией ãóсе-
ницы 
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множество чисел 1, 2, .., n, n + 1 и порождает 
ребернóю разметêó, óдовлетворяющóю óсло-
вию ãрациозности. Аналоãично действóем при 
óдалении члена ãрóппы. 
Преимóщество использования этой размет-
êи заêлючается в проведении простых опера-
ций, и нет необходимости использовать дос-
таточно сложные таймеры, êаê в протоêоле 
IGMPv3. 
В êачестве ãрафичесêоãо инстрóмента мо-
ниторинãа мноãоадресной маршрóтизации в 
режиме реальноãо времени в [24] предложено 
использовать ãрациозный êод. Ãрациозный 
êод GC(T) для n-вершинноãо дерева Tn пред-
ставляет собой (n – 2)-êортеж метоê вершин, 
k-я метêа в êоде обозначается GC(T)k и равна 
min(f(u),  f(v)), ãде (u, v) E(T), |f(u) – f(v)| = k, 
1  k  n – 2. Висячая вершина с наименьшей 
метêой единица и инцидентное ей ребро  с наи-
большей метêой считаются известными и не-
явно заданными.  Ãрациозный êод для ãóсени- 
цы на рисóнêе имеет вид: GC(T) = (6, 6, 6, 6, 5, 
4, 4, 4, 4, 3, 3, 3, 3, 3, 2). Не все ãрациозные êоды 
однозначно соответствóют деревьям, но для 
дерева ãóсеницы ãрациозный êод однозначен. 
После тоãо, êаê остовная ãóсеница задана со-
ответствóющим ãрациозным êодом, он восста-
навливает ãóсеницó пошаãово от последней 
вершины на маãистрали ãóсеницы. 
Заключение 
Рассмотренный метод предóсматривает надеж-
нóю транспортировêó паêетов для реализации 
безопасной и óдобной работы виртóальных 
частных сетей. Эти свойства связаны с ис-
пользованием различных метоê для êаждоãо 
êласса эêвивалентности сетевоãо óровня. Ре-
зóльтирóющие действия приводят ê óпроще-
нию подсчета числа переходов, а таêже влия-
ют на óлóчшение поêазателей времени жизни 
паêета и повышают надежность работы сети. 
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ON THE APPLICATION OF GRACEFUL LABELLING IN MPLS NETWORKS 
Introduction. There are different approaches to optimizing the process of traffic transmission over a network with MPLS 
functions. For example, at the design level of networks with MPLS technology, it is important to take into account the 
multilevel structure of the telecommunication systems. With multicast routing, the task of minimizing the maximum con-
gestion of communication channels used in logical connections is of current interest. In this paper, we consider the prob-
lem of optimizing the process of IP packet transmission using MPLS technology. 
Purpose. To conduct studies to optimize the process of traffic transmission over the network with MPLS functions. 
Methods. Based on the complete topological map of the network, modeled by the graph G=(V, E), a spanning tree of 
minimum weight is calculated. For this purpose, the OSPF protocol can be applied, which determines the route of the 
lowest cost in the given metric – the minimum delay. Next comes the graceful labelling algorithm, which assigns tags to 
the routers, which in their turn generate the labels of the communication channels. Joining or deleting members of a group 
with multicast routing is implemented using the algorithm of renumbering vertices of a graceful caterpillar. 
Results. Development of an effective packet forwarding method that would improve the packet lifetime parameters 
and increase the reliability of the network operation. 
Conclusion. The considered method provides the reliable transportation of packages for safe realization and virtual 
private networks convenient work. These properties are associated with the use of the different labels for each equivalence 
class of the network layer. The resulting actions result in a simpler counting of the number of transitions, and also affect 
the improvement of the packet lifetime parameters and increase the reliability of the network operation. 
Keywords: graceful labelling, spanning tree, MPLS-technology. 
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ПРО ЗАСТОСÓВАННЯ ÃРАЦІОЗНОЇ РОЗМІТÊИ Ó MPLS-МЕРЕЖАХ 
Встóп. Існóють різні підходи до оптимізації процесó передачі трафіêó ó мережі з фóнêціями MPLS. Наприêлад, 
на рівні проеêтóвання мереж з технолоãією MPLS важливо враховóвати баãаторівневó стрóêтóрó телеêомóніêа-
ційних систем. Для баãатоадресної маршрóтизації аêтóальною є задача мінімізації маêсимальної завантаженості 
êаналів зв'язêó. Ó даній статті розãлянóто задачó оптимізації процесó передачі IP-паêетів при виêористанні 
MPLS-технолоãії. 
Мета статті. Провести дослідження, яêе передбачає розробêó ефеêтивноãо способó пересилання паêетів, 
що сприяє поліпшенню поêазниêів часó життя паêета і підвищенню надійності роботи мережі. 
Методи. На основі повної тополоãічної êарти мережі, що моделюється ãрафом G=(V, E), обчислюється êіс-
тяêове дерево мінімальної ваãи. Для цьоãо може бóти застосований протоêол OSPF, яêий визначає маршрóт най-
меншої вартості в заданій метриці – мінімальна затримêа. Далі аêтивізóється алãоритм ãраціозної розмітêи, що 
призначає маршрóтизаторам мітêи, яêі в свою черãó породжóють мітêи êаналів зв'язêó. Приєднання або вида-
лення óчасниêів ãрóпи при баãатоадресній маршрóтизації реалізовано за виêористання алãоритмó перенóмерації 
вершин ãраціозної ãóсениці. 
Резóльтат. Розроблено ефеêтивний спосіб транспортóвання паêетів, що сприяє поліпшенню поêазниêів ча-
сó життя паêета і підвищенню надійності роботи мережі. 
Висновоê. Розãлянóтий метод передбачає надійне транспортóвання паêетів для реалізації безпечної та зрóч-
ної роботи віртóальних приватних мереж. Ці властивості пов'язані з виêористанням різних мітоê для êожноãо 
êласó еêвівалентності мережевоãо рівня. Резóльтóючі дії ведóть до спрощення підрахóнêó числа переходів і впли-
вають на поліпшення поêазниêів часó життя паêета та підвищóють надійність роботи мережі. 
Êлючові слова: ãраціозна розмітêа, остовне дерево, MPLS-технолоãія. 
