Abstract. We investigate the invariants of the 25-dimensional real representation of the group SO(3) Z 2 given by the left and right actions of SO(3) on 5 × 5 matrices together with matrix transposition; the action on column vectors is the irreducible 5-dimensional representation of SO(3). The 25-dimensional representation arises naturally in the study of nematic liquid crystals, where the second-rank orientational order parameters of a molecule are represented by a symmetric 3 × 3 traceless symmetric matrix, and where a rigid rotation in R 3 induces a linear transformation of this space of matrices. The entropy contribution to a free energy density function in this context turns out to have SO(3) Z 2 symmetry. Although it is unrealistic to expect to describe the complete algebraic structure of the ring of invariants, we are able to calculate the Molien series giving the number of linearly independent invariants at each homogeneous degree, and to express this as a rational function indicating the degrees of invariant polynomials that constitute a basis of 19 primary invariants. The algebra of invariants up to degree 4 is investigated in detail.
Introduction and motivation
Associated to any pair of representations D 1 , D 2 of finite or compact Lie groups G 1 , G 2 on finite-dimensional complex linear spaces V 1 , V 2 respectively there is a natural action D 1 ⊗ D 2 of G 1 × G 2 on the tensor product V 1 ⊗ V 2 given by
If D 1 , D 2 are irreducible then D 1 ⊗ D 2 is irreducible, and indeed every irreducible representation of G 1 × G 2 is of this form [1, II (4.14) ]. The space V 1 ⊗ V 2 can be identified with the space L(V
If V 2 has an inner product and it is assumed (as may always be done) that D 2 acts by unitary transformations, then V * 2 is identified with V 2 and D 2 (g 2 )
* becomes the complex conjugate transposition of D 2 (g 2 ).
Wreath product actions
In the particular case where
there is an extra symmetry inherent in the situation, namely the Z 2 -action of * on L(V * , V ). Combined with D ⊗ D this gives an action D of the wreath product
on L(V * , V ). Explicitly, each element of Γ can be written uniquely in the form (g, h)τ ε with ε ∈ {0, 1}, those elements with ε = 0 forming a subgroup Γ 0 < Γ of index 2 isomorphic to G × G. Elements of Γ 0 act on L(V * , V ) by
while the elements of the other coset Γ 1 act by
In this paper we focus on the case when G = SO(3), and are interested in studying real-valued invariants for real wreath product actions as just described.
It is well known that the irreducible representations of SO(3) are each characterised by a nonnegative integer , there being (up to isomorphism) precisely one such representation D ( ) for each given on a linear space V ( ) of dimension 2 +1. Group actions of the wreath product type arise in certain physical applications such as the study of rotating ellipsoids [2] (where = 1) or phase transitions of biaxial nematic liquid crystals [3] (where = 2). Invariants of these actions arise naturally from the physics when functions generated by microscopic considerations are averaged over the group orbits to give frame-independent macroscopic observables. For example, in the molecular field theory for biaxial nematic liquid crystals as formulated in [4] a fundamental role is played by a family of probability distributions f on SO(3) of the form f (η, Ω) = const. × exp (η · Q(Ω)) ,
where Ω ∈ SO(3) and Q(Ω) = D(Ω) Q with D a real representation of SO(3) on a space V ∼ = R n of orientational order parameters Q [5] . Here η ∈ L(V, V ) plays the role of a set of Lagrange multipliers and the dot denotes the inner product A · B = trace(A * B) on L(V, V ). The entropy difference function ∆S : L(V, V ) → R given by ∆S(η) = −k SO(3) f (η, Ω) ln f (η, Ω)dΩ (8) plays a central part in the study of phase transitions [4] and is invariant under the action of SO(3) Z 2 on L(V, V ) associated to D: this can be seen from the properties of the inner product and the fact that integrating over R ∈ SO(3) is the same as integrating over R 0 R (for fixed R 0 ∈ SO(3)) or over R T = R −1 . See [3] for further details.
To display the algebraic structure of the ring of invariant functions for group actions of this kind may be feasible (although complicated) for groups and representations of low dimension, as has been carried out for example in [6] for a related case of G = GL (2) . However, it is totally impractical in our case where SO(3) Z 2 acts on the 25-dimensional space L(V, V ) with dim V = 5 : as we show below, there is an integrity basis for the ring of invariants having 19 primary invariants (to be expected, since dim Γ = 6) and 726,963,024 secondary invariants. Nevertheless we are able to derive the Molien series that gives the number of linearly independent invariants at each homogeneous degree, both for the subgroup SO(3) × SO(3) and for the full group SO(3) Z 2 , and to display a rational Molien function that indicates at least some of the further structure at low degree. In particular we give explicit generators at degrees 2, 3 and 4 and in doing so we uncover some unexpected algebraic properties of tensor contractions that yield these generators.
Quaternions, SO(4) and SO(3) × SO(3)
The group SU(2) is isomorphic to the group Q * of unit quaternions, and acts orthogonally on the space Q ∼ = R 4 of all quaternions by
where we identify
This action leaves the real subspace invariant and so induces an action on its orthogonal complement (pure quaternions) ∼ = R 3 , which defines a projection
It is straightforward to check that the kernel of π is {E, −E} where E denotes the identity matrix in SU(2), so that the group SU(2) is a double cover of SO(3). Thus every representation of SO(3) induces one of SU(2), while the converse is true only if −E acts trivially.
The irreducible complex representations of SU(2) can be explicitly constructed on complex homogeneous polynomials in two variables of degree d ≥ 0 (see e.g. [1, II (5. 3)]). Since the space of such polynomials has complex dimension d + 1, we have such a representation for each positive integer dimension, and clearly the element −E acts trivially if and only if d is even. Thus it is the odd-dimensional irreducible (complex) representations of SU(2) that give rise to the irreducible complex representations of SO(3) which, since these are of real type [1, II 6] , correspond to representations in each odd (real) dimension 2 + 1. With this convention, the evendimensional irreducible complex representations of SU(2) can be labelled by noninteger values of which we call half-integers.
There is a natural action of Spin 4 on Q given by
Viewed as an action on R 4 , this is orthogonal and has determinant 1, and thus defines a homomorphism π : Spin 4 → SO(4).
The kernel is again Z 2 , here generated by (−E, −E) and so we have an isomorphism
At the same time we have an isomorphism
and so it is natural to ask: when does an ( 1 , 2 ) representation of SU(2) × SU(2) correspond to a representation of SO (4)? This is the case if and only if both numbers Proposition 1. The tensor product of two (complex) irreducible representations of SU(2) with labels 1 , 2 projects to a representation of SO(4) (of dimension (2 1 + 1)(2 2 + 1)) if and only if 1 + 2 is an integer. In particular, the tensor product of two (complex, real) irreducible representations of SO(3) always projects to a representation of SO(4).
In the following table we list the labels for irreducible representations of SU(2) × SU(2) for dimensions (2 1 + 1)(2 2 + 1) up to 33. 
Our interest in this paper is in the cases where ( 1 , 2 ) are positive integers, and 1 = 2 = so that conjugate transposition also acts on the tensor product representation. For practical purposes this restricts us to = 1 or = 2. For further detailed information on subgroups of SO(4), quaternions and rotations see [7, 8] .
Molien functions
Associated to any n-dimensional (real or complex) representation D of a compact Lie group H is its Molien integral
with respect to the normalised (Haar) invariant measure on H. The integral has the remarkable property that when formally expanded as a power series in t the coefficient of t m is a non-negative integer equal to the dimension of the linear space of D-invariant polynomials of homogeneous degree m. Moreover, when appropriately expressed as a rational function of t, the Molien series conveys further information on the structure of the ring of invariants: see e.g. [9, 10] . Since det(I − tD(g)) = t n det(t −1 I − D(g)) the integrand in (18) can always be expressed in terms of the eigenvalues of D(g) when these are known. In the case of a unitary representation the Molien series is automatically real.
We apply this to the case of H = Γ = G Z 2 acting on L(V, V ) via D as in Section 1.1. First, we extend the action of H to its associated action on the complex linear space V ⊗ C in order to be able to use a basis of (complex) eigenvectors for each element of D(H). For g ∈ G let Λ(g) ⊂ C denote the corresponding set of eigenvalues {λ 1 , . . . , λ n } of D(g) (with repeats) where dim V = n.
respectively. (ii) The eigenvalues γ of D((g, h)τ ) are given by γ 2 =β iβj and by γ =β i where β i , β j ∈ Λ(gh).
Proof. For simplicity we take D as understood and drop it from the notation.
(i) If {u i },{v j } are (complex) eigenbases for g, h respectively (i, j = 1, . . . , n) then the n 2 matrices {u i v * j } clearly form an eigenbasis for (g, h) with eigenvalues ν as stated.
(ii) First note that the eigenvalues of gh coincide with those of hg since w is an eigenvector of gh if and only if hw is an eigenvector of hg with the same eigenvalue. Next, let u, v be (complex) eigenvectors of hg with distinct eigenvalues λ, µ respectively. Writeũ = gu andṽ = gv, so that hũ = λu and hṽ = µv. We then see that
and
Therefore the 2-dimensional subspace span{ũv
is invariant under (g, h)τ , and with respect to the basis {ũv * ,ṽu * } the matrix of (g, h)τ is 0μ λ 0 (21) whose eigenvalues γ satisfy γ 2 =λμ as claimed. We observe also thatũu * is an eigenvector of (g, h)τ with eigenvalueλ.
We apply this now to the case of G = SO(3) acting on V = V ( ) by the D ( ) representation where = 1, 2. The case = 1 is straightforward and doubtless well known in the invariant theory literature, but we include it here as illustration of the methods employed in the considerably more complicated = 2 case. Using Proposition 2 it is straightforward to write down the Molien integrand in (18). The eigenvalues of M ∈ SO(3) are {1, e iθ , e −iθ } for some θ which we call the rotation angle. Let N ∈ SO(3) with rotation angle φ, and suppose M N has rotation angle ψ. Write (with new notation) z = e iθ , w = e iφ and v = e iψ .
The case = 1
The eigenvalues of D (1) (M ),D (1) (N ) are those of M, N and so by Proposition 2 the eigenvalues of
while the eigenvalues of
The case = 2
The eigenvalues of D (2) (M ) are {1, e iθ , e −iθ , e 2iθ , e −2iθ } and so the eigenvalues of
while the eigenvalues of D 
while for g ∈ Γ 1 the expression becomes
Evaluation of the Molien integrals
When the integration (18) is carried out over the Lie group Γ = G Z 2 the result is half of the sum of integrals over the subgroup Γ 0 and the coset Γ 1 :
since the normalised Haar measure for Γ when restricted to Γ 0 is half the Haar measure of Γ 0 . As described in [1, IV (1.11)] for example, the Weyl Integral Formula shows that an integral over a compact Lie group can be decomposed into a double integral over a maximal torus and over the quotient of the group by this torus. In the case when the integrand is a class function (invariant under conjugation in the group) then the latter integral becomes trivial, and the total integral reduces to an integral over the maximal torus at the cost of introducing a further term into the integrand that we call the Weyl factor, and dividing by the order |W | of the Weyl group W . The integral over the maximal torus is expressed in terms of angular variables and is evaluated using residue calculus. Since the aim is to find P Γ (t) as an infinite series in t we can regard t as a small real variable and in any case with |t| < 1, and this restriction can be usefully exploited when evaluating residues.
For the case of G = SO(3) with which we are concerned, a maximal torus (circle) in G is given by the matrices 
for 0 ≤ θ < 2π, and integration is over the unit circle regarded as the circle |z| = 1 in the complex plane. The Weyl factor can be found to be
(cf. [11, 12] ) while W = Z 2 so |W | = 2 and therefore the Molien integral (18) for the
for = 1 or = 2, with 4π 2 the normalising factor of the invariant measure on the maximal torus
For the second coset Γ 1 of Γ in the case = 1 we have from (25) (with slight abuse of notation as Γ 1 is not a group)
whereas for = 2 we have the slightly more complicated expression
where from (28)
Note that for Γ 1 the calculation of the Molien integral (18) reduces to a single integral since by (28) the expression det I − tD (M, N )τ depends only the rotation angle
where we have used the facts that the measure is normalised and G-invariant.
Integration in the case = 1
Since |w| = 1 and |t| < 1 the only terms in the denominator that give rise to nonzero residues in the z-integral in P 1 Γ0 (t) are those with j = −1, that is z = tw k for k = −1, 0, 1, as well as z = 0. Thus
where R k (w) denotes the residue at z = tw k of the function K(w)F 1 (z, w) where
as it easy to verify that the residue at z = 0 is zero. It is straightforward (although a little tedious and best automated) to calculate that R k (w) = wS k (w) −1 (k = −1, 0, 1) where
We thus see that the residues of (37) inside the unit circle occur where w = ±t, t 2 and further calculation gives that
which when expanded as a power series in t gives
However, the series (44) is less informative than the rational function expression (43) which shows that there are three primary invariants of degrees 2, 3, 4 and no secondary invariants. Candidates for primary invariants are
Since by the Cayley-Hamilton Theorem every 3×3 matrix B satisfies its characteristic equation
applying this to B = A T A shows how 'natural' invariants of higher degree such as tr(A T AA T AA T A) may be expressed in terms of the primary generators (45).
The integral (33) for P 1 Γ1 (t) is simpler to evaluate. The residues inside the unit circle are given by v = t, t 2 with a zero residue at v = 0, and we find
which, remarkably, is the same as P 1 Γ0 (t). How can the Molien series
be the same as that of the proper subgroup Γ 0 ? This apparent anomaly is resolved by the observation in [2] that polar decomposition (every matrix can be written as the product of an orthogonal and a symmetric matrix) implies that A T lies on the same Γ 0 -orbit as A, and so every invariant for Γ 0 is an invariant for τ and hence for Γ 0 ∪ Γ 1 . This simplification does not occur in the case = 2, however, because not every element of SO (5) is of the form D (2) (M ) with M ∈ SO(3).
Integration in the case = 2
The calculations here become considerably more complicated, and hardly feasible to carry out by hand. We have used MAPLE to assist with the residue calculations and the subsequent algebra.
2.5.1.
Residues of the z-singularities The terms in the denominator of the integrand (32) for P 2 Γ0 (t) that contribute to residues for the z-integral are those with j = −1, −2. For k = −2, . . . , 2 we write R 1,k (w) to denote the z-residue that occurs at z = tw k and R 2,k (w) for the sum of the residues that occur at z = ± √ tw k , and obtain the following results, most conveniently expressed in terms of the inverses of the R 1,k and R 2,k :
where
n=2
while the P 2,k (w, t) are irreducible polynomials in w, t of total degree up to 18 which we do not display here.
For the purposes of this exposition, the important information lies in the Q 1,k and Q 2,k which indicate the points w inside the unit circle at which residues will need to be evaluated. The relevant factors are those of the form (t q − w p ) for positive integers p, q. We list in Table 1 the values of (p, q) corresponding to each Q j,k . Table 1 . Table of values p, q for which the factor (t q − w p ) occurs in Q j,k for j = 1, 2 and k = −2 . . . 2.
at the singularities w lying inside the unit circle |w| = 1, where |t| < 1. It is helpful to note that some of the relevant factors in the denominators of the R j,k no longer appear when the R j,k are summed and simplified. In fact it turns out that F (w, t) = 2w
where P (w, t) is an irreducible polynomial in w, t of total degree 55 and integer coefficients, while
with the dots (· · · ) representing factors involving t only or otherwise not vanishing for w inside the unit circle. Note that factors with (p, q) = (m, 1) for 3 ≤ m ≤ 6 do not arise here although they do appear in Table 1 : the residues of the individual R j,k corresponding to these factors sum to zero. The case (p, q) = (2, 1) also does not appear explicitly in Q(w, t), although (t − w 2 ) is a factor of both (t 2 − w 4 ) and (t 3 − w 6 ) and so the 'virtual' case (2, 1) needs to be considered.
Residues of the w-singularities
We now evaluate the residues of F (w, t) at the singularities w that lie inside the unit circle, dealing with each case (p, q) in turn. We write W p.q (t) for the sum of the residues at those points w where w p = t q , excluding those already found from any earlier (p , q ) with p/q = p /q .
(p, q) = (1, 1)
where U 1,1 (t) is a palindromic polynomial in t of degree 56 with positive integer coefficients, and
(p, q) = (2, 1)
where U 2,1 (t) is a palindromic polynomial in t of degree 60 with positive integer coefficients, and
(p, q) = (1, 2)
where U 1,2 (t) is a palindromic polynomial in t of degree 46 with positive integer coefficients, and
(p, q) = (2, 2) excluding residues already occurring at (p, q) = (1, 1):
where U 2,2 (t) is a palindromic polynomial in t of degree 20 with positive integer coefficients, and
(p, q) = (3, 2) Here the calculations are simplified by noting that (3, 2) appears in Table 1 only where k = −2, −1. It also turns out that the (3, 2) residue sum for R j,−2 is equal to that for R j,−1 , j = 1, 2. We find
where U 3,2 (t) is a palindromic polynomial in t of degree 54 with positive integer coefficients, and
(p, q) = (4, 2) Here (4, 2) appears in Table 1 only where k = −2. Excluding residues already occurring at (p, q) = (2, 1) we find
where U 4,2 (t) is a palindromic polynomial in t of degree 8 with positive integer coefficients, and
(p, q) = (1, 3)
where U 1,3 (t) is a palindromic polynomial in t of degree 16 with positive integer coefficients, and
(p, q) = (2, 3)
where U 2,3 (t) is a palindromic polynomial in t of degree 52 with positive integer coefficients, and
(p, q) = (3, 3) excluding residues already occurring at (p, q) = (1, 1):
where U 3,3 (t) is a palindromic polynomial in t of degree 14 with positive integer coefficients, and
(p, q) = (4, 3)
where U 4,3 (t) is a palindromic polynomial in t of degree 50 with positive integer coefficients, and
(p, q) = (5, 3)
where U 5,3 (t) is a palindromic polynomial in t of degree 82 with positive integer coefficients, and
(p, q) = (6, 3) The factor (w 6 − t 3 ) appears in R j,k only for k = −2, and the residue sums (excluding those already obtained at (p, q) = (2, 1)) for R 1,−2 and for R 2,−2 coincide and give
where U 6,3 (t) is a palindromic polynomial in t of degree 12 with positive integer coefficients, and
Finally, adding all these residues yields the following result.
Proposition 3. The sum W (t) of all the residues of F (w, t) for |w| < 1 (where |t| < 1) has the form
where U (t) is a palindromic polynomial in t of degree 96 with integer coefficients and
The algebraic form of W (t) is somewhat anomalous for this context, as the coefficients in the numerator U (t) are not all positive, and the denominator V (t) has an apparently superfluous factor (1 + t). Nevertheless, the total number of other factors (with repeats) is 19 which is the codimension 25 − 6 of the generic orbits of the group action as would be expected. In fact expansion as a power series in t yields a pleasing result. 
This form with positive integer coefficients suggests that suitable algebraic manipulation of W (t) ought to put this rational function into a form consistent with data for primary and secondary generators of the ring of Γ 0 -invariants. We are grateful to Boris Zhilinskii who showed us how to arrive at the following more informative conclusion.
and P 0 (t) is a palindromic polynomial in t of degree 113 with positive integer coefficients as set out in Appendix A.
For the Molien integral (29) for the full group Γ = SO(3) Z 2 in the = 2 case it follows from (34) and (35) that we must evaluate the residues at singularities inside the unit circle of the function
with K(v, t) as in (35), namely at the points v = t 2 , ±t, ± √ t and exp(2mπi/3)t 2 3 for m = 0, 1, 2, and finally divide by the factor (1 − t) 3 (1 + t) 2 . We arrive at the following result.
is a palindromic polynomial in t of degree 42 with integer coefficients and
Again this may be put into a more propitious form
where Q 1 (t) = Q 0 (t) and where P 1 (t) is a polynomial in t of degree 113 which is palindromic up to sign-reflection as also given in Appendix A.
Expanding P 2 Γ1 (t) as a power series in t we find 
which finally gives the Molien series for Γ as the arithmetic mean of (104) and (110) as follows: 
Observe that (as must be the case since Γ 0 < Γ) the positive integer coefficients in P 2 Γ are less than or equal to the corresponding coefficients in P 2 Γ0 (t) as in Theorem 1: their difference at degree n is the number of independent homogeneous invariants of degree n for Γ 0 that are not invariant under the transposition action. We examine this a little more closely in the following section.
Note also that when (111) is expressed as a rational function with denominator Q 0 (t) the numerator is 1 2 (P 0 (t)+P 1 (t)). The sum 1 2 (P 0 (1)+P 1 (1)) of the coefficients of this polynomial is the total number of secondary invariants (linearly independent but algebraically dependent on the 19 primary invariants), and turns out to be 726,963,024 as indicated in Section 1.1.
The algebra of irreducible super-tensors

Tensor products and invariants
The tensor product of two (complex) unitary representations D, D of a compact Lie group G on linear spaces V, V respectively is (as is any other) isomorphic to a direct sum of irreducible representations of G:
Explicitly this means that with respect to a chosen basis of V ⊗ V there is a unitary nn × nn matrix C, independent of g ∈ G, such that
for all g ∈ G, where the right hand side is a block-diagonal matrix.
Suppose that D 0 is the trivial 1-dimensional representation of G, and that it appears precisely once in (113). Orthogonal projection of V ⊗V onto its 1-dimensional G-invariant linear subspace corresponding to D 0 is a G-invariant linear function on V ⊗ V , which in the case V = V gives a quadratic G-invariant function on V . More generally, for k = 0, . . . , m the orthogonal projection of V ⊗ V onto its invariant n k -dimensional subspace V k supporting the representation D k is an equivariant linear map given by the n k × N matrix C k consisting of the n k rows of C corresponding to the D k -block. Using this projection and iterating the procedure with higher order tensor products using (113) provides a systematic method for finding higher order invariants. We illustrate the use of this method below.
For our purposes we need to extend these considerations to the situation where
for linear spaces V, W, V , W through which the element A ⊗ B on the right hand side corresponds to the linear map
on the left hand side, the tensor product representation
Stated otherwise, the following diagram commutes:
Let the projections {B : W ⊗ W → W } be analogs for E ⊗ E of the projections
Lemma 1. For each pair k, the linear map
Proof. From the expression (113) we have
and likewise
We shall apply this in the case of G = SO (3) with
and with D, D , E, E all given by the j = 2 irreducible representation D (2) . The j = 0 component of (116) defined by Φ 00 yields a quadratic invariant for the action of SO(3) × SO(3) on L(V, V ), and we show how further iteration of this construction yields explicit invariants of degree 3 and 4.
The case of SO(3) and Clebsch-Gordan coefficients
The context in which G = SO(3) and D, D are irreducible is thoroughly studied in the Quantum Mechanics literature [13, 14] 
are the unique irreducible representations on linear spaces V (j1) , V (j2) of dimension 2j 1 +1, 2j 2 +1 respectively, then the Clebsch-Gordan formula or series [1, 15] states that
or, more explicitly, that with spherical harmonics Y jm , m = −j, . . . , j chosen as a basis for V (j) and giving the basis
where the matrix D (j) is called the Wigner rotation matrix of rank j. The entries of the matrix C are known as Clebsch-Gordan coefficients [13, 15] and are usually written as
where for fixed j 1 , j 2 the pairs of indices j, m and m 1 , m 2 label rows and columns respectively. These coefficients vanish unless
Note that the right hand side of (117) includes the trivial 1-dimensional representation
The use of the explicit matrix representation in terms of spherical harmonics is particularly convenient since many detailed results are readily available in the Quantum Mechanics literature. For later reference it is also useful to introduce the more symmetric Wigner 3-j symbols [14] defined as
These vanish unless
Finally, we record the following special case of the Clebsh-Gordan coefficients
where δ h,k is the Kronecker symbol equal to 1 if h = k and zero otherwise. We refer to any standard textbook on Quantum Mechanics for a more complete review of the numerous interesting identities and symmetries of Clebsch-Gordan coefficients and 3-j symbols.
Construction of invariants for the
We now focus on the case j 1 = j 2 = 2. Let C j denote the rectangular matrix obtained from C by selecting the (2j + 1)-rows associated with the j th block in (118), so that C j has dimensions (2j + 1) × 25. Taking j = 0 (so m = 0) and using (120) we see from Lemma 1 with k, = 0, 0 and Eq for − ≤ m, m ≤ , the order parameter matrix S (obtained as an ensemble average over such A: see [5] ) has the same properties and thus we immediately obtain
as the expected quadratic invariant.
With a little more effort we can construct a cubic invariant. To this end, we apply the same process as above at degree 3 to obtain:
After the substitution of Eq.(123), we can see that the only non vanishing cubic invariant comes from the choice j = j = 2. Thus, we obtain the following cubic invariant (see also [16] ): 
From the Molien series P 2 Γ0 in Theorem 1 we expect a single generator for Γ 0 -invariants at each homogeneous degree 2 and 3, and so I 3 is the unique degree-3 invariant up to scalar multiplication. Moreover, we observe that I 2 and I 3 are clearly also invariant with respect to the transposition τ which exchanges m i and m i . Therefore we conclude the following result.
Proposition 5. The invariants I 2 , I 3 generate the quadratic and the cubic invariants of the whole group Γ ∼ = SO(3) Z 2 .
The structure of the invariants is, however, more involved at degree four. To describe it more closely, let us first define the following super-tensors (j, j = 0, . . . 
The SO(3) × SO(3) invariants of degree 4 can then be written as contractions (scalar product) of the U (j,j ) :
of which there are 25 since both j and j range from 0 to 4. However, as we next show, these are not independent. Let us introduce the following definitions for the symmetric and skew-symmetric part of I 
As described in detail in Appendix B, the following general relations hold: 
