We study uniformly distributed direction of motion at finite speed where the direction alternations occur according to the renewal epochs of a K-Erlang pdf. At first sight, our generalizations of previous Markovian results appears to be a small step, however, it must be seen as an important non-Markovian case where we have found closed-form expressions for the pdf and the conditional characteristic function of this semi-Markov transport process. We present detailed calculations of a three-dimensional example for the 2-Erlang case, which is important not only from physical applications point of view but also to understand more general models. For instance, in principle the example of the 2-Erlang case can be extended to a K-Erlang case (K = 3, 4, . . .) but some of the mathematical expressions may be cumbersome.
Uniformly distributed direction of motion or isotropic motion with motion driven by a homogeneous Poisson process has been studied by Pinsky [5] on a Riemannian manifold and by Orsingher and De Gregorio in higher dimensions [6] , see also [7] and references therein. A recent study on multidimensional random motion shows that the evolutions are driven by hyperparabolic operators composed of the telegraph operator and their integer powers [8] . However, such a study is tied to the Markov assumption, or exponentially distributed interevents times. The exponential pdf is not the best option for many important applications in physics, biology, and engineering, since it gives higher probability to very short intervals, whereas the K-Erlang probability density function (pdf) has its maximum at (K − 1)/λ, λ > 0, K = 1, 2, 3, . . . . For instance, when we do not have many particles in a physical medium then the times between collisions of a particle traveling in this medium are not very short and they cannot be considered Poisson. The recent work of Le Caer [9, 10] departs from this Markovian trend since he is studying uniformly distributed orientation random motion with Pearson-Dirichlet distributed steps in a multidimensional random walk setting, and Beghin and Orsingher study an isotropic planar random motion of a particle of finite velocity at even-valued Poisson events, where they analyzed this problem based on properties of Bessel functions [11] . In this work, we consider multidimensional random motions with uniformly distributed directions with K-Erlang distributed steps. Our analysis is based on random evolutions on a semi-Markov media, and we have extended many of the results of [12] .
Let {ξ(t), t ≥ 0} be an ordinary renewal counting process such that ξ(t) = max{m ≥ 0: τ m ≤ t}, where τ m = m k=1 θ k , τ 0 = 0 and θ k ≥ 0, k = 1, 2, . . . , are nonnegative random variables denoting the interarrival times. We assume that these random variables are independent and identically distributed (iid) with a cumulative distribution function (cdf) G θ (t) and that there exists the pdf g θ (t) = 
G θ (t).
We will study the random motion of a particle that starts from the coordinate origin 0 = (0, 0, . . . , 0) of the space R n , at time t = 0, and continues its motion with a constant absolute velocity v along the direction η . Then, at instant τ 2 the particle changes its direction to η 1 , and so on. Denote by X (n) (t), t ≥ 0, the particle position at time t . We have that
Basically, (1) determines the random evolution in the semi-Markov (or renewal) medium ξ(t). Now, let us denote as ν(t) the number of velocity alternations occurred in the interval (0, t), and let us assume first a Poisson process for the epochs of these alternations. Then the random variables θ k are exponentially distributed with parameter λ, hence g θ (t) = λe −λt I {t≥0} . Furthermore, let us denote as X (n) m (t) the particle position at time t > 0 when ν(t) = m > 0, i.e.,
It is not hard to see that
where τ m+1 = t . The probabilistic properties of the random vector X 
m (t) onto the unit vector e and it has a conditional cdf
Let us denote by f η (x) the pdf of the projection η (n) j of the vector η (n) j onto a fixed line. It is shown in [13] that f η (x) is of the following form
We can also consider the case n = 1 and it is easily seen that
It is also straightforward to verify that
j . The function ϕ η (ω) will be denoted as ϕ(ω) in the rest of the paper. We should notice that ϕ(ω) was also obtained in [12] by using a different method.
A K-Erlang Distributed Direction Alternations
Let us assume a fixed integer K ≥ 2. Now, suppose that the particle change its direction just at epochs τ Kj , j ≥ 1, i.e., for m = 0, 1, 2, . . .
where X (n) m (t) is the particle position at renewal epoch τ m , τ m+1 = t , and
Hence, defining c = α v, we have for
The random variables τ Kj − τ K(j−1) , j ≥ 1, are K-Erlang distributed, and we may define the renewal process ξ K 
Thus, the stochastic process X (n) (t) can be considered as the random evolution of the particle in the non-Markovian K-Erlang medium ξ K (t).
The functions H m (t), m = 0, 1, 2, . . . are the conditional characteristic functions of X (n) (t). We should remember that {ν(t) = m} represents that m Poisson events occurred in [0, t), and the number of direction alternations ν K 
where s 0 = 0, and let us state the notation ψ K (t) =
Theorem 1 For any ≥ 0 we have the following recursive relation
where we have by assumption that I (r)
Proof Let us prove (6) by induction arguments. First, suppose that = r = 0, then
Now, suppose that (6) is valid for any ≤ N − 2, for a fixed N > 2 and r = 0.
The integral I (0)
+1 (t) for = N − 1 can be represented in the following form
Let us consider the following interior integral in I K(N−1) ).
Now, let us deal with the next interior integral in (8). By defining the change of variables
which is in accordance with (7) and the induction assumption.
By continuing this procedure, we can obtain after the (N − 1)th step,
Next, it can be easily verified that for any 0
Hence, for any 0 < r ≤ K − 1 we have
and by using this recursion (6) can be proved, for any 0 < r ≤ K − 1, in much the same manner as for the case r = 0.
Corollary 1 It follows from (6) that
where * is the -fold convolution, ≥ 1, I
(r)
Corollary 2 For any ≥ 0 the conditional characteristic functions satisfy the following equations
where H (r)
Proof It follows form (6) that
A Three-Dimensional Example
Consider the three-dimensional case, i.e., n = 3. For this case we have that (3) reduces to f η (3) is the Fourier transform of the simple layer δ S(R) on the sphere S(R) with radius R [14] .
We should notice that 
where x = (x 1 , x 2 , x 3 ). The probability P [X(t) ∈ dx | ν 2 (t) = 0] represents the conditional probability distribution of the particle position at time t when no random alternation of direction occurred.
Let us denote as f (x | ν(t) = 2) the conditional probability distribution f (x | ν(t) = 2) dx = P [X(t) ∈ dx | ν 2 (t) = 2] giving that ν(t) = 2, i.e., one random direction alternation occurred and no one Poisson event occurred after it.
We should calculate the particular case
where γ is the Euler's constant. Let us denote as F −1 (·) the inverse Fourier transform, then it can be verified that
We can show, by using Formula 7.11, p. 76, of [15] , that when x = vt
On the other hand, we could not find a closed-form expression for Now, denote by f (x | ν(t) = 3) the conditional distribution f (x | ν(t) = 3) dx = P [X(t) ∈ dx | ν(t) = 3], where we have assumed that the condition ν(t) = 3 has occurred, i.e., one random direction alternation and one Poisson event occurred after it.
Since χ(α) depends only on α = α 
