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La automatizacio´n de veh´ıculos requiere el uso de una red de localizacio´n redundante
que permita determinar la posicio´n de los objetos en todo momento. Es posible realizar
esta localizacio´n mediante el uso del sonido emitido por el objeto. La estimacio´n medi-
ante el ca´lculo del Delay Of Arrival (DOA) es un me´todo comu´nmente utilizado para
determinar el a´ngulo azimutal de la fuente con respecto a un arreglo de sensores. Tres
algoritmos fueron examinados para un arreglo lineal de micro´fonos equidistantes entre
s´ı, y evaluados de acuerdo a su precisio´n, consumo de recursos y eficiencia. Se deter-
mino´ que el uso del coeficiente de correlacio´n cruzada multicanal (MCCC) es un me´todo
eficiente y preciso para la estimacio´n del DOA.
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Abstract
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Seleccio´n de un algoritmo de localizacio´n acu´stica para su uso en
aplicaciones de robo´tica industrial
by Roberto Cerdas Robles
Automation of vehicles requires a redundant network of sensors that can determine the
position of the objects at all times. Localization of moving objects may be performed
through the use of acoustic cues. Delay of Arrival (DOA) estimation is a popular method
for determining the azimuth angle of a source with respect to a sensor array. Three
separate algorithms were examined for a linear array of equidistant microphones, and
evaluated based on performance, accuracy and computational resources consumed. The
determination of the multichannel cross correlation coefficient for the array was found
to be an efficient and accurate method for DOA estimation.
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1.1 Definicio´n del problema
En la historia reciente, los procesos industriales han entrado a una era de automati-
zacio´n, en la cual se busca simplificar y reducir la necesidad de personal humano que
realice tareas repetitivas, reemplazando a los mismos por ma´quinas y procesos de con-
trol automa´tico, mejorando as´ı el rendimiento de la produccio´n ma´s alla´ de lo alcanzable
mediante capacitaciones de personal. Esta ha sido la tendencia durante los u´ltimos 50
an˜os [Hitomi, 1994]. Sin embargo, con el advenimiento de la era de la informacio´n, la
automatizacio´n se ha vuelto cada vez ma´s intrusiva en los campos de trabajo [Parasura-
man and Riley, 1997], llevando a un nivel de interaccio´n entre maquinaria y ser humano
que no hab´ıa sido visto anteriormente. Es comu´n que los operarios interactu´en con
sistemas completamente automatizados en su trabajo diario, y, por tanto, los mismos
deben garantizar la seguridad de los anteriores en todo momento para evitar costosos
accidentes [Inagaki, 2006]. Dado que los entornos de trabajo actuales con maquinaria
automatizada pesada representan una amenaza para la salud e integridad f´ısica de los
trabajadores, debe contarse con monitorizacio´n electro´nica precisa; a modo de ejem-
plo, en la industria minera, un 30% de los accidentes fatales se encuentran asociados
a maquinaria pesada [Julia´n et al.]. Sin embargo, no es posible au´n automatizar por
completo todos los procesos y remover al ser humano del lugar de riesgo. Los me´todos
tradicionales de capacitacio´n de empleados siempre son susceptibles a la introduccio´n de
error humano, y la creciente automatizacio´n de sistemas potencialmente peligrosos crea
la necesidad de nuevos me´todos de prevencio´n de riesgos [Piggin, 2006]. Implementar
protocolos de seguridad es costoso para la empresa, reduciendo el potencial beneficio
del aumento en la eficiencia de produccio´n proporcionado por la maquinaria [Boehm-
Davis et al., 1983]. La localizacio´n precisa de los mismos mediante monitorizacio´n es
1
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prerrequisito para la realizacio´n de tareas complejas automatizadas, tales como miner´ıa,
mapeo, mediciones, rastreo y vigilancia [Dieudonne et al., 2010].
Una vez que se establece la necesidad de monitorizacio´n, debe elegirse el tipo de moni-
torizacio´n a utilizar. Es deseable utilizar ma´s de un tipo de sensor, ya que las condiciones
en el entorno de la maquinaria pueden bloquear la sen˜al a medir, provocando mediciones
erro´neas o no va´lidas. [Julia´n et al.]. El rastreo de objetos en movimiento mediante GPS,
en particular, es uno que ha sido utilizado a menudo con este fin en campos abiertos
[Bell et al., 1996], pero que sufre de mu´ltiples limitaciones en la pra´ctica debido a la sus-
ceptibilidad a las condiciones de la tropo´sfera, las cuales podr´ıan interrumpir la conexio´n
con el sate´lite y, por tanto, ocasionar la pe´rdida del rastreo de la maquinaria durante
un per´ıodo de tiempo inaceptable [Agrawal and Konolige, 2006]. Como consecuencia, se
concluyo´ que debe adquirirse informacio´n de mu´ltiples sensores para ser procesada en
conjunto, lo cual provee una estimacio´n acertada de la posicio´n de la maquinaria. Sin
embargo, la cantidad de informacio´n a transmitir entre los veh´ıculos es, al contar con re-
des redundantes de sensores, necesariamente grande, y, por tanto, se requieren recursos
computacionales significativos en cada nodo para procesarla. Para resolver el problema,
se utilizara´ tecnolog´ıa de circuitos integrados en 3D, con mu´ltiples obleas apiladas para
cumplir distintas funciones [Julia´n et al.]. Esto permite un ancho de banda elevado
entre las distintas obleas, permitiendo integrar circuitos lo´gicos y memorias en un solo
chip con baja latencia [Garg and Marculescu, 2011]. Este tipo de circuitos han sido
utilizados anteriormente para procesar grandes cantidades de informacio´n, por ejemplo,
en la separacio´n, purificacio´n y evaluacio´n de part´ıculas biolo´gicas a escala nanome´trica
[Dickerson et al., 2009].
Como parte de la red de sensores redundantes, se propuso el uso de sensores de locali-
zacio´n acu´stica [Julia´n et al.], los cuales son capaces de determinar el a´ngulo o distancia
con respecto a otro objeto con un bajo consumo de potencia [Chacon-Rodriguez et al.,
2009]. El sistema auditivo de los mamı´feros es capaz no so´lo de percibir una amplia gama
de sonidos, sino tambie´n de distinguir entre los mismos y responder instintivamente a
aquellos de intere´s para su supervivencia o beneficio [Heffner et al., 2008]. El ser humano
evidencia esta caracter´ıstica en su vida cotidiana, particularmente mediante el uso del
lenguaje, respondiendo a frases u oraciones au´n al estar inmerso en un entorno ruidoso
como lo es el de una ciudad promedio, al tiempo que es capaz de percibir la posicio´n desde
la cual se origina la voz [Mesgarani et al., 2009, Evangelopoulos and Zlatintsi, 2009]. Esta
habilidad de los mamı´feros de distincio´n entre est´ımulos sensoriales separados permite
diferenciar a una fuente de sonido determinada de su entorno, au´n cuando el mismo
pueda poseer una gran variedad de fuentes acu´sticas, y determinar su posicio´n [Kayser
et al., 2005] . Al emular esta habilidad, es posible crear una red de sensores que reaccione
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a un sonido espec´ıfico y ubique al mismo dentro de un sistema de coordenadas [Shujing,
2010, Johansson].
El proyecto propuesto consta de la seleccio´n de un algoritmo de procesamiento de datos
que realice esta funcio´n, para ser posteriormente implementado como parte del sistema
descrito anteriormente. Se han utilizado algoritmos anteriormente que permiten alcanzar
este objetivo por distintos me´todos [Benesty et al., 2008]. Es necesario evaluar los
mismos y elegir aquel que se adapte al propo´sito del proyecto; es decir, aquel cuya
implementacio´n en hardware sea factible y cuente con un grado aceptable de especificidad
y sensibilidad. El mismo debe ser, necesariamente, capaz de filtrar otras fuentes sonoras
para distinguir el objeto de intere´s del ruido base del entorno.
El proyecto a realizar se encuentra supeditado al proyecto de investigacio´n 3D Gigas-
cale Integrated Circuits for Nonlinear Computation, Filter and Fusion with Applications
in Industrial Field Robotic3D Gigascale Integrated Circuits for Nonlinear Computation,
Filter and Fusion with Applications in Industrial Field Robotics desarrollado en conjunto
por la Universidad Nacional del Sur en Argentina, John Hopkins University en los Esta-
dos Unidos de Ame´rica (EE. UU.), University of Maryland en ese mismo pa´ıs, University
of Sidney en Australia y el Instituto Tecnolo´gico de Costa Rica. La meta establecida para
el proyecto es la creacio´n de un SoC (System on Chip) complejo utilizando tecnolog´ıa
tridimensional para aplicaciones en la robo´tica de campo industrial, espec´ıficamente
en la localizacio´n de recursos meca´nicos automatizados y personal. Para el desarrollo
del mismo, se preparara´ un escenario experimental en una cantera australiana, la cual
cuenta con camiones pesados y equipo auxiliar equipados con una plataforma de co-
municaciones. Esta u´ltima cuenta con dos redes que operan a distinta frecuencia (2,4
GHz y 433 MHz) para reducir la posibilidad de una falla simulta´nea en ambas. El sis-
tema cuenta con entradas y salidas analo´gicas y digitales, conexio´n Ethernet y puertos
seriales. Este sistema almacena en un servidor la posicio´n y orientacio´n del veh´ıculo,
as´ı como la de aquellos que entraron en contacto con e´l. Una vez se pruebe el sistema
a desarrollar en el laboratorio, se procedera´ a realizar la interfaz entre el mismo y las
redes de comunicacio´n existentes, permitiendo as´ı el almacenamiento en el servidor de
los datos experimentales, para as´ı comprobar la validez de la solucio´n [Julia´n et al.].
El problema se define como: elegir un algoritmo de localizacio´n acu´stica para estimar la
posicio´n de veh´ıculos en movimiento.
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1.2 Solucio´n propuesta
El algoritmo elegido debe ser capaz de rechazar ruido blanco gaussiano (comu´n en
micro´fonos). Adema´s, debe ser computacionalmente eficiente, de forma que su imple-
mentacio´n final no posea una demanda alta de recursos. Se propone el uso de un arreglo
lineal de micro´fonos con una distancia de separacio´n constante entre los mismos de cu-
atro metros. La localizacio´n de los veh´ıculos se puede determinar a partir del tiempo
de retardo entre los micro´fonos, comu´nmente denominado time delay of arrival o time
difference of arrival (TDOA) [Jia et al., 2009]. Si se asume que el ruido en las sen˜ales
capturadas por los micro´fonos no se encuentra correlacionado con la sen˜al que se desea
localizar, es posible utilizar el vector de correlacio´n cruzada entre las sen˜ales para estimar
este retardo [Benesty et al., 2008]. El algoritmo propuesto permite combinar la infor-
macio´n obtenida por el vector de correlacio´n entre distintos pares de micro´fonos para as´ı
lograr obtener una estimacio´n del TDOA correcto, utilizando la informacio´n redundante




La meta del proyecto es la elaboracio´n de un SoC tridimensional para la localizacio´n
de maquinaria pesada y otros recursos en entornos laborales donde interactu´an sistemas
automatizados y seres humanos.
2.2 Objetivo general
Seleccionar un algoritmo implementable en hardware para la localizacio´n acu´stica de
veh´ıculos en movimiento.
2.3 Objetivos espec´ıficos
• Trasladar los algoritmos a estudiar a un lenguaje de programacio´n comu´n.
• Disen˜ar un banco de pruebas que permita obtener los para´metros estad´ısticos
necesarios para el estudio.
• Comparar los resultados del estudio.
5
3Marco teo´rico
3.1 Descripcio´n del sistema y modelo
Cuando un sonido es emitido en un entorno ideal, dos micro´fonos distintos son capaces
de capturar la misma sen˜al, con una diferencia de tiempo entre ellas directamente rela-
cionada a la distancia de cada micro´fono al objeto [Birchfield and Gangishetty, 2005].
El tiempo que toma la sen˜al de sonido en viajar desde la fuente al receptor se conoce
en la literatura como Time-Delay (TD) [Ferguson et al., 2002]. La mayor´ıa de los cir-
cuitos integrados (IC) desarrollados para este propo´sito realizan una medicio´n de este
tiempo de retardo a lo largo de dos o ma´s sensores, utilizando la diferencia de tiempo
o de fase entre las sen˜ales recibidas para determinar la posicio´n de la fuente mediante
el uso de triangulacio´n. Esta te´cnica recibe el nombre de Interaural Time Delay (ITD)
[Chacon-Rodriguez et al., 2010] o Time Difference of Arrival (TDOA) [Jia et al., 2009].
La figura 3.1 ilustra el concepto de triangulacio´n bidimensional de la fuente mediante
TDOA, utilizando dos micro´fonos.
Es importante destacar que este modelo aplica para el caso de campos lejanos u´nicamente,
cuando la fuente de sonido se encuentra lo suficientemente alejada para que el frente
de onda sea plano; el modelo no es va´lido en el caso de una fuente cercana al ar-
reglo [Li and Caldwell, 1999]. Sea τij el TDOA entre un par de micro´fonos i y j, con
i, j = 1, 2, 3, . . . , L, siendo L el total de micro´fonos en el arreglo, separados una distancia
d entre s´ı. Sea θn el a´ngulo azimutal entre la fuente s(k) y el sensor n (n = 1, 2, . . . , L)
que describe la direccio´n de arribo de la sen˜al. No´tese que para el caso en estudio, si el
frente de onda es plano, el a´ngulo es igual para todos los sensores equidistantes entre
s´ı. Entonces, el retardo entre dos sensores puede ser descrito como:
6
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con c la velocidad del sonido en el aire, 343m/s a temperatura ambiente. Por tanto, si
se conoce el valor de τ , es posible calcular el a´ngulo θ del cual proviene la sen˜al, ya que d
siempre puede ser medido una vez que el arreglo se encuentra colocado. [Shujing, 2010,
Ferguson et al., 2002]. El problema se puede redefinir, entonces, como la determinacio´n
de este valor τ .
Los entornos donde los sensores son instalados usualmente no son entornos ideales, sin
embargo, y por tanto presentan una dificultad adicional; la necesidad de filtrar las
fuentes de sonido indeseadas y el ruido del entorno para separar los mismos de la sen˜al
de intere´s [DiBiase, 2000]. Otro punto a considerar es el hecho de que la ruta que sigue el
sonido no es necesariamente lineal debido a la presencia de obsta´culos [Tirumala, 2004].
Adicionalmente, en entornos cerrados o urbanos, los efectos de reverberacio´n producen
copias adicionales de la sen˜al de intere´s, provenientes de fuentes distintas a la buscada
originalmente [Ramamurthy, 2007]. La figura 3.2 ilustra el efecto de la reverberacio´n.
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Figura 3.2: Reverberacio´n de una sen˜al acu´stica [Benesty et al., 2008].
Para efectos de este documento, se examinara´ el caso de una sola fuente sonora s(k).
Esta fuente cumple con las siguientes restricciones:
• La fuente emite ondas esfe´ricas que se propagan uniformemente en todas direc-
ciones.
• El medio es homoge´neo, es decir, la velocidad del sonido c no cambia de un punto
a otro. Si bien c depende de la temperatura, se asume que esta es constante a lo
largo del sistema bajo estudio.
Se define ahora yn(k), con n = 1, 2, . . . , L como el conjunto de las sen˜ales recibidas por
los micro´fonos [Benesty et al., 2008]:
yn(k) = αns(k − t− τn1) + vn(k) (3.2)
Con αn el factor de atenuacio´n experimentado por la sen˜al debido a su propagacio´n y
vn(k) el ruido que se suma a la sen˜al en el micro´fono n, el cual se asume que no se
encuentra correlacionado con la sen˜al de origen s(k) o el ruido presente en los dema´s
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sensores. t corresponde al tiempo que tarda el frente de onda en alcanzar al primer sensor
luego de ser emitido por la fuente. τn1 representa el retardo entre la sen˜al recibida en el
primer micro´fono y el micro´fono n, relacionado con el retardo τ por:
τn1 = (n− 1)τ (3.3)
= Fn(τ) (3.4)
para un arreglo lineal de micro´fonos equidistantes entre s´ı. La ecuacio´n (3.3) depende de
la geometr´ıa del arreglo; sin embargo, como la geometr´ıa siempre es conocida, el u´nico
valor que se requiere encontrar es τ . Por tanto, no es de intere´s el retardo absoluto
de una sen˜al con respecto a la fuente, sino u´nicamente el retardo τ entre los sensores
[Bahadirlar and Gulcur, 2001]. La ecuacio´n (3.2) puede simplificarse como:
yn(k) = αns(k − Fn(τ) + vn(k)) (3.5)
3.2 Ca´lculo de TDOA
Si bien existen distintos me´todos para determinar el TDOA entre dos sen˜ales, el ma´s
sencillo y utilizado consiste en el ca´lculo de la funcio´n de correlacio´n cruzada entre ellas
[Rhudy et al., 2009]. La correlacio´n cruzada es una medida de la similitud entre dos
sen˜ales, en funcio´n de un retardo aplicado a una de ellas. Se define como:




= rCCfg (p) (3.7)
Asu´mase por ahora la existencia de u´nicamente dos micro´fonos y sus sen˜ales correspon-
dientes, y1(k) y y2(k). Al sustituir (3.5) dentro de (3.6), se obtiene [Benesty et al.,
2008]:





ss (p− τ) + α1rCCsv1 (p) + α2rCCsv2 (p− τ) + rCCv1v2(p) (3.9)
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Dado que las sen˜ales de ruido v1(k),v2(k) no se encuentran correlacionadas con la sen˜al
de origen s(k), el valor ma´ximo de esta ecuacio´n se alcanza cuando p = τ . Entonces, el
TDOA puede encontrarse como:
τ = max(abs[rCCy1y2(p)]) (3.10)
Este me´todo es sencillo, pero sufre de dos defectos cr´ıticos [Valente and Wellekens, 2005]:
• No toma en consideracio´n la autocorrelacio´n de la sen˜al.
• Asume la existencia de u´nicamente dos micro´fonos. Si bien es posible combinar
la informacio´n de a´ngulo azimutal obtenida a partir de cada par de micro´fonos,
realizar la estimacio´n directamente no es eficiente, y es susceptible a variaciones
en la captura de la sen˜al en distintos micro´fonos debido al ruido.







y1(k + i)y2(k + i+ p) si p ≥ 0,
rCCy2y1(−p) si p < 0.
(3.11)
Resolver (3.11) para formar el vector de correlacio´n en funcio´n del retardo requiere
realizar p sumas, cada una de las cuales posee, en promedio, K/2 te´rminos. Adicional-
mente, cada uno de estos te´rminos es un producto. Por tanto, se requiere de O(Q2)
operaciones, con Q el nu´mero de muestras de la sen˜al. Sin embargo, es posible uti-
lizar las propiedades de la correlacio´n y la transformada de Fourier para simplificar el
ca´lculo [Stanacevic and Cauwenberghs, 2005]. La correlacio´n entre dos funciones puede
escribirse en funcio´n de la convolucio´n de las mismas [Ziegel et al., 1987, Katznelson,
2004]:
(f ? g) = f∗(−t) ∗ g (3.12)
Donde ∗ denota el conjugado complejo de la funcio´n f , y ∗ es el operador de convolucio´n.
Aplicando la propiedad de convolucio´n para la transformada de Fourier y la ecuacio´n
(3.12) se obtiene:
F{f ? g} = F∗{f}F{g} (3.13)
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Y, por tanto, es posible simplificar (3.11). Sea Yn(f) la transformada de Fourier de la
sen˜al yn(k), entonces:
rCCy1y2(p) = F−1{Y ∗1 (f)Y2(f)} (3.14)
La transformada de Fourier y su inversa pueden ser calculadas eficientemente medi-
ante el uso de la transformada ra´pida de Fourier. Esta permite reducir la cantidad de
operaciones necesaria para la ejecucio´n del algoritmo de O(Q2) a O(Q logQ) [Welch,
1967].
3.2.1 Correlacio´n Cruzada Generalizada (GCC)
El me´todo de correlacio´n cruzada generalizada es una extensio´n de la correlacio´n cruzada
sencilla [Carter and Knapp, 1976], y es un me´todo eficiente y popular para el ca´lculo de
TDOA en un par de micro´fonos [Shujing, 2010, Johansson, Jia et al., 2009, Do, 2009,
Tang and Chang, 2007, Dmochowski et al., 2007a]. Este algoritmo aplica una funcio´n de
peso ϑ(f) a la sen˜al recibida por los sensores para reducir la influencia del ruido externo
y el valor de la autocorrelacio´n de la sen˜al en el resultado.








Cuando la funcio´n de peso ϑ(f) = 1, el resultado es el me´todo de correlacio´n cruzada
sencilla. T´ıpicamente, se opta por utilizar una funcio´n de peso igual al inverso de la





A esta variante del algoritmo de correlacio´n cruzada generalizada se le denomina GCC-
PHAT (Generalized Cross Correlation-Phase Transform) [DiBiase, 2000, Do, 2009]. La
eleccio´n de ϑ(f) se basa en el hecho de que la informacio´n del TDOA buscado se encuen-
tra en la fase del espectro de frecuencia, y no en su magnitud. Por tanto, se descarta la
amplitud y se retiene u´nicamente la fase. Al sustituir la funcio´n de peso ϑ(f) presentada
en (3.17) dentro de (3.15), se obtiene:























∞ si p = τ,0 si p 6= 0. (3.21)
Esta variante es particularmente robusta a la introduccio´n de ruido [Silverman et al.,
2005], aunque au´n no resuelve el problema presentado por entornos con reverberacio´n
alta, y considera u´nicamente un par de micro´fonos a la vez. [Ramamurthy, 2007, Zarifeh
et al., 2007]
3.2.2 Forward Spatial Linear Prediction(FSLP)
El efecto de la reverberacio´n en el ca´lculo de TDOA se puede reducir utilizando un arreglo
con mu´ltiples micro´fonos. Los algoritmos presentados en la seccio´n anterior permiten
encontrar la correlacio´n entre la sen˜al capturada en un par de micro´fonos cualquiera,
pero no contribuyen a combinar esta informacio´n para extraer la posicio´n de la fuente.
Por ejemplo, sea L = 3. Conside´rese ahora los pares de micro´fonos y sus respectivos
retardos, los cuales pueden ser calculados mediante los algoritmos de la seccio´n anterior:
τ12, τ23, τ13. Para una geometr´ıa de arreglo conocida, es posible obtener un a´ngulo
azimutal estimado θ a partir de cada uno de estos pares. Sin embargo, este me´todo no
toma en cuenta la siguiente relacio´n:
τ13 = τ12 + τ23 (3.22)
La ecuacio´n (3.22) muestra que existe informacio´n redundante en los vectores de cor-
relacio´n que se obtienen a partir de un arreglo de micro´fonos con L ≥ 3. Esta informacio´n
puede utilizarse para reducir el efecto de la reverberacio´n en la prediccio´n del sistema
[Dmochowski et al., 2007b,c]. Se busca un algoritmo de fusio´n que permita combinar los
datos obtenidos para generar una prediccio´n ma´s u´til.
Cap´ıtulo 3. Marco teo´rico 13
Se introduce a continuacio´n el algoritmo Forward Spatial Linear Prediction(FSLP), el
cual se basa en minimizar el error entre la sen˜al del primer micro´fono y la sen˜al capturada
por los micro´fonos restantes. Para ello, conside´rese primero la siguiente relacio´n:
yn[k + Fn(τ)] = αns(k − t) = y1(k) (3.23)
por tanto, es posible alinear la sen˜al del micro´fono n con la sen˜al del micro´fono 1 real-
izando un adelanto de la sen˜al; el valor de este adelanto se encuentra determinado por
la ecuacio´n (3.3) [Tang and Chang, 2007, Benesty, 2003]. Los valores adelantados de la
sen˜al n pueden ser predichos a partir de la sen˜al del micro´fono 1, razo´n por la cual el
algoritmo recibe su nombre. Se define primero la matriz de correlacio´n espacial:
Ra(p) =

σ2y1 ra, y1y2(p) · · · ra, y1yL(p)
ra, y2y1(p) σ
2





ra, yLy1 ra, yLy2(p) · · · σ2yL(p)
 (3.24)
Cuyas posiciones i, j corresponden a la correlacio´n cruzada entre las sen˜ales yi(k), yj(k).
Ahora, se define el error como:

















Si el error es mı´nimo, estos coeficientes cumplen con [Benesty, 2003]:
Cap´ıtulo 3. Marco teo´rico 14
Ra,2:L(p)a2:L(p) = ra,2:L(p) (3.28)












Sustituyendo (3.30) en (3.25) se obtiene el error mı´nimo:
e1, min(k, p) = y1(k)− yTa,2:L(k, p)R−1a,2:L(p)ra,2:L(p) (3.31)
A continuacio´n, se busca el error medio cuadra´tico [Ziegel et al., 1987]:
J1, min(p) = E[e
2
1, min(k, p)] = σ
2
y1 − rTa,2:L(p)R−1a,2:L(p)ra,2:L(p) (3.32)
el cual depende u´nicamente de p. Cuando el error es mı´nimo, la correlacio´n entre los
dos primeros micro´fonos es ma´xima, es decir:
τ = min(abs[J1, min(p)]) (3.33)
3.2.3 Multichannel Cross Correlation Coefficient(MCCC)
El coeficiente de correlacio´n cruzada multicanal (MCCC) es otra te´cnica de fusio´n de
los vectores de correlacio´n obtenidos entre pares de micro´fonos. En la pra´ctica, produce
mejores resultados que el algoritmo FSLP presentado en la seccio´n anterior [Shujing,
2010, Benesty et al., 2008, Benesty, 2003]. Se define el vector completo de sen˜ales:










a partir del cual se calcula la matriz de correlacio´n espacial definida en (3.24):
Ra(p) =

σ2y1 ra, y1y2(p) · · · ra, y1yL(p)
ra, y2y1(p) σ
2





ra, yLy1 ra, yLy2(p) · · · σ2yL(p)

Se define adema´s la matriz Σ como:
Σ =

σy1 0 · · · 0





0 0 · · · σyL(p)
 (3.35)
La matriz Ra(p) se factoriza entonces como [Benesty et al., 2008]:
Ra(p) = ΣRˆa(p)Σ (3.36)
donde Rˆa(p) es la matriz de coeficientes de correlacio´n normalizados, definida como:
Rˆa(p) =

1 ρa, y1y2(p) · · · ρa, y1yL(p)





ρa, yLy1(p) ρa, yLy2(p) · · · 1
 (3.37)
Con ρa, yiyj (p) denotando el vector de correlacio´n ra, yiyj (p) normalizado.
A continuacio´n, se define el coeficiente de correlacio´n cruzada multicanal(MCCC):
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El MCCC posee un valor de 0 si y so´lo si todas las sen˜ales no se encuentran correla-
cionadas entre s´ı, y 1 si dos o ma´s sen˜ales esta´n perfectamente correlacionadas. Cabe
mencionar que si una de las sen˜ales no se encuentra correlacionada con el resto (de-
bido a la corrupcio´n de la sen˜al debido a ruido, por ejemplo), el coeficiente retorna la
correlacio´n de las L − 1 sen˜ales restantes [Benesty et al., 2004]. Por tanto, se puede
encontrar el TDOA como:









Se debe elegir un algoritmo de procesamiento de datos que realice la determinacio´n del
a´ngulo azimutal de arribo de la sen˜al de origen al arreglo de sensores. El mismo debe
ser capaz de rechazar ruido blanco gaussiano. Para el ana´lisis y comparacio´n de los
algoritmos expuestos anteriormente, se asume un arreglo hipote´tico lineal de micro´fonos
equidistantes entre s´ı. La sen˜al de sonido fue extra´ıda a partir del video provisto, e
importada a MATLAB para su ana´lisis. Se extrajo un segmento continuo de continuo
de la misma para ser utilizado como sen˜al de referencia. Se implemento´ un flitro de
retardo discreto para simular la captura de la sen˜al retardada por parte de los dema´s
micro´fonos. Finalmente, se introdujo una sen˜al aditiva de ruido blanco a cada una de
las sen˜ales de los dema´s micro´fonos.
Los algoritmos fueron implementados en lenguaje MATLAB ; se grafico´ su respuesta y
comparo´ el resultado con el valor esperado de τ para determinar la precisio´n de los
mismos, de acuerdo con las ecuaciones (3.10), (3.33), (3.40). Finalmente, se evaluo´ la
cantidad de operaciones requerida para la ejecucio´n de cada algoritmo.
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5Metodolog´ıa de implementacio´n
5.1 Reconocimiento y definicio´n del problema
Se debe elegir un algoritmo de procesamiento de datos que realice la determinacio´n
del a´ngulo azimutal de arribo de la sen˜al de origen al arreglo de sensores. El mismo
debe ser capaz de rechazar ruido blanco gaussiano. Para el ana´lisis y comparacio´n de
los algoritmos expuestos anteriormente, se asume un arreglo hipote´tico de dos, cuatro,
y seis micro´fonos, con una distancia d de cuatro metros entre s´ı. La sen˜al utilizada
para realizar las pruebas es una muestra de video y audio tomada de un camio´n en
movimiento, con una frecuencia de muestreo de 45, 7kHz. Se asume que la sen˜al se
aproxima al arreglo con un a´ngulo θ de 67o, lo cual corresponde a un retardo teo´rico τ
de aproximadamente 4, 578ms, o 200 muestras. Este es el τ hipote´tico que se introduce
como retardo a las sen˜ales de los micro´fonos y2(k), y3(k), y4(k), y5(k) y y6(k), escalado
apropiadamente por la ecuacio´n (3.3), presentada en el cap´ıtulo anterior.
5.2 Obtencio´n y acondicionamiento de la sen˜al
La sen˜al de sonido fue extra´ıda a partir del video provisto, e importada a MATLAB
para su ana´lisis. Se extrajo un segmento continuo de 10000 muestras de la sen˜al; este
representa la sen˜al de referencia. Se implemento´ un flitro de retardo discreto para
simular la captura de la sen˜al retardada por parte de los dema´s micro´fonos. Finalmente,
se introdujo una sen˜al aditiva de ruido blanco a cada una de las sen˜ales y2(k), y3(k),
y4(k), y5(k) y y6(k), con el fin de simular el ruido adicional introducido por cada sensor.
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5.3 Correlacio´n cruzada
Se opto´ por implementar los algoritmos en MATLAB, debido a la flexibilidad del lenguaje
en el manejo de vectores y matrices. Inicialmente, se implemento´ la correlacio´n cruzada







y1(k + i)y2(k + i+ p) si p ≥ 0,
rCCy2y1(−p) si p < 0.
Sin embargo, al probar la ejecucio´n del mismo, la cantidad de operaciones necesaria
resulto´ excesiva. Se opto´ por utilizar la transformada ra´pida de Fourier, descrita en el
cap´ıtulo 3.
Se implemento´ el ca´lculo de correlacio´n cruzada mediante el uso de la FFT, utilizando
la ecuacio´n (3.14). Sin embargo, la validez de la ecuacio´n (3.14) se basa en el teorema
de convolucio´n para transformadas de Fourier, el cual asume dos caracter´ısticas con
respecto a las sen˜ales de entrada:
• La longitud de ambos vectores es equivalente.
• El espectro de las sen˜ales es perio´dico.
Si bien las sen˜ales a utilizar son vectores de igual longitud, ya que se toma un nu´mero
equivalente de muestras a partir de cada micro´fono, la sen˜al capturada no es perio´dica.
Sea v(k) el vector de largo N estacionario original, y r(k) el vector de largo M a despla-
zar. El teorema asume que la sen˜al a desplazar posee un espectro en frecuencia desde
−M/2 a M/2. Por convencio´n, se asume que los primeros M/2 datos de un vector
son los valores positivos de su espectro en frecuencia, y los dema´s corresponden a los
valores negativos, con la posicio´n M − 1 correspondiente a r(−1), y as´ı sucesivamente.
La figura 5.1 ilustra gra´ficamente el almacenamiento de los ı´ndices restantes de la sen˜al
a desplazar.
Esto implica que la convolucio´n de los u´ltimos M/2 te´rminos del vector estacionario
v(k) y la sen˜al desplazada r(k) sera´ sumada a los primeros ı´ndices de la sen˜al resultante,
y la convolucio´n de los primeros M/2 te´rminos se sumara´ a los u´ltimos terminos del
resultado. La figura 5.2 ilustra este efecto, conocido como wrap-around :
Para corregir este problema, es necesario extender el largo de la sen˜al original, agregando
ceros al vector estacionario de forma que los mismos eliminen el efecto.
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Figura 5.1: Sen˜al de respuesta a desplazar. No´tese que los valores negativos se
almacenan en la segunda mitad del vector [Ziegel et al., 1987].
Figura 5.2: Respuesta de la convolucio´n de una sen˜al no perio´dica [Ziegel et al., 1987].
Dado que el vector a desplazar en el caso bajo estudio es de largo N , se requiere un
relleno mı´nimo de N − 1 ceros agregados al vector original. Sin embargo, debe tomarse
en consideracio´n adema´s la primera restriccio´n del teorema, que exige que las sen˜ales
sean de largo equivalente; por tanto, el relleno debe aplicarse tambie´n al segundo vector.
Si se aplica el relleno del primer vector al inicio del mismo y el relleno del segundo vector
al final de este, puede eliminarse por completo el efecto del wrap-around, obteniendo dos
vectores de longitud (2N − 1). Los vectores pueden escribirse entonces como:
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Figura 5.3: Ilustracio´n del uso de ceros para eliminar el efecto del wrap-around [Ziegel
et al., 1987].
v1(k) = [0, · · · , 0︸ ︷︷ ︸
N−1
, v1(1), v1(2), · · · , v1(N)] (5.1)
v2(k) = [v2(1), v2(2), · · · , v2(N), 0, · · · , 0︸ ︷︷ ︸
N−1
] (5.2)
El ca´lculo de la FFT se realiza utilizando el algoritmo de Cooley-Tukey en base 2, que
divide una transformada de Fourier discreta de K te´rminos en dos transformadas de K/2
te´rminos, separando los te´rminos pares de los impares recursivamente. Para optimizar el
tiempo de ejecucio´n del algoritmo, se fijo´ la longitud de los vectores a la potencia de dos
superior ma´s cercana a (2N − 1), definiendo una nueva longitud Q = 2nextpow2(2N−1).
Los vectores resultantes utilizados son:
v1(k) = [0, · · · , 0︸ ︷︷ ︸
N−1
, v1(1), v1(2), · · · , v1(N), 0, · · · , 0︸ ︷︷ ︸
P−2N+1
] (5.3)
v2(k) = [v2(1), v2(2), · · · , v2(N), 0, · · · , 0︸ ︷︷ ︸
P−N
] (5.4)
Finalmente, se procedio´ a calcular la correlacio´n entre las sen˜ales utilizando la ecuacio´n
(3.14). La figura 5.4 describe el flujo del algoritmo.
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Figura 5.4: Diagrama de flujo del algoritmo de correlacio´n cruzada utilizado.
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5.4 Forward Spatial Linear Prediction
Dado que se fija la distancia entre los micro´fonos del arreglo inicialmente, es posible
definir un retardo ma´ximo pmax esperado, el cual se obtiene examinando el caso l´ımite,
en el cual el frente de onda se aproxima al arreglo con un a´ngulo de 0o. Este viene a ser





Con d = 4m, c = 343m/s, se obtiene τmax = 11, 66 ms, lo cual equivale a un retardo de
aproximadamente 498 muestras. Se fija entonces:
[pmin, pmax] = [−500, 500] (5.6)
Esto permite reducir el nu´mero de ca´lculos al limitar la bu´squeda de p u´nicamente dentro
de los valores posibles para el arreglo de estudio. Se procedio´ a adelantar las sen˜ales de
los micro´fonos, de la forma:
yn[k + Fn(p)] = yn[k + (n− 1)p] (5.7)
A continuacio´n, se calculo´ para cada iteracio´n de p hipote´tico la matriz de correlacio´n
espacial definida en las ecuaciones (3.24) y (3.29):
Ra,2:L(p) =

σ2y2 ra, y2y3(p) · · · ra, y2yL(p)
ra, y3y2(p) σ
2





ra, yLy1 ra, yLy2(p) · · · σ2yL(p)

Dado que la solucio´n del algoritmo es matema´ticamente compleja, y requiere el ca´lculo
de la inversa de la matriz de correlacio´n espacial, se utilizo´ un me´todo alternativo para
encontrar el error al me´todo mostrado anteriormente. Puede demostrarse que [Benesty
et al., 2008]:






La figura 5.5 describe el flujo del algoritmo.
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Figura 5.5: Diagrama de flujo del algoritmo FSLP utilizado.
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5.5 Multichannel Cross Correlation Coefficient
Se inicio´ calculando para cada iteracio´n de p hipote´tico la matriz de correlacio´n espacial
definida en las ecuaciones (3.24) y (3.29), de igual manera que en el algortimo expuesto
anteriormente, y la matriz de coeficientes de correlacio´n espacial. A diferencia del algo-
ritmo anterior, como se observa en la ecuacio´n (3.38), u´nicamente es necesario el ca´lculo
de la matriz Rˆa(p). La figura 5.6 describe el flujo del algoritmo.
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Figura 5.6: Diagrama de flujo del algoritmo MCCC utilizado.
6Ana´lisis de resultados
6.1 Resultados
Se presentan en las figuras 6.1, 6.2, y 6.3 muestras de las sen˜ales utilizadas para realizar
las pruebas de los algoritmos.
Figura 6.1: Muestra de control de la sen˜al y1(k).
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Figura 6.2: Muestra de control de la sen˜al y2(k).
6.1.1 Correlacio´n Cruzada
Se presentan inicialmente, a modo de control, los resultados obtenidos al calcular la
correlacio´n entre las sen˜ales y1(k) y y2(k) en la figura 6.4.
Las figuras 6.5 6.6 6.7 corresponden a las pruebas realizadas utilizando ruido aleatorio
de media cero. La razo´n sen˜al a ruido indica el nivel de ruido introducido a la sen˜al
y2(k).
Cabe destacar que si bien el algortimo logra encontrar el TDOA para valores de SNR
mayores o iguales a 6dB, se observa una descomposicio´n ra´pida del vector p al incre-
mentar la amplitud del valor de ruido introducido. El impulso claramente observable en
la figura 6.4 se vuelve menos definido conforme se incrementa la amplitud del ruido, y
el algoritmo falla en encontrar el TDOA apropiado cuando SNR < 6dB.
Se analizo´ a continuacio´n el costo computacional de implementar el algoritmo, utilizando
para ello el nu´mero de operaciones requeridas para ejecutarlo. Sea L el nu´mero de
micro´fonos utilizados en el arreglo. La operacio´n ma´s utilizada es la DFT, la cual
puede implementarse utilizando el algoritmo de FFT de Cooley-Tukey. Se fijo´ el largo
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Figura 6.3: Muestra de la sen˜al y2(k), luego de agregar ruido. SNR = 9dB.
del vector anteriormente a una potencia de 2, por tanto, para vectores de taman˜o Q
potencia de 2 como los definidos en la ecuacio´n (5.3), el costo de realizar la transformada
es de Q2 log2(Q) multiplicaciones complejas y Qlog2(Q) sumas complejas, donde cada
multiplicacio´n compleja equivale a cuatro multiplicaciones sencillas y dos sumas simples,
y cada suma compleja equivale a dos sumas simples. Por tanto, el costo de implementar
la FFT para un vector de largoQ es de 5Qlog2(Q) operaciones sencillas. La transformada
debe aplicarse a todas las sen˜ales recibidas de cada sensor, por tanto, el costo total es
de 5LQlog2(Q) [Do, 2009].
Para obtener el vector de correlacio´n cruzada, es necesario realizar una multiplicacio´n
de las transformadas de los vectores, lo cual equivale a una multiplicacio´n compleja, o
seis operaciones sencillas. Finalmente, debe obtenerse la transformada inversa del par
de micro´fonos bajo estudio; esto equivale a 5L2Qlog2(Q) operaciones. Sumando estas al
total obtenido para la FFT, se obtiene 15L2Qlog2(Q) operaciones. Si se asume que no
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Figura 6.4: Vector p de correlacio´n obtenido mediante el uso de CC entre las sen˜ales
y1(k) y y2(k). No se introdujo ruido a la sen˜al y2(k).
6.1.2 MCCC
Se presenta inicialmente en la figura 6.8 el resultado de implementar el algoritmo MCCC
con 2, 4 y 6 micro´fonos en el arreglo, sin introduccio´n de ruido a las sen˜ales.
A continuacio´n, se presenta en la figura 6.9 el resultado de realizar la misma prueba,
introduciendo una sen˜al de ruido, con SNR = 6dB.
Finalmente, se comprobo´ la propiedad de rechazo de canales no correlacionados del
algoritmo MCCC. Para ello, se introdujeron dos sen˜ales completamente compuestas de
ruido no correlacionado a la sen˜al de origen s(k), as´ı como cuatro canales de informacio´n
va´lida con SNR = 6dB. El resultado de la prueba se muestra en la figura 6.10.
El algoritmo alcanza el valor mı´nimo cuando p = τ , au´n ante la introduccio´n de ruido
y sen˜ales no correlacionadas con la sen˜al de control, siendo la respuesta directamente
proporcional a la cantidad de micro´fonos utilizados en el arreglo.
Para el ana´lisis de costo del algoritmo MCCC, es importante notar que la matriz Rˆa(p)
es una matriz Toeplitz, con todos los te´rminos de su diagonal equivalentes entre s´ı.
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Figura 6.5: Vector p de correlacio´n obtenido mediante el uso de CC entre las sen˜ales
y1(k) y y2(k). SNR = 9dB.
Por tanto, una descomposicio´n LU para encontrar su determinante requiere u´nicamente
de L2 operaciones. En el caso de MCCC, se requiere calcular τmax determinantes.
T´ıpicamente, el valor de L (cantidad de micro´fonos) es pequen˜o comparado con el valor
de Q (cantidad de muestras, extendidas para satisfacer las condiciones del teorema
de convolucio´n). Por tanto, el incremento en el nu´mero de operaciones comparado al







Se presenta inicialmente el resultado de implementar el algoritmo FSLP con 2, 4 y 6
micro´fonos en el arreglo, sin introduccio´n de ruido a las sen˜ales, en la figura 6.11.
A continuacio´n, se presenta en las figuras 6.12 6.13 el resultado de realizar la misma
prueba, introduciendo una sen˜al de ruido, con SNR = 6dB.
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Figura 6.6: Vector p de correlacio´n obtenido mediante el uso de CC entre las sen˜ales
y1(k) y y2(k). SNR = 6dB.
Se probo´ a continuacio´n la propiedad de rechazo de sen˜ales no correlacionadas del al-
goritmo. Para ello, se introdujeron dos sen˜ales completamente compuestas de ruido no
correlacionado a la sen˜al de origen s(k), as´ı como cuatro canales de informacio´n va´lida
con SNR = 6dB. El resultado de la prueba se muestra en la figura 6.10.
Se observa una respuesta clara en p = τ au´n ante la presencia de ruido, con la presicio´n
de la respuesta siendo directamente proporcional a la cantidad de micro´fonos utilizados
en el arreglo, aunque la respuesta al ruido presenta mayor cantidad de respuestas de
mayor amplitud al ser comparada con el algoritmo anterior. El algoritmo logra rechazar
sen˜ales no correlacionadas, pero sufre inestabilidad cuando la matriz Rˆa,2:L(p) tiende a
valores cercanos a cero.
El algoritmo FSLP requiere el ca´lculo de P determinantes adicionales y P divisiones con
respecto al ca´lculo del MCCC:
CostoFSLP = 2PL
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Figura 6.7: Vector p de correlacio´n obtenido mediante el uso de CC entre las sen˜ales
y1(k) y y2(k). SNR = 3dB.
Se presenta a modo de resumen la siguiente tabla con las propiedades de cada algoritmo,
comparadas utilizando una razo´n sen˜al-ruido SNR = 6dB.
Porcentaje de error observado Cantidad de operaciones Rechazo de canal
1, 5% 15L2Qlog2(Q) No
−2% 2PL2 + P + 15L2Qlog2(Q) Limitado (Inestable)
0, 5% PL2 + 15L2Qlog2(Q) S´ı
Tabla 6.1: Tabla de comparacio´n de los algoritmos estudiados.
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Figura 6.8: Vector p de correlacio´n obtenido mediante el uso de MCCC para N = 2,
N = 4, N = 6. No se introdujo ruido a las sen˜ales.
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Figura 6.9: Vector p de correlacio´n obtenido mediante el uso de MCCC para N = 2,
N = 4, N = 6. SNR = 6dB.
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Figura 6.10: Vector p de correlacio´n obtenido mediante el uso de MCCC para N = 6,
con y5(k), y6(k) sen˜ales de ruido no correlacionadas con la sen˜al s(k). SNR = 6dB.
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Figura 6.11: Vector p de correlacio´n obtenido mediante el uso de FSLP para N = 2,
N = 4, N = 6. No se introdujo ruido a las sen˜ales.
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Figura 6.12: Vector p de correlacio´n obtenido mediante el uso de FSLP para N = 2,
N = 4, N = 6. SNR = 6dB.
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Figura 6.13: Vector p de correlacio´n obtenido mediante el uso de FSLP para N = 2,
N = 4, N = 6. SNR = 6dB.
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Figura 6.14: Vector p de correlacio´n obtenido mediante el uso de FSLP para N = 6,
con y5(k), y6(k) sen˜ales de ruido no correlacionadas con la sen˜al s(k). SNR = 6dB.
7Conclusiones y Recomendaciones
7.1 Conclusiones
Los algoritmos de fusio´n de vectores de correlacio´n cruzada son capaces de encontrar
el TDOA planteado au´n bajo condiciones adversas de ruido externo introducido a los
micro´fonos, obtenie´ndose una desviacio´n ma´xima de cuatro muestras, lo cual equivale
a un error de 2%. Se observa adema´s que la respuesta de los algoritmos se torna ma´s
definida al incrementar el nu´mero de sensores, pero a su vez, aumenta el nu´mero de
operaciones necesarias para la ejecucio´n del mismo.
Se comprobo´ adema´s la propiedad de rechazo de canales no correlacionados del algoritmo
MCCC, lo cual lo vuelve robusto ante la influencia de ruido [Benesty et al., 2008]. El
algoritmo FSLP no so´lo requiere de una mayor cantidad de operaciones al necesitar el
ca´lculo de un segundo determinante y una divisio´n por cada valor de p a estimar, sino
tambie´n posee el riesgo de experimentar inestabilidades cuando el valor de la matriz
Rˆa,2:L(p) tiende a cero. Esto ocurre cuando una o ma´s de las sen˜ales de entrada no
se encuentra correlacionada con las dema´s, razo´n por la cual este algoritmo no puede
realizar el rechazo de canales no correlacionados en forma confiable.
A partir de los datos experimentales obtenidos y el ana´lisis de costo de los algoritmos
estudiados, se recomienda el uso del algoritmo MCCC como punto de partida para
resolver la meta propuesta, debido a las siguientes caracter´ısticas:
• Es robusto frente a la introduccio´n de ruido.
• Rechaza sen˜ales no correlacionadas con la sen˜al buscada.
• Posee una precisio´n aceptable que puede escalarse de acuerdo a la cantidad y
posicionamiento de los micro´fonos pertenecientes al arreglo.
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• Su costo computacional es similar al costo de implementar la correlacio´n cruzada
sencilla.
El algoritmo presenta una respuesta visiblemente pronunciada en el retardo esperado,
au´n ante la presencia de ruido aleatorio.
7.2 Recomendaciones
Es posible implementar un filtro PHAT como el descrito en las ecuaciones (3.18) y
(3.21), a un costo de Q divisiones adicionales para cada par de sensores, lo cual permite
desensibilizar al algoritmo ante las variaciones de volumen en la fuente. [Zarifeh et al.,
2007]. Existen adema´s otros algoritmos de fusio´n basados en el uso del ca´lculo del
vector propio correspondiente a la matriz de correlacio´n espacial [Benesty et al., 2008],
as´ı como me´todos de mı´nima entrop´ıa. No se estudio´ en el documento presente la opcio´n
de realizar la localizacio´n mediante la informacio´n de potencia del espectro en frecuencia
de la sen˜al de origen [Birchfield and Gangishetty, 2005].
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