ABSTRACT For an active distribution system (ADS) that integrates high levels of distributed generators (DGs), the control dimension of such a wide and dynamic set of resources would become overwhelming. This study proposes a novel pinning group consensus (PGC)-based distributed coordination control to simplify ADS control by using the virtual clusters building block concept. A given ADS is rethought as coupled small virtual clusters, including virtual microgrid clusters and virtual power plant clusters; accordingly, the ADS can be coordinated by controlling a small number of selected pinning agents instead of a huge number of DGs. The predefining of the PGC values for these pinning agents, which comprehensively considers both clusters features and DG capacities, is the most distinguishing work for the proposed control scheme and can lead to effective global coordination in a distributed manner. Simulation cases under normal/disturbed/emergency conditions verify the effectiveness and advantages of the proposed scheme.
I. INTRODUCTION
The concept of an active distribution system (ADS) is recognized as an effective method to utilize the emerging diversity of distributed energy resources (DERs) at significantly high levels of penetration. The basic objective of an ADS is to improve the active characteristics of the distribution networks and enhance the reliability, self-heating, and efficiencies of their energy utilization [1] , [2] . For an ADS with a huge number of distributed generators (DGs), the control and management becomes more challenging because of the uncertainty of the intermittent DGs, the bidirectional power flow, and the diversity of loads [3] . Disturbances or accidents (such as over-voltage, DG plug-in, DG plug-out, or reverse power flow) often occur in the ADSs; thus, the effective control of such disturbances has attracted increasing attention in recent years [3] , [4] .
Various types of control schemes have been proposed to overcome above limitations and bottlenecks, such as the local optimization control scheme of DGs and energy storage systems (ESSs) [5] - [7] , controllable loads (CLs) control [8] , [9] , and hierarchical control [10] , [11] . The principle of hierarchical control is globally accepted as an effective solution: the primary control aims to maintain voltage and frequency stability, the secondary control realizes an optimization control, and the tertiary control considers upper power dispatching [12] , [13] . Many recent studies have focused on improving the hierarchical control:
One feasible improvement is to change the conventional centralized structure into a distributed control structure [14] - [17] . The advantages of a multi-agent system (MAS)-based distributed scheme include the ability to survive uncertain disturbances and distributed data updating, leading to efficient information sharing and eventually a distributed decision-making. Additionally, the distributed structure obviates the need for a central controller and complex communication links and brings the advantage of adaptability to uncertain changes in the communication topology [18] - [20] .
Another feasible improvement is to control an ADS by using virtual clusters building block concept. The Consortium for Electric Reliability Technology Solutions (CERTSs) views clustered generation and associated loads as a microgrid (MG), which can operate in parallel to the grid or as an island [21] . Lasseter [1] also rethought the ADS as coupled MGs and proved the possibility of smart distribution systems using coupled MGs. Many other scholars also believe that an ADS can be divided into a number of virtual clusters to perform control and management [13] .
According to the aforementioned two improvements, the main objective of this study is to achieve distributed global coordination for multiple virtual clusters in an ADS. Furthermore, the motivations for the proposed control are explained in detail below:
A. To Reduce the Control Dimension Generally, it is expensive and challenging to control large number of DGs in an ADS. The control dimension is reduced by reconsidering the ADS as coupled DGs clusters (VMGCs or VPPCs) and implementing the cluster-based control. Hence, the control of a huge number of DGs in an ADS becomes the DCC of a small number of controllable virtual clusters.
B. To Consider Multiple Stakeholders in an ADS
Multiple stakeholders (grid corporations, DG owners) must be coordinated in an ADS [22] , [23] . Thus, two categories of virtual clusters that have distinct features are defined in this study, as shown in Tab. 1. Typically, a VMGC serves as a public power grid; thus, the controllable resources in the VMGCs can be correctly controlled and dispatched [24] . In contrast to a VMGC, a VPPC pays close attention to its entire economic cost and profits, and it will realize economic dispatch among DGs that belong to different owners [25] , [26] . Hence, the VMGCs and VPPCs respond to commands from the distribution network operator (DNO) and implement global coordination and local control in different manners.
C. To Achieve Global Coordination of an ADS in a Distributed Manner via PGC
The commonly used average consensus and pinning control cannot meet the requirements for coordination control for multiple clusters in an ADS. Thus, the pinning group consensus (PGC), which can globally coordinate the whole ADS and seek synchronization locally in each cluster, might be able to overcome the shortcoming.
Inspired by the principle of the three-layered hierarchical control of an ADS [1] , [21] , the idea of pinning control [27] , and the group consensus of a MAS [28] , [29] , a virtual cluster-based DCC using PGC is proposed to coordinate the ADSs in a new way. With the proposed DCC, the global coordination for the VMGCs and VPPCs in an ADS is achieved by predefining the anticipative PGC values; moreover, both the dimension of control and the number of controllers are reduced, and the requirements for central controllers and complex communication topologies are obviated through PGC. More specifically, the main contributions of this study are as follows:
1) Proposal of a virtual cluster-based control method that considers the ADS to be coupled VMGCs and VPPCs and simplifies the control of an ADS by controlling cluster units instead of DG units. 2) Proposal of a PGC-based global DCC among clusters that converts the ADS control (whole system level optimal DNO commands) into the synchronization tracking for the PGC values of agents groups. 3) Proposal of the PGC-based distributed control in clusters that makes good use of the features of the VMGCs and VPPCs themselves and ensures the effect of the global DCC of the entire ADS. The rest of the paper is organized as follows: Section II briefly introduces the PGC with uncertain communication topologies. Section III proposes a multiple virtual clusterbased DCC scheme using PGC for an ADS. Section IV illustrates the simulation results. Finally, conclusions are drawn in Section V.
II. PGC WITH UNCERTAIN COMMUNICATION TOPOLOGIES
The information exchange protocol of MAS, which relies on local information from neighboring agents [30] - [32] , is applied to guarantee the PGC of multiple clusters in an ADS and the cooperative behavior in each cluster. The PGC with uncertain topologies are illustrated as follows:
A. DEFINITION OF A MAS-BASED ADS
Assume that an ADS is a MAS, the communication topology of which is G, and that G consists of p clusters, k = 1, 2, . . . , p, the kth cluster has q k agents, called G 1 , G 2 , . . . , G p , respectively, which are marked by I as follows:
The agents are defined as follows:
where I k is the index mark of the kth agent group, V k is the kth agent group for the kth DG cluster, and v i indicates the value of the ith agent.
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The neighboring set of agent i can then be described as
where ξ indicates the communication links between agents i and j and N k,i is the neighboring set of agent i in the kth cluster.
B. EXPRESSION OF THE UNCERTAIN COMMUNICATION TOPOLOGIES
To express the uncertain communication topologies, a timevarying matrix and a switching sequence S are defined; indicates the agent inter group of the cluster that knows the anticipative consensus state of the kth group. The ith cluster sends information x i to its in-group neighbors and sends informationx i to its inter-group neighbors.
C. THE PGC WITH UNCERTAIN COMMUNICATION TOPOLOGIES
If the agents in V k, m (t) can asymptotically reach its corresponding consensus state as
This indicates that the kth cluster has corresponding group consensus state x * k . The PGC values of the entire ADS can be expressed as
Depending on the anticipative PGC values predefined as (6), the pinning control can then be described as
where u d i, m (t) expresses the pinning control; d i, m (t) is the pinning control gain at time t m ; d i, m (t) ≥ 0; and d i, m (t) = 0 indicates that there is no control over agent i.
Accordingly, the in-group and inter-group information exchange protocol of agent i is defined as follows:
where u c i, m (t) expresses the information exchange of both the in-group and inter-group information exchange at time t m , α i,j, m (t) is the communication coupling weight in-group at time t m , and β i,j, m (t) is the inter-group communication coupling weight at time t m . By combining (7) and (8), all agent groups will converge to the anticipative PGC values asymptotically.
D. STABILITY PROOF
The Lyapunov candidate and its corresponding stability theory are applied to prove the stability of the PGC with uncertainty topologies. First, we define the control error as
The control of agent i in (7) and (8) can be rewritten in terms of e i aṡ
Hence, the PGC will be reached when
Next, we define the communication coupling weight as
The communication coupling weights of the whole ADS can be described in matrix form as
Additionally, we define two diagonal matrices as
Finally, the stability proof can be derived bẏ
The above stability proof yields the fact that all agents can reach the PGC values asymptotically only when
where
III. PROPOSED CONTROL SCHEME
The proposed DCC scheme is implemented based on the aforementioned PGC algorithm in Section II and the virtual cluster concept, that is, the VMGCs and VPPCs described in Section I. The proposed scheme converts the global control of an ADS into a PGC-based DCC for multiple VMGCs and VPPCs. The main steps of the implementation of the proposed control scheme are illustrated in Fig. 1 and Tab. 2 as follows:
A. OPERATE A VIRTUAL CLUSTERING TO PARTITION A GIVEN ADS INTO VMGCs AND VPPCs
Recall that the proposed DCC is implemented for an ADS that contains multiple VMGCs and VPPCs. A virtual clustering that partitions an ADS according to its associated geographical distribution and electrical structure is briefly VOLUME 6, 2018 used, as shown in Fig. 1 . In fact, a given ADS is geographically divided into many power supply subareas. Hence, the virtual clustering in this study is achieved based on the subareas: if the DGs in a subarea belong to the utility, then it is defined as VMGC, but if the DGs in a subarea belong to customers, then it is defined as VPPC. A VPPC is used to respond to upper-level DNO commands while maximizing the profits of local DGs.
B. FORM A DISTRIBUTED NEIGHBORING COMMUNICATION ARCHITECTURE
To implement the proposed PGC-based DCC for multiple VMGCs and VPPCs in an ADS, a distributed neighboring communication architecture must be built, as shown in Fig. 1 . The main objective of presetting the in-group and inter-group agents is to improve and simplify the information exchange process. Moreover, the pinned agents described in (7) are applied to further reduce the number of controllers and the dependence on communication topologies. More specifically, the selection of pinned agents in this study considers three points: 1) the stability constraint in (17) should be satisfied; 2) the pilot nodes in the cluster are preferred as the pinned agents because they can reflect the voltage level of the selected cluster and possess adequate power control ability; and 3) the pinned agents are different from inter-group agents, as both inter-group and in-group agents can be pinned. When the in-group, inter-group and pinned agents have been set, the information exchange protocol of PGC is applied to ensure information can be exchanged and shared among the MAS as follows:
Accordingly, the DCC will be implemented based on the predefined PGC value x * k for the kth cluster. To distinguish the two types of clusters in ADSs, the subscript c (c = 1, 2) are added to mark the VMGCs and VPPCs, respectively. The control parameters of VMGCs and VPPCs are illustrated in Tab. 3: 
C. PREDEFINE THE ANTICIPATIVE PGC VALUES
By transferring the total power imbalance Q * TOT and P * TOT to the PGC values Q * k,c and P * k,c of multiple clusters, the global coordination control of the ADS is converted into the synchronization seeking of these PGC values. Hence, predefining the PGC values is the key issue for the proposed DCC. Two aspects must be considered: 1) it should account for the global coordination of the whole ADS and the local control capacity of each cluster as well as the control features of the VMGCs and the VPPCs; and 2) it should consider the coordination among the clusters and other existing controllers in an ADS, such as automatic voltage control (AVC).
Recall that the DNO is responsible for the technical operation of an ADS in a medium-or low-voltage power supply area in which more than one ADS may exist. Thus, the commands from the DNO can be regarded as the optimal commands calculated from the upper distribution management system (DMS). As a result, both the power commands from the DNO and the local power imbalance are evaluated as the total power imbalance, as shown in Tab. 4 .
Also shown in Tab. 4, four related parameters, named the cluster capacity, the participation factors, the total number of nonzero elements and the cluster distribution coefficients, are defined to determine the appropriate PGC values for multiple clusters. First, the reactive and active power capacities of the i, cth DG or CL, σ Q i,c and σ P i,c , respectively, are locally evaluated by associated agents and the total capacity of the k, cth cluster σ Q k,c and σ P k,c can be discovered by average consensus in each cluster, as in [16] and [24] . Second, the participation factor ω i,c is locally determined to mark the agent that participates in the implementation of the proposed DCC, and the value of participated is set one to 1; otherwise, set it to 0. Third, the cluster distribution coefficients λ P k,c and λ 
Hence, the predefinition of the anticipative PGC values for VMGC and VPPC is derived by
When the above predefining process is completed, the VMGCs and VPPCs implement the proposed DCC according to the associated PGC values and take advantage of the concepts of VMGCs and VPPCs. Compared with the conventional control method of an ADS, the proposed control scheme simplifies the implementation of many ADS functions. Note that, for the proposed DCC in an ADS, the reactive power of the DGs is considered to be the major adjustable resource, as generally, the converters of the DGs have considerable surplus capacity that can provide reactive power under the adjustable range of the power factors (cosϕ, between ±0.95 in this study). More importantly, the proposed DCC can utilize the reactive power of DG converts in an ADS; this will be beneficial to optimize voltage distribution, decrease power network loss and promote the consumption of multiple renewable energy forms in an ADS.
D. DCC FOR MULTIPLE CLUSTERS 1) VMGCs
To achieve the PGC values Q * k,1 and P * k,1 of the k,1th VMGC, the VMGC implements the PGC-based distributed cooperative control as
The control parameters are defined in Tab. 3; when the synchronization of (21) is completed, the DGs in the k,1th VMGC reach the predefined PGC values. With this control, the VMGC not only meets the requirements of the DNO but also resolves local disturbances, faults, or islanding within the cluster locally. In this manner, by using the concept of a VMGC in an ADS, the characteristics of the MGs, such as stability, flexibility, islanding operation and self-healing, are all developed.
2) VPPCs
A VPPC must respond correctly for the PGC values while implementing an economic power distribution based on marginal costs (MCs) in a cluster. To satisfactorily meet these two objectives, the PGC values of the k,2th VPPC Q * k,2 , P * k,2 are set as the equality constraints for distributed economic optimization as
Accordingly, the entire process of the PGC-based distributed economic dispatch of the k,2th VPPC can be illustrated in detail as follows:
The objective is to minimize the total cost of the operation while meeting the PGC values as are the quadratic cost functions [26] ; hence, the MCs of the C Q i,2 and C P i,2 can be determined by
where ρ Q i,2 and ρ P i,2 express the MCs of the reactive and active power generation, respectively, of the i, 2th DGs in the k,2th VPPC and µ Q,1 , µ Q,2 , µ P,1 , and µ P,2 are constants, the values of which are set to 0.5, 1, 0.5, and 1, respectively, in this study.
4) Distributed Optimization Solution
The objective defined in (23) is reached when the MCs reach average consensus as ρ P * k,2 and ρ Q * k,2 [26] . The distributed optimization process of a VPPC using the concept of MC can be described aṡ
To achieve an average consensus, as in [27] , all the elements in D m (t) are set as 0, causing the agents to converge to the average value without pinning. When this average consensus is reached, the power control reference changes for the reactive and active power control can be derived by
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Overall, the predefined PGC values in (20) are set according to the distinguishing operation conditions of the corresponding clusters, including the capacities of both the VMGCs and VPPCs, the adjustable range of cosϕ, the capacities of DGs and CLs, the MCs of the DGs, and the number of participated agents. Thus, the entire ADS will reach a new cooperative state by using the proposed DCC described in (21), (22)- (26), and each cluster in the ADS will converge to the anticipated PGC values considering its own requirements, instead of all agents converging to a common value by using the conventional consensus, as observed in [16] , [24] , and [27] .
IV. SIMULATION RESULTS
The IEEE 123-bus ADS in Fig. 2 [33] was selected as the simulation system, and the proposed scheme was embedded on PSCAD/EMTDC and MATLAB platforms [24] , [27] . 
A. PROPOSED CONTROL SCHEME UNDER NORMAL CONDITION
The communication topology of the simulated ADS for Case A is shown in Fig. 3 , where an agent can only communicate with its immediate neighboring agents in the communication topology.
Initially, the ADS works in a stable state, and all DGs work in active and reactive power control (PQ control) mode. When t = 1 s, the reactive power commands from the DNO change in the tertiary control layer; therefore, the proposed DCC is used to achieve the global coordination of the whole ADS.
First, the entire ADS is divided into four clusters using the virtual clustering method described in Section III.A; hence, one virtual cluster has less influence on its neighboring clusters, and it could work independently more easily.
Second, the PGC values of VMGCs and VPPCs are adjusted based on the changes in reactive power command from the DNO Q * DNO , depending on (19) and (20). Thus, each cluster implements the proposed DCC to compensate for the reactive power changes of the DNO. Third, with above determined PGC values for VMGCs, the DGs in VMGC1 and VMGC2 adjust their reactive power outputs to synchronize the pinned agents A 8 and A 12 through the distributed information exchanging, as described in (18) . As can be observed from Fig. 4 , the reactive power outputs of the DGs are brought to the anticipative values when the predefined PGC value is reached, as illustrated in (21) . In this way, the VMGCs in the ADS work to make up for the changes of the DNO demands in a distributed manner. For the VPPCs, the DGs adjust their associated reactive power outputs based on the PGC-based distributed economic optimization considering the MCs of the DGs, as described in (22)- (26) . During the distributed optimization, the PGC values are set as the equality constraint for optimization to meet the DNO requirements, as in (22) . When the MCs of all the DGs in the VPPCs reach the average consensus values, the distributed optimization can be achieved. Next, the new reactive power reference values are calculated, as illustrated in (26) , and these power reference changes are sent to the participating DGs in VPPC1 and VPPC2 after 0.05 s.
Finally, global coordination of the entire ADS is realized when the PGC values are reached, and the ADS works in a new stable state after 1.3 s, as shown in Fig. 4 .
To further highlight the effectiveness of the proposed DCC in normal conditions, other changes of the reactive power commands of the DNO are considered at t = 3 s. The predefined PGC values of three participated clusters change accordingly, while VPPC1 becomes inactive and remains unchanged.
We observe from the curves at 3-4 s in Fig. 4 that the changes of the reactive power outputs of the DGs in VMGC1 and VMGC2 asymptotically converge to the predefined PGC values. Additionally, VPPC2 implements the PGC-based economic distribution at t = 3.05 s by the calculation in (26) , and the DGs absorb or release reactive power to optimize the voltage distribution. Consequently, the ADS can respond well to the upper DNO command changes and adaptively provide voltage control support by using the proposed control scheme.
B. PROPOSED CONTROL SCHEME UNDER DISTURBED CONDITION
In this case, the intentional islanded operation control of the VMGC is simulated to demonstrate the advantages and effectiveness of the proposed DCC under disturbed condition. The communication topologies of Case B are also illustrated in Fig. 3 .
In this case, VMGC2 disconnects from the main grid at t = 1 s. Moreover, when t = 3 s, an overload accident occurs in the islanded VMGC. Using the proposed DCC described in (21) , VMGC2 implements the DCC under both the islanding and islanded modes. First, the PGC values of VMGC2 Q * k,1 and P * k,1 drop to zero after the intentional islanding, and the power of the point of common coupling (PCC) Q * island and P * island are set as the new anticipative consensus values of the islanded VMGC. Accordingly, the DGs in the islanded VMGC2 change the corresponding power outputs to maintain the balance of supply and demand, as in (21) . The islanded VMGC2 operates in a stable state when the newly adjusted PGC values are reached after 1.5 s, as shown in Fig. 5 . Additionally, the islanded VMGC2 adjusts its anticipated PGC consensus values according to the amount of overload and implements the proposed DCC after 3 s. In Fig. 5 , it is clear that the voltages of all DGs can be regulated in the normal range by the proposed control.
C. PROPOSED CONTROL SCHEME UNDER EMERGENCY CONDITION
To verify the control capabilities of the DGs and CLs under emergency condition, we assume that the superior control schemes, such as SVC and OLTC, do not act at that moment. Thus, the proposed DCC is then applied to support system control under emergency operating conditions. The CL control scheme, which takes advantage of the CLs (such as airconditioners, and refrigerators), is an effective emergency control scheme for maintaining the stability of the ADS. Therefore, the DCC uses the CLs as emergency control is simulated in this scenario. The voltage level of the whole ADS is high, and all four clusters experience overvoltage problems. The voltage control performances of the proposed DCC for the CLs of all clusters are shown in Fig. 6 . In Fig. 6 , when t = 1 s, the proposed DCC acts to absorb the reactive power by the DG converts to support the voltage in all clusters; however, the voltage level is still high, even when the reactive power reaches the maximum value (assume that the threshold value of cosϕ is −0.95), as shown in Fig. 6 22 ) participate in the DCC under this emergency scenario, and the load control of the CLs acts to maintain the stability and decrease the voltage of all clusters. Through the proposed DCC for CLs, the whole ADS achieves a global cooperation, considering the characteristics of four different clusters, and the voltage of all the DGs in four clusters are controlled and decrease below the threshold value 1.10 p.u., as also illustrated by the curves at 1.5-2.0 s in Fig. 6 .
V. CONCLUSION
This study proposed a new PGC-based DCC for virtual clusters in an ADS. The new PGC-based DCC breaks an ADS into small VMGCs and VPPCs and achieves PGC-based DCC to coordinate these multiple clusters. Simulation results under normal, disturbed and emergency conditions demonstrated the advantages of the proposed control scheme: 1) it simplifies many ADS functions by using virtual cluster concepts, leading to superior system stability, flexibility and self-healing; 2) it achieves the global coordination control of the whole ADS in a fully distributed manner by PGC; and 3) it makes full use of the features and advantages of the VMGCs and VPPCs and improves the local autonomy in clusters.
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