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Resum
L’objectiu d’aquest treball de fi de grau e´s l’estudi dels possibles para`metres que deter-
minen, a trave´s de la seva optimitzacio´, les propietats que presenten xarxes reals. En
concret s’ha considerat la xarxa d’aeroports dels Estats Units amb dades corresponents
a l’any 2001. Cada aeroport e´s un node de la xarxa i conte´ la segu¨ent informacio´: el nom
de l’aeroport, les seves coordenades i les operacions que efectua en un any.
L’estudi es basa en generar una xarxa aleato`ria amb els mateixos nodes i, consequ¨ent-
ment, la informacio´ de cada un d’ells, pero` amb connexions entre nodes a l’atzar. Les
propietats d’aquesta xarxa so´n, lo`gicament, molt diferents a les de la xarxa real. Per
aquest motiu i per tal d’aconseguir una xarxa similar a l’original, cal considerar un proce´s
d’optimitzacio´ que es realitza mitjanc¸ant el me`tode del llindar (threshold accepting).
Aquest algorisme efectua canvis en les connexions optimitzant una determinada funcio´
de cost de manera que el proce´s permeti trobar una xarxa final amb propietats com les
de la xarxa real considerada: petit mo´n, una distribucio´ de graus segons la mateixa llei
potencial, etc.
Les funcions de cost que s’han analitzat es basen en la centralitat (importa`ncia relativa)
dels nodes i s’han considerat diverses centralitats basades en el nombre de camins entre
nodes (camins curts, tots els possibles), passeigs aleatoris, models de ca`rrega, etc. La
funcio´ de cost tambe´ te´ en compte les coordenades i el nombre d’operacions associats a
cada node. Per poder realitzar me´s ra`pidament el proce´s d’optimitzacio´, s’han considerat
xarxes reduı¨des extretes de la xarxa d’aeroports real. Un cop determinades les millors
funcions de cost, s’ha aplicat el proce´s d’optimitzacio´ a la xarxa completa.

Title : Optimization of interconnection networks. Application to an airport’s network
Authors: Montserrat Monjo Cursach
Advisor: Francesc Comellas Padro´
Date: September 7, 2017
Overview
The purpose of this degree’s final project is the study of those parameters that determine,
after their optimitzation, the properties of a network. We will focus on the optimitzation of
the airports network of the United States of 2001. Each airports is represented by a node,
which contains this information: name of the airport, coordinates and the total number of
airport’s operations during a year.
The study is based on the creation of a random network. It has the same nodes but they are
connected randomly. For this reason, its properties are very different to the real network
properties. Hence, an optimitzation process should be apllied: threshold accepting.
The algorithm performs an optimitzation to a certain cost function by making changes to
the connections between nodes. Therefore, a final network with properties of small-world,
a degree histogram which follows a potential law (both properties of real networks), etc, is
achieved.
Seven cost functions have been used and each of them is formed by one centrality. The
centralities used are based on the paths between nodes, load models, etc. Moreover, the
number of airport’s operations and its coordinates have been took into account. To prove
the correct performance of the algorithm, four reduced networks has been generated from
the real network. Once the results are obtained, the optimization of the airports network of
USA has been performed by using the cost functions that works properly for this case.
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INTRODUCCIO´
Les xarxes estan molt presents arreu: des de la unio´ ordenada d’a`toms per a formar una
mole`cula fins a les relaciones que s’estableixen entre individus. Una xarxa representa
la relacio´ (enllac¸os) que existeix entre un cert conjunt d’elements (nodes). Observant el
mo´n que ens envolta es poden trobar exemples: carreteres que connecten un conjunt de
ciutats; cables que permeten la connexio´ entre ordinadors; rutes establertes per tal de
connectar aeroports...
L’estudi de les xarxes en el camp de les matema`tiques es coneix com teoria de grafs i va
ne´ixer l’any 1736 amb la publicacio´ de la resolucio´ del problema dels ponts de Ko¨nigsberg
pel matema`tic suı´s Leonhard Euler. En aquesta citutat el riu Pregel travessava la ciutat
i envoltava una illa anomenada Kneiphof. Per tal de comunicar totes les zones va ser
necessa`ria la construccio´ de set ponts (figura 1).
Figura 1: Ponts de Ko¨nigsberg (1736) Figura 2: Graf que representa el problema
La qu¨estio´ que van fer-se era si podia trac¸ar-se una ruta a trave´s de la ciutat que creue´s
nome´s un cop per cada pont (el que es coneix ara com camı´ euleria`). Euler va ser el
primer que va analitzar-ho matema`ticament: va associar les zones a punts (ve`rtexs) que
estaven connectats mitjanc¸ant lı´nies (branques), les quals es corresponien amb els ponts
(figura 2). D’aquesta manera, va arribar a una se`rie de conclusions generals sobre les
xarxes d’aquest tipus: si me´s de dos ve`rtexs tenen grau senar, un camı´ euleria` no e´s
possible; si dos ve`rtexs tenen grau senar i la resta el tenen parell, un camı´ euleria` pot
existir si comenc¸a en un dels ve`rtexs amb grau senar i acaba en l’altre; si tots els ve`rtexs
tenen grau parell, existeix un camı´ euleria` i, a me´s a me´s, tambe´ un circuit euleria` (un
camı´ que comenc¸a i acaba en el mateix ve`rtex).
Aquell moment correspon, com s’ha comentat, a l’inici de l’estudi de les propietats ma-
tema`tiques de xarxes. En els darrers anys l’intere´s s’ha centrat en l’ana`lisi de xarxes
reals com facebook, twitter, internet, la WWW, la xarxa ele`ctrica, la xarxa d’aeroports, etc.
Aquestes xarxes presenten molt sovint unes propietats comunes: dista`ncies mitges curtes
entre nodes, un agrupament de nodes o clustering elevat, una distribucio´ de graus que se-
gueix una llei potencial, etc. S’han proposat models com, per exemple, els ja cla`ssics de
Watts i Strogatz o el model de Baraba´si i Albert, i tambe´ me`todes d’optimitzacio´ que per-
metin explicar el proce´s de generacio´ de la xarxa. En aquest treball de fi de grau s’estudia
aquest proce´s en el cas de la xarxa d’aeroports.
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CAPI´TOL 1. GRAFS: DEFINICIONS
Una xarxa, tambe´ coneguda com a graf, e´s una representacio´ en forma de diagrama del
sistema d’interconnexions entre nodes (ve`rtexs), a partir d’un enllac¸ (aresta) per a cada
parell de nodes.
Figura 1.1: Graf
Tal i com pot veure’s en la figura 1.1, els cercles (v1, v2, v3, v4, v5) es corresponen amb
ve`rtexs i les lı´nies que uneixen els cercles, amb arestes (e1, e2, e3, e4, e5, e6, e7, e8).
Aixı´, es pot definir l’ordre del graf com el nombre de ve`rtexs que te´, n = |V | i la mida
com el nombre d’arestes que el formen, m = |E|. A la figura 1.1 pot establir-se l’ordre
i la mida, essent 5 i 8, respectivament. Quan un graf no te´ cap aresta e´s un graf buit,
mentre que si no te´ cap ve`rtex e´s un graf nul. Si u´nicament esta` format per un ve`rtex
es denomina graf trivial. En ocasions, les arestes tenen associat un nombre real, w(e),
conegut com el seu pes (figura 1.2). Aleshores, el graf vendra` definit per G= (V,W, f ) on
W = {w1,w2, ...,wm} e´s el conjunt dels pesos de cada camı´. A me´s a me´s, aquest graf
e´s un graf dirigit, ja que la direccio´ de les arestes ve donada.
Figura 1.2: Graf amb pesos
En cas que en un graf es permeti me´s d’una aresta per connectar un parell de nodes
i la connexio´ d’un ve`rtex amb ell mateix a partir d’una aresta (fet que es coneix com
bucle), s’anomena multigraf. En canvi, es defineix un graf simple quan no te´ arestes
paral·leles ni bucles. Les arestes paral·leles so´n aquelles que connecten els mateixos
ve`rtexs, anomenats ve`rtexs extrems, mentre que les arestes adjacents so´n aquelles que
comparteixen un ve`rtex extrem (anomenat ve`rtex adjacent).
S’associa a la xarxa G la matriu d’adjace`ncia, A(G). Aquesta esta` formada pel nombre
d’arestes que uneixen vi i v j (figura 1.3).
El nombre d’arestes que tenen el ve`rtex v com a ve`rtex extrem e´s el que determina el seu
grau (dG(v)). S’indica el mı´nim i el ma`xim grau de v com δ(G) i ∆(G), respectivament.
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Figura 1.3: Matriu d’adjace`ncia de G
Aquest ve donat pel segu¨ent teorema, el qual implica que el nombre de ve`rtexs de grau
senar sigui parell:
∑
v∈V
d(v) = 2ε (1.1)
On ε e´s el nombre de columnes de la matriu d’incide`ncia 1.
Aixı´, de l’exemple de la figura 1.1, el grau de v4 e´s 3. Si el grau e´s 0, es coneix com a
ve`rtex aı¨llat ; si el grau e´s 1, es tracta d’un ve`rtex fulla (v1).
Matema`ticament, un graf es defineix com G = (V, E, f). Aquest esta` constituit per un
conjunt de ve`rtexs, V, un conjunt d’arestes, E, i una funcio´, f, que relaciona una aresta de
G amb un parell no ordenat (i no necessa`riament diferents) de ve`rtexs de G:
G = (V, E, f)
On,
V = {v1, v2, v3, v4, v5}
E = {e1, e2, e3, e4, e5, e6, e7, e8}
Definint f com la funcio´ que implica que dos ve`rtexs estiguin units per una determinada
aresta:
f (e1) = v1v2 f (e2) = v2v3 f (e3) = v3v3 f (e4) = v3v4
f (e5) = v2v4 f (e6) = v4v5 f (e7) = v2v5 f (e8) = v2v5
S’anomena camı´ aquell recorregut que comenc¸a al ve`rtex u i acaba al ve`rtex v sense
passar dos cops per la mateixa aresta. Es defineixen dos tipus de camins: si tots els
ve`rtexs (no necessa`riament totes les arestes) del graf estan inclosos es tracta d’un camı´
hamiltonia`, mentre que si totes les arestes (no necessa`riament tots els ve`rtexs) del graf
estan incloses en el camı´ es coneix com camı´ euleria`. En el cas que el ve`rtex inicial i el
ve`rtex final sigui el mateix, es coneix com a circuit.
1Matriu composta pel nombre de cops que vi i e j so´n incidents (vi e´s extrem de l’aresta e j)
CAPI´TOL 2. XARXES COMPLEXES
Les xarxes complexes estan molt presents en quasi tots els aspectes de la nostra vida,
des del mo´n tecnolo`gic i les xarxes socials, fins a les xarxes biolo`giques. El seu estudi
e´s essencial per tal de determinar el seu comportament, crear models i millorar les seves
propietats a partir de modificacions adients.
2.1. Tipus de xarxes
A continuacio´ s’expliquen alguns exemples de xarxes complexes.
2.1.1. Xarxes biolo`giques
Un tipus de xarxes que formen part de la naturalesa i de l’anatomia dels e´ssers vius so´n
les xarxes biolo`giques. En una d’aquestes xarxes pot representar-se la interaccio´ fı´sica
entre proteı¨nes, entre gens o be´ entre proteı¨nes i gens, com a consequ¨e`ncia de les forces
fı´siques establertes entre aquests. Una altra xarxa biolo`gica e´s aquella que representa
l’intercanvi d’energia o be´ de massa entre mol·le`cules, ja sigui per una reaccio´ o per una
sequ¨e`ncia metabo`lica. A nivell anato`mic, pot establir-se la interconnexio´ entre neurones
com una xarxa, aixı´ com el sistema circulatori i el sistema nervio´s.
2.1.2. Xarxes socials i econo`miques
Una xarxa important e´s la xarxa social. Aquesta es produeix per les relacions socials
establertes entre individus: des de relacions d’amistat a relacions de treball, passant per
les relacions ı´ntimes. La xarxa social e´s un focus d’estudi important per tal de cone´ixer un
altre tipus de xarxa: la xarxa de la propagacio´ d’una epide`mia [23].
Les xarxes econo`miques so´n tambe´ xarxes socials, pero` amb la petita difere`ncia que no
es tracta d’individus en particular, sino´ d’empreses o paı¨sos. Aixı´, a partir de les intercon-
nexions entre aquests, pot determinar-se l’intercanvi econo`mic establit.
2.1.3. Xarxes tecnolo`giques
Aquest tipus de xarxes engloba la xarxa ele`ctrica, la xarxa telefo`nica i la xarxa de trans-
port, entre d’altres. Aquesta u´ltima pot ser generada per la proximitat geogra`fica entre
regions (carreteres, vies de tren...) o be´ per la xarxa de transport aeri.
En la figura 2.1 pot veure’s que els aeroports estan connectats si hi ha un vol directe entre
ells. A me´s a me´s, aquells aeroports que presenten una major capacitat per a realitzar
operacions so´n aquells que tenen una major ca`rrega de connexions.
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Figura 2.1: Xarxa d’interconnexions entre aeroports d’Estats Units [1]
2.1.4. Xarxa de computadors
La xarxa de computadors e´s un conjunt d’equips (ordinadors o dispositius) que es con-
necten entre ells a partir de cables, senyals o ones, tots ells mitjans de transports de
dades per tal de transmetre informacio´, serveis... Cada un dels computadors connectats
a la xarxa s’anomena node. Aquests tipus de xarxes es classifiquen segons la cobertura
(PAN, LAN, MAN i WAN), topologia (estrella, anell, bus, jera`rquica i hı´brida) i la relacio´
funcional(client-servidor i igual-igual).
2.1.5. Xarxes tecnolo`giques virtuals: World Wide Web
El WWW (World Wide Web) e´s la xarxa formada per les pa`gines HTML (HyperText Markup
Language) que poden veure’s emprant un navegador. En aquest cas no es tracta de nodes
fı´sics, com en els casos anteriors, sino´ de nodes lo`gics: les pa`gines. Aquestes empren el
llenguatge HTML, el qual conte´ uns camps anomenats anchor tags1, de manera que e´s
possible crear hipervincles a un altre document de la web. Aixı´, quan l’usuari clica en un
d’aquests camps, el navegador carrega l’URL (Uniform Resource Locator )2 especificada
a l’hipervincle. Aleshores estem parlant d’una connexio´ directa entre dues pa`gines.
2.2. Propietats principals
Per tal d’estudiar els sistemes complexos cal analitzar la seva estructura. Degut al seu
comportament com a xarxes complexes, la seva estructura s’estudia com a tal. D’acord
amb aixo`, a partir de les caracterı´stiques de la xarxa es poden establir les propietats del
sistema.
1Etiqueta HTML que permet definir les paraules que poden clicar-se d’un hipervincle
2Localitzador que permet accedir o localitzar qualsevol recurs de la xarxa des del navegador web
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2.2.1. Dista`ncia
La dista`ncia, d(i, j), e´s el nombre d’arestes requerides en el camı´ me´s curt per anar de
i a j en un graf. En cas que cada aresta tengui un pes, el camı´ o`ptim sera` aquell que
comporti una suma total de pesos menor. Aixı´ mateix, es pot definir la dista`ncia suma,
s(i), tambe´ coneguda com la dista`ncia total del node i, com
s(i) = ∑
j∈V (G)
d(i, j) (2.1)
Per a determinar la dista`ncia mitjana del graf cal calcular el promig de la dista`ncia u´nicament
per a les parelles de ve`rtexs que estan connectats, la qual ve donada per
l =
1
n(n−1) ∑i, j∈V (G)
d(i, j) (2.2)
Dues matrius poden generar-se, segons si el graf e´s dirigit o no, a partir de la dista`ncia
me´s curta entre nodes.
Figura 2.2: Dista`ncies en xarxes dirigides i no dirigides
Es defineix l’excentricitat d’un node, e(i), com la ma`xima dista`ncia entre aquest i qualsevol
altre node.
e(i) = max
x∈V (G)
{d(i,x)} (2.3)
La ma`xima excentricitat entre els nodes de la xarxa es coneix com el dia`metre d’aquesta,
diam(G) = max
x,y∈V (G)
{d(x,y)}. El radi ve donat per la mı´nima excentricitat del nodes.
Aquell node l’excentricitat del qual e´s igual al radi s’anomena central.
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2.2.2. Coeficient d’agrupament
Figura 2.3: Clustering del node i
El coeficient d’agrupament, tambe´ conegut com
clustering, e´s aquell que do´na la informacio´ sobre
quants veı¨ns del ve`rtex i estan connectats entre ells.
Per tal de calcular el seu valor (figura 2.3), cal fixar
un node: u, i cone´ixer el seu grau: 4. Finalment,
es determina el nombre de connexions establertes
entre els veı¨ns de i : 2. A partir de l’equacio´ 2.4 es
troba que el coeficient d’agrupament e´s 1/3.
Ci =
2Ni
ki(ki−1) (2.4)
On Ni e´s nombre d’enllac¸os entre veı¨ns de i i ki el grau del ve`rtex i
El coeficient d’agrupament de G vendra` donat pel promig del valor individual d’aquest per
a cada node del graf.
C =
1
n
n
∑
i=1
Ci (2.5)
El coeficient d’agrupament, per a ambdo´s casos, esta` dintre del rang 0 6C 6 1. Si e´s 0
implica que els ve`rtexs adjacents a u no estan connectats entre sı´, mentre que si e´s 1 tots
els ve`rtexs adjacents a i tambe´ presenten enllac¸os entre ells.
Una segona opcio´, me´s gra`fica, per calcular-ho e´s la segu¨ent.
Ci =
# triangles connectats a i
# triples centrats en i
(2.6)
En la figura 2.3 es pot observar que hi ha 2 triangles connectats al ve`rtex i dels 6 possibles.
Aleshores, s’arriba al mateix valor que anteriorment: 2/6 = 1/3.
2.2.3. Distribucio´ de graus
Tal i com es comenta al capı´tol 1, el grau d’un node e´s igual al nombre de nodes adjacents
a aquest. En grafs dirigits, es pot diferenciar entre els enllac¸os entrants i els enllac¸os
sortints, aixı´ com el grau total obtingut a partir de la suma d’ambdo´s.
La distribucio´ de graus ve donada per la representacio´ de la probabilitat que un node
escollit a l’atzar tengui grau k (p(k) = n(k)/n) en funcio´ de k. Les xarxes reals solen
presentar una distibucio´ que segueix una llei potencial, P(k)∼ k−γ, les quals es coneixen
com scale-free, tot i que per a xarxes aleato`ries el model d’Erdo¨s-Re´nyi va predir que la
distribucio´ de graus segueix una distribucio´ de Poisson.
P(k) =
e−z zk
k!
(2.7)
On k e´s el grau del node i z el grau mig, 〈k〉.
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En la figura 2.4 poden veure’s els dos tipus de distribucions.
(a) Distribucio´ de Poisson (b) Distribucio´ de llei potenial
Figura 2.4: Distribucions de grau segons una distribucio´ de Poisson i una llei potencial
2.2.4. Correlacio´ entre graus
Tot i que en una xarxa aleato`ria s’assumeix que no hi ha correlacio´ entre graus de nodes
veı¨ns, en moltes xarxes reals s’estudia com estan connectats els nodes amb un determinat
grau a la xarxa. D’aquest s’obte´ que en xarxes on els nodes de grau major tendeixen a
connectar-se entre ells, resulta una correlacio´ positiva, mentre que en xarxes on els nodes
de major grau es connecten a nodes amb menor grau presenten una correlacio´ negativa.
Newman proposa` la definicio´ d’un coeficient per a explicar aquest comportament. La
distribucio´ del grau excedent q(k j), essent k+ 1 el grau total, ve donada pel grau del
node, ki, i el grau del node al qual esta` connectat, k j, aixı´ com per la probabilitat que un
node escollit a l’atzar tengui grau k j.
q(k j) =
(k j+1)p(k j+1)
∑i kip(ki)
(2.8)
Definint, tambe´, el coeficient d’aparellament com
r =
∑kik j kik j[e(kik j) − q(ki)q(k j)
σ2q
(2.9)
On σq e´s la desviacio´ esta`ndard de la distribucio´ q(k j). Ara be´, aquest no es pot definir
per a xarxes regulars 3.
En cas que es tracti de xarxes dirigides aquest coeficient e´s el coeficient de correlacio´ de
Pearson dels graus dels nodes en ambdo´s extrems de l’enllac¸.
r =
m−1∑e ki(e)k j(e)−
[
m−1∑e 12 [ki(e)+ k j(e)]
]2
m−1∑e 12 [k
2
i (e)+ k
2
j(e)]−
[
m−1∑e 12 [ki(e)+ k j(e)]
]2 (2.10)
On e e´s l’enllac¸ tal que el grau dels seus extrems so´n ki(e) i k j(e), i m e´s la mida del graf.
3Tots els ve`rtexs de la xarxa tenen el mateix grau.
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2.2.5. Centralitat de proximitat
Una forma de mesurar la centralitat d’un node e´s fer-ho a partir de la centralitat de pro-
ximitat (closeness centrality). Aquesta permet mesurar el grau de proximitat d’un node
respecte de la resta de nodes que formen el graf. El seu ca`lcul ve donat per la inversa de
la suma dels camins me´s curts des del node d’estudi fins a la resta de nodes.
CC(i) =
n−1
s(i)
(2.11)
On n e´s el nombre de nodes i s(i) e´s la suma de dista`ncies.
En la figura 2.5 poden veure’s els valor de la centralitat de proximitat dels nodes.
Figura 2.5: Centralitat de proximitat
2.3. Models
Durant anys s’han desenvolupat nombrosos models per tal de generar xarxes amb propi-
etats semblants a les reals: clustering elevat, dista`ncies mitges curtes i distrubucions de
grau segons una llei potencial. A continuacio´ se’n detallen tres d’ells.
2.3.1. Model d’Erdo¨s-Re´nyi
El model que van proposar els matema`tics hongaresos Paul Erdo¨s (1913-1996) i Alfre´d
Re´nyi (1921-1970) e´s per a xarxes aleato`ries, i a vegades es coneix com el model cla`ssic
dels grafs aleatoris. El model parteix de n nodes aı¨llats. Segons una determinada proba-
bilitat p> 0 cada parell de nodes es connecta mitjanc¸ant un enllac¸. Consequ¨entment, un
graf aleatori d’Erdo¨s-Re´nyi s’escriu com G(n, p), on n e´s el nombre de ve`rtexs de la xarxa
i p e´s la probabilitat que existeixi una aresta (i, j) per a tot i, j. Al tractar-se d’enllac¸os que
ve´nen donats segons una determinada probabilitat, les xarxes resultants seran diferents i,
per tant, presentaran propietats distintes.
Les xarxes aleato`ries d’aquest model s’obtenen de la segu¨ent manera. Es designa En,N
com els grafs lineals amb n ve`rtexs i N arestes. Aleshores, un graf que pertany al conjunt
En,N s’obte´ escollint N fora de les
(n
2
)
possibles arestes entre V1,V2, ...,Vn, tal que el
nombre d’elements d’En,N e´s igual a
((n2)
N
)
. Una xarxa aleato`ria Γn,N , doncs, pot ser
definida com un element d’En,N escollit a l’atzar, tal que cada element d’En,N e´s escollit
amb la mateixa probabilitat 1/
((n2)
N
)
. Ara be´, la seva formacio´ tambe´ pot considerar-se
un proce´s estoca`stic. Aixı´, a t = 1, s’escull un fora dels
(n
2
)
possibles connectant els
ve`rtexs V1,V2, ...,Vn, tots amb la mateixa probabilitat. A l’aresta generada, l’anomenem
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Figura 2.6: Xarxes aleato`ries d’Erdo¨s-Re´nyi
e1. A un t = 2, es torna a realitzar el mateix proce´s, pero` escollint l’aresta e2 diferent
d’e1 entre les
(n
2
)− 1 possibles. Com en el cas d’abans, amb la mateixa probabilitat.
Successivament es repeteix el mateix procediment, fins arribar a t = k+ 1. S’escull la
branca entre les
(n
2
)− k possibles, diferent de e1,e2, ...,ek. Aleshores, s’obte´ Γn,N amb
V1,V2, ...,V3 i e1,e2, ...,eN . Tot i ser dues definicions diferents, so´n equivalents. Un cop es
defineix la xarxa, el model d’Erdo¨s-Re´nyi proposa dos teoremes per tal de determinar la
seva evolucio´. El primer d’ells estudia l’aparenc¸a de determinats subgrafs o components,
o be´ d’altres propietats locals estructurals. El teorema demostra que, per a diversos tipus
de propietats locals estructurals A pot establir-se un llindar A(n) tal que si N(n)A(n) → 0 per
a n→ +∞ la probabilitat que Γn,N(n) presenti la probabilitat local estructural A tendeix a
0 per a n→ +∞. Si N(n)A(n) → +∞ per a n→ +∞ la probabilitat que Γn,N(n) presenti la
probabilitat local estructural A tendeix a 1 per a n→+∞. El segon e´s igual al primer, pero`
les propietats no so´n a nivell local, sino´ global. Aleshores, pot dir-se que algunes de les
propietats de la xarxa estan relacionades amb la funcio´ llindar, pt(N).
Estudiant l’evolucio´ de les xarxes aleato`ries [6] van poder concloure que la distribucio´
de graus d’aquestes segueix una distribucio´ de Poisson. Empero`, actualment, despre´s
d’estudis enfocats a les xarxes reals, s’ha arribat a la conclusio´ que el model d’Erdo¨s-
Re´nyi falla per a diverses propietats: no permeita generar clustering a nivell local i la
distribucio´ de graus no seguia una llei potencial.
2.3.2. Model de Watts i Strogatz
Duncan J. Watts, sociologista, i Steven H. Strogatz, matema`tic, van desenvolupar, l’any
1998, un model alternatiu al d’Erdo¨s i Re´nyi per tal de generar xarxes amb propietats de
petit mo´n.
El feno`men petit mo´n va sorgir a partir de l’experiment dut a terme per Stanley Milgram
l’any 1967. Es va plantejar la segu¨ent qu¨estio´: quina e´s la probabilitat que dues persones
selecionades arbitra`riament en una gran poblacio´ com la d’Estats Units es coneguin? No
nome´s aixo`, sino´ tenint en compte que, tot i que a i z no es coneguin directament, pot ser
comparteixen un o me´s coneguts. E´s a dir, existeix un conjunt B, b1,b2, ...bk, que enllac¸a
a amb z. Per tal de respondre la pregunta, va proposar el segu¨ent: arbitra`riament es se-
leccionava a una persona (objectiu) i a un grup de persones (iniciadors). Cada persona del
grup rebia un document. En aquest s’indicava el destinatari i es donava informacio´ sobre
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aquest per tal de guiar l’emissor a l’hora d’escollir el destinatari. L’experiment comenc¸ava
quan els iniciadors enviaven el document als seus coneguts que, un cop el rebien. Ales-
hores, la cadena finalitzava quan el document arribava al destinatari final o be´ quan algu´
rompia la cadena. Despre´s de dur-lo a terme, van concloure que la mitjana d’intermediaris
requerits era 6. D’aquesta manera, van poden establir que els camins curts existeixen en
la xarxa global d’amistats.
El seu model, doncs, permet obtenir una xarxa amb l’existe`ncia de camins curts, pero`
tambe´ d’un gran coeficient d’agrupament. Per tal de fer-ho, es comenc¸a a partir d’un anell
regular amb N nodes, cada un connectat als seus 2k veı¨ns (k a cada costat). Per a cada
node ni = n1,n2, ...,nN s’agafa cada enllac¸ (ni,n j) tal que i < j, i es reenllac¸a amb una
certa probabilitat β, evitant loops i duplicacio´ d’enllac¸os. Una variant del proce´s e´s afegir
me´s enllac¸os, en comptes de reenllac¸ar, de manera que l’ana`lisi es veu simplificat sense
que els resultats es vegin fortament alterats.
Figura 2.7: Xarxes aleato`ries de Watts i Strogatz (N=20,k=6)
Van adonar-se’n que, per a probabilitats petites, s’obtenien grafs petits amb coeficient
d’agrupament grans i dista`ncies mitges curtes, tal i com succeı¨a a les xarxes reals.
2.3.3. Model de Baraba´si i Albert
Aquest model va sorgir l’any 1999 per tal d’explicar la distribucio´ de graus que mostraven
les xarxes reals: un model on la probabilitat de trobar un node amb grau k decreix seguint
una llei potencial p(k)∼ k−γ.
En les xarxes creades a partir d’aquest model es te´ en compte el seu cara`cter de creixe-
ment i la regla d’aparellament preferent. Aquesta u´ltima considera que la probabilitat que
un node ja existent a la xarxa s’enllaci als nous nodes afegits e´s proporcional al seu grau
k.
En aquest model s’assigna a cada node un para`metre ai en el moment de la seva addicio´,
el qual mesura com de pro`xim o distint e´s un node de la resta d’elements de la xarxa.
Aleshores, s’aplica la regla d’aparellament preferent a les proximitats. La xarxa es crea,
doncs, a partir de repetides iteracions de les segu¨ents regles:
i. S’agafa un nombre, mo, de nodes. S’assigna a cada node de mo una afinitat
aleato`ria, ai, determinada a partir d’una distribuacio´ de probabilitat.
ii. A cada pas s’afegeix un nou node, j, amb una afinitat aleato`ria, a j, a la xarxa i
s’enllac¸a a m(6 mo) nodes que ja estan presents en la xarxa.
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iii. Es recorren tots els nodes de la xarxa verificant quan la condicio´ ai− µ 6 a j 6
ai+ µ es compleix, on µ e´s el para`metre que controla la tolera`ncia d’afinitat dels
nodes. Tots aquells nodes que satisfan la condicio´ s’agrupen en un conjunt, A,
com a candidats potencials per a ”guanyar”enllac¸os.
iv. S’aplica la regla d’aparellament preferent als nodes del conjunt A: s’enllac¸a el
node i amb un node existent segons la probabilitat segu¨ent.
Π(ki) =
ki
∑
s∈A
ks
(2.12)
v. Es repeteixen els punt ii-iv tal que la mida final de la xarxa e´s N = mo+ t.
Aixı´, s’obte´ una xarxa amb N nodes despre´s de t temps de passos.
Ara be´, ate`s que aquest model no especifica com d’enllac¸ats han d’estar els nodes de
mo, el model pot entendre’s de dues maneres distintes. La primera e´s com si aquesta fos
una xarxa aleato`ria inicial d’Erdo¨s-Re´nyi amb mo nodes, tal que el proce´s implica que les
petites ”no homogeneı¨tats”en la distribucio´ de graus de la xarxa creixen amb el temps. La
segona opcio´ e´s la proposada per Balloba´s i Riordan. S’assumeix que d = 1 i que els i
nodes s’enllacen als j nodes amb una probabilitat de
pi =

k j
1+
i−1
∑
j=0
k j
si j < i
1
1+
i−1
∑
j=0
k j
si j = i
(2.13)
Un cop que nd nodes so´n creats, la xarxa deixa de cre´ixer com si d = 1 i la seva mida es
redueix a n agrupant d nodes consecutis. Aleshores, la xarxa s’especifica com BA(n,d).
En aquestes, la heterogeneı¨tat decreix amb l’increment del grau promig.
Una de les caracterı´stiques d’aquest tipus de xarxa e´s que la probabilitat que un node
tengui grau k > d ve donada per
p(k) =
2d(d−1)
k(k+1)(k+2)
∼ k−3 (2.14)
On l’exponent -3 roman constant independentment del valor de d. Com a consequ¨e`ncia,
la distribucio´ de graus acumulada e´s
P(k)∼ k−2 (2.15)
Per a valors determinats d > 1, Bolloba´s va provar, a l’any 2001, que el valor del coeficient
d’agrupament e´s
C ∼
d−1
8
log2n
n
(2.16)
Per a n→ ∞. L’any 2004 van ser Balloba´s i Riordan que estimaren el valor de la dista`ncia
mitja a partir dels valors de n, d i la constant d’Euler-Mascheroni, γ, arribant a la conclusio´
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que per a xarxes amb el mateix nombre de nodes i igual grau promig, la dista`ncia mitja
era inferior en les xarxes BA respecte les seves xarxes ER ana`logues.
l =
ln n− ln(d/2)−1− γ
ln ln n+ ln(d/2)
+
3
2
(2.17)
CAPI´TOL 3. OPTIMITZACIO´
La optimitzacio´ combinato`ria es centra en buscar el valor ma`xim o mı´nim d’una funcio´ de
va`ries variables independents, la qual s’anomena funcio´ cost o funcio´ objectiu i represen-
ta com de bo e´s un sistema complex. Un exemple d’aquest tipus de optimitzacio´ e´s el
problema del viatjant: donat un nombre N de ciutats i els mitjans per al ca`lcul del cost
del viatge entre dues ciutats, cal determinar aquella ruta que minimitzi el cost total, pas-
sant u´nicament un cop per ciutat i finalitzant al punt d’inici. A mesura que augmenta el
nombre de ciutats, la dificultat per tal de resoldre’l s’incrementa i, com a consequ¨e`ncia,
a la pra`ctica nome´s es pot definir una solucio´ exacta per a casos amb uns centenars de
ciutats o menys. Aixı´, aquest problema forma part del tipus NP-complet (temps polinomial
no determinı´stic).
Per tal de trobar solucions aproximades a aquests problemes hi ha dues alternatives: di-
vidir el problema en subproblemes, resoldre’s i unir les solucions, o be´ millorar a partir
d’iteracions. Kirkpatrick va introduir el concepte ”annealing” per tal de trobar la configu-
racio´ que minimitza una determinada funcio´ entre va`ries configuracions i, juntament amb
Gelatt i Vecchi [15], van crear un algoritme d’optimitzacio´ estoca`stica: simulated annealing
(recuita simulada).
3.1. Simulated annealing
L’algorisme de recuita simulada es va crear a partir del proposat per Metropolis [17].
Aquest va sorgir a partir de la necessitat d’analitzar les propietats que comporten els
a`toms que formen part de les mostres lı´quides o so`lides. Degut al nombre tan elevat
d’a`toms per centı´metre cu´bic, el comportament del sistema me´s probable en equilibri
te`rmic a una determinada temperatura u´nicament pot observar-se de manera experimen-
tal.
A partir del conjunt de les posicions ato`miques, {ri}, es defineix cada configuracio´. El pes
d’aquestes ve donat pel factor de probabilitat de Boltzmann, la qual depe`n de l’energia de
la configuracio´, E{ri}, kB e´s la constant de Boltzmann i T e´s la temperatura.
exp(−E{ri}/kBT ) (3.1)
Ara be´, que` succeeix quan s’assoleix la temperatura mı´nima? Metropolis va introduir l’al-
gorisme que permet obtindre una simulacio´ eficient d’un seguit d’a`toms en equilibri a una
certa temperatura. A cada pas un a`tom sofreix un lleu desplac¸ament aleatori, que impli-
ca un canvi en l’energia total del sistema. Es calcula la difere`ncia entre la configuracio´
original i la configuracio´ actual, ∆E, tal que si aquesta e´s negativa, ∆E 6 0, s’accepta
el desplac¸ament i, consequ¨entment, la nova configuracio´ substitueix la original. Per altra
banda, si la difere`ncia d’energia e´s positiva, ∆E > 0, u´nicament s’accepta la nova confi-
guracio´ amb una probabilitat determinada.
P(∆E) = exp(−∆E/kBT ) (3.2)
Es compara un nombre aleatori de l’interval (0, 1) amb P(∆E). Si e´s inferior, la nova
configuracio´ s’accepta, sino´ es retorna a la configuracio´ original. D’aquesta manera, a
15
16 Optimitzacio´ de xarxes d’interconnexio´. Aplicacio´ a una xarxa d’aeroports
partir de les repeticions del proce´s, s’aconsegueix simular el moviment te`rmic dels a`toms
en contacte amb un bany de calor a una certa temperatura.
Aleshores, l’algorisme de recuita simulada e´s molt semblant a n’aquest. S’escull una confi-
guracio´ inicial i, a cada pas, es provoca un petit canvi en la configuracio´ per tal d’obtenir-ne
una de nova. Es comparen ambdues configuracions per tal de determinar quina presenta
una millor qualitat (millor valor de la funcio´ objectiu). Aixı´, si la nova configuracio´ e´s millor,
s’accepta i substitueix l’antiga. Si e´s pitjor, u´nicament s’accepta amb una certa probabili-
tat, la qual depe`n d’un para`metre temporal i del decrement de la qualitat. A mesura que
augmenta el temps, degut al factor de reduccio´, la probabilitat d’acceptar una configuracio´
que empitjora la qualitat disminueix.
L’esquema de l’algorisme es defineix tal que:
− Generar una configuracio´ inicial
− Escollir una temperatura inicial, To > 0, i una tempertatura final, Tf
− Determinar un nombre ma`xim d’iteracions
− Generar una nova configuracio´ a partir d’una petita perturbacio´ en la configuracio´
original
− Mentre no s’assoleixi la temperatura final establerta
– Mentre el nombre de iteracions no superi el ma`xim establert
∆s = funcio´ cost (configuracio´ nova) - funcio´ cost (configuracio´ original)
Si ∆s> 0
Configuracio´ original = Configuracio´ nova
Sino´ si P= exp(∆s/T )> ξ, on ξ ∈ (0,1) e´s un nombre aleatori
Configuracio´ original = Configuracio´ nova
– Disminuir la temperatura segons un factor α
A major temperatura, s’accepten pitjors configuracions. Aleshores, cal escollir el para`metre
adequat per a reduir la temperatura, ja que e´s molt important en la converge`ncia de l’al-
gorisme.
3.2. Threshold accepting
El me`tode threshold accepting (llindar d’acceptacio´) e´s un me`tode de recerca local molt
semblant al de recuita simulada. Aquest algorisme, versio´ determinı´stica de simulated
annealing, va ser proposat per Dueck i Scheuer (1990) [12] i, independentment, Moscato
i Fontanari (1990), on la funcio´ de probabilitat d’acceptacio´ e´s
ak(∆ω,ω′) =
{
1 si Qk > ∆ω,ω′
0 altrament
(3.3)
Tal que Qk es defineix com el valor llindar a la iteracio´ k.
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L’algorisme parteix d’un llindar d’acceptacio´, el qual es calcula a partir de la solucio´ de la
funcio´ objectiu: el cost inicial. El seu valor es percentual i es defineix com la tolera`ncia amb
que s’accepten aquelles solucions que empitjoren el cost (per exemple, amb un 10% de
tolera`ncia, To = cost inicial * 0.1). Aleshores, a cada iteracio´ es genera una nova solucio´,
la qual genera un nou valor del cost. Aquest cost es compara amb l’incial, si e´s superior
les iteracions segueixen (a no ser que estigui dintre del rang de la tolera`ncia), mentre que
si e´s inferior s’accepta aquesta solucio´ com la o`ptima. Finalment, el llindar es redueix per
tal que l’algorisme convergeixi.
L’esquema de l’algorisme es defineix com:
− Determinar la funcio´ objectiu
− Escollir un llindar d’acceptacio´ inicial, To i mı´nim, Tmin
− Generar solucio´ inicial
− Determinar un nombre ma`xim d’iteracions
− Mentre llindar T > Tmin
– Mentre no s’arribi al ma`xim d’iteracions
Modificar la solucio´ lleugerament i obtenir un nou valor de la funcio´
objectiu
Si la solucio´ e´s millor, s’accepta el canvi
Si la solucio´ e´s pitjor, pero` esta` dintre del llindar d’acceptacio´,
s’accepta el canvi
– Disminuir llindar d’acceptacio´

CAPI´TOL 4. SIMULACIONS
Reduı¨nt de manera aleato`ria la xarxa d’aeroports d’Estats Units s’han obtingut quatre
xarxes (un exemple e´s la xarxa de la taula 4.2), de manera que la simulacio´ es pugui
dur a terme me´s ra`pidament. Aquestes xarxes presenten les mateixes caracterı´stiques
que l’original (taula 4.1), pero` ara amb 60 nodes escollits aleato`riament. Aixı´ doncs, els
resultats no es veuen alterats i so´n concloents.
Taula 4.1: Propietats de la xarxa d’interconnexions d’aeroports d’Estats Units a l’any 2001.
Original
Mida 2072
Ordre 295
Dia`metre 5
Dista`ncia mitja 2,459
Clustering 0,705
Histograma de graus
[0, 48, 45, 27, 21, 12, 20, 7, 5, 9, 14, 3, 4, 6, 5, 2, 4, 5, 4, 2, 4,
0, 3, 2, 2, 1, 0, 2, 0, 0, 1, 2, 0, 0, 1, 0, 1, 2, 2, 0, 0, 0, 0, 0, 0, 2,
0, 1, 1, 0, 0, 0, 1, 0, 1, 0, 1, 0, 2, 0, 0, 0, 0, 1, 0, 1, 1, 0, 0, 1, 0,
0, 0, 1, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 4, 0, 0, 2, 0, 1, 0, 1, 0, 0, 1, 0,
0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1]
Grau mitja` 14,074
Grau mı´nim 1
Grau ma`xim 132
Correlacio´ de grau -0,416
I´ndex Q -17,414
I´ndex Q amb pes 7,214
I´ndex Wiener 106656
I´ndex Wiener amb
pes
97,614·106
I´ndex d’Estrada 3,141·1018
I´ndex d’Estrada amb
pes
298,722
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Taula 4.2: Propietats de la xarxa reduı¨da a partir de la xarxa d’interconnexions d’aeroports
d’Estats Units a l’any 2001.
Xarxa reduı¨da 1
Mida 256
Ordre 60
Dia`metre 4
Dista`ncia mitja 2,093
Clustering 0,65
Histograma de graus
[0, 11, 9, 5, 6, 3, 1, 3, 2, 2, 1, 3, 1, 1, 1, 0, 0, 1, 1, 0, 0, 1, 0, 0,
2, 2, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Grau mitja` 8,533
Grau mı´nim 1
Grau ma`xim 43
Correlacio´ de grau -0,457
I´ndex Q -5,268
I´ndex Q amb pes 7,066
I´ndex Wiener 3705
I´ndex Wiener amb
pes
3441070,604
I´ndex d’Estrada 14397165,846
I´ndex d’Estrada amb
pes
61,869
Aleato`riament s’agafen dos nodes, als que denominarem u i v. Mentre u= v o be´ existeixi
un enllac¸ entre u i v, seguim buscant el node v que compleixi les condicions. Un cop
determinat, es connecten els dos nodes i, coneixent les seves coordenades i aplicant la
fo´rmula d’Haversine, s’asigna a la branca el seu pes, que e´s la dista`ncia entre ambdo´s
aeroports. Aquest proce´s es repeteix fins que la nova xarxa te´ la mateixa mida que l’or-
ginal. Ara be´, pot donar-se el cas que un o me´s nodes quedin sense connectar-se a un
altre node, generant aixı´ va`ries xarxes independents. Aquesta solucio´ no e´s acceptable,
ja que la finalitat e´s partir d’una xarxa connexa i obtenir-ne una d’optimizada tan versem-
blant a la xarxa d’aeroports com sigui possible.. Tal i com s’ha explicat abans, el me`tode
d’optimitzacio´ sera` el threshold accepting, seguint aquest esquema:
− Ca`lcul de la difere`ncia entre la funcio´ de cost de la xarxa reduı¨da, G, i de la xarxa
aleato`ria, GG, ∆ f c= | f c(G)− f c(GG)|
− Determinar el cost desitjat
− Definir la tolera`ncia, TOL, per tal de determinar el valor inicial de T0, T0=∆ f c ·TOL
− Definir el nombre ma`xim d’iteracions, MAXIT
− Definir el valor mı´nim que pot assolir T0, T0min
− WHILE T0 > T0min & iters<MAXIT :
– Modificacio´ de la xarxa i ca`lcul de la funcio´ de cost
∗ SI la funcio´ de cost e´s millor, s’accepta el canvi
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∗ SI la funcio´ de cost e´s pitjor pero` esta` dintre del llindar d’acceptacio´, s’ac-
cepta el canvi
– Definir el factor de reduccio´, α, per tal de reduir el valor de T0
Les variables que cal cone´ixer per tal de definir les funcions de cost so´n les detallades en
la seccio´ 4.1.
4.1. Variables
4.1.1. Index Q
Ernesto Estrada [14] proposa aquest ı´ndex per a determinar si una xarxa esta` o no efici-
entment configurada.
Q= ln(0.8578W/γ) (4.1)
On la constant 0.8578 correspon a la dista`ncia de comunicacio´ entre parells de nodes de
Kn amb β1 = 1, W e´s l’ı´ndex de Wiener i γ e´s l’ı´ndex de la dista`ncia de comunicacio´.
L’ı´ndex de Wiener e´s un dels ı´ndex topolo`gics que van ser forc¸a importants durant l’estudi
de la part matema`tica de la quı´mica. El motiu principal e´s que poden calcular-se a partir
de grafs moleculars i correlar-se amb les propietats, tant fı´siques com quı´miques, de la
mole`cula corresponent. Aquest ı´ndex ha estat emprat per obtenir diversos objectius: la
correlacio´ amb diferents para`metres termodina`mics (Harry Wiener, 1947), predir constants
crı´tiques (Stiel i Thordos, 1962), la correlacio´ amb la densitat, viscositat i tensio´ superficial
(Rouvray i Craffor, 1976), entre d’altres. Les defineix, per a un graf G connex, com la suma
de les dista`ncies entre tots els parells de nodes que formen el graf.
W =
1
2
n
∑
i=1
n
∑
j=1
di j (4.2)
L’ı´ndex de la dista`ncia de comunicacio´ es correspon amb el que van proposar Crofts i
Highman [11] per a la comunicacio´ en una xarxa amb pesos:
ξpq(β) = Gpp(β)+Gqq(β)−2Gpq(β) (4.3)
On la Gpq e´s la comunicabilitat entre els nodes p i q.
Gpq = (
∞
∑
k=0
Ak
k!
)pq (4.4)
Per tal de determinar quins so´n els para`metres del me`tode d’optimitzacio´ que permeten
obtenir una xarxa me´s semblant a l’original s’ha emprat aquest ı´ndex.
Els para`metres so´n:
1β= 1kT , on k e´s la constant de Boltzmann
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− Tolera`ncia amb que s’accepten les solucions que empitjoren el cost
− T0 mı´nim
− Nombre ma`xim d’iteracions
− Cada quantes iteracions es produeix la reduccio´ de T0
− Factor de reduccio´ (α) de T0
4.1.2. Weighted communicability centrality
Crofts i Highman [11] proposen un me`tode que tracta directament la connectivitat entre
dades, evitant aixı´ la discretitzacio´ de la corresponent matriu d’adjace`ncia.
Es parteix d’un graf no dirigit i sense pesos que es defineix a partir de la seva matriu
d’adjace`ncia:
A ∈ IRNxN (4.5)
Tal que ai j = a ji = 1 si els nodes i i j estan connectats, o be´ prenen el valor 0 si no ho
estan.
Si s’avalua la matriu d’adjace`ncia a la k pote`ncia, el seu element i,j compta el nombre de
camins de longitud k que comencen al node i i acaben al node j :
(Ak)i j :=
N
∑
r1=1
N
∑
r2=1
...
N
∑
rk=1
ai,r1ar1,r2ar2,r3...ark−1,rkark, j (4.6)
On els camins so´n qualsevol recorregut possible que segueix les branques i el nu´mero
d’aquestes e´s la longitud.
Degut a que els camins curts so´n me´s impotants que els llargs, els camins de longitud k
es penalitzen amb un factor 1k! . Aleshores, es defineix la comunicabilitat entre dos nodes
i i j diferents com
(
∞
∑
k=1
Ak
k!
)i j (4.7)
Ara be´, el nostre estudi es basa en un graf no dirigit i amb pesos. Aixo` implica que el
producte de l’equacio´ 4.6 no prendra` el valor de 1 o´ 0, sino´ que sera` el producte de tots
els pesos de les branques. Aixı´ doncs, la comunicabilitat entre nodes vendra` donada per
(exp(D−1/2AD−1/2))i j (4.8)
On D e´s la diagonal de la matriu de graus D ∈ IRNxN amb la forma D := diag(di), on di
e´s el grau generalitzat del node i, di := ∑Nk=1 aik.
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4.1.3. Betweenness centrality
Establir la centralitat d’intermediacio´ (betweenness centrality) permet cone´ixer la importa`ncia
relativa d’un node en la comunicacio´ entre altres parelles de nodes, si la facilita o be´ si
la dificulta. Per tal d’obtenir aquest para`metre, cal considera que tot el flux d’informacio´
u´nicament va pels camins curts.
BC(k) =∑
i
∑
j
ρ(i,k, j)
ρ(i, j)
(4.9)
Es defineix ρ(i, j) com el nombre de camins me´s curts que s’estableixen entre els nodes
i i j, i ρ(i,k, j) com el nombre de camins me´s curts entre i i j que passen pel node k.
Remarcar que i 6= j 6= k, aixı´ com ρ(i, j) = ρ( j, i) i ρ(i,k, j) = ρ( j,k, i).
Tot i aixo`, a la pra`ctica, les comunicacions no es donen pel camı´ me´s curt, sino´ per altres
camins possibles. Ferman, Borgatti i White [8] van definir-la tenint en compte no nome´s
els camins me´s curts.
BC f (k) =∑
i
∑
j
f (i,k, j)
f (i, j)
(4.10)
On f (i, j) e´s el ma`xim flux entre els nodes i i j, i f (i,k, j) e´s el ma`xim flux entre els nodes
i i j passant per k.
Figura 4.1: Centralitat d’intermediacio´ d’un graf
4.1.4. Current flow betweenness centrality
La betweenness centrality e´s una mesura que nome´s contempla la transmissio´ (mai divi-
dida) d’informacio´ pels camins curts. Aleshores, cal implementar una nova mesura que sı´
accepti la divisio´ d’informacio´ [24]. Aquesta s’anomena current flow betweenness centra-
lity i es defineix de la segu¨ent manera.
cCB(v) =
1
nB
∑
s,t∈V
τst(v) , per tot v ∈V (4.11)
On nB e´s una constant per a normalitzar el valor (nB = (n−1)(n−2)) i τst(v) e´s el rendi-
ment del ve`rtex v ∈V en el fluxe d’informacio´ de s a t.
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4.1.5. Current flow closeness centrality
Una de les funcions de cost que s’ha emprat e´s la current flow betweenness centrality,
que inclou el pes de cada connexio´. La closenness centrality (seccio´ 2.2.5) e´s la mesura
del grau de proximitat d’un ve`rtex a la resta (en promig). Ara be´, amb aquesta mesura
s’assumeix que la informacio´ va sempre pels camins cuts i no es divideix. Aleshores, es
proposa una nova mesura que sı´ ho permet [24].
cCC(v) =
nc
∑t 6=v pvt(v)− pvt(t)
, per tot v ∈V (4.12)
On nc e´s una constant per a normalitzar (nc = n−1) i el denominador e´s la dista`ncia entre
v i t.
4.1.6. Eigenvector centrality
La centralitat del valor propi e´s una mesura que determina que la centralitat de cada node
e´s proporcional a la centralitat dels seus nodes veı¨ns.
Aquesta ve donada per
xi =
1
λ ∑t∈M(v)
av,txt (4.13)
De manera matricial queda
Ax= λx (4.14)
On M(v) e´s el conjunt de nodes veı¨ns de v, A = av,t e´s la matriu adjacent i λ e´s el valor
(absolut) me´s gran del vector de valors propis.
4.1.7. Katz centrality
Aquesta mesura de centralitat parteix de la idea proposada per Kantz l’any 1953 [19], on
la centralitat del node i es mesurava a partir de la matriu adjacent, A, i dels valors propis,
λ.
xi = α∑
j
Ai jx j+β (4.15)
On β e´s el para`metre que permet donar me´s pes als enllac¸os i α pren valors inferiors a
1
λmax per tal de penalitzar aquells enllac¸os que s’estableixen entre nodes molt llunyans.
4.1.8. Load centrality
La centralitat de ca`rrega s’especifica tal que cada node envia una determinada quantitat
d’informacio´ a un altre node. Aquesta informacio´ viatjara` pels nodes adjacents pro`xims
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al node final, de manera que la ca`rrega de cada un d’ells vendra` definida per la quantitat
d’informacio´ que passara` a trave´s seu durant l’intercanvi.
Goh [22] aproxima el valor de la load centrality d’un node com la fraccio´ de tots els camins
curts que passen per aquest.
li ∼ (NlogN)(N/i)β (4.16)
En la seccio´ 4.2 es detallen les funcions de cost emprades per l’optimitzacio´ de les xarxes.
4.2. Funcions de cost
Cada node representa un aeroport i conte´ la segu¨ent informacio´.
Figura 4.2: Informacio´ del node 493
El para`metre ’code’ e´s el codi IATA per als aeroports [25] i el ’name’ e´s el nom complet;
el para`metre ’iden’ e´s el que s’usa per a anomenar el node, de manera que quan s’escriu
la comanda G.node[iden] t’apareix tota la seva informacio´; els para`metres ’lat’ i ’lng’ so´n
les coordenades de l’aeroport (en radians) i s’empren per al ca`lcul de la dista`ncia entre
aeroports (que sera` el pes dels enllac¸os), aixı´ com per dibuixar el gra`fic final i, finalment,
el para`metre ’oper’ e´s aquell que te´ en compte el nombre d’operacions de l’aeroport.
Al generar la xarxa aleato`ria es copia tota la informacio´ dels nodes, la qual cosa implica
que el nombre d’operacions sigui el mateix. Per aquest motiu, el que s’ha fet e´s definir
una se`rie de funcions de cost que afavoreixen els nodes que presenten un major nombre
d’operacions.
A me´s a me´s, e´s una xarxa amb pesos. Aquest fet suposa que els enllac¸os formats com-
porten un determinat pes. En aquest cas, ve donat per la dista`ncia entre els dos aeroports
i sera` un factor limitant a l’hora de generar una nova optimitzacio´: nome´s s’accepeteran
aquells canvis que formin enllac¸os entre dos nodes, la dista`ncia dels quals sigui inferior a
la dista`ncia ma`xima de la xarxa original.
Pel seu ca`lcul s’empra la fo`rmula de Haversine
sin2(
d
2R
) = sin2(
∆φ
2
)+ cosφ1 cosφ2 sin2(
∆λ
2
) (4.17)
d = 2 R arcsin(
√
d
R
) (4.18)
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On els angles so´n en radians i les dista`ncies en quilo`metres.
Aleshores, les funcions de cost emprades tenen la mateixa estructura: s’obte´ un vector
de centralitats i es fa la difere`ncia amb el vector d’operacions, de manera que aquells
aeroports amb un major nombre d’operacions sempre presentaran una centralitat major,
possibilitant aixı´ una funcio´ de cost nula.
− Weighted Communicability Centrality
Cost = ∑
v∈V
OP(v)
∑v∈V OP(v)
− WCC(v)
∑v∈VWCC(v)
(4.19)
− Betweenness Centrality
Cost = ∑
v∈V
OP(v)
∑v∈V OP(v)
− BC(v)
∑v∈V BC(v)
(4.20)
− Current Flow Betweenness Centrality
Cost = ∑
v∈V
OP(v)
∑v∈V OP(v)
− CFBC(v)
∑v∈VCFBC(v)
(4.21)
− Current Flow Closeness Centrality
Cost = ∑
v∈V
OP(v)
∑v∈V OP(v)
− CFCC(v)
∑v∈VCFCC(v)
(4.22)
− Eigenvector Centrality
Cost = ∑
v∈V
OP(v)
∑v∈V OP(v)
− EC(v)
∑v∈V EC(v)
(4.23)
− Katz Centrality
Cost = ∑
v∈V
OP(v)
∑v∈V OP(v)
− KC(v)
∑v∈V KC(v)
(4.24)
− Load Centrality
Cost = ∑
v∈V
OP(v)
∑v∈V OP(v)
− LC(v)
∑v∈V LC(v)
(4.25)
On les operacions i les centralitats es normalitzen.
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L’algorisme s’ha implementat en Python (Ape`ndix A) i executat en MacBook Pro (processa-
dor 2,9 GHz Intel Core i7). Els resultats s’han obtingut considerant aquests para`metres: T0
com la difere`ncia inicial entre el cost de la xarxa reduı¨da i la xarxa aleato`ria; Tmin = 10−7;
TOL= 30%; reduccio´ de T0 cada 400 iteracions; MAXIT = 20000 i α=0,9.
5.1. Betweenness Centrality
Taula 5.1: Resultats pel promig de 20 reconstruccions a partir de la funcio´ de cost BC.
BC
Xarxa 1 Xarxa 2
Orig. Rec. Orig. Rec.
Dia`metre 4 3,5 4 4,95
Dista`ncia 2,093 2,089 2,305 2,562
Grau promig 8,533 8,533 5,3 5,3
Ma`x. grau 43 20,55 37 13,2
Mı´n. grau 1 2,7 1 1,25
Clustering 0,650 0,168 0,625 0,094
Correlacio´ -0,457 -0,168 -0,539 -0,162
I´ndex W 3705 3726 4080 4535,8
I´ndex W (amb pesos) 3,441·106 3,743·106 4,068·106 6,51·106
I´ndex Q -5,286 -1,667 -2,783 -0,555
I´ndex Q (amb pesos) 7,066 7,268 7,23 7,67
I´ndex d’Estrada 14,397·106 21,974·103 0,126·106 974,575
I´ndex d’Estrada (amb pesos) 61,869 64,163 62,262 66,289
BC 0,020 0,025 0,023 0,033
F. de cost BC 0,996 0,097 1,052 0,11
Xarxa 3 Xarxa 4
Orig. Rec. Orig. Rec.
Dia`metre 4 5,45 4 3,55
Dista`ncia 2,289 2,591 2,105 2,056
Grau promig 5,267 5,267 8,967 8,967
Ma`x. grau 34 15 42 20,05
Mı´n. grau 1 1 1 2,85
Clustering 0,504 0,103 0,599 0,171
Correlacio´ -0,502 -0,164 -0,489 -0,146
I´ndex W 4053 4585,631 3726 3683,45
I´ndex W (amb pesos) 3,279·106 5,2·106 3,743106 4,494·106
I´ndex Q -2,842 -0,573 -5,602 -1,757
I´ndex Q (amb pesos) 7,013 7,443 7,150 7,318
I´ndex d’Estrada 133,889·103 1,081·103 27,413·106 28,7·103
I´ndex d’Estrada (amb pesos) 62,309 66,464 61,837 64,168
BC 0,023 0,034 0,020 0,025
F. de cost BC 1 0,124 0,934 0,07
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Taula 5.2: Histograma per a les reconstruccions amb funcio´ de cost BC.
Histograma
Xarxa 1
[0, 11, 9, 5, 6, 3, 1, 3, 2, 2, 1, 3, 1, 1, 1, 0, 0, 1, 1, 0, 0, 1, 0, 0,
2, 2, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 0, 2, 2, 1, 8, 6, 8, 10, 8, 2, 2, 4, 1, 0, 2, 1, 0, 0, 1, 0, 0, 1, 0,
1]
Xarxa 2
[0, 15, 13, 11, 6, 3, 2, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1, 2, 0, 0, 0, 1,
0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 2, 8, 11, 7, 9, 7, 3, 3, 4, 1, 2, 2, 0, 0, 1]
Xarxa 3
[0, 20, 12, 8, 2, 1, 3, 3, 0, 1, 1, 1, 1, 1, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 2, 5, 7, 15, 8, 8, 6, 2, 2, 3, 1, 0, 0, 0, 0, 0, 0, 1]
Xarxa 4
[0, 14, 6, 4, 2, 3, 2, 4, 5, 2, 3, 1, 1, 1, 2, 0, 0, 1, 0, 0, 0, 0, 2, 0,
0, 0, 0, 1, 1, 1, 0, 2, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 0, 1, 2, 3, 5, 5, 5, 10, 10, 4, 1, 4, 2, 1, 1, 3, 1, 1, 0, 0, 1]
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5.2. Weighted Communicability Centrality
Taula 5.3: Resultats pel promig de 20 reconstruccions a partir de la funcio´ de cost WCC.
WCC
Xarxa 1 Xarxa 2
Orig. Rec. Orig. Rec.
Dia`metre 4 8,3 4 9,15
Dista`ncia 2,093 2,885 2,305 3,414
Grau promig 8,533 8,533 5,3 5,3
Ma`x. grau 43 29,5 37 24,65
Mı´n. grau 1 1 1 1
Clustering 0,65 0,356 0,625 0,265
Correlacio´ -0,457 -0,009 -0,539 -0,025
I´ndex W 3705 5113 4080 6042,4
I´ndex W (amb pesos) 3,441·106 6,53·106 4,068·106 9,404·106
I´ndex Q -5,286 -4,6 -2,783 -2,357
I´ndex Q (amb pesos) 7,066 7,634 7,23 7,989
I´ndex d’Estrada 14,397·106 8,6·106 0,126·106 98,925·103
I´ndex d’Estrada (amb pesos) 61,869 70,701 62,262 71,83
WCC 2519,816 2685,569 2529,422 2707,336
F. de cost WCC 0,887 0,787 0,82 0,711
Xarxa 3 Xarxa 4
Orig. Rec. Orig. Rec.
Dia`metre 4 8,7 4 8,25
Dista`ncia 2,289 3,368 2,105 2,836
Grau promig 5,267 5,267 8,967 8,967
Ma`x. grau 34 28,8 42 28,25
Mı´n. grau 1 1 1 1
Clustering 0,504 0,294 0,599 0,34
Correlacio´ -0,502 -0,088 -0,489 -0,076
I´ndex W 4053 5961,15 3726 5019,15
I´ndex W (amb pesos) 3,279·106 9,05·106 3,743106 6,79·106
I´ndex Q -2,842 -2,399 -5,602 -4,54
I´ndex Q (amb pesos) 7,013 7,949 7,150 7,669
I´ndex d’Estrada 133,889·103 98,351·103 27,413·106 1,47·106
I´ndex d’Estrada (amb pesos) 62,309 71,362 61,837 71,583
WCC 2531,227 2698,8 2519,11 2092,25
F. de cost WCC 0,793 0,688 0,891 0,785
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Taula 5.4: Histograma per a les reconstruccions amb funcio´ de cost WCC.
Histograma
Xarxa 1
[0, 11, 9, 5, 6, 3, 1, 3, 2, 2, 1, 3, 1, 1, 1, 0, 0, 1, 1, 0, 0, 1, 0, 0,
2, 2, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 10, 12, 1, 3, 5, 1, 4, 2, 2, 0, 2, 2, 1, 3, 0, 1, 2, 0, 2, 2, 0, 0, 0,
1, 1, 0, 0, 1, 0, 0, 1, 0, 1]
Xarxa 2
[0, 15, 13, 11, 6, 3, 2, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1, 2, 0, 0, 0, 1,
0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 14, 13, 5, 3, 3, 6, 3, 0, 3, 2, 1, 0, 1, 3, 0, 2, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Xarxa 3
[0, 20, 12, 8, 2, 1, 3, 3, 0, 1, 1, 1, 1, 1, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 15, 14, 4, 5, 2, 5, 1, 1, 2, 1, 3, 2, 0, 2, 1, 0, 0, 1, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Xarxa 4
[0, 14, 6, 4, 2, 3, 2, 4, 5, 2, 3, 1, 1, 1, 2, 0, 0, 1, 0, 0, 0, 0, 2, 0,
0, 0, 0, 1, 1, 1, 0, 2, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 8, 14, 4, 2, 2, 2, 0, 4, 2, 0, 1, 0, 2, 2, 1, 3, 3, 2, 1, 2, 0, 1, 1,
0, 0, 0, 0, 0, 2, 0, 0, 0, 1]
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5.3. Current Flow Betweenness Centrality
Taula 5.5: Resultats pel promig de 20 reconstruccions a partir de la funcio´ de cost CFBC.
CFBC
Xarxa 1 Xarxa 2
Orig. Rec. Orig. Rec.
Dia`metre 4 3,15 4 4,20
Dista`ncia 2,093 1,969 2,305 2,337
Grau promig 8,533 8,533 5,3 5,3
Ma`x. grau 43 38,15 37 30,60
Mı´n. grau 1 1,65 1 1,35
Clustering 0,650 0,476 0,625 0,278
Correlacio´ -0,457 -0,409 -0,539 -0,318
I´ndex W 3705 3485 4080 4136,35
I´ndex W (amb pesos) 3,441·106 4,022·106 4,068·106 5,132·106
I´ndex Q -5,286 -3,512 -2,783 -1,113
I´ndex Q (amb pesos) 7,066 7,214 7,23 7,436
I´ndex d’Estrada 14,397·106 637,035·103 0,126·106 4,915·103
I´ndex d’Estrada (amb pesos) 61,869 63,016 62,262 65,893
CFBC 0,041 0,044 0,043 0,055
F. de cost CFBC 0,476 0,032 0,671 0,042
Xarxa 3 Xarxa 4
Orig. Rec. Orig. Rec.
Dia`metre 4 4,35 4 3
Dista`ncia 2,289 2,394 2,105 1,935
Grau promig 5,267 5,267 8,967 8,967
Ma`x. grau 34 25,75 42 39,55
Mı´n. grau 1 1,65 1 1,85
Clustering 0,504 0,25 0,599 0,503
Correlacio´ -0,502 -0,275 -0,489 -0,411
I´ndex W 4053 4237,45 3726 3424,9
I´ndex W (amb pesos) 3,279·106 4,48·106 3,743106 4,221·106
I´ndex Q -2,842 -1,02 -5,602 -3,742
I´ndex Q (amb pesos) 7,013 7,299 7,150 7,263
I´ndex d’Estrada 133,889·103 3,87·103 27,413·106 1,023·106
I´ndex d’Estrada (amb pesos) 62,309 65,911 61,837 63,023
CFBC 0,043 0,056 0,04 0,043
F. de cost CFBC 0,729 0,04 0,513 0,032
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Taula 5.6: Histograma per a les reconstruccions amb funcio´ de cost CFBC.
Histograma
Xarxa 1
[0, 11, 9, 5, 6, 3, 1, 3, 2, 2, 1, 3, 1, 1, 1, 0, 0, 1, 1, 0, 0, 1, 0, 0,
2, 2, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 0, 3, 10, 6, 11, 7, 3, 3, 3, 2, 0, 2, 1, 0, 1, 2, 0, 0, 0, 0, 1, 0, 0,
0, 1, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1]
Xarxa 2
[0, 15, 13, 11, 6, 3, 2, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1, 2, 0, 0, 0, 1,
0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 1, 13, 15, 8, 9, 4, 1, 1, 0, 1, 1, 1, 2, 0, 0, 0, 0, 2, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Xarxa 3
[0, 20, 12, 8, 2, 1, 3, 3, 0, 1, 1, 1, 1, 1, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 1, 5, 21, 12, 10, 1, 1, 0, 3, 0, 2, 0, 0, 1, 0, 0, 0, 0, 1, 1, 0, 0,
0, 0, 0, 0, 0, 0, 1]
Xarxa 4
[0, 14, 6, 4, 2, 3, 2, 4, 5, 2, 3, 1, 1, 1, 2, 0, 0, 1, 0, 0, 0, 0, 2, 0,
0, 0, 0, 1, 1, 1, 0, 2, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 0, 3, 11, 5, 9, 5, 2, 7, 2, 2, 0, 2, 2, 2, 0, 1, 0, 0, 1, 0, 1, 0, 1,
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 1]
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5.4. Current Flow Closenness Centrality
Taula 5.7: Resultats pel promig de 20 reconstruccions a partir de la funcio´ de cost CFCC.
CFCC
Xarxa 1 Xarxa 2
Orig. Rec. Orig. Rec.
Dia`metre 4 3,05 4 4,6
Dista`ncia 2,093 2,025 2,305 2
Grau promig 8,533 8,533 5,3 5,3
Ma`x. grau 43 32 37 21,3
Mı´n. grau 1 1 1 1,7
Clustering 0,65 0,51 0,625 0,31
Correlacio´ -0,457 -0,351 -0,539 -0,29
I´ndex W 3705 3584,95 4080 4292,65
I´ndex W (amb pesos) 3,441·106 3,75·106 4,068·106 4,9·106
I´ndex Q -5,286 -3,813 -2,783 -2
I´ndex Q (amb pesos) 7,066 4,146 7,23 7,394
I´ndex d’Estrada 14,397·106 1,121·106 0,126·106 29,684·103
I´ndex d’Estrada (amb pesos) 61,869 62,843 62,262 64,894
CFCC 9,905 48,954 9,084 20,82
F. de cost CFCC 0,735 0,643 0,726 0,566
Xarxa 3 Xarxa 4
Orig. Rec. Orig. Rec.
Dia`metre 4 4,35 4 3
Dista`ncia 2,289 2 2,105 2
Grau promig 5,267 5,267 8,967 8,967
Ma`x. grau 34 21,55 42 31,8
Mı´n. grau 1 1 1 1,7
Clustering 0,504 0,256 0,599 0,524
Correlacio´ -0,502 -0,214 -0,489 -0,377
I´ndex W 4053 4361,35 3726 3541,55
I´ndex W (amb pesos) 3,279·106 3,935·106 3,743106 3,895·106
I´ndex Q -2,842 -1,78 -5,602 -4
I´ndex Q (amb pesos) 7,013 7 7,150 7
I´ndex d’Estrada 133,889·103 19,219·103 27,413·106 2,19·106
I´ndex d’Estrada (amb pesos) 62,309 65,117 61,837 62,614
CFCC 6,027 17,306 11 60,643
F. de cost CFCC 0,637 0,536 0,771 0,65
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Taula 5.8: Histograma per a les reconstruccions amb funcio´ de cost CFCC.
Histograma
Xarxa 1
[0, 11, 9, 5, 6, 3, 1, 3, 2, 2, 1, 3, 1, 1, 1, 0, 0, 1, 1, 0, 0, 1, 0, 0,
2, 2, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 1, 1, 8, 11, 13, 7, 2, 3, 1, 1, 0, 0, 1, 2, 0, 0, 0, 0, 1, 0, 0, 0, 0,
2, 2, 1, 0, 1, 0, 1, 0, 0, 0, 0, 1]
Xarxa 2
[0, 15, 13, 11, 6, 3, 2, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1, 2, 0, 0, 0, 1,
0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 6, 20, 8, 14, 0, 0, 0, 1, 2, 0, 0, 0, 0, 2, 0, 0, 1, 1, 1, 2, 1, 0, 1]
Xarxa 3
[0, 20, 12, 8, 2, 1, 3, 3, 0, 1, 1, 1, 1, 1, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 4, 22, 13, 4, 1, 1, 3, 2, 0, 1, 2, 0, 0, 1, 1, 1, 0, 0, 0, 0, 2, 1, 0,
1]
Xarxa 4
[0, 14, 6, 4, 2, 3, 2, 4, 5, 2, 3, 1, 1, 1, 2, 0, 0, 1, 0, 0, 0, 0, 2, 0,
0, 0, 0, 1, 1, 1, 0, 2, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 1, 2, 7, 8, 12, 9, 5, 3, 1, 0, 0, 1, 0, 0, 0, 1, 0, 0, 1, 1, 0, 1, 0,
0, 0, 2, 0, 1, 1, 0, 0, 1, 1, 0, 1]
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5.5. Eigenvector Centrality
Taula 5.9: Resultats pel promig de 20 reconstruccions a partir de la funcio´ de cost EC.
EC
Xarxa 1 Xarxa 2
Orig. Rec. Orig. Rec.
Dia`metre 4 3,95 4 5
Dista`ncia 2,093 2,138 2,305 2,57
Grau promig 8,533 8,533 5,3 5,3
Ma`x. grau 43 16,95 37 14,85
Mı´n. grau 1 2,75 1 1
Clustering 0,65 0,188 0,625 0,114
Correlacio´ -0,457 -0,009 -0,539 -0,063
I´ndex W 3705 3783,95 4080 4550,15
I´ndex W (amb pesos) 3,441·106 3,965·106 4,068·106 6,064·106
I´ndex Q -5,286 -1,763 -2,783 -0,707
I´ndex Q (amb pesos) 7,066 7,189 7,23 7,594
I´ndex d’Estrada 14,397·106 20,623·103 0,126·106 1,603·103
I´ndex d’Estrada (amb pesos) 61,869 64,636 62,262 66,997
EC 0,083 0,084 0,043 0,085
F. de cost EC 0,453 0,235 0,671 0,219
Xarxa 3 Xarxa 4
Orig. Rec. Orig. Rec.
Dia`metre 4 4,95 4 3,85
Dista`ncia 2,289 2,572 2,105 2,1
Grau promig 5,267 5,267 8,967 8,967
Ma`x. grau 34 14 42 18,7
Mı´n. grau 1 1,05 1 2,5
Clustering 0,504 0,116 0,599 0,202
Correlacio´ -0,502 -0,093 -0,489 0,006
I´ndex W 4053 4552 3726 3715,2
I´ndex W (amb pesos) 3,279·106 5,121·106 3,743106 4,232·106
I´ndex Q -2,842 -0,642 -5,602 -2,014
I´ndex Q (amb pesos) 7,013 7,425 7,150 7,254
I´ndex d’Estrada 133,889·103 1,306·103 27,413·106 37,695·103
I´ndex d’Estrada (amb pesos) 62,309 66,567 61,837 64,706
EC 0,073 0,087 0,084 0,084
F. de cost EC 0,562 0,23 0,503 0,262
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Taula 5.10: Histograma per a les reconstruccions amb funcio´ de cost EC.
Histograma
Xarxa 1
[0, 11, 9, 5, 6, 3, 1, 3, 2, 2, 1, 3, 1, 1, 1, 0, 0, 1, 1, 0, 0, 1, 0, 0,
2, 2, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 0, 0, 1, 5, 7, 5, 11, 4, 5, 4, 5, 5, 2, 4, 1, 0, 0, 1]
Xarxa 2
[0, 15, 13, 11, 6, 3, 2, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1, 2, 0, 0, 0, 1,
0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 2, 9, 10, 9, 8, 6, 5, 2, 1, 2, 3, 1, 1, 0, 0, 0, 0, 1]
Xarxa 3
[0, 20, 12, 8, 2, 1, 3, 3, 0, 1, 1, 1, 1, 1, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 3, 7, 9, 14, 5, 6, 5, 4, 0, 1, 2, 2, 0, 0, 1, 0, 1]
Xarxa 4
[0, 14, 6, 4, 2, 3, 2, 4, 5, 2, 3, 1, 1, 1, 2, 0, 0, 1, 0, 0, 0, 0, 2, 0,
0, 0, 0, 1, 1, 1, 0, 2, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 1, 0, 2, 5, 4, 7, 3, 11, 3, 3, 5, 5, 1, 3, 3, 1, 2, 1]
CAPI´TOL 5. RESULTATS 37
5.6. Katz Centrality
Taula 5.11: Resultats pel promig de 20 reconstruccions a partir de la funcio´ de cost KC.
KC
Xarxa 1 Xarxa 2
Orig. Rec. Orig. Rec.
Dia`metre 4 3,85 4 5,5
Dista`ncia 2,093 2,109 2,305 3
Grau promig 8,533 8,533 5,3 5,3
Ma`x. grau 43 15 37 10,9
Mı´n. grau 1 3 1 1,35
Clustering 0,65 0,139 0,625 0,088
Correlacio´ -0,457 0,017 -0,539 0,06
I´ndex W 3705 3733,65 4080 4658,25
I´ndex W (amb pesos) 3,441·106 4,129·106 4,068·106 5,932·106
I´ndex Q -5,286 -1,407 -2,783 -0,532
I´ndex Q (amb pesos) 7,066 7,232 7,23 7,572
I´ndex d’Estrada 14,397·106 1,278·103 0,126·106 949,021
I´ndex d’Estrada (amb pesos) 61,869 64,383 62,262 67,138
KC 0,063 0,004 0,053 0,001
F. de cost KC 2,06 0,063 2,25 0,082
Xarxa 3 Xarxa 4
Orig. Rec. Orig. Rec.
Dia`metre 4 5,3 4 3,75
Dista`ncia 2,289 3 2,105 2
Grau promig 5,267 5,267 8,967 8,967
Ma`x. grau 34 10,75 42 15,15
Mı´n. grau 1 1,3 1 3,75
Clustering 0,504 0,078 0,599 0,143
Correlacio´ -0,502 0,055 -0,489 0,02
I´ndex W 4053 4644,65 3726 3649
I´ndex W (amb pesos) 3,279·106 4,603·106 3,743106 4,415·106
I´ndex Q -2,842 -0,5 -5,602 -1
I´ndex Q (amb pesos) 7,013 7 7,150 7
I´ndex d’Estrada 133,889·103 844,192 27,413·106 17,053·103
I´ndex d’Estrada (amb pesos) 62,309 66,937 61,837 64,384
KC 0,065 0,005 0,036 0,003
F. de cost KC 1,945 0,043 3,011 0,082
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Taula 5.12: Histograma per a les reconstruccions amb funcio´ de cost KC.
Histograma
Xarxa 1
[0, 11, 9, 5, 6, 3, 1, 3, 2, 2, 1, 3, 1, 1, 1, 0, 0, 1, 1, 0, 0, 1, 0, 0,
2, 2, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 1, 0, 2, 4, 3, 6, 8, 9, 7, 5, 5, 3, 2, 0, 2, 2, 0, 1]
Xarxa 2
[0, 15, 13, 11, 6, 3, 2, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1, 2, 0, 0, 0, 1,
0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 4, 4, 9, 8, 10, 9, 4, 3, 5, 3, 0, 0, 0, 0, 0, 1]
Xarxa 3
[0, 20, 12, 8, 2, 1, 3, 3, 0, 1, 1, 1, 1, 1, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 3, 6, 5, 11, 6, 10, 11, 2, 4, 0, 1, 1]
Xarxa 4
[0, 14, 6, 4, 2, 3, 2, 4, 5, 2, 3, 1, 1, 1, 2, 0, 0, 1, 0, 0, 0, 0, 2, 0,
0, 0, 0, 1, 1, 1, 0, 2, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 0, 1, 0, 1, 1, 3, 8, 14, 5, 12, 10, 2, 1, 1, 1]
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5.7. Load Centrality
Taula 5.13: Resultats pel promig de 20 reconstruccions a partir de la funcio´ de cost LC.
LC
Xarxa 1 Xarxa 2
Orig. Rec. Orig. Rec.
Dia`metre 4 3,9 4 5,25
Dista`ncia 2,093 2,095 2,305 2,589
Grau promig 8,533 8,533 5,3 5,3
Ma`x. grau 43 19,5 37 13,9
Mı´n. grau 1 2,5 1 1
Clustering 0,65 0,165 0,625 0,108
Correlacio´ -0,457 -0,154 -0,539 -0,076
I´ndex W 3705 3707,5 4080 4582,15
I´ndex W (amb pesos) 3,441·106 4,368·106 4,068·106 6,366·106
I´ndex Q -5,286 -1,602 -2,783 -0,65
I´ndex Q (amb pesos) 7,066 7,289 7,23 7,643
I´ndex d’Estrada 14,397·106 19,242·103 0,126·106 1,377·103
I´ndex d’Estrada (amb pesos) 61,869 64,241 62,262 66,791
LC 0,02 0,025 0,023 0,035
F. de cost LC 0,966 0,126 1,052 0,625
Xarxa 3 Xarxa 4
Orig. Rec. Orig. Rec.
Dia`metre 4 5,55 4 3,7
Dista`ncia 2,289 2,593 2,105 2,057
Grau promig 5,267 5,267 8,967 8,967
Ma`x. grau 34 14,7 42 20,6
Mı´n. grau 1 1,05 1 2,6
Clustering 0,504 0,099 0,599 0,18
Correlacio´ -0,502 -0,187 -0,489 -0,165
I´ndex W 4053 4590,15 3726 3640,05
I´ndex W (amb pesos) 3,279·106 5,181·106 3,743106 4,471·106
I´ndex Q -2,842 -0,562 -5,602 -1,823
I´ndex Q (amb pesos) 7,013 7,44 7,150 7,314
I´ndex d’Estrada 133,889·103 1,057·103 27,413·106 31,909·103
I´ndex d’Estrada (amb pesos) 62,309 66,534 61,837 64,131
LC 0,023 0,034 0,02 0,025
F. de cost LC 1,172 0,119 0,934 0,074
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Taula 5.14: Histograma per a les reconstruccions amb funcio´ de cost LC.
Histograma
Xarxa 1
[0, 11, 9, 5, 6, 3, 1, 3, 2, 2, 1, 3, 1, 1, 1, 0, 0, 1, 1, 0, 0, 1, 0, 0,
2, 2, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 0, 0, 3, 1, 8, 6, 8, 11, 9, 2, 2, 2, 2, 0, 1, 1, 2, 0, 0, 1, 1]
Xarxa 2
[0, 15, 13, 11, 6, 3, 2, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1, 2, 0, 0, 0, 1,
0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 2, 7, 12, 7, 10, 5, 3, 7, 3, 1, 0, 1, 0, 0, 1, 0, 1]
Xarxa 3
[0, 20, 12, 8, 2, 1, 3, 3, 0, 1, 1, 1, 1, 1, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 4, 4, 8, 11, 10, 8, 4, 3, 5, 0, 1, 0, 0, 1, 0, 1]
Xarxa 4
[0, 14, 6, 4, 2, 3, 2, 4, 5, 2, 3, 1, 1, 1, 2, 0, 0, 1, 0, 0, 0, 0, 2, 0,
0, 0, 0, 1, 1, 1, 0, 2, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1]
Reconstruccio´ [0, 1, 1, 4, 3, 2, 4, 8, 6, 5, 8, 5, 1, 7, 0, 1, 1, 0, 1, 0, 1, 1]
5.8. Ana`lisi dels resultats
Tal i com pot veure’s en aquesta seccio´, les funcions de cost que contribueixen a la ge-
neracio´ de xarxes optimitzades amb propietats de les xarxes reals so´n la current flow
betweenness centrality, la current flow closeness centrality i la weighted communicability
centrality.
Mirant la taula 5.4 referent a les propietats obtingudes a partir emprant la centralitat WCC,
pot veure’s que la distribucio´ de graus tendeix a seguir una llei potencial.
Figura 5.1: Histograma de graus de la xarxa 1 (cercle) i de la reconstruccio´ (rombe) a
partir de la funcio´ de cost WCC.
A me´s a me´s, una altra propietat que cal destacar e´s el dia`metre (taula 5.3). En compara-
cio´ amb l’original, pot veure’s que pren valors grans, aixı´ com la dista`ncia mitja. Recordem
que el dia`metre e´s la ma`xima excentricitat entre els nodes de la xarxa, la qual cosa indi-
ca que la dista`ncia entre un node i qualsevol altre node e´s major. Aleshores, e´s un clar
sı´mptoma de que la funcio´ de cost condueix a una xarxa amb els enllac¸os establerts entre
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nodes me´s distants (sempre sense superar la ma`xima dista`ncia de la xarxa original) i amb
el mı´nim grau possible. Tot i aixo`, el clustering augmenta, de manera que aconsegueix
una xarxa ben connectada i, a la vegada, amb una distribucio´ de graus que segueix una
llei potencial. Aquest fet es deu a que` la funcio´ de cost tracta directament amb el pes de
les branques, de manera que l’ı´ndex WCC varia en funcio´ de la dista`ncia i el grau (veure
seccio´ 4.1.2).
Per una altra banda, tenim la funcio´ de cost que conte´ el para`metre current flow between-
ness centrality (5.5). Al ser l’objectiu arribar a un valor nul de la funcio´ de cost, obliga a
que` el valor de l’ı´ndex CFBC hagi d’augmentar per tal de compensar el nombre d’opera-
cions (seccio´ 4.2). Tal i com s’ha explicat a la seccio´ 4.1.4, la mesura d’aquest para`metre
esta` fortament lligada a l’eficie`ncia d’un node en la transmissio´ d’informacio´ entre dos no-
des diferents. Aixı´ doncs, sera` me´s eficient si els seus veı¨ns estan connectats entre ells,
ja que facilitaran la transmissio´ d’informacio´. D’acord amb aixo`, el clustering augmenta
forc¸a, mentre que hi ha pocs nodes amb grau unitari.
La funcio´ de cost que empra la current flow closeness centrality tambe´ genera una xarxa
optimitzada amb propietats que tendeixen a les d’una xarxa real (taula 5.7). Aquesta es
defineix com la inversa de la suma dels camins me´s curts des d’un node fins a la resta.
Per tal d’augmentar aquest ı´ndex i aixı´ reduir la funcio´ de cost, cal reduir tambe´ la dista`ncia
entre els nodes. Per tal d’aconseguir-ho, els nodes es connecten a altres nodes veı¨ns (es
redueix la dista`ncia mitja i el dia`metre, i augmenta el clustering), de manera que, com en
el cas anterior, hi ha pocs nodes amb grau unitari (taula 5.8).
Per a la resta de funcions de cost, la xarxa optimitzada segueix presentant propietats
d’una xarxa ER, de manera que es decarten com a possible solucio´.
Davant aquests resultats i poguent arribar a una conclusio´ sobre quines funcions de cost
so´n les me´s adequades per a aconseguir l’objectiu proposat, el que s’ha fet ha estat ob-
tenir l’optimitzacio´ d’una xarxa aleato`ria del tipus ER, pero` partint de la xarxa d’aeroports
dels Estats Units (figura 5.2).
Figura 5.2: Xarxa d’aeroports d’Estats Units a l’any 2001
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Si be´ no s’ha arribat a un resultat que millori la xarxa actual, es pot observar la tende`ncia.
Els para`metres de l’optimitzacio´ so´n els segu¨ents: T0 com la difere`ncia inicial entre el cost
de la xarxa original i la xarxa aleato`ria; Tmin = 10−8; TOL= 1%; reduccio´ de T0 cada 210
iteracions; MAXIT = 120000 i α=0,99.
Taula 5.15: Reconstruccio´ mitjanc¸ant la funcio´ de cost WCC a partir la xarxa real d’aero-
ports d’Estats Units amb α= 0,99, T0 = 10−8, MAXIT = 120000
Original WCC
Mida 2072 2072
Ordre 295 295
Dia`metre 5 13
Dista`ncia mitja 2,459 3,51
Clustering 0,705 0,203
Grau mitja` 14,074 14,074
Grau mı´nim 1 1
Grau ma`xim 132 111
Correlacio´ de grau -0,416 -0,232
I´ndex Q -17,414 -13,38
I´ndex Q amb pes 7,214 8,02
I´ndex Wiener 106656 152207
I´ndex Wiener amb pes 97,614·106 238,423·106
I´ndex d’Estrada 3,141·1018 127,8·1012
I´ndex d’Estrada amb pes 298,722 347,47
I´ndex WWC 61630,656 66282,71
Funcio´ de cost 0,857 0,735
Taula 5.16: Histograma per a la reconstruccio´ amb funcio´ de cost WCC.
Histograma
Original
[0, 48, 45, 27, 21, 12, 20, 7, 5, 9, 14, 3, 4, 6, 5, 2, 4, 5, 4, 2, 4,
0, 3, 2, 2, 1, 0, 2, 0, 0, 1, 2, 0, 0, 1, 0, 1, 2, 2, 0, 0, 0, 0, 0, 0, 2,
0, 1, 1, 0, 0, 0, 1, 0, 1, 0, 1, 0, 2, 0, 0, 0, 0, 1, 0, 1, 1, 0, 0, 1, 0,
0, 0, 1, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 4, 0, 0, 2, 0, 1, 0, 1, 0, 0, 1, 0,
0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 51, 40, 16, 13, 12, 11, 10, 14, 10, 7, 6, 3, 5, 3, 4, 8, 6, 5, 6,
3, 0, 1, 2, 2, 3, 2, 2, 1, 3, 0, 2, 1, 3, 3, 0, 4, 1, 4, 0, 6, 1, 0, 0, 0,
1, 2, 0, 1, 0, 0, 1, 1, 1, 0, 0, 2, 1, 0, 1, 0, 1, 0, 0, 0, 0, 2, 0, 0, 0,
1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0,
0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1]
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Taula 5.17: Reconstruccio´ mitjanc¸ant la funcio´ de cost CFCC a partir la xarxa real d’aero-
ports d’Estats Units amb α= 0,99, T0 = 10−8, MAXIT = 120000
Original CFCC
Mida 2072 2072
Ordre 295 295
Dia`metre 5 4
Dista`ncia mitja 2,459 2,396
Clustering 0,705 0,263
Grau mitja` 14,074 14,074
Grau mı´nim 1 1
Grau ma`xim 132 71
Correlacio´ de grau -0,416 -0,165
I´ndex Q -17,414 -11,624
I´ndex Q amb pes 7,214 7,253
I´ndex Wiener 106656 103886
I´ndex Wiener amb pes 97,614·106 102,189·106
I´ndex d’Estrada 3,141·1018 36,374·1012
I´ndex d’Estrada amb pes 298,722 302,686
I´ndex CFCC 1,666 12,32
Funcio´ de cost 0,749 0,607
Taula 5.18: Histograma per a la reconstruccio´ amb funcio´ de cost CFCC.
Histograma
Original
[0, 48, 45, 27, 21, 12, 20, 7, 5, 9, 14, 3, 4, 6, 5, 2, 4, 5, 4, 2, 4,
0, 3, 2, 2, 1, 0, 2, 0, 0, 1, 2, 0, 0, 1, 0, 1, 2, 2, 0, 0, 0, 0, 0, 0, 2,
0, 1, 1, 0, 0, 0, 1, 0, 1, 0, 1, 0, 2, 0, 0, 0, 0, 1, 0, 1, 1, 0, 0, 1, 0,
0, 0, 1, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 4, 0, 0, 2, 0, 1, 0, 1, 0, 0, 1, 0,
0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1]
Reconstruccio´
[0, 2, 2, 10, 22, 30, 41, 46, 31, 21, 12, 12, 5, 1, 2, 1, 1, 1, 1, 3,
2, 2, 1, 0, 0, 0, 0, 1, 0, 1, 2, 0, 0, 0, 1, 0, 0, 1, 1, 1, 1, 1, 5, 1, 0,
2, 0, 2, 2, 2, 1, 0, 1, 1, 1, 0, 1, 2, 3, 3, 1, 1, 1, 2, 1, 1, 0, 0, 0, 0,
1, 1]
El que cal per obtenir una xarxa final que presenti unes millors propietats e´s tenir en
compte totes les variables que, independentment, ja contemplen les centralitats CFCC,
CFBC i WCC. Observant els resultats a la taula 5.15 i a la taula 5.17, es pot comprovar
el que abans s’ha esmentat: la funcio´ de cost WCC augmenta la dista`ncia mitja, pero` a la
taula 5.16 es veu la clara tende`ncia de la distribucio´ de graus a seguir una llei potencial. En
canvi, la funcio´ CFCC mante´ la dista`ncia mitja, inclu´s la redueix, i el clustering augmenta
a mesura que s’optimitza la xarxa. Ara be´, la distribucio´ de graus no acaba de seguir la
llei potencial de la xarxa original (taula 5.18).
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CONCLUSIONS
L’objectiu proposat en aquest projecte de fi de grau e´s la determinacio´ de para`metres que
expliquin l’estructura i propietats de certes xarxes reals, en concret la xarxa d’aeroports
d’Estats Units (2001). Per a aixo` s’han generat xarxes aleato`ries amb els mateixos nodes
i nombre d’enllac¸os, pero` amb els nodes connectats a l’atzar.
Com e´s d’esperar, aquesta xarxa aleato`ria te´ propietats molt diferents a les de la xar-
xa real. Per mirar d’obtenir a partir d’ella una xarxa amb les caracterı´stiques de la real
(dia`metre, dista`ncia mitjana, distribucio de graus, correlacio´ de graus, etc.) s’ha consi-
derat un me`tode d’optimitzacio´, el me`tode del llindar o threshold accepting, que modifica
la xarxa procurant que una certa funcio´ de cost arribi a valors semblants als de la xarxa
original.
S’han considerat funcions de cost basades en el nombre de camins entre nodes (camins
curts, tots els possibles), passeig aleatoris, models de ca`rrega, etc, i que tambe´ conside-
ren les dista`ncies entre nodes i el nombre d’operacions.
Per tal d’agilitzar les proves, i vist que els resultats so´n equivalents, el que s’ha fet e´s
generar quatre xarxes reduı¨des diferents de 60 nodes partint de la xarxa original d’aero-
ports de 295 nodes. Despre´s de realitzar el proce´s d’opimitzacio´ (programa de l’Apendix
A), s’ha obtingut, per a cada una d’aquestes, vint xarxes optimitzades a partir de les sis
funcions de cost considerades, essent possible determinar que aquelles que empren la
current flow betweenness centrality CFBC, la current flow closeness centrality CFCC i la
weighted communicability centrality WCC so´n les que permeten obtenir una xarxa final
amb me´s propietats semblants a la xarxa d’aeroports original.
A continuacio´ s’ha aplicat el me´tode d’optimitzacio´ a la xarxa d’aeroports completa i d’a-
cord amb els resultats obtinguts pot concloure’s que quan s’empra la centralitat WCC
s’obte´ una xarxa amb distribucio´ de graus que segueix la mateixa llei potencial que la real,
mentre que l’agrupament de nodes es veu me´s afavorit amb les centralitats CFCC i CFBC.
Aixı´ doncs, sembla que el proce´s que porta a unes propietats de xarxa similars a la real,
podria simular-se amb una funcio´ de cost que afavorı´s u´nicament aquells enllac¸os entre
nodes veı¨ns si el node central rep un gran flux d’aeronaus, mentre que per a aquells amb
un nombre d’operacions baix, els enllac¸os amb nodes llunyans s’haurien de penalitzar,
connectant-se nome´s a un o dos nodes propers
Tenint en compte que es tracta d’una xarxa d’aeroports reals resulta lo`gica la seva es-
tructura. Els aeroports s’estenen per tot el territori dels Estats Units i uns, ja sigui pel
reconeixement social o be´ per la seva situacio´, reben un gran flux de passatgers durant
tot l’any, mentre que d’altres pot dir-se que estan ”aı¨llat”. Aquests darrers no tenen gai-
res connexions i les que tenen no so´n amb aeroports llunyans: no seria rendible. Degut
al cost de les operacions i al mateniment en sı´, e´s un mercat que afavoreix connexions
entre aeroports importants i propers, mentre que els aeroports que tenen un petit nombre
d’operacions pengen de la xarxa, de manera que si es produı´s una ruptura de l’enllac¸ la
resta de la xarxa no es veuria gaire afectada.
45
46 Optimitzacio´ de xarxes d’interconnexio´. Aplicacio´ a una xarxa d’aeroports
BIBLIOGRAFIA
[1] Halvin, S., Cohen, R.: Complex Networks. Structure, Robustness and Function. (Cam-
brige University Press. Nova York. 2010) ix, 6
[2] Estrada,E.: The structure of complex networks. Theory and applications. (Oxford Uni-
versity Press Inc. Nova York. 2011)
[3] Wilson, R.J.: Introduction to Graph Theory. (Longman Group Ltd. 1979)
[4] Bondy, J., Murty, U.: Graph theory with applications. (Elseiver Science Publishing Co.,
Inc. Nova York. 1976)
[5] Erdo¨s, P., Re´nyi, A.: On the evolution of random graphs. Publications of the Mathema-
tical Institute of the Hungarian Academy of Sciences 5, 343-347 (1960)
[6] Erdo¨s, P., Re´nyi, A.: On random graphs. Publicationes Mathematicae 6, 290-297
(1959) 11
[7] Go´mez-Carden˜es, J., Moreno, Y.: Local versus global knowledge in the Baraba´si-
Albert scale-free network model. Physical Review. 69 (037103). (2004)
[8] Freeman, L., Borgatti, S., White, D.: Centrality in valued graphs: A mesure of betwe-
enness based on network flow. Social Networks. 13, 141-154. (1991) 23
[9] Mohar, B., Pisanski, T.: How to compute the Wiener index of a graph. Journal of Mat-
hematical Chemistry. 2, 267-277. (1988)
[10] Bolloba´s, B., Riordan, O.: The diameter of a scale-free random graph. Combinatorica.
24, 5-34. (2004)
[11] Crofts, J., Highman, D.: A weighted communicability measure applied to complex
brain networks. Journal of the Royal Society Interface. 6, 411-414. (2009) 21, 22
[12] Dueck, G., Scheuer, T.: Threshold Accepting: A general purpose optimization algo-
rithm appearing superior to simulated annealing. Journal of Computational Physics.
90, 161-175. (1990) 16
[13] Latora, V., Marchiori, M.: Efficient Behavior of Small-World Networks. Physical Revi-
ew Letters. 87 (19). (2001)
[14] Estrada, E.: Complex networks in the Euclidean space of communicability distances.
Physical Review. 85 (066122). (2012) 21
[15] Kikpatrick, S., Gelatt, C.D., Vecchi, M.P.: Optimization by Simulated Annealing. Sci-
ence. 220 (4598). (1983) 15
[16] Mallion, R.B.: The six (or seven) bridges of Kaliningrad: a personal Eulerian Walk,
2006. MATCH Communications in Mathematical and in Computer Chemistry. 58 529-
556. (2007)
[17] Metropolis, E., Rosenbluth, A., Rosenbluth, M., Teller, A.: Equation of state calculati-
on by fast computing machines. The journal of chemical physics. 21 (6). (1953) 15
47
[18] Aarts, E., Korst, J., van Laarhoven, P.: Simulated annealing. Local Search in Combi-
natoial Optimization. (John Wiley & Sons Ltd. 1997)
[19] Katz, L.: A new status index from sociometric analysis. Psychometrica. 18 (2). (1953)
24
[20] Newman, M. E. J. : Scientific collaboration networks. II. Shortest paths, weighted
networks, and centrality. The American Physical Society. Rev. E 64 (016132). (2001)
[21] Bonacich, P. : Power and Centrality: A Family of Measures. University of Chicago. 95
(5) 1170-82. (1987)
[22] Goh, K.-I., Kahng, B., Kim, D.: Universal Behavior of Load Distribution in Scale-Free
Networks. Physical Review Letters. 87 (27). (2001) 25
[23] Ramasco, J.J.: Prediccio´n de los patrones de propagacio´n de enfermedades de con-
tacto con ordenadores (2012) 5
[24] Brandes, U., Fleischer, D. : Centrality Measures Based on Current Flow. Theoretical
Aspects of Computer Science (STACS ‘05). LNCS 3404 (2005) 533-544. 23, 24
[25] International Air Transport Association. Airline and Airport Code Search. iata.org.
2017. <http://www.iata.org/publications/Pages/code-search.aspx> 25
APE`NDIXS

APE`NDIX A. PROGRAMA
# -*- coding: utf-8 -*-
from __future__ import division
import networkx as nx
import math
import random
import csv
import numpy as np
import scipy.linalg
from math import pi, sin, cos, atan2, log, sqrt
try:
import matplotlib.pyplot as plt
except:
raise
import pylab as P
# Name of the new document
simname = "na-net-optWCCHidx-"
############################### FUNCTIONS #####################################
########################### HAVERSINE FORMULA #################################
# Haversine formula determines the great-circle distance between two point on a
# sphere given their longitudes and latitudes. The formula is:
# hav(d/r) = hav (lat2-lat1)+cos(lat1)*cos(lat2)*hav(lon2-lon1)
# where hav(O) = sinˆ2(O/2) = (1-cos(O))/2
def hsdist(loc1, loc2):
"""Haversine formula"""
"""- give coordinates as (lat_decimal, lon_decimal) tuples. Returns distance
in km"""
earth_radius = 6371.0 # km
to_radians = lambda x : x * pi / 180.0
lat1, lon1 = map(to_radians, loc1)
lat2, lon2 = map(to_radians, loc2)
# haversine formula
hdlat = (lat2 - lat1) / 2.0
hdlon = (lon2 - lon1) / 2.0
a = sin(hdlat)**2 + cos(lat1) * cos(lat2) * sin(hdlon)**2
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c = 2.0 * atan2(sqrt(a), sqrt(1.0 - a))
km = earth_radius * c
return km
def calc_dist(G, n1, n2):
coord0 = (G.node[n1][’lat’], G.node[n1][’lng’])
coord1 = (G.node[n2][’lat’], G.node[n2][’lng’])
dist = hsdist(coord0, coord1)
# Add an edge between two nodes and the weight
return dist
################################# DISTANCE ##################################
def distance(G):
distance = []
for n1, n2 in G.edges():
distance.append(G[n1][n2][’weight’])
return distance
################################# TOTAL DISTANCE ###############################
def totaldistance(G):
total = 0
for n1, n2 in G.edges():
total=total+G[n1][n2][’weight’]
return total
############################### TOTAL OPERATIONS ##############################
def totalop(G):
total_op = 0
for n1 in G.nodes():
total_op=total_op+G.node[n1][’oper’]
return total_op
################################# INFO GRAPH ##################################
def infograf(G):
order = G.number_of_nodes()
size = G.number_of_edges()
diam = nx.diameter(G)
av_dist = nx.average_shortest_path_length(G)
av_clust = nx.average_clustering(G)
av_degree = np.mean(G.degree().values())
deg_histo = nx.degree_histogram(G)
max_deg = len(nx.degree_histogram(G))-1
min_deg = min(G.degree().values())
Estr_idx_avg_G = nx.estrada_index(G)
wEstr_idx_avg_G = sum(weighted_communicability_centrality_alternative(G).values())
Gedges=G.edges()
xlist=[]
ylist=[]
for i in range(0,G.size()):
xlist.append(G.degree(Gedges[i][0]))
xlist.append(G.degree(Gedges[i][1]))
ylist.append(G.degree(Gedges[i][1]))
ylist.append(G.degree(Gedges[i][0]))
##### CHOOSE THE INDEX:
index = CFBC_idx(G)
#index = CFCC_idx(G)
#index = BC_idx(G)
#index = WCCH_idx(G)
#index = EC_idx(G)
#index = LC_idx(G)
#index = KZ_idx(G)
#####
Q = Q_idx(G)
WCHQ = WCHQ_idx(G)
totop = totalop(G)
cost = funcio_de_cost(G, totop)
############################## INFO GRAF ###################################
information = ([’Graph ’, graphname],[’Order ’, order], [’Size ’, size],
[’Diameter ’, diam],
[’Average distance ’, av_dist],
[’Clustering ’, av_clust],
[’Degree histogram ’, deg_histo],
[’Average Degree’, av_degree],
[’Minimum degree’, min_deg], [’Maximum degree’,max_deg],
[’Degree correlation’, correlation(xlist,ylist)],
[’Q’, Q], [’WCHQ’, WCHQ], [’Es’, Estr_idx_avg_G], [’wES’, wEstr_idx_avg_G],
[’Index’, index], [’Cost’, cost])
return information
############################ SAVE TO EXCEL ####################################
def csv_writer(data, path):
"""
Write data to a CSV file path
"""
with open(path, "w", newline = ’’) as csv_file:
writer = csv.writer(csv_file, delimiter=’,’)
for line in data:
writer.writerow(line)
########################## CORRELATION FACTOR #################################
def mean(alist):
mean = sum(alist)*1.0/len(alist)
return mean
def standardDev(alist):
theMean = mean(alist)
sum = 0
for item in alist:
difference = item - theMean
diffsq = difference ** 2
sum = sum + diffsq
sdev = math.sqrt(sum/(len(alist)-1))
return sdev
def correlation(xlist, ylist):
xbar = mean(xlist)
ybar = mean(ylist)
xstd = standardDev(xlist)
ystd = standardDev(ylist)
num = 0.0
for i in range(len(xlist)):
num = num + (xlist[i]-xbar) * (ylist[i]-ybar)
if (xstd == 0 or ystd == 0):
corr = 0
else:
corr = num / ((len(xlist)-1) * xstd * ystd)
return corr
########################### WIENER INDEX ######################################
# The wiener index is the sum of the distances between all pair of nodes of G.
# It is necessary to take into account the weight -> DIJKSTRA (algorithm for
# obtaining the shortest path taking into account the edge’s weight).
def wiener_idx(G, weight=None):
# compute sum of distances between all node pairs
# (with optional weights)
wiener=0.0
if weight is None:
for n in G:
path_length=nx.single_source_shortest_path_length(G,n)
wiener+=sum(path_length.values())
else:
for n in G:
path_length=nx.single_source_dijkstra_path_length(G,
n,weight=weight)
wiener+=sum(path_length.values())
return wiener/2.0
######################## COMMUNICABILITY EXOPONENT #############################
def newcommunicability_exp(G):
nodelist = list(G) # ordering of nodes in matrix
A = nx.to_numpy_matrix(G,nodelist)
# convert to 0-1 matrix
A[A!=0.0] = 1
# communicability matrix
expA = scipy.linalg.expm(A.A)
mapping = dict(zip(nodelist,range(len(nodelist))))
c = {}
for u in G:
c[u]={}
for v in G:
c[u][v] = float(expA[mapping[u],mapping[v]])
return c
########### COMMUNICABILITY DISTANCE INDEX (BIG GAMMA) NO WEIGHTS ############
def comm_dist_idx(G):
Gamma_idx=0.0
cdst=newcommunicability_exp(G)
for u in G:
for v in G:
val=cdst[u][u]+cdst[v][v]-2*cdst[u][v]
val=abs(val)
Gamma_idx+=sqrt(val)
return Gamma_idx/2
############################# Q INDEX - NO WEIGHTS ###########################
def Q_idx(G):
return log(0.857763885*wiener_idx(G)/comm_dist_idx(G))
######################### COMMUNICABILITY EXPONENT ############################
def weightedcommunicabilityCH_exp(G):
"""Return the communicability centrality for each node of G, with the definition
given in article Crofts / Higham doi:10.1098/rsif.2008.0484 """
nodlst = list(G) # ordering of nodes in matrix
A = nx.to_numpy_matrix(G,nodlst)
A = np.copy(A) # Convert A from <class ’numpy.matrixlib.defmatrix.matrix’> to <type ’numpy.ndarray’>
D_sum = A.sum(axis=1).flatten() # Sum of ones in each row and then convert into an array
idxs = np.where(np.isclose(D_sum,0.0))[0]
D_sum[idxs] = np.infty
dm0p5 = D_sum**(-0.5)
Dm0p5 = np.diag(dm0p5)
M = np.dot(Dm0p5,np.dot(A,Dm0p5))
expM = scipy.linalg.expm(M)
mapping = dict(zip(nodlst,range(len(nodlst))))
c = {}
for u in G:
c[u]={}
for v in G:
c[u][v] = float(expM[mapping[u],mapping[v]])
return c
def weightedcommunicability_centralityCH(G):
"""Return the communicability centrality for each node of G, with the definition
given in article doi:10.1098/rsif.2008.0484"""
nodlst = list(G) # ordering of nodes in matrix
A = nx.to_numpy_matrix(G,nodlst)
A = np.copy(A) # Convert A from <class ’numpy.matrixlib.defmatrix.matrix’> to <type ’numpy.ndarray’>
D_sum = A.sum(axis=1).flatten()
# idxs = np.where(np.isclose(D_sum,0.0))[0]
tolerance = 1e-8
idxs = np.where(np.abs(D_sum) < tolerance)[0]
D_sum[idxs] = np.infty
dm0p5 = D_sum**(-0.5)
Dm0p5 = np.diag(dm0p5)
M = np.dot(Dm0p5,np.dot(A,Dm0p5))
expM = scipy.linalg.expm(M)
# convert diagonal to dictionary keyed by node
sc = dict(zip(nodlst,map(float,expM.diagonal())))
return sc
def weighted_communicability_centrality_alternative(G):
"""Return the communicability centrality for each node of G, with the definition
given in article doi:10.1098/rsif.2008.0484"""
nodlst = list(G) # ordering of nodes in matrix
A = nx.to_numpy_matrix(G,nodlst)
A = np.copy(A) # Convert A from <class ’numpy.matrixlib.defmatrix.matrix’> to <type ’numpy.ndarray’>
D_sum = A.sum(axis=1).flatten()
# idxs = np.where(np.isclose(D_sum,0.0))[0]
tolerance = 1e-8
idxs = np.where(np.abs(D_sum) < tolerance)[0]
D_sum[idxs] = np.infty
dm0p5 = D_sum**(-0.5)
Dm0p5 = np.diag(dm0p5)
M = np.dot(Dm0p5,np.dot(A,Dm0p5))
expM = scipy.linalg.expm(M)
# convert diagonal to dictionary keyed by node
sc = dict(zip(nodlst,map(float,expM.diagonal())))
return sc
####################### COMMUNICABILITY DISTANCE INDEX ########################
# Using communicability from Crofts / Higham
def weightedcommCH_dis_idx(G):
Gamma_idx = 0.0
cdst = weightedcommunicabilityCH_exp(G)
for u in G:
for v in G:
val = cdst[u][u] + cdst[v][v] -2 * cdst[u][v]
val = abs(val)
Gamma_idx += sqrt(val)
return Gamma_idx/2
################################## INDEX ###################################
def WCHQ_idx(G):
return log(0.857763885*wiener_idx(G,weight=’weight’)/weightedcommCH_dis_idx(G))
def CFCC_idx(G):
CFCC=nx.current_flow_closeness_centrality(G,weight=’weight’)
return sum(CFCC.values())/nx.number_of_nodes(G)
def CFBC_idx(G):
CFBC=nx.current_flow_betweenness_centrality(G,weight=’weight’)
return sum(CFBC.values())/nx.number_of_nodes(G)
def WCCH_idx(G):
WCCH = weightedcommCH_dis_idx(G)
return WCCH
def BC_idx(G):
BC=nx.betweenness_centrality(G,weight=’weight’)
return sum(BC.values())/nx.number_of_nodes(G)
def EC_idx(G):
EC=nx.eigenvector_centrality_numpy(G,weight=’weight’)
return sum(EC.values())/nx.number_of_nodes(G)
def LC_idx(G):
LC=nx.load_centrality(G,weight=’weight’)
return sum(LC.values())/nx.number_of_nodes(G)
def KZ_idx(G):
KZ=nx.katz_centrality_numpy(G,weight=’weight’)
return sum(KZ.values())/nx.number_of_nodes(G)
################################## COST ###################################
###### CHOOSE THE COST FUNCTION:
################################## BC ###################################
#def funcio_de_cost(G,totop):
# BC=nx.betweenness_centrality(G,weight=’weight’)
# totBC=sum(BC.values())
# totop = totop*1.0
# cost = 0.0
# for vtx in G.nodes():
# cost = cost+abs((G.node[vtx][’oper’]/totop)-(BC[vtx]/(totBC)))
# return cost
################################## CFCC ###################################
#FUNCIO de COST -- current_flow_closeness_centrality
#def funcio_de_cost(G,totop):
# CFCC=nx.current_flow_closeness_centrality(G,weight=’weight’)
# totCFCC=sum(CFCC.values())
# totop=totop*1.0
# cost=0.0
# for vtx in G.nodes():
# cost=cost+abs((G.node[vtx][’oper’]/totop)-(CFCC[vtx]/totCFCC))
# return cost
################################## CFBC ###################################
#FUNCIO de COST -- current_flow_betweenness_centrality
def funcio_de_cost(G,totop):
CFBC=nx.current_flow_betweenness_centrality(G,weight=’weight’)
totCFBC=sum(CFBC.values())
totop=totop*1.0
cost=0.0
for vtx in G.nodes():
cost=cost+abs((G.node[vtx][’oper’]/totop)-(CFBC[vtx]/totCFBC))
return cost
################################## CCCH ###################################
# FUNCIO de COST -- communicability_centrality
#def funcio_de_cost(G,totop):
# CC=weightedcommunicability_centralityCH(G)
# totCC=sum(CC.values())
# totop=totop*1.0
# cost=0.0
# for vtx in G.nodes():
# cost=cost+abs((G.node[vtx][’oper’]/totop)-(CC[vtx]/totCC))
# return cost
################################## EC ###################################
# FUNCIO de COST -- eigenvector_centrality
#def funcio_de_cost(G,totop):
# EC=nx.eigenvector_centrality_numpy(G, weight=’weight’)
# totEC=sum(EC.values())
# totop=totop*1.0
# cost=0.0
# for vtx in G.nodes():
# cost=cost+abs((G.node[vtx][’oper’]/totop)-(EC[vtx]/totEC))
# return cost
################################## LC ###################################
# FUNCIO de COST -- load_centrality
#def funcio_de_cost(G,totop):
# LC=nx.load_centrality(G, weight=’weight’)
# totLC=sum(LC.values())
# totop=totop*1.0
# cost=0.0
# for vtx in G.nodes():
# cost=cost+abs((G.node[vtx][’oper’]/totop)-(LC[vtx]/totLC))
# return cost
################################## KATZ ###################################
# FUNCIO de COST -- Katz_centrality
#def funcio_de_cost(G,totop):
# KZ=nx.katz_centrality_numpy(G, weight=’weight’)
# totKZ=sum(KZ.values())
# totop=totop*1.0
# cost=0.0
# for vtx in G.nodes():
# cost=cost+abs((G.node[vtx][’oper’]/totop)-(KZ[vtx]/totKZ))
# return cost
############################ READ FILE #######################################
xarx = 5
#random.seed(218) #218
while xarx <= 5:
# Read the network USAir2001
if xarx == 1:
graphname = ’USAir2001-reduced_edgwghts_km-1’
if xarx == 2:
graphname = ’USAir2001-reduced_edgwghts_km-2’
if xarx == 3:
graphname = ’USAir2001-reduced_edgwghts_km-3’
if xarx == 4:
graphname = ’USAir2001-reduced_edgwghts_km-4’
if xarx == 5:
graphname = ’USAir2001-edgwghts_km’
G = nx.read_gpickle(graphname +’.pkl’)
############### CALCULUS TOTAL DISTANCE + CREATE WEIGHT ARRAY #################
distance_G = distance(G)
totaldistance_G = totaldistance(G)
totop_G = totalop(G)
############################ COPY GRAPH #######################################
# Create a random network, G1, with the same nodes and the same number of edges
# than G
rep = 1
while (rep <= 1):
G1 = nx.Graph()
G1.clear()
G1.add_nodes_from(G)
# Copy the elements of G to G1
for i in G1.nodes():
G1.node[i] = G.node[i]
NODES = G1.number_of_nodes()
nod = nx.nodes(G1)
# Create edges between two random nodes
connected=0
while connected==0:
while (len(G1.edges()) < G.number_of_edges()):
u = random.randint(0, NODES-1)
v = random.randint(0, NODES-1)
# Check if random nodes are equals or an edge between them alredy exists
while (u == v or (G1.has_edge(nod[u], nod[v]) == True)):
v = random.randint(0, NODES-1)
# For each pair of nodes, we obtain the longitude in Km and then setting it as a
# label in the edge. It is NOT required to normalize the weight.
coord0 = (G1.node[nod[u]][’lat’], G1.node[nod[u]][’lng’])
coord1 = (G1.node[nod[v]][’lat’], G1.node[nod[v]][’lng’])
dist = hsdist(coord0, coord1)
# Add an edge between two nodes and the weight
G1.add_edge(nod[u], nod[v])
G1[nod[u]][nod[v]][’weight’] = dist
# Check if the final graph is connected
if nx.is_connected(G1):
connected=1
################################# INFO GRAPH ##################################
NODES=nx.number_of_nodes(G1)
nod=nx.nodes(G1)
EDGES=nx.number_of_edges(G1)
correctfactor=(EDGES-1)*(EDGES-2)/(NODES*(NODES-1))
init_dif = abs(funcio_de_cost(G, totop_G)-funcio_de_cost(G1, totop_G))
best_graph = nx.Graph()
best_graph = G1.copy()
desired_cost = 0.0
best_dif = 9999
# Only the changes that get worse the initial cost will be accepted with a % of tolerance
T0 = init_dif*0.3
# Info graf
print infograf(G)
print ’------------------------------------------------------------------’
print infograf(G1)
nx.write_gpickle(best_graph, graphname+str(xarx)+’-’+str(rep)+’-rand_inicial.pkl’)
iters=0
current_dif = best_dif
MAXIT = 20000
while ((T0 > 0.0000001) and (iters < MAXIT)):
cost_G=funcio_de_cost(G1, totop_G)
iters = iters + 1
GG = nx.Graph()
GG = G1.copy()
if (iters % 400 == 0):
T0 = T0*0.9
print T0
print iters
print current_dif
print best_dif
print cost_G
print
print infograf(G1)
reconstr = False
while (reconstr == False):
found = False
count = False
while (found == False):
u = random.randint(0, NODES-1)
while (GG.degree(nod[u]) == 0):
u = random.randint(0, NODES-1)
v = random.randint(0, GG.degree(nod[u]) - 1)
l = GG[nod[u]].keys()[v]
n = nod[u]
if (GG.degree(l) == 1):
z=v
else:
z=u
if (GG.has_edge(n, l) == True):
# Remove edge
GG.remove_edge(n, l)
found = True
else:
found = False
finish = False
maxd = False
change = True
count = 1
while (finish== False and change == True):
w = random.randint(0,NODES-1)
while ( (z == w) or (GG.has_edge(nod[z], nod[w]) == True)):
w = random.randint(0,NODES-1)
GG.add_edge(nod[z],nod[w])
coordw = (GG.node[nod[w]][’lat’], GG.node[nod[w]][’lng’])
coordz = (GG.node[nod[z]][’lat’], GG.node[nod[z]][’lng’])
dist_wz = hsdist(coordz, coordw)
distance_G1 = distance(G1)
if (dist_wz >= max(distance_G1)):
maxd = False
else:
maxd = True
if ((nx.is_connected(GG) == True) and (maxd == True)):
GG[nod[w]][nod[z]][’weight’] = dist_wz
#print ’canviat’
change = True
finish =True
change = True
reconstr = True
else:
GG.remove_edge(nod[z],nod[w])
if (count > 2*GG.degree(nod[z])):
change = False
GG.add_edge(n, l)
GG[n][l][’weight’] = dist_wz
count = count + 1
distance_GG = distance(GG)
cost_GG = funcio_de_cost(GG,totop_G)
new_dif=(cost_GG-desired_cost)
if ( new_dif < current_dif):
G1.clear()
G1 = GG.copy()
current_dif=new_dif
elif ( (new_dif < (current_dif+T0)) and (random.random() < 0.2)):
G1.clear()
G1 = GG.copy()
current_dif=new_dif
if (current_dif < best_dif):
best_graph.clear()
best_graph = GG.copy()
best_dif = current_dif
cost_GG = funcio_de_cost(GG, totop_G)
fname=simname+"bst_"+str(xarx)+’_’+str(rep)+’.dat’
nx.write_edgelist(best_graph,fname,delimiter=’\t’)
fname=simname+"bst-wgtd_"+str(xarx)+’_’+str(rep)+’.dat’
nx.write_weighted_edgelist(best_graph,fname,delimiter=’\t’)
fname=simname+"bst-pckl_"+str(xarx)+’_’+str(rep)+’.pkl’
nx.write_gpickle(best_graph,fname)
Gedges=best_graph.edges()
xlist=[]
ylist=[]
for i in range(0,best_graph.size()):
xlist.append(best_graph.degree(Gedges[i][0]))
xlist.append(best_graph.degree(Gedges[i][1]))
ylist.append(best_graph.degree(Gedges[i][1]))
ylist.append(best_graph.degree(Gedges[i][0]))
correlat = correlation (xlist, ylist)
path = "data" + graphname +str(rep)+str(xarx)+ ".csv"
with open(path, "w") as csv_file:
out_string = ""
out_string += str(best_graph.number_of_nodes())
out_string += ’;’ + str(best_graph.number_of_edges())
out_string += ’;’ + str(nx.diameter(best_graph))
out_string += ’;’ + str(nx.average_shortest_path_length(best_graph))
out_string += ’;’ + str(np.mean(best_graph.degree().values()))
out_string += ’;’ + str(nx.average_clustering(best_graph))
out_string += ’;’ + str(nx.degree_histogram(best_graph))
out_string += ’;’ + str(min(best_graph.degree().values()))
out_string += ’;’ + str(len(nx.degree_histogram(best_graph))-1)
out_string += ’;’ + str(correlat)
out_string += ’;’ + str(wiener_idx(best_graph))
out_string += ’;’ + str(wiener_idx(best_graph, weight=’weight’))
out_string += ’;’ + str(Q_idx(best_graph))
out_string += ’;’ + str(WCHQ_idx(best_graph))
out_string += ’;’ + str(CFBC_idx(best_graph))
out_string += ’;’ + str(funcio_de_cost(best_graph, totop_G))
out_string += "\n"
csv_file.write(out_string)
# Plot
nodesize=P.array([float(best_graph.node[t][’oper’])/20000 for t in best_graph])
pos={}
for i in best_graph:
pos[i]=(best_graph.node[i][’lng’],best_graph.node[i][’lat’])
plt.axis(’off’)
nx.draw_networkx_nodes(best_graph,pos,node_size=nodesize,node_color=’b’,node_shape=’o’,alpha=0.6)
nx.draw_networkx_edges(best_graph,pos,alpha=0.1,width=0.6)
plt.savefig("USAirRandomOk-2011-oper"+str(xarx)+"-"+str(rep)+".png")
plt.show(block = False)
plt.close()
print
print
print nx.info(best_graph)
print ’Diameter = %f ’ % (nx.diameter(best_graph))
print ’Avg Clust Coeff. NetworkX = %-6.4f ’ % (nx.average_clustering(best_graph))
print ’Distribucio de Graus’
histgrausbest = nx.degree_histogram(best_graph)
print histgrausbest
print ’Best dif’
print best_dif
print ’Best cost’
print CFBC_idx(best_graph)
rep = rep + 1
xarx = xarx + 1
