Abstract. Over the past decades, considerable progress had been made in developing automatic image interpretation tools for remote sensing. There is, however, still a gap between the requirements of applications and system capabilities. Interpretation of noisy aerial images, especially in low resolution, is still difficult. We present a system aimed at detecting faint linear structures, such as pipelines and access roads, in aerial images. We introduce an orientation-weighted Hough transform for the detection of line segments and a Markov Random Field model for combining line segments into linear structures. Empirical results show that the proposed method yields good detection performance.
Introduction
Remote-sensed images provide us with accurate and frequently updated geographical information, which is used in map production and updating, in urban and regional planning, agriculture, forestry, mineral resources studies, and many other areas. The large amount of data necessitates the use of efficient, automated or computer-assisted interpretation methods. Over the past decades, there has been a tremendous effort to make these interpretation systems useful. Unfortunately, there is still a large gap between between the requirements of practical applications and what is currently being achieved by automated methods in terms of completeness, correctness and reliability. To solve this problem, several solutions have been investigated. First, many successful systems focus on the design on semi-automated systems, where a human operator is in charge of image interpretation, and the computer acts as an assistant to the operator, taking over simple tasks and returning control to the operator whenever a difficulty in the interpretation process in encountered. Second, the image interpretation systems rely on many specialized modules, each concerned with one specific feature. The work presented here is concerned with one such module, which focuses on the detection of pipelines and associated access roads.
In the past, there have been many attempts to detect road networks in remotesensed images (e.g., [14, 16] )). These systems make a number of assumptions about the appearance of roads: roads are elongated structures, road surfaces are usually homogenous, and there is adequate contrast between roads and adjacent areas. All systems are faced with a number of difficulties, including a complex topology near crossings, bridges, ramps, etc., occlusion by ground objects such as vehicles, shadows, trees, etc., and inadequate contrast due to road texture, illumination conditions, weather conditions, and more. Despite these problems, a number of systems are quite successful and can be used in practical applications (for example, [16] ).
The system presented here deals with a problem closely related to road detection, namely the detection of pipelines and associated access roads [6, 7] . The detection of both structures is very similar to road detection discussed above, but has some important differences. First, pipelines and access roads are typically visible only as very faint lines (especially in low-resolution aerial images), but they typically extend over long distances. Hence, while the local evidence for these linear structures is usually very weak, the lines are typically straight and become visible though evidence accumulation over long distances. Second, in contrast to normal roads, these structures have a simple topology: there are, for example, no crossings, bridges, ramps and more.
Most linear feature detection techniques are based on two criteria, a local criterion, involving the use of local operators surrounding a target pixel, and a global criterion, incorporating large-scale knowledge about objects. Local operators evaluate local image information using edge or line detectors [11, 4] . Local detection techniques are, however, insufficient, and global constraints must be introduced to identify these linear structures. The methods based on global criteria include, for example, dynamic programming [12] , snake-based energy minimization [5] , and tracking approaches [1, 16] . Unfortunately, most of these techniques fail with occlusions and with noisy backgrounds, especially in low resolution images, as is the case in our application.
We present a method for detecting faint linear structures (such as pipelines) by combining a local analysis with a global interpretation. The local analysis is based on a combination of Gabor filters, orientation maps and a weighted Hough transform, and is shown to have a robust detection performance. The global interpretation relies on a Markov random field (MRF) model that includes prior and contextual knowledge to effectively improve the accuracy of linear structure detection. In the following sections, we first discuss the detection of linear structures (Section 2) and the combination of linear structures using global constraints (Section 3). Then we present experimental results (Section 4), and finally we discuss our system and present conclusions (Section 5). Figure 1 shows an aerial image of size 1000 × 1000 pixels with a resolution of 5 meters per pixel, containing a number of natural structures (hills, rivers, lakes) and several human-made structures. Clearly visible in the middle of the image is an S-shaped road, consisting of three straight segments connected by curves. In addition, several long, straight, but faint lines are visible, indicating the presence of pipelines and associated access roads. Existing road tracking systems have no problem detecting the S-shaped road, but fail to detect the others. The work presented here is concerned with the detection of these linear structures.
Detection of Linear Structures
Detection of linear structures proceeds in two steps. First, we construct a local orientation map using a bank of Gabor filters. Second, we use the orientation as weight for an orientation-weighted Hough transform to detect all linear structures.
Local Orientation Map
The input images are filtered with even Gabor filters with x = x cos θ + y sin θ and y = −x cos θ + y sin θ, where λ represents the wavelength of the cosine carrier, σ defines the scale of Gaussian envelope, and θ is the filter orientation. The Gabor output for a line is maximal when θ matches the line orientation. We use a bank of Gabor filters with orientation θ uniformly distributed in the interval [0,π). The orientation map o(x, y) is defined for each pixel (x, y) as the orientation θ of the Gabor filter with maximal response magnitude, and the texture map g(x, y) is defined as the maximal response magnitude. The orientation map represents local image orientation whereas the texture map represents local texture [10] . Figure 2 shows an image of size 300 × 300 pixel and the corresponding orientation and texture maps. These two characteristics are used in the next step to extract linear segments in the images.
Orientation-Weighted Hough Transform
The conventional Hough transform [9, 8] is used to detect lines by transforming the image space into Hough space, selecting maxima in Hough space, and using these maxima to identify lines in image space. The first step can be considered a pixel-to-curve transformation. Each straight line can be described by
where ρ is the distance to the origin, θ is the angle between the normal of the line and x-axis, and (x,y) is the pixel position. Using Equation 2, any edge/line pixel in the image space is mapped to a sinusoidal curve in the Hough space, and collinear pixels should pass through the same peak.
In the conventional Hough transform, each pixel in image space votes equally for all possible straight lines through the pixel by increasing the corresponding accumulator cells in Hough space by one. Local maxima in Hough space correspond to line segments in image space. In this process, the detection of straight lines is susceptible to the presence of random noise and spurious line segments, which may generate false maxima in Hough space (see Figure 3b) .
It is desirable to reduce the false contributions by introducing a preferential weighting scheme into the voting strategy [13] , where the weight of each pixel is used as the value by which the accumulator cell in the Hough space is increased. We use the orientation map to assign weights in terms of how well the orientation in the orientation map matches the line orientation. For instance, if the orientation at a pixel is o(x, y), the contributing weight to accumulator cell (θ, ρ) in Hough space should be large when θ is close to o(x, y). The weight can thus be defined as follows:
where o(x, y) is the pixel orientation, and θ is the orientation of the accumulator cell in Hough space. The introduction of this voting strategy can effectively reduce the presence of false alarms in line detection, as illustrated in Figure 3c . Using the orientation-weighted Hough transform, we detect all possible line candidates. Some of these are false alarms while others are part of true linear structures. In the next Section, we discuss how to label these line candidates and combine them together to identify linear structures.
Combination of Linear Structures
The method introduced in the previous Section is able to identify linear structures, but they may be broken into many line segments, as seen in Figure 3 . To complete the identification process, these line segments must be combined into linear structures. We begin by defining a graph of all line segments and define a Markov Random field over this graph. Then we discuss local line configurations and the definition of appropriate energy terms. The identification of linear structures can then be formulated as an energy minimization problem.
Graph Definition
The graph structure G consists of a set S of attributed nodes and an arc set E. The line candidates detected by the Hough transform are elements of S, and the attributes of a node S k are the length l, the orientation θ, and the position (x i , y i ) i = 1, 2, ..., l of the corresponding line segments. The textural property, denoted by g, corresponds to the average Gabor response of all pixels (x i , y i ) in the line segment.
A neighborhood system is defined on the set S based on the spatial relations. A line segment S i is regarded as the neighbor of the line segment S j if and only if the end points of the two line segments are within a distance d max and the orientation difference between the two line segments is at most θ max . Let the neighborhood system on G be denoted by n = n(S 1 ), n(S 2 ), ..., n(S N ), where n(S i ) is the set of all neighbors of node S i . Then, the graph G is denoted by G = {S, E}, where S = {S 1 , S 2 , ..., S N } and E = {S i S j |S i ∈ n(S j )andS j ∈ n(S i )}. Some line candidates in S belong to the true linear structures, such as roads or pipelines, while others are false alarms, e.g. due to a noisy background. Let L denote the set of labels on node set S, where L i is the label value associated with node S i . The label set L is the random f ield and the values of L i are defined as:
if line candidate S i belongs to a true linear structure 0, if line candidate S i is a false alarm
The label set L = {L 1 , L 2 , ..., L N } takes a value in Ω, the set of all possible configurations. We use a Markov Random Field model to find the optimal configuration. L is a Markov Random Field on graph G with respect to the neighborhood system n if and only if the following conditions, the Markov Conditions, are met:
e., the value of random variable L i for node S i depends only on the configuration of its neighborhood n(S i ).
Here P (L) is the joint probability and P (L i |L j ) the conditional probability.
Energy Function
We need to find the optimal configuration of
..., L N ) that identifies true linear structures and describes their spatial relationships. Given observations
resulting from the orientation-weighted Hough transform, the optimal configuration is defined as the one with the maximum posterior probability P (L|D), which is evaluated by the maximum a posteriori estimation (MAP) criterion. According to the Bayes rule, the posterior probability P (L|D) can be written as
where P (D) is a constant. The conditional probability P (D|L) and the prior probability P (L) stem from a priori knowledge or supervised learning. In our model, we introduce prior knowledge and contextual knowledge to estimate P (D|L) and P (L). The probability distributions P (D|L) and P (L) can be expressed as a MRF-Gibbs fields:
where C denotes the clique set of graph G, U (D i |L i ) is called node potential, and U c (L) is called clique potential. The optimal labeling corresponds to the minimal energy.
Clique Potential. The clique potential represents contextual knowledge that expresses the conjunction rules for combining line segments. We are concerned with two kinds of linear structures, roads and pipelines. These have the following characteristics:
1. Linear structures are long. They are continuous over a long range, and endpoints are rare. 2. The conjunctions of line segments can be curved. 3. Intersections are rare. 4. Lines belonging to the same linear structure have similar textural properties.
The characteristics listed above do not forbid crossroads, other conjunctions, or ends of the lines, but they are assigned a lower probability. As a consequence, a linear structure that can be a road or oil pipeline and can be modeled as a continuous succession of consistent line segments with low curvature and similar textural values. We can now express the energy function defined on a clique c as follows: 1. If all the line segments within clique c do not belong to any linear structure, i.e. they are all false alarms, then all these line segments are labeled 0. The energy is given a value of zero, defined as a stable state.
2. If there is only one line segment S i labeled 1, it could be the end of a road or pipeline. On the assumption that linear structures are long, a penalty is given for this case, except if the end point of the line segment is close to the image border, since the line segment could belong to a long linear structure that is not completely captured by the image.
3. If only two line segments S i and S j are labeled 1, there are two possible cases: S i and S j are two different linear structures or they belong to the same one. On the assumption that the end points of unrelated linear structures are far apart, the former case can be ignored. In the latter case, the energy function depends on how well S i and S j match. The energy term includes end point distance, the orientation difference and the texture of the two line segments. On the assumption that roads or pipelines have a low curvature, if two segments S i and S j are close to each other with a very small curve and their textures appear similar, we assign them a low energy (high probability); otherwise a high energy:
where θ is the line segment orientation, g is the textural value of a line segment, and d is the minimal distance between the endpoints of the line segments. 4. When there are more than two line segments labeled L = 1 in a clique c, we cannot use curvature or distance between line segments since complex conjunctions allow large curvatures. We calculate the energy based on the textural information, and add a conjunction penalty.
where n is the number of line segments involved in the conjunctions, and
2 is the variance of the textural values of the n line segments, where μ is the mean value.
Node Potential. The node potential is used to evaluate how consistent the measurements are with the labels. A priori knowledge of (single) line segments can be summarized as follows:
1. Line segments are long, i.e. for line segments labeled 1, the longer ones should be given lower energy. 2. Line segments are continuous, with few gaps. Thus, the energy should be higher if line segments have many missing pixels. 3. A linear structure is consistent with respect to textural appearance, and the textural values of the collinear pixels should be similar.
The node potential can thus be defined as follows,
where l i is the length of the ith line segment, Var(g) is the textural variance, and n is number of missing pixels. In the MRF model, the energy terms (9)-(11) define the smoothness energy and represent contextual relations; the energy term (12) defines data energy related to the observed data.
Energy Minimization
The maximum a posterior estimate (MAP) configuration can be considered a global energy minimization problem. Energy minimization approaches have been used widely in image analysis and computer vision. They include, for example, iterated conditional models (ICM) [2] , graph cuts [3] , simulated annealing algorithm, and loopy belief propagation(LBP) [15] . To estimate the global minimal energy we use ICM. The ICM algorithm has no constraints on the energy form. Moreover, it can be very rapid in practice. The disadvantage is that the results are sensitive to the initial estimates. In our method, the initialization is defined using a length threshold. Line segment candidates that are longer than the threshold are labeled 1; the others are labeled 0.
Experimental Results
Experiments were performed on aerial photos with a resolution of 5 meters per pixel. The parameters of the Gabor filters were set to σ=2, λ=5 and a bank of 10 filters was used. The parameters of the clique potentials in the Markov Random Field model were K 1 = 1, K 2 = 5, K 3 = 0.5, and K 4 = 0.001 and K 5 = 0.3; the parameters of the node potentials were The proposed weighted Hough transform using orientation information has good performance in extracting fuzzy, thin lines, shown as in Fig. 4(b)(e) . The proposed labeling method using MRF model can reduce false alarms effectively resulted from local analysis. In addition, the spatial meaning of the linear structures can be described correctly. For instance, two white, thick lines in the center of Fig. 4(c) are well connected. However, the connection in the center of Fig. 4(c) pointed by the white arrow is incorrect because of the complex conjunctions.
Discussion and Conclusions
In this paper, we proposed a system for the detection of linear features in aerial images. The local line detection is based on the local orientation determined using a set of Gabor filters. An orientation map and maximal Gabor responses are used to represent the spatial and textural distribution. A directionally-weighted Hough transform is used to extract lines using orientation information.
The local properties of the images is related to the global constraints by introducing a priori knowledge. A Markov random field model is built to discriminate true lines from false ones, and to identify the relations between true lines. The optimal interpretation is achieved by minimizing the energy using iterated conditional models. The method has been shown to be a powerful tool to detect fuzzy thin lines, and combine the desired linear structure networks
