A General Hensel's Lemma  by Priess-Crampe, S. & Ribenboim, P.
Journal of Algebra 232, 269–281 (2000)
doi:10.1006/jabr.2000.8401, available online at http://www.idealibrary.com on
A General Hensel’s Lemma
S. Priess-Crampe
Mathematisches Institut der Universita¨t Mu¨nchen,
Theresienstraße 39, 80333 Mu¨nchen, Germany
E-mail: priess@rz.mathematik.uni-muenchen.de
and
P. Ribenboim
Department of Mathematics and Statistics, Queen’s University,
Kingston, Ontario K7L3N6, Canada
E-mail: mathstat@mast.queensu.ca
Communicated by D. A. Buchsbaum
Received July 1, 1998
Key Words: Hensel’s lemma for several polynomials.
We prove a general form of Hensel’s lemma, for several polynomials in
several variables. It contains as a particular case the result of Greenberg.
The main tool in the proof is the ﬁxed point theorem for spherically com-
plete ultrametric spaces. The classical Hensel’s lemma—proved for p-adic
integers—was extended by Krull [9] for arbitrary valuation domains.
Nagata [11, 12] further extended the result for local noetherian rings A,
with maximal ideal M , which are complete in the linear topology having a
neighbourhood basis of 0 consisting of the powers of M .
Lafon [10] considered the more general situation of Henselian couples
AL, where L is an ideal contained in the Jacobson radical of A; see
also Greco [4] who studied the relationship between different formulations
of the property embodied in Hensel’s lemma.
All the above results concerned polynomials in one indeterminate.
Greenberg [5] extended Hensel’s lemma for r polynomials in n indetermi-
nates (where r, n may be larger than 1 and r ≤ n), having coefﬁcients in a
complete discrete valued ﬁeld.
Further related results may be seen in Bourbaki [1], Iversen [7], and
Fisher [3].
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In this paper we prove a general form of Hensel’s lemma for several poly-
nomials in several indeterminates. The point of view of ultrametric spaces
and the strong ﬁxed point theorem allow us to give a sleek proof of a gen-
eral theorem, which covers all the known cases, not forgetting the theorem
in the equivalent form ﬁrst indicated by Rychlik (for p-adic numbers).
In what follows we introduce the general framework where the theorem
will be proved and explain all the necessary notions, including of course the
ones related to ultrametric spaces.
Let  ·≤ be a (partially) ordered abelianmonoid with neutral element 1
(i.e., for all α, β, γ ∈ , α ≤ β implies αγ ≤ βγ and 1γ = γ) which has the
following properties:
(1)  has a smallest element, denoted by 0, and a largest element,
denoted by 1.
(2) For all γ, δ ∈ , if γ = 1, δ = 0, then γδ < δ.
(3)  is (with respect to its order) a join-lattice.
We note that for all γ ∈ , 0γ = 0. This is clear if γ = 1. If γ = 1, then
for all 0 < δ ∈ , 0γ ≤ δγ < δ (by (2)) and thus also 0γ = 0.
Let A be a commutative ring and let v A →  be a mapping which
satisﬁes the following conditions for all a, b ∈ A:
(4) va = 0 iff a = 0
(5) v1 = 1
(6) v−a = va
(7) va+ b ≤ supva vb
(8) vab ≤ va vb.
Hence A v  is a semi-valued ring, which additionally satisﬁes (2)
and (3). It follows:
(9) If a is a unit of A, then for all b ∈ A, vab = vb, and in
particular, va = 1.
Indeed, vb = va−1ab ≤ va−1vab ≤ vab ≤ va vb ≤ vb and
thus vab = vb.
Let
∑
be the set of all ideals of A.
∑
is an ordered monoid with respect
to ideal multiplication and inclusion. Moreover
∑
is a lattice, supQP =
Q + P , infQP = Q ∩ P . Let ∑P , ∑F be the set of all principal ideals,
resp. ﬁnitely generated ideals.
∑
P and
∑
F are submonoids of
∑
and
∑
F
is a sublattice of
∑
.
In this paper we will present a general Hensel’s lemma which includes
the following particular cases:
(1) Let A be a Pru¨fer domain and  = ∑F . Deﬁne v A →  by
vx = xA.
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We check the properties (1) to (8) for A v∑F and see that all properties
except (2) are trivially satisﬁed. To prove (2), let P , Q ∈ ∑F , P = A and
Q = 0. Then P ⊆ A and thus PQ ⊆ AQ = Q. Assume PQ = Q. Since A is
a Pru¨fer domain there exists a fractional ideal B such that QB = A. Hence
P = PQB = QB = A which is a contradiction. This shows that condition
(2) is satisﬁed.
(2) Let L be an ideal of A with
⋂
n≥0 Ln = 0. Let  = 0AL
L2   .  is a totally ordered submonoid of ∑. Deﬁne v A →  by
v0 = 0 and vx = Ln if 0 = x ∈ Ln\Ln+1. Once again, A v  sat-
isﬁes conditions (1) to (8). We only need to check conditions (2), (7), (8),
the others being trivial.
Condition (2): We may assume 0 = γ = Ln ⊂ A, δ = Lm. Since⋂
j≥0 Lj = 0 and n ≥ 1, γδ = Ln+m ⊂ Lm = δ.
Condition (7): Assume 0 = va = Ln ⊆ Lm = vb. Then
a+ b ∈ Lm and thus va+ b ≤ supva vb.
Condition (8): Assume 0 = va = Ln ⊆ Lm = vb. Then
ab ∈ Ln+m = LnLm. Hence vab ≤ va vb.
We note the following special case: A is a noetherian ring and L ⊆
RadA, since then by Krull’s intersection theorem
⋂
n≥0 Ln = 0.
(3) Let A be a local noetherian ring with maximal ideal M . Put  =∑ = ∑F . Deﬁne v A →  by vx = xA. All conditions (1) to (8) except
(2) are trivially satisﬁed. We check (2): By Krull’s intersection theorem⋂
n≥0Mn = 0. Hence if P ∈
∑
, P ⊆M , ⋂n≥0 Pn ⊆ ⋂n≥0Mn = 0.
Assume now 0 = γ = P ⊂ A and 0 = δ = Q. Then PQ ⊆ Q. Assume
PQ = Q, so PnQ = Q for all n ≥ 0; hence ⋂n≥0PnQ = Q. But⋂
n≥0PnQ ⊆
⋂
n≥0 Pn = 0, which is a contradiction. This shows that (2) is
satisﬁed.
We note, if A is a local noetherian ring, there are two possible choices of
, v: either  = ∑F and v as described above or v = 0AMM2   
and v as described in case (2). We denote the two possible functions by v,
vM , respectively.
Let R be a commutative ring and let m, n ≥ 1. Let Rn×m be the additive
group of matrices with entries in R and which have n rows,m columns. Rn×n
is the ring of n× n matrices. Let v A→  have the properties (1) to (8).
We deﬁne the canonical extension v An×m →  by vbij = supvbij 
i = 1     n j = 1    m.
Lemma 1. For An×m v  the following properties hold:
4′ vaij = 0 iff aij = 0
5′ If there exist i, j such that vaij = 1, then vaij = 1. Thus if
n = m and E is the unit matrix, vE = 1.
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6′ v−aij = vaij
7′ vaij + bij ≤ supvaij vbij
8′ vaijbjk≤vaijvbjk, where aij ∈ An×m, bjk ∈ Am×l
9′ If aij is a unit of the ring An×n, then for all bjk ∈ An×m,
vaij bjk = vbjk and in particular vaij = 1.
Proof. (4′), (5′), and (6′) are an immediate consequence of the deﬁnition
of the extension v on An×m.
(7′) For all i = 1     n, j = 1    m, vaij + bij ≤ supvaij
vbij ≤ supvaij vbij. Hence vaij + bij = vaij + bij =
supvaij + bij  i = 1     n j = 1    m ≤ supvaij vbij.
(8′) We have aijbjk = cik with cik =
∑m
j=1 aijbjk. For all
i = 1     n, k = 1     l, vcik ≤ supvaijbjk  j = 1    m ≤
supvaijvbjk  j = 1    m ≤ vaij vbjk. Thus vaij bjk ≤
vaij vbjk.
(9′) follows from (1′) to (8′) in the same way as (9) followed from
(1) to (8).
We introduce the following notations: If R is a ring and r1     rn ∈ R,
put
r =


r1

rn

 ∈ Rn×1 and Rn = Rn×1
An analogous notation will be used for an ideal L at the place of R.
Let X1    Xn be variables. Put
X =


X1

Xn


and denote byAX the polynomial ring overA in the variablesX1    Xn.
Thus if f1     fn ∈ AX,
f =


f1

fn

 ∈ AXn
and if a ∈ An,
fa =


f1a

fna

 ∈ An
Furthermore if fij ∈ AXn×m and a ∈ An, fija = fija.
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Let α1     αn be natural numbers and α = α1     αn. We shall use
the following abbreviations: α = α1 + · · · + αn, α! = α1! · · · · · αn!. If f ∈
AX, let Dαf = ∂α/∂Xα11 · · · ∂Xαnn f . If
h =


h1

hn

 ∈ AXn
put hα = hα11 · · · · · hαnn , in particular X − aα = X1 − a1α1 · · · · · Xn −
anαn . Let
f =


f1

fn

 ∈ AXn
Then Jac f denotes the Jacobian of f , so Jac f = ∂fi/∂Xj ∈ AXn×n. It
is worth noting that if f ∈ AX for a commutative ring A, then Dαf /α!
is well deﬁned and belongs to AX.
A proof of the following lemma may be found in [2, Chap. IV].
Lemma 2. Let a ∈ An and let f be a polynomial of AX of degree k.
Then f has the following “Taylor expansion”:
f X = f a + ∑
1≤α≤k
Dαf
α!
aX − aα
Let X be a (non-empty) set and let $ be a (partially) ordered set with
smallest element 0. d X × X → $ is called an ultrametric distance (and
Xd$ an ultrametric space), if d has the following properties for all x,
y, z ∈ X and γ ∈ $:
(10) dx y = 0 iff x = y,
(11) dx y = dy x,
(12) if dx y ≤ γ and dy z ≤ γ, then dx z ≤ γ.
A short presentation is in [13, 16]; for more details in development see
[14, 15].
Let 0 < γ ∈ $ and a ∈ X. The set Bγa = x ∈ X  dx a ≤ γ is
called a ball of X.
(13) If 0 < γ ≤ δ in $ and a ∈ Bδb, then Bγa ⊆ Bδb.
This is obvious, since x ∈ Bδa implies dx a ≤ γ ≤ δ, which together
with da b ≤ δ yields dx b ≤ δ.
The ultrametric space Xd$ is said to be spherically complete if every
non-empty chain of balls of X has a non-empty intersection.
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A map g X → X is called strictly contracting if the following condition
is satisﬁed for all x, y ∈ X: if x = y, then dgx gy < dx y.
In [13, 16] we proved a ﬁxed point theorem. Here we shall only need the
following speciﬁc statement:
Theorem 1 (ﬁxed point theorem). If Xd$ is a spherically complete
ultrametric space, then every strictly contracting mapping g X → X has a
unique ﬁxed point.
Let A, v, , and An be as deﬁned above. We deﬁne d An ×An →  by
da b = va − b. Then An d  and in particular for n = 1, Ad ,
is an ultrametric space.
For any ideal L of A, and with d restricted to Ln × Ln, Ln d  (resp.
L d ) is an ultrametric subspace of An d  (resp. Ad ).
It is worthwhile to compare the notion of linear compactness with spher-
ical completeness. Let A be a commutative ring, and let
∑
be the family
of all ideals of A. The ring A is linearly compact when the following prop-
erty holds: let ) ⊆ a+ L  a ∈ AL ∈ ∑ be a family of cosets such that
any ﬁnite subfamily of ) has a non-empty intersection; then
⋂
) = .
Let A be a commutative ring,  ⊆ ∑, v A→ , d the associated ultra-
metric distance. Then if A is linearly compact then Ad  is spherically
complete, because the balls of Ad  are exactly the cosets a+L, where
a ∈ A, L ∈ .
Lemma 3. If L d  is spherically complete, then also Ln d  is
spherically complete.
Proof. Denote in this proof the balls in Ln by Bnγa and the balls in L
by Bγa.
Let
a =


a1

an

 ∈ Ln
then obviously Bnγa =
∏n
i=1 Bγai. Hence if
Bnγa ⊆ Bnδb b =


b1

bn

 
then Bγai ⊆ Bδbi for every i = 1     n.
Thus if Bnγaγ  γ ∈ ), ) ⊆ , is a chain of balls in Ln, then for
each i = 1     n, Bγaγ i  γ ∈ ) is a chain of balls in L. Since L is
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spherically complete, for each i = 1     n, there exists ci ∈ L such that
ci ∈
⋂
γ∈) Bγaγ i. Hence
c =


c1

cn

 ∈ ⋂
γ∈)
Bnγaγ
We will now prove the following generalization of Hensel’s lemma:
Theorem 2. Let A, , v, d be as indicated above. Let L = 0, A be
an ideal of A. Assume that L d  is spherically complete and that for all
m ≥ 1, for all x1     xm ∈ L, supvxi  i = 1    m < 1. Let n ≥ 1,
f ∈ AXn. If there exists a ∈ An such that det Jac fa is a unit in A and
fa ∈ Ln, then there exists a unique b ∈ An such that b − a ∈ Ln and
fb = 0.
Proof. (1) Let us ﬁrst assume that a = 0. Put B = Jac f0 and denote
by B∗ the adjoint matrix of B. Obviously B∗ ∈ An×n. Since detB is a unit
in A and BB∗ = detBE, also B−1 ∈ An×n. Deﬁne g Ln → An by gx =
x− B−1fx. Let x ∈ Ln. By Lemma 2, fx = f0 + Bx+ rx, where
r =


r1

rn


and ri ∈ AX has no constant nor linear terms for i = 1     n. Hence
fx ∈ Ln and thus also gx ∈ Ln.
This shows that gLn ⊆ Ln. We prove now that g is strictly contract-
ing. Assume for this, x, y ∈ Ln and x = y. By Lemma 2, for each i =
1     n, fiy = fix +
∑
1≤α≤kDαfix/α!y − xα. Thus fy = fx +
B+Hx y− x + c, where Hx = hijx ∈ An×n and each polynomial
hij ∈ AX has no constant term; furthermore
c =


c1

cn

 with ci = ∑
2≤α≤k
Dαfix
α!
y − xα
Hence gx − gy = x− y + B−1 fy − fx = B−1Hx y − x + B−1 c.
Thus vgx − gy ≤ supvB−1Hx y − x vB−1 c. Since for each
i, j = 1     n, vhijx ≤ vx, also vHx ≤ vx. Hence by Lemma 1,
vB−1Hx y − x = vHx y − x ≤ vHx vy − x ≤ vx vy − x.
For i = 1     n and 2 ≤ α ≤ k, we obtain
v
(
Dαfix
α!
y − xα
)
≤ v
(
Dαfix
α!
)
vy − xα
≤ vy − xα ≤ vy − x2
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Thus vB−1c = vc ≤ vy − x2. By hypothesis, since x, y − x ∈
Ln, supvx vy − x < 1. Hence by Lemma 1, vgx − gy ≤
supvx vy − x · vy − x < vy − x = vx− y, which shows that g is
strictly contracting.
Since L d  is spherically complete, by Lemma 3 also Ln d  is
spherically complete. Thus by Theorem 1, g has exactly one ﬁxed point
b ∈ Ln. Therefore b = b− B−1fb, so fb = 0.
(2) Assume now a = 0. Deﬁne f˜ ∈ AXn by f˜X = fa + X. Then
Jac f˜X = Jac fX+ a. This yields that det Jac f˜0 is a unit in A and that
f˜0 = fa ∈ Ln. Hence f˜ satisﬁes our hypothesis of case (1). Thus there
exists one and only one element b˜ ∈ Ln such that f˜b˜ = 0. Then b = b˜+ a
is the unique element of An such that fb = 0, b ∈ Ln.
From Theorem 2 we deduce now a generalization of the Hensel–Rychlik
lemma. For the proof we use arguments which are closely related to those
of [3], respectively [5].
The next theorem is trivial when d = 0.
Theorem 3. Let n ≥ 1 and let A, , v, d, L be as in Theorem 2. Let
f ∈ AXn. Assume that there exists a ∈ An such that fa = d Jac fa l with
d = det Jac fa and l ∈ Ln. Then there exists exactly one b ∈ An such that
fb = 0 and b− a = d x for some x ∈ Ln.
Proof. By Lemma 2, fa+ dX = fa + Jac fadX + d2 c, where
c =


c1

cn

 with d2 ci = ∑
2≤α≤k
Dαfia
α!
dXα
= d2 ∑
2≤α≤k
Dαfia
α!
dα−2 Xα
Put B = Jac fa and denote the adjoint matrix of B by B∗. Since BB∗ = d E
and by hypothesis fa = d B l, we obtain: fa + dX = d B l+ X + B∗ c
Put h = l+ X + B∗ c. Then h ∈ AXn, h0 = l ∈ Ln and Jac h0 = E.
Thus, by Theorem 2, there exists exactly one element x ∈ Ln such that
hx = 0. Hence b = a+ d x is an element with the properties looked for.
If also b′ ∈ An satisﬁes fb′ = 0 and b′ − a = d x′ for some x′ ∈ Ln, then
0 = fa+ d x′ = d B hx′, which implies x′ = x and thus b′ = b.
The proof of Theorem 3 shows that this theorem is just a corollary of
Theorem 2 (and in fact, only the case a = 0 of Theorem 2 was needed).
Since, on the other hand, Theorem 2 is a special case of Theorem 3, it
results that both theorems are equivalent.
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We now generalize Theorem 3 to a system of eventually fewer polyno-
mials than variables. Again our proof is close to that of [5] (for discrete
valuations).
Theorem 4. Let 1 ≤ r ≤ n and let A, , v, d, L be as in Theorem 2. Let
f1     fr ∈ AX and
f˜ =


f1

fr

 
Assume that there exists a ∈ An such that f˜a = d S l˜, where l˜ ∈ Lr, S is a
submatrix of Jac f˜a with the same rank as Jac f˜a and which is supposed to
be of the form S = ∂fi/∂Xjai j=1  r and where d E = S S∗ (S∗ denotes
the adjoint matrix of S). Then there exists b ∈ An such that f˜b = 0˜ and
b− a = d x for some x ∈ Ln.
Proof. Expand the system of the polynomials f1     fr to a system of
n polynomials of AX by putting fiX = Xi − ai for i = r + 1     n. Let
f =


f1

fn


and put
l =


l1

ln

 with


l1

lr

 = l˜
and lr+1 = · · · = ln = 0. Then fa = d Jac fa l, l ∈ Ln. Furthermore
d = det Jac fa. Hence we can apply Theorem 3 and thus there exists
b ∈ An which is a zero of f , hence also of f˜ , such that b− a = d x for some
x ∈ Ln.
We will now discuss Theorem 2 (“General Hensel’s lemma”) for the cases
indicated above. For this we shall need the following lemmata.
Lemma 4. Let A, , v, d be as explained above. Let L = 0, A be an ideal
of A. Assume that vx = 1 for all x ∈ A\L. Then Ad  is spherically
complete iff L d  is spherically complete.
Proof. We describe ﬁrst the balls of A. If a ∈ A, 0 < γ ∈ , then
Bγa = x ∈ A  vx− a ≤ γ = y + a  y ∈ A vy ≤ γ = Bγ0 + a.
Thus Bγa+ b = Bγa + b for all a, b ∈ A.
We describe now the balls of L. If a ∈ L, then BL1 a = L and if γ < 1
then BLγ a = Bγa, because if b ∈ A, vb− a ≤ γ < 1, then b− a ∈ L,
so b ∈ L.
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If A is spherically complete, any chain of non-trivial balls of L is a chain
of balls of A; hence it has a non-empty intersection which is, of course, in
L. Thus L is spherically complete.
Now assume that L is spherically complete; let  be a chain of balls of
A. Since B1a = A we may assume that if Bγa ∈  then 0 < γ < 1.
Let Bγa ∈ . If Bδb ∈ , Bδb ⊆ Bγa then Bδb = Bδb − a +
a, with vb − a ≤ γ < 1, so b − a ∈ L. Thus Bδb − a = BLδ b − a.
We have
⋂
 = ⋂Bδb  Bδb ∈  Bδb ⊆ Bγa = ⋂Bδb − a +
a = ⋂Bδb − a + a = ⋂BLδ b − a + a. But BLδ b − a  Bδb ⊆
Bγa Bδb ∈  is a chain of balls in L. Hence by hypothesis, there
exists c ∈ ⋂BLδ b − a; thus a + c ∈ ⋂Bδb = ⋂, proving that A is
spherically complete.
Lemma 5. Let Ad  be spherically complete. Assume that if va = 1
then a is a unit. Then A is a local ring.
Proof. Let a ∈ A, a not a unit. We show that for every t ∈ A, the
element 1 − ta is a unit. Consider the map ϕ A → A deﬁned by ϕx =
1 + tax. If x = y then vϕx − ϕy = vt a x − y ≤ vt va vx −
y ≤ va vx− y < vx− y by (2).
Since ϕ is a strictly contracting map and Ad  is spherically complete,
by the ﬁxed point theorem there exists b ∈ A such that b = 1+ tab; hence
b 1− ta = 1; thus 1− ta is a unit.
Now let M be any maximal ideal and a ∈ A, not a unit. If a /∈ M then
M + Aa = A, so there exists t ∈ A such that 1 − ta ∈ M , which is a
contradiction to what was proved above. Thus every non-unit is contained
in M , which is therefore the only maximal ideal of A.
We note the special case  = ∑F , va = aA. Then va = A implies
that a is a unit. Thus, if Ad∑F is spherically complete then A is a
local ring.
The special case when A is moreover a domain was given in [6].
Let A be a commutative ring and let L be a proper ideal of A. We
say that AL has the property (HL) if the following holds: If n ≥ 1,
f ∈ AXn and if there exists a ∈ An such that det Jac fa is a unit in A
and fa ∈ Ln, then there exists exactly one b ∈ An such that b − a ∈ Ln
and fb = 0.
We consider case (1).
Corollary 1. Let A be a Pru¨fer domain, va = aA for every a ∈ A,
and  =∑F . Let L = 0 be an ideal of A such that L ⊆ RadA. Assume that
L d∑F is spherically complete. Then AL satisﬁes (HL).
Proof. To apply Theorem 2, it has only to be veriﬁed that for all m ≥
1, x1     xm ∈ L, supvx1     vxm < 1. But this is evident, since
x1A+ · · · + xmA ⊆ L ⊆ RadA.
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The following corollary is a special case:
Corollary 2. Let A be a domain,  =∑F , va = aA for every a ∈ A;
let K be the ﬁeld of quotients of A.
(1) The following conditions are equivalent:
(a) A is a Pru¨fer domain and Ad  is spherically complete.
(b) A is the ring of a valuation w of K such that Kw is a
maximal valued ﬁeld.
(2) In the above situation, if M is the maximal ideal of A, then AM
satisﬁes (HL).
Proof. (1) We show that (a) implies (b). By Lemma 5 and the remark
which follows it, A is a local Pru¨fer domain; hence it is a valuation domain.
The mapping v A→∑P ⊆∑F is the restriction to A of a valuation w of
K. Since Kw is spherically complete, by Kaplansky’s theorem [8], Kw
is a maximal valued ﬁeld.
Now we show that (b) implies (a). The restriction of w to A is equivalent
to v A→∑P , va = Aa for all a ∈ A. Since Kw is maximal, then the
ultrametric space K is spherically complete; thus the ball A = B10 is
spherically complete.
(2) If a ∈ A, a /∈ M then a is a unit, so va = 1. It follows from
Lemma 4 that Md  is spherically complete. By Corollary 1, AM
satisﬁes (HL).
We study now case (2).
Corollary 3. Let A be a commutative ring and let L be an ideal of
A with
⋂
n≥0 Ln = 0. Let  = 0ALL2   . Assume that L d  (or
equivalently Ad  by Lemma 4) is spherically complete. Then AL sat-
isﬁes (HL).
Proof. Let m ≥ 1 and x1     xm ∈ L. Since  is totally ordered, then
supvxi  i = 1    m = maxvxi  i = 1    m ⊆ L ⊂ A.
An application of Theorem 2 completes the proof.
We investigate closer the above condition that L d  is spherically com-
plete. Since  is discretely ordered, this means thatL is complete with respect
to the topology onA induced by the zero neighbourhood base Lm  m ≥ 0.
Completeness ofA with respect to this topology and spherical completeness
of Ad  is just the same. By Lemma 4, Ad  is spherically complete
iff L d  is spherically complete. Hence we deduce from Corollary 3:
Corollary 4. Let A be a commutative ring and L an ideal of A such
that
⋂
n≥0 Ln = 0. Assume that Ln  n ≥ 0 is a base of neighbourhoods
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of 0 for a linear topology on A and that A is complete with respect to this
topology. Then AL satisﬁes (HL).
Let us consider now the last case (3). An application of Lemma 4 and
Theorem 2 yields:
Corollary 5. Let A be a local noetherian ring with maximal ideal M .
Let  = ∑F . Let Ad∑F be spherically complete. Then AM satisﬁes
(HL).
In the case of a local noetherian ring (with maximal ideal M) we could
also have chosen  = 0AMM2   . Then with an argumentation as
above, we obtain:
Corollary 6. Let A be a local noetherian ring with maximal ideal M .
Let  = 0AMM2   . IfA is complete with respect to the linear topology
which has Mn  n ≥ 0 as a neighbourhood base at 0, then AM satisﬁes
(HL).
We see that in the case that A is the valuation ring of a discretely val-
ued complete ﬁeld, both corollaries coincide. This is the case which was
considered by [5]. We obtain:
Corollary 7. Let K v be a discretely valued complete ﬁeld. Let A be
the valuation ring andM the maximal ideal of A. Then AM satisﬁes (HL).
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