Abstract: In this paper, optimal impedance adaptation is investigated for interaction control in constrained motion. The external environment is modeled as a linear system with parameter matrices completely unknown and continuous critic learning is adopted for interaction control. The desired impedance is obtained which leads to an optimal realization of the trajectory tracking and force regulation. As no particular system information is required in the whole process, the proposed interaction control provides a feasible solution to a large number of applications. The validity of the proposed method is verified through simulation studies.
INTRODUCTION
In the predictable future, robots are expected to be come a part of the society and collaborate with humans.
To realize safe and efficacious human robot interaction in a myriad of social applications such as elderly care and education, it is important to find a reliable and robust interaction control strategy. This demand has brought about a major challenge for robot researchers and engineers.
In the literature of interaction control, two major frameworks are widely recognized, which are posi tion/force control [4], [7] and impedance control [6] .
Compared to the former one, impedance control is more acceptable as it does not require the full decomposition of force and tracking trajectory. Besides, impedance control is more robust compared with position/force con trol. A passive impedance control will guarantee the sta bility if the environment is passive as well [2] .
The performance of impedance control relies heavily on the proper selection of the targeted impedance. In the earlier research works, a desirable constant impedance is usually preferred and the researchers focused on how to 978-89-93215-05-295560/13/$15 @)ICROS 833
deal with the uncertainties of the robot's dynamic mod el. These works include adaptive impedance control and learning impedance control as in [10] .
However, in many application scenarios, when the en vironment is totally unknown, passive impedance con trol may be too conservative if a high performance is re quired [1] . To deal with this problem, impedance learn ing and optimization has been introduced. There have been a number of research studies in this area. In [8] , the well-known linear quadratic regulator (LQR) opti mal control is adopted for the proper selection of the impedance parameters. The environment model is as sumed to be known and the optimal gain is calculated by solving the well-defined Ricatti equation. However, the environment model is usually unknown, so the proposed method is simply not feasible for online implementation in practice.
To tackle this problem, adaptive dynamic program ming (ADP) or actor-critic learning is proposed in [13] .
ADP mimics the way that biological system interacts with the environment. In the scheme of ADP, the system is considered as an agent which modifies its action according to the environment stimuli. The action is strengthened (positive reinforcement) or weakened (neg ative reinforcement) according to the evaluation of a crit ics. By using ADP, an optimal control policy can be gen erated with partial or none information of the system.
In this paper, we focus on the continuous critic learn ing for robot interacting with unknown environments.
The proposed method is based on the research work in continuous ADP [9] , where the optimal control solution is obtained subject to unknown system dynamics.
Based on the above discussion, we highlight the con tributions of this paper as follows:
(i) The unknown environment is considered in the anal ysis of the interaction control problem, which is defined as a linear system with unknown system dynamics.
(ii) The optimal control problem is modified such that the tracking problem is achieved using a regulation method and the desired impedance model can be ob tained.
(iii) Continuous critic learning is adopted such that op timal impedance parameters in the sense of trajectory tracking and force regulation of robots are obtained sub ject to unknown environments.
The rest of the paper is organized as follows. In Sec tion 2, the dynamics of environment are described, and impedance control and the objective of this paper are discussed. In Section 3, impedance adaptation based on continuous critic learning is developed for the described environment model, such that the optimal interaction is achieved subject to unknown environments. In Section 4, the validity of the proposed method is verified through simulation studies. Section 5 concludes this paper.
PROBLEM FORMULATION

Environment Modeling
In this paper, a damping-stiffness environment model (including human limb) is considered, the dynamics of which can be described as follows (1) 834 where Ke and Be are unknown damping and stiffness matrices; x and x are the robot arm's position and veloc ity; and f is the interaction force.
Remark 1: Ke and Be are assumed to be unknown matrices in this paper. This assumption makes the prob lem studied in this paper more complicated compared with previous study in [II].
Impedance Control
Impedance control is first introduced in [6] to achieve certain desirable impedance and impose a desirable dy namic behavior to the interaction between the robot and environment. To apply the impedance control, we need to find a desired impedance model in the cartesian space as follows (2) where Xd is the desired trajectory, Xv is the virtual desired trajectory in the Cartesian space, and g ( . ) is a target impedance function to be determined. Then, the virtual desired trajectory in the joint space qd = J� J-1 (q)xv(q)dq according to the interaction force f and the impedance model (2).
Remark 2: Eq. (2) is a general impedance model which defines the relationship between interaction force and position. In some specific applications, a simplified stiffness impedance model Gd1Xv -Gd2Xd = -f can be adopted, where Gd1 and Gd2 are desired stiffness ma trices.
Preliminary: Continuous Critic Learning
The continuous critic learning proposed in [9] is briefly introduced in the following, the results of which will be used for model-free impedance adaptation.
Consider the following continuous linear system
where � is the system state, y is the output, u is the sys tem input, and A, Band C are unknown system ma trices, subject to the following infinite-horizon optimal control problem J = 100 (e 5� + uT Ru)dt
where 5 2 0 and R > 0 are the weights of the state and input. For this system, it is well-known that the unique optimal control policy determined by the Bellman's op timal principle is given by
with Kop = R-1 BT P * , where the matrix P * is ob tained by solving the algebraic Ricatti equation (ARE)
A T P * + P * A + P * BR-1 BT P * + 5 = 0
Continuous critic learning method is discussed in [9] to solve the Ricatti equation subject to unknown sys tem parameters A, B, C. The procedure of the learning method is briefly introduced as follows.
Consider additional input dynamics
which is perturbed by u and c > 0 is a small constant.
Based on the system dynamics (3) and the additional input dynamics (7), the augmented linear system equation can be rewritten as
where
[e uT] T and 1m is the identity matrix.
The quadratic Q function, denoted by QI(�(t), u(t))
for the augmented system is given as QI(�(t), u(t)) = 100 (r(�, u) + vT Rv) dT where r(�, u) = e 5� + uT Ru.
There exists a unique solution QJ( � (t), u( t)) which has a quadratic form as follows: 
835 where L; :=diag{ 5, R}.
The approximated optimal control policy for (3) can be thus generated as
where A(s) = (csR + H i2 ) -1 is the low-pass filter with the laplace variable s, and U (s) and � (s) are the laplace transforms of u( t) and � (t).
As mentioned in the Introduction, we aim to obtain optimal impedance parameters without the assumption that the environment model is given. This is the moti vation to develop optimal impedance adaptation in this paper.
MODEL-FREE OPTIM AL IMPEDANCE ADAPTATION
Computational Neural Network Realization
The key problem of the continuous critic learning is to find the solution of the following temporal difference equation
QH�(t), u(t))
In traditional ADP, this problem is usually solved in a dual actor-critic training structure and the temporal dif ferential function is solved recursively. One major draw back of this approach is that the training process usually involves two approximators which make the structure of the training network very complicated.
Neural network has been acknowledged to have the excellent ability for universal approximation to any con tinuous model [5] . This property may offer us a safer way to solve the problem.
The existing cost-function QJ(�(t), u(t)) can be pa rameterized in the following forms
QH�(t), u(t)) z(tfH E Z(t) (z(tf Q9 z(t))vec(H E ) (vec(H E )f(z(t) Q9 z(t))
Similarly, the cost function from t + T to 00 can be derived as (13) is used for the training of neu ral network with ¢ = z(t) ® z(t), then we are able to approximate the existing quadratic cost function, i,e., (h(¢,w) --+ QJ(�(t),u(t)) as t --+ 00.
For the neural network given in (16), we can derive that e = vec(HE) and the parameter e can be computed by taking the partial derivative with respect to the corre sponding input ¢ as below (17) i=l The vector w of the NN weights in (16) can be obtained by error minimization between the target function using a back propagation algorithm.
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Optimal Impedance Adaptation
In this section, impedance adaptation will be further discussed. We will first show how to transform a tracking problem into a regulation problem and how to in tegrate the continuous critic learning discussed in Sec tions 3.1 and 3.2 into the impedance control in Section 2.2. Under this scheme, the targeted impedance is adapt ed during the manipulation process which achieves an approximated optimal performance.
For the damping-stiffness environment described in Section 2.1, the following cost function can be developed (18) where Xd is the desired continuous trajectory; S l is the weight of the trajectory tracking error, and R1 is the weight of the interaction force. Besides, S l = Sf 2 0
As shown in (18), the optimal problem is in fact a tracking problem, which is concerned with making the system output follow or track a desired trajectory. How ever, the traditional optimal problem is usually a regula tion problem which can be regarded as a special case where the desired trajectory is zero state. Therefore, some manipulations are needed to make the problem i dentical. In particular, we consider (19) where p is the state of the following system
where U and V are two known matrices and (U, V) is observable.
Considering the system in Section 2.1, if the interac tion force f is considered as the system input u to the environment, the system dynamics described in (3) can be applied where� = x, A = -B e -1 K e ,B = -B e -1 and C = 1.
As the formulated state p is observable, the augmented state and state matrix can be defined as follows (21 ) The system thus can be re-written in the following state space form Then the infinity cost is obtained as
The system now has the same form as discussed in Sec tion 2.3, so the continuous critic learning method can be adopted. It is trivial to show that the following optimal control policy can be obtained as
where K * is calculated using the methods described in Sections 2.3 and 3.1. The exact impedance func tion which guarantees the optimal interaction is thus ob tained. Recalling the impedance control as discussed in Section 2.2, the desired targeted impedance is achieved according to the measured f and given p.
SIMULATION STUDY
To verify the proposed impedance adaptation, in this section, a robot manipulator with two-degrees-of freedom is considered. The damping-stiffness environ ment model described in Section 2 is adopted to describe a typical environment. The simulation is performed us ing the robotics toolbox [3] .
The parameters of the robot arm are given as m1 m2 = 2.0kg, h = 1 2 = 0.2m, i1 = i2 = 0.027kgm 2 , lc1 = lc2 = O.lm, where m j ,l j ,i j ,lc j , j = 1,2, rep resent the mass, the length, the inertia about the z-axis that comes out of the page passing through the center of mass, and the distance from the previous joint to the center of mass of the current link, respectively.
It is assumed that the environment force is only ex erted to the robot arm along the x axis and the y axis 837 is interaction free. Adaptive control discussed in [12] is adopted to guarantee the inner loop control performance.
Corresponding to Section 2.1, the following environ ment is considered: 0.0li: + 4. 1(x -0.2) = -f. Note that 0.2 is the initial position of the robot arm. As the environment is known in the simulation, the exact optimal solution and desired impedance model can be obtained which is referred to as "LQR", and compared with the the proposed method in this paper which is referred to as "Proposed" . The interaction force is shown in Fig. 3 to further illustrate the validity of the proposed method.
CONCLUSION
In this paper, continuous critic learning has been employed for optimal impedance adaptation subject to unknown environments. The unknown environment is modeled as a linear system with unknown system pa rameters and a certain cost function which combines tra- 
