As opposed to manual feature engineering which is tedious and difficult to scale, network embedding has attracted a surge of research interests as it automates the feature learning on graphs. The learned low-dimensional node vectors ease the knowledge discovery on graphs by enabling various off-theshelf machine learning tools to be directly applied. Recent research has shown that the past decade of network embedding approaches either explicitly factorize a carefully designed matrix or are closely related to implicit matrix factorization, with the fundamental assumption that the factorized node connectivity matrix is low-rank. Nonetheless, the global low-rank assumption does not necessarily hold especially when the factorized matrix encodes complex node interactions, and the resultant single low-rank embedding matrix is insufficient to capture all the observed connectivity patterns. In this regard, we propose a novel multi-level network embedding framework BoostNE, which can learn multiple node embeddings of different granularity from coarse to fine without imposing the prevalent global low-rank assumption. The proposed BoostNE method is also in line with the successful gradient boosting method in ensemble learning. We demonstrate the superiority of the proposed BoostNE framework by comparing it with existing state-of-the-art network embedding methods on various datasets.
I. INTRODUCTION
Learning discriminative representations of nodes in a network is essential for various network analytical tasks as it avoids the laborious manual feature engineering process. Additionally, as the node embeddings are often learned in a task-agnostic fashion, they are generalizable to a number of downstream learning tasks [1] - [3] . On top of that, it also has broader impacts in advancing many real-world applications, ranging from recommendation [4] , polypharmacy side effects prediction [5] , to name disambiguation [6] . The basic idea is to represent each node by a low-dimensional vector in which the relativity information among nodes is maximally transcribed.
A vast majority of existing network embedding methods can be broadly divided into two different yet highly correlated cat-egories. Firstly, early network embedding methods are largely based on the matrix factorization approaches. In particular, methods in this family represent the topological structure among nodes as a deterministic connectivity matrix and leverage low-rank matrix approximation strategies to obtain the node vector representations. Various methods differ in the way on how the connectivity matrix is built, and typical examples include modularity matrix [7] , Laplacian matrix [8] , k-step transition matrix [9] , and higher-order adjacency matrix [10] . Secondly, the recent advances of network embedding research are largely influenced by the skip-gram model [11] . The key idea behind these algorithms is that nodes tend to have similar embedding representations if they co-occur frequently on short random walks over the network [1] , [3] or are directly connected with each other within certain contexts [12] , [13] . Even though the two families of network embedding methods are distinct in nature, recent studies [14] found their inherent correlations and then cast the skip-gram inspired network embedding methods in the matrix factorization framework.
To this end, in this work, we investigate the network embedding problem within the framework of matrix factorization due to its broad generalizability. As mentioned previously, after the closed-form connectivity matrix for each network embedding model is derived, the principled way to permit node embedding is to perform low-rank matrix approximation, such as with eigendecomposition, singular value decomposition (SVD), and nonnegative matrix factorization (NMF). Here, the fundamental assumption is that the closed-form connectivity matrix is low-rank (a.k.a. global low-rank), and the factorized matrix is sufficient to provide a "one-size fits all" representation to encode the connectivity information among nodes. However, the widely perceived assumption is untenable in practice and may further hinder us learn effective node embedding representations due to the following reasons. On one hand, the connectivity matrix in real-world scenarios is often not sparse and encodes diverse connectivity patterns among nodes, making the global low-rank assumption improper [15] . On the other hand, simply relying on the global low-rank property for a single representation for nodes cannot fully explain how the nodes are connected in the network. In a nutshell, it is desired to learn the embedding in a forward stagewise fashion to gradually shift the focus to the unexplained node connectivity behaviors as stages progress.
To address the above problems, we propose a multi-level Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. network embedding framework BoostNE to obtain multiple granularity views (from coarse to fine) of the network over the full spectrum. The proposed framework is motivated by the gradient boosting framework [16] in ensemble learning, which learns multiple weak learners sequentially and then combines them together to make the final prediction. The main contributions of this paper are summarized as follows:
Notations

Definitions or Descriptions
• We examine the fundamental limitations of existing network embedding approaches, especially the methods that directly leverage or can be reduced to the framework of matrix factorization. • We propose a novel network embedding framework BoostNE to identify multiple embeddings from coarse to fine in a forward stagewise manner. • We conduct experiments on real-world networks from various domains to verify the superiority of the proposed BoostNE. Further studies are presented to understand why the proposed BoostNE works and how the number of levels impacts the final embedding representation.
II. PROBLEM DEFINITION
We denote matrices using bold uppercase characters (e.g., X), vectors with bold lowercase characters (e.g., x), scalars with normal lowercase characters (e.g., x). The i-th element of vector x is denoted by x i . The i-th row, the j-th column and the (i, j)-th entry of matrix X are denoted by X i * , X * j , and X ij respectively. The transpose of matrix X is X ′ . The Frobenius norm of matrix X is denoted as ∥X∥ F . The r-th power of matrix X is denoted as X r . The main symbols used throughout this paper are summarized in Table I. Let G = (V, E) be the given network, where V = {v 1 , ..., v n } is the node set and E = {e 1 , ..., e m } is the edge set. We use the matrix A ∈ R n×n to denote the adjacency matrix of the network, where A ij ≥ 0 is a real number denoting the edge weight between node v i and node v j . In this work, we focus on undirected network such that A ij = A ji though our problem can be easily extended to directed networks. We formally define the problem of multilevel network embedding as follows.
Problem 1. (Multi-Level Network Embedding):
Given a network G = (V, E) with n nodes, a predefined embedding dimensionality d and the number of levels k, we try to learn a series of k embeddings U i ∈ R n×ds (i = 1, ..., k) for each node in the network (d = kd s ≪ n). The target is to ensure that the complex node connectivity information among nodes is gradually preserved from coarse to fine in a forward stagewise manner as the levels progress from 1 to k.
III. THE PROPOSED BOOSTNE FRAMEWORK
The key idea of the proposed BoostNE framework is to first formulate the network embedding problem within the framework of matrix factorization by constructing a closedform node connectivity matrix, then it successively factorizes the residual (unexplained part) obtained from the previous stage. To this end, it enables us to generate a sequence of embedding representations of different granularity views from coarse to fine. Afterwards, we ensemble all these weak embedding representations as the final embedding for downstream learning tasks. An illustrative example of the workflow of the proposed BoostNE is shown in Fig. 1 .
A. Network Embedding as Matrix Factorization
As mentioned previously, a large number of existing network embedding methods are fundamentally based on the techniques of matrix factorization. Concretely, they target at building a deterministic connectivity matrix of various forms to capture different types of connections among nodes, including the 1st-order proximity, the higher-order proximity, the community structure, and etc. The other category of methods is mostly inspired by the language model word2vec [11] . They either exploit random walks on the network to capture the node structural relations or directly perform edge modeling to learn the structure-preserving node representations. Even though their optimization target is distinct from matrix factorization based methods, recent studies [14] , [17] examined and found that most of these algorithms can also be reduced to the matrix factorization framework, and the desired embedding representations can be derived by performing principled matrix factorization methods. Next, we briefly show the connections between these sophisticated network embedding methods and matrix factorization. Spectral Clustering [8] : Given the adjacency matrix A and the diagonal degree matrix D, the node embedding representation U can be obtained by concatenating the top-d eigenvectors of the normalized adjacency matrix D −1/2 AD −1/2 . Graph Factorization [18] : The node embedding U is obtained by performing symmetric matrix factorization on the adjacency matrix A such that U = argmin U ∥A − UU ′ ∥ 2 F . Social Dimension [7] : It constructs the modularity matrix as A − dd ′ /2m, where d is the node degree vector. Then the node embedding U can be identified by the top-d eigenvectors of the modularity matrix. GraRep [9] : It concatenates the top left singular vectors of a series of transition matrices X p (p = 1, ..., K). In particular, K denotes the number of transition steps,
where b is the log shift factor and is normally set as 1/n. Hope [19] : It derives the connectivity matrix as M = M −1 g M l where high-order proximity matrices M g and M l are built from A. Then it performs low-rank matrix factorization on M to get the node embeddings.
Deepwalk [1] : Deepwalk makes an analogy between truncated random walks on networks with sentences in a text corpus and learns the node embedding as the skip-gram model. It has been shown [14] that Deepwalk is equivalent to factorize a transformation of network's normalized Laplacian matrix
where vol(G) denotes the volume of the network G, T denotes the window size, and b is the number of negative samples. node2vec [3] : It factorizes a matrix related to the stationary distribution and transition probability of 2nd-order random walk. It is shown in [14] that the factorized matrix is log
where P uvw is the random walk probability to node u given the current visited node v and previously visited node w. Y encodes the 2nd-order random walk stationary distribution. LINE [12] : It is a special case of Deepwalk when the size of context is specified as one [14] and it is equivalent to factorize the matrix log(vol(G)SD −1 ) − log(b).
In this following context, we focus on the node connectivity matrix of Deepwalk with the following reasons: (1) it is more general than other node connectivity matrices as it captures both local and global interactions among nodes in the network;
(2) it often leads better learning performance as shown in [14] .
B. Multi-Level Network Embedding with Boosted Low-Rank Matrix Approximation
As per the above summarization, after various node connectivity matrices are derived from the original network topology, a vast majority of existing network embedding methods discover the node embeddings with the prevalent assumption that the underlying connectivity matrix is of low-rank. To this end, they target at learning the node embeddings with low-rank matrix approximation methods by conjecturing that the discriminative connectivity information should be well encoded within a single low-dimensional node representation.
As in the case of Deepwalk, the resultant node connectivity matrix is a nonnegative matrix, and to permit meaningful embedding representations, one possible solution is to perform nonnegative matrix factorization (NMF) on the connectivity matrix X ∈ R n×n + with a global low-rank assumption:
where d denotes the dimension of the embeddings. The factorized matrices U ∈ R n×d + and V ∈ R d×n + are both lowrank (d ≪ n) and nonnegative. We can interpret U as the embedding of nodes that act like a "center" node while V ′ can be regarded as the embedding of nodes that play the role of "context" node [20] . The above objective function can be solved by conventional optimization algorithms [21] , [22] .
In the above formulation, in order to perform NMF, the factorized matrix X has to satisfy the property of global lowrank. However, it is often argued that the low-rank assumption does not necessarily hold in real-world scenarios, especially when complex interactions among nodes are involved [15] , [23] . In light of this, performing a single NMF on the connectivity matrix X may lead to suboptimal results, and the obtained "one-size fits all" embedding representation is insufficient to encode the connectivity patterns among nodes.
To find a better embedding representation that well approximates the node connectivity matrix X, we relax the low-rank assumption of a single run of factorization. Instead, we assume that the connectivity matrix can be well approximated by performing multiple levels of NMF, resulting in the following objective function:
where k denotes the number of levels, and U i ∈ R n×ds + and V i ∈ R ds×n + denotes the embedding representation of the center node and the context node in the i-th level during the multi-level factorization process.
In this work, inspired by the well-known ensemble learning methods [24] , [25] , we propose to learn multiple levels of node representations by using a forward stagewise strategy. The essential idea is to perform a sequence of NMF operations with each single NMF operation focusing on the residual of the previously not well-explained part. Hence, the Algorithm 1 The proposed multi-level network embedding framework -BoostNE Input: A given network G = (V, E); number of levels k, embedding dimension in each level ds. Output: The node embedding representation U1, ..., U k from coarse to fine and the final embedding representation U. 1: Obtain the node connectivity matrix X from the adjacency matrix A of the network; 2: for i = 1 to k do 3: Compute the residual matrix Ri with Eq. (3); 4: Obtain the center node embedding representation Ui and the context node embedding representation V ′ i by alternating optimization algorithms; 5: end for 6: Return the final embedding as U = [U1, ..., U k ] initial embedding representations provide a coarse view of the node connectivity patterns while the latter embeddings provide finer-grained embedding representations. In other words, different stages present various views of the embedding of different granularity. Specifically, in the i-th level, the not well explained residual matrix is defined as follows:
The max operation implies that if there exist any negative elements after the approximation, we convert it to be zero. With the above defined residual matrix, the embedding representation at the i-the level is obtained by minimizing the following loss function:
Compared with the objective function in Eq. (1) which returns the node embedding representation in a single run with NMF, our proposed algorithm returns multiple weak representations from coarse to fine in a greedy fashion. In other words, once the earlier level embeddings U i and V ′ i are obtained, they are fixed for the remaining operations. It should be noted that the similar idea of boosted low-rank matrix approximation has been used for the local topic discovery problem [25] , where the document-by-term matrix is taken as an input. In BoostNE, we adapt the idea to perform a series of factorization operations on the network connectivity matrix and its residuals for embedding representation learning. Additionally, in [25] , the local weighting scheme is used to deliver high-quality local topics to users, while we empirically find that the similar weighting scheme cannot guarantee better node embeddings. Next, we briefly analyze the time complexity of the proposed BoostNE and NMF with a single run in Eq. (1), here we specify d = d s k for a fair comparison. The time complexity of optimizing Eq. (1) is related to the number of nonzero elements in X and the rank d, which is #iterations× O(nnz(X)d). While for the proposed BoostNE, as can be observed from the illustrative example in Fig. 1 , the residual matrix (the unexplained part) becomes sparser and sparser as the level goes up, thus the computational cost of the proposed BoostNE is #iterations × O(nnz(R 1 +, ..., +R k )d s ). As nnz(R 1 )+, ..., +nnz(R k ) < nnz(X)k, the proposed BoostNE is more efficient than performing a single run NMF in obtaining a "one-size fits all" embedding representation. The pseudocode of the proposed BoostNE is shown in Algorithm 1.
IV. EXPERIMENTS
We conduct experiments to assess the effectiveness of the proposed BoostNE. Before introducing the experimental results, we first introduce the datasets, baseline methods, and experimental settings. In this section, we also perform further analysis on why the multi-level embedding method achieves better performance by studying the approximation error of the connectivity matrix. At last, we investigate how the number of levels k affects the final network embedding results.
A. Dataset
We collect and use four real-world network datasets from different domains for experimental evaluation. All these four datasets are publicly available and have been used in previous research [1] , [3] , [17] . The detailed descriptions of these datasets are as follow:
• Cora 1 : Cora is a citation network of scientific publications. It consists of 2,708 papers from 7 different research areas. There is a total number of 5,278 citation links in the dataset. • Wiki 2 : Wiki is a collection of wikipedia documents that are inherently connected with each other via hyperlinks. Each document is categorized into a number of predefined classes denoting their topics. In total, we have 2,363 documents, 11,596 hyperlinks, and 17 topics. • PPI 3 : It is a subgraph of the protein-protein interaction network of Homo Sapiens. The labels of the protein are obtained from the hallmark gene sets and denote the biological states. We have 3,860 proteins, 37,845 interaction links, and 50 states. • Blogcatalog 4 : It is a social blogging website in which users follow each other and post blogs under certain predefined categories. The main categories of blogs by the users are regarded as the class labels of users. In the dataset, we have 10,312 users, 333,983 user relations and 39 predefined categories. For all the above-mentioned datasets, we have removed all self-loop edges and have converted bi-directional edges to undirected ones for a fair comparison of various network embedding methods.
B. Compared Baseline Methods
In this subsection, we compare our proposed multi-level network embedding framework BoostNE with existing efforts mentioned previously from two main categories: matrix factorization based network embedding methods and skip-gram inspired network embedding methods. Among them, Spectral Clustering [8] , Social Dimension [7] , GraRep [9] belong to the former category while Deepwalk [1] and LINE [12] fall into the latter. In addition, we also compare with a recently proposed framework NetMF [14] which provides a general framework to factorize a closed-form node connectivity matrix for embedding learning. In this work, to have a fair comparison with our method, we adapt it by performing NMF instead of SVD after the closed-form connectivity matrix is derived.
For all the compared network embedding methods, we follow [1] , [3] , [14] to specify the final embedding dimension as 128. The baseline methods of GraRep, Deepwalk, and LINE are implemented in the OpenNE toolkit 5 , and we follow their default parameter settings. In particular, for GraRep, the transition step is specified as 4. For Deepwalk, we set the number of walks as 10, the walk length as 80, and the window size as 10. In terms of LINE, we concatenate both the 1st-order and the 2nd-order embedding representations, the negative sample size is 5, and the number of training epochs is 100. Lastly, for NetMF, we use the Deepwalk's implicit matrix by following the same setting as Deepwalk, and the parameter h in NetMF is set as 256. For the proposed BoostNE, the only additional parameter we need to specify is the number of levels k, we set it as 8. More discussions on the impact of k will be presented later.
C. Experimental Settings
To assess the effectiveness of the proposed multi-level network embedding framework BoostNE, we follow the commonly adopted setting to compare different embedding algorithms on the task of multi-label node classification. In the task of multi-label node classification, each node is associated with multiple class labels, our target is to build a predictive learning model to predict the correct labels of nodes. In particular, after the embedding representations of all n nodes are obtained, we randomly sample a portion of nodes as the training data, use their embeddings and their class labels to build a predictive classification model, and then make the predictions with the embeddings of the remaining nodes. In the experiments, we repeat the process 10 times and report the average classification performance in terms of Micro-F1 and Macro-F1, which are widely used multi-label classification evaluation metrics. Normally, higher values imply better classification performance, which further indicates better node embedding representations. In the experiments, we vary the percentage of training data from 10% to 90%, and the logistic regression in Liblinear [26] is used as the discriminative classifier.
D. Embedding Results Comparison
We compare the quality of embeddings of different methods in the task of multi-label node classification. The comparison results are shown in Table II, Table III, Table IV, and Table V . We make the following observations from these tables:
• For all methods, the multi-label node classification performance w.r.t. Micro-F1 and Macro-F1 gradually increases when the portion of training data is varied from 10% to 90%. It implies that more training data can help us learn better models for node classification. Deepwalk and LINE are better than conventional matrix factorization based methods. Even though both NetMF and BoostNE are kinds of matrix factorization based methods, their performance is much better than conventional matrix factorization methods as the connectivity matrix they factorize encode complex node interactions.
E. Further Analysis w.r.t. Approximation Error
Until now, we have shown that the proposed multi-level network embedding method is superior to NetMF with a single run of NMF on the node connectivity matrix. Despite its empirical success, the underlying reason why performing multiple stages of low-rank approximation leads to better embedding representations still remain opaque. In this subsection, we investigate the underlying mechanism from the approximation error perspective. In particular, we vary the number of levels k in the range of {2, 4, 8, 16, 32, 64} and compare the Frobenius norm of the residual matrix after multiple stages of low-rank approximation. The baseline method NetMF can be regarded as a special case when k = 1. The comparison results on these four datasets are shown in Fig. 2 .
As can be observed from the figure, the approximation of the node connectivity matrix from BoostNE is much smaller that of NetMF. In particular, the approximation error gradually goes down when the value of k is increased from 2 to 64. This observation helps us explain why the proposed multilevel network embedding framework BoostNE learns better node representations than NetMF. The main reason is that the low-rank assumption of the node connectivity matrix does not always hold in practice and through the multiple stages of low-rank approximation, the node connectivity patterns are better approximated in BoostNE, and further leads more discriminative node embeddings.
F. Impact of the Number of Embedding Levels k
As shown in the previous subsection, larger embedding level k often results in a smaller approximation error of the node connectivity matrix. To further investigate how different values of k impact the learned embeddings, we show the node classification performance w.r.t Micro-F1 and Macro-F1 of BoostNE with different values of k and NetMF in Fig. 3 . As can be observed from the figures, when we increase the value of k, the classification performance first increases then reaches its peak and then gradually decreases. The observations are consistent with different portions of training data (30%, 50%, and 70%) and the best classification performance is achieved when k is set as 4 or 8, where the corresponding d s is 32 or 16.
In addition, we also observe that the performance of BoostNE is better than NetMF in a wide range (when k is varied from 2 to 32), which further shows the validity of performing boosted low-rank approximation in learning node embeddings.
V. RELATED WORK Network Embedding The story of network embedding can be dated back to the early 2000s, when myriad of graph embedding algorithms [8] , [27] were developed, as a part of the general dimensionality reduction techniques. Along with this line, we witnessed a surge of factorization based network embedding methods in recent years, with the target to decompose a carefully designed affinity matrix in capturing the 1st-order [8] , [18] , higher-order [9] , [19] node proximity or community structure [2] , [7] of the underlying network. Despite their empirical success, the factorization based network embedding methods have at least a quadratic time complexity w.r.t. the number of nodes, prohibiting their practical usage on large-scale networks. The recent advances of network representation learning is largely influenced by the word2vec [11] model in the NLP community. The seminal work of Deepwalk [1] first makes an analogy between truncated random walks on a network and sentences in a corpus, and then learns the embedding representations of nodes with the same principle as word2vec. Typical embedding methods along this line include LINE [12] , node2vec [3] and PTE [13] . A recent work found that the embedding methods with negative sampling (e.g., Deepwalk, LINE, PTE, and node2vec) can be unified into a matrix factorization framework with closed-form solutions [14] , which bridges the gap between these two families of network embedding methods. Aforementioned methods mainly adopt a shallow model and the expressibility of the learned embedding representations are rather limited. As a remedy, researchers also resort to deep learning techniques [28] , [29] to learn more complex and nonlinear mapping functions. Our work is also closely related to recently proposed HARP [30] and MILE [31] . Both of these two methods attempt to learn node embeddings at different levels by coarsening the original graph into smaller ones, while our proposed BoostNE focuses on the affinity matrix built on the original graph and does not require the graph coarsening step. Additionally, HARP [30] cannot easily adopt other embedding methods (e.g., GraRep and NetMF) as base models, while BoostNE can be generalized to many different network embedding algorithms; MILE [31] tries to improve the scalability of existing network embedding algorithms and refines the embedding from the coarsest graph to the original one with graph convolution network, while BoostNE targets to learn better node embeddings with boosted low-rank matrix approximation. In addition to the raw network structure, realworld networks are often presented with different properties, thus there is a growing interest to learn the embedding representations of networks from different perspectives, such as attributed network [17] , [32] , [33] , heterogeneous networks [28] , [34] , multi-dimensional networks [35] , [36] and dynamic networks [37] , [38] . Ensemble-based Matrix Factorization Ensemble methods have shown to be effective in improving the performance of single matrix factorization models, especially in the context of collaborative filtering. DeCoste [39] made one of the first attempts to use ensemble methods to improve the prediction results of a single Maximum Margin Matrix Factorization model. In the sequel, the effectiveness of ensemble models is further validated on the Nyström method [40] and Divideand-Conquer matrix factorization [41] . The winner of Netflix Prize [42] , [43] advanced the performance of recommendation by capitalizing the advantages of memory-based models and latent factor models. Lee et al. [44] proposed a feature induction algorithm that works in conjunction with stagewise least-squares, and the combination with induced features is superior to existing methods. Most of the existing efforts on matrix factorization are fundamentally based on the prevalent assumption that the given matrix is low-rank, which is often too strong to hold in practice. Lee et al. developed a novel framework LLORMA model [15] to combine the factorization results from multiple locally weighted submatrices, with the assumption that only the local submatrices are low-rank. The success of LLORMA is further extended to other related problems, including social recommendation [23] , topic discovery [25] , and image processing [45] .
VI. CONCLUSIONS AND FUTURE WORK
Network embedding is a fundamental task in graph mining. Recent research efforts have shown that a vast majority of existing network embedding methods can be unified to the general framework of matrix factorization. Specifically, these methods can be summarized with the following working mechanisms: first, construct the deterministic node connectivity matrix by capturing various types of node interactions, and then apply low-rank approximation techniques to obtain the final node embedding representations. However, the fundamental low-rank assumption of the node connectivity matrix may not necessarily hold in practice, making the resultant lowdimensional node representation inadequate for downstream learning tasks. To address this issue, we relax the global low-rank assumption and propose to learn multiple network representations of different granularity from coarse to fine in a forward stagewise fashion. The superiority of the proposed multi-level network embedding framework over other popular network embedding methods is also in line with the success of gradient boosting framework, where the ensemble of multiple weak embedding representations (learners) leads to a better and more discriminative one (learner).
Future work can be focused on the following two aspects: first we will provide theoretical results to further understand the principles of the boosted NMF approach; second, we plan to investigate methods that can automatically learn the weights of different levels for more meaningful and discriminative embedding representations.
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