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Abstract
We propose and discuss a theoretical scheme to speed up Zeno dynamic passage by an external acceleration Hamiltonian. This
scheme is a flexible and experimentally feasible acceleration because the acceleration Hamiltonian does not adhere rigidly to an
invariant relationship, whereas it can be a more general form ∑ u j(t)Hc j. Here Hc j can be arbitrarily selected without any limitation,
and therefore one can always construct an acceleration Hamiltonian by only using realizable Hc j. Applying our scheme, we finally
design an experimentally feasible Hamiltonian as an example to speed up an entanglement preparation passage.
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1. Introduction
In order to achieve some appropriate approximate conditions
and to simplify physics system, the evolution speed has to be
sacrificed sometimes, which was a common practice in quan-
tum information processing (QIP). For a success QIP, however,
one necessary prerequisite is that the evolution time should be
short enough to avoid the influence of decoherence [1, 2]. An
ideal solution for reconciling this contradiction is to append
an external Hamiltonian in the system in order to ensure that
the evolutions are similar to the results adopted approxima-
tion conditions. This basic principle of approximation accel-
eration had been applied to speed up adiabatic passages suc-
cessfully in recent years [3–10], but the discussions about the
accelerations on other approximations are still rare in both the-
oretical and experimental areas. In addition, another common
defect of existing acceleration schemes is that almost all ac-
celeration Hamiltonians are designed based on a fixed expres-
sion (H1(t) = i~∑n |∂tλn〉〈λn|). There remain some difficulties
in achieving those schemes in experiments because the corre-
sponding acceleration Hamiltonian may consist of some non–
physical interactions. For examples, Chen’s scheme [3] needed
a transition between two ground states of a Λ-type atom and
Lu’s scheme [6] required a swap-gate like term |g f 〉12〈 f g|+H.c.
in his acceleration Hamiltonian. Detuning driving fields may
realize some of those non–physical interactions to some extent
[6, 11, 12]. But obtaining an effective interaction is bound to
introduce other approximate conditions. Therefore, it is still an
open question to design an acceleration Hamiltonian by only
using reasonable interactions.
In this letter, we try to improve above two defects, i.e., (a):
∗Corresponding author. lichong@dlut.edu.cn
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The acceleration scheme is extended into other common ap-
proximations; (b): A general scheme is proposed (we call it
“flexible scheme”) so that the acceleration Hamiltonian, for a
certain system, can be always divided to allowed interactions.
We believe that such a scheme is universal and feasible in ex-
periments.
In recent years, quantum Zeno dynamic [13, 14] was also an
approximation used widely to simplify Hamiltonian in entan-
glement preparation or quantum gate realization in a long evo-
lution time (gt ∼ 102) [15–21]. Unlike adiabatic approxima-
tion, Zeno approximation acceleration only requires the system
to evolve into a specific subspace instead of a specific state. In
other words, Zeno approximation acceleration corresponds to
a more relaxed restriction and it is more suitable for a flexi-
ble designs. Thus, in this letter, we discuss how to speed up a
Zeno dynamic process in detail, and present an example of the
entanglement preparation to explain the fixed scheme and flexi-
ble scheme more intuitively. We demonstrate that the evolution
time takes on an obvious reduction after the acceleration, and
boundaries of decay rates are also relaxed. And above all, the
generators of the flexible acceleration Hamiltonian in our exam-
ple are exactly the ones of system Hamiltonian, which provides
a promising platform for advancing the maneuverability of QIP.
Before the in-depth discussion, we firstly give a brief intro-
duction about the Zeno dynamic and quantum Lyapunov con-
trol. Suppose a dynamical evolution of the whole system is gov-
erned by the Hamiltonian H = H0 +HI = H0 +KHm, where H0
is the subsystem Hamiltonian to be investigated and HI = KHm
is an additional interaction Hamiltonian to perform the contin-
uous coupling with the constant K. Under the strong coupling
condition K → ∞, the subsystem investigated is dominated by
the time–evolution operator (~ = 1) [13, 14]:
U0(t) = lim
K→∞
exp(iKHmt)U(t). (1)
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On the other hand, the time–evolution operator of this subsys-
tem can also be expressed as: U0(t) = exp(−it∑n PnH0Pn),
where Pn is the eigenprojection of the Hm with the eigenvalue
λn. The time–evolution operator of the whole system can then
be simplified as:
U(t) ∼ exp(−iKHmt)U0(t)
= exp
−it∑
n
(KλnPn + PnH0Pn)
 , (2)
and we can obtain an effective Hamiltonian in the following
form: He f f =
∑
n(KλnPn + PnH0Pn). Because the Zeno con-
dition requires a weaker H0 compared with Hm, the evolution
time will be quite long in this case.
For a quantum system, the aim of quantum control is to make
the system evolve to a specified target quantum state (or a target
subspace) by designing appropriate time-varying control fields.
The core idea of quantum Lyapunov control is to design an aux-
iliary function V involving both quantum state and control field.
V can be regarded as a Lyapunov function if V > 0 and the
system converges to the target state given by its saddle point
V = 0 [22–24]. The Lyapunov control theory has demonstrated
that the system can be controlled into the target state (subspace)
only if the control fields are designed to meet ˙V 6 0, i.e., the
Lyapunov function is a monotonically nonincreasing function
in the time domain corresponding to whole evolution process,
and it tends to its minimum finally with the help of control
fields.
2. General formalism of shortcut scheme
2.1. “Rough” acceleration
Similarly to adiabatic approximation acceleration, a simple
idea of Zeno acceleration is to compensate the terms neglected
in the approximate processes, in other words, those terms reap-
pear in system Hamiltonian, that is,
HR = UHe f f U† − H0 − HI , (3)
consequently, the total Hamiltonian Ht = H0 + HI + HR will be
precisely equal to He f f after a diagonalization but without any
approximation. Therefore some restrictions of key parameters
are no longer necessary, which provides a prerequisite for the
process of acceleration.
We call this scheme as “rough” acceleration because the ac-
celeration Hamiltonian based on this idea is irreplaceable, and
it may be meaningless if some nonphysical interactions exist in
its expression. Oppositely, in the next subsection, we will intro-
duce a more flexible scheme in which the acceleration Hamil-
tonian can be changed and replaced almost without limitation.
2.2. Flexible acceleration
Different rom the “Rough” acceleration, our aim is to real-
ize an acceleration process with a more optional Hamiltonian.
Consequently, the difficulties of the corresponding experiments
will be significantly reduced because this acceleration Hamil-
tonian is not limited in the form of Eq. (3). For a general dis-
cussion, the external acceleration Hamiltonian can be written
as HF =
∑n
j=0 u j(t)Hc j, where Hc j can be chosen flexibly by the
designers and u j(t) represent the corresponding control fields.
A closed Zeno quantum system with this external acceleration
Hamiltonian can be described by the following Liouville equa-
tion
dρ
dt = ρ˙ = −i

H0 + HI +
n∑
j=0
u j(t)Hc j
 , ρ
 . (4)
In order to obtain a suitable acceleration Hamiltonian, we define
an auxiliary function V(t) as:
V(t) = Tr[H2I ρ(t)]. (5)
We mark the ith eigenvalue and eigenvector of HI as Ei and |Ei〉,
respectively. Then Eq. (5) becomes V(t) = ∑i PiE2i , i.e., the
weighted sum of the eigenvalue squares. Here Pi = 〈Ei|ρ(t)|Ei〉
are the populations of ρ(t) on the ith eigenvector. Under this
definition, V > 0 is obvious. Such as the above-mentioned,
Zeno approximation requires system to evolve in a Zeno sub-
space with degenerate eigenvalues. According to whether the
corresponding eigenvectors are in the target space or not, we
divide the populations into two parts,
(PT1 , PT2 , ..., PTm︸           ︷︷           ︸
target space
, PNm+1, P
N
m+2, ..., P
N
n︸                 ︷︷                 ︸
non target space
). (6)
If the goal subspace selected corresponds to Ei = 0 (i 6 m),
V(t) = 0 + ∑i>m PNi E2i will be obtained. When the quantum
state ρ(t) is completely in the target space, PNi = 0 are satisfied
for all i > m. In other words, the system will be trapped in the
goal subspace if and only if V = 0, and correspondingly, the
physical meaning of V can be regarded as a violation measure
of the Zeno subspace limitation.
Substituting Eq. (5) into Eq. (4), we can obtain the derivative
of V as follow:
˙V = Tr(H2I ρ˙) = Tr
−iH2I
(H0 + HI +
n∑
j=0
u j(t)Hc j), ρ


= Tr(−iρ[H2I ,H0]) +
n∑
j=0
u j(t) Tr(−iρ[H2I ,Hc j]).
(7)
If the control fields are set as:
u0 = −
Tr(−iρ[H2I ,H0])
Tr(−iρ[H2I ,Hc0])
u j,0 = −k j Tr(−iρ[H2I ,Hc j]),
(8)
and the second term in Eq. (7) can be expanded as
n∑
j=0
u j(t) Tr(−iρ[H2I ,Hc j])
=u0(t) Tr(−iρ[H2I ,Hc0]) +
n∑
j=1
u j(t) Tr(−iρ[H2I ,Hc j])
= − Tr(−iρ[H2I ,H0]) +
n∑
j=1
u j(t) Tr(−iρ[H2I ,Hc j])
(9)
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Figure 1: (a): Two Λ–type atoms (A, B) coupled with radiation fields in
two resonant cavities (C1 , C2). The fiber f links two cavities. Here we en-
code as follow: |ψ〉i means that the ith subsystem is in the state |ψ〉, where
i ∈ {A, B,C1,C2, f }. (b): The field–atom interaction | f 〉 ↔ |e〉 is provided by
quantum fields, correspondingly, |g〉 ↔ |e〉 is provided by classical fields.
by substituting u0 in Eq. (8) into Eq. (7). Then Eq. (7) can be
simplified as ˙V = −∑nj=1 k j Tr(−iρ[H2I ,Hc j])2 and it will always
be negative if k j > 0. By virtue of Eq. (8), V > 0 and ˙V 6 0
are satisfied simultaneously. In this case, V is a so-called Lya-
punov function, which can ensure that the system will evolve
to the state corresponding to its own saddle point (V = 0) [22].
In other words, the acceleration Hamiltonian HF will control
system into the goal subspace even if the Zeno condition is no
longer satisfied.
3. Example in entanglement preparation
Entanglement preparation is one of the most important is-
sues in the field of QIP [27, 28]. In this section, we introduce
and analyze a general entanglement preparation scheme based
on Zeno dynamic to show the necessity of the shortcut and to
explain our acceleration scheme in more detail. In the frame
of cavity quantum electrodynamic (QED) system, the sketch of
this entanglement preparation scheme is shown in Fig. 1. In the
interaction picture, the Hamiltonian of the whole system can be
described in the following form: H = Hlaser + HI , where
Hlaser = Ω1|e〉A〈g| + Ω2|e〉B〈g| + H.c.
HI = g1a1|e〉A〈 f | + g2a2|e〉B〈 f | + λ[b†(a1 + a2)] + H.c..
(10)
In above expressions, a1(a†1) and a2(a†2) are the annihila-
tion(creation) operators of the cavity fields C1 and C2, respec-
tively. b(b†) is the annihilation(creation) operator of the fiber.
g1,2 and Ω1,2 are the coupling intensities respectively corre-
sponding to the field–atom interactions | f 〉 ↔ |e〉 and |g〉 ↔ |e〉,
λ is the coupling intensity of the fiber. Here we set g1 = g2
for convenience. In this model, u j between energy levels cor-
responding to green lines in Fig. 1 can be designed as time-
dependent because the intensity of classical and quantum fields
can be adjusted. u j denotes the fiber coupling intensities and it
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Figure 2: (a): The maximum fidelity and the corresponding tmin with varied
Ω2/g. Main figure exhibits the change of closed system and the inset shows
the cases corresponding to γ = 0.0005 (green), γ = 0.001 (red) and γ = 0.002
(blue), respectively. (b): Fidelity with the varied time under Ω2/g = 0.5 (main
figure) and Ω2/g = 0.05 (the top inset). The blue line denotes the approximate
solution and the red line is the exact solution. Another inset shows the proba-
bilities of different Zeno subspaces. In this calculation, we set g = λ = 1 for
convenience.
should be set as a fixed value. u j corresponding to all other tran-
sitions (e.g., red lines in Fig. 1) should be zero because those
transitions are not allowed physically.
If Ω1,2 ≪ g, λ, the Hamiltonian can be expanded to the fol-
lowing complete set:
{|φ1〉 = | f g000〉, |φ2〉 = | f e000〉, |φ3〉 = | f f 010〉
|φ4〉 = | f f 100〉, |φ5〉 = | f f 001〉, |φ6〉 = |g f 000〉
|φ7〉 = |e f 000〉},
(11)
and one can diagonalize conveniently after neglecting Hlaser.
What needs to be explained is that | f g000〉 denotes
| f g〉AB|00〉c1c2 |0〉 f and other vectors in Eq. (11) obey the same
order. Under these conditions, the whole Hilbert space can be
divided into five Zeno subspaces [29]:
Z1 = {|ψ1〉, |ψ2〉, |ψ3〉}
Z2 = {|ψ4〉}
Z3 = {|ψ5〉}
Z4 = {|ψ6〉}
Z5 = {|ψ7〉},
(12)
corresponding to the eigenvalues ζ1,2,3 = 0, ζ2 = g, ζ3 = −g,
ζ4 =
√
g2 + 2λ2 and ζ5 = −
√
g2 + 2λ2, respectively. Us-
ing the related derivations of Zeno dynamics (Eqs. (1,2)),
the Hamiltonian in Eq. (10) can be rewritten in the form of:
He f f = Ω2δ|ψ1〉〈ψ2|+Ω1δ|ψ2〉〈ψ3|+H.c.+
∑7
k=4 ζk |ψk〉〈ψk | [30],
and it can be reduced to He f f = Ω2δ|ψ1〉〈ψ2|+Ω1δ|ψ2〉〈ψ3|+H.c.
if the initial state is limited in the first Zeno subspace Z1. He f f
is just a 3× 3 matrix, therefore the evolution of the system state
can be easily calculated and expressed as
|ψ(t)〉 = 1
Ω2
[(Ω21 + Ω22 cosΩδt)|ψ1〉 − iΩΩ2 sinΩδt|ψ2〉
+ Ω1Ω2(−1 + cosΩδt)|ψ3〉],
(13)
corresponding to the initial state |ψ(0)〉 = | f g〉AB|00〉C1C2 |0〉 f .
While the parameters are taken as ts = (2n + 1)pi/Ωδ and Ω1 =
(√2 − 1)Ω2, Eq. (13) becomes: |ψ(ts)〉 = (|ψ1〉 + |ψ3〉)/
√
2 and
the corresponding atoms are in the Bell state: |ψ+〉 = (| f g〉 +
3
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Figure 3: (a): The maximum fidelity and the corresponding tmin with var-
ied Ω2/g. (b): Fidelity evolution with varied t under Ω2/g = 1. The red
line denotes the fidelity corresponding to “rough” acceleration scheme and
the blue dotted and solid lines respectively are flexible acceleration and non-
acceleration. Here we set k j = 10 and other parameters are the same as those in
Fig. 2.
|g f 〉)/√2; On the contrary, if we set ts = (2n + 1)pi/Ωδ and
Ω1 = (
√
2+1)Ω2, the atoms are in the Bell state: |ψ−〉 = (| f g〉−
|g f 〉)/√2.
Through analyzing above entanglement preparation scheme,
we find that the fastest time for the initial state to achieve the
maximum entangled state is gtmin = pi/Ωδ. However, the Zeno
dynamic requires that Ω1,2 ≪ g, λ, which will lead to too long
gtmin. To explain this, we consider the first case and plot the
fidelity F (|ψ+〉, ρ) = 〈ψ+ |ρ|ψ+〉 [31–33] and the correspond-
ing gtmin with the varied Ω2/g in Fig. 2. In Fig. 2(a), we
show that the oscillating fidelity is lower than 35%(85%) when
gtmin < 5(15). Similarly to previous works, Fig.2 shows that
the fidelity does not decrease monotonically with increasing Ω
when the approximate condition is destroyed. In time domain,
this phenomenon is reflected in the oscillating fidelity when
gtmin is small. The fidelity with intensive oscillation indicates
that a tiny parameter deviation will affect the fidelity signifi-
cantly, and the system actually corresponds to a state of weak
robustness. On the contrary, the fidelity in a practical entan-
glement preparation scheme is required to be stable and to tend
to the approximate solution (i.e., exhibits a strong robustness).
And we further find that this requirement will not be satisfied
until gt = 100 [21]. This long evolution time may make the
scheme ineffective when the system interacts with the environ-
ment. In the inset in Fig. 2(a), we also show system evolution
under the following non–Hermitian Hamiltonian
H′e f f = He f f − i
∑ γ j
2
|φ j〉〈φ j|, (14)
where γ j are the dissipation coefficients of atoms or optical
fields. It illustrates that the entanglement preparation scheme
is valid only if γ/g 6 0.0005, which corresponds to a very de-
manding experimental condition. In Fig. 2(b), we plot the F (t)
under differentΩ2/g and find that the system state is not limited
within the subspace Z1 but jumps into other Zeno subspaces if
the Zeno conditions are destroyed.
As we discussed in Sec. 2, the acceleration Hamiltonians of
this scheme are respectively HR = UHe f f U† −Hlaser = Ω2(δ2 −
1)|φ1〉〈φ2| − Ω2δ2g/λ|φ1〉〈φ5| + Ω2δ2|φ1〉〈φ7| + Ω1δ2|φ2〉〈φ6| −
Ω1δ
2g/λ|φ5〉〈φ6|+Ω1(δ2 − 1)|φ6〉〈φ7|+ H.c. which corresponds
to the “rough” acceleration, and HF =
∑n
j=0 u j(t)Hc j which cor-
responds to the flexible acceleration. We firstly consider a set
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Figure 4: (a): The maximum fidelities with varied γ/g under different Ω2/g.
(b): Fidelity evolutions with varied t under γ/g. All parameters in this simula-
tion are the same as those in Fig. 3.
of complete {Hc j} in order to compare two kinds of acceleration
schemes, i.e., Hc j are selected as Hc0 = Hc1 = |ψ1〉〈ψ4| + H.c.;
Hc(2,3,4) = |ψ1〉〈ψ5,6,7| + H.c.; Hc(5,6,7,8) = |ψ2〉〈ψ4,5,6,7| + H.c.;
Hc(9,10,11,12) = |ψ3〉〈ψ4,5,6,7| + H.c., respectively, because com-
plete {Hc j} can ensure that the system is controlled to a maxi-
mum level without loss of fidelity.
In Fig. 3, we show the contrast results corresponding to non-
acceleration, “rough” acceleration and flexible acceleration, re-
spectively. Fig. 3(a) illustrates that the “rough” acceleration can
hold F = 1 during the whole evolution period, contrarily, the
fidelity of flexible acceleration keeps on increasing from 0.993
to 1. This phenomenon is natural because HR adds all of the
approximated terms into the system whereas the Lyapunov con-
trol theory only provides F → 1 in limited time. However, the
fidelity is still significantly greater than the one without any ac-
celeration. In particular, in the range of gt ∈ [1, 5], the flexible
acceleration can ensure that the fidelity is always greater than
99.9% although the fidelity corresponding to non-acceleration
is only 34.5%. In Fig. 3(b), we show the time evolution of
fidelity under Ω2/g = 1. It can be directly observed that the
fidelity of flexible acceleration exhibits a similar evolution with
that of the “rough” acceleration and the fidelity distortion is
only 0.08%. In Fig. 4, we consider the influence of the envi-
ronment interaction and the result shows that while Ω2 = g, F
will remain at the level of 90% even though γ/g = 0.03. This
boundary is enlarged about 60 times than that using the non-
acceleration scheme, which results in easier implementation for
our scheme in experiments. [17, 35–37].
For two Λ-type atoms in a real experiment, however, it can
be known that both HR and HF do not exist because there are
some non–physical interaction terms in their expressions (e.g.,
|φ1〉〈φ5|+H.c., |φ1〉〈φ7|+H.c., and so on). “Rough” acceleration
can not fix this defect directly since HR is already an invariant
function in a certain scheme. Contrarily, HF can be easily ad-
justed by selecting realizable {Hc j} afresh. In general, a realiz-
able {Hc j} is usually an incomplete set of Hamiltonian. In the
system shown in Fig. 1, for example, the {Hc j} set constituted
only by realizable interactions is:
Hc j ∈ {Hc1 = |φ1〉〈φ2| + H.c.,Hc2 = |φ6〉〈φ7| + H.c.,
Hc3 = |φ2〉〈φ3| + H.c.,Hc4 = |φ4〉〈φ7| + H.c.,
Hc5 = |φ3〉〈φ5| + |φ4〉〈φ5| + H.c.}.
(15)
In this set, Hc1 ∼ Hc4 correspond to field–atom couplings and
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Figure 5: (a): The maximum fidelities and the corresponding tmin with var-
ied Ω2/g. (b): Fidelity evolutions with varied t under the condition tmin = 12.4
(main figure) and their performances under different experiment parameters (in-
set). The solid and dotted lines denote the fidelity corresponding to acceleration
and non-acceleration. Here we set Hc0 = 0 and k = 0.6, and other parameters
in this simulation are the same as those in Fig. 3.
they can be achieved by adjusting the Rabi frequency and the
cavity detuning of each transition processing. Correspondingly,
Hc5 is cavity–fiber interaction and it can also be adjusted in
some ring cavity systems. But this adjustment is uncommon,
therefore we select u5 as a constant for a general discussion.
This incomplete Hamiltonian can not contain all control paths
between different Zeno subspaces, hence some fidelity distor-
tions may exist here. Even so, the advantage of this scheme
is obvious because all terms in Eq. (15) can be realized in an
experiment.
In Fig. 5(a), we show that the fidelities of flexible accel-
eration can not fast and perfectly approach to 1 such as that
in Fig. 3. If we define such a standard, that is, the fidelity
not only is greater than 95% but also always keeps the sta-
tus, i.e., system with stronger robustness, the minimum evo-
lution time corresponding to flexible acceleration is gtmin =
8.1, and obviously, it is still nearly 60% compression com-
pared with gtmin = 20 in non-acceleration scheme. We also
plot fidelity evolutions in Fig. 5(b) to show a significant pro-
motion at gtmin = 12.4 in this acceleration process. Here
we also present a brief discussion about the actual effective-
ness of our acceleration under following experiment parame-
ters. Recent experiments of cavity QED system have achieved
(κ, βc, β f )/g = (0.0035, 0.0047, 0.0002) in Fabry–Pe´rot cavity
[38, 39], and (κ, βc, β f )/g = (0.0021, 0.0004, 0.0004) in cir-
cuit QED system[40, 41]. In Fig. 5(b), we also illustrate that
F > 93% is still satisfied in those experiment systems even
if Ω2/g ∈ [0.4, 0.6]. Therefore, we believe our acceleration is
feasible under present available experiment technology.
Finally, we will analyze the realizability of the functions
u j(t) in experiments. It should be stressed that the experimen-
tally feasible u j(t) should at least meet the following two re-
quirements. One is that the interaction corresponding to each
u j(t) should be achievable and can be adjusted; Another is
that all u j(t) should be of smooth waveforms, and it is better
that u j(t) are constituted by some common waveforms with-
out high-frequency oscillation (sine function, square pulses and
Gaussian function for examples) [6]. In our scheme, the only
used time-dependent control field are u1,2,3,4(t) and it already
has been discussed that those corresponding interactions should
be explicit time–dependent. Therefore, u j(t) exactly satisfy the
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Figure 6: Waveforms of u j(t). (a) and (b) are initial designs corresponding
to Eq. (8); (c) and (d) are square pulses corresponding to Eq. (16). Here all
parameters in this simulation are the same as those in Fig. 3.
first requirement in our model. Considering the second require-
ment, we plot time evolutions of u j(t) in Fig. 6 (a) and (b) to
show that u j(t) are smooth enough for the intensity adjustment
[6, 42–44]. We also want to point out that u j(t) can be of vari-
ous forms without being limited to an exclusive form since the
Lyapunov control just needs to determine the positive or nega-
tive value instead of obtaining the concrete accurate value of ˙V .
For example, we can intuitively set u1,2,3,4(t) as
u j =

K i f Tr(−iρ[H2I ,Hc j]) < 0
−K i f Tr(−iρ[H2I ,Hc j]) > 0,
(16)
and consequently, u j(t) will be simplified as the square pulses
without high frequency oscillation, which can be more easily
implemented [3, 6, 45] by just controlling the on/off of control
fields with constant intensities. With these square pulses, the
fidelities are still greater than 96.7% at the tmin = 10.8, which
means not only Hc j but also u j(t) can be selected flexibly. This
flexibility ensures that our scheme can always be implemented
experimentally.
4. Discussion and Outlook
In this letter, we have proposed a flexible and realizable ac-
celeration scheme to speed up Zeno dynamic passage that has
already been used widely in QIP. Unlike the efforts to eliminate
the effects of neglected terms, the basic idea of our acceler-
ation is to drive the system for evolving within an appointed
subspace. The acceleration Hamiltonian is discussed with a
general form HF =
∑
u j(t)Hc j instead of the traditional fixed
form HR = UHe f f U† − H. Thus, our acceleration Hamiltonian
can be designed limberly by selecting different Hc j. Especially,
one can always find such {Hc j} set in which each element is
reasonable and can be realized in experiments. Our accelera-
tion scheme has been applied on an entanglement preparation
process, and the result shows that the flexible acceleration can
shorten the evolution time gtmin from 20 to 8.1 under the condi-
tion F > 95%. On the other hand, the requisite time for a high
robustness is also reduced to gtmin = 12, which is clearly shorter
5
than the time gtmin = 100 when there does not exist accelera-
tion scheme. In addition, the restrictions of the decay rates are
also relaxed by the acceleration process. It can be found that
our flexible acceleration will provide a more feasible scheme if
the acceleration field u j(t) are taken as Gaussian distributions.
The possibility of the idea will be further verified in some sub-
sequent researches.
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