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Abstract In this study, a new method of storm surge model-
ing is proposed. This method is orders of magnitude faster
than the traditional method within the linear dynamics frame-
work. The tremendous enhancement of the computational ef-
ficiency results from the use of a pre-calculated all-source
Green’s function (ASGF), which connects a point of interest
(POI) to the rest of the world ocean. Once the ASGF has been
pre-calculated, it can be repeatedly used to quickly produce a
time series of a storm surge at the POI. Using the ASGF, storm
surge modeling can be simplified as its convolution with an
atmospheric forcing field. If the ASGF is prepared with the
global ocean as the model domain, the output of the convolu-
tion is free of the effects of artificial open-water boundary
conditions. Being the first part of this study, this paper pre-
sents mathematical derivations from the linearized and depth-
averaged shallow-water equations to the ASGF convolution,
establishes various auxiliary concepts that will be useful
throughout the study, and interprets the meaning of the
ASGF from different perspectives. This paves the way for
the ASGF convolution to be further developed as a data-
assimilative regression model in part II. Five Appendixes pro-
vide additional details about the algorithm and the MATLAB
functions.
Keywords Shallow-water equations . Storm surges . The
all-source Green’s functions (ASGFs) . Convolution
1 Introduction
This paper presents a new method for modeling storm surges
called the all-source Green’s function (ASGF)method. In con-
trast to the traditional Green’s function, where only one or a
few grid points can be the source points, the ASGF allows all
of the model grid points to be its source points. The ASGFwas
first proposed by Xu (2007) to instantaneously predict the
arrival times and wave amplitudes of a tsunami at a point of
interest (POI) from an arbitrary tsunami source region (see
also Xu 2011 and Xu and Song 2013). The ASGF can also
be used to efficiently model storm surges and tides; however,
this paper focuses on its application to storm surge modeling.
The next section will demonstrate that the ASGF can be
numerically derived from a storm surge model. All of the
numerical features of the storm surge model are passed to
the ASGF. The solution that is obtained using the ASGFmeth-
od at a POI will be identical to or practically the same as the
solution that is obtained for the same point by running the
surge model traditionally (cf. Eqs. (26) and (27) and the last
paragraph of Section 3.2). However, the ASGF method can
compute the solution orders of magnitude faster because it
eliminates the computations at all the grid points where the
solutions are not of interest; the method focuses its computa-
tions at only one or a few points where the solutions are de-
sired. The traditional method must map out the solutions at all
of the grid points regardless of whether they are needed. As a
result of this great improvement in computational efficiency,
very-long-term simulations become feasible. For example, it
is desirable to hydrodynamically convert various existing
century-long climate model solutions to storm surge time
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series for coastal risk assessments due to climate change. Such
long-term simulations might be infeasible with the traditional
method but can be achieved in a few minutes using the ASGF
method. Xu et al. (2015) recently demonstrated how the
ASGF method was used to efficiently produce 140 years of
hourly time series of storm surges driven by past and future
climate forcing spanning from 1961 to 2100.
In addition to being fast, the ASGFmethod accounts for the
influences of global forcing fields and the global ocean geom-
etry because the ASGF can be affordably prepared with the
global oceans as the model domain. This bypasses the need to
address artificial open-water boundary issues. Theoretically,
something that occurs at any location in the world ocean will
eventually affect the solution at the POI significantly or insig-
nificantly (cf. Section 4). Regardless of the significance of the
global influences, it is better to include the entire world ocean
as the domain to calculate the ASGF because that can make
artificial open-water boundaries unnecessary.
Historically, the Green’s functions for the linearized and
depth-averaged shallow-water equation (SWE) were used to
model storm surges byWelander (1961), Uusitalo (1960), and
Schwab (1978) and to model tides by Munk and Cartwright
(1966). A common feature shared by the Green’s functions
used in these studies is that the source points of the Green’s
functions were limited to one or a few grid points. The source
points are the grid points where the external forcing field is
distributed. In reality, the atmospheric forcing or the tide-
generating forcing field is distributed throughout the model
domain, not only at one or a few points. This source point
limitation problem arises from the ways how these Green’s
functions were obtained. The Green’s functions were obtained
empirically by analyzing the historical response data at a POI
and the forcing data at the same point (Munk and Cartwright
1966) and at a few additional points elsewhere (Welander
1961). The number of source points was therefore limited by
how many such data analyses could be easily conducted. In
Uusitalo (1960) and Schwab (1978), the Green’s functions
were dynamically calculated with a numerical model but in a
traditional way, as briefly described in the following: one
places an impulse at a grid point and then runs the model for
a period of time to obtain the solution as a Green’s function;
one then relocates the impulse to another grid point and reruns
the model to obtain another Green’s function; to obtain a com-
plete set of Green’s functions, one would have to repeat this
procedure for all of the grid points, which is not feasible when
the number of grid points is large. Consequently, Schwab
(1978) had to limit his Green’s function computations to a
few wind stations available in his model domain (Lake
Eric). Uusitalo (1960) limited his Green’s function calcula-
tions to only two model runs; each run was for a constant
and domain-wise uniform wind stress applied in one of two
orthogonal principal directions. By taking the time derivatives
of the solutions from the two model runs, he obtained two
Green’s functions, with which he could then model storm
surges in his model domain (the Baltic Sea) driven by any
wind stress that could vary arbitrarily in time but must be
uniform in space. Thus, by assuming the spatial uniformity
in two principal directions, he equivalently reduced the source
points to two special Bpoints^. Obviously, the challenge from
the real world is that the wind is not spatially uniform, espe-
cially over a large domain. In general, the traditional method
of calculating the Green’s functions always leads to a source
limitation problem in one way or another. The ASGF algo-
rithm is a newmethod of calculating the Green’s functions. As
will be seen in Section 3, this algorithm completely eliminates
the source limitation problem; one model run can include all
of the grid points as the source points. In the context of tsuna-
mi problems, Xu and Song (2013) also discussed the differ-
ences between the ASGF and the block-source Green’s func-
tions (BSGFs).
As with any other type of Green’s function, the ASGF can
only be applied to linear dynamic systems. However, linear
dynamics provide a first-order approximation (e.g., Pedlosky
1979), especially for storm surges (e.g., Welander 1961;
Heaps 1969), tides (e.g., Laplace 1776; Lamb 1932; Munk
and Cartwright 1966; Randall 2007), and tsunamis in deep
water (e.g., Shuto 1991). For locations where nonlinear effects
may be strong, one may establish a local nonlinear model with
its open-water boundaries set at locations where the nonline-
arity is expected to be weak. In such cases, the ASGF method
can be used to provide a nonlinear model with open-water
boundary conditions, in terms of the barotropic components,
by supplying the time series of the sea surface elevations and
water mass transports along the open-water boundaries. This
topic will be explored in a future study.
This study consists of two parts. This paper is part I and is
mainly devoted to the development of the ASGF convolution
from the depth-averaged linear SWE. Part II will be presented
in the next paper (Xu 2015), which will further develop the
ASGF convolution to a regressionmodel for data assimilation.
This paper is organized as follows: Section 2 establishes a
canonical matrix equation for the depth-averaged linear
SWE. Using the matrix equation, Section 3 defines the
ASGF and presents the corresponding algorithm. This section
also introduces two auxiliary concepts, the memory time scale
and the sampling rate, which the subsequent development and
analyses, especially those in part II, will depend on. Section 4
interprets the ASGF in terms of the domain of dependence of
the wave solutions at a point, in terms of the response func-
tions to the impulses at all of the grid points, and in term of the
system control language. Section 5 summarizes the paper. In
addition, five appendixes provide complementary details
about the algorithm and the MATLAB functions. Testing of
the algorithm with analytical solutions and with real a storm
surge event and an analysis of the computational efficiency of
the new method will be presented in part II.
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2 Linear and depth-averaged SWE in a matrix form
In Pedlosky (1979), one can find a systematic order analysis
showing that linear terms in the SWE are the leading
balancing terms for large-scale geophysical fluid dynamics.
Welander (1961) performed the same type of order analysis
pertinent to storm surge problems and concluded that as long
as the characteristic amplitude of the surge is small compared
with the water depth and as long as the characteristic horizon-
tal scale is large compared with the water depth, the nonlinear
terms can be neglected from the SWE. Because the two con-
ditions are generally met in the ocean, the depth-averaged
linear SWE have commonly been adopted in many studies
on storm surges (e.g., Proudman 1954; Svansson 1959;
Uusitalo 1960; Welander 1961; Heaps 1969; Schwab 1978).
This linearization will also be well supported by the results of
a real storm surge case in this study, which will be presented in
part II (Xu 2015). The purpose of this study is to provide a
new method to quickly model storm surges within the linear
dynamical framework. Therefore, the following depth-
averaged linear SWE in matrix form is chosen as the starting















































where t is time; λ, φ, and R denote the longitude, latitude and
the Earth’s mean radius R (taken as 6371 km), respectively; x
and y are the arc lengths along the equator and a meridian
circle (x=Rλ and y=Rφ), respectively; ∂∂x ¼ ∂R∂λ; ∂∂y ¼ ∂R∂φ; η,
U, and V are the sea surface elevation and the mass fluxes1 in
the longitudinal and latitudinal directions; f and g are the
Coriolis parameter and gravity acceleration, respectively;
and h and κ are the water depth and bottom frictional coeffi-
cient, respectively. Note that the partial operator in the matrix
affects all of the factors to its right; e.g., the multiplication of
∂cosφ
cosφ∂y byV should be understood as
∂ Vcosφð Þ
cosφ∂y . To avoid the polar
singularity, a rotated spherical coordinate system is used, the
pole of which is rotated to (40W, 80 N), which corresponds to
a point on land in Greenland.
The second term of the right-hand side (RHS) of Eq. (1)
contains the forces of the atmospheric pressures and wind
stresses. The air pressures at the mean sea level, pa, enter into





where ρ is the density of seawater, which is taken as 1025 kg/
m3. The unit of ηa is meters. The wind stresses τx and τy are
obtained by converting the wind velocity components, U10
and V10, at 10 m above sea level with
τx; τy
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U 10;V 10ð Þ ð3Þ
where ρa refers to the air density, taken as 1.25 kg/m
3, and Cd
is the drag coefficient, which is specified by
Cd ¼ 1:6 10
−3;
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2:8 10−3; otherwiseð Þ :
8<: ð4Þ
The formula for the drag coefficient was adapted from
Csanady (1982). The second line of Eq. (4) is a modification
that was obtained by trial and error from fitting our model
solutions to a real storm surge. The wind stresses defined by
Eq. (3) are known as the kinematic stresses and are given in
units of square meters per square second.
A linear frictional stress, κ(U, V)/h, is used at the sea bot-
tom following Heaps (1969). However, Heaps used a constant
κ=0.0024 m/s, whereas a spatially varying κ is adopted here
following Ding et al. (2004) and Tan (1992) such that it is
inversely proportional to the cubic root of the water depth.
This produces κ values that range from 4.5×10−4 to 4.6×
10−3 m/s across the world ocean. This approach is an attempt
to reflect the lower values of bottom friction in deep water
compared with shallow water; see Xu (2011) for additional
details.
The world ocean is taken as the model domain, and
GEBCO08 (General Bathymetric Chart of the Ocean; http://
www.gebco.net) is used for the model’s bathymetry. An
advantage of using the global ocean as the model domain is
that the model is free of artificial open-water boundaries; all of
the lateral boundary conditions are zero normal flow condi-
tions at the coasts:
U ¼ 0 at the west and east coasts; ð5Þ
V ¼ 0 at the south and north coasts: ð6Þ
Equation (1) contains differential operators in space and
time. Xu (2011) detailed how to replace the differential
operators with difference operators using the central differ-
ence in space and the explicit-implicit (EI) scheme of
1 Amass flux is defined as the product of the depth-averaged velocity and
the water depth.
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Sielecki (1968) in time. This study used the same central dif-
ference scheme in space, but the alternating directon implicit
(ADI) scheme of Leendertse (1967) is adopted for time. An
advantage of using the ADI scheme is that its time step is not
restricted by the CFL condition (Courant et al. 1967).
Appendix 1 shows the ADI scheme in matrix form.
Regardless of the difference schemes, we can always arrive




24 35 kþ1ð Þ ¼ A ηU
V
24 35 kð Þ þ B ηaτx
τy
24 35 kð Þ k ¼ 0; 1; 2;⋯; kmaxð Þ ð7Þ
where the bold letters are the discretized versions of their
continuous counterparts in Eq. (1), k is the time-stepping in-
dex, and kmax is determined by kmax=fix(T/Δt), where T is the
duration of a model run,Δt is the time step of the model, and
fix is a function that rounds its argument to the nearest integer
toward zero. In this paper, a superscript in parenthesis indi-
cates a time-stepping index.
Matrix A updates the state vector [η U V]T from the cur-
rent time step to the next; it has various names, including the
dynamics matrix, the propagation matrix, and the updating
matrix, depending on the context. Matrix B maps the atmo-
spheric forcing into the momentum to change the state vector.
By introducing x to denote the state vector and f to denote the
forcing vector
x≡ η U V½ T ð8Þ
f≡B ηa τx τy½ T ð9Þ
we can present Eq. (7) in a compact form:
x kþ1ð Þ ¼ Ax kð Þ þ f kð Þ; k ¼ 0; 1; 2;⋯; kmaxð Þ: ð10Þ
Xu (2011) showed how the updating matrix A can be
generated for Sielecki’s (1968) EI difference scheme.
Appendix 1 shows how the updating matrix A can be ob-
tained as a product of four factor matrices for Leendertse’s
(1967) ADI difference scheme. One may substitute in their
own favorite difference scheme. In this case, the contents of
matrix Awill change, but the form of Eq. (10) remains the
same. Therefore, Eq. (10) can be viewed as a canonical
form for representing all of the depth-averaged linear
SWE models.
From Eq. (10) we can see that x(k+1) has to be updated from
x(k). This means that even if we are interested in the solution to
only one of the elements of the state vector, the solutions to all
of the other elements must be computed. The solution to one
of the elements may mean a time series of the sea surface
elevations at a POI (in practice, we only have a few such
POIs where we want model solutions). To obtain the time
series at the POI, the solutions at all of the model grid points
must be computed and then discarded, except for the one that
is of interest. Thus, an enormous portion of the computations
is wasted on the vast area of the ocean where solutions are not
of interest. This has been the traditional way of modeling and
the waste has been viewed as being necessary. However, we
can actually avoid it using the ASGF method, as will be dem-
onstrated in the next section.
The ASGF method uses Eq. (10) only to calculate a con-
volution matrix that contains all the Green’s functions for a
POI. Having prepared the convolution matrix, Eq. (10) will no
longer be used. This is because the convolution matrix is an
internal property of the ocean pertinent to the POI and only
needs to be calculated once. Afterward, any storm surge sim-
ulation can be achieved through the convolution of the
Green’s function matrix with an atmospheric forcing field.
All of the computations for the convolution are directly
targeted toward the POI; no computation is wasted elsewhere.
Thus enormous computational efficiencies can be gained.
The computational efficiency gain by the ASGF method
compared with the traditional method will be theoretically and
empirically studied in detail in Section 3 of part II, where
Eq. (10) will be used to represent the traditional method be-
cause of its being canonical, because the ASGF is prepared
with it, and because without the ASGF method, Eq. (10)
would have to be used to model storm surges.
3 Storm surge solution and the ASGF
This section presents the definition of and algorithm for the
ASGF and the solutions to the initial value and forced-wave
problems. It then introduces the concepts of the memory time
scale and the sampling rate for the ASGF. These two concepts
are important for economically computing and storing the
ASGFs; they will also be used in part II to assess the gain in
computational efficiency obtained using the ASGF method.
3.1 The ASGF and its convolution
The solution to Eq. (10) can be expressed in terms of the initial
condition and the external force field as
x kþ1ð Þ ¼ Akþ1x 0ð Þ þ
Xk
i¼0
Ai f k−ið Þ; k ¼ 0; 1; 2;⋯; kmaxð Þ
ð11Þ
where the superscripts without parentheses refer to powers of
the matrix. At first glance, the solution may appear to be
impractical because it requires powers of the matrix A, and
powers of a large matrix are computationally expensive. This
would be the case if we needed to find the solutions at all the
model grid points; however, we only need to know the
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solutions at a few POIs. In this case, we only need to
calculate a few rows of the matrix powers instead of all
of them. Without loss of generality, let us assume that the
solution is needed at only one POI corresponding to the nth
grid point, i.e., only the nth component of the solution
vector x is of interest. In this case, as shown in Eq. (11),
only the nth row of each of the powers of A is needed.
Introducing a new notation
rk≡Ak n; :ð Þ ð12Þ
to represent the nth row of the kth power of A, we can then
write




k−ið Þ; 0≤k≤kmaxð Þ ð13Þ
where η≡x(n) explicitly indicates that the nth component
of the state vector is a sea surface elevation, which is of
particular concern in this paper (but the velocities at a POI
can be of interest as well). The row vector ri can be itera-
tively calculated as
rkþ1 ¼ rkA; for 0≤k ≤kmax ð14Þ
r0 jð Þ ¼ 0; j for all the grid points except for the nth;1; j ¼ n :

ð15Þ
Each iteration involves a multiplication of a row vector by a
matrix, which can be performed very economically.
Appendix 2 shows how to calculate the row vector ri when
the matrixA is given in its factor matrices. By collecting all of
the row vectors into two matrices,
Gi ¼ r1; r2;⋯; rkmax ; rkmaxþ1½ ; ð16Þ
Gc ¼ r0; r1; r2;⋯; rkmax½ ; ð17Þ
where the semicolon B;^ indicates the end of the preceding
row and the beginning of the next row (i.e., the rs are verti-
cally stacked), we can concisely express Eq. (13) as
η ¼ Gix 0ð Þ þGc* f ð18Þ
where η ¼ η 1ð Þη 2ð Þη 3ð Þ⋯η kmaxþ1ð Þ 	T is a column vector that
contains the time series of the solution for the sea surface
elevations at the POI. The second term is a convolution and
is defined as
Gc* fð Þ kþ1ð Þ≡
Xk
i¼0
Gc iþ 1; :ð Þ f k−ið Þ; k ¼ 0; 1; 2;⋯; kmaxð Þ
ð19Þ
where the notation B*^ represents the convolution operation.
Equation (18) shows that the solution is composed of two
parts: the first term of the RHS is the contribution of the initial
condition, and the second term is the contribution of the ex-
ternal forcing. The forcing vector f changes with time. A con-
volution is needed because different instances of f produce
different responses, which must be added in the correct order
in time.
As shown in Eqs. (16) and (17), the same set of r-vectors
appears in both Gi and Gc, except r0 only appears in Gi and
rkmaxþ1 only appears in Gc. The matrix Gi is appropriate for
free-wave problems such as tsunami propagation, whereas
the matrix Gc is suitable for forced-wave problems such as
storm surges. Either matrix can be used as the definition of
the ASGF. In this paper, when there is no ambiguity, their
subscripts may be omitted. The ASGF is an internal prop-
erty of the dynamic system; it can be pre-calculated. Once
it has been calculated, it can be repeatedly used to rapidly
produce the response to any event such as a tsunami or a
storm surge.
The columns of theGmatrix contain the Green’s functions
corresponding to all of the model grid points, one column for
one Green’s function to an impulse at a grid point. The algo-
rithm shown in Eqs. (14) and (15) is a newway to calculate the
Green’s functions. It completely eliminates the source limita-
tion problem associated with the traditional way to calculate
the Green’s functions.
Not all of the Green’s functions contained in the columns of
theGmatrix share the same unit. The units also depend onwhat
the variable is interested at the POI for which the G matrix is
calculated. If the sea surface elevations are the variable of in-
terest at the POI, theGreen’s functions contained in the columns
of G are either nondimensional or have a dimension of square
seconds per meter; the nondimensional functions are contained
in the columns corresponding to the atmospheric pressures
expressed as the inverse barometer, ηa, and the dimensional
functions are contained in the columns corresponding to the
wind stresses, τx and τy. This can be deduced from Eq. (1) by
noting that the inverse barometer pressure, ηa, has units of me-
ters and that the kinematic wind stresses, τx and τy, have units of
square meters per square second.
For tsunami propagation in the ocean, which is a free-wave
problem because there is no external forcing after the onset of
a tsunami, Eq. (18) reduces to
η ¼ Gix 0ð Þ: ð20Þ
Amatrix times a column vector can be rapidly calculated. This
means that we can instantaneously produce a tsunami arrival
time series at a destination point, if a reliable initial condition
x(0) can be alsomade available at the same time. In the tsunami
literature, an initial condition is called a source function. Xu
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and Song (2013) demonstrated the potential for rapid tsunami
prediction by combining the ASGF method and the GPS-
derived source function (based on the ground movements of
the coastal GPS stations that were detected by satellites) using
the 2011 Tohoku tsunami as an example.
For a storm surge problem, the forcing field f exists, oc-
cupies the entire model domain, and changes with time. After
the forcing spins up the ocean, the convolution term becomes
dominant, whereas the effects of the initial condition become
negligible due to friction. Therefore, we can drop the initial
condition term and simplify Eq. (18) as
η ¼ Gc* f : ð21Þ
The forcing vector f is specified using the outputs from an
atmospheric model. Usually, an atmospheric model has a
coarser spatial resolution than does a surge model in the
ocean. In this case, the forcing vector and the columns of Gc
can be compressed to reduce their sizes and hence to enhance
the computational and storage efficiencies. Appendix 3 dis-
cusses this point in detail.
3.2 The memory time scale of the ocean and the length
of the convolution kernel
Equation (14) appears to suggest that the row vectors,
rkþ1; k ¼ 0; 1; 2;⋯; kmaxð Þ , need to be iterated up to k=
kmax. This is not necessary in an energy dissipative system
when kmax is large. Due to friction, the magnitudes of all of
the elements in the row vectors will gradually become negligi-
bly small. The real ocean has certain memory time scales to
remember certain things. We may divide a row vector in theG
matrix into two sub-row vectors, one corresponding to the air
pressures and another corresponding to the wind stresses.
Figure 1 shows the attenuation of the sub-row vectors with
time; the top panel shows the attenuation of the infinite norm
of the sub-row vectors corresponding to the air pressures, and
the bottom panel shows the attention of the infinite norms of
the sub-row vectors corresponding to the wind stresses. As we
can see, the infinite norms already become negligible after
48 h. To be conservative, this study chose 72 h as the memory
time scale of the ocean, Tmem, after whichwe can replace any r-
vector by a zero vector. The memory time scale Tmem may also
be called the convolution kernel length because it dictates how
long the kernel should extend to the past, as we will see soon.
The fact that the ASGF attenuates with time is an advan-
tage that we should take to reduce the computational load and
storage space. By setting an appropriate memory time scale,
Tmem, we do not need to calculate the r-vectors after Tmem.
This consideration leads to a split of the recursion scheme in
Eq. (14) into two parts:
rkþ1 ¼ rkA; 0≤k ≤kmemð Þ ð22Þ
rkþ1 ≈ 0; kmem þ 1≤k≤kmaxð Þ ð23Þ
where kmem=fix(Tmem/Δt). Instead of stopping at k=kmax, the
recursion now stops at k=kmem, after which any rk+1 can be
simply approximated by a zero vector. Accordingly, the kmax
in Eqs. (16) and (17) should be replaced by kmem,
Gi ¼ r1; r2;⋯; rkmem ; rkmemþ1½ ; ð24Þ
Gc ¼ r0; r1; r2;⋯; rkmem½ ; ð25Þ
and Eq. (13) should also be split into two parts:










k−ið Þ; kmem þ 1≤k≤kmaxð Þ: ð27Þ
Equation (26) shows that within the memory time scale,
the sea level at the next time step, η(k+1), is affected by the
initial condition and by a sum of weighted forcing vectors
of the present time step, f(k), and of all of the past time
steps, f(k−1),f(k−2),⋯,f(0). Equation (27) shows that beyond
the memory time scale, the initial condition no longer has
any effect; the sea level at the next time step, η(k+1), is
purely a sum of the weighted forcing vectors of the present,
f(k), and of the past, f k−1ð Þ; f k−2ð Þ;⋯; f k−kmemð Þ, with r(0) as
the weights of the current forcing vector f(k), r(1) as the
weights of the immediate past forcing vector f(k−1), etc.
The weights r(k) diminish with k and are simply replaced
by zero vectors for any k larger than kmem, which means
that any forcing vector in the past before t=kmem×Δt has
no effect on the sea level at the next time step. Continuation
of this weighted sum process as k increases is what a
convolution is all about. The r-vectors form a kernel of
the convolution, with r(0) and r kmemð Þ as the head and tail
of the kernel, respectively, and kmem is the length of the
kernel.
Equation (26) is an exact relation, which means that the
solution to the sea surface elevation at a point, η(k+1), obtained
by this equation will be identical to the solution obtained by
the traditional method, i.e. Eq. (10), for k≤kmem. Equation (27)
is an approximate relation, which means that the solution ob-
tained by Eq. (27) will not be identical to but approximate the
solution at the same point that is obtained by Eq. (10) for k>
kmem. The error is due to the truncation of the r-vectors shown
in Eq. (23). However, the truncation error can be controlled by
choosing an appropriate value for kmem to make the solution
obtained by Eq. (27) practically the same as that obtained by
Eq. (10). Saying that two solutions are practically the same it
is meant that their differences are insignificant for all practical
purposes.
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3.3 The sampling rate for the ASGF
With the concept of the memory time scale introduced above,
the Gc (or Gi) matrix should now be viewed as a collection of
row vectors rk+1 up to kmem (or kmem+1, cf. Eqs. (16) and (17)).
When kmem≪kmax, the number of the rows in theG (eitherGi or
Gc) matrix is greatly reduced.We can further reduce the number
of rows if we find that theΔt associated with the k-index is too
fine for the problem in question. In this case, we can sample
only a subset of the r-vectors. For example, ifΔt=5sec, which
may be imposed by the CFL condition for stability, and if we
collect all of the row vectors in theGmatrix, the time series of η
on the left-hand side (LHS) of Eqs. (26) and (27) would also
have a 5-sec time resolution, which might be excessive for
many practical problems. For example, a 1-min resolution
would be adequate for a tsunami arrival time series at a POI;
in modeling storm surges, a 1-hour resolution is commonly
used in outputting the model solutions. We could then sample
the r-vectors at a decimating rate of 12 or 720 for the tsunami or
storm surge problems, respectively. In other words, the sam-
pling rate for the G matrix can be expressed as
Δtsmp ¼ dΔt; d≥1ð Þ ð28Þ
where d represents the decimating rate. The sampling rate for
the ASGF can be minutely, hourly, or any other time interval
depending on the requirements of the problem. Note that regard-
less of how Δtsmp is chosen, the accuracy of the r-vectors will
not be affected. The r-vectors are the results of the iterations of
Eqs. (22) and (23); their accuracies are already fixed whenΔt is
chosen in assembling the updating matrix A. The choice of
Δtsmp only matters how frequently we sample the r-vectors.
In choosing a decimating rate for storm surge modeling, we
have to also consider the time resolution in a given atmospher-
ic forcing field. If the given field has an hourly resolution, the
decimating rate d should be chosen such that Δtsmp=dΔt=
3600 sec. If the given atmospheric forcing field has a 3-hour
resolution (which is not uncommon), the decimating rate d
may be chosen as Δtsmp=dΔt=3×3600 sec.
The r-vectors are produced with a finer time resolution,Δt,
but are sampled with a coarser one,Δtsmp. During eachΔtsmp,
the forcing is assumed to be constant. The accumulative effect
of the constant forcing during the d steps ofΔt is considered in
Appendix 4. The appendix also presents two MATLAB func-
tions, ASGF_ini andASGF_conv, that are used to calculate the
r-vectors and to assemble them into theGi andGcmatrices for
the initial value problem and for the forced problem. In the
functions, we can also see how the decimating rate, d, is used.
Based on Eqs. (24) and (25) and the sampling rate intro-
duced above, we can see that the number of rows of the matrix
G, denoted by LG, is
LG ¼ f ix Tmem=Δtsmp
 
: ð29Þ
Because the matrixG plays the role of the convolution kernel,
its number of rows may also be referred to as the length of the
convolution kernel or simply the length of G.
4 Interpretations of the ASGF
This section interprets the ASGF from different perspectives
and links it to several familiar concepts.
Fig. 1 Attenuation of the ASGF
with time. Top, attenuation of the
infinite-norm of the sub-row
vectors of the matrix
corresponding to the air pressures.
Bottom, attenuation of the
infinite-norm of the sub-row
vectors of the matrix
corresponding to the wind
stresses
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4.1 Dependence field
The matrix G can be interpreted with physical meanings.
Figure 2 should remind us of a familiar concept often seen
in text books: the dependence intervals for a one-dimensional
wave solution at a point. The figure shows that the wave
solution at a point of interest, x, depends only on the condi-
tions within the interval (x−ct,x+ct), where c is the wave
speed, which is constant in this case. The dependence interval
increases over time at the same rate as the wave speed c.
The wave solution at a point on the real ocean surface also
has a domain of dependence. However, this seems to have
received little attention in practice, perhaps because it is diffi-
cult to visualize this domain from solutions that are obtained
with conventional modeling approaches. Now, from the G
matrix, we can not only see the domain of dependence but
also know the weights of the dependence. Each row of G
contains the domain of dependence at a particular time.
Figure 3 shows the domains of dependence of the wave solu-
tion at Sept-Îles (Quebec, Canada) at four different times.
Figure 3a shows the domain of dependence at t=6 hour; the
solution at Sept-Îles depends only on the conditions within the
colored region. The conditions outside the region do not yet
affect the solutions; they need more time to affect the solution.
From Fig. 3a–d, we can see how the domain of dependence
grows.
Their growth rates are controlled by the wave speeds,
which in turn are controlled by the water depths varying spa-
tially in the real ocean. As shown in Fig. 3d, the domain of
dependence covers almost the entire world ocean in 48 hours,
which means that anything that occurs in the world ocean can
significantly or insignificantly affect the wave solution at
Sept-Îles within 2 days. The color spectrum indicates the
weights of the dependences, which can be positive or nega-
tive. A negative weight means that a positive impulse will
cause a negative response. We can collectively refer to the
domains and weights of dependence as a field of dependence.
The values of the weights are largely affected by the resolution
of the model grid; the finer the grid spacing is, the smaller the
weights will be; however what matters is the spatial integral of
the weights. The weights shown in Fig. 3 are for a model grid
spacing of 5 min in longitude and latitude. The field of depen-
dence may also be called the connectivity between the POI
and the rest of the world ocean.
The columns of G contain all the Green’s functions; each
column is a response time series to an impulse placed at a grid
point. There are as many such Green’s functions as there are
grid points. The name Ball-source Green’s function^ means
that all of the model grid points can be source points. Thus
G contains a complete set of information about the linear
dynamic system. Its rows contain information about how the
POI is connected to the rest of the world (i.e., the fields of
dependence), and its columns contain all the Green’s functions
to the delta forcings at all the grid points. We may also say that
its columns contain all the temporal information and its rows
contain all the spatial information. The matrix G, or the
ASGF, is an internal property of the linear dynamics system
of the world ocean. It is independent of external forcings and
can be calculated before events occur. Once it is pre-calculat-
ed, it can be repeatedly used to quickly calculate responses to
tsunami and storm surge events. It can also be used to model
tides (which will be the topic of another paper). All of the
time-consuming computations (such as those due to the small
time steps) have been absorbed into the calculation of G.
4.2 An MISO system
In the language of system and control theory, the ASGF is a
system of multiple inputs and a single output (MISO, Fig. 4).
The multiple inputs are a global forcing field, f, that is defined
at model grid points, and the single output is a response time
series, η, at a POI. The ASGF, which is the matrix G, is the
kernel of the MISO system. With the same G but a different
type of forcing field f, the system becomes a different model.
When f represents an atmospheric forcing field, the system is a
storm surge model; when f represents an astronomical forcing
Fig. 2 The one-dimensional
wave solution at point x depends
on the initial conditions only
within the interval (x−ct, x+ct).
The interval of dependence grows
at the same rate as the wave
speed c
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field, the system is a tide model; and when f is tectonic (via a
source function), the system is a tsunami propagation model
(Fig. 4).
5 Summary and discussion
Beginningwith the depth-averaged linear shallow-water equa-
tions, this paper defined the ASGF and presented its algorithm
for two situations: one where the dynamics matrix A is avail-
able as a single matrix, which results from using a simple
numerical discretization scheme, such as Sielecki’s (1968)
EI scheme, and one where the dynamic matrix A can only
be presented in factor matrices. The latter situation arises from
the use of a more advanced discretization scheme such as the
ADI. Appendixes 1 and 2 present the ADI scheme in matrix
form and the corresponding ASGF algorithm, respectively. In
addition to the definition of and algorithm for the ASGF, the
(a) (b)
(c) (d)
Fig. 3 Domains of dependence of the wave solutions at Sept-Îles, Gulf of
St. Lawrence, at t=6, 12, 24, and 48 hour (a–d). The colors indicate the
weights of the dependences. Note that the longitudes and latitudes are
rotated longitudes and latitudes that are used by the model. The pole of
the spherical coordinates that is used by the model is set at a location in







with the ASGF 
matrix G




Fig. 4 AnMISO system with the ASGF as its kernel. The global forcing field can be atmospheric, astronomical, or tectonic and can be defined over the
entire domain or at any part of the domain. A convolution of the ASGF matrix G with the forcing field can quickly yield a response
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concepts of the memory time scale and the sampling rate of
the ASGF were also introduced. The two concepts make the
ASGF computed and stored economically. It will be shown in
part II that they are also important factors to enhance the
computational efficiency of the ASGF method in comparison
with the traditional method.
The rows and columns of the ASGF have different mean-
ings. The rows of the ASGF matrix contain information about
how the POI is connected to the rest of the world ocean at
different times (more precisely called the field of dependence),
and the columns of the matrix contain all of the Green’s func-
tions that correspond to the impulse forces at all of the grid
points. In the terminology of system and control theory, the
ASGF was also interpreted as a system of multiple inputs and
a single output (MISO).
Equation (10) is a canonical form to represent various tra-
ditional linear storm surge models, although they may not be
written in matrix form; different models differ only in the
content of the updating matrix A. Two features are common
to all the traditional storm surge models: they all must map out
solutions at every grid point, even though only solutions at a
few grid points are of interest, and they all have to use small
time steps to ensure stability or accuracy, even though hourly
outputs are commonly needed. These two features result in
intensive computations. Consequently, global storm surge
models are rare; most are regional. A regional model has a
lower computational load, but the trade-off is the challenge of
the artificial open-water boundary conditions.
The ASGF method that is proposed in this paper im-
proves upon the traditional modeling approach. Instead of
being run for individual events, Eq. (10) is used only to
calculate the ASGF. The ASGF needs to be calculated
once; afterward it can be repeatedly used for any event.
A convolution of the ASGF matrix with a forcing field
will quickly yield the response to an event. The ASGF
also accounts for the influences of global forcing fields
and the global ocean geometry. It bypasses the open-water
boundary condition issue because it can efficiently in-
clude the entire world ocean as its domain.
The ASGF simplifies the expression of a storm surge
model. It expresses the sea surface elevations at a point as
a convolution of the ASGF matrix with a forcing field.
This simple expression opens a door to many other
mathematical operations, such as singular value decompo-
sition (SVD), the fast Fourier transform (FFT), and linear
regression analyses, which can make storm surge model-
ing even faster and data-assimilative. These points will be
considered in part II of this study. The mathematical for-
mulas that were developed in this paper will also be tested
through both simplified and realistic cases in part II. The
formulas will be validated with an analytical solution in
the simplified case and will be tested with field observa-
tional data in the realistic case.
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Appendixes
Appendix 1: the ADI scheme in matrix form
The ADI scheme for modeling long waves in the ocean was
first developed by Leendertse (1967). This appendix presents
the ADI scheme in a form of a product of factor matrices and
shows that the form of Eq. (10) still holds.




¼ Cxþ Df^ ; ð30Þ
where x is the same as was defined by Eq. (8), the matrices C
and D host the spatial difference operators, and
f^ ≡ ηa τx τy½ T: ð31Þ
This form is called a semi-discretized form because only
the space is discretized, and the time remains continuous. It
is easy to calculate C because only the spatial difference
operators must be assembled. In addition, C is highly
sparse. It is thus feasible to store it in a computer’s RAM
even for a fairly large system, such as the system used in
this study, which contains 32,377,503 gridded variables
from the 5-min discretization of the global ocean; its spar-
sity is on the order of 10−7.
Various numerical schemes can arises when it comes to
discretize the time derivative in Eq. (30). The ADI discretizes
the time by first splitting the matrix C into two parts
C ¼ Cx þ Cy ð32Þ
where Cx only involves the x-directional spatial operators and
Cy only involves the y-directional spatial operators. It then
splits the time step into two half-time steps such that
x kþ1=2ð Þ−x kð Þ
Δt=2
¼ Cxx kþ1=2ð Þ þ Cyx kð Þ þ Df^ kð Þ; ð33Þ
x kþ1ð Þ−x kþ1=2ð Þ
Δt=2
¼ Cxx kþ1=2ð Þ þ Cyx kþ1ð Þ þ Df^ kþ1=2ð Þ: ð34Þ
In the first half-time step, the implicit scheme is applied only
to the x-direction; in the second half-time step, the implicit
scheme is applied only to the y-direction. Thus, only a tri-
diagonal matrix equation needs to be solved in each half step,
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which is not costly. It is reasonable to assume that f(k+1/2)=f(k).
From Eqs. (33) and (34), we have
I−sCxð Þx kþ1=2ð Þ ¼ Iþ sCy
 





x kþ1ð Þ ¼ Iþ sCxð Þx kþ1=2ð Þ þ sDf^
kð Þ
ð36Þ
where s=Δt/2. By merging the two half-time steps, we have




Iþ sCxð Þ I−sCxð Þ−1 Iþ sCy
  ð38Þ
f kð Þ ¼ Δt I−sCy
 −1
I−sCxð Þ−1Df^ kð Þ: ð39Þ
Equation (37) recovers the canonical form of Eq. (10). The
ADI scheme is a two-step scheme. The derivation presented
above may serve as an example of how to derive the canonical
form if a different multiple step scheme is used.
Matrix A is given in four factor matrices. However, these
factor matrices should not be multiplied out when the system
is large for two reasons: performing the multiplications would
be excessively time consuming, and the product matrix A
would no longer be sufficiently sparse to be stored in a com-
puter’s RAM. To calculate Ax(k), we should successively per-
form the multiplications of the factor matrices with the column
vector from right to left; each of the multiplications results in a
column vector.
The ADI scheme has two advantages: it is stable with-
out restriction of the CFL condition, and it almost
perfectly conserves the total mechanical energy of the
system. Leendertse (1967) and Wesseling (2009) showed
that the ADI method does not impose a necessary stability
condition on the time step for a linear system similar to
Eq. (37), based on the Fourier stability analysis (von
Newman stability analysis). Although the Fourier stability
analysis does not provide a sufficient condition for stabili-
ty, a test run of model Eq. (37) for 10 days shows that the
model is stable even when using Δt=600 sec and a 5-min
longitude and latitude resolution in a gridded global ocean
with realistic bathymetry as the model domain. In con-
trast, using the EI scheme of Sielecki (1968), the time
step would necessarily be bounded by the CFL condition
at 5 sec for the same global model domain.
The other advantage of the ADI scheme is that it almost
perfectly conserves the total mechanical energy of the sys-
tem. The total mechanical energy, which is the sum of the
potential and kinetic energies in the domain, should be con-
served in a nondissipative system. However, this physical
law may be violated to various degrees by different
schemes. An unstable scheme will result in an unbounded
increase in the total energy. Although a stable scheme must
necessarily keep the total energy bounded, such a scheme
may cause the total energy to fluctuate around its initial
value or decay. Having the total energy decay with time,
which is known as numerical dissipation, is not good either.
A good scheme should avoid the numerical dissipation and
minimize the fluctuation of the total energy. Figure 5 com-
pares the total energy conservation by two schemes for a
relaxation problem, where an initial sea surface distribution
is suddenly released in a frictionless water body (Fig. 6).
The top panel of Fig. 5 shows how the ADI scheme keeps
the total mechanical energy almost constant; this is indicat-
ed by the blue line, which appears to be flat in the chosen
axes. The panel also shows that the potential energy (in
green) and the kinetic energy (in red) vary with time; how-
ever, their sum, which is the total energy (in blue), remains
constant. The middle panel shows the energy time series
obtained using Sielecki’s scheme. The total energy does
not appear as flat in the top panel and exhibits noticeable
fluctuations. The bottom panel provides a zoomed in view
of the total energy variations when using the two schemes.
The total energy from the ADI scheme still appears flat,
whereas that from Sielecki’s scheme exhibits large fluctua-
tions. Actually the total energy fluctuates with both
schemes, but the fluctuation amplitudes are 0.01 % of the
initial total energy with the ADI scheme and 2.90 % with
Sielecki’s scheme. If the Crank-Nicolson scheme was
employed here, the total energy would be perfectly con-
served (see Durran 1999, p. 158). However, the Crank-
Nicolson scheme is computationally too expensive to ap-
ply. The involved matrix inversion is not as easy to compute
as the inversions of the lower and upper triangular matrices
involved in the ADI method. The ADI scheme balances
computational accuracy and efficiency and was therefore
adopted in this study.
In developing the numerical model for this study, a
convenient conversion was designed between the spheri-
cal and Cartesian coordinate systems to easily construct
the matrices that host the spatial coordinate information
in either coordinate system. The ADI scheme that is
presented in Appendix 1 is applicable to both coordi-
nate systems because the C and D matrices in Eq. (30)
are the only place where the spatial coordinate informa-
tion resides.
Appendix 2: algorithm for computing the ASGF
with the ADI scheme
The algorithm given by Eqs. (14) and (15) must be adapted for
the ADI scheme. The ADI scheme results in the matrix A,
which is composed of 4-factor matrices, as shown by
Eq. (38). As previously noted, we should not multiply out
the product of the factor matrices. In addition, there are matrix
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inverses among the factors, it becomes impossible to multiply
a left row vector with a right matrix; the matrices must first be
transposed. Transposing both sides of Eqs. (14) and (15), we
have

















 ! ! !
ð40Þ





and (⋯)−T is short for ((⋯)T)−1. Once the cj+1(j=0,1,2,⋯,
jmax) are calculated, we can transpose them back into the row
vectors ri+1(i=0,1,2,⋯,imax), which then can be stacked to
construct the ASGF matrices, Gi and Gc, as shown by
Eqs. (24) and (25).
Appendix 3: reduction of the columns of the ASGFmatrix
It is commonly seen that grid spacing in an atmospheric model
is much coarser than in an oceanic model. For example, the
spatial resolution of the global ocean surge model used in this
study is 5-min in longitudes and latitudes. The air pressures
and winds output from a global atmospheric model called
MERRA (http://gmao.gsfc.nasa.gov/merra/) were used to
specify the forcing vector. The spatial resolution of the
MERRA model is 0.5 degrees in latitude and 0.67 degrees
in longitude. This appendix considers how the coarser
atmospheric forcing spatial resolution can be used to reduce
the number of columns ofGc. Equation (9) defines the forcing
vector f as
f≡B ηa τx τy½ T; ð43Þ
where the matrix B maps the vector containing the air
pressures ηa and wind stresses τx and τy onto f. The air
Fig. 5 Comparison of the
conservation of total energy by
the ADI and Sielecki’s EI
schemes for the relaxation
problem (cf. Fig. 6). Top and
middle, variations in the potential
and kinetic energies and the total
energies with time for the ADI
and Sielecki schemes,
respectively. Bottom, a zoomed in
view of the differences in the
fluctuations in the total energies
of the two schemes. The ADI
scheme conserves the total energy
much better than does Sielecki’s
scheme
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pressures and wind stresses are interpolated from an
atmospheric model grid, i.e.,
ηa τx τy½ T ¼ L fηa eτx eτyh iT ð44Þ
where the variables with tildes are defined on an atmospheric
model grid, those without are defined on the ocean model, and
L is the interpolation matrix. Let N and n be the numbers of
the elements in the column vectors on the LHS and RHS of the
above equation. If the spatial resolution of an atmospheric
model is coarser than an oceanic surge model, then n<N,
and the sizes of the interpolation matrix L are N×n.
Substituting Eqs. (43) and (44) into Eq. (21) results in
η ¼ GcL*~f ð45Þ






Now, GcL is a new convolution matrix, whose sizes are LG×n,
where LG is given in Eq. (29). The number of columns ofGcL is
n, whereas the number of columns of Gc is N. For the surge
model and MERRA model used in this study, N=32,224,425,
and n=408,622. GcL has 408,622 columns, a reduction by 31,
968,881 from that ofGc. This is a huge reduction, which helps
greatly store the matrix and enhance the computational efficien-
cy. Therefore, instead of Eq. (21), Eq. (45) should be used for
storm surge simulations; its subscripts and the tilde sign may be
dropped in the context where there is no ambiguity.
The left multiplication ofBLwithGc does not have to wait
until Gc is assembled. The multiplication by BL should be
performed when the row vectors are about to be written to
disk, as shown by the MATLAB function ASGF_conv in
Appendix 4. This way, when the row vectors are loaded back
to RAM, the GcL matrix can be directly assembled.
Appendix 4: MATLAB functions to calculate the ASGF
matrices of Gi and Gc
This appendix provides two MATLAB functions to calcu-
late the Gi and Gc matrices that are defined by Eqs. (16)
and (17), respectively. The function ASGF_ini (Table 1)
calculates Gi, whereas the function ASGF_conv (Table 2)
calculates Gc. The two functions assume that the dynamics
matrix A has been made explicitly available. If the dy-
namics matrix A is only given in terms of its factor ma-
trices the codes must be modified according to the algo-
rithm given in Appendix 2.
The coding for ASGF_ini follows the algorithm given by
Eqs. (22), (23), and (24) and the concept of the sampling date,
d, that is discussed in Section 3.3. The code for ASGF_conv is
mostly the same as that for ASGF_ini with one important
difference. In ASGF_conv, the matrix G does not record the
row vectors themselves but rather the sums of their subsets.
The sums are needed because the atmospheric forcing vectors
are usually given with a much larger time step compared with
the time step that is required by the surge model. As a simple
example, let kmax=5 in Eq. (13). Dropping the initial condition
term, we have
η kþ1ð Þ ¼ Xk
i¼0
ri f
k−ið Þ; k ¼ 0; 1; 2; 3; 4; 5 ð48Þ
Fig. 6 A relaxation experiment.
Top, the initial sea-level
distribution; bottom, the
distribution at time step 2000with
Δt=5 sec
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where the omitted elements in the upper triangle of the matrix
are all zero. Assume that the forcing vector varies for every
three time steps; i.e., f(0)=f(1)=f(2) and f(3)=f(4)=f(5). In addi-
tion, assume that we only wish to retain the solutions at every





¼ r0 þ r1 þ r2 0








Because the forcing vector varies with every three time
steps, we have reduced a 6×6 matrix to a 2×2 matrix. The
elements in the lower triangle of the reduced matrix are the
sums of every three row vectors (i.e., r0+r1+r2 and r3+r4+
r5). In this simple example, the decimating factor d is 3. For a
realistic case, let us assume that the value ofΔt that is required
by the surge model is 5 sec, whereas the atmospheric forcing
vectors are given hourly. The gap from 5 to 3600 sec represents
a factor of 720 to sum over the row vectors and to reduce the
size of the matrix G. In the function ASGF_conv, the vector g
holds the accumulation of the r-vectors. The vector g is period-
ically (every d steps) recorded into the matrix G and then
renewed to the current value of the r vector before a new round
of accumulation starts. The recording and renewal are per-
formed in line 29, and the accumulation is performed in line
31. The last two optional inputs to the function are B and L,
which were discussed in Appendix 3. If they are input, the
vector g will be multiplied by BL before it is recorded into G.
Thus, the columns of G can be reduced if L is a tall and thin
matrix.
In both ASGF_ini and ASGF_conv, the G matrix is
assembled during the calculations of the r-vectors. That
they are so coded is more for the purpose of showing
the link between the r-vectors and the G matrix (Gi or
Gc) and how the former can be assembled into the
latter. In practice, especially when the size of the prob-
lem is large, we should separate the calculation of the
r-vectors and their assembly into two processes for the
sake of economizing the RAM usage. The calculation of
the r-vectors can proceed along with periodically writ-
ing the vectors into disk files. The assembly can be
later performed (on demand) when loading the vectors
from the disk files.
Table 1 MATLAB function ASGF_ini used to calculate the ASGF matrix Gi for the initial value problem
1756 Ocean Dynamics (2015) 65:1743–1760
Appendix 5: computational loads of the ADI scheme
This appendix analyses the computational load of the ADI
method. The result of the analysis from this appendix will
be used in part II of this study, where the computational
efficiencies of the ASGF method and the traditional meth-
od will be compared, and the ADI method will be used to
represent the traditional method of modeling storm surges.
Analyzing the computational load of the ADI scheme is a
complicated task because it involves implicit solutions. To
render the task simpler, Cartesian coordinates are adopted
for the analysis.
We need to recall the well-known C-grid (Arakawa and
Lamb 1977), which was used in this study. Figure 7 shows a
C-grid with I-horizontal lines (parallel to the x-axis) and J-
vertical lines (parallel to the y-axis). The η-points are arranged
at the intersections of the even-numbered lines (i.e., i=2,4,⋯;
I−1, and j=2,4,⋯;J−1). I and J are chosen to be odd num-
bers so that i=1, i=I, j=1, and j=J can be the coastal lines
bounding the model domain. There are (J−1)/2 number of η
variables on an even-numbered horizontal line, and there are
(I-1)/2 such horizontal lines. The total number of η variables,
Ne, is therefore




In addition, there are (J−1)/2−1 U variables on an even-
numbered horizontal line, excluding Ui,1 and Ui,J (they
are constants, always equal to zero at the two coastal
ends). The total number of U variables over the model
domain is then
Table 2 MATLAB function ASGF_conv used to calculate the ASGF matrix Gc for the forced problem















We can see that when I and J are both large, Ne/Nu≈1≈Ne/Nv.
The total number of model variables is the sum of the three
parts,
N ¼ N e þ Nu þ N v: ð54Þ
We can now proceed to examine the computational
load of the ADI scheme. As noted in Appendix 1 of
part I, the ADI scheme splits each time step into two
halves. For the first half-time step, η and U variables
along the horizontal grid lines are treated implicitly. For
the second half-time step, η and V variables along the
vertical grid lines are treated implicitly. Referring to
Fig. 7, we can write out the tri-diagonal matrix





























þ R kð Þ2 þ R kð Þ3 ð55Þ
Fig. 7 C-grid with I-horizontal
lines and J-vertical lines, where I
and J are odd numbers with i=1,
i=I, j=1, and j=J for the coastal
lines bounding the model domain.
The odd-numbered lines form the
sides of the cells. The
intersections of the even-
numbered lines are the centers of
the cells. The model variables, η,
U, and Vare annotated on the cells
along ith-horizontal line to
illustrate how they are arranged
on the grid points
1758 Ocean Dynamics (2015) 65:1743–1760
where
R kð Þ2 ¼
sy V i−1;2−V iþ1;2




sy V i−1;4−V iþ1;4
  kð Þ
⋮
f i; J−2 V
kð Þ
i; J−2
sy V i−1; J−1−V iþ1; J−1





















  kð Þ





and βi,j=1+0.5Δtki,j/hi,j, sx=0.5Δt/Δx, sy=0.5Δt/Δy, R2
(k)
contains the mass divergence in the y-direction and the
Coriolis forcing in the x-direction, and R3
(k) contains the at-
mospheric forcing in the x-direction. The V with bar indicates
the averaged value of four V’s surrounding the (i,j)-point.
We can now count howmany multiplications are needed to
solve Eq. (55). The two column vectors on the RHS of the
equation have to be evaluated first. Eq. (56) shows that to
evaluate R2
(k) requires ( J−12 þ J−12 −1 ) multiplications, and
Eq. (57) shows that to evaluate R2
(k) requires 2 J−12 −1
 
mul-
tiplications. Adding the resultant R2
(k) and R3
(k) to the first
column vector on the RHS of the equation, we have the tri-
diagonal matrix equation to solve. Based on the Thomas
(1949) tri-diagonal matrix algorithm (also see, e.g., CFD
Online (http://www.cfd-online.com/Wiki/Tridiagonal_
matrix_algorithm_-_TDMA_(Thomas_algorithm)), solving a
tridiagonal system with M-unknowns requires 5M−4
multiplications. In our case, M ¼ J−12 þ J−12 −1. There are (I
−1)/2 even-numbered horizontal lines, and Eq. (55) is written
for only one of them. Therefore, the total number of multipli-
cations required to solve (I−1)/2 equations such as Eq. (55) is
(58)
Having obtained η(k+1/2) andU(k+1/2), we can updateV(k+1/2)
according to the following equation:
V kþ1=2ð Þi; j ¼ 1−0:5Δt κ=hi; j
 
V kð Þi; j −ghi jsy
 ηiþ1; j−ηi−1; j




  kð Þ
 
− 0:5Δt f i; j U
kþ12ð Þ
i; j þ 0:5Δtτyi; jj kð Þ
ð59Þ
for i=3,5,7,⋯,I−2, and j=2,4,6,⋯,J−1. The U with bar in-
dicates the averaged value of four U’s surrounding the (i,j)-
point. This equation indicates that updating an individual ele-
ment ofV(k+1/2) requires four multiplications. Because there are
Nv such elements, the total number of multiplications required
to update V(k+1/2) is 4Nv
Thus, for the first half-time step, the number of multiplica-
tions, ^#*^1/2, is
}#*}1=2 ¼ 6Ne þ 8Nu þ 4Nv−4: ð60Þ
Similarly, the number of multiplications required in the
second half-time step, ^#*^2/2, can be found as
}#*}2=2 ¼ 6Ne þ 8Nv þ 4Nu−4: ð61Þ
The number of multiplications in one time step, ^#*^, is
}#*} ¼ }#*}1=2 þ }#*}2=2 ¼ 12Ne þ 12Nu þ 12Nv−8 ¼ 12− 8N
 
N ;
≈12N ; when N is large:
ð62Þ
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The grid shown in Fig. 7 does not consider the existence of
islands or the irregularity of the coastal lines. When these
complexities have to be included, the simple relations between
the number of the variables and number of the grid lines, i.e.,
Eqs. (51), (52) and (53), become invalid. However, the num-
ber of multiplications per time step as expressed by
Eqs. (60)−(61) remain valid because they are expressed in
terms of the number of unknowns. We can still use them as
long as we can supply the number of unknowns, and we can
easily create a program to count the unknowns in this case.
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