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Abstract 
Swarm intelligence provides great insights of helping humans solve complex problems. Drawing on the great insights, 
researchers put forward many effective swarm intelligence-based optimization algorithms, such as ant colony optimization 
(ACO), particle swarm optimization (PSO), artificial fish swarm algorithm (AFSA), etc. Thereinto, AFSA is relatively new 
and needs to be well investigated. Although AFSA has been successfully applied to solve many complex optimization 
problems, it has not yet attracted wide attention as ACO or PSO. An exhaustive investigation on AFSA’s influence in 
Chapter 1 shows that AFSA indeed need wider attention. In Chapter 1, the reasons why AFSA does not attract as much 
attention as the other swarm intelligence-based optimization algorithms are detailedly analyzed. After that, a comprehen-
sive review of AFSA-related research works follows. Moreover, the objectives and contributions of this thesis are respec-
tively briefed. At the end of this chapter, the outline of this thesis is given. 
In chapter 2, the introduction to AFSA’s principle is briefed at the beginning. The explanation of various behaviors 
performed by AF individuals and the behavioral strategy is detailed after that. The detailed descriptions of two representa-
tive and commonly accepted versions of AFSA, i.e. the AFSA for global optimization of continuous function and the AF-
SA for combinatorial optimization problems, are respectively given. 
Chapter 3 presents an AFSA to solve the multicast routing problem, which is abstracted as a Steiner tree problem in 
graphs. AFSA adopts a 0-1 encoding scheme to represent the artificial fish (AF), which are the subgraphs in the original 
graph. For evaluating each AF individual, we decode the subgraph into a Steiner tree. Based on the adopted representation 
of the AF, we design three AF behaviors: randomly moving, preying, and following. These behaviors are organized by a 
strategy that guides AF individuals to perform certain behaviors according to certain conditions and circumstances. In or-
der to investigate the performance of our algorithm, we implement exhaustive simulation experiments. The results from 
the experiments indicate that the proposed algorithm outperforms other intelligence algorithms and can obtain the 
least-cost multicast routing tree in most cases. 
Chapter 4 presents an artificial fish swarm algorithm (AFSA) for solving symbolic regression problems. This study is 
the first attempt of applying AFSA in symbolic regression. Gene expression scheme of genetic expression programming 
(GEP) is adopted to represent AF individuals. For evaluating AF individuals, a penalty-based fitness function, in which the 
node number of the parse tree is considered to be a constraint, was designed in order to obtain a solution expression that 
not only fits the given data well but is also compact. A number of important conceptions are defined, including distance, 
partners, congestion degree, and feature code. Based on the above concepts, the implementations of four behaviors, in-
cluding randomly moving, preying, following, and avoiding, are described in detail. The exhaustive simulation results 
demonstrate that the proposed AFSA can not only obtain a high-quality solution expression but also provides remarkable 
robustness and quick convergence. 
A new AFSA for solving the multiple knapsack problem is introduced in Chapter 5. In this AFSA, AF individuals are 
only allowed to search the region near constraint boundaries of the problem to be solved. For this purpose, several behav-
iors to be performed by AF individuals, including escaping behavior, randomly moving behavior, preying behavior and 
following behavior, were specially designed. Exhaustive experiments were implemented in order to investigate the pro-
posed AFSA’s performance. The results demonstrated the proposed AFSA in this chapter has the ability of finding 
high-quality solutions with very fast speed, as compared with some other versions of AFSA based on different con-
straint-handling methods. This study also has wider implications for solving other constrained problems. 
Chapter 6 presents a symbiosis-based AFSA, which employs two AF sub-populations to collaboratively search the 
solution space of the problem to be solved. The symbiosis-based computational framework makes AF individuals be able 
to adjust their Visual-limit and Step-limit. Beyond that, in order to make AF individuals swim toward the weighted centre 
of its partners when performing gathering behavior, a method of determining the weighted centre is proposed. In addition, 
a newly designed behavioral strategy for AF is also presented in view of the symbiosis-based framework. Experiments 
were conducted on several test functions. The results demonstrate good performance of the symbiosis-based AFSA. 
Chapter 7 discusses the necessary modifications to AFSA when using it in problem-solving, including the modifica-
tions to AF representation scheme, that to AF behaviors, that to behavioral strategy, and that to some conceptions in AFSA. 
The open and flexible optimization framework of AFSA is also discussed in detail. Since AFSA has a number of parame-
ters to tune, this chapter also discusses how to tune the parameters. After that, the applicability of AFSA is analyzed. 
Research is an iterative process, just like that of AF individuals searching in the solution space. Researchers keep ex-
ploring new frontiers of knowledge not only based on their own successes, but also the successes learnt from the other 
researchers. The presented research in this thesis is no exception. In addition, it is hoped that the presented research works 
in this thesis may help the other researchers explore new aspects and attract more researchers’ attention to AFSA such that 
they devote themselves into the further research of AFSA.
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1. Introduction 
Swarm intelligence provides great insights of helping humans solve complex problems. Drawing on the great insights, 
researchers put forward many effective swarm intelligence-based optimization algorithms, such as ant colony optimization 
(ACO), particle swarm optimization (PSO), artificial fish swarm algorithm (AFSA), etc. Thereinto, AFSA is relatively new 
and needs to be well and deeply investigated. Although AFSA has been successfully applied to solve many complex opti-
mization problems, it does not attract wide attention. The reasons for that were detailedly analyzed in this chapter. This 
chapter also reviewed the current status of AFSA-related research works in detail. Moreover, the objectives and contribu-
tions of this thesis are respectively briefed. At the end of this chapter, the chapter arrangement of the remaining part of this 
thesis follows. 
                                                                                                   
1.1 Background 
Swarm intelligence has become a hot research field in the 
past two decades. Many college journals accept and publish 
papers related to swarm intelligence, e.g. IEEE Trans. on 
Evolutionary Computation (IEEE), Natural Computing 
(Springer), Evolutionary Computation (MIT Press), etc. A 
number of international conferences also listed “swarm in-
telligence” as the special session, e.g. IEEE Congress on 
Evolutionary Computation, IEEE Swarm Intelligence Sym-
posium, etc. So, what is swarm intelligence? To answer this 
question, the concept of “Swarm” needs to be explained 
firstly. According to the definition from Cambridge ad-
vanced learner's dictionary, the noun “Swarm” means a 
large group of insects all moving together [1]. However, the 
concept of “Swarm” is not limited to the insects only. The 
individuals of some other species may also gather in large 
groups, move together and then form a swarm. As a matter 
of fact, in natural ecosystem, “Swarm” widely exists. For 
instance, Fig. 1.1 respectively demonstrates various forms 
of swarms in natural ecosystem, including Fig. 1.1 (a) a 
flock of flying starlings in the sky, Fig. 1.1 (b) a neat for-
mation of migrating wild gooses, Fig. 1.1 (c) a foraging ant 
colony, and Fig. 1.1 (d) a school of fish swimming in the 
sea. The collective behaviors exhibited by these living 
things and the interactions among the swarm members are 
so coordinated that each swarm seems to be driven by one 
or more swarm members. But the truth is not the case. In a 
swarm, there is no special member or members who direct 
the whole swarm’s collective behavior and the members 
have equal status in swarm. Actually, the collective behav-
iors and the interactions among the swarm members emerge 
from very simple rules that each member obeys. For exam-
ple, Reynolds successfully simulated flocks by adopting 
three rules in order of decreasing precedence: (1) collision 
avoidance, (2) velocity matching, and (3) flock centering 
[2]. That is to say, there is nothing driving the swarms, in-
stead the swarms behave autonomously. The phenomenon 
that the swarms behave autonomously is referred to as 
swarm intelligence. Bonabeau et al. further exactly define 
swarm intelligence as “the emergent collective intelligence 
of groups of simple agents” [3]. Kennedy et al. agree with 
the spirit of this definition, but prefer not to tie swarm intel-
ligence to the concept of “agents” [4]. They thought mem-
bers of a swarm seem to fall short of the usual qualifications 
for something to be called an “agent”, notably autonomy 
and specialization. In a word, a single swarm member is not 
smart, but their swarms are. Swarm intelligence provides 
great insights of helping humans solve complex problems. 
  
(a) Flock of flying starlings     (b) Formation of wild gooses 
  
(c) Foraging ant colony       (d) School of swimming fish 
Fig. 1.1 Swarms in natural ecosystem. 
Optimization problems are a sort of important prob-
lems in many fields, including mathematics, management 
science, computer science, engineering science, etc. They 
have not only important academic significance but also 
great applied value in real-world projects. The best solution 
to the problem to be solved is referred to as the optimal 
solution and the process of searching one or more optimal 
solution(s) from all potential solutions to this problem is 
referred to as optimization. From the perspective of com-
putational complexity theory [5], a great number of com-
plex optimization problems are non-deterministic polyno-
mial-time complete (NP-C) or non-deterministic polynomi-
al-time hard (NP-H), e.g. knapsack problem (KP) [6-8], 
traveling salesman problem (TSP) [9, 10], Steiner tree 
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problem (STP) [11, 12], job-shop problem (JSP) [13, 14], 
etc. For NP-C and NP-H problems, exact algorithms can 
return the exact optimal solution(s) but usually result in 
extremely serious and unacceptable runtime; heuristic algo-
rithms run fast but only return approximate solution(s), 
even inferior solution(s) sometimes. Under this circum-
stance, scientists and researchers expect and seek new ways 
of solving the complex problems better and faster. 
As stated before, swarm intelligence provides great in-
sights of helping humans solve complex problems. Drawing 
on the great insights from swarm intelligence, researchers 
put forward a number of swarm intelligence-based optimi-
zation algorithms in the past two decades. Thereinto, ant 
colony optimization (ACO) [15] and particle swarm opti-
mization (PSO) [16] are the most typical and famous two. 
ACO and PSO are respectively inspired by the foraging 
behavior of ant colony and the social behavior of a bird 
flock or fish school. Either ACO or PSO has been success-
fully applied to solve many complex optimization problems, 
such as the aforesaid KP [17-19], TSP [20-23], STP [24,25], 
JSP [26,27], etc. These successful applications of ACO and 
PSO indicate that, swarm intelligence-based optimization 
algorithms indeed possess superior problem-solving abili-
ties, comparing with either exact algorithms or heuristic 
algorithms. Apart from ACO and PSO, some other swarm 
intelligence-based algorithms also attracted researchers’ 
attentions, e.g. artificial fish swarm algorithm (AFSA) [28], 
bacterial foraging optimization (BFO) [32], artificial bee 
colony (ABC) [30], firefly algorithm (FA) [31], shuffled 
frog leaping algorithm (SFLA) [29], etc. A common feature 
of these mentioned swarm intelligence-based optimization 
algorithms is that, each of them is based on a population 
consisting of a number of agents, where the population is 
the simulation of a swarm and each agent is a swarm mem-
ber. So long as each agent among the population behaves 
according to simple rules, optimization ability emerges. So 
far, swarm intelligence-based optimization algorithms have 
increasingly gained scientists’ and researchers’ attentions 
because of their global search, good robustness, universality 
and fast convergence. 
1.2 Research Motivation 
Artificial fish swarm algorithm (AFSA) is a branch of 
swarm intelligence-based optimization algorithms. It is put 
forward by Li et al. in the year 2002 [28]. As a comparison, 
Table 1.1 lists several known swarm intelligence-based op-
timization algorithms and the corresponding years when 
they were separately put forward. It is not hard to see that 
AFSA is relatively new, comparing with the well-known 
ACO and PSO. Inspired by the activities of fish in water, 
AFSA generally adopts the aforesaid three rules summarized 
by Reynolds [2] in order to simulate various behaviors of 
fish individuals and provides a rather flexible optimization 
framework for solving complex problems. Each simulated 
behavior is actually a kind of search pattern. Fish individuals 
 
Table 1.1 Swarm intelligence-based optimization algorithms and the year 
when they were put forward. 
Algorithm Name Year 
ACO [33] 1992 
PSO [16] 1995 
BFO [32] 2002 
AFSA [28] 2002 
SFLA [29] 2003 
ABC [30] 2005 
FA [31] 2009 
explore the solution space of the problem to be solved by 
iteratively performing various predefined behaviors accord-
ing to its surroundings. In recent years, AFSA has been suc-
cessfully applied in many fields, such as pattern recognition 
[43-45], image processing [46-49], telecommunications 
[50-53], knowledge engineering [54, 55], robotics [56-59], 
hydraulic engineering [60-62], and some other engineering 
optimization problems [63-66]. In the aforesaid applications, 
AFSA performed good capability of solving complex prob-
lems. Apparently, AFSA is a promising branch which is very 
worthy of being further investigated. 
However, comparing with the other well-known swarm 
intelligence-based optimization algorithms such as ACO and 
PSO, AFSA has not yet attracted wide attention. Its influ-
ence is still limited. In order to investigate AFSA’s current 
influence, we adopted two indexes, i.e. the number of the 
items returned by Google when we input “artificial fish 
swarm algorithm” as a search keyword and the quoted fre-
quencies of AFSA’s two representative literatures. For com-
parison, the analogous indexes related to the other swarm 
intelligence-based optimization algorithms were also inves-
tigated. Figure 1.2 demonstrated the number of the items 
returned by Google when we input the name of each swarm 
intelligence-based optimization algorithm as a search key-
word. Obviously, the items involved with AFSA are not only 
much less than that involved with either ACO or PSO, but 
also a little less than that involved with FA, where FA is put 
forward 7 years later than AFSA. According to this index, 
the influence of AFSA is obviously limited, even less than 
that of the newest FA. For another thing, Table 1.2 lists the 
quoted frequencies of the most two representative literatures 
of each swarm intelligence-based optimization algorithm. It 
is obvious that AFSA’s representative literatures did not at-
tract as more attention as the other algorithms’. According to 
the investigation based on the aforesaid two indexes, AFSA’s 
influence is indeed limited, especially comparing with ACO 
and PSO. After careful analysis, we thought the main reason 
that results in AFSA’s influence being lack is that, AFSA is 
firstly put forward in Chinese, which is not a universal lan-
guage in international academia. That prevents AFSA from 
becoming influential. Conversely, the other swarm intelli-
gence-based optimization algorithms are all put forward in 
English, such that they can be quickly known and accepted 
by international academia. Up to now, AFSA’s influence is 
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mainly limited in Chinese academia. The research works 
involved with AFSA reported by international academia are 
still few. A secondary cause is that, it has not yet been a long 
time since AFSA was firstly proposed. To be well accepted 
and understood by academia needs time, while AFSA was 
proposed 10 years later than ACO and 7 years later than 
PSO. In addition, AFSA has relatively higher computational 
complexity than the other algorithms. This has been pointed 
out by several researchers [67]. Higher computational com-
plexity may also prevent AFSA being widely accepted by 
researchers. This is the third cause that we concluded. 
It must be pointed out that, although AFSA is not so in-
fluential as ACO or PSO, it is becoming increasingly inter-
esting. In consideration of AFSA’s influence in Chinese ac-
ademia, the growing trend of Chinese literatures related to 
AFSA was investigated to prove AFSA’s growing influence. 
After investigated, we found that the number of the pub-
lished Chinese literatures involved with AFSA was overall 
increasingly quickly increasing in these years. More and 
more research works about AFSA were reported as time 
goes on. Figure 1.3 roughly demonstrated the trend that the 
number of the Chinese literatures involved with AFSA in-
creases. Apparently, this is a strong proof of AFSA increas-
ingly attracting researchers’ attentions.  
As a promising branch of swarm intelligence-based op-
timization algorithms, although AFSA has not yet been so 
influential as ACO or PSO, it is still very worthy of being 
further investigated, because it has demonstrated very good 
capability of solving complex problems. To further investi-
gate AFSA’s applicability and performance is significative of 
either academic research or practical engineering applica-
tions. This is the main research motivation of this thesis. 
Apart from this, in consideration of AFSA’s influence being 
still lack, to introduce and demonstrate AFSA to more re-
searchers of international academia is a secondary intention 
of this thesis, such that AFSA may attract wider attention. 
Table 1.2 Quoted frequencies of the representative literatures of each 
swarm intelligence-based optimization algorithm. 
Algorithm 
Name 
Representative 
literatures 
Quoted 
Frequency 
ACO 
Ref. [35] 5,655    
Ref. [36] 2,217    
PSO 
Ref. [37] 25,473    
Ref. [16] 6,483    
BFO 
Ref. [32] 1,117    
Ref. [38] 188    
AFSA 
Ref. [28] 416    
Ref. [34] 124    
SFLA 
Ref. [29] 558    
Ref. [42] 232    
ABC 
Ref. [39] 1,000    
Ref. [40] 1,010    
FA 
Ref. [31] 306    
Ref. [41] 147    
 
Fig. 1.2 Number of the items returned by Google when we input the name 
of each swarm intelligence-based optimization algorithm as a search key-
word. 
 
Fig. 1.3 Number of the published Chinese literatures involved with AFSA 
(Data in this figure comes from the web site of China knowledge infra-
structure (CNKI), www.cnki.net). 
1.3 Current Status of AFSA-related Research Works 
Currently, the AFSA-related research works mainly involve 
three aspects: utilizing AFSA to solve problems, improving 
AFSA, and theoretically analyzing AFSA. This subsection 
is to detail existing research works from the three aspects, 
respectively. 
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1.3.1 Researches on utilizing AFSA to solve various com-
plex problems 
AFSA provides a rather flexible optimization framework for 
solving problems. However, that doesn’t mean it is always 
easy to utilize AFSA to solve problems. Since the original 
AFSA was specially proposed for solving continuous func-
tion optimization only, it is necessary to redesign or modify 
the concrete implementation of AFSA in most cases, such 
that AFSA may adapt the property of the problem to be 
solved. 
For instance, literature [68] adopted multi-value cod-
ing scheme to represent artificial fish (AF) individuals ra-
ther than real-value coding scheme in the original AFSA 
and redefined the method of measuring distance between 
any two candidate solutions in order to make AFSA adapt 
the far different property of combinatorial optimization 
problems from that of continuous function optimization. 
And the concrete implementations of the behaviors per-
formed by AF individuals are also redesigned to adapt the 
adopted multi-value coding scheme-based AF representa-
tion. 
Literature [51] proposed an AFSA for solving mul-
ticast routing problem. In this AFSA, a predecessor-based 
scheme is adopted to represent candidate multicast trees (i.e. 
AF individuals) and the behaviors performed by AF indi-
viduals are thus redesigned to adapt the predecessor-based 
scheme. Apart from this, the AF population is divided into 
two sub-populations to form a two-region-model, in which 
AF individuals from different sub-population perform far 
different behaviors to handle the quality-of-service (QoS) 
constraints.  
Literature [69] proposed an AFSA for solving the 
two-dimensional guillotine cutting problem. In this litera-
ture, a complicated method of measuring distance between 
any two candidate solutions and a method of determining 
the centre of several AF individuals were respectively pro-
posed in order to make the proposed AFSA adapt the prop-
erty of the two-dimensional guillotine cutting problem, 
since each candidate solution to this problem is essentially a 
layout pattern, which is a complex structure.  
Like AFSA’s various utilizations above, redesign and 
modification to the concrete implementation of the original 
AFSA are usually needed. However, it must be pointed out 
that, although the concrete implementation of AFSA may be 
redesigned or modified to adapt the problem to be solved, 
the essential optimization framework of AFSA cannot be 
changed. So far, many researchers have devoted to the re-
search on AFSA’s various applications. 
1.3.2 Researches on improving AFSA 
Since the time from AFSA being put forward has not been 
long, AFSA is not perfected and still needs to be further 
improved. Thus, a number of researches on improving AF-
SA were reported these years. Various improvements made 
by researchers can be broadly classified as the following 
approaches: 
(1) Incorporating other heuristics or algorithms with AFSA 
to form hybrid-AFSA 
As a matter of fact, different kinds of optimization al-
gorithms usually perform far differently. To incorporate one 
algorithm with another is a usual way of obtaining com-
plementary advantages. Thus, a great number of researchers 
incorporate heuristics or optimization algorithms into AF-
SA’s initial optimization framework in order to obtain hy-
brid-AFSAs with better performance. 
Literature [70] proposed a hybrid AFSA based on mu-
tation operator and simulated annealing [78]. This hybrid 
AFSA contains two stages. In the first stage, the mutation 
operator in genetic algorithm (GA) is utilized to change a 
few AF individuals’ status such that the changed AF indi-
viduals might get into unexplored solution regions. In the 
second stage, simulated annealing algorithm is utilized to 
further implement finer-grained search in the promising 
solution region where AF individuals gathered after the first 
stage in order to raise the precision of the finally obtained 
solution. 
Qu et al. proposed three hybrid-AFSAs in Refs. [71], 
[72], and [77] respectively. In Ref. [71], a novel AFSA 
based on chaos search was proposed. Since the ergodicity of 
chaos search helps to prevent the search process from being 
trapped into local extremum, the chaos-search-based AFSA 
possesses better global search ability. Reference [72] pro-
posed an AFSA based on hybrid mutation operators, where 
the hybrid mutation operators consist of the mutation oper-
ator in differential evolution (DE) [73] and the Gaussian 
mutation in GA. Reference [77] proposed an ES-AFSA. As 
its name implies, the proposed ES-AFSA is a variant AFSA 
based on evolutionary strategy (ES). 
Literature [74] proposed a hybrid algorithm named 
PSO-AFSA. As its name suggests, this algorithm was im-
plemented by introducing velocity inertia, memory and so-
cial learning of PSO into AFSA. As a result, the PSO-AFSA 
demonstrated better optimization capability than either PSO 
or AFSA. 
Reference [75] proposed an optimization approach 
that combines AFSA with an improving FSOA, where 
FSOA is short for the name of another optimization ap-
proach proposed in Ref. [76], i.e. “fishing strategy-based 
optimization approach”. Therefore, the approach proposed 
in Ref. [75] was referred to as AFSA-FSOA, which has 
better optimization ability than either AFSA or FSOA. 
Apart from the above-mentioned hybrid AFSAs, there 
are still many others have been reported these years, e.g. 
Refs. [79-82]. Due to the limit of space, more relevant re-
searches will not be covered in this thesis. 
(2) Improving operation mechanism of AFSA itself 
Comparing with the way of incorporating other heu-
ristics or algorithms into AFSA, the approach to be re-
viewed in this part is another train of thought. Its core 
thought is to improve the operation mechanism of AFSA 
itself. 
Originally, AFSA is based on a mechanism that AF in-
dividuals collaboratively search in the solution space. Liter-
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ature [83] proposed an improved AFSA based on social 
learning mechanism [84]. The social learning includes two 
basic behaviors, i.e. converging and diverging. During the 
latter period of the social learning-based AFSA’s iterations, 
converging and diverging were introduced to update status-
es of AF individuals. These two introduced behaviors per-
form quickly, owing to their easy implementations. Also, 
diverging increases the diversity of AF population and en-
hanced the ability of AFSA jumping out of local optimums. 
Thus, the social learning-based AFSA demonstrated far 
better optimization ability than the original AFSA. 
A quantum AFSA was proposed in Ref. [85]. Its oper-
ation mechanism was completely changed. Various pro-
cesses and operations involved in this quantum AFSA were 
totally based on quantum computation. For examples, AF 
individuals were encoded by quantum bits; the way of up-
dating each AF individual’s status was implemented via 
quantum rotating gate; the operation of mutating AF indi-
viduals was implemented by quantum NOT-gate; the con-
crete implementations of various behaviors performed by 
AF individuals were also redesigned to adapt quantum 
computation. The quantum AFSA was tested on two in-
stances of TSP and demonstrated better ability than AFSA 
did. 
A Von Neuman neighborhood-based AFSA was pro-
posed in Ref. [86]. In this algorithm, AF population was 
stored as the form of Von Neuman neighborhood. Each AF 
individual in this structured AF population was only affect-
ed by its four neighbors. This helps to maintain the diversity 
of AF population. Apart from this, the visual scope and 
step-length of AF individuals in this AFSA could be adjust-
ed according to a predefined adjusting strategy, such that 
the algorithm’s abilities of exploration and exploitation may 
be well balanced. 
Literature [87] proposed an adaptive AFSA. By con-
trasting the fitness of each AF individual and the average 
fitness of all the AF individuals, AF population was divided 
into three fish schools, i.e. superior school, ordinary school, 
and inferior school. Members of the superior school were 
given less visual scope and step-length; members of the 
inferior school were given larger visual scope and 
step-length. That way superior school takes in charge of 
finer-grained local search in promising region, while the 
other two schools mainly implements coarse-grained global 
search. Moreover, unlike the original AFSA, the visual 
scope of AF in this adaptive AFSA was adjustable. As a 
result, the performance of this adaptive AFSA is better than 
that of either the original AFSA. 
Literature [88] proposed a decomposition- and coor-
dination-based AFSA, the mechanism of which was spe-
cially designed for optimizing complex large system with 
many decision variables and constraints. The core thought 
of this AFSA was to decompose a complex large system 
into several relatively simple sub-systems. That helps to 
reduce the difficulty of optimizing. This AFSA employed 
several AF schools. Each AF school was employed to opti-
mize a decomposed sub-system separately. This reflected 
decomposition. However, a complex large system is not a 
simple sum of its several sub-systems, because complicated 
coupling relations usually exist between its sub-systems. 
Therefore, the combination of the optimal solutions to the 
sub-systems cannot be the optimal solution to the original 
complex large system. In consideration of this, a coordinat-
ing behavior was specially designed to carry out the inter-
change of information between several AF schools. This 
reflected coordination. Owing to the specially designed 
decomposition- and coordination-based mechanism, the 
propose AFSA in Ref. [88] is more suitable for optimizing 
complex large system comparing with other variant AFSAs. 
The improvements to AFSA’s operation mechanism 
are various. Many relevant researches have been reported. 
This thesis only reviewed some representative works of 
them. More relevant researches will not be covered in this 
thesis. 
1.3.3 Researches on theoretically analyzing AFSA 
Apart from the two aspects respectively detailed in Sect. 
1.3.1 and Sect. 1.3.2, to theoretically analyze AFSA is an-
other aspect. Little literature however has been found on 
this aspect. 
Huang’s research team published two papers on theo-
retically analyzing AFSA’s global convergence [89, 90]. In 
Ref. [89], they proved the global convergence of the stand-
ard AFSA based on calculating transition probability of AF 
individual moving from one candidate solution to another 
and mapping AF individual’s each position (i.e. candidate 
solution) into a status in finite Markov chain. In Ref. [90], 
they proved the global convergence of AFSA for solving 
combinatorial optimization problems based on a similar 
train of thought. Not only that, they also pointed out that, so 
long as a variant AFSA maintains the essential features of 
the original AFSA, it possesses global convergence [90]. 
The research works reported by Huang’s research team pro-
vide a firm theoretical base for improving AFSA or using 
AFSA to solve problems. 
Apart from Huang’s research team, Wang et al. pro-
posed a niche AFSA, the global convergence of which was 
also theoretically analyzed and proved [91]. 
So far, research works related to pure theoretical anal-
ysis on AFSA are still rare. Most researchers prefer to re-
search and investigate AFSA’s performance and mechanism 
from the perspective of numeral experiments rather than do 
pure theoretical analysis. 
1.4 Objectives 
The primary objectives of this thesis can be summarized as 
follows: 
(1) One of the objectives of this thesis is to further and 
deeply investigate the applicability of AFSA to solving dif-
ferent types of optimization problems. Since AFSA was 
originally put forward for global optimization of continuous 
function only, it cannot be directly used to solve the other 
 Chapter 1 Introduction 
6 
 
types of problems. In this case, some adaptations to AFSA’s 
implementation are thus needed, e.g. new scheme of repre-
senting AF individuals, new descriptions of behaviors per-
formed by AF individuals, new behavioral strategy, etc. 
However, whether the adaptations to AFSA really help to 
problem-solving or not remains to be proven. In considera-
tion of this, the applicability of AFSA to solving other types 
of optimization problems thus needs to be well investigated. 
As for the methodology, a few typical optimization prob-
lems are selected to be the computational instances for in-
vestigating AFSA’s applicability. 
(2) To extend AFSA’s application domain is also an objec-
tive of this thesis, e.g. to solve a problem that has not been 
solved by AFSA before. For one thing, the extension of 
AFSA’s application domain can further prove AFSA’s ap-
plicability; for another thing, that also helps to attract the 
researchers of the new application domain to pay attentions 
to AFSA, such that AFSA’s influence may increase and thus 
promote the research on AFSA. 
(3) To investigate and verify novel insights of using AFSA 
in problem-solving or improving AFSA is also an objective 
of this thesis. A great number of optimization problems are 
constrained problems. Thus, to introduce novel insights of 
solving constrained problems to AFSA’s original optimiza-
tion framework and further propose a new AFSA for solv-
ing constrained problems is very meaningful. In addition, 
some interesting phenomena in nature also provide great 
insights and inspirations of problem-solving. Drawing on 
these great insights and inspirations from the interesting 
phenomena in nature, to propose an improved AFSA is also 
a needed work with academic value. 
1.5 Contributions 
The major contributions of this thesis are as follows. 
(1) An AFSA for solving the multicast routing problem is 
presented. In this AFSA, a candidate solution to the mul-
ticast routing problem is abstracted as a Steiner tree prob-
lem in graphs. Through determining a least-cost Steiner tree 
by AFSA, the multicast routing problem can be well solved. 
This study is an investigation on AFSA’s applicability to 
routing optimization. 
(2) An AFSA for solving the symbolic regression problem is 
presented. Drawing on a representation scheme of parse 
trees, referred to as gene expression, AFSA is firstly applied 
in symbolic regression. This study is positive attempt of 
using AFSA in new domain. In other word, the application 
domain of AFSA is thus extended. This study not only helps 
to investigate AFSA’s applicability but also helps to attract 
more researchers from the new domain to pay attentions on 
AFSA. 
(3) A new AFSA for solving the multiple knapsack problem 
is presented. In this study, a novel idea of making AF indi-
viduals only search the solution region near the problem’s 
constraint boundaries is presented and a new AFSA for 
solving the multiple knapsack problem is proposed based 
on this novel idea. The multiple knapsack problem is well 
solved. This study in fact has wider implications in solving 
constrained problems, rather than limited in solving the 
multiple knapsack problem only. On the other hand, from 
the perspective of investigating AFSA’s applicability, this 
study is also meaningful. 
(4) An improved AFSA, referred to as symbiosis-based 
AFSA, is presented. Inspired by the phenomenon of symbi-
osis in natural aquatic ecosystem, this study introduces an 
artificial symbiotic system into AFSA’s original optimiza-
tion framework and forms a symbiosis-based computational 
framework. Based on this research work, AFSA’s perfor-
mance is greatly improved. This study is a positive attempt 
to improving AFSA. 
1.6 Thesis Outline 
Chapter 2 starts with a brief introduction to AFSA’s general 
principle, followed by the explanation of AFSA’s behaviors 
and behavioral strategy. The descriptions of two widely 
accepted versions of AFSA are also given in this chapter. 
 Chapter 3 presents an AFSA for the multicast routing 
problem. The applicability of AFSA to routing optimization 
is well investigated. 
 Chapter 4 presents the application of AFSA in sym-
bolic regression. This study is the first attempt of applying 
AFSA in symbolic regression. 
 Chapter 5 presents a new AFSA for solving the multi-
ple knapsack problem, based on a novel idea of making AF 
individuals only search the feasible solution region near the 
constraint boundaries. 
 Chapter 6 presents a symbiosis-based AFSA, which is 
based on an artificial symbiotic system, inspired by the 
phenomenon of symbiosis in nature aquatic ecosystem. 
 Chapter 7 discusses the necessary modifications to 
AFSA when using it in problem-solving. The open and 
flexible optimization framework of AFSA is also discussed 
in detail. This chapter also discusses how to tune AFSA’s 
several parameters. After that, the applicability of AFSA is 
analyzed. 
 Chapter 8 presents a summary of the findings of this 
thesis. Some topics for future research are also discussed. 
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2. Review of Artificial Fish Swarm Algorithm 
The introduction to AFSA’s principle is briefed at the beginning of this chapter. The explanation of various behaviors per-
formed by AF individuals and the behavioral strategy is detailed after that. The detailed descriptions of two representative 
and commonly accepted versions of AFSA, i.e. the AFSA for global optimization of continuous function and the AFSA for 
combinatorial optimization problems, are respectively given. At the end of this chapter is the chapter summary. 
                                                                                                   
2.1 Brief Introduction to AFSA’s Principle 
Like particle swarm optimization (PSO) [16], artificial fish 
swarm algorithm (AFSA) also relies on a population, which 
consists of a number of agents. Each agent is an individual 
who searches the solution space of the problem to be solved 
and is referred to as an artificial fish (AF) individual. AF 
individuals are abstracted into an open self-organization 
model including several search patterns. Actually, each one 
of the search patterns is a sort of behavior to be performed 
by AF individuals. Without loss of generality, AFSA solves 
a problem through employing AF individuals to collabora-
tively explore the problem’s solution space in such a way 
that AF individuals perform a few behaviors. 
Figure 2.1 shows the schematic diagram of AF model. 
In this schematic diagram, there is an AF individual, whose 
current position in the candidate solution space is X. In this 
case, this AF individual is referred to as AF individual X. Its 
fitness could thus be expressed as fitness(X), which means 
the adapting extent of this AF individual to its position X.   
The fitness value fitness(X) can be evaluated by calculating 
the value of the objective function f(X). Namely, fitness(X) 
= f(X). According to Fig. 2.1, AF individual X has two es-
sential attributes, a Visual-limit and a Step-limit. Through 
performing various behaviors, AF individual X may freely 
swim toward any possible position (i.e., candidate solution) 
within its Step-limit; it may also see any other AF individu-
als that swam into the region within its Visual-limit. Due to 
being two important attributes of AF model, these two at-
tributes generate great impact on AFSA’s performance. Step 
and Visual are also two important parameters for AFSA. 
And, as a general rule, Visual ≥ Step. For problems of dif-
ferent properties, the measurements of Step and Visual are 
accordingly different. In case of using AFSA for the global 
optimization of continuous function, Step and Visual were 
usually measured in Euclidean-distance [28]. In case of 
combinatorial optimization problems, Hamming-distance is 
usually adopted in order to adapt the discrete candidate so-
lution space [92-94]. In addition, some other measurements 
may also be specially employed, e.g. Ref. [69], in consider-
ation of the property of the problem to be solved. 
As stated before, AF individuals collaboratively ex-
plore the solution space of the problem to be solved by per-
forming various behaviors. In the original version of AFSA, 
Li et al. designed four behaviors, which are respectively 
randomly moving, preying, following and gathering [28].  
 
 
 
 
 
Fig. 2.1 Schematic diagram of AF model. 
So far, these four behaviors have been well-accepted and 
became the most frequently-used search patterns in various 
versions of AFSA. However, it must be pointed out that, AF 
model is such an open self-organization model that any 
needed search pattern (i.e., behavior) can be added into it as 
long as the added search pattern really helps to solve prob-
lem or improve AFSA’s performance, e.g. avoiding behav-
ior [94], leaping behavior [96], communication behavior 
[97], etc. On the other hand, needless search patterns can 
also be removed from AF model for similar reason. Li 
pointed out that AFSA could also be moderately simplified 
according to the property of the problem to be solved in his 
doctor thesis [34]. Some successful applications of AFSA 
also support this viewpoint. For instances, gathering be-
havior was removed in Ref. [94]; randomly moving behav-
ior was removed in Ref. [69]; however, either the AFSA in 
Ref. [94] or that in Ref. [69] well solved the problem to be 
solved. 
When AF individuals explore the candidate solution 
space, each of them would consciously choose one or more 
appropriate behaviors to perform according to its current 
conditions or circumstances. That means AF model also 
includes a few predefined rules of performing behaviors. 
These rules are referred to as “behavioral strategy”. Namely, 
AF individuals perform behaviors obeying a certain behav-
ioral strategy. Generally speaking, the behavioral strategy is 
usually simple and easy to implement, rather than compli-
cated. Various behavior strategies have been adopted in a 
number of studies, e.g. Refs. [34], [86] and [94]. We could 
relatively freely define a behavioral strategy according to 
the property of the problem to be solved. Huang et al. 
proved AFSA’s global convergence and clarified that, so 
long as a variant AFSA maintains the essential features of 
the original AFSA, it possesses global convergence [90]. 
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Obviously, AFSA provides a rather flexible optimization 
framework for users. Although each AF individual only 
possesses very low intelligence, i.e. a rather simple behav-
ioral strategy, a shoal of AF individuals that gather in 
groups can exhibit rather high swarm intelligence. This in-
teresting phenomenon is referred to as “Emergence of Intel-
ligence” [95]. This is exactly the foundation of AFSA’s op-
timization ability. In short, AFSA provides a bottom-up and 
rather flexible optimization framework. 
Figure 2.2 demonstrated a universal flowchart of AF-
SA. At the beginning, AF population needs to be randomly 
initialized, because the optimization ability of AFSA relies 
on a population such that swarm intelligence may emerge. 
After that, AFSA enters into an iterative process and this 
process will not stop until the terminate condition is satis-
fied. As for the terminate condition, to predefine a maxi-
mum number of iterations is a common practice. Beyond 
that, obtaining a solution satisfied with the precision re-
quirement or running a predefine runtime may also be 
adopted as the terminate condition. From the shaded part of 
this flowchart, it is not hard to see that the key to using 
AFSA for problem-solving is to well design the concrete 
implementation of various behaviors. In addition, a prede-
termined behavioral strategy that well balances exploration 
and exploitation is also obviously indispensable. It plays a 
role that organizes the behaviors together. After all above, 
AFSA outputs the final result as the obtained solution. 
2.2 Explanation of Behaviors and Behavioral Strategy 
Inspired by activities of fish in water area, four simulated 
behaviors were commonly used in AFSA. They are actually 
a few search patterns through which AF individuals explore 
the solution space of the problem to be solved. And the ex-
planation of them follows below. 
(1) Randomly moving behavior 
Randomly moving is the simplest behavior among all 
behaivors performed by AF individuals. As demonstrated in 
Fig. 2.3 (a), the process of implementing randomly moving 
is that, AF individual X randomly chooses a position Xaim 
within its Step-limit and then swims toward the chosen Xaim. 
This behavior is simple but important to AFSA. Through 
performing randomly moving behaivor, an AF individual 
may explore the region within its Step-limit at random. Due 
to the randomness of the choice, the position Xaim where this 
AF individual swam toward may be better than its previous 
position, of course may be even worse. Therefore, randomly 
moving behavior in AFSA actually plays a role similar to 
that of mutation operator in GA. As a matter of fact, to 
continously perform randomly moving behavior makes an 
AF individual’s movement in the solution space look like 
Brownian motion [98], which is a Markov process. This 
process is of course not an optimization process but 
indispensable. It helps AF individuals to escape from local 
optimums in case that they are trapped there. Figure 2.3 (b) 
demonstrated the situation of an AF individual continuously  
 
 
Fig. 2.2 Flowchart of AFSA’s optimization framework. 
 
(a) Schematic diagram of randomly moving behavior 
 
(b) Situation of AF individual X after continuously performed randomly 
moving behavior for four times 
Fig. 2.3 Schematic diagram of randomly moving behavior and its effect. 
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performing randomly moving behaivor for four times, i.e. 
Brownian motion of an AF individual performing randomly 
moving behaivor. 
(2) Preying behavior 
Preying is a local search pattern and is the behavior 
through which an AF individual explores a better position 
than its current position within its Visual-limit by a number 
of random tries. As an instance, Fig. 2.4 (a) demonstrated 
how an AF individual performs preying behavior. From the 
neighboring solution region within its Visual-limit, AF indi-
vidual X randomly tries a number of positions, e.g. Xaim1 ~ 
Xaim5, and evaluates them by calculating their separate val-
ues of the objective function, i.e. f(Xaim1) ~ f(Xaim5). Through 
comparison, the best position tried by AF individual X can 
be determined. We suppose that Xaim2 is the best position for 
this instance. In this case, AF individual X swims toward 
the position Xaim2, as demonstrated in Fig. 2.4 (b). This is 
the process of preying behavior. It must be pointed out that, 
AF individual X tried five times in the instance. But in fact 
the tried times can be relatively freely predefined, because 
the value of the tried times is actually a parameter of AFSA, 
which is referred to as try_Number. Of course, if an AF 
individual could determine a better position where it swims 
toward by randomly trying less than try_Number times, it 
doesn’t have to finish all try_Number times of tries. On the 
other hand, in case that all the tried positions are no better 
than AF individual X’s current position even if it finished all 
try_Number times of tries, the preying behavior is consid-
ered to be failed and the randomly moving behavior is usu-
ally to be performed by AF individual X as the substitution 
of preying. 
Preying behavior is the basis of AFSA converging [34, 
89]. But it must be explained that, preying behavior does 
not give a guarantee of global convergence, but a guarantee 
of local convergence. It is easy to understand, due to the 
nearsightedness resulted by AF individuals’ Visual-limit, AF 
individuals may miss the real promising solution region 
when exploring in the solution space, such that they may be 
eventually trapped into the local optimums. 
(3) Following behavior 
Comparing with either randomly moving or preying, 
following is a much more complicated and advanced be-
havior. Following is such a behavior that an AF individual 
explores its neighboring solution region by imitating and 
learning from the other AF individuals rather than exploring 
on its own. Before explain the process of following behav-
ior, an important conception needs to be introduced firstly, 
i.e. “partner”. In case that an AF individual Y got into the 
solution region within AF individual X’s Visual-limit, Y is 
referred to as a partner of X. Based on such a conception, 
following can be explained as below.  
Following behavior is the process that an AF individu-
al imitates and learns from its best partner by swimming 
toward this best partner. As an example, Figs. 2.5 (a) and 
2.5 (b) demonstrats how an AF individual X performs fol-
lowing behavior. Within AF individual X’s Visual-limit, 
there are a few other AF individuals, i.e. AF individual X’s  
 
 
(a) Schematic diagram of preying behavior 
 
(b) Situation of AF individual X after performed preying behavior 
Fig. 2.4 Schematic diagram of preying behavior and its effect. 
partners. Among these partners, the best one can be deter-
mined by comparing their fitness values. As introduced in 
Sect. 2.1, the fitness value of an AF individual can be eval-
uated by calculating the value of the objective function of 
the problem to be solved. After the best partner was deter-
mined, AF individual X swims toward its best partner and 
then arrives at a now position in order to finish following 
behavior, as shown in Fig. 2.5 (b). 
Exceptionally, in case that the solution region near the 
determined best partner is too crowded, following behavior 
is not allowed to perform. Namely, following behavior fails. 
This case was demonstrated in Fig. 2.5 (c). As for the crite-
rion of judging whether a solution region is too crowded or 
not, a factor referred to as congestion degree δ is usually 
adopted. Actually, δ is also a parameter of AFSA. Further 
explanation of δ the will not be given, here. It will be de-
tailedly explained when it is referred hereinafter. 
Differing from individual behavior suchlike randomly 
moving and preying, following behavior is a social behavior. 
That is because following behavior makes it possible that 
AF individuals may learn beneficial optimization experi-
ences from their AF partners such that they may more ef-
fectively search the solution region within their Visual-limit. 
In other word, following behavior is a sort of mechanism 
that AF individuals exchange optimization experiences with 
each other. The effect of following behavior is similar to the 
effect of crossover operator in GA in this regard. Merely, 
crossover in GA is a double-direction exchange of optimi-
Visual
AF individual X
Xaim1
Xaim5
Xaim4
Xaim3
Xaim2
Visual
AF individual X
previous position
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zation experiences between two chromosomes, while fol-
lowing behavior carries out a single-direction flow of opti-
mization experience from a superior AF individual to an 
inferior one. Li pointed out that, following behavior makes 
AFSA’s convergence global and fast [34]. In addition, ow-
ing to the effect resulted by congestion degree δ, although 
AF individuals gradually converge and gather in groups but 
the formed shoals of AF would not be too crowded. This is 
a very good property of AFSA, which is beneficial to main-
taining the diversity of AF population. As a common sense 
in the field of evolutionary computation, good population 
diversity helps to optimization. 
 
(a) AF individual X determines its best partner when performing following 
behavior 
 
(b) Situation of AF individual X after performed following behavior 
 
(c) Failing following behavior 
Fig. 2.5 Schematic diagram of following behavior. 
 
(a) AF individual X determines the centre of its several partners after per-
formed gathering behavior 
 
(b) Situation of AF individual X after performed gathering behavior 
 
(c) Failing gathering behavior 
Fig. 2.6 Schematic diagram of gathering behavior. 
(4) Gathering behavior 
Gathering behavior is also a social behavior. It is very 
similar to following behavior. The only difference between 
gathering behavior and following behavior is that, an AF 
individual swims toward the centre of all its partners during 
gathering rather than its best partner. As an example, Figs. 
2.6 (a) and 2.6 (b) demonstrates how an AF individual per-
forms gathering behavior. Firstly, the centre of AF individu-
al X’s partners needs to be determined. As for the method of 
determining the centre, it depends on the property of the 
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problem to be solved [28, 68, 69]. After the centre was de-
termined, AF individual X swims toward this centre and 
then arrives at a new position in order to finish gathering 
behavior, as shown in Fig. 2.6 (b). Figure 2.6 (c) demon-
strates the case that gathering behavior fails. Namely, con-
gestion degree δ is also introduced into gathering behavior 
to control the shoal scale of the converged AF individuals. 
The purpose of that is also to maintain the diversity of AF 
population. 
In consideration of the similarity of gathering behavior 
and following behavior, more detailed explanation of gath-
ering behavior will not be given. 
(5) Behavioral strategy 
The aforesaid behaviors are in fact various search pat-
terns included in AF model. In order to organize them to-
gether and form the bottom-up optimization framework, a 
behavioral strategy is always needed.  
Li pointed out that the behavioral strategy can be rela-
tively freely designed according to the property of the 
problem to be solved [34]. A few behavioral strategies were 
adopted in some AFSA-related researches in order to well 
balance AFSA’s exploration and exploitation [34, 53, 97]. 
This chapter will not cover them. The only thing we need to 
know is that, since the behavioral strategy can be relatively 
freely designed according to the property of the problem to 
be solved, the optimization framework of AFSA is thus not 
formalist and the utilization of AFSA is thus more flexible 
than the other swarm intelligence-based optimization algo-
rithms. This is an outstanding advantage, which makes 
AFSA possess wide adaptability to solving various complex 
problems. 
2.3 Detailed Description of AFSA 
Section 2.1 briefly introduced AFSA’s principle and Sect. 
2.2 explained several commonly-used behaviors in AFSA. 
However, the detailed description of AFSA is still not given. 
Therefore, this section is to provide the detailed description 
of AFSA. However, as reviewed in Chapter 1, many vari-
ants of AFSA or improved versions of AFSA were proposed. 
It is of course impossible to cover all of them in this section. 
In consideration of this, two representative and commonly 
accepted versions of AFSA were selected to be the exam-
ples and their detailedly descriptions are to be given in sub-
section 2.3.1 and subsection 2.3.2. As for the two repre-
sentative and commonly accepted AFSAs, both were pro-
posed by Li, who is the original presenter of AFSA. They 
are respectively the original AFSA for global optimization 
of continuous function and an AFSA for combinatorial op-
timization. 
2.3.1 AFSA for global optimization of continuous function 
In consideration of the property of continuous function op-
timization, each candidate solution in the solution space is a 
vector in fact. The position of each AF individual is thus 
represented as a n-dimensional vector, the value n of which 
depends on the number of dimensions of the continuous 
function to be optimized. Based on this, the behaviors in the 
AFSA for global optimization of continuous function can be 
described as below. It must be pointed out that, this descrip-
tion is based on the case of minimization. 
(1) Randomly moving behavior 
As explained above, this is the behavior by which an 
AF individual takes a random walk within its Step-limit. 
The procedure that the ith AF individual among the AF pop-
ulation performs this behavior can be formulized as below. 
|i Next i
X X rnd Step e    ,   (2-1) 
where rnd ~ U(0,1), i.e. the random variable rnd obeys the 
uniform distribution between 0 and 1; e denotes a random 
unit vector. 
(2) Preying behavior 
Preying is the behavior by which an AF individual 
explores its neighboring region. When performing preying 
behavior, the ith AF individual among the AF population 
firstly tries a new position Xaim within its Visual-limit at 
random. The tried position Xaim can be obtained according to 
formula (2-2). 
aim i
X X rnd Visual e    ,   (2-2) 
where rnd ~ U(0,1), i.e. the random variable rnd obeys the 
uniform distribution between 0 and 1; e denotes a random 
unit vector. 
In case that the tried position Xaim is better than the ith 
AF individual’s current position Xi, the ith AF individual 
swims toward Xaim according to formula (2-3) to finish the 
implementation of preying behavior. 
|
|| ||
aim i
i Next i
aim i
X X
X X rnd Step
X X

   

,  (2-3) 
where rnd ~ U(0,1). 
On the other hand, in case that the tried position Xaim is 
no better than the current position Xi, the ith AF individual is 
allowed to go on trying another Xaim, which can still be 
obtained according to the formula (2-2). Exceptionally, if the 
ith AF individual can always not obtain a better Xaim through 
at most try_Number times of random tries, preying behavior 
fails. Here, try_Number is a predefined parameter of AFSA. 
(3) Following behavior 
Following behavior is the process that an AF individual 
imitates and learns optimization experience from its most 
superior partner. To perform following behavior, the ith AF 
individual Xi swims toward its most superior partner Xsp. As 
explained above, each partner of the AF individual Xi is an 
AF individual who gets into the solution region within Xi’s 
Visual-limit. That is to say, the Euclidean distance between 
AF individual Xi and its each partner is no larger than the 
value of Visual. 
Taking minimization problem as an instance, if the 
precondition f(Xsp)·p < f(Xi)·δ is satisfied, the AF individual 
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Xi is allowed to swim toward Xsp according to formula (2-4); 
On the other hand, in case of the mentioned precondition 
being not satisfied, the solution region near Xsp is considered 
to be too crowded to perform following behavior. That is to 
say, AF individual Xi failed to perform following behavior in 
this case. In the aforesaid precondition, p denotes the 
number of AF individual Xi’s partners and δ is the before 
mentioned congestion degree, which is also a parameter of 
AFSA. 
|
|| ||
sp i
i Next i
sp i
X X
X X rnd Step
X X

   

,  (2-4) 
where rnd ~ U(0,1). 
In addition, another form of precondition of judging 
whether following behavior can be performed is also usually 
adopted in many studies. For example, Ref. [44] adopted this 
form of precondition, which includes two sub-preconditions 
in fact, i.e. f(Xsp) < f(Xi) and p < δ·PopSize. As thus, AF 
individual Xi could swim toward Xsp if and only if the two 
sub-preconditions are both satisfied. It must be noted that, 
the meaning of δ in this form differs from that of the former 
one. In order to facilitate identification, the latter one is 
denoted as δ*, but also called congestion degree. 
(4) Gathering behavior 
As mentioned before, gathering behavior is very 
similar to following behavior. Their only difference is the 
aim AF toward which the AF individual Xi swims. That is to 
say, when performing gathering behavior, AF individual Xi 
swims toward the geometric centre Xc of all its partners 
rather than swims toward its most superior partner Xsp alike 
performing following behavior. The procedure that AF 
individual Xi swims toward the geometric centre Xc can be 
described as formula (2-5). 
|
|| ||
c i
i Next i
c i
X X
X X rnd Step
X X

   

,  (2-5) 
where rnd ~ U(0,1). 
To perform gathering behavior, similar precondition to 
that of performing following behavior also needs to be 
satisfied. The precondition is f(Xc)·p < f(Xi)·δ. Namely, so 
long as the precondition f(Xc)·p < f(Xi)·δ can be satisfied, AF 
individual Xi swims toward Xc; Otherwise, gathering 
behavior fails. In the same way, this precondition is also 
usually substituted by another form, i.e. f(Xc) < f(Xi) and p < 
δ*·PopSize. 
2.3.2 AFSA for combinatorial optimization problems 
Combinatorial optimization problems are usually far more 
complex than continuous function optimization. That is be-
cause the candidate solutions to the combinatorial optimiza-
tion problems usually cannot be conveniently represented by 
n-dimensional vectors alike AFSA for continuous function 
optimization. For instance, each candidate solution to the 
route optimization problem is a route, which is naturally 
variable-length. When using AFSA to solve the route opti-
mization problem, the description of AFSA needs adaptation 
to some extent in order to adapt the characteristics of this 
problem. Because various combinatorial optimization prob-
lems have far different characteristics, it is thus hard to give 
a universal description for the AFSAs for solving different 
combinatorial optimization problems. In view of this and 
without loss of generality, the pseudocode of the behaviors 
rather than the concrete descriptions is given below. In addi-
tion, the following descriptions are based on the case of 
maximization. 
(1) Randomly moving behavior 
generate a position X’ within the Visual-limit of X; 
X = X’; 
(2) Preying behavior 
for t←0 to try_Number 
|   generate a position X’ within the Visual-limit of X; 
|   if (fitness(X) < fitness(X’)) 
|   |   X = X’; 
|   |   break; 
|   else 
|   |   t ++; 
|   end if 
end for 
(3) Following behavior 
Suppose AF individual X has p partners, i.e. p AF individu-
als who got into the solution region within X’s Visual-limit. 
Suppose that Xsp the most superior one among the p partners. 
if (fitness(X) < fitness(Xsp)  &&  PopSize×δ > p) 
|   replace Step dimensions of X by the corresponding 
|   ones of Xsp; 
else 
|   perform preying behavior; 
end if 
where PopSize represents the total number of AF individuals 
searching in the solution space, δ is referred to as congestion 
degree, and Step is measured in Hamming-distance. 
(4) Gathering behavior 
Suppose Xc represents the centre of AF individual X’s p 
partners. The method of determining Xc had been detailed in 
Ref. [34]. It will not be repeated here. 
if (fitness(X) < fitness(Xc)  &&  PopSize×δ > p) 
|   replace Step dimensions of X by the corresponding 
|   ones of Xc; 
else 
|   perform preying behavior; 
end if 
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2.4 Chapter Summary 
AFSA solves a problem through employing a number of AF 
individuals to collaboratively explore the problem’s candi-
date solution space in such a way that AF individuals per-
form a few behaviors. Although each AF individual only 
obeys a few simple optimization rules (i.e. behaviors and 
behavioral strategy), a number of AF individuals, as a 
swarm, could demonstrate great optimization ability. Obvi-
ously, the optimization framework of AFSA is bottom-up. 
In other words, AFSA’s great optimization ability emerges 
from a few simple optimization rules that each AF individ-
ual obeys, just like swarm intelligence is the emergent col-
lective intelligence of groups of simple agents. Based 
on this understanding, the summary of this chapter follows 
below. 
From the perspective of utilizing AFSA, to choose a 
reasonable representation scheme of the candidate solutions 
to the problem to be solved and to design a few simple op-
timization rules that help to problem-solving from the bot-
tom up are two keys to successfully utilizing AFSA in 
problem-solving. Thereinto, to choose a reasonable repre-
sentation scheme of the candidate solutions is to choose a 
scheme of describing AF individuals’ positions in the solu-
tion space. This is of course important and essential. As for 
the mentioned simple optimization rules, they are essential-
ly the behaviors performed by AF individuals. Without per-
forming behaviors, the optimization ability of AFSA cannot 
emerge. For another thing, from the perspective of improv-
ing AFSA, any improvement to AFSA should also not break 
such a bottom-up way of forming optimization ability. That 
is exactly why Huang’s research team pointed out that, so 
long as a variant AFSA maintains the essential features of 
the original AFSA, it possesses global convergence [90]. In 
accordance with common sense, their referred “essential 
features” are mainly a certain amount of instantiated entities 
of AF model and a few appropriate optimization rules, i.e. 
AF individuals and appropriate behaviors. This can be viv-
idly described as AFSA = AF individuals + behaviors. 
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3. An Artificial Fish Swarm Algorithm for the Multicast 
Routing Problem 
This chapter presents an artificial fish swarm algorithm (AFSA) to solve the multicast routing problem, which is abstracted 
as a Steiner tree problem in graphs. AFSA adopts a 0-1 encoding scheme to represent the artificial fish (AF), which are the 
subgraphs in the original graph. For evaluating each AF individual, we decode the subgraph into a Steiner tree. Based on 
the adopted representation of the AF, we design three AF behaviors: randomly moving, preying, and following. These be-
haviors are organized by a strategy that guides AF individuals to perform certain behaviors according to certain conditions 
and circumstances. In order to investigate the performance of our algorithm, we implement exhaustive simulation experi-
ments. The results from the experiments indicate that the proposed algorithm outperforms other intelligence algorithms 
and can obtain the least-cost multicast routing tree in most cases. 
                                                                                                   
3.1 Multicast Routing Problem 
Various applications of multimedia transmissions in com-
puter networks, such as video conference and distributed 
games, are currently in the ascendant. Meanwhile, the new 
generation of gigabit-per-second wide-area networks, mo-
tivated by advances including optical fibers and switch 
technologies, has become the physical base for these appli-
cations. However, considering the extensive demand for 
these applications, the bandwidth resources of the current 
computer networks are still limited. Thus, it is important to 
resolve the discrepancy between the increasing demand for 
multimedia transmission and the limited bandwidth re-
sources that are available. 
In general, there are two types of multimedia trans-
missions: point-to-point and point-to-multipoint. The for-
mer is known as unicast, and the latter is known as mul-
ticast. For network applications that deliver multimedia data 
from the same source node to the destination nodes of mul-
tiple receivers, multicast routing is more effective. This is 
because switching nodes can duplicate the data so that the 
source node does not have to send separate copies to each 
destination. This helps to reduce the redundant data streams 
flowing in the network. Therefore, multicast routing is one 
good way to remedy the discrepancy between the great de-
mand for multimedia transmission and the limited band-
width resources. 
Multicasting is based on a tree structure, which is 
called a multicast routing tree. The root of the multicast 
routing tree is the source node that delivers multimedia data, 
while the leaves of the tree are the receivers. The rest of 
nodes in the tree are the switching nodes, which duplicate 
or transmit data packets. Figure 3.1 demonstrates an in-
stance of a multicast session in computer network. The 
routing tree of this multicast session contains a source node 
and several destinations. The source node delivers multi-
media data, while the destinations are the receivers. And the 
data flow of real-time multimedia goes from the source to 
each destination according to the multicast routing tree. 
When implementing a multicast system, an essential prob-
lem is how to determine a routing tree that minimizes the 
communication resources used by the multicast session. 
This problem is called the multicast routing problem (MRP). 
In certain contexts, multicast sessions also require a quality 
 
Fig. 3.1 Schematic diagram of multicast session in computer network. 
 
 
Fig. 3.2 A Steiner tree in a graph corresponding to a multicast routing tree 
in a computer network. 
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of service (QoS) guarantee, such as guarantees of band-
width and delay. This variation of the MRP is known as the 
QoS-MRP. The task of the QoS-MRP is not only to deter-
mine the routing tree structure that minimizes the commu-
nication resources but to also ensure that the determined 
routing tree meets the QoS constraints. 
Roughly speaking, the MRP can be treated as the 
Steiner tree problem (STP) in graphs. A real-time computer 
network can be considered as a graph. Each node in the 
computer network is treated as a vertex in the graph. In this 
case, the multicast routing tree that minimizes the commu-
nication resources used by a multicast session in the com-
puter network is represented by the least-cost Steiner tree in 
the graph. In other words, to determine a multicast routing 
tree is to determine the corresponding least-cost Steiner tree 
in a graph. Figure 3.2 demonstrates such a kind of corre-
sponding relationship between a multicast routing tree in a 
computer network and a Steiner tree structure in a graph for 
example. There have been many approaches to finding the 
exact solution for the STP, including dynamic programming 
[99-101], branch-and-bound methods [102-104], linear re-
laxations [105, 106], and Lagrangian relaxations [107, 108]. 
However, none of these proposed exact algorithms have 
polynomial complexity. For networks with a large number 
of computer nodes and dense connections, the time over-
heads of these exact algorithms are extremely serious and 
unacceptable. We know that the STP is NP-complete [109]. 
This means that no exact algorithm solve it in polynomi-
al-time, unless P = NP. Given this, some heuristic-based 
approximation algorithms have been put forward, including 
the shortest path heuristic (SPH) [110], the distance network 
heuristic (DNH, also called KMB, which consists of its 
three proposers’ initials) [111], and the average distance 
heuristic (ADH) [112]. A common characteristic of these 
heuristic algorithms is that they can return an approximate 
solution for the STP within a reasonable time. However, 
they almost never return the exact optimal solution, and 
sometimes even return an inferior solution. That is because 
each of these heuristic algorithms is based on a predefined 
heuristic rule, while the predefined heuristic rule could not 
be always rational to various network topologies. J. Plesník 
[113] pointed out that the ratio of the worst-case relative 
performances of most well-known heuristics for STP is 
close to 2-2/p, where p is the number of vertices that the 
Steiner tree spans. 
Thus we see that the exact-solution approaches always 
suffer from unacceptable time consumption with large-scale 
graphs, while the approximation algorithms cannot always 
guarantee the return of satisfying solutions. Therefore, pop-
ulation-based intelligence algorithms, such as genetic algo-
rithm (GA) and particle swarm optimization (PSO), owing 
to their global optimization capability, quick convergence, 
and good robustness, are excellent approaches to solving 
the STP. So far, there have been many intelligence algo-
rithm-based approaches for solving STP, including the 
GA-based approaches [114-116] and PSO-based approaches 
[117-119]. These approaches can usually provide far better 
solutions than the approximation algorithms and with far 
less time consumption than the exact algorithms. More im-
portantly, the approaches based on intelligence algorithms 
can be easily extended to problems with QoS constraints, 
such as by adopting a penalty-based objective function to 
evaluate infeasible candidate solutions. In consideration of 
this, AFSA is also a good choice for solving the MRP. 
In this chapter, we propose an AFSA for solving the 
MRP, i.e. the STP. As a matter of fact, a predecessor-based 
AFSA for solving STP has ever been presented [92]. Merely, 
its performance was surpassed by a tree-based PSO [119]. 
However, this does not mean the AFSA’s optimization 
framework is not superior. 
3.2 Mathematical Model of the MRP 
As reviewed in Sect. 3.1, the MRP is essentially the STP in 
graphs. Therefore, we directly adopt the formalized descrip-
tion of the STP to mathematically model the MRP. 
Suppose G = (V, E) is an undirected graph with a ver-
tex set V and an edge set E, and that each edge is associated 
with a positive cost function c: E→R+, where c(e) repre-
sents the cost imposed on the edge e∈E. Given a subset 
V’⊆V, which is called the specified vertices and includes the 
source and several destinations, the STP on a graph can be 
stated as that of finding a subtree T* = (VT*, ET*) spanning 
the vertices in V’ such that 
*
min ( )
e T
c e

 .     (3-1) 
For the case of |V’| = 2, the problem reduces to finding 
the shortest path between two specified vertices, which can 
be solved by Dijkstra’s algorithm within polynomial time. 
For the case of |V’| = |V|, the problem reduces to finding the 
minimal spanning tree (MST) of graph G, which can also be 
solved within polynomial time, such as by Prim’s algorithm 
[120] or Kruskal’s algorithm [121]. Only for the case of 
2<|V’|<|V|, the problem is NP-complete. 
For the MRP with QoS constraint, formula (3-1) 
should be modified as follows: 
*
min ( )
*  subjects to QoS-constraint .
                         
e T
c e
T S




  (3-2) 
However, as stated in Sect. 3.1, since an intelligence algo-
rithm-based method for solving the MRP without QoS con-
straint can be easily extended to solve the QoS-MRP, we 
will only focus on the problem without QoS constraint, i.e. 
the STP. 
3.3 Artificial Fish Swarm Algorithm for the STP 
3.3.1 Theory of our approach 
In this subsection, we present the theoretical justification of 
our approach for solving the STP. This includes two theo-
rems and their proofs, as follows. 
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Theorem 1 
Suppose T* is the least-cost Steiner tree spanning the speci-
fied vertices in graph G, and G’ is a subgraph of G that 
contains all the vertices in T* but none of the vertices not in 
T*. In this case, T* must also be an MST of G’. 
Proof: 
We prove Theorem 1 by contradiction, considering the fol-
lowing two cases: 
(1) There exists an MST in subgraph G’ such that 
cost(MST) < cost(T*). 
If this is so, T* cannot be the least-cost Steiner tree 
spanning the specified vertices in graph G.  
(2) There exists an MST in subgraph G’ such that 
cost(MST) > cost(T*). 
If this is so, the assumed MST cannot be the minimal 
spanning tree for subgraph G’. 
Obviously, besides the above two cases, there is only 
one other possible case, i.e. cost(MST) = cost(T*). In other 
words, T* is the MST for G’. Thus, Theorem 1 is true. 
Theorem 2 
We assume a subgraph G’’ of G contains the specified ver-
tices but that is different from the subgraph G’ mentioned in 
Theorem 1. In this case, the MST of G’’ must have a cost no 
less than the cost of the MST of G’. 
Proof: 
Suppose that cost(MST of G’’) < cost(MST of G’). Accord-
ing to Theorem 1, cost(MST of G’) = cost(T*) such that 
cost(MST of G’’) < cost(T*). In other word, the cost of the 
MST of G’’ is less than that of T*. If so, since the MST of G’’ 
also spans the specified vertices, T* cannot be the least-cost 
Steiner tree spanning the specified vertices in graph G. This 
inference based on cost(MST of G’’) < cost(MST of G’) 
obviously contradicts with our assumption of T* being the 
least-cost Steiner tree. Therefore, cost(MST of G’’) < 
cost(MST of G’) is false and so Theorem 2 is true. Namely, 
cost(MST of G’’) ≥ cost(MST of G’). Please notice that, 
cost(MST of G’’) = cost(MST of G’) only happens when 
there are more than one least-cost Steiner trees of different 
structures in graph G. 
Theorem 1 tells us that, so long as we can determine 
an appropriate subgraph G’ that contains all the specified 
vertices in graph G, we can obtain the minimal Steiner tree 
spanning all the specified vertices in G by generating the 
MST for G’. As a matter of fact, there have been several 
polynomial-time algorithms for solving the MST problem, 
such as Prim’s algorithm [120] and Kruskal’s algorithm 
[121]. Thus, the only remaining difficulty is how to deter-
mine the appropriate subgraph G’. So we used the AFSA to 
find an appropriate subgraph G’ that contains all the speci-
fied vertices such that the least-cost Steiner tree can be de-
termined by running Prim’s algorithm on G’. Theorem 2 
tells us that, apart from the subgraph G’, the MST of any 
other subgraph containing the specified vertices has larger 
cost than T*. That means the problem of finding the appro-
priate subgraph G’ is a minimization problem. Namely, a 
candidate subgraph whose MST has lower cost is consid-
ered more superior. 
3.3.2 Description of our proposed AFSA for solving the 
STP 
(A) Representation scheme of AF individuals 
According to the theoretical justification we stated in Sect. 
3.3.1, a candidate solution ought to be a potential subgraph 
of graph G. Namely, the position of an AF individual in the 
candidate solution space represents a potential subgraph of 
G. In consideration of this, we adopt a 0-1 encoding scheme 
to encode an AF individual X. The representation was X = 
(x1,x2,···,xi,···,x|V|), where xi =1 if vertex i belongs to the 
potential subgraph, and xi=0 otherwise. In this case, the 
candidate solution space is a vector space of |V| dimensions. 
And AF individuals explore this vector space by performing 
various behaviors. It must be noted that, the dimensions that 
represents the specified vertices must be set as 1, because 
the specified vertices must be included into any potential 
subgraph. 
 
(a) Graph G 
 
(b) Potential subgraph G’1 
 
(c) Potential subgraph G’2 
Fig. 3.3 Diagram for the encoding scheme. 
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For instance, Fig. 3.3 (a) shows a graph G with 12 
vertices. So the subgraph G’1 of G shown in Fig. 3.3 (b) 
could be represented as (1,1,1,1,0,0,1,0,1,1,1,1), while an-
other subgraph G’2 shown in Fig. 3.3 (c) could be repre-
sented as (1,1,1,1,1,0,1,0,1,1,0,1). 
(B) Method of evaluating AF individuals’ fitness values 
Since the position of each AF individual represents a poten-
tial subgraph containing the specified vertices rather than 
directly represents a Steiner tree, we must firstly decode it 
into a corresponding Steiner tree and then we could evalu-
ate its fitness value, which reflects the adapting extent of 
each AF individual to its position. 
We illustrated this decoding procedure with a simple 
example. According to the adopted 0-1 encoding scheme, 
the candidate subgraph G’, as shown in Fig. 3.4 (a), can be 
represented as X = (1,1,1,1,1,1,1,1,0,1,1,1), i.e. AF individ-
ual X. In this figure, the specified vertices, including a 
source and five destinations, were respectively marked with 
corresponding flags. When decoding, we first run Prim’s 
algorithm on this subgraph to generate an MST, as shown in 
Fig. 3.4 (b). We noticed that neither vertex 6 nor vertex 8 is 
a destination, but vertex 6 and vertex 8 are the leaf nodes of 
the generated MST. As a result, the two vertices are referred 
to as the redundant vertices and ought to be pruned. The 
tree shown in Fig. 3.4 (c) is the pruned tree structure. 
Meanwhile, we also had to delete the vertices 6 and 8 from 
the original subgraph G’. Accordingly, the original repre-
sentation of the subgraph G’ shown in Fig. 3.4 (a) thus be-
came Xpruned = (1,1,1,1,1,0,1,0,0,1,1,1). Up to this point, the 
decoding procedure was finished. And then, we could eval-
uate the AF individual X’s fitness to its current position in 
the candidate solution space by f(Xpruned), where f(Xpruned) 
represents the cost of the pruned tree shown in Fig. 3.4 (c). 
The tree shown in Fig. 3.4 (c) is the Steiner tree decoded 
from the subgraph G’. 
It must be noted that, Prim’s algorithm may not be di-
rectly run on some certain subgraphs while decoding. For 
example, on the subgraph G’2 shown in Fig. 3.3 (c), Prim’s 
algorithm cannot be run since G’2 is unconnected. However, 
if we borrow the idea of the penalty function to tolerate 
G’2’s non-connectivity, we can still run Prim’s algorithm on 
G’2. The specific method is to consider the graph G as a 
complete graph. We assume that any two originally uncon-
nected vertices in graph G are connected by a virtual edge 
which is associated with a sufficiently large cost. As for the 
associated cost of the virtual edge, we tend to make it equal 
to the cost of the MST of the graph G. We know that, the 
Steiner tree problem is a minimization problem and the op-
timal Steiner tree T* does not contain any virtual edge. 
Since the cost of the MST of graph G is larger than the cost 
of the optimal Steiner tree T*, any generated MST with one 
or more virtual edges certainly have a larger cost than T*. 
Obviously, although we introduced the concept of virtual 
edge to consider graph G as a complete graph, the problem 
to be solved is still a minimization problem and the optimal 
solution is still the least-cost Steiner tree T* without any 
virtual edge. Therefore, the introduction of the virtual edges 
does not impact the connectivity of the final obtained solu-
 
 
(a) Subgraph G’ 
 
(b) MST with redundant branches generated from subgraph G’ 
 
(c) Pruned MST 
Fig. 3.4 Diagram for decoding. 
tion, but it helps to run Prim’s algorithm to generate the 
MSTs on those unconnected subgraphs while decoding. 
(C) Behaviors and behavioral strategy 
As stated before, the optimization process of the AFSA is 
implemented by AF individuals exploring the candidate 
solution space. And AF individuals explore the candidate 
solution space by performing various behaviors. Thus, the 
key to using the AFSA to solve the STP is how to design the 
behaviors. The implementations of our designed behaviors 
were described as follows: 
(C-1) Randomly moving behavior 
Randomly moving behavior is the simplest behavior. It 
is the behavior by which an AF individual randomly moves 
to a new position within its Step-limit. As we reviewed in 
Chapter 2, Step is a previously determined parameter. The 
implementation of this behavior can be described as below. 
To perform this behavior, the current AF individual X’s 
random step-length was to be previously set as r = min{rnd, 
|V| − |V’|}, where rnd is a randomly generated integer that 
obeys the uniform distribution between 1 and Step, denoted 
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as rnd~U(1, Step). After that, from the representation 
(x1,x2,···,xi,···,x|V|) of the current AF individual X, choose r 
dimensions that represent non-specified vertices at random. 
Then, for these chosen dimensions, if xchosen = 1, make xchosen 
= 0; if xchosen = 0, make xchosen = 1. So far, the implementa-
tion of the randomly moving behavior was finished. 
To cite a simple instance: We supposed the current po-
sition of AF individual X is (1,1,1,1,0,0,1,0,1,1,1,1), where 
the dimensions that represent the specified vertices had 
been shaded and they were not allowed to be changed. AF 
individual X’s random step-length r was assumed to be 3, 
and thus 3 randomly chosen dimensions that represent 
non-specified vertices were changed. Then, X became XNew-
Position = (1,1,0,1,1,0,0,0,1,1,1,1), where the 3 changed di-
mensions were marked by underlines. It is obvious that the 
Hamming-distance between X and XNewPosition is 3. In other 
word, AF individual X moved to a new position XNewPosition, 
where is as far as 3 Hamming-distances away from the 
original position X. 
(C-2) Preying behavior 
Preying is a local search pattern and is the behavior by 
which an AF individual explores its neighboring region. 
When preying, an AF individual repeatedly tries different 
new positions within its Step-limit for a certain times and 
moves to a tried position if the tried position is better than 
its current position. The AF individual was allowed to try at 
most try_Number times, where try_Number is a predefined 
parameter for our proposed algorithm. The implementation 
of this behavior was described as below. 
To perform this behavior, the current AF individual X 
randomly tries a new position X’ within its Step-limit at first, 
i.e. Hamming-distance(X, X’) ≤ Step. In case of f(X) > f(X’), 
i.e. the new position X’ was better than the current position 
X, replace X with X’ for implementing the current AF indi-
vidual moves from X to X’ and then the preying behavior 
was finished. On the other hand, in case of f(X) ≤ f(X’), i.e. 
the tried position X’ was not better than the current position 
X, allow the current AF individual to continue trying other 
positions. However, if AF individual X can always not get a 
better position during try_Number times of tries, the prey-
ing behavior ought to be terminated. Namely, the preying 
failed. The pseudocode of the preying behavior can be de-
scribed as below. 
t = 0; 
while (t < try_Number) 
| generate a position X’ within the Step-limit of X; 
| if (f(X) > f(X’)) 
| |    X = X’; 
| |    goto _FINISH_PREY; 
| else 
| |    t++; 
| end if 
end while 
_FINISH_PREY; 
It must be pointed out that, to generate a position X’ 
within the Step-limit of X does not require a special algo-
rithm. As a matter of fact, each tried position X’ within the 
Step-limit of X can be obtained by making AF individual X 
simulate randomly moving behavior for one time. 
(C-3) Following behavior 
Before describing the following behavior, we have to 
firstly review a concept, i.e. partners. When AF individuals 
search in the candidate solution space, they may form part-
nerships among each other. Among the AF population, any 
AF individual who got into the solution region within AF 
individual X’s Visual-limit was referred to as a partner of X, 
denoted as Xp, where Hamming-distance(X, Xp) ≤ Visual. 
Further speaking, among the partners of X, the one who has 
the best position is referred to as the most superior partner 
of X, denoted as Xsp. Based on the aforesaid concept, the 
following behavior can be described as the behavior by 
which AF individual X swims toward its most superior 
partner Xsp if the position Xsp is better than the current posi-
tion X. 
Obviously, in case of f(X) ≤ f(Xsp), i.e., the position of 
Xsp is not better than X, so AF individual X does not perform 
the following behavior. Namely, the following behavior 
failed. On the other hand, in case of f(X) > f(Xsp), AF indi-
vidual X swims toward Xsp. To perform this process, the 
random step-length was to be previously set as r = min{rnd, 
Hamming-distance(X, Xsp)}, where rnd~U(1, Step). After 
that, randomly choose r dimensions of Xsp that differ from 
their corresponding dimensions of X and then use each 
chosen dimension to replace its corresponding dimension of 
X. So far, the following behavior finished. 
To cite a simple example for explaining how to im-
plement AF individual X swims toward Xsp: We supposed 
the position of AF individual X was (0,1,1,1,0,0,1,0,1,1,1,1) 
and the position of the Xsp of X was (1,1,0,1,1,0,0,0,1,1,0,1), 
where their different dimensions were underlined. The ran-
dom step-length r was assumed to be 3, so 3 underlined 
dimensions of Xsp were to be randomly chosen for replacing 
the corresponding dimensions of X. We supposed the 3 
randomly chosen dimensions were respectively x1, x3 and x5. 
So X became XNewPosition = (□1 ,1,□0 ,1,□1 ,0,1,0,1,1,1,1), 
where the 3 replaced dimensions were framed. It is obvious 
that the Hamming-distance between X and Xsp is 5, while 
the Hamming-distance between XNewPosition and Xsp is 2. This 
implies AF individual X indeed swam toward Xsp with 
step-length r = 3. 
(C-4) Behavioral strategy 
In the AFSA, the behaviors performed by AF individ-
uals are essentially various search patterns. An AF individ-
ual does not obtain any experience from the other AF indi-
viduals while randomly moving or preying. So the random-
ly moving behavior and the preying behavior belong to the 
category of individual behaviors. On the other hand, an AF 
individual shares the other AF individuals’ experience to 
help it determine a direction to swim forward while follow-
ing. So the following behavior belongs to the category of 
social behavior. For the same reason, the individual behav-
iors are the search patterns of exploration in the candidate 
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solution space, while the social behavior is the search pat-
tern of exploitation in the candidate solution space. In the 
field of evolutionary computation, a common sense is that, 
to keep a good balance between the exploration and the 
exploitation is the key to forming excellent optimization 
ability. Less exploration more exploitation results in a 
premature convergence, while less exploitation more ex-
ploration makes the convergence slow. In our proposed 
AFSA for solving the STP, we designed a behavioral strat-
egy to well guides AF individuals to perform appropriate 
behaviors according to some preconditions or the circum-
stances around them, in order to well balance the explora-
tion and the exploitation. 
The flowchart of the designed behavioral strategy was 
demonstrated in Fig. 3.5 and described as follows: 
(1) If AF individual X has no partner, i.e., no one else swam 
into the region within X’s Visual-limit, it performs preying. 
(2) If AF individual X has too many partners, it also per-
forms preying. We adopted an inequation (i.e. PopSize×δ>p) 
as the criterion of judging whether its partners are too many 
or not. In this inequation, PopSize is a given parameter rep-
resenting the number of AF individuals among the AF pop-
ulation, p denotes the number of X’s partners, and δ is also a 
given parameter representing the acceptable maximum ratio 
of p/PopSize. If “PopSize×δ>p” is not satisfied, AF indi-
vidual X has too many partners. 
(3) The following behavior is performed if and only if AF 
individual X has partners and PopSize×δ > p. 
(4) Apart from the above cases, if the following behavior 
fails, AF individual X continues preying; if the preying be-
havior also fails, it continues randomly moving. 
Our designed behavioral strategy reflects a general 
principle that, to implement more exploitation (i.e. follow-
ing behavior) in the regions of less AF individuals but more 
exploration (i.e. preying and randomly moving) in the re-
gions of too many AF individuals. This obviously helps to 
balance the exploration and the exploitation. 
(C-5) AF-specimen 
Like the elite strategy of GA, we set an AF-specimen 
to hold the best AF individual that ever appeared during our 
proposed AFSA runs. As long as any an AF individual X 
performed the behavioral strategy, the AF-specimen should 
be replaced by X in case that f(X) < f(AF-specimen). 
3.3.3 Algorithm Step 
Sect. 3.3.2 described various components of our proposed 
AFSA, including the representation of AF individuals, the 
evaluation method, three behaviors to be performed by AF 
individuals and a behavioral strategy. In this subsection, 
how to structure our proposed AFSA is to be introduced. 
During each time of iteration of our proposed AFSA, 
each AF individual firstly performs the various behaviors 
according to the behavioral strategy demonstrated as Fig. 
3.5. Then its fitness is to be evaluated by the method intro-
duced in Sect. 3.3.2 (B). After that, the AF-specimen should 
be replaced by the aforementioned AF individual in case
  
 
Fig. 3.5 Flowchart of behavioral strategy. 
that it is superior to the AF-specimen. 
Our proposed AFSA can be clearly described as the 
undermentioned pseudocode. 
(0) Input the network G and specify the source and the 
destinations of the multicast session; 
(1) The preprocessing phase: compute the cost of the MST 
of G to be as the cost of virtual edge; 
(2) Initialize AF[PopSize] and evaluate the fitness of AF[i], 
where i=0, … , PopSize－1; 
(3) Set an AF-specimen; 
(4) for iteration ← 1 to MaxIteration 
|  for i← 0 to PopSize－1 
|  |    AF[i].BehavioralStrategy( ); 
|  |    Evaluate AF[i].fitness; 
|  |    if (AF[i].fitness < AF-specimen.fitness) 
|  |    | AF-specimen = AF[i]; 
|  |    end if 
|  end for 
end for 
(5) Output the Steiner tree represented by AF-specimen as 
the finally obtained solution. 
Following
Randomly moving
Preying
If X has partner(s)?
AF individual X's
behavior strategy starts
AF individual X's
behavior strategy ends
If PopSize×δ>p?
Yes
Yes
No
No
If following fails?
If preying fails?
Yes
Yes
No
No
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It must be pointed out that, the step (4) of the pseudo-
code employed the maximum iteration number, i.e. MaxIt-
eration, to be the terminate condition. Actually, runtime can 
also be used as a terminate condition, which depends on the 
application scenarios. 
3.4 Simulation 
The effectiveness and performance of our proposed algo-
rithm were evaluated and investigated through exhaustive 
experiments, and we present the results in this section. We 
implemented our proposed algorithm in C++. All of the 
simulation experiments were performed on a computer with 
an Intel Core i7-2600k 3.4 GHz (Turbo boost 3.7 GHz) 
CPU and 6 GB of RAM. The operating system running on 
this computer was Windows 7 sp1 (x64). 
3.4.1 Investigation on the search performance 
OR-library [122] is a collection of test data sets for a variety 
of operations research (OR) problems. A number of in-
stances of the STP that are provided in this library have 
been widely used to test various algorithms for solving the 
STP. Therefore, we also used them in order to investigate 
our proposed algorithm’s optimization performance. The 
instances can be divided into two categories according to 
the average vertex degree (i.e., d = |E|/|V|). The first cate-
gory consists of B01~B18, which are problems on sparse 
graphs (d≤2). The second category consists of C11~C20, 
which are problems on dense graphs (d≥5). 
For each of these involved instances, we ran our pro-
posed AFSA 10 times and demonstrated the mean relative 
error of the solutions obtained by the 10 runs in Table 3.1. 
The relative error (RE) is defined as 
100%
x Opt
Opt
RE

 ,             (3-3) 
where x denotes the cost of the obtained Steiner tree and 
Opt denotes the cost of the exact optimal Steiner tree. The 
mean value of the above defined RE is an effective indicator 
for investigating the optimization performances of algo-
rithms to be compared. Less value of the mean RE signifies 
better solution quality. The parameters of our proposed al-
gorithm are set as follows: PopSize = 20, try_Number = 500, 
Visual = 12, Step = 5, and δ = 0.45. For the instances of the 
first category, each run was allowed to last 2 seconds, while 
for those of the second category, each run was allowed to 
last 20 seconds. For comparison, the mean RE values of 
solutions obtained by some other heuristic algorithms and 
intelligence algorithms were also shown in Table 3.1. 
Thereinto, the related data of GRASP and JPSO [118] were 
reported in Ref. [118], and the related data of GA [114] and 
DPSO [117] were reported in Ref. [117]. 
According to the demonstrated results in Table 3.1, it 
is not difficult to see that the intelligence algorithms per-
formed far better than the heuristic algorithms on obtaining 
optimal solutions to the problem instances. For most in-
stances, the heuristic algorithms could not obtain the exact 
optimal solution. Even the GRASP, which performed the 
best among the heuristic algorithms that we tested, was ob-
viously inferior to any one of the compared intelligence 
algorithms. On the other hand, among these intelligence 
algorithms, our proposed AFSA demonstrated the best abil-
ity on finding solutions of higher quality. For each instance 
from the category of sparse graph, our proposed AFSA can 
always obtain the exact optimal solution in each run. For 
several instances from the category of dense graph (i.e., 
C13~C15, C18 and C19), although it could not always ob-
tain the exact optimal solution in each run, it was still able 
to find the exact optimal solution several times within 10 
runs. As a matter of fact, it obtained the exact optimal solu-
tion once for C13, twice for C14, 5 times for C15, 4 times 
for C18 and 3 times for C19. Namely, the probabilities of 
our proposed AFSA obtaining the exact optimal solution are 
respectively about 10% for C13, 20% for C14, 50% for C15, 
40% for C18 and 30% for C19. Apart from these aforesaid 
5 instances, our proposed AFSA can obtain the exact opti-
mal solutions to all other instances in probability 100%. 
Besides, the mean REs of the solutions obtained by our 
proposed AFSA were respectively less than that obtained by 
the other three compared intelligence algorithms for 7 in-
stances from the category of dense graph, i.e. C11, C12, and 
C16~C20. Only for the other 3 instances, i.e. C13~C15, our 
proposed AFSA did not perform the best, but it still outper-
formed the GA. Generally speaking, our proposed AFSA 
possesses far better ability of obtaining high-quality solu-
tions to the problems, comparing with the other compared 
intelligence algorithms. 
The above investigation on the referred intelligence 
algorithms’ optimization abilities was based on the average 
values of RE defined in Eq. (3-3), while these values were 
not obtained under the same constraint of time consumption. 
In fact, neither Ref. [117] nor Ref. [118] provided the re-
lated algorithms’ computation time for readers. Even so, we 
still have adequate justifications to guarantee the previous 
investigation is fair enough. The justifications were as fol-
lows. 
For a GA with the elitist strategy, theoretically, the 
probability is 1 that the population converges into the global 
optimum if and only if the number of generations tends to 
be positive infinity, i.e. limt→+∞P(X(t) = X*) = 1, where X(t) 
represents the most superior chromosome at the tth genera-
tion and X* denotes the global optimum [123]. In real-world 
applications, however, the maximum number of evolving 
generations can obviously not be set as positive infinity, but 
a relatively large positive integer. In this case, the probabil-
ity of global convergence is less than 1, i.e. limt→NP(X(t) = 
X*) = A, where N denotes a large positive integer and 0 < A 
< 1. Actually, A is usually far less than 1, because N is far 
less than +∞. Conversely, the probability is B = 1−A that a 
GA may get a premature convergence, where 0 < B < 1. In 
practice, the risk of getting a premature convergence is al-
ways with a GA. And, the same risk is also with either a 
PSO or an AFSA. A larger specified maximum number of 
evolving generations N’ might help to decrease this risk a 
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Table 3.1 Comparison between our proposed AFSA and other algorithms. |V|, |E|, and |V’| respectively represent the number of vertices in a graph in-
stance, the number of edges in a graph instance, and the number of the specified vertices. 
Instance 
Category 
No. |V| |E| |V’| Opt. 
Heuristic Algorithm Intelligence Algorithms 
DNH 
(%) 
SPH 
(%) 
ADH 
(%) 
GRASP 
(%) 
GA 
(%) 
JPSO 
(%) 
DPSO 
(%) 
AFSA 
(%) 
Sparse 
Graph 
B01 50 63 9 82 0 0 0 0 0 0 0 0 
B02 50 63 13 83 8.43 0 0 0 0 3 0 0 
B03 50 63 25 138 1.45 0 0 0 0 0 0 0 
B04 50 100 9 59 8.47 5.08 5.08 0 0 0 0 0 
B05 50 100 13 61 4.92 0 0 0 0 0 0 0 
B06 50 100 25 122 4.92 0 0 1.8 0 0 0 0 
B07 75 94 13 111 0 0 0 0 0 0 0 0 
B08 75 94 19 104 0 0 0 0 0 0 0 0 
B09 75 94 38 220 2.27 0 0 0 0 0 0 0 
B10 75 150 13 86 13.95 4.65 4.65 0 0 0 0 0 
B11 75 150 19 88 2.27 2.27 2.27 0.2 0 0 0 0 
B12 75 150 38 174 0 0 0 0 0 0 0 0 
B13 100 125 17 165 6.06 7.88 4.24 3.9 0 0 0 0 
B14 100 125 25 235 1.28 2.55 0.43 0.2 0 0.1 0 0 
B15 100 125 50 318 2.20 0 0 1.2 0 0.5 0 0 
B16 100 200 17 127 7.87 3.15 0 1.8 0 0 0 0 
B17 100 200 25 131 5.34 3.82 3.05 0 0 0.2 0 0 
B18 100 200 50 218 4.59 1.83 0 0.1 0 0 0 0 
Dense 
Graph 
C11 500 2500 5 32 --- --- --- 1.9 0 0.9 0.31 0 
C12 500 2500 10 46 --- --- --- 0.9 0.43 0 0 0 
C13 500 2500 83 258 --- --- --- 1.7 1.36 0.2 0.97 0.81 
C14 500 2500 125 323 --- --- --- 1.5 1.42 0.3 0.56 0.7 
C15 500 2500 250 556 --- --- --- 0.1 1.04 0 0.16 0.16 
C16 500 12500 5 11 --- --- --- 3.6 2.73 9.1 3.64 0 
C17 500 12500 10 18 --- --- --- 4.4 1.11 1.1 2.22 0 
C18 500 12500 83 113 --- --- --- 4.4 4.78 2.4 2.65 0.36 
C19 500 12500 125 146 --- --- --- 3.7 5 1.4 0.96 0.44 
C20 500 12500 250 267 --- --- --- 0.9 2.02 0 0 0 
 
 
little bit, but the real effect can actually be ignored, except 
N’→+∞. If not, premature convergence should be no longer 
a disturbing and unsolved puzzle in the field of evolutionary 
computation. Thus, simply extending either the computation 
time or the maximum number of generations, i.e. setting a 
larger N’, was actually useless to improve the average val-
ues of RE of the obtained solutions. This is one of the justi-
fications that we thought the previous investigation was fair 
enough. Another one is that, our proposed AFSA has been 
already fast enough. In a real-world application of multicast 
routing, the requirement of the computation time for deter-
mining a multicast routing tree is within 135 seconds, 
which includes 30 seconds of the time cycle that a PIM 
(Protocol Independent Multicast) router sends Hello to its 
neighbors and 105 seconds of the time period that a PIM 
router waits for the response to the sent Hello from its 
neighbors. That is to say, so long as an algorithm can de-
termine a multicast routing tree within at most 135 seconds, 
the algorithm’s time consumption is acceptable. Obviously, 
either the runtime of 2 seconds for the instances from cate-
gory of sparse graph or the runtime of 20 seconds for the 
instances from category of dense graph was far less than the 
restriction of the 135 seconds. In consideration of these 
above, we are sure that the investigation based on the mean 
values of RE without considering the runtime is still fair 
enough. 
3.4.2 Investigation of AF behaviors 
In this chapter we proposed several behaviors (following, 
preying, and randomly moving) that are performed by AF 
individuals under a particular strategy. In order to further 
investigate our proposed AFSA’s optimization mechanism 
and the effect of each behavior, we tested our proposed al-
gorithm without each of them separately. As a comparison, 
the intact AFSA was also run. 
In this investigation, we chose a Waxman-Salama 
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network as the problem to be solved. The Waxman-Salama 
network is considered to have a topology close to that of 
real computer networks. We generated a Waxman-Salama 
network that had 100 nodes (equivalent to the vertices in a 
graph). We set the average node degree to 5.0 because that 
of most real-time computer networks is also about 5.0. The 
topology of this Waxman-Salama network is shown in Fig. 
3.6. From this network, one source node and five destina-
tion nodes were specified to take part in a multicast session. 
 
Fig. 3.6 Generated Waxman-Salama network with 100 nodes and average 
node degree of 5.0. 
We ran our proposed AFSA separately without ran-
domly moving behavior, preying behavior, and following 
behavior for 50 times each. The corresponding mean itera-
tive curves with respect to CPU-time are shown in Fig. 3.7. 
As a comparison, the mean curve of the intact AFSA is also 
depicted. The parameters were set as follows, PopSize = 20, 
try_Number = 500, Visual = 12, Step = 5, and δ = 0.5. Each 
run was allowed to last 3.0 seconds. 
 
Fig. 3.7 Comparison between the intact AFSA and AFSAs without each of 
the behaviors separately (randomly moving, preying, and following). 
We see from Fig. 3.7 that, when any of the behaviors 
are removed, the performance of our proposed AFSA drops 
to various extents depending on which behavior is missing. 
The performance of the algorithm without preying behavior 
dropped most, followed by that without following behavior, 
then that without randomly moving behavior. Obviously, 
preying behavior is the most important behavior for our 
proposed algorithm, and it is in fact the basis of conver-
gence. This conclusion can also be found in reference [34], 
the doctoral thesis of Li, who firstly proposed the original 
AFSA. Apart from preying behavior, following is also im-
portant, in consideration of the poor performance of the 
algorithm without following behavior. Although preying 
behavior is the basis of convergence, it is only local search. 
When preying, AF individuals move within their own Step- 
limit by trying new positions at random. However, by im-
plementing following behavior, AF individuals are possible 
to learn helpful experiences from their superior partners. 
Such a sharing mechanism of the optimization experiences 
allows our proposed algorithm to possess the global search 
ability. As for randomly moving behavior, it is also an in-
dispensable component of our proposed AFSA. Although it 
seems not as important as preying or following, it really 
helps to prevent AF individuals from being trapped in local 
optima. From Fig. 3.7, we see that randomly moving be-
havior helps to improve the performance of our proposed 
AFSA. 
3.4.3 Investigation of the parameters of the proposed AFSA 
Our proposed AFSA requires several parameters: PopSize, 
try_Number, Visual, Step, and δ. At present, there is no a 
handbook or exact method to guide us in setting these pa-
rameters. Generally speaking, these parameters are set ac-
cording to experience and the properties of the problem to 
be solved. 
In this subsection, we investigate the impact of the 
parameters on the performance of our proposed algorithm. 
To implement this investigation, we used the problem from 
Sect. 3.4.2 and ran our proposed AFSA with different com-
binations of parameters. For each combination, our pro-
posed algorithm was run 50 times, and we depicted the 
mean iterative curve of the 50 runs.  
(1) PopSize 
We respectively set the parameter PopSize at 8, 20, 
and 32. The other parameters were set the same as in Sect. 
3.4.2. The mean iterative curves corresponding to different 
values of PopSize are presented in Fig. 3.8. Although there 
are some differences between these mean iterative curves, 
the differences are not obvious. In general, a larger sized 
population helps to obtain a better solution, but this usually 
takes more time. That is why the iterative curve of PopSize 
= 32 declined a little slower than did those of PopSize = 8 
or PopSize = 20. Our proposed AFSA is obviously not sen-
sitive to the parameter PopSize. 
(2) try_Number 
We respectively set the parameter try_Number at 100, 
500, and 900. The other parameters were set the same as in 
Sect. 3.4.2. The mean iterative curves corresponding to dif-
ferent values of try_Number are presented in Fig. 3.9. Alt-
hough tiny differences exist, they are small enough to be 
ignored. The proposed AFSA is not sensitive to try_Number. 
0 0.5 1 1.5 2 2.5 3
500
520
540
560
580
600
620
CPU-time/s
T
re
e
 c
o
s
t
 
 
Intact AFSA
Without Randomly Moving
Without Preying
Without Following
 Chapter 3 An Artificial Fish Swarm Algorithm for the Multicast Routing Problem 
23 
 
 
Fig. 3.8 Mean iterative curves with different values for PopSize. 
 
Fig. 3.9 Mean iterative curves with different values for try_Number. 
(3) Visual 
We respectively set the parameter Visual as 5, 10, and 
15. The other parameters were set the same as in Sect. 3.4.2. 
The mean iterative curves corresponding to different values 
of Visual are presented in Fig. 3.10. Although tiny differ-
ences exist between the mean iterative curves of Visual = 5 
and Visual = 10, they are small enough to be ignored. 
However, when Visual = 15, the performance is notably 
better. We thought it was because a larger Visual limit al-
lows AF individuals more opportunity to see superior part-
ners, and they thus have more opportunity to perform fol-
lowing behavior, which then helps to improve the perfor-
mance of the algorithm. However, too large Visual-limit 
may lead AF individuals to see too many partners within 
their Visual-limit, with the result that following behavior 
cannot be implemented, i.e. PopSize×δ ≤ p. Therefore, the 
Visual-limit should be set appropriately. 
(4) Step 
We respectively set the parameter Step at 2, 5, and 8. 
The other parameters were set the same as in Sect. 3.4.2. 
The mean iterative curves corresponding to different values 
of Step are presented in Fig. 3.11. When Step was too small, 
i.e. Step = 2, the performance was poor. The reason is that, 
too small Step-limit restricts the AF’s activities. As a result, 
 
Fig. 3.10 Mean iterative curves with different values for Visual. 
 
Fig. 3.11 Mean iterative curves with different values for Step. 
 
Fig. 3.12 Mean iterative curves with different values for δ. 
either the exploration or the exploitation is thus limited. Of 
course, Step should also not be set too large because too 
large Step always results in poor convergence precision. 
(5) δ 
We respectively set the parameter δ at 0.4, 0.55, and 
0.9. The other parameters were set the same as in Sect. 3.4.2. 
The mean iterative curves corresponding to different values 
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of δ are presented in Fig. 3.12. From this figure, we can see 
that our proposed AFSA performed best when δ = 0.4 and 
worst when δ = 0.9. According to the precondition of fol-
lowing behavior, i.e. PopSize×δ > p, with too large a value 
for δ, AF individuals will extremely tend to implement fol-
lowing behavior, instead hardly to implement preying. This 
means that AF individuals surrounding a swarm may lose 
the chances of escaping from the swarm to join another one. 
As a result, a large number of AF individuals may become 
trapped in local optima and cannot escape. This is the rea-
son why our proposed AFSA prematurely converged to a 
local optimum with δ = 0.9. 
3.4.4 Investigation of the AFSA’s search efficiency 
As always, AFSA is believed to be an algorithm with high 
computational complexity, among swarm intelligence-based 
optimization algorithms [67]. But in fact, the computational 
burden of our proposed AFSA is not as high as it was con-
sidered. 
In order to prove our proposed AFSA is very efficient, 
we took C20, C19 and C11 of Table. 3.1 as three instances 
to verify. We respectively ran our proposed AFSA 10 times 
for each instance and depicted the curves of total times of 
fitness evaluations with respect to iterations in Figs. 3.13 
(a), 3.13 (b) and 3.13 (c), where each run was allowed to 
last 20 seconds as well as that was set in Sect. 3.4.1. Since 
each time of fitness evaluation implies a certain candidate 
solution in the solution space was explored for one time, we 
thus use the total times of fitness evaluations to investigate 
the total number of all the explored candidate solutions 
during our proposed AFSA running. If the total number of 
all the explored candidate solutions are much less than 
2|V|−|V’|, our proposed AFSA is effective for the STP. That is 
because the whole solution space contains 2|V|−|V’| candidate 
solutions in total. 
For instance C20, since |V| = 500 and |V’| = 250, the 
solution space of C20 thus contains a total of 2|V|−|V’| = 2250 ≈ 
1.81×1075 candidate solutions. However, according to Fig. 
3.13 (a), our proposed AFSA only explored about 104 can-
didate solutions in the worst case. 
For instance C19, since |V| = 500 and |V’| = 125, the 
solution space of C19 contains a total of 2375 ≈ 7.7×10112 
candidate solutions. However, according to Fig. 3.13 (b), 
our proposed AFSA only explored about 3.5×104 candidate 
solutions in the worst case. 
For instance C11, since |V| = 500 and |V’| = 5, the so-
lution space of C11 contains a total of 2495 ≈ 1.02×10149 
candidate solutions. However, according to Fig. 3.13 (c), 
our proposed AFSA only explored about 1.8×106 candidate 
solutions in the worst case. 
It is not hard to see that, the candidate solutions ex-
plored by our proposed AFSA in the worst case are far far 
less comparing with the huge solution space of each in-
stance. The candidate solutions explored by our proposed 
AFSA can even be considered as a drop in the bucket. In 
other word, our proposed AFSA is really very efficient. 
 
(a) Instance C20 
 
(b) Instance C19 
 
(c) Instance C11 
Fig. 3.13 Investigation of search efficiency for three instances, C20, C19, 
C11. 
3.5 Discussion 
3.5.1 Analysis of the preprocessing phases 
Before our proposed AFSA runs, the graph of the problem 
to be solved should be firstly converted into a complete 
graph. We call such a procedure the preprocessing phase. 
According to the descriptions of the GA in Ref. [114] and 
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the DPSO in Ref. [117], we found they each also required a 
similar preprocessing phase for calculating the shortest path 
between each pair of vertices (or each pair of unconnected 
vertices) in the graph of the problem to be solved, while the 
time complexity of their preprocessing phases were higher 
than our proposed AFSA. Not only that, huge consumers of 
memory resulted by maintaining these shortest paths oc-
curred in their preprocessing phases. For those graphs with 
many vertices, either the time consumption or the memory 
consumption resulted by the processing phases may become 
unacceptable. Now, we were to concretely analyze these 
compared algorithms’ preprocessing phases from two per-
spectives, i.e., the time complexity and the memory con-
sumption. 
(A) Time complexity 
Before the GA [114] runs, the graph of the problem to be 
solved was supposed to be distance complete, i.e., an edge 
between every two vertices in the graph always exists, and 
the cost adhered to the edge is the smallest among all costs 
of the paths connecting these two vertices. In order to ob-
tain the shortest paths connecting each pair of vertices, 
Dijkstra’s algorithm may be employed. Dijkstra’s algo-
rithm’s time complexity is O(|V|2) and it should be called 
for |V| times to calculate the edge between each pair of ver-
tices. Obviously, the preprocessing phase’s time complexity 
is |V|·O(|V|2) = O(|V|3). 
The case of the DPSO is similar to the GA. In the 
DPSO, Floyd’s algorithm was employed and once run of it 
can obtain all the virtual edges, i.e., the shortest paths be-
tween any two indirectly connected vertices. And Floyd’s 
algorithm’s time complexity is O(|V|3). 
Comparing with the GA and the DPSO, although our 
proposed AFSA also considers the graph of problem to be 
solved as a complete graph, the time complexity of our 
proposed AFSA’s the preprocessing phase was lower. Since 
we adopted a similar way to the idea of the penalty function 
to tolerate the graph’s non-connectivity, all of the added 
virtual edges were associated with a same cost, i.e., the cost 
of the MST spanning the graph of the problem to be solved. 
Thus, we only need to run Prim’s algorithm one time to 
obtain the cost of the MST spanning the graph of the prob-
lem to be solved, while Prim’s algorithm’s time complexity 
is O(|V|2), which is lower than O(|V|3), i.e., the time com-
plexity of the GA’s preprocessing phase or that of the 
DPSO’s. 
Based on the above analysis, we are sure that the time 
consumption of our proposed AFSA’s preprocessing phase, 
comparing with that of either the GA’s or the DPSO’s, will 
not significantly increase, as the number of the vertices in 
the graph increases. This is one of the advantages of our 
proposed AFSA. 
(B) Memory consumption 
The preprocessing phase of either the GA or the DPSO can 
also result in serious memory consumption. In order to 
conveniently explain the reason why the memory consump-
tion is serious, we took the instance C11 in Table 3.1 as an 
example to analyse. The graph of C11 has 500 vertices and 
2,500 edges, i.e., |V| = 500, |E| = 2,500.  
In case of the GA, all the shortest paths obtained by 
Dijkstra’s algorithm had to be stored in order to be used for 
decoding the chromosome representation of the binary 
string into the corresponding candidate Steiner tree. That 
means there would be at most 124,750 (i.e., |V|·(|V|−1)÷2) 
paths should be maintained in the memory. Obviously, the 
amount of the occupied memory is large. 
Similarly, in case of the DPSO, all the virtual edges, 
i.e., the shortest paths between any two indirectly connected 
vertices, had to be stored for decoding the particles. Thus, 
122,250 (i.e., |V|·(|V|−1)÷2−|E|) virtual edges should be 
maintained in the memory. Although the memory consump-
tion was relatively a little less than that of the GA, it was 
still serious. 
According to the above analysis, the memory con-
sumption occurred at the preprocessing phase of either the 
GA or the DPSO is increasingly serious and exponentially 
grows as the number of vertices in the graph of the problem 
to be solved increases. Subject to the limited memory re-
sources, neither the GA nor the DPSO may solve the prob-
lems of graph with many vertices. 
Differing from the GA and the DPSO, our proposed 
AFSA’s preprocessing phase does not require extra memory 
to maintain any path. This characteristic makes our pro-
posed AFSA be more suited to solve the problems of graph 
with many vertices than the GA and the DPSO. This is an-
other advantage of our proposed AFSA. 
3.5.2 Cost of virtual edges 
As mentioned before, we tend to make the cost of the virtu-
al edges equal to the cost of the MST of the graph G of the 
problem to be solved. That was because not any large con-
stant value is OK for being the cost of the virtual edges. The 
fact is that, if and only if cost(virtual edge) ≥ cost(MST of 
G), the result of the AFSA would not be affected. Other-
wise, the AFSA may return an infeasible solution with one 
or more virtual edges. 
This can be easily explained. As we clarified, we bor-
rowed the idea of the penalty function to tolerate the case 
that the subgraph represented by AF is unconnected. The 
cost of any virtual edge should have been set as +∞. How-
ever, +∞ makes it impossible to compute the AF individu-
al’s fitness. So we had to replace it by a relatively large cost 
and this cost should be large enough. Try to imagine that, if 
we assign a less cost than that of MST of G to the virtual 
edges involved in an unconnected subgraph represented by 
an AF individual, the total cost of MST spanning the un-
connected subgraph might be less than the real least-cost 
Steiner tree of G. In this case, the algorithm will never re-
turn the real least-cost Steiner tree of G, instead it could 
return an infeasible solution which contains one or more 
virtual edges. Since cost(virtual edge) ≥ cost(MST of G) is 
required, the cost of MST of G must be firstly computed in 
the preprocessing phase. 
For another thing, to set a larger cost than the cost of 
MST of G is not a definite no-go. Actually, we could indeed 
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have set any larger cost to the virtual edges so long as 
cost(virtual edge) ≥ cost(MST of G). However, along the 
same line as not setting too large penalty factor in penalty 
function to overly punish infeasible solutions, to set too 
large cost to the virtual edges could make algorithm’s effi-
ciency reduce. To avoid the risk of reducing algorithm’s 
efficiency, we thus tend to use the cost of MST of G to be 
the cost of virtual edges. 
According to the above explanation, to use the cost of 
MST of G to be the cost of virtual edges does not only sat-
isfy cost(virtual edge) ≥ cost(MST of G), but will also not 
make algorithm’s efficiency reduce. That is the reason why 
we tend to make the cost of virtual edge equal to the cost of 
MST of G. 
3.5.3 Analysis of our AFSA’s optimization mechanism 
From the simulation results of the implemented experiments 
in Sect. 3.4.1, we have already seen that our proposed AF-
SA outperformed both the GA and the PSO for most in-
stances. An important reason is that the optimization mech-
anism of the AFSA is superior to that of either the GA or the 
PSO. Therefore, in this section, we analyzed why the opti-
mization mechanism of our proposed AFSA was better, i.e., 
the reason why our proposed AFSA performed better than 
the GA and the PSO. As a comparison, the mechanism of 
the GA and that of the PSO were also analyzed. 
 Although the GA, the PSO, and the AFSA are all pop-
ulation-based intelligence algorithms, their optimization 
mechanisms differ from each other in varying degrees, as 
discussed below. 
(1) The GA’s optimization mechanism 
The GA’s optimization mechanism can be summed up 
in competition between chromosomes. During the process 
of evolution, superior chromosomes survive and inferior 
chromosomes are eliminated. Such a competition-based 
mechanism is the basis of the GA’s optimization ability. 
However, as one coin has two sides, it also brings disad-
vantages. 
As a matter of fact, the eliminated chromosomes also 
contain a few superior schemas, since even if the eliminated 
chromosomes at one round also had ever been survivors 
from past competitions. Due to the implementation of the 
selection operator, many inferior chromosomes that possess 
a few superior schemas were abandoned. This is obviously 
a serious waste of the current schema resources, which may 
also results in the problem of schema loss. And schema loss 
is indeed one of the reasons why the GA may prematurely 
converge [124,125]. Also, because of the implementation of 
the selection operator, superior chromosomes may wantonly 
reproduce themselves. According to the schema theorem 
[126], the short, low-order schemata with above-average 
fitness exponentially increase in successive generations. To 
understand this from another perspective, the problem is the 
reduction of the diversity of the population, which results in 
low efficiency of the GA. 
We thus see that the GA’s competition-based mecha-
nism has inherent flaws. 
(2) PSO’s optimization mechanism 
Unlike the GA’s competition-based mechanism, the PSO’s 
optimization mechanism is based on cooperation among 
flying particles. During the process of flying, each particle 
tends to fly not only toward the best position it remembers 
ever passing (i.e., Pi), but also toward its neighborhood’s 
best (i.e., Pg) [127]. By flying cooperatively, particles 
search the solution space of the problem to be solved. Ben-
efitting from the cooperation-based search mechanism, in-
ferior particles among the population will never be elimi-
nated or abandoned. Instead, they will continually adjust 
their several positions in the solution space by sharing their 
neighborhood’s success and may finally fly toward the op-
timum area. Thus, inferior particles can also take part in the 
implementation of the search. Since they can continually 
advance themselves and will not be eliminated or aban-
doned, the serious waste of schema resources we saw in the 
GA does not exist in the PSO. This explains why either the 
JPSO or the DPSO can perform better than the GA in many 
instances. However, this does not mean the PSO’s mecha-
nism is flawless. In fact, it cannot keep good balance be-
tween exploitation and exploration [128, 129]. In order to 
demonstrate this, we analyze the velocity update equation 
of a particle in the PSO, given by the following: 
1 1 2 2
( 1) ( ) ( ( )) ( ( ))
i i i i g i
V t V t c r P X t c r P X t       , (3-4) 
where ω is the inertia coefficient of particles, c1 and c2 are 
two positive constants, and r1~U(0,1), r2~U(0,1). This 
equation can be denoted as V = G1+G2+G3 for short, where 
G1 = ω·Vi(t), G2 = c1r1·(Pi−Xi(t)), and G3 = c2r2·(Pg−Xi(t)). 
The inertia term G1 reflects exploration, while the cognition 
term G2 and the social term G3 reflect exploitation. Suppose 
that exploitation and exploration were balanced at the early 
phase of running the PSO. As the particles gradually ap-
proach the optimal position, both |G2| and |G3| will become 
increasingly smaller. The impact of (G2+G3) on the parti-
cle’s velocity will decrease, while the impact of the inertia 
term G1 will be relatively increasing. Thus the PSO would 
increasingly tend towards exploration in solution space, and 
the balance between exploitation and exploration would be 
broken. The particles would be in oscillation around the 
region of an optimum. Just as the conclusion in reference 
[129] has pointed out, particle swarm often locates near 
optima significantly faster than evolutionary optimization 
but cannot dynamically adjust its velocity step size to con-
tinue optimization at a finer grain of search once in the 
general region of the optima. 
(3) The AFSA’s optimization mechanism 
The AFSA’s optimization mechanism is also based on co-
operation. Merely, the cooperation is among swimming fish, 
instead of flying particles. This is why our proposed AFSA 
outperformed the GA, and it is also the reason why both the 
AFSA and the PSO are considered to be swarm intelligence 
algorithms. 
 However, comparing with the PSO, AFSA’s mecha-
 Chapter 3 An Artificial Fish Swarm Algorithm for the Multicast Routing Problem 
27 
 
nism is still different. In our proposed AFSA, we included 
three behaviors that are implemented by AF individuals 
according to a specified strategy. The behavioral strategy 
can be considered as a dispatcher that guides AF individuals 
to implement the appropriate behaviors. The behaviors can 
be classified into two types, individual and social, accord-
ing to whether AF individuals share experiences from their 
partners. Among the three behaviors we included, randomly 
moving and preying are individual behaviors, while fol-
lowing is a social behavior. Individual behaviors are com-
pletely stochastic search patterns in which the quality of the 
obtained solution depends completely on luck. For this rea-
son, individual behaviors are considered to be exploration 
of the solution space. Conversely, since social behavior is a 
heuristic search pattern, in which AF individuals search 
solutions by sharing the experience from their superior 
partners, it is thus considered to be exploitation of the solu-
tion space. Comparing with exploration, exploitation is rel-
atively efficient. Due to the guidance of the behavioral 
strategy, AF individuals will not always implement explora-
tion but will also implement exploitation by performing 
social behavior in the relatively more preferable regions in 
which there are more superior AF individuals to them. This 
helps to increase the efficiency of the search. On the other 
hand, AF individuals will not implement exploitation in 
regions that are already relatively crowded. Instead, they 
implement exploration in order to get away from the 
crowded region. This prevents the population from being 
trapped in a local optimum. Note that excessive exploitation 
in a region does not help to improve search efficiency, but 
instead may lead to premature convergence. Owing to the 
effect of the behavioral strategy, our proposed AFSA can 
keep a dynamic balance between exploration and exploita-
tion. This explains why our proposed AFSA performed bet-
ter than either JPSO or DPSO in most cases. 
 In addition, as we mentioned at the end of Sect. 3.1, a 
predecessor-based AFSA for solving STP has ever been 
presented [92]. The purpose that literature [92] proposed the 
predecessor-based AFSA was to investigate on the applica-
bility and efficiency of using AFSA to solve STP. The per-
formance of the predecessor-based AFSA was actually not 
brilliant enough, and was surpassed by a tree-based PSO 
[119]. A major difference between our proposed AFSA in 
this chapter and the referred predecessor-based AFSA is the 
representation scheme of the candidate Steiner tree. In liter-
ature [92], a candidate Steiner tree was encoded as a linear 
storage structure, of which each dimension represents a 
vertex in graph and its value denotes the serial number of 
the vertex’s predecessor. Although such a representation 
scheme can prevent from generating loops, its encoding 
process is complicated and time-consuming. And due to its 
complexity, implementing various operations on such rep-
resentation is always troublesome, even restricted. This is a 
major reason why the predecessor-based AFSA performed 
relatively inferiorly. Moreover, on the aspect of the behav-
ioral strategy, the predecessor-based AFSA adopted a same 
behavioral strategy as the general AFSA in Li’s doctor the-
sis [34], which differs from what we adopted in this chapter. 
3.5.4 Options of the parameters 
At present, neither the GA nor the PSO has an exact method 
for setting parameters. Usually, their parameters are set ac-
cording to properties of the problem to be solved. On this 
point, our proposed AFSA is the same as the GA and PSO. 
Several parameters are involved: PopSize, try_Number, 
Visual, Step, and δ. According to the results of the imple-
mented experiments in Sect. 3.4.3, our proposed AFSA is 
sensitive to neither PopSize nor try_Number. These two 
parameters can thus be set relatively freely. Usually, Pop-
Size is set as some value from 10 to 40, while try_Number 
is set as some value from 100 to 1000. As for Visual, Step, 
and δ, although they may impact performance to a certain 
extent, their value can still be taken from a relatively wide 
interval. According to our experience, the values of these 
three parameters can be selected from the following ranges: 
(a) Visual∈[12, 0.2·(|V|−|V’|)]; 
(b) Step∈[4, 0.75·Visual]; 
(c) δ∈[0.4, 0.6]. 
So long as we set these parameters within the intervals 
shown above, our proposed AFSA can perform well for 
most cases. 
3.6 Chapter Summary 
In this chapter, we presented an AFSA for solving the mul-
ticast routing problem in multimedia communication. The 
task of this problem is to determine the least-cost multicast 
routing tree that spans a source and several destinations. In 
our approach, the multicast routing problem is treated as the 
Steiner tree problem in graphs. 
 To solve this problem, we adopted a 0-1 encoding 
scheme to represent each AF individual, which indicates a 
subgraph of the original graph. To evaluate each AF indi-
vidual, we decoded the subgraph into a candidate Steiner 
tree. We designed three behaviors for the AF, i.e. randomly 
moving behavior, preying behavior, and following behavior. 
In order to guide AF individuals to perform the appropriate 
behavior according to their several conditions and circum-
stances, we also implemented a behavioral strategy, which 
plays a very important role in our proposed AFSA. Exhaus-
tive simulation experiments were implemented for investi-
gating our proposed AFSA’s performance. The simulation 
experiments showed that our proposed AFSA can obtain the 
least-cost multicast routing tree in most cases and it outper-
forms a number of reported algorithms, including PSO 
[117,118]. We also investigated the effect of each AF be-
havior by investigating, in turn, the performance of AFSA 
without each behavior. The impacts of the involved param-
eters of the proposed AFSA on the algorithm’s performance 
were also investigated through simulation experiments. In 
addition, an investigation on the search efficiency of the 
proposed AFSA was also given. Beyond these, we analyzed 
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the mechanism of our proposed AFSA, i.e., the mechanism 
of keeping exploration and exploitation balanced. As com-
parisons, the mechanisms of GA and PSO are also well 
discussed. 
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4. Application of an Artificial Fish Swarm Algorithm in Sym-
bolic Regression 
This chapter presents an artificial fish swarm algorithm (AFSA) for solving symbolic regression problems. This study is 
the first attempt of applying AFSA in symbolic regression. In the proposed AFSA, gene expression scheme of genetic ex-
pression programming (GEP) is adopted to represent AF individuals. For evaluating AF individuals, a penalty-based fitness 
function, in which the node number of the parse tree is considered to be a constraint, was designed in order to obtain a so-
lution expression that not only fits the given data well but is also compact. A number of important conceptions are defined, 
including distance, partners, congestion degree, and feature code. Based on the above concepts, the implementations of 
four behaviors, including randomly moving, preying, following, and avoiding, are described in detail. The exhaustive sim-
ulation results demonstrate that the proposed AFSA can not only obtain a high-quality solution expression but also pro-
vides remarkable robustness and quick convergence. 
                                                                                                    
4.1 Symbolic Regression Problem 
In science and industry, regression analysis [130] is a basic 
and important means of scientific investigation, enabling 
identification of the functional relationship between inde-
pendent variables and the dependent variable. This always 
requires a predefined assumption of a functional relation-
ship. However, as practical problems are usually complex, 
non-linear, and full of random noise, in many cases, it is 
almost impossible to predefine a reasonable assumption. 
Taking the functional relationship between the share index 
and the time sequence as an example, the functional rela-
tionship is far too complex to predefine a rational assump-
tion. Even for a seasoned expert, this is an impossible task. 
In this case, regression analysis is no longer applicable. 
Fortunately, an entirely different method, symbolic regres-
sion, does not require an assumption. From this perspective, 
symbolic regression has more general applicability. Sym-
bolic regression is the problem of seeking to discover an 
exact symbolic expression of a function that fits (or ap-
proximately fits) the experimental data set from an un-
known curve [131]. Symbolic regression is an important 
problem because it is related to general machine learning 
problems [132]. In addition, the importance of symbolic 
regression in science and industry has been well recognized 
[133-135]. Symbolic regression will become increasingly 
important due to the increasing complexity of problems in 
science and industry. 
At present, genetic programming (GP), pioneered by 
John Koza [131], is a well-known and effective solution for 
solving symbolic regression problems. It is an evolutionary 
computing technique for solving problems automatically. In 
fact, GP can be considered as an extension of genetic algo-
rithm (GA). Like the general GA, GP relies on a population 
and selects superior individuals according to their fitness, 
generation by generation. That is to say, GP works under 
the same framework as GA. On the other hand, unlike gen-
eral GA, GP adopts parse trees to represent the candidate 
solutions of the problem, instead of linear chromosomes of 
a fixed length string. The genotype in GP is more complex 
than that in GA, and the definition of the phenotype in GP 
is more abstract than that in GA. In the parse tree, leaf 
nodes are referred to as terminals, whereas the other nodes 
are referred to as primitive functions. For symbolic regres-
sion problems, the terminals are usually independent varia-
bles and constants, whereas the primitive functions are usu-
ally basic mathematical operations, such as +, −, *, /, sin, 
exp, and ln. The primitive functions and terminals are orga-
nized into a certain expression from the root node to the leaf 
nodes. Since there is a distinct difference between the 
chromosome structure of GP and that of GA, several genet-
ic operations of GA, such as mutation and crossover, cannot 
be used to directly operate parse trees. Therefore, they were 
redefined in order to adapt the parse tree representation. 
The fitness of the parse tree individual depends on the error 
when it fits the unknown curve. Superior chromosomes 
generate less error than other chromosomes. By evolving, 
the error will decrease. This is an error-driven evolutionary 
mechanism. Under the above described framework, GP 
evolves the population iteratively until a desirable expres-
sion is generated. A number of studies on the successful use 
of GP for solving symbolic regression problems have been 
reported, e.g. Refs. [133] and [134]. However, GP is not 
flawless and has two major shortcomings can be summa-
rized as follows: 
(1) Code bloat 
Due to the iterative action of the crossover and muta-
tion operators, the chromosomes of the parse tree may grow 
indefinitely, regardless of whether or not the growth acts to 
improve the solutions [136]. This phenomenon is referred to 
as code bloat. Code bloat may lead to the exhaustion of 
memory and reduced efficiency of genetic operators. 
Moreover, code bloat significantly expands the search space 
of the problem, so that searching for an optimal solution 
will be more difficult.  
(2) Limitation of genetic operations 
In GP, the parse tree is not only the genotype but also 
the phenotype. Genetic operators act directly on parse trees. 
If the phenotype exhibits a certain amount of functional 
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complexity, it is extremely difficult to reproduce the geno-
type with modification [137]. Since genetic operators can-
not guarantee that invalid parse trees will not occur, in 
many cases, genetic operators are limited. 
 In 2001, Ferreira proposed an improved version of GP, 
referred to as gene expression programming (GEP) [137]. 
Gene expression programming shares the same diagram 
representation of GP (i.e. parse trees), but produces differ-
ent entities, which are referred to as gene expressions. The 
gene expression is a novel scheme that uses a linear chro-
mosome with a fixed length to represent the parse tree. 
Owing to the fixed length of the chromosome, the problem 
of code bloat in GP is not a problem in GEP. In addition, 
since none of the genetic operators can result in an invalid 
parse tree by acting on gene expression representation, ge-
netic operators will no longer be limited. Obviously, the 
two shortcomings of GP have been avoided in GEP, and the 
remarkable performance obtained by using GEP to solve 
symbolic regression problems has proven that GEP is supe-
rior to GP [137, 138]. However, the difference between 
GEP and GP is only the genotype of the chromosome. That 
is to say, from GP to GEP, the improvement only relies on a 
more superior scheme of chromosome encoding (i.e. gene 
expression), instead of other aspects. In other words, GEP 
still works under the same framework as GA. In essence, 
GEP is still an extension of GA. Therefore, GEP unavoida-
bly possesses all of the shortcomings of GA, especially 
premature and slow convergence. These are the native 
shortcomings of GA, which cannot be avoided by adopting 
only a superior encoding scheme. 
 As analyzed in Sect. 3.5.3 of Chapter 3, the optimiza-
tion mechanism of artificial fish swarm algorithm (AFSA) 
is far better than the competition-based mechanism of GA. 
Generally speaking, AFSA’s optimization mechanism is 
based on cooperation and more capable of balancing the 
exploration and the exploitation. In many reported studies, 
AFSA outperformed GA, e.g. Refs. [69], [93], [139], etc. In 
consideration of this, an idea of solving the symbolic re-
gression problem through combining GEP’s gene expres-
sion scheme and AFSA’s cooperation-based mechanism 
follows naturally. 
4.2 An Artificial Fish Swarm Algorithm for Solving 
Symbolic Regression Problem 
4.2.1 Encoding method of artificial fish (AF) individuals 
One of the keys to using AFSA to solve a problem is how to 
encode a candidate solution to this problem into an AF in-
dividual representation in AFSA. For symbolic regression 
problems, a candidate solution is an expression represented 
by a parse tree. How is a parse tree encoded into an AF in-
dividual? As implied at the end of Sect. 4.1, we adopt the 
gene expression scheme, which is a linear string of fixed 
length, to represent an AF individual. Here, we briefly re-
view this scheme. For additional details, see Ref. [137]. 
 A gene expression consists of two parts, a head and a 
tail. The head consists of both functions (elements from the 
function set F) and terminals (elements from the terminal 
set T), whereas the tail consists of only terminals. The 
length of the head h is chosen according to the problem, 
whereas the length of the tail t depends on h. Actually, 
( 1) 1t h n    , where n represents the number of argu-
ments of the function with the most arguments. A simple 
example will be presented for the purpose of explanation. 
Consider, for instance, the following algebraic expression: 
      sin( ) lnx xf x xe    ,   (4-1) 
which can be represented as a parse tree, shown as Fig. 4.1. 
 
Fig. 4.1 A parse tree diagram. 
Obviously, for this parse tree, F={+, −, *, ln, sin, exp}, 
T = {x, π}. Obviously, n = 2. We assume that h = 6. In this 
case, t = h ∙ (n − 1) + 1 = 6 ∙ (2 − 1) + 1 = 7. Therefore, the 
length of the gene expression should be 6 + 7 = 13. Then, 
such a parse tree diagram can be directly encoded from the 
root node to the leaf node and form left to right. Thus, the 
gene expression of the parse tree can be easily represented 
as follows: 
+ exp * − π ln sin x x x x π x 
0 1 2 3 4 5 6 7 8 9 10 11 12 
Open reading frame (ORF) || Noncoding region 
where the part from suffix 0 to suffix 9 represents the 
structure of the parse tree shown in Fig. 4.1 and is referred 
to as the open reading frame (ORF). Apart from ORF, the 
remaining part (shaded) is referred to as the noncoding re-
gion, which is redundant for representing the parse tree 
shown in Fig. 4.1. In fact, it is very common for gene ex-
pression to have a noncoding region. Owing to the noncod-
ing region, any modifications on this kind of representations, 
without restrictions, will never result in an invalid parse tree. 
Therefore, the noncoding region is absolutely the essence of 
gene expression scheme. Moreover, the length of the ORF 
may occasionally be equal to the length of the gene expres-
sion representation. In other words, a gene expression rep-
resentation may have no noncoding region. From this sim-
ple example, we know that the start site of the ORF is al-
ways the gene-bit of suffix 0, whereas the termination site 
+
exp
-
sin x
x
x
*
π
 Chapter 4 Application of an Artificial Fish Swarm Algorithm in Symbolic Regression 
31 
 
of the ORF does not always coincide with the end of the 
gene expression representation. 
The gene expression scheme is intuitionistic and al-
lows modification without restrictions. This is the reason 
why we adopt such a scheme to represent AF individuals. 
4.2.2 Evaluation of AF individuals 
The task of this subsection is to design a reasonable fitness 
function to evaluate AF individuals’ fitness. An AF individ-
ual is a candidate solution to a symbolic regression problem, 
i.e. an algebraic expression essentially. The goal of symbol-
ic regression is to find an expression that fits the data of an 
unknown curve within an acceptable error of the correct 
value, so the fitness of the AF individual should depend on 
the actual error of the correct value. This is also why no 
matter GP or GEP adopts the error-driven mechanism to 
evolve population. 
We used the average relative error to evaluate AF in-
dividuals’ fitness. Assume that the number of data points to 
be fitted is n and each data point can be noted as (xi, yi). 
Here, xi denotes the independent variable of the ith data 
point, and yi denotes the dependent variable of the ith data 
point. This way, the fitness function should be expressed as 
follows: 
1
| ( ) |1
| |
n
i
i
i
i
f x y
fitness
n y

  ,   (4-2) 
where f (∙) denotes the exact algebraic expression which is 
represented by the AF individual to be evaluated. Note that, 
for a perfect fitting, independent of the form of f (∙), the 
expression f (xi) = yi holds for each data point. This means 
fitness = 0. Thus, the lower the average relative error is, the 
better the AF individual will be. In this case, the symbolic 
regression problem is of course a minimum problem. 
We also noticed a problem that, the reported studies on 
symbolic regression only focus on the fitting precision of 
the expression to be found, but ignore the expression’s con-
cision. However, the concision of the obtained expression 
should also be an expectation in symbolic regression. Tak-
ing the application of symbolic regression in knowledge 
discovery in databases (KDD) as an example, a compact 
expression is more easily explained and understood than a 
complex expression. Thus, the optimal expression should 
not only fit the data well but be also compact, or at the very 
least, not too complex. Therefore, we considered concision 
as a constraint for symbolic regression. Then, the problem 
about how to describe an expression’s concision degree 
should be solved firstly. Apparently, an expression’s conci-
sion degree depends on the total number of this expression’s 
parse tree nodes. If a parse tree has fewer nodes, the ex-
pression represented by this parse tree is more compact. For 
counting the total number of a parse tree’s nodes, there is no 
need to firstly decode its gene expression form into the tree 
form. Instead, we can directly count the nodes number on 
its gene expression form. Assume that the parse tree has a 
total of k nodes and each node takes ni arguments. In this 
case, k and ni (i = 1, 2, ···, k) must satisfy the relationship 
described as Eq. (4-3). In particular, the number of argu-
ments taken by the terminal node is considered to be 0. 
1
1
k
i
i
k n

  .    (4-3) 
According to Eq. (4-3), we designed an simple algo-
rithm for counting k. The pseudocode of this counting algo-
rithm is demonstrated as below. 
sum_Args = 0; // number of arguments in all 
for i ← 0 to (h + t) − 1 
| sum_Args + = ni; 
| if ( i = = sum_Args ) 
| | break; 
| end if 
end for 
output sum_Args + 1; // k – 1 = sum_Args 
Hence, we modified the former fitness function into a 
penalty-based fitness function, shown as below. 
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, (4-4) 
where p is a penalty factor, K is a constraint of k and can be 
chosen according to the problem. In addition, this fitness 
function requires that each yi of the given data not be 0. 
Otherwise, a div0 error will occur. However, the require-
ment that each yi cannot be 0 is inurbane. Therefore, in or-
der to avoid the div0 error, we replace yi with the following 
value, i.e. 0.000001·min{ |yk| | k = 1,2,…n and yk ≠ 0}, in 
case of yi = 0. 
4.2.3 Definitions of some concepts 
In order to describe the proposed AFSA for solving sym-
bolic regression problem, some important concepts should 
be introduced first. 
(1) Distance measurement 
In AFSA, distance is a very basic and important con-
ception. The distance between two candidate solutions de-
scribes the two solutions’ similarity degree in essence. Short 
distance means high similarity degree. Since the standard 
AFSA was put forward for the global optimization of con-
tinuous function, the distance is thus measured as Euclidean 
distance [28]. For combinatorial optimization problems, 
since Euclidean distance is no longer suitable, Hamming 
distance is thus usually adopted [92, 93]. Beyond that, a few 
other methods of measuring distance were also presented 
for adapting the property of the problem to be solved, e.g. 
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the method described in Ref. [69]. Obviously, the method of 
measuring distance is problem-depended.  
Generally speaking, symbolic regression is a combi-
natorial optimization problem, which involves determining 
an optimal combination of various symbols to represent an 
algebraic expression. From the perspective of this, Ham-
ming distance should have been a native way of measuring 
distance for symbolic regression. However, due to the in-
troduction of the gene expression scheme, Hamming dis-
tance is not always rational for measurement. The reason 
can be easily explained. Table 4.1 (a), (b), (c) respectively 
demonstrated the genotypes of three AF individuals, i.e. the 
gene expression representations. Figures 4.2 (a), 4.2 (b), 4.2 
(c) accordingly demonstrated the phenotypes of the three 
AF individuals, i.e. the parse trees. Obviously, they are dif-
ferent from each other on either the genotypes or the phe-
notypes. From the perspective of genotypes, the difference 
between AF individual 1 and AF individual 2 is only 1 
gene-bit; so is the difference between AF individual 1 and 
AF individual 3. However, the extents of their differences 
on phenotypes are widely divergent. On one hand, the phe-
notype of AF individual 1 is very similar to that of AF indi-
vidual 2, that can be reasonably explained by the very short 
Hamming distance between their genotypes (i.e. Hamming 
distance = 1). On the other hand, although the Hamming 
distance between the genotypes of AF individual 1 and AF 
individual 3 is also equal to 1, AF individual 1 is quite dif-
ferent from AF individual 3 on phenotype. This proves that 
Hamming distance is not always rational for indicating the 
similarity degree between any two AF individuals. 
However, we knew from the above explanation that, 
Hamming distance is absolutely rational for indicating the 
similarity degree between two AF individuals’ phenotypes 
in case that the two AF individuals have a same parse tree 
structure. Note that, the parse tree structure of AF individual 
1 and that of AF individual 2 are the same, and the pheno-
type of AF individual 1 and that of AF individual 2 are very 
similar, just as their Hamming distance = 1 indicated. This 
is not a coincidence, but is inevitable. Conversely, Ham-
ming distance is irrational for indicating similarity degree 
only when measuring distance between two AF individuals 
with different parse tree structures. 
According to the above analysis, in this chapter, we 
only measure Hamming distance between two AF individu-
als in case that the two AF individuals have a same parse 
tree structure. Not only that, when measuring, we only con-
sider the part of ORF, not including the noncoding region. 
Given two AF individuals, X1 and X2, having a same parse 
tree structure, the Hamming distance between them is ex-
pressed as Distance(X1, X2). As for AF individuals with dif-
ferent parse tree structures, there is no need to measure the 
distance between any two of them. 
(2) Partners and congestion degree 
In AFSA, AF individuals collaboratively search the 
solution space. That means each AF individual requires a 
number of partners. In this chapter, the concept of “partner” 
is quite different from the original AFSA. In terms of data  
 
Table 4.1 Three AF individuals (shaded area: noncoding region). 
(a) AF individual 1 
+ exp * − π ln sin x x x x π 
0 1 2 3 4 5 6 7 8 9 10 11 
(b) AF individual 2 
+ exp + − π ln sin x x x x π 
0 1 2 3 4 5 6 7 8 9 10 11 
(c) AF individual 3 
sin exp * − π ln sin x x x x π 
0 1 2 3 4 5 6 7 8 9 10 11 
 
 
(a) AF individual 1 
sin( ) lnx xf x e x    
 
(b) AF individual 2 
sin( n) lx xef xx     
 
(c) AF individual 3
(ln sin )( ) sin( )x xf x e    
Fig. 4.2 Examples of AF individuals. 
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storage, we usually store the AF population with an array of 
objects. In order to explain how we define partners of a 
certain AF individual, we present the following example: 
Array of AF individuals 
0 1 2 … i-r … i … i+r … popsize-1 
↑ current AF individual 
Assume that the ith element of the array is the current 
AF individual. The partners of the current AF individual can 
then be defined as the elements from suffix i−r to suffix i+r, 
as indicated by the shaded area. In this case, the current AF 
individual has 2r partners. Most of the AF individuals 
stored in the array have 2r partners. However, a few indi-
viduals have fewer than 2r partners. Taking the 0th and 
(popsize-1)th AF individual as examples, each of them has 
only r partners, since the 0th AF individual has no left 
neighbors and the (popsize-1)th AF individual has no right 
neighbors. In order to ensure that each AF individual has 2r 
partners, we convert the suffix of this array, as follows: 
For any suffix [ , ] ( [0, 1])  s i r i r i popsize      
i) If s < 0, then s ← s + popsize; 
ii) If s > 0, then s ← s % popsize. 
 
Fig. 4.3 Population ring. 
This way, the linear structure of the array is mapped to 
a ring topology, as shown in Fig. 4.3. The 0th and (pop-
size-1)th AF individual are joined together. Then, each indi-
vidual on the ring has 2r partners. Based on the conception 
of partners, we define the congestion degree as below, 
     
2
s
n
c
r
 ,      (4-5) 
where c represents the current congestion degree and ns 
represents the number of the partners that have the same 
parse tree structure as the current AF individual. The con-
gestion degree implies the diversity of the parse tree struc-
tures of the partners of the current AF individual from con-
trary. A larger congestion degree indicates poorer diversity 
of parse tree structures. In order to compute ns, we should 
determine the method of judging whether the parse tree 
structures of two AF individuals are the same. Actually, it is 
not essential to firstly decode the two AF individuals into 
parse tree representations. This can be achieved very easily, 
as explained thereinafter. 
(3) Feature code and visual field 
In order to determine whether an AF individual has the 
same parse tree structure to another, we simply need to de-
termine whether all the feature codes of the two AF indi-
viduals are the same. The feature code is the number of ar-
guments taken by each operator in the gene expression. In 
particular, the feature code of the terminal is considered to 
be 0. For example, see Table 4.2. 
Table 4.2 Feature code (shaded area: noncoding region). 
(a) AF individual 1 
Gene expression exp − sin / x x p x x 
Feature code 1 2 1 2 0 0 0 NULL 
(b) AF individual 2 
Gene expression sin + ln * x p x x x 
Feature code 1 2 1 2 0 0 0 NULL 
 
 
(a) AF individual 1 
 
(b) AF individual 2 
Fig. 4.4 Two individuals with the same structure. 
Table 4.2 shows that, the feature codes of AF individ-
ual 1 are the same as those of AF individual 2, whereas the 
gene expressions of the two AF individuals are different. 
Figure 4.4, however, shows that the parse tree structures of 
the two individuals are the same. In other words, as long as 
AF individuals have the same feature codes, they must have 
the same parse tree structure. This example reveals that the 
feature codes can be easily used to investigate the parse tree 
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structure of an AF individual without decoding. 
Then, we define the visual field of an AF individual as 
the set of all candidate solutions which have the same fea-
ture codes to those of this AF individual. In other words, all 
candidate solutions in an AF individual’s visual field have a 
same parse tree structure. Therefore, it is rational to meas-
ure Hamming distance between any two points in an AF 
individual’s visual field. 
4.2.4 Description of the behaviors and behavioral strategy 
(1) Randomly moving behavior 
Randomly moving behavior is behavior in which an 
AF individual X randomly moves m steps (Hamming dis-
tance) in its own visual field, where MinStep<m< MaxStep. 
We implement this motion through modifying AF individu-
al X’s gene expression. In addition, moving in one’s own 
visual field means the modification on its gene expression 
should not result in its parse tree structure being changed. In 
other words, its feature codes cannot be changed. 
We present an example to explain the implementation 
of the randomly moving operator. Table 4.3 showed how 
AF individual X moves to a new position X’ by randomly 
moving within its visual field. From X to X’, AF individual 
X moved 3 steps, because Distance (X, X’) = 3. This is im-
plemented by replacing AF individual X’s 3 gene-bits with 3 
newly generated gene-bits at random. It must be pointed out 
that, each of the newly generated gene-bits must have the 
same feature code as the feature code of its corresponding 
gene-bit. This is to ensure AF individual X’s parse tree 
structure will not be changed. In Table 4.3, the replaced 
gene-bits and their corresponding gene-bits are underlined.  
Must be emphasized, it is always forbidden to modify any 
gene-bits in the noncoding region because any modification 
in noncoding region cannot change the algebraic expression 
represented by the gene expression to be modified. 
Table 4.3 Diagram for explaining randomly moving operator. 
AF individual X (shaded area: noncoding region) 
Gene expression exp − sin / x x p x x 
Feature code 1 2 1 2 0 0 0 NULL 
AF individual X’ (Shaded area: noncoding region) 
Gene expression cos − sin + x x x x x 
Feature code 1 2 1 2 0 0 0 NULL 
 
(2) Preying behavior 
Preying behavior is behavior in which the AF individ-
ual looks for a better position and then moves to this posi-
tion by a number of random tries. When preying, AF indi-
vidual X tries another position X’ that is chosen at random 
in its visual field. If the tried position X’ is better than the 
current position, i.e., fitness(X’) < fitness(X), then replace X 
by X’. Otherwise, try another time. If AF individual X can-
not find a better position after try_Number times of tries, 
then its position remains unchanged, where try_Number is a 
parameter of this proposed AFSA. 
 In order to obtain a randomly tried position X’ in the 
visual field of an AF individual, let a copy of the AF indi-
vidual perform randomly moving behavior for one time and 
then consider the copy to be the tried position X’. 
(3) Following behavior 
 Following behavior is behavior in which an AF indi-
vidual imitates and learns a superior individual among its 
partners. When following, firstly find out the most superior 
individual among the partners of the current AF individual 
X. Assume X’ to be the most superior AF individual. 
 1) If X’ is not superior to X, then allow X to prey. 
 2) If X’ is superior to X, then perform the following 
procedure. Generate random step-length m, which satisfies 
MinStep<m<MaxStep. Then randomly choose m gene-bits 
from the part of ORF of X’ to replace their corresponding 
gene-bits in X. In this operation, without considering the 
correspondence of feature codes, the parse tree structure of 
the current AF individual may be changed. 
(4) Avoiding behavior 
Avoiding behavior is a specially designed behavior in 
this proposed AFSA. It is behavior in which AF individuals 
avoid crowded AF swarms. When performing the avoiding 
behavior, the number of the partners which have the same 
parse tree structure as the current AF individual is firstly 
determined. The value of the congestion degree is then 
computed according to Eq. (4-5). If the value is less than 
MaxC, which is an acceptable upper bound of the conges-
tion degree, leave X unchanged. Otherwise, randomly re-
place several gene-bits of X’s ORF with the newly generat-
ed gene-bits, each of which must have different feature code 
from its corresponding one to be replaced. Here, the newly 
generated gene-bits could be either operators or terminals. 
This way, the AF individual X’s parse tree structure must be 
changed, such that it escapes from its original visual field. 
This makes the formed AF swarms not too crowded. 
(5) Behavior strategy and AF specimen 
AFSA is a flexible open optimization framework in 
which each behavior performed by AF is a type of search 
pattern. Each AF individual performs behaviors according 
to a behavioral strategy during algorithm execution. For 
different problems, the adopted behavioral strategy may not 
be fixed. Generally speaking, we can adopt various behav-
ioral strategies as long as it is beneficial to problem-solving. 
In the proposed AFSA, we firstly make each AF individual 
perform avoiding behavior. Then, preying behavior is per-
formed. If the AF individual does not improve via preying, 
then perform following behavior. Then, if it still doesn’t 
arrive at a better position in solution space, perform ran-
domly moving behavior. 
 As the algorithm progresses, the best AF individual 
among AF population during each time of iteration is rec-
orded as an AF specimen. After performed various behav-
iors, once any AF individual has become superior to the AF 
specimen, we use the superior AF individual to update the 
AF specimen. 
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4.2.5 Algorithm steps 
(0) Input data set for symbolic regression. 
(1) Initialize AF population and estimate each AF individu-
al’s fitness value. 
(2) Set the AF specimen. 
(3) for iteration ← 1 to MaxIteration 
 |   for i ← 1 to PopSize 
 |   |   AF[i].Avoiding(); 
 |   |   AF[i].Preying(); 
 |   |   if (not get better) 
 |   |   |   AF[i].Following(); 
 |   |   |   if(not get better) 
 |   |   |   |   AF[i].RandomlyMoving(); 
 |   |   |   end if 
 |   |   end if 
 |   |   if (AF[i] is better than AF specimen) 
 |   |   |   AF specimen = AF[i]; 
 |   |   end if 
 |   end for 
 end for 
(4) Output the optimal solution among the AF population, 
i.e. AF specimen. 
4.3 Simulations 
We implemented the proposed AFSA in C++. All of the 
simulation experiments in this chapter were performed on a 
computer with an Intel Core i7-2600k 3.4 GHz (Turbo 
boost 3.7 GHz) CPU and 6 GB of RAM. The operating 
system running on this computer is windows 7 sp1 (x64). 
4.3.1 A computational example 
In order to verify the search ability of the proposed AFSA, 
we firstly create a computational example of the symbolic 
regression problem and then use the proposed AFSA to 
solve this problem example. In Table 4.4, the values of the 
independent variable x and those of the corresponding de-
pendent variable y are demonstrated. The functional rela-
tionship between x and y is unknown. We use the proposed 
AFSA to determine the exact functional relationship. The 
options of the proposed AFSA’s parameters are demon-
strated in Table 4.5. During the algorithm’s execution, we 
depicted the function curve presented by the AF specimen 
of each time of iteration in Fig. 4.5. This figure demon-
strates the process of the evolving algebraic expression fit-
ting the given data better and better on iterations. Finally, 
the proposed AFSA found an optimal expression, the curve 
of which is also depicted in Fig. 4.5 in black. As shown in 
the figure, the given data is fit perfectly, and the found exact 
algebraic expression is as below, 
 sin sin ln ln
ln( )sin
cos
x x xx
x
y
x
eee
 
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 
 

 . 
Table 4.4 Data set for symbolic regression. 
x 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12,13, 14, 15, 16, 17, 
18, 19, 20 
y 0.250841, -0.373517, -1.957016, -2.699129, 
1.619885, 4.684452, 2.686799, -0.501882, 
-4.718648, -7.787834, 0.056755, 9.363730,  
6.761007, 0.824883, -5.821076, -12.512195,  
-5.349206,  12.234454,  12.324229,  3.656108 
 
Table 4.5 Options of the parameters of the proposed AFSA. 
PopSize  20 
2r (partners’ number)  6 
try_Number  1,500 
MinStep  3 
MaxStep  6 
MaxC  0.55 
MaxIteration  1,000 
H  20 
p  0.05 
K  22 
Terminals x 
Function & Operators +, -, *, /, ln, exp, sin, cos, 
sqrt 
 
 
Fig. 4.5 Evolving algebraic expression. 
We also ran the proposed algorithm 50 times and de-
picted the average iterative curve in Fig. 4.6 in order to in-
vestigate its convergence. As shown in Fig. 4.6, the average 
curve quickly appears near the 0-error at approximately the 
300th iteration and almost touches the 0-error at approxi-
mately the 800th iteration. Finally, the average relative error 
(fitness) is exactly 1.375‰. This precision is satisfactory 
for most applications in science and industry. In other words, 
the proposed AFSA has a remarkable ability of converging 
to the optimal solution area of the solution space with high 
precision. 
 In order to investigate the robustness of the proposed 
algorithm, we did not randomly initialize the AF population. 
Instead, we initialized all of the AF individuals using the 
same expression, y = lnx. This is a very improper expression 
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for fitting the given data shown in Table 4.4. Not only that, 
the diversity of the initial population is extremely poor. 
Under this pre-condition, we ran the proposed algorithm to 
determine an expression that can fit the given data well. 
Since this task is very difficult, we set the parameter Max-
Iteration to 5,000 iterations, while leaving the rest of the 
parameters unchanged. As before, the function curve pre-
sented by the AF specimen during each time of iteration is 
depicted in Fig. 4.7.  
The curve of y = lnx, which is used to initialize AF in-
dividuals, can be found in Fig. 4.7. At the first iteration, the 
curves of the entire population were the same, i.e., y = lnx. 
This is why the curve of y = lnx appears in Fig. 4.7. Apart 
from this, we can also see that the fit of the evolving solu-
tion for the given data improves until finally coinciding 
with the given data, despite of the extremely poor diversity 
of the initial population. In addition, we also depicted the 
average iterative curve of 50 runs in Fig. 4.8. This figure 
shows that the average curve gradually approaches the 
0-error and that the final average relative error (fitness) is 
1.04%. Although the average precision is not extremely 
high, it is still high enough for many applications in science 
and industry. Moreover, it is essential to restate that this 
precision is obtained through an extremely difficult test, 
because the diversity of the initial population is extremely 
poor. Based on this investigation, we can state that the pro-
posed AFSA has excellent robustness. 
 
Fig. 4.6 Average curve. 
 
Fig. 4.7 Evolving algebraic expression. 
 
Fig. 4.8 Average curve. 
 In the present study, a penalty-based fitness evaluation 
function is adopted because we consider the concision as a 
constraint for symbolic regression. For investigating the 
effectiveness of the constraint, we ran the proposed AFSA 
with different values of parameter K, which is the upper 
bound of the number of nodes of the parse tree represented 
by AF individuals. Apart from parameter K, the other pa-
rameters of the proposed algorithm were left unchanged. 
Namely, their values are the same as that in Table 4.5. The 
obtained solutions for different constraints are demonstrated 
in Table 4.6. As the value of parameter K decreases, the 
obtained expressions become increasingly compact. How-
ever, the precisions with which these expressions fit the 
given data are the same, namely, 0-error. This indicates that, 
owing to the adoption of the penalty-based fitness evalua-
tion function, the proposed AFSA can effectively determine 
a compact solution expression. This performance is signifi-
cant. A compact expression is always easier to understand 
and explain. 
4.3.2 Comparison with GEP 
The improved performance of GEP, as compared to GP, has 
resulted in GEP being the best known approach for sym-
bolic regression. In order to justify the advantage of the 
proposed AFSA, as compared to GEP, we experimented on 
two algorithms with a symbolic regression problem from 
Ref. [138]. The given data are shown in Table 3 of Ref. 
[138]. 
 We first used the proposed AFSA to find out the exact 
functional relationship. Here, the options of the parameters 
of the proposed algorithm are shown in Table 4.7. Figure 
4.9 shows the evolution progress of the best algebraic ex-
pression, during execution of the algorithm. Based on this 
figure, we can see that the proposed AFSA finally obtained 
a solution that fits the given data perfectly after a series of 
evolutions. The obtained exact expression is as follows: 
 
2
2
2 2
0.618 0.811 0.811
3
0.618
0.618 1.112ln( )
10
sinln
x
xx
e
y x ee


 
 
  
    
    
         
 . 
0 100 200 300 400 500 600 700 800 900 1000
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Iteration
F
it
n
e
s
s
0 2 4 6 8 10 12 14 16 18 20
-20
-15
-10
-5
0
5
10
15
20
Independent variable - X
D
e
p
e
n
d
e
n
t 
v
a
ri
a
b
le
 -
 Y
 
 
Data set
Evolving function
Optimal function
y=lnx
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Iteration
F
it
n
e
s
s
 Chapter 4 Application of an Artificial Fish Swarm Algorithm in Symbolic Regression 
37 
 
 
Table 4.6 Solutions for different constraints K. 
1 
Set K = 25, k = 24 in fact 
 
sin ln
cos
cos cos cos( )
xx
x x
x
x x
x
e
 
 
 
 



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Set K = 22, k = 22 in fact 
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/, *, ext, x, cos, +, x, exp, exp, sin, sin, x, x, x, sin, *, *, /, 
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Table 4.7 Options of the parameters of the proposed AFSA. 
PopSize  20 
2r (partners’ number)  6 
try_Number  3,000 
MinStep  3 
MaxStep  6 
MaxC  0.55 
MaxIteration  5,000 
H  30 
p  0.05 
K  35 
Terminals x, 0.811, 0.618, π, 1.112, 2, 
0.5 
Function & Operators +, -, *, /, ln, exp, sin, cos, 
sqrt, sq, cub, pow10, abs 
 
 
Fig. 4.9 Evolving algebraic expression. 
 For comparison, we also show the exact expression 
obtained by GEP as follows [138]: 
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. 
Since Ref. [138] adopts a different fitness evaluation func-
tion from that adopted in our proposed AFSA, we cannot 
compare the quality of the solutions obtained by the pro-
posed AFSA and GEP by directly comparing the fitness of 
the solutions. Therefore, in order to compare the precision 
of the obtained solution with that obtained by GEP [138], 
we showed the function curves of the two solutions in Fig. 
4.10, which is an overall comparison. As shown in the fig-
ure, it is almost impossible to distinguish which algorithm 
provides the better solution. However, if we zoom in, as 
shown in Figs. 4.11 (a), 4.11 (b), and 4.11 (c), comparison 
of the algorithms indicate that our proposed AFSA fits the 
given data better than GEP. This indicates that the proposed 
AFSA has a better ability to search for solutions with high 
quality. 
 Reference [140], by introducing a new representation 
scheme based on prefix notation that overcomes the original 
GEP’s drawbacks, presented an improved GEP, referred to 
as P-GEP, which has faster convergence with higher accu-
racy than the general GEP. In order to compare the conver-
gence performance of our proposed algorithm with that of 
P-GEP, we also implemented P-GEP in C++. We tested both 
P-GEP and our proposed AFSA with a simple symbolic 
regression problem provided in literature [140]. The simple 
symbolic regression problem is shown in Eq. (4-6), 
3 2
3 ( 1) 2 ( 1) ( 1)y x x x        .  (4-6) 
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Fig. 4.10 Comparison at large 
Table 4.8 Options of the parameters of the both algorithms for test. 
Parameters 
of 
AFSA 
PopSize  20 
2r (partners’ number)  6 
try_Number  1,500 
MinStep  3 
MaxStep  6 
MaxC  0.55 
H  35 
Parameters 
of 
P-GEP 
PopSize 1,000 
Chromosome size 128 
Pc 0.7 
Pm 0.02 
Pr 0.02 
Common 
parameters 
Computing time /sec 5.0 
Terminals 1, 2, 3, 5, 7 
Function & Operators +, -, *, / 
 
A set of twenty-one fitness cases equally spaced along the x 
axis from −10 to 10 were chosen for the test. The options of 
the parameters of the two algorithms for testing are shown 
in Table 4.8. Hereinto, except for very few parameters, the 
most ones for P-GEP are set with the same option as Ref. 
[140], and the most parameters for our proposed AFSA are 
set with the same option as shown in Table 4.5. 
 In this test, since the fitness of a solution in P-GEP is 
defined as residual, instead of what we defined in Sect. 
4.2.2, we couldn’t intuitively compare the convergence pre-
cision by the iterative curves unless a common fitness func-
tion could be adopted for both P-GEP and the proposed 
AFSA. We thus used Eq. (4-2) to be the fitness function of 
both P-GEP and our proposed AFSA. And the reason why 
we did not use Eq. (4-4) here is that the representation 
scheme of the parse tree adopted in P-GEP does not support 
our proposed counting algorithm based on Eq. (4-3). Obvi-
ously, such modification helps to intuitively compare the 
convergence precision by the iterative curves, but will not 
influence the searching ability of both P-GEP and our pro-
posed AFSA at all. In addition, since the time complexity of 
our proposed AFSA is far different from that of P-GEP, the 
 
(a) Local comparison 1 
 
(b) Local comparison 2 
 
(c) Local comparison 3 
Fig. 4.11 Local comparisons 
runtime of the proposed AFSA is accordingly different from 
that of P-GEP, even if we allow the both algorithms run the 
same iterations. Therefore, to be fair, the iterative curves 
with respect to CPU-time (s), instead of the number of iter-
ations, were plotted. We respectively ran P-GEP and the 
proposed AFSA for 50 times for the above mentioned prob-
lem instance. Each run of each algorithm was allowed to 
run 5 seconds. The iterative curve of each run was depicted 
in Fig. 4.12. 
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Fig. 4.12 Comparison between P-GEP and AFSA on the iterative curves 
with respect to CPU-time (s) 
 As shown in Fig. 4.12, the most of the iterative curves 
of the proposed AFSA decline more quickly than those of 
P-GEP. This obviously indicates that the AFSA has a faster 
convergence speed, comparing with P-GEP. Beyond this, 
from the perspective of the convergence precision, our pro-
posed AFSA also performed a remarkable performance, 
which is obviously superior to P-GEP. From this figure, we 
can see that all the runs of our proposed AFSA finally 
achieved near-0-error within 5.0 seconds, while the most 
runs of P-GEP didn’t. In addition, the iterative curves of the 
50 runs of the proposed AFSA are relatively more concen-
trated, while those of P-GEP are dispersed. This means that 
our proposed AFSA also possesses a better stability. 
 Time of evaluating fitness is a commonly used index 
for estimating evolutionary algorithms’ search efficiency. 
Since a candidate solution’s fitness will always be evaluated 
when it was searched by algorithms, the more times of 
evaluating fitness mean that the more points in solution 
space are searched. In other word, the larger region in solu-
tion space is explored by the algorithms. Obviously, an 
evolutionary algorithm with the searching mechanism of 
high-efficiency should be able to return a high-quality solu-
tion but only explore as smaller region in solution space as 
possible. In consideration of this, for further investigating 
our proposed AFSA’s optimization mechanism from this 
perspective, we also relatively depicted 50 iterative curves 
with respect to fitness evaluation times of our proposed 
AFSA and those of P-GEP in Fig. 4.13. These iterative 
curves are based on the same test as the previous one. The 
only difference is that the pausing condition of the tested 
algorithms for this comparison is the 200,000 times of 
evaluating fitness. From Fig. 4.13, we can see that the pro-
posed AFSA still performed better than P-GEP on the aspect 
of search efficiency. Within 200,000 times of evaluating 
fitness, most of the iterative curves of our proposed AFSA 
converged to a higher accuracy than those of P-GEP. This 
indicates that, although the proposed AFSA explored the 
same sized solution region as P-GEP, it can still return a 
solution superior to that returned by P-GEP. In other word, 
 
Fig. 4.13 Comparison between P-GEP and AFSA on the iterative curves 
with respect to fitness evaluations 
 if our proposed AFSA and P-GEP severally return a solu-
tion with the same quality, our proposed AFSA may only 
need to explore relatively smaller solution region. Obvious-
ly, our proposed AFSA, as compared to P-GEP, is more 
effective. 
The previous simulation experiments exhaustively in-
vestigated our proposed AFSA’s performances on various 
aspects. According to the comparisons with the general GEP 
and the improved P-GEP, we can declare that our proposed 
AFSA obviously performed better than GEPs, no matter on 
the aspect of the convergence precision, or that of the con-
vergence speed, even that of the stability and the search 
efficiency. 
4.3.3 Investigation on the behaviors 
In this chapter, several behavior operators, i.e. avoiding, 
preying, following, and randomly moving, are proposed. All 
these behaviors are implemented according to an adopted 
behavioral strategy. For investigating the effects of these 
proposed behavior operators, we respectively ran the pro-
posed algorithm to solve the same symbolic regression in-
stance as Eq. (4-6) without avoiding, preying, following, 
and randomly moving. For each case, we ran the algorithm 
for 50 times and each run was allowed to last 5.0 seconds. 
In order to depict the average iterative curves for the cases 
with respect to CPU-time (s), we sampled the fitness of the 
best AF individual among the AF population every 0.005s 
and the average iterative curves are shown in Fig. 4.14. To 
be a standard, the average iterative curve of 50 runs of the 
intact AFSA was also depicted. 
 As what we see from Fig. 4.14, due to the deletions, 
the performances of the algorithm respectively drop to var-
ying extent. Thereinto, the performance of the algorithm 
without preying behavior operator drops most, followed by 
that without following, avoiding, and randomly moving. 
This indicates that preying behavior is the most important 
operator for our proposed AFSA, and is the basis of con-
vergence. This conclusion coincides with the viewpoint of 
Ref. [34]. Apart from preying behavior, following behavior 
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Fig. 4.14 Investigation on behavior operators. 
 is another very important operator for the proposed algo-
rithm, in consideration of the poor performance of the algo-
rithm without following behavior. Although preying behav-
ior is the basis of convergence, it is only local search. When 
implementing preying, AF individuals only move in their 
own visual field. Instead, performing following behavior 
makes it possible to spread superior schema of genotype 
from an AF individual to the others. Such a mechanism 
makes our proposed algorithm possess the ability of global 
search. As for avoiding behavior and randomly moving be-
havior, they are also indispensable, although they seem not 
as important as preying and following. From Fig. 4.14, it is 
not hard to see that, no matter avoiding behavior or ran-
domly moving behavior, each of them really helps to im-
prove the performance of our proposed algorithm. 
4.4 Discussion and Analysis 
4.4.1 Option of parameters 
There are several important parameters in the proposed 
AFSA, and the performance of the proposed algorithm de-
pends on the rational option of the parameters. Therefore, it 
is necessary to discuss how to reasonably set the parameters 
in order to obtain the maximal performance. Until now, to 
the best of our knowledge, there is no consensus on how to 
properly set the parameters of AFSA. Moreover, some con-
cepts of the proposed algorithm are completely different 
from the general AFSA. Therefore, we have to set parame-
ters according to our experience and the property of the 
problem to be solved. 
(1) PopSize – AFSA is a swarm intelligence-based algo-
rithm. In order to ensure that AF individuals can collabora-
tively search the solution space, a certain scale population is 
essential. Usually, we set the PopSize according to the dif-
ficulty of the problem. A large PopSize can be used to solve 
difficult problems, whereas a small Population can be used 
to solve easy problems. A rational range for PopSize is be-
tween 20 and 100. 
(2) try_Number – This parameter is the number of times 
that an AF individual randomly tries a new position in its 
own visual field. A larger try_Number allows an AF indi-
vidual to more fully explore its own visual field, as com-
pared with a smaller try_Number. On the other hand, a 
larger try_Number usually results in more time consump-
tion when preying. According to the property of the prob-
lem, we should set an appropriate value, such that we could 
well balance the time consumption and the intensity of ex-
ploration. 
(3) MinStep and MaxStep – These two parameters are, re-
spectively, the lower bound and the upper bound of random 
step-length of an AF individual moving. According to our 
optimization experience, a shorter step-length usually caus-
es an AF individual to obtain a solution with high precision, 
whereas a longer step-length causes the algorithm to con-
verge quickly but prematurely. Therefore, we tend to allow 
AF individual moves with relatively shorter random 
step-length. That is why we respectively set MinStep=3 and 
MaxStep=6 so that the random step-length will be relatively 
shorter. Of course, the interval is not completely absolute 
and depends on the problem. 
(4) 2r (number of partners) and MaxC – The number of 
partners, 2r, can be set to be approximately 1/3 of Popula-
tion. In addition, the rational value of MaxC can be set in a 
relatively wide range of from approximately 0.4 to ap-
proximately 0.7. 
(5) Other parameters (H, p, K, etc.) – Freely set the values 
of these parameters according to the requested precision 
and concise degree of the conceivable expression. 
 As discussed above, generally speaking, the proposed 
AFSA is not very sensitive to the parameters. Therefore, we 
can set the values of these parameters relatively freely in a 
relatively wide range, according to the properties of the 
problem. 
4.4.2 Analysis of behaviors 
In AFSA, each AF individual is an agent that searches the 
solution space through performing a few behaviors, which 
are a few search patterns in essence. Randomly moving 
behavior is the simplest search pattern and is a completely 
random search in the local solution region of the current AF 
individual. Therefore, randomly moving plays a similar role 
to the mutation operator in GA. The abovementioned local 
solution region is the set of solutions that have the same 
parse tree structure as the current AF individual. Preying 
behavior is a type of local search by repeatedly and ran-
domly trying new positions in the local solution region. It is 
not difficult to see that both preying and randomly moving 
belong to the individual behaviors rather than social behav-
iors. When performing either preying behavior or randomly 
moving behavior, an AF individual does not learn or imitate 
optimization experiences from its partners. Instead, it ex-
plores on its own. The result of exploring in this way de-
pends on fortune. Therefore, individual behaviors are inef-
ficient. In addition, neither preying nor randomly moving 
can change the parse tree structure represented by an AF 
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individual. In other words, either of them is simply a local 
search pattern. However, even with what we talked above, 
these behaviors are still very important for the proposed 
algorithm, just as we concluded from Fig. 4.14. Based on 
searching via individual behaviors, AF individuals share 
and use each other’s optimization experiences to tremen-
dously enhance the searching efficiency through social be-
haviors, which are, respectively, following behavior and 
avoiding behavior. Thus, an AF individual learns optimiza-
tion experience from the best individual among its partners 
and uses the obtained optimization experience to improve 
itself through following behavior. The optimization experi-
ence is in fact the chosen gene-bits from the superior part-
ner, according to the description of the following behavior, 
as described in Section 4.2.4 (3). Because of directly and 
conveniently obtaining the beneficial experience from the 
superior partner, rather than randomly exploring on its own, 
the search efficiency is significantly increased. Moreover, 
the obtained experience (i.e. gene-bits) also makes an AF 
individual move from a local solution region into another 
because the obtained new gene-bits may result in the parse 
tree structure represented by the AF individual changing. 
According to the above two features, following behavior is 
a very important search pattern for exploiting the solution 
space. As for avoiding behavior, when an AF individual 
performs such a behavior in order to avoid overcrowding, 
various new parse tree structures may be created. This is 
beneficial to maintain the diversity of parse tree structures 
throughout the population. In avoiding behavior, the expe-
riences of partners are also used, not for imitating, but for 
innovation. Based on the above considerations, it is not dif-
ficult to see that following behavior and avoiding behavior 
are two different methods of AF individuals collaborating. 
 Through a behavioral strategy, the four behaviors are 
organized in order to form a good optimization mechanism 
from the bottom up. The behavioral strategy maintains a 
good balance between the exploration and the exploitation. 
4.4.3 Analysis of computational overhead 
Always, AFSA is considered to have high computational 
overhead. This has been pointed out by several researchers 
[67]. Preying behavior may be a primary cause for this 
viewpoint, in consideration of the as many as try_Number 
times of random tries when preying. The discussion of this 
part is to analyze the computational overhead of our pro-
posed AFSA, from the perspective of fitness evaluation 
times. 
 Theoretically, according to the step (3) of the algo-
rithms steps described in Sect. 4.2.5, the times of fitness 
evaluations during each iteration sums up to the value of 
PopSize×(1+try_Number+try_Number+1) in the worst case. 
Generally speaking, try_Number is set as a large value, e.g. 
try_Number = 1,500 in Tables 4.5 and 4.8, try_Number = 
3,000 in Table 4.7. In this case, the total times of fitness 
evaluations during each iteration are very many, such that 
the viewpoint seems reasonable. However, this is certainly 
not the case. That is because, the various behaviors per-
formed by AF individuals are interacted on each other, and 
there are also a few other uncertain factors which impact 
the times of evaluations in several behaviors. We take 
preying behavior as an example to explain. Although the 
maximum times of an AF individual trying new positions 
reach to try_Number, it in fact does not have to try so many 
in most cases. Usually, even for very complicated problem 
instances, an AF individual may get a new position by only 
dozens of random tries. Namely, the times of fitness evalu-
ations needs dozens of times only, rather than try_Number 
times. Taking following behavior as another example, only 
when an AF individual is superior to its all partners can it 
perform preying behavior in substitution of following be-
havior. Not only that, according to the description of the 
behavioral strategy, an AF individual implements following 
behavior only when it didn’t improve through preying. 
Namely, whether an AF individual implements following 
behavior also depends on the result of preying behavior. 
Obviously, this complicated nesting relationship makes it 
difficult even impossible to clearly clarify the exact times of 
fitness evaluations during each iteration. 
However, although it is impossible to obtain the real 
times of fitness evaluations during each iteration by theo-
retical calculation, we could perform a simulation experi-
ment to learn that. We ran our proposed AFSA for a simple 
symbolic regression problem for 1000 times and depicted 
the curve of the average times of fitness evaluations with 
respect to iterations in Fig. 4.15. From this figure, we see 
that the average times of fitness evaluations obviously de-
creased from about 6,000 times to about 4,000 times before 
about 100th iteration and maintained at about 3,600 times 
after about 250th iteration. In this simulation, the parameter 
PopSize is set to 20, while the try_Number is set to 1,500. 
Theoretically, in the worst case, the maximum times of 
evaluations during each iteration should sum up to the value 
of 60,040 times. However, the average (i.e. 3,600 times) is 
far less than the theoretical 60,040 times. Therefore, the 
computational overhead of our proposed AFSA is actually 
not as high as that is always considered. 
 
Fig. 4.15 Investigation on the times of fitness evaluations with respect to 
iterations. 
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4.5 Chapter Summary 
This chapter presents an AFSA for solving the symbolic 
regression problem. To the best of our knowledge, studies 
on the usage of AFSA in symbolic regression have not yet 
been reported before this study. The purpose of this study is 
to investigate AFSA’s applicability to symbolic regression. 
In this study, we use the gene expression scheme in 
GEP to represent AF individuals, since the gene expression 
scheme in GEP is a brilliant approach for encoding a parse 
tree. Unlike other studies on symbolic regression, we con-
sidered both the accuracy and concision of the solution ex-
pression. Thus, we designed a penalty-based fitness evalua-
tion function that considers the number of nodes of the 
parse tree represented by an AF individual as a constraint, 
such that AF individuals can be more reasonably evaluated. 
Under such a constraint, the obtained solution expression 
does meet the demands of both accuracy and concision. 
Before describing the proposed algorithm, we first defined 
several important concepts and then described them in de-
tail. Based on the defined conceptions, we defined four be-
haviors and detailed the description of these behaviors, in-
cluding randomly moving behavior, preying behavior, fol-
lowing behavior, and avoiding behavior. Through the pro-
posed behavior strategy, the four behaviors are organized 
together to form a well-run optimization framework. In or-
der to investigate the performance of the proposed algo-
rithm with respect to various aspects, we tested the pro-
posed algorithm through exhaustive simulation experiments. 
The detailed results obtained in the simulation experiments 
indicate that the proposed algorithm can obtain a high-
er-precision solution with quicker convergence, as com-
pared with GEPs. Beyond this, the proposed algorithm also 
exhibited remarkable robustness. 
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5. A New Artificial Fish Swarm Algorithm for the Multiple 
Knapsack Problem 
A new artificial fish swarm algorithm (AFSA) for solving the multiple knapsack problem (MKP) is introduced in this 
chapter. In the proposed AFSA, artificial fish (AF) individuals are only allowed to search the region near constraint 
boundaries of the problem to be solved. For this purpose, several behaviors to be performed by AF individuals, including 
escaping behavior, randomly moving behavior, preying behavior and following behavior, were specially designed. Exhaus-
tive experiments were implemented in order to investigate the proposed AFSA’s performance. The results demonstrated the 
proposed AFSA has the ability of finding high-quality solutions with very fast speed, as compared with some other ver-
sions of AFSA based on different constraint-handling methods. This study is also meaningful for solving other constrained 
problems. 
                                                                                               
5.1 Multiple Knapsack Problem 
The multiple knapsack problem (MKP), a generalization of 
the 0-1 knapsack problem, is a classical and fundamental 
problem in combinatorial optimization. Applications of 
MKP appear in many domains, such as multiprocessor 
scheduling [141], continuous-call double auctions [142], 
and vehicle/container loading [143]. Owing to its great val-
ue for both applications and theoretical research, MKP has 
attracted a large number of researchers. They have proposed 
not only various algorithms for solving MKP but also sev-
eral new variations of the original MKP for new applica-
tions [144, 145]. In this chapter, we focus on the original 
MKP. 
 According to MKP’s 0-1 linear programming (LP) 
model [146], an instance of MKP with m knapsacks and n 
items has 2mn candidate solutions. Among the 2mn candidate 
solutions, most of them are infeasible while the feasible 
region of the solution space is overly non-convex. That 
makes MKP very difficult to solve. When solving it by the 
exhaust algorithm, the algorithmic complexity will reach 
O(2mn) in the worst-case scenario, where O(2mn) is not a 
polynomial time complexity. As m and n increase, the 
problem’s solution space accordingly further expands. In 
this case, it would take exhaust algorithm several years, 
even decades, to obtain the exact optimal solution, even if 
on the fastest computer. The exhaust algorithm was thus not 
suitable to solve large-scale instances of MKP. Dynamic 
programming approaches also require strictly exponential 
time consumption. Therefore, during the last three decades, 
several branch-and-bound algorithms for solving MKP 
were proposed to reduce the search space for improving the 
searching efficiency [146, 149, 150]. Ref. [146] proposed a 
complicated branch-and-bound-based algorithm, which may 
eventually guarantee to return the exact optimal solution for 
a large scale MKP instance. However, the time consumption 
required for a single run to terminate may still be excessive 
for more difficult instances. Also, because it was specifi-
cally designed for problems where the quotient n/m is rela-
tively large, it is badly suited for problems where n/m is less. 
Conversely, the algorithms in Refs. [149] and [150] are 
suited only for problems with many knapsacks and few 
items, but inappropriate for problems where n/m is rela-
tively large. In fact, MKP is NP-hard in the strong sense 
[147, 148]. Thus, for MKP, no exact algorithm with poly-
nomial time exists, unless P = NP. 
 Unlike the above-mentioned exact algorithms, ap-
proximation algorithms belong to another train of thought 
for solving MKP. These approximation algorithms can 
guide the search by adopting a special heuristic rule. Sever-
al approximation algorithms have been proposed; see, e.g., 
the algorithms in Refs. [151] and [152], both of which 
adopt greedy rule, because it is very close to people’s re-
al-life optimization experience. Generally speaking, owing 
to the guidance from the adopted heuristic, approximation 
algorithms could usually return a superior solution within a 
very short time. However, they almost never return the ex-
act optimal solution, and sometimes even return an inferior 
one, since the adopted heuristic rule will not always be rea-
sonable for each instance of MKP. 
 It is obvious that exact algorithms always suffer from 
exponential time consumption with large scale instances of 
MKP, while approximation algorithms have no bound on 
how poorly they may perform. For this reason, in recent 
years, researchers have looked to population-based intelli-
gence algorithms because of their numerous advantages, 
including global optimization capability, quick convergence, 
good robustness, and easy implementation. So far, numer-
ous population-based intelligence algorithms for solving 
MKP have been reported, e.g. genetic algorithm (GA) 
[153-155], ant colony optimization (ACO) [156], and artifi-
cial fish swarm algorithm (AFSA) [93]. These algorithms 
cannot only obtain a much better solution than do approxi-
mation algorithms, but they also consume far less time than 
the exact algorithms. Especially the AFSA presented in Ref. 
[93], it even far outperformed GA. As a matter of fact, 
AFSA had been successfully used to solve many compli-
cated problems and demonstrated far better performance 
than either GA or particle swarm optimization (PSO) [69, 
92, 94, 139]. For this reason, we propose a new AFSA for 
solving MKP in this chapter. 
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We assume n items, each having an associated profit pj 
and a weight wj, and m knapsacks of distinct capacities ci, 
i=1,…,m. The task of MKP is to determine how to select m 
disjoined subsets of items such that subset i fits into capac-
ity ci, the total profit of the selected items is maximized, and 
the total weight assigned to each knapsack does not exceed 
its capacity. Each item is either assigned to one of the 
knapsacks or rejected. The mathematical model of MKP can 
be formally defined as the 0-1 LP problem [146]: 
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where xij=1 if the item j is assigned to knapsack i, and xij=0 
otherwise. It is usual to assume that the associated profit pj, 
the weight wj, and the capacity ci are positive integers, and 
in order to avoid trivial cases we require that, 
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5.2 Related Works 
One key to using AFSA to successfully solve the MKP is to 
employ a compact representation scheme to encode AF 
individuals. Another key is to employ an appropriate way to 
handle constraints, because MKP is an overly constrained 
problem. This section was to review the related works on 
the two aspects so far. 
5.2.1 Representation schemes 
(1) Multi-value coding scheme 
As we have introduced in Sect. 5.1, the MKP’s candi-
date solution space of contains 2mn candidate solutions, 
where n represents the number of items and m represents 
the number of knapsacks. It is absolutely a huge solution 
space for any algorithm. And yet, a kind of representation 
scheme employed in Refs. [93, 154, 155] could compress 
the solution space such that the search region could be 
greatly reduced. This representation scheme marks each 
item with the serial number of the knapsack into which the 
item is packed. As an example, consider an instance with 6 
items and 3 knapsacks. A candidate solution such as (0, 2, 1, 
0, 3, 2) shows that item 1 and item 4 are not packed into 
any knapsack, item 2 and item 6 are packed into knapsack 2, 
item 3 is packed into knapsack 1, and item 5 is packed into 
knapsack 3. In this case, the constraint from the 
non-equality (5-3) no longer exists. More importantly, the 
number of the candidate solutions become (m+1)n, which is 
far less than 2mn. 
Proof.  ∵MKP → m > 1 
   ∴2m > m + 1 
   ∴2mn = (2m)n > (m + 1)n 
 Obviously, the above-mentioned scheme can compress 
the solution space of the problem to be solved. It is indeed 
compact and highly efficient. 
(2) Intuitional representation scheme 
Comparing with the forenamed representation scheme, 
Ref. [153] employed a far different one, which is intuitional. 
According to this scheme, a candidate solution can be rep-
resented by a list of groups {g1, g2,…, gm}, where gj denotes 
a set of items assigned into the jth knapsack (1 ≤ j ≤ m). For 
instance, consider an instance with 3 knapsacks and 13 
items labeled with indices from among a, b, c, …, m. Then 
a list of groups, such as {(a, b, c), (d, e, f), (g, h, i), (j, k)}, is 
a very intuitional representation of a candidate solution, 
where the first knapsack contains items with indices a, b, 
and c, the second knapsack contains the items with indices 
d, e, and f, and so on. The advantage of such representation 
scheme is its visualization, but this scheme is sometimes 
with ambiguity. Suppose we have another representation, 
{(c, b, a), (f, d, e), (h, i, g), (k, j)}. From the perspective of 
genotype, it is different from the previous representation. 
However, without considering the order of items in each 
knapsack, this representation is actually the same as the 
previous one on phenotype. This is the ambiguity caused by 
this representation scheme. Due to the ambiguity, each can-
didate solution actually has so many different genotypes 
that the solution space tremendously expanded. Because of 
this, the problem would become more difficult to solve. 
Moreover, since this kind of representation is of indefinite 
length, they are troublesome to operate. 
5.2.2 Constraint-handling methods 
(1) Penalty-based method 
So far, the penalty-based method has become the most 
commonly used constraint-handling method for solving 
constrained optimization problems [157, 158]. Its general 
principle is to convert the constrained problem to an uncon-
strained one. More specifically, it relaxes the problem’s 
constraints by adding a term to the objective function that 
consists of a penalty parameter and a measure of violation 
of the constraints. The measure of violation is nonzero 
when the constraints are violated and is zero otherwise. 
Although this is an easy constraint-handling method, how to 
determine an appropriate value for the penalty parameter is 
difficult. Since the obtained solution’s quality very much 
relies on the value of the penalty parameter, predefining an 
inappropriate value for the penalty parameter, either too 
small or too large, would result in inferior quality of the 
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obtained solution. Especially, too small value for the penal-
ty parameter would even make algorithm return an infeasi-
ble solution. This is because an infeasible solution near the 
constraint boundary may even be superior to the real opti-
mal one when they are evaluated by the penalty-based ob-
jective function with a too small penalty parameter. 
(2) Infeasible solution rejection-based method 
This method is also a popular option in many evolu-
tionary techniques. In this method, infeasible solution’s 
fitness is directly set to 0. Obviously, this method can be 
considered as a special case of the penalty-based method. 
So it is also called as “death penalty” method. Although it is 
very easy to implement, it performs bad for problems where 
the ratio between the sizes of feasible region and search 
region is small and an initial population consists of infeasi-
ble individuals only. 
(3) Repair method 
The repair method is another class of commonly used 
constraint-handling methods [155, 159, 160]. Unlike the 
penalty-based method tolerating infeasible candidate solu-
tions, the repair method, just as its name implies, repairs 
them instead. In general, repairing infeasible candidate so-
lutions always requires priori knowledge on the characteris-
tics of the problem to be solved. Taking the GA for solving 
MKP presented in Ref. [155] as an example, vaccine ex-
tracted from superior chromosomes were used to vaccinate 
lethal chromosomes, where the lethal chromosomes were 
the infeasible candidate solutions to be repaired and the 
extracted vaccine was in fact the required priori knowledge. 
But sometimes priori knowledge cannot be obtained at all. 
We still took the GA in Ref. [155] as an example. For those 
overly constrained instances of MKP, the population would 
likely consist of infeasible chromosomes only. In this case, 
no feasible chromosome could be used to extract vaccine, 
i.e. the priori knowledge. This is an unavoidable flaw of the 
repair method. 
(4) Feasible-solution-guaranteed method 
The feasible-solution-guaranteed method is much dif-
ferent from either the penalty-based method or the repair 
method. Its general principle is to restrict algorithm to 
search within the feasible region of the problem to be 
solved. This means that infeasible candidate solutions 
would not be generated during the optimization process. An 
AFSA for solving MKP presented in Ref. [93] employed 
such a method. Based on a specially designed heuristic rule, 
AF’s behaviors were redesigned in order to restrict AF in-
dividuals’ activities within the feasible region. As a result, 
no matter how AF individuals move, they would never get 
into the infeasible region of the problem to be solved. 
However, the specially designed heuristic rule was too 
complicated. That made the AFSA’s time consumption be-
came serious. 
5.2.3 Discussion on related works 
We had respectively reviewed the related works on various 
representation schemes and constraint-handling methods. 
For one thing, according to the above review, we thought 
the representation scheme employed in Refs. [93, 154, 155] 
was superior to the one employed in Ref. [153]. Therefore, 
we also employ the former scheme to represent AF indi-
viduals in our proposed AFSA. For another thing, the re-
viewed constraint-handling methods severally have various 
shortcomings. So we would employ none of them in our 
proposed AFSA. Thus, how to handle constraints became a 
pendent issue. 
Besides, we found these reviewed constraint-handling 
methods only focused on how to handle constraints, but 
ignored the utilization of constraints. As a matter of fact, 
constraints could be utilized to guide search, because opti-
mal solution is always strongly associated to constraints. In 
view of this, we propose a new constraint-handling strategy 
that utilizes constraints to guide search in Sect. 5.3 and to 
propose a new AFSA based on the mentioned strategy in 
Sect. 5.4. 
5.3 Novel Utilization of Constraint Boundary 
5.3.1 Symbolic relationship between optimal solution and 
constraint boundary 
As a matter of experiences, the optimal solution for a con-
strained optimization problem is usually located near the 
constraint boundary, as shown in Fig. 5.1 (a). This could be 
explained easily. 
Suppose that the optimal solution is not located near 
the constraint boundary, but far from that in deep interior of 
the feasible region. In this case, the optimal solution would 
    
(a) Optimal solution is located near constraint boundary 
 
(b) After constraint boundary contracted 
Fig. 5.1 Symbiotic relationship between optimal solution and constraint 
boundary. 
contracted 
constraint boundary
optimal solution
original
optimal solution
feasible region
infeasible region
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not become infeasible even if the constraint boundary con-
tracted inward more or less. In other word, the constraint 
has no effect at all. This is obviously contrary to the fact 
that MKP is an overly constrained problem. On the other 
hand, if the optimal solution is located near the constraint 
boundary, it would become infeasible after the constraint 
boundary contracted inward and another candidate solution 
could thus become the new optimal solution, as what we see 
from Fig. 5.1 (b). Please notice that the new optimal solu-
tion was actually not superior to the original one before the 
constraint boundary contracted. This is in accord with the 
experience that stricter constraint results in poorer solution. 
Besides, the new optimal solution is also located near the 
contracted constraint boundary. This exactly confirms our 
experience that, optimal solution and constraint boundary 
are usually symbiotic. 
5.3.2 Allowed search region and related definitions 
Actually, not only the optimal solution, but the most subop-
timal solutions are also located near constraint boundary. 
Namely, the region near constraint boundary is the promis-
ing region. Thus, our proposal is to make AF individuals 
only search the feasible region near constraint boundary, i.e. 
the red shaded region in Fig. 5.1 (a), instead of the entire 
solution space. We thought this would help to greatly im-
prove the search efficiency. 
Fig. 5.1 (a) is only a simple and abstract sketch map, 
while the real case of MKP is far more complicated because 
MKP has many constraints rather than one. For a problem 
with n items and m knapsacks, it has n decision variables 
and m constraints. Since we were to employ the same rep-
resentation scheme as Refs. [93, 154, 155], any candidate 
solution can be represented as a vector X = (x1, x2,…, xj,…, 
xn), where xj∈{0,1,2,…,m}. In this case, the problem’s so-
lution space is a hypercube of n dimensions and its feasible 
region is a closure space surrounded by m hyperplanes, 
where the hyperplane is generalized constraint boundary. 
For ease of description, we were to still use the expression 
of “constraint boundary” hereinafter. 
Definition 1 
If a feasible solution Xf = (x1, x2,…, xn) would become 
infeasible to problem’s kth constraint when we assign k to xj, 
where k∈{1,2,…,m} and xj = 0, the Xf is located near prob-
lem’s kth constraint boundary and the dimension j was re-
ferred to as a gap on the kth constraint boundary for Xf. 
Definition 2 
The allowed search region for AF individuals can be 
defined as a set, which consists of feasible solutions that are 
located near one or more constraint boundaries of the prob-
lem to be solved. And Def. 1 could be used as a criterion for 
judging whether a feasible solution is located near one or 
more constraint boundaries. 
5.3.3 How to make AF individuals only search within al-
lowed search region 
As we proposed in Sect. 5.3.2, the allowed search region for 
AF individuals is supposed to be the feasible region near 
one or more constraint boundaries. In AFSA, each AF indi-
vidual moves to a new spot in solution space by finishing 
behavioral strategy for once. Thus, to make AF individuals 
only search in the allowed search region is to insure the new 
spot where they moved to is still located in the feasible re-
gion near one or more constraint boundaries. 
Consider the two listed operations as below: 
(1) Operation on feasible X 
Assign k to xj, where k∈{1,2,…,m} and xj = 0; 
(2) Operation on infeasible X 
Assign 0 to xj, where xj = k and k∈{1,2,…,m}. 
Firstly, suppose the current AF individual X is feasible 
and is located near the kth constraint boundary. According to 
Def. 1, X must have one or more gaps on the kth constraint 
boundary, where the gaps can be represented by a set G. 
Under this assumption, we were to investigate the impact of 
performing the operation (1) on X. In case that X did not 
become infeasible after performing the operation (1), X’s 
dimension j must not be a gap, i.e. the dimension j ∉ G. In 
other words, none of G was changed. Thus, although X has 
moved to a new spot, it is still located near the kth constraint 
boundary according to Def. 1. On the other hand, in case 
that X became infeasible after performing the operation (1), 
X’s dimension j must be a gap on the kth constraint boundary, 
i.e. the dimension j∈G. Namely, X actually got into the 
infeasible region by swimming through the gap. Respecting 
the fact that X had been infeasible, we were to further in-
vestigate the impact of performing the operation (2) on X. 
As an inverse operation to the operation (1), the operation 
(2) could definitely be performed on the same dimension to 
make X get back into the allowed search region by swim-
ming through the same gap on the kth constraint boundary 
again. Besides, as a matter of fact, X may also swim 
through the other gaps to get back into the allowed search 
region. That is to say, to perform the operation (2) on one or 
more other dimensions of X may also make it become fea-
sible, where one of the dimensions must obviously be a gap 
on the kth constraint boundary. According to Def. 1, the new 
spot that X arrived at would be still located near the kth con-
straint boundary. 
According to the previous analysis, to perform the op-
eration (1) on feasible AF individual X or to further perform 
the operation (2) on X in case that it became infeasible re-
sulted by performing the operation (1), would make X move 
and arrive at a new spot that is still located in the allowed 
search region. In AFSA, the performed behavioral strategy 
by each AF individual contains various behaviors, while the 
behaviors are essentially the process of implementing a 
series of operations, including the operation (1) and the 
operation (2), on the vectors that represent candidate solu-
tions. Thus, as long as the behavioral strategy performed by 
AF individuals obeys the rules as below, the AF individuals 
would always search within the allowed search region. 
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Perform the operation (1) on X: 
Case A: X is still feasible → leave X unchanged; 
Case B: X becomes infeasible → perform the operation 
(2) on X: 
Case B-a: X becomes feasible → leave X unchanged; 
Case B-b: X is still infeasible → go on performing 
the operation (2) on X until it becomes feasible. 
Figure 5.2 is a brief demonstration about how an AF 
individual moves according to the behavioral strategy based 
on the forenamed rules. As shown in this figure, the AF 
individual may directly move from spot X1 to spot X2 by 
performing the operation (1) only, where either X1 or X2 is 
feasible spot near the kth constraint boundary. It may also 
move from spot X1 to an intermediate spot X3 in manner of 
swimming through the gap1 by performing the operation (1) 
and then further move from X3 to X4 in manner of swim-
ming through gap2 by performing the operation (2). Alt-
hough the intermediate spot X3 is out of the allowed search 
region, the finally arrived spot X4 is still located near the kth 
constraint boundary. In a word, after a series of operations, 
including operation (1) and (2), the moved AF individual 
can always be located near the constraint boundary. 
 
 
Fig. 5.2 Sketch map of an AF individual swimming through the gaps on the 
kth constraint boundary. 
5.4 Our Proposed AFSA for Solving MKP 
For ease of description, our proposed AFSA is referred to as 
ASR-AFSA, where ASR means “allowed search region”. 
We designed the related behaviors and a behavioral strategy 
of reflecting the mentioned rules in Sect. 5.3.3 for 
ASR-AFSA. This section describes them in detail. 
5.4.1 Description of behaviors 
(1) Escaping behavior 
Escaping is behavior in which an infeasible AF indi-
vidual escapes away from infeasible region and stops mov-
ing so long as it reaches the feasible region. For describing 
escaping behavior, we suppose that the current AF individ-
ual X was infeasible and was to perform escaping behavior. 
Firstly, all the overloaded knapsacks resulted in X be-
ing infeasible are needed to be determined. For an over-
loaded knapsack k, repeatedly take out the item whose val-
ue of p/w is the least among all the items inside knapsack k 
until knapsack k is no longer overloaded, where the opera-
tion of taking out an item j from knapsack k can be imple-
mented by assigning 0 to the jth dimension of X, i.e. the op-
eration (2) mentioned in Sect. 5.3.3. Go on implementing in 
this way until all the determined knapsacks become no 
longer overloaded. Then, leave X unchanged. 
(2) Randomly moving behavior 
Suppose that feasible AF individual X is located near 
one or more constraint boundaries. Randomly moving is 
behavior in which X moves r steps at random in solution 
space, where r is referred to as X’s step-length. 
To perform randomly moving behavior, the value of r 
should firstly be determined as r = min{Step, q}, where 
Step is a parameter of our proposed ASR-AFSA and q de-
notes the number of X’s dimensions whose values are 0. 
After that, randomly select r dimensions whose values are 0 
from X. Then respectively assign an random integer rnd to 
each selected dimension, where rnd obeys the uniform dis-
tribution between 1 and m, i.e. rnd ~ U(1, m). If AF indi-
vidual X did not become infeasible, leave it unchanged. 
Otherwise, it is allowed to perform escaping behavior for 
one time. Namely, escaping behavior is a default behavior 
of randomly moving behavior in case that AF individual X 
became infeasible. 
(3) Preying behavior 
Suppose that feasible AF individual X is located near 
one or more constraint boundaries. Preying is behavior in 
which X looks for a better spot X’ within its Step-limit and 
then moves to X’. 
When preying, AF individual X chooses a spot X’ at 
random within its Step-limit, i.e. Hamming-distance(X, X’) 
≤ Step. If the chosen X’ is superior to the current spot X, i.e. 
fitness(X’) > fitness(X), replace X by X’. That implies AF 
individual X moved to the new spot X’ and preying behav-
ior is finished. On the other hand, if fitness(X’) ≤ fitness(X), 
AF individual X was allowed to go on choosing other spots 
at random within its Step-limit until it tried no less than 
try_Number times, where try_Number is a predefined pa-
rameter of our proposed ASR-AFSA. In case that AF indi-
vidual X could always not obtain a better spot after 
try_Number times of tries, preying behavior fails and AF 
individual X was allowed to perform randomly moving be-
havior for one time. 
 It should be pointed out that the implementation of 
trying spots at random does not have to be specially de-
signed. Each tried spot within X’s Step-limit could be ob-
tained by making AF individual X simulate to perform ran-
domly moving behavior for once. 
(4) Following behavior 
In order to describe following behavior, we have to 
firstly introduce the concept of partners. When AF individu-
als move, some of them may form partnerships with each 
other. For the current AF individual X, any other AF indi-
vidual among the AF population who appears within X’s 
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Visual-limit is referred to as a partner of X, denoted as Xp. 
Namely, Hamming-distance(X, Xp) ≤ Visual. Among all 
partners of X, the most superior one is denoted as Xsp. On the 
base of the concept of partners, following can be described 
as behavior in which AF individual X swims toward its most 
superior partner Xsp. 
Suppose that feasible AF individual X is located near 
one or more constraint boundaries and has p partners, where 
p ≠ 0 and Xsp is the most superior one among the p partners. 
Given a parameter δ called congestion degree, if fit-
ness(Xsp) > fitness(X) and PopSize×δ > p, AF individual X 
was allowed to move r steps toward Xsp, where r = 
min{Step, q} as defined in randomly moving behavior. To 
implement that X moves r steps toward Xsp, firstly we need 
to randomly pick out X’s r dimensions of 0-value. Then 
assign each picked dimension with the value of the corre-
sponding dimension to it of Xsp. On the other hand, if fit-
ness(Xsp) ≤ fitness(X) or PopSize×δ ≤ p, AF individual X 
performs preying behavior instead. 
Exceptionally, if AF individual X has no partner at all, 
it is allowed to perform preying behavior. Besides, it must 
be pointed out that, escaping behavior is also a default be-
havior of following behavior in case that AF individual X 
became infeasible. 
5.4.2 Behavioral strategy 
The behaviors performed by AF individuals were various 
search patterns. AFSA’s optimization mechanism was based 
on them. However, AFSA was not an intelligent central 
dispatcher that controls each AF individual what and how to 
behave. As a matter of fact, each AF individual only needs 
to behave according to a simple predefined behavioral 
strategy and then swarm intelligence emerges. Nevertheless, 
in our proposed ASR-AFSA, the behavioral strategy is also 
supposed to reflect the rules we mentioned in Sect. 5.3.3. 
Actually, the employed behavioral strategy in our 
proposed ASR-AFSA had been implied by the nested rela-
tionship among various behaviors as the descriptions in 
Sect. 5.4.1. We used a flowchart to demonstrate it more 
clearly, as shown in Fig. 5.3. For one thing, this behavioral 
strategy well keeps balance among the various behaviors, 
i.e. following, preying, randomly moving and escaping. For 
another thing, according to the descriptions in Sect. 5.4.1, 
following, preying and randomly moving are implemented 
by performing the operation (1), while escaping behavior is 
implemented by performing the operation (2). It is obvious 
that our employed behavioral strategy reflects the rules 
mentioned in Sect. 5.3.3. 
5.4.3 Initializing AF individuals 
Usually, AF individuals are initialized at random. That 
cannot guarantee their initial distribution being within the 
allowed search region. However, in our proposal, AF indi-
viduals are supposed to be initialized near the problem’s 
constraint boundaries. Thus, a specific method of initializ-
ing an AF individual was to be introduced below. 
Assign a random integer rnd to each dimension of the 
AF individual to be generated, where rnd ~ U(1, m). Name-
ly, all the items are packed into knapsacks. Obviously, this 
AF individual must be infeasible. In this case, we only need 
to make this AF individual perform escaping behavior for 
one time to finally finish the generating procedure. 
Generating in this way, AF individuals must be feasi-
ble and located near the problem’s constraint boundaries, i.e. 
the allowed search region. Since the region near problem’s 
constraint boundaries is usually the promising region, to 
generate AF individuals in this way makes the generated AF 
individuals be probably very superior from the beginning 
even if they have not started to search yet. 
 
Fig. 5.3 Flowchart of AF individual X’s behavioral strategy. 
5.4.4 Algorithm Steps 
Sect. 5.4.1 described various behaviors to be performed by 
AF individuals. Sect. 5.4.2 demonstrated how the behaviors 
were organized together via the employed behavioral strat-
AF individual X's behavioral
strategy starts
Randomly moving
Preying
Escaping
Following
If X has no partner?
No
If X became
infeasible?
AF individual X's behavioral
strategy ends
If PopSize×δ>p and
fitness(Xsp)>fitness(X)?
Yes
If preying fails?
No
Yes
Yes
No
No
Yes
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egy. Sect. 5.4.3 introduced a method of initializing AF indi-
viduals. In this subsection, how to structure our proposed 
ASR-AFSA was to be introduced. 
In ASR-AFSA, an AF specimen was set to hold the 
most superior AF individual during each iteration. It played 
a role as the elitist chromosome in GA. During each itera-
tion, each AF individual firstly performs the various behav-
iors according to the behavioral strategy demonstrated as 
Fig. 5.3. Then its fitness was evaluated, where the value of 
its fitness is the total profit of the items packed into knap-
sacks. After that, the AF specimen should be replaced by it 
in case that it is superior to the AF specimen. When all the 
AF individuals among the AF population finished the fore-
named procedure for one time, once iteration finished. Fi-
nally, output the AF specimen as the obtained solution when 
all the iterations finished. The aforesaid framework can also 
be described as the undermentioned pseudocode. 
(0) Initialize AF[PopSize] and evaluate AF[i].fitness, where 
i = 0, …, PopSize−1; 
(1) Set an AF-specimen; 
(2) for iteration ← 1 to MaxIteration 
 |  for i← 0 to PopSize − 1 
 |  |     AF[i].BehavioralStrategy(); 
 |  |     Evaluate AF[i].fitness; 
 |  |     if (AF[i].fitness > AF-specimen.fitness) 
 |  |     |     AF-specimen = AF[i]; 
 |  |     end if 
 |  end for 
 end for 
(3) Output AF-specimen. 
 It must be pointed out that, step (2) employed the 
maximum iteration number, i.e. MaxIteration, to be the ter-
minate condition. Actually, runtime can also be used as a 
terminate condition according to the application scenarios. 
5.5 Simulation 
We implemented our proposed ASR-AFSA in C++. All the 
simulation experiments in this section were tested on a 
computer with an Intel Core i7-3520M 2.90 GHz CPU and 
7.73 GB of RAM. The operating system running on this 
computer was Windows 7 sp1 (x64). 
5.5.1 Comparison with AFSAs based on other con-
straint-handling methods 
This subsection is to verify how well our proposed 
ASR-AFSA could perform. In Sect. 5.2.2, we had reviewed 
several commonly used constraint-handling methods when 
solving constrained problems by intelligence algorithms. 
The ASR-AFSA is obviously based on a far different con-
straint-handling strategy from them. In order to compare 
with the ASR-AFSA, we implemented various versions of 
AFSA based on those reviewed constraint-handling meth-
ods in C++, including a penalty-based AFSA (P-AFSA), a 
death penalty-based AFSA (DP-AFSA), a vaccine-based 
AFSA (V-AFSA) and a feasible-solution-guaranteed AFSA 
(FSG-AFSA) [93]. 
We also randomly generated 108 instances of MKP to 
test all above-mentioned versions of AFSA. These instances 
respectively belong to three different types, i.e. uncorrelated 
data instances, weakly correlated data instances and strong-
ly correlated data instances. And each type is for different 
ranges R=100, 1000 and 10000. 
(1) Uncorrelated data instances: pj and wj are randomly 
distributed in [10, R]. 
(2) Weakly correlated data instances: wj is randomly dis-
tributed in [10, R] and pj is randomly distributed in [wj 
– R/10, wj + R/10]. 
(3) Strongly correlated data instances: wj is randomly dis-
tributed in [10, R] and pj is set to wj + R. 
As for their constraints, the following two classes of 
knapsacks’ capacities are considered: 
(1) Similar capacities have the capacities ci randomly dis-
tributed in 
11
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Since all the tested algorithms are essentially AFSA, 
they certainly have several common parameters. These pa-
rameters were tuned as below: 
PopSize=20, Visual=20, Step=10, try_Number=100, δ=0.4. 
Besides, the FSG-AFSA has no the parameter Step and 
the P-AFSA has an extra parameter PF, i.e. penalty factor, 
which was set as 10. 
Exceptionally, as we had reviewed in Sect. 5.2.2, either 
the death penalty-based method or the vaccine-based 
method works badly in case that the initialized population 
consists of infeasible individuals only. In consideration of 
this, to prevent all the initialized AF individuals from being 
infeasible, we specially initialized AF individuals by as-
signing 0 to AF representation’s dimensions in probability 
0.95 for DP-AFSA and V-AFSA. 
We ran each algorithm 10 times for each generated in-
stance and demonstrated the average value of the 10 ob-
tained solution’s total profit at the corresponding cell in 
Table 5.1 or Table 5.2, where each run was allowed to last 
5.0 seconds for instances of m = 5 and 7.0 seconds for in-
stances of m = 50. The reason why we did not use a prede-
fined maximum iteration number but an allowed runtime(s) 
to be the terminate condition is that, the time complexities 
of these AFSAs to be compared are so different from each 
other that their time consumptions are accordingly far dif-
ferent even if they were allowed to run with same iterations. 
Therefore, the only purpose of using the allowed runtime to 
be the terminate condition was to make the comparison be 
fair.
 Chapter 5 A New Artificial Fish Swarm Algorithm for the Multiple Knapsack Problem 
50 
 
Table 5.1 Results of instances with m = 5; n = 200, 500, 1000. Each run of each tested algorithm lasts 5.0 seconds. 
n Algorithm 
R 
Uncorrelated Weakly correlated Strongly correlated 
100 1000 10000 100 1000 10000 100 1000 10000 
Similar capacities 
200 
P-AFSA 6791 69740 606252 3769 40350 339187 15484 155677 1574494 
DP-AFSA 6582 69361 592066 3812 39849 338589 14761 150502 1469457 
V-AFSA 6428 67274 566179 3799 39599 339845 14252 141455 1442535 
FSG-AFSA 7356 75806 654021 4124 42313 369782 15065 149670 1518490 
ASR-AFSA 7522 77411 663651 4216 43632 381852 16397 165660 1654613 
500 
P-AFSA ----- ----- ----- ----- ----- ----- ----- ----- 56402 
DP-AFSA 15986 146758 882270 9263 91744 814515 33861 350047 3195652 
V-AFSA 13748 146618 1245064 9286 91730 820191 32079 343188 3003070 
FSG-AFSA 17728 173054 1538650 9834 96710 853155 35612 363249 3310210 
ASR-AFSA 19448 188710 1695974 10435 103827 917792 40603 415225 3897408 
1000 
P-AFSA 26716 286743 2445795 19531 196393 1490367 73505 714942 6450647 
DP-AFSA ----- ----- ----- ----- ----- ----- ----- ----- ----- 
V-AFSA ----- ----- ----- ----- ----- ----- ----- ----- ----- 
FSG-AFSA 29094 300023 2639570 21000 205276 1631100 68841 654855 5852410 
ASR-AFSA 35551 366843 3278074 23077 225448 1811901 83569 810652 7413687 
Dissimilar capacities 
200 
P-AFSA 10122 94740 315326 10305 49614 ----- 20234 253317 687380 
DP-AFSA 10142 94566 228641 10305 49246 70569 19786 252109 573308 
V-AFSA 9967 94258 235412 10312 49084 74009 19492 250048 520539 
FSG-AFSA 10311 95060 375919 10385 51409 88087 19200 249579 675718 
ASR-AFSA 10485 95758 385926 10475 53302 94635 20758 256404 763100 
500 
P-AFSA 24181 132797 ----- 23049 107936 ----- 65340 246891 636904 
DP-AFSA 23979 118007 ----- 22917 108938 ----- 64603 205469 ----- 
V-AFSA 23776 112911 ----- 22967 108323 ----- 64401 202624 ----- 
FSG-AFSA 24074 140946 500082 23068 112006 102401 64281 210816 816118 
ASR-AFSA 25354 160063 620704 23606 119550 138418 66977 273771 1213907 
1000 
P-AFSA 44661 207446 ----- 45168 ----- ----- 107687 425545 ----- 
DP-AFSA 42130 149599 ----- 45138 66787 ----- 104950 285936 ----- 
V-AFSA 44016 147471 ----- 45177 67694 ----- 105131 276911 ----- 
FSG-AFSA 38791 201701 484893 45039 70806 56860 102729 337872 605037 
ASR-AFSA 50089 267134 813408 46682 81644 81976 114119 490159 1174996 
 
In Table 5.1 and Table 5.2, the best result for each in-
stance is in bold print, while the symbol “-----” appeared in 
a number of cells means that the corresponding algorithm 
always returned infeasible solutions within its 10 runs. Ac-
cording to the results shown in Table 5.1 and Table 5.2, it is 
not hard to find that, our proposed ASR-AFSA demonstrat-
ed a remarkable performance, which is far better than that 
of the compared versions of AFSA. For 104 ones among all 
108 generated instances, the average value of the total prof-
its obtained by 10 runs of our proposed ASR-AFSA is the 
largest. Only for 4 instances, our proposed ASR-AFSA did 
not perform as well as FSG-AFSA, but it still performed far 
better than the other three compared AFSAs, i.e. P-AFSA, 
DP-AFSA and V-AFSA. 
Besides, it is worth mentioning that, either the DP-AFSA or 
the V-AFSA cannot return a feasible solution within the 
allowed runtime for a large number of instances with strict-
er constraints. This phenomenon exactly coincides with 
what we had reviewed in Sect. 5.2.2 that both the death 
penalty-based method and the repair method are not suita-
ble to solve problems with stricter constraints. Actually, the 
same case also occurred on the P-AFSA, but not as serious 
as that on the DP-AFSA or the V-AFSA. This may be re-
sulted by the inappropriate setting of PF. 
5.5.2 Investigation on iterative curves 
This subsection was to further investigate the performances 
of those AFSAs compared in Sect. 5.5.1 from the perspec-
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Table 5.2 Results of instances with m = 50; n = 200, 500, 1000. Each run of each tested algorithm lasts 7.0 seconds. 
n Algorithm 
R 
Uncorrelated Weakly correlated Strongly correlated 
100 1000 10000 100 1000 10000 100 1000 10000 
Similar capacities 
200 
P-AFSA 885 21570 223754 482 1564 90109 10012 118353 1371521 
DP-AFSA 4808 45930 486693 3930 36946 334648 12798 132502 1409945 
V-AFSA 4588 42299 471633 3900 35696 323668 12126 126659 1321519 
FSG-AFSA 7482 72851 721509 5341 50845 467911 16419 162886 1727260 
ASR-AFSA 7616 72979 719363 5452 51403 469458 16228 165629 1681176 
500 
P-AFSA 4229 87539 821444 1346 24165 389611 32046 369616 3565719 
DP-AFSA 12836 129641 1195658 11624 107732 998609 36200 364362 3608706 
V-AFSA 13124 131703 1135765 11427 108631 981276 35171 366470 3537261 
FSG-AFSA 18366 185444 1696150 13261 124349 1125580 40825 421261 4072080 
ASR-AFSA 20089 200472 1824784 14059 131964 1199772 44534 447102 4370190 
1000 
P-AFSA 13772 180804 1798504 6379 83833 618346 66145 703640 7408240 
DP-AFSA 27129 269508 2391190 25253 238838 2216605 73577 707164 7269129 
V-AFSA 26913 267821 2366668 25244 236359 2193832 73832 707635 7070237 
FSG-AFSA 34083 341427 3192240 27008 255249 2366100 78714 783924 7845430 
ASR-AFSA 40784 409773 3791047 29336 276642 2583615 91824 902878 9126528 
Dissimilar capacities 
200 
P-AFSA 3583 47982 665011 669 50285 641095 20082 215413 2056357 
DP-AFSA ----- ----- 725652 ----- ----- 708936 ----- ----- 2066569 
V-AFSA ----- ----- 715770 ----- ----- 688999 ----- ----- 2041385 
FSG-AFSA 10971 92937 878056 9991 101092 824193 30269 295289 2306000 
ASR-AFSA 11257 93106 882856 10257 101744 825154 30299 295819 2242690 
500 
P-AFSA ----- 178926 490611 ----- 178026 ----- 35497 680432 1902489 
DP-AFSA ----- ----- 1042467 ----- ----- 694758 ----- ----- ----- 
V-AFSA ----- ----- 1078746 ----- ----- 638730 ----- ----- ----- 
FSG-AFSA 21890 229634 1603630 23046 235996 858661 58473 713185 2916030 
ASR-AFSA 27152 243544 1751076 27081 254139 917470 76735 745397 3415829 
1000 
P-AFSA ----- 456810 ----- ----- 480976 ----- 62585 1433783 ----- 
DP-AFSA ----- ----- ----- ----- ----- ----- ----- ----- ----- 
V-AFSA ----- ----- ----- ----- ----- ----- ----- ----- ----- 
FSG-AFSA 37867 460210 1745630 39891 455547 847368 88660 1311930 4012630 
ASR-AFSA 53450 496510 2305836 55041 510050 971214 153837 1485335 5382128 
 
tive of iterative curves. In this investigation, a far larger 
scale instance with 2000 items and 100 knapsacks was gen-
erated to test the related AFSAs. The profit and the weight 
associated with each item were respectively random inte-
gers from the intervals [1000, 9999] and [100, 999]. The 
capacity associated with each knapsack was a random inte-
ger from the interval [1000, 9999]. Each algorithm to be 
compared was run 10 times, and each run was allowed to 
last 600.0 seconds. As for the parameters, the same option 
as that in Sect. 5.5.1 was employed. For each algorithm to 
be compared, we depicted its average iterative curve with 
respect to CPU-time(s) of its 10 runs in Fig. 5.4. 
(1) According to the final converged fitness values in Fig. 
5.4, our proposed ASR-AFSA is obviously more capable of 
obtaining as superior solutions as possible. The final fitness 
value that either the FSG-AFSA’s curve or the P-AFSA’s 
curve achieved is relatively lower, comparing with that 
achieved by our proposed ASR-AFSA’s curve. As for the 
V-AFSA and the DP-AFSA, their performances were far 
worse. This should be due to the invalidity of the con-
straint-handling methods on which they are based. We took 
V-AFSA as an example to explain. During V-AFSA’s run, 
the generated infeasible solutions should have been repaired 
according to the extracted vaccine. However, due to the 100 
knapsacks of the used MKP instance in this investigation, 
the solution space is overly constrained such that few feasi-
ble solutions could be generated during the iterations. The 
needed vaccine may thus not be extracted at the most of
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Fig. 5.4 Comparison on average iterative curves with respect to 
CPU-time(s). 
 
Fig. 5.5 Comparison on average iterative curves with respect to 
CPU-time(s) when initializing AF individuals in manner of assigning no 
item into knapsacks. 
iterations. In this case, the V-AFSA actually had become 
nearly the same to DP-AFSA and its performance became 
far worse. Also, this exactly explains why V-AFSA has a 
similar performance to DP-AFSA in this investigation. 
(2) Our proposed ASR-AFSA also demonstrated a remarka-
ble performance on convergence speed. It obviously con-
verged far faster than the other compared algorithms. Ac-
cording to Fig. 5.4, the average iterative curve of our pro-
posed ASR-AFSA quickly approached the final converged 
fitness value in 10 seconds and finally achieved the final 
converged fitness value when the runtime reached about 30 
seconds, while the other compared algorithms’ average iter-
ative curves can always not achieve as high fitness value as 
that ASR-AFSA achieved even if they spent 600.0 seconds. 
Namely, our proposed ASR-AFSA is far more efficient. 
(3) Apart from the forenamed (1) and (2), we can also see 
that the starting points of the depicted curves are far differ-
ent from each other. This phenomenon seems to be strange 
but actually not. As a matter of fact, that is mainly because 
the compared algorithms severally require different meth-
ods of initializing AF individuals, in consideration of the far 
different constraint-handling methods on which they are 
based. The explanation was detailed as below. 
a) Our proposed ASR-AFSA requires generating AF indi-
viduals within the region near constraint boundaries. As we 
emphasized before, this region is usually the promising re-
gion. Therefore, to initialize AF individuals with the region 
near constraint boundaries makes the starting point of 
ASR-AFSA’s curve be far higher than that of the other 
compared AFSAs’ curves, even as almost high as the fitness 
value that FSG-AFSA achieved after running for about 102 
seconds, where FSG-AFSA actually performed the secondly 
best among all the compared AFSAs. In other words, 
ASR-AFSA actually had already won from the beginning. 
b) In case of the FSG-AFSA, AF individuals were always 
initialized within the feasible region, but not necessarily 
within the promising region. That is the reason why the 
starting point of the FSG-AFSA’s curve is not as high as 
that of our proposed ASR-AFSA’s curve. 
c) In case of the P-AFSA, AF individuals were randomly 
initialized. Since the solution space of the MKP instance in 
this investigation is overly constrained, all the initialized AF 
individuals were infeasible. Because of the effect of penalty 
factor, their fitness values were thus relatively reduced as 
the punishment. 
d) In case of either the DP-AFSA or the V-AFSA, AF indi-
viduals were initialized in manner of assigning 0 to AF rep-
resentation’s dimensions in probability 0.95 or higher 
probability, in consideration of their inherent flaw that we 
had mentioned in Sect. 5.2.2. In this case, since few items 
were assigned into knapsacks, the fitness values of the ini-
tialized AF individuals were thus very low. That explains 
why the starting point of either DP-AFSA’s curve or 
V-AFSA’s curve must be the lowest. And not only that, alt-
hough we had tried to prevent all the initialized AF indi-
viduals from being infeasible in manner of assigning few 
items, we actually still failed. According to Fig. 5.4, the 
curve of either the DP-AFSA or the V-AFSA started from 
the fitness value of 0. That implies all the initialized AF 
individuals were unavoidably infeasible. That also implies 
that the performances of the DP-AFSA and the V-AFSA 
were also unavoidably poor. 
In order to avoid the influences from the different ini-
tializing methods and to more purely compare the related 
algorithms’ optimization abilities, we tested them again but 
initialized AF individuals in the same way of assigning 0 to 
all dimensions of AF representation, i.e. assigning no item 
into knapsacks. The corresponding curves had been depict-
ed in Fig. 5.5. It is not hard to see that, the compared algo-
rithms performed similarly to the case of Fig. 5.4. Our pro-
posed ASR-AFSA still converged the best and the fastest. 
5.5.3 Influences from parameters 
Our proposed ASR-AFSA possesses several important pa-
rameters, including PopSize, Visual, Step, try_Number, δ. 
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Fig. 5.6 Average iterative curves with different values of PopSize. 
 
Fig. 5.7 Average iterative curves with different values of Visual. 
Good performance depends on reasonably tuned parameters. 
This subsection was to investigate the influences from these 
parameters on our proposed ASR-AFSA’s performance. In 
this investigation, we used the generated instance in Sect. 
5.5.2 to test the ASR-AFSA with different combinations of 
parameters. For each combination, the ASR-AFSA was run 
10 times, and the average iterative curve with respect to 
CPU-time(s) of the 10 runs was to be depicted. 
(1) PopSize - We respectively set the parameter PopSize as 
10, 20, 50 and 100. The other parameters were set the same 
as in Sect. 5.5.1. The average iterative curves corresponding 
to the given values of PopSize were depicted in Fig. 5.6. It 
is not hard to see that, a large sized population can be un-
helpful. This phenomenon coincides with the viewpoint of 
Ref. [161]. According to our experiences, the ASR-AFSA 
performs well so long as PopSize can be set as a value from 
20 to 60. 
(2) Visual - This parameter denotes the limit of AF’s scope. 
Since an AF individual could see the other AF individuals 
located within its Visual-limit only, Visual should not be set 
as too small value. On the other hand, an AF individual with 
too large Visual-limit may see too many partners such that it 
feels its scope is overly crowded. In this case, it would no 
longer prefer to perform following behavior. Nevertheless, 
 
Fig. 5.8 Average iterative curves with different values of Step. 
 
Fig. 5.9 Average iterative curves with different values of try_Number. 
 
Fig. 5.10 Average iterative curves with different values of δ. 
according to Fig. 5.7, our proposed ASR-AFSA performed 
almost the same abilities with far different values of Visual. 
Obviously, Visual can be set relatively freely. A suggested 
range for setting Visual is from 10 to 0.5n, where n denotes 
the number of items and n > 20. Exceptionally, for those 
very small scale problems, e.g. n ≤ 20, Visual can be set as 
n directly. 
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(3) Step - An AF individual moves within its Step-limit by 
performing various behaviors. To set too short Step would 
result in the AF individual moving slowly, while to set too 
large Step would make AF individuals not implement fin-
er-grained search. According to our experiences, Step is 
supposed to be set as a value from 5 to 1·Visual. Fig. 5.8 
shows that our proposed ASR-AFSA is actually not sensi-
tive to Step. 
(4) try_Number - This parameter denotes the upper bound 
of the times that an AF individual tries new positions at 
random within its Visual-limit. A large value of try_Number 
allows an AF individual to more fully explore its neighbor-
hood within its Visual-limit, as compared with a smaller 
value of try_Number. Nevertheless, a large try_Number 
makes each iteration of our proposed ASR-AFSA become 
more time-consuming, while our proposed ASR-AFSA with 
a smaller try_Number may go more iterations for the same 
run time. That makes the ASR-AFSA be actually not sensi-
tive to try_Number, from the perspective of average itera-
tive curves with respect to CPU-time(s). Fig. 5.9 confirms 
that, far different values of try_Number would not exert 
obvious influences on ASR-AFSA’s convergence. Thus, 
try_Number can be set as values from wide range. 
(5) δ - In our proposed ASR-AFSA, the meaning of δ is 
actually not the same as that in the conventional AFSA. 
That is why we set far different value of δ for our proposed 
ASR-AFSA in the simulation, as compared with the value 
of δ for the conventional AFSA [34]. According to Fig. 5.10, 
the proposed ASR-AFSA is also obviously not sensitive to δ. 
Namely, δ can be set relatively freely and it is supposed to 
be set from 0.3 to 0.8 for most instances of MKP. 
As we had investigated and simply discussed, the in-
fluences from different values of the parameters on our 
proposed ASR-AFSA’s performance were not obvious. 
Generally speaking, our proposed ASR-AFSA is not sensi-
tive to its parameters. For this reason, we can relatively 
freely set the values of its parameters in relatively wide 
ranges according to either optimization experiences or the 
properties of the problem to be solved. 
5.6 Discussion 
5.6.1 Analysis of ASR-AFSA’s advantages 
Our proposed ASR-AFSA demonstrated remarkable per-
formance in solving the MKP. It far outperformed the other 
compared AFSAs on the aspect of either converged fitness 
value or convergence speed. We analyze the advantages of 
our proposed ASR-AFSA from two aspects as below. 
(1) To analyze from the perspective of search strategy, our 
proposed ASR-AFSA makes AF individuals only search the 
solution region near constraint boundaries. This is a 
high-efficiency search strategy, because the allowed search 
region is a promising region. We utilized the symbiotic re-
lationship between superior solutions and constraint bound-
aries to guide AF individuals where to search and how to 
search. This way, the odds of AF individuals finding supe-
rior solutions is thus very high. 
(2) To analyze from the perspective of the implemented 
operations, no meaningless operation was employed in our 
proposed ASR-AFSA. For instance, the operation, assign-
ing k to xj where k∈{1,2,…,m} and xj ≠ 0, is such a mean-
ingless operation. This operation means item j was removed 
from knapsack xj and then was packed into another knap-
sack k. Obviously, this operation would not help to improve 
the total profit of the solution but brings the risk of knap-
sack k becoming overloaded. That is why we thought this 
kind of operations were meaningless. Since we did not 
adopt them in our proposed ASR-AFSA at all, the search 
was thus high-efficiency. 
Owing to the two above mentioned reasons, our pro-
posed ASR-AFSA possesses excellent ability of finding 
high-quality solutions with very fast speed. 
5.6.2 Wider implications of our proposed ASR-AFSA 
As the title of this chapter indicates, our research aims to 
propose a new AFSA (i.e. ASR-AFSA) to solve MKP better 
and faster. However, our study also has much wider impli-
cations for solving many other constrained optimization 
problems. 
For one thing, a number of real-world combinatorial 
optimization problems can be summed up as the MKP, such 
as multiprocessor scheduling [141], continuous-call double 
auctions [142], and vehicle/container loading [143], etc. 
Therefore, they can also be well solved by our proposed 
ASR-AFSA directly. 
For another thing, a major innovation of our proposed 
ASR-AFSA is to make AF individuals only search the fea-
sible region near constraint boundaries. For any of the con-
strained problems, the symbiotic relationship between its 
superior solutions and constraint boundaries also exists. 
Therefore, as a search strategy, to only search the feasible 
region near constraint boundaries has universal applicability. 
Since the feasible region near constraint boundaries is the 
promising region, an AFSA for solving any other con-
strained problem can be high-efficiency if it follows the 
aforesaid search strategy. Merely, the concrete implementa-
tions of its various behaviors need to be redesigned reason-
ably in order to adapt the new problem. 
5.7 Chapter Summary 
In this study, we presented a new AFSA for solving the 
MKP, i.e. ASR-AFSA, which makes AF individuals only 
search the region near constraint boundaries. For imple-
menting this algorithm, we firstly defined two operations in 
Sect. 5.3.3 and clarified how to make AF individuals only 
search the region near constraint boundaries. Then, we de-
signed several behaviors to be performed by AF individuals, 
including escaping, randomly moving, preying and follow-
ing. AF individuals could explore the region near constraint 
boundaries by performing the designed behaviors according 
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to the behavioral strategy we proposed in Sect. 5.4.2. For 
investigating the proposed ASR-AFSA’s performance, we 
generated 108 instances to test it. Several other AFSAs 
based on different constraint-handling methods for solving 
MKP were also tested as a comparison. Not only that, we 
also investigated them from the perspective of average iter-
ative curve. The exhaustive test results indicate that our 
proposed ASR-AFSA has far more excellent ability of find-
ing high-quality solutions with far faster speed, as com-
pared with the other AFSAs. Moreover, we clarified the 
ASR-AFSA is not sensitive to its parameters by exhaustive 
simulations and the ranges for setting its parameters were 
suggested according to our optimization experiences. Since 
the proposed core idea of making AF individuals only 
search the feasible region near constraint boundaries has 
universal applicability, this study has much wider implica-
tions and is meaningful for solving other constrained opti-
mization problems.
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6. A Symbiosis-based Artificial Fish Swarm Algorithm 
This chapter presents a symbiosis-based artificial fish swarm algorithm (AFSA), which employs two artificial fish (AF) 
sub-populations to collaboratively search the solution space of the problem to be solved. The symbiosis-based computa-
tional framework makes AF individuals be able to adjust their Visual-limit and Step-limit. Beyond that, in order to make 
AF individuals swim toward the weighted centre of its partners when performing gathering behavior, a method of deter-
mining the weighted centre is proposed. In addition, a newly designed behavioral strategy for AF is also presented in view 
of the symbiosis-based framework. Experiments were conducted on several test functions. The results demonstrate good 
performance of the symbiosis-based AFSA. 
                                                                                                     
6.1 Shortages of Artificial Fish Swarm Algorithm 
Always, optimization is a challenging issue that mathemati-
cians and computer scientists grapple with. Since many re-
al-world optimization problems became increasingly com-
plex, swarm intelligence-based optimization algorithms thus 
became the preferred optimization tools in consideration of 
their global search ability, fast convergence and good ro-
bustness. As a new branch of swarm intelligence-based opti-
mization algorithms, artificial fish swarm algorithm (AFSA) 
also possesses the above-mentioned advantages and well 
solved a large number of complex problems, e.g. Refs. [44], 
[139], and [162-164], etc. In many applications [92, 163], 
AFSA even outperforms particle swarm optimization (PSO), 
which is considered as the most successful algorithm among 
the swarm intelligence-based optimization algorithms. 
Nevertheless, AFSA is not flawless. Its a few shortages 
are gradually exposed in problem-solving. Thereinto, the 
major minus is that AFSA can only obtain solutions of low 
precision in most cases [28, 165]. Although AF individuals 
can quickly gather in groups and swim around several main 
extremums of the problem to be solved, they cannot further 
perform finer-grained search. In most cases, they only arrive 
in the promising solution region near the extremums. After 
that, their positions are more likely to oscillate around the 
extremums. Thus, to some application scenarios requiring 
solutions of high precision, the usage of AFSA is often con-
ditioned. Apart from this, another shortage of AFSA is that, 
its convergence gradually becomes slow as iteration goes. 
This is mainly caused by preying behavior being performed 
increasingly frequently, while preying behavior is the most 
time consuming behavior. 
This chapter is to propose an improved AFSA in order 
to overcome the forenamed two shortages. 
6.2 Investigation on the Impacts of Visual and Step 
As the front several chapters have mentioned many times, 
both Visual and Step are two important parameters of AFSA. 
Although AFSA is not very sensitive to its parameters, the 
two parameters still have a certain degree of impacts on the 
precision of the obtained solution and the speed of AFSA’s 
convergence. We investigated the impacts resulted by the
  
 
(a) Landscape 
 
(b) Extreme value distribution 
Fig.6.1 Landscape and extreme value distribution of peaks function. 
two parameters’ different values on AFSA’s convergence 
through simulations. In the simulations, the task of AFSA is 
to seek out the minimum of Peaks function, the algebraic 
expression of which is demonstrated as below. Also, the 
landscape of Peaks function and the distribution of its ex-
tremums are severally demonstrated in Figs. 6.1 (a) and 6.1 
(b). 
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This investigation includes two groups of experiments. 
The first group is to investigate the impact resulted by Visual; 
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the other group is to investigate that resulted by Step. Table. 
6.1 demonstrated different options of AFSA’s parameters 
employed in the simulations. It must be explained that, 
PopSize was in fact not needed to be set as large as 400. 
The only purpose of that was to demonstrate the distribution 
of AF population more clearly. Generally, PopSize can be 
set as an integer from 20 to 40. In addition, the employed 
form of the congestion degree is δ*, which differs from δ. 
As for their distinction, see the related explanation in Sect. 
2.3. 
Table 6.1 The options of AFSA’s parameters. 
 Group 1 Group 2 
PopSize 400 
δ* 0.6 
try_Number 100 
Iterations 50 200 
Visual & Step 
Visual=0.8, 
Step=0.5; 
 
Visual=1.0, 
Step=0.5; 
 
Visual=1.8, 
Step=0.5. 
Visual=1.2, 
Step=0.8; 
 
Visual=1.2, 
Step=0.5; 
 
Visual=1.2, 
Step=0.05. 
Figures 6.2 (a), 6.2 (b), and 6.2 (c) respectively 
demostrates AF population’s distributions in the solution 
space after AFSA ran with different Visual but same Step, i.e. 
the simulation of Group 1. In Fig. 6.2 (a), i.e. the case of 
Visual = 0.8, the AF population gathered in three groups and 
each formed AF shoal occupied an extremum region. In Fig. 
6.2 (b), owing to the increase of Visual, AF individuals were 
no longer myopia such that AF individuals possess better 
ability of escaping from local extremums. Comparing with 
AF population’s distribution demonstrated in Fig. 6.2 (a), an 
AF shoal escaped from the local extremum region where it 
was trapped in, as demonstrated in Fig. 6.2 (b). In Fig. 6.2 
(c), as Visual further increased to 1.8, most AF individuals 
could thus gather in the main extremum region. Nevertheless, 
about 30% of AF individuals did not, the reason of which is 
that the parameter δ* limited the scale of the formed AF 
shoal such that the about 30% of AF individuals cannot 
further assemble. According to the obvious differences 
between the AF population’s distributions demonstrated in 
Figs. 6.2 (a), 6.2 (b) and 6.2 (c), we learnt that the global 
convergence of AFSA improves and AF individuals are 
increasingly capable of passing local optimums as the value 
of Visual increases. As one coin has two sides, larger Visual 
is not always beneficial. In case that Visual is set as larger 
value, the sub-precondition of either following behavior or 
gathering behavior, i.e. p < δ*·PopSize, becomes difficult to 
meet, because an AF individual with larger Visual-limit may 
see more partners such that p becomes much too large. In 
this case, AF individuals are more likely to perform preying 
 
(a) Visual=0.8, Step=0.5 
 
(b) Visual=1.0, Step=0.5 
 
(c) Visual=1.8, Step=0.5 
Fig. 6.2 Investigation on impacts resulted by different Visual but same Step. 
and randomly moving rather than following and gathering, 
while either preying or randomly moving is inefficient 
search pattern. Thus, Visual should not be set as too large 
value. Furthermore, in case that a large number of AF 
individuals densely gathered around an extremum as AFSA 
runs, the forenamed precondition still become difficult to 
meet even if Visual is small, because Visual in fact became 
relatively too large in consideration of AF shoal’s denseness. 
Under the circumstance, AF individuals are also more likely 
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to perform preying and randomly moving rather than 
following and gathering. This exactly explains why AFSA’s 
convergence gradually becomes slow as iteration goes. 
Based on the above analysis, the value of Visual should not 
be too large and a decreasing strategy of adjusting Visual’s 
value is also needed. 
Figures 6.3 (a), 6.3 (b), and 6.3 (c) respectively 
demostrates AF population’s distributions in the solution 
space after AFSA ran with same Visual but different Step, 
i.e. the simulation of Group 2. From the AF population’s 
distributions respectively demonstrated in the three figures, 
it is not hard to see that, each formed AF shoal became 
increasingly centralized as the value of Step decreases. 
Obviously, lower Step helps to implement finer-grained 
local search near extremum region such that high-precision 
solution could be obtained. Nevertheless, lower Step always 
results in slow convergence. Conversely, larger Step makes 
AF indiviudals swim faster toward the extremum region but 
cannot implement finer-grained local search.  
According to the above investigation on the impacts 
resulted by the different values of both Visual and Step on 
AFSA’s convergence, we knew that, AF individuals can 
faster swim toward the global extremum region and be 
more capable of passing the local extremums in case that 
Visual and Step are set as larger values, but they can thus 
not further implement finer-grained local search; on the 
other hand, although AF individuals can always implement 
fine-grained local search in case that both Visual and Step 
are set as small values, AFSA’s global search becomes poor 
and its convergence is slow. In consideration of the impacts, 
an idea of making AF individuals faster swim toward the 
global extremum region with large Visual and Step and then 
further implement finer-grained local search with small 
Visual and Step follows naturally. Namely, either Visual or 
Step should be adjustable and diminishing, rather than fixed 
as in the original AFSA. 
6.3 Related Works 
In fact, some researchers have already proposed several 
improved versions of AFSA, in which Visual and Step are 
adjustable [44, 165]. Reference [44] proposed two strategies 
of decreasing Visual as iteration goes. The two strategies 
severally formulized as Eq. (6-1) and Eq. (6-2) have similar 
decreasing effects. Besides, the concept of Step in Ref. [44] 
is not the same to that in the original AFSA. It is defined as 
the allowed max stride on each dimension of the solution 
vector. The implementation of the adjustable step-length in 
Ref. [44] is formulized as Eq. (6-3). 
 
max
1
1 1
max,  / k
k k k
Visual Visual Visual Visual 

   . (6-1) 
 
1 max
/ , [1.1,1.5]
k fixed
Visual k k Visual 

    . (6-2) 
| 1 | | |
( ),  (0,1)
i k i k Aim k i k
X X Step X X Step

     . (6-3) 
 
(a) Visual=1.2, Step=0.8 
 
(b) Visual=1.2, Step=0.5 
 
(c) Visual=1.2, Step=0.05 
Fig. 6.3 Investigation on impacts resulted by same Visual but different Step. 
Reference [165] proposed an overall strategy of decreasing 
Visual and Step. The strategy is formulized as Eq. (6-4). 
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 Although the two strategies proposed in Refs. [44] and 
[165] surely help to improve AFSA’s performance to some 
extent, the decreasing speed of Visual and Step controlled 
by the strategy of either Ref. [44] or Ref. [165] is too 
sensitve to the predefined maximum number of iterations, 
i.e. kmax. In case that kmax cannot be set as an appropriate 
value, the decreasing speed of Visual and Step cannot be 
well controlled, which further results in the adjustment to 
Visual and Step inappropriately fitting AF population’s 
actual converging progress. Under the circumstance, the 
performance of the two improved versions of AFSA may be 
even poorer than that of the original AFSA. Unfortunately, 
how to accurately determine an appropriate value for kmax is 
always an unsolved problem in the field of evolutionary 
computation. In view of this, a decreasing strategy not 
related to kmax is thus more meaningful. 
6.4 A Symbiosis-based Artificial Fish Swarm Algo-
rithm 
6.4.1 Inspiration from symbiosis in nature 
Inspired by the coordinated movement of fish schools in 
water area, AFSA simulates various behaviors of fish 
individuals and thus provides a rather flexible optimization 
framework for solving complex problems through generally 
adopting the three famous rules summarized by Reynolds 
[2], including (1) collision avoidance, (2) velocity matching, 
and (3) flock centering. The optimization mechanism of the 
original AFSA reflects the collaborative relationship among 
the AF individuals within an AF swarm. However, in natu-
ral aquatic ecosystem, different species of fish also gradu-
ally developed the relationship of collaborative interactions 
by a long period of evolution in order to improve their each 
survival, as demonstrated in Figs. 6.4 (a) and 6.4 (b). This 
kind of phenomenon in nature is referred to as symbiosis 
[166]. Inspired by the phenomenon of symbiosis, we de-
veloped a symbiosis-based AFSA. The implementation of 
the symbiosis-based AFSA is detailed in the next subsec-
tion. 
 
(a)        (b) 
Fig. 6.4 Phenomenon of symbiosis in aquatic ecosystem. 
6.4.2 Symbiosis-based computational framework 
Briefly speaking, we constructed a computational frame-
work referred to as artificial symbiotic system, which con-
sists of two AF sub-populations collaboratively exploring 
the solution space. In this artificial symbiotic system, both 
AF sub-populations have separate statuses, i.e. host and 
symbiont. Namely, one AF sub-population is marked as the 
host population, while the other one is marked as the sym-
biont population. From the perspective of the behaviors to 
be performed, there is no difference between the AF indi-
viduals of the host population and that of the symbiont pop-
ulation. That is to say, host AF individuals and symbiont AF 
individuals explore the solution space in the same manner. 
However, the values of each symbiont AF individual X’s 
Visual-limit and Step-limit are adjustable and depend on the 
average Euclidean distance from X to all the host AF indi-
viduals. To be specific, in case that a symbiont AF individ-
ual is mainly far from the host sub-population, its Visu-
al-limit and Step-limit should be set as large values; con-
versely, its Visual-limit and Step-limit should be set as small 
values. As for the exact values of its Visual-limit and 
Step-limit, they can be directly determined according to Eq. 
(6-5). 
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where Xj denotes the jth AF individual among the host 
sub-population, H_Popsize denotes the scale of the host 
population, and q is a predefined coefficient whose value 
can be relatively freely set as the value from [0.1, 0.8]. 
In our proposed artificial symbiotic system, the host 
AF sub-population plays a role of searching solution sapce 
as the original AFSA. Since the symbiont AF individuals’ 
Visual-limit and Step-limit can be adjusted according to the 
average Euclidean distance from their separate positions to 
all the host AF individuals, they may greatly improve their 
“survival” in the solution space. In other word, they are 
more capable of converging to the global optimal solution. 
To be specific, just like the AF individuals in the original 
AFSA, the host AF individuals must gradually gather in 
groups and swim around several main extremums of the 
problem to be solved. Also, they cannot further perform 
finer-grained search. However, the symbiont AF individuals 
can further implement finer-grained search. This is easy to 
explain. In view of the adjusting strategy formulized as Eq. 
(6-5), a symbiont AF individual whose position is not far 
from all the host AF individuals has less Visual-limit and 
Step-limit. In this case, it can thus implement finer-grained 
search, as investigated in Sect. 6.2. On the other hand, in 
case that a symbiont AF individual’s position is far from all 
the host AF individuals, it can be considered to be far from 
the promising solution region. Obviously, its Visual-limit 
and Step-limit need to be increased, which is exactly 
reflected by our designed adjusting strategy, i.e. Eq. (6-5). 
It must be noted that, either the status of the symbiont 
AF sub-population or that of the host AF sub-population is 
not changeless. As iteration goes, the two sub-populations 
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may exchange their statuses with each other, the precondi-
tion of which is that the AF-Specimen has not been updated 
for consecutive m times of iterations. As for the predeter-
mined m, we tend to set it as a value from 5 to 20, accord-
ing to our experiences. 
6.4.3 Improvement to gathering behavior 
Apart from proposing the symbiosis-based computational 
framework, we also developed an improved implementation 
of gathering behavior. 
In the original AFSA, an AF individual swims toward 
the geometric centre of all its partners when performing 
gathering behavior. However, we thought implementing 
gathering behavior in this manner is irrational. In fact, 
gathering behaivor can be considered as a procedure that 
the current AF individual X’s position is influenced by 
multiple attractors, i.e. partners. Among these attractors, a 
few ones are surely superior, some others are not. Therefore, 
the influences from different attractors should not have been 
equal. However, swimming toward the geometric centre of 
the partners cannot reflect that. In consideration of this, we 
suggested to use the weighted centre, as demonstrated in 
Fig. 6.5. The method of determining the weighted centre of 
several attractors is described as below. 
 
Fig. 6.5 Schematic diagram of the improved gathering behavior. 
Definition 
The affinity between the current AF individual Xi and its 
partner Xj can be determined according to Eq. (6-6), where p 
means the number of Xi’s partners. 
1
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Based on the above definition, we can determine the 
weighted centre according to Eq. (6-7), where Xk denotes 
the kth partner of the current AF individual Xi. The newly 
developed gathering behavior can thus be formulized as Eq. 
(6-8), which is in fact the same as that in the original AFSA. 
Distinctively, when Eq. (6-9) holds, Xc cannot be deter-
mined and gathering behavior would thus fail. This case 
would be reflected in the behavioral strategy of our pro-
posed AFSA. 
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6.4.4 Behavioral strategy and algorithm flowchart 
(1) Behavioral strategy 
Suppose the current AF individual is Xi and the 
number of its partners is p. The pseudocode of the 
behavioral strategy in our proposed symbiosis-based AFSA 
is demonstrated below. 
case :  0 < p < (H_PopSize + S_PopSize)·δ* 
determine the weighted centre Xc according to Eq. 
(6-7); 
if ( f(Xc) < f(Xi) ) // to perform gathering behavior 
|
|| ||
c i
i Next i
c i
X X
X X rnd Step
X X

   

;             
else          // to perform following behavior 
|
|| ||
sp i
i Next i
sp i
X X
X X rnd Step
X X

   

;            
end if 
case :  p > (H_PopSize + S_PopSize)·δ* 
∪  p = 0 
∪
1
| | 0
p
k
k
D

  // to perform preying behavior 
implement Preying behavior; 
if (Preying behavior fails) 
// to perform randomly moving behavior 
|i Next i
X X rnd Step e    ; 
end if 
default: 
if ( f(Xi) < f(AF-Specimen) ) 
update AF-Specimen; 
end if 
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(2) Algorithm flowchart 
In order to clearly demostrate the algorithm steps, we 
drew the corresponding flowchart and demonstrated it in 
Fig. 6.6. 
 
Fig. 6.6 Flowchart of the proposed symbiosis-based AFSA. 
6.5 Simulation Experiment 
We implemented the proposed symbiosis-based AFSA in 
C++. All of the simulation experiments were performed on 
a computer with an Intel Core i7-3520M 2.90GHz CPU. 
The operating system running on this computer was Win-
dows 7 sp1 (x64). 
6.5.1 A sample test on Peaks function 
In this test, Peaks function was still employed. The pro-
posed algorithm was run to search the minimum of Peaks 
function and we used two colors, i.e. blue and red, to depict 
the distributions of the two AF sub-populations in the pro-
posed artificial symbiotic system, as demonstrated in Fig. 
6.7. The options of parameters are set as follows: 
PopSize = 200 + 200; Visual = 2; Step = 1; δ* = 0.6; 
try_Number = 100; Iteration = 100. 
As we see, the two AF sub-populations quickly aggregated 
into the minimum value’s neighborhood as iteration goes. 
Especially at the 100th iteration, their distributions had been 
so centralized that we cannot distinguish them. Thus, we 
zoomed in to view the teeny region as demonstrated in Fig. 
6.7 (f). From this figure, we see that most AF individuals of 
the both AF sub-populations had aggregated nearby the 
minimum value. The distribution of AF individuals in this 
test is remarkably different from that demonstrated in Figs. 
6.2 and 6.3. This sample test indicated the proposed symbi-
osis-based AFSA outperformed the original AFSA on the 
aspect of obtaining high-precision solutions. 
6.5.2 Comparison with other swarm intelligence-based op-
timization algorithms 
In order to investigate in an all-round way, we chose several 
test functions of 10 dimensions, including unimodal and 
multimodal problems, to test the symbiosis-based AFSA. 
These functions are listed below and Table 6.2 demonstrates 
the search ranges and the real global extremums of them. 
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(a) Initialized population                                          (b) 10th iteration 
       
(c) 20th iteration                                               (d) 30th iteration 
       
       (e) 50th iteration                                            (f) 100th iteration (zoom in) 
Fig. 6.7 Distribution of the two AF sub-populations in the proposed artificial symbiotic system. 
For comparison, the original AFSA [28] and two im-
proved versions of AFSA [44, 165] were also tested. There-
into, the decreasing strategy of Visual for the one proposed 
in Ref. [44] was based on Eq. (6-1). Moreover, the unified 
PSO (UPSO) [167] and shuffled frog leaping algorithm 
(SFLA) [168] were also tested for comparison. These algo-
rithms’ respective average convergence curves of 30 runs 
were depicted in Fig. 6.8, where each run of each algorithm 
was allowed to run 5.0 seconds. The parameter values of 
these algorithms were shown as Table. 6.3. The corre-
sponding results are shown in Table. 6.4. From the results, 
we can see that, our proposed symbiosis-based AFSA out-
performs the other algorithms on obtaining high-precision 
solutions. Except for Sphere function, our proposed AFSA 
obtained the highest-average-precision solution for the oth-
er 7 functions. Although the solution precision to Sphere 
function obtained by our proposed AFSA is lower than that 
obtained by UPSO, it still reached the magnitude of 10-311, 
which is in fact high enough for most applications. 
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Table 6.2 Search range and global extremum (D = 10). 
Function Search Range 
Global  
Extremum 
f1 [-100, 100]D 0 
f2 [-100, 100]D 0 
f3 [-30, 30]D 0 
f4 [-5.12, 5.12]D 0 
f5 [-600, 600]D 0 
f6 [-32.768, 32.768]D 0 
f7 [-0.5, 0.5]D 0 
f8 [-5.12, 5.12]D 0 
 
 
 
Table 6.3 Options of parameters. 
Algorithm Option of Parameters 
The proposed 
AFSA 
PopSize = 20 + 20, Visualinit = 2, 
Stepinit=1, δ*=0.6 
Std.AFSA [28] PopSize =40, Visual=2, Step=1, δ=20 
I-AFSA1 [44] 
PopSize=40, Visualinit=2, Vis-
ualmin=0.001, step=0.3, δ*=0.6, 
kmax=25000 
I-AFSA2 [165] 
PopSize=40, Visualinit=2, Vis-
ualmin=0.001, Stepinit=1, Stepmin 
=0.0002, s=5, δ=20, kmax=25000 
UPSO [167] 
PopSize =40, χ=0.729, c1=c2=2.05, 
u=0.5 
SFLA [168] PopSize =4×10, loop=50 
 
Table. 6.4 Related results [running 30 times, each run lasted 5.0 seconds]. 
Function 
Std.AFSA 
[28] 
I-AFSA1  
[44] 
I-AFSA2 
[165] 
UPSO  
[167] 
SFLA  
[168] 
Proposed 
AFSA 
Sphere 
Best 3.70058e+001 3.80662e-004 6.96244e-012 0 1.18638e-122 0 
Worst 6.05121e+001 8.84154e-004 2.39462e-011 0 3.33761e-102 8.64741e-310 
Mean 4.94762e+001 5.63036e-004 1.39747e-011 0 1.68359e-103 5.19175e-311 
Std.dev 6.62083e+000 1.52433e-004 5.34484e-012 0 5.83679e-103 6.71083e-311 
Step 
Best 7.90035e-005 1.24631e-003 5.33386e-012 0 0 0 
Worst 2.60740e-004 1.76153e+004 2.72155e-011 0 0 0 
Mean 1.68159e-004 4.42557e+003 1.32338e-011 0 0 0 
Std.dev 5.18033e-005 4.20200e+003 6.57693e-012 0 0 0 
Rosenbrock 
Best 1.10565e+000 6.00248e+000 4.78799e+000 1.79115e-021 2.57510e-002 8.55324e-003 
Worst 4.86031e+001 8.78663e+000 6.69991e+006 3.98658e+000 4.45927e+000 2.25299e-001 
Mean 1.46518e+001 7.45060e+000 3.35362e+005 7.97316e-001 1.64709e+000 4.69693e-002 
Std.dev 1.22638e+001 7.50216e-001 1.17510e+006 9.50737e-001 1.36086e+000 5.43467e-002 
Rastrigin 
Best 2.84782e+001 3.00398e+001 2.89844e+001 2.98488e+000 0 0 
Worst 6.13910e+001 5.77438e+001 5.56671e+001 1.19395e+001 0 0 
Mean 4.56732e+001 4.41280e+001 4.41522e+001 5.87026e+000 0 0 
Std.dev 9.69269e+001 7.77531e+000 7.75007e+000 2.64375e+000 0 0 
Griewank 
Best 1.21952e+001 1.10188e+001 1.86957e+001 1.23161e-002 0 0 
Worst 2.87659e+001 2.31056e+001 1.13809e+002 1.27970e-001 9.34024e-002 2.02452e-004 
Mean 2.24252e+001 1.75710e+001 7.16020e+001 6.28689e-002 4.69645e-002 1.12365e-005 
Std.dev 4.80462e+000 3.47416e+000 2.68517e+001 3.29304e-002 2.87954e-002 3.54987e-005 
Ackley 
Best 5.27714e-001 7.15038e-001 6.55778e-005 3.99680e-015 4.44089e-016 4.44089e-016 
Worst 1.74295e+001 1.84674e+001 1.92489e+001 1.15515e+000 3.99680e-015 3.99680e-015 
Mean 6.56146e+000 1.29574e+001 6.58012e+000 5.77574e-002 3.10862e-015 2.75335e-015 
Std.dev 5.39294e+000 5.17638e+000 5.29783e+000 2.03552e-001 9.99025e-016 1.17928e-015 
Weierstrass 
Best 1.71248e+000 2.19576e+000 1.18904e-002 0 0 0 
Worst 2.61252e+000 8.72843e+000 1.16926e+000 1.50000e+000 0 0 
Mean 2.21232e+000 5.09436e+000 3.20351e-001 7.93979e-002 0 0 
Std.dev 2.70092e-001 1.80086e+000 2.90042e-001 2.63380e-001 0 0 
Non-continuous 
Rastrigin 
Best 2.01944e+001 3.30973e+001 2.30030e+001 0 0 0 
Worst 4.74571e+001 7.39478e+001 4.80051e+001 8.00000e+000 0 0 
Mean 3.36331e+001 5.52941e+001 3.67692e+001 5.25000e+000 0 0 
Std.dev 8.14434e+000 1.25851e+001 6.74628e+000 2.29630e+000 0 0 
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Fig. 6.8 Comparison with other algorithms. 
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According to the average convergence curves depicted 
in Fig. 6.8, the proposed symbiosis-based AFSA obviously 
surpassed all tested algorithms in solving function f3, f4, f5, 
f6, f7, f8 and demonstrated significant superiority on function 
f4, f5, f8. Nevertheless, the proposed symbiosis-based AFSA 
has no speed superiority to either UPSO or SFLA in solving 
function f1 and f2. It is worth mentioning that, either 
I-AFSA1 or I-AFSA2 did not perform a remarkable im-
provement comparing with the original AFSA, even per-
formed more poorly on several tested functions than the 
original AFSA. That may be resulted by the inappropriate 
predefined value of kmax. 
6.6 Chapter Summary 
Inspired by the phenomenon of symbiosis in nature, this 
chapter proposed a symbiosis-based AFSA, which employs 
two AF sub-populations to collaboratively search the solu-
tion space of the problem to be solved. The two AF 
sub-populations, i.e. host AF population and symbiont AF 
population, made up an artificial symbiotic system. Their 
statuses may exchange when the AF-Specimen has not been 
updated for consecutive m times of iterations. AF individu-
als in this symbiosis-based computational framework may 
adaptively adjust their Visual-limit and Step-limit. This 
helps to improve the algorithm’s search performance. We 
also used the weighted centre to replace the geometric 
centre when performing gathering behavior. And the meth-
od of determining the weighted centre was also presented. 
Beyond this, this chapter also presents a newly designed 
behavioral strategy in consideration of the proposed artifi-
cial symbiotic system. The exhaustive simulation results 
show that the proposed symbiosis-based AFSA surpassed a 
few compared algorithms, including the original AFSA, two 
improved versions of AFSA, UPSO, and SFLA. A superior 
property of our proposed symbiosis-based AFSA is that the 
decreasing strategy of Visual and Step is not kmax-depended. 
This avoids the bad influence from predefining an inappro-
priate value to kmax. Another attractive property of this pro-
posed AFSA is that, no complex operation was introduced 
into the original AFSA’s framework. In other word, the op-
eration of exchanging the two sub-populations’ statuses and 
that of adjusting symbiont AF individuals’ Visual-limit and 
Step-limit are very easy to implement. 
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7. Discussion 
This chapter discusses the necessary modifications to artificial fish swarm algorithm (AFSA) when using it in prob-
lem-solving, including the modifications to artificial fish (AF) representation scheme, that to AF behaviors, that to behav-
ioral strategy, and that to some conceptions in AFSA. The open and flexible optimization framework of AFSA is also dis-
cussed in detail. Since AFSA has a number of parameters to tune, this chapter also discusses how to tune the parameters. 
After that, the applicability of AFSA is analyzed. 
                                                                                                         
7.1 Necessary Modifications to Artificial Fish Swarm 
Algorithm in Problem-solving 
Since artificial fish swarm algorithm (AFSA) is originally 
put forward for the global optimization of continuous func-
tion only, it cannot be directly utilized to solve other types 
of problems. For making AFSA suitable to solve the prob-
lems of different properties, some modifications to AFSA 
are thus usually necessary. This section is to discuss some 
necessary modifications to AFSA from several aspects. 
7.1.1 Modification to artificial fish representation scheme 
In AFSA, each artificial fish (AF) individual represents a 
candidate solution to the problem. To well map a candidate 
solution into an AF individual, an appropriate AF represen-
tation scheme is needed. It is also a key to successfully uti-
lizing AFSA in problem-solving. Namely, a necessary mod-
ification to AFSA is on the aspect of AF representation 
scheme. 
Taking the proposed AFSA for solving the multicast 
routing problem in Chapter 3 as an example, a 0-1 encoding 
scheme was adopted to represent AF individuals. The 
adopted 0-1 encoding scheme is far different from the re-
al-number encoding scheme in the original AFSA because 
the property of the multicast routing problem is accordingly 
far different from that of the continuous function optimiza-
tion. The candidate solutions to the continuous function 
optimization are N-dimensional real-number vectors, while 
those to the multicast routing problem are multicast routing 
trees of different structures. For another thing, the adopted 
0-1 encoding scheme is easy to operate. Ref. [92] presented 
an AFSA for solving Steiner tree problem, which is essen-
tially the multicast routing problem. To represent AF indi-
viduals, the AFSA of Ref. [92] adopted a predecessor-based 
linear encoding scheme, which is far complicated than the 
0-1 encoding scheme adopted in Chapter 3. Due to the pre-
decessor-based scheme’s complexity, various operations 
implemented on AF representation are thus time-consuming, 
troublesome, sometimes even restricted. That results in the 
AFSA of Ref. [92] performing inferiorly. Therefore, the 
modification to AF representation scheme is not only nec-
essary, but also should be appropriate. 
For another example, in Chapter 4, AFSA was applied 
in symbolic regression. A candidate solution to the symbolic 
regression problem is essentially an algebraic expression, 
which needs to be represented as the form of parse tree. We 
employed the gene expression scheme to encode AF indi-
viduals. Such a modification to AF representation makes it 
possible to utilize AFSA’s good optimization mechanism in 
symbolic regression. Suppose that we directly represent AF 
individuals by parse trees rather than the gene expression 
scheme, it is really hard to imagine how to use AFSA in 
symbolic regression, in consideration of the incompatibility 
between the parse tree representation and AFSA’s operation 
mechanism. 
In Chapter 5, a new AFSA for solving the multiple 
knapsack problem is presented. To represent AF individuals, 
the multi-value encoding scheme was adopted, in consider-
ation of it being able to compress the solution space of the 
multiple knapsack problem. That greatly helps to improve 
search efficiency. 
Based on the above discussion, to well utilize AFSA in 
problem-solving, a suitable modification to AF representa-
tion is necessary and important. 
7.1.2 Modification to artificial fish behaviors 
In AFSA, AF individuals are the entities that implement 
searching activities in the solution space of the problem to 
be solved. The searching activities are implemented through 
AF individuals performing a few behaviors. As a matter of 
fact, the execution of each behavior is essentially a series of 
operations on AF representation. Since the adopted AF rep-
resentation scheme is problem-depended, as discussed in 
Sect. 7.1.1, the operations on AF representation should thus 
be accordingly problem-depended, such that the operations 
adapt AF representation’s feature. 
In consideration of this, the modification to AF be-
haviors is also necessary. The concrete descriptions to AF 
behaviors usually have different forms for different types of 
problems, as described in Chapter 3, Chapter 4, Chapter 5, 
and Chapter 6. For avoiding repetition and cumbersome 
explanation, the detailed difference between the descrip-
tions of AF behaviors in the front several chapters are not to 
be stated. For more details, please refer the relevant sections 
in these chapters. Nevertheless, the essential principle of 
each AF behavior should not be changed. 
7.1.3 Modification to behavioral strategy 
In AFSA, behavioral strategy plays a role of dispatcher that 
guides AF individuals to perform appropriate behaviors 
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according to their separate circumstances. According to the 
different properties of the problems to be solved, the be-
havioral strategy should be set flexibly, rather than invaria-
bly. Li also pointed out that the behavioral strategy of AF 
should be set according to the property of the problem to be 
solved [34]. Therefore, the modification to AF’s behavioral 
strategy is also necessary in some cases. However, so long 
as the behavioral strategy keeps a good balance between the 
exploration and the exploitation in the solution space, AFSA 
could perform good optimization ability in problem-solving. 
Further, in order to balance the exploration and the exploi-
tation, AF individuals should not only implement explora-
tion by performing individual behaviors, but they should 
also implement exploitation by performing social behaviors 
in the relatively more preferable regions, in which there are 
more superior AF individuals to them; nevertheless, AF 
individuals should also not implement exploitation in the 
solution regions that have already been crowded. Instead, 
they should implement exploration in order to get away 
from the crowded region in this case, which prevents the AF 
population from being trapped in a local optimum. 
7.1.4 Modification to some conceptions 
The modification to some conceptions in the original AFSA 
is also necessary when solving a number of types of prob-
lems by AFSA. 
For example, the conception of visual field in the pro-
posed AFSA for symbolic regression in Chapter 4, is not the 
same to that in the commonly accepted AFSA. Usually, the 
visual field of an AF individual X is in fact the solution re-
gion within X’s Visual-limit. That is to say, no matter being 
measured in Euclidean-distance or Hamming-distance, the 
distance from X to any position within X’s visual field is not 
further than Visual. However, in the proposed AFSA in 
Chapter 4, the visual field of an AF individual X is defined 
as the set of all candidate solutions which have the same 
parse tree structure to that of AF individual X. Namely, the 
distance from X to any position within X’s visual field is 
swept aside in fact. This conception is obviously far differ-
ent form that in the commonly accepted AFSA. Beyond that, 
the conception of congestion degree in Chapter 4 is also 
different from that in the commonly accepted AFSA. 
Table 7.1 Adopted behaviors in the AFSAs respectively proposed in the front several chapters of this thesis, marked by ‘ ’. 
Behaviors 
The proposed AFSAs in this thesis 
AFSA [34] 
In Chapter 3 In Chapter 4 In Chapter 5 In Chapter 6 
Individual behav-
iors (exploration) 
Randomly moving 
Preying 
Escaping 
Social behaviors 
(exploitation) 
Following 
Gathering 
Avoiding 
 
7.2 AFSA’s Open and Flexible Optimization Frame-
work 
7.2.1 Open self-organizing model and framework 
In AFSA, AF is an abstract model, which includes a few 
search patterns, i.e. behaviors. Each AF individual autono-
mously behaves a certain degree of excitability to its current 
circumstance and further performs corresponding behaviors. 
That is to say, AF model is self-organized. As long as the 
AF individuals perform the behaviors following some sim-
ple rules (i.e. behavioral strategy), AFSA’s optimization 
ability can naturally form from the bottom up. From this 
perspective, the optimization framework of AFSA is also 
self-organized. 
Further, AF model is an open self-organizing model. 
Any needed search pattern (i.e., behavior) can be added into 
AF model as long as the added search pattern really helps to 
problem-solving or improve the algorithm’s performance; 
on the other hand, any needless search pattern can also be 
removed from AF model for the similar reason. Table 7.1 
demonstrates all the adopted behaviors in the AFSAs re-
spectively proposed in the front several chapters of this the-
sis. Each adopted behavior is marked by ‘ ’ at the corre-
sponding cell in Table 7.1. It is not hard to see that, avoid-
ing behavior is added into the AF model of AFSA in Chap-
ter 4, and escaping behavior is added into that in Chapter 5. 
These two added behaviors are both not the members of the 
originally proposed four behaviors by Li in his doctor thesis 
[34]. In fact, we specially designed them in consideration of 
the properties of the problems to be solved. The avoiding 
behavior in Chapter 4 is performed by AF individuals to 
prevent AF swarms being overly crowded, since the con-
ception of visual field in this chapter is not the same to that 
in the commonly accepted AFSA. The escaping behavior in 
Chapter 5 is performed by AF individuals to prevent AF 
individuals searching within the infeasible solution region, 
since the search strategy adopted in this chapter requires AF 
individuals only search the feasible region near the con-
straint boundaries. From Table 7.1, we can also see that, 
although the gathering behavior is a member of the origi-
nally proposed four behaviors by Li, it was removed from 
the AF model of the proposed AFSAs in Chapter 3, Chapter 
4, and Chapter 5. Even so, the exhaustive simulation ex-
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periments proved that, without gathering behavior, our 
proposed AFSAs in these three chapters still have excellent 
optimization ability. This is in accordance with what Li had 
ever pointed out in his doctor thesis [34] that AFSA could 
be moderately simplified according to the property of the 
problem to be solved. Nevertheless, preying behavior can-
not be removed because it is the basis of AFSA converging. 
In addition, AF model must include at least one social be-
havior to implement exploitation. Otherwise, AFSA cannot 
reflect the advantage of swarm intelligence. 
Obviously, AF model is an open self-organizing model 
indeed. Accordingly, AFSA’s optimization framework is 
also an open self-organizing framework, which makes it 
more flexible to utilize AFSA in problem-solving than to 
utilize the other swarm intelligence-based optimization al-
gorithms. 
7.2.2 Flexible behavioral strategy 
Behavioral strategy is essentially a few simple rules that 
each AF individual obeys when it is performing behaviors. 
In the front several chapters, we respectively adopted dif-
ferent behavioral strategies. 
Nevertheless, it is not hard to find that, the adopted 
behavioral strategies have a common feature: to balance the 
exploration and the exploitation in manner of guiding AF 
individuals to implement the exploitation-related behaviors 
within uncrowded solution region but to implement the ex-
ploration-related behaviors within the overly crowded solu-
tion region. 
So long as the adopted behavioral strategy could re-
flect the above principle of balancing exploration and ex-
ploitation, we could relatively freely design the behavioral 
strategy according to the actual needs of problem-solving, 
and then the algorithm’s optimization ability could naturally 
form from the bottom up. Flexible behavioral strategy 
brings great convenience when using AFSA in prob-
lem-solving. It also makes the optimization framework of 
AFSA be very open and flexible. 
7.3 How to Tune AFSA’s Parameters 
AFSA has a number of parameters to tune, including Pop-
Size, try_Number, Visual, Step, and δ. At present, there is no 
a handbook or exact method to guide users in setting these 
parameters. Generally speaking, these parameters are tuned 
according to experience and the properties of the problem to 
be solved. 
According to our optimization experience, the param-
eters of the AFSAs for solving combinatorial optimization 
problems can be set relatively freely. That is because the 
AFSAs for solving combinatorial optimization problems are 
usually not sensitive to these parameters. In this thesis, 
Chapter 3 presents an AFSA for solving multicast routing 
problem and Chapter 5 presents a new AFSA for solving 
multiple knapsack problem. The multicast routing problem 
is a minimization problem, while the multiple knapsack 
problem is a maximization problem. Both of them belong to 
the category of combinatorial optimization. And the related 
investigations in Chapter 3 and Chapter 5 proved that, the 
two presented AFSAs are both not sensitive to these param-
eters. We think the related investigations in Chapter 3 and 
Chapter 5 are persuasive testifications to show the AFSAs 
for solving combinatorial optimization problems are really 
not sensitive to these parameters. 
 Actually, the AFSA for continuous function optimiza-
tion is also not very sensitive to its parameters, as Li point-
ed out in his doctor thesis [34]. Nevertheless, the investiga-
tion on the impacts of Visual and Step in Chapter 6 shows 
that, these two parameters still have a certain degree of im-
pacts on the precision of the obtained solution and the speed 
of AFSA’s convergence. To avoid undesirable impacts re-
sulted by inappropriate settings of the two parameters, the 
best we can do is to adjust Visual and Step according to a 
decreasing strategy. The study presented in Chapter 6 is an 
attempt on this aspect. 
7.4 Applicability Analysis 
As mentioned in Chapter 1, a major purpose of this thesis is 
to investigate AFSA’s applicability. 
Generally speaking, different types of algorithms are 
appropriate for different application scenarios. So it seems 
not fair enough to clarify an algorithm is either effective or 
not without considering the concrete application scenarios. 
Overall, the optimization algorithms can be classified into 
three major types, including exact algorithms, approxima-
tion algorithms, and intelligence algorithms. Figure 7.1 
demonstrates the organization of various optimization algo-
rithms. 
The exact algorithms can return the exact optimal so-
lution to the problem to be solved. However, they are usu-
ally very time-consuming. Especially when solving the 
complex NP-C and NP-H problems, the time consumption 
required by the exact algorithms are even unacceptable. 
The approximation algorithms can usually return a 
superior solution to the problem to be solved within a short 
time, but they almost never return the exact optimal solu-
tion, and sometimes even return an inferior one. 
The intelligence algorithms usually return the optimal 
solution or the sub-optimal solution to the problem to be 
solved, while they usually converge far more quickly than 
the exact algorithms. From the perspective of time con-
sumption, the intelligence algorithms are superior to the 
exact algorithms; from the perspective of the quality of the 
obtained solution, the intelligence algorithms outperform 
the approximation algorithms. 
We listed the features of the above three types of op-
timization algorithms in Table 7.2 in order to make a clear 
comparison. According to Table 7.2, the exact algorithms 
are suitable to the scenarios that require high-quality solu-
tion without caring the algorithm’s runtime, while the ap-
proximation algorithms are suitable to the scenarios that 
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only require to obtaining acceptable solution premised on 
fast solution speed. For those application scenarios that re-
quire both high-quality solution and fast solution speed, the 
intelligence algorithms are obviously the best choice, be-
cause the intelligence algorithms can usually return the ex-
act optimal solution or at least a sub-optimal solution within 
few or acceptable runtime. Although the intelligence algo-
rithms usually take a little more runtime for a single run 
than the approximation algorithms, they are far better than 
the approximation algorithms at the quality of the obtained 
solutions. Since AFSA belongs to the intelligence algo-
rithms, it is also suitable to the scenarios that require both 
high-quality solution and fast solution speed. It inherits all 
the major advantages of the intelligence algorithms, includ-
ing global optimization capability, quick convergence, good 
robustness, and easy implementation. In other word, AFSA 
is actually suitable for solving almost all the types of com-
plex problems that the other intelligence algorithms can 
solve. 
Nevertheless, comparing with the other intelligence 
algorithms, AFSA still behaves differently to some extent. 
For example, the proposed AFSA in Chapter 3 demonstrat-
ed a better ability of obtaining least-cost Steiner tree than 
genetic algorithm (GA) and particle swarm optimization 
(PSO); the proposed AFSA in Chapter 4 outperformed the 
gene expression programming (GEP), which is essentially 
an enhanced genetic programming (GP). According to the 
related analysis in Chapter 3, AFSA has an excellent opti-
mization mechanism, which makes AFSA be more suitable 
for solving a number of complex problems. In other word, 
the adaptability of AFSA ought to be much wider. 
 
 
Fig. 7.1 Organization of the optimization algorithms. 
Table 7.2 Comparison of three types of optimization algorithms. 
Type of algorithm Solution quality Time consumption 
Exact algorithms Exactly optimal Extremely serious, even unacceptable 
Approximation algorithms Suboptimal, even inferior Very few 
Intelligence algorithms Exactly optimal or Suboptimal Few or Acceptable 
 
 
7.6 Chapter Summary 
Based on the studies presented in the front several chapters, 
this chapter discussed and analyzed a few issues about 
AFSA. 
Since AFSA is originally put forward for the global 
optimization of continuous function only, it cannot be di-
rectly utilized to solve other types of problems. For making 
AFSA suitable to solve the problems of different properties, 
some modifications to AFSA are thus usually necessary. 
Optimization Algorithms
Exact Algorithms
Approximation Algorihtms
Intelligence Algorithms
Linear Programming
Integer Programming
Branch-and-Bound
Dynamic Programming
Divide-and-Conquer
Greedy Algorithm
Simulated Annealing
Stochastic Hill-Climbing
Genetic Algorithms
Differential Evolutoin
Evolutionary Programming
Evolution Strategies
Genetic Programming
Constructive
Ant Colony Optimization
Particle Swarm Optimization
Firefly Algorithms
Bacterial Foraging Optimization
Artificial Bee Colonies
Artificial Fish Swarm Algorithms
Swarm Intelligence-based
Algorithms
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The necessary modifications to artificial fish swarm algo-
rithm when using it in problem-solving are discussed, in-
cluding the modifications to artificial fish representation 
scheme, that to artificial fish behaviors, that to behavioral 
strategy, and that to some conceptions in artificial fish 
swarm algorithm. The open and flexible optimization 
framework of AFSA is also discussed in detail. Since AFSA 
has a number of parameters to tune and there is no a hand-
book or exact method to guide users in setting them, a dis-
cussion on how to tune the parameters is given based on the 
related research contents in the front several chapters. After 
that, the applicability of AFSA is analyzed in detail. 
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8. Conclusion 
Research is an iterative process, just like that of artificial fish (AF) individuals searching in the solution space. Researchers 
keep exploring new frontiers of knowledge not only based on their own successes, but also the successes learnt from the 
other researchers. The presented research in this thesis is no exception. In addition, it is hoped that the presented research 
works in this thesis may help the other researchers explore new aspects and attract more researchers’ attention to artificial 
fish swarm algorithm (AFSA) such that they devote themselves into the further research of AFSA. 
                                                                                                      
8.1 Summary 
This thesis mainly investigated the wide adaptability and 
the good performance of artificial fish swarm algorithm 
(AFSA) by applying AFSA in solving a few types of com-
plex problems and verified a few novel insights of helping 
problem-solving by introducing these novel insights into 
AFSA’s original optimization framework. 
Chapter 3 presented an AFSA for solving the multicast 
routing problem in multimedia communication. Although 
AFSA is originally put forward for the global optimization 
of continuous function only, the multicast routing problem 
was still well solved by AFSA based on a series of neces-
sary modifications. This study is an investigation on AF-
SA’s adaptability and performance in routing optimization. 
The flexibility of AFSA’s optimization framework was also 
exhibited in this study. 
Chapter 4 successfully applied AFSA in symbolic re-
gression. To the best of our knowledge, this study is the first 
attempt of applying AFSA in symbolic regression. In con-
sideration of the remarkable performance of AFSA being 
applied in symbolic regression, this study in fact not only 
opened up a new route for symbolic regression but also 
broke new ground in the application of AFSA. Meanwhile, 
it is also an investigation of AFSA’s adaptability and per-
formance. Of course, a series of necessary modifications to 
AFSA are also made such that AFSA adapt the property of 
the symbolic regression problem. 
Chapter 5 presented a new AFSA for solving the mul-
tiple knapsack problem. In consideration of the multiple 
knapsack problem being an constrained optimization prob-
lem, a novel idea of making AF individuals only search the 
feasible solution region near the constraint boundaries is 
thus introduced into AFSA’s optimization framework in 
order to increase the search efficiency of the algorithm. This 
study is an investigation on AFSA’s adaptability and per-
formance in constrained optimization. It is also a verifica-
tion of the effect resulted by the mentioned novel idea. The 
remarkable performance of this AFSA demonstrated that, 
the novel idea of making AF individuals only search the 
feasible region near the constraint boundaries is more effec-
tive than a few commonly used constraint-handling meth-
ods. The academic significance of this study is not limited 
to only proposing an AFSA for solving the multiple knap-
sack problem. This study in fact has wider implications in 
solving constrained optimization problems, rather than lim-
ited in solving the multiple knapsack problem only. 
Chapter 6 presented a symbiosis-based AFSA, which 
is based on an artificial symbiotic system consisting of two 
AF sub-populations, i.e. the host sub-population and the 
symbiont sub-population. The novel idea of proposing the 
artificial symbiotic system is inspired by the phenomenon 
of symbiosis in nature. The symbiosis-based computational 
framework makes AF individuals be able to adjust their 
Visual-limit and Step-limit as the optimization progress 
goes, which helps to increase AFSA’s performance. This 
study is a verification of the effect resulted by the intro-
duced artificial symbiotic system. 
According to the above summaries and the exhaustive 
investigations in the front several chapters, we concluded 
AFSA is an excellent swarm intelligence-based algorithm, 
which has wide adaptability, remarkable optimization abil-
ity, fast convergence, good robustness, open and flexible 
optimization framework. As long as a few necessary modi-
fications to AFSA, premised on AFSA’s essential features 
being not changed, are made, AFSA can well solve the 
problem to be solved. 
8.2 Future Research 
Although this thesis presented a few research achievements 
of us, there is still a wealth of discoveries to be made. Fur-
ther studies and investigations on AFSA are still very need-
ed. 
So far, the theoretical studies on AFSA’s convergence 
and optimization mechanism are still rare. Without the 
guidance of the solid theoretical foundation, researching 
and understanding AFSA can only be a process of trial and 
error. Just like wading across the rivulet by feeling the 
stones, the development of AFSA must be slow. In consid-
eration of this, the theoretical studies on AFSA’s conver-
gence and optimization mechanism are very worthwhile. 
Secondly, to investigate the differences and similarities 
of AFSA’s optimization mechanism and the other swarm 
intelligence-based algorithms’ optimization mechanisms is 
also a meaningful work. That not only helps researchers 
further understand the optimization mechanism of AFSA 
but also helps to better understand that of each other swarm 
intelligence-based algorithm. 
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Moreover, although AFSA is not very sensitive to its 
parameters, how to tune AFSA’s parameters is still needed 
to be well investigated. 
 Apart from the above-mentioned works in the future, 
utilizing AFSA in various practical applications and im-
proving AFSA for enhancing its performance will still be 
two main directions of AFSA-related research in the future. 
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