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This is a noncommutative version of the previous work [14] in the same title with numbering
(I). In general in a noncommutative algebra, there is no canonical way to express elements in
univalent way, which is often called “ordering problem”. In this note we discuss this problem in
the case of the Weyl algebra of 2m-generators. By fixing an expression, we extends Weyl algebra
transcendentally. We treat ∗-exponential functions of linear forms, and quadratic forms of crossed
symbol under generic expression parameters. In the extended algebra, we find a group which is
isomorphic to SO(m,C)×Z2 in the normal ordered expression, and several strange behaviour of
∗-exponential functions of quadratic forms. After some investigation for ∗-exponential functions
and intertwiners we find there is an expression parameter Ks under which a certain system of ∗-
exponential functions of quadratic forms generates a Clifford algebra. Hence, the transcendentally
extended Weyl algebra has the property which may be called the Weyl-Clifford algebra.
1 Weyl algebra in the normal ordered expression
Throughout this paper, we use notations
u˜ = (u˜1, · · · , u˜m), v˜ = (v˜1, · · · , v˜m), u = (u1, u2, · · · , u2m) = (u˜, v˜).
The Weyl algebra W~(2m) is the algebra generated by u˜ = (u˜1, · · · , u˜m), v˜ = (v˜1, · · · , v˜m) with
the commutation relations
[u˜i, v˜j]=− ~δij, [u˜i, u˜j]=0=[v˜i, v˜j ],
where [a, b] = a∗b− b∗a and ~ is a positive constant. When we consider the case m = 1, (u˜, v˜) stands
for (u˜1, v˜1) (or (u1, u2)). One of the way for univalent expression of elements of W~(2m) is to write
u˜ in the l.h.s in each monomial. For instance, we write v˜∗u˜, v˜2∗u˜ as u˜∗v˜+i~, u˜2∗v˜+2i~v˜. This way
is called normal ordering.
Furthermore, we identify a normally expressed element with a usual polynomial and we denote,
for instance
:v˜∗u˜∗v˜+v˜∗u˜:
K0
= u˜v˜2+u˜v˜+i~v˜+i~, :u˜:
K0
= u˜, :v˜:
K0
= v˜,
where the suffix •
K0
indicate the normal ordered expression. The sign ∗ is omitted in normally
ordered expressions as they are ordinary polynomials.
For general m, the ∗-product (denoted by ∗
K0
) of two normally ordered elements is given by the
abbreviate formula
(1.1) f(u)∗
K0
g(u) = f exp ~i{←−∂v −→∂u}g, (ΨDO-product formula)
where
←−
∂v
−→
∂u =
∑
i
←−
∂v˜i
−→
∂u˜i . More precisely it is
f(u)∗
K0
g(u) =
∑
k
(i~)k
k!
∂v˜i1 · · ·∂v˜ikf(u)∂u˜i1 · · ·∂u˜ik g(u).
We give several formulas which will be used later. For m = 1, we note first that the associativity
and the commutation relation u˜∗v˜−v˜∗u˜ = −i~ gives for every polynomial p(u˜∗v˜) of u˜∗v˜ that
(1.2) p(u˜∗v˜)∗u˜ = u˜∗p(v˜∗u˜) = u˜∗p(u˜∗v˜+i~), (bumping identity)
Let u˜◦v˜ = 1
2
(u˜∗v˜+v˜∗u˜); the symmetric product. The bumping identity gives
u˜∗(u˜∗v˜)∗v˜ = u˜∗(u˜◦v˜+1
2
i~)∗v˜ = (u˜◦v˜+1
2
i~)∗(u˜◦v˜+3
2
i~).
1.1 Star-exponential functions of crossed symbols
For every C = (Cij) ∈ MC(m) (m×m-complex matrix), we denote C(u˜, v˜) =
∑
Ciju˜iv˜j . This
special class of quadratic forms is very convenient for calculation in the normal ordered (K0-ordered)
expression. In this section, normal ordered expressions are mainly used except otherwise stated.
By a direct calculation via ΨDO-product formula (1.1) we have
e
2
i~
∑
Aklu˜kv˜l∗
K0
e
2
i~
∑
Bstu˜sv˜t = e
2
i~
∑
Cij u˜iv˜j ,
C =A+B + 2AB.
If we denote e
2
i~
∑
Aklu˜kv˜l by [A], then the product formula is read as
(1.3) [A]∗
K0
[B] = [A +B + 2AB], A, B ∈MC(m)
This is viewed as
(I + 2A)(I + 2B) = I + 2(A+B + 2AB).
By the correspondence A ↔ I + 2A, the multiplicative structure of usual matrix algebra MC(m) is
translated into the space {e 2i~C ;C ∈MC(m)}. Let O′K0 = {X ∈MC(m); det(Im+2X) 6= 0}.
Proposition 1.1 O′
K0
forms a group under the ∗
K0
-product, isomorphic to GL(m,C). 0 is the iden-
tity, and the inverse X−1∗ is given by −(I+2X)−1X.
But, note here that the additive unit 0 ∈MC(m) is shifted to −12Im(u, v), that is,
−1
2
I+C+2(−1
2
I)C = −1
2
I, i.e
e
2
i~
C(u˜,v˜)∗
K0
e−
1
i~
Im(u˜,v˜) = e−
1
i~
Im(u˜,v˜)∗
K0
e
2
i~
C(u˜,v˜) = e−
1
i~
Im(u˜,v˜).
On the other hand, we see −I−I+2(−I)(−I) = 0. In general (1.3) gives the following:
Proposition 1.2 e−
2
i~
C(u˜,v˜)∗
K0
e−
2
i~
C(u˜,v˜) = e
2
i~
0 = 1 if and only if C2 = C. In particular, let
Ik(u˜, v˜) = u˜i1 v˜i1+u˜i2 v˜i2+ · · ·+u˜ik v˜ik
for mutually distinct arbitrary i1, · · · , ik. Then, e− 2i~ Ik(u˜,v˜)∗K0e−
2
i~
Ik(u˜,v˜) = 1.
By (1.3) we have the exponential law
(1.4) e
1
i~
(eisC−Im)(u˜,v˜)∗
K0
e
1
i~
(eitC−Im)(u˜,v˜) = e
1
i~
(ei(s+t)C−Im)(u˜,v˜).
Differentiate this exponential law (1.4) to obtain the ∗
K0
-exponential function
(1.5) :e
it
i~
∑
Cklu˜k∗v˜l
∗ :K0 = e
1
i~
∑
(eitC−Im)klu˜kv˜l
where u˜k∗v˜k stands for :u˜k∗v˜k:K0 , but this is u˜kv˜k in the normal ordered expression. Here, we used
the notation such as :e
it
i~
∑
Cklu˜k∗v˜l
∗ :K0 to avoid possible confusion. It is remarkable that the amplitudes
are kept to be 1 in this calculation.
In what follows of this section, we use u˜i◦v˜j often instead of u˜i∗v˜j , where
u˜i◦v˜j =
1
2
(u˜i∗v˜j+v˜j∗u˜i), :u˜i◦v˜j :K0 = u˜iv˜j+
1
2
i~δij .
The reason of this is that the expression by using u˜i◦v˜j has a rich symmetric properties, just like
Stratonovich formula in stochastic integrals.
By using this notation, (1.5) is changed into
(1.6) :e
t
i~
∑
Cklu˜k◦v˜l
∗ :K0 = e
t
2
TrCe
1
i~
∑
(etC−I)klu˜kv˜l
with a nontrivial amplitude part, but note here that the amplitude part is determined by its phase
part. If C2 = C, then etC = I+(et−1)C, hence
(1.7) :e
πi
i~
∑
Cklu˜k◦v˜l
∗ :K0 = e
πi
2
TrCe−
2
i~
∑
Cklu˜kv˜l , :e
−πi
i~
∑
Cklu˜k◦v˜l
∗ :K0 = e
−πi
2
TrCe−
2
i~
∑
Cklu˜kv˜l.
A typical example is
C(θ) =
[
cos2 θ cos θ sin θ
cos θ sin θ sin2 θ
]
, :e
±πi
i~
∑
Ckl(θ)u˜k◦v˜l
∗ :K0 = (±i)e−
2
i~
∑
Ckl(θ)u˜k v˜l .
Consider now the group G generated by :e
2
i~
(
∑
Aklu˜k◦v˜l):
K0
, A ∈ O′
K0
and two homomorphisms
π : G→ [O′
K0
], α˜ : G→ C∗
defined by
π(:e
1
i~
(
∑
Aklu˜k◦v˜l):
K0
) = e
1
i~
(
∑
Aklu˜kv˜l), α˜(:e
1
i~
(
∑
Aklu˜k◦v˜l):
K0
) = e
1
2
TrA.
As it is shown in Proposition 1.2, and in (1.6) even though π(X)=1, it may occur α˜(X)=−1.
Proposition 1.3 In the normal ordered expression, :e
2
i~
(
∑
Aklu˜k◦v˜l):
K0
, A ∈ O′
K0
generates a group
isomorphic to a connected double covering of GL(m,C) embedded naturally in C∗×GL(m,C) in the
form (α˜(X), π(X)), X ∈ G.
Our main concern in this section is elements
ε00(k) = e
πi
i~
u˜k◦v˜k
∗ = e
π
2~
(u˜k∗v˜k+v˜k∗u˜k)
∗ , k = 1, 2, . . . , m.
Although, e
±πi
i~
u˜k◦v˜k
∗ are defined only for the normal ordered expression at this stage, we denote it by
(1.8) :ε00(k):K0 = :e
πi
i~
u˜k◦v˜k
∗ :K0=:e
πi
i~
(u˜k∗v˜k+ i~2 )∗ :K0=:ie
πi
i~
u˜k∗v˜k
∗ :K0=ie
− 2
i~
u˜kv˜k ,
for we will define in the later section an abstract e
πi
i~
u˜k◦v˜k
∗ in generic ordered expressions. We call
ε00(k) partial polar elements and :ε00(k):K0 its normal ordered expression. We see
:ε00(k):K0 = ie
− 2
i~
u˜kv˜k , :ε00(k)∗ε00(k):K0 = −1
(In the later section, we see Weyl ordered expression of ε00(k) diverges.)
By the product formula under the normal ordered expression K0, the natural commutativity
(1.9) :e
πi
i~
u˜k∗v˜k
∗ :K0∗K0 :e
πi
i~
u˜l∗v˜l
∗ :K0=:e
πi
i~
(u˜k∗v˜k+u˜l∗v˜l)
∗ :K0=:e
πi
i~
u˜l∗v˜l
∗ :K0∗K0 :e
πi
i~
u˜k∗v˜k
∗ :K0
holds. Summarizing these we have
Proposition 1.4 :ε00(k)∗ε00(ℓ):K0 = :ε00(ℓ)∗ε00(k):K0 , :ε00(k)∗ε00(k):K0 = −1
However, this does not imply that ε00(k) are commuting each other in general nor
ε00(k)
2
∗ = −1 in general. Indeed, it will be shown in § 3.2 that there is an expression parameter Ks
such that ε00(k) are mutually anti-commuting under Ks-expression. Moreover, in §?? we see there
is a class of expression parameters K such that :ε00(k)
2
∗:K = 1.
We set ε00(I) by e
πi
i~
∑
k u˜k∗v˜k∗ and call it the total polar element. Its K0-expression is
(1.10) :ε00(I):K0 = i
me−
2
i~
∑m
k=1 u˜kv˜k .
If 〈a˜, a˜〉 = a˜ t˜a = 1, then by noting (t˜aa˜)n = t˜aa˜, we see
es
t˜aa˜ = I + (es − 1)ta˜a˜
For a˜, b˜ ∈ Cm, we set 〈a˜, u˜〉 =∑mi=1 a˜iu˜i, 〈a˜, v˜〉 =∑mi=1 a˜iv˜i etc.
Then, it is easy to see [〈a˜, u˜〉, 〈b˜, v˜〉] = −~i〈a˜, b˜〉. Hence, if 〈a˜, a˜〉 = 1, then 〈a˜, u˜〉 and 〈a˜, v˜〉 form
a canonical conjugate pair.
Let Sm−1
C
={a ∈ Cm; 〈a˜, a˜〉=1}, and Sm−1
R
={a˜ ∈ Rm; 〈a˜, a˜〉=1}. Then, for every a˜ ∈ Sm−1
C
, the
quadratic form
α〈a˜, u˜〉2∗ + β〈a˜, v˜〉2∗ + 2γ〈a˜, u˜)◦〈a˜, v˜〉
can be considered as if it were only 2 variables, where 〈a˜, u˜〉◦〈a˜, v˜〉 = 1
2
(〈a˜, u˜〉∗〈a˜, v˜〉+〈a˜, v˜〉∗〈a˜, u˜〉)
and 〈a˜, u˜〉2∗ etc means the product by ∗. Let D = γ2 − αβ be its discriminant.
Hence, we have
(1.11) :e
t
~
〈a˜,u˜〉◦〈a˜,v˜〉
∗ :K0 = e
it
2 e
i
~
(1−eit)〈a˜,u˜)〈a˜,v˜〉.
We define
(1.12) ε00(a˜) = e
πi
i~
〈a˜,u˜〉◦〈a˜,v˜〉
∗ , :ε00(a˜):K0 = ie
− 2
i~
〈a˜,u˜)〈a˜,v˜〉
We call ε00(a˜) also a partial polar element. Since [〈a˜, u˜〉, 〈b˜, v˜〉] = −~i〈a˜, b˜〉, the product
formula (1.3) gives
:ε00(a˜)∗ε00(b˜):K0 = −e
− 2
i~
(
〈a˜,u˜〉〈a˜,v˜〉+〈b˜,u˜〉〈b˜,v˜〉−2〈a˜,b˜〉〈a˜,u˜〉〈b˜,v˜〉
)
In particular, if 〈a˜, b˜〉 = 0, then
ε00(a˜)∗〈b˜, u˜〉 = 〈b˜, u˜〉∗ε00(a˜), ε00(a˜)∗〈b˜, v˜〉 = 〈b˜, v˜〉∗ε00(a˜)
and :ε00(a˜)∗ε00(b˜):K0 = :ε00(b˜)∗ε00(a˜):K0 . By this observation, we have the following:
Proposition 1.5 If 〈a˜, b˜〉 = 0, then
ε00(a˜)∗〈b˜, u˜〉 = 〈b˜, u˜〉∗ε00(a˜), ε00(a˜)∗〈b˜, v˜〉 = 〈b˜, v˜〉∗ε00(a˜)
and
:ε00(a˜)∗ε00(b˜):K0 = :ε00(b˜)∗ε00(a˜):K0
Let P(ℓ)
K0
, ℓ = 1, 2, 4, be the set consisting of all elements written by
ε00(a˜1)∗ε00(a˜2)∗ · · · ∗ε00(a˜ℓk); k ∈ N, a˜j ∈ Sm−1C .
Since ε00(a˜j)
4
∗ = 1, we have a series of subgroups P
(1)
K0
⊃ P(2)
K0
⊃ P(4)
K0
of G.
Lemma 1.1 P(4)
K0
is the group generated by {ε00(a˜)∗ε−100 (b˜); a˜, b˜ ∈ Sm−1C }, which is a connected sub-
group of G. However, −1 is not contained in P(4)
K0
. Moreover P(2)
K0
= P(4)
K0
⋃
(−P(4)
K0
), and
P(1)
K0
=
3⋃
k=0
(ikP(4)
K0
)
Proof It is easy to see that
⋃
ℓP
(4ℓ)
K0
is a group. Write its element as ε00(a˜1)∗ε00(a˜2)∗ · · · ∗ε00(a˜4ℓ).
Since Sm−1
C
is arcwise connected, this is arcwise connected to 1ℓ = 1. For the second assertion, we
have only to note that the product formula (1.3) allows that the phase part and the amplitude part
are computed independently. ✷.
1.1.1 Bumping identity
For a while, we use notations (u, v) for (u˜, v˜) for simplicity. Using the uniqueness of the real analytic
solution, we have the following useful
Lemma 1.2 (bumping identity) v ∗ eitu∗v∗ = eitv∗u∗ ∗ v, eitu∗v∗ ∗ u = u ∗ eitv∗u∗ holds.
Proof This is given by the bumping identity u∗(v∗u)m = (u∗v)m∗u, if the polynomial approximation
theorem holds. Here, this is proved by the uniqueness of the real analytic solution, hence the proof
can be applied for other expressions. The continuity of v∗ and the associativity give
d
dt
v ∗ eitu∗v∗ = v ∗ ((iu ∗ v) ∗ eitu∗v∗ ) = iv ∗ u ∗ (v ∗ eitu∗v∗ ).
On the other hand, the continuity of ∗v and the associativity give
d
dt
eitv∗u∗ ∗ v = ((iv ∗ u) ∗ eitu∗v∗ ) ∗ v = iv ∗ u ∗ (eitu∗v∗ ∗ v).
Both satisfy the differential equation d
dt
ft = iv ∗ u ∗ ft with the initial condition v. The second one
is shown by the same proof. ✷
Note here that we used only the real analyticity of eitu∗v∗ in the normal ordered expression. Note
that the bumping identiy gives in particular
v ∗ e
πi
i~
u◦v
∗ =e
πi
i~
(u◦v+i~)
∗ ∗ v=−e
πi
i~
u◦v
∗ ∗v, u ∗ e
πi
i~
u◦v
∗ =−e
πi
i~
u◦v
∗ ∗u.
The next Proposition is stated under K0-expression by using the original notations, but we see
the bumping identity holds in every ordered expression defined in the next section § 2.
Proposition 1.6 :〈a˜, u˜〉∗ε00(a˜):K0 = −:ε00(a˜)∗〈a˜, u˜〉:K0 and :〈a˜, v˜〉∗ε00(a˜):K0 = −:ε00(a˜)∗〈a˜, v˜〉:K0 .
1.2 Double covering group of SO(m,C) in C∗×GL(m,C)
Our main concern in this section is the mutual relations between ∗-exponential functions of degenerate
quadratic forms of small rank.
By Propositions 1.5 and 1.6, we have easily that
e
π
~
u˜1◦v˜1
∗ ∗(
m∑
i=1
biu˜i)∗e−
π
~
u˜1◦v˜1
∗ = −b1u˜1 +
m∑
i=2
biu˜i.
In general, for every 〈a˜, u˜〉, a˜ ∈ Sm−1
C
and b˜ ∈ Cm, we set b˜ = 〈a˜, b˜〉a˜+c˜, 〈a˜, c˜〉 = 0. By computing
the same way as above, we have the reflection with respect to a˜:
(1.13)
e
π
~
〈a˜,u˜〉◦〈a˜,v˜)
∗ ∗ 〈b˜, u˜〉 ∗ e−
π
~
〈a˜,u˜)◦〈a˜,v˜〉
∗ =〈b˜−2〈a˜, b˜〉a˜, u˜〉
e
π
~
〈a˜,u˜〉◦〈a˜,v˜)
∗ ∗ 〈b˜, v˜〉 ∗ e−
π
~
〈a˜,u˜)◦〈a˜,v˜〉
∗ =〈b˜−2〈a˜, b˜〉a˜, v˜〉
For simplicity we use notations in the group theory
Ad(ε00(a˜))X = ε00(a˜)∗X∗ε−100 (a˜), Ad(ε00(a˜)∗ε00(b˜))X = ε00(a˜)∗ε00(b˜)∗X∗ε−100 (b˜)∗ε−100 (a˜).
Note that Ad(ε00(a˜)) = Ad(ε
−1
00 (a˜)).
Now, Proposition 1.5 gives the following
Proposition 1.7 Ad(ε00(a˜)∗ε−100 (b˜)) generate SO(m,C). Since P(4)K0 does not contain −1,
{ε00(a˜)∗ε−100 (b˜); a˜, b˜ ∈ Sm−1C }
generates a group isomorphic to SO(m,C). If a˜, b˜ are restricted in real vectors, then Ad(ε00(a˜)∗ε−100 (b˜))
generate SO(m), hence {ε00(a˜)∗ε−100 (b˜)} generate a group isomorphic to SO(m).
Since
Ad(ε00(a˜)∗ε00(b˜)) = Ad(ε00(a˜)∗ε−100 (b˜))
we conclude the following:
Theorem 1.1 In the normal ordered expression, {e
π
~
(a˜,u˜)◦(a˜,v˜)
∗ ∗e
π
~
(b˜,u˜)◦(b˜,v˜)
∗ ; a˜, b˜ ∈ Sm−1C } forms a group
S˜O(m,C) which is a subgroup of G, and Ad(S˜O(m,C)) = SO(m,C).
Ad : S˜O(m,C)→ SO(m,C)
is a 2-to-1 surjective homomorphism.
Moreover, the mapping π given by forgetting the amplitude part gives also a 2-to-1 homomorphism
onto a subgroup of O′
K0
, which will be denoted by SO∗(m,C).
SO∗(m,C)✲
forget amp.
S˜O(m,C)
❄
SO(m,C)
❅
❅
❅
❅❘
Ad Ad’
It is not hard to consider the adjoint action of the
group SO∗(m,C). This is denoted by Ad
′. This
is an isomorphism. It is remarkable that Theo-
rem1.1 is obtained without using Clifford alge-
bra. However, if the obtained group S˜O(m) =
Spin(m) is constructed via Clifford algebra, we
must have (ε00(a˜)∗ε00(b˜))2∗ = −1, but such an anti-
commutative property is not given by the normal
ordered expression.
Hence, we have in normal ordered expression that
S˜O(m,C) ∼= SO(m,C)×Z2, S˜O(m) ∼= SO(m)×Z2.
In the next subsection, we prove some strange nature of partial polar elements in the normal ordered
expression.
1.3 Partial polar elements are double-valued
For every a˜ ∈ Sm−1
C
, we consider
ε00(a˜) = e
π
~
(a˜,u˜)◦(a˜,v˜)
∗ , ε−100 (a˜) = e
−π
~
(a˜,u˜)◦(a˜,v˜)
∗ .
If 〈a˜, a˜〉 = 1, then 〈a˜, u˜〉 and 〈a˜, v˜〉 form a canonical conjugate pair. In this subsection, we set
u = 〈a˜, u˜〉 and v = 〈a˜, v˜〉 for simplicity.
In the normal ordered expression K0, we set
:e
t
~
(au2+bv2+2cu∗v)
∗ :K0 = ψ(t)e
X(t)u2+Y (t)v2+2Z(t)uv.
then we have a system of ordinary differential equations with initial conditions X(0) = Y (0) =
Z(0) = 0 and ψ(0) = 1
(1.14)


X ′(t) =
1
~
a + 4icX(t)− 4~bX(t)2
Y ′(t) =
1
~
b+ 4ibZ(t)− 4~bZ(t)2
Z ′(t) =
1
~
c+ 2icZ(t) + 2ibX(t)− 4~bX(t)Z(t)
ψ′(t) =− 2~bX(t)ψ(t)
Solving the evolution equation (1.14), we have the solution (1.15) for D=c2−ab = 1.
(1.15)


X(t) =
a
2
sin(2t)
cos(2t)− ic sin(2t)
Y (t) =
b
2
sin(2t)
cos(2t)− ic sin(2t) ,
Z(t) =
i
2
(
1− 1
cos(2t)− ic sin(2t)
)
ψ(t) =
e−itc√
cos(2t)− ic sin(2t)
Readers have only to check this is a real analytic solution, and need not to care about how this form
is obtained.
Although e
πi
2i~
(au2+bv2+c(u∗v+v∗u))
∗ diverges in the Weyl ordered expression, recall that its normal
ordered expression has been given in the previous section.
Strange behaviour of solutions
Here, we mention an anomalous behaviour of the solution in the normal ordered expression. We
think these have never emphasized in physics literatures, but these are crucial from our view point.
(a) It is remarkable that if c 6=0, e.g c = ±1, then √cos(2t)− ic sin(2t) must change sign on [0, π],
since the curve turning around the origin. Thus, one has to set
√
cos(2π)− ic sin(2π) = −1, whenever√
cos(0)− ic sin(0) = 1 is needed. Thus, we have
(1.16) :e
πi
i~
(au2+bv2+2cu∗v)
∗ :K0 = −e−πic
depending only on c whenever c2−ab = 1.
(b) Branched singular points are distributed π-periodically along two lines parallel to the real line
lying in upper or lower half-plane depending on c. On the other hand, if c = 0,
√
cos(2t) has two
singular points at t=π
4
, 3π
4
.
(c) Along the pure-imaginary direction, if |Re c| < 1, then :e
t
i~
(au2+bv2+2cu∗v)
∗ :K0 is rapidly decreas-
ing in both sides. Hence, the integral
∫
R
:e
t
i~
(au2+bv2+2cu∗v)
∗ :K0 converges. If Re c=1, then we have
nonvanishing limits
lim
t→∞
:e
t
i~
(au2+bv2+2cu∗v)
∗ :K0 , limt→−∞
:e
t
i~
(au2+bv2+2cv∗u)
∗ :K0 .
These limits play the role of ground states (vacuums) in matrix representations (cf.(2.17)).
The most strange phenomenon will be seen below:
(d) Set u◦v=1
2
(u∗v+v∗u). By noting that 2u◦v=2u∗v+i~, (1.15) shows that the term e−itc disappear
in the normal ordered expression of e
t
~
(au2+bv2+2cu◦v)
∗ , and hence at t = π, we have
:e
πi
i~
(au2+bv2+2cu◦v)
∗ :K0 = −1
independent of a, b, c whenever c2 − ab = 1. Moreover, at t = π
2
we have
:e
π
2~
(au2+bv2+2cu◦v)
∗ :K0=
√−1e− 2i~uv
independent of a, b, c whenever c2−ab=1. Since the manifold {c2−ab=1} is arcwise connected, the
sign ambiguity of
√−1 must be eliminated, and{
:e
π
2~
(au2+bv2+2cu◦v)
∗ :K0 ; a, b, c∈C, c2−ab=1
}
must be viewed as a single element. In particular, since (a, b, c) = (0, 0, 1) and (0, 0,−1) are arcwise
connected in the set c2−ab=1, we have
(1.17) :e
π
2~
2u◦v
∗ :K0 =
√−1e− 2i~uv = :e−
π
2~
2u◦v
∗ :K0
Recall that the ∗-exponential function :e
ti
i~
2u◦v
∗ :K0 is holomorphic for t ∈ C and by the definition of
the exponential function, we must set :e
π
~
2u◦v
∗ :K0 = −1 and :e
π
2~
2u◦v
∗ :K0 = ie
− 2
i~
uv by fixing 1 at t = 0.
The exponential law gives
(1.18) :e
π
2~
2u◦v
∗ ∗e
π
2~
2u◦v
∗ :K0 = :e
π
~
2u◦v
∗ :K0 = −1.
Hence, we have the anomalous identity
:e
π
2~
2u◦v
∗ :K0 = −:e
− π
2~
2u◦v
∗ :K0 ,
which appears to contradict to (1.17). Note that the exponential law is established by the uniqueness
of the real analytic solution of the evolution equation.
Indeed, this is not a contradiction, but :e
π
2~
2u◦v
∗ :K0 is a double-valued single element caused since
the ambiguity of
√−1 cannot be removed. We called it the polar element and denote it by ε00.
ε00 is an element something like
√−1, or an operator whose eigenvalues are ±i.
In fact, this pathological phenomenon is caused by singular points of :e
t
~
(au2+bv2+2cu◦v)
∗ :K0 lying in
the domain {(t, a, b, c); 0<t<π
2
, c2−ab=1} (cf. [11], [12]). This is just like 1√
cos(2t)
in (b) above.
To explain this, we first note that [ 1
i~
(u2+v2)∗, u]=2v, [ 1i~(u
2+v2)∗, v]=−2u. By this we have for
each θ, one parameter groups Ad(e
iθ
2~
(u2+v2)
∗ )e2tu
◦v
∗ with respect to t:
Ad(e
iθ
2~
(u2+v2)
∗ )e2tu
◦v
∗ = e
t(sin 2θ (u2−v2)+cos 2θ 2u◦v)
∗ , Ad(e
πi
4~
(u2+v2)
∗ )e2tu
◦v
∗ = e
−2tu◦v
∗ .
In particular, setting t = π
2~
we have
Ad(e
πi
4~
(u2+v2)
∗ )e
π
~
u◦v
∗ = e
−π
~
u◦v
∗
On the other hand, if we fix t=π
2
first, then the element :Ad(e
θi
4~
(u2+v2)
∗ )ε00:K0 is independent of
θ by the formula mentioned in (d), since the discriminant of the quadratic form of the r.h.s. is
identically 1. The normal ordered expression of the r.h.s. is identically :e
π
~
u◦v
∗ :K0 for t =
π
2~
, that is,
Ad(e
iθ
2~
(u2+v2)
∗ )e
π
~
u◦v
∗ = e
π
~
u◦v
∗ .
In fact, the r.h.s. e
π
~
u◦v
∗ is not on the exponential function but on another “exponential function” in
the opposite sheet which is −1 at t = 0. Exchanging sheet is caused by the branched singular point
at 2θ = π
2
.
Remark Although examples in this section are stated in the normal ordered expression for various
quadratic forms, (2.23) in the next section shows that same phenomena must appear for a single
quadratic form 1
i~
u◦v under various expression parameters.
2 General product formulas and intertwiners
To understand strange phenomena mentioned in the previous section, we are requested to make a
wider view about expression for elements of transcendentally extended Weyl algebra.
For that, we start in a general setting as follows: Let S(n) and A(n) be the spaces of complex
symmetric matrices and skew-symmetric matrices respectively, and M(n)=S(n) ⊕ A(n). For an
arbitrary fixed n×n-complex matrix Λ∈M(n), we define a product ∗
Λ
on the space of polynomials
C[u] by the formula
(2.1) f ∗
Λ
g = fe
i~
2
(
∑←−
∂uiΛij
−−→
∂uj )g =
∑
k
(i~)k
k!2k
Λi1j1· · ·Λikjk∂ui1· · ·∂uikf ∂uj1· · ·∂ujk g.
It is known and not hard to prove that (C[u], ∗
Λ
) is an associative algebra. Clearly, if Λ is symmetric,
then the obtained algebra is commutative and it is isomorphic to the standard polynomial algebra
with ~.
For every Λ, ∂ui acts as a derivation of the algebra (C[u], ∗Λ). Noting this, for any other constant
symmetric matrix K, define a new product ∗
Λ,K
by the formula
f ∗
Λ,K
g =fe
i~
2
(
∑←−
∂uiKij∗Λ
−−→
∂uj )g
=
∑
k
(i~)k
k!2k
Ki1j1 · · ·Kikjk(∂ui1 · · ·∂uikf)∗Λ(∂uj1 · · ·∂ujk g).
This is also an associative algebra (C[u], ∗
Λ,K
). Since Λ, K are constant matrices and the non-
commutativity of matrix algebra is not used in calculation of product formulas, the new product
formula can be rewritten as
f ∗
Λ,K
g =
∑
k
(i~)k
k!2k
(Λ+K)i1j1 · · · (Λ+K)ikjk∂ui1 · · ·∂uikf∂uj1 · · ·∂ujk g
by noting that exchanging indeces of ∂ui1 ···uik is permitted. That is, ∗Λ,K = ∗Λ+K .
This formula may be written as
(2.2) fe
i~
2
(
∑←−
∂ui(Λ+K)ij
−−→
∂uj )g = fe
i~
2
(
∑←−
∂uiKije
i~
2 (
∑←−−
∂uk
Λkl
−−→
∂uk
)−−→∂uj )g.
Using a symmetric matrixK, we compute 1
k!
( i~
4
∑
Kij∂ui∂uj )
k(f∗
K
g) by noting that this is written
as follows:
∑
p+q+r=k
(i~)r
r!2r
Ki1j1 · · ·Kirjr∂ui1 · · ·∂uir
1
p!
(
i~
4
∑
Kij∂ui∂uj )
pf ∂uj1 · · ·∂ujr
1
q!
(
i~
4
∑
Kij∂ui∂uj )
qg.
Using this formula, we have the following formula:
(2.3)
e
i~
4
∑
Kij∂ui∂uj
((
e−
i~
4
∑
Kij∂ui∂uj f
)∗
Λ
(
e−
i~
4
∑
Kij∂ui∂uj g
))
=fe
i~
2
(
∑←−
∂ui∗ΛKij∗Λ
−−→
∂uj )g = f∗
Λ+K
g.
The next one is proved directly by formula (2.3):
Corollary 2.1 Let I
K
0 (f) = e
i~
4
∑
Kij∂ui∂uj and I0
K
(f) = e−
i~
4
∑
Kij∂ui∂uj . Then I
K
0 is an isomorphism
of (C[u]; ∗
Λ
) onto (C[u]; ∗
Λ+K
).
Set Λ = K+J where K, J are the symmetric part and the skew part of Λ, respectively. Since
the commutator [ui, uj] = i~Jij is given by the skew part of Λ, the algebraic structure of (C[u], ∗Λ)
depends only on J , whose isomorphism class may be denoted by (C[u], ∗
J
) or simply by (C[u], ∗) by
noticing this class consists of a single algebra.
It is clear that the product f∗
Λ
g is defined if one of f, g is a polynomial and another is a smooth
function.
LetHol(Cn) be the space of all holomorphic functions on the complex n-plane Cn with the uniform
convergence topology on each compact domain. The following two propositions are useful:
Proposition 2.1 Hol(Cn) with the topology above is a Fre´chet space defined by a countable family
of seminorms.
Proposition 2.2 For every polynomial p(u) ∈ C[u], the left-multiplication f → p(u)∗
Λ
f and the
right-multiplication f → f∗
Λ
p(u) are both continuous linear mappings of Hol(Cn) into itself.
If two of f, g, h are polynomials, then associativity (f∗
Λ
g∗
Λ
)h = f∗
Λ
(g∗
Λ
h) holds.
2.1 Expression parameters and intertwiners
As used in the previous section, we recall notations
(2.4) u = (u1, u2, · · · , u2m) = (u˜, v˜), u˜ = (u˜1, · · · , u˜m), v˜ = (v˜1, · · · , v˜m).
The skew part J is fixed to be the standard skew-symmetric matrix J =
[
0 −I
I 0
]
. The algebra is
called the Weyl algebra and the isomorphism class is denoted by W~(2m).
In the standard theory of algebraic system, we are only concerned with isomorphism classes. For
the case of a universal enveloping algebra of a Lie algebra, Poincare´-Birkhoff-Witt theorem ensures
that this is realized on the space of ordinary polynomials by giving a new associative product.
However, there is no standard way of unique expression of elements for algebras.
Note that if the generator system is fixed, then the product formula (2.1) also gives the unique
expression of elements of this algebra by the ordinary polynomials.
For instance, computing ui∗ujda∗uk using (2.1) gives the expression of ui∗uj∗uk as a polynomial.
Thus, the product formula (2.1) will be referred as a K-ordered expression, i.e. if generators are fixed,
giving an ordered expression is nothing but giving a product formula on the space of polynomials
which defines the Weyl algebra W~(2m).
By this formulation of orderings, the intertwiner between K-ordered expressions and K ′-ordered
expressions is explicitly given as follows:
Proposition 2.3 For every K,K ′ ∈ S(n), the intertwiner is defined by
(2.5) I
K′
K
(f) = exp
(i~
4
∑
i,j
(K ′ij−Kij)∂ui∂uj
)
f (= I
K′
0 (I
K
0 )
−1(f)),
and by (2.3), it gives an isomorphism I
K′
K
: (C[u]; ∗
K+J
) → (C[u]; ∗
K′+J ). Namely, the following
identity holds for any f, g ∈ C[u] :
(2.6) I
K′
K
(f ∗
Λ
g) = I
K′
K
(f) ∗
Λ′ I
K′
K
(g),
where Λ = K+J , Λ′ = K ′+J .
Intertwiners do not change the algebraic structure ∗, but do change the expression of elements by
the ordinary commutative structure.
If the skew part J is fixed, we often use notation ∗
K
instead of ∗
Λ
As in the case of one variable, infinitesimal intertwiner
dI
K
(K ′) =
d
dt
∣∣∣
t=0
I
K+tK′
K
=
1
4i~
K ′ij∂ui∂uj
is viewed as a flat connection on the trivial bundle
∐
K∈S(n)Hol(C
n). The equation of parallel
translation along a curve K(t) is given by
(2.7)
d
dt
ft = dIK(K˙(t))ft, K˙(t) =
d
dt
K(t),
but this may not have a solution for some initial function.
2.1.1 Several remarks on product formulas and notations
In what follows, we use the notation ∗
K
instead of ∗
Λ
, since the skew part J is fixed as the standard
skew-matrix. We use notations
u = (u1, u2, · · · , u2m) = (u˜, v˜), u˜ = (u˜1, · · · , u˜m), v˜ = (v˜1, · · · , v˜m).
All results in [14] hold for functions f(〈a,u〉) by setting τ = i~〈aK,a〉.
Note that according to the choice of K = 0, K0,−K0, I, where
(0, K0,−K0, I) =
([
0 0
0 0
]
,
[
0 I
I 0
]
,
[
0 −I
−I 0
]
,
[
I 0
0 I
])
,
Choice of K (name of ordering)
K = 0 Weyl ordered expression
K0 =
[
0 I
I 0
]
Normal ordered expression
−K0 Anti-normal ordered expression[
I 0
0 I
]
Unit ordered expression
General K K-ordered expression
the product formulas (2.1) give the Weyl
ordered expression, the normal ordered
expression, the antinormal ordered ex-
pression respectively, but the last one,
called the unit ordered expression is not
so familiar in physics.
For each ordered expression, the prod-
uct formulas are given respectively by
the following formulas:
(2.8)
f(u)∗0g(u) =f exp
~i
2
{←−∂v∧−→∂u}g, (Moyal product formula)
f(u)∗
K0
g(u) =f exp ~i{←−∂v −→∂u}g, (ΨDO-product formula)
f(u)∗−K0g(u) =f exp−~i{
←−
∂u
−→
∂v}g, (ΨDO-product formula)
where
←−
∂v∧−→∂u =
∑
i(
←−
∂v˜i
−→
∂u˜i −
←−
∂u˜i
−→
∂v˜i) and
←−
∂v
−→
∂u =
∑
i
←−
∂v˜i
−→
∂u˜i .
The product formula for the unit ordered expression is a bit complicated to write down, but it is
easy to obtain. For instance,
ui∗Iui=u2i+
i~
2
, ui∗Ie−
1
i~
u2i=0=e−
1
i~
u2i ∗
I
ui etc
while the Weyl ordered expression gives
v˜i∗0e−
2
i~
u˜iv˜i=0=e−
2
i~
u˜iv˜i∗
0
u˜i.
Formulas of unit ordered expression mainly obtained via the intertwiners mentioned above.
For a,b ∈ C2m, we set 〈aΓ,b〉 =∑2mij=1 Γijaibj , 〈a,u〉 =∑2mi=1 aiui. These will be denoted also by
aΓ tb and 〈a,u〉 = a tu.
For f(u) ∈ Hol(C2m), the direct calculation via the product formula (2.1) by using Taylor expan-
sion gives the following:
(2.9)
es
1
i~
〈a,u〉∗
K
f(u) = es
1
i~
〈a,u〉f(u+
s
2
a(K+J)),
f(u)∗
K
e−s
1
i~
〈a,u〉 = f(u+
s
2
a(−K+J))e−s 1i~ 〈a,u〉
as natural extension of the product formula. This gives also the associativity of computations in-
volving two functions of exponential growth and a holomorphic function.
Throughout this series, we use notation :•:
K
to indicate the expression parameter for elements of
W~(2m). For instance, we write
:ui∗uj:K=uiuj+
i~
2
(K+J)ij , etc.
2.1.2 For the case m = 1
In the case m = 1, it is convenient to use notations (u˜, v˜) for (u1, u2). A remarkable feature of the
first three formulas of (2.8) is seen as follows:
:
∑
aklu˜
k
∗∗v˜l∗:K0 =
∑
aklu˜
kv˜l, (normal ordering),
:
∑
aklv˜
k
∗∗u˜l∗:−K0 =
∑
aklv˜
ku˜l, (anti-normal ordering),
:
1
2
(u˜∗v˜+v˜∗u˜):0 = u˜v˜, :1
3
(u˜2∗v˜+u˜∗v˜∗u˜+v˜2∗u˜):0 = u˜2v˜,
:
1
6
(u˜2∗v˜2+u˜∗v˜∗u˜∗v˜+u˜∗v˜2∗u˜+v˜2∗u˜2+v˜∗u˜∗v˜∗u˜+v˜∗u˜2∗v˜):0 = u˜2v˜2, etc..
In general, define W∗(u˜kv˜l) by 1(k+l)!
∑
X1∗X2∗ · · · ∗Xk+l, where Xi is u˜ or v˜ and the summation runs
through all possible rearrangement of u˜k∗v˜l.
(2.10) (u˜+v˜)n∗ =
∑
k
nCkW∗(u˜kv˜n−k).
It is easy to see
:
∑
aklW∗(u˜kv˜l):0 =
∑
aklu˜
kv˜l.
The next result is trivial, but important.
Proposition 2.4 If K is fixed, then every entire function f(u˜, v˜) =
∑
aklu˜
kv˜l can be viewed as a
K-ordered expression of an element.
However it is not easy to write down the relations between elements written by different expression
parameters.
Set H∗ = au˜2∗+bv˜
2
∗+2cu˜◦v˜, u˜◦v˜ =
1
2
(u˜∗v˜+v˜∗u˜), and c2−ab = D. It is easy to see that :H∗:0 =
au˜2+bv˜2+2cu˜v˜. The normal ordered expression of the ∗-exponential function et(au˜2+bv˜2+2cu˜◦v˜)∗ is given
by (1.15) by removing e−itc in the amplitude part. In this section, its Weyl ordered expression
:e
t(au˜2+bv˜2+2cu˜◦v˜)
∗ :0 will be given.
For that purpose we set :e
t(au˜2+bv˜2+2cu˜◦v˜)
∗ :0 = F (t, u˜, v˜) and consider the real analytic solution of
the evolution equation
(2.11)
∂
∂t
F (t, u˜, v˜) = (au˜2+bv˜2+2cu˜v˜)∗0F (t, u˜, v˜), F (0, u˜, v˜) = 1
By the Moyal product formula in § 2.1.1, we have
(au˜2+bv˜2+2cu˜v˜)∗0F (t, u˜, v˜)
=(au˜2+bv˜2+2cu˜v˜)F + ~i{(bv˜+cu˜)∂u˜F − (au˜+cv˜)∂v˜F}
− ~
2
4
{b∂2u˜F−2c∂v˜∂u˜F+a∂2v˜F}
Keeping the uniqueness of the real analytic solution in mind, we set by using a function f(x) of one
variable
:et(au˜
2+bv˜2+2cu˜v˜)
∗ :0 = ft(au˜
2+bv˜2+2cu˜v˜)
to obtain a simplified form
(au˜2+bv˜2+2cu˜v˜)∗0ft(au˜2+bv˜2+2cu˜v˜)
= (au˜2+bv˜2+2cu˜v˜)ft(au˜
2+bv˜2+2cu˜v˜)
−~2(ab−c2)(f ′t(au˜2+bv˜2−2cu˜v˜)
+f ′′t (au˜
2+bv˜2+2cu˜v˜)(au˜2+bv˜2+2cu˜v˜))
Setting x = au˜2 + bv˜2 + 2cu˜v˜, we obtain the equation
(2.12)
d
dt
ft(x) = xft(x) + ~
2D(f ′t(x) + xf
′′
t (x))
where D = c2 − ab is the discriminant of H∗.
Lemma 2.1 The solution of the differential equation (2.12) with the initial function 1 is
:etH∗∗ :0 =
1
cos(~
√
Dt)
exp{:H∗:0 1
~
√
D
tan(~
√
D t)}.
Proof Set ft(x) = g(t)e
h(t)x. Plugging this to obtain{
g′(t)−D~2g(t)h(t) + xg(t){h′(t)− 1−D~2h(t)2}}eh(t)x = 0.
Hence, h′(t)− 1−D~2h(t)2 = 0. By this h(t) is obtained as
h(t) =
1
~
√
D
tan(~(
√
D)t).
The sign ambiguity of
√
D does not suffer the result.
Next, solving
g′(t)− g(t)D~2 1
~
√
D
tan(~(
√
D)t) = 0
we have g(t) = 1
cos(~(
√
D)t)
. The sign ambiguity of ±√D does not suffer the result, and t is allowed
to be a complex number. ✷
Consequently, we have the following:
Theorem 2.1 The Weyl ordered expression of the ∗-exponential function et(au˜2+bv˜2+2cu˜◦v˜)∗ is given by
:et(au˜
2+bv˜2+2cu˜◦v˜)
∗ :0 =
1
cos(~
√
D t)
exp
(
1
~
√
D
tan(~
√
D t)(au˜2+bv˜2+2cu˜v˜)
)
where 1
~
√
D
tan(~
√
D t)=t in the case D=0.
:e
t(au˜2+bv˜2+2cu˜◦v˜)
∗ :0 is singular at t= 1√D
π
2~
(2k+1), k∈Z, and
:e
t(au˜2+bv˜2+2cu˜◦v˜)
∗ :0=−(−1)k if t= 1√D π~ (2k+1), k∈Z.
Remark. A partial polar element ε00(a) cannot be expressed by the Weyl ordered expression.
If D 6= 0, then this case is represented by the case D = 1 where H∗ is viewed as
H∗ =
1
2
(
(αu˜+βv˜)∗(γu˜+δv˜)+(γu˜+δv˜)∗(αu˜+βv˜)), [(αu˜+βv˜), (γu˜+δv˜)] = −i~,
the canonical conjugate pair.
If D = 1, then :e
t(au˜2+bv˜2+2cu˜◦v˜)
∗ :0 is singular at t = ± π2~ in the Weyl ordered expression. However,
this does not imply that e
t(au˜2+bv˜2+2cu˜◦v˜)
∗ is singular at t= ± π2~ , since this singular point disappears
in the normal ordered expression as it will be seen in § 1.3. Singular points depend on expression
parameters.
By noting cosh(is) = cos s, tanh(is) = i tan s, we see also
(2.13) :et(au˜
2+bv˜2+2cu˜◦v˜)
∗ :0 =
1
cosh(~
√−D t)e
(au˜2+bv˜2+2cu˜v˜) 1
~
√
−D tanh(~
√−D t)
Replacing t by t/~ we see that
(2.14) :e
it 1
i~
H∗
∗ :0 =
1
cos
√
Dt
e
i
i~
√
D
(tan
√
Dt):H∗:0
It may be better to rewrite this as
(2.15) :e
t 1
i~
H∗
∗ :0 =
1
cosh
√
Dt
e
1
i~
√
D
(tanh
√
Dt):H∗:0 .
This is rapidly decreasing on R.
Although :e
t 1
i~
H∗
∗ :0 has singularities, the exponential law holds by the uniqueness of real analytic
solution of the defining equation:
(2.16)
es(au˜
2+bv˜2+2cu˜◦v˜)
∗ ∗ et(au˜
2+bv˜2+2cu˜◦v˜)
∗ = e
(s+t)(au˜2+bv˜2+2cu˜◦v˜)
∗
et(au˜
2+bv˜2+2cu˜◦v˜+α)
∗ = e
αtet(au˜
2+bv˜2+2cu˜◦v˜)
∗ , α ∈ C.
Recalling 2u˜∗v˜ = 2u˜◦v˜−i~, we have by (2.16)
(2.17)
lim
t→∞
:e
t 1
i~
(au˜2+bv˜2+2cu˜∗v˜)
∗ :0 = lim
t→∞
et
cosh t
e
1
i~
(tanh t)(au˜2+bv˜2+2cu˜v˜) = e
1
i~
(au˜2+bv˜2+2cu˜v˜),
lim
t→−∞
:e
t 1
i~
(au˜2+bv˜2+2cv˜∗u˜)
∗ :0 = lim
t→−∞
e−t
cosh t
e
1
i~
(tanh t)(au˜2+bv˜2+2cu˜v˜) = e−
1
i~
(au˜2+bv˜2+2cu˜v˜).
These have idempotent property by the exponential law. These elements are called vacuums in
what follows. Note that such elements are not classical elements for they are not defined for ~ = 0.
On the other hand, we easily see
lim
t→−∞
:e
t 1
i~
(au˜2+bv˜2+2cu˜∗v˜)
∗ :0 = 0, lim
t→∞
:e
t 1
i~
(au˜2+bv˜2+2cv˜∗u˜)
∗ :0 = 0.
Therefor an operation such as
lim
t→∞
e
t 1
i~
(au˜2+bv˜2+2cu˜∗v˜)
∗ ∗p(u˜, v˜)∗e−t
1
i~
(au˜2+bv˜2+2cu˜∗v˜)
∗
is not defined.
2.2 Star-exponential functions of linear functions
By a direct calculation of intertwiners, we see that
(2.18) I
K′
K
(e
1
i~
〈a,u〉) = e
1
4i~
〈a(K ′−K),a〉e
1
i~
〈a,u〉.
Hence, {e 14i~ 〈aK,a〉e 1i~ 〈a,u〉;K ∈ SC(2m)} is a parallel section of
∐
K∈SC(2m)Hol(C
2m).
We shall denote this element symbolically by e
1
i~
〈a,u〉
∗ . Namely, we define
(2.19) : e
1
i~
〈a,u〉
∗ :K= e
1
4i~
〈aK,a〉e
1
i~
〈a,u〉 = e
1
4i~
〈aK,a〉+ 1
i~
〈a,u〉.
It is remarkable that if K = 0, then : e
1
i~
〈a,u〉
∗ :K= e
1
i~
〈a,u〉, that is, ∗-exponential functions of linear
functions are ordinary exponential functions.
By using the product formula for K-ordered expression, we have easily the exponential law
:e
s 1
i~
〈a,u〉
∗ :K∗K :et
1
i~
〈a,u〉
∗ :K = :e
(s+t) 1
i~
〈a,u〉
∗ :K , ∀K ∈ S(2m).
The exponential law may be written by omitting the suffix K as
e
s 1
i~
〈a,u〉
∗ ∗et
1
i~
〈a,u〉
∗ = e
(s+t) 1
i~
〈a,u〉
∗ , ese
t 1
i~
〈a,u〉
∗ = e
s+t 1
i~
〈a,u〉
∗
together with the exponential law with the ordinary exponential functions.
Furthermore, for every K, e
s
i~
〈a,u〉
∗ is the solution of the evolution equation
d
dt
:e
s
i~
〈a,u〉
∗ :K =
1
i~
:〈a,u〉:
K
∗
K
:e
s
i~
〈a,u〉
∗ :K with initial data :1:K = 1.
Note that :〈a,u〉:
K
= 〈a,u〉. es
1
i~
〈a,u〉
∗ = {es2 14i~ 〈aK a〉es 1i~ 〈a,u〉;K ∈ S(2m)} forms a one parameter
group of parallel sections.
By applying (2.9) to :e
±s 1
i~
〈a,u〉
∗ :K carefully, we have for every f ∈ Hol(Cn) that
(2.20) :(e
s 1
i~
〈a,u〉
∗ ∗f∗(u))∗e−s
1
i~
〈a,u〉
∗ :K = :f∗(u+saJ):K = :e
s 1
i~
〈a,u〉
∗ ∗(f∗(u)∗e−s
1
i~
〈a,u〉
∗ ):K .
This gives also the associativity and the real analyticity of e
s 1
i~
〈a,u〉
∗ ∗f∗(u)∗e−s
1
i~
〈a,u〉
∗ in s. However if
we know the associativity in advance by using Theorem2.2 for instance, then it is better to compute
as follows:
Differentiating F∗(s) = e
s 1
i~
〈a,u〉
∗ ∗f∗(u)∗e−s
1
i~
〈a,u〉
∗ in s, we have
d
ds
F∗(s) = [
1
i~
〈a,u〉, F∗(s)], F∗(0) = f∗(u).
On the other hand, f∗(u+saJ) satisfies the same equation
d
ds
f∗(u+saJ) = [
1
i~
〈a,u〉, f∗(u+saJ)].
Thus, the uniqueness of real analytic solution gives (2.20).
The product formula gives
(2.21) :e
1
i~
〈a,u〉
∗ ∗e
1
i~
〈b,u〉
∗ :K = e
1
2i~
〈aJ,b〉:e
1
i~
〈(a+b),u〉
∗ :K .
This is equivalent with :e
〈a,u〉
∗ ∗e〈b,u〉∗ :K = e
i~
2
〈aJ,b〉:e〈(a+b),u〉∗ :K . This forms a noncommutative group
isomorphic to the group C2m × C with the group structure
(2.22) (a, λ) ∗ (b, µ) = (a+b, λ+µ+1
2
〈aJ,b〉).
This is viewed as a central extension of the abelian group C2m, called sometimes Heisenberg group.
The algebra generated by {e
1
i~
〈a,u〉
∗ ;a ∈ Cn} is called the noncommutative torus.
Remark for notations of ∗-products. Since ∗-commutators are independent of expression pa-
rameters, we often omit the suffix : :
K
or ∗
K
in computations involving only commutation relations.
It is obvious that the correspondence
x → e〈x,u〉∗ , c→ ec
gives an isomorphism of Heisenberg group onto the noncommutative torus.
e
1
i~
〈a,u〉
∗ ∗e
1
i~
〈b,u〉
∗ = e
1
2i~
〈aJ,b〉e
1
i~
〈(a+b),u〉
∗ = e
1
i~
〈aJ,b〉e
1
i~
〈b,u〉
∗ ∗e
1
i~
〈a,u〉
∗
2.2.1 Linear change of generators
Next, we consider the effect of a linear change of generators
u′i =
∑
ukS
k
i , S ∈ GL(n,C), (u′ = uS).
By the help that
∂ui =
∑
Ski ∂u′k ,
the product formula is rewritten by using new generators as
(2.23) f ∗
Λ
g = fe
i~
2
(
∑←−
∂u′
i
(tSΛS)ij
−−→
∂u′
j
)
g.
Thus the notation ∗
Λ
is better to be replaced by ∗
Λ′ where Λ
′=tSΛS. Therefor the algebraic structure
of (C[u], ∗
Λ
) depends only on the conjugacy class of the skew part J .
If tSJS = J , that is, S is a symplectic linear change of generators
u′i =
∑
ukS
k
i , S ∈ Sp(m,C),
then the mapping u → u′ does not change the algebraic structure. Thus, a symplectic change of
generators is recovered by the intertwiner I
tSKS
K
. Change of generators are viewed often as coordinate
transformations, but note here that I
tSKS
K
is something like the “square root” of symplectic coordinate
transformations.
Since detS = 1 for S ∈ Sp(m,C), we see det tSKS = detK, hence the isomorphic change by the
intertwiner I
K′
K
cannot be recovered by a coordinate transformation if detK 6= detK ′.
Even if S ∈ GL(n,C) is not in Sp(m,C), setting u′i =
∑
ukS
k
i and J
′ = tSJS gives an isomor-
phism
Φ
S
: (C[u]; ∗J)→ (C[u′]; ∗J ′).
of Weyl algebras.
Keeping that u are complex variables, we have the following formula: Let u = u′S+b, S ∈
Sp(m,C). Then,
e
1
i~
〈a,u′S+b〉
∗ = e
1
i~
〈a,b〉e
1
i~
〈atS,u′〉
∗
and
:e
1
i~
〈a,u′S+b〉
∗ :K,u′ = e
1
4i~
〈atSKS,a〉+ 1
i~
〈a,u′S+b〉 = e
1
4i~
〈atSKS,a〉+ 1
i~
〈a,u〉
where : :
K,u′ means the K-ordered expression with respect to the generator system u
′. The above
formula may be written as the formula
(2.24) :e
1
i~
〈a,u〉
∗ :K,u′ = :e
1
i~
〈a,u〉
∗ :tSKS,u .
By this formula, we see that the change of expression parameters can be traced by the change of
generator systems.
2.3 Remarks on real analyticity and associativity
A mapping f : U → F from an open subset U of R into a Fre´chet space F is called real analytic,
if for every a ∈ U there is an ε(a) > 0 such that f is written in the form
f(a+ s) =
∑
k
1
k!
aks
k, ak ∈ F, |s| < ε(a),
where ak is given by ak = ∂
k
s f |s=0.
If F is a Banach space and
∑
k
1
k!
‖ak‖|s|k converges, then the power series
∑
k aks
k is said to
converge absolutely under the norm.
If a Fre´chet space F is defined by a countable family of seminorms {‖f‖ℓ; ℓ = 1, 2, 3 · · · }, then
replace this part by the absolute convergence of
∑
k
1
k!
‖ak‖ℓ|s|k w.r.t. seminorms ‖ · ‖ℓ. A power
series
∑
k aks
k converges if this converges absolutely under every seminorms.
Radius of convergence. Suppose a Fre´chet space F is defined by a countable family of seminorms
{‖f‖ℓ; ℓ = 1, 2, 3 · · · }.
Lemma 2.2 For a power series
∑
k aks
k, ak ∈ F , there exists a unique real number R (0 ≤ R ≤ ∞)
satisfying (1) and (2) below:
(1) If |s| < R, then the power series ∑k aksk converges absolutely under every seminorm ‖ · ‖ℓ.
(2) If |s| > R, then ∑k aksk does not converge.
Proof Suppose
∑
k aks
k
0 converges at s0. Then aks
k
0 is bounded under every seminorm ‖ · ‖ℓ. Set
supk ‖aksk0‖ℓ ≤Mℓ. Then for every s such that |s| < |s0| we see∑
k
‖aksk‖ℓ ≤
∑
k
Mℓ|s/s0|k =Mℓ 1
1− |s/s0| <∞.
Then the convergence of
∑
k aks
k follows. 
Lemma 2.3
∑
k≥0 aks
k and
∑
k≥1 kaks
k−1 have same radius of convergence.
Real analyticity is left invariant under every continuous linear transformation.
Lemma 2.4 Let F,G be Fre´chet spaces and ϕ : F → G be a continuous linear mapping. If f : U →
F is real analytic, then ϕf : U → G is also real analytic.
Remarks for the associativity Products of exponential functions of quadratic forms may not be
defined, and even if the product is defined associativity may not hold. In general, we do not have
associativity even for a polynomial p(u)
(eH(u)∗p(u))∗eK(u), eH(u)∗(p(u)∗eK(u)),
since p(u) has two different ∗-inverses in general.
However, if we can treat elements in (C[u][[~]], ∗
K
), the space of formal power series of ~, then
∗
Λ
-product is always defined by the product formula (2.1) and the associativity holds.
Elements of Hol(Cn) are often given as real analytic functions of ~ defined on certain interval
containing ~ = 0. The following is easy to see:
Theorem 2.2 Suppose f(~,u), g(~,u) and h(~,u) are given as real analytic function of ~ in some
interval [0, H ]. If all of these
f(~,u)∗
K
g(~,u), (f(~,u)∗
K
g(~,u))∗
K
h(~,u), g(~,u)∗
K
h(~,u), f(~,u)∗
K
(g(~,u)∗
K
h(~,u))
are defined as real analytic functions on ~ ∈ [0, H ], then the associativity holds: i.e.
(f(~,u)∗
K
g(~,u))∗
K
h(~,u) = f(~,u)∗
K
(g(~,u)∗
K
h(~,u)).
We refer to this theorem as the formal associativity theorem.
Remark 1. In what follows, elements are often given in the form f( 1
i~
ϕ(t),u) by using a real analytic
function f(t,u), t∈[0, T ], where ϕ(t) is a real analytic function such that ϕ(0)=0. (Cf.(2.19), (2.13),
(1.5)). In such a case, replacing t by s~ gives a real analytic function of ~, and such an element is
embedded in (C[u][[~]], ∗
K
). Thus, we can apply the above theorem. We call such elements classical
elements. However, there are many elements in Hol(Cn) written in the form f( 1
i~
ϕ(t),u) such that
ϕ(0) 6=0.
Using Lemma2.1, we have the following:
Lemma 2.5 Let U be an connected open neighborhood of 0 of Rℓ Suppose ψ : U → Hol(Cn) be a
real analytic mapping. Then x → p(u)∗ψ(x)∗q(u) is also a real analytic on U for every polynomial
p(u), q(u).
Proof It is easy by using that X → p(u)∗X∗q(u) is a continuous linear mapping. ✷
In the noncommutative torus multiplicative commutators play the same role as commutators:
Lemma 2.6 The multiplicative commutator gives
:e
− 1
i~
〈b,u〉
∗ ∗e−
1
i~
〈a,u〉
∗ ∗e
1
i~
〈b,u〉
∗ ∗e
1
i~
〈a,u〉
∗ :K = e
1
i~
〈bJ,a〉
which belongs to the center independent of expression parameters. For the case m = 1, the mul-
tiplicative commutator gives the area 〈bJ,a〉 of the rectangular domain spanned by b = (b1, b2) and
a = (a1, a2).
On the other hand, regarding ~ as a member of generators, the Lie algebra generated by ~ and
{〈a,u〉, a ∈ Cn} with relations [u˜i, v˜j ] = −
√−1~δij is called also the (complex) Heisenberg Lie
algebra. Its universal enveloping algebra is called theHeisenberg algebra. We denote this algebra
by H(2m). In contrast with the Weyl algebra W~(2m) in previous sections, ~ is not treated as a
scalar, but a member of generators, hence 1
i~
is not an element of H(2m).
2.3.1 Subalgebras and their two-sided ideals
(Hol(C2m), ∗
K
) contains various systems which closed under the ∗
K
-product, which will be called
subalgebras. Weyl algebra (W~(2m), ∗K ) is a dense subalgebras.
Lemma 2.7 There is no nontrivial two-sided ideal of the Weyl algebra (W~(2m), ∗K). On the other
hand the Heisenberg algebra (H(2m), ∗
K
) has two-sided ideals corresponding to points of C2m.
Proof is easy by observing the following: Suppose ψ is a homomorphism of an algebra into C, and
suppose [x, y]∗ = z, then ψ(z) = 0. It follows that there is no nontrivial two-sided ideal of the Weyl
algebra (W~(2m), ∗K ).
On the other hand ~∗H(2m) is a two-sided ideal of H(2m) such that quotient algebra is the usual
commutative polynomial ring C[u]. It is easy to see that for every a ∈ C2m, the two-sided ideal of
C[u] generated by u−a is pull back to give an nontrivial two-sided ideal of H(2m). ✷
Hence, to treat the Heisenberg algebra as a topological algebra, it is better to write the gen-
erators as {i~, 〈a,u〉, a ∈ Cn} without using 1
i~
. Then, the Heisenberg algebra may be treated in
(Hol(C2m+1), ∗). These are seen in [8], pp195-200, pp300-305.
3 Intertwiners for exponential functions of quadratic forms
In this section we investigate intertwiners on the space of exponential functions of quadratic forms
CeS(2m). This will be used also to obtain K-ordered expressions of star-exponential functions of
quadratic forms. In the argument in this section, the skew part J of Λ = K+J need not be
nondegenerate. So the arguments can be applied for the case J = 0.
3.1 Restrictions to the space of exponential functions
If the generator system/fundamental coordinate system is fixed, infinitesimal intertwiners are viewed
naturally a flat connection defined on the trivial bundle over the space of expression parameters.
Let CeS(2m) be the multiplicative space of all exponential functions of quadratic forms. We
consider the product bundle∐
K∈S(2m)
CeS(2m) ⊂
∐
K∈S(2m)
Hol(C2m) (parallel subbundle).
We restrict the connection (infinitesimal intertwiner) to the subbundle∐
K∈S(2m)
(eS(2m); ∗K)
A horizontal distribution H
K
(ge〈u
1
i~
A,u〉) at ge〈u
1
i~
A,u〉 defined on
∐
K∈S(2m)Ce
S(2m) is given by apply-
ing the infinitesimal intertwiner dI
K
(K ′) as follows:
H
K
(ge〈u
1
i~
A,u〉) = {(K ′; g(1
2
TrK ′A+〈u 1
i~
AK ′A,u〉)e〈u 1i~A,u〉);K ′ ∈ S(2m)}.
The infinitesimal intertwiner/horizontal distribution is viewed as a flat connection on these bundles.
The intertwiners can be viewed as parallel translations, though a parallel displacement is not defined
on the whole space in general. However, since functions are restricted to the space of exponential
functions of quadratic forms, the equation of parallel displacement can be solved locally.
Let u = (u1, . . . , u2m). The exact formula to parallel translation is obtained by solving the
evolution equation
d
dt
g(t)e
1
i~
〈uQ(t),u〉 =
∑
ij
Kij∂ui∂uj
(
g(t)e
1
i~
〈uQ(t),u〉), Q(0) = A, g(0) = g
by setting
(3.1) et
∑
ij K
ij∂
ui
∂
uj (ge
1
i~
〈uA,u〉) = g(t)e
1
i~
〈uQ(t),u〉.
A direct calculation gives
∑
i
Kij∂ui∂uj
(
g(t)e
1
i~
〈uQ(t),u〉) = g(t)(2TrK 1
i~
Q(t) + 4
1
(i~)2
(QKQ)iju
iuj
)
e
1
i~
〈uQ(t),u〉.
By uniqueness of the real analytic solution, we only have to solve a system of ordinary differential
equations: 

d
dt
Q(t) =
4
i~
Q(t)KQ(t)
d
dt
g(t) = g(t)(
2
i~
TrKQ(t))
Q(0) = A, g(0) = g.
Hence, we have Q(t) = 1
I− 4t
i~
AK
A, g(t) = g(det(I − 4t
i~
AK))−1/2.
Here, the inverse matrix of X is denoted by 1
X
. Note that 1
X
1
Y
= 1
Y X
. It is easy to check that
1
I−AKA is a symmetric matrix by the bumping identity
(3.2)
1
I−AKA = A
1
I−KA.
Setting t = ~i
4
, we have the intertwiner I
K
0 :
(3.3) Q(
~i
4
) =
1
I − AKA, g(
~i
4
) = g(det(I −AK))− 12 .
For simplicity, we denote ge
1
i~
〈uA,u〉 by (g;A), and we call g and A the amplitude and the phase part
of ge
1
i~
〈uA,u〉. In this notation, we see that
I
K
0 (g;A) =
(
g det(I −AK)− 12 ;TK(A)
)
,
where TK : S(2m)→ S(2m), TK(A) = 1I−AKA is viewed as the phase part of the intertwiner I
K
0 .
Computing the inverse I0
K
= (I
K
0 )
−1, and the composition I
K′
0 I
0
K
, we easily see
(3.4) I
K′
K
(g;A) =
(
g det(I−A(K ′−K))− 12 ; 1
I−A(K ′−K)A
)
.
This mapping is singular at A such that det(I−A(K ′−K))=0, and the sign ambiguity cannot be
removed. T
K′
K
(A)= 1
I−A(K ′−K)A is viewed as the phase part of the intertwiner.
Note that the identities
T
K′
K
∼TK ′(TK)−1, IK
′
K
∼IK′0 I0K
hold. Here ∼ means the equality in algebraic calculations such as x/x=1, √1+x/√1+x=1. Singu-
larities are moved by this algebraic trick. Moving branched singularities are the remarkable feature
of this calculus.
By the concrete form of intertwiners for exponential functions of quadratic forms, we see the
following
Theorem 3.1 There is no globally defined parallel section of
∐
K∈S(2m)Ce
S(2m) except constant
scalar sections (trivial sections), and every nontrivial parallel section is two-valued.
Since setting ta˜a˜ = (aiaj) = A we see
:〈a˜, u˜〉∗〈a˜, v˜〉:
K0
= 〈a˜, u˜〉〈a˜, v˜〉 = A(u˜, v˜) = (u˜, v˜)
(1
2
[
0 ta˜a˜
t˜aa˜ 0
] ) [tu˜
tv˜
]
and the eigenvalue of this rank 2 matrix
[
0 t˜aa˜
t˜aa˜ 0
]
is ±〈a˜, a˜〉 and 2(m−1) zeros. Hence, ε00(a˜) has a
nontrivial K-ordered expression for K such that det
(
I−
[
0 ta˜a˜
t˜aa˜ 0
]
(K−K0)
)
6= 0. In the previous
section, we have seen that polar elements behaves delicately depending on expression parameters.
But, we first recall the reason why the double-valued nature of ε00(a˜) appears.
We explain the reason by using the notaions u = 〈a˜, u˜〉 and v = 〈a˜, v˜〉. There is an adjoint
rotation of one parameter subgroups such that
Ad(b(s))(e
t
i~
u◦v
∗ ), b(0) = 1, Ad(b(π))(e
t
i~
u◦v
∗ ) = e
− t
i~
u◦v
∗ ,
where 1 at t = 0 is required by definition of one parameter subgroups. Here, we note that the polar
element ε00 = e
πi
i~
u◦v
∗ is a member of one parameter subgroup e
t 1
~
u◦v
∗ of crossed symbol. In spite that,
if one fixes t=πi first, then the normal ordered expression :Ad(b(s))(e
πi
i~
u◦v
∗ ):K0 is independent of s.
It follows
:e
πi
i~
u◦v
∗ :K0 = :Ad(b(π))(e
πi
i~
u◦v
∗ ):K0 = :e
−πi
i~
u◦v
∗ :K0 .
By the same observation as above, we see that :ε00(a˜):K0 = :ε
−1
00 (a˜):K0 . On the other hand by the
exponential law, we see ε00(a˜) satisfies
ε00(a˜)
2 = (ε−100 (a˜))
2 = −1, ε00(a˜) ∗ ε−100 (a˜) = 1
in the normal ordered expression. This was the reason why ε00(a˜) should be regarded as a two valued
element.
In what follows, we show that such double-valued nature is not violated by intertwiners.
3.1.1 Intertwiners are 2-to-2 mappings
Recalling (3.4) may be rewritten as
(3.5) I
K′
K
( g√
det(I−AK) ;
1
I−AKA
)
=
( g√
det(I−AK ′) ;
1
I−AK ′A
)
if I−AK, I−AK ′ are invertible.
Let D
K
= {A ∈ S(2m); det(I−AK) 6= 0}, and let D
A
= {K ∈ S(2m); det(I−AK) 6= 0}.
First, we consider the case where A is fixed, then{( 1√
det(I−AK) ;
1
I−AKA
)
;K∈D
A
}
is a double-valued parallel section defined on D
A
. If A is nonsingular, then( detA√
det(I−AK) ;
1
I−AKA
)
=
( 1√
det(A−1−K) ;
1
A−1−K
)
is also a parallel section on on D
A
. Taking the limit A−1 → 0, we have a little strange double-valued
parallel section
(3.6)
( 1√
det(−K) ;−
1
K
)
, K ∈ D∞,
where D∞ = {K; detK 6= 0}. If K = K0, then this is 1√
(−1)m e
− 2
i~
∑
k ukvk . Hence, (3.6) may be
regarded as the K-ordered expression of the total polar element (1.10).
Next, we consider the case where K is fixed and A is moving, then the space
D˜
K
=
{( 1√
det(I−AK) ;
1
I−AKA
)
;A∈D
K
}
for K 6= 0 is viewed as a nontrivial double cover of the space D
K
. D˜0 for K = 0 is viewed as
{(±1;A);A∈D0}. Let πK be the natural projection, and let DKK′=DK∩DK′ .
Proposition 3.1 The intertwiner I
K′
K
is then a 2-to-2 mapping from D˜
K
to D˜
K′ . Hence, the inter-
twiner keeps the double-valued nature of the ∗-exponential functions of quadratic forms.
Precisely speaking, the intertwiner I
K′
K
is defined as a mapping of π−1
K
D
KK′ onto π
−1
K′
D
K′K . Since
the transformation T
K′
K
: 1
1−AKA→ 11−AK ′A changes the homotopical nature of closed curves via the
movement of singularities, the notion of “lift” of closed curves by parallel displacement along closed
curves is not stable. Recall again that these arguments have nothing to do with the Weyl algebra.
Note Intertwiners fails the cocycle condition as one-to-one mappings, i.e. I
K
K′′
I
K′′
K′
I
K′
K
may not equal
1, but it is ±1 for exponential functions of quadratic forms. This is similar to Z2-gerbes.
If g is fixedD˜
K
is a double covering space of D
K
As in the case of one variable, take the following
diagram in mind
D˜
K
⊃ π−1(D
K
∩D
K′ )
I
K′
K−→ π−1(D
K′∩DK) ⊂ D˜K′↓ π ↓ π ↓ π ↓ π
D
K
⊃ D
K
∩D
K′ == DK′∩DK ⊂ DK′ .
Turning around the circle in the picture of the l.h.s., the sign does not change as ◦ is not a singular
point. However, turning around the circle in the r.h.s., the sign changes as • is a branched singular
point. Similarly, as the • in the l.h.s. picture is a branched singular point, the sign changes around
this point. Hence, provided c is a constant, π−1(p) must be two points, which one cannot distinguish,
for these two points exchange each other when one goes around the point •. On the other hand,
since ◦ is not a singular point in the r.h.s., these two point can be distinguished.
•{det (I−AK)=0}
◦{det (I−AK ′)=0}✒✑✓✏
I
K′
K−→
◦{det (I−AK)=0}
•{det (I−AK ′)=0}✒✑✓✏
Consequently, one cannot trace how points of π−1(D
K
∩D
K′ ) map onto points of π
−1(D
K′∩DK )
with one-to-one correspondence. In spite of this difficulty, one can trace this mapping as a 2-
to-2 mapping. If one views these two points as a singleton, then this produces nothing but the
identification of D˜
K
with D
K
, and the mapping is nothing but the identity mapping of D
K
onto D
K′ .
Since this procedure loses much information, we prefer to regard such a mapping as a 2-to-2
mapping, for these two points can be distinguished locally.
Moreover, one can define a kind of group operation via the definition of 2-to-2 mappings. Even
in such a situation, some partial area of object one may fix a unit, inverse and product in a univalent
way to obtain a genuine group. Hence, local differential geometry can be done without any difficulty.
To treat elements with double-valued nature, we have to discuss the intertwiners to generic
ordered expressions. Setting u=(u˜1, . . . , u˜m, v˜1, . . . , v˜m) and recalling K0=
[
0 Im
Im 0
]
, the formula
(1.6) is rewritten as
(3.7) :exp∗
s
2i~
〈u
[
0 C
tC 0
]
,u〉:
K0
=e
s
2
TrCexp
1
2i~
〈u
[
0 esC−I
es
tC−I 0
]
,u〉.
In particular, we see
:e
s
i~
(u˜1◦v˜1+···+u˜m◦v˜m)
∗ :K0=e
ms
2 exp
1
2i~
〈u
[
0 esI−I
e
sI−I 0
]
,u〉.
:e
2πi
i~
(u˜1◦v˜1+···+u˜m◦v˜m)
∗ :K0=(−1)m, :e
πi
i~
(u˜1◦v˜1+···+u˜m◦v˜m)
∗ :K0=i
mexp
−1
i~
〈u
[
0 I
I 0
]
,u〉.
The sign ambiguity of
√
does not appear on this expression, but precisely speaking we should write
the l.h.s.
:e
[0→2πi] 1
i~
(u˜1◦v˜1+···+u˜m◦v˜m)
∗ :K0 , :e
[0→πi] 1
i~
(u˜1◦v˜1+···+u˜m◦v˜m)
∗ :K0 ,
where [0→a] implies the path given by the straight line segment.
It is very natural to expect that there is K such that
εˆ00(a˜)∗K εˆ00(b˜) = −εˆ00(b˜)∗K εˆ00(a˜), (if 〈a˜, b˜〉 = 0).
3.2 Clifford algebras in (Hol(C2m), ∗
K
)
Since the group Spin(m) is usually constructed as a Clifford algebra, it is natural to think that the
group ring of the group S˜O(m) under some other expression parameterK considered in (Hol(Cn), ∗K)
has the structure of Clifford algebra.
At this moment, this is supported only by the following strange phrase:
Since the ε00(k)’s are defined as double-valued elements, the identities
ε00(k) = −ε00(k), ε00(k)∗ε00(ℓ)=− ε00(ℓ)∗ε00(k)
do not contradictory
.
The goal of this section is the following.
Theorem 3.2 There is an expression parameter Ks having the following properties: Let V∗ be 1 or
any partial polar element without involving ε00(k), ε00(ℓ) (k, ℓ) such that k 6= ℓ. Then,
:ε00(k)
2∗V∗:Ks=− :V∗:Ks
:(ε00(k)∗ε00(ℓ))2∗∗V∗:Ks = −:V∗:Ks .
Since the identity above gives
:ε00(k)∗ε00(ℓ):Ks = −:ε00(ℓ)−1∗ε00(k)−1:Ks ,
by noting that ε00(k)
−1 = ±ε00(k) by the double-valued nature, but the ±-sign can be controlled to
be independent of k (cf (3.12)), we see that
:ε00(k)∗ε00(ℓ):Ks = −:ε00(ℓ)∗ε00(k):Ks .
Under such an ordered expression K = Ks, the system
p(u, v)∗
K
ε00(1)
ε1∗
K
· · ·∗
K
ε00(m)
εm
naturally forms an algebra under the ∗
Ks
-product, which may be called theWeyl-Clifford algebra.
This means the super-theoretic expressions are already built in the extended Weyl algebra. That is,
we have no need to construct a new mathematical theory to absorb the super manifold theory.
The next three steps are essential for the proof of Theorem3.2:
(1:) Note first that in the normal ordered expression, partial polar elements form a commutative
algebra. Moreover, we already see that
:e
it1
i~
u1◦v1
∗ ∗ · · · ∗e
itm
i~
um◦vm
∗ :K0 = :e
1
i~
(it1u1◦v1+···+itmum◦vm)
∗ :K0 .
(2:) Let V∗ be any partial polar element or ±1. Applying the intertwiner IKsK0 to this system,
we show the following:
(2:1) I
Ks
K0
(e
it
i~
uk◦vk
∗ ∗K0V∗) has no singular point on the interval [0, π].
(2:2) In spite of this, if V∗ does not contain e
it
i~
uk◦vk
∗ , e
it
i~
uℓ◦vℓ
∗ , then I
Ks
K0
(e
it
i~
(uk◦vk+uℓ◦vℓ
∗ ∗K0V∗) has singular
points on the open intervals (0, π) and (π, 2π).
(3:) If V∗ does not contain e
it
i~
uk◦vk
∗ , e
it
i~
uℓ◦vℓ
∗ , then :e
i
i~
(suk◦vk+tuℓ◦vℓ)
∗ ∗V∗:K has no singular point in
[0, π]×[0, π] except on the diagonal set s=t.
 
 
 
 
 
 
 
 
 
 ✒
✲
✻ ✻
✲
♥
✒
r
ε00(k) ε00(k)
e
it
i~
(uk◦vk+ul◦vl)
∗
ε00(l)
ε00(l)
The proof of Theorem3.2 is given as follows: Suppose V∗ does
not contain ε00(k), ε00(ℓ). Note that :e
i
i~
(suk◦vk+tuℓ◦vℓ)
∗ ∗V∗:K has no
singular point on the lower triangular domain {(s, t); 0 ≤ t <
s ≤ π}. There is one singular point at (µ, µ). Therefore, we see
:(ε00(k)∗ε00(l))∗V∗:K equals :e
it
i~
(uk◦vk+uℓ◦vℓ)
∗ ∗V∗:K defined by taking
the path avoiding the singular point anti-clockwise. Similarly,
:(ε00(l)∗ε00(k))∗V∗:K equals to the element :e
it
i~
(uk◦vk+uℓ◦vℓ)
∗ ∗V∗:K
which is defined by taking the clockwise path avoiding the singular
point.
Note here that products such as :e
si
i~
uk◦vk
∗ ∗V∗:K , :e
si
i~
(uk◦vk+uℓ◦vℓ)
∗ ∗V∗:K are defined by solving the
evolution equation with initial data V∗. Such a procedure for constructing products will be called
the path connecting product.
Singularity makes change of sign. Here, we show that the singularity makes the change of sign,
and hence
(3.8) :ε00(k)∗ε00(l)∗V∗:K=−:ε00(l)∗ε00(k)∗V∗:K ,
where it is assumed that V∗ does not contain ε00(k), ε00(ℓ).
Consider the product esH∗∗ ∗etK∗∗ for two quadratic forms H∗, K∗ in (s, t) ∈ C2 such that [H∗, K∗] =
0. In our situation it may be assumed esH∗∗ ∗etK∗∗ = ±etK∗∗ ∗esH∗∗ with the sign ambiguity, that is, the
phase parts of both sides coincides and the sign ambiguity appears only in the amplitude parts.
In general, esH∗∗ ∗etK∗∗ has a singular set S of complex codimension 1. We see that the origin (0, 0)
is not contained in S. Since S is a branched singularity, we have to prepare two sheets C2+, C
2
− and
“slit” Σ of real codimension 1 to connect these two sheets. Σ is set so that C2\Σ is simply connected
and there is no singular point.
Now, restrict the parameter (s, t) ∈ R2 in esH∗∗ ∗etK∗∗ . One may assume that R2 is transversal to
S in generic ordered expression. Hence, if S ∩ R2 6= ∅, then this is a discrete set and Σ ∩ R2 is a
collection of (real one dimensional) curves starting at a singular point ending another singular point
or ∞.
✲
✻ ✻
✲
(0, 0) es1H∗∗
et1K∗∗ A = (s1, t1)
• slit
(s0, t0)
As we have two sheets, there are two “origin”,
(0, 0)∈C2+ and (0, 0)∈C2−. Since e0H∗∗ ∗e0K∗∗ is 1
in the positive sheet C2+, the origin in the nega-
tive sheet must be treated as −1. Now, consider
es1H∗∗ ∗et1K∗∗ and et1K∗∗ ∗es1H∗∗ . The first one is de-
fined by by the solution of the evolution equation
d
dt
ft = H∗∗ft, f0 = et1K∗∗ .
We indicate this by the notation e
[0→s1]H∗∗ ∗et1K∗∗ . This is the clockwise chasing from the origin. On
the contrary, e
[0→t1]K∗∗ ∗es1H∗∗ means the anti-clockwise chasing from the origin. Now suppose there is
a singular point (s0, t0) and a slit as it is seen in the left figure, then e
[0→t1]K∗∗ ∗es1H∗∗ is lying in the
opposite sheet. By this way, the sign changes around a singular point.
3.2.1 Intertwiners to generic ordered expressions
In the first part of discussions, we recall (3.4). Via the intertwiner I
K
K0
from (3.7), the K-expression of
the ∗-exponential function e
t
i~
∑
Ckluk◦vl
∗ is easily obtained. Recall :e
i
i~
(t1u1◦v1+···+tmum◦vm)
∗ :K0 is an entire
function of (t1, · · · , tm), ti∈C, in the normal ordered expression which is written as e i2 (t1+···+tm)e 1i~ 〈uA,u〉,
where
A=
[
0 C
C 0
]
, C=diag(τ1, · · · , τm), τk=1
2
(eitk−1), cf.(1.6).
In this section, we use special ordered expressions Ks, where Ks is given step by step by (3.9),
(3.11), (3.12) and (3.13) as follows: We set
(3.9) Ks=
[
S T
T S
]
, tS=S tT=T, S, T∈M(m,C).
By (3.4), we need to know
√
det(I−A(K−K0)). det(I−A(K−K0)) is given by elementary trans-
formation as follows:
(3.10)
∣∣∣∣I−C(T−I) −CS−CS I−C(T−I)
∣∣∣∣=det (I−C(T+S−I)) det (I−C(T−S−I)).
Note that S+T=U, S−T=V are arbitrary symmetric matrices.
As we want to use a K-ordered expression such that
sgn(:e
t
i~
u˜i◦v˜i
∗ :K )=sgn(:e
t
i~
u˜j◦v˜j
∗ :K )
for every i, j, we restrict K to symmetric matrices such that
(3.11) Ks=
[
iρI cI
cI iρI
]
+
[
S ′ T ′
T ′ S ′
]
, ρ, c ∈ R,
where the diagonal components of S ′, T ′ are zero, and all other entries are the same complex constant.
It is easy to see that the formula for :f∗(u˜j, v˜j):K is written by replacing i by j in the formula for
:f∗(u˜i, v˜i):K , since we use only iρ and c in the computation of :f∗(u˜i, v˜i):K .
In what follows we set that
(3.12) T ′=


0 a a · · · a
a 0 a · · · a
a a 0 · · · a
...
...
. . .
. . .
...
a a a · · · 0

 , S
′=


0 ib ib · · · ib
ib 0 ib · · · ib
ib ib 0 · · · ib
...
...
. . .
. . .
...
ib ib ib · · · 0

 , a, b ∈ R,
so that T−S = T+S. Further, in (3.13) below we put the additional condition that c = a > 0 and
ρ > b. Hence, T in (3.9) is a matrix such that Tij = c > 0.
We refer to Ks as the special ordered expression, or Ks-expression.
3.2.2 Vertexes and 2-dimensional nets
To establish the product formula for polar elements in general K-ordered expressions, we have to
prepare several tools used in the definition of products.
Denote by (t1, t2, · · · , tm) a point of Rm. The lattice point is the subset (πZ)m of Rm, and the
1-dimensional lattice is the subset of Rm such that only one of (t1, t2, · · · , tm) is in R and others are
kπ, k∈Z. A vertex is a point (δ1, · · · , δm) where δi= 0 or π. The number of π′s is called the index of
the vertex.
The 2-dimensional lattice is the subset of Rm with only two of (t1, t2, · · · , tm) in R and all others
kπ, k∈Z. Denote the 2-dimensional lattice, the 1-dimensional lattice and the set of lattice points by
Lm(2), Lm(1), Lm(0) respectively.
We often use (t1, t2, · · · , tm) ∈ Rm to indicate the ∗-exponential function
:e
i
i~
(t1u1◦v1+···+tmum◦vm)
∗ :K .
Hence, lattice points in K0-ordered expression are
:L∗:K0=:e
i
i~
(δ1u˜i1
◦v˜i1+···+δmu˜m◦v˜m)∗ :K0 , δi=0 or πℓ.
The next proposition is a basic result proved by the uniqueness of the real analytic solutions of
evolution equations.
Proposition 3.2 For a lattice point L∗, if :e
it
i~
u˜k◦v˜k
∗ ∗L∗:K is not singular on t∈[0, π], then :ε00(k)∗L∗:K
is defined as a single element. This gives the K-ordered expression of vertex ε00(k)∗L∗.
We often use the variable τ = 1
2
(eit−1) or τ−1 instead of t, when the variables eit is restricted in
the unit circle.
✫✪
✬✩r r✒✑✓✏
Note that τ−1i +1 is a negative (resp. positive) pure imag-
inary number if ti∈(0, π) (resp. ti∈(−π, 0)). To see this
quickly, let D1 be the unit disk at the origin. Then,
1
2
(1+D1)
is the disk of radius 1
2
with the center at 1
2
. Hence, its inverse
is the right half-plane with Rez>1. We use this argument
very often in the calculation. Note also that when τ−1i +1 are
used in the calculation, ti=2πi corresponds to τ
−1
i +1=∞.
Note that
τ =
ei0−1
2
=0, hence τ−1+1=∞, and τ = e
±iπ−1
2
=−1, hence τ−1+1=0.
To obtain a single-valued product formula between partial polar elements, we have to consider
elements :e
i
i~
(t1u˜1◦v˜1+···+tmu˜m◦v˜m)
∗ :K where some of (t1, · · · , tm) are 0 or ±π. Say ti1 , · · · , tik are 0, and
tj1, · · · , tjℓ are ±π. By a suitable change of rows and columns, we can assume τ1 = · · ·=τk=0 without
loss of generality, and the computation of the determinant is reduced to the case (m−k)×(m−k)-
matrices, where C=diag(τ1, · · · , τm−k−ℓ,±π, · · · ,±π) with ♯ (±π) = ℓ (the index of the vertex).
Since τi 6=0 in the reduced matrices, we have, by setting σ=m−k−ℓ,
det
(
I−C(T+S−I))det (I−C(T−S−I))
=(detC)2 det
(
C−1+I−(T+S))det (C−1+I−(T−S))
=(detC)2 det
(
((diag(τ−11 +1, · · · , τ−1σ +1, 0, · · · , 0))−(T+S))
)
× det
(
((diag(τ−11 +1, · · · , τ−1σ +1, 0, · · · , 0))−(T−S))
)
,
where the number of 0′s is ♯0 = ℓ.
For simplicity, we set α=c+iρ, β=a+ib. Hence, the determinant is decomposed into two factors
F×F , and one of them is given by the formula as follows:∣∣∣∣∣∣∣∣∣
τ−1+1+α β · · · β
β α · · · β
...
...
. . .
...
β β · · · α
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
τ−1+1 0 · · · 0
β α · · · β
...
...
. . .
...
β β · · · α
∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣
α β · · · β
β α · · · β
...
...
. . .
...
β β · · · α
∣∣∣∣∣∣∣∣∣
=(τ−1+1)
∣∣∣∣∣∣∣∣∣
1 0 · · · 0
0 α · · · β
...
...
. . .
...
0 β · · · α
∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣
α β · · · β
β α · · · β
...
...
. . .
...
β β · · · α
∣∣∣∣∣∣∣∣∣
For ℓ=0, this is given by τ−1+1+α, and for ℓ≥1, it is
(τ−1+1)(α+(ℓ−1)β)(α−β)ℓ−1+(α+ℓβ)(α−β)ℓ
=
(
(τ−1+1)(α+(ℓ−1)β)+(α+ℓβ)(α−β)
)
(α−β)ℓ−1.
We now assume the following
(3.13) Re(c+iρ−(a+ib))=0, Im(c+iρ−(a+ib))>0, c > 0.
In particular, this implies c=a>0. Note that we have three dimensions of freedom for (a, b, ρ).
Since (α−β) 6=0 by (3.13), the determinant vanishes if and only if
−(τ−1+1)=(α−β)(1+ β
α+(ℓ−1)β ), =α, (ℓ=0), or ∈ iR+.
Lemma 3.1 Under the assumption (3.13), we see that Re(α)>0 for ℓ=0, and for ℓ≥1,
Re
(
(α−β)(1+ β
α+(ℓ−1)β )
)
>0.
Thus, there is no singular point on the domain Re(τ−1+1) ≥ 0.
:e
it
i~
u◦v
∗ :K is a complex semigroup on the upper half-plane, and alternating 2π-periodic and reflection
symmetric. There are no singular points on the imaginary axis.
Proof. The case ℓ=0 is trivial. Since α−β is positive pure imaginary under (3.13), we easily see
Re
(
(α−β)(1+ β
α+(ℓ−1)β )
)
<0 is equivalent to Im( β
α+(ℓ−1)β )<0, and this is equivalent to
Im(
α+(ℓ−1)β
β
)=Im(
α−β
β
)>0.
Hence, this is equivalent to Re(β)>0. 
Recall that the information for the signs of the imaginary parts give information about the sign
change of the square roots.
Recall another factor of the determinant is given by the complex conjugate. Keeping these in
mind, we have the following.
Proposition 3.3 Under the Ks-ordered expression the assumption together with (3.13), there is
no singular point on lines of the 1-dimensional lattice of any index. Moreover, :e
it 1
i~
uk◦vk
∗ ∗V∗:K is
alternating 2π-periodic w.r.t the variable t∈R. In particular :e2πi
1
i~
uk◦vk
∗ ∗V∗:K=−:V∗:K
Hence, by Proposition 3.2 applied to the vertex of index 1 gives that the product via the connecting
paths is defined to give
:ε00(iℓ−1)∗ε00(iℓ):K=:e
πi
i~
(uiℓ−1◦viℓ−1+uiℓ◦viℓ )∗ :K , or −:e
πi
i~
(uiℓ−1◦viℓ−1+uiℓ◦viℓ)∗ :K .
The reason of the ambiguity of ± sign is that the expression parameter K will be so chosen that
:e
ti
i~
(uiℓ−1◦viℓ−1+uiℓ◦viℓ)∗ :K has a singular point on t∈[0, π], and the ± sign is determined by the path
avoiding the singular point. On the other hand, since the left hand side is defined without ambiguity,
we have the equality
:ε00(iℓ−1)∗ε00(iℓ):K=γ:e
πi
i~
(uiℓ−1◦viℓ−1+uiℓ◦viℓ)∗ :K , where γ = 1, or , −1
depending on the path. By Proposition 3.2 again, we have
:e
is
i~
uiℓ−2◦viℓ−2∗ ∗(ε00(iℓ−1)∗ε00(iℓ)):K=:e
is
i~
uiℓ−2◦viℓ−2∗ ∗γe
πi
i~
(uiℓ−1◦viℓ−1+uiℓ◦viℓ )∗ :K
for every s∈[0, π]. Hence, at s=π, we have
:ε00(iℓ−2)∗(ε00(iℓ−1)∗ε00(iℓ)):K=:γe
πi
i~
(uiℓ−2◦viℓ−2+uiℓ−1◦viℓ−1+uiℓ◦viℓ )∗ :K .
Repeating this procedure, we see that
:e
πi
i~
ui1
◦vi1∗ ∗γe
πi
i~
(ui2
◦vi2+···+uiℓ◦viℓ ))∗ :K=:γ
′e
πi
i~
(ui1
◦vi1+ui2◦vi2+···+uiℓ◦viℓ ))∗ :K
and that :e
is
i~
ui1
◦vi1∗ ∗ε00(i2)∗ · · · ∗ε00(iℓ):K is defined and this gives at s=π
γ′:e
πi
i~
(ui1
◦vi1+ui2◦vi2+···+uis◦vis ))∗ :K .
Hence, inductive use of Proposition3.2 together with Proposition 2.4 gives
Proposition 3.4 Products ε00(k1)∗ε00(k2)∗ · · · ∗ε00(kp) are welldefined in the special ordered expres-
sion by the path connecting products.
3.2.3 Several properties of the K-ordered expression of e
ti
i~
(u1◦v1+u2◦v2)
∗ ∗V∗.
First, we consider the case of V∗ = 1. The K-ordered expression :e
ti
i~
(u1◦v1+u2◦v2)
∗ :K is given by
computing the intertwiner
I
K
K0
(etie
1
i~
〈uA,u〉)=
eti√
det I−A(K−K0)
e
1
i~
〈u 1
I−A(K−K0)
A,u〉
.
Set τ=1
2
(eit−1), C=diag(τ, τ), A=
[
0 τI2
τI2 0
]
, K=
[
S T
T S
]
, tS=S, tT=T for simplicity.
Concerning only the amplitude by (3.4), we only have to know
√
det(I−A(K−K0)). The deter-
minant is given by elementary transformation as follows:
(3.14)
∣∣∣∣I−C(T−I) −CS−CS I−C(T−I)
∣∣∣∣=det (I−C(T+S−I)) det (I−C(T−S−I))
=τ 4 det
(
C−1+I−(T+S))det (C−1+I−(T−S))
=τ 4 det
(
(diag(τ−1+1, τ−1+1))−(T+S)
)
det
(
(diag(τ−1+1, τ−1+1))−(T−S)
)
.
Recall we have assumed that all entries of S+T other than diagonal are constant β. Note at first
by such a condition, we are considering all pairs k, l, possibly k = l, at the same time. Since only
(k, l)-submatrices of K are used in the computation when k, l are fixed, the computation is reduced
to the case m=2.
For the case that the index of the vertex is 0, that is, ℓ=0, that is the case V∗=1, we set τ= 12(e
it−1),
and we may assume m=2, A=
[
0 τI2
τI2 0
]
without loss of generality. The intertwiner is written as
I
K
K0
(etie
1
i~
〈uA,u〉)=
eti√
det I2−A(K−K0)
e
1
i~
〈u 1
I2−A(K−K0)
A,u〉
where
K=
[
iρI+S ′ cI+T ′
cI+T ′ iρI+S ′
]
, K0=
[
0 I
I 0
]
,
and
(3.15) I−A(K−K0)=
[
I−τ(c−1)I+T ′) −τ(iρI+S ′)
−τ(iρI+S ′) I−τ(c−1)I+T ′)
]
.
What we want to obtain is that in the Ks-ordered expression :e
it
i~
(uk◦vk+ul◦vl)
∗ :Ks has singularities
of order 1 on the open intervals (0, π), and (π, 2π) for every k, l. The determinant of (3.15) is written
by the elementary transformations as
(3.16) det(I−τ((c−1+iρ)I+T ′+S ′) det (I−τ¯((c−1+iρ)I+T ′+S ′).
Setting S ′+T ′=
[
0 β
β 0
]
, this vanishes when
(τ−1+1+α)2−β2=0 or (τ¯−1+1+α)2−β2=0.
That is
−(τ−1+1)=α±β, or −(τ¯−1+1)=α±β.
By the condition (3.13), we see Re(α+β) > 0. Hence,
−(τ−1+1)=α−β, −(τ¯−1+1)=α−β
are the singular points. Hence, we have the desired result for the case V∗ = 1.
We next consider :e
ti
i~
(uk◦vk+ul◦vl)
∗ ∗V∗:K by taking K in (3.11) with (3.13). For the case V∗ 6=1, i.e.
ℓ≥1, we have only to use the diagonal matrix diag(τ,−1, . . . ,−1) instead of τ in the previous case of
V∗ = 1, where the number of −1 is the index ℓ of the vertex V∗. We assume that V∗ does not contain
ε00(k) and ε00(ℓ). What we want to show is that
:(e
ti
i~
(uk◦vk+ul◦vl)
∗ )∗V∗:K
is 2π-periodic on R and it has singular points µ, 0<µ<π, and ν, π<ν<2π.
The first factor of the determinant is written as∣∣∣∣∣∣∣∣∣∣∣
τ−1+1+α β β . . . β
β τ−1+1+α β . . . β
β β α . . . β
...
...
...
. . .
...
β β β . . . α
∣∣∣∣∣∣∣∣∣∣∣
=
(τ−1+1)2(α+(ℓ−1)β)(α−β)ℓ−1
+2(τ−1+1)(α+ℓβ)(α−β)ℓ
+(α+(ℓ+1)β)(α−β)ℓ+1.
=(τ−1+1+α−β)
(
(τ−1+1)(α+(ℓ−1)β)+(α+(ℓ+1)β)(α−β)
)
(α−β)ℓ−1.(
(τ−1+1)(α+(ℓ−1)β)+(α+(ℓ+1)β)(α−β))
)
(τ−1+1+α−β)=0.
It follows that the determinant vanishes if and only if
−(τ−1+1)=α−β, or (α+(ℓ+1)β)(α−β)
α+(ℓ−1)β) =
(
1+
2β
α+(ℓ−1)β
)
(α−β).
Since α−β=id+, d+>0, the same argument as in the proof of Lemma3.1 gives that
Re
(
1+
2β
α+(ℓ−1)β
)
(α−β) > 0.
Hence, we have only to assume (3.13).
For the second factor, the determinant is given by the complex conjugate. Hence, the requested
conditions are satisfied by (3.13). The singular points together with the second factor are given by
eis=
id++1
id+−1 ,
id+−1
id++1
.
Proposition 3.5 Under the condition (3.13) for K, :e
ti
i~
(uk◦vk+ul◦vl)
∗ ∗V∗:K , k 6=l, has singular points
at t0∈(0, π) and 2π−t0 for every vertex V∗, and
:e
2πi
i~
(uk◦vk+ul◦vl)
∗ ∗V∗:K=:V∗:K
for every 1 ≤ k, l ≤ m, if we take the anit-clockwise half-circle path avoiding the singular point.
The ± sign of :e
ti
i~
(uk◦vk+ul◦vl)
∗ ∗V∗:K is determined by the path avoiding the singularity.
3.2.4 Determinant equation of two variables
Here, we show that :e
i
i~
(t1uk◦vk+t2ul◦vl)
∗ ∗V∗:K , k 6=l, has no singular point other than the singular point
lying in the diagonal (t0, t0)∈[0, π] × [0, π]. Here, we assume that V∗ does not contain ε00(k) and
ε00(ℓ).
As singular points are given by zeros of (3.10), in this section we consider the equation
(3.17)
∣∣∣∣∣∣∣∣∣∣∣
τ−11 +1+α β β . . . β
β τ−12 +1+α β . . . β
β β α . . . β
...
...
...
. . .
...
β β β . . . α
∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣
τ−11 +1+α¯ β¯ β¯ . . . β¯
β¯ τ−12 +1+α¯ β¯ . . . β¯
β¯ β¯ α¯ . . . β¯
...
...
...
. . .
...
β¯ β¯ β¯ . . . α¯
∣∣∣∣∣∣∣∣∣∣∣
=0
of two variables under the restriction τi ∈ iR. For simplicity, we set ix=τ−11 +1, iy=τ−12 +1. The first
factor is written as
−xy(α+(ℓ−1)β)(α−β)ℓ−1+i(x+y)(α+ℓβ)(α−β)ℓ+(α+(ℓ+1)β)(α−β)ℓ+1=0, (ℓ ≥ 0). i.e.
−xy+i(x+y)(α+ℓβ)(α−β)
(α+(ℓ−1)β) +
(α+(ℓ+1)β)(α−β)2
(α+(ℓ−1)β) =0.
If we set A= (α+ℓβ)(α−β)
(α+(ℓ−1)β) and
B2=
((α+ℓβ)(α−β)
(α+(ℓ−1)β)
)2
−(α+(ℓ+1)β)(α−β)
2
(α+(ℓ−1)β) =
( (α−β)β
α+(ℓ−1)β
)2
,
then the first factor is rewritten as (ix+A)(iy+A)−B2. Similarly, the second factor is written as
(ix+A¯)(iy+A¯)−B¯2.
We put in (3.13) the condition that α−β is a positive pure imaginary number, and set α−β=id+.
Setting A=A0+iA1, B=B0+iB1, we have
A0=−d+Im β
α+(ℓ−1)β , A1=d+(1+Re
β
α+(ℓ−1)β ),
B0 = −d+Im β
α+(ℓ−1)β , B1=d+Re
β
α+(ℓ−1)β .
Hence, we see A0=B0, A1−B1=d+. Let α=a+iρ, β=a+ib.
Note now that
Im
β
α+(ℓ−1)β<0⇐⇒ Im
α
β
>0⇐⇒ a(ρ−b)>0,
Re
β
α+(ℓ−1)β>0⇐⇒ Re(ℓ−1+
α
β
)>0⇐⇒ ℓ−1+a
2+ρb
a2+b2
>0.
Since ρb>0 is assumed, if ℓ≥1 then ℓ−1+a2+ρb
a2+b2
>0. For ℓ=0, if ρ−b>0 then −1+a2+ρb
a2+b2
>0.
In addition, suppose in addition that α=a+iρ = c+iρ, β=a+ib satisfy that a>b>0, ρ>b>0.
Then we easily see that A0=B0>0, A
2
1>B
2
1 for every ℓ≥0. Note that all additional conditions other
than the condition c=a are open conditions, hence we have three real dimensions of freedom.
Suppose we have an equation of pure imaginary variables ix, iy
(3.18) (ix+A)(iy+A)−B2=0, A, B∈C, x, y ∈ R.
Set A = A0+iA1, A = B0+iB1
Lemma 3.2 If A0 = B0 6= 0, then taking the imaginary part and the real part of the equation (3.18),
we have
x+y = 2(B1−A1), xy = (B1−A1)2.
This shows that the solution of (3.18) is degenerate.
It follows that :e
i
i~
(t1uk◦vk+t2ul◦vl)
∗ ∗V∗:K , k 6=l, has no other singular point than those sitting in the
diagonal set (t0, t0)∈[0, π]× [0, π].
3.2.5 Emergence of Clifford algebra
In the case V∗ does not contain ε00(k) but it contains ε00(ℓ), we see by Proposition 3.3 that ε00(ℓ)∗V∗ =
−V ′∗ . Hence, V∗ = ε00(ℓ)∗V ′∗ where V ′∗ does not contain ε00(k), ε00(ℓ). Thus, by Proposition 3.5 and
(3.8) we see
ε00(k)∗ε00(ℓ)∗V∗ = ε00(k)∗ε00(ℓ)∗ε00(ℓ)∗V ′∗ = −ε00(k)∗V ′∗ .
On the other hand
ε00(ℓ)∗ε00(k)∗V∗ = ε00(ℓ)∗ε00(k)∗ε00(ℓ)∗V ′∗ = −ε00(ℓ)∗ε00(ℓ)∗ε00(k)∗V ′∗ = ε00(k)∗V ′∗
In the case V∗ contains ε00(k), ε00(ℓ), we set ε00(k)∗ε00(ℓ)∗V∗ = V ′∗ where V ′∗ does not contain
ε00(k), ε00(ℓ). In this situation, we have
ε00(k)∗ε00(ℓ)∗V ′∗ = −ε00(ℓ)∗ε00(k)∗V ′∗ .
Suppose V∗ = ε00(k)∗ε00(ℓ)∗V ′∗ , then
ε00(k)∗ε00(ℓ)∗V∗ = ε00(k)∗ε00(ℓ)∗ε00(k)∗ε00(ℓ)∗V ′∗
= −ε00(k)∗ε00(ℓ)∗ε00(ℓ)∗ε00(k)∗V ′∗ = ε00(k)∗ε00(k)∗V ′∗=−V ′∗
On the other hand,
ε00(ℓ)∗ε00(k)∗V∗ = ε00(ℓ)∗ε00(k)∗ε00(k)∗ε00(ℓ)∗V ′∗ = −ε00(ℓ)∗ε00(ℓ)∗V ′∗=V ′∗
Thus, Theorem3.2 is proved by these observation. Namely, we see
Theorem 3.3 In a Ks-ordered expression, (Hol(C
2m), ∗
Ks
) contains the Clifford algebra Cliff(m).
Since (ε00(k)∗ε00(ℓ))2∗ = −1 = ε00(k)2∗ in Ks-ordered expression, we see in particular
Corollary 3.1 In the Ks-ordered expression, the group P
(4)
Ks
coisncides with P(2)
Ks
. It follows that
P(2)
Ks
is a connected double cover of SO(m,C), hence P(2)
Ks
∼= Spin(m)⊗C.
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