We define a new class of Convolutional Codes in terms of fibrations of algebraic varieties generalizing our previous constructions of Convolutional Goppa Codes (Domínguez Pérez et al. in AAECC 15:51-61, 2004 [1]; Muñoz Porras et al. in IEEE Trans. Inform. Theory 52 (1): 340-344, 2006; [16]). This general approach allow us to give convolutional codes with maximal error correction capability (Maximum Distance Separable).
Introduction
Algebraic tools have been utilized on Coding Theory to construct codes with certain desirable properties. In particular, different algebraic approaches have been used for long to obtain convolutional codes [13, 17] .
With the same purpose Algebraic Geometry has been successfully applied in Coding Theory during the last decades, first for block codes (e.g. [6, 7, 10, 18, 22] ) and more recently for convolutional codes [14, 19] . Particularly interesting results have been obtained by the authors by generalizing the initial idea of Goppa to the construction of Convolutional Goppa Codes (CGC) [1] [2] [3] 11, 12, 16] from points lying on a curve.
Due to the success of this approach, and inspired by the previous experience of block codes [8, 23] , one is tempted to explore the case of higher dimensional varieties. Thus, this paper aims at constructing CGCs defined by a family of algebraic varieties parameterized by the affine line, X → A 1 . The construction is offered in full generality and it consists of evaluating sections of an invertible sheaf on X along sections of the fibration X → A 1 . Then, some results concerning the parameters of these codes will be given and some cases will be written down in a very detailed way. It is remarkable that our construction includes more freedom on the choice of constructive ingredients and, thus, codes with parameters of a broader variety are obtained. Furthermore, this fact allows us to construct explicit Maximum Distance Separable (MDS) codes over small fields, which was not always possible using some previous constructions. In the development of our approach we use standard notations of Algebraic Geometry (see [9] ).
The contents of this work are arranged in the following way. In Sect. 2 we summarize some notions and results on convolutional codes based on [5, 15] . In Sect. 3 the general construction is developed. In Sect. 4 the construction is carried out in detail for the fibration P 2 F q × A 1 → A 1 , permitting a more explicit use of the geometric construction for the study of the codes obtained. The construction is illustrated with a number of cases in Sect. 4.1. In Sect. 5 the construction is detailed for X the trivial ruled surface, that, in addition, shows a connection with 2D convolutional codes.
Finally, we thank the referees for their valuable comments and suggestions that have helped us to improve the paper.
Preliminaries on convolutional codes
Let F q be a finite field of size q = p s , with p a prime.
Opposed to the definition of block codes as F q -vector subspaces, an (n, k) convolutional code C over F q is defined as a rank k submodule of F q [z] n such that F q [z] n /C is locally free. The integers (n, k) are called, respectively, the length and dimension of the convolutional code. The quotient k n is called the rate of the code. Convolutional codewords are thus polynomial vectors that don't represent just a single piece of the transmission but rather the whole sequence.
Equivalently, a (n, k) convolutional code C maybe regarded as the image of a F q [z]-linear injective map
represented by a k × n polynomial matrix of maximal rank, G, such that the g.c.d. of its minors of order k is equal to 1. Such matrix G will be called a basic polynomial encoder or basic generator matrix of C. It has been proved [5] that every code has at least one basic generator matrix, although it is not unique. In fact, for a given convolutional code C, the unimodular group G L(k, F q [z]) acts transitively on the set of basic encoders for C [2] .
We say that G is a reduced generator matrix if it is not possible to reduce any row degree by elementary row operations. A basic generator matrix which is reduced is called a minimal basic encoder by Forney [5] or a canonical generator matrix by McEliece [15] .
The control matrix (a.k.a. parity check matrix) and the dual code for convolutional codes are defined in an analogous way as for convolutional Goppa codes [1, 16] .
Remark 1
As it has been shown in [20] it is equivalent to define convolutional codes as F q (z)-vector subspaces, as they appear for instance in [5, 15] . In fact note that any k × n basic polynomial encoder G for C induces an injective F q (z)-linear map
In this setting it is proved that every code has a polynomial encoder. Hence the previous definitions regarding encoders are suitable in this context.
The degree of a convolutional code, δ, defined as (e.g. [15] ) δ := maximum degree of the minors of order k of a basic encoder for C is a significant invariant of the code and has no counterpart in block codes. Indeed, convolutional codes of degree 0 correspond exactly to block codes.
The degree of a polynomial encoder G, deg G, is the sum of the degrees of its rows. A canonical encoder G satisfies that
for all polynomial encoders G of the convolutional code.
A second important parameter of a convolutional code, which has no counterpart in block codes, is the memory. It is well known, e.g. [15] , that the row degrees of a canonical generator matrix are, up to ordering, uniquely determined by the code. They are known as the Forney indices of the code. The largest of them is called the memory of the code and will be denoted by m. The sum of the Forney indices, which is equal the maximal degree of the minors of any basic generator matrix, coincides with the degree (also known as complexity) of the code. Both the degree and the memory are used to compute the dependency of an encoded block with respect to the information blocks.
As for block codes, there is a notion of distance that will characterize the error detection/correction capability of convolutional codes: the free distance, d f ree .
Let us define the overall Hamming weight of a polynomial vector v(z) = i=0 v i z i as w(v(z)) = i=0 w(v i ). Then the free distance of the code C is defined as
The free distance is upperbounded in terms of the other parameters of the code.
Although several bounds are known, the generalized Singleton bound [21] 
is the most often considered. Those convolutional codes attaining the generalized Singleton bound are called MDS and, thus, are those with optimal error correction capability. The known proofs of existence of MDS convolutional codes (e.g. [21] ) require the field to have many elements, although for practical purposes this might not be the case. Therefore, finding explicit constructions of MDS convolutional codes over small fields is a highly relevant task.
General construction
Let X be a variety of dimension m
denote the affine line and let us consider a flat and projective morphism π : X → A 1 whose fibers are smooth and geometrically irreducible algebraic varieties of dimension m. Recall that for dim X = 2 the fibers are curves; this case has been studied in [1, 16] . For the basic facts on algebraic geometry that will be used here, we address the reader to [9] . Let us choose n different sections of π p i : A 1 → X with p i • π = Id ∀i = 1, . . . , n and, thus, p i (A 1 ) ⊂ X is a curve isomorphic to A 1 . Consider the closed subscheme
and denote by O D and I D respectively the sheaves of rings and ideals of D → X . Let p denote the composition D → X π → A 1 and observe that it is flat and finite of degree n. Then, the flatness implies the existence of isomorphisms φ :
also denotes its corresponding sheaf on A 1 . In general these isomorphisms are not canonical but, if the chosen sections p i are disjoint, then there exists a canonical isomorphism p * O D F q [z] n induced by p.
Let L be an invertible sheaf over X . We have an exact sequence
and considering cohomology, we obtain the long exact sequence of F q [z]-modules
as well as trivializations for each section p i , we obtain induced isomorphisms
On the other hand, if p i (A 1 ) ∩ p j (A 1 ) = ∅ for all i = j, then the above isomorphism φ can also be chosen canonically. Thus, if both hypotheses are fulfilled, then there is a canonical isomorphism ψ.
Definition 1
The convolutional Goppa code C(D, Γ, ψ) determined by the sheaf L, the subscheme D, the isomorphism ψ, and a submodule Γ ⊆ H 0 (X, L) is the submodule given by the image of the homomorphism f defined by
The parameters of the above defined code are given by the following Theorem 1 1. The length of C(D, Γ, ψ) is given by the number of sections p 1 , . . . , p n .
the case of the complete linear series, Γ = H 0 (X, L).
Proof By the very construction, the length of the code is given by the rank of O D as an O A 1 -module, which is the number n of sections taken to define the code. The second item follows trivially from the very definition of dimension. Having in mind that ker( f ) = Γ ∩ H 0 (X, L ⊗ I D ) and diagram (4), one concludes the third claim.
The fourth statement is a straightforward consequence of the additive property of the dimension applied to the exact sequence (3).
Remark 3
The explicit computation of the dimension for the general case is a very hard problem in classical algebraic geometry based on the theory of syzygies.
Let us briefly sketch how CGC can be alternatively introduced in terms of subspaces of F q (z). For this goal, one considers the generic point of A 1 , η, whose residue field is F q (η) = F q (z). The fiber X η is an m-dimensional variety over F q (z), and p 1 (η), . . . , p n (η) are n different F q (z)-rational points. Then we have D η = p 1 (η) ∪ . . . ∪ p n (η), and an isomorphism
Moreover, if L = O X (H ) then ψ η can be canonically chosen.
Definition 2
The convolutional Goppa code C(D η , Γ, ψ η ) is the image of the homomorphism f η defined by
The length and dimension of the code C(D η , Γ, ψ η ) are computed as above.
In the rest of the paper, unless otherwise stated, we will continue with the submodule approach, although the translation to the subspace setting would be straightforward as we have just seen.
As it was already mentioned in the Introduction, the case when dim X = 2 has been already studied in [1, 16] , in particular for X = P 1 × A 1 . In the next two sections we will illustrate in detail how the construction works for fibrations of surfaces.
Codes defined on the projective plane
be the projective plane over F q , and let
be the trivial fibration. Let H ∞ ⊂ P 2 F q be the line defined by the equation x 0 = 0. We consider the line bundle, L, defined by π *
, where π 1 : X → P 2 F q is the projection onto the first factor.
The parameters of the codes obtained from this fibration should fulfill some constraints, as it is shown in the following Theorem 2 Let Γ be a submodule of H 0 (P 2 F q [z] , π * 1 O(1) ⊗r ). Let D be the divisor given by the closure of Im( p i ) where
with α i,r , β i,s ∈ F q and p i (A 1 ) ∩ p j (A 1 ) = ∅ for i = j and 1 ≤ i ≤ n. Finally, let ψ be the trivialization of L along D given by Remark 2. Then, for the convolutional Goppa code C(D, Γ, ψ) the following hold:
1. the length of the code is at most q 4 ; 2. rk C(D, Γ, ψ) ≤ r +2 2 ; Proof The first claim follows from the trivial observation that the number of different sections of the above type, q 4 , is an upper bound for the length of the code, n.
Regarding the second statement, one has
Remark 4 It is worth pointing out that the above count of the number of different sections also includes block codes, which corresponds to the case α i,r ≡ 0 for all i, r , as well as codes defined with the fibration P 1 F q × A 1 π → A 1 , when the n sections are collinear. Note that the constraint on the length for this class of codes allows to obtain longer codes than with the usual construction over curves of genus 0. Furthermore, if codes of length greater than q 4 are needed, then one could consider more general sections; namely, those of the type z → (α(z), β(z), z) where α and β are polynomials. However, this choice increases the memory of the code.
Theorem 3 With the above hypothesis and assuming that
it then holds that:
, where δ is the degree. Proof The constraint on Γ means that the evaluation map f [see Diagram (4) , is injective and that the evaluation map
yields a generator matrix of the code C(D, Γ, ψ) (Definition 1)].
If we denote t = x 1 x 0 , s = x 2 x 0 the affine coordinates in the affine plane A 2 , the space of global sections is explicitly described as
Hence, the evaluation of t i s j at the sections p 1 , . . . , p n , which are polynomials in z of degree 1, is given by
where f is as in diagram (4) . That is, the evaluation of t i s j at each section has degree i + j and, therefore, the degree at each row of an encoder is upperbounded by r and so is the memory m of the code.
Following the previous arguments, the row of the encoder obtained by the evaluation of the function t i s j has degree i + j. Hence, the degree of such encoder, i.e. the sum of its row degrees, is at most
Bearing in mind that the degree of the code δ is upperbounded by the degree of any of its encoders, the conclusion follows.
Proposition 1 If, furthermore, Γ is generated by P(t, s) , a polynomial of total degree less than or equal to r , then the matrix associated to the evaluation map f P(α 1,1 z + β 1,1 , α 1,2 z + β 1,2 ) . . . P(α n,1 z + β n,1 , α n,2 z + β n,2 )
is a canonical basic encoder of the convolutional Goppa code C (D, Γ, ψ) if and only if the mcd of its entries (as polynomials in z) is 1.
Proof In this case, the notion of canonical basic encoder is equivalent to say that the cokernel of f is a free module, which can be expressed as the coprimality condition.
Note that varying the coefficients of the polynomial and the sections, the above Proposition might be used as a way to find good 1-dimensional codes.
Explicit constructions
We will illustrate this construction by explicitly obtaining a number of MDS codes with different parameters over small fields. With this purpose we will vary Γ and D.
We want to emphasize that although existence of MDS codes has been proved [21] , that proof is not constructive and requires the field to have sufficiently many elements. On the other hand, only few instances of MDS codes over small fields have been given. As stated next, we will construct our codes over the field with 8 elements. This, together with the known fact that the condition of being MDS is open [21] , shows that the set of MDS convolutional codes over F 8 is dense, i.e., almost every code is MDS, and our construction provides an effective way to find such codes.
Let us take F 8 as the base field and a a primitive element such that a 3 + a 2 + 1 = 0. Then we have X := P 2 F 8 [z] = P 2 F 8 × A 1 . Let x 0 , x 1 , x 2 denote the homogeneous coordinates in P 2 and let t = x 1 x 0 , s = x 2 x 0 be affine coordinates. Set L = π * 1 O P 2
(1) ⊗2 = 1, t, s, t 2 , ts, s 2 .
For the sake of simplicity we will consider sections over the generic point η, i.e. F q (z)-rational points over X η = P 2 F 8 (z) . As it was pointed out before, it is possible to choose canonically the isomorphism ψ η , and hence we remove it from the notation. Having in mind [20] (see also Remark 1) one could reformulate this subsection in terms of submodules.
For each case all the geometric elements used and the corresponding encoder, as well as a control matrix, will be explicitly written down. Recall that the control matrix is not unique and that it doesn't need to be canonical in order to check whether a vector is a codeword or not.
Codes of dimension 1
Let us consider the restriction of the evaluation map to a submodule Γ ⊂ H 0 (X, L) generated by one section. Here we do not need to care about the properties of D and L in order to determine the kernel of the evaluation map; whenever the restriction of the evaluation map to Γ is non-zero, f is injective.
Note also that in this case the generalized Singleton bound is given by
which implies that constant terms of the entries of a generator matrix of a MDS code must be different from zero. Let us consider the 1-dimensional convolutional Goppa code C(D, Γ ), where Γ ⊂ H 0 (X, L) is the submodule generated by the section t + s 2 , and D consists of the points This code has length 3, dimension 1, memory 2, degree 2 and free distance 9. Hence, it attains the generalized Singleton bound and is, thus, a MDS code.
Let us consider now a code of length four. D will be now the union of the following four points
and as before Γ the submodule generated by t + s 2 . Then, the restriction of the evaluation map to Γ yields a canonical generator matrix of the code C(D, Γ ) G = a 3 + a 3 z + z 2 a 6 + a 6 z + z 2 a 6 + a 2 z + z 2 a 5 + a 5 z + z 2 having as control matrix
This code has length 4, dimension 1, memory 2, degree 2 and free distance 12 and it is, thus, a MDS code.
Codes of dimension 2
Let us consider now the submodule Γ ⊂ H 0 (X, L) generated by the sections {t, s 2 } and D the divisor defined by the three points of Eq. (5) . It can be easily seen that the restriction of the evaluation map to Γ is injective.
Then, the matrix associated to the restriction of the evaluation map is G = a 2 + az a 4 + a 2 z a + a 4 z a + a 4 z 2 a 2 + az 2 a 4 + a 2 z 2 and, since it is injective, it gives us a generator matrix of the code. This matrix is, in addition, a canonical encoder.
A control matrix is given by the matrix a 4 + az 2 + a 2 z 3 a + a 2 z 2 + a 4 z 3 a 2 + a 4 z 2 + az 3
This code has length 3, dimension 2, memory 2, degree 3 and free distance 6 and it is, thus, a MDS code.
Again, in order to get a code of length 4 we keep Γ the submodule generated by {t, s 2 } and choose D defined by the points in Eq. (6) .
Then, the restriction of the evaluation map to Γ yields the following generator matrix of the code C(D, Γ ) G = a + a 3 z a 2 + a 6 z a 3 + a 2 z a 4 + a 5 z a 4 + z 2 a + z 2 a 5 + z 2 a 2 + z 2 which can be easily checked to be canonical. A control matrix is
This code has length 4, dimension 2, memory 2, degree 3 and free distance 8 and it is, thus, a MDS code.
Codes defined on a ruled surface
Let us consider the trivial ruled surface P 1 F q × P 1 F q and the natural projection
Let P ∞ be the infinity point of P 1 defined by the equation x 0 = 0. For each pair of positive integers (r, l) we define the following invertible sheaf on X :
where π i : P 1 × P 1 −→ P 1 are the two natural projections. One has then a natural isomorphism
Let us denote by t the affine coordinate of the first copy of P 1 and s the affine coordinate of the second copy of P 1 . Then, the space Γ of global sections is explicitly described as
We can define the sections p i of π by their equations in affine coordinates:
where α i, j , β i, j ∈ F q .
Let us observe that, though the affine equations of the sections are the same as in the case X = P 2 F 1 × A 1 their global structures are different since P 2 / P 1 × P 1 . Now, we have the evaluation map at the sections p 1 , . . . , p n :
and the convolutional code C is defined as the image of this map. The evaluation of t i ⊗ s j at p 1 , . . . , p n is given by
This evaluation map allows to obtain a CGC as explained in Sect. 3. By replacing P 1 × P 1 by another arbitrary ruled surface we obtain other CGC in the same way. In addition, this formalization allows to relate classical convolutional codes with 2D convolutional codes defined as in [4] .
Let us observe that the projection π : P 1 × P 1 × A 1 −→ A 1 can be factorized as the composition of two projections:
Conclusions and future work
We offer a natural generalization of convolutional Goppa codes with the help of fibrations of higher dimensional varieties. Our construction covers a wide variety of codes but it is still simple enough to apply at concrete cases, as it has been shown in two different scenarios.
This generalization also yields MDS codes, whose properties are written down in terms of the geometric elements used to construct them. It is remarkable that such MDS codes are defined over small fields and, thus, our approach overcomes known constraints; for instance, those regarding the length of the codes with respect to the size of the field.
The results obtained, including a new connection with 2D codes, confirm our belief that this is a promising research line. In fact, further steps can be taken in order to characterize good codes in terms of the geometric elements or to adapt decoding algorithms to this class of CGC.
