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HOLOMORPHIC MAPPINGS INTO COMPACT
COMPLEX MANIFOLDS
DO DUC THAI AND VU DUC VIET
Abstract. The purpose of this article is to show a second main
theorem with the explicit truncation level for holomorphic map-
pings of C (or of a compact Riemann surface) into a compact com-
plex manifold sharing divisors in subgeneral position.
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1. Introduction and main results
Let {Hj}
q
j=1 be hyperplanes of CP
n. Denote by Q the index set
{1, 2, · · · , q}. Let N ≥ n and q ≥ N + 1. We say that the family
{Hj}
q
j=1 are in N -subgeneral position if for every subset R ⊂ Q with
the cardinality |R| = N + 1 ⋂
j∈R
Hj = ∅.
If they are in n-subgeneral position, we simply say that they are in
general position.
The research of the authors is supported by an NAFOSTED grant of Vietnam
(Grant No. 101.01-2011.29).
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Let f : Cm → CP n be a linearly nondegenerate meromorphic map-
ping and {Hj}
q
j=1 be hyperplanes in N -subgeneral position in CP
n.
Then the Cartan-Nochka’s second main theorem (see [10], [13]) stated
that
|| (q − 2N + n− 1)T (r, f) ≤
q∑
i=1
N [n](r, div(f,Hi)) + o(T (r, f)).
The above Cartan-Nochka’s second main theorem plays an extremely
important role in Nevanlinna theory, with many applications to Alge-
braic or Analytic geometry. Over the last few decades, there have
been several results generalizing this theorem to abstract objects. The
theory of the second main theorems for algebraically nondegenerate
holomorphic curves into an arbitrary nonsingular complex projective
variety V sharing curvilinear divisors in general position in V began
about 40 years ago and has grown into a huge theory. Many con-
tributed. We refer readers to the articles [1], [7], [11], [12], [14], [16],
[17], [15], [18], [19], [21], [22] and references therein for the development
of related subjects. We recall some recent results and which are the
best results available at present.
In 2004, Min Ru [18] established a defect relation for algebraically
nondegenerate holomorphic curves f : C → CP n intersecting curvilin-
ear hypersurfaces in general position in CP n, which settled a long-
standing conjecture of B. Shiffman (see [20]). Recently, in [19] he
further extended the above mentioned result to holomorphic curves
f : C → V intersecting hypersurfaces in general position in V , where
V is an arbitrary nonsingular complex projective variety in CP k. We
now state his celebrated theorem.
Let V ⊂ CP k be a smooth complex projective variety of dimension
n ≥ 1. Let D1, · · · , Dq be hypersurfaces in CP
k, where q > n. Also,
D1, · · · , Dq are said to be in general position in V if for every subset
{i0, · · · , in} ⊂ {1, · · · , q},
V ∩ suppDi0 ∩ · · · ∩ suppDin = ∅,
where suppD means the support of the divisor D. A map f : C→ V is
said to be algebraically nondegenerate if the image of f is not contained
in any proper subvarieties of V.
Theorem of Ru (see [19]) Let V ⊂ CP k be a smooth complex
projective variety of dimension n ≥ 1. Let D1, · · · , Dq be hypersurfaces
in CP k of degree dj, located in general position in V. Let f : C → V
be an algebraically nondegenerate holomorphic map. Then, for every
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ǫ > 0,
q∑
j=1
d−1j mf (r;Dj) ≤ (n + 1 + ǫ)T (r, f),
where the inequality holds for all r ∈ (0,∞) except for a possible set E
with finite Lebesgue measure.
As the first steps towards establishing the second main theorems for
curvilinear divisors in subgeneral position in a (nonsingular) complex
projective variety, recently, D. T. Do and V. T. Ninh in [4] and G.
Dethloff, V. T. Tran and D. T. Do in [3] gave the Cartan-Nochka’s
second main theorem with the truncation for holomorphic curves f :
C→ V intersecting hypersurfaces located in N -subgeneral position in
an arbitrary smooth complex projective variety V. We now state their
theorem in [3].
Let N ≥ n and q ≥ N + 1. Hypersurfaces D1, · · · , Dq in CP
M with
V 6⊆ Dj for all j = 1, ..., q are said to be in N -subgeneral position in V
if the two following conditions are satisfied:
(i) For every 1 ≤ j0 < · · · < jN ≤ q, V ∩Dj0 ∩ · · · ∩DjN = ∅.
(ii) For any subset J ⊂ {1, · · · , q} such that 0 < |J | ≤ n and
{Dj, j ∈ J} are in general position in V and V ∩ (∩j∈JDj) 6= ∅, there
exists an irreducible component σJ of V ∩ (∩j∈JDj) with dimσJ =
dim
(
V ∩ (∩j∈JDj)
)
such that for any i ∈ {1, · · · , q} \ J , if dim
(
V ∩
(∩j∈JDj)
)
= dim
(
V ∩Di ∩ (∩j∈JDj)
)
, then Di contains σJ .
Theorem of Dethloff-Tran-Do (see [3]) Let V ⊂ CPM be a
smooth complex projective variety of dimension n ≥ 1. Let f be an alge-
braically nondegenerate holomorphic mapping of C into V. Let D1, · · · ,
Dq (V 6⊆ Dj) be hypersurfaces in CP
M of degree dj, in N-subgeneral
position in V, where N ≥ n and q ≥ 2N − n + 1. Then, for ev-
ery ǫ > 0, there exist positive integers Lj (j = 1, ..., q) depending on
n, deg V,N, dj (j = 1, ..., q), q, ǫ in an explicit way such that∥∥∥(q − 2N + n− 1− ǫ)Tf(r) ≤ q∑
j=1
1
dj
N
[Lj ]
f (r,Dj).
We would like to emphasize the following.
(i) The condition (ii) in the above definition on N -subgeneral position
of Dethloff-Tan-Thai is hard. Thus, their results may not be very use-
ful and applicable due to this reason.
(ii) In the above-mentioned papers and in other papers (see [2], [5]
for instance), either there is no the truncation levels or the truncation
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levels obtained depend on the given ǫ. When ǫ goes to zero, the trun-
cation level goes to infinite (so the truncation is totally lost). The most
serious and difficult problem (which is supposed to be extremely hard)
is to get the truncation which is independent of ǫ.
(iii) The familyD1, · · · , Dq are hypersurfaces in CP
k, i.e they are global
hypersurfaces. The more difficult problem is to consider the case where
the family D1, · · · , Dq are hypersurfaces in V, i.e they are local hyper-
surfaces.
Motivated by studing holomorphic mappings into compact complex
manifolds, the following arised naturally.
Problem 1. To show a second main theorem with the explicit trun-
cation level for holomorphic mappings of C into a compact complex
manifold sharing divisors in subgeneral position.
Unfortunately, this problem is extremely difficult and while a sub-
stantial amount of information has been amassed concerning the second
main theorem for holomorphic curves into complex projective varieties
through the years, the present knowledge of this problem for arbitrary
compact complex manifolds has remained extremely meagre. So far
there has been no literature of such results.
The purpose of this paper is to solve Problem 1 in the case where
divisors are defined by global sections of a holomorphic line bundle over
a given compact complex manifold. To state the results, we recall some
definitions of Nevanlinna theory.
Let L
pi
−→ X be a holomorphic line bundle over a compact com-
plex manifold X . Let R1, · · · , Rq be divisors of global sections of
H0(X,Ldi) respectively, where d1, · · · , lq are positive numbers. Take a
positive integer d such that d is divided by lcm(d1, d2, · · · , dq). Let
E be a C-vector subspace of dimension m + 1 of H0(X,Ld) such
that σ
d
d1
1 , · · · , σ
d
dq
q ∈ E. Take a basis {ck}
m+1
k=1 a basis of E. Then
∩1≤i≤m+1{ci = 0} = B(E) and σ
d
di
i is a linear combination of {ck}
m+1
k=1 .
Take trivializations pi = (p
1
i , p
2
i ) : π
−1(Ui) → Ui × C of L and {Ui}
covers X . Denote by λij the transition function system of this local
trivialization covering. Set hi = (
∑
1≤i≤m+1|p
2
i ◦ ci|
2)1/d on each Ui. It
is easy to check that hi = |λij|
2hj on Ui ∩ Uj. Put h = {hi}. Then
ddc log hj = dd
c log hi for Ui∩Uj 6= ∅ and hence, dd
c log h := ddc log hi
is well-defined in X − B(E).
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Let f be a holomorphic mapping of C intoX such that f(C)∩B(E) =
∅. We define the characteristic function of f with respect to E to be
Tf(r, L) =
∫ r
1
1
t
∫
|z|≤t
f ∗ddc log h,
where r > 1. Remark that the definition does not depend on choosing
basic of E. Take a section σ of L. Assume that D = νσ =
∑
i siai is its
zero divisor, where ai ∈ C and si is a positive integer. For 1 ≤ k ≤ ∞,
we put ν [k](D) =
∑
imin{si, k}ai and n
[k](t, D) =
∑
|ai|<t
min{si, k}.
The truncated counting function of f to level k with respect to D is
N
[k]
f (r,D) =
∫ r
1
n[k](t, D)
t
dt.
For brevity we will omit the character [k] if k =∞. Put ||σ(·)||:=
σ(·)√
h(·)
By the Jensen formula and by the Poincare-Lelong theorem, we have
Theorem 1.1. (First main theorem) Let the notations be as above.
Then,
Tf (r, L) =
∫ 2pi
0
log
1
||σ(f(reiφ))||
dφ+Nf(r,D) +O(1).
Let L → X be a holomorphic line bundle over a compact complex
manifold X and E be a C−vector subspace of H0(X,L). Let {ck}
m+1
k=1
be a basis of E and B(E) be the base locus of E. Define a mapping
Φ : X − B(E) → CPm by Φ(x) := [c1(x) : · · · : cm+1(x)]. Denote by
rankE the maximal rank of Jacobian of Φ on X − B(E). It is easy to
see that this definition does not depend on choosing a basis of E.
We now state our results.
Theorem A. Let X be a compact complex manifold. Let L→ X be a
holomorphic line bundle over X. Fix a positive integer d. Let E be a C-
vector subspace of dimension m+ 1 of H0(X,Ld). Put u = rankE and
b = dimB(E)+1 if B(E) 6= ∅, otherwise b = −1. Take positive divisors
d1, d2, · · · , dq of d. Let σj(j = 1, 2, · · · , q) be in H
0(X,Ldj ) such that
σ
d
d1
1 , · · · , σ
d
dq
q ∈ E. Set Dj = {σj = 0} and denote by Rj the zero
divisors of σj . Assume that D1, · · · , Dq are in N-subgeneral position
with respect to E and u > b. Let f : C → X be an analytically non-
degenerate holomorphic mapping with respect to E, i.e f(C) 6⊂ supp(νσ)
for any σ ∈ E \ {0} and f(C) ∩ B(E) = ∅. Then,∥∥∥(q − (m+ 1)K(E,N, {Dj}))Tf(r, L) ≤ q∑
i=1
1
di
N
[m]
f (r, Ri),
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where kN , sN , tN are defined as in Proposition 2.12 and
K(E,N, {Dj}) =
kN(sN − u+ 2 + b)
tN
.
We would like to point out that, in general, the above constants m, u
do not depend on the dimension of X (cf. Example 7.2 below).
Since u ≤ n0({Dj}) ≤ n({Dj}) ≤ m (cf. Subsection 2.1 below), we
have a nice corollary in the case m = u,B(E) = ∅.
Corollary 1. Let X be a compact complex manifold. Let L→ X be
a holomorphic line bundle over X. Fix a positive integer d. Let E be a
C-vector subspace of dimension m + 1 of H0(X,Ld). Put u = rankE.
Take positive divisors d1, d2, · · · , dq of d. Let σj(j = 1, 2, · · · , q) be
in H0(X,Ldj ) such that σ
d
d1
1 , · · · , σ
d
dq
q ∈ E. Set Dj = {σj = 0} and
denote by Rj the zero divisors of σj . Assume that B(E) = ∅, m = u
and D1, · · · , Dq are in N-subgeneral position with respect to E. Let
f : C → X be an analytically non-degenerate holomorphic mapping
with respect to E, i.e f(C) 6⊂ supp(νσ) for any σ ∈ E \ {0}. Then,∥∥∥(q − 2N + u− 1)Tf(r, L) ≤ q∑
i=1
1
di
N
[m]
f (r, Ri).
In the special case where X = CP n, d = d1 = · · · = dq = 1, L is the
hyperplane line bundle over CP n and E = H0(X,L), then m = u = n.
Thus, the original Cartan-Nochka’s second main theorem is deduced
immediately from Corollary 1.
As we know well, the Cartan’s original second main theorem has
been extended to holomorphic mappings f from a compact Riemann
surface into CP n sharing hyperplanes located in general position in
CP n. For instance, J. Noguchi [15] has established the Nevanlinna
theory for holomorphic mappings of compact Riemann surfaces into
complex projective spaces, and obtained the second main theorem for
hyperplanes with truncation level. Recently, Yan Xu and Min Ru in
[25] also have obtained a similar second main theorem. Motivated by
the above Problem 1 and observations, we now study the following
problem.
Problem 2. To show the second main theorem with the explicit trun-
cation level which is independent of ǫ for holomorphic mappings of a
compact Riemann surface into a compact complex manifold sharing di-
visors in subgeneral position.
The next part of this article is to show the second main theorems with
an explicit truncation level which is independent of ǫ for holomorphic
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curves of a compact Riemann surface into a compact complex manifold
sharing divisors inN -subgeneral position. To state the results, we recall
some definitions of Nevanlinna theory.
Let f be a holomorphic mapping of a compact Riemann surface S
into a compact complex manifold X of dimension n. Let L → X be
a holomorphic line bundle and ω be a curvature form of a hermitian
metric in L. Let E and h be as above. We can see that f ∗ log h is a
singular metric in the pulled-back line bundle f ∗L of L (see Section 3
for definitions). We put
T (f, L) =
∫
S
f ∗ω
Note that this definition does not depend on choosing ω and by (iii)
of Lemma 3.1 we get T (f, L) =
∫
S
f ∗ddc log h. Let R be a divisor
in H0(X,L). Put f ∗R =
∑
aiVi (this is a finite sum). Then, the
truncated counting function to level T of f with respect to R is defined
by
N [T ](f, R) =
∑
i
min{T, ai}.
We now state our results.
Theorem B. Let S be a compact Riemann surface with genus g and
X be a compact complex manifold of dimension n. Let L → X be a
holomorphic line bundle over X. Fix a positive integer d. Let E be a C-
vector subspace of dimension m+1 of H0(X,Ld). Put u = rankE, and
b = dimB(E)+1 if B(E) 6= ∅, b = −1 otherwise. Take positive divisors
d1, d2, · · · , dq of d. Let σj(j = 1, 2, · · · , q) be in H
0(X,Ldj ) such that
σ
d
d1
1 , · · · , σ
d
dq
q ∈ E. Set Dj = {σj = 0} and denote by Rj the zero
divisors of σj. Assume that R1, · · · , Rq are in N-subgeneral position in
X and u > b. Let f : S → X be a holomorphic mapping such that f is
analytically nondegenerate with respect to E, i.e f(S) 6⊂ supp(νσ) for
any σ ∈ E \ {0} and f(S) ∩ B(E) = ∅. Then,
(q − (m+ 1)K(E,N, {Dj}))Tf(r, L) ≤
q∑
i=1
1
di
N
[m]
f (r, Ri) + A(d, L),
where kN , sN , tN are defined as in Proposition 2.12 and
K(E,N, {Dj}) =
kN(sN − u+ 2 + b)
tN
,
A(d, L) =

m(m+ 1)kN(g − 1)
tN
if g ≥ 1
0 if g = 0.
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We would like to emphasize the following at this moment. By Re-
mark 5.1 below, in Theorem A and in Theorem B, we have
lim inf
r→∞
Tf (r, L)
log r
> 0.
Finally, we will give some applications of the above main theorems.
Namely, we show a unicity theorem for holomorphic curves of a compact
Riemann surface into a compact complex manifold sharing divisors in
N -subgeneral position. Moreover, we also generalize the Five-Point
Theorem of Lappan to a normal family from an arbitrary hyperbolic
complex manifold to a compact complex manifold.
The paper is organized as follows. In Section 2, we give a definition
of hypersurfaces located in N -subgeneral position and construct Nocka
weights for divisors defined by sections of a holomorphic line bundle. In
Section 3, we introduce to Nevanlinna theory for holomorphic mappings
from a compact Riemann surface into a compact complex manifold. In
Section 4, we show some lemmas which needed later. In Section 5 and
Section 6, we end the proof of our main theorems. In Section 7, some
applications of the above main theorems are given.
2. Hypersurfaces in N-subgeneral position
LetX be a compact complex manifold of dimension n. Let L→ X be
a holomorphic line bundle over X . Take σj ∈ H
0(X,L), Dj = {σj = 0}
and Rj is the zero divisor of σj (j = 1, 2, · · · , q). Let E be a C-vector
subspace of dimension m+ 1 of H0(X,L) containing σ1, . . . , σq.
Definition 2.1. The hypersurfaces D1, D2, · · · , Dq is said to be located
in N-subgeneral position with respect to E if for any 1 ≤ i0 < · · · <
iN ≤ q, we have ∩
N
j=0Dij = B(E).
Assume that {Dj} is located in N−subgeneral position with respect
to E. Let {ck}
m+1
k=1 be a basis of E. Put u = rankE, b = dimB(E) + 1
if B(E) 6= ∅ and b = −1 if B(E) = ∅. Assume that u > b.
We set σi =
∑
1≤j≤m+1 aijcj, where aij ∈ C. Define a mapping
Φ : X → CPm by Φ(x) := [c1(x) : · · · : cm+1(x)]. The above mapping
is a meromorphic mapping. Let G(Φ) be the graph of Φ. Define
p1 : G(Φ)→ X, p2 : G(Φ)→ CP
m
by p1(x, z) = x, p2(x, z) = z. Since X is compact, p1, p2 is proper
and hence, Y = Φ(X) = p2(p
−1
1 (X)) is an algebraic variety of CP
m.
Moreover, by definition of rankE, Y is of dimension rankE = u. Denote
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by H the hyperplane line bundle of CPm. Put Hi :=
∑
1≤j≤m+1 aijzj−1,
where [z0, z1, · · · , zm] is the homogeneous coordinate of CP
m.
For each K ⊂ Q, put c(K) = rank{Hi}i∈K . We also set
n0({Dj}) = max{c(K) : K ⊂ Q with |K|≤ N + 1} − 1,
and
n({Dj}) = max{c(K) : K ⊂ Q} − 1.
Then n({Dj}), n0({Dj}) are independent of the choice the C-vector
subspace E of H0(X,L) containing σj(1 ≤ j ≤ q). By Lemma 2.4
below, we see that
u ≤ n0({Dj}) ≤ n({Dj}) ≤ m.
Theorem 2.2. Let notations be as above. Assume that R1, · · · , Rq are
in N-subgeneral position with respect to E and q ≥ 2N−u+2+b. Then,
there exist Nocka weights ω(j) for {Dj}, i.e they satisfy properties in
Proposition 2.12.
In order to prove Theorem 2.2 we need the following lemmas.
Lemma 2.3. Let notations be as above. Then dimp2(p
−1
1 (B(E))) ≤
dimB(E) + 1. Moreover, dimp2(p
−1
1 (B(E))) = 0 if B(E) = ∅.
Proof. The second assertion is trivial. Let us consider the case of
B(E) 6= ∅.We have ∩Nj=0Dj = B(E) 6= ∅. Denote by j0 the biggest in-
dex among {0, 1, · · · , N} such that ∩j0j=0Dj 6= B(E). Using the fact that
if the intersection of a hypersurface and an analytic set of dimension α
is not empty, its dimension is at least α−1, we see that dim∩j0j=0Dj =
dimB(E) + 1. Put V = ∩j0j=0Dj. Then dimV = dimB(E) + 1, V is
compact and B(E) ⊂ V . Consider the restriction Φ1 of Φ into V. Then
Φ1 is a meromorpic mapping between V and CP
m. Therefore, we get
dimp2(p
−1
1 (B(E))) ≤ dimΦ1(V ) ≤ dimV = dimB(E) + 1. 
Lemma 2.4. Let Y , Hj be as above. Then, rank{Hj, 0 ≤ j ≤ N} ≥
u− b.
Proof. Put k = rank{Hj, j ∈ R}. Then, there are 0 ≤ j1 < · · · < jk ≤
N such that rank{Hj1, · · · , Hjk} = k and Hj (j ∈ {0, 1, · · · , N}) is a
linear combination of Hj1, · · · , Hjk . Therefore, we have H0 ∩ H1 · · · ∩
HN ∩ Y = Hj1 ∩ · · · ∩Hjk ∩ Y . We have
p1(p
−1
2 (H0 ∩H1 · · · ∩HN ∩ Y )) = p1(p
−1
2 (H0) ∩ · · · ∩ p
−1
2 (HN) ∩G(Φ))
⊂ D0 ∩ · · · ∩DN = B(E)
Hence, p−12 (H0 ∩H1 · · · ∩HN ∩ Y ) ⊂ p
−1
1 (B(E)). That means
H0 ∩H1 · · · ∩HN ∩ Y ⊂ p2(p
−1
1 (B(E))).
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Therefore, by Lemma 2.3, we get dimH0∩H1 · · ·∩HN ∩Y ≤ b. On the
other hand, since Hj1 ∩ · · · ∩ Hjk is an algebraic variety of dimension
m−k, it implies that b ≥ m−k+u−m. This yields that k ≥ u−b. 
Lemma 2.5. For each K ⊂ Q, c(K) ≤ |K|. And for K ⊂ K
′
⊂ Q
with c(K
′
) = |K
′
|, we have c(K) = |K|.
Proof. The proof is trivial. 
Lemma 2.6. Let K,R ⊂ Q such that K ⊂ R and c(K) = |K|. Then,
there exists a set K
′
such that K ⊂ K ′ ⊂ R and c(K ′) = |K ′|= c(R).
Proof. The proof is trivial. 
Lemma 2.7. i) Let R1, R2 ⊂ Q. Then,
c(R1 ∪R2) + c(R1 ∩R2) ≤ c(R1) + c(R2)
ii) Let S1 ⊂ S2 ⊂ Q. Then, |S1|−c(S1) ≤ |S2|−c(S2). Furthermore, if
|S2|≤ N + 1, then |S2|−c(S2) ≤ N − u+ b+ 1.
Proof. i) By Lemma 2.5, there exist subsets K,K1, K2 with K ⊂ R1 ∩
R2, K ⊂ K1 ⊂ R1, K1 ⊂ K3 ⊂ R1 ∪R2 such that
|K|= c(K) = c(R1 ∩ R2), |K1|= c(K1) = c(R1),
and
|K3|= c(K3) = c(R1 ∪R2).
Set K2 = K3 − K1. We show that K2 ⊂ R2. Indeed, otherwise there
exists i ∈ K2 − R2. Then i ∈ R1 − K1 and hence, K1 ∪ {i} ⊂ K3
and K1 ∪ {i} ⊂ R1. This implies that if |K1|= c(K1) = c(R1), then
c(R1) ≥ c(K1 ∪ {i}) = |K1 ∪ {i}|= c(K1) + 1 = c(R1) + 1. This is a
contradiction. Thus, K2 ⊂ R2 and hence, K2 ∪K ⊂ R2. On the other
hand, K2 ∪K ⊂ K3 and K2 ∩K ⊂ K2 ∩K1 = (K3 −K1) ∩K1 = ∅.
By Lemma 2.5, we get c(R2) ≥ c(K2 ∪ K) = |K2 ∪ K|= |K2|+|K|=
(|K3|−|K1|)+|K|≥ c(R1∪R2)−c(R1)+c(R1∩R2). Hence, the assertion
(i) holds.
ii) By Lemma 2.5, there exist S
′
v (v = 1, 2) such that S
′
v ⊂ Sv, S
′
1 ⊂ S
′
2
and |S
′
v|= c(S
′
v) = c(Sv). We show that (S
′
2 − S
′
1) ∩ S1 = ∅. Indeed,
otherwise there exists i 6∈ S
′
1 such that S
′
1∪{i} ⊂ S
′
2 and S
′
1∪{i} ⊂ S1.
If |S
′
1|= c(S
′
1) = c(S1), then |S
′
1|= c(S1) ≥ c(S
′
1∪{i}) = c(S
′
1)+1. This
is a contradiction. Thus, (S
′
2 − S
′
1) ∩ S1 = ∅ and hence, S
′
2 − S
′
1 ⊂
S2−S1. Therefore, c(S2)−c(S1) ≤ |S
′
2|−|S
′
1|+1 = |S
′
2−S
′
1|≤ |S2−S1|=
|S2|−|S1|.
If |S2|≤ N + 1, then we choose S3 such that S2 ⊂ S3 ⊂ Q and
|S3|= N + 1. By Lemma 2.4 , we have c(S3) ≥ u − b. Hence, c(S2)−
|S2|≤ N − u+ b+ 1. 
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For R1 ( R2 ⊂ Q, we set ρ(R1, R2) =
c(R2)− c(R1)
|R2|−|R1|
.
Lemma 2.8. Let the notations be as above and assume that q ≥ 2N −
u + 2 + b. Then, there exists a sequence of subsets ∅ := R0 ( R1 (
· · · ( Rs ⊂ Q satisfying the following conditions:
i) c(Rs) < u− b,
ii) 0 < ρ(R0, R1) < · · · < ρ(Rs−1, Rs) ≤
u− b− c(Rs)
2N − u+ 2 + b− |Rs|
,
iii) For any R with Ri−1 ( R ⊂ Q (1 ≤ i ≤ s) and c(Ri−1) < c(R) <
u − b, we get ρ(Ri−1, Ri) ≤ ρ(Ri−1, R). Moreover, if ρ(Ri−1, Ri) =
ρ(Ri−1, R), then |R|≤ |Rs|.
iv) For any R with Rs ( R ⊂ Q, if c(Rs) < c(R) < u − b, then
ρ(Rs, R) ≥
u+ 1− c(Rs)
2N − u+ 2 + b− |Rs|
.
Proof. The proof is similar to that of Lemma 2.4 in [3]. 
Lemma 2.9. Let the notations be as above and assume that q ≥ 2N −
u + 2 + b. Then, there exist constants ω′(j) (j ∈ Q) and Θ′ satisfying
the following conditions:
i) 0 < ω′(j) ≤ Θ′ (j ∈ Q), Θ′ ≥ u−b
2N−u+2+b
.
ii)
∑
j∈Q ω
′(j) ≥ Θ′(|Q|−2N + u− b− 2) + u− b.
iii) If R ⊂ Q and 0 ≤ |R|≤ N + 1, then
∑
j∈R ω
′(j) ≤ (n({Dj})− u+
2 + b)c(R).
Proof. By the condition (i) of Theorem 2.2, we have |Rs|≤ N .
Take a subset Rs+1 of Q such that |Rs+1|= 2N − u+ 2 + b ≥ N + 1
and Rs ⊂ Rs+1. Set
Θ′ = ρ(Rs, Rs+1) =
c(Rs+1)− c(Rs)
2N − u+ 2 + b− |Rs|
,
and
ω′(j) =
{
ρ(Ri, Ri+1) if j ∈ Ri+1 −Ri for some i with 1 ≤ i ≤ s,
Θ′ if j 6∈ Rs.
By c(Rs+1) ≤ n({Dj}), we have
u− b− c(Rs)
2N − u+ 2 + b− |Rs|
≤ Θ′′ ≤
n({Dj})− c(Rs)
2N − u+ 2 + b− |Rs|
.
By Lemma 2.8 ii), we get
ω′(j) ≤ Θ′ for all j ∈ Q.(1)
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We have
q∑
j=1
ω′(j) =
∑
j∈Q−Rs+1
ω′(j) +
s∑
i=0
∑
j∈Ri+1−Ri
ω′(j)
= Θ′(q − 2N + u− b− 2) +
s∑
i=0
(c(Ri+1)− c(Ri))
≥ Θ′(q − 2N + u− b− 2) + u− b.
This yields that
Θ′(q − 2N + u− 2− b) + u− b ≤ qΘ′.
Hence Θ′ ≥ u−b
2N−u+2+b
. Combining with (1), we see that ω′(j) and Θ′
satisfy (i) and (ii).
We now check the condition (iii). Take an arbitrary subset R of Q
with 0 < |R|≤ N + 1.
Case 1. c(R ∪ Rs) ≤ u− b− 1.
Set
R
′
i =
{
R ∩ Ri if 0 ≤ i ≤ s,
R if i = s+ 1
We show that for any i ∈ {1, · · · , s+ 1}, if |R
′
i|> |R
′
i−1| then
c(R
′
i ∪ Ri) > c(Ri−1).(2)
and
ρ(Ri−1, Ri) ≤ ρ(R
′
i−1, R
′
i).(3)
* If i = 1 : Since |R
′
1|> |R
′
0|= 0, R
′
1 6= ∅. Then c(R
′
1 ∪ R0) = c(R
′
1) >
0 = c(R0).
* If i ≥ 2 : Since |R
′
i|> |R
′
i−1|, it implies that |R
′
i∪Ri−1|> |Ri−1|. On the
other hand, we have c(Ri−2) < c(Ri−1) ≤ c(R
′
i∪Ri−1) ≤ c(R∪Rs) ≤ n.
By Lemma 2.8 (iii), we get ρ(Ri−2, Ri−1) < ρ(Ri−2, R
′
i ∪ Ri−1). This
yields that
c(Ri−1 − Ri)
|Ri−1|−|Ri−2|
<
c(R
′
i ∪ Ri−1)− c(Ri−2)
|R
′
i ∪Ri−1|−|Ri−2|
.
Since |Ri−1|< |R
′
i ∪ Ri−1|, it implies that c(Ri−1) < c(R
′
i ∪ Ri−1). The
inequality (2) is proved.
We now prove (3).
By (2), c(Ri−1) < c(R
′
i ∪ Ri−1) ≤ c(R ∪ Rs) ≤ n. By Lemma
2.8 (iii) for the case 1 ≤ i ≤ s and (iv) for the case i = s + 1, we
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have ρ(Ri−1, Ri) ≤ ρ(R
′
i−1, R
′
i) (1 ≤ i ≤ s + 1), where ρ(Rs, Rs+1) =
n+ 1− c(Rs)
2N − n+ 1− |Rs|
. Therefore, by Lemma 2.7, we have
ρ(Ri−1, Ri) ≤ ρ(R
′
i−1, R
′
i)
=
c(R
′
i ∪ Ri−1)− c(Ri−2)
|R
′
i ∪Ri−1|−|Ri−2|
≤
c(R
′
i)− c(R
′
i ∩ Ri−1)
|R
′
i ∪ Ri−1|−|Ri−1|
=
c(R
′
i)− c(R
′
i−1)
|R
′
i|−|R
′
i−1|
= ρ(R
′
i−1, R
′
i).
The inequality (3) is proved. By (3), we see that
ω′(j) ≤ ρ(R
′
i−1, R
′
i) for all j ∈ R
′
i − R
′
i−1 (1 ≤ i ≤ s+ 1).(4)
By (4), we have
∑
j∈R
ω′(j) =
s+1∑
i=1
∑
j∈R
′
i−R
′
i−1
ω′(j)
≤
∑
i:R
′
i−R
′
i−1 6=∅
(|R
′
i|−|R
′
i−1|).(ρ(R
′
i−1, R
′
i)
≤ c(R
′
s+1)− c(R
′
0) = c(R).
Hence, the assertion (iii) holds in this case.
Case 2. c(R ∪ Rs) ≥ u− b.
By Lemma 2.7 and since |R|≤ N + 1, we have
|R|≤ c(R) +N − u+ b+ 1
and
u− b− c(Rs) = c(R ∪ Rs)− c(Rs) ≤ c(R)− c(R ∩ Rs) ≤ c(R).
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By ω′(j) ≤ Θ′, we have∑
j∈R
ω′(j) ≤ Θ′|R| ≤ Θ′(c(R) +N − u+ b+ 1)
= Θ′ · c(R) ·
(
1 +
N − u+ b+ 1
c(R)
)
≤ Θ′ · c(R) ·
(
1 +
N − u+ b+ 1
u− b− c(Rs)
)
= Θ′ · c(R) ·
N + 1− c(Rs)
u− b− c(Rs)
≤ c(R) ·
n({Dj})− c(Rs)
2N − u+ 2 + b− |Rs|
·
N + 1− c(Rs)
u− b− c(Rs)
≤ (n({Dj})− u+ 2 + b)c(R).
Lemma 2.9 is proved. 
Proposition 2.10. Let the notations be as above and assume that q ≥
2N−u+2+b. Take arbitrary non-negative real constants E1, E2, · · · , Eq
and a subset R of Q with |R|≤ N+1. Then, there exist j1, j2, · · · , jc(R) ∈
R such that
∩1≤i≤c(R)Hji ∩ Y = ∩j∈RHj ∩ Y
and ∑
j∈R
ω′(j)Ej ≤ (n({Dj})− u+ 2 + b)
∑
1≤i≤c(R)
Eji.
Proof. Without loss of generality, we may assume that E1 ≥ E2 ≥
· · · ≥ Eq. We will choose j
′
is by induction on i. Firstly, choose j1 = 1
and set K1 = {l ∈ R : c({j1, l}) = c({j1}) = 1}. Next, choose
j2 = min{t : t ∈ R −K1}
and set K2 = {l ∈ R : c({j1, j2, l}) = c({j1, j2})}. Similarly, choose
j3 = min{t : t ∈ R−K2}.
We continue this process to obtain K1 ( K2 ( · · · ( Kt = R. It is
clear that c(Ki) = i for each 1 ≤ i ≤ t. By the choice of ji(1 ≤ i ≤ t),
we have c({j1, j2, · · · , jt}) = c(R) and hence, ∩1≤i≤c(R)Hji = ∩j∈RHj .
Set K0 := ∅ and ai :=
∑
j∈Ki−Ki−1
ω′(j) (1 ≤ i ≤ t). Then, by
Lemma 2.9, we have
i∑
j=1
aj =
∑
j∈Ki
ω′(j) ≤ (n({Dj})− u+ 2 + b)c(Ki)
≤ (n({Dj})− u+ 2 + b)i (1 ≤ i ≤ t)
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On the other hand, it is easy to see that Ej ≤ Eji for each 1 ≤ i ≤ t
and j ∈ Ki −Ki−1. Thus, we get∑
j∈R
ω′(j)Ej =
t∑
i=1
∑
j∈Ki−Ki−1
ω′(j)Ej
≤
t∑
i=1
∑
j∈Ki−Ki−1
ω′(j)Eji =
t∑
i=1
aiEji
=
t−1∑
i=1
(a1 + · · ·+ ai)(Eji − Eji+1) + (a1 + · · ·+ ajt)Ejt
≤ (n({Dj})− u+ 2 + b)(
t−1∑
i=1
i(Eji − Eji+1) + tEjn)
= (n({Dj})− u+ 2 + b)(Ej1 + Ej2 + · · ·+ Ejt)
≤ (n({Dj})− u+ 2 + b)(Ej1 + Ej2 + · · ·+ Ejt).
Hence,∑
j∈R
ω′(j)Ej ≤ (n({Dj})− u+ 2 + b)(Ej1 + Ej2 + · · ·+ Ejt).
The proof is completed. 
Proposition 2.11. Let the notations be as above and assume that q ≥
2N−u+2+b. Take arbitrary non-negative real constants E1, E2, · · · , Eq
and a subset R of Q with |R|= N+1. Then, there exist j1, · · · , jn0({Dj})+1
in R such that
∩1≤i≤n0({Dj})+1Hji ∩ Y = ∩j∈RHj ∩ Y
and ∑
j∈R
ω′(j)Ej ≤ (n({Dj})− u+ 2 + b)
∑
1≤i≤n0({Dj})+1
Eji.
Proof. By the definition of n0({Dj}), we have c(R) ≤ n0({Dj}) + 1.
By Proposition 2.10, there exist j1, j2, · · · , jc(R) ∈ R such that
∩1≤i≤c(R)Hji = ∩j∈RHj
and ∑
j∈T
ω′(j)Ej ≤ (n({Dj})− u+ 2 + u)
∑
1≤i≤c(R)
Eji.
Take jc(R)+1, . . . , jn0({Dj})+1 ∈ R. Then {j1, . . . , jn0({Dj})+1} satisfies the
conclusion. The proof is completed. 
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Proposition 2.12. Put kN = 2N − u + 2 + b, sN = n0({Dj}) and
tN =
u− b
n({Dj})− u+ 2 + b
. Assume that q ≥ kN . Then there exist
constants ω(j) (j ∈ Q) and Θ satisfying the following conditions:
(i) 0 < ω(j) ≤ Θ (j ∈ Q),Θ ≥ tN/kN .
(ii)
∑
j∈Q ω(j) ≥ Θ(q − kN) + tN .
(iii) Let Ej (j ∈ Q) be arbitrary positive real numbers and R be a
subset of Q with |R|= N + 1. Then, there exist j1, · · · , jsN+1 in
R such that
∩1≤i≤sN+1Hji ∩ Y = ∩j∈RHj ∩ Y
and ∑
j∈R
ω(j)Ej ≤
∑
1≤i≤sN+1
Eji.
Proof. Put
Θ =
Θ′
n({Dj})− u+ 2 + b
, ω(j) =
ω′(j)
n({Dj})− u+ 2 + b
for j ∈ Q.
From the above lemmas, it is easy to see that ω(j), kN , tN , sN satisfy
the requirements. 
3. Basic notions and auxiliary results from Nevanlinna
theory
Let L → S be a holomorphic line bundle over a compact Riemann
surface S. Denote by Γ(S, L) the set of meromorphic sections of the
holomorphic line bundle L. Let D =
∑
a∈S λaa be a divisor in Γ(S, L)
(This sum is finite). Set
N(D) =
∑
a∈S
λa.a,
and
N [k](D) =
∑
a∈S
min{k, λa} for k ∈ Z+.
Let g be a holomorphic function in an open subset U of S. For a ∈ U,
denote by νg(a) the multiplicity at a of the equation g(x) = 0 and by
(g)0 the zero divisor of g. Let (Ui ∩ Uj , ξij) be a transition function
system of L and ωL be the curvature form of a hermitian metric {hi}
of L. Let σ ∈ Γ(S, L). Denote by σi the restriction of σ on Ui.
We say that ψ = {ψi} is a singular metric in L if ψi ≥ 0 is a
nonnegative function on Ui such that the following are satisfied
i) ψi = |ξij|
2ψj for Ui ∩ Uj 6= ∅.
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ii) logψi is locally integrable.
As a current on S, the curvature current of ψ is defined by
ωψ = dd
c[logψi]
Lemma 3.1. Let the notations be as above. Then, the following equa-
tions holds.
i) ddc[log
1
||σ(x)||2
] = ωL−D, where D = (σ)0 and ||σ(x)||
2 =
|σi(x)|
2
hi
for each x ∈ Ui.
ii)
∫
S
ωL = N(D).
iii)
∫
S
ωψ =
∫
S
ωL.
Proof. i) Take a partition of unity {ci} subordinated to the covering
{Ui} of S and f is a differential function on S. Then,
ddc[log
1
||σ(x)||2
](f) = ddc[log
1
||σ(x)||2
](
∑
i
cif)
=
∑
i
ddc[log
1
||σ(x)||2
](cif)
=
∑
i
(ddc[log hi](cif)− dd
c[log σi](cif))
=
∑
i
(ωL(cif)− (σi)0(cif))
(by Poincare-Lelong formular)
= ωL(f)−D(f).
ii) The desired formula is obtained from (i) by integrating over S.
iii) By the construction of ωL, ωψ, there is a locally integrable function
φ such that ωψ−ωL = dd
c[log φ]. By integrating over S, we get
∫
S
ωψ =∫
S
ωL. 
Let f be a holomorphic mapping of S into a complex manifoldX . Let
L
′
be a holomorphic line bundle over X . The pulled-back holomorphic
line bundle of L
′
on S by f is denoted by f ∗L
′
. By Lemma 3.1,
T (f, L
′
) =
∫
S
f ∗ωL′ .
does not depend on choosing curvature form ωL′ of L
′
. We call it the
characteristic function of f with respect to L.
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Let d be a positive integer and Γ(X, (L
′
)d) be the set of meromorphic
sections of (L
′
)d. Let D be a divisor in Γ(X, (L
′
)d). The truncated
counting function to level k of f with respect to D is defined by
N [k](f,D) = N [k](f ∗(D)).
Theorem 3.2. (The first main theorem) Let the notations be as above.
Then,
T (f, L
′
) =
N(f,D)
d
.
Proof. It is easy to see that ω(L′ )d = dωL′ . By definition and by Lemma
3.1, the conclusion is proved. 
Next, we construct the Wronskian. Let σ0, σ1, · · · , σl be sections of
L. Consider a local coordinate (U, z) of S such that L|U ∼= U × C.
Assume that σjU is the restriction of σj over U . We define
W(U,z)((σj)) =
∣∣∣∣∣∣∣∣∣
σ0U · · · σlU
d
dz
σ0U · · ·
d
dz
σlU
... · · ·
...
dl
dzl
σ0U · · ·
dl
dzl
σlU
∣∣∣∣∣∣∣∣∣
Let (U
′
, z
′
) be an another local coordinate of S and σjU ′ be the restric-
tion of σj over U
′
. Similarly, we also define W(U ′ ,z′)((σj)). Suppose
that U ∩U
′
6= ∅ and σjU = ξUU ′σjU ′ , where ξUU ′ is transition function.
It is easy to check that
W(U,z)((σj)) = ξ
l+1
UU
′W(U ′ ,z′)((σj))(
dz
′
dz
)
l(l+1)
2 .
Therefore, if we set W ((σj))(x) = W(U,z)((σj))(x) for each x ∈ U, then
W ((σj)) ∈ H
0(S, Ll+1 ⊗K
l(l+1)
2
S ),
where KS is the canonical line bundle over S. We have the following
Lemma 3.3. Let σ0, σ1, · · · , σl be in H
0(S, L). Then,
(i) W ((σj)) ∈ H
0(S, Ll+1 ⊗K
l(l+1)
2
S ).
(ii) σ0, · · · , σl are linearly independent iff W ((σj)) 6≡ 0.
(iii) Let A be an (l+1)× (l+1)-matrix such that (τo, τ1, · · · , τl)
t =
A(σ0, σ1, · · · , σl)
t. Then W ((τj)) = (detA)W ((σj)).
(iv) If Φ ∈ Γ(S,K
l(l+1)
2
S ), then N((Φ)0) = l(l+1)(g− 1), where g is
the genus of S.
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Proof. The proof of (i) is given above and the proof of (iii) is an usual
property of Wronskian. Now, we prove (ii) and (iv).
ii) Obviously, if W ((σj)) 6≡ 0, then σ0, · · · , σl are linearly independent.
Conversely, suppose that σ0, · · · , σl are linearly independent. We show
that σ0U , · · · , σlU are linearly independent for all U . Indeed, suppose
that
∑
1≤i≤l aiσiU = 0, where ai are not all zero. Take U
′
such that
U
′
∩ U 6= ∅. Then σiU = ξUU ′σiU ′ and
∑
1≤i≤l aiσiU ′ = 0 on U ∩ U
′
.
Since U ∩ U
′
is an open subset of U
′
, we get
∑
1≤i≤l aiσiU ′ = 0 on U
′
.
This follows that
∑
1≤i≤l aiσi = 0. This is a contradiction. Thus, we
have W ((σj)) 6≡ 0.
iv) Take a holomorphic (1, 0)-form α on S. By definition of KS, we
can consider α as a section of KS. Hence, α
l(l+1)
2 ∈ H0(S,K
l(l+1)
2
S ). By
the Poincare-Hopf index formula for meromorphic differential, we have
N((α)0) = 2(g − 1). Thus, N((α)
l(l+1)
2
0 ) = l(l + 1)(g − 1). By Lemma
3.1 ii), we have
N((Φ)0) = N((α)
l(l+1)
2
0 ) = l(l + 1)(g − 1).

4. Some lemmas
Lemma 4.1. Let Y be a algebraic variety of CPm of dimension u,
Z be an algebraic subset of Y and H0, H1, · · · , HN (m ≥ u + 1) be
hyperplanes in CPm such that H0 ∩ · · · ∩ HN ∩ Y = ∅. Put R =
{1, 2, · · · , m}. Then, rank(Hj, 0 ≤ j ≤ N) ≥ u− dimZ.
Proof. See Lemma 2.4. 
Lemma 4.2. Let H0, H1, · · · , Hm be hyperplanes in CP
N . Put k =
rank(Hj, 0 ≤ j ≤ m). Let E0, · · · , Em be positive real number such
that Ej > 1 for 0 ≤ j ≤ m. Then, there are j1, · · · , jk ∈ R such that
rank{Hj1, · · · , Hjk} = k and
E0E1 · · ·Em ≤ (Ej1 · · ·Ejk)
m−k+2.
Proof. Since k = rank(Hj, 0 ≤ j ≤ m) there exist k hyperplanes
Hj1, · · · , Hjk in {H0, · · · , Hm} such that Hl is a linear combination
of this k hyperplanes. Hence, we have
Hl =
k∑
i=1
aliHji, where ali ∈ C.
PutH ′l =
∑k
i=1 alizi−1 , (0 ≤ l ≤ m) as hyperplanes in CP
k−1. It is easy
to see that H ′0, · · · , H
′
m are in m-subgeneral in CP
k−1. For 0 ≤ j ≤ m,
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put
σ(j) = λ = min{
rank(P )
|P |
: P ⊂ R}
Then, by [24, Proposition 2], we have
i) λ ≥ 1
m−k+2
.
ii) For any P ⊂ R, ∑
j∈P
σ(j) ≤ rank(P )
Next, by [24, Proposition 1], we obtain that there are j1, · · · , jk ∈ R
such that rank({H ′j1, · · · , H
′
jk
}) = k and
(E0E1 · · ·Em)
λ ≤ Ej1 · · ·Ejk .
Since rank({H ′j1, · · · , Hjk}) = k, it implies that rank({Hj1, · · · , Hjk}) =
k. Hence, the conclusion is deduced from the fact that λ ≥ 1
m−k+2
. 
Lemma 4.3. Let H1, · · · , Hq be hyperplanes in CP
m. Put Q = {1, 2,
· · · , q}. Let u be a positive integer. Fix 0 ≤ t ≤ q − 1. Assume that
rank{Hij(0 ≤ j ≤ t)} ≥ u + 1 for each 1 ≤ i0 < i1 < · · · < it ≤ q.
Let W be a subspace of CPm. Then, there are (m − u) hyperplanes
T1, · · · , Tm−u in CP
m such that the following is satisfied:
For each R ⊂ Q with |R|= t + 1 and rank{Hj, j ∈ R} ≥ u + 1, we
have {Hj, Ti : j ∈ R, 1 ≤ i ≤ m − u} are in (t + m − u)−subgeneral
position and W 6⊂ Ti(1 ≤ i ≤ m− u).
Proof. Put Ti := a0ix0 + · · · + amixm for 1 ≤ i ≤ m − u, where
aij ∈ C. For R ⊂ Q with |R|= t + 1, we consider determinants of
all submatrices of degree (m + 1) of the matrix of the coefficients of
Hj(j ∈ R) and Ti(1 ≤ i ≤ m− u). There are
(
t+m−u+1
m+1
)
such matrices.
Let h(T,R) be a mapping of C(m+1)(m−u) into C(
t+m−u+1
m+1 ) which maps
(aki : 0 ≤ k ≤ m, 1 ≤ i ≤ m − u) to
(
t+m−u+1
m+1
)
−tuple of such deter-
minants. Then, h(T,R) is a holomorphic mapping. Since rank(Hi, i ∈
R) ≥ u+ 1, we have h(T,R) 6≡ 0. Hence, h(T,R)−1{0} is a proper an-
alytic subset of C(m+1)(m−u). On the other hand, we see that there is a
proper analytic set W ′ of C(m+1)(m−u) such that if (aij : 0 ≤ i ≤ m, 1 ≤
j ≤ m− u) 6∈ W ′ then W 6⊂ Ti(1 ≤ i ≤ m− u). Now, taking (aij : 0 ≤
i ≤ m, 1 ≤ j ≤ m−u) in C(m+1)(m−u)− (∪|R|=t+1h(T,R)
−1{0}∪W ′), it
implies that Tj have the desired property. This finishes the proof. 
We also need to use a corollary of lemma on logarithmic derivative
in [15].
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Lemma 4.4. ( [15, Lemma 4.2.9]) Let g be a non-constant meromor-
phic function on C. For k ≥ 1, we have∫ 2pi
0
log
∣∣g(k)
g
(reiφ)
∣∣dφ = S(r, g),
where H is the hyperplane bundle of CP 1, and S(r, g) is a quantity
satisfying for arbitrary δ > 0, S(r, g) = O(log T (r, g)) + δ log r, outside
a subset of finite Borel measure.
5. The proof of Theorem A
We use the notations as in Sections 1 and 2.
Replacing σi by σ
d
di
i if necessary, we may assume that σ1, · · · , σq are
in H0(X,Ld) and ||σi||≤ 1. Put σi =
∑
1≤j≤m+1 aijcj , where aij ∈
C. We define a meromorphic mapping Φ : X → CPm by Φ(x) :=
[c1(x) : · · · : cm+1(x)]. Also since X compact, Y = Φ(X) is an algebraic
variety of CPm. Moreover, by definition of rankE, Y is of dimension
rankE = u. Put F = Φ ◦ f . Since f(C) ∩ B(E) = ∅ and f is non-
degenerate with respect to E, F is holomorphic curve and linearly non-
degenerate. Denote by H the hyperplane bundle of CPm. Put Hi :=∑
1≤j≤m+1 aijzj−1, where [z0, z1, · · · , zm] is the homogeneous coordinate
of CPm. It is easy to see that
Tf(r, L) =
1
d
TF (r,H) and Nf(r, Ri) = NF (r,Hi).(5)
Furthermore, we have Dj1 ∩ · · · ∩ Djt = B(E) if and only if Hj1 ∩
· · · ∩ Hjt ∩ Y = Φ(B(E)). Denote by K the set of all subsets K of
{1, · · · , q} such that |K|= sN + 1 and ∩j∈KDj = B(E). Then K is
the set of all subsets K ⊂ {1, 2 · · · , q} such that |K|= sN + 1 and
∩j∈KHj ∩ Y = Φ(B(E)). By Lemma 4.1 and Lemma 4.3, there are
(m− u) hyperplanes Hq+1, · · · , Hq+m−u+b+1 in CP
m such that
{Hj, Hq+i : j ∈ R, 1 ≤ i ≤ m− u+ b+ 1}
are in (sN + m − u + b + 1)−subgeneral position in the usual sense,
where R ∈ K.
Put
K1 = {R ⊂ {1, 2, · · · , q +m− u+ b+ 1} : |R|= rank(R) = m+ 1}.
Note that since f(C) ∩ B(E) = ∅ there exists a constant C > 0 such
that
C−1 <
∑
|S|=q−N−1
∏
j∈S
(
|Hj(F (z))|
||F (z)||
)ω(j)
< C(6)
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for all z ∈ C. Take R = Q− S. Put ω(j) = Θ for all j > q. Then,
∏
j∈S
(
|Hj(F (z))|
||F (z)||
)ω(j)
=
(∏
j∈R
||F (z)||
|Hj(F (z))|
)ω(j)
.
∏
j∈Q|Hj(F (z))|
ω(j)
||F (z)||(
∑
j∈Q ω(j))
(7)
By Theorem 2.2 and (7), for S, |S|= q −N − 1 there exists R0 ∈ K
such that∏
j∈S
(
|Hj(F (z))|
||F (z)||
)ω(j)
≤
( ∏
j∈R0
||F (z)||
|Hj(F (z))|
)
.
∏
j∈Q|Hj(F (z))|
ω(j)
||F (z)||(
∑
j∈Q ω(j))
.(8)
Hence,
∏
j∈S
|Hj(F (z))|
ω(j)
||F (z)||ω(j)
≤
( ∏
j∈R0
||F (z)||
|Hj(F (z))|
·
q+m−u+b+1∏
j=q+1
||F (z)||
|Hj(F (z))|
)
.(9)
∏q+m−u+b+1
j=1 |Hj(F (z))|
ω(j)
||F (z)||(
∑
j∈Q ω(j)+m−u+b+1)
.
And by Lemma 4.2, there exists R01 ⊂ R
0∪{q+1, · · · , q+m−u+b+1}
such that rank(Hj , j ∈ R
0
1) = |R
0
1|= m+ 1 and
∏
j∈S
|Hj(F (z))|
ω(j)
||F (z)||ω(j)
≤
∏
j∈R01
||F (z)||sN−u+2+b
|Hj(F (z))|sN−u+2+b
·
∏q+m−u+b+1
j=1 |Hj(F (z))|
ω(j)
||F (z)||(
∑
j∈Q ω(j)+m−u+b+1)
(10)
By rank(R01) = |R
0
1|= m + 1, the Wronskian W (Hj ◦ F, j ∈ R
0
1) =
c(R01)W (F ) is not identically 0, where c(R
0
1) is non-zero complex num-
ber. Therefore, by (10),
∏
j∈S
(
|Hj(F (z))|
||F (z)||
)ω(j)
≤
(
|W (Hi ◦ F (i ∈ R
0
1)|∏
i∈R01
|Hi(F (z))|
)sN−u+2+b
×(11)
∏q+m−u+b+1
j=1 |Hj(F (z))|
ω(j)
||F (z)||(
∑
j∈Q ω(j)−(m+1)(sN−u+2+b)+m−u+b+1)|W (Hi ◦ F (i ∈ R01)|
sN−u+2+b
≤
(
|W (Hi ◦ F (i ∈ R
0
1)|∏
i∈R01
|Hi(F (z))|
)sN−u+2+b
×∏q+m−u+b+1
j=1 |Hj(F (z))|
ω(j)
||F (z)||(
∑
j∈Q ω(j)−(m+1)(n−u+1)+m−u)|c(R01)W (F )(z)|
sN−u+2+b
.
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Combining (11) with (6) we gain that there is a positive real number
C ′ such that
(12) C ′||F (z)||(
∑
j∈Q ω(j)−(m+1)(sN−u+2+b)+m−u+1+b)≤[ ∑
R01∈K1
( |W (Hi ◦ F (i ∈ R01)|∏
j∈R01
|Hi(F (z))|
)sN−u+2+b]×
∏q+m−u+b+1
j=1 |Hj(F (z))|
ω(j))sN−u+2+b
|W (F )(z)|sN−u+2+b
.
Taking the logarithm of (12) and applying 2ddc as currents, by the
Poincare-Lelong formula (cf. [15, Theorem 2.2.15, p.46]) and the Jensen
formula (cf. [15, Lemma 2.1.30, p.36]) and Lemma 4.4, we see that
(Θ(q − kN) + tN − (m+ 1)(sN − u+ 1) +m− u)TF (r,H) ≤(13)
q+m−u∑
j=1
ω(j)NF (r,Hj)− (sN − u+ 1)N(r, νW (F )) + A,
where
A =
1
2π
∫
|z|=r
log
∑
R∈K1
|W (Hi, i ∈ R)|∏
i∈R|Hi(F )|
dφ+O(1).
We now prove that∑
1≤j≤q+m−u+b+1
ω(j)(νHj(F ) − ν
[m]
Hj(F )
) ≤ (sN − u+ 2 + b)νW (F ).(14)
By Theorem 2.2, for any z ∈ S and for any J with |J |= N + 1, there
exists a subset K
′
(J, z) ∈ K such that∑
j∈J
ω(j)(νHj(F )(z)− ν
[m]
Hj(F )
(z)) ≤
∑
j∈K ′(J,z)
(νHj(F )(z)− ν
[m]
Hj(F )
(z))
≤ max
K∈K
∑
j∈K
(νHj(F )(z)− ν
[m]
Hj(F )
(z)).
Hence,
(15) max
|J |=N+1
∑
j∈J
ω(j)(νHj(F )(z)− ν
[m]
Hj(F )
(z)) ≤
max
K∈K
∑
j∈K
(νHj(F )(z)− ν
[m]
Hj(F )
(z)).
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On the other hand, we have
q∑
j=1
ω(j)(νHj(F )(z)− ν
[m]
Hj(F )
(z)) = max
|J |=N+1
∑
j∈J
ω(j)(νHj(F )(z)− ν
[m]
Hj(F )
(z))
(16)
Put LH =
∑q+m−u+b+1
j=1 ω(j)(νHj(F )(z) − ν
[m]
Hj(F )
(z)). Combining (16)
and (15), by Lemma 4.2, we have
LH ≤ max
K∈K
∑
j∈K
(νHj(F )(z)− ν
[m]
Hj(F )
(z)) +
q+m−u+b+1∑
j=q+1
(νHj(F )(z)− ν
[m]
Hj(F )
(z))
(17)
≤ max
R∈K1
(sN − u+ 2 + b)(
∑
j∈R
(νHj(F )(z)− ν
[m]
Hj(F )
(z)).
On the other hand, for R ∈ K1 it is well-known that
νW (F ) = νW (Hi(F ),i∈R)(z) ≥ (
∑
j∈R
(νHj(F )(z)− ν
[m]
Hj(F )
(z)))(18)
Since (18) holds for all R ∈ K1, we have
νW (F ) ≥ max
R∈K1
(
∑
j∈R
(νHj(F )(z)− ν
[m]
Hj(F )
(z))).(19)
By combining (19) and (18), we get (14). Now, by (14), we have
(sN − u+ 2 + b)N(r, νW (F )) ≥
q+m−u+b+1∑
j=1
ω(j)(NF (r,Hj)−N
[m]
F (r,Hj)).
(20)
On the other hand, Lemma 4.4 yields that
1
2π
∫
|z|=r
log
∑
R∈K1
|W (Hi, i ∈ R)|∏
i∈R|Hi(F )|
dφ = S(r, F ).(21)
Furthermore, we get
NF (r,Hi) ≤ TF (r,H) + 0(1), q + 1 ≤ i ≤ q +m− u+ b+ 1.(22)
Combining (20), (21), (22) and (13), we have
(23) (Θ(q − kN) + tN − (m+ 1)(sN − u+ 2 + b))TF (r,H) ≤
q∑
j=1
ω(j)NF (r,Hj)−
∑
1≤j≤q
ω(j)(NF (r,Hj)−N
[m]
F (r,Hj)) + S(r, F ).
HOLOMORPHIC MAPPINGS INTO COMPACT COMPLEX MANIFOLDS 25
Hence,
(24) (Θ(q − kN) + tN − (m+ 1)(sN − u+ 2 + b))TF (r,H) ≤
ω(j)
∑
1≤j≤q
N
[m]
F (r,Hj) + S(r, F ).
Remark that ω(j) ≤ Θ and Θ ≥ tN
kN
. By dividing two sides of (24) by
Θ, we see that
(25) ((q − kN) + kN −
kN(m+ 1)
tN
(sN − u+ 2 + b))TF (r,H) ≤∑
1≤j≤q
N
[m]
F (r,Hj) + S(r, F ),
Combining (25), (24) and (5), the proof of Theorem A is completed. 
Remark 5.1. By the hyperthesis, in Theorem A, we have
lim inf
r→∞
Tf (r, L)
log r
> 0.
Indeed, let F : C→ CPm be as in the proof of Theorem A. Then we
have
Tf (r, L) =
1
d
TF (r,H).
Suppose that
lim inf
r→∞
Tf (r, L)
log r
= 0.
Then
lim inf
r→∞
TF (r,H)
log r
= 0.
Hence, F is constant. This implies that there are ai ∈ C(0 ≤ i ≤ m)
such that ci(f) = aic0(f), where ci are as in the proof of Theorem A.
Therefore, we have f(C) ⊂ {ci − aic0 = 0} which is a hypersurface
defining by a section of E. This is a contradiction. It follows that
lim inf
r→∞
Tf (r, L)
log r
> 0.
By using Theorem A, we have the following Ramification Theorem.
Corollary 5.2. Let X be a compact complex manifold. Let L→ X be
a holomorphic line bundle over X. Fix a positive integer d. Take
positive divisors d1, d2, · · · , dq of d. Let σj (j = 1, 2, · · · , q) be in
H0(X,Ldj ). Let E be the C-vector subspace of H0(X,Ld) generated
by σ
d
d1
1 , · · · , σ
d
dq
q . Put u = rankE, dimE = m+1 and b = dimB(E) + 1
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if B(E) 6= ∅, otherwise b = −1. Set Dj = {σj = 0} and denote by Rj
the zero divisors of σj (j = 1, 2, · · · , q). Assume that D1, · · · , Dq are
in N-subgeneral position with respect to E and u > b. Let f : C → X
be an analytically non-degenerate holomorphic mapping with respect to
E, i.e f(C) 6⊂ supp(νσ) for any σ ∈ E \ {0} and f(C) ∩ B(E) = ∅.
Assume that f ∗Rj ≥ vjsupp f
∗Rj (1 ≤ j ≤ q), where vj is a positive
integer if f ∗Rj 6= ∅ and vj =∞ if f
∗Rj = ∅. Then,
q∑
j=1
(1−min{1,
m
vi
}) ≤ (m+ 1)K(E,N, {Dj}),
where K(E,N, {Dj}) is as Theorem A.
Proof. In order to prove Corollary 5.2 we can assume that
f ∗Rj 6= ∅ (1 ≤ j ≤ q).
If vi ≥ m, we have
1−
N
[m]
f (r, Ri)
di · Tf (r, L)
≥ 1−
N
[m]
f (r, Ri)
Nf(r, Ri)
≥ 1−
m
vi
.
If vi ≤ m, we have
1−
N
[m]
f (r, Ri)
di · Tf(r, L)
≥ 1−
N
[m]
f (r, Ri)
Nf (r, Ri)
≥ 0
Hence, we get
1−
N
[m]
f (r, Ri)
di · Tf(r, L)
≥ 1−min{1,
m
vi
}.
This implies the conclusion. 
6. The proof of Theorems B
The proof of Theorem B is essentially similar to the one of Theorem
A.
Put L˜ = f ∗L. Let the notations be as in the proof of Theorem A in
which the complex plane C is replaced by a compact Riemann surface
S. We have
T (f, L) =
1
d
T (F,H) and N(f, Ri) = N(F,Hi).(26)
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By similar arguments to the ones in the proof of Theorem B, we get
(Θ(q − kN) + tN − (m+ 1)(sN − u+ 2 + b) +m− u+ b+ 1)T (F,H) ≤
(27)
q+m−u+b+1∑
j=1
ω(j)N(F,Hj)− (n− u+ 2 + b)N(r, νW (F )) + A
and
(sN − u+ 2 + b)N(νW (F )) ≥
∑
1≤j≤q
ω(j)(N(F,Hj)−N
[m](F,Hj)),
(28)
where ω(j) = Θ if j > q and
A =
1
2π
∫
|z|=r
log
∑
R∈K1
|W (Hi, i ∈ R)|∏
i∈R|Hi(F )|
dφ.
Obviously, Hj(F ) are sections of L
d. By Lemma 3.3, we have
W (F ) ∈ H0(S, L˜d(m+1) ⊗Km(m+1)/2S )(29)
Moreover, for each R ∈ K1, it implies that∏
j∈R
Hj(F ) ∈ H
0(S, L˜d(m+1))(30)
Combining (30) and (29), we get
W (F )∏
j∈RHj(F )
∈ H0(S,K
m(m+1)/2
S ),(31)
where R ∈ K1 and KS is the canonical bundle of S. Hence, by Lemma
3.1, we have
∫
S
2ddc log
∑
R∈K1
|W (Hi(i ∈ R), T )|∏
j∈R|Hj(F )|.
∏m−u+b+1
i=1 |Ti|
= m(m+ 1)(g − 1).
(32)
Combining (32), (28) and (27), we get
(33) (Θ(q − kN) + tN − (m+ 1)(sN − u+ 2 + b))T (F,H) ≤
q∑
j=1
ω(j)N [m](F,Hj) +m(m+ 1)(g − 1).
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Dividing by Θ two sides of (33) and noting that Θ ≥ ω(j), tN
kN
≤ Θ, it
implies that
(34) (q − kN + kN(1−
m+ 1
tN
(sN − u+ 2 + b))T (F,H) ≤
q∑
j=1
N [m](F,Hj) + A(d, L)
where A(d, L) =
{
m(m+1)kN (g−1)
n+1
if g ≥ 1
0 if g = 0.
By (26), (34), the proof of Theorem B is completed.
7. Applications
7.1. Unicity theorem.
Applying Theorem B, we also get a unicity theorem for holomorphic
curves of a compact Riemann surface into a compact complex manifold
sharing divisors in N -subgeneral position in this manifold. Namely, we
get the following.
Proposition 7.1. Let S be a compact Riemann surface with genus g
and X be a compact complex manifold of dimension n. Let L→ X be a
holomorphic line bundle over X. Fix a positive integer d. Let E be a C-
vector subspace of dimensionm+1 of H0(X,Ld). Take positive divisors
d1, d2, · · · , dq of d. Let σj(j = 1, 2, · · · , q) be in H
0(X,Ldj ) such that
σ
d
d1
1 , · · · , σ
d
dq
q ∈ E. Denote by Rj the zero divisors of σj. Assume that
R1, · · · , Rq are in N-subgeneral position in X and rankE = n. Let
f1, f2 : S → X be a holomorphic mapping such that fi(i = 1, 2) is
analytically nondegenerate with respect to E, i.e fi(S) 6⊂ supp(νσ) for
any σ ∈ E \ {0} and fi(C) ∩ B(E) = ∅, (i = 1, 2). Assume that three
the following conditions are satisfied.
(i)
⋃q
i−1 f
−1
1 (suppRi) 6= ∅ and f
−1
1 (suppRi) = f
−1
2 (suppRi) for
each 1 ≤ i ≤ q,
(ii) f1 = f2 on
⋃
1≤i≤q f
−1
1 (suppRi),
(iii) f1, f2 are analytically non-degenerate holomorphic mappings
with respect to H0(X,K
(mn)
X ⊗ L
2n(mn)), i.e fi(S) 6⊂ supp(νσ) for
any σ ∈ H0(X,K
(mn)
X ⊗L
2n(mn))\{0}, where KX is the canonical
bundle of X.
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Then, f1 ≡ f2 for each q > B(d, L) + 2m(N + 1) + 2A(d, L), where
kN , sN , tN are defined as in Proposition 2.12, A(d, L) is as in Theorem
B and B(d, L) =
kN(m+ 1)
tN
.
Proof. Let Φ be the mapping which is defined in the proof of Theorem
B. Put Fi = Φ◦fi for i = 1, 2. Denote by Li the pullback f
∗
i L of L by fi
(i = 1, 2). Let Hm be the hyperplane bundle of CP
m. It is easy to see
that F ∗i Hm = Li (i = 1, 2). Take two distinct hyperplanes Ξ,Ξ
′ in CPm.
Then, F ∗i Ξ, F
∗
i Ξ
′ are sections of Li. It implies that F
∗
1Ξ⊗F
∗
2Ξ
′, F ∗1Ξ
′⊗
F ∗2Ξ are sections of L1 ⊗ L2. Put h = F
∗
1Ξ⊗ F
∗
2Ξ
′/F ∗1Ξ
′ ⊗ F ∗2Ξ. Then,
h is a meromorphic function on C and consider h as a mapping of C
into CP 1 by
h(z) = [F ∗1Ξ⊗ F
∗
2Ξ
′(z) : F ∗1Ξ
′ ⊗ F ∗2Ξ(z)]
for all z ∈ S. Suppose that h is nonconstant. Let H1 be the hyperplane
bundle of CP 1. Then, by Theorem 3.2, we have
T (h,H1) = N(h, [1 : 0]) ≤ N(F1,Ξ) +N(F2,Ξ
′)(35)
= T (F1, Hm) +N(F2, Hm)
= T (f1, L) + T (f2, L).
Applying Theorem B to f1 and f2, we get
(36) (q − B(d, L))(T (f1, L) + T (f2, L)) ≤
q∑
j=1
(N [m](f1, Rj) +N
[m](f2, Rj)) + 2A(d, L).
Put M =
⋃
1≤i≤q f
−1
1 (Di). Since f1 = f2 on M, it implies that
|M |≤ N(h, [1 : 1]) = T (h,H1).(37)
Combining (35),(36) and (37), we obtain
(q −B(d, L))|M |≤
q∑
j=1
(N [m](f1, Rj) +N
[m](f1, Rj)) + 2A(d, L).(38)
On the other hand, by the property of N−subgeneral position, there
is no point x ∈ S such that f1(x) belong to (N + 1) hypersurfaces Dj.
Therefore,
(N + 1)|M |≥
q∑
j=1
N [1](f1, Rj)
30 DO DUC THAI AND VU DUC VIET
Furthermore, we have
q∑
j=1
N [1](f1, Rj) ≥
1
m
q∑
j=1
N [m](f1, Rj).
Combining the two above inequalities, we get
m(N + 1)|M |≥
q∑
j=1
N [m](f1, Rj).
Since f−11 (Dj) = f
−1
2 (Dj), N
[1](f1, Rj) = N
[1](f2, Rj). Hence, we have
2m(N + 1)|M |≥
q∑
j=1
(N [m](f1, Rj) +N
[m](f2, Rj)).(39)
By (38) and (39), we obtain
(q −B(d, L))− 2m(N + 1))M ≤ 2A(d, L).
Since q > B(d, L) + 2m(N + 1) + 2A(d, L), we get a contradiction.
Hence, h is constant. It follows that F1 = F2.
Put T = {x ∈ X : rankxΦ < n}, Ui = {z ∈ CP
m : zi 6= 0}, i =
1, 2, . . . , m+ 1. For each x ∈ T, take a local coordinate (x1, . . . , xn) of
X around x and Ui such that ci(x) 6= 0. Then the Jacobian of F is (
c1
ci
)′x1 (
c1
ci
)′x2 . . . (
c1
ci
)′xn
... . . . · · ·
( cm+1
ci
)′x1 (
cm+1
ci
)′x2 . . . (
cm+1
ci
)′xn

Since x ∈ T , every minor determinant of degree n of the above matrix
equals zero at x. Hence, T is in the union of zero sets of such minor
determinants. We see that there are
(
m
n
)
submatricies of degree n of
the above matrix. Let J0(x1, . . . , xn) be the one of these submatricies.
If (x′1, . . . , x
′
n) is an another coordinate of X around x, then we have
|J0(x1, . . . , xn)|= |J0(x
′
1, . . . , x
′
n)|.
∣∣∣∣∂(x′1, . . . , x′n)∂(x1, . . . , xn)
∣∣∣∣.(40)
By calculating the determinant of J0, we get
|J0|=
α(ck, (cl)
′)
c2ni
.(41)
Since c2ni ∈ H
0(X,L2n) and by (40) and (41), we get α(ck, (cl)
′) ∈
H0(X,KX ⊗ L
2n). Denote by α the product of all such quantities.
Then,
α ∈ H0(X,K
(mn)
X ⊗ L
2n(mn)).
HOLOMORPHIC MAPPINGS INTO COMPACT COMPLEX MANIFOLDS 31
Since f1 and f2 are analytically non-degenerate holomorphic mappings
with respect to H0(X,K
(mn)
X ⊗ L
2n(mn)), it implies that f1(X) 6⊂ T and
f2(X) 6⊂ T. On the other hand, since Φ has maximal rank in X −T , Φ
is a covering of X − T onto Φ(X)− Φ(T ). By the lifting theorem, we
get f1 = f2 on C − (f
−1
1 (T ) ∪ f
−1
2 (T )) and hence, f1 = f2 on C. The
proof is finished. 
Finally, we construct an example to show that the condition rankE =
n cannot omit in Proposition 7.1.
Example 7.2. For each l ∈ N, denote by Hl the hyperplane bundle
of CP l. Let m, k be the fixed integers. Put X = CPm × CP k. Let
{U} be an open cover of CPm and {λUV } be the transition function
system of Hm corresponding to the cover {U}. Consider the family
{U∗ = U × CP k}. Put λU∗V ∗(x, y) = λUV (x) for each x ∈ U ∩ V, y ∈
CP k. Hence, there exists a line bundle L∗ over X such that {λU∗V ∗}
is its transition function system. Take a section σ∗ of L∗. By the
compactness of CP k, it implies that there is a section σ of L such
that σ∗(x, y) = σ(x). Hence, each divisor of a section of L∗ is the
Cartesian product of a divisor of L and CP k. It is easy to check that
rankH0(X,L) ≤ m < m + k = dimension of X. We can choose a
Riemann surface S and divisors D1, . . . , Dq of L such that there exist
holomorphic mapping f of S to CPm and two holomorphic mapping
g1, g2 of S into CP
k which satisfy g1 = g2 on ∪
q
j=1f
−1(Dj) and g1 6≡ g2.
By a direct computation, we see that H0(X,K lX⊗L
t) = 0 for all l, t > 0.
Therefore, g1, g2 is non-degenerate with respect to H
0(X,K lX ⊗ L
t) for
all l, t > 0. Define mappings fi(i = 1, 2) of S into X by fi = (f, gi).
Obviously, f1, f2 satisfy the conditions (i), (ii), (iii) in Proposition 7.1,
but they are distinct.
7.2. Five-Point Theorem of Lappan in high dimension.
We now recall the following Five-Point Theorem of Lappan [9].
Theorem of Lappan (see [9]). Let A be a subset of CP 1 with at
least 5 elements. Then f ∈ Hol(∆,CP 1) is normal iff
sup
{
|f ′(z)|(1− |z|2)/(1 + |f(z)|2) : z ∈ f−1(A)
}
<∞,
where ∆ is the open unit disc in C.
We now extend this theorem of Lappan to a normal family from an
arbitrary hyperbolic complex manifold to a compact complex manifold.
First of all, we recall some notions.
Let Hol(X, Y ) (C(X, Y )) represent the family of holomorphic (con-
tinuous) maps from a complex (topological) space X to a complex
(topological) space Y , and let Y + = Y ∪ {∞} be the Alexandroff
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one-point compactification of Y if Y is not compact, Y + = Y if Y is
compact. The topology used on all function spaces is the compact-open
topology.
Definition 7.3. (see [8, p.348])
Let X, Y be complex spaces and let F ⊂ Hol(X, Y )
i) A Brody sequence for F is a sequence {fn ◦gn}, where fn ∈ F and
gn ∈ Hol(∆n, X), where ∆n = {z ∈ C : |z| < n}.
ii) A map h ∈ C(C, Y +) is a Brody limit for F if there is a Brody
sequence {hn} for F such that hn → h on the compact subsets of C.
Definition 7.4. (see [8, p.348])
We say that a family F of holomorphic mappings from a complex
space X to a complex space Y is uniformly normal if
F ◦Hol(M,X) =
{
f ◦ g : f ∈ F , g ∈ Hol(M,X)
}
is relatively compact in C(M,Y +) for each complex space M , and that
f ∈ Hol(X, Y ) is a normal mapping if {f} is uniformly normal.
As in [8], we have the following assertion.
IfX , Y are complex spaces, then F ⊂ Hol(X, Y ) is uniformly normal
iff F ◦Hol(∆, X) is relatively compact in C(∆, Y +).
Let X be a complex manifold and Jk(X) be the k-jet bundle over X.
Given a holomorphic mapping f : ∆r → X with f(0) = x, we denote
by jk(f) the element of Jk(X)x defined by the germ of f at 0.
Let U be an open subset of C and f : U → X be a holomorphic curve.
We now define a holomorphic mapping Jk(f) : U → Jk(X). Indeed, for
each z ∈ U with w ∈ U − z = Uz, we put fz(w) := f(z + w). Then fz
is a holomorphic mapping of a neighborhood Uz of 0 into X. Set
Jk(f)(z) = jk(fz).
The mapping Jk(f) is said to be a k-jet lift of f.
Definition 7.5. Let X be a complex manifold. A k-jet pseudo-metric
on Jk(X) is a real-valued nonnegative continuous function F defined
on Jk(X) satisfying
F (cξ) = |c|F (ξ) ξ ∈ Jk(X), c ∈ C.
Additionally, if F (ξ) = 0 iff ξ = 0, then F is called a k-jet metric on
Jk(X).
Proposition 7.6. Let X be a complex manifold of dimensionm. Then,
there exists a k-jet metric F on Jk(X).
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Proof. Let {(Ui, πi)} be a trivialization system of Jk(X) over X such
that π : Ui → Vi × C
km, where Vi is an open polydisc in C
m. Take a
partition of unity {ci} subordinated to the open covering {Ui}. Assume
that (xi1, . . . , x
i
m) is a local coordinate system of X on Vi. Define the
mapping Fi : Ui → R
+ by
jk(f) 7−→
k∑
t=1
(
m∑
l=1
|dtxil(f)(0)|
st)
1
k! ,
where st =
k!
t
(1 ≤ t ≤ k). Obviously, Fi is a k-jet metric on Jk(Vi).
Put F =
∑
i ciFi. Then F is a k-jet metric on Jk(X). 
Given a point x ∈ X, ξ ∈ Jk(X)x, the Kobayashi k-pseudo-metric
KkX(x, ξ) is determined by
KkX(x, ξ) = inf
{1
r
: ϕ(0) = x, Jk(ϕ)(0) = ξ for some ϕ ∈ Hol(∆r, X)
}
.
For a holomorphic mapping g of Y into X , the pull-back g∗KkX of
KkX is a pseudo-metric on Y given by
g∗KkX(y, jk(f)) = K
k
X(g(y), jk(g ◦ f)).
By the above definitions, it is easy to get the following.
Lemma 7.7. Let the notations be as above. Then,
(i) g∗KkX(y, ξy) ≤ K
k
Y (g(y), g∗ξy) for all y ∈ Y, ξy ∈ Jk(Y )y .
(ii) Kk∆r(z, jk(id)) ≤
1
r
, for all z ∈ ∆r (id is the identity mapping).
Proposition 7.8. (see [23, Theorem A]) Let X be a complex manifold.
Then X is hyperbolic iff for each x ∈ X and for each open neighborhood
U of x, there exist an open neighborhood V of x in U and a positive
constant C such that
KkU(y, ξy) ≤ C.K
k
X(y, ξy),
for all k ≥ 1, for all y ∈ V and ξy ∈ Jk(X)y.
For more fundamental properties of KkX , see [23].
Proposition 7.9. Kk∆(y, ξy) > 0 for each y ∈ ∆ and ξy ∈ Jk(∆)−{0y}.
Proof. Assume that ϕ : ∆r → ∆ is a holomorphic mapping such that
ϕ(0) = y and Jk(ϕ)(0) = ξy. Since ξy := (ξ
1
y , · · · , ξ
k
y ) 6= 0y, there is
1 ≤ i ≤ k such that ξiy 6= 0. Since
ϕ′(z) =
1
2πi
∫
∂∆r
f(a)
(a− z)2
da
for all z ∈ ∆r, it implies that |ϕ
′(z)|≤ 4
r2
for each z ∈ ∆ r
2
.
34 DO DUC THAI AND VU DUC VIET
Repeating the above argument for ϕ′, ϕ(2), . . . , we get
|ϕ(k)(z)|≤
2n
2
r2k
for all z ∈ ∆ r
2k
. Therefore, we have
g = ϕ(k−1) : ∆ r
2k−1
→ ∆
2n
2
r2k
and g′(0) = ξiy. This implies that K
k
∆(y, ξy) ≥ K
1
∆
2n
2
r2k
(y, ξiy) > 0. We
get the desired conclusion. 
Combining Proposition 7.8 and Proposition 7.9, we get
Corollary 7.10. Let X be a hyperbolic complex manifold. Then, we
have KkX(x, ξx) > 0 for all x ∈ X, ξx ∈ Jk(X)x − {0x}.
Proposition 7.11. Let f : X → Y be a holomorphic mapping between
complex manifolds such that f is normal. Assume that F is a k-jet
metric on Jk(Y ) and r > 0. Then, there exists a constant c > 0 such
that
F (Jk(f ◦ φ)) ≤ c for each φ ∈ Hol(∆r,M).
Proof. Suppose the contrast. Then, there exist {φn} ⊂ Hol(∆,M)
and {zn} ⊂ ∆ such that F ◦ Jk(f ◦ φn)(zn) ≥ n for all n. Take an
automorphism Tn of ∆ such that Tn(0) = zn. Put φ
′
n = φn ◦ Tn. Then
F ◦ Jk(f ◦ φ
′
n)(0) ≥ n for all n.
Since f is normal, there exists g ∈ Hol(∆r, X) such that f ◦ φ
′
n → g.
Therefore, there exist an open subset V of ∆r around 0 and a local
coordinate U of g(0) in X such that f ◦ φ′n(z), g(z) ∈ U for all z ∈ V.
This implies that (f ◦ φ′n)
(t) → g(t) (the t-th derivative) on V. Hence,
F ◦ Jk(g)(0) = lim
n→∞
F ◦ Jk(f ◦ φ
′
n)(0) =∞.
This is a contradiction. 
Corollary 7.12. Let f : X → Y be a holomorphic mapping between
complex manifolds such that f is normal. Assume that F is a k-jet
metric on Jk(Y ) and K
k
X(x, ξx) > 0 for all x ∈ X, ξx ∈ Jk(X)− {0x}.
Then, there exists a constant c > 0 such that
f ∗F (x, ξx) ≤ c ·K
k
X(x, ξx) for all x ∈ X, ξx ∈ Jk(X).
Proof. Suppose the contrast. Then, there are xn ∈ X, ξn ∈ Jk(X)xn
such that f ∗F (xn, ξn) ≥ n ·K
k
X(xn, ξn). Put
ξ′n =
ξn
KkX(xn, ξn)
.
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Then, KkX(xn, ξ
′
n) = 1. By the definition of K
k
X , for each n, there exists
φn ∈ Hol(∆ 1
2
, X) such that Jk(φ)(0) = ξn. Hence, F (Jk(f ◦ φn)) ≥ n
for all n. This is a contradiction. 
Definition 7.13. Let Ω be a complex manifold and X be a compact
complex manifold. Let L → X be a holomorphic line bundle over X.
Let E be a C-vector subspace of H0(X,L) of dimension m+ 1. Let Fm
be a m-jet metric on Jm(X). Let f be a holomophic mapping of Ω into
X. Assume that KmΩ (p, ξp) > 0 for all p ∈ Ω, ξp ∈ Jm(Ω)p − {0p}. For
p ∈ Ω, we put
|df(p)|Fm = sup
{f ∗Fm(p, ξp)
KmΩ (p, ξp)
: ξp ∈ Jm(Ω)p − {0p}
}
= sup
{
f ∗Fm
(
p, ξp) : K
m
Ω (p, ξp) = 1
}
.
We now prove the main theorem of this subsection.
Theorem 7.14. Let Ω be a hyperbolic complex manifold and X be a
compact complex manifold. Let L → X be a holomorphic line bundle
over X. Fix a positive integer d. Take positive divisors d1, d2, · · · , dq of
d. Assume that σj ∈ H
0(X,Ldj ), Dj = {σj = 0} (j = 1, 2, · · · , q) and
D := ∪qj=1Dj. Let E be the C-vector subspace of H
0(X,Ld) generated
by σ
d
d1
1 , · · · , σ
d
dq
q . Put u = rankE, dimE = m + 1. Denote by Rj the
zero divisors of σj (j = 1, 2, · · · , q). Assume that R1, · · · , Rq are in N-
subgeneral position in X, B(E) = ∅ and q > (m+ 1)2K(E,N, {Dj}).
Let F ⊂ Hol(Ω, X) be given. Then F is an uniformly normal family
if and only if the following two conditions hold
(i) sup
{
|df(p)|Fm : p ∈
⋃
F
f−1(D), f ∈ F
}
<∞, and
(ii) Each Brody limit g for F such that g(C) ⊂ supp(νσ) for some
σ ∈ E \ {0}, is constant.
Proof. (⇒) Suppose that F is uniformly normal. The assertion is de-
duced from Corollary 7.12 and results of Joseph - Kwack (see [8, The-
orem 3.4]).
(⇐) Now, assume that we have the conditions (i) and (ii). Sup-
pose that F is not uniformly normal. By a result of Joseph - Kwack
(see [8, Theorem 3.4]), there exists a nonconstant Brody limit g ∈
Hol(C, X). This means that there exist sequences {fk} ⊂ F and
{ϕk} ⊂ Hol(∆k,Ω) such that the sequence {gk = fk ◦ ϕk} converges
uniformly to g. By (ii), g is analytically non-degenerate with respect to
E. By the Ramification theorem and since q > (m+1)2K(E,N, {Dj}),
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there exists 1 ≤ j0 ≤ q such that
g∗Rj ≤ m · supp(g
∗Rj).
Take z0 ∈ supp(g
∗Rj). Then, since g
∗Rj ≤ m ·supp(g
∗Rj), Jm(g)(z0) 6=
0. This implies that Fm ◦ Jk(g)(z0) = α > 0. Thus, there exists an
open set U0 containing z0, a neighbourhood V0 of g(z0) in X such that
gk(z), g(z) ∈ V0 for all z ∈ U0, σj |V0 := σj0 is a holomorphic function
on V0. By Hurwitz’s Lemma, there is a sequence {zk} in C such that
{zk} → z0, (σj0 ◦ gk)(zk) = 0. We have
lim
k→∞
Fm ◦ Jm(gk)(zk) = Fm ◦ Jm(g)(z0) = α > 0.
Let pk = ϕk(zk). Then
fk(pk) = (fk ◦ ϕk)(zk) = gk(zk) ∈ σ
−1
j0 (0) ⊂ Dj0,
and hence, pk ∈
⋃
F
f−1(D) for each k ≥ 1.
On the other hand, by Definition 7.13 and Lemma 7.7, we have
|dfk(pk)| ≥
f ∗Fm
(
pk, jm(ϕk))
KmΩ (pk, jm(ϕk))
=
Fm ◦ Jm(gk)(zk)
KmΩ (pk, jm(ϕk))
≥
Fm ◦ Jm(gk)(zk)
Km∆k(zk, jm(id))
≥ k · Fm ◦ Jm(gk)(zk),
so |dfk(pk)| → ∞. Since {pk} ⊂
⋃
F
f−1(D), condition (i) does not hold.
This is a contradiction. 
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