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a b s t r a c t
LetG = (V , E) be a graphwith no isolated vertex. A subset of vertices S is a total dominating
set if every vertex of G is adjacent to some vertex of S. For some α with 0 < α ≤ 1,
a total dominating set S in G is an α-total dominating set if for every vertex v ∈ V \ S,
|N(v) ∩ S| ≥ α|N(v)|. The minimum cardinality of an α-total dominating set of G is called
the α-total domination number of G. In this paper, we study α-total domination in graphs.
We obtain several results and bounds for the α-total domination number of a graph G.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we continue the study of total domination in graphs which is well studied in graph theory. Let G = (V , E)
be a graph with vertex set V , edge set E and no isolated vertex. A dominating set D in a graph G is a set of vertices of G such
that each vertex not in D is adjacent to a vertex of D, while a total dominating set, denoted TDS, of G is a set S of vertices of
G such that every vertex is adjacent to a vertex in S. The total domination number of G, denoted by γt(G), is the minimum
cardinality of a TDS. A TDS of G of cardinality γt(G) is called a γt(G)-set. The literature on this subject has been surveyed and
detailed in the two books by Haynes et al. [7,6]. A recent survey of total domination in graphs can be found in [9].
For notation and graph theory terminology we in general follow [7]. Specifically, let v be a vertex in V . The open
neighborhood of v is NG(v) = {u ∈ V | uv ∈ E} and its closed neighborhood is NG[v] = NG(v) ∪ {v}. The degree
of v is dG(v) = |NG(v)|. If the graph G is clear from the context, then we simply write N(v),N[v] and d(v) rather than
NG(v),NG[v] and dG(v), respectively. The minimum and maximum degree among the vertices of G is denoted by δ(G) and
∆(G), respectively. The order of G is given by n(G) = |V (G)| and its size bym(G) = |E(G)|. A cycle on n vertices is denoted
by Cn, while a path on n vertices is denoted by Pn. A vertex of degree one is called a leaf, and its neighbor is called a support
vertex. We denote the set of leaves of G by L(G). For a subset S ⊆ V , the subgraph induced by S is denoted by G[S]. A packing
in G is a set of vertices that are pairwise at distance at least 3 apart in G.
A vertex and an edge are said to cover each other in a graphG if they are incident inG. A vertex cover inG is a set of vertices
that covers all the edges of G, while a total vertex cover in G, abbreviated TVC, is a vertex cover that induces a subgraph with
no isolated vertex. The minimum cardinality among all the TVCs in G is called the total vertex covering number of G and is
denoted by tvc(G). A TVC in G of cardinality tvc(G) is called a tvc(G)-cover.
A set of pairwise independent edges ofG is called amatching inG, while amatching ofmaximumcardinality is amaximum
matching. The number of edges in a maximummatching of G is called thematching number of Gwhich we denote by α′(G).
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In this paper we study a variant of total domination in graphs, called α-total domination. For some α with 0 < α ≤ 1, we
say that a TDS S in G is an α-total dominating set, abbreviated by αTDS, if for every vertex v ∈ V \ S, |N(v) ∩ S| ≥ α|N(v)|.
Thus, every vertex v outside the TDS S has at least α|N(v)| neighbors inside S. The minimum cardinality of an α-TDS of G is
called the α-total domination number of G and is denoted by γαt(G). An αTDS of G of cardinality γαt(G) is called a γαt(G)-set.
Every graph without isolated vertices has a αTDS, since S = V is such a set.
The analogous concept of α-domination in graphs was introduced by Dunbar et al. [4] who defined a dominating set D
to be an α-dominating set, abbreviated by αDS, if for every vertex v ∈ V \ D, we have |N(v) ∩ D| ≥ α|N(v)|. The minimum
cardinality of an αDS of G is called the α-domination number of G and is denoted by γα(G). An αDS of G of cardinality γα(G)
is called a γα(G)-set. The concept of α-domination in graphs has been studied, for example, in [3,5] and elsewhere.
2. Properties of α-total dominating sets
In this section, we present basic properties of αTDSs in graphs. Throughout this section, let G = (V , E) be a graph with
no isolated vertex and with maximum degree∆ = ∆(G), and let α satisfy 0 < α ≤ 1.
Since every αTDS is a TDS, we observe that γt(G) ≤ γαt(G) for all α. Further for 0 < α ≤ 1/∆ and for every vertex v ∈ V ,
we observe that α|N(v)| ≤ 1, and so in this case an αTDS S in G simply requires that every vertex outside S is adjacent to
at least one vertex inside S. Thus every TDS is an αTDS, whence γαt(G) = γt(G). Therefore α-total domination in graphs is
a generalization of total domination in graphs.
Let α satisfy (∆− 1)/∆ < α ≤ 1. We observe that in this range, every αTDS is a TVC in the graph. To see this, let S be an
arbitrary αTDS in G. For each vertex v ∈ V \ S, we have that
|N(v) ∩ S| ≥ α|N(v)| >

∆− 1
∆

|N(v)| =

1− 1
∆

d(v) ≥ d(v)− 1,
implying that |N(v) ∩ S| ≥ d(v). Hence, N(v) ⊆ S for every vertex v ∈ V \ S, and so V \ S is an independent set in
G. Equivalently, the set S is a total vertex cover in G. Since S is an arbitrary αTDS in G, we have that tvc(G) ≤ γαt(G).
On the other hand, every total vertex cover in G is an αTDS, and so γαt(G) ≤ tvc(G). Consequently, γαt(G) = tvc(G) for
(∆− 1)/∆ < α ≤ 1. Therefore α-total domination in graphs is a generalization of total vertex cover in graphs.
Since every αTDS is an αDS, we observe that γα(G) ≤ γαt(G) for all α with 0 < α ≤ 1. If there exists a γα(G)-set S such
that G[S] has no isolated vertex, then S is an αTDS, implying that γαt(G) ≤ |S| = γα(G), and so γα(G) = γαt(G). Let D be
a γα(G)-set. For each vertex v ∈ D, let v′ denote an arbitrary neighbor of v in G and let D′ = ∪v∈D{v′}. Then the set D ∪ D′
is an αTDS, and so γαt(G) ≤ |D ∪ D′| ≤ 2|D| = 2γα(G). Further if D is not a packing in G, then we can choose D′ so that
|D ∪ D′| < 2|D|.
IfM is a maximummatching in G and D is the set consisting of the 2|M| vertices of G incident with edges inM , then D is
an αTDS, implying that γαt(G) ≤ 2α′(G) for all α.
Our earlier remarks, together with the definition of an αTDS, readily imply the following observation, which summarizes
fundamental properties of α-total dominating sets in a graph.
Observation 1. Let G be a graph of order n with no isolated vertex and with maximum degree ∆. Let α satisfy 0 < α ≤ 1. Then
the following holds.
(a) max{γt(G), γα(G)} ≤ γαt(G) ≤ min{n, 2γα(G), 2α′(G), tvc(G)}.
(b) For 0 < α ≤ 1/∆, we have γαt(G) = γt(G).
(c) For (∆− 1)/∆ < α ≤ 1, we have γαt(G) = tvc(G).
(d) If 0 < α1 ≤ α2 ≤ 1, then γα1t(G) ≤ γα2t(G).
(e) γαt(G) = 2γα(G) if and only if every γα(G)-set is a packing in G.
(f) γαt(G) = γα(G) if and only if there is a γα(G)-set S such that G[S] has no isolated vertex.
3. Exact values
In this section, we determine exact values of the α-total domination number for special classes of graphs. It is known
(see [4]) that for a complete graph Kn, γα(Kn) = ⌈α(n− 1)⌉ for all α with 0 < α ≤ 1. Hence by Observation 1(e), we have
the result of Proposition 2. However for completeness, we provide a short proof of this result.
Proposition 2. If Kn is a complete graph with n ≥ 2 vertices, then for all α with 0 < α ≤ 1, we have γαt(Kn) =
max{2, ⌈α(n− 1)⌉}.
Proof. Let G = Kn. By Observation 1, γαt(G) ≥ γt(G) = 2. Hence we may assume that ⌈α(n − 1)⌉ > 2, for otherwise the
desired bound is immediate. If D is an γαt(G)-set, then for every vertex v ∈ V \ D, we have |N(v) ∩ D| ≥ ⌈α(n − 1)⌉,
and so γαt(G) = |D| ≥ ⌈α(n − 1)⌉. To prove the reverse inequality, let S be an arbitrary subset of vertices in G
such that |S| = ⌈α(n − 1)⌉. By assumption, |S| > 2 and so S is a TDS in G. For every vertex v ∈ V \ S, we have
|N(v) ∩ S| = |S| = ⌈α(n − 1)⌉ = ⌈α|N(v)|⌉ ≥ α|N(v)|, implying that S is an αTDS. Hence, γαt(G) ≤ |S| = ⌈α(n − 1)⌉.
Consequently, γαt(G) = ⌈α(n− 1)⌉. 
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Proposition 3. If Km,n is the complete bipartite graph with 1 ≤ m ≤ n, then for all α with 0 < α ≤ 1, we have
γαt(Km,n) = min{m+ 1, ⌈αm⌉ + ⌈α n⌉}.
Proof. LetG = Km,n have partite setsX and Y , where |X | = m and |Y | = n. EveryαTDS is a TDS ofG and hence intersects both
X and Y . Let D be a γαt(G)-set and let DX = D∩ X and DY = D∩ Y . Then, |DX | ≥ 1 and |DY | ≥ 1. Let v ∈ V \D. If v ∈ X , then
|DY | = |N(v)∩D| ≥ ⌈α|N(v)|⌉ = ⌈α n⌉, while if v ∈ Y , then, analogously, |DX | = |N(v)∩D| ≥ ⌈α|N(v)|⌉ = ⌈αm⌉. Thus if
X ≠ DX and Y ≠ DY , then |D| = |DX | + |DY | ≥ ⌈αm⌉+ ⌈α n⌉. If X = DX , then |D| ≥ |X | + 1 = m+ 1, while if Y = DY , then
|D| ≥ |Y |+1 = n+1. Thus if X ≠ DX or Y ≠ DY , then |D| ≥ m+1. Consequently, γαt(G) = |D| ≥ min{m+1, ⌈αm⌉+⌈α n⌉}.
To prove the reverse inequality, we observe that for every vertex y ∈ Y the set X ∪ { y} is an αTDS, and so γαt(G) ≤ m+ 1.
Moreover if S is an arbitrary subset of vertices in G such that |S ∩ X | = ⌈αm⌉ and |S ∩ Y | = ⌈α n⌉, then S is an αTDS, and
so γαt(G) ≤ ⌈αm⌉ + ⌈α n⌉. Consequently, γαt(Km,n) = min{m+ 1, ⌈αm⌉ + ⌈α n⌉}. 
It is easy to prove (or see [8]) that for n ≥ 3, γt(Pn) = γt(Cn) = n/2 + ⌈n/4⌉ − ⌊n/4⌋. We next determine the α-total
domination number of a path and a cycle. For disjoint subsets X and Y in a graph G, we let [X, Y ] denote the set of edges
between X and Y in G.
Proposition 4. For n ≥ 3,
γαt(Pn) =

n
2
+
n
4

−
n
4

for 0 < α ≤ 1
2
2n
3

for
1
2
< α ≤ 1.
Proof. Let G = Pn and let G = (V , E). If 0 < α ≤ 12 , then by Observation 1(b), γαt(G) = γt(G) = n/2 + ⌈n/4⌉ − ⌊n/4⌋.
Hence wemay assume that α > 1/2, for otherwise the desired result follows readily. Let S be an arbitrary αTDS in G and let
T = V \S. If v is an end-vertex of the path, then ⌈α ·d(v)⌉ = 1, while if v is an internal vertex of the path, then ⌈α ·d(v)⌉ = 2.
Thus if v ∈ V \ S, then N(v) ⊆ S, implying that |[S, T ]| ≥ 2(|T | − 2) + 2 = 2|T | − 2. Since every vertex in the TDS S is
adjacent to at most one vertex outside S, we have that |[S, T ]| ≤ |S|. Hence, |S| ≥ 2|T |−2 = 2(n−|S|)−2; or, equivalently,
|S| ≥ 2(n− 1)/3. Since S is an arbitrary αTDS, we have that γαt(G) ≥ ⌈2(n− 1)/3⌉. To show that γαt(G) ≤ ⌈2(n− 1)/3⌉,
let G be the path v1v2 . . . vn and let
S =
⌊n/3⌋−1
i=0
{v3i+2, v3i+3}.
If n ≡ 0, 1 (mod 3), then let D = S and note that |D| = 2⌊n/3⌋ = ⌈2(n− 1)/3⌉. If n ≡ 2 (mod 3), then let D = S ∪ {vn−1}
and note that |D| = 2⌊n/3⌋ + 1 = ⌈2(n− 1)/3⌉. In both cases, D is a αTDS of G of cardinality ⌈2(n− 1)/3⌉, implying that
γαt(G) ≤ ⌈2(n− 1)/3⌉. Consequently, γαt(G) = ⌈2(n− 1)/3⌉ = ⌊2n/3⌋. 
Proposition 5. For n ≥ 3,
γαt(Cn) =

n
2
+
n
4

−
n
4

for 0 < α ≤ 1
2
2
3
n

for
1
2
< α ≤ 1.
Proof. Let G = Cn and let G = (V , E). If 0 < α ≤ 12 , then by Observation 1(b), γαt(G) = γt(G) = n/2 + ⌈n/4⌉ − ⌊n/4⌋.
Hence we may assume that α > 1/2, for otherwise the desired result follows readily. Let S be an arbitrary αTDS in G and
let T = V \ S. For every vertex v ∈ V , we have that ⌈α · d(v)⌉ = 2. Thus if v ∈ V \ S, then N(v) ⊆ S, implying that
|[S, T ]| = 2|T |. Since every vertex in the TDS S is adjacent to at most one vertex outside S, we have that |[S, T ]| ≤ |S|.
Hence, |S| ≥ 2|T | = 2(n− |S|); or, equivalently, |S| ≥ 2n/3. Since S is an arbitrary αTDS, we have that γαt(G) ≥ ⌈2n/3⌉. To
show that γαt(G) ≤ ⌈2n/3⌉, let G be the cycle v1v2 . . . vnv1 and let
S =
⌊n/3⌋−1
i=0
{v3i+2, v3i+3}.
If n ≡ 0 (mod 3), then let D = S and note that |D| = n/3. If n ≡ 1 (mod 3), then let D = S ∪ {vn} and note that
|D| = 2⌊n/3⌋ + 1 = ⌈2n/3⌉. If n ≡ 2 (mod 3), then let D = S ∪ {vn−1, vn} and note that |D| = 2⌊n/3⌋ + 2 = ⌈2n/3⌉. In all
cases, D is a αTDS of G of cardinality ⌈2n/3⌉, implying that γαt(G) ≤ ⌈2n/3⌉. Consequently, γαt(G) = ⌈2n/3⌉. 
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4. Bounds
In this section, we establish general upper and lower bounds on the α-total domination number of an arbitrary graph,
as well as the α-total domination number of special classes of graphs, including cubic graphs and trees. We begin by
establishing general lower and upper bounds on the α-total domination number in terms of the minimum and maximum
degrees.
4.1. Bounds involving minimum and maximum degrees
Theorem 6. Let G be a graph of order n, size m, with no isolated vertex, and with minimum and maximum degrees δ and ∆,
respectively. For 0 < α ≤ 1, the following holds.
(a) γαt(G) ≥ ⌈α δ ⌉n∆+⌈α δ ⌉−1 .
(b) γαt(G) ≥ (δ+⌈α δ ⌉)n−2mδ+⌈α δ ⌉−1 .
(c) γαt(G) ≥ 2αm(α+1)∆−1 .
Proof. Let G = (V , E) and let S be a γαt(G)-set and let T = V \ S. Let GS and GT denote the subgraphs of G induced by S and
T , respectively. Recall that [S, T ] denotes the set of all edges between S and T in G.
(a) We count the number of edges, |[S, T ]|, between S and T in twoways. Counting the edges from S to T we have |[S, T ]| ≤
(∆−1)|S|, while counting the edges from T to S we have |[S, T ]| ≥v∈T⌈α d(v)⌉ ≥ ⌈α δ ⌉ · |T | = ⌈α δ ⌉(n−|S|). Thus,
(∆− 1)|S| ≥ ⌈α δ ⌉(n− |S|), or, equivalently, γαt(G) = |S| ≥ (⌈α δ ⌉n) /(∆+ ⌈α δ⌉ − 1). This proves Part (a).
(b) Since GS contains no isolated vertex, we have m(GS) ≥ |S|/2. Moreover, v∈T dG(v) = 2m(GT ) + |[S, T ]| and|T | = n− |S|. As shown in Part (a) above, counting the edges from T to S we have |[S, T ]| ≥ ⌈α δ ⌉(n− |S|). Hence,
m = m(GS)+m(GT )+ |[S, T ]|
≥ 1
2
|S| + 1
2

v∈T
dG(v)− |[S, T ]|

+ |[S, T ]|
≥ 1
2
|S| + 1
2

v∈T
δ

+ 1
2
|[S, T ]| (since dG(v) ≥ δ for v ∈ T )
≥ 1
2
|S| + 1
2
δ(n− |S|)+ 1
2
|[S, T ]| (since |T | = n− |S|)
≥ 1
2
δ n+ 1
2
(1− δ)|S| + 1
2
⌈α δ ⌉(n− |S|) (since |[S, T ]| ≥ ⌈α δ ⌉(n− |S|)),
and so 2m − (δ + ⌈α δ ⌉)n ≥ (1 − δ − ⌈α δ ⌉)|S|. Since 1 − δ − ⌈α δ ⌉ < 0, we have that γαt(G) = |S| ≥
((δ + ⌈α δ ⌉)n− 2m)/(δ + ⌈α δ ⌉ − 1). This proves Part (b).
(c) Counting the edges from S to T we have |[S, T ]| ≤ v∈S(dG(v) − 1), since G[S] has no isolated vertex, while counting
the edges from T to S we have |[S, T ]| ≥v∈T α d(v). Hence,
v∈S
(d(v)− 1) ≥

v∈T
α d(v).
Adding

v∈S αd(v) to both sides of the inequality, we have that
((α + 1)∆− 1)|S| ≥

v∈S
((α + 1)d(v)− 1) ≥

v∈V
α d(v) = 2αm,
and so γαt(G) = |S| ≥ (2αm)/((α + 1)∆− 1). This proves Part (c). 
We remark that if G is a regular graph, then the lower bounds in Theorem 6(a) and (b) coincide. As a consequence of
Theorem 6(c), we have the following lower bound on the α-total domination number of a regular graph.
Corollary 7. Let G be a k-regular graph of order n where k ≥ 2. For i ∈ {1, 2, . . . , k} and α ≥ i/k, we have γαt(G) ≥
(i · n)/(i+ k− 1).
Proof. By Theorem 6(c),
γαt(G) ≥ 2αm(G)
(α + 1)∆(G)− 1 =
α k n
(α + 1)k− 1 ≥
i · n
i+ k− 1 . 
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Theorem 8. Let G be a graph of order n, size m, with no isolated vertex, and with minimum degree δ ≥ 2. Let α satisfy
0 < α ≤ 1− 1/δ. Then,
γαt(G) ≤ 2m− ⌈α δ ⌉n
δ − ⌈α δ ⌉ .
Proof. Let G = (V , E) and let S be a γαt(G)-set and let T = V \ S. Let GS and GT denote the subgraphs of G induced by S and
T , respectively. Since
m ≥ m(GS)+ |[S, T ]|
= 1
2

v∈S
dG(v)− |[S, T ]|

+ |[S, T ]|
≥ 1
2
δ|S| + 1
2
|[S, T ]|
≥ 1
2
δ|S| + 1
2
⌈α δ ⌉(n− |S|),
we have that 2m − ⌈α δ ⌉n ≥ (δ − ⌈α δ ⌉)|S|. By assumption, α ≤ (δ − 1)/δ, and so δ − ⌈α δ ⌉ > 0, implying that
γαt(G) = |S| ≤ (2m− ⌈α δ ⌉n) / (δ − ⌈α δ ⌉). 
4.2. Cubic graphs
In order to present upper bounds on the α-total domination number of a cubic graph, we establish an upper bound on
the total vertex covering number of a graph. We call a graph G an acceptable graph if every component of G has order at
least 3.
Theorem 9. For every acceptable graph G, we have 5tvc(G) ≤ 3n(G)+m(G).
Proof. Let ϕ(G) = 3n(G) + m(G). We wish to show that 5tvc(G) ≤ ϕ(G) for every acceptable graph G. We proceed by
induction on the order n(G) ≥ 3 of G. If n(G) = 3, then tvc(G) = 2 and ϕ(G) ≥ 11, and the desired result holds. If n(G) = 4,
then either G = K4, in which case tvc(G) = 3 and ϕ(G) = 18, or G ≠ K4, in which case tvc(G) = 2 and ϕ(G) > 10.
In both cases, the desired result holds. This establishes the base cases. Let G be any acceptable graph with n(G) ≥ 5, and
assume that the theorem holds for all acceptable graphs of order less than n(G). Both sides of the inequality are additive
with respect to vertex-disjoint union, therefore wemay assume without loss of generality that G is connected. If G is a path,
then tvc(G) = ⌊2n/3⌋ and ϕ(G) = 4n− 1, and so 5tvc(G) < ϕ(G). Hence we may assume that∆(G) ≥ 3, for otherwise the
desired result holds. We proceed with a series of claims that we may assume the graph G satisfies.
Claim A. The graph G satisfies the following properties.
(a) The removal of a vertex from G produces at most one component that is not acceptable.
(b) If δ(G) ≥ 2, then the removal of a vertex from G produces only acceptable components.
Proof. (a) Let v ∈ V (G) and suppose that G − v contains two components, G1 and G2, that are not acceptable. Each such
component has order 1 or 2. Suppose that v is a support vertex with at least two leaf neighbors, x1 and x2. Let G′ = G− x1.
Then, n(G′) = n(G)−1 andm(G′) = m(G)−1, and so ϕ(G′) ≤ ϕ(G)−4. Since v belongs to every TVC in G′, we observe that
tvc(G) = tvc(G′). Applying the inductive hypothesis to the graph G′, we have that 5tvc(G) = 5tvc(G′) ≤ ϕ(G′) ≤ ϕ(G)− 4.
Hence we may assume that v has at most one leaf neighbor. By assumption, G − v therefore contains at least one
P2-component. Renaming G1 and G2, if necessary, we may assume that G1 is a P2-component y1y2 and that vy1 is an edge of
G. Possibly, vy2 ∈ E(G).
Suppose that the component G2 consists of a singleton vertex x. Thus, v has exactly one leaf neighbor, namely x. Let
G∗ = G− { y1, y2}. Then, n(G∗) = n(G)− 2 andm(G∗) ≤ m(G)− 2, and so ϕ(G∗) ≤ ϕ(G)− 8. Since v belongs to every TVC
in G∗, every TVC in G∗ can be extended to a TVC in G by adding to it the vertex y1, and so tvc(G) ≤ tvc(G∗)+ 1. Applying the
inductive hypothesis to the graph G∗, we have that 5tvc(G) ≤ 5tvc(G∗) + 5 ≤ ϕ(G∗) + 5 < ϕ(G). Hence we may assume
that v has no leaf neighbor. Thus, G2 is a P2-component u1u2. Renaming u1 and u2, if necessary, we may assume that vu1 is
an edge of G. Possibly, vu2 ∈ E(G).
Let H = G− { y1, y2}. Then, n(H) = n(G)− 2 and m(H) ≤ m(G)− 2, and so ϕ(H) ≤ ϕ(G)− 8. Let T be a tvc(H)-set. If
v ∉ T , then {u1, u2} ⊆ T . But then we can simply replace u2 in T with the vertex v to produce a new tvc(H)-set. Hence we
can choose T so that v ∈ T . But then T ∪{ y1} is a TVC in G, and so tvc(G) ≤ tvc(H)+1. Applying the inductive hypothesis to
the graph H , we have that 5tvc(G) = 5tvc(H)+ 5 ≤ ϕ(G′)+ 5 < ϕ(G). In all the above cases, we have that 5tvc(G) ≤ ϕ(G).
Hence we may assume that every component of G− v, except for possibly one component, is an acceptable component for
otherwise the desired result follows. This establishes Part (a).
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(b) Suppose that δ(G) ≥ 2. Let v ∈ V (G) and suppose that G − v contains a component Gv that is not acceptable. By
Part (b), Gv is the only component in G − v that is not acceptable. Let V (Gv) = { y1, y2}. Then, vy1y2v is a triangle in G. Let
G′ = G− {v, y1, y2}. Then every component in G′ is acceptable. Since n(G′) = n(G)− 3 andm(G′) = m(G)− dG(v)− 1, we
have ϕ(G′) ≤ ϕ(G)− 10− dG( y1) ≤ ϕ(G)− 13. Further, tvc(G) ≤ tvc(G′)+ |{v, y1}| = tvc(G′)+ 2. Applying the inductive
hypothesis to the graph G′, we have that 5tvc(G) = 5tvc(G′) + 10 ≤ ϕ(G′) + 10 < ϕ(G), as desired. This establishes
Part (b). 
Claim B. δ(G) ≥ 2.
Proof. Suppose that δ(G) = 1. Let x be a vertex of degree 1 in G and let y be the neighbor of x. Let G′ = G−{x, y}. By Claim A,
every component of G′ is an acceptable component. Suppose that dG( y) ≥ 3. Let y1 and y2 be two arbitrary neighbors of y
in G′. If y1y2 ∈ E(G), let F = G′, while if y1y2 ∉ E(G), let F = G′ + y1y2. Note that at least one of y1 and y2 is in every TVC of
F , and therefore every TVC of F can be extended to a TVC of G by adding to it the vertex y. Thus, tvc(G) ≤ tvc(F)+ 1. Since
n(F) = n(G)−2 andm(F) ≤ m(G)−dG( y)+1, we have that ϕ(F) ≤ ϕ(G)−7−dG( y) ≤ ϕ(G)−10. Applying the inductive
hypothesis to the graph F , we have that 5tvc(G) ≤ 5tvc(F) + 5 < ϕ(G). Hence we may assume that every dG( y) = 2. Let
N( y) = {x, z}.
Let H = G − {x, y, z}. By Claim A, every component of H is an acceptable component. Since n(H) = n(G) − 3 and
m(H) ≤ m(G) − dG(z) − 1, we have that ϕ(H) ≤ ϕ(H) − 10 − dG(z) ≤ ϕ(H) − 12. Every TVC in H can be extended to a
TVC in G by adding to it y and z, and so tvc(G) ≤ tvc(H)+2. Applying the inductive hypothesis to the graph H , we have that
5tvc(G) = 5tvc(H)+ 10 ≤ ϕ(H)+ 10 < ϕ(G), as desired. Hence if δ(G) = 1, then 5tvc(G) ≤ ϕ(G), and we are done. 
We now return to the proof of Theorem 9. By Claim B, δ(G) ≥ 2. Recall that ∆(G) ≥ 3. Let x be a vertex of maximum
degree in G. By Claim A(b), every component of G− x is an acceptable component. Let x1 and x2 be two arbitrary neighbors
of x. If x1x2 ∈ E(G), let F = G − x, while if x1x2 ∉ E(G), let F be obtained from G − x by adding the edge x1x2. Since
n(G′) = n(G)− 1 andm(G′) ≤ m(G)−∆(G)+ 1, we have ϕ(G′) ≤ ϕ(G)− 2−∆(G) ≤ ϕ(G)− 5. Every TVC in G′ contains
at least one of x1 and x2, and can therefore be extended to a TVC of G, and so tvc(G) ≤ tvc(G′) + 1. Applying the inductive
hypothesis to the graph G′, we have that 5tvc(G) = 5tvc(G′)+ 5 ≤ ϕ(G′)+ 5 ≤ ϕ(G), as desired. This completes the proof
of Theorem 9. 
We are now in a position to present bounds on the α-total domination number of a cubic graph.
Theorem 10. Let G = (V , E) be a cubic graph on n vertices. Then the following hold.
(a) For 0 < α ≤ 13 , we have 13n ≤ γαt(G) ≤ 12n.
(b) For 13 < α ≤ 23 , we have 12n ≤ γαt(G) < 34n.
(c) For 23 < α ≤ 1, we have 35n ≤ γαt(G) ≤ 910n.
Proof. (a) Suppose 0 < α ≤ 13 . Then byObservation 1(b), γαt(G) = γt(G). For every graph F with no isolated vertex,we have
γt(F) ≥ |V (F)|/∆(F). In particular, γαt(G) ≥ n/3. It is well-known (see, [1,2,11,12]) that every graphwithminimum degree
at least 3 has total domination number at most one-half its order. In particular, γαt(G) ≤ n/2. This establishes Part (a).
(b) Suppose 13 < α ≤ 23 . Then, ⌈α d(v)⌉ = 2 for every vertex v ∈ V . Let S be an arbitrary αTDS in G and let T = V \ S.
Every vertex v outside S has at least two neighbors inside S, while every vertex inside S has at most two neighbors outside
S, implying that 2|S| ≥ |[S, T ]| ≥ 2|T | = 2(n− |S|); or, equivalently, |S| ≥ n/2. Since S is an arbitrary αTDS, we have that
γαt(G) ≥ n/2.
To show that γαt(G) ≤ 3n/4, let T be a γt(G)-set. Then, |T | ≤ n/2 and each vertex outside T has at least one neighbor
inside T . If |T | = n/2, then the cubic graph G is either the Generalized Petersen graph of order 16 or belongs to one of two
infinite families of connected cubic graphs (a precise description of these two families can be found in [10]). However in
all cases, the set T can be chosen so that every vertex outside T has two neighbors inside T . Hence, T is an αTDS, and so
γαt(G) ≤ |T | = n/2. Therefore we may assume that |T | < n/2, for otherwise the desired bound follows.
Let X be the set of all vertices outside T with exactly one neighbor inside T . Thus, each vertex in X has two neighbors
outside T . LetGX be the graph induced byX and all neighbors of vertices ofX that belong outside T . Then,GX has order atmost
n− |T | and every component of GX has order at least 3. Let D be a γ (GX )-set. It is well-known (see, [7]) that the domination
number of a graph with no isolated vertex is at most one-half its order. In particular, |D| ≤ |V (GX )|/2 ≤ (n− |T |)/2. Since
T ∪D is an αTDS, we have that γαt(G) ≤ |T |+ |D| ≤ |T |+ (n−|T |)/2 = n/2+|T |/2 < n/2+ n/4 = 3n/4. This establishes
Part (b).
(c) Suppose 23 < α ≤ 1. Then, ⌈α d(v)⌉ = 3 for every vertex v ∈ V . Let S be an arbitrary αTDS in G and let T = V \ S.
Every vertex v outside S has three neighbors inside S, while every vertex inside S has at most two neighbors outside S,
implying that 2|S| ≥ |[S, T ]| = 3|T | = 3(n − |S|); or, equivalently, |S| ≥ 3n/5. Since S is an arbitrary αTDS, we have that
γαt(G) ≥ 3n/5. To prove the upper bound, we note that by Observation 1, γαt(G) = tvc(G). As a special consequence of
Theorem 9, for every cubic graph G on n vertices, we have tvc(G) ≤ 9n/10. This establishes Part (b) and completes the proof
of the theorem. 
As observed in the proof of Theorem 10, for 0 < α ≤ 13 , we have γαt(G) = γt(G) and it is well-known that
1
3n ≤ γt(G) ≤ 12n (recall that G is a cubic graph of order n), and that these bounds are sharp. For 13 < α ≤ 1, we believe that
the upper bounds are not sharp and we pose the following questions that we have yet to settle.
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Question 1. Is it true that for 13 < α ≤ 23 , the upper bound of 3n/4 established in Theorem 10(b) for γαt(G) can be improved
to 2n/3?
Question 2. Is it true that for 23 < α ≤ 1, the upper bound of 9n/10 established in Theorem 10(c) for γαt(G) can be improved
to 3n/4?
4.3. Trees
Next we consider the class of trees. By Theorem 6(a), we note that if G is a graph on n vertices with minimum degree
δ = 1 and maximum degree∆, then γαt(G) ≥ n/∆. In particular, if T is a tree on n vertices with maximum degree∆, then
γαt(T ) ≥ n/∆. If T is a star on at least two vertices, then the central vertex and one of its leaf neighbors form an αTDS, and
so γαt(T ) = 2. If T is a tree with diameter at least 3, then we have the following upper bound on the α-total domination
number in terms of the number of leaves in the tree. Recall that for a tree T , the set L(T ) denotes the set of leaves in T .
Proposition 11. Let T be a tree on n vertices with ℓ leaves and with diam(T ) ≥ 3, and let α satisfy 0 < α ≤ 1. Then,
γαt(T ) ≤ n− ℓ, with equality if and only if γt(T ) = n− ℓ.
Proof. Let T = (V , E). For every leaf v of a tree T , we have ⌈α · d(v)⌉ = 1. Since diam(T ) ≥ 3, every vertex that is not a leaf
has at least one non-leaf neighbor. Hence the set V \ L(T ) is an αTDS, and so γαt(T ) ≤ n− ℓ. By Observation 1, we have that
γt(T ) ≤ γαt(T ). Hence if γt(T ) = n− ℓ, then γαt(T ) = n− ℓ.
Conversely, suppose that γt(T ) < n − ℓ. Let D be a γt(T )-set. If D contains a leaf u, then we can simply replace u by a
non-leaf neighbor of the support vertex adjacent to u to obtain a new γt(T )-set that contains fewer leaves. Hence we may
choose the γt(T )-set to contain no leaf. Every TDS in a graph contains all the support vertices. Therefore since γt(T ) < n− ℓ
and D contains all support vertices but no leaf, there must be a vertex v ∉ D that is neither a leaf nor a support vertex. Let
S = V \ (L(T ) ∪ {v}). Since D ⊆ S, the set S is a TDS in T . Further since N(v) ⊂ S and since S contains all support vertices,
every vertex outside S has all its neighbors inside S, implying that the set S is an αTDS and γαt(T ) ≤ |S| < n − ℓ. Hence if
γt(T ) < n− ℓ, then γαt(T ) < n− ℓ. Therefore if γαt(T ) = n− ℓ, then γt(T ) = n− ℓ. 
In order to present upper bounds on the α-total domination number of a tree in terms of its order, we next present an
upper bound on the total vertex covering number of a tree. Recall that a tree is an acceptable tree if it has order at least 3. A set
D of vertices in a graph G is called a perfect dominating set, whichwe abbreviate simply by PDS in this paper, if |N[v]∩D| = 1
for every vertex v in G. Thus if D is a PDS in G, then the sets N[x], where x ∈ D, form a partition of V (G). We also remark that
the set D is a packing in G.
Theorem 12. Let T be a tree of order n ≥ 3. Then tvc(T ) ≤ 2n/3, with equality if and only if T has a perfect dominating set
consisting entirely of vertices of degree 2 in T .
Proof. We proceed by induction on the order n(T ) ≥ 3 of an acceptable tree T . If n(T ) = 3, then T = P3 and
tvc(G) = 2 = 2n(T )/3. Further the central vertex of the path P3 forms a PDS in T . If n(T ) = 4, then tvc(G) = 2 < 2n(T )/3.
This establishes the base cases. Let T be any acceptable tree with n(T ) ≥ 5, and assume that the theorem holds for all
acceptable trees of order less than n(T ). We proceed further with the following two claims. 
Claim I. If there is a vertex in T whose removal produces two or more components that are not acceptable, then tvc(T ) < 2n/3.
Proof. Let v ∈ V (T ) and suppose that T − v contains two components, T1 and T2, that are not acceptable. Each such
component has order 1 or 2. Suppose that v is a support vertex with at least two leaf neighbors, x1 and x2 and consider
the tree T − x1. Since v belongs to every TVC in T − x1, we observe that tvc(T ) = tvc(T − x1). Applying the inductive
hypothesis to the tree T − x1, we have that tvc(T ) = tvc(T − x1) ≤ 2n(T − x1)/3 < 2n(T )/3, as desired. Hence we may
assume that v has at most one leaf neighbor. By assumption, T − v therefore contains at least one P2-component. Renaming
T1 and T2, if necessary, we may assume that T1 is a P2-component y1y2 and that vy1 is an edge of T .
Suppose that the component T2 consists of a singleton vertex x. Thus, v has exactly one leaf neighbor, namely x. Let
T ∗ = T − { y1, y2}. Since v belongs to every TVC in T ∗, every TVC in T ∗ can be extended to a TVC in T by adding to it the
vertex y1, and so tvc(T ) ≤ tvc(T ∗)+1. Applying the inductive hypothesis to the tree T ∗, we have that tvc(T ) ≤ tvc(T ∗)+1 ≤
2n(T ∗)/3+ 1 = 2n(T )/3− 1/3 < 2n(T )/3. Hence we may assume that v has no leaf neighbor. Thus, T2 is a P2-component
u1u2. Renaming u1 and u2, if necessary, we may assume that vu1 is an edge of T .
Let H = T − { y1, y2}. Let S be a tvc(H)-set. If v ∉ T , then {u1, u2} ⊆ T . But then we can simply replace u2 in T with
the vertex v to produce a new tvc(H)-set. Hence we can choose S so that v ∈ S. But then S ∪ { y1} is a TVC in T , and so
tvc(T ) ≤ tvc(H)+ 1. Applying the inductive hypothesis to the tree H , we have that tvc(T ) ≤ tvc(H)+ 1 ≤ 2n(H)/3+ 1 =
2n(T )/3− 1/3 < 2n(T )/3. 
By Claim I, we may assume that the removal of a vertex from T produces at most one component that is not acceptable,
for otherwise the desired result holds.
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Fig. 1. The 2-corona, P4 ◦ P2 , of a path P4 .
Claim II. If T has a support vertex of degree at least 3, then tvc(T ) < 2n/3.
Proof. Let y be a support vertex with dT ( y) ≥ 3. Let x be a leaf neighbor of y. Let T ′ = T − {x, y}. By our earlier
assumptions, every component of T ′ is an acceptable component. Let z1 and z2 be two neighbors of y different from x.
Let F be the tree obtained from T ′ by adding an edge from z1 to every vertex in NT ( y) \ {x, z1}. At least one of z1 and
z2 is in every TVC of F in order to cover the edge z1z2, and therefore every TVC of F can be extended to a TVC of T by
adding to it the vertex y. Thus, tvc(T ) ≤ tvc(T ) + 1. Applying the inductive hypothesis to the tree F , we have that
tvc(T ) ≤ tvc(T )+ 1 ≤ 2n(F)/3+ 1 = 2n(T )/3− 1/3 < 2n(T )/3. 
We now return to the proof of Theorem 12. By Claim II, we may assume that every support vertex in T has degree 2.
Let x be a leaf in T and let y be the neighbor of x in T . Since y is a support vertex in T , we have dT ( y) = 2. Let
N( y) = {x, z}. Let H = T − {x, y, z}. Since the removal of a vertex from T produces at most one component that is not
acceptable, every component of H is an acceptable component. Every TVC in H can be extended to a TVC in T by adding
to it y and z, and so tvc(T ) ≤ tvc(H) + 2. Applying the inductive hypothesis to every component of H , we have that
tvc(T ) ≤ tvc(H)+ 2 ≤ 2n(H)/3+ 2 = 2n(T )/3, which establishes the desired upper bound.
Further suppose that tvc(T ) = 2n(T )/3. Then, tvc(H) = 2n(H)/3. Let T1, . . . , Tt denote the components of H . (Possibly,
t = 1 in which case H = T1.) Then, tvc(Ti) = 2n(Ti)/3 for i = 1, . . . , t . By the inductive hypothesis, each such tree Ti has a
PDS Di consisting entirely of vertices of degree 2 in Ti, and so n(Ti) = 3|Di|. Let
D =
t
i=1
Di.
Suppose that z is adjacent in T to a vertex in D. For notational convenience, wemay assume that zz1 is an edge of T where
z1 ∈ D1. Let z1 have eccentricity s in T1, and so s is the maximum distance of a vertex in T1 from z1. For i = 0, 1, . . . , s, let
Di(z1) be the set of all vertices in T1 at distance i from z1 in T1. In particular, D0(z1) = {z1} and D1(z1) consists of the two
neighbors of z1 in T1. Let
A =
⌊s/3⌋
k=0
D3k and B =
⌊s/3⌋
k=1
D3k−1.
Since D1 is a PDS in T1 consisting entirely of vertices of degree 2 in T1, the structure of the tree T1 implies that s ≡
1 (mod 3), A = D1, and |B| = |D1| − 1. Let S1 = A ∪ B. Then, |S1| = 2|D1| − 1 < 2n(T1)/3 and the set S1 covers all
the edges of T1. Further the vertex z1 is the only isolated vertex in T1[S1]. (Possibly, S1 = {z1}, in which case T1 is a path P3
with central vertex z1.) If t ≥ 2, then let Si be a tvc(G)-cover in Ti for 2 ≤ i ≤ t , and let
S = { y, z} ∪

t
i=1
Si

.
Then, S is a TVC in T , and so tvc(T ) ≤ |S| = 2+ (2n(H)/3− 1) = 2n(T )/3− 1, a contradiction. Hence, z is not adjacent to
a vertex in D. But then D ∪ { y} is a PDS in T consisting entirely of vertices of degree 2 in T . Hence if tvc(T ) = 2n(T )/3, then
T has a PDS consisting entirely of vertices of degree 2 in T .
Conversely, suppose that a tree T has a PDS consisting entirely of vertices of degree 2 in T . As shown earlier, tvc(T ) ≤
2n(T )/3. To show that tvc(T ) ≥ 2n(T )/3, letD be a PDS in T consisting entirely of vertices of degree 2 and let S be a TVC in T .
For each vertex v ∈ D, in order to cover the two edges incident with v either v and at least one of its two neighbors belongs
to S or the two neighbors of v belong to S. Hence the set S contains at least two vertices from every set N(v), v ∈ D, and so
|S| ≥ 2|D| = 2n(T )/3. Since S is an arbitrary TVC in T , we have that tvc(T ) ≥ 2n(T )/3. Consequently, tvc(T ) = 2n(T )/3.
This completes the proof of Theorem 12. 
For a graph G, we denote by G ◦ P2 the graph of order 3|V (G)| obtained from G by attaching a path of length 2 to each
vertex of G so that the resulting paths are vertex-disjoint. The graph G ◦ P2 is also called the 2-corona of G. For example, the
2-corona, P4 ◦ P2, of a path P4 is shown in Fig. 1.
Let T = T ′ ◦ P2 be the 2-corona of an arbitrary tree T ′. We remark that the set of support vertices in T is a PDS in T
consisting entirely of vertices of degree 2, and so, by Theorem 12, tvc(T ) = 2n(T )/3. Clearly there exists trees T with a
PDS consisting entirely of vertices of degree 2 in T that are not the 2-corona of any tree. For example, if T is a path on
n ≡ 0 (mod 3) vertices, then tvc(T ) = 2n/3 but for n ≥ 9 such a path is not the 2-corona of any tree. We close with the
following result.
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Theorem 13. Let T be a tree of order n ≥ 3 and let α satisfy 0 < α ≤ 1. Then, γαt(T ) ≤ 2n/3with equality if and only if either
• 0 < α ≤ 12 and T is the 2-corona of some tree or
• 12 < α ≤ 1 and T has a perfect dominating set consisting of vertices of degree 2 in T .
Proof. Recall that by Observation 1(a), γαt(G) ≤ tvc(G) for every graph G with no isolated vertex and for all α where
0 < α ≤ 1. Hence as a consequence of Theorem 12 we have that γαt(T ) ≤ 2n/3. Suppose that γαt(T ) = 2n/3. Then,
tvc(T ) = 2n/3, and so by Theorem 12, T has a PDS D consisting entirely of vertices of degree 2 in T . We now consider two
cases.
Suppose 0 < α ≤ 12 . Then, ⌈α · d(v)⌉ = 1 for every vertex v in T with d(v) ≤ 2. Further ⌈α · d(v)⌉ ≤ d(v) − 1 for
every vertex v in T with d(v) ≤ 2. Suppose that T is not the 2-corona of any tree. Then there must exist a vertex v ∈ D
that does not have a leaf neighbor, and so both neighbors of v in T have degree at least 2. Let N(v) = {v1, v2} and let v
have eccentricity s in T . For i = 0, 1, . . . , s, let Di(v) be the set of all vertices in T at distance i from v in T . In particular,
D0(v) = {v} and D1(v) consists of the two neighbors of v in T . Let
A =
⌊s/3⌋
k=1
D3k and B =
⌊s/3⌋
k=1
D3k−1.
SinceD is a PDS in T consisting entirely of vertices of degree 2 in T , the structure of the tree T implies that s ≡ 1 (mod 3),D =
A ∪ {v}, and |A| = |B| = |D| − 1. Let S = A ∪ B ∪ {v1}. Then, |S| = 2|D| − 1 < 2n(T )/3. If x ∈ V\S, then either
x ∈ {v, v1}, in which case dT (x) ≥ 2 and |N(x) ∩ S| = d(v)− 1 ≥ ⌈α · d(v)⌉, or x ∉ {v, v1}, in which case N(x) ⊆ S and so
|N(x) ∩ S| ≥ ⌈α · d(v)⌉. Hence the set S is a αTDS in T , and so γαt(T ) ≤ |S| < 2n(T )/3, a contradiction. Hence every vertex
in D has a leaf neighbor, implying that T = T ′ ◦ P2 where T ′ is the tree induced by all the non-leaf neighbors of vertices of
D. Therefore, T is the 2-corona of some tree.
Suppose 12 < α ≤ 1. Then, ⌈α · d(v)⌉ = 2 for every vertex v of degree 2 in T . We show that every tree T of order
n with a PDS consisting entirely of vertices of degree 2 in T satisfies γαt(T ) = 2n/3. Let T be an arbitrary tree of order
n that contains a PDS consisting of vertices of degree 2 in T and let S be a γαt(T )-set. Let D be the PDS in T consisting of
vertices of degree 2 in T and let v ∈ D. If v ∈ S, then since S is a TDS in T , at least one neighbor of v is in S. If v ∉ S, then
|N(v) ∩ S| ≥ ⌈α · d(v)⌉ = 2, implying that both neighbors of v belong to S. In both cases, S contains at least two vertices
in N[v], implying that γαt(T ) = |S| ≥ 2|D| = 2n(T )/3. Consequently, γαt(T ) = 2n(T )/3. This completes the proof of
Theorem 13. 
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