Context. The study of the Milky Way relies on our ability to interpret the light from stars correctly. With the advent of the astrometric ESA mission Gaia we will enter a new era where the study of the Milky Way can be undertaken on much larger scales than currently possible. In particular we will be able to obtain full 3D space motions of red giant stars at large distances. This calls for a reinvestigation of how reliably we can determine, e.g., iron abundances in such stars and how well they reproduce those of dwarf stars. Aims. Here we explore robust ways to determine the iron content of metal-rich giant stars. We aim to understand what biases and shortcomings widely applied methods suffer from. Methods. In this study we are mainly concerned with standard methods to analyse stellar spectra. This includes the analysis of individual lines to determine stellar parameters, analysis of the broad wings of certain lines (e.g., Hα and calcium lines) to determine effective temperature and surface gravity for the stars. Results. For NGC 6528 we find that [Fe/H] = +0.04 dex with a scatter of σ = 0.07 dex, which gives an error in the derived mean abundance of 0.02 dex. Conclusions. Our work has two important conclusions for analysis of metal-rich red giant branch stars. 1) For spectra with S/N below about 35 per reduced pixel [Fe/H] become too high, 2) Determination of T eff using the wings of the Hα line results in [Fe/H] values about 0.1 dex higher than if excitational equilibrium is used. The last conclusion is perhaps not surprising as we expect NLTE effect to become more prominent in cooler stars and we can not use the the wings of the Hα line to determine T eff for the cool stars in our sample. We therefore recommend that in studies of metal-rich red giant stars care needs to be taken to obtain sufficient calibration data in order to be able to also use the cooler stars.
Introduction
The analysis of spectra of red giant branch stars is problematic. As we progress along the red giant branch upwards, to cooler and lower gravity stars a number of phenomena start appearing more and more strongly in the spectra. In particular, the atomic lines get stronger, causing more blends and the cooler atmospheres allow for the formation of molecules such as TiO, CN, and MgH resulting in strong molecular features. This makes it progressively more and more difficult to find (or define) the continuum in the spectrum. As many methods rely on the identification of the continuum, this causes a problem.
Our main aim with the present investigation is to study how we can, in a robust way, determine the iron abundance for metal- the same quality as Hipparcos for a significantly larger volume of the Milky Way, reaching all the way in to the Galactic bulge. But, the stars available for spectroscopic work will (as today) be the red giant branch stars as these are intrinsically sufficiently bright to be possible to observe with current instrumentation at a distance of 8 kpc. The only option to obtain spectra for dwarf stars in the Galactic bulge is currently to take advantage of microlensing events (e.g., Bensby et al. 2013) . This is, however, not an option if we want to study large samples. Thus it remains important to study how we best can determine stellar parameters and elemental abundances of evolved red giant stars in a robust manner. This paper deals with this topic. The spectroscopic and photometric data Gaia benchmark stars and stars in the metal-rich globular cluster NGC 6528 are presented in Sect. 2. Our basic tools and linelist are described in Sect. 3. To determine stellar parameters for red giants we explore different methods and test them on the benchmark stars in Sect. 4. In Sect. 5 we apply our analysis to stars in NGC 6528 and discuss problems in the analysis. In Sect. 6, we determine [Fe/H] for NGC 6528. Section 7 provides our conclusions and discusses future developments.
Description of data

Spectra
Benchmark stars
In order to work out the best analysis techniques for metalrich cool giant stars we make use of spectra of stars with welldetermined stellar parameters, the so called Gaia benchmark stars (Heiter et al. 2015a ). These have a wealth of high quality data available, in particular they have interferrometric observations enabling a direct determination of their radii and effective temperatures (T eff ). As we are interested in metal-rich stars, we selected ten red giants which have iron abundances greater than -0.55 dex ). The ten stars, which have T eff similar to the star's of NGC 6528, are Arcturus, µLeo, HD107328, βGem, Vir, ξHya, αCet, γSge, αTau, and βAra. Their reference values for the stellar parameters are listed in Table 3 .
The fifteen spectra with high S/N (> 250) were taken from the ESO archive and from observations done with NARVAL. The spectra from the ESO archive consist of observations taken with UVES (Dekker et al. 2000) and HARPS (Mayor et al. 2003) . The NARVAL spectra are further described in Blanco-Cuaresma et al. (2014) , which also gives details on how to retrieve the spectra from their archive. It should be noted that five stars, µLeo, βGem, ξHya, αCet, and γSge, have one spectrum each, while the rest of stars have two spectra observed in different instruments. For example, the star Arcturus was observed with the NARVAL and UVES spectrographs, while βAra was observed with the HARPS and UVES spectrographs.
Stars in NGC 6528
The basis for our study of stars in NGC 6528 is our own observations of 7 stars that were observed in 2001. In order to have a statistically significant sample of spectra of red giant stars in NGC 6528 we further searched the ESO and the KECK archives. In the archive we found spectra of 34 stars that are potential members of NGC 6528. Of these 12 have been observed by UVES on VLT in stand-alone mode, 20 with UVES as part of FLAMES observations, and 2 stars had been observed with HIRES on KECK. Table 2 lists basic information about the stars and observations. There is no overlap between the observations from the different programmes. Below we describe the different data-sets in some detail.
Stars observed with UVES: Our starting data-set consists of observations of seven stars carried out in 2001 at the VLT 8-m telescope using the UVES spectrograph (Dekker et al. 2000) under our program 067.B-0382(A) (PI: S. Feltzing). The stars were selected as members of NGC 6528 based on a proper motion study using high-resolution images and V I photometry from HST (see Feltzing & Johnson 2002) . In the ESO archive we found an additional five stars observed with UVES from programme 065.L-0340(A) and 067.D-0489(A) (PI: D. Minniti). These were all observed in 2000 and 2001, respectively.
The resolution of the observations is 45000 or 55000 in the red arm (480-680 nm) depending on the slit width used (0.8" or 1.0"). The observations were all done using the standard setup 580 with CD #3. The exposures have been split in order to allow for the removal of cosmic ray hits. The data were reduced using the UVES pipeline (Ballester et al. 2000) , including bias, inter-order background subtraction, flat field correction, extraction, and wavelength calibration. All the echelle orders were then merged into a 1D spectrum for each exposure.
In the archive we found 20 stars which are potential members of NGC 6528 from program 077.B-0327(A) (PI: M. Zoccali) which was observed in 2006.
The multi-object optical spectrograph FLAMES (Pasquini et al. 2002) has two parts, one being FLAMES-UVES which has 8 robotic fibers which feed the UVES spectrograph at VLT. The spectra have R ∼ 47000 and the observations were done with the setup centred at 580 nm (wavelength coverage: 480-680 nm). We reduced the raw frames using the FLAMES-UVES pipeline in a standard way. After all the recipes, which include creating a master bias and the master slit flat-field frame, determining the fiber order table, the wavelength solution, and extracting the science frame, of the pipeline have been executed we subtract the sky background spectrum from the stellar spectra. For FLAMES-UVES the sky background is usually observed by one fiber placed in an empty part of the sky. With the sky background removed, we shifted the sky-subtracted spectra to a heliocentric reference frame making use of the packages RVSAO and DOPCOR within IRAF 1 . To improve the S/N, we co-added all the UVES spectra of the same star into a single spectrum. The average S/N of the final co-added spectrum for each star was estimated by making use of the SPLOT task within IRAF at three short wavelength regions (574.4 − 574.7 nm, 604.7 − 606.3 nm, and 606.8 − 607.6 nm). The S/N is greater than 30 per pixel for most of the spectra (see Table 2 ).
Stars observed with HIRES:
We collected spectra of two red horizontal branch stars (3014 and 3025) from the Keck Observatory archive. The observations were taken with HIRES (Vogt Since the HIRES detector is not large enough to yield full spectral coverage, there is a gap (1.0 − 6.0 nm) between any two echelle orders. The raw spectra were reduced using the MAKEE 2 package. It determines the position of each echelle order, defines the object and background extraction boundaries, optimally extracts a spectrum for each order, and compute wavelength calibrations non-interactively.
We co-added the spectra of each star into one spectrum. The measured mean S/N of the co-added spectra was estimated in the same way as for the UVES spectra (Table 2) .
Additional data for NGC6528
Photometry
In order to estimate good starting values for T eff for our stars we make use of colour-temperature-metallicity relations. To this end we collected near-infrared photometric data from 2MASS (Cutri et al. 2003) and VVV (VISTA Variables in Via Lactea) (Minniti et al. 2010 ).
The survey area of VVV is fully imaged in five photometric bands: Z, Y, J, H, K s and 2MASS has imaging in J, H, K s . VVV goes about 4 magnitutes deeper than 2MASS. However, the larger telescope aperture of VISTA results in saturation for the brightest stars. The saturation magnitude in the VVV photometry occurs at K s < 12. We therefore adopt 2MASS photometry for stars brighter than 12 mag in K s and we require that the photometric quality flag is AAA, i.e. the best quality. For all other stars we use VISTA photometry.
There is a very small offset between the zero-points of the VVV and 2MASS catalogs. To ensure that all photometry is on the same system we have chosen to transfer the VVV photometry onto the 2MASS photometric system as this is the system most commonly used in the available temperature calibrations. The following zero-point offsets have been applied: (J 2mass − J vvv ) = 0.029; (H 2mass − H vvv ) = −0.039; (K s,2mass − K s,vvv ) = −0.028 (Gonzalez et al. 2011 ).
Reddening
Reddening is important for the initial estimate of T eff , but it can also be of interest when discussing the properties of the cluster. Here we make use of the recent reddening maps by Gonzalez et al. (2011 Gonzalez et al. ( , 2012 to estimate the reddening towards our stars.
As the maximum sky resolution of the reddening map is 2 , we assumed that the stars are subject to the same reddening within a 4 × 4 box. The observed targets are spread in a relatively large area, the total coverage of the dereddened region is 28 × 28 consisting of 49 boxes of 4 × 4 . The mean extinction, A K s , and colour excess, E(J − K s ), are calculated using BEAM 3 which uses the extinction law from Cardelli et al. (1989) . The adopted coefficients for J, H, and K s (in the 2MASS passbands) are:
. The dereddened magnitudes of J, H, and K s are listed in Table 2 . . The x-axis shows the value derived from the combined spectra whilst the y-axis shows the difference between v r determined in the two ways. The error-bars for the difference is the coadded errors estimated from IRAF (for the combined spectra) and the σ around the mean for the independent measures. Errors on the x-axis are too small to be seen.
Radial velocities
Radial velocities (v r ) with respect to the Sun were derived using the RVSAO package within IRAF. The XCSAO task crosscorrelates a template spectrum with the observed spectrum and reports the velocity difference between the two. Here we used a template spectrum from the radial velocity standard star Peg. The resolution of the spectrum is similar to that for the spectra of our sample spectra.
Each of our stars have more than one observation (Table 2 ). The spectra are often taken at different nights and sometimes even months apart. This allows us to derive v r in two ways, enabling a test of the quality of our results. First we extracted all spectra and corrected them for Earth's motion in order to co-add them. Radial velocities were then determined using these combined spectra. In the other approach we derived the radial velocity for each observation individually. These individual measurements were then averaged and the scatter around the mean was calculated. Typically, the scatter around the mean radial velocities is less than 0.50 km s −1 . We find that the two approaches give very similar results (compare Fig. 1 ).
For unknown reasons, we are unable to recover the radial velocities determined by Carretta et al. (2001) for star 3014 and 3025. Our results are about 50 km s −1 larger than the values given by them. As far as we understand we are using the same spectra and same reduction software. In Table 2 we list the value from Carretta et al. (2001) . Apart from this difference our derived velocities agree well with those in the literature (see Sect. 2.3).
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Membership
Membership of globular clusters for individual stars is commonly determined using radial velocities (e.g., Simmerer et al. 2013) or proper motions relative to the background and foreground stars (e.g., Zoccali et al. 2001) . NGC 6528 has a radial velocity of ∼ 210 km s −1 (Carretta et al. 2001; Zoccali et al. 2004 ) and a proper motion relative to the background bulge population of < l > = 0.006 and < b > = 0.044 arcsec per century (Feltzing & Johnson 2002) . This means that radial velocity is the best way to determine membership for this cluster. Using measurements from the luminous stars in globular clusters, as well as their integrated spectra, Pryor & Meylan (1993) determined the velocity dispersions for many globular clusters. They found that typical velocity dispersions in globular clusters is less than 10 km s −1 . Figure 2 shows the distribution of radial velocities for all our stars. There is a clustering of stars just above 200 km s −1 . To find the mean velocity and velocity dispersion of NGC 6528, we started by considering stars with a radial velocity in the range 155 − 240 km s −1 . For these we calculated the mean and standard deviation (σ) of the radial velocity. We then proceeded to exclude stars more than 3σ from the mean value and the mean and σ were re-calculated. This procedure was iterated until no more stars could be excluded with a 3σ-clipping. This left 26 stars for which we found a mean velocity of 212.1 km s −1 and σ = 4.2 km s −1 . Our velocity dispersion is in good agreement with the value of 4.0 km s −1 measured by Carretta et al. (2001) . Tsantaki et al. (2013 ), Den Hartog et al. (2014 , and the linelist compiled for the Gaia-ESO survey (Heiter et al., in prep. and references therein) (see also, Heiter et al. 2015b ). In particular, we selected 90 Fe i and 16 Fe ii lines. All our lines were examined in the spectra of the Sun and ξHya. ξHya is a relatively cool and metal-rich star with stellar parameters similar to those in our sample of stars in NGC 6528 and stars in the Galactic bulge (compare values in Table 4 ). Firstly, these two spectra were used to check that the lines are clean and possible to analyse in metalrich giant stars. Secondly, the equivalent width (EW) of lines in the two stars were measured. Because the strong lines are sensitive to the selection of the microturbulent velocity (Fulbright et al. 2006 ) and might suffer from the effects of improper modeling of the outer layers in stellar atmosphere models (McWilliam et al. 1995) , all lines with EWs higher than 130 mÅ were removed from our line list. As cool and metal-rich stars have more molecular lines than warmer stars, we make an extra check to make sure that our lines are not blended by molecules. For this check, we used the spectrum synthetic program (see described in 3.2) and the complete VALD (Kupka et al. 1999 (Kupka et al. , 2000 , see also references in the database) line list containing all metal and molecular lines to compute a synthetic spectrum. To generate a spectrum of a cool and metal-rich giant, the typical stellar parameters (T eff = 4500 K, log g = 2.0, [Fe/H] = +0.1 dex) were interpolated in the MARCS model atmospheres (Gustafsson et al. 2008) . We examined all the lines by eye and found that most of them are free of TiO, CN, C2, and MgH within 0.2 mÅ of the center of the Fe line. Sixteen Fe lines might suffer a weak contamination from the CN lines. This suggests that our final measured stellar parameters and abundance should not have a large systematic errors caused by the blending of molecular lines.
Linelist and analysis tool
The oscillator strength (log g f ) for the Hα line is adopted from the VALD database. The atomic data for the Ca i lines are taken from Smith & Raggett (1981) , apart from the log g f values for Ca i 612.2 and 616.2 nm, which are from Aldenius et al. (2009) .
The full list of lines, including references to atomic data, can be found in the on-line Appendix B (Table B .1).
Spectral anlaysis -SME
We use Spectroscopy Made Easy (SME, Valenti & Fischer 2005; Valenti & Piskunov 1996) to determine the stellar parameters by comparing synthetic spectra with observed spectra. SME uses the Levenberg-Marquardt (LM) algorithm to optimize stellar parameters by fitting observed spectra with synthetic spectra. The LM algorithm combines gradient search and linearization methods to determine parameter values that yield a chi-square (χ 2 ) value close to the minimum. Stellar parameters and atomic line data are required to generate a synthetic spectrum. In addition to specified narrow wavelength segments of the observed spectrum, SME requires line masks in order to compare with synthetic spectrum and determine velocity shifts, and continuum masks that are used to normalize the spectral segments. The homogeneous segments and masks are created to fit all of our solar sibling candidates. SME needs input values for T eff , log g, [Fe/H], microturbulence (v mic ), macroturbulence (v mac ), and rotational velocity (vsini). Given initial stellar parameters, the model atmospheres are interpolated in the precomputed MARCS model atmosphere grid, which has standard composition of elemental abundances. We then configured SME to fit each stellar spectrum by adjust- To this end we analysed the spectra fixing T eff and log g to the recommended values (Table 3) . We did three sets of analysis: one where both Fe i and Fe ii lines were fitted, one where only Fe i lines were fitted, and one where only Fe ii lines were fitted. In each case all lines were all fitted simultaneously.
The results are shown in Fig. 3 . We find that when we fit Fe i and Fe ii lines simultaneously the difference between our values and the recommended values is 0.01 dex with a σ of 0.10 dex. Figure 3 shows that it is the coolest stars that drives the size of the scatter, whilst the warmer stars have a smaller difference. When we fit only the Fe i lines the difference is 0.01 dex with a σ of 0.07 dex, and when we analyse the Fe ii lines only we find a difference of 0.03 dex with a σ of 0.07 dex. There are no discernible trends with T eff , although there is a weak indication that Fe ii lines do a better job in reproducing the reference values for the coolest stars (αCet, γSge, and αTau) while in the warmest stars (βGem, Vir, and ξHya) Fe i lines appear to do a much better better job than the Fe ii lines. However, the trend is weak and more data would be needed to draw a firm conclusion regarding if certain species are better at a certain temperature range for these types of stars.
This comparison shows that our line data and method of analysing the iron lines (assuming all other parameters to be known) is fully compatible with those in Jofré et al. (2014) who has established the reference values for the Gaia benchmark stars.
Looking for a robust method to determine [Fe/H]
for metal-rich red giant stars from optical spectra
Methods to derive effective temperature
Effective temperatures can be derived from stellar spectra using several methods. Fe i is the most common ion in terms of lines in the optical spectrum. As lines arising from the Fe i ion have a wide range of line strengths as well as excitation potentials it is in principle straightforward to determine T eff for the star by requiring Fe i lines with differing excitation potentials to produce the same iron abundances (e.g., Edvardsson et al. 1993 ). This analysis rests on the assumption of local thermal equilibrium (LTE). However, several studies suggest that this assumption does not necessarily hold (e.g., Fuhrmann 1998; Mashonkina et al. 2011; Ruchti et al. 2013; Thévenin & Idiart 1999) . Recently, NLTE calculations, e.g., from Bergemann et al. (2012) , have been included into some studies (e.g., Ruchti et al. 2013) . However, at solar metallicities the difference between LTE and NLTE results for Fe i tend to be very small for metal-rich stars (Ruchti et al. 2013 ) and we can thus neglect them here. Determination of the iron abundance is a by-product when T eff is derived in this way and errors in the T eff and iron abundance must correlate. Another method to derive T eff is to use the strong hydrogen lines present in stellar spectra as these lines change rapidly in strength as a function of T eff . These lines also have no gravity dependence in cool stars. Most commonly, T eff is derived from the synthesis of the extended wings of the Hα and Hβ lines (e.g., Barklem et al. 2002; Ruchti et al. 2013 ). This make them very useful for determining the temperature for stars with T eff < 8000 K (Gray 2005) . With this method iron must be determined independently and hence the errors are not correlated.
Another approach is to use line-depth ratios to derive T eff (Gray 1994) . One advantage of using line-depth ratios is that these do not depend on the metallicity of the star. In the visible spectral range, unblended Si, Ti, V, Cr, Fe and Ni line-depth rations can be used to estimate T eff . There are not many applications of this method in the literature, but Kovtyukh & Gorlova (2000) illustrated that the line-depth ratios are powerful indicators of T eff at least for supergiants. We will not further explore this method here.
Finally, we can use calibration of stellar photometry to derive T eff from a colour index, such as (B − V) 0 (see, e.g., González Hernández & Bonifacio 2009 ). This method has its limitations. For example, for stars in the Galactic bulge or in the plane of the Galaxy the photometric approach is hampered by the poorly determined reddening of individual stellar colours. Although this method is not very dependable for bulge stars, thanks to the large reddening along the line-of-sight, it nevertheless provides useful starting values for our analysis.
Methods to derive surface gravity
It is common to measure log g by imposing ionization equilibrium which means that we require Fe i and Fe ii lines to produce Article number, page 5 of 25 the same abundance 4 . Fe ii lines can be weak and they are not as numerous as the Fe i lines. This method thus requires high quality spectra with large wavelength coverage. As discussed above (Sect. 4.1) Fe i lines can be susceptible to departures from LTE. This is not true for Fe ii lines. Which means that ionizational balance can be influenced by departures from LTE. Determination of the iron abundance is a by-product of this method and errors in log g and [Fe/H] must correlate.
Several lines show strongly pressure-broadened wings in the spectra of cooler stars. This means that the surface gravity of late-type stars can be determined from analysis of these lines. Lines that have pressure broadened wings include the Mg i b lines at 516.7, 517.2, 518.3 nm, the Na i D lines at 588.9 and 589.5 nm, and the Ca i lines at 612.2, 616.2, and 643.9 nm (see, e.g., Bonnell & Bell 1993; Edvardsson 1988; Fuhrmann et al. 1997) . The analysis of the wings of these strong lines require that the elemental abundance of the element the line is arising from is also determined, from other lines than the one used to derive log g. This means that errors in log g and the abundance of that element correlate.
Finally, when we have independent measurements of T eff and metallicity, log g can be derived through isochrone fitting (see, e.g., Sozzetti et al. 2007 ). We will not further explore this method here.
Determining stellar parameters
In Sects. 4.1 and 4.2 we discussed various ways to determine T eff and log g. Although this is not an exhaustive summary, combining the various ways to derive T eff and log g still leads to quite a few possible combinations. Here we will explore the following combinations:
Method 1: In this method we only use Fe i and Fe ii lines to constrain all stellar parameters (i.e., excitation and ionizational equilibria are imposed). Method 2: In this method we use the Hα line to constrain T eff , the strong Ca i lines to constrain log g, and Fe i lines to derive the iron abundance. Method 3: In this method we use the Hα line to constrain T eff , the strong Ca i lines to constrain log g, and Fe ii lines to derive the iron abundance.
While in Method 1 all parameters are correlated, Method 2 and 3 aim at breaking these degeneracies by using separate measures for each of the three main parameters. We did not attempt to use the Mg i b and Na i D lines as these are too blended by the atomic and molecular lines to determine log g from them in metal-rich giant stars as we are interested in here. For cool giants with T eff < 4400 K, we further found that the wings of the Hα line almost vanished (see also Appendix C). This lead us to modify Method 2 to be able to include also such stars in our study (see Sect. 4.3.2) . In addition to T eff , log g, and [Fe/H] a spectroscopic analysis normally calls for the determination of a few other parameters; microturbulance (v mic ), marcotublence (v mac ), and rotational velocity (vsini).
Microturbulance and macroturbulence can either be derived from the spectrum itself or obtained from a calibration, such as those in Jofré et al. (2014) . Rotational velocities of red giants and horizontal branch stars are typically small (vsini < 5 km s −1 ), therefore a good assumption is to set vsini to 1 km s −1 . Which is what we do for the rest of this paper. We note that there is often a degeneracy between vsini and v mac which is hard to break in the analysis. For the type of study presented herewhere the aim is to get the best measure of [Fe/H] -the exact values of these two parameters is of less relevance to the final outcome of the investigation and we can allow them to be degenerate. This implies that in the this study we can regard them (together) as nuisance necessary to fit but not necessarily giving physical insight in to the star.
To test the three methods we adopted ten benchmark stars (see Heiter et al. 2015a; Jofré et al. 2014 , and Sect. 2.1.1).
Method 1: Fe i and Fe ii lines
In this method we fit all free parameters simultaneously by comparing the observed spectrum with a synthetic one for short regions around the Fe i and Fe ii lines. It should be mentioned that the method is more commonly performed with equivalent widths in the literatures (e.g., Bensby et al. 2003 ). This method is speedier if we start with realistic initial values for stellar parameters (see also Sect. 3.2). For the benchmark stars, their recommended values are used as the initial input, however, experience shows that the exact values are unimportant to achive convergence. An initial value for v mic was obtained using the relation given in Jofré et al. (2014) . The initial v mac value was set to 5.0 km s −1 for all stars.
All parameters are simultaneously fitted inside SME. As SME strives to fit all lines equally well this is in effect the same as requiring ionizational and excitational equilibrium -hence, all parameters are determined simultaneously. The method differs slightly from its most common implementation in the literature where an iterative scheme is employed and one parameters is varied in each step (see, e.g., Drake 1991; Drake & Smith 1991 , and discussions therein). Instead, the usage of SME in fully free mode is more akin to the method used in Feltzing et al. (2009) where the parameter space is searched (by hand) for a best fit to all criteria simultaneously.
Method 2: Hα, Ca, and Fe i lines
To break the degeneracy between the different parameters we use different spectral indicators for each of the main stellar parameters. This method requires a set of initial parameters to get started. These could be obtained in different ways (e.g., from photometry). For this test we take the parameters obtained in Method 1 as initial input. Method 2 : For warm giants (T eff > 4400 K), the following steps are used:
1. A set of parameters as initial input; 2. Fit the wings of Hα to derive T eff , while the other parameters are kept fixed; 3. Fit the wings of the three strong Ca i lines (λ 612.2, 616.2, and 643.9 nm) to determine log g. To break the degeneracy of log g and Ca abundance, several weak Ca i lines are also fitted at the same time; 4. Derive [Fe/H] from the Fe i lines by setting both v mic and v mac free, while the other parameters are kept fixed at the values derived in the steps above; 5. Repeat steps 2 to 4 with updated parameters until all five parameters reach convergence.
Article number, page 6 of 25 The middle synthetic spectrum (in red) shows the best fit. The other two synthetic spectra (blue and green) indicate the shape of the wings when T eff is changed according to our estimated uncertainty (here 50 K). The gray areas mark the regions used to evaluate the goodness of the fit. Note that these are relatively narrow since the spectrum has very little clean "line continuum" thanks to the cool temperature of the star, which results in many lines being present in the spectrum. Notes. The first column gives the name of the star. The second and third columns give the recommended effective temperature and surface gravity obtained from Heiter et al. (2015a) , while the recommended metallicity from Jofré et al. (2014) is listed in the column 4. For some stars we have two spectra from different instruments (see details in Sect. 2.1.1). The second spectrum is indicated by a dash in these three columns. The following seven columns give our results.
For step 2 a number of synthetic spectra are generated and their fit is evaluated using the spectral regions indicated in Fig. 4 . Further examples can be found in the on-line material in Appendix C.
In
Step 3 the three strong Ca i lines are simultaneously fitted. It would be possible to fit them each individually instead. A discussion of the merits of the different approaches can be found in the on-line material in Appendix D.
Step 5 require us to decide when a given parameter has converged. For the current work the following convergence criteria were applied: between two iterations the differences should be ∆T eff < 50 K for most stars, but for stars with very high S /N-ratios we required < 20 K, ∆ log g < 0.05 dex, and ∆[Fe/H]< 0.05 dex.
As mentioned, it is not feasible to measure T eff from the Hα line for the cooler giants (T eff < 4400 K). Therefore, the only option is to derive T eff using Fe i lines (excitational equilibrium) rather than the wings of the Hα line for these stars. However, this re-introduces a degeneracy between T eff and [Fe/H]. We are still able to use the three strong Ca i lines to determine log g. Modified Method 2 : For cool giants (T eff < 4400 K, the following steps are used:
1. A set of parameters as initial input; 2. Fit the wings of the three strong Ca i lines (λ 612.22, 616.22, and 643 .91 nm) to determine log g. To break the degeneracy of log g and Ca abundance, several weak Ca i lines are also fitted at the same time; 3. Setting both v mic and v mac free while keeping log g fixed, we only fit Fe i lines to determine T eff and [Fe/H] at the same time; 4. Repeat steps 2 to 3 with updated parameters until all five parameters converge.
Method 3: Hα, Ca, and Fe ii lines
Since the only difference between Method 3 and Method 2 is that we use Fe ii rather than Fe i lines, the atmospheric parameters are measured making use of the same iterative process described in Sect. 4.3.2 by changing from Fe i line to Fe ii lines. For Modified Method 2 we did make use of excitation equilibrium using the Fe i lines. However, the number of Fe ii lines available is much fewer than Fe i lines and they do not cover a large enough range in excitation potential for us to try to determine T eff from excitation equilibrium. Method 3 is thus only implemented for warm giants (T eff > 4400 K).
Discussion and error estimates
We now proceed to compare our results for the ten benchmark stars derived using the three methods. A comparison is shown in Fig. 5 and the stellar parameters obtained using Method 2 and Modified Method 2 are listed Table 3 . In particulare we find 5 : Of the three methods method 1 clearly performs the least well. It is noticeable that the scatter in all three stellar parameters are quite a bit higher for this method than for the other two. The offsets are also somewhat larger. From Fig. 5 we see that there is no particular trend in ∆T eff , ∆ log g, and ∆[Fe/H] as a function of T eff . This is reassuring as it indicates that our methods do not have hidden trends in them and that the estimated scatters can be trusted.
Method 3 suffers from the shortcoming that it can not be applied to cooler giants (T eff < 4400 K). This is a severe limitation for the study of globular clusters and field giants in the Galactic bulge. To study the metallicity distributions, we would therefore recommend Method 2 as providing a sound basis for an analysis of a large sample of stars. It is reassuring that this method not only gives good metallicity estimates but also reliable stellar parameters in general.
The uncertainty in T eff can be estimated by inspecting the comparison of synthetic spectra with the observed spectrum. This is relatively straightforward for the high S/N and high resolution spectra we have for the Gaia benchmark stars. We found that the typical uncertainty in T eff is about 50 K for most of the warm giants. One example, Vir, is shown in Fig. 4 . For log g, we found that for most stars the typical uncertainty is around 0.10 dex (see more details in Appendix D).
For [Fe/H] we calculate the error in the mean by using the iron abundance from each iron line indiviudally (remember that the parameters are decoupled in this method). Calculating the formal error in the mean we find errors typically around 0.02 dex, whilst σ is just below 0.1 dex (see Table 3 ).
For the benchmark stars, the typical uncertainties in the recommended T eff and log g are about 60 K and 0.10 dex (Heiter et al. 2015a) , respectively. The scatter in T eff and log g around the recommended values for the benchmark stars found in this study is comparable with the typical uncertainties of the recommended stellar parameters. There is a very small offset between the recommended [Fe/H] and our results when using Method 2. The typical uncertainty in the recommended [Fe/H] is comparable to what we find (< 0.02 dex, Jofré et al. 2014 ).
4.5. How much do the results depend on the S/N in the spectra?
Our tests of different methods have relied on the analysis of high S/N spectra of the metal-rich, cool giants in Gaia benchmark sample. Clearly, a study of for example the Galactic bulge will have spectra of much lower S/N. How will this influence the results? We analyse this in two steps. Firstly we will degrade the spectra for the Gaia benchmark stars to mimic that of high quality data for stars in the Galactic bulge and secondly we will make use of the extensive data set of stars in NGC 6528 that we have collected.
To test the dependence of our final results on S/N and resolution we have degraded the spectra for the ten benchmark stars and re-analysed them. We chose 45 000 and 20 000 for the resolution and at three different S/N (25, 35, 45) . 20 000 is a resolution that is common for FLAMES-GIRAFFE (used in the Gaia-ESO Survey) and the future massively multiplex spectrographs (e.g., WEAVE and 4MOST, Dalton et al. 2014; de Jong et al. 2014, respectively) .
Comparing with the results derived from the original spectra we found that [Fe/H] is weakly overestimated when the spectra are noisier, but [Fe/H] does not depend on the resolution of the spectrum. It should be noted that we did not investigate if the abundances of other elements were unaffected. The iron lines we use are carefully selected to be the cleanest and most easy to analyse, for other elements this may not be true.
Applying our analysis to stars in NGC 6528
Stellar parameters for NGC 6528 stars
Initial T eff for the stars were calculated using the colour-T eff -[Fe/H] relation from González Hernández & Bonifacio (2009) . As we could not obtain photometric data in the optical for all our stars, the dereddened J − K s colour is used to calculate the initial estimate of T eff . Following previous studies of the metallicity of (Table 3) . On each y−-axis is indicated the difference between the values we have obtained and the reference value (indicated by a subscript "r"). Method 1 is indicated by red symbols, Method 2 by black, and Method 3 is indicated by cyan symbols. Different symbols represent the different stars (as indicated in the figure, note that each symbol represent two stars.They should be easy to identify thanks to their different T eff ). Note that some stars have more than one spectrum analysed (see Sect. 2.1.1). The stars can be identified by their recommended T eff which is plotted on the x-axis.The dashed line indicates the separation of "cool" (left) and "warm" (right) giants (see Sect. 4.3.2).
NGC 6528 (e.g., Zoccali et al. 2004 ), we set [Fe/H] = -0.10 dex as the initial value for the analysis for all stars. Since most of our stars are either horizontal branch or red clump stars, we simply set the initial log g to 2.5 dex for warm giants (T eff ≥ 4400 K) and 2.0 dex for the cooler. For the analysis we used Method 2 and Modified Method 2, as desribed in Sect. 4.3.2. Inspecting the spectrum of star 1-24, we found that most of the lines are asymmetric. Zoccali et al. (2004) found that this star likely is a binary. Our inspection of the spectrum supports this conclusion. The star was removed from our sample.
For stars 61, 66, 68, and 84 we were unable to analyse the spectra as they all have low S/N and in addition the spectra appear to have several unexpected features. These stars were excluded from the analysis. This leaves us with 29 stars successfully analysed. The results are listed in Table 4 . Eight of these stars are not radial velocity members of NGC 6528 (see Sect. 2.3).
Analysis of a suite of low S/N spectra for stars in NGC 6528
For several of the stars in NGC 6528 we have multiple exposures. This allows us to analyse spectra of different S/N for the same star. Using Method 2 and Modified Method 2 we analysed the actual observed spectra of five stars (star-05, -07, -62, -65 and -67, IDs as in Table 2 ). Two of the cluster stars (-62 and -71) have a large number of spectra allowing us to study the results in a more statistical way. For reference value we use the final parameters determined for each star as listed in Table 4 . Note that in this figure we do not distinguish between stars for which different methods to derive T eff have been used (compare Fig.7 ).
We find that the scatter, for a given star and for the whole sample, increases as we go to spectra with lower and lower S/N.
Article number, page 9 of 25 Table 2 in Appendix A, which are also used in the Finding Chart in the same appendix. Column two the original IDs, Columns three to eight lists the derived parameters and their associated errors. Columns nine and ten list the micro and macro turbulences, respectively. "Y" and "N" in the last column indicate if the star is a radial velocity member of NGC 6528 or not. This is not a new finding, but it is here quantified in detail for, what we believe, is the first time for evolved, metal-rich giant stars. Although the scatter increases as we go to lower S/N the mean value of the measurements more or less reproduces the reference value. At the lowest S/N we find a positive offset (Fig. 6 ).
Further details are available in the online material in Appendix E.
Discussion: Do Method 2 and Modified Method 2 produce comparable results?
Unfortunately, the answer to the question posed in the headline of this section is -no. This should perhaps not come as a surprise, but given the results in Sect. 4.4 we would have expected that the results would be relatively similar and no (obvious) systematic differences present. This is, however, not the case. Figure 7 shows the cumulative distributions of [Fe/H] for stars that are radial velocity members of NGC 6528. We plot the distribution for all stars, but also for stars analysed using Method 2 and Modified Method 2, respectively. Table 5 lists the number of stars in each sub-sample and the average [Fe/H]. Stars analysed using Method 2 are about 0.1 dex more metal-rich than stars analysed with Modified Method 2. The median is similarly off-set. To check that this result does not depend on S/N we also Notes. The first column indicates which methods are included in the average, the second column indicates if all S/N are included or if there is a cut-off, the third column gives the number of stars in the sample, the fifth column lists the average [Fe/H], while columns six and seven lists the associated σ and error-in-the-mean (σ/ √ N stars ).
analysed only stars with S/N > 35. Although this results in rather small samples the end-result remains (Fig. 7 b) . We also note that when selecting only stars with S/N > 35 the full sample as well as the two sub-samples all give a lower Article number, page 10 of 25 C. Liu et al.: Determination of robust metallicities for metal-rich red giant branch stars To summarize, Fig. 6 indicate that the methods are very good at reproducing the final [Fe/H] also at relatively low S/N, but below about ∼ 35 the errors increase and results in inflated values for [Fe/H] . However, of greater concern is that the results from the two methods are offset (Fig. 7 a & b) .
The metallicity of NGC 6528
Results
Given the results found in Sect. 5.2 and 5.3 defining the iron abundance of the metal-rich globular cluster NGC 6528 requires some care. In Method 2 the degeneracy between T eff and [Fe/H] is broken and is thus the most robust method to derive [Fe/H] with. Our final result for NGC 6528 will therefore be based on this method. In Fig. 7 (panels c and d) we show the final result when the [Fe/H] from Modified Method 2 are calibrated to Method 2 by applying the offset between the two methods to stars analysed with Modified Method 2.
The final sample of stars in NGC 6528 thus contains 3 + 10 stars with S/N > 35 (compare Table 5 ). If we consider these 13 stars which have S/N > 35 the mean and standard deviation change to +0.04 dex with σ = 0.07 dex and hence an error in the derived mean abundance of 0.02 dex. This is our best estimate of [Fe/H] for NGC 6528.
Comparison with literature
The spectra of four red horizontal brach stars in NGC 6528 were analyzed by Carretta et al. (2001) . They found that the mean [Fe/H] for NGC 6528 is 0.07±0.01 dex. Two of these stars (3014 and 3025) are part of our sample. For these stars our [Fe/H] are higher than found by Carretta et al. (2001) . The difference is particularly large for 3014 for which our value is 0.1 dex higher. The discrepancy between the two results is mainly caused by the difference in T eff . Our T eff is hotter than that of Carretta et al. (2001) by about 150 K, while the log gs are similar.
Four of our stars (1-16, 1-24, 1-36, and 1-42) were taken from the sample by Zoccali et al. (2004) . As discussed above 1-24 is a spectroscopic binary and has been excluded from further analysis. Zoccali et al. (2004) note that 1-16 has a nearby companion. They therefore discarded also this star. As we have a large sample we are less worried about slight contamination of an individual spectrum and have kept the star in the sample.
The [Fe/H] determined by us and Zoccali et al. (2004) for 1-36 agree very well. On the other hand, the differences for I-42 are large. Although the two T eff are very similar there is a difference in the metallicity and gravity of about 0.20 dex. Several possibilities might explain this discrepancy. The most obvious one being that we have different line lists and potentially also different log g f values for lines in comment 6 . We have also made use of the latest updates of log g f -values. We found that the uncertainty in the determined metallicity and gravity is much larger than the typical values, because 1-42 is a cooler giant (T eff ∼ 4100 K). Zoccali et al. also found that 1-42 has large Notes. The numbers in the last column indicate the reference: 1) Origlia et al. (1997) (2014) scatter in iron abundances. We also note that 1-42 has a lower S/N than the other stars from Zoccali et al. (2004) . Given that it is also a cool giant and hence analysed with Modified Method 2, it is likely that the results are quite influenced by the deterioration in results below S/N ∼ 35 (see also plots in Appendix E). Thus there does not seem to be one single issue that have contributed to the difference but several. Apart from these two high-resolution studies, several other recent studies are summarized in Table 6 . Most of these agree with our results, with the exception of the metallicity derived from a comparison of the low resolution spectra to a grid of synthetic spectra (Coelho et al. 2001 ).
Conclusions and implications for the study of metal-rich stellar populations
With the aim of providing robust measures of [Fe/H] for metalrich red giant branch stars we have conducted a thorough study of how best to analyse such spectra. We first analysed spectra for a set of so called benchmark stars to see which methods could best reproduce the reference values and secondly we analysed a set of spectra for a metal-rich globular cluster to appraise how well the chosen method fared in a real example with sometimes spectra of poor quality. Our conclusions are the following -Low S/N in the spectra skews [Fe/H] values to higher values.
-Using excitation equilibrium to determine T eff results in [Fe/H] that are 0.1 dex lower than if we fit the wings of the Hα line are used to derive T eff .
These two effects should be taken into account when studying red giant stars in metal-rich stellar populations. In general the best approach would be to ensure large enough S/N in the spectra and only use stars with T eff > 4400 K. However, this might not always be practical or even possible. When cool stars need to be used or when the S/N on average can not be sufficiently high the study should implement a careful approach already at the telescope; a substantial number of warmer stars should be observed at sufficiently high S/N. These stars need not be part of the science sample, but can, for example, be stars in a globular cluster or in the field. In fact, stars in a globular cluster might be preferable as only there will it be straightforward to do the type of comparison that we present in Sect. 5.3
We study the [Fe/H] in the metal-rich and old globular cluster NGC 6528. We find that the best value, taking the various issues summarised above into account, is [Fe/H] = +0.04 dex with σ = 0.07 dex and hence an error in the derived mean abundance of 0.02 dex. Table 2 . Basic information for all stars analysed in this study. The first part of the table contains the data for stars observed with UVES on VLT in stand-alone mode, the second part lists the stars observed with FLAMES-UVES on VLT, and the third part stars observed with HIRES on KECK. Notes. The first column provides the number that we use to identify the stars in the finding chart (see below). The names of the targets used in the fits-headers of original observations are given in the second column. This enables for a better traceability when comparing with papers that have published analyses of some of these stars. These names are also short-hand names and will be used in the text. We also list VVV and 2MASS identifications (when available) in column 3 as well as the coordinates in column 4 and 5. De-reddened magnitudes and measured radial velocity are given from column 6 to 9. Some observation informations, such as date, exposures time, and instrument, are shown from column 10 to 12. In the last column, S/N measured from the spectrum is also included. a De-reddened magnitudes have been derived adopting the reddening law by Cardelli et al. (1989) .
b Signal-to-noise ratio of the final co-added spectrum. c The radial velocity is adopted from Carretta et al. (2001) . The last column gives the S/N. The average S/N of the final co-added spectrum for each star was estimated using the SPLOT task within IRAF at three short wavelength regions (574.4 − 574.7 nm, 604.7 − 606.3 nm, and 606.8 − 607.6 nm).
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Appendix A: NGC 6528 -a finding chart Figure A .1 shows a finding chart centred on the field of the globular cluster NGC 6528. All stars from Table 2 are marked (two stars fall outside the image) and identified by the number that is listed in the first column in Table 2 . The image is based on WFC3 observations with the HST and has been retrieved from the Mikulski Archive for Space Telescopes 7 .
Appendix B: Linelist
This section presents the full linelist used in the study of the ten Gaia benchmark stars and the red giant branch stars in NGC 6528. The data is shown in Table B .1, where also references to the original sources of the data are given. Most of the lines have been included in the linelist used in the Gaia-ESO Survey (Gilmore et al. 2012, and Heiter et al., in prep.) .
In the fourth column in Table B .1 we give the classification used in the Gaia-ESO linelist. Two flags are given, the left refers to the quality of the log gf and the second to the blending properties of the line.
• The flags have the following meaning for log gf:
-y -Data come from a trusted source (mainly laboratory measurements with excellent accuracy). -u -Quality of data is not decided (advanced theoretical calculations and lower accuracy laboratory data). -n -Data are expected to have low accuracy.
• The flags have the following meaning for blending properties as assessed in spectra of the Sun and Arcturus:
-y -Line is particularly un-blended or only blended with line of same species in both stars. -u -Line may be inappropriate in at least one of the stars. Table 2 . Red circles show stars observed with UVES, blue circles show stars observed with FLAMES-UVES, and black circles show stars observed with HIRES. The numbers next to the circles refer to the numbers in Table 2 . The core radius of the cluster (0.13 arcmin) is indicated by a red dashed line and the half-light (0.38 arcmin) by a black solid line. Data taken from Harris (1996) . The image has been smoothed with a Gaussian to roughly mimic the seeing at Paranal.
A&A-NGC6528, Online Material p 18 In this study we have fitted the wings of the Hα line by eye. We chose this approach in order to gain a deeper understanding of the issues facing the analysis of this line in the spectra of metalrich giant stars. However, for larger samples and for a more routine approach an automated method should be attempted. Figure C .1 shows our fits for three benchmark stars with different T eff (see the Figure caption) . The warmest star is shown on top. This figure nicely illustrates the fact that the wings of the Hα line get less and less well developed in stars with cooler and cooler temperatures. Eventually, the wings become sufficiently weak that it is impossible to determine T eff from them.
Automated routines for fitting the wings should ideally be used. This is not yet well explored for metal-rich stars such as those in NGC 6528. Methods such as those in Barklem et al. (2002) should be possible to adapted but it might become increasingly difficult to define suitable windows to fit the spectra in metal-rich red giant stars. Figure C .1 shows the fits for three of the benchmark stars. As we are doing the fits by hand we have been able to customise the fitting regions. An experienced researcher may decide on different windows for the different spectra (as in our case). However, it would be feasible to stick to a single set of windows with these high quality spectra. This is more difficult when the spectra have low S/N. Figure C .2 shows how difficult it is to find clean regions in spectra with relatively low S/N. The spectrum shown in the top panel has a S/N of 29 and the one in the bottom panel has a S/N of 46. The two stars both have T eff > 4400 K, i.e. we would expect to be able to fit the Hα line for both stars. 2) we fit the three strong Ca i lines at 612.22, 616.22, and 643.91 nm simultaneously to determine log g. This is not necessarily the only way to make use of the gravity sensitivity of these three lines. For example, it would be possible to fit each of the lines individually and take the average of the three determinations. Such an approach would also offer the possibility to derive the scatter around the mean value as well as the error in the mean. In Table D .1 we report such results for the ten benchmark stars we have studied.
We found that for most stars, the typical uncertainty is around 0.10 dex. But, the determined log g suffers from a larger uncertainty for a lower gravity star. Except for βAra, the average of the three measured gravities (log g ave ) agree well with the obtained gravity (log g method2 ) by fitting the three Ca lines simultaneously listed in Table D.1. It is clearly shown that the determined log g method2 is strongly weighted by the second Ca line as log g from the Ca i 616.2 nm line is much larger than the other two lines.
Appendix E: Exploration of impact of S/N on determination on stellar parameters for cool, metal-rich giant stars
As discussed in Sects. 4.5 and 5.2 the S/N of the spectra influences the results, at least for low S/N. This is one of the major findings of this study. For several of the stars in NGC 6528 we have multiple exposures. This allows us to analyse spectra of different S/N for the same star. Using Method 2 and Modified Method 2 we analysed the spectra of five stars IDs as in It is easily seen, as expected, that when we analyse spectra of lower and lower S/N the scatter increases for all three parameters. It is in particular acute for log g which blows up to a rather large error quickly as the S/N deteriorates.
For T eff there is a marked increase in scatter and different stars appear, perhaps to behave in different ways. It is in particular interesting to compare and contrast star-62 and star-71. For star-71 (with T eff of 4560 K, thus analysed with Method 2) we systematically underproduce T eff when we go to lower S/N, while the opposite is true for star-62 (with T eff of 3967 K, thus analysed with Modified Method 2). For T eff there is thus a difference between Method 2 and Modified Method 2. We recall that Method 2 uses the wings of the Hα line to obtain T eff whilst Modified Method 2 uses excitation equilibrium of Fe i lines as the Hα wings disappear. Figure E .1 shows the detailed results.
The results for [Fe/H] are discussed in detail in the main body of the paper.
A&A-NGC6528, Online Material p 22 Comparison of synthetic spectra with the wings of Hα for the Gaia benchmark star Vir (T eff = 5056 K and log g = 2.8 dex), ξHya (T eff = 4991 K and logg =2.96), and HD 107328 (T eff = 4483 K and log g = 2.0 dex). The middle synthetic spectrum (in red colour) is the best fit to the Hα wings, and the other two synthetic spectra indicate the shape of the wings when T eff is changed according to our estimated uncertainty. The marked grey regions were used to evaluate the goodness of the fit. Note that these are relatively short since many of the spectra have very little clean "line continuum" thanks to the cool temperatures which results in many molecular lines being present in the spectra.
A&A-NGC6528, Online Material p 24 Comparison of synthetic spectra with the wings of Hα two stars in NGC 6528. Star-06 (T eff = 4623 K and log g = 1.98 dex) and Star-07 (T eff = 4776 K and log g = 2.50 dex). The middle synthetic spectrum (in red colour) is the best fit to the Hα wings, and the other two synthetic spectra indicate the shape of the wings when T eff is changed according to our estimated uncertainty. The marked grey regions were used to evaluate the goodness of the fit. Note the richer and more noisy spectra for these stars as compared to the benchmark stars displayed in Comparison of synthetic spectra fitted to the wings of the three strong Ca i lines for two stars in NGC 6528. Star-05 (T eff = 4277 K and log g = 1.95 dex) and Star-07 (T eff = 4776 K and log g = 2.50 dex). The observed spectrum is shown as a dotted line. The fitted spectrum is shown in red. This is the best fit as evaluated inside SME using the exact regions indicated with grey shaded regions. All three lines are fitted simultaneously, as implemented in Method 2. In the lower panels the residuals are shown. One exp. Two com. exp. Three com. exp.
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Fig. E.1.
Comparison of the derived stellar parameters as a function of S/N. The y-axes show the difference between the value for each parameter derived from the low S/N spectrum and the value derived from the final combined spectrum (i.e., that used in the analysis in Sect. 6. The stellar parameters of the five stars are given in the legend. The colours refer to how many spectra have been combined to obtain the analysed spectrum (colours as indicated in the legend).
