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Abstract
For checking equivalence of any two word morphisms, restricted on a subset (language), it sufﬁces
to do this for a ﬁnite subset of the language, the so-called ﬁnite test set.A way of effectively obtaining
a ﬁnite test set for a special class of languages, the so-called iterated morphisms, is presented here
together with an explicit upper bound for its size. The method can be extended to free metabelian
groups, and to certain other metabelian groups.
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1. Introduction
Test sets were originally considered for free ﬁnitely generated monoids. We say that a
subset S of a language L ⊆ ∗ is a test set for L if, for any morphisms f, g : ∗ −→ ∗,
the equation
f (w) = g(w)
holds for all words w in L if and only if it holds for all words in S. This concept can be
generalized to other semigroups in an obvious way.
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In 1985 Albert and Lawrence [1] and Guba [8] independently proved the famous
Theorem 1 (Ehrenfeucht’s Conjecture). In free ﬁnitely generated monoids every language
has a ﬁnite test set.
Both proofs are quite short and are based on Hilbert’s Basissatz, the proof in [1] via the
ﬁnite basis property of normal subgroups of ﬁnitely generated metabelian groups (see [9]).
Moreover, both proofs in fact generalize the conjecture to groups, the proof in [8] to free
ﬁnitely generated groups and the proof in [1] to ﬁnitely generated metabelian groups. The
problem of effectively ﬁnding these ﬁnite test sets for an effectively given L or estimating
their sizes has attracted a lot of interest, we refer to the chapter on morphisms in [26], [18,
Chapter 14], and [22].
A special case of interest is iterated morphisms. Indeed, much of the initial interest in
checking morphism equivalence stemmed from investigation of iterated morphisms. In a
free ﬁnitely generated monoid ∗ an iterated morphism is a language of the form
{n(w) | n0},
where  : ∗ −→ ∗ is an endomorphism and w ∈ ∗. Again the concept is immediately
generalized to other semigroups. In addition to being theoretically interesting, iterated mor-
phisms have found numerous but scattered uses and applications, the best known undoubt-
edly being their use in modelling plant-like forms in computer graphics (the Lindenmayer
system formalism), see e.g. [23] or Chapter 9 of [27]. In Lindenmayer system theory iterated
morphisms are called D0L languages, see [25] and the relevant chapters of [26].
It follows immediately from the proof in [1], via an embedding of∗ in the freemetabelian
group generated by  and using group-theoretic enumeration, that ﬁnite test sets can be
found effectively for iterated morphisms in free ﬁnitely generated monoids, and in ﬁnitely
generated metabelian groups as well, since they have a decidable word problem (see [2]). 1
Indeed, with a bit of care and use of Gröbner bases, a somewhat practicable algorithm for
ﬁnding a ﬁnite test set can be devised along these lines, see [29].
It is known that for iterated morphisms in free ﬁnitely generatedmonoids∗ a worst-case
lower bound for the size of a ﬁnite test set is (m4) where m is the size of , see [21]. The
only known upper bound, again for the case of ﬁnitely generated monoids, is obtainable in
an unpublished report of ours [28]. This upper bound is truly huge (the proof uses van der
Waerden’s Theorem) and involves parameters other thanm. On the other hand, its derivation
does not use Hilbert’s Basissatz.
It is the purpose of this paper to take the basic idea in [28], reformulate it via a group
representation, and avoid the use of van der Waerden’s Theorem. In this way, compared to
[28],
• the construct is shorter and much simpler;
• an explicit upper bound for the size of the test set can be stated that is much smaller (but
still quite large and involving parameters other thanm), indeed it is evenmuch smaller than
1 For ﬁnitely generated free groups ﬁnite test sets of iterated morphisms can be found effectively, too, using the
fact that the universal theory of these groups is decidable (see [20]).
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the well-known upper bound derived in [7] for the D0L sequence equivalence problem,
a very special case of the general problem;
• the result is extended to certain metabelian groups, notably free ﬁnitely generated
metabelian groups.
The ﬁnite test sets we obtain are of the special form {n(w) | 0nN} and an explicit
formula for N is given, see Theorem 11.
InLindenmayer system theoryﬁndingﬁnite test sets for iteratedmorphisms in free ﬁnitely
generated monoids is intimately connected with solution of a certain equivalence problem,
the so-called HD0L sequence equivalence problem. The upper bound we obtain then gives a
new complexity bound for this problem and its special case, the D0L sequence equivalence
problem. 2 An HD0L sequence is a sequence of the form
(f n(w))∞n=0,
where  : ∗ −→ ∗ is an endomorphism, w ∈ ∗ and f : ∗ −→ ∗ is a morphism.
The concept is naturally extended to all semigroups and groups. It then corresponds to
the concept of a linear recurrent sequence in Abelian monoids and groups—considered as
Z-(semi)modules—and is thus quite natural even outside Lindenmayer system theory—see
[29] and Section 3.
For basics in algebra we refer to [24,15], actually very little algebra is needed here.
2. Basics of Z-rational sequences: an overview
The gist of our construct is based on properties of Z-rational sequences. We give here
an overview without proofs. Z-rational sequences—as coefﬁcient sequences of Z-rational
formal power series—are widely discussed e.g. in [30] and [4].
AZ-rational sequence is a sequence (fn)∞n=0 satisfying a linear homogeneous recurrence
with constant coefﬁcients (LHRCC in short)
fn = c1fn−1 + c2fn−2 + · · · + ckfn−k for nk,
where the coefﬁcients c1, c2, . . . , ck and the initial values f0, f1, . . . , fk−1 are integers.
k is the order of the LHRCC. The characteristic polynomial of the LHRCC is the monic
polynomial
(r) = rk − c1rk−1 − · · · − ck−1r − ck ∈ Z[r].
The roots of  are the characteristic roots of the LHRCC. (We exclude the trivial case where
k = 0.)
2 In certain signiﬁcant cases solution of the HD0L language equivalence problem, i.e., equivalence of sets of
terms of HD0L sequences, can be reduced to the sequence equivalence problem. Especially, equivalence of D0L
languages can be reduced to the D0L sequence equivalence problem. See [14,25]. The general case of the HD0L
language equivalence problem is open.
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It is well-known that fn has the exponential polynomial representation
fn =
l1∑
j=1
pj (n)nj +
l2∑
j=l1+1
pj (n)(−1)nnj
+
l3∑
j=l2+1
nj
(
pj (n)e
inj + pj (n)e−inj
)
for nn0,
where
• the numbers 1, . . . ,l3 are positive reals,• 1, . . . ,l1 are the distinct positive real roots of  (if any), and pj is a polynomial with
real coefﬁcients of degree less than the multiplicity of the root j (j = 1, . . . , l1),
• −l1+1, . . . ,−l2 are the distinct negative real roots of  (if any), and pj is a polynomial
with real coefﬁcients of degree less than the multiplicity of the root −j (j = l1 +
1, . . . , l2),
• l2+1e±il2+1 , . . . ,l3e±il3 are the distinct complex conjugate root pairs of  (if any),
and pj is a polynomial with complex coefﬁcients of degree less than the multiplicity of
the root pair j e
±ij (j = l2 + 1, . . . , l3),
• l2+1, . . . ,l3 ∈ (0,),• n0 is the multiplicity of zero as a root of .
This representation is unique. Indeed, the coefﬁcients of the exponential polynomial rep-
resentation are uniquely determined by a linear system of equations the matrix of which is
the Casoratian matrix of the terms of the representation.
We need the representation in the real form
fn =
l1∑
j=1
pj (n)nj +
l2∑
j=l1+1
pj (n)nj cos n
+
l3∑
j=l2+1
nj (p1j (n) cos nj + p2j (n) sin nj ) for nn0,
wherep1j andp2j are polynomials with real coefﬁcients of degree less than the multiplicity
of the root pair j e
±ij (j = l2 + 1, . . . , l3). Again the representation is unique. This can
be extended to R in the form
f (x)=
l1∑
j=1
pj (x)xj +
l2∑
j=l1+1
pj (x)xj cos x
+
l3∑
j=l2+1
xj (p1j (x) cos xj + p2j (x) sin xj ).
Then fn = f (n) and f (x) satisﬁes the difference equation
f (x) = c1f (x − 1)+ c2f (x − 2)+ · · · + ckf (x − k).
Especially, if (fn)∞n=0 is the zero sequence, then the extension f (x) is the zero function.
(It may be noted that the difference equation may have other solutions: for instance, the
nonzero function sin x satisﬁes the difference equation f (x) = −f (x − 1). Of course,
sin n = 0 and sin x is not an allowed extension here.)
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Z-rational sequences (fn)∞n=0 can be identiﬁed with integer sequences having a matrix
representation, i.e., a representation of the form
fn = eTMnd for n0,
where, for some k, e and d are k-vectors with integer entries andM is a k × k-matrix with
integer entries. (Indeed, a matrix representation corresponding to the LHRCC is obtained
using the companion matrix of its characteristic polynomial, and an LHRCC corresponding
to a matrix representation is obtained from the characteristic polynomial of the matrix M
via the Cayley–Hamilton Theorem.)
A p-decomposition of a Z-rational sequence (fn)∞n=0, satisfying an LHRCC of order k,
is the collection of sequences
(fpn+j )∞n=0 (j = k, . . . , k + p − 1).
(Note that the ﬁrst k terms of (fn)∞n=0 are excluded in order to get rid of initial values
that do not affect later terms.) The sequences (fpn+j )∞n=0 are the components of the p-
decomposition—also called decimations, see [6]—and, as is easily seen using a matrix
representation, they are Z-rational sequences satisfying the same LHRCC of order k and
not having zero as its characteristic root.
We then turn to properties concerning the zero terms in a Z-rational sequence (fn)∞n=0.
A fundamental result is
Theorem 2 (Skolem–Mahler–Lech). If theZ-rational sequence (fn)∞n=0 contains zero terms
then there exist nonnegative integers a1, . . . , aL and b1, . . . , bL such that:
{n | fn = 0} = {ajn+ bj | n0 and j = 1, . . . , L}.
Moreover, each nonzero aj divides the lcm C of the orders of those primitive roots of unity
which can be expressed as ratios of two roots of the characteristic polynomial .
The theorem was ﬁrst proved using p-adic methods (see e.g. [17]), an elementary proof
was obtained by Hansel [10]. The latter part of the theorem is an easy consequence of the
ﬁrst part. Berstel and Mignotte [3] showed that
Lemma 3. Ce2k
√
3 ln k
.
This of course implies that it is decidable whether or not a Z-rational sequence has
inﬁnitely many zero terms. On the other hand, it is a famous open problem whether it is
decidable if a Z-rational sequence has a zero term. The problem is known to be NP-hard
(see [5]), and decidable in the special case k3 (see [32]). Remarkably, an upper bound
is known for the number of zero terms, if ﬁnite, which depends only on k (and is triply
exponential in k, see [31]).
We say that a Z-rational sequence has the ﬁnite-zeros property if it either is identically
zero or has only ﬁnitely many zero terms.
Lemma 4. The components of a p-decomposition of (fn)∞n=0 where C divides p have theﬁnite-zeros property.
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Proof. This follows from the Skolem–Mahler–Lech Theorem. The components cannot
have only ﬁnitely many nonzero terms as is seen by applying the LHRCC backwards. 
Suppose then that we have a doubly indexed collection of Z-rational sequences
S :
(
f
(jl)
n
)∞
n=0 (j = 1, . . . , L; l = 1, . . . ,Mj ),
each satisfying the same LHRCC L. We say that the sequence (Fn)∞n=0 deﬁned by
Fn =
L∏
j=1
Mj∑
l=1
(
f
(jl)
n
)2
is the zero indicator of S. It is immediate that we have the logical equivalence
Fn = 0⇐⇒
L∨
j=1
Mj∧
l=1
(
f
(jl)
n = 0
)
.
Lemma 5. The zero indicator sequence (Fn)∞n=0 is a Z-rational sequence satisfying an
LHRCC of order
T =
(
L+D − 1
D − 1
)
(2L(s − 1)+ 1),
where d is the number of distinct characteristic roots of L, s is the maximum multiplicity of
characteristic roots of L, and D = 12d(d + 1).
Proof. Denote by 1, . . . , d the squares of the characteristic roots of L, and by
d+1, . . . , D the pairwise products of these roots. Using the exponential polynomial rep-
resentation for the sequences in S we can then write
Fn =
L∏
j=1
D∑
i=1
pij (n)
n
i
for some polynomials pij of degree at most 2(s− 1) with complex coefﬁcients, and further
Fn = ∑
h1+···+hD=L
Ph1,...,hD (n)
(
h11 · · · hDD
)n
for some polynomials Ph1,...,hD of degree at most 2L(s − 1) with complex coefﬁcients.
In the last sum, the number of summands equals the binomial coefﬁcient in the formula
for T. We have then an exponential polynomial representation of (Fn)∞n=0 corresponding
to an LHRCC of order T with complex coefﬁcients. Since C is a Fatou extension of Z
(see Theorem 6.2 of [30]), it follows that this LHRCC may be assumed to have integer
coefﬁcients. 
Lemma 6. Assume that all sequences
(
f
(jl)
n
)∞
n=0 of S have the ﬁnite-zeros property. Then
so does the sequence (Fn)∞n=0. If the sequence (Fn)∞n=0 is identically zero then, for some j,
the sequences
(
f
(jl)
n
)∞
n=0 (l = 1, . . . ,Mj ) are also identically zero.
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Proof. To prove the ﬁrst claim assume that all sequences
(
f
(jl)
n
)∞
n=0 have the ﬁnite-zeros
property and that the sequence (Fn)∞n=0 contains inﬁnitely many zero terms. Then, for some
j, each of the sequences
(
f
(jl)
n
)∞
n=0 (l = 1, . . . ,Mj ) also contain inﬁnitely many zero
terms. It follows that these sequences are all identically zero, and hence that the sequence
(Fn)
∞
n=0 is also identically zero. The second claim is proved similarly. 
3. Recurrence formulation of iterated morphism
Consider the free metabelian groupG generated by the ﬁnite set  = {a1, . . . , am}. An
iterated morphism is a subset of G of the form
U = {n(w) | n0},
where  is an endomorphism on G and w ∈ G. We write
(aj ) = asj1ij1 · · · a
sjLj
ijLj
, where sj1, . . . , sjLj ∈ {−1, 1}
for j = 1, . . . , m, and
w = as1i1 · · · a
sL
iL
, where s1, . . . , sL ∈ {−1, 1}.
Consider then another free metabelian group G generated by  = {b1, . . . , br}, and two
morphisms f, g : G −→ G. We get the following recurrence system for the sequence
((f n(w))(gn(w))−1)∞n=0:
f n+1(aj )= (f n(aij1))sj1 · · · (f n(aijLj ))
sjLj (j = 1, . . . , m),
gn+1(aj )= (gn(aij1))sj1 · · · (gn(aijLj ))
sjLj (j = 1, . . . , m),
(f n+1(w))(gn+1(w))−1 = (f n(ai1))s1 · · · (f n(aiL))sL
×(gn(aiL))−sL · · · (gn(ai1))−s1 .
To ﬁnd a ﬁnite test set S for U it sufﬁces to ﬁnd a number N, depending possibly on m, 
and w but not on f or g, such that
(f n(w))(gn(w))−1 = e (n0)
whenever
(f n(w))(gn(w))−1 = e (0nN ),
where e is the identity element of G. We may then take
S = {n(w) | 0nN}.
This is the approach we will apply, using the above recurrence system under a polynomial
coding. It may be noted that these ﬁnite test sets are of a special form, an initial block of
the sequence (n(w))∞n=0, and thus much smaller test sets may well exist. E.g., in the case
m = 2 it is known that two elements sufﬁce in free monoids, see [11].
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Let us then denote by [v] the image of the element v ∈ G under the canonical morphism
mappingG onto the free abelian group generated by , i.e., the group Zm, and by [] the
endomorphism on Zm induced by . We use similar notation for the canonical image ofG
in Zr . We may identify [] by an m × m-matrix and [f ] and [g] by r × m-matrices with
integer entries. Since then
[f n(aj )] = [f ][]n[aj ], [gn(aj )] = [g][]n[aj ]
and
[(f n(w))(gn(w))−1] = ([f ] − [g])[]n[w]
we see that each of the vectorial sequences ([f n(aj )])∞n=0 and ([gn(aj )])∞n=0 (j =
1, . . . , m) and ([(f n(w))(gn(w))−1])∞n=0 satisﬁes the same LHRCC of order m, given
by the characteristic polynomial of []. It is important that this LHRCC does not depend
on f or g. Components of these sequences are thus Z-rational, and we need the properties
of Z-rational sequences given in the previous section to deal with them.
4. Polynomial recurrence for iterated morphism
We continue the construct of the previous section. The Magnus representation 	 for G
is the polynomial matrix representation given by
bj ⇀↽ 	(bj ) =
(
1 0
yj uj
)
(j = 1, . . . , r),
where y1, . . . , yr (collectively denoted by y) and u1, . . . , ur (collectively denoted by u) are
different polynomial variates, see [19]. Representation of an element v ofG is then of the
form
v ⇀↽ 	(v) =
(
1 0
p(y,u) ua
)
,
where a is the multi-index (
1, . . . , 
r ) = [v]T and
p(y,u) =
r∑
j=1
pj (u)yj and ua = u
11 · · · u
rr .
Here pj (u) and ua are Laurent polynomials with integer coefﬁcients. Group operations are
represented by the matrix operations(
1 0
p1(y,u) ua1
)(
1 0
p2(y,u) ua2
)
=
(
1 0
p1(y,u)+ ua1p2(y,u) ua1+a2
)
and (
1 0
p(y,u) ua
)−1
=
(
1 0
−u−ap(y,u) u−a
)
.
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We now apply the representation to the recurrence system obtained in the previous section.
For simplicity we denote
	(f n(ai))=
(
1 0
pin(y,u) uain
)
,
	(gn(ai))=
(
1 0
pm+i,n(y,u) uam+i,n
)
(i = 1, . . . , m)
and
	((f n(w))(gn(w))−1) =
(
1 0
pn(y,u) uan
)
(n0).
We note that
aTin = [f n(ai)] = [f ][]n[ai] for i = 1, . . . , m,
aTin = [gn(ai)] = [g][]n[ai] for i = m+ 1, . . . , 2m
and
aTn = [(f n(w))(gn(w))−1] = ([f ] − [g])[]n[w],
considered as vectorial sequences, all satisfy the same LHRCC of order m given by the
characteristic polynomial of the matrix []. We denote this LHRCC by L.
We may then write, taking uain and uan as known, the recurrence system in the form
pi,n+1(y,u)=
2m∑
j=1
qijn(u)pjn(y,u) (i = 1, . . . , 2m),
pn+1(y,u)=
2m∑
j=1
qjn(u)pjn(y,u) (n0).
The coefﬁcient polynomials qijn(u) and qjn(u) are Laurent polynomials with integer coef-
ﬁcients of the form
qijn(u) =
Mij∑
l=1
cij lu
aij ln and qjn(u) =
Mj∑
l=1
cjlu
aj ln ,
where the (vectorial) sequences (aij ln)∞n=0 and (aj ln)∞n=0 all satisfy the LHRCC L.
Aswas noticed in Section 2, the sequences (aij ln)∞n=0 and (aj ln)∞n=0 may then be extended
to real (vector)-valued functions denoted by
aij l(x) and aj l(x),
respectively, deﬁned on R. This extension can be applied on qijn and qjn, too, but since we
do not want to deal with generalized Laurent polynomials here, we do this only for a ﬁxed
positive value u0 of u. We thus get the functions
qij (u0; x) =
Mij∑
l=1
cij lu
aij l (x)
0 and qj (u0; x) =
Mj∑
l=1
cjlu
aj l (x)
0 .
An important property, useful later on, is that functions of this form are real analytic in R.
Thus they either are identically zero or do not have clustered zeros.
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The extension may be further applied to the recurrence system above, and a difference
system is obtained. Assume ﬁrst that the initial values are extended to
pi(u0, y; x) (i = 1, . . . , 2m) and p(u0, y; x)
on some small interval (0, ). We may then write the difference system
pi(y,u0; x + 1)=
2m∑
j=1
qij (u0; x)pj (y,u0; x) (i = 1, . . . , 2m),
p(y,u0; x + 1)=
2m∑
j=1
qj (u0; x)pj (y,u0; x) for x ∈
∞⋃
n=0
(n, n+ ).
Since dependence on y is linear, the Euclidean norm can be used and it is immediate that
pi(y,u0; x) and p(y,u0; x) are continuous functions of x, provided that the extended initial
values are so. A similar conclusion is valid for the half-open initial interval [0, ) and the
set
⋃∞
n=0[n, n+ ).
5. Properties of coefﬁcient polynomials
We are going to apply an elimination procedure to the polynomial recurrence/difference
system described in the previous section. We therefore need basic properties of the coefﬁ-
cient polynomials, it is e.g. imperative to avoid zero values of pivot coefﬁcients used in this
elimination.
The coefﬁcients will be Laurent polynomials of the general form
qn(u) =
M+∑
l=1
ua
+
ln −
M−∑
l=1
ua
−
ln ,
where the sequences (a±ln)∞n=0 all satisfy theLHRCCL.Wenote ﬁrst that this formof polyno-
mials is closed under addition, subtraction andmultiplication.We callM = max(M+,M−)
the max-trace of qn. The following properties of max-trace are then immediate:
Lemma 7. (i) max-trace(q1n ± q2n)max-trace(q1n)+max-trace(q2n).
(ii) max-trace(q1nq2n)2max-trace(q1n)max-trace(q2n).
If, for some n, qn is the zero polynomial then obviously we must haveM+ = M− = M .
Furthermore, there exists then an M-permutation s such that
a+ln = a−s(l)n (l = 1, . . . ,M).
To ﬁnd out whether or not qn is the zero polynomial, wemay go through allM! permutations
s and check the above equations, component by component. This leads to a collection of
Z-rational sequences
S :
(
f
(jt)
n
)∞
n=0 (j = 1, . . . ,M!; t = 1, . . . , rM),
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each satisfying the LHRCC L of order m, and its zero indicator
Fn =
M!∏
j=1
rM∑
t=1
(
f
(jt)
n
)2
,
see Section 2. Now, qn is the zero polynomial if and only if Fn = 0. We call (Fn)∞n=0 the
zero indicator of the polynomial sequence (qn)∞n=0. To include all cases, we deﬁne Fn to
be identically equal to 1 ifM+ = M−. By Lemma 5, the zero indicator sequence (Fn)∞n=0
satisﬁes an LHRCC of order
T =
(
M! +D − 1
D − 1
)
(2(s − 1)M! + 1),
where s is the maximum multiplicity of characteristic roots of L, D = 12d(d + 1) and d
is the number of distinct characteristic roots of L. Thus, if the sequence (qn)∞n=0 contains
T consecutive zero polynomial terms it has only ﬁnitely many nonzero polynomial terms,
which must appear before these zero polynomial terms.
We say that the sequence (qn)∞n=0 has the ﬁnite-zeros property if it either consists of
zero polynomials only, or then has only ﬁnitely many zero polynomial terms. We have
immediately
Lemma 8. The sequence (qn)∞n=0 has the ﬁnite-zeros property if andonly if its zero indicator
sequence (Fn)∞n=0 has this property.
By Lemmas 4, 6 and 8, the ﬁnite-zeros property of all coefﬁcient polynomial sequences
(qn)
∞
n=0 can be guaranteed by an appropriate choice of the LHRCCL, more speciﬁcally, by
taking a proper decomposition. Indeed, we will assume that such a decomposition is made,
whence all coefﬁcient polynomial sequences will have the ﬁnite-zeros property.
Assuming, as indicated, that a coefﬁcient polynomial sequence (qn)∞n=0 has the ﬁnite-
zeros property, it either is identically equal to the zero polynomial or it has only ﬁnitely
many zero polynomial terms. Fixing the variable u to a positive value u0 and extending the
multi-indices to R we obtain the real analytic function
q(u0; x) =
M+∑
l=1
u
a+l (x)
0 −
M−∑
l=1
u
a−l (x)
0 .
We have then the following basic property:
Lemma 9. If the sequence (qn)∞n=0 is identically zero then, for any positive u0, q(u0; x) is
the zero function.
Proof. If the sequence (qn)∞n=0 is identically zero then its zero indicator (Fn)∞n=0 is also
identically zero and M+ = M− = M . By Lemma 6, it follows that for some M-
permutation s:
a+ln = a−s(l)n (l = 1, . . . ,M)
182 K. Ruohonen / Theoretical Computer Science 330 (2005) 171–191
holds for all n and thus the differences
a+l (x)− a−s(l)(x) (l = 1, . . . ,M)
are identically zero. 
If the sequence (qn)∞n=0 is not identically zero, then wemay ﬁx the variable u to a positive
value u0 such that qn(u0) = 0 for some n and we get the real analytic function q(u0; x)
which is not identically zero and thus does not have clustered zeros. Therefore we have
Lemma 10. Assume that qn(u0) = 0 for some n. Then for any ﬁxed positive integer N,
there exists a positive number N such that q(u0; x) = 0 for x ∈⋃Nn=0(n, n+ N).
We can thus relatively freely work in sets of the form
⋃N
n=0(n, n+ N) and then consider
limits at x → n+.
6. Elimination procedure
We assume, as told in the previous section, that a decomposition is made to force the
ﬁnite-zeros property. By Lemma 3, this can be achieved by replacing  by K! where
K =
⌊
e2m
√
3 ln m
⌋
and considering in turn the initial elements
j (w) (j = m, . . . , m+K! − 1).
We begin with the difference system
pi(y,u0; x + 1)=
2m∑
j=1
qij (u0; x)pj (y,u0; x) (i = 1, . . . , 2m),
p(y,u0; x + 1)=
2m∑
j=1
qj (u0; x)pj (y,u0; x) for x ∈
N⋃
n=N0
(n, n+ N)
described in Section 4. Note the range of n. The choice of u0, to be indicated later, will
be such that by Lemma 10 we may choose an arbitrarily large NN0 + 2m by adjusting
N accordingly. The choice ofN0 will be explained later. The aim of the elimination proce-
dure is to get a difference equation for p(y;u0, x) which does not involve the components
pi(y;u0, x) (i = 1, . . . , 2m). Without reducing generality we may assume that these com-
ponents appear as pivot elements in the order p1, p2, . . . , pt . Note that not all components
need appear as pivot elements. For simplicity of notation we ignore u0 and y. The procedure
is the following:
(1) For p1 to appear as the ﬁrst pivot element, q1n(u) must not be identically zero. The
ﬁrst step is to solve the last equation for q1(x)p1(x), multiply the other equations by
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q1(x) and then substitute the result in them
q1(x)pi(x + 1)= qi1(x)
(
p(x + 1)−
2m∑
j=2
qj (x)pj (x)
)
+
2m∑
j=2
qij (x)q1(x)pj (x)
= qi1(x)p(x + 1)+
2m∑
j=2
(qij (x)q1(x)− qi1(x)qj (x))pj (x)
= qi1(x)p(x + 1)+
2m∑
j=2
q
(1)
ij (x)pj (x) (i = 1, . . . , 2m).
We then make a shift in the last equation, multiply it by q1(x), and substitute the
right-hand sides of the above equations
q1(x)p(x + 2)=
2m∑
l=1
ql(x + 1)q1(x)pl(x + 1)
=
2m∑
l=1
ql(x + 1)ql1(x)p(x + 1)+
2m∑
l=1
2m∑
j=2
ql(x + 1)q(1)lj (x)pj (x)
=
2m∑
j=1
qj (x + 1)qj1(x)p(x + 1)+
2m∑
j=2
q
(1)
j (x)pj (x).
We may now drop the equation for p1 and continue with the rest.
(2) For p2 to be the second pivot element,
q
(1)
2n (u) =
2m∑
l=1
ql,n+1(u)(ql2n(u)q1n(u)− ql1n(u)q2n(u))
must not be identically zero. Eliminating p2 we get the equations
q
(1)
2 (x)q1(x)pi(x + 1)=
2m∑
j=3
q
(2)
ij (x)pj (x)
+terms involving p(x + 1) and p(x + 2)
for i = 2, . . . , 2m, and
q
(1)
2 (x)q1(x + 1)p(x + 3)=
2m∑
j=3
q
(2)
j (x)pj (x)
+terms involving p(x + 1) and p(x + 2).
We may now drop the equation for p2.
(3) Elimination is then continued as above, step by step.
(4) After the second to the last step we obtain
q
(t−2)
t−1 (x) · · · q(1)2 (x)q1(x)pi(x + 1)
=
2m∑
j=t
q
(t−1)
ij (x)pj (x)+ terms involving p(x + 1), . . . , p(x + t − 1)
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for i = t − 1, . . . , 2m, and
q
(t−2)
t−1 (x) · · · q(1)2 (x + t − 3)q1(x + t − 2)p(x + t)
=
2m∑
j=t
q
(t−1)
j (x)pj (x)+ terms involving p(x + 1), . . . , p(x + t − 1).
For pt to be the last pivot element q(t−1)tn (u) must not be identically zero.
(5) Finally, after the last step we obtain
q
(t−1)
t (x) · · · q(1)2 (x + t − 2)q1(x + t − 1)p(x + t + 1)
=
2m∑
j=t+1
q
(t)
j (x)pj (x)+ terms involving p(x + 1), . . . , p(x + t).
Since the elimination procedure now cannot be continued, it is the case that q(t)jn (u)
(j = t + 1, . . . , 2m) are all identically zero, whence, by Lemma 9, q(t)j (u0; x) (j =
t+1, . . . , 2m) all are identically zero, too, andweobtain the desired difference equation
for p(u0; x).
To indicate the choice of u0 we deﬁne the polynomial
Qn(u) =∏tj=1q(j−1)jn (u),
where we denote q(0)1n (u) = q1n(u). For the elimination procedure to succeed, the sequence
(Qn(u))
∞
n=0 should not be identically zero. Any choice of u0 such that Qn(u0) = 0 for
some n will then be acceptable. It is observed that Qn(u) is of the form dealt with in the
previous section, and thus it has a zero indicator (Gn)∞n=0, and we may apply Lemma 10
to it.
We note next that each step in the elimination procedure is reversible, i.e., given the
difference equation for p(u0; x) and initial values for
p(u0; x), x ∈
N0+t⋃
n=N0+1
(n, n+ N)
and
pt+1(u0; x) , . . . , p2m(u0; x), N0 < x < N0 + N
the reverse procedure recursively determines initial values for
p1(u0; x), . . . , pt (u0; x), N0 < x < N0 + N,
such that the original difference system is satisﬁed for x ∈ ⋃Nn=N0(n, n + N). A natural
choice for the given initial values, remembering the goal we have in mind, is of course
p(u0; x) = 0 for x ∈
N0+t⋃
n=N0+1
(n, n+ N)
and
pj (u0; x) = pjN0(u0) for N0 < x < N0 + N and j = t + 1, . . . , 2m.
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We will use these initial values in the sequel. As a consequence,
p(u0; x) = 0 for x ∈
N⋃
n=N0+1
(n, n+ N).
A corresponding elimination (and reverse elimination) procedure may be carried out for
the recurrence system
pi,n+1(y,u)=
2m∑
j=1
qijn(u)pjn(y,u) (i = 1, . . . , 2m),
pn+1(y,u)=
2m∑
j=1
qjn(u)pjn(y,u)
for values of n satisfying certain assumptions (we use a notation similar to the one above):
(1) In the ﬁrst step q1n(u) should not be the zero polynomial.
(2) In the second step
q
(1)
2n (u) =
2m∑
l=1
ql,n+1(u)(ql2n(u)q1n(u)− ql1n(u)q2n(u))
should not be the zero polynomial.
(3) Etc. In the ﬁnal step q(t−1)tn (u) should not be the zero polynomial.
All in all, we see that the polynomialQn(u), deﬁned above, should not be the zero polyno-
mial. We note that, for a ﬁxed positive value u0 of u, the process can be carried out, too, if
Qn(u0) = 0.
7. Existence of test set
To show existence of a test set we now proceed as follows (and it may be noted that
Hilbert’s Basissatz is not used here):
(1) Using the zero indicator (Gn)∞n=0 of the sequence (Qn(u))∞n=0, assumed not to be
identically zero, we obtain an integer interval where a value N02m will be found
such that GN0 = 0. We then consider an arbitrary NN0 + 2m.
(2) We assume that f n(w) = gn(w) for n = 0, . . . , N0 + 2m. This implies that pn(u)
is the zero polynomial for n = 0, . . . , N0 + 2m, and that [f n(w)] = [gn(w)] for
n0.
(3) Assuming thatQN0(u0) = 0 we go through the elimination procedure. Using the initial
values
p(u0; x) = 0 for x ∈
N0+t⋃
n=N0+1
[n, n+ N)
and
pj (u0; x) = pjN0(u0) for N0x < N0 + N and j = t + 1, . . . , 2m,
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reverse elimination for the difference system then gives us the functions
p1(u0; x) , . . . , p2m(u0; x),
which are continuouson thehalf-open interval [N0, N0+N) and thus satisfypj (u0;N0)
= pjN0(u0).
(4) Using these as initial values for the difference system we get the continuous functions
p1(u0; x) , . . . , p2m(u0; x) and p(u0; x) on the set
∞⋃
n=N0+1
[n, n+ N)
satisfying pj (u0; n) = pjn(u0) and p(u0; n) = pn(u0) for nN0 + 1.
(5) Applying the difference equation for p(u0; x) obtained via the elimination procedure,
we see that
p(u0; x) = 0 for x ∈
N⋃
n=N0+1
(n, n+ N).
(6) By continuity, it follows that:
p(u0; x) = 0 for x ∈
N⋃
n=N0+1
[n, n+ N)
and hence that pn(u0) = 0 for n = 0, . . . , N .
(7) Since N was arbitrary, it follows that pn(u0) = 0 for n0.
(8) Letting u0 go through all positive points of the Zariski open set
{u | QN0(u) = 0}
we ﬁnally conclude that pn(u) is the zero polynomial for all n, which means that
f n(w) = gn(w) for n0.
(9) Since N0 does not depend on f and g, and t2m, the set
T = {n(w) | n = 0, . . . , N0 + 2m}
thus is a ﬁnite test set for {n(w) | n0}. (Where we assume that a proper decompo-
sition is already made.)
It remains to ﬁnd an upper bound for N0.
8. Estimating the upper bound
To get an upper bound for theN0 in the previous section, we ﬁrst denote by |v| the length
of an element of G, that is, the minimum number of occurrences of generators and their
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inverses needed to express v. Further we denote
|| = mmax
i=1 |(ai)| and M = max(||, 2|w|).
We have then (see Section 5)
max-trace(qijn(u))M (i = 1, . . . , 2m; j = 1, . . . , 2m)
and
max-trace(qjn(u))M (j = 1, . . . , 2m).
(Recall that these max-traces do not depend on n, nor on f or g.)
We then get recursively an upper bound Ml for max-trace
(
q
(l)
jn (u)
)
as follows. During
an elimination step the following polynomial operations are carried out (the resulting upper
bound for the max-trace is given in parenthesis, see Lemma 7):
• the ﬁrst equations are multiplied by a coefﬁcient appearing on the right-hand side of the
last equation (2M2l ),• the last equation is solved for a term corresponding to the coefﬁcient which is then
substituted in the ﬁrst equations (2× 2M2l ),• the last equation is shifted and then multiplied by the same coefﬁcient, and
• right-hand sides of the ﬁrst equations are substituted in the last equation and the resulting
expression is multiplied out (2m× 2×Ml × 4M2l ).
We have thus the recursion
M0 =M,
Ml+1 = 16mM3l
the solution of which is
Ml = (16m) 3
l−1
2 M3
l
.
Noting that t2m, we thus get for the max-trace ofQn(u) the upper bound
R = 22m−1
2m−1∏
l=0
Ml = 22m−1(16m) 3
2m−4m−1
4 M
32m−1
2 .
From Section 5 we then obtain a corresponding upper bound T for the order of an LHRCC
satisﬁed by (Gn)∞n=0, the zero indicator of Qn(u), and this is also the upper bound for the
number N0. We have
T =
(
R! +D − 1
D − 1
)
(2(s − 1)R! + 1),
where s is the maximum multiplicity of characteristic roots of L, D = 12d(d + 1) and d
is the number of distinct characteristic roots of L. Including the factor K! needed for the
decomposition we get the upper bound
K!(T + 2m)+m.
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We have now proved our main result (note that Magnus representation is valid for free
monoids as well):
Theorem 11. In the free metabelian group (resp. free monoid) generated by the m elements
a1, . . . , am, the set
{n(w) | n = 0, . . . , N}
is a ﬁnite test set for the iterated morphism {n(w) | n0} if
NK!(T + 2m)+m,
where
K =
⌊
e2m
√
3 lnm
⌋
, T =
(
R! +D − 1
D − 1
)
(2(s − 1)R! + 1),
R = 22m−1(16m) 3
2m−4m−1
4 M
32m−1
2 , D = 1
2
d(d + 1),
M =max(|(a1)|, . . . , |(am)|, 2|w|),
d is the number of distinct nonzero eigenvalues of []K!, and s is the maximum multiplicity
of these eigenvalues.
A “more explicit” upper bound is obtained by setting s = d = m. We note also that for
d = 1 we have D = 1, s = m and
T = 2(m− 1)R! + 1
and that for s = 1 we have d = m, D = 12m(m+ 1) and
T =
(
R! +D − 1
D − 1
)
.
9. Applications and variants
For the case of free monoids there is an immediate implication concerning the HD0L
sequence equivalence problem. Take two HD0L sequences
(f n1(w1))
∞
n=0 and (g
n
2(w2))
∞
n=0,
where 1 : ∗1 −→ ∗1 and 2 : ∗2 −→ ∗2 are endomorphisms, f : ∗1 −→ ∗ and
g : ∗2 −→ ∗ are morphisms, w1 ∈ ∗1 and w2 ∈ ∗2. We denote the cardinalities of 1
and 2 by m1 and m2, respectively, and
k = m1 +m2 and M = max(|1|, |2|, |w1| + |w2|).
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Further we denote by d the joint number of distinct nonzero eigenvalues of [1]K! and [2]K!
where
K =
⌊
e2k
√
3 ln k
⌋
and by s the maximum multiplicity of these eigenvalues.
By slightly changing the constructs in the previous sections we see that the result corre-
sponding to Theorem 11 is now the following:
f n1(w1) = gn2(w2) (n0)
if and only if
f n1(w1) = gn2(w2) (n = 0, . . . , K!(T + k)+ k),
where
T =
(
R! +D − 1
D − 1
)
(2(s − 1)R! + 1),
R = 2k−1(8k) 3
k−2k−1
4 M
3k−1
2 and D = 1
2
d(d + 1).
(A “more explicit” upper bound is obtained by setting s = d = k.) It may be noted that a
lower bound for the number of terms to be checked is known to be (k4), see [21].
The above bound obviously does not depend on f or g. It is thus in particular valid for
checking equivalence of the D0L sequences
(n1(w1))
∞
n=0 and (
n
2(w2))
∞
n=0
and is then much smaller than the previously known best bound, obtained by Ehrenfeucht
and Rozenberg [7]. For the D0L sequence equivalence the still much smaller bound k (in
our notation) is conjectured—this is often referred to as the “2n-conjecture”. So far the
conjecture has been proved only for the binary case where m1 = m2 = 2, see [16]. On the
other hand, relatively small upper bounds have been obtained also for D0L sequences of
other special types, see e.g. [12,13].
It is not difﬁcult to see that the constructs in the previous sections can be carried out for
any metabelian group (or any monoid) generated by ﬁnitely many matrices of the form(
1 0
p(y,u) ua
)
,
where a is an integer valued multi-index and p(y,u) is a Laurent polynomial with integer
coefﬁcients. For example, the generator sets(
1 0
yj u
)
(j = 1, . . . , r) and
(
1 0
1 uj
)
(j = 1, . . . , r)
both generate metabelian groups which are not free. Themonoids they generate are however
free and thus these generator sets would sufﬁce to deal with HD0L sequences. As another
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example take the sets(
1 0
yj 1
)
(j = 1, . . . , r) and
(
1 0
0 uj
)
(j = 1, . . . , r),
where both generate the freeAbelian group (or monoid). For these sets, the constructs in the
previous sections can be simpliﬁed a lot, and the well-known bound 2m is obtained. Using
mixtures of the above two generator types one obtains “partially commutative monoids”,
etc.
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