In this paper, Kernel PCA is reinterpreted as the solution to a convex optimization problem. Actually, there is a constrained convex problem for each principal component, so that the constraints guarantee that the principal component is indeed a solution, and not a mere saddle point. Although these insights do not imply any algorithmic improvement, they can be used to further understand the method, formulate possible extensions and properly address them. As an example, a new convex optimization problem for semi-supervised classification is proposed, which seems particularly well-suited whenever the number of known labels is small. Our formulation resembles a Least Squares SVM problem with a regularization parameter multiplied by a negative sign, combined with a variational principle for Kernel PCA. Our primal optimization principle for semi-supervised learning is solved in terms of the Lagrange multipliers. Numerical experiments in several classification tasks illustrate the performance of the proposed model in problems with only a few labeled data.
Introduction
Kernel PCA (KPCA; [1] ) is a well-known unsupervised method which has been used extensively, for instance in novelty detection [2] or image denoising [3] . As for PCA, there are many different interpretations of this method. In this paper, motivated by the importance of convex optimization in unsupervised and supervised methods, we firstly study the following question: "to which convex optimization problem KPCA is the solution?". Hence, we find that there exists a constrained convex optimization problem for each principal component of KPCA. A major asset of our formulation with respect to previous studies in the literature [4] is that the optimization problem is proved to be convex. Moreover, this result helps us to unravel the connection between unsupervised and supervised methods. We formulate a new convex problem for semi-supervised classification, which is a hybrid formulation between KPCA and Least Squares SVM (LS-SVM; [5] ).
We can summarize the theoretical and empirical contributions of this paper as follows: (i) we define a convex optimization problem for KPCA in a general setting including the case of an infinite dimensional feature map; (ii) a variant of KPCA for semi-supervised classification is defined as a constrained convex optimization problem, which can be interpreted as a regression problem with a concave error function, the regularization constant being constrained so that the problem remains convex; and (iii) the latter method is studied empirically in several classification tasks, showing that the performance is particularly good when only a small number of labels is known.
The paper is structured as follows. In Section 2 we review KPCA and LS-SVM. In Section 3 we introduce the convex formulation of KPCA, which is extended to semi-supervised learning in Section 4. Section 5 includes the numerical experiments, and we end with some conclusions in Section 6.
Variational Principles
Let us suppose that the data points {xi} N i=1 are in a set X , which can be chosen to be R d , but can also be a set of web pages or text documents, for instance. The data are embedded in the feature space H with the help of a feature map. In this introductory section, we will choose H = R h . Given a set of pairs of data points and labels
where yi = ±1 is the class label of the point xi ∈ X , the Least Squares SVM (LS-SVM) problem, which is convex with a unique solution, is formulated as follows.
Problem 1 (LS-SVM for Regression). Let w ∈ R
h and ei ∈ R, while γ > 0 is a regularization constant and ϕ : X → R h is the feature map. The following problem is defined:
On the other hand, the unsupervised learning problem of Kernel PCA (KPCA) can also be obtained from the following variational principle [4, 5] , considering the dataset {xi} N i=1 where xi ∈ X and a feature map ϕ : X → R h .
Problem 2 (KPCA). For γ > 0, the problem is:
In general, Problem 2 does not have a solution though it is of interest as we shall explain in the sequel. The first term is interpreted as a regularization term while the second term is present in order to maximize the variance. Hence, the solutions provide the model w T ϕ(x) for the principal components in feature space. Indeed, in [5] it is shown that a solution to the optimality conditions has to satisfy Kα = (1/γ)α, where K is the kernel matrix, Kij = ϕ(xi)
T ϕ(xj). This is only possible if γ = 1/λ, where λ is an eigenvalue of K. Noticeably, a reweighted version can be used for formulating a spectral clustering problem [6] .
Let us denote the eigenvalues of K of rank r ≤ N by λmax = λ1 ≥ λ2 ≥ · · · ≥ λr and its eigenvectors ψ1, . . . , ψr. We shall now formulate a convex optimization problem for the different principal components, on a general feature space.
Convex Formulation of KPCA
We will reformulate now the problem introduced in [4] for KPCA. Although the resulting models are the same, we get a convex problem with our formulation whose minimum coincides with the kernel principal components of the data for particular choices of the regularization parameter γ.
For the sake of generality, we shall consider that the feature space is a separable Hilbert space (H, ·|· ), which can be infinite dimensional. We assume also that H is defined over the reals so that the inner product verifies φ|χ = χ|φ . Hence, the feature map is ϕ : X → H. For convenience, we shall use the bra-ket notation [7] : an element of H will be written |φ whereas an element of its Fréchet-Riesz dual is φ| ∈ H * ∼ H. We shall consider a finite dimensional Hilbert space (E, ·|· E ) of dimension N with an orthonormal basis e1, . . . , eN and the associated dual basis e * 1 , . . . , e * N , verifying e * i (ej) = δi,j, for i, j = 1, . . . , N . For simplicity, the dual basis can be thought of as the canonical basis of row vectors, while the primal basis is given by the canonical basis of column vectors. Let us define the linear operators Φ : E → H and Φ * : H → E given by the finite sums
Hence, we can introduce the linear operators Φ • Φ * : H → H, given by the co-
, where we have identified the space of linear operators with H × H * and E × E * , respectively. We shall show that these two operators have the same rank. Proof. This is consequence that the eigenvectors of self-adjoint operators form a basis of the Hilbert space [8] .
We can formulate now a convex optimization problem for the (k + 1)-th largest principal component of the kernel matrix. Let us assume that the eigenvalues of Φ • Φ * are sorted in decreasing order, i.e. λ1 ≥ λ2 ≥ · · · ≥ λr, with the corresponding orthonormal eigenvectors |ψ1 , |ψ2 , . . . , |ψr .
Problem 3 (Constrained Formulation of KPCA). For a fixed value of k, with 1 ≤ k ≤ r − 1, the primal problem is:
When k = 0, the problem should be understood without constraints on |w , and thus Problem 2 is recovered over H.
Therefore, Problem 3 is similar to Problem 2 but with k additional constraints that limit the feasible set for |w . This problem is interesting from the methodological point of view because it specifies which optimization problem the computation of the kernel principal components is solving. Indeed, the optimization is maximizing the variance while the model is simultaneously required to be regular. We state now a useful result concerning the existence of solutions.
Theorem 1 (Convexity and Solutions of KPCA). Problem 3 is convex for 0 ≤ k ≤ r − 1 iff γ ≤ 1/λ k+1 . In particular:
(i) If γ < 1/λ k+1 , the problem admits only the trivial solution |w = 0 and ei = 0 for i = 1, . . . , N .
(ii) If γ = 1/λ k+1 , the problem admits as solutions |w ∝ |ψ k+1 , ei ∝ ψ k+1 |ϕ(xi) , for i = 1, . . . , N .
(iii) If γ > 1/λ k+1 , the problem has no bounded solution.
Proof. Substituting the first constraint in the objective function, we obtain the problem
Then, it is clear from the spectral representation of Φ • Φ * given in Lemma 2 that the objective function of (2) reduces to a finite sum. We can write |w = r =1 |ψ ψ |w + P0|w , and, therefore, solving the whole set of constraints in the objective function (2), the unconstrained problem reads
where we have defined H = H ⊥ + span(|ψ1 , . . . , |ψ k ). The objective of (3) is obviously convex iff γ ≤ 1/λ k+1 ≤ · · · ≤ 1/λN . Moreover, we have P0|w = 0 since this is the only minimizer of the first term of (3). Finally, if γ < 1/λ k+1 the only solution is |w = 0. Otherwise, if γ = 1/λ k+1 , the solutions form the vector subspace span(|ψ k+1 ).
The idea of Theorem 1 is illustrated in Figs. 1a to 1e for a twodimensional case. Moreover, Fig. 2 shows the different values for which the problem has a solution. To put it in a nutshell, we are minimizing the objective of (1), which is purely a sum of quadratic terms. If the first term dominates the second term in all directions, then the objective will always be greater or equal to 0, and thus the minimum will be the trivial solution |w = 0 (Fig. 1a) . If the dominant quadratic part of both terms is the same, we get a subspace of non-trivial solutions, all with objective 0 (Fig. 1b) . If the second term dominates the first one in some direction, then the objective is not lower bounded, so there is no bounded solution (Fig. 1c) . Nevertheless, if we remove the dominant directions of the second term (the appropriate eigenvectors), we can recover the previous two cases (convex black curve in Fig. 1c) .
As a matter of fact, the convex formulation given in Problem 3 does not provide any new algorithmic approach for computing the principal components. Rather, it is of methodological interest since it provides a framework which potentially allows to define extensions of the current definition.
Semi-Supervised Learning
A semi-supervised learning problem is defined here by starting from a set of pairs of data points and labels {(xi, yi)} N i=1 where yi = ±1 if the point xi ∈ X is labeled in the class +1 or −1 respectively, and Fig. 1a the problem has only one solution; in Fig. 1b the problem has a one-dimensional subspace of solutions given by ψ1. Figures 1c to 1e have no bounded solution; nevertheless, if we ignore the direction of the first eigenvector, Fig. 1c has one solution and Fig. 1d has a subspace of solutions given by ψ2, whereas Figure 1e is not bounded in any direction. With respect to Semi-KPCA, in the case of Fig. 1f the problem has only one solution; in Fig. 1g the problem has no bounded solution since the objective goes to −∞ in the direction of ψ1. If we ignore the direction of the first eigenvector, Figs. 1g and 1h has one solution, the objective in Fig. 1i goes to −∞ in the direction of ψ2, and Fig. 1j is not bounded in any direction. , we make the smoothness assumption, i.e. if two points are in the same high-density region they should be similar. Based on the intuition gained from Problems 1 and 3, we propose to define a hybrid optimization problem, relying on the smoothing criterion provided by the eigenvector associated to the (k + 1)-th largest eigenvalue of the kernel. In particular, we will combine the negative error term of KPCA with an LS-SVM-like loss term, what results in an optimization problem which is convex for the appropriate regularization parameter γ and imposing certain constraints. Let us firstly define the projectors on the first k eigenvectors
with the notations a i = ϕ(xi)|ψ and ψ |ψ = 1. Let us note also that
The proposed semi-supervised KPCA (Semi-KPCA) is defined as follows.
Problem 4 (Semi-KPCA). For a chosen k satisfying 1 ≤ k ≤ r − 1, the following problem is defined:
When k = 0, the constraints on |w are removed.
In the absence of labels, Problem 4 reduces to Problem 3. The meaning of the problem can be explained as follows. (i) For unlabeled points, Problem 4 is unsupervised and the variational principle requires a smooth solution, i.e. minimizing w|w , and maximizing at the same time the variance as in Problem 3. (ii) For a labeled point xi with yi = ±1, the second term of Problem 4 can be interpreted as a concave error term. It requires (yi + w|ϕ(xi) ) 2 to be large, so a favourable case arises when w|ϕ(xi) and yi have the same sign. If the regularization term dominates, i.e. if | w|ϕ(xi) | is large enough, the model can still predict an opposite class for xi. which is interesting if some data points are incorrectly labeled.
Notice that the model can only be evaluated, without using additional numerical approximations or solving again the optimization problem, over the N given data used to pose and solve Problem 4, both the labeled and the unlabeled points. This evaluation, formulated as w|ϕ(xi) , is given in terms of the dual solution α byŷ = sign
Our second main result, Theorem 2, states the existence of solutions to Problem 4, based on the following known lemma.
Lemma 3. The solution |w
of Problem 4 verifies |w ∈ span(|ϕ(x1) , . . . , |ϕ(xN ) ) = span(|ψ1 , . . . , |ψr ), so that |w belongs to a subspace of dimension r ≤ N . 
where y i ∈ {−1, 0, 1} ; · Number of constraints 0 ≤ k < N ; · Regularization parameter γ ; Output:
· Predicted labelsŷ ; 1: Build kernel matrix K ∈ R N ×N ; 2: Compute k largest eigenvalues λ 1 ≥ · · · ≥ λ k with eigenvectors v 1 , . . . , v k ; 3: if γ ≥ 1/λ k+1 then 4: return Error: Unbounded problem ; 5: if k > 0 then 6: K ← K ; 9: Solve the system I/γ − K α = y for the vector α ∈ R N ;
10: returnŷ = sign K α ;
(ii) If γ ≥ 1/λ k+1 , it has no solution.
Proof. Let us decompose H = H ⊥ + span(|ψ1 , . . . , |ψ k ) in order to eliminate the orthogonality constraints, so we restrict ourselves to |w ∈ H ⊥ . The problem can be factorized by acting with P0, i.e. the projector on ker Φ • Φ * . Indeed, we can do an orthogonal decomposition H ⊥ = P0H ⊥ + H r−k with H r−k = span(|ψ k+1 , . . . , |ψr ), so that we can solve separately two problems defined on orthogonal spaces. Substituting the constraints for the ei values, the objective function can be split into two terms T1 + T2. Removing constant and zero terms, the functional
, and the function T2 :
However, we know that
yi|ϕ(xi) = 0 because of Lemma 3, so that the solution of the optimization problem satisfies P0|w = 0. As a result, the infinite dimensional optimization problem is reduced to the problem min |w ∈H r−k T2(|w ) with a quadratic objective function, which is convex iff γ < 1/λ k+1 . In the latter case, by solving the necessary and sufficient optimality conditions (1 − γλ ) ψ |w − γ N i=1 yi ψ |ϕ(xi) = 0, for = k + 1, . . . , r, we obtain the primal solution |w = r =k+1
. The latter formula is not applicable in practice since it requires the computations of the eigenvectors of Φ • Φ * . Hence, it is useful to study the Lagrange dual. The Lagrange function of the convex optimization problem (5) is
where Π k is defined in (4). The multipliers β are obtained by solving the orthogonality constraint Π k |w = 0. By eliminating |w in the last of the above equations, and using the definition of the projector P k of (4), we obtain Theorem 2.
Hence, the convexity of the semi-supervised learning problem will depend on the number of constraints k and the selection of γ, and its solution can be obtained by solving a linear system. The whole procedure is summarized in Algorithm 1, and the values of γ for which the problem is convex are represented in Fig. 2 . The intuition of these results is similar to that of KPCA, and it is illustrated in Figs. 1f to 1j . Basically, if the first term in the objective function of (5) dominates the second term, we obtain a solution (in this case it is not trivial precisely because of the information added by the labels y, see Fig. 1f ). If the second term dominates the first one, the problem is not bounded (Fig. 1h) . When both dominant parts are equal, then the problem is not bounded but the solution is in the direction of the largest (active) eigenvector (Fig. 1g ). In practice, a good choice for Problem 1 is k = 1 since it is wellknown in spectral clustering that the largest eigenvalue does not incorporate information for connected graphs [10] .
Numerical Examples
We will show experimentally how the proposed Semi-KPCA can deal with semi-supervised classification problems, particularly well when the number of labeled data is limited. The proposed model is tested over the nine binary classification datasets of Table 1 : six from the KEEL-dataset repository [11] , two from the UCI one [12] , and a synthetic example conformed by four Gaussian clusters, two of each class, with separation 2σ between classes and 2.5σ between clusters of the same class. We compare four models: (i) Semi-KPCA with k = 0 (Semi-KPCA0), i.e., the one corresponding to Problem 4 without orthogonality constraints, which is convex for 0 ≤ γ < 1/λ1; (ii) Semi-KPCA with k = 1 (Semi-KPCA1), i.e. with one constraint, and hence convex for 0 ≤ γ < 1/λ2; (iii) a simple semi-supervised variant of LS-SVM (Semi-LSSVM), where the target for the unlabeled patterns is 0 (this approach shares similarities with the works of [13, 14] ); and (iv) LS-SVM trained only over the labeled subsample of the data (Subs-LSSVM). For the last two models, we will omit the bias term b since it does not improve the results with the small number of supervised patterns considered here. The number of labeled data is varied as 1%, 2%, 5%, and 10% the total number of patterns. Each experiment is repeated ten times to average the results. As a measure of the performance, we use the accuracy over the unlabeled data. Regarding the parameter γ, its selection can be crucial for the performance, moreover, it is intrinsically difficult in semi-supervised learning since the amount of labeled data is very limited. Since this problem affects both the new Semi-KPCA and Semi-LSSVM/Subs-LSSVM, we consider two different set-ups. The first one is to select the best γ parameter for each model looking at the test error, simulating the existence of a perfect validation criteria. The second one, more realistic, is to select an intermediate γ value, which for the case of Semi-KPCA is at the middle in logarithmic scale of the interval in which the model is convex. For Semi-LSSVM and Subs-LSSVM, γ is fixed as γ = 10d/N and γ = 100d/N respectively, i.e. a value of 10 and 100 but normalized. With respect to the kernel, we use a Gaussian kernel with the bandwidth fixed to the median of the Euclidean distances between the points.
The results are shown in Table 2 , where Semi-KPCA0 is omitted for being systematically worse than Semi-KPCA1, confirming our previous guess that k = 1 should be more informative than k = 0. This table includes the number of labeled patterns, and the mean and standard deviations of the accuracies of Semi-KPCA1, Semi-LSSVM and Subs-LSSVM, both for the best and heuristic γ. The colours show visually the ranking at each block. We can see how the proposed Semi-KPCA1 improves the results of Semi/Subs-LSSVM in almost all the datasets when the ratio of labeled data is small. This was to be expected, as when the amount of labels increases, both Semi/Subs-LSSVM tend to the standard LS-SVM, whereas our proposed model is best suited for semi-supervised learning with very few training labels. About the datasets of pima and diabetes, these two are classification datasets that probably do not satisfy the classical requirements for semi-supervised learning of presenting a low-density region between the classes. This can explain the low performance of the compared models. In the case of the sonar dataset, the number of labels is only two for the first set-up, probably too low for the complexity of the problem. Comparing Semi-LSSVM and Subs-LSSVM, we can see that the naive semi-supervised approach is better in more than half of the datasets for the smallest number of labels, supporting that this simple approach takes advantage of the unlabeled data. Regarding the two criteria for selecting γ, the conclusions are the same for both approaches, Semi-KPCA1 being better than Semi/Subs-LSSVM for small amounts of labels. Moreover, in average the difference between the results using the ground-truth γ and the heuristic γ is smaller for Semi-KPCA1 than for Semi/Subs-LSSVM. As an example of how the accuracy changes across the different γ values, Fig. 3 shows the results over two datasets for the four models, using only 1% of the labels.
Conclusions
Convex optimization is often desirable in machine learning. Supervised problems, as for instance SVMs for regression or classification, heavily rely on convex optimization problems given by a sum or convex combination of a convex regularization term and a convex loss function. The trade-off between smoothness of the model and fitting the data is usually given by a positive regularization constant. Our first result of theoretical interest is the definition of a primal convex optimization problem for KPCA, including the possibility of an infinite dimensional feature space. This latter theoretical feature is desirable if, for instance, the Gaussian kernel is used for Kernel PCA. Besides, strong duality allows to consider a dual problem with the same solution, in analogy with SVMs. Motivated by the introduction of a convex formulation of Kernel PCA, we have defined a new semi-supervised classification problem which can be interpreted as the minimization of the sum of a convex regularization term and a concave loss function. Although the loss function is concave, the convexity of the objective function is insured by the appropriate choice of constraints and trade-off parameter. Our approach was illustrated by a series of numerical experiments on artificial and real data. The method, called Semi-KPCA, defined in this paper, was compared to a more conventional semi-supervised Least Squares SVM (LS-SVM) and to LS-SVM trained only over labeled data, leading to a better classification accuracy for a small number of labels.
We have proposed here a new type of convex optimization problems for machine learning. The upshot is that various further studies are now possible by choosing different concave loss functions in supervised problems for classification and regression, provided that the trade-off parameter is appropriately chosen to make sure that the objective function is convex, or some additional constraints are imposed.
