Non-negative matrix factorization (NMF, Nature 401 (1999) 788±791) is a method to derive non-negative basis functions for sets of data that are inherently non-negative, such as color spectra. We applied NMF to Munsell color spectra and investigated the color names associated with the non-negative basis functions. NMF yields basis functions compatible with established color naming categories. Ó
Introduction
An important area in the analysis of color spectra is ®nding basis functions to represent them. Several investigations report application of principal component analysis (PCA) to collections of color spectra including Munsell colors (Cohen, 1964; Maloney, 1986; Parkkinen, Hallikainen, & Jaaskelainen, 1989; Jaaskelainen, Parkkinen, & Toyooka, 1990; Vrhel, Gershon, & Iwan, 1994; Lenz, Osterberg, Hiltunen, Jaaskelainen, & Parkkinen, 1996; Wachtler, Lee, & Sejnowski, 2001 ). Maloney (1999) provides a comprehensive treatise and review of this work. PCA has the powerful and very useful property that the basis functions correspond to directions of maximum variance in the space they represent. This provides insight into the dimensionality of color spectra in the context of color vision and color applications and can be useful for ecient encoding of the spectra. A mathematical property of PCA is that the basis functions are orthogonal and, other than one of them, must have both negative and positive values making them ineligible as physical color spectra. This mathematical property precludes investigation of color names associated with PCA basis functions. Non-negative functions have been applied in color analysis, but not in the context of color names. Lenz et al. (1996) evaluated dierent methods of analysis for the representation error of Munsell color spectra and used, among other basis sets, non-negative functions. The requirement for non-negativity for design of optical color ®lters in applications such as scanners and copiers was also investigated (Vrhel & Trussell, 1994; Sharma, Trussell, & Vrhel, 1998) . Here, we apply non-negative analysis to explore color names associated with the basis functions. Seung (1999, 2001 ) considered the problem of how to determine meaningful basis functions for signals that are inherently non-negative. They developed a method, called non-negative matrix factorization (NMF) that can approximate the original data distribution using a small number of non-negative basis functions combined with non-negative coecients. Thus, a given non-negative signal can be optimally encoded as a non-negative combination of non-negative basis functions, in contrast to PCA that imposes no such constraints on either the values of the basis functions or coecients. The motivation for such an encoding comes from biological neural networks, where non-negativity arises naturally from constraints on ®ring rates and excitatory synaptic connections. In one intuitive example, Lee and Seung (1999) applied NMF to a collection of face images and showed that the resulting basis functions represent a decomposition of the images into Vision Research 42 (2002) 559±563 www.elsevier.com/locate/visres conceptually meaningful parts of faces. In the NMF representation, the dierent face images are represented by additively combining the various parts of a face, such as the eyes, nose, and mouth. They compared this representation with PCA, which generates basis functions that intermix the various parts and rely on subtle cancellations between the basis functions to generate variability in the face images. The large qualitative difference in representations that emerges from using a non-negativity constraint in the decomposition was the motivation for the present work. We applied NMF to color spectra, an inherently non-negative data set, to investigate which and how many color categories are revealed and compared with classical color categories (Berlin & Kay, 1969; Boynton & Olson, 1987; Hardin, 1998) . Color naming maps the millions of spectra discernable by the visual system into a small number of categories. Following the landmark study by Berlin and Kay (1969) , color naming studies distinguish among a hierarchy of primary color names (blue, green, yellow, red, black, and white), secondary colors (brown, purple, orange, and pink) and ®ner distinctions. The primary color categories, corresponding to Hering's primaries, are reported to be generally universal. However, ®ner categorization of colors is formed by linguistic, cognitive and cultural factors (Berlin & Kay, 1969; Kay & McDaniel, 1978; Boynton & Olson, 1987; Hardin, 1998; Guest & Van Laar, 2000; Schirillo, 2001) . The study of color naming is a very expansive ®eld and a review is beyond the scope of this paper. A mathematical generalization of factors such as culture and language should not be expected here. Yendrikhovskij (2001) used statistics of color distributions to model color categories as groupings or clusters in a perceptual color space. Buchsbaum and Bedrosian (1984) attempted to relate fuzzy entropy measures to the number of colors required in a color space, but no color names were investigated.
Application of NMF to color spectra
For best performance, NMF requires a large data set. We selected a collection of 1269 Munsell colors available at a resolution of 1 nm (color spectra database at the University of Joensuu, Finland, http://cs.joensuu.®/ $spectral/). Munsell colors are widely used in color naming studies (Sturges & Whit®eld, 1995; Hardin, 1998) and have several advantages. They provide a calibrated set of color samples measured under uniform conditions. In addition, the Munsell standard includes samples with color names, which are signi®cant in color naming studies, but are not as often found in an arbitrary selection of natural color images. For example, Munsell colors include samples such as purples that are less prevalent than, say, greens in natural images. The Munsell collection also includes a wide range of lightness and saturation (value and chroma in Munsell notation).
The NMF algorithm is an iterative optimization algorithm, implemented in Matlab, which modi®es at each iteration the non-negative basis functions and encodings until they converge (Lee & Seung, 1999 . The initial encoding is selected randomly, and the algorithm is guaranteed to converge to a local optimum of an objective function describing the dierence between the original data and the NMF representation. The number of non-negative basis functions used in the representation can be selected as a parameter in the algorithm. This enables comparison of the spectral shape of the NMF basis functions for basis sets of dierent dimensions. Beyond a certain number of basis functions, NMF provides functions similar to ones already derived. This is an indication of the maximum number of independent features or color categories in the data set. Because of the quite extensive application of PCA to color spectra, it may be useful to expand on the comparison between the two methods. PCA can be understood as ®nding orthogonal basis functions that minimize as an objective function the squared error in the representation. This optimization can be performed using a neural network, or more directly by applying linear methods to diagonalize the data covariance matrix and using the resulting eigenvectors as the basis functions. On the other hand, the non-negativity constraint in NMF is inherently non-linear. The NMF algorithm (Lee & Seung, 1999) optimizes as an objective function, R ij (S ij logWB ij À WB ij ], where S ij (i 1; . . . ; 1269) is the collection of Munsell spectra, and j 400,. . .,700 nm, the extent of the visual spectrum. W and B are the NMF derived basis functions and encodings. This objective function is related to the likelihood of observing the non-negative data, S, from the representation (WB), under a Poisson noise model, and is optimal when the representation (WB) best approximates the original spectra.
The fundamental dierences between NMF and PCA make direct numerical comparison dicult. In PCA, the data is recentered by subtracting the mean from the distribution (Maloney, 1999) . However, because NMF requires non-negative inputs, the data cannot be recentered by removing the mean, since this will create negative values, which is not appropriate for NMF. In addition, the present NMF algorithm does not minimize squared error but a dierent objective function (Lee & Seung, 1999) . Another important dierence is that in PCA the ®rst N basis functions are the same regardless of the number computed, while NMF provides dierent basis functions depending on how many are required from the algorithm. Table 1 provides a summary of some of the dierences between NMF and PCA. Fig. 1 shows sets of 3, 4, 6, and 8 basis functions derived by NMF. As the number of basis functions increases, they become more narrow band and localized. This is similar to Lenz et al. (1996) using a dierent method to derive positive basis functions for the same set of Munsell spectra. Fig. 2 shows the corresponding CIE chromaticity coordinates (x; y) for the non-negative basis functions in Fig. 1 . As the number of basis functions increases, the coordinates tend to encircle the central region of the diagram. This gives an initial indication that the basis functions will span a variety of color names.
Color categories revealed by NMF basis functions
To investigate the color categories we converted the NMF basis functions to Munsell notation. The resulting Munsell notations were mapped into a color naming chart de®ned by a subset of Munsell colors (Hardin, 1998) . The color name of the NMF basis functions was determined by the nearest color name in the subset. The conversion of NMF basis functions to Munsell notations was made using an interpolation program available from the Munsell Company (http://www. munsell.com). The conversion requires the computed chromaticity coordinates (x; y), and the luminance, Y, of the basis functions. A limitation of NMF, as well as of PCA and other methods, is that they provide basis functions unique only up to a multiplicative constant We selected a scale factor for Y so that all basis Table 1 Comparison of PCA and NMF (Lee & Seung, 1999) PCA NMF Reduces second order statistical dependencies providing statistically uncorrelated coecients.
Provides basis functions and coecients that are always non-negative. Only additive combinations are allowed. Restricted to orthogonal basis functions.
Unless not overlapping, basis functions are non-orthogonal. Basis functions are global and span the entire domain.
Basis functions can be local. Basis functions have both positive and negative values.
Basis functions have no zero crossings. Basis functions correspond to directions of maximal variance.
Basis functions can correspond to physical or conceptual features in a non-negative space. The ®rst N basis functions are the same regardless of how many are computed.
Basis functions vary according to the number computed.
Implementation is simple and can be done with linear algebra methods. The only objective function is maximal variance or minimized square error.
Implementation requires non-linear iterative optimization. Dierent objective functions can be used.
Data can be recentered prior to processing to remove the mean.
Data cannot be recentered and must remain non-negative. A property of the basis function sets is that they become more narrow band as the number of functions in the set increases. Fig. 2 . The chromaticity coordinates of the basis functions in Fig. 1 . The basis functions in the sub®gures correspond. As the number of basis functions increases they encircle the central region of the color diagram.
functions were within the Munsell range. This limitation of the analysis precludes revealing color names whose spectra dier only by a multiplicative constant. Obvious examples are white, gray, and black, which can essentially be realized with re¯ectance spectra that dier only by a multiplicative constant. The collection of colors we used does not have neutrals, and the associated color categories were therefore a priori precluded. Table 2 shows the color names revealed by NMF depending on the number of basis functions required from the NMF algorithm. The notable observation is that with 3 and 4 basis functions the colors captured by the NMF basis functions are the dominant color names, blue, green, red, and yellow. This was consistent across all NMF computations and with dierent initial random encoding. Then, additional color names are added. The additional color names did not appear in the same order in all NMF computations. As the number of basis functions increased, repetitions of color names appeared. This is observed in the original application as well several versions of ears and eyes would emerge, for example, in the NMF application to face images by Lee & Seung (1999) .
Discussion
When applied to a collection of Munsell color spectra, NMF yielded a set of non-negative basis functions. These basis functions represent color names consistent with previous reports (Berlin & Kay, 1969; Boynton & Olson, 1987) . The primary colors, blue, green, red, and yellow are accounted for ®rst, indicating their dominance. A possible conclusion is that the number of color categories is an inherent property of distributions of color spectra, and that NMF is able to provide a partsbased representation consistent with the color categories. In other words, NMF represents color space along axes that are the color naming categories. This is similar to how NMF provides a parts-based analysis for faces, yielding ears, eyes, noses, etc. (Lee & Seung, 1999) . Of course, in color representation, as well as in faces, the basic lexicon can be enriched with ®ner distinctions or additional quali®ers for the categories.
The most essential question is whether the NMF basis functions actually correspond to color categories. We rely on the analogy to the previous applications of NMF as a parts-based analysis for faces and for English semantics (Lee & Seung, 1999) . The analogy to NMF analysis of face images is more intuitive. There was no a priori expectation or mathematical constraint that guided the resulting non-negative basis functions to correspond to speci®c well-de®ned face parts like ears and eyes. These perceptually meaningful parts are natural and basic in analyzing faces to their constituent components, and their combinations are used to describe faces. The analogy to color is that, at least to the extent the primary colors, red, green, yellow, and blue, are concerned, such analysis to natural parts is similarly made. The description of colors as bluish-green, greenish-yellow, etc., indicates the signi®cance of the primary colors in describing color in the same sense that eyes and ears are central to describing faces. Given the previous applications to faces and language and the present one to color names, NMF-type parts-based mathematical analysis should be given consideration as a promising tool for similar cognitive analyses.
Certain limitations prohibit drawing a stronger or more de®nitive conclusion. While revealing color categories, the analysis by NMF still lacks full correspondence with classical color naming. Full correspondence should actually not be expected for some very fundamental reasons. While the primary colors, red, green, blue, and yellow are largely universal, other color categories are more culturally and language dependent. (Berlin & Kay, 1969; Kay & McDaniel, 1978; Boynton & Olson, 1987; Hardin, 1998; Guest & Van Laar, 2000; Schirillo, 2001 .) NMF, and for that matter other mathematical analyses, simply lack the capacity to incorporate cultural and linguistic dierences in assigning color categories. Indeed, as noted in numerous studies, color naming is connecting perception, neurophysiology, philosophy, culture, and language. NMF is capable only of incorporating the physico-mathematical properties of the re¯ectance set. That NMF consistently reveals the basic colors, blue, green, red, and yellow, indicates the signi®cance of these colors. It also provides a possible role for the neurophysiological pathways corresponding to Hering's opponent colors, which unlike culture and language are universal. PCA yields the Hering-type subtractive comparative combinations of red minus green and yellow minus blue, and shows their advantages for neural coding. (Buchsbaum & Gottschalk, 1983; Derrico & Buchsbaum, 1991; Buchsbaum, 1993.) These opponent combinations are also evident in prominent eigenfunctions in PCA analyses of Munsell spectra (Cohen, 1964; Maloney, 1986; Parkkinen et al., 1989; Jaaskelainen et al., 1990; Lenz et al., 1996; Wachtler et al., 2001) . In this interesting sense, PCA and NMF appear complementary. NMF reveals basic color names, a high level visual task, while PCA indicates that combinations of these basic colors have certain coding eciencies in the early visual system. Additional limitations are introduced by the selection of Munsell colors. While Munsell colors provide a very useful set of samples frequently used in color research, Munsell wavelength spectra are not necessarily typical of many naturally occurring colors. Generally, Munsell spectra are``smoother'' functions of wavelength compared with natural spectra. The mitigating factor is that Munsell colors are perceptually equivalent (metameric) to natural colors with the same colorimetric parameters, and hence useful in color naming research. Another limitation of the Munsell collection is that in an attempt to provide a color atlas covering perceptual color space in even perceptual steps, their distribution is slanted and does not mirror natural color distributions. For example, there may be relatively fewer purples in nature than their number in the Munsell collection. Finally, while Munsell colors cover the most signi®cant and central regions of color space, they do not cover all of color space. We do not have a well-balanced calibrated distribution, in terms of the color names, lightness, and saturation, of a similar set of natural colors to be used with NMF. All these limitations notwithstanding, NMF provides a small number of non-negative and perceptually meaningful basis functions for a large set of color spectra.
