Some integration techniques for real-valued functions with respect to vector measures with values in Banach spaces (and viceversa) are investigated in order to establish abstract versions of classical theorems of Probability and Stochastic Processes. In particular the Girsanov Theorem is extended and used with the treated methods.
Introduction
The theory of stochastic processes plays a very important role in modelling various phenomena, in a large class of disciplines such as physics, economics, statistics, finance, biology and chemistry. Then it is crucial to extend as much as possible the tools and results regarding this theory, in order to make them available even in abstract and general contexts. A very important tool in Measure Theory is the Girsanov theorem, strictly linked to the well-known Wiener stochastic process called the standard Brownian motion (w t ) t∈[0,∞) , defined on a probability space (Ω, A, P). A classic formulation of this result in the real case can be found in [27] and it allows to change the underlying probability measure P, through the definition of Radon-Nikodým derivative, in order to obtain an equivalent measure Q. This turns out to be useful, for example, in mathematical finance when a neutral risk measure must be determined, in the Black-Scholes model.
Here we generalize the Girsanov theorem to the case of vector measure spaces following the idea formulated in [27] for the real Brownian motion and using the Birkhoff vector integral studied in [11, 13, 15, 18-23, 26, 32-36] , in [16] for non additive-measures and in [4-9, 12, 17] for the multivalued integration. This paper is inspired by [10, 37] , in particular some of the results were announced at the ICSSA 2018 Conference. Here, after an introduction of the Birkhoff integral and its properties in section 2, a vector version of the Girsanov result (Theorem 3.6) is presented. Section 4 is devoted to applications of Theorem 3.6 such as conditional measures (Proposition 4.1 for C([0, T ])-valued measures) and to extensions of the Itô representation of stochastic X-valued processes, using vector-stochastic integral and the classical Itô formulas. In particular, in Theorem 4.8, a process of the type is considered and it is proved that it is possible to eliminate the drift term in order to obtain a local martingale. The significance of this kind of result is that we could change the drift term, without changing the diffusion term.
The Birkhoff integrals and their properties
Let (Ω, A, ν) denote a measure space and (X, · ) a Banach space. From now on, with the letters µ, ν we refer to scalar measures, that is ν : A → R + 0 while we use letters as N, M to denote vector measures, that is N : A → X. We also use capital letters like X, Y to denote arbitrary Banach spaces, X * , Y * to denote their dual spaces and x * , y * the elements of the dual spaces. With letters like φ, ψ we refer to scalar functions, and with Φ, Ψ to vector valued functions, defined on the measure space (Ω, A, ν). We also denote with B(R), (B(I)) as usual the Borel σ-algebra on the real line (on the interval I = [0, T ], T > 0) and with B(X) the Borel σ-algebra on X. Finally, we shall denote by a t , b t , z t , scalar-valued stochastic processes, while A t , B t , Z t denote X-valued stochastic processes. We recall that an X-valued stochastic process is a strongly measurable function Z : (I × Ω, B(I) ⊗ A) → (X, B(X)). There are many different versions of the Birkhoff integral. We shall use the following one, that provides two different kinds of integrals. In order to do this we recall some basic definitions.
Definition 2.1. We say that a finite or countable family of non-empty measurable sets P := (U j ) j∈J is a partition of Ω if U j and U k are pairwise disjoint and they cover Ω, that is j∈J U j = Ω. We denote by P the set of all partitions of the set Ω. Given two different partitions P , P ′ we say that the partition P is finer than P ′ if for every U ∈ P there exists a U ′ ∈ P ′ such that U ⊂ U ′ .
We distinguish between two different kinds of Birkhoff integral. The first one is about the integration of an X-valued function with respect to a scalar measure. The second one is the notion of integral of a scalar function with respect to a vector measure.
Definition 2.2 (First type Birkhoff integral). Let Φ : Ω → X be a vector spacevalued function and ν : A → R + 0 be a scalar, countably additive measure. Then Φ is said to be first type Birkhoff integrable with respect to ν, briefly Φ ∈ Bi 1 (Ω, ν) (or simply Bi 1 if there is not ambiguity about the space and the measure), if there exists I ∈ X such that for all ε > 0 there exists a partition of Ω, P ε , such that, for every countable partition (U n ) n∈N of Ω, finer than P ε and for all ω n ∈ U n , it is lim sup n ( n k=1 Φ(ω k )ν(U k ) − I) < ε. We call I ∈ X the Birkhoff integral of Φ with respect to ν, and we denote it by (Bi1) Ω Φdν. Now we are going to define the second type of Birkhoff integral. Definition 2.3. Let φ : Ω → R and N : A → X be a countably additive measure. Then φ is said to be second type Birkhoff integrable with respect to N, briefly φ ∈ Bi 2 (Ω, N ) (or simply Bi 2 ), if there exists I ∈ X such that for all ε > 0 there exists a partition of Ω, P ε , such that, for every countable partition (U n ) n∈N of Ω, finer than P ε and for all ω n ∈ U n , it is lim sup n ( n k=1 φ(ω k )N (U k ) − I) < ε. We call I ∈ X the Birkhoff integral of φ with respect to N and we denote it by (Bi2) Ω φdN.
The first (second) type Birkhoff integrability/integral of a function on a set
A ∈ A is defined in the usual manner since, thanks to a Cauchy criterion the integrability of the function restricted to A follows immediately.
Remark 2.4. If µ is σ-finite then the Bi 1 integrability is correspondent to the classic Birkhoff integrability for Banach space-valued mappings (see also [5, Theorem 3.18] ). Moreover, since the Birkhoff integral is stronger than the Pettis integral, it is clear that, as soon as F is first type Birkhoff integrable with respect to m, the mapping M := A → (Bi1) A F dm is a countably additive measure.
For the second type, the mapping M := A → (Bi2) A f dN is weakly countably additive, since for each x * in the dual space X * the scalar mapping f is integrable with respect to the scalar measure x * (N ) (and to its variations). Then, thanks to the Orlicz-Pettis theorem (see [31] ), M turns out to be also strongly countably additive.
We want to show a link between these two types of Birkhoff integral. Firstly we recall a result concerning the first type Birkhoff integrability. 
Lemma 2.6. If φ is a scalar measurable function and Φ is an X-valued strongly measurable function in Bi 1 (Ω, ν) then, given
for every ε > 0 there exists a measurable countable partition U j n , j ∈ N of G n such that for every finer partition V j n , j ∈ N and for every ω j n ∈ V j n ,
Proof. By hypothesis the product function φ(ω)Φ(ω) is strongly measurable. Then, thanks to Theorem 2.5, for every ε > 0 and for every n there exists a measurable countable partition U j n , j ∈ N of G n such that, for every finer partition V j n , j ∈ N and for every ω j n ∈ V j n , we obtain
Theorem 2.7. Let φ : Ω → R be a measurable function and Φ ∈ Bi 1 (Ω, ν) be a vector valued strongly measurable function. We denote by
Proof. Suppose that φ(ω)Φ(ω) ∈ B 1 (Ω, ν) and let J = (Bi1) Ω φ(ω)Φ(ω)dν. Then, fixed arbitrarily ε > 0, we can find a measurable partition P * := {U n : n ∈ N} of Ω such that
for every finer partition {U ′ n , n ∈ N} and for every ω n ∈ U ′ n . So, taking a partition {V m , m ∈ N} finer than P * and a partition {V k m , m, k ∈ N} given by Lemma 2.6,
for every choice of ω m ∈ V m . Then φ ∈ Bi 2 (Ω, N ), as we wanted. Conversely, we assume that φ ∈ Bi 2 (Ω, N ). Then, for every ε > 0 there exists a countable measurable partition
This shows that φ(·)Φ(·) ∈ Bi 1 (Ω, ν) and the equality (2) is true.
In order to find applications in stochastic processes, we need to extend notions like distribution of a function with respect to a vector measure. Definition 2.8. Let φ : Ω → R be a measurable function and N : A → X be a countably additive measure. We define the measure induced by φ as N φ (B) = N (φ −1 (B)) for every B ∈ B (R) . This measure is countably additive and we call it the distribution of φ with respect to N .
We give now an integration by substitution result for the (Bi 2 ) integral. Theorem 2.9. Given two measurable functions φ : Ω → R, ψ : R → R, then the following relation holds:
Proof. Suppose that the two integrals above exist as second type Birkhoff integrals. Now if we fix x * ∈ X * , we can consider the real measures x * (N ) and x * (N φ ) = (x * (N )) φ . Then ψ(φ) is integrable with respect to x * (N ) and ψ is integrable with respect to (x * (N )) φ . So we obtain that
By the arbitrariness of x * , the assertion follows.
In order to introduce in this setting the definition of a martingale the notions of conditional expectation and filtration are needed. Definition 2.10. Let φ : Ω → R be a scalar function and Bi 2 (Ω, N ) integrable. We denote with σ φ the sub-σ-algebra of A, obtained by taking all pre-images φ −1 (B), for all B ∈ B(R). In the special case of φ = z t , with t ∈ [0, T ] fixed, then we define the natural filtration of z t , denoted by F z = (F t ) t , since F t = σ zt for every t. Now we give the notion of conditional expectation.
Remark 2.11. Given a sub σ-algebra F of A, we say that an X-valued function is F -measurable if it is strongly measurable as a function from the measurable space (Ω, F ) to the measurable Banach space (X, B(X)).
Definition 2.12. Let Φ ∈ Bi 1 (Ω, ν) and F be a sub σ-algebra of A. We define, provided that it exists, the conditional expectation of Φ with respect to F , indicated by E ν (Φ|F ) (E (Φ|F ) if there is no ambiguity about the measure), as the strongly
From this the classic tower property follows, i.e. for every sub σ-algebras of A, such that F ⊂ G ⊂ A, we have that
Another important property of the conditional expectation that we can extend is the following.
Theorem 2.13. Let Φ : Ω → X be a strongly measurable function and F be a sub σ-algebra of A, having conditional expectation E (Φ|F ). Then, given a F measurable function φ : Ω → R so that the product function Φ(·)φ(·) ∈ Bi 1 (Ω, ν), it holds:
Proof. We claim that, for every E ∈ F the following relation is satisfied:
For every x * ∈ X * it holds x * (E (Φ|F )) = E (x * (Φ) |F ), then we obtain that
So the function ω → E (Φ|F ) φ(ω) is Pettis integrable with respect to µ; since the product is strongly measurable, this means that the product is Bi 1 (Ω, µ)-integrable. Moreover, by the Hahn-Banach theorem, the formula (4) follows.
The theorems 2.7, 2.9 and 2.13 of this section were announced in [10, Theorems 2,3,4] respectively without any proof.
The Girsanov theorem for vector measures
To the aim of extending the Girsanov theorem to the Banach-valued measures we shall find the distribution of a scalar valued stochastic process under a vector measure N , make a transformation of this process, compute its new distribution and then define a new measure using these two density functions.
First, we need to define the concept of martingale when we use a vector measure N . Let a scalar measure ν : A → R + 0 be fixed and Φ : A → X be an X-valued function strongly measurable and B 1 (Ω, ν) integrable. We define the vector measure N : A → X as follows:
(Ω, N ) integrable and positive function ϕ such that dQ/dN = ϕ. So the definition of martingale for a scalar process (z t ) t can be given.
be a scalar stochastic process on the probability space (Ω, A, N ), where N is as above. We say that z t is an N-martingale in itself, that is a martingale with respect to its natural filtration
T ] be a scalar stochastic process on the probability space (Ω, A, P, F ) which is adapted to F . A vector-valued measure Q is called an equivalent martingale measure for (z t ) t with respect to P if (z t ) t is Bi 2integrable, it is a martingale with respect to Q and Q ∼ P.
In financial market the equivalent martingal measure is called also the riskneutral measure. Now we give some basic assumptions on stochastic processes.
Assumptions A1. Let us assume that (z t ) t∈[0,T ] is a stochastic scalar process defined as usual on the space (Ω, A, N ) such that these conditions are satisfied: A1.a) The function ω → z(t, ω) belongs to the space Bi 2 (Ω, N ), for every t ∈ [0, T ], with null integral and admits a density function, that means that its distribution under the vector measure N , denoted by N t (B) := N zt (B) = N (z −1 t (B)), for every B(R) could be written as a Birkhoff first type integral of some vector function F t : R → X ∈ Bi 1 (Ω, λ) (where λ is the Lebesgue measure), namely:
that for every t ∈ [0, T ] there exists a scalar positive function g t (x) such that the following factorization holds
. A1.c) The process defined as y t = (g t (z t )) t is a N -martingale in itself.
Remark 3.4. Conditions A1.a) and A1.b) allow us to work with the distributions of z t andz t under the measure N . We note that by A1.a) it follows that the processz t defines again a Bi 2 (Ω, N ) random variable, for every t ∈ [0, T ] and it admits a density function too, of typeF t := F t (x − θ(t)). In fact, by Lebesgue integral translation invariance, substituting r = x + θ(t), we obtaiñ
So, thanks to Theorem 2.7, we have N t (B) = (Bi1) B g t (x)dNz t . It is important to note that g t is a positive function, so by Assumption A1.c) we know that y t = g t (z t ) is a N -martingale.
Finally, we recall that, when {z t } t is the classical (scalar) Brownian Motion, then it turns out that g t (x) = exp(−qx + 1 2 q 2 t) and so the process
is a martingale with respect to the natural filtration of {w t } t (see e.g. [27, (4.20) ]).
So we define the change of measure setting the new vector measure Q : A → X as follows:
for every A ∈ A. Observe that Q ∼ N . Under Assumption A1 the marginal distribution of the stochastic process z t is preserved when we change the underlying measure. This means that the distribution of z t under N is the same of the process z t under the new measure Q.
Theorem 3.5. Let N, Q, z t ,z t be the vector measures and the scalar stochastic processes defined before. Under Assumption A1, the marginal distributions of these two processes are preserved under the change of measure, that is, for every t ∈ [0, T ], N zt = Qz t .
Proof. We fix B ∈ B(R) and t ∈ [0, T ]. By assumptions A1.a) and A1.b) we have that: Qz t (B) = Q (z t ) −1 (B ) = (Bi2) (zt) −1 (B) y T dN. Now, using the fact that y t is a martingale, that is the assumption A1.c) with respect to N , and by Theorem 2.9, we write
Since this holds for every B ∈ B(R), the proof is complete.
Our aim is to prove that Q is an equivalent martingale measure for ( z t ) t with respect to N . In order to do this, we assume Assumptions A2. The product process (z t y t ) t is a martingale in itself with respect to N .
Then, we are ready to formulate the main theorem, that is the Girsanov Theorem for vector measures Theorem 3.6 (Girsanov theorem). Under Assumptions A1 and A2 the process (z t ) t is a Q-martingale in itself, where Q is the vector measure, defined in (6).
Proof. By assumptions A1.a) and A1.b), we can define the positive real process y t and by means of A1.c), we have that Q ∼ N . Then it is (Bi2) Ez t dQ = (Bi2) Ez t y T dN. Now we fix s, t ∈ [0, T ], with s ≤ t and E ∈ F s . Using the martingale property of the process y t , we have (Bi2) Ez and then we get
The last relation is the martingale property of the processz t and the proof is completed.
Theorems 3.5 and 3.6 were announced in [10, Theorems 5, 6]; the last one with also a brief sketch of the proof.
If we consider, for example, a Brownian motion (w t ) t≥0 , we know that this process is a martingale on this space with respect to this filtration F . However, if we condition it on an expiration time T > 0 fixed, the distribution of this process changes and in general, it doesn't preserve some of its properties, such as the martingale property (see for example [14, Theorem 5.4] ). Let
(i.e. N (A) = P(A|w T ) = E(1 A |w T )). If we study the future time process (w t+T ) t>0 under this new measure, we can observe that the stochastic processw t = w t+T + qt is an N -martingale. In fact, since N (A) = P (A|w T ) = E (1 A |w T ) , the last term is a L 1 random variable, depending on w T and it shows that N is a vector L 1 measure. We observe that the process w t+T has the same distribution of w t + w T , where here we consider w t as independent of w T , and, under the measure N , it has a Gaussian distribution of parameters N (w T , t). Then, it admits the following density function:
Now, if we consider the transformed process (w t ) t = (w t + w T + qt) t , its marginal distribution admits a conditional density given bỹ
Their quotient is
Then, evaluating g t (w t+T ), we obtain the process
again considering w t , and then the process y t , independent of w T . Then the process y T , that we know to be a martingale under P (by [27, (4.20) ]), since it is independent by w T is a martingale even under the conditional probability N = P|w T . Furthermore, we have that the process
is the sum of two martingales under the conditional probability N , again considering w t as independent by w T , so it is a martingale too. Then the process (w t+T ) t>0 , under the probability N obtained conditioning with respect to w T , satisfies all the condition of the Girsanov Theorem 3.6 and then the new process (w t ) t is a martingale under N = P|w T .
Some applications
Since conditional measures can be seen as vector measures, using the tools obtained previously about the Birkhoff integral, we give some examples of applications of the Girsanov Theorem 3.6. This could be useful for example when conditioning of random variables to future (or past times) is considered. Now consider a C([0, T ])-valued stochastic process Φ defined as
be a C([0, T ])-valued measure.
Proposition 4.1. Let (w t ) t∈[0,T ] be a Brownian motion on the filtered probability space (Ω, A, P, F ). Let F t andF t be the density functions of w t andw t = w t + t under N • , respectively. Then, for every t ∈ [0, T ] there exists a real function g t (x) such that F t (x) = g t (x)F t (x) for every x ∈ R and the vector measure Q, defined by dQ dN • = g t (w t ), is an equivalent martingale measure for the processw t .
Proof. We are going to prove that for every s ≤ t in [0, T ]
namely it is independent of τ . We distinguish three cases:
(τ ≤ s ≤ t): in this case we have Φ(·, t) = exp{−w t − 1 2 t} so, being a martingale process, it is trivial to deduce that E (Φ(ω, t)|F s ) = exp{−w s − 1 2 s}.
(s ≤ τ ≤ t): again Φ(ω, t) = exp{−w t − 1 2 t}, then, as before, we get
for every E ∈ F s , where we have used the tower property (3), that is
This shows that w t Φ(ω, t) is not a martingale under P and this is equivalent to say that it is not a martingale under N • . Since the marginal distributions of the processes w t andw t under P are Gaussian with parameters respectively N (0, t) and
N (t, t), the marginal distributions under N • admit a density function obtained in this way:
Then we have the following densities function under N • :
and then it is easy to see that the function g t we are looking for is given by
Then we have that y t = g t (w t + t) = exp − 3 2 t − w t and we want to prove that it is a martingale under the measure N • , which is equivalent to prove that the vector process Φ(ω, T )y t is a P-martingale. Again, using the tower property (3), we find that
because exp{−2w s − 2s} is a martingale under P. Since y t is a positive N •martingale satisfying Assumption A1 with respect to N • and with θ(t) = t, we define a new vector measure as Q (A) := A y T dN • , A ∈ A. Now, recalling the increment invariance of the Brownian motion and the expected value of the log normal random variable, we prove that This means that the processw t y t is an N • -martingale and this proves Assumption A2 with respect N • . So, using the Girsanov Theorem 3.6, the processw t is a Q-martingale and the proof is completed.
A Birkhoff integral representation.
Using the classical Girsanov Theorem, it is possible to change the drift term of an Itô integral and to obtain a local martingale. We want to prove an analogous result for vector processes that have an integral representation in terms of Birkhoff integrals (Theorem 4.8). The main problem is to adapt to this theory the expression
where P is the underlying probability. The first integral could be seen as a Birkhoff integral of first type. We can observe that the function Φ integrated with respect to the Brownian motion is a vector one and the Brownian motion could also be seen as a vector-valued function, taking values for example in L 1 (Ω). Then, the second integral in (11) cannot be defined as a first type and neither as a second type Birkhoff integral. To solve this problem, we recall the Itô formula. If we consider as usual the standard Brownian Motion w t and the stochastic process
Obviously, in the special case that the function h is linear with respect to w t and it is of type h(t, x) = xr(t), we get h ′′ xx = 0, h ′ t = r ′ (t)x and h ′ x = r(t). Then we obtain d (h(t, w t )) = w t r ′ (t)dt + r(t)dw t . This is equivalent to the following integral relation 
It is interesting to note that, if X = R, then the equation (12) can be deduced simply applying the classic Itô formula. If we focus on the expression in (12) , we observe that it should be used as definition of a stochastic integral in the Birkhoff sense. In fact, for every fixed t ∈ [0, T ], the Brownian motion w t : Ω → R is a scalar random variable and given a vector function Φ : [0, T ] → X, we have that Φ(t)w t : Ω → X is an X-valued random variable. Thus, the first term on the right side of the equation (12) is an X-valued random variable. For the second one we need to recall the definition of Fréchet derivative, for other definitions see for example [2, 24, 25] .
denotes the space of all continuous and linear operators from R to X) such that 1) . Let (w s ) s be a Brownian process. If Φ ′ w it is first type Birkhoff integrable with respect to the Lebesgue measure, we can denote, with the integral notation (Bi1) t 0 Φ ′ (s)w s ds, an X-valued random variable defined by w(s, ω) ) ds. Now we are ready to define the stochastic integral of the second summand in (11) . Definition 4.4. A function Φ : R → X is said to be stochastic Bi 1 -integrable ((Bi ⋆ 1 ) for short) with respect to a Brownian motion w t on the filtered space, (Ω, A, P, F ) if
• Φ is differentiable on [0, T ] ( Φ ′ being its differential);
• for every fixed ω ∈ Ω the function Φ ′ (·)w(·)(ω) : [0, T ] → X is Bi 1integrable with respect to the Lebesgue measure. In this case, for every [a, b] ⊂ [0, T ], we define
Assumptions A3. Suppose that Φ is strongly measurable and differentiable on [0, T ] and such that for every x * ∈ X * , the function < x * , Φ(·) >∈ L 2 (Ω) and satisfies d dt
Remark 4.5. When X = R, Definition 4.4 agrees with the classic Itô formula.
In fact, given a scalar function r(t), it is t 0 r(s)dw s = r(t)w t − t 0 r ′ (s)w s ds. Note that in this case, the Fréchet differential of r is the classic differential given by D t (r)(t) = r ′ (t)t, then D t (r)(1) = r ′ (t) and Assumption A3 holds.
From now on we suppose that Φ, Ψ are Bi ⋆ 1 -integrable and satisfy Assumption A3. So, we get the following Proposition 4.6. For every x * ∈ X * , the process < x * , Φ > is integrable with respect to the Brownian motion (w t ) t and moreover
Proof. Fixed x * ∈ X * , it is
where, in the last equalities, we have used the Assumption A3 and the formula (12) applied to h(t, w t ) = w t < x * , Φ(t) >. Then, the assertion follows.
Moreover, the next result holds. (in the scalar case it is an Itô process). We would like to eliminate the drift term so that we obtain a local martingale. To obtain it, we need a hypothesis of connection between the drift term Ψ and the diffusion term Φ: namely we need to know if there exists a stochastic process r(t) such that Ψ(t) = r(t)Φ(t), for every t ∈ [0, T ] (and this is the process that we use to define the change of measure). The main peculiarity of this kind of result is that we could change the drift term, without changing the diffusion term. Therefore the process C t is a martingale under Q • .
Proof. By construction and using the classical Girsanov Theorem the processw t is a Brownian motion under the new probability Q • . Now we claim that and it turns out to be a martingale, thanks to Theorem 4.7.
