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Abstract
Location awareness, providing ability to identify the location of sensor, machine, vehicle, and
wearable device, is a rapidly growing trend of hyper-connected society and one of key ingredients for
internet of things (IoT) era. In order to make a proper reaction to the collected information from things,
location information of things should be available at the data center. One challenge for the IoT networks
is to identify the location map of whole nodes from partially observed distance information. An aim
of this paper is to present an algorithm to recover the Euclidean distance matrix (and eventually the
location map) from partially observed distance information. By casting the low-rank matrix completion
problem into the unconstrained minimization problem in a Riemannian manifold in which a notion
of differentiability can be defined, we solve the low-rank matrix completion problem using a modified
conjugate gradient algorithm. From the convergence analysis, we show that LRM-CG converges linearly
to the original Euclidean distance matrix under the extended Wolfe’s conditions. From the numerical
experiments, we demonstrate that the proposed method, called localization in Riemannian manifold
using conjugate gradient (LRM-CG), is effective in recovering the Euclidean distance matrix.
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Localization of IoT Networks Via Low-Rank
Matrix Completion
I. INTRODUCTION
Recently, Internet of Things (IoT) has received much attention for its plethora of applications,
such as healthcare, surveillance, automatic metering, and environmental monitoring. In sens-
ing the environmental data (e.g. temperature, humidity, pressure, pollution density, and object
movements), wireless sensor network consisting of thousands of more sensor nodes is popularly
used [3]–[6]. In order to make a proper reaction to the collected environmental data, location
information of sensor nodes should be available at the data center (basestation) [7], [8]. Since
actions in IoT networks, such as fire alarm, energy transfer, and emergency request, are made
primarily on the data center, an approach to identify the location information of whole nodes
at the data center has received much attention. In this so-called network localization (a.k.a.
cooperative localization), each node measures the distance information of adjacent nodes and
then forwards it to the data center [9]. Then the data center constructs a map of sensor nodes
using the collected distance information [10]. In obtaining the distance information, various
measuring modalities, such as received signal strength indication (RSSI) [11], time of arrival
(ToA) [12], time difference of arrival (TDoA) [13], and angle of arrival (AoA) [6], have been
employed. These approaches are simple and effective in measuring the short-range distance and
also commonly used for indoor environments.
When it comes to the network localization in IoT, there are two major tasks to be done.
First, distance information should be converted to the location information. Typically, converted
location information of the sensor node is local, meaning that the location information is true
in the relative sense. Thus, proper adjustment of the location information is needed to obtain
the absolute (true) location information. In fact, since the local location of a sensor node might
be different from the absolute location by some combinations of translations, rotations, and
reflections, absolute locations of a few sensor nodes (anchor nodes) are needed to transform the
local locations into the absolute locations. It has been shown that when the number of anchor
nodes is enough (e.g., four anchor nodes in R2), one can easily identify the absolute locations
of sensor nodes [10]. Readers are referred to [7], [8] for more details.
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Fig. 1. Sensor nodes deployed to measure not only environment information but also their pairwise distances. The observed
distances are represented by two-sided arrows. The shadow spheres represent the radio communication range of the sensor nodes.
Second and more important problem is that the data center does not have enough distance
information to identify the locations of sensor nodes. For various reasons, such as the power
outage of a sensor node or the limitation of radio communication range, only small number
of distance information is available at the data center. This situation can also occur in the
hierarchical or relay-based IoT networks where only intermediate or cluster head node sends the
distance information to the data center. Also, in the vehicular networks it might not be possible
to measure the distance of all adjacent vehicles when a vehicle is located at the dead zone.
Similar behavior can also be observed in underwater acoustic communication environments. To
illustrate this scenario, we depict a simple network consisting of five sensor nodes in Fig. 1.
We see that only a small number of pairwise distances are measured, and hence there are many
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unknown entries in the observation matrix Do:
Do =

0 d212 d
2
13 ? ?
d221 0 ? ? ?
d231 ? 0 d
2
34 d
2
35
? ? d243 0 d
2
45
? ? d253 d
2
54 0

,
where the question mark ? indicates unknown entries of D. In finding out the node location
using the observed matrix Do, multidimensional scaling (MDS) technique has been employed
[10]. In a nutshell, MDS reconstructs the Euclidean distance matrix using the shortest path algo-
rithm and then computes the node locations using a truncated eigendecomposition. Semidefinite
programming (SDP) technique using a convex relaxation of nonconvex quadratic constraints of
the node locations has also been used to this [14], [15]. However, SDP-based techniques are
computationally expensive since the computational complexity depends heavily on the problem
size [15].
As an alternative approach, matrix completion techniques reconstructing the Euclidean distance
matrix D using partially observed entries have been proposed in recent years [16]–[20]. In
general, one cannot recover the original matrix from a knowledge of a subset of its entries since
there are infinitely many completion options for the unknown entries. However, if a matrix is
low-rank, then it can be recovered from the partial observation matrix [16]. Since the rank of
the Euclidean distance matrix D in the k-dimensional Euclidean space is at most k + 2 (k = 2
or 3) [21], it can be readily modeled as a low-rank matrix. The problem to recover a low-rank
matrix D from the small number of known entries can be expressed as
min
D˜ ∈ Rn×n
1
2
‖PE(D˜)− PE(Do)‖2F ,
s.t. rank(D˜) ≤ k + 2,
(1)
where PE is the sampling operator given by
[PE(A)]ij =
Aij if (i, j) ∈ E0 otherwise.
In the RSSI-based distance model, for example, E = {(i, j) : ‖xi− xj‖2 ≤ r} would be the set
of observed indices for a given radio communication range r. Note that this problem is robust to
the observation error and noise since it uses the Frobenius norm-based cost function. Also, this
approach is good fit for the situation where the rank constraint is known in a priori, which is true
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in our case. In recent years, various approaches to find a solution of (1) have been suggested.
In [16], the nuclear norm minimization (NNM) has been proposed. In [17], a singular value
thresholding (SVT) technique that shrinks the number of singular values and as a result ensures
the low rank structure of the output matrix has been proposed. As extensions of SVT technique,
the augmented Lagrange multiplier (ALM) and accelerated proximal gradient (APG) algorithms
have also been proposed in [18] and [22].
An aim of this paper is to propose a Euclidean distance matrix completion technique for the
IoT network localization. In our approach, we express the Euclidean distance matrix D as a
function of the low rank positive semidefinite (PSD) matrix. Since the set of these matrices
forms a Riemannian manifold in which the notation of differentiability can be defined, we can
recycle, after a proper modification, an algorithm in the Euclidean space. In order to solve the
problem (1), we propose a modified conjugate gradient algorithm, referred to as localization in
Riemannian manifold using conjugate gradient (LRM-CG). The main contributions of this paper
are as follows:
• We propose a matrix completion-based IoT network localization algorithm called LRM-CG.
Our numerical and simulation results demonstrate that LRM-CG can exactly recover the
Euclidean distance matrix from partial measurements, achieving MSE ≤ 10−5 using 40%
of measurements (see Subsection V-B).
• We propose an extension of LRM-CG to cope with the scenario in which the observed
pairwise distances are contaminated by the outliers. By modeling outliers as a sparse matrix
and then adding a regularization term of the outlier matrix into the Frobenius norm-based
problem, we can effectively control the outliers. From simulation results, we observe that the
extended LRM-CG is effective in handling the outliers, achieving mean square localization
error being less than 0.5m up to 20% outlier ratio (see Subsection V-C).
We briefly summarize notations used in this paper. < β1,β2 > is the inner product between
β1 and β2, i.e., < β1,β2 >= tr(β
T
1 β2). diag(A) is the vector formed by the main diagonal
of a matrix A. Sym(A) and Skew(A) are the matrices formed by Sym(A) = 1
2
(A +AT ) and
Skew(A) = 1
2
(A − AT ) for any square matrix A, respectively. Note that A = Sym(A) +
Skew(A). eye(a) is the diagonal matrix formed by a. For an orthogonal matrix Q ∈ Rn×k
with n>k, we define its orthogonal complement Q⊥ ∈ Rn×(n−k) such that
[
Q Q⊥
]
forms
an orthonormal matrix. Given a function f : Y ∈ Rn×n → f(Y) ∈ R, ∇Yf(Y) is the
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Euclidean gradient of f(Y) with respect to Y, i.e., [∇Yf(Y)]ij = ∂f(Y)∂yij . For a given matrix
A =
[
a1 a2 · · · an
]
∈ Rn×n, the vectorization of A, denoted by vec(A), is defined as
vec(A) =
[
aT1 a
T
2 · · · aTn
]T
. {ei}ni=1 are the n× 1 standard basis vectors of Rn. A⊙B is
the Hadamard product of two matrices A and B. 1 =
[
1 1 · · · 1
]T
is all-ones vector.
II. THE LRM-CG ALGORITHM
In this section, we present the proposed LRM-CG algorithm. By exploiting the smooth
Riemannian manifold structure of the set of the low-rank symmetric PSD matrices, we formulate
the matrix completion problem (1) as an unconstrained optimization problem on the smooth
Riemannian manifold. Roughly speaking, smooth manifold is a generalization of the Euclidean
space on which a notion of differentiability exists. For more rigorous definition, see, e.g., [23].
A smooth manifold together with an inner product, often called a Riemannian metric, forms a
smooth Riemannian manifold. Since the smooth Riemannian manifold is a differentiable structure
equipped with an inner product, we can use various ingredients such as Riemannian gradient,
Hessian matrix, exponential map, and parallel translation, for solving optimization problems with
quadratic cost function [23]. Therefore, optimization techniques in the Euclidean vector space
(e.g., steepest descent, Newton method, conjugate gradient method) can be readily extended to
solve a problem in the smooth Riemannian manifold.
A. Problem Model
We consider the problem of n sensor nodes distributed in the k-dimensional Euclidean space.
Let xi be the coordinate vector of the i-th sensor (1 ≤ i ≤ n) andX = [x1 x2 · · · xn]T . Then, the
distance dij between the i-th and j-th sensors is given by d
2
ij = ‖xi−xj‖22 = xTi xi+xTj xj−2xTi xj ,
and thus the Euclidean distance matrix D satisfies
D = g(XXT ), (2)
where g(XXT ) = 2Sym(diag(XXT )1T −XXT ). In the example illustrated in Fig. 1, we have
X =
[
x1 x2 x3 x4 x5
]T
=

7 2 11 12 15
9 7 7 4 6
1 0 0 0 0

T
,
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and
D = g(XXT ) =

0 30 21 51 74
30 0 81 109 170
21 81 0 10 17
51 109 10 0 13
74 170 17 13 0

.
The problem to identify the node locations from a partial observation of D is formulated as
min
X˜ ∈ Rn×k
1
2
‖PE(g(X˜X˜T ))−PE(Do)‖2F . (3)
When n nodes (n ≥ k) are distributed in k-dimensional Euclidean space, rank(D) ≤ k+2 [14],
[21]. Incorporating this constraint, we have
min
D˜ ∈ Rn×n
1
2
‖PE(D˜)− PE(Do)‖2F ,
s.t. rank(D˜) ≤ k + 2.
(4)
Here, we use X˜ and D˜ as the optimization variables of the problems (3) and (4), respectively,
to differentiate them from the true coordinate matrix X and the true distance matrix D. In order
to suppress the effect of large magnitude errors, we can incorporate a weight matrix W into
(4)1. Thus,
min
D˜ ∈ Rn×n
1
2
‖W ⊙ (PE(D˜)−PE(Do))‖2F ,
s.t. rank(D˜) ≤ k + 2,
(5)
where wij is the (i, j)-th entry ofW satisfying wij>0 for (i, j) ∈ E and zero otherwise. Noting
that D˜ = g(Y) for a PSD matrix Y, we further have
min
Y ∈ Y
1
2
‖W ⊙ (PE(g(Y))−PE(Do))‖2F , (6)
where Y = {X˜X˜T : X˜ ∈ Rn×k}2.
1If the observed entries are accurate, we simply set wij = 1 for all (i, j) ∈ E. However, in many practical scenarios
where range-based techniques are employed, the measurement accuracy might be inversely proportional to the magnitude of the
observed distances [24], which needs to be accounted for the choice of wij .
2Note that the feasible set Y includes the rank constraint rank(D˜) ≤ k + 2.
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(a)
(b)
Fig. 2. Illustration of (a) the tangent space TYY˜ and (b) the retraction operator RY at a point Y in the embedded manifold Y˜ .
When the nodes are randomly distributed in k-dimensional Euclidean space, rank of the
location matrix X is k almost surely3. Thus, we can strengthen the constraint set from Y to
Y˜ = {X˜X˜T : X˜ ∈ Rn×k, rank(X˜) = k}, and thus
min
Y ∈ Y˜
1
2
‖W ⊙ (PE(g(Y))−PE(Do))‖2F , (7)
3Consider the case that sensor nodes are randomly distributed in 2D Euclidean space, then rank(X) = 1 if and only if all of
nodes are co-linear. This event happens if there exists a constant ρ such that xi1 = ρxi2 for any i-th row. The probability of
this event
n∏
i=1
P (xi1 = ρxi2) = [P (x11 = ρx12)]
n is negligible when the number of sensor nodes are sufficiently large.
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In the sequel, we denote f(Y) = 1
2
‖W ⊙ (PE(g(Y)) − PE(Do))‖2F for notational simplicity.
Once the solution Y∗ of the problem (7) is obtained, we can recover the node location using
the eigen-decomposition of Y∗ (see Subsection II-C for details).
B. Optimization over Riemannian Manifold
Let S = {S ∈ Rn×k : STS = Ik}4 and L = {eye([λ1 · · · λk]T ) : λ1 ≥ λ2 ≥ · · · ≥ λk>0}.
Then, for given T ∈ Y˜ , we can express T = SΓST using the eigenvalue decomposition and
thus
Y˜ = {SΓST : S ∈ S,Γ ∈ L}, (8)
where Y˜ is a smooth Riemannian manifold [25, Ch.5]. Our approach to solve the problem
in a smooth Riemannian manifold is beneficial in two major respects: First, one can easily
compute the gradient of the cost function in (7) using the matrix calculus. Second, one can
extend techniques in the Euclidean space to solve the problem (7).
Since our work relies to a large extent on properties and operators of differential geometry,
we briefly introduce tools and ingredients to describe the proposed algorithm. Since Y˜ is an
embedded manifold in the Euclidean space Rn×n, its tangent spaces are determined by the
derivative of its curves, where the curve γ of Y˜ is a mapping from R to Y˜ . Put it formally,
for a given point Y = QΛQT ∈ Y˜ , the tangent space of Y˜ at Y, denoted TYY˜ , is defined
as TYY˜ = {γ′(0) : γ is a curve in Y˜ , γ(0) = Y} (see Fig. 2). The tangent space TYY˜ can be
expressed as [26]
TYY˜ =
[Q Q⊥]
C1 CT2
C2 0
QT
QT⊥
 :
CT1 = C1 ∈ Rk×k,C2 ∈ R(n−k)×k
}
. (9)
A metric on the tangent space TYY˜ is defined as the matrix inner product < B1,B2 >=
tr(BT1B2) between two tangent components B1,B2 ∈ TYY˜ . Next, we define the orthogonal
projection of a matrix A onto the tangent space TYY˜ , which will be used to find the closed-
form expression of Riemannian gradient in Subsection II-C.
Definition II.1. The orthogonal projection onto TYY˜ is a mapping PTYY˜ : Rn×n → TYY˜ such
that for a given matrix A1 ∈ Rn×n, < A1 − PTYY˜(A1),A2 >= 0 for all A2 ∈ TYY˜.
4S is an orthogonal Stiefel manifold embedded in Rn×k [23].
May 7, 2019 DRAFT
IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. X, NO. Y, MAY 2019 10
For a given matrix A1, orthogonal projection PTYY˜(A1) of A1 onto the tangent space TYY˜
is [26]
PTYY˜(A1) = PQSym(A1) + Sym(A1)PQ −PQSym(A1)PQ, (10)
where PQ = QQ
T .
In order to express the concept of moving in the direction of a tangent space while staying
on the manifold, an operation called retraction is used. As illustrated in Fig. 2(b), the retraction
operation is a mapping from TYY˜ to Y˜ that preserves the gradient at Y [27, Definition 4.1.1].
Definition II.2. The retraction RY(B) of a matrix B ∈ TYY˜ onto Y˜ is defined as
RY(B) = argmin
Z∈Y˜
‖Y +B− Z‖F . (11)
In obtaining the closed form expression of RY(B), an operator Wk keeping k largest positive
eigenvalues of a matrix, referred to as eigenvalue selection operator, is needed. Since the
projection RY(B) is an element of Y˜, RY(B) should be a symmetric PSD matrix with rank k.
Thus, for a given square matrix A, we are interested only in the symmetric part Sym(A). If we
denote the eigenvalue decomposition (EVD) of this as Sym(A) = PΣPT and the k topmost
eigenvalues of this as σ1 ≥ σ2 ≥ · · · ≥ σk , then Wk(A) is defined as
Wk(A) = PΣkPT , (12)
where Σk = eye
([
σ1 ... σk 0 ... 0
]T)
. Using this eigenvalue selection operator Wk,
we can obtain an elegant expression of RY(B).
Theorem II.3 (Proposition 6 [27]). The retraction RY(B) of B ∈ TYY˜ can be expressed as
RY(B) =Wk(Y +B). (13)
Finally, to develop the conjugate gradient algorithm over the Riemannian manifold Y˜, we
need the Euclidean gradient of the cost function f(Y).
Theorem II.4. Euclidean gradient ∇Yf(Y) of f(Y) with respect to Y is
∇Yf(Y) = 2eye(Sym(R)1)− 2Sym(R), (14)
where R =W ⊙W ⊙ (PE(g(Y))− PE(Do)).
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Fig. 3. Riemannian gradient gradf(Y) is defined as the projection of the Euclidean gradient ∇Yf(Y) onto the tangent space
TYY˜ while the Euclidean gradient is a direction for which the cost function is reduced most in R
n×n, Riemannian gradient is
the direction for which the cost function is reduced most in the tangent space TYY˜ .
Proof. See Appendix A.
C. Localization in Riemannian Manifold Using Conjugate Gradient (LRM-CG)
In order to solve the problem (7), we basically use the conjugate gradient (CG) algorithm.
CG algorithm is widely used to solve the sparse symmetric positive definite linear systems [28].
Main advantage of the CG algorithm is that the solution can be found in a finite number of
searching steps. This is because the conjugate direction is designed such that it is conjugate to
the previous directions and also the gradient of the cost function.
First, noting that PE and g are linear mappings, one can easily show that
f(Y) =
1
2
‖W ⊙ (PE(g(Y))− PE(Do))‖2F
=
1
2
‖W ⊙ (PE(g(
∑
i,j
yijeie
T
j ))− PE(Do))‖2F
=
1
2
‖W ⊙ (
∑
i,j
yijPE(g(eieTj ))− PE(Do))‖2F
(a)
=
1
2
‖vec(W) ◦ (
∑
i,j
yijvec
(PE(g(eieTj )))
−vec(PE(Do)))‖22
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(b)
=
1
2
‖Avec(Y)− b‖22, (15)
where (a) is because ‖M‖F = ‖vec(M)‖2, (b) follows from vec(Y) =
[
y11 y21 · · · ynn
]T
,
b = vec(W ⊙PE(Do)), and A formed by column vectors vec
(
W ⊙PE(g(eieTj ))
)
.
In (15), we see that the cost function f(Y) has the quadratic form of a sparse symmetric
positive definite system, and thus the CG algorithm can be readily used to solve the problem.
The update equation of the conventional CG algorithm in the Euclidean space is
Yi+1 = Yi + αiPi, (16)
where αi is the stepsize and Pi is the conjugate direction. The stepsize αi is chosen by the line
minimization technique (e.g., Armijo’s rule [28]) and the search direction Pi of the CG algorithm
is chosen as a linear combination of the gradient and the previous search direction to generate
a direction conjugate to the previous ones. In doing so, one can avoid unnecessary searching of
directions that have been searched over and thus achieve the speedup of the algorithm [28].
Since we consider the optimization problem over the Riemannian manifold Y˜ , the conjugate
direction Pi should lie on the tangent space. To make sure that the update point Yi+1 lies on
the manifold, we need a retraction operation. The update equation after applying the retraction
operation is
Yi+1 = RYi(αiPi) =Wk(Yi + αiPi). (17)
As observed in Theorem II.3, the eigenvalue selection operator Wk guarantees that the updated
point Yi+1 lies on the manifold.
We next consider the conjugate direction Pi of LRM-CG. In the conventional nonlinear CG
algorithm, conjugate direction Pi is updated as
Pi = −∇Yf(Yi) + βiPi−1, (18)
where βi is the conjugate update parameter
5. Since we optimize over the Riemannian manifold Y˜ ,
conjugate direction in (18) needs to be modified. First, we need to use the Riemannian gradient
of f(Y) instead of the Euclidean gradient ∇Yf(Y) since we need to find the search direction
on the tangent space of Y˜ . Riemannian gradient, denoted gradf(Y), is distinct from ∇Yf(Y)
in the sense that it is defined on the tangent space TYY˜ (see Fig. 3). gradf(Y) is given in the
following lemma.
5There are a number of ways to choose βi. See, e.g., [28], [29].
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Algorithm 1: LRM-CG algorithm
1 Input: Do: the observed matrix,
W: the weight matrix,
PE: the sampling operator,
ǫ: tolerance,
µ ∈ (0 1): given constant,
T : number of iterations.
2 Output: X̂: node location matrix
3 Initialize: i = 1,
Y1 ∈ Y˜: initial matrix,
P1: initial conjugate direction.
4 While i ≤ T do
5 Ri =W ⊙W⊙ (PE(g(Yi))− PE(Do)) // Generate residual matrix
6 ∇Yf(Yi) = 2eye(Sym(Ri)1)− 2Ri // Compute Euclidean gradient
7 gradf(Yi) = PTYi Y˜
(∇Yf(Yi)) // Compute Riemannian gradient
8 Hi = gradf(Yi)− PTYi Y˜
(gradf(Yi−1))
9 h =< Pi,Hi >
10 βi =
1
h2
< hHi − 2Pi‖Hi‖
2
F , gradf(Yi) > // Compute CG coefficient
11 Pi = −gradf(Yi) + βiPTYi Y˜
(Pi−1) // Compute conjugate direction
12 Find a stepsize αi>0 such that // Perform Armijo’s line search
f(Yi)− f(RYi(αiPi)) ≥ −µαi < gradf(Yi),Pi >
13 Yi+1 = RYi(αiPi) // Perform retraction
14 Di+1 = g(Yi+1) // Compute updated Euclidean distance matrix
15 If ‖W ⊙ (PE(Di+1)− PE(Do))‖F<ǫ then
16 Exit from while loop
17 End If
18 Obtain Q and Λ using the eigendecomposition
Yi+1 = QΛQ
T
19 X̂ = QΛ1/2 // Find updated locations of sensor nodes
20 i = i+ 1
21 End While
Lemma II.5 (Ch.3 [23]). Riemannian gradient ∇Yf(Y) of f(Y) with respect to Y is
gradf(Y) = PTYY˜(∇Yf(Y)). (19)
Second, since the Riemannian gradient gradf(Yi) and previous conjugate direction Pi−1 lie
on two different vector spaces TYiY˜ and TYi−1Y˜, we need to project Pi−1 onto the tangent space
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TYiY˜ before performing a linear combination between of two6. In view of this, the conjugate
direction update equation of LRM-CG is
Pi = −gradf(Yi) + βiPTYi Y˜(Pi−1). (20)
In finding the stepsize αi in (17), we use the Armijo’s rule (αi ≈ min
α>0
f(Wk(Yi + αiPi) [28]),
a widely used line search strategy.
Finally, when the output Ŷ ∈ Y˜ of LRM-CG is generated, the node location matrix X̂ is
recovered as
X̂ = argmin
X
‖Ŷ −XXT‖F . (21)
Since Ŷ  0, we use the eigenvalue decomposition to find X̂. In fact, by denoting Ŷ = QΛQT
(Q ∈ Rn×k and Λ ∈ Rk×k), we obtain the local locations of sensor nodes X̂ = QΛ1/2. Then, X̂
is transformed into the true locations of nodes by the aid of anchor nodes [8], [10]. Specifically,
we might need to find a rotation matrix F ∈ Rk×k and a translation vector b ∈ Rk to transform
X̂ so that it would be matched with the true locations as
X = X̂F+ 1bT . (22)
Suppose that x1, x2, and x3 are the given anchor nodes in 2-dimensional Euclidean space (k = 2).
Since xT1 = x̂
T
1F+ b
T and bT = xT1 − x̂T1F, we have
X− 1xT1 = (X̂− 1x̂T1 )F+ 1x̂T1F− 1xT1 + 1bT
= (X̂− 1x̂T1 )F. (23)
What remains is to find F. Let XA =
[
x2 − x1 x3 − x1
]T
and X̂A =
[
x̂2 − x̂1 x̂3 − x̂1
]
be the matrices associated to anchor nodes. Then, it is clear that XA = X̂AF. Thus, we have
F = X̂†AXA.
The proposed LRM-CG algorithm is summarized in Algorithm 1.
6In transforming a component from one tangent space to another, an operator called vector transport is used (see Definition
8.1.1 in [23]). For an embedded manifold of Rn×n, vector transport is the orthogonal projection operator [23]. Hence, the vector
transport of Pi−1 is the orthogonal projection of Pi−1 onto TYi Y˜
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D. Computational Complexity
In this subsection, we analyze the computational complexity of LRM-CG in terms of the
number of floating point operations (flops). As discussed, major operations in LRM-CG is to
compute Euclidean gradient, Riemannian gradient, and the retraction operation.
First, in order to compute the Euclidean gradient ∇Yf(Yi) in (14), we need to compute
PE(g(Yi)), Ri =W⊙W⊙ (PE(g(Yi))−PE(Do)), and 2eye(Sym(Ri)1)− 2Sym(Ri), which
require 3|E|/2, 3|E|/2, and O(|E|) flops7, respectively, where |E| is the number of elements
of E defined in (1). Second, recalling that the Riemannian gradient gradf(Yi) is an orthogonal
projection of ∇Yf(Yi) onto the tangent space TYiY˜ , we need to estimate the computational
complexity of the orthogonal projection operator PTYi Y˜
. By adopting the computational strategy
in [26], we can express the Riemannian gradient as gradf(Yi) = QC1Q
T +QC˜T +C˜QT where
C1 ∈ Rk×k, C˜ ∈ Rn×k, and QT C˜ = 0, which requires O(k|E| + k2n). Finally, the retraction
operation is obtained via the eigenvalue selection operatorWk in (13) and this requires the EVD
of (Yi + Pi). In general, the computational complexity of the EVD for an n × n matrix is
expressed as O(n3). However, by exploiting the symmetric structures of Y˜ and TYiY˜ , we can
simplify the EVD operation (see [26] for details). Specifically, noting that Pi ∈ TYiY˜, we have
Yi +Pi =
[
Q Qc
]Λ+C1 RTc
Rc 0
QT
QTc

=
[
Q Qc
]
KΛ
′
KT
QT
QTc
 .
where QcRc is the QR-decomposition of an n× k matrix satisfying QTQc = 0, which requires
O(k2n + k3). Now the EVD of (Yi + Pi) is simplified to the EVD of the 2k × 2k matrixΛ+C1 RTc
Rc 0
, which requires only O(k3) flops. Also, the computation of [Q Qc]K requires
nk(4k−1) flops8. As a result, the computational complexity of the retraction operation isO(k2n).
In summary, the computational complexity of the proposed algorithm per iteration is O(k|E|+
k2n). Since k = 2 or 3 in our problem [21], the computational complexity per iteration can be
expressed as O(|E|+ n) flops.
7To compute 2eye(Sym(Ri)1) − 2Sym(Ri), we need Sym(Ri) and eye(Sym(Ri)1) given Sym(Ri), which requires |E|
and O(|E|) flops, respectively.
8Since K ∈ R2k×k and
[
Q Qc
]
∈ Rn×2k , each entry of
[
Q Qc
]
K requires 2k multiplications and 2k − 1 additions.
May 7, 2019 DRAFT
IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. X, NO. Y, MAY 2019 16
III. CONVERGENCE ANALYSIS
In this section, we present the convergence analysis of the proposed LRM-CG algorithm. We
show that under the extended Wolfe’s conditions, LRM-CG converges linearly to the original
Euclidean distance matrix in the sampling space.
Definition III.1. For a sequence of matrices {Di}∞i=1, if lim
i→∞
‖Di −D‖F = 0, we say {Di}∞i=1
converges to D. Further, we say {Di}∞i=1 converges linearly to D with convergent rate λ if there
exists λ (1>λ ≥ 0) satisfying
lim
i→∞
‖Di+1 −D‖F
‖Di −D‖F = λ.
The minimal set of assumptions used for the analytical tractability are as follows:
A1 : f(Yi)− f(RYi(αiPi)) ≥ −ταi < gradf(Yi),Pi > for τ satisfying 0<τ<1/2,
A2 : | < gradf(RYi(αiPi)),Pi > | ≤ −µ < gradf(Yi),Pi > for µ satisfying τ<µ<1/2,
A3 : c‖gradf(Yi)‖F ≥ ‖∇Yf(Yi)‖F for c satisfying c>1.
In essence, A1 and A2 can be considered as extensions of the strong Wolfe’s conditions [30],
[31]. Note that if the stepsize αi is chosen to be very small, then Yi+1 = RYi(αiPi) ≈ RYi(0) =
Yi, and thus f(Yi) − f(RYi(αiPi)) ≈ 0 and −ταi < gradf(Yi),Pi >≈ 0. In this case, A1
holds true approximately. However, there would be almost no update of Yi so that the algorithm
will converge extremely slowly. To circumvent this pathological scenario, we use A2, which is
in essence an extension of the strong Wolfe’s condition for the Riemannian manifold. Under this
assumption, αi cannot be chosen to be very small since otherwise we have RYi(αiPi) ≈ Yi,
and thus
| < gradf(RYi(αiPi)),Pi > | ≈ | < gradf(Yi),Pi > |
≥ −µ < gradf(Yi),Pi >,
which contradicts the assumption A2. The assumption A3 is needed to guarantee the global
convergence of LRM-CG. We will discuss more on this in Remark III.5.
Our first main result, stating successful recovery condition at sampled entries, is formally
described in the following theorem.
Theorem III.2 (strong convergence of LRM-CG). Let {Di = g(Yi)}∞i=1 be the sequence of the
matrices generated by LRM-CG and D be the original Euclidean distance matrix. Under A1,
A2, and A3, {PE(Di)}∞i=0 converges linearly to PE(D).
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Fig. 4. Suppose that the sensor node 4 is inside the triangle formed by three sensor nodes 1, 2, and 3. Then for a given r, it
can be shown that d14 ≤ max(d12, d13), and thus P (d14 ≤ r|d12 ≤ r, d13 ≤ r) = 1 which is not necessarily equivalent to
P (d14 ≤ r).
Remark III.3 (strongly convergent condition in Rn). Note that lim
i→∞
‖PE(Di)− PE(D)‖F = 0
is equivalent to
lim
i→∞
‖∇Yf(Yi)‖F = 0. (24)
This condition is often referred to as the strongly convergent condition of the nonlinear CG
algorithms in the vector space. The equivalence can be established by the following sandwich
lemma.
Lemma III.4.
2‖PE(Di)− PE(D)‖F ≤ ‖∇Yf(Yi)‖F
≤ (2√n+ 2)‖PE(Di)− PE(D)‖F .
Proof. See Appendix B
Remark III.5. Recently, an attempt has been made to extend the convergent analysis of the
conventional CG algorithms (over the Euclidean space Rn) to the Riemannian manifolds. In
[31, Theorem 4.3], it has been shown that under certain assumption,
lim
i→∞
inf ‖gradf(Yi)‖F = 0. (25)
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One can observe that the Euclidean gradient ∇Yf(Yi) is replaced by the Riemannian gradient
gradf(Yi). Unfortunately, the convergence of the Riemannian gradient in (25) does not imply
the convergence of Euclidean gradient in (24) because
‖∇Yf(Yi)‖2F
= ‖PTYY˜(∇Yf(Yi))‖2F + ‖P⊥TYY˜(∇Yf(Yi))‖
2
F
= ‖gradf(Yi)‖2F + ‖P⊥TYY˜(∇Yf(Yi))‖
2
F , (26)
where gradf(Yi) = PTYY˜(∇Yf(Yi)) (see (19)). One can observe from this that the condition in
(25) is not sufficient to guarantee (24), that is, one cannot guarantee lim
i→∞
‖PE(Di)−PE(D)‖F =
0 just from (25). However, by the introduction of A3, equivalence between (24) and (25) can be
established.
We are now ready to prove Theorem III.2.
Proof of Theorem III.2: First, we show that under A1, A2, and A3, ‖PE(Di)−PE(D)‖F is
non-increasing. That is, there exists γ>0 such that γ
c2
≤ 1 and
‖PE(Di+1)−PE(D)‖2F ≤
(
1− γ
c2
)
‖PE(Di)− PE(D)‖2F . (27)
We need the following lemma to prove this.
Lemma III.6. Suppose that ‖gradf(Yt)‖F > 0 for all t ≤ i. If βi is chosen based on Fletcher-
Reeves’ rule, that is, [29], [31]
βi =
< gradf(Yi), gradf(Yi) >
< gradf(Yi−1), gradf(Yi−1) >
, (28)
then
< gradf(Yi),Pi >
‖gradf(Yi)‖2F
≤ −1 − 2µ
1− µ −
µi
1− µ.
Lemma III.7. ‖gradf(Yi)‖2F ≥ 8c2f(Yi).
Proof. See Appendix C.
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We are now ready to prove (27). First, from A1, we have
f(Yi+1) ≤ f(Yi) + ταi < gradf(Yi),Pi >
(a)
≤ f(Yi)− ταi
(
1− 2µ
1− µ +
µi
1− µ
)
‖gradf(Yi)‖2F
≤ f(Yi)− ταi
(
1− 2µ
1− µ
)
‖gradf(Yi)‖2F ,
(b)
≤ f(Yi)− 8ταi
(
1− 2µ
1− µ
)
1
c2
f(Yi),
where (a) and (b) follow from Lemma III.6 and Lemma III.7, respectively. Let
γi = 8ταi
(
1− 2µ
1− µ
)
, (29)
then γi>0 (since αi>0) and hence
f(Yi+1) ≤ (1− γi
c2
)f(Yi). (30)
Recalling that f(Yi) =
1
2
‖PE(Di)−PE(D)‖2F , we have
‖PE(Di+1)−PE(D)‖2F ≤
(
1− γi
c2
)
‖PE(Di)− PE(D)‖2F .
By choosing γ = min
i
γi, we get the desired result.
Now, what remains is to show that lim
i→∞
‖PE(Di) − PE(D)‖F = 0 under (27). Noting that
c > 1, one can easily show that 1>(1− γ
c2
)1/2. Using this together with (27), we have
lim
i→∞
‖PE(Di+1)− PE(D)‖F
‖PE(Di)− PE(D)‖F = (1−
γ
c2
)1/2<1
and hence
lim
i→∞
‖PE(Di)− PE(D)‖F = 0.
Thus, the sequence {PE(Di)}∞i=1 converges linearly to PE(D).
Remark III.8. The global convergence of LRM-CG with a linear convergence rate is established
based on A3. It would be appealing to relate A3 to the problem parameters such as the
radio communication range r and the number of the observed entries |E|. In many studies,
an assumption that observed entries of a desired low-rank matrix are sampled independently
is commonly used [16], [17]. Unfortunately, this assumption cannot be used for the Euclidean
distance matrix completion since the pairwise distances might not be sampled independently. For
example, consider the scenario illustrated in Fig. 4. Since the sensor node 4 is located inside the
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triangle formed by three sensor nodes (nodes 1, 2, and 3), one can see that d14 ≤ max(d12, d13).
Thus, if d12 and d13 are already observed (i.e., d12 ≤ r, d13 ≤ r), then so is d14. In other words,
P (d14 ≤ r|d12 ≤ r, d13 ≤ r) = 1, while P (d14 ≤ r) is not necessarily one. This makes it difficult
to connect A3 and the problem parameters. To work around this issue, we introduce a positive
constant ǫ and the ǫ-relaxed version of A3:
c2‖gradf(Yi)‖2F + ǫ>‖∇Yf(Yi)‖2F , (31)
which holds true with the probability proportional to r and |E|. It is clear that (31) is weaker
than A3. Using (31) instead of A3, it can be shown that the proposed LRM-CG algorithm
converges locally with a linear convergence rate.
IV. OUTLIER PROBLEM
In many practical scenarios, observed pairwise distances can be contaminated by the outliers.
The outliers occur due to the power outage, obstacles, adversary attacks, or hardware (Tx/Rx)
malfunction. Put it rigorously, an entry doij of the observed matrix Do is called an outlier if
doij 6= dij [32]. Often we use the relaxed definition using the tolerance level ρ of observation
error. That is, doij is defined as an outlier if |doij − dij|>ρ. Since the outlier often degrades the
localization performance severely, we should control it in the recovery process.
First, we model the observed distance as doij = dij + lij (lij is the outlier). Thus, PE(Do) =
PE(D + L) where L is the outlier matrix. Since L is considered as a sparse matrix, we can
modify the problem in (7) as
min
Y ∈ Y˜
L∈Rn×n
1
2
‖W ⊙ (PE(g(Y)) + PE(L)− PE(Do))‖2F
+τ‖L‖o, (32)
where ‖L‖o is the number of nonzero entries of L and τ is the regularization factor controlling
the tradeoff between the sparsity of L and the consistency of the observed distances. Since ‖L‖o
is nonlinear and non-convex, we instead use the convex surrogate ‖L‖1 =
n∑
i=1
n∑
j=1
|lij|, and thus
min
Y ∈ Y˜
L∈Rn×n
1
2
‖W ⊙ (PE(g(Y)) + PE(L)− PE(Do))‖2F
+τ‖L‖1. (33)
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Second, we use a slight modification version of the proposed LRM-CG and a soft-thresholding
operator to find the solutions Y and L of (33), respectively. Specifically, the problem in (33)
can be solved iteratively using alternative minimization as
Yi+1 = arg min
Y ∈ Y˜
1
2
‖W ⊙ (PE(g(Y)) + PE(Li)
−PE(Do))‖2F + τ‖Li‖1 (34)
Li+1 = arg min
L∈Rn×n
1
2
‖W ⊙ (PE(g(Yi+1)) + PE(L)
−PE(Do))‖2F + τ‖L‖1. (35)
The subproblem in (34) can be solved using the proposed LRM-CG with simple modifications
of the cost function and the residual matrix Ri in Algorithm 1. The modified residual is
Ri =W ⊙W ⊙ (PE(g(Yi)) + PE(Li)− PE(Do)). (36)
Note that PE(Li) is added to the original residual Ri. The subproblem in (35) can be solved
using the soft-thresholding operator, which gradually truncates the magnitude of the entries of
a matrix [18]. For a given matrix A, the soft-thresholding operator output T (A) is defined as
T (aij) =

wijaij−τ
w2ij
if wijaij ≥ τ
wijaij+τ
w2ij
if wijaij ≤ −τ
0 else
.
Using the soft-thresholding operator, the solution of (35) is given by [18]
Li+1 = T (W ⊙ (PE(Do)− PE(g(Yi+1)))). (37)
In the sequel, we call this modified version of LRM-CG as the extended LRM-CG (ELRM-CG)9.
V. SIMULATION RESULTS AND DISCUSSION
In this subsection, we test the performance of the proposed LRM-CG. In our simulations, we
compare LRM-CG with following matrix completion algorithms:
9By extending the convergence analysis of LRM-CG, we can readily obtain the convergence guarantee of ELRM-CG. First,
for the subproblem (34), we can trivially extend the convergence analysis of the problem (7) in Section III and then have
h(Yi+1,Li) ≤ h(Yi,Li) where h is the cost function of (33). Second, for the subproblem (35), we can compute Li+1 in one
step using the soft-thresholding operator in (37) and thus we always have h(Yi+1,Li+1) ≤ h(Yi+1,Li). Combining these, we
have h(Yi+1,Li+1) ≤ h(Yi+1,Li) ≤ h(Yi,Li) for all i, which ensures the convergence of ELRM-CG.
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• APG [22]: an algorithm to solve the robust PCA problem via an accelerated proximal
gradient method.
• LRGeomCG [26]: this algorithm can be considered as the CG algorithm defined over the
Riemannian manifold of low rank matrices (but not necessarily positive definite).
• SVT [17]: an algorithm to solve the NNM problem using a singular value thresholding
technique.
• TNNR-ADMM [33]: an algorithm to solve the truncated NNM problem via an alternating
direction method of multipliers.
Also, we compare LRM-CG with the following localization algorithms:
• MDS [10]: this is a multiscaling dimensional algorithm based on the shortest path algorithm
and truncated eigendecomposition.
• SDP [14], [15]: an algorithm to solve the localization problem using a convex relaxation
of nonconvex quadratic constraints of the node locations.
In the scenario without observation error, we generate an n×k location matrixX whose entries
are sampled independently and identically from a uniform distribution in the interval with 50
meters. Then, X is mapped into the Euclidean distance matrix D = g(XXT ). As mentioned, an
entry doij of Do is known (observed) if it is smaller than the radio communication range (i.e.,
doij ≤ r). In the scenario with observation error, an observation error matrixN ∈ Rn×n is added to
D. In general, the accuracy of the observed distances is inversely proportional to the true distances
[24], [34]. In our simulations, we employ the RSS-based model in which the cumulative effect
of many attenuation factors of the wireless communication environment results in a log-normal
distribution of the received power [34]. Specifically, let δ be a normal random variable with zero
mean and variance σ2dB . Then, each entry nij ofN is nij = (κ10
δ
10np−1)dij where δ is the constant
dB error in the received power measurement, np is the path loss parameter, and κ = 10
−
σ2dB ln 10
200n2p is
a constant to enforce the unbiasedness of the observed distances (i.e., E[nij] = 0). In measuring
the performance for each algorithm, we perform at least 1000 independent trials.
In the proposed LRM-CG, we use a random initialization in which the initial entries of X and
L are chosen from i.i.d. standard normal random variables. In the simulation with observation
errors, we choose the weight matrix to suppress the large magnitude errors. For the (i, j)-th
entry wij of W (see (5)), we consider two settings. To account for the RSS-based measurement
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Fig. 5. The MSE performance of LRM-CG for k = 2 (2-dimensional location vectors).
model, we set wij inversely proportional to the error term |doij − dij| as
wij = w
∗
ij =
exp(−|doij − d˜ij|
1
4 ) if (i, j) ∈ E
0 else
, (38)
where d˜ij = d
o
ijc
3/4/(1+
√
c1/8 − 1)4 is an estimate of dij10. When we do not use the RSS-based
measurement model, we set wij = 1 for (i, j) ∈ E and zero otherwise.
A. Convergence Efficiency
As performance measures, we use the mean square error (MSE) and the root mean square
errors (RMSE), which are defined respectively as
MSE =
1√
n2 − n‖D̂−D‖F ,
RMSE =
√
1
n2 − n
∑
i
∑
j 6=i
(d̂ij − dij)2.
10Using the moment method, we obtain the approximate distance d˜ij by solving (d
o
ij)
1/4 ≈ E[(doij)
1/4] +
√
V ar((doij)
1/4).
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Fig. 6. The MSE performance of the matrix completion algorithms for scenario without observation error for (a) 2-dimensional
and (b) 3-dimensional location vectors.
Note that the number of non-trivial entries of D is n2 − n since the diagonal elements are zero
(i.e., dii = 0). Also, in order to compare the localization performance of the proposed algorithm,
we use the mean square localization error (MSLE):
E = 1
Total unknown nodes
∑
All unknown nodes i
‖x̂i − xi‖2.
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In Fig. 5, we plot the log-scale MSE as a function of the number of iterations for the 2-
dimensional sensor networks. Note that the results are obtained for the scenario where 200 sensor
nodes are randomly distributed in 50 × 50m2 square area. We observe that the log-scale MSE
decreases linearly with the number of iterations, meaning that the MSE decreases exponentially
with the number of iterations. For example, if r = 35m, it takes about 60, 80, and 100 iterations
to achieve 10−1, 10−3, and 10−5, respectively. Also, as expected, required number of iterations
to achieve the given performance level decreases with the radio communication range r.
B. Performance Evaluation
In this subsection, we investigate the recovery performance of LRM-CG for scenarios with
and without observation error. In Fig. 6, we plot the performance of the scenario without the
observation error as a function of the sampling ratio, which is defined as the ratio of the number
of observed pairwise distances to total number of pairwise distances. Here, the sampling ratio
is controlled by the radio communication range r11. We observe that LRM-CG outperforms
conventional techniques by a large margin, achieving MSE ≤ 10−5 using 40% of measurements.
In Fig. 7, we plot the performance of LRM-CG as a function of σdB/np. In this experiment,
sensor nodes are randomly distributed in 50 × 50m2 square area (k = 2) and 50 × 50 × 50m3
cubic space (k = 3). We set the radio communication range r = 30m, resulting in 125 and
84 average connections per node for k = 2 and k = 3, respectively. While the performance of
conventional matrix completion algorithms is poor (i.e., RMSE ≥ 5m) in mid and high σdB/np
regime, the performance of LRM-CG is still good in small σdB/np regime, achieving RMSE
being less than 2.5m when σdB/np ≤ 1.5.
We next investigate the localization performance of LRM-CG. We compare the performance
of LRM-CG with the APG, LRGeomCG, SVT, TNNR-AMMD, MDS, and SDP-based algorithm
[15]. In this experiment, 50 sensor nodes are randomly distributed in 50×50×50m3 (k = 3) and 4
anchor nodes are used to reconstruct the global node locations. The stopping threshold ǫ of LRM-
CG is set to 10−8. Since the reconstructed matrix of the conventional matrix completion algorithm
including APG, LRGeomCG, SVT, and TNNR-AMMD, is not necessarily an Euclidean distance
matrix, we use the MDS technique [10] as a post-processing to project the output matrix
11In 2 and 3-dimensional Euclidean spaces, it can be shown that the sampling probability (sampling ratio) can be expressed
as a non-decreasing function of r (see Appendix B in Supplementary Material).
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Fig. 7. The RMSE performance of the algorithms in presence of observation errors for (a) 2-dimensional and (b) 3-dimensional
location vectors.
on the Euclidean distance matrix cone. In Fig. 8, we observe that conventional localization
algorithms perform poor (MSLE ≥ 5m) for mid and high σdB/np regime, but the proposed
LRM-CG algorithm performs well in low σdB/np regime, achieving MSLE being less than 3m
for σdB/np ≤ 1.
We next examine the running time complexity of the algorithms under test as a function of the
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TABLE I
COMPUTATIONAL COMPLEXITY OF THE MATRIX COMPLETION ALGORITHMS IN RECOVERY OF n× n RANK-k MATRIX.
Algorithms
Major
computation
Total computational
complexity
per iteration
APG Soft-thresholding SVD O(k¯n2)a
LRM-CG Truncated EVD O(k2n+ k|E|)
LRGeomCG Truncated EVD O(k2n+ k|E|)
MDS Truncated EVD O(kn2)
SDP Convex operator O(n3)
SVT Soft-thresholding SVD O(k¯n2)
TNNR-ADMM Soft-thresholding SVD O(k¯n2)
aNote that k¯ is the number of singular values being larger than the threshold used in the soft-thresholding based SVD technique
[17], [22], [33].
number of sensor nodes. In our simulations, we set the maximum iteration number to 200 and the
stopping threshold ǫ of the matrix completion algorithms to 10−6. From Fig. 9, we observe that
the running time of the SDP-based technique is fairly large since it should solve the primal and
dual problems using SDPT3 solver [35], [36]. The running time of APG, LRGeomCG, MDS,
and the proposed LRM-CG is more or less similar when n ≤ 200. In Table I, we summarize
the computational complexity of the algorithms under test in terms of flops. We observe that
the computational complexity of LRM-CG is linearly proportional to the problem size n and the
number of the observed distances |E|, and thus competitive with the conventional approaches.
C. Outlier Problem
We next investigate the performance of the proposed LRM-CG algorithm and its extended
version (see Section IV) in the presence of outliers. When the outlier ratio θ is given, we randomly
choose a set of the observed distances and replace this set by a set of random numbers. In this
experiment, sensor nodes are randomly distributed in 50× 50m2 square area. In our simulation,
we consider the scenario in which the magnitude of outliers is comparable to the distance level.
We could observe that the extended LRM-CG outperforms the original LRM-CG, achieving
MSLE being less than 0.5m up to the 20% outlier ratio (see Fig. 10).
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Fig. 8. The RMSLE performance of the algorithms for 3-dimensional location vectors.
D. Real Data
In this subsection, we examine the performance of the proposed LRM-CG algorithm using
real measurements. In this simulation, we use the RSS-based measurement model in [34]. This
network consists of 44 sensor nodes randomly distributed in the 14× 14m2 square area and the
transmit signal is generated via a wideband direct-sequence spread-spectrum (DSSS) operating
at a center frequency of 2.4 GHz. For a given radio communication range r, we assume that doij
is known if dij ≤ r and unknown otherwise. We observe from Table II that the performance of
the proposed LRM-CG is comparable to the SDP techniques in [14], [15]12 when r = 9.5m.
VI. CONCLUSION
In this paper, we have proposed an algorithm to recover the Euclidean distance matrix and
the location map from partially observed distance information. In solving the Frobenius norm
minimization problem with a rank constraint, we expressed the Euclidean distance matrix as a
function of the low rank PSD matrix. By capitalizing on the Riemannian manifold structure for
this set of matrices, we could solve the low-rank matrix completion problem using a modified
nonlinear conjugate gradient algorithm. The proposed LRM-CG algorithm preserves the low
12The SDP-based techniques have various cost functions. In [15], the cost function is expressed as a sum of absolute errors
in terms of the observed distances while that in [14] is a least squares function.
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Fig. 9. Running time as a function of the number of sensor nodes: (a) the conventional matrix completion algorithms and the
proposed LRM-CG and (b) SDP-based algorithm. Since the running time of SDP-based algorithm is much higher than that of
the other algorithms, we separate the results into two plots.
rank structure of this reconstructed matrix. We have shown from the recovery condition analysis
that the proposed LRM-CG algorithm converges to the original Euclidean distance matrix in
the sampling space under the extended Wolfe’s conditions. We have also demonstrated from the
numerical experiments that LRM-CG outperforms the conventional matrix completion techniques
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Fig. 10. The MSLE performance of LRM-CG in the presence of outliers.
TABLE II
LOCALIZATION ERRORS WITH REAL MEASUREMENTS.
r (m)
Average
connection
per node
MSLE (m)
LRM-CG ELRM-CG
SDP with absolute
cost function [15]
SDP with least square
cost function [14]
5.5 14 5.4893 4.9860 4.5038 3.7241
7.5 22 5.2796 4.9170 3.1287 3.3394
9.5 30 2.9917 2.8620 2.9274 3.0526
11.5 37 2.2636 2.2023 2.6272 2.5151
by a large margin, achieving MSE ≤ 10−5 using 40% of measurements. We also proposed an
extended version of LRM-CG to control the outliers and demonstrated the effectiveness of the
proposed scheme in the realistic environments with outliers. Given the importance of the location-
aware applications and services in the IoT era, we believe that the proposed LRM-CG algorithm
will be a useful tool for various localization scenarios. While our work focused primarily on
the network localization scenario, extension to the distributed network scenarios would also be
interesting direction worth pursuing.
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APPENDIX A
PROOF OF THEOREM II.4
Proof. Since ∇Yf(Y) is interpreted as a matrix whose inner product with an arbitrary matrix
H becomes the Frechet differential Df(Y)[H] of f at Y, it is convenient to compute ∇Yf(Y)
as a unique element of Rn×n that satisfies
< ∇Yf(Y),H >= Df(Y)[H], (39)
for all H. We first compute Df(Y)[H] and then use (39) to obtain the expression of ∇Yf(Y).
Let h(R) = 1
2
‖R‖2F and k(Y) =W ⊙ (PE ◦ g)(Y)−W ⊙ PE(Do), then f(Y) = h(k(Y)) =
(h ◦ k)(Y). Using matrix calculus, it is not hard to show that
Df(Y)[H] = < 2eye(Sym(W ⊙ k(Y))1)
−2Sym(W ⊙ k(Y)),H > (40)
From (39) and (40), we have ∇Yf(Y) = 2eye(Sym(W⊙ k(Y))1)− 2Sym(W⊙ k(Y)), which
is the desired result.
APPENDIX B
PROOF OF LEMMA III.4
Proof. First, a lower bound of ‖∇Yf(Yi)‖F is given by
‖∇Yf(Yi)‖2F (a)= ‖2eye(Ri1)− 2Ri‖2F
(b)
= ‖2eye(Ri1)‖2F + ‖2Ri‖2F
≥ ‖2Ri‖2F , (41)
where (a) is from (14) and (b) is from the fact that diagonal entries of Rj are all zeros and
eye(Rj1) is a diagonal matrix. That is, positions of nonzero elements in eye(Ri1) and Ri are
disjoint. An upper bound is obtained as follows.
‖∇Yf(Yi)‖F ≤ ‖2eye(Ri1)‖F + ‖2Ri‖F
(a)
≤ ‖2Ri1‖2 + ‖2Ri‖F
(b)
≤ 2‖Ri‖F‖1‖2 + 2‖Ri‖F
≤ (2√n+ 2)‖Ri‖F , (42)
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where (a) is because ‖eye(b)‖F = ‖b‖2 for any vector b, and (b) is because ‖Ab‖2 ≤ ‖A‖F‖b‖2
for any matrix A and any vector b. By combining (41) and (42), and noting that ‖Ri‖F =
‖PE(Di)−PE(D)‖F , we obtain the desired result.
APPENDIX C
PROOF OF LEMMA III.7
Proof. From A3, we have ‖gradf(Yi)‖2F ≥ 1c2‖∇Yf(Yi)‖2F . Now, what remains is to show that
‖∇Yf(Yi)‖2F ≥ 8f(Yi). Indeed, from Lemma II.4, we have
1
4
‖∇Yf(Yi)‖2F =
1
4
‖eye((R+RT )1)− 2R‖2F
= ‖eye(R1)‖2F + ‖R‖2F
− 2 < eye(R1),R >
= ‖R1‖22 + ‖R‖2F − 2
∑
i
(∑
j
rij
)
rii
= ‖R1‖22 + ‖R‖2F
≥ ‖R‖2F , (43)
where R = PE(g(Yi)) − PE(D) is symmetric with zero diagonal entries rii = 0. Noting that
‖R‖2F = 2f(Yi), we obtain the desired result.
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