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Through likelihood analyses of both current and future data that constrain both the expansion
history of the universe and the clustering of matter fluctuations, we provide falsifiable predictions
for three broad classes of models that explain the accelerated expansions of the universe: ΛCDM,
the quintessence scenario and a more general class of smooth dark energy models that can cross
the phantom barrier w(z) = −1. Our predictions are model independent in the sense that we
do not rely on a specific parametrization, but we instead use a principal component (PC) basis
function constructed a priori from a noise model of supernovae and Cosmic Microwave Background
observations. For the supernovae measurements, we consider two type of surveys: the current
JLA and the upcoming WFIRST surveys. We show that WFIRST will be able to improve growth
predictions in curved models significantly. The remaining degeneracy between spatial curvature and
w(z) could be overcome with improved measurements of σ8Ω
1/2
m , a combination that controls the
amplitude of the growth of structure. We also point out that a PC-based Figure of Merit reveals
that the usual two-parameter description of w(z) does not exhaust the information that can be
extracted from current data (JLA) or future data (WFIRST).
I. INTRODUCTION
The source of the current accelerated expansion of the
universe, discovered almost two decades ago [1, 2], re-
mains one of the most intriguing puzzles of our time.
From an exotic component with negative pressure to a
break of General Relativity on cosmological scales, many
explanations have been theorized. Moreover, large ex-
perimental efforts [3–16] either have been made, are in
progress, or are currently being proposed to measure the
expansion history of the universe and growth of structure
with percent-level precision (or better).
Various parametrizations of the dark energy equation
of state have been very well studied in the literature [17–
28]. In this work, we study a broader class of cosmic ac-
celeration scenarios, modeling the equation of state w(z)
by a principal component (PC) basis function, following
previous works [29–31]. We analyze a broad class of sce-
narios with a constant or time-dependent (but smooth)
equation of state, with and without spatial curvature.
This work provides both an update of the current state-
of-the art on constraints on the Hubble expansion rate,
as a function of redshift, the luminosity distance and the
growth of structure, as well as predictions for the up-
coming surveys. We use the constraints from current
and future measurements to make predictions for other
cosmic acceleration observables. Specifically, we use both
current measurements of supernovae (JLA), as well as fu-
ture measurements (WFIRST), observations of the Cos-
mic Microwave Background (CMB) temperature and po-
larization power spectra by the Planck satellite, baryon
acoustic oscillations, and the Hubble constant. The re-
sults of this work can be used as a ground test for dark
energy scenarios, a violation of which could potentially
rule out a whole class of acceleration paradigms.
We will divide our cosmological observables in those
providing us information about the geometry of the Uni-
verse, and those with information about the clustering
of matter. In the context of smooth dark energy models,
dark energy affects the growth of structures only through
the background expansion. This assumption enables a
consistency check by comparing observables that are sen-
sitive to the background expansion and to the growth
of linear perturbations, which is violated only in mod-
els that either modify general relativity or predict the
clustering of the dark energy itself. Therefore, the rate
of evolution of the growth functions with redshift is a
powerful probe of dark energy [32, 33]. However, one
should be cautious when interpreting consistency tests
based on particular parametrizations because growth and
geometry probes are sensitive to the evolution of the dark
energy equation of state in different ways, and therefore
wrong assumptions on the redshift behavior of w(z) could
induce misleading discrepancies. On the other hand, the
choice of a particular parametrization has the advantage
of being more computationally efficient, and can falsify
interesting scenarios such as w(z) = constant. This
paper offers a complementary approach to previous ef-
forts [32, 33] that relied on specific functional forms for
w(z).
Another appealing possibility is to use w(z) PCA to
examine in detail how systematic effects and different
survey strategies induce changes in the dark energy equa-
tion of state [34]. In the context of WFIRST, Ref. [5]
provides a detailed analysis on the relative importance of
various systematic uncertainties as well as the differences
in the Figure of Merit between a space survey that car-
ries an onboard integral field channel (IFC) spectrometer
and a strategy that assumes that spectra will be observed
from the ground. It would be interesting to understand
how much their conclusions depend on the parametriza-
tion adopted, which we postpone for future work to be
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2FIG. 1. Assumed type IA supernovae redshift distribution in
the Imaging-Allz WFIRST strategy. The first bin (0.01 < z <
0.1) includes predictions for the number of type IA supernovae
that will be observed by the Foundation supernovae survey
[5, 36].
accomplished in collaboration with the WFIRST super-
nova science investigation teams.
This paper is organized as follows. In §II we dis-
cuss the data and broad classes of models that we use
in our analysis. In §III we present our main results,
where we analyze the falsifiability of smooth dark en-
ergy scenarios (ΛCDM, quintessence, and more general
smooth dark energy models that cross the phantom bar-
rier of w(z) = −1), in a model-independent way. In §IV
we discuss the model-independent definition of Figure of
Merit, first proposed in Ref. [35]. We then quantify, in
§V, the effects of marginalizing over spatial curvature on
the different classes of dark energy scenarios studied, and
viceversa (we see the effect on the curvature posteriors af-
ter marginalizing over the dark energy parameters). We
present our conclusions in §VI.
II. DATA AND MODELS
We ran multiple Markov Chain Monte Carlo (MCMC)
likelihood analysis with a modified version of the Cos-
moMC code [37–40]. Our chains were divided into three
broad categories (see Tables I, II and III): the first group,
named Geo, contains datasets that probe only the geom-
etry of our universe. The second group, called All, also
includes datasets that measure the linear and the nonlin-
ear evolution of the structure formation. The last group,
named Reduced, is similar to Geo but we exchange the
CMB compressed Gaussian likelihood [9]1 with the full
CMB temperature and polarization power spectra mea-
surements [41].
CMB Gaussian
BAO DR12+WiggleZ+6DF+MGS
H0 Riess et al. 2016
SN JLA or WFIRST
WL –
TABLE I. Datasets that define the Geo group of chains.
In this paper, we have adopted the Reduced dataset
mainly to assess how the discrepancies between low-
redshift probes and the CMB affects the measurement
of curvature in the different dark energy scenarios.
CMB Full Planck (includ. lensing reconstruction)
BAO DR12 (includ. RSD)+WiggleZ+6DF+MGS
H0 Riess et al. 2016
SN JLA
WL CFHTLens (includ. non-linear scales)
TABLE II. Datasets that define the All group of chains.
In addition to these broad categories, our chains in
the Geo group were further divided into two sub-groups,
depending on the adopted supernovae dataset. The first
sub-group uses the current JLA compilation implemented
on CosmoMC [4], and the second one adopts WFIRST
simulated data [5].
All the chains ran in this work included BAO [42, 43]
and local H0 measurements [44]. The local H0 measure-
ments are implemented in CosmoMC as a Gaussian prior
in the inverse angular diameter distance at the effective
redshift z = 0.04 [45]; therefore there is a dependency
on the dark energy equation of state, which is taken into
account. Indeed, we see some broadening in the χ2 poste-
rior as a function of H0 in the smooth dark energy models
when compared to ΛCDM.
CMB Full Planck
BAO DR12+WiggleZ+6DF+MGS
H0 Riess et al. 2016
SN JLA
WL –
TABLE III. Datasets that define the Reduced group of chains
Among all the different strategies presented in the
WFIRST supernovae analysis [5], we adopted the so-
called Imaging-Allz. That Imaging-Allz setup provides
1 In the Geo chains, we have adopted the Gaussian compressed
likelihood (not marginalized over the AL parameter).
3FIG. 2. The principal components of the dark energy equation of state, w(z). The Fisher matrix used to construct this basis
contains contributions from both Type IA supernovae and the CMB. Lower components include fewer oscillations and have
support, mainly, at low redshifts. Higher principal components oscillate rapidly at low redshifts, which suppresses their effect
since there are two integrations in the scale factor to go from the equation of the state to the comoving luminosity distance.
Their inclusion is, nevertheless, necessary to encompass the modes that supernovae can probe, with non-negligible statistical
significance.
measurements of a few thousand type IA supernovae in a
few redshift bins, observed over the broad redshift range
0 < z < 3 (see Figure 1). It does so by considering the
scenario that a ground-based spectroscopy will be suffi-
cient to calibrate the redshift evolution of the supernovae
spectral features, which allows the WFIRST satellite to
be solely an imaging survey. Complications of this hy-
pothesis work in the direction of lowering the number
of observed supernovae, increasing the systematic errors,
and shortening the redshift range. We intend to address
the impact that the different WFIRST strategies have in
our conclusions in future work.
The All set of chains constrain the evolution of per-
turbations by adding the full lensed Planck tempera-
ture and polarization data [41], CMB lensing reconstruc-
tion [10], redshift space distortions [42], and tomographic
CFHTLenS weak lensing data [46]. For both the CMB
lensing reconstruction and the CFHTLenS datasets, we
have used range cuts that are less conservative than the
ones adopted by the Planck collaboration, as they in-
clude scales where gravitational collapse is non-linear [9].
On the lensing reconstruction likelihood, we adopted the
so-called aggressive cuts, and on the CFHTLenS weak
lensing, we adopted the six bin tomographic likelihood.
With the potential systematic contamination in mind,
we do not over-emphasize the statistical significance of
deviations from ΛCDM.
To account for the non-linear scales in the matter
power spectrum, we adopt the HALOFIT fit [47]. Given
that HALOFIT has only been calibrated to models with
a constant dark energy equation of state, we apply the
mapping described in Ref. [48] between a general time-
evolving dark energy. equation of state and w = const.
This mapping has been tested against simulations for the
well known w0−wa dark energy parametrization, and we
assume that the arguments presented in Refs. [48, 49]
that justify this mapping are also valid here. Indeed,
Ref. [49] has argued that the non-linear completion (of
the power spectrum) of rapidly varying w(z) models can
be obtained from w = const models by matching the
distance to the last scattering surface.
We fix the sum of neutrino mass as
∑
mν = 0.06eV in
all the chains. In a future paper, we will analyze how the
sum of neutrino masses is affected when marginalizing
over different assumptions on the dark energy equation
of state.
In this paper we give an up-to-date status of the fal-
sifiability of smooth dark energy models beyond ΛCDM.
Furthermore, we analyze the impact of marginalizing dif-
ferent dark energy scenarios on parameters like the cur-
vature on spatial slicings, ΩK , and how measurements of
a parameter that monitors local structure, S8 ≡ Ω1/2m σ8,
are relevant to constraining dark energy and ΩK simulta-
neously2. Instead of performing a case-by-case analysis,
2 The parameter σ8 is defined as the RMS amplitude in linear
theory of mass fluctuations on 8h−1 Mpc scale.
4FIG. 3. Posterior for the grow function, the comoving lumi-
nosity distance and the Hubble expansion rate (top to bot-
tom) predicted by chains with 15 (dot-dashed red lines), 20
(blue shaded areas) and 25 (solid black lines) principal com-
ponents. The inner lines (and the darker blue shaded region)
correspond to the width of the 68% confidence interval, while
the outer lines (and the lighter blue shades) indicate the width
of the 95% confidence area. All posteriors are centered at zero
to guide the comparison of their width. In all three chains,
we assumed flatness and the prior −2.5 < w(z) < 1. The
likelihoods adopted in these chains are shown in Table I, with
the supernovae data given by the simulated WFIRST data.
The small differences in the Hubble posteriors are suppressed
even further in the distance posteriors, which indicates that
they reflect amplitude shifts in highly oscillatory modes. The
small changes in distance and growth observables also confirm
that 20 PCs are sufficient to ensure completeness of the PCA
basis.
we chose to do a model-independent analysis using a prin-
cipal component basis, being the main advantage of this
basis the fact that it is complete.
We expand the dark energy equation of state as
w(z) = wfiducial +
NPC∑
i=1
αiei(z), (1)
where ei(z) with i = 1, ..., NPC are the principal
components of perturbation around the fiducial model
wfiducial = −1. These are shown in Figure 2. The prin-
cipal components have support in the range 0 < z <
zmax = 3. For z > zmax, we extrapolate the equation of
state by assuming w = w∞ = constant. Therefore, the
energy density of dark energy is given by
ρDE(z) =
ρDE(0) exp
[
3
∫ z
0
dz′ 1+w(z
′)
1+z′
]
, z ≤ zmax
ρDE(zmax)
(
1+z
1+zmax
)3(1+w∞)
, z > zmax.
(2)
Here, and throughout this paper, we assume w∞ = −1.
The parameter vector in the Geo chains is ~θGeo =
{Ωch2, θA, α1, ..., αNPC ,ΩK}. Here, Ωch2 is the cold dark
matter density, θA is the angular size of the horizon at
the time of recombination, H0 is the local Hubble con-
stant and h ≡ H0
/
(100 km/s/Mpc). To reduce the di-
mensionality of the expensive MCMC chains, we fixed
the baryon density, Ωbh
2 = 0.02228 and the scalar tilt,
ns = 0.966 in all the Geo chains, even though there is a
correlation between these two quantities with the angular
size of the CMB peaks and the so-called shift parameter
R =
√
ΩmH20DA(z∗)/c [9, 50], where DA(z) is the co-
moving angular diameter distance to redshift z, and z∗
is the redshift of recombination. Most of the constrain-
ing power on the amplitude of the principal components
comes, however, from type IA supernovae and not from
the CMB.
The baseline model for the chains in All and Reduced
groups is
~θAll/Red = ~θGeo + {Ωbh2, ns, lnAs, τ}. (3)
Here, τ is the reionization optical depth, Ωbh
2 is the
baryon density, and logAs and ns are the initial cur-
vature power spectrum amplitude and tilt, respectively.
The reionization history is assumed to be given by the
so-called instantaneous reionization. Generalizations of
the reionization history that better fit the Planck LFI
polarization data could potentially affect our results by
changing the inferred lnAs, which then affects the grav-
itational lensing amplitude [51].
The growth function obeys the following evolution
equation,
G′′ +
(
4 +
H ′
H
)
G′ +
[
3 +
H ′
H
− 3
2
Ωm(z)
]
G = 0. (4)
Here H(z) is the Hubble function (we have neglected ra-
diation); Ωm(z) = Ωm(1 + z)
2[H0/H(z)]
2; and prime de-
notes derivative with respect to ln a. The normalization
of the growth function at the initial redshift zini = 1000
is G(zini) = 1, and G
′(zini) = −6 ΩDE(zini)/5, where
ΩDE(z) = [ρDE(z)/ρDE(0)][H0/H(z)]
2 [29]. Finally, the
logarithm growth rate is defined as
f(z) ≡ d lnD
d ln a
= 1 +
G′
G
. (5)
Often, the parametrization f(z) = Ωm(z)
γ is as-
sumed [52], so we will also show how the so-called growth
index γ varies as function of the redshift.
5FIG. 4. Constraints on the growth function, the comoving luminosity distance, and the Hubble expansion rate, predicted in
the ΛCDM scenario. The blue contours and the grey lines show the 68% (light) and 95% (dark) confidence region assuming no
curvature (Ωk = 0) and the flat prior |Ωk| < 0.01 (which is non-informative), respectively. In both cases, the confidence levels
were centered at zero to highlight the broadening of the posterior. Dashed lines show the fractional difference of the posterior
means to flat ΛCDM. The likelihoods adopted in these chains are shown in Table I, with the supernovae given by the JLA
compilation on the left panel and the WFIRST simulated data on the right panel. For flat ΛCDM, the remaining freedom on
the growth function and the comoving luminosity distance is less than a percent on the entire redshift range, even though the
Hubble constant is measured at the 2.4% level. As noted by Ref. [29], flat ΛCDM predictions on the Hubble expansion rate
are especially tight around z ≈ 1, which opens an interesting window of opportunity for model testing by future experiments.
To construct the PC basis, we closely follow the Ap-
pendix A of Ref. [29]. Here we will summarize the proce-
dure and highlight the differences to Ref. [29]. We start
with the supernovae Fisher matrix
FSNij =
∑
β
σ−2β
dm(zβ)
dpi
dm(zβ)
dpj
, (6)
where β runs through the redshift binning, m is the
apparent magnitude m(z) ≡ M + 5 log(H0dL(z)), M
is a constant related to the absolute magnitude, dL
is the luminosity distance, H0 is the Hubble constant,
pi = {β1, ..., βNz ,M,Ωm,Ωmh2}, and {β1, ..., βNz} are
the amplitudes of a binned dark energy equation of state.
The eigenvectors of the Fisher matrix generate a ba-
sis for arbitrary functions defined on the redshift bins,
w(zj) = wfid +
∑Nz
i=1 αiei(zj). We construct piecewise-
rectangular-shaped, w(z) = βi if zi−1 < z < zi (and zero
otherwise), which reduces the numerical noise in the final
PCA shape because the energy density can be evaluated
analytically.
The model for the statistical and systematic errors
adopted in the supernovae Fisher matrix was updated
relative to [29] to better represent the WFIRST Imaging-
Allz simulated data:
σ2β =
( ∆z
∆zsub
)[s(z)
Nβ
+ 0.012
(1 + z
1.7
)2]
, (7)
with
s(z) =
{
0.015 z ≤ 1.03
−0.014 + 0.014× (1 + z) z > 1.03. (8)
Here, Nβ is the number of supernovae in each bin and
∆z = 0.1, except for the first bin where ∆z = 0.1− zmin
with zmin = 0.01. We subdivided the data into Nz = 883
sub-bins up to zmax = 3 (making ∆zsub = 0.003), which
corresponds to the maximum observable supernovae red-
shift in the WFIRST Imaging-Allz strategy [5]. The
number of supernovae in the bins of ∆z = 0.1 is shown
in Figure 1. As stated in Ref. [5], the systematic model
adopted in our Fisher matrix is an oversimplification.
More realistic likelihoods will, in practice, introduce cor-
relations between the principal components. This, how-
ever, does not affect the conclusions of this paper since
they do not depend on the orthogonality of the basis.
The crucial point is that the PCA basis, although not
orthogonal, is complete, i.e, it contains all the modes
that can be observed by the WFIRST likelihood with
6FIG. 5. Effects on the Hubble expansion rate predicted by
ΛCDM, induced by the discrepancy between local H0 mea-
surements and the angular position of the CMB acoustic
peaks. The blue contours and the solid grey lines show the
68% (dark) and 95% (light) confidence levels, assuming no
curvature (Ωk = 0), and the prior |Ωk| < 0.01, respectively.
In both cases, the confidence levels were centered at zero to
highlight the broadening of the posteriors. Dashed lines show
the fractional difference of the posterior means relative to
flat ΛCDM. Table I explains the likelihoods adopted in these
chains with the Type IA supernovae data from simulated
WFIRST dataset. In the middle panel, we artificially shift
the mean value of the local H0 measurements value to 67.5
km/s/Mpc. This displacement does not change the posterior
width at a significant level, but does shift the mean prediction
for the Hubble expansion rate in curved ΛCDM. Therefore,
the width of our predictions is not artificially tighten as a
result of the discrepancy between the CMB and local mea-
surements. Going to sub-percent H0 measurements would
make our analysis completely unreliable, as shown in the lower
panel, in the case the source of discrepancy is systematic er-
rors, or it could provide a significant detection of positive cur-
vature, which could be falsified by measuring the amplitude
of the growth of structure.
high statistical significance. Indeed, Figure 3 compares
the posterior for the Hubble expansion rate, the growth
function, and the comoving luminosity distance when 15,
20, and 25 principal components are varied. From here,
it is clear that going from 15 to 25 PCs does not alter
the observable posterior significantly.
To smooth the shape of the principal components, we
apply the continuum limit, i.e., we increase the corre-
sponding number of equal size bins to Nz, and then we
impose the normalization
Nz∑
i=1
[ei(zj)]
2 =
Nz∑
j=1
[ei(zj)]
2 = Nz . (9)
We calculate the number of supernovae in each sub-bin
via linear interpolation from the center of each original
redshift bin. The factor ∆z/∆zsub rescales the errors in
the sub-bins. Because the number of principal compo-
nents (NPC) that ensures completeness with the data is
much less than total number of bins, Nz, none of our
results will depend on sub-bin width ∆zsub. Last, we
tested our procedure by explicitly reproducing the PCA
basis shown in Ref. [29].
We also add a Planck-like likelihood to the total Fisher
matrix. Similar to Ref. [29], we adopt the covariance
matrix
CCMB =
[
(0.0018)2 −(0.0014)2
−(0.0014)2 (0.0011)2
]
, (10)
for the parameters ~q = {ln(D∗
/
Mpc),Ωmh
2}, where D∗
is the comoving distance to the surface of the last scat-
tering3. We then construct the CMB Fisher FCMB =
D[CCMB]−1DT , where Dij = dqi
/
dpj .
Therefore, the total Fisher matrix is F = FSN +FCMB.
We then marginalize F over M, Ωm and Ωmh2. Super-
novae measurements are, therefore, insensitive to con-
stant shifts in relative distances as well as shifts that are
nearly constant at z > zmin. As explained in Appendix
B of Ref. [29], large variations in w(z) below z < zmin
create degeneracies between {α1, ..., αNPC} and Ωm that
slow the convergence of the chains.
To ensure that the dark energy equation of state re-
spects the prior wmin < w(z) < wmax, we follow the pro-
cedure described in Appendix A of Ref. [29]. We start
from the projection of a generic w(z) on the PC basis
αi =
1
Nz
Nz∑
j=1
[w(zj)− wfiducial]ei(zj). (11)
Now, the maximum/minimum αi values are achieved
whenever w(zj) = wmax/wmin and ei(zj) is positive, and
w(zj) = wmin/wmax and ei(zj) is negative. Therefore, we
require that α(−) < α < α(+), with
α
(±)
i ≡
1
Nz
Nz∑
j=1
[
(wmin + wmax − 2wfiducial)ei(zj)
± (wmax − wmin)|ei(zj)|
]
. (12)
3 To evaluate D∗, we include radiation as well as cold dark matter
and dark energy contributions.
7FIG. 6. Constraints on the growth rate and the growth index, predicted by ΛCDM models. The blue contours show the 68%
(light) and 95% (dark) confidence region assuming no curvature (Ωk = 0), while the solid grey lines assume the prior |Ωk| < 0.1.
In both cases, the confidence levels were centered at zero to highlight the broadening of the posterior. Dashed lines show the
fractional difference of the posterior means relative to flat ΛCDM. Table I shows the likelihoods adopted in these chains, with
the supernovae data given by the JLA compilation (left panel) and the WFIRST simulated data (right panel). Predictions for
flat ΛCDM are so tight that the shades are barely visible in the lower panel.
Last, we further impose the prior on the sum
Nz∑
i=1
[w(zj)− wfiducial]2 <
Nz∑
i=1
max[(wmax − wfiducial)2, (wmin − wfiducial)2], (13)
which implies
NPC∑
i=1
α2i < max[(wmax − wfiducial)2, (wmin − wfiducial)2].
(14)
These are conservative priors because not all equations
of state that respect the inequalities in Eqs. 12, and 14
are limited to the range wmin < w(z) < wmax, but the
converse is true, i.e., the priors keep all the models we
want and eliminate many models we need to exclude.
III. FALSIFYING SMOOTH DARK ENERGY
In this section, we investigate the falsifiability of
smooth dark energy scenarios. The observables used here
only constrain the background expansion of the universe
(Table I describes them in further detail). The data in-
clude localH0 measurement, baryon acoustic oscillations,
comoving distance to the surface of the last scattering,
and Type IA supernovae. They are collectively described
as the Geo (SN=X) datasets, with X = JLA or X = WF
(WFIRST) representing the adopted Type IA supernovae
data. In some aspects, this section provides a partial up-
date to the analyses presented on Refs. [29, 30]. The
WFIRST supernovae data was simulated using state-of-
the-art numerical tools, and the final likelihood takes into
account a variety of systematic effects described in detail
in Ref. [5].
Smooth dark energy models modify the amplitude of
linear perturbations only through changes in the back-
ground evolution. Because the data contained in the
Geo group are sensitive uniquely to the background ex-
pansion, the posteriors for the linear growth function are
predictions that can be falsified with surveys that mea-
sure the amplitude of fluctuations. In fact, the Dark
Energy Survey (DES) collaboration already released its
Year One data that can potentially falsify the predictions
presented in this section. The WFIRST satellite, on the
other hand, will release its supernovae results only by
the end of the next decade and, at that time, it will also
provide state-of-the-art weak lensing measurements that
can be used to check the consistency between growth and
geometry in smooth dark energy scenarios.
We examine chains that assume flatness, ΩK = 0,
and others that allow spatial curvature to be a free pa-
rameter within some pre-specified width. The prior of
−0.01 < ΩK < 0.01 was adopted in chains with current
8FIG. 7. Similar to Figure 4, but in the context of quintessence. For future WFIRST data, we relax the spatial curvature prior
to |Ωk| < 0.1. Current observations constrain the Hubble expansion rate better than 10% in flat models, but predictions above
z > 1 depend considerably on the allowed curvature. The more stringent |Ωk| < 0.01 prior is necessary to obtain percent
level predictions with current data (see section V for further discussion on this issue). WFIRST, on the other hand, tightens
the distance posterior to a few percent even when marginalizing over arbitrary curvature. Finally, the growth function in
quintessence never exceeds ΛCDM predictions by more than 2− 3%, and this allows both models to be simultaneously falsified
[29].
type IA supernovae data, so predictions can be at the
few percent level. This prior is, indeed, informative ex-
cept for ΛCDM models. Percent level upper limits on
|ΩK | are at the order of what can be achieved by current
data when growth information is included. For chains
with simulated WFIRST Type IA supernovae, the prior
width is relaxed to −0.1 < ΩK < 0.1, which is not infor-
mative given the few percent level constraints we obtain
in this case.
A. ΛCDM
In flat ΛCDM, the geometric data set with current
JLA supernovae can constrain the comoving luminosity
distance at the sub-percent level at all redshifts, despite
the fact that H0 is measured at the 2.4% level. The
Hubble expansion rate shows a striking tightness around
z ≈ 0.9, which was previously noted in Ref. [29]. With
the CMB’s outstanding precision in measuring the dis-
tance to the surface of last scattering, changes in the co-
moving distance at high redshift must be compensated by
an opposite variation at low redshift where D(z) ∼ z/H0.
Changes in H0 at the few percent level are, therefore,
not compatible with the CMB and high redshift Type IA
supernovae, even though they are allowed by local mea-
surements. More precise local H0 measurements would
reduce uncertainties in predicting the comoving distance
at high redshift in ΛCDM scenarios, which in turn would
increase the ability of future Type IA supernovae mis-
sions to falsify the standard model with no spatial cur-
vature. A related issue is a well-known tension between
local H0 measurements and the Hubble constant inferred
from the CMB acoustic peaks. One could ask if this dis-
crepancy is artificially tightening the constraints in flat
ΛCDM. While it does impact the mean spatial curva-
ture posteriors towards positive values, which also shifts
the mean H(z) predictions as seen in Figure 4, it does
not affect the width of the posteriors significantly as we
demonstrate in Figure 5.
Allowing curvature to be a free parameter degrades the
95% contours on the growth function and the comoving
angular diameter distance by a factor of ≈ 2 (see Fig-
ure 4). Moreover, the posterior of the Hubble parameter
becomes monotonic with redshift, i.e., there is no more
degeneracy between changes in the H0 at low redshift and
variations in the comoving distance at high redshift. In
the curved scenario, the posterior means of all the three
functions shown in Figure 4 shift at the two sigma level
in comparison to the flat ΛCDM case. These variations
are mainly induced by the discrepancy between the local
H0 measurements and the angular position of the CMB
peaks. Indeed, a positive spatial curvature is correlated
with higher H0 prediction at a fixed angular position of
the CMB peaks.
Going from the current JLA data to the simulated
9FIG. 8. Similar to Figure 6, but in the context of quintessence. For future WFIRST data, we relax the spatial curvature prior
to |Ωk| < 0.1. In all models, dark energy is modeled with 20 PCs at z < zmax = 3 and with w(z > zmax) ≡ w∞ = −1.
WFIRST Type IA supernovae tightens posteriors by 40%
to 50% in both flat and curved ΛCDM scenarios. The
MCMC runs with simulated WFIRST supernovae are
somewhat pessimistic because they assume that errors in
H0 will still be at the 2.4% level by the end of the next
decade while Gaia and JWST could potentially bring the
errors down to a sub-percent level [44]. Another possi-
bility for measuring H0 with better precision may come
from strong-lensed type IA supernovae. However, refine-
ments in the H0 precision could also exacerbate the cur-
rent tension between local measurements and the CMB.
Even with a measurement of the Hubble constant at
2.4%, the middle panel in Figure 5 shows that disagree-
ment between CMB and local H0 measurements creates
a systematic shift in the posterior mean at the 2 sigma
level.
Constraints on the growth function are approximately
at the 0.5% level with current data in flat ΛCDM.
Marginalization over spatial curvature increases the error
on the growth function by a factor of 2, and it also shifts
down the growth posterior mean by almost a percent at
redshift z = 0. The growth rate shows a similar behav-
ior (see Figure 6). Future updates on the analysis pre-
sented in Ref. [53], which translates growth predictions
to counts of massive clusters, may prove worthwhile to
be pursued given that the current H0 discrepancy pushes
the growth function in curved models to values below the
flat case. Finally, Figure 6 shows that ΛCDM has tight
predictions on the growth index, which offer an alterna-
tive test that can be used to falsify the standard model.
B. Quintessence
Quintessence scenarios offer a wider range of predic-
tions that could still be compatible with data even in the
case in which the ΛCDM scenario is falsified by future
surveys. From a physical standpoint, scalar fields with
dynamics dictated by Lagrangians of the form L = X−V ,
where X and V are the field’s kinetic energy and potential
energy respectively, could drive the accelerated expansion
with an equation of state that remains above the phan-
tom barrier of w = −1. Quintessence is, therefore, one
of the simplest ΛCDM generalizations. In this section,
we model quintessence scenarios with the complete set
of principal components. To impose the canonical scalar
field boundaries −1 < w(z) < 1, we adopt the set of con-
servative priors on the PC amplitudes that are shown in
Eqs. 12 and 14, with wmin = −1 and wmax = 1.
Quintessence predictions for the growth function are 4
times broader relative to the ones assuming ΛCDM. Also,
there is a 2% shift downwards in the growth’s posterior
mean, present in runs with either current JLA supernovae
or future WFIRST simulated data. This ensures that
the growth function in quintessence never exceeds the
mean ΛCDM expectation by more than approximately
2% percent [29]. Consequently, the growth posteriors
showed in Figure 7 provide an exciting possibility of falsi-
fying quintessence and ΛCDM simultaneously, especially
if gravity does not follow the predictions from General
Relativity in scales well-modeled by linear perturbation
theory. Indeed, modifications of gravity often introduce
new degrees of freedom, and they generically enhance the
amplitude of linear perturbations well above ΛCDM pre-
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FIG. 9. This figure shows how the lower bound of the dark
energy equation of state affects the growth function, the co-
moving luminosity distance, and Hubble expansion rate pos-
teriors within the smooth dark energy scenario. Solid black
lines display the 68% and 95% confidence levels with the prior
−5 < w(z) < 1, while the blue shaded regions correspond to
posteriors for the chain with −2.5 < w(z) < 1. In both cases,
curvature is set to be a free parameter within the bounds
|ΩK | < 0.1. Except at the lowest bins, differences in the dis-
tance and growth posteriors are at the percent level. The
discrepancy in the Hubble in the Hubble expansion rate is
significantly larger than in the distances, indicating that am-
plitude shifts of highly oscillatory modes are responsible for
the change in the Hubble posterior.
dictions. These type of theories generally have screening
mechanisms to ensure compatibility between alternative
models of gravity and stringent observations in our Solar
System, and they show deviations from General Relativ-
ity at scales well-modeled by linear perturbation theory.
The comoving luminosity distance posteriors in flat
quintessence models are about twice as wide as in ΛCDM.
At the same time, the Hubble function is a factor five
as broad as the standard model at the redshift range
0 < z < 1. The broadening of the Hubble function is
mainly due to highly oscillatory and not well constrained
modes that are suppressed in the comoving luminosity
distance. Indeed, the integration of the Hubble function
smooths oscillatory behavior. In flat quintessence, chains
with WFIRST type IA supernovae show a 30% improve-
ment in precision in comparison to that obtained with
current data. On the other hand, WFIRST constraints
show order unity improvements when spatial curvature
is a free parameter. Indeed, present data is not pow-
erful enough to provide percent-level predictions when
marginalized over the more extensive range |ΩK | < 0.1.
WFIRST, on the other hand, will be able to constrain
the comoving luminosity distance at the 3% level, even
when marginalized over arbitrary values of ΩK . Finally,
both flat and curved quintessence scenarios show an order
of magnitude broadening in the growth index posterior
in comparison to ΛCDM. The growth rate posterior is
also wider, by a factor of 2 approximately, in contrast to
ΛCDM (see Figure 8).
C. Smooth Dark Energy
In this subsection, we have adopted the prior −2.5 <
w(z) < 1 on the dark energy equation of state to re-
duce the computational requirements of the demanding
MCMC likelihood analysis that we present here and in
the subsequent sections. To quantify the loss of gen-
erality, Figure 9 compares the result from runs with
simulated WFIRST data and free curvature, where we
assume either −2.5 < w(z) < 1 or −5 < w(z) < 1. The
change in the w(z) prior widens the growth function at
redshift z = 0 by no more than 15%. Nonetheless, an
even ampler range in the equation of state together with
the possibility that dark energy could have been relevant
at earlier times may degrade growth predictions by a con-
siderable amount. Also, the lack of constraining power in
the spatial curvature stretches the posteriors in runs with
current data by more than 15%. In any case, falsifying
smooth dark energy models with −2.5 < w(z) < 1 and no
significant amount of early dark energy would already be
an enormous step towards motivating more exotic dark
energy scenarios.
In comparison to quintessence, Figure 10 shows that
crossing the phantom barrier widens the growth func-
tion posterior at z = 0 by 40% and the comoving lumi-
nosity distance posterior by 30% at z > 2, in MCMC
runs where we use current data and |ΩK | < 0.01 prior
on the spatial curvature. With WFIRST simulated data
and |Ωk| < 0.1, predictions for the growth function at
redshift z = 0 are at least 50% larger, while for the co-
moving luminosity distance they are about 25% broader,
relative to the quintessence scenario. Both the growth
function and the comoving luminosity distance posterior
means are displaced by a few percent in comparison to
quintessence predictions. Unlike in quintessence scenar-
ios, the growth function in smooth dark energy models
can exceed flat ΛCDM predictions by more than 2%.
Figure 12 shows that the geometric data with simu-
lated WFIRST supernovae will be able to probe the spa-
tial curvature at the percent level. Indeed, WFIRST will
be able to constrain the dark energy dynamics so tightly
that there will not be enough freedom to compensate the
shifts in the comoving distance induced by changes in
curvature to maintain the distance to the last scatter-
ing fixed. With current data, however, constraints on
ΩK are considerably relaxed, which motivates the anal-
ysis we present in Section V. There, we show how the
combination σ8Ω
1/2
m can break the degeneracy between
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FIG. 10. Similar to Figure 7, but in the context of smooth dark energy scenarios, where the dark energy equation of state
is restricted to the range −2.5 < w(z) < 1. The extra freedom provided by the phantom crossing in curved models widens
the growth function posterior at redshift zero by approximately 40% with current JLA supernovae and 25% with WFIRST
simulated data, in comparison to quintessence models (see Figure 7). General smooth dark energy scenarios also predict values
for the growth function that are substantially higher (5%− 7%) than the ΛCDM predictions. Future WFIRST should be able
to constrain the comoving distance at the 2% level and the growth function at the 4% level even when marginalizing over
arbitrary curvature.
the dark energy equation of state and the spatial curva-
ture. The inclusion of weak lensing, CMB lensing recon-
struction, and redshift space distortion data makes order
unity difference in the dark energy Figure of Merit after
marginalization over spatial curvature.
Finally, Figure 13 shows that the posteriors for the
growth index γ(z) = ln f(z)/ ln Ωm(z) become unsta-
ble immediately above redshift z = 1. Even with the
WFIRST simulated supernovae data, the growth index
posteriors become ill-behaved above redshift z ≈ 1.5.
This problem in the growth index happens because
Ωm(z) can cross the boundary Ωm(z) = 1 at high red-
shifts, in curved scenarios. The same goes for f(z), but
the crossing f(z) = 1 happens at slightly different red-
shifts [29]. This unmatched crossing makes the posteri-
ors either change signs or diverge, and hence, the growth
index loses its capability to falsify curved smooth dark
energy scenarios. The growth rate, on the other hand, is
still well-behaved on the entire redshift range, and above
z = 1, its posteriors are about 25% broader in smooth
dark energy scenarios compared to quintessence models.
This widening applies to chains with the current JLA
data and with |ΩK | < 0.01 prior as well as to chains with
the WFIRST simulated data and with |ΩK | < 0.1.
IV. FIGURE OF MERIT
In this section, we construct a model-independent def-
inition for the Figure of Merit (FoM), making use of the
principal components, following closely Ref. [35]. We
compute the FoM of the three cosmic acceleration scenar-
ios we have studied so far: ΛCDM, quintessence, and gen-
eral smooth dark energy scenarios where −2.5 < w(z) <
1. PCA-based FoM provides a complementary view to
studies that assume particular functional forms for w(z).
These studies have the advantage of being more compu-
tationally efficient given the low number of parameters
involved in parametrizations that are common in the lit-
erature. FoMs based on particular functional forms for
w(z) also have a straightforward interpretation regard-
ing signal-to-noise ratio. However, FoMs based on par-
ticular forms of w(z) may underestimate or overestimate
the constraining power of a given experiment, given that
there are multiple compelling generalizations of ΛCDM,
without a clear hierarchy between them in terms of the-
oretical plausibility4. They provide, therefore, an incom-
plete picture about the future capabilities of WFIRST in
4 Indeed, non-parametric methods, such as PCAs are well suited to
observables that cannot be robustly modeled from first-principle
calculations. They have been used, for example, to describe in-
flation and the epoch of reionization [51, 54].
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FIG. 11. Spatial curvature posterior and its strong correlation
with the combination σ8Ω
1/2
m . The inability of current geo-
metric data to constrain spatial curvature at the percent level
in both quintessence and general dark energy models provides
an excellent opportunity for observables that directly measure
the growth of structures to make a significant impact on the
dark energy Figure of Merit. Finally, given that flat priors
(that can also cross the phantom barrier) on the PC ampli-
tudes translate into a preference for negative curvature, the
reduction of the posterior probability for large and positive
Ωk in general dark energy models might be partially prior
induced (see Figure 12 of [29]).
constraining dark energy models that predict more elabo-
rate forms of w(z). This incompleteness depends on how
typical values for the amplitudes αi compares with the
68% and 95% observational confidence levels on αi, when
the fiducial model is projected on the PCA basis. This
ratio is defined as the signal-to-noise ratio (see Equation
3 in Ref. [55]).
For example, Ref. [35] confirms that models in which
the dark energy dynamics is dictated by a canonical
field, φ, that rolls on a potential of the form V (φ) =
V0 + m
2φ2/2 have small projected volumes in the sub-
space spanned by all except for the two most constraining
principal components5. Indeed, Figure 5 of Ref. [35] ex-
plicitly shows, for a particular choice of parameters, that
only the first and second principal components have am-
plitudes that are comparable to their respective posterior
uncertainties. While V (φ) = V0 + m
2φ2/2 is a perfectly
reasonable potential, there is not enough theoretical guid-
5 The PCs of Ref. [35] were constructed to mimic the discontinued
SNAP experiment [56].
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FIG. 12. Spatial curvature posterior and its correlation with
the combination σ8Ω
1/2
m . Further improvements in BAO mea-
surements from the future DESI survey as well as advances
in local H0 measurements may bring ΩK constraints to sub-
percent level without growth information.
ance from a more fundamental particle description of the
dark energy component that prevent us from construct-
ing more convoluted potentials that result in a w(z) that
needs to be described with more principal components.
These nuances in interpreting the FoMs based on par-
ticular parametrizations, when there are multiple com-
pelling dark energy models, can affect the design choices
for future experiments in ways that could potentially
reduce the possibility of discovering groundbreaking re-
sults. For example, the FoM based on w(z) = constant
models predict that the best supernovae strategies are
the ones that focus their statistical power at the low
redshift range z < 1. Similar conclusion can be de-
rived from simple models where w(z) is well described,
in terms of signal-to-noise, by the first few PCA compo-
nents of the Imaging-Allz strategy. However, observa-
tional strategies that focus on low-z supernova could lose
the possibility of investigating models that predict w(z)
with large projected volume on the subspace spanned by
higher principal components of the Imaging-Allz strat-
egy (which would boost the signal-to-noise ratio of these
components).
Following Ref. [35], we define the Figure of Merit,
given the covariance Cn between the principal compo-
nents ei(z) with i = 1, ..., n, as
FoMPCn =
(
det Cn
det Cpriorn
)−1/2
. (15)
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FIG. 13. Similar to Figure 8, but in the context of smooth dark energy models where the dark energy equation of state is
restricted to the range −2.5 < w(z) < 1. The extra freedom provided by the phantom crossing in curved scenarios widens
the growth rate by approximately 25% above z = 1. The posteriors for the growth index γ(z) = ln f(z)/ ln Ωm(z) become
unstable immediately above redshift z = 1. This problem in the growth index happens because Ωm(z) can cross the boundary
Ωm(z) = 1 at high redshifts in curved scenarios. The same goes for f(z), but the crossing f(z) = 1 happens at slightly different
redshifts [29]. This unmatched crossing makes the posteriors to either change sign or to diverge, and hence the growth index
loses its capability to falsify curved smooth dark energy scenarios.
Here, Cpriorn is the covariance of the prior, which we es-
timate based on MCMC chains that only takes into ac-
count the prior constraints on w(z) in Eqs. 12 and 146.
While not all parametrizations with n parameters neces-
sarily show the improvement given by FoMn, this quan-
tity represents an approximate upper limit of what is
achievable with a given experiment. The quantity FoMPCn
is only an approximate upper limit because our PCs were
developed with the Fisher matrix and not with the ac-
tual likelihood of the experiment. The interpretation of
FoMPCn with n 20 as an upper limit for the background
data with the current JLA data has an additional caveat,
given that we use the same PC basis for both JLA and
WFIRST experiments. However, the asymptotic value,
FoMPCn≈20, can robustly be interpreted as an upper limit
to both JLA and WFIRST because these 20 PCs span a
complete basis to both experiments.
Figure 14 compares the PCA-based Figure of Merit
between the analysis with the JLA compilation and the
WFIRST simulated data. Both cases include BAO, geo-
metric CMB, and local H0 measurements. Current data
6 This FoM definition depends on the prior volume, which might
seem contrived, but by doing so we eliminate information gain
that comes exclusively from the prior [35]. This can also be
achieved by only considering the FoM ratio between two experi-
ments [57].
can place a good measurement on approximately the first
five principal components. The FoM for these modes is
FoMPCn=5(SN=JLA) ≈ 104, while FoMPCn=2(SN=JLA) ≈
102 and therefore two-parameter descriptions of w(z),
such as the commonly adopted w0 − wa, does not ex-
haust the information that can be extracted from cur-
rent data. Future WFIRST data will be able to better
constrain the first five principal components significantly
(FoMPCn=5(SN=WF) ≈ 106), and it will also probe twice
the number of principal components in comparison to
JLA type IA supernovae. Indeed, WFIRST will have a
wider redshift range sensitive to modes that affect w(z)
only at high-redshift. The asymptotic FoM ratio between
these two datasets is of order 104, while this ratio is on
the order of 10 for the w0 − wa parametrization.
In the w0 − wa functional form, the high and low-
redshift are entangled, and therefore many of the modes
that only WFIRST can measure well are not allowed by
prior or are severely restricted by the low-redshift su-
pernovae data. Thus, simple two-parameter functional
forms of w(z) offer an incomplete picture of the modes
that can be measured with current and future data. In-
cluding extra parameters in popular parametrizations,
however, does not guarantee that the signal-to-noise ra-
tio of higher order PCAs will be greater than unity and,
therefore, the approximate upper limit in FoMn may be
quite difficult to achieve. This limitation indeed seems to
hold, as it has been shown that the signal-to-noise ratio
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FIG. 14. Figure of merit of the PC amplitudes when the
smooth dark energy scenario is probed with Planck geometric
data, BAO, local H0 and JLA/WFIRST Type IA supernovae
measurements, as a function of the number of principal com-
ponents. Current data can measure the first five principal
components approximately. WFIRST will be able to measure
these first five components significantly better and, in total,
it will be able to constraint twice the number of modes. Fi-
nally, spatial curvature impacts the FoM derived from current
data at order unity, while only at a few tens of percent with
WFIRST simulated data.
in en3(z) PCAs, constructed to be representative of ex-
periments that resemble WFIRST, is small in commonly
adopted quintessence models [55, 58, 59]. Without selec-
tion criteria derived from a more fundamental description
of dark energy that indicates that these are the only well-
motivated theories, our results merely indicate that, in
principle, it is possible to construct smooth dark energy
models that are elaborate enough so that improvements
in FoMPCn with n  3 represent a gain of information
provided by next generation of experiments7.
In quintessence scenarios, priors in the allowed cur-
vature range make a significant impact in the Figure of
Merit (as shown in Figure 15). Indeed, Figure 11 shows
that curvature cannot be constrained at the few percent
level with current data if we assume quintessence, and the
uniform prior |ΩK | < 0.1 decreases the FoM by approx-
imately an order of magnitude in comparison to the flat
ΩK = 0 case. In general, in smooth dark energy models
7 The PCA merely shows what are the modes that can be con-
strained by the data (and they show how well they can be con-
strained). Interpretation of the subspace spanned by these PCs
depends on theoretical analysis that is out of the scope of statis-
tical tools that rely only on the data
FIG. 15. The Figure of Merit of the PC amplitudes when
quintessence (top left panel) and smooth dark energy (top
right panel) are probed with either the Geometric or the
All datasets. For quintessence, direct measurements of the
growth of structure make an order of magnitude change in
the FoM values, as it decreases the posterior probabilities of
large and positive ΩK . For general smooth dark energy, the
difference in the FoM is not as dramatic when growth in-
formation is combined, but given that flat priors to the PC
amplitudes translate into a preference for negative curvature,
part of this reduction in the FoM ratio might be prior-induced,
which itself reduces the posterior for large and positive ΩK .
that respect the boundary −2.5 < w(z) < 1, the curva-
ture posterior disfavors large positive values. However,
the chosen uniform priors in the amplitude of the princi-
pal components is not mapped into flat spatial curvature
posteriors, and in fact the priors provide more weight to
models that do cross the phantom barrier (see Figure 12
of [29]).
The inability of current geometric data to constrain
spatial curvature at the percent level when ΩK is
marginalized over quintessence and general dark energy
models provides an excellent opportunity for observables
that directly measure the growth of structure to make
a significant impact on the Figure of Merit. Growth in-
formation could also mitigate, in the context of ΛCDM,
the impact of the discrepancy between the CMB and lo-
cal H0 measurements, which shifts the spatial curvature
posterior towards positive values. The combination of the
full CMB temperature and polarization power spectra,
CMB lensing reconstruction, redshift space distortions,
and weak lensing measurements should indeed constrain
curvature tightly given that we see a strong correlation
between ΩK and the predicted σ8Ω
1/2
m in all our Geo
chains with current JLA supernovae (see Figure 11). In-
deed, the combination σ8Ω
1/2
m corresponds to the direc-
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tion in parameter space that is best measured by weak
lensing.
With the simulated WFIRST supernovae data, ΩK is
constrained at the percent level in both quintessence and
smooth dark energy scenarios (see Figure 12), and this
provides an interesting challenge for the future WFIRST
weak lensing survey. Current weak lensing surveys,
including the recently published Year One Dark En-
ergy Survey (DES) measurements, are discrepant with
CMB inferences on σ8Ω
1/2
m at the two sigma level. Also
note that our results do not imply that every single
quintessence and smooth dark energy model will have
ΩK uncertainties larger than a percent. What we show
is what happens when we are agnostic concerning the
feasibility of arbitrary complicated smooth dark energy
scenarios.
Finally, the model-independent FoMPCn can be con-
verted into model-based Figure of Merit evaluations with
the use of a fast approximate likelihood that dispenses
the use of expensive additional MCMC calculations as
well as the use of sophisticated numerical packages such
as CosmoMC. Given the discrete set of parameter val-
ues αi = {α1, ..., α20} and multiplicities wi provided by
our MCMC chains, we define a kernel density estimation
likelihood of the form [51]
LPC(data|α) =
N∑
i=1
wiKf (α−αi). (16)
Here N is the number of elements in the chain, Kf is
a smoothing kernel that we assume to be a multivariate
Gaussian with zero mean and covariance fCn=20 (f is a
smoothing factor), and α is the set of values generated
by the model to be constrained. Such technique has been
applied with remarkable success in the context of model-
independent studies on the epoch of reionization [51, 60].
The posterior for any physically motivated parametriza-
tion with M parameters β = {β1, ..., βM} is
P (β|data) ∝ LPC(data|α(β))P (β) . (17)
We then can define model-based FoM as FoMModelM =(
det C(β1, ..., βM )
)−1/2
. Such posterior also allow the
signal-to-noise ratio of each principal component to be
fully sampled for arbitrary models. We intend to fully ex-
plore this technique in a future work to be accomplished
in collaboration with the WFIRST supernova science in-
vestigation teams.
V. IMPROVING SPATIAL CURVATURE
CONSTRAINTS WITH GROWTH
INFORMATION
In this section, we will use the PCA basis of w(z) to
quantify the effects of marginalizing the spatial curvature
posterior over different classes of dark energy models.
We will restrict our analysis to current data, including
information from the growth of structure. In a follow-up
study, we will investigate the correlations between dark
energy parameters and spatial curvature for the future
WFIRST mission, including the WFIRST weak lensing
survey. We will also quantify the correlations between
the sum of neutrino masses constraints and dark energy
scenarios.
In the context of the ΛCDM model, the combina-
tion of the full CMB temperature and polarization spec-
tra from the Planck satellite with BAO measurements
constrains the spatial curvature to the sub-percent level
|ΩK | < 0.005 [61]. Figure 11 shows that even datasets
that only measure the background expansion of the uni-
verse can, all together, probe the curvature to within a
percent. However, the discrepancy between the CMB
and local H0 measurements shifts the central value of
the spatial curvature posterior towards positive values.
For quintessence models, Figure 11 shows that geometric
data cannot constrain spatial curvature even at the ten
percent level. The situation changes slightly for general
smooth dark energy models for which −2.5 < w(z) < 1.
However, this shift towards negative spatial curvature is
in part due to our choice of priors, given that uniform
priors in the PCA amplitudes αi do not translate into a
flat posterior in the spatial curvature [29].
The remaining freedom in the spatial curvature pos-
terior can be significantly reduced by constraining the
product σ8Ω
1/2
m , which is a combination of parameters
that weak lensing measures best. CMB temperature
and polarization power spectra can also constrain the
curvature up to percent level due to the gravitational
lensing effect that smooths the acoustic peaks. Indeed,
Figure 16 shows that the posterior width of ΩK is re-
duced by more than a factor of 10 in the context of
quintessence models when the Gaussian CMB likelihood
is replaced by the full CMB temperature and polarization
spectra. Even for arbitrary smooth dark energy mod-
els, with −2.5 < w(z) < 1, the spatial curvature can be
constrained better than 1.5% with the full CMB power
spectrum.
In both quintessence and smooth dark energy
paradigms, the effect of marginalizing the dark energy
principal components in addition to spatial curvature is
to reduce the FoM by a factor of few. More specifically,
the FoM is reduced by ≈ 10 in quintessence scenarios,
primarily because of the non-negligible posterior proba-
bility for large and positive ΩK , and by ≈ 5 in smooth
dark energy scenarios, as shown in Figure 15. This level
of improvement is significantly higher than in ΛCDM. In-
deed, the spatial curvature is constrained by both geome-
try and growth information in the standard model, given
that there is not enough freedom in the dark energy sec-
tor to compensate changes in the background expansion
induced by large values of ΩK to maintain the comoving
distance to the surface of the last scattering unchanged.
The addition of low-redshift probes that measure
growth, such as weak-lensing and redshift space distor-
tion, shifts the curvature posterior by an amount com-
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FIG. 16. Posterior of curvature and its correlation with
σ8Ω
1/2
m . It is clear that the tension between CMB mea-
surements by the Planck satellite and low redshift structure
probes shifts ΩK at the two sigma level. In particular, no
claims that curvature is measured at the sub-percent level,
when marginalized over smooth dark energy models, can be
made without solving this tension.
parable to the 95% confidence regions, in comparison to
the Reduced MCMC chains (see Figure 16). Indeed, the
combination σ8Ω
1/2
m is well constrained by weak lensing,
and there is a two sigma tension between weak lensing
and the CMB, which reflects into doubling the uncertain-
ties in constraining spatial curvature marginalized over
smooth dark energy scenarios.
VI. DISCUSSION
In this paper, we provide a comprehensive investiga-
tion on how current data that probe the background
expansion constrain the theoretical predictions of three
broad classes of dark energy: ΛCDM, quintessence, and
smooth dark energy models that respect the prior −2.5 <
w(z) < 1. These three paradigms share the property that
dark energy influences the growth of structure by modi-
fying the background expansion.
Within this framework, we show that the current back-
ground expansion predicts the linear growth of structure
at the percent level. For general smooth models, such
predictions are at the 10 percent level when marginal-
izing over the informative prior −0.01 < Ωk < 0.01.
Flat models always predict growth at the few percent
level, which provides an exciting opportunity for current
and future surveys to falsify the flat, smooth dark energy
scenario with weak lensing and redshift-space distortion
measurements.
WFIRST supernovae data will be able to improve
growth predictions in curved models significantly. In par-
ticular, the two-sigma posterior forG(z) is at the 8% level
even when marginalizing over the non-informative prior
−0.1 < Ωk < 0.1. Our analysis is conservative because it
neglects upcoming BAO improvements from the future
DESI survey as well as advancements in measuring the
local H0.
In the near future, the degeneracy between spatial cur-
vature and w(z) could be mitigated with measurements
of the combination σ8Ω
1/2
m . Indeed, this is the direction
in parameter space that weak lensing measurements re-
strict the most. In fact, the inclusion of CFHTLens and
DR12 RSD measurements reduces the Figure of Merit of
the PCA amplitudes by order unity. We also point out
that inconsistencies between low-redshift measurements
and CMB predictions for σ8Ω
1/2
m translate into uncer-
tainties in constraining Ωk marginalized over the PCA
amplitudes.
Finally, we evaluate a PCA-based Figure of Merit,
which reveals that a two-parameter description of w(z)
may not provide the complete picture of advancements
in constraining power between WFIRST and JLA su-
pernovae surveys. In particular, specific w(z) functional
forms may bias the determination of the optimal redshift
range for the WFIRST supernovae survey. While a shal-
low survey can provide better statistics, a more extensive
range may probe a broader range of models.
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