When a pair of independent series is highly persistent, there is a spurious regression bias in a regression between these series, closely related to the classic studies of Granger and Newbold (1974) . Although this is well known to occur with independent I(1) processes, this paper provides theoretical and numerical evidence that the phenomenon of spurious regression also arises in regressions between stationary AR(p) processes with structural breaks, which occur at different points in time, in the means and the trends. The intuition behind this is that structural breaks can increase the persistence levels in the processes (e.g., Granger and Hyung (2004)), which then leads to spurious regressions. These phenomena occur for general distributions and serial dependence of the innovation terms.
Introduction
Simulation studies of Granger and Newbold [1974] warned that spurious relations may be found between the levels of trending time series that are actually independent. Later, Phillips [1986 Phillips [ , 1998 ] provide an elegant asymptotic framework that vindicates the simulation results. Applied economists become increasingly aware of this problem. For instance, Ferson, Sarkissian, and Simin [2003] find that many predictive stock return regressions in the literature, based on individual predicting variables, may be spurious.
It has been known for some time that the spurious regressions do not hold only for independent random walks, but also for other persistent processes, such as high-order integrated processes (see, e.g., Marmol [1995] , among others), fractionally integrated processes (see, e.g., Tsay and Chung [1999] , among others), I(1) processes with infinite variance errors (see Tsay [1999] ), and positively autocorrelated processes on long moving averages (see Granger, Hyung, and Jeon [2001] ).
The goal of the current paper is to investigate the possible existence of spurious relations in a pair of stationary, invertible AR(p) processes with weakly dependent innovations and structural breaks, which occur at different points in time, in the means and the trends. This problem has an aesthetic appeal and also practical implications. We have shown that the strength of these types of spurious relationship is rather severe for the type of processes under our study; and that the rates of convergence for the OLS statistics to the corresponding limiting values do not depend on the starting values and the break locations of the underlying processes.
Our analytical framework, although simplified in a number of respects (such as only one break point is considered per se), proves tractable in addressing the main issues of spurious regressions. Nevertheless, we also provide a sketch of theoretical results for the case of many break points. Hitherto, the plan of this paper is as follows: Section 2 deals with structural breaks in means; Section 3 deals with structural breaks in trends; Section 4 provides some simulation evidences; and Section 5 concludes this paper. Last but not least, results of technical flavor but essential for the paper are collected in the appendices at the end of the paper.
Spurious Regression: Structural Breaks in Mean
The data generating processes (DGPs) for two independent stationary 1 time series are defined as follows: 1 We shall note at this point that the terminology 'stationary' is used to merely mean that the roots of lag polynomials lie outside the unit circle.
A(L)X t
where intercepts, c (x) and c (y) , are the break levels of X t and Y t , respectively; A(L) and B(L) are lag polynomials with their roots outside the unit circle; τ (x) and τ (y) are the break points of X t and Y t , respectively; and innovation terms, u t and v t , are contemporaneously independent and fulfill Assumption 1 (below). Let F t and F t denote the σ -fields generated, respectively, by
This is Rosenblatt's [1956] mixing coefficient. The stationary process is said to be α-mixing or strongly mixing if α(k) −→ 0 as k −→ ∞. 
where ε is a positive generic constant. Assumption 1 includes a wide variety of possible data-generating mechanisms. For example, both the ARMA process and the MA(∞) process can become strongly mixing under some regularity conditions (see, e.g., Gorodetskii [1977] and Withers [1981] ). The mixing condition in this assumption essentially controls the extent of permissible temporal dependence in the process in the relation to the probability of outlier occurrences.
Eq. (2.1) can be rewritten as
Let us define the following inverse lag operators: 
Lemma 1. Suppose that (X t ,Y t ) are generated by Eq. (2.1). The innovations, u t and v t , are independent and satisfy Assumption 1. Then, as T −→ ∞, 10) where
Moreover, Eqs. 
Proof. The proof is presented in Appendix. 
Moreover, suppose that X t has a structural break but Y t does not. Then, as T → ∞,
The above limiting behaviors imply β a.s.
=⇒ 0 (i.e., no spurious regression).
Spurious Regression: Structural Breaks in Trend
We shall consider the following d.g.p.: 1 are, respectively, the permanent trend and the transitory trend, resulting from a break, of the process X t ; µ (y) and µ (y) 1 are, respectively, the permanent trend and the transitory trend, resulting from a break, of the process Y t ; and innovations, u t and v t ), are independent and satisfies Assumption 1.
A BN decomposition of the inverse lag operators A * (L) and B * (L), as defined in Section 2, yields
where u t = A * (1)u t + ∆u * t and v t = B * (1)v t + ∆v * t . Next, we formulate the following OLS regression:
To facilitate the asymptotic argument for the OLS statistics, we shall first state Lemma 2 (below). (Also to avoid any unnecessary confusion, we shall note here that notations, L • , are specific to Section 3 and independent of L • in other sections.) Lemma 2. Suppose that (X t ,Y t ) is generated by Eq. (3.1). The innovations, u t and v t , are independent and satisfy Assumption 1. Then, as T −→ ∞,
Moreover, Eqs. (3.3)-(3.11) hold irrespective of the initial conditions assigned to X 0 and Y 0 .
Proof. The proof is presented in Appendix.
Let's define
where the elements of the matrices are defined in Lemma 2.
The limiting behavior of regression statistics are stated in Theorem 2.
Theorem 2. Suppose that the conditions of Lemma 2 are satisfied. Then, as T
L s 2 (3.13)
where
(I (i) denotes a vector in which the i-th element is one and the other elements are zeros.)
Theorem 2 still holds.
Simulations
The validity of our theorems for approximating the distributions of the OLS statistics in small samples can be legitimately questioned. To give some idea of the significance of our theoretical results, we shall provide some simulation studies. In the sequel, we run the following two regressions:
where X t and Y t are generated by AR(1) processes with structural breaks in the mean and in the trend, as defined in Eq. (2.1) and Eq. (3.1) respectively.
Structural Break in Mean
First, we generate artificial data from
where we set τ (x) = 0.4, τ (y) = 0.8, α x = 1.0, α y = 2.0, φ x = 0.8, and φ y = 0.75. In this simulation, for simplicity we shall assume that the processes u t and v t are independent white noises. This is, unfortunately, because simulations for general weakly dependent innovations are quite complicated to implement. The processes in Eq. (4.3) are initialized by X 0 = 10 and Y 0 = 10. In order to evaluate the convergence rates of the OLS estimates,γ andβ , their t-statistics, t γ and t β , and the serial correlation coefficient, r s , to the corresponding limits, we generate samples {X t ,Y t } T t=1 of size T from 1,000 to 5,000,000. The simulated means of the OLS statistics, the corresponding limiting values, and the 95% confidence bounds are presented in Table 1 and Figure 1 . It is noteworthy that the simulated means of the OLS statistics merely approach the corresponding limits for T roughly equal to 1,000 observations. 
Structural Break in Trend
To illustrate the case with structural breaks in the trends, we generate artificial data from 4.2) using the simulated data and estimate the OLS statistics. We repeat the simulation 1,000 times to compute the means and the 95% confidence bounds of the OLS coefficientsγ 1 ,γ 2 andβ , their t-statistics, the serial correlation coefficient of the residuals, and the determination coefficient R 2 . The simulation results are presented in Table 2 and Figure 2 . As one can see, the simulated means of the OLS coefficients, except for γ 1 , become rather stable as T reaches 1,000 observations. However, it is worth mentioning at this point that the discrepancies between the true slope coefficients and their OLS estimates, as seen in Figures 1 and 2 , are rather wide due to a large graphic scaling being used, not because these discrepancies are really high.
Finally, we also performed some sensitivity analyses to check the robustness of the previous results with respect to different parameters values (cf. Table 3 ). We implemented these analyses by choosing different starting values for processes X t and Y t . The results are in line with those presented earlier -coefficient estimates and the values of their t-statistics approach to their corresponding limit values. Table 4 presents simulation results for a variety of break points, τ x and τ y . Precisely, we used some big values for τ x and τ y . Although the limits of the OLS estimates depend on break locations, the convergence rates are essentially unaffected.
Discussion and Conclusion
Although the specification we adopt in this paper may omit some potential features of the data, such as ARCH effects, we find that using this fairly standard AR(p) framework allows us to successfully address the questions whether spurious regressions occur in the presence of structural breaks. In summary, the thrust of the present paper has been to show evidences of spurious regressions in the presence of structural breaks in the means and the trends of AR(p) processes by analyzing the limiting properties of the standard OLS statistics. This table presents Number of observations in each simulated time series is 2,000,000. In both cases, the OLS coefficients, their t-statistics, and the serial correlations of regression residuals are estimated from these simulated data. These procedures are repeated 1,000 times to generate standard errors of the mean of estimates and their 95% confidence bounds. Standard errors are given in parentheses. By applying Lemma 2, one can immediately derive the limits of individual terms in the above equations. Theorem 2 has been proved.
