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Abstract
The Navier-Stokes equations are widely used for the analysis of incompressible lami-
nar flows. If the Reynolds number is increased to certain values, oscillations appear
in the finite element solution of the Navier-Stokes equations. In order to solve for
high Reynolds number flows and avoid the oscillations, one technique is to use the
flow condition-based interpolation scheme (FCBI), which is a hybrid of the finite
element and the finite volume methods and introduces some upwinding into the lam-
inar Navier-Stokes equations by using the exact solution of the advection-diffusion
equation in the trial functions in the advection term.
The previous works on the FCBI procedure include the development of a 4-node
element and a 9-node element consisting of four 4-node sub-elements. In this thesis,
the stability, the accuracy and the rate of convergence of the already published FCBI
schemes is studied. In addition, a new FCBI 9-node element is proposed that obtains
more accurate solutions than the earlier proposed FCBI elements. The new 9-node
element does not obtain the solution as accurate as the Galerkin 9-node elements but
the solution is stable for much higher Reynolds numbers (than the Galerkin 9-node
elements), and accurate enough to be used to find the structural responses in fluid
flow structural interaction problems.
The Cubic-Interpolated Pseudo-particle (CIP) scheme is a very stable finite dif-
ference technique that can solve generalized hyperbolic equations with 3rd order ac-
curacy in space. In this thesis, in order to solve the Navier-Stokes equations, the
CIP scheme is linked to the finite element method (CIP-FEM) and the FCBI scheme
(CIP-FCBI). From the numerical results, the CIP-FEM and the CIP-FCBI meth-
ods appear to predict the solution more accurate than the traditional finite element
method and the FCBI scheme. In order to obtain accurate solutions for high Reynolds
number flows, we require a finer mesh for the finite element and the FCBI methods
than for the CIP-FEM and the CIP-FCBI methods. Linking the CIP method to the
finite element and the FCBI methods improves the accuracy for the velocities and
the derivatives. In addition, when the flow is not at the steady state and the time
dependent terms need to be included in the Navier-Stokes equations, or in the prob-
lems when the derivatives of the velocities need to be obtained to high accuracy, the
CIP-FCBI method is more convenient than the FCBI scheme.
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Chapter 1
Introduction
The study of incompressible flows is important in many areas of science and tech-
nology. At low speeds the flow will be ordered and follow regular patterns, i.e., it
is laminar flow. Common applications in which laminar flow appears are biological
fluid flow, Newtonian flows in chemical and mechanical engineering and any indus-
trial process involving heat, fluid flow and mass transport at low Reynolds numbers.
A balance between the inertia and viscous forces governs laminar flows and provides
the stability. Flows are often characterized by a dimensionless number known as the
Reynolds number, which is the ratio of inertia to viscous forces in a flow. Laminar
flows correspond to smaller Reynolds numbers. Even though laminar flows are deter-
ministic and ordered, instabilities and bifurcation may happen in the flow and take
the flow from being laminar to be transition or turbulent. Numerical modelling of
transition and turbulence requires greater insight into the flow physics.
For higher Reynolds numbers, the flow is governed by inertial forces and in most
cases of engineering problems the flow is in a disordered or turbulent state. Common
applications of incompressible turbulent flows involve the flow around vehicles and
low speed flows in aeronautics where the fuel efficiency is greatly impacted by the
details of the flow.
The Navier-Stokes equations are widely used for the analysis of incompressible
laminar flows. If the Reynolds number is increased to certain values, oscillations
appear in the finite element solution of the Navier-Stokes equations. In order to
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solve for high Reynolds number flows and avoid the oscillations, one technique is to
use stabilized methods. In these methods, artificial upwinding is introduced into the
equations to stabilize the convective term, ideally without degrading the accuracy of
the solution: e.g. the streamline upwind/Petrov-Galerkin (SUPG) method [7], the
Galerkin/least-squares (GLS) method [15], the Cubic Interpolated Pseudo/Propagation
(CIP) method [27] and use of the bubble functions [10], [6], [5], [22].
The flow condition-based interpolation scheme (FCBI) is a hybrid of the finite
element and the finite volume methods and it was first introduced by KJ. Bathe and
J. Pontaza in [2]. This scheme was later developed in [3], [19] and [20].
The FCBI procedure introduces some upwinding into the laminar Navier-Stokes
equations by using the exact solution of the advection-diffusion equation in the trial
functions in the advection term. The FCBI procedure is a finite element method since
the domain of the problem is considered as an assemblage of discrete finite elements
connected at nodal points on the element boundaries, and the velocity and the pres-
sure are interpolated within each element. This procedure can also be considered a
finite volume method since the weak form of the Navier-Stokes equations is satisfied
over control volumes, when the test functions are unit step functions. Hence, the
FCBI finite element solution satisfies the mass and momentum conservations for the
control volumes (the traditional finite element methods do not satisfy the local mass
and momentum conservations).
One reason why the FCBI procedure was proposed as a hybrid of the finite element
and the finite volume methods, not being merely a finite volume method, is the
lack of defining interpolation functions in the finite volume methods. Defining the
interpolation functions enables us to directly evaluate the derivatives, and set up the
Jacobian matrix for the Newton-Raphson iteration method. Also, no artificial factors
are used and similar to the traditional finite element methods a mathematical theory
is available.
The basic aim in developing an FCBI scheme is to reach a numerical scheme that
is stable for low and high Reynolds numbers, and yields sufficiently accurate solutions
using coarse meshes. Of course, the numerical solution of the laminar Navier-Stokes
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equations at high Reynolds numbers would not be highly accurate. The fluid mesh
would need to be too fine. However, when a coarse mesh is used, the scheme should
still yield a reasonable solution. As the mesh is then refined, the numerical scheme
would capture more details in the flow; e.g. circulations, and the solution obtained
would ideally converge to the exact solution of the mathematical model. At some
stages of the mesh refinement, a turbulent model might be required.
However, in practice, the accuracy of the solution and the computational cost are
important issues. These issues are particularly important in the analysis of the fluid
flows with structural interactions.
The analysis of fluid flows with structural interactions has captured much attention
during the recent years. Such analysis is performed considering the solution of the
Navier-Stokes fluid flows fully coupled to the non-linear structural response. However,
a fully coupled fluid flow structural interaction analysis can be computationally very
expensive. The cost of the solution is, roughly, proportional to the number of nodes
or grid points used to discretize the fluid and the structure.
In order for interaction effects to be significant, the structure is usually thin and
can be represented as a shell, hence not too many grid points are required. The large
number of grid points and consequently number of equations in fluid flow structural
interaction problems (FSI) is due to the representation of the fluid domain. For high
Reynolds number fluid flows, to have a stable solution, more grid points are required.
In order to decrease the number of grid points in the fluids (using a coarser mesh) and
still have a stable solution, the flow-condition-based interpolation (FCBI) procedure
was introduced [2], [3], [4].
The basic philosophy of FCBI scheme was presented earlier in [2]. However,
our aim is to increase the effectiveness of this scheme. The previous works on the
FCBI procedure include the development of a 4-node element and a 9-node element
consisting of four 4-node sub-elements. In this thesis, the stability, the accuracy and
the rate of convergence of the already published FCBI schemes is studied in section
4.5, and it is shown that the FCBI 4-node elements and the earlier proposed FCBI 9-
node elements obtain more stable solutions than the Galerkin 9-node elements, used
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in the traditional finite element methods. However, the Galerkin 9-node elements
give more accurate solutions with a higher rate of convergence. Our objective is
to use the FCBI scheme in rather coarse meshes together with the "goal-oriented
error measurements" technique to control error in the structural response in the fluid
flow structural interaction problems [12]. Hence, in chapter 5 we propose a new
FCBI 9-node element that obtains more accurate solutions than the earlier proposed
FCBI elements. The new 9-node element does not obtain the solution as accurate
as the Galerkin 9-node elements but the solution is stable for much higher Reynolds
numbers (than the Galerkin 9-node elements), and accurate enough to be used to find
the structural responses.
In chapter 6, the focus is on the Cubic-Interpolated Pseudo-particle (CIP) method.
The CIP method was introduced by T.Yabe et al. in 1991 [26], [17] . In this method,
a cubic polynomial is used to interpolate spatial profiles and spatial derivatives. The
spatial derivative itself is a free parameter and satisfies the master equation for the
derivative. After the values have been found, the same values for the next time step
are simply calculated by shifting the cubic polynomial.
The CIP scheme is a very stable finite difference technique that can solve gener-
alized hyperbolic equations with 3rd order accuracy in space. In this thesis, in order
to solve the Navier-Stokes equations, the CIP scheme is linked to the finite element
method (CIP-FEM) and the FCBI scheme (CIP-FCBI).
The thesis is organized as follows. In Chapter 2 a brief review of the contin-
uum governing equations for fluid flows is given, which includes the definition of
the Eulerian formulation, the conservation equations and the equations of motion.
Chapter 3 describes the finite element discretization of those governing equations.
Chapter 4 is devoted to the introduction of the FCBI procedure, the discretization
of the FCBI scheme for the earlier proposed 9-node elements (consisting of four 4-
node sub-elements), the solution of some numerical examples and a further study
of the FCBI scheme for these elements. Subsequently, in Chapter 5, a new FCBI
9-node element is proposed and compared with the former FCBI 9-node element and
the Galerkin 9-node element. In Chapter 6, a review of the CIP method is given.
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Then, in order to solve the Navier-Stokes equations, the CIP scheme is linked to the
finite element method (CIP-FEM) and the FCBI scheme (CIP-FCBI) respectively.
Finally, in Chapter 7 the conclusions of this work are given and future research in the
development of the FCBI scheme is suggested.
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Chapter 2
Governing equations of continua
In physics, materials are divided into three classes; solids, liquids and gases. In
fluid mechanics, there are only two classes of matter: fluids and non-fluids (solids).
In solid mechanics, one might follow the particle displacements since particles are
bonded together. However in fluid mechanics, one's concern is normally the fluid
velocity.
Consider the rigid-body dynamics problem of a rocket trajectory. We are finished
after solving for the paths of any three non-collinear particles on the rocket since all
other particle paths can be reached from these three paths. This scheme of following
the trajectories of individual particles is called the Lagrangian description of motion
and is very useful in solid mechanics.
But consider the fluid flow out of the nozzle of that rocket. Of course we cannot
follow the millions of separate paths. Even the point of view is important, since an
observer on the ground would see a complicated unsteady flow, while an observer
fixed to the rocket might see a nearly steady flow of regular pattern. Thus it is useful
in fluid mechanics to choose the most convenient origin of coordinates to make the
flow appear steady, if it is possible, and to study the fluid velocity as a function of
position and time, not to follow any specific particle path. This scheme of describing
the flow at every fixed point as a function of time is called the Eulerian formulation
of motion. In this chapter first the Eulerian formulation is briefly discussed, then the
governing equations of Newtonian flows are considered.
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2.1 Eulerian formulation
Consider a body that is moving from a reference configuration, the space occupied by
the body at time t = 0, to the spatial configuration, the space occupied by the body
at time t (see figure 2-1).
In the Lagrangian formulation, each fluid particle is labelled by its reference po-
sition ro at time t = 0, giving velocity functions such as v = v(ro, t). In the Eulerian
formulation, a velocity field is specified by
v = v(r, t) = v(x, y, z, t) (2.1)
That is, the velocity for time t is defined at the fixed spatial position r. By defining
this velocity, we can obtain a complete kinematic description of the flow. However,
this function is not in general known in advance. The fixed spatial position r can be
related to the reference position ro as
r = p(ro, t) (2.2)
If Q represents any property of the fluid, in the Eulerian formulation Q is given
by
Q = f (r, t) = F(<p(ro, t), t) (2.3)
If dx, dy, dz and dt represent arbitrary changes in the four independent variables
(x, y, z, t), the total differential change in Q is given by
OQ Q __ OQdQ= - dx+ dy + dz+ dt (2.4)
Ox ay z at
For velocity components (vi, vY, vz), the spatial increments must be such that
dx = vx dt dy = vy dt dy = vz dt (2.5)
Then, the expression for the time derivative of Q of a particular particle is
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Reference configuration
t = 0
y
_ _ _ _ t
Spatial configuration
z
Figure 2-1: Reference, spatial and mesh configurations
DQ -Q (2)Q Q Q
- +v 
- +vyDt at D.x D y +VZz
The quantity 9 is called material derivative or particle derivative which showsDt
that we are following a fixed particle. In this equation, 9 is the local derivative
and the last three terms are called convective derivatives. The vector form of this
equation is written as
DQ 
_ Q
Dt - + (v - V)Q (2.7)
2.2 Conservation equations
Consider a material volume moving from position ro at time t = 0 to the new position
r at t (see figure 2-1). The material volume is an arbitrary collection of matter
enclosed by a material surface (or boundary) and every point of which moves with
the local fluid velocity. This surface is hypothetical and in general does not correspond
to any physical boundary in the flow. As the material volume moves through space,
it is deformed in shape and changed in volume. We will refer to the material volume
as Q(t). The dynamical laws of motion are stated for the material volume and are as
follows: Conservation of mass (continuity), Balance of linear momentum (Newton's
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second law), Balance of energy (first law of thermodynamics) and Creation of entropy
(second law of thermodynamics).
The first law, continuity, means that for a material volume the mass is constant.
Newton's second law, momentum conservation, states that the rate of change of the
volume momentum (momentum per unit volume) is equal to the sum of the surface
forces (due to pressure and viscous stresses) and body forces (such as gravity) acting
on it. From the first law of thermodynamics, the rate of change of the material-volume
energy (internal plus kinetic) is equal to the rate at which forces do work upon it plus
the rate at which heat is transferred to it. Finally, the second law of thermodynamics
states that the change of internal entropy is greater or equal to the external entropy
supply (due to the heat supply).
Our focus in this work is on isothermal processes of incompressible fluids. Hence,
we only consider the mass and momentum conservations in this chapter.
2.2.1 Mass conservation
For a material volume the mass is constant, so that the conservation of mass takes
the form
Dm f p(r)dQ = 0 (2.8)
Dt Dt (t)
where Q(t) is the material volume, m is the total mass enclosed in Q(t) and p is the
material density.
The differential equation of mass conservation can be derived from the integral
equation with the application of the divergence theorem, and making use of the fact
that the material volume is arbitrary. In the Lagrangian formulation, this equation
is written as,
p(ro) = det (t X) (2.9)
p(r)
where ('X) is the deformation gradient (see [1]).
In the Eulerian formulation, this is equivalent to
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Dp +pVV -V= 0 (2.10)
Dt
where v is the material velocity. If the density is constant (incompressible flow), this
equation reduces to
V - v = 0 (2.11)
2.2.2 Momentum conservation
This law is called Newton's law of motion and it states that the rate of change of the
material volume momentum is equal to the sum of all external forces acting on the
body at time t.
DP Fext (2.12)Dt Zex
where P is the momentum of the material volume. This equation can also be written
as
D f pvdQ = Fext(t) (2.13)
The differential equation of the above equation in Eulerian formulation is
D(pv) y = fbi + fb2 (2.14)
Dt
where fbood is the applied force on the fluid particles per unit volume, and contains
two types of body forces: fbi, the gravitational body force (we only consider the
gravitational force here) and fb2, which is the body force that satisfies the equilibrium.
In the Lagrangian formulation, Newton's second law is easily written as Fext = m a,
where m is the mass and a is the acceleration of the body.
As it was already mentioned, only the gravitational body force is considered here
and fbi = p g, where g is the acceleration of gravity. The fb2 force satisfies equilibrium
for the external stresses applied on the body and can be expressed as f42 = V - T,
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where T is the stress tensor. The momentum conservation then becomes
D(pv) P g + V -T (2.15)
Dt
2.3 Equations of motion
The Navier-Stokes equations are derived from the momentum and mass conservation
equations (2.15) and (2.10). It remains only to express T in (2.15) in terms of the
velocity v. This is done by relating Tij to eij , the (ij) th components of the stress
and velocity strain tensors, through the Newtonian fluid constitutive law,
Tij = -p 6ij + 2/teij (2.16)
with
1
ei= = (vij + Vji) (2.17)
where p is the pressure and p is the dynamic viscosity coefficient. The non-conservative
form of the Navier-Stokes equations is obtained by substituting the stress relations
(2.16) into Newton's law (2.15) as
Dv
p_ =pg-Vp±+pV 2v (2.18)Dt
The boundary conditions required to solve the Navier-Stokes equations can be
given as follows:
v = vs on S, (2.19)
Tn = t on Sf (2.20)
and the initial condition is
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v(to) = vo (2.21)
where S, is the part of the fluid boundary with imposed velocities v, Sf is the part
of the boundary with imposed surface tractions t and n is the unit outward vector
normal to the fluid boundary.
The momentum equation (2.15) can also be written as
ovi
pv + F, j = pgi (2.22)
where
Fij, j = pvjvi -Tij (2.23)
The above form is referred to as the conservative form of the momentum equation
since for any material volume Q(t) of the fluid, using the divergence theorem
f Fi, j dQ = FiSnt dS (2.24)n(t) 'sMt
where S(t) and the nj are the material surface and the components of the unit vector
normal to S(t) respectively. Note that in the FCBI scheme, the conservative form of
the momentum equation is used.
The Navier-Stokes equations are widely used for the analysis of incompressible
viscous flows. However, viscosity is assumed to be constant in these equations and for
non-isothermal flows, particularly for liquids whose viscosity is highly temperature-
dependent, the Navier-Stokes equations may not be a good approximation. In our
work, we only consider isothermal processes of incompressible fluids and the Navier-
Stokes equations are used.
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Chapter 3
Finite element formulation
In this chapter we consider the finite element formulation and solution of the Navier-
Stokes equation given in (2.11) and (2.16).
Using index notation for a stationary Cartesian coordinate system (xi, i=1,2,3),
the Navier-Stokes equations (2.11) and (2.16) of incompressible fluid flow with in the
domain Q are (at time t),
pOv
p (a + Vi, j o) = Tij, j + f;B (3.1)
vi, i = 0
where
Ti = -- p 6ij + 2t eij (3.2)
and eij represents components of the velocity tensor and is given as,
1
eij = (vi, j + vj, 2) (3.3)
Using index notation, the boundary conditions (2.19) and (2.20) are written as,
vi = vs on S, (3.4)
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Ti nh1= f on Sf (3.5)
where S, is the part of the fluid boundary with imposed velocities 0f, Sf is the part
of the boundary with imposed surface tractions fA and nj are the components of the
unit normal vector n (pointing outward) to the fluid surface.
The finite element solution of the Navier-Stokes equations (3.1) is obtained by
considering a weak form of these equations. Using the Galerkin procedure (the test
functions correspond to the finite element interpolations), the weak formulation of
the problem can be given as:
Find v E H'(Q) with v = vs on So, and p E H1 (Q) such that
j V i ±vi, P vi dQ + Eij Tii dQ= jifiBd jVf+ V S 3.6S
n P vi, i dQ = 0
for all V E H1 (Q) with V = 0 on Sv and p E H1 (Q).
In the above expressions the overbar sign denotes the virtual quantity, the Sobolev
space Hk (Q) (for any non-negative integer k) is defined as the space of square inte-
grable functions over Q, whose derivatives up to order k are also square integrable
over Q.
In equations (3.6), the mixed-formulation is used (the velocity and the pressure
are both considered as variables), and the momentum equation is weighted with the
virtual velocity while the continuity equation is weighted with the virtual pressure.
These equations must be discretized in space in order to be solved numerically. The
following finite element spaces are introduced for the velocity and pressure,
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Vh = vh E H1 (Q)
V =VhH(Q)(3.7)
Qh -ph E H 1 (Q)
h - jh E H (Q)
Then, the finite element problem can be stated as:
Find vh E Vh(Q) and ph E Qh(Q) such that
j Vp + j dQ + f ;Tih dQ= j fB dQ + (Vh)S fis dS
J ph vh d = 0
(3.8)
for all Vh E Vh (Q) with Vh = 0 on S, and p E Qh (Q)
In the finite element procedure, the space Vh depends on the elements chosen to
discretize the volume Q. In a 2D space, we can choose, for example, quadrilateral
bilinear or parabolic elements. The pressure interpolation, however, cannot be chosen
arbitrary (see for example [1]), otherwise, the formulation may not be stable. In order
to have stability, the inf-sup condition must be satisfied. A list of the effective v/
p (velocities are continuous between elements) and v/ p-c elements (velocities and
pressures are both continuous between elements) are given in table (4.6) and (4.7) in
[11.
Using any of these elements (that satisfy the inf -sup condition) to discretize equa-
tions (3.8) in steady-state two-dimensional planar flow analysis, the governing matrix
equations for a single element are then,
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K VXP Av
KVYP AVy
0 AP
R< F<)
0 Fp
In these equations, Av, Av., Ap, are the increments of the velocity in the x
direction, the velocity in the y direction and the pressure with respect to the last
iteration; Rvx and R,, are the discretized load vectors and FvX, F,,, FP contain
terms from the linearization process [1].
If H' and HP contain the interpolation functions for the velocities and the pres-
sure respectively, the elements of the stiffness matrix are
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Kvxvx
KV,,X
KPy,
KVY
1K V1 VY
KPVY
(3.9)
Ky2,= [2p (H"f)T Hvx + p (H"Y)T Hv ] dQ
+ [(Hv)T Hvvx Hvx + (Hv)T Hvvy Hv] dQ
K,,,,= f (H" )T Hvx dQ
KVxP = f (HX)T HP dQ
KV,,, (Kvxv,)T
(3.10)
K = j [2p (H j" HvY + p (H" )T Hv] dQ
+ p [ (Hv)T Hvvx Hvx + (H)T Hvv, H] dQ
K, = - (H")T HP dQ
KpVx = (Kvxp)T
KPVy = (Kvp)T
Since in this work, we only consider the incompressible fluid flow, KP 0 and
Ap cannot be statically condensed out for each element.
For a fluid flow problem, the solution obtained using the discretized equations
(3.9) and (3.10) is good for low Reynolds number flows ( laminar flows). However, if
the Reynolds number is increased to certain values, oscillations appear in the solution
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due to the presence of the convective terms vi, j vj in equations (3.6).
Before we discuss how to avoid these oscillations, we mention that, of course, after
Reynolds number is increased to a certain range, the flow condition turns from laminar
to turbulent, and a turbulence model should be used. However, the turbulent flow
could still be solved using the laminar Navier-Stokes equations. In order to increase
the accuracy of the solution for high Reynolds number flows, the mesh need to be too
fine and the analysis can be computationally very expensive.
In order to solve the high Reynolds number flows, one technique is to use stabilized
methods. In these methods, artificial upwinding is introduced into the equations to
stabilize the convective term, ideally without degrading the accuracy of the solution.
Different stabilized methods have been proposed and compared in various papers,
i.e. the streamline upwind/Petrov-Galerkin (SUPG) method [7], the Galerkin/least-
squares (GLS) method [15] and use of the bubble functions [10], [6], [5], [22].
Among all the proposed stabilized methods, this thesis focuses on two of these
methods; the flow-condition-based interpolation (FCBI) procedure [2] and the Cubic
Interpolated Pseudo/Propagation (CIP) method [27]. The FCBI procedure intro-
duces some upwinding into the laminar Navier-Stokes equations by using the exact
solution of the advection-diffusion equation in the trial functions in the advection
term. Chapter 4 is devoted to the introduction of the FCBI procedure, the dis-
cretization of the FCBI scheme for the earlier published 9-node elements (consist of
four 4-node sub-elements), the solution of some numerical examples and the stabil-
ity and convergence study of the FCBI scheme for these elements. Subsequently, in
Chapter 5, a new 9-node FCBI element is proposed and compared with the former
FCBI 9-node element. In Chapter 6, the focus is on the CIP scheme. This chapter
begins by reviewing the CIP procedure, then linking the CIP scheme to the finite
element method (CIP-FEM) and finally to the FCBI procedure (CIP-FCBI).
34
Chapter 4
Flow-condition-based interpolation
scheme (FCBI)
The flow condition-based interpolation scheme (FCBI) is a hybrid of the finite element
and the finite volume methods and it was first introduced by KJ. Bathe and J. Pontaza
in [2]. This scheme was later developed in [3], [19] and [20].
As it was mentioned earlier in chapter 3, if the Reynolds number is increased to
certain values, oscillations appear in the traditional finite element solution of the lam-
inar Navier-Stokes equations. In order to solve the high Reynolds number flows and
avoid the oscillations, one technique is to use stabilized methods. In these methods,
artificial upwinding is introduced into the equations to stabilize the convective term,
ideally without degrading the accuracy of the solution.
The FCBI procedure introduces some upwinding into the laminar Navier-Stokes
equations by using the exact solution of the advection-diffusion equation in the trial
functions in the advection term. The FCBI procedure is a finite element method
since the domain of the problem is considered as an assemblage of discrete finite
elements connected at nodal points on the element boundaries, and the velocity and
the pressure are interpolated within each element. This procedure is also considered as
a finite volume method since the weak form of the Navier-Stokes equations is satisfied
over the control volumes, when the test functions are unit step functions. Hence, the
FCBI finite element solution satisfies the mass and momentum conservations for the
35
control volumes (the traditional finite element methods do not satisfy the mass and
momentum conservations).
The main reason the FCBI procedure was proposed as a hybrid of the finite
element and the finite volume methods, not merely a finite volume method, is that
interpolation functions are not defined in the finite volume methods. Defining the
interpolation functions enables us to directly evaluate the derivatives, and set up the
Jacobian matrix for the Newton-Raphson iteration method.
In this chapter first the review of the FCBI procedure is given for the earlier
published 9-node element (consists of four 4-node sub-elements) [3]. Then, the effec-
tiveness of this method is tested by solving some numerical problems. At the end of
this chapter, the stability and convergence study of this method is presented.
4.1 The governing equations
We consider the conservative form of the Navier-Stokes equations of a two-dimensional
incompressible fluid flow within the domain Q at time t (figure 4-1),
a + V - (pyv - -r) = 0 (x, t) E Q X [0, T]
at (4.1)
V - (pv) = 0 (x, t) E Q x [0, T]
subject to the (sufficiently smooth) initial and boundary conditions
v(x, 0) = vO (x)EQ
p(x,O) = po (x) E Q
(4.2)
v =v (x, t) E Sv x (0, T)
we -n = fr (x t) E Sf x (0, T)
where
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7 = ' (v, p) = -p I + p [Vv + (Vv)T] (4.3)
In equations (4.1-4.3), p is the viscosity, p is the density, vs are the prescribed
velocities on the boundary S, f5 are the prescribed tractions on the boundary S1
(S = S, U Sf, S, n Sf = 0) and n is the unit vector normal to the boundary.
Sf
SV
Figure 4-1: The two-dimensional incompressible fluid flow problem considered
The finite element solution of the Navier-Stokes equations (4.1) is obtained by
considering a weak form of these equations. Using the Petrov-Galerkin procedure
(the test functions do not correspond to the trial functions), the weak formulation of
the problem can be given as
Find Vh E Vh, Uh E Uh and Ph E Ph such that
Io p[a +V - (P UhVh - Th(UhPh)) dQ = 0
jghV ' (p Uh) dQ = 0
where Wh E Wh and qh E Qh-
Note that in these equations, the convective term (pvv) in equation (4.1) is re-
placed by (puhvh) in the weak formulation where Vh C Vh and Uh E Uh (two different
spaces are defined for the velocities but of course the functions in these spaces are
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defined for the same nodal velocity variables). The idea of using these two different
spaces lies in that it is the convective term that for high Reynolds numbers introduces
the instability and oscillation in the numerical solution . Hence, the convective term
needs to be interpolated exponentially. Therefore, we replace the convective term
(p VhVh) by (p UhVh) and we define the interpolation functions to be exponential in
Vh and linear in Uh. Another reason is that then the FCBI scheme is also applicable
to any other transport equation, for example, the advection-diffusion equation where,
in the convective term, the temperature would be interpolated in V and the velocity
in Uh.
4.2 The fluid flow discretization
The spaces used in the finite element procedure depend on the elements chosen to
discretize the volume Q. In this chapter, we consider the earlier published 9-node
element (consists of four 4-node sub-elements) [3].
A mesh of elements is shown in its natural coordinate systems in figure 4-2. Each
9-node element is defined in the r - s coordinates with 0 < r, s < 1.0 and consists of
four 4-node sub-elements. Each sub-element is defined by four nodes of the 9-node
element and is used for the interpolation of velocities. The pressure is interpolated by
the four corner points in each element. Hence, for the definition of the spaces V, Uh
and Ph, we refer to the sub-elements and elements respectively. The sub-element is
defined in - q coordinates with 0 < , q K 1.0. To obtain the matrices or derivatives
in x - y coordinates, the usual isoparametric transformation is used [1].
The trial functions in Uh are defined in each sub-element as,
hu hu 1 -
or4 = - (4.5)hu hu"
or
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Figure 4-2: 9-node elements and a sub-element in isoparametric coordinates
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(4.6)
with 0 , r <1.
Similarly, the trial functions in the space Ph are given in each element as,
[
or
I 1-r]r I 1 -s (4.7)
hP2= r(1 - s)
hP3= rs
hP4= (1 - r)s
(4.8)
with 0 < r, s < 1.
The trial functions in V are defined using the flow conditions along each side of
the sub-element. The functions are, for the flux through ab (Fig. 4-2),
1-x 1  1-x21
I 2
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[ h14hJ
or
[ i_ )[ - 77r7 ] (4.9)
hIj = (I - r)(1 - s)
h v = (1 -x 1) (1 - 77)2 + (1 -- X2) (1--r)
h2 =x(1 - rn)2 + X2(1 _ n
h V = X1 (1 - r1)r7 + X2772
hv = (1 - x 1 )(1 -77)7 + (I -x 2 )7 2
e ____ k fl pi. AXk
xk = , ,q =X eqI q
with
(4.10)
(4.11)
where ti E Uh and is the velocity at the center of the sides considered ( = I and
= 0, 1 for k = 1, 2 respectively).
To demonstrate these functions in more details, functions x' and 1 - xi are shown
in Fig 4-3 for three different values of q1 = 10, qI = 0 and q1 = 200.
As we see in figure 4-3 for the case q' = 0 , when qk goes to zero, the xk function
approaches , and hv functions approach the linear functions hj .
Note that M functions for the flux through ab in Fig 4-2 for example, are exponen-
tial functions in the direction of the flow and linear in the other direction (functions
xk and 1 - xk are interpolated linearly for the other direction). hv is, for example,
1-x1 for
(1- ) for
0 < < 1.0, 77 = 0
0 77 1.0,( = 0
Analogously, the hj functions are defined for the flux through bc as,
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(4.12)
l= 10 - 1-xI
qg=O 1-x
...  x1
q = 200 - 1-x
.....: xI
Figure 4-3: The demonstration of x1 and 1 - x1 functions for the flux through ab for
the three different values of q' = 10, q1 = 0 and q1 = 200
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..... :7
(4.13)
h v = (1 - x3)(1 _ )2 + (I _ X4)(1 -- g)
h2" = (I - X 3)(1 -- ) + (I - X4) 2
4h4" =X3(1 _ )2 + X4(1- )
with
k __k ~~_
eqk
k pik . AXk (4.14)
where fii E Uh and is the velocity at the center of the sides considered ( r7 = 1 and
= 0, 1 for k = 3, 4 respectively).
Note that the trial functions hj satisfy the requirement E h = 1.
The elements in the space Qh are step functions.
have, at node 2, for example,
Referring to Fig. 4-2(a), we
1 for (r,s) E[ [ ,1] x [0, 1]
0 elsewhere
(4.15)
Similarly, the weight functions in the space Wh are also step functions. Considering
the sub-element shown in Fig. 4-2(b), at node 1, for example,
1 for (, r) E [0, ] x[0, ] (4.16)
0 elsewhere
Then, the velocities Uh, Vh (in each sub-element) and the pressure Ph (in each
element) , interpolated with the trial functions in Uh, V and Ph respectively, are
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4Uh = ( h Vhi
i=1
4
Vh = ( hv Vh (4.17)
i=1
4
Ph = h' Phi
i=1
where Vhi and Phi are the nodal velocity and pressure variables.
We again mention that although two different spaces are defined for the velocities
but of course h and hy functions are defined for the same nodal velocity variables Vhi.
The idea of using these two different spaces lies in that it is the convective term that
for high Reynolds numbers introduces the instability and oscillation in the numerical
solution. Hence, the convective term needs to be interpolated exponentially. We
replace the convective term (p VhVh) by (p UhVh) and we define the interpolation
functions to be exponential in V and linear in Uh. Another reason is that then the
FCBI scheme is also applicable to any other transport equation, for example, the
advection-diffusion equation where, in the convective term, the temperature would
be interpolated in V and the velocity in Uh.
Considering the steady-state condition, equation (4.4) is then,
jWhV [P UhVh - Th(UhPh)] dQ = 0 (4.18)
j qhV (p Uh) dQ = 0
Assembling equations 4.18 for all the control volumes in the body, and using the
divergence theorem to take these integrals around the control volumes we get
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S h n -[p uhVh - h (uh,Ph) dS=O (4.19)
qS h n- (p Uh) dS = 0
where the momentum and the continuity equations are summed over the control
volumes of the velocity points and pressure points respectively, S is the surface of
each control volume (that corresponds to the length in two-dimensional problems), n
is the unit normal vector pointing to the outside of the control volume and
Th -Ph I + Y [VUh + (Vuh)T] (4.20)
The flux is then calculated with the interpolated values at the center of the sides
of the control volumes. For example, the flux through ab (Fig. 4-2) is obtained as
f n -f dS = n - 1'()=1/, 71=1/4 ASab (4.21)
where ASab is the length of ab and
f(6) = p UhVh + Ph I - A [Vuh + (Vuh)T] (4.22)
in the momentum equation and
f(6) = p Uh (4.23)
in the continuity equation.
Replacing Uh, Vh and Ph from the equations (4.17) , when wh and qh are the unit
step functions (for the control volumes of the velocity and pressure points respec-
tively), the corresponding linearized finite element matrix equations are,
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C 0 Av2Avy RRVYIi Ii (4.24)
where Av2, Avy, Ap, are the increments of the velocity in x direction, velocity in
y direction and pressure with respect to the last iteration; Rvx and Ry are the dis-
cretized load vectors and Fv,, Fvy, FP contain terms from the linearization process.
Using the full Newton-Raphson iteration method, for a mesh of non-distorted ele-
ments, we get
K~~ (j,i) = Whj A
Wh /i nx Oy 0
Whi/i x y aThja axn
nx a (qihy - h
Ox OrhL + Whj A ny - (qjh - hy)
O(gmhv - hu)
SO hi)x (Vhm)x]
(4.25)
K~xV (j, i) = -I Whj
+ Whi /i ny
Ox Or O(gmhv - hu)
[ O(M h) (Vhm)xj
K,,,(j,i) = Whj nx
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+
I- n a h
Kvv (ji) = - Wh I n Dy D197 19 Dy
9y
+ >Whj x D
K W1
ax
Whi p fly
Dx
Whj y fl,
a(gmhv - hmu )
- I m Vhm ylDx D(Vh)x (
j y nx 2ya q hy hu
a77 ax i
h+ 1X yn (q(qhh - h
D09 7I:Dx An a 9 7
Di7 D(gmhv - hu)
ay D(Vhi)y
DX -
jj ny0- h~iKv (jU, 0) =W
KPV (j, i)=qhj
KPV(j,i) = qhj ny
ay
D s
D9x
Jhuds
Jh dr
In these equations, f = 2 fy7 2 f dch or 7 = 2 f"§2 f d based on the direction of
the flux, the velocities are the values calculated at the end of the previous iteration;
(Vhm)x = (Vhm), 1 , (Vhm)y = (Vhm)gl- where the repeated subscript m denotes sum-
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j
i
(4.26)
(Vhm)y]
(4.27)
mation, the subscripts x and y show the direction of the velocity and the subscript
I stands for the iteration number . The terms used in these equations are as follows
(for the control volumes which have no sides on the boundary),
* For rm = 0, 72 = 1 (flux through ab )
hu - [ 33
'C 4 3
"7 2 L-1
h(I hT (I) [
12 2
0.5
h2 = 2 hi dr
where
and
{
* For ri1 = i, 12 = 1
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1]
gihy - hu = D h(r )hT r (4.28)
2
B2
-A 2
(4.29)
k = k
Bk Ak +qk
(4.30)
B1
D=-A'
-1
4
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1S1
-1
-3
3
gihv - h = D h(r,)hT (r1)
h(rn)hT(r1) =
2
7
hp-= 2 hP drJ
f0.5z
where D is as equation 4.29.
i
.For i = 0, ~22 (flux through bc )
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(4.31)
"I4
hu
Z?7 ~=
S-
-1
1
3
1]
~1]
17
12 2
=2h142 0.5
hz =- hiz d
0
where
-Al
-A 2
(4.33)
and
{
. For i - I
A k k
B k = Ak+ qk
2 = 1
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g - h h( )hT () E (4.32)
2]
(4.34)
B2
vZ?7 4
-1
S2
[-1-3
[ 1
3
~11
(4.35)gih' - h= h( )hT () E
1
h( )hT - --
12
1E227
?j_= 2 hP <g
where E is as equation 4.33.
After the system of equations (4.24) is solved, the velocity and the pressure incre-
ments are obtained. The velocities and pressures are then updated as,
(Vh)' = Av. + (vh)'-
(Vh) = AvY + (Vh -
(Ph) = AP + (Ph)'-'
4.3 Fundamental properties of the FCBI
dure
e Using two different spaces Uh and V for the velocities
(4.36)
proce-
In the FCBI procedure, the convective term (p vv) in equation (4.1) is replaced
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by (p UhVh) in the weak formulation where Vh E Vh and Uh E Uh (two different spaces
are defined for the velocities but of course the functions in these spaces are defined
for the same nodal velocity variables). The idea of using these two different spaces
lies in that for high Reynolds numbers it is the convective term which introduces the
instability and oscillation in the numerical solution. Hence, the convective term needs
to be interpolated exponentially. Therefore, we replace the convective term (p VhVh)
by (p Uhvh) and we define the interpolation functions to be exponential in Vh and
linear in Uh. Another reason is that then the FCBI scheme is also applicable to any
other transport equation, for example, the advection- diffusion equation where, in the
convective term, the temperature would be interpolated in Vh and the velocity in Uh.
e Conservation of the mass and momentum
The traditional finite element methods do not satisfy the mass and momentum
conservations. The FCBI procedure is a hybrid of the finite element and finite vol-
ume methods; the weak form of the Navier-Stokes equations is satisfied over the
control volumes, when the test functions are unit step functions. Hence, the FCBI
finite element solution satisfies the mass and momentum conservations for the control
volumes.
* Calculating all the integrals around the control volumes
As it was explained earlier, we use the divergence theorem to integrate the weak
form of the momentum and continuity equations around the control volumes (Eq. 4.19),
and the flux is then calculated with the interpolated values at the center of the sides
of the control volumes. This will simplify the calculations and decrease the compu-
tational effort.
* Defining the interpolation functions
The main reason the FCBI procedure was proposed as a hybrid of the finite
element and finite volume methods, not merely a finite volume method, is that in-
terpolation functions are not defined in the finite volume methods. Defining the
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interpolation functions enables us to directly evaluate the derivatives, and set up the
Jacobian matrix for the Newton-Raphson iteration method.
4.4 Numerical examples
To study the effectiveness of the FCBI procedure, we consider the driven cavity flow
problem and the S-channel flow problem in this section. The results presented are
obtained using the FCBI 9-node elements.
4.4.1 The driven cavity flow problem
The cavity flow problem shown in figure 4-4(a) has occupied attention of the scien-
tific computational community since the pioneering paper of Burggraf back in 1966
[8]. In early papers finite difference methods and finite volume methods were used
to overcome the difficulty of solving this problem for high Reynolds number flows
and to improve the accuracy of the solution. For example, Gatski et al. used a
velocity-vorticity formulation [13] and Chia et al. used a finite difference method
in conjunction with a multigrid procedure [11]. However, the new velocity-vorticity
finite volume methods [9], [23] are more stable (up to Re=10,000) than the previous
finite difference or finite volume methods but still less stable than some of the upwind
finite element methods.
If the uniform mesh of 8x8 elements shown in Fig. 4-4(b) is used (this is a coarse
mesh), reasonable results are obtained. Of course when the mesh is refined, more
details in the flow could be captured as it is illustrated in figure 4-5. When the
Reynolds number is high, there are circulations near the corners, also the flow solution
hardly changes from a certain Reynolds number onwards.
The driven cavity flow problem for the uniform mesh of 8x8 elements shown in
Fig. 4-4(b) is solved for different Reynolds numbers 1, 100, 10,000 and 1,000,000. The
velocity and the pressure solutions are shown in Fig. 4-6 and Fig. 4-7 respectively.
Furthermore, in Fig. 4-8 vorticity is plotted for different Re numbers.
To study the effectiveness of the FCBI procedure, the horizontal velocity at the
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Figure 4-4: (a) The driven cavity flow problem (b) The uniform mesh of 8 x 8 elements
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Figure 4-5: Schematics of solutions for the driven cavity flow problem
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Contours of the vorticity for different Re numbers for uniform mesh 8 x
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vertical centerline, and the vertical velocity at the horizontal centerline are plotted
and compared with the solutions of the Ghia et al. [11] in figure 4-9 and 4-10
respectively. In these figures, the solution obtained by Ghia et al. is shown by "+",
this solution is assumed to be the exact solution.
As it is clear from figures 4-9 and 4-10, the FCBI scheme yields reasonable
solutions for the driven cavity flow problem (these results are obtained for the coarse
mesh of 8x 8 elements). In order to improve the accuracy of the solution, the mesh
needs to be refined. Also, close to the boundaries, a finer mesh is required in order
to have higher spatial accuracy (a non-uniform mesh).
Note that the FCBI solution obtained for the coarse mesh of 8x 8 elements (16x
16 sub-elements) is stable up to Re=1,000,000 although no upwind parameter is used.
Hence, defining two different spaces for the velocities and defining the trial functions
in the space Vh to be exponential functions, as it is done in the FCBI procedure,
stabilizes the solution even for very high Reynolds numbers.
4.4.2 The S-channel flow problem
The second problem considered in this chapter, is the S-channel flow problem shown
in Fig. 4-11 (a). This problem is hard to solve for high Reynolds numbers. If the
mesh shown in Fig. 4-11(b) is used (this is a coarse mesh), reasonable results are
obtained. Of course when the mesh is refined, more details in the flow could be
captured as it is illustrated in figure 4-12. When the Reynolds number is high, there
are circulations near the corners, also the flow solution hardly changes from a certain
Reynolds number onwards.
The S-channel flow problem for the mesh shown in Fig. 4-11(b) is solved for
different Reynolds numbers 1, 100 and 10,000. The velocity and the pressure solutions
are presented in Fig. 4-13 and Fig. 4-14 respectively.
Note that the FCBI solution obtained for the coarse mesh used, is stable up to
Re = 10,000 although no upwind parameter is used. Similar to the cavity flow
problem, defining two different spaces Vh and Uh for the velocities and defining the
trial functions in the space Vh to be exponential functions, as it is done in the FCBI
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Figure 4-9: The horizontal velocity at the vertical centerline of the cavity for Re =
100, 400, 1000, 5000 when the uniform mesh 8 x 8 elements is used
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100, 400, 1000, 5000 when the uniform mesh 8x 8 elements is used
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Figure 4-12: Schematics of solutions for the S-channel flow problem (a) Re = 100,
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procedure, stabilizes the solution for high Reynolds numbers.
For further evaluation, nodal pressures along the lower boundary and upper
boundary of the S-channel are shown in figure 4-15. These solutions are obtained
using the mesh shown in Fig. 4-11(b) and two times finer and coarser meshes when
Re = 100. The nodal pressures obtained from ADINA program (the FCBI procedure
for 4-node elements) are given in figure 4-16. These pressures are the same as the
pressure solutions in Fig. 4-15.
4.5 Further study of the FCBI scheme
4.5.1 Stability of the FCBI scheme
In the FCBI procedure, the convective term (p vv) in equation (4.1) is replaced by
(p Uhvh) in the weak formulation where Vh E Vh and Uh E Uh (two different spaces are
defined for the velocities but of course the functions in these spaces are defined for the
same nodal velocity variables). In addition, the trial functions in Vh are exponential
functions which are evaluated based on the direction of the flux (the trial functions in
U are linear functions). The idea of using these two different spaces lies in that it is
the convective term which introduces the instability and oscillation in the numerical
solution when the Reynolds number is high. Hence, the convective term needs to be
interpolated exponentially.
Although no upwind parameter is used to make the FCBI procedure stable, defin-
ing two different spaces for the velocities, exponentially interpolating functions in
the V space and evaluating the pressure interpolation functions such as the inf-sup
condition is satisfied, stabilizes the FCBI procedure in a natural way.
In this section, the driven cavity flow and the S-channel flow problems are once
again considered to compare the stability of the FCBI procedure to some of the
upwind techniques in [14].
Table 4.1 compares the stability of the FCBI procedure to the stability of the
streamline upwind/Petrov-Galerkin (SUPG) method and the Galerkin/least-squares
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Figure 4-13: The velocity solutions of the S-channel flow problem for
1, 100, 10, 000 for the mesh shown in figure 4-11 (b)
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Figure 4-14: The pressure solutions of the S-channel flow problem for Re
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(GLS) method. In this table, a uniform mesh of 20 x 20 elements is used (20 x 20
sub-elements in the FCBI procedure). The number of iterations required to solve the
problem, is also shown for the ADINA program (FCBI 4-node elements).
The S-channel flow problem shown in Fig. 4-11(a) is used as our second example.
In Table 4.2, the number of iterations required to solve the problem, are given for the
upwind/Petrov-Galerkin (SUPG) method, the Galerkin/least-squares (GLS) method,
the FCBI scheme for 9-node elements (each element consists of four 4-node sub-
elements) and the ADINA program (FCBI scheme for 4-node elements). In this
Table, a mesh of 480 elements is used (120 elements and 480 sub-elements in the
FCBI procedure).
To obtain results given in these tables, Newton-Raphson iteration method is used
and (*) denotes iteration not converged within the allowable 35 number of iterations.
In these tables the convergence tolerance is 10-6 for the normalized norms R, = 11AVhiI11VhII
and Rp, = 11APhI.
As it is clear in both the driven cavity problem and the S-channel flow problem,
the FCBI 9-node and 4-node elements (ADINA) give more stable solutions than the
SUPG and GLS methods. The FCBI 4-node elements yield more stable solutions
than the 9-node elements but as we see later on in this chapter, the 9-node element is
more effective in capturing flow details, velocity and vorticity fields and showing the
circulations for high Reynolds numbers. The S-channel flow problem is more sensitive
for higher Reynolds numbers since there will be circulations near the corners.
4.5.2 Accuracy of the FCBI scheme
In this section the L 2 and H' norms of the velocities and the L 2 norm of the pressure
are used to measure the errors in the FCBI method. Of course to study the accuracy
and convergence of the FCBI 9-node element, more appropriate posteriori error es-
timator could be found. The L2 and H' norms of the velocities and L 2 norm of the
pressure considered here are as,
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Re SUPG GLS FCBI ADINA
400 8
1000 8
2000 7
4000 *
8000
10000
12000
15000
18000
20000
24000
26000
28000
30000
40000
45000
48000
50000
100000
1,000,000
Table 4.1: Number of
different Re numbers.
8
8
6
4
4
4
4
4
4
4
4
5
*
8
8
9
9
10
10
10
11
11
11
11
11
12
12
12
16
*
7
8
8
9
10
10
10
10
11
11
11
11
11
12
12
12
12
12
13
15
iterations required to solve the driven cavity flow problem for
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Re SUPG GLS FCBI ADINA
Re SUPG GLS FCBI ADINA
250
500
750
1000
1500
2000
4000
7000
8000
10000
15000
20000
40000
50000
8
*
5
6
*
6
7
10
11
12
16
*
7
8
9
9
9
9
11
12
12
13
14
15
16
*
Table 4.2: Number of iterations required to solve the S-channel flow problem for
different Re numbers.
|| U - Uh fL2= E
over sub-elements (u - Uh)2 dxdy + Eover sub-elements (u - Uh) dxdy
(4.37)
|| U - Uh 1HI
-uh) ddy +
over sub-elements
Es
over sub-elements
(u - uh)2 dxdy
+ (u- uh)2, x dxdy +
over sub-elements
+ r sUh)bxedxdy +
over sub-elements
u - Uh) dxdy
over sub-elements
Ju- Uh )2, dxdy
over sub-elements
(4.38)
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Re SUPG GLS FCBI ADINA
iP - PhII2- S (P -Ph)2dxdY (4.39)
over elements
where Uh E Uh and Ph E Ph.
In these equations, (- ), x and ( ), y are the x and y derivatives, (U - uh)x
and (U - Uh), are the x and y components of (u - Uh) respectively where u is the
exact velocity and Uh is the velocity obtained by the finite element solution. The exact
solution is the analytical solution and it is unknown for most of the fluid flow problems.
Here, the exact solution is assumed to be the finite element solution obtained using
the Galerkin 9-node element (using 9 nodes for the interpolation of the velocities and
the 4 corner nodes for the pressure interpolations') with no upwinding for a fine mesh.
To demonstrate solution errors in more details, the driven-cavity flow and the
S-channel flow problems in figures 4-4(a) and 4-11(a) are considered again. To plot
the convergence curves in the cavity flow problem, the non-uniform meshes of 4x4
elements (Fig. 4-17), 8x8 and 16x16 elements are considered. In the S-channel flow
problem the mesh shown in Fig. 4-11(b) and 2 times finer and coarser meshes are
considered.
Figures 4-18 and 4-19 illustrate that in the cavity flow problem and the S-channel
flow problem, the 1| U-Uh IL2 , 11 U-Uh 1H1 and 11 P-Ph IL2 norms converge when the
mesh is refined. In these figures, the solid line represents the solutions obtained using
the FCBI 9-node elements. The solution obtained using the Galerkin 9-node elements
and the solution obtained by the ADINA program (for FCBI 4-node elements) are
also given.
In both problems, from the convergence curves we observe that the pressure errors
are larger using the FCBI elements (both 9-node elements and 4-node elements).
However, more accurate pressures are obtained in the L 2 norm using the FCBI 9-
node elements than the FCBI 4-node elements. In the driven cavity flow problem,
velocity errors are almost the same in the L2 and H' norms using the FCBI 9-node
'Also referred to as the Taylor-Hood, Q9/Q4, or 9/4-c element [1]
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Figure 4-17: The non-uniform mesh of 4x4 9-node elements used
elements and the FCBI 4-node elements. Note that the solution using the Galerkin
9-node elements is not stable for the coarsest mesh and is not included in figure 4-18.
In the S-channel flow problem, velocities are better predicted using the FCBI 9-node
elements than the FCBI 4-node elements in both L2 and H 1 norms. The solution
obtained by the ADINA program (using FCBI 4-node elements) for the coarsest mesh
is not accurate enough and therefore not included in figure 4-19.
Since in the FCBI procedure two different spaces Vh and Uh are used to define
the velocities, and the trial functions in Vh are exponential functions, the rate of the
convergence of the H 1 and L2 norms (the slope of the given lines in figures 4-18 and
4-19 corresponding to the FCBI 9-node and 4-node elements) is less than the rate
of the convergence using the Galerkin 9-node elements. In other words, although
defining the trial functions in Vh as exponential functions makes the solution to be
too stable (too much upwinding), it decreases the rate of the convergence of the H1
and L2 norms.
e Concluding remarks on the numerical results
Of course we can only draw partial conclusions from these preliminary numerical
results since, in particular, other fluid problems need to be considered for compre-
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Figure 4-18: Comparison of the FCBI 9-node elements, FCBI 4-node elements and
the Galerkin 9-node elements for the driven cavity flow problem (Re=1000). In
this figure, the x coordinate represents log h when h is the element size and the y
coordinate for each case is a) log 11"Qhjj2 , b) log 1U"U1H NI ,C) log Jj-hj2 , d)
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Figure 4-19: Comparison of the FCBI 9-node elements, FCBI 4-node elements and the
Galerkin 9-node elements for the S-channel flow problem (Re=100). In this figure, the
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From these numerical results, the FCBI 9-node element (consists of four 4-node
sub-elements) appears to be stable for high Reynolds numbers although no upwind
parameter is used, and predict the solution reasonably accurate.
Of course, in order for the solution errors to be small, the mesh needs to be refined.
However, the convergence curves display a small rate of convergence when the FCBI
9-node element is used.
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Chapter 5
A new FCBI 9-node element
The analysis of fluid flows with structural interactions has captured much attention
during the recent years. Such analysis is performed considering the solution of the
Navier-Stokes fluid flows fully coupled to the non-linear structural response. However,
a fully coupled fluid flow structural interaction analysis can be computationally very
expensive. The cost of the solution is, roughly, proportional to the number of nodes
or grid points used to discretize the fluid and the structure [1].
In order for interaction effects to be significant, the structure is usually thin and
can be represented as a shell, hence not too many grid points are required. The large
number of grid points and consequently number of equations in fluid flow structural
interaction problems (FSI) is due to the representation of the fluid domain. For high
Reynolds number fluid flows, to have a stable solution, more grid points are required.
In order to decrease the number of grid points in the fluids (using a coarser mesh) and
still have a stable solution, the flow-condition-based interpolation (FCBI) procedure
was introduced [2], [3], [4].
As it was already mentioned in chapter 4, the FCBI procedure is a hybrid of the
finite element and the finite volume methods. The test functions for both the conti-
nuity and the momentum equations are step functions and the governing equations
are written over control volumes. Hence, the mass and momentum conservations are
satisfied locally. Ideally any numerical solution for fluids should yield stable solutions
for low and high Reynolds number flows with reasonable accuracy. Of course, when
79
fine meshes are used, more details of the flow are captured and the level of accuracy
is higher. Ideally, we want our numerical scheme to yield still stable solutions with
reasonable accuracy when coarse meshes are used. In particular, this will decrease the
required number of grid points and elements in the fluid phase in the fluid-structure
interaction problems.
In order to ensure that using the coarse meshes to represent the fluid yields an
accurate enough structural response, the solution errors need to be controlled and
measured. The "goal-oriented error estimation" might be applied to assess the error in
the quantities of interest in the structure. In fluid flow structural interaction analysis,
it is ideal to use an FCBI solution scheme in rather coarse meshes together with
"goal-oriented error estimation" to control the error of the solution in the structural
response [12]. In all the FSI problems considered in [12], the flow problems are solved
using the 4-node FCBI elements available in ADINA. The error estimate then uses the
fluid flow approximation obtained with a 9-node Galerkin finite element (using the 9
nodes for the velocities and the 4 corner nodes for the pressure interpolations') and
the same mesh (i.e., with the same number of elements) as used with the 4-node FCBI
elements. However, Galerkin 9-node elements are unable to give stable solutions with
coarse meshes for high Reynolds number flows. Hence, it would be ideal to use 9-node
FCBI elements with much better stability and almost the same accuracy as Galerkin
9-node elements.
The earlier published 9-node FCBI elements, consisting of four 4-node sub-elements,
are illustrated and studied in chapter 4. In this chapter, it became clear that these
FCBI 9-node elements are more stable than the Galerkin 9-node elements. However,
the Galerkin 9-node elements give more accurate solutions with a higher rate of con-
vergence. Hence, in this chapter we propose a new FCBI 9-node element that obtains
more accurate solutions than the earlier proposed FCBI elements. The new 9-node
elements do not obtain the solution as accurate as the Galerkin 9-node elements but
the solution is stable for much higher Reynolds numbers (than the Galerkin 9-node
elements), and accurate enough to be used to find the structural responses.
'Also referred to as the Taylor-Hood, Q9/Q4, or 9/4-c element [1]
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5.1 Fluid flow discretization
In chapter 4, we already introduced and studied the earlier published FCBI 9-node
element consisting of four 4-node sub-elements. In this section we present a new FCBI
9-node element.
As we already mentioned in chapter 4, in the FCBI scheme, we use a Petrov-
Galerkin variational formulation with subspaces Vh, Uh and Wh of V, and Ph and Qh
of P of the Navier-Stokes equations. The formulation used is:
Find Vh E Vh, Uh E Uh, Ph E Ph such that for all Wh E Wh and qg E Qh
Wh pUh + V - (PUhVh 7- (Uh, Ph)) dQ = 0 (5.1)
j qhV - (puh)dQ = 0 (5.2)
To define the spaces used in the formulation, consider Fig. 5-1, where we show the
new element in its natural coordinate system. This element is defined by nine nodes
for the interpolation of the velocities and four corner nodes to interpolate the pressure.
Let us mention that in chapter 4, each 9-node element consists of four 4-node sub-
elements and in each sub-element the four corner nodes are used to interpolate the
velocities Vh and Uh. The pressure is interpolated by the four corner points in each
element. Hence, for the definition of the spaces Vh, Uh and Ph, we referred to the
sub-element and element respectively. Here, for the new 9-node element, spaces Vh,
Uh and Ph are defined for the element.
The trial functions in Uh are
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3
I
7 Ax
9 Ax1
~-4 I
1 11
h, = r(1 - s) - - - "-2 5 -hu= rI u 1 1 1u
h" = rs - Ih" - h - h"
hu = (1 - r)s - h - h" - 4h"
2
h" = 4rs(1 - s) - Ih"
hu = 4rs(1 - r) - h"7 ~ 29
1
hs" 4s(1 - r) (1 - s) - - hu"2
h= 16rs(1 - r)(1 - s)
with 0 < r, s K 1. These are the standard Lagrangian interpolations [1].
Similarly, an element in the space Ph is given by
hP = (I - r)(1 - s)
hP = r(1 - s)
2 =(5.4)
h = rs
h4 = (1 - r)s
The trial functions in V are defined using the flow conditions along each side of
the element. The functions are, for the flux through 5-7 (refer to Fig. 5-1)
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hv = fl(1 - 28)2(1 
_ 8)2 + g1 4s(1 - 2s)(1 - s)2 _ qis(1 - 2s)2 (1 _ s)
hv = f3(1 - 2s)2(1 _ 8)2 + g 34s(1 - 2s)(1 - s)2 _ 0 3 s(1 - 28)2(1 - s)
hv = -f 3s(1 - 2s) 2 (1 _ s) _ g3 482 (1 - 2s)(1 - s) + #3 S2 (1 - 28)2
hv = -f's(1 - 28)2(1 - s) - g 14s 2 (1 - 2s)(1 - s) + $1s2 (1 - 2S)2
h = f2(1 - 2s)2(1 _ S 2 + g2 4s(1 - 2s)(1 - s)2 _ q2 s(1 - 2s) 2 (1 - s)
hv = f 34s(1 - 2s)(1 - s) 2 + g 316s 2 (1 - S)2 _ 34S2 (1 - 2s)(1 - s)
hv = -f 2s(1 - 2s)2(1 _ S) _ g2 4S2 (1 - 2s)(1 - s) + #2 S2 (1 - 2S)2
hv = fl4s(1 - 2s)(1 - S)2 + g116s 2 (1 _ S)2 - 0 14S 2 (1 - 2s)(1 - s)
hv = f 2 4s(1 - 2s)(1 - S)2 + g216s 2 (1 _ 8)2 _ q 24S2 (1 - 2s)(1 - s)
0 < r < 0.5 :{f1f 3 = 1 (e q1 -1)eO.5I _ 1)-0.5ql (I - 2r) (e q rg(ql )-J)(e0 5ql - 1) (eO-5q sign(- >-)f2 = _ fl _ f3
0.5 < r < 1 :{f= "5q1~ (1(eO-5ql -1)f3 (e' 1 (r-.5)-1)(eO.5qi -1)f2 _ fl _ f3 - 2r) (e1 (11r)1)(eO-5q - 1) (5.7)
Analogously, the g and # functions are defined for q2 and q3 respectively where
the qk coefficients are
k p- . AXkq = h
P
(5.8)
where nih E Uh and is the velocity at the center of Axk (Fig. 5-1). Similarly, the hv
functions are constructed for the flux through 8-6 and so on.
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(5.5)
with
(5.6)
To demonstrate these functions in more details, the f, g and # functions are
shown in Fig 5-2 for three values q1 = 10, q2 = 0 and q3 = 200 respectively. As it was
mentioned earlier, for the flux through 5-7 (Fig 5-1), f1, f 2 and f 3 are exponential
functions of q1 and r as given in equations (5.6) and (5.7). Similarly, g and # functions
are exponential functions of q2 and r and q3 and r respectively.
for q, = 10 -fi
for q2 =0
for q3 =200
Fl
'-
3 1.0 1. 1 .0
q =200 47
.... ..... ...1 .0
ux
q2=0 g' functions
8 9 6
11.0
1.0 1.0
q =10 f 'functions
1 5 2
Figure 5-2: The demonstration of f, g and # functions for the flux through 5-7 for
the three different values of q1 = 10, q2 = 0 and q3 = 200
To demonstrate the hy functions, once again we consider that the flux is through
5-7 in Fig 5-1 and the hy trial functions are as given in equation (5.5): h' is, for
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' functions
example,
f for 0 < r < 1.0, s = 0
hi = (5.9)(1 -2s)(1 - s) for 0 < s < 1.0,r = 0
This function is shown in Fig 5-3. Trial functions hv and h' are also given in this
figure and are as follows,
5hv f2 for 0 < r < 1.0, s = 0 (.0orOs<1=,=0(5.10)
(I - 2s)(I - s) for 0 < s < 1.O,r = 0.5
hV - 1 for 0 < r < 1.0,s = 0.5 (511)
4s( - s) for 0 < s < 1.0,r = 0
It is good to mention here the reason why the f, g and # functions are defined as
in equations (5.6)-(5.7); while defining new trial functions in Vh for the new 9-node
element, it was realized that most of the proposed functions were unable to yield
stable solutions. Since, the earlier proposed 9-node element (each element consists
of four 4-node sub-elements) is quite stable, as it was shown in chapter 4, it was a
good assumption to propose the f, g and # functions such that for high Reynolds
numbers, these functions approach the xk functions of the former 9-node element.
This is illustrated in Fig 5-4. For the new 9-node element, f1 , f 2 and f3 functions for
high Reynolds numbers, should almost approach the functions shown in figure (c).
In order to construct the f1, f 2 and f3 functions, it was assumed that for 0 < r <
0.5, f1 varies the same as x1 and for 0.5 < r < 1.0, f3 varies the same as (1 - x').
fP function for 0.5 < r < 1.0 and f3 function for 0 < r < 0.5, are obtained by the
continuity of these functions and their derivatives at r = 0.5. Then the f 2 function
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Figure 5-3: The trial functions h', hv and hv for the flux through 5-7
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hv
h 8 v
... 4X
I
is defined as f2 =I _ _ f 3.
The trial functions used here satisfy the requirement E hy = 1. Note that fk,
9k and #1 functions and their derivatives in respect to qk are continuous within the
element. When Reynolds number is large enough; qk is large, these functions approach
(almost) the xk variable used to define the traditional 9-node element (chapter 4).
Therefore, the new 9-node element is expected to have comparable stability as the
old element. Of course, using the new Uh space will also affect the stability.
The elements in the space Qh are step functions. Referring to Fig. 5-1, we have,
at node 2, for example,
h=  1 for (r, s) E [1 ,1] x (0, (5.12)
0 elsewhere
Similarly, the weight functions in the space Wh are also step functions and at node
2, for example,
=2 f  1 for (r, s) E [ ,1] x [0, $ (5.13)
0 elsewhere
Then, the velocities Uh, Vh and the pressure Ph are, respectively, calculated with
the trial functions in Uh, Vh and Ph as follows:
9
Ut = f h v
i=1
9
Vh = vi(5.14)
i=1
4
Ph = S hp
i=1
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(b) x' and (1 -x') functions for the shown sub-element
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(c) x' and (1-x) functions for the assemblage of two adjacent sub-elements
Figure 5-4: The earlier proposed 9-node element (consists of four 4-node sub-
elements); x' and (1 -x') functions are shown for one sub-element and the assemblage
of two adjacent sub-elements for high Reynolds number flow when the flux is through
5-7
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where vi and pi are the nodal velocity and pressure variables. As in chapter 4, the
flux is calculated with the interpolated values at the center of the sides of the control
volumes. Analogously, the corresponding linearized finite element matrix equations
are,
C1 1 Y 0 AvAp (5.15)RRv,0
Similar to (4.24), Avo, Avy, Ap, are the increments of velocity in x direction,
velocity in y direction and pressure with respect to the last iteration; RvX and Rv
are the discretized load vectors and Fv,, Fvy, FP contain terms from the linearization
process. Elements of the stiffness matrix are defined for the new 9-node element.
Using the back-substitution iteration method (in chapter 4, the full Newton-Raphson
iteration method was used) for a mesh of non-distorted elements, we get,
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(pn,,! JY
as
Dr2
Ox
HUj|r v. Hv|, ds
SrJr ds - pn X
' Y r
HUl,, vy H|,* dr
Osas Hu.I.
ZQ6.T 0 * dr)
[n
Zan",:,
yn x
, H , dr
a H , , ds
HU,I,* ds -
Hu ,.. vx HvI. ds +
Dx
pn Y
pny
Os2
Dyawx
Hu |e vy H" 1,,* dr
HU.I|* dr)
HPr* ds
HP1S dr
Hu r* ds
HuIS* dr
(5.16)
where Q, and Q. are the control volumes for the velocity and pressure points respec-
tively (Fig. 5-5); all the integrals are calculated over the sides of the control volumes
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ay
- x-
KVyV, = -
Kv,,, = -
pnxKvYV, = E (
Dy
-
nx __0s
J172WY
y
Kvp= S
nw
Kvp= S
nq
Kp n =
pn 
-
Y~ Or
L72qy
faqx
KVxVx
Or
fany ax
and subscripts x and y in OQ refer to the control volume sides in x and y directions;
nx and ny are the elements of the normal vector n and are either 1 or -1; the su-
perscript * indicates the flux is calculated with the interpolated values at the center
of the sides of the control volumes and HU, H" and HP contain the trial functions
corresponding to Uh, Vh and Ph spaces.
P4
Q for p2
P2,
P1
/ 2q for p4
P3
fgfor p3
92 for pI
Figure 5-5: Illustration of Q, and Qq; the control volumes of the velocity and pressure
points respectively
5.2 Comparison of the new 9-node element with
the earlier published 9-node element
In this section the new proposed FCBI 9-node element, is numerically investigated
and compared to the former FCBI 9-node element which consists of four 4-node sub-
elements. The element is first tested for the driven cavity flow problem and then for
the S-channel flow problem.
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In both problems, when the Reynolds number is increased, the new FCBI 9-node
element has comparable stability as the former FCBI 9-node element. The reason
is that when the Reynolds number is large enough; qk is large and the fk, gk and
Ok functions (5.6-5.8) (almost) approach the xk variable used to define the earlier
published 9-node element (chapter 4). However, using the parabolic trial functions in
the Uh space for the new FCBI 9-node element slightly decreases the stability since
these functions have negative values as well within each element.
To study the accuracy and convergence of the new element, the same error norms
as section (4.5.2) are used; the L 2 and H1 norms of the velocities and L 2 norm of the
pressures.
11 u - uh
Ju - uh)2 dxdY +
over elements
I'
1 2 = ](u)2xHI T ~~ (U h .dxdy
over elements
+ E (u-uh)2, dxdy +
over elements
+ E Jeue u xdxdy+
over elementsf(U-h
t
Ju- uh)2 dxdy (5.17)
over elements
u - Uh)2 dxdY
over elements
S (u - Uh)2, dxdy (5.18)
ver elements
- Uhe)e, dxdy
ver elements
|| p - Ph 1L2 5 - ph) 2 dxdy (5.19)
over elements
where Uh E Uh and Ph E Ph. Since the focus of this thesis is on the non-distorted ele-
ments, all the integrals are simply obtained using the Maple program (no numerical
integration).
In these equations, ( ) , and ( - ), y are the x and y derivatives, (u - uh)x
93
|| u - uh 11L2=
and (U - Uh)v are the x and y components of (u - Uh) respectively where u is the
exact velocity and Uh is the velocity obtained by the finite element solution. The
exact solution is the analytical solution and it is unknown for most of the fluid flow
problems. In these problems, the finite element solution obtained using the Galerkin
9-node element (with no upwinding) for a very fine mesh is assumed to be the exact
solution.
Note that for the earlier published FCBI 9-node elements in (4.5.2), Uh was the
space of bilinear functions within each sub-element and 11u -Uh JIL 2 and 11u -Uh 1H1
norms were calculated over the sub-elements. Here, parabolic trial functions in Uh
space are defined within each 9-node element.
9 The driven cavity flow problem (Re = 1000)
To demonstrate the solution errors in detail, the non-uniform mesh of 4x4 el-
ements (Fig.4.?), 8x8 and 16x16 elements are considered. The exact solution is
assumed to be the finite element solution obtained using the Galerkin 9-node element
(with no upwinding) for a uniform mesh of 64x64 elements. Figure 5-6 illustrates
that the IH u - Uh HL2 , 1 U - Uh 1lH1 and 11- Ph IIL2 norms converge when the mesh
is refined. In this figure, the solid and the dashed lines represent the solutions for the
new FCBI 9-node elements and the earlier published 9-node elements, respectively.
It is clear that the solution errors are smaller using the new FCBI 9-node element
but the rate of convergence is almost the same.
9 The S-channel flow problem (Re = 100)
For the S-channel flow problem, consider the same mesh shown in Fig.4.? and 2
times finer and coarser meshes. Convergence curves for the velocity are given in figures
(5-7a) and (5-7b) for the L 2 and H 1 norms respectively. In figures (5-7c) and (5-7d),
we show the convergence curves for p h p IL2 and for 11 U-Uh 1H i + 11 P -Ph 0J2 .
In this figure, the solid and the dashed lines represent the solutions for the new FCBI
9-node elements and the former 9-node elements, respectively. When the mesh is
refined, velocity and pressure errors are smaller in the L 2 norm for the new proposed
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Figure 5-6: Comparison of the new FCBI 9-node elements and the original FCBI
9-node elements for the driven cavity flow problem (Re=1000). In this figure, the x
coordinate represents log h when h is the mesh size and the y coordinate for each case
is a) log 1" 72hHjL2 , b) log "" " 1H , c) log 1P PhjIL2 , d) log (11U UhjIIIH + ,P-Ph )L2
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9-node element, and the velocity errors are the same for the H' norm. In addition, the
convergence curves for the L2 norm (for the velocity and the pressure both) display
a larger rate of convergence for the new 9-node element.
5.3 Comparison of the new 9-node element with
the Galerkin 9-node element
In this section the newly proposed FCBI 9-node element , is compared to the Galerkin
9-node finite element. The Galerkin 9-node finite element uses the 9 nodes for the
velocities and the 4 corner nodes for the pressure interpolations 2. To compare the
accuracy and convergence of the new element and the Galerkin 9-node element, the
same error norms as in section (4.5.2) are used; the L2 and H' norms of the velocities
and L 2 norm of the pressures, and the same driven cavity flow and the S-channel flow
problems are considered.
In both problems, when the Reynolds number is increased, the new FCBI 9-node
element is more stable than the Galerkin 9-node element. However, in the cavity
flow problem, using the Galerkin 9-node element yields more accurate solutions with
a higher rate of convergence. Since our goal is to use a new 9-node FCBI element
together with the "goal-oriented error estimation" to control the error of the solution
in the structural response in the FSI problems, we want a 9-node element with much
better stability and comparable accuracy as Galerkin 9-node element. From the
numerical results presented in this section, it becomes clear that the new 9-node
elements do not obtain the solution as accurate as the Galerkin 9-node elements but
the solution is stable for much higher Reynolds numbers (than the Galerkin 9-node
elements), and accurate enough to be used to find the structural responses.
* The driven cavity flow problem
The same non-uniform meshes 4 x 4, 8 x8, 16 x16 and 32x 32 elements used in (5.2)
are considered. Figure 5-8 shows the convergence of the 11 u - Uh IL2 , 1 U - Uh !IH1
2Also referred to as the Taylor-Hood, Q9/Q4, or 9/4-c element [1]
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Figure 5-7: Comparison of the new FCBI 9-node elements and the original FCBI
9-node elements for the S-channel flow problem (Re=100). In this figure, the x
coordinate represents log h when h is the mesh size and the y coordinate for each
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and 11 P - Ph 11L2 norms when the mesh is refined. In this figure, the solid and the
dashed lines represent the solutions using the new FCBI 9-node elements and the
Galerkin 9-node finite elements, respectively. From the convergence curves shown
in this figure we observe that the errors are larger using the new proposed 9-node
element. In addition when the mesh is refined, the Galerkin 9-node element has
higher rate of convergence. However, the Galerkin 9-node element only yields stable
solutions for low Reynolds numbers.
Table 5.1 compares the stability of the new proposed 9-node element with the
Galerkin 9-node element. In this table, a non-uniform mesh 16 x 16 elements is used,
and the number of iterations required to solve the problem, is also shown for the
earlier proposed FCBI 9-node element.
To obtain the results given in this table, the Newton-Raphson iteration method is
used for the Galerkin 9-node element and the former FCBI 9-node element when the
back-substitution method is used for the new FCBI 9-node element. In this table,
(*) denotes that the iteration did not converge within the allowable 50 number of
iterations. This table is given for the convergence tolerance 10-3. As it is clear, both
FCBI 9-node elements give more stable solutions than the Galerkin 9-node element.
Since our goal is to use a 9-node element together with the "goal-oriented error
estimation" to control the error of the solution in the structural response in the fluid-
structure interaction problems, we want an element that gives stable solutions for high
Reynolds numbers (more stable than the Galerkin 9-node element) with reasonable
accuracy (in a coarse mesh). The new proposed 9-node element is such an element
which yields stable solutions for higher Reynolds numbers. Although the errors are
larger for the new 9-node element, the accuracy of the solution is still reasonable to
obtain the structural response in the FSI problems.
In the case of using the Galerkin 9-node finite elements, the solution for the mesh
of 4x4 elements is not stable and therefore not given in the figure.
* The S-channel flow problem
For the S-channel flow problem, consider the same meshes as used in section (5.2).
100
0 - - - - - -- - - - - - - -
-0.5- 0.5
-1
Galerkin 9-node element .
-1.5 - Aal3.
New FCBI 9-node element
-2
-2.5
&09
-3 -
-3.5
-4
-1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2 0
log (h)
Fig 5.8 (a)
0 .5 .- - - - - - - - - - - - - - - --
0
0.3
-0.5-
Galerkin 9-node element
-1
New FCBI 9-node element
-1.5 ->J
o\0
-2-
-2.5-
-3
-1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2 0
log (h)
Fig 5.8 (b)
101
-1
-1.5
-2.
-2.5
-3
-3.5
-4-
-4.5-
New FCBI 9-node element
1k 9 d
- Galerkin 9-node element
p
SO
e09 e
-1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2 0
log (h)
Fig 5.8 (c)
0 .5 -- .-- - - -.-- -.- - - - - - - - - - - -
0-
-0.5 -
-1
-2 -
-2.5 -
-3
-1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2 0
log (h)
Fig 5.8 (d)
Figure 5-8: Comparison of the new FCBI 9-node elements and the Galerkin 9-node
elements for the driven cavity flow problem (Re=1000). In this figure, the x coordi-
nate represents log h when h is the mesh size and the y coordinate for each case is
a) log I1Ulh1L2 , b) log IjUUhIH1 , c) log IP-PhIL2 , d) log (IIUUhIIH1 + IIPPhIL2
U1L1UIIH1 P1IL2 IIUIIH1 IIPI1j2
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0.4
Galerkin 9-node element -
3 New FCBI 9-node element
\.1
OG& eC
e Q\ee~
Re The Galerkin The new proposed The earlier published
9-node element 9-node element 9-node element
50 4 4 4
100 6 4 4
150 8 5 5
200 * 6 6
1000 9 8
5000 9 9
10,000 11 10
30,000 40 12
45,000 * 16
50,000 *
Table 5.1: Number of iterations required to solve the driven cavity flow problem with
different Re numbers. In this table, a non-uniform mesh of 16 x 16 elements is used,
and the convergence tolerance is 10' for the normalized norms Rv = 1111 andI1VhII
R = .APh
Convergence curves for the velocity are given in figures (5-9a) and (5-9b) for the L2
and H 1 norms respectively. In figures (5-9c) and (5-9d), we show the convergence
curves for 11 p - Ph fL2 and for 11 u - uh jH1 + |1 P - Ph flL2. In this figure, the solid
and the dashed lines represent the solutions using the new FCBI 9-node elements and
the Galerkin 9-node elements, respectively.
The velocity errors are approximately the same in the L 2 and H1 norms, and the
pressures are better predicted using the Galerkin 9-node elements. Similar to the
driven cavity flow problem, the new FCBI 9-node element gives stable solutions for
higher Reynolds numbers than the Galerkin 9-node element, and although the solution
is not as accurate as the solution obtained using the Galerkin 9-node element, it is
still sufficiently accurate to be used to find the structural response in fluid-structure
interaction problems.
9 Concluding remarks on the numerical results
Of course we can only draw partial conclusions from these preliminary numerical
results since, in particular, other fluid problems need to be considered for compre-
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Figure 5-9: Comparison of the new FCBI 9-node elements and the Galerkin 9-node
elements for the S-channel flow problem (Re=100). In this figure, the x coordinate
represents log h when h is the mesh size and the y coordinate for each case is a)
log IIUUhIL2 , b) log IUUh1H1 , c) log IPPhjjL2, d) log ( 11UhIIH1 + ).PPhjIL2
IUIIL2 IIU1IH1 IIPIL2 11UIIH1 IIPIH2
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1 -
hensiveness.
From these numerical results, the new proposed FCBI 9-node element appears to
predict the solution more accurate than the earlier published FCBI 9-node element.
For the S-channel flow problem, the convergence curves display a larger rate of con-
vergence using the new 9-node element. In addition, the errors are larger using the
new 9-node element than using the Galerkin 9-node element but still accurate enough
to be used together with the "goal-oriented error estimation" to control the error of
the solution in the structural response in the fluid-structure interaction problems ( for
"goal-oriented error estimation" we want a 9-node element that with reasonable accu-
racy gives stable solutions for high Reynolds numbers, however the Galerkin 9-node
element is only stable for low Reynolds numbers).
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Chapter 6
Linking FCBI to CIP method
(CIP-FCBI)
Hydrodynamics equations presented with partial differential equations are usually
hard to solve numerically. For example, in problems with discontinuity one must
deal with the sudden change of the values or discontinuity in solving these equations.
Although there has been progress in numerical analysis and computing technology,
various proposed methods are complicated, require much computational effort and are
applicable only for specific problems. Therefore, there is still interest in developing
more effective methods for solving hydrodynamics equations numerically.
The Cubic-Interpolated Pseudo-particle (CIP) method was introduced by T.Yabe
et al. in 1991 [26], [17]. In this method, a cubic polynomial is used to interpolate
the spatial profile of the value f and its spatial derivative Vf. The spatial derivative
itself is a free parameter and satisfies the master equation for the derivative. After
the values f and Vf are found, the same values for the next time step are simply
calculated by shifting the cubic polynomial.
The CIP scheme is a very stable finite difference technique that can solve gen-
eralized hyperbolic equations by the 3rd order of accuracy in space. For nonlinear
problems, the CIP scheme splits the hyperbolic equation into two phases; the non-
advection phase and the advection phase. In each time step, after the non-advection
phase is solved by the finite difference method, the CIP method is applied to the ad-
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vection phase. This method has been applied to various problems such as solving the
Korteweg-de Vries equation and the one-dimensional and two-dimensional shock-tube
problems.
The CIP-CUP method (CIP-Combined Unified Procedure) was introduced by
T.Yabe et al. to solve complex compressible and incompressible fluid flow prob-
lems [25], [27]. This method is a pressure-based semi-implicit solver for the Euler
equations or the Navier-Stokes equations of fluid flows. The CIP-CUP method solves
the non-conservative form of the governing equations in three phases; the convection
phase, the remaining phase and the acoustic phase. The acoustic part is solved im-
plicitly by the CUP method while the convection part is solved explicitly by the CIP
method. However, at the interface of different fluids in composite flows, or for fluid
flow structure interaction problems at the interface of the fluid and structure, there
will be oscillation and diffusion in the solution. The reason is that the physical quan-
tities (the material properties) and consequently the sound speeds have large changes
at the interfaces which causes problems in the numerical solution.
In section 1, a review of the CIP method is given. Then, in order to solve the
Navier-Stokes equations, the CIP scheme is linked to the finite element method (CIP-
FEM) and the FCBI scheme (CIP-FCBI), in sections 2 and 3 respectively.
6.1 CIP method
In order to do numerical simulations, the continuous media should be discretized. The
goal of the numerical algorithms is not to lose information inside the grid cell between
the digitized points. However, most of the proposed numerical schemes fail to take
care of the real solution inside the grid cell and in order to have a high resolution,
the grid cells should be very small. The CIP method constructs a solution inside the
grid cell which is sought close to the real solution of the given equation. We explain
the strategy of the CIP method by using the linear advection equation,
+ U = 0 (6.1)
at Ox
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When the velocity is constant, the solution of this equation is a translational wave
with the velocity u. If the solution at time t = 0 is shown with the solid line in (a) in
figure 6-1, at time t, the solution is shown by the dashed line. The solution at grid
points is denoted by circles and is the same as the exact solution. However, if we
eliminate the lines as in figure (b), the solution profile inside the grid cell has been
lost and it is hard to imagine this profile. Of course, one might imagine a linear profile
like that shown by the solid line in figure (c). This process is called the first-order
upwind scheme and it causes numerical diffusion in the solution. If we use a quadratic
polynomial for interpolation, the process is called the Lax-Wendroff scheme or Leith
scheme. The problem with this scheme is that it presents a smooth solution with
neglecting the real behavior inside the grid cell and there is overshooting at the grid
points.
The CIP method approximates the profile close to the real solution within a grid
cell. Differentiating (6.1) with spatial variable x we get,
ogOg _u
- + U- = -- g (6.2)
at ax ax
where g = Of
In the simplest case when the velocity u is constant, (6.2) has exactly the same
form as (6.1) and represents the propagation of the spatial derivative with velocity u.
If g could be predicted to propagate like that shown in figure (d), the profile after one
time step would be limited to a specific profile. This constraint makes the solution
become much closer to the initial profile, that is, the real solution.
6.1.1 One-dimensional CIP solver
Linear problem
We consider the one-dimensional hyperbolic equation,
Lif = + U = 0 (6.3)
at ax
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Figure 6-1: The principle of the CIP method. (a) The initial profile and the exact
solution (b) The exact solution at the grid points (c) Linear profile between the grid
points (d) The spatial derivative in the CIP method
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where the value of f is given at grid points x1 , ..., xi, ... at time t - At. Within each
cell (k) bounded by nodes i and i +1, f is interpolated using a cubic polynomial such
as,
Fk(X) = [ (ajX + bi)X - fi ]X + fi (6.4)
where X = x - xi and fi' denotes the spatial derivative of f at point i.
In the CIP method the spatial derivative of f is itself a variable and should satisfy
the spatial derivative of the master equation (6.3).
L1(a8-f) = +a u-- = - (6.5)
at ax ax ax
The values of f and f' are known at all the grid points and in order to find f
within each cell, the coefficients ai and bi should be determined. For the grid cell (k)
located between grid points xi and xi+,, these coefficients are found by the continuity
of f and f' at point i + 1.
fi+ = Fk(X = Ax) - [ (ajAx+ bi)Ax + fj ]Ax + fi
f+1 - Fk(X Ax) - 3aiAx 2 + 2biAx + fl(6.6)ax
where Ax = xj+1 - xi.
Then these coefficients are as follows,
= (f's + f'i+i + 2(fi - fi+i)
Ax 2  Ax 3  (6.7)
(2f'i + f'i+) + 3(fi+l - fi)
Ax + Ax2
Once a and bi are known in terms of f"l and f'" ( f and f' at time t - At), the
value of ffn+1 is simply given by shifting the cubic polynomial and its derivative. For
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the linear advection equation with u = constant, equation (6.5) is equivalent to (6.3)
and f'" can also be used to estimate f'n+1. Thus,
fin+' - F(xi - uAt) = [(ai+bi+ + ff] + fi
Fn+1 d (xi - uAt) f (6.8)fi = = (3aj + 2bi ) + fidx
where = -uAt.
This expression is derived for u < 0. For u > 0, we obtain a similar expression
but we should replace Ax by -Ax and i + 1 by i - 1 in (6.7).
This scheme is called CIPO and has been found reasonably accurate for many
problems including nonlinear problems. However, for problems with discontinuous
fronts, the spatial derivative is not continuous at the front and it has different values
f'R and f'L for the right side and left side of the front respectively. Therefore, some
improved CIP schemes have been proposed, i.e. CIPi and CIP2.
Non-linear problem
Consider the hyperbolic equation,
of (fu)69)
Ot ax
where the advection velocity u and the source term g can be a function of f. This
equation can be rewritten as,
Of Of Ou+u =G=g-f (6.10)
at Ox ax
As it was explained before, f' should satisfy the spatial derivative of the master
equation (6.10) as,
Of' Of' Ou
+ U = G' -f'- (6.11)t x (x
In order to solve (6.10) and (6.11), the CIP scheme splits the problem into two
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phases; the non-advection phase and the advection phase. The non-advection phase
is solved by a finite difference scheme while the advection phase is solved by the CIP
solver.
* Non-advection phase
The equations to be solved are,
Of
at ) (1)
of' ) (1)
Ou
=G~g-X
(6.12)
G - fau
The first equation is simply solved using finite differencing
fz* = fn" + Gn At (6.13)
where the superscript (*) stands for the time after one step in the non-advection
phase.
The second equation in (6.12) can be solved again by finite differencing the equa-
tion or by finding f' in terms of G' from equation (6.13). Thus we have,
(f* - fin) _
At
(f* - *_ - "++f,_)
2AXAt
,(u7i- u _1)
- 2 f 2Ax
After f* and f'* are found, they will be taken to the advection phase.
e Advection phase
The equations to be solved are as follows,
( O Of+ U19X = 0) (2)
a(2f'
Ot 2(2)
Of'
+Ua =0
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(6.14)
(6.15)
Note that summing equations (6.12) and (6.15) give equations (6.10) and (6.11)
since,
Of (f (f
at )t 9f (2)
af (((6.16)Of' (f') Of'
at at (1) at (2)
The CIP solver is applied to the advection phase and the interpolated profile is
determined from equations (6.7- 6.8) using f* and f'* on the right-hand side.
These two phases complete one time step of the calculations. Then we replace
fn+1 and f'n+1 by f" and f'" and we return to the non-advection phase again. The
solution process is given in table 6.1.1.
Table 6.1.1 Solution process in the non-linear ID problems
(1) Set initial conditions fin and f2I" for all the nodal points i (the superscript
n denotes the solution at time t - At).
(2) From the non-advection phase, obtain fi* and f21* from the equations (6.13) and
(6.14) respectively (for all the nodal points i).
(3) From the advection phase, use the CIP solver to obtain fij+ 1 and fjn+1 from the
equations (6.7) and (6.8) for all the nodal points i (the superscript n + 1
denotes the solution at time t).
(4) Repeat (2) to (4) for the next time step.
Note that the consistency and stability of the CIP scheme are studied in Appen-
dices A and B respectively.
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6.1.2 Two-dimensional CIP solver
For simplicity we use a rectangular grid with spacing Ax and Ay and grid points
(ij), (i+1,j), (i+1,j+1) and (ij+1). We consider a two-dimensional hyperbolic
equation as follows,
Of Of
+ u +v =a g (6.17)at Ox Oy
When u < 0 and v < 0, we interpolate f(x, y) with a cubic polynomial within a
grid cell as,
Fi,(x, y) = [(Ali,jX + A2jjY + A3,)X + A4ijY + af i,]X (6.18)
+[(A5i,jY + A6jjX + A7jj)Y + yfi,i]Y + fiJ
where X = x - xi,, Y = y - yi,j and Oxf and Oyf are !Y and !L respectively. If
ax y
the value of f is known at all grid points, fij for i = 1,..., imax and j = 1,..., Jmax,
only nine parameters Al, ... , A7, Oxf and Oyf need to be determined.
In the CIP method, the first spatial derivatives should satisfy the derivative of the
master equation and thus we have,
Of, +af,+ af,2 =u Ov
+u +v=O2g-f 
--9t F x ay 'ax 'ax (-9
af O y ,xO + yv (6.19)
at Ox 0y 'y '9y
If Oxf and Oyf are known at all grid points, we only need to determine the co-
efficients Al,... , A7. There are different two-dimensional CIP solvers based on the
assumptions made to find these coefficients. For the choice of having a continuous f
at grid points (i + 1, j), (ij + 1) and (i + 1,j + 1) and continuous Oxf and Oyf at
grid points (i + 1, j) and (i, j + 1) we obtain,
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Alij = [-2di + O2(fi+,, + f,)Ax]/zAX3
A2j, = [A8i,j - aOd 3 /Ax]/Ax2Ay
A3ij = [3d - Ox(fi+lj + 2fjj)Ax]/Ax2
A4, = [-A8i,j + aOdjAx + Oydi/y]/AxAy
A5jj = [-2dj + 9y (fj,j+j + fi,)Ay]/Ay3  (6.20)
A6j, = [A8i,j - aydiAy]/AxAy2
A7,= [3d - ay(fi,j+1 + 2fjj)Ay]/'Ay 2
A8ij= fi - fi+,,j - f,,j+l + f±i+,j+l
where di = fi+,j - Aj and dj = fi,j+l - fjj. These equations are for u < 0 and v < 0.
For u > 0, we must change i + 1 to i - 1 and Ax to -Ax. Similarly for v > 0, j - 1
and -Ay are used instead of j + 1 and Ay.
We split equations (6.17) and (6.19) into two phases; the advection phase and the
non-advection phase. After the non-advection phase is solved by a finite difference
scheme, the CIP solver is applied to the advection phase.
9 Non-advection phase
The equations to be solved are,
/ Of
=g
\ 19t = 4 x -g' - x (6.21)(Of,y Ou Ov
=O yg-f1x 1 - -
ayt 9y 19y
where the subscript (1) in these equations denotes the non-advection part of the time
derivatives 2L , and 'flyat ) atat
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These equations are solved using a finite difference method and the quantities f,
Of,, and Of,y are advanced as
= fin + gi, 3At
ax = f _ +1,2 1, - fZ-+1,, - + R _1,309x =z* 0~fj 2Ax
f~
- jfn (ui+1,j - Ui-1,j)At n (vi+i,j - Vi_1,j)At
- j 2Ax 
- f 2Ax
f'j+1 - f,*1 + +f"_
'-Y -i - L~yJj20 -
(6.22)
2ZAy
- Offn (ui,j+ - uij-1)Atj 2Ay fn (Vij+1 - viy_1)At''j 2Ay
where the superscript (*) stands for the time after one step in the non-advection
phase. After f*, Oxf* and ayf* are found, they will be taken to the advection phase.
9 Advection phase
The equations to be solved are as follows,
Of
at(Of,2
at(Ofy
Ot
)(2)
)(2
)(2
Of
ax
+ Of,2+ U axOx
+
O x
OfV O =0
+ Of,2+ V ax
ay
+ V Of,,
ay
= 0
=0
(6.23)
where the subscript (2) in these equations denotes the advection part of the time
derivatives 'f , 2f ,at at and ' . Note that summing the non-advection equationsat
(6.21) and the advection equations (6.23) give the governing equations (6.17) and
(6.19) since,
117
Of (Of (Of
at (1) (2)
Of, (f, ±) Of,(\, at t (6 .2 4 )
at (1) at (2)
Of,y - (f,y ' (Of,,
at = 1 (( afy a (2)
The CIP solver is applied to the advection phase; coefficients Al,... , A7 are de-
termined from equations (6.20) and after a short time step At we update f and its
spatial derivatives as,
f",nl = F - uAt, yji - vAt)
axffjl = axFi,j(xi,j - uAt, yj - vAt) (6.25)
fi = ay Fj( - uAt, yi,j - vAt)
To follow the calculations for the next time step, we replace fn+1, aOfn+1 and
Ofn+' by fn, Oxfn and 9yf" and we start from the non-advection phase again.
The two-dimensional solver described here is for the choice of having a continuous
f at grid points (i + 1, j), (i, j + 1) and (i + 1, j + 1) and continuous axf and 09y f at
grid points (i + 1, j) and (i, j + 1). Based on the assumptions made, there are some
other two-dimensional solvers.
Type-A solver interpolates f within a grid cell as,
F(x, y) = C3,oX 3 + C2,OX 2 + O2f i,jX + fij + CO,3y3
+ CO, 2Y 2 + O fi,3Y + C2,1 X 2Y + C1,1XY + C1 ,2 XY 2
where the C coefficients are determined from continuity of f at grid points (i, j),
(i+ 1,j), (ij+ 1) and (i+ 1,j+ 1) while Oxf and Oyf are continuous at grid points
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(i, j), (i + 1, j) and (i, j + 1).
In order to develop a more accurate interpolation, we consider the continuity of
Oaf and i8,f at the grid point (i + 1, j + 1) in addition to the above conditions. This
interpolation is called Type-B and the interpolation function is expressed as follows,
F(x, y) = C 3,OX 3 + C2,OX 2 + afi,jX + fij + CO, 3Y 3 + CO, 2Y 2 + &yfi,3Y (6.27)
+C 3,1X 3y + C2,1X 2y + C1 ,2Xy 2 + C1,1XY + C1 ,3Xy 3
where the C coefficients are found from the continuity of f, Oxf and ay f at grid points
(ij), (i+1,j), (i,j+1) and (i+1,j+1).
6.1.3 The CIP solver for compressible and incompressible
flows
Different CIP solvers have been proposed for the compressible and incompressible
fluid flows. Among these solvers, we present the most powerful one; the CIP-CUP
(Cubic Interpolated Propagation / Combined Unified Procedure) method [25], [27].
The CIP-CUP method is a semi-implicit solver that considers the governing equa-
tions of fluid flow as follows,
Op
1P+ U- V p =-pV 
- U
at u*V=-VpF
u -Vu = + F (6.28)
at p p
Op
- +u-Vp= -p C2V u
at
where p is the density, u is the velocity vector, p is the pressure and C, is the local
sound speed. For the Navier-Stokes equations, F contains viscosity effects, surface
tensions and external forces. For the Euler equations, there is no viscosity effect and
F only contains the surface tensions and external forces.
The CIP-CUP solver splits the problem into three different parts; the convection
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part, the acoustic part and the remaining part. The convection part is solved by the
CIP method, the acoustic part is solved by the CUP method while the remaining
part is solved by a finite difference scheme or a finite volume method.
9 The convection part
The equations to be solved are,
+ at -V p= 0(c)
au +u-Vu=0 (6.29)
/ (c)
-c +u-Vp=O1 t + -VP=
where the subscript (c) denotes the convection part of the time derivatives.
The CIP solver explained in (6.1.2) is used to solve the convection part. We also
need to update the spatial derivatives of quantities p, u and p before we proceed to
the remaining part.
9 The remaining part
The remaining part is governed by the equation,(Ou _Ft = - (6.30)( t , p
where the subscript (r) denotes the remaining part of the time derivative term at
For the Navier-Stokes equations, F contains viscosity effects, surface tensions and
external forces. For the Euler equations, there is no viscosity effect and F only
contains the surface tensions and external forces. This equation can be solved by a
finite difference scheme or a finite volume method. After the velocity is updated, we
proceed to the acoustic part.
* The acoustic part
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The governing equations of the acoustic part are,
(a) =-pV-u
Ot, (a)
(Ou\ 
_Vp
aOt )(a) P
(a -p C2V -u
t (a)
(6.31)
where the subscript (a) denotes the acoustic part of the time derivatives. Note that
summing the governing equations of the convection part, remaining part and the
acoustic part yields the equations (6.28) since,
Op
at
Ou
Op
at
Op +Op
U (c) + t ) (a)
+ aap + p
(Ot \+1- (6.32)
These equations are solved by the CUP method, which is an implicit finite differ-
ence method. Discretizing the time derivatives on the left hand side of these equations
and estimating the right hand side for the future values (values to be found at the
end of this phase), we obtain
n+1 *p - p
At
U+l - *
At
n+1 *
At
S-p*V . Un+1
Vpn+1
p*
- p* C*2 V -.+
(6.33)
where n is the number of the time step, At is the time interval, and the quantities
with the superscript (*) are the values after solving the convection and the remaining
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parts. At each time step At, the acoustic phase should be solved after the other
phases since at the end of this phase, we satisfy the divergence-free condition for the
velocity in incompressible fluid flows.
In equations (6.33), the velocity, the pressure and the density at time n + 1 are
dependent. In order to find the pressure, we take the divergence of the second equation
and substitute it into the third equation. The pressure equation will then be,
pn+1 _ * p**V*p** V Pn+
" = P* C*2 V U* + p* C-*2 At V - (6.34)
After we find pn+l, Un+1 is obtained from the second equation of (6.33). Also, the
density is updated explicitly by
*n+1 
pn+l P C * - (6.35)
For incompressible fluid flows, the sound speed C, is infinite, and the pressure
equation (6.34) is reduced to
V - = V(6.36)
p * At
Therefore, CIP-CUP method is applicable to both compressible and incompress-
ible fluids.
Calculation of pn+l, Un+1 and pn+1 completes one time step of the CIP-CUP
method. For the next time step, we could repeat the calculation from the convection
part using above values as initial values. The solution process is given in table 6.1.3.
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Table 6.1.3 Solution process in the CIP-CUP method
(1) Set initial conditions py, u!' and pg and their spatial derivatives for all the
nodal points i (the superscript n denotes the solution at time t - At).
(2) From the convection phase use the CIP solver to get fi, fi and Pi and their
spatial derivatives (for all the nodal points i).
(3) From the remaining phase, use a finite difference method to get p*, u* and p*
and their spatial derivatives for all the nodal points i (p* = A, p* = A).
(4) From the acoustic phase, get p +1 , un+1 and pn+1 and their spatial derivatives
from the equations (6.33)- (6.35) for all the nodal points i (the
superscript n + 1 denotes the solution at time t).
(5) Repeat (2) to (5) for the next time step.
6.2 Linking the finite element method to the CIP
method
The CIP method was originally proposed for the finite difference method; both the
convection phase and the non-convection phase are solved using the finite difference
method. However in some problems, satisfying the boundary conditions for the in-
compressible Navier-Stokes equations is easier using the finite element methods. In
addition, in problems for which the domain is complicated and mesh grading is re-
quired, the finite difference methods are not as flexible as the finite element methods.
The CIP method is here extended for use in the finite element method and the
finite element shape functions for the third order interpolation are introduced in [24],
[16]. This shape function is defined by the product of the linear shape function and
a new second order shape function. In this chapter, these functions are used to solve
the two-dimensional incompressible Navier-Stokes equations.
6.2.1 The governing equations
The non-dimensional continuity and momentum equations are written as,
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V-u=O
a +(u-V)u= -Vp+ V2u (6.37)
at Re
where u, p and Re are the velocity vector, pressure and the Reynolds number respec-
tively. External force is not considered here.
The shape function for the third order interpolation function in CIP-FEM is de-
fined for the velocity u and its derivatives. Therefore, we need the spatial derivatives
of the momentum equation as follows,
__s 1 2
Ot Re (6.38)
ay+ (u -V)uY = -(uy V)u - VpY + 1 v2uYat Re
where the subscripts x and y show the derivative in each direction.
We split the governing equations into an advection phase, a non-advection phase
and the Poisson equation of pressure. The advection phase is solved by the CIP
method (CIP-FEM), the non-advection phase by the Galerkin method, and the Pois-
son equation by the simultaneous relaxation method of the GSMAC (generalized
simplified marker and cell) method [18].
* The advection phase
The governing equations of the advection phase are,
f U,+ (U" n. V)U" = 0
Atfi - U"
Xt + (U" n V)Un" = 0 (6.39)
Atn f - UAY Y+ (U" V)Un" = 0
where the superscript (n) stands for the solution at time t - At and the superscript
124
(^) stands for the solution after one step in the advection phase.
The CIP-FEM is applied to discretize and solve these equations. First, we describe
the CIP method. Considering the advection equation for a potential #,
ao + U -V# = 0 (6.40)
The solution at time "t" is approximated as,
q(xi, t) - q x - J udt, t - dt) (6.41)
where xi denotes the grid point where # is given. The start point x, = xi - f udt
becomes the grid point at the next time step. x, is called the advection distance
and should be calculated along the particle path. However, the exact value of this
distance is difficult to obtain and it is approximated explicitly as,
Ax = xi - x. = 0t At (6.42)
In order for this approximation to be close to the exact value, At must be suffi-
ciently small.
In the CIP method, the potential # is interpolated using the third order shape
functions, and these functions are defined for the system of coordinates -rl. Since the
start point x, is obtained in the x-y coordinate system, we find the corresponding ,
and 7* for this point.
The shape function then is defined as,
(6, r7) = Z ha(6, 7)[Ga(6, r7) + Ea(6, /)Oa] (6.43)
a
where ha is the conventional linear shape function, and Ga and Ea are new shape
functions that are second order and linear respectively.
For the element shown in figure 6-2, these functions are as follows,
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h1
14h2 
=g
14
1
4
2 -71
1E2 = 1 ( - 77)
2
1E 4 =- (- +77)2
G2
1
G3 =-2
1
G4=
1
+ 21] + 1
(6.44)
(6.45)
(1 - 772 )[Og5 1 + 01]
1(-1 + 2)[9 q02 - 02] + 1 (1 - q2)[9q02 + 02]2
1(-1 + 2)[9q53 - 0 3] + 1 (-1 + 72)[0,q$ 3 -- 03]2
1
(1 - 2)[0 q4 + 04 ] + I (-1 + 772 )[&q4 - 0412
(6.46)
Using the CIP-FEM, the velocity u and its derivatives are updated for the time
"t" ( i, f5, and fiy). These values are then taken to the non-advection phase.
* The non-advection phase
The governing equations are as follows,
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Figure 6-2: The 4-node element used in the finite element discretization
fj U^= 
-Vpn + V 2u"
At Re
Ux 
- = (u .-V)u" - Vp n+ 1 + V2Un (6.47)
U n+1 - flY = (U" V)U" - VPn+1 + V 2u"
At Y Y Re Y
In order to avoid considering the pressure derivatives p, and py as nodal variables
and updating them for each time step in the second and third equations, these terms
are replaced by the velocity terms from the first equation. Then, the second and third
equations are written as,
Uan+1- un+ 1 -6x Ux= 
-(U" 
-V)U" + -()At (6.48)Un+1 - f, n+1
7Y= -(U"- V)U" + ( )
At Y ay ( At
The non-advection phase is discretized by the Galerkin method. For the 4-node
element shown in figure 6-2, we use the four corner points to interpolate the velocity
when the pressure is constant within each element. Then the velocity u and its
derivatives in (6.47- 6.48) are replaced by
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4
I
2
F
4u = hi
i=1
4
u = hiui (6.49)
i=1
4
U= hyu2
i=1
After discretization by the Galerkin method, the first equation in (6.47) and equa-
tions (6.48) are written respectively as,
fj = C 
_I" Dij Un + S,At , Re
/Un+I- \ fxU n+1 -n \Mij ( UX = -Aij u u? + Aij ( t ) (6.50)
U n+1_ ) n+1_ -
Mij Y Yt = -Aij u'". Uj + Aij a
where p presents the constant pressure within the element, the lower subscripts i and
j show the local node numbers and superscript n is the time step number. Except
for the first term on the right-hand side of the second and third equations, repeated
subscripts mean summation. The matrices Mij, Ci, Aij and Dij are the mass matrix,
the gradient matrix, the advection matrix and the diffusion matrix respectively and
are written as,
Mi= = hi hj dQ
J"e
Ci = Vhi dQ
J"e (6.51)
Ai3 = hi Vh/ dQ
Dij= le Vhj . Vhj dQ
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where Si contains the boundary terms. Note that the Mij matrix shown here is the
consistent mass matrix. We can use the lumped mass matrix instead and replace Mij
by Mij in equations (6.50). For a non-distorted mesh, the Mij matrix is the same
for all the elements and therefore the assemblage will be easier. Note that in the
traditional finite element methods (solution is dominant by the stiffness matrix), the
lumped mass matrix is preferred since using the lumped mass matrix instead of the
consistent one, reduces the numerical operations for the solution significantly.
In the non-advection phase, first the velocity fi is obtained from the first equation
in (6.50), then the divergence of the velocity, V . fi, is calculated. The simultaneous
relaxation method is used to satisfy the continuity equation (V -ft = 0) and to modify
the velocity fi. This method is explained later on in this section.
After the simultaneous relaxation method has been applied, we find the modified
velocity uf+l and pressure p+l. The velocity uf+l is then used in (6.50) to obtain
un+ 1 and un+1 . The calculations for one time step are complete now and for the next
time step, we take the values Un+1, pn+1, un+ 1 and un+1 to the advection phase and
we repeat the calculations for the new time step.
* The simultaneous relaxation method
This method is used to satisfy the continuity equation V - i = 0. After obtaining
fi in the non-advection phase, this velocity is modified as follows,
V 20(m) = V -.(m)
p(m+1) P(m) + O(M)/At (6.52)
fi(m+l) - (M) - VO(m)
where the superscript m represents the repeat level and # is the velocity potential.
The initial values are defined as,
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f,(0) = f,
p( ) = Pn (6.53)
We first calculate the divergence of the velocity fi, then we obtain the velocity
potential # from the first equation in (6.52). Using the second and third equations,
the velocity and pressure are modified. We repeat the calculations until the velocity
fi satisfies the continuity equation; then we have,
un+1 =_(M+1)
pn+1 p(m+l) 
(6.54)
The solution process is given in table 6.2.1.
Table 6.2.1 Solution process in the CIP-FEM method for incompressible flows
(1) Set initial conditions u' and the spatial derivatives u" and un for all the
nodal points (the superscript n denotes the solution at time t - At).
(2) From the advection phase use the CIP solver to obtain u and the spatial
derivatives fi and fl, for all the nodal points using equations (6.43)- (6.46).
(3) From the non-advection phase, use the Galerkin method to obtain fl from
the first equation in (6.50).
(4) From the simultaneous relaxation method, obtain the velocity potential q
and the modified velocity and pressure from the equations (6.52). After
repeating calculations in this step and satisfying the equation V -fl = 0,
obtain Un+1 and pn+l.
(5) From the non-advection phase, obtain the spatial derivatives u 1n+ and Un+1
from the second and third equations in (6.50).
(6) Repeat (2) to (6) for the next time step.
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Figure 6-3: The driven cavity flow problem
6.2.2 Numerical solutions
To study the effectiveness of the CIP-FEM method, we consider the driven cavity
flow problem shown in figure 6-3. The boundary conditions are shown in this figure
and the initial conditions are all zero except for the horizontal velocity u = 1 at the
upper side of the cavity. This problem is solved for two different cases; Re = 1000
and Re = 10000. In both cases, the horizontal velocity at the vertical centerline, and
the vertical velocity at the horizontal centerline are plotted and compared with the
solutions of the Ghia et al. and the FCBI method.
e For Re = 1000
In this problem, a non-uniform mesh of 30 x 30 elements (figure 6-4 (a)) has been
used. For the time increment At = 0.005, the flow is almost steady at t = 50. The
velocity profiles on the vertical and horizontal center axes of the cavity are shown
in figure 6-5 at time t = 50. In this figure, the solution obtained by Ghia et al. is
shown by "o", this solution is assumed to be a very accurate solution. The solution
obtained for the FCBI triangular elements for a mesh of 40 x 40 x 2 elements are also
given in this figure [20].
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As it is clear from figure 6-5, the CIP-FEM method has a higher spatial accuracy
than the FCBI scheme. In addition, the spatial derivatives are more accurate in
the CIP-FEM method since they are considered as nodal variables in the solution.
However, this method requires more computational effort than the FCBI method. For
example, in the CIP-FEM method, the problem is solved in two phases; the advection
phase and the non-advection phase and in each phase after the nodal velocities have
been updated, the nodal spatial derivatives are calculated. In addition, for the non-
advection phase the continuity equation is satisfied by the relaxation method and this
increases the solution time.
It should be noted that although spatial derivatives of velocities are also considered
as nodal variables in the CIP-FEM method, the system of equations for velocities are
solved separately from the system of equations for velocity derivatives (after velocities
are obtained, then the velocity derivatives are updated). In addition, the velocities
in the x and y directions are also uncoupled as seen in equations (6.39) and (6.47).
Therefore, the velocity in each direction is obtained separately.
9 For Re = 10000
A non-uniform mesh of 50 x 50 elements (figure 6-4 (b)) with the time increment
At = 0.002 has been used here. After the solution is steady, the velocity profiles on
the vertical and horizontal center axes of the cavity are as shown in figure 6-6. In
this figure, the Ghia et al. and the FCBI solutions are also given. It can be seen that
the CIP-FEM method has higher spatial accuracy than the FCBI scheme (the FCBI
triangular element has been used here [20]).
In order to solve high Reynolds number flows with the traditional finite element
method, we require a very fine mesh. Linking the CIP method to the finite element
method increases the stability of the solution in addition to improving the accuracy
for the velocities and the derivatives.
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Figure 6-4: The non-uniform meshes used for (a) Re = 1000, (b) Re = 10000.
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Figure 6-5: Velocity profiles for Re = 1000.
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Figure 6-6: Velocity profiles for Re = 10000.
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6.3 Linking the FCBI scheme to the CIP method
The convergence curves shown in figures (4.18)-(4.19) display a small rate of conver-
gence when the FCBI 9-node element is used. In addition, from figures 6-5 and 6-6
we observe that linking the CIP method to the finite element method improves the
accuracy of the solution and velocities are more accurate using the CIP-FEM method.
In order to improve the accuracy of the solution and the rate of the convergence for
the FCBI scheme, the CIP method is here extended for use in the FCBI scheme.
6.3.1 The governing equations
The non-dimensional continuity and momentum equations are written as,
V-u=O
OU 1y.\ 1 ~ . (6.55)
+ (U -V)u = -Vp + V2UOt Re
where u, p and Re are the velocity vector, pressure and the Reynolds number respec-
tively. External force is not considered here.
In the CIP-FCBI method, we need the spatial derivatives of the momentum equa-
tion as follows,
19. + (U- V)U." = -(U. - V)u - vp ' + V2U'
at Re (6.56)
aty + (U V)UY = -(UY V)U - VPy + IV2UY
at Re
where the subscripts x and y show the derivative in each direction.
We split the governing equations into an advection phase and a non-advection
phase. The advection phase is solved by the CIP method and the same third order
interpolation functions (6.43)-(6.46) are used. The non-advection phase is solved by
the FCBI scheme.
Note that in the FCBI scheme in the equation (4.1), we consider the Navier-
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Stokes equations of a two-dimensional incompressible fluid flow at time t when the
solution is at the steady-state. In the CIP-FCBI method, we need to include the time
dependent terms since the velocities and the spatial derivatives of the velocities for
the next time step are obtained by shifting the cubic polynomial in the advection
phase and by updating the velocities and its derivatives in the non-advection phase.
Here in the CIP-FCBI method, we continue the calculation until the solution is at
the steady-state and the velocities, the pressures and the spatial derivatives of the
velocities do not change.
* The advection phase
The governing equations of the advection phase are,
U+ (u -V)u" = 0
n u
+UxU-V~" (6.57)
At
AtyLXf6 - Un
Y Yt + (Un V)Un" = 0At
Considering the advection equation for a potential #,
+u-V#=O (6.58)
at
The solution at time "t" is approximated as,
4(xit) ~ q x - J udt,t - dt) (6.59)
where xi denotes the grid point where # is given. The start point x, =xi - f udt
becomes the grid point at the next time step. x,, is called the advection distance
and should be calculated along the particle path. However, the exact value of this
distance is difficult to obtain and it is approximated explicitly as,
Ax = X, - x, = un At (6.60)
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In order for this approximation to be close to the exact value, At must be suffi-
ciently small.
In the CIP method, the potential q is interpolated using the third order shape
functions, and these functions are defined for the system of coordinates -rq within
each sub-element. Since the start point x, is obtained in the x-y coordinate system,
we find the corresponding , and q,, for this point.
The shape function then is defined as,
= ha( ,r)[Ga(C, n) + Ea(, r/T)qa] (6.61)
a
where ha is the conventional linear shape function, and Ga and Ea are new shape
functions that are second order and linear respectively.
We use the FCBI 9-node elements consist of four 4-node sub-elements shown in
figure 6-7(a) to descretize the fluid domain. For the sub-element shown in figure 6-
7(b), these functions are as follows,
1hi = 1(1 - (( - r7)
h2 = - (1 + (( - r7)
2 (6.62)
h3 = 1 + (i + r7)
1
h4 = ( - ()(1 + )
4
El = (- - rn)
2
1
E2= - (
2(6.63)
E3 = ( +r)
2
E4=- (- + 7)
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Figure 6-7: 9-node elements and the 4-node sub-element used in the finite element
discretization
G2
2
1
G 4 =- 2
1(1 - ( 2 )[O8q1 + #1] + 1 (1 - r/2)[roi + q1]2
1(1+ 2) [OC02 - 02] + 1 (1 -nr2)[49n02 + 0212
1
(-1 + 2) [OC03 - 03] + 1 (-_ + q/2) [09n 3 - 03]2
1(1 - 2) [OC04 + 04 + 1 (-1 + r72)[09q$4 - 04]2
(6.64)
Using the CIP-FCBI method, the velocity u and its derivatives are updated for
the time "t" ( 6, fi6, and fi,). These values are then taken to the non-advection phase.
* The non-advection phase
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The governing equations are as follows,
Ul+I -U 1 2
+ Vpn+
1  
-
v n
At Re
- U= -(U" V)U" - VPn+1 + v2Un (6.65)
At Re
un+1-
S = _(Un -V)u" - Vpn+1 + v 2u"
In order to avoid considering the pressure derivatives px and py as nodal variables
and updating them for each time step in the second and third equations, these terms
are replaced by the velocity terms from the first equation. Then, the second and third
equations are written as,
n+1 Un+1 - fUfll = &(n UnUn +
At = ax(uV)u"+ ( At
- a - 6.66)un+1-n 1 ( + -)
At =-(u-V)u"+--( AAt Y ay At
The non-advection phase is discretized by the FCBI scheme. The finite element
solution is obtained by considering a weak form of these equations and the continuity
equation. Using the Petrov-Galerkin procedure (the test functions do not correspond
to the trial functions), the weak formulation of the problem within the domain Q can
be given as
Find u E U and p E P such that
S Un+1- U +Vpn+') dQ=f w + V2u 
dQ
S At Re
j q V - u d = 0667)
/ W Un+1 -fx(n+1-j dQ = w [-(u.-V)un+ ( ) dQ
( At axW vy At
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where w E W and q E Q.
For the 4-node sub-element shown in figure 6-7, we use the four corner points to
interpolate the velocity when the pressure is interpolated within each element. The
trial functions in U are defined in each sub-element as,
(1 - )(1 - r/)
(1
(1
(6.68)
+ ) - 77)
+ ()1+ r7)
(1 - 6)(1 + r7)
with -1 < 6, 1.
Similarly, the trial functions in the
1
hP, = 1
4
hP = 1
1
hP3 = -4
1
h4 = g4
with -1 < r, s < 1.
The elements in the
at node 2, for example,
space P are given in each element as,
(1 - r)(1 - s)
(1+ r)(1 - s)
(1+ r)(1 + s)
(1 - r)(1+ s)
space Q are step functions. Referring to Fig. 4.2(a), we have,
h2=
1
0
for (r, s) E [0,1] x [-1,0]
elsewhere
Similarly, the weight functions in the space W are also step functions. Considering
the sub-element shown in Fig. 4.2(b), at node 1, for example,
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1h =
14h2" = 1
1
hu" = 13 4
1
hu = 4
(6.69)
(6.70)
h 2 =
1 for ( E [-1, 0] x [-1, 0]
0 elsewhere (6.71)
Then the velocity u and its derivatives and the pressure p in (6.67) are replaced
by
4
u = S hi us
i=1
4
U = Ehu" ui
i=1
4
U = 5 hu up
4
= 5- hP Pj
j=1
The dimensional form of the equations (6.67) is written as
(6.72)
I w At + VPn+p / dQ =jw V 2 u" dQ
j q V - (pu) dQ = 0
Un+ 1 -f
At
- ii
))
dQ = jw [-(u
dQ = 4w [(u n
Assembling the first two equations in (6.73) (the momentum and the continuity
equations) for all the control volumes in the body, and using the divergence theorem
we get
142
I w
fn
V)U" + a
-V jU + a
(n+1_nU At
Un+1 - n
At
(6.73)
dQ
dQ
CKV,,X KVV, K,,PKv,,x Kv,,, K,pKPy, KPV, 0 Cu )p 2 (6.74)R0Rv,0
where u' and u 2 contain the nodal velocities in the x and y directions respectively
and p contains the nodal pressures. For a mesh of non-distorted elements, we get
KVXX (i, j) = 1 S
i 49h dxdy
K,,,,(i, j) = 0
KVX (i, = S Wni
K,,,,(i, j) = 0
Kv,,(ij) = W
I nx dy
I h ny dx
(6.75)
Kpy, (ij) =
KPV, (ij) =
p
4n
qpi
qni
I h," nx dy
j h" nY dx
dx+5
P (hj,, u7 ) nx dy
hu dxdy fi2
AL
p
dx + PI
p
+ wf hu dxdy itAtS
(6.76)
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(hu~ u~n) nlRvx (i) =(wn
+ At W~
R,,(i = Wn (hu, u2 ) ny
Kvy,,, (i, j) = Kvxvx (i, j)
(hju,x Uj ) nx dy
where uj and u? are the velocities in x and y directions respectively (uj = [ut, u?]T),
&Q is the surface area of the control volume Q and nx and n, are the elements of the
unit normal vector n pointing to the outside of the control volume.
As it was mentioned earlier in chapter 4, for the FCBI 9-node element used here,
the inf-sup condition is satisfied. Note that the equation (6.74) is linear and there is
no iteration involved to solve this equation. In addition, elements of the K matrix
can be calculated once at the beginning of the solution and at each time step, only the
load vector R needs to be updated. This will decrease the solution time significantly.
Assembling the last two equations in (6.73) (the spatial derivatives of the momen-
tum equation) for all the control volumes in the body, we get
M x un+1 -niMij (uI At~ Ri
u n+1 - =Mj 
-
t 4
(6.77)
where the matrices Mij, Rix and Ry are written as,
Mij = wi j h dxdy
i3
=h+ -n -
i
- wni (hju ) (h, uj) dxdy
Rjy = E Wi( h, dxdy un+ t- - S
- w j (h u ) (h, u ) dxdy
(hu uln) (hx, u') dxdy
(hju Uj,) (hjx ujn) dxdy
(6.78)
where the subscripts x and y show the derivative in x and y directions, the superscript
n stands for the number of the time step and superscripts 1 and 2 denote the velocity
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in x and y directions respectively. For a non-distorted mesh, the Mij matrix is the
same for all the elements and therefore the assemblage will be easy.
In the non-advection phase, first the velocity u'+1 and the pressure pf+l are
obtained from the equation (6.74), the velocity u'+' is then used in (6.77) to obtain
un+1 and u+ 1 . The calculations for one time step are complete now and for the next
time step, we take the values un+l, p n+1, un+1 and Un+1 to the advection phase and
we repeat the calculations for the new time step.
The solution process is given in table 6.3.1.
Table 6.3.1 Solution process in the CIP-FCBI method for incompressible flows
(1) Set initial conditions un and the spatial derivatives un and u' for all the
nodal points (the superscript n denotes the solution at time t - At).
(2) From the advection phase use the CIP solver to obtain fi and the spatial
derivatives fix and fly for all the nodal points using equations (6.61)- (6.64).
(3) From the non-advection phase, use the FCBI scheme to obtain Un+1 and
pn+1 from the equation (6.74).
(4) From the non-advection phase, obtain the spatial derivatives un+ 1 and Un+1
from the equation (6.77).
(5) Repeat (2) to (5) for the next time step.
6.3.2 Numerical solutions
To study the effectiveness of the CIP-FCBI method, we again consider the driven
cavity flow problem shown in figure 6-3. The boundary conditions are shown in this
figure and the initial conditions are all zero except for the horizontal velocity u = 1 at
the upper side of the cavity. This problem is solved for two different cases; Re = 1000
and Re = 10000. In both cases, the horizontal velocity at the vertical centerline, and
the vertical velocity at the horizontal centerline are plotted and compared with the
solutions of the Ghia et al., the CIP-FEM method and the FCBI method.
* For Re = 1000
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In this problem, a non-uniform mesh of 32 x 32 sub-elements (16 x 16 elements)
(figure 6-8 (a)) has been used. For the time increment At = 0.005, the flow is almost
steady at t = 35. The velocity profiles on the vertical and horizontal center axes of
the cavity are shown in figure 6-9 at time t = 35. In this figure, the solution obtained
by Ghia et al. is shown by "o", this solution is assumed to be the exact solution.
The solution obtained for the FCBI triangular elements for a mesh of 40 x 40 x 2
elements [20], and the solution obtained for the CIP-FEM method for a mesh of 30 x
30 elements (figure 6-4 (a)) are also given in this figure.
As it is clear from figure 6-9, the CIP-FCBI method has a higher spatial accuracy
than the FCBI scheme. In addition, the spatial derivatives are more accurate in
the CIP-FCBI method since they are considered as nodal variables in the solution.
However, this method requires more computational effort than the FCBI method. For
example, in the CIP-FCBI method, the problem is solved in two phases; the advection
phase and the non-advection phase and in each phase after the nodal velocities have
been updated, the nodal spatial derivatives are calculated. The velocities are slightly
more accurate using the CIP-FEM method. However, the CIP-FEM method requires
more computational effort than the CIP-FCBI method since for the non-advection
phase, the continuity equation is satisfied by the relaxation method and this increases
the solution time.
It should be noted that although spatial derivatives of velocities are also considered
as nodal variables in the CIP-FCBI method, the system of equations for velocities are
solved separately from the system of equations for velocity derivatives (after velocities
are obtained, then the velocity derivatives are updated).
* For Re = 10000
The non-uniform mesh of 64 x 64 sub-elements (32 x 32 elements) shown in fig-
ure 6-8 (b) with the time increment At = 0.002 has been used here. After the solution
is steady, the velocity profiles on the vertical and horizontal center axes of the cavity
are as shown in figure 6-10. In this figure, the Ghia et al., the CIP-FEM, and the
FCBI solutions are also given. It can be seen that the CIP-FCBI method has higher
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(a) 16 x 16 elements (32 x 32 sub-elements)
(b) 32 x 32 elements (64 x 64 sub-elements)
Figure 6-8: The non-uniform meshes used for (a) Re = 1000, (b) Re = 10000.
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Figure 6-9: Velocity profiles for Re = 1000.
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spatial accuracy than the FCBI scheme (the FCBI triangular element has been used
here [20]). However, the velocities are slightly more accurate using the CIP-FEM
method.
e Concluding remarks on the numerical results
Of course we can only draw partial conclusions from these preliminary numerical
results since, in particular, other fluid problems need to be solved for comprehensive-
ness.
From these numerical results, the CIP-FEM and the CIP-FCBI methods appear
to predict the solution more accurately than the traditional finite element method and
the FCBI scheme. In order to solve high Reynolds number flows with the traditional
finite element method, we require a very fine mesh. Linking the CIP method to the
finite element method increases the stability of the solution in addition to improving
the accuracy for the velocities and the spatial derivatives. In order to obtain accurate
solutions for high Reynolds number flows, we require a finer mesh for the FCBI
method than for the CIP-FCBI method. Linking the CIP method to the FCBI scheme
improves the accuracy for the velocities and the derivatives. In addition, when the
flow is not at the steady state and the time dependent terms need to be included in
the Navier-Stokes equations, or in the problems when the derivatives of the velocities
need to be obtained to high accuracy, the CIP-FCBI method is more convenient
than the FCBI method. However, both the CIP-FEM method and the CIP-FCBI
methods require more computational effort than the finite element method and the
FCBI scheme (and it takes longer for these methods to stabilize the flow) since the
advection phase is solved by the CIP method. In addition, in the CIP-FEM method,
the continuity equation is satisfied by the relaxation method and this increases the
solution time.
149
Figure 6-10: Velocity profiles for Re = 10000.
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Chapter 7
Conclusions
The Navier-Stokes equations are widely used for the analysis of incompressible laminar
flows. If the Reynolds number is increased to certain values, oscillations appear
in the finite element solution of the Navier-Stokes equations. In order to solve for
high Reynolds number flows and avoid the oscillations, one technique is to introduce
artificial upwinding into the equations to stabilize the convective term, ideally without
degrading the accuracy of the solution: e.g. the streamline upwind/Petrov-Galerkin
(SUPG) method , the Galerkin/least-squares (GLS) method, the Cubic Interpolated
Pseudo/Propagation (CIP) method and use of the bubble functions.
The analysis of fluid flows with structural interactions has captured much attention
during the recent years. Such analysis is performed considering the solution of the
Navier-Stokes fluid flows fully coupled to the non-linear structural response. However,
a fully coupled fluid flow structural interaction analysis can be computationally very
expensive. The cost of the solution is, roughly, proportional to the number of nodes
or grid points used to discretize the fluid and the structure. In order for interaction
effects to be significant, the structure is usually thin and can be represented as a shell,
hence not too many grid points are required. The large number of grid points and
consequently number of equations in fluid flow structural interaction problems (FSI)
is due to the representation of the fluid domain. For high Reynolds number fluid
flows, to have a stable solution, more grid points are required. In order to decrease
the number of grid points in the fluids (using a coarser mesh) and still have a stable
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solution, the flow-condition-based interpolation (FCBI) procedure was introduced.
The FCBI is a hybrid of the finite element and the finite volume methods and
introduces some upwinding into the laminar Navier-Stokes equations by using the ex-
act solution of the advection-diffusion equation in the trial functions in the advection
term. The test functions for both the continuity and the momentum equations are
step functions and the governing equations are written over control volumes. Hence,
the mass and momentum conservations are satisfied locally. Ideally any numerical
solution for fluids should yield stable solutions for low and high Reynolds number
flows with reasonable accuracy. Of course, when fine meshes are used, more details
of the flow are captured and the level of accuracy is higher. Ideally, we want our
numerical scheme to yield still stable solutions with reasonable accuracy when coarse
meshes are used. In particular, this will decrease the required number of grid points
and elements in the fluid phase in the fluid-structure interaction problems.
The previous works on the FCBI procedure include the development of a 4-node
element and a 9-node element consisting of four 4-node sub-elements. In this thesis,
the stability, the accuracy and the rate of convergence of the already published FCBI
schemes was studied. From the numerical results, the FCBI 9-node elements (consist
of four 4-node sub-elements) appear to be stable for high Reynolds numbers although
no upwind parameter is used, and predict the solution reasonably accurate. Of course,
in order for the solution errors to be small, the mesh needs to be refined. However,
the convergence curves used for the || U - Uh IIL2 , 1l U - Uh I Hi and II p - Ph IJL2
norms, display a small rate of convergence when the FCBI 9-node elements are used.
In order to ensure that using the coarse meshes to represent the fluid yields an
accurate enough structural response, the solution errors need to be controlled and
measured. The "goal-oriented error estimation" might be applied to assess the error in
the quantities of interest in the structure. In fluid flow structural interaction analysis,
it is ideal to use an FCBI solution scheme in rather coarse meshes together with
"goal-oriented error estimation" to control the error of the solution in the structural
response.
From the numerical results, it became clear that the earlier published FCBI 9-
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node elements (consist of four 4-node sub-elements) are more stable than the Galerkin
9-node elements. However, the Galerkin 9-node elements give more accurate solutions
with a higher rate of convergence. Hence, a new FCBI 9-node element was proposed
that obtains more accurate solutions than the earlier proposed FCBI elements. The
new 9-node element does not obtain the solution as accurate as the Galerkin 9-node
elements but the solution is stable for much higher Reynolds numbers (than the
Galerkin 9-node elements), and accurate enough to be used to find the structural
responses.
The Cubic-Interpolated Pseudo-particle (CIP) method is a very stable finite dif-
ference technique that can solve generalized hyperbolic equations by the 3rd order
of accuracy in space. In this method, a cubic polynomial is used to interpolate the
spatial profile of the value and its spatial derivative. The spatial derivative itself is
a free parameter and satisfies the master equation for the derivative. After the value
and its spatial derivative are found, the same values for the next time step are simply
calculated by shifting the cubic polynomial. For nonlinear problems, the CIP scheme
splits the hyperbolic equation into two phases; the non-advection phase and the ad-
vection phase. In each time step, after the non-advection phase is solved by the finite
difference method, the CIP method is applied to the advection phase.
The CIP method was originally proposed for the finite difference method; both
the convection phase and the non-convection phase are solved using the finite differ-
ence method. However in some problems, satisfying the boundary conditions for the
incompressible Navier-Stokes equations is easier using the finite element methods. In
addition, in problems for which the domain is complicated and mesh grading is re-
quired, the finite difference methods are not as flexible as the finite element methods.
In this thesis, the CIP method was extended for use in the finite element method
(CIP-FEM) and the FCBI scheme (CIP-FCBI). The finite element shape functions
for the third order interpolation were defined by the product of the linear shape
function and a new second order shape function. These functions were used to solve
the two-dimensional incompressible Navier-Stokes equations.
From the numerical results, the CIP-FEM and the CIP-FCBI methods appear to
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predict the solution more accurate than the traditional finite element method and the
FCBI scheme. In order to solve high Reynolds number flows with the traditional finite
element method, we require a very fine mesh. Linking the CIP method to the finite
element method increases the stability of the solution in addition to improving the
accuracy for the velocities and the derivatives. In order to obtain accurate solutions
for high Reynolds number flows, we require a finer mesh for the FCBI method than
for the CIP-FCBI method. Linking the CIP method to the FCBI scheme improves
the accuracy for the velocities and the derivatives. In addition, when the flow is not
at the steady state and the time dependent terms need to be included in the Navier-
Stokes equations, or in the problems when the derivatives of the velocities need to be
obtained to high accuracy, the CIP-FCBI method is more convenient than the FCBI
method. However, both the CIP-FEM method and the CIP-FCBI methods require
more computational effort than the finite element method and the FCBI scheme (and
it takes longer for these methods to stabilize the flow) since the advection phase is
solved by the CIP method. In addition, in the CIP-FEM method, the continuity
equation is satisfied by the relaxation method and this increases the solution time.
This work represents only a first step in liking the FCBI scheme to the CIP
method, more work could be done to improve the accuracy of the solution in the
CIP-FCBI method. In addition, to study the accuracy and convergence of the FCBI
9-node elements, we considered the L2 and H' norms of the velocities and L2 norm of
the pressure, better norms could be found to measure the errors in the FCBI scheme.
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Appendix A
Consistency of the CIP scheme
The difference scheme Cfn = 0 is consistent with the differential equation Cf = 0 if
for all grid points j and time steps n
(1fn), - (12f)n -+ 0 (A.1)
when Ax, At -+ 0.
In this appendix, we prove the consistency of the CIP scheme for the one-dimensional
non-linear hyperbolic equation
Of Of OuO+ U =G= g -f au(A.2)
at ax ax
As it was explained in chapter 6, f' should satisfy the spatial derivative of the
master equation (A.2) as
Of' Of' Ou
+U =G'-f'- (A.3)
at ax 09X
In order to solve (A.2) and (A.3), the CIP scheme splits the problem into two
phases; the non-advection phase and the advection phase. The non-advection phase
is solved by a finite difference scheme while the advection phase is solved by the CIP
solver.
9 Non-advection phase
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The equations to be solved are,
(f
at
(t
The first equation is simply solved using finite differencing
)(1)=
f ,* =f + GAt (A.5)
where the superscript (*) stands for the time after one step in the non-advection
phase.
The second equation in (A.4) can be solved again by finite differencing the equation
or by finding f' in terms of G' from equation (A.5). Thus we have,
(fI* 
- ffl)
At
(fi*+ -_*i - fi+L + f,)
2AxAt (A.6)
, (Uf+ -2
A 2Ax
Note that we need to prove the consistency of the finite difference scheme used
here. Considering the first equation in (A.4), the differential equation and the finite
difference scheme used are as follows (at the grid point j )
f* - pu
(IZf")3 = - GAt (A.7)
( nf); = (f, ) -
where the subscript (, t) denotes the time derivative. Using the Taylor series
At 2f;= fn + At(f, t)n + 2 ( (A.8)
and replacing fj in (A.7), we show that the finite difference scheme (A.5) is consistent.
At
(Cf")j - (Lf)j = 2 (f, tt)7 = O(At) -+ 0 for At -+ 0
156
G=g-f-
(A.4)
(A.9)
=G - flO19x
Now, we consider the second equation in (A.4)
Of'
t / 1 (A.10)=G' - f OuOx
where the differential equation and the finite difference scheme at the grid point j are
as follows
fI*fI _ f>->- n±±f n(,C _ fj* - fj" f3+1 - f3-1 -jf+1 + f3
At 2AxAt
(Lf), = (f')- (G, x) + (f, x) (u, x)
Using equation (A.5), we can use relations
Anf t+1- j+1 _
~~ t j+1
fn
'-At- = G"-
A1 _ x7-1
j 2Ax (A.11)
(A.12)
to obtain
p'* - f'l G> - G>1
At 2jA+ 1 -x(,f ~j At 2Ax 3- + f'n j+ 2-j 2Ax
Using the Taylor series
At 2
+ 2 "n
Ax2
A) 2 (G
Ax2
) 2 (G
Ax 2Un+1= n + Ax(u, x)y + 2 (u, m +
Ax 2
U j- 3 u, xi + 2
Ax 3
6 (G, xxx)n
Ax 3
6 (G, )
Ax3
6 (
3 Ax 3(U 6 (u, 3
and substituting them in equation (A.13), we prove the consistency of the finite
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(A.13)
f * = fn" + At(f'l t)
G_ G - Ax(G, (A.14)
1
difference method used.
At 'AX2  'Ax2
( (f )j= - (f,' t) - 6 (G, xx)'+(f ) 6 (u, ) = O(At, Ax 2 ) + 0
(A.15)
for At, Ax -+ 0.
After f* and f'* are found, they will be taken to the advection phase.
e Advection phase
The equations to be solved are as follows,
af +uf =0
at )(2) 19X=
(2) O x , (A .1 6 )
af +Ua =0(t )(2) 19 =
The CIP solver is applied to the advection phase and the interpolated profile
is determined from equations (6.7) and (6.8 ) using f* and f'* on the right-hand
side. Since the CIP solver uses the analytical solution, there is no need to prove the
consistency of the advection phase.
Note that adding equations (A.4) and (A.16) give equations (A.2) and (A.3) since,
Of (Of ( f(O
af' ( f' (Of' (A.17)
t(1) t(2)
Solving these equations in two phases is consistent since the values at the end of
the non-advection phase (f* and f'*) are taken to the advection phase as the initial
values.
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In this appendix, we proved the consistency of the CIP scheme for the one-
dimensional non-linear equation. For more general cases, a similar procedure is fol-
lowed.
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Appendix B
Stability of the CIP scheme
Consider the difference scheme
f,+1 = S fn (B.1)
where S is the matrix relating the solution at time t (f") to the solution at time t +At
(fJ+), and
= fi f2 .. (B.2)
This difference scheme is stable if there exists CT such that
11f"1I = ||Snf0 || < Cj|f0II (B.3)
for all fo; and n, At such that 0 < nt < T. Note that the superscript n stands for
the time except in S" that denotes the power.
The stability analysis of the usual finite difference method is generally formulated
using the discrete Fourier transformation (the von Neumann stability criterion). Since
the CIP scheme involves spatial derivatives, the von Neumann stability analysis is
applied with some modifications. In this appendix, we prove the stability of the CIP
scheme for the linear equation when the velocity is constant (this appendix presents
the stability in the advection phase). For more general cases, a similar procedure is
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followed [21].
Consider the one-dimensional linear equation
Of Of
at Ox = 0 (B.4)
where the velocity u is constant. The equation for the spatial derivative of f is then
Of' Of'
x+ = 0
at ax (B.5)
We assume that the physical quantity f is discretized spatially for the periodic
computational domain [0, L] with the equally spaced N + 1 grid points (L = NAx).
The profile F(x) for (j - 1)Ax < x < jAx is interpolated using the cubic polynomial
shown in equation (6.4). For u > 0
F(x) = wf(x - jAx)fj + wf (x - jAx)fj + wf1(x - jAx)f_ 1 + wf,-I(x - jAx)fj>_
Fj(x) = wi(x - jAx)f, + W",(X - jAx)f' + w'_1(x - jAx)f3_ 1 + wfi(x - jAx)f
(B.6)
where
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Wf(x) -3x 2Ax 2
Wf (x) = 1 - x
Ax
Wf(x) =x
3x2
Wfl(X) =-
Ax
6x
w)(x) = -x 2
W, Wx
Wf/(x) = 1+f Ax
,/ 6xf51 (x) = Ax
, 2x
Wp-1 (x) = x 4
Since the function F (x) is continuous and periodic, Fourier coefficients for wave
number k = 2r"L (n = 0, ±1, +2, - -) are written as
N jAx
P(k ) =3 Fj
j=1 (3-1) Ax
N 0
= e iki -Ax
j=1
(x) eikx dx =
N
j=1 -Ax
Fj (x + j Ax) eik(x+jAx) dx
(wf(x)fj + wfl(x)f,( + wf-1(x)fj-1 + wf -1(x)fi_) eikx dx
=Wf(k)F(k) + IifI(k)F'(k)
(1 0 F(k)
= (k) (k) F(k) I
(B.8)
where the notation i is y/ZTand
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2x 3
Ax 3
+
x
3
2
2x 3
x 3
Ax 2
6x 2
Ax 3
3x2
Ax 2
(B.7)
Wf(k) = [tf(k) + Wf 1 (k) eik]Ax
Wf,(k) = [bp(k) + Wft-1(k) eikAx]
N
F(k) = (j eikiAxf.
j=1
N
F'(k) = e
j=1
6f (k) 
=
7 l(k) = '
f-1(k) =
-x
f-1(k) = I-AX
iAxfI
f(x) eikx dx
UI(x) eikx dx
Wfl_(X) eikx dx
WfI -1(x) eikx dx
Since F(k) represents the discrete Fourier coefficients for the continuous function
f(x), it satisfies
F(k + 2 7LN F(k)
L
F(k) = F*(-k) for
L
Nk <
<kL (B.10)
F(O) = F*(O)
where the superscript (*) denotes the complex conjugate.
Applying the CIP solver, fn+l and f'f+1 are updated as
ffn+l = F(xi - uLt)
fln+l
(B.11)
_ dF(xi - ut)
dx
or
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(B.9)
ff+1 = Cf fn + Clff + cfifn_1 + Cfif1 1
fljf+1 = cf f + cf _1 + ', 1
where
Cf = (1 - 3c2 + 2c3)
Cfj = (-c + 2c2 - c3)AX
Cf1 = (3c 2 - 2c3 )
Cf_1 = (c2 - c3 )AX
, 6c - 6c 2
cf x
c= (1-4c + 3c 2 )
, -6c+6c 2Cf_ 1 = A
c',= (-2c + 3c 2 )
and c = uAt/Ax (the Courant-Friedrich-Lewy (CFL) number).
The Fourier transform of f after one time step is as follows
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(B.12)
(B.13)
N
fn+1 ikjAx +f n+1]F (k) e Wf [f(k) f7±1 + WfI (k)f;j 1
j=1
N
e ikjx ([Wf (k) (Cf eikx + ikAx )f
j=1
+ [Wf(k)(cf, + eikAxcf,1) + + k)i(c' e ,c (B.14)1)] f,')
= [f (k)Cf + Vf(k)C' ] Fn(k) + [f f(k)CfI + WfI(k)Cf',] F'n(k)
= [W(k) f(k) ] S(k) [
S(k) =
Fn(k)
F' (k)
Cf
C,
I
Cf
CIf I
Cf = (Cf + eikAx cf 1)
C' = ' + e iks CI)
Cf = (Cf + e ikxCfl_ 1 )
(B.15)
(B.16)
C'e,=(c'p + eikAx c'1 1 )
If we repeat applying the above procedure and we use equation (B.8), we obtain
[
and
F"(k)
F' (k)
= Sn(k) F0(k)
F'0 (k) I (B.17)
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where
and
F"(k) = [ (k) fp (k) ] S" (k) [ (k) (B.18)
F'o0(k )
For the stability of the CIP scheme, the growth of the errors should be bounded;
the absolute values of all the eigenvalues of the S(k) should be less than unity. The
matrix S(k) is periodic over the domain [0, 27r] of the independent variable (kAx)
and S(k) = S*(-k). This matrix has eigenvalues
A, A2 3eikAx c2 + 1 - e kAxc3 + C3 _ e kAxc - 2c - [(C - 1)2 C2 C2 + e2ikAx c2
- 2eiksx c2 4e2ikAx c + 2 eikAx c + 2c + 10 eikAx - 2 + e
2ikAx )]0.5
(B.19)
The absolute values of A, and A2 are less than unity for 0 < kax < 7r and c < 1.
Note that in this appendix, we proved the stability of the CIP scheme for the linear
equation when the velocity is constant. For more general cases, a similar procedure
is followed.
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