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Abstract
By using an analytical exact non-Hermitian formalism for quantum tunneling decay that involves the expansion of the
decaying wave function as a linear combination of resonant states and transient functions associated with the complex
poles of the outgoing Green’s function to the problem, it is shown that the integrated decaying probability density in
the whole space satisfies unitarity at each value of time.
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1. Introduction
Quantum tunneling decay refers to an open system that
involves the energy continuum where a particle initially
confined by a potential barrier decays to the outside by
tunneling. Here we want to address the issue of unitarity
of non-Hermitian Hamiltonians involving real potentials of
arbitrary shape that vanish exactly beyond a distance.
In conventional quantum mechanics the time evolution
operator is unitary because the Hamiltonian is Hermitian.
As a consequence, the eigenvalues are real and the norm
of the evolving state remains constant in time, a fact that
reflects the physical requirement of conservation of proba-
bility. For quantum tunneling, the decaying wave solution
may be written as an expansion in terms of the continuum
wave functions to the problem and unitarity follows from
Dirac normalization of these functions. However, the ex-
act calculation of the decaying wave function requires of
a full numerical calculation which, in addition to be cum-
bersome and computationally time consuming, it provides
no physical insight on the dynamics of the decay process.
The above consideration on unitarity seems to be contra-
diction with approaches involving non-Hermitian Hamilto-
nians, originated in the early days of quantum mechanics
in the work by Gamow to describe α-decay in radioactive
nuclei [1, 2]. He considered an analytical non-Hermitian
approach that on physical grounds follows by imposing
outgoing boundary conditions to the solutions of the time-
dependent Shcro¨dinger equation to the problem. This
leads to complex energy eigenvalues and eigenfunctions
with a divergent norm and to a decaying probability den-
sity that decreases exponentially with time which seems
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to violate unitarity, but that on the other hand, led to the
analytical expression of the exponential decay law [1, 2],
which characterizes a decaying regime that has been am-
ply verified experimentally over the years in a variety of
tunneling decaying systems [3, 4, 5]. However, since non-
Hermitian approaches lie outside the conventional frame-
work of quantum mechanics there is widespread view that
considers them as a simplified, phenomenological and a
nonfundamental description of the tunneling decay pro-
cess [6, 7].
The 1939 work by Siegert [8] contribute to relate the no-
tion of resonance in scattering and decay processes, which
led to identify the complex energy eigenvalues with the
complex poles of the scattering matrix and after the work
by Peierls [9], with the complex poles of the propagator.
Since the imaginary part of the complex energy determines
both the width of the resonance and the decay rate in the
time evolution of decay, these states are commonly named
resonant states [10, 11, 12] even if the resonances overlap.
One finds in the literature other names for these states
which refer to related approaches, as Gamow states [13],
quasinormal states [14], Siegert states [15], Siegert pseu-
dostates [16] and Gamow-Siegert states [17].
It may be of interest to point out that expansions in-
volving the complex poles of the scattering matrix S(k)
as occur, for example, for the s-wave continuum wave so-
lution φ(k, r) = (i/2)[exp(−ikr) − S(k) exp(ikr)] [10, 11],
are Hermitian because these functions satisfy the corre-
sponding Schro¨dinger equation to the problem with real
complex eigenvalues, i.e., [k2 − H]Φ+(k, r) = 0 and form
a complete set of functions involving Dirac normalization.
As pointed out lucidly by Moiseyev, what determines the
non-Hermitian character of the Hamiltonian is that the
functions upon which the Hamiltonian acts are not in the
Hermitian sector of the domain of the Hamiltonian [18].
This is indeed the case for outgoing boundary conditions
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on the solutions to the Shro¨dinger equation which yield
[k2n − H]un(r) = 0, where k2n = En − iΓn/2 and are not
normalized in the usual sense.
It is worth mentioning that the second half of the last
century witnessed the prediction of deviations from expo-
nential decay both at ultrashort and very long times com-
pared with the lifetime to the system [19, 20, 21], which
have been verified experimentally [22, 23, 24], and hence
indicate that the tunneling decay process is a much more
complex phenomenon than previously envisaged. The
above theoretical work is based on the notion of survival
probability, which yields the probability that the evolv-
ing decaying state remains in the initial state. Since the
initial state is confined within the internal region of the in-
teraction potential, the divergent character of the decaying
solution with distance does not arise in these treatments.
Clearly, however, the survival probability is unsuitable to
provide a description of the propagation of the decaying
wave solution outside the interaction region of the poten-
tial and hence it misses interesting theoretical findings, as
for example, that the decaying probability density beyond
a distance decays purely in an non exponential fashion
[25, 26].
An important feature of the decaying wave function in
the work by Gamow, Khalfin and most of subsequent work
[12, 27], is that only involves proper complex poles, which
on complex k plane are those complex poles located on the
corresponding fourth quadrant, such that the real parts are
larger than the imaginary ones. As discussed briefly below,
all these approaches lead to a non-unitary description.
In this work we consider the expansion of the decaying
wave function by Garc´ıa-Caldero´n and coworkers [28] that
involves the full set of resonant states (both proper and
nonproper) to the system and transient functions which
depend on the complex poles of the outgoing Green’s func-
tion to the problem, to show analytically that each term of
the expansion is quadratically integrable for each value of
time and hence that unitarity is fulfilled in this approach.
It is worth pointing out that the transient function,
which is proportional to the complex error function [29,
30], appears to be a relevant quantity for describing tran-
sient phenomena in quantum mechanics [31]. This func-
tion was considered by Moshinsky in a schematic model for
scattering and desintegration involving complex poles of
the scattering matrix [32] and to predict the phenomenon
of diffraction in time [33] which has been verified experi-
mentally [34]. The study of diffraction in time, that refers
to free time evolution, was extended by Garc´ıa-Caldero´n
and Rubio for finite range potentials of arbitrary shape by
considering an expansion of the time-dependent solution
in terms of resonant states and transient functions [35].
The properties of these functions have also been consid-
ered by Faddeyeva and Terent’ev [30]. A consequence of
the above is that some authors refer to the these functions
as Moshinsky functions and others as Faddeyeva functions.
We presently believe that it might be more appropriate
to refer to them simply as transient functions, which em-
phasize that they refer to transient non stationary pro-
cesses. For potentials that vanish beyond a distance tran-
sient functions depend on the poles of the scattering ma-
trix or equivalently of the corresponding outgoing Green’s
function of the problem. We should mention that some
authors have studied transients in scattering and decay
without referring to the notion of resonant state [36, 37]
or by considering functions that actually are proportional
to the resonant states of the problem [38].
The full resonant state expansion of the decaying wave
solution involving transient functions has been used ex-
tensively by Garc´ıa-Caldero´n and coworkers to investigate
in a unified framework the short, exponential and long
time behaviors of the survival and nonescape probabilities
[28, 39, 40], and to explore the conditions to observe the
deviation from exponential decay at long times in artifi-
cial quantum systems [41, 42], and more recently regarding
fundamental issues of quantum mechanics [43, 44]. The
present work may be inscribed in this line of research.
For the sake of completeness, we would like to mention
the growing interest in recent years on non-Hermitian ap-
proaches that in general are not concerned with tunneling
decay, as the so called PT symmetry [45, 46, 47] and on
exceptional points, which correspond to complex double
poles of the outgoing Green’s function [48].
The paper is organized as follows. In Section II we dis-
cuss the lack of unitarity in approaches that involve only
proper complex energy poles. Section III reviews some
relevant properties of resonant states, which involve the
complex poles of the propagator and the resonant states
to the problem and discusses the time evolution of the de-
caying solution. In Sec. IV we analyze the asymptotic
behavior of the decaying solution as a function of distance
for fixed values of time. In Sec. V, we exemplify our find-
ings using an exactly solvable model, and finally, Section
VI presents some concluding remarks.
2. Lack of unitarity of resonant expansions of the
decaying wave solution for proper complex poles
We consider for this work a central potential V (r) having
a barrier from which a particle initially confined within the
interaction region of the potential escapes to the outside
by tunneling. We assume, based on physical grounds, that
the potential vanishes exactly beyond a distance, namely,
V (r) = 0 for r > a. For the sake of simplicity and without
loss of generality we restrict the discussion to zero angular
momentum. Also, we set natural units ~ = 2m = 1.
The approach by Gamow to describe α-decay was to re-
place the many-body nuclear potential by a single particle
potential and proceed to obtain the decaying wave function
as the solution to the time-dependent Schro¨dinger equa-
tion of the problem obeying, on physical grounds, outgo-
ing boundary conditions. As is well known, that lead to
a set of discrete complex wavenumbers κn = αn − iβn,
with αn > βn, and hence to complex energy eigenvalues
κ2n = En = En − iΓn/2. The outgoing boundary condition
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was the original theoretical contribution that left Gamow’s
approach outside the conventional framework of quantum
mechanics. Indeed, Gamow’s propagating solution may be
written as [3],
ΨG(r, t) = [e
iαnre−iEnt]eβre−Γnt/2, r ≥ a, (1)
which shows analytically, as is well known, that for a given
time ΨG(r, t) diverges with distance and hence it does not
satisfy unitarity, namely,∫ ∞
a
|ΨG(r, t)|2 dr →∞. (2)
A convenient form to discuss resonant expansions for
the decaying wave function was discussed in Ref. [12].
Here, for completeness of the presentation we highlight
the main steps. The decaying wave function Ψ(r, t) may
be written as an integral involving the retarded Green’s
function g(r, r′; t) as,
Ψ(r, t) =
∫ a
0
g(r, r′; t)Ψ(r′, 0) dr′, (3)
where Ψ(r, 0) stands for an arbitrary initial state which
is confined within the internal interaction region. The re-
tarded time-dependent Green’s function g(r, r′; t) is the
relevant quantity to study the time evolution of the ini-
tial state for t > 0 and may be evaluated by a Laplace
transformation into the complex wave number plane k,
g(r, r′; t) =
i
2pi
∫
C0
G+(r, r ′; k)e−ik
2t 2kdk, (4)
where C0 represents a Bromwich contour along the first
quadrant on the k plane. It is well known that for po-
tentials that vanish exactly after a distance, the outgoing
Green’ function to the problem G+(r, r ′; k) has an infi-
nite number of complex poles distributed on the third and
fourth quadrants symmetrically with respect to the Im k-
axis [49]. Since our description refers to the energy con-
tinuum, we assume for the sake of simplicity and without
loss of generality, that there are no bound nor antibound
poles. One may then close the integration contour in the
k plane to pick up the contribution of the complex poles
κn using the theorem of residues. The factor exp(−ik2t)
converges only in the second and fourth quadrants of the k
plane and hence the above procedure leads to a description
involving only proper complex poles. The resonant state
functions un follow from the residues ρn(r, r
′) at the com-
plex poles of the outgoing Green’s function to the problem
G+(r, r ′; k) [12, 35, 28], namely, ρn = un(r)un(r′)/2κn,
which sets the normalization condition,∫ a
0
u2n(r)dr + i
u2n(a)
2κn
= 1. (5)
Aypical expression for the decaying wave function reads
[12, 27],
Ψ(r, t) =
∞∑
n=1
Cnun(r)e
−iEnte−Γnt/2 + Z(r, t), (6)
where the coefficients Cn refer to the overlap of the initial
state Ψ(r, 0) with the resonance state un(r), and Z(r, t)
stands for an integral term that accounts for the nonex-
ponential contributions to decay. An essentially similar
expansion of the decaying wave function Ψ(r, t) (6) may
also be obtained using the rigged-Hilbert space approach
[27, 13].
The relevant point here is that for r > a, each reso-
nance term in (6), behaves as in (1) and hence it diverges
with distance. Consequently, as in Gamow’s case, the in-
tegrated probability density is manifestly non-unitary. In
fact, notice that Gamow’s solution follows from (6) by con-
sidering just a single resonant term with unity coefficient
and omitting the nonexponential term.
The exponential grow with distance of the propagating
resonant solutions together with its exponential time de-
crease has led to a number of authors to argue that the
physical understanding of unitarity must consist of an in-
terrelated consideration of both the space and time fea-
tures of the decaying solution [3, 11, 50, 13].
3. Expansion of the decaying wave solution in
terms of the full set of resonant states and tran-
sient functions
Let us now briefly discuss the expansion of the decaying
wave solution involving the full set of complex poles, which
consist of both proper and non proper poles, where the
non proper poles correspond mainly to those located on
the third quadrant of the complex k plane.
One may instead of closing the Bromwich contour along
a path of the complex k plane to obtain the resonant ex-
pansion (6), to close the contour C0 in (4) in a different
form to write the retarded time-dependent Green’s func-
tion g(r, r′; t) as [28, 51],
g(r, r′; t) =
i
2pi
∫ ∞
−∞
G+(r, r ′; k)e−ik
2t 2kdk. (7)
The evaluation of g(r, r′; t) may be obtained by noticing
that G+(r, r ′; k) itself may be expanded in terms of the
full set of resonance states [28, 51]. This indeed corre-
sponds to a very different procedure than those discussed
in the previous section. It requires to study the behavior of
G+(r, r ′; k) as k →∞ along all directions of the complex
k plane and it may be proved that it leads to a convergent
resonant expansion for G+(r, r ′; k) provided r and r′ are
smaller than the boundary radius a or one of these is at a
whereas the other remains smaller than a [52]. Denoting
this by the notation (r, r′)† ≤ a, one may write the out-
going Green’s function to the problem as the expansion
[28, 51],
G+(r, r ′; k) =
1
2k
∞∑
n=−∞
un(r)un(r
′)
k − κn (r, r
′)† ≤ a, (8)
where we emphasize that the sum runs over the full set
of complex poles κn and κ−n, located respectively on the
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third and fourth quadrants of the k plane. The resonance
states u−n(r) and complex poles κ−n located on the third
quadrant of the k plane are related to those located on the
fourth quadrant by symmetry relations that follow from
time reversal invariance: κ−n = −κ∗n and u−n(r) = u∗n(r)
[11, 28]. Substitution of (8) into (7) and then into (3) allow
us to write the time-dependent decaying wave function
Ψ(r, t) for r ≤ a.
For r > a we may express of G+(r, r ′; k) in terms of the
regular and irregular solutions to the Schro¨dinger equation
[49], to write the identity,
G+(r, r ′; k) = G+(r′, a; k)eik(r−a), r′ < a, r ≥ a. (9)
Then using (8) one may expand G+(r′, a; k) in terms of
the full set of resonance states and substitute the resulting
expression into (7) and then into (3), to obtain the reso-
nance expansion of the decaying wave function for r′ < a
and r ≥ a. Hence, we may finally write the decaying wave
functions as [28, 51],
Ψ(r, t) =
 Ψin(r, t), r ≤ a,
Ψex(r, t), r ≥ a,
(10)
where Ψin(r, t) and Ψex(r, t) are given by,
Ψin(r, t) =
∞∑
n=−∞
Cnun(r)M(y
◦
n), r ≤ a (11)
and
Ψex(r, t) =
∞∑
n=−∞
Cnun(a)M(yn), r ≥ a, (12)
with the coefficients Cn in the above two expressions given
by,
Cn =
∫ a
0
Ψ(r, 0)un(r)dr. (13)
The functions M(yn) in (12) are defined as [51, 28],
M(yn) =
i
2pi
∫ ∞
−∞
eik(r−a)e−ik
2t
k − κn dk
=
1
2
ei(r−a)
2/4t w(iyn),
=
1
2
ei(r−a)
2/4tey
2
nerfc(yn) (14)
with
yn = e
−ipi/4(1/4t)1/2[(r − a)− 2κnt]. (15)
The function w(z) = exp(−z2)erfc(−iz) in (14) stands
for the complex error function, also named Faddeyeva or
Faddeyeva-Terent’ev function [29, 30], for which there ex-
ist computational tools to calculate it, as Mathematica or
following Poppe and Wijers [53]. The argument y◦n of the
functions M(y◦n) in (11) is that of yn with r = a, namely,
y◦n = −e−ipi/4κnt1/2. (16)
3.1. Analysis of the time evolution of the decaying solution
This subsection briefly discusses both the internal and
external decaying wave solutions solutions of the potential.
3.1.1. Internal resonance solution
The properties of the decaying solution along the in-
ternal interactionn region has been discussed previously
[28, 51]. Here for completeness of the discussion we jut re-
call some relevant expressions for our discussion. Using the
symmetry relations mentioned above, namely, κ−n = κ∗n
and u−n(r) = u∗n(r) allows us to write Ψin(r, t) given by
(11) as,
Ψin(r, t) =
∞∑
n=1
[Cnun(r)M(y
◦
n) + C¯
∗
nu
∗
n(r)M(y
◦
−n)], (17)
where C¯n is given by Cn, defined by (13), with Ψ(r, 0)
replaced by Ψ∗(r, 0). One then may utilize a property of
the transient functions to write M(y◦n) as,
M(y◦n) = e
−iκ2nt −M(−y◦n), (18)
which follows provided that pi/2 < arg (y◦n) < 3pi/2
[33, 28]. This is in fact the case for resonant poles with
αn > βn, the so called proper resonant poles. The ar-
guments of both M(−y◦n) and M(y◦−n), satisfy −pi/2 <
arg (y◦n) < pi/2, and as a consequence they do not exhibit
an exponential behavior [33, 28]. As a result, one may
write Ψin(r, t) for r ≤ a as,
Ψin(r, t) =
∞∑
n=1
Cnun(r)e
−iEnte−Γnt/2 +R(r, t), (19)
where I(r, t) accounts for the nonexponential contribution
[28],
R(r, t) = −
∞∑
n=1
[Cnun(r)M(−y◦n)− C¯∗nu∗n(r)M(y◦−n)].
(20)
It is well known that the nonexponential term (20) is rel-
evant at ultra short or very long times compared with the
lifetime to the system [39, 51].
The decaying solution Ψin(r, t), given by (19), is the
relevant ingredient to calculate the survival probability
S(t) = |A(t)|2 defined previously and the nonescape prob-
ability P (t), which yields the probability that at time t
the decaying particle remains within the interaction re-
gion. These two quantities have been amply discussed us-
ing the formalism of resonant states by Garc´ıa-Caldero´n
and coworkers in a number of works [40, 54, 28, 55, 51].
3.1.2. External resonance solution
For r ≥ a, the solution Ψex(r, t), given by (12), describes
the propagation of the decaying particle along the external
region. This has been calculated for a fixed distance as a
function of time in Refs. [51, 26, 28]. Instead, we provide
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below an analysis of its properties for a fixed time t as a
function of distance.
To discuss the propagation along the external region it
is convenient to write (12), in a similar fashion as for the
internal solution, to show explicitly the contributions cor-
responding to the third quadrant of the k plane,
Ψex(r, t) =
∞∑
n=1
[Cnun(a)M(yn) + C¯
∗
nu
∗
n(a)M(y−n)]. (21)
The exponential and nonexponential behavior of Ψex(r, t)
may be obtained in a similar fashion as in the case of
Ψin(r, t) given above, except that in the present case it
depends on the overall sign of the argument yn given by
(15) due to the presence of the term (r−a). To clarify this,
is convenient to write explicitly the real and imaginary
parts of yn for a fixed time t = t0, namely,
yn =
1
2(2t0)1/2
[(r − a)− 2(αn − βn)t0]
−i [(r − a)− 2(αn + βn)t0] . (22)
One sees that the sign of real part of (22) depends on
whether (r−a) is larger or smaller than 2(αn−βn)t0. The
case (r−a) < 2(αn−βn)t0 satisfies pi/2 < arg (yn) < 3pi/2
and hence, in a similar fashion as for the internal case, it
exhibits an explicit exponential behavior, namely,
Ψex(r, t) =
∞∑
n=1
Cnun(a)e
iκn(r−a)e−iEnte−Γnt/2
+J(r, t), (23)
where the nonexponential term J(r, t) reads,
J(r, t) = −
∞∑
n=1
[Cnun(a)M(−yn)− C¯∗nu∗n(a)M(y−n)].
(24)
On the other hand, in the case (r − a) > 2(αn − βn)t0,
a decomposition as that given in (23) no longer applies,
since the argument yn satisfies −pi/2 < arg (yn) < pi/2,
and hence the solution (21) behaves entirely in a nonex-
ponential fashion.
A consequence of the above considerations is that the
propagating solution Ψex(r, t) grows exponentially in an
oscillatory form until it reaches the value (r−a) = 2(αn−
βn)t0, and subsequently it behaves in a nonexponential
fashion. In the next Section we show analytically, for a
given fixed time t0, that for large values of r the solution
given by (21) goes as 1/r.
It is worth pointing out, in addition to the above dis-
cussion, that by assuming that the initial state Ψ(r, 0) is
normalized to unity, it follows from the modified closure
relation obeyed by resonant states that [28, 51],
Re
∞∑
n=1
{
CnC¯n
}
= 1. (25)
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Figure 1: Plot of the Gamow solution |ΨG(r, t)|2, given by (1), and
the resonance expansion |Ψex(r, t)|2, given by (12), as a function of
distance along the external region at a fixed time in lifetime units to
exhibit the exponential catastrophe of the Gamow solution and the
well behaved wavefront of the resonance expansion. See text.
Equation (25) indicates that Re {CnC¯n} cannot be inter-
preted as a probability, since in general it is not a positive
definite quantity. However, it may be seen as the ‘strength’
or ‘weight’ of the initial state in the corresponding reso-
nant state.
4. Analysis of unitarity for the decaying wave so-
lution
Fulfillment of unitarity requires that the non-Hermitian
evolving decaying wave function satisfies,∫ ∞
0
|Ψ(r, t)|2 dr = 1. (26)
Since the decaying wave function involves the time evolu-
tion of Ψin(r, t) along the internal potential region and of
Ψex(r, t) along the corresponding external region, we find
convenient to write the left hand side of (26) as,∫ ∞
0
|Ψ(r, t)|2 dr = Iin(t) + Iex(t), (27)
where,
Iin(t) =
∫ a
0
|Ψin(r, t)|2 dr, (28)
and
Iex(t) =
∫ ∞
a
|Ψex(r, t)|2 dr, (29)
with Ψin(r, t) and Ψex(r, t) given, respectively, by (11) and
(12). At the initial time t = 0, for an initial state normal-
ized to unity one may write,∫ ∞
0
|Ψ(r, 0)|2 dr = Iin(0) = 1. (30)
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Figure 2: Decay and propagation at different fixed times for a normalized quantum box initial state (q = 1). At each time (in lifetime units),
the graph on the left corresponds to the decaying probability density in the internal region of the confining potential, whereas the graph
on the right shows the propagating probability density along the external region of the potential. The numerical values of the integrated
probability density inside and outside the potential, Iin(t) and Iex(t), are indicated in each graph. As may be easily verified, for each value
of t the integrated probability density Iin(t) + Iex(t), given by (27), yields the value 0.999, which is already very close to unity and shows
the fulfillment of unitarity. See text.
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Figure 3: Plot of a zoom of the second graph of Fig. 1 extended
up to r/a = 4000, to show the propagating forerunners that arise
from the high energy resonance levels of the system. The dots (red)
indicate the positions associated with the corresponding resonance
velocities. See text.
The term Iin(t) given by (28) corresponds to the
nonescape probability which has been amply studied [40].
For typical decaying systems one may omit the nonexpo-
nential contribution R(r, t) in the expression for Ψin(r, t)
(19) so the decay mainly diminishes in an exponential fash-
ion.
Let us now analyze the asymptotic behavior of the prop-
agating decaying solution Ψex(r, t) given in (12) for values
r ≥ a, that is for asymptotically large values of r. One
sees immediately that the corresponding r-dependence is
contained in the propagating function M(yn), whose ar-
gument yn is given by (15). It follows by inspection of
this expression that for a given value of the time t, r  a
implies
|r|  |2κnt|, (31)
and hence yn behaves as,
yn ≈ 1
2
e−ipi/4
1
t1/2
r. (32)
One then may obtain, in view of the right-hand side ex-
pression in (14), the asymptotic expansion of M(yn) for
|yn|  1 [29],
M(yn) ≈ 1
2
e(ir
2/2t)
[
1
pi1/2yn
− 1
pi1/2y3n
+ ...
]
, (33)
to write the leading term of the decaying wave function
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Figure 4: The same as in Fig. 1 for the normalized quantum box initial state (q = 2). In this case the prapagating wavefront travels at a
higher velocity v2. A transition from the dacaying state q = 2 to the decaying state q = 1 can be visually appreciated in sequence of graphs
on the left. A smaller structure associated to the state q = 1 can be appreciated in the inset traveling lagged behind the main wavefront. The
red dot indicates the classical position r1 = v1t.
Ψ(r, t) for r  a as,
Ψex(r, t) ≈ 1
pi1/2
eipi/4eir
2/4tt1/2
∞∑
−∞
Cnun(a)
1
r
, (34)
which shows that Ψex(r, t) is quadratically integrable. No-
tice that in (34), the given value of t must satisfy (31).
From the above considerations, one sees therefore, that
as time evolves the initial probability density decays to
the outside. Equation (34) means from the well known
expression for flux conservation [56] that since the proba-
bility current vanishes at infinity one obtains,
∂
∂t
∫ ∞
0
|Ψ(r, t)|2 dr = 0, (35)
where Ψ(r, t) is given by (10). Since the initial state is
normalized to unity, (35) means that at each instant of
time t the non-Hermitian expression (26) for the decaying
wave satisfies unitarity, so one may write,∫ ∞
0
|Ψ(r, t)|2 dr = Iin(t) + Iex(t) = 1. (36)
Next section exemplifies our findings for an exactly solv-
able model.
5. Model
As an example, let us consider the s-wave δ-shell poten-
tial, which has shown to provide an excellent qualitative
description of tunneling decay [57, 51, 26],
V (r) = λδ(r − a), (37)
where λ stands for the intensity of the potential and a for
the radius. In our example we use λ = 100 and a = 1. The
resonance solutions to the problem with complex energy
eigenvalues κ2n = En − iΓn/2 read,
un(r) =
 An sin(κnr) r ≤ a
Bn e
iκnr, r ≥ a,
(38)
where we recall that κn = αn−iβn. From the continuity of
the above solutions and the discontinuity of its derivatives
with respect to r (due to the δ-function interaction) at the
boundary value r = a, it is obtained that the set of κn’s
satisfy the equation,
2iκn + λ(e
2iκna − 1) = 0. (39)
For λ > 1 one may write the approximate analytical solu-
tions to Eq. (39) as [28]
κn ≈ npi
a
(
1− 1
λa
)
− i 1
a
(npi
λa
)2
. (40)
One may solve numerically (39) by using iterative proce-
dures as the Newton-Rapshon method, which allow us to
calculate the complex poles κn with the desired degree
of approximation using the approximate solution given by
(40) to generate the initial values. For a given value of the
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intensity λ and a radius a of the δ-potential, one may then
evaluate the corresponding set of complex poles {κn} and
the set of normalized resonance states {un(r)}.
Since except at ultrashort times there is no memory of
the initial state in the decay process [55, 39], we model the
initially confined state by an infinite barrier box state,
Ψ(r, 0) =
√
2
a
sin
(qpi
a
r
)
, q = 1, 2, 3..., (41)
from which the expansion coefficients {Cn} to the problem
are easily obtained analytically.
A relevant feature of the resonance formalism is that
it provides exact analytic time-dependent solutions both
within the internal region of the potential and along the
external region. This allow us to see the time evolution of
the decay of the initial state in the internal region as well
the propagation along the external region.
Figure 1 provides a plot of |ΨG(r, t)|2, given by (1), and
|Ψex(r, t)|2, given by (12), as a function of the distance
r/a at the fixed time t0 = 0.5 τ , with τ the lifetime of the
system, to exhibit the exponential catastrophe of Gamow’s
solution and the propagating wavefront of the resonance
expansion solution. A similar figure has been presented in
Ref. [38]. It is worth pointing out that the resonance-state
expansion for the propagating transmitted time-dependent
solution of a double barrier resonant tunneling structure
[35], looks similar to |Ψex(r, t)|2 in Fig. 1.
Figure 2 exhibits snapshots of the decay and propaga-
tion of the normalized initial state given by Eq. (41) for
q = 1 (ground state of a quantum box). The left panel con-
tains plots of the probability density |Ψin(r, t)|2 vs r in the
confining internal region calculated from (11), whereas the
right panel exhibits the corresponding plots of the prop-
agating probability density |Ψex(r, t)|2 vs r, using (12),
at each of the selected times t. The numerical values of
t are indicated in the upper right corner of each graph.
This graphical representation allows the visualization of
the time evolution of the probability density |Ψ(r, t)|2 for
quantum decay. We can see that as the probability density
decreases inside the confining potential it grows and prop-
agates along the external region with a wavefront which is
situated at approximately the classical position rn = vnt
with vn = 2αn. In the present case n = 1, which fol-
lows from the fact that the dominant term in the decay
process corresponds to the coefficient C21 ≈ 0.9. We re-
call that the lifetime is given by 1/Γ1. The relevant point
of Fig. 2 is that at each time t, Eq. (27) is essentially
satisfied. By integrating numerically both (28) and (29),
we calculate the values of Iin(t) and Iex(t) indicated in
each graph of fig. 2, and we obtain for each value of t,
at least I(t) = Iin(t) + Iex(t) = 0.999. In order to ensure
a good approximation to the exact result, in our numer-
ical integration we choose a long enough distance (up to
r/a = 4000) along the tail on the right of the main wave-
fronts of Fig. 1. Although these tails look very smooth,
they actually have a fine structure not visible in Fig. 1, as
we show below making an appropriate zoom.
Figure 3 shows a zoom of the second graph of Fig. 2.
It exhibits a succession of peaks whose wavefronts cor-
respond to the contribution to decay of resonance levels
corresponding to the high resonance energy levels. The
distinct red dots, represent the position of the propagat-
ing resonance terms at the positions rn ≈ 2αnt, with
n = 2, 3, 4, .... There is, in fact, an infinite number of
forerunners, in agreement with the nonrelativistic charac-
ter of the formalism. It is worth mentioning the complex-
ity exhibited by these propagating structures all of which
contribute to the integral term Iex(t) to ensure that the
unitarity condition (27) is fulfilled.
Figure 4, in a similar fashion as in Fig. 2 for the initial
state q = 1, exhibits snapshots of the decay and propaga-
tion of the normalized initial state given by Eq. (41) for
q = 2 (second state of a quantum box). As can be seen on
the left graphs of this figure, a transition from the decaying
state q = 2 (characterized by two maxima) to the decay-
ing state q = 1 (with a single maximum) occurs in the
internal region. Initially, the decaying state is governed
by the second resonance state of the system, whose main
wavefront on the outside propagates at approximately the
classical position r2 = 2α2t (clearly visible in each snap-
shot of Fig. 4). After the transition, the decaying state is
the first resonance state of the system, and the correspond-
ing wavefront is traveling behind the main wavefront. In
view of the relatively small amplitude of the latter (since
in this case C21  C22 ≈ 0.9, we need to make a zoom on
the graphs around the classical position r1 = 2α1t to see
it. The inset on the last graph on the right of Fig. 4 ex-
hibits such a traveling structure. In each snapshot shown
in Fig. 4, the values of the integrals Iin(t) and Iex(t) are
also shown, and we can verify that Eq. (27) is satisfactorily
fulfilled.
6. Concluding remarks
We have shown that the exact analytical solution for the
decaying wave solution, given by Eqs. (10), (11) and (12),
involving the full set of resonant eigenfunctions and tran-
sient functions to the problem, satisfies unitarity at each
instant of time. It is worth emphasizing that the square
integrability of the decaying wave solution follows from
the fact that it behaves asymptotically at large distances
as (34) instead of blowing up exponentially. Our result
involving a non-Hermitian Hamiltonian obeying outgoing
boundary conditions provides an exact analytical descrip-
tion of the tunneling decay process and favours the idea of
incorporating in a fundamental fashion this non-Hermitian
treatment of the Hamiltonian to the formalism of quantum
mechanics. Finally, we would like to comment that our ex-
act result on unitarity using transient functions might be
of interest in studies of quasinormal modes of black holes
[58, 59].
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