Abstract. We prove the unique solvability in the holomorphic category of a system of partial di¤erential equations which is a higher order version of the system considered by Bielawski [1] in his study of Ricci-flat Kähler metrics. The system involves a higher order nonlinear equation that is singular in the variable t and is very similar to the one studied by Gérard and Tahara [3] in the 1990s. The proof makes use of a family of majorant functions based on the ones used in Lope-Tahara [6] and Pongérard [4] .
Introduction and main result
In 2002, Bielawski [1] proved the unique existence of a Ricci-flat Kähler metric on a neighborhood of the zero section in the canonical bundle of a real-analytic Kähler manifold, thus extending the metric on the manifold itself.
Let h ¼ P h ij dz i n dz j be a Kähler metric on a complex n-dimensional manifold X and suppose we wish to extend it to a Ricci-flat Kähler metric g in a neighborhood of X in a line bundle L, with the condition that the canonical S 1 -action on L is Hamiltonian. Bielawski noted that, after some variable change, the solvability of this singular Cauchy problem is necessary for the extension to be possible:
with initial conditions ðg ij Þj t¼0 ¼ h ij and ðe v Þj t¼0 ¼ c det h. He then showed that this is indeed locally solvable by considering the following more general system of equations in some neighborhood of the origin in C t Â C The operator L i ðx; q=qxÞ is a second order linear operator whose coe‰cients depend only on x and the function F is holomorphic in all the variables with expansion The 2jbj in the summation above means that in addition to the nonlinear terms, the function F also contains the linear terms in Z. Without the w i 's, the first equation in (1.1) is exactly the singular equation that was extensively studied by Gérard and Tahara in the 1990s [3] . Transforming (1.1) into a single integro-di¤erential equation and suitably applying the technique of Gérard and Tahara [2] , Bielawski proved [1, Theorem A.1] the unique existence of holomorphic functions vðt; xÞ and w i ðt; xÞ that solve the above system, provided that lð0Þ B N Ã .
In this paper, we propose a higher order version of the system (1.1) and prove an analogue of Bielawski's Theorem A.1. In addition, the linear operator that appears in the system is now allowed to depend also on the variable t, a slight generalization of the operator considered by Bielawski. Our method of proof di¤ers from that in [1] and makes use of a family of majorant functions that are constructed using the majorants introduced by Lope and Tahara in [6] and by Pongérard in [4] .
Let m b 1, q b 1 and consider the system:
Here, L ¼ fð j; aÞ A N Â N n ; j þ jaj a m; j < mg and L i ðt; x; q=qxÞ is a linear operator of order q þ 1 whose coe‰cients depend on both x and t. The nonlinear term G has the expansion
The following is our main result:
If the zeros of the polynomial Pðk; 0Þ are not positive integers, then the system (1.2) has a unique holomorphic solution ðv; w 1 ; . . . ; w N Þ that satisfies vð0; xÞ 1 0 and ðq=qtÞ j w i ð0; xÞ 1 0 for i ¼ 1; 2; . . . ; N and j ¼ 0; 1; . . . ; q À 1.
Preliminaries
In proving the convergence of our formal solutions, we will be using a family of majorant functions based on the ones used in [4] and [6] . We say that aðzÞ ¼ P jajb0 a a z a is majored by AðzÞ ¼ P jajb0 A a z a and we write aðzÞ f AðzÞ if and only if ja a j a A a for all a.
. . .g, define the family of functions
ð2:1Þ
Note that for all i A N, j i ðxÞ is convergent when jxj < 1. We state some known properties of j i in the following proposition, the proofs of which can be found in [6] . Observe that if a function f ðxÞ is holomorphic in some neighborhood of jxj a R 0 and bounded there by M, then since 4Sj i ðx=RÞ g 1, we have
where e ¼ R=R 0 < 1. The first three are proved in [4] , while the last two are easily obtained from the properties of j i and F s i .
Proof of main result
Let the linear operator L i (of order q þ 1) be given by
ð3:1Þ
We suppose that all functions appearing in (1.2) and in (3.1) above are holomorphic in their respective domains, that is, for some r 0 , R 0 , r > 0, the functions bðxÞ, c i ðxÞ and h k; m; b ðxÞ are holomorphic in a neighborhood of jx i j a R 0 , while the functions c i g ðt; xÞ and f i ðt; xÞ are holomorphic in a neighborhood of fðt; xÞ A C 2 ; jtj a r 0 ; jx i j a R 0 g. We also assume that c i g ðt; xÞ and f i ðt; xÞ are all bounded by C i in the said neighborhood and G is bounded by M in a neighborhood of fðt; x; Y ; ZÞ A C 1þnþaLþN ; jtj a r 0 ; jx i j a R 0 ; jY i j a r; jZ i j a rg. Lastly, for simplicity, we assume that r 0 and R 0 are less than 1.
We first present the proof for the case when m ¼ 1 and q ¼ 1 in (1.2) as this case already showcases the technical aspects of the proof. Note that this case is nothing but the system (1.1) only that the coe‰cients of the linear operator L i are allowed to depend also on t. The existence and uniqueness of the formal solution of the form vðt; xÞ ¼ P y k¼1 v k ðxÞt k and w i ðt; xÞ ¼ P y k¼1 w i; k ðxÞt k , for i ¼ 1; . . . N, is easily seen because lð0Þ is not a positive integer. This assumption also allows us to find a su‰ciently large A > 0 such that
By comparing the recursive relations for the system (1.1) and the system (4.2) below, we see that any V ðt; xÞ and W i ðt; xÞ ði ¼ 1; . . . ; NÞ that satisfy the following majorant relations will majorize the formal solution:
8 < : 9 = ; V ð0; xÞ 1 0; W i ð0; xÞ 1 0:
The task then of proving the convergence of the formal solutions is reduced to finding holomorphic functions V ðt; xÞ and W i ðt; xÞ that satisfy (4.2). If established, this proposition will then imply that the formal solutions converge in some neighborhood of the origin containing the domain jt=ðcrÞj 1=2 þ jx 1 þ Á Á Á þ x n j < R, and thus completes the proof of our main result. Let us now prove Proposition 4. In the following, the argument of the functions F s i will always be ðt=ðcrÞ; X Þ and will be omitted for brevity. We begin with the second relation in (4.2). Substituting the majorants into this relation, we see that for the right-hand side (RHS), there exists a constant K e such that for all jgj a 2 the first term is majorized by
Here, we incorporated into C e; R the constants K e , C i and R < 1. There also exists a constant C e such that
where e ¼ maxfr=r 0 ; R=R 0 g. Thus, the right-hand side of the second relation in (4.2) will be majorized by
where we have incorporated all other constants into K i; e; n; R . Using Proposition 2(3), the corresponding left-hand side is estimated below as follows:
Comparing (4.6) and (4.5), we see that the second relation holds if the following inequalities are satisfied:
7 K i; e; n; R L 1 and L 3 b K i; e; n; R : ð4:7Þ
Let us now turn our attention to the first relation in (4.2). We apply Proposition 2(3) and Proposition 3(2) to obtain
Thus the left-hand side of the first relation has the following estimate from below:
The above relation will be used to majorize the nonlinear terms of the right-hand side. However, to deal with the W i 's, we need a stronger estimate and so we will not simplify as much as we did in (4.8). We have
ð4:9Þ
To majorize the corresponding right-hand side, we consider the two summations separately. The first summation, which we will denote by RHS 1 , is majorized by
where we incorporate into K 2 all the constants arising from the application of Proposition 3(5). To majorize the second summation, we need to majorize tqV =qt, qV =qx i and W i . Using Propositions 2(3) and 3(2), we have
Similarly, by Proposition 2(3), for any i ¼ 1; . . . ; n, we have
and finally, by Propositions 2(2), 2(3) and 3(2), for cr < 1, we obtain
ð4:13Þ
Note that the last relation a‰rms that each W i is convergent. We are now ready to find a majorant for the nonlinear terms of the righthand side ðRHS 2 Þ. Using the majorants (4.11), (4.12) and (4.13), Proposition 2(2) and since F 
where B 1; e is the constant obtained by applying the properties of F s i and j i , and the last simplification is possible if we force
Taking note of (4.15) and (4.7) and by comparing (4.9) to (4.10) and (4.8) to (4.14), we see that the first and second relation holds if the following inequalities are satisfied:
ð4:21Þ
This means that V and W i in (4.3) and (4.4) will satisfy (4.2) if inequalities (4.15)-(4.21) simultaneously hold. For this to happen, we choose L 3 large enough to satisfy (4.16), choose L 1 to satisfy (4.17) and then choose an L 2 to satisfy (4.18), fixing each of them at each step. Finally, we choose a small enough c so that (4.15), (4.19), (4.20) and (4.21) are all satisfied.
The general case
We assume formal solutions of the form vðt; xÞ ¼ P y k¼1 v k ðxÞt k and w i ðt; xÞ ¼ P y k¼q w i; k ðxÞt k , for i ¼ 1; . . . ; N. Writing f i ðt; xÞ ¼ P y k¼0 f i; k ðxÞt k , we obtain the following formulas for the coe‰cients of t k : 
for some functions G k and H k . Since Pðk; xÞ 0 0 for all k and for all jx i j a R 0 , the unique existence of the formal solutions is guaranteed. Let us now prove convergence. We can find a su‰ciently large A > 0 such that
Using this constant A, we can construct a majorant system such that any V ðt; xÞ and W i ðt; xÞ ði ¼ 1; . . . ; NÞ that satisfy these relations major the formal solution vðt; xÞ and w i ðt; xÞ, respectively. Analogous to (4.2), the majorant relations to be satisfied are given by: The task of proving the convergence of the formal solutions is again reduced to finding holomorphic functions V ðt; xÞ and W i ðt; xÞ that satisfy (5.1). This proposition means that the formal solutions converge in some neighborhood of the origin containing the domain jt=ðcrÞj
The rest of this section is devoted to the proof of this proposition. We again assume that the argument of F s i is always ðt=ðcrÞ; X Þ and omit it in the following relations. We begin with the second relation in (5.1). We estimate the left-hand side as follows:
Here, K 1 is the constant obtained when we applied Proposition 2. As for the corresponding right-hand side, there exists a C h; e such that for all jgj a q þ 1,
where we incorporated into K h; e; R all the other constants. Summing up over all g, we see that the right-hand side (RHS) of the second relation of (5.1) will be majorized by RHS f C i K e; n; h; q; R ðF h h þ L 1 tF h 0 Þ; ð5:5Þ for some positive constant K e; n; h; q; R .
Let us now turn our attention to the first relation in (5.1). We bound the left-hand side from below. For some constant B h > 0, we have
We then use the above relation to majorize the nonlinear terms of (5.1). As in the previous case, we need the following stronger estimate: 
