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Abstract
A numerical scheme applicable to arbitrarily structured C-grids is presented for
the nonlinear shallow-water equations. By discretizing the vector invariant form of
the momentum equation, the relationship between the nonlinear Coriolis force and
the potential vorticity flux can be used to guarantee that mass, velocity and po-
tential vorticity evolve in a consistent and compatible manner. Underpinning the
consistency and compatibility of the discrete system is the construction of an aux-
iliary thickness equation that is staggered from the primary thickness equation and
collocated with the vorticity field. The numerical scheme also exhibits conserva-
tion of total energy to within time-truncation error. Simulations of the standard
shallow-water test cases confirm the analysis and show convergence rates between
1st- and 2nd-order accuracy when discretizing the system with quasi-uniform spheri-
cal Voronoi diagrams. The numerical method is applicable to a wide class of meshes,
including latitude-longitude grids, Voronoi diagrams, Delaunay triangulations and
conformally-mapped cubed-sphere meshes.
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1 Introduction
In a previous and related effort, Thuburn et al. [35], hereafter T09, consider
the formulation of a discrete method for robust simulation of geostrophic ad-
justment. When the geostrophic adjustment problem is considered with a con-
stant Coriolis parameter, the continuous linear system supports a stationary
mode in geostrophic balance that is characterized by purely rotational flow;
divergence is everywhere identical to zero for all time and the time tendency
of vorticity is also zero for all time. In the limit of geostrophic balance, the
steady-state flow is along lines of constant pressure with an exact cross-flow
balance between the horizontal pressure gradient force and the Coriolis force.
The discrete method considered in T09 is a finite-volume approach based on
a C-grid staggering. This approach retains prognostic equations for mass at
the center of finite-volume cells and for the normal component of velocity at
the faces (or edges in 2D) of finite-volume cells. While C-grid methods lead to
an excellent representation of gravity waves in relation to other finite-volume
grid staggerings [4], the method’s ability to reproduce geostrophic balance
is sometimes problematic [20]. The root cause of this problem is in the dis-
crete formulation of the Coriolis force; the Coriolis force is proportional to
the tangential component of velocity, which is not known. Since the tangen-
tial velocities are not known, these velocities must be reconstructed based
on neighboring values of normal velocity. The primary result of T09 is the
derivation of a robust method for the reconstruction of the tangential veloc-
ities on arbitrarily structured C-grids such that the discrete system allows
exact geostrophic balance to be maintained when appropriate.
T09 limited the scope of analysis to the linearized shallow-water equations.
The primary purpose of this presen effort is to extend the previous analysis to
the nonlinear shallow-water equations with focus on the analysis of potential
vorticity dynamics and system energetics within the discrete system. Even
though the analysis of T09 is carried out for the linearized shallow-water
equations with a constant Coriolis parameter, their results are essential for the
extension to the full nonlinear shallow-water equations solved on the sphere.
With the growing interest in the use of unstructured meshes for the simula-
tion of ocean and atmosphere flows, a significant amount of effort has been
devoted to the treatment of the Coriolis force in C-grid methods. While the
reconstruction of the tangential velocity required for computing acceleration
due to the Coriolis force is straightforward on square meshes, the task be-
comes significantly more difficult on other meshes, such as Voronoi diagrams
or Delaunay triangulations. While in the continuous system the Coriolis force
is orthogonal to the velocity vector and, thus, energetically-neutral, this prop-
erty is not trivial to satisfy for a C-grid staggering on arbitrarily-structured
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meshes. Since the Coriolis force can serve as an infinite source of kinetic energy
in discrete systems where it is not energetically-neutral, efforts in reconstruct-
ing the discrete Coriolis force have sometimes focused exclusively on system
energetics (e.g. [30], [12] and [15]). Significantly fewer efforts have recognized
that the Coriolis force is not only central to the energetics of the discrete
system, but also plays a fundamental role in the discrete vorticity budget
(e.g. [23] and [6]). While conservation of energy and absolute vorticity are
critically important aspects of discrete models that are intended to simulate
geophysical flows, these properties are not sufficient for the robust simulation
of geophysical flows. The critical aspect of the discrete system that has to be
included is that of potential vorticity dynamics, as was address by [26] and
[2]. The primary purpose of this contribution is to derive a discrete method on
arbitrarily-structured C-grids that allows for the conservation of total energy
and a robust simulation of potential vorticity dynamics. As shown below, a
single term in the momentum equation, the nonlinear Coriolis force, plays a
central role in both the energy and potential vorticity dynamics. As a result,
energy and potential vorticity can not be adequately treated in isolation, but
require a unified approach.
The results of T09 are particularly relevant to the construction of the discrete
potential vorticity (PV) equation. Potential vorticity has proven to be a key
quantity in the theoretical and observational intrepretation of atmosphere
and ocean dynamics (e.g. [7] and [18]). As discussed in Hoskins et al. [14],
the broad utility of PV stems both from its ability to inform local processes
by acting as a Lagrangian tracer and from its ability to inform large-scale,
balance-dominated processes through the principle of invertibility. Given the
fundamental importance of PV in geophysical flows, numerical models are
sometimes constructed to faithfully represent some aspects of the PV dynamics
within the discrete system (e.g. [2], [26], [33] and [16]). We carry forward that
idea here, but have to overcome two significant hurdles to be successful.
The first hurdle is one of compatibility with the momentum equation. In a
C-grid method, the discrete PV equation is obtained by applying the dis-
crete curl operator to the velocity equation, then combining that result with a
discrete equation for layer thickness. Compatibility with the momentum equa-
tion is the ability to derive a flux-form expression of the PV equation that is
a direct analog of its continuous counterpart in the sense that the tendency
of thickness-weighted PV is due solely to one term and that term is the di-
vergence of a PV flux. Compatibility in the sense defined here is sufficient
to guarantee local and global conservation since the sole forcing term in the
discrete PV equation is the divergence of a flux.
The second hurdle is one of consistency with the Lagrangian behavior of PV.
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In the frictionless and adiabatic limit, PV evolves as
Dq
Dt
= 0, (1)
where q is PV and D/Dt is the material derivative. For the numerical scheme
to be considered consistent with respect to the Lagrangian behavior of PV, we
require the discrete system to possess an analog to (1) in the sense that the
discrete PV field evolves with the same material derivative as the underlying
continuity equation from which the PV is derived.
In a finite-volume formulation, a consistent representation of the PV La-
grangian property requires that the flux-form PV equation be consistent with
an underlying flux-form thickness equation such that if q(x, t) is uniform (i.e.
independent of x) at some time t, then q(x, t) is uniform for all time. We con-
sider consistency with the Lagrangian properties of PV to include the preser-
vation of a constant PV field for all time. It is important to note that within
a finite-volume formulation, compatibility with the momentum equation is a
necessary prerequisite for consistency with the Lagrangian property of PV.
Finite-volume methods designed for simulation of geophysical flows are of-
ten constructed to mimic integral constraints found in the continuous system,
such as conservation of thickness-weighted PV in the shallow-water system
that follows from compatibility. However, conservation of PV in the discrete
system is not sufficient to guarantee that the discrete system mimics the La-
grangian property of PV defined in (1). In particular, conserving PV in the
shallow-water system does not guarantee consistency. The lack of control that
conservation exerts on the Lagrangian property of PV is frequently overlooked,
e.g. [6], and results in less robust simulations.
The aim of this contribution is to construct the discrete principles of PV
compatibility and consistency, along with the principle of total energy con-
servation, within the very general framework of arbitrarily-structured meshes.
These discrete principles have been demonstrated before, but only for regular
grids, such as square meshes (e.g. [26] and [2]). The results produced below
hold for a broad class of meshes that utilize the C-grid staggering, includ-
ing arbitrary Voronoi diagrams [11], arbitrary Delaunay triangulations [6],
stretched-poles grids [29] and conformally-mapped cubed-sphere meshes [1].
The requirement for the method derived below to hold is that the mesh be
locally orthogonal in the sense that the edges that define mass cells and the
edges that define vorticity cells are perpendicular at their intersection. The
findings of Sadourny [26] on a square mesh are recovered as a special case of
this general method.
While the method holds for a broad class of meshes, the example simulations
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used to confirm the analytic results are constructed using the Voronoi diagram
and Delaunay triangulations. Voronoi diagrams and Delaunay triangulation
are deeply connected. A specification of either uniquely determines the other.
For this reason, the two meshes are often referred to as duals. The strong rela-
tionship proves extremely useful when developing staggered-grid methods that
require extensive use of both a prime mesh and a dual mesh. In addition, the
Voronoi-Delaunay combination along with the C-grid staggering combine to
form a discrete analog of the Helmoltz decomposition [21]. Thus, the vorticity
and divergence fields contain equivalent information to the velocity field in the
discrete system, as they do in the continuous system. This relationship proves
useful when attempting to connect the evolution of velocity to the evolution
of vorticity.
The paper is presented as follows: Section 2 discusses principles of PV dy-
namics and energy conservation within the context of the continuous system.
Special attention in Section 2 is given to the relationship between the PV
flux and the nonlinear Coriolis force. Section 3 develops the discrete system
such that the principles of PV consistency, compatibility and conservation and
total energy conservation hold. Section 4 presents numerical results intended
primarily to confirm the analytical findings. Section 5 concludes with a discus-
sion of possible extensions of the proposed method and the types of problems
that become tractable using these techniques.
2 Governing Equations
Nonlinear shallow-water equations
The nonlinear shallow-water equations can be expressed as
∂h
∂t
+∇ · (hu) = 0, (2)
∂u
∂t
+ (u · ∇)u + fk× u = −g∇ (h+ b) + µk, (3)
where prognostic equations are written for the evolution of the fluid thick-
ness, h, and the fluid vector velocity, u. The unit vector, k, points in the
local vertical direction. We consider the velocity field to exist in R3 and the
Lagrange multiplier, µk, is formally included following [8] to constrain u to
the R2 surface of the sphere. We assume throughout that k ·u ≡ 0. The three
parameters in the system are gravity, g, Coriolis parameter, f , and bottom
topography, b. The discretization of the nonlinear transport term in (3) is
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problematic when considering issues related to potential vorticity and energy
conservation. An alternative is to transform (3) into what is commonly re-
ferred to as the “vector-invariant form” that is obtained by using the vector
identity,
(u · ∇)u = (∇× u)× u +∇|u|
2
2
, (4)
to replace the (u · ∇)u term in (3) to obtain
∂u
∂t
+ ηk× u = −g∇ (h+ b)−∇K, (5)
where η = k ·∇×u+f is the absolute vorticity and K = |u|2 /2 is the kinetic
energy. 1
In the shallow-water system the fluid PV is related to the absolute vorticity
and thickness field as
q =
η
h
. (6)
Using (6) we can rewrite (5) to produce
∂u
∂t
+ q(hu⊥) = −g∇ (h+ b)−∇K, (7)
where u⊥ = k×u. The term q(hu⊥) is interpreted as the thickness-flux, hu⊥,
of PV in the direction perpendicular to the velocity u. We refer to q(hu⊥) as
the nonlinear Coriolis force since it contains the quasi-linear Coriolis force fu⊥
and the rotational part of the nonlinear transport term (u · ∇)u. Note that
due to the inclusion of the rotational part of the nonlinear transport term,
the “nonlinear Coriolis force” is no longer entirely an artifact of posing the
equations in a rotating coordinate system. The benefits of using (7) as the
basis for the discrete model are discussed below.
1 When moving from (3) to (5) using (4), the Lagrange multiplier term in (3) is
eliminated. This can be seen by expanding (∇× u)×u in, say, spherical polar coor-
dinates. In addition to recovering the ηk×u in (5) we obtain an additional tendency
term in the local vertical direction. The requirement that this term should exactly
cancel the Lagrange multiplier term determines the value of µ. The remaining terms
in the equation are then purely horizontal.
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Vorticity and divergence formulation
Vorticity and divergence are derived quantities; both quantities are obtained
through manipulation of the velocity equation. The vorticity and divergence
equations can be obtained by taking k · ∇× (7) and ∇· (7), respectively, to
yield
∂η
∂t
+ k · ∇ ×
[
ηu⊥
]
= 0, (8)
∂δ
∂t
+∇ ·
[
qhu⊥
]
= −g∇2(h+ b)−∇2K, (9)
where δ = ∇ · u is the divergence and we have replaced ∂ (k · ∇ × u) /∂t by
∂η/∂t in (8) since ∂f/∂t = 0. We can manipulate (8) into a more familiar
form by noting that k · ∇ ×
[
ηu⊥
]
= ∇ · [ηu] to obtain
∂η
∂t
+∇ · [ηu] = 0. (10)
Given the relationship between absolute vorticity and PV, we can rewrite (10)
as
∂
∂t
(hq) +∇ · [qhu] = 0. (11)
Note that (1) can be recovered by combining (2) and (11). By virtue of the
Helmoltz Decomposition Theorem, e.g. [22], vorticity and divergence form a
complete description of the underlying velocity vector; if one has access to the
vorticity and divergence fields, then the velocity field is uniquely known (for
a simple domain). Since the equation sets [(10), (9)] or [(11), (2), (9)] form a
complete description of the underlying vector velocity field, either combination
can be used as the basis for a numerical model 2 , with the former combina-
tion utilized in, for example, [24] and the latter combination utilized in, for
example, [33]. The benefit of retaining hq as a prognostic equation is that the
evolution of PV can be strongly controlled through the calculation of the flux
divergence term ∇ · [ηu] via the use of advanced flux-transport algorithms
2 The application of the curl and divergence operators increases by one the order
of the partial differential equation. As a result, additional boundary conditions are
required to close the system. In simple domains these extra boundary conditions
are trivially satisfied. In more complicated domains, such as when fluid surfaces
intersect topography, these boundary conditions can be cumbersome to satisfy in a
discrete numerical model. See [19] for details.
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(e.g. [38], [32], [17]). The ability to guarantee that the evolution of PV is, for
example, monotone comes at the cost of having to invert elliptic equations at
every time step and the possibility of having to satisfy additional boundary
conditions. One purpose of this analysis is to exhibit a method that retains
the vector velocity as a prognostic variable, yet also allows for the same level
of control over the evolution of the PV field as retaining PV as the prognostic
variable.
Relationship between the nonlinear Coriolis force and PV flux
The time tendency of the PV in (11) is due solely to the ∇ · [q hu] term, i.e.
to the divergence of the PV-weighted thickness flux. If we start at (11) and
work backwards to trace the origins of the thickness-weighted PV flux term,
our search ends at (7) with the qhu⊥ term. Stated explicitly we find
∂
∂t
(hq) = −∇ · [q hu] = −k · ∇ ×
[
q hu⊥
]
. (12)
So, in fact, the PV-weighted thickness flux that is entirely responsible for the
evolution of hq is the nonlinear Coriolis force in (7). While this relationship
has long been exploited in numerical schemes, it might be fair to say that
the relationship has not been discussed with the visibility it deserves. This
relationship is often a key part of discretizations of the velocity equation (e.g.
[2], [26]); these works derive a discrete PV equation that is both consistent
and conservative. The consistency is obtained by demonstrating that the dis-
crete system can combine analogs of (2) and (11) to recover a discrete analog
of (1). More recently, Lin and Rood [16] used the relationship between the
nonlinear Coriolis force and PV flux while developing algorithms for solving
the shallow-water equations on staggered grids. The discrete analysis below
follows the lead of and builds from these previous works. We extend the line
of research by demonstrating the ability to enforce certain constraints on the
time evolution of PV, such as monotonicity, variance-diminishing behavior,
variance preserving behavior, or energetically neutral behavior through the
proper discretization of k · ∇ ×
[
qhu⊥
]
in (7).
Energy relations in the shallow-water system
In addition to an analysis of the potential vorticity dynamics of the discrete
system, we also consider the energetic consistency of the discrete system. Since
most of the degrees of freedom in the discrete system can be constrained
through the principle of energy conservation, an abbreviated analysis of the
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energy relations in the shallow-water system is provided here in order to place
the discrete derivation given below into context.
The kinetic energy equation is derived by first multiplying (7) by hu to obtain
hu ·
[
∂u
∂t
+ q(hu⊥) = −g∇ (h+ b)−∇K
]
, (13)
h
∂K
∂t
+ hu · ∇K = hu · [−g∇ (h+ b)] , (14)
where the fact that u·u⊥ = 0 has been used to eliminate the nonlinear Coriolis
force. The kinetic energy equation is completed by multiplying (2) by K and
adding the result to (14) to obtain
∂ (hK)
∂t
+∇ · (hKu) = hu · [−g∇ (h+ b)] . (15)
Equation (15) is the evolution equation for kinetic energy. The RHS of (15)
represents a sink of kinetic energy as the fluid moves in the direction of in-
creasing (h + b). Equations (14) and (15) clearly show that K is a constant
along particle trajectories when the source/sink term on the RHS is zero.
The potential energy equation is obtained by multiplying (2) by g (h+ b) to
find
∂
∂t
[
gh
(
1
2
h+ b
)]
= −g (h+ b)∇ · (hu) . (16)
Equation (16) is the potential energy equation where the RHS represents a sink
of potential energy in regions where the thickness-flux divergence is positive.
The total energy equation is determined by adding (15) to (16) to obtain
∂E
∂t
+∇ · (hKu) = −∇ · [g (h+ b)hu] (17)
where
E = hK + gh
(
1
2
h+ b
)
(18)
is the total energy.
There are at least three aspects of the continuous energy equation that are
beneficial to mimic in the discrete system. The first is that the nonlinear
Coriolis force neither creates nor destroys energy. The second aspect is that
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the flux-divergence term ∇ · (hKu) in (17) is numerically preserved when
combining the discrete forms of K×(2) and (13), implying that K is conserved
under transport. And the third aspect is that source terms on the RHS of (15)
and (16) combine to form a flux divergence term to ensure conservation of total
energy. If these three aspects of the total energy budget can be mimicked in
the discrete system, then we can be assured that the discrete model will not
exhibit spurious growth or decay of energy over time.
3 Discrete System
Notation
The discrete system requires the definition of seven elements. These seven
elements are composed of two types of cells, two types of lines, and three
types of points. These elements are depicted in Figure 1 and defined in Table
1. Let the space (either the plane or the surface the sphere) be tessellated by
two meshes, a primal mesh composed of Ni cells and a dual mesh composed
of Nv cells. Each corner of a primal mesh cell is uniquely associated with the
“center” of a dual mesh cell and vice versa. The two types of cell objects are
primal mesh cells Pi and dual mesh cells Dv. Let the center of any primal
mesh cell, Pi, be denoted by xi and the center of any the dual mesh cell, Dv,
be denoted by xv. The boundary of a given primal mesh cell Pi is composed
of the set of lines that connect the xv locations of associated dual mesh cells
Dv. Similarly, the boundary of a given dual mesh cell Dv is composed of the
set of lines that connect the xi locations of the associated primal mesh cells
Pi.
As shown in Figure 1, a line segment that connects two primal mesh cell
centers is uniquely associated with a line segment that connects two dual
mesh cell centers. For this analysis we assume that these two line segments
cross and the point of intersection is labeled as xe. In addition, we assume
that these two line segments are orthogonal as indicated in Figure 1 (for a full
treatment of the properties of the Voronoi diagram, including the property of
orthogonality, see [5]). Each xe is associated with two distances: de measures
the distance between the primal mesh cells sharing xe and le measures the
distance between the dual mesh cells sharing xe.
Since the two line segments crossing at xe are orthogonal, these line segments
form a convenient local coordinate system for each edge. At each xe location
a unit vector ne is defined to be parallel to the line connecting primal mesh
cells. A second unit vector te is defined such that te = k× ne.
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In addition to these seven element types, we require the definition of sets of
elements. In all, eight different types of sets are required and these are defined
and explained in Table 2 and Figure 2. The notation is always of the form of,
for example, i ∈ CE(e), where the LHS indicates the type of element to be
gathered (cells) based on the RHS relation to another type of element (edges).
The target primal mesh is a Voronoi diagram of the surface of the sphere.
The primal mesh cell centers xi are generated by recursive bisection of the
icosahedron [13]. The xi locations are then iteratively modified to produce a
Spherical Centroidal Voronoi Tessellation (SCVT) (see [9] and [10]). SCVTs
are a special subset of Voronoi diagrams where the xi location is not only a
Voronoi generator, but also the centroid of cell Pi.
It is important to note that the bisection method can lead to meshes that may
or may not be Voronoi diagrams. For example, the bisection method used by
[13] leads to a Voronoi diagram, while the bisection method used by [36] does
not. The difference arises due to the positioning of the dual mesh centers xv.
Confusion can arise since both [13] and [36] refer to their meshes as icosahedral
grids. The term “icosahedral grid” is commonly interchanged with the term
“geodesic grid.” While the term icosahedral grid conveys some connection to
grid generation rooted to the icosahedron, the term geodesic grid is far less
clear. In an attempt to avoid confusion, we simply refer to the meshes utilized
herein as Voronoi diagrams; given the xi locations, the mesh is uniquely spec-
ified by the Voronoi-diagram attribute. And finally, while we only exhibit the
method for Voronoi diagrams that result in the quasi-uniform tessellation of
the sphere, the analysis formally holds for any Voronoi/Delaunay combination
as well as the other meshes mentioned in the Introduction.
Equations
The discrete system is constructed starting from (2) and (7). The discrete
thickness and velocity equations are expressed as
∂hi
∂t
= − [∇ · Fe]i , (19)
∂ue
∂t
+ F⊥e q̂e = − [∇ (g(hi + bi) +Ki)]e , (20)
where Fe = ĥeue and F
⊥
e is the thickness flux in the direction perpendicular
to Fe. Equation (20) is obtain by taking ne·(7) at edge locations. The manner
by which we obtain F⊥e is specified below. The thickness hi, topography bi
and kinetic energy Ki are defined on the primal mesh at positions xi, while
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the velocity ue is defined at the edge points xe. See Figure 3 for more in-
formation regarding the positioning of the discrete variables. The thickness
field hi represents the mean thickness over the area spanned by primal cell
i and the velocity ue represents the component of the velocity vector in the
direction normal to the primal cell edge. The (̂·)e symbol represents a (yet
unspecified) averaging of a field from its native location to the velocity point
xe. Throughout the analysis we define Fe = ĥeue and F
⊥
e = [hu]
⊥
e to represent
the thickness flux per unit length in the ne and te directions, respectively.
The items in (19) and (20) that require specification in order to close the
system include four scalar definitions (ĥe, q̂e, Ki and F
⊥
e ) and three operator
definitions ([∇× ( · )]v, [∇ ( · )]e and [∇ · ( · )]i).
Specification of the discrete divergence, gradient and curl operators
It turns out that the obvious choices for the discrete divergence, gradient
and curl operators are also appropriate choices. Given an arbitrary thickness
flux field Fe defined at the velocity points and representing the flux per unit
length across the le edge, the divergence operator is defined at the centers of
the primal mesh as
(∇ · F)i = 1
Ai
∑
e∈EC(i)
ne,i Fe le, (21)
where Ai is the area of the primal mesh cell i. In order to remove the ambiguity
in the sign of Fe we assume that Fe is positive when it fluxes thickness in the
ne direction. We also define an indicator function ne,i, where ne,i = 1 when ne
is an outward normal of cell i and ne,i = −1 when ne is an inward normal of
cell i. See Fig. 3.
As shown in Fig. 3, the gradient operator is defined as
(∇h)e = 1
de
∑
i∈CE(e)
−ne,i hi. (22)
Similarly, the curl operator is defined as
k · (∇× F)v = 1
Av
∑
e∈EV (v)
te,vFe de, (23)
where Av is the area of the dual mesh cell v. Similar to ne,i, the indicator
function te,v keeps track of whether a positive Fe makes a positive or negative
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contribution to the curl function at dual mesh cell v. If the vector k × ne is
directed toward xv, then te,v = 1. See Fig. 3 for details.
Flux mapping from the primal to the dual mesh
The breakthrough that makes this analysis possible is the robust flux interpo-
lation scheme derived in T09. The flux interpolation scheme in T09 guarantees
the following: Given an arbitrary flux field Fe defined at the velocity points
and representing the flux per unit length across an le edge, we know via (21)
that this will result in a divergence, say δFi , defined at primal mesh cells. In the
symbol δFi the δ denotes divergence, the superscript F indicates divergence of
flux “F” and the subscript i specifies the mesh on which δF resides. The flux
interpolation scheme from T09 maps the Fe field to a F
⊥
e field such that the
divergence of F⊥ on the dual mesh, say δF
⊥
v , is a convex combination of the
surrounding δFi values. The specific form of the flux interpolation operator is
F⊥e =
1
de
∑
e′∈ECP (e)
we,e′le′Fe′ = M(Fe). (24)
The weights we,e′ in (24) are chosen such that
δF
⊥
v =
1
Av
∑
i∈CV (v)
Ri,vAiδ
F
i = I
[
δFi
]
(25)
where Ri,v is the weight associated with each primal-dual mesh intersection
area. As shown in Fig. 4 of T09, Ri,v represents the area of intersection between
primal mesh cell Pi and dual mesh cell Dv normalized by the area of Pi. The
function I denotes the manner in which the scalar divergence field on the
primal mesh is mapped to the dual mesh. The consistency requirements on
Ri,v are
∑
v∈V C(i)
Ri,v = 1, (26)
0 ≤ Ri,v ≤ 1. (27)
The requirements that Ri,v be bounded between zero and one and sum to
one is sufficient to guarantee that the function I is a monotone interpolating
function. An interpretation of (24)-(27) is that we have produced a mapping
of an arbitrary flux field Fe directed in the ne direction to a new flux field F
⊥
e
directed in the te direction such that δ
F⊥
v is an interpolation of the δ
F
i . This
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relationship between F⊥e and Fe is used below to develop consistent thickness
and potential vorticity equations, each valid on the dual mesh.
Specification of the auxiliary discrete thickness equation
In this section we demonstrate that the properties of the flux mapping operator
M defined in (24) enable the specification of an auxiliary, dual-mesh, discrete
thickness equation. We begin by defining an equation for the evolution of
thickness on the dual mesh having the same form as the thickness equation
on the primal mesh (19) as
∂hv
∂t
= − 1
Av
∑
e∈EV (v)
te,v F
⊥
e de = −
[
∇ ·
(
F⊥e
)]
v
= − [∇ · (M(Fe))]v . (28)
Consider the following scenario: Given an initial condition for the hi field,
generate the hv field at t = 0 such that it is a monotone interpolation of the
hi field. Referring to Fig. 2 this implies that the value of h
(v)
1 is bounded by
the h
(i)
1 , h
(i)
2 , and h
(i)
3 values at t = 0.
3 Since the function M is derived to
guarantee that [∇ · (M(Fe))]v is an interpolation of [∇ · Fe]i for any Fe, we
are assured that the RHS of (28) is always an interpolation of the RHS of (19).
With the initial condition and tendency of (28) shown to be an interpolation
of (19), we know that hv is an interpolation of hi for all time.
Alternatively, the thickness field on the dual-mesh can be determined diagnostically.
At some time t the primal mesh thickness field is expressed as
hi(t) = hi(0)−
t∫
0
[∇ · Fe]i dt = hi(0)−
t∫
0
δFi dt. (29)
Similarly, the dual mesh thickness field can be expressed as
hv(t) = hv(0)−
t∫
0
[∇ ·M(Fe)]i dt = hv(0)−
t∫
0
δF
⊥
v dt. (30)
3 When referencing fields with specific indices, the notation h(i)1 is used to make
clear that the variable h is defined on the primal mesh i and the specific location is
cell 1. This notation is only used for fields that reside at multiple locations.
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Using the interpolating function I in (25) to compute both hv(0) and δ
F⊥
leads to
hv(t) = I [hi(0)]−
t∫
0
I
[
δFi
]
dt. (31)
Since the interpolation operator I is additive, it commutes with the time
integral to produce
hv(t) = I [hi(0)]− I
 t∫
0
(
δFi
)
dt
 = I
hi(0)− t∫
0
(
δFi
)
dt
 = I [hi(t)] .(32)
So the dual-mesh thickness field can be determined prognostically through the
use of (30) or determined diagnostically through the use of (32); both methods
will lead to the same hv value to within round-off error. Because the dual mesh
thickness field is an interpolation of the primal mesh thickness field, the order
of accuracy of hv will be determined by either the order of accuracy of hi or
the order of accuracy of the interpolation function, whichever is lower.
Specification of the discrete PV equation
In this section we demonstrate that a discrete PV equation can be derived
from the discrete velocity equation such that the velocity field and the PV
field are compatible for all time. In addition, we demonstrate that the discrete
PV equation is consistent with the Lagragrian property of PV by exhibiting
that the discrete PV equation and an underlying thickness evolution equation
have the same material derivative. The combination of compatibility and con-
sistency leads to a discrete system where a velocity that produces a uniform
PV field at t = 0 will evolve in such a way as to maintain a uniform PV field
for all time.
As shown in (23) and Figure 3, the discrete curl operator maps a flux field
defined by normal components at edges to the centers of the dual mesh. As a
result, all curl-derived quantities such as relative vorticity and PV will reside
on the dual mesh. Applying the discrete curl operator defined in (23) to (20)
yields
∂ηv
∂t
+
1
Av
∑
e∈EV (v)
te,v F
⊥
e q̂e de = 0 (33)
where F⊥e = M(Fe) with the mapping operator, M , defined in (24). Note
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that we have used the discrete vector identity of ∇×∇ [g (hi + bi) +Ki] = 0
proven in Appendix A. As in the continuous system, we assume that the time
derivative of the Coriolis parameter is zero in order to express LHS of (33) as
the time tendency of absolute vorticity. We define the discrete PV as
qv = ηv/hv, (34)
and substituting (34) into (33) yields
∂
∂t
(hvqv) +
1
Av
∑
e∈EV (v)
te,v F
⊥
e q̂e de = 0. (35)
In order for (35) to be a valid evolution equation for qv it is required to be
consistent with an underlying thickness evolution equation; (35) must reduce
identically to (28) when qv ≡ 1. If we set qv = 1 in (35) and require that
q̂e = qv when qv is spatially uniform, then we find that (35) reduces to
∂hv
∂t
+
1
Av
∑
e∈EV (v)
te,v F
⊥
e de = 0 (36)
which is identical to the evolution equation for hv shown in (28).
This method results in an exact compatibility between the discrete momen-
tum equation (20) and the discrete potential vorticity equation (35) in the
same way that their continuous counterparts are compatible. We can obtain
PV at some time, t, in two ways. In the first method we integrate (20) to
time t, take the curl of the ue field, add in the Coriolis parameter and then
divide the result by hv at time t obtained via (32). In the second method we
integrate (35) to time t and divide by hv at time t obtained via (28). The
first method is a diagnostic determination of PV while the second method is a
prognostic determination of PV. This analysis proves that these two estimates
of PV will be identical so long as both approaches use (24) to determine F⊥e
and both approaches use the same method for computing q̂e. We exhibit this
interchangeability between the prognostic and diagnostic forms of the dual-
mesh thickness and PV equations in the Section 4. The implication is that PV
can be determined in a compatible, consistent and conservative manner on the
wide class of meshes accommodated here while using a C-grid staggering.
Conservation of Energy
We note that the above derivation of auxiliary thickness and PV equations is
accomplished with only having to specify the definition of F⊥ using (24) and
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requiring that q̂e = qv when qv is spatially uniform. The purpose of this section
is to determine the appropriate constraints on the remaining three scalar de-
grees of freedom (ĥe, q̂e, Ki) such that total energy is conserved in the discrete
system to within time truncation error. Perot [23] conducted a similar energy
analysis for the incompressible 2D Navier-Stokes equations. The analysis con-
ducted below extends the effort of [23] by including compressibility (by virtue
of varying thickness) and by including the exchanges between potential and
kinetic energy. With only minor modifications, the below analysis is applicable
to the fully-compressible 2D Navier-Stokes equations.
We recognize that if this method is implemented in a 3D model based on
the primitive equations, then other choices for ĥe, q̂e, Ki might be more ap-
propriate. Regardless, the constraint of conservation of total energy provides
an excellent first approximation to these degrees of freedom. Furthermore,
there is significant value in simply demonstrating that total energy can be
conserved within this very general framework. Conservation of total energy
is demonstrated in the discrete system in two parts. First by demonstrating
that the nonlinear Coriolis force does not create or destroy kinetic energy,
then by showing that the exchange of energy between its potential and kinetic
forms conserves the total. Throughout the analysis a continuous-in-time sys-
tem is assumed. As a result, conservation of energy is obtained to within time
truncation error.
Guaranteeing that u · (qhu⊥) = 0 in the discrete system
In the continuous system, the nonlinear Coriolis acceleration, qhu⊥, is always
orthogonal to the velocity field u. This results in the nonlinear Coriolis force
neither creating nor destroying kinetic energy since u · (qhu⊥) = 0 for any qh
and any u. We would like the discrete system to possess this same property.
In this section we retain only the nonlinear Coriolis force in the equation
for velocity; the gradient terms will be analyzed in the following section. We
demonstrate that u · (qhu⊥) = 0 by analyzing the coupling between any two
velocity points involved in the discrete evaluation of the nonlinear Coriolis
force. The result for the coupling between any two velocity points is then
generalized to the full system. Let us choose two velocity points from Fig. 3,
say u1 and u2. Writing the evolution equation for u1 and u2 we have
∂u1
∂t
+ F⊥1 q̂1 = 0, (37)
∂u2
∂t
+ F⊥2 q̂2 = 0. (38)
In order to determine the time-tendency of kinetic energy due to the nonlinear
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Coriolis force, multiply (37) and (38) by ĥ1u1 and ĥ2u2, respectively, to obtain
ĥ1
∂
∂t
(
u21
2
)
+ ĥ1u1F
⊥
1 q̂1 = 0, (39)
ĥ2
∂
∂t
(
u22
2
)
+ ĥ2u2F
⊥
2 q̂2 = 0. (40)
Now expand F⊥1 and F
⊥
2 using (24) and retain only those terms in the nonlinear
Coriolis force that couple u1 and u2 to find
ĥ1
∂
∂t
(
u21
2
)
+ w1,2
ĥ2u2l2
d1
ĥ1u1 q1,2 = 0, (41)
ĥ2
∂
∂t
(
u22
2
)
+ w2,1
ĥ1u1l1
d2
ĥ2u2 q2,1 = 0. (42)
Note that in (41) and (42) we have replaced q̂1 and q̂2 with q1,2 and q2,1; this
allows us to introduce a symmetry into the coupling of edge 1 and edge 2
that will be necessary to prevent the nonlinear Coriolis force from creating or
destroying kinetic energy. This symmetry can be expressed in terms of qe,e′
which denotes the value of PV at edge e′ used in computation of PV flux at
edge e. Now multiply (41) and (42) by A
(e)
1 and A
(e)
2 and add the resulting two
equations to obtain
A
(e)
1 ĥ1
∂
∂t
(
u21
2
)
+ A
(e)
1 w1,2
ĥ2u2l2
d1
ĥ1u1 q1,2 + (43)
A
(e)
2 ĥ2
∂
∂t
(
u22
2
)
+ A
(e)
2 w2,1
ĥ1u1l1
d2
ĥ2u2 q2,1 = 0 (44)
where, for example, A
(e)
1 represents the yet-to-be-defined area-weighting for
each u1 velocity point. The only way to insure that time-tendency terms in
(43) sum to zero is to require
A
(e)
1 w1,2
ĥ2u2l2
d1
ĥ1u1 q1,2 + A
(e)
2 w2,1
ĥ1u1l1
d2
ĥ2u2 q2,1 = 0. (45)
From (39) in T09 we know that w1,2 = −w2,1, so for arbitrary velocity and
thickness fields, (45) reduces to
A
(e)
1 l2
d1
q1,2 − A
(e)
2 l1
d2
q2,1 = 0. (46)
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We can satisfy (46) by requiring
q1,2 = q2,1 (47)
and by defining the area associated with each velocity point as
A(e)e = γ le de (48)
where γ is only constrained in this derivation to be any non-zero, globally-
uniform constant. 4 The requirement that q1,2 = q2,1 is essentially what Eq. (3)
of Sadourny [26] describes as the requirement of an “energy conserving model”.
By showing that the cancellation in the nonlinear Coriolis force occurs for any
two edges 1 and 2, we are guaranteed that the conditions stated in (46) and
(47) will lead to u · (qhu⊥) = 0 in the global sum.
The primary impact of (47) is to force a symmetry into the discrete system.
This symmetry can be trivially satisfied by generalizing the flux mapping
function in (24) to
Q⊥e ≡ F⊥e q̂e =
1
de
 ∑
e′∈ECP (e)
we,e′le′Fe′
(
q˜e + q˜e′
2
) (49)
where Q⊥e is the potential vorticity flux mapped to edge e. Equation (49)
guarantees that the nonlinear Coriolis force is energetically-neutral for any q˜e
and any q˜e′ ; the symmetry required by (47) is guaranteed by the (q˜e + q˜e′)/2
functional form. In order to provide a specific example for how q˜e might be
chosen, let us set
q˜e =
1
2
∑
v∈V E(e)
qv (50)
where the variable q˜e represents the arithmetic mean of the PV values at the
ends of le.
Notice that the q̂e variable originally defined in (20) has been specified by the
definitions of F⊥ and Q⊥. While this variable does not have to be explicitly
calculated in order to close the system, for completeness we can write it as
q̂e =
Q⊥e
F⊥e
. (51)
4 The derivation of a discrete product rule in Appendix A.1 requires γ = 1.
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Note that each edge is associated with a unique q̂e. When qv is a uniform field,
(51) reduces to q̂e = qv thus resulting in a uniform PV field remaining uniform
for all time in the absence of external sources or sinks.
Guaranteeing that the conversion of PE to/from KE is conserved
Guaranteeing a conservative exchange between kinetic and potential energy
can be accomplished with two prerequisites. The first is a discrete analog to
the product rule, ∇ · (φu) = u · ∇φ+ φ∇ · u. For a general Voronoi diagram,
the discrete analog to this identity was shown by Nicolaides [21] and later
used by Perot [23] to shown conservation of total energy in the incompressible
2-D Navier-Stokes system. This identity is included in Appendix A.1. The
second prerequisite is an averaging identity that “moves” scalar data from
cell centers on the primal mesh to cell edges. This identity was a necessary
part of the analysis conducted by Arakawa and Lamb [2] but was not shown.
This averaging identity is derived in Appendix A.2. The process of deriving
a global conserved energy norm will allows for the specification of the final
scalar degree of freedom, Ki. We omit the nonlinear Coroilis force since it is
addressed immediately above.
Note that ĥe is specified during the derivation of the averaging identity (A.9)
and is stated as
ĥe =
∑
i∈CE(e)
hi/2. (52)
We begin by expressing the thickness and momentum equations as
∂hi
∂t
+
1
Ai
∑
e∈EC(i)
ne,i Fe le = 0, (53)
∂ue
∂t
+
1
de
∑
i∈CE(e)
−ne,i (Ki + Φi) = 0, (54)
where Fe = ĥe ue and Φi = g (hi + bi). Multiplying (54) by Ae Fe gives
Ae ĥe ue
∂ue
∂t
+
Ae Fe
de
∑
i∈CE(e)
−ne,i (Ki + Φi) = 0 (55)
and assuming a continuous-in-time system we can rewrite the time derivative
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as
Ae
∂
∂t
[
ĥeu
2
e
2
]
− Aeu
2
e
2
∂ĥe
∂t
+
Ae Fe
de
∑
i∈G(e)
−ne,i (Ki + Φi) = 0. (56)
Using (52), we can rewite (56) as
Ae
∂
∂t
[
ĥeu
2
e
2
]
− Aeu
2
e
2
∂
∂t
 ∑
i∈CE(e)
hi/2
+ Ae Fe
de
∑
i∈CE(e)
−ne,i (Ki + Φi) = 0.(57)
In order to focus on the kinetic energy terms, let us label
Ge =
Ae Fe
de
∑
i∈CE(e)
−ne,i (Φi). (58)
Now sum (57) over all edges and move the term related to the geopotential to
the RHS to obtain
∑
e
Ae
∂
∂t
[
ĥeu
2
e
2
]
−∑
e
Aeu
2
e
2
∂
∂t
 ∑
i∈CE(e)
hi/2
+∑
e
Ae Fe
de
∑
i∈CE(e)
−ne,iKi = −
∑
e
Ge.(59)
Now use the product rule identity (A.4) to switch the sum on the kinetic
energy term from over e to over i to yield,
∑
e
Ae
∂
∂t
[
ĥeu
2
e
2
]
−∑
e
Aeu
2
e
2
∂
∂t
 ∑
i∈CE(e)
hi/2
−∑
i
Ki
∑
e∈EC(i)
ne,i Fe le = −
∑
e
Ge.(60)
Now using (53) we find
∑
e
Ae
∂
∂t
[
ĥeu
2
e
2
]
−∑
e
Aeu
2
e
4
∑
i∈CE(e)
∂hi
∂t
+
∑
i
KiAi
∂hi
∂t
= −∑
e
Ge. (61)
And rearranging the second term gives
∑
e
Ae
∂
∂t
[
ĥeu
2
e
2
]
−∑
e
∑
i∈CE(e)
Aeu
2
e
4
∂hi
∂t
+
∑
i
KiAi
∂hi
∂t
= −∑
e
Ge. (62)
We can guarantee that the second and third terms in (62) cancel by defining
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the discrete kinetic energy as
Ki =
1
Ai
∑
e∈EC(i)
Ae
4
u2e (63)
where we have used the fact that the summations commute. Perot [23] ob-
tained this same discrete form for kinetic energy while developing a C-grid
method for the 2-D Navier-Stokes system. For the Voronoi diagrams consid-
ered here we note that
Ai =
∑
e∈EC(i)
Ae
4
. (64)
As a result, (63) represents a convex combination of the kinetic energies defined
along the cell edges. Since the kinetic energy is evaluated based on only one of
the two velocity components, the analysis indicates that the weight is doubled
from 1/2 to 1. This is exactly what is found in other energy-conserving C-grid
schemes on square meshes, e.g. [2], [26] and [23].
The result of this cancellation allows us to express our kinetic energy equation
as
∑
e
Ae
∂
∂t
[
ĥeu
2
e
2
]
= −∑
e
Ae Fe
de
∑
i∈CE(e)
−ne,i (Φi), (65)
where we have used (58) to expand the RHS.
Returning to the mass equation (53), we multiply by AiΦi and sum over all
cells i to obtain
∑
i
ΦiAi
∂hi
∂t
+
∑
i
Φi
∑
e∈EC(i)
ne,i Fe le = 0. (66)
If we again assume a continuous-in-time system and expand Φi = g(hi + bi),
then we can rearrange (66) to yield
∑
i
Ai
∂
∂t
[ghi(hi/2 + bi)] = −
∑
i
Φi
∑
e∈EC(i)
ne,i Fe le. (67)
Via the product rule identity (A.4) we note that
−∑
i
Φi
∑
e∈EC(i)
ne,i Fe le =
∑
e
Ae Fe
de
∑
i∈CE(e)
−ne,i (Φi). (68)
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Thus when we add (65) to (67) the RHS will sum to zero. Doing this addition
yields our discrete total energy equation as
∂
∂t
{∑
e
Ae
[
ĥeu
2
e
2
]
+
∑
i
Ai
[
ghi
(
1
2
hi + bi
)]}
= 0. (69)
The total energy of the system,
E =
∑
e
Ae
[
ĥeu
2
e
2
]
+
∑
i
Ai
[
ghi
(
1
2
hi + bi
)]
(70)
is conserved exactly with respect to spatial discretization. The only assump-
tions for this entire section are 1) continuous-in-time, 2) that an energy-
conserving form of the discrete nonlinear Coriolis force is used.
The notable aspect of this analysis is that the discrete system conserves total
energy in the same way that the continuous system conserves total energy:
the nonlinear Coriolis force is energetically neutral, the source/sinks terms in
the kinetic and potential energy equations are equal and opposite and kinetic
energy is conserved under the process of transport. The result is that the
discrete total energy shown in (70) is analogous to its continuous counterpart
shown in (18).
Alternative Choices for the Potential Vorticity Flux
When considering the discrete formulation of the nonlinear Coriolis force,
alternatives to (49) certainly exist. The long recognized, but still notable,
aspect of energetically-neutral formulations of the nonlinear Coriolis force on
C-grids, e.g. (49), is that the thickness flux F⊥e and the edge potential vorticity
q̂e are intertwined; when using (49) the value of q̂e can only be determined posto
facto through the ratio of Q⊥e and F
⊥
e shown in (51).
Regardless of how the value of q̂e is computed, the value of q̂e controls the
evolution of PV, especially with regard to the evolution of higher moments of
PV such as potential enstrophy. The energetically-consistent form of Q⊥e given
in (49) might not be the optimal choice from a potential enstrophy perspective.
Previous authors have argued the value of designing numerical schemes that
provide some control over the potential enstrophy budget. These include schemes
that conserve potential enstrophy (e.g. [26], [2], and [6]), which must be sup-
plemented by scale-selective dissipation terms to remove potential enstrophy
from resolved scales, and schemes that inherently dissipate potential enstro-
phy (e.g. [27] and [3]). All such schemes can be accommodated within the
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present framework. For example a potential enstrophy conserving form of Q⊥e
is trivially obtained by first computing q̂e as
q̂e =
∑
v∈V E(e)
qv
2
, (71)
then specifying Q⊥e as
Q⊥e = F
⊥
e q̂e. (72)
It is a well known result that using the arithmetic mean to specify q̂e leads to
conservation of the variance of qv, e.g. [26], [25] and [6].
Alternatively, a potential enstrophy dissipating scheme can be obtained as
q̂e =
∑
v∈V E(e)
∣∣∣∣∣sign(F⊥e )− te,v2
∣∣∣∣∣ qv, (73)
and again using (72) to compute the PV flux. Equation (73) acts as a donor-cell
scheme that moves the upstream value of qv to q̂e based on the direction of F
⊥
e .
Both the potential enstrophy conserving and potential enstrophy dissipating
schemes will, in general, act as spurious sources of kinetic energy.
Summary of the Discrete Analysis
In the following section we demonstrate that our choices for the four scalar
definitions (ĥe, q̂e, Ki and F
⊥) and three operator definitions ( [k · ∇ × ( · )]v,
[∇ ( · )]e and [∇ · ( · )]i) result in a discrete PV equation that is conservative, is
consistent with an underlying thickness evolution equation and is compatible
with the discrete momentum equation. In addition, total energy is conserved
to within time truncation error.
The spatial discretization of the numerical model is composed of the following
prognostic equations: thickness (19) and velocity (20). These two prognostic
equations specify the derived quantities of hˆe, Ki and F
⊥
e as (52), (63) and
(24), respectively. The numerical approximations to ∇·, k · ∇× and ∇ are
specified in equations (21), (23) and (22), respectively. Potential vorticity on
the dual mesh is computed via (34) with the dual mesh thickness calculated
using (32).
Two different formulations of the nonlinear Coriolis force will be tested in the
simulations discussed below. The first form is the energy-conserving form given
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by (49) and (50) and will be referred to as the “energy conserving scheme”.
The second form is the potential enstrophy conserving form given in (71) and
will be referred to as the “potential enstrophy conserving scheme”.
In addition, all simulations discussed below integrate auxiliary equations.
These auxiliary equations are used to demonstrate consistency between dis-
crete prognostic and discrete derived equations. Auxiliary equations in no way
impact the results of the simulation, i.e. the exact same results are obtained
whether or not these auxiliary equations are simulated. Auxiliary equations
for thickness evolution on the dual mesh (28) and potential vorticity evolution
on the dual mesh (35) will be discussed below.
4 Results
4.1 Definition of Error Norms
In order to facilitate comparison to previously published error norms of shallow-
water test case simulations, we specify the L2 and L∞ norms as
L2 =
{
S
[
(fn(j)− fr(j))2
]} 1
2
{
S
[
(fr(j))
2
]} 1
2
, (74)
L∞ =
maxj |fn(j)− fr(j)|
maxj |fr(j)| (75)
where
S [f(j)] =
Nj∑
j=1
f(j)A(j)
Nj∑
j=1
A(j)
. (76)
The function fn(j) is the numerical solution defined at the xj positions on
the numerical mesh. The index j can represent the cells on the primal or dual
mesh. The function fr(j) is the reference solution that has been calculated
at or interpolated to the same xj positions. The reference solution represents
either an analytic solution or, if an analytic solution is not available, a high-
resolution solution that is sufficiently accurate for the computation of the error
norms. The function S [f ] computes the global average of f where Aj is the
area associated with cell j. The function maxj |f | finds the global maximum
of the |f | evaluated at the xj positions of the numerical mesh.
25
4.2 Description of Numerical Simulations
Three of the test cases from the standard shallow-water test case suite from
Williamson et al. [37] are conducted to confirm the analytical findings above.
The simulations are conducted with four spatial resolutions: 2562, 10242,
40962 and 163842 Voronoi cells, corresponding to spatial resolutions of ap-
proximately 480 km, 240 km, 120 km and 60 km, respectively. As indicated
above, the specific form of Voronoi diagram used is a Spherical Centroidal
Voronoi Diagram. The time stepping for all simulations is a 4th-order Runge-
Kutta scheme. The time steps for the simulations are 200 s, 144 s, 100 s, and
72 s corresponding to the 2562, 10242, 40962 and 163842 spatial meshes, re-
spectively. All results presented below, including error norms, are essentially
independent of time step lengths between 50s and 200s for these simulations.
All simulations are conducted with 64-bit floating point arithmetic.
4.3 Test Case 2: Global Steady State Nonlinear Geostrophic Flow
Test Case 2 (TC2) uses the full nonlinear shallow-water equations with a per-
fectly balanced initial condition resulting in steady-state nonlinear geostrophic
balance. Since the initial condition is an exact solution of the shallow-water
equations, any departure of the numerical simulation from the initial condi-
tion is error due to discretizing the continuous system. The initial height and
velocity field have the form
gh = gh0 −
(
aΩu0 +
u20
2
)
cos θ, (77)
u = u0 cos θ. (78)
Following [37], the physical parameters of the system are Ω = 7.292×10−5 s−1,
g = 9.80616ms−2 and a = 6.37122× 106m. Latitude is denoted by θ, gh0 =
2.94× 104m2/s2 and u0 = 2pia/ (12 days).
TC2 is simulated for 365 days with 40962 Voronoi cells using both the energy
and potential enstrophy conserving schemes. Figure 4 measures the energetic
consistency of each simulation by plotting the kinetic energy doubling time as
Time to Kinetic Energy doubling =
S [hiKi]∣∣∣S [dE
dt
]∣∣∣ (79)
where K and E are defined in (63) and (70), respectively. The time derivative
is approximated by (E(n + 1)− E(n))/dt. Equation (79) measures the time-
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scale over which we expect the simulation to remain bounded with respect to
energetic consistency. The energy conserving simulation exhibits essentially
inviscid, stable dynamics with a “time to doubling” of O(104 years). The
potential enstrophy conserving scheme shows significant oscillations on the
time scale of a day with an average time-to-doubling of O(103 years). For
this test case, both the energy and potential enstrophy conserving schemes
exhibit an energetic consistency that is more than sufficient for a realistic
representation of the continuous system.
The analysis in Section 3 pays particular attention to the role of the non-
linear Coriolis force in the system energetics. During the one year simula-
tion, the maximum contribution to the global mean kinetic energy budget is
1.0 × 10−14 m3/s3 when using the energy conserving scheme, thus confirm-
ing that the discrete nonlinear Coriolis force shown in (49) is energetically
neutral to within round-off error. The potential enstrophy conserving scheme
exhibits trends in the global mean kinetic energy budget of approximately
1.0× 10−4 m3/s3 during the one year simulation.
Figure 5 measures the L2 and L∞ error norms of the thickness field as a func-
tion of time when using the energy conserving scheme. Both error norms show
oscillations due to gravity waves pushing the numerical solution toward and
away from the analytic solution. The L2 and L∞ error norms have character-
istic values of 2.0× 10−5 and 4.0× 10−4, respectively.
Figure 6 measures the discrepancy between the auxiliary, prognostic evaluation
of thickness and PV on the dual mesh versus the diagnostic evaluation of these
same quantities. As expected from the analysis in Section 3, the prognostic
and diagnostic evaluation of thickness and PV on the dual mesh differ at the
level of round-off error. At t = 0 the error is approximately 1.0×10−14. As time
progresses, the error grows to approximately 1.0 × 10−10. Note that the L∞
error measures the largest discrepancy between the auxiliary and diagnostic
evaluation for all dual-mesh cells. While not discussed further, this result also
holds for all simulations presented below.
The standard configuration of TC2 calls for a simulation of 12 days, corre-
sponding to one rotation of the fluid flow around the sphere. Figure 7 shows
the L2 and L∞ error norms based on the thickness field of the simulation
at day 12 for resolutions of 2562, 10242, 40962 and 163842 when using the
energy conserving scheme. The L2 error norm exhibits a convergence rate of
approximately 1.5 with respect to nominal grid spacing, indicative of a method
between 1st- and 2nd-order accuracy. The L∞ error norm shows little conver-
gence with increasing resolution. The discrete system obtains a geostrophic
balance that results in an O(1) error in the vicinity of the midlatitude primal-
mesh pentagons. Figure 7 also shows the L2 and L∞ error norms when using
the potential enstrophy conserving scheme with 40962 nodes. The norms are
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only slightly degraded when using the potential enstrophy conserving scheme.
Overall, the norms are comparable to previously published results utilizing
finite-volume methods discretized on similar meshes, such as [13], [17] and
[36].
4.4 Test Case 5: Zonal Flow over an Isolated Mountain
Test Case 5 (TC5) in [37] has a similar initial condition as TC2, except h0 =
5960m and u0 = 20m/s. In addition, an isolated mountain of the form
b = b0
(
1− r
R0
)
(80)
is included at the lower boundary with b0 = 2000m, R0 = pi/9 and r
2 =
min
[
R2, (λ− λc)2 + (θ − θc)2
]
where λ is longitude. In this test case, λc =
−pi/2 and θc = pi/6. The fluid thickness is adjusted so that the topographic
height plus the fluid thickness is equivalent to the total depth specified in
(77) with h0 = 5960m and u0 = 20m/s. Large amplitude Rossby and gravity
waves are forced as the geostrophically-balanced velocity field is forced to rise
or circumvent the topographic feature.
Since TC5 does not have a known analytic solution, error norms are computed
with respect to a T511 global spectral model [31]. For TC5 at T511, the global
spectral model requires a scale-selective ∇4 dissipation of 8.0 × 1012m4/s in
order to prevent the accumulation of energy and potential enstrophy at the
grid scale. The L2 and L∞ error norms based on the thickness field at day
15 are shown in Figure 8 when using the energy conserving scheme. The L2
and L∞ error norms exhibit convergence rates of approximately 1.6 and 1.5,
respectively, with respect to the nominal grid spacing. These error norms are
essentially identical to [17] and compare quite favorably to [36]. As indicated in
Figure 8, the error norms are only slightly degraded when using the potential
enstrophy conserving scheme.
Figure 9 shows the errors in globally-average potential enstrophy that re-
sult when using the energy-conserving numerical scheme. Increasing resolu-
tion leads to better conservation of potential enstrophy. The simulations all
show reductions in potential enstrophy from hour 0 to hour 40. After hour 40
the simulations show increases in potential enstrophy. For long-time stability
in TC5, the secular increase in potential enstrophy will need to be controlled
through some form of closure. The potential enstrophy conserving scheme ex-
hibits conservation of globally-integrated potential enstrophy out to at least
20 digits and well within the realm of round-off error.
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The other aspects of this TC5 simulation are similar to TC2. In particular,
the kinetic energy doubling time for the energy conserving scheme is uniform
in time, but reduced in magnitude, with values O(101 years) in all four simula-
tions. The nonlinear Coriolis force is energetically-neutral with contributions
to the kinetic energy tendency of approximately 1.0×10−13. The potential en-
strophy conserving simulations show kinetic energy doubling times of O(100
years) with contributions to the kinetic energy tendency of approximately
1.0×10−1). In all simulations the error between the auxiliary, prognostic eval-
uation of thickness and PV on the dual mesh versus the diagnostic evaluation
of these quantities is of the size of round-off error.
While the discrete nonlinear Coriolis force is energetically neutral to within
round-off error, the energy conversion terms shown on the RHS of (67) and
(68) are only conserved to within time truncation error. Due to the large
transient forcing at t = 0 in TC5, this test case can be used to confirm that
the numerical scheme does conserve total energy in the limit dt → 0. TC5 is
simulated for one day with 2562 Voronoi cells and time steps ranging from 1800
seconds to 1 second. Over this range of time step lengths, the kinetic energy
doubling time scale shown in (79) increases uniformly from 3.0 × 102 days
with dt = 1800 s to 5.0×105 days with dt = 1 s. The increase in doubling time
scale is due almost entirely to better approximations of the energy conversion
terms with decreasing time step. As a result, we conclude that the numerical
scheme conserves total energy to within time truncation error.
4.5 Test Case 6: Rossby-Haurwitz Wave
This test case is a zonal wavenumber 4 Rossby−Haurwitz wave. The initial
state is an exact steadily propagating solution of the nondivergent shallow-
water equations. The specification of this test case is provided in [37] Eqs.
(141)-(149). We integrated the test case for 14 days as suggested in [37]. Since
TC6 is not an exact solution of the full nonlinear shallow water equations, we
use a T511 global spectral model simulation as the reference solution. As with
TC5, the global spectral model requires a ∇4 dissipation in order to control
noise at the highest wave numbers. For TC6 we use 5.0 × 1012m4/s as the
coefficient for the ∇4 dissipation. The L2 and L∞ error norms based on the
thickness field of the energy conserving scheme are shown in Figure 10. Both
error norms show a convergence rate of approximately 1.9 with respect to the
nominal grid spacing, indicative of a 2nd-order accurate scheme. In terms of
absolute accuracy, the simulations are comparable to [13] and significantly
better than [36]. Figure 10 also shows the L2 and L∞ error norms of the
potential enstrophy conserving scheme. In this case, the errors associated with
the potential enstrophy scheme are significantly higher than those found for
the energy conserving scheme. The other aspects of this simulation related to
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conservation are essentially identical to that discussed for TC5.
5 Discussion
The primary complication with the C-grid method arises during the consid-
eration of the discrete system’s PV dynamics. By construction, the C-grid
method staggers the mass and vorticity fields, with mass defined at the cen-
ters of the primal mesh and vorticity defined at the centers of the dual mesh.
Since shallow-water PV is defined as the ratio of vorticity to fluid thickness,
it is not immediately obvious how, or even where, to define PV when using a
C-grid staggering.
By extending the results of [35] to the nonlinear shallow-water equations,
we overcome this complication regarding PV dynamics when using a C-grid
staggering. The technique developed in [35] allows for the reconstruction of
the tangential velocity field such that the divergence on the dual mesh is
an interpolation of the divergences on the neighboring primal mesh cells. By
extending this idea to the consideration of mass fluxes, we are able to derive a
thickness equation on the dual mesh that is guaranteed to be an interpolation
of the thickness equation defined on the primal mesh. We thereby circumvent
the basic problem with C-grid methods by obtaining a dual mesh thickness
equation that is collocated with the vorticity field. We refer to the dual-mesh
thickness equation as the auxiliary thickness equation. While the auxiliary
equation is “extra” in the sense that it is not required to constrain the thickness
field, it proves critically important for the specification of PV.
Fundamental to conserving PV with a C-grid method is the existence of an
auxiliary thickness equation defined on the dual mesh. Previous efforts to de-
rive PV conservation using a C-grid staggering have addressed this issue both
indirectly and directly. An auxiliary thickness equation defined on the dual
mesh is inferred by Sadourny [26] with the specification of the discrete form of
PV (pg. 682) and shown explicitly by Arakawa and Lamb [2] in equations 3.15
and 3.16. While neither demonstrate that their auxiliary, dual-mesh thickness
equation is a valid interpolation of the primal-mesh thickness equation, both
in fact are appropriate interpolations. In fact, the weights used in [2] to specify
the auxiliary thickness equation are precisely the weights we derived as Ri,v
shown in (25). The key feature of the method developed here is the knowledge
of the thickness fluxes that lead to the dual-mesh thickness equation being
an interpolation of the primal-mesh thickness equation; without knowledge of
these fluxes, a valid PV equation can not be constructed.
The contribution here is that the technique to specify the auxiliary thickness
equation holds for a wide class of meshes beyond the square and lat-lon meshes
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considered in [2]. In addition to square and lat-lon meshes, meshes formally
included in the derivation are Voronoi diagrams, Delaunay triangulations, and
conformally-mapped cubed-sphere meshes. The ability to construct robust al-
gorithms on a wide range of meshes using a C-grid staggering opens up new
avenues of research that are detailed further below.
The ability to construct a valid dual-mesh thickness equation is only the first
step in developing a robust numerical scheme with regard to PV dynamics. We
must also be able to guarantee that the curl of the momentum equation leads
to the appropriate form of the vorticity equation. One way to facilitate the for-
mulation of the discrete vorticity equation is to discretize the vector-invariant
form of the momentum equation shown in (5). When the vector-invariant form
of the momentum equation is discretized on an arbitrarily-structured C-grid
staggering, it is fairly straightforward to show that the gradient terms will be
curl-free (see A.3), as is the case for the continuous system. Other than the
gradient terms, the only other source term in the momentum equation is the
nonlinear Coriolis force (7). The curl of the nonlinear Coriolis force is shown to
be equivalent to the flux of PV in the tangential direction (12). Furthermore,
it is shown that the sole tendency term of the PV equation defined on the
dual-mesh grid is the divergence of the nonlinear Coriolis force.
The result of the analysis is the formulation of a discrete, dual-mesh PV equa-
tion that is compatible with the underlying momentum equation and consistent
with the Lagrangian property of PV. The compatibility with the momentum
equation results from the ability to derive the discrete PV equation from the
discrete momentum equation. Consistency with the Lagrangian property of
PV is when the discrete system possesses an analog to (1) in the sense that
the discrete PV field evolves with the same material derivative as the un-
derlying continuity equation from which the PV is derived. A scheme that is
consistent in this manner has a discrete PV equation that reduces identically
to the discrete thickness equation when the PV field is spatially uniform.
Other recent works have attempted to obtain the PV properties of compatibil-
ity and consistency through different means. Notably, Lin and Rood [16] define
PV on the primal mesh instead of the dual mesh. One of the primary moti-
vations for Lin and Rood to define absolute vorticity (and PV) on the primal
mesh instead of the dual mesh is to insure that PV is accompanied by a valid
thickness equation, i.e. to preserve the correlation between thickness flux and
PV-weighted thickness flux. In fact, Lin and Rood conclude that “To achieve
the goal of transporting h (mass) and Ω (absolute vorticity) by exactly the
same manner, an obvious requirement is that h and Ω be defined at the same
point (or, in the finite-volume sense, enclosed in the same cell).” While the
correlation between thickness flux and PV-weighted thickness flux is clearly
preserved by collocating thickness and PV on the primal mesh, the present
analysis suggests that collocation on the primal mesh is not a requirement.
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The collocation of thickness and PV on the primal mesh comes at possibly
considerable cost. The analysis from Skamarock [28] demonstrates that the
positioning of PV on the primal mesh results in creation of a null space in the
divergence field. Anecdotal evidence indicates that this null space must be con-
trolled through the application of explicit divergence damping (Jablonowski,
personal communication). It would appear that many of the issues that arise
when thickness and PV are collocated on the primal mesh can be remedied
by the use of the technique developed here.
Simulations of test cases 2, 5, and 6 from the Williamson et al. [37] shallow-
water test case suite confirm the analysis in Section 3. Specifically the simu-
lations confirm that the derived auxiliary dual-mesh thickness equation is a
valid interpolation of the primal-mesh thickness equation. Whether obtained
through prognostic or diagnostic evaluation, thickness at a dual-mesh cell is
always bounded by the thicknesses at the neighboring primal mesh cells (see
Figure 6). This relationship holds to round-off error. The long-time stability
of the test cases (in particular test case 2 that was integrated for 365 days)
demonstrates that no spurious sources of PV are present in the numerical
scheme, thus PV is both consistent with its underlying dual-mesh thickness
equation and compatible with its underlying momentum equation. As a re-
sult, all simulations conserve globally-integrated PV to within round-off error.
The simulations utilizing the energy-conserving form of PV flux shown in
(49) exhibit energy conservation to within time-truncation error. Overall, the
conservation of discrete PV and energy is orders of magnitude beyond that
required to faithfully mimic the physical system [34].
In addition to evaluating the conservation properties in test cases 2, 5, and
6, the accuracy of those simulations is also presented. In terms of order of
accuracy, the scheme shows convergence rates between 1st- and 2nd-order ac-
curacy. For example, the L2 and L∞ norms for test case 5 are nearly identical
to Lipscomb and Ringler [17] and slightly better than Tomita et al. [36]. The
results from test case 2 are also comparable to these other works with the ex-
ception of the L∞ norm that fails to converge. We have traced this issue to the
fact that the velocity field is not centered on the primal-mesh cell edge. This
issue might be resolved by adopting mesh generation techniques developed in
[36] or [13]. The results of test case 6 compare favorably to other finite vol-
ume simulations with error norms nearly identical to [13] and approximately
a factor of four better than [36]. Overall, we judge the order of accuracy of
the numerical scheme to be typical of finite volume schemes discretized on a
quasi-uniform mesh of the sphere.
Section 4 presents results using an energy conserving and a potential enstro-
phy conserving scheme. Overall, we judge the shallow-water test cases to not
be sufficiently discriminating to make a clear choice between the two schemes.
Both schemes exhibit long-time stability for TC2, showed similar error norms
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and were able to complete all simulations without the need for ad hoc dissi-
pation to preserve stability. As discussed below, each scheme has extensions
that we are currently exploring.
The first extension of the method is to alter the manner in which the PV-flux,
Q⊥e , is computed in order to guarantee both energy conservation and potential
enstrophy dissipation. We have a significant amount of freedom in the energy-
conserving formulation of Q⊥e ; the Q
⊥
e defined in (49) is energy conserving
for any q˜e where q˜e is PV defined on cell edges. The approach is then to de-
termine the suitable q˜e values that lead to the appropriate rate of potential
enstrophy dissipation. In spirit, this idea is essentially the “Anticipated Poten-
tial Vorticity Method” (APVM) of Sadourny and Basdevant [27] implemented
on arbitrarily-structured C-grids. We have already begun experimenting with
an APVM-approach by incorporating an upstream bias in (50) to yield
q˜e =
1
2
∑
v∈V E(e)
qv − 1
2
(ue · [∇q]e) dt, (81)
where dt is the time step. The energy conserving method is implemented ex-
actly as described above, except (81) is used in place of (50). The initial testing
is extremely promising. In TC2 the APVM has virtually no impact on the so-
lution since ue and [∇q]e are perpendicular; error norm, energy conservation
and potential enstropy conservation values are essentially unchanged. In TC5
the APVM allows for long-time stability of the numerical simulation while
conserving total energy. Figure 11 shows the relative vorticity field from an
APVM simulation along with the relative vorticity obtained from the baseline
energy-conserving simulation at day 50 for TC5. The APVM produces coher-
ent structures in the vorticity field at day 50, even as strong filamentation
occurs. In contrast, the baseline energy-conserving method is beginning to
exhibit a breakdown in the relative vorticity field by day 50; this breakdown
continues and by day 100 the vorticity field is composed almost entirely of
noise. The APVM simulation retains a coherent vorticity structure until the
end of the 150 day integration. Over the course of this 150 day simulation
the APVM scheme dissipates potential enstrophy with a characteristic time
scale of approximately 100 days. The one key ingredient missing from this
implementation of the APVM is a rigorous proof that the method dissipates
potential enstrophy for a general flow. Based on these preliminary results, we
deem it likely that the degree of freedom in the specification of q˜e can be used
to dissipate potential enstrophy on time-scales consistent with the physical
system [34]. With this approach we would be using the freedom in q˜e to con-
trol the rate at which potential enstrophy moves from the resolved scales to
the unresolved scales.
The second extension of the PV-flux computation is directed toward the idea
of high-order transport. This is very similar to the approach of Lin and Rood
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[16], except here the PV is defined on the dual mesh. The dual-mesh PV equa-
tion shown in (35) can be solved using essentially any finite-volume transport
algorithm. So long as the PV fluxes resulting from this transport algorithm
are used to evolve the momentum equation shown in (20), the evolution of mo-
mentum and PV will remain compatible to within round-off error as shown in
Figure 6. The one caveat here is that the dual-mesh thickness flux is specified
in (24). As a result, the high-order approximations of PV-flux will essentially
be obtaining more accurate approximations to q̂e shown in (71). The notable
aspect of this approach is that the rotational modes of the velocity field will
evolve with the same order of accuracy as the PV equation. Say, for example,
that the PV-flux is computed with 4th-order accuracy and that this estimate
of Q⊥e is used to time step the momentum equation in (20). The velocity is
thus constrained to evolve with rotational modes consistent with 4th-order ac-
curacy in PV. The remarkable result is that it is possible to utilize the wealth
of knowledge related to finite-volume transport to constrain the evolution of
a momentum equation that is not written in flux form. We are currently ex-
ploring various techniques for implementing high-order, flux-form transport
schemes on arbitrarily-structured C-grids.
And finally in closing, the algorithm developed above is valid for variable-
resolution meshes. Since the conservation properties related to energy and
PV are equally valid on variable-resolution meshes, we can begin to contem-
plate the notion of regional increases in resolution for atmosphere and ocean
modeling within the framework of global system modeling. The idea is to lo-
cally enhance resolution while maintaining a simulation for the global system.
While a whole spectrum of issues arises when considering this idea, such as the
requirement for scale-aware physical parameterizations, reduction in formal or-
der of accuracy and spurious wave reflection across mesh transition zones, it
appears that we have overcome the significant hurdle related to energy and
PV conservation for variable resolution meshes applied to geophysical fluid
problems. As a result, the method outlined above provides one path forward
toward exploring the value of variable-resolution methods for the simulation
of the global atmosphere and ocean systems.
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A Discrete Algebraic and Vector Identities
The analysis to be completed in this appendix includes the proof of three
identities: the product rule identity, an averaging identity and the ∇×∇h = 0
identity. The first two identities are required for the analysis of the discrete
energy equation, while the last identity is required for the derivation of the
discrete PV equation.
A.1 Product Rule Identify
In the continuous system the following vector identity exists:
∇ · (hu) = h∇ · u + u∇h. (A.1)
If we integrate (A.1) over the singly-connected surface of the sphere S such
that the LHS vanishes, we are left with∫
S
h∇ · udS = −
∫
S
u∇hdS. (A.2)
We require that the discrete analog of (A.2) holds, namely that∑
i
hi (∇ · uene)iAi = −
∑
e
uene · (∇hi)eAe (A.3)
where the discrete divergence and gradient operators are given in (21) and
(22), respectively.
Substituting the discrete operators defined in (21) and (22) into (A.3) we find
∑
i
hiAi
 1
Ai
∑
e∈EC(i)
ne,i ue le
 = −∑
e
ueAe
de
 ∑
i∈CE(e)
−ne,i hi
. (A.4)
While the identity only needs to be satisfied in the global sum, we will require
the cancellation to occur at every cell edge. We choose, without loss of gen-
erality, to evaluate (A.4) for e = 1 and the associated cell centers i = 1 and
i = 2 as shown in Fig. 3. We expand (A.4) and retain only terms that couple
e = 1 to i = 1 and e = 1 to i = 2 to find
h
(i)
1 u1l1 − h(i)2 u1l1 =
u1A
(e)
1
d1
(
h
(i)
1 − h(i)2
)
. (A.5)
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Equation (A.5) will be satisfied if and only if
Ae = le de. (A.6)
When the primal mesh is a Voronoi diagram, as considered here, the unique
area associated with each edge is equal to le de/2. This unique, diamond-shaped
area is obtained by connecting the two primal-mesh cell centers and the two
dual-mesh cell centers associated with edge e. The area-weighting required to
satisfy the discrete product rule is twice that of the unique area associated
with that edge. The factor of two arises because the C-grid staggering retains
only the portion of the product rule in the ne direction. The weights obtained
here are identical to those used in [2] for a square mesh.
The area associated with a primal-mesh cell is chosen as
Ai =
∑
i∈CE(e)
Ae
4
(A.7)
so that Ai sum to the physical area of the domain.
A.2 Averaging Identify
We require the following to be true:
∑
i
hi ĝeAi =
∑
e
ĥi ge
Ae
2
(A.8)
where hi is a scalar field defined on the primal mesh, ge is a scalar field defined
at edges e, Ai is the area of cell i given in (A.7) and Ae is the area associated
with edge e given by (A.6). The form of (A.8) is chosen to be consistent in
the sense that when hi ≡ 1 and ge ≡ 1, the equality still holds. Note the
summations span the entire grid by either summing over primal mesh cells
i or by summing over edges e. The ·̂ operator averages a field from i to e
or from e to i depending on the scalar in question: ĝe averages ge to primal
mesh cells, while ĥi averages hi to edges. This identity is necessary in order
to determine the proper discrete form of the kinetic energy, Ki, in Section 4.
We define averaging operators as:
(ĝe)i =
1
Ai
∑
e∈EC(i)
geAe/4 (A.9)
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(ĥi)e =
∑
i∈CE(e)
hi/2. (A.10)
Substituting (A.9) and (A.10) into (A.8) we find
∑
i
hi
∑
e∈EC(i)
geAe/4 =
∑
e
ge
Ae
2
∑
i∈CE(e)
hi/2 . (A.11)
As above, we demonstrate that (A.11) is true by showing that it holds at every
edge. Without loss of generality, assume that for edge e = 1 that i ∈ CE(e =
1) is composed of indices i = 1 and i = 2 as shown in Fig. 3. Evaluating (A.11)
and retaining only those terms that couple e = 1 to i = 1 or e = 1 to i = 2
we have
h
(i)
1 g
(e)
1 A
(e)
1 /4 + h
(i)
2 g
(e)
1 A
(e)
1 /4 = g
(e)
1 A
(e)
1 (h
(i)
1 + h
(i)
2 )/4 (A.12)
which is true. So we can state that (A.8) holds as long was use use (A.9) and
(A.10) as the operators to average scalars from edges to cells and from cells
to edges, respectively. We also note from (A.9) that the order of summation
commutes, in that∑
i
hi
∑
e∈EC(i)
ge =
∑
e
ge
∑
i∈CE(e)
hi . (A.13)
A.3 ∇×∇h = 0 identity
In order to prove this identity for arbitrary loops, the nomenclature needs to
be broadened slightly by the definition of two sets. First let set N contain the
integer indices of the nearest primal-mesh neighbors to the primal grid cell i.
In addition, let the set L contain an ordered list of length K of primal mesh
cell indices where
L(k) ∈ N(i) and L(K) = L(1). (A.14)
Equation (A.14) forms a linked list of primal cells to create a discrete loop.
In addition, we assume without loss of generality that L(k) forms a single
loop and is ordered in such a way as to produce a counter-clockwise (CCW)
rotation with increasing k. The topology of the grid is assumed to be such that
when traversing from k to k + 1 a single edge e is crossed. These edges are
essentially interleaved with the cells; two neighboring primal mesh cell indices
are always associated with a single edge e and vice versa. Within this section
let the edge residing between L(k) and L(k + 1) be referenced as e(k).
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The intent is to determine a discrete analog to the weak form of ∇×∇h = 0,
∇×∇h ≈ 1
AL
K−1∑
k=1
Gh(e(k)) · de(k) (A.15)
where de(k) = de(k) ne(k) and e(k) is the unique edge interleaved between L(k)
and L(k + 1). Equation (A.15) is consistent with the way that we define the
curl operator in (23). The distance de has a magnitude of |xi+1 − xi| and is
assumed here to point in the CCW direction around loop L. AL is the area
spanned by the entire loop. Using the discrete form of the gradient operator
shown in (22), we find
Gh(e(k)) = −
[
h(L(k + 1))ne,L(k+1) + h(L(k))ne,L(k)
de(k)
ne(k)
]
. (A.16)
Substituting (A.16) into (A.15) results in
∇×∇h ≈ 1
AL
K−1∑
k=1
[h(L(k + 1))− h(L(k))] (A.17)
Since we have constrained L to be a single, closed, counter-clockwise loop, we
are guaranteed that each L(k) cell appears once and only once in the set L.
Furthermore, during the summation in (A.17) over loop L, each cell appears
exactly twice, once on the “front” end of gradient operator as L(k + 1) and
once on the “back” end of the gradient operator as L(k). Equation (A.17) can
be shown to sum to zero as
∇×∇h ≈ 1
AL
[
K−1∑
k=1
h(L(k + 1))−
K−1∑
k=1
h(L(k))
]
(A.18)
=
1
AL
 K∑
j=2
h(L(j))−
K−1∑
j=1
h(L(j))
 = 0 (A.19)
The discrete curl of the discrete gradient sums identically to zero for any loop
L that meets that criteria listed above.
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Table 1
Definition of elements used to build the discrete system.
Element Type Definition
xi point location of center of primal-mesh cells
xv point location of center of dual-mesh cells
xe point location of edge points where velocity is defined
de line segment distance between neighboring xi locations
le line segment distance between neighboring xv locations
Pi cell a cell on the primal-mesh
Dv cell a cell on the dual-mesh
Table 2
Definition of element groups used to build the discrete system. Examples are pro-
vided in Figure 2.
Syntax ouptut
e ∈ EC(i) set of edges that define the boundary of Pi.
e ∈ EV (v) set of edges that define the boundary of Dv.
i ∈ CE(e) two primal-mesh cells that share edge e.
i ∈ CV (v) set of primal-mesh cells that form the vertices of dual mesh cell Dv.
v ∈ V E(e) the two dual-mesh cells that share edge e.
v ∈ V I(i) the set of dual-mesh cells that form the vertices of primal-mesh cell Pi.
e ∈ ECP (e) edges of cell pair meeting at edge e.
e ∈ EV C(v, i) edge pair associated with vertex v and mesh cell i.
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xi
xv
xe
location of edge points 
centers of dual-mesh cells 
centers of primal-mesh cells 
dual-mesh cell,Dv
primal-mesh cell,Pi
line segments
are orthogonal.
de
le
Fig. 1. Definition of elements in discrete system. Also see Table 1.
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P1
e1
e2
e3
e4
e5
e6
P3D2 D1
D3
D4 D5
D6
P2
D7
D8D9
D10
e7
e8
e9
e10
e11
e ∈ EV (D1) = [e1, e6, e7]
e ∈ EC(P1) = [e1, e2, e3, e4, e5, e6]
i ∈ CE(e1) = [P1, P2]
i ∈ CV (D1) = [P1, P2, P3]
v ∈ V E(e1) = [D1, D2]
e ∈ ECP (e1) = [e1, e2, e3, e4, e5, e6, e7, e8, e9, e10, e11]
e ∈ ECV (P1, D1) = [e1, e6]
v ∈ V C(P1) = [D1, D2, D3, D4, D4, D5, D6]
Fig. 2. Grouping of elements in discrete system. Also see Table 2.
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q1
n1
n2
n3
n4
n5
n6
n7
F1
F2
F3
F4
F5
F6
F7
h1
h2[k ·∇× Fn](v)1 =
1
A
(v)
1
[−d1F1 − d7F7 + d6F6]
[∇h](e)1 =
1
d1
[h2 − h1]
n
(e,i)
1,1 = 1
n
(e,i)
1,2 = −1
t
(e,v)
1,1 = −1
F⊥6
F⊥1
F⊥7
t1
t7
t6
[∇ · F⊥t](v)
1
=
1
A
(v)
1
[
d1F
⊥
1 + d7F
⊥
7 − d6F⊥6
]
[∇ · Fn](i)1 =
1
A(i)
[l1F1 − l2F2 + l3F3 − l4F4 − l5F5 + l6F6]
Fig. 3. Positioning of discrete variables and an illustration of discrete divergence,
curl and gradient operators. Locations of discrete variables: hi is the mean thick-
ness associated with primal mesh cell (circles), qv is the mean PV associated with
dual mesh cell v (triangles) and ue is the component of velocity normal to edge
e (squares). In addition, kinetic energy (Ki) and topography (bi) are also defined
on the primal mesh. The variable F⊥e represents the thickness flux ĥeue mapped
from the normal direction to the tangential direction. Note that the direction of the
normal vectors ne at each edge is arbitrary.
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Fig. 4. The time-scale for doubling global mean kinetic energy as defined in (79).
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Fig. 5. Error norms at a resolution of 40962 over the course of a one year simulation.
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Fig. 6. Discrepancy between the prognostic and diagnostic evaluation of thickness
and PV on the dual mesh at a resolution of 40962 over the course of a one year
simulation.
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Test Case 2: 
blue lines: energy conserving scheme
black dots: potential enstrophy conserving scheme at 40962
slope = −1
slope = −2
Fig. 7. Convergence rate of TC2 as measured by the L2 and L∞ norms based on the
thickness field. Norms are computed with respect to analytic solution. The reference
slopes of −1 and −2 are with respect to nominal grid resolution.
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Test Case 5: 
blue lines: energy conserving scheme
black dots: potential enstrophy conserving scheme at 40962
slope = −1slope = −2
Fig. 8. Convergence rate of TC5 as measured by the L2 and L∞ norms based
on the thickness field. Norms are computed with respect to T511 global spectral
model solution. The reference slopes of −1 and −2 are with respect to nominal grid
resolution.
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Test Case 5: Energy Conserving Scheme
Time (hours)
R
R =
∣∣∫ h[q(t)]2 dA− ∫ h[q(0)]2 dA∣∣∫
h[q(0)]2 dA
2562
10242
40962
163842
Fig. 9. Fractional error in potential enstrophy conservation for the energy conserving
scheme.
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Test Case 6: 
blue lines: energy conserving scheme
black dots: potential enstrophy conserving scheme at 40962
slope = −2
slope = −1
Fig. 10. Convergence rate of TC6 as measured by the L2 and L∞ norms based
on the thickness field. Norms are computed with respect to T511 global spectral
model solution. The reference slopes of −1 and −2 are with respect to nominal grid
resolution.
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Fig. 11. TC5 at day 50 using 40962 cells. Top: Relative vorticity from the APMV
method (using (81)). Bottom: Relative vorticity from the baseline energy-conserving
method (using (50)). The color bars are identical and have been chosen to emphasize
the filament structure of the flow.
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