In this paper, we propose a novel Deep Micro-Dictionary Learning and Coding Network (DDLCN). DDLCN has most of the standard deep learning layers (pooling, fully, connected, input/output, etc.) but the main difference is that the fundamental convolutional layers are replaced by novel compound dictionary learning and coding layers. The dictionary learning layer learns an over-complete dictionary for the input training data. At the deep coding layer, a locality constraint is added to guarantee that the activated dictionary bases are close to each other. Next, the activated dictionary atoms are assembled together and passed to the next compound dictionary learning and coding layers. In this way, the activated atoms in the first layer can be represented by the deeper atoms in the second dictionary. Intuitively, the second dictionary is designed to learn the finegrained components which are shared among the input dictionary atoms. In this way, a more informative and discriminative low-level representation of the dictionary atoms can be obtained. We empirically compare the proposed DDLCN with several dictionary learning methods and deep learning architectures. The experimental results on four popular benchmark datasets demonstrate that the proposed DDLCN achieves competitive results compared with state-of-the-art approaches.
Introduction
In the past few years, the most popular representation learning frameworks are dictionary learning and deep learning. Dictionary learning aims at learning a set of atoms such that a given feature can be well approximated by a sparse linear combination of these atoms, while deep learn-Figure 1: Multiple local coordinates and "fake" anchor points. Suppose that we want to encode the input signal y i ∈R m in order to find the nonlinear function defined on it, for instance with three local coordinates in the same space R m . In fact, y i relies on the manifold that can be described by the 3 rd local coordinate, but unfortunately, we do not have enough atoms (anchor points) on the 3 rd manifold close to it. Therefore, some nearby atoms ("fake" anchor points) from the 1 st or 2 nd local coordinate will "kidnap" y i , overlooking in this way the true coordinate (3 rd ), where y i really resides. This happens due to the small numbers of training samples and/or a large variety of signals, arriving at overfitting even though the learned model fits the training samples well.
ing methods focus on extracting semantic features via a deep network. So far most studies in dictionary learning employ a shallow (single layer) architecture, e.g., currently popular dictionary learning techniques are K-SVD [1] , Discriminative K-SVD (D-KSVD) [57] and Label Consistent K-SVD (LC-KSVD) [20] which decompose the training data into a dense basis and sparse coefficients. In addition, both Local Coordinate Coding (LCC) [55, 54] and its fast implementation algorithm [43] are traditional dictionary learning methods. LCC and Locality Constrained Coding (LLC) [43] are based on the empirical observation that the sparse representations tend to be "local". In other words, nonzero coefficients are often assigned to the atoms nearby to the encoded signal y. However, LLC has a major disadvantage: to achieve higher approximation, one has to use a large number of so-called "anchor points" to make a better linear approximation of the signal. Since LLC is a local linear approximation of a complex signal y i , for a nonlinear function on y i the local linear approximation may not necessarily be optimal. It means that the anchor points need to provide higher approximation power, allowing some of them to not necessary be "real" local anchors on the manifold where y i resides. In this context, our goal is to equip anchors with more descriptive power for better approximating y i in order to finally make more accurate inferences from it. An illustrative example is shown in Figure 1.
Recent work [40] has shown that deeper architectures can be built from dictionary learning. Chun et al. [8] present a Block Proximal Gradient method using a Majorizer for convolutional dictionary learning. Hu et al. [18] propose a nonlinear dictionary learning method and apply it to image classification task. Xiao et al. [46] propose a two-layer local coordinate coding framework for object recognition task. Zhang et al. [58] introduce an analysis discriminative dictionary learning framework for image classification task. Nguyen et al. [30] propose a domain adaptation framework using a sparse and hierarchical network, which shares the ideas with our work. However, our DDLCN is different from [30] in two ways: (i) Our dictionary is learned from features and then the learned dictionary acts as a candidate pool for the next layer dictionary. Our dictionaries from different layers have connections while in [30] which used a fixed dictionary in different layers, i.e., there is no message passing between the dictionaries of different layers; (ii) To represent an atom in the previous layer, we pick out a few atoms in the next layer and linearly combine them. These atoms have a linear contribution in constructing the atom in the previous layer. This is vital for the diversity, and in this way could incorporate more information into the next layer's codes and alleviate the influence of incorrect atoms. However, there is no such mechanism in [30] .
Inspired by both dictionary and deep learning, the goal of this paper is to improve the deep representation ability of dictionary learning. To address this problem, we present a novel network, named Deep Micro-Dictionary Learning and Coding Network (DDLCN), which is composed of several layers: input, feature extraction, dictionary learning, feature coding, pooling, fully connected and output layer as shown in Figure 2 . The idea of the DDLCN comes from the standard architecture of Convolutional Neural Networks (CNNs), the biggest difference being that the convolutional layers in CNNs are replaced by our compound dictionary learning and coding layers. In this way, edges, lines and corners can be learned from the shallow layers which correspond to the shallow dictionaries. The more complicated "hierarchical" patterns/features can be obtained from deeper dictionaries.
DDLCN takes advantage of the manifold geometric structure of the underlying data to locally embed points from the underlying data manifold into a lower dimensional deep structural space. The benefit of DDLCN is that the learned feature representation after the feature learning and coding layers has a better approximation capability of the original data, in other words, the deep dictionary learning structure can fully exploit the space where the data reside. Meanwhile, the deep dictionary structure is very flexible, making it possible to use a micro dictionary, e.g., we can learn only one dictionary item per category.
Our contributions are summarized as follows: • We propose a novel compound dictionary learning and coding layer, which has the similar function as the convolutional layer in the standard deep learning architecture. • We present a new deep dictionary learning framework named Deep Micro-Dictionary Learning and Coding Network (DDLCN), which combines the advantages of dictionary and deep learning methods. • Exhaustive experiments on a broader range of datasets have been conducted, demonstrating that the proposed layer and framework outperform the existing dictionary learning methods and achieve competitive results compared with deep learning approaches.
The Proposed DDLCN
In this section, we sequentially introduce each layer of DDLCN. For simplicity, we provide details on two layers of dictionary learning and coding of the DDLCN framework. Extension of DDLCN to multiple layers is straight forward. Feature Extraction Layer. Let Y denote a set of mdimensional local descriptors, which is extracted from the data sampled from some uni-modal sensors, i.e., Y = [y 1 , · · · , y N ] ∈R m×N , where N is the total number of local descriptors. In order to emphasize the viability of the proposed deep dictionary learning and coding method, we only use a single descriptor, the Scale-Invariant Feature Transform (SIFT) [26] throughout our experiment. SIFT features used in dictionary learning are pretty common in the computer vision field [36, 47, 48, 21, 4, 59] . In our experiments, we achieve better performance using SIFT than using raw pixels. For image I in the dataset, we extract the SIFT feature y i as:
where F denotes the feature extractor. First Dictionary Learning Layer. We assume the number of classes in the dataset is r (r=3 in Figure 2 ). For each class, we select p images to train the corresponding dictionary of the class, the size of this class denotes as q, as shown in Figure 2 , p=3 and q=4. We adopted the following dictionary learning algorithm:
where y i is the SIFT feature learned from F and we set λ=0. 35 in the following experiments. After learning the dictionary of each class, we group all dictionaries of each class to form the first dictionary
. Then the first dictionary learning layer contains s 1 entries and we have s 1 =r×q (s 1 =3×4=12 in Figure 2 ). Second Dictionary Learning Layer. The second layer dictionary U = [u 1 , u 2 , · · · , u s2 ] is obtained by learning from the first layer codebook V .
where v i ∈ V is one of the basis vectors in the first dictionary (λ=0. 35) , as shown in Figure 2 , s 2 =2. The n th Dictionary Learning Layer. We learn the n th dictionary D n = d n 1 , d n 2 , · · · , d n sn from the previous layer dictionary D n−1 . min
where d n−1 i ∈D n−1 is one of the basis vectors in the (n-1) th dictionary layer. First Feature Coding Layer. After obtaining the dictionary V , each feature is then encoded by V through several nearest items to produce the first coding. The number of the nearest items of the first coding layer is set to a small value (e.g., 15 ). The first feature coding scheme converts each local descriptor y i into a s 1 dimensional code
We arrange each code corresponding to each descriptor into a matrix:
Specifically, each code can be obtained using the following optimization:
where ζ 1 i ∈R s1 is a distance vector, measuring the distance between y i and v i , and denotes the element-wise multiplication or Hadamard product, which enables the corresponding items of both vectors (γ 1 i and ζ 1 i ) to multiply. Typically, ζ 1 i can be obtained using 2 norm, that is
Similarly, at the second layer, we have,
where
is the second coding and ζ 2 i ∈R s2 is used to measure the distance betweenv i and each atom in the dictionary matrix U . v i ∈V is one of the basis vectors adopted in the representation of y i at the first layer. We decompose these nearest atomsv i in the first layer to acquire the second layer coding using the second layer dictionary. For better understanding, there is an illustrative explanation in Figure 3 . The n th Feature Coding Layer. We generalize our two layers framework to a deeper one,
where γ n i is the n th layer coding and ζ n i is used to measure the distance betweend n−1 i and each atom in the n th dictionary D n .d n−1 i ∈D n−1 is one of the basis vectors adopted in the representation of y i at the (n-1) th coding layer. 3 and v |C 1 | , this is what we called single layer coding. Further, the atoms in the first layer can be represented by the atoms in the second layer. In other words, v 1 , v 2 , v 3 and v |C 1 | are linearly represented by the atoms in the second layer, respectively. For example, one of these atoms v 2 , is combined by u 1 , u 2 , u 3 and u |C 2,v | linearly. This is what we called two layers coding. By that analogy, we can obtain n th layer' codes.
Pooling Layer. After the feature coding layer, the pooling layer then takes over. For each image, we employ 1×1, 2×2 and 4×4 spatial pyramids matching with max-pooling. Fully Connected Layer. The final output of n th layer's codes for y i can be obtained by integrating each layers' codes. More specifically, each item in the first layer's codes γ 1 i can be augmented into a vector, for instance, the j th item can be augmented into the form of
, · · · , γ 2 j (u s2 )] T (please refer to Algorithm 1). Output Layer. The Support Vector Machine (SVM) is adopted as the classifier. The implementation of multiclass SVM is provided by LIBSVM [7] .
Experiments

Datasets
According to [4, 39, 19, 2, 58, 18, 46] , we evaluate the performance of DDLCN on four popular datasets, which are all standard datasets for dictionary learning evaluation. Require: : Y ∈ R m×N Ensure: : γi 1: First dictionary learning: V ← VDictionary 2: First locality constraint calculating:
Second dictionary learning: U ← UDictionary 5: Second locality constraint calculating:
T 6: Second feature coding:
T end end each person has 13 images. Among them, 3 are obscured by scarves, 6 by sunglasses, and the remaining faces are of different facial expressions or illumination variations which we refer to as unobscured images. Following the standard evaluation procedure, we use a subset of the dataset which consists of 2,600 images from 50 male subjects and 50 female subjects. For each subject, we randomly select 20 samples for training and the other 6 images for testing; (iii) Caltech 256 dataset [16] contains 30,607 images of 257 categories. The number of images per category varies from 80 to 827; (iv) MNIST dataset [22] consists of 60,000 training digits and 10,000 testing digits.
Parameter Setting
In the proposed DDLCN model there are only three parameters while CNN-based methods have more parameters that need to be tuned. We have conducted exhaustive experiments to emphasize the superiority of the proposed method. Three parameters for the experiments are, • p, the number of training dictionary samples per category; • q, the size of the first layer dictionary per category; • t, the number of training samples per category. For simplicity, p-q denotes p images are randomly selected per category for training dictionary and q dictionary bases are learned per category in the first dictionary. For instance,"15-15" means p=15 and q=15. The size of the first dictionary is D 1 =q * r, while the second one is fixed to D 2 =64. The number of the nearest atoms is fixed to 15 and 10 for the first and second feature coding layers, respectively. We repeat all the experiments 10 times with different random splits of the training and testing images to obtain reliable results. The final classification rates are reported as the average of each run.
Results on Parameter p
The first dictionary is trained on p= [1, 2, 3, 4, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55] and p= [1, 2, 3, 4, 5, 10, 15, 20, 25, 26] samples per category on the Extended YaleB and AR Face datasets, respectively. We consider that in this exhaustive way, the superiority of our method could be fully reflected. From the results shown in Figure 4 , we can clearly see the relationships between q & p, q & t and p & t. In addition, we consistently observe that the classification accuracy achieves a peak with 10 training samples and then tends to be stable.
Results on Parameter q
We evaluate our approach with different q= [1, 2, 3, 4, 5, 10, 15, 20, 25, 30] per person on both the Extended YaleB and AR Face datasets. The results are shown in Figure 5 . We observer that on the Extended YaleB dataset that with different q, the gaps among all the classification rates are marginal due to the introduction of deep dictionary learning and coding strategy. This strategy can exploit more information about signal y and incorporate more gradient information about y into the coding structure. Interestingly, when 20 images per class are randomly selected as training data, the classification rate is close to 100% when only using 1 atom per person on the AR Face dataset. The basic reason for the excellent recognition performance is that the proposed DDLCN fully exploits the intrinsic structure of the manifold where features reside, and incorporates more information about the nonlinear function on each group of basis vectors.
Results on Parameter t
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Comparison Against Baselines
We compare our results with the state-of-the-art, the comparative results of the Extended YaleB, AR Face, Caltech 256 and MNIST datasets. Extended YaleB. We compare our DDLCN with the traditional dictionary learning methods, e.g., D-KSVD [57] , LC-KSVD [20] , and other deep learning approaches, e.g., PCANet [6] and VAE + GAN [28] . DDLCN is better than all the baselines except [6] and [51] as shown in the second column of Table 1 . A different training strategy is adopted which helps improve the classification performance in [6] . Even under this unequal conditions, our method also outperforms the PCANet-1 (97.77%) and is slightly worse than PACNet-2 (99.85%), which validates the advantages of our method. Followed the evaluation metric of [20] , another experiment with the bad images excluded (10 for each person) is performed and the results are listed in the third column of Table 1 . It is observed that the proposed DDLCN achieves higher classification rate than other methods when using the A-15 strategy. In addition, we compare with SRC [45] , LC-KSVD [20] , DBDL [3] and JBDC [2] in terms of the computation time for classifying one test image, as shown in the fourth column of Table 1 . The time that our approach took is much less than LC-KSVD, DBDL, JBDC and other methods. AR Face. We compare the DDLCN with some advanced methods, e.g., LC-KSVD [20] , SupGraphDL-L [53] , etc. We can observe that our approach outperforms others including [6] and [51] when only using 1-1 strategy in Table 2 . It is a surprising result and the reason is that the proposed DDLCN makes the approximation quality from one layer O(ε 2 ), ascending to two layers O(ε 3 ) according to Lipschitz Smoothness. This ensures the quality of approx- [45] 66.50 17.76 LLC (30 local bases) [43] 69.50 -DL-COPAR [42] 83.29 ± 1.23 36.49 FDDL [50] 85.97 ± 1.23 50.03 DBDL [3] 86.15 ± 1.19 1.20 K-SVD (5 per person) [1] 86.50 -JBDC [2] 87.17 ± 0.99 1.18 LLC (70 local bases) [43] 88.70 -D-KSVD (5 per person) [57] 88.80 -LC-KSVD1 (5-5) [20] 92.50 0.541 LC-KSVD2 [20] 93.70 0.479 Multi-Block Alternating Proximal [4] 93.88 -RRC L 1 [51] 96.30 -ADDL (5 items, 20 labels) [58] 97.00 -SRC (all training samples) [45] 97.50 83.79 LC-KSVD2 (A-5) [20] 97.80 -LGII [31] 99.00 -PCANet-1 [6] 98.00 -PCANet-2 [6] 99.50 -DDLCN 99.56 ± 0.21 0.73 DDLCN 99.84 ± 0.36
DDLCN (A-5)
99.87 ± 0.19 1.63 [20] 28.10 32.95 --SRC [45] 27.86 33.33 --Griffin [17] 28.30 34.10 ± 0.20 --LC-KSVD2 [20] 28.90 34.32 --Graph-matching [9] -38.10 ± 0.60 --Local NBNN [29] 33.50 ± 0.90 40.10 ± 0.10 --Latent Structural [25] 36.34 42.01 --ScSPM [49] 27. imation to achieve O(ε 3 ) on imperfect atoms. In addition, we also report the computation time (ms) for classification on several methods. As shown in the third column of Table 2, the time that our approach took is marginally more than LC-KSVD, but is much less than SRC, DL-COPAR, JBDC, DBDL and FDDL. Caltech 256. We evaluate our approaches on 15, 30, 45 and 60 training images per class and compare with the state of the art, the comparisons are shown in Table 3 . The proposed method achieves better results than other traditional dictionary learning methods in all cases except VGG Net [37] and convolutional network [56] when using 60 training samples. In [37] , the authors use a very deep convolutional network (up to 19 layers) for the task, which reveals that the network depth is of crucial importance, and the leading results on the challenging dataset all exploit "very deep" models. Beside, note that after extracting features, the feature learner and coder of the DDLCN would be a fixed block [52] 85.47 RGF [11] 98.09 DCN [23] 98.15 Embed CNN [44] 98.50 Convolutional Clustering [10] 98.60 Deep Convolutional Learning [33] 99 [37] and [56] , both are CNN-based models and they learn features directly from the raw pixels. Both methods need to train the weights for the entire network rather than only the weights of linear classifier on the top layer, being as such computationally expensive. However, the training of the DDLCN is offline which represents a big advantage. The test phase of the DDLCN is pretty fast for our method. Moreover, our approaches outperform the other competing dictionary learning approaches even when using the 15-15 strategy, including K-SVD, D-KSVD, LC-KSVD, LLC, etc. What is surprising is that even when using the 1-1 strategy, our method still achieves better results than K-SVD, KC and CRBM, which validates the advantages of the proposed method. Figure 7 shows some example images from classes with high classification accuracy.
MNIST. The classification rates of different approaches on the MNIST dataset are provided in Table 4 . We observe that the DDLCN consistently outperforms all the baselines except [10] and [33] when using the100-100 strategy. The authors in [33] use a two layers model and plus a one layer features to achieve better result (+1.03%) than us. This is because both the CNN-based methods are jointly optimized between forward and backward propagation, and the proposed method has no end-to-end tuning. Thus the training of DDLCN is more efficieint than CNN-based methods. Such deep networks integrate low/mid/highlevel features and classifiers under supervision. In addition, when p=1 and q=2, we even achieve 96.56% classification accuracy, which proves again that our method can also achieve good recognition rate when the number of the training samples is limited and the size of the dictionary is small. This phenomenon will be of great benefit in practical applications, especially when the training data are limited. Note that when p=100 and q=100, the classification rate is boosted to 98.55% (Figure 8 (a) ). When p=500 and q=500, the classification rate is further improved to 99.02%. Figure 8 (b) shows the confusion matrix and we observe that the most confused pairs are (2, 7), (4, 9) and (3, 5 ).
Conclusion
The goal of this paper is to improve the deep representation capability of dictionary learning. To this end, we propose a novel deep dictionary learning network DDLCN to learn multi-layer deep dictionaries, which combines the advantages of both deep learning and dictionary learning and achieves impressive performance. We designed a dictionary learning layer and used it to replace traditional convolutional layers in a CNN. More specifically, for twolayer framework, the first layer learns a dictionary to represent input data, the next layer learns a dictionary to represent the atoms of the first dictionary. For a given input sample, the code consists of its locality constrained sparse code, together with the locality constrained sparse codes for all of the atoms that participate in its code. Experimental results on four popular benchmarks demonstrate that the proposed DDLCN outperforms the existing dictionary learning methods and achieves competitive results compared with the CNN-based models. Our code is available at https://github.com/Ha0Tang/DDLCN.
