The limits of frequency resolution measurements have been discussed extensively in recent years. It is believed that there is a crucial difference between resolution and the precision of a single frequency tracking. Whereas the efficiency of frequency tracking gradually increases with the square root of the number of measurements, the ability to resolve two frequencies is limited by the specific time scale of the probe and cannot be compensated for by extra measurements. Here we show theoretically and demonstrate experimentally that the relationship between these quantities is more subtle and for some limits both quantities behave in a similar way.
Introduction -We consider the problem of spectral resolution, i.e. differentiating between two close frequency components of a signal. This can be formulated as follows: a time dependent signal is coupled to a two-level system by a term such as H = f (t)σ z and we want to find the spectral content of f (t). This problem has been extensively examined in the past few years in NV centers in diamond [1] [2] [3] [4] [5] [6] [7] [8] [9] . The limit of resolution of the frequency spectrum of signals is believed to be set by the line-width and is analogous to the Rayleigh criterion in optics [10, 11] . The main problem is illustrated in Fig. 1(a) , where two signals which are close enough create the same power spectrum as a single broad signal. This intuition that resolution is limited by the line-width is based on known results from optics [10, 11] where an analogy is made between the wavelength and the line-width. This notion is one of the main pillars of spectroscopy. Here, we challenge this concept.
The traditional method of spectroscopy with quantum sensors uses dynamical decoupling pulses for a certain duration, the fluorescence as a function of the dynamical decoupling frequency should reflect the spectrum of the signal. It can be seen that with this method two frequencies are resolvable only if the difference between them is larger than (roughly) T −1 2 , where T 2 is the coherence time of the probe. This was believed to impose a fundamental limit on frequency resolution. However, it was realized that by transferring the quantum phase of the sensor to state population which survives up to longer T 1 relaxation times [12, 13] resolution could be improved. Moreover, by using a hybrid quantum system where an additional long-lived qubit acts as a more stable clock [3, 4, [14] [15] [16] ] the limit could be extended to the coherence time of the ancilla qubit. Recently it was realized that the quantum memory could be replaced by a classical one [1, 2, 6, 17] . These works have shown a significantly improved resolution and sensitivity, however while the performance of frequency tracking was analyzed and compared to theoretical limits, the performance of resolution was not studied adequately. We claim that the behavior of resolution is very much similar to that of frequency tracking, e.g. improving with extra uncorrelated measurements.
Formulation of the problem and outline of the algorithmWe define resolution as our ability to determine the number of frequencies in a signal and estimate these frequencies. In The Fisher Information vanishes as the frequency difference goes to zero. Although for one frequency it is always possible to adjust the detuning to get to the optimal point, for two frequencies this adjustment is impossible and the resolution problem emerges.
this paper we consider the case in which the maximal number of frequencies is two, so it is unknown if the signal contains a single frequency or two different frequencies. The algorithm is quite straightforward: We first assume the number of frequencies is two (denoted as δ 1 , δ 2 ) and then use Maximumlikelihood (ML) to either estimate
then we can deduce there are two resolvable frequencies (as the error probability is negligible). Therefore the quantities ∆ (δ 1 − δ 2 ) , ∆δ 1 , ∆δ 2 determine our resolution limits. Now, precision is our ability to estimate the value of a frequency given that the signal contains only one frequency. Let us start by analyzing a single frequency signal under dynamical decoupling [18] .
To address this problem of frequency resolution the first step is to understand where the notion that resolution and single frequency measurement are two different things comes from.
To do so we first analyze the standard frequency measurement protocol which is based on dynamical decoupling [18, 19] .
Dynamical decoupling -We want to estimate the frequency (ω) of an oscillating magnetic field. By using dynamical decoupling at frequency, ω d , we get an effective Hamil-tonian (see for example [1, 17] ):
Starting in the state | ↓ x , the probability to get | ↑ x after a duration of t (where t T 2 , to avoid decoherence effects) is:
Iterating this measurement many times and assuming that the phases φ in consecutive measurements are not correlated, the quantity of interest is P after averaging over φ (since many measurements are performed, each one with a different random phase). The averaged probability reads (see SI section ??):
where J 0 is the zeroth Bessel function. Note that for small enough Ω this function is peaked at δ = 0, and its width is given by t −1 .
Since we are interested in estimating δ , recall that the quantity of interest is the Fisher information (FI) of δ . That is due to Cramér-Rao inequality: ∆δ ≥ 1/ √ FI, [20] [21] [22] [23] where ∆δ denotes the uncertainty in estimating δ . It can be shown (see SI) that due to the averaging the FI always vanishes at δ = 0, which implies that the optimal FI is achieved for a non-zero δ , see Fig. 1(b) . Therefore the random phase, which enforces averaging, leads to a vanishing FI at δ = 0. However this is not really a problem for frequency tracking as it can be compensated for by increasing the detuning.
In the case of two frequencies the difference between the two appears in the beat-note. Whereas the term that contains the sum of the frequencies averages to one half (SI section ??), the beat-note term behaves like the term in Eq. 2 when δ is replaced by δ 1 −δ 2 . Because this quantity cannot be changed by changing the overall detuning, the FI would mostly go to zero as the δ 1 − δ 2 → 0 (SI section ??). Typically, close enough to δ 1 − δ 2 = 0, the FI would go as (δ 1 − δ 2 ) 2 t 2 , where t is bounded by T 2 . In other words, in the case that δ 1 − δ 2 is smaller by a factor of 10 than the resolution limit, T −1 2 , extra ∼ 100 measurements are needed to compensate for the inability to resolve. Since an additional 100 measurements are too demanding, this regime is considered unresolvable. A detailed analysis of this scenario appears in the SI section ??.
Therefore the inability to resolve two frequencies originates from a lack of information about the phase. This implies that in a scenario in which many synchronized measurements are applied, such that the phases could be efficiently estimated the resolution and the single frequency uncertainty should be comparable. This is exactly the scenario described in recent experiments [1, 2, 6] . The relevant regime in which coherence time of the signal is much longer than the duration of a single measurement of the sensor is termed as coherent signal, and the described method of many synchronized measurements is termed as phase sensitive measurement.
Phase sensitive measurement -The phase sensitive measurement protocol is illustrated in Fig. 2(a) , where many measurements are performed during a phase correlation time and thus the phase can be estimated as well. In the first examples of phase sensitive measurement on coherent signals, it was shown that the frequency tracking uncertainty goes as [1] :
where T is the minimum between the coherence time of the signal and the stability time of the clock, τ is the time of each experimental run, which is limited by T 2 , Ω is the Rabi frequency. The prefactor can be changed according to the precise experimental realization (readout efficiency, prior knowledge of the amplitudes). The optimal standard deviation presented in Eq. 3 can be attained by Bayesian inference, which saturates the Cramér-Rao [21] bound and has been applied in quantum optic in recent years [1, [24] [25] [26] .
The main assumption in this field [1] [2] [3] [4] [5] [6] [7] [8] [9] is that resolution is set by the time T (see Fig. 2 (a)) and extra uncorrelated measurements will not greatly improve our ability to resolve two frequencies, whereas in the case of of a single frequency estimation the extra measurements reduce the uncertainty considerably (Eq. 3). Here we would like to show that with phase sensitive measurement, the resolution behaves as the frequency tracking uncertainty, this is shown by analytical calculation of the FI and numerical simulation of Maximumlikelihood estimation (MLE).
Numerical results -We simulated the case of phase sensitive measurement, where the probability of detecting a photon is q j = r ↓ (1 − p j ) + r ↑ p j , and p j is given by Eq. 4. This model is used to simulate the NV center case [27] .
In order to show that we can resolve two frequencies with ∆δ < 2πT −1 , we compared two scenarios -data with two frequencies with ∆δ = 0.1 × 2πT −1 (where ∆δ > Tracking (Eq. 3)). The numerical results are shown in Fig. 2(c) , and for comparison, data with a single frequency is shown in Fig. 2(d) . For both, we ran the MLE scheme, and searched for two frequencies. For the former, we were able to separate the two frequencies by more than three ∆δ 1,2 , and for the latter, we saw separation of less than one ∆ (δ 1 − δ 2 ) and statistics fitting to the half-normal-distribution, where the estimated standard deviation SD was calculated from the statistics. The deduction is that the data contain two frequencies and we can resolve them. This shows that the algorithm is able to differentiate between a single frequency signal and a signal with two frequencies.
Scaling analysis -To verify the validity of Eq. 3 for resolution we ran the MLE scheme for a range of parameters and fit the estimated SD to the Cramér-Rao bound. The results are presented in Fig. 3 . In all the figures the SD approach A set of n measurements is made during the time the phase of the signal is stable, where the time of each measurement is τ and is limited by the coherance time of the probe (T 2 ). The sets are repeated N times to obtain more statistics, i.e. N uncorrelated sets. The estimation of the frequencies is done by calculating the likelihood function and locating its maximum value [20, 21, 28] 
. It is also possible to estimate the frequencies after each run and then average them which is less demanding numerically but is less accurate, see SI section ??. The data are consistent with a Folded-Normal-Distribution; in other words the SD is much larger than the mean; thus we cannot resolve two frequencies and conclude that there is only one frequency in the signal.
the bound and is expected to saturate the bound with a larger number of measurements. The FI depends on the way that the data are analyzed; thus Eq. 3 was modified, see SI section ??. The analysis here is shown for a large number of measurements. However, the conclusion that precision and resolution are very closely connected is also valid for a smaller number of measurements, see SI section ??.
Model estimate -At first glance it would seem that this procedure depends on the knowledge of the model. However, the model can also be incorporated into the ML procedure. We used a toy model for the phase stability, but a more realistic model of a random walk of the phase could be used in which the dephasing time is set as a parameter that could be estimated by ML, see SI section ??. Experimental results -To verify the theoretical analysis we performed high resolution radio-frequency spectroscopy with a single NV center in diamond. The experiment consisted of performing a phase sensitive measurement where a series of resonant of regularly spaced π pulses were applied to the NV center in the form of an XY8 sequence. The spacing of the π pulses provide a spectral filter centered around 1/2τ = 500 [kHz], with a band-width given by the number of π pulses (here N = 8, which corresponds to a bandwidth of ∼60kHz. After application of one XY8 sequence, the NV center is readout to give information about fluctuating magnetic fields within the spectral bandwidth. By concatenating several of these measurements and precisely recording the elapsed time between measurements, the linewidth of the resulting spectrum can be further reduced by a factor of T −1 . Here a total coherent measurement time of 0.9 seconds was used, to give a measurement linewidth of 1.1Hz. These measurements were repeated to generate 20 uncorrelated measurement sets.
The ML analysis is shown in Fig. 4 with a width around 0.1 Hz, i.e. an order of magnitude smaller than the discrete Fourier transform (DFT) limit, which is linewidth. The width of the likelihood is the SD of the estimators when the other parameters are known, here, where all the parameters are unknown, the width serves only as in indication for the true SD, as the SD roughly goes as twice the width in the limit of many measurements (SI section ??).
Conclusions and outlook -We showed theoretically and verified experimentally that the resolution achieved for spectroscopic measurements by a quantum sensor scales as 1/ √ N, where N is the number of measurements, with a proportionality coefficient as in the single frequency case. This is in complete contrast to the common belief that the scaling should be much worse to such an extent that it limits the resolution to the line-width.
The scaling coefficient depends on the phase coherence of the signal and approaches the maximal resolution for coherence times that are much longer than the single measurement time. We analyzed the scenario of phase noise, but other scenarios, such as frequency noise, are of high interest as well since we expect that they would scale in a different way. Moreover, it would be interesting to apply this to the optical imaging scenario where the phase has information on location, as in [29] [30] [31] . 
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but since the coherence time of the signal is very short, in each measurement the phases ϕ 1 , ϕ 2 are random. Therefore no phase information can be extracted. We assume the phases have a uniform random distribution. Just as in the main text, we first analyze the single frequency case, namely: H = Ω cos (δt + ϕ) σ Z , and δ is to be estimated. The transition probability, after a period of t, reads:
But the quantity of interest is P averaged over ϕ (since no information on ϕ can be extracted). We thus wish to find:
Let us calculate this integral, note first that:
It is now easy to see that integration over ϕ yields:
where J 0 is the zeroth Bessel function. For small enough Ωt the function P ϕ is peaked at δ = 0 and has a width of t −1 (as it gets its first zero at 2πt −1 ). For larger Ωt the shape of this function may get more involved, but it still gets a local maximum/minimum at δ = 0 (just because this function is symmetric with respect to δ ). Therefore, since 0 < p ϕ (δ = 0) < 1, the FI with respect to δ always vanishes at δ = 0. This also could be understood as Eq. 2 is symmetric with respect to the exchange of δ → −δ and ϕ → −ϕ and thus after averaging over the phase the probability becomes symmetric with respect to δ and thus the derivative at δ = 0 vanishes. This raises the question of which value of δ yields the optimal FI of δ . The expression of the FI reads:
where x = δt, y = Ωt. It can be seen that the optimal δ goes as t −1 , so that the optimal FI goes as Ω 2 t 4 . This function is plotted in Fig. ? ? in the main text. As δ is the detuning it could always be adjusted such that the measurements is conducted in the optimal value region and thus there is no difficulty of measuring one frequency with good accuracy. In order to analyze resolution, we must deal with two frequencies, thus the relevant Hamiltonian is the one presented in Eq. 1. For that Hamiltonian, the transition probability is:
Since we are dealing with an incoherent signal, we need to average the phases, which yields:
arXiv:1707.01902v1 [quant-ph] 6 Jul 2017 Figure 1 . Example of the performance of the basic dynamical decoupling method, both plots show the probability as a function of the dynamical decoupling frequency. Left:
, in that case only a single peak is observed, so frequencies are not resolvable. Right:
Now the most naive and basic method to resolve two frequencies, would be applying dynamical decoupling pulses and get the fluorescence (i.e. the transition probability) as a function of the dynamical decoupling frequency (Fig. 1) . Two close peaks ( Fig. 1(b) ) would indicate that there are two different frequencies, while a single peak ( Fig. 1(a) ) is an indication for a single frequency. The problem is that if |δ 1 − δ 2 | is too small (roughly smaller than t −1 ) a single peak at (δ 1 + δ 2 ) /2 is obtained. This problem seems to impose a fundamental limit on resolution.
We claim this conclusion is incorrect and perform a more complete analysis. Since we are interested in resolution, the relevant quantity is δ r = δ 1 − δ 2 . For the moment, let us assume that this is the only unknown quantity, while δ s = δ 1 + δ 2 is assumed to be known and can be manipulated by dynamical decoupling. It may be expected that in this case a beat-note is created, and qualitatively the FI of the beat-note should behave in the same way as in Eq. 3. The probability expressed in these two parameters reads:
In order to inquire if there is a fundamental resolution limit, we shall analyze the behavior of the FI of δ r , in particular in the limit of δ r → 0. We concentrate on the more common and challenging case, in which Ω 1 = Ω 2 = Ω. In that case, p ϕ 1, ϕ 2 is symmetric with respect ro δ r , which implies / ( p (1 − p )) , this means that the FI vanishes for any non-zero variance (Fig. 2) . Therefore the FI would mostly go to zero as δ r → 0, and thus a fundamental limitation exists. However, note that for δ s t = 4πN, where N is an integer, P ϕ 1 ,ϕ 2 = 0, which means that when δ s takes one of these values the variance vanishes. Remarkably, for these values of δ s t we get a finite FI. To any δ s t such that δ s t = 4πN and δ r 1, we have:
Therefore we get that for δ s t = 4πN, δ r = 0 the FI does not vanish and reads:
by taking δ s = 4πt −1 , we get:
This result can be compared with the FI of δ r when the phases are known, and averaged over all possible phases. Let us denote it as I . It is known, from the covexity of the FI, that I ≥ I. For any δ s t = 4πN, we get that quite remarkably that I = I . It should be noted that in this analysis we have focused on the scenario in which Ω 1 = Ω 2 , if Ω 1 = Ω 2 the FI would not generally vanish as δ r → 0. In that case the behavior of the FI is more complex and depends on the difference between Ω 1 and Ω 2 .
B. Resolution limits in the coherent case (phase sensitive measurement)
Now the Hamiltonian is the same as in Eq. 1, but the coherence time of the signal is much longer than the coherence time of the probe. This allows to make a large number of measurements in which the phases ϕ 1 , ϕ 2 are constant. We aim to target the challenging regime of δ 1 T, δ 2 T 1. Let us first analyze the simpler case of |δ 1 − δ 2 |T > 1, in which the frequencies are suppose to be resolvable. The FI of δ i is:
and:
this approximation is correct only for |δ 1 + δ 2 |T, |δ 1 − δ 2 |T 1, as was assumed. We can similarly calculate all the other terms in the FI matrix, and obtain:  From the Hamiltonian in Eq. 1 we derive the transition probability (Eq. 6) form state |↑ x to state ↑ y after time τ.
Where Ω k is the Rabi frequency, and δ k is the frequency. For the NV center case, the probability for detecting a photon is q j = r ↓ (1 − p j ) + r ↑ p j , where r ↑ (r ↓ ) is the probability for detecting a photon from the up (down) state. We measure n times from t = 0 to t = T and get the outcome vector x (x j ∈ {0, 1}) at times t j = jτ = j T n . In order to differentiate between two frequencies with ∆δ = |δ 2 − δ 1 | < 2πT −1 , we calculate the likelihood for outcome vector x, L x;t {Ω k , δ k , φ k } where N is the number of uncorrelated measurement sets. The values of δ k that maximize the likelihood function are chosen to be the estimated values of the frequencies that we wish to find. Using FI we derived the STD of the estimator (Eq. ?? main text), thus, with enough measurement sets, we can break the DFT limit of T −1 .
III. CORRELATION BETWEEN THE PHASES
We have analyzed a simple dephasing model in which there there exist a fixed correlation time after which the phases are uncorrelated. In a more realistic scenario some correlation exist which is characterized by a probability of φ i given φ i−1 : p(φ i |φ i−1 ). In this case the calculation will be done in the following way. By Bayes rule we get: p(δ , φ 1 , φ 2 , ..., φ n |{x i }) ∝ p(x i |δ , φ 1 , φ 2 , ..., φ n )p(δ , φ 1 , φ 2 , ..., φ n ),
where x i are the measurement results and p(δ , φ 1 , φ 2 , ..., φ n ) = p(δ )p(φ 1 )p(φ 2 |φ 1 )(φ 3 |φ 2 )...(φ n |φ n−1 ).
As p(δ ) has uniform distribution we will get:
p(δ , φ 1 , φ 2 , ..., φ n |{x i }) ∝ p(x i |δ , φ 1 , φ 2 , ..., φ n )p(φ 1 )p(φ 2 |φ 1 )(φ 3 |φ 2 )...(φ n |φ n−1 ) = p(x 1 |δ , φ 1 )p(x 2 |δ , φ 2 )...p(x n |δ , φ n )p(φ 1 )p(φ 2 |φ 1 )(φ 3 |φ 2 )...(φ n |φ n−1 )
and all these terms we know how to calculate. For example in the case of diffusion noise p(φ 2 |φ 1 ) = exp − (φ 1 −φ 2 ) 2 2σ 2 / √ 2πσ 2 and thus σ becomes an extra parameter that could be estimated by MLE. It is noteworthy that this distribution is unbounded and thus should be discretized in the ML procedure [1] .
