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DandeLiion (available at dandeliion.com) is a robust and extremely fast solver
for the Doyle Fuller Newman (DFN) model, the standard electrochemical model for
(dis)charge of a planar lithium-ion cell. DandeLiion conserves lithium, uses a second
order spatial discretisation method (enabling accurate computations using relatively
coarse discretisations) and is many times faster than its competitors. The code can
be used ‘in the cloud’ and does not require installation before use. The difference in
compute time between DandeLiion and its commercial counterparts is roughly a factor
of 100 for the moderately-sized test case of the discharge of a single cell. Its linear
scaling property means that the disparity in performance is even more pronounced
for bigger systems, making it particularly suitable for applications involving multiple
coupled cells. The model is characterised by a number of phenomenological parameters
and functions, which may either be provided by the user or chosen from DandeLiion’s
library. This library contains data for the most commonly used electrolyte (LiPF6) and
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a number of common active material chemistries including graphite, lithium iron phos-
phate (LFP), nickel cobalt aluminium (NCA), and a variant of nickel cobalt manganese
(NMC).
Keyword: Lithium-ion battery, Newman model, P2D model, Porous electrode theory, Stiff
systems, Solver, Simulation engine, Finite elements.
1 Introduction
Lithium-ion batteries (LIBs) provide rechargeable energy storage at an unrivalled energy and
power density, with a high cell voltage, and a slow loss of charge when not in use [1]. These
characteristics have lead to their widespread use in consumer electronics, and their increasing
dominance in electric vehicle (EV) applications and off grid storage. Driven largely by the
incumbent legislation to ban the combustion engine across large parts of the world before
2040, it has been predicted that the demand for LIBs will balloon from 45 GWh/year (in
2015) to 390 GWh/year in 2030 [2]. Thus, the need to improve and optimise LIB technology
is especially timely and, in particular, the development of underpinning modelling capabilities
promises to significantly accelerate this process. Particularly in the case of EV applications
significant challenges remain. These are associated with the demanding requirements made of
vehicle batteries, including long service life, rigorous safety standards and good performance
under aggressive charge/discharge regimes [3, 4].
A single LIB cell consists of two porous electrodes (an anode and a cathode) separated
by a porous spacer (see figure 1) and sandwiched between two current collectors. The cell
is bathed in a liquid lithium electrolyte that acts to transport charge, and lithium, between
the two electrodes. Each electrode is comprised of an agglomeration of electrode particles
formed from active materials into which lithium ions can intercalate. For modelling purposes
electrode particles are often assumed to be spherical. Under discharge conditions Li+ ions,
which have a greater chemical energy in the anode material than the cathode material,
deintercalate from the anode particles, migrate through the electrolyte and across the porous
separator to the cathode where they intercalate into the cathode particles. The transport of
charge, from anode to the cathode, that results from this migration of the positively charged
Li-ions gives rise to a potential difference, between the two electrodes, that can be used to
drive a current through an external circuit.
The electrochemistry and electrical behaviour of a LIB cell is typically modelled by the
Doyle Fuller Newman (DFN) model [5, 6, 7], which is also often called porous electrode
theory or the P2D model. This describes the charge transport and Li-ion migration within
the cell. In particular it couples nonlinear diffusion models for Li-ion transport within the
electrode particles to a semi-phenomenological model for the electrolyte, which is able to
accurately capture ion transport and electrical conduction, via a Butler-Volmer model [7, 8]
that quantifies the rate of (de-)intercalation of Li-ion from the surfaces of the electrode
particles. More details of this model, and its relationship to the underlying physics and
chemistry of the device, can be found in [8, 9, 10].
Although the DFN model is to some extent the gold standard in engineering simulations
of LIBs it is nevertheless prohibitively computationally expensive in many applications. In
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Figure 1: Schematic of a planar LIB cell. The macroscopic and microscopic coordinates, x
and r, are indicated, along with the particle radii and positions between the different cell
components.
particular, composite cells such as pouch and cylindrical cells have heterogeneous temper-
ature distributions and therefore required a DFN solution to be carried out at each point
in space and coupled to a three-dimensional heat transport equation. This results in a five-
dimensional problem that is extremely compuationally challenging. Various approaches are
adopted to reduce the complexity of this problem including equivalent circuit modelling of
the cell and more recently systematic (single particle) asymptotic reductions of the DFN
model which reduce the dimension of the DFN model by one, see [11, 12]. Rather than
simplify the model, our approach here is to tailor highly-efficient numerical methods to the
DFN model and thereby reduce the computational time to a level that is acceptable for the
type of computations that we might wish to perform.
The numerical software presented in this work (DandeLiion v1) is designed to solve the
DFN model and is motivated by the pressing need for fast, and powerful, numerical code
that is capable of solving computationally expensive problems in battery design, such as
the simulation of the thermally coupled electrochemical behaviour of composite cells (e.g.
pouch cells and jelly-roll cells), battery modules, and (even) entire battery packs. It also
has the potential to significantly enhance other computationally expensive tasks such as the
optimisation of cell design and estimation of parameters from experimental data.
The rest of this work is devoted to the description of the numerical procedure, adopted
in DandeLiion, for the solution of the DFN model of charge transport in a single LIB cell.
1.1 Software performance and operation
The DandeLiion solver is based upon a method of lines approach to the solution of the
system of mixed parabolic-elliptic partial differential equations (PDEs) that comprise the
DFN model. In this approach the DFN PDEs are first discretised in space to yield a large
system of coupled time-evolving ODEs and algebraic equations. This system of differential
algebraic equations (DAEs) is efficiently solved (with the default absolute and relative tol-
erances of 10−6) using an in-house solver, written by the authors and based upon Backward
Differentiation Formulae and adaptive time stepping [13, 14].
The DandeLiion solver has been validated against (i) in-house code implemented in MAT-
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LAB [15], (ii) the Battery Library in Dymola [18], a proprietary code, (iii) COMSOL Mul-
tiphysics, a commercial package [19], (iv) PyBaMM, an open source project [20], and (v)
the experiments and simulations described in the work of Ecker et al. [16, 17]. For the
cross-verification with Dymola, the code was parametrised using the same model and bat-
tery properties as described in [21]. In [11] it has been compared to (vi) an approximate,
simplified, reduced-order battery cell model, showing very good agreement between the two
different approaches, even for relatively high discharge rates up to around 12C. An example
comparison between PyBaMM, experiment and DandeLiion is shown below in §5 and further
work [11, 22] also verify DandeLiion against other experiments and simulations.
The DandeLiion solver works very much faster than: (i) our previous MATLAB imple-
mentation of a DFN solver (which is based on ode15s with the analytic Jacobian pattern
provided for the solver for increased speed); (ii) the implementation of the model in the Dy-
mola Battery Library [18]; (iii) the implementation in COMSOL Multiphysics [19]; and (iv)
than the open source implementation PyBaMM [20]. To quantify this, our MATLAB imple-
mentation, which is comparable in speed to Dymola, was outperformed by DandeLiion by a
factor of around 100 in terms of reduced computational time for a single cell discharge. An-
other direct comparison has been carried out with both COMSOL Multiphysics 5.3a and 5.6
using a Kokam 7.5Ah pouch cell parameterised according to Ecker et al. [17] with non-linear
diffusivity in solid particles. COMSOL Multiphysics takes between 3 minutes 45 seconds and
4 minutes to run a set of three discharge curves (1C, 3C and 5C) at 298K with 40 mesh points
in the r direction (particles) for the negative electrode and 20 mesh points for the positive.
In the x direction (electrolyte) the number of mesh points is roughly 50 in the negative elec-
trode, 10 in separator and 40 in the positive electrode. For DandeLiion, it takes only about
1.7 seconds (over 100 times faster) to solve all the three cases with the same parametrisation
and computational grid. When simulations are submitted to our server, computations are
carried out ‘in the cloud’ and there is a fixed overhead of around 7-10 seconds associated
with setting up of the simulation and delivery of the results. Even if one were to include
these overheads in the compute time, DandeLiion would still perform this example faster
than its counterparts. Moreover, we emphasize that these overheads are independent of the
size of the computation, and are therefore insignificant in sizable problems.
The disparity in performance is significantly greater for larger problems, such as pouch
and cylindrical cells where the advantages of the linear scaling properties of DandeLiion
become even more pronounced. Furthermore, in contrast to Dymola and PyBaMM, Dan-
deLiion uses a second order spatial discretisation and therefore requires many fewer space
points to achieve the same accuracy as these other solvers, which are only first order accurate
in space. A full discharge cycle of a battery at a moderate (1C) discharge rate that involves
solution of a system of approximately 7000 coupled nonlinear DAEs takes less than a second
of simulation time for DandeLiion on a standard desktop computer. For comparison, the
solution of the same problem (using the same hardware) takes around one minute, or even
more in MATLAB and this gap in code performance becomes more pronounced for bigger
systems. The number of DAEs that the DandeLiion solver can handle on a desktop computer
with 16 Gb of RAM (available in most standard desktops) is enough to solve approximately
2 × 107 DAEs and can be increased beyond 108 depending on the machine’s RAM. Fur-
thermore code performance is not hampered when the number of DAEs increases, and the
simulation time scales linearly with the number of DAEs being solved (see Figure 2). This is
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in contrast to most other DFN codes whose simulation times scale quadratically with system
size. Such codes are therefore prohibitively computationally expensive when used for large
computations.
In Figure 2, the total simulation time on a standard desktop (with 16 Gb of RAM)
is plotted against the total number of DAEs on a log-log scale. For small numbers of
equations (< 104) the log-log plot is not linear, due to the cost of fixed overheads, but above
104 DAEs we were able to verify that the solver demonstrates linear scalability up to at
least 2 × 107 coupled equations. Note that each point in the plot represents an individual
simulation with up to 128 battery cells (DFN models) in a stack, and it shows that even
with the increasing number of coupled (electrically, via potentiostatic boundary conditions)
DFN models the solver performance does not degrade and the linear trend is preserved.
Importantly, this opens the possibility of simulating multidimensional systems. In particular,
it will enable fully thermally coupled simulations of 3D composite cells, such as pouch cells,
which are made by stacking a large number of (typically around 50) individual cells on top
of each other; this is to be the subject of an upcoming publication. Heat generation within
such cells can lead to significant heterogeneities in the temperature distribution, which in
turn leads to heterogeneities in the electrochemical properties of individual cells (which
are highly sensitive to temperature). Since the DFN model for a single isothermal cell is
two-dimensional in space (one micro dimension measuring distance from the centre of an
electrode particle and one macroscopic cell dimension measuring distance across the cell)
the thermally coupled model that needs to be solved for a composite cell is five dimensional
(3 macroscopic pack dimensions, 1 macroscopic cell and 1 micro dimension). Such problems
are extremely computationally challenging and require fast and efficient solvers, such as
DandeLiion. Other computationally intensive applications for which efficient code is highly
desirable include parameter estimation and cell optimisation routines, both of which require
that multiple simulations, using different sets of parameters, are performed on a single cell.
DandeLiion does not require installation and is available to be used ‘in the cloud’ at
dandeliion.com. The website hosts comprehensive documentation as well as a series of
tutorial videos aimed at educating new users on the use of this tool, which cover a range of
topics, including how to simulate a full discharge cycle, modification of the model parameters
and functions, how to simulate drive cycles, creating and adding a user-defined electrode
chemistries, and setting up graded electrodes (electrodes with different particle sizes). Several
pre-defined examples are available, and these are intended to serve as templates which can
be adapted for specific customised simulations thereby lowering the barrier to entry for new
users.
2 The DFN model and software implementation
DandeLiion is a framework for simulating LIB cell charge and discharge. It solves a 1+1D
(pseudo 2D) DFN porous electrode model that was established in [6, 5, 7] and is reviewed in
detail in [10]. The current version allows the user to choose from a library of preprogrammed
parameterisations for the electrolyte and electrode chemistries or, alternatively, to specify
their own parametrisations. The model parameters may be changed by the user by editing a
simple web form. Complete web forms submit a simulation to the queue and computations
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Figure 2: Simulation time in seconds vs the total number of differential-algebraic equations
(DAEs) in the system. In this test, a stack of up to 128 battery cells (DFN models) has
been simulated at 1C discharge rate from fully pre-charged state until fully discharged using
different computational grids. Each point in the plot represents a separate simulation with
one particular grid size. The density of the spatial grid varies from relatively coarse, 10
nodes in the electrolyte and 50 in each electrode particle, up to relatively fine, 1280 nodes in
the electrolyte and 800 nodes in each particle. Each battery cell in a stack was parametrised
according to [16, 17]. All cells are connected via potentiostatic boundary conditions (parallel
battery connection). The test was performed on a desktop with Intel Core i7-8700 CPU
and 16 Gb of RAM.
6
are carried out on our dedicated server free of charge. A concise view of the results of finished
computations can be viewed live in the web browser and we also provide an option for users
to download the raw output of simulations for in-depth analysis using the software of their
choice.
The core DandeLiion code is written in C++ which is partially responsible for its fast
performance. It is based on a 2nd order spatial discretisation of the system of PDEs which
comprise the DFN model. A finite element discretisation is employed in the macroscopic
dimension, x (which measures distance across the cell), as described in detail below and in
the microscopic dimension, r (which measures distance from the centre of each electrode
particle), we use a control volume method described in [23]. These methods are both 2nd
order accurate and, crucially, are conservative. The latter point means that when they are
applied in tandem to the macroscopic and microscopic lithium conservation equations, that
form part of the DFN model, they ensure global lithium conservation throughout the device.
This property is particularly important when multiple (dis)charge cycles are performed and
ensures that the battery’s capacity is retained.
The finite element and control volume methods are applied to the DFN model equations
and in doing so spatial derivatives are removed. The spatially-discretised DFN model can
be written as a large coupled system of time-dependent DAEs, i.e. Mu̇ = f(u), where u is
a vector containing the time-dependent values of the model variables at the computational
grid points, the mass matrix is denoted by M, and the “right-hand side function” is denoted
by f(u), see equation (40). DAE systems are typically more problematic to solve than a
system comprised solely of coupled ODEs [24], but there are commercial solvers aimed at
solving such systems, such as MATLAB’s ode15s [25]. Solving the DAEs that result from
the spatial discretisation of the DFN model is by far the most computationally expensive
part of the solution procedure and for this reason we have developed a specialised in-house
DAE solver, as part of the DandeLiion code, which is based on implicit variable-order (2 to
6) backward differentiation formulae [13, 14] and an optimised Newton root-finding method.
The DAE solver used by DandeLiion is unique to this project and has been optimised for
the specific purpose of solving the DFN model. In this it differs significantly from other
numerical tools developed by the authors.
2.1 The DFN Model
In what follows we lay out the full cell 1+1d DFN model [5, 6, 7] that is solved by DandeLiion;
for a more detailed description of the physics and chemistry underlying this model the reader
is referred to Newman’s book [8] and the review article [10]. The version of the 1+1d DFN
model considered here describes a one dimensional cell lying between x = L1 and x = L4
(see figure 1), consisting of
an anode in L1 < x < L2,
a separator in L2 < x < L3,
and a cathode in L3 < x < L4.
The model comprises one-dimensional macroscopic equations posed across the width of the
cell L1 < x < L4. These describe electrical conduction in the solid matrices of the anode and
cathode and lithium ion transport and conduction in the electrolyte that fills the pores of the
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electrode matrix. They couple to one-dimensional spherically symmetric microscopic lithium
transport equations posed in representative spherical electrode particles, which occupy the
regions 0 ≤ r < Ra(x) in the anode and 0 ≤ r < Rc(x) in the cathode. Here Ra(x) and
Rc(x), which are allowed to vary in space to allow for the possibility of particle grading, give
the radii of the anode and cathode particles, respectively, as a function of x. The full cell
DFN model is formulated below in equations (1)-(16); the associated model variables are
listed, and described, in Table 1, and the model parameters and functions are catalogued in
Table 2.
Variable Description Units
x Distance across cell m
t Time s
r Distance from centre of electrode particle m
F Faraday constant s A mol−1
c Ion concentration in electrolyte mol m−3
N− Average flux of negative counterions in electrolyte mol m
−2s−1
Φ Electric potential w.r.t. lithium electrode in electrolyte V
j Average current density in electrolyte A m−2
jn Current density on surface of electrode particles A m
−2
flowing from electrode particle to electrolyte
ja Average current density in anode A m
−2
jc Average current density in cathode A m
−2
Φa Electric potential in anode V
Φc Electric potential in cathode V
ca Lithium-ion concentration in anode particles mol m
−3
cc Lithium-ion concentration in cathode particles mol m
−3
ηa Overpotential between electrolyte and anode particles V
ηc Overpotential between electrolyte and cathode particles V
V (t) Potential difference across device V





T Absolute temperature K
B(x) Permeability factor in electrode matrix dim’less
εl(x) Volume fraction of electrolyte in electrode matrix dim’less
b(x) Brunauer-Emmett-Teller (BET) surface area m−1
De(c) Ionic diffusivity of electrolyte: function of concn. m
2s−1
t+0 Transference number dim’less
κ(c) Electrolyte conductivity as function of concentration A m−1V−1
σa(x) Anode conductivity as function of concentration A m
−1V−1
σc(x) Cathode conductivity as function of concentration A m
−1V−1
Ra(x) Radius of anode particles as function of position m
Rc(x) Radius of cathode particles as function of position m
cmaxa Max. lithium concentration in anode particles mol m
−3
cmaxc Max. lithium concentration in cathode particles mol m
−3
ka Butler-Volmer constant in anode mol
−1/2m5/2s−1
kc Butler-Volmer constant in cathode mol
−1/2m5/2s−1
Ueq,a(ca) Open-circuit voltage: function of Li
+ concn. in anode V
Ueq,c(cc) Open-circuit voltage: function of Li
+ concn. in cathode V
Da(ca) Li
+ diffusivity anode: function of Li+ concn. m2 s−1
Dc(cc) Li
+ diffusivity cathode: function of Li+ concn. m2 s−1
I(t) Current flow into cell A
Rcont Total contact resistance V A−1
A Electrode cross-sectional area m2
c0 Initial ionic concentration in electrolyte mol m
−3
ca,0 Initial ionic concentration in anode mol m
−3
cc,0 Initial ionic concentration in cathode mol m
−3








= 0, N− = −B(x)De(c)
∂c
∂x
− (1− t+0 )
j
F
in L1 < x < L4. (1)
∂j
∂x











in L1 < x < L4, (2)
∂ja
∂x
= −b(x)jn, ja = −σa
∂Φa
∂x
in L1 < x < L2, (3)
∂jc
∂x
= −b(x)jn, jc = −σc
∂Φc
∂x















in L1 ≤ x < L2,













in L3 ≤ x < L4,
(5)
ηa = Φa − Φ− Ueq,a(ca|r=Ra(x)), ηc = Φc − Φ− Ueq,c(cc|r=Rc(x)). (6)
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Variables in the anode and cathode are distinguished by their subscripts: we use the variables
Φa, ja, ca, ηa in the anode (L1 < x < L2) and Φc, jc, cc, ηc in the cathode (L3 < x <
L4). Furthermore the electrode particles in the anode and cathode have different electrical
properties and so are characterised by different equilibrium potential functions, Ueq,a(ca) in
the anode and Ueq,c(cc) in the cathode.
Macroscopic boundary and interface conditions Here the macroscopic boundary and




, N−|x=L1 = 0, j|x=L1 = 0, (7)
ja|x=L2 = 0, (8)




, N−|x=L4 = 0, j|x=L4 = 0. (10)
representing galvanostatic discharge at a current I(t) which flows into the anode current
collector on x = L1 through the anode particles and out through the cathode current collector
on x = L4 through the cathode particles (figure 1). No electronic current passes through the
electronically insulating separator.
Microscopic equations and boundary conditions The microscopic equations and













in 0 < r < Ra(x)





















in 0 < r < Rc(x)








 in L3 < x < L4, (12)
where Da and Dc are the diffusivities of Li
+ in the of the anode and cathode particles
respectively.
Initial conditions Constant initial conditions are provided for the ion concentration in
the electrolyte
c|t=0 = c0, (13)
and likewise for those in the active materials in the anode and cathode
ca|t=0 = ca,0, cc|t=0 = cc,0, (14)
where c0, ca,0, and cc,0 are provided by the user.
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The full cell potential The results of solution to the full cell DFN model and a specified
galvanostatic current I(t) can be used to compute the potentials at the anode and cathode








and hence the potential drop across the full cell (i.e. the cell voltage) is given by
V (t) = Vc(t)− Va(t)−RcontI(t). (16)
where Rcont is the contact resistance of the cell.
2.2 Software functionalities
In the most basic case the user can specify a current draw from/supply to the cell and
the code will solve for the internal concentration, potential and current density profiles as
well as the cell voltage during discharge/charge until the device reaches a user-defined cut-
off potential. The results of a simulation in such a scenario are discussed in §5. However,
DandeLiion can also be used in a number of more sophisticated ways and it has the capability
to simulate: (i) a variety of cell chemistries, (ii) realistic drive cycles, (iii) graded electrodes
in which particle size varies across the electrode, and (iv) GITT (Galvanostatic Intermittent
Titration Technique) experiments. The user may refer to the ‘Getting Started’ page on
dandeliion.com for tutorials.
Materials and Electrolyte library Data for the electrolyte LiPF6 in the form of func-
tions for electrolyte diffusivity De(c), electrolyte conductivity κ(c) and a value for the
transference number t+0 is provided in the DandeLiion’s parameter library. Similarly data
is provided for the electrode materials graphite (LixC6), LNC (Lix(Ni0.4Co0.6)O2), LFP
(LixFePO4), and NMC (LiNi1−x−yMnxCoyO2). For each of these materials we provide the
open circuit voltage Ueq(cs) as a function of the concentration of intercalated lithium. For
graphite and LNC we also provide the lithium diffusivity Ds(cs) within the material as a
function of concentration of intercalated lithium. In the case of LiFePO4 we assume a con-
stant diffusivity value Ds = 8 × 10−18 m2s−1 [26]. In future releases this library will be
expanded enlarging the choice of pre-defined chemistries and materials. All other parameter
values and functions are taken from [16, 17, 27].
3 Spatial discretisation of the DFN model
In this section we discuss the second order spatial discretisation of the DFN model (1)-(16)
that leads to the system of DAEs solved by DandeLiion. This is based on a control volume
method for the microscopic equations (11)-(12) that has been previously given in [23] and
a novel finite element method for the macroscopic equations (1)-(10), which we describe in
detail below.
We note that there are numerous other approaches that have been used in the literature
to discretise the DFN model and optimise its numerical solution. Some of this past work
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has focussed on speeding up the solution for transport in the active particles (the most
costly part of the solution process). For instance, Subramanian et al. [37] focussed on
leveraging approximate solutions to speed up computations for lithium transport in the
electrode particles, by assuming that the Li concentration is parabolic in the particle radius
r. In [38] finite difference approximations and polynomial representations were combined to
reduce the coupled PDEs, which comprise the DFN model, to a system of DAEs which is
smaller than that obtained by direct discretisation alone. Bizeray et al. [39] used Chebyshev
orthogonal collocation and showed that computation time could be reduced by a factor of 10-
100, in comparsion to the finite difference method, where it was insisted that both methods
achieve the same accuracy. Dao et al. [40] used a Galerkin spectral method with sinusoidal
basis functions to solve the equation in the electrolyte but showed that its advantages are
limited to low C-rates. Padé approximants were first used by Fathy et al. [42] and extended
by [43] for a reduced-order model. We emphasize that whilst all of these aforementioned
approaches are at least partially successful at enhancing the solution speed, in comparison
to the standard finite difference method, their applicability is restricted to a linear Fickian
diffusion model of lithium ion transport. They are therefore not applicable in our case
where, in order to obtain good agreement with experiment, the lithium transport in the
active material is modelled by a nonlinear diffusion equation. Other work has looked at
strategies for optimising the solution process in the electrolyte. For example, Cai et al. [41]
developed a reduced-order model using proper orthogonal decomposition and showed that
this method is 30 times faster than the finite difference method implemented in COMSOL
Multiphysics. However, they restricted their attention to linear diffusion models both in the
electrode particles and in the electrolyte whereas we allow both to be nonlinear. Finally,
we note that one might consider using higher order discretisations as a strategy to increase
computational speed. However, we do not go beyond second order because we want to
preclude the possibility of introducing spurious oscillations in the solution which frequently
occur when using high order methods in problems in which their are discontinuities and/or
rapid changes in coefficients (as is the case here at the interfaces between the electrodes,
separator and current collectors) [44, 45].
3.1 Finite element discretisation of the macroscopic equations
Here, we discuss the spatial second-order finite element discretisation for the macroscopic
equations (1)-(6), for the electrolyte and current transport in the solid parts of the anode and
cathode. A similar method has been used for a related systems of equations describing charge
transport in solar cells in [28]. The microscopic diffusion equations (11)-(12) are discretised
using the conservative control volume method given in Zeng et al. [23] which is chosen both
for its second order accuracy, which matches the rate convergence of the scheme that we use
for the macroscopic equations, and because it gives direct access to the concentration on the
surface of the particle without the need for extrapolation. This latter feature is particularly
important because the charge transfer reaction rate, given by the Butler-Volmer equations
(5), depends strongly upon the surface concentration of lithium and any errors made in
computing its value gives rise to large errors in the transfer current undermining the quality
of the simulations.
For a positive integer N , let {L1 = x0 < x1... < L4 = 1} be a partition of [L1, L4] into the
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subintervals (xi−1, xi), 1 ≤ i ≤ N with grid spacing ∆i+ 1
2
= xi+1 − xi. The computational
grid is comprised of N + 1 points. We apply the approach described in [29] to derive the
finite element descretisation. The idea is to approximate dependent variables as a linear
combination of piecewise linear basis functions (aka ‘hat’ or ‘tent’ functions). For a generic




wi(t)ψi(x) where ψi(x) =

x−xi−1
xi−xi−1 x ∈ (xi−1, xi)
xi+1−x
xi+1−xi x ∈ (xi, xi+1)
0 x /∈ (xi−1, xi+1)
, (17)
in which ψi(x) is referred to as the basis functions. By eliminating N−, j, ja, and jc from












































q1(x, c) = −B(x)
(
De(c) + κ(c)
2RT (1− t+0 )2
F 2c
)




q3(x, c) = B(x)κ(c)
2RT (1− t+0 )
Fc
, and q4(x, c) = −B(x)κ(c).
(22)
These are to be solved subject to the boundary conditions (7)-(10). Each of the equations















+ S(x, v, w). (23)
and, in the interests of brevity, we shall now discuss how the finite element method is applied
to (23) rather than discussing each of equations (18)-(21) individually.
The spatially discretised equations are obtained by using the approximation (17) in (23),
multiplying by a test function ψj(x), j = 0, ..., N , and integrating over the macroscopic













































The first-term on the right-hand side can be calculated using the appropriate boundary
conditions, (7)-(10). In general, the remaining integrals in (24) cannot be integrated exactly
and further approximations are needed in order to progress. We adopt the approach given
in [28] and replace the functions γ1, γ2, γ3 and S appearing in the integrands by functions
that are piecewise constant over each subinterval, x ∈ (xi, xi+1), and have a value equal to
that of the function (17) at the midpoint of that interval. The integral on the left-hand side































































Treatment of second integral on right-hand side of (24) follows analogously but with γ2(x,w)
replaced by γ3(x,w). Finally we approximate the final integral in (24) by writing∫ 1
0
























The errors incurred in using these approximations are second order (i.e. their error decays
proportional to the square of the grid spacing), just like the piecewise linear approximation
for the dependent variables embedded in (17). Hence the finite element discretisation retains
its second order convergence rate despite the additional approximations. The integrals on
the right-hand side of equations (25)-(26) have integrands that depend solely upon the basis
functions and their derivatives, and so can be computed exactly (for details see Appendix
A). This observation leaves us in a position to write down the DAE system arising from the
spatial discretisation of the macroscopic PDEs (1)-(6) of the Doyle-Fuller-Newman model.
3.2 Finite element implementation
In order to write down the spatially discretised system of equations in a concise form we
introduce three discrete operators: a difference operator Di, an operator for evaluation of
dependent variables at a mid point Ji and a linear operator Li. These act on a column
vector w with the entries
wi = w|x=xi , for i = 0, ..., N (28)
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Let x be a column vector of nodal points with the ith entry xi for i = 0, ..., N . We seek to
predict the electrolyte lithium concentration c(x, t) and so, following (17) and (28), we aim
to find c(t) whose ith entry is ci = c(xi, t) for i = 0, ..., N . The same is true for the electrolyte
whose time-dependent values at the N+1 nodes xi, i = 0, 1, ..., N , are collated in the column
vector Φ(t). Similarly for the anode and cathode potentials whose time-dependent values at
the Na +1 and Nc +1 nodes respectively are collated in the column vectors Φa(t) and Φc(t).
In addition, the values of the four quantities qk(x, c) (for k = 1, .., 4) at the N + 1 nodes xi,
i = 0, 1, ..., N are stored in the vectors q(k)(t).
We are now in a position to write down the spatially discretised equations arising from
the macroscopic PDEs (18)-(21) and their boundary conditions (7)-(10). We begin with the
ODEs that govern the evolution of the lithium concentration in the electrolyte, and which
are obtained from the spatial discretisation of (18) and boundary conditions (7b) and (10b).
















































where Ni+1/2 is given by





and εi+1/2 = ε|x=xi+1/2 . The algebraic equations for the electrolyte potential Φ, which result












jni−1/2, for i = 1, ..., N − 1





where ji+1/2 and j
n
i+1/2 are given by














and bi+1/2 = b|x=xi+1/2 . The first equation in (32) is required to set a reference value for
the potential, and we select the value of zero at x = L1 for convenience and without loss
of generality. The algebraic equations for the potential in anode Φa, which result from
discretisation of equation (20) and the boundary conditions (7a) and (8), are






















i−1/2, for i = 1, ..., N − 1








ja|x=xi+1/2 ≈ jai+1/2 = −σaDi+1/2(Φa). (36)
The algebraic equations for the potential in cathode Φc, which result from discretisation of
equation (20) and the boundary conditions (9) and (10a), are
















jni−1/2, for i = 1, ..., N − 1
0 = − I
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jc|x=xi+1/2 ≈ jci+1/2 = −σcDi+1/2(Φc). (38)
Equations (30)-(38) comprise the discretised macroscopic equations that are implemented in
DandeLiion.
3.3 Assembly of the Differential Algebraic Equations
Here we briefly describe how the system of DAEs, which are solved by DandeLiion, are
assembled from the spatial discretisation of the DFN model. As stated earlier the microscopic
equations (11)-(12) are discretised by application of Zeng et al. ’s [23] control volume (CV)
method, which similar to the FEM discretisation of the macroscopic equations, exhibits
perfect lithium conservation and also directly evaluates the lithium-ion concentration on
the electrode particle surfaces, which is important from the point of view of accurately
approximating the Butler-Volmer equations.
Henceforth we refer to the combined finite element and control volume spatial discretisa-
tion as the FE+CV scheme. The total number of grid points in the macroscopic dimension,
x is N = Na + Ns + Nc, where Na, Ns, Nc are the grid points in the anode, separator, and
cathode respectively. At each of the Na + Nc stations in x which belong to the anode or
cathode we consider a representative spherical electrode particle which is discretised using
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M grid points in the radial coordinate r. We denote rj = jhr, where hr = 1/(M − 1) for
j = 1, ...,M . In total we have (Na +Nc)×M different stations in r and at these locations we
denote the value of lithium concentration in anode and cathode by cai,j and c
c
i,j respectively.
The index i indicates the representative particle’s position in x whereas j labels the radial
position within that particle. In total we have 2N functions to be determined for concen-
tration and potential in the electrolyte, Na and Nc unknowns for the potential in anode
and cathode respectively, and (Na +Nc)×M unknowns for the concentration in anode and
cathode.
The 2N + (Na +Nc)× (M + 1) unknown functions of time are assembled into one large
column vector u(t) as follows
u(t) =
[


























where the superscript T denotes a transpose. This allows the system of DAEs to be written








Here the mass matrix M is a (2N + (Na +Nc)× (M + 1))× ((2N + (Na +Nc)× (M + 1))
tridiagonal matrix whose entries are coefficients of the time derivative terms in the equations
(30)–(37), and control volume descretisation from [23]. The vector function f(u) is nonlinear,
and has length 2N + (Na +Nc)× (M + 1). Its entries are the right-hand sides of equations
(30)–(37) and the equations arising from the control volume descretisation. The DAE system
(40) is integrated forward in time using DandeLiion’s in-house DAE solver.
4 Verification
In this section, we demonstrate the second order convergence of our FE+CV method by
benchmarking against an alternative spatial discretisation applied to the DFN model. We
select a standard finite volume method, see [30], to compare against and we apply this spatial
discretisation to both the macroscopic and microscopic components of the model, i.e. (1)-
(14). As such, we will henceforth refer to this approach as the FV+FV method which is
expected to, and indeed does, exhibit first order convergence. Since the FE+CV method is
comprised of a combination of two different methods for spatial discretisation (finite elements
and control volumes) we will validate the overall second order convergence rate in two steps.
First we demonstrate that the application of the CV method to a nonlinear spherical diffusion
equation exhibits second order converge as the number of grid points M is increased. Then,
we verify the second order convergence rate for the FE discretisation by refining the number
of grid points N , in the macroscopic dimension x, whilst taking M the number of grid points
in the microscopic dimension r to be large enough such that the numerical errors arising
from the discretisation of the microscopic equations are negligible. An analogous two-stage
strategy is used for the FV+FV method. Throughout all our spatial convergence testing
we set the error tolerances on the DAE integrator to be sufficiently stringent that time
integration errors can also be assumed to be negligible.
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Our benchmarking protocol will be based on a cell parameterised with the data in Ecker
et al. [16, 17] for a single full discharge cycle at 4C. Due to the lack of an exact solution a
reference solution, computed on a very refined grid, is used to assess the errors. For some
scalar quantity w (which could be c,Φ,Φa,Φc, ca, cc) evaluated at fixed spatial and temporal
values, we can define the numerical error of a simulation as
E(w,N,Nref) = |w(N) − w(Nref )|, (41)
where |·| is the absolute value operator and w(Nref ) is the approximation to the exact solution
found by using a highly refined grid.
We first investigate the dependence of the numerical convergence on M , the number
of grid points used to discretise the particle diffusion equations (11)-(12), for a fixed value
of jn. We compute a good approximation to the exact solution solution by taking a large
value, in this instance Mref = 2561. In Figure 3, the top left plot shows the logarithm of
the absolute errors E(ca(r = Ra/2, t = tf ),M,Mref) and E(cc(r = Rc/2, t = tf ),M,Mref), for
tf = 800 s plotted versus log(M) for the concentration in anode and cathode using FV and
CV methods. We emphasize that in this test jn is taken to be constant and as such there is
no need to evaluate ca or cc at a specified x (they too are independent of x). As expected
the straight line fit to the CV method has a gradient of ≈ −2 corresponding to second-order
accuracy of the scheme while the straight line fit to FV method has a gradient of ≈ −1
corresponding to first-order accuracy of the scheme. The numerical order of convergences
are summarised in Table 3.
Next we investigate the dependence of the numerical convergence on N , the number of
grid points used to discretise the macroscopic DFN equations (1)-(6). We compute a reference
solution, corresponding to a good approximation to the exact solution, by using a large
number of grid points, in this case Nref = 1723 for FE+CV method and N = Nref = 2560
for FV+FV method. Throughout the tests to assess converge in N we fix the number of
grid points M = 640 which is sufficiently large that errors stemming from the solution to
the diffusion equations describing transport in the electrode particles are negligible.
In Figure 3 the top right plot shows the logarithms of the absolute errors for electrolyte
concentration c, electrolyte potential Φ and anode potential Φa at the midpoint of the anode
plotted against log(N) using the FE+CV method and using the FV+FV method. The same
least square fitting procedure is used as above to assess the numerical order of convergence
from the variation in error with radial grid spacing and the results are displayed in Table 4.
In particular it shows that FE+CV method is second order while the FV+FV lies between
first and second order. The theoretical convergence rate for the elliptic PDEs (equations
for the potential in the electrolyte and solid particles) may reach second order for the FV
method if implemented properly, but in this case the theoretical rate is not achieved because
the elliptic equations are strongly coupled with the (first-order) parabolic equations (for the
concentrations in the electrolyte and solid particles).
Finally, in the lower panel of Figure 3, we show the error in the output voltage which is
a function of time and can therefore be assessed using an error defined as
Ep(V (t), N,Nref) =
∥∥V (t)(N) − V (t)(Nref )∥∥, (42)
























































Figure 3: The top left panel is a plot of the absolute errors E(ca(r = Ra/2, t = tf ),M,Mref)
and E(cc(r = Rc/2, t = tf ),M,Mref) for concentration in anode and cathode with tf = 800 s.
The top right panel is a plot of the absolute errors E(c(x = L∗, t = tf ), N,Nref), E(Φ(x =
L∗, t = tf ), N,Nref) and E(Φa(x = L∗, t = tf ), N,Nref) for concentration in electrolyte,
potential in electrolyte and potential in solid for tf = 800 s and L
∗ = (L1 + L2)/2. The
bottom panel is a plot of the errors Ep(V (t), N,Nref) where p = 1, 2,∞ for the cell voltage.
to a straight line with gradient −2 in the log(Ep) vs log(N) plot, and FV+FV shows only
first order convergence (see Table 5).
Method Order for ca(r = Ra/2, t = tf ) Order for cc(r = Rc/2, t = tf )
FV 1.19 1.19
CV 2.12 2.27
Table 3: Numerical orders of convergence for concentration in anode ca(r = Ra/2, t = tf ) and
concentration in cathode cc(r = Rc/2, t = tf ) by using FV and CV methods with tf = 800 s.
The orders are arrived at by fitting a straight line (using least squares) to the data in Figure
3 (top left panel).
19
Methods Order for Order for Order for
c(x = L∗, t = tf ) Φ(x = L
∗, t = tf ) Φa(x = L
∗, t = tf )
FV+FV 1.05 1.53 1.30
FE+CV 2.08 2.10 2.08
Table 4: Numerical orders of convergence for concentration in electrolyte for c(x = L∗, t =
tf ), potential in electrolyte Φ(x = L
∗, t = tf ) and potential in solid Φs(x = L
∗, t = tf ) by
using FV+FV and FE+CV methods with tf = 800 s and L
∗ = (L1 + L2)/2. The orders are
arrived at by fitting a straight line (using least squares) to the data in Figure 3 (top right
panel).
Methods Order for V (t), L1 Order for V (t), L2 Order for V (t), L∞
FV+FV 1.04 1.04 1.04
FE+CV 2.09 2.09 2.08
Table 5: Numerical orders of convergence for voltage V (t) in L1, L2 and L∞ norm by using
FV+FV and FE+CV methods. The orders are arrived at by fitting a straight line (using
least squares) to the data in Figure 3 (bottom panel).
5 Illustrative examples
To demonstrate the practical utility of DandeLiion we show a single discharge cycle based on
Graphite-Silicon/LiNi1−x−yMnxCoyO2 LG M50 battery cell chemistry [27] and a simulation
of a charge/discharge current profile applied to the cell at different (dis)charge rates.
The DFN model implemented in DandeLiion was fully parametrised according to [27]. All
the parameters, including functions (e.g. open circuit voltages, diffusivity and conductivity in
the electrolyte, see Figure 4) were filled directly in the web forms provided by the simulation
engine on the DandeLiion website [31]. The computational grid can be defined by the
user as well, and for the purposes of this demonstration we set up 50 grid points in the
electrolyte in each electrode, 30 points across the separator, and 100 nodes in each solid
particle. The authors in [27] test their parametrisation using 0.5C, 1C, and 1.5C constant
discharge currents followed by a relaxation period. As a first example, we simulate a full
1C discharge with two-hour relaxation. For the chosen discretisation the total number of
DAEs to be solved reaches 104, but the compute time remains very managebale at around
1 second. When running this on the server there is a fixed (independent of simulation
size/complexity) overhead of around 7-10 seconds which is associated with setting up the
simulation in the cloud, checking the user-defined parameterisation, code compilation, saving
the data, creating a zip archive and generating a permanent webpage displaying the results.
After the job is complete DandeLiion users can see a set of preliminary plots (the output
of the simulation described here is shown in Figure 5). These plots show the total voltage
and user-defined current against time, as well as the Li ion concentration in the electrolyte
and within two representative particles; one in the anode and another in the cathode, as
well as the potential distribution in the electrolyte. Below these plots, a link is provided to
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Figure 4: Ionic diffusivity (top left) and conductivity (top right) of the electrolyte, open
circuit voltages of graphite-silicon anode (bottom left) and LiNi1−x−yMnxCoyO2 cathode
(bottom right). Experimental data from from [27].
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Figure 5: Concentration of Li (top left) and potential distribution (top right) in the elec-
trolyte across the battery cell width, and concentrations of Li in two representative particles
in anode (bottom left) and cathode (bottom right). The blue line shows the initial state of
the battery, black thin lines correspond to the snapshots at 500 s intervals, and the red line
is the final state.
download the raw data files for plotting using any other software of choice, e.g. Microsoft
Excel, MATLAB, etc.
This simulation was used to further validate DandeLiion. The voltage is compared with
both experiment and simulation results from [27] and Figure 6 shows that good agreement
is obtained.
After the simulation is complete, the user may change any of the parameters and resubmit
the simulation (this can be done even during the simulation, a new instance of the simulation
will be created and sent into the queue). There is no need to complete the parametrisation
form from scratch; all parameters are stored on the server and can be re-used by clicking
on the ‘Review all parameters & Resubmit the simulation’ button. The server will create a
permanent link for each parametrisation so that it can be bookmarked for future use.
DandeLiion allows the user to define different particle sizes in each electrode thereby
allowing simulation of so-called graded electrodes which might have larger particles adjacent
to the separator than those near the current collector, or vice versa. As a demonstration of
this functionality, we take the parameter set in [27] and increase the particle size in anode
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Figure 6: Cell voltage profiles computed from DandeLiion in comparison with the experi-
mental and simulation data from [27].
near the separator by a factor of three so that those particles in L1 < x < (0.1L1 + 0.9L2)
are of size Ra and those in (0.1L1 + 0.9L2) < x < L2 are of size 3Ra. The increased size of
particle was accommodated in the electrode by decreasing the number of particles, as well
as the particle surface area (per unit volume) b(x), in (0.1L1 + 0.9L2) < x < L2 by the
same factor of three. The inclusion of the graded electrode functionality is motivated by the
clear variation in particle sizes seen in microscopy data of real electrodes, see [27, 32] for
examples. The importance of capturing these variations is spoken to by the quality of the
agreement between DandeLiion and experiment [33] shown in Figure 7. We emphasize the
improvement in fit between Figures 7 and 6 is due to the variation in particle sizes that is
accounted for in the former, but not the latter.
Both simulation examples including the parametrisation and corresponding current pro-
files are available on the DandeLiion website [31].
6 Conclusions
This work describes the release of novel software that is able to solve the most ubiquitous
electrochemical cell-scale LIB model, namely the DFN model, extremely quickly. DandeLiion
is a cloud-based service, accessible via dandeliion.com, where users can submit their jobs
via an easy-to-use web interface and can collect results both in the browser and in-full by
downloading raw output. It comes equipped with comprehensive documentation, a set of
video tutorials aimed at new users and a library of chemistries to construct common cell
architectures. A set of pre-defined simulations are available on the website that can be
adapted to suit user’s specific needs. In the future we aim to expand upon the existing
material library, implement additional physics including thermal coupling across multiple
cells and add more functionality to the Web user interface including event handling, live
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Figure 7: Cell voltage and the current vs time comparing DandeLiion simulations and ex-
periment taken from [33]. The current varies between (dis)charge rates ranging between
±1.5C.
feedback showing the current simulation stage in real time, etc.
DandeLiion has the capability of making rapid predictions of LIB (dis)charge behaviour
and arms both academics and industrialists with the means of solving a model which has been
demonstrated to accurately predict device behaviour across a range of operating protocols
and a variety of device designs [10, 34]. The ability to rapidly solve large numbers of DAEs
opens the door to being able to investigate multi-dimensional thermally coupled problems
in composite cells (e.g. pouch cells and cylindrical cells), battery modules and even in entire
battery packs, using a realistic electrochemical representation of the cell (rather than rela-
tively crude equivalent circuit models). It will also enable modern optimisation techniques
to be applied to electrochemical models of the cell and used to design optimal cell struc-
tures and furthermore it opens the way to using parameter estimation techniques to deduce
cell properties from real cell data. It also facilitates finding solutions in computationally
intensive settings, such as a realistic drive cycle.
DandeLiion’s functionality expedites the development of new device designs by allowing
users to explore the effects of alterations to battery designs in-silico, lowering the monetary
and temporal costs associated with development via physical prototyping. It therefore paves
the way for significant improvements in LIB performance, lifetime and safety, especially in
the context of their use in EVs and other high-power applications. Ultimately this significant
advance in LIB simulation software is expected to lead to substantial benefits to industry
and increase the impetus for the creation of new products and procedures.
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Appendix A. Integrals required for the finite element
descretisation
In section 3.1, when using the finite element method to descretise the governing system of







(∆j+1/2 + ∆j−1/2) if j = 1, .., N − 1
1
2
∆1/2 if j = 0
1
2









(∆j+1/2 + ∆j−1/2) if i = j and j = 1, .., N − 1
1
3
∆1/2 if i = j and j = 0
1
3
∆N−1/2 if i = j and j = N
1
6
∆j+1/2 if i = j + 1 and j = 0, ..., N − 1
1
6















if i = j and j = 1, .., N − 1
1
∆1/2
if i = j and j = 0
1
∆N−1/2
if i = j and j = N
−1
∆j+1/2
if i = j + 1 and j = 0, ..., N − 1
−1
∆j−1/2
if i = j − 1 and j = 1, ..., N
0 otherwise
, (45)
where ψi(x) is the basis function as defined in (17), the prime symbol (
′) denotes derivatives
with respect to x, and the indices 0 ≤ i, j ≤ N .
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