Econometricians often emphasize that the use of a larger information set results in better parameter estimates and stronger hypotheses tests. The use of information on the stochastic behavior of the volatility of asset returns results in the formulation of more powerful parametric tests of the impact of a certain event (stock split, corporate restructuring, change in regulation, etc.) on assets' unsystematic returns. The key assumption in this study is that return volatility follows a mean-reverting diffusion whose discrete-time filter is a GARCH model. Using test statistics derived under this more general system of stochastic prices and volatility results in up to 18% higher rates of rejection of the false null hypothesis than the rejection rates of the pre-existing parametric tests. At the same time, the true null is rejected at the correct levels. The methodology is also applied to corporate spin-offs, resulting in some findings at variance with those obtained using the traditional test. JEL classification codes: G14, G34, C10
Introduction
The methodology for analyzing the effect of an event on stock prices was first proposed in the classic paper by Fama et. al. (1969) . Since then, the event study methodology has become an important analytical tool in finance, accounting, and economics. Many modifications to the technique have been proposed. On the other hand, the analysis of the stochastic behavior of the volatility of asset prices has recently become a major point of interest among financial economists. What effect does this latter development have on the event study methodology? This paper provides the basic event-study methodology that explicitly models the stochastic volatility of asset prices. Information on the process governing the volatility of returns is used to derive a test that has higher power than the previously existing tests.
Considerable empirical literature on corporate spin-off announcement effects indicates significantly positive, but relatively small abnormal returns for the parent firms. For example, the cumulative abnormal return for the two-day period starting at the event day was found to be 1.32% by Slovin et. al. (1995) . The small positive abnormal return from a spin-off announcement coupled with the fact that a spin-off is a major reorganization effort makes it a perfect setting for analyzing the proposed methodology. Application of the methodology to corporate spin-off announcements reveals additional support for the proposed tests.
Event study methodology
The basic methodology involves a series of calculations. The initial calculation consists of a time-series regression of each security's returns on a broad stock market index. The estimated parameters are used to forecast the security's returns for each period within the event window and the ex post forecast errors are used as the estimates of abnormal returns (AR i,j ) for security i in the time period j. The cross-sectional average abnormal return (AAR j ) for the given period j of the event window is computed and the cumulative average abnormal return (CAAR k,n , k < n)
is obtained by summing all AARs for all k through n periods of the event window.
Significance tests of AR i,j , AAR j , and CAAR k,n are conducted to determine whether these quantities are statistically different from zero.
Several situations under which the described methodology may fail have been identified in the literature. Scholes and Williams (1977) indicate that stock returns data's being nonsynchronous induces the errors-in-variables problem that makes the OLS estimates of the market-model parameters inconsistent. Consistent estimators of the parameters are derived by Scholes and Williams (1977) to overcome the problem of nonsynchronous data.
Another potential problem is the cross-sectional correlation of abnormal returns among different securities. However, simulations by Brown and Warner (1985) show that this does not result in misspecification of the usual tests. Malatesta (1986) , on the other hand, derives abnormal return estimators that take into account the cross-sectional dependence. The effects of nonnormality and the autocorrelation of daily excess returns on the applicability of the traditional event-study methodology have been addressed by Brown and Warner (1985) . Their simulations show that the traditional tests are robust to nonnormality and autocorrelation.
An issue of particular interest is the event-induced change in variance of asset returns. Such an effect will clearly invalidate the traditional inference that assumes unchanging volatility. Corrado (1989) develops a nonparametric test that deals with this issue. Boehmer, Musumeci, and Poulsen (1991) develop a parametric test statistic to accomodate event-induced variance. In their methodology, the residuals for each day of the event window for each security are divided by the estimation-period standard deviation for that security. These standardized residuals are then averaged across securities within the given event day and then divided by the cross-sectional standard error. This test statistic requires that the market-model residuals be uncorrelated across securities. Simulation results show that the Boehmer et. al. (1991) test statistic has high power under the conditions of event-induced variance while the more traditional tests fail. The test statistic retains its power when there is event-day clustering.
Stochastic volatility
An issue that has not been addressed in the event-study methodology literature is the fact that the volatility of security returns is stochastic. The fact that asset prices have stochastic volatility was noted in the early sixties by Mandelbrot (1963) and Fama (1965) . However, volatility has only recently been modeled as a stochastic process. Continuous models of the stochastic volatility are especially found in the literature on the pricing of derivative securities. Numerous discrete stochasticvolatility processes have also been proposed to model the observed series of asset returns.
Continuous models of stochastic volatility
Hull and White (1987) develop a series-form formula for the value of options on securities whose price and volatility both follow Geometric Brownian Motion. Scott (1987) assumes that the asset prices follow Geometric Brownian Motion with mean-reverting standard deviation of the form: dσ = β(σ − σ)dt + γdz .
(1)
To avoid the possibility of a negative standard deviation in equation (1), Scott also considers a model with ln σ following the mean-reverting process. Both Hull and White (1987) and Scott (1987) obtain analytical expressions for option prices. The important condition that makes this possible, however, is that the Wiener processes of the asset price and the volatility be uncorrelated. In addition, the two models can not be used for pricing American options. Hilliard and Schwartz (1996) 
where C, a 0 , a i , and b i are the model parameters and Ω t is the set of all information available at time t. Akgiray (1989) presents strong support for the GARCH models. He fits AR(1), ARCH(2), ARCH(3), ARCH(5), and GARCH(p, q) for p = 1, . . . , 5, q = 1, . . . , 3 to equally weighted and value weighted Center for Research in Security Prices (CRSP) indexes. GARCH(1,1) is found to exhibit the best fit and forecast accuracy.
French, Schwert, and Stambaugh (1987) fit ARCH(22) and GARCH(2,1) models to the market (S&P500) excess daily returns (excess over the one-month T-Bill).
They find that there are strong GARCH effects (a i and b i in (3) are significant).
Various extensions of GARCH models have been suggested. Some of the examples are: the GARCH-in-mean model of Engle, Lilien, and Robins (1987) , exponential GARCH of Nelson (1990b) , and the integrated GARCH [Engle and Bollerslev (1986) ]. Nelson (1990) and Nelson and Foster (1994) investigate the convergence in distribution of ARCH models to diffusions as the observation period shrinks. They derive the asymptotically optimal ARCH filters for the diffusions of Hull and White (1987 ), Scott (1987 ), and Heston (1993 . Heston and Nandi (1998) use Heston's (1993) stochastic-volatility model and the results of Nelson and Foster (1994) to obtain the closed-form option pricing formula for an asset whose price follows a process with stochastic volatility. Based on Nelson and Foster's (1994) convergence results, they are able to estimate the model parameters and the unobserved time series for volatility from the past discrete observations of asset prices.
Event studies and stochastic volatility
The stochastic volatility of asset prices is solidly established in the literature.
Knowledge of the process governing volatility provides additional information that can be used to increase the power of empirical tests and the strength of conclusions based on these tests. It is, therefore, crucial to be able to incorporate the information on the behavior of returns volatility into the tests of abnormal performance in returns. This paper develops the methodology for abnormal-return event studies that makes use of the information obtained from the analysis of volatility. Simulations show that the proposed tests for abnormal performance in returns are indeed more powerful than the pre-existing parametric tests. An application to corporate spin-off announcements lends additional support for the methodology. Finally, this paper can be viewed as a complement to the recent paper by Hilliard and Savickas (1999) which develops the statistical tests of the impact of an event on unsystematic volatility rather than on returns.
The rest of the paper is organized as follows. Section 2 presents the continuoustime model of asset returns with stochastic volatility. The estimation of the model parameters is described in Section 3. Section 4 discusses the hypotheses testing.
The results of simulations are presented in Sections 5 and 6. Section 7 applies the methodology to corporate spin-off announcements and compares it to some preexisting methodologies while Section 8 concludes.
The model
To develop the appropriate distributions and test statistics, a diffusion process for security and market geometric returns with stochastic volatility is specified as follows:
Let m be the instantaneous geometric return on the market M ; m is stochastic.
If m were not stochastic, the level of the market index at time t + h would be
dms . Similarly, let p be the instantaneous geometric return on security P . If p is stochastic, then
The market geometric return m is allowed to obey the following stochastic process with mean-reverting volatility:
where dZ m ∼ N(0, dt), dZ vm ∼ N(0, dt), and corr(dZ vm , dZ m ) = 0. The stochasticvolatility market model for Security P is:
where dZ ε ∼ N(0, dt), dZ vε ∼ N(0, dt), and corr(dZ vε , dZ ε ) = 0. In equation (6), the term √ V ε · dZ ε represents the security-specific unsystematic return.
Substituting from equation (4) into (6) gives:
where
Therefore, given the described setup in equations (4) through (7), the instantaneous volatility of the geometric returns of security P is
the term V ε represents the unsystematic volatility of returns. Then, by Itô's lemma,
Substituting from equations (5) and (7) gives:
When the speed of mean reversion for the unsystematic volatility equals the speed of mean reversion for the market volatility, the security's volatility reduces to a simple mean-reverting form:
where ω p ≡ β 2 · ω m + ω ε . Nevertheless, this simplifying assumption is not required in the proposed methodology.
Estimation of the model
The usual event study setup is used, i.e., the time frame of the event study is divided in two periods: the estimation period and the event window. The estimates of the model parameters are obtained during the estimation period while the testing of hypotheses is performed during the event window.
Continuous stochastic volatility models, such as those given in equations (4) through (5) and equations (6) through (7) pose two main problems for estimation.
First, m and p cannot be observed continuously; they are observed at discrete time intervals. Second, the series for volatility, V m and V ε , are inherently unobservable.
Therefore, a given continuous model requires a discrete stochastic-volatility model (a filter) that converges to the continuous model in question. Nelson and Foster (1994) show that when data are generated by the diffusion
dW 1 ∼ N(0, dt), dW 2 ∼ N(0, dt), and corr(dW 1 , dW 2 ) = 0,
the optimal filter is
They show that as ∆ ↓ 0, the discrete model of equations (14) and (15) converges weakly to the continuous model of equations (11) through (13) and forecasts of x and y generated by the discrete model approach the forecasts of x and σ 2 generated by the diffusion.
Note that equations (14) and (15) define a GARCH(1,1) model given in equations (2) and (3) with parameters c = µ · ∆, a 0 = ω · ∆ 2 , a 1 = √ ∆ · a, and b 1 = 1 − Θ · ∆ − √ ∆ · a and the volatility h t+∆ = ∆ · y t . Sections 3.1 and 3.2 apply this result to the market index diffusion and to the market model diffusion.
Market diffusion parameters
Since the market index diffusion is the same as equations (11) and (12) with
This GARCH(1,1) model can be estimated by maximizing the log-likelihood function. The series for m t+∆ − m t is observable since:
where M is the level of market index. A series of Monte-Carlo simulations are run to determine whether Nelson's convergence can be achieved with daily observations and whether the GARCH(1,1) model can be used to determine the diffusion parameters. Akgiray (1989) The results of Monte-Carlo simulations are presented in Table 1 . The first column of Table 1 gives the size of the sample simulated. The second and the third columns give the estimates of the GARCH(1,1) parameters specified in equations (16) and (17). Column 2 estimates are based on the data obtained from simulating the GARCH(1,1) model (i.e., the same model is simulated and estimated). Column 3 estimates are based on the data obtained from simulating the diffusion in equations (4) and (5). Column 4 gives the diffusion parameter estimates based on the data obtained from simulating the diffusion. The standard errors are in parentheses. As can be seen from 
Market model parameters
The model of equations (6) and (7) can be rewritten as follows: dp
Apart from the dependent variable, this model is the same as that in equations (11) and (12) with α = µ, V ε = σ 2 , ω ε = ω, Θ ε = Θ, and b ε = √ 2 · a. Defining the dependent variable as x t = p t − β · m t , the model has the following optimal filter:
. This model could be estimated by maximizing the log-likelihood function, as in Section 3.1. Howerver, estimation is complicated since the left hand side of equation (21) depends on β, i.e.,
The estimation procedure is as follows. First, OLS estimates of β are bootstrapped to obtain more precision. These estimates are then used in a GARCH (1,1) model, making it possible to estimate all remaining parameters by Maximum Likelihood. Table 2 presents boot-strapped estimates for several simulated GARCH(1,1) models of the form:
where y t+∆ and z t+∆ denote the values of independent and dependent variables, respectively. All parameters in Table 2 but β are fixed at the same values as in Table 1 : intercept = 4.5 · 10 −4 , a 0 = 1.27 · 10 −6 , a 1 = 0.20018, b 1 = 0.76053, and h 0 = 2.0 · 10 −6 . The value of β ranges from −1.0 to 4.0 with a step size 1.25.
All the bootstrap estimates of standard errors are indicated in parentheses. The boot-strapped estimates of β in Table 2 are close to the true values of β and the bias decreases as the number of replications increases. In most cases, bootstrapping improves on the initial OLS estimate. The boot-strap β estimate is used in equation (23) to give the dependent variable series x t+∆ − x t = ln
. This series is used to obtain ML estimates of parameters in equations (21) and (22) and to infer the parameters of the diffusion in equations (6) and (7) as in Section 3.1.
Hypotheses testing
To circumvent the problem of event-induced variance, Boehmer, Musumeci, and Poulsen (1991) perform tests of the market model residuals standardized by the estimate of the variance obtained in the estimation period. The approach adopted here is similar in spirit, but the residuals are standardized by the GARCH(1,1) estimate of the variance. The first subsection describes the test for abnormal performance of unsystematic returns on a particular event day t while the second subsection introduces the test statistic for cumulative abnormal returns between two event days.
Daily abnormal returns
The null hypothesis for the excess unsystematic return, a t , on day t is:
where a t is the expected value of the GARCH(1,1) residual, η i,t : a t = E(η i,t ). For the N -security sample, abnormal return, a t , is estimated as the cross-sectional average of the estimated GARCH(1,1) residuals:
To obtain the corresponding test statistic, define the standardized residual SR i,t for security i on day t as:
where η i,t and h i,t are estimates obtained from the GARCH(1,1) model in equations (21) and (22).
The average standardized return for day t is then defined as the cross-sectional average of SR i,t :
where N is the number of securities in the sample.
Appendix A shows that the appropriate test statistic l d for the null hypothesis of no abnormal return performance on day t is:
where t df denotes the Student-t distribution with df degrees of freedom.
Cumulative abnormal returns
The null hypothesis for the cumulative excess return, a k,m ≡ m t=k a t , between days k and m is:
Cumulative excess return is estimated as a k,m = m t=k a t .
To construct the appropriate test statistic for this hypothesis, define the Stan- between days k and m as follows:
and (31)
where η i,t and h i,t are estimates obtained from the GARCH(1,1) model in equations (21) and (22). Given these variables, Appendix B shows that the statistic for testing the null hypothesis is as follows:
Sections 5 and 6 summarize the results of simulations that compare the rejection rates of the proposed tests to those of the traditional and the Boehmer et. al. (1991) tests.
Simulation results With GARCH(1,1) data
To analyze the performance of the proposed test statistic for the effect of an event on the unsystematic return on the given event day t, 250 portfolios containing 50 securities each are simulated. The same numbers of portfolios and securities are used by Boehmer et. al. (1991) and Brown and Warner (1985) . The unsystematic geometric return of each security is allowed to follow the GARCH(1,1) process given in equations (21) and (22).
The parameters for the process are selected as follows: Parameter c measures the drift in unsystematic geometric returns of the given security. For each security, drift is generated as a realization of a uniform random variable between 5 · 10 −4 and 3 · 10 −3 . The choice of the bounds is inconsequential for the results.
The magnitude of stochastic volatility is measured by the parameter a 1 . Volatility is deterministic if a 1 = 0 while a 1 = 0.9 results in highly stochastic volatility. The simulations are performed for three values of a 1 : 0.0, 0.45, and 0.9.
Parameter b 1 reflects the autoregressive component in the volatility. The value of b 1 for each security is chosen as a realization of a uniform random variable between 0.0 and (1 − a 1 ). These bounds ensure that the generated process is stationary.
1
Given the values of a 1 and b 1 , the parameter a 0 determines the long-run mean of the volatility. The annual long-run mean of the volatility, V ε , in the diffusion model of equations (6) and (7) is allowed to be a uniform random variable between 0.2 and 0.6. 2 This means that the long-run mean of the daily volatility, h t , in (22) is a uniform random variable between 0.2/365 and 0.6/365. Therefore, the parameter a 0 is selected as a uniform random variable between 0.2 · (1 − a 1 − b 1 )/365 and 0.6 · (1 − a 1 − b 1 )/365. Finally, the initial variance for GARCH(1,1), h 0 , is generated as uniform random variable with the same bounds as those of the long-run mean of daily volatility (i.e., between 0.2/365 and 0.6/365).
One hundred observations for each security in each portfolio are generated. These observations are used to obtain the Maximum Likelihood estimates of the GARCH(1,1) parameters for each security. Then, each security's last observation's (the event date) residual, η t , is multiplied by the square root of λ. The parameter λ takes one of the three values: 1.0, 1.5, and 0.5. Thus, λ measures the event-induced change in variance: λ = 1.0 means there is no change, λ = 1.5 means the variance increases by 50%, and λ = 0.5 implies that the variance is halved as a result of the event. Once the event effect λ is introduced into the variance, the abnormal return a is added to the event day's residual.
Using the event-day residuals that now incorporate the change in volatility and abnormal return, the test statistic in equation (29) is computed for each of 250
portfolios. The two-tailed p-value for the test statistic is computed and compared to one of the conventional significance levels (1%, 5%, or 10%). For example, if the p-value of the test statistic for the given portfolio is less than 5%, then the null hypothesis is rejected for that portfolio at the 5% level.
The average rejection rate is calculated as the percentage of portfolios for which the null hypothesis is rejected. For comparison, the rejection rates for the traditional and the Boehmer, Musumeci, and Poulsen (1991) (henceforth BMP) methods are also computed. The results of the simulations are presented in Tables 3, 4 , and 5.
Additional evidence is presented in Figure 1 . As Table 3 shows, all three tests reject the true null hypothesis of no abnormal performance in returns at about the correct levels equal to the tests' probability of a Type I Error. There seems to be no pattern in relative performance of the tests as the volatility becomes more stochastic, other than the fact that the probability of Type I Error for the proposed test decreases.
Boehmer, Musumeci, and Poulsen's conclusion that the traditional test is unable to differentiate between the change in volatility and abnormal return performance is supported by the evidence in Table 4 . The traditional test implicitly interprets the increases in volatility as increases in abnormal returns; hence the overrejection of the null hypothesis evident in Table 4 . On the other hand, BMP and the proposed tests reject the true null hypothesis at approximately correct levels.
Though not presented here, the results for the case of a decrease in volatility (λ = 0.5) are even more striking. For example, the traditional test rejects the true null hypothesis only 0.4% of the time at the significance level of 5% when volatility is halved on the event day. BMP and the proposed tests have much more favorable rejection rates of 5.6% and 4.8%, respectively. Table 5 presents the results of simulations with an abnormal returns level of a = 0.5% and no change in volatility (λ = 1.0). It can be seen from Table 5 that the proposed test statistic demonstrates higher power than either the BMP or traditional tests do. The gain in power from using the proposed method increases with the degree of stochastic volatility. For example, when volatility is deterministic, all tests reject the false null hypothesis at approximately equal levels. When the volatility is stochastic with a 1 = 0.45, the proposed test rejects the false null hypothesis 6% and 12% more frequently than the BMP and the traditional test, respectively.
When volatility is highly stochastic, the proposed test demonstrates markedly higher rejection rates than the pre-existing tests. At the 5% level, the false null hypothesis is rejected by the proposed test 24% (96.4% − 72.8%) more frequently than by BMP and 58% (96.4% − 38.8%) more frequently than by the traditional test. At the 1% level, the proposed test's average rejection rate exceeds those of BMP and traditional tests by 33% and 67%, respectively.
Additional evidence is presented in Figure 1 . Figure 1 plots the rejection rates for the traditional, the BMP, and the proposed tests. The significance level of these tests is 5%. The parameter a 1 in equation (22) takes three values: 0, 0.45, 0.9.
When volatility is deterministic, all three tests have very similar rejection rates, as the top panel of Figure 1 indicates. This result is intuitive, since under constant volatility all three tests become equivalent. However, the increase in the degree of stochastic volatility results in the highest average rejection rates for the proposed model, and the lowest rates for the traditional methodology.
Simulation results with CRSP data
To analyze the performance of the test statistic for the effect of an event on un- When portfolios are formed, the multiplicative change in volatility λ is introduced in each security's last observation (the event day) by multiplying the GARCH(1,1) error (η t ) by √ λ. Once the event effect is introduced into the variance, the abnormal return (a) is added to the event day's residual.
Using the event-day residuals that now incorporate the change in volatility and abnormal return, the test statistic in equation (29) Tables 6, 7 , and 8. Additional evidence is presented in Figure 2 .
As shown in Table 6 , all three tests appear to reject the true null hypothesis at approximately correct levels. The results in Table 6 (CRSP data) and Table 3 (simulated data) are comparable.
The traditional method overrejects the true null hypothesis of no abnormal performance in returns and is apparently unable to detect the difference between a change in unsystematic returns and change in volatility, as Table 7 indicates. On the other hand, the BMP and proposed models reject the true null hypothesis at approximately correct levels. The rejection rates of these tests are not sensitive to the change in volatility. (21) and (22) 
Comparison of the traditional, BMP, and the proposed tests
This section computes the estimates of abnormal returns from the OLS model (used by the traditional and the BMP tests) and from the GARCH(1,1) model (used by the proposed test). Significance levels of abnormal returns using the traditional, the BMP, and the proposed method are computed and compared. Additional insights about relative performance of the alternative tests are drawn from the analysis of abnormal return volatility during the event window. Figure 3 shows the estimated abnormal returns for each event day. Not surprisingly, the abnormal return estimates obtained from GARCH(1,1) are similar to those from the OLS model. Some abnormal performance in the period between day −1 and day 3 is evident in both figures.
Daily abnormal returns
The significance levels of abnormal returns using each of the tests are presented in Figure 4 . The curve in these figures denotes the p-value for the abnormal return test statistics. The horizontal grid lines denote three conventional significance levels:
0.1, 0.05, and 0.01. The curves have been truncated from above at the level of 15%.
The curves are similar and the event day return is significant at the 1% level with all three tests. However, with the traditional test the view of the event day 0 is obscured by many returns that are significant at the 1% level even 17 to 23 days after the event. This is a direct consequence of the fact that the traditional test does not take into account the event-induced change in variance while the other two tests do. The observed difference in significance levels among the three tests is analyzed in the following paragraphs.
The traditional test indicates a highly significant (at p = 1.28%) average abnormal return of -0.5% on day 5 while the p-value under the BMP and the proposed tests is 7.68% and 6.59%, respectively. The difference in the p-values among the three tests is explained by the behavior of volatility on day 5. Figure 5 shows the variance of the average abnormal return ( a t ) assumed by each test for every event day.
The traditional test assumes that the volatility is constant through time thereby The significance of cumulative abnormal returns exhibits markedly different be-havior between the traditional and the proposed tests, as Figure 7 indicates. Both curves start off similarly, but the proposed test starts reacting to the spin-off announcement much earlier (on day −12) than does the traditional test (day −3). Furthermore, the traditional test behaves as if there is no abnormal cumulative return on each day between day 13 and day 17 inclusive, but it again becomes statistically significant after day 17. Conversely, once cumulative abnormal return becomes significant in the proposed test, it remains so for the rest of the event window.
The explanation for the "mountain" (the sequence of insignificant cumulative abnormal returns) in the top panel of Figure 7 between days 13 and 17 is provided by Figure 3 . From the two abnormal return figures, one can see that the observed abnormal returns are negative during that period. This would tend to reduce the cumulative abnormal returns and, therefore, tend to increase the p-value. This is exactly the effect captured by the traditional test of cumulative abnormal returns in the top panel of Figure 7 and this is what forms the "mountain."
Unfortunately, the traditional test tends to greatly exaggerate the effect of negative abnormal returns on days 13-17. This is true because it assumes that returns have the same constant volatility as they had during the estimation period. As Fig- ure 5 indicates, the actual volatility of abnormal returns on those days is up to three times larger than the the long-run average volatility of the estimation period (used by the traditional test). Therefore, the significance of the abnormal returns observed on days 13 through 17 is mostly due to failure to account for greater volatility. The proposed test correctly takes into account the increase in volatility and avoids the false "mountain" in cumulative abnormal returns, as seen from the bottom panel of Figure 7 .
Conclusion
A technique for analyzing the effect of an event on asset unsystematic returns that incorporates information on the stochastic behavior of the returns volatility is developed. The use of this information results in increased power of the tests. For example, the rates of rejection of false null hypothesis are up to 18% higher than those of pre-existing parametric methods. At the same time, the test does not overreject the true null hypothesis. Like the method of BMP, the proposed test works well under the conditions of event-induced increase/decrease in variance of returns while the traditional test is clearly inferior to either of these methods.
The proposed tests were applied in the context of corporate spin-off announcements. The well documented small but significant positive abnormal performance in parent firms' returns and the fact that a spin-off is a major reorganization event makes this event an appropriate setting for analyzing the proposed methodology.
Application of the methodology to corporate spin-off announcements reveals additional support for the proposed tests since there are some results inconsistent with those indicated by the traditional methodology. For example, the traditional test fails to capture the statistically significant cumulative returns for days 13 through 17 resulting in the illusory 'insignificance mountain' (as in Fig. 7 ). This implausible result is absent when spin-offs are evaluated by the proposed test.
Appendix A: Test statistic for a t
In the absence of event-induced volatility and event-induced return, the estimate, η i,t , of the residual η i,t in the GARCH(1,1) model of equations (21) and (22) is assumed to be distributed as follows:
where h i,t is the estimate of h i,t in the GARCH(1,1) model.
When an event induces some abnormal return a t and abnormal volatility λ on day t, then the residual is distributed as follows:
and the standardized residual is distributed as follows:
Define ASR t as the cross-sectional average of the standardized returns:
Under H 0 : a t = 0:
which means that
The expected value of the average standardized residual is a function of day-t abnormal performance a t : E(ASR t ) = a t /N · N i=1 1/ h i,t . Assuming cross-sectional independence its variance is:
so that .8) and under the null hypothesis
Note that is independent of λ since
(A.10) Thus, l d can serve as a statistic for testing the null hypothesis that a t = 0.
Appendix B: Test statistic for a k,m
Given (A.2), the Cumulative Abnormal Return CAR i,k,m for security i between event days k and m is:
Then the Standardized Cumulative Abnormal Return SCAR i,k,m for security i between days k and m is computed as follows:
Define the Average Standardized Cumulative Abnormal Return ASCAR k,m between days k and m as:
Then,
(B.8)
Under the null hypothesis a k,m = 0, so that: E(ASCAR k,m ) = 0, and
(B.10) Therefore, l c is an appropriate test statistic for the null hypothesis that a k,m = 0. Table 1 Monte-Carlo simulations of GARCH(1,1) and the diffusion. This table shows the parameter estimates of equations (16) and (17) and equations (4) Table 2 Boot-strap estimates of beta. This table shows the boot-strap estimates of β in equations (24) Table 3 Average rejection rates with GARCH(1,1) data. This table shows the rejection rates for the test of the effect at of an event on unsystematic returns on day t. The null hypothesis is H 0 : at = 0.0. The level of abnormal performance in returns is a = 0.00%. The level of the volatility effect is λ = 1.0. The simulations are performed for three degrees of stochastic volatility: a 1 = 0.0 (volatility is nonstochastic), a 1 = 0.45 (volatility is moderately stochastic), a 1 = 0.9 (volatility is very stochastic). Testing is performed at three conventional levels of two-tailed significance: 1%, 5%, and 10%. 'Traditional' stands for the traditional method of event studies while 'BMP' stands for the method suggested by Boehmer et. al. (1991) . 'Proposed' stands for the proposed methodology with stochastic volatility. Table 4 Average rejection rates with GARCH(1,1) data. This table shows the rejection rates for the test of the effect at of an event on unsystematic returns on day t. The null hypothesis is H 0 : at = 0.0. The level of abnormal performance in returns is a = 0.00%. The level of the volatility effect is λ = 1.5. The remaining notes are as in Table 3 . Table 5 Average rejection rates with GARCH(1,1) data. This table shows the rejection rates for the test of the effect at of an event on unsystematic returns on day t. The null hypothesis is H 0 : at = 0.0. The level of abnormal performance in returns is a = 0.5%. The level of the volatility effect is λ = 1.0. The remaining notes are as in Table 3 . Table 6 Average rejection rates with CRSP data. This table shows the rejection rates for the test of the effect, at, of an event on unsystematic returns on day t. The null hypothesis is H 0 : at = 0.0. The level of abnormal performance in returns is a = 0.00%. The level of the volatility effect is λ = 1.0. The simulations are performed for two sets of 250 portfolios. Securities in one set have 0.0 ≤ a 1 < 0.5 and securities in the second set have 0.5 ≤ a 1 ≤ 0.99, where a 1 is a parameter in equation (22). Testing is performed at three conventional levels of two-tailed significance: 1%, 5%, and 10%. 'Traditional' stands for the traditional method of event studies while 'BMP' stands for the method suggested by Boehmer et. al. (1991) . 'Proposed' stands for the proposed methodology with stochastic volatility. Table 7 Average rejection rates with CRSP data. This table shows the rejection rates for the test of the effect, at, of an event on unsystematic returns on day t. The null hypothesis is H 0 : at = 0.0. The level of abnormal performance in returns is a = 0.00%. The level of the volatility effect is λ = 1.5. The remaining notes are as in Table 6 . Table 8 Average rejection rates with CRSP data. This table shows the rejection rates for the test of the effect, at, of an event on unsystematic returns on day t. The null hypothesis is H 0 : at = 0.0. The level of abnormal performance in returns is a = 0.5%. The level of the volatility effect is λ = 1.0. The remaining notes are as in Table 6 . the average rates of rejection in % (displayed on the vertical axis) of the null hypothesis of no abnormal returns at the 5% two-tailed significance level. 'Proposed' stands for the test proposed in this paper, BMP stands for the Boehmer et. al. (1991) test, and 'Traditional' stands for the traditional methodology of event studies. The simulated eventday percentage abnormal return is displayed on the horizontal axis. The tests are based on simulated GARCH(1,1) data with the 'volatility of volatility' parameter a 1 equal to 0, 0.45, and 0.9. The average rejection rate is calculated as the percentage of portfolios for which the null hypothesis is rejected. significance of parent companies' daily average abnormal returns resulting from spin-off announcements. The p-value is computed using the traditional event-study t-test (top panel), the Boehmer et. al. (1991) test (middle panel) and the proposed test (bottom panel). The vertical axis displays the p-value of the abnormal return on a given day while the horizontal axis displays the event day number. The spin-off announcement occurs on day zero. These curves have been truncated from above at the level of 15%. 'Traditional' stands for the traditional event-study t-test, 'BMP' stands for the test suggested in Boehmer et. al. (1991) , and 'Proposed' stands for the test proposed in this paper. The vertical axis displays the value of the variance while the horizontal axis displays the event day number. The spin-off announcement occurs on day zero. . The cumulative abnormal return for an event day t is computed as the sum of all average abnormal returns between day −25 and day t, inclusive. The value of the cumulative return is displayed on the vertical axis. The event day number is displayed on the horizontal axis. The spin-off announcement occurs on day zero. Fig. 7 . P -values for cumulative abnormal returns using each test. This figure shows the two-tailed significance of parent companies' cumulative abnormal returns. The p-value is computed using the traditional event-study t-test (top panel) and the proposed test (bottom panel). The vertical axis displays the p-value for the cumulative abnormal return on a given day while the horizontal axis displays the event day number. The spin-off announcement occurs on day zero. These curves have been truncated from above at the level of 15%. 
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