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Lista de abreviaturas y sı´mbolos
Abreviatura Significado
AGV A´cidos grasos vola´tiles.
DBO Demanda bioquı´mica de oxı´geno.
DQO Demanda quı´mica de oxı´geno.
MIMO Mu´ltiples entradas, mu´ltiples salidas
(multi-input, multi-output).
MPC Control predictivo (model predictive control).
MRAS Sistema adaptativo por modelo de referencia
(model reference adaptive system).
PID Control proporcional-integral-derivativo.
RLS Mı´nimos cuadrados recursivos (recursive least squares).
SISO Una entrada y una salida (single input, single output).
STR Regulador auto sintonizado (self tuning regulator).
Tabla 1: Lista de abreviaturas
VII
Para´metro Significado
D Velocidad de dilucio´n. [dias−1] (D = Q/VR).
X1 Concentracio´n de bacterias acidoge´nicas [g/L].
X2 Concentracio´n de bacterias metanoge´nicas [g/L].
S1 Concentracio´n de DQO [g/L]
S2 Concentracio´n de AGV [mmol/L]
Sin1 Concentracio´n de DQO en la corriente
de entrada [g/L]
Sin2 Concentracio´n de AGV en la corriente
de entrada [mmol/L]
µ1 Velocidad de crecimiento de la biomasa
acidoge´nica [dias−1]
µ2 Velocidad de crecimiento de la biomasa
metanoge´nica [dias−1]
qM Caudal de metano [mmol/L/dia]
α Fraccio´n de las bacterias en la fase lı´quida
µmax1 Velocidad de crecimiento ma´xima
de la biomasa acidoge´nica [dias−1]
µ0 Para´metro asociado con la velocidad de crecimiento
ma´xima de la biomasa metanoge´nica [dias−1]
k1 Coeficiente de rendimiento para la degradacio´n
de la DQO [g DQO/g X1]
k2 Coeficiente de rendimiento para la produccio´n
de AGV [mmol AGV /g X1]
k3 Coeficiente de rendimiento para el consumo
de AGV [mmol AGV / g X2]
Q Caudal de la corriente de entrada al reactor [l/dia].
VR Volu´men del reactor [l].
Tabla 2: Lista de sı´mbolos
Resumen
En este trabajo se presenta el estudio de la dina´mica no lineal y de algunos sistemas de control
para un reactor de lecho fijo anaerobio de flujo ascendente. A nivel real este tipo de reactor es
utilizado para el tratamiento de aguas residuales, sin embargo en el presente trabajo se utilizo´ el
correspondiente modelo dina´mico comprendido por cuatro ecuaciones diferenciales, tanto para
la parte de ana´lisis como de control, y no se llego´ a la fase de experimentacio´n.
En la parte de ana´lisis se estudio´ el comportamiento no lineal del sistema, incluyendo el estudio
de los equilibrios y las bifurcaciones bajo variacio´n de la velocidad de dilucio´n D. En la parte
de control se utilizaron dos sistemas de control no lineal: linealizacio´n por realimentacio´n
y control adaptativo. Para la linealizacio´n por realimentacio´n se desarrollo´ la ley de control
para el modelo no lineal y se estudio´ la estabilidad de las variables de estado mediante las
formas normales. Se utilizaron dos modalidades cla´sicas del control adaptativo: el regulador
auto sintonizado y el sistema adaptativo por modelo de referencia.
IX
Abstract
In this work, the nonlinear dynamics and nonlinear control for an anaerobic upflow fixed bed
reactor, are presented. In the real processes, this reactor is used for the wastewater treatment.
Nevertheless, the study is based on the the dynamic model in four differential equations, and
there was not experimental work.
For the nonlinear dynamics the nonlinear behavior is explored, including the equilibrium points
and bifurcations under variation of the dilution rate D. Two control systems are considered:
the feedback linearization and the classic adaptive control. For the feedback linearization the
control law was developed accounting for the nonlinear model, and the stability of the state
variables is analyzed by means of the normal forms. Two classic modalities of adaptive control
were used: the self tuning regulator and the model reference adptive system.
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Capı´tulo 1
Introduccio´n
En este capı´tulo se presenta, en primer lugar, la motivacio´n de la tesis, que tambie´n corres-
ponde a la investigacio´n a nivel de ana´lisis y control en los procesos de tratamiento de aguas
residuales. En segundo lugar los objetivos de la tesis y en tercer lugar la descripcio´n, donde se
dan las razones y la finalidad de la aplicacio´n de las diferentes te´cnicas y la interrelacio´n entre
los capı´tulos. En cuarto lugar el contexto al que corresponde el trabajo.
1.1. Motivacio´n
La utilizacio´n del agua como recurso causa una disminucio´n de su calidad y un deterioro del
medio ambiente al ser devuelta al medio acua´tico tras su utilizacio´n. Se da entonces la ne-
cesidad de depurar el agua para reutilizarla y para evitar impactos ambientales negativos. Las
fuentes que ma´s generan contaminacio´n al agua son las aguas residuales dome´sticas y las indus-
triales. De este modo se dispone de plantas de tratamiento industriales y plantas municipales,
que estan regidas por la legislacio´n ambiental.
En las u´ltimas dos de´cadas, las reglas de las normas ambientales se han vuelto ma´s estrictas
con el fin de limitar la cantidad de residuos vertidos en los medios acua´ticos. Esto ha hecho
que se utilicen plantas de tratamiento cada vez ma´s eficientes. Por otro lado, esto ha motivado
la investigacio´n hacia la optimizacio´n y control automa´tico de estos procesos [14]. El objetivo
de un proceso de tratamiento de agus residuales es descomponer o separar los contaminan-
tes del agua por medios fı´sicos, quı´micos o biolo´gicos, segu´n sea la caracterizacio´n de las
sustancias contaminantes a eliminar. Los contaminantes ma´s importantes presentes en los resi-
duos dome´sticos son los siguientes: so´lidos, materia orga´nica, nitro´geno amoniacal, nutrientes
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(nitro´geno y fo´sforo) y metales pesados.
Un reactor quı´mico es un equipo especialmente adecuado donde se lleva a cabo una o varias
reacciones quı´micas. Tiene dispositivos para generar las condiciones necesarias a la reaccio´n.
Estas condiciones son: temperatura, presio´n, entre otras. Adema´s, cuenta con lı´neas de entrada
y salida para sustancias quı´micas y esta´ gobernado por un algoritmo de control [3].
1.2. Objetivos del trabajo
El objetivo principal del trabajo es contribuir al desempen˜o de los procesos anaerobios para
tratamiento de aguas residuales utilizando te´cnicas de ana´lisis dina´mico y control no lineal. Se
considera para esto un reactor de lecho fijo de flujo ascendente anaerobio, el cual es un proceso
de tipo secundario. La tarea de este reactor es remover parte de la DBO, aunque tambie´n es
va´lido evaluar su desempen˜o en te´rminos de la DQO. Se consideran algunas caracterı´sticas
propias del reactor: el desconocimiento y la variacio´n temporal de los para´metros del sistema,
y la presencia de perturbaciones. Los objetivos especı´ficos son los siguientes:
Analizar el comportamiento del sistema dina´mico usando te´cnicas de la dina´mica no
lineal.
Estudiar mecanismos de estimacio´n de para´metros con el fin de tener en cuenta la varia-
cio´n de para´metros en el sistema.
Disen˜ar sistemas de control no lineal para inducir el comportamiento deseado en la salida
del sistema.
1.3. Descripcio´n del trabajo
En esta seccio´n se presentan las razones y objetivos correspondientes a la metodologı´a de cada
parte del trabajo. En el capı´tulo 2 se presenta una introduccio´n a los procesos de tratamiento
de aguas residuales y una descripcio´n del sistema real. Se escogio´ como modelo de reactor
el correspondiente a un reactor de lecho fijo de flujo ascendente anaerobio (Bernard et al.,
2001) [15], que consta de cuatro ecuaciones diferenciales y toma las aguas residuales de una
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industria de vinos ubicada en Francia. Esto en lugar de utilizar el modelo del reactor UASB de-
sarrollado en la Universidad Nacional [37, 38], el cual consta de dos ecuaciones diferenciales.
La razo´n es que un mayor nu´mero de ecuaciones diferenciales implica dina´micas ma´s ricas, es
decir, hay ma´s probabilidad de encontrar feno´menos no lineales, tales como bifurcaciones.
Es importante destacar que estas aguas residuales contienen AGV, debido a que la produccio´n
del vino involucra una fermentacio´n anaerobia donde estos se producen. Esto es un caso muy
especı´fico en los tratamientos de aguas residuales, de modo que los resultados y conclusiones
de la tesis se aplican para aguas residuales de industrias de produccio´n de etanol.
En el capı´tulo 3 se realiza un estudio de la dina´mica no lineal basa´ndose en el modelo dina´mi-
co. El objetivo de la dina´mica no lineal es, en primer lugar, estudiar la presencia de feno´menos
no lineales en las variables de estado, por ejemplo bifurcaciones, caos, escape de tiempo fini-
to, comportamientos oscilatorios, entre otros. Estos feno´menos pueden ser indeseables para el
correcto funcionamiento del reactor. En segundo lugar, definir el rango de los para´metros que
se pueden variar en el sistema, de acuerdo con los feno´menos encontrados y de modo que el
sistema se mantenga en una operacio´n adecuada.
Los puntos de equilibrio, la estabilidad basada en el me´todo indirecto de Lyapunov, los dia-
gramas de estado y los diagramas de bifurcaciones permiten establecer el comportamiento del
sistema. Como resultado del estudio se encontro´ un bifurcacio´n fold, que corresponde con el
lavado de la biomasa. Esto se presenta cuando la velocidad de dilucio´n D alcanza un valor
crı´tico. No se encontraron comportamientos oscilatorios que pudieran perjudicar el desempen˜o
del sistema, y las variables de estado convergen a un equilibrio que tiene cara´cter de nodo esta-
ble, siempre y cuando los valores iniciales tengan valores positivos y la velocidad de dilucio´n
sea menor al valor crı´tico. Teniendo en cuenta que D es la entrada de control, en todos los
sistemas de control empleados en las secciones siguientes se impuso un rango de operacio´n en
la velocidad de dilucio´n D, desde cero hasta un valor lı´mite menor al valor crı´tico, con el fin
de evitar la condicio´n de lavado.
En las dema´s secciones se emplean los siguientes sistemas de control no lineal con el fin de
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determinar cual es el ma´s apropiado para el sistema bajo estudio: la linealizacio´n por relimen-
tacio´n y el control adaptativo. La principal razo´n para no utilizar sistemas de control cla´sico,
como el PID, es que este asume que el sistema se comporta de manera lineal y los para´me-
tros del controlador se mantienen siempre constantes. De esta forma el desempen˜o del sistema
se degrada en cuanto a la convergencia del error de seguimiento, cuando los para´metros del
sistema cambian o cuando el sistema se aleja de su punto de equilibrio. Otra razo´n es que la
linealizacio´n por realimentacio´n y el control adaptativo han sido utilizados en los procesos de
tratamiento de aguas residuales y han demostrado ser efectivos en cuanto al error de seguimien-
to. La ventaja de la linealizacio´n por realimentacio´n es que tiene en cuenta las no linealidades
del modelo dina´mico y la ventaja del control adaptativo es que considera el desconocimiento y
la variacio´n temporal de los para´metros del sistema.
En el capı´tulo 4 se disen˜a una sistema de control por linealizacio´n entrada salida. El objetivo
de este me´todo es obtener un controlador que en primer lugar garantice la convergencia del
error de seguimiento, y en segundo lugar garantice la estabilidad de todas las variables de es-
tado. Aunque esta te´cnica tiene en cuenta las no linealidades del modelo dina´mico, presenta
la desventaja de que asume conocimiento del modelo, lo cual pude ser no va´lido. Adema´s, el
modelo dina´mico utilizado es muy complejo, pues consta de cuatro ecuaciones diferenciales y
muchos para´metros. Ası´ se hace muy difı´cil la estimacio´n de sus para´metros y su aplicacio´n
al sistema real. Conviene entonces utilizar un modelo simplificado y ajustar sus para´metros
mediante estrategias adaptativas. El estudio de las formas normales y la dina´mica cero permite
garantizar la estabilidad de todas las variables de estado.
En el capı´tulo 5 se aplica el control adaptativo, en dos modalidades cla´sicas: el regulador au-
tosintonizado (STR) y el sistema adaptativo por modelo de referencia (MRAS). Estas dos mo-
dalidades se aplican para plantas lineales, lo cual hace necesario el estudio de la respuesta de
la salida ante entrada escalo´n para conocer el orden de la planta. El objetivo de los sistemas
adaptativos es lograr una buena convergencia del error de seguimiento, teniendo en cuenta la
variacio´n desconocida de los para´metros en el tiempo.
Por u´ltimo, se presentan las conclusiones generales de los resultados obtenidos en cada capı´tulo
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y las posibilidades de trabajo futuro que pueden dar continuacio´n al trabajo.
1.4. Revisio´n bibliogra´fica
Desde la de´cada de los 90’, se ha producido bastante literatura cientı´fica con respecto procesos
de tratamientos de aguas residuales, lo que comprende el desarrollo de modelos en espacio de
estados y la parte de control. Los modelos son necesarios pues el disen˜o de controladores se
realiza con base en estos, como paso previo para la aplicacio´n en el proceso a nivel real.
Para propo´sitos de control y optimizacio´n, es necesario seleccionar un modelo en espacio de
estados que describa el sistema adecuadamente. Se han desarrollado diversos modelos para
estos procesos, donde generalmente se emplean balances de masa para construir el modelo y
mediante datos experimentales se hace el ajuste de los para´metros. En algunos casos se tiene
en cuenta el gradiente con respecto a la distancia en el bio-reactor (modelo de para´metros dis-
tribuidos) [18], mientras en otros se desprecia [37, 39]. Se encuentran modelos para reactores
de biomasa fija y de biomasa fluidizada [17].
Debido a que estos sistemas presentan fa´cil desestabilizacio´n, con la posibilidad de llegar a la
condicio´n de lavado, donde las bacterias metanoge´nicas desaparecen, se ha estudiado el efecto
de la velocidad de dilucio´n D en el comportamiento del sistema, lo cual es un paso previo
y necesario para el la parte de control. [33, 36, 40, 45]. La velocidad de dilucio´n D se define
como la razo´n de el caudal de la corriente de entrada, dividido entre el volumen de reactor [36].
Los modelos dina´micos ma´s simples asumen una etapa de reaccio´n, lo que implica una ecua-
cio´n diferencial para la biomasa y otra para el substrato. Los modelos con un esquema de dos
bio-reacciones implican dos substratos (DQO y AGV), y dos biomasas (bacterias acidoge´nicas
y bacterias metanoge´nicas), como se puede ver en [36, 40].
Ha sido muy importante el desarrollo de observadores, con el fin de disminuir la necesidad de
sensores en lı´nea. Generalmente se pueden medir algunas variables como el caudal del gas de
salida y el pH, mientras la concentracio´n de biomasa es no medible y las concentraciones de
DQO y de AGV son medibles pero costosas. Se han desarrollado varios tipos de observado-
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res [20], entre los cuales esta´n los asinto´ticos, los tipo Luenberger [36], los tipo Kalman, los de
alta ganancia, los de intervalo [37], [14] y los de cine´tica desconocida [38].
El progreso en controladores no lineales incluye la linealizacio´n por realimentacio´n, control
adaptable, redes neuronales y lo´gica difusa. Generalmente la variable manipulada es la veloci-
dad de dilucio´n, lo cual es equivalente al flujo o caudal de la corriente de entrada. La variable
controlada es la concentracio´n de DQO o la produccio´n de metano [29, 32].
La linealizacio´n por realimentacio´n en su forma ma´s simple no tiene en cuenta la estimacio´n
de para´metros en lı´nea, como se puede ver en [36, 40, 45].
Los controladores adaptables pueden ser muy eficientes frente a las incertidumbres en el mode-
lo, logrando una buena regulacio´n. Se encuentran estrategias con diferentes mecanismos para
estimacio´n de para´metros y para la ley de control: en [29] se utilizo´ un mecanismo de adap-
tacio´n estadı´stico no parame´trico y una ley de control por realimentacio´n de salida. En [32]
se utilizo´ una ley de adaptacio´n similar a la regla MIT del MRAS, y linealizacio´n por rea-
limentacio´n para el control. En [34] se utilizo´ algoritmo de proyeccio´n para la estimacio´n,
realimentacio´n de salida para el control y un observador de orden reducido para la estimacio´n
de la concentracio´n de DQO.
Sin embargo, para obtener el resultado o´ptimo se puede tener en consideracio´n, por ejemplo,
estrategias de control o´ptimo basado en el modelo [41] o control adaptable de bu´squeda de
extremo que dirige el sistema a un punto que maximiza la produccio´n de bioga´s [27, 34, 35].
En [1,11,12] se presentan los conceptos ba´sicos y las herramientas matema´ticas para el disen˜o
de controladores adaptables. En [1] se tratan sistemas adaptables por modelo de referencia y
reguladores auto sintonizados. En [11] se tratan reguladores auto sintonizados, presentando
me´todos de estimacio´n como los mı´nimos cuadrados, y, adema´s, controladores para sistemas
no lineales.
Las estrategias de control basado en redes neuronales [23, 30] y control difuso [24] han de-
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mostrado ser eficaces. Otra opcio´n es el control MPC, que es un controlador predictivo lineal
basado en el modelo, el cual pretende optimizar el comportamiento futuro de la planta a partir
de la prediccio´n de las salidas futuras de la planta, como se puede ver en [38].
En conclusio´n, el control adaptable y las redes neuronales son opciones promisorias para es-
tos procesos. A continuacio´n se da una clasificacio´n de los sistemas de tratamientos de aguas
residuales para mostrar los diferentes tipos de sistemas utilizados.
1.5. Contribucio´n
El presente trabajo tiene varias contribuciones. En primer lugar, el estudio del feno´meno de las
bifurcaciones utilizando me´todos de la dina´mica no lineal. Principalmente la bifurcacio´n fold,
que corresponde a la aparicio´n de la condicio´n de lavado. En varios artı´culos [33,36,40], se ha
hecho el estudio de la condicio´n de lavado para sistemas biolo´gicos, pero no desde el punto de
vista de las bifurcaciones. Simplemente se estudia en que punto puede llegar la condicio´n de
lavado con el fin de prevenirla.
En segundo lugar, el disen˜o de sistemas de control linealizacio´n por realimentacio´n, ma´s es-
pecı´ficamente linealizacio´n entrada salida, para este sistema de reactor en particular, incluyen-
do la dina´mica interna, la dina´mica cero y el rechazo a perturbaciones. En varios artı´culos ya
se ha estudiado la linealizacio´n entrada salida para reactores [19,22,25], de una manera amplia
incluyendo un ana´lisis muy completo de la estabilidad del sistema controlado, y la dina´mica
cero [44], pero no para este reactor en particular.
En tercer lugar, el disen˜o de un sistema de control adaptativo, expresamente para este reactor
anaerobio. Se utilizo´ el sistema adaptativo STR y el MRAS, tanto con regla MIT como con re-
gla de estabilidad basada en Lyapunov. Esto, teniendo en cuenta que se utilizo´ tiempo continuo
y se realizo´ un estudio del comportamiento del sistema, lo que dio como resultado que la res-
puesta de la salida ante la entrada escalo´n es como una funcio´n de transferencia de orden uno,
lo cual simplifica el disen˜o del sistema adaptativo. En la literatura se han encontrado disen˜o de
sistemas adaptativos STR para procesos no lineales [42]; sistemas PD adaptativos basados en
estabilidad de Lyapunov [28], donde el sistema de control es en cierto sentido similar al MRAS
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basado en Lyapunov; sistemas adaptativos utilizando sen˜ales de excitacio´n cao´ticas para lograr
la identificacio´n del proceso, donde el sistema adaptativo es similar al MRAS [26].
Como parte de la tesis se realizaron los siguientes artı´culos:
Rinco´n Alejandro, Angulo Fabiola, Olivar Gerard, Hoyos Fredy. “Bifurcaciones en un
Bioreactor de Lecho Fijo de Flujo Ascendente Anaerobio.” V Jornada Te´cnica de In-
genierı´a Quı´mica. Desarrollo investigativo un suen˜o hecho ingenio. En calidad de po-
nencia. Noviembre del 2006.Manizales, Universidad Nacional de Colombia, Campus La
Nubia.
Rinco´n Alejandro, Angulo Fabiola, Olivar Gerard. “Control de un bioreactor de lecho
fijo de flujo ascendente anaerobio.” VII Congreso de la Asociacio´n Colombiana de Au-
toma´tica. En calidad de ponencia. 21 al 23 de Marzo del 2007. Cali, Pontificia Universi-
dad Javeriana.
Rinco´n Alejandro, Angulo Fabiola, Hoyos Fredy. “Control de un bioreactor de flujo asen-
dente anaerobio usando control adaptativo.” VII Congreso de la Asociacio´n Colombiana
de Automa´tica. En calidad de poster. 21 al 23 de Marzo del 2007.Cali, Pontificia Univer-
sidad Javeriana.
Angulo Fabiola, Olivar Gerard, Rinco´n Alejandro. “Adaptive control for an anaerobic
upflow fixed bed reactor.” CARS AND FOF 07 23rd ISPE International conference on
CAD/CAM, ROBOTICS AND Factories of the future. 16 al 18 de Agosto del 2007. Bo-
gota´, Universidad Militar Nueva Granada.
Angulo Fabiola, Olivar Gerard, Rinco´n Alejandro. “Control of an anaerobic upflow fixed
bed bioreactor.”15th Mediterranean Conference on Control and Automation - MED’07.
27 al 29 de Junio. Atenas (Grecia), Hotel Divani Caravel.
Los primeros tres artı´culos ya fueron expuestos, el cuarto sera´ expuesto pro´ximamente pues ya
fue aceptado, y el u´ltimo esta´ a la espera de respuesta.
8
Capı´tulo 2
Procesos de tratamiento de aguas residuales
En este capı´tulo se describen los tratamientos de aguas residuales haciendo e´nfasis en los sis-
temas anaerobios y por u´ltimo se describe el funcionamiento y caracterı´sticas del reactor utili-
zado en el presente trabajo.
La depuracio´n de un agua residual consiste en separar y concentrar o transformar los diferentes
tipos de contaminantes presentes. Las etapas de depuracio´n dependen de las caracterı´sticas del
agua a tratar y del grado de depuracio´n que se requiere, el cual sera´ funcio´n del destino del
agua tratada (consumo, vertido, entre otras). El contenido de materia orga´nica se mide, en la
mayorı´a de los casos, en funcio´n de la DBO (Demanda Bioquı´mica de Oxı´geno) y de la DQO
(Demanda Quı´mica de Oxı´geno). La DQO incluye materia biodegradable y no biodegradable,
mientras la DBO solo incluye la biodegradable.
Las operaciones de depuracio´n de un agua residual admiten la siguiente clasificacio´n segu´n la
ubicacio´n del proceso dentro del esquema de la planta: tratamientos previos o pretratamien-
tos, tratamientos primarios, tratamientos secundarios, tratamientos terciarios y desinfeccio´n.
Los intereses del presente trabajo corresponden a reactores biolo´gicos, los cuales se ubican en
los tratamientos secundarios. Los tratamientos secundarios son procesos de tipo biolo´gico. Por
ejemplo: procesos aerobios, procesos anaerobios, procesado de residuos so´lidos. El objetivo
del tratamiento secundario es reducir la DBO del influente en un 70− 90 por ciento y los so´li-
dos totales en un 90 por ciento. Estos valores corresponden a la legislacio´n ambiental.
Dado que un tratamiento secundario puede tener varios reactores, un so´lo reactor reduce so´lo
una parte del procentaje total de depuracio´n de la DBO. A pesar de que los requisitos de re-
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duccio´n esta´n dados en te´rminos de DBO, tambie´n puede resultar adecuado controlar al reactor
en te´rminos de la DQO. El control de la DQO se puede cumplir, por ejemplo, manipulando la
velocidad de dilucio´n de la corriente de que entra al reactor [36].
2.1. Clasificacio´n de los tratamientos biolo´gicos de instalacio´n
Los sistemas biolo´gicos de tratamiento de aguas residuales pueden clasificarse en aerobios
y anaerobios segu´n se utilice o no el oxı´geno. Sin embargo, tambie´n se pueden clasificar de
acuerdo al modo de cultivo de los microorganismos que realizan la depuracio´n. En la primera
columna de cada tabla se indica la clasificacio´n segu´n la modalidad aerobia o anaerobia, y en
la segunda columna se muestra el de reactor en el cual se lleva a cabo el proceso:
1) Sistemas de biomasa suspendida.
Aerobios Fangos activados
Anaerobios Sistemas anaerobios de mezcla completa.
Reactor de lecho fluidizado
Tabla 2.1: Sistemas de biomasa suspendida
2) Sistemas de Biomasa Fija.
Aerobios Lechos bacterianos o filtros percoladores
Biodisco
Anaerobios Filtros anaerobios biolo´gicos
Lecho fluidizado
Tabla 2.2: Sistemas de biomasa fija
El sistema de lodos activados es el ma´s utilizado, dada sus ventajas, a saber: su instalacio´n es
simple, es bastante compacta, fa´cil de dirigir por su flexibilidad y sus costos de funcionamiento
moderados. Sin embargo, los procesos anaerobios presentan ventajas importantes, lo cual ha
hecho que se emplee, aunque en menor grado. En el presente trabajo se empleara´n el llamado
filtro anaerobio biolo´gico, en su modalidad de flujo ascendente.
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2.2. Caracterı´sticas de la digestio´n anaerobia
La digestio´n anaerobia consta de una sucesio´n de degradaciones biolo´gicas que toman lugar
en ausencia de oxı´geno y por las cuales la materia orga´nica es descompuesta y bioconvertida
por un lado hacia bioga´s (una mezcla de CO2 y CH4) y, por otro lado, hacia un lodo residual
(biomasa microbial y materia orga´nica) [24, 29, 36].
El bioga´s es una mezcla gaseosa formada ba´sicamente por metano (CH4), gas carbo´nico (CO2)
y pequen˜as cantidades de otros gases como hidro´geno, nitro´geno y a´cido sulfhı´drico (SH2).
Este bioga´s se puede emplear en motores o bien quemarse para calentar el tanque donde se
desarrolla la digestio´n anaero´bica (la temperatura o´ptima de operacio´n es 35-37◦C), o incluso,
puede purificarse y ser vendido a distribuidoras de gas natural.
El lodo residual anaerobio es una mezcla de materia orga´nica y microorganismos vivos o muer-
tos bien estabilizada, por lo que normalmente, tras el secado, puede acumularse en vertederos
o ser usada para acondicionar tierras de labor.
Las bacterias deben mantenerse en unas condiciones ambientales adecuadas, para poder sobre-
vivir y funcionar adecuadamente. Para el caso en cuestio´n, se requiere una temperatura cercana
a los 35oC y un pH cercano a 7. Para lograr estas condiciones, se utiliza un preproceso donde
se aplica control lineal, tipo PID [14]. En el presenta trabajo, el proceso de digestio´n anaerobia
se lleva a cabo en un filtro anaerobio.
Los filtros anaerobios se emplean cada vez ma´s por su reducido espacio, por lo que sera´n es-
pecialmente u´tiles en pequen˜as industrias actuando como estaciones de tratamiento de agua
transportables. Un filtro anaerobio consiste en una columna de relleno sobre la que se desa-
rrollan y fijan las bacterias anaero´bicas. Al encontrarse los microorganismos adheridos sobre
un medio so´lido se pueden lograr tiempos de retencio´n celular muy elevados, del orden de
100 dı´as, con bajos tiempos de retencio´n hidra´ulica. En el filtro anaerobio de flujo ascenden-
te, el agua a tratar pasa de abajo a arriba por el interior de la columna, lleva´ndose a cabo la
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depuracio´n por los microorganismos adheridos sobre el soporte inmo´vil.
2.3. Ventajas y desventajas de la digestio´n anaerobia
Desde los an˜os 70 se han estado investigando los procesos anaerobios, tambie´n referidos como
digestores anaerobios. Estos presentan una gran ventaja con respecto a los sistemas aerobios:
el porcentaje de degradacio´n de la materia orga´nica es mucho mayor, lo que los hace especial-
mente adecuados cuando hay efluentes con una carga orga´nica. Incluso, en algunos casos se
alcanza una eficiencia de 80 por ciento de remocio´n de la carga orga´nica [24]. Otras ventajas
son la baja produccio´n de lodos, el bajo consumo de energı´a y la produccio´n de bioga´s [16].
La principal desventaja es la fa´cil desestabilizacio´n, debida a grandes variaciones en el factor
de dilucio´n o en la carga orga´nica [36] .
Como ejemplo de la utilizacio´n con e´xito de los procesos anaerobios, en Colombia se han
empleado en algunas fincas, en el Relleno Sanitario La Esmeralda de Manizales para el trata-
miento de lixiviados y en algunas industrias de produccio´n de cerveza para el tratamiento de
las aguas residuales.
A pesar de sus ventajas, no se ha podido realizar su implementacio´n industrial en masa, debido
a algunos problemas: (a) la digestio´n anaerobia puede ser inestable dando lugar al lavado o a
un estado estable indeseado. (b) el monitoreo en lı´nea de las variables biolo´gicas claves del
proceso es difı´cil, costoso [14] y presenta retardo de tiempo que influye en la estabilidad y en
la eficiencia del controlador [36].
La condicio´n de lavado se presenta principalmente por condiciones hidra´ulicas: el caudal es tan
alto que las bacterias salen del reactor. Tamie´n puede ser debido a toxificacio´n de las bacterias,
cuando hay presencia de un metal pesado, de modo que las bacterias mueren y salen del reac-
tor. Cualquiera que sea la causa, debe realizarse inoculacio´n nuevamente, lo cual puede tardar
meses. Un estado estable indeseado es aquel donde la reduccio´n de la DQO no es suficiente
con respecto a lo esperado.
El monitoreo en lı´nea de algunas variables como pH, temperatura y alcalinidad es ma´s ase-
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quible, mientras que el monitoreo de DQO implica ma´s costos. Esto lleva a la utilizacio´n de
observadores de estado, llamados sensores virtuales, que se basan en la medicio´n en lı´nea de
algunas variables como pH, caudal de metano, caudal de dio´xido de carbono, con el fin de
calcular los valores de otras variables como: concentracio´n de biomasa y concentracio´n de
substrato (DQO y AGV respectivamente). [14].
Se deben considerar algunos factores importantes en el disen˜o del control para procesos de
digestio´n anaerobia, con el fin de que pueda ser implementado a nivel industrial. Algunos de
ellos son [36]:
(i) la naturaleza no lineal del proceso.
(ii) los errores de modelado debido al te´rmino de la cine´tica. Generalmente este te´rmino es
complicado, y por lo tanto se asumen expresiones sencillas que lo aproximen, por ejemplo las
expresiones de Monod o Haldane.
(iii) Las perturbaciones en la composicio´n de la corriente de entrada, las cuales se presentan
constantemente.
(iv) Las restricciones en la entrada de control debido a condiciones de operacio´n pra´cticas o a
restricciones en los actuadores.
(v) Las dificultades para la medicio´n en lı´nea de las variables de estado.
En la figura 2.1 se presenta un esquema ba´sico de un reactor de lecho fijo anaerobio de flujo
ascendente, que describe algunas caracterı´sticas ba´sicas en la implementacio´n de estos proce-
sos.
2.4. Descripcio´n del proceso real
El sistema real sobre el cual se desarrolla el trabajo es un reactor anaerobio de lecho fijo de
flujo ascendente (Bernard et al., 2001) [15], correspondiente a un filtro anaerobio de flujo as-
cendente. El sistema toma las aguas residuales de una industria vinı´cola ubicada en la localidad
de Narbonne en Francia. Es importante tener en cuenta las caracterı´sticas particulares de las
aguas residuales de esta industria de vinos. El factor ma´s importante es que el proceso de fer-
mentacio´n anaerobio de la produccio´n del vino da lugar a a´cidos grasos vola´tiles, de modo que
la corriente de entrada del proceso de tratamiento de aguas residuales tiene una concentracio´n
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de AGV diferente de cero. Las variables de estado presentan entonces un comportamiento par-
ticular, que no se pude generalizar para otros casos de aguas residuales.
Las bacterias se deben mantener en unas condiciones determinadas, correspondientes a un pH
de 7 y una temperatura de 35oC aproximadamente. Para esto se utiliza un preproceso, en el
caso del pH se utiliza un tanque de dilucio´n y para la temperatura se utiliza un intercambia-
dor de calor. La temperatura es controlada mediante control PID. El control de temperatura
y de pH, no requieren controladores tan avanzados, dado que no son tan altamente no linea-
les. Mientras que para el control de la DQO, se requieren controladores no lineales, debido al
comportamiento tan complejo de las bacterias. Sin embargo, en el presente trabajo, tanto en
la parte de ana´lisis dina´mico como de control, no se tendra´ en cuenta la parte de preproceso,
sino solamente la parte del proceso en sı´, donde el comportamiento de las variables de estado
esta´ dado por el modelo dina´mico.
En la figura 2.1 se puede ver el esquema del sistema bajo estudio. Se tiene que entra al reactor
una corriente con alta contaminacio´n orga´nica, donde la concentracio´n de DQO es simboli-
zada por Sin1 , la concentracio´n de AGV es simbolizada por S
in
2 y el caudal esta´ definido por
una va´lvula que puede funcionar bajo control. En el interior del biorreactor se lleva a cabo la
transformacio´n por las bacterias, y como resultado se obtiene biogas que sale por la parte su-
perior, y un agua con menos contaminacio´n orga´nica que sale por la parte superior derecha. La
concentracio´n de las bacterias esta´ dada porX1 yX2, y la concentracio´n del lı´quido resultante
esta´ dada por la concentracio´n de DQO y de AGV, simbolizados por S1 y S2 respectivamente.
En los procesos de digestio´n anaerobia se alcanzan en algunos casos eficiencias de degrada-
cio´n de 80 por ciento o ma´s. Este nivel de eficiencia en te´rminos matema´ticos estarı´a dada de
la siguiente forma: S1 = Sin1 − 0,8Sin1 = 0,2Sin1 .
El objetivo de un sistema de control en un reactor anaerobio o aerobio es mantener el nivel de
la DQO en la corriente de salida del mismo en un valor dado, de acuerdo a requerimientos del
disen˜o del reactor y con el fin de que el reactor lleve a cabo su tarea de remover la materia
orga´nica [36, 43]. El modelo dina´mico esta´ dado en (2.3), y fue obtenido mediante balances
de masa para el proceso llevado a cabo por las bacterias en el interior del biorreactor, y las
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constantes fueron ajustadas con base en los datos experimentales.
2.5. Descripcio´n del modelo dina´mico
Para la obtencio´n del modelo dina´mico se asume que las poblaciones bacteriales se pueden divi-
dir en dos grupos principales de caracterı´sticas homoge´neas y que la digestio´n anaerobia puede
ser descrita por un proceso en dos etapas de reaccio´n. En la primera etapa, la acidoge´nesis,
las bacterias acidoge´nicas (X1) consumen el substrato orga´nico (S1) y producen CO2 y a´cidos
grasos vola´tiles (S2). En la segunda etapa, la poblacio´n de bacterias metanoge´nicas (X2) utiliza
los a´cidos graso vola´tiles para su crecimiento y produce CO2 y metano. Con base en pruebas
hidrodina´micas se asume que el reactor se comporta como un tanque perfectamente agitado y
que la biomasa esta´ distribuida unifirmemente dentro del reactor.
Las bacterias acidoge´ncias y las metanoge´nicas realizan las dos siguientes reacciones biolo´gi-
cas:
Acidoge´nesis (con velocidad de reaccio´n r1 = µ1X1):
k1S1 → X1 + k2S2 + k4CO2 (2.1)
Metanoge´nesis (con velocidad de reaccio´n r2 = µ2X2):
k3S2 → X2 + k5CO2 + k6CH4 (2.2)
Donde S1 representa el substrato orga´nico (y su concentracio´n) caracterizada por su DQO (g/l).
La concentracio´n total de AGV se denota S2 (mmol/l). Aunque los a´cidos grasos vola´tiles S2
se componen principalmente de acetato, propionato y butirato, se asume que se comporta ba´si-
camente como acetato puro.
Debido a que en un reactor de lecho fijo parte de la biomasa esta´ adherida al soporte y otra no lo
esta´, se debe considerar este efecto en el modelado hidrodina´mico de la biomasa. Se considera
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entonces que una fraccio´n α de la biomasa esta´ en la fase lı´quida.
Las variables de estado del modelo dina´mico se denotan por ξ = [X1 X2 S1 S2]T , que re-
presentan la concentracio´n de biomasa acidoge´nica, concentracio´n de biomasa metanoge´nica,
concentracio´n de DQO y concentracio´n de AGV, respectivamente. En la tabla 2 se muestra la
terminologı´a empleada. De las reacciones 2.1 y 2.2 se obtiene el modelo dina´mico a partir de
balances de materia:
X˙1 = (µ1 − αD)X1
X˙2 = (µ2 − αD)X2
S˙1 =
(
Sin1 − S1
)
D − k1µ1X1
S˙2 =
(
Sin2 − S2
)
D + k2µ1X1 − k3µ2X2
donde:
µ1 = µma´x 1 S1KS1+S1
µ2 = µ0 S2
KS2+S2+

S2
KI
2

(2.3)
En este modelo se ha utilizado una cine´tica de Monod para la biomasa acidoge´nica, y una
cine´tica de Haldane para la metanoge´nica. La razo´n es que las acidoge´nicas presentan satura-
cio´n para alta concentracio´n de substrato, que en este caso es la concentracio´n de DQO S1. Por
otro lado, la biomasa metanoge´nica se inhibe al haber acumulacio´n de AGV y la mejor forma
de representar este hecho es usar un modelo donde la concentracio´n de biomasa metanoge´nica
tome un valor que tienda a cero para altas concentraciones de substrato.
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Los valores de las constantes esta´n dados por:
µma´x 1 = 1,2 dias−1
µ0 = 0,74 dias−1
KS1 = 7,1 gDQO/L
KS2 = 9,28 mmolAGV/L
KI = 16 (mmolAGV/L)
1/2
α = 0,5
k1 = 10,53 g DQO/gX1
k2 = 28,6 mmolAGV/gX1
k3 = 1074,0 mmol AGV/gX2
Sin1 = 5,8 g/L S
in
1 ∈ [0 42] g/L
Sin2 = 52,0 mmol/L D = 0,36 dias
−1 D ∈ [0 1,44] dias−1
(2.4)
Y los valores de las variables de estado en el inicio son:
X1 (t = 0) = 0,8 [g/L]
X2 (t = 0) = 0,09 [g/L]
S1 (t = 0) = 0,8 [g/L]
S2 (t = 0) = 5 [mmol/L]
Estos valores corresponden a condiciones de operacio´n normales. Como se puede ver en las
ecuaciones 2.1 y 2.2, los AGV son un producto intermedio. Sin embargo, al reactor entran
AGV producto de una fermentacio´n previa en la industria de vinos, de modo que se tiene un
valor de Sin2 diferente de cero. Para el tratamiento de aguas residuales de otras industrias, es
necesario tomar la concentracio´n de AGV en la corriente de entrada como cero: Sin2 = 0.
2.6. Estrategia de control
En el presenta trabajo, se va a asumir que la variable controlada es la concentracio´n de DQO,
S1. Esta misma es la salida. La variable de entrada o entrada de control es la velocidad de di-
lucio´n, lo cual implica que el elemento final de control es una va´lvula que manipula el caudal
de la corriente de entrada. Las perturbaciones sera´n dadas por la concentracio´n de la corriente
de entrada, Sin1 . En un lenguaje matema´tico se expresa de la siguiente forma: y = S1, u = D,
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υ = Sin1 .
Figura 2.1: Esquema del proceso
Adema´s, se supone que el pH y la temperatura ya han sido controlados como parte del prepro-
ceso, de modo que en el trabajo so´lo se concentrara´ en el proceso en sı´, donde las variables de
estado esta´n descritas por el modelo dina´mico. Para tener en cuenta la dificultad de la medicio´n
en lı´nea de las variables de estado, se supone que la concentracio´n de DQO es conocida, ya
sea mediante observadores de estado o mediante sensores fı´sicos. Igualmente se toma para la
concentracio´n de AGV.
En la figura 2.1 se muestra un diagrama simplificado del proceso, donde se hace relacio´n de las
variables de estado. Para ma´s informacio´n remitirse a (Bernard et al., 2001) [15]. En la tabla 2
se presenta la nomenclatura correspondiente al reactor anaerobio. La velocidad de dilucio´n D
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se define como la razo´n de el caudal de la corriente de entrada, dividido entre el volumen de
reactor [36].
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Capı´tulo 3
Ana´lisis de sistemas no lineales
Los sistemas fı´sicos son de por sı´ no lineales, y es importante estudiar su comportamiento no
lineal con el fin de desarrollar tareas de optimizacio´n y control de forma efectiva. El me´todo de
la dina´mica no lineal es una forma rigurosa y sistema´tica para el estudio del comportamiento
no lineal de estos sistemas.
El estudio de la dina´mica no lineal basa´ndose en el modelo dina´mico sin aplicar ninguna te´cni-
ca de control permite en primer lugar explorar las caracterı´sticas del sistema, en segundo lugar
da una guı´a para la aplicacio´n de los sistemas de control, por las siguientes razones: permite
analizar la influencia de los para´metros en los estados del sistema, ayuda a definir un rango
adecuado en el cual se puede variar la entrada de control y permite estudiar las trayectorias en
el tiempo de las variables de estado.
En este capı´tulo se realiza el estudio de la dina´mica no lineal basa´ndose en el modelo dina´mico
del proceso, considerando que no se utiliza ningu´n sistema de control. En el procedimiento uti-
lizado en el presenta trabajo para el ana´lisis de la dina´mica, en primer lugar se obtuvieron las
expresiones de los puntos de equilibrio y la matriz jacobiana a partir del modelo dina´mico. En
segundo lugar se calcularon los valores de los puntos de equilibrio, valores propios y vectores
propios y se desarrollaron los diagramas de estados, para un valor dado de la velocidad de di-
lucio´n D. En tercer lugar, se realizo´ el diagrama de bifurcaciones, tomando como para´metro a
variar la velocidad de dilucio´n, y se indica la estabilidad de cada curva de equilibrio basa´ndose
en el estudio de los valores propios.
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3.1. Modelo dina´mico
El modelo dina´mico se describe en la seccio´n 2.5. En la parte del estudio de las bifurcaciones,
el para´metro que sera´ variado es D, siempre dentro del rango especificado en la ecuacio´n (2.4)
(D ∈ [0 1,44]dias−1 ). Esto con el fin de estudiar el rango dentro del cual puede ser variado
en la parte de control automa´tico, como se ha realizado en [33, 36, 45].
Con el objeto de iniciar el estudio del comportamiento del sistema, el primer paso consiste en
calcular los puntos de equilibrio.
3.2. Ca´lculo de los puntos de equilibrio
Un punto de equilibrio se puede definir como un punto donde los estados del sistema per-
manecen, siempre y cuando no haya una fuerza externa actuando sobre ellos. Estos se hallan
igualando la parte derecha de las ecuaciones diferenciales a cero [4, 11]. Ası´ pues, los puntos
de equilibrio del sistema estudiado se hallan a partir de:
X˙1 = 0 ⇒ (µ1 − αD)X1 = 0
X˙2 = 0 ⇒ (µ2 − αD)X2 = 0
S˙1 = 0 ⇒
(
Sin1 − S1
)
D − k1µ1X1 = 0
S˙2 = 0 ⇒
(
Sin2 − S2
)
D + k2µ1X1 − k3µ2X2 = 0
De las anteriores ecuaciones se obtienen seis puntos de equilibrio, cada uno difiere en el te´rmino
que se iguale a cero. De la primera ecuacio´n se tienen dos opciones para que se cumpla la igual-
dad a cero, de forma similar ocurre con la segunda ecuacio´n.
Un primer punto de equilibrio se obtiene de la siguiente forma:
(µ1 − αD) = 0
(µ2 − αD) = 0(
Sin1 − S1
)
D − k1µ1X1 = 0(
Sin2 − S2
)
D + k2µ1X1 − k3µ2X2 = 0

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Que conlleva a:
Xeq1 =
(Sin1 −Seq1 )D
k1µ
eq
1
Xeq2 =
(Sin2 −Seq2 )+(k2/k1) (Sin1 −Seq1 )
k3µ
eq
2
D
Seq1 =
αDKS1
µma´x 1−αD
Seq2 =
−b−√b2−4ac
2a
donde

a = αD/K2I
b = αD − µ0
c = αDKS2


(3.1)
El segundo punto de equilibrio:
X1 = 0
X2 = 0(
Sin1 − S1
)
D − k1µ1X1 = 0(
Sin2 − S2
)
D + k2µ1X1 − k3µ2X2 = 0

Lleva a:
Xeq1 = 0
Xeq2 = 0
Seq1 = S
in
1
Seq2 = S
in
2

El tercer punto de equilibrio:
X1 = 0
(µ2 − αD) = 0(
Sin1 − S1
)
D − k1µ1X1 = 0(
Sin2 − S2
)
D + k2µ1X1 − k3µ2X2 = 0

Lleva a:
Xeq1 = 0
Xeq2 =
D(Sin2 −Seq2 )
k3µ
eq
2
Seq1 = S
in
1
Seq2 =
−b+√b2−4ac
2a

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El cuarto punto de equilibrio:
X1 = 0
(µ2 − αD) = 0(
Sin1 − S1
)
D − k1µ1X1 = 0(
Sin2 − S2
)
D + k2µ1X1 − k3µ2X2 = 0

Nos lleva a:
Xeq1 = 0
Xeq2 =
D(Sin2 −Seq2 )
k3µ
eq
2
Seq1 = S
in
1
Seq2 =
−b−√b2−4ac
2a

El quinto punto de equilibrio:
(µ1 − αD) = 0
X2 = 0(
Sin1 − S1
)
D − k1µ1X1 = 0(
Sin2 − S2
)
D + k2µ1X1 − k3µ2X2 = 0

Lleva a:
Xeq1 =
D(Sin1 −Seq1 )
k1µ
eq
1
Xeq2 = 0
Seq1 =
αDKS1
µma´x 1−αD
Seq2 = S
in
2 +
k2
D µ
eq
1 X
eq
1

El sexto punto de equilibrio:
(µ1 − αD) = 0
(µ2 − αD) = 0(
Sin1 − S1
)
D − k1µ1X1 = 0(
Sin2 − S2
)
D + k2µ1X1 − k3µ2X2 = 0

Conlleva a:
Xeq1 =
D(Sin1 −Seq1 )
k1µ
eq
1
Xeq2 =
((Sin2 −Seq2 )+(k2/k1)(Sin1 −Seq1 ))
k3µ
eq
2
D
Seq1 =
αDKS1
µma´x 1−αD
Seq2 =
−b+√b2−4ac
2a

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Una vez se determinan los puntos de equilibrio, el siguiente paso consiste en determinar la es-
tabilidad de estos. Para cumplir este objetivo, se usara´ el me´todo de linealizacio´n de Lyapunov.
3.3. Ana´lisis dina´mico mediante el me´todo indirecto de Lyapunov
El me´todo indirecto de Lyapunov sirve para establecer la estabilidad local de un punto de equili-
brio de un sistema no lineal. Esta´ relacionado con la idea de que un sistema no lineal en general
se comporta similarmente a la aproximacio´n lineal en un una regio´n local, por ejemplo cerca
de un punto de equilibrio, tal como se establece en el teorema de Hartman-Grobman [7, 8, 11].
Para linealizar el sistema se procede a calcular el Jacobiano del sistema definido por:
A =
(
∂f
∂x
)
x=xeq
El cual corresponde a los te´rminos de primer orden de la expansio´n en series de Taylor. Eva-
luando en el punto de equilibrio se tiene:
x˙ = Ax
Para determinar la estabilidad de un punto de equilibrio de un sistema no lineal se calculan los
valores propios del sistema linealizado y se puede decir que [4, 7]:
1. Si todos los valores propios de A tienen parte real negativa (Re (λi) < 0 ∀i), entonces el
punto de equilibrio del sistema no lineal es asinto´ticamente estable.
2. Si al menos un valor propio de A tiene parte real positiva (Re (λi) > 0 al menos para un i),
entonces el punto de equilibrio del sistema no lineal es inestable.
3. Si algu´n valor propio de A tiene parte real cero y los dema´s tienen parte real negativa, no se
puede concluir nada basados en la aproximacio´n lineal.
A los equilibrios en 1 y 2 se les conoce como puntos de equilibrio hiperbo´licos, y al equilibrio
en 3 se le conoce como punto de equilibrio no hiperbo´lico.
Una trayectoria es el curso seguido por las variables de estado en el espacio de estados, ge-
nerada mediante el modelo dina´mico. Cada trayectoria corresponde a una condicio´n inicial
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diferente. El comportamiento de las trayectorias de las variables de estado en la vecindad de un
punto de equilibrio, para un sistema lineal, presenta diferentes caracterı´sticas dependiendo de
los valores propios. Los puntos de equilibrio se clasifican de acuerdo a estas caracterı´sticas [11].
Algunos puntos de equilibrio, que se estudian en el presente trabajo son:
Nodo estable. Asociado a valores propios reales y negativos. Las trayectorias del sistema con-
vergen al punto de equilibrio.
Nodo inestable. Asociado a valores propios reales y positivos. Las trayectorias del sistema
divergen del punto de equilibrio.
Punto silla. Asociado a valores propios reales, unos positivos y otros negativos. Las trayectorias
del sistema divergen hacia infinito, excepto por unas pocas trayectorias, correspondientes a los
valores propios estables, las cuales tienden al equilibrio.
3.4. Ca´lculo de los valores propios
En esta seccio´n se calculan los valores propios para cada punto de equilibrio, para un valor
dado de los para´metros. Para el reactor bajo estudio, descrito por las ecuaciones 2.3 y usando
la definicio´n dada en [7, 8], el jacobiano es:
J =

∂f1
∂X1
∂f1
∂X2
∂f1
∂S1
∂f1
∂S2
∂f2
∂X1
∂f2
∂X2
∂f2
∂S1
∂f2
∂S2
∂f3
∂X1
∂f3
∂X2
∂f3
∂S1
∂f3
∂S2
∂f4
∂X1
∂f4
∂X2
∂f4
∂S1
∂f4
∂S2

Reemplazando en las ecuaciones diferenciales se obtiene:
J =

µ1 − αD 0 β1X1 0
0 µ2 − αD 0 β2X2
−k1µ1 0 −D − k1β1X1 0
k2µ1 − k3µ2 k2 β1X1 −D − k3β2X2

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Donde:
β1 = µma´x 1 KS1(KS1+S1)2
β2 = µ0
KS2−

S2
KI
2

KS2+S2+

S2
KI
22

Cada punto de equilibrio se debe reemplazar en el jacobiano, para obtener los valores pro-
pios y vectores propios correspondientes. Los valores propios se hallan a partir de la siguiente
expresio´n [8]:
det (λI − J) = 0
De e´sta se obtiene un polinomio de cuarto orden en λ, cuyas cuatro raı´ces corresponden a los
valores propios. Los vectores propios se hallan a partir de la siguiente expresio´n:
(λiI− J) υi = 0
La cual aplicada a cada valor propio da como resultado el vector propio correspondiente. A
cada valor propio corresponde un vector propio diferente. Si formamos una matriz donde cada
columna corresponde a un vector propio, las columnas deben ser independientes entre sı´.
Como ejemplo, para los valores D = 0,36 dias−1 y Sin1 = 5,8 g/l, los cuales corresponden a
condiciones de operacio´n normales del sistema, se obtienen los siguientes valores de los pun-
tos de equilibrio, valores propios y la clasificacio´n de los puntos de equilibrio de acuerdo a los
valores propios:
Primer punto de equilibrio (principal punto de equilibrio):
[Xeq1 , X
eq
2 , S
eq
1 , S
eq
2 ] = [0,8636 0,1143 1,2529 2,9941]
λ = [−5,7266 − 1,3190 − 0,1516 − 0,1742]
Nodo estable
(3.2)
Segundo punto de equilibrio:
[Xeq1 , X
eq
2 , S
eq
1 , S
eq
2 ] = [0 0 5,8 52]
λ = [−0,36 − 0,36 0,3595 0,3556]
Silla
(3.3)
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Tercer punto de equilibrio:
[Xeq1 , X
eq
2 , S
eq
1 , S
eq
2 ] = [0 − 1,3807 5,8 793,45]
λ = [−0,5262 − 0,0864 − 0,36 0,3595]
Silla
(3.4)
Cuarto punto de equilibrio:
[Xeq1 , X
eq
2 , S
eq
1 , S
eq
2 ] = [0 0,0913 5,8 2,9941]
λ = [−4,6128 − 0,1727 − 0,36 0,3595]
Silla
(3.5)
Quinto punto de equilibrio:
[Xeq1 , X
eq
2 , S
eq
1 , S
eq
2 ] = [0,8636 0 1,2529 64,35]
λ = [−0,360 − 0,1516 − 1,3190 0,3502]
Silla
(3.6)
Sexto punto de equilibrio:
[Xeq1 , X
eq
2 , S
eq
1 , S
eq
2 ] = [0,8636 − 1,3577 1,2529 793,45]
λ = [−1,319 − 0,5229 − 0,1516 − 0,0855]
Nodo estable
(3.7)
La simulacio´n del modelo dina´mico dado por las ecuaciones (2.3) corresponde de manera apro-
ximada con los datos experimentales. De los puntos de equilibrio estudiados (3.2 a 3.7), el u´nico
que corresponde con la simulacio´n y con los datos experimentales es el llamado primer punto
de equilibrio, que esta´ expresado ma´s claramente en (3.1). Se debe tener en cuenta que en el
sistema real no se presentan concentraciones negativas.
3.5. Diagramas de estado
El ana´lisis en el espacio de estados es un me´todo gra´fico para estudiar la dina´mica de los siste-
mas en tiempo continuo de segundo o tercer orden principalmente. La idea ba´sica del me´todo
es generar unas trayectorias de movimiento en el espacio de estado de un sistema dina´mico,
correspondientes a varias condiciones iniciales, y luego examinar las caracterı´sticas cualitati-
vas de las trayectorias. De este modo se puede obtener informacio´n relacionada con estabilidad
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y otros patrones de movimiento. Es muy u´til para analizar sistemas de control. La principal
desventaja es que esta´ restringido para sistemas de segundo y tercer orden. [2, 11]
A continuacio´n un diagrama de estados del primer punto de equilibrio, graficando so´lo tres de
los cuatro estados, para los siguientes valores de los para´metros D = 0,36 dias−1 y Sin1 = 5,8
g/l. Se debe aclarar que debido a que el sistema es de cuarto orden (cuatro ecuaciones dife-
renciales) y estamos graficando so´lo tres estados, se da la posibilidad de que se crucen las
trayectorias. Los vectores propios estables, es decir, los que tienen valores propios negativos,
se dibujan de color negro, mientras los inestables, es decir, de valores propios positivos, se
dibujan de otro color. El primer y sexto punto de equilibrio son los nodos estables, y esta´n muy
relacionados con una bifurcacio´n fold. Por lo tanto tienen ma´s importancia.
Para el primer punto de equilibrio, los resultados de los valores propios habı´an dado como
resultado un nodo estable. Esto se corrobora a trave´s del diagrama de estados, en la figura 3.1.
Figura 3.1: Diagrama de estados del primer punto de equilibrio
Para el sexto punto de equilibrio, figura 3.2, se puede ver claramente la naturaleza de nodo esta-
ble, donde las trayectorias se mueven inicialmente en la direccio´n del vector propio cuyo valor
propio es el ma´s negativo. Aunque el sistema presenta dos nodos estables, que son el primer
y sexto puntos de equilibrio, en la vida real so´lo se presenta el primer equilibrio. El valor de
la variable de estado X2 en el sexto equilibrio tiene un valor negativo, y para que las trayecto-
28
Capı´tulo 3. Ana´lisis de sistemas no lineales
Figura 3.2: Diagrama de estados del sexto punto de equilibrio
rias convergieran al nodo estable, las condiciones iniciales deberı´an tener valores negativos en
X2 (t = 0).
En la figura 3.3 se puede ver el diagrama de estados de tres puntos de equilibrio: el sexto (nodo
estable), quinto (silla) y primero (nodo estable), en el orden en que se ven en la gra´fica.
Figura 3.3: Diagrama de estados del sexto, primer y quinto puntos de equilibrio
Se puede ver que la silla, que es el quinto punto de equilibrio, esta´ ubicada en la mitad de
los nodos estables, que son el sexto y quinto punto de equilibrio respectivamente. Adema´s,
las trayectorias se alejan de la silla hacia los nodos estables dependiendo del punto inicial de
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donde partan. Haciendo un acercamiento a la silla de modo que se visualice mejor se obtiene
las figuras 3.4, 3.5 y 3.6.
Figura 3.4: Diagrama de estados del primer y quinto puntos de equilibrio
Figura 3.5: Diagrama de estados del primer y quinto puntos de equilibrio
Para el segundo punto de equilibrio, si se observan so´lo los estadosX1 yX2 en el diagrama de
estados, se ve como un nodo estable, mientras si se mira los estados X2 y S2 se ve como una
silla (ve´ase la figura 3.7). Con respecto al tercer punto de equilibrio, figura 3.8, su diagrama de
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Figura 3.6: Diagrama de estados del quinto punto de equilibrio
estados permite ver claramente el comportamiento de silla, en morado una trayectoria inestable
y en lı´nea punteada una trayectoria estable. Con respecto al cuarto punto de equilibrio, figura
3.9, su naturaleza se entiende mejor si se observan so´lo los estadosX1 yX2 en el diagrama de
estados.
Figura 3.7: Diagrama de estados del segundo punto de equilibrio
En la figura 3.10 se muestra el diagrama de estados so´lo para cuatro puntos de equilibrio, el
cuarto, segundo, primero y quinto (en orden de izquierda a derecha como aparecen en la gra´fi-
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Figura 3.8: Diagrama de estados del tercer punto de equilibrio
Figura 3.9: Diagrama de estados del cuarto punto de equilibrio
ca). Los vectores propios de color negro son estables y los dema´s son inestables.
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Figura 3.10: Diagrama de estados del cuarto, segundo, primer y quinto puntos de equilibrio
mostrando solo las variedades
3.6. Bifurcaciones
Las bifurcaciones son feno´menos no lineales caracterizados porque un cambio cuantitativo de
un para´metro implica un cambio cualitativo en el comportamiento del sistema. Por ejemplo,
puede cambiar la estabilidad de un punto de equilibrio, el nu´mero de puntos de equilibrios o
simplemente la naturaleza del movimiento del sistema. El valor del para´metro donde ocurre la
bifurcacio´n se conoce como valor crı´tico del para´metro [2, 11].
Para sistemas dina´micos en tiempo continuo existen diferentes tipos de bifurcaciones, donde
considerando un para´metro las ma´s conocidas son: fold (o silla-nodo), Hopf y transcrı´tica, las
cuales han sido caracterizadas completamente. A continuacio´n se presentan algunas bifurca-
ciones por ser las estudiadas en el presente trabajo:
1. La bifurcacio´n fold, tambie´n conocida como bifurcacio´n tangente, punto lı´mite, silla-nodo
y punto de retorno. Esta´ caracterizada porque dos puntos de equilibrio colisionan y se aniqui-
lan en un valor del para´metro, donde forman un so´lo equilibrio no hiperbo´lico. Ası´ pues esta
bifurcacio´n se asocia con la aparicio´n de un valor propio λ = 0 [8].
2. La bifurcacio´n transcrı´tica. Dos ramas o curvas de puntos de equilibrio se intersectan. No
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hay aniquilacio´n ni creacio´n de puntos de equilibrio, y se presenta intercambio de estabilidad.
Tambie´n se caracteriza porque la parte real de un valor propio de un punto de equilibrio se
vuelve cero [10].
En el sistema que se esta´ analizando se descubrieron dos tipos de bifurcaciones: la fold y la
transcrı´tica. En la figura 3.11 se presenta un esquema del diagrama de bifurcaciones para el
sistema bajo estudio. Con el nu´mero 1 se indica la bifurcacio´n fold, y con el nu´mero 2 se
indica la bifurcacio´n transcrı´tica. La bifurcacio´n fold involucra dos equilibrios: el primero y
el sexto. La bifurcacio´n transcrı´tica involucra el quinto y sexto puntos de equilibrio. En la
bifurcacio´n fold, tambie´n conocida como nodo-silla, este nombre concuerda con el hecho de
que se aniquilan un nodo estable y una silla. En la bifurcacio´n transcrı´tica hay un cambio de
estabilidad de las ramas, donde una rama nodo estable se vuelve silla y la rama silla se vuelve
nodo estable.
El primer punto tiene una ramificacio´n que va desde el punto 4 hasta el punto 1 en la figura
3.11. Esta ramificacio´n es siempre nodo estable. En el punto 1, se presenta la bifurcacio´n fold,
donde se aniquilan el primer y sexto puntos de equilibrio, que son nodo estable y silla respec-
tivamente. El punto donde sucede la colisio´n es no hiperbo´lico, es decir, se presenta un valor
propio cero.
El sexto punto de equilibrio tiene una ramificacio´n que va desde el punto 3 hasta el 1. Al avan-
zar desde el punto 3, vemos que en un principio la ramificacio´n es nodo estable. En el punto
2 se presenta la bifurcacio´n transcrı´tica, que implica un intercambio de estabilidad: el quinto
equilibrio pasa de silla a nodo estable y el sexto pasa de nodo estable a silla. Este punto es
hiperbo´lico. Posteriormente, en el punto 1, se presenta la bifurcacio´n fold.
Al realizar el diagrama de bifurcaciones para las cuatro variables de estado, las bifurcaciones
fold y transcrı´tica se pueden notar so´lo para las variables de estadoX2 y S2 en equilibrio. Esto
se presenta en las figuras 3.12 y 3.13, donde au´n no se ha hecho el estudio de estabilidad. En la
figura 3.14 se puede ver el diagrama de bifurcaciones para todas las variables de estado.
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Figura 3.11: Bifurcaciones variando el para´metro D
3.7. Valores propios cerca de las bifurcaciones
Puesto que los valores propios antes y despue´s de la bifurcacio´n permiten determinar la esta-
bilidad de los puntos de equilibrio, se hallaron los correspondientes al los puntos de equilibrio
primero, sexto y quinto.
Cuando se presenta una bifurcacio´n fold, hay un valor propio igual a cero. El estudio de los
valores propios nos permite corroborar este hecho. Adema´s nos permite estudiar el comporta-
miento de los valores propios en la bifurcacio´n transcrı´tica.
En primer lugar se analiza la bifurcacio´n fold, que involucra el primer y sexto equilibrios. Para
el primer punto de equilibrio, anterior a la bifurcacio´n, se tiene que todos los valores propios
son negativos, lo cual indica que es un nodo estable. Para el sexto punto de equilibrio, se tiene
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Figura 3.12: Diagrama de bifurcaciones, para la variable de estado S2
Figura 3.13: Diagrama de bifurcaciones, para la variable de estado X2
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Figura 3.14: Diagrama de bifurcaciones
Figura 3.15: Diagrama de bifurcaciones, para la variable de estadoX2, hallado mediante MAT-
CONT.
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Figura 3.16: Diagrama de bifurcaciones, para la variable de estado X2.
que un valor propio es positivo, mientras los otros son negativos, lo cual indica que es una silla.
En el punto de bifurcacio´n, un valor propio del primer punto de equilibrio se hace cero. Con
respecto al sexto equilibrio, pasa lo mismo, pues el valor propio positivo toma el valor de cero.
En segundo lugar se analiza la bifurcacio´n transcrı´tica, que involucra el quinto y sexto puntos
de equilibrio. Anterior a la bifurcacio´n, el quinto punto de equilibrio tiene un valor propio po-
sitivo, y los dema´s negativos, por lo que es una silla. En el punto de bifurcacio´n, el valor propio
positivo se hace cero, y despue´s de la bifurcacio´n se hace negativo, de modo que se tiene un
nodo estable. Con respecto al sexto punto de equilibrio, antes de la bifurcacio´n transcrı´tica tie-
ne todos sus valores propios negativos, lo que significa que es un nodo estable. En el punto de
bifurcacio´n, un valor propio se hace cero, y despue´s, ese mismo valor propio se hace positivo,
mientras los dema´s se mantienen negativos, lo cual significa que se ha convertido en silla.
En la figura 3.15 se observan las bifurcaciones fold y transcrı´tica, estudiadas mediante MAT-
CONT, donde se puede apreciar que ambas ocurren para valores muy pequen˜os de la variable
de estado X2, por lo que serı´a muy difı´cil estudiarla a fondo a nivel experimental. En la figura
3.16 se aprecia el diagrama de bifurcaciones hallado con base en las expresiones analı´ticas de
los puntos de equilibrio primero, quinto y sexto, sin diferenciar la estabilidad de cada rama. En
las figuras 3.17 y 3.18 se presenta el diagrama de bifurcaciones para las variables de estadoX2
y S2 respectivamente, donde se puede apreciar la estabilidad de cada rama, basa´ndose en los
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Figura 3.17: Diagrama de bifurcaciones, para la variable de estado X2.
resultados de los valores propios, que se muestran en la figura 3.19.
Como se puede ver en la figura 3.18, en el intervalo D ∈ [1,0712 1,072] dias−1, el punto a
donde tiende el sistema depende de las condiciones iniciales.
3.8. Conclusiones
Los diagramas de bifurcaciones, diagramas de estado, equilibrios, valores propios, nos permi-
ten inferir lo siguiente: La bifurcacio´n fold corresponde a la condicio´n de lavado, que es un
punto indeseado donde hay desaparicio´n de la biomasa metanoge´nica haciendo que se acumu-
len a´cidos grasos vola´tiles y que no sea reducida la DQO.
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Figura 3.18: Diagrama de bifurcaciones, para la variable de estado S2.
En segundo lugar, el diagrama de bifurcaciones tambie´n nos permite concluir que al aumentar
la velocidad de dilucio´n, disminuye la concentracio´n de biomasa metanoge´nica en equilibrio
en el interior del reacotr, de modo que se puede alcanzar la condicio´n de lavado. Para efectos de
control, esto nos puede inducir a imponer un valor lı´mite a la velocidad de dilucio´n, de acuerdo
a las circunstancias del comportamiento del sistema en lazo cerrado.
En tercer lugar, el estudio de los puntos de equilibrio, ana´lisis de estabilidad y diagramas de es-
tados nos permite entender que el modelo dina´mico de cuatro ecuaciones diferenciales predice
dos puntos de equilibrios estables (nodo estable): el primer y el sexto puntos de equilibrios. De
ellos so´lo el primero se observa en el proceso real, dado que el sexto tiene un valor negativo
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Figura 3.19: Valores propios para las bifurcaciones
para la biomasa metanoge´nica. Adema´s, se puede concluir que el modelo es adecuado, dado
que las trayectorias so´lo convergen al equilibrio irreal si las condiciones iniciales tienen un
valor negativo de la biomasa metanoge´nica, lo cual no es fı´sicamente realizable.
Teniendo en cuenta este comportamiento, es decir, la dina´mica del sistema, se procede a di-
sen˜ar un sistema de control que regule la concentracio´n de la DQO en la corriente de salida,
denotada por S1.
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4.1. Introduccio´n
La linealizacio´n por realimentacio´n es un me´todo de control no lineal. La idea ba´sica es trans-
formar el modelo dina´mico de un sistema no lineal hacia un sistema parcialmente lineal,
basa´ndose en el disen˜o apropiado de la entrada de control, tal que cancele las no linealida-
des del modelo. Con base en el modelo linealizado, se emplean te´cnicas de control lineal. A
diferencia de este me´todo, la linealizacio´n convencional utiliza aproximaciones lineales de la
dina´mica del sistema [11].
La linealizacio´n entrada salida emplea un te´cnica matema´tica llamada geometrı´a diferencial,
que en primer lugar permite generalizar los conceptos ba´sicos de linealizacio´n hacia sistemas
no lineales de cualquier orden mayor a uno. En segundo lugar permite generar las formas nor-
males, con el objetivo de estudiar la estabilidad del sistema de control.
4.2. Linealizacio´n entrada salida de un sistema SISO
Conside´rese un sistema no lineal de una sola entrada y una sola salida descrito por las ecuacio-
nes de estado:
x˙ = f (x) + g (x)u
y = h (x)
(4.1)
Donde y es la salida, u la entrada y x son las variables de estado del sistema. La linealizacio´n
entrada-salida genera una relacio´n diferencial lineal entre la salida “y” y una nueva entrada “ν”.
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Los pasos a seguir para obtener la ley de control mediante la linealizacio´n son: (a) Determinar
el grado relativo del sistema, y generar la relacio´n lineal entrada-salida. (b) Realizar el ana´lisis
de la estabilidad del sistema mediante las formas normales. (c) Disen˜ar un controlador estable
basado en la linealizacio´n entrada salida.
4.3. Generacio´n de la relacio´n lineal entrada salida
El me´todo fundamental para realizar la linealizacio´n entrada-salida es derivar repetidamente,
con respecto al tiempo, la funcio´n de salida h(x), hasta que aparezca la entrada u, que pos-
teriormente debe ser disen˜ada de tal forma que se cancele la no linealidad. El nu´mero r de
diferenciaciones necesarias se llama grado relativo del sistema, donde r ≤ n, y n es el grado
del sistema. [19].
A continuacio´n, se presenta el proceso de diferenciacio´n, utilizando la geometrı´a diferencial.
Considere la regio´n que contiene las variables de estado: Ω = {x ∈ R4+|x ∈ (0 ∞)}, donde el
vector de variables de estado es: x = [X1 X2 S1 S2]. La primera diferenciacio´n, con base en
la ecuacio´n 4.1, se representa ası´:
y˙ = ∇h (f + gu) = Lfh (x) + Lgh (x)u
Aquı´, Lgh es la derivada de Lie de h con respecto a f , definida por:
Lfh (x) =
∂h
∂x
· f (x) = ∇h · f
Si Lgh(x) 6= 0 para algu´n x = xo en la regio´n Ω, entonces, se tiene la siguiente entrada
linealizante:
u =
1
Lgh
(−Lfh+ ν) (4.2)
que genera una relacio´n lineal entre la salida y y una entrada equivalente ν, de la siguiente
forma: y˙ = ν [7, 11, 33, 36, 45]. Si por el contrario se tiene que Lgh(x) = 0 para todo x en Ω,
debemos diferenciar nuevamente la salida de modo que se obtiene la siguiente relacio´n:
y¨ = L2fh (x) + LgLfh (x)u
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Si se cumple la relacio´n LgLfh(x) 6= 0 para algu´n x = xo en Ω, se puede encontrar una
entrada linealizante a partir de la anterior ecuacio´n. Ası´ es como se realiza el procedimiento
repetidas veces hasta que aparezca la entrada u. A continuacio´n se expresa el proceso de una
forma ma´s general.
El nu´mero de diferenciaciones r requeridas para que aparezca la entrada u es llamado el grado
relativo del sistema, donde r ≤ n. De forma ma´s general, el grado relativo r es el menor entero
tal que [7, 11, 21, 25]:
(i)LgLifh(x) = 0, i = 1, 2, ..., r − 2 (ii)LgLr−1f h(x) 6= 0 (4.3)
enΩ. Adema´s, para el sistema 4.1, asumiendo que tiene grado relativo r, se cumple la siguiente
relacio´n entrada salida:
y(r) = Lrfh(x) + LgL
r−1
f h(x)u (4.4)
En el control de seguimiento el problema de control es que la salida y siga una trayectoria
deseada yd(t), y adema´s debe garantizar la estabilidad de todo el sistema. Para el ca´lculo de la
entrada de control, considere los siguientes vectores:
µ = [µ1 µ2 ... µr]
T =
[
y y˙ ... y(r−1)
]T
µd =
[
yd y˙d ... y
(r−1)
d
]T
y el vector de error de seguimiento:
µ˜ (t) = µ (t)− µd (t)
Considere ahora el siguiente polinomio:
K (p) = pr + kr−1pr−1 + ...+ k1p+ k0 (4.5)
cuyas raı´ces deben tener parte real negativa.
TEOREMA Asuma que el sistema 4.1 tiene grado relativo r, µd es suave y acotado y que la
dina´mica zero es localmente asinto´ticamente estable. Asuma que las constantes ki son selec-
cionadas de forma tal que para el polinomio 4.5 sus raı´ces tienen parte real negativa. Entonces,
la siguiente entrada de control:
u =
1
LgL
r−1
f µ1
[
−Lrfµ1 + y(r)d − kr−1µ˜r − ...− k0µ˜1
]
(4.6)
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hace que los estados permanezcan acotados y que el error de seguimiento µ˜ converja a cero
exponencialmente [11, 36]. En 4.6, se definen los siguientes para´metros:
µ˜r = µ (t)− µd (t)|r = y(r−1) − y(r−1)d
µ˜1 = y − yd, µ1 = y
(4.7)
Al reemplazar las ecuaciones 4.7 en la ley de control 4.6 se obtiene una expresio´n simplificada:
u =
1
LgL
r−1
f h (x)
[
−Lrfh (x) + y(r)d − kr−1
(
y(r−1) − y(r−1)d
)
− ...− k0 (y − yd)
]
(4.8)
Con la ley de control 4.6, se produce la siguiente relacio´n diferencial lineal entre la nueva
entrada y la salida [7, 31]:
y(r) = ν (4.9)
donde la nueva entrada es:
ν = y(r)d − kr−1µ˜r − ...− k0µ˜1 (4.10)
Y la dina´mica del error es la siguiente:
er + kr−1er−1 + ...+ k0e = 0
e
(
pr + kr−1pr−1 + ...+ k0
)
= 0
donde el error se seguimiento es:
e = y − yd
Te´ngase en cuenta que esta dina´mica del error es estable siempre y cuando las constantes ki
sean tal que el polinomio 4.5 tenga todas sus raı´ces con parte real negativa.
En el control de seguimiento el objetivo es que la salida siga una trayectoria deseada, mientras
en el control de estabilizacio´n el objetivo es que la salida siga un valor constante. Ası´, el control
de estabilizacio´n es un caso particular del control de seguimiento. A continuacio´n consideramos
un caso de estabilizacio´n, donde r = 1 y yd = cte, de modo que la ley de control dada por la
ecuacio´n 4.8 queda:
u =
1
Lgh (x)
[−Lfh (x)− k0 (y − yd)]
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donde el polinomio correspondiente es:
K (p) = p+ k0
Ası´, para que las raı´ces del polinomio tengan parte real negetiva, la constante k0 debe ser
positiva.
4.4. Formas normales
Las formas normales tienen como objetivo facilitar el estudio de la estabilidad en un sentido BI-
BO, del sistema controlado por linealizacio´n por realimentacio´n. Esto teniendo en cuenta que
el controlador garantiza la estabilidad o convergencia de la salida, pero no para las variables de
estado no involucradas. Para obtener las formas normales debe utilizarse un difeomeorfismo,
herramienta de las matema´ticas que permite transformar un sistema no lineal en otro sistema no
lineal en te´rminos de un nuevo conjunto de estados. En el caso de la linealizacio´n por realimen-
tacio´n, su utilidad es separar la dina´mica relacionada con la salida, de la dina´mica relacionada
con los dema´s estados, con el fin de facilitar el ana´lisis de la estabilidad de todos los estados
del sistema bajo control. La utilizacio´n del difeomorfismo implica un cambio de variable, para
las variables de estado, de modo que se obtiene una nueva representacio´n en espacio de estados.
Se tiene la siguiente definicio´n de difeomorfismo [11]: “ Una funcio´n φ: Rn −→ Rn, definida
en una regio´n Ω, es llamada difeomorfismo si es suave, y si su inversa φ−1 existe y es suave”.
Generalmente se utilizan difeomorfismos locales, en los cuales la regio´n Ω es un subespacio de
Rn. Para que el difeomorfismo local sea va´lido, la matrix jacobiana ∇φ debe ser no singular,
lo que implica que sus columnas, los gradientes ∇µi y ∇µj , son linealmente independientes.
A continuacio´n el sistema 4.1 va a ser llevado hacia las formas normales, para lo cual se debe
cumplir que su grado relativo r es definido y que r < n. Adema´s, considere que el difeomor-
fismo φ (x) esta´ definido en la regio´n Ω en Rn. El nuevo conjunto de estados esta´ definido de
la siguiente forma:
z = φ (x) = [µ ψ]T = [µ1 ... µr ψ1 ... ψn−r]T (4.11)
Donde µi y φj son las coordenadas normales o estados normales en la regio´n Ω. En la regio´n
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Ω, la forma normal del sistema 4.1 se representa como [7, 11]:
µ˙ =

µ2
...
µr
a (µ, ψ) + b (µ, ψ)u

ψ˙ = w (µ, ψ)
Donde
a (µ, ψ) = Lrfh (x)
b (µ, ψ) = LgLr−1f h (x)
El vector de estados µ, tal como se dijo anteriormente, esta´ definido por:
µ = [µ1 µ2 ..., µr]
T =
[
y, y˙, ..., yr−1
]T (4.12)
y el segundo vector de estados ψ debe cumplir con la siguiente relacio´n:
Lgψj (x) = 0 1 ≤ j ≤ n− r ∀x ∈ Ω (4.13)
Despue´s de hallar los vectores de estados µi y φj , se debe verificar que el difeomorfismo es
va´lido, observando si los gradientes ∇µi y ∇µj son linealmente independientes.
4.5. Dina´mica interna y dina´mica cero
Al implementar la linealizacio´n entrada salida, se dice que el sistema no lineal se descompone
en una parte externa, comprendida por la relacio´n lineal entrada-salida entre y y ν y una parte
interna no observable. De la parte externa se sabe que es estable, pues el disen˜o de la entrada
de control es tal que la salida siga al valor de referencia dado. La parte interna esta´ dada por
el comportamiento de las variables de estado, sin incluir el comportamiento de la salida. Para
saber si el controlador disen˜ado hace que las variables de estado se comporten de una manera
estable o inestable, es necesario recurrir al estudio de la dina´mica interna y la dina´mica cero,
que se basan, por simplicidad, no directamente sobre las variables de estado sino sobre las va-
riables transformadas. [11].
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La dina´mica interna corresponde a las u´ltimas (n− r) ecuaciones de la forma normal, es decir,
a la dina´mica de los estados normales ψj . Si la dina´mica interna es estable, se puede aplicar la
linealizacio´n por realimentacio´n al sistema bajo estudio, pero si es inestable, se debe utilizar
otro sistema de control.
Una forma ma´s simple de analizar la estabilidad de la dina´mica interna del sistema es conside-
rando la dina´mica cero. La dina´mica cero se obtiene a partir de la dina´mica interna cuando la
entrada de control es tal que la salida y se mantenga en cero. Si la dina´mica cero es localmen-
te asinto´ticamente estable, se garantiza que la dina´mica interna es localmente asinto´ticamente
estable, y por lo tanto, la linealizacio´n por realimentacio´n es aplicable al sistema bajo estudio.
4.6. Linealizacio´n entrada salida para los AGV
Al poner el sistema de digestio´n anaerobia bajo la representacio´n de espacio de estados, de
acuerdo con la ecuacio´n 4.1, tenemos:
X˙1
S˙1
X˙2
S˙2

︸ ︷︷ ︸
x˙
=

µ1X1
−k1µ1X1
µ2X2
k2µ1X1 − k3µ2X2

︸ ︷︷ ︸
f(x)
+

−αX1
Sin1 − S1
−αX2
Sin2 − S2

︸ ︷︷ ︸
g(x)
D︸︷︷︸
u
y = S2︸︷︷︸
h(x)
(4.14)
En nuestro caso, la entrada de control es el factor de dilucio´n u = D y se toma como la salida
la concentracio´n de AGV: y = S2.
Se obtiene la siguiente expresio´n para Lgh:
Lgh = ∇h · g =
 ∂h∂X1︸︷︷︸
0
∂h
∂S1︸︷︷︸
0
∂h
∂X2︸︷︷︸
0
∂h
∂S2︸︷︷︸
1


−αX1
Sin1 − S1
−αX2
Sin2 − S2
 = S
in
2 − S2 6= 0
Ası´, el grado relativo del sistema es uno. Calculamos la entrada de control, con base en la
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ecuacio´n 4.2, obtenie´ndose:
D =
1
Lgh
(−Lfh+ ν) = 1
Sin2 − S2
(−k2µ1X1 + k3µ2X2 + ν) (4.15)
Esta permite la regulacio´n de la concentracio´n de AGV, y produce la siguiente relacio´n entrada
salida en lazo cerrado: S˙2 = ν. Aquı´, ν es la entrada equivalente, que la seleccionamos de la
siguiente forma:
ν = Kp
(
S2 − Sref2
)
= Kpe (4.16)
donde Sref2 es la referencia o valor deseado de la salida, e es el error entre la salida y la
referencia, y Kp es una constante negativa. Esto genera la siguiente dina´mica del error de
seguimiento:
dS2
dt
= Kp
(
S2 − Sref2
)
= Kpe
De la cual se puede ver que la dina´mica del error es estable. Ahora procedemos a estudiar
la forma normal, considerando la regio´n Ω en la cual el difeomorfismo es va´lido, dada por:
Ω = {x ∈ R4+|x ∈ (0 ∞)}, donde el vector de variables de estado es: x = [X1 X2 S1 S2].
Se utilizan las ecuaciones de la seccio´n de formas normales (4.4), empleando υ en lugar de
µ, con el fin de evitar confusiones, dado que el modelo dina´mico contiene las componentes
µ1 y µ2. De acuerdo con la ecuacio´n 4.12, y considerando nuestro caso donde r = 1, se
tiene: υ = [υ1] = [y] = [S2]. Consideramos ahora la transformacio´n de estado asociada:
z = [υ1 ψ1 ψ2 ψ3]
T , cuya matriz jacobiana es la siguiente:
∂z
∂x
=

∂υ1
∂X1
∂υ1
∂S1
∂υ1
∂X2
∂υ1
∂S2
∂ψ1
∂X1
∂ψ1
∂S1
∂ψ1
∂X2
∂ψ1
∂S2
∂ψ2
∂X1
∂ψ2
∂S1
∂ψ2
∂X2
∂ψ2
∂S2
∂ψ3
∂X1
∂ψ3
∂S1
∂ψ3
∂X2
∂ψ3
∂S2
 =

∇υ1
∇ψ1
∇ψ2
∇ψ3

Donde∇υi y ∇ψj son linealmente independientes. La segunda funcio´n ψj (x)requerida para
completar la transformacio´n debe satisfacer el siguiente criterio [7, 11, 44]:
Lgψj (x) = 0 ⇒

∇ψ1 · g = 0
∇ψ2 · g = 0
∇ψ3 · g = 0

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Esto implica lo siguiente:
[
∂ψ1
∂X1
∂ψ1
∂S1
∂ψ1
∂X2
∂ψ1
∂S2
]

−αX1
Sin1 − S1
−αX2
Sin2 − S2
 = 0
Una posible solucio´n a la anterior ecuacio´n esta´ dada por [9]:
ψ1 =
1
−α lnX2 + ln
(
Sin2 − S2
)
Similarmente, se obtiene: ψ2 = 1−α lnX1 +
1
α lnX2 y ψ3 =
1
−α lnX1 + ln
(
Sin1 − S1
)
.
El gradiente de la forma normal debe tener un determinante diferente de cero para cumplir con
los requerimientos de que sean independientes:
∂z
∂x
=

0 0 0 1
0 0 1−αX2
−1
Sin2 −S2
1
−αX1 0
1
αX2
0
1
−αX1
−1
Sin1 −S1
0 0

Cuyo determinante es:
∣∣ ∂z
∂x
∣∣ = 1
α2X1X2(Sin1 −S1)
. El cual es diferente de cero para cualquier
condicio´n, es decir, ∂z∂xes no singular. Pero para que no sea indeterminado debe cumplir las si-
guientes condiciones: X1 6= 0, X2 6= 0, S1 6= Sin1 . La condicio´n X1 6= 0, de acuerdo con
el ana´lisis de la dina´mica (ver figura 3.17), implica que el valor de D debe ser menor a valor
crı´tico para la condicio´n de lavado. En el caso de la figura 3.17, la linealizacio´n no es efectiva
para D > 1,07181 dias−1.
La transformacio´n inversa esta dada por:
X1 =
(
eψ1+ψ2
Sin2 −υ
)−α
X2 =
(
eψ1
Sin2 −υ
)−α
S1 = Sin1 −
(
Sin2 − υ
)
eψ3−ψ2−ψ1
S2 = υ
Con base en las nuevas coordenadas, se obtiene la forma normal, donde la primera ecuacio´n
corresponde a la relacio´n entrada-salida, y las otras tres ecuaciones corresponden a la dina´mica
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interna:
υ˙ = D
(
Sin2 − υ
)
+ k2µˆ1
(
eψ1+ψ2
Sin2 −υ
)−α − k3µˆ2 ( eψ1Sin2 −υ)−α
ψ˙1 = 1Sin2 −υ
(
eψ1
Sin2 −υ
)−α (−k2µˆ1e−αψ2 + k3µˆ2)− µˆ2α
ψ˙2 = µˆ2α − µˆ1α
ψ˙3 = − µˆ1α + k1µˆ1(Sin2 −υ)eψ3−ψ2−ψ1
(
eψ1+ψ2
Sin2 −υ
)−α
(4.17)
Donde µˆ1 = µmax1
Sin1 −(Sin2 −υ)eψ3−ψ2−ψ1
KS1+S
in
1 −(Sin2 −υ)eψ3−ψ2−ψ1
µˆ2 = µo υυ+KS2+( υKI )
2
La dina´mica cero implica hacer υ = 0 en las ecuaciones 4.17:
ψ˙1 = 1Sin2
(
eψ1
Sin2
)−α (−k2µˆ1e−αψ2)
ψ˙2 = − µˆ1α
ψ˙3 = − µˆ1α + k1µˆ1(Sin2 )eψ3−ψ2−ψ1
(
eψ1+ψ2
Sin2
)−α (4.18)
Para las ecuaciones 4.18 se debe estudiar la estabilidad con el fin de determinar si la linealiza-
cio´n por realimentacio´n es aplicable al sistema en estudio.
4.7. Resultados del control de los AGV
En esta seccio´n se presentan los resultados, obtenidos por simulacio´n, de aplicar la ley de con-
trol dada por la ecuacio´n 4.15, al sistema bajo estudio. Adema´s, una simulacio´n de la dina´mica
cero, dada por las ecuaciones 4.18. En la figura 4.1 se presenta una simulacio´n de la dina´mica
cero del sistema. De acuerdo a estas figuras, la dina´mica cero es estable. En la figura 4.2 se
Figura 4.1: Dina´mica cero con base en los estados normales del sistema
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presenta una simulacio´n del sistema, en lazo cerrado, donde se deja estabilizar el sistema con
un valor constante de la entrada de control D = 0,36 dias−1. A partir de 60 dias se pone el
sistema bajo control, con un set point o referencia de 2,4 [mmol/l] para la salida. A partir de
120 dias se introduce una perturbacio´n donde el para´metro Sin1 pasa de 5,8 a 6,4 g/l. Se toma un
valor deKp de -2. Como se puede ver, el error tiende a cero cuando se emplea el lazo cerrado,
y la perturbacio´n pra´cticamente no afecta la salida. En la figura 4 se observa que la dina´mica
interna es estable.
Figura 4.2: Concentracio´n de AGV y entrada de control (D) bajo control por realimentacio´n
Figura 4.3: Concentracio´n de la biomasa acidoge´nica, concentracio´n de la biomasa meta-
noge´nica y concentracio´n de la DQO, respectivamente, bajo linealizacio´n por realimentacio´n
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4.8. Linealizacio´n entrada salida para la DQO
Para aplicar la linealizacio´n entrada salida para la DQO, en primer lugar desarrollamos la expre-
sio´n de la entrada de control, luego analizamos la dina´mica interna para analizar si las variables
de estado se mantienen estable, y por u´ltimo aplicamos los resultados al control del proceso.
Tenemos que la entrada de control es la velocidad de dilucio´n y la salida es la concentracio´n
de DQO: u = D, y = S1. La expresio´n para Lgh se obtiene de la siguiente forma:
Lgh = ∇h · g =
 ∂h∂X1︸︷︷︸
0
∂h
∂S1︸︷︷︸
1
∂h
∂X2︸︷︷︸
0
∂h
∂S2︸︷︷︸
0


−αX1
Sin1 − S1
−αX2
Sin2 − S2
 = S
in
1 − S1 6= 0
Ası´, el grado relativo del sistema es uno. La entrada de control, con base en la ecuacio´n 4.2, es:
D =
1
Lgh
(−Lfh+ ν) = 1
Sin1 − S1
(k1µ1X1 + ν) (4.19)
Esta permite la regulacio´n de la concentracio´n de DQO y produce la relacio´n entrada salida
en lazo cerrado S˙1 = ν. La entrada equivalente, la seleccionamos de la siguiente forma: ν =
Kp(S1 − Sref1 ) = Kpe, donde Kp es una constante negativa. Ası´, se produce una dina´mica
estable del error: e˙ = Kpe. Estudiamos ahora la forma normal. Dado que r = 1, tenemos
ν = ν1 = y = S1. La transformacio´n de estados asociada es: z = [υ1 ψ1 ψ2 ψ3]
T , cuya
matriz jacobiana es:
∂z
∂x
=

∂υ1
∂X1
∂υ1
∂S1
∂υ1
∂X2
∂υ1
∂S2
∂ψ1
∂X1
∂ψ1
∂S1
∂ψ1
∂X2
∂ψ1
∂S2
∂ψ2
∂X1
∂ψ2
∂S1
∂ψ2
∂X2
∂ψ2
∂S2
∂ψ3
∂X1
∂ψ3
∂S1
∂ψ3
∂X2
∂ψ3
∂S2
 =

∇υ1
∇ψ1
∇ψ2
∇ψ3

.
Donde ∇νi y ∇ψj son linealmente independientes. La funcio´n ψj(x) se halla de la misma
forma que para la regulacio´n de AGV, pues su obtencio´n no depende de cual es la salida. De
forma similar a [9], se obtiene: ψ1 = 1−α lnX2 + ln
(
Sin2 − S2
)
, ψ2 = 1−α lnX1 +
1
α lnX2,
ψ3 = 1−α lnX1 + ln
(
Sin1 − S1
)
.
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Ahora observamos el determinante de ∂z∂X con el fin de determinar la validez de la forma nor-
mal:
∂z
∂x
=

0 1 0 0
0 0 1−αX2
−1
Sin2 −S2
1
−αX1 0
1
αX2
0
1
−αX1
−1
Sin1 −S1
0 0

Cuyo determinante es: | ∂z∂X | = 1α2X1X2(Sin2 −S2) . El cual es diferente de cero (no singular) para
cualquier condicio´n. La transformacio´n inversa esta´ dada por:
X1 = e−αψ3(Sin1 − υ)α
X2 = eαψ2−αψ3(Sin1 − υ)α
S1 = υ
S2 = Sin2 − eψ1+ψ2−ψ3(Sin1 − υ).
Obtenemos ahora la forma normal:
υ˙ = D
(
Sin1 − υ
)− k1µˆ1e−αψ3(Sin1 − υ)α
ψ˙1 = µˆ2−α − e
−αψ3
eψ1+ψ2−ψ3 (S
in
1 − υ)α−1(k2µˆ1 − k3µˆ2eαψ2)
ψ˙2 = µˆ2−µˆ1α
ψ˙3 = − µˆ1α + k1µˆ1e−αψ3(Sin1 − υ)α−1
(4,5)
(4.20)
Donde µˆ1 = µmax1 υKS1+υ
µˆ2 = µo
Sin2 −eψ1+ψ2−ψ3 (Sin1 −υ)
Sin2 −eψ1+ψ2−ψ3 (Sin1 −υ)+KS2+

Sin2 −e
ψ1+ψ2−ψ3 (Sin1 −υ)
KI
2
La dina´mica cero se obtiene haciendo υ = 0 en las ecuaciones 4.20:
ψ˙1 = µˆ2−α − e
−αψ3
eψ1+ψ2+ψ3
(
Sin1
)α−1 (−k3µˆ2eαψ2)
ψ˙2 = µˆ2α
ψ˙3 = 0
(4.21)
Como se puede ver, la tercera ecuacio´n diferencial implica que la dina´mica cero no es local-
mente asinto´ticamente estable, por tanto no queda garantizada la estabilidad asinto´tica de la
dina´mica interna. De esta forma, se requiere otro me´todo diferente a la dina´mica cero para el
ana´lisis de estabilidad de la dina´mica interna.
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4.9. Resultados del control de la DQO
En esta seccio´n se presentan los resultados del disen˜o de la linealizacio´n por realimentacio´n,
aplica´ndola al control de la DQO en el reactor anaerobio bajo estudio. Para la ley de control
se utilizo´ la ecuacio´n 4.19, con la respectiva expresio´n para la entrada equivalente ν. Para la
dina´mica cero se utilizaron las ecuaciones 4.21.
Figura 4.4: Comportamiento de las variables de estado y entrada de control, bajo linealizacio´n
por realimentacio´n
Para el estudio del sistema de control, se dejo´ sin ningu´n tipo de control desde tiempo cero
hasta 60 dias, y bajo linealizacio´n por realimentacio´n desde 60 hasta 400 dias, con un set point
de 1,22 g/l. A partir de 120 dias se impone una perturbacio´n donde Sin1 pasa de 5,8 a 6,4 g/l.
Se utilizo´ un valor de Kp de -2. En las figuras 4.5 se muestra una simulacio´n de la dina´mica
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Figura 4.5: Dina´mica cero
cero, y en las figuras 4.4 se presenta el reactor anaerobio bajo control.
Como se puede ver, la salida sigue la sen˜al de referencia, y las dema´s variables de estado per-
manecen acotadas. La perturbacio´n no afecta la salida, pero esto sucede porque se conoce el
valor de las variables del modelo. En el momento de aplicar la perturbacio´n, las dema´s varia-
bles de estado se afectan, de moddo que la concentracio´n de biomasa aumenta debido a que
una mayor concentracio´n de DQO (S1), hay mayores posibilidades de crecimiento. Por un mo-
mento, la concentracio´n de AGV (S2) disminuye, debido a que la mayor cantidad de bacterias
metanoge´nicas hace que haya mayor consumo de AGV para transformarlo en metano.
Con respecto a la entrada de control, esta disminuye en el momento de la perturbacio´n, debido
a que el aumento en la concentracio´n de DQO en la corriente de entrada puede ocasionar au-
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mento en la DQO en la corriente de salida.
Aunque en este trabajo se mostro´ que la ley de control de la linealizacio´n por realimentacio´n
mantiene las variables de estado en unos valores acotados, falta determinar la estabilidad de la
dina´mica interna, para demostrar de un manera rigurosa que la linealizacio´n por realimentacio´n
es aplicable al sistema.
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5.1. Introduccio´n al control adaptativo en procesos de tratamiento
de aguas residuales
En el capı´tulo de Linealizacio´n por Realimentacio´n (capı´tulo 4), se disen˜o´ una ley de control
asumiendo que se tenı´a conocimiento pleno del modelo dina´mico. Sin embargo, a nivel real
los para´metros del modelo presentan una variacio´n en el tiempo, haciendo necesario emplear
sistemas de control que tengan en cuenta esta variacio´n, por ejemplo, sistemas de control adap-
tativo. Por varias razones, el control adaptativo es adecuado para los procesos de tratamiento de
aguas residuales. En primer lugar, por el desconocimiento de los para´metros que conforman el
modelo dina´mico basado en balances de materias. Esto comprende los para´metros cine´ticos y
las concentraciones en la corriente de entrada. Estos para´metros se requieren para el disen˜o de
la ley de control. En segundo lugar, los para´metros pueden variar con el tiempo. Estas razones
hacen inadecuada la linealizacio´n por realimentacio´n por sı´ sola, sin la utilizacio´n de alguna
estimacio´n de los para´metros del controlador. Ası´, en algunos casos se utiliza una ley de con-
trol por linealizacio´n por realimentacio´n y una ley de estimacio´n, lo que recibe el nombre de
linealizacio´n por realimentacio´n adaptativa.
En este capı´tulo de control adaptativo, en primer lugar se presentan los fundamentos teo´ricos
para el disen˜o del sistema STR y luego se aplica al reactor anaerobio bajo estudio. De igual
forma con el sistema MRAS. En el disen˜o del sistema STR, se utiliza un esquema indirecto,
donde el disen˜o de la estimacio´n de para´metros se realiza por mı´nimos cuadrados (RLS) y el
disen˜o de la ley de control se realiza por ubicacio´n determinı´stica de polos. En el disen˜o del
sistema MRAS se utiliza un esquema directo, donde la estimacio´n de para´metros del controla-
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dor se realiza utilizando regla MIT y luego regla de Lyapunov.
El disen˜o del sistema adaptativo utilizado [1], tanto STR comoMRAS, exige que el modelo del
proceso sea lineal y que la estructura del proceso sea conocida. Por esta razo´n se asumira´ que
el sistema bajo estudio se comporta de una manera lineal, representado con una funcio´n de
transferencia de primer o de segundo orden, para lo cual se realiza un estudio de la respuesta
del sistema ante entrada escalo´n.
5.2. Conceptos ba´sicos del control adaptativo
Muchos sistemas dina´micos a ser controlados presentan en su modelo dina´mico para´metros
que varı´an lentamente con el tiempo. Una forma de poder controlar estos sistemas, teniendo en
cuenta la dificultad que introduce esta variacio´n, es utilizando el control adaptativo.
El control adaptativo se define como un controlador cuyos para´metros son ajustables (no cons-
tantes) y un mecanismo para ajustar los para´metros. Este ajuste de los para´metros hace que el
controlador sea no lineal. Un controlador adaptativo se puede representar utilizando dos lazos:
el primer lazo es una realimentacio´n que comprende la planta y el controlador. El segundo la-
zo es el lazo de ajuste de para´metros. En la figura 5.1 se muestra el diagrama de bloques del
sistema adaptativo. [1]
Los sistemas de control adaptativo se consideran no lineales a pesar de que se utilice un
controlador general lineal y se asuma un planta lineal. Por ejemplo, considere el controlador
Ru(t) = Tuc(t)−Sy(t) y la planta dada por la funcio´n de transferenciaG(s) = b/(s+a). Esto
se debe a que los para´metros del controlador son estimados en lugar de ser asumidos constantes.
El objetivo ba´sico del control adaptativo es controlar adecuadamente el sistema, teniendo en
cuenta la variacio´n desconocida de los para´metros. La estimacio´n de para´metros se realiza con
base en las sen˜ales medidas del sistema. Para poder aplicar el control adaptativo satisfactoria-
mente, se debe asumir un modelo lineal, con para´metros que varı´en lentamente, que describa
adecuadamente la planta no lineal.
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Figura 5.1: Sistema de control adaptativo
Hay dos tipos principales de sistemas de control adaptativo: uno es el sistema adaptativo por
modelo de referencia (MRAS por sus siglas en ingle´s), y el otro es el regulador auto sintonizado
(STR por sus siglas en ingle´s). La diferencia radica en el mecanismo de estimacio´n de para´me-
tros. En el regulador auto sintonizado, la estimacio´n es tal que describe correctamente el ajuste
de la planta, a un modelo que generalmente es lineal, ya sea de primer o de segundo orden, por
ejemplo. Para e´sto se emplean estimacio´n como mı´nimos cuadrados recursivos. En el control
adaptativo con modelo de referencia, la estimacio´n es tal que la salida de la planta converje a la
salida de un modelo de referencia, es decir, que el error de seguimiento se hace cero. Para esto
se emplean me´todos de estimacio´n basados en la teorı´a de Lyapunov o basados en la regla MIT.
El disen˜o de un controlador adaptativo comprende los siguientes tres pasos: 1. Escoger una ley
de control que contenga para´metros variables. 2. Escoger una ley de adaptacio´n para ajustar los
para´metros. 3. Analizar las propiedades de convergencia del sistema de control resultante.
Para el me´todo regulador auto sintonizado, los dos primeros pasos son fa´ciles, pero el tercero
es difı´cil. Para el sistema adaptativo por modelo referencia, la seleccio´n de la ley de control y
de adaptacio´n son complicados, pero el ana´lisis de las propiedades de convergencia es relativa-
mente fa´cil.
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5.3. Reguladores auto sintonizados (STR)
En este sistema adaptativo la estimacio´n de para´metros se realiza generalmente mediante mı´ni-
mos cuadrados recursivo (RLS por sus siglas en ingle´s). Se utilizan dos tipos de estimacio´n
de para´metros: en el indirecto se estiman los para´metros de la planta y con base en estos se
calculan los del controlador. Se asume que los para´metros calculados de la planta describen el
comportamiento de la planta de acuerdo a un modelo lineal, y confiando en esto se calculan
los para´metros del controlador. Esto se llama el principio de equivalencia certera. En el directo
se estiman los para´metros del controlador sin estimar los de la planta. Cualquiera que sea el
me´todo, se basa en las mediciones de las entradas y salidas de la planta en lı´nea [1].
En la figura 5.2 se muestra un diagrama de un proceso controlado con un STR. Los para´metros
del modelo son estimados en lı´nea, con un me´todo como el RLS, el cual corresponde al blo-
que “Estimacio´n”. El bloque “Disen˜o del controlador” realiza los ca´lculos necesarios para el
disen˜o del controlador. El bloque “Controlador” implementa un controlador cuyos para´metros
se obtienen del disen˜o del controlador.
Figura 5.2: Diagrama de bloques de un regulador auto sintonizado. Tomada de [1]
El te´rmino autosintonizado significa que los para´metros del controlador convergen a los va-
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lores que se obtendrı´an si el proceso fuera conocido.
Estimacio´n de para´metros
Para la estimacio´n de para´metros generalmente se utilizan estimadores recursivos, como los
mı´nimos cuadrados, utilizando modelos lineales para la planta, para ma´s facilidad. Se requiere
conocer la estructura de la planta, es decir, averiguar si se comporta como un sistema de primer
orden, de segundo orden, etc. Dado que la entrada es generada mediante realimentacio´n, puede
que los para´metros no sean generados de forma u´nica. Esto se evita si la sen˜al de entrada es
persistentemente excitada (Astrom y Wittenmark, 1995).
Conside´rese el siguiente sistema de tiempo continuo, descrito por el siguiente modelo:
A (p) y (t) = B (p)u (t) (5.1)
donde y es la sen˜al de salida y u(t) es la sen˜al de control de tiempo continuo. A (p) y B (p)
son polinomios en el operador diferencial p = d/dt:
A (p) = pn + a1pn−1 + ...+ an
B (p) = b1pn−1 + ...+ bn
Debido a que no es fa´cil realizarle medicio´n de derivadas al sistema fı´sico, se introduce una
funcio´n de transferencia Hf con un exceso de polos de n o ma´s. De esta forma se generan
las sen˜ales filtradas yf (t) y uf (t), que son la sen˜al filtrada de la salida y la sen˜al filtrada de la
entrada, respectivamente. Las sen˜ales filtradas se definen de la siguiente forma:
yf (t) = Hfy (t) uf = Hfu (t)
Para obtener el modelo del proceso en tiempo continuo, pero en funcio´n de un vector de
para´metros y teniendo en cuenta las sen˜ales filtradas, se realiza el siguiente procedimiento:
se toma la ecuacio´n (5.1), se expande con respecto a sus polinomios y se multiplica por el
te´rmino Hf para obtener las sen˜ales filtradas:
pny(t) + a1pn−1y(t) + ...+ any(t) = b1pn−1u(t) + ...+ bnu(t)
pnyf (t) + a1pn−1yf (t) + ...+ anyf (t) = b1pn−1uf (t) + ...+ bnuf (t)
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Si se despeja el te´rmino pnyf (t) en el lado izquierdo de la anterior ecuacio´n, y luego se escribe
en funcio´n de un vector de para´metros, se obtiene:
pnyf (t) = −a1pn−1yf (t)− ...− anyf (t) + b1pn−1uf (t) + ...+ bnuf (t)
pnyf (t) =
[−pn−1yf ... − yf pn−1uf ... uf ] [a1 ... an b1 bn]T
pnyf (t) = ϕT (t) θ
de modo que el modelo del proceso puede escribirse como:
pnyf (t) = ϕT (t) θ + e
donde θ(t) es el vector de para´metros y ϕ(t) se denomina el regresor, el cual es un vector de
las funciones que acompan˜an o multiplican a los para´metros:
ϕ (t) =
(−pn−1yf ... − yf pn−1uf ... uf)T
θ (t) = (a1 ... an b1 bn)
T
(5.2)
Al aplicar a este modelo mı´nimos cuadrados con olvido exponencial, se obtiene el estimado de
para´metros por mı´nimos cuadrados, notado con θˆ (Astrom y Wittenmark, 1995; Tao, 2003):
dθˆ(t)
dt = P (t)ϕ (t)
(
pnyf (t)− ϕT (t) θˆ (t)
)
dP
dt = α¯P (t)− P (t)ϕ (t)ϕT (t)P (t)
(5.3)
Donde P (t) es la matriz de covarianza, notada en adelante por simplicidad con P , y α¯ corres-
ponde al factor de olvido. El valor α¯ = 0 significa que se le da igual ponderacio´n a todos los
datos, tanto a los ma´s recientes como a los ma´s viejos, y α¯ > 0 significa que se le da ma´s
importancia a los datos ma´s recientes. Pueden darse dos casos con respecto a la forma como
varı´an los para´metros: el primero es que los para´metros cambien abruptamente pero infrecuen-
temente, caso en el cual la matriz de covarianza P se debe reajustar perio´dicamente hacia un
valor α¯I , donde α¯ es un nu´mero grande. En caso que los para´metros cambien continuamente
pero suavemente, se debe usar el factor de olvido, el cual impone una ponderacio´n, da´ndole
ma´s peso a los datos ma´s recientes, y menos peso a los ma´s viejos.
Ahora se aplica el me´todo de mı´nimos cuadrados recursivo al sistema de primer orden dydt +
ay = bu. Se tiene que n = degA = 1. Teniendo en cuenta la ecuacio´n 5.2, el vector de
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regresores, el de para´metros estimados, las sen˜ales filtradas y el filtro, respectivamente, son:
ϕ(t) = [−yf uf ]T
θ(t) = [a b]T
yf = Hfy, uf = Hfu
Hf =
Bm(s)
Am(s) =
am
s+am
(5.4)
Conside´rese ahora el sistema dydt+ay = bu+c. Se tiene entonces los regresores y los para´metros
estimados ϕ(t) = [−yf uf 1f ]T , θ(t) = [a b c]T ,donde yf = Hfy, uf = Hfu y 1f = Hf×1.
Disen˜o del controlador por ubicacio´n de polos de grado mı´nimo
En el me´todo de disen˜o de ubicacio´n de polos, la idea es determinar un controlador de manera
que el sistema responda en el transitorio de la manera especificada, dando como resultado los
polos en lazo cerrado deseado. Asuma el modelo del sistema lineal en tiempo continuo y un
controlador general lineal:
A (p) y (t) = B (p) (u(t) + υ(t)) (5.5)
R (p)u(t) = T (p)uc(t)− S (t) y(t) (5.6)
donde υ(t) representa una perturbacio´n y R, S, y T son los polinomios del controlador. Com-
binando las anteriores dos ecuaciones se obtiene el sistema en lazo cerrado:
y(t) = BTAR+BSuc(t) +
BR
AR+BSυ(t)
u(t) = ATAR+BSuc(t)− BSAR+BSυ(t)
(5.7)
De aquı´, el polinomio caracterı´stico en lazo cerrado, es:
AR+BS = Ac (5.8)
Esta ecuacio´n es llamada ecuacio´n Diofantina. Se requiere que la respuesta de la salida con
respecto a la sen˜al de comando o set point uc, sea descrita por la dina´mica:
Amym(t) = Bmuc(t) (5.9)
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Esto equivale a decir que la funcio´n de transferencia del comportamiento deseado en lazo
cerrado es:
Gm (s) =
ym(s)
uc(s)
= Bm(s)Am(s) (5.10)
Que cumple la siguiente condicio´n: Gm (0) = 1, y ym es la salida deseada y uc es la sen˜al de
comando. Al igualar la funcio´n de transferencia del sistema en lazo cerrado, con la funcio´n de
transferencia del comportamiento deseado en lazo cerrado, mediante las ecuaciones 5.7, 5.8 y
5.10, se obtiene:
BT
AR+BS =
BT
Ac
= BmAm (5.11)
A partir de la ecuacio´n Diofantina se obtienen los polinomios R y S, y de la ecuacio´n anterior
se obtiene el polinomio T . Tambie´n se imponen unas condiciones para que el controlador sea
causal, dando lugar a las condiciones de causalidad.
Para que el controlador sea propio, se tienen las siguientes condiciones de causalidad: degR =
degAc − degA, degAc ≥ 2degA− 1, degR = degS = degT , donde la notacio´n deg significa
el grado de un polinomio. Para la ubicacio´n de polos de grado mı´nimo, se tienen las siguien-
tes condiciones de compatibilidad: degAm = degA, degBm = degB, degA0 = degA −
degB+−1. Donde el polinomioB+ es un polinomio mo´nico que resulta de factorizarB como
B = B+B−. El polinomio A0 es un factor del polinomio Ac: Ac = AoAmB+.
Para encontrar los para´metros del controlador, teniendo las anteriores ecuaciones, se debe de-
finir si el caso es de cancelacio´n o de no cancelacio´n de ceros. En general, se asume no cance-
lacio´n de ceros, lo que implica B+ = 1, B− = B. Ası´, la ecuacio´n Diofantina es la siguiente:
AR + BS = Ac = A0Am. El polinomio T se calcula de la siguiente forma: T = A0BmB− . El
controlador es el siguiente: Ru = Tuc − Sy.
Ahora, se aplica la ubicacio´n de polos a una planta de primer orden. Una planta de primer orden
esta´ descrita por el sistema Ay(t) = Bu(t), donde su funcio´n de transferencia es: G(s) =
B(s)
A(s) =
b
s+a . Se tiene entonces degB = 0, degA = 1, que implica degBm = 0, degAm =
1. Adema´s, B = b, lo cual implica B+ = 1, B− = b. Las condiciones de causalidad y
compatibilidad dan:
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
deg Ac = 2× 1− 1 = 1
degAo = 1− 0− 1 = 0
degR = 1− 1 = 0
degS = deg T = degR = 0

Los polinomios del controlador resultaron ser de grado cero, lo cual se representa como R =
ro, S = so y T = to. Los para´metros del controlador se calculan con base en la Diofantina de
la siguiente forma:
 AR+BS = AoAm(p+ a) ro + bso = ao(p+ am)

Dando como resultado los para´metros del controlador en funcio´n de los para´metros de la planta: ro = aoso = ao am−ab

El polinomio T se calcula de la siguiente forma:
 T = AoAmBT = to = aoamb

Ahora se calcula el controlador de la siguiente forma: Ru = Tuc − Sy. Se obtiene:
u =
1
b
(am (uc − y) + ay) (5.12)
Esta es la expresio´n de la entrada de control. Como se puede ver, tiene una accio´n proporcio-
nal del error, pero carece de una parte integral del error. Esta ley de control depende de los
para´metros de la planta, a y b, los cuales son cuantificados mediante estimacio´n de para´metros,
en lı´nea, es decir, de manera simulta´nea a la implementacio´n de la ley de control.
En la figura 5.3 se muestra el diagrama de bloques del regulador auto sintonizado disen˜ado,
indicando la parte de estimacio´n y control. En la subseccio´n 5.3 se presenta el disen˜o de la
accio´n integral para el sistema STR, con el fin de mejorar el estado estable de la salida.
Modificacio´n del controlador: accio´n integral
La accio´n integral en el controlador es necesaria para que el controlador rechace perturbacio-
nes, pues estas podrı´an hacer que el error de seguimiento en estado estable no converja a cero.
En el presente trabajo, se supone que las perturbaciones se presentan en la entrada del proceso
como se describe en la figura 5.4 y que son de tipo escalo´n: Ad (p) = p. Para adicionar la ac-
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Figura 5.3: Diagrama de bloques del regulador auto sintonizado disen˜ado
cio´n integral al controlador dado por la ecuacio´n 5.12, se debe aumentar el grado del polinomio
R, lo cual implica que se adiciona un polo al sistema de lazo abierto [1]. A este controlador se
le llama control integral.
Figura 5.4: Controlador lineal general con dos grados de libertad. Tomado de [1]
Conside´rese que Ro y So son soluciones de la ecuacio´n Diofantina, y dan el siguiente polino-
mio caracterı´stico en lazo cerrado: ARo + BSo = Aoc , como se vio en una seccio´n anterior.
Entonces, los siguientes polinomios:
R = XRo + Y B, S = XSo − Y A (5.13)
dan el siguiente polinomio caracterı´stico: AR + BS = XAoc . El polinomio X se selecciona
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comoX = p+xo, que debe ser estable, es decir, sus raı´ces deben ser reales negativas. Por esta
razo´n se utilizo´ el valor xo = 1. Se quiere que el nuevo polinomio R cumpla con la siguiente
expresio´n:R = AdR′ = XRo+Y B dondeAd = p. Ası´, se ha adicionado un polo al polinomio
R. Para el caso en cuestio´n, se tiene: pR′ = ro (p+ xo) + yob. Ası´, en estado estable se tiene
que p = 0: 0 = roxo + yobyo = −aob

Ahora armamos el controlador de la siguiente forma: Ru = Tuc−Sy, teniendo en cuenta que
xo = 1, yo = −ao/b y ro = ao, y los nuevos polinomios del controlador dados por la ecuacio´n
5.13, se tiene:
R = pro
T = to = aoamb
S = p (am − a) aob + amb ao

Las anteriores ecuaciones dan como resultado un controlador de la siguiente forma:
prou = aoamb uc −
(
p (am − a) aob + amb ao
)
y
Teniendo en cuenta que ro = ao y sacando factor comu´n: pu = amb uc −
(
p (am−a)b +
am
b
)
y
Obtenie´ndose finalmente:
u = 1b
∫ t
0,36 am (uc − y) dt− (am−a)b y
donde a|t=0 = 1 y b|t=0 = 3,5
(5.14)
El anterior controlador con accio´n integral, permite manejar las perturbaciones antes descritas
en el proceso.
Comportamiento del sistema
Para poder aplicar el anterior controlador y la te´cnica de identificacio´n y estimacio´n de para´me-
tros, se requiere primero conocer acerca del comportamiento del sistema que se trabajo´. Para el
caso particular de intere´s se llevaron a cabo algunas simulaciones, para determinar el posible
grado aproximado de la funcio´n de transferencia con la cual se puede describir el proceso.
Se deben realizar perturbaciones escalo´n en la entrada de control, correspondiente a la velo-
cidad de dilucio´n D, y observar co´mo se comporta la salida del sistema, correspondiente a la
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concentracio´n de DQO, simbolizada por S1. En la figura 5.5 se puede observar que el compor-
tamiento del proceso se asemeja a un sistema de primer orden.
Figura 5.5: Respuesta del sistema ante entrada escalo´n. Izquierda: entrada de control. Derecha:
respuesta de la salida.
Como se puede ver de las anteriores gra´ficas, la concentracio´n de DQO, se comporta como una
planta de primer orden, ante las perturbaciones en la entrada de control. Lo mismo pasa con la
concentracio´n de AGV. Por lo tanto, de ahora en adelante se asumira´ que el sistema es como
una planta con funcio´n de transferencia de primer orden, ya sea que la salida se tome como los
AGV o la DQO.
El ana´lisis de las bifurcaciones nos permitio´ entender que la condicio´n de lavado se da para
valores de la velocidad de dilucio´nD = 1,0718 [dias−1]. Por lo tanto, en la parte de control se
debe saturar la entrada de control D hasta un valor inferior a este lı´mite.
Estimacio´n de para´metros considerando la DQO como la salida
En esta subseccio´n se aplicara´ la estimacio´n de para´metros, al sistema bajo estudio, el reactor
de digestio´n anaerobia, sin aplicar ningu´n tipo de control. Conside´rese que la salida de la planta
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es la concentracio´n de DQO y la entrada es la velocidad de dilucio´n: y = S1 y u = D. El com-
portamiento de esta planta es de primer orden, como se concluyo´ anteriormente. Se utilizara´n
las ecuaciones 5.3 para la estimacio´n de para´metros, junto con las ecuaciones 5.4. Ası´, se pue-
den estimar los para´metros a y b de la planta, los cuales son variantes en el tiempo, y necesarios
para el ca´lculo de los para´metros del controlador. Este controlador sera´ calculado ma´s adelante.
Para el factor de olvido se utilizo´ un valor α¯ = 0,21 para t < 100dias y α¯ = 0,15 pa-
ra t ≥ 100dias. Con el objeto de tener una sen˜al persistentemente excitada y obtener bue-
na estimacio´n de para´metros con unicidad de solucio´n, se hace la sen˜al de control D =
0,36(1+0,1sign(sin(2pi/100t))). Se obtuvieron las figuras 5.6 y 5.7. En la primera se mues-
tra el comportamiento de las variables de estado, la entrada y el error de estimacio´n, mientras
en la segunda se muestra los para´metros estimados y una ampliacio´n de la salida y el error de
estimacio´n. La lı´nea denotada Scalc1 indica la estimacio´n de la salida basada en los para´metros
aˆ y bˆ.
El modelo predice correctamente la salida en estado estable, como se puede ver en la figura
5.7. El ma´ximo porcentaje de error, despue´s de 100 dias, es de 7 por ciento aproximadamente,
y se presenta en el estado transitorio. Sin embargo, generalmente se mantiene entre 2 y −2
por ciento, lo cual es muy bueno, y en estado estacionario el error es cero. Esto indica que la
estimacio´n de para´metros es acertada.
Como conclusio´n, es difı´cil describir el comportamiento del proceso de digestio´n anaerobia
mediante un modelo lineal con dos para´metros. Cuando la sen˜al de comando mantiene cons-
tante, el vector de regresores tiene una columna que en parte tiene valores constantes, lo que
hace que las columnas no sean independientes, perjudicando la matriz de covarianza. Sin em-
bargo, esto no afecta la estimacio´n de para´metros. Cuando la sen˜al de referencia cambia, la
matriz de covarianza mejora, tendiendo hacia cero. Por el contrario, los para´metros se sobre-
estiman momenta´neamente, pero ra´pidamente convergen a unos valores estables. Esto afecta
negativamente la prediccio´n de la salida, haciendo que la planta predicha se tarde para hacerse
igual a la verdadera, entendie´ndose como verdadera la salida generada con base en el modelo
dina´mico para el proceso de digestio´n anaerobia.
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Figura 5.6: Estimacio´n de para´metros por RLS. Arriba y centro: variables de estado; abajo:
entrada de control y error de estimacio´n
Se supone que el control adaptativo es disen˜ado para para´metros que varı´an lentamente en el
tiempo, lo cual nos sugiere que los para´metros estimados no son acertados, es decir, que el
modelo lineal no concuerda con el comportamiento real del sistema, y que de pronto es ma´s
adecuado utilizar otro tipo de controladores para este proceso, por ejemplo el sistema adapta-
tivo de modelo referencia, el cual no se fija en la calidad de los para´metros estimados, sino en
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Figura 5.7: Estimacio´n de para´metros por RLS. Arriba: Para´metros aˆ y bˆ; abajo: estimacio´n de
la salida y error de estimacio´n
su efectividad para controlar la salida.
Una conclusio´n importante, que se obtuvo al realizar la estimacio´n, es el factor de olvido. Si es-
te no fuera puesto en un valor adecuado, la prediccio´n de la planta no serı´a acertada. Adema´s,
aunque se querı´a llegar a un compromiso entre estimacio´n de para´metros y prediccio´n de la
planta, esto no fue posible. Si se querı´a tener unos para´metros que no se sobresaltaran abrupta-
72
Capı´tulo 5. Control adaptativo
mente, se debı´a disminuir el factor de olvido, pero desmejoraba la prediccio´n. Por otro lado, si
se querı´a tener una buena prediccio´n, se debı´a aumentar el factor de olvido, pero la estimacio´n
de para´metros cambiaba fuertemente. Finalmente, se opto´ por obtener una buena prediccio´n
de la planta, pues el regulador auto sintonizado funciona sobre la base de que los para´metros
estimados son los verdaderos, es decir, los que predicen correctamente la planta. Ası´, aunque
con una estimacio´n irregular de para´metros, podemos proseguir a la parte de control STR.
Una vez se ha realizado el disen˜o de la estimacio´n de para´metros y se tiene el modelo estimado,
se procede a la fase del disen˜o de la ley de control del STR. Esto, teniendo en cuenta que a la
hora de aplicar el controlador, la estimacio´n de para´metros y el ca´lculo de la entrada de control
se realizan de manera simulta´nea.
Control de la DQO via STR
En esta subseccio´n se aplica el sistema STR al sistema de reactor bajo estudio, donde la en-
trada de control y la salida esta´n definidos como: u = D y y = S1. Con respecto a la parte
de estimacio´n de para´metros, se utiliza la ecuacio´n 5.3 junto con 5.4. Con respecto a la ley de
control, se utiliza la ecuacio´n 5.12. Al implementar el sistema de control STR, la estimacio´n
de para´metros se debe realizar de forma simulta´nea a la ley de control.
Para la funcio´n de transferencia de la respuesta en lazo cerrado deseada, Gm(s), se utilizaron
los para´metros am = bm = 0,5. Para el factor de olvido se utilizo´ α¯ = 0,21 para t < 100 dias,
y α¯ = 0,15 para t ≥ 100 dias. Se aplico´ la siguiente perturbacio´n: Sin1 = 5,8g/l para t ≤ 320
dias, y Sin1 = 6,4g/l para t > 320 dias. Con el anterior valor de α¯ se le da ma´s peso a los datos
ma´s recientes, sobretodo en un principio.
Se obtuvieron las figuras 5.8 y 5.9. En las figuras 5.8 se presentan las variables de estado, la en-
trada de control y el error de seguimiento bajo control STR. En las figuras 5.9 se presentan los
para´metros estimados y una ampliacio´n de la salida y del error de estimacio´n. Se denota como
S1 la salida, que es la concentracio´n de DQO obtenida del modelo dina´mico, por ym el valor
deseado de la salida y por Scalc1 el valor calculado de la salida S1 con base en los para´metros
estimados.
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Figura 5.8: Regulador autosintonizado aplicado al reactor anaerobio. Arriba y centro: variables
de estado; abajo: entrada de control y error de seguimiento.
La estimacio´n de para´metros tiende a establecerse en un valor, pero cuando cambia la sen˜al
de comando hay un cambio brusco en los para´metros estimados, dando lugar a una estimacio´n
irregular. Sin embargo, los para´metros estimados, despue´s de este cambio brusco, retornan a
un valor estable, similar al anterior. Este dan˜o momenta´neo se puede deber a que los regresores
dependen de la derivada de la salida, que en el momento del cambio se vuelve muy grande. A
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Figura 5.9: Regulador autosintonizado aplicado al reactor anaerobio. Arriba: para´metros aˆ y bˆ;
abajo: estimacio´n de la salida y error de seguimiento
parte de este cambio momenta´neo en los para´metros, en lo dema´s el estimado converge a un
valor estable. Adema´s, la estimacio´n de la salida con base en los para´metros es bastante buena.
Con respecto al control (regulamiento), los resultados son positivos. La salida se aleja de la
sen˜al de referencia cuando hay cambio en la sen˜al de referencia, pero despue´s de un transitorio
converge. Esto se puede analizar igualmente en la gra´fica del porcentaje de error. La entrada de
control reacciona dra´sticamente cuando los cambios en la sen˜al de referencias. Tambie´n se ve
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que pocas veces llega al valor de saturacio´n.
Con respecto al comportamiento en el momento de la perturbacio´n, los para´metros estimados
se afectan ligeramente, de una manera suave y coherente. La salida se ve afectada ligeramente
y momenta´neamente, mostrando la efectividad del controlador. La gra´fica del error muestra esa
falla en el momento, donde se alcanza un error de −8 por ciento aproximadamente, el cual tie-
ne duracio´n muy corta. Adema´s, la entrada de control reacciona ra´pidamente y dra´sticamente,
lo cual indica que detecta la perturbacio´n y la tiene en cuenta de una manera efectiva.
Tambie´n se puede ver que la concentracio´n de biomasa aumenta en el momento de la pertur-
bacio´n, eso se debe que el aumento en la concentracio´n de DQO en la corriente de entrada
implica ma´s substrato y por lo tanto les permite un mayor posibilidad de crecimiento.
Tambie´n cabe destacar que el porcentaje de error se mantiene dentro del 5 por ciento de error,
llegando al 3 por ciento de error cuando hay cambio en la sen˜al de referencia, en los otros casos
converge a cero por ciento, y cuando se presenta la perturbacio´n se afecta, ascendiendo hasta 3
por ciento.
El comportamiento abrupto de los estimados de los para´metros posiblemente puede ser me-
jorado aplicando una actualizacio´n condicional. La concentracio´n de AGV disminuye en el
momento de la perturbacio´n, debido muy seguramente a que aumenta la concentracio´n de bac-
terias metanoge´nicas, las cuales consumen los AGV para convertirlos en metano y dio´xido de
carbono. Esto a pesar de que aumenta la concentracio´n de bacterias acidoge´nicas. Con respecto
a la estimacio´n de la planta, en color morado, la planta real tiene ma´s sobre pico cuando hay
cambio en la sen˜al de referencia, lo cual indica que la prediccio´n es subestimada. Sobretodo,
en el momento de la perturbacio´n se ve una estimacio´n de calidad peor, dado que la planta real
aumenta mientras la planta estimada disminuye, es decir, hay un efecto contrario, indicando
que la estimacio´n falla gravemente. Sin embargo, la planta estimada converge al valor correcto
despue´s de un momento. A medida que la planta se estabiliza, la planta estimada converge al
valor de la real. Esto se debe a la diferencia de la dina´mica del proceso de digestio´n anaerobia,
con respecto a una planta que se comporte como de primer orden.
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Si hacemos una comparacio´n del comportamiento en lazo abierto y lazo cerrado, podemos con-
cluir que la estimacio´n es similar, aunque da ligeramente mejor en lazo abierto, si comparamos
la estimacio´n de la salida. Por otro lado, cuando la sen˜al de referencia cambia, la estimacio´n
de para´metros es mejor en lazo cerrado. Adema´s, tanto en lazo abierto como en lazo cerra-
do hay una sub estimacio´n de la planta, que se nota sobre todo en el momento del cambio en
la sen˜al de referencia, lo cual indica que hay lentitud para estimar adecuadamente la planta real.
Control de la DQO via STR con accio´n integral
El objetivo de la accio´n integral es eliminar el error de estado estacionario, el cual es generado
cuando aparecen perturbaciones. En esta seccio´n se presentan los resultados de aplicar el STR
al sistema bajo estudio, el reactor anaerobio, pero utilizando una ley de control con accio´n
integral. En su mayorı´a se utilizaron los mismos datos como en el caso sin accio´n integral. La
ley de control es pr ubicacio´n de polos y la estimacio´n de para´metros es por RLS. La ley de
control tiene adicionada la accio´n integral, segu´n la ecuacio´n 5.14: u = 1b
∫
am (uc − y) dt −
(am−a)
b y.
Para la estimacio´n de para´metros se utilizaron las ecuaciones 5.3 y 5.4. Para la funcio´n de
transferencia de la respuesta en lazo cerrado deseada, Gm(s), se utilizaron los para´metros
am = bm = 0,5. Para el factor de olvido se utilizo´ α¯ = 0,21 para t < 100 dias, y α¯ = 0,15
para t ≥ 100 dias. Se aplico´ la siguiente perturbacio´n: Sin1 = 5,8g/l para t ≤ 320 dias, y
Sin1 = 6,4g/l para t > 320 dias.
Se obtuvieron las figuras 5.10 y 5.11. En las figuras 5.10 se presentan las variables de estado,
la entrada de control y el error de seguimiento, para el sistema bajo control STR con accio´n
integral. Se denota como S1 la salida, que es la concentracio´n de DQO obtenida del modelo
dina´mico, por ym el valor deseado de la salida y por Scalc1 el valor calculado de la salida S1 con
base en los para´metros estimados. En las figuras 5.11 se presentan los para´metros estimados y
una ampliacio´n de la salida y el error de seguimiento.
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Figura 5.10: Regulador autosintonizado con accio´n integral, aplicado al reactor anaerobio. Arri-
ba y centro: variables de estado; abajo: entrada de control y error de seguimiento
Como se puede ver, cuando hay cambio en la sen˜al de referencia, al principio de este cambio
la salida se aleja bastante de e´sta, lo que ocasiona mucho error, como se puede ver en la gra´fica
del porcentaje de error. Este es un comportamiento tı´pico del control integral, ya que al agre-
gar polos en el origen a la funcio´n de transferencia de lazo abierto se disminuye la estabilidad
relativa con aumento del sobre impulso. Incluso, el ma´ximo error instanta´neo es mayor en com-
paracio´n con el caso sin accio´n integral, pues en este caso llega hasta valores de 10 por ciento
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Figura 5.11: Regulador autosintonizado con accio´n integral, aplicado al reactor anaerobio. Arri-
ba: para´metros aˆ y bˆ; abajo: estimacio´n de la salida y error de seguimiento
de error aproximadamente, mientras en el caso sin accio´n integra llegaba hasta 7 por ciento.
Sin embargo, el error disminuye y lo hace muy ra´pidamente, lo cual hace que no sea tan grave.
En cuanto a la estimacio´n de para´metros, el comportamiento sigue siendo similar a los casos
anteriores, con todos los cambios abruptos y dema´s defectos. Con respecto a la estimacio´n de
la planta, en este caso presenta ma´s problemas, pues se demora para converger hacia el valor
de la planta real. No obstante, estima muy bien el sobre pico de la planta real, lo cual es una
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ventaja con respecto al caso sin accio´n integral. Estas dificultades tal vez podrı´a mejorar al dar
otros valores al factor de olvido y establecerlo como variable.
A pesar de estos errores, la planta converge ra´pidamente al valor de la sen˜al de referencia, in-
cluso ma´s ra´pido que lo que se demora la planta estimada en converger a la planta real. Esto
nos indica que en el sistema de control regulador auto sintonizado no es tan estricto o necesario
tener una estimacio´n exacta o perfecta para poder obtener una buena regulacio´n de la salida.
Adema´s, se concluye que el factor de olvido utilizado fue adecuado en te´rminos de control.
La planta estimada podrı´a mejorarse cambiando el valor del factor de olvido, o ponie´ndolo no
ya como un constante sino como una variable, funcio´n del error. La entrada de control, en el
momento de la perturbacio´n, disminuye para que aumente el nu´mero de bacterias y ası´, dismi-
nuya la concentracio´n de DQO, retornando al valor de referencia.
Cabe destacar tambie´n que el factor de olvido produce una mejora en el comportamiento de la
matriz de covarianza, en el momento t = 100 dias, cuando pasa de 0,21 a 0,15. Sin embargo,
esto no representa una mejora en la regulacio´n de la salida ni en la estimacio´n de la planta. Es-
to nos demuestra una flexibilidad del sistema adaptativo en cuanto a la parte de estimacio´n de
para´metros, y una buena efectividad en cuanto a la regulacio´n. Adema´s, que no es tan necesario
tener una matriz de covarianza perfecta para que el sistema funcione. Aunque se podrı´an reali-
zar mejoras en cuanto al factor de olvido y en cuanto a la matriz de covarianza. Una solucio´n
que sı´ podrı´a ser muy buena, serı´a utilizar un controlador de grado mayor, de modo que tendrı´a
de por sı´ la accio´n integral, y podrı´a dar mayor eficiencia en cuanto a la parte de regulacio´n.
Conclusiones
A continuacio´n se presentan unas conclusiones generales con respecto a los resultados obte-
nidos para la seccio´n de control STR, que comprende estimacio´n de para´metros, control de la
DQO via STR sin accio´n integral y con accio´n integral.
Conside´rese la subseccio´n de estimacio´n de para´metros. Se obtuvo una buena estimacio´n de la
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salida, aunque los para´metros presentan cambios abruptos cada que hay cambio en la sen˜al de
comando. Esto se debe en parte a que la matriz de covarianza P no es definida correctamente,
por el vector de regresores que no es suficientemente excitado.
Conside´rese la subseccio´n de control de la DQO via STR. En la parte de estimacio´n de para´me-
tros, se presentan aproximadamente las mismas caracterı´sticas que en la subseccio´n de estima-
cio´n. Con respecto a la parte de control, se obtuvieron buenos resultados, y el error de se-
guimiento se mantiene dentro del ±8 por ciento. Los mayores errores en el seguimiento se
presentan al principio del cambio de la sen˜al de comando, y la salida presenta sobrepico antes
de converger a la salida deseada. Estos resultados nos demuestran que la estimacio´n no tiene
que ser perfecta para lograr una buena regulacio´n de la salida.
Conside´rese la subseccio´n de la DQO con accio´n integral. En la parte de estimacio´n de para´me-
tros, se presentan aproximadamaente las mismas caracterı´sticas que en el caso sin accio´n inte-
gral. Con respecto a la parte de control, la salida presenta ma´s sobre pico al inicio del cambio
en la sen˜al de comando, en comparacio´n con el caso sin accio´n integral. Este feno´meno es
caracterı´stico de la accio´n integral.
Accio´n anti windup
El problema de reset windup puede ocurrir cuando hay presente una accio´n integral del error
en la ley de control. Cuando hay reset windup el controlador estima un valor de la entrada de
control mayor a su lı´mite, haciendo que haya una acumulacio´n en el valor integral. La reali-
mentacio´n se rompe, es decir, el sistema de control queda en lazo abierto. La prevencio´n del
reset windup requiere detener la integracio´n, en lugar de limitar la salida del controlador, cuan-
do el controlador alcanza su lı´mite ma´ximo.
De acuerdo con [1], la accio´n integral cuando se cumple que A∗0 = 1, es la siguiente: u (t) =
f
(
T ∗ (q−1)uc (t)− S ∗ (q−1) y (t) + (1−R ∗ (q−1))u (t))
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Para aplicarlo a nuestro caso, obtenemos: u (t) = f
(
p−1Tuc (t)− p−1Sy (t) +
(
1− p−1R)u (t))
u (t) = f
(
1
b
∫
am (uc − y) dt− am−ab y
)

Obtenemos entonces el siguiente controlador con accio´n integral y anti windup:
v (t) = 1b
∫
am (uc − y) dt− am−ab y
u (t) =

0 si v (t) < 0
v (t) si v (t) ∈ [0 1,1]
1,1 si v (t) > 1,1
Como se puede ver, el controlador obtenido al aplicar el anti windup es el mismo que si no se
hubiera aplicado, conservando la sola saturacio´n.
5.4. Control adaptativo por modelo referencia
En la figura 5.12 se presenta un sistema de control adaptativo por modelo referencia. El siste-
ma adaptativo por modelo referencia se compone de cuatro partes: una planta con para´metros
inciertos, un modelo de referencia especificado por el usuario que indica la salida deseada de
la planta, una ley de control por realimentacio´n que utiliza los para´metros ajustados, y el me-
canismo de adaptacio´n para estimar en lı´nea los para´metros. Hay dos lazos de realimentacio´n:
el interno que consta del proceso y el controlador, y el externo que actualiza los para´metros del
controlador.
Es necesario saber la estructura de la planta, es decir, si se comporta como de primer orden,
como de segundo orden, etc. El modelo de referencia sirve para que el usuario especifique
como desea que la planta responda a una sen˜al de comando. El sistema de control adaptativo
hace que la salida de la planta se acerque lo ma´s posible a la salida del modelo de referencia.
El modelo de referencia debe en primer lugar reflejar algunas especificaciones de disen˜o, como
sobre impulso y tiempo de asentamiento. En segundo lugar, debe ser alcanzable.
La entrada de control, notada por u, es una funcio´n lineal con respecto a unos para´metros
ajustables. El mecanismo de adaptacio´n calcula el valor de estos para´metros. Al mecanismo
de adaptacio´n no le importa si los para´metros estimados son coherentes con la realidad, esto
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Figura 5.12: Diagrama de bloques de un sistema adaptativo de modelo referencia. Tomado
de [1]
diferencia al MRAS del STR. Como ejemplo de reglas de adaptacio´n tenemos la ley de MIT y
la ley de Lyapunov. Generalmente se estiman directamente los para´metros del controlador sin
necesidad de estimar los de la planta. La ley de Lyapunov garantiza la convergencia del error
de seguimiento y que el sistema se mantenga estable.
MRAS para un sistema de primer orden, basa´ndose en la regla MIT
Consideremos que el proceso esta´ descrito por el siguiente modelo, que es una funcio´n de
transferencia de primer orden:
dy
dt
= −a+ bu (5.15)
donde u es la variable de control y y es la salida medida. Se asume que se quiere obtener un
sistema en lazo cerrado descrito por la siguiente ecuacio´n, que indica el modelo referencia:
dym
dt
= −amym + bmuc (5.16)
por la siguiente expresio´n:
u (t) = θ1uc (t)− θ2y (t) (5.17)
Los valores de los para´metros que hacen que haya seguimiento perfecto son los siguientes:
θ1 = θ01 =
bm
b
θ2 = θ02 =
am−a
b
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De donde se puede ver que el controlador tiene dos para´metros. El error esta´ dado por la
siguiente expresio´n:
e = y − ym
donde y denota la salida del sistema en lazo cerrado y ym la salida del modelo referencia. De
acuerdo con la regla MIT, las leyes para actualizar los para´metros se obtienen a partir de [1,6]:
dθ1
dt = −γe ∂e∂θ1
dθ2
dt = −γe ∂e∂θ2
Lo que da como resultado:
dθ1
dt = −γ
(
am
p+am
uc
)
e
dθ2
dt = γ
(
am
p+am
y
)
e
(5.18)
El sistema adaptativo MRAS con regla MIT para un sistema de primer orden consiste de la ley
de control dada en la ecuacio´n 5.17 y la ley de estimacio´n de para´metros dada por la ecuacio´n
5.18, donde la sen˜al de referencia esta´ dada por la ecuacio´n 5.16.
Resultados del MRAS para control de DQO, basa´ndose en la regla MIT
En esta seccio´n se presentan los resultados del sistema MRAS aplicado al reactor anaerobio,
utilizando la regla MIT para la estimacio´n de para´metros. La entrada de control es la velocidad
de dilucio´n y la salida es la concentracio´n de DQO: u = D, y = S1. Se utilizo´ la ecuacio´n
5.17 para la ley de control, la 5.18 para la estimacio´n de para´metros y la 5.16 para la salida del
modelo de referencia.
Se aplico´ la siguiente perturbacio´n: Sin1 = 5,8g/l para t ≤ 320dias y Sin1 = 6,4g/l para
t > 320dias. Los valores de los para´metros utilizados son los siguientes: am = 0,5, bm = 0,5,
γ = 1, ym|t=0 = 0,8. Se obtuvieron las figuras 5.13 y 5.14. En la figura 5.13 se muestra el
comportamiento de las variables de estado, la entrada de control y el error de seguimiento, para
el sistema bajo control, en la figura 5.14 se muestran los para´metros estimados y una amplia-
cio´n de la salida y el error de seguimiento.
Como se puede ver, hay un seguimiento muy bueno de la salida y todas las variables de estado
permanecen acotadas. Los para´metros estimados mantienen unos valores dentro de un rango, lo
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Figura 5.13: Sistema MRAS utilizando la regla MIT, para el reactor anaerobio. Arriba y centro:
variables de estado; abajo: entrada de control y error de seguimiento.
que indica que el modelo de primer orden es adecuado para estimacio´n. El error de seguimiento
so´lo se hace grande cuando hay cambio en la sen˜al de referencial, lo que indica que el sistema
se demora cierto tiempo para lograr el seguimiento. Con respecto a la perturbacio´n, el sistema
se afecta ligeramente, de modo que la salida aumenta, pero la entrada de control disminuye
haciendo que se logra correcto seguimiento.
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Figura 5.14: Sistema MRAS utilizando la regla MIT, para el reactor anaerobio. Arriba: para´me-
tros θ1 y θ2; abajo: comportamiento de la salida y error de seguimiento.
Resultados del MRAS para control de AGV, basa´ndose en la regla MIT
El comportamiento del sistema se ilustra mediante simulacio´n. Los para´metros se escogen de la
siguiente forma:am = 1, bm = 1, la sen˜al de entrada es un onda cuadrada con amplitud de 0.3
y γ = 1. En la figura 5.15 se muestra los resultados de la regulacio´n de la salida y el compor-
tamiento de la entrada de control. La figura 5.16 muestra los estimados de los para´metros para
valores distintos de la ganancia de adaptacio´n γ. Como se puede ver, los para´metros cambian
en mayor grado cuando ocurren cambios en la sen˜al de comando, y en general cambian muy
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lentamente, sin lograr convergencia a un determinado valor. Para el caso γ = 1, los para´metros
tienen los valores θ1 = 5,095 y θ2 = 5,002 en el tiempo t = 500 dias. Estos valores esta´n lejos
de los valores correctos θ01 = 0,0476 y θ
0
2 = −0,0476. Si el tiempo es aumentado ma´s aya´ de
500 dias, los para´metros no convergen a sus valores correctos, por el contrario se alejan. Al
aumentar el valor de γ notamos que esto empeora la convergencia de los para´metros.
Figura 5.15: Simulacio´n del sistema de digestio´n anaerobia usando MRAS. Los valores de los
para´metros son am = bm = 1, y γ = 1
Figura 5.16: Para´metros del controlador θ1 y θ2 para el sistema de digestio´n anaerobia cuando
γ = 1, 2 y 3.
El hecho de que el control es bastante bueno, au´n en el momento t = 15 dias, es un reflejo
del hecho de que los estimados de los para´metros esta´n relacionados uno con el otro de una
forma muy especial, aunque esta´n lejos de sus valores correctos. Esto se ilustra en la figura
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Figura 5.17: Relacio´n entre los para´metros del controlador θ1 y θ2 cuando el sistema de diges-
tio´n anaerobia es simulado para 500 unidades de tiempo.
5.17, donde el para´metro θ2 se grafica como una funcio´n de θ1 para una simulacio´n con una
duracio´n de 500 dias. Los para´metros no se acercan a sus valores correctos al aumentar el
tiempo.
Disen˜o de MRAS de primer orden basado en la teorı´a de estabilidad
La teorı´a de estabilidad de Lyapunov puede ser usada para construir algoritmos para ajustar
para´metros en sistemas adaptativos. Se trata de buscar un mecanismo de adaptacio´n de forma
que el error de seguimiento converja a cero. [1]
Conside´rese que la respuesta deseada esta´ dada por
dym
dt
= −amym + bmuc (5.19)
donde am > 0 y la sen˜al de referencia es acotada. El proceso es descrito por
dy
dt
= −a+ bu+ c
El controlador es:
u = θ1uc − θ2y (5.20)
El error es:
e = y − ym
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Si los para´metros se actualizan de la siguiente forma:
dθ1
dt = −γuce
dθ2
dt = γye
(5.21)
El error tiende a cero aunque los para´metros no necesariamente convergen a sus valores correc-
tos. Para que los para´metros converjan, es necesario que se la entrada sea persistentemente ex-
citada.
La ley de control del sistema MRAS de primer orden basado en la teorı´a de estabilidad, com-
prende la ley de control dada por la ecuacio´n 5.20 y la ley de estimacio´n de para´metros dada
por las ecuaciones 5.21.
Resultados del control MRAS para control de AGV basa´ndose en teorı´a de esta-
bilidad
En la figura 5.18 se muestra una simulacio´n del sistema de digestio´n anaerobia bajo control
adaptativo, con base en teorı´a de estabilidad. La figura 5.19 muestra los estimados de los
para´metros en la simulacio´n para diferentes valores de la ganancia de adaptacio´n γ.
Figura 5.18: Simulacio´n del sistema de digestio´n anaerobia usando un controlador adaptativo
basado en la teorı´a de Lyapunov. Los valores de los para´metros son am = bm = 1, y γ = 1.
(a) Salida del proceso (linea azul) y del modelo (linea verde). (b) Sen˜al de control.
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Figura 5.19: Para´metros θ1 y θ2 para el sistema de digestio´n anaerobia, con γ = 1, 2, y 3. Los
para´metros fueron obtenidos con la regla MIT.
Resultados del control MRAS para control de DQO basa´ndose en teorı´a de esta-
bilidad
En esta sub seccio´n se presentan los resultados del sistemaMRAS aplicado al reactor anaerobio
bajo estudio, utilizando la regla de Lyapunov para la estimacio´n de para´metros. La entrada de
control es la velocidad de dilucio´n y la salida es la concentracio´n de DQO: u = D, y = S1. Se
utilizo´ la ecuacio´n 5.20 para la ley de control, la ecuacio´n 5.21 para la estimacio´n de para´me-
tros y la ecuacio´n 5.19 para la sen˜al de referencia.
Se aplico´ la siguiente perturbacio´n: Sin1 = 5,8g/l para t ≤ 320dias y Sin1 = 6,4g/l para
t > 320dias.Se utilizaron los siguientes valores de los para´metros: bm = am = 0,5, γ = 1. En
la figura 5.20 se muestra el comportamiento de las variables de estado, la entrada de control y
el error de seguimiento, en la figura 5.21 se muestran los para´metros estimados, una ampliacio´n
de la salida y el error de seguimiento.
Como se puede observar de las gra´ficas, se obtiene una regulacio´n bastante buena de la salida,
y ma´s si lo comparamos con los resultados para el sistema STR. Realmente se ve una mejo-
ra, ya que la salida sigue muy fielmente la sen˜al de referencia, a pesar del cambio abrupto de
la sen˜al de referencia. Esto es sorprendentemente bueno, pues cuando utiliza´bamos STR, en
el momento del cambio en la sen˜al de referencia se producı´a bastante error, tanto con accio´n
como sin accio´n integral.
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Figura 5.20: Sistema MRAS, aplicado al reactor anaerobio. Se utiliza la regla de estabilidad
de Lyapunov para la estimacio´n de para´metros. Arriba y centro: variables de estado; abajo:
entrada de control y error de seguimiento
En el momento de aplicar la perturbacio´n tambie´n se ve un desempen˜o bastante bueno, pues
es muy poco lo que se desvı´a la salida de la sen˜al de referencia. Y es todavı´a ma´s bueno si
comparamos con el sistema STR, donde la salida se alejaba mucho de la referencia.
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Figura 5.21: Sistema MRAS, aplicado al reactor anaerobio. Se utiliza la regla de estabilidad de
Lyapunov para la estimacio´n de para´metros. Arriba: para´metros θ1 y θ2; abajo: comportamiento
de la salida y error de seguimiento.
Si miramos el error, este se mantiene dentro de los lı´mites entre −15 y 15 por ciento, lo cual es
ma´s o menos aceptable. Sin embargo, so´lo llega a estos valores altos cuando hay cambio en la
sen˜al de referencia, adema´s de que se demora muy poco para pasar del −15 o 15 por ciento a
0 por ciento.
Con respecto al comportamiento de los para´metros, e´stos presentan unos cambios muy bruscos
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cuando hay cambio en la sen˜al de referencia. Sin embargo, retornan ra´pidamente a un valor
estable, y la mayorı´a del tiempo se la pasan en este valor, ası´ sea que la sen˜al de referencia
este´ en su cresta o en su valle. Tambie´n se puede destacar que el sobresalto de los para´metros
no es tan grande, si comparamos con el sistema de control STR, donde el sobresalto era grande.
En cuanto a la entrada de control, e´sta pega unos saltos muy abruptos cuando hay cambios en
la sen˜al de referencia, pero ra´pidamente retorna a un valor estable. Esto es una mejora muy
grande en comparacio´n con el STR, donde la entrada de control oscilaba mucho antes de llegar
a un valor estable, haciendo variar mucho la salida y haciendo adema´s que se demorara para
converger a la sen˜al de referencia.
Se ha visto por lo tanto una mejora muy grande con respecto al sistema de control STR, tan-
to en la convergencia del error de seguimiento, como en la estimacio´n de para´metros y en el
comportamiento de la entrada de control. Incluso, cuando aparece la perturbacio´n el error de
seguimiento es mucho mejor.
Con respecto al comportamiento del sistema en el momento de la perturbacio´n, la salida se
alejo´ realmente muy poco del valor de referencia, adema´s que su retorno a la normalidad es
muy ra´pido. Los para´metros se afectan pero muy poco. Con respecto a las otras variables de es-
tado, las concentraciones de biomasa acidoge´nica y de biomasa metanoge´nica, estas aumentan,
pues la perturbacio´n aumenta la cantidad de substrato y por tanto la posibilidad de crecimiento.
Por otro lado, la concentracio´n de AGV disminuye, pero so´lo por un momento, mientras la
entrada de control vuelve y se estabiliza. Hay en efecto en esta variable que hace parecer que
tambie´n fuera una variable controlada, dado que vuelve a su valor anterior, de forma similar a
como lo hace la salida.
Adema´s, tiene la ventaja de que es ma´s fa´cil de montar, pues es indirecto, de modo que no hay
que estimar primero unos para´metros de la planta para poder estimar los del controlador. Es
entonces un me´todo muy efectivo y pra´ctico. Dado que se basa en la teorı´a de estabilidad de
Lyapunov, se garantiza la estabilidad del sistema, adema´s de garantizar la convergencia de la
salida a la sen˜al de referencia.
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Conclusiones generales y trabajo futuro
Se obtuvieron varias conclusiones como resultado de la tesis, tanto en la parte de control como
en la parte de ana´lisis. Se debe considerar que se trabajo´ con aguas residuales de una industria
de vinos, de modo que contienen AGV como resultado de una fermentacio´n anaerobia. De este
modo los resultados y conclusiones corresponden so´lo a industrias de alcohol. Con respecto a
la parte de control y de acuerdo con la simulacio´n, cuando se aplica una perturbacio´n escalo´n
en Sin1 , en los sistemas STR y MRAS se obtuvo un resultado adecuado en el sentido de que
el error de seguimiento converge a cero y las variables de estado se mantienen acotadas. Sin
embargo, cuando se aplica una perturbacio´n comprendida por un tren de escalones de corta
duracio´n, so´lo se logra un buen resultado con el MRAS. En este capı´tulo se presenta, en primer
lugar, las conclusiones para cada sistema de control y en segundo lugar una comparacio´n de
acuerdo a la integral del cuadrado del error y el tiempo de establecimiento.
6.1. Ana´lisis dina´mico
Con respecto al ana´lisis de la dina´mica no lineal, capı´tulo 3, se estudio´ la presencia de los pun-
tos de equilibrio en el modelo dina´mico del reactor bajo estudio, su estabilidad, diagramas de
estado y diagramas de bifurcaciones. Como principal conclusio´n, obtenida a partir del diagra-
ma de bifurcaciones, la velocidad de dilucio´nD produce una bifurcacio´n fold, que corresponde
a la aparicio´n de la condicio´n de lavado, punto en el cual hay desaparicio´n de la biomasa me-
tanoge´nica de modo que el proceso sufre una degradacio´n. Para prevenir este suceso, se debe
imponer unos lı´mites a la velocidad de dilucio´n.
El para´metro D afecta substancialmente el equilibrio de los estados, lo cual indica que se pue-
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de escoger como entrada de control si se quiere utilizar un sistema de control automa´tico. En
general, aunque no de forma lineal, al aumentar la velocidad de dilucio´n disminuye la concen-
tracio´n de bacterias tanto acidoge´nicas como metanoge´nicas en el interioir del reactor, mientras
las concentraciones de DQO y de AGV a la salida del reactor aumentan. Un valor de D cero
equivale a que la va´lvula que regula el flujo de la corriente de entrada al reactor esta´ cerra-
da. Para un valor de D pequen˜o, por ejemplo D = 0,01 dias−1, el caudal es muy pequen˜o y
la cantidad de substrato que entra al reactor es muy poca, de modo que las bacterias logran
procesarlo de forma sustancial, consumiendo los AGV y la carga orga´nica casi por completo.
Por esta razo´n, las concentraciones de DQO y de AGV en la corriente de salida son casi cero,
mientras las concentraciones de las bacterias en el interior del reactor son muy altas, con unos
valores cercanos a los valores en un equilibrio inicialmente considerado. Por otro lado, en el
punto de lavado, las concentraciones de bacterias acidoge´nicas y metanoge´nicas son cero, de
modo que la concentracio´n de substrato a la entrada y a la salida del reactor es la misma, pues
el reactor no esta´ trabajando.
El modelo dina´mico es coherente con la realidad, siempre y cuando se cumplan todas las condi-
ciones ambientales necesarias para que los microorganismos sobrevivan. Esto se concluyo´ con
base en que el sistema siempre converge al equilibrio correcto para un valor de la velocidad de
dilucio´nD inferior al valor del punto de lavado. Esto teniendo en cuenta que anterior al lavado,
se presentan dos equilibrios estables, pero el sistema tiende al equilibrio correcto siempre y
cuando las condiciones iniciales tengan valores positivos.
6.2. Linealizacio´n por realimentacio´n
Con respecto a la parte de control por linealizacio´n por realimentacio´n, capı´tulo 4, la princi-
pal conclusio´n es que este tipo de sistemas de control es aplicable para el reactor estudiado,
ya que en el estudio de estabilidad, la simulacio´n dio como resultado que la dina´mica interna
es estable, lo que implica que las variables de estado se mantienen acotadas. Sin embargo, es
necesario complementarlo con mecanismos que tengan en cuenta la variacio´n desconocida del
comportamiento de la planta, por ejemplo con un sistema adaptativo. Esto queda como trabajo
futuro.
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Teniendo en cuenta que la linealizacio´n por realimentacio´n tiene dos variedades, la linealiza-
cio´n entrada estado y la linealizacio´n entrada salida, el caso entrada estado es bastante com-
plicado de desarrollar para este sistema debido a que se tienen cuatro ecuaciones diferenciales
para el reactor, de modo que se hace ma´s fa´cil el caso entrada salida. En el caso entrada estado
se pretende establecer una relacio´n lineal entre una nueva entrada y todos los estados, mientras
en el caso entrada salida se busca una relacio´n lineal so´lo entre la salida y una nueva entrada.
Adema´s, en la literatura [33, 36, 45] se utiliza linealizacio´n entrada salida.
Para el sistema bajo estudio, el reactor anaerobio, es fa´cil hallar la expresio´n para la ley de
control, pero el estudio de la estabilidad de los estados es difı´cil, pues la dina´mica cero en-
contrada consta de tres ecuaciones diferenciales. La ley de control se desarrolla a partir de la
ley general de seguimiento, y depende del grado relativo, de la salida deseada y del modelo.
El control de regulacio´n es un caso particular del control de seguimiento. Debido a que la ley
de control requiere conocimiento del modelo, para implementar este sistema de control a nivel
real lo ma´s adecuado puede ser utilizar un modelo dina´mico ma´s sencillo que implique so´lo dos
ecuaciones diferenciales, y emplear un me´todo de estimacio´n, por ejemplo un filtro Kalman,
considerando una entrada y dos salidas.
6.3. Control adaptativo
Con respecto al control adaptativo en general, la principal conclusio´n es que el hecho de reco-
nocer que la planta se comporta de una manera lineal, de acuerdo a una funcio´n de transferencia
de orden dado, es un artificio va´lido y eficaz a la hora de implementar el sistema de control,
ya que el error de seguimiento converge a cero. Este artificio se utilizo´ debido a que se utiliza-
ron sistemas adaptativos cla´sicos para plantas lineales. Sin embargo, la utilizacio´n de sistemas
adaptativos para plantas no lineales se tiene proyectado como trabajo futuro.
Al aplicar los sistemas adaptativos STR y MRAS para el reactor bajo estudio, se concluyo´ que
el MRAS es ma´s sencillo de disen˜ar. En el disen˜o del sistema MRAS para un sistema de pri-
mer orden no es necesario desarrollar una expresio´n para la ley de control, y el mecanismo de
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estimacio´n de para´metros es ma´s sencillo. Incluso, el nu´mero total de ecuaciones diferenciales
es menor para el caso MRAS que para el caso STR. En cambio, en el STR, la ley de control
debe disen˜arse utilizando la ecuacio´n Diofantina y el mecanismo de estimacio´n de para´metros
tambie´n debe disen˜arse y es ma´s complejo que en el caso MRAS.
Para el STR, los para´metros estimados y la matriz de covarianza presentan cambios bruscos
cuando hay cambio en la salida deseada. Al adicionar la accio´n integral se pudo comprobar
que no se mejora sustancialmente el seguimiento de la salida en el momento de presentarse una
perturbacio´n. Este me´todo se puede mejorar empleando alguna de las modificaciones desarro-
lladas para la estimacio´n por RLS. Por otro lado, para el sistema MRAS no es necesario disen˜ar
una accio´n integral de forma adicional, pues esta ya viene de forma inherente en el disen˜o de
la estimacio´n de para´metros.
6.4. Comparacio´n de los sistemas de control
Los sistemas de control deben ser eficientes en cuanto a perturbaciones y lograr que la con-
vergencia a cero del error de seguimiento a cero sea en un tiempo corto. En los capı´tulos
anteriores todos los sistemas de control mostraron una convergencia del error de seguimiento
a cero y rechazo de las perturbaciones, teniendo en cuenta una perturbacio´n escalo´n sencilla:
Sin1 = 5,8g/l, para t ∈ [0 320] dias, Sin1 = 6,4g/l, para t > 320 dias. Sin embargo, al aplicar
un tren de escalones relacionado con el proceso real se obtienen resultados distintos, pues so´lo
el MRAS muestra un buen desempen˜o. El sistema de control por linealizacio´n por realimen-
tacio´n no se considera en esta comparacio´n pues se obtienen resultados muy exactos, bajo la
suposicio´n de conocimiento del modelo. Esto no es va´lido a nivel del proceso real.
En la tabla 6.1 se presentan los valores de los para´metros relacionados con la evaluacio´n del
desempen˜o de cada sistema de control. Estos fueron calculados bajo las condiciones corres-
pondientes a las simulaciones presentadas como los resultados de cada sistema de control. Se
considera un periodo del tren de ondas, es decir, un rango de 100 dias. La segunda columna
corresponde a un rango de tiempo t ∈ [200 300] dias, donde no hay ninguna perturbacio´n
adema´s del cambio de la sen˜al de comando, mientras la tercera columna corresponde al rango
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t ∈ [300 400] dias, donde se aplico´ una perturbacio´n tal que Sin1 cambia de 5,8 a 6,4 g/l en
el momento 320 dias. La cuarta columna corresponde tambien al rango t ∈ [300 400], pero la
perturbacion es como se define en la ecuacio´n 6.1, y se tomo´ de esta forma por corresponder
con una situacio´n real como se puede ver en (Bernard et al., 2001) [15].
El para´metro ts se define como el tiempo que se tarda el porcentaje del error de seguimiento
para entrar a una franja de mas o menos 1 por ciento. El tiempo se cuenta a partir del momento
cuando cambia la sen˜al de comando uc para el caso de la segunda columna de la tabla, y a partir
del momento cuando aparece la perturbacio´n en Sin1 para la tercera columna. ISE denota la
integral del cuadrado del error: ISE =
∫
(y−ym)2dt. STR1 denota el sistema STR sin utilizar
accio´n integral y STR2 el caso con accio´n integral. MRAS1 denota el sistemaMRAS utilizando
la ley de adaptacio´n MIT y MRAS2 denota el caso con ley de adaptacio´n de Lyapunov.
t ∈ [200 300] dias t ∈ [300 400] dias t ∈ [300 400] dias
STR1 ts = 13 dias. ts = 3,25 dias.
ISE = 0,0147 ISE = 0,0403. ISE = 49,9.
STR2 ts = 11 dias. ts = 4,6 dias.
ISE = 0,0878 ISE = 0,0625. ISE = 63,95.
MRAS1 ts = 4,4 dias. ts = 0,33 dias.
ISE = 0,0305 ISE = 0,0309. ISE = 0,0676.
MRAS2 ts = 4,4 dias. ts = 0,328 dias.
ISE = 0,0309 ISE = 0,0314. ISE = 0,0662.
Tabla 6.1: Comparacio´n del desempen˜o de los sistemas de control.
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Sin1 = 9,5g/l t ∈ [300 322) dias
Sin1 = 15g/l t ∈ [322 325) dias
Sin1 = 10g/l t ∈ [325 332) dias
Sin1 = 5g/l t ∈ [332 339) dias
Sin1 = 15g/l t ∈ [339 348) dias
Sin1 = 11g/l t ∈ [348 368) dias
Sin1 = 9g/l t ∈ [368 400] dias
(6.1)
De acuerdo con estos te´rminos se obtienen varias conclusiones. La conveniencia de una u otra
estrategia se deja a consideracio´n del lector. En primer lugar conside´rese el caso sin perturba-
ciones, es decir, la segunda columna de la tabla. Aunque el sistema STR presenta unos valores
de ISE comparables con el MRAS, el tiempo de establecimiento es muy alto, lo cual esta´ re-
lacionado con un comportamiento levemente oscilatorio de la salida antes de converger a la
salida deseada. Ahora conside´rese el caso con una perturbacio´n, es decir la tercera columna
de la tabla. Los sistemas STR presentan mayor tiempo de establecimiento que los sistemas
MRAS, a pesar de que los valores de ISE son semejantes a los del caso MRAS.
Ahora considerese el caso con la perturbacio´n en 6.1, es decir, la cuarta columna y la figura
6.1. Esta perturbacio´n es un tren de escalones donde el tiempo de duracio´n de cada escalo´n
es muy corto. El MRAS logra que la salida converja a su valor deseado, en cada cambio de
escalo´n. Por otro lado, con el STR la salida no alcanza a converger a su valor deseado, debido al
tiempo tan corto de cada escalo´n. El STR tuvo un ISE muy alto en comparacio´n con el MRAS.
Por estas razones parece ser mejor los sistemas MRAS que los STR en cuanto el rechazo a
perturbaciones. Sin embargo, el desempen˜o del sistema STR puede ser mejorado si se utiliza
alguna de las modificaciones del me´todo de estimacio´n de para´metros RLS.
6.5. Trabajo futuro
Se pretende continuar este trabajo de ana´lisis y control de sistemas de tratamiento de aguas
residuales. Se tiene proyectado, en primer lugar, realizar un ana´lisis ma´s profundo de bifurca-
ciones, donde se analicen las condiciones de genericidad, para el sistema sin utilizacio´n de nin-
guna te´cnica de control. Las condiciones de genericidad permiten verificar al cara´cter gene´rico
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Figura 6.1: Comparacio´n del desempen˜o de los sistemas de control adaptativo, utilizando la
perturbacio´n en 6.1. Arriba: regulador autosintonizado sin y con accio´n integral; abajo: MRAS
con regla de estimacio´n de para´metros MIT y con regla de Lyapunov.
para una bifurcacio´n dada. En segundo lugar, se pretende estudiar la presencia de bifurcaciones
considerando dos para´metros: la velocidad de dilucio´n D y la concentracio´n de DQO en la
corriente de entrada Sin1 . En tercer lugar, desarrollar un estudio de la dina´mica no lineal para el
sistema bajo control, ya sea con un sistema adaptativo o linealizacio´n por realimentacio´n. En
este caso se aumenta el nu´mero de ecuaciones diferenciales.
En cuarto lugar, se quiere utilizar control adaptativo para plantas no lineales y aplicarlo al
reactor bajo estudio, donde una posibilidad es utilizar el sistema STR empleando las formas
normales de la bifurcacio´n fold como modelo para la estimacio´n de para´metros. En el trabajo
ya mencionado en la seccio´n 1.5, “Adaptive control for an anaerobic upflow fixed bed reactor”,
se presenta un primer estudio en este respecto.
Por u´ltimo, se pretende aplicar todos los sistemas de control disen˜ados a un sistema fı´sico real,
y corroborar los resultados obtenidos a nivel de simulacio´n con resultados a nivel real. Para
esto se debe hacer uso de observadores de estado, considerar retardo en el tiempo y pasar los
sistemas de control de forma continua a forma discreta.
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Otra posibilidad de trabajo futuro es la utilizacio´n de control MIMO, en el caso de reacto-
res biolo´gicos las entradas podrı´an ser la temperatura y la velocidad de dilucio´n, y las salidas
la concentracio´n de DQO y alguna otra variable como el caudal de metano producido. Una
opcio´n es utilizar un filtro Kalman como mecanismo para la estimacio´n del modelo, conside-
rando un modelo simplificado de dos ecuaciones diferenciales, una para la biomasa y otra para
el substrato, donde se consideren dos entradas y dos salidas. En este caso, se puede utilizar
linealizacio´n por realimentacio´n para el desarrollo de las entradas de control. Otra opcio´n es
utilizar un sistema MRAS en modalidad MIMO.
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