Abstract. The classical Baker-Campbell-Hausdorff formula gives a recursive way to compute the Hausdorff series H = log(e X e
1. Introduction
Elementary summary.
The Baker-Campbell-Hausdorff formula naturally arises in the context of Lie groups and Lie algebras. Originally the series H = log(e X e Y ) was used to define a multiplication law in a Lie group associated to a given Lie algebra.
A simple example of a Lie group is the group SL 2 of complex 2 × 2-matrices with unit determinant. The corresponding Lie algebra is the algebra sl 2 of traceless 2 ×2-matrices with matrix commutator [ [X, Y ]. In any finitedimensional Lie algebra the series H is also finite. In a free Lie algebra, H is a genuine infinite series containing commutators of an arbitrary degree (length) n > 1. Moreover, the number of linearly independent commutators of a fixed degree n grows exponentially in n. This fact explains why the classical BCH formula is awkward to apply for solving important exponential equations in Lie algebras.
Exponential equations and BCH formula often appear in mathematics. Author's original interest in this topic came from knot theory and number theory. The Kontsevich integral of knots is a powerful invariant, which can be computed combinatorially via a Drinfeld associator [4, 14] . A Drinfeld associator [7] is a solution of so-called pentagon and hexagon equations involving 5 and 6 exponentials, respectively.
By using a compressed version of BCH formula the author described all compressed Drinfeld associators [12, Theorem 1.5c ]. This result is of independent interest since in the context of number theory it says that the pentagon and hexagon equations do not contain polynomial relations between classical odd zeta values. It is well-known that the Hausdorff series starts as follows:
The series H can be expressed via associative words W in the letters X, Y as follows:
The generating function for the coefficients c W ∈ Q was computed by K. Goldberg [9] , see Theorem 2.8. [13] .
A presentation H(X, Y ) = SXS −1 + T Y T −1 for formally invertible series S, T in X, Y is equivalent to the fact that [17] the sum of the coefficients g W taken over all cyclic shifts of a word W of length at least 2 sum to 0. An unpublished proof by F. Rouvière for the case k = 2 in Theorem 1.7 was announced in [17, p. 21] . Theorem 1.7. Let L be the free Lie algebra generated by X 1 , . . . , X k . For the Hausdorff series H(X 1 , . . . , X k ) = log(e X 1 . . . e X k ) there are series
We deduce Theorem 1.7 in full generality in subsection 4.1. Our proof has led to the commutator equation log(e M. Kashiwara and M. Vergne proved the existence in their conjecture for a soluble Lie algebra [11, Proposition 0] . Recently A. Alekseev and E. Meinrenken showed the existence of a solution for any Lie algebra [1] . The uniqueness of a solution up to a natural symmetry was established only in partial cases [2] .
For the free Lie algebra L and its compressed quotientL, the Kashiwara-Vergne conjecture up to a natural symmetry reduces completely to the above commutator equation, which can be solved due to compressed BCH formula. 
(n) be the quotient ofL over all commutators of degree > n.
The Kashiwara-Vergne conjecture forL (n) reduces up to a symmetry to the equation
where a is a constant, f (x, y) is any power series satisfying f (x, y) = −f (−y, −x) and the operator acting on [XY ] is considered as a commutative series in x, y.
Outline. The paper is organized as follows. [3] , J. Campbell [5] and F. Hausdorff [10] .
Definition 2.1. The Bernoulli numbers B n are defined by the generating function:
One can verify that t e t − 1 + t 2 is an even function, which shows that B n = 0 for all odd n ≥ 3. Bernoulli numbers can be easily computed from the recursive relation m n=1 m+1 n
, is a derivation. 
Due to the property B n = 0 for odd n ≥ 3, the series H 1 can be rewritten as follows:
The following theorem is quoted from [16 
2.2. BCH formulae in the forms of Dynkin and Goldberg. 
Note that the above Dynkin series is not written in a linear basis of the free Lie algebra generated by X, Y , e.g.
. It means that Theorem 2.7 is awkward to use for solving exponential equations in Lie algebras.
Let us express the Hausdorff series H = log(e X e Y ) via associative monomials:
Theorem 2.8.
The generating function for the coefficients c x is We prove a couple of folklore formulae from [6] just for completness. After all the proof of Theorem 1.6 will be completed without any extra references. Proof. The calculations are straightforward : (De
The inner sum ( * ) in the above right hand side is equal to
The formula
q n−1 q for 0 ≤ q ≤ n − 1 can be easily proved by induction on q. The inductive step from q to q + 1 :
By the above formula we get
Hence the expression ( * ) is equal to
Lemma 3.4.
[6] The Hausdorff series H(tX, tY ) = log(e tX e tY ) satisfies the differ-
Proof. By setting r = s = t in Lemma 3. 
Proof. It suffices to prove that there are no relations between the commutators 
the other brackets are zero. This bracket satisfies the Jacobi identity since only the following identities (up to permutation X ↔ Y ) contain non-zero terms:
Hence the space L(a, b) becomes a Lie algebra. Now the formal symbol [XY ] is the
The following reduction is a crucial step towards compressed BCH formula.
Lemma 3.6. Let H be the Hausdorff series in the free Lie algebra generated by 
Proof. The presentationH = X + Y + h(x, y)[XY ] for a commutative series h(x, y) follows from Claim 3.5 since
Since ad 
First elementary proof of Theorem 1.6. By the classical method through integrating factor and using a change u = e tx+ty we compute straightforwardly :
Hence the general solution is h(tx, ty) = 
Then h| t=0 = 1 2 and h(x, y) = 1 y − x + y xy
x + y e x+y − 1 .
Compressed BCH formula from Goldberg's version.
Here we give the second proof of Theorem 1.6, which is even shorter than the first one, but uses sophisticated Goldberg's form of BCH formula. We need only the coefficients of monomials X r Y s in the Hausdorff series H(X, Y ), see Theorem 2.8. The only terms making contribution to the monomials c x (r, s) 
Lemma 3.8. Let L be the free Lie algebra generated by X, Y . Write the Hausdorff series H(X, Y
Second elementary proof of Theorem 1.6. Let H be the Hausdorff series in the free Lie algebra generated by
By Lemma 3.8 the generating function C(X, Y ) of Goldberg's coefficients can be expressed via h(x, y) = k,l≥0
h kl x k y l as C(x, y) = xyh(x, −y). Claim 3.7 implies
x + y e x+y − 1 as required.
In author's opinion, it would be interesting to extend compressed BCH formula to
, where either k > p ≥ 0 or k = p, l > q ≥ 0, see [16, section 4.1] . This approximation to BCH formula should be highly more complicated than the compressed one. W. Magnus proved the above theorem and gave a recursive way to compute the elements C n in [15, section IV]. We shall describe explicitly the compressed images C n of the elements C n in the quotientL. This shows how powerful compressed BCH formula is for solving exponential equations. 
whereC n ∈L are homogeneous Lie elements of degree n = 2, 3, 4, . . .
Proof.
Firstly we use Theorem 1.6 to compute in the compressed quotientL :
[XY ], where x = ad X, y = ad Y.
, hence the fraction z − y e z−y − 1 = 1 in the compressed BCH formula, where z = ad Z. We get
It remains to notice that the elementsC n consist of commutators only, i.e.
log(e −Y e −X e X+Y ) = log
n in the quotientL as required.
Example 3.12. Proposition 3.11 allows us to calculate effectively
Note that the elements computed above coincide with the original C 2 , C 3 , C 4 since the compressed quotientL contains all commutators up to degree 4.
4.
Exponential BCH formula and Kashiwara-Vergne conjecture 4.1. Multi-variable exponential BCH formula.
Here we prove a multi-variable exponential BCH formula from Theorem 1.7.
Lemma 4.1. Let L be the free Lie algebra generated by X 1 , . . . , X k . For any series 
A presention from Lemma 4.1 is not unique in general, e.g.
Proof of Theorem 1.7. By Lemma 3.1 the required formula can be rewritten as
, where H (n) is a homogeneous Lie element of degree n.
For example,
We shall find desired series F 1 , . . . , F k in the same form by induction on the degree n.
Base n = 1. The operator e ad (F j ) acts on X j as follows:
. Therefore, we may put
Our choice is not unique even for the base n = 1.
Inductive step from n − 1 to n. Suppose that we have found the series F 1 , . . . , F k up to degree n − 1, satisfying the commutator equation up to degree n. In degree n + 1 we need to define F
The second sum in the brackets contains already defined elements
since each p i < n. Now Lemma 4.1 says that we are able to find elements F
satisfying the above formula. The induction step is complete.
The non-uniqueness in Theorem 1.7 essentially follows from the non-uniqueness of G 1 , . . . , G k verifying the commutator equation
Compressed version of Kashiwara-Vergne conjecture.
Here we study the Kashiwara- 
where tr denotes the trace of an endomorphism of L and the operator ∂ x F maps 
In the quotientL both equations from Theorem 4.2 are equivalent to the commutator
Proof. In the free Lie algebra L and its quotientL, the operators from equation 4.2b have no constant terms, hence both traces vanish. Equation 4 .2a reduces to the desired one if we put F = x e −x − 1 P (X, Y ) and G = y 1 − e y Q(X, Y ). 
A solution is symmetric if it is stable under this symmetry. We restrict ourselves to in the symmetrized equation log(e
The uniqueness of a solution to the symmetrized equation was established only up to degree 1 in Y , see [2] . The explicit formula of Theorem 1. 
Proof. Lemma 3.5 implies that any series P inL can be written as P = aX + bY + p(x, y)[XY ] for some constants a, b and a commutative series x, y. By compressed BCH formula from Theorem 1.6 the symmetrized equation is equivalent to 1 .
