INTRODUCTION
Solid-state array detectors are revolutionizing the ® eld of atomic and molecular spectroscopy. 1,2 They enable the analyst to acquire vast amounts of spectrally and/or spatially resolved data in short periods of time. These detectors offer high quantum ef® ciency, low read noise, wide dynamic range, low power requirements, and rugged, but compact, packaging. In addition, as solid-state technology improves at a rapid rate, the cost of these detectors is continuously decreasing, whilē exibility in design is increasing. As a result, a wide variety of arrays are currently commercially available, with even more on the horizon. The purpose of this article is, ® rst, to provide the reader with an introduction to the variety and the nature of solidstate array detectors and, second, to show how the design of complementary detectors and dispersion optics provides increased analytical capabilities. This article is not intended to be a comprehensive survey. The instruments chosen as examples were selected to illustrate the impact of solid-state array detectors on spectrometry.
ARRAY FUNDAMENTALS
Solid-state array detectors consist of a series of radiation-sensitive semiconductor picture elements, or pixels, that convert photons to a quanti® able charge. This charge is transferred to a readout ampli® er for ampli® cation before digitization by an analog-to-digital converter (ADC). This generic description applies to a host of solid-state array detectors that can be categorized in a number of ways. Some of the more obvious categories are the type of semiconductor material, the pixel structure, the type of signal generated, the method of transferring the signal to a readout ampli® er, and the location of signal pre-ampli® cation. Each of these categories will be considered.
A semiconductor is a material whose valence and conduction energy bands are separated by a small energy difference (band gap). Photons penetrating the semiconductor can provide the energy necessary to promote electrons from the valence band to the conduction band. The promoted electrons, and the holes created in the valence band, provide a quanti® able charge proportional to the photon¯ux.
Some pure materials, such as Si and Ge, are natural (intrinsic) semiconductors. In addition, the electrical properties of semiconductor materials may be modi® ed by impregnating (doping) the materials with small amounts of impurities to produce extrinsic semiconductors. For example, p-doped Si is created by the addition of minute amounts of trivalent aluminum, boron, gallium, or indium to create electron de® ciencies or`h oles'' in the tetravalent silicon crystal lattice. These holes can accept electrons and are the majority charge carriers. Correspondingly, ndoped Si is created when small amounts of pentavalent phosphorus, arsenic, antimony, or bismuth are added to the bulk material to create an excess of electrons in the silicon lattice. In this case, the electrons are the majority charge carriers.
The spectral response of a semiconductor is fundamentally limited by the band gap, although many other structural characteristics of the pixels and the detector will have an in¯uence. The size of the semiconductor band gap is dependent on the material, the dopant(s), and the stoichiometry. As shown in Fig. 1 , different semiconductor materials can be used to cover different spectral ranges. Silicon-based semiconductors, with an energy gap of approximately 1 eV, have been shown to have a useful response from the far ultraviolet (UV) to the near-infrared (near-IR) and have also been used in the X-ray region. Semiconductors with lower band gaps are effective in the near-and mid-IR.
Semiconductors may be used as photoconductors or photodiodes, or they may be con® gured to collect photogenerated charge in metal-oxide semiconductor (MOS) capacitors. A MOS capacitor, as used in charge-coupled (CCD) and chargeinjection devices (CID), consists of a gate electrode overlying insulating, epitaxy, and substrate layers. The gate electrodes are made of semitransparent, highly doped polycrystalline silicon (polysilicon). The substrate is crystalline silicon, highly pdoped for electrical conductivity and approximately 0.5 mm thick for mechanical support. The epitaxy is a much thinner, lightly doped region, around 10 to 20 m m thick, and forms the photoactive region of the device. Insulating silicon oxide and nitride layers (typically 0.2 m m thick) separate the epitaxy from the gate electrode structures. The gate forms one plate of a capacitor and the epitaxy forms the other plate. Electrical potential applied to the gate electrodes generates the electric ® elds (potential wells) used to collect and shift the photogenerated charge.
Semiconductor diodes are produced by joining p-and n-doped materials. When these materials are placed in contact, the electrons and holes near the junction combine and are neutralized. The voltage developed across this depletion region is called the barrier potential. A suf® -ciently energetic photon incident on the depletion region liberates an electron and a hole, which are pulled apart by the electrical ® eld associated with the barrier potential and drift towards the n-and p-doped regions, respectively. In photovoltaic operation, an external circuit is used to measure the small change in potential that develops across the diode. In photoconductive operation, the current generated by the electron/hole pairs is measured. In both con® gurations, the measured signal is proportional to the instantaneous photon ux. Additional circuitry may be used to integrate the signal. Diode photocurrent is proportional to the active area of the pixel, while photovoltage is independent of the active area.
A second type of photodiode is the Schottky diode. 3, 4 Schottky diode arrays are fabricated on silicon substrates with the use of platinum or iridium deposition. These devices function similarly to phototubes, in that, instead of the conventional creation of an electron hole pair, electrons are emitted from a metal layer of low work function. Electrons may be collected in the potential wells of associated structures.
With the use of the structures listed above, three methods have been used to produce detectable electrical signals from the electron/hole pairs generated by radiation striking the semiconductor. Electrons or holes may be used to increase the conductivity, collected in a potential well, or used to generate a current or voltage. For example, in the ® rst case, semiconductor materials can be used as variable conductors; as the photon ux increases, electrons are promoted to the conduction band and conductivity changes. In the second case, charge is collected using a MOS capacitor. This approach is the basis of the commonly used chargetransfer devices, i.e. CCDs and CIDs. Finally, photon-generated electron/hole pairs can produce a current or voltage that can be read directly in photovoltaic devices. A variation of this last method is to use a reverse-biased photodiode as a charged capacitor. This capacitor can be discharged by the leakage current arising from electron/hole pairs generated by photons.
The charge from each pixel can be presented to the readout ampli® er in one of two ways. Either the pixel charges can be systematically shifted through the array and presented sequentially to the readout ampli® er or the readout ampli® er can be sequentially connected to each pixel by using a multiplex system. The ® rst approach is considered to be the CCD readout mode. Here, the MOS capacitors that collect the electrons are also used to systematically shift focal point them through the array to the readout ampli® er. The second approach is a random-access mode used with CIDs and other arrays. The random-access mode permits a pixel, anywhere in the array, to be independently addressed. The multiplexer may be a shift register, which requires a pointer to be sequentially clocked to the desired address, or a decoder, which permits direct translation of the address.
The signal may be ampli® ed at the pixel, at the end of each row or column, or at a readout ampli® er which is located on the device but which has signal charge shifted to it or is multiplexed to each pixel. Devices with a pre-ampli® er on each pixel are called active pixel arrays and are addressed in the random-access mode.
Array detectors can also be subdivided on the basis of the macrostructure of the array. Many arrays are monolithic, i.e., made of a single block of material. Hybrid arrays consist of two arrays, one array sitting on top of another connected by indium metal contacts (or bumps). 5, 6 In this approach one array is used to convert photons to a charge, while a second array, usually of a different material, is used for the transfer/ampli® cation process.
Finally, arrays may be classi® ed according to their size and to the arrangement of the pixels. Most solidstate array detectors are comprised of square or rectangular pixels organized in linear or two-dimensional arrays. In two-dimensional arrays, the square or almost-square pixels generally range from 5 to 30 m m on a side. For linear CCD arrays, the rectangular pixels may have a height-to-width aspect as large as 100 (25 m m wide and 2500 m m tall). 7 Linear arrays up to 6032 pixels are commercially available, 8 and two-dimensional arrays are available in almost every size. Advances in materials, processing, and technology have allowed CCD arrays with as many as 85 million pixels (9216 3 9216 pixels) to be fabricated, 9 with even larger designs shortly forthcoming. Unfortunately, the cost of these detectors increases dramatically with size. In theory, some existing fabrication techniques (where wafer exposures are stepped and repeated) are limited only by the size of the wafers. In many cases, though, the performance characteristics and speci® cations for allowable defects reduce yields and make these very large detectors less attractive. With the advantages of computer-assisted design and layout tools, more unconventional designs are also appearing. For example, circular formats have been developed for Fabry± Perot interferometry, 10 and foveated, retinalike, devices with radial symmetry are being used for machine vision. 11 
NOISE CONSIDERATIONS
Array detectors can improve the signal-to-noise ratio (SNR) for spectrometric measurements in two ways. First, an array detector, coupled with a polychromator, monitors multiple wavelength regions simultaneously and, therefore, enjoys a Fellgett (spectral multiplex) advantage. Compared to the scanning mode of operation, simultaneous detection provides an improvement in the SNR of N ½ , where N is the number of spectral regions viewed (with total viewing time the same). Array spectrometers also have the advantage of no moving parts, greatly improving wavelength accuracy and precision. Arrays can reduce susceptibility to background¯icker noise by making it possible to ratio intensities collected simultaneously on and off the analytical wavelength. 12 Wavelength modulation using interferometric and Hadamard encoding techniques allows chemically specific images to be constructed from spectral information, providing a wealth of information about a sample.
A second improvement in the SNR occurs because individual pixels frequently outperform photomultiplier tubes (PMTs). 13 The high quantum ef® ciency (QE) and the low read noise of solid-state detectors (SSDs), combined with the quiet ampli® cation of solid-state electronics, can provide SNRs comparable to or better than those of a PMT.
The total noise, N T , observed for a signal is the quadratic sum of all noise sources:
where N s is the signal-carried noise, N r is the read noise, and N d is the dark current noise. The signal-carried noise refers to all the noises associated with the various aspects of the measured signal, such as signal and background photon shot noise and signal and background¯icker noise. Most discussions simplify the signal-carried noise by only considering the photon shot noise. Photon shot noise (sometimes called statistical noise) arises from the random arrival of photons at the detector and is equal to the square root of the number of photogenerated charges. The SNR will increase in proportion to the square root of the total charge. Ideally, the signal-carried noise is dominant. This means that the detector noise is transparent; the detector provides the necessary analytical measurement without contributing any signi® cant uncertainty. Under speci® c circumstances, however, read and dark current noise may become the major source of measurement imprecision.
Dark current noise arises from charge that accumulates in the detector, even when it is not exposed to radiation. In general, dark current is due to the elevation of electrons from the valence band to the conduction band through thermal processes and can be reduced by cooling the detector. For near-and mid-IR detectors, dark current noise is known as detector noise. In the IR, it is possible to think of dark current noise as being dependent on the temperature of the detector and also the result of the background radiation reaching the detector. Charge arising from dark current increases linearly with integration time, reducing effective full-well capacity and decreasing contrast. Quantitatively, counts for a blank reading (made with the entrance optics of the spectrometer closed) may be subtracted to preserve the accuracy of a measurement. The noise (proportional to the square root of the counts), however, cannot be subtracted. For CCDs, cooling to 2 508 C reduces dark current to between 0.01 and 10 e 2 /pixel per second, 14 depending on the architecture of the detector (discussed later). Cooling to liquid nitrogen temperatures can reduce dark current to insigni® cant rates, but the charge-transfer ef® ciency (CTE) is also reduced, which limits the utility of this approach with CCD arrays. Because charge is measured in place in a CID, CTE is not a factor in cooling, and devices may be operated at temperatures where dark current becomes insigni® cant.
Read noise results from random movement of charge in the device and associated readout electronics. It is proportional to the square root of the temperature and the capacitance associated with the readout ampli® -er:
where k is Boltzmann's constant, T is temperature in Kelvin, and C is capacitance. The most important aspect of read noise is that it is independent of the magnitude of the signal. Consequently, the SNR improves in direct proportion to the signal level, whether the signal is increased by longer integration times or by an increase in the photon¯ux.
Most devices minimize a¯uctua-tion noise component associated with the read process by using correlated double sampling. Essentially, the readout ampli® er is read twice, with and without the analytical voltage, and the second value is subtracted from the ® rst. Correlated double sampling eliminates low-frequency signal bias in the readout ampli® er.
Two other commonly used methods for improving the SNR are multiple (nondestructive) reads and binning. With multiple reads, the signal increases linearly while the noise and the resultant SNR increase with the square root of the number of reads. Multiple reads, of course, require that the read process not destroy the charge. With binning, charges from multiple pixels are combined before reading. 15, 16 The charge read increases by the number of pixels binned while the noise for a single read remains constant. Thus, for read noise-limited detectors, the SNR increases directly with the number of pixels binned. When binning across the wavelength axis, resolution is sacri® ced. Binning perpendicular to the wavelength axis, however, preserves resolution and increases SNR. The total charge that can be accumulated is limited by the well size of the binning register.
SPECIFIC DETECTORS
Charge-Transfer Devices. CCDs and CIDs have many similar features. As described earlier, both employ MOS capacitors to collect photogenerated charges (Figs. 2 and 3) . The epitaxy is p-doped for CCDs and n-doped for CIDs. CCDs collect electrons while CIDs collect holes. By convention, charge is expressed in units of electrons for both devices.
The gates are only semitransparent, and they strongly absorb photons in the UV region, reducing the quantum ef® ciency as shown in Fig.  4 . In Fig. 5 , it can be seen that the penetration depth of UV photons is less than a few m m and the re¯ectiv-ity is very high for Si in the UV. Different strategies have been employed to increase UV response. 17 One solution is to coat the detector with a phosphor that absorbs in the UV and emits at longer wavelengths that penetrate the polysilicon. Due to isotropic emission of the phosphor, quantum ef® ciencies of coated devices in the far and vacuum UV will be no greater than half the QE of the device at the emission wavelength of the phosphor. A second solution is to leave open as much of the chip area as possible to expose bare silicon to the photons. In addition, anti-re¯ec-tive coatings are used to reduce the number of re¯ected photons (Fig. 4) and enhance the effective QE. The most elegant means of enhancing the QE is to chemically remove the substrate layer, mount the device upside down, and illuminate the detector from the back. Thinned, back-illuminated detector arrays can provide large increases in QE over front-illumination. While a typical front-illuminated CCD may be nearly blind at 400 nm, a thinned, back-illuminated device may still have a QE over 10%.
At longer wavelengths, the penetration depth increases dramatically as silicon becomes more transparent. As shown in Fig. 5 , a depth of over 25 m m is necessary to absorb 90% of all photons at 800 nm. Consequently, a greater depth of epitaxy is advantageous at longer wavelengths, and this approach is used with redenhanced CCDs.
Both CCDs and CIDs, with proper temperature regulation, allow charge integration in the pixel for extended periods of time. As the number of charges increases, however, the effective strength of the applied ® eld and its ability to hold or transfer charges decrease. Eventually a point is reached where excess charge is lost to neighboring pixels (blooming), to built-in excess current (antiblooming) drains, or into the substrate. Larger pixels and higher gate potentials can increase the full-well capacity but can have limitations. For CIDs, larger gates have increased capacitance that leads to increased read noise. For CCDs, larger pixels can reduce the CTE. This effect will be most noticeable at high shift speeds and as the well nears full capacity.
Schematic views of the operation of the CCD and CID are shown in Figs. 2 and 3. Although the CCD and CID have many common features, they differ fundamentally in the method by which they present the charge accumulated by each pixel to the readout ampli® er.
Charge-Coupled Devices. A CCD pixel may be composed of one to four gate electrodes. During the charge collection, or integration, period, electrons generated by photons are collected under selected gate electrodes. After collection, the electrons are sequentially shifted between pixels to the readout electronics by cycling the bias on the gates. gate, three-phase architecture and illustrates how the bias is varied to achieve transfer of the electrons. A number of factors, such as CTE, speed, well depth, and ease of manufacturing, determine the number of phases used in the architecture.
Four-phase devices require more complex clocking at higher speeds to move the charge across the device at the same rate as that for devices with fewer phases. The rate of transfer is limited by the response time of the gates (time required to develop full potential over the length of the gate). Polysilicon has a relatively high resistance and capacitance. Use of three-and four-phase architecture decreases the cross section of the polysilicon gate (as compared to oneand two-phase architecture), which increases the resistance and lengthens the response time of the gate. If these devices are clocked too rapidly, reduced gate potential at the center of the device will compromise the CTE, and image smearing and charge loss may occur. This effect is particularly troublesome if the pixels are near full-well capacity.
Devices with two phases provide for high speed but require ion implantation during manufacturing to deposit charged regions just below the insulator. These implants create virtual phases by raising the well potential under a portion of each gate to ensure that photogenerated charge moves in only one direction. Single, or uniphase, architectures use multiple implants to allow operation with a single set of gates. With only a single gate, a signi® cant portion of each pixel remains uncovered, enhancing the quantum ef® ciency in the UV and visible regions. The drawbacks to the uniphase architecture are that well capacities and charge-transfer ef® ciencies are reduced. Uniphase devices also tend to be noisier than multiphase devices.
In some devices, implants are used with three-and four-phase architecture to reduce the dark current and the dark current noise. 18, 19 Detectors with these implants are multipinned phase (MPP) devices. Implants and
FIG. 3. Pictorial diagram of a CID. Top frames (A-C) illustrate how the row and column (sense and collection) gates collect and transfer charge for destructive and nondestructive reads and bottom frame shows how a speci c pixel (in red) is selected. The photogenerated charge is (A) collected, (B) read with a negative bias on the collection gate with (no charge present), and (C) read with a positive bias on the collection gate. At this point, either the potential wells may be collapsed and the charge injected into the substrate to reset the pixel (D), a destructive readout (DRO), or the sense and collection gates may be again given a negative bias to continue the integration of charge (A), a nondestructive readout (NDRO).
The bottom frame illustrates random access of pixels with column and row gates. modi® ed gate voltages during charge integration prevent surface-generated dark current from being integrated with photogenerated charge. MPP devices have dark currents that can be up to 200 times less than those of conventional CCDs. 20 This capability allows larger devices to be operated at higher temperatures for increased CTE with minimal loss of dynamic range or increases in noise through dark current integration. Unfortunately, MPP architectures lead to lower resistance to blooming and have reduced full-well capacity.
CCDs sequentially transfer charge from each pixel to the readout ampli® er through a series of vertical and horizontal shifts (Fig. 2) . First, the charges in the vertical registers (known collectively as the parallel register) are shifted downwards one pixel. The charges just shifted into the horizontal, or serial shift, register are then shifted sequentially into a summing well and then to the readout ampli® er. When the serial register has been emptied, the process is started anew with another parallel shift. The orientation of the parallel registers (vertical or horizontal) is arbitrary, although, for spectroscopic applications, the parallel register is usually vertical, perpendicular to the wavelength axis of the spectrometer. Multiple parallel shifts into the serial register before a serial shift provide binning on the parallel axis. Multiple shifts of the serial register into the summing well before shifting to the readout ampli® er allow binning on the serial axis. With no binning, the number of parallel and serial shifts necessary to clear an array is equal to the product of the number of columns and rows and the number of gates per pixel; i.e., a 1000 3 1000 pixel array with three-phase architecture will require 3 million shifts.
As the number of shifts to read an array becomes large, CTE and readout time can become problematic. CTEs close to 100% are necessary to preserve photometric accuracy and prevent image smearing. CTE can be improved at the expense of operating temperature and readout time. As a rule, higher CTEs are ob- tained with slower clocking frequencies. Operating temperatures as low as 2 150 8 C have been used to reduce dark current for CCDs, but these low temperatures also reduce CTE. Higher operating temperatures with improved CTE are necessary for large arrays. The demand for high CTEs has led to the development of highly specialized production processes for commercial CCDs.
With large arrays, the time to read an entire image through a single readout ampli® er can become prohibitive. In efforts to increase readout speeds for CCDs, a number of approaches have been used: one-and two-phase architecture, pixel binning, multiple ampli® ers along the serial register, and frame transfer devices. Pixel binning (i.e., multiple vertical shifts into the serial register and multiple horizontal shifts into a summing well) is effective if the ADC frequency is limiting. 16 Detectors have been fabricated with up to 32 serial register segments and ampli® ers. Finally, frame transfer devices make data acquisition more ef-® cient by allowing the integration and read processes to take place simultaneously on separate arrays.
CCDs can be classi® ed as conventional, frame transfer, split-frame transfer, and interline transfer (Fig.  6 ). The latter three devices allow the image data to be collected on one array, and, after a rapid transfer, digitized from a second array. Full-frame transfer devices transfer the charge accumulated in an``imaging array'' to a second, optically masked``storage array'' through a series of shifts of the parallel register. Because separate clocking circuits control the two arrays, data can be read from the storage array while the imaging array acquires new data. If the readout time is slow compared with integration time, conventional arrays must be shuttered to prevent image smearing.
Split-frame transfer devices are similar to full-frame transfer devices, except that the imaging array is divided into two halves to add an additional serial register and one or more output ampli® ers to decrease image read time. Parallel transfer of the data occurs in two directions to storage arrays above and below the imaging array, which reduces the transfer time by half. Four-quadrant readout is a popular variant that provides separate timing and readout for each half of the split frames, providing another factor-of-2 increase in the effective read rate. Interline transfer devices have shielded rows of pixels interdigitated with the imaging rows and accomplish the transfer of the image array to the storage
FIG. 5. Penetration depth (necessary to absorb 90% of the photons) and re ectivity of Si as a function of wavelength. Adapted from Ref. 68.
array with a single shift. The shielded array, however, takes area away from the imaging array and degrades the effective QE and resolution of the device. Interline transfer devices are generally not used in scienti® c applications but have been used as the readout mechanism in some hybrid array structures. 21, 22 The read noise of a CCD is typically 10 e 2 or less at 500-kHz read rates. This low noise level comes from the low capacitance associated with the readout ampli® er (Eq. 2). In conventional CCDs, the pixel charge is read only once with the use of correlated double sampling. This is suf-® cient to provide signal noise-limited conditions in the majority of applications. As read rate increases above 1 MHz, read noise can increase to between 10 and 20 electrons. This is equivalent to the shot noise for a 100± 400 electron signal, and while still low, can dominate the noise spectrum at extremely low light levels.
Charge-Injection Devices. Each pixel of a CID is de® ned by the intersection of a row and column gate electrode (Fig. 3) . These electrodes are also known as the sense and collection gates, respectivelyÐ terms that better describe their function. The sense and collection gates are both negatively biased during integration to collect photogenerated charge (Fig. 3, insert A) ; the sense gate bias potential is approximately half that of the collection gate. After integration, the pixels are read by using correlated double sampling. First, the potential for the sense gate is disconnected and the¯oating potential is read (Fig. 3, insert B) . Next, the collection gate is given a more positive bias, forcing the charge to move under the sense gate (Fig. 3, insert C) , and the sense gate potential is read again. The difference between the two readings of the sense gate is proportional to the charge collected in the well.
After the pixel is read, the charge may either be injected into the substrate by raising the gate potential and collapsing the well (Fig. 3, insert  D) , a destructive readout (DRO), or be passed back to the collection gate by restoring its negative potential (Fig. 3, insert A) , a nondestructive readout (NDRO). 23, 24 At this point either further integration may take place or the readout process may be repeated to improve SNR.
The noise in a single read of a CID pixel is approximately 180 electrons, 25 10± 100 times greater than that for a CCD. This relatively large read noise arises primarily from the added capacitance the sense gates add to that associated with the readout ampli® er. When a sense (row) gate is interrogated, as shown in Fig.  3 , every sense gate in the row contributes to the capacitance. Multiple NDROs improve the SNR in proportion to the square root of the number of reads. 26 Thus, one hundred NDROs provide the CID with approximately the same read noise as a CCD. The ability to reset pixels individually allows monitoring both high-and low-intensity regions simultaneously for the full duration of an experiment.
The architecture of the CID results in higher QE in the ultraviolet compared with that of most front-illuminated CCDs. CIDs have QEs comparable to those of uniphase CCDs with virtual gates because, in both, a signi® cant portion of each pixel is left uncovered by polysilicon electrodes, permitting greater penetration of photons to the active layer. 27 Photodiode Arrays. A photodiode is a semiconductor diode designed so that the diode junction can be exposed to light. When reverse biased, a negative potential applied to the p-doped material attracts holes away from the interface, while a positive potential applied to the n-doped material attracts electrons. The movement of charge carriers in this case serves to increase the size of the depletion region and is similar to the charging of a capacitor. When the photodiode is completely charged, the barrier potential between the two regions equals the applied voltage.
Photogenerated electron/hole pairs separate in the electric ® eld with electrons drifting to the positively focal point charged cathode and holes drifting to the anode. If the diode remains connected to the potential source, a leakage current will¯ow that is proportional to the photon¯ux incident on the diode. If the diode is disconnected from the voltage source, the electron/hole pairs will discharge the potential previously stored. In this case, the change in potential measured across the diode, or the amount of current required to recharge the diode to its previous potential, will be proportional to the integrated photon ux incident on the diode. Photodiode arrays are available in both linear and area formats. Historically, linear photodiode arrays with large aspect ratios were among the ® rst solid-state detectors adapted to scienti® c applications. These arrays are useful for the spectral region from 200 to 1000 nm. The large capacitance associated with the large surface area of the pixels of these ar
Recently, two-dimensional diode arrays have found scienti® c application in the near-and mid-IR regions with diodes made from long wavelength-response materials such as HgCdTe, InSb, and InGaAs. These arrays can either be used for direct wavelength detection on the focal plane of a spectrograph or be used with a modulated source to generate chemical-speci® c maps of a sample. A vary large HgCdTe hybrid array (1024 3 1024 pixels) is available with sensitivity between 1 and 2.5 m m. 28 This is an indium-bonded hybrid array with read noise , 10 e 2 and a cutoff wavelength of 2.5 m m.
Although monolithic arrays have been used in the IR, hybrid longwavelength response arrays are now being used with increased frequency. Usually a diode array made of the desired material is bump-bonded to a silicon multiplexer array. This construction technique is necessitated by the generally poor performance of circuitry constructed directly on the long-wavelength response material. The initial use of bump-bonded CCD multiplex technology with the longwavelength response arrays has led to the common description of IR photodiode area arrays as CCDs. 29 In reality, either CCD or multiplexed readout technology may be used. With the hybrid format, the detector array is back-illuminated.
Schottky diode arrays are also being used to provide enhanced longwavelength response or specialized characteristics. These arrays are fabricated on silicon substrates but are sensitive to both visible and IR radiation. PtSi 30 Schottky arrays, unlike other photodiode arrays, exhibit virtually no electrical crosstalk between pixels, because the photoemissive metal islands are physically separated from each other. As with the other IR diode detectors, well capacity is quickly ® lled by background events, making proper cold ® ltering and shielding necessary to the performance of the detector system.
Photoconductor Arrays. Photoconductor arrays consist of pixels composed of only a single type of semiconductor material. 31, 32 Since there is no diode junction, a bias voltage is required to produce a current from conduction band charge carriers. These arrays are being used extensively for detection in the nearand mid-IR regions. Intrinsic semiconductors generally respond to shorter wavelengths (l max 5 2± 4 m m) and may be operated at higher temperatures (up to 300 K), but the SNR improves as the devices are cooled. Some materials, such as HgCdTe, are operated at liquid nitrogen (77 K) temperature with l max in the 5± 14 m m range. Extrinsic detectors must generally be operated between liquid nitrogen (77 K) and liquid helium (4 K) temperatures but have l max values out to 28 m m for arsenic-doped silicon (Si:As).
Photoconductors are similar to photodiodes, as they can be produced in arrays and indium bumpbonded to integrating multiplexer arrays or discretely wired to readout circuitry. A number of ampli® er and readout schemes have been used with these detectors. 29 These arrays are generally available only in lower pixel count packages, some with as few as ® ve elements. The state of the art in Si:As currently is a 240 3 360 array. 33 Active Pixel Arrays. An active pixel array is a device that incorporates a readout ampli® er at every pixel (Fig. 7) . Pixels may collect charge in a MOS capacitor depletion region (similar to CCD and CID designs) or in a reverse-biased diode junction (similar to a photodiode). Readout may also be accomplished by using capacitive coupling, placing the charge directly on an ampli® er gate, or measuring the voltage on a photodiode junction.
By locating an ampli® er at each pixel, one can reduce or eliminate a number of limitations associated with current CCD, CID, and photodiode designs. 34 Attaching an ampli-® er to each pixel in a CCD array (Fig. 7 , lower frame) permits random access of the pixels with multiplexed array designs. Because there is no charge transfer across these devices, there are no CTE considerations, and image smearing is eliminated. With an ampli® er for each CID pixel (Fig.  7, upper frame) , the reduced electrode capacitance lowers the single read noise to levels only slightly higher than those of CCD devices. Pixel size may therefore be increased to raise full-well capacity without the penalty of signi® cantly increased capacitance and noise on readout. In comparison to conventional photodiode arrays, a dedicated ampli® er with each photodiode (Fig. 7 , lower frame) permits nondestructive reads.
Made of silicon, active pixel arrays have spectral ranges similar to those of other silicon detectors. Some designs retain the large open pixel area that enhances UV response and feature the ability to reread the same pixel nondestructively to reduce read noise levels even further. 35 One manufacturer 36 offers two different active pixel designs; the ® rst, based on photodiode operation, has enhanced UV response and supports nondestructive readout, while focal point
FIG. 7. Pictorial diagrams of active pixel arrays. Each pixel has its own ampli er. The top frame shows an array composed of MOS capacitors that can be read nondestructively like a CID. The lower frame depicts an array that can be composed of either photodiodes, and read nondestructively, or MOS capacitors, and read destructively.
the second, based on CCD operation, retains the low noise characteristics of CCDs but allows random access (Fig. 7, lower frame) . InGaAs active pixel sensors are also being developed and promise to extend wavelength ranges for these devices into the infrared. 37 Another advantage of active pixel designs is that the devices use industry-standard complementary metal oxide semiconductor (CMOS) fabrication techniques. Use of this process dramatically lowers cost, allows the addition of on-chip circuitry not available with proprietary CID and CCD fabrication techniques, and directly bene® ts from advances in conventional semiconductor manufacture. Multiplexers, signal processing, memory, and logic circuitry may all ultimately be included on a single device. Power requirements are up to 100 times lower than those of CCD designs and undoubtedly will lead to development of portable and handheld instruments.
Active pixel designs, however, have some disadvantages, most notably loss of 20± 80% of the pixel area to the ampli® er and associated structures. This loss reduces the effective QE values to around 20± 40%. With ampli® er size approximately constant, pixel dimensions will determine the actual percentage lost. This loss of active area also lowers the contrast transfer function. Active pixel designs will be susceptible to increased ® xed-pattern noise because the response of each ampli-® er will vary slightly though offset, and linearization algorithms may be applied to the image data. In addition, binning of pixels to reduce image resolution or increase dynamic range is not very practical and is generally restricted to one dimension. At the time of this writing, no active pixel array devices were available in a commercial, scienti® c camera, but two manufacturers predicted that spectroscopic instruments using active pixel devices would soon be announced.
APPLICATIONS
The preceding section provided information on the operation of a va-riety of solid-state array detectors. The next logical question is, How will these detectors in¯uence a spectrometer's operational characteristics, such as wavelength coverage, spectral response, resolution, read time, and detection limit? These characteristics will depend not only on the design of the detector but also on the design of the dispersion optics. In some cases, new instrument designs are necessary to realize the full potential of the solid-state detectors. This section will consider how detectors from the preceding section have been incorporated into spectrometers to meet analytical needs and expand analytical capabilities in several ® elds.
The semiconductor materials shown in Fig. 1 can be used to construct solid-state detectors that, collectively, can cover the spectrum from X-rays to the IR. Silicon-based detectors (CCDs, CIDs, and photodiodes) are currently the detectors of choice for the ultraviolet and visible regions of the spectrum. These detectors can be found in commercially available molecular absorption, atomic absorption, atomic emission, uorescence, and Raman spectrometers. In the near future, low-power active pixel devices may seriously challenge the other three devices for a share of the market.
Linear photodiode arrays have been used for molecular absorption spectrometry for quite a few years. In atomic spectrometry, the two-dimensional CCD and CID arrays are particularly well suited to the compact, two-dimensional spectra of the echelle spectrometer. 38 Two inductively coupled plasma atomic emission spectrometers equipped with a CID 39 and a segmented array CCD 40, 41 detector (SCD) have become commercially available within the last ® ve years. CCDs are now being used with several commercially available Raman spectrometers (e.g., Chromex, Inc., Albuquerque, NM; EIC Laboratories, Norwood, MA; Instruments SA, Edison, NJ). An atomic absorption spectrometer, using an echelle spectrometer and a segmented array diode detector, became commercially available three years ago. 42, 43 Research is currently underway to couple CCD and CID arrays to continuum source atomic absorption with graphite furnace atomization.
In the X-ray region, Si-based detectors have again proven useful. Radiation-hardened CIDs 44, 45 and CCDs 46, 47, 48 are becoming commercially available. Advanced processing of virtual gate CCDs can extend direct short wavelength response to 0.1 nm (soft X-ray). Bare, phosphor-coated, and ® ber-optic coupled CCDs and CIDs are being used for Cu K a and MoK a X-ray detection and are capable of determining the energy of incident photons in continuum or multiwavelength sources.
Ge, InSb, InGaAs, GaAs, PtSi, PbS, PbSe, and HgCdTe arrays are coming of age for near-and mid-IR analyses as the pixel count of experimental and commercially available detectors grows. Microbolometer video imaging arrays are available with sensitivity in the 8± 14-m m region. 49 Various other materials are also being used for enhanced longwave response or specialized operational characteristics. In the nearand mid-IR, a new commercial stepscan Fourier transform spectrometer with an imaging microscope has been introduced that can generate images of a sample derived from chemical information. 50 The instrumentation in all these areas will not be reviewed here. Instead, a few examples will be considered. Emphasis will be placed on how the solid-state array detectors have not only helped to solve existing problems but have also increased the analytical capabilities. It will also be pointed out how the use of array detectors places new, and more strenuous, demands on other aspects of the instrument.
Optical Emission Spectrometry. In general, use of arrays in the ® eld of optical emission spectrometry, speci® cally with an inductively coupled plasma source (ICP-OES), requires a compromise between wavelength coverage, spectral resolution, read time, dynamic range, and detection limits. Consider ® rst the nature of the emitted spectrum of the ICP. The wavelength region of interest runs from approximately 165 to 800 nm. Over this region there are tens of thousands of emission lines with widths ranging from approximately 0.002 to 0.008 nm with intensities ranging over many orders of magnitude. Not all these lines are of equal analytical interest, and there are large regions between the lines for which there is no analytical interest. As commonly used, the analytical signals from the ICP can be considered to be continuous (static) and can be monitored for an extended period of time. Transient signals are produced, however, with the use of electrothermal vaporization, laser ablation, and¯ow-injection for sample introduction. These introduction techniques place time constraints on the data acquisition scheme. Now consider the requirements for the ideal spectrometer and detector to provide simultaneous determination of any combination of elements in the spectrum just described. First, a high-resolution spectrometer is needed that will provide simultaneous focusing of the entire wavelength region from 165 to 800 nm. High resolution is necessary to resolve the lines of interest and avoid interferences. Simultaneous focusing is problematic since most polychromators have curved focal planes and solid-state array detectors are¯at. Second, assuming a resolution of 0.005 nm/pixel and a pixel width of 0.015 mm, the detector must have 127,000 detector elements. This number of pixels is marginally low, since the resolution in the UV, where the linewidths are closer to 0.002 nm, would be problematic. If a linear disperser were used (assuming a curved detector were available), then the detector would have to be 1.9 m long. Third, a high-speed ADC is necessary to provide a reasonably short time for data acquisition. An ADC operating at 1 MHz would take 127 ms to read 127,000 pixels. Finally, a large dynamic range is necessary to provide the optimum SNR for the large range of elemental in- tensities. If the range of signal intensities exceeds the dynamic range of the detector, then one exposure time would not be optimal for all elements. A series of exposures will be necessary to provide the best SNR for all elements.
Other aspects of the problem that must also be considered are the height of the image and the mechanics of the read process. If a linear array is used, the pixels would have to have an aspect ratio of 100:1 to accommodate a slit height of 1.5 mm. If the array is read sequentially, then the exposure must be gated to avoid blurring of the image during the read process. Rapid shifting of the data to a parallel storage register would negate the need of mechanically gating the spectrometer.
Commercially, two different spectrometer/detector designs have been developed for ICP-OES. In both cases, echelle spectrometers have been employed to provide high resolution, high-radiation throughput, and, above all, a compact two-dimensional spectrum that is compatible with two-dimensional array detectors. In addition, each approach has found a way to enhance the natural dynamic range of the detector through random accessing of different wavelengths.
The CID Approach. The``Iris'' spectrometer (Thermo Jarrell Ash Corporation, Franklin, MA) 39 uses an echelle spectrometer to format the spectrum for a two-dimensional CID array detector which has 262,144 pixels (512 wide 3 512 high). Each pixel is 28 m m square. The echelle uses slit apertures either 25 m m in diameter, for the visible region, or 45 m m wide 3 100 m m high, for the UV region. Both apertures provide an image at the focal plane that falls within a 3-pixel-high 3 3-pixel-wide area. Physically, the array is 14.3 mm square and covers approximately 130 orders of spectral dispersion in the focal plane, from order 30 (766 nm) to order 156 (167 nm). The resolution at 200 nm is less than 0.01 nm for the normal echelle con® guration and less than 0.006 nm for the high-resolution con® guration with a different grating and prism. The wavelength coverage in the high-resolution con® guration is not as large.
The random-access ability of the CID provides an elegant solution to two of the problematic areas discussed in the preceding sectionÐ readout time and dynamic range. If the entire CID array was to be read, and if each pixel was to be read 100 times nondestructively to reduce the read noise to approximately 20 e 2 , then more than 9 million ADC conversions would be required. If, however, data are acquired only for the speci® c wavelengths of interest, then far fewer reads will be needed. With random access, data acquisition can be restricted to the wavelengths of interest, but this approach requires an a priori decision as to which wavelengths are of interest. Data for wavelengths of interest are usually acquired by measuring the intensities for a block, or subarray, of pixels, as shown in Fig. 8 . In practice, a block is usually 13 pixels wide and 3 pixels high. The extra pixels to the sides of the wavelength of interest permit measurement of off-line intensities for background correction. Full image frame survey spectra may also be acquired.
The random-access approach also allows extension of the dynamic range by reading the more intense lines at a higher frequency. 24, 26 Thus, a typical read sequence would involve opening the shutter and exposing the entire array for a predetermined interval. At frequent intervals, the blocks of pixels for the more intense wavelengths are read. If the charge at these pixels reaches a threshold, the subarray is read destructively so that the charge does not reach saturation. At the end of the predetermined interval, the shutter is closed and all the subarrays are read.
Shift registers are used for the X and Y axis addressing of the pixels. This means that, although the pixels can be addressed in a random-access manner, the addresses themselves are set in a rapid, sequential manner. In addition, the shift registers are unidirectional. Even with shift rates around 1 MHz, a sizable fraction of the read time for the array is spent waiting for the addresses to be loaded. An optimal design will use address decoders. The QE of the CID falls off rapidly at 400 nm. It is necessary to coat the CID with a Lumogen coating to enhance optical response in the UV. With such a coating, the QE at 200 nm is around 20%.
Overall, the use of the CID array offers unparalleled¯exibility in monitoring any wavelength interval between roughly 165 and 800 nm and state-of-the-art detection limits (DLs) when the pixels are read 100 times. The random-access capability of the array permits the solid-state detector to provide dynamic ranges that far exceed that of PMTs.
The CCD Approach. The``Optima'' spectrometer (Perkin-Elmer Corporation, Norwalk, CT) 40, 41 uses an echelle spectrometer but with a segmented array CCD detector. The SCD is a monolithic silicon block (13 3 19 mm) in which 224 linear CCDs are imbedded. The light beam is split at the cross-disperser. Crossdispersed radiation is focused onto an SCD for measurement of intensities in the UV, while the undispersed radiation is passed through a prism for cross-dispersion and focused onto an identical SCD for measurement of intensities in the visible region. The design philosophy behind the SCD is to use a separate, linear CCD array for each wavelength (or two or three wavelengths if they are close together) and to address each of the linear arrays randomly (Fig. 8) . The positions of the 224 arrays were selected to cover three or four primary lines for 72 elements between 167.0 nm (order 132) to 780.0 nm (order 28).
The SCD, like the CID, requires an a priori decision as to which wavelengths are of most importance. Unlike the CID, however, the decision for the SCD was made by the manufacturer and permanently incorporated into the instrument design. The SCD also requires that the optics of the Optima be reproducibly aligned; i.e., with the arrays in ® xed positions in the focal plane, the optics must provide exact alignment of the image. If stability is to be ensured, the temperature of the instrument must be carefully controlled and alignment adjustments must be made to account for changes in the refractive index with atmospheric pressure.
The use of a series of linear CCD arrays, besides allowing random access of different elements, provides two other advantages. First, the charge in all the pixels is shifted simultaneously to the masked serial register. This shift is rapid and negates the need to block the optics during the read process. Second, the linear arrays have been constructed without the use of overlapping electrode gates. Consequently, the quantum ef® ciencies for the SCD (60% at 200 nm 40 ) are much higher than usually found for CCDs. While antiblooming barriers isolate each array, there is no protection between individual pixels within the array.
Each The SCD provides state-of-the-art SNRs with a single read for selected wavelengths between 170 and 780 nm. Consequently, the noise characteristics of the ICP will almost always be limiting. The random-access integration capability of the SCD also allows dynamic ranges that far exceed those of PMTs, although lines in the same segment will be limited to the dynamic range of the CCD for a single exposure.
Multielement Atom ic Absorption Spectr om etry. Line Source. The demands on a solid-state array detector for simultaneous multielement atomic absorption spectrometry (AAS) are considerably different from those for ICP-OES. With atomic absorption, an intense light source is passed through the atomizer and the absorbance is calculated. The wavelength region of interest ranges from 193.7 nm (As) to 780 nm (Rb). The low-temperature (, 2700 8 C) absorption spectra are extremely simple compared with emission spectra of the ICP, and there are large wavelength regions of no analytical interest. The majority of the analytical wavelengths of interest fall between 200 and 400 nm. Thus, high QE in the UV is important. Unlike the case for ICP-OES, a very pressing time demand is exerted by the analytical signal. A graphite furnace atomizer provides a transient analytical signal that requires data acquisition at a minimum of 50 Hz. 51 In addition, use of any type of background correction doubles this frequency.
The radiation sources for conventional AAS are hollow cathode and electrodeless discharge lamps (operated at 5± 15 Torr) that provide intense, but narrow (0.0005 to 0.002 nm wide), emission lines. These emission lines are three to ® ve times narrower than the absorption pro® les at atmospheric pressure. Consequently, there is no demand for high resolution on the part of the spectrometer or the detector. Combining lamps for multielement AAS, however, reduces the source intensity in direct proportion with the number of lamps. As a result, the largest possible transmission is required of the spectrometer to offset this loss. The range in intensities of the lamps is considerably less than that of the sample concentrations. In addition, the minimum detectable transmitted intensity is usually determined by the stray radiation or furnace blackbody emission. Therefore, a single integration interval is suf® cient for all elements, and the necessary dynamic range is determined by sample absorption of the source radiation.
Finally, the detection limit is determined as the concentration that provides a signal greater than 33 the standard deviation of the absorbance noise. The lowest absorbance noise, however, is obtained with the highest source intensity hitting the detector. Consequently, for AAS the noise requirements for the detector are not nearly as severe as those for ICP-OES.
The SIMAA 6000 (Perkin-Elmer Corporation), 42, 43 uses a bank of four lamps, a graphite furnace atomizer, and, like the ICP-OES instruments, an echelle spectrometer. The solidstate detector is a monolithic block, 6 cm 3 3 cm, impregnated with 63 photodiodes at speci® c positions corresponding to desired wavelengths in focal point the two-dimensional echelle spectrum (Fig. 8) . The SSD is analogous to the SCD, except that discrete photodiodes are used instead of linear CCDs. Similarly, the SSD requires exact alignment of the spectrometer because of the ® xed position of the photodiodes. When used with a 2-mm entrance slit width, the echelle provides resolution superior to that of a conventional monochromator with 43 the throughput. This offsets the factor-of-4 loss in lamp intensity through the beam combining process.
Each of the 61 photodiodes is 1 mm by 2 mm and has a UV-optimized, anti-re¯ection coating that yields a QE of 70% at 200 nm. 43 The wavelength positions correspond to primary resonance lines for 39 elements and secondary lines for 16 elements. The rest of the photodiodes are used for alignment purposes. In normal operation, any six of the photodiodes are read at once. Since only four lamps can be mounted in the turret, determination of six elements requires that one or more of the lamps be a multielement lamp. For each of the six elements, data are acquired 6 times in 18 ms as dictated by the 54-Hz frequency of the magnetic ® eld for the Zeeman magnet used for background correction. The overall data acquisition frequency is 2.6 kHz, a very slow rate in comparison to the capability of modern ADCs.
The detector read noise was measured at 1000 e 2 . With a photon¯ux around 3 3 10 10 s 2 1 , photon shot noise was dominant until the source had been attenuated by a factor of 100. At this¯ux level, the read and photon shot noise were comparable. For weaker lamps, the photon¯ux was around 4 3 10 8 s 2 1 , and read noise was comparable to the photon shot noise. When the source was attenuated by a factor of 100, read noise was dominant.
In terms of performance, the SSD provided analytical ® gures of merit that were indistinguishable from those of a PMT. Although permitting the determination of six elements at one time, detection limits were comparable to the state-of-the-art DLs, and there was no difference in the useful dynamic range of the calibration curves. The only detectable difference in performance was the increase in the noise level for the weaker lamps as the source was attenuated; the SSD noise levels increased a factor-of-1.4 times faster. When operated in the single-element mode, detection limits were a factorof-2 better than the previous state-ofthe-art DLs.
Continuum Source. If a continuum source is used instead of a line source, the requirements of the spectrometer and the detector again change. Use of a single continuum source negates the need for a bank of line sources but requires high resolution of the spectrometer and the ability to measure intensities around the wavelength of interest. It must also be kept in mind that the transient signal from the graphite furnace atomizer requires data acquisition of the spectrum around the wavelength of interest at a minimum of 50 Hz. 51 As temperature ramping rates are increased, this minimum may increase.
For multielement determinations, a continuum-source AAS instrument requires a solid-state detector identical to the SCD but set up for different wavelengths. A prototype instrument has been tested using the SCD detector. 52 This prototype provided state-of-the-art detection limits with high resolution for eight elements determined simultaneously at a 50-Hz sampling frequency for each element. With optimization of the electronics, many more elements could be determined. While the SCD represents a very expensive detector for AAS, active pixel arrays would appear to be excellent candidates for a low-cost substitute.
Infrared Spectrometry. IR spectroscopy provides detailed information about the chemical makeup of a sample. Historically, most spectral information in the IR has been acquired as simple spectra of a homogeneous sample, neglecting or destroying any spatial chemical distributions during sample preparation.
IR detector arrays placed on the focal plane of a spectrograph could produce an instrument with no moving parts just as CCDs and CIDs are used in UV and visible applications. Currently, low pixel counts for affordable devices restrict these uses to narrow-spectral-bandwidth or medium-resolution applications.
In many instances, distribution is as important as the detection of the chemical component. IR detector arrays are now showing tremendous potential in spectral imaging of a sample. Raster scanning of translation stages has been used to acquire spectra that are then used to generate chemically speci® c maps of a sample. 53 This technique is powerful but requires considerable time to average the signal at each location to generate an image with adequate SNR. In addition, considerable time may pass between interrogation of the ® rst and last position. An IR imaging technique that does not require an array detector is Hadamard transform FT-IR spectrometry. 54 This technique uses a series of masks to spatially encode the image onto a single detector but requires as many mask exposures as image resolution elements to deconvolute the image data. Hadamard encoding allows the use of single-channel detectors, such as those employed for photoacoustic spectroscopy, and avoids the expense currently associated with IR arrays. Imaging the sample on an IRsensitive array, however, decreases the time for data acquisition in highspatial-resolution experiments, as the spectra for all pixels are acquired simultaneously and no additional deconvolution is required.
Previous work in the 1± 2.5-m m near-IR region made use of an acousto-optic tunable ® lter (AOTF) and a 128 3 128 pixel InSb array. 55 The sample was illuminated with AOTF-selected IR wavelengths and the sample image was focused on the InSb array. Another method makes use of a rotating ® lter wheel to select wavelengths that illuminate the sample. 56 With the collection of images at selected wavelengths, chemical maps of samples were produced.
FIG. 9. Pictorial diagram of ''Stingray 6000'' (Bio-Rad Laboratories, Inc.). IR radiation modulated by a step-scan interferometer is passed through a microscopic sample using Cassegrainian optics and focused onto an IR detector array. At each step in the scan of the interferometer, a complete image is acquired from the array. Interferograms are obtained and the wavelength spectra constructed for each pixel.
With these methods, an image must be collected at every wavelength of interest. Although it has the multiplex advantage of simultaneous spatial data collection for each image, it lacks the same advantage with respect to wavelength. On the other hand, since the AOTF-or ® lter wheel-selected wavelengths could be pseudo-randomly selected, only spectral regions of true interest need be scanned. The AOTF system was also fairly fast; 141 image frames covering the wavelength range of 1.0± 2.4 m m at 0.01-m m increments could be collected in 45 s with 10 images signal averaged for each frame. The ® lter wheel system provided images in real time.
Fourier transform IR hyperspectral imaging, using solid-state array detectors, is a relative newcomer to scienti® c imaging. With the use of a Michelson interferometer and an IR array detector, an image may be captured and digitized at each mirror retardation point in a stepped-scan. 57 The data set acquired in this manner consists of a stack of image intensity values. Intensity values for a single pixel are extracted from the series of images to recreate a standard interferogram and, upon Fourier transformation, an IR spectrum. This process is repeated for every pixel in the array. With this information, chemically speci® c images may be constructed that represent the presence or abundance of a functional group or compound. In addition, other data manipulations may be performed to yield images based on integrated peak areas, wavelength shifts, etc. While similar manipulations could be performed with the AOTF and ® lter wheel, the FT imager has both the Fellgett and multiplex advantage. In addition, the Michelson interferometer possesses an advantage in wavelength accuracy (Connes advantage), whereas an AOTF or ® lter must be calibrated.
The new FTS Stingray 6000 (BioRad Laboratories, Inc., Cambridge, MA) uses a Michelson interferometer to modulate an IR beam that illuminates a sample (Fig. 9) . Light transmitted through the sample is collected by using Cassegrainian reective optics and focused on a 128 3 128 InSb focal plane array (FPA). An image ® eld of either 250 m m or 600 m m square can be used with interchangeable optics. A 12-bit A/D is used to digitize the information, and each frame is acquired in 0.4 to 2 s. Total time to acquire the data cube can be from 1.5 to 8 min. After processing, an image with over 16 thousand pixels, each consisting of a complete IR spectrum from 3950 to 1975 cm 2 1 (2.5 to 5.0 m m), typically at 16-cm 2 1 (0.01 to 0.04 m m) resolution, is produced. A liquid heliumcooled, 64 3 16 Si:As array with 4000± 400-cm 2 1 (2.5 to 25 m m) coverage has also been used in IR hyperspectral imaging. 58, 59 Macro-scale IR hyperspectral imaging has also been performed in emission studies of smokestack plumes. 60 In this work, the object image is passed through a Michelson interferometer and refocused onto an IR FPA. 61 Two different arrays were used: a 128 3 128 SiGa sensitive in the 8± 12.5-m m region and a 256 3 256 InSb array for 3.3± 4.9 m m. This experimental arrangement allows sensitive remote sensing of chemical vapors and visualization of otherwise invisible hazards. In these experiments, SF 6 and NH 3 plumes could be visualized and chemical concentrations determined against either sky or ground background by using spectral subtraction of images off the peak IR emission of the compounds.
Raman Spectr om etr y. Unlike ICP-OES, Raman spectrometry is concerned with the measurement of emitted radiation over a shorter wavelength range than ICP-OES. Raman signals are weak, and high quantum ef® ciency and low detector noise are required to furnish the best detection limits. In most cases the measured emission signal is constant with time and does not place any severe time restrictions on the data acquisition and processing. A few of the many considerations in the application of array detectors to Raman spectrometry 62 will be considered here.
focal point
There are two important differences between the detector requirements for Raman spectrometry and ICP-OES, each of these dictated by the laser source. First, the Raman bands of interest (Stokes scattering) are found within 4000 cm 2 1 or less of the laser frequency. In terms of wavelength, this means that the spectral region of interest is generally between 100 and 400 nm wide, not nearly as broad as that desired for ICP-OES. Second, background¯uo-rescence from the sample has made excitation at longer wavelengths attractive. Since the most useful diode laser lines for array detector Raman are 780 and 830 nm, the wavelengths of interest are in the visible through near-IR region. For the 780-nm laser line, the region from 780 to 1130 nm is analytically interesting, and, for a laser line at 830 nm, the region from 830 to 1240 nm is interesting. Excitation at longer wavelengths results in greatly decreased Raman scattering due to the inverse fourth-power relationship of scattered radiation with excitation wavelength. Thus, detectors with enhanced quantum ef-® ciency in the red to near-IR region are desirable. This can be achieved by increasing the thickness of the epitaxy region (Fig. 5) .
There have been quite a few instruments developed for Raman spectrometry, commercial and prototype, that employ solid-state array detectors. As with ICP-OES, it is dif-® cult to consider the detector separate from the dispersion optics. Besides the detection requirements outlined above, there is an essential need to eliminate Rayleigh-scattered radiation from the source. This has been accomplished historically by using double and triple monochromators. More recently, holographic ® lters have been used with great success, allowing the use of just one polychromator. Advances in the ® elds of laser diodes and ® ber optics have also had a signi® cant in¯uence on instrument design but are of less concern to the selection of an appropriate solid-state array detector.
Commercially, several different approaches have been taken. Two will be considered here (the Dilor XY spectrometer, Instruments S.A., Inc., Edison, NJ, 63 and an echelle/ CCD spectrometer manufactured by EIC Laboratories, Inc., Norwood, MA 64 ) to illustrate the differences in the approaches. Both of these instruments use the same CCD array; an EEV CCD15-11, composed of 1024 3 256 pixels each 27 m m on a side and covering an area 27.6 mm 3 6.9 mm. Each of these instruments uses the CCD in a different optical con-® guration.
The Dilor XY spectrometer is a general-purpose spectrometer that can be optimized for Raman applications. The CCD array is mounted in an asymmetric Czerny± Turner spectrometer optimized to provide ā at ® eld. This spectrometer/detector (or spectrograph) can be used as part of a double monochromator or by itself with a holographic notch ® lter. The optics are f/6 and provide a dispersion, at 514.5 nm, that varies from 0.006 to 0.03 nm per pixel, depending on the grating and the focal length of the spectrograph. Thus, the spectrograph views a linear spectrum that can cover from 6 to 30 nm.
The instrument from EIC Laboratories uses a holographic notch ® lter with an echelle spectrometer with either a one-or two-prism design. The single prism allows suf® cient order separation to reach wavelengths as high as 800 nm. The twoprism design enhances order separation at the longer wavelengths (lower orders), permitting measurements up to 1100 nm. The echelle provides a two-dimensional spectrum with resolution of 0.072 and 0.086 nm, respectively, for the oneand two-prism designs. Both designs offer a high radiation throughput with f/2.8 and f/2.5 optics, respectively. The two-dimensional spectrum of the echelle permits simultaneous coverage of the full wavelength region of interest.
Raman scattering may be used to construct chemical images similar to those acquired in the IR. Mechanical and optical scanning has been used by the Dilor XY spectrometer to scan the sample one``line'' at a time.
Optical scanners sequentially focus the Raman scatter from points along the line onto the entrance slit of an imaging spectrograph and generate a series of spectra representative of the points. The Raman spectrum of each point is dispersed in one dimension, while the location along the scan line comprises the second dimension. These spectra are integrated on a two-dimensional CCD and read out in one image frame. A mechanical translator moves the sample one scan linewidth over, and the process is repeated to generate spectra of the next line scan. Post-scan processing is used to generate two-dimensional chemical maps.
Some alternative methods to generate Raman spectra speci® c images are similar to the AOTF IR method, instead substituting a conventional CCD for the detector array, 65 or using liquid crystal tunable ® lters instead of the AOTF. 66 Another method varies the frequency of the exciting radiation to scan the Raman bands through a ® xed-wavelength, narrow-band transmission ® lter. 67 In these approaches, the instrument realizes a spatial multiplex advantage with a CCD array detector by collecting the entire image of the sample simultaneously.
CONCLUSION
Without a doubt, solid-state array detectors have revolutionized the ® elds of atomic and molecular spectroscopy and chemical imaging. Initially slow to be accepted, these devices are now permeating chemical analysis, providing data and insights into chemical systems heretofore unobtainable with``traditional'' detectors. New materials, architectures, methods of operation, and clever applications continue to keep this area of research fresh and exciting.
