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A general relation is derived between the linear and second-order nonlinear ac conductivities of an electron
system in the hydrodynamic regime of frequencies below the interparticle scattering rate. The magnitude and
tensorial structure of the hydrodynamic nonlinear conductivity are shown to differ from their counterparts in
the more familiar kinetic regime of higher frequencies. Due to universality of the hydrodynamic equations,
the obtained formulas are valid for systems with an arbitrary Dirac-like dispersion, ranging from solid-state
electron gases to free-space plasmas, either massive or massless, at any temperature, chemical potential or
space dimension. Predictions for photon drag and second-harmonic generation in graphene are presented
as one application of this theory.
There has been a renewed interest to hydrodynamic
phenomena in electron systems with a Dirac-like energy-
momentum dispersion ε2p = (pv)2 + (mv2)2. This subject
was revived by studies in quantum criticality and holo-
graphic field theory [1] and outspread in research on two-
dimensional (2D) conductors, e.g., graphene where the mass-
less dispersion m = 0 is realized [2–14]. An experimental ob-
servation of a viscous electron flow in graphene has been re-
cently reported [9]. Although not uncommon in plasmas [15],
this type of transport is highly unusual in a solids. It may
be possible only in a limited range of temperatures T and
chemical potentials µ in pristine samples where the com-
bined rate of electron-impurity (ei) and electrons-phonon
(ep) scattering Γd = Γei +Γep is lower than the momentum-
conserving electron-electron (ee) scattering rate Γee [16, 17].
The respective mean-free paths must obey the inequality
ld À lee . Under these conditions, the electron dynamics at
frequencies ω¿ Γee and momenta q ¿ l−1ee is governed by
collective variables that obey hydrodynamic equations [18].
The frequency range Γd <ω< Γee may be as wide as several
THz in graphene (see below). Therefore exploring electro-
dynamics of Dirac fluids may be worthwhile.
In this Letter we focus on the second-order ac conduc-
tivity, which controls nonlinear optical phenomena such
as sum (difference) frequency generation and also photon
drag. In the Supplemental material [19], we also discuss
the third-order conductivity important for the Kerr effect.
Prior work [20–28] has indicated that in graphene such ef-
fects may or may not [29] be stronger than in typical metals
and semiconductors. We find significant differences of our
results from what one obtains at frequencies ω> Γee where
the dynamics is described by the Boltzmann kinetic equa-
tion. The still higher frequency quantum regime (Fig. 1) is
beyond the scope of our investigation.
Recall that the second-order conductivity is a third-rank
tensor σ(2)i lm
(
q1,ω1;q2,ω2
)
that describes the current of fre-
quency ω3 =ω1+ω2 and momentum q3 = q1+q2 generated,
to the order O
(
E2
)
, in response to an electric field
E(r, t )=E(q1,ω1)e iq1r−iω1t +E(q2,ω2)e iq2r−iω2t +c.c. (1)
By convention, σ(2)i lm is symmetrized, i.e., invariant under
the interchange (1↔ 2, l ↔m). If the system preserves par-
ity, which we assume to be the case, σ(2)i lm must vanish if
both qν, ν = 1,2 are zero. At small qν, relevant for op-
tical/THz experiments, σ(2)i lm should scale linearly with qν.
In comparison, dissipative effects due to viscosity and heat
conduction [17, 30], which scale as |qν|2, are subleading: the
fluid dynamics is approximately isentropic (ise) [18]. Below
we show that in this regime the second-order conductivity
has the universal form
σ(2)i lm =
D (2)h
ω1ω2ω3
(
ω3
ω1
q1lδim +q1iδlm
)
+ (1 ↔ 2l ↔ m ) , (2)
for an arbitrary mass m, equilibrium charge density ρ,
temperature T , and space dimension d . All the material-
specific parameters are contained in the second-order spec-
tral weight D (2)h , which we find to be equal to the derivative
D (2)h =−
1
4pi2
(
∂(Dh)
2
∂ρ
)
ise
(3)
FIG. 1. A sketch of hydrodynamic, kinetic, and quantum domains in
the frequency-momentum space. The collective modes of a mass-
less fluid (plasmons and demons) are also shown, see text.
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2FIG. 2. (Color online) (a) Hydrodynamic Dh and kinetic Dk Drude
weights of doped graphene as functions of T , normalized to their
common T = 0 value. The dashed lines are sketches of the ef-
fective Drude weight piωIm[σ(ω)] at three different frequencies
ω ∼ εF marked 1–3 from low to high. (b) The second-order spec-
tral weights D(2)k and D
(2)
h of graphene in units of D
(2)
0 , Eq. (11).
The Fermi energy εF = 0.207eV in both panels, corresponding to
n = 3.14×1012 cm−2.
of the squared linear-response (i.e., Drude) spectral weight
Dh =pi
e2n
m∗
, n ≡ ρ
e
. (4)
As stated above, these formulas hold for either massless or
massive electrons. Conventional metals and semiconductors
have a parabolic dispersion. This case is exemplified by the
nonrelativistic limit |µ|,T ¿mv2 of our equations, yielding
m∗ = m. This result can also be understood as the con-
sequence of Galilean invariance, which demands that the
ee interactions affect the linear and nonlinear conductivi-
ties only in higher orders in qν. This is why the effective
mass m∗ in Eq. (S2) is equal to the bare mass m and the
leading qν-linear terms of σ
(2)
i lm [Eq. (2)] are the same in
hydrodynamic [15], kinetic [31], and quantum [32] domains.
The equality of m∗ and m does not hold if either |µ| or T
are comparable or larger than the energy gap 2mv2, e.g., in
the case of graphene. (For linear conductivity at T = 0 this
has been discussed at length [33–35].)
In the hydrodynamic regime of graphene, frequent col-
lisions force electrons and holes to move together, causing
cancellation of their partial currents. This enhances m∗ and
reduces Dh below its kinetic counterpart Dk at all T > 0, see
Fig. 2(a). Similarly, D (2)h decreases with T at fixed ρ much
faster in the hydrodynamic regime than in the previously
studied kinetic one, see Fig. 2(b).
Let us now present a qualitative argument for Eq. (2).
Consider the expansion of a given Fourier harmonic of
the electric current ji (q,ω) = j (1)i (q,ω)+ j (2)i (q,ω)+ . . . in
power series of the driving electric field E. The first term
is given by j (1)i (q,ω) = σi j (q,ω)F (1)i (q,ω) where F (1)i (q,ω) =
Ei (q,ω)+O (q) is the driving force per unit charge and σi j
is the linear-response conductivity tensor. It suffices to con-
sider the q→ 0 limit in which F (1)i → Ei , σi j → δi jσ. The
scalar σ can be in general separated into the Drude pole
and a nonsingular correction σ0 (to be discussed below):
σ(q = 0,ω)= 1
pi
Dh
−iω+Γd
+σ0 , ω¿ Γee . (5)
Next, to the second order we expect j (2)i = σ(1)F (1)i +σF (2)i .
Here σ(1) = (∂σ/∂ρ)ρ(1) and ρ(1) are the perturbations of
the conductivity and charge density. The latter perturbation
can be found from the continuity equation (S23a), which
gives ρ(1)(q,ω) = q · j(1)(q,ω)/ω. Calculation of the second-
order driving force F (2)i is the difficult part of the problem.
We glean the answer from the ω1 ' −ω2 À ω3 case where
it is equal to the sum of the pondermotive and Abraham
forces [36]. The former is of order (ω3)0, the latter is the
leading (ω3)1 correction. Following [36], Sec. 81, we find the
real-space representation of the pondermotive force to be
F (2)i (r)=
i
2
∂i
[
E(r,ω1)
ω2
∂σ(ω2)
∂ρ
E(r,ω2)+ (1↔ 2)
]
=− i
2
∂i
[
E(r,ω1)
ω1
∂σ(ω2)
∂ρ
E(r,ω2)+ (1↔ 2)
]
.
(6)
The replacement of ω2 by −ω1 in the second line cannot be
strictly justified if ω3 6= 0. However, it is a natural way to
ensure the triangular permutation symmetry of σ(2)i lm , which
follows from the energy conservation [37] in the dissipation-
less limit Γd ,σ0→ 0. Assembling all the terms of j (2)i , we can
read off σ(2)i lm and see it coincides with Eq. (2). One can ver-
ify that for a nonrelativistic electron gas our formulas agree
with those in literature [15, 31].
The case of a Lorentz-invariant Dirac fluid can be studied
rigorously. Proposed solid-state examples of such fluids [1]
actually lack true Lorentz invariance. Their matter and field
components have different limiting velocities, v and c . How-
ever, if Coulomb interactions are weak, the approximate
Lorentz invariance with velocity v holds. In graphene this
is so if the dielectric constant κ of the environment is large,
so that the interaction constant e2/(ħκv) is small. We will
use relativistic hydrodynamics to derive Dh and D
(2)
h for this
model and verify our key result (2).
Let us introduce two additional quanitites. One is the flow
velocity u that defines the electric current j= ρu. The other
is the energy density nE = γ2W −P related to the pressure
P = P (µ,T ) and enthalpy density W =W (µ,T ) at thermal
equilibrium, u = 0 [18]. Here γ ≡ 1/
√
1− (u/v)2 and nE is
referenced to the µ = T = u = 0 state. Relativistic hydro-
dynamic equations admit many equivalent formulations [3–
5, 18, 38], e.g.,
∂tρ+div j= 0, (7a)
∂tnE +div
(
γ2Wu
)= j ·E , (7b)
(γ2m∗n)Dtu= ρFL − u
v2
(
j ·E)−DP , (7c)
m∗ = W
nv2
, FL =E+ 1
c
u×B , curlE=−1
c
∂tB . (7d)
The first pair is the charge continuity equation and the en-
ergy conservation equation sans the subleading viscous and
3thermal conductivity terms. Equation (7d) for the Lorentz
force FL includes the force from the ac magnetic field B in-
duced by E. (We assume that no static magnetic field is
present.) This term is important if E-field has a transverse
component. Equation (S23c) is the relativistic Euler equa-
tion written in “covariant derivatives” Di = ∂i + (ui /v2)∂t ,
Dt = ∂t +Γd +ui∂i with the scattering rate Γd accounting
for momentum dissipation. We solve these equations for j
perturbatively in E to get the desired conductivities.
The linear response has already been treated at length [1,
3–6, 12, 13, 38]. For massless particles, W = (d + 1)P =
d+1
d nE ∝ T d+1. The hydrodynamic Drude weight Dh =
piρ2v2/W [cf. Eqs. (S2) and (7d)] decreases as T−d−1 with
T , i.e., as T−3 in graphene. The usual, kinetic Drude weight
Dk (µ,T )= (g/2)(e/ħ)2T ln
[
2cosh(µ/2T )
]
where g = 4 is the
number of Dirac cones [34] behaves differently. After some
initial drop, Dk increases with T because of thermal excita-
tion of carriers, see Fig. 2(a). The question how the opposite
trends of Dh and Dk could be reconciled has not been given
proper attention in prior literature. As a tentative answer,
we suggest the interpolation formula:
σ(q = 0,ω)= 1
pi
Dh
−iω+Γd
+ 1
pi
Dk −Dh
−iω+Γd +Γee
. (8)
This formula can be derived from the Boltzmann kinetic
equation with the ee scattering rate Γee added to the colli-
sion integral [19]. Matching it with Eq. (5) at ω¿ Γee , we
deduce the parameter σ0 = (Dk −Dh)/(piΓee ) therein (we
assume Γd ¿ Γee ) [5]. According to Eq. (S17), the effec-
tive Drude weight piω Imσ as a function of ω exhibits two
plateaus, see Fig. 3, and σ as a function of T at fixed ω
may look like as sketched in Fig. 2(a). A quantitative theory
of these crossover behaviors is a challenge for future work.
Meanwhile, Fig. 3 indicates the existence of two separate fre-
quency intervals where Imσ(ω)À Reσ(ω). In these inter-
vals weakly damped collective modes are possible: sound
waves [38] (or energy waves [39] or “demons” [12] ) in the
hydrodynamic regime and plasmons in the kinetic one, see
also Fig. 1.
Let us move on to the second-order conductivity, ignor-
ing the momentum dissipation for now, Γd → 0. In the
hydrodynamic regime we have two ways to derive σ(2)i lm .
The quick one is via Eq. (2). The only unknown parame-
ter is D (2)h , which we can calculate from Eq. (3) applied to
Dh =piρ2v2/W . This yields
D (2)h =−
1
2
e3n
m∗2
(1−Cise) , (9)
where
Cise = n
W
(
∂P
∂n
)
ise
= 1
m∗v2
(
∂P
∂n
)
ise
(10)
is the dimensionless isentropic bulk modulus. Note that for
massless electrons Cise = 1/d . The second derivation we
can do is from hydrodynamic Eqs. (S23), which is more te-
dious [19] but gives the same result. This verifies the validity
of our universal formula (2) for Dirac fluids.
Let us examine the T -dependence of the spectral weight
D (2)h . As one can anticipate, D
(2)
h rapidly decreases at high
T , e.g., D (2)h ∝ T−2d−2 = T−6 for graphene. At T → 0, Eq. (9)
predicts D (2)h → 2D (2)0 signn, where
D (2)0 =−
g
32pi
e3v2
ħ2 . (11)
It may seem unusual that D (2)h becomes doping-independent
in this limit (except for the overall sign) but this can be
rationalized by the dimensional analysis. Of course, at T = 0
the system must be in the kinetic not hydrodynamic regime.
Surprisingly, in the kinetic regime of graphene, σ(2)i lm has a
different tensorial structure:
σ(2)i lm =
D (2)k
ω1ω2ω3
Σi lmn(ω1,ω2)q1n +
(
1 ↔ 2
l ↔ m
)
, (12)
Σi lmn =−
(
1−3 ω3
ω1
)
δimδnl −
(
1+ ω3
ω1
)
δi lδnm
+
(
3− ω3
ω1
)
δinδlm .
(13)
This result can be obtained from either the Boltzmann ki-
netic equation [27] or the semiclassical limit q¿ kF , ω¿ εF
of the quantum random-phase approximation [24, 26, 28].
Here εF and kF are the Fermi energy and momentum. Note
that some of the related formulas in prior literature, e.g.,
Eq. (A.8) of [27] and Eq. (42) of [28] are valid only for
response to a longitudinal E-field. If curlE 6= 0, the cor-
rect result is obtained only if the induced B-field is in-
cluded [19, 24, 26]. When extended further [19], such cal-
culations show that D (2)k =D (2)0 at T = 0 and D (2)k ∝ T−2 at
high T . Hence, D (2)h is twice larger than D
(2)
k at T = 0 but
becomes smaller at high T , see Fig. 2(b).
FIG. 3. (Color online) Schematic illustration of Eq. (S17). The black
curve is the effective Drude weight piω Imσ as a function of ω at
fixed ρ and T . The red curve represents piωReσ and ω should
be understood as plotted on a logarithmic scale. The insets depict
collective motion of electrons and holes in plasmons and demons.
4FIG. 4. (Color online) (a) Geometry for measuring PD, second,
and third harmonic generation. (b) SHG signal as a function of
T at fixed ω. The “Kinetic” curve is from Eq. (2); the “Hydro”
curve is from Eq. (12); the dashed curve is a sketch of the actual
signal. (c) PD photocurrent jx in graphene vs. polarization angle
α (illustrated by the red arrows). (d) jy vs. phase delay ψ (degree
of circular polarization) at α = pi/4. Parameters in (c,d): T = 0
for the ‘Kinetic” curves, T = 300K for the “Hydro” curves, n =
3.14×1012 cm−2, ω= 5THz, Γd = 1THz, θ =pi/4, E = 103V/cm.
A direct experimental probe of the second-order spec-
tral weight is the second harmonic generation (SHG), which
corresponds to ω2 = ω1 = ω, ω3 = 2ω, see Fig. S2(a). As
explained above, the hydrodynamics predicts the SHG sig-
nal that is twice larger at low T and much smaller at high
T compared to the standard kinetic theory [21, 23], see
Fig. S2(b). The crossover from the kinetic regime to the
hydrodynamic one would occur at temperature T ∗ such that
Γee (T ∗) = ω. The measured SHG signal may look like as
sketched by the dashed curve in Fig. S2(b).
Another effect controlled by σ(2)i lm is the photon drag
(PD), the generation of a dc current in response to a
monochromatic beam of frequency ω, see Fig. S2(a). (A
recent work [40] studied a similar phenomenon for a sur-
face plasmon playing the role of the incident beam.) To
the second order in the in-plane field E(q,ω) = (Ex ,Ey ) the
PD is described by σ(2)i lm evaluated at ω2 = −ω1 = ω, and
q1 =−q2 = q. The PD in graphene has been previously stud-
ied in the kinetic regime [41–43]. It was shown that the dc
current can be parametrized by three constants T1, T2 and
T˜1, which multiply the three Stokes parameters of the inci-
dent beam. Coefficients T1 and T2 quantify the linear PD,
T2 and T˜1 characterize the circular PD. Instead of the Stokes
parameters, we find it convenient to use the incident angle
θ and the Ey–Ex phase delay ψ, so that Ex = E cosαcosθ,
Ey = E sinαe iψ. Note that α = 0 means p-polarization and
α=pi/2 means s-polarization. For a beam with the in-plane
momentum q= (qx ,0), the longitudinal and transverse cur-
rent components are:
jx
C j
= (T1+T2)cos2αcos2θ+ (T1−T2)sin2α , (14a)
jy
C j
= cosθ sin2α(T2 cosψ−2T˜1 sinψ) , (14b)
where C j = 12qx |E |2, cf. Eq. (10) of [41]. To compute T1, T2
and T˜1 for graphene in the hydrodynamic regime, we use the
dissipative version of Eq. (2), which corresponds to retaining
Γd in the Euler equation (S23c). The resultant expression
for σ(2)i lm at arbitrary ω is ponderous [19]. We present only
the formulas for the drag coefficients:
T1 =−3T2 , T2 =
4D (2)h
ω
(
ω2+Γ2d
) , T˜1 = 0. (15)
They are quite unlike those in the kinetic regime in which
T˜1 is nonzero, e.g.,
T˜1 =−
48D (2)0 Γd(
ω2+Γ2d
)(
ω2+4Γ2d
) . (16)
This expression, which is a particular case of a general for-
mula given in [19, 41], assumes that the scattering rate Γd
is due to short-range scatterers. The difference between the
two regimes is illustrated in Fig. S2(c,d).
The following estimates suggest that the hydrodynamic
regime Γd < ω < Γee could be fairly wide in ultra clean
graphene where electrons are scattered primarily by acous-
tic phonons, Γd ≈ Γep . The electron-phonon scattering rate
Γep (Tl ,T,n) [44] is a function of the lattice temperature Tl ,
electron temperature T , and doping n. From [45, 46] we
estimate Γep (150K,150K,2× 1012 cm−2) ∼ 0.3THz. On the
other hand, Γee (T,n) is a function of T and n. (In the kinetic
regime ωÀ Γee , it may also depend on frequency.) Recent
dc transport experiments [9] indicate Γee (150K,1012 cm−2)∼
0.5THz, so the hydrodynamic region is narrow. There are
two possible schemes to diminish Γep or enhance Γee . The
first one is to reduce n to make electron gas non-degenerate,
which should bring Γee to the theoretical maximum [47] of
4(e2/ħκv)2T ∼ 10THz. The other route is ultrafast pump-
probe experiments [45] that can keep the lattice cold, per-
haps, at Tl ∼ 30K but heat electrons to T ∼ 3000K.
The universal relation (3) between linear and nonlinear
ac conductivities is the most important result of this Letter.
Although we have used graphene as the example, this and
our other formulas Eqs. (2), (9), etc., should apply as well
to ultrapure metals and semiconductors [2, 11], to surface
states of topological insulators and Dirac/Weyl semimetals,
provided they are in the hydrodynamic regime.
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1Supplementary material for “Linear and nonlinear electrodynamics of a Dirac fluid”
LINEAR AC CONDUCTIVITY
Drude weight and demons in the hydrodynamic regime
As shown in literature [1, 3–6, 12, 13, 38], the linear-
response ac conductivity of a Dirac fluid at q = 0 is given
by
σ(0,ω)= Dh/pi−iω+Γd
+σ0 , (S1)
which is Eq. (5) of the main text. The hydrodynamic Drude
weight that enters Eq. (S1) is
Dh =
pie2n
m∗
. (S2)
At zero temperature the hydrodynamic mass m∗ is no dif-
ferent from the Fermi-liquid effective mass m∗ = ħkF /vF ,
where vF is the Fermi velocity. Hence, Dh is equal to
the conventional (kinetic) Drude weight Dk . For example,
for parabolic band, m∗ is simply the band mass m. For
graphene with weak ee interactions,
Dh(T = 0)=
g
4
e2kF v
ħ , (S3)
where g = 4 is the total spin-valley degeneracy [34].
As usual, at finite q , the conductivity becomes a tensor
σi j
(
q,ω
)=σL(q,ω) qiq j
q2
+σT (q,ω)
(
δi j −
qiq j
q2
)
. (S4)
Neglecting two subleading dissipative effects [σ0 in Eq. (S1)
and viscous damping], the longitudinal conductivity σL is
given by [5, 38]
σL(q,ω)= Dh/pi
−iω+Γd − v
2
d q
2
ω
. (S5)
The longitudinal conductivity enters the equation for the
dispersion of longitudinal collective modes. In 2D case, this
equation reads [34]
q = iκω
2piσL(q,ω)
. (S6)
The longitudinal mode in the hydrodynamic regime has
been variously referred to as the sound [38], the energy
wave [5, 39], and finally, the demon [12], which is our pref-
erence here. Equations (S5) and (S6) imply that away from
charge neutrality, n 6= 0, the dispersion of the demon varies
from ω∝pq at low q to ω' vdq at large q , see Fig. 1 of the
main text. For neutral fluid, Dh → 0, the demon dispersion
is acoustic starting from q = 0. The (asymptotic) speed of
the demon is given by vd = v
p
Cise where Cise is the dimen-
sionless isentropic bulk modulus [Eq. (10) of the main text or
Eq. (S24) below]. For a degenerate Fermi gas
Cise = n
W
ħkF vF
d
, (S7)
where W ' nεF is the enthalpy density and d is the space
dimension; therefore,
Cise = 1
d
ħkF vF
εF
. (S8)
For Dirac dispersion ε2p = (pv)2+(mv2)2, the relation ħkF =
εF vF /v2 holds; thus,
Cise(T = 0)= 1
d
v2F
v2
(S9)
and vd = vF /
p
d , same as the speed of the first sound in a
neutral Fermi liquid. For graphene,
Cise = 1
2
(S10)
at any T (see below). Therefore, vd = v/
p
2 [5, 12, 38, 39].
Interpolation formula for the ac conductivity
In this Section we derive Eq. (8) of the main text, which
smoothly connects the hydrodynamic and kinetic regimes of
the linear-response theory. We start with the formula for the
current
j= e∑vp fp(t ) (S11)
in terms of the quasiparticle distribution function fp and
velocity vp = ∂εp/∂p as a function of momentum p. For
simplicity of notations, all the other quantum numbers such
as spin, valley, and band index are omitted. We use
∑
. . . to
denote the summation over these quantum numbers com-
bined with the integration
∫
d2p/(2pi)2 . . . over momentum.
Let us assume that the electric field in the system is
position-independent and directed along x, i.e., E = xˆE(t ).
We want to compute the current j to the first order in E(t ).
The result is different in the two regimes because the de-
viation fp− f (0)p of the distribution function from the equi-
librium value f (0)p =
[
e(εp−µ)/T +1
]−1
has different forms. It
is proportional to gp = px∂ε f (0)p in the hydrodynamic limit
but to gv = vx∂ε f (0)p in the kinetic limit. To obtain the de-
sired interpolation, we postulate that in general, fp− f (0)p is
a certain linear combination
fp− f (0)p = av (t )gv +ap (t )gp . (S12)
2To find the coefficients av and ap we consider the Boltz-
mann kinetic equation(
∂t +eE∂p
)
fp =−∂tavgv +∂tapgp +eEgv = Iˆ
[
fp
]
. (S13)
We further assume that the linearized collision operator Iˆ
acts within the space of functions given by Eq. (S12) and
is characterized by two parameters: Γd , the scattering rate
due to disorder and phonons, and Γee , the electron-electron
(ee) scattering rate. Mode gv is damped by both types of
scattering but gp is immune to the ee one, which implies
Iˆ [gp ]=−Γd gp , Iˆ [gv ]=−(Γd +Γee )gv +apvΓeegp . (S14)
The condition that ee scattering conserves momentum fixes
the coefficient apv = Dh/(pie2n) = 1/m∗ [Eq. (S2)], leading
us to
∂tav +eE =−(Γd +Γee )av , ∂tap =−Γdap +
Γee
m∗
av . (S15)
For E(t )∝ e−iωt , the solution is
av = eE−iω+Γd +Γee
, ap = Γee/m
∗
−iω+Γd
av . (S16)
Combining Eqs. (S11), (S12), and (S16), we get the linear con-
ductivity
σ(ω)= j (ω)
E(ω)
= 1
pi
Dk −Dh
−iω+Γd +Γee
+ 1
pi
Dh
−iω+Γd
, (S17)
which is Eq. (8) of the main text. Note that the obtained σ(ω)
can be recast in the form of an extended Drude model [48]:
σ(ω)= 1
pi
Dk
−iω+M(ω) , M(ω)≡
1
τ(ω)
− iωλ(ω) . (S18)
The complex memory function M(ω) appearing in this
equation is illustrated by Fig. S1. Both the effective scatter-
ing rate 1/τ=ReM(ω) and the mass renormalization factor
λ=− ImM(ω)/ω show step-like crossovers at the boundary
ω∼ Γee of the hydrodynamic and kinetic regimes.
SECOND-ORDER CONDUCTIVITY: GENERAL
The second-order nonlinear conductivity σ(2)i lm deter-
mines the second-order current
j (2)i
(
q,ω
)= ∫ dω′d2q ′
(2pi)3
σ(2)i lm
(
q−q′,ω−ω′;q′,ω′)
×El
(
q−q′,ω−ω′)Em(q′,ω′
) (S19)
in response to the total electric field E in the system. By con-
vention, σ(2)i lm
(
q1,ω1;q2,ω2
)
is chosen to be symmetrized,
i.e., invariant under the interchange (1 ↔ 2, l ↔ m). Ex-
panded to the linear order in momenta, the second-order
conductivity must have the form
σ(2)i lm =Σi lmn(ω1,ω2)q1n +
(
1 ↔ 2
l ↔ m
)
, (S20)
FIG. S1. (Top) Real and imaginary parts of the memory func-
tion M(ω) in Eq. (S18). (Bottom) Mass renormalization factor
ImM(ω)/ω≡−λ. The wide dynamic range of ω is used to illustrate
the features more clearly.
where Σi lmn is some isotropic rank-4 tensor. Any such ten-
sor is a linear combination of the following three:
B1i lmn = δi lδnm , B2i lmn = δimδnl , B3i lmn = δinδlm . (S21)
In other words, σ(2)i lm is fully characterized by three functions
G1, G2, and G3 such that
Σi lmn(ω1,ω2)=
3∑
a=1
Ga(ω1,ω2)B
a
i lmn . (S22)
Below we derive σ(2)i lm and show it has a different form in the
hydrodynamic and the kinetic regimes.
SECOND-ORDER CONDUCTIVITY IN THE
HYDRODYNAMIC REGIME
To derive σ(2)i lm in the hydrodynamic regime we solve the
equations
∂tn+∂i ji = 0, ji = nui , (S23a)
(∂t +ΓE )nE +∂i
(
γ2Wui
)= jmEm , nE = γ2W −P , (S23b)
(∂t +Γd +uk∂k )ui =
1
γ2W
(
−∂iP −ui∂tP +nEi
+ n
c
²iklukBl −ui jmEm
)
.
(S23c)
These equations are the same as Eqs. (7) of the main text,
except we added phenomenological energy dissipation rate
ΓE in Eq. (S23b) and chose the units e = v = 1 to lighten the
notations. Hence, the Lorentz factor in Eq. (S23c) is now
γ = 1/
p
1−u2. The derivation of Eqs. (S23) can be found
3in literature [3–5, 36, 38]. The definitions of pressure P ,
energy density nE , and enthalpy density W deserve a com-
ment. Whereas the current j is proportional to the actual
charge density n, the pressure P = P (n0,nE0) is the equilib-
rium thermodynamic parameter, which is a function of the
proper density n0 = n/γ and the proper energy density nE0.
The actual energy density is nE [Eq. (S23b)] and the enthalpy
density isW = nE0+P . Another key thermodynamic param-
eter is the dimensionless isentropic (ise) bulk modulus Cise.
It is defined by Eq. (10) of the main text:
Cise = n0
W
(
∂P
∂n0
)
sn
= n0
W
(
∂P
∂n0
)
nE0
+
(
∂P
∂nE0
)
n0
. (S24)
The second equation in Eq. (S24) follows from the thermo-
dynamic relation
Tdsn = n−10 dnE0−n−20 Wdn0
for the quantity sn = s/n0, with s = s(n0,nE0) being the en-
tropy density.
Suppose E(r, t )∝ e iqr−iωt and define ω+ =ω+ iΓd . To the first order in E we obtain, for ΓE = 0:
n(1) = n(1)0 =
n0
ω
qmu
(1)
m , n
(1)
E = n(1)E0 =
W
ω
qmu
(1)
m , E
(1)
m =−iω+
W
n0
u(1)m ,
W (1) = ∂W
∂n0
n(1)0 +
∂W
∂nE0
n(1)E0 =
(
n0
W
∂W
∂n0
+ ∂W
∂nE0
)
W
ω
qmum = (1+Cise)W
ω
qmum ,
P (1) = ∂P
∂n0
n(1)0 +
∂P
∂nE0
n(1)E0 =
(
n0
W
∂P
∂n0
+ ∂P
∂nE0
)
W
ω
qmum =CiseW
ω
qmum ,( n
W
)(1)
= n
(1)
W
−n0W
(1)
W 2
=−Cisen0
W
1
ω
qmum .
(S25)
Now let us assume that the electric field consists of two plane waves:
E(r, t )=E1e iq1r−iω1t +E2e iq2r−iω2t +c.c. (S26)
To the second order in E, various quantities of interest develop Fourier amplitudes of frequency and momenta (q3,ω3) =
(q1+q2,ω1+ω2). These amplitudes are given by
n(2) =O (q2νu) , n(2)0 = n(2)− 12n0u2 =−12n0u(1)1i u(1)2i + (1↔ 2)+O (q2ν) ,
n(2)E =
ω+2
ω3
Wu(1)1i u
(1)
2i + (1↔ 2)+O
(
q2ν
)
, n(2)E0 = n(2)E −Wu2 =
iΓd −ω1
ω3
Wu(1)1i u
(1)
2i + (1↔ 2)+O
(
q2ν
)
,
P (2) = n(2)0
∂P
∂n0
+n(2)E0
∂P
∂nE0
+ 1
2
{[
n(1)0
]2 ∂2P
∂n02
+2n(1)0 n(1)E0
∂2P
∂n0∂nE0
+
[
n(1)E0
]2 ∂2P
∂nE02
}
=−1
2
n0u
(1)
1i u
(1)
2i
∂P
∂n0
+ iΓd −ω1
ω3
u(1)1i u
(1)
2i W
∂P
∂nE0
+ (1↔ 2)+O (q2ν)= (−Cise+ 2iΓdω3 ∂P∂nE0
)
Wu(1)1i u
(1)
2i +O
(
q2ν
)
.
(S27)
From Eq. (S23c) and the Faraday law ²ikl∂kEl =−c−1∂tBi we obtain
(∂t +Γd +uk∂k )ui =
n
γ2W
Aˆi j (−i∂, i∂t )E j − 1
γ2W
(∂iP +ui∂tP )− 1
γ2W
ui jmEm , (S28)
Aˆi j (k,ω)=
(
1− kmum
ω
)
δi j +
kiu j
ω
. (S29)
Keeping only the terms linear in qν, we find
−iω+3 u(2)i =−i q2ku(1)1k u(1)2i +
n0
W
(
−q2m
ω2
u(1)1mE2i +
q2i
ω2
u(1)1mE2m
)
+
( n
W
)(1)
1
E (1)2i −
1
W
(
i
2
q3iP
(2)− iω1P (1)1 u(1)2i
)
+ (1↔ 2)
=−i q2iu(1)1mu(1)2m −
Γd
ω2
q2mu
(1)
1mu
(1)
2i +
Γd
ω2
q2iu
(1)
1mu
(1)
2m
+ iCise
ω+2
ω1
q1mu
(1)
1mu
(1)
2i + iCiseq2mu(1)1i u(1)2m +
i
2
Ciseq3iu
(1)
1mu
(1)
2m +
∂P
∂nE0
Γd
ω3
q3iu
(1)
1mu
(1)
2m + (1↔ 2) .
(S30)
4The current to the second order in field is
j (2)i = n(1)u(1)i +n(0)u(2)i (S31)
= n0
ω+3
(ω+3
ω1
q1mu
(1)
1mu
(1)
2i +q2iu(1)1mu(1)2m −
iΓd
ω2
q2mu
(1)
1mu
(1)
2i +
iΓd
ω2
q2iu
(1)
1mu
(1)
2m
−Cise
ω+2
ω1
q1mu
(1)
1mu
(1)
2i −Ciseq2mu(1)1i u(1)2m −
1
2
Ciseq3iu
(1)
1mu
(1)
2m +
∂P
∂nE0
iΓd
ω3
q3iu
(1)
1mu
(1)
2m
)
+ (1↔ 2)
= n0
ω+3
(ω+3
ω1
q1βδiν+
ω+3
ω2
q2νδiβ+q3iδβν−Cise
ω+2
ω1
q1βδiν−Cise
ω+1
ω2
q2νδiβ−Ciseq2νδiβ−Ciseq1βδiν−Ciseq3iδνβ
− iΓd
ω2
q2βδiν−
iΓd
ω1
q1νδiβ+
iΓd
ω2
q2iδβν+
iΓd
ω1
q1iδβν+
∂P
∂nE0
2iΓd
ω3
q3iδνβ
)
u(1)1βu
(1)
2ν
= n0
ω+3
[
(1−Cise)
(
ω+3
ω1
q1βδiν+
ω+3
ω2
q2νδiβ+q3iδβν
)
+ iΓd
(
−q2β
ω2
δiν− q1ν
ω1
δiβ+
q2i
ω2
δβν+
q1i
ω1
δβν+
∂P
∂nE0
2q3i
ω3
δνβ
)]
u(1)1βu
(1)
2ν . (S32)
Hence, the second-order conductivity is
σ(2)i lm =
D (2)h
ω+1ω
+
2ω
+
3
{
ω+3
ω1
q1lδim +q1iδlm +
iΓd
1−Cise
[(
q1i
ω1
+ ∂P
∂nE
2q1i
ω3+ iΓE
)
δlm −
q1m
ω1
δi l
]}
+ (1 ↔ 2l ↔ m ) . (S33)
Here we added the neglected earlier energy dissipation rate
ΓE in one of the terms in Eq. (S33). In principle, ΓE should
appear in more than one place. However, we assume that ΓE
is very small and its sole role is to resolve the indeterminacy
of the ratio q3/ω3 in the context of the photon drag problem
where q3,ω3→ 0. The second-order spectral weight appear-
ing in Eq. (S33) is
D (2)h =−
e3n3v4
2W 2
(1−Cise)=−1
2
e3n
m∗2
(1−Cise) , (S34)
where we restored physical units and replaced n0 by n, nE0
by nE to simplify notations. Let us discuss the value of D
(2)
h
in representative cases, assuming ee interaction corrections
to pressure and enthalpy density are negligible. The result
for particles with a parabolic dispersion can be obtained tak-
ing the nonrelativistic limit, in which P ' (2/d)(nE −nmv2)
and W ' nmv2. This gives
D (2)h =−
1
2
e3n
m2
,
∂P
∂nE
= 2
d
, Cise¿ 1. (S35)
In the massless case, one finds P = nE/d and W = (1+
1/d)nE , so that
D (2)h =−
d(d −1)
2(d +1)2
e3n3v4
n2E
,
∂P
∂nE
= 1
d
, Cise = 1
d
. (S36)
Taking d = 2 for graphene, we get
D (2)h =−
e3n3v4
9n2E
, (S37)
D (2)h (T = 0)=−
g
16pi
e3v2
ħ2 ≡ 2D
(2)
0 . (S38)
Functions G1, G2, and G3 [Eq. (S22)] corresponding to
Eq. (S33) are
G1 =
D (2)h
ω+1ω
+
2ω
+
3
(
− 1
1−Cise
iΓd
ω1
)
,
G2 =
D (2)h
ω+1ω
+
2ω
+
3
(
ω+3
ω1
)
,
G3 =
D (2)h
ω+1ω
+
2ω
+
3
[
1+ iΓd
1−Cise
(
1
ω1
+ ∂P
∂nE
2
ω3+ iΓE
)]
.
(S39)
In the collisionless limit Γd → 0, these formulas simplify to
(G1,G2,G3)=D (2)h
(
0,
1
ω21ω2
,
1
ω1ω2ω3
)
, (S40)
while Eq. (S33) reduces to
σ(2)i lm =
D (2)h
ω1ω2ω3
(ω3
ω1
q1lδim +
ω3
ω2
q2mδi l +q3iδlm
)
, (S41)
which is equivalent to Eq. (2) of the main text.
SECOND-ORDER CONDUCTIVITY IN THE KINETIC
REGIME
The kinetic regime corresponds to the frequency range
Γee ¿ ω¿ εF . The linear and nonlinear conductivities in
this regime can be computed by solving the Boltzmann ki-
netic equation[
∂t +v ·∂+
(
E+ v
c
×B
)
∂p
]
f = Iˆ [ f ] . (S42)
5In this section, we again set e = 1 and suppress the sub-
scripts p in vp, fp. One should not confuse the quasiparticle
velocity v at finite p, a vector, with v , the limiting velocity
at p =∞, a scalar.
The magnetic-field term in Eq. (S42) can be expressed
with the help of the kernel
Ai j (k,ω)=
(
1− kmvm
ω
)
δi j +
ki v j
ω
, (S43)
similar to Eq. (S29), leading to[
∂t + vi∂i + Ai j (−i∂, i∂t )E j∂pi
]
f = Iˆ [ f ] . (S44)
The second-order current we want to compute is
ji
(
q3,ω3
)=∑vi f (2) (q3,ω3) . (S45)
To do this we need to specify the collision integral Iˆ
[
f
]
.
Nonconserving relaxation-time approximation
It is useful to consider first the approximation Iˆ
[
f
] =
−Γ( f − f (0)), with Γ being an energy-independent relaxation
rate. This is probably the simplest model one can study.
However, one should keep in mind that this approximation
is flawed because it may not conserve the particle number.
Assuming the electric field is composed of two plane
waves [Eq. (S26)], we expand f to the first and second order
in field:
f (1)
(
qν,ων
)= −iE2mvm
ω+ν − vkqνk
∂ε f
(0) , ν= 1,2, (S46)
f (2)
(
q3,ω3
)= −iE1l Aal (q1,ω1)
ω+3 − v j q3 j
∂pa f
(1) (q2,ω2)+ (1↔ 2) .
(S47)
Hence, the second-order conductivity is
σ(2)i lm =−
∑
Aal
(
q1,ω1
) vi
ω+3 − v j q3 j
∂pa
vm
ω+2 − vkq2k
∂ε f
(0)+ (1 ↔ 2l ↔ m ) . (S48)
The evaluation of this expression for Dirac electrons in graphene is tedious but straightforward. The final result is
σ(2)i lm =
D (2)k
ω+1ω
+
2ω
+
3
[(
ω3
ω+3
q3−
ω+1
2ω+2
q2−
ω+2
2ω+1
q1+ 2iΓ
ω1
q1+ 2iΓ
ω2
q2
)
i
δlm
+
(
2q2−2q1−
ω+2
ω+1
q1+
3ω+1
ω+2
q2+ 2iΓ
ω+3
q3− 4iΓ
ω1
q1
)
m
δi l
]
+ (1 ↔ 2l ↔ m ) . (S49)
Its collisionless limit Γ→ 0 is
σ(2)i lm =
D (2)k
ω1ω2ω3
[(
q3− ω1
2ω2
q2− ω2
2ω1
q1
)
i
δlm +
(
2q2−2q1− ω2
ω1
q1+ 3ω1
ω2
q2
)
m
δi l
]
+ (1 ↔ 2l ↔ m ) , (S50)
which implies [cf. Eq. (S22)]
(G1,G2,G3)=
D (2)k
ω1ω2ω3
(
−2− ω2
ω1
, 2+3 ω2
ω1
, 2− ω2
ω1
)
. (S51)
The second-order spectral weight in these equations is
D (2)k =D (2)0
(
2 f (0)p=0−1
)
=D (2)0 tanh
( µ
2T
)
, (S52)
where [Eq. (S38)]
D (2)0 =−
g
32pi
e3v2
ħ2 . (S53)
In the limit of T → 0, we have D (2)k =D (2)0 sign(µ). At T Àµ,
the asymptotic behavior of the chemical potential is µ∝
n/T , see, e.g., Supplemental material of Ref. 12. Therefore,
D (2)k ∝ n/T 2 as mentioned in the main text. However, at
high T , an interband contribution to σ(2)i lm , not included in
our semiclassical approach, may become important.
Multiple relaxation-time approximation
Let us assume now that the collision operator Iˆ
[
f
]
is
linear and diagonal in the angular momentum basis, so that
6the Boltzmann equation can be written as
Lˆ f =−E j Ai j∂pi f , Lˆ = Lˆ0(ω)+v ·∂ , (S54)
where Lˆ0 is the operator
Lˆ0 =
∞∑
l=−∞
(∂t +Γl )|l〉〈l | (S55)
and Γl is the scattering rate for the angular momentum l .
This rate may depend on the quasiparticle energy ε. The
model conserves the number of particles if Γ0 = 0. The ac-
tion of Lˆ0 can be written in terms of the complex frequencies
ω
(µ)
ν =ων+ iΓµ , ν= 1, 2, 3 . (S56)
Instead of Eq. (S47) we now get a more complicated expres-
sion:
f (2) = Lˆ−1El Ai l∂pi Lˆ−1E j Ai j∂pi f (0) . (S57)
To calculate σ(2)i lm(q1,ω1;q2,ω2) we need the (q3,ω3) Fourier harmonic of f
(2):
f (2) = Lˆ−1(q3,ω3)E1l (∂pl − q1nω1 vn∂pl + q1nω1 vl∂pn
)
Lˆ−1
(
q2,ω2
)
E2mvm∂ε f
(0)+ (1 ↔ 2l ↔ m ) . (S58)
[The argument (q3,ω3) of f (2) is omitted.] For our purpose of computing the terms linear in gradients the expansion
Lˆ−1 ' Rˆ− Rˆ (v ·∂) Rˆ , Rˆ = Lˆ−10 (S59)
suffices. It yields
f (2) = E1lE2m
[
Rˆ(ω3)
(
− 1
ω1
q1nvn∂pl +
1
ω1
vlq1n∂pn
)
Rˆ(ω2)− Rˆ(ω3)i q3i vi Rˆ(ω3)∂pl Rˆ(ω2)
− Rˆ(ω3)∂pl Rˆ(ω2)i q2i vi Rˆ(ω2)
]
vm∂ε f
(0)+ (1 ↔ 2l ↔ m ) . (S60)
To do the summation over the angular directions, we expand all the variables in the angular momentum basis. To this end,
we do a set of unitary transformations. For example, the velocity goes from v= (vx ,vy )T = |v|(cosφ, sinφ)T to (v˜−, v˜+)T :(
v˜+
v˜−
)
=U
(
vx
vy
)
= |v|p
2
(
M+
M−
)
, U= {Umj }= 1p
2
(
1 +i
1 −i
)
, UU† = {δi j } , Mm = e imφ , m =± . (S61)
We do the same transformation for the momentum-space derivatives:
∂˜pm =Umj∂p j =
1p
2
(
∂px + im∂py
)
=Mm
(
∂p + i m
p
∂φ
)
, m =± . (S62)
To the electric fields and spatial momenta we apply a conjugate transformation, E˜m = E jU †jm , q˜m = q jU †jm , in order to leave
the scalar products Ei vi , Ei∂pi , qi vi invariant. The net effect on Eq. (S60) is simply to add tildes for every variable. The
second-order current becomes
j˜i =
∑
v˜i f
(2) = E˜1l E˜2m
∑
v˜i
[
Rˆ(ω3)
(
− 1
ω1
q˜1n v˜n ∂˜pl +
1
ω1
v˜l q˜1n ∂˜pn
)
Rˆ(ω2)− Rˆ(ω3)i q˜3n v˜n Rˆ(ω3)∂˜pl Rˆ(ω2)
− Rˆ(ω3)∂˜pl Rˆ(ω2)i q˜2n v˜n Rˆ(ω2)
]
v˜m∂ε f
(0)+ (1 ↔ 2l ↔ m )
= (∂φ−part) + (∂p −part)
= E˜1l E˜2m
[
q˜1n
ω1
∑
v˜i Rˆ(ω3)
(
−v˜n i l
p
M˜l + v˜l
in
p
M˜n
)
∂φRˆ(ω2)v˜m∂ε f
(0)
− i q˜3n
∑
v˜i Rˆ(ω3)v˜n Rˆ(ω3)
i l
p
M˜l∂φRˆ(ω2)v˜m∂ε f
(0)− i q˜2n
∑
v˜i Rˆ(ω3)
i l
p
M˜l∂φRˆ(ω2)v˜n Rˆ(ω2)v˜m∂ε f
(0)
− i q˜3n
∑
v˜i Rˆ(ω3)v˜n Rˆ(ω3)M˜l∂p Rˆ(ω2)v˜m∂ε f
(0)− i q˜2n
∑
v˜i Rˆ(ω3)M˜l∂p Rˆ(ω2)v˜n Rˆ(ω2)v˜m∂ε f
(0)
]
+ (1 ↔ 2l ↔ m ) .
(S63)
Only the terms of zero net angular momentum, i.e., i+n+l+m = 0 survive after the summation. Since i , n, l , m have values
±1, they have to appear in opposite-sign pairs. This constraint can be implemented with the help of the transformed rank-2
7and rank-4 isotropic tensors
δ˜i j ≡UimδmnU jn ,
{
δ˜i j
}=UUT = (0 1
1 0
)
, ∆˜inlm = δ˜in δ˜lm + δ˜i l δ˜nm + δ˜ln δ˜im . (S64)
The subsequent calculations are done for T = 0 where ∂ε f (0) =−δ (ε−εF ). We obtain
j˜i =
v2F
16pi
E˜1l E˜2m
ω(1)3
{(
q˜1n
ω1
)
1
ω(1)2
m(l −n)∆˜inlm −
1
ω(1)2
(
q˜3n
ml
ω(l+m)3
+ q˜2n l (m+n)
ω(n+m)2
)
∆˜inlm −
1
ω(1)2
(
q˜3n
ω(l+m)3
+ q˜2n
ω(n+m)2
)
∆˜inlm
+ 1
ω(1)2
[
q˜3nεF
ω(l+m)3
(
∂εiΓ1
ω(1)3
+ ∂εiΓl+m
ω(l+m)3
)
+ q˜2nεF
ω(n+m)2
∂εiΓ1
ω(1)3
]
∆˜inlm
}
= v
2
F
16pi
E˜1l E˜2m
ω(1)2 ω
(1)
3
∆˜inlm
{(
q˜1n
ω1
)
m(l −n)−
(
q˜3n
ml
ω(l+m)3
+ q˜2n l (m+n)
ω(n+m)2
)
−
(
q˜3n
ω(l+m)3
+ q˜2n
ω(n+m)2
)
+
[
q˜3nεF
ω(l+m)3
(
∂εiΓ1
ω(1)3
+ ∂εiΓl+m
ω(l+m)3
)
+ q˜2nεF
ω(n+m)2
∂εiΓ1
ω(1)3
]}
=− v
2
F
16pi
E˜1l E˜2m
ω(1)2 ω
(1)
3
∆˜inlm
{
q˜3n
ω(l+m)3
[
1+ml −εF
(
∂εiΓ1
ω(1)3
+ ∂εiΓl+m
ω(l+m)3
)]
+ q˜1n
ω1
m(n− l )+ q˜2n
ω(n+m)2
(
l (m+n)+1−εF ∂εiΓ1
ω(1)3
)}
.
=− v
2
F
16pi
E˜1l E˜2m
ω(1)2 ω
(1)
3
{
q˜3n
[
2
ω(2)3
(−δ˜lm δ˜in + δ˜l i δ˜nm + δ˜ln δ˜im)
− εF
ω(2)3
(
∂εiΓ1
ω(1)3
+ ∂εiΓ2
ω(2)3
)(−δ˜lm δ˜in + δ˜l i δ˜nm + δ˜ln δ˜im)− 2εF
ω(0)3
(
∂εiΓ1
ω(1)3
+ ∂εiΓ0
ω(0)3
)
δ˜lm δ˜in
]
+ q˜1n 4
ω1
(
δ˜lm δ˜in − δ˜nm δ˜i l
)+ q˜2n[ 2
ω(0)2
δ˜i l δ˜nm −
1
ω(2)2
(
δ˜lm δ˜in − δ˜l i δ˜nm + δ˜ln δ˜im
)
− εF∂εiΓ1
ω(1)3
(
2
ω(0)2
δ˜l i δ˜nm +
1
ω(2)2
(
δ˜lm δ˜in − δ˜l i δ˜nm + δ˜ln δ˜im
))]}+ (1 ↔ 2l ↔ m ) .
(S65)
To convert back to the (x, y) coordinates, one simply needs to drop the tildes everywhere. Therefore, the second-order
nonlinear optical conductivity is
σ(2)i lm =
2D (2)0
ω(1)2 ω
(1)
3
{
q3n
[
2
ω(2)3
(−δlmδin +δl iδnm +δlnδim)
− εF
ω(2)3
(
∂εiΓ1
ω(1)3
+ ∂εiΓ2
ω(2)3
)
(−δlmδin +δl iδnm +δlnδim)−
2εF
ω(0)3
(
∂εiΓ1
ω(1)3
+ ∂εiΓ0
ω(0)3
)
δlmδin
]
+4q1n 4
ω1
(δlmδin −δnmδi l )+q2n
[
2
ω(0)2
δi lδnm −
1
ω(2)2
(δlmδin −δl iδnm +δlnδim)
− εF∂εiΓ1
ω(1)3
(
2
ω(0)2
δl iδnm +
1
ω(2)2
(δlmδin −δl iδnm +δlnδim)
)]}
+ (1 ↔ 2l ↔ m ) .
(S66)
8Completing the symmetrization step
(
1 ↔ 2
l ↔ m
)
, we get the following:
σ(2)i lm =
2D (2)0
ω(1)1 ω
(1)
2 ω
(1)
3
{
q3n
[
ω(1)1 +ω(1)2
ω(2)3
(−δlmδin +δl iδnm +δlnδim)
− ω
(1)
1 +ω(1)2
2ω(2)3
iεF
(
∂εΓ1
ω(1)3
+ ∂εΓ2
ω(2)3
)
(−δlmδin +δl iδnm +δlnδim)−
ω(1)1 +ω(1)2
ω(0)3
iεF
(
∂εΓ1
ω(1)3
+ ∂εΓ0
ω(0)3
)
δlmδin
]
+q1n
2ω(1)1
ω1
(δlmδin −δnmδi l )+q2n
2ω(1)2
ω2
(δlmδin −δnlδim)
+q2n
[
ω(1)1
ω(0)2
δi lδnm −
ω(1)1
2ω(2)2
(δlmδin −δl iδnm +δlnδim)− iεF
∂εΓ1
ω(1)3
(
ω(1)1
ω(0)2
δl iδnm +
ω(1)1
2ω(2)2
(δlmδin −δl iδnm +δlnδim)
)]
+q1n
[
ω(1)2
ω(0)1
δimδnl −
ω(1)2
2ω(2)1
(δlmδin −δmiδnl +δmnδi l )− iεF
∂εΓ1
ω(1)3
(
ω(1)2
ω(0)1
δmiδnl +
ω(1)2
2ω(2)1
(δlmδin −δmiδnl +δmnδi l )
)]}
.
(S67)
The corresponding functions G1, G2, and G3 [Eq. (S22)] are
G1 =
2D (2)0
ω(1)1 ω
(1)
2 ω
(1)
3
{
ω(1)1 +ω(1)2
2ω(2)3
[
2− iεF
(
∂εΓ1
ω(1)3
+ ∂εΓ2
ω(2)3
)]
− 2ω
(1)
1
ω1
− ω
(1)
2
2ω(2)1
[
1+ iεF ∂εΓ1
ω(1)3
]}
, (S68)
G2 =
2D (2)0
ω(1)1 ω
(1)
2 ω
(1)
3
{
ω(1)1 +ω(1)2
2ω(2)3
[
2− iεF
(
∂εΓ1
ω(1)3
+ ∂εΓ2
ω(2)3
)]
+ ω
(1)
2
2ω(2)1
(
1+ iεF ∂εΓ1
ω(1)3
)
+ ω
(1)
2
ω(0)1
(
1− iεF ∂εΓ1
ω(1)3
)}
, (S69)
G3 =
2D (2)0
ω(1)1 ω
(1)
2 ω
(1)
3
{
−ω
(1)
1 +ω(1)2
2ω(2)3
[
2− iεF
(
∂εΓ1
ω(1)3
+ ∂εΓ2
ω(2)3
)]
− ω
(1)
2
2ω(2)1
(
1+ iεF ∂εΓ1
ω(1)3
)
+ 2ω
(1)
1
ω1
− ω
(1)
1 +ω(1)2
ω(0)3
iεF
(
∂εΓ1
ω(1)3
+ ∂εΓ0
ω(0)3
)}
.
(S70)
Setting the particle number relaxation rate Γ0 to zero, which is the physical case, we get
G1 =
2D (2)0
ω(1)1 ω
(1)
2 ω
(1)
3
{
ω(1)1 +ω(1)2
2ω(2)3
[
2− iεF
(
∂εΓ1
ω(1)3
+ ∂εΓ2
ω(2)3
)]
− 2ω
(1)
1
ω1
− ω
(1)
2
2ω(2)1
[
1+ iεF ∂εΓ1
ω(1)3
]}
, (S71)
G2 =
2D (2)0
ω(1)1 ω
(1)
2 ω
(1)
3
{
ω(1)1 +ω(1)2
2ω(2)3
[
2− iεF
(
∂εΓ1
ω(1)3
+ ∂εΓ2
ω(2)3
)]
+ ω
(1)
2
2ω(2)1
(
1+ iεF ∂εΓ1
ω(1)3
)
+ ω
(1)
2
ω1
(
1− iεF ∂εΓ1
ω(1)3
)}
, (S72)
G3 =
2D (2)0
ω(1)1 ω
(1)
2 ω
(1)
3
{
−ω
(1)
1 +ω(1)2
2ω(2)3
[
2− iεF
(
∂εΓ1
ω(1)3
+ ∂εΓ2
ω(2)3
)]
− ω
(1)
2
2ω(2)1
(
1+ iεF ∂εΓ1
ω(1)3
)
+ 2ω
(1)
1
ω1
− ω
(1)
1 +ω(1)2
ω3
iεF
∂εΓ1
ω(1)3
}
. (S73)
In the collisionless limit, Γl → 0, these formulas reduce to Eq. (S51).
THIRD-ORDER CONDUCTIVITY IN THE HYDRODYNAMIC REGIME
The third-order ac conductivity σ(3)i lmn
(
q1,ω1;q2,ω2;q3,ω3
)
is defined as
j (3)i (q,ω)=
∫ 3∏
j=1
dω jd2q j
(2pi)3
δ
(
q1+q2+q3−q
)
δ (ω1+ω2+ω3−ω)
×σ(3)i lmn
(
q1,ω1;q2,ω2;q3,ω3
)
El
(
q1,ω1
)
Em
(
q2,ω2
)
En
(
q3,ω3
)
.
(S74)
Unlike the second-order conductivity, σ(3)i lmn can approach a nonzero value at q = 0 in inversion-symmetric systems. We will
compute this value and disregard O (q2) nonlocal corrections. The calculation is simplified by the observation that Eqs. (S25)
and (S27) yield n(1) = n(2) = n(1)E =W (1) = P (1) =O (q)→ 0 in this approximation. An alternative way to get the same result is
to neglect spatial gradients in Eqs. (S23c), (S23b) and (S23a), after which the hydrodynamic equations reduce to
(∂t +Γd )ui =
1
γ2W
(
nEi −ui∂tP −ui j jE j
)
, ∂tnE = j jE j = nu jE j , ∂tn = 0. (S75)
9The last equation entails n = n(0), and so j (3)i = n(0)u(3)i . The third-order velocity can be found from
(∂t +Γd )u(3)i =−
n(
γ2W
)2 (γ2W )(2)Ei − 1γ2W u(1)i ∂tP (2)− nγ2W u(1)i u(1)j E j , (S76)
Since γ2W = nE +P , we have
(
γ2W
)(2) = n(2)E +P (2) =W ω+2ω u(1)1i u(1)2i +
[
∂P
∂n0
(
−1
2
n
)
+ ∂P
∂nE0
W
(
ω+2
ω
−1
)]
u(1)1i u
(1)
2i +perm., (S77)
where “perm.” stands for permutations among subscripts 1, 2, and 3, corresponding to frequencies ω1, ω2, and ω3, respec-
tively. The equation for the Fourier amplitude u(3)(ω) of the combined frequency ω=ω1+ω2+ω3 becomes
(−iω+Γd )u(3)i =−
n(
γ2W
)2 Ei
{
W
ω+2
ω1+ω2
u(1)1i u
(1)
2i +
[
∂P
∂n0
(
−1
2
n
)
+ ∂P
∂nE0
W
(
ω+2
ω1+ω2
−1
)]
u(1)1i u
(1)
2i
}
− 1
γ2W
u(1)3i ∂t
{[
∂P
∂n0
(
−1
2
n
)
+ ∂P
∂nE0
W
(
ω+2
ω1+ω2
−1
)]
u(1)1i u
(1)
2i
}
− n
γ2W
u(1)i u
(1)
j E j
=− n
W 2
Ei
{
W
ω+2
ω1+ω2
u(1)1i u
(1)
2i +
[
∂P
∂n0
(
−1
2
n
)
+ ∂P
∂nE0
W
(
ω+2
ω1+ω2
−1
)]
u(1)1i u
(1)
2i
}
− 1
W
u(1)3i
[
∂P
∂n0
(
i
2
n
)
(ω1+ω2)+ ∂P
∂nE0
W (−i )(ω+2 −ω1−ω2)]u(1)1i u(1)2i − nW u(1)i u(1)j E j
= i
W
ω+3 u
(1)
3i u
(1)
1 j u
(1)
2 j
{
W
ω+2
ω1+ω2
+
[
∂P
∂n0
(
−1
2
n
)
+ ∂P
∂nE0
W
(
ω+2
ω1+ω2
−1
)]}
− 1
W
u(1)3i u
(1)
1 j u
(1)
2 j
{
∂P
∂n0
(
i
2
n
)
(ω1+ω2)+ ∂P
∂nE0
W (−i )(ω+2 −ω1−ω2)}+ iω+2 u(1)1 j u(1)2 j u(1)3i
= i
[
ω+2ω
+
3
ω1+ω2
+ ∂P
∂n0
(
−1
2
ω+3
n
W
)
+ ∂P
∂nE0
(
ω+2ω
+
3
ω1+ω2
−ω+3
)
− ∂P
∂n0
(
1
2
n
W
)
(ω1+ω2)+ ∂P
∂nE0
(
ω+2 −ω1−ω2
)+ω+2 ]u(1)1 j u(1)2 j u(1)3i
= i
[
ω+2ω
+
3
ω1+ω2
+ω+2 +
∂P
∂nE0
(
ω+2ω
+
3
ω1+ω2
−ω+3 +ω+2 −ω1−ω2
)
− ∂P
∂n0
(
1
2
n
W
)
(ω1+ω2+ω+3 )
]
u(1)1 j u
(1)
2 j u
(1)
3i .
(S78)
Therefore,
u(3)i =−
1
ω+
[
ω+2ω
+
3
ω1+ω2
+ω+2 +
∂P
∂nE0
(
ω+2ω
+
3
ω1+ω2
+ω+2 −ω+
)
− ∂P
∂n0
(
1
2
n
W
)
ω+
]
u(1)1 j u
(1)
2 j u
(1)
3i
=
[
∂P
∂nE0
+ ∂P
∂n0
(
1
2
n
W
)
−
(
∂P
∂nE0
+1
)
1
ω+
(
ω+2ω
+
3
ω1+ω2
+ω+2
)]
u(1)1 j u
(1)
2 j u
(1)
3i . (S79)
(For brevity, we omitted “+perm.” in the above equations.) In the dissipationless limit Eq. (S79) simplifies to [cf. Eq. (S24)]
u(3)i =
Cise−1
2
u(1)1 j u
(1)
2 j u
(1)
3i +perm. (S80)
Therefore,
σ(3)i lmn =
D (3)h
ω1ω2ω3
(δi lδmn +δimδln +δinδlm) , D (3)h = i
1−Cise
3!
e4n
m∗3v2
, (S81)
where e and v were restored.
We can compare our formula for the third-order ac con-
ductivity in the hydrodynamic regime with other results
in the literature for the case ω1 = ω2 = ω3, which corre-
sponds to the third harmonic generation. This effect is con-
trolled by the conductivity σ(3)i lmn(0,ω1;0,ω1;0,ω1). Applied
to graphene at T = 0, our result for D (3)h is twice larger than
the third-order spectral weight from the collisionless Boltz-
10
mann transport theory [23]. Compared to the linear re-
sponse, the third-order current is suppressed by the small
parameter ξ = (−eE/ωm∗v )2. At zero temperature, neglecting
exchange-correlation corrections, m∗v is just the Fermi mo-
mentum pF , so that ξ= (δp/pF )2. The quantity δp =−eE/ω
is equal by the order of magnitude to the change in electron
momentum caused by the electric field during one half cycle
of the sum-frequency oscillations, δt ∼ pi/ω. The ratio of ξ
factors for a nonrelativistic and ultrarelativistic Dirac fluids
is ∼ (vF /v)2 ¿ 1. This factor vanishes for a system with a
parabolic dispersion corresponding to v →∞. Indeed, for
such a system all nonlinearities at zero q should be absent
because of the Galilean invariance. On the other hand, the
linear and second-order conductivities, σ and σ(2)i lm , do not
show this contrasting behavior because they do not contain
v explicitly.
APPLICATIONS AND SUMMARY
Photon drag
The photon drag effect is the generation of dc current by a
light incident on the sample. Unlike optical rectification and
photogalvanic effect, the photon drag current is the result
of the transfer of the linear momentum of photons q to free
carriers [41]. This is why photon drag can appear only if
q= xˆqx + zˆqz is not strictly normal to the x–y plane of the
sample, see Fig. S2(a). An alternative classical picture of
the photon drag is the carrier drift in the crossed electric
and magnetic fields of the electromagnetic wave, and so the
photon drag is also sometimes referred to as the dynamical
Hall effect. The drag current can have both longitudinal jx
and transverse jy components. Let the in-plane component
of the electric field be E=E0e i (qr−ωt )+c.c. where E0 = xˆEx+
yˆEy . The polarization of the incident wave in the x–y plane
is important. This polarization can be specified in terms
of the Stokes parameters s0 = |Ex |2+|Ey |2, s1 = |Ex |2−|Ey |2,
s2 = ExE∗y+EyE∗x , and s3 =−i (ExE∗y−EyE∗x ). From Eq. (S33),
we can calculate the induced dc current components as [42]
jx = 2σ(2)xy y (q,ω;−q,−ω)EyE∗y +2σ(2)xxx (q,ω;−q,−ω)ExE∗x
= T1qx 1
2
(|Ex |2+|Ey |2)+T2qx 1
2
(|Ex |2−|Ey |2) ,
jy = 2σ(2)yxy (q,ω;−q,−ω)ExE∗y +2σ(2)y yx (q,ω;−q,−ω)EyE∗x
= T2qx 1
2
(ExE
∗
y +EyE∗x )+ T˜1qx (−i )(ExE∗y −EyE∗x ) . (S82)
The coefficients T1 and T2 are as follows:
T1 = 2
(
G˜1+G˜2+2G˜3
)
, T2 = 2
(
G˜1+G˜2
)
, (S83)
where
G˜a(ω)≡Ga(ω,−ω)−Ga(−ω,ω) (S84)
and Ga are the functions introduced in Eq. (S22). For T˜1, we
get
T˜1 =− i [G1(ω,−ω)+G1(−ω,ω)]
+ i [G2(ω,−ω)+G2(−ω,ω)] .
(S85)
For the hydrodynamic regime, we take Ga(ω,−ω) from
Eq. (S39) and obtain
T1 =
(
− 1
1−Cise
−1
) 4D (2)h
ω(ω2+Γ2) , (S86)
T2 =
(
1
1−Cise
−1
) 4D (2)h
ω(ω2+Γ2) , (S87)
T˜1 = 0. (S88)
For the case of graphene, Cise = 1/2, these equations give
T1 =−3T2 , T2 =
4D (2)h
ω
(
ω2+Γ2d
) , T˜1 = 0. (S89)
which is Eq. (15) of the main text.
In the kinetic regime, the photon drag coefficients are
more complicated. Equations (S71)–(S73) for Ga can be used
to compute them for graphene at zero temperature. We get
the following:
T1 = 8D (2)0
(1+εF∂ε lnΓ1)
[(
ω2+Γ22
)+ω2 (1+Γ2/Γ1)]−4(ω2+Γ22)
ω
(
ω2+Γ21
)(
ω2+Γ22
) , T2 = 8D (2)0 1+εF∂ε lnΓ1ω(ω2+Γ21) , (S90)
T˜1 =−4D (2)0
(1+Γ2/Γ1)Γ2(
ω2+Γ21
)(
ω2+Γ22
) (1+εF∂ε lnΓ1) , (S91)
in agreement with Refs. 41–43. If the dominant electron
scattering in graphene is due to short-range impurities, then
the scattering rates Γ1 and Γ2 for the p- and d-wave angular
deformations of the Fermi surface obey the relations
Γ2 = 2Γ1 , ε∂ε lnΓ1 = 1. (S92)
When substituted into the general formulas above, followed
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by the notation change Γ1 → Γd , these relations lead to
Eq. (16) of the main text.
Instead of the Stokes parameters, we can use two an-
gles ψ and α such that Ex = E cosαcosθ, Ey = E cosαe iψ.
Note that α = 0 means p-polarization and α = pi/2 means
s-polarization, see Fig. S2(a). The formulas for jx and jy
become
jx = 1
2
qx |E |2
[
(T1+T2)cos2αcos2θ+ (T1−T2)sin2α
]
,
jy = 1
2
qx |E |2
[
cosθ sin2α
(
T2 cosψ−2T˜1 sinψ
)]
.
In the hydrodynamic regime where T˜1 = 0, the transverse
current jy has no component proportional to sinψ. How-
ever, jy does have such a component in the kinetic regime,
as illustrated by Fig. S2(d). This distinction may be used to
identify the two regimes in experiments.
Second harmonic generation
The second-harmonic generation (SHG) signal is propor-
tional to the
(
2q,2ω
)
Fourier harmonic of the second-order
FIG. S2. [Same as Fig. 4 of the main text.] (a) Geometry for measur-
ing photon drag, second, and third harmonic generation. (b) SHG
signal as a function of T at fixed ω. The “Kinetic” curve is the the
kinetic regime; the “Hydro” curve is for the hydrodynamic one; the
dashed curve is a sketch of the actual signal. (c) Photon drag pho-
tocurrent jx in graphene vs. polarization angle α (illustrated by the
red arrows). (d) jy vs. phase delay ψ (degree of circular polariza-
tion) at α=pi/4. Parameters in (c,d): T = 0 for the ‘Kinetic” curves,
T = 300K for the “Hydro” curves, n = 3.14×1012 cm−2, ω= 5THz,
Γd = 1THz, θ =pi/4, E = 103V/cm.
ac current, which is given by [20]
jx =σ(2)xy y
(
q,ω;q,ω
)
E2y +σ(2)xxx
(
q,ω;q,ω
)
E2x
= S1qx
(
E2x +E2y
)
+S2qx
(
E2x −E2y
)
, (S93)
jy =σ(2)yxy (ω,q,ω,q)ExEy +σ(2)y yx (ω,q,ω,q)EyEx
= 2S2qxExEy , (S94)
where
S1 =G1(ω,ω)+G2(ω,ω)+2G3(ω,ω) , (S95)
S2 =G1(ω,ω)+G2(ω,ω) . (S96)
Neglecting the damping, for graphene in the kinetic regime,
we get
S1 =
2D (2)k
ω3
, S2 =
D (2)k
ω3
. (S97)
In the hydrodynamic regime, we find
S1 =
2D (2)h
ω3
, S2 =
D (2)h
ω3
. (S98)
This implies that SHG signal has the same polarization de-
pendence in the hydrodynamic and kinetic regimes but the
magnitude of the response is different because it is con-
trolled by either D (2)h or D
(2)
k . At zero temperature the ratio
D (2)h /D
(2)
k is equal to 2, but at high temperature it rapidly de-
creases, see Fig. S2(b). Experimentally, this difference may
be observed as the electron temperature is increased and the
system crosses over from the kinetic to the hydrodynamic
regime at some T ∗ = T ∗(ω). This crossover temperature
is the solution of the equation Γee (T ∗) = ω. As T ∗ is ap-
proached from below, the SHG signal may increase, by up
to a factor of two from its T = 0 value, as sketched by the
dashed line in Fig. S2(b). When the temperature is raised be-
yond T ∗, the system enters the hydrodynamic regime where
the SHG signal should drop due to decreasing D (2)h . The
transient states of high electron temperatures can be real-
ized with intense photoexcitation.
Summary tables for the second-order conductivity
As we pointed out earlier, σ(2)i lm is fully characterized by
three functions G1, G2, and G3. Shown in Table I are G1, G2,
G3 and T1, T2, T˜1 in different regimes and for different band
dispersions. In addition, the same formulas in the clean
limit are summarized in Table II.
Electron systems with parabolic dispersion is an interest-
ing case. In such systems σ(2)i lm has the same form in the
kinetic and hydrodynamic regimes but only in the absence
of momentum dissipation. As mentioned in the main text,
in this system the random-phase approximation (RPA) also
gives the same σ(2)i lm to the linear order in q in the absence
of dissipation. In the diagrammatic derivation [32] of this
12
RPA result only the “diamagnetic” terms contribute to σ(2)i lm .
Those diamagnetic terms are all determined by the linear-
response Drude weight. The “paramagnetic” term, that is,
a single-loop diagram with three current vertices vanishes
to the first order in q . This is superficially similar yet ap-
parently unrelated to Furry’s theorem in quantum electrody-
namics, which says that fermion loops with odd number of
photon vertices vanish because of electron-positron symme-
try. For Dirac electrons in graphene one may invoke Furry’s
theorem to explain vanishing of the spectral weight at µ= 0
[see Eq. (S52)]. However, in the case of interest, µ 6= 0, the
three-point current correlation function [24, 26, 28] is finite.
In fact, it is the diamagnetic contribution that vanishes, so
that σ(2)i lm is determined solely by this paramagnetic term.
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Regime/Dispersion Parabolic band (2D) graphene
Hydrodynamic
G1
D(2)p
ω+1 ω
+
2 ω
+
3
(
− iΓd
ω1
) D(2)h
ω+1 ω
+
2 ω
+
3
(
−2 iΓd
ω1
)
G2
D(2)p
ω+1 ω
+
2 ω
+
3
(
ω+3
ω1
)
D(2)h
ω+1 ω
+
2 ω
+
3
(
ω+3
ω1
)
G3
D(2)p
ω+1 ω
+
2 ω
+
3
(
1+ iΓd
ω1
+ ∂P
∂nE
2iΓd
ω+ iΓE
) D(2)h
ω+1 ω
+
2 ω
+
3
[
1+2
(
iΓd
ω1
+ ∂P
∂nE
2iΓd
ω+ iΓE
)]
T1 −
8D(2)p
ω
(
ω2+Γ2d
) − 12D(2)h
ω
(
ω2+Γ2d
)
T2 0
4D(2)h
ω
(
ω2+Γ2d
)
T˜1 0 0
Kinetic nonconserving
G1
D(2)p
ω+1 ω
+
2 ω
+
3
(
ω+1 +ω+2
ω+3
− ω
+
1
ω1
)
2D(2)0
ω+1 ω
+
2 ω
+
3
(
−1− ω
+
2
2ω+1
+ iΓ
ω+3
− 2iΓ
ω1
)
G2
D(2)p
ω+1 ω
+
2 ω
+
3
(
ω+1 +ω+2
ω+3
+ ω
+
2
ω+1
)
2D(2)0
ω+1 ω
+
2 ω
+
3
(
1+ 3
2
ω+2
ω+1
+ iΓ
ω+3
)
G3
D(2)p
ω+1 ω
+
2 ω
+
3
ω+1
ω1
2D(2)0
ω+1 ω
+
2 ω
+
3
(
1− ω
+
2
2ω+1
− iΓ
ω+3
+ 2iΓ
ω1
)
T1 4D
(2)
p
−3ω2−Γ2
ω(ω2+Γ2)2 16D
(2)
0
−ω2−Γ2
ω(ω2+Γ2)2
T2 4D
(2)
p
−ω2+Γ2
ω(ω2+Γ2)2 16D
(2)
0
Γ2
ω(ω2+Γ2)2
T˜1 8D
(2)
p
Γ
(ω2+Γ2)2 32D
(2)
0
Γ
(ω2+Γ2)2
Kinetic
G1
2D(2)0
ω(1)1 ω
(1)
2 ω
(1)
3
{
− ω
(1)
2
2ω(2)1
(
1+εF
∂εiΓ1
ω(1)3
)
− 2ω
(1)
1
ω1
+ω
(1)
1 +ω
(1)
2
ω(2)3
[
1− 1
2
εF
(∂εiΓ1
ω(1)3
+ ∂εiΓ2
ω(2)3
)]}
G2
2D(2)0
ω(1)1 ω
(1)
2 ω
(1)
3
{ω(1)2
ω1
(
1−εF
∂εiΓ1
ω(1)3
)
+
ω(1)2
2ω(2)1
(
1+εF
∂εiΓ1
ω(1)3
)
+
ω(1)1 +ω
(1)
2
ω(2)3
[
1− 1
2
εF
(∂εiΓ1
ω(1)3
+ ∂εiΓ2
ω(2)3
)]}
G3
2D(2)0
ω(1)1 ω
(1)
2 ω
(1)
3
(
2
ω(1)1
ω1
− ω
(1)
1 +ω
(1)
2
ω(0)3
εF
∂εiΓ1
ω(1)3
− ω
(1)
2
2ω(2)1
(
1+εF
∂εiΓ1
ω(1)3
)
−ω
(1)
1 +ω
(1)
2
ω(2)3
[
1− 1
2
εF
(∂εiΓ1
ω(1)3
+ ∂εiΓ2
ω(2)3
)]}
T1 8D
(2)
0
(ω2+Γ22)(−3+εF ∂ε lnΓ1)+ω2(1+Γ2/Γ1)(1+εF ∂ε lnΓ1)
ω(ω2+Γ21)(ω2+Γ22)
T2 8D
(2)
0
1+εF ∂ε lnΓ1
ω(ω2+Γ21)
T˜1 −4D(2)0
(1+Γ2/Γ1)Γ2
(ω2+Γ21)(ω2+Γ22)
(1+εF ∂ε lnΓ1)
Quantum Ref. 32 Refs. 24 and 26
TABLE I. Summary for the general case. Notations: D(2)h =−
1
2
n3v4
W 2
(1−Cise), D(2)p =−
e3n
2m2
, and D(2)0 =−
ge3v2
32piħ2 .
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Regime/Dispersion General Parabolic band (2D) graphene
Hydrodynamic
G1 0 0 0
G2
D(2)h
ω1ω2ω3
(
ω3
ω1
) D(2)p
ω1ω2ω3
(
ω3
ω1
) D(2)h
ω1ω2ω3
(
ω3
ω1
)
G3
D(2)h
ω1ω2ω3
D(2)p
ω1ω2ω3
D(2)h
ω1ω2ω3
T1 4D
(2)
h
(
− 1
1−Cise
−1
)
1
ω3
−8D(2)p
1
ω3
−12D(2)h
1
ω3
T2 4D
(2)
h
(
1
1−Cise
−1
)
1
ω3
0 4D(2)h
1
ω3
T˜1 0 0 0
Kinetic
G1 0
D(2)0
ω1ω2ω3
(
−2− ω2
ω1
)
G2
D(2)p
ω1ω2ω3
ω3
ω1
D(2)0
ω1ω2ω3
(
2+3 ω2
ω1
)
G3
D(2)p
ω1ω2ω3
D(2)0
ω1ω2ω3
(
2− ω2
ω1
)
T1 −12D(2)p
1
ω3
32D(2)0
1
ω3
T2 −4D(2)p
1
ω3
16D(2)0
1
ω3
T˜1 0 0 0
Quantum Refs. 24 and 26
TABLE II. Clean limit: Γd = Γ1→ 0, Γ2→ 0, Γ2/Γ1 = 2= const.
