In this paper, a method based on the Tau method with arbitrary bases is developed to find the numerical solution of Fredholm integro-differential equations; the differential part appearing in the equation is replaced by its operational Tau representation. Some numerical results are given to demonstrate the superior performance of the Tau method, particularly, with the Chebyshev and Legendre bases.
Introduction
This paper concerns the developments of the Tau method (see Ortiz [1] and Ortiz and Samara [2] ) with arbitrary bases (Chebyshev and Legendre) for the numerical solution of integro-differential equations (IDEs). The Tau method has found extensive application in recent years presented in a series of papers, for example, in [2] [3] [4] [5] [6] [7] [8] for the case of numerical solution of ordinary differential equations (ODEs) and in [4, 9, 10] for the case of numerical solution of partial differential equations (PDEs). Application of the Chebyshev and Legendre polynomials and their numerical merits in solving ODEs and PDEs numerically have been discussed in a series of papers (for example, [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] ). We are, therefore, motivated to work in this direction of extending the Tau method with arbitrary bases for the solution of IDEs. Several different approaches have been proposed in the literature to handle IDEs numerically [13] [14] [15] [16] [17] [18] . Yalcinbas and Sezer [18] proposed an approximating solution in terms of Taylor polynomials which we believe it is a particular case of the method presented in this paper. This paper is organized as follows. In Section 2, the formulation of the Tau method with arbitrary bases is developed; the matrix representations of each part of IDE and its supplementary conditions are obtained. In Section 3, an efficient Tau error estimator is introduced. In Section 4, preliminary steps towards application of the Chebyshev and Legendre bases are taken. Finally, in Section 5, some numerical results are provided to demonstrate the efficiency of using Chebyshev and Legendre bases and compared with those of [18] .
Converting IDE to a system of linear algebraic equations
Let D be a linear differential operator of order m with polynomial coefficients defined by Unless otherwise stated, x will always be the independent variable of the functions which appear throughout this paper and will be defined in a finite interval.
Let yðxÞ be the exact solution of the integro-differential equation, 
Matrix representation for the different parts
Let V :¼ fv 0 ðxÞ; v 1 ðxÞ; . . .g be a polynomial basis given by V :¼ V X , where V is a non-singular lower triangular matrix and degreeðv i ðxÞÞ 6 i, for i ¼ 0; 1; 2; . . .. Also for any matrix P , P v ¼ VPV À1 . Now we convert the Eqs. (2.3) and (2.4) to the corresponding linear algebraic equations in three parts; (a), (b) and (c).
(a) Matrix representation for DyðxÞ:
Ortiz and Samara proposed in [2] an alternative for the Tau technique which they called the operational approach as it reduces differential problems to linear algebraic problems. The effect of differentiation, shifting and integration on the coefficients vector ã a n :¼ ðã a 0 ;ã a 1 ; . . . ;ã a n ; 0; 0; . . .Þ of a polynomial u n ðxÞ ¼ã a n X is the same as that of post-multiplication ofã a n by the matrices g; l and i respectively, du n ðxÞ dx ¼ã a n gX ; xu n ðxÞ ¼ã a n lX and
where We recall now the following theorem given by Ortiz and Samara [2] . Then we can write We refer to B as the matrix representation of the supplementary conditions and B j as its jth column. The following relations for computing the elements of the matrix B can be deduced from (2.7): we can write instead of (2.13) where G n is the matrix defined by restriction of G to its first n þ 1 rows and columns. 
Error estimation
In this section an error estimator for the approximate solution of (2.3) and (2.4) is obtained. Let us call e n ðxÞ ¼ yðxÞ À y n ðxÞ as the error function of the approximate solution y n ðxÞ to yðxÞ, where yðxÞ is the exact solution of (2.3) and (2.4). Hence y n ðxÞ satisfies the following problem: We proceed to find an approximation e n;N ðxÞ to the error function e n ðxÞ in the same way as we did before for the solution of problem (2.3), (2.4). Subtracting (3.1) and (3.2) from (2.3) and (2.4) respectively, the error function e n ðxÞ satisfies the problem It should be noted that in order to construct the approximant e n;N ðxÞ to e n ðxÞ, only the right hand side of system (2.15) needs to be recomputed; the structure of the coefficient matrix G n remains the same.
Chebyshev and Legendre bases
In Section 2, V :¼ v 0 ðxÞ; v 1 ðxÞ; . . . f gwas considered as a polynomial basis given by V :¼ V X , where V is a non-singular lower triangular matrix and degree ðv i ðxÞÞ 6 i, for i ¼ 0; 1; 2; . . . It was used to convert (2.3) and (2.4) into a system of linear equations. The shifted Chebyshev and Legendre polynomials are interesting polynomial bases with a matrix V of the same structure. We argue the application of the Tau method for the case of Chebyshev polynomials, the case of Legendre being similar.
The shifted Chebyshev polynomials are defined as where k ij and f i are computed by the following relations and a 0 ; a 1 ; . . . ; a n are obtained from (2.11),
for i; j ¼ 0; 1; . . . ; n and
A summation symbol with double primes denotes a sum with first and last terms halved. Also a ij s (see part (b) of Section 2), are computed easily in this case, since
where T j and T l are Chebyshev polynomials of degree j and l respectively. But these polynomials are even for even degree and odd for odd degree, hence
All other elements are computed as in Section 2.
Numerical examples
In this section we consider some examples demonstrating the accuracy of the method and effectiveness of the Chebyshev and Legendre bases compared with the standard basis X . We also compare the results of Example 1 with those of [18] . Example 1. This example was considered by Yalcinbas and Sezer [18] for the method of solution in terms of Taylor polynomials. The exact solution is yðxÞ ¼ e x .
For the Tau numerical results see Tables 1, 2 and Fig. 1 . In Table 2 , it is evident the better performance provided by the method here proposed compared with the results of Yalcinbas and Sezer [18] . The exact solution is yðxÞ ¼ sinðxÞ.
For numerical results see Table 3 and Fig. 2 . 
Conclusions
Our results indicate that the Tau method with any arbitrary polynomial basis can be regarded as a structurally simple algorithm that is conventionally applicable to the numerical solution of IDEs. In addition, although we have restricted our attention to linear Fredholm IDEs, we expect the method to be easily extended to more general IDEs. Despite the relatively low degrees used the numerical results show the superior performance of the Tau method, particularly, with the Chebyshev and Legendre bases. Nevertheless, as Figs. 1 and 2 illustrate, the error of the X basis Tau solution shows a tendency to increase rapidly, as x increases to the end boundary point. This behavior can be expected in any polynomial numerical method.
