In the paper, we establish the Hermite-Hadamard type inequalities for the generalized s-convex functions in the second sense on real linear fractal set R α (0 < α < 1).
Introduction
The convexity of functions is an important concept in the class mathematical analysis course. In [1] , Hudzik and Maligranda considered two kinds of convex functions which are s-convex. And many important inequalities are established for the s-convex functions. For example, the Hermite-Hadamards inequality is one of the best known results in the literature, see [2, 3, 4] and so on.
In recent years, the fractal theory has received significantly remarkable attention [5] . The calculus on fractal set can lead to better comprehension for the various real world models from science and engineering [6] .
On the fractal set, Mo etal. [7, 8] introduced the definition of the generalized convex function and established Hermite-Hadamard type inequality. In [9] , the authors introduced two kinds of generalized s-convex functions on fractal sets R α (0 < α < 1).
The definitions of the generalized s-convex functions are as follows: for all u, v ∈ R + and all λ 1 , λ 2 ≥ 0 with λ s 1 + λ s 2 = 1. We denote this by f ∈ GK 1 s .
Definition 1.2.
[9] A function f : R + → R α is said to be generalized s-convex (0 < s < 1) in the second sense, if
for all u, v ∈ R + and all λ 1 , λ 2 ≥ 0 with λ 1 + λ 2 = 1. We denote this by f ∈ GK 2 s .
Note that, when s = 1, the generalized s-convex function in both sense is generalized convex function [9] .
Inspired by [2, 3, 8] , in the paper we will establish the Hermite-Hadamard type inequalities for generalized s-convex functions.
Preliminaries
Let us review the operations with real line number on fractal space and use the Gao-YangKang's idea to describe the definitions of the local fractional derivative and local fractional integral [10, 11, 12, 13, 14] .
If a α , b α and c α belong to the set R α of real line numbers , then (1) a α + b α and a α b α belong to the set R α ;
for positive constants c and α(0 < α ≤ 1). This function is called Hölder continuous function. In this case, we think that f (x) is in the sapce C α [a, b].
Definition 2.2.
[10] The local fractional derivative of f (x) of order α at x = x 0 is defined by
where
.
Lemma 2.3.
[10]
From the above formula and Lemma 2.2, we have
Main Results
Theorem 3.1. Suppose that f : R + → R α is a generalized s-convex function in the second sense, where
, then the following inequalities hold:
Proof . Let x = a + b − t, then by Lemma 2.1, we have a+b
Moreover, f is s convex in the second sense, then
In the other hand, let
From Lemma 2.3, it is easy to see that
,
So,
Therefore, we obtain
, where a, b ∈ I 0 , a < b. If |f (α) | q is generalized s-convex in the second sense on [a, b] for some fixed s ∈ (0, 1) and q ≥ 1, then
To show Theorem 3.2 is right, we need the following Lemma.
for a, b ∈ I 0 with a < b. Then the following equality holds:
Now, let us give the proof of Theorem 3.2.
Proof . From Lemma 3.1, it is obvious that
for q = 1 and q > 1.
in the second sense, we can know that for any
Then, we have,
(3.3) From Lemma 2.2 and lemma 2.3, it is easy to see that
And, let 1 − t = x, then by Lemma 2.1 and (3.4), we have
Thus, substituting (3.4) and (3.5) into (3.3), we have
Thus, from (3.2), we obtain
Case II. q > 1.
Using the generalized Hölder's inequality(Lemma 2.4), we obtain
Moreover, since |f (α) | q is generalized s-convex in the second sense on [a, b], then
From (3.3) and (3.4), it is easy to see that
(3.9) Thus, substituting (3.8) and (3.9) into (3.7), we have
Thus, we complete the proof of Theorem 3.2.
, where a, b ∈ I and a < b. If |f (α) | q is generalized s-convex in the second sense on [a, b] for some fixed s ∈ (0, 1) and q > 1, then
Proof . From Lemma 3.1, we have
(3.10)
respectively. Using the generalized Hölder's inequality(Lemma 2.4), we obtain
11) It is easy to see that
Since |f (α) | q is a generalized s convex function in the second sense , then U (t) is a generalized s convex function in the second sense , too. Thus, from the right hand side of (3.1), it follows that
Thus, substituting (3.12) and (3.13) into (3.11), we get So, it is analogues to the estimate of (3.11), we have 1 Γ(1 + α) Terefore, we complete the proof of Theorem 3.3.
