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Abstract
We describe a method of construction of gauge-invariant operators (Dirac observ-
ables or “evolving constants of motion”) from the knowledge of the eigenstates of the
gauge generator of time-reparametrisation invariant mechanical systems. These in-
variant operators evolve unitarily with respect to an arbitrarily chosen time variable.
We emphasise that the dynamics is relational, both in the classical and quantum
theories. In this framework, we show how the “emergent WKB time” often em-
ployed in quantum cosmology arises from a weak-coupling expansion of invariant
transition amplitudes, and we illustrate an example of singularity avoidance in a
vacuum Bianchi I (Kasner) model.
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1 Introduction
One of the most important issues in any attempt to quantise the gravitational field is
the proper understanding of the gauge symmetry of the theory (“general covariance”) at
the quantum level. Presumably, a complete quantum theory of gravity would involve a
Hilbert space of physical states and a set of linear operators which would represent the
observables of the theory. Both states and observables should transform appropriately
under gauge transformations. There is no general agreement on how such a theory should
be constructed or even if a Hilbert space is really necessary [1], although there are multiple
approaches being actively pursued [2].
Classically, the diffeomorphism symmetry induces a group of transformations in phase
space (the Bergmann-Komar group [3, 4]) and it is associated to a set of first class con-
straints [5–12]. The gauge transformations (Lie derivatives) are generated in phase space
by a combination of these constraints [4, 5, 13, 14]. In this way, phase-space functions
which are gauge invariant must have vanishing Lie derivatives and, if these functions do
not depend explicitly on the spacetime coordinates, then they Poisson-commute with the
constraint functions. In this case, they are often called Dirac observables.
An important class of such observables is given by “evolving constants of motion” [15],
which are phase-space functions that encode the relational evolution between tensor fields
according to the appropriate field equations (e.g., the Einstein field equations in general
relativity). The “evolving constants” can be understood as gauge-invariant extensions of
non-invariant quantities given in a particular frame [12, 16–20] and have been contem-
plated in the literature in the context of canonical gravity both in (quantum) geometro-
dynamics and loop quantum gravity [21–23].
If one takes the view that the physical content of a generally covariant theory is
entirely encoded in such relational phase-space functions, it is indeed reasonable to con-
struct a canonical quantum theory based on operators which represent Dirac observables
and physical states that are superpositions of eigenstates of the “evolving constants”. In
this framework, the physical Hilbert space is the vector space of wave functions that
are annihilated by the constraint operators. This apparently leads to a “problem of
time” [24, 25]: physical states seem to be time independent and one has the impression
that the dynamics is “frozen”.
While there are many possible solutions to this “problem” (see, for instance, [26] and
references therein), it is arguably sufficient to note that the quantum dynamics has to
be relational, as it is in the classical theory. The dynamics is not “frozen”, but rather
encoded in the relational evolution of Dirac observables. Variations of this argument
have been explored in the literature [27–38], but a systematic way to construct Dirac
observables is lacking. Moreover, the explicit connection between this relational view
and other approaches to the “problem of time” has remained unclear. In particular, a
popular “solution” is the “semiclassical emergence of time”: time only exists when the wave
function(al) of the gravitational field is in a semiclassical regime (see [24, 25, 39, 40] for
a review and [41–48] for phenomenological applications). For this reason, this emergent
semiclassical time is often referred to as “WKB time” [39, 40, 49]. Recently [50], the
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author has argued that such a “semiclassical approach to the problem of time” coincides
with a particular choice of gauge (i.e., time coordinate) and can be extended beyond the
semiclassical level.
The purpose of this article is twofold: (1) to discuss a systematic method of construc-
tion of gauge-invariant operators in covariant quantum mechanics, i.e., operators which
commute with the gauge generator and therefore have a physical interpretation which
is independent of the time parametrisation (gauge) adopted; (2) to relate the heuris-
tic notion of an “emergent semiclassical time” to the concrete and more fundamental
framework in which the basic objects of the quantum theory are correlation functions of
gauge-invariant operators.
The construction of operators corresponding to Dirac observables will be guided by an
analogy to the Faddeev-Popov gauge-fixing method [51,52] in conventional gauge theories
(i.e., Yang-Mills theories). Our approach will be canonical (operator-based) and we will
not make use of path integrals. Although the restriction to mechanical theories is for the
sake of simplicity, the method here presented is directly applicable to all minisuperspace
models of quantum cosmology and, hence, it is useful. The field-theoretical case (with
the possible issues of regularisation and anomalies) will be left for future work.
The second objetive is a continuation of [50], in which it was extensively argued how
the results of the usual “semiclassical approach to the problem of time” can be recovered
from a complete quantum theory where the notion of “gauge fixing” was paramount.
The work of [50] was, however, limited by the use of the indefinite Klein-Gordon inner
product in the Hilbert space of physical states. In the present article, we adopt the
positive-definite Rieffel induced inner product [53–59] (see also [60–63]), and we show
how the emergence of “WKB time” occurs in the simple example of a relativistic particle,
which is sufficient to illustrate the connection between the “semiclassical time” and the
exact relational dynamics at the fully quantum level.
The article is structured in the following way. In section 2, we review the classical
theory and present the general formalism for the construction of Dirac observables in
covariant quantum mechanics, comparing it with previous proposals. In the subsequent
sections, we analyse concrete examples of this construction. In section 3, the relativistic
particle is quantised and the corresponding Dirac observables are constructed. We show
how they coincide with their non-relativistic counterparts in the appropriate limit, in
which the “WKB time” also emerges. In particular, we construct the “time-of-arrival”
Dirac observable (see [37, 64] and references therein) in the non-relativistic limit. In
section 4, we analyse a cosmological model, the vacuum Bianchi I (Kasner) universe, and
give an example of how the classical singularity may be avoided in the quantum theory.
Finally, in section 5, we summarise our results and present our conclusions. We keep
factors of c and ~ explicit.
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2 The General Framework
2.1 Classical Theory
2.1.1 Observables
In preparation to the quantum theory of Dirac observables, we review the fundamentals of
generally covariant classical mechanics, which can be regarded as a toy model of general
relativity in 0+1 spacetime dimensions [65]. We refer to the one-dimensional background
manifold as the worldline. Given two worldline vectors V(1,2) = ǫ(1,2)(τ)
d
dτ , we can define
the (intrinsic) metric on the worldline as g(V(1), V(2)) = e2(τ)ǫ(1)(τ)ǫ(2)(τ), where e(τ)
is a worldline scalar density called the einbein. Gauge transformations are worldline
diffeomorphisms generated by a vector field V = ǫ(τ) ddτ [3, 4].
The dynamical variables are worldline tensors described in an arbitrary “frame” re-
lated to the choice of the worldline parameter τ . Under reparametrisations of the world-
line, the components of tensors transform covariantly. In fact, there is no problem in
defining physical quantities (observables) to be covariant rather than invariant under
worldline reparametrisations (see the discussions in [66–68] as well as in [69, 70]). Thus,
we can define observables to be worldline tensors. However, since one promotes the initial
values of dynamical fields to operators in the quantum theory, we would like to be able
to describe the initial values independently of the choice of parametrisation and, thus,
in a gauge-invariant manner. In this way, we would like to construct Dirac observables,
i.e., objects which commute with the phase-space constraints, to represent the invariant
extensions of initial values of worldline tensors. These extensions will then be promoted
to operators in the quantum theory. Let us see how this can be achieved systematically.
For simplicity, we assume the fundamental dynamical fields are worldline scalars. The
gauge transformation of a scalar field q(t) reads
δǫ(τ)q(τ) := £V q(τ) = ǫ(τ)
dq(τ)
dτ
. (1)
In order for the dynamics to be reparametrisation invariant, the Lagrangian L(q(τ), q˙(τ))
(where · ≡ ddτ ) must be a worldline scalar density, such that it transforms as follows [12,
65]:
δǫ(τ)L := £VL =
d
dτ
(ǫ(τ)L) . (2)
This implies that the action
S =
∫ b
a
dτ L(q(τ), q˙(τ)) , (3)
is invariant if the infinitesimal diffeomorphism ǫ(τ) vanishes at the endpoints, i.e., ǫ(a) =
ǫ(b) = 0. Otherwise, it is necessary to add boundary terms to the action to make it
invariant [71]. In fact, given a worldline one-form ω(τ)dτ , where ω(τ) transforms as
in (2), then the quantity
Oω =
∫ β
α
dτ ω(τ) , (4)
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is an invariant (hence, observable) provided the integral converges and suitable boundary
conditions are chosen for ǫ(τ) and ω(τ). For example, one may restrict ǫ(τ) and ω(τ) to
periodic boundary conditions ǫ(α) = ǫ(β), ω(α) = ω(β). Similarly, one may let α→ −∞
and β → +∞ if ω(τ) is integrable and lim|t|→∞ ω(τ)ǫ(τ) = 0. Objects of this form have
been considered in [72–75].
An important class of observables is given by the “evolving constants” [12, 15], as
mentioned in the introduction. These objects encode the relational evolution of on-shell
tensor fields, i.e., fields which are solutions to the equations of motion, and they yield
invariant extensions of the initial values. They can be constructed by imposing a gauge
condition, i.e., by defining a parametrisation of the worldline, in the following way. Let
τ be an arbitrary initial parameter and define s as a new time coordinate through the
equation
χ (q(τ), q˙(τ), e(τ)) = s , (5)
where χ is a worldline scalar which will be referred to as the gauge condition∗. The
condition is admissible if
∆χ :=
dχ
dτ
6= 0 , (6)
which may be fulfilled only locally in the configuration-velocity space. In a region
where (6) holds, one can solve it for τ to find the coordinate transformation
τ = φ(q(0), q˙(0), e(0), s) . (7)
If the gauge condition is admissible, φ defines a (field-dependent) diffeomorphism on the
worldline, with which we can pullback tensor fields. The invariant extensions of initial
values can then be obtained by writing the pullback in an arbitrary parametrisation†.
To make this statement more precise, let us define the Dirac delta distribution
δ(τ) = 0 , (τ 6= 0) ,∫ ∞
−∞
dτ δ(τ)f(τ) = f(0) .
(8)
Then, given a scalar field f(τ), we can write (cf. (4))
O[f |χ = s] := φ∗f = f(τ)|τ=φ =
∫ ∞
−∞
dτ δ(τ − φ(q(0), q˙(0), e(0), s))f(τ)
=
∫ ∞
−∞
dτ
∣∣∣∣dχdτ
∣∣∣∣ δ(χ(q(τ), q˙(τ), e(τ)) − s)f(τ) ,
(9)
provided (6) holds and the integral in (9) converges. Similar integral expressions have
been considered in [72–75]. For any fixed value of s = s0, eq. (9) defines an invariant ex-
tension (Dirac observable) of the initial value of φ∗f |s=s0 in the sense that it is manifestly
∗Gauge conditions of the form given in (5) are sufficient for our purposes, although more general
gauge conditions are possible [12].
†This corresponds to the statement that invariant extensions are obtained by writing gauge-fixed
quantities in an arbitrary gauge.
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independent of the choice of τ . We will see in section 2.1.3 that this property implies that
the quantity given in (9) Poisson-commutes with the phase-space constraint. In partic-
ular, the Dirac observable associated with the identity function is again the identity,
O[1|χ = s] =
∫ ∞
−∞
dτ
∣∣∣∣dχdτ
∣∣∣∣ δ(χ(q(τ), q˙(τ), e(τ)) − s)
=
∫ ∞
−∞
dτ δ(τ − T (q(0), q˙(0), e(0), s)) = 1 .
(10)
Eq. (10) is the “Faddeev-Popov resolution of the identity” for the gauge condition χ. The
Dirac observable associated with the gauge condition itself is trivial
O[χ|χ = s] = φ∗χ =
∫ ∞
−∞
dτ
∣∣∣∣dχdτ
∣∣∣∣ δ(χ(q(τ), q˙(τ), e(τ)) − s)χ(q(τ), p(τ), e(τ))
= s .
(11)
Similarly, given a one-form ω(τ)dτ , we can define the Dirac observable
O[ω|χ = s] := φ∗ω =
∫ ∞
−∞
dτ
∣∣∣∣dχdτ
∣∣∣∣ δ(χ(q(τ), q˙(τ), e(τ)) − s)dφds ω(τ) . (12)
As already noted, the integral expressions (9) and (12) are manifestly independent of
the choice of τ and, thus, are gauge-invariant extensions for a fixed value of s = s0.
However, they generally depend on the gauge condition χ given in (5). This is usually
the case with invariant extensions [12, 16–18], i.e., they yield gauge-invariant but not
gauge-independent objects. The physical interpretation of this procedure is particularly
clear for the scalar Dirac observables (cf. (9)): they represent the value of the scalar
field f “when” the scalar χ has the value s0, i.e., they encode the (on-shell) relational
evolution between the scalar fields.
The integral expressions (9) and (12) are most convenient for the quantisation of
Dirac observables that will be performed in section 2.2. However, before quantising the
system we must analyse its dynamics on phase space.
2.1.2 Hamiltonian and Gauge Generator
If the fundamental fields q(t) are worldline scalars, the Hamiltonian vanishes [12,65]. To
see this, we follow [65] and expand (2) and use (1) to obtain‡
d
dτ
(ǫ(τ)L) = δǫ(τ)L =
∂L
∂qi
δǫ(τ)q
i(τ) +
∂L
∂q˙i
δǫ(τ)q˙
i
=
∂L
∂qi
ǫ(τ)q˙i(τ) +
∂L
∂q˙i
ǫ(τ)q¨i +
∂L
∂q˙i
ǫ˙(τ)q˙i
=
d
dτ
(ǫ(τ)L) + ǫ˙(τ)
(
∂L
∂q˙i
q˙i −L
)
,
‡Summation over repeated indices is implied.
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which yields
H(q(τ), p(τ)) = pi(τ)q˙
i(τ)−L(q(τ), q˙(τ)) = 0 , (13)
where the momenta are defined in the usual way, pi(τ) = ∂L∂q˙i . Eq. (13) also implies that
the Lagrangian is singular [11]
∂2L
∂q˙i∂q˙j
q˙j = 0 , (14)
i.e., that one cannot invert pi(τ) = ∂L∂q˙i to find the velocities as functions of coordinates
and momenta. This entails that the momenta are not independent and are generally
related by constraints C(q, p) = 0§. For simplicity, we assume there is only one constraint,
which amounts to imposing that the only gauge symmetry of the theory is given by the
wordline diffeomorphisms. Thus, the constraint algebra is automatically first class and
abelian.
The constraint C(q, p) = 0 defines a surface in phase space. We make use of Dirac’s
weak equality sign ≈ to denote identities which hold only on the constraint surface [7].
Thus H ≈ 0, since the canonical Hamiltonian is well defined only if C(q, p) = 0. Hence,
there is no loss of generality if we write H = λ(τ ; q(τ), p(τ))C(q(τ), p(τ)), where λ is an
arbitrary worldline scalar density which can be chosen to be the einbein:
H(τ ; q, p) := e(τ ; q(τ), p(τ))C(q(τ), p(τ)) . (15)
In this manner, the evolution in τ of a phase space function g(τ ; q(τ), p(τ)) is given by
dg
dτ
=
∂g
∂τ
+ {g, eC} ≈ ∂g
∂τ
+ e{g,C} , (16)
where {·, ·} is the Poisson bracket
{g, h} = ∂g
∂qi
∂h
∂pi
− ∂h
∂qi
∂g
∂pi
. (17)
Can gauge transformations be represented as canonical transformations in phase space?
For worldline scalars f(q(τ), p(τ)) with no explicit τ -dependence, we have
δǫ(τ)f = ǫ(τ)
df
dτ
= ǫ(τ){f, eC} ≈ {f, ǫ(τ)eC} =: {f,G} . (18)
Thus, the reparametrisations of such worldline scalars are on-shell canonical trans-
formations generated by G(τ ; q(τ), p(τ)) = ǫ(τ)e(τ ; q(τ), p(τ))C(q(τ), p(τ)) (called the
gauge generator). For our present purposes, this is all that is needed¶. However, it
§Constraints of this type are called primary in the usual Rosenfeld-Dirac-Bergmann algorithm [5,6,
13,76].
¶Even if one allows ǫ(τ ) to depend on the canonical variables q(τ ), p(τ ), it is not possible to reach
the gauge condition (5) by a canonical transformation, i.e., φ∗χ = s is not a canonical transformation.
The reason for this is clarified in [70], where Pons et al. note that the map that produces the invariant
extensions is not invertible, since it projects all the points in a gauge orbit to the same image where the
gauge condition is satisfied. Hence, this map cannot be canonical. Using a formalism which is different
from (but equivalent to) the one presented here, they show that the invariant extension can be seen as
a limit of a one-parameter family of canonical transformations.
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is worth mentioning that it is possible to extend the phase space to include the ein-
bein and its conjugate momentum (e, pe) as a canonical pair subject to the constraint
pe = 0. In this way, one can describe the gauge variations of worldline scalars and
one-forms as on-shell canonical transformations generated by G = ξC + ξ˙pe, where
ξ = ǫ(τ)e(τ ; q(τ), p(τ)) [4, 14, 69, 70].
2.1.3 “Evolving Constants” are Invariant Extensions
We stated in section 2.1.1 that the quantity O[f |χ = s] given by the integral expression
in (9) represents an invariant extension of φ∗f for each fixed value of s = s0 because it
is manifestly independent of the choice of the initial arbitrary parametrisation τ . As is
well-known, this statement can be substantiated by proving that O[f |χ = s0] is a Dirac
observable, i.e., it Poisson-commutes with the phase-space constraint and, therefore, with
the gauge generator. To do this, we first note that the phase-space constraint generates
evolution in “proper time”, defined as η :=
∫
dτ e(τ). Indeed, if g is a phase-space
function with no explicit time-dependence, we obtain (cf. (15))
{g,C} ≈ 1
e
{g,H} = 1
e
dg
dτ
=:
dg
dη
. (19)
Thus, we can write (9) in terms of proper time,
O[f |χ = s0] =
∫ ∞
−∞
dη
∣∣∣∣dχdη
∣∣∣∣ δ(χ(q(η), p(η)) − s0)f(q(η), p(η))
≡
∫ ∞
−∞
dη ω[f |χ = s0] ,
(20)
where we assumed the scalars f, χ have no explicit time-dependence. From (19) and (20),
we obtain
{O[f |χ = s0], C} ≈
∫ ∞
−∞
dη
d
dη
ω[f |χ = s0] = 0 . (21)
This result holds if lim|η|→∞
∣∣∣dχdη ∣∣∣ δ(χ(q(η), p(η))− s0)f(q(η), p(η)) = 0 for fixed values of
s0 and the initial conditions q(0), p(0).
Since O[f |χ = s] is a Dirac observable for each fixed value of s, once sees that there
is a one-parameter family of invariant functions, each corresponding to one moment of
the evolution. That is why such objects are often called “evolving constants” [15].
2.1.4 Dynamics of Dirac Observables
The pullback of on-shell scalar functions f(q(τ), p(τ)) under φ given in (7) is evidently
dynamical (time-dependent) in general. Indeed, let us write φ(q(0), q˙(0), e(0), s) ≡ φ(s)
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for brevity. We can then write
d
ds
O[f |χ = s] = d
ds
f(q(φ(s)), p(φ(s)))
=
dφ
ds
[
df
dτ
]
τ=φ
=
dφ
ds
{f,H}τ=φ ,
(22)
where both the Hamiltonian H (cf. (15)) and the Poisson bracket (cf. (17)) are taken
with respect to the original set of fields q(τ) and p(τ) as opposed to the pulled-back
fields. Only at the end of the calculation one sets τ = φ(s) (and C(q, p) = 0). Moreover,
by setting f = χ in the above equation and using (11), we find
dφ
ds
=
1
{χ,H}τ=φ
, (23)
where {χ,H}τ=φ 6= 0 due to (6). In the context of minisuperspace quantum cosmology,
eq. (23) yields the gauge-fixed lapse function. If we insert (23) on (22), we obtain
d
ds
O[f |χ = s] = 1{χ,H}τ=φ
{f,H}τ=φ , (24)
which shows that the dynamics of observables is not “frozen” in general. In fact, eq. (24)
yields the gauge-fixed (or “reduced”) equations of motion for the dynamical variables.
The on-shell gauge-fixed evolution is generated by Hgf := 1{χ,H}H. Indeed,
{χ,Hgf} =
{
χ,
1
{χ,H}H
}
≈ 1{χ,H} {χ,H} = 1 ,
d
ds
O[f |χ = s] ≈ {f,Hgf}τ=φ .
Moreover, the right-hand side of (24) is a Dirac observable for each fixed value of s. To
see this, we use the right-hand side of (9) to write (cf. (12))
d
ds
O[f |χ = s] =
∫ ∞
−∞
dτ
d
ds
δ(τ − φ(q(0), q˙(0), e(0), s))f(q(τ), p(τ))
= −dφ
ds
∫ ∞
−∞
dτ
[
d
dτ
δ(τ − φ(q(0), q˙(0), e(0), s))
]
f(q(τ), p(τ))
=
∫ ∞
−∞
dτ δ(τ − φ(q(0), q˙(0), e(0), s))dφ
ds
df
dτ
=
∫ ∞
−∞
dτ
∣∣∣∣dχdτ
∣∣∣∣ δ(χ(q(τ), q˙(τ), e(τ)) − s)dφds {f,H}
≈ O [{f,Hgf}|χ = s] .
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The equation
d
ds
O[f |χ = s] ≈ O [{f,Hgf}|χ = s] (25)
was also obtained in [70] using a different method. Eq. (25) is of key importance for
the quantum theory, since we expect that it can be promoted to a Heisenberg-picture
equation of motion, both sides of which are well-defined operators (which commute with
the constraint operator for each value of s). We will see in sections 2.2.2, 3.4 and 3.5
how this can be achieved.
2.2 Quantum Theory
2.2.1 The Physical Hilbert Space
Following [53–59], we promote the classical phase-space constraint C(q, p) to a linear
operator Cˆ and assume that it is possible to choose the factor ordering such that Cˆ is
self-adjoint in an auxiliary Hilbert space of square-integrable functions equipped with
an auxiliary inner product 〈·|·〉. In this way, Cˆ has a complete orthonormal system of
eigenstates
Cˆ |E,k〉 = E |E,k〉 , (26)
〈E′,k′|E,k〉 = δ(E′, E)δ(k′,k) , (27)
where k labels degeneracies. The symbol δ(·, ·) stands for a Kronecker or Dirac delta,
depending on whether the spectrum of Cˆ is discrete or continuous.
The quantum analogue of the classical constraint surface C(q, p) = 0 is the lin-
ear subspace of states in the kernel of Cˆ, which can be written as superpositions of
|E = 0,k〉. These states are invariant under the unitary flow of the constraint operator
e
i
~
τCˆ |E = 0,k〉 = |E = 0,k〉 and their overlap reads
〈E = 0,k′|E = 0,k〉 = δ(0, 0)δ(k′ ,k) . (28)
The factor of δ(0, 0) is divergent if zero is in the continuous part of the spectrum of
Cˆ, which implies the auxiliary inner product cannot be used in this subspace. It is
possible [53–59, 77] to define a regularised (induced) inner product (·|·) on the kernel of
Cˆ in the following way:
〈E′,k′|E,k〉 =: δ(E′, E)(E′,k′|E,k) , (29)
such that
(E = 0,k′|E = 0,k) = δ(k′,k) . (30)
Now consider the superpositions
|φ(1,2)E 〉 =
∑
k
φ(1,2)(k) |E,k〉 , (31)
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where the sum over k must be replaced by an integral if the degeneracies are labelled by
continuous indices. Then, from (30), we obtain the (Rieffel induced) inner product for
general invariant states
(φ
(1)
E=0|φ(2)E=0) =
∑
k
φ¯(1)(k)φ(2)(k) . (32)
The kernel of Cˆ equipped with the inner product (32) is defined to be the physical Hilbert
space of the theory.
2.2.2 Matrix Elements of Quantum Dirac Observables
We are now in a position to propose a method of construction of operators which corre-
spond to the classical Dirac observables. To begin with, according to (15), the Hamilto-
nian operator may be defined as Hˆ = e(τ)Cˆ , where factor ordering issues are avoided by
choosing the arbitrary τ -parametrisation such that the einbein e(τ) is not a function of
the canonical variables and, thus, it is a c-number in the quantum theory. The simplest
choice is e(τ) = 1 (“proper time gauge”), which is the one we adopt. In this way, any
classical observable of the form given in (4) can be promoted to the operator
Oˆω =
∫ β
α
dτ e
i
~
τCˆ ωˆe−
i
~
τCˆ . (33)
If the spectrum of Cˆ is discrete, one may choose α = 0, β = 2π, whereas if the spectrum
is continuous, we let α→ −∞ and β → +∞. In any case, we find the matrix elements〈
φ
(1)
E′
∣∣∣Oˆω∣∣∣φ(2)E 〉 = 2π~δ(E′, E)∑
k′,k
φ¯(1)(k′) 〈E′,k′|ωˆ|E,k〉φ(2)(k) , (34)
and the regularised matrix elements are [73](
φ
(1)
E=0
∣∣∣Oˆω∣∣∣φ(2)E=0) := 2π~∑
k′,k
φ¯(1)(k′) 〈E = 0,k′|ωˆ|E = 0,k〉φ(2)(k) . (35)
Now we would like to define an operator ωˆ[f |χ = s], such that‖
Oˆ[f |χ = s] =
∫ ∞
−∞
dτ e
i
~
τCˆ ωˆ[f |χ = s]e− i~ τCˆ (36)
is a symmetric quantisation of the classical scalar Dirac observable given in (9). In
particular, we require that an operator version of the “Faddeev-Popov resolution of the
identity” (10) holds, i.e.,(
φ
(1)
E=0
∣∣∣Oˆ[1|χ = s]∣∣∣φ(2)E=0) =∑
k
φ¯(1)(k)φ(2)(k) , (37)
‖We assume that the spectrum of Cˆ is continuous in what follows, since this will be the case in the
concrete examples analysed in later sections.
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which implies that the operator ωˆ[1|χ = s] must satisfy the relation
2π~ 〈E = 0,k′|ωˆ[1|χ = s]|E = 0,k〉 = δ(k′,k) (38)
for all values of s. In this point we differ from the work of Marolf in [73], in which
the definition of the operator given in (36) was chosen in such a way that the invariant
extension of the identity was not the identity operator, a result which we consider to
be undesirable. Indeed, for the case of the relativistic particle (which we will analyse
in section 3), the operator definition chosen in [73] yields Oˆ[1|q0 = cs] = sgn(pˆ0) 6= 1ˆ.
We believe that (38) should be the correct requirement. In fact, eq. (38) is equivalent
to regularising the inner product by the “insertion of an operator gauge condition”, a
procedure which was advocated in [12, 18].
How can we define ωˆ[1|χ = s]? Given a gauge condition operator χˆ which is self-
adjoint in the auxiliary inner product, the (improper) projectors onto its eigenspaces
are Pˆχ=s =
∑
n |χ = s,n〉 〈χ = s,n|, where n labels degeneracies of the eigenstates of χˆ.
Since the classical gauge condition is only admissible if (6) holds, i.e., if ∆χ = {χ,C} 6= 0,
we consider the operator ∑
σ=±
Θ(σ∆ˆχ)Pˆχ=sΘ(σ∆ˆχ) , (39)
where the operators Θ(σ∆ˆχ) are included to project out the zero modes of ∆ˆχ :=
− i
~
[χˆ, Cˆ]. We can now define
Oˆ[|∆χ|−1 |χ = s] :=
∑
σ=±
∫ ∞
−∞
dτ e
i
~
τCˆΘ(σ∆ˆχ)Pˆχ=sΘ(σ∆ˆχ)e
− i
~
τCˆ ≡
∣∣∣∆ˆOχ∣∣∣−1 , (40)
where we introduced the notation ∆ˆOχ for brevity. The operator given in (40) is by con-
struction an invariant for each fixed value of s. Moreover, it is a symmetric quantisation
of the classical expression for the invariant extension of |∆χ|−1, as can be easily verified.
From (40), we obtain the symmetric resolution of the identity
1ˆ =
∑
σ=±
∫ ∞
−∞
dτ e
i
~
τCˆ
∣∣∣∆ˆOχ∣∣∣ 12 Θ(σ∆ˆχ)Pˆχ=sΘ(σ∆ˆχ) ∣∣∣∆ˆOχ∣∣∣ 12 e− i~ τCˆ =: Oˆ[1|χ = s] , (41)
which leads to the sought-after definition
ωˆ[1|χ = s] :=
∑
σ=±
∣∣∣∆ˆOχ∣∣∣ 12 Θ(σ∆ˆχ)Pˆχ=sΘ(σ∆ˆχ) ∣∣∣∆ˆOχ∣∣∣ 12 . (42)
Eq. (42) is the canonical (operator-based) analogue of the usual Faddeev-Popov procedure
employed in path integrals [51,52]. A similar canonical procedure was suggested in [18],
although it was not specified which factor ordering was required and the need to include
the Θ(σ∆ˆχ) operators was not recognised.
We are now in a position to define invariant extensions of operators other than the
identity. Suppose fˆ is a scalar operator which commutes with the gauge condition and is
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self-adjoint with respect to the auxiliary inner product. Then fˆ and χˆ share a complete
orthonormal system of eigenstates |χ, f,n〉, where n labels other possible degeneracies.
We may write
Pˆχ=s =
∑
f,n
|χ = s, f,n〉 〈χ = s, f,n| . (43)
In analogy to (42), we define
ωˆ[f |χ = s] :=
∑
σ=±,f,n
f
∣∣∣∆ˆOχ∣∣∣ 12 Θ(σ∆ˆχ) |χ = s, f,n〉 〈χ = s, f,n|Θ(σ∆ˆχ) ∣∣∣∆ˆOχ∣∣∣ 12 , (44)
which amounts to defining the quantum Dirac observable Oˆ[f |χ = s] (cf. (36)) via its
spectral decomposition. We can also define invariant extensions of scalars which do not
commute with the gauge condition in the following way. We first note that the (improper)
projector onto the eigenspaces of χˆ can be written as
Pˆχ=s =
∑
n
|χ = s,n〉 〈χ = s,n| =
∑
χ,n
δ(χ, s) |χ,n〉 〈χ,n|
=
∑
χ,n
∫ β
α
dλ
2π~
e
i
~
λ(χ−s) |χ,n〉 〈χ,n|
=
∫ β
α
dλ
2π~
e
i
2~
λ(χˆ−s1ˆ) 1ˆ e
i
2~
λ(χˆ−s1ˆ) ,
(45)
where α = 0, β = 2π if the spectrum of χˆ is discrete and α → −∞, β → +∞ if the
spectrum of χˆ is continuous. If fˆ is a self-adjoint scalar operator which does not commute
with χˆ, we can use (45) to generalise (44) to
ωˆ[f |χ = s] :=
∑
σ=±
∫ β
α
dλ
2π~
∣∣∣∆ˆOχ∣∣∣ 12 Θ(σ∆ˆχ)e i2~λ(χˆ−s1ˆ) fˆ e i2~λ(χˆ−s1ˆ)Θ(σ∆ˆχ) ∣∣∣∆ˆOχ∣∣∣ 12 . (46)
We take (36) together with (46) to be the general definition of the invariant extension of
the scalar operator fˆ . Invariant extensions of scalar densities could be defined in a similar
way but we shall have no need for them in what follows. In the next sections, we will
apply the general formalism here presented to the concrete examples of the relativistic
free particle and the vacuum Bianchi I model.
3 The Relativistic Particle
Let us now illustrate the general ideas presented in the previous section for the relativistic
free particle, which is the archetypical example of a time-reparametrisation invariant
system. We first present the construction of Dirac observables in the classical theory
and their non-relativistic limit. We then quantise the theory and show that the notion
of “WKB time” emerges in the non-relativistic limit of invariant transition amplitudes.
This result, although expected, clarifies the relation between the “semiclassical approach
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to the problem of time” and the more complete quantum theory based on the induced
inner product∗. Moreover, we discuss the dynamics of quantum Dirac observables also
in the non-relativistic limit to compare the formalism here presented with the results
of [37, 38].
3.1 Classical Theory
3.1.1 Observables
The action for a massive relativistic particle moving in the d+1-dimensional Minkowski
spacetime reads
I = −mc
∫ b
a
dτ
√
−ηµν dq
µ
dτ
dqν
dτ
, (47)
where ηµν (µ, ν = 0, ..., d) are the coefficients of the Minkowski metric with signature
(−,+...+) and qµ = (ct,q) are the spacetime coordinates. The action is invariant under
reparametrisations of τ which coincide with the identity at the endpoints. The Euler-
Lagrange equations yield
q˙µ = ηµνpν
√
−ηρλq˙ρq˙λ , (48)
where pµ =
(
pt
c
,p
)
are constants that satisfy the initial-value constraint
C = − p
2
t
2c2
+
p2
2
+
m2c2
2
= 0 . (49)
The solutions of (48) are relational: we can determine the trajectories of one coordinate
in terms of another. For example, we find
q(τ) = q(a)− c
2p
pt
(t(τ) − t(a)) , (pt 6= 0) (50)
by dividing the equation for q˙ by the equation for q˙0 = ct˙. We note that the relation (50)
holds in any parametrisation (any gauge). In this way, the boundary values q(a) may be
seen as an invariant extension of q(τ) for a fixed value of t(a), i.e.,
q(a) = q(τ) +
c2p
pt
(t(τ)− t(a)) (51)
is a Dirac observable. Indeed,
δǫ(τ)
[
q(τ) +
c2p
pt
(t(τ)− t(a))
]
= δǫ(τ)q(τ) +
c2p
pt
δǫ(τ)t(τ)
= ǫ(τ)
√
−ηρλq˙ρq˙λ
[
p− c
2p
pt
pt
c2
]
= 0 ,
∗The “semiclassical approach” was thoroughly analysed in [50]. The example of the relativistic parti-
cle here presented serves to elucidate how this approach is related to the fundamental reparametrisation
invariance of the theory at the quantum level.
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where we used (48). The observable given in (51) represents the value of q(τ) “when”
t(τ) = t(a). This is true independently of the chosen parametrisation, i.e., it is a gauge-
invariant statement. Similarly, we may construct an invariant extension of t(τ) by writing
it in terms of q1(τ). We obtain
t(a) = t(τ) +
pt
c2p1
(q1(τ)− q1(a)) ,
qj(a) = qj(τ)− pj
p1
(q1(τ)− q1(a)) , (j = 2, ..., d) .
(52)
It is clear that the quantities given in (52) are invariants. The right-hand sides of (52)
are well-defined provided p1 6= 0. It is useful to note that the dynamics of (51) and (52)
may be expressed in terms of Poisson brackets (as defined in (17) with the basic variables
qµ(τ), pµ(τ)) in the following way:
∂q(a)
∂t(a)
= −c
2p
pt
= {pt,q(a)} , (53)
∂t(a)
∂q1(a)
= − pt
c2p1
= {p1, t(a)} , (54)
and similarly for qj(a) (j = 2, ..., d). In sections 3.4 and 3.5, we will find the quantum
analogues of (53) and (54) as equations which determine the dynamics of quantum Dirac
observables.
Finally, we may express (51) and (52) in integral form, which will be useful in the
quantum theory (cf. section 2.2). For example,
q(a) = q(τ)|τ=a =
∫ ∞
∞
dτ δ(τ − a)q(τ)
=
∫ ∞
∞
dτ
∣∣∣∣ dtdτ
∣∣∣∣ δ(t(τ) − t(a))q(τ) ,
(55)
and similarly for (52). Evidently, eq. (55) only holds if
∣∣ dt
dτ
∣∣ 6= 0, i.e., if the gauge
condition t(τ) = t(a) is well-defined.
3.1.2 On-Shell Action and the Hamilton-Jacobi Constraint
The constants pµ may be eliminated in terms of the boundary values qµ(a), qµ(b) by
using (49) and (50) evaluated at τ = b. The result is
pt = −σ
√
p2c2 +m2c4 , σ = ±1 , (56)(
1 +
p2
m2c2
)−1
= 1− (q(b) − q(a))
2
c2(t(b)− t(a))2 . (57)
Eq. (56) together with (48) implies that sgn(t˙) = −sgn(pt) = σ = const., which leads
to |t(b) − t(a)| = σ(t(b) − t(a)). Using (56) and (57), we can now insert the relational
15
solution (50) in the integrand of (47) to obtain the on-shell action:
W (ct(b),q(b); ct(a),q(a)) := Ion-shell = − σmc
2√
1 + p
2
m2c2
(t(b)− t(a))
= −mc2|t(b)− t(a)|
√
1− (q(b) − q(a))
2
c2(t(b)− t(a))2 ,
which can be rewritten as
W (ct(b),q(b); ct(a),q(a)) = −mc
√
c2(t(b)− t(a))2 − (q(b) − q(a))2 . (58)
This is the expected result from elementary relativity. One can readily verify that the
on-shell action given in (58) is a solution to the Hamilton-Jacobi (HJ) constraint:
− 1
2c2
(
∂W
∂t(b)
)2
+
1
2
(
∂W
∂q(b)
)2
+
m2c2
2
= 0 , (59)
similarly for the other endpoint. The unobservable label τ does not appear in these
equations. Nevertheless, it is clear that the absence of “time” in (59) does not imply
the absence of dynamics, but rather it signals that the dynamics is relational [33,35]. It
is worthwhile to note that the same disappearance of label time occurs in the quantum
theory of gauge-invariant states. This does not imply that there is no quantum dynamics
or that the dynamics can only be understood in a particular (semiclassical) regime (which
is the view taken in the “semiclassical approach to the problem of time”). As in the
classical theory, the dynamics has to be understood in a relational way†. We will see how
this occurs when computing matrix elements of quantum Dirac observables.
3.1.3 Non-Relativistic Limit
Since we will be interested in the non-relativistic limit of quantum Dirac observables,
it is worthwhile to briefly discuss the classical setting. Using (56), we can expand (51)
and (52) in a (formal) power series in 1
c2
to obtain
q(a) = q(τ)− σp
m
√
1 + p
2
m2c2
(t(τ)− t(a))
= q(τ)− σp
m
(t(τ)− t(a)) +O
(
1
c2
)
, (60)
t(a) = t(τ)−
σm
√
1 + p
2
m2c2
p1
(q1(τ)− q1(a))
†In [50], it was argued that the notion of “gauge fixing” (i.e., the fixation of the time coordinate) is
fundamental to the understanding of the dynamics in a time-reparametrisation invariant system. This
means that the unobservable label τ can be chosen in order to describe the evolution of the dynamical
fields in a relational way. This becomes clear when one considers the construction of invariant extensions
through a gauge condition, as was done in sections 2.1.1 and 2.2.2 of the present article.
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= t(τ)− σm
p1
(q1(τ)− q1(a)) +O
(
1
c2
)
, (61)
qj(a) = qj(τ)− pj
p1
(q1(τ)− q1(a)) . (62)
These are simply the Newtonian Dirac observables, which describe the relational evolu-
tion between q(τ) and t(τ) in a gauge invariant manner. In particular, eq. (61) is the
“time-of-arrival” observable (see [37,64] and references therein), which corresponds to the
value of t(τ) “when” q1(τ) = q1(a). Similarly, the expansion of the on-shell action (58)
yields
W (ct(b),q(b); ct(a),q(a)) = −σmc2(t(b)− t(a))
√
1− (q(b) − q(a))
2
c2(t(b)− t(a))2
= −σmc2(t(b)− t(a))
[
1− (q(b) − q(a))
2
2c2(t(b)− t(a))2
]
+O
(
1
c4
)
=: ϕσ(ct(b); ct(a)) + Sσ(t(b),q(b); t(a),q(a)) ,
(63)
where we defined
ϕσ(ct(b); ct(a)) := −σmc2(t(b)− t(a)) ,
Sσ(t(b),q(b); t(a),q(a)) :=
σm
2
(q(b) − q(a))2
(t(b)− t(a)) +O
(
1
c2
)
.
(64)
Up to order c0, Sσ solves the Newtonian HJ constraints
+ σ
∂Sσ
∂t(b)
+
1
2m
(
∂Sσ
∂q(b)
)2
= O
(
1
c2
)
,
− σ ∂Sσ
∂t(a)
+
1
2m
(
∂Sσ
∂q(a)
)2
= O
(
1
c2
)
,
(65)
i.e., Sσ is the Newtonian on-shell action. When higher orders in 1c2 are included, Sσ
solves corrected Newtonian constraints, where the corrections come from the expansion
of the square-root in (56). The same expansion procedure can be performed for any
minisuperspace model of cosmology with a non-vanishing potential and, formally, for
the field-theoretical case [50]. The corrected Newtonain constraint leads to a corrected
Schrödinger equation in the quantum theory. In [78], the same formal procedure was
applied to quantum geometrodynamics and lead to a corrected functional Schrödinger
equation for both gravitational and matter fields. As was argued in [50], the corrections
do not violate unitarity of the evolution with respect to the relational time t(τ).
3.2 The Semiclassical Approach to the Problem of Time. WKB Time
In any version of the quantum theory of a generally covariant system, the fundamental
equation is the quantum constraint equation. For the model at hand, it can be obtained
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by promoting the HJ constraint (59) to the wave equation
~
2
2c2
∂2ψ
∂t2
− ~
2
2
∂2ψ
∂q2
+
m2c2
2
ψ = 0 . (66)
As in the classical case, the constraint equation does not depend on the worldline label
time τ . This has lead to some confusion regarding the dynamics of the wave function ψ.
One particular attitude towards the absence of τ (the “problem of time”) is that one
can only define evolution in a particular (semiclassical) limit of the theory [24,25,39,40].
This is the so-called “semiclassical approach to the problem of time”. The adjective
“semiclassical” does not refer to a formal expansion in powers of ~, but rather to a
perturbative procedure in which one part of the system, called the “heavy” part, behaves
classically while the other part, called the “light” part, can still be described quantum-
mechanically. As was argued in [50], this procedure corresponds to a weak-coupling
expansion, where the “heavy” part serves as a background with respect to which the
evolution of the “light” part (the perturbations on the background) is described.
In this weak-coupling expansion, a time parameter “emerges”. It can therefore be
referred to as the “semiclassical emergent time”, although it is also sometimes called the
“WKB time” [39,40,49]. The “WKB time” is simply the time parameter of the background
(“heavy part”), which corresponds to a particular (not unique) class of gauge choices for
the worldline label time [50]. Although this class of gauges is singled out by the weak-
coupling expansion, there is no preferred choice of label time to describe the relational
evolution of quantum Dirac observables at the exact level (cf. section 2.2), as we will
discuss in what follows. In particular, we will show for the example of the relativistic
particle that the “WKB time” emerges in the weak-coupling (non-relativistic) limit of
invariant transition amplitudes.
Let us briefly illustrate the usual derivation of “WKB time” for (66). The expansion
parameter is 1
c2
and it appears in conjunction with the field t, which thus will be the
“heavy” or “background” variable. The key step is to assume that the wave function can
be factorised as
ψ(ct,q) = N(c,m, ~)e
i
~
ϕ(ct)χ(t,q) , (67)
where N(c,m, ~) is a normalisation factor and ϕ(ct) is a solution to the “background”
HJ equation
− 1
2c2
(
∂ϕ
∂t2
)2
+
m2c2
2
= 0 . (68)
Moreover, we assume that χ(t,q) can be formally expanded in powers of 1
c2
: χ(t,q) =
χ(0)(t,q) +O
(
1
c2
)
. By inserting (67) into (66) and using (68), we obtain an equation for
χ(t,q),
i~
c2
∂ϕ
∂t
∂χ
∂t
− ~
2
2
∂2χ
∂q2
+
~
2
2c2
∂2χ
∂t2
+
i~
2c2
∂2ϕ
∂t2
χ = 0 . (69)
If we now define the “WKB time” derivative as‡
∂
∂τ
:= − 1
mc2
∂ϕ
∂t
∂
∂t
, (70)
‡The factor of 1
m
is included in (70) such that τ has units of time.
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we can rewrite (69) in a Schrödinger-like form
− i~m∂χ
∂τ
− ~
2
2
∂2χ
∂q2
= − ~
2
2c2
∂2χ
∂t2
− i~
2c2
∂2ϕ
∂t2
χ . (71)
If the right hand side vanishes, then (71) is exactly the Schrödinger equation for the fields
q. In this way, one has “recovered” time (the variable τ) in an appropriate limit. For this
simple example, one sees that this procedure simply corresponds to the non-relativistic
limit. This was already noted in [40,78], but no connection with an exact quantum theory
for the constraint equation (66) (cf. section 2.2) was established. The will become clear
in the next section, where we show how the non-relativistic limit of the gauge-invariant
transition amplitude leads precisely to the factorisation (67).
We already know a solution to the “background” Hamilton-Jacobi equation (68). It
is given by lowest order on-shell action ϕσ(ct(b); ct(a)) given in (64), if we take t(b) ≡ t.
In this case, the “WKB time” derivative reads
∂
∂τ
= − 1
mc2
∂ϕσ
∂t(b)
∂
∂t(b)
= +σ
∂
∂t(b)
≡ σ ∂
∂t
, (72)
and (71) becomes
+ σ
~
i
∂χ
∂t
− ~
2
2m
∂2χ
∂q2
= O
(
1
c2
)
, (73)
which is the quantum version of the first equation in (65). In fact, the factorisation of
the on-shell action in (63) is the classical version of the factorisation of the wave function
in (67). The lowest order action ϕ can be understood as a “background” action, whereas
the “WKB time” derivative describes the evolution of the “perturbations” given by Sσ or
χ with respect to this background. This is a straightforward consequence of the weak-
coupling (non-relativistic) limit, which singles out the label time gauge τ = t(τ). Thus,
as was argued in [50], all the results of the “semiclassical approach to the problem of
time” coincide with a choice of gauge in a weak-coupling regime. However, in the exact
theory (as described in section 2.2), more general choices of gauge can be adopted and
there is no need to consider a weak-coupling expansion.
A couple of final remarks about the “semiclassical approach” are in order. Firstly, in
this approach, one often associates an inner product only to the “perturbations” described
by χ(t,q), since the absence of label time τ in (66) is taken to signify that one cannot
define a (conserved, positive definite) inner product for the full generally covariant the-
ory [40]. This is not correct [79], since it is in fact possible to define a positive-definite
inner product for the full theory, with respect to which the evolution of Dirac observables
is unitary (cf. section 2.2). This will be illustrated in the following sections. Evidently,
it remains to be seen whether a quantum theory (of gravity) based on this induced inner
product is realised in Nature.
Secondly, one often atributes importance to the presence of a first-order derivative
in (71) and (73) in order to “recover” time. This corresponds to the the linear derivative
term in (65), which is a linear momentum term in the constraint equation. This linear
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term appears due to the weak-coupling (in this case, non-relativistic) limit, but it is not
at all necessary that the constraint of a generally covariant theory be written in such
a form (often called “deparametrised” [1]). Indeed, a theory with a constraint which is
quadratic in the momenta can be quantised as in section 2.2 and as in what follows. The
relational evolution, which is encoded in the correlation between field configurations, and
Dirac observables can be defined in the same way, regardless of whether the constraints
are in the “deparametrised” form. Furthermore, the treatment of constraints which are
quadratic in the momenta can be made equivalent to usual gauge theories of internal
symmetries, which have constraints that are linear in the momenta [71].
3.3 Non-Relativistic Limit of the Invariant Transition Amplitude
The objective of the quantum theory is to quantise the HJ constraint (59), which
yields (66), and to compute the dynamics of operators corresponding to the Dirac ob-
servables. To achieve this, we now use the general formalism presented in section 2.2.
We consider the auxiliary Hilbert space L2(Rd+1,dctddq) of square integrable functions
defined in the particle’s configuration space. The auxiliary inner product is§
〈ψ(1)|ψ(2)〉 =
∫ ∞
−∞
cdt
∫
Rd
ddq ψ¯(1)(ct,q)ψ(2)(ct,q) . (74)
The eigenstates of the constraint operator,
Cˆ = − 1
2c2
pˆt +
1
2
pˆ2 +
m2c2
2
, (75)
can be written as
〈ct,q|σ,p,mc〉 = 1
(2π~)
d+1
2
exp
(
− i
~
σ
√
p2c2 +m2c4t
)
exp
(
i
~
p · q
)
, (76)
where σ = ±1 labels the positive and negative frequency sectors, respectively. The states
given in (76) obey the normalisation condition
〈σ′,p′,m′c|σ,p,mc〉 =
√
p2 +m2c2 δσ′,σδ(p
′ − p)δ
(
m′2c2
2
− m
2c2
2
)
. (77)
The induced inner product for states on the same mass-shell is (cf. section 2.2) [73, 77]
(σ′,p′,mc|σ,p,mc) :=
√
p2 +m2c2 δσ′,σδ(p
′ − p) , (78)
§If the fundamental length, mass and time units are L,M, T , respectively, the basic quantities have
the following dimensions. [qµ] = L, [pµ] =
ML
T
, [~] = ML
2
T
, [|qµ〉] = L−
1
2 , [|pµ〉] =
T
1
2
L
1
2 M
1
2
and if |ψ〉 is
normalised in the kinematical inner product, 〈ψ|ψ〉 = 1, then we have [|ψ〉] = 0. Moreover, the Heaviside
step function Θ(x) is dimensionless.
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and the improper projector onto a given mass-shell with a definite frequency can be
defined as¶
Pˆσ,m :=
∫
Rd
ddp√
p2 +m2c2
|σ,p,mc〉 〈σ,p,mc| . (79)
Using (77), it is straightforward to verify that Pˆσ,m satisfies
Pˆσ′,m′ Pˆσ,m = δσ′,σδ
(
m′2c2
2
− m
2c2
2
)
Pˆσ,m . (80)
and that it has the matrix elements〈
p′t
c
,p′
∣∣∣Pˆσ,m ∣∣∣pt
c
,p
〉
= δ
(
p′t
c
− pt
c
)
δ(p′ − p)δ
(
− p
2
t
2c2
+
p2
2
+
m2c2
2
)
Θ
(
−σpt
c
)
. (81)
We can use this improper projector to extract the gauge-invariant part of the configura-
tion eigenstates:
|ct,q;σ,m〉 := Pˆσ,m |ct,q〉 . (82)
Let us now examine how the non-relativistic expansion of the invariant transition ampli-
tude leads to the factorisation (67) used in the “semiclassical approach”. As is well-known,
the quantum analogue of the classical on-shell action (58) is the transition amplitude be-
tween the gauge-invariant states
(ct′,q′;σ′,m|ct,q;σ,m) = δσ′,σ 〈ct′,q′|Pˆσ,m|ct,q〉 . (83)
This amplitude is a solution to the constraint equation as can be easily verified. Let
us now perform a formal expansion in powers of 1
c2
(weak coupling expansion; non-
relativistic limit). From (79), we obtain
(ct′,q′;σ′,m|ct,q;σ,m)
=
δσ′,σ
(2π~)d+1mc
∫
Rd
ddp√
1 + p
2
m2c2
e−
i
~
σmc2
√
1+ p
2
m2c2
(t′−t)e
i
~
p·(q′−q)
=
δσ′,σ
2π~mc
e−
i
~
σmc2(t′−t)
∫
Rd
ddp
(2π~)d
e−
i
~
σ
p
2
2m
(t′−t)e
i
~
p·(q′−q) +O
(
1
c3
)
=
δσ′,σ
2π~mc
e
i
~
ϕσ(ct′;ct)Kσ(t
′,q′; t,q) +O
(
1
c3
)
,
(84)
where ϕσ(ct′; ct) is the lowest-order on-shell action defined in (64) and
Kσ(t
′,q′; t,q) =
(
m
2πi~σ(t′ − t)
) d
2
exp
(
−m(q
′ − q)2
2i~σ(t′ − t)
)
(85)
¶Note that Pˆσ,m, as defined in (79), has units of inverse momentum squared,
[
Pˆσ,m
]
=
(
ML
T
)−2
.
Thus, a state which is normalised in the induced inner product must have dimensions of momentum.
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is the non-relativistic propagator, which is a solution to the Schrödinger constraint. The
overall factor of 1
~mc
in (84) appears for dimensional reasons. Eq. (84) shows that all
the results of the “semiclassical approach to the problem of time” can be recovered from
the exact quantum theory (cf. section 2.2) based on the induced inner product in the
weak-coupling (non-relativistic) limit. In sections 3.4 and 3.5, we will illustrate how the
relational evolution of quantum Dirac observables can be understood without resorting
to this weak-coupling limit.
3.4 Quantum Observables I
We now follow the general formalism presented in section 2.2.2 to construct quan-
tum Dirac observables for the relativistic particle. Let us consider the physical states
|pt
c
,p;σ,m〉 := Pˆσ,m |ptc ,p〉. According to (35), the matrix elements of a Dirac observable
Oˆω are defined as(
p′t
c
,p′;σ′,m
∣∣∣Oˆω∣∣∣ pt
c
,p;σ,m
)
:= 2π~
〈
p′t
c
,p′
∣∣∣Pˆσ′,mωˆPˆσ,m ∣∣∣pt
c
,p
〉
. (86)
In this way, we can compute the physical matrix elements of Dirac observables by insert-
ing the operators
Oˆ
m
ω := 2π~
∑
σ′,σ
Pˆσ′,mωˆPˆσ,m (87)
into the auxiliary inner product of two states. The Faddeev-Popov resolution of the
identity given in (37) can thus be written as
2π~
〈
p′t
c
,p′
∣∣∣Pˆσ′,mωˆ[1|χ = s]Pˆσ,m ∣∣∣pt
c
,p
〉
= δσ′,σ
〈
p′t
c
,p′
∣∣∣Pˆσ,m ∣∣∣pt
c
,p
〉
. (88)
3.4.1 Matrix Elements
We first consider the gauge condition ctˆ, which is self-adjoint with respect to the auxiliary
inner product. To construct ωˆ[1|ct = cs], we define
∆ˆct := − i
~
[ctˆ, Cˆ] = −1
c
pˆt , (89)
which happens to be already invariant, i.e., [pˆt, Cˆ] = 0. Thus, we have ∆ˆOct ≡ ∆ˆct (cf. (40)).
We can then define (cf. (44) and (87))
|σ,q; s〉 :=
∣∣∣∣ pˆtc
∣∣∣∣
1
2
Θ
(
−σpˆt
c
)
|ct = cs,q〉 , (90)
ωˆ [f(q)|ct = cs] :=
∑
σ=±
∫
Rd
ddq f(q) |σ,q; s〉 〈σ,q; s| , . (91)
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It is straightforward to verify that (88) is satisfied:
2π~
〈
p′t
c
,p′
∣∣∣Pˆσ′,mωˆ [1|ct = cs] Pˆσ,m ∣∣∣pt
c
,p
〉
= δσ′,σ
∫
Rd
ddq
(2π~)d
Θ
(
−σp
′
t
c
)
Θ
(
−σpt
c
) ∣∣∣∣p′tptc2
∣∣∣∣
1
2
e
i
~
s(pt−p′t)e
i
~
q·(p−p′)
× δ
(
− p
′2
t
2c2
+
p′2
2
+
m2c2
2
)
δ
(
− p
2
t
2c2
+
p2
2
+
m2c2
2
)
= δσ′,σΘ
(
−σp
′
t
c
)
Θ
(
−σpt
c
) ∣∣∣∣p′tptc2
∣∣∣∣
1
2
e
i
~
s(pt−p′t)δ(p− p′)
× δ
(
− p
′2
t
2c2
+
p2t
2c2
)
δ
(
− p
2
t
2c2
+
p2
2
+
m2c2
2
)
= δσ′,σδ
(
− p
2
t
2c2
+
p2
2
+
m2c2
2
)
δ
(
p′t
c
− pt
c
)
δ(p′ − p)Θ
(
−σpt
c
)
= δσ′,σ
〈
p′t
c
,p′
∣∣∣Pˆσ,m ∣∣∣pt
c
,p
〉
,
where we used (81). A similar calculation yields (cf. (91))
2π~
〈
p′t
c
,p′
∣∣∣Pˆσ′,mωˆ [q|ct = cs] Pˆσ,m ∣∣∣pt
c
,p
〉
= δσ′,σΘ
(
−σp
′
t
c
)
Θ
(
−σpt
c
) ∣∣∣∣p′tptc2
∣∣∣∣
1
2
e
i
~
s(pt−p′t)
[
~
i
∂
∂p
δ(p − p′)
]
× δ
(
− p
′2
t
2c2
+
p′2
2
+
m2c2
2
)
δ
(
− p
2
t
2c2
+
p2
2
+
m2c2
2
)
.
(92)
Eq. (92) gives the matrix elements of the invariant extension of qˆ with respect to the
gauge condition ctˆ.
3.4.2 Relation to the Classical Expression
Can we relate the matrix elements given in (92) to the classical expression given in (51)?
The answer is yes. To see this, let us choose two test functions ψ(1,2)
(
pt
c
,p
)
with com-
pact support in momentum space, such that ψ(1,2)(0,p) = 0. For brevity, we define
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ψ
(1,2)
σ (p) := ψ(1,2)
(
−σ
√
p2 +m2c2,p
)
. From (92), we obtain
2π~
∑
σ′,σ
〈
ψ(1)
∣∣∣Pˆσ′,mωˆ [q|ct = cs] Pˆσ,m ∣∣∣ψ(2) 〉
=
∑
σ=±
∫
ddp′ddp
(p′2 +m2c2)
1
4 (p2 +m2c2)
1
4
ψ¯(1)σ (p
′)
× e−
i
~
scσ
(√
p2+m2c2−
√
p′2+m2c2
) [
~
i
∂
∂p
δ(p− p′)
]
ψ(2)σ (p)
=
∑
σ=±
∫
ddp√
p2 +m2c2
ψ¯(1)σ (p)
×
[
i~
∂
∂p
+
cp
σ
√
p2 +m2c2
s− i~p
2 (p2 +m2c2)
]
ψ(2)σ (p) .
(93)
We now observe that
∂
∂p
ψ(1,2)σ (p) =
{
∂
∂p
ψ(1,2)
(pt
c
,p
)
+
c2p
pt
∂
∂pt
ψ(1,2)
(pt
c
,p
)}
pt
c
=−σ
√
p2+m2c2
, (94)
such that (93) can be written as
2π~
∑
σ′,σ
〈
ψ(1)
∣∣∣Pˆσ′,mωˆ [q|ct = cs] Pˆσ,m ∣∣∣ψ(2) 〉
=
∫
dpt
c
ddp ψ¯(1)
(pt
c
,p
)
δ
(
− p
2
t
2c2
+
p2
2
+
m2c2
2
)
×
[
i~
∂
∂p
+ i~
c2p
pt
∂
∂pt
− c
2p
pt
s− i~c
2p
2p2t
]
ψ(2)
(pt
c
,p
)
.
(95)
Thus, the matrix elements of the invariant extension of qˆ with respect to the gauge
condition ctˆ coincide with the insertion of the operator
i~
∂
∂p
+ i~
c2p
pt
∂
∂pt
− c
2p
pt
s− i~c
2p
2p2t
(96)
into the momentum-space induced inner product of the two test functions ψ(1,2)
(
pt
c
,p
)
.
It is straightforward to check that the operator given in (96) is symmetric in the auxiliary
inner product and commutes with the constraint operator. Thus, it is symmetric in the
induced inner product. It corresponds to a symmetric quantisation of the classical Dirac
observable given in (51), provided one makes the identifications q(τ) → i~ ∂
∂p
, t(τ) →
i~ ∂
∂pt
, t(a)→ s.
3.4.3 Dynamics
From (87), we see that the physical eigenstates of the invariant extension Oˆm [q|ct = cs] :=
2π~
∑
σ′,σ Pˆσ′,mωˆ [q|ct = cs] Pˆσ,m with eigenvalues q are given by the gauge-invariant
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component of the states given in (90), i.e., |σ,q; s,m〉 := √2π~∑σ′ Pˆσ′,m |σ,q; s〉, which
can be written as〈 pt
c
,p
∣∣∣ σ,q; s,m〉
=
1
(2π~)
d
2
δ
(
− p
2
t
2c2
+
p2
2
+
m2c2
2
)
Θ
(
−σpt
c
) ∣∣∣pt
c
∣∣∣ 12 e− i~spte− i~q·p . (97)
A similar expression to the one given in (97) was also found in [30] from a direct com-
putation of the eigenvalue problem for the operator given in (96). While this is certainly
acceptable, for more general models it may be difficult to solve the classical equations of
motion and, thus, to find classical expressions for the Dirac observables which are subse-
quently quantised. The method we have presented in section 2.2.2, which we exemplify
here, is more general and can be applied to any generally-covariant quantum-mechanical
model, provided the eigenstates of the constraint operator are known. By focusing on the
construction of the observables via their spectral decomposition (cf. (44)), the method
avoids the need to explicitly compute the classical Dirac observables beforehand‖.
It is straightforward to verify that the states given in (97) evolve unitarily in s and
that their evolution is generated by the Dirac observable pˆt:
i~
∂
∂s
|σ,q; s,m〉 = pˆt |σ,q; s,m〉 . (98)
Thus, the Dirac observable (cf. (87))
Oˆm[q|ct = cs] =
∑
σ=±
∫
ddq q |σ,q; s,m〉 〈σ,q; s,m| (99)
obeys the Heisenberg equation of motion
i~
∂
∂s
Oˆm[q|ct = cs] =
[
pˆt, Oˆ
m[q|ct = cs]
]
, (100)
which is the quantum analogue of the classical equation (53).
3.4.4 Non-Relativistic Limit
Let us now compute the non-relativistic limit of the matrix elements of (99). Using (97),
we find
〈ct,q| σ, q˜; s,m〉 =
∫
ddp
(2π~)
2d+1
2
1
(p2 +m2c2)
1
4
e−
i
~
σ
√
p2c2+m2c4(t−s)e
i
~
p·(q−q˜)
‖Evidently, the computation of the inverse Faddeev-Popov invariant measure in (40) requires the
integration over τ , which in principle implies that one would need to know the solutions to the (Heisen-
berg) equations of motion. However, it is sufficient to determine only the matrix elements of ∆ˆOχ between
physical states. For this, it is only necessary to know the solutions to Cˆ |ψ〉 = 0 and it is not necessary
to integrate over τ .
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=
e−
i
~
σmc2(t−s)
√
2π~mc
∫
ddp
(2π~)d
e−
i
~
σ p
2
2m
(t−s)e
i
~
p·(q−q˜) +O
(
1
c
5
2
)
=
e−
i
~
σmc2(t−s)
√
2π~mc
Kσ(t,q; s, q˜) +O
(
1
c
5
2
)
,
where Kσ(t,q; s, q˜) is the non-relativistic propagator given in (85). Thus, the non-
relativistic limit of the matrix elements of (99) reads〈
ct′,q′ |Om[q|ct = cs]| ct,q〉
=
1
2π~mc
∑
σ=±
e−
i
~
σmc2(t′−t)
∫
Rd
ddq˜ q˜Kσ(t
′,q′; s, q˜)Kσ(s, q˜; t,q) +O
(
1
c3
)
,
(101)
i.e., we recover the Newtonian matrix elements up to a WKB phase (cf. (84)). Further-
more, the Newtonian matrix elements can be related to the classical Newtonian Dirac
observable given in (60) as follows. As is well-known [79], the non-relativistic propagator
can be understood as the Newtonian invariant transition amplitude:
Kσ(t
′,q′; t,q) = 2π~ 〈t′,q′|Pˆ non-relσ,m |t,q〉 , (102)
where
Pˆ non-relσ,m =
∫ ∞
−∞
dτ
2π~
exp
[
i
~
τ
(
σpˆt +
1
2m
pˆ2
)]
(103)
is the improper projector onto solutions of the Schrödinger constraint (cf. (73)). We may
therefore write
1
2π~
∫
Rd
ddq˜ q˜Kσ(t
′,q′; s, q˜)Kσ(s, q˜; t,q) =
〈
t′,q′
∣∣∣Oˆnon-relσ,m [q|t = s]∣∣∣ t,q〉 , (104)
where (cf. (99))
Oˆ
non-rel
σ,m [q|t = s] := 2π~
∫
ddq˜ q˜Pˆ non-relσ,m |t = s, q˜〉 〈t = s, q˜| Pˆ non-relσ,m . (105)
In analogy to the derivation of (95), we may now compute the matrix element of Oˆnon-relσ,m [q|t =
s] between two test functions ψ(1,2)(pt,p) of compact support. We obtain (cf. (95))〈
ψ(1)
∣∣∣Oˆnon-relσ,m [q|t = s]∣∣∣ψ(2)〉
=
∫
dptd
dp ψ¯(1)(pt,p)δ
(
σpt +
p2
2m
){
i~
∂
∂p
− i~σp
m
∂
∂pt
+
σps
m
}
ψ(2)(pt,p) ,
(106)
which is a symmetric quantisation of the classical Newtonian observable given in (60),
provided we identify q(τ) → i~ ∂
∂p
, t(τ) → i~ ∂
∂pt
, t(a) → s. Thus, our definition of
observables given in (87), which was motivated from the discussion in section 2.2.2,
reproduces the correct results, both in the relativistic case and in the non-relativistic
limit.
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3.5 Quantum Observables II
3.5.1 Matrix Elements
We now repeat the analysis of the last section for the gauge condition qˆ1, which is self-
adjoint with respect to the auxiliary inner product. As before, we define
∆ˆq1 := −
i
~
[qˆ1, Cˆ] = pˆ1 ≡ ∆ˆOq1 , (107)
|σ, t, qj ; s〉 := |pˆ1|
1
2 Θ(σpˆ1) |ct, q1 = cs, qj〉 , (108)
ωˆ
[
1|q1 = cs] := ∑
σ=±
∫ ∞
−∞
dct
∫
Rd−1
dd−1q |σ, t, qj ; s〉 〈σ, t, qj ; s| . (109)
These definitions imply that 2π~Pˆσ′,mωˆ
[
1|q1 = cs] Pˆσ,m resolves the identity in the phys-
ical Hilbert space (cf. (88)):
2π~
〈
p′t
c
,p′
∣∣∣Pˆσ′,mωˆ [1|q1 = cs] Pˆσ,m ∣∣∣pt
c
,p
〉
=
∑
σ′′=±
δ
(
− p
2
t
2c2
+
p2
2
+
m2c2
2
)
Θ
(
−σpt
c
)
Θ
(
−σ
′pt
c
)
Θ(σ′′p′1)Θ(σ
′′p1)
× e i~ cs(p1−p′1)δ
(
p′21
2
− p
2
1
2
)
|p′1p1|
1
2 δ(pt − p′t)
d∏
j=2
δ(pj − p′j)
=
( ∑
σ′′=±
Θ(σ′′p1)
)
δσ′,σδ(pt − p′t)δ(p− p′)δ
(
− p
2
t
2c2
+
p2
2
+
m2c2
2
)
Θ
(
−σpt
c
)
= δσ′,σ
〈
p′t
c
,p′
∣∣∣Pˆσ,m ∣∣∣pt
c
,p
〉
.
(110)
We wish to compute the matrix elements of the invariant extension of tˆ with respect to
the gauge condition qˆ1. We begin by computing:
2π~
〈
p′t
c
,p′
∣∣∣Pˆσ′,mωˆ [t|q1 = cs] Pˆσ,m ∣∣∣pt
c
,p
〉
=
∑
σ′′=±
Θ
(
σ′′p′1
)
Θ
(
σ′′p1
) ∣∣p′1p1∣∣ 12
× e i~ cs(p1−p′1)
[
~
i
∂
∂pt
δ
(
pt
c
− p
′
t
c
)] d∏
j=2
δ(pj − p′j)

Θ(−σ′p′t
c
)
Θ
(
−σpt
c
)
× δ
(
− p
′2
t
2c2
+
p′2
2
+
m2c2
2
)
δ
(
− p
2
t
2c2
+
p2
2
+
m2c2
2
)
.
(111)
As before, we can relate this to the classical expression given in the first line of (52)
by evaluating the matrix element between two test functions ψ(1,2)
(
pt
c
,p
)
of compact
support, which satisfy ψ(1,2) (0,p) = ψ(1,2)
(
pt
c
, p1 = 0, pj
)
= 0. We find
2π~
∑
σ′,σ
〈
ψ(1)
∣∣∣Pˆσ′,mωˆ [t|q1 = cs] Pˆσ,m ∣∣∣ψ(2) 〉
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=∫
dpt
c
ddp ψ¯(1)
(pt
c
,p
)
δ
(
− p
2
t
2c2
+
p2
2
+
m2c2
2
)
×
{
i~
∂
∂pt
+ i~
pt
c2p1
∂
∂p1
− pts
cp1
− i~ pt
2c2p21
}
ψ(2)
(pt
c
,p
)
,
i.e., the matrix elements of the invariant extension of tˆ are given by the insertion of
i~
∂
∂pt
+ i~
pt
c2p1
∂
∂p1
− pts
cp1
− i~ pt
2c2p21
(112)
into the momentum-space induced inner product of the two test functions. The operator
given in (112) is symmetric and commutes with the constraint operator. It corresponds
to a symmetric quantisation of the classical Dirac observable given in the first line of (52)
if one makes the identifications t(τ)→ i~ ∂
∂pt
, q1(τ)→ i~ ∂
∂p1
, q1(a)→ cs.
3.5.2 Dynamics
The physical eigenstates of the invariant extension Oˆm[t|q1 = cs] := 2π~
∑
σ′,σ Pˆσ′,mωˆ[t|q1 =
cs]Pˆσ,m with eigenvalues t are defined as |σ, t, qj ; s,m〉 :=
√
2π~
∑
σ′ Pˆσ′,m |σ, t, qj ; s〉 and
read〈 pt
c
,p
∣∣∣ σ, t, qj ; s,m〉
=
1
(2π~)
d
2
δ
(
− p
2
t
2c2
+
p2
2
+
m2c2
2
)
Θ(σp1) |p1|
1
2 e−
i
~
tpte−
i
~
csp1e−
i
~
∑d
j=2 q
jpj .
(113)
As before, these states evolve unitarily in s and their evolution is generated by the Dirac
observable cpˆ1:
i~
∂
∂s
|σ, t, qj ; s,m〉 = cpˆ1 |σ, t, qj ; s,m〉 . (114)
The Dirac observable (cf. (87) and (99))
Oˆm[t|q1 = cs] =
∑
σ=±
∫ ∞
−∞
dct
∫
Rd−1
dd−1q t |σ, t, qj ; s,m〉 〈σ, t, qj ; s,m| (115)
obeys the Heisenberg equation of motion
i~
∂
∂s
Oˆm[t|q1 = cs] = c
[
pˆ1, Oˆ
m[t|q1 = cs]
]
, (116)
which is the quantum version of (54).
3.5.3 Non-Relativistic Limit
The restriction of the eigenstate |σ, t, qj ; s,m〉 given in (113) to a given frequency sector
is obtained by acting on this state with the operator Θ
(
−σpˆt
c
)
. Using (113), the result
can be written in the non-relativistic limit as follows.〈
ct,q
∣∣∣∣Θ
(
−σpˆt
c
)∣∣∣∣ σ˜, t˜, q˜j ; s,m
〉
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=∫
ddp
(2π~)
2d+1
2
e−
i
~
σ(t−t˜)
√
p2c2+m2c4√
p2 +m2c2
e
i
~
p1(q1−cs)e
i
~
∑d
j=2 pj(q
j−q˜j)Θ(σ˜p1)|p1|
1
2
=
e−
i
~
σmc2(t−t˜)
√
2π~ mc
∫
ddp
(2π~)d
e−
i
~
σ
p
2
2m
(t−t˜)e
i
~
p1(q1−cs)e
i
~
∑d
j=2 pj(q
j−q˜j)Θ(σ˜p1)|p1|
1
2 +O
(
1
c3
)
=
e−
i
~
σmc2(t−t˜)
mc
√
2π~
〈
t,q
∣∣∣Pˆ non-relσ,m Θ(σ˜pˆ1) |pˆ1| 12 ∣∣∣ t˜, q1 = cs, q˜j〉+O
(
1
c3
)
,
where Pˆ non-relσ,m was defined in (103). From the above equation we conclude that〈
ct′,q′
∣∣∣∣Θ
(
−σpˆt
c
)
Oˆm[t|q1 = cs]Θ
(
−σpˆt
c
)∣∣∣∣ ct,q
〉
=
e−
i
~
σmc2(t′−t)
mc
〈
t′,q′
∣∣∣Oˆnon-relσ,m [t|q1 = cs]∣∣∣ t,q〉+O
(
1
c3
)
,
(117)
where (cf. (105) and (115))
Oˆ
non-rel
σ,m [t|q1 = cs]
:= 2π~
∑
σ˜=±
∫ ∞
−∞
dt˜
∫
Rd−1
dd−1q˜ t˜ Pˆ non-relσ,m Θ(σ˜pˆ1)
∣∣∣∣ pˆ1m
∣∣∣∣
1
2
|t˜, q1 = cs, q˜j〉
× 〈t˜, q1 = cs, q˜j |
∣∣∣∣ pˆ1m
∣∣∣∣
1
2
Θ(σ˜pˆ1) Pˆ
non-rel
σ,m
(118)
is the non-relativistic invariant extension of tˆ. The matrix element of Oˆnon-relσ,m [t|q1 = cs]
between two test functions ψ(1,2)(pt,p) of compact support, which satisfy ψ(1,2)(pt, p1 =
0, pj) = 0, can be computed in analogy to the derivation of (95), (106) and (112). The
result is 〈
ψ(1)
∣∣∣Oˆnon-relσ,m [t|q1 = cs]∣∣∣ψ(2)〉
=
∫
dptd
dp ψ¯(1)(pt,p)δ
(
σpt +
p2
2m
)
×
{
i~
∂
∂pt
− i~σm
p1
∂
∂p1
+
σm
p1
cs+ i~
σm
2p21
}
ψ(2)(pt,p) .
(119)
Eq. (119) corresponds to an operator insertion into the induced inner product of the two
test functions. The inserted operator is symmetric in the auxiliary inner product and
commutes with the Schrödinger constraint. It is a symmetric quantisation of the classical
Newtonian “time-of-arrival” observable given in (61) if the following identifications are
made: t(τ)→ i~ ∂
∂pt
, q1(τ)→ i~ ∂
∂p1
, q1(a)→ cs.
It is worthwhile to compare the above result with previous works in the literature.
In [37,64], the “time-of-arrival” operator was carefully analysed. In [64], it was concluded
that a regularisation of the operator was necessary in order to render it self-adjoint in
the “reduced” Hilbert space associated with the degrees of freedom qˆ, pˆ (there were no
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corresponding pt, i~ ∂∂pt operators). This regularisation was then extended in [37] to the
complete operator inserted in (119), i.e. with the pt, i~ ∂∂pt terms included. The pur-
pose of [37] was to relate the “Dirac quantisation programme”, which is the quantisation
based on building the physical Hilbert space from the kernel of the constraint operator
and using the Rieffel induced inner product (cf. section 2.2), with the “reduced phase-
space quantisation”, in which fewer variables are promoted to operators (in particular,
the variable gauge-fixed to be time is not quantised). The relation between the two
quantisation strategies was established in [37] for the simple model of the parametrised
non-relativistic particle and it relied on the notion of “trivialisation maps”∗∗, which are
isometries between the physical Hilbert space and the “reduced” Hilbert spaces. The
view expressed in [37] was that the relational content of a generally covariant quantum
theory can only be fully appreciated if the Dirac and reduced quantisation programmes
are used concomitantly and related via the “trivialisation maps”.
We have taken a different attitude in the present article. Our point of view is that the
“Dirac quantisation programme” is sufficient and captures all the relational content of the
theory, provided one is equipped with a method of construction of invariant extensions
of operators. We have proposed such a method (in section 2.2.2) based on the usual
Faddeev-Popov construction. The reason we have adopted this view is due to the fact
that the relational dynamics is encapsulated in Dirac observables (“evolving constants”)
already in the classical theory and the reduced phase space can be entirely understood
from the construction of such observables [12]. In this way, the “Dirac quantisation”
picture of a physical Hilbert space, on which the eigenstates of Dirac observables evolve
unitarily, is enough (as we presented in sections 3.4 and 3.5 and as will be discussed in
section 4). Moreover, we have not used a regularisation for operator inserted in (119),
as was done in [37, 64]. The reason for this is that our Dirac observable is defined to
be the operator given in (115) in the relativistic case and in (118) in the non-relativistic
limit. The eigenstates of these operators form an orthonormal system in the induced
inner product, which is sufficient for our purposes. These operators only coincide with
the usual “time-of-arrival” operator given in (119), strictly speaking, for test functions of
compact support†† in the non-relativistic limit. Nevertheless, it may be that a rigorous
regularisation procedure becomes necessary in more realistic applications of the method
here described.
4 The Kasner Model
Let us now briefly illustrate how the method of construction of quantum observables
here presented can be used in quantum cosmology. We consider the simplest anisotropic
cosmology: the vacuum Bianchi I (Kasner) model. For a detailed discussion of this and
∗∗Similar constructions were also analysed in the literature in different contexts. See, for instance, [80]
for an application to non-abelian gauge fields and [81] in the context of quantum canonical transforma-
tions.
††The generalised eigenstates of (118) or their relativistic counterparts given in (113) do not have
compact support.
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other anisotropic cosmologies, see [82–84] and references therein.
4.1 Classical Theory
The Bianchi I model can be obtained by the symmetry-reduced ansatz for the spacetime
metric
ds2 = −N2dτ2 + a2xdx2 + a2ydy2 + a2zdz2 , (120)
where τ is the time coordinate and N is the lapse function. It is convenient to adopt the
“Misner variables” α, β+, β−, which can be defined as follows.
ax = e
α+β++
√
3β− , ay = e
α+β+−
√
3β− , az = e
α−2β+ . (121)
The scale factor of the universe is (axayaz)
1
3 = eα. The symmetry-reduced Einstein-
Hilbert action reads∗
S =
1
2
∫
dτ
e3α
N
(
−α˙2 + β˙2+ + β˙2−
)
, (122)
which is reparametrisation invariant. The “Misner variables” are worldline scalars. After
a Legendre transformation, eq. (122) leads to the Hamiltonian
H =
Ne−3α
2
(−p2α + p2+ + p2−) . (123)
The momentum conjugate to the lapse function is constrained to vanish. Thus, the
lapse plays the role of an arbitrary multiplier in the Hamiltonian formulation and it can,
without loss of generality, be chosen to be N(τ) = e3α(τ)e(τ), where e(τ) is the einbein,
such that (123) takes the form given in (15) with C = −p2α2 +
p2+
2 +
p2−
2 . In this way, the
vacuum Bianchi I model corresponds to a free massless relativistic particle (cf. (49)) in
2 + 1 dimensions and the formalism presented in section 3 can be applied in the limit
m→ 0. In particular, we will be interested in the invariant extension of the scale factor
with respect to the gauge condition β+
p+
. This can be conveniently written as (cf. (9)
and (19))
O[eα|β+ − p+s = 0] :=
∫ ∞
−∞
dη |p+| δ (β+(η)− p+(η)s) eα(η) , (124)
where η =
∫
dτ e(τ) is the proper time parameter. From (123), one readily finds
α(η) = α− pαη , pα(η) = pα ,
β±(η) = β± + p±η , p±(η) = p± .
(125)
In this way, eq. (124) can be explicitly computed. We obtain
O[eα|β+ − p+s = 0] = exp
(
α+
pα
p+
β+ − pαs
)
, (126)
which can be easily seen to Poisson-commute with the constraint. The scale factor
vanishes (the singularity is reached) when pαs→∞.
∗In this section, following [82], we adopt units in which 3c
6V0
4piG
= 1, where V0 is the volume of space
and G is Newton’s constant.
31
4.2 Quantum Theory
Our goal is now to assess whether the classical singularity can be avoided in the quantum
theory by analysing the behaviour of wavepackets associated with the eigenstates of the
invariant extension of the scale factor. We will consider that the singularity is avoided
if the transition probability from the wavepacket to the state which corresponds to the
classical singularity is zero. This is a version of DeWitt’s criterion [85], which is often
employed in a heuristic manner without an associated inner product or probability in-
terpretation (see, for instance, [82]). Here, we are able to apply this criterion in a more
complete fashion by assuming the Born rule remains valid for the transition probabilities
computed with the induced inner product†.
As in sections 3.4 and 3.5, we now construct the matrix elements of invariant extension
of the scale factor with respect to the gauge condition χˆ(s) = βˆ+ − pˆ+s, which is a self-
adjoint operator in the auxiliary inner product. The eigenstates of the gauge condition
read
χˆ(s) |χ,α, β−; s〉 = χ |χ,α, β−; s〉 , (127)
〈pα, p+, p−|χ,α, β−; s〉 = 1
(2π~)
3
2
e−
i
~
p+χe−
i
~
p2+
2
se−
i
~
pααe−
i
~
p−β− , (128)
and they form an orthonormal system in the auxiliary inner product. Since pˆ+ is a Dirac
observable, the eigenstates of the Dirac observable associated with the scale factor can
be written as follows. (cf. (44) and (108))
|σ, α, β−; s〉 :=
√
2π~
∑
σ′=±
Pˆσ′,m=0 |pˆ+|
1
2 Θ(σpˆ+) |χ = 0, α, β−; s〉 , (129)
where Pˆσ′,m=0 is the improper projector onto a given frequency sector of the massless
relativistic particle (cf. (81)). The physical transition amplitude between two such states
is found to be(
σ′, α′, β′−; s
′|σ, α, β−; s
)
:= 2π~
∑
σ′′=±
〈
χ = 0, α′, β′−; s
′
∣∣∣Θ(σ′pˆ+) |pˆ+| 12 Pˆσ′′,m=0 |pˆ+| 12 Θ(σpˆ+)∣∣∣χ = 0, α, β−; s〉
= δσ′,σ
∫
dpαdp−dp+
(2π~)2
e
i
~
p2+
2
(s′−s)e
i
~
pα(α′−α)e
i
~
p−(β′−−β−)Θ(σp˜+)|p˜+|δ
(
− p˜
2
α
2
+
p˜2+
2
+
p2−
2
)
= δσ′,σ
∫
dpαdp−
(2π~)2
e
i(s′−s)
2~ (p
2
α−p2−)e
i
~
pα(α′−α)e
i
~
p−(β′−−β−) .
If s′ → s, this reduces to δσ′,σδ(α′ − α)δ(β′− − β−). In general, we obtain (cf. (85))(
σ′, α′, β′−; s
′|σ, α, β−; s
)
= δσ′,σK(α)(α
′, s′;α, s)K(−)(β′−, s
′;β−, s) , (130)
†See, however, the discussion in section 5.
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where K(α)(α′, s′;α, s) and K(−)(β′−, s′;β−, s) are the usual (“non-relativistic”) propaga-
tors
K(α)(α
′, s′;α, s) =
[
2π~i(s′ − s)]− 12 exp(− (α′ − α)2
2i~(s′ − s)
)
,
K(−)(β′−, s
′;β−, s) =
[
2π~i(s′ − s)]− 12 exp(−(β′− − β−)2
2i~(s′ − s)
)
.
(131)
We thus define (cf. (44) and (124))
Oˆ[f(α, β−)|χ(s) = 0] :=
∑
σ=±
∫
dαdβ− f(α, β−) |σ, α, β−; s〉 〈σ, α, β−; s| . (132)
The invariant extension of the scale factor is obtained by setting f(α, β−) = eα. For
simplicity, let us consider the gaussian wavepacket
|ψ, σ; s〉 :=
∫
dαdβ− ψ(α)(α)ψ(−)(β−) |σ, α, β−; s〉 ,
ψ(α)(α) :=
[
π∆2(α)
]− 1
4
exp
(
−(α− α0)
2
2∆2(α)
+
i
~
p0α(α− α0)
)
,
ψ(−)(β−) :=
[
π∆2(−)
]− 1
4
exp
(
−(β− − β0)
2
2∆2(−)
+
i
~
p0−(β− − β0)
)
,
(133)
which is normalised in the induced inner product, i.e., (ψ, σ′; s|ψ, σ; s) = δσ′,σ. Us-
ing (130) and (131), we can compute the physical overlap
(σ′, α′, β′−; s|ψ, σ; s = 0) = δσ′,σ
[∫ ∞
∞
dα K(α)(α
′, s;α, 0)ψ(α)(α)
]
×
[∫ ∞
∞
dβ− K(−)(β′−, s;β−, 0)ψ(−)(β−)
]
=: δσ′,σψ(α)(α
′; s)ψ(−)(β′−; s) ,
(134)
where
ψ(α)(α; s) :=
[
π
1
2
(
∆(α) −
i~s
∆(α)
)]− 1
2
exp

− (α− α0 + p0αs)2
2∆2(α)
(
1− i~s
∆2
(α)
)


× exp
[
ip0α
~
(
α− α0 + p
0
αs
2
)]
, (135)
ψ(−)(β−; s) :=
[
π
1
2
(
∆(−) +
i~s
∆(−)
)]− 1
2
exp

− (β− − β0 − p0−s)2
2∆2(−)
(
1 + i~s
∆2
(−)
)


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× exp
[
ip0−
~
(
β− − β0 −
p0−s
2
)]
. (136)
The transition probability associated with (134) is
∣∣(σ′, α′, β′−; s|ψ, σ; s = 0)∣∣2 = δσ′,σ ∣∣ψ(α)(α′; s)∣∣2 ∣∣ψ(−)(β′−; s)∣∣2 .
Using (135) and (136), we obtain
lim
|α′|→∞
∣∣(σ′, α′, β′−; s|ψ, σ; s = 0)∣∣2 = 0 , (137)
i.e., the probability for the transition from the gaussian wavepacket to the invariant eigen-
state with a zero scale factor eigenvalue vanishes. We take this to mean the singularity
is avoided (for gaussian wavepackets). Incidentally, if we the define the uncertainty of an
observable Oˆ as
∆O =
〈(
Oˆ − 〈Oˆ〉
)2〉 12
, (138)
where 〈·〉 denotes the average taken with respect to the induced inner product, then a
simple calculation confirms that |ψ, σ; s = 0〉 is a “minimum uncertainty wavepacket” in
the sense that the following equalities are satisfied (cf. (132))
∆O[α|χ(s = 0) = 0]∆pα = ~
2
,
∆O[β−|χ(s = 0) = 0]∆p− = ~
2
.
(139)
Similarly, we can compute the expectation value (cf. (132) and (134))〈
Oˆ[eα|χ(s) = 0]
〉
=
∑
σ′=±
∫
dαdβ− eα(ψ, σ, s = 0|σ′, α, β−; s)(σ′, α, β−; s|ψ, σ, s = 0)
=
∫ ∞
−∞
dα eαψ(α)(α; s)ψ(α)(α; s) .
Using (135), we find 〈
Oˆ[eα|χ(s) = 0]
〉
= exp
[
α0 − p0αs+
1
4
(
∆2(α) +
~
2s2
∆2(α)
)]
.
(140)
This expression is to be compared with its classical counterpart (126). Notably, the
expectation value given in (140) does not vanish for any value of s, in contrast to (126)
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in the classical theory. In fact, eq. (140) describes a quantum bounce. The minimum
value of the average scale factor,
〈
Oˆ[eα|χ(s) = 0]
〉
min
= exp
[
α0 −
(p0α)
2∆2(α)
~2
+
∆2(α)
4
]
, (141)
is reached when
s = sbounce =
2p0α∆
2
(α)
~2
. (142)
Besides (the probabilistic version of) DeWitt’s criterion (137), eq. (140) is another indi-
cation that the classical singularity may be avoided in the quantum theory, at least for
the “minimum uncertainty wavepacket”. This illustrates how the method of construction
of Dirac observables presented in section 2.2.2 may be used to obtain concrete results
in quantum cosmology regarding the dynamics of gauge-invariant operators and their
associated invariant transition amplitudes.
5 Conclusions
Although there is currently no consensus about the correct way to quantise the gravita-
tional field, promising approaches can be developed if the gauge symmetry of the theory
is genuinely understood. Following [15,27–38], we have taken the view that the dynamical
content of a generally covariant theory is relational and can be comprehended through
gauge-invariant extensions of the dynamical variables. Classically, such extensions can be
constructed by the “Faddev-Popov procedure”, which expresses gauge-fixed variables in
an arbitrary gauge by means of integral formulas. In this article, we have indicated how
this is realised in terms of worldline diffeomorphisms in the case of generally covariant
classical mechanics.
We have then translated this construction into the canonical (operator-based) quan-
tum theory and we described how invariant extensions of operators and their eigenstates
can be systematically constructed. We believe such a method was currently lacking in
the literature and we have compared it to previous proposals. In particular, we stressed
that our method differs from the one used in [73], in which the invariant extension of the
identity operator was not the identity. In contrast, we take this to be the defining prop-
erty of the construction here presented. Evidently, the method we present will possibly
need to be refined or made more rigorous in more realistic applications (e.g., in generally
covariant canonical field theories).
Our method was exemplified for the case of the free relativistic particle and the
related vacuum Bianchi I model. We have shown in detail how different quantum Dirac
observables can be assembled and emphasised that their eigenstates evolve unitarily with
respect to the (arbitrary) gauge-fixed time variable. Thus, there is no “problem of time”
for the evolution of such observables. The dynamics is understood in the same way as
in the classical theory and it depends on the choice of time parameter. In particular,
the vacuum Bianchi I example demonstrates the usefulness of the method for concrete
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applications in quantum cosmology. Currently, we are working on the application of this
construction of Dirac observables to more realistic cosmologies and we will report on this
topic in the near future.
We have also analysed the connection between the relational view adopted in this
paper with another popular approach to the “problem of time”: the semiclassical emer-
gence of “WKB time” [24, 25, 39, 39, 40, 40, 49]. This approach is relevant because many
important phenomenological applications of quantum cosmology have been developed in
this “semiclassical” framework [41–48]. Thus, it is worthwhile to understand its relation
to the more complete quantum theory based on the physical Hilbert space and associated
quantum Dirac observables. Indeed, the “semiclassical approach to the problem of time”
invites a series of questions regarding its foundations, such as whether there is a Hilbert
space for the full wave function(al) of gravitational and matter fields, or whether the
dynamics is unitary beyond the semiclassical level.
In the present article, we have answered these questions. It is possible to construct a
physical Hilbert space for all dynamical fields, which is based on the Rieffel induced inner
product [53–59] and on which quantum Dirac observables act as operators and evolve
unitarily beyond the semiclassical regime. This is, in our view, the fundamental picture.
We have then shown that the emergence of “WKB time” occurs in the weak-coupling
(here, non-relativistic) limit of invariant transition amplitudes defined with respect to
the induced inner product. While this result is expected, it had not been shown before.
This completes the discussion of [50], in which it was argued that all the results of
the “semiclassical approach” coincide with a choice of gauge (time variable) and can be
extended beyond the semiclassical level, and it answers the question raised in [86] about
the connection between the “WKB time” approach and gauge fixing methods. The results
here presented suggest that the phenomenological work of [42–44] concerning quantum
gravitational corrections to the Cosmic Microwave Background power spectrum can be
reinterpreted as the weak-coupling limit of a more fundamental theory based on the
induced inner product. It is an intriguing open question whether these corrections can
be refined using the construction of Dirac observables we have presented and we leave
this topic for future work.
Finally, it is worthwhile to clarify that although we take the view that the physical
Hilbert space based on the induced inner product is the correct and more fundamental
space on which the relational dynamics of quantum Dirac observables can be defined, it
is far from clear whether the Born rule should still be valid or modified in this context.
We have tacitly used the Born rule throughout, and also explicitly to discuss singularity
avoidance in the Kasner model. While there is no “problem of time” in the sense that the
(unitary) evolution of gauge-invariant operators can be defined with respect to different
choices of the time parameter, there is still the measurement problem, which becomes
even more vexed in a generally covariant theory. The formalism here presented remains
silent on this issue and we hope to return to this in the future.
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