Distributed prediction of unsafe reconfiguration scenarios of
  modular-robotic Programmable Matter by Piranda, Benoît et al.
1Distributed prediction of unsafe reconfiguration
scenarios of modular-robotic Programmable Matter
Benoıˆt Piranda1, Paweł Chodkiewicz2, Paweł Hołobut3, Ste´phane Bordas4, Julien Bourgeois1, and Jakub
Lengiewicz3,4
1University of Bourgogne Franche-Comte, FEMTO-ST Institute, CNRS, France
2Faculty of Automotive and Construction Machinery Engineering, Warsaw University of Technology, Poland
3Institute of Fundamental Technological Research, Polish Academy of Sciences, Poland
4Department of Engineering, Faculty of Science, Technology and Medicine, University of Luxembourg,
Luxembourg
Abstract—We present a distributed framework for predicting
whether a planned reconfiguration step of a modular robot will
mechanically overload the structure, causing it to break or lose
stability under its own weight. The algorithm is designed to
be executed by the modular robot itself and is based on an
distributed iterative solution of mechanical equilibrium equations
derived from a simplified model of the robot. The model treats
inter-modular connections as beams and utilizes a no-sliding
unilateral contact law between the modules and the ground. We
also provide a simplified algorithm for detecting instability of
a rigid robot on flat ground under gravitational loading. The
algorithm is verified in simulations using the Programmable
Matter simulator VisibleSim, and in real-life experiments using
the modular robotic system Blinky Blocks.
Keywords: Self-reconfiguration, Modular robots, Distributed al-
gorithms, Reconfiguration planning, Mechanical constraints, Ex-
periment, Programmable Matter.
I. INTRODUCTION
Mechanical systems able to transform into any shape have
always been the engineers’ dream. Currently, the most ad-
vanced research into realization of that concept is done by the
modular robotics community. Of particular interest are modu-
lar self-reconfigurable robots—mechanical systems composed
of robotic units (modules) which can latch with others, move
over other modules and communicate with them, as well as
store and process information [1]. Such cooperation of millions
of tiny modules in a dense packing will possibly provide the
expected emergent behavior of the system: the change of its
shape.
Modular robots resemble robotic swarms [2] in many
respects, but with the important distinction that individual
modules usually cannot move in isolation or at least cannot
do it efficiently; they typically rely on mechanical interaction
with the other modules to propel themselves and change
their positions. Among biological systems, close similarities
can be observed between modular self-reconfigurable robots
and swarms of ants forming larger mechanical structures
from their own bodies [3], [4]. An important subclass of
self-reconfigurable robots are densely-packed (in particular,
lattice-based) systems, built of numerous and relatively small
modules forming space-filling three-dimensional objects. Such
systems can be viewed as instances of spatially-distributed
computational media [5], but additionally equipped with the
ability to move and do mechanical work. They can thus be
considered a coarse-grained, preliminary realization of the
futuristic concept of Programmable Matter [6].
The operation of densely-packed robots is based almost
exclusively on self-reconfiguration—the movement of modules
from one part of the robot to another, which changes its
overall shape. Effective methods of planning and controlling
self-reconfiguration of large-ensemble systems are, therefore,
crucial for constructing functional robots of the considered
type. Such planning must be executed on a specific computing
architecture which the robot embodies, and must take into
consideration geometric and mechanical constraints on recon-
figuration. The combination of these two requirements creates
the key difficulty in realizing fully operational shape-shifters.
The computing architecture is determined by the use of local
communication—only adjacent modules can directly exchange
information. This limitation classifies the modular robot as a
distributed asynchronous computing architecture, each module
having a local CPU and memory. Moreover, the connection
topology undergoes changes, which creates additional difficul-
ties in designing algorithms for reconfiguration planning. Ge-
ometric constraints result from the dense packing of modules
[7] and the need for connectedness preservation. A module
can only move along an unobstructed path, while continuously
remaining in contact with other modules. Mechanical con-
straints, in turn, result from the limited strength of connections
between modules and the requirement of the overall stability of
the robot. In other words, in the presence of external loading,
reconfiguration must proceed in such a way that the structure
does not break or lose its overall balance. When gravity is the
only external force, three typical cases can be distinguished:
2D reconfiguration on flat ground with perpendicular gravity,
2D reconfiguration in space with in-plane gravity, and full
3D reconfiguration. In the first case, the bond-breakage and
stability problems are absent, so the mechanical constraints
on reconfiguration can usually be neglected. In the latter two
cases, the mechanical constraints must be considered when
planning physical reconfiguration.
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2Currently, almost all algorithms for planning and control-
ling self-reconfiguration of densely-packed systems take only
geometric constraints into account, which is a difficult task
in itself. A reconfiguration procedure typically produces a
sequence of geometrically-permissible elementary movements
of modules, whose execution transforms the ensemble from
a given initial configuration into a given target configuration.
Reconfiguration methods are either centralized or distributed
and apply to either 2D or 3D modular robots. Examples
of such purely geometric algorithms can be found in: [8]
and [9], where locomotion on the ground is investigated; in
[10] and [11], where a reconfiguration scheme is proposed
which utilizes a porous structure and attraction gradients;
in [12], where reconfiguration is achieved by propagating
empty spaces through a structure; in [13] and [14], where
efficient distributed reconfiguration schemes are proposed for
square- and hexagonal-lattice-based systems, respectively; and
in [15] and [16], where reconfiguration by tunneling modules
through a structure is investigated. An up-to-date survey of
self-reconfiguration algorithms for modular-robotic systems
can be found in [17].
By contrast, works dealing with the mechanical behavior
of modular structures of the considered kind are few, present
mostly centralized computational procedures, and rarely focus
on the problem of reconfiguration. One of the earliest works
in this area is [18], where the authors develop a Finite
Element (FE) model of modular tools and use a MATLAB-
based centralized solver to find their compliance—with the
purpose of its optimization. Related modeling methods were
proposed in [19] and [20], aimed at predicting the mechanical
behavior of structures produced by additive manufacturing.
The resulting voxel-based soft matter was represented as a
system of mass points connected with beams, and a central-
ized simulator running a forward-stepping Euler scheme was
developed to compute the dynamic response of the system.
As a separate research direction, forces produced by a special
type of modular structures, and stresses arising inside them,
were investigated in [21] and [22] to check the possibility of
using modular robots as collective actuators.
Modular robots, similarly to other structures, are physical
systems which can experience mechanical failures when they
are loaded. Unlike most other structures, however, modular
robots can in principle predict certain mechanically unsafe
scenarios before they occur and avoid them. Previously, in
[23], we proposed that the methods of mechanical analysis,
similar to the ones in [19] and [20], can be used by a modular
robot itself in a distributed fashion to check the mechanical
safety of its next planned reconfiguration step. In particular, we
adopted a linear-elastic Finite Element (FE) model to represent
the mechanical structure of 2D modular robots and simulated
the execution of a distributed version of the weighted Jacobi
iterative scheme to solve the resulting equations of statics.
The algorithm was designed to be run on a modular robot
before a planned reconfiguration step, to solve the equilibrium
equations of the robot after the reconfiguration step—under the
action of in-plane gravity. This approach allowed modules to
roughly predict if any of the inter-modular connections would
become overloaded after the move; this was done, however,
only for structures which were well-supported by design, thus
dispensing with the need for stability checking. In the more
general case of well-supported 3D structures, we have also
tested an improved variant of the procedure based on the fast
Conjugate Gradient algorithm [24].
In the present paper, we pursue the general approach intro-
duced in [23], but develop it much further into an extended
and more realistic framework, which we execute on a real
modular robot. In terms of mechanical modeling, we inves-
tigate arbitrary 3D structures, for which the linear-elastic FE
model is again adopted, with the addition of unilateral contact
conditions with no sliding, which represent interaction with the
surroundings. We consider two failure modes: overloading of
inter-modular connections and loss of balance, which are both
checked in a distributed manner. We propose two methods
to check the loss of balance: (1) a simplified one, which
is based on the assumption of having a single flat support
and uniform gravitational loading, and (2) a model-based
one, which is more general but requires prior solution of
the mechanical balance equations with contact conditions. We
perform experimental verification by running the algorithm
in a dedicated simulator VisibleSim [25], as well as on the
physical robotic modules Blinky Blocks [26]. We also discuss
more thoroughly the computational cost and several possible
extensions of the applied weighted Jacobi iterative solver,
which is computationally intensive.
II. DISTRIBUTED PREDICTION OF THE MECHANICAL STATE
OF A ROBOT
A. Basic characteristics of a modular robot
For the purposes of the algorithmic mechanical analysis
which follows, a modular robot will be represented only by its
connection topology and inter-modular connection strengths.
The proposed approach is general in the sense that it can, in
principle, handle arbitrary connection topologies. However, we
shall restrict the presentation to structures built of cubic Blinky
Blocks, whose connection topologies are naturally aligned
with the Cartesian grid. A more detailed description of Blinky
Blocks is provided in Sec. IV.
From the information-theoretic point of view, a modular
robot is a special distributed and asynchronous computing
architecture with mesh connection topology corresponding
to the communication network among the modules [27].
If information (data packages) can only be transferred be-
tween modules which are immediate neighbors, as we assume
throughout the paper, this communication network will be
determined by physical inter-modular connections and have
the same connection topology as the modular robot itself.
Such neighbor-to-neighbor-only communication imposes strict
limits on the information-passing abilities of the system and
calls for special algorithms to allow effective prediction of
mechanical failures.
B. Problem to be solved
Reconfiguration of a modular robot can be broken down
into simple steps. A single reconfiguration step consists of
releasing some inter-modular connections, relocating modules
3(a) (b)
Fig. 1. Two types of failure which a structure may experience if an additional
module (in gray dashed line) is attached: (a) breakage of a connection, and
(b) loss of overall stability. The red lines denote connections in which failures
occur.
which are free to move and, finally, creating new connec-
tions. As an alternative or additional way of restructuring,
one may consider attaching new modules to a structure and
discarding some of the old ones. Each reconfiguration step
can potentially cause a collapse of the structure, which is
in general irreversible and should be avoided. The idea is
to perform a prior mechanical analysis to ascertain that a
planned new configuration is mechanically safe. For the sake
of simplicity, we will restrict further presentation only to the
case of attaching additional modules to an existing structure.
Nevertheless, the whole idea is more general and can be
applied to other reconfiguration scenarios as well.
We will analyze two failure modes, shown schematically in
Fig. 1, expanding on the ideas considered previously in [23].
The first one is when addition of a new block causes stresses
at one or several inter-modular junctions to exceed the holding
capacity of connectors, as a result of which a structure breaks,
Fig. 1a. The second one is when a structure loses balance,
e.g., the center of mass of the structure moves past the line
of supports after adding a new block and the structure turns
over, Fig. 1b. Algorithmic prediction of both types of failure
as a consequence of the next planned construction step is the
subject of the next sections.
C. Overview of the model-based approach to failure predic-
tion
To enable a structure built of Blinky Blocks to au-
tonomously predict whether addition of the next block in the
planned construction sequence will cause a failure, we propose
a distributed procedure which approximately solves a specially
designed mechanical problem representing the true situation.
The procedure can predict both types of failure simultaneously
and is general in the sense that it can be customized to also
handle module designs other than the one analyzed in this
work.
The procedure has several distinctive features, which are
described in detail in the succeeding sections:
• The modular robot is represented by a Finite Element
(FE) model, see Sec. II-D.
• Two types of connections are assumed: the inter-modular
connection, modeled as a linear-elastic beam, and the
connection between a module and an external support
(e.g., the ground), modeled as a linear-elastic beam with
unilateral no-sliding contact conditions at the support end
(friction is always assumed to be high enough to prevent
sliding).
• The FE model of the robot, together with the contact
boundary conditions and external loading (e.g., gravity),
presents a non-linear problem which must be solved (non-
linearities are introduced by the contact conditions). The
model takes into account the additional modules planned
to be attached to the structure.
• The weighted Jacobi iterative solution scheme is adopted
to solve the system of equations (to an assumed tolerance)
in a distributed fashion.
• After the iterative scheme has converged close enough
to the solution, a mechanical failure check is performed.
Two criteria are examined:
– the condition for stability, see Sec. III-B,
– the condition for overloading of inter-modular con-
nections, see Sec. III-C.
D. Standard 3D frame model
The procedure utilizes a finite element model of the modular
structure, in which each block p is represented by a node
with 6 degrees of freedom up (3 displacements, ux,uy,uz, and
3 rotations, τx,τy,τz) and each pair of connected blocks is
represented by a beam element joining the respective nodes.
A block in contact with the ground is also represented by a
beam between the block’s node and a “ground” node g with
ug = 0. This beam has variable parameters, depending on the
actual contact state, as is explained in Sec. II-F. In the 2D
schematic in Fig. 1, the beams are presented as lines joining
centers of adjacent blocks.
In a global coordinate system CS whose z axis points
upwards, the stiffness matrices for a standard inter-modular
connection between module p and module q lying below it
read K11pq = K11 and K12pq = K12, and:
K11 =
E
L3

12Ix 0 0 0 −6IxL 0
0 12Iy 0 6IyL 0 0
0 0 AL2 0 0 0
0 6IyL 0 4IyL2 0 0
−6IxL 0 0 0 4IxL2 0
0 0 0 0 0 JνL2
 , (1)
K12 =
E
L3

−12Ix 0 0 0 −6IxL 0
0 −12Iy 0 6IyL 0 0
0 0 −AL2 0 0 0
0 −6IyL 0 2IyL2 0 0
6IxL 0 0 0 2IxL2 0
0 0 0 0 0 −JνL2
 , (2)
where E, L, A, Ix, Iy and Jν are the elastic modulus, length,
cross-sectional area, area moments of inertia in the x and y
direction, and scaled torsion constant in the z direction of the
beam, respectively (see Tab. I).
If the two neighbors p and q are oriented differently, so
that they lie one over the other along the z axis of another
4coordinate system CS’, then K11pq and K12pq are appropriately
transformed:
K11pq = RˆpqK
11RˆTpq , K
12
pq = RˆpqK
12RˆTpq, (3)
where
Rˆpq =
(
Rpq 0
0 Rpq
)
, (4)
Rpq is the 3×3 rotation matrix from CS’ to CS, T denotes
a transpose, and block matrix notation is used.
Similarly to [23], the condition for the ensemble to be in
static equilibrium is that for each module p the sum of reaction
forces and torques between p and each of its neighbors q
be equal to the gravitational force and null external torque
acting on p, given by the vector of external loading Fextp =
[0,0,99.81 ·M,0,0,0]T. The set of equilibrium equations reads:
∀p
[
∑
q
K11pqup+K
12
pquq
]
= Fextp (5)
with unknown generalized displacements up. After assembling
the appropriate global vectors u, Fext and the global stiffness
matrix K, corresponding to all degrees of freedom of the struc-
ture, Eq. (5) takes the compact form Ku= Fext. This needs to
be further modified by adding virtual modules (Sec. II-E) and
extended with unilateral contact conditions (Sec. II-F).
E. Adding virtual modules
In order for the algorithm to be able to predict the state of
the system one reconfiguration step ahead, it must consider the
current ensemble extended with so-called virtual modules—the
not-yet-attached modules that are planned to be added to the
system. They are emulated by the nearest existing modules in a
natural manner, i.e., the existing modules store and process the
variables and messages which are related to virtual modules.
To account for virtual modules, the system of equations to be
solved in Eq. (5) must be extended appropriately.
F. Contact with external supports
We use a simplified model of the contact of a cubic module
p with external supports (e.g., with the ground). We only
consider flat supports that are co-planar with one of the square
facets of the module. Also, we only analyze the initially
existing contact interfaces (for the sake of simplicity, no new
contacts are assumed to appear) and the contact state for
the loaded and perturbed configurations. We distinguish two
conditions: (i) a unilateral contact-separation condition (coax-
ial mode) combined with a no-sliding/no-twisting condition
(shear and torsional modes), (ii) a tilting condition (bending
mode). We say that a module is in contact if the axial force in
the beam representing the contact is compressive. Otherwise,
the module is in separation. When in contact, the module can
only tilt if the bending torque in the beam exceeds a limit
torque which is proportional to the compressive force (see the
explanation below).
In order to formally specify the contact conditions, without
loss of generality, we consider a module in contact with a
support located below it. The module is loaded by forces
Fig. 2. A module in contact with the ground.
(a) (b)
Fig. 3. Regularized contact conditions: (a) contact-separation condition for
the fz component, and (b) tilting (stable/unstable) condition for the mx
component. The dashed lines indicate the respective “exact” (non-regularized)
relationships for the case of a rigid module in contact with rigid ground.
and torques collected in the vector F = [ fx, fy, fz,mx,my,mz]T,
which corresponds to the respective vector of kinematic vari-
ables u= [ux,uy,uz,τx,τy,τz]T. The unilateral contact condition
(see Fig. 3a) can be expressed in the form of the Signorini
problem, i.e.,
fz ≤ 0 & uz ≥ 0 & fzuz = 0. (6)
Additionally, we require that when the contact is active ( fz <
0), there is no tangential slip (ux = 0 & uy = 0) or twisting
(τz = 0), and the module can only tilt if at least one of the
bending torques exceeds a limit torque. The tilting conditions
(see Fig. 3b) can be conveniently written in the following form:
Φx ≤ 0 & τx · sign(mˆx)≥ 0 & Φx · τx = 0
where mˆx = mx− fy ·a/2, Φx = |mˆx|+ fz ·a/2; (7)
Φy ≤ 0 & τy · sign(mˆy)≥ 0 & Φy · τy = 0
where mˆy = my+ fx ·a/2, Φy = |mˆy|+ fz ·a/2; (8)
where a is the size of the cubic module. The tilting (bending)
condition expresses the fact that, for a square facet, the
torques |mˆx| or |mˆy| cannot be greater than the torque 9 fz ·a/2
produced by the compressive force 9 fz about any of the facet’s
edges, see also Fig. 2.
Similarly to the case of contact between modules, contact
between a module and the ground is also modeled using beam
elements, with the same elastic constants. This gives the force-
displacement relationship for the case of stable contact (perfect
interface, when a module adheres to the ground with an entire
facet). This relationship is then used by a special predictor-
corrector scheme, which provides regularization to the contact
conditions given by Eqs. (6–8).
5symbol value description
E 100 MPa elastic modulus
L = a 40 mm length
A = a2 40 mm×40 mm cross-sectional area
Ix, Iy a4/12 mm4 area moment of inertia of the beam connection in the x and y
direction, respectively
Jν = J/(2(1+ν)) 2.25 ·a4/41.6 mm4 scaled torsion constant in the z direction
M 0.06106 kg mass of a block
FmaxV 11.98 N maximal magnetic force of a vertical connection
FmaxL 14.97 N maximal magnetic force of a lateral connection
TABLE I
BLINKY BLOCKS’ GEOMETRIC AND MATERIAL PARAMETERS
In the regularized contact scheme, a trial state is computed
first, assuming a linear-beam-type connection with each sup-
port (here, the support is denoted by q and the contact direction
is z):
Ftrpq = [ f
tr
x , f
tr
y , f
tr
z ,m
tr
x ,m
tr
y ,m
tr
z ]
T = K11pqu¯p (9)
where the term K12pqu¯q is absent because the support is assumed
to be immobile, u¯q = 0. Then, the corrected components of Fpq
are determined, with corrections taking into account the two
conditions:
(i) unilateral (normal) contact-separation condition combined
with no-sliding and no-twisting conditions:{
Fpq := γ ·Ftrpq for f trz ≥ 0 (separation)
( fx, fy, fz,mz) = ( f trx , f
tr
y , f
tr
z ,m
tr
z ) otherwise (contact)
(10)
where γ = 10−6 is taken greater than zero to avoid the
possibility of the system of equations being ill-posed.
(ii) tilting (bending) condition: if f trz < 0 (contact) then
mx :=

mtrx for Φtrx < 0 (stable)
γ ·mtrx+
+(1− γ) a2
[
f try − sign(mˆtrx ) f trz
]
otherwise (tilting)
(11)
my :=

mtry for Φtry < 0 (stable)
γ ·mtry+
−(1− γ) a2
[
f trx + sign
(
mˆtry
)
f trz
]
otherwise (tilting)
(12)
where mˆtrx , mˆ
tr
y , Φtrx and Φtry are computed as in Eqs. (7) and
(8), but using the components of Ftrpq. If f trz ≥ 0 (separation)
then mx = γ ·mtrx and my = γ ·mtry . Similarly to the case of the
contact-separation condition, γ = 10−4.
The corrected contact tangent matrix K¯11pq is obtained as a
derivative of the corrector Fpq with respect to the vector of
basic variables u¯p. Again, the contact stiffness matrix K¯12pq is
disregarded because the supports are assumed immobile and
the respective degrees of freedom are not present in the global
system of equations.
Remark: Ill-posedness of the system of equations is avoided
by introducing a very weak spring, characterized by the
constant γ , that prevents arbitrary rigid-body translations and
rotations. This approach has one serious drawback which is
the poor conditioning of the resulting system of equations
in the globally unstable state, which can further deteriorate
the convergence rate of the iterative solution scheme, see
Sec. II-H. Fortunately, as it is shown in Sec. III-B, only the
set of active supports is necessary to determine the stability of
a robot, and the membership of this set is usually settled long
before precise convergence of the weighted Jacobi scheme is
achieved (see, e.g., Fig. 9).
G. Weighted Jacobi solution scheme
In the perturbed state, virtual modules are assumed to be
attached to the system (Sec. II-E) and contact conditions are
accounted for by the predictor-corrector scheme (Sec. II-F).
This state will be denoted by bars over the symbols for global
quantities as, for example, in the assembled vectors u¯ and F¯ext,
and the tangent matrix K¯. The global system of equations for
the perturbed system reads:
K¯u¯ = F¯ext. (13)
Similarly to [23], the system of equations (13) is solved
iteratively by adopting the weighted Jacobi solution scheme.
Accordingly, for each module p, a single iteration i→ i+ 1
reads
u¯i+1p = β D¯p
−1
(
F¯extp − R¯pu¯ip−∑
q
K¯12pqu¯
i
q
)
+(1−β )u¯ip , (14)
where β = 2/3 and
D¯p = diag
(
∑
q
K¯11pq
)
and R¯p =
(
∑
q
K¯11pq
)
− D¯p
are the diagonal and the remainder part of the respective
stiffness sub-matrices. Initially, u¯0 = 0. One can readily see
that in the iteration i + 1 only the values of u¯ from the
iteration i are used, and only those from a given module p
and its direct neighbors q. This is convenient because only
local communication is involved and the memory complexity
is constant.
H. Convergence properties of the weighted Jacobi method and
possible improvements
Weighted Jacobi is one of the simplest and most general
iterative methods. It is only conditionally convergent, and the
convergence is assured if the spectral radius of the iteration
matrix Cβ = I−β D¯−1K¯ is less than 1, i.e.,
ρ(Cβ ) = max(|λ1|, . . . , |λN |)< 1, (15)
6where λi are the eigenvalues of Cβ . Although in the cases
analyzed in the present work convergence is always achieved,
the number of necessary iterations is very high, which is a
well-known drawback of the weighted Jacobi method. The
poor convergence is related to the fact that when the number of
modules (and thus the number of equations) grows, the condi-
tion number of the corresponding matrix grows as well, which
makes the rate of convergence get closer and closer to 1 [28].
It was already demonstrated in our previous work [23] that
for 2D structures made of approximately 100 modules it takes
around 30 thousand iterations to approximate the solution with
a relative error below 5%, and a similar demonstration for the
case of 3D structures is provided in Sec. V-C4.
For the simple one-dimensional spring-in-series system of
size n, it is possible to analytically assess the number of
weighted Jacobi iterations that are necessary to attain an
arbitrary relative error. We have checked that for a growing n
the number of iterations is of the order O(n2). This simplified
assessment motivates the time-, CPU-, communication- and
memory complexities provided in Table II, which give a
general idea of the poor efficiency of the weighted Jacobi
scheme.
The framework presented in this work is not restricted to the
weighted Jacobi scheme though. Its efficiency can potentially
be significantly improved by adopting another solution method
and, in fact, a whole family of alternative distributed iterative
solution methods/strategies may be considered. Their adapta-
tion to solving the considered contact problem on the specific
distributed computational medium represented by a modular
robot is not pursued further in the present paper. Here we will
only briefly outline the three most promising directions:
• The family of Krylov subspace methods (e.g., the Con-
jugate Gradient method) [29] is the most natural first
choice. If the problem to be solved is linear then the
maximal required number of iterations is bounded from
above by the number of degrees of freedom of the system
(proportional to the number of modules). This can be
improved even further if appropriate preconditioning is
applied, which was demonstrated in a simplified version
of the framework in our recently submitted work [24].
However, there are several possible issues which could
deteriorate the expected efficiency of Krylov subspace
methods: (1) Each iteration needs a synchronization
phase, which requires aggregation and propagation of two
scalar values through the system (for the purpose of the
orthogonal projection and line-search procedures). (2) If
contact interactions are considered (unilateral constraints)
then the resulting non-linear problem requires special
treatment, which can deteriorate the convergence rate. (3)
The upper bound on memory requirements per module
also scales differently depending on the type of problem
to be solved. In the best case it can be a constant, but in
most cases special strategies need to be applied to find
an appropriate balance between the time efficiency and
memory requirements.
• Multigrid techniques [30] can be used to improve the
convergence rate. The idea is to apply special multi-
level coarse-graining techniques to more easily capture
long-wave modes of the solution. A special version must
be devised, however, to take into account the specific
computing architecture of the modular robot and the con-
tact conditions. One of such methods has been recently
proposed [31], [32].
• It is possible to reduce the number of degrees of freedom
of the system by applying multi-scale methods or model
order reduction techniques [33], [34]. In general, however,
it is not easy to automatically determine the appropriate
reduced space efficiently.
III. MECHANICAL STABILITY AND OVERLOAD CHECK
In the present section we will describe computational meth-
ods by which a robot can predict, in a distributed manner,
the occurrence of either of the two failure modes shown in
Fig. 1, one reconfiguration step ahead. Sec. III-A describes
a simple, standalone method of checking stability—it does
not require iterations, but is restricted to robots standing
on flat ground. Sec. III-B discusses stability verification in
the general case of an arbitrary arrangement of supports,
using the iterative model-based scheme of Sec. II. Finally,
in Sec. III-C, conditions are presented under which inter-
modular connections can be expected to withhold the external
loading—using again the results obtained with the iterative
scheme of Sec. II. A flowchart of the entire procedure for
stability and overload checking is presented in Fig. 4.
create the spanning tree
simplified 
stability check?
YesNo
compute centre of mass
simplified stability check
stable?
Yes
No
loss of balance 
message
solve mechanical problem
model-based stability check
stable?
No
Yes
overloaded?
OK
No
Yes overload
message
START
solve mechanical problem
Fig. 4. Flowchart of the algorithm.
7Fig. 5. A modular robot (unstable) with a selected centroid (thick blue line),
the center of mass (star) and a spanning tree (arrows).
Fig. 6. A schematic of detection if a given point (star) is in the convex hull
(black dashed line) of a set of support points. The condition is fulfilled if and
only if all the straight angles (shaded) sum up to the full angle (it is not true
in the presented example).
A. Loss of balance in a simplified case
It will be assumed that the robot is almost rigid, stands
on a horizontal plane, and that the only force acting on its
structure is vertical gravity (Fig. 5). It will also be assumed for
completeness that friction between the modules and the ground
is high enough to prevent any sliding, but it is not necessary
for the present version of the algorithm. The modules are
supposed to know their own masses and their own positions in
a common Cartesian coordinate system, about which it will be
assumed for simplicity that the plane Z = 0 coincides with the
ground level. Additionally, for the method to have a predictive
capacity, the modules must know the respective data about
their virtual neighbors (Sec. II-E) and simulate their behavior
accordingly.
1) The algorithm: The stability check comes down to
verifying that the line of the gravity force acting on the center
of mass of the robot intersects the ground inside the convex
hull of the support points of the robot. If it does, the robot will
stand; if it does not, the robot will tip over. In the example
in Fig. 5, the gravity vector points outside of the base area
and the structure is unstable. The execution of the algorithm
proceeds in the following steps.
(a) A master module is selected to be the root of the
spanning tree. We will further call that module the
centroid module. The centroid can be either chosen
arbitrarily (e.g., assigned to a module with ID=0), or
by applying a procedure to determine a module located
close to the topological center of the modular robot. In
all experimental examples we used the former (simpli-
fied) technique; however, further in the paper we analyze
the time-, memory- and CPU complexities for the latter
technique (i.e., the algorithm [35]). A centroid module
located close to the topological center of the modular
robot reduces the depth of the spanning tree—thus also
the overall runtime of all aggregation procedures that
use the tree. However, the presented framework works
for any choice of the centroid/root.
(b) A minimum-depth tree is constructed from the centroid
to all modules using breadth-first search over the struc-
ture (BFS tree). The tree allows effective broadcasting
of information to all modules and aggregation of infor-
mation from the modules, see e.g. Fig. 5. Again, any tree
suffices in principle, but a minimum-depth tree shortens
the execution of the algorithm.
(c) The center of mass of the robot is computed. To do
so, for each module its mass, mi, and weighted center
of mass, X¯i = miXi, are determined. The information is
aggregated over the tree, starting from the leaves. At
each branch node, the masses and the weighted centers
of masses of all the subbranches and the branch node
itself are summed up. This information is propagated to
the parent node. At the centroid node, the center of mass
of the entire robot is retrieved as X¯ = (ΣX¯i)/(Σmi).
(d) The X and Y coordinates of the center of mass are
broadcast over the tree. The point p f = (X ,Y,0) is the
intersection of the line of the gravity force acting on the
center of mass of the robot with the ground.
(e) For a given supporting module i, the so-called safe
angle range [αi,βi] is determined as the sum of safe
angle ranges of its corner nodes. The safe angle range
of a support node p j = (X j,Yj,0) is the 180◦ angle
range swept by the planar vector (X j−X ,Yj−Y ) when
turning 90◦ left or right. The so-defined angle range is
called safe because it represents directions in which the
structure cannot fall, see Fig. 6. The safe angle range of
a non-support node p j = (X j,Yj,Z j 6= 0) is assumed to
be empty.
(f) The safe angle ranges are aggregated up the tree, from
the leaves to the centroid, by summing up at each
branch node the aggregated ranges of its children and
the range of the branch node itself. It should be noted
that summation of any number of ranges always gives
a single interval—this is because all considered ranges
are either empty or not narrower than the straight angle.
(g) The stability condition is fulfilled if and only if the
aggregated angle range at the centroid is the full angle.
2) BFS spanning tree: Spanning a BFS tree on an asyn-
chronous and distributed architecture can be computationally
less efficient than when using a centralized algorithm. This is
because in the former case one cannot directly control whether
8all nodes at a given level (depth) have been processed before
processing nodes at the next level (depth). Corrections are then
necessary, which increase the required number of messages
and computations. In the most pessimistic scenario, a tree
without corrections will be a Hamiltonian path. The algorithm
with the corrections requires a synchronization phase to build
each level of the tree, in which case the number of CPU
operations per module and messages per module can be
quadratic with respect to the depth of that tree. Because of
that, the pessimistic time complexity is also quadratic with
respect to the depth of the tree.
In practice, we skip the synchronization phase. This is based
on the observation that the natural connection topology of the
modular robot will favor construction of BFS-like trees. The
depth of such quasi-optimal trees should not be much greater
than the depth of the optimal solution embodied by a BFS
tree. In the rare cases when the difference is significant, the
execution time of the algorithms which rely on the tree will
be adversely affected (the depth of the tree determines the
minimum runtime of the data aggregation procedures).
3) Complexities: Assessments of the time-, CPU-,
communication- and memory complexities of the subroutines
of the algorithm are presented in Table II. In the table, n is the
number of modules, d is the radius of the graph representing
the connection topology of the robot (which is of the same
order as the depth of the BFS tree), and d˜ is the depth of
the quasi-optimal spanning tree (d˜ ≥ d/2, but in practice they
should be of the same order).
The memory complexity of the stability checking subroutine
is of the order of 1 because a single angle interval (two
numbers) is returned after the aggregation operation at each
node.
B. Loss of balance in the model-based approach
1) Introduction: As it was discussed in Sec. III-A, the rigid
body approximation can be used to determine the stability of
structures under gravity in special cases, like the presented
planar-support scenario. In this simplified setting, a distributed
algorithm can be devised for which the knowledge of the
arrangement of the points of support of a structure and its
center of mass suffices to solve the stability problem. In gen-
eral, however, the rigid-body approximation does not provide
enough information to determine whether a given structure
is stable or not. A simple 2D example is shown in Fig. 7.
Even with full knowledge of the geometry of the ground,
and the assumption that it is rigid and disallows sliding, one
cannot predict if the structure will stand or fall without taking
into account its stiffness distribution (and sometimes also the
loading history). There is a range of relatively even stiffness
distributions for which both legs adhere to the ground under
the action of gravity (red arrow) and the structure remains
stable (Fig. 7a). If the upper leg (gray), however, is much more
compliant than the rest of the structure, the bottom leg takes up
so much loading that the upper leg detaches from the ground
and the structure flips backward (Fig. 7b). In the opposite case,
when the upper leg is greatly stiffer than the other elements,
the bottom leg becomes completely unloaded in turn and the
structure flips forward (Fig. 7c). Additionally, if one of the
legs initially detaches from the ground by a sufficient distance,
which can be very small in relative terms, the structure may
also become unstable. It is therefore impossible to determine
the stability of this structure from the arrangement of its points
of support and the center of mass alone.
To overcome this difficulty, we propose the use of the
iterative solution scheme as a pre-conditioner to determine the
set of active supports—those supports which remain in contact
with the ground when the structure deforms and possibly
rotates under gravity. If the active supports are known, the
robot can efficiently aggregate that information in a distributed
fashion to test the stability criterion.
2) Distributed check of the stability condition: The method
is based on the observation that, after the iterative solution
scheme has converged, the local state of the unilateral contact
conditions and bending conditions is fully determined. It is
only necessary to aggregate that information in a distributed
fashion and check whether the active supports prevent rigid-
body rotation of the structure. They do if and only if at least
three noncollinear support points are active. The procedure for
determining whether rigid-body rotation is prevented can be
run in a distributed manner as follows:
(a) Choose the centroid and build a spanning tree of the
modular robot, see Sec. III-A.
(b) For every module which is expected to be in contact with
supports determine the set of its active corner points (an
empty set in the case of a non-contact module). This
can be done by checking the contact conditions given in
Sec. II-F:
• If no contact is detected then the empty set is
returned.
• If the bending condition is in the tilting state in two
directions then a single corner point is returned—
the common point of the two edges around which
rotation occurs.
• If the bending condition is in the tilting state in only
one direction then two corner points are returned—
the end points of the edge around which rotation
occurs.
• If no tilting is detected then all four corners of the
contact face of the module are active. Therefore,
a special ‘stable’ state is returned instead of a set
of points (four corner points of a face are always
noncollinear, so the entire structure cannot topple).
(c) Aggregate information starting at the leaves and moving
up the spanning tree towards the centroid:
• At each module, merge its set of active points with
the sets of active points obtained from its children,
removing repeated points. The result will be denoted
by S. By convention, merging any set with the
‘stable’ state gives the ‘stable’ state.
• If there are noncollinear points in S then set S to
the ‘stable’ state (noncollinear active points imply
global stability of the structure).
• If S is a set of three or more collinear points then
leave only two of them (two such points suffice for
9CC CT CM CSST CMST CWJ
Execution time O(d) O(d˜) O(d˜) O(d˜) O(d˜) O(n2)
No. of CPU operations / module O(1) O(1) O(1) O(1) O(1) O(n2)
Total no. of messages sent O(n) O(n) O(n) O(n) O(n) O(n3)
Memory usage / module O(1) O(1) O(1) O(1) O(1) O(1)
TABLE II
COMPLEXITY ASSESSMENTS FOR SEPARATE STEPS OF THE ALGORITHM. CC IS RELATED TO THE CENTROID SELECTION ALGORITHM, CT—TO THE
CONSTRUCTION OF THE TREE, CM—TO THE DETERMINATION OF THE CENTER OF MASS, CSST—TO THE SIMPLIFIED STABILITY CHECK, CMST—TO THE
MODEL-BASED STABILITY CHECK, AND CWJ—TO THE WEIGHTED JACOBI ITERATIVE PROCEDURE.
(a) (b) (c)
Fig. 7. Three stability scenarios for a simple beam structure with two support points at different levels. The mass is concentrated at the top, with the gravity
vector (red) pointing downwards. Depending on the stiffness of the gray upper leg, compared with that of the other elements, the structure may: (a) remain
stable, if the stiffnesses are comparable; (b) flip backward, if the gray leg is relatively very soft; and (c) flip forward, if the gray leg is relatively very stiff.
the purposes of the algorithm).
• Pass S up the spanning tree.
(d) The stability check of the whole structure is completed
by the centroid module after aggregating information
from its children, with the result being either the ‘stable’
state or not.
Excluding the expensive phase of determining the active
set of supports (i.e., the weighted Jacobi iterations), the
complexity of the model-based stability check is the same as
that of the simplified case, see Table II. Note that the memory
complexity per module is constant because each returned set
of points is at most a two-element set.
C. Overloading of inter-modular connections
The conditions for connection overloading are checked after
the iterative scheme has converged to the solution with a
required precision and after checking that the structure is
stable. The forces and torques which act at the interface
between module p and its neighbor q are predicted by the
model as follows:
[ fx, fy, fz,mx,my,mz]T =
1
2
RˆTpq(Fpq−Fqp) =
=
1
2
RˆTpq(K¯
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pqu¯p+ K¯
12
pqu¯q− K¯11qpu¯q− K¯12qpu¯p). (16)
Here, the RˆTpq matrix rotates the resulting vector to conve-
niently express the overloading conditions in a frame in which
axial forces are aligned with the z axis.
To avoid breakage of a connection between any two blocks,
the tensile force fz and torques mx and my (computed in
the middle of the connection) must be lower than respective
critical values resulting from magnetic attraction forces Fmax
between modules. Blinky Blocks have non-identical connec-
tors in the vertical and lateral directions, which is reflected
by the two maximal holding forces in Table I: Fmax is equal
to FmaxL or F
max
V for lateral or vertical connection types,
respectively. For a connection along the z axis, the combined
safety condition, accounting for both tension and bending, has
the form:
Fmax > 2 ·max(|mx|, |my|)/a+ fz. (17)
Remark Note that we do not include the shear and torsion
components in the overload check. This is because the con-
nections between Blinky Blocks are much stronger in these
directions.
The result of the check can be aggregated and passed to
the centroid module using the same spanning tree as was used
for checking stability. To determine whether all connections
of the structure will hold, every module computes a YES
or NO answer depending on whether all its connections
satisfy the safety condition in Eq. (17) or not. This result
is then propagated up the spanning tree, from the leaves to
the centroid, with the logical AND operation applied at each
module to its own local result and the results obtained from
its child modules. The centroid computes the final answer for
the entire structure.
IV. THE DEVELOPMENT ENVIRONMENT AND THE
HARDWARE
The framework proposed in the present contribution has
been developed and tested on a virtual test bed and on a phys-
ical reconfigurable modular robot. An integrated environment,
10
developed at FEMTO-ST, is used for that purpose, which helps
developing and testing the execution of distributed programs
on different modular robots (see Figure 8b). A distributed
application can be executed in two different environments
(contexts): either in the VisibleSim environment [25] or on
the real Blinky Blocks hardware [26]. In both contexts, every
robotic module/block has a unique ID, runs the same code and
is only able to exchange messages with its direct neighbors.
VisibleSim faithfully emulates the physical environment by
executing distributed codes in separate threads, additionally
providing useful distributed debugging features. The simulator
offers tools to follow the states of variables in each module
during the global execution, test the program when changing
the blocks’ IDs, or use a random communication delay. It can
be used as a standalone simulator1 or directly online2. The
online version accepts C++ and all JavaScript Object Nota-
tion (JSON) compatible languages (Python, Javascript, etc.).
For C++, the same program can be compiled either for the
VisibleSim simulator or for the Blinky Blocks hardware, which
simplifies the development cycle. VisibleSim allows testing
large-scale configurations that are not physically achievable
with real Blinky Blocks.
Blinky Blocks [26], an affordable distributed embedded
modular robot, were first developed by the Carnegie Mellon
University, and now are being developed and produced by
the FEMTO-ST Institute. The robots are 40 mm-wide cubes,
weighing around 0.06 kg each. The modules are mechanically
connected at the top by a lego-like system reinforced by a
central magnet, and at the sides by 4 magnets placed in the
corners of each face as shown in Figure 8a. Therefore, the
forces between blocks attached in top-bottom configurations
slightly differ from those in lateral configurations. To be
kept affordable, Blinky Blocks have no possibility of moving
autonomously and they do not have a battery. Each module is
equipped with an Atmel ATX Mega 256 A3 microcontroller
in the Blinky Blocks Version 1 and a STM32F091CBT6 from
ST Microelectronics, which incorporates an ARM Cortex MO
operating at 48 MHz, in the Blinky Blocks Version 2. A module
can communicate with its direct connected neighbors (from 1
to 6) using point-to-point communication and it can recognize
a new neighbor as soon as it is connected. There are different
ways in which a block can interact with the user: a block can
detect tapping or movement with an inertial measurement unit
and it can detect noise with a microphone. It can glow using
its colored Light-Emitting Diodes (LEDs) and play sounds.
V. IMPLEMENTATION, SIMULATIONS AND EXPERIMENTS
A. Preliminaries
The material parameters of the Blinky Blocks model de-
scribed in Sec. II-D are provided in Table I. All of them
(except Young’s modulus) have been assessed experimentally.
Dimensions and mass have been measured directly. Evaluation
of the connection strength between modules was done in a
simplified manner, i.e., we searched for the maximum number
of blocks that could be held by the magnets of Blinky Blocks in
1https://github.com/VisibleSim/VisibleSimhttps://github.com/VisibleSim/VisibleSim
2http://ceram.pu-pm.univ-fcomte.fr:5015/visiblesim
vertical (tensile) alignment in the gravitational field. Young’s
modulus was arbitrarily set to E =100 MPa for all modules
(the exact value of E is not essential to assess the overload
and balance conditions).
The implementation has been done in two different contexts.
First, we developed the distributed algorithm in the VisibleSim
simulator. This context allowed us to quickly test the dis-
tributed algorithm by developing a C++ ‘block code’ that
would run on all modules simultaneously. In the second step,
we adapted the same code to be used on the real Blinky Blocks
hardware. In this particular case, the adaptation boiled down
to reducing the storage precision of floating-point numbers
from 8 Bytes to 4 Bytes and taking into account the limitation
on message size of 17 Bytes per message (longer messages,
conveying 6×4 Bytes-long vectors, had to be split into two).
The above-mentioned difference in storage precision of
floating-point numbers may potentially cause differences in
the results between VisibleSim and Blinky Blocks. To check
that, the evolution of the weighted Jacobi iterative scheme has
been analyzed for both: VisibleSim and Blinky Blocks, for the
test scenarios shown in Figures 10b and 11b. The evolution
of displacement vectors of the respective centroid modules is
shown in Figure 9, and exhibits perfect agreement.
B. The execution of the algorithm
Before running on the Blinky Blocks hardware, the same
main program must first be loaded into each Blinky Block. A
preliminary step consists in constructing a common coordinate
system in the set of all Blinky Blocks by sending coordinates
to each module, starting from a special block identified by its
ID, for which coordinates are pre-set.
Next, depending on the chosen option of the algorithm, ei-
ther the simplified stability check is performed, see Sec. III-A,
or the full stability check is performed, see Sec. III-B. In
the case of detecting that the configuration is stable, the
overloading check is done. The program flow chart is shown in
Fig. 4, and the necessary steps of the algorithm are discussed
in the respective sections. Below, we only provide more details
of the implementation of the weighted Jacobi scheme, see
Sec. II-G.
The weighted Jacobi procedure is initiated by the centroid
module which sends the Init message up the spanning tree,
communicating the number of iterations to be done by each
module. Having received the Init message, every individual
Blinky Block, Bp, sends its initial displacement vector u¯0p = 0
to every neighbor of Bp, and initializes its iteration counter,
iterp = 0. At a given iteration iterp = i, Bp can receive from any
neighbor Bq a message containing the vector u¯iq (displacements
of block Bq calculated at iteration i), which is then stored in
Bp’s buffer. Once Bp has the vectors u¯iq from all its neighbors
Bq collected in its buffer, the program computes the vector
u¯i+1p (see Sec. II-G), increments Bp’s counter, iterp← iterp+1,
and sends u¯i+1p to every neighbor of Bp. The iterative process
continues until a prescribed maximal number of iterations is
reached.
Remark. The weighted Jacobi procedure behaves like the
Alpha local synchronizer [36] because each module exchanges
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(a) (b)
Fig. 8. a) Three Blinky Blocks: on the left—a functional one, in the middle—a top view of the motherboard, and on the right—a bottom view of the
motherboard. b) The development environment comprising two parts: a simulated hardware environment (left) and a real hardware environment (right).
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Fig. 9. Evolution of the x and z components of the solution vector u¯, calculated
at the centroid module for the unstable configuration presented in Figure 10b
(u¯s) and for the fixed configuration presented in Figure 11b (u¯b). The results
computed on real Blinky Blocks (u¯BB) are drawn with dashed lines and those
computed in the VisibleSim simulator (u¯VS) are drawn with solid lines. Red
asterisks indicate the iteration after which global instability can be detected.
its counter variable with its direct neighbors at each iteration
and waits for an acknowledgment of synchronization from
each neighbor before running the next iteration.
C. Simulations and experiments
The algorithm was executed in the VisibleSim simulator and
on the Blinky Blocks, Version 1, hardware. In the physical
experiments, reconfiguration of Blinky Blocks was done by
manually attaching new modules to an existing structure.
In this way potentially dangerous reconfiguration steps were
physically tested, leading to breakage or loss of balance of
a structure. This allowed basic experimental validation of the
algorithmic predictions.
Five different modular configurations and failure scenarios
were investigated, see Figures 10–14, which are discussed
in more detail below. The loss-of-stability scenarios, see
Figures 10 and 12, were tested using both the simplified
and the model-based schemes (see Sections III-A and III-B,
respectively), which allowed cross-validation of predictions;
then they were experimentally confirmed on real Blinky Blocks.
In all the presented cases, the model-based analysis was
involved (addressing both overloading and loss of stability),
which required execution of the weighted Jacobi iterative
scheme.
The sizes of structures ranged from 8 modules in Figure 10a
to 29 modules in Figures 14c. Since, in general, the number of
necessary iterations of the algorithm increases with the number
of modules, computations on larger structures are difficult due
to the limited processing and communication speed of the
Version 1 of Blinky Blocks.
Because it is in general difficult to automatically assess the
necessary number of weighted Jacobi iterations, the number
of iterations was manually adjusted case by case. The criterion
was to have the number of iterations possibly low while
obtaining correct predictions at the same time. The problem
of how the necessary number of iterations scales with the
system size in a stable case is briefly discussed in Sec. V-C4.
In an unstable case, a much higher number of iterations is
required to achieve full convergence, which was discussed in
the final Remark in Sec. II-F. For practical reasons, in the
potentially unstable cases analyzed in the present paper, we
stop computations just after the final contact state stabilizes
but before numerical convergence is achieved. This can be
observed in Fig. 9 for the u¯s,z component—in that case we
stop computations at iteration 4000.
A specific color code is used to visualize the results of
calculations in VisibleSim and on Blinky Blocks: the color
of a block corresponds to the highest tensile/bending stress
level in any of its connections, of which there may be up
to six, as given by the right hand side of Eq. (17). Green to
orange colors represent the safe stress range, while a red color
indicates potentially overstressed connections. Blinky Blocks
were programmed to blink in red when tensile stresses in some
of their connections exceed the critical level. When global
imbalance of a structure has been detected, in turn, the centroid
module blinks in purple. A blue color is used to denote fixed
Blinky Blocks—the ones which are attached to the floor or
other supports.
Each of the Figures 10–14 shows the results of execution
of the program for two consecutive construction steps of a
particular structure, both in the VisibleSim simulator (upper
12
Virtual blocks
Global instability detected
a) b) c)
Overstressed
Safely stressed
Instability detected
Fig. 10. Case 1.S. Three subsequent construction steps of the simple arm configuration with a free base (the structure is standing on the ground). At the
top—results of simulations in VisibleSim, and at the bottom—experiments on the Blinky Blocks hardware. Transparent blocks indicate virtual modules that
are considered to be added. The purple color of the centroid block indicates instability of the structure. In each step, the final results were obtained in 4000
iterations (about 7 min of calculation on real Blinky Blocks).
Virtual blocks
Bond breakage detected
Overstressed
Safely stressed
Fixed
a) b) c)
Fig. 11. Case 1.B. Three subsequent construction steps of the simple arm configuration with a fixed base. At the top—results of simulations in VisibleSim, and
at the bottom—experiments on the Blinky Blocks hardware. Blue blocks are fixed to the floor. Transparent blocks indicate virtual modules that are considered
to be added. The deep red color indicates overstressed connections between respective blocks. In each step, the final results were obtained in 5000 iterations
(about 9 min of calculation on real Blinky Blocks).
rows) and on the real Blinky Blocks hardware (lower rows).
In every figure, the first construction step (a) is designed to
be mechanically safe, while the second construction step (b)
to result in failure, which is then demonstrated on real Blinky
Blocks in the third part of the figure (c). Note that the colors
in the Blinky Blocks pictures and the simulator results are not
exactly the same, which is due to the differences in the RGB
color interpretation.
1) Simple arm configuration: The experiments presented in
Figure 10 show imbalance detection3. We first try to predict
imbalance/breakage for the case of a horizontal arm made
of two Blinky Blocks (Figure 10a), which is planned to be
3Videos of the experiments are available at:
https://youtu.be/2ty5B5ZHVTM
extended by adding a module at its end. After 4 000 iterations,
green to orange colors indicate that one can safely extend the
arm with the third Blinky Block at the end (no connection
overload and no possibility of imbalance have been predicted).
Figure 10b presents the structure with the third Blinky Block
appended. When considering a further extension of the arm
by adding a fourth module, imbalance is detected by the
centroid module, which blinks in purple. Figure 10c shows
experimental validation of this result: after adding the fourth
Blinky Block at the end of the arm despite the warning, the
structure topples.
The second arm experiment, see Figure 11, concerns over-
stress detection, with the bottom modules of the structure
attached to the ground and modeled as fixed (in blue). Initially,
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Fig. 12. Case 2.S. Three subsequent construction steps of a diagonally-oriented arm configuration (instability case). In each step, the final results were
obtained in 12000 iterations (about 22 min of calculation on real Blinky Blocks).
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Fig. 13. Case 2.B. Three subsequent construction steps of a diagonally-oriented arm configuration (breakage case). In each step, the final results were obtained
in 15000 iterations (about 28 min of calculation on real Blinky Blocks).
the arm is made of three Blinky Blocks, see Figure 11a, but
the algorithm virtually adds a fourth one at the end of the arm.
It then tests if it is possible to add this fourth block without
creating an overstressed configuration. The colors show that
no overloaded connection has been detected and the fourth
block can be physically added. It can be seen, however, that
the connection between the base and the horizontal arm is
already significantly strained by the four-module configuration
(orange colors). In Figure 11b, the fourth block has been added
to the previous configuration and the algorithm tests if it is
possible to add a fifth one at the end of the arm. In this new
configuration, blinking indicates that breakage between the
two dark-red blocks is predicted. In Figure 11c, it is verified
experimentally that adding the fifth Blinky Block at the end of
the horizontal arm causes a failure of the structure.
2) Diagonal arm configuration: The structures presented in
Figures 12 and 13 are analogues of the simple arm configu-
rations, see Sec. V-C1, with the difference that their horizon-
tal arms are oriented diagonally with respect to connection
directions. As such, they constitute truly three-dimensional
examples, with out-of-plane mechanical states causing their
imbalance or breakage. In both cases, the algorithm properly
predicts mechanical failures.
In the two diagonal cases, the number of iterations, neces-
sary to correctly predict instability or breakage, is significantly
higher than in the respective simple arm cases. This is because
the numbers of constituent modules are slightly higher and
the structures are more complex. The high and fast-growing
number of required iterations is one of the drawbacks of the
presented framework; some methods to alleviate this problem
have been proposed in Sec. II-H.
3) Frame configuration: The largest structure that was
tested experimentally was the frame configuration presented
in Fig. 14. The additional modules were added in the me-
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Fig. 14. Case 3. Three subsequent construction steps of the frame configuration. In each step, the final results were obtained in 15000 iterations (about 25 min
of calculation on real Blinky Blocks).
chanically most unfavorable zone, causing the upper parts of
the vertical supporting pillars to be more and more loaded,
which finally lead to breakage.
In this case, the very fact of breakage is properly predicted
by the algorithm. However, the place of breakage is incorrectly
determined. This can be observed in Fig. 14b which indicates
breakage of the pillars, while the actual breakage occurs as
it is shown in Fig. 14c. There are two possible reasons for
the observed discrepancy. The first one is that the assumed
mechanical model of the modular robot is too simple to
properly capture its complex mechanical response. The second
one is that we assume a simplified criterion of breakage,
in which twisting torques are not taken into account. The
proposed frame configuration can serve as a benchmark case
in future research on more accurate models and failure criteria.
4) CPU time and convergence properties: In the exper-
iments, the time of a single weighted Jacobi iteration on
a Blinky Block module, i.e., computing u¯ip and exchanging
messages with neighbours, takes T ≈110.5 ms (9.05 iterations
per second), and is nearly constant. Because communication
is local, the time T per module is also the global time per
iteration, i.e., it should be the same whatever configurations
are used. Because the time complexities of the remaining steps
of the algorithm are negligible, cf. Tab. II, the overall execution
time can be assessed by multiplying the number of iterations
by 110.5 ms.
For a given configuration, the number of required itera-
tions of the weighted Jacobi scheme depends on the level
of accuracy necessary to capture mechanical failure. This is
visualized in Fig. 15, for various fixed simple arm configura-
tions. One can observe linear convergence of the relative error
‖u¯i− u¯∗‖/‖u¯∗‖ with a growing number of iterations i, where
u¯∗ is the numerically exact solution.
For a prescribed target accuracy, the number of necessary
iterations to be done greatly depends on the configuration of
the system, and generally grows with the number of modules.
The assessment of the number of iterations (and total time)
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Fig. 15. Convergence of the weighted Jacobi method for fixed simple arm
configurations of increasing size. The configuration consisting of 10 modules
is presented in Fig. 11a. Configurations of different sizes are constructed by
shortening/lengthening the arm, i.e., removing/adding modules at the end of
the arm.
necessary to attain a given accuracy of the results is not
straightforward even without considering the unilateral contact
conditions, which was also discussed in Sec. II-H. As an
illustration, in Fig. 16 the necessary numbers of iterations are
extracted from Fig. 15 for two example relative errors: 0.01
and 0.001. One can observe that the number of iterations grows
quadratically with the number of modules, which confirms the
assessments given in Tab. II.
VI. CONCLUSIONS AND FUTURE RESEARCH
We presented a distributed algorithm for checking whether a
modular robot will retain its mechanical integrity and stability
after new modules are attached to it at prescribed positions.
As such, this algorithm can be used to assess the mechanical
feasibility of a reconfiguration step to be made by a self-
reconfigurable robot. It is designed to be executed by the
modular robot itself, and we have accordingly verified the
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Fig. 16. Number of iterations necessary to attain a desired relative error of the
solution, for ”simple arm” configurations of increasing size. The configuration
consisting of 10 modules is presented in Fig. 11a. Configurations of different
sizes are constructed by shortening/lengthening the arm, i.e., removing/adding
modules at the end of the arm. The solid lines show a quadratic polynomial
fit to the number of iterations.
correctness of its predictions through tests performed in the
dedicated simulator VisibleSim and on the real modular system
Blinky Blocks. To the best of our knowledge, this is the first
time three-dimensional modular-robotic structures compute
their mechanical state in a fully distributed manner.
The experimentally-tested ensembles consisted of relatively
few modules, which is partly due to the limited computation
and communication abilities of the current Version 1 of Blinky
Blocks. A new version of the hardware, which is currently
being produced, will offer a faster CPU and communication,
allowing tests on much larger structures. In the future, exper-
iments will also be conducted on quasi-spherical catoms [37],
having up to 12 neighbors per module and electrostatic con-
nectors.
The algorithm can be improved or extended in several
directions. First, the current model-based solution method is
not CPU efficient—the use of the slowly-convergent (but also
highly local and memory-efficient) weighted Jacobi scheme
for solving the mechanical equilibrium equations results in
long computation times. This deficiency can be addressed
by adopting faster iterative schemes, as it was discussed in
Sec. II-H, possibly at the cost of increased memory usage.
We followed this route in [24] by deploying a distributed
Conjugate Gradient solver, and observed a significant boost
in performance. Since we considered there a simpler problem
with no contact conditions, the extension of this method to the
more complex case discussed here is still to be developed. Sec-
ond, the presented algorithm employs a linear-elastic model
of the modular structure. One could extend the application
range to soft modular robots by allowing large deformations
and nonlinear material models, which would require suitable
algorithmic adaptations. Third, the algorithm would be more
useful if it allowed checking the construction/reconfiguration
of a modular robot several steps ahead. This requires such
modifications of the method that would let the robot efficiently
internally represent a significantly restructured version of
itself. Finally, to address other module geometries and module-
support contact scenarios different from the flat-face-on-a-flat-
ground case discussed here, a more versatile contact model
would have to be devised.
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