Abstract. We present a methodology for deriving veried programs that combines theorem proving and proof transformation steps. It extends the paradigm employed in systems like NuPrl where a program is developed and veried through the proof of the specication in a constructive type theory. We illustrate our methodology through an extended example | a derivation of Warshall's algorithm for graph reachability. We also outline how our framework supports the denition, implementation, and use of abstract data types.
Introduction
Program development through theorem proving in a constructive logic or type theory has been suggested in many places in the literature (see, for example, [13, 11, 1, 5] ). Example programs illustrating this approach have been derived in [12, 17, 1, 18, 15] . NuPrl [4] provides sophisticated machine support for program development using this proofs as programs paradigm. It allows extraction of veried programs from completed proofs, unveried programs from partial proofs, and the writing of tactics to automate part of the program synthesis and verication process [3, 8] . Goad in [6] showed that proof transformations can improve the eciency of extracted programs in the context of specialization, that is, in situations where a very general program is applied to inputs satisfying some given constraints. The use of proof transformations in his work is essential, since the functionality of the specialized program in general may be dierent from the functionality of the original program, but they both satisfy the same specication.
In this paper we suggest an enrichment of the NuPrl methodology for developing programs by incorporating proof transformations. This enrichment also generalizes Goad's work and addresses two commonly made criticisms of the proofs as programs approach to programming.
The rst criticism relates to the eciency of the code extracted from proofs. It seems that one could derive only purely functional programs, and that one could therefore not expect ecient implementations of the specications. More seriously perhaps, one is trained 1980 Mathematics Subject Classication (1985 Revision). 68N05. 1 This research was supported in part by the Oce of Naval Research under contract N00014-84-K-0415 and in part by the Defense Advanced Research Projects Agency (DOD), ARPA Order No. 5404.
to nd short, elegant proofs rather than long, opaque, and laborious ones that may yield ecient programs. As in everyday programming, elegance and eciency often conict | a point illustrated if one compares the initial and nal version of Warshall's algorithm (see Proofs 8 and 20 or Programs 9 and 21).
With proof transformations the programmer has the luxury of writing a short and elegant proof and then reshaping it in small steps into an opaque proof that corresponds to an ecient program. Of course, proof transformation is not a cure-all. Selection of the steps often requires considerable ingenuity | the programmer has to rely on his analysis of the problem and of the program's eciency. We hope that the extensive example in this paper will help to illustrate that proof transformation provides a practical tool for deriving veried ecient implementations of very abstract specications.
Destructive operations can in many cases be introduced during compilation of the extracted program. Advanced compilation techniques for functional programs as described in [9] yield a very ecient, destructive implementation of the functional program extracted from our nal proof.
The second criticism relates to the ability to maintain and modify proof objects. It seems dicult to react to changing specications when programs are dened through proofs. This problem is of course not unique to this approach; traditional programming suers from a similar problem. However, in the realm of completely veried programming this problem is compounded by the inability to make local changes to a proof structure.
Proof transformations provide a way of making those local changes and propagating them throughout the proof. This process very clearly identies places where additional theorem proving is required in order to meet the changed specication or verify the modied program. This is in sharp contrast to traditional programming where maintenance under changing requirements is one of the most dicult and costly phases in the software life-cycle and relies entirely on the programmer's understanding of the code he has to modify.
We illustrate proof transformation techniques and their applications by means of an extended example. We derive Warshall's algorithm for testing whether there is a path connecting two nodes in a directed graph.
The basic mechanisms for proof transformation are well-known from proof theory. They introduce a lemma followed by a number of proof reductions. Proof reductions take somewhat dierent but closely related forms in dierent proof systems. In sequent calculi they are simply cut-elimination steps. In natural deduction systems they appear as normalization steps, in the -calculus they are -reductions. Surprisingly, the meta-programs that control how these steps are applied are proofs of simple theorems (see Section 2.3).
The class of transformations that can be described this way is limited by the expressive power of the logic under consideration. We are therefore now considering using LF [7] as a formal system for describing a logic. This allows the formal statement and proof of meta-theorems. The proof of a meta-theorem then may be used to transform proofs in the object logic.
These basic transformations also allow the use of abstract data types and dierent implementations of them in the program development process. We illustrate this in the example of Warshall's algorithm where the initial specication mentions the set of nodes, while the nal implementation assumes that nodes are represented as integers.
Because of the universality of the the transformations, we have formulated our examples in a general way which concentrates on the structure of the proofs and not on the underlying logic or type theory. The proofs involved could easily be implemented in a system like NuPrl.
However, to implement the proof transformations one would need explicit support for management of dierent generations of a proof. Another problem is that proof steps accomplished by tactics (and almost all are!) must be transparent, that is, one should be able to either (a) expand them into their more primitive components, or (b) derive composite transformations from the denition of tactics. NuPrl provides for solution (a). We are currently investigating if the more economical (b) could be achieved through formal justication of tactics by meta-proofs in a meta-theory. We are currently implementing a system that explicitly provides formally proven tactics through a meta-logical formalism based on LF [7] . Their operational interpretation is based on ideas from Prolog [14] . In this section we will derive a version of Warshall's algorithm for determining whether there is a path from a node x to a node y in a nite, directed graph. We chose Warshall's algorithm for several reasons. Firstly, it starts from a specication which is easy to write down and understand. Secondly, the resulting program is relatively complex and relies on destructive operations. This means that the conceptual distance between nal implementation and initial specication is so wide that it is hard to see how the whole development could have been carried out without using any proof transformations, relying solely on theorem proving. Of course, theoretically this is possible, since our nal result is no more than a proof of the specication. Finally, a formal derivation of Warshall's algorithm is presented by Broy and Pepper in [2] . This allows the reader to compare our approach to the wide-spectrum derivation approach as taken by the CIP group [16] which was used in [2] .
We start by deriving the original function in [2] . It can be extracted from a very natural proof of the specication. In several steps we then transform this initial proof into one describing Warshall's algorithm.
Denitions
The logic in which we would mechanize this development would most likely be a strongly typed, higher-order logic. The strong typing aids the mechanization. The higher-order nature of the logic is convenient for expressing general facts, like Lemma 13. Thus we can use the logic itself to some extent as a meta-logic for describing proof transformation in the guise of higher-order theorems.
In the presentation below we will often omit types for the sake of brevity. P stands for the type of propositions. We use \:" for types of bound variables, \:" to separate a quantier from its scope, and \!" to form function types.
Denition 1 Given a nite set V . Then a graph is a pair (V; E) such that E V 2 V . Let G be the type of graphs.
Denition 2 Given a graph G = (V; E). For v; w 2 V , path (V;E) (v; w) = fhu 1 ; . . . ; u n i : v = u 1 ; u n = w; hu i ; u i+1 i 2 E for 1 i < n and 2 ng Theorem 3 (Graph Reachability). Given a graph (V; E) and x; y 2 V . Then either there is a path from x to y, or not.
Denition 4 (Induction for a nite set V ).
I V 8P : P fg^8WV 8z:V (P W^z = 2 W P (fzg [ W )) 8WV : P W
In order to have a constructive meaning of a proof using this induction principle, we will assume the decidability of W = fg and the existence of a choice function \choose" such that W 6 = fg choose W 2 W for all W V . We will call such a set an enumerated set.
Deriving an Initial Algorithm
Let us rst informally describe some of the basic ideas of Warshall's algorithm. Given an enumeration x 1 ; . . . ; x n of the nodes in a graph G, and a pair hx; yi. In the rst iteration, we check if x and y are directly connected by an edge. During the i th iteration we check if there is a path from x to y whose interior nodes (excluding x and y) are contained completely within x 1 ; . . . x i01 , making use of the results computed during the i 0 1 st iteration. We will now try to capture this idea formally and simultaneously make it more precise. Our specication is the following theorem. The basic idea is to prove the theorem by induction over V (but not jV j, which could eventually lead to a breadth-rst search of the graph). The set will be the vertices which we allow the path to contain in addition to x and y. In order to prove this we need to nd the right induction hypothesis. This generalized theorem will then be a lemma.
Denition 6 Given a graph (V; E) and W V . Then path (V;E) W (x; y) is the set of paths from x to y all of whose interior nodes are contained in W .
In the following, we will often omit the superscripts (V; E) to path. Now we consider the program that is extracted from this proof. In order to make the program more readable we have made a few stylistic changes while leaving the basic computational properties intact. However, one major change should be noted: instead of returning the path in case there is one, this simplied program will only return a truth value.
Lemma 7 Given (V; E
Program 9 The algorithm corresponding to this proof is almost exactly like the original algorithm in [2] . The function above has a glaring ineciency: because of the multiple recursive calls, function values may be recomputed many times. This is a common situation in program derivation and can often be resolved by introducing so-called accumulator arguments. Here it turns out to be appropriate to maintain an array of previously computed values.
Using Proofs to Transform Proofs
What is the basic computational mechanism that allows us to transform proofs? Not surprisingly, proof reduction (cut-elimination, normalization) steps and their inverses are crucial. Reduction is employed as the computational workhorse, but the main transformation that allows us to set up the reductions is lemma insertion. We use script letter D and E to stand for proofs. They are placed above the formula they justify. where E 0 and E 00 follow from the lemma .
Lemma insertion has the property that it does not change the theorem we are trying to prove, but of course it creates a new intermediate theorem, , that will sometimes be of interest.
The logic in which we formalize the deductions will typically not allow a normalization theorem due to the presence of a (nitary) induction rule. However, if we have an assumption 8n : (n) (n), an induction proof for 8n : (n) can be transformed into an induction proof of 8n : (n). The following illustrates this for induction over the natural E 00 (n + 1) (n + 1) (n + 1) 1 (n) (n + 1) 8n : (n) (n + 1) 8n : (n) where E 0 and E 00 follow from the lemma 8n : (n) (n).
We will use an analogous transformation for induction over nite sets. At rst glance, Lemma Insertion may seem counterintuitive. We are perturbing a given proof of a specication by rst proving and then recovering a proof of . This step is analogous to strengthening an induction hypothesis, even though the induction was already successful. One has to remember that the objects we are focusing on are the proofs, and not the fact that a given formula is true (which is usually trivial). The example and its transformation in the following sections should help to clarify Lemma Insertion and its utility.
Transforming the Initial Proof
It is clear that we need some notion of array in our language in order to derive Warshall's algorithm. Actually, one may say that we will never be able to derive Warshall's algorithm, since it uses destructive operations on an array, and destructive operations can not be derived in our development paradigm. This is only partly true. We can bring the program into a form where advanced compilation techniques as described in [9] may be used to recognize that destructive operations may be used eectively. This seems to be possible in many cases and is a subject of ongoing research. One possibility we are exploring is to extract a program and then leave the proofs-as-programs paradigm in favor of correctness preserving program transformation techniques as described in [10] The following lemma indirectly relates arrays to functions over nite domains. This is similar to a theorem stating the existence of choice functions. A choice function, however, is typically built by abstraction | here it must be built by (re)dening array values with \8". What do these Lemma Insertions \mean"? Lemma 15 expresses that if we can decide a property P for every element of a nite set A, we can generate an array indexed by A such that the property P can simply be looked up. This may not seem much of an improvement, since computing a single value is replaced by the computation of an array, but in case there are many recursive calls the cost of computing the array is more than oset by the savings of looking up a previously computed value, rather than recomputing it. After the rst transformation using Lemma 15 the main induction will prove the following lemma: Lemma 17 Step We show a selective view of the resulting deduction. It should be noted, however, that the best way of describing this deduction, is not through its nal proof, but through the initial deduction and its transformation. The proof will be opaque, just like the corresponding program will be harder to understand than the initial program. In the rst program, recursive calls were used to determine directly whether two points are connected by a path whose interior nodes are contained in a strictly smaller set than the one currently under consideration. In this new program, the recursive calls are made to build up a two-dimensional array that remembers this information for any pair of nodes. When the program needs to know if two points are connected at an earlier stage, this information is looked up in the array (in the last line of the program). This by itself is not an eciency improvement, but now the (still functional) program may be implemented destructively.
Program 21 The associated program: Even though the array operation 8 is non-destructive, it is clear that we need \only" jV j arrays, one for each value taken by W during the recursion.
Techniques described in [9] can eliminate this source of ineciency in the recursive program and generate a destructive version of the function above which needs only one array. Except for the representational details, this destructive version is Warshall's algorithm as described in [2] . 3 Warshall's Algorithm Using Integer Representation
In this section we outline how abstract data types and their implementations can be incorporated into the proofs-as-program paradigm. We then illustrate the concepts by outlining how to eliminate nite sets from the formulation of Warshall's algorithm in favor integers, thus further improving the eciency of the implementation.
The version of Warshall's algorithm we have developed so far uses sets and assumptions about the existence of certain operations on sets (like checking whether a set is empty). In a machine-checked derivation of the style presented above, these assumptions could occur in dierent guises. It could be that the sets and operations on them are dened in terms of other concepts, say lists, or predicates. The other possibility is that sets and operations are axiomatized and the existence of realizing constants for the axioms is assumed. This view was proposed by Goad [6] . In the latter case, programs extracted from proofs will contain these realizing constants, thus extending the language of programs (usually some form of the -calculus). These programs can only be executed, if the interpreter or compiler for the programming language in question knows how to treat these constants.
Here we propose a slightly dierent method for dealing with these assumptions. In the setting of veried programming, we view a data type as corresponding to a theory, that is, a language extension and a set of sentences axiomatizing the theory. For our purposes, we will assume that this is done through a single sentence. Axiom schemata are outside of this framework, but are usually unnecessary if we use a higher-order logic in which one can quantify over predicates.
An abstract data type is simply a sentence derived from the theory that existentially quanties over the primitive symbols of the theory. If we are in a typed logic, and the theory introduce new types, we abstract and existentially quantify over those types as well. We call this the dening sentence for the abstract data type. This generalizes the usual notion of algebraic data type found in some programming languages, since it allows arbitrary axioms, and not simply equations or conditional equations. An implementation of an abstract data type is given simply by a proof of its dening sentence. Alternative implementations are given through alternative proofs. We now illustrate abstract data types and their use in program development in our example. Let us assume that we have a sentence dening an abstract data type of nite sets that gives the constants fg; ]; 2; : = their usual meaning, that is, ] adjoins an element to a set and : = is equality between nite sets. Here V is the (nite) base set, and S stands for the type of nite subsets of V . Here 0 is intended to contain for example I V , the induction principle for nite sets (see Denition 4) .
Given the abstract data type , the original specication is of the form Our derivation of Warshall's algorithm did not make use of all properties of nite sets, and therefore using an implementation of nite sets (for example through lists) would be unnecessarily inecient. In other presentations of Warshall's algorithm (such as [2] ), nodes in V are represented as integers, and subsets of V are also represented as single integers. This is possible, since the only subsets of V we need to consider are initial segments of the form f0; 1; . . . k 0 1g.
We can therefore create an intermediate ad hoc abstract data type 9x : (x) that contains only those properties of nite sets that were actually used during the derivation (x abbreviates the variables bound in the denition of ) . Clearly, is not uniquely determined, and it is not clear how it could be generated automatically, but the information in the proof of the specication of Warshall's algorithm is a very helpful guide.
Through the use of proof expansions (the inverse of proof reductions), we can transform the given proof of the graph reachability theorem into one that has subproofs of 8x : ( 0 (x) 0 (x)) and 8x : ( 0 (x) War(x)), where War is the original specication. Because of the second implication, an alternative proof of 9x : 0 (x), yields an alterna- Together with the remarks at the end of the previous section, it should be clear that the program extracted from this proof can be compiled into very ecient machine code.
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