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ABSTRACT 
This dissertation contains three essays on the relationship between crude oil and equity markets 
in the US. The first essay (chapter 2) investigates how differently the stock returns of oil 
producers and consumers of oil are affected by oil price changes. We find that the stock returns 
of oil producers are always positively correlated with oil price changes regardless of whether 
the oil price is increasing or decreasing. For oil consumers, oil price changes do not affect all 
consumer sub-sectors and, where they do, the effect is heterogeneous. Furthermore, we find 
that oil price returns have an asymmetric effect on stock returns for most sub-sectors. Finally, 
we devise simple trading strategies and find that while both consumers and producers of oil 
can make statistically significant profits, investors in oil producer sectors are relatively more 
profitable than investors in oil consumer sectors.  
 
The second essay (chapter 3) tests whether the oil price can be used to improve stock return 
forecasting in the US market. This chapter makes three contributions to the literature on 
forecasting stock returns. First, unlike the extant literature on oil price and stock returns, we 
focus on out-of-sample forecasting of returns, and show that how well the oil price forecasts 
stock returns depends not only on the data frequency used but also on the estimator. Second, 
out-of-sample forecasting of returns is sector-dependent, suggesting that oil price is relatively 
more important for some sectors than others. Third, we examine the determinants of 
predictability for each sector using industry characteristics and find strong evidence that return 
predictability has links to certain industry characteristics, such as book-to-market ratio, 
dividend yield, size, price earnings ratio, and trading volume. 
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In the third essay (chapter 4), we examine the price volatility interaction between the crude oil 
and equity markets in the US using five-minute data over the period 2009 to 2012. Our main 
findings can be summarised as follows. First, we find strong evidence to demonstrate that the 
integration of the bid-ask spread and trading volume factors leads to a better performance in 
predicting price volatility. Second, trading information, such as bid-ask spread, trading volume, 
and the price volatility from cross-markets, improves the price volatility predictability for both 
in-sample and out-of-sample analyses. Third, the trading strategy based on the predictive 
regression model that includes trading information from both markets provides significant 
utility gains to mean-variance investors. 
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CHAPTER 1 
INTRODUCTION 
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1.1. BACKGROUND, MOTIVATIONS AND CONTRIBUTIONS 
This section provides a brief summary of the background, motivations and contributions of the 
three empirical studies in this dissertation. The details of each essay are as below. 
1.1.1 Essay 1 
The first essay investigates how differently oil price changes affect the stock returns of 
producers and consumers of oil for the period 2 January 1986 to 31 December 2010. Several 
strands of the literature examine the relationship between oil price returns and stock returns. 
First, one strand examines the effect of crude oil price on aggregate stock market returns but 
fails to find a conclusive result for the impact of oil price changes on stock returns. A number 
of studies (for instance, Driesprong et al., 2008; Park and Ratti, 2008; and Miller and Ratti, 
2009) discover a negative effect of crude oil price on stock returns whereas some studies (for 
instance, Chen et al., 1986, Huang et al., 1996, and Wei, 2003) document no statistically 
significant effects of crude oil price on stock returns. The second strand of the literature, which 
is inspired by the gradual diffusion hypothesis proposed by Hong and Stein (1999) and Hong 
et al. (2007), believes that stock returns underreact to oil price news, and investigates the lagged 
effect of the crude oil price on stock returns. On the other hand, the third strand of the literature 
tests the asymmetric effect of the crude oil price on stock returns (Arouri, 2011; Kilian, 2008; 
and Sadorsky, 1999). 
 
This essay is motivated by the lack of understanding of how differently oil price changes affect 
the stock returns of producers of oil and consumers of oil. This study contributes to the oil 
price-stock returns literature by recognising that the oil market is composed of both consumers 
and producers of oil. Because consumers and producers of oil should be impacted negatively 
and positively, respectively, the impact of crude oil price changes on the stock returns of these 
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two parties should also be different. Furthermore, we do not stop our analysis at the oil 
aggregate (consumer and producer) level but also test the heterogeneous response of returns to 
oil price changes at sub-sector and firm levels. Even though a negative relationship between an 
oil price increase and stock returns is expected amongst consumers of oil, different types of 
consumers, such as air transport, truck transport, construction, and chemical manufacturing, 
for instance, are likely to have a different elasticity of stock return response to an oil price 
change, suggesting a potential heterogeneous response of returns to oil price changes. The same 
is hypothesised to be true for producers of oil. In our sample, we consider two oil producer 
sub-sectors, namely, petroleum and crude oil and natural gas exploration and production 
(CONGEP). Similarly, we expect that the stock returns of each firm within a sub-sector also 
respond heterogeneously to oil price changes. Finally, unlike previous studies in this literature 
that focus on statistical analysis, we examine the economic significance of the relationship 
between stock returns and oil price changes using a trading strategy. 
 
1.2.2 Essay 2 
The second essay examines the out-of-sample predictability of stock returns using the crude 
oil price in the US market. In the stock returns predictability literature, several studies show 
that financial ratios, such as dividend-price, price-earnings, dividend pay-out, and book-to-
market, predict stock returns1. However, other studies argue that the evidence for stock return 
(US market) predictability is predominantly in-sample and is not robust when subjected to out-
of-sample evaluations2. For example, Welch and Goyal (2008) find that the out-of-sample 
stock return forecast using a wide range of financial ratios and macroeconomic predictors fails 
                                                 
1 Fama and French, 1988, 1989; Campbell and Shiller, 1988a,b; Kothari and Shanken, 1997; Pontiff and Schall, 
1998; Lamont, 1998. 
2 Bossaerts and Hillion, 1999; Goyal and Welch, 2003; Brennan and Xia, 2005; Butler et al., 2005; and Ang and 
Bekaert, 2007. 
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to beat the simple historical average benchmark forecast. In response, a number of studies show 
that the out-of-sample forecasting performance can be improved by a particular forecasting 
strategy, such as the economically motivated restriction model approach of Campbell and 
Thompson (2008), and the forecasting combination approach of Rapach et al. (2010). On the 
other hand, several studies extend the literature by proposing econometric models that deal 
with issues of bias and inefficiency in stock return predictive regression models, which are 
caused by a number of potential statistical issues, including heteroskedasticity, predictor 
endogeneity, and persistency (Nelson and Kim, 1993; Stambaugh, 1999; Lewellen, 2004; 
Westerlund and Narayan, 2014). 
 
This essay employs the crude oil price as a predictor of stock returns. The literature on the 
relationship between the oil price and stock returns is rich and has aided our understanding of 
how the oil price affects stock markets. The literature, however, is not immune from 
limitations. Unlike the extant literature on oil price and stock returns that only focuses on in-
sample predictability, this essay contributes further insights by employing an out-of-sample 
analysis to show how well the oil price forecasts stock returns. The out-of-sample analysis is 
preferred for a number of reasons. Tashman (2000), for instance, argues that forecasting 
methods should be assessed for accuracy using out-of-sample tests rather than goodness-of-fit 
to past data (in-sample tests) and Welch and Goyal (2008) state that a predictor must provide 
a good out-of-sample predictive performance in order to be used by an investor. 
 
In this essay, three forecasting approaches, namely, Ordinary Least Squares, adjusted OLS, and 
the Feasible Generalized Least Squares (FGLS), for the out-of-sample stock returns based on 
the crude oil price are utilised. We employ the three above forecasting approaches as they have 
different concerns about the bias and inefficiency of the forecast, which are caused by the 
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potential statistical issues in the predictive regression models, namely, heteroskedasticity, 
predictor endogeneity, and persistency. In addition, the robustness of forecasting performance 
to the data frequency is examined by using daily, weekly, and monthly data over the period 1 
January 1988 to 31 December 2012. There is no single theory that dictates the choice of data 
and different data frequencies have been used in the stock returns forecasting literature. 
However, it is important to confirm the robustness of the results by using data at different 
frequencies, as earlier studies show that the choice of data frequency does matter for an 
empirical study (Andersen et al., 1999; Otero and Smith, 2000; Elton et al., 2010; Boswijk and 
Klaassen, 2012). 
 
Besides testing forecast ability at the aggregate market level, we extend our analysis to the 
sector level in order to examine the heterogeneity of the stock return forecast ability provided 
by the crude oil price in the US market sectors. Unlike the stock return forecasting literature 
on the market level, the studies on out-of-sample predictability at market component level are 
very limited. The limitation of the predictability literature at aggregate market level is that it 
assumes that the predictability of the component in the market is homogenous. This is a strong 
assumption and needs to be tested by specifically examining the predictability of individual 
sectors. In addition, the causes of heterogeneity in stock return forecasting among sectors are 
debatable and thus worthy of investigation. Surprisingly, no papers have ever attempted to 
answer this question. Thus, we contribute to the stock return forecasting literature by examining 
the determinants of sectoral predictability using a number of industry characteristics, such as 
book-to-market ratio, dividend yield, market capitalization, price-earnings ratio, and trading 
volume. 
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1.2.3 Essay 3 
The third essay analyses the price volatility interaction between the crude oil and equity 
markets in the US using five-minute data over the period 2009 to 2012. In this literature, a 
significant result of the volatility transmission between the crude oil and the US stock market 
has been documented in a number of papers (see, inter alia, Agren, 2006; Hammoudeh et al., 
2004; Aloui and Jammazi, 2009; Malik and Ewing, 2009; Arouri et al., 2011a).  
 
This study contributes to the literature by presenting the first comprehensive empirical study 
that addresses the relative importance of information on trading volume and bid-ask spread in 
testing cross-market volatility interaction between the crude oil and equity markets. We are 
motivated by the fact that the significant relationship between trading volume, bid-ask spread, 
and price volatility has been widely documented by the literature. However, the bid-ask spread 
and trading volume have not been incorporated in an empirical model consisting of crude oil 
and equity market volatility. 
 
In addition, unlike the previous studies that use low frequency data, this essay contributes to 
the literature by employing intraday data in testing volatility interaction between crude oil and 
equity markets. Volatility is a key input for market risk evaluation and derivatives pricing; 
therefore, intraday volatility modelling and forecasting is important to market participants who 
are involved in intraday trading, such as day traders, high-frequency portfolio managers, and 
program traders (Wang and Wang, 2010). Crude oil and equity markets are heavily traded and 
studies based on low-frequency data, such as daily, weekly or monthly, may fail to capture 
information contained in intraday price movements. The availability of high-frequency data is 
considered valuable in measuring, modelling, and forecasting volatility, and the economic 
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value of using intraday data in forecasting volatility has been widely evidenced in the literature 
(Barndorff-Nielsen and Shephard, 2007; Hansen and Lunde, 2010; Sévi, 2014). 
 
One limitation of the existing literature is that the previous studies are simply based on the sign 
and the statistical significance of other market volatility variable’s parameter from the variance 
equation of a GARCH type model to test the volatility interaction between the crude oil and 
equity markets. We extend and contribute to the literature in several ways, such as testing 
whether the cross-market volatility interaction can improve volatility forecasts. We first 
construct three specifications of the EGARCH(1,1) model with different levels of trading 
information to predict the price volatility of the crude oil and equity markets. We then compare 
the in-sample predictive accuracy among models to assess whether the model that includes the 
cross-market trading information is superior to others in predicting the price volatility of the 
crude oil and equity markets. In addition, the comparison is also applied for the out-of-sample 
analysis. Furthermore, apart from the statistical analysis, we also examine the economic 
significance of cross-market volatility interaction, which has not been done previously. The 
idea is  to show how beneficial the cross-market volatility is for investors. Based on the existing 
literature, all we understand so far is that cross-market volatility interaction is statistically 
significant but nothing is known about how beneficial the cross-market volatility is for 
investors. Following Campbell and Thompson’s (2008) study, we test whether the out-of-
sample volatility forecasting can provide any utility gains to the mean-variance investor who 
allocates her portfolio between a risky asset and a risk-free asset. 
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1.2 OBJECTIVES AND AIMS 
The three main questions of this dissertation are as follows: 
1. How differently are the stock returns of the producers and consumers of oil affected 
by oil price changes? 
2. Can stock return forecasting be improved when using the oil price? 
3. How does the price volatility between the crude oil and equity markets interact? 
 
1.3 ORGANISATION OF THE DISSERTATION 
This sub-section provides a brief description of the structure of this dissertation has five 
chapters. The first chapter provides the background to the related literature, motivations and 
the contribution of the three empirical studies, followed by the main research questions. The 
details of these three empirical studies are presented in chapters 2 to 4. This dissertation is 
concluded in chapter 5, which offers the key findings of three main essays and explains their 
contributions to the related literature. 
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CHAPTER 2 
OIL PRICES AND STOCK RETURNS OF 
CONSUMERS AND PRODUCERS OF CRUDE OIL 
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2.1 INTRODUCTION 
There is a large volume of studies that examines the relationship between oil price returns and 
stock returns (see, inter alia, Arouri, 2011; Park and Ratti, 2008; and Miller and Ratti, 2009). 
There are several strands of this literature. One strand examines the effect of crude oil price on 
aggregate stock market returns and fails to find conclusive evidence of the role of the oil price 
on stock returns. Some (see, for instance, Driesprong et al., 2008; Park and Ratti, 2008; and 
Miller and Ratti, 2009) discover the crude oil price has a negative effect on stock returns; some 
studies (see, for instance, Chen et al., 1986; Huang et al., 1996; and Wei, 2003) document no 
statistically significant effect of the crude oil price on stock returns; while a recent study by 
Narayan and Sharma (2011) finds mixed evidence in which the returns of sectors related to oil, 
such as transport and energy, respond positively to oil price changes, while the rest of the 
sectors respond negatively3. 
 
The second strand of the literature, motivated by the gradual diffusion hypothesis proposed by 
Hong and Stein (1999) and Hong et al. (2007), which perceives that stock returns underreact 
to oil price news, examines the lagged effect of crude oil on stock returns; see Driesprong et 
al. (2008) and Jones and Kaul (1996). Jones and Kaul (1996) find a statistically significant 
effect caused by the lagged crude oil price changes on stock returns of the equity markets in 
the US, Canada, and Japan. The results from these studies generally suggest evidence 
supporting the gradual diffusion hypothesis. 
 
The third strand of the literature examines whether oil prices have an asymmetric effect on 
stock returns, beginning with Mork (1989), who showed that an oil price increase has a higher 
                                                 
3 The heterogeneous response of stock returns among sectors to oil price changes is also found in Gogineni (2010), 
Arouri (2011), and Fan and Jahan-Parvar (2012). 
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influence on macro economy variables compared to an oil price decrease. Several studies have 
confirmed the asymmetric effect of crude oil price changes on the stock market; see, inter alia, 
Arour (2011), Kilian (2008) and Sadorsky (1999). 
 
Our study contributes to the oil price-stock returns literature by recognising that the oil market 
is composed of consumers of oil and producers of oil. Since consumers of oil and producers of 
oil should be impacted negatively and positively, respectively, the effect on stock returns of 
these two agents should also be different. That is not all though. Amongst consumers of oil, 
even though an inverse relationship between oil price increase and stock returns is expected, 
different types of consumers, such as air transport, truck transport, construction, and chemical 
manufacturing, for instance, are likely to have different elasticity of stock return response to 
an oil price change. This is suggestive of a potential heterogeneous response of returns to oil 
price changes4. The same is hypothesised to be true for producers of oil. In our sample, we 
consider two oil producer sub-sectors, namely, petroleum, and crude oil and natural gas 
exploration and production (CONGEP). We examine the relationship between oil price returns 
and stock returns in the US market not only at the aggregate (consumer and producer) level, 
but also at the sub-sector level, including testing these hypotheses for each firm in each of these 
producer and consumer sectors. Moreover, we do not stop at this statistical analysis as the 
broader literature on stock returns-oil price nexus has done. We examine the economic 
significance of the relationship between stock returns and oil price changes through 
implementing a trading strategy. 
 
Briefly, foreshadowing the main results, we find there is a statistically significant and positive 
contemporaneous effect of oil price changes on the stock returns of the oil producer sector. The 
                                                 
4 We use oil price changes and oil price returns interchangeably throughout the chapter. 
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results hold when we consider the two producer sub-sectors—petroleum and CONGEP. 
Second, we find there is a statistically significant and negative effect of oil price changes on 
the stock returns of the crude oil consumer sector (aggregate), and, except for the construction 
sub-sector, the results hold for the other three consumer sub-sectors. Results from firm-level 
analysis reveal that there is a statistically significant and positive effect of oil price changes on 
stock returns for 78-85% of firms belonging to the producer sector. On the other hand, between 
10-55% of firms belonging to the consumer sector are negatively and significantly affected by 
the oil price changes. Our results also reveal that there is an asymmetric effect of oil price 
changes on the stock returns of the consumer index but not for the producer index. At a 
disaggregate level, we find strong evidence of an asymmetric effect of oil price changes on 
stock returns. Finally, we estimate the economic significance of the relationship between oil 
price changes and stock returns for the two sectors and the various sub-sectors within the 
consumer and producer sectors using a simple trading strategy. Our main finding from this 
exercise is that: (a) while both consumer and producer sectors and most of their sub-sectors are 
profitable, investors in the producer-based sector are able to make more profits compared to 
investors in the consumer sector; and (b) while it is true that investors in both sectors can make 
profits, this profit is heterogeneous—that is, in some sub-sectors investors can make relatively 
more profits compared to other sub-sectors. 
 
The remainder of this chapter is organised as follows. In section 2.2, we discuss the 
methodology and the data. In section 2.3, we discuss the results of the relationship between oil 
price returns and stock returns of crude oil consumer and producer sectors in the US market, 
and we implement a simple trading strategy to demonstrate the economic significance of the 
relationship between oil price and stocks returns for both producer and consumer sectors and 
sub-sectors. In the final section, we provide concluding remarks. 
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2.2 DATA AND METHODOLOGY 
2.2.1 Data 
We use daily time series data for the top-20 firms listed under construction, air transport, truck 
transport, chemical manufacturing and petroleum sub-sectors, and for the top-60 firms5 listed 
under the CONGEP sub-sector to form sub-sector-specific indices using a market 
capitalisation-weighted approach. The sub-sector membership of each firm is identified based 
on the Northern American Industry Classification System (NAICS) code. All these firms are 
listed under NYSE, NASDAQ, and S&P500 US exchanges. The US is the largest consumer 
and third-largest producer of crude oil in the world. In order to determine the crude oil 
consumers, we select the highest crude oil usage sub-sectors using information from the 
Benchmark Input-Output Surveys. On the other hand, we choose two producer sub-sectors that 
associate with the crude oil producing process, namely, exploring activity (CONGEP sub-
sector) and the refining activity (petroleum sub-sector). Our choice of the top-20 firms for each 
of the five consumer sub-sectors and the petroleum sub-sector represents more than 95% of 
firms in each of these sectors. Due to the large size of the CONGEP sub-sector, our choice of 
the top-60 firms represents no less than 80% of firms in this sub-sector. In addition to these 
four consumer-based sub-sectors and two producer-based sub-sectors, we also form one index 
(aggregate) for the consumer sector that represents all sub-sectors, and one index for the crude 
oil producer sector that simply represents both sub-sectors of producers of oil. In total, then, 
we form eight indices—six are sector-specific indices while the other two consist of the 
aggregate consumer index and producer index. The data span the period 2 January 1986 to 31 
December 2010. Since we have daily data, this constitutes a sample size of 6306 observations. 
All daily stock price data are collected from the Compustat database, while the West Texas 
                                                 
5 The choice of top 20 and 60 firms is to remove the effect of small firms. 
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Intermediate (WTI) crude oil price is downloaded from the US Energy Information 
Administration website6. 
 
2.2.2 Methodology 
To examine the effect of oil price returns on the stock returns of crude oil consumer and 
producer sectors and sub-sectors, we follow Narayan and Sharma (2011) and Arouri (2011) to 
estimate the following Generalised Autoregressive Conditional Heteroskedasticity 
(GARCH(1,1)) regression model:  
 ܴ௧ ൌ ߙ଴ ൅ ߚଵܱܴ௧ ൅ ߚଶܴ݉݇ݐ௧ ൅ ߝ௧   
 ߪ௧ଶ ൌ ߛ଴ ൅ ߛଵߝ௧ିଵଶ ൅ ߛଶߪ௧ିଵଶ   
 ߝ௧ ՜ ܰሺͲǡ ߪ௧ଶሻ (1) 
where ܴ௧ is the daily log excess stock return, which is simply stock returns minus the risk-free 
rate, which we proxy using the US 3-month T-bill rate; ܱܴ௧ is the daily crude oil price return 
measured as ሾሺܱ ௧ܲሻ െ ሺܱ ௧ܲିଵሻሿ ൈ ͳͲͲ;ܴ݉݇ݐ௧ is the daily stock market excess return that 
includes all NYSE, AMEX, and NASDAQ firms from Kenneth French’s database,7 and ɐ୲ଶ is 
the conditional variance of stock returns. We include the aggregate market stock return as a 
control variable. 
 
2.3 EMPIRICAL RESULTS 
2.3.1 Preliminary test results 
We begin by testing for unit roots in oil price returns and in the eight sectoral returns, namely, 
air transport, truck transport, construction, chemical manufacturing, petroleum, CONGEP, 
                                                 
6 http://www.eia.gov/petroleum/ 
7 http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html 
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crude oil consumer and crude oil producer. The results based on a standard augmented Dickey-
Fuller (ADF) test, which examines the null hypothesis of a unit root, suggest that the null 
hypothesis can be comfortably rejected for all sectors and sub-sectors of stocks returns and oil 
price returns. We conclude that all return variables, as expected, are stationary. The results, 
because they are preliminary and expected, are not reported here but can be found in Appendix 
1. 
 
2.3.2 Contemporaneous relationship between crude oil return and stock returns 
The results, based on Equation (1) that examines the contemporaneous relationship between 
crude oil price changes and sectoral returns, are reported in Table 2.1. The results are organised 
as follows: Panel A reports results for the consumer and producer aggregate indices, while 
Panel B contains results from the sub-sectors of the consumer and producer sectors. The 
findings are as follows. At the aggregate level, we are able to reject the null hypothesis that the 
coefficient on oil price returns is equal to zero. The null is rejected at the 1% level for both the 
producer and consumer sectors. As expected, the coefficient on oil price returns for the 
producer sector turns out to be positive while it is negative for the consumer sector. This 
suggests that while oil price changes have a positive effect on producers it has a negative effect 
on consumer returns. 
 
We now read results from the four sub-sectors within the consumer sector and the two sub-
sectors within the producer sector. Beginning with the consumer sub-sectors, we are able to 
reject the null hypothesis (at the 1% level) that the coefficient on oil price returns is zero for 
air transport, truck transport, and chemical manufacturing but not for construction. This 
suggests that while an oil price increase reduces returns for three sectors, it does not affect 
returns in the construction sector. At least on two fronts it is now clear why a sub-sectoral 
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analysis of oil price returns and stock returns is needed to gain the best understanding of the 
effect of oil price returns. First, notice how at the index-level we could reject the null at the 1% 
level; however, when we analyse the sub-sectors, we could reject the null at the 1% level for 
only three of the four sub-sectors. What becomes obvious here is that not all sub-sectors 
contribute to the strong performance of the consumer sector with respect to oil price returns. 
This is one way we confirm that the response of consumer sub-sectors is heterogeneous to oil 
price changes. Second, notice how the impact of oil price returns varies, not only when 
comparing the effect at the aggregate level with the effect at the sub-sector level, but also within 
the sub-sectors. At the aggregate level, for instance, a 1% increase in oil price actually reduces 
consumer stock returns by 0.021%, while stock returns in the air transport sub-sector are 
affected most (by 0.073%) which is thrice as much compared to the truck transport sub-sector 
(0.021%). Similarly, the impact of an increase in oil price returns on the chemical 
manufacturing sub-sector is twice as much compared to the truck transport sub-sector. This 
finding provides further evidence that consumer sub-sectors are heterogeneous in their 
response to oil price changes. 
 
The results from the producer sector and sub-sectors are equally interesting. At both the 
aggregate level and the disaggregate level, we reject the null hypothesis that the coefficient on 
the oil price returns variable is equal to zero. The null is strongly rejected—that is, at the 1% 
level. As with the consumer sector and sub-sectors, producer sector and sub-sectors also 
respond heterogeneously to oil price changes, giving credence to our approach of considering 
the relationship between oil price returns and stock returns the way we have done. It is fitting 
to point out that at the aggregate level a 1% increase in oil price returns leads to a 0.137% 
increase in stock index returns for producers. 
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Table 2.1: Contemporaneous effect of crude oil returns on stock returns 
Panel A: Index level 
  Alpha Crude oil Market 
Producer  0.050*** 
(0.00) 
0.137*** 
(0.00) 
0.629*** 
(0.00) 
Consumer -0.032*** 
(0.01) 
-0.021*** 
(0.00) 
0.897*** 
(0.00) 
Panel B: Sub-sector level 
 Alpha Crude oil Market 
Air transport -0.078*** 
(0.00) 
-0.073*** 
(0.00) 
0.900*** 
(0.00) 
Truck transport -0.012 
(0.58) 
-0.021*** 
(0.00) 
0.814*** 
(0.00) 
Construction -0.030** 
(0.03) 
0.002 
(0.69) 
1.022*** 
(0.00) 
Manufacturing -0.029*** 
(0.00) 
-0.048*** 
(0.00) 
0.722*** 
(0.00) 
Petroleum 0.094*** 
(0.00) 
0.133*** 
(0.00) 
0.471*** 
(0.00) 
CONGEP 0.030 
(0.18) 
0.140*** 
(0.00) 
0.524*** 
(0.00) 
Notes: This table reports the coefficients and p-value (in parenthesis) of GARCH (1,1) model ܴ௧ ൌ ߙ ൅ ߚଵܱܴ௧ ൅
ߚଶܴ݉݇ݐ௧ ൅ ߝ௧ where ܴ௧ is the daily stock excess return of producer and consumer indices and sub-sectors in 
crude oil supply chain. ܱܴ௧ is the daily crude oil price change. ܴ݉݇ݐ௧ is the daily stock excess market return. 
Panel A reports results for the consumer and producer aggregate indices while Panel B contains results from the 
sub-sectors of the consumer (air transport, truck transport, construction and chemical manufacturing) and 
producer sectors (petroleum and CONGEP).***, **, and * denote rejection of the null hypothesis at the 1%, 5%, 
and 10% levels, respectively. 
 
 
We conclude with firm-level results. For each of the 20 firms in the four consumer sub-sectors, 
for 60 firms in the CONGEP and 20 firms in petroleum, we run Equation (1). From this 
exercise, in Table 2.2, we present a summary of the results in the form of number (percentage) 
of times the return on oil price has a statistically significant and negative (column 2), 
statistically significant and positive (column 3), statistically insignificant and negative 
(column 4), and statistically insignificant and positive (column 5) effect on stock returns.  
 
It is important to recall that amongst the four consumer sub-sectors, oil price returns were only 
statistically significant for air transport, truck transport and chemical manufacturing. The 
firm-level analysis for these sectors suggests not all firms in each of these three sub-sectors 
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dominate the statistically significant and negative effect on returns. Take the air transport 
sector, for example, it is the sector most affected (in terms of magnitude in Table 2.3) by oil 
price changes; however, only 55% of the firms in this sector are driving the statistically 
significant and negative relationship between oil price returns and stock returns. Similarly, for 
the truck transport and chemical manufacturing sub-sectors only 50% and 10%, respectively, 
of firms dominate the statistically significant relationship. By comparison, the construction 
sub-sector, which showed no significant evidence of a relationship between oil price returns 
and stock returns (Table 2.2), has only 15% of firms that are significantly affected by oil price 
changes. The implication here is that even in sub-sectors where oil price returns impacted 
stock returns significantly, not all firms were contributing to this significant relationship, 
suggesting nothing but the fact that firms within a sub-sector are also heterogeneous with 
respect to oil price changes.  
 
We conclude by reading the results for the two producer-based sub-sectors. Recall our 
evidence presented in Table 2.1 that at the sub-sector level, oil price returns statistically and 
significantly impacted returns of both sub-sectors. At the firm level, around 85% and 78% of 
firms in the petroleum and CONGEP sub-sectors, respectively, experienced a statistically 
significant and positive effect of oil price returns on stock returns. This suggests that the 
heterogeneous response of firms in the consumer sub-sectors is far greater than that observed 
in the producer-based sub-sectors. 
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Table 2.2: Summary of contemporaneous effect of crude oil returns on stock returns at 
the firm level 
  -(Significant) +(Significant) -(Insignificant) +(Insignificant) 
Air transport 11 (55%) 5 (25%) 3 (15%) 1 (5%) 
Truck transport 10 (50%) 1 (5%) 4 (20%) 5 (25%) 
Construction 3 (15%) 5 (25%) 4 (20%) 8 (40%) 
Manufacturing 2 (10%) 6 (30%) 9 (45%) 3 (15%) 
Petroleum 1 (5%) 17 (85%) 2 (10%) 0 (0%) 
CONGEP 2 (3%) 47 (78%) 6 (10%) 5 (8%) 
Notes: This table reports the results for crude oil contemporaneous effect on stock returns at firm level for sub-
sectors of the crude oil consumer (air transport, truck transport, construction and chemical manufacturing) and 
crude oil producer sectors (petroleum and CONGEP) based on GARCH (1,1) model ܴ௧ ൌ ߙ଴ ൅ ߚଵܱܴ௧ ൅
ߚଶܴ݉݇ݐ௧ ൅ ߝ௧; where ܴ௧ is the daily stock excess return of producer and consumer indices and sub-sectors in 
crude oil supply chain. ܱܴ௧ is the daily crude oil price change. ܴ݉݇ݐ௧ is the daily stock market excess return. We 
report the number of firms in different sectors statistically significant or statistically insignificant with positive 
and negative sign in this table. In addition, this result is converted into percentage for each sub-sector and reported 
in parentheses. 
 
 
 
2.3.3 Lagged effect of crude oil returns 
In Table 2.3 we report results from a GARCH (1,1) regression model, where the right-hand-
side variables are represented with p-lags. Following Narayan and Sharma (2011), we set the 
optimal lag length to eight. Panel A reports results for the producer and consumer indices and 
their sub-sector results are shown in Panel B. Finally, in Panel C we report the percentage of 
firms with positive and significant (in the case of producer sub-sectors) and the percentage of 
negative and significant (in the case of consumer sub-sectors) effects of oil price returns on 
stock returns. 
 
The lagged effects are interesting for the following reasons. First, for the producer sector, oil 
price returns predict stock returns at lags one and two; for the rest of the lags, the null 
hypothesis that the coefficients on lags are zero cannot be rejected. However, when we consider 
the petroleum and CONGEP sub-sectors, the lagged effects are stronger for petroleum for 
which oil price returns affect stock returns for up to eight lags. By comparison, for CONGEP 
the strongest effect is found at the first lag. Lags 1 and 2 are the most common in that, on 
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average, around 46% and 43% of firms at lags 1 and 2, respectively, experience a statistically 
significant and positive effect on stock returns, and this evidence of predictability declines with 
the lag length.  
 
Second, for the consumer sector at the aggregate level none of the lags of oil price returns 
predicts stock returns. However, when we consider the four consumer sub-sectors, we notice 
that while for the air transport sector none of the lags is statistically significant, for truck 
transport, construction, and chemical manufacturing sub-sectors, oil price returns predict stock 
returns at lags of seven and eight. Equally interesting is the observation that at the firm level 
(Panel C) for the consumer sector, it is at eight lags that oil price returns predict stock returns 
for most firms. On average, across all four sub-sectors, around 34% of firms experience a 
statistically significant and negative effect of oil price returns on stock returns, followed by the 
fourth lag at which 31% of firms experience stock return predictability. Returning to the 8th 
lag, we notice that the percentage of firms with a statistically significant and negative evidence 
of predictability varies from sub-sector to sub-sector, and falls in the 25% to 45% range.  
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2.3.4 Asymmetric effect of crude oil return on stock returns 
In this section, we examine the asymmetric effect of crude oil price returns on the stock returns 
of the crude oil consumer and producer sectors and sub-sectors. We, again, use a GARCH (1,1) 
framework: 
 ܴ௧ ൌ ߙ଴ ൅ ߚଵܱܴ௧ା ൅ ߚଶܱܴ௧ି ൅ ߚଷܴ݉݇ݐ௧ ൅ ߝ௧  
 ߪ௧ଶ ൌ ߛ଴ ൅ ߛଵߝ௧ିଵଶ ൅ ߛଶߪ௧ିଵଶ   
 ߝ௧ ՜ ܰሺͲǡ ߪ௧ଶሻ (2) 
We use asymmetric oil price returns (OR) based on the proposal of Mork (1989); ܱܴ௧ା ൌ
ሺͲǡ ܱܴ௧ሻ, which indicates oil price increase, and ܱܴ௧ି ൌ ሺͲǡ ܱܴ௧ሻ, which indicates oil 
price decrease. The coefficients, ߚଵ and ߚଶ, in Equation (2) represent the effects of an oil price 
return increase and oil price return decrease on stock returns, respectively. There is an 
asymmetric response of the stock return to oil price return if ߚଵis different from ߚଶ. Thus, we 
use the Wald test to examine the null hypothesis that ߚଵ ൌ ߚଶ.  
 
The results from the asymmetric effect of oil price changes on stock returns of the producer 
and consumer sectors, sub-sectors, and firms are reported in Table 2.4. The main results are as 
follows. Beginning with the aggregate producer and consumer sectors, we find that both an oil 
price return increase and decrease can positively impact producer stock returns, and the null 
hypothesis of a symmetric effect cannot be rejected. For the consumer sector, while an 
asymmetric effect of oil price return is found, we notice that only a decrease in oil price return 
has a statistically significant effect (negative) on stock returns. 
 
Next, we look at the results from the sub-sectors. Beginning with the consumer sub-sectors, we 
find relatively strong evidence of an asymmetric effect of oil price returns on stock returns. 
Two results deserve particular mention. First, with two (air transportation and manufacturing) 
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of the four consumer sub-sectors, an increase in oil price returns actually has a statistically 
significant and negative effect on stock returns, while a decrease in oil price returns generally 
has a statistically significant and positive effect on stock returns for the air transport sub-
sector8, and a negative effect on returns of truck transport and manufacturing sub-sectors. 
Second, the null of a symmetric effect is rejected for three of the four sub-sectors. Evidence 
from the producer sub-sectors is also strong. Not only do both an increase in oil price returns 
and a decrease in oil price returns have a positive effect on stock returns, the null of a symmetric 
effect is also rejected for both sub-sectors. 
 
We conclude the results on the asymmetric effects of oil price returns with a summary of the 
asymmetric effects for each firm in each of the sub-sectors. For consumer sub-sectors, between 
35-65% of firms have an asymmetric effect on stock returns, while for petroleum and 
CONGEP, 45% and 50% of firms, respectively, experience an asymmetric effect of oil price 
changes on stock returns. 
 
 
 
 
 
 
 
 
                                                 
8There are two important points to discuss about this positive effect in air transport sub-sector. First, it is an 
exceptional case as we find insignificant and negative β2 when using the two adjusted return measures in the 
next section and three significant and negative β2 when using Brent crude oil instead of WTI crude oil in the 
robustness test. Second, even the β2 in this case is statistically positive, but the magnitude of the coefficient is 
extremely smaller compared to β1.  
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Table 2.4: Asymmetric effect of crude oil returns on stock returns 
Panel A: Index level 
 OR+ OR- OR+ = OR- 
Producer 0.143*** 
(0.00) 
0.132*** 
(0.00) 
1.23 
(0.22) 
Consumer -0.003 
(0.74) 
-0.036*** 
(0.00) 
2.70*** 
(0.01) 
Panel B: Sub-sector level 
 OR+ OR- OR+ = OR- 
Air transport -0.180*** 
(0.00) 
0.011** 
(0.02) 
-23.13*** 
(0.00) 
Truck transport -0.001 
(0.92) 
-0.039*** 
(0.00) 
1.88* 
(0.06) 
Construction -0.008 
(0.37) 
0.011 
(0.15) 
-1.52 
(0.13) 
Manufacturing -0.035*** 
(0.00) 
-0.055*** 
(0.00) 
2.78*** 
(0.01) 
Petroleum 0.100*** 
(0.00) 
0.155*** 
(0.00) 
-6.49*** 
(0.00) 
CONGEP 0.157*** 
(0.00) 
0.126*** 
(0.00) 
1.84* 
(0.07) 
Panel C: Firm level 
 Number of firms % of firms 
Air transport 13 65% 
Truck transport 7 35% 
Construction 10 50% 
Manufacturing 8 40% 
Petroleum 9 45% 
CONGEP 30 50% 
Notes: This table report results for asymmetric effect of crude oil on stock returns based on GARCH (1,1) model 
ܴ௧ ൌ ߙ଴ ൅ ߚଵܱܴ௧ା ൅ ߚଶܱܴ௧ି ൅ ߚଷܴ݉݇ݐ௧ ൅ ߝ௧; where ܴ ௧ is the daily stock excess return of producer and consumer 
indices and sub-sectors in crude oil supply chain; ܱܴ௧ା ൌ ሺͲǡ ܱܴ௧ሻ is positive asymmetric oil price return; 
ܱܴ௧ି ൌ ሺͲǡ ܱܴ௧ሻ is negative asymmetric oil price return; and ܴ݉݇ݐ௧ is the daily stock market excess return. 
Panel A reports result for the consumer and producer aggregate indices while Panel B reports result for consumer 
sub-sectors (air transport, truck transport, construction and chemical manufacturing) and producer sub-sectors 
(petroleum and CONGEP). The second and the third columns of Panel A and B report the coefficient and its p-
value (in parenthesis) for positive and negative asymmetric oil price returns, respectively. The last column 
presents the t-stat and p-value (in parenthesis) for a Wald test with the null hypothesis that ߚଵ ൌ ߚଶ. Panel C 
presents results at the firm level with the number and the proportion of firms in different sub-sectors that 
statistically reject the null of Wald test. ***, **, and * denote rejection of the null hypothesis at the 1%, 5%, and 
10% levels, respectively. 
 
 
 
 
2.3.5 Additional results 
In this section we aim to confirm the robustness of our findings through undertaking additional 
analysis of our research question. Our results so far have been based on raw returns. There are 
other commonly-known determinants of returns that we have simply ignored which can 
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potentially be costly. Therefore, to address this issue, we use adjusted returns and re-run all 
regression models. We create two adjusted returns ୲כ. In Model 1, the dependent variables 
returns are adjusted using the Fama and French (1993) three-factor model, and in the second 
model (Model 2) we adjust returns using the Carhart (1997) four-factor model. The two models 
take the following forms:  
Model 1: ܴ௧ ൌ ߙ ൅ ߚଵܴ݉݇ݐ௧ ൅ ߚଶܵܯܤ௧ ൅ ߚଷܪܯܮ௧ ൅ ߝ௧ (3) 
Model 2: ܴ௧ ൌ ߙ ൅ ߚଵܴ݉݇ݐ௧ ൅ ߚଶܵܯܤ௧ ൅ ߚଷܪܯܮ௧ ൅ ൅ߚସܯܱܯ௧ ൅ ߝ௧ (4) 
 ܴ௧כ ൌ ߙ ൅ ߝ௧ (5) 
where ܴ௧ is daily stock excess return; ܴ݉݇ݐ௧is market excess return; ܵܯܤ௧ is the difference 
between the returns on a portfolio of small stocks and a portfolio of big stocks; ܪܯܮ௧ is the 
difference between the returns on a portfolio of high book-to-market ratio stocks and a portfolio 
of low book-to-market stocks; ܯܱܯ௧ is the average return on the two high prior return 
portfolios minus the average return on the two low prior return portfolios. ܴ௧כ is the adjusted 
returns from Model 1 or Model 2. The time series data on factors are downloaded from Kenneth 
French’s website9. 
 
The results for the contemporaneous effect of oil price returns on stock returns are reported in 
Table 2.5. The first thing we notice is that the results (from both Models 1 and 2) have become 
stronger compared with those based on raw returns. Both models, after adjusting for 
commonly-known risk factors, comfortably (at the 1% level) reject the null hypothesis that the 
coefficient on oil price returns is zero. As before, oil price returns have a positive effect on 
producer stock returns and a negative effect on consumer stock returns. The second observation 
we make relates to those at the sub-sector level. The results on the effects of oil price returns 
on stock returns have become stronger too. While previously for the construction sub-sector 
                                                 
9 http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html 
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we could not reject the null that the oil price return coefficient is equal to zero, we are able to 
do so now with adjusted returns. For all four sub-sectors, the effect of oil price returns on stock 
returns is negative and statistically significant at the 1% level. For the two producer sub-sectors, 
the effect of oil price returns on stock returns holds; it is positive and statistically significant. 
On the whole, then, results become slightly stronger when we consider adjusted returns as the 
dependent variable by taking into account commonly-known risk factors. 
 
Table 2.5: Contemporaneous effect of crude oil returns on stock returns: Additional 
results 
Panel A: Index level 
 Model 1 Model 2 
Producer  0.095*** 
(0.00) 
0.096*** 
(0.00) 
Consumer 
  
-0.033*** 
(0.00) 
-0.032*** 
(0.00) 
Panel B: Sub-sector level 
 Model 1 Model 2 
Air transport -0.085*** 
(0.00) 
-0.086*** 
(0.00) 
Truck transport -0.034*** 
(0.00) 
-0.034*** 
(0.00) 
Construction -0.014*** 
(0.01) 
-0.014*** 
(0.01) 
Manufacturing -0.060*** 
(0.00) 
-0.059*** 
(0.00) 
Petroleum 0.123*** 
(0.00) 
0.122*** 
(0.00) 
CONGEP 0.125*** 
(0.00) 
0.126*** 
(0.00) 
Notes: This table reports the robustness test results for the contemporaneous effect of crude oil returns on stock 
returns. We use the Fama-French three-factor model (Model 1) and Carhart four-factor model (Model 2) to adjust 
returns. Here, we report the coefficient of crude oil return and its p-value (in parenthesis) based on GARCH (1,1) 
model: ܴ௧כ ൌ ߙ ൅ ߚଵܱܴ௧ ൅ ߝ௧; where ܴ௧כ is adjusted return from Model 1 or Model 2; and ܱܴ௧ is the daily crude 
oil price change. Panel A reports results for the consumer and producer aggregate indices, and Panel B contains 
results from the sub-sectors of the consumer and producer sectors. ***, **, and * denote rejection of the null 
hypothesis at the 1%, 5%, and 10% levels, respectively. 
 
 
We report firm-level results in Table 2.6; Panel A has results from Model 1 while Panel B 
contains results from Model 2. For the consumer sub-sectors, the percentage of the negative 
and significant effects of oil price returns is dominated by the air transport (60%) and the truck 
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transport (55%) sub-sectors. The percentage of firms where oil price returns has a statistically 
significant and negative effect on stock returns varies from sub-sector to sub-sector and falls 
in the [25%, 60%] range, suggesting the heterogeneous response of stock returns to oil price 
returns that we have documented earlier. For the producer sub-sectors, around 80% of firms 
experience a statistically significant and positive effect of oil price returns on stock returns. 
 
 
Table 2.6: Summary of contemporaneous effect of crude oil returns on stock returns at 
the firm level: Additional results 
Panel A: Model 1 
  -(Significant)  +(Significant)  -(Insignificant)  +(Insignificant) 
Air transport 12 (60%)  4 (20%)  2 (10%)  2 (10%) 
Truck transport 11 (55%)  2 (10%)  4 (20%)  3 (15%) 
Construction 9 (45%)  3 (15%)  6 (30%)  2 (10%) 
Manufacturing 5 (25%)  6 (30%)  5 (25%)  4 (20%) 
Petroleum 1 (5%)  16 (80%)  2 (10%)  1 (5%) 
CONGEP 2 (3%)   47 (78%)   6 (10%)   5 (8%) 
Panel B: Model 2 
  -(Significant)  +(Significant)  -(Insignificant)  +(Insignificant) 
Air transport 11 (55%)  5 (25%)  4 (20%)  0 (0%) 
Truck transport 12 (60%)  2 (10%)  3 (15%)  3 (15%) 
Construction 10 (50%)  3 (15%)  4 (20%)  3 (15%) 
Manufacturing 5 (25%)  6 (30%)  5 (25%)  4 (20%) 
Petroleum 1 (5%)  17 (85%)  2 (10%)  0 (0%) 
CONGEP 2 (3%)   47 (78%)   6 (10%)   5 (8%) 
Notes: This table reports the robustness test results for the contemporaneous effect of crude oil returns on stock 
returns at firm level using two adjusted returns based on Fama-French three-factor model (Model 1) and Carhart 
four-factor model (Model 2). We report the number of firms in different sub-sectors that are statistically 
significant or statistically insignificant with positive and negative sign of crude oil coefficient, based on GARCH 
(1,1) model: ܴ௧כ ൌ ߙ ൅ ߚଵܱܴ௧ ൅ ߝ௧; where ܴ௧כ is adjusted return from Model 1 or Model 2; and ܱܴ௧ is the daily 
crude oil price change. In addition, this result is converted into a percentage for each sub-sector and reported in 
parentheses. 
 
 
We also re-run regression models testing for the lagged effect of oil price returns using these 
two adjusted returns. The results are reported in Table 2.7. Our results are stronger compared 
with previous evidence in that with adjusted returns in both the producer and consumer sectors, 
oil price changes predict stock returns. For chemical manufacturing and petroleum sub-sectors, 
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predictability holds over a much longer horizon. For the construction sub-sector, as we 
discovered before, there is very weak evidence that oil price changes predict stock returns. 
 
The firm-level results, reported in Table 2.8, not only confirm the heterogeneity of sectors to 
the effects of lagged oil price returns on stock returns, but also confirm the importance of oil 
price return lags. Beginning with consumer sub-sectors, we notice that for the air transport sub-
sector, most firms (60%) have a statistically significant and negative effect on stock returns at 
four lags of oil price returns, while for truck transport the lagged effect of oil price returns is 
dominant at eight lags. For the two producer sub-sectors, the lagged effect of oil price returns 
is almost entirely at the first lag. The results hold across both measures of adjusted sub-sectoral 
returns. Therefore, these results are robust to different specifications of returns. The main 
message here is that while producer sub-sectors respond faster to oil price changes, consumer 
sub-sectors respond with some lags. In other words, the effect of oil price returns on consumer 
sub-sectors is gradual while for producer sub-sectors the effect is rapid. 
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Table 2.8: Summary lagged effect of crude oil returns on stock returns at the firm level: 
Additional results 
 Lag 1 2 3 4 5 6 7 8 
Air transport Model 1 40% 25% 30% 65% 25% 25% 5% 30% 
Model 2 40% 15% 30% 60% 25% 25% 5% 25% 
Truck transport Model 1 15% 20% 20% 5% 20% 15% 5% 25% 
Model 2 20% 20% 20% 5% 20% 15% 5% 30% 
Construction Model 1 30% 15% 20% 30% 10% 35% 25% 15% 
Model 2 30% 20% 20% 30% 10% 40% 25% 10% 
Manufacturing Model 1 25% 20% 20% 25% 10% 25% 15% 20% 
Model 2 25% 20% 20% 25% 10% 25% 15% 20% 
Petroleum Model 1 40% 45% 15% 25% 30% 25% 30% 35% 
Model 2 45% 45% 10% 30% 25% 25% 30% 25% 
CONGEP Model 1 53% 37% 32% 27% 22% 17% 5% 22% 
Model 2 50% 38% 35% 27% 22% 17% 5% 23% 
Notes: This table reports the robustness test results for the lagged effect of crude oil returns on stock returns at 
the firm level using two adjusted returns based on the Fama-French three-factor model (Model 1) and Carhart 
four-factor model (Model 2). We report the proportion of firms that has statistically and positively significant 
coefficients for producer sub-sectors and statistically and negatively significant coefficients for consumer sub-
sectors based on GARCH (1,1) model: ܴ௧כ ൌ ߙ ൅ σ ߚ௜ܱܴ௧ି௜௜଼ୀଵ ൅ ߝ௧; where ܴ௧כ is adjusted return from Model 1 
or Model 2, and ܱܴ௧ is the daily crude oil price change.  
 
 
We now examine the asymmetric effect of oil price by using the two proxies for adjusted 
returns. The results from Model 1 (Fama-French adjusted returns) and Model 2 (Carhart 
adjusted returns) are reported in Table 2.9. Results from Model 2 turn out to be the strongest, 
suggesting first that the null hypothesis of a symmetric effect of oil price returns on stock 
returns can be rejected for all sectors and sub-sectors except for construction and petroleum. 
Second, oil price return increases and decreases both have a negative effect on the stock returns 
of the consumer sector and sub-sectors, and these results are generally statistically significant. 
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Table 2.9: Asymmetric effect of crude oil returns on stock return: Additional results 
Panel A: Index level 
 Model 1  Model 2 
 R+ R- R+ = R-  R+ R- R+ = R- 
Producer 0.104*** 
(0.00) 
0.087*** 
(0.00) 
1.52 
(0.13)  
0.150*** 
(0.00) 
0.098*** 
(0.00) 
2.62*** 
(0.01) 
Consumer -0.013 * 
(0.10) 
-0.049*** 
(0.00) 
3.08*** 
(0.00)  
-0.012*** 
(0.00) 
-0.048 *** 
(0.00) 
3.12 *** 
(0.00) 
Panel B: Sub-sector level 
 Model 1  Model 2 
 R+ R- R+ = R-  R+ R- R+ = R- 
Air transport -0.190***  
(0.00) 
0.005  
(0.25) 
-24.78*** 
(0.00)  
-0.187***  
(0.00) 
0.004  
(0.38) 
-24.73*** 
(0.00) 
Truck transport -0.011  
(0.42) 
-0.054***  
(0.00) 
2.31 ** 
(0.02)  
-0.011 *** 
(0.00) 
-0.055***  
(0.00) 
2.35 ** 
(0.02) 
Construction -0.016 ** 
(0.05) 
-0.012  
(0.14) 
-0.30  
(0.76)  
-0.016 *** 
(0.00) 
-0.011 *** 
(0.00) 
-0.37  
(0.71) 
Manufacturing -0.053 *** 
(0.00) 
-0.068 *** 
(0.00) 
3.27 *** 
(0.00)  
-0.052 *** 
(0.00) 
-0.068 *** 
(0.00) 
3.42***  
(0.00) 
Petroleum 0.121 *** 
(0.00) 
0.124 *** 
(0.00) 
-0.17  
(0.87)  
0.122 *** 
(0.00) 
0.118 *** 
(0.00) 
0.27  
(0.78) 
CONGEP 0.144 *** 
(0.00) 
0.109***  
(0.00) 
2.02 ** 
(0.04)  
0.145 *** 
(0.00) 
0.110 *** 
(0.00) 
2.05**  
(0.04) 
Panel C: Firm level 
 Model 1  Model 2 
 Number of firms % of firms  Number of firms % of firms 
Air transport 8 40%  14 70% 
Truck transport 5 25%  7 35% 
Construction 10 50%  9 45% 
Manufacturing 7 35%  6 30% 
Petroleum 8 40%  9 45% 
CONGEP 28 47%  29 48% 
Notes: This table reports robustness test results for the asymmetric effect of crude oil returns on stock returns 
using two adjusted returns based on the Fama-French three-factor model (Model 1) and Carhart four-factor model 
(Model 2). We use the crude oil asymmetric returns based on the following GARCH (1,1) model: ܴ௧כ ൌ ߙ଴ ൅
ߚଵܱܴ௧ା ൅ ߚଶܱܴ௧ି ൅ ߝ௧; where ܱܴ௧ା ൌ ሺͲǡ ܱܴ௧ሻ is positive asymmetric oil price return, and ܱܴ௧ି ൌ
ሺͲǡ ܱܴ௧ሻ is negative asymmetric oil price return; and ܴ௧כ is adjusted return from Model 1 or Model 2. Panel 
A reports results for the consumer and producer aggregate indices, and Panel B reports results for consumer sub-
sectors (air transport, truck transport, construction and chemical manufacturing) and producer sub-sectors 
(petroleum and CONGEP). The first and the second columns of each Model in Panels A and B report the 
coefficient and its p-value (in parenthesis) for positive and negative asymmetric oil price returns, respectively; 
while the last column presents the t-stat and p-value of a Wald test which tests the null hypothesis that ߚଵ ൌ ߚଶ. 
Panel C presents results at the firm level with the number and the proportion of firms in different sub-sectors 
which statistically reject the null of Wald test. ***, **, and * denote rejection of the null hypothesis at the 1%, 
5%, and 10% levels, respectively. 
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2.3.6 Economic Significance Analysis 
The aim of this section is to examine whether using oil price investors in the oil producer sector 
and oil consumer sector can make statistically significant profits. Our trading strategy is set as 
follows: 
x Using oil return at time t-1, we determine long/short position at time t for each stock.  
x We use crude oil return band of 1%. In the case of producer sector and sub-sectors, oil 
return has a positive effect. Therefore, if oil price return is greater than 1%, an investor 
takes a long position; if return is between -1% to 1%, an investor stays out of the market 
(that is, no position is taken); and if oil return is less than -1%, an investor takes a short 
position. For consumer sector and sub-sectors, oil return has a negative effect. 
Therefore, if the oil price return is less than -1%, an investor takes a long position; if 
the return is between -1% to 1% then the investor takes no positions; and if the return 
is greater than 1% then an investor takes a short position.  
x We compare profits from our strategy with those from a buy-and-hold strategy; 
therefore, the profit gain we estimate is simply the difference between profits from the 
two strategies with a positive profit, suggesting that our proposed strategy beats the 
buy-and-hold strategy.  
The results are reported in Table 2.10, both with and without transaction costs. We begin with 
the two aggregate sectors—the producer and consumer sectors. Both sectors offer gains for 
investors both with and without transaction costs. Following the literature (see, for instance, 
Szakmary and Mathur, 1997; and Narayan et al., 2013), we consider a transaction cost of 0.1%. 
With transaction costs, investors in the producer sector, where an oil price return increase has 
the largest and a significant effect on stock returns, make the most profits; the profit gain is 
around 7.4% per annum. The consumer sector, on the other hand, where an increase in oil price 
return generally has a statistically significant and negative effect on stock returns, investors 
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gain by only around 1% per annum. Considering profitability of the sub-sectors, we notice that 
while both the petroleum and CONGEP sectors offer investors annual profits, the profitability 
of petroleum (8.9%) is greater than profits of CONGEP (5.9%). With the consumer sub-sectors, 
profits are clearly sector-specific. Investors in the chemical manufacturing sector make the 
least profits (0.8%) while investors in the air transport sector make the most profits (4.8%). As 
for our preceding results suggesting that not only aggregate sectors of producers and consumers 
but also sub-sectors and firms are heterogeneous to oil price changes, this heterogeneity is also 
reflected in the profitability of sectors and sub-sectors. 
 
Table 2.10: Profits gain from crude oil-based trading strategy compared to a buy-and-
hold strategy 
Panel A: Index and sub-sector level 
 No transaction cost  Transaction cost 
 Profit gain t value  Profit gain t value 
Producer 11.94***  (3.23)  7.35* (1.99) 
Consumer 5.60 (1.52)  1.01 (0.27) 
Air transport 9.43* (1.82)  4.84 (0.93) 
Truck transport 0.83 (0.18)  -3.76 (-0.82) 
Construction 7.03 (1.34)  2.44 (0.46) 
Manufacturing 5.39 (1.27)  0.80 (0.19) 
Petroleum 13.46*** (3.09)  8.87** (2.04) 
CONGEP 10.45** (2.45)   5.86 (1.37) 
Panel B: Firm level 
 No transaction cost  Transaction cost 
 Proportion Profit gain  Proportion Profit gain 
Air transport 90% 18.07***  85% 13.48** 
Truck transport 70% 6.44*  55% 1.85 
Construction 65% 6.52  60% 1.93 
Manufacturing 55% 5.48  55% 0.88 
Petroleum 75% 12.64***  55% 8.05** 
CONGEP 65% 15.58***   60% 10.99*** 
Notes: This table reports profits based on a simple trading strategy that generates buy-and-sell signals based on 
the degree of oil price change. We use a crude oil return band of 1%. In the case of the producer sector and sub-
sectors, oil return has a positive effect. Therefore, if oil price return is greater than 1%, an investor takes a long 
position; if return is between -1% to 1%, an investor stays out of the market (that is, no position is taken); and if 
oil return is less than -1%, an investor takes a short position. For consumer sector and sub-sectors, oil return has 
a negative effect. Therefore, if oil price return is less than -1%, an investor takes a long position; if return is 
between -1% to 1% then the investor takes no position; and if the return is greater than 1% then an investor takes 
a short position. We report profits with and without transaction costs of 0.1%. ***, ** and * denote rejection of 
the null hypothesis at the 1%, 5%, and 10% levels, respectively. 
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The gains of using a crude oil trading strategy at firm level are reported in Panel B. Two 
statistics are reported here: the percentage of firms that experience a positive profit and the 
average profits for all firms in that sub-sector. The statistical significance—the null hypothesis 
that profits are equal to zero—are indicated with an asterisk. The results are reported both with 
and without a transaction cost. Based on evidence from transaction cost profits, we notice that, 
for the consumer sub-sectors, between 55-85% of firms experience a positive profit although 
the profits are only statistically significant for the air transport sub-sector at the 5% level. For 
the two producer sub-sectors between 55-60% of firms experience a positive profit and the 
profit is statistically significant. 
 
So far we have ignored the fact that generated profits may well be statistically insignificant. 
When we do account for the null hypothesis that the profits are zero, the findings are as follows. 
First, we notice that when transaction costs are taken into account only the producer sector is 
profitable. Neither the consumer sector nor any one of its sub-sectors is profitable. Second, one 
of the producer sub-sectors, CONGEP, has a statistically insignificant profit, but when we 
consider profitability of each firm that makes this sub-sector (Panel B), we notice that 60% of 
firms in this sub-sector have a statistically significant and positive profit gain, which averages 
to around 11% per annum. Third, amongst consumer sub-sectors, it is the air transport sub-
sector where 85% of the firms experience a statistically significant and positive profit, which 
averages to around 13.5% per annum. It follows that while at the sub-sector-level air transport 
has insignificant profits, when we consider each firm in this sub-sector and exclude the 15% 
of firms with statistically insignificant profits, the average profits (for the remaining 85% of 
firms) turn out to be statistically significant at the 5% level. 
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2.3.7 Robustness test 
We also checked whether using a different oil price series would influence our results. To test 
this, we used the Brent crude oil price rather than the WTI crude oil price in all our models. All 
results were reproduced and are reported in Appendix 1. We find that our results are robust to 
the use of a different oil price series. 
 
First, we find that an increase in the Brent oil price has a positive effect on stock returns of oil 
producers, but a negative effect on stock returns of consumers of oil. The magnitude of the 
effect varies amongst sub-sectors of consumers and producers of oil, suggesting that stock 
returns heterogeneously respond to oil price changes. Focusing on the firm-level results, there 
is a statistically significant and positive effect of oil price changes on stock returns for 82-90% 
of firms belonging to the producer sector, while between 20-50% of firms belonging to the 
consumer sector are negatively and significantly affected by the oil price changes. 
 
Second, the results when using the Brent oil price suggest that oil price changes predict 
producer returns with one to two lags and with higher lags for consumer returns, suggesting 
that producers of oil react much faster to oil price changes than consumers of oil. The results 
are robust across sector, sub-sector and firm levels. Third, we find that stock returns behave 
differently with regard to an increase in oil price returns compared to a decrease in oil price 
returns. The asymmetric effects of crude oil on stock return are significant in the crude oil 
consumer and producer sector, as well as in the construction, manufacturing and CONGEP 
sub-sectors. For the firm-level results, between 25-50% of firms belong to consumer sub-
sectors and have an asymmetric effect on stock returns while, for the producer sub-sectors, 40-
43% of firms experience an asymmetric effect of oil price changes on stock returns. 
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Considering the economic significance of the relationship between Brent oil price changes and 
stock returns, we find that investors are able to make profits using a trading strategy based on 
oil price in both consumer and producer sectors and most of their sub-sectors. However, the 
profit is heterogeneous as investors can make relatively more profits in some sub-sectors 
compared to other sub-sectors. Finally, the robustness test is also employed using the adjusted 
return measures and we find very similar results. 
 
2.4 CONCLUDING REMARKS 
This chapter is motivated by the lack of understanding of how differently oil price changes 
affect the stock returns of producers of oil and consumers of oil. We examine this situation and 
find evidence suggesting that an increase in oil price has a positive effect on the stock returns 
of oil producers but a negative effect on the stock returns of consumers of oil. While oil price 
changes affect producers and consumers differently, the magnitude of the effect varies amongst 
sub-sectors of consumers and producers of oil, suggesting that while stock returns respond to 
oil price changes, they do so heterogeneously. We also determine that the stock returns of 
producers and consumers of oil behave differently with regard to an increase in oil price returns 
compared to a decrease in oil price returns. Our results generally suggest that the effect of oil 
price returns on stock returns of both producers and consumers of oil is asymmetric. Our results 
also suggest that while oil price changes predict producer returns with one to two lags, 
predictability of consumer returns is generally found at higher lags. This suggests that 
producers of oil react much faster to oil price changes than consumers of oil. Finally, we show 
how oil price returns affect stock returns from an economic point of view by devising a simple 
trading strategy that generates buy-and-sell signals based on the degree of the oil price change. 
Implementing this strategy and comparing its profits from a simple buy-and-hold trading 
strategy suggests that while investors in both producer and consumer sectors are able to make 
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more profits from our proposed trading strategy, investors in producer sub-sectors make 
relatively more profits. Profits, like the statistical evidence on the relationship between oil price 
changes and stock returns, are sector and sub-sector specific, suggesting that investors in some 
sectors can potentially make more profits than investors elsewhere. 
 
In closing, there are two main features of the findings which deserve an explanation. First, we 
notice that investors in oil producer sectors react to oil price changes faster than investors in 
oil consumer sectors. This is expected because oil producers are impacted by oil price changes 
faster than oil consumers. The profitability of crude oil producers is in large part impacted by 
oil price changes, whereas, for oil consumers their profitability is impacted by a range of other 
factors including oil price changes. Therefore, the fact that oil consumers experience a delayed 
response from oil price changes is as expected. Second, we notice that the construction sub-
sector’s response to oil price changes is the weakest. This suggests that for the construction 
sub-sector, oil price risk is not a key factor in influencing profitability. This is not a surprising 
outcome when we consider oil intensity, which we compute using the Benchmark Input-Output 
Surveys from the Bureau of Economic Analysis. Oil intensity is oil consumption as a 
percentage of total consumption by sub-sector. We find that it is the weakest for the 
construction sector, at 1.8%, while for air transport, truck transport and chemical 
manufacturing the percentages are 10.1%, 5.0%, and 3.5%, respectively. 
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CHAPTER 3 
CAN STOCK RETURN FORECASTING BE 
IMPROVED WHEN USING THE OIL PRICE? 
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3.1 INTRODUCTION 
Several studies show that financial ratios, such as dividend-price, price-earnings, dividend pay-
out, and book-to-market ratios predict stock returns (see, inter alia, Fama and French, 1988, 
1989; Campbell and Shiller, 1988a,b; Kothari and Shanken, 1997; Pontiff and Schall, 1998; 
Lamont, 1998). However, the literature is tense when it comes to evidence from in-sample 
versus out-of-sample predictability. The general conclusion is that the evidence for stock return 
(US market) predictability is predominantly in-sample; and it is not robust to out-of-sample 
evaluations (see, for example, Bossaerts and Hillion, 1999; Goyal and Welch, 2003; Brennan 
and Xia, 2005; Butler et al., 2005; and Ang and Bekaert, 2007). To confirm the lack of out-of-
sample evidence, Welch and Goyal (2008) evaluate the performance of several predictive 
regression models for the equity premium using a wide range of financial ratios and 
macroeconomic predictors. They find that the out-of-sample stock return forecast fails to beat 
the simple historical average benchmark forecast. The historical average forecast assumes that 
the coefficients of the predictors are equal to zero, implying that the information from economic 
predictors is not useful for predicting stock returns. They also test the predictive power of the 
predictors by including all predictors in a single model, which they refer to as the “kitchen 
sink” model. However, the performance of this model is even worse due to in-sample over-
fitting. This is not surprising, as it is well-known that highly parameterised models typically 
perform very poorly in out-of-sample evaluations (Welch and Goyal, 2008). They conclude 
that the predictive regression models are not stable and are unable to beat the historical average. 
 
The findings from Welch and Goyal (2008) have instigated further responses. Campbell and 
Thompson (2008), for instance, introduce an economically-motivated restriction model 
approach, which restricts the sign of the predictor coefficients and forecasted returns. 
According to their approach, the predictor coefficients must have the theoretically expected 
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sign, and the forecasted returns must be positive or equal to zero. By applying these restrictions 
sequentially and jointly, they show that the restricted model substantially improves the forecast 
ability of the predictive regression model in out-of-sample tests to the extent that it is able to 
beat the historical average forecasting model. The restricted models also generate economically 
meaningful utility gains for mean-variance investors. Rapach et al. (2010) propose improving 
predictability by combining numerous variables in a predictive regression. The main benefit of 
this approach is that it incorporates information from numerous economic variables while 
reducing forecast volatility. They show that the combination predictive regression, which 
includes 15 economic variables, can beat the historical average model in out-of-sample 
forecasting of the stock returns in different sample periods. 
 
On the other hand, several studies extend the literature by proposing econometric models that 
deal with issues of bias and inefficiency in stock return predictive regression models. 
Westerlund and Narayan (2014), for instance, point out that the forecasting regression may 
face a number of potential issues, including heteroskedasticity, predictor endogeneity, and 
persistency. Many predictors are persistent and could lead to biased coefficients in predictive 
regressions if the innovation of the predictor is correlated with return innovations (Nelson and 
Kim, 1993; Stambaugh, 1999). In addition, one of the well-documented features of financial 
time series data is that the returns are highly heteroskedastic, which is another source of bias 
and inefficiency in the predictive regression models. 
 
We use daily, weekly, and monthly S&P500 indices over the period 4 January 1988 to 31 
December 2012. Three forecasting approaches for the out-of-sample stock returns based on the 
crude oil price are utilised. They are the Ordinary Least Squares (OLS), adjusted OLS (AOLS, 
Lewellen, 2004) and the Feasible Generalised Least Squares (FGLS, Westerlund and Narayan, 
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2014). In-sample periods of 25%, 50% and 75% are chosen. This is important since the 
literature has shown that the results can vary depending on the in-sample periods, particularly 
in the finite sample sizes (Rozeff, 1984; Fama and French, 1988; Lettau and Nieuwerburgh, 
2008; Boudoukh et al., 2008; Narayan et al., 2013). The evaluation statistics for forecasting 
performance are out-of-sample R-squared ሺܴைௌଶ ሻ and Diebold-Mariano test for non-nested 
models and the Mean Square Forecast Error (MSFE) adjusted, which is introduced by Clark 
and West (2007), for nested-models. 
 
Briefly foreshadowing the main results, our findings are as follows. First, the FGLS approach 
is superior to the OLS and AOLS approaches in forecasting stock returns, giving credence to 
our idea of accounting for, in particular, the heteroskedasticity feature of high-frequency time-
series financial data. Second, a crude oil price-based forecasting model estimated by the 
Feasible Generalised Least Square (FGLS) approach (but not OLS and AOLS approaches) can 
easily beat the historical average model in out-of-sample forecasting evaluation. In addition, 
the outperformance of the FGLS model is data frequency-dependent. Furthermore, the 
forecasting accuracy can be improved by applying the sign restriction introduced by Campbell 
and Thompson (2008). Third, a positive utility gain for a mean-variance investor is observed, 
suggesting that the oil price-based forecasting model estimated by the FGLS approach is not 
only statistically significant but also economically superior. Fourth, predictability tests 
repeated at the sector level reveal that the crude oil price actually predicts returns in six out of 
10 sectors and provides economic significance. Next, the results suggest that sector 
characteristics such as book-to-market ratio, dividend yield, size, price-earnings ratio, and 
trading volume significantly determine sectoral return predictability. Finally, we find that the 
above findings are robust with different oil price series. 
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The remainder of this chapter is organised as follows. The motivation and contribution of this 
chapter are presented in section 3.2, while the methodology and statistics are discussed in 
section 3.3. Section 3.4 discusses our main findings and concluding remarks are provided in 
section 3.5. 
 
3.2 MOTIVATION AND CONTRIBUTION 
In the stock return predictability tests, the OLS is the most commonly-used estimator. Its main 
limitation is that it ignores the fundamental data issues, such as persistency, endogeneity and 
heteroskedasticity. Lewellen (2004) introduces the bias-adjusted OLS that accounts for the 
predictor endogeneity and persistency issues. As a result, the bias does not appear in the 
forecasts using the AOLS estimator, however, the inefficiency still exists. In response to this, 
Westerlund and Narayan (2012, 2014) propose a FGLS estimator that accounts for not only the 
endogeneity and persistency of the predictor variable but also the heteroskedasticity in the 
predictive regression model. In fact, the results from preliminary analysis show that the 
aforementioned issues exist in our data sample. Hence, the FGLS model is expected to provide 
the best performance in forecasting the stock returns. Despite the large volume of studies in 
stock returns forecasting, there are very few papers which employ either the AOLS or the FGLS 
approach for out-of-sample forecasting. With regard to the FGLS estimator, only Westerlund 
and Narayan (2012) have applied this method first-hand with financial ratios to forecast US 
stock returns, showing that the FGLS approach outperforms the competitor tests. 
 
This chapter employs the crude oil price as a predictor of stock returns. There is a large volume 
of literature that reports a negative relationship between crude oil price changes and aggregate 
stock market returns (Jones and Kaul, 1996; Sadorsky, 1999; Park and Ratti, 2008; Driesprong 
et al., 2008; and Miller and Ratti, 2009). On the other hand, some studies (see, for instance, 
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Chen et al., 1986; Huang et al., 1996; and Wei, 2003) document no statistically significant 
effect of the crude oil price on stock returns. The main feature of these studies is that they only 
focus on in-sample predictability while nothing is known about how well the oil price predicts 
out-of-sample stock returns. Tashman (2000) argues that forecasting methods should be 
assessed for accuracy using out-of-sample tests rather than goodness-of-fit to past data (in-
sample tests)10. In addition, Welch and Goyal (2008) state that a predictor must provide a good 
out-of-sample predictive performance in order to be used by an investor. The out-of-sample 
forecasting analysis would be more relevant for investors as they are required to take decisions 
in real time. 
 
There is simply no theory that dictates the choice of data frequency. In the stock returns 
forecasting literature, different data frequencies have been used. Therefore, it seems that one 
should confirm the robustness of forecasting performance by using data at different 
frequencies. Earlier studies show that the choice of data frequency does matter for an empirical 
study. First, the increase in data frequency can improve the test power, as more information is 
captured from the data. Boswijk and Klaassen (2012) finds that we are able to obtain unit root 
tests with higher power increases by moving from low-frequency to high-frequency 
observations. A similar result for the cointegration test is found in Hooker (1993), Lahiri and 
Mamingi (1995), and Otero and Smith (2000). Second, different data frequencies provide 
different results. Andersen et al. (1999) show that moving from a monthly to a daily sampling 
frequency substantially enhances the volatility forecast errors. The gain in forecasting accuracy 
                                                 
10 One of the reasons for an out-of-sample test preference is that in-sample errors are likely to understate 
forecasting errors for a given forecasting method. The selected in-sample test approach is designed to forecast the 
historical data but the nuances of past history may not remain in the future and the nuances of the future may not 
have revealed themselves in the historical data (Tashman, 2000). Furthermore, methods selected by best in-sample 
fit may not be the best for out-of-sample forecasting. A large number of predictors, which are successful in in-
sample predicting, cannot pass out-of-sample forecasting in stock return predictability literature (e.g., Bossaerts 
and Hillion, 1999; Goyal and Welch, 2003; Welch and Goyal, 2008). 
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afforded by more frequent sampling is also revealed in several studies (see, for instance, 
Amemiya and Wu, 1972; and Nijman and Palm, 1990a,b). Furthermore, Elton et al. (2010) use 
monthly holdings data to test hypotheses about investment manager behaviour, and find the 
results are changed or even reversed compared to previous studies that use quarterly holdings 
data. The differences in the results are due to the fact that monthly holdings data capture a 
larger number of trades, which are not captured in quarterly data, and permit a more precise 
estimation of the timing of trades (Elton et al., 2010). 
 
Most studies based on out-of-sample forecasting of stock returns use low-frequency data such 
as annual data (Welch and Goyal, 2003), quarterly data (Rapach et al., 2010), or monthly data 
(Bossaerts and Hillion, 1999; Welch and Goyal, 2008; Campbell and Thompson, 2008; Rapach 
et al., 2011; Kong et al., 2011; Westerlund and Narayan, 2012). This chapter investigates stock 
return predictability using a crude oil predictor that has higher-frequency data available, which 
captures better insights due to the ability to forecast at short-horizon for stock return 
predictability.  
 
Unlike the literature on the market level, the studies on out-of-sample predictability at market 
component level are very limited (see Rapach et al., 2011; Kong et al., 2011)11. The limitation 
of the predictability literature at aggregate market level is that it assumes that the predictability 
of the component in the market is homogenous. This is a strong assumption and needs to be 
                                                 
11 Rapach et al. (2011) compute the diffusion index forecasts based on 14 economic variables and 33 lagged 
industry returns to forecast the return of 33 industry portfolios from French’s database. They show substantial 
differences in the degree of return predictability in terms of sign, magnitude, and significance of the ܴைௌଶ across 
portfolios. Kong et al. (2011) examine 25 Fama-French size and value sorted portfolios using economic variables 
and portfolio lagged return. The variables significantly predict industry stock returns in most of the cases. 
However, the degree of predictability power is different among industry portfolios. The predictability is stronger 
for the portfolio with low market capitalization and high book-to-market ratio. 
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tested by specifically examining the predictability of individual sectors12. Rapach et al. (2011) 
and Kong et al. (2011) show that the predictability of market components is heterogeneous. 
Thus, the determinants of predictability heterogeneity among sectors are debatable and worthy 
of investigation. Surprisingly, to date, no paper has ever explored this question. This chapter 
fills the gap in the literature by examining the determinants of sector predictability using a 
number of industry characteristics such as book-to-market ratio, dividend yield, market 
capitalisation, price-earnings ratio, and trading volume. These variables are selected due to 
their impact on stock returns. The predictive ability of the book-to-market ratio, dividend yield, 
and price-earnings ratio on stock return has been extensively proved in previous studies (see, 
inter alia, Campbell and Thompson, 2008; Rapach et al., 2010; Westerlund and Narayan, 
2012). While examining the return predictability of industry return sorted by size and book-to-
market ratio, Kong et al. (2011) find that the predictability is stronger for the portfolio with 
low market capitalisation and a high book-to-market ratio. In addition, a positive relationship 
between trading volume and stock return is consistently found in previous studies (e.g., Clark, 
1973; Copeland, 1976; Tauchen and Pitts, 1983; Karpoff, 1987; Jones et al., 1994; Foster, 
1995; Wang and Yau, 2000; Chen et al., 2001). Due to the influence of those variables on stock 
return, we also believe that they are able to explain stock return predictability. 
 
Our contributions to the literature are summarised as follows. First, we contribute further 
insights for the crude oil and stock market relationship literature by employing an out-of-
                                                 
12 According to Rapach et al. (2011), investigating the predictability at market component has an important 
application in a dynamic asset pricing model (Stambaugh, 1983; Campbell, 1987; Connor and Korajczyk, 1989; 
Ferson and Harvey, 1991; and Kirby, 1998). From the point of view of portfolio management, identifying the 
predictability of individual sectors is important for capital allocation among sectors and sector-rotation strategies. 
Since the predictability of sectors is divergent, a portfolio manager may want to allocate more or shift investment 
assets from one sector to another that has better forecasting performance. The investment strategies that ignore 
the industry portfolio return predictability are substantially outperformed by the strategies that consider the 
predictability, which provides higher Sharpe ratios, generating sizeable alphas and exhibiting timing ability (Kong 
et al., 2011). 
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sample analysis utilising a recently developed FGLS estimator to show how well the oil price 
forecasts stock returns. Second, we test the robustness of forecasting performance by using 
different forecasting estimators at different data frequencies and find that the results depend 
not only on the data frequency used but also on the estimator. Third, we confirm that the out-
of-sample stock return predictability is sector-dependent and links to certain industry 
characteristics, such as book-to-market ratio, dividend yield, size, price-earnings ratio, and 
trading volume. 
 
3.3 METHODOLOGY 
3.3.1 Predictive regressions 
Following the previous studies (Campbell and Thompson, 2008; Rapach et al., 2010; Welch 
and Goyal, 2008; and Westerlund and Narayan, 2012), the stock return predictability is tested 
based on the following predictive regression model: 
 ݎ௧ା௛ ൌ ߙ ൅ ߚݔ௧ ൅ ߳௧ା௛ (1) 
where ݎ௧ା௛ is the excess stock return at time t+h, and ݔ௧ is the crude oil price which is believed 
to be able to predict h-period-ahead stock returns. The predictive ability of ݔ௧can be tested 
under the null hypothesis that ߚ = 0 (no predictability) and the alternative is ߚ ≠ 0, in which 
case ݔ௧ does predict future stock returns. As much as this model is simple to estimate, it also 
has a fair share of drawbacks. This model, for instance, suffers from the issues of persistency, 
endogeneity, and heteroskedasticity. The bias and inefficiency of the predictor coefficient due 
to the aforementioned issues are discussed in the studies of Stambaugh (1999), Lewellen 
(2004), and Westerlund and Narayan (2014). 
 
Assume the predictor in Equation (1) follows an AR (1) process, as below: 
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 ݔ௧ାଵ ൌ ߤሺͳ െ ߩሻ ൅ ߩݔ௧ ൅ ߝ௧ାଵ (2) 
 ߳௧ ൌ ߛߝ௧ ൅ ߟ௧ (3) 
where ȁߩȁ ≤ 1. The ߳௧ and ߝ௧ are independently and identically distributed disturbance terms 
and are assumed to have mean zero and to be uncorrelated to each other (which means ߛ=0). 
However, this assumption does not always hold, rendering the predictor exogenous, which 
means the OLS estimator of β is no longer unbiased. In addition, predictors can also be highly 
persistent. This dual feature of the predictor can induce a small-sample bias in the OLS 
estimator (see, Stambaugh, 1999). Stambaugh (1999) finds that the coefficient of the predictor 
is biased by െߛሺͳ ൅ ͵ߩሻȀܶ when the predictor variable is not exogenous, such that ߛ ് Ͳ. 
This bias, however, decreases with the increase in sample size. 
 
Lewellen (2004) argues that although the bias correction of Stambaugh (1999) is generally 
appropriate, it can substantially understate the forecasting power, particularly when the 
predictor is highly persistent. Lewellen (2004) takes into account the information from the 
predictor autoregressive regression regarding (ߩො െ ߩ), which Stambaugh (1999) does not. 
Stambaugh’s approach can be appropriate when the value of ߩ is small because it contains little 
information. In response, Lewellen (2004) proposes a bias-adjusted estimator that can obviate 
the bias inherent in the OLS predictive regression model. The idea is to make Equation (1) 
conditional on ߳௧ by substituting Equations (2) and (3): 
 ݎ௧ା௛ ൌ ߠ ൅ ߚݔ௧ ൅ ߛሺݔ௧ା௛ െ ߩݔ௧ା௛ିଵሻ ൅ ߟ௧ା௛ (4) 
where ߠ = ߙ െ ߤሺͳ െ ߩሻ. As a result, we can remove the correlation between the regression 
errors. However, the regression cannot be feasible as ߩis unknown, therefore, Lewellen (2004) 
replaces the true value ߩ by a guess, named ߩ଴. Therefore, Equation (4) can be written as 
follows: 
 ݎ௧ା௛ ൌ ߠ ൅ߚ௔ௗ௝ݔ௧ ൅ ߛሺݔ௧ା௛ െ ߩ଴ݔ௧ା௛ሻ ൅ ߟ௧ା௛ (5) 
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where ߚ௔ௗ௝ ൌ ߚ െ ߛሺߩ െ ߩ଴ሻis the adjusted slope coefficient, which can be simply estimated 
by applying OLS to Equation (5). 
 
While the presence of persistency and endogeneity in the predictive regression model is a 
source of bias issue, the existence of heteroskedasticity is a matter of efficiency. In OLS 
regression, the variances of errors are always assumed to be constant over time. However, this 
assumption does not fit well because the stock returns are noisy and heteroskedastic. 
Westerlund and Narayan (2014) introduce a FGLS procedure that enables the testing of 
predictability while, at the same time, also accounting for the information from the 
heteroskedasticity of the predictor and the regression error. In their set-up, they assume the 
variance of error follows an autoregressive conditional heteroskedasticity model (ARCH). 
 
The FGLS is also based on Equation (5) but the key difference when compared to the Lewellen 
AOLS estimator is in the treatment of the persistency of the predictor variable. While Lewellen 
(2004) takes the coefficients of the predictor variable ߩ to be 0.9999, Westerlund and Narayan 
(2014) treat it to be equal to ͳ ൅ ௖் , where c ≤ 0 is a drift parameter that measures the degree 
of persistency in ݔ௧. If c=0, then ݔ௧has an exact unit root, and if c<0, ݔ௧ is stationary in the 
sense that ߩ approaches one as T increases. Therefore, with FLGS, one does not need to assume 
that ݔ௧ is stationary, as Lewellen (2004) does, which is quite restrictive. Another difference is 
that FGLS includes the information contained in the ARCH structure of the error terms, which 
is ignored in the Lewellen AOLS estimator. Therefore, FGLS is expected to outperform AOLS 
and OLS regression in predicting the stock returns, which is what Westerlund and Narayan 
(2012) find using a Monte-Carlo simulation exercise. 
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3.3.2 Out-of-sample forecasting 
Following the earlier studies (Campbell and Thompson, 2008; Rapach et al., 2010; Welch and 
Goyal, 2008), a recursive (expanding) approach is used for out-of-sample forecasting. We 
divide the total sample size, T, into an in-sample portion composed of the first ଴ܶ observations, 
and an out-of-sample portion composed of the last, say, P observations. We decide to use 
several different choices of in-sample periods, including 25%, 50%, and 75% of the total 
sample. The idea is to test the robustness of the results and, in the process, obviate the issue of 
data mining. The initial out-of-sample forecasting of the stock returns is as follows: 
 ݎƸ௜ǡ బ்ାଵ ൌ ߙො௜ǡ బ் ൅ ߚመ௜ǡ బ்ݔ బ் (6) 
where ߙො௜ǡ బ், ߚመ௜ǡ బ் are the estimators of ߙ௜ and ߚ௜, which can be from the OLS model (ߙை௅ௌ, 
ߚை௅ௌ); or the AOLS model (ߙ஺ை௅ௌ, ߚ஺ை௅ௌ), or the FGLS model (ߙிீ௅ௌ, ߚிீ௅ௌ). For the historical 
average model, ݎƸ் బାଵ ൌ  ଵబ் σ ݎ௝
బ்
௝ୀଵ . The first forecasting of the stock returns uses the data up 
to the first ଴ܶ observations. The forecasted stock returns and all coefficients are re-estimated 
with new observations over time. By proceeding to the end of the out-of-sample period, we 
will end up with P forecasts of the stock returns and α, β. For example, the next out-of-sample 
forecast is: 
 ݎƸ௜ǡ బ்ାଶ ൌ ߙො௜ǡ బ்శభ ൅ߚመ௜ǡ బ்శభݔ బ்శభ  (7) 
3.3.3 Statistical evaluation 
The most popular metrics to evaluate the forecast accuracy between models is the MSFE, which 
has been widely used in the stock return forecasting literature. The MSFE is computed as 
follows: 
 ܯܵܨܧ ൌ ଵ௉ σ ሺ்ݎ బା௝ െ ݎƸ் బା௝௉௝ୀଵ ሻଶ (8) 
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where ଴ܶ and P are the number of in-sample and out-of-sample observations, ݎƸ் బା௝ is the 
estimated stock return from the predictive regression model, and ்ݎ బା௝ is the actual stock return. 
In this chapter, we make several forecasting accuracy comparisons between OLS, AOLS, and 
FGLS (competitor models) and the historical average (benchmark model). We also compare 
the FGLS against the OLS and AOLS estimators. The well-known out-of-sample ଶ statistic 
introduced by Campbell and Thompson (2008) is a convenient and simple statistic for 
comparing the MSFE of the benchmark model (ܯܵܨܧ଴ሻ and the MSFE of the competitor 
model (ܯܵܨܧଵሻ. It is computed as ܴைௌଶ ൌ ͳ െ ܯܵܨܧͳܯܵܨܧͲ. The ܴைௌ
ଶ  measures the reduction in 
MSFE for the competitor model compared to the benchmark model. If the competitor model’s 
MSFE is less than that of the benchmark model (ܴைௌଶ  > 0), it indicates that the competitor model 
is more accurate in forecasting than the benchmark model, and vice versa. 
 
Although the ܴைௌଶ  statistic can compare the MSFE of forecasting models, there are other 
relatively traditional tests that allow us to examine the statistical significance of the MSFE 
from any two models. For example, one can test the null hypothesis ܪ଴ ׷ ܯܵܨܧ଴ ൑ ܯܵܨܧଵ 
against ܯܵܨܧ଴ ൐ ܯܵܨܧଵ, corresponding to ܪ଴ ׷  ܴைௌଶ ൑ Ͳ against ܴைௌଶ ൐ Ͳ. The most 
popular method in this regard is Diebold and Mariano’s (1995) and West’s (1996) statistic 
(DMW), which has the following form: 
 ܦܯܹ ൌ ඥሺܶ െ ଴ܶ െ ݄ ൅ ͳሻ ௗതඥௌመ (9) 
where                                            ҧ݀ ൌ  ଵሺ்ି బ்ି௛ାଵሻσ መ݀௧ା௛௧்ୀ బ்  (10) 
                                                     መ݀௧ା௞ ൌ ݑො଴ǡ௧ା௛ଶ െ ݑොଵǡ௧ା௛ଶ  (11) 
                                                     ݑො଴ǡ௧ା௛ ൌ ݎ௧ା௛ െݎƸ଴ǡ௧ା௛ (12) 
                                                     ݑොଵǡ௧ା௛ ൌ ݎ௧ା௛ െݎƸଵǡ௧ା௛ (13) 
                                                    መܵ ൌ ଵሺ்ି బ்ି௛ାଵሻ σ ൫ መ݀௧ା௛ െ ҧ݀൯
ଶ
௧்ୀ బ்   (14) 
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where ݎ௧ା௞, ݎƸ଴ǡ௧ା௞, and ݎƸଵǡ௧ା௞ are the actual excess stock returns, forecasted excess stock returns 
from benchmark, and competitor models respectively. ܶ and ଴ܶ are the number of observations 
for entire sample and in-sample periods and h is the forecasting horizon. The DMW statistic is 
equivalent to the t-statistic corresponding to the constant of a regression መ݀௧ା௞ on a constant, 
and it has a standard normal asymptotic distribution when compared to non-nested models. 
However, Clark and McCracken (2001) and McCracken (2007) show that this statistic has a 
nonstandard distribution when comparing forecasts from nested models. Clark and West (2007) 
propose a modified Diebold and Mariano (1995) and West (1996) statistic, which they refer to 
as the MSFE adjusted test. This is obtained by replacing መ݀௧ା௞ ൌ ݑො଴ǡ௧ା௛ଶ െ ݑොଵǡ௧ା௛ଶ  with ሚ݀௧ା௛ ൌ
ݑො଴ǡ௧ା௛ଶ െ ሺݑොଵǡ௧ା௛ଶ െ ሺݎƸ଴ǡ௧ା௛ െ ݎƸଵǡ௧ା௛ሻଶ). This test statistic is now widely used in the applied time 
series forecast literature (for example, Rapach et al., 2010; Kong et al., 2011; and Neely et al., 
2011). 
3.3.4 Economic significance 
We examine the economic significance available to investors from the forecasting performance 
of the FGLS. Following previous studies, such as Marquering and Verbeek (2004), Campbell 
and Thompson (2008), Rapach et al. (2010), and Westerlund and Narayan (2012), we analyse 
the utility gains available for a mean-variance investor. Specifically, we compute the average 
utility for a mean-variance investor who allocates her portfolio between risky asset and risk-
free asset, and who aims to maximise her utility function, which is assumed to be given by: 
  ቂܧሺݎ௧ା௛ȁܫ௧ሻ െ ఊଶ ܸܽݎሺݎ௧ା௛ȁܫ௧ሻቃ  (15) 
where ߛ is the relative risk aversion parameter; ܧሺݎ௧ା௛ሻ and ܸܽݎሺݎ௧ା௛ሻ denote the expected 
values and variance of index excess returns estimated by the forecast approaches. The return 
on a portfolio of risky assets and risk-free asset is defined as: 
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 ݎ௧ା௛௣௢௥௧ ൌ ݎ௧ା௛௙ ൅ ߱௧ݎ௧ା௛  (16) 
where ߱ ௧ denotes the proportion of the portfolio allocated to risky assets. The risky asset weight 
߱௧ is positively related to the expected excess return, and negatively related to its conditional 
variance. In other words, an investor will invest more in the risky asset as its return is 
increasing, and will be equally discouraged from investing if its variance is rising over time. 
The optimal portfolio weight for risky asset can be obtained as follows: 
 ߱௧כ ൌ  ா೟ሺ௥೟శ೓ሻఊ௏௔௥೟ሺ௥೟శ೓ሻ  (17) 
We first compute the average utility for a mean-variance investor with relative risk aversion 
parameter, ߛ, who allocates her portfolio between risky assets and risk-free asset using h-
period-ahead forecasts of returns based on the FGLS and historical average models. Following 
Westerlund and Narayan (2012), we utilise two risk aversion parameters,ߛ=3 andߛ=6. Next, 
we measure the utility gain as the difference in utility between the FGLS and historical average 
models, and express the utility gain in the annualised percentage. The utility gain can be 
interpreted as the portfolio management fee that an investor would be willing to pay to have 
access to the additional information available in the FGLS predictive regression model. We 
follow Campbell and Thompson’s (2008) study and allow for 50% borrowing at the risk-free 
rate and no short-selling. Therefore, this restricts the optimal portfolio weight for the risky asset 
to lie between 0 and 1.50 for each transaction. Furthermore, we allow a transaction cost of 
0.1% each time a long or short position is established (Lee and Mathur, 1996a,b; Szakmary 
and Mathur, 1997; and Narayan et al., 2013). 
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3.4 EMPIRICAL RESULTS 
3.4.1 Preliminary result 
The daily, weekly, and monthly prices for the S&P500 index from 4 January 1988 to 31 
December 2012 are collected from the Bloomberg database, while the prices of WTI crude oil 
are obtained from the Energy Information Administration. Stock returns are measured as a 
continuous compounded return and the three-month Treasury bill rate is used to calculate the 
excess returns. We use different in-sample periods with the proportions 25%, 50%, and 75% 
of the full sample to forecast the out-of-sample stock returns. As a result, the three out-of-
sample periods are April 1994 to December 2012, July 2000 to December 2012, and October 
2006 to December 2012. 
 
Initially, a number of selective descriptive statistics for the full sample and the three out-of-
sample periods are reported in Table 3.1. Considering the mean value, the stock returns are 
positive over the full sample period and over the period April 1994 to December 2012, but they 
become negative over the two recent out-of-sample periods. The mean value of the oil price 
increases over time and is highest in the period October 2006 to December 2012. On the other 
hand, oil price volatility has declined over the years, while the volatility of the stock returns 
has increased. The aforementioned features are robust across data frequencies. 
 
Table 3.1 also reports results for the tests of persistency and heteroskedasticity of the variables. 
The first-order autoregressive coefficient, ɏǡ suggests that the oil price is very persistent, as the 
coefficient is close to one in every period. On the other hand, as expected, the persistency does 
not exist for the stock returns. This result seems to hold across data frequencies and sample 
periods. The last two columns under each data frequency refer to the p–value of the Lagrange 
Multiplier test of the zero slope restriction in an ARCH regression of order q. The null 
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hypothesis of no ARCH effect is easily rejected at the 1% level of significance for both oil 
price and stock return across sample periods in the case of the daily and weekly data. A similar 
result is found for monthly data, although it is slightly weaker. In most cases, the result supports 
the existence of the heteroskedasticity in the data, except we fail to reject the null of no ARCH 
over the out-of-sample period October 2006-December 2012 in the case of monthly frequency. 
 
Table 3.2 presents the results for the endogeneity test of variables by two instruments. First, 
we compute the correlation and its p-value between the OLS regression residuals in Equation 
(1) and the first difference of the predictor variable. The correlations are positive and vary in 
the 0.154 to 0.322 range for daily data, while for weekly and monthly data they fall in the range 
0.184 to 0.370, and 0.220 to 0.512, respectively. All correlations are statistically significant at 
the 1% level across all three data frequencies. Secondly, we computeߛ, which is the coefficient 
in Equation (3), by regressing residual ߳௧ in predictive regression (1) on residual ߝ௧ in 
autoregressive regression (2). The OLS estimator assumes that these residuals are uncorrelated 
to each other (which means ߛ=0), but ߛ is significantly different from 0 at the 1% and 5% 
levels of significance across the variables and periods in Table 3.2, suggesting that endogeneity 
does exist. We, therefore, conclude the predictor variable is endogenous. 
 
To conclude, the preliminary results strongly suggest the existence of the persistency and 
endogeneity of the predictor variable, and heteroskedasticity in the predictive regression model. 
Therefore, the FGLS approach is expected to outperform the other models in forecasting the 
equity premium, as discussed earlier.
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Table 3.2: Endogeneity test 
 Daily data  Weekly data  Monthly data 
 Correlation ߛ   Correlation ߛ  Correlation ߛ 
January 1988 – December 2012 0.154  
(0.00) 
0.152  
(0.00) 
 
0.184  
(0.00) 
0.178  
(0.00) 
 
0.220 
(0.04) 
0.199  
(0.00) 
April 1994 – December 2012 0.194  
(0.00) 
0.186  
(0.00) 
 
0.222  
(0.00) 
0.205  
(0.00) 
 
0.297  
(0.00) 
0.253  
(0.00) 
July 2000 - December 2012 0.228  
(0.00) 
0.196  
(0.00) 
 0.262  
(0.00) 
0.214  
(0.00) 
 0.377  
(0.01) 
0.280 
(0.00) 
October 2006 - December 2012 0.322  
(0.00) 
0.250  
(0.00) 
 0.370  
(0.00) 
0.272  
(0.00) 
 0.512  
(0.00) 
0.329  
(0.00) 
Notes: This table reports the endogeneity test in the total sample from 4 January 1988 to 31 December 2012 and 
three out-of-sample periods (associated with three choices of in-sample period, 25%, 50% and 75%). The first 
column of each data frequency panel presents the correlation between OLS regression residuals in Equation (1) 
ݎ௧ା௛ ൌ ߙ ൅ ߚݔ௧ ൅ ߳௧ା௛ and first difference of predictor (crude oil price).ߛ denotes the coefficient in equation 
(3)߳௧ ൌ ߛߝ௧ ൅ ߟ௧. The p-value with the null hypotheses that the correlation is equal to zero and the ߛ ൌ Ͳ is 
reported in parentheses. 
 
3.4.2 Out-of-sample result 
We employ three different predictive approaches, namely, the OLS, AOLS, and FGLS, to 
forecast the stock returns of the S&P500 index using the oil price as a predictor. As mentioned 
in the previous section, different initial in-sample periods are considered to compute out-of-
sample forecasts through employing a recursive estimation window. The out-of-sample 
forecasting accuracy is evaluated by the well-knownܴைௌଶ  statistic, which indicates that the 
competitor forecasting model outperforms the benchmark model when ܴைௌଶ takes positive 
value, and vice versa. To test for the statistical significance of the outperformance, the DMW 
statistic is used for non-nested model comparisons, and the MSFE-adjusted statistic is used for 
nested model comparisons. The forecasting evaluation is undertaken for the four horizons, and 
the sign restriction, which is believed to improve the forecasting ability of models, is also 
applied. 
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3.4.2.1 Comparison between OLS, AOLS and FGLS 
Table 3.3 reports results which compare the performance of the FGLS to OLS and AOLS 
approaches based on the daily (Panel A), weekly (Panel B), and monthly (Panel C) data 
frequencies. The table presents ܴைௌଶ and p-value for the DMW test statistic, with the null 
hypothesis that ܴைௌଶ ൑ Ͳ against the alternative that ܴைௌଶ ൐ Ͳ. Starting with the daily data, we 
observe that all of the ܴைௌଶ statistics are positive, suggesting that using FGLS instead of OLS 
or AOLS can improve the accuracy of forecasting the stock returns. The magnitudes of ܴைௌଶ are 
in the range 0.068% to 0.104%, and 0.068% to 0.120% for OLS and AOLS, respectively. 
Regarding the statistical significance of the FGLS outperformance, we see that the null 
hypothesis that ܴைௌଶ ൑ Ͳ is rejected at the 10% level of significance or higher in most cases for 
both OLS and AOLS-based results. These results are consistent throughout different in-sample 
sizes and forecasting horizons. Similar results are obtained when we use weekly data. The 
superior performance of the FGLS estimator still holds up to the 12-week forecasting horizon. 
Again, all the ܴைௌଶ  are positive indicating that FGLS is better than the OLS model, and 67% 
(83%) of them are statistically significant at the 10% level or higher in OLS (AOLS) based 
results. On the other hand, the results still favour the FGLS in the case of monthly data, 
although the evidence is not as strong when models are estimated using data at daily and weekly 
frequency. We find 25% of the ܴைௌଶ  is statistically significant at the 10% level in both OLS and 
AOLS-based results. 
 
In summary, three main features of the results are observed. First, the FGLS model outperforms 
the OLS and AOLS models in forecasting stock return. Second, the outperformance is 
statistically significant. Finally, the results are robust across the four different forecasting 
horizons and three different in-sample sizes used in this study, but the same cannot be said in 
regard to the use of different data frequencies. The superiority of the FGLS model is stronger 
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in the case of the daily data compared to the results based on the weekly and monthly 
frequencies. 
Table 3.3: FGLS versus OLS and AOLS 
Panel A: Daily data 
  h=1  h=2  h=5  h=10 
OLS 25% 0.073** (0.02)  0.068*** (0.01)  0.063* (0.07)  0.079*** (0.01) 
 50% 0.089** (0.02)  0.082*** (0.01)  0.083* (0.06)  0.101*** (0.01) 
 75% 0.100** (0.05)  0.086** (0.04)  0.082 (0.13)  0.104** (0.05) 
AOLS 25% 0.078*** (0.01)  0.068*** (0.01)  0.065** (0.04)  0.079*** (0.01) 
 50% 0.098*** (0.01)  0.084*** (0.01)  0.089** (0.03)  0.103*** (0.01) 
 75% 0.120** (0.03)  0.097** (0.03)  0.088* (0.10)  0.105** (0.04) 
Panel B: Weekly data 
  h=1  h=2  h=4  h=12 
OLS 25% 0.460* (0.08)  0.557* (0.08)  0.389* (0.10)  0.492* (0.09) 
 50% 0.601* (0.08)  0.762* (0.07)  0.528* (0.10)  0.581 (0.12) 
 75% 0.804* (0.08)  0.861 (0.11)  0.651 (0.13)  0.801 (0.12) 
AOLS 25% 0.471* (0.06)  0.571* (0.06)  0.390 (0.11)  0.892*** (0.01) 
 50% 0.615* (0.06)  0.780** (0.05)  0.572* (0.06)  1.273*** (0.01) 
 75% 0.787* (0.08)  0.844 (0.11)  0.741* (0.09)  1.719** (0.02) 
Panel C: Monthly data 
  h=1  h=3  h=6  h=12 
OLS 25% 0.492 (0.23)  0.298 (0.37)  -0.016 (0.51)  2.088** (0.03) 
 50% 0.490 (0.27)  0.624 (0.30)  0.046 (0.49)  3.375*** (0.01) 
 75% 1.298 (0.13)  2.455** (0.05)  0.525 (0.39)  2.461 (0.11) 
AOLS 25% 0.451 (0.28)  0.872 (0.34)  2.962 (0.05)  3.303** (0.03) 
 50% 0.422 (0.27)  2.406 (0.19)  3.421 (0.06)  4.925*** (0.01) 
 75% 1.447** (0.05)   5.895*** (0.01)   4.537 (0.01)   1.140 (0.29) 
Notes: This table reports the ܴைௌଶ  for the competitor model FGLS compared to the benchmark models OLS and 
AOLS. The in-sample proportion choices are in the second column. The DMW p-value in parentheses tests the 
null hypothesis ܪ଴ ׷ ܯܵܨܧ଴ ൑ ܯܵܨܧଵ against ܯܵܨܧ଴ ൐ ܯܵܨܧଵ, corresponding to ܪ଴ ׷  ܴைௌଶ ൑ Ͳ against 
ܴைௌଶ ൐ Ͳ. h refers to the forecasting horizon. *, **, *** denote significance at the 10%, 5% and 1% levels, 
respectively. 
 
3.4.2.2 Comparison to historical average benchmark model 
The historical average model is widely used in the stock return forecasting literature as a 
benchmark model (Welch and Goyal, 2008; Campbell and Thompson, 2008; Rapach et al., 
2010). Therefore, we also compare the OLS, AOLS, and FGLS predictive regression models 
based on oil price as a predictor with the historical average model, starting with Table 3.4, 
which presents the results of the comparison between the OLS and AOLS predictive regression 
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models to the historical average model. The table reports the ܴைௌଶ statistic and the p-value of 
the MSFE-adjusted statistic for assessing the statistical significance of the corresponding 
forecasts under the null hypothesis that the competitor forecasts (OLS, AOLS) are not better 
than the benchmark forecasts (historical average). Focusing on the OLS estimator results, we 
find that the OLS estimator cannot beat the historical average model, since the ܴைௌଶ statistics 
are negative in all cases. We also observe similar results for the comparison between the AOLS 
and the historical average models. In addition, the results are consistent across the choices of 
in-sample periods and forecasting horizons. We conclude that the OLS and AOLS-based oil 
price estimators are not superior to the historical average model in forecasting the stock returns. 
Table 3.4: OLS and AOLS versus historical average 
Panel A: Daily data 
  h=1  h=2  h=5  h=10 
OLS 25% -0.054 (0.28)  -0.047 (0.28)  -0.035 (0.23)  -0.030 (0.22) 
 50% -0.047 (0.23)  -0.036 (0.23)  -0.032 (0.20)  -0.029 (0.20) 
 75% -0.026 (0.31)  -0.015 (0.31)  -0.001 (0.27)  -0.009 (0.29) 
AOLS 25% -0.061 (0.28)  -0.048 (0.26)  -0.041 (0.21)  -0.033 (0.21) 
 50% -0.056 (0.23)  -0.038 (0.21)  -0.038 (0.20)  -0.030 (0.19) 
 75% -0.047 (0.35)  -0.026 (0.35)  -0.007 (0.30)  -0.011 (0.31) 
Panel B: Weekly data 
  h=1  h=2  h=4  h=12 
OLS 25% -0.243 (0.20)  -0.220 (0.18)  -0.348 (0.35)  -0.443 (0.45) 
 50% -0.237 (0.17)  -0.257 (0.18)  -0.354 (0.30)  -0.363 (0.37) 
 75% -0.086 (0.27)  -0.066 (0.26)  -0.235 (0.36)  -0.177 (0.29) 
AOLS 25% -0.255 (0.20)  -0.234 (0.18)  -0.349 (0.33)  -0.849 (0.78) 
 50% -0.251 (0.17)  -0.275 (0.18)  -0.398 (0.30)  -1.067 (0.75) 
 75% -0.069 (0.29)  -0.049 (0.28)  -0.326 (0.45)  -1.113 (0.77) 
Panel C: Monthly data 
  h=1  h=3  h=6  h=12 
OLS 25% -1.188 (0.25)  -2.723 (0.47)  -3.150 (0.58)  -5.347 (0.81) 
 50% -1.000 (0.19)  -2.473 (0.40)  -4.162 (0.57)  -6.997 (0.77) 
 75% -0.280 (0.26)  -0.767 (0.25)  -5.009 (0.52)  -4.911 (0.67) 
AOLS 25% -1.146 (0.20)  -3.318 (0.58)  -6.315 (0.86)  -6.671 (0.34) 
 50% -0.931 (0.16)  -4.345 (0.56)  -7.803 (0.83)  -8.740 (0.36) 
 75% -0.431 (0.30)   -4.451 (0.63)   -9.423 (0.94)   -3.509 (0.65) 
Notes: This table reports the ܴைௌଶ  for the competitor models, OLS and AOLS, compared with the historical average 
benchmark model. The in-sample proportion choices are in the second column. The Clark and West (2007) 
adjusted MSFE p-values are reported in parentheses, which test the null hypothesis ܪ଴ ׷ ܯܵܨܧ଴ ൑ ܯܵܨܧଵ 
against ܯܵܨܧ଴ ൐ ܯܵܨܧଵ, corresponding to ܪ଴ ׷ ܴைௌଶ ൑ Ͳ against ܴைௌଶ ൐ Ͳ. h refers to the forecasting horizon. 
*, **, *** denote significance at the 10%, 5% and 1% levels, respectively. 
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Next, we compare the FGLS and restricted FGLS models which apply the sign restriction of 
Campbell and Thompson (2008)13, with the historical average model and report the results in 
Table 3.5. Three observations are worth highlighting. First, we find that the results are in favour 
of FGLS and restricted FGLS models over the historical average model in forecasting stock 
returns. In addition, the superiority of these two models is statistically significant. Second, we 
also observe that the results are data frequency-dependent. Finally, the sign restriction can 
improve the stock return forecasting accuracy. 
 
Focusing on the FGLS model, the results based on daily and weekly data frequencies strongly 
suggest that the FGLS estimator is better than the historical average benchmark model, as the 
ܴைௌଶ  takes positive values in all cases across different in-sample periods and forecasting 
horizons. The ܴைௌଶ  ranges from 0.019% to 0.095%, and from 0.042% to 0.795% in the case of 
daily and weekly data frequencies, respectively. When we consider daily data, ܴைௌଶ  is 
statistically significantly greater than zero at the 10-day forecasting horizon when we use 25% 
and 50% in-sample periods. In the case of weekly data frequency, ܴைௌଶ  is statistically 
significantly greater than zero at the first two forecasting horizons in all three in-sample 
periods, and also when we consider the 12-week forecasting horizon with a 75% in-sample 
period. On the other hand, the results are mixed for the first two forecasting horizons when we 
used monthly data, as we obtain both positive and negative ܴைௌଶ . For the forecasting horizons 
of six-months and 12-months, the results are in favour of the historical average model. 
 
                                                 
13 Campbell and Thompson (2008) restrict the sign of the predictor coefficients and forecasted returns, which 
implies the predictor coefficients must have the theoretically expected sign and the forecasted returns must be 
positive or equal to zero otherwise. In this chapter, we only apply the sign restriction for the forecasted returns 
but not the predictor coefficients, as the literature provides inconclusive results for the effect of crude oil on the 
equity market. 
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Turning to the restricted FGLS model, it is clearly depicted that the results are better than those 
in the FGLS model. The improvement is illustrated by the number of statistically significant 
and greater than zero ܴைௌଶ  statistics increasing from two to eight cases when we use daily data. 
However, this is not obvious based on the weekly data results, but the improvement is very 
strong in the case of the monthly data. We find six cases where ܴைௌଶ  is negative in the FGLS 
model and results becomes positive after applying the sign restriction. In addition, we also 
observe that an additional two ܴைௌଶ  are statistically significantly and greater than zero. 
 
Table 3.5: FGLS and restricted FGLS versus historical average 
Panel A: Daily data 
  h=1  h=2  h=5  h=10 
FGLS 25% 0.019 (0.15)  0.021 (0.14)  0.028 (0.13)  0.049* (0.10) 
 50% 0.043 (0.12)  0.046 (0.11)  0.051 (0.11)  0.072* (0.08) 
 75% 0.074 (0.18)  0.072 (0.18)  0.082 (0.18)  0.095 (0.15) 
Restricted 25% 0.037** (0.05)  0.036* (0.06)  0.047** (0.04)  0.042** (0.05) 
FGLS 50% 0.066** (0.02)  0.064** (0.02)  0.070*** (0.01)  0.062** (0.03) 
 75% 0.022 (0.20)  0.020 (0.23)  0.024 (0.20)  0.018 (0.25) 
Panel B: Weekly data 
  h=1  h=2  h=4  h=12 
FGLS 25% 0.218** (0.05)  0.338** (0.04)  0.042 (0.16)  0.051 (0.22) 
 50% 0.365** (0.04)  0.507** (0.03)  0.176 (0.13)  0.220 (0.16) 
 75% 0.719* (0.08)  0.795* (0.06)  0.417 (0.15)  0.625* (0.10) 
Restricted 25% 0.244** (0.03)  0.279** (0.02)  0.123 (0.13)  0.007 (0.32) 
FGLS 50% 0.349*** (0.01)  0.382*** (0.01)  0.275** (0.04)  0.162 (0.13) 
 75% 0.091 (0.23)  0.157 (0.15)  0.095 (0.24)  0.078 (0.29) 
Panel C: Monthly data 
  h=1  h=3  h=6  h=12 
FGLS 25% -0.690 (0.20)  -2.417 (0.58)  -3.166 (0.84)  -3.148 (0.62) 
 50% -0.505 (0.17)  -1.834 (0.49)  -4.115 (0.83)  -3.385 (0.45) 
 75% 1.022 (0.23)  1.707 (0.18)  -4.458 (0.71)  -2.329 (0.69) 
Restricted 25% 0.880* (0.08)  -2.234 (0.87)  -1.038 (0.80)  0.379 (0.18) 
FGLS 50% 1.595** (0.03)  -1.926 (0.84)  -1.198 (0.76)  1.444 (0.04) 
 75% 0.632 (0.21)   0.536 (0.25)   0.297 (0.34)   0.280 (0.29) 
Notes: This table reports the ܴைௌଶ  statistics for the competitor models, FGLS and restricted FGLS, compared with 
the historical average benchmark model. The in-sample proportion choices are in the second column. The Clark 
and West (2007) adjusted MSFE p-values are reported in parentheses, which test the null hypothesis ܪ଴ ׷
ܯܵܨܧ଴ ൑ ܯܵܨܧଵ against ܯܵܨܧ଴ ൐ ܯܵܨܧଵ, corresponding to ܪ଴ ׷  ܴைௌଶ ൑ Ͳ against ܴைௌଶ ൐ Ͳ. h refers to the 
forecasting horizon. *, **, *** denote statistical significance at the 10%, 5%, and 1% levels, respectively. 
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3.4.3 Economic significance 
The utility gains using the FGLS model instead of the historical average to forecast the stock 
returns are reported in Table 3.614. From previous sections, we find that the FGLS model 
provides a more accurate forecasting of the stock returns than the historical average model. 
Hence, the utility gains are expected to be positive and the results clearly support this 
expectation. We compute utility gains at risk aversion factors of three and six, and we also 
report results at all four different forecasting horizons, as defined in the previous section. 
 
We find that utility gains at all forecasting horizons and using both three and six risk aversion 
factors are positive for daily and weekly data frequencies. In the case of monthly frequency, 
the utility gains are positive when we use a risk aversion factor equal to three. Our results 
suggest that mean-variance investors are able to obtain utility gains by using the FGLS instead 
of the historical average model. The results are robust across the in-sample periods, forecasting 
horizons, and risk aversion parameters. Another noteworthy point is that the positive utility 
gains are quite sizeable. Considering the daily data results, the utility gains vary in a range from 
1.294% to 5.196%, and the average value is 3.2%. This result can be interpreted as an investor 
being willing to pay an extra 3.2% per annum to have access to the additional information 
available in the FGLS predictive approach. The results are similar based on weekly and 
monthly data models, where the average utility gains over in-sample periods, forecasting 
horizons, and risk aversions are 3.4% and 2.6%, respectively. 
 
 
 
                                                 
14 Due to the restriction of no short-selling for risky asset (߱௧ > 0), the economic significance results for FGLS 
and restricted FGLS are the same. 
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Table 3.6: Utility gains from using the FGLS instead of historical average 
Panel A: Daily data 
 ࢽ ൌ ૜  ࢽ ൌ ૟   Average 
 h =1  h =2  h =5 h =10   h =1  h =2  h =5 h =10    
25% 2.806 2.752 3.184 3.258  1.418 1.294 1.324 1.436  2.184 
50% 5.136 5.041 5.196 4.998  2.566 2.519 2.596 2.497  3.819 
75% 4.866 4.714 4.812 4.802  2.431 2.356 2.404 2.400  3.598 
Panel B: Weekly data 
 ࢽ ൌ ૜  ࢽ ൌ ૟   Average 
 h =1  h =2  h =4 h =12   h =1  h =2  h =4 h =12    
25% 3.640 4.547 1.881 0.898  1.774 2.043 0.713 0.483  1.997 
50% 5.784 6.082 5.149 3.531  2.888 3.037 2.524 1.730  3.841 
75% 6.120 6.761 6.202 4.851  3.056 3.377 3.098 2.423  4.486 
Panel C: Monthly data 
 ࢽ ൌ ૜  ࢽ ൌ ૟   Average 
 h =1  h =3  h =6  h =12   h =1  h =3  h =6  h =12    
25% 3.824 0.293 1.165 0.406  2.767 -0.410 -0.594 -0.028  0.928 
50% 6.607 2.226 2.925 2.728  3.735 -0.153 -0.871 1.077  2.284 
75% 8.845 8.044 8.298 0.245   5.291 4.422 1.880 -0.425   4.575 
Notes: This table reports the average utility gains of using the FGLS model based on the oil price instead of the 
historical average model to forecast the stock returns. The utility gain, in an annualised percentage, is the 
management fee the mean-variance investors are willing to pay for access to the forecasting model. The in-sample 
proportion choices are in the second column. ߛ refers to the risk-aversion, and h refers to the forecasting horizons. 
 
3.4.4 Sector level analysis 
In this section, we use the daily data for ten US sectors categorised by the Global Industry 
Classification Standard (GICS) from the DataStream database. We focus on the FGLS 
approach, which is shown in previous sections to be superior to the OLS and AOLS approaches, 
for stock returns forecasting. We also employ the sign restriction approach of Campbell and 
Thompson (2008) to forecast stock returns as it can improve the forecasting accuracy. The 
results based on the comparison between the restricted FGLS model and the historical average 
model are reported in Table 3.7. Again, the sectoral results are computed using 25%, 50%, and 
75% in-sample periods and four forecasting horizons. Overall, we find strong evidence 
supporting the outperformance of the restricted FGLS over the historical average model. Out 
of ten sectors, six have a positive value of ܴைௌଶ  in most or all of the four forecasting horizons. 
They are the industrial, consumer staples, consumer discretion, telecommunication, financial, 
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and technology sectors. In addition, the number of rejections of the null hypothesis that ܴைௌଶ ൑
Ͳ is remarkably high, which means that ܴைௌଶ  is statistically significantly greater than 0. The 
results are robust across in-sample sizes and forecasting horizons. For the other four sectors, 
namely, energy, healthcare, material, and utility, the ܴைௌଶ  statistics are negative in most cases, 
suggesting that the FGLS model cannot beat the historical average model in forecasting stock 
returns in these sectors. 
Table 3.7: Restricted FGLS versus historical average at the sector level 
  h=1  h=2  h=5  h=10 
Energy 25% -0.045 (0.80)  -0.033 (0.74)  -0.042 (0.72)  -0.048 (0.74) 
 50% -0.047 (0.73)  -0.032 (0.70)  -0.044 (0.68)  -0.057 (0.74) 
 75% -0.032 (0.65)  -0.011 (0.51)  -0.029 (0.61)  -0.054 (0.740 
Material 25% -0.036 (0.85)  -0.043 (0.87)  -0.051 (0.86)  -0.053 (0.87) 
 50% -0.042 (0.83)  -0.047 (0.85)  -0.059 (0.85)  -0.061 (0.85) 
 75% -0.051 (0.81)  -0.055 (0.80)  -0.071 (0.82)  -0.074 (0.83) 
Industrial 25% 0.024 (0.17)  0.016 (0.22)  0.041 (0.11)  0.026 (0.17) 
 50% 0.054* (0.07)  0.047* (0.08)  0.058* (0.06)  0.044* (0.10) 
 75% 0.019 (0.27)  0.019 (0.27)  0.025 (0.24)  0.020 (0.28) 
Consumer  
Staples 
25% 0.031 (0.30)  0.024 (0.33)  0.033 (0.25)  0.026 (0.29) 
50% 0.027** (0.02)  0.020* (0.06)  0.031*** (0.01)  0.023** (0.05) 
75% 0.010 (0.21)  0.007 (0.28)  0.005 (0.34)  0.004 (0.36) 
Healthcare 25% -0.064 (0.75)  -0.071 (0.80)  -0.050 (0.72)  -0.053 (0.75) 
 50% -0.022 (0.45)  -0.032 (0.53)  -0.022 (0.47)  -0.045 (0.65) 
 75% 0.014 (0.30)  0.000 (0.36)  0.000 (0.37)  -0.006 (0.40) 
Consumer  
discretion 
25% 0.052** (0.04)  0.039* (0.06)  0.068** (0.03)  0.048* (0.07) 
50% 0.060** (0.05)  0.056* (0.06)  0.064** (0.04)  0.050* (0.08) 
75% 0.003 (0.36)  0.001 (0.38)  0.005 (0.35)  -0.003 (0.42) 
Telecom 25% 0.014 (0.17)  0.014 (0.16)  0.040** (0.03)  0.032** (0.05) 
 50% 0.055*** (0.00)  0.056*** (0.00)  0.057*** (0.00)  0.052*** (0.01) 
 75% 0.013 (0.18)  0.015 (0.15)  0.010 (0.23)  0.006 (0.33) 
Utility  25% -0.142 (0.43)  -0.133 (0.47)  -0.114 (0.44)  -0.097 (0.41) 
 50% -0.155 (0.44)  -0.147 (0.49)  -0.125 (0.45)  -0.111 (0.43) 
 75% -0.153 (0.70)  -0.135 (0.67)  -0.131 (0.68)  -0.125 (0.67) 
Financial 25% 0.025* (0.10)  0.017 (0.16)  0.019 (0.16)  0.010 (0.24) 
 50% 0.041** (0.05)  0.035* (0.06)  0.030* (0.09)  0.026 (0.12) 
 75% 0.054** (0.03)  0.050** (0.04)  0.048** (0.04)  0.042* (0.07) 
Technology 25% 0.038* (0.10)  0.037 (0.11)  0.063** (0.04)  0.059** (0.04) 
 50% 0.086** (0.03)  0.083** (0.04)  0.115*** (0.01)  0.098** (0.02) 
 75% 0.005 (0.35)  0.001 (0.37)  0.010 (0.32)  0.003 (0.36) 
Notes: This table reports the ܴைௌଶ  for the competitor model restricted FGLS compared with the benchmark model 
historical average for 10 US sectors categorised by GICS. The in-sample proportion choices are in the second 
column. The Clark and West (2007) adjusted MSFE p-values are reported in parentheses, which test the null 
hypothesis ܪ଴ ׷ ܯܵܨܧ଴ ൑ ܯܵܨܧଵ against ܯܵܨܧ଴ ൐ ܯܵܨܧଵ, corresponding to ܪ଴ ׷  ܴைௌଶ ൑ Ͳ against ܴைௌଶ ൐
Ͳ. h refers to the forecasting horizon. *, **, *** denote significance at the 10%, 5% and 1% levels, respectively. 
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The economic significance results based on the restricted FGLS model are reported in Table 
3.8. Results based on a 25% in-sample period (see Panel A) reveal that in the case of seven 
sectors, namely, industrial, consumer staples, healthcare, consumer discretion, telecom, 
financial, and technology, the average utility gains are positive, which implies that using the 
FGLS instead of the historical average forecasting model can bring gains to a mean-variance 
investor. In addition, the magnitude of the gains is sizeable. On average, the positive utility 
gains of sectors are heterogeneous, ranging from 0.1% to 2.5% per annum. On the other hand, 
we find negative utility gains for three sectors (energy, material and utility) which do not have 
a positive ܴைௌଶ ǡas reported in Table 3.7. Although it is shown that the FGLS model is not 
superior to the historical average model in the healthcare sector, it has a positive utility gain of 
0.1% per annum on average. The results are consistent across risk aversion parameters and 
forecasting horizons. Turning to the results in Panels B and C, we find similar features. There 
are seven sectors associated with positive average utility gains and their values range from 
0.7% to 3.8% and 0.4% to 9% per annum when we consider in-sample sizes of 50% and 75%, 
respectively. 
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Table 3.8: Utility gains from using the restricted FGLS instead of historical average at  
the sector level 
 ࢽ ൌ ૜  ࢽ ൌ ૟   Average 
 h=1 h=2 h=5 h=10  h=1 h=2 h=5 h=10   
Panel A: in-sample size 25% 
Energy -3.104 -2.307 -3.029 -2.572  -1.908 -1.605 -1.964 -2.182  -2.334 
Material -2.599 -2.974 -3.356 -3.443  -2.062 -2.236 -2.830 -2.859  -2.795 
Industrial 2.505 2.666 3.602 3.186  0.807 0.633 1.040 0.948  1.923 
Consumer Staples 1.303 0.907 1.220 1.558  -0.365 -0.437 -0.380 -0.444  0.420 
Healthcare 0.189 0.025 0.409 0.608  -0.167 -0.298 0.049 0.098  0.114 
Consumer Discretion 3.723 3.277 3.774 3.317  1.658 1.427 1.562 1.387  2.516 
Telecom -0.438 -0.395 1.467 1.095  -0.212 -0.251 0.695 0.555  0.315 
Utility  -2.003 -2.066 -2.212 -2.487  -4.078 -4.093 -4.107 -3.893  -3.117 
Financial 3.400 2.930 3.106 2.634  1.741 1.543 1.201 1.392  2.243 
Technology 1.603 1.413 2.589 2.555  0.799 0.709 1.293 1.284  1.531 
Panel B: in-sample size 50% 
Energy -2.869 -2.135 -2.867 -3.128  -1.783 -1.109 -1.813 -2.350  -2.257 
Material -3.340 -3.827 -4.321 -4.345  -2.599 -2.838 -3.530 -3.607  -3.551 
Industrial 5.091 3.124 5.314 3.654  2.544 2.363 2.656 2.453  3.400 
Consumer Staples 0.970 0.794 1.119 0.956  0.484 0.396 0.558 0.477  0.719 
Healthcare 2.196 1.820 1.907 1.747  1.242 1.039 1.121 0.994  1.508 
Consumer Discretion 4.567 4.360 4.751 4.201  2.282 2.178 2.374 2.099  3.352 
Telecom 2.235 2.363 2.506 2.309  1.116 1.180 1.251 1.153  1.764 
Utility  -2.708 -2.537 -2.793 -2.629  -4.615 -4.613 -4.750 -4.762  -3.676 
Financial 5.622 5.289 4.733 4.662  2.810 2.643 2.365 2.330  3.807 
Technology 4.061 3.852 5.041 4.490  2.029 1.924 2.519 2.243  3.270 
Panel C: in-sample size 75% 
Energy -2.724 -0.823 -2.668 -4.301  -1.773 -0.492 -1.760 -2.976  -2.190 
Material -6.044 -6.688 -7.637 -7.880  -4.877 -5.191 -6.555 -6.807  -6.460 
Industrial 5.893 3.182 6.248 3.795  2.945 2.920 3.122 3.143  3.906 
Consumer Staples 0.526 0.490 0.495 0.517  0.261 0.244 0.246 0.257  0.380 
Healthcare 6.723 6.003 5.794 6.143  3.701 3.318 3.233 3.362  4.785 
Consumer Discretion 3.962 3.807 4.023 3.775  1.979 1.902 2.010 1.886  2.918 
Telecom 0.183 0.361 0.291 0.103  0.090 0.179 0.144 0.050  0.175 
Utility  -4.725 -4.343 -4.722 -4.814  -7.091 -6.765 -6.689 -6.755  -5.738 
Financial 12.627 12.261 11.761 11.360  6.311 6.128 5.878 5.678  9.001 
Technology 2.588 2.364 2.876 2.605  1.293 1.180 1.436 1.301  1.955 
Notes: This table reports the average utility gains of using the restricted FGLS model based on the oil price instead 
of the historical average model to forecast the stock returns for 10 US sectors categorised by GICS. The utility gain, 
in annualised percentage, is the management fee the mean-variance investors are willing to pay for access to the 
forecasting model. The in-sample proportion choices are in the second column. ߛ refers to the risk-aversion of 
investors and h refers to the forecasting horizons. 
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3.4.5 Determinants of sector return predictability 
The results reported in Table 3.7 provide strong evidence of the heterogeneity in stock return 
forecasting among sectors. The crude oil price is able to predict stock returns in a number of 
sectors but not for every sector. In addition, the magnitude and the number of statistically 
significant ܴைௌଶ  statistics also vary from sector to sector. These interesting results raise a new 
question that is worthy of investigation: what determines the predictability of sector stock 
returns? In order to answer this question, we investigate the relationship between the 
predictability and the sectoral characteristic variables. The proxy for predictability of each 
sector is the difference between the forecasting errors from the historical average and FGLS 
models. It is computed as follows: 
 ݀௧ାଵ ൌ ሺݎ௧ାଵ െݎƸ଴ǡ௧ାଵሻଶ െ ሺݎ௧ାଵ െݎƸଵǡ௧ାଵሻଶ  (18) 
where ݎƸ଴ǡ௧ାଵ is the forecasted stock return of the historical average model and ݎƸଵǡ௧ାଵ is from the 
FGLS model. The higher value of this proxy implies that the predictability of stock returns 
using the crude oil price is stronger. The time series for the predictability variables is generated 
from out-of-sample forecasting based on 25%, 50% and 75% in-sample periods. 
 
The sectoral characteristic variables for this analysis are the book-to-market ratio, dividend 
yield, price-earnings ratio, trading volume, and market capitalisation (size). All independent 
variables are taken in natural logarithmic form. Unit root tests reveal that except for the 
predictability variable, all other variables are non-stationary. Therefore, we take the first 
difference of these variables and fit them in a GARCH (1,1) model. 
ݕ௧ ൌ ߙ ൅෍ߚ௜
௡
௜ୀଵ
ݔ௜ǡ௧ ൅ ߝ௧ 
 ߪ௧ଶ ൌ ߛ଴ ൅ ߛଵߝ௧ିଵଶ ൅ ߛଶߪ௧ିଵଶ  (19) 
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The results are reported in Table 3.9. The estimated coefficients together with their p-values 
(in parentheses) are reported. A number of noteworthy features from the results are as follows. 
First, the book-to-market ratio, dividend yield, and trading volume have a positive effect on 
the predictability of sectoral stock returns. These results can be interpreted as the sectors that 
have a higher book-to-market ratio, dividend yield, and trading volume which have stronger 
stock return predictability using the crude oil price. On the other hand, the sector stock return 
predictability is negatively impacted by the size and price-earnings ratio. The results of the 
book-to-market ratio and the size are consistent with Kong et al. (2011), who examine 25 
Fama-French size and value-sorted portfolios and find that predictability is stronger for the 
portfolios with low market capitalisation. 
 
Secondly, the impact of sectoral characteristics, especially when we consider book-to-market, 
dividend yield, and size variables, on predictability of sectoral stock returns are statistically 
significant. The results are slightly weaker in the case of price-earnings ratio and trading 
volume but the proportion of rejected null hypotheses is still high, from 50% to 80% of the 
cases. Thirdly, the impact of the characteristic variables (where they are statistically 
significant) varies from sector-to-sector. For example, the coefficients of the book-to-market 
ratio range from -0.028 to 1.104, implying that the book-to-market ratio explains the 
predictability of stock returns in some sectors being stronger than in others. Finally, the results 
are robust across all three in-sample sizes of 25%, 50% and 75%. 
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3.4.6 Robustness tests 
For a robustness test, we also check whether using a different oil price series will influence our 
results. To test this, we use the Brent crude oil price instead of the WTI crude oil price in all 
our models. All of the empirical analyses are reproduced and the results are reported in 
Appendix 2. In summary, we find that our results are robust to the use of different oil price 
series data.  
 
First, the results strongly suggest the existence of the persistency and endogenous features of 
the predictor variable, and heteroskedasticity in the predictive regression model. Therefore, the 
FGLS approach would be the most accurate model to forecast stock returns. Second, we find 
that the FGLS model statistically significantly outperforms the OLS and AOLS models in 
forecasting stock returns. The outperformance of the FGLS approach is robust across the 
forecasting horizons and in-sample sizes, but it is data frequency-dependent. 
 
Turning to the comparison with the historical benchmark model, the OLS and AOLS models 
based on oil price cannot beat the historical average model in forecasting the stock returns, 
since ܴைௌଶ are negative in all cases across all three different in-sample sizes, different data 
frequencies, and forecasting horizons. Focusing on the FGLS estimator results, the results of 
daily and weekly data strongly suggest that the FGLS estimator is superior to the historical 
average benchmark model, but the monthly data results are opposite. Finally, we observe that 
using the sign restriction of Campbell and Thompson (2008) can improve the forecasting 
accuracy. 
 
Considering the economic significance of the results, we find that the utility gains are positive 
in most cases, illustrating mean-variance investors are able to obtain utility gains by using the 
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FGLS instead of the historical average model. In addition, the utility gains are quite sizeable, 
ranging from 1.4% to 5.9% per annum.  
 
Looking at the sectoral analysis, we find strong evidence in support of the outperformance of 
the FGLS over the historical average model in six out of ten sectors, namely, the industrial, 
consumer staples, consumer discretion, telecommunication, financial, and technology sectors. 
Although the results are mixed in the healthcare sector, the results are in favour of the historical 
average model in the energy, material, and utility sectors. Furthermore, seven out of ten sectors 
provide economically significant utility gains, while we observe negative utility gains for the 
other three sectors (energy, material and utility). The positive utility gains of the sectors range 
from 0.3% to 9% per annum. Finally, the predictability of sectoral stock returns is statistically 
significantly affected by the book-to-market ratio, dividend yield, and trading volume, while 
the impact of the size and price-earnings ratio is significantly negative. 
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3.5 CONCLUSIONS 
This chapter uses the crude oil price to predict stock returns using S&P500 indices. We apply 
a recently introduced FGLS forecasting model, which takes into account three potential issues 
in a predictive regression, namely, heteroskedasticity, predictor endogeneity, and persistency. 
We use daily, weekly, and monthly data over the period 4 January 1988 to 31 December 2012. 
Three choices of in-sample periods with the proportions 25%, 50% and 75% of the full sample 
are utilised to forecast the out-of-sample stock returns. The empirical analyses are reproduced 
with a different oil price series to test the robustness of the results. The main findings and 
contributions of this chapter are as follows. 
 
First, unlike the extant literature on oil price and stock returns, we focus on out-of-sample 
forecasting of returns. We show that how well the oil price forecasts stock returns depends not 
only on the data frequency but also on the estimator. We employ pair-wise comparisons 
between the OLS, AOLS and FGLS models and find that the FGLS model is superior to the 
others, as expected. Compared to the historical average benchmark model, the FGLS model 
using the crude oil price as a predictor performs better than the historical average model in 
forecasting stock returns, but it is opposite for the OLS and AOLS models .The outperformance 
of the FGLS over the other models is data frequency-dependent. The outperformance of FGLS 
is strongly evidenced in the daily and weekly data frequencies and it is found to be weaker 
when we use monthly data. In addition, the results from this chapter also support the findings 
of Campbell and Thompson (2008) that a sign restriction can improve the forecasting power. 
Turning to the economic significance, the results strongly suggest that a mean-variance investor 
would be better off in terms of utility using the FGLS model rather than the historical average 
model. 
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Second, out-of-sample forecasting of returns is sector-dependent suggesting that the oil price 
is relatively more important for some sectors than others. We find strong evidence of the 
superiority of the FGLS model while predicting stock returns using the crude oil price in six 
out of ten sectors, while the results based on the other four sectors (namely, energy, healthcare, 
material, and utility) are in favour of the historical average model. In addition, the results are 
also heterogeneous among sectors in terms of economic significance. 
 
Third, we examine the determinants of predictability for each sector using industry 
characteristics, and find strong evidence that return predictability has links to certain industry 
characteristics, such as book-to-market ratio, dividend yield, size, price-earnings ratio, and 
trading volume. Furthermore, we find that the book-to-market ratio, dividend yield, and 
trading volume have a positive effect, while the size and price-earnings ratio have a negative 
impact on sector stock return predictability. 
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CHAPTER 4 
VOLATILITY INTERACTION BETWEEN THE 
CRUDE OIL AND EQUITY MARKETS 
78 
 
4.1 INTRODUCTION 
The relationship between the crude oil and equity markets has been a popular subject in 
financial economics. While several studies examine the relationship between oil price returns 
and aggregate stock market returns, there is inconclusive evidence of the role of the oil price 
on stock returns. Some studies (see, for instance, Driesprong et al., 2008; Park and Ratti, 2008; 
and Miller and Ratti, 2009) discover a negative effect of crude oil price returns on stock returns; 
while others (see, for instance, Chen et al., 1986; Huang et al., 1996; and Wei, 2003) document 
no statistically significant effect. For sectors of the NYSE, a recent study by Narayan and 
Sharma (2011) finds mixed evidence in that returns of sectors related to oil, such as transport 
and energy, respond positively to oil price changes, while the rest of the sectors’ returns 
respond negatively. 
 
Another strand of the literature looks at the cross-market volatility transmission and finds a 
significant result between the crude oil price and the US stock market15 (see, inter alia, Agren, 
2006; Hammoudeh et al., 2004; Aloui and Jammazi, 2009; Malik and Ewing, 2009; Arouri et 
al., 2011a). Agren (2006) employs an asymmetric BEKK-GARCH model using weekly data 
on the aggregate markets of the US, UK, Japan, Norway, and Sweden, and discovers significant 
interaction in all countries except Sweden. Hammoudeh et al. (2004) examine the volatility 
interaction among five S&P oil sector stock indices16 and five oil prices17 from the US market 
using univariate and multivariate GARCH models. In the multivariate GARCH model, they 
find bidirectional interactions between the return volatility of the oil spot/futures market and 
                                                 
15 There are a number of studies that investigate the volatility interaction between the crude oil and equity markets 
in the GCC countries (Malik and Hammoundeh, 2007; Arouri et al., 2011b; Awartani and Maghyereh, 2013). 
These studies all find a significant volatility interaction. 
16 The five S&P oil sector stock indices include S&P Oil Composite index, S&P Oil Domestic Integrated index, 
S&P Oil and Gas Exploration index, S&P Oil and Gas (Refining and Marketing) index, and S&P Oil-International 
Integrated index. 
17 The five oil prices include the spot price of WTI and four oil futures contracts ranging from 1 to 4 delivery 
months traded on the NYMEX. 
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oil sector indices. Malik and Ewing (2009) conclude a significant volatility interaction between 
oil prices and five US equity sector indices by utilising a bivariate GARCH model. Recently, 
Arouri et al. (2011a) applied a VAR-GARCH model to investigate the extent of volatility 
interaction between the crude oil and equity markets in Europe and the US at the sector level, 
and report evidence of a significant volatility interaction. In Europe, the transmission of 
volatility is uni-directional from oil markets to stock markets, but there is bi-directional 
volatility transmission in the US market. 
 
The literature, however, is not immune to limitations and we extend the literature in several 
ways. First, although the significant relationship between trading volume, bid-ask spread, and 
price volatility has been widely documented by the literature18, the bid-ask spread and trading 
volume have not been incorporated in an empirical model consisting of crude oil and equity 
market volatility. Our study, therefore, is motivated by this research gap and presents the first 
comprehensive empirical study that addresses the relative importance of information on trading 
volume and bid-ask spread in testing cross-market volatility interaction between the crude oil 
and equity markets. We find strong evidence that information from the trading volume and bid-
ask spread offers more accurate forecasts of the volatility of both markets. 
 
Second, while most of the previous studies in this field use low-frequency data, such as monthly 
data (Aloui and Jammazi, 2009), weekly data (Arouri et al., 2011a; Agren, 2006; Malik and 
Ewing, 2009; Awartani and Maghyereh, 2013), or daily data (Hammoudeh et al., 2004; Malik 
                                                 
18 The mixture of distributions hypothesis proposed by Clark (1973) suggests a positive contemporaneous effect 
of trading volume on price volatility. Furthermore, the sequential arrival of an information hypothesis introduced 
by Copeland (1976), implies that the forecast ability of volatility can be improved by using the knowledge of 
lagged trading volume. These hypotheses have been tested in several empirical studies (Morgan, 1976; 
Westerfield, 1977; Jones et al., 1994; Wang and Yau, 2000; Cornell, 1981; Foster, 1995; Tauchen and Pitts, 1983; 
Najand and Yung, 1991; Rahman et al., 2002; Darrat et al., 2003; and Hussain, 2011). Moreover, the literature 
shows that the bid-ask spread positively impacts the price volatility (Wang et al., 1994; Wang and Yau, 2000; 
Rahman et al., 2002; Worthington and Higgs, 2009; and Hussain, 2011). 
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and Hammoudeh, 2007; Arouri et al., 2011b), we employ intraday data in testing the volatility 
interaction between the crude oil and equity markets. Crude oil and equity markets are heavily 
traded and studies based on low-frequency data, such as daily, weekly or monthly data, may 
fail to capture information contained in intraday price movements. As volatility is a key input 
for market risk evaluation and derivatives pricing, intraday volatility modelling and forecasting 
is important to market participants who are involved in intraday trading, such as day traders, 
high-frequency portfolio managers, and program traders (Wang and Wang, 2010). In fact, the 
availability of high-frequency data is considered valuable in measuring, modelling, and 
forecasting volatility (Barndorff-Nielsen and Shephard, 2007). Hansen and Lunde (2010) state 
that volatility is highly persistent, so that a more accurate measure of current volatility, which 
intraday data provide, is valuable for forecasting future volatility. In addition, the economic 
value of using intraday data in forecasting volatility has been widely evidenced in the literature 
(Sévi, 2014)19. Thus, this chapter contributes to the literature that examines the cross-market 
volatility transmission between the crude oil and equity markets by using data at five-minute 
frequency.  
 
Third, it is popular for previous studies (Agren, 2006; Hammoudeh et al., 2004; Aloui and 
Jammazi, 2009; Malik and Ewing, 2009; Arouri et al., 2011a) to employ a GARCH model with 
different specifications to examine the volatility interaction between the crude oil price and 
equity markets. The evidence of the volatility interaction is based simply on the sign and the 
statistical significance of the other market volatility variable’s parameter from the variance 
equation. Such significant cross-market volatility is well understood and we do not test this, 
                                                 
19 Using intraday data to forecast the volatility is beneficial for the portfolio choice (Fleming et al., 2003; Bandi 
et al., 2008), risk management activities (Giot and Laurent, 2004; Clements et al., 2008), option pricing (Duan, 
1995; Heston and Nandi, 2000; Stentoft, 2008; Corsi et al., 2013), and density forecast amelioration (Geman, 
2005; Hua and Zhang, 2008; Wong and Lo, 2009; Maheu and McCurdy, 2011). See Sévi (2014) for more 
discussion. 
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rather, we test whether the cross-market volatility interaction can improve volatility forecasts. 
The results, thus, are strengthened and more robust in several ways. First, we construct three 
specifications of the EGARCH (1,1) model with different levels of trading information to 
predict the price volatility of the crude oil and equity markets20. We then compare the in-sample 
predictive accuracy among models to assess whether the model that includes the cross-market 
trading information is superior to others in predicting the price volatility of the crude oil and 
equity markets. Furthermore, we examine the economic significance of cross-market volatility 
interaction that has not been done previously. All we understand so far is that cross-market 
volatility is statistically significant but nothing is known about how beneficial the cross-market 
volatility is for investors. Following Campbell and Thompson (2008), we test whether the out-
of-sample volatility forecasting can provide any utility gains to the mean-variance investor who 
allocates her portfolio between a risky asset and a risk-free bill. The evidence from in-sample 
analysis illustrates the integration of the bid-ask spread and trading volume factors from both 
markets improve the price volatility predicting. In addition, the improvement for the price 
volatility forecasting is also found in an out-of-sample analysis. Finally, we find that the 
improvement in price volatility forecasting is economically significant to the investors, as 
evidenced by the utility gain which, on average, is 12.37% per annum using a trading strategy 
based on the best forecasting model instead of a buy-and-hold trading strategy. 
 
Our contributions to the literature, as explained, are based on an empirical model that consists 
of five-minute data on three nearby futures contracts, namely, E-mini S&P500 index futures, 
E-mini NASDAQ index futures, and Light Sweet Crude Oil (WTI) futures for the period 2 
January 2009 to 31 December 2012. These futures contracts are the most actively-traded equity 
                                                 
20 Model 1 predicts the volatility of the crude oil or equity market based on its own lagged volatility only, while 
Model 2 is based on the information on volatility, bid-ask spread and the trading volume in its own-market. Model 
3 contains lagged volatility, lagged bid-ask spread and lagged trading volume in its own-market and from the 
cross-market. 
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index futures and crude oil futures. The remainder of this chapter is organised as follows. The 
methodology and data are discussed in section 4.2. Section 4.3 discusses the main findings, 
and the final section provides the summarized conclusions of this study. 
 
4.2. DATA AND METHODOLOGY 
4.2.1 Data 
The sample for this study is based on five-minute data frequency relating to three specific 
series, namely, E-mini S&P500 index futures and E-mini NASDAQ index futures that are 
traded on the Chicago Mercantile Exchange (CME), and Light Sweet Crude Oil (WTI) futures 
traded on the New York Mercantile Exchange (NYMEX). The trading time for WTI futures is 
from 6:00 p.m. to 5:15 p.m. of the next day according to New York time, from Sunday to 
Friday, with a 45-minute break each day beginning at 5:15 p.m. The trading time for E-mini 
S&P500 index futures and E-mini NASDAQ index futures are from 5:00 p.m. to 4:15 p.m. of 
the next day from Monday to Friday with a trading halt from 3:15 p.m. to 3:30 p.m. The trading 
data of the three contracts, including opening price, closing price, high price, low price, bid 
price, ask price, and trading volume, are downloaded from Thomson Reuter Tick History 
database for the period 2 January 2009 to 31 December 201221. As the trading times are 
different, only data in the common trading time are collected. 
 
The bid-ask spread (BAS) is calculated as ܤܣܵ ൌ ሺܣܵܭ െ ܤܫܦሻȀሾሺܣܵܭ ൅ ܤܫܦሻȀʹሿ while the 
trading volume (TV) is measured as the natural log of trading volume in each 5-minute interval. 
Given that the true volatility is unobservable, the empirical results may be sensitive to the 
                                                 
21 The beginning of the sample period is chosen to minimize the incidence of missing values, as the data are not 
fully complete from 2009. On the other hand, we find a number of missing (no trading) observations prior to this 
year. In particular, each year in the period from 2005 to 2008 has, on average, 2000 observations fewer than 2009. 
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chosen volatility measure. In this chapter, the intraday volatility (VO) is calculated using three 
approaches, as below: 
୲ୗ୕ ൌ ڿሺ୲Ȁ୲ିଵሻۀଶ 
୲ୋ୏ ൌ ͲǤͷሾሺ୲ሻ െ ሺ୲ሻሿଶ െ ሾʹʹ െ ͳሿሾሺ୲ሻ െ ሺ୲ሻሿଶ 
୲ୖ ୗ ൌ ሾሺ୲ሻ െ ሺ୲ሻሿሾሺ୲ሻ െ ሺ୲ሻሿ ൅ ሾሺ୲ሻ െ ሺ୲ሻሿሾሺ୲ሻ െ ሺ୲ሻሿ 
where ୲ୗ୕, ୲ୋ୏, and ୲ୖ ୗ are the square return, volatility proposed by Garman and Klass 
(1980), and volatility proposed by Rogers and Satchel (1991) and Rogers et al. (1994), 
respectively. HP, LP, CP, and OP represent the high price, low price, closing price, and opening 
price, respectively. 
 
The selected descriptive statistics of the variables are reported in Table 4.1.୉ and ୉ are 
the bid-ask spread and trading volume of the equity market, respectively, while ୓ and ୓ 
are the bid-ask spread and trading volume of the crude oil market, respectively. ୉ୗ୕, ୉ୋ୏ 
and ୉ୖୗ are the three price volatility measures for the equity market, while ୓ୗ୕, ୓ୋ୏, and 
ைୖୗ are the corresponding volatility measures for the crude oil market .The null hypothesis 
of normality based on the Jarque-Bera test is rejected at the 1% level of significance for all 
variables in both markets. A standard augmented Dickey-Fuller (ADF) test, which examines 
the null hypothesis of a unit root, suggests that the null hypothesis can be comfortably rejected 
at the 1% level of significance for all data series in both markets, which means that all variables 
are stationary. In the table, we also report the test of autoregressive conditional 
heteroskedasticity (ARCH) with the null hypothesis of “no ARCH” effect. We can reject the 
null hypothesis at the 1% level of significance and conclude that all variables (except the 
୉ୖୗሻare heteroskedastic. Finally, the results of the Ljung-Box statistic also reject the null 
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hypothesis of independence for each variable, which is suggestive of auto-correlation in the 
first lag and at least up to the 12th lag. 
 
Table 4.1: Selective descriptive statistics 
Panel A: S&P500 
 Mean SD JB ADF ARCH(1) ARCH(12) LB(1) LB(12) 
୉ 0.000223 0.000057 0.00 0.00 0.00 0.00 0.00 0.00 
୉ 7.407827 1.898097 0.00 0.00 0.00 0.00 0.00 0.00 
୉ୗ୕ 0.006755 0.039188 0.00 0.00 0.00 0.00 0.00 0.00 
୉ୋ୏ 0.006829 0.025104 0.00 0.00 0.00 0.00 0.00 0.00 
୉ୖୗ 0.007015 0.028670 0.00 0.00 0.00 0.00 0.00 0.00 
Panel B: NASDAQ 
 Mean SD JB ADF ARCH(1) ARCH(12) LB(1) LB(12) 
୉ 0.000189 0.000137 0.00 0.00 0.00 0.00 0.00 0.00 
୉ 5.039745 2.213027 0.00 0.00 0.00 0.00 0.00 0.00 
୉ୗ୕ 0.007237 0.041345 0.00 0.00 0.00 0.00 0.00 0.00 
୉ୋ୏ 0.006551 0.037526 0.00 0.00 0.00 0.00 0.00 0.00 
୉ୖୗ 0.006704 0.055057 0.00 0.00 0.00 0.00 0.00 0.00 
Panel C: Crude oil 
 Mean SD JB ADF ARCH(1) ARCH(12) LB(1) LB(12) 
୉ 0.000250 0.000351 0.00 0.00 0.00 0.00 0.00 0.00 
୉ 5.305737 1.900944 0.00 0.00 0.00 0.00 0.00 0.00 
୉ୗ୕ 0.020847 0.137236 0.00 0.00 0.00 0.00 0.00 0.00 
୉ୋ୏ 0.019504 0.173764 0.00 0.00 0.00 0.00 0.00 0.00 
୉ୖୗ 0.020474 0.315063 0.00 0.00 0.75 1.00 0.00 0.00 
Notes: ୉ and ୉ are the bid-ask spread and trading volume of the equity market, respectively, while ୓ 
and ୓ are the bid-ask spread and trading volume of the crude oil market, respectively. ୉ୗ୕, ୉ୋ୏ and ୉ୖୗ 
are the three price volatility measures, namely, square return, Garman and Klass (1980) volatility, and the 
volatility proposed by Rogers and Satchel (1991) and Rogers et al. (1994) for the equity market; while ୓ୗ୕, 
୓ୋ୏, and ைୖୗ are the corresponding volatility measures for the crude oil market. The magnitude of the mean 
and standard deviation of the volatility in three markets is multiplied by 10000. In the fourth column of each panel, 
the table reports the p-value from the Jarque–Bera (JB) test, for which the null hypothesis is a joint hypothesis of 
the skewness and the excess kurtosis being zero. The p-values of the ADF test, which examines the null hypothesis 
of a unit root, are in the fifth column. The last four columns contain the p-values for the test of autoregressive 
conditional heteroskedasticity (ARCH) and the Ljung-Box (LB) test for the autocorrelation at lag 1 and lag 12. 
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4.2.2 Methodology 
4.2.2.1 Empirical model 
This chapter employs the EGARCH model to remedy the presence of heteroskedasticity of 
variables noted in Table 4.122. Based on the Akaike Information Criterion and Schwarz 
Information Criterion, the lowest order EGARCH (1,1) model has been chosen. We propose 
three specifications of the EGARCH (1,1) model that use different levels of trading information 
in predicting volatility of crude oil and equity markets. These three models are as follows: 
Model 1:ቈ
 ൌ ȾͲ ൅ Ⱦͳെͳ ൅ ɂ୲
 ൌ ȾͲ ൅ Ⱦͳെͳ ൅ ɂ୲
቉ (1) 
 ɂ୲ ՜ ሺͲǡ ɐ୲ଶሻ 
 ሺɐ୲ଶሻ ൌ ɘ ൅ ɀ க౪షభ஢౪షభ ൅ Ƚ ቚ
க౪షభ
஢౪షభቚ ൅ Ⱦ ሺ ɐ୲ିଵ
ଶ ሻ 
 
Model 2: ቈ
 ൌ ȾͲ ൅ Ⱦͳെͳ ൅ Ⱦʹെͳ ൅ Ⱦ͵െͳ ൅ ɂ୲
 ൌ ȾͲ ൅ Ⱦͳെͳ ൅ Ⱦʹെͳ ൅ Ⱦ͵െͳ ൅ ɂ୲
቉ (2) 
 ɂ୲ ՜ ሺͲǡ ɐ୲ଶሻ 
 ሺɐ୲ଶሻ ൌ ɘ ൅ ɀ க౪షభ஢౪షభ ൅ Ƚ ቚ
க౪షభ
஢౪షభቚ ൅ Ⱦ ሺ ɐ୲ିଵ
ଶ ሻ 
 
Model 3:ቈ 
 ൌ ȾͲ ൅ Ⱦͳെͳ ൅ Ⱦʹെͳ ൅ Ⱦ͵െͳ ൅ ȾͶെͳ ൅ Ⱦͷെͳ ൅ Ⱦ͸െͳͲ ൅ ɂ୲
 ൌ ȾͲ ൅ Ⱦͳെͳ ൅ Ⱦʹെͳ ൅ Ⱦ͵െͳ ൅ ȾͶെͳ ൅ Ⱦͷെͳ ൅ Ⱦ͸െͳ ൅ ɂ୲
቉ (3) 
 ɂ୲ ՜ ሺͲǡ ɐ୲ଶሻ 
 ሺɐ୲ଶሻ ൌ ɘ ൅ ɀ க౪షభ஢౪షభ ൅ Ƚ ቚ
க౪షభ
஢౪షభቚ ൅ Ⱦ ሺ ɐ୲ିଵ
ଶ ሻ 
                                                 
22 According to Narayan and Narayan (2007), the EGARCH model has been demonstrated to be superior to the 
GARCH model in several ways. First, the EGARCH model does not restrict the parameters ɀ, Ƚ, and Ⱦ in the 
variance equation as the GARCH model does. Second, the estimate of Ⱦallows us to evaluate the persistency of 
the shocks to the conditional variance. Third, the parameter ɀ measures the asymmetric or the leverage effect, so 
the EGARCH model allows us to test the volatility asymmetry. ɀ > 0 implies that positive shocks have a stronger 
effect than negative shocks, and vice versa. Fourth, the parameter Ƚ shows the magnitude of the conditional shock 
on the conditional variance. 
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where ୲୉, ୲୉, ୲୉ are the bid-ask spread, trading volume, and the price volatility of the 
equity market, respectively, while ୲୓, ୲୓, ୲୓ are those of the crude oil market. ߝ௧ is the 
residual from mean equation, and ɐ୲ଶ is the conditional variance generated from the model. 
 
Model 1 predicts the price volatility of the crude oil or equity market based on its own lagged 
volatility, while Model 2 is based on its own past trading information including volatility, bid-
ask spread and trading volume. On the other hand, Model 3 predicts price volatility using 
lagged volatility, lagged bid-ask spread, and the lagged trading volume of its own-market and 
also from the cross-market. Our conjecture is that Model 2 would outperform Model 1 in 
predicting price volatility as Model 2 utilises extra information, such as bid-ask spread and 
trading volume. Similarly, Model 3 is expected to be superior to Model 1 and Model 2 because 
of the additional information contained in the cross-market. 
 
4.2.2.2 Forecasting evaluation 
In order to compare the forecasting accuracy between models, we use the Mean Square 
Forecast Error (MSFE), which is considered to be amongst the most popular metrics for 
evaluating the forecasting accuracy. The MSFE of each model is calculated as follows: 
  	 ൌ ଵ୘σ ሺ୲ െ ෢୲୘୲ୀଵ ሻଶ (4) 
where T is the number of the forecasted volatility, ෢ ୲ is the forecasted volatility from each 
model, and ୲ is the actual volatility. To compare the competitor model to the benchmark 
model, we use Theil U statistics ൌ	ͳ	Ͳ. If the competitor model’s 	ଵ is less than the 
	଴ of the benchmark model (Theil U < 1), it indicates that the competitor model is more 
accurate in forecasting than the benchmark model, and vice versa. 
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Although Theil U can compare the MSFE of forecasting models, we need to use another test 
statistic to judge whether the difference is significant. We test the null hypothesis ଴ ׷
	଴ ൑ 	ଵ against 	଴ ൐ 	ଵ. The most popular method is Diebold and 
Mariano’s (1995) and West’s (1996) test statistic (DMW): 
  ൌ ξ ഥୢඥୗ෠ (5) 
where                                  ത ൌ  ଵ୘σ ෠୲୘୲ୀଵ  
                                                   ෠୲ ൌ ൫୲ െ ෢଴୲൯ଶ െ ൫୲ െ ෢ଵ୲൯ଶ 
                                                   ෠ ൌ ଵ୘σ ൫෠୲ െ ത൯
ଶ୘୲ୀଵ  
where ୲, ෢଴୲, and ෢ଵ୲ are the actual volatility, forecasted volatility from the benchmark 
and competitor models, respectively.  is the number of observations for the out-of-sample 
period. The DMW statistic is equivalent to the t-statistic and has a standard normal asymptotic 
distribution when compared to non-nested models. However, Clark and McCracken (2001) and 
McCracken (2007) point out that this statistic has a nonstandard distribution when comparing 
forecasts from nested models. Clark and West (2007) propose a modified Diebold and Mariano 
(1995) and West (1996) test statistic which they refer to as the MSFE-adjusted statistic 
replacing ෠୲ ൌ ൫୲ െ ෢଴୲൯ଶ െ ൫୲ െ ෢ଵ୲൯ଶ with ෨୲ା୩ ൌ ൫୲ െ ෢଴୲൯ଶ െ ൣ൫୲ െ
෢ଵ୲൯ଶ െ ൫଴୲ െ ෢ଵ୲൯ଶ൧. This test statistic is now widely used in the applied time series 
forecasting literature (for example, Rapach et al., 2010; Kong et al., 2011; and Neely et al., 
2011). 
 
4.2.2.3 Economic significance 
In order to examine how beneficial the cross-market volatility is, we analyse the utility gains 
available for a mean-variance investor. Specifically, we compute the average utility for a mean-
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variance investor who allocates her portfolio between a risky asset and a risk-free asset with 
the aim of maximising her utility function, which has the following form: 
  ቂሺ୲ାଵȁ୲ሻ െ ஓଶ ሺ୲ାଵȁ୲ሻቃ  (6) 
where ɀ is the relative risk aversion parameter; ሺ୲ା୦ሻ and ሺ୲ା୦ሻ denote the expected 
mean and variance of index excess returns estimated by the forecast approaches. The return on 
a portfolio of risky asset and a risk-free asset is defined as: 
 ୲ାଵ୮୭୰୲ ൌ ୲ାଵ୤ ൅ ɘ୲୲ାଵ  (7) 
where ୲ାଵ୮୭୰୲, ୲ାଵ୤ , ୲ାଵ are the return of the portfolio, risk-free asset, and risky asset, 
respectively. ɘ୲ denotes the proportion of the portfolio allocated to the risky asset. The risky 
asset weight, ɘ୲ǡ is positively related to expected excess returns and negatively related to its 
variance. In other words, an investor will invest more in the risky asset if return is increasing, 
and will be equally discouraged from investing if its variance is rising over time. The optimal 
portfolio weight for risky asset return, therefore, is: 
 ɘ୲כ ൌ  ୉౪ሺ୰౪శభሻஓ୚ୟ୰౪ሺ୰౪శభሻ  (8) 
Our approach is as follows. We follow the study of Campbell and Thompson (2008) and allow 
for borrowing only but not short-selling. This restricts the optimal portfolio weight, ɘ୲כǡ for the 
risky asset to lie between 0 and 1.5. Following Narayan et al. (2013), the relative risk aversion 
parameter,ɀ, is set to six, which represents a medium level of risk position for an investor. We 
measure the utility gain as the difference between the utility of the models, and express the 
utility gain in the annualised percentage. In this way, the utility gain can be interpreted as the 
portfolio management fee that an investor would be willing to pay to have access to the 
additional information available in a competitor forecasting model. 
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4.3 EMPIRICAL RESULTS 
In this section, we report the main findings as follows. We begin with the contemporaneous 
relationship between bid-ask spread, trading volume, and price volatility variables across the 
equity and crude oil markets. We then examine whether including additional information from 
the bid-ask spread, trading volume, and the price volatility from own-market and cross-market 
is important in predicting price volatility. Next, we compare the forecasting accuracy of our 
predictive regression models with three different out-of-sample periods. Finally, we investigate 
the economic significance of trading strategy based on the forecasting models. 
 
4.3.1 Contemporaneous effect 
In this sub-section, we investigate the contemporaneous relationship between bid-ask spread 
and trading volume to price volatility across the equity and crude oil markets by considering 
their correlations, which are reported below in Table 4.2. As explained earlier, three measures 
of price volatility are used. Panel A reports the results when the equity market is proxied by 
the S&P500 index, and the results when using the NASDAQ index are reported in Panel B. 
 
Focusing on the relationship between bid-ask spread and price volatility, the correlation 
coefficients are significantly positive at the 1% level of significance in both the equity and 
crude oil markets and for all three measures of price volatility. Interestingly, the price volatility 
in both markets is positively correlated with not only their own bid-ask spread but also the bid-
ask spread from the cross-market. This relationship is similar but relatively weaker when using 
the NASDAQ index compared to the S&P500 index.  
 
Turning to the relationship between price volatility and trading volume, we also observe that 
the correlation coefficients between these two variables are consistently positive and 
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statistically significant at the 1% level across all volatility measures. This finding is consistent 
with the mixture of distributions hypothesis of Clark (1973), which suggests a positive 
contemporaneous relationship between trading volume and price volatility. The price volatility 
in the equity and crude oil markets is positively correlated with their own trading volume as 
well as the trading volume from the cross-market. The correlation coefficients vary and are in 
the range of 0.056 to 0.275 in the case of the S&P500 index, while the range is 0.055 to 0.175 
when using the NASDAQ index. Similarly, the results suggest a positive and significant 
contemporaneous relationship among the three volatility measures in both the crude oil and 
equity markets. 
 
Overall, the results represented in Table 4.2 confirm the positive contemporaneous 
relationships between bid-ask spread, trading volume and price volatility. It is also interesting 
that the relationships between these three variables are not only significant in their own-market 
but also in the cross-market. The significant correlation of the bid-ask spread and trading 
volume on price volatility across markets motivates us to empirically test whether including 
additional information from the bid-ask spread and trading volume can improve the 
predictability of price volatility predictability. This is the subject of the next section. 
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Table 4.2: Unconditional correlations 
Panel A: S&P500 index 
 Square return  Garman and Klass Volatility   Roger and Satchel volatility 
 Equity Crude oil  Equity Crude oil  Equity Crude oil 
୉ 0.077 
(0.00) 
0.081 
(0.00) 
 0.138 
(0.00) 
0.059 
(0.00) 
 0.130 
(0.00) 
0.034 
(0.00) 
୓ 0.035 
(0.00) 
0.068 
(0.00) 
 0.043 
(0.00) 
0.032 
(0.00) 
 0.038 
(0.00) 
0.019 
(0.00) 
୉ 0.171 
(0.00) 
0.112 
(0.00) 
 0.275 
(0.00) 
0.096 
(0.00) 
 0.243 
(0.00) 
0.056 
(0.00) 
୓ 0.100 
(0.00) 
0.138 
(0.00) 
 0.173 
(0.00) 
0.117 
(0.00) 
 0.153 
(0.00) 
0.068 
(0.00) 
୉ 1.000 
----- 
0.144 
(0.00) 
 1.000 
----- 
0.081 
(0.00) 
 1.000 
----- 
0.041 
(0.00) 
୓ 0.144 
(0.00) 
1.000 
----- 
 0.081 
(0.00) 
1.000 
----- 
 0.041 
(0.00) 
1.000 
----- 
Panel B: NASDAQ index 
 Square return  Garman and Klass Volatility   Roger and Satchel volatility 
 Equity Crude oil  Equity Crude oil  Equity Crude oil 
୉ 0.027 
(0.00) 
0.031 
(0.00) 
 0.033 
(0.00) 
0.018 
(0.00) 
 0.029 
(0.00) 
0.011 
(0.00) 
୓ 0.028 
(0.00) 
0.068 
(0.00) 
 0.020 
(0.00) 
0.032 
(0.00) 
 0.014 
(0.00) 
0.019 
(0.00) 
୉ 0.175 
(0.00) 
0.108 
(0.00) 
 0.194 
(0.00) 
0.095 
(0.00) 
 0.134 
(0.00) 
0.055 
(0.00) 
୓ 0.114 
(0.00) 
0.138 
(0.00) 
 0.133 
(0.00) 
0.117 
(0.00) 
 0.092 
(0.00) 
0.068 
(0.00) 
୉ 1.000 
----- 
0.114 
(0.00) 
 1.000 
----- 
0.053 
(0.00) 
 1.000 
----- 
0.021 
(0.00) 
୓ 0.114 
(0.00) 
1.000 
----- 
  0.053 
(0.00) 
1.000 
----- 
  0.021 
(0.00) 
1.000 
----- 
Notes: This table reports the correlations between bid-ask spread, trading volume, the price volatility of the equity 
market/crude oil market and each of three measures of price volatility (including square return, Garman and Klass 
(1980) volatility, and the volatility proposed by Rogers and Satchel (1991) and Rogers et al. (1994).୉,୉, 
and ୉ are the bid-ask spread, trading volume, and the price volatility of the equity market, respectively, while 
୓, ୓, and ୓ are the corresponding variables for the crude oil market. Panel A reports the results when 
the equity market is proxied by the S&P500 index while the results when using the NASDAQ index are in Panel 
B. 
 
 
4.3.2 In-sample analysis 
In order to empirically assess whether information from the bid-ask spread, trading volume, 
and price volatility contains any useful information for forecasting price volatility in the crude 
oil and equity markets, we implement three specifications of the EGARCH (1,1) model, as 
specified in Equations (1) to (3). Briefly, Model 1 predicts the price volatility of the crude oil 
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or equity market based on its own lagged volatility, while Model 2 contains the bid-ask spread 
and trading volume from its own-market in the predictive regression model. On the other hand, 
Model 3 contains lagged volatility, lagged bid-ask spread, and lagged trading volume of its 
own-market as well as from the cross-market. In this setup, Model 1 is the weakest set-up in 
terms of information content, while Model 3 is the richest; Model 2, by comparison, falls 
somewhere in between. 
 
Table 4.3 presents statistics on the empirical fit of all three models. In particular, we report the 
Akaike Information Criterion (AIC), Schwarz Information Criterion (SIC), and the adjusted R-
squared (ARS). There are two main findings. First, the information from the bid-ask spread 
and trading volume improves the fit of the price volatility predictability model. To illustrate, 
Model 2 is found to be superior to Model 1, as an improvement in the AIC, SIC and ARS 
statistics is observed. In particular, in eight out of 12 cases the AIC and SIC from Model 2 are 
less than those from Model 1, while the ARS from Model 2 is greater than that of Model 1 in 
10 out of 12 cases, suggesting that Model 2 has a better fit than Model 1 in predicting price 
volatility. 
 
Second, the trading information from the cross-market also improves the fit of the price 
volatility predictive regression model. Out of 12 regressions across markets and volatility 
measures, there are eight times when the AIC and SIC of Model 3 are less than those obtained 
from Model 1. Similarly, Model 3 has the smallest AIC and SIC statistics compared to Model 
2. Furthermore, the ARS from Model 3 is higher than those from Models 1 and 2 in all cases, 
suggesting strong evidence in favour of the value of trading information from the cross-market 
in predicting price volatility. 
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Table 4.4, on the other hand, reports the coefficients and the p-value of variables in the price 
volatility predictive regression model (Model 3). We find three main features of the results. 
First, the bid-ask spread coefficients are positive and statistically significant at the 1% level in 
all cases, indicating strong evidence of predictability of price volatility resulting from the bid-
ask spread. This implies that an increase in liquidity (i.e., narrowing bid-ask spread) reduces 
the price volatility in both the equity and crude oil markets. Focusing on the results reported in 
Panel A for the S&P500 index, the magnitude of the bid-ask coefficients are in the range 0.0002 
to 0.0153. The price volatility in the crude oil market as well as in the equity market is 
positively and significantly predicted not only by its own lagged bid-ask spread but also in the 
cross-market. The results are robust to the use of the equity market as similar results are found 
when using the NASDAQ index. 
 
Second, we also find strong evidence of price volatility predictability resulting from trading 
volume. As can be seen from Panel A, the trading volume coefficients are positive and 
statistically significant at the 1% level across different price volatility measures, implying that 
an increase in the number of trades in the crude oil/equity market leads to an increase in price 
volatility. Our finding is in line with the sequential arrival of Copeland’s (1976) information 
hypothesis and other empirical studies (such as Foster, 1995; Wang and Yau, 2000; Rahman et 
al., 2002; Darrat et al., 2003; and Hussain, 2011). In addition, the trading volume not only 
significantly predicts its own-market price volatility but also the price volatility of the cross-
market. Turning to Panel B, we observe that the results on trading volume coefficients when 
using the NASDAQ index are similar to those when using the S&P500 index. One exception 
is that the crude oil market’s trading volume does not affect the Garman and Klass volatility 
and Roger and Satchel volatility of equity market, although the result is still significant for the 
square return volatility measure.  
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Table 4.4: Lagged effect 
Panel A: S&P500 index 
 Square return  Garman and Klass Volatility   Roger and Satchel volatility 
 Equity  Oil  Equity  Oil  Equity  Oil 
C -0.0275 
(0.00) 
-0.0804 
(0.00) 
 -0.0135 
(0.00) 
-0.0721 
(0.00) 
 -0.0185 
(0.00) 
-0.0901 
(0.00)   
୉ǡ୲ିଵ 0.0062 
(0.00) 
0.0141 
(0.00) 
 0.0029 
(0.00) 
0.0153 
(0.00) 
 0.0037 
(0.00) 
0.0173 
(0.00)   
୓ǡ୲ିଵ  0.0004 
(0.00) 
0.0043 
(0.00) 
 0.0001 
(0.00) 
0.0017 
(0.00) 
 0.0002 
(0.00) 
0.0019 
(0.00)   
୉ǡ୲ିଵ  0.0023 
(0.00) 
0.0045 
(0.00) 
 0.0011 
(0.00) 
0.0027 
(0.00) 
 0.0017 
(0.00) 
0.0035 
(0.09)   
୓ǡ୲ିଵ  0.0002 
(0.00) 
0.0044 
(0.00) 
 0.0003 
(0.00) 
0.0056 
(0.00) 
 0.0003 
(0.00) 
0.0075 
(0.00)   
୉ǡ୲ିଵ  0.1108 
(0.00) 
0.0751 
(0.00) 
 0.5058 
(0.00) 
0.3173 
(0.00) 
 0.3748 
(0.00) 
0.2415 
(0.00)   
୓ǡ୲ିଵ  0.0069 
(0.00) 
0.1162 
(0.00) 
 0.0035 
(0.00) 
0.0576 
(0.00) 
 0.0013 
(0.00) 
0.0180 
(0.00)   
Panel B: NASDAQ index 
 Square return  Garman and Klass Volatility   Roger and Satchel volatility 
 Equity  Oil  Equity  Oil  Equity  Oil 
C -0.0146 
(0.00) 
-0.0446 
(0.00) 
 -0.0083 
(0.00) 
-0.0407 
(0.00) 
 -0.0115 
(0.00) 
-0.0547 
(0.00)   
୉ǡ୲ିଵ 0.0026 
(0.00) 
0.0041 
(0.00) 
 0.0017 
(0.00) 
0.0042 
(0.00) 
 0.0021 
(0.00) 
0.0047 
(0.00)   
୓ǡ୲ିଵ  0.0004 
(0.00) 
0.0046 
(0.00) 
 0.0001 
(0.00) 
0.0021 
(0.00) 
 0.0002 
(0.00) 
0.0023 
(0.00)   
୉ǡ୲ିଵ  0.0026 
(0.00) 
0.0041 
(0.00) 
 0.0018 
(0.00) 
0.0026 
(0.00) 
 0.0022 
(0.00) 
0.0038 
(0.04)   
୓ǡ୲ିଵ  0.0003 
(0.00) 
0.0045 
(0.00) 
 -0.0001 
(0.35) 
0.0057 
(0.00) 
 0.0002 
(0.29) 
0.0073 
(0.00)   
୉ǡ୲ିଵ  0.1089 
(0.00) 
0.0812 
(0.00) 
 0.3470 
(0.00) 
0.1369 
(0.00) 
 0.1714 
(0.00) 
0.0634 
(0.00)   
୓ǡ୲ିଵ  0.0075 
(0.00) 
0.1193 
(0.00) 
 0.0044 
(0.00) 
0.0608 
(0.00) 
 0.0017 
(0.00) 
0.0191 
(0.00)   
Notes: ୉,୉, and ୉ are the bid-ask spread, trading volume, and price volatility of the equity market, 
respectively, while ୓, ୓, and ୓ are the corresponding variables for the crude oil market. Three price 
volatility measures are used, namely, square return, Garman and Klass (1980) volatility, and the volatility 
proposed by Rogers and Satchel (1991) and Rogers et al. (1994). The specification of the model underlying the 
results is presented by Equation (3) in the main text. The p-value of the coefficient for each variable is in 
parentheses. The coefficients of the constants, ୉ǡ୲ିଵ, and ୓ǡ୲ିଵ, in both the S&P500 and NASDAQ indices 
are multiplied by 10000. 
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Our final result of interest relates to the price volatility coefficients, a manifestation of the 
volatility interaction between the crude oil and equity markets. When using the S&P500 index, 
the price volatility of the equity market is positively and significantly affected by the crude oil 
price volatility and vice versa. The results are robust to the price volatility measures. For 
example, when using the square return measure, the coefficient of the lagged crude oil price 
volatility is 0.0069, which means that a 1% increase in the price volatility of the crude oil 
market can lead to a rise of 0.0069% in the price volatility of the equity market. Reciprocally, 
the coefficient of lagged equity price volatility is 0.0751, suggesting that a 1% increase in the 
price volatility of the equity market can lead to a rise of 0.0751% in the price volatility of the 
crude oil market. Taken together, it is worthy to note that the volatility interaction between the 
crude oil and equity markets is bi-directional. In the other words, the information on crude oil 
price volatility can be used to predict the equity price volatility, and vice versa. The results are 
robust when we use the NASDAQ index as the equity market. 
 
So far the results obtained from Tables 4.3 and 4.4 together strengthen the evidence that the 
information from the bid-ask spread, trading volume, and price volatility in its own-market as 
well as from the cross-market successfully predict price volatility. To delve deeper into this, 
we subsequently compare the in-sample predicting performance among three EGARCH (1,1) 
models in predicting the volatility of the crude oil and equity markets using evaluation 
statistics. The Theil U statistics and the p-value for the MSFE-adjusted test are reported in 
Table 4.5. Comparing Model 2 and Model 1, we find that all Theil U statistics for both S&P500 
and NASDAQ indices (reported in Panels A and B, respectively) are less than 1, except for the 
Theil U obtained from the crude oil market’s Garman and Klass volatility measure, ைୋ୏. The 
Theil U statistics are in a range 0.8985 to 0.9838 and are statistically significant at the 1% level 
of significance in most cases, concluding that Model 2 outperforms Model 1. This result again 
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confirms the predictability of market price volatility from the bid-ask spread and trading 
volume information. 
 
Table 4.5: Statistics of the in-sample performance 
Panel A: S&P500 index 
 (2) versus (1)  (3) versus (1)  (3) versus (2) 
 Theil U p-value  Theil U p-value  Theil U p-value 
୉ୗ୕ 0.9749 (0.00)  0.9727 (0.00)  0.9978 (0.00) 
୓ୗ୕ 0.9203 (0.00)  0.9145 (0.00)  0.9936 (0.00) 
୉ୋ୏ 0.9810 (0.00)  0.9793 (0.00)  0.9983 (0.00) 
ைୋ୏ 1.0179 (0.00)  0.9361 (0.00)  0.9196 (0.11) 
୉ୖୗ 0.9769 (0.00)  0.9760 (0.00)  0.9991 (0.00) 
୓ୖୗ 0.8985 (0.12)  0.8968 (0.12)  0.9981 (0.00) 
Panel B: NASDAQ index 
 (2) versus (1)  (3) versus (1)  (3) versus (2) 
 Theil U p-value  Theil U p-value  Theil U p-value 
୉ୗ୕ 0.9741 (0.00)  0.9722 (0.00)  0.9980 (0.00) 
୓ୗ୕ 0.9203 (0.00)  0.9163 (0.00)  0.9956 (0.00) 
୉ୋ୏ 0.9838 (0.00)  0.9835 (0.00)  0.9997 (0.00) 
ைୋ୏ 1.0179 (0.00)  0.9393 (0.00)  0.9228 (0.11) 
୉ୖୗ 0.9265 (0.16)  0.9259 (0.16)  0.9992 (0.00) 
୓ୖୗ 0.8985 (0.12)  0.8978 (0.12)  0.9992 (0.00) 
Note: ୉ୗ୕, ୉ୋ୏ and ୉ୖୗ are the three price volatility measures, namely, square return, Garman and Klass 
(1980) volatility, and the volatility proposed by Rogers and Satchel (1991) and Rogers et al. (1994) of the equity 
market; while ୓ୗ୕, ୓ୋ୏, and ୓ୖୗ are the corresponding volatility measures for the crude oil market. The table 
reports the predicting performance comparison between three EGARCH (1,1) predictive regression models, which 
are given as Equations (1), (2), and (3) in the main text. The Theil U statistics ൌ ୑ୗ୊୉భ୑ୗ୊୉బ , where 	ଵ and 	଴ 
are the Mean Square Forecast Errors from the competitor and benchmark models, respectively. (2) versus (1) 
means that Model (2) is the competitor model and Model (1) is the benchmark model and similarly for (3) versus 
(1) and (3) versus (2). The p-value of Clark and West (2007) adjusted-MSFE which tests the null hypothesis ଴ ׷
	଴ ൑ 	ଵ against 	଴ ൐ 	ଵ is in parentheses. Panel A reports the results when using the S&P500 
index as the equity market, while the results when using the NASDAQ index are reported in Panel B. 
 
Turning to the comparison between Model 3 and Model 1, it is clearly depicted that the 
introduction of the bid-ask spread, trading volume, and price volatility of both markets in the 
volatility predictive regression model reduces the gap between the model-estimated volatility 
and the actual volatility. Among 12 cases across three different volatility measures and two 
equity indices, the Theil U statistics are all less than 1, and nine of those 12 cases are 
statistically significant at the 1% level. Considering the results of the comparison of Models 3 
and 2, which are reported in the last two columns of Table 4.5, we find that all Theil U statistics 
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are less than 1 for both the S&P500 and NASDAQ indices. Except when we use the crude oil 
market’s Garman and Klass volatility measure,ைୋ୏, the outperformance of Model 3 over 
Model 2 is consistently significant at the 1% level, regardless of the volatility measures and the 
markets in which they are conducted. The results imply that the price volatility can be predicted 
more accurately by utilising the trading transaction information from both the equity and crude 
oil market together (Model 3), rather than just using information from that market alone 
(Models 1 and 2).  
 
In summary, the in-sample evidence so far demonstrates that the integration of the bid-ask 
spread and trading volume factors leads to a better performance than the use of lag volatility 
alone. Also, the trading information, such as bid-ask spread, trading volume, and the price 
volatility from the cross-market, improves the price volatility predictability. The above 
conclusions are robust across different types of analysis including the regression fitness, the 
significance of variables in the predictive regression model, and the predicting evaluation.  
 
 
4.3.3 Out-of-sample forecasting results 
To get an additional perspective on price volatility forecasting, the out-of-sample forecasting 
performance of previous predictive regression models is examined in this sub-section. We 
choose three out-of-sample periods for our analysis—2 January 2011 to 31 December 2012 
(two years), 3 January 2012 to 31 December 2012 (one year), and 1 July 2012 to 31 December 
2012 (six months)23. Table 4.6 presents the results based on the out-of-sample forecasting 
performance between three models in terms of the Theil U statistic and MSFE-adjusted test p-
                                                 
23 Three different out-of-sample periods (50%, 25%, and 12.5%) are considered in order to test the robust of the 
results. This is important since the literature has shown that the results can vary depending on the in-sample 
periods, particularly in the finite sample sizes (Rozeff, 1984; Fama and French, 1988; Lettau and Nieuwerburgh, 
2008; Boudoukh et al., 2008; Narayan et al., 2013).  
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value when using the S&P500 index proxied for the equity market. The results based on the 
NASDAQ index are reported in Table 4.7.  
 
When we use a two-year out-of-sample period, Model 3 appears to outperform Model 1 in all 
six cases (see Table 4.6). The Theil U statistics are less than one and are statistically significant 
at the 1% level. Likewise, Model 1 underperforms Model 2 consistently across three different 
measures of volatility and in both markets, except in the case when we use the square return 
conducted in the crude oil market. Meanwhile, the superiority of Model 3 over Model 2 is 
evidenced in four out of six cases. When we consider a one-year out-of-sample period, Model 
3 performs better than Model 2 only in the crude oil market, while the outperformance of Model 
2 and Model 3 over Model 1 appears most in all cases. The results based on a six-month out-
of-sample period (see Panel C) are mixed. There are mixed cases of significant Theil U 
statistics of less-than-one, more-than-one, and also insignificant results. 
 
In short, two main findings arise from these results. First, we find evidence that using 
information on bid-ask spread and trading volume can improve the price volatility forecast 
ability in an out-of-sample analysis. This is illustrated by the majority of the Theil U statistics 
reported in Table 4.6 which are significantly less than 1, supporting the superiority of Model 2 
over Model 1. Similarly, the trading information from the cross-market is also helpful in 
forecasting price volatility, which is evidenced in the outperformance of Model 3 over Models 
2 and 1. Second, the results are not very consistent across the three out-of-sample periods. The 
empirical evidence is strongest for the out-of-sample period of two-years, and weaker when 
the length of period declines, as expressed in the percentages of statistically significant less-
than-one Theil U statistics over the total number of Theil U statistics decreasing from Panel A, 
Panel B to Panel C (83%, 67%, and 50%, respectively).  
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Table 4.6: Statistics of the out-of-sample performance using the S&P500 index 
Panel A: Two-year out-of-sample period 
 (2) versus (1)  (3) versus (1)  (3) versus (2) 
 Theil U p-value  Theil U p-value  Theil U p-value 
୉ୗ୕ 0.9723 (0.00)  0.9739 (0.00)  1.0017 (0.21) 
୓ୗ୕ 1.0206 (0.00)  0.9995 (0.00)  0.9793 (0.00) 
୉ୋ୏ 0.9485 (0.03)  0.9659 (0.00)  1.0183 (0.69) 
ைୋ୏ 0.7192 (0.00)  0.6342 (0.00)  0.8818 (0.00) 
୉ୖୗ 0.9736 (0.00)  0.9731 (0.00)  0.9996 (0.00) 
୓ୖୗ 0.8903 (0.00)  0.8174 (0.00)  0.9181 (0.00) 
Panel B: One-year out-of-sample period 
 (2) versus (1)  (3) versus (1)  (3) versus (2) 
 Theil U p-value  Theil U p-value  Theil U p-value 
୉ୗ୕ 0.9506 (0.00)  0.9625 (0.00)  1.0125 (0.05) 
୓ୗ୕ 1.1173 (0.00)  1.0619 (0.00)  0.9504 (0.00) 
୉ୋ୏ 0.9330 (0.09)  0.9518 (0.08)  1.0201 (0.84) 
ைୋ୏ 0.6018 (0.00)  0.5039 (0.00)  0.8373 (0.00) 
୉ୖୗ 0.8922 (0.14)  0.8919 (0.14)  0.9997 (0.11) 
୓ୖୗ 0.8281 (0.00)  0.7582 (0.00)  0.9157 (0.00) 
Panel C: Six-month out-of-sample period 
 (2) versus (1)  (3) versus (1)  (3) versus (2) 
 Theil U p-value  Theil U p-value  Theil U p-value 
୉ୗ୕ 0.9258 (0.00)  0.9247 (0.00)  0.9988 (0.00) 
୓ୗ୕ 1.0052 (0.00)  0.9847 (0.00)  0.9796 (0.00) 
୉ୋ୏ 0.9319 (0.12)  0.9476 (0.11)  1.0168 (0.83) 
ைୋ୏ 0.3952 (0.00)  0.4021 (0.00)  1.0175 (0.00) 
୉ୖୗ 0.8909 (0.15)  0.8903 (0.15)  0.9993 (0.13) 
୓ୖୗ 0.8057 (0.00)  0.8205 (0.00)  1.0184 (0.00) 
Notes: ୉ୗ୕, ୉ୋ୏ and ୉ୖୗ are the three price volatility measures, namely, square return, Garman and Klass 
(1980) volatility, and the volatility proposed by Rogers and Satchel (1991) and Rogers et al. (1994) for the equity 
market; while ୓ୗ୕, ୓ୋ୏, and ைୖୗ are the corresponding volatility measures for the crude oil market. (2) versus 
(1) means that Model (2) is the competitor model and Model (1) is the benchmark model and is similar for (3) 
versus (1) and (3) versus (2). The three EGARCH (1,1) predictive regression models are presented by Equations 
(1), (2), and (3) in the main text. Three out-of-sample periods include 2 January 2011 to 31 December 2012 (two 
years), 3 January 2012 to 31 December 2012 (one year), and 1 July 2012 to 31 December 2012 (six months). The 
Theil U statistics ൌ ୑ୗ୊୉భ୑ୗ୊୉బ, where 	ଵ and 	଴ are the Mean Square Forecast Errors from the competitor 
and benchmark models, respectively. The p-value of Clark and West (2007) adjusted-MSFE which tests the null 
hypothesis ଴ ׷ 	଴ ൑ 	ଵ against 	଴ ൐ 	ଵ is in parentheses. 
 
Focusing on the results reported in Table 4.7 which uses the NASDAQ index instead of the 
S&P500 index as the equity market, the first findings from Table 4.6 still hold. However, the 
results are consistent across all three out-of-sample periods, where the percentage of significant 
less-than-one Theil U statistics over the total number of Theil U is similar across Panel A, Panel 
B to Panel C (78%, 78%, and 83%, respectively). 
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Table 4.7: Statistics of the out-of-sample performance using the NASDAQ index 
Panel A: Two-year out-of-sample period 
 (2) versus (1)  (3) versus (1)  (3) versus (2) 
 Theil U p-value  Theil U p-value  Theil U p-value 
୉ୗ୕ 0.9754 (0.00)  0.9757 (0.00)  1.0002 (0.01) 
୓ୗ୕ 1.0206 (0.00)  1.0140 (0.00)  0.9936 (0.00) 
୉ୋ୏ 0.9372 (0.00)  0.9374 (0.00)  1.0002 (0.00) 
ைୋ୏ 0.7192 (0.00)  0.6850 (0.00)  0.9525 (0.00) 
୉ୖୗ 0.9408 (0.00)  0.9280 (0.00)  0.9864 (0.00) 
୓ୖୗ 0.8903 (0.00)  0.8543 (0.00)  0.9596 (0.00) 
Panel B: One-year out-of-sample period 
 (2) versus (1)  (3) versus (1)  (3) versus (2) 
 Theil U p-value  Theil U p-value  Theil U p-value 
୉ୗ୕ 0.9699 (0.00)  0.9748 (0.00)  1.0050 (0.00) 
୓ୗ୕ 1.1173 (0.00)  1.0908 (0.00)  0.9763 (0.00) 
୉ୋ୏ 0.9369 (0.00)  0.9379 (0.00)  1.0011 (0.00) 
ைୋ୏ 0.6018 (0.00)  0.5494 (0.00)  0.9128 (0.00) 
୉ୖୗ 0.9792 (0.00)  0.9402 (0.00)  0.9601 (0.00) 
୓ୖୗ 0.8281 (0.00)  0.7924 (0.00)  0.9569 (0.00) 
Panel B: Six-month out-of-sample period 
 (2) versus (1)  (3) versus (1)  (3) versus (2) 
 Theil U p-value  Theil U p-value  Theil U p-value 
୉ୗ୕ 0.9661 (0.00)  0.9638 (0.00)  0.9976 (0.00) 
୓ୗ୕ 1.0052 (0.00)  0.9978 (0.00)  0.9927 (0.00) 
୉ୋ୏ 0.9391 (0.00)  0.9127 (0.00)  0.9719 (0.00) 
ைୋ୏ 0.3952 (0.00)  0.3883 (0.00)  0.9825 (0.00) 
୉ୖୗ 0.9358 (0.00)  1.0666 (0.00)  1.1397 (1.00) 
୓ୖୗ 0.8057 (0.00)  0.7913 (0.00)  0.9822 (0.00) 
Notes: ୉ୗ୕, ୉ୋ୏ and ୉ୖୗ are three price volatility measures, namely, square return, Garman and Klass (1980) 
volatility, and the volatility proposed by Rogers and Satchel (1991) and Rogers et al. (1994) for the equity market; 
while ୓ୗ୕, ୓ୋ୏, and ைୖୗ are the corresponding volatility measures for the crude oil market. (2) versus (1) 
means that Model (2) is the competitor model and Model (1) is the benchmark model and is similar for (3) versus 
(1) and (3) versus (2). The three EGARCH (1,1) predictive regression models are presented as Equations (1), (2), 
and (3) in the main text. Three out-of-sample periods include 2 January 2011 to 31 December 2012 (two years), 
3 January 2012 to 31 December 2012 (one year), and 1 July 2012 to 31 December 2012 (six months). The Theil 
U statistics ൌ ୑ୗ୊୉భ୑ୗ୊୉బ, where 	ଵ and 	଴ are the Mean Square Forecast Errors from the competitor and 
benchmark models, respectively. The p-value of Clark and West (2007) adjusted-MSFE which tests the null 
hypothesis ଴ ׷ 	଴ ൑ 	ଵ against 	଴ ൐ 	ଵ is in parentheses. 
 
 
 
4.3.4 Economic significance 
The economic significance of the price volatility forecasting outperformance is considered in 
this sub-section. Table 4.8 reports the annualised utility gains of the trading strategy based on 
Model 3 compared to: (1) a buy-and-hold trading strategy; (2) a trading strategy based on 
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forecasting using Model 1; and (3) a trading strategy based on forecasting using Model 2. The 
table reports the utility gains for each measure’s price volatility forecasting from the first row 
to the sixth row of each panel, and the average utility gains in the last row. The results based 
on the S&P500 index as the equity market are reported in Panel A, and the results based on the 
NASDAQ index are reported in Panel B of Table 4.8. 
 
Table 4.8: Utility gain from out-of-sample forecasting 
Panel A: S&P500 
 Six-month  One-year  Two-year 
 (1) (2) (3)  (1) (2) (3)  (1) (2) (3) 
୉ୗ୕ -3.672 -2.569 -8.211  -3.274 3.018 -6.560  2.947 -0.510 -4.686 
୓ୗ୕ 6.898 4.041 4.996  24.081 -6.054 -3.798  24.279 -1.049 -1.831 
୉ୋ୏ 4.027 1.449 -3.030  2.879 8.571 2.209  5.605 -0.570 -2.861 
ைୋ୏ 4.537 2.406 9.115  28.609 -4.396 -4.172  25.390 -4.056 0.018 
୉ୖୗ 5.066 2.061 -4.324  1.056 5.542 0.963  8.693 2.057 2.696 
୓ୖୗ 4.898 2.478 4.939  29.724 -3.185 -2.544  29.020 -0.319 -2.674 
Average 3.626 1.644 0.581  13.846 0.583 -2.317  15.989 -0.741 -1.556 
Panel B: NASDAQ 
 Six-month  One-year  Two-year 
 (1) (2) (3)  (1) (2) (3)  (1) (2) (3) 
୉ୗ୕ 18.462 14.163 0.830  2.736 7.861 1.178  5.842 4.076 1.702 
୓ୗ୕ -1.499 -4.357 -3.402  27.942 -2.192 0.063  21.283 -4.045 -4.827 
୉ୋ୏ 19.683 8.954 -0.816  0.347 2.029 -2.504  5.167 0.158 3.548 
ைୋ୏ 2.296 0.165 6.874  22.582 -9.810 -9.418  28.720 -0.726 3.348 
୉ୖୗ 25.399 12.838 8.824  3.028 5.188 0.760  8.693 2.057 2.696 
୓ୖୗ 0.155 -2.265 0.196  24.569 -7.638 -7.048  29.020 -0.319 -2.674 
Average 10.749 4.916 2.084   13.534 -0.760 -2.828   16.454 0.200 0.632 
Notes:୉ୗ୕,  ୉ୋ୏ and ୉ୖୗ are the three price volatility measures, namely square return, Garman and Klass 
(1980) volatility, and the volatility proposed by Roger and Satchel (1991) and Roger et al. (1994) of the equity 
market; while ୓ୗ୕, ୓ୋ୏,  and ைୖୗ are the corresponding volatility measures of the crude oil market. This 
table reports the annualized utility gains of trading strategy based on Model 3 to forecast the price volatility 
compare to:  (1) Buy and hold trading strategy, (2) trading strategy based on the forecasting Model 1, (3) trading 
strategy based on the forecasting Model 2. Three out-of-sample periods include 2 January 2011 to 31 December 
2012 (two years), 3 January 2012 to 31 December 2012 (one year), and 1 July 2012 to 31 December 2012 (six 
months). The three EGARCH(1,1) predictive regression models are presented as Equation (1), (2), and (3) in the 
main text. The utility gain, in annualized percent, is the management fee the mean-variance investors are willing 
to pay for access to the forecasting model. The utility function ሺݎ௧ା௛ሻ െ ఊଶ ܸܽݎሺݎ௧ା௛ሻ . ߛ refers to the risk-aversion 
of investors and has value of six.  
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There are two important features worth highlighting from this analysis. First, the trading 
strategy based on the price volatility forecasting using Model 3 is superior to other strategies, 
as illustrated by the positive utility gains. Across the out-of-sample periods and equity markets, 
the average utility gains are positive in all cases when we compare with the buy-and-hold 
trading strategy. In addition, mean-variance investors are able to observe utility gains by using 
Model 3 instead of Model 1 to forecast price volatility, which is evidenced, on average, by four 
positive utility gains in the comparison (see column titled (2)). Turning to the comparison of 
Models 3 and 2, the average utility gains are positive in both the S&P500 and NASDAQ 
indexes in the six-month out-of-sample period. However, the results are mixed, with both 
positive and negative utility gains for the one-year and two-year out-of-sample periods. 
 
The second noteworthy point is that the magnitude of the utility gains is sizeable. For example, 
across all out-of-sample periods and equity markets, the average utility gains when compared 
to a buy-and-hold strategy are in the range of 3.63% to 16.45% per annum. On average, the 
utility gain in this comparison is 12.37% per annum, which can be interpreted as the investors 
being willing to pay an extra 12.37% per annum to have access to the additional information 
available in the Model 3 forecasting approach. Comparing the trading strategies, t, based on 
comparisons between Models 3 and 1, the average utility gains are in the range of -0.74% to 
4.92% per annum, while the range is -2.83% to 2.08% per annum when Model 3 is compared 
with Model 2. 
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4.4. CONCLUSION 
This chapter contributes to the existing literature by addressing the relative importance of 
information on trading volume and bid-ask spread using intraday data in predicting cross-
market volatility in the crude oil and equity markets. This study uses three nearby futures 
contracts: E-mini S&P500 index futures, E-mini NASDAQ index futures, and Light Sweet 
Crude Oil (WTI) futures over the period 2 January 2009 to 31 December 2012. 
 
In order to investigate the usefulness of the bid-ask spread and trading volume in predicting 
price volatility, we construct Model 1 which predicts the volatility of the crude oil or equity 
markets based on its own lagged volatility, while Model 2 is based on the information of the 
volatility, bid-ask spread, and trading volume of its own-market. On the other hand, we also 
examine the trading information from the cross-market in predicting price volatility by 
including the lagged volatility, lagged bid-ask spread, and lagged trading volume of its own-
market and from the cross-market in the predictive regression model (see Model 3). For the 
purpose of comparing forecasting performance between predictive regression models, we use 
the Theil U statistics and the MSFE-adjusted test. Finally, we test the economic significance 
of the trading strategies based on the forecasting models. 
 
Our findings are four-fold. First, we confirm the positive contemporaneous relationships 
between bid-ask spread, trading volume, and price volatility in which the relationships between 
the three variables are not only significant in their own-market but also in the cross-market set-
up. Second, the evidence from in-sample analysis illustrates that the integration of the bid-ask 
spread and trading volume variables improve the price volatility predictability. Furthermore, 
the trading information, such as the bid-ask spread, trading volume, and price volatility from 
the cross-market, also significantly predicts price volatility. These findings are robust across 
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different types of analysis including the regression fitness, the significance of variables in the 
predictive regression, and the forecasting evaluation.  
 
Third, the bid-ask spread and trading volume from its own-market and cross-market can 
improve the price volatility forecast ability in an out-of-sample analysis. This is illustrated by 
the fact that the majority of Theil U statistics using different combinations of the models are 
reported at statistically significantly less than a value of 1. Finally, we find that the 
improvement in price volatility forecasting is economically significant to the investors. The 
trading strategy based on the best forecasting model has a utility gain, on average, of 12.37% 
per annum compared to using a buy-and-hold trading strategy. 
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CHAPTER 5 
CONCLUSION 
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5.1 CONTRIBUTIONS OF THE DISSERTATION 
The contributions of this dissertation to the literature on the relationships between the crude oil 
and equity markets are as follows: 
 
The first essay contributes to the literature by recognising that the oil market is composed of 
consumers of oil and producers of oil, and tests how differently the stock returns are affected 
by oil price changes. The crude oil consumers and producers are expected to be influenced 
negatively and positively, respectively, by an increase in the crude oil price; therefore, the 
effect on the stock returns of these two agents should also be different. We also investigate the 
heterogeneous response to oil price changes of the sub-sectors belonging to consumers and 
producers of oil. Different types of consumers, such as air transport, truck transport, 
construction, and chemical manufacturing, or different types of crude oil producers, for 
instance, petroleum, and crude oil and natural gas exploration and production, are likely to have 
a different elasticity of stock return responses to an oil price change. This essay examines the 
relationship between the oil price returns and stock returns of the US market, not only at the 
aggregate (consumer and producer) level, but also at the sub-sector and firm levels. Finally, we 
do not only focus on statistical analysis as the broader literature on stock returns does, we also 
examine the economic significance of the relationships between stock returns and oil price 
changes through implementing a trading strategy. 
 
The second essay has three main contributions, as follows. First, unlike the extant literature on 
oil price  and stock returns that only focuses on in-sample predictability, the second essay 
contributes to the literature by investigating the out-of-sample stock return forecasting using 
the crude oil price. Second, the robustness of the forecasting performance is tested by using 
different forecasting estimators (OLS, AOLS, and FGLS). This approach is important because 
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it addresses the different statistical issues, such as predictor endogeneity and persistency and 
model heteroskedasticity, that characterize predictive regression models. In addition, there is 
simply no theory that dictates the choice of data frequency. As a result, many different data 
frequencies have been used in the stock returns forecasting literature. Earlier studies show that 
the choice of data frequency does matter for an empirical study, so it is important to confirm 
the robustness of the forecasting performance by using data at different frequencies such as 
daily, weekly and monthly data. We find that the results depend on not only the data frequency 
used but also on the estimator. Third, we investigate the stock return forecasting using the crude 
oil price at the sector level to relax the assumption that sectoral predictability is homogenous. 
The out-of-sample forecasting of returns is sector-dependent, suggesting that the oil price is 
relatively more important for some sectors than others. We investigate the determinants of 
predictability heterogeneity among sectors, an issue that the literature has not considered. We 
contribute to the stock return forecasting literature by examining the determinants of sector 
predictability using a number of industry characteristics, such as book-to-market ratio, dividend 
yield, market capitalisation, price-earnings ratio, and trading volume. 
 
Although the subject of cross-market volatility interaction between the crude oil and equity 
markets has been documented in the literature, the contribution of the third essay is that it 
addresses the relative importance of information on trading volume and bid-ask spread in this 
interaction. The previous studies have not incorporated the bid-ask spread and trading volume 
in an empirical model consisting of crude oil and equity market volatility, although the 
significant relationship between trading volume, bid-ask spread, and price volatility has been 
widely documented by the literature. Second, unlike the previous studies that use low-
frequency data, this essay employs intraday data in testing the volatility interaction between 
the crude oil and equity markets. The economic value of using intraday data in forecasting 
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volatility has been widely evidenced in the literature. Third, one main feature of previous 
studies testing the volatility interaction between crude oil and equity markets is that they are 
simply based on the sign and the statistical significance of other markets’ volatility variable’s 
parameter from the variance equation of a GARCH-type model. We extend this literature by 
investigating whether the cross-market volatility interaction can improve volatility forecasting. 
Our analysis is based on both in-sample and out-of-sample evaluations. Furthermore, we do 
not stop at the statistical analysis but also contribute to the literature by defining the economic 
value of cross-market volatility interaction, which has not been done previously. This essay, 
by comparing the trading strategy based on the best forecasting model to buy-and-hold trading 
strategy, shows that an investor has a utility gain, on average, of 12.37% per annum. The 
results, thus, are strengthened and are robust in both statistical and economic tests. 
 
5.2 MAIN FINDINGS OF THE DISSERTATION 
The main findings of this dissertation listed in the order of the chapters are as follows: 
 
1. The empirical study on the relationship between oil price changes and stock returns 
of crude oil consumers and producers reveals that: 
a. An increase in the oil price has a statistically significant and positive effect 
on stock returns of oil producers, but a statistically significant and negative 
effect on stock returns of consumers of oil. For the sub-sectors of oil 
consumers, we are able to reject the null hypothesis that the coefficient on 
oil price returns is zero at the 1% level for air transport, truck transport, and 
chemical manufacturing, but not for construction. On the other hand, the 
null hypothesis is strongly rejected at the 1% level for two producer sub-
sectors, petroleum and CONGEP. However, the magnitude of the effect 
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varies amongst sub-sectors of consumers or producers of oil, suggesting that 
stock returns heterogeneously respond to oil price changes. Focusing on the 
firm-level results, we find that firms within a sub-sector are also 
heterogeneous with respect to oil price changes. There is a statistically 
significant and positive effect of oil price changes on stock returns for 78-
87% of firms belonging to the producer sector, while between 10-55% of 
firms belonging to the consumer sector are negatively and significantly 
affected by oil price changes. This suggests that the heterogeneous response 
of firms in the consumer sub-sectors is far greater than observed in the 
producer-based sub-sectors. 
 
b. For the producer sector, oil price returns statistically significantly predict 
stock returns at lags one and two, while for the rest of the lags, the null 
hypothesis that the coefficient on lag is zero cannot be rejected. However, 
when we consider the petroleum and CONGEP sub-sectors, the lagged 
effects are stronger for petroleum for which oil price returns affect stock 
returns for up to eight lags. For the consumers, none of the lags of oil price 
returns predicts stock returns of the consumer sector and air transport sub-
sector, but oil price returns do predict stock returns at lags of seven and eight 
for the truck transport, construction, and chemical manufacturing sub-
sectors. These results suggest that producers of oil react much faster to oil 
price changes than do consumers of oil.  
 
c. Stock returns behave differently with regard to an increase in oil price 
returns compared to a decrease in oil price returns. Strong evidence of the 
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asymmetric effect of crude oil on stock returns is found in the crude oil 
consumer sector, as well as in the air transport, truck transport, 
manufacturing, petroleum, and CONGEP sub-sectors. For the firm-level 
results, between 35-65% of firms belonging to consumer sub-sectors have 
an asymmetric effect on stock returns, while for the producer sub-sectors, 
45-50% of firms experience an asymmetric effect of oil price changes on 
stock returns. 
 
d. Investors are able to make profits using a trading strategy based on oil price 
changes in both consumer and producer sectors and in most of their sub-
sectors. However, the profit is heterogeneous as investors can make 
relatively more profits in some sub-sectors compared to other sub-sectors. 
With transaction costs, investors in the producer sector, where an increase 
in oil price return has the largest and most significant effect on stock returns, 
the profit is around 7.4% per annum.  In the consumer sector, on the other 
hand, where an increase in oil price return generally has a statistically 
significant and negative effect on stock returns, investors gain by only 
around 1% per annum. While both petroleum and CONGEP offer investors 
annual profits, the profitability of petroleum (8.9%) is greater than profits 
for CONGEP (5.9%). With the consumer sub-sectors, profits are clearly 
sector-specific. Investors in the chemical manufacturing sector make the 
least profits (0.8%) while investors in the air transport sector make the most 
profits (4.8%) on an annual basis. Focusing on the firm-level results, we 
notice that for the consumer sub-sectors between 55-85% of firms 
experience a positive profit although the profits are only statistically 
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significant for the air transport sub-sector at the 5% level, while, between 
55-60% of firms in the two producer sub-sectors experience a positive profit 
and the profit is statistically significant. 
 
e. Our findings are robust to a range of different adjusted return measures and 
to the use of different measures of oil price. 
 
2. The empirical study on stock return forecasting using crude oil prices reveals that: 
a. When comparing the performance of the FGLS to OLS and AOLS 
approaches using the crude oil price to forecast out-of-sample stock returns, 
three main features of the results are observed. First, the FGLS model 
outperforms the OLS and AOLS models in forecasting stock returns, as 
evidenced by the fact that most of the ܴைௌଶ statistics are positive. Second, the 
outperformance of the FGLS model is statistically significant. Finally, the 
results are robust across the four different forecasting horizons and three 
different in-sample sizes used in this study, but the same cannot be said in 
regard to the use of different data frequencies. 
 
b. Focusing on the comparison with the historical benchmark model, the OLS 
and AOLS models based on oil price cannot beat the historical average 
model in forecasting the stock returns, since the ܴைௌଶ statistics are negative 
in all cases across different in-sample sizes, data frequencies, and 
forecasting horizons. On the other hand, the results of daily and weekly data 
strongly suggest that the FGLS estimator is superior to the historical average 
benchmark model, but the monthly data results suggest the opposite. We 
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obtain two ܴைௌଶ  that are statistically significantly greater than zero in the 
daily data results and seven of them in the weekly data results. The results 
are mixed for the first two forecasting horizons when we used monthly data, 
as we obtain both positive and negative ܴைௌଶ , but the ܴைௌଶ  statistics are 
negative in all cases for the forecasting horizons of six-months and 12-
months. Finally, we observe that using the sign restriction of Campbell and 
Thompson (2008) can improve the forecasting accuracy, which is illustrated 
by the increase in the number of positive and statistically significant ܴைௌଶ . 
We observe that an additional six and two ܴைௌଶ  are statistically and 
significantly greater than zero in the daily and monthly results, respectively. 
In addition, there are six cases where the ܴைௌଶ  statistics increase from a 
negative value to a positive value after applying the sign restriction. 
 
c. Considering the economic significance of the results, mean-variance 
investors are able to obtain utility gains by using the FGLS instead of the 
historical average model. The utility gains are consistently positive across 
the in-sample periods, forecasting horizons, data frequencies and risk 
aversion parameters. Furthermore, these utility gains are quite sizeable. 
Considering the daily data results, the utility gains vary in a range of 1.3% 
to 5.2%, and the average value is 3.2%. The results are similar based on 
weekly and monthly data models, where the average utility gains over in-
sample periods, forecasting horizons, and risk aversions are 3.4% and 2.6%, 
respectively.  
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d. The results from the sectoral analysis provide strong evidence supporting 
the outperformance of the restricted FGLS over the historical average 
model. In six out of ten sectors, namely, the industrial, consumer staples, 
consumer discretion, telecommunication, financial, and technology sectors, 
the ܴைௌଶ  statistics are positive in most or all of the four forecasting horizons. 
In addition, these ܴைௌଶ  are statistically significant as the number of rejections 
of the null hypothesis that ܴைௌଶ ൑ Ͳ is remarkably high. On the other hand, 
the ܴ ைௌଶ  are negative in most cases for the other four sectors, namely, energy, 
healthcare, material, and utility. 
 
e. Using the FGLS instead of the historical average forecasting model can 
bring gains to a mean-variance investor in seven sectors, namely, industrial, 
consumer staples, healthcare, consumer discretion, telecom, financial, and 
technology. On average, the positive utility gains of these sectors are 
heterogeneous, ranging from 0.1% to 9% per annum. On the other hand, we 
find negative utility gains for the other three sectors (energy, material and 
utility). 
 
f. The predictability of sectoral stock returns is statistically significantly and 
positively affected by the book-to-market ratio, dividend yield, and trading 
volume, while the impact of the size and price-earnings ratio is significantly 
negative. 
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g. In a robustness test, the Brent crude oil price is used instead of the WTI 
crude oil price in all our models to check whether using a different oil price 
series will influence our results. We find that our results are robust to the 
use of different oil price series.  
 
3. The empirical study on the volatility interaction between the crude oil and equity 
markets reveals that: 
a. The contemporaneous relationship between bid-ask spread, trading volume, 
and price volatility is positive and statistically significant. The relationships 
between the three variables are not only significant in their own-market but 
also in the cross-market set-up. 
 
b. The evidence from in-sample analysis illustrates that the integration of the 
trading information, such as bid-ask spread, trading volume and price 
volatility from both the crude oil and equity markets, improves the price 
volatility predictability. We find that the predictive regression models that 
contain information from both markets (Model 3) provide lower AIC and 
SIC in most cases, and higher adjusted ଶ in all cases compared to a 
predictive regression model with less information content (Models 1 and 2). 
In the predictive regression of Model 3, the coefficients of the trading 
information variables from both markets are positive and statistically 
significant in all cases, suggesting that these variables can predict price 
volatility across markets. Finally, the results from the Theil U statistics and 
MSFE adjusted tests demonstrate the superiority of Model 3 when compared 
to Models 1 and 2 in predicting price volatility. 
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c. Third, the outperformance of Model 3 over Models 1 and 2 is also found in 
an out-of-sample analysis, illustrated by the fact that the majority of reported 
Theil U statistics are statistically significantly less than a value of 1. 
 
d. Finally, we find that the improvement in price volatility forecasting is 
economically significant to the investors. The average utility gains are 
consistently positive across the out-of-sample periods and equity markets in 
all cases when we compare with the buy-and-hold trading strategy. In 
addition, mean-variance investors are able to observe utility gains by using 
Model 3 instead of Models 1 and 2 to forecast the price volatility in many 
cases. However, the results are mixed with both positive and negative utility 
gains for the one-year and two-year out-of-sample periods. Second, the 
magnitude of the utility gains are sizeable where the trading strategy based 
on the best forecasting model has a utility gain, on average, of 12.37% per 
annum compared to a buy-and-hold trading strategy. 
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APPENDIX 1 
Table 1: Unit root test 
 t-statistic p-value 
WTI Crude Oil  -38.58 0.00 
Brent Crude Oil -74.78 0.00 
Producer -76.98 0.00 
Consumer -35.49 0.00 
Air transport -49.74 0.00 
Truck transport -77.51 0.00 
Construction -73.77 0.00 
Manufacturing -75.08 0.00 
Petroleum -27.96 0.00 
CONGEP  -74.80 0.00 
Notes: This table reports the t-statistic and p-value for a standard augmented Dickey-Fuller (ADF) test, which 
examines the null hypothesis of a unit root for WTI and Brent crude oil returns and stock returns of oil producer 
and consumer sectors and sub-sectors.  
 
 
 
Table 2: Contemporaneous effect of Brent crude oil returns on stock returns 
Panel A: Index level 
  Alpha Crude oil Market 
Producer  0.006 
(0.65) 
0.120*** 
(0.00) 
0.595*** 
(0.00) 
Consumer -0.032*** 
(0.01) 
-0.015*** 
(0.00) 
0.896*** 
(0.00) 
Panel B: Sub-sector level 
 Alpha Crude oil Market 
Air transport -0.061*** 
(0.00) 
-0.026*** 
(0.00) 
0.910*** 
(0.00) 
Truck transport -0.009 
(0.67) 
-0.012* 
(0.10) 
0.811*** 
(0.00) 
Construction -0.040*** 
(0.01) 
-0.003 
(0.69) 
1.038*** 
(0.00) 
Manufacturing -0.069*** 
(0.00) 
-0.006*** 
(0.00) 
0.763*** 
(0.00) 
Petroleum 0.029*** 
(0.00) 
0.126*** 
(0.00) 
0.503*** 
(0.00) 
CONGEP 0.028 
(0.21) 
0.146*** 
(0.00) 
0.526*** 
(0.00) 
Notes: This table reports the coefficients and p-values (in parentheses) of GARCH (1,1) model ܴ௧ ൌ ߙ ൅
ߚଵܱܴ௧ ൅ ߚଶܴ݉݇ݐ௧ ൅ ߝ௧ where ܴ௧ is the daily stock excess return of producer and consumer indices and sub-
sectors in the crude oil supply chain. ܱܴ௧ is the daily crude oil price change. ܴ݉݇ݐ௧ is the daily stock excess 
market return. Panel A reports results for the consumer and producer aggregate indices, while Panel B contains 
results from the sub-sectors of the consumer (air transport, truck transport, construction and chemical 
manufacturing) and producer sectors (petroleum and CONGEP). ***, **, and * denote rejection of the null 
hypothesis at the 1%, 5%, and 10% levels, respectively. 
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Table 3: Summary of contemporaneous effect of Brent crude oil returns on stock 
returns at the firm level 
  -(Significant) +(Significant) -(Insignificant) +(Insignificant) 
Air transport 10 (50%) 3 (15%) 4 (20%) 3 (15%) 
Truck transport 6 (30%) 1 (5%) 9 (45%) 4 (20%) 
Construction 5 (25%) 6 (30%) 3 (15%) 6 (30%) 
Manufacturing 4 (20%) 3 (15%) 8 (40%) 5 (25%) 
Petroleum 0 (0%) 18 (90%) 0 (0%) 2 (10%) 
CONGEP 1 (2%) 49 (82%) 3 (5%) 7 (12%) 
Notes: This table reports the results for the crude oil contemporaneous effect on stock returns at firm level for 
sub-sectors of the crude oil consumer (air transport, truck transport, construction and chemical manufacturing) 
and crude oil producer sectors (petroleum and CONGEP) based on GARCH (1,1) model ܴ௧ ൌ ߙ଴ ൅ ߚଵܱܴ௧ ൅
ߚଶܴ݉݇ݐ௧ ൅ ߝ௧; where ܴ௧ is the daily stock excess return of producer and consumer indices and sub-sectors in the 
crude oil supply chain. ܱܴ௧ is the daily crude oil price change. ܴ݉݇ݐ௧ is the daily stock market excess return. We 
report the number of firms in different sectors as statistically significant or statistically insignificant with positive 
and negative signs in this table. In addition, this result is converted into a percentage for each sub-sector and 
reported in parentheses. 
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Table 5: Asymmetric effect of Brent crude oil returns on stock returns 
Panel A: Index level 
 OR+ OR- OR+ = OR- 
Producer 0.126*** 
(0.00) 
0.096*** 
(0.00) 
2.33**  
(0.02)  
Consumer 0.004  
(0.57) 
-0.034***  
(0.00) 
3.40*** 
(0.00) 
Panel B: Sub-sector level 
 OR+ OR- OR+ = OR- 
Air transport -0.027***  
(0.00) 
-0.025***  
(0.00) 
-0.21  
(0.83) 
Truck transport -0.010  
(0.45) 
-0.015  
(0.18) 
0.28  
(0.78) 
Construction 0.016  
(0.18) 
-0.019* 
(0.06) 
1.97** 
(0.05) 
Manufacturing 0.050*** 
(0.00) 
-0.071***  
(0.00) 
17.81***  
(0.00) 
Petroleum 0.123***  
(0.00) 
0.129***  
(0.00) 
-0.63  
(0.53) 
CONGEP 0.161***  
(0.00) 
0.132***  
(0.00) 
1.66 * 
(0.10) 
Panel C: Firm level 
 Number of firms % of firms 
Air transport 10 50% 
Truck transport 5 25% 
Construction 6 30% 
Manufacturing 7 35% 
Petroleum 8 40% 
CONGEP 26 43% 
Notes: This table reports results for the asymmetric effect of crude oil on stock returns based on GARCH (1,1) 
model ܴ௧ ൌ ߙ଴ ൅ ߚଵܱܴ௧ା ൅ ߚଶܱܴ௧ି ൅ ߚଷܴ݉݇ݐ௧ ൅ ߝ௧; where ܴ௧ is the daily stock excess return of producer and 
consumer indices and sub-sectors in the crude oil supply chain; ܱܴ௧ା ൌ ሺͲǡ ܱܴ௧ሻ is a positive asymmetric oil 
price return;  ܱܴ௧ି ൌ ሺͲǡ ܱܴ௧ሻ is a negative asymmetric oil price return; and ܴ݉݇ݐ௧ is the daily stock market 
excess return. Panel A reports result for the consumer and producer aggregate indices, while Panel B reports 
results for consumer sub-sectors (air transport, truck transport, construction and chemical manufacturing) and 
producer sub-sectors (petroleum and CONGEP). The second and the third columns of Panels A and B report the 
coefficient and its p-value (in parentheses) for positive and negative asymmetric oil price returns, respectively. 
The last column presents the t-statistic and p-value (in parentheses) for a Wald test with the null hypothesis that 
ߚଵ ൌ ߚଶ. Panel C presents results at the firm level with the number and the proportion of firms in different sub-
sectors that statistically reject the null of Wald test. ***, **, and * denote rejection of the null hypothesis at the 
1%, 5%, and 10% levels, respectively. 
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Table 6: Contemporaneous effect of Brent crude oil returns on stock returns: A 
robustness test 
Panel A: Index level 
 Model 1 Model 2 
Producer  0.110*** 
(0.00) 
0.109*** 
(0.00) 
Consumer  -0.026*** 
(0.00) 
-0.026*** 
(0.00) 
Panel B: Sub-sector level 
 Model 1 Model 2 
Air transport -0.033*** 
(0.00) 
-0.035*** 
(0.00) 
Truck transport -0.024*** 
(0.00) 
-0.024*** 
(0.00) 
Construction -0.020*** 
(0.00) 
-0.020*** 
(0.00) 
Manufacturing -0.025*** 
(0.00) 
-0.026*** 
(0.00) 
Petroleum 0.098*** 
(0.00) 
0.094*** 
(0.00) 
CONGEP  0.133*** 
(0.00) 
0.133*** 
(0.00) 
Notes: This table reports the robustness test results for the contemporaneous effect of crude oil returns on stock 
returns. We use the Fama-French three-factor model (Model 1) and Carhart four-factor model (Model 2) to adjust 
returns. Here, we report the coefficient of crude oil return and its p-value (in parentheses) based on the GARCH 
(1,1) model: ܴ௧כ ൌ ߙ ൅ ߚଵܱܴ௧ ൅ ߝ௧; where ܴ௧כ is the adjusted return from Model 1 or Model 2; and ܱܴ௧ is the 
daily crude oil price change. Panel A reports results for the consumer and producer aggregate indices and Panel 
B contains results from the sub-sectors of the consumer and producer sectors. ***, **, and * denote rejection of 
the null hypothesis at the 1%, 5%, and 10% levels, respectively. 
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Table 7: Summary of contemporaneous effect of Brent crude oil returns on stock 
returns at the firm level: A robustness test 
Panel A: Model 1 
  -(Significant)  +(Significant)  -(Insignificant)  +(Insignificant) 
Air transport 12 (60%)  2 (10%)  3 (15%)  3 (15%) 
Truck transport 9 (45%)  1 (5%)  7 (35%)  3 (15%) 
Construction 9 (45%)  2 (10%)  6 (30%)  3 (15%) 
Manufacturing 1 (5%)  7 (35%)  3 (15%)  9 (45%) 
Petroleum 0 (0%)  17 (85%)  0 (0%)  3 (15%) 
CONGEP 1 (2%)   50 (83%)   4 (7%)   5 (8%) 
Panel B: Model 2 
  -(Significant)  +(Significant)  -(Insignificant)  +(Insignificant) 
Air transport 12 (60%)  3 (15%)  3 (15%)  2 (10%) 
Truck transport 10 (50%)  2 (10%)  6 (30%)  2 (10%) 
Construction 9 (45%)  2 (10%)  6 (30%)  3 (15%) 
Manufacturing 1 (5%)  7 (35%)  5 (25%)  7 (35%) 
Petroleum 0 (0%)  17 (85%)  0 (0%)  3 (15%) 
CONGEP 1 (2%)   48 (80%)   4 (7%)   7 (12%) 
Notes: This table reports the robustness test results for the contemporaneous effect of crude oil returns on stock 
returns at firm level using two adjusted returns based on the Fama-French three-factor model (Model 1) and 
Carhart four-factor model (Model 2). We report the number of firms in different sub-sectors as statistically 
significant or statistically insignificant with positive and negative signs of the crude oil coefficient, based on 
GARCH (1,1) model: ܴ௧כ ൌ ߙ ൅ ߚଵܱܴ௧ ൅ ߝ௧; where ܴ௧כ is the adjusted return from Model 1 or Model 2; and ܱܴ௧ 
is the daily crude oil price change. In addition, this result is converted into a percentage for each sub-sector and 
reported in parentheses. 
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Table 9: Summary lagged effect of Brent crude oil returns on stock returns at the firm 
level: A robustness test 
 Lag 1 2 3 4 5 6 7 8 
Air transport Model 1 40% 20% 30% 35% 35% 10% 10% 10% 
Model 2 40% 20% 30% 35% 40% 10% 5% 10% 
Truck transport Model 1 10% 10% 30% 20% 20% 10% 35% 20% 
Model 2 10% 10% 35% 20% 20% 10% 35% 20% 
Construction Model 1 15% 20% 10% 15% 5% 25% 10% 15% 
Model 2 15% 20% 10% 10% 5% 30% 10% 15% 
Manufacturing Model 1 35% 20% 20% 10% 20% 10% 10% 10% 
Model 2 35% 20% 20% 10% 20% 10% 10% 10% 
Petroleum Model 1 50% 30% 25% 30% 30% 30% 25% 10% 
Model 2 50% 30% 25% 30% 30% 30% 25% 15% 
CONGEP Model 1 45% 33% 25% 30% 22% 18% 23% 17% 
Model 2 47% 33% 23% 32% 17% 17% 22% 17% 
Notes: This table reports the robustness test results for lagged effect of crude oil returns on stock returns at the 
firm level using two adjusted returns based on the Fama-French three-factor model (Model 1) and Carhart four-
factor model (Model 2). We report the proportion of firms that has statistically and positively significant 
coefficients for producer sub-sectors and statistically and negatively significant coefficients for consumer sub-
sectors based on the GARCH (1,1) model: ܴ௧כ ൌ ߙ ൅ σ ߚ௜ܱܴ௧ି௜௜଼ୀଵ ൅ ߝ௧; where ܴ௧כ is the adjusted return from 
Model 1 or Model 2, and ܱܴ௧ is the daily crude oil price change.  
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Table 10: Asymmetric effect of Brent crude oil returns on stock return: A robustness 
test 
Panel A: Index level 
 Model 1  Model 2 
 R+ R- R+ = R-  R+ R- R+ = R- 
Producer 0.121***  
(0.00) 
0.100***  
(0.00) 
1.71* 
(0.09)  
0.121***  
(0.00) 
0.098***  
(0.00) 
1.92  
(0.05) 
Consumer -0.002  
(0.71) 
-0.051***  
(0.00) 
4.67***  
(0.00)  
-0.003  
(0.68) 
-0.049***  
(0.00) 
4.44*** 
(0.00) 
Panel B: Sub-sector level 
 Model 1  Model 2 
 R+ R- R+ = R-  R+ R- R+ = R- 
Air transport -0.048***  
(0.00) 
-0.017***  
(0.00) 
-2.60***  
(0.01)  
-0.057***  
(0.00) 
-0.012***  
(0.01) 
-3.66***  
(0.00) 
Truck transport -0.016  
(0.21) 
-0.032***  
(0.01) 
0.82  
(0.41)  
-0.019  
(0.15) 
-0.030***  
(0.01) 
0.55  
(0.58) 
Construction 0.002  
(0.86) 
-0.041***  
(0.00) 
2.45***  
(0.01)  
0.002  
(0.86) 
-0.040***  
(0.00) 
2.37**  
(0.02) 
Manufacturing 0.040 *** 
(0.00) 
-0.081***  
(0.00) 
23.62***  
(0.00)  
0.040***  
(0.00) 
-0.082***  
(0.00) 
23.97***  
(0.00) 
Petroleum 0.089 *** 
(0.00) 
0.105*** 
(0.00) 
-1.91*  
(0.06)  
0.086***  
(0.00) 
0.102***  
(0.00) 
-1.85*  
(0.07) 
CONGEP 0.149 *** 
(0.00) 
0.118***  
(0.00) 
1.87*  
(0.06)  
0.151***  
(0.00) 
0.117***  
(0.00) 
2.02**  
(0.04) 
Panel C: Firm level 
 Model 1  Model 2 
 Number of firms % of firms  Number of firms % of firms 
Air transport 10 50%  9 45% 
Truck transport 4 20%  5 25% 
Construction 5 25%  4 20% 
Manufacturing 7 35%  6 30% 
Petroleum 8 40%  9 45% 
CONGEP 30 50%  25 42% 
Notes: This table reports the robustness test results for the asymmetric effect of crude oil returns on stock returns 
using two adjusted returns based on the Fama-French three-factor model (Model 1) and Carhart four-factor model 
(Model 2). We use the crude oil asymmetric returns based on the following GARCH (1,1) model: ܴ௧כ ൌ ߙ଴ ൅
ߚଵܱܴ௧ା ൅ ߚଶܱܴ௧ି ൅ ߝ௧; where ܱܴ௧ା ൌ ሺͲǡ ܱܴ௧ሻ is a positive asymmetric oil price return, and ܱܴ௧ି ൌ
ሺͲǡ ܱܴ௧ሻ is a negative asymmetric oil price return; and ܴ௧כ is the adjusted return from Model 1 or Model 2. 
Panel A reports results for the consumer and producer aggregate indices and Panel B reports results for consumer 
sub-sectors (air transport, truck transport, construction and chemical manufacturing) and producer sub-sectors 
(petroleum and CONGEP). The first and the second columns of each model in Panels A and B report the 
coefficient and its p-value (in parentheses) for positive and negative asymmetric oil price returns, respectively; 
while the last column presents the t-statistic and p-value of a Wald test which tests the null hypothesis that ߚଵ ൌ
ߚଶ. Panel C presents results at the firm level with the number and the proportion of firms in different sub-sectors 
which statistically reject the null of Wald test. ***, **, and * denote rejection of the null hypothesis at the 1%, 
5%, and 10% levels, respectively. 
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Table 11: Profits gain from Brent crude oil-based trading strategy compared to a buy-
and-hold strategy 
Panel A: Index and sub-sector level 
 No transaction cost  Transaction cost 
 Profit gain t value  Profit gain t value 
Producer 10.79*** (3.24)  6.84** (2.06) 
Consumer 5.75 (1.53)  1.81 (0.48) 
Air transport 9.56* (1.86)  5.61 (1.09) 
Truck transport 4.62 (0.96)  0.68 (0.14) 
Construction 0.02 (0.00)  -3.92 (-0.72) 
Manufacturing 3.36 (0.75)  -0.58 (-0.13) 
Petroleum 13.22*** (3.53)  9.27** (2.48) 
CONGEP 8.37** (2.06)   4.43 (1.09) 
Panel B: Firm level 
 No transaction cost  Transaction cost 
 Proportion Profit gain  Proportion Profit gain 
Air transport 85% 14.62**  75% 10.68 
Truck transport 65% 2.60  50% -1.34 
Construction 55% 0.43  40% -3.51 
Manufacturing 40% 0.45  25% -3.50 
Petroleum 90% 12.96***  85% 8.74*** 
CONGEP 77% 14.28***   72% 10.34*** 
Notes: This table reports profits based on a simple trading strategy that generates buy-and-sell signals based on 
the degree of oil price change. We use a crude oil return band of 1%. In the case of producer sector and sub-
sectors, oil return has a positive effect. Therefore, if the oil price return is greater than 1%, an investor takes a 
long position; if the return is between -1% to 1%, an investor stays out of the market (that is, no position is taken); 
and if the oil return is less than -1%, an investor takes a short position. For consumer sector and sub-sectors, oil 
return has a negative effect. Therefore, if oil price return is less than -1%, an investor takes a long position; if 
return is between -1% to 1% then the investor takes no position; and if the return is greater than 1% then an 
investor takes a short position. We report profits with and without the transaction cost of 0.1%. ***, ** and * 
denote rejection of the null hypothesis at the 1%, 5%, and 10% levels, respectively. 
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APPENDIX 2 
Table 1 : Selective descriptive statistics: A robustness test using Brent crude oil price 
Panel A: Daily data 
 Mean SD ૉ ARCH(5) ARCH(10) 
Jan 1988 - December 2012 40.576 31.945 1.000 0.00 0.00 
April 1994 - December 2012 47.865 33.788 1.000 0.00 0.00 
July 2000 - December 2012 62.775 32.201 0.999 0.00 0.00 
October 2006 - December 2012 87.757 24.222 0.997 0.00 0.00 
Panel B: Weekly data 
 Mean SD ૉ ARCH(6) ARCH(12) 
Jan 1988 - December 2012 40.623 31.989 0.999 0.00 0.00 
April 1994 - December 2012 47.923 33.831 0.998 0.00 0.00 
July 2000 - December 2012 62.857 32.265 0.996 0.00 0.00 
October 2006 - December 2012 87.810 24.383 0.986 0.00 0.00 
Panel C: Monthly data 
 Mean SD ૉ ARCH(6) ARCH(12) 
Jan 1988 - December 2012 40.481 28.815 0.993 0.00 0.00 
April 1994 - December 2012 47.345 30.229 0.989 0.00 0.00 
July 2000 - December 2012 61.197 28.022 0.978 0.00 0.00 
October 2006 - December 2012 82.707 20.095 0.921 0.00 0.00 
Notes: This table reports the selective descriptive statistics for the Brent crude oil price. The descriptive statistics 
are for the total sample from 4 January 1988 to 31 December 2012 and three out-of-sample periods associated 
with the three choices of in-sample 25%, 50% and 75%. The table reports results for the daily, weekly and monthly 
data. ɏ refers to the autoregressive coefficient in Equation (2) ݔ௧ାଵ ൌ ߤሺͳ െ ߩሻ ൅ ߩݔ௧ ൅ ߝ௧ାଵ, ARCH (q) refers 
to a Lagrange multiplier test of the zero slope restriction in an ARCH regression of order q and the p-value of the 
test is reported. 
 
 
Table 2: Endogeneity test: A robustness test using Brent crude oil price 
 Daily data  Weekly data  Monthly data 
 Correlation ࢽ   Correlation ࢽ  Correlation ࢽ 
January 1988 - December 2012 0.099 
(0.00) 
0.108  
(0.00) 
 
0.165  
(0.00) 
0.167  
(0.00) 
 
0.119 
(0.04) 
0.121  
(0.00) 
April 1994 - December 2012 0.132 
(0.00) 
0.139  
(0.00) 
 
0.206  
(0.00) 
0.199  
(0.00) 
 
0.177  
(0.00) 
0.167  
(0.00) 
July 2000 - December 2012 0.157  
(0.00) 
0.148  
(0.00) 
 
0.245  
(0.00) 
0.208  
(0.00) 
 
0.228  
(0.01) 
0.187 
(0.00) 
October 2006 - December 2012 0.227 
(0.00) 
0.195  
(0.00) 
 
0.349  
(0.00) 
0.270  
(0.00) 
 
0.351  
(0.00) 
0.247  
(0.00) 
Notes: This table reports the endogeneity test in the total sample from 4 January 1988 to 31 December 2012 and 
three out-of-sample periods (associated with three choices of in-sample period 25%, 50% and 75%). The first 
column of each data frequency panel presents the correlation between OLS regression residuals in Equation (1) 
ݎ௧ା௛ ൌ ߙ ൅ ߚݔ௧ ൅ ߳௧ା௛ and first difference of predictor (crude oil price).ߛ denotes the coefficient in Equation 
(3)߳௧ ൌ ߛߝ௧ ൅ ߟ௧. The p-value with the null hypotheses that the correlation is equal to zero and the ߛ ൌ Ͳ is 
reported in parentheses. 
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Table 3: FGLS versus OLS and AOLS: A robustness test using Brent crude oil price 
Panel A: Daily data 
  h=1   h=2   h=5   h=10  
OLS 25% 0.083** (0.05)  0.079** (0.04)  0.063 (0.11)  0.075* (0.07) 
 50% 0.101** (0.05)  0.094** (0.05)  0.077 (0.11)  0.092* (0.08) 
 75% 0.132* (0.08)  0.123* (0.07)  0.104 (0.13)  0.131* (0.08) 
AOLS 25% 0.093** (0.03)  0.083** (0.03)  0.071* (0.07)  0.083* (0.04) 
 50% 0.115** (0.04)  0.099** (0.04)  0.089* (0.08)  0.104* (0.05) 
 75% 0.162** (0.05)  0.136* (0.06)  0.118* (0.10)  0.140* (0.07) 
Panel B: Weekly data 
  h=1   h=2   h=4   h=12  
OLS 25% 0.455* (0.08)  0.485* (0.10)  0.195 (0.27)  0.568* (0.06) 
 50% 0.586* (0.08)  0.670* (0.09)  0.342 (0.21)  0.679* (0.08) 
 75% 0.914* (0.07)  1.019* (0.09)  0.820* (0.09)  1.050* (0.07) 
AOLS 25% 0.481* (0.07)  0.506* (0.09)  0.222 (0.28)  0.941** (0.03) 
 50% 0.620* (0.07)  0.700* (0.08)  0.422 (0.17)  1.343** (0.02) 
 75% 0.944* (0.07)  1.001* (0.09)  0.916* (0.07)  2.046** (0.02) 
Panel C: Monthly data 
  h=1   h=3   h=6   h=12  
OLS 25% 1.236* (0.08)  1.421* (0.10)  0.228 (0.43)  0.096 (0.48) 
 50% 1.264 (0.14)  1.720 (0.12)  0.653 (0.35)  0.828 (0.35) 
 75% 0.962 (0.27)  4.177** (0.04)  1.843 (0.24)  -1.651 (0.97) 
AOLS 25% 1.201* (0.08)  1.617 (0.22)  2.574* (0.10)  1.112 (0.23) 
 50% 1.218* (0.09)  3.143 (0.12)  3.522* (0.06)  2.153* (0.10) 
 75% 0.956 (0.25)  7.496*** (0.01)  5.126*** (0.00)  -3.124 (0.98) 
Notes: This table reports the ܴைௌଶ for the competitor model FGLS compared to the benchmark models OLS and 
AOLS. The in-sample proportion choices are in the second column. The DMW p-value in parentheses tests the 
null hypothesis ܪ଴ ׷ ܯܵܨܧ଴ ൑ ܯܵܨܧଵ against ܯܵܨܧ଴ ൐ ܯܵܨܧଵ, corresponding to ܪ଴ ׷  ܴைௌଶ ൑ Ͳ against 
ܴைௌଶ ൐ Ͳ. h refers to the forecasting horizon. *, **, *** denote significance at the 10%, 5% and 1% levels, 
respectively. 
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Table 4: OLS and AOLS versus historical average: A robustness test using Brent crude 
oil price 
Panel A: Daily data 
  h=1  h=2  h=5  h=10 
OLS 25% -0.062 (0.25)  -0.050 (0.22)  -0.045 (0.21)  -0.038 (0.22) 
 50% -0.062 (0.21)  -0.045 (0.19)  -0.047 (0.19)  -0.039 (0.20) 
 75% -0.056 (0.34)  -0.035 (0.32)  -0.030 (0.30)  -0.028 (0.31) 
AOLS 25% -0.074 (0.26)  -0.055 (0.21)  -0.056 (0.21)  -0.050 (0.21) 
 50% -0.076 (0.23)  -0.050 (0.18)  -0.059 (0.20)  -0.051 (0.20) 
 75% -0.086 (0.41)  -0.048 (0.36)  -0.043 (0.34)  -0.036 (0.34) 
Panel B: Weekly data 
  h=1  h=2  h=4  h=12 
OLS 25% -0.283 (0.19)  -0.256 (0.15)  -0.366 (0.37)  -0.616 (0.54) 
 50% -0.307 (0.17)  -0.322 (0.15)  -0.392 (0.33)  -0.593 (0.47) 
 75% -0.216 (0.29)  -0.187 (0.27)  -0.344 (0.39)  -0.429 (0.35) 
AOLS 25% -0.310 (0.19)  -0.278 (0.15)  -0.393 (0.34)  -0.995 (0.81) 
 50% -0.340 (0.17)  -0.353 (0.15)  -0.472 (0.31)  -1.270 (0.78) 
 75% -0.246 (0.32)  -0.168 (0.28)  -0.441 (0.47)  -1.450 (0.82) 
Panel C: Monthly data 
  h=1  h=3  h=6  h=12 
OLS 25% -1.368 (0.24)  -3.692 (0.56)  -3.718 (0.56)  -5.113 (0.75) 
 50% -1.289 (0.19)  -3.519 (0.50)  -4.962 (0.55)  -6.723 (0.71) 
 75% -1.027 (0.29)  -1.941 (0.29)  -6.278 (0.50)  -4.985 (0.61) 
AOLS 25% -1.333 (0.19)  -3.898 (0.67)  -6.216 (0.79)  -6.194 (0.33) 
 50% -1.242 (0.15)  -5.040 (0.65)  -8.084 (0.78)  -8.168 (0.34) 
 75% -1.021 (0.32)   -5.599 (0.69)   -9.955 (0.89)   -3.486 (0.57) 
Notes: This table reports the ܴைௌଶ for the competitor models, OLS and AOLS, compared with the historical average 
benchmark model. The in-sample proportion choices are in the second column. The Clark and West (2007) 
adjusted MSFE p-values are reported in parentheses, which test the null hypothesis ܪ଴ ׷ ܯܵܨܧ଴ ൑ ܯܵܨܧଵ 
against ܯܵܨܧ଴ ൐ ܯܵܨܧଵ, corresponding to ܪ଴ ׷ ܴைௌଶ ൑ Ͳ against ܴைௌଶ ൐ Ͳ. h refers to the forecasting horizon. 
*, **, *** denote significance at the 10%, 5% and 1% levels, respectively. 
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Table 5: FGLS and restricted FGLS versus historical average: A robustness test  
using Brent crude oil price 
Panel A: Daily data 
  h=1  h=2  h=5  h=10 
FGLS 25% 0.018 (0.11)  0.029* (0.10)  0.018 (0.12)  0.036* (0.10) 
 50% 0.039* (0.09)  0.049* (0.08)  0.030 (0.11)  0.052* (0.09) 
 75% 0.077 (0.16)  0.088 (0.15)  0.075 (0.17)  0.103 (0.13) 
Restricted 25% 0.037** (0.05)  0.046** (0.04)  0.049** (0.04)  0.045** (0.05) 
FGLS 50% 0.071*** (0.01)  0.067*** (0.01)  0.068** (0.02)  0.062** (0.02) 
 75% 0.027 (0.17)  0.020 (0.22)  0.016 (0.27)  0.015 (0.28) 
Panel B: Weekly data 
  h=1  h=2  h=4  h=12 
FGLS 25% 0.173* (0.08)  0.229* (0.07)  -0.170 (0.34)  -0.045 (0.34) 
 50% 0.281* (0.07)  0.350* (0.06)  -0.049 (0.25)  0.090 (0.27) 
 75% 0.700* (0.08)  0.835* (0.06)  0.479 (0.13)  0.626 (0.13) 
Restricted 25% 0.199** (0.05)  0.233** (0.04)  -0.140 (0.54)  -0.154 (0.60) 
FGLS 50% 0.299** (0.03)  0.341** (0.02)  -0.014 (0.36)  -0.058 (0.46) 
 75% 0.085 (0.24)  0.111 (0.21)  0.042 (0.35)  0.020 (0.40) 
Panel C: Monthly data 
  h=1  h=3  h=6  h=12 
FGLS 25% -0.116 (0.11)  -2.218 (0.57)  -3.481 (0.80)  -5.013 (0.27) 
 50% -0.009* (0.10)  -1.738 (0.49)  -4.277 (0.80)  -5.839 (0.26) 
 75% -0.056 (0.31)  2.317 (0.17)  -4.319 (0.66)  -6.718 (0.74) 
Restricted 25% 1.627*** (0.01)  -1.986 (0.83)  -1.589 (0.81)  0.871* (0.07) 
FGLS 50% 2.333*** (0.01)  -1.798 (0.82)  -1.697 (0.82)  2.229** (0.02) 
 75% 0.615 (0.21)   0.464 (0.27)   -0.121 (0.45)   0.593 (0.21) 
Notes: This table reports the ܴைௌଶ for the competitor models, FGLS and restricted FGLS, compared with the 
historical average benchmark model. The in-sample proportion choices are in the second column. The Clark and 
West (2007) adjusted MSFE p-values are reported in parentheses, which test the null hypothesis ܪ଴ ׷ ܯܵܨܧ଴ ൑
ܯܵܨܧଵ against ܯܵܨܧ଴ ൐ ܯܵܨܧଵ, corresponding to ܪ଴ ׷  ܴைௌଶ ൑ Ͳ against ܴைௌଶ ൐ Ͳ. h refers to the forecasting 
horizon. *, **, *** denote statistically significant at the 10%, 5%, and 1% levels, respectively. 
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Table 6: Utility gains from using the FGLS instead of historical average: A robustness 
test using Brent crude oil price 
Panel A: Daily data 
 ࢽ ൌ ૜  ࢽ ൌ ૟   Average 
 h =1  h =2  h =5 h =10   h =1  h =2  h =5 h =10    
25% 3.118 3.097 3.342 3.423  1.340 1.295 1.308 1.378  2.288 
50% 5.230 5.180 5.106 5.009  2.614 2.589 2.551 2.503  3.848 
75% 4.896 4.786 4.327 4.571  2.446 2.391 2.162 2.284  3.483 
Panel B: Weekly data 
 ࢽ ൌ ૜  ࢽ ൌ ૟   Average 
 h =1  h =2  h =4 h =12   h =1  h =2  h =4 h =12    
25% 3.377 3.962 0.998 0.272  1.586 1.761 -0.433 -0.574  1.369 
50% 5.321 5.811 3.483 2.482  2.657 2.908 1.242 0.806  3.089 
75% 6.201 6.530 6.025 4.833  3.097 3.261 3.009 2.414  4.421 
Panel C: Monthly data 
 ࢽ ൌ ૜  ࢽ ൌ ૟   Average 
 h =1  h =3  h =6  h =12   h =1  h =3  h =6  h =12    
25% 5.059 0.342 1.203 5.250  3.677 -0.253 -0.701 2.594  2.146 
50% 8.270 2.391 2.846 7.248  4.705 0.070 -1.332 4.256  3.557 
75% 8.884 7.827 7.782 6.996  5.601 4.027 1.479 4.781  5.922 
Notes: This table reports the average utility gains of using the FGLS model based on the oil price instead of the 
historical average model to forecast the stock returns. The utility gain, in annualized percentage, is the 
management fee the mean-variance investors are willing to pay for access to the forecasting model. The in-sample 
proportion choices are in the second column. ߛ refers to the risk-aversion and h refers to the forecasting horizons. 
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Table 7: Restricted FGLS versus historical average at sector level: A robustness test  
using Brent crude oil price 
  h=1  h=2  h=5  h=10 
Energy 25% -0.080 (0.95)  -0.057 (0.88)  -0.079 (0.90)  -0.065 (0.85) 
 50% -0.095 (0.95)  -0.066 (0.91)  -0.092 (0.91)  -0.082 (0.88) 
 75% -0.116 (0.95)  -0.069 (0.86)  -0.109 (0.92)  -0.092 (0.90) 
Material 25% -0.011 (0.64)  -0.008 (0.59)  -0.012 (0.61)  -0.017 (0.69) 
 50% -0.014 (0.63)  -0.009 (0.57)  -0.016 (0.62)  -0.023 (0.69) 
 75% -0.022 (0.68)  -0.015 (0.60)  -0.024 (0.65)  -0.023 (0.64) 
Industrial 25% 0.042* (0.09)  0.040* (0.10)  0.055 (0.06)  0.040* (0.10) 
 50% 0.061** (0.05)  0.060** (0.05)  0.069** (0.04)  0.055* (0.07) 
 75% 0.027 (0.22)  0.027 (0.22)  0.025 (0.23)  0.021 (0.27) 
Consumer  
Staples 
25% 0.035 (0.25)  0.032 (0.26)  0.034 (0.27)  0.020 (0.36) 
50% 0.024** (0.03)  0.018* (0.08)  0.029** (0.02)  0.020* (0.07) 
75% 0.010 (0.22)  0.007 (0.28)  0.004 (0.36)  0.003 (0.39) 
Healthcare 25% -0.029 (0.55)  -0.029 (0.56)  -0.025 (0.53)  -0.024 (0.55) 
 50% 0.004 (0.27)  0.003 (0.28)  0.001 (0.30)  -0.017 (0.46) 
 75% 0.024 (0.26)  0.027 (0.25)  0.024 (0.27)  0.026 (0.27) 
Consumer  
Discretion 
25% 0.057** (0.04)  0.039* (0.07)  0.048** (0.05)  0.031* (0.10) 
50% 0.060** (0.05)  0.054* (0.06)  0.056** (0.05)  0.043* (0.10) 
75% 0.010 (0.33)  0.006 (0.36)  -0.001 (0.43)  0.000 (0.42) 
Telecom 25% 0.014 (0.15)  0.010 (0.19)  0.025* (0.06)  0.019* (0.10) 
 50% 0.056*** (0.00)  0.054*** (0.00)  0.060*** (0.00)  0.054*** (0.00) 
 75% 0.014 (0.17)  0.016 (0.14)  0.010 (0.23)  0.009 (0.24) 
Utility  25% -0.146 (0.66)  -0.143 (0.68)  -0.135 (0.60)  -0.112 (0.58) 
 50% -0.162 (0.65)  -0.158 (0.67)  -0.151 (0.60)  -0.131 (0.60) 
 75% -0.204 (0.75)  -0.199 (0.75)  -0.197 (0.73)  -0.189 (0.74) 
Financial 25% 0.024 (0.11)  0.014 (0.19)  0.005 (0.30)  0.003 (0.32) 
 50% 0.040 (0.04)  0.034* (0.06)  0.026 (0.11)  0.024 (0.13) 
 75% 0.056** (0.02)  0.051** (0.03)  0.046 (0.05)  0.043* (0.07) 
Technology 25% 0.043* (0.07)  0.038* (0.07)  0.062** (0.03)  0.057** (0.03) 
 50% 0.076* (0.03)  0.065* (0.04)  0.099*** (0.01)  0.089** (0.02) 
 75% -0.011 (0.48)  -0.018 (0.53)  -0.015 (0.51)  -0.022 (0.57) 
Notes: This table reports the ܴைௌଶ  for the competitor model restricted FGLS compared with the benchmark model 
historical average for 10 US sectors categorised by GICS. The in-sample proportion choices are in the second 
column. The Clark and West (2007) adjusted MSFE p-values are reported in parentheses, which test the null 
hypothesis ܪ଴ ׷ ܯܵܨܧ଴ ൑ ܯܵܨܧଵ againstܯܵܨܧ଴ ൐ ܯܵܨܧଵ, corresponding to ܪ଴ ׷  ܴைௌଶ ൑ Ͳ against ܴைௌଶ ൐
Ͳ. h refers to the forecasting horizon. *, **, *** denote significance at the 10%, 5% and 1% levels, respectively. 
Notes: This table reports the average utility gains of using the restricted FGLS model based on the oil price instead of the 
historical average model to forecast the stock returns for 10 US sectors categorised by GICS. The utility gain, in 
annualized percentage, is the management fee the mean-variance investors are willing to pay for access to the forecasting 
model. The in-sample proportion choices are in the second column. ߛ refers to the risk-aversion of investors and h refers 
to the forecasting horizons. 
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Table 8: Utility gains from using the restricted FGLS instead of historical average at sector  
level: A robustness test using Brent crude oil price 
  ࢽ ൌ ૜   ࢽ ൌ ૟   Average 
 h=1 h=2 h=5 h=10  h=1 h=2 h=5 h=10    
Panel A: in-sample size 25% 
Energy -4.597 -3.462 -4.912 -3.673  -2.939 -2.469 -3.157 -2.705  -3.489 
Material -1.691 -1.706 -1.771 -2.043  -1.373 -1.233 -1.541 -1.476  -1.604 
Industrial 3.213 4.330 4.017 4.056  1.085 1.008 1.312 1.340  2.545 
Consumer Staples 1.053 0.915 1.073 1.083  -0.361 -0.424 -0.516 -0.671  0.269 
Healthcare 1.084 1.245 1.296 1.459  0.626 0.653 0.650 0.643  0.957 
Consumer Discretion 3.484 3.056 3.328 2.816  1.586 1.285 1.364 1.214  2.267 
Telecom -0.318 -0.524 0.420 0.199  -0.237 -0.379 0.205 0.108  -0.066 
Utility  -3.473 -3.569 -3.360 -3.034  -4.374 -4.453 -4.254 -3.506  -3.753 
Financial 2.881 2.474 1.906 2.004  1.174 1.129 0.779 0.973  1.665 
Technology 1.674 1.364 2.172 2.190   0.836 0.680 1.084 1.094   1.387 
Panel B: in-sample size 50% 
Energy -5.471 -4.498 -6.009 -5.307  -3.489 -2.560 -3.608 -3.432  -4.297 
Material -1.990 -1.792 -2.208 -2.669  -1.125 -0.943 -1.339 -1.595  -1.708 
Industrial 5.465 4.169 5.912 4.407  2.731 2.767 2.955 2.727  3.892 
Consumer Staples 0.862 0.721 1.070 0.860  0.430 0.359 0.534 0.429  0.658 
Healthcare 3.071 3.153 3.030 2.774  1.705 1.725 1.677 1.475  2.326 
Consumer Discretion 4.516 4.247 4.327 3.888  2.257 2.122 2.162 1.942  3.183 
Telecom 2.227 2.212 2.565 2.407  1.112 1.104 1.281 1.202  1.764 
Utility  -4.487 -4.488 -4.503 -3.961  -5.429 -5.452 -5.275 -4.980  -4.822 
Financial 5.431 5.243 4.507 4.440  2.714 2.610 2.191 2.224  3.670 
Technology 3.293 2.771 3.769 3.585   1.645 1.384 1.883 1.791   2.515 
Panel C: in-sample size 75% 
Energy -8.485 -6.158 -9.441 -8.406  -5.681 -3.698 -5.747 -5.256  -6.609 
Material -4.417 -3.926 -4.714 -4.753  -2.468 -2.055 -2.825 -2.896  -3.507 
Industrial 6.497 3.525 6.288 3.783  3.247 3.298 3.143 3.097  4.110 
Consumer Staples 0.512 0.486 0.471 0.484  0.254 0.242 0.234 0.241  0.366 
Healthcare 7.350 7.576 7.359 7.661  4.015 4.104 4.016 4.121  5.775 
Consumer Discretion 4.314 4.083 3.721 3.953  2.156 2.040 1.859 1.975  3.013 
Telecom 0.233 0.429 0.345 0.381  0.115 0.213 0.171 0.189  0.260 
Utility  -6.338 -6.632 -6.491 -6.466  -8.183 -8.348 -8.152 -8.300  -7.364 
Financial 12.683 12.376 11.399 11.358  6.340 6.186 5.697 5.677  8.965 
Technology 1.590 1.131 1.119 0.944   0.794 0.564 0.558 0.470   0.896 
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N
ot
es
: T
hi
s 
ta
bl
e 
re
po
rts
 re
su
lts
 o
n 
th
e 
de
te
rm
in
an
ts
 o
f p
re
di
ct
ab
ili
ty
 b
y 
se
ct
or
. T
im
e 
se
rie
s 
da
ta
 o
n 
pr
ed
ic
ta
bi
lit
y 
is
 c
om
pu
te
d 
us
in
g 
th
e 
di
ff
er
en
ce
 o
f f
or
ec
as
te
d 
er
ro
r f
ro
m
 
hi
st
or
ic
al
 a
ve
ra
ge
 a
nd
 F
G
LS
 m
od
el
s 
݀ ௧ା
ଵ
ൌ
ሺݎ ௧
ାଵ
െ
ݎƸ ଴ǡ௧
ାଵ
ሻଶ
െ
ሺݎ ௧
ାଵ
െ
ݎƸ ଵǡ௧
ାଵ
ሻଶ  
 ; 
 ݎƸ ଴
ǡ௧ା
ଵ 
is
 fo
re
ca
st
ed
 e
qu
ity
 p
re
m
iu
m
 o
f h
is
to
ric
al
 a
ve
ra
ge
 m
od
el
 a
nd
 ݎƸ ଵ
ǡ௧ା
ଵ 
is
 fr
om
 F
G
LS
 
m
od
el
. T
he
 ti
m
e 
se
rie
s d
at
a 
on
 p
re
di
ct
ab
ili
ty
 a
re
 g
en
er
at
ed
 fr
om
 o
ut
-o
f-
sa
m
pl
e 
fo
re
ca
st
in
g 
w
ith
 th
e 
in
-s
am
pl
e 
si
ze
s 2
5%
, 5
0%
 a
nd
 7
5%
. T
he
 d
et
er
m
in
an
ts
 fo
r e
qu
ity
 p
re
m
iu
m
 
pr
ed
ic
ta
bi
lit
y 
ar
e 
se
ct
or
al
 c
ha
ra
ct
er
is
tic
s 
in
cl
ud
in
g 
bo
ok
-to
-m
ar
ke
t r
at
io
 (
B
M
), 
di
vi
de
nd
 y
ie
ld
 (
D
Y
), 
m
ar
ke
t c
ap
ita
lis
at
io
n 
(s
iz
e)
, t
ra
di
ng
 v
ol
um
e 
(T
V
), 
an
d 
pr
ic
e-
ea
rn
in
gs
 
ra
tio
 (
PE
). 
A
ll 
in
de
pe
nd
en
t v
ar
ia
bl
es
 a
re
 t
ak
en
 i
n 
na
tu
ra
l 
lo
ga
rit
hm
ic
 f
or
m
. 
A
 u
ni
t r
oo
t t
es
t r
ev
ea
ls
 th
at
 e
xc
ep
t f
or
 p
re
di
ct
ab
ili
ty
 v
ar
ia
bl
e,
 a
ll 
ot
he
r v
ar
ia
bl
es
 a
re
 n
on
-
st
at
io
na
ry
; t
he
re
fo
re
, w
e 
ta
ke
 th
e 
fir
st
 d
iff
er
en
ce
 o
f t
he
se
 v
ar
ia
bl
es
 a
nd
 fi
t a
 G
A
R
C
H
 (1
,1
) 
m
od
el
. T
he
 e
st
im
at
ed
 c
oe
ffi
ci
en
ts
 to
ge
th
er
 w
ith
 th
ei
r p
-v
al
ue
s (
in
 p
ar
en
th
es
es
) a
re
 
re
po
rte
d.
 *
, *
*,
 *
**
 d
en
ot
e 
si
gn
ifi
ca
nc
e 
at
 th
e 
10
%
, 5
%
 a
nd
 1
%
 le
ve
ls
, r
es
pe
ct
iv
el
y.
 
 
