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Abstract—Ill-posed linear inverse problems appear in many
image processing applications, such as deblurring, super-
resolution and compressed sensing. Many restoration strategies
involve minimizing a cost function, which is composed of fidelity
and prior terms, balanced by a regularization parameter. While
a vast amount of research has been focused on different prior
models, the fidelity term is almost always chosen to be the
least squares (LS) objective, that encourages fitting the linearly
transformed optimization variable to the observations. In this
work, we examine a different fidelity term, which has been
implicitly used by the recently proposed iterative denoising and
backward projections (IDBP) framework. This term encourages
agreement between the projection of the optimization variable
onto the row space of the linear operator and the pseudo-
inverse of the linear operator (”back-projection”) applied on the
observations. We analytically examine the difference between the
two fidelity terms for Tikhonov regularization and identify cases
where the new term has an advantage over the standard LS
one. Moreover, we demonstrate empirically that the behavior of
the two induced cost functions for sophisticated convex and non-
convex priors, such as total-variation, BM3D, and deep generative
models, correlates with the obtained theoretical analysis.
Index Terms—Inverse problems, image restoration, image
deblurring, image super-resolution, compressed sensing, total
variation, non-convex priors, BM3D, deep generative models.
I. INTRODUCTION
Inverse problems appear in many fields of science and
engineering, where the goal is to recover a signal from its
observations that are obtained by some acquisition process.
In image processing, the observations are usually a degraded
version of the latent image, which may be noisy, blurred,
downsampled, or all together. Such observation models, and
others, can be formulated by a linear model
y = Ax+ e, (1)
where x ∈ Rn represents the unknown original image,
y ∈ Rm represents the observations,A is an m×n degradation
matrix (sometimes also referred to as the measurement matrix)
and e ∈ Rm is a noise vector. For example, this model
corresponds to the problem of denoising [1]–[4] when A is
the n × n identity matrix In; inpainting [5]–[7] when A is
an m× n sampling matrix (i.e. a selection of m rows of In);
deblurring [8], [9] when A is a blur operator; super-resolution
[10], [11] if A is a composite operator of blurring (e.g. anti-
aliasing filtering) and down-sampling; and compressed sensing
when A is a (random) measurement matrix (m n) and the
This work was supported by the European research council (ERC start-
ing grant 757497 PI Giryes). The authors are with the School of Elec-
trical Engineering, Tel Aviv University, Tel Aviv 69978, Israel. (email:
tirer.tom@gmail.com, raja@tauex.tau.ac.il)
signal is sparse under some basis representation [12]–[14] or
resides in a general union of low-dimensional subspaces [15],
[16].
The inverse problems represented by (1) are usually ill-
posed, i.e. the measurements do not suffice for obtaining a
successful reconstruction. Therefore, a vast amount of research
has focused on designing good prior models for natural im-
ages. In fact, many of the methods for the problems mentioned
above differ only in their prior assumptions and not in the way
that they enforce fidelity to the observations.
To be more formal, a common strategy for recovering x
aims at minimizing a cost function of the form
f(x˜) = `(x˜) + βs(x˜), (2)
where `(x˜) is a fidelity term, s(x˜) is a prior term (can be
also referred to as the regularizer), β is a positive scalar that
controls the level of regularization, and x˜ is the optimiza-
tion variable. Many different prior functions are used in the
literature, whether explicitly, e.g. total-variation (TV) [1], or
implicitly, e.g. BM3D [4] and deep generative models [17].
Yet, most of the works use a typical least squares (LS) fidelity
term
`LS(x˜) ,
1
2
‖y −Ax˜‖22, (3)
where ‖ · ‖2 stands for the Euclidean norm. This term can be
also derived from the negative log-likelihood function, under
the assumption that the noise e is a vector of i.i.d. Gaussian
random variables ei ∼ N (0, σ2e).
In this work, we examine a different fidelity term, which
has been implicitly used by the recently proposed iterative
denoising and backward projections (IDBP) framework [18]
(we elaborate on this method in Section II-B). Under the
practical assumptions that m ≤ n and rank(A) = m, we
examine the fidelity term
`BP (x˜) ,
1
2
‖A†y −A†Ax˜‖22, (4)
where A† , AT (AAT )−1 is the pseudoinverse of the full
row-rank matrix A. Note that PA , A†A is an orthogonal
projection onto the row space of A, and that A† can be
interpreted as a ”back-projection” (BP) from ARn back to
Rn. Therefore, the fidelity (4) encourages agreement between
PAx˜ —the projection of x˜ onto the row space of A, and A†y
—the back-projection of the measurements. In general, this is
different than `LS(x˜) that encourages agreement between Ax˜
and y. Note that in the noiseless case, i.e. when y = Ax, the
terms in (3) and (4) are translated to fitting Ax˜ to Ax and
PAx˜ to PAx, respectively.
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2Note that for some inverse problems `LS(x˜) and `BP (x˜)
may coincide. For example, in image inpainting, where A is
a selection of m rows of In, we have that A† = AT is an
n ×m matrix that merely pads with n −m zeros the vector
on which it is applied, and so ‖A†(y−Ax˜)‖22 = ‖y−Ax˜‖22.
Therefore, we specifically focus on three popular inverse
problems: super-resolution, deblurring and certain compressed
sensing scenarios, where the two fidelity terms, `LS(x˜) and
`BP (x˜), are indeed very different.
Contribution. This work makes a first attempt towards
characterizing for which observation model A and prior s(x˜)
it is better to use each of the following objectives:
fLS(x˜) ,
1
2
‖y −Ax˜‖22 + βs(x˜), (5)
fBP (x˜) ,
1
2
‖A†y −A†Ax˜‖22 + βs(x˜). (6)
Particularly, for s(x˜) being the Tikhonov regularization (the `2
prior), where closed-form solutions exist, we derive analytical
expressions for the estimations’ mean square error (MSE)
that allow to examine which fidelity term is preferable. For
example, we show that in the noiseless case fBP (x˜) yields
provably better restoration than fLS(x˜), for any given value
of β, if the singular values of A are smaller than 1 (e.g. in
typical super-resolution problems).
For sophisticated convex and non-convex priors, such as
TV [1], BM3D [4], and DCGAN [19], analytical analysis
is intractable. Therefore, we perform an intensive empirical
study, where we use the same optimization method (FISTA
[20] or ADAM [21]) to minimize each of the two different
cost functions. Interestingly, we demonstrate that the behavior
for the sophisticated priors strongly correlates with properties
for which we establish concrete mathematical reasoning in the
case of `2 priors.
The paper is organized as follows. In Section II we briefly
describe the IDBP framework, and show that differently to
the way it is developed in [18], it is essentially the proximal
gradient method [20], [22] (popularized under the name ISTA)
applied on fBP (x˜). Section III includes mathematical analysis
of the two cost functions for the case of `2-type priors. The
analytical results are verified in Section IV. In Section V
the two cost functions are empirically examined for different
sophisticated priors. Section VI concludes the paper.
II. THE IDBP FRAMEWORK
A. Background
The iterative denoising and backward projections (IDBP)
framework [18] is inspired by the plug-and-play priors concept
[23], which encourages the usage of existing Gaussian denois-
ers as ”black boxes” to implicitly dictate the prior s(x˜) when
solving inverse problems. Such an approach allows one to use
sophisticated denoising methods even when it is not clear how
to formulate their associated priors, e.g. convolutional neural
network (CNN) denoisers.
Several plug-and-play works have been published [23]–[31].
Most of them consider the typical cost function (5) and directly
minimize it using existing iterative optimization schemes, such
as FISTA [20], ADMM [32] or quadratic penalty method [33],
that include steps in which the proximal mapping of s(x˜)
is used (as explained below, this mapping is equivalent to
Gaussian denoising under the prior s(x˜)).
Recently, [18] has suggested, after several manipulations, to
solve a different optimization problem
min
x˜,z˜
1
2(σe + δ)2
‖z˜ − x˜‖22 + s(x˜) s.t. Az˜ = y, (7)
where σe is the noise level and δ is a design parameter.
This work has also proposed an adaptive strategy to set δ,
which does not depend on the prior and, contrary to cross-
validation, does not require a set of ground truth examples.
It has been suggested in [18] to solve (7) using a simple
alternating minimization scheme that possesses the plug-and-
play property, where the prior term s(x˜) is handled solely
by a Gaussian denoising operation D(·;σ) with noise level
σ = σe + δ. In this iterative method, z˜k is obtained by
projecting x˜k−1 onto {ARn = y}
z˜k = argmin
z˜
‖z˜ − x˜k−1‖22 s.t. Az˜ = y
= A†y + (In −A†A)x˜k−1
= x˜k−1 +A†(y −Ax˜k−1). (8)
and x˜k is obtained by
x˜k = argmin
x˜
1
2(σe + δ)2
‖z˜k − x˜‖22 + s(x˜)
, D(z˜k;σe + δ). (9)
The two repeating operations lends the method its name:
Iterative Denoising and Backward Projections (IDBP). After a
stopping criterion is met, the last x˜k is taken as the estimate
of the latent x. Note that in many cases the operation A†
can be performed efficiently (e.g. the matrix inversion can
be avoided using the conjugate gradient method [34]), and
thus IDBP is dominated by the complexity of the denoising
operation, similarly to other plug-and-play techniques. Using
sophisticated denoisers, such as BM3D and CNNs, this algo-
rithm has achieved excellent results for deblurring [18], [35]
and super-resolution [36].
B. Obtaining IDBP by applying ISTA on fBP (x˜)
Interestingly, there is another way to develop the exact
algorithm, which is different from the way it is developed in
[18]. First, note that (7) can be solved directly for z˜. Similar
to (8), we get
z˜∗ = A†y + (In −A†A)x˜. (10)
Substituting (10) into (7), we reach min
x˜
fBP (x˜) with a specific
value of the regularization parameter, i.e. β = (σe + δ)2.
Therefore, IDBP is essentially a specific method to minimize
the fBP (x˜) cost function. Let us show that this method
coincides with applying the proximal gradient method [20],
[22], popularized under the name ISTA1, on fBP (x˜). Let
us define the proximal mapping, which was introduced by
1ISTA is the abbreviation of Iterative Shrinkage-Thresholding Algorithm,
initially designed for s(x˜) = ‖x˜‖1 [37].
3Moreau [38] for convex functions, though, here we do not
limit this definition to convex functions.
Definition 1. The proximal mapping of a function s(·) at the
point z˜ is defined by
proxs(·)(z˜) , argmin
x˜
1
2
‖z˜ − x˜‖22 + s(x˜). (11)
Clearly, given the same s(·), Gaussian denoising and prox-
imal mapping are tightly connected D(z˜;σ) = proxσ2s(·)(z˜).
Assuming a differentiable fidelity term `(x˜) with a Lipschitz
continuous gradient ∇`(x˜), applying ISTA on (2) involves
iterations of
x˜k = proxµβs(·)(x˜k−1 − µ∇`(x˜k−1)), (12)
where µ is a step-size, which ensures convergence for convex
s(·) if it is smaller than 1 over the Lipschitz constant of ∇`(x˜)
[20].
Proposition 1. The IDBP algorithm, given in (8) and (9), co-
incides with applying ISTA (12) on the cost function fBP (x˜).
Proof. Let us compute ∇`BP (x˜). Using the properties PA ,
A†A = P TA = P
2
A and PAA
† = A†, we get
∇`BP (x˜) = −PA(A†y − PAx˜)
= −A†(y −Ax˜). (13)
The Lipschitz constant of ∇`BP (x˜) can be computed as the
spectral norm of the Hessian ∇2`BP (x˜). Therefore, µ can be
chosen as
µ =
1
‖∇2`BP (x˜)‖ =
1
‖PA‖ = 1, (14)
where we use the fact that the spectral norm of a non-
trivial orthogonal projection is 1. Now, due to the connection
D(z˜;σ) = proxσ2s(·)(z˜), (12) can be written as
x˜k = D(x˜k−1 − µ∇`(x˜k−1);
√
µβ). (15)
Finally, by plugging (13) and (14) into (15) and setting β =
(σe+ δ)
2, we get the IDBP scheme, which is presented in (8)
and (9).
The connection between IDBP and ISTA, allows IDBP
to adopt the theoretical results of the latter [20]. Yet, note
that the powerful global convergence (obtaining the optimal
value of the objective) of ISTA holds only for denoisers that
are associated with convex prior functions. This limitation is
shared also with ADMM-based plug-and-play schemes [24].
III. MATHEMATICAL ANALYSIS FOR `2 PRIORS
In this section, we turn to analyze the performance of the
new cost function and compare it to (5). We consider a type
of `2 prior functions, for which the closed-form solutions of
(5) and (6) lead to a tractable performance analysis. We start
with specifying the required assumptions, then we derive the
estimators and expressions for their expected mean square
error. Finally, the error expressions are compared and several
observations are stated.
A. Assumptions
In order to allow a concrete mathematical comparison
between fBP (x˜) and fLS(x˜), in the theoretical analysis we
restrict our discussion to `2 prior functions of the form
s(x˜) = ‖Dx˜‖22, where DTD is a positive-definite matrix.
This prior is often referred to as Tikhonov regularization and is
one of the most widely used methods to solve ill-posed inverse
problems. Yet, for obtaining analytical results, we further focus
on a more specific type of this prior—we require that both A
and D have the same right singular vectors. Let us define
the singular value decomposition (SVD) of the m× n matrix
A = UΛV T , where U is an m×m orthogonal matrix whose
columns are the left singular vectors, Λ is an m×n rectangular
diagonal matrix with nonzero singular values {λi}mi=1 on the
diagonal, and V is an n×n orthogonal matrix whose columns
are the right singular vectors. The property that {λi}mi=1 are
strictly positive follows from our assumptions in Section I, that
m ≤ n and rank(A) = m. For D, essentially, we assume that
DTD = V Γ2V T  0, where Γ2 is an n×n diagonal matrix
of nonzero eigenvalues {γ2i }ni=1.
The assumption above is required because, as far as we
know, currently there is no known analytical expression for
the eigen-decomposition of arbitrary matrices ATA+DTD
which is required for our analysis [39]. Yet, this assumption
holds in some practical cases, e.g. if A and D are circulant
matrices (and thus diagonalized by the discrete Fourier trans-
form), or if D = In (i.e. least-norm regularization).
B. Performance analysis
Let us start with obtaining closed-form expressions for
the estimators xˆLS and xˆBP , which minimize fLS(x˜) and
fBP (x˜), respectively. Due to the convexity of the cost func-
tions, this is done simply by equating their gradients to zero
∇fLS(x˜) = −AT (y −Ax˜) + βDTDx˜ = 0
⇒ xˆLS = (ATA+ βDTD)−1ATy, (16)
∇fBP (x˜) = −PA(A†y − PAx˜) + βDTDx˜ = 0
⇒ xˆBP = (PA + βDTD)−1A†y. (17)
We turn to compute the expected mean square errors (MSEs)
of the estimators under the assumptions that E[e] = 0 and
E[eeT ] = σ2eIm. To ease formulations, we define the n −m
zero eigenvalues of ATA (i.e. zeros in the diagonal of ΛTΛ)
by {λ2i }ni=m+1.
The computation of the MSE of xˆLS is given by
MSELS = E‖xˆLS − x‖22
= E
∥∥(ATA+ βDTD)−1AT (Ax+ e)− x∥∥2
2
=
∥∥((ATA+ βDTD)−1ATA− In)x∥∥22
+ σ2eTr
(
(ATA+ βDTD)−2ATA
)
=
∥∥V ((ΛTΛ + βΓ2)−1ΛTΛ− In)V Tx∥∥22
+ σ2eTr
(
V (ΛTΛ + βΓ2)−2ΛTΛV T
)
=
n∑
i=1
( λ2i
λ2i + βγ
2
i
− 1
)2
[V Tx]2i + σ
2
e
n∑
i=1
λ2i
(λ2i + βγ
2
i )
2
.
(18)
4The second equality follows from substituting (1) in (16), the
third equality uses the assumptions on the expected value and
covariance of e, and the cyclic property of trace, the fourth
equality is obtained by substituting the eigen-decompositions
of ATA and DTD, and the last equality follows from the
fact that V is an orthogonal matrix. Therefore, by defining
the (squared) bias and variance terms as
bias2LS ,
m∑
i=1
( βγ2i
λ2i + βγ
2
i
)2
[V Tx]2i︸ ︷︷ ︸
,bias2(i)LS
+
n∑
i=m+1
[V Tx]2i ,
varLS ,
m∑
i=1
σ2e
λ2i (1 + βγ
2
i /λ
2
i )
2︸ ︷︷ ︸
,var(i)LS
, (19)
we may write the error as
MSELS = bias
2
LS + varLS . (20)
Note that the bias depends on the original image x and not on
the noise, and the opposite holds for the variance. Yet, both
terms are affected by the structure of A. The regularization pa-
rameters β, {γi} introduce a tradeoff: increasing them reduces
the variance but increases the bias.
To ease the computation of the MSE of xˆBP , let us also
define an indicator function 1i≤m that is equal to 1 if i ≤ m
and 0 otherwise, and an n × n diagonal matrix Ii≤m with
{1i≤m}ni=1 on its diagonal. The following identities are used
PA = V Ii≤mV T ,
A† = V ΛT (ΛΛT )−1UT ,
A†A†T = V ΛT (ΛΛT )−2ΛV T . (21)
Now, we get
MSEBP = E‖xˆBP − x‖22
= E
∥∥(PA + βDTD)−1A†(Ax+ e)− x∥∥22
=
∥∥((PA + βDTD)−1PA − In)x∥∥22
+ σ2eTr
(
(PA + βD
TD)−2A†A†T
)
=
∥∥V ((Ii≤m + βΓ2)−1Ii≤m − In)V Tx∥∥22
+ σ2eTr
(
V (Ii≤m + βΓ2)−2ΛT (ΛΛT )−2ΛV T
)
=
n∑
i=1
( 1i≤m
1i≤m + βγ2i
− 1
)2
[V Tx]2i + σ
2
e
n∑
i=1
λ−2i 1i≤m
(1i≤m + βγ2i )2
.
(22)
The second equality follows from substituting (1) in (17),
the third equality uses the assumptions on e and the cyclic
property of trace, the fourth equality is obtained by substituting
the eigen-decompositions of PA, DTD and A†A†T , and
the last equality uses the orthogonality of V . Therefore, by
defining
bias2BP ,
m∑
i=1
( βγ2i
1 + βγ2i
)2
[V Tx]2i︸ ︷︷ ︸
,bias2(i)BP
+
n∑
i=m+1
[V Tx]2i ,
varBP ,
m∑
i=1
σ2e
λ2i (1 + βγ
2
i )
2︸ ︷︷ ︸
,var(i)BP
, (23)
we have that
MSEBP = bias
2
BP + varBP . (24)
Comparing (19) and (23) we may notice the following. First,
the term bias2BP handles small {λi}mi=1 (i.e. singular values
of A that are smaller than 1) better than bias2LS . However,
varBP handles such small singular values worse than varLS .
The opposite holds for singular values that are greater than 1.
This behavior can be formulated as the following observation.
Observation 1. For λi < 1 we have that bias
2(i)
BP < bias
2(i)
LS
but var(i)BP > bias
(i)
LS . And, for λi > 1 we have that bias
2(i)
BP >
bias
2(i)
LS but var
(i)
BP < bias
(i)
LS .
Notice that in the noiseless case σe = 0, implying that
MSELS = bias
2
LS and MSEBP = bias
2
BP . This leads us to
the following observation for the noiseless case.
Observation 2. In a noiseless scenario, the relation between
m∑
i=1
bias
2(i)
BP and
m∑
i=1
bias
2(i)
LS , dictates the relation between
MSEBP and MSELS . In particular, if all the singular values
of A are smaller than 1, then MSEBP < MSELS , and
if all the singular values of A are greater than 1, then
MSEBP > MSELS .
Note that Observation 2 holds for any given setting of β
that is used by the two estimators. Therefore, these relations
between MSEBP and MSELS hold also when β is tuned
for best performance of each estimator. Notice that in the ’in
particular’-part in Observation 2, if all the singular values are
much smaller (or larger) than 1 then bias2(i)BP is much smaller
(or larger) than bias2(i)LS for every i. In such cases, the gap
between bias2LS and bias
2
BP may be substantial enough to
dictate the relationship between the MSEs also in the high
SNR case, where MSELS and MSEBP are approximately
equal to the bias terms.
As can be seen in (19) and (23), for the discussed Tikhonov
regularization the bias term of each estimator is minimized if
β → 0, and in this case bias2LS tends to bias2BP . This means
that the performance gap in the noiseless case, which is stated
in Observation 2, tends to zero for β → 0. However, note that
we consider here `2 priors mainly as a surrogate to complex
priors which are hard to analyze. As we demonstrate in Section
V, the results that are obtained for sophisticated priors, such
as TV, BM3D and DCGAN, indeed strongly correlate with
the observations above. For such priors, the optimal value of
β for each fidelity term is significantly above 0 even in the
5noiseless case (contrary to `2 priors), and the gap between the
best recoveries is significant as well.
An important factor that is not taken into account in the
above analysis is optimization, since for `2 priors there is
a closed-form solution. Yet, for sophisticated priors iterative
optimization schemes are inevitable, and the regularization
parameter has an effect which is similar to the step size
in these schemes. In such cases, extremely low value of β
inherently results in a massive slowdown in the convergence
for convex priors [40], [41] and/or bad local minima for non-
convex priors. Taking a numerical optimization point of view,
in the sequel we empirically show that xˆBP is superior to xˆLS
even for `2 priors with β → 0, if few iterations of conjugate
gradients are used instead of the closed-form expressions (16)
and (17). This implementation choice may be preferable in
high-dimensional problems when it is not possible to invert
the matrices. The advantage of BP in this case follows from
the fact that the eigenvalues of PA are only 1 (in the row space
of A) and 0 (in the null space of A), while ATA may have
very different eigenvalues in general, and conjugate gradients
(among other methods) performs better when the eigenvalues
are clustered [42].
IV. EXPERIMENTS WITH `2 PRIORS
In this section, we discuss the implications of the analytical
results from Section III and verify them for specific observa-
tion models: super-resolution and compressed sensing. In the
first, all the singular values of A are smaller than 1, while
in the latter it is possible that all of them are greater than 1.
We also discuss the typical deblurring problem, where all the
singular values of A are smaller than 1 (except one that equals
1). In this case, A† in xˆBP has to be regularized due to the
large number of near zero singular values, and (22) needs to
be modified accordingly.
A. Super-resolution
Let us consider the super-resolution (SR) task, where A is
a composite operator of blurring (e.g. anti-aliasing filtering)
followed by down-sampling. Note that the largest singular
value of a typical filtering operation is 1, and it is associated
with the DC. The rest of the singular values are smaller than
1. The subsequent operator is subsampling, which inevitability
reduces the energy of the signal (as m < n). Therefore,
essentially, all the singular values of A are smaller than 1. This
property is demonstrated in Fig. 1a for SR with scale factor
3 and Gaussian filter of size 7× 7 and standard deviation 1.6
(used in many works, e.g. [11], [29], [36]), which is performed
on a 64×64 image (thus n = 4096 and m = 484). We consider
such a small image to allow computing the SVD of A (our
analytic expressions require both {λ2i }mi=1 and V ).
We verify our analytical results for the SRx3 scenario
mentioned above, and two cases: σe = 0 and Gaussian
noise with σe =
√
2. The experiments are performed on the
cameraman image, resized to 64 × 64 pixels. In the noisy
case, we average the results over 5 noise realizations. We have
observed similar results for other images as well. We use the `2
(a) (b)
(c) (d)
Fig. 1: The (squared) singular values of A applied on a 64 × 64
image for: (a) SRx3 with 7 × 7 Gaussian filter; (b) blurring with
9× 9 uniform filter; (c) CS with m = 0.1n Gaussian measurements
and Haar basis; (d) CS with m = 0.5n Gaussian measurements and
Haar basis.
prior s(x˜) = ‖x˜‖22, which satisfies the assumptions (D = In
and γi = 1).
The PSNR2 results are presented in Fig. 2 and validate the
analytical expressions. For σe = 0, xˆBP is better than xˆLS
for any value of the parameter β, as implied by Observation
2 since all the singular values of A are smaller than 1 (Fig.
1a). For σe =
√
2, the gap between the estimators is reduced
because varBP is worse than varLS at handling the small
singular values, as mentioned in Observation 1.
To demonstrate the numerical optimization advantage of the
BP cost over the LS cost for β → 0 (where the gap between
the bias terms in (19) and (23) tends to 0), we repeat the
experiments above for very small values of β. However, this
time instead of inverting the matrices in (16) and (17) we
obtain the estimators using the conjugate gradient method. The
results are presented in Fig. 3. Remarkably, a single iteration
is enough for obtaining the exact BP estimator (for `2 prior).
B. Compressed sensing
Contrary to SR scenarios, in compressed sensing (CS) the
singular values of A may be larger than 1. Consider the
commonly examined scenario where A is the multiplication of
an m × n Gaussian measurement matrix (whose i.i.d. entries
are drawn from N (0, 1/m)) with an n×n Haar wavelet basis.
We have observed that for high compression, e.g. m/n = 0.1,
all the singular values are larger than 1, as demonstrated in
Fig. 1c. However, for lower compression, e.g. m/n = 0.5,
there are also singular values smaller than 1, as demonstrated
in Fig. 1d.
We verify our analytical results for these two compression
ratios (both with σe = 0). The experiments are performed on
the same 64 × 64 version of cameraman image, and we use
again the `2 prior s(x˜) = ‖x˜‖22. The results are presented in
2The PSNR for a recovery xˆ of a uint8 image x ∈ Rn is computed as
10log10
(
2552
1
n
‖xˆ−x‖22
)
.
6(a) (b)
Fig. 2: Super-resolution with Gaussian filter and scale factor of
3, using `2 prior. PSNR (for cameraman) vs. β (regularization
parameter), for (a) σe = 0, and (b) σe =
√
2.
(a) (b)
Fig. 3: Super-resolution with Gaussian filter and scale factor of 3,
using `2 prior and iterations of conjugate gradients instead of matrix
inversion. PSNR (for cameraman) vs. β (regularization parameter),
for (a) σe = 0, and (b) σe =
√
2.
Fig. 4 and validate the analytical expressions. For m/n = 0.1,
xˆLS is better than xˆBP for any value of β, as implied by
Observation 2 since all the singular values of A are greater
than 1 (Fig. 1c). Interestingly, for m/n = 0.5, where some
singular values of A are smaller than 1 (Fig. 1d), xˆBP gets
better results than xˆLS .
We demonstrate again the numerical optimization advantage
of the BP cost over the LS cost by repeating the experiments
above for very small values of β, while using the conjugate
gradient method instead of matrix inversion. The results are
presented in Fig. 5. It can be seen again that for the `2 prior a
single iteration is enough for obtaining the exact BP estimator.
We find it necessary to emphasize that compressed sensing
scenarios require a sparsity-inducing prior, e.g. s(x˜) = ‖x˜‖1,
rather than an `2 prior, for which both estimators exhibit poor
results (i.e. very low PSNR). However, our purpose here is
merely to validate our analysis, which applies only to `2 priors,
and show that when all (or many) singular values are greater
than 1, xˆLS might be better than xˆBP .
Finally, note that for Gaussian A there is no efficient way
to implement the operators A and AT for large dimensions.
Therefore, in practice, taking A to be the subsampled Fourier
transform is more common, e.g. in sparse MRI [43]. However,
note that for this acquisition model A† is simply the Hermitian
transpose of A (this property follows from the fact that the
subsampled Fourier transform is a tight frame [44]), which
together with the unitarity of the Fourier transform leads to
‖A†(y−Ax˜)‖22 = ‖y−Ax˜‖22. This means that the two cost
functions coincide, which is also implied by the fact that in
this case all the singular values of A are 1 and thus (18) is
(a) (b)
Fig. 4: Compressed sensing with Gaussian measurements and Haar
basis, using `2 prior. PSNR (for cameraman) vs. β (regularization
parameter), for (a) m = 0.1n, and (b) m = 0.5n.
(a) (b)
Fig. 5: Compressed sensing with Gaussian measurements and Haar
basis, using `2 prior and iterations of conjugate gradients instead
of matrix inversion. PSNR (for cameraman) vs. β (regularization
parameter), for (a) m = 0.1n, and (b) m = 0.5n.
identical to (22). Therefore, we do not make a comparison for
this case.
C. Deblurring
In the deblurring problem, A is a square (m = n) ill-
conditioned matrix that performs blurring (i.e. filtering by
a blur kernel). Typically, the blur kernel coefficients are
normalized such that their sum is 1. Thus, the largest singular
value of A is 1 (associated with the DC), and many other
singular values are near 0. This is demonstrated in Fig. 1b for
uniform kernel of size 9 × 9 (used in many works, e.g. [8],
[9], [18]).
Note that if one uses xˆBP , exactly as defined in (17),
Observation 2 implies an advantage of xˆBP over xˆLS in the
noiseless case due to better handling the small singular values
in the bias term. However, since in the deblurring problemA is
not rank-deficient but rather (very) ill-conditioned, deblurring
scenarios always assume that the measurements are noisy
(typically with low noise levels). Therefore, it is required to
regularize the inversion of AAT in A† in order to mitigate the
effect of near zero {λi} on the variance of xˆBP . A common
regularized inversion is diagonal loading: inverting AAT+In
instead of AAT , where  is a parameter. This is equivalent to
replacing λ2i with λ
2
i +  in the eigen-decomposition of A
TA.
For xˆBP with such a regularized inversion, it is not hard
to repeat the computations in (22) and obtain a very similar
result, where 1i≤m is replaced with λ2i /(λ
2
i +) and λ
−2
i 1i≤m
7(a) (b)
Fig. 6: Deblurring with uniform 9 × 9 blur kernel, using `2 prior.
PSNR (for cameraman) vs. β (regularization parameter), for (a) σe =√
0.3, and (b) σe =
√
2.
is replaced with λ2i /(λ
2
i + )
2. Formally, we get
MSEBP =
n∑
i=1
( λ2i /(λ2i + )
λ2i /(λ
2
i + ) + βγ
2
i
− 1
)2
[V Tx]2i
+ σ2e
n∑
i=1
λ2i /(λ
2
i + )
2
(λ2i /(λ
2
i + ) + βγ
2
i )
2
,
=
n∑
i=1
( βγ2i
λ2i /(λ
2
i + ) + βγ
2
i
)2
[V Tx]2i
+ σ2e
n∑
i=1
1
λ2i (1 + βγ
2
i (λ
2
i + )/λ
2
i )
2
. (25)
Therefore, as could be expected, increasing the amount of
regularization  reduces the variance of xˆBP but increases
its bias. As a sanity check, observe that for → 0 we get that
(25) coincides with (22) (recall m = n). Since in this case
the performance of xˆBP depends on the couple (β, ), we
cannot obtain clear properties like Observations 1 and 2 that
hold uniformly for any parameter setting. Yet, as demonstrated
below and in the sequel, we have empirically observed that it
is possible to find settings of (β, ) that balance the bias and
variance of xˆBP and therefore lead to very good results despite
the observed noise.
We verify (25) for the uniform blur kernel mentioned above,
and two levels of Gaussian noise: σe =
√
0.3 and σe =
√
2.
The experiments are performed on the 64 × 64 version of
cameraman image, and we use again the `2 prior. The results
are presented in Fig. 6. They show that xˆBP with good tuning
of (β, ) can outperform xˆLS , especially when the noise level
is low. This implies that ”well-tuned” xˆBP handles the many
small singular values of A (Fig. 1b) better than xˆLS .
V. EXPERIMENTS WITH SOPHISTICATED PRIORS
In this section we empirically demonstrate that the behavior
of xˆBP and xˆLS (the minimizers of fBP (x˜) and fLS(x˜))
for sophisticated convex and non-convex priors (for whom
mathematical analysis is hard or even intractable) strongly cor-
relates with properties for which we have established concrete
mathematical reasoning in the case of `2 priors. Specifically,
we empirically show that using the BP cost function can lead
to improved results compared to the LS cost function in super-
resolution and deblurring tasks (where the singular values of
A are small), and that there is inverse proportion between the
performance gap and the noise level. On the other hand, the
improvement that the BP cost yields is less significant (or may
not exist) in certain compressed sensing scenarios (when the
singular values of A are greater than 1).
A. TV prior
We start with the widely-used (isotropic) total-variation
(TV) prior [1], which is given by
s(x˜) = 0.1
∑
i,j
√
|x˜i+1,j − x˜i,j |2 + |x˜i,j+1 − x˜i,j |2 (26)
for a two-dimensional signal x˜. The factor 0.1 is used to
achieve good performance for β = σ2e in case of denoising
(A = In). Obviously, it does not affect the comparison
between the methods, since s(x˜) is multiplied by β that can
be set arbitrarily. Note that s(x˜) is convex, and thus fLS(x˜)
and fBP (x˜) are also convex functions. We choose to minimize
them by the same method: 100 iterations of FISTA [20], which
is basically a variant of ISTA (12), incorporating Nesterov’s
accelerated gradient [45]. The step size µ is the typical 1 over
the Lipschitz constant of ∇`(x˜), i.e. µ = 1/‖PA‖ = 1 for BP
recovery and µ = 1/‖ATA‖ (computed by the power method)
for LS recovery. The proximal mapping of s(x˜) (i.e. Gaussian
denoising associated with this prior) is performed using split
Bregman method [46]. The experiments are performed on
the following eight classical test images: cameraman, house,
peppers, Lena, Barbara, boat, hill and couple.
1) Super-resolution: We compare the performance of xˆLS
and xˆBP for SR with Gaussian anti-aliasing kernel (defined in
Section IV-A) and scale factor of 3. We consider the noiseless
case σe = 0, as well as the case of Gaussian noise with
σe =
√
2. For both estimators we initialize FISTA with the
bicubic upsampling of y. Fig. 7 shows the PSNR of the
reconstructions, averaged over all images, for different values
of the regularization parameter β. Fig. 8 shows the average
PSNR as a function of the iteration number, where for each
estimator we use the value of β which has led to its best
results in Fig. 7 (0.25 for LS and 16 for BP in Fig. 8a; 0.5
for LS and 46 for BP in Fig. 8b). It can be seen that xˆBP
converges somewhat faster than xˆLS . In Figs. 15c and 15d we
also display the results for cameraman image in the noiseless
case.
Note the agreement of the obtained results with the observa-
tions from Section III, even though they have been established
for a much simpler convex prior. In the noiseless case, xˆBP
outperforms xˆLS for any value of β, while in the noisy
scenario, this does not hold. However, even in the latter case,
xˆBP (with good tuning of β) outperforms xˆLS (with good
tuning of β). Yet, the gap between them (for optimal tuning)
is smaller than in the noiseless case.
2) Deblurring: We compare the two estimators for the
widely examined 9 × 9 uniform blur kernel mentioned in
Section IV-C. We make the common assumption of circular
shift-invariant blur operator, which allows fast implementation
of the gradient steps in the optimization schemes using Fast
Fourier Transform (FFT). We consider two levels of Gaussian
noise: σe =
√
0.3 and σe =
√
2. For both estimators we
8(a) (b)
Fig. 7: Super-resolution with Gaussian filter and scale factor of 3,
using TV prior and 100 iterations of FISTA. PSNR (averaged over
8 test images) vs. β (regularization parameter), for (a) σe = 0, and
(b) σe =
√
2.
(a) (b)
Fig. 8: Super-resolution with Gaussian filter and scale factor of 3,
using TV prior. PSNR (for best uniform setting of β, averaged over
8 test images) vs. FISTA iteration number, for (a) σe = 0, and (b)
σe =
√
2.
initialize FISTA with y, and for xˆBP we use  = 0.01σ2e .
Fig. 9 shows the average PSNR for different values of β, and
Fig. 10 shows the average PSNR as a function of the iteration
number, where each estimator uses the best β from Fig. 9 (0.3
for LS and 20.5 for BP in Fig. 10a; 0.98 for LS and 19.5 for
BP in Fig. 10b). Note that xˆBP converges much faster than
xˆLS . The difference here for deblurring is more significant
than for SR. Visual results for couple image in the case of
σe =
√
2 are presented in Figs. 16c and 16d.
The obtained results agree with the observations in Section
IV-C, in the sense that there exist settings of (β, ) for
which xˆBP outperforms xˆLS . Presumably, even for the more
complex TV prior, this is due to better handling the many near-
zero singular values of A. As expected, the performance gap
between the estimators (for optimal tuning) decreases when
the noise level is higher. However, it is still highly in favor of
xˆBP .
B. BM3D prior
We turn to compare the performance of the two cost
functions for the BM3D prior [4], which is based on spar-
sifying a three-dimensional transformation applied to groups
of nearest-neighbor (i.e. similar) patches. This prior is non-
convex. In fact, it is also not clear how to precisely formulate
its associated s(x˜). Yet, the proximal mapping of s(x˜) can be
performed by applying the BM3D denoiser as a ”black-box”.
We use 200 iterations of FISTA to minimize the cost functions
with typical step sizes as explained above, and the same eight
classical test images.
(a) (b)
Fig. 9: Deblurring with uniform 9 × 9 blur kernel, using TV prior
and 100 iterations of FISTA. PSNR (averaged over 8 test images) vs.
β (regularization parameter), for (a) σe =
√
0.3, and (b) σe =
√
2.
(a) (b)
Fig. 10: Deblurring with uniform 9× 9 blur kernel, using TV prior.
PSNR (for best uniform setting of β, averaged over 8 test images)
vs. FISTA iteration number, for (a) σe =
√
0.3, and (b) σe =
√
2.
1) Super-resolution: We repeat the two SR experiments of
Section V-A1. Fig. 11 shows the average PSNR for different
values of β, and Fig. 12 shows the average PSNR as a function
of the iteration number, where each estimator uses the best β
from Fig. 11 (0.09 for LS and 16 for BP in Fig. 12a; 0.5 for LS
and 140 for BP in Fig. 12b). Again, note that xˆBP converges
much faster than xˆLS . In Figs. 15e and 15f we display the
results for cameraman image in the noiseless case.
Note the strong correlation between the obtained results and
the observations from Section III, even though the prior is
highly non-convex. In the noiseless case, xˆBP outperforms
xˆLS for a large range of β. For very small values of β
it is inferior to xˆLS , but with only a small gap. From a
practitioner point of view, the advantages of using the BP cost
here are still clear, since when β is well-tuned (for each of
the cost functions) xˆBP is significantly better. Note that in the
examined noisy scenario, well-tuned xˆBP is still better than
well-tuned xˆLS , but the gap decreases.
2) Deblurring: We repeat the two deblurring experiments
of Section V-A2. Fig. 13 shows the average PSNR for different
values of β, and Fig. 14 shows the average PSNR as a function
of the iteration number, where each estimator uses the best
β from Fig. 13 (0.027 for LS and 25.5 for BP in Fig. 14a;
0.5 for LS and 29.5 for BP in Fig. 14b). Figs. 16e and 16f
present visual results for couple image in the case of σe =
√
2.
The observations that have been made for TV prior stay the
same here for the BM3D prior: There exist settings of (β, )
for which xˆBP significantly outperforms xˆLS and converges
faster.
9(a) (b)
Fig. 11: Super-resolution with Gaussian filter and scale factor of 3,
using BM3D prior and 200 iterations of FISTA. PSNR (averaged over
8 test images) vs. β (regularization parameter), for (a) σe = 0, and
(b) σe =
√
2.
(a) (b)
Fig. 12: Super-resolution with Gaussian filter and scale factor of 3,
using BM3D prior. PSNR (for best uniform setting of β, averaged
over 8 test images) vs. FISTA iteration number, for (a) σe = 0, and
(b) σe =
√
2.
C. DCGAN prior
The developments in deep learning [47] in the recent years
have led to significant improvement in learning generative
models. Methods like variational auto-encoders (VAEs) [48]
and generative adversarial networks (GANs) [49] have found
success at modeling data distributions. This has naturally led
to using pre-trained generative models as priors in imaging
inverse problems [17]. Since in popular generative models
[48], [49] a generator G(·) learns a mapping from a low
dimensional space z ∈ Rd to the signal space G(z) ∈ Rn,
one can search for a reconstruction of x only in the range of
the generator. This can be formulated by the following non-
convex prior
s(x˜) =
{
0, ∃z˜ ∈ Rd : x˜ = G(z˜)
+∞, otherwise . (27)
Plugging (27) into the typical cost function (5), we get the
objective
fLS(z˜) = ‖y −AG(z˜)‖22. (28)
Note that for this prior, a regularization parameter β is not
required. The recovery of the latent image x is given by
xˆLS = G(zˆLS), where zˆLS is a minimizer of (28), which can
be obtained by backpropagation and standard gradient based
optimizers.
The technique above has been examined recently in [17].
Here, we compare it with the one obtained by a similar
(a) (b)
Fig. 13: Deblurring with uniform 9×9 blur kernel, using BM3D prior
and 200 iterations of FISTA. PSNR (averaged over 8 test images) vs.
β (regularization parameter), for (a) σe =
√
0.3, and (b) σe =
√
2.
(a) (b)
Fig. 14: Deblurring with uniform 9×9 blur kernel, using BM3D prior.
PSNR (for best uniform setting of β, averaged over 8 test images)
vs. FISTA iteration number, for (a) σe =
√
0.3, and (b) σe =
√
2.
approach that uses the BP cost function (6), i.e. we plug (27)
into (6), to get the objective
fBP (z˜) = ‖A†(y −AG(z˜))‖22, (29)
and recover x by xˆBP = G(zˆBP ), where zˆBP is a minimizer
of (29).
We use the CelebA dataset [50] and Tensorflow package
[51] to train a generator using DCGAN architecture [19] on
the cropped version of the images (64 × 64 pixels), as done
in [17]. We use the first 200,000 images (out of 202,599) for
training, and the training procedure follows the one in [17],
[19]. At test time, all the optimizations with respect to z are
performed using: ADAM [21] with learning rate of 0.1 (as
done in [17]), same 10 random initializations of z, and 2000
iterations, which suffice for ensuring that the objectives (28)
and (29) stop decreasing. The value of z that gives the lowest
objective is chosen.
1) Super-resolution: We compare the performance of xˆLS
and xˆBP for SR with Gaussian anti-aliasing kernel (defined in
Section IV-A) and scale factor of 3. Table I shows the PSNR
results for the different cost functions, averaged over the last
20 images in CelebA (these images are not included in the
training data). Several visual results are shown in Fig. 17.
It can be seen that the BP fidelity yields higher average
PSNR and perceptually better recoveries. In fact, in each of
the 20 examined images xˆBP has obtained higher PSNR than
xˆLS . This behavior agrees with the previous experiments that
demonstrate the advantages of the BP cost for the noiseless
SR problem. We also note that even though the results of
the simple bicubic upsampling are always perceptually worse
than the recoveries that use DCGAN, its PSNR is sometimes
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(a) Original image (b) Bicubic (22.83 dB)
(c) LS-TV (24.37 dB) (d) BP-TV (24.94 dB)
(e) LS-BM3D (25.02 dB) (f) BP-BM3D (25.38 dB)
Fig. 15: Super-resolution with Gaussian filter, scale factor of 3 and
σe = 0 for cameraman image. From left to right and from top to
bottom: original image, bicubic upsampling, reconstruction of LS
fidelity with TV prior, reconstruction of BP fidelity with TV prior,
reconstruction of LS fidelity with BM3D prior, and reconstruction of
BP fidelity with BM3D prior.
(a) Original image (b) Blurred and noisy image
(c) LS-TV (26.45 dB) (d) BP-TV (29.28 dB)
(e) LS-BM3D (28.74 dB) (f) BP-BM3D (30.38 dB)
Fig. 16: Deblurring with uniform 9 × 9 blur kernel and σe =
√
2
for couple image. From left to right and from top to bottom: original
image, blurred and noisy image, reconstruction of LS fidelity with
TV prior, reconstruction of BP fidelity with TV prior, reconstruction
of LS fidelity with BM3D prior, and reconstruction of BP fidelity
with BM3D prior.
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TABLE I: Reconstruction PSNR [dB] (averaged over 20 images from
CelebA) for super-resolution with Gaussian filter and scale factor of
3, using DCGAN prior and ADAM optimizer.
Bicubic LS est. BP est
SR x3 22.55 22.73 23.45
TABLE II: Reconstruction PSNR [dB] (averaged over 20 images from
CelebA) for compressed sensing with Gaussian measurement matrix,
using DCGAN prior and ADAM optimizer.
Naive A†y LS est. BP est.
CS m/n = 0.1 12.24 22.56 22.51
CS m/n = 0.5 14.85 23.43 23.60
higher. This drawback of GAN-based priors is due to the
limited representation capabilities of the generators (some-
times referred to as ”mode collapse”). A very recent work
has suggested to mitigate this deficiency by image-adaptation
and back-projections [52].
2) Compressed sensing: Due to the small image dimen-
sions, we are able to compare the performance of xˆBP
and xˆLS for CS with Gaussian measurement matrix (i.e.
Aij ∼ N (0, 1/m)), for which the two cost functions differ
(see the discussion in Section IV-B). We use compression
ratios of m/n = 0.1 and m/n = 0.5. Table II shows the
PSNR results for the different cost functions, averaged over
the last 20 images in CelebA. Several visual results are shown
in Figs. 18 and 19.
The results of xˆBP are slightly inferior to those of xˆLS for
m = 0.1n, and are slightly better for m = 0.5n. Note that the
improvement (with respect to BP) in the gap between BP and
LS in the two scenarios strongly correlates with the analysis in
Section III, which explains such behavior for `2 priors by the
fact that for m = 0.1n all the singular values of A are larger
than 1, while for m = 0.5n some of them are smaller than 1.
Yet, the fact that the BP cost is only slightly worse than the LS
cost for m = 0.1n may hint that it has an additional advantage.
Exploring whether such an advantage comes from optimization
considerations (similar to the behavior shown in Section IV for
`2 prior and conjugate gradients) is an interesting direction for
future research.
VI. CONCLUSION
In this work we examined the BP fidelity term for ill-posed
linear inverse problems. This term has only been used implic-
itly by the recently proposed iterative denoising and backward
projections (IDBP) framework, and is an alternative to the least
squares (LS) term, which is the common choice in most works.
We showed that IDBP is essentially a specific optimization
scheme, namely the proximal gradient method (known also as
ISTA), for minimizing the cost function induced by the BP
fidelity term. Then, we analytically compared the two fidelity
terms—BP and LS—for the case of `2-type prior functions,
and obtained mathematically-backed observations in favor of
the BP term when the singular values of the linear operator
A are smaller than 1 and the noise level is moderate (both
conditions are satisfied in many applications, such as super-
Original Bicubic (23.74) LS est. (23.96) BP est. (24.47)
Original Bicubic (24.84) LS est. (23.76) BP est. (24.60)
Original Bicubic (23.22) LS est. (22.88) BP est. (23.23)
Original Bicubic (21.50) LS est. (23.15) BP est. (24.11)
Fig. 17: Super-resolution with Gaussian filter and scale factor of 3,
using DCGAN prior.
Original A†y (11.22) LS est. (21.15) BP est. (21.00)
Original A†y (15.49) LS est. (23.45) BP est. (23.32)
Original A†y (11.79) LS est. (18.51) BP est. (18.36)
Original A†y (13.05) LS est. (22.11) BP est. (22.10)
Fig. 18: Compressed sensing with m = 0.1n Gaussian measure-
ments, using DCGAN prior.
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Original A†y (11.73) LS est. (21.89) BP est. (21.80)
Original A†y (16.02) LS est. (23.96) BP est. (23.77)
Original A†y (12.25) LS est. (18.77) BP est. (19.00)
Original A†y (13.59) LS est. (22.85) BP est. (22.97)
Fig. 19: Compressed sensing with m = 0.5n Gaussian measure-
ments, using DCGAN prior.
resolution and deblurring). Finally, we empirically demon-
strated that the behavior for sophisticated priors, such as TV,
BM3D and DCGAN, strongly correlates with the theoretically
backed properties that we established for `2 priors. While
the mathematical performance analysis in this work is done
only for `2 priors, it provides a good characterization for the
advantages of BP and LS compared to each other. Yet, we
believe that there are other factors that should be explored
with respect to the new fidelity term, such as its behavior
with non-convex priors or its effect on the convergence speed
of iterative optimization algorithms.
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