AbsmI-We present DINTA, Distributed In-network Task Allocation ~ a novel paradigm for multi-robot task allocation (MRTA) where tasks are allocated implicitly to robots by a pre-deployed, static sensor network. Experimental mults with a simulated alarm scenario show that our approach is able to compute solutions to the MRTA problem in a distributed fashion. We compared our approach lo a strategy where robots use the deployed sensor network for efficient exploration. The data show that our approach outperforms such an 'exploration-only' algorithm. The data also provide evidence that the proposed algorithm is more stable than the 'exploration-only' algorithm.
the network state.
We study a particular experimental scenario, emergency handling, as an experimental substrate. In prior work [3], we have used a similar scenario to study the role of opportunism vs. commitment MRTA. In our experimental scenario, events in the environment trigger alarms. An alarm is spatially focused, but has temporal extent (i.e. it remains on until it is turned off by a robot). Alarms are detected by nodes in the static network. The task of the team of robots is to turn off the alarms by notionally responding to the emergency signaled by each alarm. This is done by a robot navigating to the location of the alarm which causes the alarm to shut off. The goal is to minimize the cumulative alarm Onlime across all alarms, over the duration of the entire experiment. Each Alarm's Onlime is computed as the difference between the time the alarm was tumed off by a robot and the time the alarm was detected by one of the nodes of the network. We make the following assumptions:
1) The sensor network is predeployed into the environment using algorithm given in 121. 2) In addition to deploying the network nodes, the deployment algorithm also computes the distribution of transitional probabilities P(s'ls, a) from network node s to s', when the robot executes action a [l]. 3) An alarm requires at least one robot to service it.
To turn of an alarm, a robot needs to appear in its vicinity. Thus, the handling of the alarm is purely notional since that is not our focus here.
More telling, perhaps, is a list of what we do not
1) The robots do not have a pre-decided environment
2) The environment is not required to be static.
3) The robots do not perform localization or mapping. The key result of this work is that our approach statistically outperforms an 'exploration-only' algorithm. In addition, the obtained results show that the proposed algorithm is more stable than the 'exploration only' algorithm.
RELATED WORK assume:
map or access to GPS.
Our work is closely related to the body of literature on using markers to aid mobile robot navigation. This idea has received attention in coverage and exploration In (41, [5] the problem of graph coverage using a few markers is considered. In both cases the authors study the problem of dynamic single robot coverage on an environment consisting of nodes and edges (a graph). The key result was that the ability to tag a limited number of nodes (in some cases only one node) with unique markers dramatically improved the cover time.
The problem of multi-robot task allocation (MRTA) has received considerable attention. For an overview and comparison of the key MRTA architectures see 191, which subdivides MRTA architectures into behavior-based and auction-based. For example, ALLIANCE [lo] is a behavior-based architecture that considers all tasks for (re)assignment at every iteration based on robots' utility. Utility is computed by measures of acquiescence and impatience. Broadcast of Local Eligibility [ I l l is also a behavior-based approach, with fixed-priority tasks. For every task there exists a behavior capable of executing the task and estimating the utility of robot executing the task.
Auction-based approaches include the M+ system [I21 and Murdoch [13] . Both systems rely on the Contract Net Protocol (CNP) that puts available tasks for auction, and candidate robots make 'bids' that are their task-specific utility estimates. The highest bidder (i.e., the best-fit robot) wins a contract for the task and proceeds to execute it.
DINTA differs from the above MRTA approaches in the following ways: 1) DINTA relies on a static network, thus communication, sensing and computation are distributed.
2)
The utilities of task assignments are propagated and computed by the network based on purely local communication between network nodes. 3) The system does not require mobile robots to be within communication range of each other. The network is used for propagating messages between robots.
4)
The system does not place a limitation on the number of robots. There is no computation or communication overhead associated with increasing the number of robots. 5) The system does not require one robot to recognize another robot.
APPROACH
The basic idea of DINTA is that given a set of alarmweight pairs (ai, wi) detected by the network, every node k in the network computes a suggested direction that a robot should take if in the vicinity of k. 
A. Philosophy
The general idea of DINTA is to use a static network and mobile robots cooperatively. The network provides a 'sensor' that is 'stretched' over the environment and thus widens the range of applications for groups of robots that do not cover the whole environment -'can't he everywhere at the same time'. Thus, an alarm can be detected even though no robot is within sensor range. In addition, mobile robots can communicate through the static network even if they are not within communication range of each other.
The other benefit of using the network is distributed computation. First, there is no redundant computation (on each separate robot). Second, since every node of the network updates its state based only on the state of its neighbors and robots in the vicinity, the system is scalable. Third, utilities are computed in the network distributively and propagated from the alarm (the goal state). Another benefit is that the robots used can be very simple since they do not need to localize and map the environment -they navigate by listening to the suggestions from the sensor network.
The DINTA approach has two subsystems -CoveragdExplorarion and Alarm Response. If no alarms are detected, the system operates in CoverageExploration [l],
[Z] mode. In this mode, the navigation field computed by the network, causes the robots to patrol the environment. If, on the other hand, an alarm is detected, the system switches to the Alarm Response mode where the navigation field computed by the network guides the robots to turn off alarms, thereby implicitly solving the MRTA problem.
B. CoverageExploration
The CoverageExploration subsystem is described in [2] . The approach uses interaction between the two entities: the markers (nodes of the network) and the mobile robots. The task of each marker is to recommend a locally preferred direction of exploration for the robot within its communication range. Thus each marker acts as a local signpost telling a robot which direction to go next. However, the robot treats this information as a recommendation, and combines this advice with local range sensing to make a decision about which direction to actually pursue.
Each marker has a state associated with the four cardinal directions (South, East, North, West). The choice of four directions is arbitrary. It implies that the marker is equipped with a 2 hit compass. For each direction, the marker maintains a state and a counter. A state can be either OPEN or EXPLORED, signifying whether the particular direction was explored by the robot previously. A counter C is associated with each direction; it stores the time since that particular direction was last explored.
When the robot is in the vicinity of a marker, the marker emits a suggested direction the robot should take. This implies that the robot's compass and the marker's compass agree locally on~their measurement of direction.'Given the coarse coding of direction we have chosen, this is not a problem in realistic settings. The algorithm used by the markers to compute the suggested direction is simple. All OPEN directions are recommended first (in order from South to West), followed by the EXPLORED directions with largest last updatk value (largest value of C).
The robot remembers the identification of the marker it heard most recently. If, during motion, a new marker is heard, (i.e. the robot moved to the communication zone of a different marker), the robot analyzes the data messages received from the current marker and orients itself along the suggested direction. In addition, the robot sends an update message to the marker telling it to mark the direction from which the robot approached the beacon as EXPLORED. This ensures that the direction of recent approach will not be recommended soon. After the robot has been oriented in a new direction, it checks its range sensor for obstacles. If the scan does not return any obstacles, the robot proceeds in the suggested direction, while sending an update beacon message (upon receiving this message the current marker updates the state of corresponding direction to EXPLORED and resets the corresponding C (O(nZ) ). Figure 2 shows the data flow on a network node. If a node receives an ALARM message with identification a of the node that detected the alarm, weight zu (estimation of the alarm's importance) and hop count h (estimation of how far away node a is), the alarm is placed on the list L of currently active alarms according to its utility U (Utility Update block). We define the utility as the ratio U =t. This ratio helps node to decide which alarm h& the highest priority (i.e utility). In other words, since only one global field is maintained (every node computes one assignment direction), the nodes have to decide which alarm would give larger reward to the robot if it would start at the node. Every node maintains a cur" alarm variable, which is the element of L with largest utility. If the current alarm changes, the Task Allocation block computes a new task assignment for a robot (discussed next) and reroutes the alarm message with incremented hop count to neighboring nodes. In the global perspective, prioritizing between the tasks accord- An example of a discrete probability distribution of node k for ing to their utility value results in creation of multiple superimposed navigation fields (for example three a l m s case of Figure 1 ). Note that if Sensor Data block indicates that an alarm is detected by the node itself, then the node initiates a message ALARM(fhisNode1D. w, 0). General T a s k block represents the approach of subsection EI-B, which, in case L is empty and based on the current state, sensor data and robot update data, computes the suggested direction of exploration.
C. Alarm Response
The task allocation problem for emergency handling can be formulated as guiding robots towards a specific goal state (alarm). Hence, the problem can be considered as the problem of navigation. We assume that the network is deployed and every node has a discrete probability distribution of the transitional probability P(s'lsc, a ) (probability of aniving at node s' given that the robot started at node sc and commanded an action a). The reader is referred to [I] for detailed discussion on how such distributions can be obtained. Figure 3 shows a typical discrete probability distribution for a node per action (direction). Note that in practice the probability mass is distributed around neighboring nodes and zero otherwise.
Note that the state the robot transitions to depends only on the current state and action. We model the navigation problem as a Markov Decision Process [14]. To compute the best action at a given node the value iteration [I51 can be used on the set of nodes S -sg, where sg is the goal state. The general idea behind value iteration is to compute the values (or utilities) for every state and then pick the actions that yield a path towards the goal with maximum expected value. The value is incrementally computed where C(s,a) is the cost associated with moving to the next state (node). Usually the cost is chosen to be a negative number which is smaller than where k is the number of nodes. The rationale is that the robot should 'pay' for taking an action (otherwise any path that the robot might take would have the same value), however, the cost should not be too big (otherwise the robot might prefer to stay at the same state). The value iteration algorithm assumes central computation. We augment the traditional algorithm for usage in sensor network. The idea is that every node in the network updates its value and computes the optimal task assignment (navigation action) for a robot in its vicinity on its own. Once the current alarm has been changed, every node starts the computation of the optimal task assignment After the values are computed, every node computes an optimal policy for itself according to equation 2.
Neighboring nodes are queried once again for the final value. The computed optimal action is stored at each marker and is sent as a SUGGESTION message, to any robots in the vicinity.
Note that the action policy computation is done only once per alarm, and does not need to be recomputed. Also, note that value update equations have to be executed until the desired accuracy is achieved. For practical reasons the accuracy in our algorithm is set to which requires a reasonable number of executions of the value update equation per state (approx. 20) and thus, the list of values that every node needs to store is small (20). Since the computation and memory requirements are small it is possible to implement this approach on the real marker device that we are using (the Mote [171).
IV. SIMULATION EXPERIMENTS
In our experiments we used the PlayedStage [181, [I91 simulation engine populated with a simulated Pioneer 2DX mobile robots equipped with 180" field-of-view planar laser range finders (used for obstacle avoidance), wireless communication and a mote base station (to communicate with the Motes, used as network nodes). A network of 25 Motes was predeployed in a test environment.
The communication range of motes and robots was set to approximately 4 meters. The task of the team of robots is to serve emergencies by navigating towards the point of alarm and minimize the cumulative alarm Onlime.
Alarm's Onlime is computed as difference between the time alarm was served by a robot and the time alarm was detected by one of the nodes of the sensor network. We conducted experiments in an environment of 576m2 with robot group sizes varying from 1 to 4, 10 trials per group. For experiments the schedule of 10 alarms was drawn (time-wise) from a Poisson distribution, with uniformly distributed nodes that detected the alarm and the weights that were assigned to the alarms. The parameter of Poisson distribution was set to X =L, which means that the expected number of alarms is 10 in 600 seconds.
The implementation of the proposed approach in simulation proceeds as follows. If there are no alarms detected in the environment, then the robots execute exploration algorithm of [l] , [2] . If an alarm is detected, the network computes task assignments (navigation field in our case). Once the tasks are computed at every node, the robots change from EXPLORATION to A U R M mode, and traverse the directions suggested by the network. When one robot reaches an alarm node, the robot injects an ALARM-OFF message into the network, which when received by any node causes removal of the alarm from its list L. Note that if there are multiple alarms active at the same time, a superposition of several navigation fields is produced, in which case robots might follow different paths depending on the portion of the environment in which they are located. Examples of the navigation fields are shown on Figure 1 . Figure 4 shows the On'lime comparison for exploration only and the approach proposed in this paper (exploration and alarm response). Clearly, the proposed approach outpe~orms the exploration only algorithm even though as environment becomes saturated with robots, the difference becomes smaller. The difference is statistically significant (the T-test p-value is less than for every pair in data set).
Moreover, the performance of DINTA is stable (small and constant variance) whereas variances produced by exploration approach change drastically and reduce as environment becomes saturated with robots.
9
The proposed first-cut implementation of DINTA does not make explicit assignments of tasks to robot or specific robot subgroups, which may result in suboptimal behavior. Consider the case when the robots are cluttered in one region and therefore, can all be attracted towards the same alarm. Although, in practice this phenomenon occurs rarely, since exploration behavior of robots strives to disperse robots in the environment. We are developing a DINTA implementation which allows the computation of multiple task assignments at every node (a task per robot or robot subgroup). The space and time requirements for this implementation are linear in the number of alarms, which makes it realistic for implementation on our target node platform (the Mote). In addition this approach would allow online grouping of robots for more complex tasks.
V. CONCLUSION AND FUTURE WORK
In this paper we introduced DINTA Distributed InNetwork Task Allocation for solving the MRTA problem. DINTA allows us to combine the benefits of a sensor network with mobility and functionality of robots. The system compute task assignments distributively innetwork while, at the same time, providing a virtual sensor and communication device that 'extends' throughout the whole environment and has obvious benefit over traditional MRTA approaches. The fundamental assumption, though, is the existence of the sensor network. However, [l] , [2] show that given set of markers large enough, a sensor network can be deployed into an environment and maintained by the robots.
There are several advantages in using DINTA as opposed to other MRTA approaches. The sensor network allows robot to detect a goal (alarm) even though the goal is not in robot's sensor range. In addition, mobile robots can use sensor network to relay messages if they are not in the communication range of each other. One of the other benefits of using DINTA is distributed in-network computation, which 1. avoids redundant computation by updating the state of a node based only on the state of its neighbors and robots in the vicinity (scalability), 2.
computes utilities in network distributively and propagate from the goal state (alarm). Another benefit is the ease of determining relative distance to the goal (for determining utilities) by considering 'hop counts' from the goal state. Note also that robots implementing DINTA can be quite simple -they do not need to localize and map the environment -they can navigate by listening to the suggestions from the sensor network.
In future work we plan to extend the current implementation of DINTA to allow explicit assignment of tasks to robots or robot subgroups, which will improve the performance in some cases and would allow more complex task assignments as well as group formations.
We also plan to conduct further experiments both in simulation and hardware in varying environments, with tasks of varying complexity, requiring different numbers of robots. A system would have to assign not only a task, but also combine robots in a group if a task requires participation of several robots.
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