Recently, the human lifestyle has strongly been affected by the novel technological equipment. The applications of Artificial Intelligence are widely being utilised to improve the performance and quality of the modern life. One of the important applications of these techniques is to seek to improve public safety, including the safety of driving. The statistics indicate that the mortality of car accidents yearly constitutes a significant proportion of the overall deaths. A number of strategies have been studied to materialise driver drowsiness detection systems. One of the best strategies relies on image processing and computer vision methods. In this paper, a novel real-time method for driver drowsiness detection is presented. This method uses Haar wavelet-based features for face detection. The eye state determination has been performed using PCA feature extraction along with an SVM classifier. The proposed method has been implemented and tested on a real-time ARM based embedded system, with a camera installed in front of the driver. Results show that the presented intelligent system has a high detection accuracy, compared to the methods presented thus far, on the standard datasets such as BioID and RS-DMV.
Introduction
In the recent years, special attention has been paid to vehicle safety and many kinds of research have been conducted on it. Accidents caused by drowsy drivers and sleepy driving are one of the most popular reasons for driving incidents. Intelligent systems and driver monitoring are two main factors that are considered highly in safe driving. These systems, with automatic detection of accidental conditions, have tried to help and warn the driver. Using these intelligent systems, the number of incidents and accidents can be reduced considerably. The most important equipment that has been considered for smart cars includes emergency brake assistive systems, warning of the frontal impact, lane cross warning, driver blind spot detection, intelligent front headlights and fatigue detection.
Driver drowsiness is known as one of the crucial factors in road accidents that lead to many fatalities. Traffic reports show that 15-20% of road accidents are due to inattention and drowsiness of the driver (Horne and Reyner, 1999) . The U.S. National Highway Traffic Safety Administration (NHTSA) describes a drowsy driving crash an accident that the driver has been "drowsy, sleepy, asleep or fatigued" before the crash. It is estimated by the NHTSA that, in 2009, more than 30,000 injury crashes in which the driver has been drowsy have occurred. This is 2.0% of all the injury crashes happened in that year (National Highway Traffic Safety, 2011) . Also, according to World Health Organization, traffic accidents have been the cause of 11% of the total deaths in Iran in 2002 (World Health Organization). Moreover, in 2009 more than 23,000 people were killed in accidents in Iran (Moafian et al., 2013) . The fatalities caused because of drowsy driving are very serious, as they result in many injuries and deaths. Consequently, development of an intelligent driver assistant system that will consider the level of driver distraction has received a lot of attention in the recent years and many different methodologies have been proposed (Forsman et al., 2013; Jo et al., 2011; Saini and Saini, 2014; Dong et al., 2011) . Klauer et al. (2006) have found in their research that driving in drowsiness state increases the hazard of driving fatalities 4 to 6 times compared to the time the driver is in full consciousness. Also, the risk of an incident is higher at night compared to daytime (Perez et al., 2001) . As a result, this study tries to present a solution to this widely spread problem and, to some extent, guarantee the awareness of the driver and the passengers with high accuracy. Driver inattention may lead to gradual increase in vehicle speed and hence real-time alert is considered one of the main features of this method. This study is based on the design of an intelligent system that works on image processing and machine learning algorithms and implementation on embedded systems.
Problem definition and research objectives
Driver drowsiness lays threats to traffic safety. Many different approaches have recently been proposed to detect driver drowsiness. In current studies, various techniques such as artificial neural networks (Sayed and Eskandarian, 2001) , SVM and the Naive Bayes Classifier, fuzzy logic (Senaratne et al., 2007; Bergasa et al., 2006) , Gabor filter (Flores et al., 2010) , PCA and the Kalman filter (Selvakumar et al., 2015) have been employed for drowsiness detection. Most research in this group is conducted by studying the face and the eyes and extracting the signs and features of drowsiness from them. Likely, some researchers have used a drowsiness detection algorithm based on eyelid related parameters such as its movement (Liu et al., 2002; Hu and Zheng, 2009) .
The methods of driver awareness detection and measurement can be categorised into different groups. The first group includes algorithms that are based on biological signals (Papadelis et al., 2007; Faber, 2004; Lin et al., 2010) . These signals include EEG, ECG and EOG and usually require a number of electrodes to be connected to different parts of the body while the driver is driving (Jap et al., 2009 ). Hu and Zheng (2009) use EOG signals with support vector machine for drowsiness analysis. Although such products are available on the market, they may cause a feeling of discomfort, or even distraction, for the driver. Another group of methods for driver drowsiness detection is based on performance measures and the analysis of driver behaviour and actions. These metrics are observable in vehicle control, unwanted speed change, unusual lane-changing and steering, changes in head motion and yawning (Liang and Lee, 2010; Eskandarian et al., 2007) . The information about driver behaviour can be obtained in digital format, through the CAN port in the vehicle (Zhou et al., 2008) . This system is available as a product on the market due to its simplicity in implementation and fast access to information (Wakita et al., 2006; Takei and Furukawa, 2005) . These methods are dependent on constant parameters that may differ for different vehicles. Therefore, their application requires a great deal of time to be spent on settings and learning parameters. The third group is the algorithms that operate on physiological measures. Some parameters used in these methods are changes in pupil size such as pupil dilation, changes in the heart rate and also increase in driver temperature at the tip of the nose (Wesley et al., 2010; Itoh, 2009) . Machine vision and the analysis of driver images are also categorised in this group and can be applied as a reliable method to monitor driver face and eye status (Flores et al., 2010) . Vision-based methods are efficient because drowsiness can change the state of the face and the eyes. Usually, they are used with machine learning algorithms to help the classifiers learn the required data samples (Vural et al., 2009; Jo et al., 2011) . These methods result in accurate, robust, real-time and non-intrusive performance.
With the advances in the last few decades, the methods based on image processing and pattern recognition have proved to be reliable approaches that are able to perform well with high accuracy in this field. In the state of drowsiness, the facial appearance of the person changes. Most of these changes are evident in the eyes, head, mouth and the sitting position of driver. By monitoring the driver and with the help of image processing techniques, we can extract the visual signs of drowsiness (D'Orazio et al., 2007) . This is the basic hypothesis of this study. Analysis of the eyes is among the most successful methods for detection of drowsiness in which the focus is on the changes and movements of the eyes (Oyini et al., 2013) . The most important of these changes include the changes in the number of eyelid movements, duration of the eyes being closed (glance) and gaze direction. Cameras can be installed in the interior of the vehicle and monitor driver's face and eyes. When driver's eyes are closed for a certain amount of time, which is determined as a threshold, the driver can be detected as being drowsy. Many scientists have conducted their research on PERCLOS algorithms which are very popular in many drowsiness detection approaches (Flores et al., 2010; Selvakumar et al., 2015; Jo et al., 2014) . In these algorithms, the percentage of the eyes being open is measured in a certain period of time. The high amount of PERCLOS shows the gradual closeness of the eyes. Therefore, it is used as a criterion to detect driver drowsiness state.
The aim of this study is to design an intelligent system which can be installed in front of the driver in the car and prevent him from sleep driving. Image processing and machine learning algorithms have been used for the software implementation of the driver drowsiness detection system. The presented approach leads to an intelligent system which works in real-time and can alert the driver as soon as it detects he is drowsy. The proposed system does not have any interference with the activities of the driver and is installed on the dashboard of the vehicle to ensure careful driver monitoring and passenger safety.
Driver drowsiness detection
As mentioned previously, in this study, a real-time vision-based method is proposed for driver drowsiness detection. It detects face and eyes in the input image. The input image is captured through the camera installed in front of the driver. By determining the state of the eyes in terms of being open or close, the algorithm decides upon the drowsiness of the driver. Figure 1 shows the proposed algorithm. In short, the main suggested algorithm should include the following steps:
1 Detect the face in the input video frame at each instance and track it in the upcoming frames.
2 Detect the exact eye location and track it in the proceeding frames.
3 Determine the eye state (open or closeness of the eyes).
4 Inference on driver drowsiness.
5 In case of driver inattention, send an alert to the vehicle cabin.
In order to have a robust driver monitoring system, we need to consider all the different conditions that the driver might come across. This is because, in a natural driving environment, there are a lot of variations in environmental lighting. The conditions considered in this research include driving during the day time, at night-time (no sunlight), driving with eyeglasses and driving with sunglasses. When there is enough light in the environment i.e. during the daytime, the image can be captured through ordinary cameras. In this case, the image is observable and the algorithm can do the process of detection with accurate results. The face and the eyes are detected using a Haar-cascade classifier. In addition to that, we consider situations where the lighting conditions are not appropriate. This is during night-time when there is a lack of sunlight. In this case, near infrared illumination is used for capturing the input image. These lights will not interfere with driver's activities as they are not visible to human eye.
Appropriate light conditions
The proposed method in this paper operates on the captured images obtained from the driver while driving. Firstly, a single frame is received from the camera installed in front of the driver. This frame is a raw image of the driver which is converted to greyscale before any processing begins. The face of the driver is detected in the greyscale image and within the detected face, the position of the eyes is located. Now a method for tracking the eyes and designation of their open or close state must be selected. If the driver's eyes are closed for more than a specified amount of time, then the intelligent system considers this as drowsiness and generates an alert sound. All the mentioned steps must be done in real time and with high speed so that the fatalities caused by the driver drowsiness are reduced as much as possible. This arouses the need for the code to be implemented on a suitable board.
To have a precise algorithm with high accuracy for face detection, feature-based methods are applied. Of all the possible feature based methods for face detection, Haarlike features have proven to be more efficient than other methods. These features, not only show high precision in face detection, but also are simple to implement and work at high speed. Moreover, they are independent of the skin colour (Hong and Qin, 2007; Goel and Agarwal, 2012) . The Haar feature kernels applied in this research used for face detection are depicted in Figure 2 .
These features work just like the convolution kernels. In other words, Haar-like features are a number of black and white filters. If we subtract the sum of pixel values beneath the white rectangle from the sum of the pixels beneath the black rectangle, the value of each feature is found. To do this, integral images are introduced. The use of these images, simplifies the calculation of pixels summation and speeds up the operations, instead of a large number of pixels in these black and white rectangles, the operation is carried out with only four pixels (Goel and Agarwal, 2012; Viola and Jones, 2001; Menezes et al., 2004) . The integral image is an array that includes the sum of brightness of pixels placed immediately on the left and above a pixel in the position of (x,y). Therefore, if A[x,y] is the main image, then the integral image, I [x,y] , can be calculated using equation (1). , [ , ] ( , ) Haar-like features are computed for all positive and negative samples that the classifier is trained with. For this classifier, positive samples are the human face and negative samples are anything other than that. Haar-like features are efficient since a feature-based system can perform much faster than a pixel based system (Goel and Agarwal, 2012; Menezes et al., 2004; Wang et al., 2005) . Having Haar features of the input images, we can train a classifier. In this study, an Adaboost classifier is selected. The Adaboost algorithm is a learning algorithm that uses many weak features for classification to form a strong classifier. These weak features are re-weighted again to correct the previous features. Having a Haar cascade classifier for face detection, the face detection operation is performed on the input frame received from the camera installed in front of the driver, and the driver's face is obtained. Now, the eye positions can be determined in the detected face region. This method of face detection is robust and performs well even when the driver's face is rotated to either side. Before starting the eye detection and to reduce the operational time, the region for the eyes is restricted. This is called "the region of interest". This area should be limited to only the detected face and further restricted to the upper half of it. This increases the speed of face detection and tracking, as speed is a crucial factor in driver drowsiness detection. After the region of interest for the eyes is determined, the process of detection starts. For eye detection, again, a Haar cascade classifier which is trained for the eyes is applied. This classifier works on Haar features for the eye and has been trained with positive and negative samples. The process of eye detection is repeated for each input frame. Consecutive frames of an input sequence are processed one after another and tracking is performed. The region of interest in each frame is restricted to the determined position for the face in the previous frame (Huang et al., 2009) .
The detected eyes in every input frame should now be processed to find out if they are open. To do this, a Support Vector Machine is employed. This classifier has been trained on many eye data that include open and closed eye samples. Before using the SVM classifier, features are obtained using Principle Component Analysis feature extraction method (Ito et al., 2002; Hu et al., 2011) . In case, this classifier detects open eyes, the process of tracking continues. The driver can carry on with his driving, if the eyes are closed for a determined number of frames (which depends on the frame rate), an alert is sent to the driver through the car cabin. The intelligent system proposed in this study is able to send an alarm to the drowsy driver and prevent him from driving in the fatigue state (Liu et al., 2002) . The driver eyes can be closed for a limited number of frames for reasons like blinking, and the system will not send any alerts in this case.
Driver with eyeglasses or sunglasses
When the driver has not any type of glasses on his face, the face and the eyes features can be detected by the original algorithm. However, if the driver is wearing any spectacles, it can be an obstacle and challenge to the detection algorithm. The proposed system should be able to disregard reflection of the sunlight on driver's eyeglasses. To accomplish this, the designed system consists of near-infrared illuminators which are placed on both sides of the camera. Also, a narrow bandpass filter is used so that the captured eye image does not contain any amount of sunlight reflected on the spectacles of the driver. This will make the eye region localisation easier. The pass band of the filter is the same as the wavelength of the illuminator. Another option is to use a polarising filter. However, as our experiments show, such filter, in this case, will not have accurate results, since the direction of the lights that make the reflection is unknown and the polarising filter can only eliminate sun rays in specific angles and directions.
To be able to localise the position of the eyes when a driver wears sunglasses, we have used a bandpass filter and NIR illumination. The filter is installed in front of the camera lens and the infrared LEDs are placed in a circular shape around the camera lens. The bandpass filter will limit the entering wavelength to around 850 nm. This means that in various wavelengths of sunlight, only rays with a wavelength of around 850 nm pass through the filter and energy of the most wavelengths that have caused the reflection are eliminated. The wavelength of the high power LEDs is between 830 nm and 930 nm and they project 850 nm wavelength on the driver's face. Therefore, the driver eyes can be detected through the sunglasses. We have assembled and tested this device in the laboratory. This set can be placed in front of the driver on the dashboard of the vehicle for constant monitoring of the driver.
Inappropriate light conditions (night, moonlight or complete darkness)
When the environment is not light enough, the usual imaging techniques cannot be applied, consequently, their efficiency reduces. This is the case, especially at night time. The lack of light will make the detection of the face and the eyes more difficult. Therefore, in this research, we again have applied infrared camera technologies to constantly monitor drivers' eye state in low lighting conditions and presented an efficient real-time method. Then, as before, image processing methods are applied for extraction of the eye candidate regions.
Again, once the eyes are localised by the algorithm, an SVM classifier is used for exact eye detection. Also, for preparing the features to be fed to the classifier, PCA algorithm is employed. PCA is a popular unsupervised algorithm that uses the eigenvectors with the biggest eigenvalues. A linear transformation matrix (MPCA) that maps the original n-dimensional feature space into m dimensional (m<<n) feature space is produced by PCA. This matrix defines the reduced feature vector, y i , as in equation (2). , 1,2, ,
In equation (2), x i are the pixels of the input image, in this study the eye image and l is the number of training eye samples. Columns of the M PCA matrix are the m eigenvectors related to the m largest eigenvalues of the S matrix, defined in equation (3). In this equation,  is the average of all the sample images in the training set.
When the features for eyes have been selected, they are fed into a support vector machine. The SVM is trained to learn eyes from non-eye images. Support Vector Machines are designed to solve two class pattern recognition problems. The input to this classifier is a set of labelled training data, and the output is a set of support vectors with their class labels, coefficient weights at, and a constant bias value b. An SVM classifier can be defined as in equation (4).
In equation (4), y i determines the class label of the training point x i . The kernel, K, is the number of data points and N s is the number of support vectors. The kernel function used in this study is a radial basis function because it is efficient and works well with SVM.
Results and conclusion
Experiments are accomplished using the publically available BioID dataset (see https://www.bioid.com/About/BioID-Face-Database). Since the proposed algorithm is designed to detect driver drowsiness in different light conditions, a second dataset named RS-DMV (see http://www.robesafe.com/personal/jnuevo/Datasets.html) is used to evaluate the performance of the proposed eye detection and tracking algorithm used for driver drowsiness.
As an initiative and primary step in the proposed algorithm in this study, the processing time for each incoming frame should be decreased. This is done by reducing the size of the frame. Once the face has been detected with the Viola and Jones face detector and Haar features (Viola and Jones, 2004) , the eye regions are estimated according to anthropometric relations and size of the face. Then eye centres are located. In the case of failure in detecting the face, the algorithm expands its search region to a larger area according to the size of the image and the detected face in the previous frame. After reducing search region's size, eye centres are accurately detected by applying a Haar cascade classifier. This algorithm can locate both left and right eye centres. Next step is to determine the probability that each detected point is an eye centre. An SVM classifier trained on the BioID dataset is used to track open eyes' centre. Before feeding the features to the SVM classifier, the best ones are selected with a PCA algorithm. In this research, we manually eliminated closed eyes from the set of localised eye centres in the BioID dataset. In addition, some non-eye images were generated to use as negative samples for training the SVM classifier. Table 1 shows the exact number of right and left open eye samples and also the number of non-eye images used in the training phase. Figure 3 illustrates some negative samples used for training SVM classifier. 
Normal light conditions
The system installed over the dashboard in the vehicle contains a light sensor which can detect small changes in light conditions in the environment. To evaluate the system's performance in normal light conditions, two datasets are used.
BioID dataset
To evaluate the performance of the proposed algorithm in normal light conditions, for accurate, robust and time efficient eye detection and tracking, we used the BIOID dataset. This dataset contains 1521 grey level images in 384×286 pixel size. The dataset consists of a variety of frontal views of a people with different illuminations and backgrounds (see https://www.bioid.com/About/BioID-Face-Database). An accuracy measure called Normalised Error, used by Jesorsky et al. (2001) to evaluate their proposed face detection algorithm, is used to calculate the normalised error for eye detection. The normalised error is defined in equation (5). 
In equation (5), d is the distance between detected left and right eye centres, e rr1 and err 2 are Euclidean distances between reference and detected left and right eye centres respectively. For analysing obtained results after applying the proposed algorithm to available datasets, it is supposed that the calculated normalised error lower than 0.25 corresponds to distance between the eye centre and the eye corner. Also, calculated normalised error lower below 0.01 corresponds to the diameter of the iris and if it is below 0.05, then it corresponds to the diameter of the pupil. Table 2 shows the comparison between several other methods and the method used in this study for eye tracking in normal light conditions. The comparison is done using four values of normalised error. From the results in Table 2 , we can conclude that a reasonable eye tracking method must acquire high results for e ≤ 0.25. Also, an accurate eye tracking approach should have a high performance for e ≤ 0.05 (Timm and Barth, 2011) . Consequently, the results in table 2 show that the eye tracking approach used in this research can be ranked among the best tracking algorithms with its accurate results in all three sections. Figure 5 shows localised eye centres in two of the BioID dataset frames. 
RS-DMV dataset
The RS-DMV dataset was used to evaluate the performance of the proposed algorithm in real life conditions and applications. This dataset contains ten video sequences which are recorded in two different conditions: indoors (three videos), and outdoors (seven videos). Each video sequence has been recorded using high-resolution cameras installed over the dashboard monitoring driver's status for a relatively long time. In indoor sequences frames were recorded in a realistic truck simulator and illumination was very low. In some sequences, near-infrared LEDs were used to increase available light. These video sequences contain occlusions, illumination changes, and background changes. The frames are 960 × 480 and 1390 × 480 pixels in size for outdoor and indoor videos respectively. Frames are captured in greyscale format and at the rate of 30 frames per second for both indoor and outdoor videos. In addition, 20 landmarks in faces are marked for evaluation purpose in the same locations as BioID database (see http://www.robe safe.com/personal/jnuevo/Datasets.html). In this research, three outdoor video sequences were used to evaluate the proposed driver fatigue detection system. Figure 6 illustrates eye detection and tracking results from RS-DMV video sequences.
Figure 6
Results of eye tracking and eye centre localisation on the RS-SMV dataset Figure 6 shows the results of face and eye tracking from one of the seven outdoor video sequences. The green indicator on top indicates an alert driver. Figure 7 demonstrates cases when eye centre localisation algorithm fails to detect eye centres. These cases usually occur when the face is rotated or eyes are closed, which can be considered as driver drowsiness in driving video sequences. The red indicator on the top left hand side determines a failure in eye centre localisation. Also, Table 3 shows the normalised error results of eye detection in RS-SMV dataset. The results show that the proposed algorithm can accurately track eye centres on this dataset. 
Inappropriate light conditions
When illumination reduces in the environment outside, face detection and eye tracking will be difficult since normal cameras are not able to capture clear images of driver's face. In this case, in order to prevent variations in environmental lighting, a near-infrared (NIR) filter is attached to the camera lens. Also, two 850 nm NIR illuminators are installed on either side. The camera and the two illuminators will be assembled and installed in the test vehicle. Aggregation of the NIR filter and illuminators enables our system to detect eye closures even in bad light conditions. Figure 8 shows open eye detection results after using the proposed system installed over the dashboard. Figure 9 shows cases when the driver's eyes are closed and the system must consider this condition as a dangerous situation and alarm the drowsy driver. 
Implementation details
The proposed system software was implemented using Visual C++ using OpenCV library, on an Intel processor running at 1.70 GHz with 6 MB RAM. OpenCV is designed for computation optimisation and real-time image processing with high accuracy. The total average processing time for continuous input of 1000 frames was 28.36 ms/frame on the experimental hardware. In addition, our proposed feature-level fusion method actually has a shorter processing time than less accurate score-level fusion methods. The software is installed on an ARM-based board, BeagleBoard-XM, and the final embedded vision system can be placed in any vehicle and constantly monitor driver drowsiness. Finally, the results obtained in this research show high accuracy detection outcome and can detect and track face and eyes with much better results than the available methods. Therefore, driver drowsiness detection with a great performance in both normal conditions and inappropriate light conditions is performed.
