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Employee turnover continues to be discussed as an outcome in Human Resources 
(HR), but comparatively few studies have examined the relationship between turnover as 
the independent variable and institutional outcomes. Although the call to HR practitioners 
has often been made over the past 20 years regarding the importance of tying HR 
programs and measures to institutional goals, there has been limited reporting of such 
initiatives among higher education institutions, which typically focus on student 
outcomes equally or more prominently than financial outcomes. While the HR Analytics 
field has been growing and there is a robust community of academics involved in data 
analysis of organizations, the field in Higher Education is still in its development stages.  
The purpose of this cross-sectional study was to test whether employee turnover 
in various iterations can be a statistically significant predictor of (a) student completion 
rate, and (b) aggregate organizational external research funding. The study also tested 





data, as opposed to gathering any data that are not currently collected or available from 
normal business operations. Reviewing these questions through a theoretical framework 
of general systems theory and using student data, employee data, and financial data of a 
single higher education institution, this study was designed for the HR practitioner to 
review the use of models to predict whether employee turnover statistics are meaningful 
in explaining operational goals of an organization that are not financial.  
Six years of data (2006-2011) from a single higher education institution were used 
in the analysis. The sample subject group comprised students enrolled in various Master’s 
degree programs across 10 academic departments at the University. The analysis was 
conducted using ordinary least squares regression and via binomial logistic regression. 
Other forms of analysis were considered as part of the review.  
Overall, findings suggested that employee turnover (operationalized as employee 
instability rate) is statistically significant in models that predict student completion rate. 
Furthermore, employee turnover is statistically significant in models that predict the 
University’s external research funding levels (operationalized as indirect cost recovery 
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HR professionals have long discussed the prospects of adding value and providing 
a strategic contribution, all the while focusing on the tenets of recruitment, retention 
(Craig, 2015; Rehman, 2012), development (Arellano, DiLeonardo, & Felix, 2017), 
performance, job satisfaction, and engagement. As such, employee turnover has long 
been considered to be an impact on the organization that is to be minimized (Shaw, 
Duffy, Johnson, & Lockhart, 2005). As Soltis, Agneessens, Sasovova, and Labianca 
(2013) stated: 
Employee turnover is ubiquitous in organizational life, even in the midst of 
severe economic recessions where jobless rates are higher than normal. It is 
among the most frequently studied topics in the human resource management 
literature. (p. 11) 
 
Indeed, scholars have long written about the causes that contribute to turnover and 
the costs associated with turnover (Fitz-enz, 2010; Hausknecht & Trevor, 2011). “The 
predominant attention given to antecedents of turnover is likely based on the supposition 
that turnover results in substantial and meaningful consequences for organizations” 
(Hancock, Allen, Bosco, McDaniel, & Pierce, 2013, p. 574). This has led to some recent 
studies on the effect that employee turnover creates. A 2013 meta-analysis was conducted 





performance” (p. 592). Yet, the continued focus on causes of turnover is an ongoing 
theme. In a review of 201 dissertations on the topic over the past 2 years, it was found 
that 98% of the studies focused on turnover as the end result, otherwise referred to as the 
dependent variable in a statistical model. Further, while these types of analyses can point 
to a potential relationship, a correlation, a causal relationship is frequently implied, if not 
assumed. This study considered a potential correlation and reviewed potential scenarios 
based upon the results to suggest a potential scenario; however, this cannot go as far as 
establishing causality.   
This dissertation employed statistical modeling to review common operational 
situations. While academic in nature, it is intended for the HR professional, and 
particularly the higher education HR professional, who may have an infrastructure 
available to review these questions further. In addition, this study should be considered as 
a proof of the concept that the top-down, “siloed” organization most familiar to higher 
education can benefit from considering as an open system, in which various parts of the 
organization regularly interact to contribute to the success of the organization. As a 
result, a suggested lens of systems theory is presented as a means to consider and process 
the interaction of the various spheres of information. 
Employee benefits programs are often designed with at least an eye on providing 
employees with a package that is comparable with competitors (“Employers Alter 
Benefits to Attract, Retain Employees, SHRM Finds,” 2016) so that benefits are either 
recruitment and retention resources or, at a minimum, not a reason for an employee to 
want to leave for another organization. A 2016 Society for Human Resource 





leveraging employee benefits as a recruitment and retention tool” (“Employers Alter 
Benefits to Attract, Retain Employees, SHRM Finds,” 2016) and the emphasis is on 
retention efforts by a significant margin over recruitment (“Employers Alter Benefits to 
Attract, Retain Employees, SHRM Finds,” 2016). The costs for these programs equate to 
upward of 35% of the overall salary base (“Benefits as a Percentage of Wages | 
Chron.com,” n.d.; Dotinga, 2008). In organizations such as higher education, where the 
salary and benefits component could easily exceed 60% of the overall budget (Desrochers 
& Kirshstein, 2014), a program which involves approximately 35% of that amount, or 
roughly 20% of the overall budget, warrants review to determine the most effective use 
of resources. “In service organizations, [compensation] often represents 70 percent to 80 
percent of business cost” (Lawler & Boudreau, 2012, n.p.); therefore, the issue is all the 
more exacerbated. 
With all of this attention toward averting turnover, a fair question to ask is 
whether there is a cost to employee turnover and, if so, is it worth the investment to 
avert it? To be clear, this project will not determine the actual cost of employee 
turnover. This project will review only whether employee turnover has a relationship 
with two institutional measures over a 5-year period. Also important to note is that, 
while turnover will be identified as a predictor (also referred to as an independent 
variable), it is important to emphasize that mere correlation does not result in or 
suggest causality. Put another way, the presence of a particular predictor (like 
employee turnover, in our project) in a model means that there appears to be some 
relationship between the predictor (or combination of predictors present) and the end 





recovery revenue), but that relationship cannot be determined to be absolutely causal. 
If a particular variable, like turnover, is in a model, we cannot say that turnover causes 
something to happen to the outcome, but we can say that there is a relationship 
between turnover and the outcome and what, on average, that relationship appears to 
be during the particular time being studied. We can (and will) further test this model 
against additional data to determine if the model may be generalizable to a different set 
of data (be it another organization or, more likely, another set of years in the same 
organization).  
To this end, this project trained a model that will predict student completion 
rate (the rate at which students graduate “on time” to an expected timeline for the 
degree) and establish whether employee turnover plays a part in a predictive model. 
Various aspects of employee turnover were considered, including overall turnover, 
turnover by race, turnover by gender, turnover by position type, and so on. To assess 
the impact on a different type of institutional outcome, this project first “trained” a 
model which identified variables that can explain the trend in the outcome variable, 
and then tested that model with new data to see if it can potentially be generalized to 
further situations. For the model predicting external research funding, the institution’s 
indirect costs recovery revenue was used as a proxy. Indirect costs are funds received 
by the institution by the external research grant funds to account for institutional 
expenses such as overhead. The funds are set by a formula based on the amount of the 
research grant.  
The dependent variables were selected based upon the availability of prior 





studies have primarily included independent variables that were based on student 
characteristics (Davidson, 2014; Oztekin, 2016; Seidman, 2012; Sporte, 2002; Witteveen 
& Attewell, 2017). A 2014 meta-study reviewed some institutional data, such as 
institution size, and included employee demographic information (Yaghmaee, 2014). The 
omission of employee data in empirical studies of single organizations appears to be the 
norm and seems to be consistent with the “[s]ilo mentalities within organisations [which] 
prevent HR-related data being combined with data on other determinants of productivity 
and performance” (Angrave, Charlwood, Kirkpatrick, Lawrence, & Stuart, 2016, p. 4). 
The impact of turnover as a cost indicator has long been considered and has 
been related to measures of productivity and to product sales (Fitz-enz, 2010; Shaw et 
al., 2005). Higher education does not have the same type of financial indicator. Tuition 
revenue is, of course, a primary financial item; however, the tuition revenue may be 
based on admissions decisions more than on other variables. Another financially-
related variable in higher education is the level of external research funding, which is 
more likely to have variability and was used in this project.  
A related side-note to this effort is the increasing availability and ease of use of 
data and statistical software which have made certain analyses possible for the first 
time. Certainly, statistical regression is nothing new, and regression involving Human 
Resources data has been conducted by scholars for many years. However, over the past 
15 years, technology has advanced and free (or relatively inexpensive) statistical 
software has become ubiquitous to the point where developments in the field can now 
be done by more people in an organization, in any industry, with an interest (Davenport 





different industries (“Business Insights: Essentials,” 2012; Rockland, 2012; Taylor, 
2018), including business, biology, and physics, but most prominently in the areas of 
public health, where critical decisions are informed by a systems science framework—
generally, Complex Adaptive Systems (Edgren & Barnard, 2012; Johannes & Hahn, 
2016; Keshavarz, Nutbeam, Rowling, & Khavarpour, 2010) and technological 
applications such as Agent-Based Modeling. 
For HR, though, the practice has been slow to take shape (Davenport & Harris, 
2017) among practitioners. Scholars and “thought leaders” have written about the theory 
of connecting HR metrics with the goals of the organization and with the premise of 
looking outside-in to review areas of emphasis (Wolfe, Wright, & Smart, 2006). 
Certainly, analytics has been used in recruitment sourcing, and some initiatives have been 
started with consulting groups such as McKinsey (Arellano et al., 2017), while recent 
dissertations have also focused on institutional performance via statistical tools such as 
regression (Kim, 2015; Lee, 2018; Li, 2016), yet, “in large part these efforts have not led 
to developing better measures to assess previously identified phenomena or to making 
better use of existing measures” (Wolfe et al., 2006, p. 116). One reason for this is the 
assumption that the data contained in current Human Resources Information Systems 
(HRIS) are not adequate to answer the strategic questions that such an analysis might 
accomplish (Angrave et al., 2016). 
One question, then, is to determine whether the data that exist in current 
institutional databases, Enterprise Resource Planning (ERP), which contain HRIS, are 






Statement of the Problem 
There is an inherent organizational focus on minimizing employee turnover, yet 
relatively less study on the effect that turnover has on the organization’s priority (its 
measures of success, its institutional outcomes). Strategic HR would call for developing a 
strategy to address an organizational priority through the leverage of the human resources 
of the organization (Glazer, 2002). A component of this strategy would likely be the 
development of programs that either inform, incent, or assist employees in their support 
of the priority. In order to do this, three items are necessary:  
1. identification of organizational priorities (“Benchmarking Human Capital 
Metrics,” 2016; Minbaeva, 2018; Rasmussen & Ulrich, 2015); identification 
of programs in which HR can support those priorities (benefits design, 
communications, initiatives, professional development, staffing, bargaining, 
etc.) (“Benchmarking Human Capital Metrics,” 2016; Chris Kaibel, 2018; 
Lawler & Boudreau, 2012) through “data-driven decision-making” (Angrave 
et al., 2016, p. 4);  
2. identification of programs in which HR can support those priorities (benefits 
design, communications, initiatives, professional development, staffing, 
bargaining, etc.) (“Benchmarking Human Capital Metrics,” 2016; Chris 
Kaibel, 2018); and,  
3. development of ways to track and measure both the success of the program 
and the overall impact on the organizational priority (“Benchmarking Human 
Capital Metrics,” 2016; Welbourne, 2006). A review of the literature did not 





In order to accomplish the second item, organizations must rely on data to prove 
any suggested relationship. As resources and competing priorities are usually an issue, 
data are helpful in supporting a case, and the larger the commitment, the more the need 
for support. The third item also relies on data, but follows after the case is established for 
the programs to support the institutional priorities that have been established. 
As a result, part of the consideration to assessing the potential relationship of any 
variable, such as employee turnover, must be an assessment of the organizational 
capability to perform that work, including having the available data on hand. 
Organizations gather and record large amounts of employment-related data (“Bringing 
HR and Finance Together with Analytics,” 2014), but little of it is used in the 
development of employee-based programs that relate to student-based organizational 
measurements (sometimes referred to as institutional outcomes). In addition, while 
metrics have been established for service effectiveness (e.g., time to fill positions, 
number of training courses offered, etc.) and general demographic information (e.g., 
affirmative action, EEO, Bureau of Labor Statistics information, etc.), the metrics 
linking the HR programs that support organizational measurements have been less 
common. While it is clear that organizations need employees to function, and higher 
education is a human capital-intensive industry, HR functions that center programs 
around recruitment, retention, and performance (Chris Kaibel, 2018) without 
establishing the clear link for precisely how these functions impact the organization may 
be missing an opportunity to contribute to the organization’s success and planning. As a 





on institutional outcomes or may be missing opportunities to support or develop 
programs which could influence these institutional outcomes. 
Related to this is whether the data currently exist in order for HR to perform the 
tasks of linking to institutional goals. This is a three-part issue:  
1. the accuracy (Bichsel, 2012; Chris Kaibel, 2018), completeness, and 
relevance (Davenport & Harris, 2017) of the information contained in the 
current records which could inform a meaningful analysis;  
2. the necessary access to the information; and 
3. the abilities of the staff accessing the data to conduct the analysis. 
It goes without saying that if the records are not accurate or complete, an investment in 
resources will be required to perform the necessary data “cleaning” and preparation prior 
to conducting any data analysis (Minbaeva, 2018). This can take the form of identifying 
missing data and determining what to do with that missing data, as well as developing 
fields from the data that are of interest. As an example, regarding the matter of missing 
data, consider a situation where the institution collects voluntary data on applicant 
ethnicity which may populate in the selectee’s employee record, via an applicant tracking 
workflow process. It is possible that the organization can circle back to complete the 
ethnicity information for anyone who did not complete the voluntary form, but assuming 
that the organization did not do this, there may be observations where there is no entry. 
There are a number of ways to address missing data that may not be otherwise 
retrievable, including omission and imputation, but in this particular case, the fact that 
there was an election not to provide the data is, in itself, a piece of data that could be 





Regarding the issue of developing fields from the data that are of interest, the type 
of data which is collected in many operational HR databases is primarily demographic or 
transactional, which could pose a question of whether the correct data have been 
collected in order to do the analysis that is needed. Using the case of our project as an 
illustration, I have not seen an ERP which identifies turnover rate by interaction or even 
turnover rate at all. The database records the date that an employee terminates (as a 
transaction) and can record the type of transaction (voluntary or involuntary, and within 
each group, various subgroups like layoff, discharge, resignation, retirement, etc.), but 
from there, the practitioner will be required to derive the statistics that may be necessary 
for further review. If one wished to review the impact of turnover of faculty women of 
color who live within five miles of campus on a particular student population, one 
requires data manipulation as this statistic is derivable but not readily available as a 
specific field in the database. There are likely to be fields for gender, ethnicity, 
employment classification (and/or position), date of termination, and even home address, 
but the likelihood of one field that will cover the particular variable that is faculty women 
of color living within five miles of campus who terminated employment in a given year is 
very slim. 
As noted, the second part of the issue related to data availability is access to data. 
Necessary data security measures and “silo mentality” (Angrave et al., 2016, p. 4) have 
compartmentalized available data in certain situations which could preclude the best 
fitting model or, worse, could result in potentially faulty conclusions based on the 
inability to access data, which could be used in a model to predict with reliability. While 





related to the employee personnel file is usually highly guarded. In some instances, 
perhaps some of that information is public record but certainly not all of it. The same is 
true on the student side, with a student record. Thus, the question is whether there is a 
sufficient net-benefit to exploring potential cross-sections of these two secure and 
sensitive databases and, if so, how is that conclusion established without initially 
exploring the data from each database. In addition, which office would be charged with 
conducting the analysis? Does HR provide the confidential HR data to Institutional 
Studies who traditionally works with student data, or does Institutional Studies provide 
the confidential student data to HR? In addition to the necessary operational and 
organizational questions involved, there are certainly matters for legal review involving 
areas of privacy and the rights of the individual whose data are potentially being 
reviewed. 
The third issue is whether the HR staff has both the capacity to run the statistical 
analysis (Angrave et al., 2016) and understand the data. It is recognized that, in general, 
HR professionals have not attained certain statistical and (computer) systems experience 
in order to run machine-learning techniques and statistical analysis. It is also understood 
that the people with these skills exist, but they often do not have the background in HR to 
make sense of certain occurrences, trends, or outliers in the data. The necessary condition 
is for the HR professional to be able to spend enough time with the data and with the 
analyst so that s/he understands the techniques and the meaning of the analysis. It would 
be easy for an HR practitioner to hire an analyst to run various reports, but without an 
analyst’s thorough understanding of the nature of the data or “independence from the 





& Alwan, 1992) or the solution may not be practical. A data analyst can identify outliers 
in the data easily enough, but the HR practitioner would be the best person to rely on to 
determine if those outliers are real or if there is an issue with the data. For example, when 
reviewing employee seniority for a particular type of benefit, does one go by the date that 
someone was hired in a particular employment type (e.g., full-time, or professional), in a 
particular bargaining unit, or just at the institution? The answer, like many answers that 
HR professionals in highly complex organizations encounter, is likely to be “it depends.” 
The data analyst well-versed in SAS, SPSS, Python, or R will likely not have knowledge 
of these nuances, nor should they. This would be where the HR practitioner’s role in 
interpreting the data would come in. On a larger scale, there is the larger risk of a 
particular initiative’s success, but concluding in an unintended consequence without the 
HR professional’s thorough understanding of underpinnings of the analysis. Does 
employee turnover have a positive or negative relationship with student completion rates? 
Is it significant enough to create a program around? Does it have the same relationship 
with external research funding? If it does not, what are the potential implications of a 
program? These are all questions worthy of consideration prior to identifying a particular 
initiative. Regardless of the determination, one point is certainly clear—deliberation and 
decision would be incomplete without a thorough review of available data. 
Purpose of the Study 
The purpose of this study was to explore two key institutional outcomes and to 
assess whether employee turnover has any relationship to either one of them. As some 





higher education organization’s ERP database, this study exclusively used data collected 
by the organization as part of its normal operations. As a result, an additional result of 
this work was an exercise to determine if the necessary data elements were readily 
available, in-house, through an institution’s existing database. This was done in 
conjunction with feature selection whereby a multitude of variables were considered, to 
determine the extent to which the trends in the data can be explained. As part of this 
process, the study reviewed the predictive strength of the models chosen and the potential 
generalizability to additional years or situations.  
While the empirical example is specific to higher education, the study findings 
can inform human resources practitioners (within the industry, but also beyond higher 
education) of ways that their organization’s available data can support their 
organization’s outcomes and where further opportunities exist to develop employee-
centered programs to support broader organizational goals. In a world of limited 
resources for higher education, the result of further initiatives identified to support 
institutional goals could result in a tempering of the increasing costs of education funding 
and student tuition costs. 
Research Questions 
The following research questions are of interest in this study: 
1. To determine whether employee turnover (operationalized to be instability 
rate) is considered to be a significant component at the !	< .05 level in 





2. To determine whether employee turnover (operationalized as either instability 
rate or turnover headcount) is a significant component at the ! < .05 level in 
predicting organizational external research funding levels (operationalized to 
be Indirect Costs Recovery, shortened to Indirect Costs). 
Theoretical Framework 
Higher education is a very complex organization with many “moving parts.” 
There are myriad projects, programs, and degrees being offered, and potentially an array 
of missions and visions adopted throughout the university. As has been suggested, 
managing a university is somewhat like managing a city with all of the complexities 
involved. Layers upon layers of groups and subgroups work within the University—from 
the academic department, the organizational administration, the research project, and the 
classroom, to many more informal groups such as friendships, interactions, and other 
ways of navigating life and accomplishing whatever needs to get done. The participants 
are equally as diverse, with students, faculty, employees, contractors, volunteers, visitors, 
affiliates, funding sponsors, and likely many other participants. I believe the best way to 
consider a review at both an institutional level as well as identifying trends among groups 
of individuals is to review this in a systems framework, where the University as a whole 
is a system working in the broader systems of the state and the country, as well as in the 
broader systems of the industry and in the particular fields of study and research 
sponsors. Within the University are systems associated with the particular departments, 
the programs, the classrooms, as well as other social systems involving interactions 





which are constantly at work. With all of these complexities and overlapping parts, 
framing the review through a general review of systems theory is chosen as a logical 
beginning, to add context to the data being gathered and analyzed. 
There are many forms of systems theory to consider, some of which have been 
employed together and in tandem with modeling techniques. In order to introduce the 
theoretical framework, it is important to consider another systems theory which is being 
cited frequently in contemporary research. 
Complexity Theory, Complex Adaptive Systems, and Agent-Based Modeling 
As established, the world of a higher education organization is complex and 
intertwined with the activity both within the University and outside of the campus 
structure, each with its own ways of doing things within the rules of the larger systems 
involved. In addition, as structured or bureaucratic as it can appear, the informal network 
exists, built on relationships, where things get done in concert with the established 
policies and procedures. This may appear to be chaos, or somewhat chaotic, but it is not. 
It is merely complexity. The distinguishing factor is that chaos would have no central 
direction, no general structure; higher education does have the structure of the semester, 
the general goal of education, the class times, the work times, the rules that govern who is 
a student and who is an employee. It is not random or without direction, so it is complex 
and not chaotic. Even the general rules of common decency that we work within as 
human beings help to establish that our environment is based upon structure, which leads 
toward complexity and away from chaos. 
Complex systems have many interacting parts or “agents,” who receive feedback 





other agents and other systems (Johnson & Johnson, 2011). The system is “alive” and 
generally encounters a number of surprises and challenges without the guidance of an 
overarching “controlling hand,” and can move between order and disorder (Johnson & 
Johnson, 2011). 
Complexity theory suggests that the system is non-linear (Banerjee, 2013; 
Daryani & Amini, 2016; Thietart & Forgues, 1995) and the whole is greater than the sum 
of its parts (Daryani & Amini, 2016). Complex Adaptive Systems (CAS) is based on the 
foundation of complexity theory (Daryani & Amini, 2016; Schneider & Somers, 2006). 
As noted, there has been a great deal of success in the field of public health (and many 
other fields) by focusing on CAS, which has been used to understand primary care 
delivery (Johannes & Hahn, 2016), integrated care (Edgren & Barnard, 2012), smallpox 
epidemic control (Burke et al., 2006), tuberculosis in Saskatchewan (Tian, Osgood, Al-
Azem, & Hoeppner, 2013), and scaling up health services in developing countries (Paina 
& Peters, 2012). CAS utilizes sophisticated computational modeling to consider potential 
behavior patterns of the “agents” in the system, based on rules of behavior developed and 
established for the agents (Miller & Page, 2007). This modeling, referred to as Agent-
Based Modeling (ABM), “then simulates both individual trajectories and population-level 
patterns or outcomes” (Hammond, 2015, Appendix A). 
ABM has been taught in the curriculum at the Institute for Systems Science in 
Health (ISSH), developed by the National Institute of Health’s Office of Behavioral and 
Social Science Research. The program, which also included Systems Dynamics and 
Network Analysis (Mabry & Kaplan, 2013), provided a foundation in which to consider 





Considering CAS as the theoretical framework in which to view this research has 
merit, as it is well regarded and increasingly utilized in various discussions of systems 
modeling. However, the use of CAS and ABM would require the construction of new 
data points and assumptions that are beyond the intended scope of this project. As Miller 
and Page (2007) warned, “For complex systems (either real or artificial) to be built and 
maintained, there needs to be some isolation of the component parts, lest ‘for want of a 
nail’ we lose the kingdom” (p. 36).  
Given the complexities involved with an individual’s specific circumstances, 
priorities, and decision-making process, the individual (level-one) basis that would be 
necessary to consider would certainly involve data, including an individual’s family 
situation, financial data, social data, and any number of other items that would need to be 
incorporated into a model that predicts individual behavior. As noted, there are 
practicality issues as well as issues pertaining to the design of this study to incorporate 
such data. 
In addition, the questions guiding this study were intended to suggest to the HR 
practitioner that s/he, too, can develop similar programs. If this method was to invite the 
development and gathering of new variables, the advantage of the potential benefits to 
ABM would likely be outweighed by the challenges of operationalizing such a process by 
most higher education HR offices in the near future.  
General Systems Theory 
A theoretical framework that shares some similarities with CAS but is likely to be 
more practical for higher education and HR practitioners is general systems theory 





conception in biology” (Bertalanffy, 2003, p. 208), but was designed to be a meta-theory 
involving “principles applying to systems in general, irrespective of whether they are of 
physical, biological or sociological nature” (p. 32). According to Sayin (2016): 
     GST (General System Theory) is a series of related definitions, assumptions, 
and postulates about all levels of systems from atomic particles through atoms, 
molecules, crystals, viruses, cells, organs, individuals, small groups, companies, 
societies, planets, solar systems, and galaxies. (p. 132) 
 
There have been additions and derivations through the years by other scholars, 
but von Bertalanffy’s first edition in 1968 proposed the theory to consist of: 
● Open System, 
● Holism, 
● Teleology (Purpose) and Goal seeking, 
● Information (feedback) and Entropy, 
● Adaptability and Equifinality, 
● Nonlinearity, and 
● Mutual Interaction between parts of the system. 
Components of Open Systems 
A number of theories that have been discussed over the past half-century have 
included some aspects of these, including Systems Dynamics (whose feedback loop with 
“stocks and flows” looks similar to that of GST). CAS, too, has some similarities, 
particularly in terms of input and throughput (Schneider & Somers, 2006). One notable 
addition to the advancement of GST is Katz and Kahn’s (1978) identification of 






● Importation of energy, 
● The throughput, 
● The output, 
● Systems as cycles of events, 
● Negative entropy, 
● Information input, negative feedback, and the coding process, 
● The steady state and dynamic homeostasis, and 
● Differentiation. 
Because the structural components of higher education (open system, complex, 
adaptive, purposeful, cyclical events) are consistent with the structure of GST, I believe it 
to be an appropriate theoretical framework to consider in this study and also utilized the 
open system components identified by Katz and Kahn. 
It should be noted that models have limits and, as such, suppress some potential 
aspects to highlight others (Strogatz, 2001). As a result, all models are inherently flawed 
and the best models will suggest a general tendency toward what could happen in the 
future based upon the particular assumptions. Or, as Box and Draper (1987) put it, “...all 
models are wrong; the practical question is how wrong do they have to be to not be 
useful” (p. 74). 
As Duncan Watts (2011) noted, given that we constantly evolve from our 
experiences (which are often influenced by interactions with others), “these influences 
pile up in unexpected ways, generating collective behavior that is ‘emergent’ in the sense 
that it cannot be understood solely in terms of its component parts” (p. 26). The particular 





pattern to empirical data over a broad timeframe. The assumption is that events of the 
future will relate enough to events of the past so that the data from the past will have 
validity in considering potential future actions. Of course, this can only inform the 
process and not guide it, but at least it will be a place to start. It is much better to add to 
the existing intuition of what may be occurring with additional information. 
Conclusion 
It is important to note that the systems-oriented work traditionally presented to 
HR professionals and in employee leadership programs was not a focus of this project. In 
The Fifth Discipline, Peter Senge discussed how people can develop and participate in the 
organization (2006); in Leadership and the New Science, Margaret Wheatley (2006) 
covered relationship building and information sharing in chaotic systems; and in 
numerous books including The Possibilities of Organization, Barry Oshry (1992, 2007) 
discussed the types of systems roles and encounters that lead to conflicts within and 
among people. These are all important and should certainly be considered further, but this 
project focused more on reviewing the structure established in general systems theory and 
the potential implications related to the variables of interest to understand the rationale 
for the inclusion (or exclusion) of turnover as a significant component of a predictive 
model. All facets of this discussion on organizational systems are important and cannot 
be ignored. This particular project focused on a small corner of the topic which involves 
establishing whether variables can be identified which relate to a desired effect and, if so, 
whether employee turnover is considered to be an important variable in this relationship. 





relationship could be, one then can begin to discuss the deeper questions about what to do 
with the information and how best to leverage it in either a larger strategy or how to 
navigate through it in a more personal approach. 
Definition of Terms 
ERP: Enterprise Resource Planning, a computer system that supports multiple 
functions in the organization (e.g., finance, payroll, HR, student registration, billing, etc.). 
Instability rate: a method to calculate employee turnover based on a point in time. 
Departed employees who were on payroll at a given time during the year, divided by the 
number of employees who were on payroll on that date (Hausknecht & Trevor, 2011). 
Example: 10,000 employees on payroll on September 1; 600 of those 10,000 are not on 
payroll on the following September 1, resulting in an instability rate of 6% (600/10,000). 
Legacy: that which is currently in place at the organization. In the context of 
systems which maintain the official records of the institution, a legacy system would be 
the computer system in place which records and stores this information. 
Position: the work performed by the employee (e.g., Accountant, Instructor, 
Research Assistant). 
Primary position: a designation given to positions. In cases where an employee 
holds two or more part-time positions (e.g., Graduate Assistant and Work-Study), 
primary position is defined by whichever position would provide the employee with more 
employee benefits. An employee can only have one primary position at a time. 







Levels: levels are numbered such that the most detailed level is the first. For 
example, in a two-level structure of individuals nested in groups, the individuals are 
called the level-one units and the groups level-two units (Snijders & Bosker, 2012).  
Multilevel data structures: hierarchically nested systems within multiple levels 
(Snijders & Bosker, 2012). 
Units: the elements of a level are called units (Snijders & Bosker, 2012).  
Regression: a method in statistics for estimating a relationship between variables 
or sets of variables. 
Logistic regression: a method whereby an outcome is categorized based on the 
probability of an occurrence. For this project, we employed only binomial expressions, 
which provide for one of two conclusions, and the likelihood of a result toward one of 
those two outcomes. In the case of student completion rate, it was whether the student is 
predicted to graduate within 2 years or to not graduate within 2 years.  
Linear model: a form of regression whereby the relationship between a predictor 
variable and a continuous dependent variable can be interpreted. This takes the form of #$ = 	&' 	+	&)*$)	+	. . . &,*$, +	-$, where &' is defined as the y intercept (when all * 
variables are 0) and each & thereafter represents the slope of the coefficient of the 
variable that is described in * and - represents the error involved in estimating the model. 
The slope of the coefficient is defined as the Covariance of variables X and Y, divided by 
the Variance of X: 






R squared (R2): used with linear models, also referred to as the coefficient of 
determination, this is a statistic between 0 and 1 that is used to describe the percentage of 
variation in y explained by the relationship between the predictor variables in the model 
and the dependent variable. It can be calculated by the sum of the difference between the 
observed y variable and the predicted y variable, squared, divided by the sum of the 
observed y variable and the mean of the y variable, squared: 
89 = 	∑(; − ;=)9∑(; − ;>)9	
Adjusted R squared: a statistic to address the fact that with each variable that 
could be added to the equation, the R squared statistic is expected to improve. The 
Adjusted R squared, then, adjusts the R squared statistic in relation to the number of 
variables in the model and the number of overall observations in the data set to account 
for this phenomenon of increasing variables generally increasing the overall potential 
explanatory capacity of the model. 
Significance level: also known as alpha (!), it is a measure of the likelihood that 
a given outcome would occur by chance. In this project, we used the standard of .05, 
meaning that if a particular variable is determined to have a probability of less than 5% of 
having a stated relationship by chance, it is determined to be significant in that it is 
unlikely that such an occurrence would happen by chance. Other type I measurements 
that may be used included ! < .01 and ! < .001, meaning that, in the former, there is less 
than a 1% likelihood that such a relationship would be reported by chance and, in the 





A finding of a ! < .05 or less is considered to be statistically significant and used as a 
brightline measure. 
P value: refers to the likelihood that a given outcome in a study or experiment 
would occur by chance. P value indicates the likelihood that the same results would have 
occurred by chance.  
Confusion Matrix: used with logistic regression, a table which measures the 
success rate of a model selected by comparing the predicted results of the selected model 
(the predicted positive results and the predicted negative results) with the actual observed 
results contained in the data (the observed positives and the observed negatives), which 
results in a chart that shows the number of true positives, true negatives, false positives, 
and false negatives.  
F statistic: a determinant that is used to establish whether the model has a 
predictive value by comparing the model mean with the mean of the actual data. An  
F statistic that is equal to 1 would mean that the model does not have a predictive value. 
An F statistic that is higher than 1 would mean that the model has a predictive value 
better than the status quo, and an F statistic that is greater than 10 has a better chance of 
more accurate predictions.  
Degrees of Freedom: the number of values in the data that are open to vary. This 








To study a specific situation, it was determined that the study would focus on 
one organization. The specificity of using one organization is a tradeoff in potential 
trends or generalizability with using other organizations, but addressing the uniqueness 
of a specific organization mandated the delimitation.  
A second delimitation was that two of potentially many institutional outcomes 
were reviewed. The two outcomes were chosen for related, but contrasting, reasons. 
The external funding outcome was chosen because much of the data involving HR 
turnover studies consider financial implications. The student completion outcome was 
chosen because it has been studied considerably in areas related to student success and 
is central to the mission of a higher education institution, but is not widely associated 
with employment metrics.  
A third delimitation is that the data have been de-identified to the extent that all 
individualized information is anonymous. Employee names were not provided, employee 
identification numbers and departments were coded. Data were pooled in a number of 
variables so that the “bins” between break points further provided anonymity. Finally, 
sensitive data such as employee salary were not included.  
Additional delimitations were associated with the data provided. As 5 years of 
data were provided, the decision to limit this project to students enrolled in Master’s 
degree programs provided for up to 4 years of trend, whereas degrees where the expected 
graduation rate would have been longer would not have provided for an equal number of 





A significant delimitation was the decision to review aggregate research funding 
levels, as opposed to specific attainment of the individual faculty member. This decision 
resulted in a reduction in the number of observations to the few years in which data were 
gathered. As a result, the study lacked the necessary power to predict results accurately 
and avoid Type II errors (false negative results).  
A final delimitation is that the data used were solely institutional, observational 
(legacy) data and were not acquired from a survey or another form of acquisition that 
could further inform the results. This step was taken to determine whether meaningful 












This review of available literature examines information related to this study, 
which focused on whether employee turnover is an indicator for either student 
completion rate or external research funding levels, and whether a predictive model can 
be constructed using available institutional resources. This literature review examined 
current research in the following areas: 
1. effects of employee turnover on an organization, 
 
2. use of ERP’s in HR Analytics,  
 
3. use and sharing of institutional data to conduct institutional analysis,  
 
4. variables used in prior studies on student completion, and 
 
5. variables used in prior studies on external research funding. 
 
The researcher conducted an extensive search of resources for this literature review, 
which included peer-reviewed scholarly journal articles, books, databases, dissertations, 
and online resources available through the Columbia University Libraries.  
Effects of Employee Turnover on an Organization 
Scholars have written about different impacts realized from different forms of 





noted previously, most of the studies have focused on turnover as the dependent, at an 
individual-based decision basis. As viewed at the organizational level, turnover can be 
considered “as an independent, dependent, mediating, moderating, or control variable” 
(Hausknecht, Trevor, & Howard, 2009, p. 359). Many studies have reported a negative 
impact to voluntary turnover, from decrease in productivity and social capital 
(Hausknecht & Trevor, 2011), and related to the down time that a person is not there to 
perform the job (Hagen Porter 2011), to costs in recruitment (Hagen Porter 2011) and 
training (Hausknecht & Trevor, 2011; Hausknecht et al., 2009), to “loss of organisational 
memory along with tacit or strategic knowledge, losses to productivity or customer 
service, loss of mentors, or even additional turnover of other valued employees” 
(Chartered Institute of Personnel & Development [CIPD], 2017, p. 28). 
There has also been a reported negative relationship with organizational 
performance, in particular when the HR investments in the organization (in terms of 
compensation and development programs) are high (Shaw, Park, & Kim, 2013). 
However, “human capital losses and organizational performance are not significantly 
related” (Shaw et al., 2013, p. 585) when the HR investment is low. Further, human 
capital losses in larger departments (Hausknecht et al., 2009; Li, 2016) and research-
oriented institutions (Li, 2016) can be more significant than in other institutions. 
An “n shaped curve” was proposed by Abelson and Baysinger (1984) (see Figure 
1), which indicates low institutional performance at low rates of turnover but increasing 
rates of performance corresponding with increasing turnover rates (p. 334; see also Shaw, 






organization’s total, long run, financial performance” (p. 334). It is suggested that this is, 
in part, for resources to be “inappropriately sacrifice[d]” in cases of low turnover to avoid 
potential, inevitable voluntary separations (p. 334). Since that time, Hausknecht and 
Trevor (2011) reported that there are negative impacts on organizational performance, 
even at a small amount of turnover, and that this negative organizational impact increases 
during a phase of low to medium levels of turnover. 
 
 
Figure 1. Abelson and Baysinger’s identified affect of the  
Aggregate Rate of Voluntary Turnover on Organizational Performance 
Reprinted from Abelson & Baysinger (1984) 
 
 
If, on the other hand, the issue is of the unwanted, voluntary turnover of “superior, 
advantage-granting human capital” (Shaw et al., 2013, p. 586), the researchers indicated 
that there could be an initial negative impact, but that “further depletions should be less 





The study results of turnover effects of “proximal outcome measures (e.g., 
efficiency, customer service)” (Hausknecht & Trevor, 2011, p. 363) have been more 
consistent and of a higher magnitude than the study results of the “distal measures,” 
which have been recorded as sales. A review of changes in productivity and changes in 
sales did not reflect a significant relationship with turnover (Shaw et al., 2005). 
The reports on internal transfers have been mixed in that there is still the negative 
effect of the down time and recruitment costs, but a higher feeling of morale because the 
transfer is often for a promotion for the individual, resulting in a likely increase in 
organizational performance for “low-to-moderate” level of transfers (Lee, 2018, p. 74). In 
addition, the loss of institutional memory is dissipated, as the incumbent remains in the 
organization and can potentially be called on for questions, if necessary. While the 
negative aspects of an employee leaving exists with an involuntary turnover, scholars 
have found an implied overall positive effect that “an organization will obtain non-
pecuniary benefits that better achieve its missions and goals” (Lee, 2018, p. 91), 
particularly if the person was an impediment to the area being as productive as it 
otherwise could be.  
Some moderators have been proposed which have been determined to temper 
these results. Moderators include the level of position turning over (managers have a 
more negative impact), and the higher the preparation to learn the skill (consistent with 
Li’s conclusion about research institutions, the greater the impact with the higher level of 
preparation) (Hancock et al., 2013). It is reported that the number of part-time employees 






have been conflicting reports on the effect of turnover on organizations with newer 
employees. Hausknecht et al. (2009) reported a negative impact to customer perception, 
whereas Lee (2018) reported that departments where job duration is typically 2 years may 
not have enough of an institutional tenure “to notice a difference” in the change in skills 
and institutional memory of a departing colleague (p. 90). 
Studies have ranged in their approach to the dependent variable, from measuring 
direct institutional data (Shaw et al., 2005) to surveys (Lee, 2018; Reilly, Nyberg, 
Maltarich, & Weller, 2014) to measuring effects of effects (Kim, 2015; Reilly et al., 
2014). 
Use of ERPs in HR Analytics 
ERPs were designed as a tool to use in conducting necessary business operations 
and for recordkeeping of traditional records associated with the operations. As such, 
much of the data collected in the ERP are transactional (Holsapple, Sena, & Wagner, 
2017) and did not include potentially important variables that could also be considered 
important. For this reason, they were “perceived as an impediment in business scenarios 
for decision making” (Babu & Sastry, 2014, p. 259). In one study, a number of variables 
determined to be significant to students’ graduation performance such as students’ 
religion, parents’ level of educational attainment, and cigarette-smoking habit (Seidman, 
2012) would not be found in a traditional ERP system.  
The good news, however, is that ERPs have large amounts of data where 






2014), and modern analytics can extract these data for new insights (Babu & Sastry, 
2014; Clark & Wiesenfeld, 2017). Moreover, the current processes in place, including 
ERPs but also involving websites and other means of capturing data, have resulted in 
“more and better data than in the history of humankind” (Davenport & Harris, 2017,  
p. 30). While this study focused on organizational data, it is worth noting that new 
discoveries in individual data are resulting in exciting opportunities in Talent 
Management, where organizations are now linking “individual characteristics and 
performance” (Russell & Bennett, 2015, p. 237), which will likely inform recruiting, 
development programs, and institutional performance for years to come. 
The issue may be that it is not that our systems do not have enough data, but our 
understanding of what we already have may increase. “Most firms do not have the 
answers to some basic questions: What data do we have? Where do we store it? How was 
the data collected? What rules were applied?” (Minbaeva, 2018, p. 702). As Jay Forrester 
(1971) once wrote, “[t]he problem is not shortage of data but rather our inability to 
perceive the consequences of the information we already possess” (p. 114).  
Use and Sharing of Institutional Data to Conduct Institutional Analysis 
The unfortunate reality is that data are “often viewed as being ‘owned’ by the 
units that create, use, govern, and take responsibility for them as part of their roles, such 
as admissions or enrollment management offices” (O’Keefe, 2017, p. 59). While ERP 
relational databases provide for the capacity of the data to be shared (Babu & Sastry, 






certain employee-specific or student-specific data preclude the ability for HR analytics to 
include student data on an individual-level basis and for student-centered analytics to 
include employee data on an individual basis. Specifically, regarding students, an 
“educational institution may release information from student education records… 
provided that the educational institution has made a reasonable determination that a 
student’s identity would not be personally identifiable” (“Research in Schools and with 
Education Records | Social & Behavioral Sciences Institutional Review Board | The 
University of Chicago,” n.d.). That said, the use of de-identified data is not mainstream in 
higher education HR reporting. In addition to this, financial data are also considered as 
sensitive and may not be shared.  
     If HR is not fully involved in the modelling process, there is significantly 
greater scope for models to be constructed in a way which fundamentally 
misunderstands the nature of human capital inputs into the processes of 
production and service delivery. (Angrave et al., 2016, p. 7) 
 
A 2012 study commissioned by Educause (the self-identified largest community 
of technology, academic, industry, and campus leaders advancing higher education 
through the use of IT) employed a survey of EDUCAUSE member institutions and 
members of AIR (the Association for Institutional Research), which concluded that it was 
reported that “many departments were reluctant or unwilling to share data necessary for 







Variables Used in Prior Studies on Student Completion 
 “Connecting HR to HR is only interesting for HR.” 
Thomas Rasmussen, VP of HR Data and Analytics at Shell 
(Minbaeva, 2018, p. 706) 
 
College student completion rates have recently been cited as a national priority 
(Oztekin, 2016). It has also been concluded that “[d]egree completion is one of the few 
student outcomes in higher education in which virtually all constituencies have a stake” 
(Astin & Oseguera, 2012, p. 245). Yet, despite this, I have not discovered studies that 
specifically address completion rate in social sciences graduate programs.  
Witteveen and Attewell (2017) found that undergraduates who combine fewer 
courses with a STEM course are more likely to graduate than those who attempt to take 
heavier courses in STEM during the same semester. In addition, they are likely to 
alternate semesters when they take difficult courses vs. less intense ones (Witteveen & 
Attewell, 2017). Haarala-Muhonen, Ruohoniemi, Parpala, Komulainen, and Lindblom-
Ylänne (2017) found that the study habits of first-year law students were statistically 
significant in predicting completion rates. Specifically, they identified that students who 
were organized and/or took a “deep approach” to studying had a better completion rate. 
Gramling (2013) established that there were only five factors of significance on the 
completion rate for college students in a for-profit university: grade point average, half-
time enrollment, race, credits required, and primary expected family income. A broad 
array of variables has been found to be significant in different studies, as identified in 








Studies Cited in Tables 2-8, Listed in Chronological Order of Each Study, With the 
Method and Population Study Indicated 
 






Sporte, 2002 White, African 
American, and Latino 
U.S. 4-year college 
students 
hazard study (time) A 
Adelman, 2006 U.S. bachelor’s degree-
granting institution 
students 
linear regression B 




linear regression C 




linear regression D 
Gramling, 2013 For-profit U.S. 
university 
linear regression E 
Davidson, 2014 Kentucky 4-year public 
college students 
linear regression F 
Yaghmaee, 2014 California Community 
College students 
linear regression G 











Law School Students linear regression I 
Witteveen & Attewell, 
2017 





Theodore et al., 2018 Pacific & Fijian 
participants of a 2011 
survey of final-year 
students (BA to PhD) 
from New Zealand 









Institutional Characteristic Variables of Significance Cited in Recent Studies of Student 
Completion Rate, Ordered With Variables Used Most Frequently Listed First 
 
  Research Study 
Institutional characteristics A B C D E F G H I J K 
University Characteristics 
(funding, selectivity, 
demographics, type of degree) 
  x     x    
Affordability           x 
Credits Required     x       
Institution Location       x     
Institution Size (# of colleges in 
district) 
      x     









Student Characteristic Variables of Significance Cited in Recent Studies of Student 
Completion Rate, Ordered With Variables Used Most Frequently Listed First 
 
 Research Study 
Student Characteristics A B C D E F G H I J K 
Race/Ethnicity x x x  x   x    
Gender  x x   x  x    
Religion   x        x 
Emotional Health   x        x 
Age        x    
Child Birth or Expecting           x 
Citizenship        x    
Distance From Lectures           x 
Father’s Educational Level   x         
First Generation  x          
Health           x 
Mother’s Educational Level   x         
Motivation and Support From 
Family 
          x 
Motivation and Support From 
Friends 
          x 
Parental Income   x         
Parents Alive and Living 
Together 
  x         
Residency Status        x    
Self-rating: Intellectual  
Self-confidence 
  x         









Student Activity and Responsibility Variables of Significance Cited in Recent Studies of 
Student Completion Rate, Ordered with Variables Used Most Frequently Listed First 
 
  Research Study 
Student 
Activities/Responsibilities 
A B C D E F G H I J K 
Study Habits   x      x  x 
Housing Status   x     x    
Reason for College: Become 
More Cultured 
  x     x    
Activity: Overslept and Missed 
Class 
  x         
Activity: Smoked Cigarettes   x         
Artistic Ability (Self)   x         
Athletics/Athletics Scholarship   x     x    
Career Change (Future)   x         
Creativity (Self)   x         
Family Responsibilities           x 
Future Activity: Need Extra 
Time for Degree 
  x         
Future Activity: Participate in 
Volunteer Work 
  x         
Future Activity: Work Full-time           x 
Goal: Make Theoretical 
Contribution to Science 
  x         
Hours per Week: 
Housework/Childcare 
  x         
Hours per Week: Reading for 
Pleasure 
  x         
Student Clubs Participation   x         
Understanding of Others (Self-
rating) 









Pre-college Variables of Significance Cited in Recent Studies of Student Completion 
Rate, Ordered With Variables Used Most Frequently Listed First 
 
  Research Study 
Academics Prior to Attending 
Study Subject Org A B C D E F G H I J K 
Preparedness for College (test 
scores, HS GPA, HS courses or 
survey) 
x x    x     x 
Community College 
Attendance x x          
High School   x     x    
SAT Verbal Score   x     x    
GPA (pre-program)    x        
High School GPA        x    
HS Courses  x          
Math (highest) in HS  x          
Merit Scholarship        x    
SAT Math Score        x    
SAT Score        x    
Time Between HS and College  x          









Financial Aid and Financing Variables of Significance Cited in Recent Studies of Student 
Completion Rates, Ordered With Variables Used Most Frequently Listed First 
 
  Research Study 
Financial Aid/Financing A B C D E F G H I J K 
Financial Aid Received (need 
type) 
  x   x  x    
Payment Method: Parents   x  x       
Aid: Full-time Work           x 
Aid: Part-time Work on 
Campus 
          x 
Loan—Parent        x    
Loan—Student        x    









Academic Record Variables of Significance Cited in Recent Studies of Student 
Completion Rate, Ordered With Variables Used Most Frequently Listed First 
  Research Study 
Academic Record at Study Subject 
Org 
A B C D E F G H I J K 
Credits Earned (First Year)  x    x   x   
Student Status (ft or pt)  x   x      x 
Continuously Enrolled      x    x  
GPA (First Year)  x      x x   
Major   x     x    
Math Credits  x        x  
Summer Credit  x    x      
Credits Attempted          x  
Credits Earned (second year)      x      
Failed a Course          x  
First Semester Attempted Credits        x    
First Semester Completion Rate        x    
First Semester Earned Credits        x    
First Semester Enrollment Status        x    
First Semester GPA        x    
Foreign Language   x         
GPA Overall     x       
GPA Trends  x          
Major Declared in First Year      x      
Math in First 2 Years      x      
Math Remedial          x  
Science (Pre-program)    x        
Second Semester Attempted 
Credits 
       x    
Second Semester Completion Rate        x    
Second Semester Earned Credits        x    
Second Semester-term GPA        x    
Student Employment        x    
Time (Hazard Analysis)       x     
Withdrawals in First Year 
(Completion) 
     x      







Employment-Related Variables of Significance Cited in Recent Studies of Student 
Completion Rate 
 
  Research Study 
Employment-Related A B C D E F G H I J K 
Faculty (tenured, number)       x     
Faculty (temporary, number)       x     
Support (from instructors)           x 
Support (from administrators)           x 
 
 
Significant Factors for Prediction of Student Completion Rate 
A number of studies have been conducted in recent years that consider student 
completion rate as a dependent variable, including the following.  
Variables Used in Prior Studies on External Research Funding 
The ability to conduct independent research, and to receive funding for this 
pursuit, is a major component of any research university. Most of the studies reviewed 
involved the decisions and behavior of the funding institution (Andronis, 2013; Colatat, 
2015), instead of the potential institutional characteristics of the funding recipient. This is 
consistent with Grimpe (2012), who wrote, “prior literature is rather silent on the role that 
not only research characteristics but also personal, institutional and disciplinary factors 
play in obtaining external funding” (p. 1449). Grimpe’s results, which measured funding 
received from government, foundations, and industry, showed that there is some 
significance in number of publications, number of patents attained, types of professional 





research group, and, to a limited extent, whether the faculty member has tenure (Grimpe, 
2012). 
Where recipient data were available, they described recipient institution 
composition. Stone, Hager, and Griffin (2001) identified UN funding could be related to 
board composition, administrative staff, total number of volunteers, and budget; Corvo, 
Zlotnik, and Chen (2008) reviewed organizational characteristics of organizations 
receiving NIH grants in social work. 
De Meuse (1987) tracked the success of females in attaining research funding 
over the course of the century, and Martin (2016) provided an empirical analysis of 
funding provided in the field of public health.  
Conclusions 
The study of student completion rate is mature and successful predictive models 
have been previously established. These models, as effective as they have been proven to 
be, did not incorporate employee data and, as such, there may be a more parsimonious or 
explanatory model that may be available when the additional data are considered. This 
data partitioning of using one segment of the organization’s database at the exclusion of 
others is not unusual, as discussed, but opportunities may be lost with this approach. 
Turnover has also been a topic long discussed among researchers and HR 
practitioners, but as the measurement is generally either a cost (to be avoided) or a 
financial aspect (sales, productivity), the model may not be completely generalizable to 
industries whose primary objectives are non-financial. There is an opportunity for this 





turnover has a relation (positive or negative) with outcomes of interest in higher 
education and whether the inclusion of employee data will provide the potential for a 













The purpose of this study was to determine whether employee turnover will be 
included in a model to predict student completion rate and, separately, external research 
funding levels. It also examined the extent to which employee-oriented variables inform 
an outcome involving students (completion rate) and the extent to which student-oriented 
variables inform an outcome involving finances (external research funding). This 
methods chapter is organized into the following sections: (a) Study Design,  
(b) Population and Sampling, and (c) Procedures and Data Analysis. 
Study Design  
This cross-sectional study constructed a logistical regression model to determine 
whether employee turnover plays a meaningful part in predicting student completion. 
Separately, organizational external research funding levels were predicted using a linear 
model. In both processes, the complete population was used in the data set, as opposed to 
basing the model on only a sample set of the population. Employee turnover was 
considered based on and operationalized as instability rate (a “point-in-time” 
measurement of departed employees who were on payroll, divided by the number of 





headcount (of those on the prior year’s report but not on the subsequent report) was used. 
While an analysis of only one institution was unique to that institution and not readily 
generalizable, the models created and the methods used could be used by other HR 
practitioners to determine appropriate models, metrics, and programs that support the 
results at their own institutions.  
Population and Sampling 
The data used were from a single organization, which is based in the United 
States and referred to here as “The University.” The student data specifically related to 
graduate students and the indirect costs data related to scientific activity in the same 
areas of study. The data set consist/ed of records from 10 academic departments at the 
University. Employee data also included employees outside of the 10 academic 
departments. Indirect costs are a portion of the research funding which is provided to the 
host institution for certain overhead expenses, including administrative services. The 
external research funding variable was operationalized thru the indirect costs data, as 
there was a direct correlation between the amount of external funding received and the 
amount of indirect cost recovery the University can count as revenue. The data covered 
the years 2006 to 2011. All data associated with individuals were de-identified prior to 
receipt and all analysis was geared toward group-level outcomes. In order to review 
student completion rate, relevant data included students at the University during the time 
period 2006-2011 who have either completed their degree requirements or who have 






The outcomes were reviewed on an organizational level. While it is agreed that 
additional insights can be attained by doing a multilevel analysis that would include 
individual data as well as organizational data (Minbaeva, 2018), the number of group-
level observations precluded the ability to conduct a multilevel analysis on the research 
data without significant risk of Type II errors. Further, the format of the student data did 
not provide the capacity to conduct any form of panel regression modeling.  
The data used were secondary data, gathered by the University through its normal 
course of business, which resulted in the data collected to be essentially demographic and 
transactional records. The student-centered data were selected based on previous studies 
on student completion rates, as indicated in Tables 2-8 (Davidson, 2014; Seidman, 2012; 
Sporte, 2002; Witteveen & Attewell, 2017; Yaghmaee, 2014), and based on availability 
of institutional records. The institutional, observational data (see Table 9) centered 
around transactions at the University and, for that reason, significant data collection 
emphasis was in areas of Academic Record (Table 6) and Financial Aid (Table 8), with 
some Student Characteristics (Table 7), where collected. The study also reviewed two-
level interactions between all main effects found to be statistically significant. 
This study included the employment-related data elements identified in Table 10. 
Two-level interactions were conducted between variables in the study, examples of which 








Student-Related Data Used as Independent Variables in This Study 
 
Student_ID Integer Institutionally Generated and Masked, Unique Identifier 







Department factor Numerous levels, corresponding to the academic departments of the University 





On Campus Housing factor N, Y 
Scholarship factor N, Y 
Dropped Classes First Year integer  
Citizen Factor N, Y 
First Year Credits numeric  
First Year GPA numeric 4-point scale 
Age Factor 
30-39, 
40 and over, 
Under 30, 
Unknown 
Gender Factor F, M, N 
American Indian or Alaska 
Native integer 0,1 
Asian integer 0,1 
Black or African American integer 0,1 
Native Hawaiian or Other 
Pacific Islander integer 0,1 
White integer 0,1 
Work-study factor N, Y 
Enrolled factor N, Y 
Received degree factor N, Y 
Loans factor N, Y 
Time Status factor FT, PT 
Final GPA numeric 4-point scale 
Test date integer 1-31 
Test month integer 1-12 
Test year integer  
Verbal score int 1-800 
Quantitative score int 1-800 
Writing score num 1-6 
 
Note. All information that is labeled as “derived” is transformed by the sponsor from the 








Employment-Related Data Used as Independent Variables in This Study 
 
Field Description Levels Identified in Factors; Method Used for Integers 
Employee ID integer institutionally generated and masked, unique identifier 
Citizen factor N, Y 
Organization factor 
Administration,  
Academic Affairs,  
Unknown 
Gender factor F, M 
Ethnicity factor 
American Indian or Alaska 
Native, 
Asian,  
Black or African American,  
Code not in use,  
Foreign,  
Hispanic,  
Native Hawaiian or Other 
Pacific Islander,  
Not Indicated,  
Two or more races,  
White 




EEO Code factor 
<9-month Full-Time Faculty,  
9-10 month Full-Time Faculty,  






Service  factor 
3-10 years,  
Less than 3 years,  
Over 10 years 







Zip code factor 5-digit USPS zip code of employee’s home address 
Indirect Costs recovered from 
research projects integer 
annual figures, reported actual 
earnings 
 








Sample List of Interactions of the Variables That Were Reviewed to Establish the 
Presence of Any Statistical Significance 
 
Field At Least One of the Variables Is Binned Database 
turnover*age Yes Employment 
turnover*service Yes Employment 
turnover*employment 
classification Yes Employment 
turnover*distance No Employment 
turnover*race/ethnicity No Employment 
turnover*gender No Employment 
 
Procedures and Data Analysis 
Prior to the receipt of the data and conducting any analysis, a research protocol in 
conjunction with this study was reviewed and approved by the Teachers College, 
Columbia University Institutional Review Board (IRB). 
Most of the data were gathered from separate sources within the same Enterprise 
Resource Planning (ERP) system. Student-centered data, employee-centered data, and 
institutional financial data were initially reviewed separately, and then were incorporated 
and reviewed together. Methods of exploratory analysis included pairwise comparisons, 
histograms, interaction plots, and correlations to determine general characteristics and 
relations within the data. Data were tested for assumptions related to linear models and 
logistic collinearity. The dependent variable for the student completion review was 
whether a student graduated within 2 years from the date of enrollment. The dependent 





metric on record by the University. The independent variables and student completion 
variable were recorded on November 1 for each year. The indirect costs data were taken 
from the University’s annual Budget documents, developed in the Spring of each year. 
Employee turnover was considered with both a 1-year lag and with no lag. Because the 
data were taken in annual snapshots on November 1 each year, it was difficult to 
determine when the turnover actually occurred, and whether the current year turnover 
occurred in November or December or whether it occurred in the Fall of the following 
year, so the issue of any effect to lag may be hard to pin down but important to consider. 
Other variables included (GPA in first year, courses taken in first year, courses 
withdrawn from in first year) were clear and discrete as to when they occurred. 
Logistic regression was conducted on a training set (based on a dependent 
variable of graduating on time—yes/no) and was validated against a test set. Binomial 
logistic regression was based on the sigmoid function  
?(*) = 	 11 +	ABC		
that classifies a probability of an outcome into one of two categories based upon the 
distance from a defined threshold value. The logistic equation which the logistic 
regression model was based upon is the natural log of an outcome D divided by the 
outcome “not P” equating to an intercept and slopes variables identified:	
EF G D1 − DH = &' 	+ &)2) 	+ &929	+	. . . +	&I2I		
The binomial logistic regression that was used (On time or not On time) was set 
with a 50% ()9) threshold, where a result above 50% will predict that the student will 





As a Human Resources practitioner, I have been accustomed to using a 
classification (or categorization) procedure for decision making and taking further 
actions. For example, in the case of assessing candidate qualifications for an open 
position, a basic tenet is that the individual must meet the minimum qualifications 
identified for the position. As a result, I learned to distinguish when someone meets the 
qualifications or does not meet the qualifications. In that case, the classification is either 
qualified or not qualified. A candidate cannot be put in the qualified category if one is 
close to meeting (but not attaining) the minimum qualifications and, similarly, one would 
not be considered as not qualified if one attained the bare minimums for qualification. In 
that scenario, a classification process where there is no middle ground would be 
displayed in Figure 3, by the red line. The vertical red line is essentially impossible to 
attain, and either the person would be qualified (and be on the horizontal line at the top of 
the figure) or would not be qualified (and be on the horizontal line at the bottom of the 
figure). 
Sometimes the process of prediction benefits from taking a more nuanced 
approach, where there is a possibility that something is not definitively one way or 
another. In such circumstances, we can make a judgment call based on the probabilities 
of success and still base a decision of one way or another, but on some amount of mixed 
result. Figure 2 shows the sigmoid graph of a logit regression which is used to model 
student completion rate. In this expression, a 51% probability of graduating on time will 
be assumed as a positive result and a 49% probability of graduating on time will be 
assumed as a negative result. Figure 3 overlaps the logit approach we took (in blue) with 





Decisions are made in “grey areas” all the time, where the data are not completely 




Figure 2. Example of a sigmoid function with value )9 on the class boundary 
 
 
Figure 3. A two-part classifier (in red) has strict limitations on the indicator (J),  
whereas the logistic regression (in blue) provides a smoother approximation  
of the indicator (J) 
 
 
As this dependent variable is student-focused, and much of the information 
available for the student occurs at varying times in the student’s life, the model was 
developed in three stages (Figure 4). Based largely on a longitudinal model for 
institutional departure (Tinto, 1993), it is adapted to a student who is enrolled in a 





years) and applied to include situations where students may continue their course of 
study, but at a pace that is less than expected. The model is in keeping with the 
theoretical framework of systems (and, more precisely, multiple overlapping or nested 
systems) in that “the model sees the institution, and the social and academic communities 
which compromise it, as being nested in an external environment comprised of external 
communities with their own set of values and behavioral requirements” (Tinto, 1993,  
p. 115). The longitudinal model begins with the demographic characteristics that are 
provided prior to attending the University and adds to it the social interactions that are 
encountered chronologically once arriving at the University. It posits that the greater the 
social interaction at the University, the greater their likelihood for continuing. To 
establish a differentiation in the chronological sequence upon attending the University, 
this can be seen as a three-stage process:  
1. Variables are selected based on characteristics that the student has or would 
have experienced prior to his/her college career (e.g., race, gender, etc.). 
2. Variables that the student experienced in his/her first 2 years in the University 
are included with the variables found to be statistically significant in the initial 
stage, to establish variables of significance in the third stage. 
3. Variables that the student experiences in years after the first 2 years at the 
University are included with the variables that were identified as statistically 
significant in the second stage, to form the model. 
The adaptation to the model (Figure 5) incorporates the fact that the student 
completion rate for the master’s program is 2 years, instead of 4, so stage two is 





third stage would be for experiences that a student would encounter in his/her second 
year. The actual impact on the feature selection process is not substantial, as there are no 
variables which relate specifically to the second year. Rather, there are data that relate to 
a student’s first year and data that relate to the student’s final year. In the feature 
selection process identified in Figure 5, variables only appear once in the process, at the 
earliest time that a student would encounter it. To illustrate, if a student had a work-study 
appointment in both the first year and the scheduled final year of study, the work-study 
variable would appear in stage two of the selection process and would not appear in stage 
three unless it was determined to be statistically significant in the second stage. 
. 
Figure 4. A model of variables contributing to student retention,  







Figure 5. The process in which the data variables will be loaded  
in a three-stage, iterative, multiple regression model building process 
 
In reviewing employee turnover, the study further examines a point established by 
Tinto that  
[c]ontact with faculty and staff...may influence individuals’ judgments about the 
degree to which the institution, as reflected in the actions of its representatives, is 
committed to student welfare.... The absence of interaction...results not only in 
lessened commitments and possibly lowered individual goals, but also in the 
person’s isolation from the intellectual life of the institution. (p. 117) 
 
Further, while “the presence of interaction does not by itself guarantee persistence, the 
absence of interaction almost always enhances the likelihood of departure” (p. 117). 
The fit of the model on student completion was assessed by an error rate, as 
reported in a contingency table/confusion matrix. Both type I errors (false positives [FP]) 






● Error rate is defined as KLMKNKLMOLMKNMON 
● Type I errors are defined as KLKLMOLMKNMON 
● Type II errors are defined as KNKLMOLMKNMON 
The external research funding outcome was limited to 5 years of trend data,  
taken in 1-year intervals (with 2006 as a baseline, 2007-2011 as trend). Because this is a 
review in the aggregate, as opposed to a study of each faculty member as individual 
observations, the 5 years of data, in annual cuts, resulted in five observations on which to 
draw a conclusion (as opposed to significantly more, if this were done with each 
employee being the subject of the observations). As a result, the amount of data available 
limited the potential methods to build a model with accuracy or at all. For this reason, in 
addition to logistical regression mentioned previously (for the student completion 
outcome variable), a linear model (ordinary least squares) was also evaluated to 
determine the best predictive model for the data set. 
Description of the Study Population 
The study involved full-time graduate students enrolled in a master’s program at 
the University on or after 2006 and who graduated or could have been expected to 
graduate by November 1, 2011. Full-time student status was defined in two ways: 
1. maintaining at least 12 credits for two semesters in the academic year; and 
2. being designated as full-time (there were some students designated as full-





The study also involved full-time University employees on record between 
November 1, 2006-November 1, 2011. Full-time employees are designated as full-time 
by the University. There is the expectation of a certain amount of responsibility and/or 
hours worked per week, but the full-time designation is the defining characteristic.  
Table 12 
 
Number of Master’s Degree Graduates From the University, Each Year,  
From 2006-2011 Based on an Initial Enrollment of 2006 or Later 
 
Graduation Year 2007 2008 2009 2010 2011 Did Not Graduate 
Headcount 174 758 923 1091 910 171 
 
As indicated in Figure 11, most students receive their degree within 2 years of 
enrollment. The 2007 graduation results reported in Table 13 reflect only those students 
who enrolled on or after 2006, so the low number is expected due to the shortened time 
between enrollment and potential graduation in 2007. 
 
Figure 6. Comparison of employee instability rate and master’s degree graduates,  
sorted by year (2008-2011) 
Note. The master’s degree data was proportionately scaled (divided by 59.28) to be 





A pairwise review of variables On time and Employee Instability Rate in 
respective graduate years was conducted but inconclusive. However, pairwise 
comparisons were conducted based on years to attain a degree and GPA, with  
instability rate (Figure 12) and First-Year Credits, with instability rate (Figure 13). 
Aggregated results of Graduations by year and Employee Instability Rate by year  
showed certain patterns, as indicated in Figure 7. Similarly, results of Indirect Costs  
and Employee Instability Rates (Figure 8) show a pattern. At first glance, it appears  
that: 
1. When employee instability rate is between 12.88-14.83%, there is a positive 
correlation between employee instability rate and the number of student 
graduates. However, when employee instability rate exceeds 14.83%, there is 
a negative correlation between employee instability rate and the number of 
student graduates.  
2. There appears to be a strong positive relationship between employee 







Figure 7. Comparison of employee instability rate and master’s degree graduates  
for the time period 2008-2011, by instability rate 
Note. Approaching 15% employee instability rate (the red line), there appears to be a 
positive correlation between employee instability rate and students graduating. When 
instability exceeds 15%, there appears to be a negative correlation between instability 




Figure 8. Comparison of the University’s employee instability rate and  
indirect cost recovery statistics for the years 2007-2011 
Note. The indirect cost data was scaled to be shown in the same format as the employee 
instability rate. The chart appears to show a strong positive correlation between the two 









Headcount Total of Full-time Employee Hired by the University Each Year  
on November 1 
 
 
Year 2006 2007 2008 2009 2010 2011 
Headcount 1028 1009 963 944 933 944 
 
Note. This is a duplicative list, where a person who works multiple years is counted each 






Figure 9. Employee headcount by year and employment classification  
for the years 2006-2011 








Figure 10. Histogram of final GPA for student between 2006-2011 
Note. This shows a generally normal distribution between 3.5-4.3, and a lengthy left tail 














This chapter reports the statistical analysis and exploration of the quantitative 
methods described in Chapter III. Logistic regression was conducted in models predicting 
student completion rate, based on the outlined methods proposed and the data available, 
and a linear model was created on the external funding model.   
As described in Chapter III, binomial logistic regression was used to construct a 
model predicting student completion rate. Its features were selected based upon the 
statistical significance established, with p values reported for results of ! < .05 or less. 
Interactions involving two or more variables were encountered in the feature selection 
process but, ultimately, the priority was to select a model that contained main effects and 
interactions of no more than two variables at any time.  
The general linear model was initially reviewed to ensure that it was in 
conformance with statistical assumptions, including checking for linearity between the 
outcome and each predictor variable, multicollinearity among the predictors and outliers. 
A general linear model was also attempted for the research question involving 
external research funding; however, this ultimately was not viable due to the predictive 






dependent variable of interest. Separating the annualized Indirect Costs data into one 
binomial factor for the general linear model resulted in none of the individual-level 
independent variables being statistically significant in predicting the organization’s 
Indirect Costs results. This led to a consideration of other methods.  
Ultimately, reverting the dependent variable to a categorical factor representing 
Indirect Costs for each year provided the basis for a linear model to be trained and tested. 
The model was checked for assumptions of linearity, homoskedasticity, independence, 
and normality of residuals, as well as a Tukey Honestly Significant Difference (HSD) test 
to check for Type I family errors.  
The remainder of this chapter presents the results of these separate regression 
analyses. The results of the analyses are organized by each individual research question.  
Research Question 1 
Upon initial exploration of the question of whether employee turnover rate will be 
statistically significant in predicting student completion rate, a binomial factor “On time,” 
which was based on a 2-year graduation date from the student’s initial start date, was 
established. This is consistent with the University program description and with the data 
(Figure 11), which showed that the significant majority of full-time University students in 






Figure 11. Years to receive a degree, for full-time students  
enrolling at the University between 2006-2010 
Note. Most degrees are attained in 2 years and many are attained within 1 year. 
 
Running a binomial logistic regression on this new variable, “On time,” with 
strictly data from the legacy student database and incorporating the employment-related 
statistic (also from the University’s database), we can calculate the potential relationship 
between employee turnover and the student-based organizational objective.  
Figures 12 and 13 provide a graphical review of the potential relationship between 
employee instability rates and the number of years between the time that a student enrolls 
in the program and completes his/her degree, on average. Figure 12 is a pairwise 
comparison of credits earned in a student’s first year and the years the student were in 
classes prior to receiving his/her degree. This study is over the 5-year period of 2006-
2011. The data identified as 6 years represent the students who did not graduate during 
the study period. As the “years to graduate” variable on the y axis is categorical, much of 





The coral regression line represents the regression of those observations where employee 
turnover is less than 16% in the student’s second year (the expected year of graduation). 
The aqua regression line represents the regression of those observations where employee 
turnover is greater than 16% in the student’s second year (expected year of graduation). 
All three lines overlap on the chart when students take between 15 to 20 credits in their 
first year; however, after 20 credits, there is a clear separation between the regression line 
associated with the higher employee instability rate and the other regression lines, where 
it appears that the increased turnover relates to 2 to 3 months delay in attaining a degree, 
on average. This could relate to a semester difference, but the more likely scenario is that 
it impacts some people and does not impact other people as much.  
 
Figure 12. Regression of credits taken in first year on years to achieve a degree  
for the years 2006-2011 
Note: This shows a strong pattern of achieving a degree in 2 years. The black line is the 
overall trend line, the aqua line represents the regression for employee turnover in excess 
of 16% in the student’s second year of attending the University, and the coral line 
represents employee turnover of less than 16% in the student’s second year of attending 





Figure 13 is a similar type of pairwise comparison, this time between a student’s 
final Grade Point Average and the years required to achieve a degree. The aqua 
regression line diverges from the other trend lines at the margins below 3.3 GPA and 
above 3.8 GPA.  
Implementing the model building process introduced in Chapter II (Figures 4 and 
5), a general linear model (logistic regression) was established that resulted in an error 
rate of 12.2% against a test set. A summary of the model is exhibited in Table 14. PF − QRSA	$ = &' 	+ &)TU6VA(WR7TX	#A67	.7AYRXT$) +	&9TU6VA(ZX[YAFX	WR7TX	#A67	\S]V/;AA	Q[7F/0A7$) +	&^ZX[YAFX	\XℎFRURX;$ +&` aA]67XSAFX	$ 	+ 		&bTU6VA(ZX[YAFX	ZAU/FY	#A67	\S]V/V;AA	Q[7F/0A7$) 	+	&caAd7AA	Q;]A$	  
 
 
Figure 13. Regression of final year GPA on years to achieve a degree 
for the years 2006-2011 
This shows a strong pattern of achieving a degree in 2 years. The black line is the overall 
trend line, the aqua line represents the regression for employee turnover in excess of 16% 
in the student’s second year of attending the University, and the coral line represents 






Feature selection included the following model iterations, the results of which are 
exhibited in Tables 14 and 15: 
● Stage 1: pre-University 
o Model 1 contained pre-University elements in the legacy student data set 
which were provided. Table 22 shows main effects only. Two-level 
interaction terms were also reviewed in models 1, 2 and 3, as listed in 
Appendix B. Interaction terms were not incorporated into the model, as 
they did not enhance the predictability of the model, nor the fit. 
● Stage 2: first year at the University  
o Model 2 contained variables of significance from model 1 and added all 
variables relating to the student’s first year at the University. 
● Stage 3: second year at the University  
o Model 3 contained variables of significance from model 2 and added 
variables first experienced the student’s second year at the University, as 
main effects.  
o Model 4 removed Final GPA as a component, as it was found to not be 
statistically significant in model 3. This model was chosen over model 3, 
as it had essentially the same fit statistic as model 3 (1729.6 v. 1729 AIC) 
in the training set with a lower error rate (11.02% v. 11.27%), in a more 
parsimonious design. When tested, model 4’s error rate was 12.22%, 
which is an understandable difference (1.2%) when generalized to a 







Models Developed for Predicting Student Completion Rate, Through the Three-Stage 
Feature Selection Process Established in Figure 5 
 
 Model 1 Model 2 Model 3 Model 4 
GRE Verbal .51    
GRE Quantitative .66    
GRE Written .76    
Not a US Citizen .98    
US Citizen .64    
Age 30 and Over .16    
Male .01 .16   
No Ethnicity Reported .02 <.01 <.001 <.001 
People of Color .01 <.01 <.01 <.01 
Department 2  .53 .32 .33 
Department 3  .27 .15 .12 
Department 4  .19 .33 .32 
Department 5  <.001 <.001 <.001 
Department 6  <.001 <.001 <.001 
Department 7  .36 .26 .25 
Department 8  .26 .21 .19 
Department 9  .97 .99 .98 
Department 10  <.01 <.01 <.01 
MA Degree  <.001 <.001 <.001 
On-Campus Housing  .68   
Receiving Scholarship  .14   
First Year Courses Withdrawn  .83   
First Year Credits  <.001 <.001 <.001 
First Year GPA  .18   
Receiving Work-Study  .90   
Receiving Loans  .11   
Student First Year Employee Turnover  <.001 <.001 <.001 
Final GPA   .11  
Student Second Year Employee Turnover   <.001 <.001 
Note. Each stage has two models listed. All numerical variables were scaled for 








Variables of Statistical Significance (in Log Odds) Established in a Model Predicting 
Student Completion Rate Using Student Data and Incorporating Employee Instability 
Over a Three-Stage Process 
 
 Estimate Std. Error z value Pr(>|z|) 
(Intercept) 1.89 0.10 18.52 <.001 
No Ethnicity Reported 0.31 0.09 3.24 <.01 
People of Color -0.15 0.05 -2.84 <.01 
First Year Credits 0.33 0.06 5.17 <.001 
Department 5 0.18 0.05 3.37 <.001 
Department 6 -0.19 0.04 -5.31 <.001 
Department 10 0.06 0.02 2.89 <.01 
MA Degree 0.78 0.08 9.37 <.001 
Student First Year Employee Turnover -0.43 0.08 -5.41 <.001 





Conversion of Table 15 Data to Odds Ratios, for Explanation of the Variables 
 
 Odds Ratio 2.5% CI 97.5% CI 
(Intercept) 6.60 5.44 8.14 
No Ethnicity Reported 1.36 1.13 1.64 
People of Color 0.86 0.78 0.96 
First Year Credits 1.39 1.23 1.58 
Department 5 1.20 1.07 1.33 
Department 6 0.83 0.77 0.88 
Department 10 1.07 1.02 1.11 
MA Degree 2.17 1.85 2.56 
Student First Year Employee Turnover 0.65 0.55 0.76 
Student Second Year Employee Turnover 0.75 0.65 0.86 







The reference for the “On Time” dependent variable is set to “No,” so that the 
results can be interpreted to a positive result of graduating on time. Odds ratio scores that 
are less than 1 indicate a less likely result. As a result, we can interpret the relationship of 
the Employee Turnover scores to have a decrease in the odds of graduating on time. 
These two variables are also scaled, to ensure that the model is based upon similar 
numerical bases. This process reinterprets the values of the variables so that the mean 
value of each variable is 0 and the standard deviation is 1. This is important when 
comparing separate numerical variables, such as employee turnover in the student’s first 
year (12.43 mean, 5 sd) and first-year credits taken (29.71 mean, 6.1 sd). If the data were 
not scaled to the same, first-year credits would potentially have more weight than 
appropriate based on the different scale associated. In model 3, this was even more 
important, as GPA is essentially on a four-point scale, which is very different from the 




Descriptive Statistics for Scaled Variables in Model 4 (Tables 14 and 15) 
 
 Mean Standard Deviation 
First Year Credits 29.71 6.10 
Student First Year Employee Turnover 12.43 5.01 







As a result, for each 5% increase in employee turnover experienced in the 
student’s first year at the University (Table 17), the odds ratio of .65 means that the 
student is 35% less likely to graduate on time (as defined as 2 years). Similarly, for each 
4.69% increase in employee turnover experienced in the student’s second year, the 
student is 25% less likely to graduate on time.  
An odds ratio of 1 would indicate that there is an even chance of the dependent 
variable occurring. Interpreting the categorical variables, such as MA degree, we 
compare against the reference variable which, in this case, is all other types of degrees. In 
this case, students pursuing an MA degree at the University are 117% more likely to 
complete their degree on time, on average, all other variables held constant, compared to 
those who pursue other types of 2-year, graduate degrees. 
The model was reviewed for multicollinearity and linearity of independent 
variables to the log odds. The independence of each student’s outcomes was considered, 
based upon the context that all students attended the same University, and many of them 
took similar classes and interacted with similar employees. In that way, they are not 
completely independent, but each student record is independent of another, which I 
believe would be satisfactory for this assumption. As there are discrete recordings in the 
turnover variables, they did not result in a completely straight linearity, but the 
standardized statistic when scaled performed better than the result of if the predictor 






Research Question 2 
Working with legacy ERP data of employee citizenship, employee gender, 
employee ethnicity, employment classification (referred to as Eclass), employee age, 
employee service (in years), employee termination year, and the distance from which an 
employee’s residence is from campus, a model was constructed, reviewed, and tested. 
This ultimately resulted in an Adjusted R2 statistic of 27.95 when generalized against a 
test set, explaining approximately 28% of the variance in the data, and an F statistic of 
1.78 on 20 and 484 DF. A summary of the model is exhibited in Table 18. 
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Feature selection included the following model iterations, the results of which are 
exhibited in Table 18: 
● Model 1 contained all measurable elements in the legacy employee data set 
which were provided.  
● Model 2 contained variables of significance from model 1. As faculty are the 
primary recipient of research funding, interactions involving the faculty 
employment classification with each variable were added. While it was not 
significant in model 1, the faculty main effect was maintained to conduct the 






● Model 3 removed all interactions from model 2 as they were not found to be 
statistically significant, but maintained the faculty main effect. The result of 
removing all interactions was a modest reduction of less than one-half a 
percent of Adjusted R2. 
● Model 4 removed the Age variable from model 3 to test its contribution to the 
model. The modest change in Adjusted R2 indicates that, while statistically 
significant, it is not a major component to explaining the variance of the data 
in the regression. 
● Model 5 removed the Faculty variable from model 3 to test its contribution to 
the model. The modest change in Adjusted R2 indicates that it is not a major 
component to explaining the variance of the data in the regression. 
● Model 6 removed the Employment Termination variable from model 3 to test 
its contribution to the model. The change in Adjusted R2 from .2436 to .0957 
resulted in a reduction in the explanatory value of the model by 60.71%, 
indicating that the employment termination variable is a major component to 
explain the variance of the data in the regression. 
● Model 7 removed the Employment Service variable from model 3 to test its 
contribution to the model. The change in Adjusted R2 from .2436 to .1735 
results in a reduction in the explanatory value of the model by 28.78%, 
indicating that the Employment Service variable is a major component to 






● Model 8 retested the Employment Termination variable by testing against the 
full set in model 1. The result was similar to that described in model 6, with a 
change in Adjusted R2 from .2423 to .0932, which reinforced the conclusion 
reached from model 6 that the Employment Termination variable is a major 
component to explain the variance of the data in the regression. 
● Model 9 included solely the Employment Service and the Employment 
Termination variables as main effects. The resulting Adjusted R2 is a modest 
difference from previous models with additional variables. 
● Model 10 added the interactions between Employment Service and 
Employment Termination to model 9. The resulting explanatory value of the 
model increases by 23.8%. In addition, the interactions help to shed light the 
effect of the main effect variables, which is valuable. For this reason, model 









Models Considered for Predicting University Indirect Cost Revenue, Based on Employee Data 
Indirect Cost on Employee Data Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10 
US Citizen .32       .58   
Male .44       .73   
White .57       .14   
People of Color .91       .38   
Faculty .21 .04 .13 .14  .07 .26 .07   
Age 30-39 .44 .63 .42  .53 .65 .04 .65   
Age 40-49 .01 .00 <.01  .01 .10 <.001 .08   
Age 50 and over .86 .57 .72  .47 .67 <.001 .77   
3-10 years of service <.001 <.001 <.001 <.001 <.001 <.001  <.001 <.001 <.001 
Over 10 years of service <.001 <.001 <.001 <.001 <.001 <.001  <.001 <.001 <.01 
Terminated Employment in 2006 <.001 <.001 <.001 <.001 <.001  <.001  <.001 <.01 
Terminated Employment in 2007 <.001 <.01 <.001 <.001 <.001  <.001  <.001  
Terminated Employment in 2008 <.001 .07 <.001 <.001 <.001  <.01  <.001  
Terminated Employment in 2009 .31 .84 .25 .24 .28  .13  .27  
Terminated Employment in 2010 <.001 <.001 <.001 <.001 <.001  <.001  <.001 <.001 
Distance employee home is to campus .71       .73   
Faculty: Age 30-39  .72         
Faculty: Age 40-49  .08         
Faculty: Age 50 and over  .13         
Faculty: 3-10 years of service  .38         







Table 18 (continued) 
 
Indirect Cost on Employee Data Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10 
Faculty: employment termination 2006  .64         
Faculty: employment termination 2007  .26         
Faculty: employment termination 2008  .17         
Faculty: employment termination 2009  .42         
Faculty: employment termination 2010  .95         
3-10 years: 2006 termination          <.001 
10+ years: 2006 termination          .06 
3-10 years: 2007 termination          .03 
10+ years: 2007 termination          .28 
3-10 years: 2008 termination          .13 
10+ years: 2008 termination          .43 
3-10 years: 2009 termination          .76 
10+ years: 2009 termination          .51 
3-10 years: 2010 termination          <.001 
10+ years: 2010 termination          <.001 
           
Adjusted R2 .2423 .2477 .2436 .2407 .2427 .0957 .1735 .0932 .2400 .2972 
F-statistic 24.37 19.41 35.36 47.53 38.63 21.71 28.39 11.92 53.96 30.20 






























Variables of Statistical Significance Established in a Model Predicting Indirect Cost 
Using Employee Data 
 
 Estimate Std. Error t value Pr(>|t|) 
3-10 years of service 74.42 16.55 4.50 <.001 
Over 10 years of service 36.86 12.41 2.97 <.01 
Terminated Employment in 2006 69.26 21.21 3.27 <.01 
Terminated Employment in 2010 -35.73 7.23 -4.94 <.001 
3-10 years: 2006 termination -84.58 19.94 -4.24 <.001 
3-10 years: 2007 termination -30.29 13.54 -2.24 .03 
3-10 years: 2010 termination 44.45 8.66 5.13 <.001 
10+ years: 2010 termination 18.49 5.22 3.54 <.001 
 
While this model ultimately accounts for less than 30% of the explained variance 
in the data, it is clear that the termination variables account for a large portion of the 
results. Comparing the fitness statistics in model 6 to model 3 and model 8 to model 1 
shows the contribution that capturing employee termination data provides to this analysis. 
A review of student data provided (Table 20, model 3) indicates areas of 
statistical significance, but a model that predicts Indirect Cost with an Adjusted R2 
statistic of 4.61%. This is prior to the inclusion of employee turnover data. The benefit of 
this information is that it provides potential avenues of exploration regarding how these 
variables contribute to the potentially larger Indirect Cost models that follow in Table 20. 







We can again use the student’s projected date to graduate on time as a basis to tie 
to the employee turnover data. In this way, we are able to leverage both parts of the 
database to create a model and further assess the impact of employee turnover on a 
variable of interest. As before, we review turnover based on the current year and a 1-year 
lag (by considering turnover in the student’s first year and turnover in the student’s 
second year). In this way, we can review whether there is a relationship of employees 
who left the University in the year prior to the indirect cost recovery being realized.  
Feature selection included the following model iterations, the results of which are 
exhibited in Table 20.  
● Model 1 contained measurable elements in the legacy student data set which 
were provided. 
● Models 2 and 3 dropped variables which were not statistically significant from 
the prior iteration. The changes in model 2 resulted in a sizable reduction in 
the already small Adjusted R2 measure of 20%. The changes in model 3, 
making further reductions in the variables from model 2, resulted in an 
increase in the Adjusted R2, which resulted in about half of the loss in the 
explanatory value of the model being recovered from the drop from model 1 
to model 2. Model 3 was selected to assess the impact of adding employee 








● Model 4 added a variable for employee instability 1 year prior to the 
measurement of the indirect cost data to the variables established in model 3. 
● Model 5 added a variable for employee instability in the year current to the 
measurement of the indirect cost data to the variables established in model 3. 
● Model 6 incorporated both the current employee instability data (in model 5) 
and the employee instability data from the year prior (in model 4) to the 
variables established in model 3. 
Adding instability rates to the student predictors on Indirect Cost (Table 20, 
model 3) resulted in an increase to the Adjusted R2 statistic and showed statistical 
significance at the α < .001 level for both instability rates encountered during the year 
of a student’s anticipated graduation (his/her second year) (Table 20, model 5) and 
during the first year of a student’s participation in the academic program (Table 20, 
model 4). 
Adding instability rate in the student’s first year resulted in an Adjusted R2 of 
.1025. While significantly improved over the prior model, the new R2 statistic still is 
not a reliable measurement for a predictive model, as it accounts for only 10.25% of the 









Models Considered for Predicting University Indirect Cost Revenue, Based on Student Data, and  
Incorporating Employee Instability Data (in models 4-6) 
 
 Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 
Courses Withdrawn in First Year .20      
First-year Credits <.001 <.001 <.001 <.001 <.001 <.001 
First-year GPA .81      
Final GPA .74      
GRE Verbal .08      
GRE Quantitative .13      
GRE Written .01 <.01 <.01 .12 .06 .29 
On-Campus Housing .07      
Department 2 <.001 <.01 <.001 <.001 <.01 .22 
Department 3 <.001 <.01 <.001 <.001 <.01 .01 
Department 4 <.01 .14 .01 .03 .03 .59 
Department 5 .02 .01 .04 .06 .03 .22 
Department 6 <.001 <.001 <.001 <.001 <.001 <.001 
Department 7 .56 .72 .49 .51 .29 .03 
Department 8 .80 .73 .79 .61 .84 .72 
Department 9 .42 .34 .30 .51 .32 .92 
Department 10 .35 .22 .13 .22 .20 .91 
Scholarship Received <.01 .02 <.01 <.01 .09 .10 
Not a U.S. Citizen .61      







Table 20 (continued) 
 
 Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 
Student Age 30 or over .45      
Male .07      
White .27 .21     
Persons of Color <.01 .06     
Work-study Received .16      
Loans Received <.01 <.01 .02 <.01 .06 .64 
Student First-year Employee Turnover    <.001  <.001 
Student Second-year Employee Turnover    <.001 <.001 
       
Adjusted R2 .0565 .0406 .0461 .1025 .2202 .5367 
F Statistic 3.897 5.987 5.734 11.48 25.63 95.29 





















Variables of Statistical Significance Established in a Model Predicting Indirect Cost 
Using Student Data and Employee Instability Data 
 
 Estimate Std. Error t value Pr(>|t|) value 
First-year Credits 41.59 11.02 3.77 <.001 
Department 3 -75.27 28.76 -2.62 <.01 
Department 6 -48.82 8.14 -6.00 <.001 
Department 7 14.71 6.93 2.12 .03 
Student First-year 
Employee Turnover 
402.25 12.02 33.46 <.001 
Student Second-year 
Employee Turnover 
334.14 11.63 28.73 <.001 
Note. The inclusion of Year 1 and Year 2 Employee Instability variables result in an 
Adjusted R2 statistic of 53.67%, substantially higher than the 4.61% Adjusted R2 statistic 
without the employee instability data. 
 
The inclusion of the current-year employee instability to model 3 (Table 20) is 
statistically significant at α < .001. In addition, the model has now increased in 
Adjusted R2 from 4.6% to 22% (Table 20, model 5). When including employee 
instability rates from the current year (the student’s second year) and the year prior (the 
student’s first year), the model now accounts for explaining 53.67% of the overall 
variance in data (Table 20, model 6). A summary of the variables of significance in this 
model is provided in Table 21. 
A power analysis was also conducted to determine the potential for conducting a 
multilevel analysis based upon the number of observations. As indicated in Table 22, the 
mean predictive success of such a model would be .5, which is below the .8 threshold that 









Power Analysis Conducted on the Model, With Group Variable “Cut Year,” to 
Determine the Viability of the Model to Predict Type II Errors  
 
nlevels successes trials mean lower upper 
3 4 10 .4 .1215523 .7376219 
4 4 10 .4 .1215523 .7376219 
5 5 10 .5 .187086 .812914 
6 7 10 .7 .3475471 .9332605 
 
Note. For the five levels available (2007, 2008, 2009, 2010, 2011), the identified mean 












DISCUSSION, CONCLUSIONS, AND RECOMMENDATIONS  
 
This project considered the activity of an organization, specifically employee 
turnover, through the lens of general systems theory, but also posed research questions 
involved in the very practical aspect of whether or not models can be constructed using 
existing organizational resources. The focus of ERP systems on transactions can also be 
considered through an Open System lens, as the system that is the ERP-supplier requires 
the constant communication (input/feedback) from the University-client to maintain its 
business and homeostasis, or it faces the potential entropy that all businesses go through 
without it. As systems strive to adapt, the organization that supplies the ERP regularly 
issues updates and new releases to its product, and can easily expand the offerings to 
include data that could be useful to the client. Thus, the likely answer, from a systems 
standpoint, as to why additional data elements have not been incorporated into the ERP 
standard releases is that there has not been the feedback needed to initiate the action 
required of the system.  
An overarching caveat to this discussion is the fact that this analysis is correlative 
at best and cannot determine causality. The relationship that has been identified could be 






turnover and the respective dependent variables could be associated with some other,  
yet unidentified, variable or variables which could better explain this relationship. To 
explore this further, we consider the potential alternatives. First, in the case of student 
completion, there is the potential relationship of higher than normal employee turnover 
potentially relating to lower student completion rates. The converse to this would be that 
lower student completion rates would result in higher employee turnover. This latter line 
of reasoning appears unlikely, as employees would probably not leave their jobs at a 
higher rate due to students staying at the University longer or some students leaving the 
institution. A third possibility is that there is some third, latent variable which is 
impacting both outcomes (employee turnover and student completion). One such variable 
could be if there were major cutbacks in staffing and programmatic offerings which 
would both decrease the employee population and decrease the availability of courses the 
students would need to graduate. Anecdotally, I can report that this was not the case in 
this situation, but without further examination of other considerations like this, the 
possibility of such always needs to remain present. 
Similarly, in regard to the case of external funding, the drastic jump in Adjusted 
R2 indicates that some relationship between employee turnover and indirect cost recovery 
figures exists. As we have examined, indirect cost recovery is an institutionally-defined 
figure which, in this case, is based on a straight percentage of the overall amount of 
external research funding obtained (as a result, it can be operationalized to be a measure 
of the overall amount of external research funding). The relationship identified includes 






predictor of turnover, or that there is some other variable related to both of these two 
variables that is explaining more of the relationship. Taken one at a time, while a 
relationship appears to be clear, the logical foundation for the assumption that employee 
turnover leads to more research funds being received does not seem to be clear. The 
converse line of thought—that more external research opportunities lead to higher 
employee turnover—also does not make much sense. This, then, may lead to a third 
conclusion that there may be other variables which may play a more explanatory role in 
the prediction. If this study solely focused on faculty activity, it could be argued that the 
recruitment and succession of new faculty with either currently existing research funding 
commitments or the potential to attain new funding might be a factor. The data set in this 
study contained all full-time employees of the University and, as such, that conclusion is 
not as easily established.  
With this understanding, we have established that employee turnover comprises a 
large portion of predictive models for both student completion and indirect costs. The 
model on student completion rate has a high success rate of 88% in predicting results 
from the test data set, so it could possibly be a basis to consider this further for potential 
avenues of research and action for this organization. The predictive capability of indirect 
costs models is, at best, 53.67%, which is not sufficiently robust to build confidence in 
order to invest large resources (financial or personnel). With additional data elements, 
better predictive models are possible. While this study succeeded in determining the 
potential relationship of employee turnover to organizational outcomes, more data would 






This chapter reviews the results of the study in the framework of general systems 
theory and discusses the results within the context of the existing literature. In addition, it 
presents both the limitations and strengths of the study and offers recommendations for 
practical future applications and further research.  
Discussion 
The University adheres to an academic calendar that starts in September and 
concludes in the following August. During this time, there are three formal semesters: 
Autumn, Winter and Summer, with most people starting in the Autumn and graduating in 
a given Spring. Over time, the University has developed ways to meet needs by 
incorporating off-cycle programs, distance programs, and independent study options, 
while maintaining the goals of education, research, and application. This makes the 
University a vibrant community with many courses of study, research projects, and 
initiatives that can act separately or in concert with others in the organization, but all 
under the overall umbrella that is the University. The University welcomes new students 
every year and sees the graduation of many each year. To a lesser extent, the University 
sees new employees enter each year while others depart. Without the influx of new 
students, the University would eventually graduate the employees and lose its primary 
purpose. The University relies on students as a form of energy and revenue. Recognizing 
that the University is more than student education, without the student the University 
would no longer be a university and would most likely not exist. These characteristics are 






Still, as we begin to review the results of our research questions, it may be useful 
to keep at the forefront that the University takes in input, processes, adapts and generates 
output like many open systems, and operates purposefully and with equifinality toward 
the end goals of graduating students, providing services to the broader community (both 
within and outside of the University); it is multifaceted, with various aspects having 
meaningful relationships with other parts of the system. As we have seen, meaningful 
relationships can be forged between employee data and student outcomes and student and 
employee predictors to financial outcomes. The results have displayed the institution’s 
sensitivity to feedback (in the form of employee instability) and, yet, as the University 
continues, it adapts and continues as systems theory would predict. 
Research Question 1 
The inclusion of employee turnover (instability) in the models predicting student 
completion was both a statistically significant variable and one where the Odds Ratios 
(Table 16) were significant. For each increase in annual turnover rate of approximately 
5%, the student is 65% or 75% as likely to graduate on time, on average. Five percent is 
certainly a large increment for annual turnover variance, but the impact on students is 
difficult to dismiss, particularly considering the small 12% error rate established and the 
fact that the large measure of students do graduate within 2 years.  
Earlier research has indicated that a 1-year lag would be appropriate for predicting 
student completion rate. It is possible that, with a 2-year degree anticipated, everything 
becomes more sensitive to disruption. As noted in Table 16, the likelihood that a student 






average (65% compared to 75%). This could also be a result of the data collection 
process, where a 1-year “snapshot” does not distinguish from an incident that happened  
1 month ago or 11 months ago. Further exploration of this issue, with additional reports 
per year, would provide necessary data to draw conclusions on this point. 
When drilling down a little further, we see that, like most systems, the various 
subsystems react to and “digest” input differently.  
As the number of credits a student receives in his/her first year was identified as a 
statistically significant variable (Table 15), we first explored the interaction of employee 
instability in year 2 (the current year) with first-year credits on the number of years for a 
student to attain a degree (Figure 14) to the interaction of employee instability in year 1 
(the prior year) with first-year credits on the number of years for a student to attain a 
degree (Figure 15). 
 
 
Figure 14. Interaction plot representing the interaction between the number of credits a 
student earns in his/her first year and the employee turnover experienced in the student’s 
second year in the program, and their correlation with the amount of time taken, on 







The figures are ordered by employee instability rate on the x axis, so that the 
larger instability rate is to the right of the chart. This is not in chronological order. Of 
particular significance is the slope of the three lines from 15.33 to 19.33. In each case, 
they are sloped positively at a substantial incline, reflecting that, regardless of the number 
of credits taken in the first year, the student takes longer to complete his/her degree, on 
average, when the instability rate is higher. Juxtapose this with that found in Figure 15, 
which identifies the effect of employee instability in the prior year. Because of the nature 
of the data provided, the numbers are slightly different and 15.27 in Figure 15 is not in 
the same year as 15.33 in Figure 14, but the numbers are close enough to still make the 
comparison. In Figure 15, the slope from 15.27 to 19.33 is nearly flat for students with 25 
or more credits in their first year and, while students taking less than 25 credits in their 
first year are negatively affected (as indicated by the positive slope), the slope of the line 
is far less than that present in Figure 14.  
 
Figure 15. Interaction plot representing the interaction between the number of credits a 
student earns in his/her first year and the employee turnover experienced in the student’s 
first year in the program, and their correlation with the amount of time taken, on average, 






This would suggest that, from a systems standpoint, a system and components of 
the system can react to feedback (e.g., employee instability) when provided the time to do 
so. It may be possible that there are some levels of feedback from which the system could 
not recover, but it appears that based on this information, the system can recover within a 
year from 19% employee instability when given a year to adjust. 
Research Question 2 
Predictive models identified in Chapter IV associated with this question were  
able to account for 29.72% of the overall variance in the training data using solely 
employment data, and 53.67% of the overall variance in the training data when using a 
combination of student and employee data. 
Strictly working with the results found in Chapter IV on Research Question 2, the 
29.72% Adjusted R2 statistic is not enough to base an employment strategy around, but 
what this model seems to indicate is that: 
● Terminations in 2006 and 2010 seemed to have a significant impact on the 
University’s external research. Taken into context with the service of the 
persons leaving the organization, in 2006, terminations corresponded with an 
increase of 59,100 in Indirect Cost revenue, on average, for each employee 
with college service between 3-10 years who left the institution that year. For 
employees with college service of over 10 years, Indirect Cost revenue 
increased by $106,120 corresponding with each person’s departure that year. 
In 2010, the results were still positively correlated, but the impact associated 






saw the departure of longer-term employees corresponding with higher 
Indirect Cost revenue, on average, 2010 results indicated that employees with 
service between 3-10 years terminating corresponded with an $83,140 
increase to Indirect Cost revenue, on average. Employees leaving who were 
with the University for over 10 years also positively correlated with the 
Indirect Cost revenue, on average, of $19,620 for each employee leaving in 
2010. As illustrated in Table 21, these results are statistically significant at the 
α < .001 level. 
● For years 2008 and 2009, the departure of employees of 3-10 years of service 
related, on average, to an increase of $74,420 in Indirect Costs, and the 
departure of employees of over 10 years of service during the same time 
period related, on average, to an increase in the Indirect Cost revenue of 
$36,860.  
These figures nicely illustrate the incomplete nature of the data, as the model 
currently stands. While we have established that based on the information we have today, 
it appears that employee turnover is statistically significant and important in explaining 
Indirect Cost revenue to a certain extent, the precise nature of this, however, has not been 
fully explored. In exploring the possible explanation that terminations are merely a proxy 
for recruitments and successor employees, which could provide further explanation, more 
data would be required in terms of the employees recruited and their involvement with 
research. From a systems perspective, recruitment or the development of other employees 






employees who have existing research or the potential for new research that resulted in 
the increased Indirect Cost revenue. This is consistent with the premise that systems 
adapt and evolve to take in new energy, avoid entropy, and grow the system for the needs 
of the system. However, as noted in Figure 9, faculty (who are primarily involved in 
research) headcount is a small percentage of the overall full-time employee population. 
Further, while not considered prima facie, the unique relationship of faculty to the 
University would normally call for a lower turnover among the faculty than of the other 
types of employees. This generally-lower faculty turnover rate coupled with a low 
percentage of faculty to the overall headcount relates to the likely conclusion that some 
component of staff turnover is affecting the result.  
Another possibility that must be considered is that the data at hand only provided 
a small corner of the larger picture and that, when additional data (or different data) are 
incorporated, it is possible that the significance of certain variables may change. While 
employee turnover appears to have a relationship (taking the explanatory capacity of the 
model from less than 5% to over 50%), this could be coincidental with a greater wave of 
research activity occurring. For this reason, further trend data, additional variables 
(including information on the specific grants attained, and discontinued, each year), and a 
review of the data on an individual basis (as opposed to on a group level) would all be 
avenues of further exploration that could lead to better understanding of the relationship 
between employee turnover and indirect costs. In addition, data from outside of the 
institution could also provide insight. Perhaps the granting agencies involved had a 






or change occurred. This study examined the relationship between two unique data sets at 
the University which are not normally considered together. The organization’s records 
are not limited to these two data sets. Indeed, a host of other data elements, including 
finance, grants, and other parts of student and employee data, could be considered in 
further research. In addition, as previous studies have shown, there are often variables 
that are not historically maintained in an organization’s database which could also shed 
light on potential areas of importance. One such area is related to employee engagement 
statistics. Many studies have reviewed employee engagement and a possible effect on 
institutional metrics, including employee turnover, yet no precise field or combination of 
fields were readily apparent in the University’s data presented which could result in an 
assessment of employee engagement that could have been used in this study.   
The model is useful in that it identified variables that were statistically significant 
for that particular time period; however, employment terminations in 2006 will not be 
occurring in the future, so the practical benefits of this model are limited. Still, what it 
does illustrate is that some model can be developed from individual-level data, with some 
statistical significance, that explains a group-level phenomenon. Through a general 
systems lens, using the example of a person (a system of various subsystems such as the 
respiratory, the pulmonary, nervous, digestive, etc.) digesting a piece of fruit (the 
individual predictor variable) in general, the intake that is the piece of fruit will not have 
an impact on the performance of the group (the person), unless it is particularly necessary 
or desirable at the moment (which might result in a reaction of satisfaction) or 






in the system will not dramatically change, or account for, the larger system’s 
performance in any noticeable way in the short term. From that perspective, the 29.72% 
Adjusted R2 can be seen as encouraging. 
One additional characteristic of this model of note is that there is a lack of a 
unique faculty presence in the predictors. As noted in Table 18, faculty as a predictor 
variable (i.e., with the inclusion of an additional faculty member, in reference to staff, 
would uniquely correlate to a change in Indirect Cost revenue) was considered in models 
1, 2, 3, 4, 6, 7 and 8, and very prominently with multiple interactions in model 2, yet only 
one had the faculty variable as statistically significant. As faculty are the ones who 
typically apply for and lead institutional research initiatives, I found that conclusion 
somewhat puzzling; however, perhaps it is due to the fact that faculty turnover is a 
relatively low number, compared to the total turnover at the University. It is certainly a 
subject worthy of further research. 
While the model generated has some utility, the Adjusted R2 statistic indicated 
that the model does not explain most of the variance in the results and, for that reason, 
would not be useful in predicting organizational external research funding levels.  
There is basis to conclude that there are possibilities for reaching better results, as 
cited in the limitations section of this chapter. Certain techniques could be used to cluster 
the data, to arrange the data, and to attain better predictive power of the data, but these 
techniques are all subject to the availability of the data on hand. There are two potential 
avenues for obtaining further data that could equate to better results. The first is attaining 






second, which is related to this explanation, is the access to additional years of data, 
which relates to additional observations that can be assessed. As an example, if the data 
were broadened to include 2006-2016, further methods could be explored. In addition, if 
the data varied somewhat in each cross-sectional “cut” or panel (e.g., GPA, salary, or 
other information which is regularly updated) or if the data had additional ways of linking 
the separate student and employee database (e.g., by department or program), or if the 
data spanned a longer timeframe, additional explanatory functionality may be possible. 
Limitations and Strengths 
There were limitations in this study. From a practical perspective, the most 
significant limitation was the availability and access to data. The data used in this study had 
six “cuts” of data, to reflect a specific point in time when observations were taken (e.g., 
November, 1, 2006, November, 1, 2007, etc.); however, the specific observations contained 
most of the same data for the respective Unique ID identifier. For this reason, a panel series 
was not viable, as the data in each panel were essentially the same. With six “cuts” of data, 
it could have been possible to attempt a mixed-effect model; however, with the first year 
used as a baseline to calculate group activity rates (such as instability from year to year), 
the number of observations for the mixed-effect model would be five. A power analysis 
conducted (Table 22) indicates a mean predictive power of .5 for the model to effectively 
identify Type II errors (false negatives), where a power of .8 is desired. 
Second, the assessment of a group variable (Indirect Cost) with individual 






the probability of whether any particular student could graduate within a certain time 
period, as was detailed in research question. This was established deliberately for the 
following three reasons: (a) there may have been certain cases where the institution may 
not have had access to individual data (e.g., the Indirect Costs associated with a particular 
principal investigator); (b) the organization may want to frame issues on a group level 
instead of an individual level (e.g., trying to review and manage overall turnover rate 
instead of trying to determine the probabilities of particular influencers to an individual’s 
likelihood of leaving his/her position); and (c) from a systems perspective, assuming that 
everything is operating as systems on top of systems and that each of us is both part of 
other systems and a system in our own right, the influence of individual predictors on a 
larger system (which we have also called the group level, or the University) is likely to be 
a more difficult challenge than individual predictors on an individual-level result (i.e., a 
system’s variables having influence on the aspects of the same system, of the same 
scope).  
Despite these limitations, several strengths are notable. First, despite the depth of 
data being limited to six, the breadth of variables provided enabled the study to first 
verify findings made in prior studies using some of the same variables. It also provided 
an opportunity to continue this research in the areas noted and, certainly, could not have 
been accomplished without the breadth of the data available. Second, the availability of 
student, employee, and financial data is something that must be noted. As indicated 






availability to have this data available. A third strength of this data was the ability to drill 
down to individual (while de-identified) results to predict student completion.  
Conclusions 
For many years, HR professionals have been working toward ways to become 
more strategic and to add value to the organization. Many noted authors have commented 
about the need for HR to take a broader view of the operation and to build strategies, 
goals, and programs that tie back to the institutional goals. The opportunities now exist 
for HR to better determine the potential impact of employment-related activity as it 
relates to the organization’s priorities. Turnover statistics are usually considered a cost 
measure, where it is measured either by the loss of productivity, the associated training 
costs, the impact to morale, as well as a number of studies addressing the impact of 
turnover on sales or other financial data. 
Because higher education does not work in the same way as a number of other 
industries, it requires a different way to value contributions and a different way to assess 
against organizational priorities. In a world where people will react adversely to the term 
customers or may not be as interested in ROI, it is important to connect HR operations to 
what the institution values. Higher educational institutions will still require funds to 
maintain operations, and measures to identify how HR contributes should still be 
considered. But in order for HR to relate to others in the organization in a more complete 
way, we first must identify what our “customers” value and find out if there are 






strategies and programs to strive toward improving that outcome. If there are no 
employment predictors that can adequately address the goal, they can either be 
considered further (as potential data development areas) or identified as a place where 
HR will not be initially contributing. In any case, the initial exercise of identifying 
institutional goals and considering how HR addresses them is a step worth taking.  
In this particular study, the correlation between employee terminations with 
student completion and with Indirect Costs revenue was examined. There appears to be 
convincing information based on this 5-year data set that, at that time and for this 
particular university, employee termination rates were negatively correlated with student 
completion (the higher the turnover, the fewer graduated on time), and that threshold 
appears to be around 15%. Some turnover may be good, as has been noted in the 
literature; but this study’s data points to 15% as being a critical juncture where the effects 
of turnover appear to take a negative turn.  
The results on Indirect Costs are less clear. While there appears to be some positive 
correlation between employee turnover and Indirect Costs, the data to better inform that 
conclusion have either not been gathered in a reportable format or need to be attained 
through larger efforts than this project. In any case, the institution will be better served by 
offices that each hold unique pieces of institutional information to come together to find a 







Implications and Recommendations for Future Research 
This research clearly identified that there is a relationship between employee 
turnover and student completion rate, and apparently some relationship between 
employee turnover and external research funding. This, however, is just the beginning of 
this line of inquiry. In order to assess and weigh the true impact to employee turnover, or 
any other variable, one must capture all institutional goals and analyze each with the 
available data. As we have seen with this analysis, employee turnover has a positive 
correlation on external research funding after reaching a threshold, but a negative 
correlation to student completion rate upon reaching the same threshold. The strategy 
decisions involving these priorities would need to be reviewed further, and further 
analysis by drilling down into the organization is recommended prior to making any 
sudden decisions. It is possible that the impact to faculty turnover may be different than 
the impact to staff turnover, or to staff turnover in Student Affairs, compared to staff 
turnover in an administrative department such as Human Resources. That was not the 
point of this study, but the information is there for further work to be done. 
Further, as noted in the delimitations description in Chapter I, the study was  
set up to review the results from one specific organization, which precludes potential 
confounding effects by isolating the data to solely the one source. The tradeoff, as noted, 
is that the conclusion cannot be readily generalized to a broader population. Additional 
research involving multiple institutions in a mixed-methods analysis would add to the 






With regard to potential ways to address a group-level variable with individual-
level predictors, Croon and van Veldoven (2007) established a method for working with 
individual data in a multilevel process, which would identify potential latent variables 
involved in the prediction. This involves including estimated marginal means (!") of 
individual data (#$", #&", . . . #(",	) and group data (*") (Figure 16); however, the model 
requires more power than the five observations available in this study. In addition, 
because the respective group data (*") provided to the model had one level for each year, 
there was a direct correlation to the group identifier (+") and correlations to other group 
variables (*"), which resulted in determinations of variable singularity that precluded 
further analysis of the model. This does appear to be a viable model to consider for other 
projects, where the data are sufficient to run the analysis. 
 
Figure 16. An illustration describing Croon & van Veldoven’s latent variable  
multilevel model for outcomes measured at the group level  
(reprinted from Croon & van Veldhoven, 2007) 
 
Absent the viability of alternative methods which could have added more insight, 
given repeated measures or multilevel clustering, a linear model was considered as a 






Costs. There are multiple facets to an ERP, which are connected at various points in the 
relational database. If a group identifier can be captured along those connector points, it 
is possible to connect both the student data, the employee data, and possibly even the 
financial data so that more of the potential variance in the regression could be explained. 
In our case, we examined the employee database and, separately, explored the student 
database to see if any of the individual predictors could be combined to provide an 
explanation of the group-level Indirect Cost activity.  
In addition, because the data involved the same people year over year, it may have 
been possible to use a panel regression to account for the differences between panels in 
three waves. However, if institutional legacy data are “flat” and do not reflect enough 
variance over time, or employee data do not change enough from year to year, the panel 
regression may not be predictive. More aggressive would be a time-series review, but this 
would likely require a span of unique data probably stretching over 30 observations  
(30 quarters, 30 years, whatever the time variable that would present enough variance to 
make predictions). In general, higher education institutions will likely have 20 to 30 years 
of trend data to explore, and time series may be possible. If not, perhaps a fixed-effects or 
random-effects model could work over a shorter span. 
Future studies involving larger spans of data, which could address some of the 
power concerns identified, and data that can further link to the student data to the 
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Dissertations on Employee Turnover (2016-18, ProQuest 9/23/18) 
 
Title Authors Year Variable 
Focus of 
Turnover 
‘that’s not what i signed up for!’: a 
longitudinal investigation of the impact of 
unmet expectation in the relation between 
career plateau and job outcomes 
 Yang, Wei-Ning 2016 Dependent 
(un)ethical organizational intentions influence 
both types and range of turnover intention: 
testing a multi variable hypotheses model in 
the uk and greece 
 Moutousi, Olga 2016 Dependent 
A Quantitative Correlational Study on the 
Relationship between Job Satisfaction and 
Turnover in the Gaming Industry using 




A Quantitative Examination of the 
Relationship Between Perceived Job 
Satisfaction and Organizational Commitment 
in Small Business Employees in the 
Lynchburg Metropolitan Statistical Area 
 Brown, Tammy 2016 Dependent 
A Quantitative Study of Relations-oriented 
Leader Behaviors Related to Voluntary 
Turnover Intention as Mediated by Leader-
member Exchange 
 Smith, David F. 2016 Dependent 
A Servant Leader’s Impact on Employee 
Psychological Capital: What is the 
Relationship of an Employee’s Perception of 
their Manager’s Servant Leader Behaviors on 
Their Reported Psychological Capital? 
 Ice, James W. 2016 Dependent 
A Study of Socially Dirty Work: A 
Conservation of Resource Framework 
 Wen, Shanshan 2016 Dependent 
A study of the influence of economic and 
social leader-member exchange relationships 
on job performance, organizational citizenship 
behaviors and turnover intention: and the 
mediation effects of self-efficacy and social 
loafing 








An Agent-Based Model for Predicting 
Turnover in The Science, Technology, 





An ex post facto exploration of followership 




An examination of employee satisfaction in 
multicultural nonprofit organizations: 
Implications for leaders 
 Poliner, Brian 2016 Dependent 
An Examination of the Effects of Individual 
Values and Value Congruence on 
Organizational Citizenship Behaviors 
 Gatlin, J. Brad 2016 Dependent 
An exploration of turnover experience of it 
professionals in the District of Columbia 
 Edeh, George 2016 Dependent 
Analysis of Certified Public Accountants’ 
Work Style Dimensions as Measured by the 




Analyzing the impact of job dissatisfaction 
among social workers in managed care 
 Hooper, Tina L. 2016 Dependent 
Antecedents to Turnover Intention: Examining 
Organizational Learning Culture and Leader 
Member Exchange 
 Parker, Sonia 
Lee 
2016 Dependent 
Brain Drain: The Role of Organizational 
Support in Reducing the Migration of Skilled 




China’s labour market transition: labour 
mobility and wages 
 Weng, Yulei 2016 Dependent 
Continued service? Understanding military 





Determinants of turnover intention among 
faculty members in saudi public universities 
 Albaqami, A. S. 2016 Dependent 
Employee Engagement and Turnover Intent: 




Employee engagement: extension of the job 
demands resource (jd-r) model with the 
ubuntu construct 
 Tauetsile, Joy 
Oletetswe 
2016 Dependent 
Employee networks and positions 
differentially predict employee turnover 
directly and through job satisfaction and job 
performance 








Employee retention: The use of realistic job 
preview and realistic job expectations for 
organizational success 
 Quirindongo-
Cruz, Yamira I. 
2016 Dependent 
Employee Turnover in Frontline Hospital 
Staff 
 Wilson, Jeanne 
L. 
2016 Dependent 
Examining Cadet Commitment and The U.S. 
Army ROTC Program: A Quantitative Study 
 Maggitt, Jesse 2016 Dependent 
Examining Dynamic Leadership: A Mixed 
Methods Analysis of Organizational 
Effectiveness 
 White, Myron 
D. 
2016 Dependent 
Examining the Impact of Leader Member 
Exchange (LMX) Theory on Employee 
Engagement and Employee Intent to Stay 




Exploring and describing the factors that 
influence emergency department nurse 
retention 
 Baker, Dwight 
L. 
2016 Dependent 
Exploring Leadership Strategy Influence on 
Nursing Personnel Retention Within Safety-
Net Hospitals 
 Brown, Carl L. 2016 Dependent 
Exploring Millennial Retention Strategies and 




Exploring university employee career capital  Roller, Jessie 
Czerwonka 
2016 Dependent 
High commitment human resource practices, 
perceived organizational support and 





How the transformational leadership style of 
superintendents is associated with employees’ 
organizational commitment via the mediating 
effect of extrinsic motivation within nursing 
homes for disabled people in Taiwan 
 Yang, Ling-Hui 2016 Dependent 
Implementing an organisational intervention 
for work-related stress: an action research 
study 
 Hamilton, John 
E. 
2016 Dependent 
Improving inpatient experience utilizing an 




Intrinsic case study comparing magnet and 
non-magnet facilities leadership competencies 
of Nurse Manager-Leaders 
 Madison, 
Clifford R., Jr. 
2016 Dependent 
Job Satisfaction and Organizational 
Commitment Among Call Center Employees 








Leader-member exchange, dyadic 
demographic factors and subordinates’ 
turnover intent in rehabilitation agencies 
 Gere, Bryan O. 2016 Dependent 
Leadership behaviors and positive 
psychological capital in the workplace 
 Medlock, Janet 
Leigh 
2016 Dependent 
Leadership retention strategies for Hispanic 





Maintaining high-quality leader-member 
relationships 
 Park, Haeseen 2016 Dependent 
Motivation and retention of Generation Y 
employees in the workplace 
 Sledge, James C. 2016 Dependent 
Organizational value capture, embeddedness, 
and status notification among star employees 
 Call, Matthew 2016 Dependent 
Perceived Influence of Internal Marketing on 
Employee Commitment in a Private 
University Context 
 Effiong, Andem 
I. 
2016 Dependent 
Perceptions of Leader Emotional Intelligence 
and Subordinate Turnover Intentions in 




Predicting Work-Related Stressors 
Psychological Well-being and Turnover Intent 
among Caribbean Manufacturing Employees: 
A Regression Analysis 
 Esdaille, Sharon 
Venetta 
2016 Dependent 





Qualitative case study on healthcare 
management behavior and its effect on job 
satisfaction 
 Seiberling, John 
D. 
2016 Dependent 
Quantitative Study of Key Work-Related 
Attitudes and Correlation to Turnover 
Intention among Contract Security Officers 
 Monroe, Kara 
M. 
2016 Dependent 
Reducing Employee Turnover in Retail 





Relationship Between Destructive Leadership 
Behaviors and Employee Turnover 
 Hyson, Craig M. 2016 Dependent 
Relationship between Generational Identity, 
Burnout, Job Satisfaction, Job Tenure, and 
Turnover Intention 
 Abate, Jason J. 2016 Dependent 
Restaurant managers’ emotional intelligence 
and the moderator effects of extrinsic and 
 Kolterman, 







intrinsic rewards on voluntary employee 
turnover 
Retention of Direct Care Professionals 




Servant Leadership, Organizational 
Commitment, and Perceived Organizational 
Support in the Restaurant Industry 
 Piong, Chee 2016 Dependent 
Strategies Agency Managers Use to Retain 
Recruiting Staff 
 Borg, Andrew E. 2016 Dependent 
Strategies for Reducing High Turnover 




Strategies for Responding to Generational 
Differences in Workplace Engagement 
 Crowe, Amanda 2016 Dependent 
Strategies Software Company Sales Managers 
Implemented to Reduce Voluntary Employee 
Turnover 
 Taylor, Peter 
Oates, Jr. 
2016 Dependent 
Strategies to Reduce Employee Turnover in 
Small Retail Businesses 
 Pryce, Amelia 
Claudina 
2016 Dependent 
Strategies to Reduce Voluntary Employee 
Turnover in Small Business 
 Major, Angel 
Moore 
2016 Dependent 
Strategies to Retain Employees in the 
Insurance Industry 
 Martin, Marilyn 
A. 
2016 Dependent 
Stress and Post-Employment Citizenship: A 
Quantitative Study of Public Accounting 
Alumni 
 Hoppe, Scott D. 2016 Dependent 
Successful employee retention strategies in 
childcare centers 
 Shaheen, Ahmad 2016 Dependent 
Take Control of Your New Job: Proactive 
Development and Onboarding Success 
 Hallak, Daniel 
A. 
2016 Dependent 
Team turnover: direct and indirect effects on 
team performance and effectiveness over time 
 Al Alawi, 
Ebtesam 
2016 Independent 
The effect of an educational intervention on 
intrinsic motivation and life satisfaction 
among hotel employees 
 Morgan, Mark J. 2016 Dependent 
The Effect of High Potential Status, 
Promotions and Strategic Expectation- 
Enhancing Practices on Leader Turnover 
 Skiba, Thomas 
Scott 
2016 Dependent 
The effect of human resource information 
systems (hris) on staff retention: a study of 










The Effects of Public Service Motivation 
(PSM) on Job Satisfaction and Performance of 
Alabama’s Emergency Medical Services 
(EMS) Responders 
 Morgan, Ronald 
Earl, Jr. 
2016 Dependent 
The Impact of Generation Y on Employee 
Retention in a Large Oklahoma Aerospace 
Company 
 Thomas, Angela 
M. 
2016 Dependent 
The impact of job stressors on job satisfaction 
as mediated by emotional intelligence and 
organizational citizenship behavior 
 Peters, Matthew 
Randall 
2016 Dependent 
The Implications of Employee Turnover on 
Credit Unions 
 Carreno, Jason 
R. 
2016 Independent 
The influence of challenge and hindrance 
stress on performance and job satisfaction 
 Headley, Jessica 
N. 
2016 Dependent 
The influence of transformational leadership 
styles on retention of banking teller employees 
 Bailey, Brenda 
F. 
2016 Dependent 
The influences of family supportive 
supervisor behaviors on the relationships 
among work-family conflict, stress, and 
turnover intention in Saudi Arabian registered 
nurses 
 Alshutwi, Sitah 2016 Dependent 
The loss of human capital, social capital and 
stars: Collective turnover and unit-level 
performance 
 Li, Pingshu 2016 Independent 
The Relationship Between Job Satisfaction 
and Perceived Leadership Style Among 
Security Personnel 
 Gyurisko, Brice 
A., Sr. 
2016 Dependent 
The relationship between perceived leadership 
style of CEO and direct care workers’ job 
satisfaction 
 McCall, Monica 
Y. 
2016 Dependent 
The relationship between transformational 
leadership, trust, and voluntary employee 
turnover 
 Mella, Michael 
J. 
2016 Dependent 
The Role of Autonomy to Implement 
Customer Decisions on Job Satisfaction and 
Turnover Intention in Retail Employees: A 
Multiple-Case Study 
 Young, Reed E. 2016 Dependent 





Understanding ideal work climates for the 
first-time customer service worker 








Using the Job Demands and Resources Model 
to Predict Turnover Intention in Community 
Mental Health Workers 
 Reining, Jeffrey 2016 Dependent 





Workplace bullying: A phenomenological 
study of its human and organizational 
productivity effects among military personnel 
 Mata, Linda S. 2016 Dependent 
A Social Network Approach to Nonfamily 
Employee Identification and Turnover 
Intentions in Family Firms 
 Rogers, Bryan 
Lee 
2017 Dependent 
An analysis of the relationship between new 
employee onboarding and intent to leave of 
new employees at large healthcare systems 
 Clark, Stephanie 2017 Dependent 
Antecedents of expatriate organizational 
embeddedness: The role of perceived cultural 
distance and host country national support 
 Ordonez, Zoa 
M. 
2017 Dependent 
Bosses and Burnout: The Interpersonal 
Consequences of Leader Arrogance for 
Subordinates 
 Borden, Lauren 
A. 
2017 Dependent 
Effect of Inclusive Climate on Worker 
Engagement and Turnover Intentions for 
Female Technology Workers 
 Barton, Denise 
Hampton 
2017 Dependent 
Effective Strategies Employed by Retail Store 




Employee Churn in Afterschool Care: An 
Evaluation Study of Manager Influences on 




Employee Job Satisfaction and Employees’ 




Employee Retention Strategies in the Fast 
Food Industry 
 Cross, Darren D. 2017 Dependent 
Employee Satisfaction, Perceived Leadership, 
and Employee Turnover in the Information 





Employees’ Organizational Commitment and 
Turnover Intentions 
 Bonds, Andrea 
A. 
2017 Dependent 
Engagement Strategies to Reduce Registered 
Nurse Turnover in Hospitals 
 Neeley, Robert 
J. 
2017 Dependent 
Examining Ohio State University Extension 
Program Assistants’ Turnover Intention 
through Job Satisfaction, Satisfaction with 









Examining Spirituality in Nonprofit 
Organizations and the Moderating Effects on 





Examining the Effects of Mindfulness on the 
Relationships between Citizenship Pressure, 
Job Stress, and Turnover Intentions within 
Healthcare: A Moderated Mediation Model 
 Gilson, Nicole 
L. 
2017 Dependent 
Generational and Job Level Classification 
Influences on Pre-Employment Personality 
Testing: Can They Help Predict Employee Job 




Hiring for Performance and Retention: 
Examining the Relationship between 
Cognitive Fit and Employee Turnover in the 
U.S. Navy 
 Squier, Renee J. 2017 Dependent 
How Do We Get from Here to There? 





Human Capital Strategies of Leaders in the 
Food Service Industry 
 Miller, Olivia 
Patrice Chante 
2017 Dependent 
Identifying Employee Engagement Factors in 
the Oil and Energy Industry in Saudi Arabia 
 Alkhalaf, Ali 
Habeeb 
2017 Dependent 
Insurance Sector Transformational 
Leadership, Leader Effectiveness, and 
Voluntary Turnover Intention 
 Correia, Carlos 
A. 
2017 Dependent 
Job Satisfaction and Job Embeddedness as 
Predictors of Manufacturing Employee 
Turnover Intentions 
 Skelton, Angie 
R. 
2017 Dependent 
Leadership Strategies for Employee Retention 
in Small Lodging Establishments 
 Raz, Adi 2017 Dependent 
Losing New Graduate Bedside Nurses: A 
Practice Improvement Initiative 
 Miller, Beverly 2017 Dependent 
Managers’ Emotional Intelligence and 
Employee Turnover Rates in Quick Service 
Restaurants 
 Burke, Dennis 
V. 
2017 Dependent 
Mentoring and Affective Commitment to 
Organizations: A Quantitative Comparison 
Study of Mentoring Functions among 
Millennial Employees 
 Hechl, Catrin 2017 Dependent 
Millennial Turnover Intention Predicted by 
Corporate Social Responsibility and 
Compensation Satisfaction 






Organizational Commitment and Turnover 





Organizational Factors that Improve Retention 
Among Research Nurses 
 Rogers, Nicole 
N. 
2017 Dependent 
Perceived and preferred organizational culture 





Person-job fit and person-organization fit 
influence on turnover intention: A mixed 
model approach 
 Covella, Gary A. 2017 Dependent 
Predicting Employee Turnover Using Pre-Hire 
Personality Measures and Onboarding 
Strategies 
 Clark, Alicia 2017 Dependent 
Pregnancy and Work: A Mixed-Methods 
Study of Job Satisfaction and Turnover 
Intentions During a First Pregnancy 
 Ross, Katherine 
Louise 
2017 Dependent 
Prosocial Motivation of Nonprofit Employees: 
Does it Predict Organizational Commitment 
Among a Multi-Generational Workforce? 
 Rosenthal, Edith 
Marie 
2017 Dependent 
Psychological Contracts, Spouses, and 
Turnover Intention During National Guard 





Reducing Fast Food Employee Turnover with 
Appealing Working Environments 
 Forrest, James 
Lloyd 
2017 Dependent 
Relationship Between Intrinsic Job 
Satisfaction, Extrinsic Job Satisfaction, and 
Turnover Intentions Among Internal Auditors 
 Lee, Toccara J. 2017 Dependent 
Retention Strategies for Reducing Voluntary 
Turnover in a Higher Education Institution 
 Walker, Susan 
K. 
2017 Dependent 
Strategies for Addressing Workplace Incivility 




Strategies for Health Care Administration 
Leaders to Reduce Hospital Employee 
Turnover 
 Kirk, Malee 2017 Dependent 
Strategies for Reducing Registered Nurse 
Voluntary Turnover 
 Cain, Quintin 
Earl 
2017 Dependent 
















Strategies to Improve Job Satisfaction and 
Reduce Voluntary Employee Turnover of 
Nurses 
 Proctor, Stewart 2017 Dependent 
Strategies to Reduce Employee Turnover for 




Strategies to Reduce Voluntary Employee 
Turnover in Small Retail Businesses in 
Jamaica 
 Justus, Georgia 2017 Dependent 
Strategies to Retain Revenue Management 
Analysts in the U.S. Airline Industry 
 Williams, Curtis 2017 Dependent 
Strategies Used by Banking Managers to 
Reduce Employee Turnover 
 Shahid, Amena 2017 Dependent 
Stress, Coping, Occupational Attitudes, and 
Burnout Among Mental Health Practitioners 
 Letsch, Evelyn 
Edanna Harvey 
2017 Dependent 
Teachers’ Perceptions of Factors that 
Influence Teacher Turnover 
 McCray, Harold, 
Jr. 
2017 Dependent 
The Effectiveness of Competency Maps in the 
Hiring Process to Reduce Employee Turnover 
 Moore, Jori L. 
Anderson 
2017 Dependent 
The Effects of Management on Commitment 
in the Retail Industry 
 Smith, Terrance 
Dwayne 
2017 Dependent 
The Effects of Organizational Culture on 
Millennial Engagement and Turnover in Start-




The Impact of a Millennial Business Leader’s 
Emotional Intelligence on Turnover in the 
Multigenerational Sales Occupational Field 
 Park, William 
Michael 
2017 Dependent 
The Impact of Coworker Support and 
Organizational Embeddedness on Turnover 
Intention among Restaurant Employees 
 Self, Timothy 
Thurman 
2017 Dependent 
The Impact of Human Resource Management 
Practices on Employees’ Turnover Intentions 
in the U.S. Hotel Industry 
 Barnett, Clifton 
C. 
2017 Dependent 
The Impact of Transformational Leadership’s 
Four Characteristics on Employee 
Engagement and Retention in Nonprofit 
Organizations 
 Watts, Karen 2017 Dependent 
The Influence of Communication in Child 
Welfare on Retention and Turnovers: A Single 
Case Study 
 Crean, Mischa 
R. 
2017 Dependent 
Transformational Leadership Strategies for 
Addressing Voluntary Employee Turnover 








True Employee Turnover Costs: A Qualitative 
Case Study 
 White, Michael 
Frisco 
2017 Independent 
Turnover in retail service sector franchisee 
organizations: Exploring how and why low-
wage service workers quit 
 Barnes, M. Lee, 
Jr. 
2017 Dependent 
Understanding Trait-Turnover Relationships: 
An Examination of the Utility of Holland’s 
Congruence Theory and the RIASEC 
Typology 
 Strahan, Sarah 2017 Dependent 
Voluntary Employee Turnover: Retaining 
High-Performing Healthcare Employees 
 Boyd, Jesse, III 2017 Dependent 
Why Principals Leave? Why Principals Stay?  Burress, Karen 
Conner 
2017 Dependent 
Work Ethic, Turnover, and Performance: An 





Workplace Antidiscrimination Policy Effect 
on Transgender Employee Job Satisfaction 
 Christian, Stacie 2017 Dependent 
A Case Study Exploring Teacher Job 
Satisfaction and Teacher Retention Issues in a 
Large Urban Oklahoma School District 
 Raymond, Chase 
J. 
2018 Dependent 
A Correlational Study of Fortune 500 Leader 
Emotional Intelligence and Millennial-





A Qualitative Exploration of the Influence of 
both Ineffective and Effective Leadership, and 




An Examination of the Impact of 
Organizational Culture and Employee 
Engagement on Job Satisfaction and Turnover 




An Examination of the Relationships between 
Stressors, Correctional Burnout, and Job 
Outcomes 
 Rogers, Erin K. 2018 Dependent 
An Examination of Transformational 
Leadership and Newly Licensed Registered 
Nurses’ Intent to Leave Current Job 
 Churchill, Lynn 
A. 
2018 Dependent 
Antecedents of Innovative Behavior and 
Turnover Intentions among the Creative 
Professional Class 






Assessing the Relationship between Employee 
Training and Organizational Commitment in 
Rental Housing Management Firms 
 Person, Shawn 
R. 
2018 Dependent 
Bossy, Abrasive and a Bit Too Aggressive: 
The Unique Double Bind of Agentic Women 




Computers, Cell Phones, and Social Media: 
How After-Hours Communication Impacts 
Work-Life Balance and Job Satisfaction 
 Moore, Arian T. 2018 Dependent 
Determinants and Consequences of Employee 
Turnover in the U.S. Federal Bureaucracy 
 Lee, Shinwoo 2018 Independent 
Does Generation Matter? Understanding 
Employee Turnover Intentions and the 
Millennial Worker 
 Kane, Caitlin 2018 Dependent 
Effects of the Authentic Leadership Style on 
Job Satisfaction in Subordinate Employees 
 Pope, Theodosia 
Yvette 
2018 Dependent 
Employee Turnover and Its Effect on 
Remaining Colleague Motivation 
 Windom, Glenn 
Eric 
2018 Dependent 
Employee Turnover in Fast Food Restaurants: 
An Exploration of Employee Retention 
Practices 
 Coleman, 
Jeffrey Wade, Jr. 
2018 Dependent 
Examining the Impact of Transformational 
and Transactional Leadership Style on Work 





Examining Voluntary Turnover in 
Organizations Related to Financial 
Compensation and Employee/Supervisor 
Relationships: A Correlation Study Using 
Meta-Analysis 




Exploring Employee Retention Strategies in 




Exploring Reasons for Employee Turnover: A 
Case Study of the Retail Industry in Atlanta, 
Georgia 
 Walton, Jarrett 2018 Dependent 
Fulfillment of the Employee Psychological 
Contract in a Healthcare System: Does It 
Drive Employee Engagement and Reduce 
Turnover Intention? 
 Bonilla, Jennifer 
C. 
2018 Dependent 
Hotel Manager Strategies to Reduce 
Voluntary Employee Turnover 








Intrinsic and Extrinsic Job Motivators 





Invigorated and Checked-In or Depleted and 
Checked-Out? A Person-Centric Examination 
of the Effects of Voice on Employee Burnout 
and Turnover Intention 
 Ramani, Ravi S. 2018 Dependent 
Leadership and Job Satisfaction in Human 
Service Nonprofit Organizations: An 
Exploration of Counselor Turnover 
 Sinclair, Hope 
R. 
2018 Dependent 
Leadership Ineffectiveness: The Interactive 
Effects of Leader Personality, Job Demands, 
and Job Resources on Ethical Climate and 




Leadership Strategies to Reduce Employee 
Turnover in Luxury Hotels in China 
 Dietschi, Iwan 
R. 
2018 Dependent 
Nursing Turnover, Is It All about Pay? A 
Qualitative Analysis of Nursing Turnover in 
Rural Healthcare 
 Dettman, Lynn 
S. 
2018 Dependent 
Perceived Work Status Congruence and 
Voluntary Turnover Intentions of Tipped 
Hourly Casual-Dining Restaurant Employees 
 Watts, Johngella 2018 Dependent 
Perspectives of Transformational Leadership 
by Child Welfare Workers: Impacts on 
Turnover Intention 
 Park, Taekyung 2018 Dependent 
Predicting Civilian Engineer Turnover by 
Organization Environmental Factors in the US 
Federal Government 
 Nadeau, James 
F. 
2018 Dependent 
Strategies for Low Employee Turnover in the 
Hotel Industry 
 Davis, Odetha 
A. 
2018 Dependent 
Strategies for Reducing Turnover in a 
National Grocery Chain 
 Haney, Tracy A. 2018 Dependent 
Strategies for Retaining Employees in the 
Nonprofit Sector 
 Parker, George 2018 Dependent 
Strategies for Retaining Qualified and 
Experienced Employees in the Nonprofit 
Sector 
 Mason, Ebony 
Irene 
2018 Dependent 
Strategies For-Profit Educational Leaders Use 
to Reduce Employee Turnover and Maintain 
Sustainability 
 La Salle, Denise 
Janet 
2018 Dependent 








Strategies to Reduce Employee Turnover the 
Durable Goods Industry 
 Burnett, Mary 
Jane 
2018 Dependent 
Strategies to Reduce Voluntary Employee 
Turnover in Business Organizations 
 Bernard, Kevin 
Lance 
2018 Dependent 
Successful Strategies for Reducing Employee 
Turnover in the Restaurant Industry 
 Smith, Jaun D. 2018 Dependent 
The Correlation Between Job Satisfaction and 
Turnover Intention in Small Business 
 Reukauf, Jane 
Ann 
2018 Dependent 
The Effect of Organizational Citizenship 
Behavior on Job Satisfaction: A Correlational 
Study 
 Brown, Carri L. 2018 Dependent 
The Impact of Organizational Leadership 





The Impact of Shared Governance on Nursing 




The Relationship between Transformational 
Leadership Behaviors and Employee 
Engagement and Turnover Intent 
 Bright, James B. 2018 Dependent 
The Relationship of Emotional Labor to Job 
Satisfaction, Burnout, and Turnover for Not-
for-Profit Human Services Agencies: A 
Quantitative Study 
 Costakis, Helena 
R. 
2018 Dependent 
The Relationships between Resilience, Job 
Satisfaction, and Anticipated Turnover in 
Chief Nursing Officers 
 Bernard, Noreen 
T. 
2018 Dependent 
The Role of the Public Child Welfare Leaders 
in Reducing Undesired Employee Turnover 
and Promoting Wellbeing: A Gap Analysis 
 Franck Meyer, 
Amelia Lynn 
2018 Dependent 
Understanding the Retention of High Potential 
Employees: A Comparison of Survival 
Analysis Techniques 












Interaction Terms Considered in Binomial Logistic Regression of Student Completion  
on Employee Turnover and Other Student Variables 
 
Male * No Ethnicity Reported 
Male * People of Color 
Degree1 * Department 2 
Degree1 * Department 3 
Degree1 * Department 4 
Degree1 * Department 5 
Degree1 * Department 6 
Degree1 * Department 7 
Degree1 * Department 8 
Degree1 * Department 9 
Degree1 * Department 10 
First Year Credits * Department 2 
First Year Credits * Department 3 
First Year Credits * Department 4 
First Year Credits * Department 5 
First Year Credits * Department 6 
First Year Credits * Department 7 
First Year Credits * Department 8 
First Year Credits * Department 9 
First Year Credits * Department 10 
Student First Year Employee Turnover * Department 2 
Student First Year Employee Turnover * Department 3 
Student First Year Employee Turnover * Department 4 
Student First Year Employee Turnover * Department 5 
Student First Year Employee Turnover * Department 6 
Student First Year Employee Turnover * Department 7 
Student First Year Employee Turnover * Department 8 
Student First Year Employee Turnover * Department 9 
Student First Year Employee Turnover * Department 10 
No Ethnicity Reported * Department 2 
People of Color * Department 2 
No Ethnicity Reported * Department 3 
People of Color * Department 3 






People of Color * Department 4 
No Ethnicity Reported * Department 5 
People of Color * Department 5 
No Ethnicity Reported * Department 6 
People of Color * Department 6 
No Ethnicity Reported * Department 7 
People of Color * Department 7 
No Ethnicity Reported * Department 8 
People of Color * Department 8 
No Ethnicity Reported * Department 9 
People of Color * Department 9 
No Ethnicity Reported * Department 10 
People of Color * Department 10 
Degree1 * Instability the student’s first year 
First Year Credits * Student First Year Employee Turnover 
Degree1 * First Year Credits 
No Ethnicity Reported * First Year Credits 
People of Color * First Year Credits 
No Ethnicity Reported * Degree1 
People of Color * Degree1 
No Ethnicity Reported * Student First Year Employee Turnover 
People of Color * Student First Year Employee Turnover 
Final GPA * First Year Credits 
Final GPA * Department 2 
Final GPA * Department 3 
Final GPA * Department 4 
Final GPA * Department 5 
Final GPA * Department 6 
Final GPA * Department 7 
Final GPA * Department 8 
Final GPA * Department 9 
Final GPA * Department 10 
Final GPA * Student First Year Employee Turnover 
Student Second Year Employee Turnover * Department 2 
Student Second Year Employee Turnover * Department 3 
Student Second Year Employee Turnover * Department 4 
Student Second Year Employee Turnover * Department 5 






Student Second Year Employee Turnover * Department 7 
Student Second Year Employee Turnover * Department 8 
Student Second Year Employee Turnover * Department 9 
Student Second Year Employee Turnover * Department 10 
 
