Abstract. This paper carries out an investigation into the problem of the global asymptotic stability of the class of Takagi-Sugeno (T-S) fuzzy delayed Cohen-Grossberg neural networks involving discrete time delays and employing the nondecreasing and slope-bounded activation functions. A new su¢ cient criterion for the uniqueness and global asymptotic stability of the equilibrium point for this class of fuzzy neural networks is proposed. The uniqueness of the equilibrium point is proved by using the contradiction method, and the stability of the equilibrium point is established by utilizing a novel fuzzy type Lyapunov functional. The obtained stability condition is independent of the time delay parameters and, it can be easily veri…ed by exploiting some commonly used norm properties of matrices. A constructive numerical example is also given to demonstrate the applicability of the proposed stability condition.
Introduction
Stability and equilibrium properties of Cohen-Grossberg neural network model proposed by Cohen and Grossberg in [1] have been extensively studied due to their potential applications in a variety of …elds such as pattern recognition, parallel computation, associative memory design, signal and image processing and optimization. Such types of applications require that the neural network employed for solving these speci…c problems must possess a unique and globally asymptotically stable equilibrium point. On the other hand, time delays unavoidable exist in the mathematical model of neural networks due to many di¤erent reasons. For instance, the …nite switching speed of ampli…ers in neural systems may cause time delays. The existence of time delays may change the dynamics of the system and cause undesired complex dynamical behaviors. Therefore, it is of crucial importance to consider the e¤ects of time delays when analyzing the stability of neural networks.
In the recent years, a variety of su¢ cient conditions for the global asymptotic stability of delayed Cohen-Grossberg neural networks have been proposed [2] - [16] .
Fuzzy logic theory has been e¤ectively adopted for modelling the various classes of nonlinear systems to provide a more e¢ cient tool with stability analysis of these systems. In particular, fuzzy systems in the form of the Takagiï-Sugeno (T-S) model [17] have attracted rapidly growing attention in recent years. A T-S fuzzy system is a class of nonlinear systems de…ned by a set of IF-THEN rules [36] . It has been shown that the T-S model method can provide an e¤ective way with representing complex nonlinear systems by using simple local linear dynamical systems with their linguistic description. Some classes of nonlinear dynamical systems can be approximated by the overall fuzzy linear T-S models for the purpose of stability analysis [18] - [19] . In [20] , a su¢ cient condition for the stability of the T-S fuzzy systems has been proposed by constructing a suitable Lyapunov functional. The methods and techniques used in [19] have been an inspiration for many researchers to extend the T-S fuzzy models to describe di¤erent classes of delayed neural networks. Some original and useful results for global stability of various classes of T-S fuzzy delayed neural networks can be found in [21] - [38] . This paper will study the equilibrium and stability properties of the class of T-S fuzzy Cohen-Grossberg neural networks with discrete time delays. First, by using the contradiction method, the condition ensuring the uniqueness of the equilibrium point for this class of neural networks is established. Then, by constructing a suitable fuzzy Lyapunov functional, it will be shown that the condition proposed for the uniqueness of the equilibrium point also implies the global asymptotic stability of the equilibrium point.
System Description and Preliminaries
Consider the following general Cohen-Grossberg neural network model with discrete time delays:
where n is the number of the neurons in the network, x i denotes the state of the ith neuron, d i (x i ) represents an ampli…cation function, and c i (x i ) is a behaved function. The constants a ij are the neuron interconnection parameters of the neurons within the network, the constants b ij are interconnection parameters of the neurons with time delay parameters j . The f i ( ) corresponds to the activation functions of neurons. The constants u i are some external inputs. In system (1), j 0 represent the time delay parameters with = max( j ) for j = 1; 2; :::; n. The neural system (1) is accompanied by an initial condition of the form:
where C([ ; 0]; R) denotes the set of all continuous functions from [ ; 0] to R.
The usual assumptions on the functions d i , c i and f i are de…ned to be as follows :
For the ampli…cation functions d i (x), (i = 1; 2; : : : ; n), there exist positive constants i and i such that 0
H 2 : For the functions c i (x), (i = 1; 2; : : : ; n), there exist constants i > 0 such that
jx yj : i > 0; :i = 1; 2; : : : ; n; :::8x; y 2 R; x 6 =y:
For the activation functions f i (x), (i = 1; 2; : : : ; n), there exist some positive constants k i such that
x y k i ; ::i = 1; 2; ; n; :::8x; y 2 R; : x 6 =y:
Now, let x be an equilibrium point of Cohen-Grossberg neural network model (1). The transformation z(t) = x(t) x will shift the equilibrium point x of system (1) to the origin. The transformed Cohen-Grossberg neural network model is now represented by the following new sets of di¤erential equations :
in which the following can be stated
An equivalent mathematical model of (2) can be stated as follows :
where z(t) = (z 1 (t); z 2 (t); : : : ; z n (t))
When introducing the T-S fuzzy model concept into (3), the model of fuzzy Cohen-Grossberg neural network with discrete time delays is obtained as follows [36] :
Plant Rule r :
where l (t)(l = 1; 2; : : : ; p) are the premise variables. M rl (r 2 f1; 2; : : : ; mg; l 2 f1; 2; : : : ; pg are the fuzzy sets and m is the number of IF-THEN rules.
By inferring from the fuzzy models, the …nal model of a fuzzy Cohen-Grossberg neural network takes the following form [36] :
where (t) = [ 1 (t); 2 (t); : : : ;
) and h r ( (t)) = !r( (t)) P m r =1 !r( (t)) denote the weight and averaged weight of each fuzzy rule, respectively. The term M rl ( l (t)) is the grade membership of l (t) in M rl . We assume that ! r ( (t)) 0; r 2 f1; 2; : : : ; mg. Therefore, we have P m r =1 h r ( (t)) = 1 for all t 0.
T , r = 1; 2; : : : ; m.
We also note that, in system (5), the assumptions H 1 , H 2 and H 3 can now be respectively adopted as follows :
ri ; i = 1; 2; : : : ; n; r = 1; 2; : : : ; m A 2 : z i (t) ri (z i (t)) ri z 2 i (t) 0; i = 1; 2; : : : ; n; r = 1; 2; : : : ; m A 3 : jg i (z i (t))j k i jz i (t)j; z i (t)g i (z i (t)) 0; i = 1; 2; : : : ; n:
Main Result
In this section, we will present two main theorems. The …rst theorem proves the uniqueness of equilibrium point for system (5), which is stated as follows : Theorem 1. Under the assumptions A 1 , A 2 and A 3 , the origin z = 0 of the T-S fuzzy Cohen-Grossberg neural network model de…ned by (5) is the unique equilibrium point if there exist positive constants r , r = 1; 2;
; m such that the following condition holds :
r (jA r j + jA = minf r g with r = minf ri g, = minf r g with r = minf ri g, r = maxf ri g, i = 1; 2; ; n, r = 1; 2; ; m, K = diag(k 1 ; k 2 ; ; k n ) and jA r j = (ja (r) ij j) n n . Proof. We will prove this theorem by using the contradiction method. Let z 6 = 0 be an equilibrium point of system (5). Then, we have
Thus, we obtain
It is clear that if z 6 = 0, then (7) cannot be satis…ed. Therefore, at the equilibrium point, when g(z) = 0, z 6 = 0 cannot be a solution of (6) . Let z 6 = 0 and g(z) 6 = 0. Then, we can write
We note that
Using (11)- (13) in (10) On the other hand, if is a positive de…nite matrix, then, for all g(z(t)) 6 = 0, we have jg
Obviously, when > 0, (14) contradicts with (15) , implying that under the condition of Theorem 1, the equilibrium equation of system (5) given by (6) cannot have a solution where g(z) 6 = 0. Thus, we can conclude that Theorem 1 guarantees that the origin of system (5) is the unique equilibrium point.
We will now present the following theorem that proves the stability of system (5). ; n, r = 1; 2; ; m, K = diag(k 1 ; k 2 ; ; k n ) and jA r j = (ja (r) ij j) n n :
Proof. Consider the following positive de…nite Lyapunov functional :
where " and are some positive constants to be determined later. We can calculate the time derivative of V (z(t)) along the trajectories of neural system (5) as follows :
We …rst note the following inequalities :
( r (jA r j + jA
where m ( ) > 0 is the minimum eigenvalue of the positive de…nite matrix . The choice
ensures that _ V (z(t)) expressed by (24) is negative de…nite for all g(z(t)) 6 = 0, or equivalently _ V (z(t)) < 0 for all z(t) 6 = 0 as g(z(t)) 6 = 0 implies that z(t) 6 = 0. In the case where z(t) = 0, (z(t) = 0 implies that g(z(t)) = 0), _ V (z(t)) directly takes the form
It follows from (25) that if g(z(t )) 6 = 0, then _ V (z(t)) < 0. Note that _ V (z(t)) = 0 if and only if z(t) = g(z(t)) = g(z(t )) = 0. On the other hand, one can easily check that V (z(t)) is radially unbounded. Therefore, from the standard Lyapunov stability theorems, we can conclude that the condition given in Theorem 2 establishes the global asymptotic stability of the origin of neural system (5).
Remark 3. In [21] - [38] , the stability of fuzzy neural system (5) have been established by using the LMI (linear matrix inequality approach) or the M-matrix based approach. It should be pointed out here that stability conditions expressed in the LMI forms need to be checked for negative de…niteness of the high dimensional matrices formed by network parameters of neural systems. On the other hand, the M-matrixbased approach neglects the sign of entries of the interconnection matrices, which may result in the possible conservativeness in the stability criteria. However, the stability conditions proposed in Theorems 1 and 2 establish a simple and easily veri…able relationship between the network parameters of the system without using the LMI-based or M-matrix-based approaches. Therefore, the result proposed in the current paper can be considered as an alternative condition to the previously published results. Now, the following numerical example is given in order to demonstrate the applicability of the theoretical results obtained in Theorems 1 and 2.
Example 4. Let Takagi-Sugeno fuzzy delayed neural network (5) be de…ned by the parameters = 1, = 1, 1 = 2 = 3 = 4 = 1, k 1 = k 2 = k 3 = k 4 = 1 and by the system matrices : 
