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1. INTRODUCCIÓN 
In this thesis the economic and social convergence in Spain since 1988 to 2012 is analysed. 
Generally, the convergence analysis among the different Spanish regions is usually carried out by 
comparing real GPD per capita. However, if we only consider this variable, it just shows a partial 
view of convergence phenomenon. In fact, this variable doesn’t provide any information about life 
expectancy or education level. Consequently, the analysis is carried out from the point of view of 
social well-being in terms of GPD per capita, education level, life expectancy and rate of 
unemployment. In this research the techniques have been used for finding convergence are beta and 
sigma convergence. 
 
Another interesting question that arises when different variables in a geographic area are analysed is 
the spatial autocorrelation. It measures the correlation of a variable with itself through space and I 
the Moran is statistician used. For example, measurements made at nearby regions may be closer in 
value than measurements made at regions farther apart. In the same way, this fact is studied remains 
during the following years. The relationship between convergence and spatial autocorrelation is 
another important question in regional convergence so it’s analysed.  
 
The structure of this research is as follows. In the first place, the aims of this study and the reasons 
for doing it are described. Then, a brief description about the economic history context of Spain 
since 1988 to 2012 is given. Before beginning the convergence study, the process of how all the 
variables and estimations are obtained is explained. When the database has been built up, the 
statistic analysis is done. After that, if any autocorrelation exists among regions and whether it 
remains over time is studied. Finally, an analysis of the beta and sigma convergences with the 
economic and social variables is carried out. 
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2. DEFINICIÓN DE LOS OBJETIVOS Y MOTIVACIÓN 
La principal motivación para realizar este trabajo es el interés sobre la evolución económica y de 
bienestar social que se ha dado en las provincias españolas entre los años de finales del siglo XX y 
principios del siglo XXI. Se han realizado multitud de estudios sobre la convergencia regional 
española desde el punto de vista económico en términos de la renta per cápita. Lo que se pretende 
aquí es demostrar que el dinero no es el único factor importante para explicar el fenómeno de la 
convergencia, sino que también lo son los factores como el nivel cultural de la sociedad, la 
esperanza de vida y la tasa de desempleo de la población. 
 
En este trabajo se realiza un análisis de la convergencia regional en España entre las diferentes 
provincias desde dos puntos de vista para los años comprendidos entre 1988 y 2012. Una de las 
cuestiones más importantes que nos preguntamos es si las provincias que presentan bajos niveles de 
renta per cápita o bienestar social tienden a crecer más rápido que las que presentan niveles más 
elevados. Y también, si en las provincias con mayores tasas de paro éste crece más lentamente que 
las que experimentan tasas menores. 
 
Por otra parte, otro de los objetivos de este trabajo es describir la estructura espacial de las variables 
consideradas de manera que se pueda explicar porqué hay provincias que presentando una 
determinada característica, ésta viene asociada a la de provincias que las rodean, y que tal vez están 
influyendo sobre ella. Por ejemplo, las provincias que se caracterizan por tener una actividad 
económica basada en sectores de la industria y ocio no siempre están asociadas a provincias vecinas 
con la misma característica. Una de las provincias que presenta esta característica es Madrid, que a 
pesar de ser una provincia con una actividad industrial importante, está rodeada de provincias que  
basan su actividad económica en la agricultura. Es decir, en la península hay una fuerte 
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heterogeneidad provincial por lo que se realiza un análisis exhaustivo de si la influencia de unas 
determinadas provincias afecta a sus vecinas o por el contrario no existe tal influencia.  
 
3. REFERENCIAS DE LA HISTORIA ECONÓMICA ESPAÑOLA 
España ha vivido diversas épocas de crecimiento económico y crisis debido a múltiples hechos 
históricos entre los años de finales del siglo XX y principios del XXI. 
 
La crisis del petróleo que tuvo lugar en 1973, se originó a raíz de la decisión de la Organización de 
Países Árabes Exportadores de Petróleo (OPEP) de no exportar más petróleo a los países que habían 
apoyado a Israel durante la guerra del Yom Kippur. Los principales aliados de Israel fueron EEUU y 
los países de la Unión Europea, entre ellos España. La restricción de petróleo afectó a estos países 
provocando una gran inflación que perduró hasta principios de los años ochenta. 
 
La recuperación económica toma fuerza cuando el uno de Enero del año 1986 España entra en la 
Comunidad Económica Europea. Esta incorporación requirió que España abriera su economía al 
resto de países de la comunidad, por lo que se incrementó la inversión extranjera en el país y las 
empresas experimentaron una modernización en competencia exterior.  
 
A parte del incremento de las inversiones privadas extranjeras, también hubo un incremento de las 
inversiones públicas en infraestructuras entre las que se encuentran las relativas a las del año 1992 
con motivo de las Olimpiadas de Barcelona y la  Exposición Universal de Sevilla. Se produjo un 
aumento del consumo acompañado por la subida de la bolsa. Con ello, España aceleró el 
crecimiento de su PIB, redujo la deuda pública, la tasa de desempleo que disminuyó del 23% al 
15% en tres años, y la tasa de inflación se situó por debajo del 3%.  
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Después del gran crecimiento económico experimentado a finales de los años ochenta, la economía 
española entró en recesión a mediados del año 1992 que duró hasta 1995 debido a la euforia 
económica de los años anteriores. La economía empezó a recuperarse a partir del año 1996 gracias a 
un aumento de la confianza de los consumidores. Con la nueva ley de liberación del suelo del año 
1996, los ayuntamientos empezaron a tener vía libre para vender terrenos públicos a entidades 
privadas con lo que se incrementó la construcción originándose lo que se conoce como el boom 
inmobiliario. Esto fue acompañado de una bajada de los tipos de interés y el desempleo, subiendo 
los salarios, particularmente el de los sectores relacionados con la construcción.  
 
A partir del 2008, al igual que en la gran mayoría de los países de la Eurozona y Estados Unidos, la 
economía entra en recesión por la crisis de las hipotecas subprime en Estados Unidos, el alza en los 
precios del petróleo y de los alimentos a nivel mundial. Este hecho afectó a  todos los países de la 
unión Europea y especialmente en España donde actualmente sigue viviéndose lo que se ha venido 
a llamar la Gran Recesión. 
 
4. DESCRIPCIÓN DE LA BASE DE DATOS 
Para realizar el estudio de la convergencia regional española se han seleccionado tres variables de 
contenido económico y social. Las dos variables económicas son el producto interior bruto (PIB) 
per cápita y la tasa de paro desde el año 1988 hasta el 2012 de las diferentes provincias españolas y, 
la variable social, es el índice del desarrollo humano (IDH) desde el año 1988 hasta el 2010 también 
de todas las provincias. Pese a disponer de datos trimestrales de algunas variables, de cara a trabajar 
con una dimensión homogénea, se ha elegido trabajar con datos anuales.  
 
4.1. Construcción y estimación de las variables 
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La fuente utilizada para extraer la información de las variables económicas (PIB y tasa de paro) es 
el instituto nacional de estadística (INE),1 mientras que el IDH se ha obtenido del Instituto 
Valenciano de Investigaciones Económicas (IVIE).2 Debido a que no se disponía de toda la 
información de las variables para los años elegidos a nivel provincial, se han tenido que estimar 
para algunos periodos y enlazar las series resultantes de cada periodo. A continuación se detalla el 
proceso de estimación utilizado para cada una de las variables. 
 
4.1.1. PIB per cápita 
El PIB per cápita no está disponible como tal en la base de datos del INE. La información de la que 
se dispone para construir esta variable se encuentra en la contabilidad regional española (CRE) del 
propio INE. A lo largo de su historia se han construido tres series temporales3. Estas series se 
encuentran en tres bases correspondientes a los años 1986, 2000 y 2008. 
 La base 1986, que se extiende desde el año 1980 hasta 1995, contiene la serie del PIB a precios 
corrientes a nivel provincial y a precios constantes a nivel de comunidades autónomas. La  base 
2000 contiene la serie que se extiende desde el año 1995 hasta 2010 y contiene las series del PIB a 
precios corrientes, PIB per cápita, la tasa de variación interanual y cifras de población a nivel 
provincial. Por último, la base 2008 la serie desde 2008 hasta 2012, con los mismos agregados que 
la serie en base 2000.  
Para la serie 1980-1995, como no se dispone de una serie a nivel provincial del PIB a precios 
constantes, se ha estimado dicho agregado usando como deflactor el índice de precios regional, 
tomando 1986 como año de referencia. Este índice se calcula para cada comunidad autónoma como 
el cociente entre el PIB a precios corrientes y el PIB a precios constantes. Y, finalmente, para 
                                                             
1 Véase http://www.ine.es 
2 Véase http://www.ivie.es/downloads/desarrollo_humano_2010/series.html 
3 Véase http://www.ine.es/jaxi/menu.do?L=0&type=pcaxis&path=%2Ft35%2Fp010&file=inebase 
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obtener la serie a nivel provincial del PIB a precios constantes entre los años 1980 y 1995, se ha 
calculado el cociente entre la serie del PIB a precios corrientes de cada provincia y el índice de 
precios de la comunidad autónoma a la que pertenecen.  
Los procedimientos para las dos últimas series son similares: a partir del índice de precios y de la 
serie a precios corrientes se obtiene la serie del PIB a precios constantes. A diferencia de la anterior, 
no se dispone directamente de una medida del PIB a precios constantes y por lo tanto no se ha 
podido calcular el índice de precios del mismo modo que en la serie anterior. En cambio, sí se 
dispone de las variaciones de volumen del PIB a precios de mercado, que se transforma en un índice 
en base al año 1995 para obtener el índice de precios. En primer lugar, se obtiene la variación total 
en base al año 1995 del PIB a precios de mercado como el cociente entre el PIB a precios corrientes 
de cada comunidad autónoma y el PIB a precios corrientes de la comunidad autónoma en base 
1995.  En segundo lugar, se obtiene el índice de volumen en base al año 1995 como: IVi1995 = IVi−11995�1 + vi,i−1�, i = 1996, … ,2008 
 
Donde IVi−11995 es el índice correspondiente al año anterior i vi,i−1 es la variación de volumen entre 
los años i e i-1, siendo el IV19951995 = 1. Con estos dos indicadores se calcula el índice de precios en 
base al año 1995 para así poder obtener el PIB a precios constantes de cada provincia. El índice de 
precios se calcula para cada comunidad autónoma como el cociente entre la variación total del PIB 
a precios de mercado en base al año 1995 y el índice de volumen en base al año 1995. Una vez 
obtenidos los índices de precios en base al año 1995, se utilizan para deflactar la serie a precios 
corrientes a nivel provincial. En consecuencia, la serie a precios constantes se calcula como el 
cociente entre el PIB a precios corrientes de cada provincia y año de la serie y el índice de precios 
del año correspondiente y la comunidad autónoma a la que pertenecen, obteniéndose así la serie 
entre los años 1995 y 2008. 
 
8 
 
Finalmente, para la serie entre 2008 y 2012 se ha escogido el año 2008 como año base y se ha 
realizado el procedimiento anterior. 
 
Una vez obtenidas las tres series del PIB a precios constantes de los años 1980-1995, 1995-2008 y 
2008-2012 se ha procedido a enlazarlas. Como se trabaja con datos comprendidos entre los años 
1988 y 2012, los años donde se produce el enlace de las series son 1995 y 2008. Para la primera 
serie se obtiene el índice de variación anual de cada provincia con respecto al año base 1995 como: IVAi1995 = xix1995 , i = 1980, … ,1995 
 
donde xi es el PIB a precios constantes de cada provincia en el año 𝑖. Para la segunda se obtiene del 
mismo modo, siendo ahora 2008 el año base: IVAi2008 = xix2008 , i = 1995, … ,2008 
Para obtener la serie desde 1988 hasta 2012 se procede al enlace de las series extendiendo hacia 
atrás las series. A partir de la serie 2008-2012 del PIB a precios constantes, se calculan los años 
desde 2007 hasta 1995 para cada provincia siendo 2008 el año de enlace como: 
xi2008 = x2008IVAi2008, i = 1995, … ,2007 
Finalmente, para los años comprendidos entre 1980 y 1995 se ha tomado el año 1995 como el año 
de enlace. Por tanto, para obtener el PIB a precios constantes se ha procedido del mismo modo: 
xi1995 = x1995IVAi1995, i = 1980, … ,1994 
Una vez obtenida la serie enlazada desde 1980 hasta 2012 del PIB a precios constantes, para 
obtener el PIB per cápita ha sido necesario conocer el volumen de población a nivel provincial. 
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Estos datos se han obtenido de la base de demografía y población del INE, en concreto se han 
utilizado las estimaciones intercensales de población a 1 de Enero correspondientes a los censos de 
los años 1970, 1981, 1991 y 2001.4 
4.1.2. Tasa de paro 
La segunda variable económica utilizada ha sido la tasa de paro. El INE únicamente ha construido 
una serie homogénea nivel provincial y trimestral desde el año 2005 hasta el año 2012. Por este 
motivo, se ha procedido a construir una serie enlazada a partir de tres series disponibles en la 
Encuesta de Población Activa (EPA) que contienen información del número total de activos y 
ocupados a nivel provincial.  La primera serie disponible es la serie que va desde el tercer trimestre 
del año 1976 hasta el cuarto trimestre del año 1995,5 la segunda desde el primer trimestre del año 
1996 hasta el cuatro trimestre del año 20046 y la tercera desde el primer trimestre del año 2005 
hasta el primer trimestre del año 20137.  
La EPA es la encuesta donde se encuentra la mayoría de la información sobre el mercado de trabajo 
y se empezó a realizar en el año 1964, pero no proporcionaba entonces información a nivel 
provincial y/o por comunidades autónomas, que se incorpora en 1972. Esta encuesta está dirigida a 
la población en edad de trabajar que reside en viviendas familiares y se dirige a aproximadamente 
unas 65.000 familias, aunque se consigue entrevistar a unas 60.000, lo que supone unas 180.000 
personas encuestadas.  
Esta muestra se renueva por completo cada año y medio (cada seis trimestres), de forma que cada 
hogar es encuestado durante seis trimestres y cada trimestre se renueva una sexta parte de la 
muestra. Los resultados de las encuestas se obtienen de manera uniforme a lo largo de las trece 
                                                             
4 Véase http://www.ine.es/jaxi/menu.do?type=pcaxis&path=%2Ft20%2Fp263&file=inebase&L=0 
5 Véase http://www.ine.es/jaxi/tabla.do?path=/t22/e308/meto_02/pae/px/l0/&file=04001.px&type=pcaxis 
6 Véase http://www.ine.es/jaxi/tabla.do?path=/t22/e308/meto_05/pae/px/l0/&file=04001.px&type=pcaxis 
7 Véase http://www.ine.es/jaxiBD/tabla.do?per=03&type=db&divi=EPA&idtab=31 
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semanas de cada trimestre. Para diseñar la muestra, se divide el territorio español en provincias, 
municipios y unas 30.000 secciones censales8 y ésta es actualizada al comienzo de cada año tras la 
revisión de cada censo y padrón de población.  
La EPA realiza el proceso de selección de la muestra en varias etapas. En la primera etapa utiliza un  
proceso de estratificación para asegurar que los resultados obtenidos de la encuesta representen no 
sólo al conjunto de la población española, sino también a determinados subconjuntos de la misma. 
Las secciones censales de cada provincia son agrupadas en una serie de estratos, teniendo en cuenta 
el número de población de las provincias y primando a las que tienen menor población para obtener 
resultados precisos. Dentro de cada estrato, se reparte en subestratos de acuerdo con la condición 
socioeconómica de sus habitantes de manera proporcional al tamaño de los mismos. De este modo, 
se consigue que la probabilidad de selección sea igual para todos los hogares de cada estrato.  En la 
actualidad es posible encuestar a unas 3.600 secciones censales. Finalmente, fijadas las secciones 
censales, se elige de manera aleatoria una muestra de hogares dentro de cada sección y son 
entrevistados unos 18 hogares por sección, excepto en las provincias más pobladas, que se 
entrevistan unos 22 hogares.  
Según de la Fuente, uno de los problemas con los que se encuentra la EPA a la hora de realizar las 
entrevistas es la no respuesta de los hogares elegidos en la muestra. Los criterios elegidos consisten 
en que si un hogar que ha respondido en la encuesta anterior y en la actual no, se le asignan las 
respuestas de la última encuesta. Si el hogar entra por primera vez en la muestra y no responde se 
mantiene en la muestra a la espera, pero si no se consigue al fin entrevistarlo se sustituye por otro 
hogar tomado al azar de una lista de suplentes. Una vez obtenidos los resultados de las entrevistas, 
los datos se elevan a la población para estimar el número total de ocupados, parados e inactivos a 
nivel estatal y provincial. La EPA utiliza el factor de elevación que indica a cuántos hogares de la 
                                                             
8 Es una partición del término municipal caracterizada por estar definida mediante límites fácilmente identificables y        
tener un tamaño entre 1.000 y 2.500 residentes, excepto en el caso que el municipio tenga una población inferior. 
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población está representando cada elemento de la muestra. Éste se estima como el cociente entre la 
población total estimada y el número de personas de la muestra que pertenecen al mismo estrato, pe, 
y considera el mismo para todos los hogares que pertenecen al mismo estrato. Así, el número total 
de ocupados estimado se obtiene como: 
X�EPA = � P�epe Xi = � 1πe �� Xii∈Me �ei∈M  
donde Xi es el número de ocupados en la población. Para obtener la proyección de población total 
se aplica el factor de elevación y se expresa como: 
P�EPA = � P�epe �� pii∈Me �i∈M = � P�epe pe = P�i∈M  
Esta proyección no reproduce exactamente la estructura real de la población. Pues hay diversos 
problemas en la EPA a la hora de obtener una buena estimación de la población de activos y 
ocupados. Se ha tendido a infravalorar a estos grupos de la población debido a la no-respuesta y el 
envejecimiento de su seccionado. La no-respuesta tiende a sesgar los resultados ya que es más 
difícil contactar con los miembros de los hogares que tienen una tasa de actividad y ocupación más 
elevada, que los encuestados de los hogares de mayor edad ya que éstos permanecen más tiempo en 
sus hogares, de este modo éstos últimos tienden a estar infrarrepresentados en la muestra.  
De forma similar ocurre con las secciones censales. Debido a que éstas se revisan durante periodos 
largos de tiempo, las áreas que pierden peso en la población total suelen ser las más envejecidas 
estando así cada vez más sobrerrepresentadas en la encuesta, mientras que sucede lo contrario con 
las zonas donde los niveles de actividad son mayores. Para reducir estos problemas, el INE ha 
aumentado la revisión de los datos de padrón continuo. En el año 2002 realizó un cambio 
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metodológico en las encuestas para reducir los problemas con los ajustes de los factores de 
elevación, que se basan en la corrección de la infrarrepresentación de ciertos segmentos de la 
población.  
 
A pesar de realizar correcciones en los factores de elevación y revisión del seccionado, éstas 
provocan rupturas en las series de la EPA. También han proporcionado rupturas los cambios 
metodológicos que ha ido experimentando la EPA a lo largo de su historia. El primero se producen 
en 1976 debido a las grandes modificaciones en los cuestionarios, en 1987 el cambio de la 
definición de ocupados y parados, en 2002 con la aplicación de la nueva definición de paro y en 
2005 con la renovación completa del cuestionario, provocaron discontinuidades en las series. En el 
cuadro 1 se detallan los criterios para clasificar los distintos grupos de la población en los sucesivos 
cambios metodológicos que ha experimentado la EPA a lo largo de su historia: 
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Cuadro 1: Cambios de criterio en la clasificación de algunos colectivos en la EPA 
  
Varones que 
prestan el servicio 
militar 
Activos marginales 
Temporeros sin 
trabajo 
Ayudas familiares y trabajadores 
ocasionales 
EPA 1964 
No se investigan. 
 
Inactivos Inactivos Como en 1965 
EPA 1965 
1965T1 a 
1971S2 
Se clasifican según 
su situación en el 
momento de la 
llamada a filas. 
 
Inactivos Inactivos 
En principio ocupados, pero se 
incluyen entre los activos 
marginales si se auto-clasifican 
como inactivos (estudiantes, amas 
de casa, jubilados...). 
EPA 1972 
1972 a 
1976T2  
Sin cambios Inactivos.                                                            
Grupo aparte 
dentro de activos, 
no ocupados. 
Ocupados si trabajan en la semana 
de referencia ya demás trabajan 
habitualmente 6 o más meses al año 
y al menos 1/3de la jornada 
habitual. 
EPA 1976 
1976T3 a 
1987T1 
Población contada 
aparte. 
Ocupados si trabajan 
más de1/3 de jornada e 
inactivos en caso 
contrario. 
Inactivos 
Ocupados si han trabajado al menos 
1/3 de la jornada normal durante los 
3 meses anteriores. Si no, inactivos 
o parados, dependiendo de si 
buscan o no empleo. 
EPA 1987 
1987T2 a 
2001 
Población contada 
aparte. 
Ocupados si trabajan 
más de 1h; se elimina la 
distinción entre 
ocupados estrictos y 
marginales. 
Inactivos 
Se aplica el criterio general: 
ocupados si han trabajado al menos 
1 h. en la semana de referencia 
Fuente: Ángel de la Fuente (2012) “Series enlazadas de los principales agregados nacionales de la EPA, 1964-2009”. 
Para construir la serie enlazada de la tasa de paro a nivel provincial desde el año 1988 hasta 2012, 
se ha usado como referencia el trabajo del autor Ángel de la Fuente titulado Series enlazadas de los 
14 
 
principales agregados de la EPA, 1964-2009 donde se describen las correcciones de los errores 
provocados por las diversas discontinuidades descritas anteriormente a nivel nacional. Una vez 
hechas las correcciones, se construyen las nuevas series enlazadas de los principales agregados de la 
EPA.  
En este trabajo se ha reconstruido la serie de ocupados teniendo en cuenta la estimación de los 
errores descritos por Ángel de la Fuente debidos a diversas causas: la nueva estratificación en el 
primer trimestre del año 1985; la renovación del seccionado entre los años 1995 y 1996; los  nuevos 
cuestionarios implementados en los años 1972, 1987 y 1999; y la nueva metodología implementada 
en 2005.  
La serie sin corregir de parados está disponible a nivel provincial y trimestralmente por lo que se ha 
aplicado la misma corrección de un determinado año a cada trimestre del propio año. Para obtener 
la serie corregida del total de ocupados se ha procedido de la manera siguiente: 
𝑂𝑐�𝑖 = 𝑂𝑐𝑖 + 𝐶𝑖 � 𝑂𝑐𝑖𝑂𝑐𝑖,𝑡.𝑛𝑎𝑐𝑖𝑜𝑛𝑎𝑙� 
donde 𝑂𝑐𝑖 denota el número ocupados del año i de cada provincia de la serie no corregida, 
𝑂𝑐𝑖,𝑡.𝑛𝑎𝑐𝑖𝑜𝑛𝑎𝑙 el número total de ocupados en el año i del total de todas las provincias y 𝐶𝑖 la 
corrección del año i. Una vez obtenida esta serie, se calcula el número de parados según la 
definición establecida por la EPA como la diferencia entre el número de activos y ocupados. 
Finalmente, se obtiene la tasa de paro trimestral como el cociente entre el número total de parados y 
el número total de activos, definición establecida por la EPA.  
Como se trabaja con datos anuales, se ha estimado la tasa de paro anual a nivel provincial como el 
promedio de las tasas de los cuatro trimestres. 
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4.1.3. Índice de Desarrollo Humano 
Con respecto a la variable de carácter social, el IDH, está definida por tres parámetros que son el 
índice esperanza de vida al nacer, variables asociadas con la educación y una variable económica, 
usualmente el PIB per cápita. Mediante el uso de índices para cada concepto (ponderados de 0 a 
100) se obtiene finalmente el IDH como la media geométrica de los tres indicadores. Se dispone 
finalmente de una serie a nivel provincial desde el año 1988 hasta 2007 realizada por el Instituto 
Valenciano de Investigaciones Económicas (IVIE).9 Para obtener resultados provinciales desde 
2008 hasta 2010, se ha realizado una estimación debido a que sólo se dispone de información a 
nivel de comunidad autónoma.10  
El cálculo del IDH a nivel provincial para los años 2008 a 2010, se ha obtenido aplicando la tasa de 
crecimiento regional a las cifras provinciales: 
𝐼𝐷𝐻𝑃,𝑖 = 𝐼𝐷𝐻𝑃,𝑖−1 � IDH�����C.A,iIDH�����C.A,i−1� , 𝑖 = 2008, … ,2010 
donde IDH�����C.A,i es el valor medio de cada comunidad autónoma del año i. 
Cabe destacar que al considerarse el valor medio a nivel de comunidad autónoma en algunas 
provincias desde el año 2008 a 2010, tienen un valor superior a la unidad, lo cual, pese a estar en 
contra de la propia definición del IDH, entendemos que no afecta al objetivo presente del trabajo. 
5. DESCRIPCIÓN ESTADÍSTICA 
Una vez construidas las series de las tres variables utilizadas, se organiza la base de datos con una 
estructura de panel, figurando los resultados de dichas variables para las cincuenta provincias 
                                                             
9 Véase http://www.ivie.es/downloads/desarrollo_humano_2010/series.html 
10 Véase http://www.ivie.es/es/banco/desarrollo_humano.php; Datos Índice del Desarrollo Humano (1980-2010) 
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españolas desde el año 1988 a 2012 en el caso del  PIB per cápita y la tasa de paro y, desde el año 
1988 a 2010 en el caso del IDH. Antes de realizar en análisis de la convergencia se analizan las 
variables desde el punto de vista estadístico.  
En los siguientes cuadros podemos ver las diferentes medidas estadísticas de cada variable: 
Cuadro 2. Estadística descriptiva 
Variable IDH Desv.Estándar Media Min Max Observaciones 
• Overall 0.03358371 0.92150952 0.81690852 1.01394137 N = 1150 
• Between 0.09323157    n = 50 
• Within 0.25864208    T = 23 
Variable TASA DE 
PARO 
Desv.Estándar Media Min Max Observaciones 
• Overall 7.523600 15.85685999 3.00117475 43.13407663 N = 1250 
• Between 5.258947    n = 50 
• Within 9.606266    T = 25 
Variable PIB PER 
CÁPITA 
Desv.Estándar Media Min Max Observaciones 
• Overall 4.884072 19.16670710 8.23603392 35.98438962 N = 1250 
• Between 4.056230    n = 50 
• Within 2.896370    T = 25 
Fuente: Elaboración propia. Ver Anexo. 
 
En general, el PIB e IDH son variables que crecen en el tiempo, en cambio, la tasa de paro puede 
pensarse que es estacionaria. 
Con los resultados obtenidos en el Cuadro 2, se puede observar que la media de las variables 
económicas se aleja bastante respecto a los valores máximos que alcanzan. Sin embargo, el IDH 
medio toma un valor muy cercano al máximo.   
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Para estudiar la dispersión de los datos respecto a su valor medio, como se trabaja con datos 
espaciales y temporales, se han utilizado dos estadísticos que proporcionan información sobre la 
dispersión de los datos fijando efectos temporales y espaciales, se trata de las desviaciones within  y 
between, respectivamente. La desviación within (σW) nos da información sobre la dispersión de las 
variables en el tiempo en torno a la media individual de cada provincia y la desviación between (σB) 
nos da información sobre la dispersión de las variables en el espacio en torno a la media provincial 
total. Ambas medidas se expresan como:  
 
σW = � 1NT − 1��(xit − x�i)2T
t=1
50
i=1
, x�i = 1T� xitT
t=1
  
 
σB = � 1N − 1�(x�i − x�)250
i=1
, x� = 1NT�� xitT
t=1
50
i=1
  
Se observa que la dispersión que experimenta la variable del IDH a lo largo de los años en torno a la 
media de cada provincia es mayor que entre las provincias, lo cual nos lleva a la conclusión que es 
más importante la varianza temporal que la varianza espacial. En el caso de la tasa de paro ocurre lo 
mismo, la dispersión es mayor en el tiempo que en el espacio por lo que el grado de dispersión es 
menor en torno a la media total. En cambio, el PIB per cápita experimenta un grado de dispersión 
mayor entre las diferentes provincias que a lo largo del tiempo.  
Otra medida importante para describir el conjunto de las variables es la correlación que existe entre 
ellas. Esta medida se obtiene calculando el coeficiente de correlación como el cociente de la 
covarianza entre las dos variables y las desviaciones típicas de cada una de ellas, y tiene la siguiente 
expresión: 
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rxy = ∑ (xi − x�)(yi − y�)NTn=1
�∑ (xi − x�)∑ (yi − y�)NTn=1NTn=1  
 
En el siguiente cuadro figuran las correlaciones entre las tres variables. 
 
Cuadro 3. Matriz de correlaciones 
 IDH TASA DE PARO PIB PER CÁPITA 
IDH 1.00000000 -0.3308696 0.5115686 
TASA DE PARO -0.3308696 1.00000000 -0.5722859 
PIB PER CÁPITA 0.51156859 -0.57228587 1.0000000 
Fuente: Elaboración propia. Ver Anexo. 
Se observa que no hay una correlación muy elevada entre el IDH y la tasa de paro, pues los 
componentes del IDH no explican las características del mercado de trabajo. Sin embargo, sí se 
puede ver como la correlación es negativa, lo cual indica que cuando se dan valores elevados de la 
tasa de paro tiende a disminuir el bien estar social.  
Un resultado muy distinto al anterior se da entre el IDH y el PIB. La correlación existente entre 
estas variables es aproximadamente del 50% y positiva, lo cual nos informa que cuando los 
individuos disponen de más renta se tiende a tener una mejor calidad de vida. 
Finalmente, las variables que experimentan un mayor grado de correlación son el PIB y la tasa de 
paro. Esta correlación es del 57% y negativa, lo que explica que las personas dispondrán de menor 
PIB per cápita cuando la tasa de paro sea elevada y, en cambio, cuando menor sea la tasa de paro en 
el mercado de trabajo mayor será el PIB per cápita.  
6. ESTUDIO EFECTOS FIJOS 
Al trabajar con datos de panel, es posible analizar la asociación entre las variables introduciendo 
efectos fijos temporales, espaciales y ambos a la vez. De este modo, se controlan estas dimensiones 
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a la hora de analizar los coeficientes de correlación. Así, se estudia la correlación de los residuos 
obtenidos al estimar el nivel de cada una de las variables respecto a los diferentes efectos fijos 
considerados, mediante el uso de modelos estimados mediante mínimos cuadrados ordinarios. Este 
tipo de análisis permite concluir si es más relevante el efecto a lo largo de los años que el que se 
observa entre las diferentes provincias. Para analizar los efectos fijos espaciales se usan variables 
ficticias o dummies para las provincias y se define el siguiente modelo: 
(1) xi,t = µi + εit, i = 1, … ,50 t = 1, … , T 
donde xi,t denota el valor de la variable x de la provincia i en el año t, µi es la variable ficticia o 
dummy que toma el valor 1 si  es la provincia i o cero en caso contrario, y εit es el término aleatorio 
de error del modelo. Una vez obtenida la estimación, se calculan los residuos como: 
ε�it = xi,t − x�it  , i = 1, … ,50 t = 1, … , T 
En el modelo para analizar los efectos fijos en el tiempo también se usan variables ficticias, pero en 
este caso toman el valor 1 si la observación corresponde al año t o cero en caso contrario, y se 
expresa como: 
(2) xi,t = ρt + θit, i = 1, … ,50 t = 1, … , T 
donde ρt es la variable ficticia temporal y θit el término aleatorio de error del modelo. Los residuos 
se obtienen como: 
θ�it = xi,t − x�it  , i = 1, … ,50 t = 1, … , T 
Finalmente, se realiza el análisis considerando tanto los efectos fijos temporales y espaciales 
utilizándose el siguiente modelo: 
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(3) xi,t = µi + ρt+ωit, i = 1, … ,49 t = 1, … , T − 1 
Nótese que en una de las categorías consideradas se ha dispuesto de una región o período de 
referencia, para evitar problemas de multicolinealidad perfecta. Así pues, ahora los residuos de la 
estimación son: 
ω�it = xi,t − x�it  , i = 1, … ,50 t = 1, … , T 
Finalmente, para observar que efectos tienen más importancia en cada variable, se calcula la 
correlación existente entre los residuos de las variables dos a dos en los diferentes tipos de efectos 
fijos considerados.11 Estos resultados se hallan en el cuadro 3. 
Cuadro 3. Correlación residuos considerando los tres tipos efecto fijos 
(1) E.F. 
Provincias 
Residuo IDH Residuo Tasa de 
paro 
Residuo PIB per 
cápita 
Residuo IDH 1 -0.4407235 0.8506385 
Residuo Tasa 
de paro 
-0.4407235 1 -0.4944772 
Residuo PIB 
per cápita 
0.8506385 -0.4944772 1 
(2) E.F. Años Residuo IDH Residuo Tasa de 
paro 
Residuo PIB per 
cápita 
Residuo IDH 1 -0.1806881 0.2702029 
Residuo Tasa 
de paro 
-0.1806881 1 -0.5984639 
Residuo PIB 
per cápita 
0.2702029 -0.5984639 1 
(3) E.F. Residuo IDH Residuo Tasa de Residuo PIB per 
                                                             
11 Los resultados de las estimaciones por mínimos cuadrados y correlaciones se encuentran en el Anexo. 
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Provincias y 
años 
paro cápita 
Residuo IDH 1 -0.01876999 -0.04374264 
Residuo Tasa 
de paro 
-0.01876999 1 -0.3654671 
Residuo PIB 
per cápita 
-0.04374264 -0.3654671 1 
Fuente: Elaboración propia. Véase Anexo. 
Dados los resultados obtenidos, entre los residuos del IDH y la tasa de paro hay mayor correlación 
cuando se elimina el efecto espacial, siendo ésta negativa. Esto significa que la relación que 
experimentan estas dos variables es más relevante a lo largo de los años que la que se da entre las 
diferentes provincias. Como se verá más adelante, la tasa de paro suele ser elevada en la mitad sud 
peninsular y en cambio, las provincias con valores bajos del IDH están distribuidas aleatoriamente 
por todo el territorio español, por lo que la correlación entre estas dos variables tiende a ser más 
relevante en el tiempo. Ya se vio que la tasa de paro se puede considerar como estacionaria en 
determinados periodos de tiempo y, en cambio el IDH tiende a crecer en el tiempo. 
También se observa el mismo hecho entre el IDH y el PIB per cápita. Este hecho se puede deber a 
que los niveles de ambas variables tienden a crecer en el tiempo y por ello es más notable la 
correlación entre ellas con el paso de los años. 
Se puede concluir entonces, que es más importante la relación que se experimenta en el tiempo 
entre el IDH y las dos variables económicas que el que se da entre las provincias.  
Por último, entre el PIB per cápita y la tasa de paro, la correlación es más elevada y negativa 
cuando se elimina el efecto fijo temporal, por lo que es más relevante entre provincias. En el 
siguiente apartado, se podrá ver como las provincias que presentan valores elevados de dichas 
variables tienden a situarse en una determinada zona de la península. De hecho, a lo largo de los 
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años analizados, las provincias que presentan un nivel alto de PIB per cápita en general, suelen 
presentar niveles bajos de la tasa de paro, situación que ha tendido a mantenerse constante en el 
tiempo. Sin embargo, no siempre han sido las mismas provincias las que han presentado estas 
características. 
7. ANÁLISIS DE LA AUTOCORRELACIÓN ESPACIAL 
El territorio sobre el cual se desea analizar la convergencia es la Península Ibérica, incluyendo las 
Islas Baleares y las Islas de Gran Canarias. La Península Ibérica es un territorio que está dividido 
geográficamente por las diferentes comunidades autónomas y dentro de ellas entre provincias.  
Uno de los objetivos en este trabajo es analizar si el valor de las variables está distribuido 
aleatoriamente en la Península o por el contrario existe algún tipo de asociación espacial. En este 
último caso, nos preguntamos cómo detectar las provincias vecinas que presentan valores 
significativamente diferentes. Para ello se utilizan técnicas de la econometría espacial con la que se 
puede estudiar el tratamiento de la interacción espacial o autocorrelación espacial.  
La dependencia espacial o autocorrelación surge siempre que el valor de una variable en un lugar 
geográfico está relacionado con el valor de sus vecinos. Esta asociación  es multidireccional, de 
modo que una provincia puede no sólo estar afectada por otra provincia contigua a ella sino por 
otras muchas que la rodean, al igual que ella puede influir sobre el resto. Puede existir 
autocorrelación positiva o negativa. Existirá autocorrelación positiva si se observa la presencia de 
un determinado fenómeno en una provincia y éste se extiende al resto de provincias vecinas, en 
caso contrario, será negativa cuando un valor elevado de una variable está rodeado de valores bajos 
de la misma.  
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Por el contario, no existirá autocorrelación espacial entre las diferentes provincias cuando el valor 
de la variable de cada provincia esté distribuido de manera aleatoria en el territorio peninsular: una 
provincia podrá tener valores bajos o altos alrededor suyo.  
La autocorrelación espacial no se puede capturar con un operador de retardos del estilo que se 
emplea en el análisis de series temporales, debido a que la relación entre las provincias es 
multidireccional. Por este motivo, es necesaria la definición de una matriz llamada Matriz de pesos 
espaciales, W, cuyos elementos recogen la interdependencia entre cada par de provincias. Por 
convenio, es una matriz cuadrada, simétrica, no estocástica (la suma de los elementos de cada 
columna es diferente de la unidad) la cual no contiene ninguna fila ni columna de ceros, y es de la 
forma: 
W = � 0 w1,2       ⋯   w1,50w2,1 …   w2,50⋮ ⋱ ⋮w50,1 ⋯ 0 � 
No hay un único modo para asignar los pesos de la matriz W y el criterio aquí elegido ha sido 
construir una matriz de contactos (y por tanto binaria) que se basa en la distancia euclídea mínima. 
Para calcularla se han utilizado tres ficheros con formatos .dbf, .shx y .shp que contienen la 
estructura del territorio peninsular dividido en provincias por medio de polígonos y las distancias 
entre éstos. El software empleado en este trabajo ha sido el programa GeoDa,12 por el medio del 
cual se ha definido la matriz de contactos a partir de los tres ficheros anteriormente descritos. En 
concreto, dos provincias i y j se consideran vecinas si la medida de distancia resultante entre ellas es 
menor que d:=217272,992. Se ha optado por esta distancia ya que en caso contrario las provincias 
de las Islas Canarias sólo tendrían por vecinas sus propias provincias, y Baleares resultarían 
aislados. Así se evita que la matriz de pesos contenga columnas y filas llenas de ceros. Por tanto, los 
elementos de la matriz se definen de la siguiente manera: 
                                                             
12 Véase https://geodacenter.asu.edu/ogeoda 
24 
 
W = � wi,j = 1,     si 0 < 𝑑𝑖𝑠𝑡(i, j) < 𝑑wi,j = 0, si dist(i, j) > 𝑑 ó dist(i, j) = 0                          
Se conocen varios estadísticos para medir la autocorrelación espacial entre los cuales se ha elegido 
el más usado, la I de Moran, y cuya expresión es:  
I = nA∑ ∑ wi,j(xi − x�)�xj − x��50j=150i=1 ∑ (xi − x�)250i=1  
donde xi es el valor de la variable x en la provincia i, x� es la media muestral de la variable x, wi,j 
son los pesos de la matriz W definida anteriormente y A = ∑ wi,ji,j  la suma de todos los elementos 
de la matriz W. Cuando el tamaño de la muestra es grande, el estadístico estandarizado sigue una 
distribución asintótica normal: 
Z(I) = I − E(I)SD(I) ~N(0,1) 
donde E(I) es el valor esperado y SD(I) es la desviación estándar. Si el valor de este estadístico no 
es significativo nos lleva a no rechazar la hipótesis nula de no autocorrelación y, en caso contrario, 
un valor significativo positivo (resp. negativo) nos lleva a la existencia de presencia de 
autocorrelación espacial positiva (resp. negativa).  
Sin embargo, el estadístico no proporciona información sobre qué provincias la dependencia 
espacial es más intensa. 
 La herramienta que ayuda a resolver este problema es el gráfico de Moran o diagrama de 
dispersión de Moran, donde en el eje de abscisas muestra la variable a analizar normalizada y en el 
eje de ordenadas el retardo espacial de la variable normalizada. Es decir, el retardo espacial de la 
provincia i es el valor medio de la variable estandarizada en todas las unidades espaciales vecinas a 
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la misma, cuyo gráfico ajusta una recta de regresión a la nube de puntos representados, de manera 
que la pendiente de la recta coincide con el valor del estadístico I de Moran . Los valores 
representados se distribuyen en cuatro cuadrantes  y en función de su posición, se puede determinar 
el patrón de dependencia espacial existente.  
Así, si los valores se distribuyen por los cuatro cuadrantes de manera aleatoria, se podrá afirmar que 
no existe autocorrelación espacial. Si la nube de puntos se sitúa alrededor de la diagonal que va 
desde el primer cuadrante (extremo superior derecho del grafico) al tercer cuadrante (extremo 
inferior izquierdo), habrá indicios de auto correlación espacial positiva, en cambio, cuando los 
valores se sitúen alrededor de la diagonal que cruza el segundo cuadrante (extremo inferior derecho) 
hasta el cuarto cuadrante (extremo superior izquierdo), se podrá hablar de auto correlación espacial 
negativa.  
De este modo, en el primer cuadrante estarán ubicadas las provincias con un valor superior a la 
media y que están rodeadas de provincias con un valor superior a la media. En el segundo 
cuadrante, se encuentran las provincias que tienen un valor inferior a la media pero que se hallan 
rodeadas de provincias con valores superiores. En el tercer cuadrante, se encuentran las provincias 
con valores inferiores a la media y sus vecinas también tienen valores inferiores a la media. Y, en el 
cuarto cuadrante, se encuentran las provincias con valores superiores a la media cuyos vecinos 
presentan valores inferiores a la media.  
A continuación, se presentan los resultados del test de autocorrelación espacial y los gráficos de 
Moran junto con los mapas peninsulares para diferentes años. Así, se pueden determinar las 
provincias con valores elevados y bajos que presentan las variables analizadas para tener una visión 
más clara de los resultados obtenidos. 
7.1. Auto correlación IDH 
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Para la variable del IDH se han obtenido los resultados presentados en el Cuadro 4. 
Cuadro 4. I de Moran para la variable IDH entre 1989 y 2010 
 
I    
 
        E(I)  
        
       sd(I)   
   
p.value 
 
I.M 1989  0.0538289  -0.02040816  0.07121505     0.29721 
I.M 1990 0.05364743 -0.02040816  0.07130504   0.2990027 
I.M 1991 0.06467434  -0.02040816  0.07133674   0.2329914 
I.M 1992 0.07378467  -0.02040816  0.07131175   0.1865481 
I.M 1993 0.1002879  -0.02040816 0.07129764  0.09048451 
I.M 1994 0.1071595  -0.02040816  0.07125307  0.07339819 
I.M 1995 0.1012178  -0.02040816  0.07127889   0.0879448 
I.M 1996 0.07815304  -0.02040816   0.0713467   0.1671436 
I.M 1997 0.07043807  -0.02040816  0.07139623   0.2032228 
I.M 1998 0.06483508  -0.02040816  0.07129588   0.2318424 
I.M 1999 0.07250988  -0.02040816  0.07129626   0.1924838 
I.M 2000 0.07586706  -0.02040816 0.07130631   0.1769633 
I.M 2001 0.06148783  -0.02040816 0.07129668   0.2506942 
I.M 2002 0.05838263 -0.02040816  0.07122076   0.2686012 
I.M 2003 0.05683352  -0.02040816   0.0710825   0.2771923 
I.M 2004 0.07812375  -0.02040816  0.07107601   0.1656586 
I.M 2005 0.08097251  -0.02040816  0.07114986   0.1541892 
I.M 2006 0.08109522  -0.02040816  0.07104574   0.1530891 
I.M 2007 0.09420388  -0.02040816  0.07106196   0.1067778 
I.M 2008 0.1076716  -0.02040816  0.07092599  0.07094608 
I.M 2009 0.07580695  -0.02040816  0.07087063   0.1745855 
I.M 2010 0.07781287  -0.02040816  0.07083012   0.1655294 
 
Fuente: Elaboración propia. Ver Anexo. 
 
El resultado del test, a un nivel de significación del 5% sugiere que los valores del IDH no 
presentan autocorrelación y, por tanto, están repartidos de manera aleatoria entre las diferentes 
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provincias. Se han representado los gráficos de Moran y los mapas del territorio español dividido en 
provincias para tres años diferentes con el propósito de observar mejor el fenómeno de la no 
autocorrelación espacial.  
 
Ilustración 1. Gráfico I de Moran y mapa IDH años 1993, 1998 y 2010 
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Como se puede observar, en los gráficos de Moran los valores del IDH en cada provincia están 
distribuidos aleatoriamente en los cuatro cuadrantes. Del mismo modo, en los mapas se puede ver 
como los valores también se distribuyen de manera aleatoria en todo el territorio peninsular. 
 
7.2. Auto correlación tasa de paro 
Los resultados para la tasa de paro del estadístico I de Moran se resumen en el Cuadro 4. 
Cuadro 4. I de Moran para la variable tasa de paro entre 1988 y 2012 
 
I E(I) sd(I) p.value 
I.M 1988 0.5546177 -0.02040816 0.07064742 0 
I.M 1989 0.563137 -0.02040816 0.07074515 0 
I.M 1990 0.5632786 -0.02040816 0.07073167 0 
I.M 1991 0.6056955 -0.02040816 0.07055238 0 
I.M 1992 0.6280874 -0.02040816 0.07080163 0 
I.M 1993 0.5729326 -0.02040816 0.07067797 0 
I.M 1994 0.5603193 -0.02040816 0.07025494 0 
I.M 1995 0.5617014 -0.02040816 0.07025401 0 
I.M 1996 0.5765149 -0.02040816 0.07049687 0 
I.M 1997 0.6137651 -0.02040816 0.07058343 0 
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I.M 1998 0.6394779 -0.02040816 0.07012176 0 
I.M 1999 0.6390343 -0.02040816 0.0703873 0 
I.M 2000 0.6606844 -0.02040816 0.0704199 0 
I.M 2001 0.5454605 -0.02040816 0.06913587 0 
I.M 2002 0.5689609 -0.02040816 0.06952807 0 
I.M 2003 0.5531452 -0.02040816 0.07047375 0 
I.M 2004 0.5558881 -0.02040816 0.0702784 0 
I.M 2005 0.6798464 -0.02040816 0.07024387 0 
I.M 2006 0.7433085 -0.02040816 0.07057351 0 
I.M 2007 0.715925 -0.02040816 0.07075981 0 
I.M 2008 0.7970555 -0.02040816 0.0710134 0 
I.M 2009 0.8023559 -0.02040816 0.0712459 0 
I.M 2010 0.7900219 -0.02040816 0.07119715 0 
I.M 2011 0.7650335 -0.02040816 0.07113984 0 
I.M 2012 0.7943745 -0.02040816 0.07135264 0 
 
Fuente: Elaboración propia. Ver Anexo. 
Como se puede observar, el resultado del test para cada año analizado es significativo al 5% lo que 
indica que existe autocorrelación espacial, por lo que la tasa de paro de una provincia no está 
determinada sólo por factores internos sino también por las provincias que la rodean. Es decir, el 
crecimiento de la tasa depende del crecimiento de las que la rodean. Con la ayuda del gráfico de 
Moran, se procede a analizar los años donde se ha experimentado crecimiento económico y épocas 
de crisis para determinar las provincias que presentan valores inferiores o superiores a la media y 
cuyos vecinos presentan propiedades similares. 
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Ilustración 2. Gráfico I de Moran y mapa tasa de paro años 1993, 1998 Y 2010 
       
      
      
Durante los tres años representados, se observa que las provincias que se han mantenido con valores 
superiores a la media y están rodeadas de provincias con valores superiores a la media, situadas en 
el primer cuadrante, son las provincias de la comunidad autónoma de Andalucía e Islas Canarias. 
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En los años 1993 y 1998, también estaban afectadas por esta característica provincias situadas en la 
zona oeste peninsular, se trata de las provincias de Extremadura, Cantabria y las situadas en la zona 
oeste de la comunidad de Castilla y León. Es en 2010 cuando  las provincias tienden a agruparse en 
la zona sud de la península, siendo éstas las pertenecientes a la comunidad de Andalucía, Murcia, 
Ciudad Real, Badajoz y las Islas Canarias. 
Con respecto al grupo de provincias que presentan una tasa de paro inferior a la media cuyas 
vecinas también presentan valores inferiores a la media, se mantienen con esta característica durante 
los tres años analizados, las provincias de Catalunya excepto Barcelona, País Vasco, La Rioja, 
Aragón y Navarra. En el año 2010, esta influencia se extiende a otras provincias de la zona norte 
peninsular, siendo éstas las pertenecientes a Galicia, Asturias, Madrid, zona norte de Castilla y León 
y Lleida. 
Finalmente, se examinan las provincias con valores superiores a la media y que tienen por vecinas 
provincias con valores inferiores a la media (cuarto cuadrante), y viceversa (segundo cuadrante). En 
el año 1993, las provincias con valores superiores a la media cuyas vecinas presentan valores 
inferiores son Asturias, Lugo, Ourense, Ávila y Ciudad Real. En los dos años restantes, disminuye 
el número de provincias con esta característica, pues en 1998 son Lugo y Segovia, y en 2010 
únicamente Salamanca. En cambio, las que presentan valores inferiores a la media y cuyas vecinas 
presentan una característica opuesta, en los tres años analizados, son Barcelona, Comunidad 
Valenciana, País Vasco y Madrid. 
En general, se puede observar que la península se ha ido dividiendo a lo largo de los años en dos 
zonas donde la tasa de paro presenta valores diferentes, en la zona sud peninsular se encuentras las 
provincias con mayor tasa de paro y en la zona norte las provincias con menor tasa de paro. 
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7.3. Auto correlación PIB per cápita 
Para el PIB per cápita, los resultados obtenidos se encuentran en el Cuadro 5. 
Cuadro 5. I de Moran para la variable P.I.B per cápita entre 1988 y 2012 
   I       E(I)          sd(I)     p.value 
I.M 1988   0.5373368 -0.02040816 0.07067091 0 
I.M 1989  0.5398438 -0.02040816 0.07089381  0 
I.M 1990 0.5674276  -0.02040816  0.07097745  0 
I.M 1991 0.564969 -0.02040816  0.07092773  0 
I.M 1992 0.5874608  -0.02040816  0.07100405 0 
I.M 1993 0.6185801  -0.02040816  0.07103957             0 
I.M 1994 0.6234031             -0.02040816  0.07101041  0 
I.M 1995 0.6213592  -0.02040816  0.07103815             0 
I.M 1996 0.621453  -0.02040816  0.07098903             0 
I.M 1997 0.6106252  -0.02040816 0.07101035             0 
I.M 1998 0.5891604  -0.02040816 0.07093832             0 
I.M 1999 0.5854938  -0.02040816 0.07091064             0 
I.M 2000 0.5916971  -0.02040816 0.07103723             0 
I.M 2001 0.59891  -0.02040816 0.07102949             0 
I.M 2002 0.6195589  -0.02040816 0.07097321             0 
I.M 2003 0.6195244  -0.02040816 0.07098017             0 
I.M 2004 0.6239536  -0.02040816 0.07090548             0 
I.M 2005 0.5872907  -0.02040816 0.07086889             0 
I.M 2006 0.586699  -0.02040816 0.07073844             0 
I.M 2007 0.6003774  -0.02040816 0.07066402             0 
I.M 2008 0.5979756  -0.02040816 0.07051962             0 
I.M 2009 0.5999492  -0.02040816 0.07067312             0 
I.M 2010 0.6276319  -0.02040816 0.07077311             0 
I.M 2011 0.6375229  -0.02040816 0.07082819             0 
I.M 2012 0.6401084  -0.02040816 0.07082461             0 
Fuente: Elaboración propia. Ver Anexo. 
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Los resultados del test para cada uno de los años llevan a la conclusión de que hay existencia de 
autocorrelación entre las diferentes provincias en relación al valor que presentan del PIB per cápita. 
A continuación, se presentan los gráficos de Moran y los mapas peninsulares para poder determinar 
las provincias que presentan valores superiores e inferiores a la media y sus vecinas de los mismos 
años analizados anteriormente. 
 
Ilustración 3. Gráfico I de Moran y mapa PIB per cápita años 1988, 1995 Y 2008 
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En los tres años analizados, se han mantenido las mismas provincias con mayores niveles de PIB 
per cápita cuyas vecinas también presentan esta característica. Se trata de las provincias de 
Catalunya, Navarra, La Rioja, País Vasco, Cantabria, zona este de Castilla y León, Huesca y 
Zaragoza. En 1993, las Islas Baleares y Canarias también presentaban niveles superiores, aunque es 
en 2010 cuando cambia esta situación respecto a estas provincias, pues únicamente se mantiene en 
la provincia de Las Palmas. 
En cambio, las provincias con valores inferiores a la media cuyas vecinas también, en los tres años 
estudiados, se tratan de las provincias de Galicia, Extremadura, Castilla la Mancha y Andalucía. 
Aunque en 2010 se sigue manteniendo en las provincias anteriores, también se unen a este grupo 
Murcia y Alicante. 
El grupo de las provincias con valores superiores a la media y que tienen por vecinas a las que 
presentan valores inferiores a la media, en los tres años se han mantenido las mismas provincias. Se 
trata de las situadas en la zona oeste de Castilla y León, Madrid, Valencia y Asturias. En cambio, 
las que presentan valores inferiores a la media y que tienen por vecinas provincias que presentan 
una característica contraria en los tres años son Guadalajara, Teruel, Alicante, Murcia y Almería. En 
2010 se unen a este grupo las provincias de La Coruña y Pontevedra.  
 
Observando los mapas, las provincias con mayores valores del PIB per cápita se encuentran en la 
zona noroeste de la península, cuya actividad económica está basada mayormente en la industria. 
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7.4. Análisis relación entre I de Moran y CV 
En este apartado, se analiza la relación entre el coeficiente de variación y la I de Moran a lo largo de 
los años. Antes de realizar el estudio sobre la convergencia sigma, la idea es observar como a 
medida que el CV decrece, es decir, se da convergencia, la I de Moran tiene una tendencia 
creciente.  
En el Gráfico 1 se muestra la evolución el coeficiente de variación (CV) y el valor estandarizado del 
estadístico I de Moran correspondientes a la variable IDH.  
 
La correlación existente entre los dos estadísticos es del 32%. Entre los años 1988-1991, mientras el 
valor de la I de Moran crece, el CV decrece existiendo una relación negativa entre ellas. En cambio, 
experimentan un comportamiento similar entre los años 1995-2002. Y, a partir del 2002 en 
adelante, la tendencia de ambos estadísticos es a mantenerse constante aunque la I de Moran toma 
valores superiores al CV. 
Gráfico 1. I de Moran y CV variable I.D.H 
 
Fuente: Elaboracion propia 
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Con respecto a la tasa de paro, si se compara la evolución de ambos estadísticos, teniendo en cuenta 
que hay una correlación negativa del 52,4%, presentan una evolución similar entre 1988-2000. 
Mientras el CV decrece entre 2001-2006, la I de Moran se mantiene constante. Presentan un 
comportamiento distinto a partir de 2005, siendo I de Moran creciente y CV decreciente. En 
resumen, parece que a medida que se da proceso de convergencia (menor CV), aumenta la 
asociación espacial entre las variables (mayor I de Moran). 
Gráfico 2. I de Moran y CV variable tasa de paro 
 
Fuente: Elaboración propia. 
Finalmente, en el caso del PIB per cápita, la correlación es del 40,5% y negativa. Se observa que 
ambos tienen una tendencia opuesta entre 1988 y 1992, pues mientras el CV es decreciente, la I de 
Moran es creciente. Por otro lado, entre los años 1992 y 1996, el CV crece aunque con bastante 
lentitud, y la I de Moran se mantiene constante tomando valores superiores al CV. A partir de 1996 
hasta 2002, ambos estadísticos no experimentan cambios notables, siendo ahora superiores los 
valores del CV con respecto a la I de Moran. Es entre 2002 y 2005 cuando esta tendencia 
desaparece, pues el CV presenta un comportamiento decreciente mientras la I de Moran tiende a 
mantenerse constante, aunque cabe destacar que entre el año 2004 y 2005 experimenta una caída 
notable del 10%. Finalmente, en 2009 ambos experimentan crecimiento hasta 2012. 
 Esto nos lleva a la conclusión que la convergencia está asociada a elevados valores de la I de 
Moran. 
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Gráfico 3. I de Moran y CV variable PIB per cápita 
 
Fuente: Elaboración propia. 
 
8. ESTUDIO SOBRE CONVERGENCIA ECONÓMICA EN ESPAÑA 
En la literatura de la convergencia regional se han establecido dos conceptos diferentes de 
convergencia. Por un lado, el concepto de convergencia beta permite analizar si las regiones pobres 
crecen más rápido que las ricas, es decir, si el hecho de tener una renta menor que la media está 
asociado a unas tasas de crecimiento más altas.  
 
Por otro lado, existirá convergencia sigma si la dispersión y las desigualdades entre las provincias 
disminuyen con el tiempo. 
 
El propósito en este apartado es analizar si el concepto de convergencia no sólo está determinado 
por la variable que registra la renta per cápita, sino también si influye la tasa de paro y el nivel de 
desarrollo humano de cada provincia. 
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La convergencia sigma se basa en el estudio de la desigualdad a lo largo del tiempo, con lo que se 
podrá afirmar que hay existencia de convergencia sigma cuando la desigualdad disminuya con el 
tiempo. 
La mejor manera de determinar si hay convergencia sigma es analizando los diferentes gráficos para 
cada variable, donde se representa el valor del coeficiente de variación (CV) que experimentan en 
cada año. Esta medida de dispersión se obtiene como el cociente entre la desviación estándar de la 
variable y su media y se expresa de la siguiente forma: 
𝐂𝐕𝐱 = 𝛔𝐱|𝐱�| 
El Gráfico 4 muestra la senda temporal del CV durante los años 1988 y 2010 del IDH. 
 
Gráfico 4. Convergencia sigma IDH 
. 
Fuente: Elaboración propia. Ver Anexo. 
 
Como se puede apreciar en el Gráfico 4, se observa una clara pendiente negativa entre 1988-2006 
que tiende a suavizarse entre 1998-2003 y 2007-2010, por lo que parece haber evidencia clara de 
convergencia sigma.  
 
Para poder afirmar este hecho, se introduce un nuevo estadístico a analizar llamado coeficiente de 
Gini el cual proporciona información sobre la desigualdad en España a lo largo del tiempo. Como 
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se puede observar en el Gráfico 5, este indicador de desigualdad toma valores cada vez menores en 
el tiempo con lo que se concluye que hay existencia de convergencia sigma.  
 
En España, tanto la esperanza de vida como el nivel de estudios de sus habitantes han tenido una 
tendencia al alza en los años analizados lo que explica la existencia de convergencia. 
 
Gráfico 5. Coeficiente de Gini IDH entre los años 1988 y 2010 
 
Fuente: Elaboración propia. Ver Anexo. 
La convergencia sigma correspondiente a la tasa de paro se representa en el Gráfico 6. 
Gráfico 6. Convergencia sigma tasa de paro 
 
Fuente: Elaboración propia. Ver Anexo. 
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Se puede observar una tendencia creciente entre los años 1988-1991, 1994-2002 y 2006-2008. 
Durante estos años la economía española vivía momentos de bienestar económico con lo que se 
puede afirmar que las desigualdades se daban entre las diferentes provincias. Sin embargo, entre los 
años 1991-1994 y 2008-2012 presenta una tendencia decreciente, coincidiendo con los años de 
crisis. Este hecho lleva a la conclusión que a pesar de ser decreciente, no significa que disminuyera 
la desigualdad en todo el territorio peninsular, sino que todas las provincias experimentaron tasas 
elevadas de paro, disminuyendo así, la desigualdad entre las provincias. Finalmente, entre 2001-
2006, en pleno auge de la economía española, sí se puede concluir que la desigualdad disminuyó en 
todo el país, siendo bajas las tasas de paro en la mayoría de provincias. 
Si se analiza el Gráfico 7, el coeficiente de Gini presenta un comportamiento muy similar al 
anterior.  
Con este análisis se llega a la conclusión que hay existencia de convergencia sigma ya que la 
tendencia decreciente del CV se da en la mayoría de los años analizados. 
Gráfico 7. Coeficiente de Gini tasa de paro entre los años 1988 y 2012. 
 
Fuente: Elaboración propia. Ver Anexo. 
Por último, se analiza la convergencia del PIB per cápita donde se puede observar en el Gráfico 8 la 
evolución del CV. 
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Gráfico 8. Convergencia sigma PIB per cápita 
 
Fuente: Elaboración propia. Ver Anexo. 
En este caso se puede ver como entre 1988-1993 y 1999-2009, épocas de crecimiento económico, 
disminuye la desigualdad a nivel nacional. En cambio, en las épocas de crisis el CV presenta una 
tendencia creciente debido a que aumentan las desigualdades, hecho que parece razonable. Si se 
observa el Gráfico 9 del coeficiente de Gini, la tendencia es muy similar al anterior gráfico. 
Con ello, se puede concluir que hay existencia de convergencia sigma ya que en la mayoría de los 
años analizados ha disminuido la desigualdad y el PIB per cápita ha ido aumentando con el tiempo, 
aunque con menor velocidad en las épocas de recesiones económicas. 
Gráfico 9. Coeficiente de Gini PIB per cápita entre los años 1988 y 2012 
 
Fuente: Elaboración propia. Ver Anexo. 
  
19,00%
20,00%
21,00%
22,00%
23,00%
24,00%
A1
98
8
A1
98
9
A1
99
0
A1
99
1
A1
99
2
A1
99
3
A1
99
4
A1
99
5
A1
99
6
A1
99
7
A1
99
8
A1
99
9
A2
00
0
A2
00
1
A2
00
2
A2
00
3
A2
00
4
A2
00
5
A2
00
6
A2
00
7
A2
00
8
A2
00
9
A2
01
0
A2
01
1
A2
01
2
CV
 
PIB per cápita 
10,60%
11,10%
11,60%
12,10%
12,60%
13,10%
A1
98
8
A1
98
9
A1
99
0
A1
99
1
A1
99
2
A1
99
3
A1
99
4
A1
99
5
A1
99
6
A1
99
7
A1
99
8
A1
99
9
A2
00
0
A2
00
1
A2
00
2
A2
00
3
A2
00
4
A2
00
5
A2
00
6
A2
00
7
A2
00
8
A2
00
9
A2
01
0
A2
01
1
A2
01
2
Co
ef
ic
ie
nt
e 
de
 G
in
i 
42 
 
8.2. Convergencia beta 
Ahora el objetivo se centra en estudiar el crecimiento que experimentan las provincias españolas 
más pobres con respecto a las más ricas. Se analiza si las que presentan valores inferiores en la renta 
per cápita e IDH tienden a crecer más rápido que las que presentan valores superiores, y en el caso 
de la tasa de paro, si las provincias con mayores tasas, éste crece más lentamente que las que 
experimentan tasas menores. 
 
Ya se vio cuando se analizaba la autocorrelación que la influencia de que una provincia presentara 
una tasa de paro elevada o una renta per cápita elevada no sólo venia dada por sus características 
internas sino también estaba influenciada por sus provincias vecinas. En cambio, los valores del 
IDH se distribuían de manera aleatoria entre todas las provincias. 
 
La relación entre los dos tipos de convergencia, como demuestran Barro y Sala-i-Martín (1992), la 
existencia de convergencia beta es condición necesaria pero no suficiente para la existencia de 
convergencia sigma.  
 
Para analizar la convergencia beta de las diferentes variables se han repartido los años en cinco 
periodos. En primer lugar, se estima por mínimos cuadrados el siguiente modelo para cada uno de 
los cinco periodos:13 
(1) ∆𝐭𝐭+𝟏𝐘 =  𝛃𝐗𝐢,𝐭 + 𝛅𝐢,𝐭 
Donde ∆𝐭𝐭+𝟏𝐘 es la tasa de variación de la variable X entre los años de cada periodo,  𝐗𝐢,𝐭 es el valor 
de la variable de la provincia i en el año t, 𝛃 es el coeficiente estimado y 𝛅𝐢,𝐭 el término aleatorio de 
error. En esta estimación, como en las siguientes, se analizará el valor estimado del coeficiente 𝛃 a 
                                                             
13 Véase Anexo. 
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lo largo de los cinco periodos para estudiar la existencia de convergencia beta en cada periodo por 
separado. 
 
Debido a que se trabaja con datos espaciales y temporales, se analizará el efecto fijo de ambos 
introduciendo dummies espaciales y temporales considerando los cinco periodos temporales en cada 
modelo. Por tanto, se obtendrá resultados para el modelo sin efectos fijos (2), el modelo con efectos 
fijos espaciales (3), el modelo con efectos fijos temporales (4) y el modelo con ambos efectos fijos 
(5) y se expresan de la forma siguiente:14 
(2) ∆𝐭𝐭+𝟏𝐘 = 𝛂 +  𝛃𝐗𝐢,𝐭 + 𝛅𝐢,𝐭 
(3) ∆𝐭𝐭+𝟏𝐘 =  𝛃𝐗𝐢,𝐭 + 𝐃𝐏𝟏 + ⋯+ 𝐃𝐏𝟓𝟎 + 𝛅𝐢 
(4) ∆𝐭𝐭+𝟏𝐘 =  𝛃𝐗𝐢 𝐭 + 𝐃𝐓𝟏 + ⋯+ 𝐃𝐓𝟓 + 𝛅𝐢 
(5) ∆𝐭𝐭+𝟏𝐘 =  𝛃𝐗𝐢,𝐭 + 𝐃𝐏𝟏 + ⋯+ 𝐃𝐏𝟓𝟎 + 𝐃𝐓𝟏 + ⋯+ 𝐃𝐓𝟒 + 𝛅𝐢 
Para la variable IDH los cinco periodos están formados por los años 1988-1992, 1992-1996, 1996-
2000, 2000-2004 y 2004-2010 y se han obtenido los siguientes resultados para los modelos tipo (1): 
Cuadro 6. Estimaciones (1) por m.c.o. IDH 
PROVINCIAS t Y X β R2 
1 
... 
50 
1 ∆19881992 X88 -0.8775*    0.4196 
1 
... 
50 
2 ∆19921996 X92 -0.07163*    0.09809 
1 
... 
3 ∆19962000 X96 -0.04344*    0.04414 
                                                             
14 Véase Anexo. 
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50 
1 
... 
50 
4 ∆20002004 X00 -0.13467*    0.2517 
1 
... 
50 
5 ∆20042010 X04 -0.09651*    0.07222 
Fuente: Elaboración propia.* indica coeficiente significativo al 5%. 
Por lo que muestran los resultados de las estimaciones, los coeficientes son negativos y 
estadísticamente significativos en los cinco periodos, con los que se llega a la conclusión la 
existencia de convergencia beta en cada periodo. Aunque a corto plazo es difícil que se dé el 
fenómeno de convergencia, en este caso, se puede afirmar que las provincias con menor índice IDH 
han tendido a alcanzar un índice mayor con más rapidez que las provincias con elevados índices de 
IDH en los cinco periodos considerados. 
Para realizar un análisis que abarque todos los años, se realizan las estimaciones de los modelos (2), 
(3), (4) y (5) considerando los cinco periodos a la vez y con efectos fijos. Los resultados se resumen 
en el cuadro 7: 
Cuadro 7. Estimaciones (2), (3), (4), (5) por m.c.o. IDH 
 (2) (3) (4) (5) 
β -0.18635* -0.34998*     -0.26835*     -1.114252* 
R2 0.122 0.9998 0.9998 0,9998 
EF provincias NO SI NO SI 
EF temporal NO NO SI SI 
Fuente: Elaboración propia. * indica coeficiente significativo al 5%. 
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Se puede confirmar a través de los modelos estimados la presencia de existencia de convergencia 
beta, pues los parámetros son negativos y significativos en los cuatro modelos. Cuando se eliminan 
los efectos espaciales y temporales (modelo (5)), el coeficiente es mayor en valor absoluto que en el 
resto de modelos. En cambio, es menor cuando no se consideran ninguno de los efectos fijos 
(modelo (1)). Este hecho explica que la convergencia es más notable si no se tiene en cuenta el 
tiempo ni las diferentes provincias.  
Si se tienen en cuenta los dos efectos fijos por separado, resulta más relevante la convergencia en el 
tiempo (modelo (3)). Así, las provincias con bajos índices de IDH han tendido a alcanzar índices 
más elevados que las provincias que presentan valores altos con el paso de los años. 
Para las variables tasa de paro y PIB per cápita, los periodos analizados están compuestos por los 
años 1988-1993, 1993-1998, 1998-2003, 2003-2008 y 2008-2012. Se han elegido estos periodos ya 
que reflejan épocas de crecimiento económico y recesiones. En los periodos 1993-1998 y 2008-
2012 la economía española vivió una recesión y en los otros tres experimentaba crecimiento 
económico.  
A continuación se muestran los resultados para la tasa de paro de los modelos (1). 
Cuadro 8. Estimaciones (1) por m.c.o. tasa de paro 
PROVINCIAS t Y X β R2 
1 
... 
50 
1 ∆19881993 X88 -0.016367* 0.2541 
1 
... 
50 
2 ∆19931998 X93 -0.002854 0.01614 
1 
... 
3 ∆19982003 X98 -0.001606 0.006572 
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50 
1 
... 
50 
4 ∆20032008 X03 -0.026234* 0.1723 
1 
... 
50 
5 ∆20082012 X12 -0.058165* 0.4832 
Fuente: Elaboración  propia. * indica coeficiente significativo al 5%. 
Debido a que en periodos cortos es difícil que se dé convergencia, se observa, como era de esperar, 
que no hay convergencia para cada uno de los periodos ya que no todos los coeficientes son 
significativos, a pesar de ser negativos. Aunque hay convergencia en 1988-1993, la convergencia es 
más notable en los dos periodos donde España vivió el mayor gran crecimiento económico y la 
mayor época de crisis, siendo éstos 2003-2008 y 2008-2012, respectivamente. Así, durante estos 
tres periodos, las provincias con mayores tasas, han tendido a experimentar un crecimiento más 
lento que las que presentan tasas inferiores.  
Con los resultados del Cuadro 9 analizamos si se experimenta convergencia beta entre los años 
1988 y 2012 con respecto a la tasa de paro. 
Cuadro 9. Estimaciones (2), (3), (4), (5) por m.c.o. tasa de paro 
 (2) (3) (4) (5) 
β -0.038999* -0.074687* -0.014064* -0.028251* 
R2 0.195 0.857 0.9725 0.9766 
EF provincias NO SI NO SI 
EF temporal NO NO SI SI 
Fuente: Elaboración propia. * indica coeficiente significativo al 5%. 
A largo plazo sí se puede afirmar que hay convergencia. El mayor coeficiente beta en valor absoluto 
se obtiene al aplicar el efecto fijo espacial (modelo (3)). A lo largo de los años analizados, las 
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provincias con mayores tasas de paro, que se encuentran situadas en la mitad sud de la península, 
han tendido a tener un crecimiento de la tasa más lento que las que experimentan tasas menores, 
siendo éstas últimas las situadas en la zona norte peninsular.  
Finalmente, para el PIB per cápita, se han obtenido los siguientes resultados mostrados en los 
Cuadros 10 y 11. 
Cuadro 10. Estimaciones (1) por m.c.o. PIB per cápita 
PROVINCIAS t Y X β R2 
1 
... 
50 
1 ∆19881993 X88 -0.004691* 0.0809 
1 
... 
50 
2 ∆19931998 X93 0.002327 0.0144 
1 
... 
50 
3 ∆19982003 X98 -0.006543* 0.2123 
1 
... 
50 
4 ∆20032008 X03 -0.005695* 0.1585 
1 
... 
50 
5 ∆20082012 X12 0.001051 0.01642 
Fuente: Elaboración propia. * indica coeficiente significativo al 5%. 
No hay convergencia en todos los cinco periodos, lo cual es de esperar en periodos cortos de 
tiempo. Pues en los periodos 1993-1998 y 2008-2012 el coeficiente beta es positivo y no es 
48 
 
significativamente estadístico por lo que lleva a la conclusión que no hay convergencia. En cambio, 
en los otros tres periodos sí que hay signos claros de convergencia.  
Los periodos donde no se experimenta convergencia coinciden con las dos épocas de crisis que ha 
vivido España, con lo que no se puede afirmar que las provincias con menos renta per cápita hayan 
crecido más rápido que las que presentan una renta mayor per cápita. En cambio, si se puede 
afirmar que en el resto de periodos hay convergencia beta, debido a que en estos años la economía 
española estaba en crecimiento.  
Cuadro 11. Estimaciones (2), (3), (4), (5) por m.c.o. PIB per cápita 
 (1) (2) (3) (4) 
β -0.008279* -0.01867* -0.0028659* -0.021266* 
R2 0.1822 0.9954 0.9973 0.9981 
EF provincias NO SI NO SI 
EF temporal NO NO SI SI 
Fuente: Elaboración propia. * indica coeficiente significativo al 5%. 
Sin embargo, considerando los cinco periodos si se puede afirmar existencia de convergencia. Pues 
los parámetros beta estimados en los cuatro casos son negativos y estadísticamente significativos. 
Analizando los modelos (2) y (3), es notablemente mayor el valor del parámetro en valor absoluto 
cuando se considera únicamente el efecto fijo espacial. Así que, a largo plazo, las provincias que 
presentan menores PIB per cápita han crecido más rápidamente que las que experimentan valores 
más elevados.  
9. CONCLUSIONES 
En este trabajo se ha analizado la convergencia regional en España, considerando no solo variables 
económicas sino también variables que reflejan la situación de la educación y nivel de vida. Se ha 
desarrollado el análisis estudiando la convergencia sigma y beta en distintos periodos, divididos en 
periodos de crecimiento económico y periodos de crisis económicas. También, se ha centrado la 
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atención en estudiar la autocorrelación espacial con la ayuda del estadístico I de Moran y los 
gráficos de Moran. 
 
Se han encontrado diferentes resultados para cada una de las variables analizadas. Con respecto a la 
variable que recoge información sobre el nivel de educación de la población y esperanza de vida, el 
IDH, se observa que hay existencia de convergencia sigma y beta en todos los periodos analizados. 
Con estos resultados, se llega a la conclusión que a lo largo del tiempo han ido disminuyendo las 
desigualdades, con independencia de la situación económica, pues las mejoras en el nivel de vida de 
la población española se han dado en todas las provincias. Por otro lado, se ha encontrado signos 
claros de que las provincias con índices más bajos de desarrollo humano han evolucionado más 
rápido que las que presentan valores mayores. El estudio de la autocorrelación afirma que no hay 
provincias que, presentando índices elevados, se localicen en una determinada zona de la península, 
sino que se encuentran distribuidas aleatoriamente por el territorio peninsular. En cuanto a la 
relación existente con las variables económicas, la correlación es más elevada en el caso de la renta 
per cápita, siendo ésta positiva. Este hecho vendría a explicar que ha mayor valor de IDH en una 
provincia, se tiende a tener también valores elevados de renta. Ocurre lo contrario con la tasa de 
paro, pues al ser ésta negativa, para las provincias con valores elevados del IDH, éstas tienden a 
tener tasas de paro bajas. 
 
Se describen ahora los resultados obtenidos en el análisis bajo el punto de vista económico. 
Analizando la dependencia espacial, la tasa de paro y el PIB per cápita sí presentan autocorrelación 
en los años analizados. Con la ayuda de los mapas se puede observar como con el paso del tiempo, 
las provincias con tasa de paro elevadas se han ido agrupando en la zona sud de la península, en 
concreto, en las comunidades de Andalucía, Castilla la Mancha, Murcia, Extremadura, Comunidad 
Valenciana e Islas Canarias. Aunque en los años anteriores a la crisis se puede observar que no sólo 
se concentran en esa zona, sino que también presentan tasas altas algunas provincias situadas en el 
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norte, como las provincias de Castilla y León y Cantabria. En cuanto al PIB per cápita, las 
provincias con valores superiores a la media se sitúan en la zona norte peninsular, siendo éstas las 
provincias de Catalunya, Madrid, País Vasco, Navarra, Aragón y zona este de Castilla y León, 
incluidas las Islas Baleares y Canarias.  
Con respecto a la convergencia en el caso de la tasa de paro, hay signos de convergencia sigma 
durante los años analizados. Cuando se analizan los cinco periodos por separado, en las dos épocas 
de crisis, si hay signos claros de convergencia sigma. Este hecho se debe a que la desigualdad 
disminuyó entre las diferentes provincias, pues la tasa se elevó a nivel nacional considerablemente. 
En cuanto al periodo comprendido entre 2001 y 2006, la convergencia se debe al crecimiento 
económico que vivía el país, pues la desigualdad disminuyó notablemente entre las provincias que 
presentaban tasas altas con las que presentaban tasas más bajas. Por otro lado, también se puede 
afirmar existencia de convergencia beta entre los años 1988 y 2012, lo que nos lleva a la conclusión 
de que las provincias que presentan valores inferiores de la tasa de paro han tendido a experimentar 
niveles más altos a lo largo del tiempo. Cabe destacar que en las épocas de crisis las provincias más 
afectadas suelen ser las que experimentan una alta actividad económica y más pobladas, por 
ejemplo, en Barcelona, Madrid, Zaragoza, Valladolid y Valencia, la tasa de paro ha aumentado 
considerablemente, exceptuando el País Vasco donde el aumento ha sido poco notable. Sin 
embargo, al darse convergencia, las provincias con valores superiores han experimentado un 
crecimiento más lento, siendo éstas las situadas en la mitad sud de la península. 
 
En cuanto a la renta per cápita, también hay signos claros de convergencia sigma durante los años 
analizados. En particular, analizando los cinco periodos por separado, la convergencia es más 
notable entre 1999 y 2009, cuando España vivía su mayor euforia económica, por lo que las 
desigualdades han disminuido entre las diferentes provincias españolas. También, se puede afirmar 
existencia de convergencia beta a lo largo de los años analizados. Sin embargo, en los cinco 
periodos por separado, concretamente los comprendidos entre 1988-1993 y 1998-2008, 
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coincidiendo con épocas de estabilidad económica, sí hay signos claros de convergencia. En 
cambio, entre los años 1994-1996 y 2009-2012 la economía española no estaba en pleno auge 
económico lo que explica la no convergencia en estos periodos. Por tanto, se puede concluir que las 
provincias con menor renta per cápita tendieron a crecer con más rapidez que las que presentaban 
mayores rentas en épocas de crecimiento económico. 
A la vista de los resultados, siempre hay existencia de convergencia sigma si se analiza desde 
diferentes puntos de vista. Se ha observado que si se estudia bajo factores sociales que muestran el 
nivel de bienestar, hay convergencia sigma y beta durante todos los periodos. Sin embargo, se 
obtienen resultados diferentes para las otras dos variables económicas en los diferentes periodos por 
separado. Pues durante los años analizados, el CV de estas variables no siempre ha experimentado 
una evolución decreciente.  
Cuando se analiza el crecimiento de las provincias que suelen presentar valores inferiores a la 
media, se llega a la conclusión que existe convergencia beta. Pues las provincias que presentan 
menor renta per cápita, como son las provincias de la comunidad de Andalucía, Extremadura, 
Castilla la Mancha, Galicia, Murcia y Castilla y León donde la principal actividad económica está 
basada en la agricultura, han tendido a crecer más rápido que las que presentan valores altos, como 
son las provincias de la comunidad de Catalunya, Madrid, País Vasco, y las provincias de Zaragoza. 
En las Islas Baleares y Canarias, que son zonas donde el turismo tiene un papel importante en sus 
economías, la renta per cápita ha ido aumentando a lo largo de los años analizados ya que el turismo 
en España ha sido uno de las principales fuentes de ingresos. 
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10. ANEXO 
Para realizar los cálculos y gráficos se ha procedido a programar con R. En cada uno de los 
programas se realiza una conexión con la base de datos en formato Excel (B.DATOS.xls) para 
importar los datos de las variables utilizadas en el trabajo. A continuación se detallan cada uno de 
los programas. 
Estadística descriptiva 
library(RODBC) 
conexion<-odbcConnectExcel("I:/B.DATOS.xls") 
datos<-sqlQuery(channel=conexion,"select*from[Hoja1$]") 
close(conexion) 
#IDH 
MIDH<-matrix(datos$IDH[1:1150],nrow=50,ncol=25) 
media.total1<-(1/1000)*sum(datos$IDH,na.rm=TRUE); xi1<-apply(MIDH,1,sum,na.rm=TRUE); xi.media1<-
(1/20)*xi1; S1<-sum((xi.media1-media.total1)^2); SB1<-(1/49)*S1; DSB1<-sqrt(SB1); Y1<-apply((MIDH-
xi.media1)^2,1,sum,na.rm=TRUE); U1<-sum(Y1); SW1<-(1/999)*U1; DSW1<-sqrt(SW1) 
#TASA DE PARO 
MPARO<-matrix(datos$PARO[1:1250],nrow=50,ncol=25) 
media.total3<-(1/1250)*sum(datos$PARO,na.rm=TRUE); xi3<-apply(MPARO,1,sum,na.rm=TRUE); xi.media3<-
(1/25)*xi3; S3<-sum((xi.media3-media.total3)^2); SB3<-(1/49)*S3; DSB3<-sqrt(SB3); Y3<-apply((MPARO-
xi.media3)^2,1,sum,na.rm=TRUE); U3<-sum(Y3); SW3<-(1/399)*U3; DSW3<-sqrt(SW3) 
#PIB PER CÁPITA 
MPIB<-matrix(datos$PIBpCAPITA[1:1250],nrow=50,ncol=25) 
media.total4<-(1/1250)*sum(datos$PIBpCAPITA,na.rm=TRUE); xi4<-apply(MPIB,1,sum,na.rm=TRUE); xi.media4<-
(1/25)*xi4; S4<-sum((xi.media4-media.total4)^2); SB4<-(1/49)*S4; DSB4<-sqrt(SB4); Y4<-apply((MPIB-
xi.media4)^2,1,sum,na.rm=TRUE); U4<-sum(Y4); SW4<-(1/1149)*U4; DSW4<-sqrt(SW4) 
#RESULTADOS CUADRO 2 
data.frame(Variable=c("IDH  
Overall","Between","Within"),Desv.Estándar=c(sd(datos$IDH[1:1150]),DSB1,DSW1),Media=c(mean(datos$IDH[1:11
50]),"",""),Min=c(min(datos$IDH[1:1150]),"",""),Max=c(max(datos$IDH[1:1150]),"",""),Observaciones=c("N=1150",
"n=50","T=23")) 
data.frame(Variable=c("T.PARO  
Overall","Between","Within"),Desv.Estándar=c(sd(datos$PARO[1:1250]),DSB3,DSW3),Media=c(mean(datos$PARO[
1:1250]),"",""),Min=c(min(datos$PARO[1:1250]),"",""),Max=c(max(datos$PARO[1:1250]),"",""),Observaciones=c("N
=1250","n=50","T=25")) 
data.frame(Variable=c("PIBpC  
Overall","Between","Within"),Desv.Estándar=c(sd(datos$PIBpCAPITA[1:1250]),DSB4,DSW4),Media=c(mean(datos$
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PIBpCAPITA[1:1250]),"",""),Min=c(min(datos$PIBpCAPITA[1:1250]),"",""),Max=c(max(datos$PIBpCAPITA[1:125
0]),"",""),Observaciones=c("N=1250","n=50","T=25")) 
Para el cálculo de las desviaciones within y between se ha construido una matriz para cada una de 
las variables. Esta matriz está formada por cincuenta filas correspondientes a las cincuenta 
provincias y T columnas donde T=23 en el caso de la variable IDH y T=25 en el caso de las 
variables tasa de paro y PIB per cápita, que corresponde a los años. Se han definido con el nombre 
MIDH, MPARO y MPIB. En primer lugar se calcula de desviación estándar between que tiene la 
expresión siguiente: 
σB = � 1N − 1�(x�i − x�)250
i=1
, x� = 1NT�� xitT
t=1
50
i=1
,        x�i = 1T� xitT
t=1
 
La media total x� se calcula con la instrucción media.total, sumando todos los compoentes del vector 
de cada variable que contiene todas las provincias y todos los años analizados y dividiendo entre el 
número total de observaciones obteniendo así la media total. El factor x�i es el vector de la media de 
cada provincia y está compuesto por cincuenta componentes. Para obtenerlo, primero se realiza la 
suma de cada fila de la matriz definida anteriormente y se denota por xi. Para obtener  x�i se divide 
cada componente por T que se corresponde a la instrucción definida por xi.media. Una vez se tienen 
estos dos factores, se calcula ∑ (?̅?𝑖 − ?̅?)250𝑖=1  con la instrucción S que contiene y, con SB, se obtiene 
la varianza between. Finalmente, para calcular la desviación between se calcula la raíz cuadrada de 
SB, definida por DSB y se obtiene 𝜎𝐵. 
Para el cálculo de la desviación within, que tiene la siguiente expresión:  
σW = � 1NT − 1��(xit − x�i)2T
t=1
50
i=1
, x�i = 1T� xitT
t=1
 
donde primero se calcula el vector ∑ (xit − x�i)2Tt=1  de cincuenta componentes con la instrucción 
definida por Y que tiene la expresión Y = ((x1,1 − x�1)2 + ⋯+ (x1,T − x�1)2, … , (x50,1 − x�50)2 +
⋯+ (x50,T − x�50)2), luego se calcula ∑ ∑ (xit − x�i)2Tt=150i=1  con la instrucción definida por U que 
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suma las cincuenta componentes de este último vector. Con la instrucción SW se calcula la varianza 
1
NT−1
∑ ∑ (xit − x�i)2Tt=150i=1  y, finalmente, con DSW se obtiene la desviación within 𝜎𝑊. 
Matriz de correlaciones  
library(RODBC) 
conexion<-odbcConnectExcel("I:/B.DATOS.xls") 
datos<-sqlQuery(channel=conexion,"select*from[Hoja1$]") 
close(conexion) 
c2<-cor(datos$IDH,datos$PARO,use="pairwise.complete.obs") 
c3<-cor(datos$IDH,datos$PIBpCAPITA,use="pairwise.complete.obs") 
c6<-cor(datos$PARO,datos$PIBpCAPITA,use="pairwise.complete.obs") 
data.frame(DATOS=c("IDH","PARO","PIBpCAPITA"),IDH=c(1,c2,c3),PARO=c(c2,1,c6),PIBpCAPITA=c(c3,c6,1)) 
 
Correlación residuos considerando los tres tipos efecto fijos 
library(dummies) 
library(RODBC) 
conexion<-odbcConnectExcel("I:/B.DATOS.xls") 
datos<-sqlQuery(channel=conexion,"select*from[Hoja1$]") 
close(conexion) 
dP<-dummy(datos$PROVINCIA); dA<-dummy(datos$AÑO) 
#Regresiones con dummies Provincias correspondiente al modelo (1) 
gPIDH<-lm(datos$IDH~dP-1); gPTPARO<-lm(datos$PARO~dP-1); gPPIBpC<-lm(datos$PIBpCAPITA~dP-1); 
rPIDH<-gPIDH$resid; rPTPARO<-gPTPARO$resid; rPPIBpC<-gPPIBpC$resid 
#Correlaciones residuos efecto provincias 
pIDHyPIBpC<-cor(rPIDH,rPPIBpC[1:1150]); pIDHyPARO<-cor(rPIDH,rPTPARO[1:1150]); pPIBpCyPARO<-
cor(rPTPARO,rPPIBpC) 
#Regresiones con dummies años correspondiente al modelo (2) 
gAIDH<-lm(datos$IDH~dA-1); gATPARO<-lm(datos$PARO~dA-1); gAPIBpC<-lm(datos$PIBpCAPITA~dA-1); 
rAIDH<-gAIDH$resid; rATPARO<-gATPARO$resid; rAPIBpC<-gAPIBpC$resid 
#Correlaciones residuos efecto años 
aIDHyPIBpC<-cor(rAIDH,rAPIBpC[1:1150]); aIDHyPARO<-cor(rAIDH,rATPARO[1:1150]); aPIBpCyPARO<-
cor(rATPARO,rAPIBpC) 
#Regresiones con dummies provincias y años correspondiente al modelo (3) 
55 
 
gPAIDH<-lm(datos$IDH~dP+dA-1); gPATPARO<-lm(datos$PARO~dP+dA-1); gPAPIBpC<-
lm(datos$PIBpCAPITA~dP+dA-1); rPAIDH<-gPAIDH$resid; rPATPARO<-gPATPARO$resid; rPAPIBpC<-
gPAPIBpC$resid 
#Correlaciones residuos efecto años y provincias 
paIDHyPIBpC<-cor(rPAIDH,rPAPIBpC[1:1150]); paIDHyPARO<-cor(rPAIDH,rPATPARO[1:1150]); 
paPIBpCyPARO<-cor(rPATPARO,rPAPIBpC) 
 
I de Moran para la variable IDH entre 1988 y 2010 
library(RODBC) 
library(ape) 
conexion1<-odbcConnectExcel("I:/B.DATOS.xls") 
datos1<-sqlQuery(channel=conexion1,"select*from[Hoja1$]") 
conexion2<-odbcConnectExcel("I:/MATRIXWF.xls") 
mweight<-sqlQuery(channel=conexion2,"select*from[Hoja1$]") 
IDH1989<-datos1$IDH[51:100]; IDH1990<-datos1$IDH[101:150]; IDH1991<-datos1$IDH[151:200]; IDH1992<-
datos1$IDH[201:250]; IDH1993<-datos1$IDH[251:300]; IDH1994<-datos1$IDH[301:350]; IDH1995<-
datos1$IDH[351:400]; IDH1996<-datos1$IDH[401:450]; IDH1997<-datos1$IDH[451:500]; IDH1998<-
datos1$IDH[501:550]; IDH1999<-datos1$IDH[551:600]; IDH2000<-datos1$IDH[601:650]; IDH2001<-
datos1$IDH[651:700]; IDH2002<-datos1$IDH[701:750]; IDH2003<-datos1$IDH[751:800]; IDH2004<-
datos1$IDH[801:850]; IDH2005<-datos1$IDH[851:900]; IDH2006<-datos1$IDH[901:950]; IDH2007<-
datos1$IDH[951:1000]; IDH2008<-datos1$IDH[1001:1050]; IDH2009<-datos1$IDH[1051:1100]; IDH2010<-
datos1$IDH[1101:1150] 
MW<-data.matrix(mweight) 
M1989<-Moran.I(IDH1989,MW,scaled=TRUE,alt="two.sided") 
M1990<-Moran.I(IDH1990,MW,scaled=TRUE,alt="two.sided") 
M1991<-Moran.I(IDH1991,MW,scaled=TRUE,alt="two.sided") 
M1992<-Moran.I(IDH1992,MW,scaled=TRUE,alt="two.sided") 
M1993<-Moran.I(IDH1993,MW,scaled=TRUE,alt="two.sided") 
M1994<-Moran.I(IDH1994,MW,scaled=TRUE,alt="two.sided") 
M1995<-Moran.I(IDH1995,MW,scaled=TRUE,alt="two.sided") 
M1996<-Moran.I(IDH1996,MW,scaled=TRUE,alt="two.sided") 
M1997<-Moran.I(IDH1997,MW,scaled=TRUE,alt="two.sided") 
M1998<-Moran.I(IDH1998,MW,scaled=TRUE,alt="two.sided") 
M1999<-Moran.I(IDH1999,MW,scaled=TRUE,alt="two.sided") 
M2000<-Moran.I(IDH2000,MW,scaled=TRUE,alt="two.sided") 
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M2001<-Moran.I(IDH2001,MW,scaled=TRUE,alt="two.sided") 
M2002<-Moran.I(IDH2002,MW,scaled=TRUE,alt="two.sided") 
M2003<-Moran.I(IDH2003,MW,scaled=TRUE,alt="two.sided") 
M2004<-Moran.I(IDH2004,MW,scaled=TRUE,alt="two.sided") 
M2005<-Moran.I(IDH2005,MW,scaled=TRUE,alt="two.sided") 
M2006<-Moran.I(IDH2006,MW,scaled=TRUE,alt="two.sided") 
M2007<-Moran.I(IDH2007,MW,scaled=TRUE,alt="two.sided") 
M2008<-Moran.I(IDH2008,MW,scaled=TRUE,alt="two.sided") 
M2009<-Moran.I(IDH2009,MW,scaled=TRUE,alt="two.sided") 
M2010<-Moran.I(IDH2010,MW,scaled=TRUE,alt="two.sided") 
data.frame(t(cbind("I.M 1989"=M1989,"I.M 1990"=M1990,"I.M 1991"=M1991,"I.M 1992"=M1992,"I.M 
1993"=M1993,"I.M 1994"=M1994,"I.M 1995"=M1995,"I.M 1996"=M1996,"I.M 1997"=M1997,"I.M 
1998"=M1998,"I.M 1999"=M1999,"I.M 2000"=M2000,"I.M 2001"=M2001,"I.M 2002"=M2002,"I.M 
2003"=M2003,"I.M 2004"=M2004,"I.M 2005"=M2005,"I.M 2006"=M2006,"I.M 2007"=M2007,"I.M 
2008"=M2008,"I.M 2009"=M2009,"I.M 2010"=M2010))) 
i.m<-data.frame("I.M 1989"=M1989$observed,"I.M 1990"=M1990$observed,"I.M 1991"=M1991$observed,"I.M 
1992"=M1992$observed,"I.M 1993"=M1993$observed,"I.M 1994"=M1994$observed,"I.M 
1995"=M1995$observed,"I.M 1996"=M1996$observed,"I.M 1997"=M1997$observed,"I.M 
1998"=M1998$observed,"I.M 1999"=M1999$observed,"I.M 2000"=M2000$observed,"I.M 
2001"=M2001$observed,"I.M 2002"=M2002$observed,"I.M 2003"=M2003$observed,"I.M 
2004"=M2004$observed,"I.M 2005"=M2005$observed,"I.M 2006"=M2006$observed,"I.M 
2007"=M2007$observed,"I.M 2008"=M2008$observed,"I.M 2009"=M2009$observed,"I.M 2010"=M2010$observed) 
library(MASS) 
data(crabs) 
write.table(data.frame(i.m),file="I:/IMIDH.txt") 
library(spdep) 
listw<-mat2listw(MW, row.names = NULL, style="M") 
moran.plot(IDH1993, listw, zero.policy=FALSE, spChk=NULL, labels=NULL, xlab=NULL, ylab=NULL, 
quiet=FALSE) 
moran.plot(IDH2001, listw, zero.policy=FALSE, spChk=NULL, labels=NULL, xlab=NULL, ylab=NULL, 
quiet=FALSE) 
moran.plot(IDH2009, listw, zero.policy=FALSE, spChk=NULL, labels=NULL, xlab=NULL, ylab=NULL, 
quiet=FALSE) 
 
I de Moran para la variable tasa de paro entre 1988 y 2012 
library(RODBC) 
library(ape) 
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conexion1<-odbcConnectExcel("I:/B.DATOS.xls") 
datos1<-sqlQuery(channel=conexion1,"select*from[Hoja1$]") 
conexion2<-odbcConnectExcel("I:/MATRIXWF.xls") 
mweight<-sqlQuery(channel=conexion2,"select*from[Hoja1$]") 
PARO1988<-datos1$PARO[1:50]; PARO1989<-datos1$PARO[51:100]; PARO1990<-datos1$PARO[101:150]; 
PARO1991<-datos1$PARO[151:200]; PARO1992<-datos1$PARO[201:250]; PARO1993<-datos1$PARO[251:300]; 
PARO1994<-datos1$PARO[301:350]; PARO1995<-datos1$PARO[351:400]; PARO1996<-datos1$PARO[401:450]; 
PARO1997<-datos1$PARO[451:500]; PARO1998<-datos1$PARO[501:550]; PARO1999<-datos1$PARO[551:600]; 
PARO2000<-datos1$PARO[601:650]; PARO2001<-datos1$PARO[651:700]; PARO2002<-datos1$PARO[701:750]; 
PARO2003<-datos1$PARO[751:800]; PARO2004<-datos1$PARO[801:850]; PARO2005<-datos1$PARO[851:900]; 
PARO2006<-datos1$PARO[901:950]; PARO2007<-datos1$PARO[951:1000]; PARO2008<-
datos1$PARO[1001:1050]; PARO2009<-datos1$PARO[1051:1100]; PARO2010<-datos1$PARO[1101:1150]; 
PARO2011<-datos1$PARO[1151:1200]; PARO2012<-datos1$PARO[1201:1250] 
MW<-data.matrix(mweight) 
M1988<-Moran.I(PARO1988,MW,scaled=TRUE,alt="two.sided") 
M1989<-Moran.I(PARO1989,MW,scaled=TRUE,alt="two.sided") 
M1990<-Moran.I(PARO1990,MW,scaled=TRUE,alt="two.sided") 
M1991<-Moran.I(PARO1991,MW,scaled=TRUE,alt="two.sided") 
M1992<-Moran.I(PARO1992,MW,scaled=TRUE,alt="two.sided") 
M1993<-Moran.I(PARO1993,MW,scaled=TRUE,alt="two.sided") 
M1994<-Moran.I(PARO1994,MW,scaled=TRUE,alt="two.sided") 
M1995<-Moran.I(PARO1995,MW,scaled=TRUE,alt="two.sided") 
M1996<-Moran.I(PARO1996,MW,scaled=TRUE,alt="two.sided") 
M1997<-Moran.I(PARO1997,MW,scaled=TRUE,alt="two.sided") 
M1998<-Moran.I(PARO1998,MW,scaled=TRUE,alt="two.sided") 
M1999<-Moran.I(PARO1999,MW,scaled=TRUE,alt="two.sided") 
M2000<-Moran.I(PARO2000,MW,scaled=TRUE,alt="two.sided") 
M2001<-Moran.I(PARO2001,MW,scaled=TRUE,alt="two.sided") 
M2002<-Moran.I(PARO2002,MW,scaled=TRUE,alt="two.sided") 
M2003<-Moran.I(PARO2003,MW,scaled=TRUE,alt="two.sided") 
M2004<-Moran.I(PARO2004,MW,scaled=TRUE,alt="two.sided") 
M2005<-Moran.I(PARO2005,MW,scaled=TRUE,alt="two.sided") 
M2006<-Moran.I(PARO2006,MW,scaled=TRUE,alt="two.sided") 
M2007<-Moran.I(PARO2007,MW,scaled=TRUE,alt="two.sided") 
M2008<-Moran.I(PARO2008,MW,scaled=TRUE,alt="two.sided") 
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M2009<-Moran.I(PARO2009,MW,scaled=TRUE,alt="two.sided") 
M2010<-Moran.I(PARO2010,MW,scaled=TRUE,alt="two.sided") 
M2011<-Moran.I(PARO2011,MW,scaled=TRUE,alt="two.sided") 
M2012<-Moran.I(PARO2012,MW,scaled=TRUE,alt="two.sided") 
data.frame(t(cbind("I.M 1988"=M1988,"I.M 1989"=M1989,"I.M 1990"=M1990,"I.M 1991"=M1991,"I.M 
1992"=M1992,"I.M 1993"=M1993,"I.M 1994"=M1994,"I.M 1995"=M1995,"I.M 1996"=M1996,"I.M 
1997"=M1997,"I.M 1998"=M1998,"I.M 1999"=M1999,"I.M 2000"=M2000,"I.M 2001"=M2001,"I.M 
2002"=M2002,"I.M 2003"=M2003,"I.M 2004"=M2004,"I.M 2005"=M2005,"I.M 2006"=M2006,"I.M 
2007"=M2007,"I.M 2008"=M2008,"I.M 2009"=M2009,"I.M 2010"=M2010, "I.M 2011"=M2011, "I.M 
2012"=M2012))) 
i.m<-data.frame("I.M 1988"=M1988$observed, "I.M 1989"=M1989$observed,"I.M 1990"=M1990$observed,"I.M 
1991"=M1991$observed,"I.M 1992"=M1992$observed,"I.M 1993"=M1993$observed,"I.M 
1994"=M1994$observed,"I.M 1995"=M1995$observed,"I.M 1996"=M1996$observed,"I.M 
1997"=M1997$observed,"I.M 1998"=M1998$observed,"I.M 1999"=M1999$observed,"I.M 
2000"=M2000$observed,"I.M 2001"=M2001$observed,"I.M 2002"=M2002$observed,"I.M 
2003"=M2003$observed,"I.M 2004"=M2004$observed,"I.M 2005"=M2005$observed,"I.M 
2006"=M2006$observed,"I.M 2007"=M2007$observed,"I.M 2008"=M2008$observed,"I.M 
2009"=M2009$observed,"I.M 2010"=M2010$observed,"I.M 2011"=M2011$observed,"I.M 2012"=M2012$observed) 
library(MASS) 
data(crabs) 
write.table(data.frame(i.m),file="I:/IMPARO.txt") 
 
I de Moran para la variable PIB per cápita entre 1988 y 2012 
library(RODBC) 
library(ape) 
conexion1<-odbcConnectExcel("I:/B.DATOS.xls") 
datos1<-sqlQuery(channel=conexion1,"select*from[Hoja1$]") 
conexion2<-odbcConnectExcel("I:/MATRIXWF.xls") 
mweight<-sqlQuery(channel=conexion2,"select*from[Hoja1$]") 
PIBPC1988<-datos1$PIBpCAPITA[1:50]; PIBPC1989<-datos1$PIBpCAPITA[51:100]; PIBPC1990<-
datos1$PIBpCAPITA[101:150]; PIBPC1991<-datos1$PIBpCAPITA[151:200]; PIBPC1992<-
datos1$PIBpCAPITA[201:250]; PIBPC1993<-datos1$PIBpCAPITA[251:300]; PIBPC1994<-
datos1$PIBpCAPITA[301:350]; PIBPC1995<-datos1$PIBpCAPITA[351:400]; PIBPC1996<-
datos1$PIBpCAPITA[401:450]; PIBPC1997<-datos1$PIBpCAPITA[451:500]; PIBPC1998<-
datos1$PIBpCAPITA[501:550]; PIBPC1999<-datos1$PIBpCAPITA[551:600]; PIBPC2000<-
datos1$PIBpCAPITA[601:650]; PIBPC2001<-datos1$PIBpCAPITA[651:700]; PIBPC2002<-
datos1$PIBpCAPITA[701:750]; PIBPC2003<-datos1$PIBpCAPITA[751:800]; PIBPC2004<-
datos1$PIBpCAPITA[801:850]; PIBPC2005<-datos1$PIBpCAPITA[851:900]; PIBPC2006<-
datos1$PIBpCAPITA[901:950]; PIBPC2007<-datos1$PIBpCAPITA[951:1000]; PIBPC2008<-
datos1$PIBpCAPITA[1001:1050]; PIBPC2009<-datos1$PIBpCAPITA[1051:1100]; PIBPC2010<-
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datos1$PIBpCAPITA[1101:1150]; PIBPC2011<-datos1$PIBpCAPITA[1151:1200]; PIBPC2012<-
datos1$PIBpCAPITA[1201:1250] 
MW<-data.matrix(mweight) 
M1988<-Moran.I(PIBPC1988,MW,scaled=TRUE,alt="two.sided") 
M1989<-Moran.I(PIBPC1989,MW,scaled=TRUE,alt="two.sided") 
M1990<-Moran.I(PIBPC1990,MW,scaled=TRUE,alt="two.sided") 
M1991<-Moran.I(PIBPC1991,MW,scaled=TRUE,alt="two.sided") 
M1992<-Moran.I(PIBPC1992,MW,scaled=TRUE,alt="two.sided") 
M1993<-Moran.I(PIBPC1993,MW,scaled=TRUE,alt="two.sided") 
M1994<-Moran.I(PIBPC1994,MW,scaled=TRUE,alt="two.sided") 
M1995<-Moran.I(PIBPC1995,MW,scaled=TRUE,alt="two.sided") 
M1996<-Moran.I(PIBPC1996,MW,scaled=TRUE,alt="two.sided") 
M1997<-Moran.I(PIBPC1997,MW,scaled=TRUE,alt="two.sided") 
M1998<-Moran.I(PIBPC1998,MW,scaled=TRUE,alt="two.sided") 
M1999<-Moran.I(PIBPC1999,MW,scaled=TRUE,alt="two.sided") 
M2000<-Moran.I(PIBPC2000,MW,scaled=TRUE,alt="two.sided") 
M2001<-Moran.I(PIBPC2001,MW,scaled=TRUE,alt="two.sided") 
M2002<-Moran.I(PIBPC2002,MW,scaled=TRUE,alt="two.sided") 
M2003<-Moran.I(PIBPC2003,MW,scaled=TRUE,alt="two.sided") 
M2004<-Moran.I(PIBPC2004,MW,scaled=TRUE,alt="two.sided") 
M2005<-Moran.I(PIBPC2005,MW,scaled=TRUE,alt="two.sided") 
M2006<-Moran.I(PIBPC2006,MW,scaled=TRUE,alt="two.sided") 
M2007<-Moran.I(PIBPC2007,MW,scaled=TRUE,alt="two.sided") 
M2008<-Moran.I(PIBPC2008,MW,scaled=TRUE,alt="two.sided") 
M2009<-Moran.I(PIBPC2009,MW,scaled=TRUE,alt="two.sided") 
M2010<-Moran.I(PIBPC2010,MW,scaled=TRUE,alt="two.sided") 
M2011<-Moran.I(PIBPC2011,MW,scaled=TRUE,alt="two.sided") 
M2012<-Moran.I(PIBPC2012,MW,scaled=TRUE,alt="two.sided") 
i.m<-data.frame("I.M 1988"=M1988$observed,"I.M 1989"=M1989$observed,"I.M 1990"=M1990$observed,"I.M 
1991"=M1991$observed,"I.M 1992"=M1992$observed,"I.M 1993"=M1993$observed,"I.M 
1994"=M1994$observed,"I.M 1995"=M1995$observed,"I.M 1996"=M1996$observed,"I.M 
1997"=M1997$observed,"I.M 1998"=M1998$observed,"I.M 1999"=M1999$observed,"I.M 
2000"=M2000$observed,"I.M 2001"=M2001$observed,"I.M 2002"=M2002$observed,"I.M 
2003"=M2003$observed,"I.M 2004"=M2004$observed,"I.M 2005"=M2005$observed,"I.M 
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2006"=M2006$observed,"I.M 2007"=M2007$observed,"I.M 2008"=M2008$observed,"I.M 
2009"=M2009$observed,"I.M 2010"=M2010$observed,"I.M 2011"=M2011$observed,"I.M 2012"=M2012$observed) 
data.frame(t(cbind("I.M 1989"=M1989,"I.M 1990"=M1990,"I.M 1991"=M1991,"I.M 1992"=M1992,"I.M 
1993"=M1993,"I.M 1994"=M1994,"I.M 1995"=M1995,"I.M 1996"=M1996,"I.M 1997"=M1997,"I.M 
1998"=M1998,"I.M 1999"=M1999,"I.M 2000"=M2000,"I.M 2001"=M2001,"I.M 2002"=M2002,"I.M 
2003"=M2003,"I.M 2004"=M2004,"I.M 2005"=M2005,"I.M 2006"=M2006,"I.M 2007"=M2007,"I.M 
2008"=M2008,"I.M 2009"=M2009,"I.M 2010"=M2010, "I.M 2011"=M2011, "I.M 2012"=M2012))) 
library(MASS) 
data(crabs) 
write.table(data.frame(i.m),file="I:/IMPIBPC.txt") 
 
Convergencia sigma 
library(RODBC) 
library(ape) 
conexion1<-odbcConnectExcel("I:/B.DATOS.xls") 
datos1<-sqlQuery(channel=conexion1,"select*from[Hoja1$]") 
#IDH 
IDH1988<-datos1$IDH[1:50]; IDH1989<-datos1$IDH[51:100]; IDH1990<-datos1$IDH[101:150]; IDH1991<-
datos1$IDH[151:200]; IDH1992<-datos1$IDH[201:250]; IDH1993<-datos1$IDH[251:300]; IDH1994<-
datos1$IDH[301:350]; IDH1995<-datos1$IDH[351:400]; IDH1996<-datos1$IDH[401:450]; IDH1997<-
datos1$IDH[451:500]; IDH1998<-datos1$IDH[501:550]; IDH1999<-datos1$IDH[551:600]; IDH2000<-
datos1$IDH[601:650]; IDH2001<-datos1$IDH[651:700]; IDH2002<-datos1$IDH[701:750]; IDH2003<-
datos1$IDH[751:800]; IDH2004<-datos1$IDH[801:850]; IDH2005<-datos1$IDH[851:900]; IDH2006<-
datos1$IDH[901:950]; IDH2007<-datos1$IDH[951:1000]; IDH2008<-datos1$IDH[1001:1050]; IDH2009<-
datos1$IDH[1051:1100]; IDH2010<-datos1$IDH[1101:1150] 
cv1988<-sd(IDH1988)/abs(mean(IDH1988)) 
cv1989<-sd(IDH1989)/abs(mean(IDH1989)) 
cv1990<-sd(IDH1990)/abs(mean(IDH1990)) 
cv1991<-sd(IDH1991)/abs(mean(IDH1991)) 
cv1992<-sd(IDH1992)/abs(mean(IDH1992)) 
cv1993<-sd(IDH1993)/abs(mean(IDH1993)) 
cv1994<-sd(IDH1994)/abs(mean(IDH1994)) 
cv1995<-sd(IDH1995)/abs(mean(IDH1995)) 
cv1996<-sd(IDH1996)/abs(mean(IDH1996)) 
cv1997<-sd(IDH1997)/abs(mean(IDH1997)) 
cv1998<-sd(IDH1998)/abs(mean(IDH1998)) 
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cv1999<-sd(IDH1999)/abs(mean(IDH1999)) 
cv2000<-sd(IDH2000)/abs(mean(IDH2000)) 
cv2001<-sd(IDH2001)/abs(mean(IDH2001)) 
cv2002<-sd(IDH2002)/abs(mean(IDH2002)) 
cv2003<-sd(IDH2003)/abs(mean(IDH2003)) 
cv2004<-sd(IDH2004)/abs(mean(IDH2004)) 
cv2005<-sd(IDH2005)/abs(mean(IDH2005)) 
cv2006<-sd(IDH2006)/abs(mean(IDH2006)) 
cv2007<-sd(IDH2007)/abs(mean(IDH2007)) 
cv2008<-sd(IDH2008)/abs(mean(IDH2008)) 
cv2009<-sd(IDH2009)/abs(mean(IDH2009)) 
cv2010<-sd(IDH2010)/abs(mean(IDH2010)) 
cvIDH<-
data.frame(cv1988,cv1989,cv1990,cv1991,cv1992,cv1993,cv1994,cv1995,cv1996,cv1997,cv1998,cv1999,cv2000,cv20
01,cv2002,cv2003,cv2004,cv2005,cv2006,cv2007,cv2008,cv2009,cv2010) 
library(MASS) 
data(crabs) 
write.table(data.frame(cvIDH),file="I:/cvIDH.txt") 
#TASA DE PARO 
PARO1988<-datos1$PARO[1:50]; PARO1989<-datos1$PARO[51:100]; PARO1990<-datos1$PARO[101:150]; 
PARO1991<-datos1$PARO[151:200]; PARO1992<-datos1$PARO[201:250]; PARO1993<-datos1$PARO[251:300]; 
PARO1994<-datos1$PARO[301:350]; PARO1995<-datos1$PARO[351:400]; PARO1996<-datos1$PARO[401:450]; 
PARO1997<-datos1$PARO[451:500]; PARO1998<-datos1$PARO[501:550]; PARO1999<-datos1$PARO[551:600]; 
PARO2000<-datos1$PARO[601:650]; PARO2001<-datos1$PARO[651:700]; PARO2002<-datos1$PARO[701:750]; 
PARO2003<-datos1$PARO[751:800]; PARO2004<-datos1$PARO[801:850]; PARO2005<-datos1$PARO[851:900]; 
PARO2006<-datos1$PARO[901:950]; PARO2007<-datos1$PARO[951:1000]; PARO2008<-
datos1$PARO[1001:1050]; PARO2009<-datos1$PARO[1051:1100]; PARO2010<-datos1$PARO[1101:1150]; 
PARO2011<-datos1$PARO[1151:1200]; PARO2012<-datos1$PARO[1201:1250] 
cv1988<-sd(PARO1988)/abs(mean(PARO1988)) 
cv1989<-sd(PARO1989)/abs(mean(PARO1989)) 
cv1990<-sd(PARO1990)/abs(mean(PARO1990)) 
cv1991<-sd(PARO1991)/abs(mean(PARO1991)) 
cv1992<-sd(PARO1992)/abs(mean(PARO1992)) 
cv1993<-sd(PARO1993)/abs(mean(PARO1993)) 
cv1994<-sd(PARO1994)/abs(mean(PARO1994)) 
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cv1995<-sd(PARO1995)/abs(mean(PARO1995)) 
cv1996<-sd(PARO1996)/abs(mean(PARO1996)) 
cv1997<-sd(PARO1997)/abs(mean(PARO1997)) 
cv1998<-sd(PARO1998)/abs(mean(PARO1998)) 
cv1999<-sd(PARO1999)/abs(mean(PARO1999)) 
cv2000<-sd(PARO2000)/abs(mean(PARO2000)) 
cv2001<-sd(PARO2001)/abs(mean(PARO2001)) 
cv2002<-sd(PARO2002)/abs(mean(PARO2002)) 
cv2003<-sd(PARO2003)/abs(mean(PARO2003)) 
cv2004<-sd(PARO2004)/abs(mean(PARO2004)) 
cv2005<-sd(PARO2005)/abs(mean(PARO2005)) 
cv2006<-sd(PARO2006)/abs(mean(PARO2006)) 
cv2007<-sd(PARO2007)/abs(mean(PARO2007)) 
cv2008<-sd(PARO2008)/abs(mean(PARO2008)) 
cv2009<-sd(PARO2009)/abs(mean(PARO2009)) 
cv2010<-sd(PARO2010)/abs(mean(PARO2010)) 
cv2011<-sd(PARO2011)/abs(mean(PARO2011)) 
cv2012<-sd(PARO2012)/abs(mean(PARO2012)) 
cvPARO<-
data.frame(cv1988,cv1989,cv1990,cv1991,cv1992,cv1993,cv1994,cv1995,cv1996,cv1997,cv1998,cv1999,cv2000,cv20
01,cv2002,cv2003,cv2004,cv2005,cv2006,cv2007,cv2008,cv2009,cv2010,cv2011,cv2012) 
#PIB PER CÁPITA 
library(MASS) 
data(crabs) 
write.table(data.frame(cvPARO),file="I:/cvPARO.txt") 
PIBPC1988<-datos1$PIBpCAPITA[1:50]; PIBPC1989<-datos1$PIBpCAPITA[51:100]; PIBPC1990<; 
datos1$PIBpCAPITA[101:150]; PIBPC1991<-datos1$PIBpCAPITA[151:200]; PIBPC1992<-
datos1$PIBpCAPITA[201:250]; PIBPC1993<-datos1$PIBpCAPITA[251:300]; PIBPC1994<-
datos1$PIBpCAPITA[301:350]; PIBPC1995<-datos1$PIBpCAPITA[351:400]; PIBPC1996<-
datos1$PIBpCAPITA[401:450]; PIBPC1997<-datos1$PIBpCAPITA[451:500]; PIBPC1998<-
datos1$PIBpCAPITA[501:550]; PIBPC1999<-datos1$PIBpCAPITA[551:600]; PIBPC2000<-
datos1$PIBpCAPITA[601:650]; PIBPC2001<-datos1$PIBpCAPITA[651:700]; PIBPC2002<-
datos1$PIBpCAPITA[701:750]; PIBPC2003<-datos1$PIBpCAPITA[751:800]; PIBPC2004<-
datos1$PIBpCAPITA[801:850]; PIBPC2005<-datos1$PIBpCAPITA[851:900]; PIBPC2006<-
datos1$PIBpCAPITA[901:950]; PIBPC2007<-datos1$PIBpCAPITA[951:1000]; PIBPC2008<-
datos1$PIBpCAPITA[1001:1050]; PIBPC2009<-datos1$PIBpCAPITA[1051:1100]; PIBPC2010<-
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datos1$PIBpCAPITA[1101:1150]; PIBPC2011<-datos1$PIBpCAPITA[1151:1200]; PIBPC2012<-
datos1$PIBpCAPITA[1201:1250] 
cv1988<-sd(PIBPC1988)/abs(mean(PIBPC1988)) 
cv1989<-sd(PIBPC1989)/abs(mean(PIBPC1989)) 
cv1990<-sd(PIBPC1990)/abs(mean(PIBPC1990)) 
cv1991<-sd(PIBPC1991)/abs(mean(PIBPC1991)) 
cv1992<-sd(PIBPC1992)/abs(mean(PIBPC1992)) 
cv1993<-sd(PIBPC1993)/abs(mean(PIBPC1993)) 
cv1994<-sd(PIBPC1994)/abs(mean(PIBPC1994)) 
cv1995<-sd(PIBPC1995)/abs(mean(PIBPC1995)) 
cv1996<-sd(PIBPC1996)/abs(mean(PIBPC1996)) 
cv1997<-sd(PIBPC1997)/abs(mean(PIBPC1997)) 
cv1998<-sd(PIBPC1998)/abs(mean(PIBPC1998)) 
cv1999<-sd(PIBPC1999)/abs(mean(PIBPC1999)) 
cv2000<-sd(PIBPC2000)/abs(mean(PIBPC2000)) 
cv2001<-sd(PIBPC2001)/abs(mean(PIBPC2001)) 
cv2002<-sd(PIBPC2002)/abs(mean(PIBPC2002)) 
cv2003<-sd(PIBPC2003)/abs(mean(PIBPC2003)) 
cv2004<-sd(PIBPC2004)/abs(mean(PIBPC2004)) 
cv2005<-sd(PIBPC2005)/abs(mean(PIBPC2005)) 
cv2006<-sd(PIBPC2006)/abs(mean(PIBPC2006)) 
cv2007<-sd(PIBPC2007)/abs(mean(PIBPC2007)) 
cv2008<-sd(PIBPC2008)/abs(mean(PIBPC2008)) 
cv2009<-sd(PIBPC2009)/abs(mean(PIBPC2009)) 
cv2010<-sd(PIBPC2010)/abs(mean(PIBPC2010)) 
cv2011<-sd(PIBPC2011)/abs(mean(PIBPC2011)) 
cv2012<-sd(PIBPC2012)/abs(mean(PIBPC2012)) 
cvPIBPC<-
data.frame(cv1988,cv1989,cv1990,cv1991,cv1992,cv1993,cv1994,cv1995,cv1996,cv1997,cv1998,cv1999,cv2000,cv20
01,cv2002,cv2003,cv2004,cv2005,cv2006,cv2007,cv2008,cv2009,cv2010,cv2011,cv2012) 
library(MASS) 
data(crabs) 
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write.table(data.frame(cvPIBPC),file="I:/cvPIBpC.txt") 
Para realizar el gráfico de los coeficientes de variación se han exportado al excel los resultados de cada variable para 
cada año analizado con la siguiente instrucción:  
library(MASS) 
data(crabs) 
write.table(data.frame(cvIDH),file="I:/cv   .txt") 
 
Convergencia beta 
library(RODBC) 
conexion<-odbcConnectExcel("I:/IDHperiods.xls") 
datos<-sqlQuery(channel=conexion,"select*from[Hoja1$]") 
close(conexion) 
#IDH 
#Estimación modelo (1) para cada uno de los cinco periodos 
#Regresión: Y88.92=bX88+u 
r88.92<-lm(datos$Y88a92[1:50]~datos$X88[1:50]) 
summary(r88.92) 
#Regresión: Y92.96=bX92+u 
r92.96<-lm(datos$Y92a96[1:50]~datos$X92[1:50]) 
summary(r92.96) 
#Regresión: Y96.00=bX96+u 
r96.00<-lm(datos$Y96a00[1:50]~datos$X96[1:50]) 
summary(r96.00) 
#Regresión: Y00.04=bX00+u 
r00.04<-lm(datos$Y00a04[1:50]~datos$X00[1:50]) 
summary(r00.04) 
#Regresión: Y04.10=bX04+u 
r04.10<-lm(datos$Y04a10[1:50]~datos$X04[1:50]) 
summary(r04.10) 
library(dummies) 
dP<-dummy(datos$PROVINCIA[1:250]); dT<-dummy(datos$PERIODO[1:250]) 
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#Regresión sin EF Y=bX+u correspondiente al modelo (2) 
rsef<-lm(datos$Y[1:250]~datos$X[1:250]) 
summary(rsef) 
#Regresión EF provincias Y=bX+dP(50) correspondiente al modelo (3) 
refp<-lm(datos$Y[1:250]~datos$X[1:250]+dP-1) 
summary(refp) 
#Regresión EF temporal Y=bX+dT(5) correspondiente al modelo (4) 
reft<-lm(datos$Y[1:250]~datos$X[1:250]+dT-1) 
summary(reft) 
#Regresión EF provincias y temporal Y=bX+dP(50)+dT(5) correspondiente al modelo (5) 
reftp<-lm(datos$Y[1:250]~datos$X[1:250]+dP+dT[1:250]+dT[251:500]+dT[501:750]+dT[751:1000]-1) 
summary(reftp) 
#TASA DE PARO 
#Estimación modelo (1) para cada uno de los cinco periodos 
#Regresión: Y8893=bX88+u 
r88.93<-lm(datos$Y88a93[1:50]~datos$X88[1:50]) 
summary(r88.93) 
#Regresión: Y93.98=bX93+u 
r93.98<-lm(datos$Y93a98[1:50]~datos$X93[1:50]) 
summary(r93.98) 
#Regresión: Y98.03=bX98+u 
r98.03<-lm(datos$Y98a03[1:50]~datos$X98[1:50]) 
summary(r98.03) 
#Regresión: Y03.08=bX03+u 
r03.08<-lm(datos$Y03a08[1:50]~datos$X03[1:50]) 
summary(r03.08) 
#Regresión: Y08.12=bX08+u 
r08.12<-lm(datos$Y08a12[1:50]~datos$X08[1:50]) 
summary(r08.12) 
library(dummies) 
dP<-dummy(datos$PROVINCIA[1:250]); dT<-dummy(datos$PERIODO[1:250]) 
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#Regresión sin EF Y=bX+u correspondiente al modelo (2) 
rsef<-lm(datos$Y[1:250]~datos$X[1:250]) 
summary(rsef) 
#Regresión EF provincias Y=bX+dP(50) correspondiente al modelo (3) 
refp<-lm(datos$Y[1:250]~datos$X[1:250]+dP-1) 
summary(refp) 
#Regresión EF temporal Y=bX+dT(5) correspondiente al modelo (4) 
reft<-lm(datos$Y[1:250]~datos$X[1:250]+dT-1) 
summary(reft) 
#Regresión EF provincias y temporal Y=bX+dP(50)+dT(5) correspondiente al modelo (5) 
reftp<-lm(datos$Y[1:250]~datos$X[1:250]+dP+dT[1:250]+dT[251:500]+dT[501:750]+dT[751:1000]-1) 
summary(reftp) 
#PIB PER CÁPITA 
#Estimación modelo (1) para cada uno de los cinco periodos 
#Regresión: Y8893=bX88+u 
r88.93<-lm(datos$Y88a93[1:50]~datos$X88[1:50]) 
summary(r88.93) 
#Regresión: Y93.98=bX93+u 
r93.98<-lm(datos$Y93a98[1:50]~datos$X93[1:50]) 
summary(r93.98) 
#Regresión: Y98.03=bX98+u 
r98.03<-lm(datos$Y98a03[1:50]~datos$X98[1:50]) 
summary(r98.03) 
#Regresión: Y03.08=bX03+u 
r03.08<-lm(datos$Y03a08[1:50]~datos$X03[1:50]) 
summary(r03.08) 
#Regresión: Y08.12=bX08+u 
r08.12<-lm(datos$Y08a12[1:50]~datos$X08[1:50]) 
summary(r08.12) 
library(dummies) 
dP<-dummy(datos$PROVINCIA[1:250]); dT<-dummy(datos$PERIODO[1:250]) 
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#Regresión sin EF Y=bX+u correspondiente al modelo (2) 
rsef<-lm(datos$Y[1:250]~datos$X[1:250]) 
summary(rsef) 
#Regresión EF provincias Y=bX+dP(50) correspondiente al modelo (3) 
refp<-lm(datos$Y[1:250]~datos$X[1:250]+dP-1) 
summary(refp) 
#Regresión EF temporal Y=bX+dT(5) correspondiente al modelo (4) 
reft<-lm(datos$Y[1:250]~datos$X[1:250]+dT-1) 
summary(reft) 
#Regresión EF provincias y temporal Y=bX+dP(50)+dT(5) correspondiente al modelo (5) 
reftp<-lm(datos$Y[1:250]~datos$X[1:250]+dP+dT[1:250]+dT[251:500]+dT[501:750]+dT[751:1000]-1) 
summary(reftp) 
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