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An algorithm is presented that minimizes a nonlinear function in many 
variables under equality constraints by generating a monotonically improving 
sequence of feasible points along curvilinear search paths obeying an initial- 
value system of differential equations. The derivation of the differential equations 
is based on the idea of a steepest descent curve for the objective function on the 
feasible region. Our method for small stepsize behaves as the generalized 
reduced gradient algorithm, whereas for large enough stepsize the constrained 
equivalent of Newton’s method for unconstrained minimization is obtained. 
I. INTR~DIJCTI~N 
A broad and perhaps the most successful class of methods for the uncon- 
strained minimization of a continuously differentiable function f: Rn - R1 
is the class of gradient-related methods [l] which iteratively construct, from an 
initial point x0, a monotonically improving sequence of approximate minimizers 
according to a recurrence formula of the form 
XK-:l=XK _ t,dK K = 0, 1 , 2 )...) (1.1) 
where dK is a direction determined on the basis of the gradient Vf (xK), and t, 
is a positive scalar chosen so that 
f (x” 1.1) < f (ix”). (1.2) 
The parameter t, controls the size of the Kth step and influences the convergence 
properties of the particular algorithm. 
It has, however, been suggested by various authors in the past that the 
directions, along which successive iterates are obtained, when a real-valued 
function f is minimized over Rn by means of an iterative method, should be 
replaced by more general curvilinear search paths. The recently developed 
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differential gradient methods for unconstrained minimization are of this type 
in that they replace the recurrence formula (1.1) by 
XK+l = XK + s(xK, tK), (1.3) 
where s(x~, tK) is not a ray but a curve in x-space. These curvilinear search 
paths obey certain initial-value systems of differential equations of the form 
x(t) = XK + s(xK, t), x’“](t) = --d(x), x[Pl(O) = 0, 
p = 1, 2 )..., q - 1, q<+c-a x(0) = XK, K = 0, 1, 2 ,...) 
(1.4) 
where d(x) is a vector determined on the basis of the gradient V~(X). In [2-61 a 
number of systems of differential equations of the form (1.4) have been derived 
and various methods of obtaining s(x K, t) have been proposed, leading to a 
number of robust and rapidly convergent algorithms. 
In this paper the differential equation approach for the solution of the uncon- 
strained minimization problem is extended to the equality constraint problem: 
minimize 
subject to 
f(x),f: R” --+ Rl 
(Cl 
hi(X) = 0, hi: R” -+ RI, i = 1, 2 ,..., 112, m < n. 
In this case, the minimum of the objective function f(x) is sought among the 
values it takes while the variable point x is restricted to the subset 
F = {x E Rn / hi(x) = 0, i = 1, 2 ,..., m, m < n} 
called the feasible region. 
(1.5) 
One of the most successeful gradient-related methods to solve this nonlinearly 
constrained problem is Abadie’s generalized reduced gradient algorithm (GRG) 
[7, 81. As an extension to the nonlinear case of the simplex method for linear 
programming [9], this method introduces a partition of the variables into m 
basic variables, denoted by the vector xB =(xB1 ,..., xs,), and n-m remaining 
independent variables forming the vector (x,, ,..., x,,-,). When the constraints 
are nonlinear, Abadie’s proposal consists in moving along a direction tangent to 
9 and then adjusting the m basic variables to satisfy the constraint equations. 
The resulting algorithm is ranked first in efficiency among all available techni- 
ques in the comparison studies conducted by Colville on a series of test problems 
[lo, Ill. 
The new algorithm presented in this paper is based on the idea of the reduced 
gradient, but the search for the independent variables takes place along a more 
general curvilinear path which is tangent to the feasible region 9. Feasibility 
is again maintained by a suitable alteration of the m basic variables. 
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2. NOTATION 
Given a function f: Rn -+ R1 its gradient at x is the column vector V~(X) 
with components 3j(x)/axi , i = 1, 2 ,..., 71. The matrix of the second partial 
derivatives offat X, i.e., the Hessian matrix, is denoted byF(x) = [Z2j(~~)/i~i Zxj], 
i,j = 1,2 ,...) II. 
The m equality constraints hi(x) = 0, i = 1, 2,..., m are usually written in the 
form h(x) = 0, where h: R” + R”. For the mapping h with components hi , 
Vh(x) represents the m x n Jacobian matrix at x with element (i,j) given by 
ijhi(x)/ihj , i = 1, 2 ,..., m, j = 1, 2 ,..., n. The second derivative of h at x is 
denoted by H(x). For any two vectors y, z E R”, Hy is the m x n matrix with 
rows yTHi , where Hi is the Hessian of hi, i = 1, 2 ,..., m, and Hyz is an m- 
dimensional vector with elements yTHiz, i = 1, 2,..., m. This suggests that H 
should best be regarded as the m-tuple H = [HI ,..., Hi ,..., H,] with the 
m-tuple of the associated bilinear forms denoted by Hyz = I..., yTHiz,...lT. 
Since V[(Vh) w] = E3w = xz, Hi w i f or all w E R”, it follows that we can define 
the operation Hw, associating an element w of R”” and an m-tuple H of RTrxvfxrrc 
into an element of RnxTz, by 
Hw = wlH, + .‘. --I- wiHf -I- ... -+ wnlHm , w = [wl ,...) wi ,..., WJ-. (2.1) 
Then for any two vectors y, z E Rn and any vector w E Rm we have 
w=Hyz = f w,y=f&z, (2.2) 
i=l 
XK the value of x at the beginning of the Kth iteration 
V,f(x) the vector with components 3f(x)/axi , i E S = (1, 2,..., 1) 
B the set {I, 2,..., m} 
I the set {m + l,...,n} 
X B the vector with components xi , i E B 
XI the vector with components xi , i E I 
V,h(x) an m x I matrix with element (i,j) given by &(x)/axj, 
i= 1,2 ,..., m, jES 
tK the stepsize at the Kth iteration 
4x” ) an estimate of the Lagrange multiplier at the Kth iteration 
4% 4 the Lagrangian function 
9 the set of feasible points. 
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3. PRELIMINARIES 
Let us consider the equality constraint minimization problem: 
m minimize 
f(x),f: R” + R’ 
subject to 
(3.1) 
x E 9 = {x j h(x) = 0, h: R” --f R”, m < n), (3.2) 
where F is the feasible region, and let us introduce a partition of the 71 variables 
x1 ,..., x, into m basic variables denoted by the vector x, and n - m remaining 
independent variables forming the vector x, . Without loss of generality we can 
assume that xs consists of the m first components of x, i.e., x~, = xi , i E B and 
XIiem = xi , i E I. As may be seen, the system of nonlinear equations 
h(x) = 0, h: R”+R” (3.3) 
defines implicitly a function #: R”-” + Ii” such that 
xfl = #(XI) (3.4) 
provided that the constraint gradients Vh,(x), i = 1, 2,..., m are linearly inde- 
pendent. 
Let us now assume that the function 4 is available explicitly by an elimination 
of the dependent variables xs . Thenf may be viewed as a function of the inde- 
pendent variables x1 only, i.e., 
f(x) =f(xL? 9 XI) =f(#,>, XI> = ~@I)~ (3.5) 
The above argument makes it possible to convert the original constrained pro- 
blem (C) into the following unconstrained minimization problem: 
(U> minimize 
4(XI>9 x, E R”-“. (3.6) 
Any method for unconstrained minimization may now be used for the solution 
of the reduced problem (U). 
To this end we recall that if x* is a solution to problem (C), then x* is a solu- 
tion to problem (U), and therefore 
W(xT) = 0, (3.7) 
where V$(x,), the gradient of +(x,), is called the reduced gradient. By the chain 
rule for derivatives, we have 
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Since x, are the independent variables, it follows that axj/axi = 0, j ;i- i, j E I, 
and therefore 
Mxr) _ ‘if) I $ af(x) axj , 
axi z j=l axj axj 
i e I. (3.9) 
Hence 
WC4 = Vrf(x) + VTK-4 vi3.w. 
By the implicit function theorem, we have 
(3.10) 
v+(x) = -V,%(x) V,h(x), (3.11) 
where the argument x stands indifferently for the independent variables x, E Rfi-m 
and the n-tuple (4(x,), x,). Combining (3.10) and (3.11) we, finally, obtain 
Wxr) = Vrf(4 - rGw %4w VBf@) 
or 
Wxr) = W) V.(x), 
where P(x) is the (n - m) x n matrix 
(3.12) 
(3.13) 
P’(x) = [-(v;lh(x) V,h(x)y, I,-,] (3.14) 
representing the mapping of R” onto the tangent subspace to 9 at x. 
In practice, however, it is usually not possible to express explicitly the depend- 
ent variables x, in terms of the independent variables x1 and it is therefore 
necessary to solve problem (C) in the original space Rn. The generalized reduced 
gradient algorithm does this by searching for the independent variables in the 
negative direction of the reduced gradient and setting, at the Kth iteration, 
K&I XI = XI K - tKv+(XIK), (3.15) 
where t, minimizes f(x) along -V+(X,~). The dependent variables are changed 
according to 
K+l xg = xg K - [V,‘h(xK) V,h(xK)] (xf+l - x,“). (3.16) 
Clearly Eqs. (3.15) and (3.16) determine the tangent to the steepest descent 
curve for the objective function f on the feasible region 9. Therefore xK+l 
will not, in general, be a feasible point. To maintain feasibility the independent 
variables are kept fixed and system 
Qbt, G+l) = 0, .%K+l = n K I xr (3.17) 
is solved with respect to the basic variables yB , where by GK = ($Ic, f,K) we 
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denote the point obtained from the linear search. When Newton’s method is 
used for the solution of system (3.17), it yields 
y4;r’ = yBz - [Vjj%( ygz, xf+“)] h( YBZ, x:+1>, I = 0, 1) 2,.. ., (3.18) 
where ye0 = SBK. If the point P is sufficiently close to the root of (3.17), then 
iteration (3.18) will converge to a feasible point xK+l = (of”, x:“), ~2;” = 
limz,+, yet, i.e., to a point S+r where h(xK+l) = 0. 
The algorithm presented in this paper is based on the idea of the reduced 
gradient in the sense that a system of differential equations is derived whose 
solution curve is a steepest descent curve for the objective function f on the 
feasible region 9. In the following section our basic system of differential equa- 
tions is derived. 
4. DERIVATION OF THE BASIC SYSTEM OF DIFFERENTIAL EQUATIONS 
As is proved in [3,4], under the usual Euclidean norm ]I x 11 = (xrx)112, the 
solution curve x(t) to the initial-value system of differential equations 
k(t) = -Vf(x), x(0) = xx, K = 0, 1, 2,... (4.1) 
is a steepest descent curve for the objective function, emanating from xK and 
tending asymptotically to a local minimizer x* off: R" + R1. 
Let us now consider the problem 
(C) minimize f(x), 
XGF = {xeRn 1 h(x) = O,h:R"+R*,m < n} 
and its equivalent reduced form 
VJ) minimize 
4(XI), c$: R"-m-+R1, 
x~ER"-~, xi3 = 9(x1), 9: R-"+W. 
Then, clearly, the initial-value system of differential equations 
k,(t) = -V$(x,), x,(O) = XI”, K = 0, 1, 2,... (4.2) 
defines a steepest descent curve for the real-valued function 4, +: R"-* -+ R1, 
which tends asymptotically to a solution of(U) and therefore to a solution of(C). 
Assuming that # is known explicitly by an elimination of the dependent variables 
.lcB , we can solve (4.2) to obtain x,(t). If x* = (xf , x,*) is a solution to problem 
409/69/2-7 
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(C), then a$ = lim,,,, x1(t) and X% = #(.a$, where XT is the corresponding 
solution to problem (U). 
At this point we recall that, in general, # is not known explicitly and therefore 
our problem (C) has to be solved in the original space Rn. We do this by dif- 
ferentiating x, = $(x1) with respect to t. We obtain 
a(t) = W(x,) 4(t), 
or, because of (3.1 l), 
x(0) = XK, K = 0, 1, 2 ,..., (4.3) 
&B(t) = - [V~%(X) V,h(x)] 3$(t), 
Note that, because of (4.4), we have 
x(0) = XK, K = 0, 1, 2 ,.a.. (4.4) 
h(x) = VIZ(x) Lqt) = V&(x) c&(t) + V,h(x) 2,(t) = 0. (4.5) 
Hence, Is(x(t)) = h(S), Vt E [0, +a), and therefore, if xK is a feasible point, 
i.e., /r.(x”) = 0, then the space curve (us, x1(t)) lies on the feasible region F, 
where xs(t) is the solution to system (4.4) and x,(t) an continuously differentiable y 
mapping, x1: R1 -+ Rn-“, t E [0, + co). 
It is not now unreasonable to choose the trajectory for the independent varia- 
bles x,(t) such that a maximal decrease in the function value will result when 
moving along x(t) = (xB(t), x,(t)). We have 
f (x(t)) = V(4 w = V,‘.W 3ij(t) + V2f(x) %3(t) 
” 
or, because of (4.4), 
(4.6) 
f W) = [VrfW - ww W(xN7 %mlT 4(t). 
Clearly, f(x(t)) assumes its minimal value when 
4(t) = -VLf(x) + [VB1@) V&(x)lT V&f(x) 
(4.7) 
(4.8) 
or, using (3.12) and imposing the initial condition x(0) = xx, 
4(t) = -V&q), 
which is the same as (4.2). 
x,(O) = XIK, K = 0, 1, 2,... (4.9) 
At this point we recall [12] that x* is a solution to problem (C), provided that 
the constraint gradients are linearly independent, if there exists a vector u* E R” 
satisfying 
and 
vJ(x*) - vpz(x*) u* = 0 (4.10) 
v&x*) - Vpz(X*) u* = 0 (4.11) 
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and, moreover, if 
yvqx*, u*) y > 0 
for all y E R” such that 
yvh,(x*) = 0, 
where 
(4.12) 
i = 1, 2,. . ., m, (4.13) 
2(x, u) =f(x) - f Uihi(X) =f(x) - Gh(X), u E R”‘. (4.14) 
i=l 
These are the so-called Kuhn-Tucker conditions which may now be used to 
interpret the reduced gradient in terms of the Lagrangian function 1. Indeed, we 
have 
vqx*, u*> = vf(x*) - Vh(x”) u”. 
From (4.11) we obtain 
u* = [v,lh(x*)IT v,f(x*). 
Hence, 
(4.15) 
(4.16) 
Introducing now (4.16) into (4.10), we obtain 
Vf$(xT) = vJ(x*) - [vBlh(x*) v,h(x*)]T v,f(x*) = 0, (4.18) 
i.e., at x* both VZ(x*, u*) and the reduced gradient V$(xj’) must be zero. 
Let us now consider the derived system of differential equations. Combining 
(3.14), (4.4) and (4.9), we obtain 
Lt,(t) = -P’(x) Vf(x), x(0) = XK, h(XK) =- 0, (4.19) 
iqt) = -[ryh(x) V,h(x)] 2,(t), K = 0, 1) 2 ).... (4.20) 
Clearly, the solution curve to the above system of differential equations tends 
asymptotically to a point x* = (x* s , xf) that satisfies the necessary Kuhn- 
Tucker conditions, since XI* is a singular point of (4.19) and therefore V+(xT) = 
P(x*) Vf(x*) = 0. Moreover, if XK is feasible, then x* is also feasible, i.e., 
h(x*) = 0. This proves that if we start at a feasible point xK and move along the 
solution curve to system (4.19)-(4.20) for t > 0, then we reach the minimum in 
one step for any function and any kind of equality constraints. 
In the following section the derived system of differential equations is solved 
and the properties of its solution curve are discussed. 
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5. SOLUTION OF THE DIFFERENTIAL EQUATIONS 
Let us consider the system of differential equations derived in the previous 
section: 
k&) = -P(X) vf(x), x(0) = XK, (5.1) 
&(“B(t) = -[V,%(x) V,h(x)] L+,(t), h(XK) = 0, (5.2) 
P’(x) = Hww ww, Lml, Ii = 0, 1, 2 ,..., (5.3) 
W(XI) = p=(X) V.(x). (5.4) 
Solving the above system is, in general, not easy owing to the nonlinearity off(x) 
and h(x). An approximate solution curve may, however, be obtained by expand- 
ing in (5.1)-(5.2) the right-hand side in a Taylor series. To this end let us 
assume that the constraints are linear. In this case V/z(x) is a constant matrix and 
system (5.2) may be easily solved. We have 
dX&) = - [V~%(XK) V,h(xK)] fix,(t) (5.5) 
or 
x&) = XgK - [VB1h(XK) V,h(xK)] (x,(t) - XI”). (5.6) 
Let us now expand V+(x,) = P(x) Vf( x in a Taylor series. The zero approxima- ) 
tion 
VW ‘v WXIK) (5.7) 
yields 
x,(t) = x,K - tP(xK) Vj(x”). (5.8) 
We can easily identify (5.6)-(5.8) as the generalized reduced gradient method. 
A more accurate solution to system (5.1) may be obtained under the linear 
approximation 
Wx,) ‘v VhK) + @(x,“) (XI - XIK), (5.9) 
where @(x,) is the Hessian of 4(x1). We then have (see, however, [2, 3, 61) 
x,(t) = xIK + [exp(-t!#J(x,K)) - I] @-‘(x,x) V$(x,K). (5.10) 
Let now Ai be the eigenvalues and vi(xK) the associated normalized eigen- 
vectors of @(x,~), i = 1, 2 ,..., n - m. Since CD is a symmetric matrix, we obtain 
x1(t) =XIK + n-m exp(-;;;fK;)) - ’ &t+) wf(x”) c 1 V$(xIK). (5.11) i=l 
The properties of (5.11) have been extensively discussed in [2] from where we 
recall the following: 
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(i) [exp(--t@(xlK)) - 11 @-‘(x$) is always negative definite for t 3 0, 
i.e., [exp(-t&(S)) - l]/&(S) < 0; therefore x,(t) is always a descent 
curve in space; moreover, if &(x) = 0 for some i, 1 < i < 11 - m, then 
[exp(-C&(x)) - l]/;\,(x) = --t. 
redu:: t? 
or small t we have exp( - t@(x,“)) _N I - @5(x,“), and therefore (5.10) 
x,(t) = X,K - tV$(x,K), (5.12) 
i.e, to the generalized reduced gradient method; for large t (t -+ +a), and 
provided that @(x,~) is positive definite, we obtain the point 
K+l= x 
XI XI - @-l(X,K) Vcj(x,“). (5.13) 
As may be seen (5.13) is the constrained equivalent of Newton’s method for the 
solution of the unconstrained minimization problem. 
The matrix @ is now intepreted in terms of the Lagrangian function I of the 
previous section. Using (5.2)-(5.4), we obtain 
= w$w1 w = ww W(41 e> (5.14) 
= wwl VW + P’(x) wa 44. 
But 
vp(x)l = [-wm(x) w(x))rl, 01 (5.15) 
= [-[v[%i’4qll VI44 + V,‘W yw(x)ll’, 01. 
To find V[Vi’h(x)] we consider the identity V;%(x) V&(x) = I from which 
V[V,%(x)] = -V,%(x) V[V,h(x)] V,%(x). (5.16) 
Combining (5.15) and (5.16), we obtain 
vfw1 = Pilw VIw41T FTV,Wll T ww1 T (5.17) 
Hence 
- [vv,wllT ~v4~)I T 01. 
wT(x)l VW = uww w(XIIT l?m&~)ll’ PBIWIT v&4 
- wY4xw FwwT VB.m, 01 (5.18) 
= -P(X) H(x) u(x), 
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where U(X) are estimates of the Lagrnage multiplier given by 
u(x) = [V,lh(x)]T V&(x) 
and 
H(x) U(X) = g q(x) H,(x). 
2=1 
(5.19) 
(5.20) 
From (5.14) and (5.20) we, finally, obtain 
qxry = P’(x) 
[ 
F(x) - 5 UiH&c) P(x) 
i=l I 
= P’(x) L(x, u) P(x), (5.21) 
where L is the Hessian of the Lagrangian function 1 with respect to X. 
At this point we recall that a sufficient condition for x* to be a local minimizer 
to problem (C) is that 
yTL(x”, u*) y > 0 (5.22) 
for all y E R” such that yrVh,(~*) = 0, i = 1, 2,..., m. Let us now consider 
z3D(xI*) z = ZT-(x”) L(x”, u*) P(x”) x, z E Rn-WI (5.23) 
Because of (5.22), we have 
zw(x,*) z 3 0 (5.24) 
for all x E Rn-“l such that 
Vh(x*) P(x*) x = 0, 
i.e., for all z E Rn-” such that 
(5.25) 
[V&(x”), V,h(x”)] [ -v~lh(l:*)Plh(x*q z = 0. (5.26) 
Hence, @(x7) must be positive semidefinite for all x E Rn-” satisfying 0 . z = 0, 
i e . .> for all x E Rn-“. 
Note now that if @ is not positive definite, then a Newton or variable metric- 
like method for the solution of the equality constraint minimization problem (C) 
will break down, as @-l may not exist (case of a singular Hessian) or -@-‘V+ may 
not be a descent direction. In our case, however, the positive definiteness of @ 
is not anymore a restrictive factor, since (5.11) is always defined and descent, 
even in the case of a singular or non-positive definite Hessian. We also recall 
that it has been suggested in the past to use as search direction for the independ- 
ent variables the eigenvector corresponding to the smallest eigenvalue of @. 
This is particularly advisible in the early stages of minimization when trying 
to solve a nonconvex programming problem. Indeed, using the eigenvector 
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associated with the smallest eigenvalue of @ will cause a fast decrease in the 
function value and, in the presence of inequality constraints, will force the 
iterates into a region where @ is positive definite or into the boundaries of con- 
straints previously well satisfied. In our case, however, we do not have to 
change from one iteration formula to another as (5.11) will adapt automatically 
to suit. Indeed, the dominant term in the expansion (5.11) is the one corres- 
ponding to the smallest eigenvalue Xmin of @, provided that [Vr+] nmin # 0. 
Finally, note that no matrix inversion is required and that on a quadratic function 
with linear constraints (5.6)-(5.11) is the actual solution curve to (5.1)-(5.2) and, 
therefore, the minimum is reached in one step. 
At this point let us consider again the system of differential equations 
$(t) = -[Vhlh(x) V,h(x)] si&), x(0) = XK, (5.27) 
and let us assume that the constraints are not linear. Then, clearly, Vh(x) is not 
a constant matrix and therefore 
Z(x) = V,‘h(x) V,h(x), Z E RW2xb-d, (5.28) 
can be expanded in a Taylor series. Following the same argument as before, we 
obtain, to a first-order approximation, 
where 
Z(x) = Z(x”) + [V-q+)] (x, - XF), (5.29) 
VZ(x) = V,lh(x) P’(x) H(x) P(x). (5.30) 
Note that because of (3.11) V$ = -Z, and therefore VZ = -Y, where Y is the 
matrix of second derivative of (CI. 
Combining (5.27), (5.29), and (5.30) we obtain 
%@) = -[Z(x”) + [VZ(xKII (x, - qq qq, (5.31) 
where [VZ(S)] (x1 - x,K) 2,(t) is the m x 1 vector 
V,‘h@) [..., (x1 - xIK)’ Pr(xK) H&L?) I’@“) n,(t),...]r, 
Therefore, 
i = 1, 2 ,..., m. 
(5.32) 
&z(t) 
= -Z(x”) dx,(t) - V,‘h(xK) [..., (x1 - xIK)‘Pr(xK) Ha(xK) P(x”) dx,(t), . ..I’ 
= -Z(x”) dx,(t) 
- Vjlh(xK) [..a, id[(xI - xIK)’ P(,“) Hi(#) P(x”) (x1 - x,“)], . ..I. (5.33) 
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Hence, 
X&) = XB” - [v;‘h(xK) V,h(xK)] (x&) - XF) - V,lh(xK) V(x4 t), (5.34) 
where II(S, t) is an m x 1 vector with components 
V&K, t) = &q(t) - X,“)T P’(x”) H&K) P(x”) (x,(t) - Lx,“), i = 1,2 ,..., 732. 
(5.35) 
From the previous analysis it follows that the solution curve to system (5.1) 
(5.2) under the linear approximation (5.9)-(5.29) is given by 
x(t) = XK + P(x”) C(XK, t) - R(xK) V(‘(XK, t), K = 0, 1) 2 ,...) (5.36) 
where P(S) and II(.@, t) are given by (3.14) and (5.35), respectively, 
c(S, t) = [exp(-t@(x,K)) - I] !P1(xIK) V4(xIK) (5.37) 
and 
(5.38) 
The next iterate a++l may now be obtained along x(t) by means of a suitable 
unidimensional search. Note that since (5.36) is an approximate solution to 
system (5.1)-(5.2), xX+l will not, in general, be a feasible point. 
In the following section an iterative procedure is presented for the restoration 
of the constraint equations. 
6. RESTORATION OF CONSTRAINTS 
Let fK be the point obtained by means of a unidimensional search along the 
curvilinear path (5.36) of the previous section, i.e., 
SK = XK + P(S) C(XK, tK) - I+“) zy, &), (6-l) 
where 
c(S, t) = [exp(-t@(xIK)) - I] @-‘(xIK) V$(xIK), (6.4 
V&K, t) = i&q(t) - qy PT(xK) H#) P(x”> (x,(t) - 4, i = 1, 2 ,..., m, 
(6.3) 
and tK is the steplength. Let us also assume that @ is not feasible, that is, 
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h(P) # 0. To obtain a feasible point x K?l, the following system of nonlinear 
equations has to be solved: 
h(Y) = 0, h: Rn + Rm. (6.4) 
The continuation by differentiation approach for the solution of a system of 
nonlinear equations [13, 141, when applied to (6.4) under the homotopy 
c%?(y, t) = h(y) - c+h(F) = 0, Vt E [O, + 001, (6.5) 
where P is the initial approximation to S+l, yields 
dWY> t) 
dt = Wy)9(t) + h(y) = 0 05.6) 
or 
P&Y)1 Jw) + PAY)1 M> + h(Y) = 0. (6.7) 
Assuming now that the constraints are uniformly regular, i.e., that there exists a 
scalar m > 0 such that 11 V,h(y)lj 3 m for all y, and that the independent varia- 
bles are kept fixed, i.e., y,(t) = s?,~ = of+‘, we obtain from (6.7) 
h(t) = -F’%YI h(Y), YB(O) = iBK. 
Note that, because of (6.5) and the fact that yl(t) = xf+l, we have 
w 
h(ys(t), xy) = 8h(iGBK, ix?). (6.9) 
Hence, as t--f +oo, h(yB(t), or+‘) -+ 0, and therefore (x.$+‘, ,$+‘), where 
of+’ = lim,,,, y,(t), will be a feasible point. 
Let us now use Euler’s method with a stepsize of unity to integrate system 
(6.8) numerically. We then obtain 
YB I+’ = yBz - [V,‘h(y,‘, xf”)] h(y,‘, CC;“+‘), yB” = iBK, 1 = 0, 1, 2 ,..., 
(6.10) 
that is, the recurrence formula used so far to maintain exact constraint satis- 
faction. Note that (6.10) is equivalent to Newton’s method for the solution of 
the nonlinear equations (6.4). Newton’s method, however, as applied to our 
problem, may be unsuccessful in two different ways: 
(i) It may fail to converge; and 
(ii) It may produce a point such that f(zc”+l) > f(xK). 
As far as the first point is concerned, convergence can be guaranteed by 
requiring that gK is sufficiently close to a root of (6.4). This implies that the 
unidimensional search along (6.1) must be restricted into an interval [0, tp], 
where ty is such that iteration (6.10) converges for all 0 < t, < ty. Hence, 
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severe stepsize restrictions may be imposed when (5.1) is a stiff system of dif- 
ferential equations. To overcome this difficulty we propose the following 
iterative procedure for maintenance of exact constraint satisfaction. 
Let us consider the real-valued functional W: Rn + R1 defined by 
W(Y) = :t- II qYM = W(y) h(Y). (6.11) 
Clearly, w > 0 has a minimum of zero at all points y E Rn, where h(y) == 0. 
Hence, finding a feasible point xK+r is equivalent to minimizing w over Rn. 
Note now that the space curve y(t) := (ys(t), y,(t)), where y,(t) = $,K = x;+’ = 
const and ys(t) is the solution to the system of differential equations (6.8) with 
YBP) = SBK, is a descent curve in space for W, under the usual Euclidean norm. 
Indeed, 
GY(Q = PJT4Y)l w?(t) = [P’xY)l h(Y)lT 9(t). (6.12) 
Since y,(t) = f,K = $+’ = const, we have, along y(t), V&(y) = 0 and therefore 
VNY) = [VBNY), 01. (6.13) 
Hence, because of (6.8), 
4Y(4) = WY) PBf4Yh 01 [ yq = hT(Y) P&(Y)1 h?(t) 
(6.14) 
= -F(y) h(y) = - 11 h(y)l!2 < 0 
which implies that y(t) is a descent curve for t 2 0 and /I h(x)/1 > 0. 
Let us now consider again Euler’s method for the numerical integration of 
system (6.8) with a stepsize 7r , I = 0, 1, 2 ,.... We have 
YB z+l = yBz - q[V~%(yBz, xf")] h(YBZ, xf'l), 
where the steplength rz is chosen such that 
2 = 0, 1, 2 ,..., yB” = i/, 
(6.15) 
II h(YE P)Il < II 4YBZ, xf+l)ll . (6.16) 
As may be seen, if 72 < 1, then iteration (6.15) is equivalent to a damped 
Newton’s method for the solution of system (6.4). We recall that a damped 
or underrelaxed Newton’s method will sometimes solve a system of nonlinear 
equations when the full Newton’s method cannot. By a proper selection, 
however, of the stepsize 71 we can always guarantee convergence of (6.15) to a 
feasible point, irrespectively of whether GK is close to a root of (6.4) or not. 
Therefore there is no restriction upon the steplength during the unidimensional 
search along the curvilinear path (6.1). This proves that the search for .@ may 
be performed in the whole interval [0, + co) and that the stepsize should only be 
reduced if xK+r does not yield a sufficient function decrease. 
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Sufficient descent in the function value may be achieved by forcing xK+l to 
f(x”+‘) - f(4 < --cub II w(~~K)I12111 @WY (6.17) 
where 0 is given by 
0 = 1 - frt (6.18) 
and pi is a positive number, a E (0, 3). As is proved in the following, if (6.17) 
is satisfied at each iteration, then the sequence {x”} is convergent. 
At this point we recall that the efficiency of any minimization algorithm 
depends largely upon the unidimensional search method used to determine a 
suitable steplength, and that a unidimensionai minimization may result in an 
excessive number of function and gradient evaluations. To overcome this 
difficulty we set i = 0, t, = -ln(l - e,), 6, = pp, for some 0 < p < 1 and 
/3 E (0, l), and use (6.1) to obtain 
SK = XK + P(x”) C(XK, tK) - R(S) V(XK, tK). (6.19) 
If 4K is not a feasible point, then the wz basic variables are changed according to 
Yk+’ =yBz - ~z[VBWYB1, x31 mQ3E, m, z=o,1,2 )...) y&=Q 
(6.20) 
until h(yy, XT+‘) = 0. We then set zcf+’ = yl;” and test if condition (6.19) is 
satisfied. If this is the case we proceed to the next iteration, otherwise the cycle 
is repeated with i = i + 1. To guarantee convergence of (6.20) to a feasible 
point we set at each iteration 71 = yj, y E (0, I), where j is the smallest positive 
integer such that Armijo’s test 
II h(yFl, XF)i’ - /I h(Y,l, 4+“‘)1\ + @-TT I/ KY,l, 6+‘)112 < 0, 
is satisfied (see [17]). 
01 E (0, $), 
(6.21) 
The following algorithm for the solution of problem (C) may now be stated. 
A pseudo-ALGOL language is used. 
7. THE ALGORITHM 
Step 0. Select a feasible point x0 E R” such that the level set Lo = {x E 
9 j f(x) <f(9)} is compact. 
Step 1. Set K = 0; set OL, p, and the damping parameters /3 and y; set the 
tolerance E . 
Step 2. Procedure “check for linear independence.” 
If XK is not regular, stop; else partition xK = (.Q, xIK) and V~(X~) = 
[V,h(xK), V,h(xK)]; form the (n - m) x 71 matrix F’r(xK) = [-[V$(xK) 
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V,h(xK)]r, I+,], and compute the reduced gradient V$(X,~) == PT(.rK) Vf(xK) 
and the Lagrange multiplier u(A+) = [V;%(xK)IT V&(x”). 
Step 3. Procedure “determine the curvilinear search path.” 
Compute @(x,“) = PT(xK)L(xK, U(.&)) P(x”) == F(a+) [F(.@) - z;‘i, 2+(X”) 
Hi( P(xK), whereFand Hi are the Hessian matrices offand hi , i =: 1,2,..., m, 
respectively; find the eigenvalues A,(%“) and associated normalized eigenvectors 
ui(xK) of @(x,~), i = 1, 2 ,..., 11 - m; set 
where 
s(xK, t) = P(x”) c(x”, t) - R(XK) V(XK, t), 
and 
Vi(xK, t) = $cT(xK, t) PT(xK) H&K) I’@“) c(xK, t), 
i = 1, 2,..., m; set i = 0. 
Step 4. Procedure “move along s(xK, t).” 
Set tK = -ln(l - p”p), $K = XK + s(xK, tK) and xf+” = $,K; if 1’ h($?)li < E, 
i.e., if gK is a feasible point, set yi+l = 4” and go to step 6; else go to step 5. 
Step 5. Procedure “restoration of constraints.” 
I. Set I = 0 and yBo = 9sK. 
II. Set j = 0. 
III. Set 71 = yj. 
IV. Set 
y;+;’ = YBZ - qil&d, P)] qylIz, P); 
if 
go to step V; else set j = j + 1 and go to step III. 
v. If h( yl;“, xF+‘)li < E set y$+l = ~4;” and go to step 6; else set I= I + 1 
and go to step II. 
Step 6. Set xK+-l = (ygtl, xf+‘); if 
f@“+‘) - fb”) < -aeK 11 V#(X,K)i/2//i @@,“)ii > 0, = Pip, 
go to step 7; else set i = i + 1 and go to step 4. 
Step 7. Compute V$(xf+‘); if V+(x$+‘) = 0, stop; else set K :-- K 1 1 
and go to step 2. 
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8. CONVERGENCE PROPERTIES 
Let us call a point x = (xs , x,) desirable if and only if V$(x,) = 0, i.e. if and 
only if it satisfies the first-order Kuhn-Tucker conditions. Then the following 
theorem holds. 
8.1. THEOREM. Suppose that: 
(i) f (.) and h( .) are continuously d@rentiable mappings; and 
(ii) the set of contra& gradients {Vhi(x) 1 i = 1, 2,..., m} is linearly inde- 
pendenpfor all x E Rn (regularity assumption). 
Then, either the sequence {xK} is finite and terminates to a desirable point, or else 
it is in.nite and every accumulation point of {xK} is desirable. 
Proof. .\ssuming that {xK} is a finite sequence {a?, xl,..., xK, xK+l} we have, 
by step 7 of our algorithm, V+(x, K+l - 0 and therefore xK+l = ($+‘, x$+’ ) ) is a 
desirable point. 
Suppose now that the sequence {xK} is infinite, and that it has a subsequence 
{xi}, i E S C (0, 1, 2 ,... }, which converges to a point x’, i.e., xi -+ x’. Further, 
suppose that x’ = (x’ s , xi) is not desirable, that is V$(xi) # 0. By step 6 of our 
algorithm, we have 
f(XK+l) - f (xK) < -aeK I/ v+(x,K)ii”/li @(x,K)li . (8.1) 
We recall that 8, is of the form 0, = /3$, where i is the smallest positive integer 
for which (8.1) is satisfied, and that tK = -ln( 1 - 0,). Clearly, this corresponds 
to the change of variable 
t = -ln(l - e), 8E [O, I]. (8.2) 
Let now X(T) be the actual solution curve to system (5.1)-(5.2). Expanding 
f (x(T)) in a Taylor series we obtain, since f (x(T)) = #(X,(T)), 
f (x(T)) = f(x”) - 7 I/ V$(x~~)i/~ + (T2/2) vT+(xP) @(x~~) V+(xlK) + O(T~). (8.3) 
Using again Taylor’s theorem for the expansion of f(P) about xK, we obtain 
f($“) = f (x”) + V’f (x”) (2” - x”) + $(aK - xK)‘F(xK) (gK - X”) 
+ O(ll gK - XK II”) 
(8.4) 
or, because of (6.19) 
f (2”) = f (x”) + Vrf (x”) P(x”) d(xK) - VTf(xK) R(xK) W(x”) 
+ QdT(x=‘) Pr(xK)F(xK) P(x”) d(xK) + d=(xK) P’(xK)F(xK) R(xK) W(x”) 
+ +W-(xK) RT(xK)F(xK) R(xK) W(xK) + O(ll d(x”)li3), (8.5) 
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d(z+) = [exp(-t@(zc,*)) - I] @-l(~,~) V+(X,~) 
and 
W(X”) = [..., dyv”) P(X‘y H&X”) P(S) d(XK),...], 
Recognizing that 
i = I ) 2,. .) m. 
and 
vr&X1y = V=f(Xq P(XK) 
V’f(XK) I?(Z) W(XK) = VBTf(XK) V,%(xK) W(X”) 
= Ur(x”) W(XK) = &F(X”) H(XK) U(.@) ct(X”), 
we obtain from (8.5) 
(8.6) 
(8.7) 
(8.8) 
(8.9) 
+ Qdr(xK) F(S) [F(S) - H(xK) 24(x”)] P(S) d(S) + O(il d(xK)l13) 
=f(S) + v&x/g d(S) + +dy@) qxp> d(XJq + O(ll d(XK)ll3) 
=fF) + w(m d(XK) 
+ $d=(q P(XK)L(XK, 24(x”)) P(x”) d(XK) + 0(/j d(dq3). 
Assuming now that the steplength tK is small enough, we have 
(8.10) 
and 
d(XK) N [I - t@(x,“) - I] ayx,“) Vr$(x,“) = -tVc$(x,Jy (8.11) 
19~ = 1 - e&K E 1 - (1 - tK) = t, . (8.12) 
Note also that under the change of variable T = -ln(l - e), we have from 
(8.3), since 
dr 1 
de o=,, 1 - e 8-0 = 
1 
whereas, from (8.10), (8.1 I) and (8.12), we obtain 
fP> - f(4 
(8.14) 
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As may now be seen, the objective function assumes up to second order the 
same value along the curvilinear search path s(x~, t) and the actual solution 
curve ~(7) to system (5.1)-(5.2), for th e same value of the parameter. Hence, we 
have 
f@““> -fW 
(8.15) 
and assuming that @ is a positive definite matrix 
Clearly, the minimum of the quadratic form in the right-hand side of (8.16) 
occurs at 
4 = l/II @W)ll + O(ll VW)II). (8.17) 
Substituting the above value of 0, into (8.16), we obtain 
fW”> -.0xX) G - i$ II w@,K)l12/lI @hY * (8.18) 
At this point we recall that 0, E [0, I] and therefore there exists an a: E (0, +) and 
a 19, E [0, l] such that 
holds. 
fw+‘) - f(x”) G -4 II w(~,K>l12/ll @(%“>ll (8.19) 
Hence, after at most a finite number of scalings by the factor ,3 E (0, 1) from 
the initial determination 0, = p, the test (8.1) is satisfied. The above argument 
proves that there exists a 0, , positively bounded from below of the form 0, = 
pp for which Eq. (8.1) holds. 
Let now M < +co be an upper bound for II @(.)I1 on the level set L, , i.e., 
jl @(+)I1 < M. The continuity of Vf( .) an our regularity assumption imply the d 
continuity of V+(a), and therefore there exist an E(x’) > 0 and aj E S such that 
11 x” - X’ Jj ,( E(d) (8.21) 
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for all i > j, i E S. Recognizing that Bi > 8’ and that V&x;) # 0, since x’ is not 
a desirable point, we obtain from (8.20) 
where 
f(x”+“) -f(xi) < 6(x’) < 0, (8.22) 
6(X’) = - 2- 2iw 0’ 11 V$(x;)li2. (8.23) 
Hence, for any two consecutive points xi, x it2 of the subsequence, with i 3 j 
and i, (i + 1) E S, we must have 
f(xi+“) -f(xi) = (f(x”‘“) -f(xQ-“)I + [f(#‘“-1) -f(xi’“-“)I + .‘. 
+ [f(x”“) -f(xi)] <f(xi”) -f(x”) < S(x’) < 0 (8.24) 
sincef(xi), i E S, is a monotonically decreasing sequence. Nowf(x$ i E S, must 
converge, sincef(*) is a continuous function. But this is contradicted by (8.24), 
which shows that the sequence f (xi), i E S, is not a Cauchy sequence. 
Therefore, x’ must be a desirable point and the theorem is proved, as accumu- 
lation points do exist, since, by step 0 of our algorithm, the level set L, is com- 
pact. 1 
Let us now consider again the change of variable 
where 19 is of the form 
t = -ln(l - 8), (8.25) 
e=P”p (8.26) 
and i is the smallest positive integer for which (8.1) is satisfied. As may be seen, 
13 E [0, 11, since for 0 > 1 (8.25) is meaningless, and therefore p E [0, 11. Note 
also that if i = 0 and p = 1, then t -+ + co. Assuming that @(a) is positive 
definite and letting in (6.1) t --+ + 03, we obtain the point 
where 
2” = XK - P(x”) d(x”) - R(XK) W(XK), (8.27) 
d(XK) = 4-yx,y Vf#(x,fq (8.28) 
and W(x”) is a vector with components 
W,(x”) = &qxy P’(x”) I&(x”) P(x”) d(XK), i = 1, 2 ,..., m. (8.29) 
In the following we prove that after a finite number of iterations the point 
(8.27) yields a feasible point that satisfies the test (8.1) and therefore no reduction 
of the steplength is required. 
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8.2. THEOREM. Let {xK} be a sequence constructed by our algorithm, converging 
to x*. Assume that @( *), representing the restriction of the Hessian of the Lagrangian 
onto the tangent subspace to 3, is positive dejnite over L, . Then there exists an 
integer N such that for all K > N we may take p = 1 and i = 0. 
Proof. As has been proved, if sP(.) is a positive definite matrix, then we can 
let in (6.1) t -+ +cc thus obtaining the point (8.27). This corresponds to the 
choice p = 1 and i = 0. 
Expanding f (aK) to a Taylor series about xK we obtain 
f(RK) -f(x”) 
= VTf (x”) (P - x”) + &(P - x~)~F(~~EK) (iK - x”) + o(ll RK - xK 11”) 
(8.30) 
or, because of (8.27), 
f (#) -f (x”) = -VTf(xK) P(x”) d(x”) - VTf(xK) R(xK) W(x”) 
+ &d*(xK) P’(xK)F(xK) P(x”) d(xK) 
+ dT(xK) P’(xK)F(xK) R(xK) W(x”) 
+ gv(xK) RT(x”)F(xK) R(XK) W(xK) + O(lj &K - xK113). 
(8.31) 
Recognizing that 
V?)(xf) = VTf (x”) P(x”) (8.32) 
and 
VTf(xK) R(xK) W(x”) = VB’f(xK) V,lh(xK) W(x”) 
= u’(x”) W(x”) = +d=(xK) H(S) u(x”) d(xK), 
(8.33) 
we obtain from (8.31) 
fPK”) -f (x”) 
= -V’4$(xIK) d(xK) + Qdr(x”) P=(x”) [F(xK) - H(xK) u(S)] P(xK) d(xK) 
+ O(ll 4xK)I13) 
= -VT+(xrK) (d(xK) + &dT(xK) P=(S)L(xK, u(xK)) d(xK) + O(ll d(S)ll”) 
= -V=#xIK) d(xK) + Qdr(x”) @(xIK) d(xK) + 0(/l d(xK)Ila). (8.34) 
Using now (8.28) we have 
f (a”) - f (x”) = - $v=+(x~~) @-l(x~~) V4(x1~) + WI W(xP)ll”). (8.35) 
409/69/2-8 
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From the constraint equations at fK we obtain 
h(P) = h(XK) + Vh(XK) (F - x”) + p - XK)7’ H(XK) (aK - x”) 
+ O(li @ - XK II”). 
(8.36) 
Since xK is feasible, h(S) = 0 and using (8.27) as well, we obtain from (8.36) 
h(sK) = -[vBh(X ), V,h(XK)] ( [v’lh(xK~v’h(xK~] +K) + [ ‘i’;(‘K)] #+K)) 
+ +dqx”) P(XK) H(XK) P(x”) d(XK) + O(jl d(Xq3) 
= O(ll d(XK>I13) = w v(%KK)I13). (8.37) 
Now, for large enough K, // V$(x,x)ll is very small, since V+(X,~) 4 0 as 
K--f $ co. Hence, 
XK,~l = XK + O(li vq(X,fy). (8.38) 
Combining (8.35) and (8.38) we obtain 
f(xK+‘) - fV> = - PNXIK) @-‘(x1”) V4(XlK> + O(ll V&qKK>I13), K > N, 
(8.39) 
or, since a(.) is positive definite, 
fc-‘) - f(x”) < - 4 II b(~,K)l12/ll @‘($v 1 K > N, (8.40) 
for some N large enough. From (8.40) there follows that there exists an CR E (0, 4) 
such that 
f(++Y -fW) < --iy. II VW)l12/ll @(+>li , K > N, (8.41) 
and therefore the test (8.1) is satisfied for p = 1 and i = 0. 
Hence, the choice 0, = 1 achieves, at least asymptotically, the best possible 
decrease in the objectine function along s(G@, 1) and the theorem is proved. 1 
The convergence rate of our algorithm may now be established by means of 
the following theorem. 
8.3. THEOREM. Assume that: 
(i) f (.) and h(.) are three times continuously diSfwentiable mappings; and 
xK converges to a point x* that satisfies the second-order Kuhn-Tucker 
cona!2~m.~ } 
. . 
Then, the order of this convergence is at least quadratic. 
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Proof. Let us introduce the error vector 
eK+l = ,%K i-l- y# (8.42) 
and partition it as eK~+l = (ei+‘, ejK+l). Since S+i and x* are feasible, we have 
h(x”+l) - h(x*) = 0 = Vh(x*) (zK+l - x*) + O(ii eKfl Ii*) 
(8.43) 
= V&(x*) ep + V,h(x*) ef+l + O(ll eK+l II’). 
Since h(.) is uniformly regular, we obtain from (8.43) 
II egK+1 II = O(ll ePil II). (8.44) 
By the previous theorem, we have for K large enough 
K+l _ XI XI K - @‘(XI”) Vyqx,“). (8.45) 
As may be proved [15], the convergence rate of the above iterative process is 
of second order, i.e., 
II P /I = O(ll eIK II”). (8.46) 
We also have 
II eK+l Ii < II &+l II + /I $+I~ 
or, because of (8.44) and (8.46), 
(8.47) 
II eK+l II < O(ll eK II”). 
Therefore 
11 XK+l - x* /I < c I/ XK - x* 112 
and the theorem is proved. 1 
(8.48) 
(8.49) 
9. NUMERICAL RESULTS 
The algorithm developed through the previous sections has been coded and 
executed on a number of test functions. Convergence was very rapid, even when 
the restricted Hessian of the objective function PTFP was ill-conditioned com- 
pared to the corresponding Hessian PTLP of the Lagrangian. In this case the 
convergence of the generalized reduced gradient algorithm may be considerably 
slowed, e.g., 
minimize 
fcx) = 5~x1~ + 3Xs2 + 5Xa2 + xe2 - 9x, + 7x, - x2 - 6.x, , 
Mx) = Xl2 + x22 + %a2 + xa2 + Xl - 7x, + 3x, - 5x, + 4 c 0, 
396 C.-A. E. BOTSARIS 
subject to 
h,(x) = 2x,2 + x22 + 2x,2 + 3x, + 5x, - 4x, - 9 = 0. 
The objective function has a minimum at x* = (1, 1, 1, l)r, wheref(x*) = 5. 
The corresponding Lagrange multiplier vector is u(x*) = (1, -2)r. The starting 
point was the feasible point x0 = (3, 2, -1, 4)T. The algorithm treated xe and 
xs as the basic variables and x1 and x, as the independent ones. 
For the above problem, the generalized reduced gradient algorithm required 
19 iterations to reach a point where the norm of the reduced gradient is less 
than 10-3. Our algorithm solved the same problem in only 3 iterations, yielding 
a solution with 7 exact digits. 
10. CONCLUSION 
We have presented an algorithm that minimizes a nonlinear function in many 
variables under equality constraints and has the following properties: 
I. converges in one iteration on a quadratic objective function under 
linear equality constraints; 
2. generates a sequence of approximate minimizers {x”} via the iteration 
formula .@-I = xK + s(xx, t), where s(x K, t) is not a ray (a common feature of 
all existing methods) but a more general curvilinear search path; 
3. for small stepsize behaves as the generalized reduced gradient algorithm, 
whereas for large enough stepsize the constrained equivalent of Newton’s 
method for unconstrained minimization is obtained; 
4. does not require that the restriction of the Hessian of the Lagrangian 
onto the tangent subspace to the feasible region be positive definite. 
As may be seen, the algorithm developed in this paper is the constrained 
equivalent of the algorithm presented in [2]. We therefore feel that our dif- 
ferential equations approach for the solution of the unconstrained minimization 
problem may be extended to constrained problems, with equally successful 
results. More, toward this direction, covering the presence of inequality 
constraints as well, will appear in a future paper. 
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