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Abstract
We construct a boundary state for a class of analytic solutions in the Witten’s open string
field theory. The result is consistent with the property of the zero limit of a propagator’s
length, which was claimed in [19]. And we show that our boundary state becomes expected
one for the perturbative vacuum solution and the tachyon vacuum solution. We also
comment on possible presence of multi-brane solutions and ghost brane solutions from our
boundary state.
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2
1 Introduction
Schnabl found the analytic solution in the Witten’s open string field theory [1] for the
tachyon condensation [2]. The solution was given both by the Schnabl gauge using b ghost
zero mode in the sliver frame and wedge states. After that, various analytic solutions were
given [3][4][5][6][7][8]. And a class of solutions was found in [9], which was written by wedge
based states K, B and c. These states belong to a subspace of the star algebra which is
called the KBc subalgebra. The tachyon solution is given simply by using this subalgebra
[10]. Moreover extended solutions were given in [11][12][13][14][15][16][17], which belong to
extended subalgebras. Recently, Murata and Schnabl anticipated that multi-brane solu-
tions exist from an energy calculation in the KBc subalgebra [18].
In [19], the boundary state |B∗(Ψ)〉 was constructed for any solution in the open string
field theory. This state is BRST invariant. Under the gauge transformation of an open
string field, the boundary state changes by a Q-exact term. Thus, its contraction with
on-shell closed string vertex operator is also gauge invariant. This quantity has the same
property that has been shown in [20]. Moreover, under variations of both the propagator
to construct the boundary state and its length s, the boundary state changes by a Q-exact
term too. If we choose the Schnabl propagator, the boundary state |B∗(Ψ)〉 is calculable
explicitly. Then, we use the natural z frame that is not usual sliver frame. This map is
consistent with identification in a construction of one loop in the annulus frame. In [19],
choosing the tachyon vacuum solution and the solutions for marginal deformations as the
solution, expected boundary states were obtained.
In this paper, we construct a boundary state for the class of analytic solutions. In
fact, it becomes expected one for both the perturbative vacuum solution and the tachyon
vacuum solution;
|B∗(Ψper)〉 = |B〉 (1.1)
|B∗(Ψtach)〉 = 0. (1.2)
In the first line, |B〉 denotes the boundary state when a D-brane exists. The second line
means that the D-brane vanishes at the tachyon vacuum. And our boundary state is con-
sistent with the claim of [19] that for zero limit of s the boundary state coincides with the
zeroth and the first order boundary state in the expansion in terms of a solution. Moreover
we comment on multi-brane solutions using our boundary state. For s → 0, the result is
identified with [18]. But the boundary state of finite s is not consistent with [19]. Thus
multi-brane solutions can not be obtained from the form proposed in [18].
This paper is organized as follows. In section 2 we review the KBc subalgebra and a
solution using it. In section 3 we also review a construction of the boundary state and its
properties. In section 4 we construct the boundary state for the class of analytic solutions.
And we calculate the boundary state of the perturbative solution and the tachyon vacuum
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solution for instance. In section 5 we comment on multi-brane solutions and ghost brane
solutions (cf.[21]). Section 6 is devoted to conclusions and discussions.
2 Analytic solution in KBc subalgebra
KBc subalgebra is constructed on the sliver frame which is mapped from the radial frame
ξ;
z = g(ξ) =
2
π
arctan ξ. (2.1)
z denotes the coordinate on the sliver frame. On this frame, the operator B is a line integral
of the b ghost defined by
B =
∫ −i∞
i∞
dz
2πi
b(z). (2.2)
Similarly, the operator K is defined by
K =
∫ −i∞
i∞
dz
2πi
T (z), (2.3)
where T (z) is the energy momentum tensor.
Using these two operators, the c ghost and the identity state |I〉, we define states as
follows;
K = K|I〉, (2.4)
B = B|I〉, (2.5)
c = c(12 )|I〉, (2.6)
where 12 is a position at which the c ghost is inserted on the real axis of the sliver frame.
The states K, B and c satisfy the following relations;
[K,B] = 0, {B, c} = 1, [K, c] = ∂c, B2 = 0, c2 = 0. (2.7)
We do not explicitly write ∗ that means a product of string fields. The BRST operator
acts on these states in the following way;
QB = K, QK = 0, Qc = cKc. (2.8)
The wedge state Wα with a width α ≥ 0 is defined by a BPZ inner product as follows;
〈φ,Wα〉 = 〈g ◦ φ(0)〉α+1, (2.9)
where φ(ξ) is a generic state in the Fock space and g ◦ φ(ξ) denotes the conformal trans-
formation of φ(ξ). On the sliver frame, the subscript as in the right hand side means a
perimeter of cylinder on which a correlator is defined. The wedge stateWα can be expressed
by K as follows;
Wα = e
αK . (2.10)
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The class of analytic solutions is expressed by using these states;
Ψ = Fc
KB
1− F 2 cF, (2.11)
where F is an arbitrary analytic function of K. The solution of this form have been found
first by Okawa [9]. We assume that F can be written as a kind of Laplace transformation;
F (K) =
∫ ∞
0
dtf(t)etK . (2.12)
So we can regard F (K) as a superposition of wedge states [22]2. For example, when we
select 1√
1−K as F (K),
1√
1−K =
∫ ∞
0
dt
e−t√
πt
etK , (2.13)
we obtain the tachyon vacuum solution [10]. We also assume that the string field K
1−F 2 can
be written as a kind of Laplace transformation of f˜ . Thus we can write (2.11) as follows;
Fc
KB
1− F 2 cF =
∫ ∞
0
dt1f(t1)
∫ ∞
0
dt2f˜(t2)
∫ ∞
0
dt3f(t3)Ψintegrand
=
∫ ∞
0
dt1f(t1)
∫ ∞
0
dt2f˜(t2)
∫ ∞
0
dt3f(t3)e
t1Kcet2KBcet3K . (2.14)
The BPZ inner product of a test state φ and (2.11) is expressed as;
〈
φ, Fc
KB
1− F 2 cF
〉
=
∫ ∞
0
dt1f(t1)
∫ ∞
0
dt2f˜(t2)
∫ ∞
0
dt3f(t3)〈g ◦ φ(0)c(12 + t1)Bc(12 + t1 + t2)〉1+t1+t2+t3 .
(2.15)
This is useful because we can see both positions of c ghosts and a width of a string field in
a correlator on the sliver frame.
3 Review of the boundary state in open string field theory
We review the boundary state that has been constructed by Kiermaier, Okawa and Zwiebach
[19]. After that, we consider the boundary state for the string field (2.11) in the next sec-
tion.
3.1 Construction of the boundary state from open string fields
Before we construct the boundary state, we introduce a propagator strip for linear b-gauges
[23]. Its gauge condition is
BlinΨ = 0, (3.1)
2We use the right handed convention for the star product in this paper [11][16].
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Figure 1. The surface P(sa, sb) is a half-propagator strip. The surface is obtained by cutting a
open string world sheet along a median.
where Ψ is an open string field and the operator Blin is
Blin =
∮
dξ
2πi
F(ξ)
F ′(ξ)b(ξ). (3.2)
Therefore, Blin is the zero mode of the b ghost in a frame specified by F(ξ) frame. Here,
we introduce a w frame related to the z frame (2.1)3;
z =
1
2
ew. (3.3)
Then, the imaginary part of a string midpoint is pi2 in the w frame. And two string endpoints
ℜz > 0 or < 0 correspond to ℑw = 0 or π, respectively. The propagator of linear b gauges
is given by e−sL, where
L = {Q,Blin}. (3.4)
In the w frame, L is the generator of a horizontal translation.
We consider a half-propagator strip P(sa, sb) to construct the boundary state. This
strip is obtained by dividing a open string world sheet along a median. See Figure 1. More
precisely, to construct the half-propagator strip, we use a operator LR(t), where LR is the
right half of L. We define this operator as follows;
LR(t) ≡
∫ γ(pi
2
)+t
t
[
dw
2πi
T (w) +
dw¯
2πi
T˜ (w¯)
]
, (3.5)
where γ(θ) = w(ξ = eiθ), and the surface P(sa, sb) is expressed by the path-ordered
exponential as follows;
P(sa, sb) = P exp
[
−
∫ sb
sa
dtLR(t)
]
, (3.6)
3Of course, the w frame is generally related to the F frame [19][24]
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Figure 2. The product of surfaces P with a string field. The string field is inserted into a slit.
where P is the symbol of the path-order product. The star multiplication of these surfaces
satisfies
P(sa, sb)P(sb, sc) = P(sa, sc). (3.7)
A surface glued to a string field A is expressed as P(sa, sb)AP(sb, sc). This surface is
expressed geometrically as Figure 2.
A one point function where a closed string vertex operator φc is inserted in the origin
on a unit disk is written by using a boundary state |B〉;
〈(c0 − c˜0)φc(0)〉disk = 〈B|(c0 − c˜0)|φc〉, (3.8)
where the operator c0 − c˜0 is associated with a conformal Killing vector on the disk. This
correlator can be seen as an inner product of 〈B|e−pi
2
s
(L0+L˜0) and e
pi2
s
(L0+L˜0)(c0 − c˜0)|φc〉,
in which we cut the disk along a circle of radius e−
pi2
s in a ζ = exp
(
2pii
s
w
)
frameG
〈B|(c0 − c˜0)|φc〉 = 〈B|e−
pi2
s
(L0+L˜0)e
pi2
s
(L0+L˜0)(c0 − c˜0)|φc〉. (3.9)
So, in the following, we can write the relation between the surface P(0, s) and the boundary
state |B〉; ∮
s
P(0, s) = e−pi
2
s
(L0+L˜0)|B〉, (3.10)
where the operation
∮
s
means identification of a left boundary and a right boundary of the
surface P(0, s). Therefore we obtain the boundary state as follows;
|B〉 = epi
2
s
(L0+L˜0)
∮
s
P(0, s). (3.11)
Moreover, we define the boundary state around the classical solution Ψ of the equation
of motion QΨ+Ψ2 = 0. To do this, we replace L = {Q,Blin} with {Q∗,Blin}, where Q∗ is
the BRST operator around the new background;
Q∗A = QA+ΨA− (−)AAΨ. (3.12)
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When {Q∗,Blin} acts on a string field A,
{Q∗,Blin}A =
[LRA+ (−)A(BRA)Ψ − (−)ABR(AΨ)]+ [LLA+Ψ(BLA) + BL(ΨA)] ,
(3.13)
where
BR(t) ≡
∫ γ(pi
2
)+t
t
[
dw
2πi
b(w) +
dw¯
2πi
b˜(w¯)
]
(3.14)
is the right part of Blin and BL is the left part of it; Blin = BR + BL. Therefore we replace
LR(t) with LR(t) + {BR(t),Ψ} for P(sa, sb);
P(sa, sb)→ P∗(sa, sb) ≡ Pexp
[
−
∫ sb
sa
dt (LR(t) + {BR(t),Ψ})
]
. (3.15)
Using this new surface P∗(sa, sb), we express the boundary state |B∗(Ψ)〉 around the new
background in analogy with |B〉;
|B∗(Ψ)〉 = e
pi2
s
(L0+L˜0)
∮
s
P∗(0, s). (3.16)
We can write the boundary state by expanding P∗(0, s) in powers of the classical solution;
|B∗(Ψ)〉
=
∞∑
k=0
|B(k)∗ (Ψ)〉
=
∞∑
k=0
(−)kepi
2
s
(L0+L˜0)
∮
s
∫ s
0
ds1 · · ·
∫ s
si−1
dsi · · ·
∫ s
sk−1
dskP(0, s1){BR(s1),Ψ}P(s1, s2)
· · · P(si−1, si){BR(si),Ψ}P(si, si+1) · · · P(sk−1, sk){BR(sk),Ψ}P(sk , s).
(3.17)
Clearly, |B(0)∗ (Ψ)〉 = |B〉. We can actually recognize |B∗(Ψ)〉 as the boundary state because
it has expected properties. They are given in the next subsection.
3.2 Properties of the boundary state
We introduce various properties of |B∗(Ψ)〉 without proofs, which are in the paper [19].
Fundamental properties
We can recognize |B∗(Ψ)〉 as the boundary state because it satisfies three properties. They
are
Q|B∗(Ψ)〉 = 0, (b0 − b˜0)|B∗(Ψ)〉 = 0, (L0 − L˜0)|B∗(Ψ)〉 = 0. (3.18)
The equation of motion of the open string field theory is used to prove the BRST invariance
of |B∗(Ψ)〉
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Property under open string gauge transformation
An open string infinitesimal gauge transformation is
δχΨ = Qχ+ [Ψ, χ]. (3.19)
When we gauge transform a string field Ψ in |B∗(Ψ)〉 given in (3.17), the boundary state
becomes
δχ|B∗(Ψ)〉 = Q− exact. (3.20)
Variation of the propagator
We consider an infinitesimal change of gauge condition (3.1) for the propagator. To do
that, we change two operators;
BR(t)→ BR(t) + δBR(t), LR(t)→ LR(t) + {QR(t), δBR}, (3.21)
where QR is, using the BRST current jB ,
QR =
∫ γ(pi
2
)+t
t
[
dw
2πi
jB(w)− dw¯
2πi
j˜B(w¯)
]
. (3.22)
They produce a change of the boundary state as follows;
δ|B∗(Ψ)〉 = Q− exact. (3.23)
Variation of s
The boundary state (3.17) depends on s. An infinitesimal variation with respect to s of
the boundary state is also Q-exact;
∂s|B∗(Ψ)〉 = Q− exact. (3.24)
The equation of motion is used to prove (3.20)(3.23)(3.24) too. Therefore the inner product
of on-shell closed string vertex V and |B∗(Ψ)〉 is invariant under the gauge transformation,
the variation of the propagator and that of s.
s → 0 limit
For s→ 0, the boundary state |B∗(Ψ)〉 becomes only its zeroth and first order;
|B∗(Ψ)〉 = |B〉+ |B(1)∗ (Ψ)〉. (3.25)
Although we do not have a rigorous proof of this, this holds in specific examples [11] (and
we will see ones in the next section).
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Gauge invariant observable W (V,Ψ)
For s→ 0, an inner product 〈V|(c0 − c˜0)|B∗(Ψ)〉 is written as follows;
lim
s→0
〈V|(c0 − c˜0)|B∗(Ψ)〉 = 〈V|(c0 − c˜0)|B〉+ 〈V|(c0 − c˜0)|B(1)∗ (Ψ)〉. (3.26)
This relation implies the identification of the gauge invariant observable W (V,Ψ) and disk
amplitudes [20];
lim
s→0
〈V|(c0 − c˜0)|B∗(Ψ)〉 − 〈V|(c0 − c˜0)|B〉 = −4πiW (V,Ψ). (3.27)
Moreover, for the variation of s, the boundary state only changes by a Q-exact term. Thus,
because V is on-shell,
〈V|(c0 − c˜0)|B∗(Ψ)〉 − 〈V|(c0 − c˜0)|B〉 = −4πiW (V,Ψ) for any s. (3.28)
3.3 Boundary state for Schnabl gauge
We can calculate |B∗(Ψ)〉 simply by using Schnabl gauge. The zero mode of b ghost in the
gauge fixing condition (3.2) is
BSch =
∮
dξ
2πi
g(ξ)
g′(ξ)
b(ξ), (3.29)
where we take F(ξ) = g(ξ) given in (2.1). In the z frame, two operators(3.5)(3.14) are
defined as follows;
LR(t) =
∫
C(t)
dz
2πi
zT (z), BR(t) =
∫
C(t)
dz
2πi
zb(z), (3.30)
where the contour C(t) runs from e
t
2 − i∞ to e
t
2 + i∞. The surface P(0, s) is located in the
region
1
2
≤ ℜz ≤ 1
2
es. (3.31)
Thus, in this frame, the operation
∮
s
means identification z ∼ esz. This is compatible
with the ζ frame. When we insert a string field Aα1 that has a width α1 into s1 in the
w frame, the left part of Aα1 is glued to
1
2e
s1 and the right part is to es1α1 +
1
2e
s1 in the
z frame. Generally, after i − 1 string fields are inserted, the left part of Aαi is glued to∑i−1
j=1 e
sjαj +
1
2e
si and the right part is to
∑i
j=1 e
sjαj +
1
2e
si . Therefore, when k string
fields are inserted into P(0, s), the region is
1
2
≤ ℜz ≤
k∑
j=1
ejαj +
1
2
es (3.32)
in the z frame. But this is not identification z ∼ esz. Thus we shift the entire surface
horizontally by
a0 =
1
es − 1
k∑
j=1
esjαj , (3.33)
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and this region becomes
1
2
+ a0 ≤ ℜz ≤ es
(
1
2
+ a0
)
. (3.34)
The identification z ∼ esz is restored. This translated frame is called the natural z frame.
The map from z(i) of the wedge surface on which Aαi is defined to the natural z frame is
given by
z = ℓi + e
siz(i), (3.35)
where
ℓi =
i−1∑
j=1
αje
sj + a0, ℓ1 = a0. (3.36)
At the end of the subsection, we introduce two useful formulae for the calculation of
|B∗(Ψ)〉;
−{BR(si), Aαi} →
∮
dz
2πi
(z − ℓi)b(z)[· · · ]− esiαi[· · · ]B (3.37)
B[· · · ] = e
s
es − 1
∮
dz
2πi
b(z)[· · · ]. (3.38)
In the first formula, [· · · ] means operator insertions which the string field Aαi has. And
for the second formula, we can only use this when other operator insertions are not in the
boundary state.
4 The boundary state for a class of analytic solutions
We consider the boundary state |B∗(Ψ)〉 for the case of Ψ being the analytic solution (2.11).
For this purpose, we should carefully find positions of c ghosts and a width of string fields.
Thus it is convenient to see a description like (2.15). First, we calculate the k-th order
boundary state |B(k)∗ (Ψ)〉 in (3.17). In fact, what we calculate is
k∏
i=1
[−{BR(si),Ψ(i)}]. (4.1)
The i-th string field in the description like (2.14)(2.15) is written as follows;
〈φ,Ψ(i)〉
=
∫ ∞
0
dαif(αi)
∫ ∞
0
dβif˜(βi)
∫ ∞
0
dγif(γi)
〈
φ,Ψ
(i)
integrand
〉
=
∫ ∞
0
dαif(αi)
∫ ∞
0
dβif˜(βi)
∫ ∞
0
dγif(γi)
〈
g ◦ φ(0)c ( 12 + αi)Bc (12 + αi + βi)〉1+αi+βi+γi .
(4.2)
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In the natural z frame, operators inserting in i-th string field are conformal transformed as
c(12 + t)→ e−sic
(
esi
(
1
2 + t
)
+ ℓi
)
and B → esiB. Therefore, from the width and positions
of the c ghosts of the i-th string field in (4.2), using (3.37),
k∏
i=1
[−{BR(si),Ψ(i)integrand}]
→
k∏
i=1
{
e−si
∮
dz
2πi
(z − ℓi)b(z)c
(
esi
(
1
2 + αi
)
+ ℓi
)Bc(esi(12 + αi + βi) + ℓi)
− (αi + βi + γi)c
(
esi
(
1
2 + αi
)
+ ℓi
)Bc(esi(12 + αi + βi) + ℓi)B}
=
k∏
i=1
{(1
2
+ αi
)
Bc(esi(12 + αi + βi) + ℓi) +
(
1
2
+ αi + βi
)
c(esi(12 + αi) + ℓi)B
− (αi + βi + γi)c
(
esi
(
1
2 + αi
)
+ ℓi
)B}
=
k∏
i=1
{(
1
2
+ αi
)
Bc(esi(12 + αi + βi) + ℓi)−
(
1
2
− γi
)
Bc (esi (12 + αi)+ ℓi)+
(
1
2
− γi
)}
.
(4.3)
These operators are able to be calculated explicitly in the k-th order boundary state. This
quantity is given in (A.2). Assuming that all αi, βi, γi integrals of (A.2) converge and we
obtain the k-th order boundary state;
|B(k)∗ (Ψ)〉
=
sk
k!
(
es
es − 1
k∏
i=1
∫ ∞
0
dαif(αi)
∫ ∞
0
dβif˜(βi)
∫ ∞
0
dγif(γi)
(
1
2
+ αi
)
− 1
es − 1
k∏
i=1
∫ ∞
0
dαif(αi)
∫ ∞
0
dβif˜(βi)
∫ ∞
0
dγif(γi)
(
1
2
− γi
))
|B〉
=
sk
k!
es
es − 1
k∏
i=1
[(
1
2
F (0) + ∂F (0)
)
F˜ (0)F (0)
]
|B〉
− s
k
k!
1
es − 1
k∏
i=1
[(
1
2
F (0) − ∂F (0)
)
F˜ (0)F (0)
]
|B〉
=
sk
k!
es
es − 1
[
1
2
(F 2(0) + ∂F 2(0))F˜ (0)
]k
|B〉 − s
k
k!
1
es − 1
[
1
2
(F 2(0)− ∂F 2(0))F˜ (0)
]k
|B〉,
(4.4)
where we used ∫ s
0
ds1
∫ s
s1
ds2
∫ s
s2
ds3 · · ·
∫ s
sk−1
dsk =
sk
k!
. (4.5)
Therefore
|B∗(Ψ)〉
12
=∞∑
k=0
[
sk
k!
es
es − 1
[
1
2
(F 2(0) + ∂F 2(0))F˜ (0)
]k
|B〉 − s
k
k!
1
es − 1
[
1
2
(F 2(0) − ∂F 2(0))F˜ (0)
]k
|B〉
]
=
es
es − 1 exp
(s
2
[
(F 2(0) + ∂F 2(0))F˜ (0)
])
|B〉 − 1
es − 1 exp
(s
2
[
(F 2(0)− ∂F 2(0))F˜ (0)
])
|B〉
=
es
es − 1 limz→0 exp
(
s
2
z
1−G(z) −G′(z)
G(z)
)
|B〉 − 1
es − 1 limz→0 exp
(
s
2
z
1−G(z) +G′(z)
G(z)
)
|B〉,
(4.6)
where G = 1 − F 2. This relation is the boundary state for the class of analytic solutions
(2.11).
s → 0 limit
(4.4) with k = 1 becomes
|B(1)∗ (Ψ)〉 = se
s
es − 1
[
1
2
(F 2(0) + ∂F 2(0))F˜ (0)
]
|B〉 − s
es − 1
[
1
2
(F 2(0)− ∂F 2(0))F˜ (0)
]
|B〉.
(4.7)
In s→ 0, we obtain
|B(1)∗ (Ψ)〉 → ∂F 2(0)F˜ (0)|B〉
= lim
z→0
z
∂F 2(z)
1− F 2(z) |B〉
= − lim
z→0
z
G′(z)
G(z)
|B〉.
In what follows, all z dependence on G’s and F ’s is dropped. Therefore,
|B〉+ |B(1)∗ (Ψ)〉 −→
s→0
(
1− lim
z→0
z
G′
G
)
|B〉. (4.8)
Moreover, for the boundary state (4.6),
|B∗(Ψ)〉 −→
s→0
[
1 + lim
z→0
(
z
1−G−G′
2G
− z 1−G+G
′
2G
)]
|B〉
=
(
1− lim
z→0
z
G′
G
)
|B〉. (4.9)
Thus, in s → 0 limit, our boundary state (4.9) is identified with the zeroth and the first
order boundary state (4.8). This relation is consistent with the claim of [19].
Perturbative vacuum
We know that the perturbative vacuum solution is obtained by selecting zero as F (K), so
G(K) = 1. In this case, (4.6) becomes
|B∗(Ψper)〉 = e
s
es − 1 limz→0 exp
(
s
2
z
1− 1− 0
1
)
|B〉 − 1
es − 1 limz→0 exp
(
s
2
z
1− 1 + 0
1
)
|B〉
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= |B〉. (4.10)
This is the expected result. Namely, the D-brane exists at the perturbative vacuum. Note
that (4.6) loses the s dependence for the perturbative solution. Moreover, if we substitute
G(K) = 1 into (4.8), we find
|B〉+ |B(1)∗ (Ψper)〉 → |B〉. (4.11)
Therefore, the boundary state (4.10) coincides with (4.11) without a Q-exact term. This
is consistent with (3.24).
A pure gauge solution also describes the perturbative vacuum. This solution is obtained
by changing F (K) of (2.11) to F (K + ǫ), where ǫ is a parameter. For example,
F (K + ǫ) =
1√
1− (K + ǫ) , (4.12)
or
G(K + ǫ) = 1− F 2(K + ǫ) = − K + ǫ
1− (K + ǫ) (4.13)
gives the pure gauge solution Ψpure. In this case, from (4.9), the s → 0 boundary state
becomes
|B∗(Ψpure)〉 →
(
1− lim
z→0
z
(
− 1
(1− (z + ǫ))2
)(
−1− (z + ǫ)
z + ǫ
))
|B〉
= |B〉. (4.14)
Moreover, we substitute (4.13) into (4.6);
|B∗(Ψpure)〉 = e
s
es − 1 limz→0
(
s
2
z
[
1 +
z + ǫ
1− (z + ǫ) +
1
(1− (z + ǫ))2
] [
−1− (z + ǫ)
z + ǫ
])
|B〉
− 1
es − 1 limz→0
(
s
2
z
[
1 +
z + ǫ
1− (z + ǫ) −
1
(1− (z + ǫ))2
] [
−1− (z + ǫ)
z + ǫ
])
|B〉
= |B〉. (4.15)
We obtain the expected boundary state in s→ 0 and all order for the pure gauge solution.
Tachyon vacuum
When F (K) = 1√
1−K , so G(K) = −
K
1−K , we know that the tachyon vacuum solution is
obtained. From (4.6),
|B∗(Ψtach)〉 = e
s
es − 1 limz→0 exp
[
sz
2
(
1 +
z
1− z +
1
(1− z)2
)(
− z
1− z
)−1]
|B〉
− 1
es − 1 limz→0 exp
[
sz
2
(
1 +
z
1− z −
1
(1− z)2
)(
− z
1− z
)−1]
|B〉
= 0. (4.16)
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This is consistent with the fact that the D-brane disappears at the tachyon vacuum. And
from (4.8),
|B〉+ |B(1)∗ (Ψtach)〉 →
(
1− lim
z→0
z
(
− 1
(1− z)2
)(
− z
1− z
)−1)
|B〉
= 0. (4.17)
(4.16) agrees with (4.17) without a Q-exact term. This result is the same as one of [19].
5 Comments on multi-brane and ghost brane solutions
Recently, Murata and Schnabl suggested the possible presence of multi-brane solutions [18].
They calculated the energy of (2.11) and the result was
E = − 1
2π2
lim
z→0
z
G′
G
. (5.1)
If the function behave G(z) as z1−n, the energy is
E =
−1 + n
2π2
. (5.2)
The energy at the tachyon vacuum is − 1
2pi2
and that at the perturbative vacuum is zero. As
the D-brane does not exist at the tachyon vacuum and exists at the perturbative vacuum,
the value 1
2pi2
is the tension of the D-brane. So, (5.2) is the energy for configurations of n
D-branes.
When G(z) ∼ z1−n, our boundary state with s→ 0 (4.9) is
|B∗(Ψ)〉 = n|B〉. (5.3)
At the tachyon vacuum, |B∗(Ψtach)〉 = 0, while at the perturbative vacuum, the boundary
state |B〉 exists. So (5.3) means the configuration of n D-branes too. Therefore our
boundary state is similar to the result of [18]. It seems that G(z) ∼ z1−n gives a solution
that would describe the configuration of n D-branes. But there is a problem. When n ≥ 2,
G(z) is singular for z → 0. In other words, the integral value
F (0) =
∫ ∞
0
dtf(t) (5.4)
diverges. For example, when n = 2, G(z) = z−1, so F (z) =
√
1− 1
z
. But an integral value
F (0) diverges. Therefore we must regularize F (z) to obtain a finite value. But even if
we can obtain a finite value, our boundary state (4.6) has s dependence in n ≥ 2. Recall
that the general boundary state (3.17) is constructed by using a classical solution of the
equation of motion and that it has the property that it changes only by a Q-exact term
under the variation of s due to the equation of motion. But |B∗(Ψ)〉 that ghost operators
are calculated can not have a Q-exact term. In this case, if |B∗(Ψ)〉 has a s dependence,
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a string field Ψ is not a solution. (4.6) is in the instance. Thus even if we can regularize
F (K), we can not obtain multi-brane solutions from (2.11) at least naively
While, in n ≤ −1, G(z) ∼ z1−n is regular for z → 0. In this case the energy and the
s→ 0 limit boundary state are
E = −|n− 1|
2π2
, (5.5)
|B∗(Ψ)〉 → −|n||B〉, (5.6)
respectively. These mean that a ghost brane which has a negative tension exists. But our
boundary state (4.6) becomes
|B∗(Ψ)〉
=
es
es − 1 limz→0 exp
(s
2
(zn − z − (1− n))
)
|B〉 − 1
es − 1 limz→0 exp
(s
2
(zn − z + (1− n))
)
|B〉.
= lim
z→0
exp
(s
2
(z−|n| − z)
) sinh ns2
sinh s2
|B〉. (5.7)
Thus ghost brane solutions do not exist at least in the form (2.11) because this boundary
state diverges for z → 04.
6 Conclusions and discussions
We construct the boundary state for the class of analytic solutions of the open string field
theory. It gives expected one which is for the perturbative vacuum solution and the tachyon
vacuum solution. The result is that in s → 0 limit, the boundary state of the zeroth and
the first order coincides with one of all order. Our boundary state is constructed under the
assumption that F (0) is finite. In fact, it is the case for the perturbative and the tachyon
vacuum solutions, but it is not for the multi-brane solutions. Thus we think that F (K)
must be regularized. But even if it can be done so, a string field Ψ that obtained does not
satisfy the equation of motion at least naively, because |B∗(Ψ)〉 has the s dependence. If
multi-brane solutions exist, the string fields (2.11) must be modified. Moreover ghost brane
solutions do not exist at least in the form (2.11) because our boundary state diverges.
We calculate the boundary state for the solution in KBc subalgebra. But one will
also be obtained for solutions in extended subalgebras (for example [16][17]) because the
boundary state |B∗(Ψ)〉 consists of a general solution Ψ. Of course a boundary state for
those solutions must also satisfy properties of one. So we think that it is convenient to find
any solutions that we use this properties.
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A Calculation of ghost operators
In this appendix, We first prove
m∏
i=1
[AiBc(xi)−DiBc(yi) +Di]
=
m∏
i=1
AiBc(xm)−
m∑
j=1
{ j∏
i=1
Ai
m∏
r=j+1
Dr (Bc(yj+1)− Bc(xj))
}
−
m∏
i=1
Di(Bc(y1)− 1) (A.1)
by induction, where Ai and Di are constants. When m = 1, the second term of the right
hand side is not defined. So (A.1) holds. When m = 2,
2∏
i=1
[AiBc(xi)−DiBc(yi) +Di]
= [A1Bc(x1)−D1Bc(y1) +D1] [A2Bc(x2)−D2Bc(y2) +D2]
= A1Bc(x1) [A2Bc(x2)−D2Bc(y2) +D2]
−D1Bc(y1) [A2Bc(x2)−D2Bc(y2) +D2]
+D1 [A2Bc(x2)−D2Bc(y2) +D2]
= A1A2Bc(x2)−A1D2Bc(y2) +A1D2Bc(x1)
−A2D1Bc(x2) +D1D2Bc(y2)−D1D2Bc(y1)
+A2D1Bc(x2)−D1D2Bc(y2) +D1D2
= A1A2Bc(x2)−A1D2Bc(y2) +A1D2Bc(x1)−D1D2Bc(y1) +D1D2.
Thus, in this case, (A.1) is right. (A.1) with m = k + 1,
k+1∏
i=1
[AiBc(xi)−DiBc(yi) +Di]
=

 k∏
i=1
AiBc(xk)−
k−1∑
j=1
{ j∏
i=1
Ai
k∏
r=j+1
Dr (Bc(yj+1)− Bc(xj))
}
−
k∏
i=1
Di(Bc(y1)− 1)


× [Ak+1Bc(xk+1)−Dk+1Bc(yk+1) +Dk+1] ,
by using Bc(t1)Bc(t2) = Bc(t2) which follows {B, c(t)} = 1,
k−1∑
j=1
{ j∏
i=1
Ai
k∏
r=j+1
Dr (Bc(yj+1)− Bc(xj))
}
Bc(t) = 0,
k∏
i=1
Di(Bc(y1)− 1)Bc(t) = 0,
and therefore
k+1∏
i=1
[AiBc(xi)−DiBc(yi) +Di]
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=
k∏
i=1
AiBc(xk) [Ak+1Bc(xk+1)−Dk+1Bc(yk+1) +Dk+1]
−
k−1∑
j=1
{ j∏
i=1
Ai
k∏
r=j+1
Dr (Bc(yj+1)− Bc(xj))
}
Dk+1
−
k∏
i=1
Di(Bc(y1)− 1)Dk+1
=
k+1∏
i=1
AiBc(xk+1)−
k∏
i=1
AiDk+1Bc(yk+1) +
k∏
i=1
AiDk+1Bc(xk)
−
k−1∑
j=1
{ j∏
i=1
Ai
k+1∏
r=j+1
Dr (Bc(yj+1)− Bc(xj))
}
−
k+1∏
i=1
Di(Bc(y1)− 1)
=
k+1∏
i=1
AiBc(xk+1)−
k∑
j=1
{ j∏
i=1
Ai
k+1∏
r=j+1
Dr (Bc(yj+1)−Bc(xj))
}
−
k+1∏
i=1
Di(Bc(y1)− 1).
Therefore (A.1) with m = k+1 holds. Moreover when we calculate the boundary state, we
can use (3.38). By using this, because Bc(t) is the constant, the second term in the above
equation vanishes. Thus when we calculate the boundary state, we substitute Ai =
1
2 +αi,
Di =
1
2 − γi and Bc(t) = e
s
es−1 into (A.1), the ghost operators become
k∏
i=1
{(
1
2
+ αi
)
Bc(esi(12 + αi + βi) + ℓi)−
(
1
2
− γi
)
Bc (esi (12 + αi)+ ℓi)+
(
1
2
− γi
)}
=
es
es − 1
k∏
i
(
1
2
+ αi
)
− 1
es − 1
k∏
i
(
1
2
− γi
)
. (A.2)
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