Abstract: We study linear subset regression in the context of a highdimensional linear model. Consider y = ϑ + θ z + with univariate response y and a d-vector of random regressors z, and a submodel where y is regressed on a set of p explanatory variables that are given by x = M z, for some d × p matrix M . Here, 'high-dimensional' means that the number d of available explanatory variables in the overall model is much larger than the number p of variables in the submodel. In this paper, we present Pinskertype results for prediction of y given x. In particular, we show that the mean squared prediction error of the best linear predictor of y given x is close to the mean squared prediction error of the corresponding Bayes predictor E[y x], provided only that p/ log d is small. We also show that the mean squared prediction error of the (feasible) least-squares predictor computed from n independent observations of (y, x) is close to that of the Bayes predictor, provided only that both p/ log d and p/n are small. Our results hold uniformly in the regression parameters and over large collections of distributions for the design variables z.
Introduction
Fitting simple models to complex, high-dimensional data is often motivated by the belief, or assumption, that the data does indeed admit a simple representation. Theoretical analyses of simple, or sparse, modeling methods, in particular, typically rely on the assumption that the true data-generating process can be described, or at least be closely approximated, by a simple model. In situations where the sample size is relatively small, however, it is often infeasible to substantiate such beliefs or assumptions from data. For prediction, the results in this paper justify searching for, and working with, parsimonious representations without relying on the assumption that the 'truth' is sparse or simple.
Given an overall linear regression model with d explanatory variables and a submodel with p explanatory variables, we consider the best linear predictor for the response given those explanatory variables that are 'active' in the submodel, and the corresponding Bayes predictor. We show that the best linear predictor is comparable to the Bayes predictor in terms of relative mean squared prediction error, irrespective of, i.e., uniformly in, the regression parameters, provided only that p/ log d is small. This statement moreover holds uniformly over a large collection of distributions for the explanatory variables and the error term in the model. We also provide similar results for the case where the coefficients of the best linear predictor are estimated from a data sample of size n, provided that both p/ log d and p/n are small.
The best linear predictor in a possibly misspecified (sub-) model and its coefficients are well-studied objects in the statistics literature, certainly since Huber (1967) , and recently gained new popularity as witnessed by, e.g., Abadie et al. (2014) ; Bachoc et al. (2015) ; Berk et al. (2013) ; Brannath and Scharpenberg (2014) ; Buja et al. (2014) ; Greenshtein and Ritov (2004) ; Lee et al. (2014) ; Leeb (2008 Leeb ( , 2009 ); ; . Near equivalence of the best linear predictor and the Bayes predictor, as we establish here, is related to the celebrated result of Pinsker (1980) ; the relation of our result to Pinsker's Theorem will be discussed in detail later. The present paper is based on the PhD thesis of Steinberger (2015) . On a technical level, we expand and further analyze findings of Steinberger and Leeb (2014) , who in turn rely on Leeb (2013) and Hall and Li (1993) (see also Diaconis and Freedman, 1984 as well as Dümbgen and Del Conte-Zerial, 2013) . We also rely on results about extreme eigenvalues of large sample-covariance matrices by Srivastava and Vershynin (2013) .
The rest of the paper is organized as follows. In Section 2, we give an outline of our findings, put them in context with existing results, and discuss some immediate consequences. A detailed description of our main results and assumptions is given in Section 3. In Section 4, we provide a high-level explanation of the mechanisms that facilitate our results. Section 5 gives an explicit analysis of the prediction problem in a simple low-dimensional setting, and Section 6 outlines how our results can be used to deal with several potential candidate models. Lastly, some additional remarks are collected in Section 7. All proofs are contained in the appendix.
Overview
Throughout, we consider the linear model
with ϑ ∈ R and θ ∈ R d for some d ∈ N. We assume that the error is independent of z, with mean zero and finite variance; its distribution will be denoted by L( ). Moreover, we assume that the vector of regressors z has mean µ ∈ R d and positive definite variance/covariance matrix Σ. Our model assumptions are further discussed in Remark 7.1. No additional restrictions will be placed on the regression coefficients ϑ and θ, on the moments µ and Σ, or on the error distribution L( ).
We do place some assumptions on the distribution of the explanatory variables. First, we assume that z can be written as an affine transformation of independent random variables (see also Remark 7.2). With this, we can represent z as z = µ + Σ 1/2 Rz
for a vectorz with independent (but not necessarily identically distributed) components so that E[z] = 0 and E[zz ] = I d , where Σ 1/2 is the positive definite and symmetric square root of Σ, and where R is an orthogonal matrix. Second, we assume thatz has a Lebesgue density, which we denote by fz, with bounded marginal densities and finite marginal moments of sufficiently high order; cf. Section 3 for details.
The distribution of (y, z) in (1)- (2) is characterized by ϑ and θ, by L( ), by Σ and µ, by fz, and by R. For the expository discussion in this section, we keep all these quantities fixed except for the regression coefficients ϑ ∈ R and θ ∈ R p , and the orthogonal d × d matrix R. [We note that the model (1)-(2) also covers situations where z contains lagged dependent variables; cf. Remark 7.3.]
Consider a submodel where y is regressed on x, with x given by x = M z for some full-rank d × p matrix M with p < d. For example, M can be a selection matrix that picks out p components of the d-vector z. [See also Remark 3.5 and Remark 3.6, as well as Section 6 regarding several submodels.] Submodels with regressors of the form x = M z also occur in principal component regression, partial least squares, and certain sufficient dimension reduction methods. We are particularly interested in situations where d is much larger than p, i.e., p d. Our goal is to compare linear and non-linear predictors of y given x. In particular, we study the Bayes predictor E[y x] and the best linear predictor α + β x, where α ∈ R and β ∈ R p minimize E[(y − (α + β x)) 2 ]. Note that both predictors depend on the model parameters, although this dependence is not explicitly shown in the notation. Their corresponding mean squared errors are
2 ] and
It is elementary to verify that both R N and R L do not depend on ϑ, and that R L equals (I d − P Σ 1/2 M )Σ 1/2 θ 2 + Var( ) and hence does not depend on R, where P ... denotes the orthogonal projection onto the column space of the indicated matrix. In particular, R L is minimized if Σ 1/2 θ is in the span of Σ 1/2 M , i.e., if θ = M β. Similar to Pinsker (1980) , we study the risk ratio R N /R L . Note that we always have Var( ) ≤ R N ≤ R L ≤ Var(y), so that the risk ratio R N /R L is always bounded by 1. In the degenerate case where R L = 0 and hence also R N = 0, we set R N /R L = 1. To provide some context for our results, we next discuss two conditions which guarantee that R N /R L = 1.
Example 2.1. The Bayes predictor and the best linear predictor of y given x coincide if θ satisfies θ z = β x almost surely, i.e., if θ = M β (irrespective of ϑ and of the distribution of z orz). In that case, θ is often called 'sparse' if M is a selection matrix, because then β and x are subvectors of θ and z, respectively, and the remaining d − p components of θ are equal to zero. Under such a sparsity assumption, we have Var( ) = R N = R L . For an overview of the well-developed theory on sparse modeling, including methods for inference on the true regression coefficients ϑ and θ, we refer to the monograph of Bühlmann and van de Geer (2011) . In situations where d exceeds the sample size, it is typically infeasible to ascertain whether or not the true parameter vector θ is indeed sparse or, more generally, whether or not θ = M β holds (for the given matrix M ).
Example 2.2. The Bayes predictor and the best linear predictor also coincide (irrespective of ϑ and θ) if our distributional assumptions on z are replaced by the requirement that z is Gaussian or, more generally, by the requirement that the law ofz is spherically symmetric. In that case, for any matrix A of appropriate dimension, conditional means of the form E[z Az] are linear functions of the conditioning variable, and hence E[y x] = α + β x. Under this assumption, we have Var( ) ≤ R N = R L , and the inequality is typically strict. This angle is further developed in Leeb (2008 Leeb ( , 2009 ) with a focus on prediction. [In fact, the class of elliptically contoured distributions is characterized by the property that conditional means are linear; cf. Eaton, 1986 .] But, similar to before, in situations where d exceeds the sample size, it is often infeasible to judge if z is Gaussian or if the law ofz is spherically symmetric.
The conditions discussed in the two preceding examples are satisfied by a relatively small subclass of all data-generating processes as in (1)- (2), namely by those with θ satisfying θ = M β, and by those withz being spherically symmetric, respectively. We here show that the mean squared errors of the Bayes predictor and the best linear predictor, i.e., R N and R L , are close to each other, uniformly in θ and uniformly over a 'large' collection of design distributions of the form (2), provided only that p/ log d is small. 
hold, where the constant c as well as the constants implicit in the O-terms depend only on the univariate marginal densities of fz; see Theorem 3.1(i) for the detailed, and stronger, formal statement. In Theorem 3.4, we also provide a similar result for the case where α and β are replaced by estimators, i.e., where the infeasible best linear predictor is replaced by the feasible ordinary least-squares predictor. The result in (3)-(4) is non-standard in the sense that it does not explicitly characterize the set of data-generating processes for which R N /R L is close to one, i.e., it does not explicitly describe the set U. The set U in (3)-(4) depends on the distribution ofz in a complicated way, and our method of proof does not deliver a simple explicit characterization of this set. We can, however, control the size of U through (4). In contrast, the conditions that guarantee that R N /R L = 1 discussed in Examples 2.1 and 2.2, namely sparsity and spherical symmetry, are simple to characterize, but the collection of data-generating processes meeting these conditions is comparatively small. Furthermore, even if an explicit characterization of U were available, it would typically be of little use in statistical practice in situations where d exceeds the sample size, as it is then difficult to judge whether or not the data were generated by a model as in (1)-(2) with R ∈ U. More importantly, however, we can characterize the size of U with (4). In particular, U is guaranteed to be large provided only that p/ log d is sufficiently small. See also Section 5 for a detailed analysis of R N (θ, R)/R L (θ), and hence also of U, in a simple low-dimensional setting.
Although technically different, our results are similar, in spirit, to those of Pinsker (1980) , in the sense that they exhibit a certain equivalence of linear and non-linear methods in high-dimensional inference problems. See Remark 3.2 for a more detailed discussion of the similarities and differences of our results compared to Pinsker (1980) . Moreover, a phenomenon qualitatively related to our findings is studied by El Karoui (2010) in the context of principal components analysis (PCA), who showed that, for high-dimensional observations following classical random matrix models, non-linear versions of PCA using kernel matrices essentially perform a standard linear PCA. Our present results add another piece to this picture of linear methods performing comparable to non-linear methods in certain high-dimensional settings.
We stress that our results cover the relative size of R N and R L , but neither the absolute size of either quantity nor their absolute difference: If the upper bound in (3) is small and R ∈ U, then the linear predictor α + β x is close to best possible in the class of all predictors of y given x; but this does not restrict the absolute performance of any of these predictors. For example, θ may be such that the best linear predictor given x is constant in x, in which case R L equals Var(y), and R N / Var(y) is close to 1 if R ∈ U and the upper bound in (3) is small. On the other extreme, both R L and R N equal Var( ) if θ = M β. The usefulness of x for predicting y depends on θ, i.e., on a parameter that can not be estimated in situations where d exceeds the sample size and the parameter space is R d . Nevertheless, given that one is committed to using x to predict y, our results justify focusing on linear predictors, provided that p/ log d is small. This also prompts the question for model selection procedures. In Section 6, we show how our results can be used to handle several submodels, and we briefly sketch how a model selection procedure can then be used to select one of them, e.g., based on estimated predictive performance. A more comprehensive treatment of model selection in this context, however, poses a number of challenges that are beyond the scope of this paper.
Main results
Throughout, we consider the model (1)-(2), such that the error has mean zero, finite variance, and is independent of z. For the vectorz with independent components in (2), we will assume that its Lebesgue density fz belongs to one of the classes F d,k (D, E) that are defined in the next paragraph. The distribution of (y, z) is characterized by the regression coefficients ϑ ∈ R and θ ∈ R d ; by the error distribution L( ) with mean zero and finite variance; by µ ∈ R d ; by the symmetric positive definite d × d matrix Σ; by the density fz; and by the orthogonal d × d matrix R.
For fixed k ∈ N and positive finite constants D and E, write F d,k (D, E) for the class of all Lebesgue densities on R d that are products of univariate densities, so that each such marginal density is bounded by D from above, and so that each univariate marginal density has mean zero, variance one, and absolute moments of order up to k bounded from above by E. In the results that follow, we will assume that fz belongs to F d,k (D, E) for appropriate constants d, k, D, and E.
Consider a submodel where y is regressed on x, with x given by x = M z for some full-rank d × p matrix M with p < d. We first compare two (infeasible) predictors that are functions of x, namely the Bayes predictor E[y x] and the best linear predictor α + β x, where α ∈ R and β ∈ R p minimize E[(y − (α + β x)) 2 ]. Recall that their respective mean squared errors are
, and
In the preceding display, the expressions in the middle stress that the risks depend on M because x = M z; on θ ∈ R d ; on the distribution of through Var( ); on the positive definite d × d matrix Σ; and on the density fz ofz; moreover, R N also depends on the matrix R ∈ O d . It is elementary to verify that R N and R L (and also R N (x) and R L (x), which follow) do not depend on the mean parameters ϑ and µ. Similarly, we also consider the corresponding conditional risks given x, i.e.,
The distributions of the random variables in the preceding two displays depend on M , θ, the distribution of through Var( ), Σ, fz, and on R. Also note that
, almost surely, by construction. We adopt the convention that the ratios R N /R L and R N (x)/R L (x) are set equal to 1 whenever the respective denominator vanishes. Thus, these ratios are well defined and do not exceed 1.
Theorem 3.1. Fix positive integers p and d with p < d, and finite constants D ≥ 1 and E ≥ 1.
and such that
(iii) The sets U and V in parts (i) and (ii) satisfy
, where M 0 consists of the first p columns of I d , and R 0 is any orthogonal matrix whose first p columns are a basis for the column span of Σ 1/2 M . Furthermore, both U and V are rightequivariant in the sense that
In the displays of part (i) and (ii),
, are positive and finite constants that depend only on the indicated quantities, and suprema are taken over all full-rank d × p matrices M , over θ ∈ R d , over L( ) so that has zero mean and finite variance, and over all symmetric positive definite d × d matrices Σ, when indicated.
Remark 3.2 (Regarding Pinsker's Theorem). Qualitatively, Theorem 3.1 tells a similar story as the classical linear minimax result of Pinsker (1980) in so far as linear procedures are shown to be almost best possible, in a certain sense, when the dimension of the parameter space is large. Pinsker's original contribution was to compare the linear and the overall minimax risk of estimation in the Gaussian sequence model over 2 ellipsoids in the low-noise limit. His results also imply the asymptotic equivalence of the linear and non-linear minimax risk of estimation in the Gaussian location model Beran and Dümbgen, 1998) . Despite the qualitative similarity between our results and Pinsker's, there are some fundamental differences: First and foremost, Pinsker's results crucially rely on Gaussianity whereas the main feature of our results is that they hold in many non-Gaussian situations (and become trivial in the Gaussian case). Second, while Pinsker studied the worst case risk, Theorem 3.1 provides bounds for the relative prediction risk that hold uniformly over the indicated parameters. [In our setting, a worst-case comparison of predictors does not make sense because risks are unbounded. Moreover, even if bounded risks are imposed, one can always choose parameters such that x and θ z are independent, and thus Var(y) = R L = R N ; cf. Remark 7.5 for details.] Third, we here study the prediction problem in linear regression rather than the estimation of a location parameter. Lastly, Pinsker considered parameter spaces of finite diameter, whereas our parameter space for the regression parameter θ is all of R d .
Remark 3.3 (Regarding tightness of bounds). Because the bounds in Theorem 3.1 hold uniformly over a large class of data-generating processes, it can occur that said bounds are very conservative for a specific data-generating process. The bounds in Theorem 3.1 are the best possible that our current technique of proof delivers. But detailed inspection of the proofs of results in Steinberger and Leeb (2014) , which we rely on, suggests that our bounds are not tight. Tighter bounds can be obtained under appropriately stronger assumptions (see for example Section 3.2 in Steinberger and Leeb, 2014) or possibly by an altogether different method of proof. Further results in that direction are currently work in progress.
The predictors considered so far are infeasible. Consider now a sample (y i , x i ) n i=1 of n independent observations that are distributed as, and independent from, (y, x). We study the feasible linear predictorα n +β n x, whereα n and β n are the ordinary least-squares estimators for α and β, respectively, obtained by regressing Y = (y 1 , . . . , y n ) on X = (x 1 , . . . , x n ) (including an intercept). The corresponding prediction risk is
and the corresponding conditional prediction risk given x is
Similarly to before, it is easy to see that the distributions of R OLS (X, Y ) and R OLS (X, Y, x) do not depend on ϑ and µ (cf. Lemma A.1). Moreover, since R N ≤ R OLS (X, Y ), almost surely, it makes sense to impose the convention that R N /R OLS (X, Y ) = 1 whenever the denominator is equal to zero, and similarly, because of R N (x) ≤ R OLS (X, Y, x), almost surely, the same convention is used for the ratio
Theorem 3.4. Fix positive integers n, p and d with p < d, and finite constants D ≥ 1 and E ≥ 1. There exists a finite positive constant L 0 = L 0 (E) that depends only on E, such that for n > L 0 p, the following statements hold true.
(i) For the same Borel set U = U(M, Σ, fz) ⊆ O d as in Theorem 3.1(i), and for every t > 0, we have
(ii) For the same Borel set V = V(M, Σ, fz) ⊆ O d as in Theorem 3.1(ii), and for every t > 0, we have
In the preceding displays the constant
, depend only on the indicated quantities and suprema are taken over all full-rank d × p matrices M , over θ ∈ R d , over L( ) so that has zero mean and finite variance, and over all symmetric positive definite d × d matrices Σ.
Theorem 3.4 provides a comparison of the least-squares predictor of y given x with the corresponding Bayes predictor, which is infeasible, and the results are similar to Theorem 3.1: Provided that p/n and p/ log d are both small, the risk of the feasible predictor is close to that of the infeasible one, uniformly over large portions of the parameter space. Note that the upper bounds in Theorem 3.4 can not be expected to be small in statistically more challenging scenarii where p/n is not close to zero, because then the absolute estimation errors |α n − α| and β n − β are not small in probability; such scenarii will be studied elsewhere. Also, Theorem 3.4 should be compared to the results of Greenshtein and Ritov (2004) , who, in essence, show that the best sparse linear predictor and a (sparse) predictor based on the LASSO estimator are comparable, in terms of prediction risk, without requiring that the true model is sparse. In other words, no sufficiently sparse linear procedure can significantly outperform the LASSO. Our results suggest that this LASSO predictor can perform almost as well as the Bayes predictor in certain situations, thereby suggesting that no other sparse procedure (linear or not) can significantly outperform the LASSO in terms of relative mean squared prediction error.
Remark 3.5. In order to use our results, the vector z in (2), i.e., the vector of all explanatory variables, need not be observed in its entirety; only observations of y and x = M z (or of i.i.d. copies thereof) are needed. Also in practice, potentially influential explanatory variables may go unobserved.
Remark 3.6. In all our results, we have assumed that p < d. In the case where p = d, Theorem 3.1 is trivial because the Bayes predictor and the best linear predictor coincide in that case, and a statement similar to Theorem 3.4 holds in view of uniform consistency of the ordinary least-squares predictorα +β x for the Bayes predictor E[y x].
Remark 3.7. All the constants
, L 4 and c 1 , c 2 in Theorems 3.1 and 3.4 can be obtained explicitly upon detailed inspection of the proofs. Moreover, some of the constants appearing in Theorems 3.1 and 3.4 also depend on the threshold t, but our upper bounds do not necessarily vanish as t → ∞. Note, however, that all tail probabilities under consideration are trivially bounded by zero whenever t ≥ 1.
Outline of proof
Consider the setup of Section 2. It is easy to see that the risks R L and R N do not depend on the mean parameters ϑ and µ, and hence we set them both equal to zero throughout this section. This, in particular, implies that α = 0. A standard computation yields the value of β, i.e., β = (M ΣM ) −1 M Σθ, and thus
where
Indeed, the first equality follows by expanding the squares and noting that
, and the second equality holds in view of the equalities involving v derived earlier and because conditioning on B z = (M ΣM ) −1/2 x is equivalent to conditioning on x.
The dependence of the vector v and the matrix B on the model M and the parameters θ and Σ is simple to describe. In particular, v = 0 if, and only if, θ ∈ span M , i.e., iff the model M is correct, in which case R N = R L . In contrast, the dependence of E[z B z] on B and on the density fz does not admit a similarly simple description. Our strategy here is to use Cauchy-Schwarz to obtain the bound
Next, we use a result of Steinberger and Leeb (2014) , namely a bound of the form sup
which holds for a collection G of d × p matrices with orthonormal columns. For the size of G, as measured by the uniform distribution on all such matrices, i.e., by the normalized Haar measure ν d,p on the Stiefel manifold of dimensions d and p, Steinberger and Leeb (2014) establish a bound of the form
We are interested in matrices B of a specific form, namely
Apart from several technical details, this is the basic argument underlying Theorem 3.1(i). The proofs of Theorem 3.1(ii) and of Theorem 3.4 follow the same basic outline but require some non-trivial additional considerations to deal, among other issues, with estimation errors.
Remark 4.1 (E[y x] is linear in x on average w.r.t. R). Recall that the Bayes predictor E[y x] depends on R. Consider the model (1)- (2) as before, but now with R taken as random and, in particular, uniformly distributed on O d , independently of all other quantities. Expectations under this model with random R will be denoted by E[. . . ]. For random R, the Bayes predictor that we have considered so far can be written as E[y x, R]. Clearly, for a fixed value of R, the function E[y x, R] is typically non-linear in x. Integrating out R, i.e., taking the average with respect to the conditional distribution of R given x, we obtain E[y x]. But E[y x] is linear in x, because the distribution of Rz is spherically symmetric. In view of this, it is not surprising that E[y x, R] is close to a linear function in x for some Rs. Theorem 3.1(i) shows that the size of the collection of such Rs can be controlled through p/ log d. Steinberger and Leeb (2014) , for a fixed distribution of the design variables z, the existence of a 'large' collection of candidate models M is proved, which all have the property that the conditional moment E[z M z] is almost linear in M z, provided that d p. Here, on the other hand, we fix a candidate model M of interest and exhibit a 'large' collection of design distributions for z, for which the conditional mean is almost linear. This has several important advantages. First, it seems to better reflect statistical practice, where usually a certain candidate model of interest, or a whole collection of such candidate models, is fixed a priori. Second, it allows a more elegant treatment of general covariance matrices Σ of the design z, whereas the analogous discussion in the framework of Steinberger and Leeb (2014) is much more involved (cf. Section 3.3 in that reference). Finally, and most importantly, it facilitates the consideration of several candidate models of potentially different dimensions, by a simple union bound argument (cf. Section 6).
Remark 4.2 (A crucial change of perspective). In

Explicit analysis of a simple setting
Consider a uniformly distributed random vectorz = (
is just a two dimensional unit vector, and we write b := B = (b 1 , b 2 ) ∈ S 1 to emphasize this fact. Due to symmetry of the uniform distribution on the square, it suffices to consider b on a 45
• segment of the unit circle, and we chose the one between the horizontal axis and the first main diagonal, i.e., b ∈ S 1 is such that b 1 ≥ b 2 > 0. For such b, we consider the conditional mean and standard deviation curves only on the support of the distribution of b z, i.e.,
Again, due to symmetry, it actually suffices to consider x ≥ 0. It is straight forward but somewhat tedious to show that
and
almost surely, where c ∈ R 2 is one of the two unit vectors orthogonal to b. In Figure 1 we show continuous versions of the conditional expectation curve The standard deviation function is superimposed in the plots with a coordinate system whose x-axis is given by the one-dimensional subspace spanned by b.
By inspection of Figure 1 , the equations presented in the preceding paragraph are geometrically quite obvious. We also nicely see the non-linearity of the conditional mean and the non-constancy of the conditional variance. In fact, the only choices for b such that both linearity and constancy holds, are those where b is parallel to one of the coordinate axes (d). Linearity of the conditional mean is exactly satisfied also if b is parallel to one of the two main diagonals (a). From the two other panels (b) and (c), at least for the conditional expectation, we also see that approximate linearity will hold for a much larger collection of directions b. The deviation from the linear function x → xb becomes even uniformly small as b approaches a main diagonal (b), and the deviation also gets small if b is almost parallel to one of the coordinate axes (c), at least if the deviation is measured in an L 2 sense with respect to the distribution of b z. Given the explicit formulae for the conditional moments, we can also compute the risk ratio R N /R L . For simplicity, we consider only the worst case in terms of error variance Var( ), that is, Var( ) = 0, and we assume that the model M is not correct, i.e., v = 0 (where v has been defined in Section 4). Therefore, and, using the formula for the density of b z and the conditional variance above, one easily arrives at the expression
where b = (b 1 , b 2 ) ∈ S 1 is considered only in the range b 1 ≥ b 2 > 0, as above. Using symmetry we obtain the general formula for the risk ratio
To visualize this function in dependence on the original model parameters R, Σ and M , we fix M = (1, 0) and parameterize R as
, and Σ as Σ(ρ) = 1 ρ ρ 1 , so that
If ρ ∈ [−1, 1] is fixed and α runs from 0 to 2π, then b = b(α, ρ) = R(α)Σ 1/2 (ρ)M runs around the unit circle in counter clockwise direction starting at Σ 1/2 (ρ)M .
Note that b(α, 0) = (cos(α), sin(α)) . The top panel of Figure 2 shows the risk ratio as a function of α on the domain α ∈ [0, π] and for ρ = 0. Clearly, a nonzero value of ρ simply shifts the whole plot by a certain amount. The other four panels of Figure 2 show the risk ratio as a function of ρ ∈ [0, 1] for four fixed values of α, namely, α 1 = 0, α 2 = π/5, α 3 = 9π/20, α 4 = 3π/5. Note that for fixed α, b(α, ρ) runs through a 45
• segment of the unit circle in counter clockwise direction as ρ runs through [0, 1]. There are four such segments indicated in the top panel of Figure 2 , corresponding to α 1 , . . . , α 4 , each of which is bordered by two vertical dashed lines that are conjoined by a horizontal dotted line. The four lower panels in Figure 2 correspond to the four indicated segments in the top panel.
We conclude that in the present case the risk ratio never drops below 0.92. Moreover, it is not possible to identify a set of values for ρ such that the risk ratio is always close to one irrespective of α. Indeed, whether or not a certain amount of correlation between the components of z leads to a high or a low risk ratio depends, in a fundamental way, on the geometry of the distribution of z, i.e., on the value of α. Finally, note that this simple example can not provide any insight into the dependence of the risk ratio on dimension, which is, of course, the main point of the general theory developed in this paper.
Regarding several submodels and model selection
Our results can easily be adapted to cover more than one submodel, i.e., more than one matrix M . Fix m ∈ N and for i = 1, . . . , m, let M i be a full-rank d × p i matrix with p i < d. Then Theorem 3.1(i) entails that
, and the union bound gives
see also Remark 7.4. These upper bounds hold uniformly over the M i s and over θ, L( ), Σ and fz ∈ F d,12 (D, E) as in Theorem 3.1(i). Similar considerations apply, mutatis mutandis, to the results in Theorem 3.1(ii) and Theorem 3.4. The (crude) union bound used in the preceding display limits the number of models, i.e., m, for which the upper bound is small for fixed max i p i and d; see also Remark 3.3. These considerations also suggest that our results are useful for selecting a model from a set of candidates M = {M i : i ≤ m}. For convenience, write R L (M ), R N (M ) and R OLS (M |X, Y ) for the risk of the best linear predictor, the Bayes predictor and the ordinary least squares predictor, respectively, corresponding to model M ∈ M, as introduced prior to Theorems 3.1 and 3.4, and recall that R OLS (M |X, Y ) is a random quantity depending on the data X and Y . In Leeb (2009) candidate models are evaluated in terms of R OLS (M |X, Y ). However, since this quantity depends on unknown parameters, it has to be estimated, e.g., by some type of cross-validation procedure, say,R OLS (M |X, Y ). If this estimation is successful in the sense that
with high probability, then Theorem 3.4(i) can be used to show that
, that max i p i /n and max i p i / log d are small, and that the cardinality of M is not too large. Consequently, if these conditions are satisfied, then the feasible model selectorM = argmin M ∈MROLS (M |X, Y ) mimics the infeasible best candidate model M * = argmin M ∈M R N (M ).
Additional remarks
Remark 7.1.
(i) The linear model (1) is widely used in statistical theory and practice. It is also the natural starting point for investigating high-dimensional problems. The vast majority of the high-dimensional regression literature restricts model (1) further, e.g., by imposing conditions on the sparsity or on the decay of the coefficients of the regression parameter θ and/or conditions on the covariance matrix Σ. Here, we abstain from any such restrictions and argue that simple linear sub-models are still useful in many non-sparse situations.
(ii) Some parameters in (1) might seem superfluous at first glance. For example, the mean of y is ϑ + θ µ, so one might be tempted to absorb ϑ into θ µ or vice versa. But it is easy to see that if the first two (joint) moments of y and z are to be unrestricted, then the free parameters ϑ, θ, Var( ), µ, and Σ are required.
(iii) The assumption of a true high-dimensional linear model is essential for the theoretical results of the present article. If the true model is non-linear in the regressors z, then possibly other, non-linear, approximations for the Bayes predictor E[y x] can be established.
1 However, the usefulness of such alternative approximations will be limited by the size of the class of true regression functions under consideration. Take, for instance, the extreme case where the true data generating model is given by y = f (z) + , where f : R d → R is unrestricted, i.e., arbitrary, except for the requirement that f (z) is square-integrable. Here, the Bayes predictor g(M z) := E[y M z] is unrestricted, i.e., arbitrary, except for the requirement that g(M z) is square-integrable. In this model, one can not relate the Bayes predictor E[y M z] to a linear function in M z, not even approximately.
Remark 7.2. Note that the results of Steinberger and Leeb (2014) , that we rely on, also allow for distributions of the random d-vectorz that exhibit some dependence among the components. An extension of the present results in that direction will be considered elsewhere.
Remark 7.3. Consider an autoregressive process of order q of the form y t = q j=1 ρ j y t−j + ε t , 1 ≤ t ≤ T , with non-random starting values y 0 = · · · = y −q+1 = 0, say, and uncorrelated innovations ε t with mean zero and variance σ 2 > 0. Suppose we want to predict the value of y T based on p lagged variables (y j1 , . . . , y jp ), 1 ≤ j k ≤ T −1. Is the risk of the best linear predictor p k=1 β k y j k , say, here also comparable to the risk of the Bayes predictor E[y T y j1 , . . . , y jp ]? In this context, our results can be used under the additional assumption that the innovations are linear functions of independent random variables. With this we can write the innovations as (ε 1 , . . . , ε T ) = σ 2 Rz for a T -vectorz whose components are independent with mean zero and variance one, and for some orthogonal matrix R. The model equation for y T can be brought into the form (1)-(2) by expanding the response as y T = T i=1 α i ε i , where the coefficients α i depend on T and on the ρ j s. The last equation is of the form (1)- (2) with y = y T , ϑ = 0, θ = (α 1 , . . . , α T ) , z = (ε 1 , . . . , ε T ) , = 0, Σ = σ 2 I T , and d = T . And with these conventions, also any set of lagged dependent variables, i.e., any subvector of (y 1 , . . . , y T −1 ) , can be written as M z for an appropriate matrix M that depends on which components are retained in the subvector, and which also depends on the ρ j s. We note that, in this case, the vector z is typically not observable; see also Remark 3.5. We also note that the matrix M corresponding to a submodel here depends on unknown parameters. Our results can still be used in this setting, because they are uniform in M ; cf. Remark 7.4. We also point out that the formulation of the autoregressive process considered above differs from the classical formulation of time series analysis only insofar as we here assume also that the innovations are linear functions of independent random variables instead of merely being white noise.
Remark 7.4. In the first display in Theorem 3.1(i), the order in which the suprema are taken is irrelevant except for the supremum over R ∈ U, which must be taken after the suprema over M , Σ and fz. This is because U = U(M, Σ, fz) depends on the indicated quantities. Similar considerations also apply to Theorem 3.1(ii) and to the results in Theorem 3.4.
Remark 7.5. Consider the relation (2), with a fixed choice of µ, Σ, and fz. Then, for any full-rank d × p matrix M with p < d, one can always choose R so that the Bayes predictor of any linear function of z given x = M z is linear in x. [The statement is trivial if p = d.] Moreover, for any such M , for the corresponding R as before, and for any s ≥ 0, one can furthermore choose θ ∈ R d so that θ z is independent of x = M z and so that Var(θ z) = s 2 . [Indeed, setM = Σ 1/2 M andM =M (M M ) −1/2 , so thatM M = I p , and write
For this R, the regressor vector x is given by a regular affine transformation of the first p components ofz. Thus, conditioning on x is equivalent to conditioning on the first p components ofz, which, by independence of the components ofz, implies the claim about the Bayes predictor. For the second claim, set θ = Σ −1/2N vs, where v denotes some unit vector in
It immediately follows that θ z = sv N Rz is a function of the last d − p components ofz and hence independent of x. And we have Var(θ z) = s 2 , as desired.]
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Appendix A: Proofs of Section 3
Throughout the appendix we consider independent and identically distributed
following the model (1)- (2) of Section 2 and we set x = M z,
are the coefficients that minimize (a,
Moreover, we will study the OLS estimatorγ n = (α n ,β n ) = (U U ) −1 U Y . Finally, in Section 3, we have introduced the prediction risks
2 X, Y, x]. As a preliminary consideration for the entire appendix we recall that the best linear predictor for y based on x is given by
and thus ξ = y − α − β x =θ (I d − PM )Rz + , and the corresponding linear prediction risks are given by
A.1. Auxiliary results
do not depend on ϑ and µ.
Proof. Of course the distributions of R L and R N are degenerate. The claim about the distributions of the linear and non-linear prediction risks follows immediately from the preliminary consideration and the fact that conditioning on a random variable and on the corresponding centered random variable is equivalent. For the OLS risks, recall that
the distribution of which does not depend on the mean parameters ϑ and µ.
for every t > 0, where
Proof. Simply observe that
Lemma A.3. The following holds true.
(i) For every v ∈ R p and k ∈ N, we have
µ x ξ. Now, using the triangle inequality and the elementary inequality (a + b)
Note that since 1 ≤ E 2k by Jensen's inequality, we have E k ≤ E 2k in view of Lyapunov's inequality. For the first expectation on the right-hand-side of the previous display, using the Cauchy-Schwarz inequality, we find that
where we have used that
columns and thus
and thus we obtain the final bound
For part (ii), note that the
denote the j-th element of the standard basis in R p and apply part (i) with k = 2, v = e j and j = 1, . . . , p, to get
where we have used the abbreviation
This finishes the proof of the lemma.
Lemma A.4. Suppose that σ 2 > 0 and that the standardized regressorsz satisfy the following regularity condition: There exist positive and finite constants C, η, such that for every orthogonal projection matrix P in R d and every t > C rank P , one has P( Pz 2 > t) ≤ Ct −1−η .
2 Then there exists a positive finite constant C 0 = C 0 (C, η), such that if n > C 0 p, we have Proof. We begin with a few preliminary considerations. First note that since the design matrix X has a Lebesgue density and p < n, we have P(det U U = 0) = 0, so the OLS estimatorγ n exists and is unique, almost surely. Next, recall Ξ = (ξ 1 , . . . , ξ n ) = Y − U γ and use the Frish-Waugh-Lovell theorem to obtain
We also use the abbreviationsx
andΣx =X (I n − P ι )X/n. Now, to establish the statement in (5), the estimation error of β can be written asβ n − β = Σ −1/2 x [X (I n − P ι )X/n] −1X (I n − P ι )Ξ/n. Together with the representation ξ i =θ (I d − PM )Rz i + i , it is apparent that the distribution ofβ n − β does not depend on µ ∈ R d , which is why we may restrict to the case µ = 0, for this part. This also entails that µ x = 0 = µx. We bound the scaled estimation error as follows,
The term X Ξ/n /σ is treated by Lemma A.3(ii) and Markov's inequality, which yields P( X Ξ/n /σ > t) ≤ t −2 4E 4 p/n. For the second term in parentheses, using the fact that the rows ofX are i.i.d. with mean zero and covariance matrix I p and that the (ξ i ) n i=1 are also i.i.d. with mean zero and variance σ 2 , a standard argument involving Markov's inequality shows that
for all t, δ > 0. Optimizing the upper bound over δ > 0, we obtain for every t > 0,
For the inverse sample covariance term we get for δ > 1,
The remaining expectation can be bounded using Theorem 1.1 of Srivastava and Vershynin (2013) . To apply this result, we have to verify the (SR) condition in that reference for the standardized regressorx 1 . Recall that µ = 0 and thusx
of the same rank as P . Invoking our assumption on the distribution ofz 1 , and noting that this assumption is invariant under orthogonal transformations ofz 1 , establishes the validity of the (SR) condition. Thus, Theorem 1.1 of Srivastava and Vershynin (2013) applies with ε = (C 0 p/n)
provided that p/n < 1/C 0 (so that ε ∈ (0, 1)), and we obtain
Here, C 0 := 512(48C) 2+2/η (6 + 6/η) 1+4/η . Returning to (8), we arrive at
which finishes the proof of (5), upon defining C 1 = 4(C 0 ∨ 1) η/(2+2η) . For the inequality in (6), we first note that the distribution of the estimation errorα n − α does depend on the mean parameter µ ∈ R d which is generally unrestricted. Next, we use the Sherman-Morrison formula to rewrite
and similarly,
and, in turn, at the bound
Next, since E[ X ι/n 2 ] = p/n + µx 2 , we have for t, δ > 0,
and this upper bound is minimized at δ 0 = (nt 2 [p/n + µx 2 ]/2) 1/3 , which leads to the optimized bound
Similarly, using Lemma A.3(ii), we obtain
for t, δ > 0. Optimizing this over δ > 0 is easy and yields the bound
Now we return to the scaled absolute estimation error and combine (9), (10) and (11) to get
which concludes the proof.
A.2. Proof of Theorems 3.1 and 3.4
The proof of Theorem 3.1(i) is based on Theorem 2.1(i) of Steinberger and Leeb (2014) with Z =z and τ = 1/2. Note that if fz ∈ F d,12 (D, E), then the assumptions of that result are satisfied (cf. Steinberger and Leeb, 2014, Example 3 .1) and we obtain existence of a Borel subset
, that depends on the density fz, such that for all t > 0,
where ν d,p denotes the uniform distribution on the Stiefel manifold. Here, the constant γ 1 = γ 1 (D) depends only on D, and the constant κ 1 = κ 1 (E) depends only on E. Moreover, it is easy to see from (12) (cf. also Theorem 2.1(iii) of Steinberger and Leeb (2014) ) that the set G 1 is right-invariant under the action of O p and that it is left-equivariant in the sense that G 1 (f Rz ) = RG 1 (fz), for every R ∈ O d . For any full rank d × p matrix M , any symmetric positive definite d × d matrix Σ and fz ∈ F d,12 (D, E), we define the set
From the properties of G 1 mentioned above it is easy to deduce the claim of Theorem 3.1(iii) about the set U. Now take a random matrix U that is uniformly distributed on O d and another random matrix V that is uniformly distributed on O p , such that U and V are independent, and note that by right-invariance of G 1 ,
is characterized by left and right invariance under the appropriate orthogonal groups. This establishes the desired bound on ν d (U c ), upon choosing L 1 = κ 1 and c 1 = 12γ 1 . For the statement about the ratio of R N and R L , we first note that it is no restriction to consider only parameter configurations such that R L > 0, because otherwise R N = R L = 0 and 1 − R N /R L = 0 by convention, so that the desired inequality is trivially true on this portion of the parameter space. Moreover, it suffices to consider M , Σ and fz
where the second equality is easy to verify, and define ∆ 1 := (E[y x] − (α + β x)) / √ R L . Fix δ > 0 and a, b ≥ 1 such that 1/a + 1/b = 1, and use Hölder's inequality to obtain the bound
In view of the preliminary considerations of Section A,
and thus, for v = R (
, and thus inequality (12) entails that
Altogether, we obtain the upper bound
By analogous arguments as in part (i), using also the convention that
, it suffices to consider parameter choices M , Σ and fz ∈ F d,20 (D, E), such that V(M, Σ, fz) = ∅ and we may restrict to the event where R L (x) > 0. If for a given parameter configuration the probability of the event {R L (x) > 0} is equal to zero, then the desired upper bound is trivially true on this portion of the parameter space and it remains to consider those parameters for which P(R L (x) > 0) > 0. On this part of the parameter space we hence also have
, and conclude that for t > 0
To bound the probability on the last line of the previous display, recall that because of R ∈ V(M, Σ, fz), we have
, and use Lemma A.2. Therefore, (15) entails that
and the proof of Theorem 3.1(ii) is finished upon appropriately choosing the constant K 2 = K 2 (D). Next we prove Theorem 3.4. The constant L 0 (E) will be chosen at the end of the proof of part (ii) of that theorem. For the proof of Theorem 3.4(i), we take the set U as above and note that because of Lemma A.1, we may set ϑ = 0 and µ = 0. By our conventions, it suffices to consider the event H 1 = {R OLS (X, Y ) > 0}. If P(H 1 ) = 0, then the result is trivially true, so we need to consider only parameters for which P(H 1 ) > 0. Note that for such a choice of parameters we must also have R L > 0, because otherwise 0 = R L = E[ξ 2 ], which implies that ξ = ξ i = 0, a.s., and thusγ n = γ, a.s., so that
We may therefore rewrite and bound the expression of interest on the event H 1
Using the notation introduced at the beginning of the appendix, it is easy to see that
because the residual ξ = y − (α + β x) of orthogonal projection onto the space of linear functions in x is orthogonal on everything in that space and because E[x X, Y ] = E[x] = M µ = 0. Together, since σ 2 = R L and R ∈ U, we get
x (β n − β) 2 /σ 2 > t/2) ≤ 2 t K 1 p log d
5/6
+ P(|α n − α|/σ > √ t/2)
in view of Theorem 3.1(i), where the constant K 1 = K 1 (D, E) depends only on D and E. In order to apply Lemma A.4, we have to verify its assumptions. But this is carried out in Section 1.5 of Srivastava and Vershynin (2013) . In particular, since fz ∈ F d,12 (D, E), the discussion in that reference shows that there exists a constantC =C(E) that depends only on the moment bound E > 0, such that for every projection matrix P in R d and every t >C rank P ,
So we may apply Lemma A.4 with η = 2. Thus, if n/p >C 0 := 512(48C) 3 9 3 and forC 1 =C 1 (E) := 4(C 0 ∨ 1) 1/3 , we have because µ x = M µ = 0. Finally, returning to (17), we get
whereL 3 =L 3 (E, t) depends only on E and t. Noting that E 4 can be upper bounded by a constant that depends only on E, in view of Rosenthal's inequality (Rosenthal, 1970, Theorem 3) , finishes the proof of Theorem 3.4(i).
The set V in Theorem 3.4(ii) is the same as above. Next, in view of Lemma A.1, it is no restriction to set ϑ = 0 and µ = 0. For the statement about the OLS risk R OLS (X, Y, x), we note that by our conventions for division by zero, it suffices to consider the event H 2 := {R OLS (X, Y, x) > 0}. Thus, we only need to consider parameter configurations for which P(H 2 ) > 0. For such a choice of parameters, we also have R L > 0, because otherwise 0 = R L = E[ξ 2 ], which implies that ξ = ξ i = 0, a.s., and thusγ n = γ, a.s., so that R OLS (X, Y, x) = E[(y − (1, x )γ n ) 2 X, Y, x] = E[ξ 2 x] = 0, a.s., and we have ruled out this case already. Now, on H 2 , we get
because if R L (x) = 0, then R N (x) = 0, and by convention, R N (x)/R L (x) = 1, and both expressions in the display above are equal to 1. We may therefore rewrite and bound the expression of interest on the event H 2 as
Together we get for R ∈ V P 1 − R N (x) R OLS (X, Y, x) > t (18) 
It remains to study the tail probabilities of |∆ 2 |/σ 2 , P(|∆ 2 |/σ 2 > t) ≤ P(2|E[ξ x](α −α n + (β −β n ) x)|/σ 2 > t/2) + P(|(α −α n + (β −β n ) x)| 2 /σ 2 > t/2) ≤ P(|α −α n + (β −β n ) x|/σ > t) + P(|E[ξ x]|/σ > 1/4) + P(|(α −α n + (β −β n ) x)| 2 /σ 2 > t/2) ≤ P(|α −α n |/σ > t/2) + P(|(β −β n ) x|/σ > t/2) + P(|∆ 1 | > 1/4) + P(|α −α n |/σ > t 1/2 /2 3/2 ) + P(|(β −β n ) x|/σ > t 1/2 /2 3/2 ).
To bound the tails of |(β n − β) x|/σ, we use the conditional Markov inequality to get
Splitting the integral in the part where the integrand is greater than some arbitrary δ > 0 and where it is not greater than δ, using boundedness by 1, we obtain E 1 t 2 σ 2 Σ 1/2 x (β n − β) 2 ∧ 1 ≤ P Σ 1/2
x (β n − β) 2 /σ 2 > δt 2 + δ.
We have already verified the assumptions of Lemma A.4 in the case where fz ∈ F d,12 (D, E). By an analogous argument, using the fact that now fz ∈ F d,20 (D, E), there exists a constantC =C(E) that depends only on the moment bound E > 0, such that for every projection matrix P in R d and every t > C rank P , P( Pz > t) ≤Ct −5 .
So we may apply Lemma A.4 with η = 4. Thus, if n/p >C 0 := 512(48C) 5/2 (15/2) 2 , we have where C 3 = C 3 (E, t) depends only on E and t, and C 4 = C 4 (D, t) depends only on D and t. As above, we finally note that E 4 can be upper bounded by a constant that depends only on E, in view of Rosenthal's inequality (Rosenthal, 1970, Theorem 3) . Choosing L 0 = L 0 (E) = max{C 0 (E),C 0 (E)} finishes the proof of Theorem 3.4.
