ABSTRACT Recent research works have highlight the invariance or the symmetry that exists in the weight space of a typical neural network and the negative effect of the symmetry on the training neural network due to the Euclidean gradient being not scaling-invariant. Although the problem of the symmetry can be solved by either defining a suitable Riemannian gradient, which is a scale-invariant or placing appropriate constraints on the weights, it will introduce very high-computation cost. In this paper, we first discuss various invariances or symmetries in the weight space, and then we propose to solve the problem via the scaling-invariance of the neural network itself, instead of the scaling-invariant updates methods. The motivation behind our method is that the optimized parameter point in the weight space may be moved from the ill-conditioning region to the flat region via a series of node-wise rescaling without changing the function represented by the neural network. Second, we proposed the scaling-based weight normalization. The proposed method can compatible with the commonly used optimization algorithms and collaborates well with batch normalization. Although our algorithm is very simple, it can accelerate the convergence speed. The additional computation cost introduced by our method is lower. Lastly, the experiments show that our proposed method can improve the performance of various networks architectures over large-scale datasets consistently. Our method outperforms the state-of-the-art methods on CIFAR-100: we obtain test errors as 17.18%.
I. INTRODUCTION
Recently the deep learning methods have made substantial progresses in many domains, such as computer [1] , [2] , speech recognition [3] and natural language processing [4] . In spite of these practical successes, training deep neural networks is considered as a difficult task. In particular, the optimization of the extremely deep networks remains a challenging problem. Researchers argue for the different reasons for such difficulties, such as the problem of vanishing/exploding gradient [5] , internal covariate shift [6] , and the saddle point proliferation [7] . To address these issues, different schemes of parameter initializations [5] , [15] , shortcut connections [8] , [9] , all kinds of the normalization technique [6] , [10] - [12] , the natural gradient descent [13] and the second-order optimization methods [14] are respectively proposed.
The recent work [5] , [16] , [17] , [22] highlighted the invariance or the symmetry in the weight space of neural networks.
We can get the equivalent models by swapping the incoming weight vector and the outgoing weight vector of the neuron i and the neuron j in the same layer, which is referred to as permutation symmetry [4] . We also can construct the equivalent models by scaling the incoming weight vector of a RELU neuron by a factor α of while scaling its outgoing weight vector by 1 α , which is referred as to the scaling-based symmetry or invariance (for details, please refer to Definition 2 in section III). Besides, adding batch normalization layers to the network makes its forward path invariant to the linear scaling of its weight parameters [17] . The above introduced symmetry or invariance can be called weight space symmetry. Note that symmetry and invariance are the same meaning in this paper. The weight space symmetry implies that there can be an extremely large or even uncountably infinite amount of the parameter point in the weight space that represent the same model. This make neural networks suffer from the model non-identifiability [4] . The recent research indicate that weight space symmetry have an adverse effect on optimization of deep networks (for details, please refer to section III.B) [18] . Neyshabur et al. proposed Path-SGD algorithm which is rescaling invariance. However, it difficult to apply the Path-SGD algorithm to the large-scale training for the very deep networks due to the high computational overhead on computing the l p -path regularizer. To resolve the weight space symmetry that arises in the deep architectures, Badrinarayanan et. al. proposes to put the constraints on the filter weights or introduce a suitable non-Euclidean gradient which is invariant to the weight scaling. Is there a simple methodology which can be used to handle the scaling-based symmetry? In summary, our main contributions can be concluded as follows:
1) We discuss the various symmetries that exist in the weight space of the neural network and analyze the adverse effect in terms of the optimization, such as causing the ill-conditioned problem, the ambiguity in the optimization process, and leading to the decrease of computational precision 2) We propose the scaling-based weight normalization (SBWN) which includes two variants according to the data-independence or the data-dependence. Our proposed method can compatible with the commonly used optimization algorithms and collaborates well with the batch normalization. To our knowledge, it is the first method that can improve network training via adjust the condition of neural network in the training process. 3) We apply the scaling-based normalization to the state-of-the-art networks over large-scale datasets and improve the performance of the different neural network architectures over various datasets, such as CIFAR-10, CIFAR-100, SVHN,etc. Note that the additional computation cost introduced by SBWN is very low.
II. RELATED WORK
In this section, we will briefly review the closely related research.
A. INITIALIZATION IN NEURAL NETWORKS
There is no doubt that the initialization methods in the neural networks have a great influence on the training of the neural networks. Although the Gaussian initialization is simple and popular for the network with fewer layers, it is difficult to train the very deep network using this initialization method [19] . The two most prevalent works are proposed by Glorot & Bengio [5] and He et al. [20] respectively. The core idea of their works is to control the variance of the output of each layer to be about one. Saxe et al. finds that using orthogonal initialization method can achieve the same learning efficiency as using unsupervised pre-training method for training deep linear networks [21] . Mishkin et al. proposed LSUV initialization method, which not only takes advantage of the unit-variance of each layer output but also exploits the orthonormality [15] .
B. WEIGHT SPACE SYMMETRY
Neyshabur et. al in the recent work [16] , [22] highlights the scaling-based symmetries or invariance in RELU network, and argue that SGD performs very poorly on ''unbalanced networks''. The main problem is that the Euclidean gradient scales inversely proportional to the scale factor of the weight. The author proposed a new regularizer, i.e., l p -path regularizer, which is rescaling invariant and devised Path-SGD optimization based on this regularizer. The l p -path regularizer is the sum over the squared product over all the weights in all paths in the network [22] . However, it has not been validated experimentally in the deep neural network. In [22] , the author proposed a unified framework via defining γ ν for each neuron v in the network (γ ν can be referred to [22] ), which includes path-SGD, batch normalization, and the additional approach which interpolate between them. Using this unified framework, the authors also analysed the invariance in the weight space. In [18] , the author discussed symmetries that exists in the typical neural network architectures, and proposed the two ways to handle this symmetries by either equipping the weight space of the neural network with a non-euclidean metric or imposing a unit-norm constraint on the filter weights.
In [17] , the authors argued that applying batch normalization to a layer can speeds up training the deep neural networks and have an adverse effect on optimization of the deep networks, i.e., the ambiguity in the optimization process(converging to the different local optima).In [17] , the authors addressed this problem by interpreting the weight vector space in the batch normalization layer as Grassmann manifold with performing gradient descent by the Riemannian optimization approach. The authors of the projection based weight normalization (PWBWN) argued that the scaling-based symmetry in the weight space can cause the ill-conditioned problem and proposed to impose a unit-norm constraint on the incoming weight vectors of each neuron [23] . Although this algorithm is simple and effective, it may suffer the instability. This is because the updating direction may go along the positive gradient direction if performing the norm projection operation with a large interval. Although these issues have been raised recently, Amari proposed using natural gradients to tackle weight space symmetries in 1998 [34] .
C. NORMALIZATION
Since Ioffe and Sergey et al. proposed the batch normalization [8] , the researchers have put forward various kinds of normalization in recent years, such as weight normalization [10] , the layer normalization [11] , the normalization [24] , and the streaming normalization [12] . Ioffe and Sergey argued that Internal Covariate Shift involved in training deep networks slows down the training speed and proposed batch normalization to addresses the problem, a method where the pre-activation of each neuron is normalized by the mean and the standard deviation of the outputs computed over the samples in the mini batch. Adding batch normalization to the feed-forward neural networks can obviously improve training speed, however, batch normalization improving the training performance strongly depends on the quality of the acquired statistics in the mini-batch. Therefore, the size of the mini-batch should not be too small, it is hard to apply in some learning scenarios, such as the online learning or the recurrent neural networks (RNNs). In addition, adding BN batch normalization layer to the neural network increases 30% computational [12] . Layer normalization is proposed to overcome the disadvantage of batch normalization, where pre-activation of each neuron is normalized by all the hidden neurons in the same layers instead of the pre-activation of each neuron within a mini batch. When layer normalization is directly applied to CNNs, it usually leads to performance the degradation since the statistics in the convolution layer can vary spatially. Mengye Ren et.al introduced streaming normalization from a unified framework of the normalization, which includes Batch normalization and Lay normalization as special cases. As its name implies, the norm statistics for streaming normalization are collected in an online fashion from all past of the training samples [12] . All of the above normalization techniques are data dependent normalization due to normalizing pre-activation of the neurons. Weight normalization is a re-parameterization of the weight vectors that decouples the length of each incoming weight vector from its directions [10] . After the first layer was normalized, Normalization Propagation [24] can forward propagate this normalization without computing the mean statistics and the variance for each hidden layer. Since the hypothesis that the row vectors of the weight matrix is incoherence is not actually,i.e., not true in either initialization phase or iterations, the effectiveness of the propagation normalization is not guaranteed in the deep neural network [25] . We can improve training of the deep neural networks via a variety of normalization methods, however, most normalization methods also introduce the symmetries to the weight space, that may have the adverse effect in the optimization process(for details, please refer to section III.B).
III. SYMMETRY IN WEIGHT SPACE
In this section, we will discuss the various invariance properties or symmetries in the weight space, point out that weight space symmetry may have some side effect on the training of neural network, and introduce some methods to resolve the problem of the symmetry and the motivation about our methods. Firstly, we will introduce some notation. Notation: we can view feedforward neural networks as a parametric class of functions mapping input vectors to output vectors(f w : R m → R n ) which can be represented as a directed acyclic graph G(V , E) with input nodes
. . , v n out an activation function σ that is applied on the internal nodes, and each directed edge u → v that is associated with a weight w u→v .
Definition 1: For a neural network, if the two weights w 1 and w 2 produce the same output function, we say that they are weight symmetric.
If the two nodes share the same set of the children and the parents, swap the incoming weight vector and the outgoing weight vector of the two nodes, which is called node-swap invariance [22] Definition 2: A given a function σ is non-negative homogeneous if
(where c > 0). Therefore, RELU activation function is non-negative homogeneous. Other activation function like leaky rectifiers [20] , maxout networks [33] also have non-negative homogeneity property.
We can define the node-wise rescaling by scaling the incoming weight of a RELU neuron by a factor of α while scaling its outgoing weight by 1 α . Specially, for scalar α>0 and for any internal node V , the following transformation T is node-wise rescaling:
We can combine multiple such transformation to scale up or down neural network without changing the outputs of the neural network that has negative homogeneity property. This is referred as to the scaling-based symmetry or invariance.
A. SYMMETRY OR INVARIANCE UNDER BATCH, WEIGHT AND LAYER NORMALIZATION
Besides, various normalization technologies [6] , [10] - [12] proposed by the researchers have also introduced the weight invariance or the symmetry. Firstly, we briefly revisit the batch normalization, the weight normalization and the layer normalization. The proposed normalization can be expressed in a unified form. Specifically, for each neuron the normalization is defined as follows:
where, X is a vector of activations of previous layer, γ is a scale parameter and β is the shift parameter. For the batch normalization, µ and σ is the mean and the standard deviation of the outputs calculated over a mini-batch of training examples. For the weight normalization, µ is 0, and δ = w i 2 . For the layer normalization, µ and σ is the mean and the standard deviation of the outputs computed over all hidden neurons in the same layer. Under the batch and the weight normalization, any scaling the incoming weight vector w i of a neuron does not have any effect on the outputs of normalization layer. Because if the incoming weight vector of a neuron is scaled by α, the two scalar µ and σ will also be scaled by α according to Eq. (2) . Therefore the batch normalization and the weight normalization are invariant to both the scaling of the weights 
FIGURE 1.
Demonstration of the execution process of the algorithm 1 for fully connected network with two hidden layers. The execution of the scaling adjustment based on data-independent is show in (a). Each neuron is performed node-wise rescaling so that the incoming weight vector of each neuron have a norm of 1. The execution of the scaling adjustment based on data-dependent is show in (b). The numbers in parentheses is the standard deviation and the mean value of the activation of the neuron, respectively. The neuron is performed node-wise rescaling only if the ratio of the standard deviation and the mean is greater than 1.
w i and weight matrix W . layer normalization is not invariant to the scaling of the weight vector w i , but invariant to the scaling of the weight matrix W . The invariance properties under the normalization methods are summarized in Table 1 .
B. SYMMETRIES IN THE WEIGHT SPACE CAUSE MAY LEAD TO SOME PROBLEMS
The adverse effect in the optimization process caused by the weight space symmetry was discussed in recent works [16] - [18] . Obviously, the neural network function f w (x) is invariant to the node-wise rescaling T, i.e., f w (x) = fŵ (x), when transform T is defined according to (1)
Therefore, the Euclidean gradient scales inversely to the scaling of the weight in term of Eq.(3). In [16] , the author demonstrated that the Euclidean gradient descent performs very poorly on ''unbalance'' networks (for details, please refer to Figure 1 in [16] ). In [17] , the author argue that applying batch normalization to a layer stabilize the distribution of the input to each neuron in the neural network, reducing the internal covariate shift, however, lead to the ambiguity in the optimization process -neural networks may converge to the different local optima due to the different scaling [17] . In [23] , the author shows that the scaling-based weight space symmetry can cause the ill-conditioned problem, which makes the training of the deep neural network more difficult. In addition, if the weights of the different layer of the neural network are very different scaling, it will lead to the decrease of computational precision due to the computer system being a discrete system.
C. SOME METHODS TO RESOLVE THE PROBLEM OF THE SYMMETRY IN THE WEIGHT SPACE
At present, the researchers propose some methods to resolve the problem of the symmetries in the weight space. In [16] , Neyshabur et al. devised Path-SGD, which is rescaling invariant and outperform plain SGD and AdaGrad on the fully connected layer network architecture. However, it is hard to be implemented in the deep convolutional networks due to computing the l p -path regularizer being high computational overhead. In [18] , Vijay Badrinarayanan et al. proposed the two ways of resolving the symmetry problem by manifold optimization, i.e,, either by designing a non-Euclidean metric or by imposing a unit-norm constraint on the filter weights.
In [17] , Minhyung Cho et al. proposed to solve the symmetry problem by using the traditional Riemannian optimization method.Specifically, after mapping the scale invariant-weight vectors to the Grassmann manifold G(1; n) and defining some operators which is necessary to perform a gradient descent on this manifold (such as exponential maps, parallel translation), the authors derived SGD with the momentum and the Adam algorithms on G(1; n). cost, performing norm projection operation can make the weight update go along the positive gradient direction.
IV. SCALING BASED WEIGHT NORMALIZATION
In the above mentioned three kinds of the symmetry in the weight space, we argue that the node-swap invariance do not have an impact on the training of the neural network. The problems caused by the latter two kinds of the invariance are due to improper scaling weights. With the training of the neural network, the unbalanced setting of the neural network may occur, that is, the weights of each layer are on different scales. This is a revelation that we can solve the problem via the scaling-invariance of the neural network itself. The optimized parameter points in the weight space can be moved from one region to the other region via the node-wise rescaling and meanwhile the outputs of the rescaled network remains unchanged. What are the goals of our adjustment? How do we adjust the neural network weights? Recent research shows that improving the condition number of the neural network can help to accelerate the neural network training [13] , [14] . We try to improve the conditioning of the Fisher information through a series of the node-wise rescaling and thus improve the training speed. For ease of the exposition, we can consider a fully connected layer network architecture (it can generalize to the convolution neural network (CNN)). We focus on the ReLU networks. The k th layer in a fully connected network was characterized by a weight matrix w k ∈ R N k ×N k−1 ) which connects the layer k and the layer k-1, the bias is β k ∈ R N k ,N k is the input dimension, N k−1 is the output dimension. The k th output unit δ k of the hidden layer is specified:
It must be noted that W k ∈ R A×B×C×M denotes a set of the convolution kernels when CNN is considered, where A, B, C, M denote the image width and the image height of the grid cell, the number of the input channel and the number of the output channel, respectively. Given an arbitrary feedforward network, we aim for searching out a ''good'' region via a series of the node-wise rescaling. We argue that it is a ''good'' region where all the weights of all the layers learn approximately equally fast. We can measure the learning speed of a certain parameter in a network by the ratio of the gradient value relative to the 2 norm of all weights of every layer. Let us define C k (i, j) to be the expected norm of the gradient with respect to the W k (i, j) in the k th layer
where, L denotes loss function, D denotes data set, y k (i) = ∂L ∂σ k (i) denotes back propagated error. In order to measure the learning speed of a certain parameter, we need to make some changes to Eq.(5) as following:
where w k 2 2 is the square of the 2 norm of all the weights in the k th layer. It is hard to enforceĈ k (i, j) be constant for all the weights in the same layer, because a change in the weight will affect both the activations σ k−1 (j) and the back propagated error y k (i). This effect is nonlinear in the neural network and makes it difficult to control or predict. Therefore, instead of enforcing that individual weights all learn at the same rate, we enforce all columns of the weight matrix w k to do so.Ĉ
where, N is the row numbers of the weight matrix. A single σ k−1 (j) of the bottom(k − 1) th layer have a relatively small impact on the norm y k of the gradients of the top k t h layer, we assume σ k−1 (j) is independent of y k , leading to the following simplification of the objective:
This approximation reveals that we should adjust the network in the two directions (i.e., forward pass and backward pass). Most of the recently proposed methods try to stabilize or normalize the signal magnitude from one direction (either forward pass or backward pass) to control the signals in both directions [25] . However, since the complexity variations of the signals, it is impossible to have networks conditioning held on both directions with just one direction modulation.
A. WITHIN-LAYER SCALING ADJUSTMENT
For the within-layer scaling adjustment, we propose the two ways to adjust the network, namely, the data-dependent and the data-independent. Both methods are based on the nodewise rescaling in the forward pass. The main difference is that the scaling coefficients α i for each neuron i is calculated in a completely different way according to either data-dependent or data-independent. We can also interpolate between the two extremes, which allow us to obtain additional methods. We can calculate the coefficients using the following equations.
where, α 1 i , α 2 i , α i is the scaling coefficients of the neuron i based on the data-dependent and the data-independent and the combination, respectively, w i , δ (σ i ) is the incoming weight vector and the standard deviation of the activation value of neuron i, respectively, θ is the mixing coefficient that determines the extent to which the scaling coefficients depend on the data. For details, the execution process of the algorithm 1 1 can be referred to Fig.1 .
Algorithm 1 Within-Layer Scaling Adjustment (Data Dependent)
Input: training set D, variance tolerance r tol 1: for the k th fully connected or convolution layer do 2: take samples x ∈ D perform forward propagate through the k th layer of the network, obtain the preactivation value σ k+1 (i) of the i th neuron of the k + 1 th layer (or σ k+1 (i, a, b) in k + 1 th feature map for CNN layer) 3: obtain weights w k and biases b k of the k th layer 4: for each row i of weight matrix w k (each i in weight matrixw k (:, :, :, i) for CNN) do 5: computer the mean µ k+1 and variance δ 2 k+1 (i)of the preactivation value σ k+1 (i) in D (or the mean value µ k+1 and variance δ 2 k+1 (i) of the absolute value of preactivation value σ k+1 (i, a, b) in the (k + 1) th feature map for CNN layer) //here a, b is index over 2D spatial position of the feature map 6: computer scaling coefficient
if α k+1 > r tol then 8: scale the weights and biases:
scale the weights and biases: Within-layer scaling adjustment is implemented to make the neurons in each layer have the unit variance of the activation value. This stabilizes the activation distribution in the forward pass so that the learning rate of each weight in the layer is roughly the same. However, this does not provide a guarantee of the same learning rate of the weights between the layers. Take samples x ∈ D
3:
for each layer k do 4: Compute the mean value of the ratio of the gradient to the norm of weight matrix w k
// where M , N is respectively the row numbers and columns of the weight matrix w k 5:
end for 6: Compute the geometric mean of all layers learning rate:
Compute scaling correction coefficient for each layer:
for each layer k do 9: Correct the weights and biases:
end for 11: end if
In this section, we use an iterative method to make the learning rate of the weights between the layers roughly equal. Firstly, the average learning rate of each layer is calculated, the geometric mean of the average learning rate of all layers is taken as the global learning rate of the network. Secondly, the weights of each layer are adjusted so that the learning rate of each layer is getting closer to the global learning rate. It should be noted that the output of the rectifier network is guaranteed to be unchanged after the between-layer scaling adjustment. We summarize the methods for the between-layer scaling adjustment in the algorithm 2. 2 
C. EFFICIENT IMPLEMENTATION
For SGD-G and Adam-G [17] , the runtime of each weight update step is 4.8-5.8× that of SGD, compared to batch normalization (2.3× SGD) and Path-SGD [16] (3.2× SGD) . The runtime of the within-layer scaling adjustment and betweenlayer scaling adjustment respectively, is 1× and 2× that of SGD. Therefore, the runtime of our proposed SBWN is about 3× that of SGD. Because the SBWN is executed only once every few hundred iterations. Additional computation cost introduced by our SBWN is very low, which is almost the same time as plain SGD. The time complexity of the PBWN is about the same as ours SBWN, however, performing the norm projection operation may make the training error increase suddenly. 
V. EXPERIMENTS
We want to verify all of the following: (a) the effect of our scaling-based weight normalization on improving conditioning of the Fisher information matrix (FIM) during training; (b) the comparison between scaling-based weight normalization dependent on the data (SBWN-DD) and scaling-based weight normalization independent on the data(SBWN-ID) in handling the problem of the symmetries in the weight space; (c) the effect of the frequency of performing SBWN on the behaviour of SBWN; (d) the SBWN resolves the problem of the weight space symmetry more effective compared to the other methods. Finally, we will report the experimental results on the state-of-the-art CNNs over various datasets using SBWN.
A. INTROSPECTIVE EXPERIMENTS USING MULTI-LAYER PERCEPTRON (MLP) 1) EFFECT OF THE SCALING-BASED WEIGHT NORMALIZATION ONIMPROVING CONDITIONING OF FIM
In order to verify the effect on improving conditioning of FIM, we train a small 4-layer fully connected layer network with RELU neuron on a down sampled version of MNIST (10×10). The model size is smaller and the MNIST dataset is down sampled so that the full Fisher of the neural network can be computed easily, the Fisher information matrix is defined as follows:
where p(x) is the marginal distribution of the data, and p (y|x, θ) is the conditional probability distribution. FIM is the metric matrix of a Riemannian manifold p (y|x, θ). Note that the FIM can be obtained from the expected value of the Hessian [13] , i.e.,
which can be calculated via back propagation. Fig.2(a) and Fig.2(b) , respectively, describes the FIM of the second hidden layer in the MLP before and after first performing the SBWN in visualization. Fig.2(c) describes the evolution of the condition number of the FIM, relative to the initial condition number, during training. It is noted that ours methods are orthogonal that the popular optimization algorithm, such as SGD, RMSprop, Adam, and can collaborates well with the batch normalization. The experiments show that ours methods can improves the conditioning of FIM, compared with the original method. In especial, SGD+SBWN dramatically improves the conditioning (reduction of condition number of FIM more than 96 %), compared with SGD.
2) THE COMPARISON BETWEEN SBWN-DD AND SBWN-ID Fig.2(a) highlights the effect of interval T of performing SBWN. The best interval of performing SBWN is 200(note that here SBWN actually refers to SBWN-DI). To compare SBWN-DD with SBWN-ID, we train a simple 6-layer CNN with RELU neuron. The intervals of performing the normalization and the learning rate are respectively 700 and 0.01 for both the strategies. The results are shown in Fig.3(a) . From Fig.3(a) and Fig.4 , we observe that both the strategies consistently achieve better performance and the SBWN-DD is slightly better than the SBWN-ID in terms of performance and the stability. Besides, we find that the initialization method and the regularization have great influence on the algorithm performance, and even cause the training model divergence if the hyper-parameter is improperly set. Because the parameters of the model may shift drastically when the SBWN is executed. When the mixing strategy is adopted, the optimal mixing coefficient is 0.3.
B. UNSUPERVISED LEARNINGLE
Following Martens [26] , we construct the same model architectures, the dense 8-layer auto-encoder on the MNIST dataset. The loss function is reconstruction error. We present the results in Fig.3(b) . We can see that when our approach is combined with the other famous methods, such as SGD, BN, it can slightly outperform the baseline methods. In particular, when considering the time taken to reach a certain error threshold, our methods also significantly outperforms the baselines.
C. SUPERVISED LEARNING IN THE STATE-OF-THE-ART CNNs 1) EXPERIMENTAL SETUP
To comprehensively investigate the performance of our proposed methods, we further evaluated the proposed algorithm on the image classification tasks over three common benchmark datasets: CIFAR-10 dataset CIFAR-100 dataset [27] , and Street View House Numbers (SVHN) dataset [28] . The details about datasets can refer to Table 2 . We adopt data preprocessing as described in [8] by subtracting the means and dividing the variance for each channel. We used the stateof-the-art CNNs for the experiments, including VGG [29] and the wide residual network (WRN) [30] . For all the experiment, we followed the orthonormal initialization as described in [21] and the orthonormality regularization as described in [25] , which can effectively alleviate the gradient vanishing according to [25] . During the training process, the weight decay was set to 0.0005, the orthonormality regularization to 0.1, the momentum to 0.9, and the batch size to 128. For the experiments on CIFAR10 and CIFAR100, the initial learning rate was set to 0.1 and divided by 5 at 60, 120, and 160 epochs. For the experiments on SVHN, the initial learning rate was set to 0.01 and divided by 5 at 60 and 120 epochs. For VGG networks, the dropout rate was set to 0.4. The training curves of the proposed methods and the other methods are showed in Fig.4 . We can see that our methods outperform the others in most cases. Especially in the early stage of training, our train error declines significantly faster than other methods. We argue that this is because the optimized parameter points in the weight space can really be moved from the ill-conditioning region to the ''good'' region via a series of node-wise rescaling. During the training process, we also found that our method is sensitive to some hyper-parameters. If the hyper-parameter is not set appropriately, the training model even may suddenly diverge after performing SBWN. This is because the regularization value, such as orthogonality regularization, can suddenly increase after performing SBWN. But the regularization was indispensable for achieving the state-of-the-art performance [4] . Therefore, we need to carefully set the hyper-parameters when using our SBWN. Of course, we can also set the coefficients α k of the scaling in algorithm 1 not more than 10, the numbers of the neurons that need performing SWBN become small, so that the model does not suddenly diverge during the training process. Table 6 summarizes the performance of the previously published algorithms on CIFAR-10, CIFAR-100, and SVHN datasets respectively. We also present the best result with respect to the five independent runs in this table. Our method outperforms the state-of-the-art methods on CIFAR-100: we obtain test errors as 17.18%.
2) EXPERIMENTAL RESULTS

VI. CONCLUSIONS AND FURTHER WORK
We highlight the various invariances or the symmetries in the weight space, and point out that they may bring some side effect to the training of neural network. We propose to solve this problem via the scaling-invariance of the network itself, i.e., via a series of the node-wise rescaling, instead of the scaling-invariant weight updates. The motivation behind the method is the optimized parameter points in the weight space can be moved from the ''bad'' region to the ''good'' region via the node-wise rescaling without changing the function computed by the network. We provide the scalingbased normalization which includes two variants, i.e., the data independence scaling normalization and the data dependence scaling normalization. Each method is implemented in two stages, the within-layer scaling adjustment and the betweenlayer scaling adjustment. Of course, you can only perform the between-layer scaling adjustment. The additional computation cost introduced by performing scaling-based normalization is negligible. Our proposed method can compatible with the commonly used optimization algorithms and collaborates well with the batch normalization. The extensive empirical results show that our proposed method improves the performance of various state-of-the-art network architectures over various datasets.
In the paper, we first propose to improve the training speed and the performance of the neural network by adjusting the conditioning of the neural network in the training process. Here, we aim to make the learning rate of all the weight parameters approximately the same. We hope to strengthen theoretical research, such as what kind of adjustment goal is suitable, how to adjust the network more effectively, and the relationship between the node-wise rescaling and the regularity.
