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0. Introduction, Overview, and Purpose
0.1. Philosophy and Diatribe
Following the discovery of spacetime anomaly cancellation in 1984 [1], string the-
ory has undergone rapid development in several directions. The early hope of making
direct contact with conventional particle physics phenomenology has however long since
dissipated, and there is as yet no experimental program for finding even indirect manifes-
tations of underlying string degrees of freedom in nature. The question of whether string
theory is “correct” in the physical sense thus remains impossible to answer for the foresee-
able future. Particle/string theorists nonetheless continue to be tantalized by the richness
of the theory and by its natural ability to provide a consistent microscopic underpinning
for both gauge theory and gravity.
A prime obstacle to our understanding of string theory has been an inability to pene-
trate beyond its perturbative expansion. Our understanding of gauge theory is enormously
enhanced by having a fundamental formulation based on the principle of local gauge in-
variance from which the perturbative expansion can be derived. Symmetry breaking and
nonperturbative effects such as instantons admit a clean and intuitive presentation. In
string theory, our lack of a fundamental formulation is compounded by our ignorance of
the true ground state of the theory. Beginning in 1989, there was some progress towards
extracting such nonperturbative information from string theory, at least in some simple
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contexts. The aim of these lectures is to provide the conceptual background for this work,
and to describe some of its immediate consequences.
In string theory we wish to perform an integral over two dimensional geometries and
a sum over two dimensional topologies,
Z ∼
∑
topologies
∫
DgDX e−S , (0.1)
where the spacetime physics (in the case of the bosonic string) resides in the conformally
invariant action
S ∝
∫
d2ξ
√
g gab ∂aX
µ ∂bX
ν Gµν(X) . (0.2)
Here µ, ν run from 1, . . . , D where D is the number of spacetime dimensions, Gµν(X) is the
spacetime metric, and the integral Dg is over worldsheet metrics. Typically we “gauge-fix”
the worldsheet metric to gab = e
ϕδab, where ϕ is known as the Liouville field. Following
the formulation of string theory in this form (and in particular following the appearance of
the work of Polyakov [2]), there was much work to develop the quantum Liouville theory
(some of which is reviewed in chapt. 2 here), and conformal field theory itself has been
characterized as “an unsuccessful attempt to solve the Liouville theory” [3]. It has been
recognized that evaluation of the partition function Z in (0.1) without taking into account
the integral over geometry does not solve the problem of interest, and moreover does not
provide a systematic basis for a perturbation series in any known parameter.
The program initiated in [4–6] relies on a discretization of the string worldsheet to
provide a method of taking the continuum limit which incorporates simultaneously the
contribution of 2d surfaces with any number of handles. In one seemingly giant step, it is
thus possible not only to integrate over all possible deformations of a given genus surface
(the analog of the integral over Feynman parameters for a given loop diagram), but also
to sum over all genus (the analog of the sum over all loop diagrams). This would in
principle free us from the mathematically fascinating but physically irrelevant problems
of calculating conformal field theory correlation functions on surfaces of fixed genus with
fixed moduli (objects which we never knew how to integrate over moduli or sum over
genus anyway). The progress, however, is limited in the sense that these methods only
apply currently for non-critical strings embedded in dimensions D ≤ 1 (or critical strings
embedded in D ≤ 2), and the nonperturbative information even in this restricted context
has proven incomplete. Due to familiar problems with lattice realizations of supersymmetry
and chiral fermions, these methods have also resisted extension to the supersymmetric case.
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The developments we shall describe here nonetheless provide at least a half-step in
the correct direction, if only to organize the perturbative expansion in a most concise
way. They have also prompted much useful evolution of related continuum methods.
Our point of view here is that string theories embedded in D ≤ 1 dimensions provide a
simple context for testing ideas and methods of calculation. Just as we would encounter
much difficulty calculating infinite dimensional functional integrals without some prior
experience with their finite dimensional analogs, progress in string theory should be aided
by experimentation with systems possessing a restricted number of degrees of freedom.
While it is occasionally stated that exactly solvable models are too special to provide
useful lessons for physics, at least one striking historical example suggests the opposite:
Onsager’s exact solution of the Ising model led to many fundamental ideas in quantum field
theory. In particular, ideas associated with the renormalization group, phase transitions,
non-mean field exponents, and the operator product expansion all had their origin in the
solution of the Ising model. We hope that this historical example will serve as well as the
paradigm for applications of exactly soluble spacetime solutions in string theory.
0.2. 2D Gravity and 2D String theory
We begin with a quick tour and overview of 2D gravity and 2D string theory, em-
phasizing the main physical ideas and lessons we have learned from recent progress in the
subject, so that they are not lost in the lengthy discussion that follows. See also chapt. 15
for another appraisal when we are done.
We have learned distinct lessons for 2D gravity and 2D string theory due to the two-
fold interpretation of the models we discuss:
Hartle-Hawking
     tadpole
propagator   Interaction Vertex
= Topology Change
Fig. 1: Correlation functions
〈
W (ℓ)
〉
,
〈
W (ℓ)W (ℓ)
〉
, and
〈
W (ℓ)W (ℓ)W (ℓ)
〉
.
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1) As Quantum Gravity
In this guise, we study a “field theory of universes.” We will introduce an operator (the
macroscopic loop operator)W (ℓ, . . .) that creates universes of size ℓ (1D and circular, in the
case of a 2D target space). The matrix model allows us to compute correlation functions〈
W (ℓ)
〉
,
〈
W (ℓ)W (ℓ)
〉
,
〈
W (ℓ)W (ℓ)W (ℓ)
〉
, . . ., associated respectively with the Hartle–
Hawking wavefunction, with universe propagation, and with topology change (processes
depicted in fig. 1). The matrix model even allows both calculation of the effect of more
drastic topology changes and summation over topology–changing amplitudes.
2) As Critical String Theory
We will consider in detail the case for which (0.2) defines a flat Euclidean two dimen-
sional target spacetime with coordinates φ,X . Physical interpretations of the spacetime
theory require an analytic continuation to a spacetime of Minkowskian signature. There
are two choices for this continuation, but we shall argue that the clearest lessons for string
theory come from the c = 1 model that we will construct, with φ taken as the Liouville
coordinate, and t = −iX as the Minkowskian time coordinate.
Strongly
Coupled
Strings
Free
Strings
t
φ+log(   )µ
1
Wall
Fig. 2: Free, strong, and wall regions of the tachyon potential. At left, particles
are produced as tachyons scatter.
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This exactly solvable spacetime background is a strange world. Since there are only
two spacetime dimensions, there are no transverse degrees of freedom. The only on-shell1
field theoretic degree of freedom in the theory is that of a massless bosonic field T (t, φ),
called the “massless tachyon” (because the field T is mathematically analogous to a field
which is tachyonic for any string propagating in more than 2 spacetime dimensions, in
particular for the 26-dimensional bosonic string). Moreover, the world is spatially inho-
mogeneous. We shall find (see eq. (5.14)) that the spacetime dilaton field has expectation
value 〈D〉 = Qφ/2, so that the string coupling varies with the spatial coordinate φ as
κeff = κ0 e
1
2Qφ. At φ = −∞, strings are free while at φ = +∞ strings are infinitely
strongly coupled. Finally, there is a cosmological constant term ∼ µeφ in the Liouville
path integral formulation of this theory that strongly suppresses contributions to path
integrals from large positive values of φ (we are assuming throughout these notes that the
cosmological constant satisfies µ > 0 , unless specified otherwise). Since the interaction
turns on exponentially there is effectively a wall located at φ = log 1/µ, often called “the
Liouville wall”, and the world looks as depicted in fig. 2. The most obvious physical ex-
periment we can perform in this world is to bounce our massless bosons off the wall. In
chapt. 13, we will show how to compute exactly the S-matrix for such scattering processes.
We are also able to compute the “flows” that relate physics in different (time-dependent)
backgrounds.
0.3. Review of reviews
Several reviews overlap different portions of the subject matter covered here. The
Liouville theory is reviewed in [7,8] and references therein. The matrix model technology
is reviewed in [9–14] (note that some sections here are adapted directly from [11]), the
c = 1 matrix model is reviewed in [15,16], and spacetime properties are emphasized in [17].
Other recent reviews are [18].
After treating the necessary preliminaries, our viewpoint here is largely complemen-
tary to the other treatments, placing an emphasis on the properties of macroscopic loops,
the Wheeler–DeWitt equation, and the scattering theory in D = 2 target space dimen-
sions. In chapters 1–5, we give an overview of the continuum ideas and formalism we shall
use for treating loops and states in conformal field theory, for understanding the classical,
1 The graviton and dilaton in 2 spacetime target dimensions have no on-shell degrees of free-
dom, i.e. are not physical propagating particles.
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semiclassical, and quantum Liouville theories, and for implementing the path integral and
canonical treatments of 2D Euclidean quantum gravity. In chapters 6–9, we focus on the
discretized approach to 2d quantum gravity and 2d string theory, and explain various fea-
tures of the matrix model approach. In chapters 10–14, we employ the techniques provided
by the discretized approach to calculate many of the continuum quantities introduced ear-
lier. In chapter 15, we assess our prospects for the future. Appendix A contains some
useful definitions and facts about some of the special functions used in these lectures.
Due to lack of spacetime, we will not be reviewing many other important works on
the subject of 2D gravity. These notes are a preliminary version of a book [19],2 that
will contain much interesting material omitted from these lecture notes. We welcome
constructive comments concerning typos, inconsistent conventions, inconsistent references,
sign errors and conceptual errors in these notes.
1. Loops and States in Conformal Field Theory
We begin here with a review of how a loop in the context of conformal field theory
can be replaced by a sum of local operators. For simplicity we will restrict attention to the
Gaussian model. The intuition from this example will be essential to our later extraction
of correlation functions from macroscopic loop amplitudes.
1.1. Lagrangian formalism
For simplicity, consider the standard c = 1 Gaussian model,
S =
∫
Σ
∂X ∂X , (1.1)
where Σ is a surface perhaps with handles and boundaries. The objects of interest are the
path integrals ∫
DX(z, z¯) e−S
∏
i
Oi(pi) , (1.2)
where we integrate over maps X : Σ→ IR.
The space of local operators is spanned by expressions of the form
O ∼ P(∂X, ∂2X, . . . ; ∂X, ∂2X, . . .) eikX(z,z¯) , (1.3)
2 the modest expenditure for which will be amply rewarded by the substantial further enlight-
enment contained therein.
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where P is a polynomial and the expression is suitably normal-ordered. When X is a
periodic variable, i.e. a map X : Σ → S1, then additional considerations apply: k is
quantized and there are winding modes which allow the definition of a more subtle theory
with an extra zero mode, leading to “magnetic” and “electric” quantum numbers. See [20]
for more details.
1.2. Hamiltonian formalism
In the radial Hamiltonian formalism (for a review, see e.g. [20]) we decompose the
fields into modes,
i∂X =
∑
αn z
−n−1 , [αn, αm] = n δn+m
i∂X =
∑
α¯n z¯
−n−1 , [α¯n, α¯m] = n δn+m .
(1.4)
The stress-energy tensor T = −1
2
(∂X)2 defines a Virasoro algebra and radial propagation
is generated by the Hamiltonian L0 + L¯0.
In terms of the Fock space
Fp = Span
{∏
n
(α−n)mn |p〉 n > 0, mn ≥ 0
}
α0|p〉 = p |p〉 αn|p〉 = 0 (n > 0) ,
(1.5)
we see that the states of the theory lie in a Hilbert Space of the form
H = ⊕p,p¯ Np,p¯Fp ⊗ Fp¯ . (1.6)
Alternatively, we can think of the Hilbert space as the space of wavefunctionals Ψ[X(σ)].
(More precisely, we may introduce the loop space LIR and, with an appropriate measure,
the Hilbert space is simply the space H = L2(LIR) of square integrable maps of loops into
IR.)
Exercise. Coherent states
If we decompose
X(σ) = x0 +
∑
n>0
einσxn +
∑
n<0
einσx¯n , (1.7)
we may regard Ψ as a function of infinitely many variables x0, xn, x¯n. Using the coherent
state representation for the harmonic oscillators, αn ↔ nxn, for n > 0; αn ↔ ∂/∂xn,
for n < 0; and similarly for α¯ and x¯, translate the Fock space states (1.5) into wave-
functionals Ψ[X(σ)].
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The Lagrangian and Hamiltonian formalisms are related by the so-called “operator
formalism”. The basic idea is that the neighborhood of any point on the surface Σ lo-
cally looks like the complex plane and information about the rest of the surface may be
summarized in a state at infinity.
1.3. Equivalence of states and operators
One of the basic properties of conformal field theory is the one-to-one correspondence
between operators O and states |O〉.
To map operators → states, we associate the state |O〉 to the operator O(z, z¯) accord-
ing to
O 7→ |O〉 ≡ lim
z,z¯→0
O(z, z¯)|0〉 . (1.8)
Equivalently, we can create a state by performing a path integral on a hemisphere D.
To evaluate such a path integral, the boundary conditions for the field X(z, z¯) must be
specified on the equator, parametrized here by σ, and the value of the path integral defines
the wavefunction Ψ[X(σ)] (i.e. the wavefunction for the identity operator). Insertion of an
operator O on the hemisphere D gives the wavefunction ΨO for the operator O,
ΨO
[
X(σ)
]
= O
(1.9)
Using the equivalence between the Fock space and wavefunctional descriptions of the states,
the two descriptions (1.8) and (1.9) of the operator 7→ state maps are easily seen to be
equivalent: namely
〈
X(σ)
∣∣O〉 = ΨO[X(σ)] (where 〈X(σ)∣∣ is a basis of eigenstates of the
operator X(σ) in the Fock space representation).
Exercise. Wavefunctions from path integrals
Consider a disk of radius r in the complex plane, centered at z = 0, and consider
the path integral (1.9) with boundary condition
X(σ) = x0 +
∑
n>0
einσxn +
∑
n<0
einσx¯n (1.10)
a) Solve for the classical field configuration Xcl satisfying these boundary condi-
tions. Then shift the fieldX → Xcl+δX in the path integral, where δX satisfies Dirichlet
boundary conditions, and show by substituting into (1.9) that the wavefunction is
Ψ
[
X(σ)
]
= C
∞∏
n=1
(2πn)e−2πn
2|xn|2 , (1.11)
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where the constant C is determined by imposing some normalization condition.
b) Why can this be identified with the state |0〉 ?
c) Repeat this exercise to calculate the wavefunction for some other simple opera-
tors.
d) Describe the wavefunction associated to states created by local operators of the
form (1.3).
Expansion of loops in terms of local operators
Having described the operator 7→ state mapping, now we wish to consider the inverse
state 7→ operator mapping. To “insert a state” into the path integral, we cut a hole of
radius r out of the surface Σ, and insert a state with some wavefunction Ψ
[
X(σ)
]
on
the boundary of the hole (i.e. use Ψ
[
X(σ)
]
as the weight factor in the functional integral
over X(σ)). We shall see that the new path integral is equivalent to that obtained by
inserting a local operator into (1.2), thus providing a states → operators mapping. The
mapping ΨO 7→ O is clearly linear and one-to-one, but to show that there is moreover an
isomorphism between states and operators, we need to show that every state is equivalently
represented by an operator insertion. The basic idea, physically, is to take a state inserted
on a hole and by conformal invariance shrink the hole to arbitrarily small size. Since an
infinitesimally small hole has the same effect as a local operator, the insertion of a state on
the boundary of a hole in the path integral is equivalent to the insertion of some operator.
In formulae, the states 7→ operators mapping equates the insertion of a little hole of
radius r on any surface Σ in state |Ψ〉 with the insertion of a sum of operators at the center
of the hole,
WΨ(r) ≡
∑
i
〈Oi|Ψ〉 r∆i+∆¯i Oi . (1.12)
Here Oi(z, z¯) is a basis of local operators diagonalizing L0+L0, and WΨ(r) is an operator
that inserts a macroscopic loop of size r with wavefunction Ψ
[
X(σ)
]
.
Example: Annular path integral.
Consider the path integral on a sphere with two holes, or, after a conformal transfor-
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mation, on an annulus. This is given in the operator formalism by
r=1
Ψ2
r
Ψ1
= 〈Ψ
=
∑
=
∑
=
〈
Ψ
(1.13)
where
∣∣WΨ1(r)〉 is the state associated to the local operator WΨ1(r). For more details on
the operator formalism, see e.g. [21–23].
Our goal is to calculate macroscopic loop amplitudes in 2D gravity. Current matrix
model technology will allow this only for some very specific states |Ψ〉, but these states will
have overlaps with sufficiently many interesting operators that much useful information can
be extracted. To provide a physical framework for interpreting the matrix model results,
we shall first investigate in the next two chapters the spectrum of Liouville theory and of
2D gravity.
1.4. Gaussian Field with a Background Charge
For later comparison with the Liouville results, we give here a brief overview of gaus-
sian conformal field theory in the presence of a background charge, also known as Chodos–
Thorn/Feigin–Fuks (CTFF) theory. We consider the action
SCTFF =
∫
d2z
√
gˆ
( 1
8π
(∇ˆφ)2 + iα0
4π
φR(gˆ)
)
. (1.14)
The additional term leads to the modified stress-energy
T = −1
2
∂φ∂φ+ iα0 ∂
2φ , (1.15)
which generates a Virasoro algebra with central charge
c = 1− 12α20 .
We see that the effect of the extra term in (1.15) is to shift c < 1 for α0 real. Since the
stress-energy tensor in (1.15) has an imaginary part, the theory it defines is not unitary
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for arbitrary α0. For particular values of α0, it turns out to contain a consistent unitary
subspace.
Taking the operator product with the modified T of (1.15), we find that the conformal
weight of eβφ is shifted to ∆ = 12β(β−2α0). The same conformal weights would be inferred
from two-point functions calculated in the presence of a ‘background charge’ −√2α0 at
infinity, so the modification of T (z) in (1.15) is interpreted as the presence of such a
background charge. This formalism was originally used by Chodos and Thorn in [24], and
was more recently revived by Feigen and Fuks in a form used in [25] to calculate correlation
functions of the c < 1 conformal field theories.
Exercise. Momentum Shift from Background Charge
Consider a Gaussian field with background charge Q = 2iα0. Derive the relation
ipφ = α− Q
2
, (1.16)
for the momentum pφ of the state created by the vertex operator exp(αφ) by considering
the state created by the path integral on the disk, analogous to the example of the
Gaussian model in (1.9).
2. 2D Euclidean Quantum Gravity I: Path Integral Approach
In this chapter, we shall consider the implementation of quantum gravity as a theory
which makes precise and well-defined sense out of a path integral over metrics on some
spacetime.
2.1. 2D Gravity and Liouville Theory
Using the principle of general covariance, any quantum field theory Smatter[X
i] in any
number of dimensions may be coupled to gravity, resulting in an action S[g,X i], where X i
refer to “matter” fields in the theory and g is the metric.
Classically, the theory S[g,X i] with gravity coupling in two dimensions is always a
conformal field theory. To see this, recall that the stress energy tensor of the theory is
δ
δgαβ
S = Tαβ . Defining the Liouville mode as the overall scale of the metric, g = e
γφgˆ,
we see that the Liouville equation of motion is Tαα = 0. This defines a classical conformal
field theory. In two dimensions, we may pass to local complex coordinates and write this
equation as Tzz¯ = 0. Conservation of energy-momentum then shows that the theory has a
holomorphic energy momentum tensor Tzz = T (z).
13
Quantum mechanically, we try to understand the (Euclidean) quantum gravitational
path integrals
〈O1 . . .On〉 = 1
Z
∫ DgDX
vol(Diff )
e−κ
∫
R−µA−S[X]O1 . . .On , (2.1)
where Oi are generally covariant operators. By fixing a conformal gauge gab = eφδab,
Polyakov [2] observed that the matter/gravity theory could be written as a coupled tensor
product of Liouville theory and the “matter” theory Smatter. The passage to conformal
gauge necessarily introduces the Faddeev–Popov reparametrization ghosts. At a formal
level, the gauge invariance of the theory, expressed as the independence of the integral
(2.1) to Weyl transformations of the gauge slice, implies that the coupling of Liouville and
matter theories is itself a conformal field theory. If the original matter theory was not
conformal, however, then the resulting theory will not be a simple tensor product.
Example 1: Coupling the massive Ising model
S =
∫
ψ¯∂ψ +mψ¯ψ (2.2)
to gravity results in the lagrangian
S =
∫ √
g
(
ψ¯Dψ +mψ¯ψ
)
+
∫
d2z
√
gˆ
( 1
8π
(∇ˆφ)2 + µ
8πγ2
eγφ +
Q
8π
φR(gˆ)
)
, (2.3)
where D is the covariant derivative (i.e. includes the spin connection).
Example 2: Coupling the massive sine-Gordon model∫
d2z
√
gˆ
( 1
8π
(∇ˆX)2 +m cos(pX/
√
2)
)
(2.4)
to gravity results in the lagrangian
S =
∫
d2z
√
gˆ
( 1
8π
(∇ˆX)2 +meξφ cos(pX/
√
2)
)
+
∫
d2z
√
gˆ
( 1
8π
(∇ˆφ)2 + µ
8πγ2
eγφ +
Q
8π
φR(gˆ)
)
.
(2.5)
In both examples, we will see that Q and γ are fixed by general covariance. The
remarkable property of Liouville theory that allows it to associate an arbitrary quantum
field theory with some conformal field theory deserves to be better understood.
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2.2. Path integral approach to 2D Euclidean Quantum Gravity
The first success of the discretized (matrix model) approach, the focus of our later
chapters here, was to reproduce the critical exponents predicted from continuum (Liouville)
methods. (In fact the coincidence of results served to give post-facto verification of both
methods.) In this section we review the latter continuum methods from a fairly formal
point of view. A more physical point of view will appear in the next chapter.
String susceptibility Γstr
We consider the continuum partition function
Z =
∫ DgDX
vol(Diff )
e
−SM (X ; g)− µ08π
∫
d2ξ
√
g
, (2.6)
where SM is some conformally invariant action for matter fields coupled to a two dimen-
sional surface Σ with metric g, µ0 is a bare cosmological constant, and we have symbolically
divided the measure by the “volume” of the diffeomorphism group (which acts as a local
symmetry) of Σ . For the free bosonic string, we take SM =
1
8π
∫
d2ξ
√
g gab ∂a ~X · ∂b ~X
where the ~X(ξ) specify the embedding of Σ into flat D-dimensional spacetime.
To define (2.6), we need to specify the measures for the integrations over X and g
(see, e.g. [26]). The measure DX is determined by requiring that ∫ DgδX e−‖δX‖2g = 1,
where the norm in the gaussian functional integral is given by ‖δX‖2g =
∫
d2ξ
√
g δ ~X · δ ~X.
Similarly, the measure Dg is determined by normalizing ∫ Dgδg e−12 ‖δg‖2g = 1, where
‖δg‖2g =
∫
d2ξ
√
g (gacgbd + 2gabgcd) δgab δgcd, and δg represents a metric fluctuation at
some point gij in the space of metrics on a genus h surface.
The measures DX and Dg are invariant under the group of diffeomorphisms of the
surface, but not necessarily under conformal transformations gab → eσ gab. Indeed due to
the metric dependence in the norm ‖δX‖2g, it turns out that
DeσgX = e
D
48π
SL(σ)DgX , (2.7)
where
SL(σ) =
∫
d2ξ
√
g
(
1
2g
ab ∂aσ∂bσ +Rσ + µe
σ
)
(2.8)
is known as the Liouville action. (This result may be derived diagrammatically, via the
Fujikawa method, or via an index theorem; for a review see [27].)
The metric measure Dg as well has an anomalous variation under conformal transfor-
mations. To express it in a form analogous to (2.7), we first need to recall some basic facts
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about the domain of integration. The space of metrics on a compact topological surface Σ
modulo diffeomorphisms and Weyl transformations is a finite dimensional compact space
Mh, known as moduli space. (It is 0-dimensional for genus h = 0; 2-dimensional for h = 1;
and (6h− 6)-dimensional for h ≥ 2). If for each point τ ∈Mh, we choose a representative
metric gˆij , then the orbits generated by the diffeomorphism and Weyl groups acting on
gˆij generate the full space of metrics on Σ. Thus given the slice gˆ(τ), any metric can be
represented in the form
f∗g = eϕ gˆ(τ) ,
where f∗ represents the action of the diffeomorphism f : Σ→ Σ.
Since the integrand of (2.6) is diffeomorphism invariant, the functional integral would
be infinite unless we formally divide out by the volume of orbit of the diffeomorphism
group. This is accomplished by gauge fixing to the slice gˆ(τ); the Jacobian that enters can
be represented in terms of Fadeev–Popov ghosts, as familiar from the analogous procedure
in gauge theory. We parametrize an infinitesimal change in the metric as
δgzz = ∇z ξz , δgz¯z¯ = ∇¯z ξz¯
(where for convenience we employ complex coordinates, and recall that the components
gzz¯ = g
z¯z are parametrized by eϕ). The measure Dg at gˆ(τ) splits into an integra-
tion [dτ ] over moduli, an integration Dϕ over the conformal factor, and an integra-
tion DξDξ¯ over diffeomorphisms. The change of integration variables Dδgzz Dδgz¯z¯ =
(det∇z det ∇¯z )DξDξ¯ introduces the Jacobian det∇z det ∇¯z for the change from δg to ξ.
The determinants in turn can be represented as
det∇z det ∇¯z =
∫
DbDcDb¯Dc¯ e−
∫
d2ξ
√
g bzz ∇¯z cz −
∫
d2ξ
√
g bz¯z¯∇z cz¯
≡
∫
D(gh) e−Sgh(b, c, b¯, c¯) ,
(2.9)
where D(gh) ≡ DbDcDb¯Dc¯ is an abbreviation for the measures associated to the ghosts
b, c, b¯, c¯; bzz is a holomorphic quadratic differential, and c
z (cz¯) is a holomorphic (anti-
holomorphic) vector.
Finally, the ghost measure D(gh) is not invariant under the conformal transformation
g → eσg, instead we have [2,26,27]
Deσg(gh) = e
− 2648π SL(σ, g)Dg(gh) , (2.10)
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where SL is again the Liouville action (2.8). (In units in which the contribution of a single
scalar field to the conformal anomaly is c = 1, and hence c = 1/2 for a single Majorana–
Weyl fermion, the conformal anomaly due to a spin j reparametrization ghost is given by
c = (−1)F 2(1 + 6j(j − 1)). The contribution from a spin j = 2 reparametrization ghost is
thus c = −26.)
We have thus far succeeded to reexpress the partition function (2.6) as
Z =
∫
[dτ ] Dgϕ Dg(gh) DgX e
−SM − Sgh − µ02π
∫
d2ξ
√
g
.
Choosing a metric slice g = eϕgˆ gives
DeϕgˆϕDeϕgˆ(gh)DeϕgˆX = J(ϕ, gˆ) DgˆϕDgˆ(gh)DgˆX ,
where the Jacobian J(ϕ, gˆ) is easily calculated for the matter and ghost sectors
(
(2.7) and
(2.10)
)
but not for the Liouville mode ϕ. The functional integral over ϕ is complicated by
the implicit metric dependence in the norm
‖δϕ‖2g =
∫
d2ξ
√
g (δϕ)2 =
∫
d2ξ
√
gˆ eϕ (δϕ)2 ,
since only if the eϕ factor were absent above would the Dgˆϕ measure reduce to that of a
free field.
In [28], it is simply assumed3 that the overall Jacobian J(ϕ, gˆ) takes the form of an
exponential of a local Liouville-like action
∫
d2ξ
√
gˆ (a˜ gˆab∂aϕ∂bϕ+ b˜Rˆϕ+ µe
c˜ϕ), where a˜,
b˜, and c˜ are constants that will be determined by requiring overall conformal invariance (c˜
is inserted in anticipation of rescaling of ϕ). With this assumption, the partition function
(2.6) takes the form
Z =
∫
[dτ ]DgˆϕDgˆ(gh)DgˆX e
−SM (X, gˆ)− Sgh(b, c, b¯, c¯; gˆ)
· e−
∫
d2ξ
√
gˆ (a˜ gˆab∂aϕ∂bϕ+ b˜Rˆϕ+ µe
c˜ϕ)
(2.11)
where the ϕ measure is now that of a free field.
The path integral (2.11) was defined to be reparametrization invariant, and should
depend only on eϕgˆ = g (up to diffeomorphism), not on the specific slice gˆ. Due to
3 Some attempts to justify this assumption may be found in [29]. In the next two chapters, we
shall see why this result should be expected from the canonical Hamiltonian point of view of [30].
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diffeomorphism invariance, (2.11) should thus be invariant under the infinitesimal trans-
formation
δgˆ = ε(ξ)gˆ , δϕ = −ε(ξ) , (2.12)
and we can use the known conformal anomalies (2.7) and (2.10) for ϕ, X , and the ghosts to
determine the constants a˜, b˜, c˜. Substituting the variations (2.12) in (2.11), we find terms
of the form
(D − 26 + 1
48π
+ b˜
)∫
d2ξ
√
gˆ Rˆ ε and (2a˜− b˜)
∫
d2ξ
√
gˆ ε ϕ ,
where the D− 26 on the left is the contribution from the matter and ghost measures DgˆX
and Dgˆ(gh), and the additional 1 comes from the Dgˆϕ measure. Invariance under (2.12)
thus determines
b˜ =
25−D
48π
, a˜ = 1
2
b˜ . (2.13)
(In general we would substitute here D → cmatter, where cmatter is the contribution to the
central charge from the “matter” sector of the theory.)
Substituting the values of a˜, b˜ into the Liouville action in (2.11) gives
1
8π
∫
d2ξ
√
gˆ
(25−D
12
gˆab ∂aϕ∂bϕ+
25−D
6
Rˆ ϕ
)
. (2.14)
To obtain a conventionally normalized kinetic term 18π
∫
(∂ϕ)2, we rescale ϕ→
√
12
25−D ϕ.
(This normalization leads to the leading short distance expansion ϕ(z)ϕ(w) ∼ − log(z −
w).) In terms of the rescaled ϕ, we write the Liouville action as
1
8π
∫
d2ξ
√
gˆ
(
gˆab ∂aϕ∂bϕ+QRˆϕ
)
, (2.15)
where
Q ≡
√
25−D
3
. (2.16)
The energy-momentum tensor T = −12∂ϕ∂ϕ+ Q2 ∂2ϕ derived from (2.15) has leading short
distance expansion T (z)T (w) ∼ 1
2
cLiouville/(z − w)4+ . . ., where cLiouville = 1+3Q2. Note
that if we substitute (2.16) into cLiouville and add an additional c = D−26 from the matter
and ghost sectors, we find that the total conformal anomaly vanishes,
cmatter + cLiouv + cghost = D + (26−D)− 26 = 0
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(consistent with the required overall conformal invariance).
It remains to determine the coefficient c˜ in (2.11). We have since rescaled ϕ, so we
write instead eγϕ and determine γ by the requirement that the physical metric be g = gˆ eγϕ.
Geometrically, this means that the area of the surface is represented by
∫
d2ξ
√
gˆ eγϕ. γ
is thereby determined by the requirement that eγϕ behave as a (1,1) conformal field (so
that the combination d2ξ eγϕ is conformally invariant). For the energy-momentum tensor
mentioned after (2.16), the conformal weight4 of eγϕ is
∆(eγϕ) = ∆(eγϕ) = −12γ(γ −Q) . (2.17)
Requiring that ∆(eγϕ) = ∆(eγϕ) = 1 determines that
Q = 2/γ + γ . (2.18)
Using (2.16) and solving for γ then gives5
γ =
1√
12
(√
25−D −√1−D) = Q
2
− 1
2
√
Q2 − 8 . (2.19)
For spacetime embedding dimension d ≤ 1, we find from (2.16) and (2.19) that Q and
γ are both real (with γ ≤ Q/2). The D ≤ 1 domain is thus where the Liouville theory is
well-defined and most easily interpreted. For D ≥ 25, on the other hand, both γ and Q are
imaginary. To define a real physical metric g = eγϕgˆ, we need to Wick rotate ϕ → −iϕ.
(This changes the sign of the kinetic term for ϕ. Precisely at D = 25 we can interpret
X0 = −iϕ as a free time coordinate. In other words, for a string naively embedded in 25
flat euclidean dimensions, the Liouville mode turns out to provide automatically a single
timelike dimension, dynamically realizing a string embedded in 26 dimensional Minkowski
spacetime. In general for D ≥ 25, we must have cLiouville < 1 and the kinetic term of the
Liouville field changes sign. The conformal mode of the metric in Euclidean space is a
“wrong sign” scalar field analogous to the conformal mode in four-dimensional Euclidean
4 Recall that ∆ is given by the leading term in the operator product expansion T (z) eγϕ(w) ∼
∆eγϕ/(z − w)2+ . . . . Recall also that for a conventional energy-momentum tensor T = − 1
2
∂ϕ∂ϕ,
the conformal weight of eipϕ is ∆ = ∆ = p2/2.
5 One method for choosing the root for γ is to make contact with the classical limit of the
Liouville action. Note that the effective coupling in (2.14) goes as (25−D)−1 so the classical limit
is given by D → −∞. In this limit the above choice of root has the classical γ → 0 behavior. We
shall discuss this issue further in the next chapter.
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quantum gravity [31], so it would be useful to make sense of this case (if possible). Finally,
in the regime 1 < D < 25, γ is complex, and Q is imaginary. As we shall see later in lurid
detail, this problem is equivalent to the cosmological constant becoming a macroscopic
state operator. Sadly, it is not yet known how to make sense of the Liouville approach for
the regime of most physical interest.
A useful critical exponent that can be calculated in this formalism is the string sus-
ceptibility Γstr. We write the partition function for fixed area A as
Z(A) =
∫
DϕDX e−S δ
(∫
d2ξ
√
gˆ eγϕ − A
)
, (2.20)
where for convenience we now group the ghost determinant and integration over moduli
into DX . We define a string susceptibility Γstr by
Z(A) ∼ A(Γstr−2)χ/2−1 , A→∞ , (2.21)
and determine Γstr by a simple scaling argument. (Note that for genus zero, we have
Z(A) ∼ AΓstr−3.) Under the shift ϕ→ ϕ+ ρ/γ for ρ constant, the measure in (2.20) does
not change. The change in the action (2.15) comes from the term
Q
8π
∫
d2ξ
√
gˆ Rˆ ϕ→ Q
8π
∫
d2ξ
√
gˆ Rˆ ϕ+
Q
8π
ρ
γ
∫
d2ξ
√
gˆRˆ .
Substituting in (2.20) and using the Gauss-Bonnet formula 14π
∫
d2ξ
√
gˆRˆ = χ together
with the identity δ(λx) = δ(x)/|λ| gives Z(A) = e−Qρχ/2γ−ρ Z(e−ρA). We may now
choose eρ = A, which results in
Z(A) = A−Qχ/2γ−1Z(1) = A(Γstr−2)χ/2−1 Z(1) ,
and we confirm from (2.16) and (2.19) that
Γstr = 2− Q
γ
=
1
12
(
D − 1−
√
(D − 25)(D − 1) ) . (2.22)
In the nomenclature of [21], so-called “minimal conformal field theories” (those with a
finite number of primary fields) are specified by a pair of relatively prime integers (p, q) and
have central charge D = cp,q = 1− 6(p− q)2/pq. The unitary discrete series, for example,
is the subset specified by (p, q) = (m+ 1, m). After coupling to gravity, the general (p, q)
model has critical exponent Γstr = −2/(p+ q− 1). Notice that Γstr = −1/m for the values
D = 1− 6/m(m+1) ) of central charge in the unitary discrete series. (In general, the mth
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order multicritical point of the one-matrix model will turn out to describe the (2m− 1, 2)
model (in general non-unitary) coupled to gravity, so its critical exponent Γstr = −1/m
happens to coincide with that of the mth member of the unitary discrete series coupled
to gravity.) Notice also that (2.22) ceases to be sensible for D > 1, an indication of a
“barrier” at D = 1 that has already appeared and will reappear in various guises in what
follows.6
Dressed operators / dimensions of fields
Now we wish to determine the effective dimension of fields after coupling to gravity.
Suppose that Φ0 is some spinless primary field in a conformal field theory with conformal
weight ∆0 = ∆(Φ0) = ∆(Φ0) before coupling to gravity. The gravitational “dressing”
can be viewed as a form of wave function renormalization that allows Φ0 to couple to
gravity. The dressed operator Φ = eαϕΦ0 is required to have dimension (1,1) so that it
can be integrated over the surface Σ without breaking conformal invariance. (This is the
same argument used prior to (2.19) to determine γ). Recalling the formula (2.17) for the
conformal weight of eαϕ, we find that α is determined by the condition
∆0 − 12α(α−Q) = 1 . (2.23)
We may now associate a critical exponent ∆ to the behavior of the one-point function
of Φ at fixed area A,
FΦ(A) ≡ 1
Z(A)
∫
DϕDX e−S δ
(∫
d2ξ
√
gˆ eγϕ −A
) ∫
d2ξ
√
gˆ eαϕ Φ0 ∼ A1−∆ . (2.24)
This definition conforms to the standard convention that ∆ < 1 corresponds to a relevant
operator, ∆ = 1 to a marginal operator, and ∆ > 1 to an irrelevant operator (and in
particular that relevant operators tend to dominate in the infrared, i.e. large area, limit).
6 The “barrier” occurs when coupling gravity to D = 1 matter in the language of non-critical
string theory, or equivalently in the case of d = 2 target space dimensions in the language of
critical string theory. So-called non-critical strings (i.e. whose conformal anomaly is compensated
by a Liouville mode) in D dimensions can always be reinterpreted as critical strings in d =
D + 1 dimensions, where the Liouville mode provides the additional (interacting) dimension.
(The converse, however, is not true since it is not always possible to gauge-fix a critical string and
artificially disentangle the Liouville mode (see e.g. [32]).)
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To determine ∆, we employ the same scaling argument that led to (2.22). We shift
ϕ→ ϕ+ ρ/γ with eρ = A on the right hand side of (2.24), to find
FΦ(A) =
A−Qχ/2γ−1+α/γ
A−Qχ/2γ−1
FΦ(1) = A
α/γ FΦ(1) ,
where the additional factor of eρα/γ = Aα/γ comes from the eαφ gravitational dressing of
Φ0. The gravitational scaling dimension ∆ defined in (2.24) thus satisfies
∆ = 1− α/γ . (2.25)
Solving (2.23) for α with the same branch used in (2.19),
α = 12Q−
√
1
4Q
2 − 2 + 2∆0 = 1√
12
(√
25−D −
√
1−D + 24∆0
)
(2.26)
(for which α ≤ Q/2, and α → 0 as D → −∞). Finally we substitute the above result for
α and the value (2.19) for γ into (2.25), and find7
∆ =
√
1−D + 24∆0 −
√
1−D√
25−D −√1−D . (2.27)
We can apply these results to the (p, q) minimal models [21] mentioned after (2.22).
These have a set of operators labelled by two integers r, s (satisfying 1 ≤ r ≤ q − 1, 1 ≤
s ≤ p− 1) with bare conformal weights ∆0 =
(
(pr− qs)2 − (p− q)2)/4pq (we take p > q).
Coupled to gravity, these operators have dressed Liouville exponents
1−∆r,s = αr,s
γ
=
p+ q − |pr − qs|
2q
1 ≤ r ≤ q − 1, 1 ≤ s ≤ p− 1 (2.28)
(
note also that c = 1− 6(p− q)
2
pq
=⇒ γ =
√
2q
p
, Q =
√
2p
q
+
√
2q
p
)
,
in agreement with the weights determined from the (p, q) formalism (to be discussed in
sections 7.4 and 7.7 ) for the generalized KdV hierarchy (see e.g. [34,35]).
7 We can also substitute α = γ(1−∆) from (2.25) into (2.23) and use − 1
2
γ(γ −Q) = 1 (from
before (2.19)) to rederive the result ∆−∆0 = ∆(1−∆)γ2/2 for the difference between the “dressed
weight” ∆ and the bare weight ∆0 [33].
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3. Brief Review of the Liouville Theory
In this chapter, we touch briefly on some of the highlights of Liouville theory from
the viewpoint advocated in [7,17,8,36]. For other points of view on the Liouville theory,
see [37,38], and the sequence of works [39]. The classical Liouville theory was extensively
studied at the end of the nineteenth century in connection with the uniformization problem
for Riemann surfaces. We will sketch some of this in sections 3.2, 3.10 .
3.1. Classical Liouville Theory
We choose some reference metric gˆ on a surface Σ. The Liouville theory is the theory
of metrics g on Σ, and the Liouville field φ is defined by
g = eγφgˆ . (3.1)
The action is
SLiouville =
∫
d2z
√
gˆ
( 1
8π
(∇ˆφ)2 + Q
8π
φR(gˆ)
)
+
µ
8πγ2
∫
d2z
√
gˆ eγφ , (3.2)
very similar to the background–charge theory (1.14) with a pure imaginary background
charge Q = 2iα0. The interaction given by µ (the “cosmological constant” term), while
soft, will be seen to have profound effects on the theory. For the particular choice
Q = 2/γ , (3.3)
the action (3.2) defines a classical conformal field theory, invariant under the Weyl trans-
formations
gˆ → e2ρgˆ γφ→ γφ− 2ρ . (3.4)
Remark: The linear shift in φ under a conformal transformation shows that φ can be
interpreted as a Goldstone boson for broken Weyl invariance (broken by the choice of gˆ).
Exercise. Classical Liouville theory
a) Using the transformation properties of the Ricci scalar in two dimensions,
R[e2ρgˆ] = e−2ρ
(
R[gˆ]− ∇ˆ22ρ
)
, (3.5)
compute the change in the action (3.2) under (3.4), and show that for Q = 2/γ the
change is independent of φ (so doesn’t affect the classical equations of motion).
b) Show that the classical equations of motion for (3.2) may be expressed as
R[g] = − 1
2
µ , (3.6)
i.e. they describe a surface with constant negative curvature. (We take µ positive.)
Using again (3.5) (in the form R[g] = e−γφ
(
R[gˆ]−∇ˆ2γφ
)
, with φ as in (3.1)), note that
(3.6) is explicitly invariant under (3.4).
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The stress-energy tensor following from (3.2), Tµν = −2π δSδgµν , takes the familiar
Feigin–Fuks form
Tzz¯ = 0
Tzz = −12 (∂φ)2 + 12Q∂2φ
Tz¯z¯ = −12 (∂φ)2 + 12Q∂
2
φ ,
(3.7)
where we have used the equations of motion in the first line.
Since φ is a component of a metric, its transformation law under conformal transfor-
mations z → w = f(z),
φ→ φ+ 1
γ
log
∣∣∣dw
dz
∣∣∣2 , (3.8)
is more complicated than that of an ordinary scalar field. In particular, the U(1) current
∂zφ measuring the Liouville momentum transforms as
∂zφ→ dw
dz
∂wφ+
d
dz
1
γ
log
∣∣∣dw
dz
∣∣∣ , (3.9)
and the stress tensor Tzz transforms as
Tzz →
(dw
dz
)2
Tww +
1
γ2
S[w; z] . (3.10)
The object S[w; z] is called the “Schwartzian derivative” and has many equivalent defini-
tions.8 Combining (3.7) and (3.9), we see that
S[w; z] = −1
2
(
∂z log
∣∣∣dw
dz
∣∣∣)2 + d2
dz2
log
∣∣∣dw
dz
∣∣∣
= Tzz
(
φ = log
∣∣∣dw
dz
∣∣∣)
=
w′′′
w′
− 3
2
(w′′
w′
)2
.
(3.11)
The unusual transformation laws (3.9) and (3.10) have counterparts in the quantum theory,
where they result in shifted formulae for conformal charges and weights in Liouville theory.
8 It may be considered, for example, as the integrated version of the conformal anomaly, or it
may be defined in terms of “projective connections.” For a discussion of the latter concept see
[40].
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3.2. Classical Uniformization
The central theorem in classical Liouville theory is the uniformization theorem that
characterizes Riemann surfaces.
Uniformization Theorem: Every Riemann surface Σ is conformally equivalent to
1) CP 1, the Riemann sphere, or
2) H, the Poincare´ upper half plane, or
3) A quotient of H by a discrete subgroup Γ ⊂ SL(2, IR) acting as Mo¨bius transforma-
tions.
The first proofs of the uniformization theorem were based on the existence of solutions
to the classical field equations (3.6); the standard proofs use potential theory and are
nonconstructive (see [41]).
The upper half plane supports the standard solution of the Liouville equation, namely
the Poincare´ metric:
ds2 = eγφ |dz|2 = 4
µ
1
(Im z)2
|dz|2 , (3.12)
a constant negative curvature solution to (3.6). This metric is invariant under the Mo¨bius
transformations
z → az + b
cz + d
, a, b, c, d ∈ IR, ad− bc = 1 (3.13)
(i.e. the group PSL(2, IR) = SL(2, IR)/ZZ2), and thus descends to a metric
ds2 = eγφ |dz|2 = 4
µ
∂A∂B(
A(z)−B(z¯))2 |dz|2 (3.14)
on the Riemann surface X = H/Γ for some locally defined (anti-)holomorphic functions
A(z)
(
B(z¯)
)
. In general, when we quotient H by the action of a discrete group Γ to define
a space X = H/Γ, there is a natural projection π : H → X and an “inverse” map
f : X → H , (3.15)
known as the “uniformizing map”.
Exercise. Classical energy-momentum
a) Evaluate the energy-momentum tensor for the Poincare´ metric and show that
Tzz = 0.
b) Let f : X → H be the uniformizing map as in (3.15). Show that the solution
(3.14) to the field equations has energy-momentum
Tzz =
1
γ2
S[f ; z] , (3.16)
with S[f ; z] as in (3.11).
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Note that the uniformizing map (3.15) is not well-defined. If we continue the values of
f from some coordinate patch around a nontrivial cycle, then f will change by the action
of T ∈ Γ. The nature of the surface near such a nontrivial curve depends on the nature of
the conjugacy class of T , in turn classified by the value of the trace. There are three types
of conjugacy classes in SL(2, IR):
1) elliptic: |TrT | < 2 (T conjugate to ( cosλ sinλ− sinλ cosλ)) ,
2) parabolic: |TrT | = 2 (T conjugate to (1 λ0 1)) , and
3) hyperbolic: |TrT | > 2 (T conjugate to (coshλ sinhλ
sinhλ coshλ
)
) .
In cases 1,2), the nontrivial curve surrounds a puncture on the surface. In case 3), the
curve surrounds a handle. See [17] for further discussion.
Exercise.
a) Show that the Schwartzian derivative is invariant under independent Mo¨bius
transformation of either z or f .
b) Show that although the uniformizing map is not globally defined, the energy-
momentum (3.16) is nonetheless well-defined.
3.3. Quantum Liouville Theory
It is more subtle that the theory (3.2) is also a quantum conformal field theory.
If µ were zero and φ were a free field, we would immediately conclude that T defines
a Virasoro algebra with central charge c = 1+ 3Q2, that exponentials eαφ have conformal
weight −12α(α−Q), and that these operators create states |α〉 on which we could construct
Feigin–Fuks modules.9 Since φ is not a free field,10 we must be more careful.
We proceed via canonical quantization, first passing from the complex z-plane to
cylindrical coordinates (t, σ) via z = et+iσ , and expanding
φ(σ, t) = φ0(t) +
∑
n6=0
i
n
(
an(t) e
−inσ + bn(t) einσ
)
Π(σ, t) = p0(t) +
∑
n6=0
1
4π
(
an(t) e
−inσ + bn(t) einσ
)
.
(3.17)
9 A Feigin–Fuks module is a Fock space in which the Virasoro algebra is represented by an
energy-momentum tensor such as (3.7).
10 We will see that the operator product of two exponentials is not given by the free field
expression.
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Here a†n = a−n, b
†
n = b−n, and we have the equal-time canonical commutation relations
[
an(t), bm(t)
]
= n δn,m . (3.18)
The energy-momentum tensor in canonical variables takes the form (again using the equa-
tions of motion)
T+− = 0
T±± =
1
8
(4πΠ± φ′)2 − Q
4
(4πΠ± φ′)′ + µ
8γ2
eγφ +
Q2
8
.
(3.19)
The additive factor of Q2/8 in the above arises from the Schwartzian derivative in the
transformation properties (3.10) of T when mapping from the plane to the cylinder z →
(t, σ).
In [30], it was shown that the operators (3.19) satisfy a Virasoro algebra if
Q =
2
γ
+ γ (3.20)
(as we derived from another point of view in (2.18)). Calculating the [T, T ] commutator,
one finds indeed a central charge
c = 1 + 3Q2 , (3.21)
and calculating commutators with T shows that exponentials eαφ have conformal weight
∆(eαφ) = −12 (α−Q/2)2 +Q2/8 . (3.22)
Note that if we impose the condition ∆(eαφ) + ∆0 = 1, to dress an operator with bare
weight ∆0, we rederive the KPZ equation (2.26).
It is useful to have an intuitive understanding of eqns. (3.20–3.22). Note that by
rescaling φ → 1
γ
φ in (3.2), we identify γ with the coupling constant of the theory. The
semiclassical theory is thus defined by asymptotic expansion as γ → 0. We see that
(3.20) is the quantum version of the classical condition (3.3) for conformal invariance.
Similarly, (3.21) consists of a classical part (∝ Q2 ∝ 1/γ2) already visible in the classical
transformation law (3.10), plus a quantum conformal anomaly (c = 1), familiar for a
single scalar field. Finally, to understand (3.22) we note that the analog of (3.9) in the full
quantum theory is
∂zφ→ dw
dz
∂wφ+
d
dz
Q
2
log
∣∣∣dw
dz
∣∣∣ . (3.23)
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In particular, passing from the plane to the cylinder via the conformal transformation
w = log z we have ∂zφ→ (∂wφ−Q/2)/z, so the momentum “shifts” by Q/2. The vertex
operators eαφ, inserted on the z-plane, create states with Liouville momentum pφ given by
ipφ = α− Q
2
. (3.24)
(Note that “states” refer to quantization on the cylinder, and “Liouville momentum” refers
to the zero mode p0 of Π in (3.17).) We see that the first term in (3.22) is simply
1
2p
2
φ,
and the second term is the shift in the energy (relative to the Gaussian case) due to the
“extra” central charge.
The above formulae are valid for cosmological constant µ ≥ 0. It may seem curious
that the quantum formulae for µ > 0 are identical to those obtained for a free field, i.e.
with cosmological constant µ = 0 in (3.2). (N.B.: a translation of φ cannot transform
one case into the other.) Heuristically, we can understand this by noting that in the
worldsheet ultraviolet, φ → −∞, the interaction term disappears: Quantities such as c
and ∆, determined by the singular terms in operator product expansion, depend only on
the ultraviolet behavior of the theory.
3.4. Spectrum of Liouville Theory
We now proceed to study the Hilbert space of the theory, all of whose subtleties lie
in the zero modes φ0(t), p0(t). We can understand the physics of these degrees of freedom
by studying the action (3.2) for field configurations independent of σ, i.e., we study the
Liouville quantum mechanics
S =
∫
dt (φ˙2 +
µ
γ2
eγφ) . (3.25)
The Hamiltonian H0 =
1
2
∮
(T++ + T−−), after substituting (3.19), takes the form
H0 = −1
2
( ∂
∂φ0
)2
+
µ
8γ2
eγφ0 +
1
8
Q2 . (3.26)
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|ψ|
ϕ
V
Fig. 3: Particle wavefunctions in the exponential potential.
The spectrum of H0 is easily understood. In the worldsheet ultraviolet, φ0 ∼ −∞ (i.e.
at short physical distances), the potential disappears so that normalizable states behave
like plane waves, ψE ∼ sinEφ0, with energy 12E2 + 18Q2. The exponential growth of the
potential prevents the “particle” at φ0 from penetrating too far to the right, and hence
gives total reflections of any incoming wave. Because of the total reflection property there
is no distinction between states with +E and −E and we can therefore take E > 0. The
wavefunctions look as in fig. 3.
The circumference of the 1D “universe” in physical units is measured by the quantity
ℓ = e
1
2γφ0 . (3.27)
Using ℓ, it is moreover possible to give an exact description of the eigenstates of H0 in
terms of Bessel functions. Changing variables to ℓ, the eigenvalue equation H0ψE =(
1
2
E2 + 1
8
Q2
)
ψE becomes(
−(ℓ ∂
∂ℓ
)2 + 4µˆℓ2 +
Q2
γ2
)
ψE(ℓ) =
(Q2
γ2
+
Eˆ2
2
)
ψE , (3.28)
where µˆ = µ/(4γ4) and Eˆ =
√
8E/γ. We recognize (3.28) as the Bessel differential
equation. Imposing the boundary condition that ψ decays for large universes, ℓ → ∞,
gives the eigenfunction
ψE =
1
π
√
Eˆ sinhπEˆ KiEˆ(2
√
µˆℓ) , (3.29)
where K is the modified Bessel function. We have chosen a δ-function normalization for
the states, ∫ ∞
0
dℓ
ℓ
ψE(ℓ)ψE′(ℓ) = δ(E − E′) . (3.30)
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Exercise. The wall analogy
Show that the solutions ψE behave asymptotically for φ0 → −∞ as sin
(
1
2
γEφ0 +
α(E)
)
, where
α(E) = arg Γ(1 + iE) =
1
2
log
Γ(1 + iE)
Γ(1− iE) .
For intuitive purposes, it is useful to replace the exponentially growing Liouville poten-
tial by an infinite hard wall. Where should this wall be located for energies of order
E?
Now we proceed from the zero mode structure of the theory to construct the full
field theory. Combining the above discussion on zero modes with canonical quantization,
one expects [30] the Hilbert space (as a Vir ⊕ Vir representation space) of the Liouville
conformal field theory to take the form
H = ⊕
∫ ∞
0
dE F∆(E) ⊗ F∆(E). (3.31)
Here F is a Feigin–Fuks module with weight ∆(E) = 12E2 + 18Q2 and central charge
c = 1 + 3Q2. Our notation on the r.h.s. of (3.31) is meant to indicate a direct integral of
Hilbert spaces [42]. Each Feigin–Fuks module is generated by adding oscillator excitations
to some primary state. As usual, this structure may be understood heuristically since in
the worldsheet ultraviolet (φ→ −∞) the theory becomes free.
In a conventional conformal field theory we are able to associate each state in the
Hilbert space to an operator, and then determine the operator algebra of the theory. How
do we construct the vertex operators that create states in the space (3.31)? According to
(3.24), we might expect the primary fields of Liouville momentum pφ = E to have quantum
vertex operators
VE(z, z¯) = e
αφ = eiEφ e
1
2Qφ . (3.32)
At this point, however, we begin to encounter some of the confusing subtleties of Liouville
theory cum quantum gravity, as first emphasized in [7,8]: the operators (3.32) by no means
encompass all of the quantities of interest in the theory. For example, a natural quantity
in quantum gravity is the “volume of the universe,”
A =
∫
Σ
eγφ
√
gˆ , (3.33)
given by integrating the area operator eγφ. But comparing with (3.32), we see that this
operator has imaginary momentum and cannot correspond to a normalizable state (in
the sense of (3.30)). To obtain some insight into this puzzling observation, we return to
examine the semiclassical theory.
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3.5. Semiclassical States
The semiclassical approximation is an important source of intuition for understanding
Liouville theory. Classical Liouville theory describes the geometry of negatively curved
surfaces (eq. (3.6)). Earlier, we identified γ with the coupling constant of the theory (by
rescaling φ → φ/γ), so the semiclassical limit is defined by γ → 0 asymptotics. In this
limit, we expect the above quantum states to correspond to specific constant curvature
surfaces, and this has been verified in detail [7,17]. Briefly, the σ-independent metric
eγφ(t)(dt2 + dσ2) =
4
µ
ε2
sin2(εt)
(dt2 + dσ2)
nπ
ε
< t <
(n+ 1)π
ε
(3.34a)
(where z = et+iσ and ε is a real number), is a solution to the Liouville equation (3.6) that
looks something like
hyperbolic:
(3.34b)
Exercise. Classical field energy
Use the energy momentum tensor (3.7) to show that the Liouville field configuration
(3.34) has classical energy 1
2
(ε2/γ2) + 1
8
Q2.
Recalling that the quantum state ψE of (3.28) has energy
1
2
E2+ 1
8
Q2, this classical
field energy allows us to identify (3.34) as the semiclassical picture of the quantum state
ψE for E = ε/γ.
As noted in sec. 3.2, there are three kinds of local behavior of a solution to the
classical Liouville equation, classified by the monodromy properties of A,B in (3.14). In
the solution (3.34a) above, we have A = ziε = B, thus giving an example of a hyperbolic
class. From the semiclassical point of view, we are naturally led to ask what quantum
states correspond to the other two classes, namely the elliptic and parabolic solutions.
These are given respectively by
eγφ(dt2 + dσ2) =
4
µ
ν2
sinh2(νt)
(dt2 + dσ2) t < 0
eγφ(dt2 + dσ2) =
4
µ
1
t2
(dt2 + dσ2) t < 0 .
(3.35a)
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Here ν is a real number. An important feature of the solutions (3.35a) is their equivalence
for both ±ν. These solutions look something like
elliptic, parabolic:
(3.35b)
and have energy −12(ν2/γ2)+ 18Q2. Quantum mechanically, according to (3.28, 3.29) they
therefore correspond to states with imaginary momentum E = iν/γ. The corresponding
wavefunctions are of type Kν(ℓ), ν real. These wavefunctions blow up (as ℓ
−|ν|) at short
distances ℓ→ 0 and consequently might appear unphysical. On the contrary, as we saw at
the end of the previous section, operators corresponding to imaginary momentum states,
including for example the volume of the universe, appear quite naturally in 2D quantum
gravity and play an important role.
The distinction between normalizable and non-normalizable states in Liouville theory,
and the necessity to include the non-normalizable states in the theory, was first emphasized
by Seiberg in [7]. Motivated by the geometries illustrated above, the normalizable states
were labelled “macroscopic states,” and the non-normalizable states were labelled “micro-
scopic states”. Semiclassically, the macroscopic states do not have a well-defined insertion
point in the intrinsic geometry of the surface. The microscopic states, on the other hand,
correspond semiclassically to the elliptic geometry pictured in (3.35b), and thus to local
operators — the operator insertion in this case is localized at the tip of the “funnel.” We
discuss these issues further in sec. 4.3 below.
Exercise. Curvature Sources
a) Use the exponential map z = et+iσ to transform the solutions (3.35) to the
z-plane:
eγφ dz dz¯ =
16
µ
ν2(zz¯)ν
(1− (zz¯)ν)2
dz dz¯
zz¯
. (3.36)
b) Show that the field φ solves the Liouville equation with source,
1
4π
∆φ− µ
8πγ
eγφ +
1− ν
γ
δ(2)(z) = 0 , (3.37)
i.e., such solutions have a source of curvature at z = 0.
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c) Show that the solution corresponds to the choice of functions (in (3.14)):
A(z) = i
zν + 1
zν − 1 B(z¯) = −i
z¯ν + 1
z¯ν − 1 . (3.38)
d) Show that the monodromy when z circles around the puncture is the real elliptic
Mo¨bius transformation
A(z)→ cosπνA(z)− sin πν
sin πνA(z) + cosπν
. (3.39)
e) Show that a straight line through z = 0 is conformally mapped into an angle
πν, and hence we must have ν ≥ 0 on geometric grounds.
f) Repeat the above for the hyperbolic and parabolic cases.
3.6. Seiberg bound
Classically, the metrics (3.34, 3.35) are invariant under ν → −ν, E → −E. Quantum
mechanically, the wavefunctions Kν , KiE share this invariance, due to the total reflection
property of the Liouville “wall.” Turning on the wall by setting µ > 0 effectively halves
the states that exist in the (µ = 0) free spectrum.
In the DDK/KPZ formalism described in chapt. 2, on the other hand, the choice of
root in the KPZ formula (2.27) affects the scaling properties of the operator eαφΦ0. Since
the Liouville interaction truncates the spectrum by half, we must choose a root. In [7,8],
it is argued that only those operators with
α ≤ 12Q (3.40)
can exist. This choice of root has many distinguishing properties, some of which will be
noted in later sections:
1) This root gives a smooth semiclassical limit in quantum gravity, as we saw in sec. 2.2.
2) The area element is integrable only for sources satisfying (3.40). A related fact in terms
of deficit angles has appeared in part (e) in the exercise above (following (3.39)).
3) As we will see in the penultimate paragraph of sec. 4.3 , the Wheeler–DeWitt wave-
function for a local operator in quantum gravity, related to the vertex operator V (φ)
by ψ(φ) = e−
1
2Qφ V (φ), must be concentrated on ℓ→ 0, that is, where φ→ −∞.
4) A closely related question is the nature of gravitational dressing (see sec. 2.2). Only
with the choice of root (3.40) do gravitationally dressed relevant/irrelevant operators
grow/decay in the worldsheet infrared.
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5) As will be seen in sec. 5.4 below, the bound (3.40) has the following spacetime in-
terpretation: When scattering in a left half-space, incomers must be rightmovers and
outgoers must be leftmovers.
In addition, there is circumstantial evidence that (3.40) is correct:
1) In the matrix model, we will see that only scaling operators with scaling corresponding
to α ≤ Q/2 appear.
2) In the semiclassical calculations of [30], there are difficulties constructing correlation
functions of “wrong branch” operators.
3) In the SL(2, IR) quantum group approach pursued by Gervais and others, inverse
powers of the metric e−jγφ, 2j ∈ ZZ+, are easily constructed, while the positive powers
have thus far eluded construction.
The above reasoning is qualitative. While the Seiberg bound (3.40) is undoubtedly correct,
a precise mathematical understanding of the statement would be useful.
 A common confusion
There are two distinct novelties in the description of the Hilbert space of Liouville
theory: (1) Vertex operators with α > 12Q do not exist. (2) States with real momentum
pφ = E, which formally correspond to vertex operators with α =
1
2
Q+ iE, do not have a
correspondence with local operators. These two distinct points are often confused in the
literature. There is no (obvious) connection between the Seiberg bound, which specifies
the operators that exist, and the difficulty of localizing operators that correspond to states
|E〉 of energy 12E2 + 18Q2.
 An unresolved confusion
There is some confusion in the literature as to whether the states |E〉 have a corre-
spondence with vertex operators VE = e
iEφ e
1
2Qφ. Although the semiclassical pictures of
states (e.g. (3.34b)) makes any correspondence with local operators seem unlikely [7], we
shall find these operators necessary to formulate our scattering theory in two Minkowskian
dimensions. This problem is closely linked to the problem of time in string theory.
Exercise. Seiberg bound and semiclassical limits
Consider the minimal conformal field theories labelled by (2, 2m − 1) in the BPZ
classification, as mentioned after (2.22). Show that γ = 2/
√
2m− 1 so that as m→∞
the semiclassical approximation becomes valid. Note that the root chosen in sec. 2.2 on
the basis of the semiclassical limit coincides with that dictated by the bound (3.40).
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3.7. Semiclassical Amplitudes
In the semiclassical approximation, we evaluate the amplitudes〈∏
i
eαiφ(zi)
〉
≡
∫
[dφ] e−SLiouville[φ]
∏
i
eαiφ (3.41)
via the saddle point approximation by first solving the classical equation
1
4π
∆φ− µ
8πγ
eγφ +
∑
i
αi δ
(2)(z − zi) = 0 . (3.42)
Integrating (3.42) over the surface Σ we find, since µ > 0, that a necessary condition for
the existence of a solution is
1
γ
( 1
γ
(2− 2h)−
∑
αi
)
< 0 . (3.43)
Exercise.
Derive (3.43) using the Gauss-Bonnet theorem,
∫
1
4π
R
√
g = χ = 2− 2h.
The particular combination
s ≡ Q
2γ
χ−
∑ αi
γ
, (3.44)
known as the KPZ exponent [33], plays an important role in the theory. Equation (3.43)
says that the semiclassical KPZ exponent (Q→ 2/γ) is negative.
When s < 0, there is indeed a solution to (3.42), and we can expand around it to
evaluate (3.41). Near z = zi, it follows from (3.42) that
φcl ∼ −αi log |z − zi|2 (3.45)
for αi < 1/γ. For α = 1/γ we have instead
φcl ∼ −
1
γ
(
log |z − zi|2 + 2 log log 1|z − zi|
)
. (3.46)
In either case, to write the semiclassical amplitudes we must excise disks B(r, zi) around
zi of radius r (in the gˆ metric), and define the regularized action
11
S[φcl] ≡ lim
r→0
(∫
Σ−∪iB(r,zi)
L−
∑
i
(∆i +∆i) log r
)
(3.47)
11 The need for these subtractions reflects the need for renormalization of the vertex operators
[7].
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where ∆i is the conformal weight of e
αiφ. In terms of S, the leading γ → 0 asymptotics of
the correlator are given by 〈∏
eαiφ(zi)
〉
s.c.
∼ e−S[φcl] . (3.48)
There are also cases of interest with s ≥ 0, notably, for genus zero correlators of vertex
operators with small total “Liouville charge”
∑
αi. In these cases, as described in [7], we
can still perform semiclassical calculations by fixing the total area of the surface: we insert
δ(
∫
eγφ − A) into the path integral to ensure that (3.42) has a solution. We obtain the
A dependence of fixed area correlators by a scaling argument (similar to that used before
(2.22) and (2.25)): shifting φ→ φ+ 1
γ
logA gives〈∏
i
eαiφ(zi)
〉
A
= A−1−s
〈∏
eαiφ(zi)
〉
A=1
, (3.49)
with s as in (3.44). To Laplace transform to fixed cosmological constant, we integrate∫ ∞
0
dA
A
A−se−µA = µs Γ(−s) . (3.50)
The UV divergence as A → 0 for s ≥ 0 (reflecting the absence of a classical solution
without the area constraint) plays an important role in speculations on the relation of free
field theory to the Liouville theory described in sections 3.9, 14.2, 14.3 below.
Using (3.49), the problem of calculating correlators is reduced to the case A = 1. The
semiclassical formulae for genus zero correlators are obtained by averaging over the space
of classical solutions. These solutions are obtained for s ≥ 0 by applying complex Mo¨bius
transformations from the standard round-sphere metric
ds2 = eγφ¯ |dz|2 = 16
µ
|dz|2(
1 + |z|2)2 (3.51)
(which, unlike (3.6), has positive curvature R = +1
2
µ). The result is〈∏
eαiφ(zi)
〉s.c.
A=1
=
∫
d2a d2b d2c d2d δ(2)(ad− bc− 1)
∏
i
eαiφ¯(zi)
=
∏
i
(16
µ
)αi/γ ∫ ∞
0
dλλ
∫
C
d2w
∏
i
1(|λzi + w|2 + λ−2)2αi/γ ,
(3.52)
where in the second line we have parametrized SL(2,C) elements by a unitary matrix times
an upper triangular matrix, and we have dropped the volume of SU(2). See [7] for more
details.
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Semiclassical Seiberg Bound [7,8]
The semiclassical approach provides a key insight into the Seiberg bound (3.40). Con-
sider the classical equation (3.42) in the neighborhood of a vertex operator insertion. If
we neglect the cosmological constant term, the solution must behave as in (3.45). To check
if this is self-consistent, we insert (3.45) back into (3.42) and note that the neglected term
behaves as
eγφ ∼ 1|z − zi|2αiγ . (3.53)
If αiγ > 1, the cosmological constant operator is not integrable at z = 0 and we expect
trouble. Indeed, the careful considerations leading to the classification of solutions in
sec. 3.2 (following eq. (3.16)) show that there is no solution for αi > 1/γ ∼ Q/2. The
essential point is that too much curvature cannot be localized at a single point.
Here are two examples of semiclassical correlators:
Example 1: Consider the three-point function on the sphere,
〈
eθ1φ/γ(z1, z¯1) e
θ2φ/γ(z2, z¯2) e
θ3φ/γ(z3, z¯3)
〉
, (3.54)
where θi < 1 are considered to be O(1) as γ → 0 and
∑
i θi > 2, so s < 0. The classical
solution is known in this case and is Mo¨bius invariant. It follows immediately from (3.47)
and the transformation properties of circles under Mo¨bius transformations that
〈
eθ1φ/γ(z1, z¯1) e
θ2φ/γ(z2, z¯2) e
θ3φ/γ(z3, z¯3)
〉 ∼ C[θi]∣∣z∆12312 z∆13213 z∆23123 ∣∣2 , (3.55)
where ∆123 = ∆1+∆2−∆3, etc. The coefficient function C is generically nonzero. Sadly,
this example cannot be extended to higher point functions because the classical solutions
to Liouville theory are not known in explicit form, except in special cases which have the
punctures symmetrically located [43].
Example 2: Consider now the three-point function on the sphere, but with s ≥ 0 so we
must fix the area. Using the Mo¨bius invariance of (3.52) gives
〈
eα1φ(z1, z¯1) e
α2φ(z2, z¯2) e
α3φ(z3, z¯3)
〉s.c.
A=1
∼ C[αi]|z∆12312 z∆13213 z∆23123 |2
C[αi] =
∫ ∞
0
dλ
λ
λ4(α1+α2−α3)/γ
∫
C
d2w
1(|w|2 + 1)2α1/γ
1(|w + λ2|2 + 1)2α2/γ
=
π
4
Γ(j1 − j2 − j3) Γ(j2 − j3 − j1) Γ(j3 − j1 − j2)
Γ(−2j1) Γ(−2j2) Γ(−2j3) Γ(−j1 − j2 − j3 − 1) ,
(3.56)
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where jk ≡ −αk/γ. Strictly speaking, the integrals above converge only for ranges of jk
for which the arguments of all the Γ–functions in (3.56) are positive. As in ordinary string
theory, we define the amplitude at other values of j by analytic continuation.
Remarks:
1) The formula (3.52) has an interesting group-theoretical meaning. Defining j ≡ −α/γ,
the field eαφ transforms under SL(2,C) in the (j, j) representation of SL(2,C), hence
the suggestive notation. Group theoretically, the integral (3.55) computes the overlap
between a product of vectors in infinite-dimensional highest weight representations
and the trivial representation.
2) Analytically continuing j3 to pure imaginary values, and taking the limit j3 → 0, gives
the two-point function
〈e−j1φ(z1, z¯1) e−j2φ(z2, z¯2)〉 = − iπ
2
4
1
2j1 + 1
δ(j1 − j2) 1|z12|4∆1 , (3.57)
obtained in [7] by analytic continuation of the integration over the dilation subgroup
IR∗+ ⊂ SL(2,C). For a further discussion of the subtleties of one- and two-point
functions, and their relations to the regularized volumes of IR∗+ and SL(2,C), see
[7].12
3) Note that fields with j ∈ 12ZZ+ generically decouple. If all three fields satisfy j ∈ 12ZZ+,
then we recover the SU(2) fusion rules.
4) The two above examples make it clear that the Liouville correlators are entirely dif-
ferent from the correlators of a Coulomb gas with a charge at infinity. In particular,
there is no Liouville charge conservation.
5) It is very unusual to have short distance singularities in the correlators of the classical
theory as we do in (3.56) and (3.57). This is due to the average over the noncompact
group SL(2,C), so we see again that the geometrical origin of the Liouville field
distinguishes it from an ordinary scalar field. Note that for the n ≥ 4 -point functions,
the operator products are typically smooth in the semiclassical correlator.
12 That Liouville two-point functions are diagonal in Liouville charges might have important
implications for the implementation of string field theory identities [44].
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3.8. Operator Products in Liouville Theory
The existence of the Seiberg bound (3.40) dictates that the operator product expansion
in Liouville theory will be rather different from that in free field theory. Indeed it is not
clear that the notion of the operator product expansion is the correct language to use when
discussing Liouville correlators. Already in the semiclassical theory, we shall see that the
putative short distance behavior of correlators depends on global properties of the surface
and the “operator product expansion” appears to be nonlocal [7,8].
Fig. 4: Left: Insertion of operators eαφ and eβφ in a surface with boundary. Right:
the same operation on a higher genus surface.
Consider the state arising from the insertion of two vertex operators eαφ and eβφ on
a surface with boundary C as in the l.h.s. diagram of fig. 4, or, more generally, on a higher
genus surface as in the r.h.s. diagram of fig. 4. In the semiclassical approximation, the
state created by the surface on the boundary C has a wavefunction that depends on the
zero-mode φ0 of φ as
ψ(φ0) ∼ eαφ0+βφ0−
1
2
Qχφ0 , (3.58)
where χ = 1 − 2h is the Euler character for the surface (with a single boundary). If
α + β < 12Qχ, then the wavefunction (3.58) is a real exponential diverging at φ0 → −∞
(short distance). Then we may expect to replace the holes in the diagrams in fig. 4 each
by a sum of local (“microscopic”) operators, as in ordinary conformal field theory. Note
that since the three-point functions are generically nonzero, we would naively expect a
disastrous sum over operators with conformal dimensions unbounded from below.
If α + β > 1
2
Qχ, on the other hand, then the state is normalizable and we certainly
cannot expand it in an operator product expansion of local operators. Instead the state
must be expanded in the normalizable macroscopic state operators. Thus, by sewing, the
surface amplitude must have the form
〈
eαφ(z,z¯) eβφ(z,z¯) · · ·〉 ∼ ∫ ∞
0
dE cαβE |z − w|2(E
2/2+Q2/8−∆α−∆β) 〈E|Σ〉 , (3.59)
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where |Σ〉 is a state created by the rest of the surface (as is standard in discussions of
the “operator formalism” [21–23]). If we interpret the integral in (3.59) as an OPE over
macroscopic vertex operators VE , then since we sum over operators with weights ∆ ≥
Q2/8, we see that the OPE is much softer than in ordinary CFT. This discussion can be
generalized.
The essential message is that while we may insert microscopic operators on a surface we
should only do so “externally.” We must factorize on macroscopic states. The factorization
on macroscopic states also ameliorates the disastrous sum noted above for α+ β < 12Qχ.
The essentially non-free field nature of the operator product expansion in Liouville
theory accounts for some unusual properties of the theory. As one example, note that
since the Liouville theory is conformal for all µ > 0, the cosmological constant eγφ is
an exactly marginal operator. This appears to conflict with the fact that its n-point
correlation functions are nonvanishing, since the standard obstruction to exact marginality
is the existence of a “potential” for such couplings. However, the standard discussion of
the obstruction to exact marginality does not apply because of the strange nature of the
operator product expansion. In later sections on string theory (sec. 5.6 ) we will see that
the unusual OPE of Liouville also has important consequences for the finiteness of the
theory and for the existence of an infinite dimensional space of background deformations.
3.9. Liouville Correlators from Analytic Continuation
In the past two years there has been very interesting progress in understanding Liou-
ville correlation functions via “analytic continuation in the number of operators.” The first
step in the calculation of continuum correlators was provided in [45], where the free field
formulation by zero mode integration of the Liouville field was established. The essential
idea is to treat the Liouville path integral measure as a free field measure and separate out
a zero-mode φ0 via φ = φ0+ φˆ, so that [dφ] = [dφˆ] dφ0. The integral over the zero mode is∫ ∞
−∞
dφ0 e
∑
αiφ0 e−Qχφ0/2−Be
γφ
0 =
1
γ
Γ(−s)Bs
s ≡ 1
γ
(
1
2
Qχ−
∑
αi
)
B ≡ µ
8πφ2
∫ √
gˆ eγφˆ .
(3.60)
In references [46–49], it is proposed that when s ∈ ZZ+ (so there is no negative curvature
solution) the φˆ integral can be done using free field techniques. One then obtains a class
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of amplitudes as “functions of s,” manipulates the s-dependence to reside solely in the ar-
guments of Γ-functions (through factorials) and then “analytically continues” to all values
of s using Γ(x+ 1) as an analytic continuation of x! .
This curious procedure has scored many impressive successes. In particular [46], the
incorporation of the Liouville mode was shown to cancel the ghastly assemblage of Γ-
functions familiar from the conformal field theory result and reproduce the relatively simple
matrix model result for many continuum correlation functions. Additional genus zero
correlation functions for D ≤ 1 were computed in [48]. The genus one partition function
for the AD series was calculated via KdV methods in [50], and was confirmed from the
continuum Liouville approach in [51].
Attempts to justify the technique on physical grounds are based on arguments that
for s ∈ ZZ+, the coefficient of logµ in the correlation function is dominated by the regions
where φ→ −∞ (short distance). In these regions the Liouville interaction is small and the
theory can be treated as free field theory. See [48] for more detailed discussion. Another
justification, using the quantum group approach to Liouville theory, has been proposed in
[52].
Nevertheless, these results remain to be better understood. The proper and complete
calculation of correlation functions in Liouville theory remains the most important open
problem in the subject.
3.10. Quantum Uniformization
The most ambitious approach to the evaluation of Liouville correlators proceeds by
attempting to generalize the original uniformization program of Klein and Poincare´ (de-
scribed in sec. 3.2) to quantum field theory. This program was one of the central motiva-
tions that led Belavin, Polyakov, and Zamolodchikov to the study of the minimal models
of conformal field theory [21]. This program has also been pursued in a series of papers
by Gervais and collaborators [39,52] using the operator formalism. In this section we shall
try to clarify the relation of the original uniformization program to the quantum Liouville
theory, and in particular elucidate the role played by what we now interpret as quantum
Liouville correlators.
We begin by recalling the classical theory of Poincare´ [53].13 We restrict attention to
the n-punctured sphere X = Cˆ − {z1, . . . zn}. Let us try to solve the classical Liouville
13 We do not adhere here to the historical development.
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equation with sources, (3.42). We set θi ≡ γαi and consider the case with sγ2 = 2−
∑
θi <
0. The metric eγφ|dz|2 on X will be obtained as a pullback of the Poincare´ metric on the
unit disk D,
ds2 =
16
µ
|dw|2
(1− |w|2)2 , (3.61)
via a uniformization map w = f(z), where f : X → D. (The metric (3.61) is related to
the metric (3.12) on the upper half plane via the Cayley map w = (z− i)/(z+ i) from the
upper half plane to the disk.)
The main observation is that f(z) can be obtained as a ratio of solutions of a linear
differential equation of Fuchsian type (i.e. having only regular singular points). To see
this, recall the result (3.16),
T (z)(dz)2 =
1
γ2
S
[
f(z); z
]
(dz)2 , (3.62)
where S is the Schwartzian derivative. T (z) is analytic and has second order poles at the
sources of curvature so we may write a partial fraction decomposition,
ωX ≡
γ2
2
T (z) =
∑
i
( hi
(z − zi)2 +
ci
z − zi
)
, (3.63)
where
hi =
1
4
(
1− (1− θi)2
)
, (3.64)
and the ci are constants known as accessory parameters.
In order to find the map f , one might first turn to solve the nonlinear differential
equation
S[f ; z] = 2ωX(z) . (3.65)
This problem may be linearized by considering the Fuchsian differential equation
d2y
dz2
+ ωX y = 0 (3.66)
since, if y1, y2 are any two linearly independent solutions of (3.66) then f(z) = y1/y2
satisfies (3.65).
Exercise.
Check (3.65) for f = y1/y2. Note that the transformation properties of S[f ; z]
under the Mo¨bius group insure that we can take any two solutions y1, y2.
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The differential equation (3.66) has regular singular points at z = zi, so if z is contin-
ued around zi the solutions y1, y2 will have monodromy
y1 →M11 y1 +M12 y2
y2 →M21 y1 +M22 y2 ,
(3.67)
inducing a Mo¨bius transformation on f . Thus, if X = D/Γ where D is the Poincare´ disk
and Γ is a discrete subgroup of SU(1, 1)/ZZ2 ∼= PSL(2, IR), then there exist y1, y2 such
that f : X → D is a multivalued mapping, inverting locally the projection D → X . The
different values of f(z) are obtained by applying Mo¨bius transformations in Γ. Thus the
n-punctured sphere X and its accompanying uniformization map f have led to a Fuchsian
differential equation (3.66) with the property that the monodromy around regular singular
points forms a discrete subgroup Γ ⊂ SU(1, 1)/ZZ2.
Klein and Poincare´ tried to show the converse of the above chain of logic. Namely,
if the parameters ci in (3.63) are appropriately chosen, then the monodromy group of the
differential equation (3.66) would be a discrete subgroup Γ of SU(1, 1), and f = y1/y2
could be normalized so that the images of f(X) under Γ tesselate D. (In general the ci
have to be highly non-trivial functions of the zi and hi to result in discrete monodromy
and hence in reasonable surfaces X = D/Γ.) By suitable choice of the ci, in principle any
surface X could be obtained. This original approach to uniformization foundered on the
inability to calculate, or even show existence of, appropriate parameters ci. As we shall
see, Klein and Poincare´ got stuck on the problem of computing Liouville correlators.
In the cases where f is a uniformizing map, we may obtain a solution to the Liouville
equation simply by pulling back the Poincare´ metric,
eγφ|dz|2 = f∗
(16
µ
|dw|2
(1− |w|2)2
)
=
16
µ
|C|2 |dz|2(|y2|2 − |y1|2)2 , (3.68)
which yields
e−
1
2γφ =
√
µ
4|C|
(|y2|2 − |y1|2) , (3.69)
where the constant C is the Wronskian of y1, y2. Note that although y1, y2 have mon-
odromy (3.67), e−
1
2γφ is single-valued. Finally, we combine (3.62, 3.63, 3.66, 3.69) to obtain
the important result
∂2ze
− 12γφ +
γ2
2
T (z) e−
1
2γφ = 0 . (3.70)
43
Exercise.
Show that (3.70) is an identity by working out the second derivative of the expo-
nential and using the formula for T in terms of φ.
Example: The triangle functions.
The uniformization of the three-punctured sphere is explicitly known [54]. In this
case, (3.66) has three regular singular points and can therefore be transformed to the
Gauss hypergeometric equation. The mapping is given by
f(z) = N
F2(x)
F1(x) , (3.71a)
where
F2(x) = x1−θ12F1
(
2− 1
2
(θ1 + θ2 + θ3), 1 +
1
2
(−θ1 + θ2 − θ3); 2− θ1; x
)
F1(x) = 2F1
(
1 + 1
2
(θ1 − θ2 − θ3), 12 (θ1 + θ2 − θ3); θ1; x
)
N2 = (1− θ1)2
(
∆(θ1 − 1)
)2 ∆(2− 12(θ1 + θ2 + θ3))∆( 12(−θ1 + θ2 + θ3))
∆
(
1
2
(θ1 + θ2 − θ3)
)
∆
(
1
2
(θ1 − θ2 + θ3)
)
x =
z − z1
z − z2
z32
z31
∆(y) =
Γ(y)
Γ(1− y) .
(3.71b)
Fig. 5: A tesselation of the Poincare´ disk: A copy of an adjacent white and black
triangle maps to the thrice-punctured sphere. The images of the triangles under
the monodromy group of the associated Fuchsian differential equation tesselate the
Poincare´ disk.
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The mapping (3.71) carries a circle through the points z1, z2, z3 to a curvilinear triangle
in D with opening angles π(1− θi). Note the geometrical conditions
θi ≤ 1 , (3.72)
since the opening angles are ≥ 0 (recall eqs. (3.36–3.39)), and
θ1 + θ2 + θ3 − 2 ≥ 0 (3.73)
since a hyperbolic triangle must have its sum of interior angles less than or equal to π. If
the θi are reciprocals of integers, then the triangles tesselate the disk D as in fig. 5.
Finally we write the classical answer for the monodromy-invariant solution to (3.70).
Combining (3.69) and (3.71) we obtain
e−
1
2γφ =
√
µ
2
1
(1− θ1)|N |
∣∣∣∣z − z2z − z3 z31z21
∣∣∣∣θ3
∣∣∣∣z − z1z − z2 z32z31
∣∣∣∣θ1
∣∣∣∣ (z − z3)2z21z31z23
∣∣∣∣
·
(
|F1|2 −N2|F2|2
)
.
(3.74)
Using the transformation properties of hypergeometric functions and identities on Γ–
functions, it can be shown that (3.74) is fully symmetric in (z1, θ1), (z2, θ2), and (z3, θ3).
We now interpret the above equations in terms of conformal field theory. The vertex
operator Ψ = e−
1
2γφ has conformal weight ∆ = −12− 38γ2. The central charge is c = 1+3Q2
and therefore we have
∆ =
1
16
(
c− 5 +
√
(c− 1)(c− 25)
)
. (3.75)
It immediately follows, as discussed in [21] (see also [20]), that
(
L2−1 − 2(2∆+1)3 L−2
)|∆〉 is
a singular vector in the Verma module built on |∆〉, and therefore
∂2ze
− 12γφ +
γ2
2
: T (z) e−
1
2γφ : (3.76)
is a null field (where we use conformal normal-ordering in the second term). Now, if the
null field decouples in correlation functions,14 we may put
〈(
∂2ze
− 12γφ +
γ2
2
T (z)e−
1
2γφ
)∏
i
eθiφ/γ(zi, z¯i)
〉
= 0 . (3.77)
14 The Liouville theory is sufficiently subtle that this is an open question.
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In view of these observations, the classical uniformization theory takes on new mean-
ing: the classical solution in the presence of sources e−
1
2γφcl corresponds to the semiclassical
correlator 〈e− 12γφ∏ e θiγ φ〉s.c.. The classical equation (3.70) is the null-vector decoupling
equation, while (3.69) becomes the decomposition of the correlation function into “confor-
mal blocks” y1, y2. These blocks are assembled into monodromy–invariant combinations.
The geometrical conditions (3.72) and (3.73) become respectively the Seiberg bound and
the condition for the existence of a classical solution. Finally, the partial fraction decompo-
sition (3.63) is the familiar Ward identity for the insertion of an energy-momentum tensor
in a correlator of primary fields:
ωX =
1
2γ
2
〈
Tzz
∏
eθi/γφ(zi)
〉
s.c.
. (3.78)
In particular, the accessory parameters ci are given by
ci =
1
2γ
2 ∂
∂zi
log
〈∏
eθi/γφ(zi)
〉
s.c.
(3.79)
When combined with (3.48), this last formula for the accessory parameters makes sense
independently of the existence of a quantum Liouville theory and has been rigorously
proven recently by Takhtadjan and Zograf [38].
 Some four-point functions.
Let us assume that the null-field decouples as in (3.77). Then, it follows directly
from the SL(2,C) Ward identities that (3.77) reduces to an ODE related to Riemann’s
differential equation (as in [21]). A straightforward calculation shows that
〈
e−
1
2γφ(z, z¯)
3∏
i=1
e
θi
γ φ(zi, z¯i)
〉
=
(µ
4
) 1
2−
∑
θi/γ
2 1
(1− θˆ1)|Nˆ |
|z∆12312 z∆13213 z∆23123 |−2
·
∣∣∣z − z2
z − z3
z31
z21
∣∣∣θˆ3 ∣∣∣z − z1
z − z2
z32
z31
∣∣∣θˆ1 ∣∣∣ (z − z3)2z21
z31z23
∣∣∣∣∣∣ (z − z1)2(z − z2)2(z − z3)2
z21z31z23
∣∣∣γ2/4
·
(
|Fˆ1(x)|2 − Nˆ2|Fˆ2(x)|2
)
Fˆ1(x) = 2F1
(
1+12 (θˆ1 − θˆ2 − θˆ3), 12(θˆ1 + θˆ2 − θˆ3); θˆ1; x)
Fˆ2(x) = x1−θˆ1 2F1
(
2− 12 (θˆ1+θˆ2 + θˆ3), 1 + 12(−θˆ1 + θˆ2 − θˆ3); 2− θˆ1; x) ,
(3.80)
where the quantum and classical expressions are related by the simple shift θˆ = θ −
1
2γ
2. Of course, conformal invariance only determines the correlator up to an overall
function n(θ1, θ2, θ3) which is totally symmetric in the θi. The prefactor
(
(1 − θˆ1)|Nˆ |
)−1
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in (3.80) is obtained by comparing with the semiclassical answer (3.74), where the overall
normalization is determined. Since the rest of the terms in the expression satisfy the
substitution rule θ → θˆ relating classical and quantum expressions, it is a fair guess that
the prefactor
(
(1− θˆ1)|Nˆ |
)−1
in (3.80) is exact.
The fully quantum correlator (3.80) is a new result. As opposed to the matrix model
results we will describe in later chapters, (3.80) gives the Liouville correlator as a function
of the moduli of the 4-punctured sphere — if properly understood, (3.80) could be inte-
grated over the positions of the punctures to derive the (already automatically integrated)
matrix model results for pure gravity. The correlator (3.80) has many strange properties
possibly illustrating the strange nature of the OPE in Liouville theory. Of particular note
is the case where some of the operators saturate the Seiberg bound α = Q/2, which, clas-
sically, corresponds to sources producing triangles with corner angle = 0. For example,
if all three θi/γ = Q/2 then the prefactor in (3.80) develops a pole and the difference of
hypergeometric functions vanishes. A short calculation shows that the limit αi → Q/2 is
smooth and 〈
e−
1
2γφ
3∏
i=1
e
1
2Qφ(zi, z¯i)
〉
=
(µ
4
) 1
2−3Q/2γ |z∆12312 z∆13213 z∆23123 |−2
·
∣∣∣∣ (z − z1)(z − z3)z1 − z3
∣∣∣∣
∣∣∣∣ (z − z1)(z − z2)1/2(z23)1/4
z
1/4
31 z
3/4
21
∣∣∣∣γ
2
· π
(
F (1− x)F¯ (x) + F (x)F¯ (1− x)
)
,
(3.81)
where F (x) = F ( 12 ,
1
2 ; 1, x) is an elliptic integral of the first kind. In particular, F has
logarithmic singularities F (x) ∼ 1
π
log( 1
1−x ) as x → 1−, resulting in logarithmic short–
distance singularities in the correlator (3.81).15
Remarks:
1) The formula (3.80) probably only applies when s ≤ 0, otherwise there are paradoxes.
2) The operator e−
1
2γφ is by no means the only null vector in the Liouville theory. Using
the Kac determinant formula, one may ask for the set of all operators eαφ = e−jγφ
which weights ∆ = ∆p,q(c) where p, q ≥ 1 are integer. The result is
jp,q =
1
2(p− 1) +
1
γ2
(q − 1) .
In principle this allows one to extend the above example to an infinite set of correlators.
15 It is sometimes suggested in the literature that the subleading logarithms indicate that the
correct vertex operator is φ e(Q/2)φ = ∂
∂α
eαφ|α=Q/2, with the derivative corresponding to the
limiting procedure needed above.
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3.11. Surfaces with boundaries
The final method for extracting Liouville correlators, and the one which is most closely
connected to matrix model methods, is the computation of macroscopic loop amplitudes.
These are amplitudes in Liouville theory for manifolds with boundary, for which the Liou-
ville action picks up the extra boundary contribution
S → SBulk + Q
8π
∮
∂Σ
dsˆ φ kˆ +
ρ
4πγ2
∮
∂Σ
dsˆ e
1
2γϕ , (3.82)
where kˆ is the extrinsic curvature of the boundary, dsˆ is the reference line element, and ρ
is the boundary cosmological constant.
We have a well-defined variational principle if we choose Dirichlet boundary conditions
(δϕ|∂Σ = 0), or Neumann boundary conditions:
∂(γϕ)
∂n
+ kˆ +
ρ
2
e
1
2γϕ = 0 , (3.83)
where the first term is the normal derivative.
Just as we can introduce amplitudes at fixed area using the operator (3.33), when using
Neumann boundary conditions we can introduce amplitudes at fixed length by introducing
the length operator of a boundary loop C, given by
ℓ =
∮
C
dsˆ e
1
2γφ . (3.84)
While this is obvious in the classical theory, surprisingly it continues to hold exactly in the
quantum theory [55].
Exercise. Boundary operators
a) Assuming φ has free field Neumann short distance singularities near the bound-
ary, 〈
φ(z)φ(w)
〉
∼ − log |z − w|2 − log |z¯ − w¯|2
(where we think of the boundary as the x–axis for the upper half plane), show that the
vertex operator eαφ, when inserted on the boundary has boundary conformal weight
∆b = −2α2 + Qα and thus (3.84) is well-defined. A discussion of boundary operators
in conformal field theory may be found in [56].
b) Show that the argument analogous to (3.53) suggests the bound
α ≤ Q
4
(3.85)
for boundary operators.16
16 In the dense phase of the O(n) model coupled to gravity, Kostov and Staudacher [57] have
given examples of loop operator exponents which appear to give counterexamples to the bound
(3.85).
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From our experience with conformal field theories in chapt. 1, we may expect that if
we insert a “macroscopic loop operator”
WC(ℓ) = δ
(
ℓ−
∮
C
dsˆ e
1
2γφ
)
(3.86)
in the Liouville path integral and then shrink the circumference to zero, then WC(ℓ) may
be replaced by an infinite sum
W (ℓ) ∼
∑
j≥0
ℓ xj σj , (3.87)
where σj are local operators which can couple to the boundary state created by (3.86).
Exercise. Exponents in Loop Expansion
Suppose that there is an expansion like (3.87) in which the operators σj have
Liouville charge αj , i.e.
σj ∼ P(∂∗φ, ∂∗φ) eαjφ ,
where P is a polynomial. Show that the exponents xj of (3.87) can then be found by
a variant of the simple scaling argument we have used in (3.49) and earlier. Consider
a Liouville path integral with the operator W (ℓ) inserted, and shift φ, remembering to
take into account the change in Euler character from shrinking the hole. Show that the
path integral scales as
e−
1
2
Qδφ+αj δφ+
1
2
γ xj δφ ,
from which follows
xj = Q/γ − 2αj/γ = 2
γ
( 1
2
Q− αj) . (3.88)
Note that xj ≥ 0.
It turns out that, because of the geometrical nature of Liouville theory, the expansion
(3.87) is only valid under certain circumstances. This may be seen by a semiclassical study
of amplitudes with loops [36], analogous to the semiclassical considerations above. The
main results of this study are the following:
1) Let −sγ = ∑αi − 12Qχ, where χ = 2 − 2h − B on a surface with h handles and B
boundaries. If −sγ > 0, the ℓ → 0 behavior of W (ℓ) is equivalent to a sum of local
operators. In particular, this is always the case if there are two or more loops on the
surface (including the one that shrinks).
2) As noted in the above exercise, xj ≥ 0 for local operators. Coefficients of negative
powers of ℓ as ℓ→ 0 arise from small area divergences and are analytic in µ (and other
coupling constants, in the context of 2D gravity). Therefore they are interpreted as
arising from infinitesimal size surfaces, and such terms are classified as non-universal
contributions when comparing with matrix model answers.
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4. 2D Euclidean Quantum Gravity II: Canonical Approach
It will be useful to work with the canonical approach to two dimensional gravity. In
this chapter, we are led to introduce in particular some of the details of the algebraic
(BRST) point of view (to be pursued further in secs. 14.4, 14.5 ). We hope that providing
a common language will help bridge the schism between the algebraicists and the matrix
model theorists, who are after all employing two complementary approaches to study the
same subject.
4.1. Canonical Quantization of Gravitational Theories
For a review of the canonical approach to Einsteinian general relativity, see [58,59].
Since gravitational theories are gauge theories, we are immediately led to study constrained
dynamics.
The canonical approach applies to spacetimes M which admit a space-time foliation:
we assume there is a diffeomorphism Σ× IR → M , where Σ is a D-dimensional spacelike
manifold. Choosing a unit normal nµ to the surface Σ, we may project the metric onto
components parallel and perpendicular to the surface. The restriction (D)g of the metric g
to the spatial surface defines the canonical coordinates, while the time–time and time–space
components of the metric are expressed in terms of Lagrange multipliers for constraints
of the theory (the “lapse” and “shift”). In Einsteinian general relativity, the constraints
associated with the lapse and shift are the time–time and time–space components of the
Einstein equations: G00 = 0, G0i = 0. In the canonical theory, these are the generators of
time and space diffeomorphisms.
In the canonical quantization of gravity, wavefunctions are functions of the spatial
metric (and other fields in the theory): Ψ = Ψ[(D)g,matter]. The requirement of gauge
invariance states that wavefunctions are required to obey operator versions of the space
and time diffeomorphism constraints. The Wheeler–DeWitt equation is the equation ex-
pressing the invariance under the generator of time-diffeomorphisms [60–62] and plays a
fundamental role in the theory.
In non-Einsteinian metric theories of gravity, including for example gravity in one and
two spacetime dimensions, a completely analogous formulation may still be obtained by
performing constrained quantization of a theory with diffeomorphism invariance.
50
4.2. Canonical Quantization of 2D Euclidean Quantum Gravity
Diffeomorphisms are generated by the energy-momentum tensor Tαβ . In the canonical
approach the diffeomorphism constraints of quantum gravity become the statements that
the tensor product theory Liouville⊗matter is a conformal field theory of central charge
c = 0 (including the ghosts) with a BRST complex, and moreover the states in the theory
lie in the BRST cohomology of the theory.
If massive matter is coupled to gravity, then the realization of the Virasoro algebra
on the full Hilbert space is far from obvious. In the special case where the Hilbert space
is a tensor product L⊗M of Liouville and matterM conformal field theories (e.g.,M =
M(p, q) minimal conformal field theory, is frequently considered), however, the situation
simplifies dramatically. Naively the wavefunctions are now functions of the spatial metric,
parametrized by φ(σ) and the matter degrees of freedom. When formulating 2D quantum
gravity in the context of conformal field theory, however, the diffeomorphism constraints
are properly enforced through the calculation of BRST cohomology with respect to the
Virasoro algebra. The condition that nontrivial cohomology exists immediately implies
that the total central charge is zero (see comment after (2.16)) so that
c+ 1 + 3Q2 − 26 = 0 =⇒ Q2 = 25− c
3
, (4.1)
where c is the central charge of M.
Remarks:
1) There are three kinds of cohomology problems we can study, depending on how we
treat the zero modes of b(z), b¯(z¯). In “relative cohomology” we require b0 = b¯0 = 0 on
states and gauge parameters. In “semi-relative cohomology” we impose the condition
b−0 = b0 − b¯0 = 0 on states and gauge parameters. In “absolute cohomology” we
impose no conditions pertaining to the b, b¯ zero modes.
2) In 2D gravity (and string theory) there is an important duality on the cohomology
spaces. If Φa forms a basis for the semi-relative cohomology then there will be a
dual basis defined such that the BPZ inner product 〈Φb, Φa〉 ≡ 〈0|Φb(∞)Φa(0)|0〉 is
diagonalized. If Φa is in the semi-relative cohomology then Φ
a will not be in the semi-
relative cohomology. One can define Φ˜b ≡ b−0 Φb which will be in the semi-relative
cohomology. This conjugation Φb → Φ˜b which exchanges states of ghost number G
and 5 − G plays a crucial role in string field theory, and will be important in the
considerations of chapt. 14.
3) In the literature, not much attention is devoted to defining precisely the boundary
conditions on field space (i.e., spacetime) for the cohomology problem. However, such
boundary conditions are very important physically, as we shall see.
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4.3. KPZ states in 2D Quantum Gravity
KPZ states refer to a special class of BRST cohomology classes associated to the
primary fields of the (p, q) minimal models which result when these theories are coupled
to gravity.
For states with a trivial ghost structure the Wheeler–DeWitt constraint, implementing
invariance under time diffeomorphisms, becomes
(
L0 + L0 − 2
)
Ψ = 0 (4.2)
where Ln are the modes of the total stress energy tensor for L⊗M, and the −2 is the ghost
contribution. For M =M(p, q), the KPZ operators O = eαφΦ0, where Φ0 is a primary in
M(p, q) (as described in sec. 2.2), the wavefunction ΨO further factorizes
ΨO = ΨmatterO ⊗ΨgravityO , (4.3)
and is separately an eigenstate of (L0+L0)matter. In this case the WdW equation becomes(
(L0 + L0)Liouv +∆X +∆X − 2
)
Ψgravity = 0 . (4.4)
ϕ
V
ϕ
νK (e   )
Fig. 6: Solution to minisuperspace Wheeler–DeWitt equation decaying at large
lengths.
If matter boundary conditions are separately diffeomorphism invariant, we expect Ψ
to depend on only the diffeomorphism invariant information in φ(σ), namely, on the length
ℓ =
∮
e
1
2γφ(σ). In any case, in the minisuperspace approximation we replace
1
2 (L0 + L0)Liouv →
γ2
4
(
−(ℓ ∂
∂ℓ
)2 + 4µℓ2
)
+
1
8
Q2 . (4.5)
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Using the KPZ formula (2.26) written as
∆X − 1 + 1
8
Q2 =
1
2
(
α− 1
2
Q
)2
(4.6)
(as suggested after (3.22)), we obtain the minisuperspace Wheeler–DeWitt equation
(
−(ℓ ∂
∂ℓ
)2 + 4µℓ2 + ν2
)
ψ(ℓ) = 0 , ν = ± 2
γ
(
α− 12Q
)
. (4.7)
The solution decaying at large lengths is the non-normalizable wavefunction
ψO(ℓ) ∝ Kν(2
√
µℓ) , (4.8)
illustrated in fig. 6.
As promised in sec. 3.5, the wavefunctions corresponding to geometries (3.35) appear
naturally in the theory. From the geometrical picture of chapt. 3, it is natural to associate
this geometry with the insertion of a local operator at t = −∞. In [7], Seiberg has
further interpreted the blowup of the wavefunction at short distances as being physically
appropriate. The idea is that the wavefunctions associated to local operators in quantum
gravity should have support on metrics which are infinitesimally small in the physical
metric eγφgˆ (because they are local).
Remark: In (4.5) we appear to have made an approximation. Astonishingly, matrix
model calculations (for example eq. 10.19 below) confirm that (4.8) is exact. It is not
understood why this should be so.
4.4. LZ states in 2D Quantum Gravity
So far we have discussed only the KPZ states in which the ghost modes are not excited.
These form only part of the full spectrum of the theory, as demonstrated in the continuum
formulation in the work of Lian–Zuckerman [63,64]. Treating the Liouville field as free,
they calculated the semi-infinite (BRST) cohomology of L ⊗M(p, q), and found that the
cohomology is spanned by operators of the form
On eαnφ , αn
γ
=
p+ q − n
2q
n ≥ 1, 6= 0mod p, 6= 0mod q , (4.9)
and γ is determined as in (2.19). The operator On is made of ghosts, matter, and deriva-
tives of φ. The ghost number of On depends linearly on n.
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In the KP formalism of the matrix model to be described in sec. 7.7 , on the other
hand, scaling operators formed from fractional powers of Lax operators (which have known
lattice analogs) will be constructed and scale like Liouville operators of the form
On eαnφ , αn
γ
=
p+ q − n
2q
n ≥ 1, 6= 0mod q , (4.10)
where q < p (but the n 6= 0mod p restriction is lifted). In sec. 7.7 , we will see how these
operators arise in the matrix model formulation.
Let us now consider the discrepancies between the calculations. First, in the LZ
computation there is no reason to restrict attention to states satisfying α ≤ Q/2. This is
quite appropriate, since the computation applies equally well when µ = 0, in which case
there is no wall to induce total reflection of the wavefunctions and hence identify states with
±E or ±ν. There is a further discrepancy of operators with n = 0mod p. This has been
partially explained with boundary operators [55]. Apart from this, the two calculations
are in remarkable agreement. Nevertheless it is an important open problem to understand
better the physical meaning of the Lian–Zuckerman states and their relationship, if any,
to the infinite tower of scaling operators in the matrix model.
In the case of the one-matrix model, the infinite tower of operators corresponding to
Kj−
1
2 |+ (in the notation of sec. 7.7 ) are denoted by σj , and will be studied in more detail
in sec. 10.2 below.
4.5. States in 2D Gravity Coupled to a Gaussian Field: more BRST
Consider now the coupling of Euclidean gravity to a massless Euclidean scalar field in
two dimensions:
S =
∫
d2z
√
gˆ
(
1
8π
(∇ˆφ)2 + Q
8π
φR(gˆ) +
µ
8πγ2
eγφ
)
+
∫
d2z
√
gˆ
1
8π
(∇ˆX)2 , (4.11)
where X is the real massless boson. The KPZ equations (2.16) and (2.19) for D = 1 imply
that Q =
√
8 and γ =
√
2.
 Cosmological constant operator at c = 1
According to some authors, the correct quantum effective action must have a cosmo-
logical constant term given by φ eγφ. Many confusing issues related to this point are not
well understood (as of Sep. 92). The argument in favor of this identification is that the
usual relation between the wavefunction and vertex operator, together with the wavefunc-
tion behavior K0(ℓ) ∼ log ℓ, suggests an extra factor of φ. A second argument is based on
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the p → 0 behavior of amplitudes studied in sec. 13.6 below, and a third is based on the
relation between bare and renormalized cosmological constants at c = 1 given in sec. 11.6 .
We find none of these arguments entirely convincing.
 Spectrum of µ = 0 versus µ > 0
The BRST cohomology of the theory (4.11) was calculated in the µ = 0 theory by
Lian and Zuckerman. Their results were simplified and extended in [65,66,67]. In this
section we describe some of these results. The following argument, based on the string-
theoretic/spacetime interpretation of these theories described in chapt. 5, suggests that,
except for the imposition of the Seiberg bound, the physical states should be the same:
the Liouville interaction disappears for φ → −∞. Thus, states that have wavefunctions
concentrated in this region must behave like states in the free theory, in particular, the
interaction is arbitrarily weak in this region and “ought not” create or destroy extra states.
This is not true of states concentrated at φ → +∞, which is why we must impose the
Seiberg bound. This argument is surely correct for the tachyon cohomology classes, but is
not obviously correct for the global modes associated to the discrete states.
The nature of the cohomology depends strongly on the value of q, the X-field momen-
tum as measured by
√
2 ∂X . For generic q /∈ ZZ there are states in the BRST cohomology
of ghost number G = 2 and dimension zero.17 These are the gravitationally dressed vertex
operators
Vq = cc¯ e
iqX/
√
2 e
√
2(1− 12 |q|)φ
V q = cc¯ e
iqX/
√
2 e
√
2(1+ 12 |q|)φ .
(4.12)
The operators V q violate the condition α ≤ Q/2 discussed in sec. 3.6. We will confirm
below that they do not appear in the matrix model computations. As in sec. 4.3, we expect
2D gravity wavefunctions associated to the operators Vq to be µ
|q|/2Kq(2
√
µℓ). We will
confirm this in chapt. 11. As discussed in sec. 4.2 above we should distinguish between
absolute, relative, and semi-relative cohomology. If we are working with the absolute
cohomology, we must introduce the operator [66]
a = [Q, φ] = c ∂φ+
√
2 ∂c , (4.13)
and its holomorphic conjugate. Then we have extra states: aVq, a¯Vq, aa¯Vq. In the semi-
relative cohomology, we must include the extra state (a+ a¯)Vq.
17 Ghost number G always refers to the total left+right moving ghost number in the closed
string case.
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In fact, the c = 1 model has much more cohomology. First of all, there are many more
primary fields in the theory which may be gravitationally dressed by Liouville exponentials.
This is most elegantly seen by considering the chiral SU(2) current algebra that arises when
a Gaussian field X is compactified on a self-dual radius [20]. The currents are given by
J (±)(z) = e±i
√
2X J (3)(z) =
i√
2
∂X . (4.14)
Then, for s = 0, 1/2, 1, . . ., we have highest weight fields ψs,s = e
is
√
2X for the global
SU(2). We can thus make chiral weight (1, 0) Virasoro highest weight fields from
ψj,m(z) =
√
(j +m)!
(j −m)! (2j)!
(∮ dz
2πi
e−i
√
2X
)j−m
ψj,j . (4.15)
where m ∈ {−j,−j + 1, . . . , j − 1, j}.
Exercise. Characters of Fock modules
When q ∈ ZZ, the Fock module has a highest weight vector with Virasoro weight
∆ = q2/4. In this case it is known from Virasoro representation theory that the Fock
space Fq becomes infinitely reducible, i.e., that Fq contains infinitely many Virasoro
primaries.
The characters of the irreducible c = 1 representations of the Virasoro algebra with
weight ∆ are [20,68]:
χ∆ =
q∆
η
√
4∆ /∈ ZZ
χ∆n =
qn
2/4 − q(n+2)2/4
η
∆ = n2/4, n ∈ ZZ .
(4.16)
a) Using these characters and the fact that Fq contains no singular vectors, show
that when q ∈ ZZ the Fock module can be written as
Fn/√2 = ⊕∞r=0L
(
c = 1,∆ =
(n+ 2r)2
4
)
, (4.17)
where L is the irreducible representation with highest weight ∆.
b) Show that the state α−1α−1|0〉 corresponding to ∂X∂X is an example of a
nontrivial Virasoro primary in the Fock module with q = 0.
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Therefore the chiral cohomology contains the fields
Y +j,m(z) = c ψj,m(z) e
√
2(1−j)φ
= cPn,r(∂X) ei
1√
2
nX
e
√
2
2 (2−(n+2r))φ
(4.18)
with ghost number G = 1 and dimension zero. In the second line of (4.18), we set n = 2m
and we have emphasized the description of the exercise: the highest weight in the rth term
of (4.17) is generated by the highest weight state Pn,r(∂X) ei
1√
2
nX
, where Pn,r(∂X) is a
polynomial in derivatives of X of dimension nr + r2, and s = r + n/2. This state has
Liouville momentum −ipφ/
√
2 = −α/γ +Q/2γ = (n+ 2r)/2 = s.
Although we have constructed these states by appealing to the symmetry structure
at the self-dual radius, they will give rise to BRST cohomology classes at other radii by
combining left– and right–movers. In particular, at infinite radius we may form the states
Sj,m = Y +j,m Y
+
j,m (4.19)
with ghost number G = 2 and dimension zero. In the absolute cohomology we must include
the states aY +j,m, and so on.
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Fig. 7: A plot of the quantum numbers of the special states in the (pX ,−ipφ)/
√
2
plane. The special states intersecting the tachyon dispersion line at |m| = j are
called “special tachyons.” Note that if one works at µ = 0, the Seiberg bound
does not hold and one should include the other states Y −j,m. These constitute an
identical plot obtained by reflecting pφ → −pφ.
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We may plot the quantum numbers of these states as in fig. 7. The big surprise,
discovered by Lian and Zuckerman, is that at the points in fig. 7 interior to the wedge
there are extra cohomology classes. The above-mentioned classes only account for half
of the BRST cohomology. For every class Y +j,m with j = 1, 2, ..., and |m| < j there is
a corresponding class Oj−1,m with the same X, φ momenta but with ghost number zero.
The first three examples are
O0,0 = 1
O1/2,1/2 =
(
bc− 1√
2
(∂φ+ i∂X)
)
e−(φ−iX)/
√
2
O1/2,−1/2 =
(
bc− 1√
2
(∂φ− i∂X)
)
e−(φ+iX)/
√
2 .
(4.20)
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Fig. 8: The wedge of fig. 7, with the chiral ground ring states enumerated.
A plot of these “ground ring” states is shown in fig. 8. Lian and Zuckerman show
that there are no other chiral cohomology classes. The full closed string cohomology is
formed by combining the above classes subject to constraints on left– and right–moving
momenta. Since we do not compactify the Liouville field, we must impose pLφ = p
R
φ . The
conditions on pX depend on the radius of compactification [20]. For the X-field with
infinite radius R = ∞ (our usual case), we have pRX = pLX . When X is compactified at
special radii, e.g. the self-dual radius, this condition may be relaxed and there will be more
BRST cohomology classes.
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Remark: In general there will be “special states” when the X-field is compactified
on a circle of radius r = 1√
2
p
q
where p, q are relatively prime integers. The special states
must have the (pLX , p
R
X)
√
2 = (kq+ lp, kq− lp) where k, l are arbitrary integers. Note that
the zero momentum special states are present at every radius.
The appearance and disappearance of special states as the radius is varied is a puzzling
phenomenon. It has been discussed in [69].
Thus we may finally summarize the relative closed string cohomology at R = ∞: In
addition to the tachyon states (4.12) we have four states at ghost numbers G = 0, 1, 2 in
the relative cohomology:
G = 0 : Rj,m = Oj,mO¯j,m j = 0, 1/2, . . . ; |m| ≤ j
G = 1 : Jj,m = Y +j,m O¯j−1,m J¯j,m = Oj−1,mY¯ +j,m j = 1, 3/2, . . . ; |m| < j
G = 2 : Sj,m = Y +j,m Y¯ +j,m j = 1, 3/2, . . . ; |m| < j .
(4.21)
As pointed out in [66], the semi-relative cohomology is more appropriate for comparison
with closed string field theory (see [44]). The semi-relative cohomology has 4 more states
at ghost numbers 1,2,3 obtained by multiplying the above operators by a + a¯. Explicit
formulae for special state representatives, as well as an alternative proof of the Lian–
Zuckerman theorem has been given in [65].
Remark: Conjugate States18
The tilde conjugation Φs → Φ˜s described in sec. 4.2 above is important for under-
standing the factorization properties of amplitudes. The behavior of this conjugation is
rather different at µ = 0 and µ > 0. At µ = 0 we have standard free-field formulae. In
particular Φs → Φ˜s exchanges states with ghost number G and 5 −G. It also exchanges
(+)–states with (−)–states. At µ > 0, there are no (−) states and it might appear that a
fundamental axiom for constructing string field theory has broken down. This is not the
case, since the Liouville 2-point function has a geometrical divergence coming from the
volume of the dilation group IR∗+ (see sec. 3.7). This divergent numerator is precisely what
is needed to cancel the division by the volume of the conformal Killing group that results
if we only insert 4 out of 6 c, c¯ –zero modes. Thus we can have a nonzero 2-point function:
〈
cc¯ eip1X/
√
2 e
√
2(1−1
2
|p1|)φ cc¯ eip2X/
√
2 e
√
2(1−1
2
|p2|)φ
〉
∼ δ(p1 + p2) . (4.22)
18 We thank N. Seiberg for clarifying this point.
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On the RHS we have one, rather than two, δ–functions in the momenta of the problem.
In general, we see that the conjugation Φs → Φ˜s at µ > 0 exchanges ghost numbers G and
4−G, and preserves the (+)–states satisfying the Seiberg bound.
As emphasized in [67], the existence of the ghost number one BRST classes implies
the existence of a large symmetry algebra. Indeed, quite generally, given a dimension zero
BRST class Ω(0) we may associate with it a descent multiplet (Ω(0),Ω(1),Ω(2)) consisting
of 0, 1, 2 forms defined by the descent equations:
0 = {Q,Ω(0)}
dΩ(0) = {Q,Ω(1)}
dΩ(1) = {Q,Ω(2)}
(4.23)
Exercise. Descent Equations
a) Using {Q, b−1} = L−1, show that in terms of states associated to the operators
the descent equations read:
|Ω(1)z 〉 = b−1|Ω(0)〉
|Ω(1)z¯ 〉 = b¯−1|Ω(0)〉
|Ω(2)zz¯ 〉 = b−1b¯−1|Ω(0)〉 .
(4.24)
The significance of the descent multiplet is that to any BRST invariant dimension
zero operator Ω(0), we may associate 1) a corresponding charge
A(Ω(0)) ≡
∮
Ω(1) , (4.25)
conserved up to BRST exact operators, and 2) a corresponding modulus, by which we can
deform the action,
∆S =
∫
Σ
Ω(2) , (4.26)
while preserving BRST symmetry.
Exercise. Tachyon descent multiplet
Show that the descent multiplet for the tachyon vertex operator is
G = 2 : V (0)p = cc e
ipX/
√
2 e(
√
2(1− 1
2
|p|)φ
G = 1 : V (1)p = (dz c− dz c) eipX/
√
2 e(
√
2(1− 1
2
|p|)φ
G = 0 : V (2)p = dz ∧ dz eipX/
√
2 e(
√
2(1−1
2
|p|)φ .
(4.27)
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Fig. 9: Closed string symmetry charges Aj,m ≡
∮
dz Ω
(1)
j,m. Note there are also
conjugate charges A¯j,m at the same values of (px, pϕ).
The descent multiplet turns out to be nontrivial for the ghost number G = 1 states
in (4.21): J (0)j,m = Y +j,mO¯j−1,m and its holomorphic conjugate. Therefore, there are corre-
sponding currents Ω
(1)
j,m, conserved up to BRST exact operators, which produce “discrete
charges”
Aj,m ≡
∮
dzΩ
(1)
j,m , (4.28)
and their holomorphic conjugates A¯j,m, which are conserved up to BRST exact operators.
As described in [66] and in chapt. 14 below, the existence of these charges have nontriv-
ial consequences for correlation functions computed in the µ = 0 theory. The quantum
numbers of the charges are plotted in fig. 9.
As at c < 1, an important open problem is to understand better the role of these
states in quantum gravity. Moreover, an important open problem is to find matrix model
techniques for investigating the Ou,n.
5. 2D Critical String Theory
Further insight into the spectrum of 2D gravity is obtained when we consider the
string–theory/target space point of view, in which we regard φ as a spacetime coordinate.
The KPZ formula is now interpreted as the on-shell condition for Euclidean target space.
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5.1. Particles in D Dimensions: QFT as 1D Euclidean Quantum Gravity.
In chapters 2 and 4, we have discussed 2D Euclidean quantum gravity. In this section,
we apply the same techniques to 1D Euclidean Quantum Gravity. While the theory is
trivial as a theory of quantum gravity, it has an important and obvious reinterpretation in
terms of target space Euclidean quantum field theory.
Path Integral Approach
An example which will illuminate our later considerations is that of a particle moving
through Euclidean spacetime. This may be thought of as 1D quantum gravity since the
system is described by the action
S =
1
2
∫
dτ
√
g(τ)
(
gττ
(dXµ
dτ
)2 −m2) . (5.1)
We consider the path integral
A(XI , Xf ) =
∫
dg dX
Diff
eS , (5.2)
with boundary conditions Xµi , X
µ
f on X
µ. We can fix the gauge by transforming the
einbein to a constant, f∗e = s, where s is the single coordinate invariant quantity (i.e.
modulus), namely the length. The path integral becomes
A(Xi, Xf ) =
∫ ∞
0
ds
s1/2
(
det ′(−s−2∂2t )
)(1−D)/2
e−(∆X)
2/2s−m2s/2
∝
∫ ∞
0
ds
sD/2
e−(∆X)
2/2s−m2s/2 ∝
∫
dDp
(2π)D
eip∆X
p2 +m2
,
(5.3)
since the determinant is proportional to s.
Canonical Approach
Turning to the canonical approach, the action (5.1) has a gauge invariance:
δX = ǫ(τ)X ′ δe(τ) = ǫ′(τ)e(τ) + ǫ(τ)e′(τ) . (5.4)
We can fix the gauge by putting e = 1 at the price of imposing a constraint. The Wheeler–
DeWitt operator, which generates τ diffeomorphisms, is simply H = p2+m2, where pµ(τ)
is the field canonically conjugate to xµ(τ). The Wheeler–DeWitt equation is the Euclidean
Klein-Gordon equation:
Hψ(x) =
(
− ∂
2
∂x2
+m2
)
ψ = 0 . (5.5)
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If we isolate one Euclidean coordinate, call it φ, as a special coordinate, then we can
write the Euclidean on-shell wavefunctions as eipx e±
√
p2+m2φ. As long as there are no
tachyons in the theory, these wavefunctions have exponential growth and are not normal-
izable. Conversely, the existence of Euclidean on-shell normalizable wavefunctions is a
signal of tachyons in the theory.
In order to describe off-shell physics, we introduce the normalizable states which
diagonalize the Wheeler–DeWitt operator: eipx+iEφ, with eigenvalue E2 + p2 +m2. For
example, in a mixed position-space/momentum-space representation where we Fourier
transform with respect to all other coordinates, we may describe the propagator as
G(ϕ1, p;ϕ2,−p) =
∫ ∞
−∞
dE
e−iEϕ1 eiEϕ2
E2 + ~p 2 +m2
= θ(φ1 − φ2) 1√
~p 2 +m2
e−
√
~p 2+m2|ϕ1−ϕ2| + [1↔ 2] .
(5.6)
Exercise. Back to the wall
What happens if φ is restricted to be semi-infinite? Put a boundary condition that
the wavefunctions vanish at φ = logµ and calculate the analog of (5.6).
Interactions and Topology-Change
One-dimensional quantum gravity from the target space viewpoint provides a useful in-
sight into the origin of the violation of the Wheeler–DeWitt constraint in topology-changing
processes. In this case, a topology-changing process corresponds to one 0-dimensional space
splitting into two as in
2
p
p  = p  + p
3 1 2
p1
.
(5.7)
The “violation of the Wheeler–DeWitt constraint” is simply the familiar fact that if p21 =
p22 = −m2 are on-shell momenta then in general p23 = (p1+p2)2 6= −m2 will not be on-shell.
This above basic phenomenon can also be realized as the result of a contact term
arising from a singularity at the boundary of “moduli space.” Consider the wavefunction
of a particle that interacts with an external potential V so that the wavefunction becomes
ψ˜(τ) =
∫ τ
−∞
dτ ′ e−H(τ−τ
′)V ψ , (5.8)
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where H is the Wheeler–DeWitt operator. Note that
Hψ˜ =
∫ τ
−∞
dτ ′
∂
∂τ ′
(
e−H(τ−τ
′) V ψ
)
= V ψ 6= 0 , (5.9)
so the condition Hψ = 0 is not preserved under time evolution.
5.2. Strings in D Dimensions: String Theory as 2D Euclidean Quantum Gravity
Nonlinear σ-Model Approach. The particle Lagrangian (5.1) can be generalized
to a string Lagrangian, which we recognize as a 2D nonlinear σ-model, and the quantum
theory involves a path integral over surfaces. To describe strings propagating in general
manifolds we should in principle consider arbitrary 2d quantum field theories:
Sσ =
1
4π
∫
d2z
√
g
(
T (X) +R(2)D(X) + gab ∂aX
µ ∂bX
ν Gµν(X) + · · ·
)
, (5.10)
where Xµ=1,...,D parametrize a D-dimensional spacetime target space and the ellipsis in-
dicates a sum over a possibly infinite set of irrelevant operators.
 Pertinent operators?
We are expanding here around the Gaussian fixed point, since we think of each coor-
dinate Xµ as a Gaussian field. Including arbitrary interactions is a very formal procedure
which must be made well-defined. An infinite sum of irrelevant operators might not be
irrelevant at all, but might be the effect of expanding around the wrong fixed point.
In standard treatments of string theory [70], it is shown that a consistent string theory
can be formulated from models of the above type when they are conformally invariant (more
precisely, BRST invariant). The model is conformally invariant when the β–functions
vanish, that is, when the spacetime equations of motion,
βGµν =Rµν + 2∇µ∇νD −∇µT ∇νT + · · · = 0
βD =
26− d
3
−R+ 4(∇D)2 − 4∇2D + (∇T )2 − 2T 2 + · · · = 0
βT =− 2∇2T + 4∇D∇T − 4T + · · · = 0 ,
(5.11)
are satisfied. The dots indicate higher order (in the string tension α′) corrections, including
tachyon interactions. These β–function equations themselves follow from an action19 [72]
S =
1
2πκ2
∫
ddx
√
G e−2D
(
R+ 4(∇D)2 + 26− d
3
− (∇T )2 + 2T 2
)
+ · · · , (5.12)
19 The nonderivative dependence on T follows from very general considerations [71].
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where κ is the string coupling.
Consider the case when the matter conformal field theory SCFT is a product of Gaus-
sian models,
SCFT =
∫
d2z
√
gˆ
1
8π
(∇ˆXµ)2 , (5.13)
together with one CTFF field φ (the Chodos–Thorn/Feigen–Fuks field described in
sec. 1.4).
Identifying φ with a spacetime coordinate in (5.10), we read off from comparison of
(3.2) with (5.10):
〈T 〉 = 0 , 〈D〉 = Q
2
φ , 〈Gµν〉 = δµν . (5.14)
Substituting (5.14) into (5.11) and working to lowest order in 〈T 〉 shows that β = 0 is
satisfied provided the KPZ formulae described in chapt. 2 are satisfied, so in particular
Q = 2γ + γ =
√
(26− d)/3 (where d = c+ 1 in the critical string interpretation).
Now let us replace the CTFF field by a Liouville field, i.e. instead of a free field we
now have the Liouville interaction term. Comparing actions (3.2) with (5.10), we find the
same dilaton and metric expectation values as in (5.14), but a new tachyon expectation
value:
〈T 〉 = µ
2γ2
eγφ , 〈D〉 = Q
2
φ , 〈Gµν〉 = δµν . (5.15)
 Conformal background?
The background (5.15) no longer solves the lowest order β-function equations (5.11).
This has been blamed either on the possibility of field redefinitions [17], or on the fact that
the above equations are only the lowest order terms in the β-function. We nevertheless
continue with this review, since the Liouville theory is conformal.
 More subtleties
There are many other subtleties and caveats associated with these assertions. For
example, due to the difficulties of treating theories with matter central charge c > 1 for
µ > 0, we can really understand only the case of a single gaussian model in (5.13).
The construction of a consistent string theory can be carried out for any conformal
field theory with total central charge c = 26. In the case of a tensor product of Gaussian
models, we identify each Gaussian model field with a macroscopic spacetime dimension.
An arbitrary CFT is an abstract version of target spaces made from products of Gaussian
models. The minimal models with c < 1, for example, can be thought of as generalized
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Euclidean signature spacetimes. They can be augmented to c = 26 and converted to
consistent target spaces for string propagation by coupling to a Liouville theory since
the Liouville mode has a tunable central charge.20 For example, by introducing a free
CTFF field we can tune to lower dimensional critical string theories [74]. We have already
discussed some aspects of tensor products of Liouville and matter sectors in sec. 2.1, and
pointed out the relation between critical strings in d = D+1 dimensions and “non-critical
strings” in D dimensions (when the latter interpretation exists, see footnote after (2.22)).
5.3. 2D String Theory: Euclidean Signature
It is useful to recall at this point the dual interpretations of the theories we consider:
i) matter coupled to 2D quantum gravity.
ii) critical strings moving through specific background geometries.
In particular, as described in the previous section, gravity coupled to a c = 1 Gaussian
model can be interpreted as a d = 2 critical string theory. The critical string interpretation
of the c = 1 matrix model is subtle and still changing21. Our specific action (4.11) describes
strings moving in two Euclidean spacetime dimensions (X, φ), and in the next section we
shall consider its Minkowskian continuations.
In general, the KPZ formula (2.26, 4.6) that determines the gravitational dressing
for an operator coupled to 2d gravity has a dual interpretation as the Euclidean on-shell
condition for string propagation in the critical string target space picture. Recall that for
c = 1, we have Q = 2
√
2. Thus the operators in (4.12),
eiqX/
√
2 e
√
2(1∓ 12 |q|)φ = eipXX e
1
2Qφ+iEφ ,
create states that satisfy the Euclidean on-shell condition
E2 + p2X = 0
for a massless particle (where pφ = E and pX = q/
√
2 are the φ and X momenta). We
recognize that the KPZ formula (written in the form (4.6)) is the dispersion relation for
massless propagation.
20 But it always has the same number of field theoretic degrees of freedom. This remarkable
aspect of Liouville theory has been explored in detail in [7,73].
21 June 1992
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It should come as no surprise to find massless propagation in d = 2 critical string
theory. In the light cone gauge approach to string theory, there are physical excitations
associated with the motion of the string center of mass and with the transverse oscillations
of the string. In two spacetime dimensions, there are no transverse oscillations so we expect
to find a single field theoretic degree of freedom. The center of mass degree of freedom,
which is identified with the tachyon field T (Xµ) of the 26-dimensional critical string, has
mass-squared m2 = (2 − d)/12 in d dimensions. Thus, in two dimensional string theory
we expect to find one massless field theoretic excitation.
One way to confirm the lightcone statements is to consider the β-function derived
spacetime action (5.12) in a general linear dilaton background in d dimensions, i.e. (5.14)
or (5.15) with Q2 = (26 − d)/3 (again d = c + 1 in the critical string interpretation).
Changing variables in (5.12) to T = eD b(x, φ), we find that the tachyon field has action
ST =
1
2πκ2
∫
dx dφ e−2D
(
(∇T )2 − 2T 2 + · · ·
)
=
1
2πκ2
∫
dx dφ
(
(∇b)2 + ((∇D)2 −∇2D − 2) b2 + · · ·)
=
1
2πκ2
∫
dx dφ
(
(∇b)2 − 2− d
12
b2 + interactions
)
.
(5.16)
In particular for d = 2, the field b is massless.
Remark: We can view the KPZ formula as the on-shell condition for the Euclidean
target space propagator as well for c 6= 1. Indeed from (4.6) we have
−1
2
(
α− Q
2
)2
+∆X +
1− c
24
= 0 , (5.17)
which we read as the Euclidean on-shell condition:
1
2E
2 + 12p
2 + 12m
2 = 0 . (5.18)
In the c = 1 model, we have seen just above that the analogy
∆X ←→ 12p2
1− c
24
←→ 12m2 (5.19)
is exact, with m2 = 0.
Following the particle example we can — in the minisuperspace approximation —
immediately discuss the propagator
G(ℓ1, p; ℓ2,−p) =
∫ ∞
0
dE
1
E2 + p2 +m2
ψE(ℓ1)ψE(ℓ2)
= θ(ℓ2 − ℓ1) Iωp(2
√
µ ℓ1)Kωp(2
√
µ ℓ2) + [1↔ 2] ,
(5.20)
where ωp ≡ +
√
p2 +m2. This is the 2D gravity analog of (5.6) in the minisuperspace
approximation. From the point of view of 2D quantum gravity, this is the universe–universe
propagator of third quantization [75–77].
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5.4. 2D String Theory: Minkowskian Signature
Now we consider the possible Minkowskian continuations of our Euclidean action
(4.11).
A) X is Euclidean time.
The c = 1 model has the clearest target space interpretation of the models we have
studied. In particular if we rotate X → it, we can consider t as a Minkowskian time
coordinate. Taking account of the tachyon condensate, we have seen how to get the target
space wavefunctions (e.g. (4.8)). Then the on-shell wavefunctions are, at tree level,
eiEtKiE(ℓ) = e
iEt
( ℓiE
Γ(1 + iE)
− ℓ
−iE
Γ(1− iE)
)
+O(ℓ2) . (5.21)
Physically these wavefunctions describe the reflection scattering of an incoming tachyon
by the Liouville wall. Since the Bessel function is a sum of incoming and outgoing waves
we may, without further ado, read off the genus zero 1 → 1 scattering amplitude in the
theory:
S(E) = − Γ(iE)
Γ(−iE) .
In sec. 13.5 below, we will calculate the full nonperturbative S-matrix for this theory.
The scattering cohomology classes are
V ±ω = cc¯ e
(±iωt+iωφ)/√2︸ ︷︷ ︸
wavefunction
coupling constant︷︸︸︷
e
√
2φ , (5.22)
where ω > 0. Note that
i) In quantum mechanics wavefunctions depend on time as ψ ∼ e−iEt where E ≥ 0 is a
positive energy. When calculating scattering matrices in a path integral formalism [78]
we insert ψ∗out and ψin respectively for outgoers and incomers. Therefore the vertex
operators create scattering states according to:
V −ω : incoming rightmover
V +ω : outgoing leftmover .
(5.23)
Since we are effectively discussing scattering theory in a half-space, incomers are
rightmovers and outgoers are leftmovers. This is the spacetime version of the Seiberg
bound (3.40).
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ii) We must work with macroscopic states to have (plane-wave) normalizable wavefunc-
tions in Minkowski space, required to set up a sensible scattering theory.
B) φ is Euclidean time.
In this case we must rotate φ→ it to obtain a Minkowskian interpretation. Unfortu-
nately, the rotation is problematic for µ > 0 [8]. The reason is evident from the zero-mode
part of the Liouville path integral (3.60). If µ > 0, then in the complex φ0 plane (i.e. zero
modes of φ) there is a series of “ridges” along the lines Im(φ0) = (2n + 1)π/γ, n ∈ ZZ,
which invalidate any contour rotation: the right answer cannot be obtained by rotating
φ→ it and expanding in a series of δ-functions (except, perhaps, by dumb luck).
These objections disappear if we consider the “free Liouville theory” with µ = 0.
There is no obstruction to rotating φ→ it, where t is a timelike coordinate. The natural
BRST classes are
T±k = cc¯ e
ik(X±t)/√2 ei
√
2t , (5.24)
which now have the interpretation
T+k : incoming leftmover k < 0
T+k : outgoing leftmover k > 0
T−k : outgoing rightmover k < 0
T−k : incoming rightmover k > 0 .
(5.25)
Since there is no wall at µ = 0, we can have both leftmovers and rightmovers. Moreover,
the string coupling becomes time-dependent, κ(t) = κ0 e
i
√
2t, and the dilaton field is purely
imaginary.22 Clearly the physics of this model is rather different from case A) and any
relation between the models is only mathematical. We will return to this world briefly in
sec. 14.2 .
5.5. Heterodox remarks regarding the “special states”
There are three reasons why the infinite class of special states is exciting and inter-
esting:
1) They correspond to a large unbroken symmetry group of the string gauge group.
22 In conventional closed string field theory [44], one imposes reality conditions on the string
field forcing the dilaton to be real.
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2) The only difference in degrees of freedom between strings and fields in 2D is in the
special states. The spacetime meaning of the special states is not understood and
should be stringy and interesting.
3) They enter non-trivially into the 2d black hole metric.
Let us elaborate on these three points:
1) In the 26-dimensional bosonic string with Minkowski space background there is an
analog of the special states. They are all at zero momentum and their physical inter-
pretation is clear. The linearized gauge symmetry of string field theory is
Ψ→ Ψ+QΛ+ κ[Ψ,Λ] + · · · , (5.26)
where the last term is the string product described in [44], and the infinitesimal
symmetry generator Λ has ghost number G = 1. Ψ represents deviations of the
fields from background values, so a symmetry of the background should take Ψ =
0 → Ψ = 0 and therefore satisfy QΛ = 0, i.e., the symmetry should act linearly on
small deviations from the background, as follows from (5.26). Moreover, modifying
Λ→ Λ+Qǫ doesn’t change the linearized action on the on-shell fields. Therefore the
nontrivial BRST classes of ghost number G = 1 correspond to on-shell symmetries of
the string background [66]. In the case of the “special states” of Minkowski space,
they correspond to the unbroken translation symmetries of the vacuum defined by
Minkowski space.23 Reasoning by analogy, it would seem that the infinite number of
special states in the 2D string correspond to a much larger symmetry group. It has
been suggested in [69] that this is also related to the fact that in the 2d string there
are far fewer states in the theory.
2) The vertex operators representing small changes in the tachyon background are just
those given in (4.12). The question thus arises as to the spacetime meaning of the
special state operators. It has been suggested in [49] that these represent global modes
of spacetime fields which have no propagating degrees of freedom. The basic idea
can be seen by considering 1 + 1 dimensional gauge theories of electromagnetism and
gravity. In 1+1 dimensional (classical) electromagnetism and gravitation, for example,
the fields Aµ(x) and Gµν(x) have no propagating modes, yet the background electric
holonomy
∮
dσAσ and the circumference of the world
∮
dX
√
GXX are gauge-invariant
observables when X is compactified.
23 Together with dual symmetries for the B-field.
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3) There are indications that understanding special state correlators would aid in the
search for a model with both the black hole mass and the cosmological constant
turned on.
For these reasons the “special states” have been the subject of intense investigation for the
past year and a half. Sadly, some of these investigations have been rather misguided.
When we compute BRST cohomology, we must pay proper attention to the bound-
ary conditions of the fields representing BRST cohomology. In electromagnetism in four
dimensions, for example, BRST cohomology will be represented by plane-wave states of
the gauge field Aµ ∼ ξµ eik·x, k2 = k · ξ = 0, representing transverse photons. Of course,
k is real because we want only to consider plane-wave normalizable states. In addition
there are other BRST invariant field configurations which are not plane-wave normaliz-
able. For example, in 1 + 1 electrodynamics on IR2 we can work in A1 = 0 gauge, but
then A0 = Ex for E constant is not normalizable. This corresponds to the Coulomb force.
We should therefore distinguish the scattering cohomology representing states for which
one can scatter and compute an S-matrix, from the background cohomology which repre-
sents gauge-invariant global information which cannot be changed by small wavelike field
perturbations.
This discussion applies to the 2D string. As we have seen, when rotating the coordi-
nate X to Minkowskian time, the primary matter fields have negative conformal weight.
Thus, since ω must be real to provide plane wave normalizable incoming and outgoing
wavefunctions, the only BRST cohomology classes in the Minkowskian theory with ω > 0
are those in (5.22). This reasoning breaks down for the case of zero t-momentum. On the
other hand before looking for the effects of special state operators like
cc¯P0,r(∂∗t)P0,r(∂∗t) e
√
2(1±r)φ , (5.27)
(where the Seiberg bound implies we must take 1− r), we must require that the wavefunc-
tions in question do not change the asymptotic behavior of the lagrangian of the theory.
In fact this is only the case for the operator ∂t ∂t. The other states have non-normalizable
wavefunctions and thus belong to the background cohomology groups. We cannot form
well-defined wavepackets for them and they will not be changed by scattering processes
since such processes involve wavepacket normalizable quanta from the scattering cohomol-
ogy.
The special states are very interesting for string theory, but they have no place in
the wall S-matrix of the 2D string. To paraphrase a warning to previous generations [79]:
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Those who look for special states in the singularities of the c = 1 S-matrix are like the
man who settled in Casablanca for the waters. They were misinformed.
The situation is rather more confused for the bulk–scattering matrix described in
chapt. 14.
5.6. Bosonic String Amplitudes and the “c > 1 problem”
In this section we consider some of the “tachyonic” divergences that occur in bosonic
string theories.
First Description
Let us return to the operator formalism description of string amplitudes. In general,
the amplitudes Ah,n are meaningless because of the singularities of the string density Ω
on the boundaries of moduli space. A traditional way of avoiding this problem has been
the introduction of supersymmetry. An alternative way around the problem is provided
by low dimensional string theory[4], since in low dimensions the tachyon (which causes the
divergences) becomes massless or massive as we have seen in (5.16). We can see how this
comes about by considering the one-loop partition function in the example of a general
linear dilaton background (i.e. non-zero Q in (5.15)) coupled to some matter conformal
field theory C,
Ω1,0 ∼ dτ η2 ∧ dτ¯ η¯2 ZLiouville⊗C(q, q¯) . (5.28)
(Note the leading η2η¯2 is from the ghosts.) The behavior of the partition function as
q → 0, which accounts for the tachyon divergences of the theory, is obtained by writing
the partition function as a sum over eigenstates of L0, L0:
ZLiouville⊗C =
∑
i
∫ ∞
0
dE fi(E) (qq¯)
1
2E
2+ 18Q
2+∆i−26/24 , (5.29)
where fi(E) represents the density of Liouville states in (3.31). Including also the lead-
ing (qq¯)2/24 from the ghosts in (5.28), we arrive at the condition [7,73] for no tachyonic
divergences:
min∆i∈C
{
1
2E
2 + 18Q
2 +∆i − 1
}
≥ 0 =⇒ ceff (C) ≡ c− 24min∆i ≤ 1 . (5.30)
From this point of view, we see that the problem is not necessarily that c > 1 per se, but
is rather an issue involving the value of c together with the spectrum of the theory.
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The condition (5.30) is of course only a necessary condition. We should also worry
about the existence of divergences when operators approach each other. In this case the
softening of the Liouville operator product expansion discussed above explains the lack of
divergences on the boundaries of punctured moduli space. In particular, if we look at the
operator product of two dressed matter primaries Φ1 e
αφ and Φ2 e
βφ, then from (3.59) we
have
Φ1e
αφ(z, z¯) Φ2e
βφ(w, w¯)
∼
∑
∆X
∫ ∞
0
dE c1,2,(X,E) |z − w|2(
1
2E
2+ 18Q
2+∆X−2) Φ∆X VE(w, w¯)
(5.31)
(where c1,2,(X,E) is the coefficient of the field Φ∆X and its gravitational dressing VE(w, w¯)
in the operator product expansion of the two above operators). The worst singularity at
z = w comes from the contribution near E = 0,
1
|z − w|2 |z − w|
1
12 (1−ceff(C)) ,
and is integrable when the condition (5.30) is satisfied. (The case ceff(C) = 1 is a borderline
case. In the c = 1 model, it turns out that c1,2,E → 0 as E → 0.)
Based on these two examples, we may guess that all bosonic string amplitudes in fact
do exist when (5.30) is satisfied. The matrix model approach to 2D string theory has
the great virtue of confirming this, and moreover gives an infinite dimensional space of
background perturbations.
Second Description
We can also describe these divergences from the point of view of the spacetime theory
by interpreting the norm of the plumbing fixture coordinate q as |q| = e−s, where s is a
proper time coordinate such as introduced following (5.3) for the field theory propagator.
From this point of view, we see that the divergences are due to on-shell tachyons and
massless particles. When (5.30) is satisfied as a strict inequality, we see that the amplitudes
are finite because only zero-momentum massive particles flow. As usual, the massless
particles present a special case at c = 1, but they are derivatively coupled.
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Fig. 10: The case of the exploding worldsheet. Since every order in perturbation
theory adds a hole to the surface, this is an overly optimistic rendering. Summing
up such a perturbation expansion, the worldsheet on scales larger than the cutoff
is all holes [7].
Third Description [7]
We may also consider the above phenomenon from the worldsheet point of view. We
consider the Liouville theory coupled to some conformal field theory C such that the total
central charge is 26. The conformal field theory C is assumed to have a spectrum bounded
from below: that is, we are considering strings in Euclidean space. In general we expect
Euclidean propagators in Liouville theory to have the form∫
dE
f(E)
E2 + p2 +m2
ψE(ℓ1)ψE(ℓ2) , (5.32)
where as explained in sec. 5.3 we identify
p2 +m2 = ∆X +
1− c
24
. (5.33)
Suppose the unit operator flows through the loop and c > 1. Then there is a zero in the
propagator for E real. That is, there exists an on-shell, normalizable (macroscopic) state
74
in Euclidean space. As in 1D, we should suspect that there are tachyons in the theory.
Recalling the semiclassical Liouville pictures discussed in chapt. 3, the troubles caused
by these states have a graphical worldsheet illustration. Insertion of an operator dressed
by a macroscopic Liouville state is not a local disturbance to the surface: it creates a
macroscopic hole and tears the surface apart. In any lattice description of a c > 1 model,
unless we fine-tune there will be nonzero couplings to the operator that creates the on-
shell macroscopic state whose existence we have established. In particular, using the
KPZ dressing formulae of sec. 2.2, we see that the cosmological constant operator itself
becomes a macroscopic state. Bringing down any such operators from the exponential in a
perturbative expansion of the path integral, we see that the typical resulting “worldsheet”
would look as depicted in fig. 10. Evidently a worldsheet description of the physics is no
longer most appropriate. Once more, the condition that would prevent this explosion is
(5.30).
6. Discretized surfaces, matrix models, and the continuum limit
Now that we have some idea of the physics we are looking for, we will study the
“experimental” results of the matrix model. The next four chapters are devoted to defining
the continuum limit for the models of c < 1 matter coupled to gravity associated with the
one matrix model. We mention matrix chains briefly. We will emphasize both the role of
macroscopic loops and also the fermionic formulation of the matrix model, which lies at
the heart of the exactly solvable nature of these models.
6.1. Discretized surfaces
We begin by considering a “D = 0 dimensional string theory”, i.e. a pure theory of
surfaces with no coupling to additional “matter” degrees of freedom on the string world-
sheet. This is equivalent to the propagation of strings in a non-existent embedding space.
For partition function we take
Z =
∑
h
∫
Dg e−βA+ γχ , (6.1)
where the sum over topologies is represented by the summation over h, the number of
handles of the surface, and the action consists of couplings to the area A =
∫ √
g, and to
the Euler character χ = 14π
∫ √
g R = 2− 2h.
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Fig. 11: A piece of a random triangulation of a surface. Each of the triangular
faces is dual to a three point vertex of a quantum mechanical matrix model.
The integral
∫ Dg over the metric on the surface in (6.1) is difficult to calculate in
general. The most progress in the continuum has been made via the Liouville approach
which we briefly reviewed in chapt. 2. If we discretize the surface, on the other hand, it
turns out that (6.1) is much easier to calculate, even before removing the finite cutoff. We
consider in particular a “random triangulation” of the surface [80], in which the surface is
constructed from triangles, as in fig. 11. The triangles are designated to be equilateral,24
so that there is negative (positive) curvature at vertices i where the number Ni of incident
triangles is more (less) than six, and zero curvature when Ni = 6. The summation over
all such random triangulations is thus the discrete analog to the integral
∫ Dg over all
possible geometries, ∑
genus h
∫
Dg →
∑
random
triangulations
. (6.2)
The discrete counterpart to the infinitesimal volume element
√
g is σi = Ni/3, so that
the total area |S| = ∑i σi just counts the total number of triangles, each designated to
have unit area. (The factor of 1/3 in the definition of σi is because each triangle has three
24 We point out that this constitutes a basic difference from the Regge calculus, in which the
link lengths are geometric degrees of freedom. Here the geometry is encoded entirely into the
coordination numbers of the vertices. This restriction of degrees of freedom roughly corresponds
to fixing a coordinate gauge, hence we integrate only over the gauge-invariant moduli of the
surfaces.
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vertices and is counted three times.) The discrete counterpart to the Ricci scalar R at
vertex i is Ri = 2π(6−Ni)/Ni, so that∫ √
g R→
∑
i
4π(1−Ni/6) = 4π(V − 12F ) = 4π(V −E + F ) = 4πχ .
Here we have used the simplicial definition which gives the Euler character χ in terms of
the total number of vertices, edges, and faces V , E, and F of the triangulation (and we
have used the relation 3F = 2E obeyed by triangulations of surfaces, since each face has
three edges each of which is shared by two faces).
In the above, triangles do not play an essential role and may be replaced by any set
of polygons. General random polygonulations of surfaces with appropriate fine tuning of
couplings may, as we shall see, have more general critical behavior, but can in particular
always reproduce the pure gravity behavior of triangulations in the continuum limit.
6.2. Matrix models
We now demonstrate how the integral over geometry in (6.1) may be performed in
its discretized form as a sum over random triangulations. The trick is to use a certain
matrix integral as a generating functional for random triangulations. The essential idea
goes back to work [81] on the large N limit of QCD, followed by work on the saddle point
approximation [82].
We first recall the (Feynman) diagrammatic expansion of the (0-dimensional) field
theory integral. ∫ ∞
−∞
dϕ√
2π
e
−ϕ2/2 + λϕ4/4!
, (6.3)
where ϕ is an ordinary real number.25 In a formal perturbation series in λ, we would need
to evaluate integrals such as
λn
n!
∫
ϕ
e
−ϕ2/2 (ϕ4
4!
)n
. (6.4)
Up to overall normalization we can write
∫
ϕ
e
−ϕ2/2
ϕ2k =
∂2k
∂J2k
∫
ϕ
e
−ϕ2/2 + Jϕ∣∣∣∣
J=0
=
∂2k
∂J2k
e
J2/2
∣∣∣∣
J=0
. (6.5)
25 The integral is understood to be defined by analytic continuation to negative λ.
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Since ∂∂J e
J2/2 = JeJ
2/2, applications of ∂/∂J in the above need to be paired so that
any factors of J are removed before finally setting J = 0. Therefore if we represent each
“vertex” λϕ4 diagrammatically as a point with four emerging lines (see fig. 12b), then (6.4)
simply counts the number of ways to group such objects in pairs. Diagrammatically we
represent the possible pairings by connecting lines between paired vertices. The connecting
line is known as the propagator 〈ϕϕ〉 (see fig. 12a) and the diagrammatic rule we have
described for connecting vertices in pairs is known in field theory as the Wick expansion.
(a) (b)
Fig. 12: (a) the scalar propagator. (b) the scalar four-point vertex.
When the number of vertices n becomes large, the allowed diagrams begin to form
a mesh reminiscent of a 2-dimensional surface. Such diagrams do not yet have enough
structure to specify a Riemann surface. The additional structure is given by widening the
propagators to ribbons (to give so-called “fat” graphs). From the standpoint of (6.3), the
required extra structure is given by replacing the scalar ϕ by an N ×N hermitian matrix
M ij . The analog of (6.5) is given by adding indices and traces:
∫
M
e
−trM2/2
M i1j1 · · ·M injn =
∂
∂Jj1 i1
· · · ∂
∂Jjn in
e
−trM2/2 + trJM ∣∣∣∣
J=0
=
∂
∂Jj1 i1
· · · ∂
∂Jjn in
e
trJ2/2
∣∣∣∣
J=0
,
(6.6)
where the source J ij is as well now a matrix. The measure in (6.6) is the invariant dM =∏
i dM
i
i
∏
i<j dReM
i
j dImM
i
j , and the normalization is such that
∫
M
e−trM
2/2 = 1. To
calculate a quantity such as
λn
n!
∫
M
e
−trM2/2
(trM4)n , (6.7)
we again lay down n vertices (now of the type depicted in fig. 13b), and connect the legs
with propagators 〈M ijMkl〉 = δil δkj (fig. 13a). The presence of upper and lower matrix
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indices is represented in fig. 13 by the double lines26 and it is understood that the sense of
the arrows is to be preserved when linking together vertices. The resulting diagrams are
similar to those of the scalar theory, except that each external line has an associated index
i, and each internal closed line corresponds to a summation over an index j = 1, . . . , N .
The “thickened” structure is now sufficient to associate a Riemann surface to each diagram,
because the closed internal loops uniquely specify locations and orientations of faces.
−→−−−−←−
(a)
→−↑
↓
→−−←
↑↓
−←
(b)
Fig. 13: (a) the hermitian matrix propagator. (b) the hermitian matrix four-point vertex.
To make contact with the random triangulations discussed earlier, we consider the
diagrammatic expansion of the matrix integral
e
Z
=
∫
dM e
−12 trM2 + g√N trM3
(6.8)
(with M an N ×N hermitian matrix, and the integral again understood to be defined by
analytic continuation in the coupling g.) The term of order gn in a power series expansion
counts the number of diagrams constructed with n 3-point vertices. The dual to such a
diagram (in which each face, edge, and vertex is associated respectively to a dual vertex,
edge, and face) is identically a random triangulation inscribed on some orientable Riemann
surface (fig. 11). We see that the matrix integral (6.8) automatically generates all such
random triangulations.27
Since each triangle has unit area, the area of the surface is just n. We can thus make
formal identification with (6.1) by setting g = e−β . Actually the matrix integral generates
both connected and disconnected surfaces, so we have written eZ on the left hand side of
26 This is the same notation employed in the large N expansion of QCD [81].
27 Had we used real symmetric matrices rather than the hermitian matrices M , the two indices
would be indistinguishable and there would be no arrows in the propagators and vertices of fig. 13.
Such orientationless vertices and propagators generate an ensemble of both orientable and non-
orientable surfaces, and have been studied, e.g., in [83].
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(6.8). As familiar from field theory, the exponential of the connected diagrams generates
all diagrams, so Z as defined above represents contributions only from connected surfaces.
We see that the free energy from the matrix model point of view is actually the partition
function Z from the 2d gravity point of view.
There is additional information contained in N , the size of the matrix. If we change
variablesM →M√N in (6.8), the matrix action becomes N tr(−12 trM2+gtrM3), with an
overall factor of N .28 This normalization makes it easy to count the power of N associated
to any diagram. Each vertex contributes a factor of N , each propagator (edge) contributes
a factor of N−1 (because the propagator is the inverse of the quadratic term), and each
closed loop (face) contributes a factor of N due to the associated index summation. Thus
each diagram has an overall factor
NV−E+F = Nχ = N2−2h , (6.9)
where χ is the Euler character of the surface associated to the diagram. We observe that
the value N = eγ makes contact with the coupling γ in (6.1). In conclusion, if we take
g = e−β and N = eγ , we can formally identify the continuum limit of the partition function
Z in (6.8) with the Z defined in (6.1). The metric for the discretized formulation is not
smooth, but one can imagine how an effective metric on larger scales could arise after
averaging over local irregularities. In the next section, we shall see explicitly how this
works.
(Actually (6.8) automatically calculates (6.1) with the measure factor in (6.2) cor-
rected to
∑
S
1
|G(S)| , where |G(S)| is the order of the (discrete) group of symmetries of the
triangulation S. This is familiar from field theory where diagrams with symmetry result
in an incomplete cancellation of 1/n!’s such as in (6.4) and (6.7). The symmetry group
G(S) is the discrete analog of the isometry group of a continuum manifold.)
The graphical expansion of (6.8) enumerates graphs as shown in fig. 11, where the
triangular faces that constitute the random triangulation are dual to the 3-point vertices.
Had we instead used 4-point vertices as in fig. 13b, then the dual surface would have square
faces (a “random squarulation” of the surface), and higher point vertices (gk/N
k/2−1)trMk
in the matrix model would result in more general “random polygonulations” of surfaces.
28 Although we could as well rescale M →M/g to pull out an overall factor of N/g2, note that
N remains distinguished from the coupling g in the model since it enters as well into the traces
via the N ×N size of the matrix.
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(The powers of N associated with the couplings are chosen so that the rescaling M →
M
√
N results in an overall factor of N multiplying the action. The argument leading to
(6.9) thus remains valid, and the power of N continues to measure the Euler character of
a surface constructed from arbitrary polygons.) The different possibilities for generating
vertices constitute additional degrees of freedom that can be realized as the coupling of 2d
gravity to different varieties of matter in the continuum limit.
6.3. The continuum limit
From (6.9), it follows that we may expand Z in powers of N ,
Z(g) = N2Z0(g) + Z1(g) +N
−2Z2(g) + . . . =
∑
N2−2hZh(g) , (6.10)
where Zh gives the contribution from surfaces of genus h. In the conventional large N
limit, we take N →∞ and only Z0, the planar surface (genus zero) contribution, survives.
Z0 itself may be expanded in a perturbation series in the coupling g, and for large order n
behaves as (see [84] for a review)
Z0(g) ∼
∑
n
nΓstr−3(g/gc)
n ∼ (gc − g)2−Γstr . (6.11)
These series thus have the property that they diverge as g approaches some critical coupling
gc. We can extract the continuum limit of these surfaces by tuning g → gc. This is because
the expectation value of the area of a surface is given by
〈A〉 = 〈n〉 = ∂
∂g
lnZ0(g) ∼ 1
g − gc
(recall that the area is proportional to the number of vertices n, which appears as the
power of the coupling in the factor gn associated to each graph). As g → gc, we see that
A → ∞ so that we may rescale the area of the individual triangles to zero, thus giving a
continuum surface with finite area. Intuitively, by tuning the coupling to the point where
the perturbation series diverges, the integral becomes dominated by diagrams with infinite
numbers of vertices, and this is precisely what we need to define continuum surfaces.
There is no direct proof as yet that this procedure for defining continuum surfaces is
“correct,” i.e. that it coincides with the continuum definition (6.1). We are able, however,
to compare properties of the partition function and correlation functions calculated by
matrix model methods with those (few) properties that can be calculated directly in the
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continuum, as reviewed in preceding chapters. This gives implicit confirmation that the
matrix model approach is sensible and gives reason to believe other results derivable by
matrix model techniques (e.g. for higher genus) that are not obtainable at all by continuum
methods. In sec. 8.2 , we shall give a more precise formulation of what we mean by the
continuum limit.
One of the properties of these models derivable via the continuum Liouville approach
is a “critical exponent” Γstr, defined in terms of the area dependence of the partition
function for surfaces of fixed large area A as
Z(A) ∼ A(Γstr−2)χ/2−1 . (6.12)
Recall that the unitary discrete series of conformal field theories is labelled by an integer
m ≥ 2 and has central charge D = 1− 6/m(m+ 1) (for a review, see e.g. [20]), where the
central charge is normalized such that D = 1 corresponds to a single free boson. If we
couple conformal field theories with these fractional values of D to 2d gravity, we see from
(2.22) the continuum Liouville theory prediction for the exponent Γstr
Γstr =
1
12
(
D − 1−
√
(D − 1)(D − 25) ) = − 1
m
. (6.13)
The case m = 2, for example, corresponds to D = 0 and hence Γstr = −12 for pure gravity.
The next case m = 3 corresponds to D = 1/2, i.e. to a 1/2–boson or fermion. This is the
conformal field theory of the critical Ising model, and we learn from (6.13) that the Ising
model coupled to 2d gravity has Γstr = −13 .
In chapt. 7 we shall present the solution to the matrix model formulation of the prob-
lem, and the value of the exponent Γstr provides a coarse means of determining which
specific continuum model results from taking the continuum limit of a particular matrix
model. Indeed the coincidence of Γstr and other scaling exponents (defined in chapt. 2)
calculated from the two points of view were originally the only evidence that the contin-
uum limit of matrix models was a suitable definition for the continuum problem of interest.
Subsequently, the simplicity of matrix model results for correlation functions has spurred
a rapid evolution of continuum Liouville technology so that as well many correlation func-
tions can be computed in both approaches and are found to coincide.29
29 In particular, following the confirmation that the matrix model approach reproduced the
scaling results of [33], some 3-point couplings for order parameters at genus zero were calculated
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6.4. A first look at the double scaling limit
Thus far we have discussed the naive N →∞ limit which retains only planar surfaces.
It turns out that the successive coefficient functions Zh(g) in (6.10) as well diverge at
the same critical value of the coupling g = gc (this should not be surprising since the
divergence of the perturbation series is a local phenomenon and should not depend on
global properties such as the effective genus of a diagram). As we saw in (2.21), for the
higher genus contributions (6.11) is generalized to
Zh(g) ∼
∑
n
n(Γstr−2)χ/2−1(g/gc)
n ∼ (gc − g)(2−Γstr)χ/2 . (6.14)
We see that the contributions from higher genus (χ < 0) are enhanced as g → gc. This
suggests that if we take the limits N → ∞ and g → gc not independently, but together
in a correlated manner, we may compensate the large N high genus suppression with a
g → gc enhancement. This would result in a coherent contribution from all genus surfaces
[4–6].
To see how this works explicitly, we write the leading singular piece of the Zh(g) as
Zh(g) ∼ fh(g − gc)(2−Γstr)χ/2 .
Then in terms of
κ−1 ≡ N(g − gc)(2−Γstr)/2 , (6.15)
the expansion (6.10) can be rewritten30
Z = κ−2f0 + f1 + κ2f2 + . . . =
∑
h
κ2h−2 fh . (6.16)
The desired result is thus obtained by taking the limits N → ∞, g → gc while holding
fixed the “renormalized” string coupling κ of (6.15). This is known as the “double scaling
limit.” (6.16) is an asymptotic expansion for κ→ 0. In secs. 7.3, 7.4 below, we show how
to find a function Z(κ) with identically that asymptotic expansion.
in [85] from the standpoint of ADE face models on fluctuating lattices. The connection to KdV (to
be reviewed in sec. 7.4 here) was made in [34], and then general correlations of order parameters
(not yet known in the continuum) were calculated in [50]. Using techniques described in sec. 3.9,
continuum calculations of the correlation functions (when they can be done) have been found to
agree with the matrix model (for a review, see [14]). For D = 1, the matrix model approach of
[86–89] was used in [90,91] (also [92,93]) to calculate a variety of correlation functions. These
were also calculated in the collective field approach [76–97] where up to 6-point amplitudes were
derived, and found to be in agreement with the Liouville results of [48].
30 Strictly speaking the first two terms here have additional non-universal pieces that need to
be subtracted off.
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7. Matrix Model Technology I: Method of Orthogonal Polynomials
The large N limit of the matrix models considered here was originally solved by saddle
point methods in [82]. In this chapter we shall instead present the orthogonal polynomial
solution to the problem ([84] and references therein) since it extends readily to subleading
order in N (higher genus corrections).
7.1. Orthogonal polynomials
In order to justify the claims made at the end of sec. 6.4, we introduce some formalism
to solve the matrix models. We begin by rewriting the partition function (6.8) in the form
e
Z
=
∫
dM e
−trV (M)
=
∫ N∏
i=1
dλi∆
2(λ) e
−∑i V (λi) , (7.1)
where we now allow a general polynomial potential V (M). In (7.1), the λi’s are the N
eigenvalues of the hermitian matrix M , and
∆(λ) =
∏
i<j
(λj − λi) (7.2)
is the Vandermonde determinant.31 Due to antisymmetry in interchange of any two eigen-
values, (7.2) can be written ∆(λ) = det λj−1i (where the normalization is determined by
comparing leading terms). In the case N = 3 for example we have
(λ3 − λ2)(λ2 − λ1)(λ3 − λ1) = det

 1 λ1 λ211 λ2 λ22
1 λ3 λ
2
3

 .
31 (7.1) may be derived via the usual Fadeev-Popov method: Let U0 be the unitary matrix such
thatM = U †0Λ
′U0, where Λ′ is a diagonal matrix with eigenvalues λ′i. The right hand side of (7.1)
follows by substituting the definition 1 =
∫ ∏
i
dλi dU δ(UMU
† − Λ)∆2(λ) (where
∫
dU ≡ 1).
We first perform the integration over M , and then U decouples due to the cyclic invariance of the
trace so the integration over U is trivial, leaving only the integral over the eigenvalues λi of Λ.
To determine ∆(λ), we note that only the infinitesimal neighborhood U = (1 + T )U0 contributes
to the U integration, so that
1 =
∫ N∏
i=1
dλi dU δ
N2
(
UMU † − Λ
)
∆2(λ) =
∫
dT δN(N−1)
(
[T,Λ′]
)
∆2(λ′) .
Now [T,Λ′]ij = Tij(λ′j − λ′i), so (7.2) follows (up to a sign) since the integration dT above is over
real and imaginary parts of the off-diagonal Tij’s.
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The now-standard method for solving (7.1) makes use of an infinite set of polynomials
Pn(λ), orthogonal with respect to the measure∫ ∞
−∞
dλ e−V (λ) Pn(λ)Pm(λ) = hn δnm . (7.3)
The Pn’s are known as orthogonal polynomials and are functions of a single real variable λ.
Their normalization is given by having leading term Pn(λ) = λ
n + . . ., hence the constant
hn on the r.h.s. of (7.3). Due to the relation
∆(λ) = det λj−1i = det Pj−1(λi) (7.4)
(recall that arbitrary polynomials may be built up by adding linear combinations of
preceding columns, a procedure that leaves the determinant unchanged), the polynomi-
als Pn can be employed to solve (7.1). We substitute the determinant det Pj−1(λi) =∑
(−1)π∏k Pik−1(λk) for each of the ∆(λ)’s in (7.1) (where the sum is over permutations
ik and (−1)π is the parity of the permutation). The integrals over individual λi’s factorize,
and due to orthogonality the only contributions are from terms with all Pi(λj)’s paired.
There are N ! such terms so (7.1) reduces to
e
Z
= N !
N−1∏
i=0
hi = N ! h
N
0
N−1∏
k=1
fN−kk , (7.5)
where we have defined fk ≡ hk/hk−1.
In the naive large N limit (the planar limit), the rescaled index k/N becomes a
continuous variable ξ that runs from 0 to 1, and fk/N becomes a continuous function
f(ξ). In this limit, the partition function (up to an irrelevant additive constant) reduces
to a simple one-dimensional integral:
1
N2
Z =
1
N
∑
k
(1− k/N) ln fk ∼
∫ 1
0
dξ(1− ξ) lnf(ξ) . (7.6)
To derive the functional form for f(ξ), we assume for simplicity that the potential
V (λ) in (7.3) is even. Since the Pi’s form a complete set of basis vectors in the space
of polynomials, it is clear that λPn(λ) must be expressible as a linear combination of
lower Pi’s, λPn(λ) =
∑n+1
i=0 ai Pi(λ) (with ai = h
−1
i
∫
e−V λPn Pi). In fact, the orthogonal
polynomials satisfy the simple recursion relation,
λPn = Pn+1 + rn Pn−1 , (7.7)
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with rn a scalar coefficient independent of λ. This is because any term proportional to Pn
in the above vanishes due to the assumption that the potential is even,
∫
e−V λPn Pn = 0.
Terms proportional to Pi for i < n− 1 also vanish since
∫
e−V Pn λPi = 0 (recall λPi is a
polynomial of order at most i+ 1 so is orthogonal to Pn for i+ 1 < n).
By considering the quantity PnλPn−1 with λ paired alternately with the preceding or
succeeding polynomial, we derive∫
e−V Pn λPn−1 = rn hn−1 = hn .
This shows that the ratio fn = hn/hn−1 for this simple case32 is identically the coefficient
defined by (7.7), fn = rn. Similarly if we pair the λ in P
′
n λPn before and afterwards,
integration by parts gives
nhn =
∫
e−V P ′n λPn =
∫
e−V P ′n rn Pn−1 = rn
∫
e−V V ′ Pn Pn−1 . (7.8)
This is the key relation that will allow us to determine rn.
7.2. The genus zero partition function
Our intent now is to find an expression for fn = rn and substitute into (7.6) to
calculate a partition function. For definiteness, we take as example the potential
V (λ) =
1
2g
(
λ2 +
λ4
N
+ b
λ6
N2
)
,
with derivative gV ′(λ) = λ+ 2
λ3
N
+ 3b
λ5
N2
.
(7.9)
The right hand side of (7.8) involves terms of the form
∫
e−V λ2p−1 Pn Pn−1. According to
(7.7), these may be visualized as “walks” of 2p− 1 steps (p− 1 steps up and p steps down)
starting at n and ending at n− 1, where each step down from m to m− 1 receives a factor
of rm and each step up receives a factor of unity. The total number of such walks is given
by
(
2p−1
p
)
, and each results in a final factor of hn−1 (from the integral
∫
e−V Pn−1 Pn−1)
which combines with the rn to cancel the hn on the left hand side of (7.8). For the potential
(7.9), (7.8) thus gives
gn = rn +
2
N
rn(rn+1 + rn + rn−1) +
3b
N2
(10 rrr terms) . (7.10)
32 In other models, e.g. multimatrix models, fn = hn/hn−1 has a more complicated dependence
on recursion coefficients.
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(The 10 rrr terms start with rn(r
2
n + r
2
n+1 + r
2
n−1 + . . .) and may be found e.g. in [98].)
As mentioned before (7.6), in the large N limit the index n becomes a continuous
variable ξ, and we have rn/N → r(ξ) and rn±1/N → r(ξ ± ε), where ε ≡ 1/N . To leading
order in 1/N , (7.10) reduces to
gξ = r + 6r2 + 30br3 =W (r)
= gc +
1
2W
′′|r=rc
(
r(ξ)− rc
)2
+ . . . .
(7.11)
In the second line, we have expandedW (r) for r near a critical point rc at whichW
′|r=rc =
0 (which always exists without any fine tuning of the parameter b), and gc ≡ W (rc). We
see from (7.11) that
r − rc ∼ (gc − gξ)1/2 .
For a general potential V (λ) = 12g
∑
p ap λ
2p in (7.9), we would have
W (r) =
∑
p
ap
(2p− 1)!
(p− 1)!2 r
p . (7.12)
To make contact with the 2d gravity ideas of chapt. 6, let us suppose more generally
that the leading singular behavior of f(ξ)
(
= r(ξ)
)
for large N is
f(ξ)− fc ∼ (gc − gξ)−Γstr (7.13)
for g near some gc (and ξ near 1). (We shall see that Γstr in the above coincides with the
critical exponent Γstr defined in (6.12).) The behavior of (7.6) for g near gc is then
1
N2
Z ∼
∫ 1
0
dξ (1− ξ)(gc − gξ)−Γstr ∼ (1− ξ)(gc − gξ)−Γstr+1
∣∣∣1
0
+
∫ 1
0
dξ (gc − gξ)−Γstr+1
∼ (gc − g)−Γstr+2 ∼
∑
n
nΓstr−3(g/gc)
n .
(7.14)
Comparison with (6.12) shows that the large area (large n) behavior identifies the exponent
Γstr in (7.13) with the critical exponent defined earlier. We also note that the second
derivative of Z with respect to x = gc − g has leading singular behavior
Z ′′ ∼ (gc − g)−Γstr ∼ f(1) . (7.15)
From (7.13) and (7.14) we see that the behavior in (7.11) implies a critical exponent
Γstr = −1/2. From (6.13), we see that this corresponds to the case D = 0, i.e. to pure
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gravity. It is natural that pure gravity should be present for a generic potential. With
fine tuning of the parameter b in (7.9), we can achieve a higher order critical point, with
W ′|r=rc =W ′′|r=rc = 0, and hence the r.h.s. of (7.11) would instead begin with an (r−rc)3
term. By the same argument starting from (7.13), this would result in a critical exponent
Γstr = −1/3. With a general potential V (M) in (7.1), we have enough parameters to
achieve an mth order critical point [99] at which the first m− 1 derivatives of W (r) vanish
at r = rc. The behavior is then r − rc ∼ (gc − gξ)1/m with associated critical exponent
Γstr = −1/m. As anticipated at the end of sec. 6.2, we see that more general polynomial
matrix interactions provide the necessary degrees of freedom to result in matter coupled
to 2d gravity in the continuum limit.
7.3. The all genus partition function
We now search for another solution to (7.10) and its generalizations that describes the
contribution of all genus surfaces to the partition function (7.6). We shall retain higher
order terms in 1/N in (7.10) so that e.g. (7.11) instead reads
gξ =W (r) + 2r(ξ)
(
r(ξ + ε) + r(ξ − ε)− 2r(ξ))
= gc +
1
2W
′′|r=rc
(
r(ξ)− rc
)2
+ 2r(ξ)
(
r(ξ + ε) + r(ξ − ε)− 2r(ξ))+ . . . . (7.16)
As suggested at the end of sec. 6.4, we shall simultaneously let N → ∞ and g → gc in
a particular way. Since g − gc has dimension [length]2, it is convenient to introduce a
parameter a with dimension length and let g − gc = κ−4/5a2, with a → 0. Our ansatz
for a coherent large N limit will be to take ε ≡ 1/N = a5/2 so that the quantity κ−1 =
(g − gc)5/4N remains finite as g → gc and N →∞.
Moreover since the integral (7.6) is dominated by ξ near 1 in this limit, it is convenient
to change variables from ξ to z, defined by gc−gξ = a2z. Our scaling ansatz in this region
is r(ξ) = rc + au(z). If we substitute these definitions into (7.11), the leading terms are of
order a2 and result in the relation u2 ∼ z. To include the higher derivative terms, we note
that
r(ξ + ε) + r(ξ − ε)− 2r(ξ) ∼ ε2 ∂
2r
∂ξ2
= a
∂2
∂z2
au(z) ∼ a2u′′ ,
where we have used ε(∂/∂ξ) = −ga1/2(∂/∂z) (which follows from the above change of
variables from ξ to z). Substituting into (7.16), the vanishing of the coefficient of a2
implies the differential equation
z = u2 − 1
3
u′′ (7.17)
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(after a suitable rescaling of u and z). In (7.15), we saw that the second derivative of the
partition function (the “specific heat”) has leading singular behavior given by f(ξ) with
ξ = 1, and thus by u(z) for z = (g − gc)/a2 = κ−4/5. The solution to (7.17) characterizes
the behavior of the partition function of pure gravity to all orders in the genus expansion.
(Notice that the leading term is u ∼ z1/2 so after two integrations the leading term in Z
is z5/2 = κ−2, consistent with (6.16).)
Eq. (7.17) is known in the mathematical literature as the Painleve´ I equation. The
perturbative solution in powers of z−5/2 = κ2 takes the form u = z1/2(1−∑k=1 ukz−5k/2),
where the uk are all positive.
33 This verifies for this model the claims made in eqs. (6.14–
6.16). For large k, the uk go asymptotically as (2k)!, so the solution for u(z) is not Borel
summable (for a review of these issues in the context of 2d gravity, see e.g. [100]). Our
arguments in chapt. 6 show only that the matrix model results should agree with 2d gravity
order by order in perturbation theory. How to insure that we are studying nonperturbative
gravity as opposed to nonperturbative matrix models is still an open question. Some of the
constraints that the solution to (7.17) should satisfy are reviewed in [101]. In particular it
is known that real solutions to (7.17) cannot satisfy the Schwinger–Dyson (loop) equations
for the theory.
In the case of the next higher multicritical point, with b in (7.11) adjusted so that
W ′ = W ′′ = 0 at r = rc, we have W (r) ∼ gc + 16W ′′′|r=rc(r − rc)3 + . . . and critical
exponent Γstr = −1/3. In general, we take g − gc = κ2/(Γstr−2)a2, and ε = 1/N = a2−Γstr
so that the combination
(g − gc)1−Γstr/2N = κ−1 (7.18)
is fixed in the limit a → 0. The value ξ = 1 now corresponds to z = κ2/(Γstr−2), so the
string coupling κ2 = zΓstr−2. The general scaling scaling ansatz is r(ξ) = rc + a−2Γstru(z),
and the change of variables from ξ to z gives ε(∂/∂ξ) = −ga−Γstr(∂/∂z).
For the case Γstr = −1/3, this means in particular that r(ξ) = rc + a2/3u(z), κ2 =
z−7/3, and ε(∂/∂ξ) = −ga1/3 ∂∂z . Substituting into the large N limit of (7.10) gives (again
after suitable rescaling of u and z)
z = u3 − uu′′ − 12(u′)2 + αu′′′′ , (7.19)
33 The first term, i.e. the contribution from the sphere, is dominated by a regular part which
has opposite sign. This is removed by taking an additional derivative of u, giving a series all of
whose terms have the same sign — negative in the conventions of (7.17). The other solution, with
leading term −z1/2, has an expansion with alternating sign which is presumably Borel summable,
but not physically relevant.
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with α = 110 . The solution to (7.19) takes the form u = z
1/3(1+
∑
k uk z
−7k/3). It turns out
that the coefficients uk in the perturbative expansion of the solution to (7.19) are positive
definite only for α < 1
12
, so the 3th order multicritical point does not describe a unitary
theory of matter coupled to gravity. Although from (6.13) we see that the critical exponent
Γstr = −1/3 coincides with that predicted for the (unitary) Ising model coupled to gravity,
it turns out [102,98,103] that (7.19) with α = 110 instead describes the conformal field
theory of the Yang–Lee edge singularity (a critical point obtained by coupling the Ising
model to a particular value of imaginary magnetic field) coupled to gravity. The specific
heat of the conventional critical Ising model coupled to gravity turns out (see sec. 7.5 ) to
be as well determined by the differential equation (7.19), but instead with α = 227 .
For the general mth order critical point of the potential W (r),
W (r) = gc − α(rc − r)m , (7.20)
we have seen that the associated model of matter coupled to gravity has critical exponent
Γstr = −1/m. With scaling ansatz r(ξ) = rc + a2/mu(z), we find leading behavior u ∼
z1/m (and Z ∼ z2+1/m = κ−2 as expected). The differential equation that results from
substituting the double scaling behaviors given before (7.19) into the generalized version
of (7.10) turns out to be the mth member of the KdV hierarchy of differential equations (of
which Painleve´ I results for m = 2). In the next section, we shall provide some marginal
insight into why this structure emerges.
The one-matrix models reproduce the (2, 2m−1) minimal models (in the nomenclature
mentioned after (2.22)) coupled to quantum gravity. The remaining (p, q) models coupled
to gravity can be realized in terms of multi-matrix models (to be defined in sec. 7.6).
7.4. The Douglas Equations and the KdV hierarchy
We now wish to describe superficially why the KdV hierarchy of differential equations
plays a role in 2d gravity. To this end it is convenient to switch from the basis of orthogonal
polynomials Pn employed in sec. 7.1 to a basis of orthonormal polynomials Πn(λ) =
Pn(λ)/
√
hn that satisfy ∫ ∞
−∞
dλ e−V ΠnΠm = δnm . (7.21)
In terms of the Πn, eq. (7.7) becomes
λΠn =
√
hn+1
hn
Πn + rn
√
hn−1
hn
Πn−1 =
√
rn+1Πn+1 +
√
rnΠn−1
= QnmΠm .
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In matrix notation, we write this as λΠ = QΠ, where the matrix Q has components
Qnm =
√
rmδm,n+1 +
√
rnδm+1,n . (7.22)
Due to the orthonormality property (7.21), we see that
∫
e−V λΠnΠm = Qnm = Qmn, and
Q is a symmetric matrix. In the continuum limit, Q will therefore become a hermitian
operator.
To see how this works explicitly [34,104], we substitute the scaling ansatz r(ξ) =
rc + a
2/mu(z) for the mth multicritical model into (7.22),
Q→ (rc + a2/mu(z))1/2 e
ε ∂
∂ξ
+ e
−ε ∂
∂ξ
(rc + a
2/mu(z))1/2 .
With the substitution ε ∂∂ξ → −ga1/m ∂∂z , we find the leading terms
Q = 2r1/2c +
a2/m√
rc
(u+ rcκ
2∂2z ) , (7.23)
of which the first is a non-universal constant and the second is a hermitian 2nd order
differential operator.
The other matrix that naturally arises is defined by differentiation,
∂
∂λ
Πn = AnmΠm , (7.24)
and automatically satisfies [A,Q] = 1. The matrix A does not have any particular symme-
try or antisymmetry properties so it is convenient to correct it to a matrix P that satisfies
the same commutator as A. From our definitions, it follows that
0 =
∫
∂
∂λ
(
ΠnΠm e
−V ) ⇒ A+ AT = V ′(Q) ,
where we have differentiated term by term and used
∫
e−V λℓΠnΠm = (Qℓ)nm. The matrix
P ≡ A− 12V ′(Q) = 12 (A− AT ) is therefore anti-symmetric and satisfies[
P,Q
]
= 1 . (7.25)
To determine the order of the differential operator Q in the continuum limit, let
us assume for example that the potential V is of order 2ℓ, i.e. V =
∑ℓ
k=0 ak λ
2k. For
m > n, the integral Amn =
∫
e−VΠn ∂∂λΠm =
∫
e−V V ′ΠnΠm may be nonvanishing for
m − n ≤ 2ℓ − 1. That means that Pmn 6= 0 for |m − n| ≤ 2ℓ − 1, and thus has enough
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parameters to result in a (2ℓ−1)st order differential operator in the continuum. The single
condition W ′ = 0 results in P tuned to a 3rd order operator, and the ℓ − 1 conditions
W ′ = . . . =W (ℓ−1) = 0 allow P to be realized as a (2ℓ−1)st order differential operator. In
(7.23), we see that the universal part of Q after suitable rescaling takes the form Q = d2−u.
For the simple critical pointW ′ = 0, the continuum limit of P is the antihermitian operator
P = d3 − 3
4
{u, d}, and the commutator
1 = [P,Q] = 4R′2 =
(3
4
u2 − 1
4
u′′
)′
(7.26)
is easily integrated with respect to z to give an equation equivalent to (7.17), the string
equation for pure gravity. In (7.26), the notation R2 is conventional for the first member
of the ordinary KdV hierarchy. The emergence of the KdV hierarchy in this context is
due to the natural occurrence of the fundamental commutator relation (7.25), which also
occurs in the Lax representation of the KdV equations. (The topological gravity approach
has as well been shown at length to be equivalent to KdV, for a review see [105,106].)
In general the differential equations
[P,Q] = 1 (7.27)
that follow from (7.25) may be determined directly in the continuum. Given an operator Q,
the differential operator P that can satisfy this commutator is constructed as a “fractional
power” of the operatorQ. This method of formulating the continuum theory has a beautiful
generalization to a larger class of theories, which is defined in the following two sections.
7.5. Ising Model
The first extension of the method of orthogonal polynomials occurs in the solution of
the Ising model. The partition function of the Ising model on a random surface can be
formulated using the two-matrix model:
e
Z
=
∫
dU dV e
−tr(U2 + V 2 − 2c UV + gN (eH U4 + e−HV 4)) , (7.28)
where U and V are hermitian N ×N matrices and H is a constant. In the diagrammatic
expansion of the right hand side, we now have two different quartic vertices of the type de-
picted in fig. 13b, corresponding to insertions of U4 and V 4. The propagator is determined
by the inverse of the quadratic term,(
1 −c
−c 1
)−1
=
1
1− c2
(
1 c
c 1
)
.
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We see that double lines connecting vertices of the same type (either generated by U4 or
V 4) receive a factor of 1/(1− c2), while those connecting U4 vertices to V 4 vertices receive
a factor of c/(1− c2).
This is identically the structure necessary to realize the Ising model on a random
lattice. Recall that the Ising model is defined to have a spin σ = ±1 at each site of
a lattice, with an interaction σiσj between nearest neighbor sites 〈ij〉. This interaction
takes one value for equal spins and another value for unequal spins. Up to an overall
additive constant to the free energy, the diagrammatic expansion of (7.28) results in the
2d partition function
Z =
∑
lattices
∑
spin
configurations
e
β
∑
〈ij〉 σi σj +H
∑
i σi
where H is the magnetic field. The weights for equal and unequal neighboring spins are
e±β , so fixing the ratio e2β = 1/c relates the parameter c in (7.28) to the temperature
β. It turns out that the Ising model is much easier to solve summed over random lattices
than on a regular lattice, and in particular is solvable even in the presence of a magnetic
field. This is because there is much more symmetry after coupling to gravity, since the
complicating details of any particular lattice (e.g. square) are effectively integrated out.
We briefly outline the method for solving (7.28) (see [107,98,103] for more details).
By methods similar to those used to derive (7.1), we can write (7.28) in terms of the
eigenvalues xi and yi of U and V ,
e
Z
=
∫
∆(x)∆(y)
∏
i
dxi dyi e
−W (xi, yi)
.
where W (xi, yi) ≡ x2i + y2i − 2c xiyi + gN (eHx4i + e−Hy4i ). The polynomials we define for
this problem are orthogonal with respect to the bilocal measure∫
dx dy e−W (x,y) Pn(x)Qm(y) = hn δnm
(where Pn 6= Qn for H 6= 0). The result for the partition function is identical to (7.5),
e
Z ∝
∏
i
hi ∝
∏
i
fN−ii ,
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and the recursion relations for this case generalize (7.7),
xPn(x) = Pn+1 + rn Pn−1 + sn Pn−3 ,
y Qm(y) = Qm+1 + qmQm−1 + tmQm−3 .
We still have fn ≡ hn/hn−1, and fn can be determined in terms of the above recursion
coefficients (although the formulae are more complicated than in the one-matrix case).
After we substitute the scaling ansa¨tze described in sec. 7.3, the formula for the scaling
part of f is derived via straightforward algebra. The result is that the specific heat u ∝ Z ′′
is given by (7.19) with α = 2
27
.
7.6. Multi-Matrix Models
We now expand slightly the class of models from single matrix to multi-matrix models.
The free energy of a particular (q − 1)-matrix model, generalizing (7.1), may be written
[108]
Z = ln
∫ q−1∏
i=1
dMi e
−tr(∑q−1i=1 Vi(Mi)−∑q−2i=1 ciMiMi+1)
= ln
∫ ∏
i=1,q−1
α=1,N
dλ
(α)
i ∆(λ1) e
−∑i,α Vi(λ(α)i )+∑i,α ci λ(α)i λ(α)i+1
∆(λq−1) ,
(7.29)
where the Mi (for i = 1, . . . , q− 1) are N ×N hermitian matrices, the λ(α)i (α = 1, . . . , N)
are their eigenvalues, and ∆(λi) =
∏
α<β(λ
(α)
i − λ(β)i ) is the Vandermonde determinant.
The result in the second line of (7.29) depends on having ci’s that couple matrices along a
line (with no closed loops so that the integrations over the relative angular variables in the
Mi’s can be performed.) Via a diagrammatic expansion, the matrix integrals in (7.29) can
be interpreted to generate a sum over discretized surfaces, where the different matrices Mi
represent q − 1 different matter states that can exist at the vertices. The quantity Z in
(7.29) thereby admits an interpretation as the partition function of 2d gravity coupled to
matter.
The methods of the previous section generalize to enable the evaluation of (7.29) [108].
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7.7. Continuum Solution of the Matrix Chains
Following [108], we can introduce operators Qi and Pi that represent the insertions
of λi and d/dλi respectively in the integral (7.29). These operators necessarily satisfy[
Pi, Qi
]
= 1. In the N → ∞ limit, we have seen (following [34]) that P and Q become
differential operators of finite order, say p, q respectively (where we assume p > q), and
these continue to satisfy (7.27). In the continuum limit of the matrix problem (i.e. the
“double” scaling limit, which here means couplings in (7.29) tuned to critical values), Q
becomes a differential operator of the form
Q = dq +
{
vq−2(z), dq−2
}
+ · · · + 2v0(z) , (7.30)
where d = d/dz. (By a change of basis of the form Q → f−1(z)Qf(z), the coefficient of
dq−1 may always be set to zero.) The continuum scaling limit of the multi-matrix models
is thus abstracted to the mathematical problem of finding solutions to (7.27).
The differential equations (7.27) may be constructed as follows. For p, q relatively
prime, a pth order differential operator that can satisfy (7.27) is constructed as a fractional
power of the operator Q of (7.30). Formally, a qth root may be represented within an
algebra of formal pseudo-differential operators (see, e.g. [109]) as
Q1/q = d +
∞∑
i=1
{
ei, d
−i} , (7.31)
where d−1 is defined to satisfy d−1f =
∑∞
j=0(−1)jf (j) d−j−1. The differential equations
describing the (p, q) minimal model coupled to 2d gravity are given by
[
Q
p/q
+ , Q
]
= 1 , (7.32)
where P = Q
p/q
+ indicates the part of Q
p/q with only non-negative powers of d, and is a
pth order differential operator.
To illustrate the procedure we reproduce now the results for the one-matrix models,
which can be used to generate (p, q) of the form (2l− 1, 2). From (7.23), these models are
obtained by taking Q to be the hermitian operator
Q = K ≡ d2 − u(z) . (7.33)
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The formal expansion of Ql−1/2 = Kl−1/2 (an anti-hermitian operator) in powers of d is
given by
Kl−1/2 = d2l−1 − 2l − 1
4
{
u, d2l−3
}
+ . . . (7.34)
(where only symmetrized odd powers of d appear in this case). We now decompose
Kl−1/2 = Kl−1/2+ +K
l−1/2
− , where K
l−1/2
+ = d
2l−1+ . . . contains only non-negative powers
of d, and the remainder K
l−1/2
− has the expansion
K
l−1/2
− =
∞∑
i=1
{
e2i−1, d−(2i−1)
}
=
{
Rl, d
−1}+O(d−3) + . . . . (7.35)
Here we have identified Rl ≡ e1 as the first term in the expansion of Kl−1/2− . For K1/2,
for example, we find K
1/2
+ = d and R1 = −u/4.
The prescription (7.32) with p = 2l−1 corresponds here to calculating the commutator[
K
l−1/2
+ , K
]
. Since K commutes with Kl−1/2, we have
[
K
l−1/2
+ , K
]
=
[
K,K
l−1/2
−
]
. (7.36)
But since K begins at d2, and since from the l.h.s. above the commutator can have only
positive powers of d, only the leading (d−1) term from the r.h.s. can contribute, which
results in [
K
l−1/2
+ , K
]
= leading piece of
[
K, 2Rl d
−1] = 4R′l . (7.37)
After integration, the equation
[
K
l−1/2
+ , K
]
= 1 thus takes the simple form
cRl[u] = z , (7.38)
where the constant c may be fixed by suitable rescaling of z and u. Such a scaling is
enabled by the property that all terms in Rl have fixed grade, namely 2l, where the grade
of d is defined to be 1 (and u therefore has grade 2). The grade of vq−α in (7.30) is α for an
operator Q of overall grade q. As we shall see shortly, this notion of grade is related to the
conventional scaling weights of operators. It can also be used to determine the terms that
may appear in many equations, since only terms of overall equal grade may be related.
The quantities Rl in (7.35) are easily seen to satisfy a simple recursion relation. From
Kl+1/2 = KKl−1/2 = Kl−1/2K, we find
K
l+1/2
+ =
1
2
(
K
l−1/2
+ K +KK
l−1/2
+
)
+
{
Rl, d
}
.
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Commuting both sides with K and using (7.37), simple algebra gives [110]
R′l+1 =
1
4
R′′′l − uR′l −
1
2
u′Rl . (7.39)
While this recursion formula only determines R′l, by demanding that the Rl (l 6= 0)
vanish at u = 0, we obtain
R0 =
1
2
, R1 = −1
4
u , R2 =
3
16
u2 − 1
16
u′′ ,
R3 = − 5
32
u3 +
5
32
(
uu′′ + 12u
′2)− 1
64
u(4) .
(7.40)
We summarize as well the first few K
l−1/2
+ ,
K
1/2
+ = d , K
3/2
+ = d
3 − 3
4
{u, d} ,
K
5/2
+ = d
5 − 5
4
{u, d3}+ 5
16
{
(3u2 + u′′), d
}
.
(7.41)
After rescaling, we recognize R3 in (7.40) as eq. (7.19) with α =
1
10 , i.e. the equation
for the (2,5) minimal model coupled to gravity. In general, the equations determined
by (7.27) for general p, q characterize the partition function of the (p, q) minimal model
(mentioned after (2.22)) coupled to gravity. To realize these equations in the continuum
limit turns out [111,112] to require only a two-matrix model of the type (7.29). The
argument given after (7.25) for the one-matrix case is easily generalized to the recursion
relations for the two-matrix case and shows that for high enough order potentials, there
are enough couplings to tune the matrices P and Q to become pth and qth order differential
operators. It is also possible to realize a c = 1 theory coupled to gravity in terms of a
two-matrix model formulation of the 6-vertex model on a random lattice (see e.g. [11]). In
[113], it is argued that one can as well realize a wide variety of D < 1 theories by means
of a one-matrix model coupled to an external potential.
It is possible to define a larger space of models defined by taking linear combinations
of the above models. In the case where Q = K = d2 − u, for example, we can consider∑
k
t(k)
[
K
k−1/2
+ , K
]
= 1 , (7.42)
which results after suitable rescaling in the “string equation” [4,6,104] describing a general
massive model interpolating between multicritical points,
z =
∑
k=1
(
k + 12
)
t(k)Rk[u] . (7.43)
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If we consider the higher operators K
k−1/2
+ as perturbations on pure gravity, P =
K
3/2
+ +
∑
j t(j)K
j−1/2
+ , then their scaling weights follow from a simple argument. Since
u ∼ z1/2 for pure gravity and u has grade 2, we see that a coupling of grade α scales
as [z]α/4, giving ∆ = α/4 as the gravitationally dressed scaling weight of its conjugate
operator. Now the grade of t(j) is 3− (2j − 1) = 4− 2j, so it couples to an operator with
weight 1− j/2.
In the case of unitary minimal models, z couples to the area, so is proportional to the
cosmological constant. In general, however, z couples to the lowest dimensional operator
in the theory. From the point of view of a perturbed (2, 2m−1) model, we have u ∼ z1/m,
the grade of t(j) is (2m− 1)− (2j − 1) = 2m− 2j, and Kj−1/2+ scales as (m − j)/m with
respect to the lowest dimensional operator, i.e. corresponding to α/α0 rather than α/γ in
(2.25). If we wish to compare to Liouville scaling with respect to the area, on the other
hand, we must multiply by a factor of α0/γ = m/2, which results in
1
2 (m− j) (7.44)
for the scaling of K
j−1/2
+ viewed as a perturbation of a (2, 2m−1) model (a result we shall
use when we expand macroscopic loops in terms of local operators in these theories).
We can also consider the operators that correspond to these perturbations from the
standpoint of the underlying one-matrix model. The parameters t(j) in (7.43) correspond
to perturbations to jth order multicritical potentials of the form (7.20), and are given in
turn by matrix operator perturbations of the form
trV(j)(M) = tr
∫ 1
0
dt
t
W(j)
(
t(1− t)M2) ,
with W(j)(r) = gc − α(rc − r)j .
(7.45)
(Note that the integral in the first line just inverts the expression leading from V to W in
(7.12).)
Finally, we note that for a general (p, q) model, the grade of the l.h.s. of (7.27) is
p + q, so z will be set equal (i.e. following one integration) to a quantity with grade
p+q−1. A coupling with grade α therefore scales as [z]α/(p+q−1), giving d = α/(p+q−1)
as the gravitationally dressed scaling weight of its conjugate operator. (The grade of
vq−2 = 〈PP〉 is always 2, where P is the puncture operator whose two-point function
calculates the 2nd derivative of the partition function, hence giving the string susceptibility
Γstr = −2/(p+q−1).) If we perturb P → P+tQ|pr−qs|/q−1+ , then t has grade p+q−|pr−qs|,
and hence couples to an operator of scaling weight coincident with (2.28) (after multiplying
the latter by γ/αq−1,p−1 = 2q/(p + q − 1) to take into account the coupling of z to the
lowest dimensional operator rather than to area).
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Exercise. Scaling of Lax operators
a) Show that if Q is the Lax operator of order q, defining the (p, q) series, then the
operators in (4.10) are
Qn/q
∣∣
+
. (7.46)
Parametrizing n = kq+α, 1 ≤ α ≤ q−1, we identify these operators with the topological
field theory operators σk(Oα) which appear in [106].
b) Calculate the spectrum of indices ν of (4.7) we expect to find for the Wheeler–
DeWitt wavefunctions of the Lian–Zuckerman states.
8. Matrix Model Technology II: Loops on the Lattice
8.1. Lattice Loop Operators
Fig. 14: Insertion of trΦM into the matrix generating functional results in a vertex
emanating M “spokes”.
Consider the one hermitian matrix model, as discussed in chapt. 7 (where we now
use Φ rather than M to denote the N × N hermitian matrix). In the Feynman diagram
expansion, the insertion of the operator
1
M
tr ΦM (8.1)
creates a vertex emanating M “spokes,” as shown in fig. 14. On the dual triangulated
surface, this operator has inserted a hole with M boundary lengths, and thus has length
aM , where a is the lattice spacing. The factor of 1/M in (8.1) is needed to take account
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of the symmetry factor for the Feynman diagram. In the following we will generally work
with marked loops and discard this factor.
To obtain macroscopic loop amplitudes we must take the continuum limit a → 0
and to maintain a finite physical length, we must simultaneously take M → ∞, holding
some combination of a and M fixed. From this point of view, the local operators of the
theory discussed in sec. 7.7, namely linear combinations of operators of the form (8.1) (e.g.
(7.45)), correspond instead to “microscopic loops”, i.e. loops only a few lattice spacings in
length.
Before proceeding to make precise sense of the continuum limit, we begin with some
heuristic remarks. Recall that in the orthogonal polynomial formalism discussed in sec. 7.4,
the action of ΦM was equivalent to (Φcr +Q)
M , where
Q→ 2r1/2c + a2/m r−1/2c (u+ rcκ2∂2z ) . (8.2)
Hence if we hold Ma2/m = 2rc ℓ fixed, we expect the loop operator to become the heat
kernel operator,
1
M
tr(ΦM )→ eℓQ . (8.3)
After rescaling, we can write Q = κ2d2/dz2−u(z, κ), where Q is the Schro¨dinger operator
associated to the model, and κ is the topological coupling. A rigorous discussion of the
above limiting procedure makes use of the free fermion formalism, implicit in the orthogonal
polynomial technique (and described in chapt. 9).
An alternative formulation of the lattice loop operator is
W (L) =
1
N
Tr(eLΦ) , (8.4)
where L is a “chemical potential” for the length. The limiting form (8.2) shows that
these loop operators have the same continuum limit, up to a non-universal multiplicative
renormalization. This is a useful observation for making sense of examples where rc = 0.
To analyze macroscopic loop amplitudes on the lattice, we introduce the resolvent
operator
Wˆ (ζ) =
∫ ∞
0
dL e−ζLW (L) . (8.5)
Defining ζ = eρ, we may interpret ρ as a bare boundary cosmological constant, and (8.5)
should be regarded as the lattice analog of the relation
Z(µB) =
∞∑
A=1
e−µBA Z(A) . (8.6)
between fixed area and fixed cosmological constant partition functions.
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8.2. Precise definition of the continuum limit
Making use of the resolvent operator (8.5), we can now present a more technical
description of the continuum limit discussed in chapts. 6,7. To take the continuum limit of
the lattice expressions, we first study the N →∞ asymptotics of the correlation functions
〈
N |
B∏
i=1
Wˆ (ζi)|N
〉 ≡ Z−1 ∫ dΦ e−Ntr V (Φ) B∏
i=1
Wˆ (ζi)
∼
∑
χ=2−2h−B
NχFχ[V ; ζi] ,
(8.7)
where V (Φ) =
∑
j≥0 Tj Φ
j is a polynomial interaction for Φ. This is a generating functional
for correlation functions of B operators. As explained in sec. 6.1, at fixed topology the
functionals Fχ[V ; ζi] have a lattice expansion
Fχ[V ; ζi] =
∑
Fi,Li≥0
∑
Dχ[Fi,Li]
∏
(Ti/
√
T2 )
Fi
∏
ζ−Lii , (8.8)
where Dχ[Fi, Li] is the set of distinct “triangulations” of a surface into Fi i-sided polygons
with boundaries of lattice length Li. Using methods described below (in particular the loop
equations (8.17)), one can show that the functions Fχ have the following mathematical
properties, familiar from the study of phase transitions in statistical mechanical models.
Tn
2T
1T
S:  pure gravity
multicritical phase
higher multicritical point
Fig. 15: Subspaces of successively higher codimension in coupling constant space
corresponding to multicritical domains.
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1) The expansions in V and ζ−1i are convergent in a sufficiently small neighborhood of
the origin. To specify a neighborhood of the origin for the potential V , we first define
a filtration on the space of potentials by requiring that V be in V(n), the space of
polynomials of degree ≤ n with no constant or linear term. Considered as a function
on the space of polynomials of degree ≤ n, we have convergence in a neighborhood of
the origin.
2) The expansions have a finite radius of convergence. Defining the lattice area A =∑
Fi, it can be established that the asymptotic behavior of the number of distinct
triangulations goes as |Dχ| ∼ eµ∗A+
∑
i
ρ∗Li Aθ Lθ
′
i for A → ∞, Li → ∞. Thus, the
series will diverge as V approaches a real codimension one subvariety, the singular
subvariety S of V(n), and as ζ → ζc from above.
3) A priori S and ζc could depend on the Euler character χ and the choice of boundary
component, but turn out independent of them.
4) The variety S has subspaces of successively higher codimension corresponding to mul-
ticritical domains, as depicted in fig. 15. For the space V2n, the highest multicritical
behavior corresponds to a point, given in [6]
V
(n)
∗ (Φ) =
∫ 1
0
dt
t
(
1− (1− t(1− t) Φ2)n) . (8.9)
(This is just (7.45) with normalization gc = α = rc = 1.)
5) The critical exponents θ, θ′ in (2) are “universal,” which means that they only depend
on the multicritical domain in S. On the other hand, µ∗, ρ∗ are “non-universal” which
means they can vary from point to point in S.
We can use these mathematical properties of the functions Fχ to learn about the physics of
smooth surfaces as follows. We would like to distinguish “universal” phenomena — asso-
ciated with smooth continuum surfaces and not with the details of lattice decompositions
— by using the nonanalytic behavior of Fχ as we approach singular values of V, ζ. The
idea is based on the remark that the contribution of a hole with a finite lattice size, or a
surface with a finite number of polygons, to (8.7) will always be analytic in ζ, V . Thus,
the nonanalyticity in ζ, V must “arise from holes and surfaces whose perimeter and area
is infinity in lattice units,” that is, from smooth continuum surfaces.34
By turning the above reasoning on its head, we define the continuum limit by isolating
the nonanalytic dependence on ζi, V . More precisely, we must define scaling functions as
34 The extent to which these surfaces really are smooth is an interesting question. See [114].
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we approach singular values and define the continuum quantities in terms of these scaling
functions. Note that if we use such a definition, continuum quantities are ambiguous by
terms which are purely analytic in the coupling constants.
8.3. The Loop Equations
The correlation functions of Wˆ (ζ) may be determined by the “Schwinger–Dyson” or
loop equations [99,115,116] for the matrix model.
The loop equations are derived by requiring that the matrix model path integral be
independent of a change of variables. A convenient way to organize arbitrary analytic
changes of variables is to consider the simple transformation
φ→ φ+ ǫ 1
ζ − φ . (8.10)
Under (8.10), we have
trV (φ)→ trV (φ) + ǫ trV ′(φ)(ζ − φ)−1
dφ→ dφ
(
1 + ǫN2
(
Wˆ (ζ)
)2)
.
(8.11)
Inserting (8.11) into
∫
dφ e−NtrV (Φ) and equating first order terms in ǫ gives〈(
Wˆ (ζ)
)2〉
=
1
N
〈
trV ′(φ)(ζ − φ)−1〉 . (8.12)
We wish to expand the above in 1/N . Wˆ is normalized so that the expansion in 1/N
of 〈Wˆ 〉 begins at O(1), corresponding to the disk geometry,〈
Wˆ (ζ)
〉 ∼ 〈Wˆ (ζ)〉
h=0
+
1
N2
〈
Wˆ (ζ)
〉
h=1
+ · · · . (8.13)
By considering the relevant topologies contributing to
〈
(Wˆ (ζ))2
〉
, we see that the leading
term on the left hand side of (8.12) has the topology of two disks. In general, we may
separate the contribution of connected and disconnected geometries:〈(
Wˆ (ζ)
)2〉
= (
〈
Wˆ (ζ)
〉
)2 +
1
N2
〈(
Wˆ (ζ)
)2〉
c
, (8.14)
where the second term corresponds to connected geometries. Expanding V ′(φ) as a poly-
nomial in ζ−φ with coefficients which are polynomials in ζ, we see that 〈Wˆ (ζ)〉
h=0
satisfies
a quadratic equation,〈
Wˆ (ζ)
〉2
h=0
− V ′(ζ)〈Wˆ (ζ)〉
h=0
+Q(ζ, V ) = 0 , (8.15)
where
Q(ζ, V ) =
〈
Q(ζ, φ)
〉
Q(ζ, φ) =
∑
k≥1
1
k!
V (k+1)(ζ)
1
N
tr(φ− ζ)k−1 . (8.16)
Q is a polynomial in ζ of degree deg (V )− 2 whose coefficients are linear combinations of
cj(V ) ≡
〈
trΦj
〉
, j ≤ deg (V )− 2. The disk amplitude is obtained by solving (8.15).
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V′
+ ∫L
0
dL′ + + . . .
L′ L′L − L′ L − L′
∂L
∂( ) + + + . . .L LL
= ∫L
0
dL′ + . . .+
L′ L′
L − L′L − L′
Fig. 16: Pictorial representation of V ′(∂/∂L)
〈
W (L)
〉
c
.
Geometrical Interpretation: SD Equations as Loop Equations:
The loop equations have a beautiful geometrical interpretation further justifying the
identification of W (L) with a loop operator. Write (8.12) in the form
V ′(ζ)
〈
Wˆ (ζ)
〉
+Q(ζ, V ) = (
〈
Wˆ (ζ)
〉
c
)2 +
1
N2
〈
(Wˆ (ζ))2
〉2
c
. (8.17)
Taking an inverse Laplace transform, we obtain
V ′
( ∂
∂L
) 〈
W (L)
〉
c
=
∫ L
0
dL′
(〈
W (L′)
〉
c
〈
W (L−L′)〉
c
+
1
N2
〈
W (L′)W (L−L′)〉
c
)
, (8.18)
which has the pictorial representation shown in fig. 16.
Exercise.
Derive (8.18). Note that a polynomial in ζ does not have an inverse Laplace
transform.
The full set of loop equations may be elegantly summarized by introducing a “source”
coupling to the loop operator:
Z[J ] ≡
∫
dΦ e
−Ntr V (Φ)+
∫∞
0
dL′ J(L′)W (L′)
. (8.19)
Making the change of variables Φ→ Φ+ ǫ eLΦ and using the above procedures, we obtain
V ′
( ∂
∂L
)〈
W (L)
〉
c
[J ] =
∫ L
0
dL′
(〈
W (L′)
〉
c
[J ]
〈
W (L− L′)〉
c
[J ]
+
1
N2
〈
W (L′)W (L− L′)〉
c
)
+
1
N2
∫ ∞
0
dL′ L′
〈
W (L+ L′)
〉
c
[J ] ,
(8.20)
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for which one may draw a similar pictorial representation.
Remark: It is possible, although slightly subtle [115,117], to take the continuum limit
of the loop equations we have derived here to write analogous equations for the continuum
amplitudes. These continuum loop equations have many important applications, including
for example the elimination [115] of unphysical solutions to the string equations (7.43).
9. Matrix Model Technology III: Free Fermions from the Lattice
The equivalence of matrix models to theories of free fermions is the underlying reason
for the solvability of matrix models. In this chapter we describe the free fermion formalism.
9.1. Lattice Fermi Field Theory
The free-fermion formalism provides the basis for a rigorous description of the double-
scaling limit of macroscopic loop operators. The formalism is also a very efficient way
for calculating loops, both on the lattice and in the continuum. The formalism was first
applied to macroscopic loop amplitudes in [104].
In sec. 7.1, orthogonal polynomials were introduced and it was shown that correlation
functions are integrals of powers of λmultiplying a Vandermonde determinant. Interpreting
this determinant as a Slater determinant for a theory of free fermions, we introduce the
second-quantized Fermi field
Ψ(λ) =
∞∑
n=0
anψn(λ) , (9.1)
where ψn are the orthonormal wavefunctions built from the orthogonal polynomials:
ψn(λ) ≡
1√
hn
Pn(λ) e
−1
2
NV (λ) , (9.2)
and {an, a†m} = δn,m.
Correlation functions in the matrix model with N × N matrices are obtained by
calculating correlation functions in the Fermi sea defined by
an|N〉 = 0 n ≥ N
a†n|N〉 = 0 n < N .
(9.3)
To see this, introduce the second-quantized operator for multiplication by λn,
Ψ†λˆnΨ =
∫
dλΨ†(λ)λnΨ(λ) , (9.4)
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and the main observation is〈∏
i
tr Φni
〉
matrix model
≡ Z−1
∫
dΦ
∏
i
tr Φni e−Ntr V (Φ)
=
〈
N |
∏
i
(
Ψ†λˆniΨ
)|N〉 . (9.5)
where V =
∑
i≥2 giΦ
i and all but finitely many gi = 0. The proof of this identity uses the
orthogonal polynomial techniques, e.g. for the one-point function:
〈trΦn〉 =
∫ ∏
dλi∆
2(λi)(
∑
λni )
∏
i e
−NV (λi)
N !
∏
hi
=
N
N !
∏
hi
∫ ∏
dλi
(
detPj−1(λi)
)2
λn1
∏
i
e−NV (λi)
=
N
N !
∏
hi
(N − 1)!
N−1∑
j=0
∏
hi
hj
∫
dλ
(
Pj(λ)
)2
λn e−NV (λ)
=
N−1∑
j=0
〈ψj|λn|ψj〉 = 〈N |Ψ†λˆnΨ |N〉 .
(9.6)
Exercise.
a) Prove (9.5) for two point functions using the same steps as in (9.6).
b) Find a general proof of (9.5).
c) Show that the lattice loop operator (8.4) and resolvent may be realized in the
fermion formalism as
W (L) =
1
N
Ψ† eLλˆΨ
Wˆ (ζ) =
∞∑
n=0
ζ−n−1Ψ†λˆnΨ = Ψ†
1
ζ − λˆ
Ψ
(9.7)
9.2. Eigenvalue distributions
We will now justify some of the statements made in sec. 8.2 and indicate why the
lattice (and hence continuum) correlation functions are computable.
By Wick’s theorem, we can express all amplitudes in terms of the fermion two-point
function
KN (λ1, λ2) ≡ 〈N |Ψ†(λ1)Ψ(λ2)|N〉 . (9.8)
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Therefore, in order to define the double scaling limit we must study the N →∞ asymptotic
behavior of the kernel KN . As explained in sec. 6.2, matrix model correlation functions
have an asymptotic expansion in 1/N , and are obtained from the asymptotic expansion:
KN ∼
∑
j≥0
N1−jKj(λ1, λ2) (9.9)
The functions Kj have support on an interval
35 I which is independent of j. As a special
case, note in particular that the diagonal of this kernel is the eigenvalue density:
ρ(λ) = KN (λ, λ) . (9.10)
By (9.10) we may identify the interval I with support of the eigenvalue density in pertur-
bation theory.
Exercise. Eigenvalue Density
Show that ρ(λ) is the probability for finding an eigenvalue with value λ in a random
matrix ensemble described by V (λ). That is, show that it is the matrix expectation value
of
1
N
N∑
i=1
δ(λ− λi) . (9.11)
The easiest way to prove our assertions about the nature of the eigenvalue densities
proceeds by studying the correlation functions of the resolvent operators Wˆ (ζ). Note that
Wˆ (ζ) is only defined for ζ off the real axis since φ has real eigenvalues. Moreover, the
discontinuity of Wˆ (ζ) across the real axis is equal to the eigenvalue density.
Solving the quadratic equation we see that the roots of the polynomials define sev-
eral branch points for
〈
Wˆ (ζ)
〉
h=0
, and since ρ(λ) is the discontinuity of
〈
Wˆ (ζ)
〉
h=0
, the
support of the genus zero eigenvalue density must lie on an interval or finite union of
intervals.
35 In more complicated cases the support can be on unions of intervals.
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λ2
Fig. 17: The Wigner semicircle distribution.
Exercise. Derivation of the Wigner Distribution
As an example of an eigenvalue distribution, we consider the Gaussian matrix
model. The leading term in the large N asymptotics of the eigenvalue distribution is
the famous Wigner distribution
K1(λ, λ) =
1
4π
√
2− λ2 θ(2− λ2) , (9.12)
shown in fig. 17.
Derive the Wigner distribution from the “Schwinger–Dyson” equations of the ma-
trix model using the above procedure. First show that for the Gaussian potential we
have 〈
Wˆ (ζ)
〉
h=0
=
1
2
(
ζ −
√
ζ2 − 2
)
, (9.13)
and from this obtain the Wigner distribution (9.12).
The finiteness of the support of the kernels has important implications for the nonan-
alyticity in ζ. Consider for example the one-point function〈
Wˆ (ζ)
〉 ≡ 1
N
〈
tr
1
ζ − φ
〉
=
1
N
∫
dλ
K(λ, λ)
ζ − λ
∼
∑
χ
Nχ
∫
I
dλ
Kχ(λ, λ)
ζ − λ .
(9.14)
The nonanalytic dependence on ζ we are looking for comes from the contributions in
the λ integrals from the integrals near the edge of the support I of the eigenvalue distri-
bution. In the last expression we may take ζ real and ζ > ζc. We encounter nonanalytic
behavior as ζ hits the edge of the eigenvalue distribution.
Example: Let us verify the statements about analytic dependence on ζ in the example
of a Gaussian potential. Expanding ζ = ζc + δζ =
√
2 + δζ, or equivalently, expanding λ
around the edge of the eigenvalue distribution, we obtain a nonanalytic function of (δζ)1/2
corresponding (formally) to the one-loop amplitude
〈
W (ℓ)
〉
= ℓ−3/2.
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9.3. Double–Scaled Fermi Theory
More generally, to prove (9.9) and to investigate the scaling limit of K near the edge
of I more thoroughly, note that using the recursion relation
λψn =
√
rn+1 ψn+1 +
√
rn ψn−1 , (9.15)
we may write
〈N |Ψ†(λ1)Ψ(λ2)|N〉 =
N−1∑
n=0
ψn(λ1)ψn(λ2)
=
√
rN+1
ψN+1(λ1)ψN (λ2)− ψN+1(λ2)ψN (λ1)
λ1 − λ2 ,
(9.16)
and therefore we should study the scaling limit of the orthonormal wavefunctions them-
selves.
As discussed in sec. 8.2, the recursion functions rn[V ] have singular behavior as V → S.
Moreover, using the recursion relations for orthogonal polynomials, as elegantly summa-
rized in the statement [P,Q] = 1, the large n asymptotics determines a consistent ansatz
for the following behavior. If V
(m)
∗ (λ) is the mth multicritical potential, then we approach
criticality by taking the limit:
V = ea
2µ V
(m)
∗ a→ 0
n/N = 1− a2(z − µ)
Na2+1/m = κ−1
rn[V ]→ rc + a2/mu(z) .
(9.17)
The recursion relation (9.15) implies that if ψ has well-behaved limiting behavior near the
edge of the eigenvalue distribution λc,
ψn(λc + a
2/mλ˜)→ aθψ(z, λ˜) (9.18)
(here aθ is a normalization factor), then the ψ’s are eigenfunctions of the Lax operator:36
Qψ =
(
κ2 d2/dz2 − u(z, κ))ψ = λ˜ψ . (9.19)
The limiting form of ψ will be an eigenfunction of Q.37
36 In the theory of the KdV hierarchy, such functions are known as Baker-Akhiezer functions.
37 The eigenfunctions of Q are obtained by demanding appropriate asymptotic behavior in z
and λ, insuring convergence of integrals as z → ∞ and exponential decay of eigenvalue density
off the perturbative cut as λ→∞.
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Example. The Gaussian potential
We will work through in detail the fermionic formulation of the double scaling limit
for the simplest matrix potential of all, the Gaussian potential V (Φ) = Φ2. The Gaussian
potential corresponds to the so-called topological point or the (1, 2) point in the Lax
operator classification described in sec. 7.7. Perturbations about this point define the
correlation functions of topological gravity, described from the point of view of topological
field theory in [106].
t
1       2
Fig. 18: As λ→ λc, two stationary phase points coalesce at i/
√
2.
We now obtain the full asymptotics in 1/N of the contributions to (9.5) of the integrals
from the edge of the eigenvalue distribution. We do this first explicitly for the case of the
Gaussian potential. In the case of a gaussian matrix potential e−Ntrφ
2
, the orthonormal
wavefunctions are simply
ψn(λ) =
N1/4
2n/2π1/4
√
n!
Hn(
√
Nλ) e−Nλ
2/2 , (9.20)
where Hn is a Hermite polynomial, and has the integral representation
Hn(x) =
2n√
π
∫ ∞
−∞
dt (x+ it)n e−t
2
. (9.21)
Using the stationary phase approximation, one finds two stationary points for λ2 6= 2. For
λ2 < 2 we find an oscillatory function while for λ2 > 2, the wavefunction is zero to all
orders of the 1/N expansion. We are most interested in the behavior of the wavefunctions
for λ infinitesimally close to ±√2, the edge of the eigenvalue distribution. At this point, the
two stationary phase points coalesce as in fig. 18, and by simultaneously scaling N → ∞
and λ → λc =
√
2 one can obtain a well-defined limit whose asymptotics captures the
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contribution of the edge of the eigenvalue distribution to the entire perturbation series in
1/N . This simultaneous scaling is the fermionic version of the double scaling limit.
In detail, let
Na3 = κ−1 n/N = 1− a2z λ =
√
2(1 + a2λ˜) , (9.22)
and let a→ 0 holding z, κ, λ˜ fixed. Then we have
lim
a→0
a1/2ψn(λ) =
κ−1/6
π23/4
∫ ∞
−∞
dt eitκ
−2/3(λ˜+z)+it3/3
=
1
21/4κ1/6
Ai
(z + λ˜
κ2/3
)
.
(9.23)
That is, the double scaling limit of the Hermite functions of the Gaussian model are Airy
functions.38
λc
λ  − λc
Fig. 19: A magnified view of the eigenvalue distribution near the endpoint. Note
the nearby exponential falloff and squareroot growth far from the endpoint.
The edge of the eigenvalue distribution is at λ = 0, and is given by
ρ(λ) = (Ai′)2 − λκ−2/3(Ai)2 . (9.24)
From the asymptotics of Airy functions, we obtain the picture of the eigenvalue distribution
depicted in fig. 19. This completes our example of the Gaussian potential.39
38 The appearance of these functions is directly related to the Airy functions which play a key
role in the Kontsevich matrix model.
39 We could have deduced the connection to Airy functions more directly using the WKB
analysis of wavefunctions in a harmonic oscillator potential, but that argument does not generalize
to other orthogonal polynomials.
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Exercise.
Using the asymptotics of the Airy function, show that the double-scaled eigenvalue
density behaves like:
ρ(λ) ∼ π
4
λ1/4 e−
2
3κ
λ3/2 λ→ +∞
∼ π(−λ)1/2 λ→ −∞
(9.25)
Returning to the general case, we can use (9.18) to find the behavior of the fermion
two-point function in the region of interest, namely, the edge of the eigenvalue distribution.
It is just
K(λc + a
2/mλ1, λc + a
2/mλ2)→ a−2/mKcont(λ1, λ2) , (9.26)
where
Kcont =
∫ ∞
µ
dz ψ(z, λ1)ψ(z, λ2) . (9.27)
(To prove this, note that the continuum limit of the Darboux–Christoffel formula is
Kcont =
ψ(µ, λ1)
′ ψ(µ, λ2)− ψ(µ, λ2)′ ψ(µ, λ1)
λ1 − λ2 . (9.28)
Taking a derivative with respect to µ, we find ∂µKcont = −ψ(µ, λ1)ψ(µ, λ2), and integrat-
ing gives (9.27).) From these remarks we derive the main statement of double-scaled Fermi
theory:
The nonanalytic dependence on coupling constants in (9.5) comes from the contribu-
tions in the integrals over λ from the edge of the eigenvalue distribution. These contri-
butions in turn may be studied by using the double-scaled fermion field theory, i.e., the
theory of free fermions with expansion
ψˆ(λ) =
∫
dz a(z)ψ(z, λ) , (9.29)
where ψ(z, λ) is the orthonormalized eigenfunction of the Lax operator Q which is expo-
nentially decaying for λ→ +∞ and oscillatory for λ→ −∞. The free oscillators satisfy
a(z)|µ〉 = 0 (z < µ) a†(z)|µ〉 = 0 (z > µ)
{a(z), a†(z′)} = δ(z − z′) .
(9.30)
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In particular, continuum loop amplitudes are obtained from the double-scaled operator
creating macroscopic loops
W (ℓ) =
∫
dλ eℓλ ψˆ†ψˆ(λ) . (9.31)
Although we integrate λ over the entire real axis, in fact the Laplace transform converges.
A detailed study of the asymptotics of the Baker-Akhiezer functions shows that ψ de-
creases exponentially fast (as exp
(−λm+ 12 /κ)) off the region of perturbative support of
the eigenvalue density, and oscillates with an algebraically decaying envelope within the
region of support. On that region, the eigenvalue density grows algebraically and is Laplace
transformable.
10. Loops and States in Matrix Model Quantum Gravity
10.1. Computation of Macroscopic Loops
We now use the fermion formalism to calculate macroscopic loop amplitudes in the
one-matrix model. Beginning with the one-loop amplitude we insert (9.31) to get one of
the beautiful results of [104],40
〈
W (ℓ)
〉
= κ+ +κ−1 κ 3 + . . .
=
∫ ∞
−∞
dλ eℓλ 〈µ|ψ†ψ(λ)|µ〉 =
∫ ∞
−∞
dλ eℓλ
∫ ∞
µ
dz ψ(z, λ)2
=
∫ ∞
µ
dz
〈
z|eℓQ|z〉 .
(10.1)
Similarly, the connected amplitude for two macroscopic loops is easily shown to be [104]
〈
W (ℓ1)W (ℓ2)
〉
= + + + . . .κ 2 κ 4
=
∫ ∞
µ
dx
∫ µ
−∞
dy
〈
x|eℓ1Q|y〉 〈y|eℓ2Q|x〉 .
(10.2)
40 Notice that this is valid only when the Lax operator has a continuous spectrum. This criterion
can be used to select boundary conditions on the physically appropriate solutions to the string
equation: for example, it selects the solutions first isolated in [118].
113
The formulae (10.1) and (10.2), while elegant, do not make manifest the physics of
the models we are discussing. To address this problem, we examine these formulae at
genus zero. Since κ counts loops, we can regard the expectation value in (10.1) as a
“quantum-mechanical” expectation value, with κ playing the role of h¯, and obtain the
genus zero approximation to the loop formulae as follows. Using the Campbell–Baker–
Hausdorff formula to separate exponentials of pˆ2 and u, and then inserting a complete set
of eigenfunctions
〈p|x〉 ≡ 1√
2πκ
eipx/κ , (10.3)
we obtain
〈
W (ℓ)
〉
h=0
=
∫ ∞
µ
dz
〈
z|e−ℓpˆ2 e−ℓu|z〉 = 1
2πκ
∫ ∞
µ
dz
∫ ∞
−∞
dp e−ℓp
2
e−ℓu
=
1
2
√
πκℓ1/2
∫ ∞
µ
dz e−ℓu .
(10.4)
Let us consider this formula first for the case of pure gravity. If we wish to calculate the
expectation value of a loop with the cosmological constant inserted, we take a derivative
with respect to µ to bring the operator down from the action, yielding〈
W (ℓ)
∫
eγφ
〉
=
1
2
√
πκℓ1/2
e−ℓu(µ) . (10.5)
In pure gravity, the string equation is the Painleve´ I equation (7.17):
u2 − κ
2
3
u′′ = z , (10.6)
and the genus zero equation becomes simply u(z) = z1/2. The matrix model result for the
wavefunction of the cosmological constant is thus
ℓ V
=
〈
W (ℓ)
(10.7)
precisely as expected from the continuum theory (e.g. sec. 4.3).
Exercise. Spectrum of 2D Gravity
Using the KPZ formula (4.6), show that the spectrum of numbers ν in the WdW
equation (4.7) for the case of pure gravity is ν = νj = j +
1
2
, j ≥ 0.
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More generally, we may calculate the one macroscopic loop amplitude for general
perturbed (2, 2m− 1) models coupled to gravity along the following lines. The genus zero
limit of the string equation (7.43) can be written
∑
j≥0
tj u
j = 0 . (10.8)
(Note µ = −t0. Recall that the tj describe the coupling to the various scaling operators
and if the largest nonvanishing tj has j = m, we are describing 2D gravity coupled to the
(2, 2m− 1) minimal model.) Using (10.8), can explicitly evaluate the loop amplitude as
〈
W (ℓ)
〉
h=0
=
1
κℓ1/2
∫ ∞
−t0
dx e−ℓu(x;ti) =
1
κℓ1/2
∫ ∞
u
dy
( ∞∑
j=1
j tj y
j−1)e−ℓy
=
1
κℓ
∞∑
j=1
j tj u
j−1/2 ψj−1(ℓ˜) ,
(10.9)
where
ψj(x) ≡ j! x−j−1/2(1 + x+ x2/2! + · · ·xj/j!) e−x , (10.10)
and ℓ˜ ≡ uℓ. (We assume here that all but finitely many tj are nonzero.) The relation of
these amplitudes to the Bessel functions of the continuum theory is less evident than in
(10.7) and will be explained in sec. 10.3 .
Similarly, we can study the genus zero approximation to the propagator as
〈
W (ℓ1)W (ℓ2)
〉
h=0
=
e−(ℓ1+ℓ2)u√
ℓ1ℓ2κ2
∫ ∞
−t0
dx
∫ −t0
−∞
dy e−(x−y)
2(ℓ1+ℓ2)/(4κ
2ℓ1ℓ2)
= 2
√
ℓ1ℓ2
e−u(µ)(ℓ1+ℓ2)
ℓ1 + ℓ2
.
(10.11)
Exercise.
Prove (10.11) by inserting (10.3) into (10.2). Similarly, try to prove
〈
W (ℓ1)W (ℓ2)W (ℓ3)
〉
= 2
∂u
∂t0
√
ℓ1ℓ2ℓ3 e
−u(ℓ1+ℓ2+ℓ3) . (10.12)
(We will prove this more efficiently below.)
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10.2. Loops to Local Operators
By shrinking the loops we can obtain correlation functions of the local operators.
This intuition comes from the critical string example discussed in chapt. 1 and from the
expression for the matrix model loop operator (8.4) which is manifestly an expansion in
local operators.
In eq. (7.44), we saw that in the matrix model there are scaling operators σj ∝ Kj−1/2+
scaling like eαjφ with αj/γ =
1
2(m− j), j = 0, 1, . . . . According to (3.88), the macroscopic
loop operator has an expansion as in (3.87),
W (ℓ) =
∑
j≥0
ℓj+
1
2σj . (10.13)
Exercise. Exponents
Use the result (3.88) to verify the expansion (10.13) using the fact that for pure
gravity we have Q/γ = 5/2 and αj/γ = 1− j/2, j = 0, 1, . . ..
As we have already discussed in the context of semiclassical Liouville theory, the
expansion (10.13) is not strictly true and must be treated with care. As we see from
(10.9), there can be negative powers of ℓ in the small ℓ expansion of loop correlators. In
sec. 3.11, we showed that the ℓ → 0 behavior of loop amplitudes must satisfy certain
rules which imply that one can unambiguously extract the correlators of local operators.
The rules of sec. 3.11 are confirmed by explicit matrix model computations. For example,
notice that (10.9) can be written as
〈
W (ℓ)
〉
h=0
=
m∑
j=0
j! tj
1
ℓj+
1
2
+
∑
n≥0
ℓn+
1
2
Γ(n+ 3
2
)
〈σn〉 . (10.14)
The divergent terms in ℓ are indeed analytic in the coupling constants. Similarly, notice
that (10.11, 10.12) are smooth as any looplength goes to zero. In general, with the rules
(1) and (2) from the end of sec. 3.11 in mind, we can extract correlation functions of local
operators by shrinking macroscopic loops.
Exercise.
Using (10.12), calculate 〈σn1σn2σn3〉.
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Exercise. The general amplitude
Using rules (1) and (2) and the genus zero KdV flow equations, we will prove that
〈 n∏
i=1
W (ℓi)
〉
=
∏
ℓ
1/2
i
(
∂
∂t0
)n−3
e−u·
∑
ℓi . (10.15)
For example, to prove the three macroscopic loop formula proceed as follows:
〈
W (ℓ1)W (ℓ2)W (ℓ3)
〉
=
∞∑
n=0
ℓ
n+1/2
1
〈
σnW (ℓ2)W (ℓ3)
〉
=
∞∑
n=0
ℓ
n+1/2
1
∂
∂tn
〈
W (ℓ2)W (ℓ3)
〉
= −2
√
ℓ2ℓ3 e
−u(ℓ2+ℓ3)
∞∑
n=0
(−1)n+1 ℓ
n+1/2
1
n!
∂u
∂t0
= 2
∂u
∂t0
√
ℓ1ℓ2ℓ3 e
−u(ℓ1+ℓ2+ℓ3) .
(10.16)
In the last line we may obtain the ℓ dependence immediately since the amplitude must
be totally symmetric in ℓ1, ℓ2, ℓ3. Give a complete proof of (10.15) along these lines by
induction.
This formula was first discovered in [119] from a different point of view and then
rediscovered in [36]. The strange fact that the amplitude is essentially only a function
of the sum of the loop lengths has never been given a simple explanation.
10.3. Wavefunctions and Propagators from the Matrix Model
Let us finally match the expectations of sec. 4.3 above, specifically the Bessel function
behavior of wavefunctions, with the results of the matrix model computations of sec. 10.1.
At first the results appear to be very different but this turns out to be a matter of working
in two different bases.
One quick way to see this is to use the Gegenbauer addition formula to expand the
genus zero propagator (10.11) in terms of Bessel functions41
√
ℓ1ℓ2
e−u(ℓ1+ℓ2)
ℓ1 + ℓ2
= θ(ℓ2 − ℓ1)
∞∑
j=0
(−1)j(2j + 1) Ij+ 12 (ℓ1u)Kj+ 12 (ℓ2u) + [1↔ 2] . (10.17)
41 Although we have pulled this identity out of a hat, it is quite natural. The Yukawa potential
in three spatial dimensions, which is the Green’s function for the Helmholtz operator ∇2 − µ,
is just e−µ|r1−r2|/|r1 − r2|. This Green’s function may be expanded in partial waves and the
Gegenbauer addition theorem amounts to that expansion.
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This suggests that instead of the local operator expansion (10.13), we use a different
expansion
W (ℓ) =
∑
j≥0
ℓj+
1
2 σj = 2
∞∑
j=0
σˆj(−1)j(2j + 1)
I
j+
1
2
(ℓu)
uj+1/2
. (10.18)
That is, instead of expanding the loop in terms of the functions ℓ1/2, ℓ3/2, ℓ5/2, . . . , we use
the basis functions I1/2, I3/2, . . . . Using the properties of I, we see that this change of basis
is upper triangular and hence the operators σˆj are related to σj by an upper triangular
transformation whose coefficients are analytic functions of u2.
Since we isolate continuum contributions from nonanalytic dependence on couplings
like µ, we must not mix operators with coefficients that are nonanalytic in µ. Conversely,
we are always free to make redefinitions involving coefficients which are analytic in µ. Since
the critical exponents αj/γ are rational, there can be operator mixing, and hence there is
no unique definition of scaling operators. In order for the change of basis (10.18) to satisfy
this rule, u2 must be an analytic function of the couplings tk. One way this can happen is
by considering perturbations around the pure gravity point where u2 = 2µ.42
The wavefunctions of the operators σˆj are given by shrinking one of the loops,
〈σˆjW (ℓ)〉 = uj+ 12Kj+ 12 (uℓ) , (10.19)
in complete agreement with the Euclidean on-shell wavefunctions of sec. 4.3! Thus we have
actually done better than we had any right to expect, the minisuperspace approximation
to the wavefunctions turned out to be exact for these boundary conditions.
In the theory of a particle, the propagator was written in terms of on-shell and off-shell
states as in (5.6) above. Similarly here we may write the matrix model propagator in a
way which nicely summarizes the spectrum of the theory
〈
W (ℓ1)W (ℓ2)
〉 ≡ ∫ ∞
0
dE
2π
G(E)ψE(ℓ1)ψE(ℓ2) , (10.20)
where
G(E) =
∞∑
j=0
(−1)j(2j + 1)
E2 + (j + 12)
2
=
π
coshπE
. (10.21)
42 More generally, one should look at the so-called “conformal backgrounds,” which, as argued
in [36], are the precise matrix model couplings corresponding to a tensor product with a conformal
(2, 2m−1) model. An understanding of these backgrounds was needed to resolve certain paradoxes
about one- and two-point functions in 2d gravity [36].
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It is extremely interesting to note that — even for pure gravity — the third quantized
universe propagator is not the naive minisuperspace Wheeler–DeWitt propagator (5.20).
In particular the ultraviolet behavior of the propagator (in E) is completely different from
the naive propagator (5.20). For example, the 1/E2 behavior in the ultraviolet becomes
e−πE behavior. Our understanding of why this is so is incomplete. (Part of the story is
explained in the next section.)
In general, we can decompose amplitudes as〈
W (ℓ1) · · ·W (ℓn)
〉
=
∫ ∏
i
dEi ψEi(ℓi) A(E1, . . . , En) , (10.22)
which (in the case of the four-point amplitude) we depict as
ℓ1
ℓ4
ℓ2
ℓ3
=
∫ ∏
i
d
By shrinking ℓi to zero we get an expansion in terms of local operators. Alternatively, and
equivalently, by doing the integral over the Ei we pick up residues corresponding to the
Euclidean on-shell states. A similar picture emerges for all the multicritical points. The
following exercise carries this out in detail for the Ising model.
Exercise. The Ising Model
The Ising model has a ZZ2 symmetry flipping up spins for down, which, in the
matrix model formulation described in sec. 7.5 is exchange of U ↔ V . Letting W±(ℓ)
denote the ZZ2 odd/even loop operators show that〈
W±(ℓ1)W±(ℓ2)
〉
= ±
∑
j,±
(j + 1/3) Ij+1/3(2
√
µℓ1)Kj+1/3(2
√
µℓ2)
∓
∑
j,∓
(j + 2/3) Ij+2/3(2
√
µℓ1)Kj+2/3(2
√
µℓ2) .
(10.23)
By summing the infinite series, show that
G(E,±) = 2π(eπE ± 1 + e−πE) sinhπE
sinh 3πE
. (10.24)
Remark: We have shown that the wavefunctions
〈
σW (ℓ)
〉
satisfy a linear WdW equa-
tion. On the other hand, from the Schwinger–Dyson equations (8.18) and their continuum
analogs, we see that
〈
W (ℓ)
〉
itself satisfies a nonlinear equation. A precise understanding
of the relation of these has never been given (except in special cases [120]). This is an
interesting problem for the future.
119
Fig. 20: Two loops on a continuum surface collide.
10.4. Redundant operators, singular geometries and contact terms
One important and not generally discussed issue is the contribution of singular geome-
tries to the path integral. In the case of macroscopic loop amplitudes, there are geometries
in which loops collide to make figure-eights as in fig. 20, and as well more complicated ge-
ometries. Our understanding of the contributions of these geometries is very incomplete,
but there is plenty of evidence that such terms are responsible for several peculiarities of
the matrix model answers (e.g. the cosh propagator discovered above) and perhaps lie
at the heart of a geometrical understanding of the Lian–Zuckerman states. See also the
discussion at the end of sec. 11.4 below.
11. Loops and States in the c = 1 Matrix Model
11.1. Definition of the c = 1 Matrix Model
There are several approaches to defining a matrix model for gravity coupled to c = 1
matter. The most direct method is the discretization of the Polyakov path integral for a
one-dimensional target space,
Zqg(κ, g) =
∑
Λ
κ2h−2 g|Λ|
V∏
i=1
∫
dXi e
−∑〈ij〉 L(Xi −Xj) ,
(11.1)
where |Λ| is the number of vertices on the lattice Λ which is summed over Euler character
2 − 2h, and the nearest neighbor interaction L(Xi −Xj) between the bosonic fields Xi,j
at vertices i, j is summed over links 〈ij〉 between vertices.
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The asymptotic expansion in κ of the partition function (11.1) can be equivalently
generated43 from an integral over N ×N matrices,
Z(N ; g) = ln
∫
DΦ e
−Ng−1 tr[∫ dX dY 12Φ(X)G−1(X − Y ) Φ(Y ) + ∫ dX V (Φ(X))] ,
(11.2)
where Φ(X) is an N × N hermitian matrix field, V is a polynomial interaction of some
fixed order, and the propagator G(X) = exp−L(X). g is a loop counting parameter, and
therefore counts the number of vertices in the dual graph (identified with the area of the
lattice). As in sec. 6.1, the coefficient of Nχ in an expansion of Z in a powers of N2 gives
the sum of all connected Feynman diagrams with Euler character χ. As functions of g,
these coefficients are all singular at a critical coupling gc where the perturbation series
diverges. The continuum limit can be extracted from the leading singular behavior as
g → gc, a limit which emphasizes graphs with an infinite number of vertices.
Taking L(Xi − Xj) = (Xi − Xj)2 in (11.1) leads to the continuum limit form∫
d2ξ
√
g gab(∇aX)(∇bX), thus providing a standard discretization of the Polyakov string
[2] embedded in one dimension. This quadratic choice corresponds to a gaussian propaga-
tor, G(X) ∼ exp(−X2), in the matrix model (11.2). In momentum space, the leading small
momentum behavior of the gaussian formG−1(P ) ∼ expP 2 coincides with that of the Feyn-
man form G−1(P ) ∼ 1+P 2, which corresponds in position space to G(X) = exp(−|X |). As
argued in [9], this substitution (corresponding to L(Xi−Xj) = |Xi−Xj |, with continuum
form |gab ∂aX ∂bX |1/2), should not affect the critical properties (e.g. critical exponents).
Due to the ultraviolet convergence of the model, only its short distance, i.e. non-universal
behavior, is affected.44 For the same reason, continuum answers should only depend on the
universality class of the potential V , the necessary conditions for which will be discussed
below. For now we simply require V (φ) to go to +∞ for φ→ ±∞ in order that (11.2) is
well-defined.
For the latter choice of propagators, i.e. the Feynman propagator, after rescaling Φ
we can write (11.2) as
Fmm(N ; g, V ) ≡ lim
T→∞
T−1 ln
(∫
DΦ(X) e
−N ∫ T
0
dX tr(Φ˙2 + g−1V (
√
gΦ)))
. (11.3)
43 Note that this matrix model construction works equally well for bosons Xµ, µ = 1, . . . , D, to
generate strings embedded in D dimensions. For D > 1, however, the matrix model representation
is no longer solvable.
44 Indeed we will see that energies of order ǫ ∼ 1/N dominate the continuum limit.
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Using Feynman diagrams to obtain the large N asymptotics of the function Fmm, we write
(as in (11.1))
F(N ; g, V )mm ∼
∑
Λ
N2−2hg|Λ|
∫
dXi
∏
〈ij〉
e−|Xi−Xj | , (11.4)
The quantum mechanical model (11.3) was solved to leading order in large N in [82].
Interpreting the solution as the partition function (11.4) of 2d gravity on a genus zero
worldsheet coupled to a single gaussian massless field, it was shown in [9] that the string
susceptibility exponent, defined by the leading singular behavior Z(g) = (gc − g)2−Γstr ,
satisfies Γstr = 0, in agreement with the continuum prediction of [33]. The emergence
of such physically reasonable answers in the continuum limit supports the assumption of
universality with respect to the choice of propagator.
We will now study the continuum limit of the integral (11.3) to confirm and extend
the above discussion.
11.2. Matrix Quantum Mechanics
From general principles, we see that (11.3) is simply the ground state energy for the
quantum mechanics of an N ×N matrix, and was analyzed from this point of view in [82].
The reduction to free fermions can be established quickly using a path integral argu-
ment given in [86]. In the matrix quantum mechanics, we can discretize the time coordinate
X → Xi and then pass to the action
S = N
∑
i
trΦ(Xi) Φ(Xi+1) +
∑
trV
(
Φ(Xi)
)
. (11.5)
We now analyze the model as a matrix chain model as in sec. 7.6, diagonalizing
Φ(Xi) = Ωi Λi Ω
−1
i , (11.6)
where Λi = Diag(λ1(Xi), . . . λN (Xi)). The Vandermonde determinants all cancel except
for the first and last. Taking the time lattice spacing to zero, we are left with a path
integral for N quantum mechanical degrees of freedom λi(t),
Fmm(N ; g, V ) ≡ lim
T→∞
T−1 log
(∫ N∏
i=1
Dλi(t)∆(λi(0))∆(λi(T ))
· e−N
∫ T
0
dx
∑
N
i=1
(
λ˙2i+g
−1V (
√
gλi)
))
.
(11.7)
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Thus we are studying the quantum mechanics of N free fermions moving in a potential
g−1V (λ
√
g) with Planck’s constant equal to h¯ = 1/N ,
Fmm(N ; g, V ) ≡ 1
h¯
Eground = N
N∑
i=1
ǫi(h¯ = 1/N ; g, V ) , (11.8)
where (
− 1
2N2
d2
dλ2
+
1
g
V (λ
√
g)
)
ψi = ǫiψi . (11.9)
To define the double scaling limit we must:
1) Compute the asymptotic expansion as N →∞,
Fmm ∼
∑
N2−2hFh(g, V ) . (11.10)
2) Isolate the leading singular behavior of Fh as g → gc.
3) Determine the scaling variable and scaling functions as g → gc and N →∞.
λ
(λ)V
Fig. 21: Generic potential with quadratic maximum at λ = 0.
We begin by studying the function F0(g, V ) corresponding to genus zero surfaces.
The potentials of interest are polynomials that have a quadratic maximum. We place this
maximum at λ = 0 and shift V so that V (0) = 0, so that V might look as in fig. 21. To
fix ideas, one can take
V (λ) = −1
2
λ2 +
1
4
λ4 , (11.11)
but it is important to note that the results hold for a large class of potentials, thus providing
evidence that we are calculating true continuum results and not lattice artifacts.
Since h¯ = 1/N in our problem, the function F0 can be calculated as the leading term in
a semiclassical expansion using the WKB approximation. Classically the energy becomes
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continuous and particle states are specified by points in fermion phase space (λ, p). By
the Pauli exclusion principle, we can put at most one fermion in each volume element of
area 2πh¯ in phase space. At the same time we are putting O(1/h¯) distinct particles into
the sea, so the sea covers a region of area O(1). In the classical limit, the state described
by the Fermi sea of the free fermions is thus a region in phase space. By the Liouville
theorem, the time evolution of the system preserves the area of this region, so we may
think of the region as a fluid in phase space. We will return to this picture in chapters 12
and 13 below. The fluid has a total area determined by the Fermi level, which is in turn
fixed by the total number of fermions,
N =
∫
dp dλ
2πh¯
θ(ǫF − ǫ) , (11.12)
implying that
1 =
∫
dp dλ
2π
θ(ǫF − ǫ) , (11.13)
where
ǫ(p, λ) = 12p
2 +
1
g
V (g
√
λ) .
Thus, we require that the fluid have total area one. The total energy is
Eground =
∫
dp dλ
2πh¯
ǫ θ(ǫF − ǫ) , (11.14)
which implies
F0(g;V ) =
∫
dp dλ
2π
ǫ θ(ǫF − ǫ) . (11.15)
Eq. (11.13) determines the Fermi level ǫF as a function of g, and then (11.15) determines
F0(g;V ).
λ
p
−
2
g
2
g
Fig. 22: Level curves in phase space. Filled Fermi levels are shaded.
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To see how singularities of F0 can arise, let us consider the specific potential (11.11)
for which
ǫ(p, λ) =
1
2
p2 − 1
2
λ2 +
1
4
gλ4 . (11.16)
Level curves for ǫ are plotted in fig. 22. At small values of g, the lattice expansion (11.4)
(at fixed topology) converges. To define the continuum limit, we look for the leading
singularity in F0 due to the singularity in g closest to the origin. In general, as we vary
g the region of unit area defined by (11.13), and hence the weighted area (11.15), vary
analytically. As we tune g from small values (as in fig. 22) to large values, however, g
passes through a value of order 1 where the ǫ = 0 line surrounds the unit area. At this
juncture the shape of the Fermi sea equipotential changes discontinuously, resulting in
nonanalytic behavior in F0. Thus we are interested in the limit g → gc, where gc is defined
by equating the Fermi level ǫF with the top of the quadratic maximum (= 0 here by
convention).
(λ)p+
(λ)
−
p
λ
Fig. 23: Blowup near origin of fig. 22.
From the above discussion, it is (intuitively) clear that the nonanalytic part of the
integrals (11.13, 11.15) comes from the crossing region λ, p ∼ 0, and blowing up this region
gives the picture in fig. 23. The singular dependence of F0 can therefore be determined by
F0 = 2
∫ λ2
λ1
dλ
2π
(1
6
(p3+ − p3−) + (−12λ2 +
g
4
λ4)(p+ − p−)
)
=
2
π
∫
√−2ǫF
dλ
(1
3
(ǫF +
1
2λ
2)− 12λ2 +
g
4
λ4
)√
λ2 + 2ǫF + · · ·
=
1
π
(
ǫ2F +
1
4
ǫ3F g
)
log(−ǫF ) + · · · .
(11.17)
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Here λ1,2 are the two turning points, p± define the upper and lower branches of the Fermi
surface, the first line is exact, and the terms omitted in the subsequent lines are analytic in
g and ǫF . Since the critical value for g is of order one, we immediately obtain the leading
nonanalytic behavior as g → gc as45
F0 = ǫ2F log(−ǫF ) + · · ·
N2F0 = µ2 logµ+ · · · ,
(11.18)
where
µ ≡ −NǫF , (11.19)
and the ellipsis in the second line of (11.18) indicates terms which are analytic or less
singular in µ. (In particular, we can write logµ rather than log(−ǫF ) in (11.18) since the
difference is just an analytic piece µ2 logN .)
Exercise. Doing the integrals
For the specific example (11.16), all the integrals can be done explicitly in terms of
elliptic functions. Perform these integrals and verify the statements about nonanalytic
dependence from the exact results.
Four important remarks:
1) From the above derivation, it is clear that the critical properties are independent of
the detailed form of V and depend only on the existence of a quadratic maximum.
2) The result (11.18) suggests that it is µ and not any power of gc − g that should be
taken as the scaling variable. This is indeed the case as we will confirm in the next
section. Thus the double scaling limit is defined by varying g so that µ = −ǫF (g)N is
held fixed. The free energy in this limit takes the form
F(N, g(N), V )→ F(µ) . (11.20)
This definition of the c = 1 double scaling limit was given in [86–89].
3) The relation between the bare cosmological constant g and the scaling variable −ǫFN
is subtle. We can obtain this relation, at tree level, from the relation (11.13):
1 = 2
∫ λ2
λ1
dλ
2π
(p+ − p−) = 2
π
∫
√−2ǫF
dλ
√
ǫF +
1
2
λ2 + · · · . (11.21)
45 We have made a constant rescaling to eliminate irrelevant numerical factors.
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Evaluating the singular part of the integral gives
g − gc ∼ (−ǫF ) log(−ǫF ) + · · · . (11.22)
Historically, the peculiar relation (11.22) between the “bare” cosmological constant
and the scaling variable caused a great deal of confusion. (For a discussion, see [15].)
Unlike (7.18), a very complicated function of g − gc multiplies N to form the scaling
variable κ that is held fixed in the double scaling limit. An interpretation of this
result directly from the continuum spacetime point of view has been given in [75], and
we shall reinterpret this understanding in terms of macroscopic loop field theory in
sec. 11.6 .
4) Multicritical c = 1 Theories. At c < 1 one discovers an enormous space of multicritical
points. At c = 1 this has not been as extensively investigated, although some results
may be found in [87]. While the spacetime interpretation of these theories remains
unclear, there is evidence that perturbations of the conventional c = 1 theories by
special state operators flow to these points. The reason is that the matrix model
defines flows by operators ψ†λrψ which yield the above multicritical behavior. As
discussed below, these operators seem to be related to the special states.
11.3. Double-Scaled Fermi Field Theory
Let us now turn to fermionic quantum mechanics and investigate to all orders of
perturbation theory. Formulated in terms of a fermionic quantum field theory, the theory
has the action
S = N
∫ ∞
−∞
dX dλ Ψˆ†
(
−i d
dX
+
d2
dλ2
+
1
g
V
(
λ
√
g
))
Ψˆ , (11.23)
and lattice Fermi operators
Ψˆ(λ,X) =
∞∑
i=1
aǫ(εi)ψ
ǫ(εi, λ;V ) e
−iεiX . (11.24)
The wavefunctions ψǫ(εi, λ;V ) are eigenfunctions of the Schro¨dinger equation (11.9), and
we may take the potential V to be symmetric since it effectively becomes so in the double-
scaling limit. Thus we also have an index ǫ = ± which refers to the parity of the wavefunc-
tion, and a repeated ǫ index will indicate a sum over parity states. The a’s anticommute
and satisfy {aǫ(εi), a†ǫ′(εj)} = δij δǫ,ǫ′ . The Fermi sea |N〉 is defined as usual.
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As we have seen from the tree-level analysis, the singular terms in F come from the
behavior of the theory for λ ∼ O(N−1/2) and ǫ ∼ O(1/N). Thus we scale equation (11.9)
by setting λ = λ˜/
√
2N and ǫi = −ε/N , so that (11.9) becomes
( d2
dλ˜2
+
λ˜2
4
+O(N−1/2)
)
ψi = εψi . (11.25)
All the details of V are in the O(N−1/2) piece and what remains is the parabolic cylinder
equation. (See appendix A.) Two consequences of this are:
1) The density of states at the Fermi level can be calculated to all orders of pertur-
bation theory. The WKB matching of the parabolic cylinder function (valid at the tip of
the potential) to the WKB functions (valid in the other regions of λ) involves the large λ˜
asymptotics of the cylinder function. Matching the phases, we find from the asymptotic
formula (A.6) for the behavior of the parabolic cylinder function that the quantization
condition Φ(εn+1)− Φ(εn) = π implies that
ρ(ε) ≡ ∂n
∂ε
=
1
π
Φ′(ε) = − 1
2π
Reψ( 1
2
+ iε) , (11.26)
where ψ(x) = ddx log Γ(x) is the digamma function. Identifying the density of states with
a second derivative of the free energy, we confirm the double scaling procedure mentioned
at the end of the last section. In particular, the semiclassical expansion of ρ is
ρ(ε) =
1
2π
(
− ln ε+
∞∑
m=1
(22m−1 − 1) |B2m|
m
( h¯
2ε
)2m)
, (11.27)
where the B2m are Bernoulli numbers. This expansion shows that indeed NǫF is the
correct scaling variable and justifies the definition of the double scaling limit in (11.20).
2) We expect that, just as in the one matrix model studied in the sec. 9.3, the
wavefunctions themselves have N →∞ limits in terms of δ-function normalized parabolic
cylinder functions, independent of the details of V :
ψǫ(−ε/N, λ/
√
2N ;V )→
(
2πN1/2
logN
)1/2
ψ±(ε, λ˜) (11.28)
where the wavefunctions ψ±(ε, λ˜) are given in (A.1, A.2). The prefactor takes proper
account of the normalizations of the wavefunctions and can be verified by putting a non-
universal wall at distance O(1) from the maximum. Thus, as in the one-matrix model, we
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may take the double scaling limit of the fermion operator by first defining an operator ΨˆN
with a smooth N →∞ limit,
ΨˆN (λ, x) ≡ 1
(2N)1/4
Ψˆ
( λ√
2N
,Nx
)
, (11.29)
where we have substituted x = X/N .46 We now rescale
aǫ(εi)→ aǫ(ν)(
1
π
log
√
2N
)1/2 , (11.30)
so that in the N →∞ limit we have
ΨˆN (λ, x)→ ψˆ(λ, x) =
∫
dν eiνx aǫ(ν)ψ
ǫ(ν, λ) , (11.31)
where ψǫ(ν, x) are normalized as in appendix A (eqns. (A.1, A.2)). The vacuum of the
double scaled field theory is defined by
aǫ(ν)|µ〉 = 0 ν < µ
a†ǫ(ν)|µ〉 = 0 ν > µ ,
(11.32)
where the Fermi level µ is as in (11.19).
11.4. Macroscopic Loops at c = 1
The discussion of macroscopic loop operators given in chapters 8 and 9 above continues
to hold at c = 1 with some minor modifications [90]. We now wish to compute the
continuum limit of the macroscopic loop operator
Wlattice(L, q) =
∫
dX eiqX tr eLΦ(X) →
∫
dλ dx eiqx ψ†ψ(λ, x) eλℓ = Wcont(ℓ, q) . (11.33)
In particular, the boundary condition on the loop is of Dirichlet type, x(σ) = x.
A subtlety that arises is that the eigenvalue density is concentrated on both sides of
the quadratic maximum, or, in double-scaled coordinates, on (−∞,−2√µ ] ∪ [2√µ,∞).
This means there are two (perturbatively) disjoint “worlds” and we cannot simultaneously
46 Note that in this chapter we have used X to denote the lattice target space coordinate and
in what follows we use x to denote the continuum target space coordinate, in minor conflict with
the notation of chapt. 5 in which X denoted the continuum target space coordinate.
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Laplace transform the eigenvalue density with respect to both. We can get around this dif-
ficulty by using a technical trick. We compute amplitudes instead for the Fourier transform
with respect to λ,
ψˆ† eizλˆ ψˆ ≡
∫ ∞
−∞
dλ ψˆ†(λ, x) eizλ ψˆ(λ, x)
M(zi, xi) ≡
〈
ψˆ† eiz1λˆψˆ · · · ψˆ† eiznλˆψˆ〉 . (11.34)
We will find that the answer naturally splits into two pieces. In the first piece we
may continue z → iℓ in the upper half plane to obtain a convergent answer. This analytic
continuation makes no sense in the second piece, but there we can analytically continue
z → −iℓ in the lower half plane. We interpret the two pieces as the contributions of the
two “worlds” defined by the two eigenvalue cuts. Focusing on either contribution, we can
define macroscopic loop amplitudes for real loop lengths. This rather strange reasoning
can be checked in various ways. At the level of tachyon correlation functions, for example,
the techniques of chapt. 13 make it possible to calculate even if we put an infinite wall at
λ = 0, rendering ψ† e−ℓλψ rigorously well-defined. The resulting amplitudes agree to all
orders.
Now we describe the calculation of the amplitudes M(zi, qi). The Euclidean Green’s
functions of the eigenvalue density ρ = ψ†ψ(λ, x), where x is the “time” dimension of the
c = 1 matrix model, are defined by
GEuclidean(x1, λ1, . . . , xn, λn) ≡ 〈µ|T
(
ψˆ†ψˆ(x1, λ1) · · · ψˆ†ψˆ(xn, λn)
)
|µ〉c
GEuclidean(q1, λ1, . . . qn, λn) ≡
∫ ∏
i
dxi e
iqixi G(x1, λ1, . . . xn, λn) .
(11.35)
Since the fermions are noninteracting, these Green’s functions may be written in terms of
the Euclidean fermion propagator,
SE(x1, λ1; x2, λ2) = e
−µ∆x
∫ ∞
−∞
dp
2π
e−ip∆x I(p, λ1, λ2) , (11.36)
where I is the resolvent for the upside-down oscillator Hamiltonian H = 12p
2 − 18λ2, or,
more generally, for a Hamiltonian H = 12p
2+ V (λ) with the potential tuned in the scaling
region to differ from exact quadratic behavior. In particular, for q > 0,
I(q, λ1, λ2) =
(
I(−q, λ1, λ2)
)∗
= 〈λ1| 1
H − µ− iq |λ2〉 . (11.37)
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Using Wick’s theorem, we evaluate (11.35) as a sum of ring diagrams and thereby
obtain the integral representation for the eigenvalue correlators
GEuclidean(qi, λi) =
1
n
∫ n∏
i=1
dqi
2π
e−iqixi
∑
σ∈Σn
∏
SE(xσ(i), λσ(i); xσ(i+1), λσ(i+1))
=
1
n
δ(
∑
qi)
∫ ∞
−∞
dq
∑
σ∈Σn
n∏
k=1
I(Qσk , λσ(k), λσ(k+1)) ,
(11.38)
where Qσk ≡ q + qσ(1) + · · ·+ qσ(k) , and the sum is over the permutation group Σn.
We can now obtain the formula for loop amplitudes as follows. The resolvent of the
upside down oscillator may be given the integral representation:
〈λ1| 1
H − ζ |λ2〉 = −i
∫ −ǫ∞
0
ds e−isζ
1√
4πi sinh s
exp
i
4
(λ21 + λ22
tanh s
− 2λ1λ2
sinh s
)
, (11.39)
where ǫ = sgn(Im ζ). Therefore, the calculation of (11.34) reduces to the evaluation of a
gaussian integral with the result
∂
∂µ
M(zi, qi) =
1
2
in+1δ(
∑
qi)
∑
σ∈Σn
∫ ∞
−∞
dξ
eiµξ
| sinh ξ/2|
∫ ǫ1∞
0
ds1 · · ·
· · ·
∫ ǫn−1∞
0
dsn−1 exp
(
−
n−1∑
k=1
skQ
σ
k
)
exp
( i
2
coth(ξ/2)
∑
z2i
)
· exp
(
i
∑
1≤i<j≤n
cosh
(
si + · · · sj−1 − ξ/2
)
sinh(ξ/2)
zσ(i)zσ(j)
)
,
(11.40)
where ǫk = sgn(Q
σ
k) .
We now examine several special cases of the above formula.
a) One macroscopic loop:
M1 = κ+ +κ
−1 κ 3 + . . .
This is the Hartle–Hawking wavefunction. Analytically we have
M1 = Re
(
i
∫ ∞
0
dξ
ξ
eiξ+i
µz2
ξ
e
i( 1
(2µ)
coth( ξ
(2µ)
)− 1ξ )µz2
sinh ξ/2µ
)
. (11.41)
The genus expansion is obtained by restoring the string coupling κ, according to
µ→ µ/κ , ℓ→ κ1/2ℓ , λ→ κ−1/2λ . (11.42)
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The perturbative expansion of the Hartle–Hawking wavefunction is obtained by expanding
the last factor in (11.41), and continuing z → iℓ in an integral representation for the Bessel
function.
b) Two macroscopic loops:
M2 = + + + . . .κ
2 κ 4
This gives the propagator from which we may hope to understand the spectrum of the
theory.
The integral formula for ∂
∂µ
M becomes
Im
∫ ∞
0
dξ
eiµξ+
1
2 i(z
2
1+z
2
2) coth(ξ/2)
sinh(ξ/2)
∫ ∞
0
ds e−|q|s
(
ei
cosh(s−ξ/2)
sinh ξ/2
z1z2 − ei cosh(s+ξ/2)sinh ξ/2 z1z2
)
.
(11.43)
This formula holds for zi real. If we wish to have real loop lengths we replace Im → −12 i
and continue zi → iℓi, as discussed above.
The integral over s may be written as
2πe−iπ|q|/2
sinh(|q|ξ/2)
sinπ|q| J|q|(2α) +
∞∑
r=1
4irr
r2 − q2Jr(2α) sinh(rξ/2) (11.44)
where α = z1z2/2 sinh(ξ/2). The remaining integral over ξ can be done in terms of
Whittaker functions to give nonperturbative answers. This is done in detail in [90].
At genus zero, we have
〈
W (ℓ1, p)W (ℓ2,−p)
〉
=
πp
sinπp
Ip(2
√
µℓ1)Kp(2
√
µℓ2)
+
∞∑
r=1
2(−1)rr2
r2 − p2 Ir(2
√
µℓ1)Kr(2
√
µℓ2) ,
(11.45)
and therefore
〈
W (ℓ1, p)W (ℓ2,−p)
〉 ≡ ∫ ∞
0
dE
2π
G(E, p)ψE(ℓ1)ψE(ℓ2) , (11.46)
with
G(E, p) =
1
E2 + p2
πE
sinhπE
=
πp
sinπp
1
E2 + p2
+
∞∑
r=1
2(−1)rr2
r2 − p2
1
E2 + r2
.
(11.47)
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c) Three macroscopic loops:
κ
The same techniques as above can be applied to three and four macroscopic loop ampli-
tudes. The final formulae are rather complicated (see e.g. [91]), while at genus zero there
is considerable simplification.
The entire genus zero amplitude, together with the integer powers of ℓ, is summarized
nicely in terms of macroscopic state wavefunctions [91]:〈∏
i
W (ℓi, qi)
〉
=
∫ ∞
−∞
∏
i
dEi
Ei
Ei − iqiKiEi(2
√
µℓi) (E1+E2+E3) coth
(π
2
(E1+E2+E3)
)
.
(11.48)
Exercise. macroscopic → microscopic
Evaluate the integrals in (11.48) using residues by closing the Ei contours in the
upper or lower half plane. (Warning: this involves a certain amount of algebra — the
result is in [91].)
The results (11.46),(11.47), and (11.48) contain a wealth of information on the nature
of contact terms and singular geometries in the path integral of the c = 1 theory. Note
especially from (11.47) that the propagator agrees with the naive Wheeler–DeWitt prop-
agator at low values of |E|, but is quite distinct, indeed exponentially decaying, at large
values of |E|. Correspondingly, in position space the propagator turns out to be smooth at
ℓ1 = ℓ2. From a quantum gravity point of view, the only source of violation of the naive
WdW propagator in the Euclidean quantum gravity path integral is the contribution of
singular geometries such as fig. 20. From a target space point of view, the smoothness
of the propagator suggests the existence of other degrees of freedom. This guess is con-
firmed by the pole structure of the propagator manifested in the second line of (11.47).
These extra degrees of freedom are clearly related to the special states. The two ideas: 1)
contributions of singular geometries, and 2) existence of new degrees of freedom related
to special states, are tied together by interpreting the new degrees of freedom in terms
of Liouville boundary operators, or, equivalently, in terms of redundant operators in the
matrix model. Recall from sec. 10.4 that such operators contribute figure eights — the
lattice version of the singular geometry of fig. 20. In [91] this interpretation was elaborated
upon, and partially carried out for the data provided by the three-point function (11.48).
133
11.5. Wavefunctions and Wheeler–DeWitt Equations
From (11.45) we can easily extract the wavefunction of the vertex operator Vq by
extracting the coefficient of ℓ
|q|
1 as ℓ1 → 0 to get
〈
W (ℓ,−q)Vq
〉
= µ|q|/2Kq(2
√
µℓ) . (11.49)
This result is analogous to (10.19), and is in complete accord with the continuum answer.
The wavefunctions to all orders of perturbation theory are not much more complicated.
We extract the term proportional to z
|q|
1 in (11.44) and perform the remaining ξ integral
in terms of Whittaker functions to find
ψq(ℓ) = 2Γ(−|q|)Im
(
e
3pii
4 (1+|q|)
∫ |q|
0
dtΓ( 1
2
− iµ+ t) ℓ−1Wiµ−t+ 12 |q|, 12 |q|(iℓ
2)
)
, (11.50)
where Wη,ξ is a Whittaker function. In particular, the function χη,ξ(ℓ) = ℓ
−1Wη,ξ(iℓ2)
satisfies an equation derived from the Whittaker equation:
(
−(ℓ ∂
∂ℓ
)2 − 4iηℓ2 + 4ξ2 − ℓ4
)
χη,ξ = 0 . (11.51)
Therefore the all-orders Wheeler–DeWitt wavefunctions satisfy some simple differential
relations generalizing the genus zero Wheeler–DeWitt equation. The answer is especially
simple at q = 0 where we find the modified Wheeler–DeWitt equation:(
−(ℓ ∂
∂ℓ
)2 + 4µℓ2 − κ2ℓ4
)
ψq=0 = 0 , (11.52)
where we have explicitly introduced the topological coupling κ. The consequence of (11.51)
is not so simple when q 6= 0.47
11.6. Macroscopic Loop Field Theory and c = 1 scaling
In sec. 5.3, we discussed the tachyon field T (φ,X). On the other hand, the formulae
of the previous section suggest the existence of a macroscopic loop field theory in which
W (ℓ, x) is a field. Since ℓ and φ are related, we may suspect that the two fields T and W
are essentially the same (recall that X from sec. 5.3 translates directly to the continuum
x we use in this chapter).
47 We disagree with a recent discussion of the all orders WdW equation in [121].
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Treated as a field, W has a vacuum expectation value given by the Hartle–Hawking
wavefunction, and correlations of fluctuations δW are measured by higher correlation func-
tions. On the other hand, we see from (11.49) that first order fluctuations δW correspond
exactly to the tachyon wavefunction, i.e. satisfy the Wheeler–DeWitt equation, up to a
factor of the coupling constant. This suggests the relation
W (ℓ, x) ∼ e− 12Qφ T (φ, x) . (11.53)
In the next section we shall see that tachyon S-matrix elements can be extracted directly
from W correlators, further corroborating this result.
Replacing (11.53) by an equality, we may transform the standard free tachyon action
S0 =
∫ ∞
−∞
dx dφ e−Qφ
(
(∂φT )
2 + µ eγφT 2 + T (Hx − Q
2
4
)T
)
(11.54)
to the action
S0 =
∫ ∞
0
dℓ
ℓ
∫ ∞
−∞
dxW
(−∂2φ + µ eγφ +Hx)W . (11.55)
The interactions are complicated, but can be deduced from the formulae of sec. 11.4.
Using the tachyon wavefunction, we are now prepared to adapt Polchinski’s discus-
sion48 [75] to interpret the scaling law variation (11.22) and the definition (11.19) in terms
of the continuum theory. As we see from (11.49) with q = 0, the wavefunction for the
static tachyon background is K0(2
√
µ ℓ). To mimic the discreteness of matrix models, we
consider a cutoff scaling variable µB (analogous to ǫF ) and measure distances ℓ in “lattice
units”. Substituting in (11.53), we find that the static tachyon configuration in the cutoff
theory is given by
T (φ) ∼ (2√µB ℓ)2K0(2√µB ℓ) . (11.56)
In the σ-model approach (eq. (5.10)), the spacetime one-point function 〈T 〉 plays the role
of the cosmological constant. With an ultraviolet cutoff φ ≥ 0 on the theory, the value
of the tachyon field at the cutoff is thus naturally interpreted as the bare cosmological
constant
g − gc ∼ T (0) ∼ (2√µB)2K0(2√µB) , (11.57)
since working at the cutoff is equivalent in the matrix model to multiplying the bare
cosmological constant by the (unit) area of the basic triangle. As µB → 0, we have
g − gc ∼ 2µB log µB (11.58)
which is functionally equivalent to (11.22), giving the relation between the bare worldsheet
cosmological constant and the scaling variable.
48 To go from the variables ∆ and µ used in [75] to our conventions, let ∆→ g− gc, µ→ −ǫF .
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xFig. 24: The function x2K0(x), with a peak at x ∼ O(1).
The function x2K0(x) of (11.56) moreover behaves as in fig. 24, with a peak at x ∼
O(1). (This is the analog of the soliton configuration of [75], although in our argument
we use the Wheeler–DeWitt equation for macroscopic loops rather than the properties of
an interacting tachyon theory.) As µB → 0, the peak occurs at larger and larger lattice
lengths ℓ¯2 = e
√
2 φ¯ ∼ 1/µB . The scaling behavior at higher genus follows from perturbation
theory with the effective action (5.12) in the dilaton background 〈D〉 = (Q/2)φ = √2φ.
The effective string coupling is thus κeff = κ e
√
2 φ¯, where we have substituted the value
at the peak of the tachyon configuration which dominates the string scattering. Since the
bare string coupling (genus counting parameter) in the matrix models is κ = 1/N , we see
that holding fixed the effective string coupling κeff = κ e
√
2 φ¯ ∼ 1/(NµB) in the continuum
limit defines the c = 1 double scaling limit as in the matrix models [86–89], where the
string coupling is as well related to the bare cosmological constant via (11.58) rather than
via (7.18) as in the c < 1 models coupled to gravity.
 Tachyon condensates
In this discussion we are identifying 〈T 〉 ∼ µℓ2K0(2√µ ℓ), while in the σ-model discus-
sion (see (5.15)), we identified 〈T 〉 ∼ µ eγφ. These do not even agree in the limit φ→ −∞
(ℓ→ 0). This confusion has plagued the subject for several years now. As mentioned in the
paragraph following (4.11), it suggests that we should really identify the cosmological con-
stant operator as 〈T 〉 ∼ µφ eγφ, which has the µℓ2 ln ℓ behavior as φ→ −∞. We comment
further on the two possible cosmological constant operators at the end of sec. 13.6 .
11.7. Correlation functions of Vertex Operators
As in the c < 1 theories, vertex operators are obtained by looking at the small ℓ
expansion. In particular, using the reasoning of the exercise below (10.13) together with
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the formula (4.12), we see that the coefficients of ℓ|q| in the small ℓ expansion of the
macroscopic loop operators must be proportional to the correlation functions of the Vq.
We are fortunate that for generic q there is only a one-dimensional BRST cohomology
class.49
String amplitudes are asymptotic expansions in the string coupling κ = 1/µ whose
coefficients are integrals over moduli space. These can be calculated by considering the
ℓi → 0 expansion of the matrix model loop operators:
〈µ|
∏
W (ℓi, qi)|µ〉 =
∏
ℓ
|qi|
i Rn(q1, . . . qn;µ)
(
1 +O(ℓ2i )
)
+ analytic in ℓi . (11.59)
Then, as asymptotic expansions in κ = 1/µ, we have
Rn(q1, . . . qn;µ) = An(V˜q1 · · · V˜qn) , (11.60)
where
An(V˜q1 · · · V˜qn) ∼
∑
h≥0
κ−χAh,n
(
V˜q1 · · · V˜qn
) ≡∑
h≥0
κ−χ
∫
Mh,n
〈
V˜q1 · · · V˜qn
〉
(11.61)
(the CFT correlator
〈
V˜q1 · · · V˜qn
〉
is interpreted as a differential form on moduli space
Mh,n, i.e. includes a product
∏
bb¯ over ghost zero modes), and
V˜q = Γ
(|q|) cc¯ e(iqX−|q|φ)/√2 e√2φ (11.62)
is the tachyon vertex operator of (4.12). The normalization is fixed by comparison of
computations of the right hand side performed by Di Francesco and Kutasov [48], as
described in sec. 14.2 . We see from (11.61) that the S-matrix for the spacetime tachyon
can be extracted from correlation functions of the macroscopic loop operator W , hence T
andW are interpolating fields for the same asymptotic states, as suggested in the preceding
section.
49 Historically, the first attempts at D = 1 correlation functions used powers of the matrix field
as scaling operators [122,92].
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Remarks:
1) The definition (11.59) of Rn is ambiguous if qi ∈ ZZ. The functions can defined for
qi ∈ ZZ by continuity.
2) The right hand side of (11.60) is by definition an asymptotic expansion in the string
coupling 1/µ. On the other hand, the matrix model gives a nonperturbative comple-
tion since (in contrast to the difficulties at c < 1) we may perform all manipulations
with a potential giving a perfectly well-defined matrix model integral.
As an example of the use of (11.60) we may immediately extract from the small ℓ
expansion of the all-orders Wheeler–DeWitt wavefunction (11.50) the two-point function
of the tachyon:
∂
∂µ
〈Vq V−q〉 =
(
Γ(−|q|))2 Im(eiπ|q|/2(Γ(|q|+ 12 − iµ)
Γ( 12 − iµ)
− Γ(
1
2 − iµ)
Γ(−|q|+ 12 − iµ)
))
∼ (qΓ(−|q|))2µ|q|
( 1
|q| − (|q| − 1)
(q2 − |q| − 1)
24
µ−2
+
3∏
r=1
(|q| − r) (3q
4 − 10|q|3 − 5q2 + 12|q|+ 7)
5760
µ−4
−
5∏
r=1
(|q| − r) (9q
6 − 63|q|5 + 42q4 + 217|q|3 − 205|q| − 93)
2903040
µ−6 + · · ·
)
.
(11.63)
In sec. 13.5 below we will describe a much better way to compute tachyon correlators
which easily yields the generalization of (11.63) to arbitrary tachyon correlation functions.
 Special states in the matrix model
If one wishes to interpret the integer powers of ℓ in terms of an operator expansion
it is necessary to introduce the redundant operators Br,q corresponding to moments of λr.
It can already be seen from (11.45) that to define such operators we must take
Br,q = lim
ℓ→0
( ∂
∂ℓ
)r
W (ℓ, q)
∣∣∣
ℓ=0
∼
∫
dx dλ eiqx ψ†λrψ , (11.64)
where q > r, otherwise the limit ℓ → 0 diverges. We then analytically continue to any q.
The physical origin of the divergence at ℓ → 0, or, at λ → ∞, is in the ultraviolet region
of the worldsheet integral, and is probably connected with the fact that the special state
operators are irrelevant operators.
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By upper triangular transformations of the basis of operators, analogous to the change
of basis in sec. 10.3 relating σj to σˆj , we obtain the full operator expansion of the macro-
scopic loop [91]:
Win(ℓ, p) = V˜p Γ(|p|+ 1)µ−|p|/2I|p|(2√µℓ)−
∞∑
r=1
Bˆr,p 2(−1)
rr
r2 − p2 µ
−r/2Ir(2
√
µℓ) . (11.65)
12. Fermi Sea Dynamics and Collective Field Theory
12.1. Time dependent Fermi Sea
Another source of intuition, very different from the macroscopic loop approach, comes
from the motions of the Fermi sea of the upside-down oscillator and the associated collective
field theory, also known as the Das–Jevicki–Sakita theory [76,77,93]. As we saw in our
analysis of the tree-level free energy (sec. 11.2), one is naturally lead to think about the
fermionic phase space. This point of view leads to a very beautiful description of tree-level
c = 1 dynamics [95].
In sec. 11.2, we studied the ground state from the point of view of a fluid in phase
space. When describing dynamics, we have to perturb the system so we are now looking at
time-dependent Fermi seas resulting from the disturbances produced by various operators.
The possible dynamical solutions of the system can be described in the following way [95].
Consider the generating functional for correlators in the theory,
Z[J ] =
∫
dψ e
− ∫ ψ†(id/dt+ d2/dλ2 + λ2)ψ + Jψ†ψ
, (12.1)
where we imagine J has been turned on and off during a finite time interval. (In this section,
the c = 1 coordinate t will always be taken to be a Minkowskian time coordinate.). The
source J acts as an external force on the fermions. After it has been turned off, the state
evolves as some time-dependent solution of the system. It is clear that the points simply
move along trajectories in phase space appropriate to the upside-down oscillator, that is,
they move along lines of constant p2 − λ2.
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λp
Fig. 25: A generic initial configuration of the Fermi sea.
Thus to write down the general time-dependent motion of the system we imagine at
time zero a generic Fermi sea as in fig. 25, which we may describe as a parametrized curve
λ = (1 + a(σ)) cosh(σ) , p = (1 + a(σ)) sinh(σ) ,
where a(σ) is a smooth function subject to the constraint that the initial Fermi surface
(λ, p) be physically reasonable. Hamilton’s equations
∂tp = {H, p}
= λ− p ∂λp .
(12.2)
then give the general solution for time evolution:
λ = (1 + a(σ)) cosh(σ − t) (12.3a)
p = (1 + a(σ)) sinh(σ − t) . (12.3b)
12.2. Collective Field Theory
We are now in a position to derive the collective field theory of c = 1. Consider the
case in which the Fermi sea only has two branches p±. The functions p±(λ, t) may be
thought of as on-shell fields related by a boundary condition p+(λ∗, t) = p−(λ∗, t) where
λ∗ is the leftmost point of the sea. As in sec. 11.2, the energy, or Hamiltonian, is given by
H =
∫
dp dλ
2π
ǫ θ(ǫF − ǫ) + µ
2
N
=
∫
dλ
((p3+
6
− λ2 p+
2
)− (p3−
6
− λ2 p−
2
))
+
µ
2
∫
dλ (p+ − p−) .
(12.4)
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To interpret (12.4) as a field theory of the eigenvalue density, define
p± = −κ2Πχ ± π∂λχ . (12.5)
In terms of ζ, the eigenvalue density is given by
ρ(λ) = p+ − p− = 2π ∂λχ . (12.6)
After rescaling, the Hamiltonian in these variables may be written as
H =
∫
dλ
(κ2
2
χ′π2χ +
π2
6κ2
(χ′)3 +
v(λ)
κ2
χ′
)
+
µ
2κ2
∫
dλ χ′ , (12.7)
where v(λ) is the double-scaled matrix model potential −1
2
λ2. This Hamiltonian appeared
from very different points of view in [76,77,93] as the field theory of an eigenvalue density
field ρ(λ, t). The present derivation overcomes some of the difficulties with understanding
the Jacobian for the change
∏
dλi → dρ(λ, t).
Exercise.
Derive the Lagrangian corresponding to the Hamiltonian (12.7).
p
λ
Fig. 26: A configuration of the Fermi sea with folds. p is a multivalued function
of λ.
 Folds
As pointed out in [95], there can be solutions to (12.3a, b) which have four or more
branches p(λ, t) for a given λ (e.g. fig. 26). These solutions are perfectly sensible from
the free fermion point of view but are quite strange from the collective field theory point
of view. Curiously, the number of folds is not conserved in time. A surface with two
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branches can very well evolve into one with four or more branches, and vice versa. These
fold-solutions are extremely interesting in the context of collective field theory as a model of
string field theory, for they show that the “obvious” string field might be a bad description
of the string degrees of freedom for some perfectly sensible backgrounds. It has been
suggested that if the c = 1 model is equivalent to a model of 1+1-dimensional black holes,
then folding solutions will be an important piece of the puzzle.
12.3. Relation to 1+1 dimensional relativistic field theory
It is natural to rewrite the collective field theory as a relativistic theory. Let us
consider solutions such that there are only two branches p± of the Fermi sea. Consider
the classical equations of motion for a particle in an upside-down oscillator:
λ¨ = λ , (12.8)
solved by λ(t) = A cosh(t + B). Thus if we change our spatial coordinates to λ =
2
√
µ cosh τ , motion in τ, t space is relativistic: τ(t) = t+B.
Let us now explain this point within the collective field theory. We are interested in the
fluctuations δp± of the Fermi sea. Since there is a nonzero background field configuration
corresponding to the genus zero eigenvalue density,
p± = ±
√
λ2 − µ = ±(λ− µ
2λ
) +O(λ−2) , (12.9)
we make a field redefinition
p±(λ, t) = ±λ∓ µ
2λ
χ± , (12.10)
so that, up to a constant shift independent of χ±, the Hamiltonian (12.4) becomes
H = +
µ2
8
∫
dτ
(
(χ2+ + χ
2
−)
√
(1− e−6τ )(1− e−2τ )
(1 + e−2τ )2
− 1
6
(
χ3+ + χ
3
−
)
e−2τ
1− e−2τ
(1 + e−2τ )3
)
=
µ2
8
∫
dτ
(
(χ2+ + χ
2
−)−
e−2τ
6
(
χ3+ + χ
3
−
))(
1 +O(e−2τ )) .
(12.11)
Far from the edge of the eigenvalue density, we may define χ± = ±πS − ∂τS , where S is
a free massless scalar field.
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Dirichlet boundary conditions imply the free propagator for the fermions χ±:∫ ∞
0
dE
cosEτ1 cosEτ2
E2 + p2
. (12.12)
The change of variables to (12.11) can be pursued more carefully and perturbation theory
calculations can be performed in this formalism. See [76] and [16] for details.
Remark: The one-loop free energy in this 1+1 dimensional relativistic field theory
can be calculated [76] and goes as logµ, which is hence interpreted as the volume of φ-space.
Further attempts to interpret this result may be found in [15] (see also sec. 11.6).
12.4. τ -space and φ-space
Collective field theory is a theory of a massless boson that represents fluctuations in
the eigenvalue density. On the other hand, the massless boson of string theory is a scalar
field T (φ, t). In this section we discuss the nontrivial relation between these two bosonic
fields [91].50
As we have seen, the macroscopic loop and tachyon field are essentially the same. In
turn, W and ρ are related by a Laplace-like transform,
W (ℓ, x) =
∫ ∞
2
√
µ
dλ e−ℓλρ =
2
√
µ
ℓ
K1(2
√
µℓ) +
∫ ∞
0
dτ e−2ℓ
√
µ cosh τ ∂τ ζ , (12.13)
where in the second equation we have shifted the field ρ by its genus zero one-point function
ρ =
√
λ2 − 4µ+ ∂λχ, and changed variables to λ = 2√µ cosh τ .
Using this transformation on fields, we can understand the relation between the tree
level propagators of the W -theory, (11.46, 11.47) and those of the collective field the-
ory (12.12). The key relation is provided by the kernel e−2ℓ
√
µ cosh τ , which satisfies the
differential equation:
Hφ e
−2ℓ√µ cosh τ ≡
(
− ∂
2
∂φ2
+ 4µℓ2
)
e−2ℓ
√
µ cosh τ = − ∂
2
∂τ2
e−2ℓ
√
µ cosh τ . (12.14)
50 Many authors continue to identify τ with the Liouville coordinate φ. While both spaces
share many qualitative features, they cannot be the same. The matrix model coordinate λ has
no (obvious) geometric meaning in the discrete worldsheet sum. Rather, it is the loop operator
W (L) that has a geometric meaning and is related to the worldsheet metric, and therefore to the
Liouville field φ.
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It follows that if we define a nonlocal transformation of functions:
Bˆ(φ) =
∫ ∞
0
dτ e−ℓ cosh τB(τ)
Bˇ(τ) =
∫ ∞
0
dℓ
ℓ
e−ℓ cosh τB(φ) ,
(12.15)
then we have
f(Hφ) Bˆ(φ) =
∫ ∞
0
dτ e−ℓ cosh τf(− ∂
2
∂τ2
)B(τ) ,
if B is such that integration by parts is valid. In this way we may establish the classical
function identities:
KiE(2
√
µℓ) =
∫ ∞
0
dτ e−2
√
µℓ cosh τ cosEτ
cosEτ
E sinhπE
=
∫ ∞
0
dℓ
ℓ
e−2
√
µℓ cosh τKiE(2
√
µℓ) ,
(12.16)
relating eigenfunctions of the Bessel and Laplace operators. Comparing, we now see that
(12.13) indeed maps (11.46, 11.47) to (12.12). As a further check, the tree level 3-point
function of the eigenvalue density has been calculated in [97] to be
〈
ρ(λ1, q1) ρ(λ2, q2) ρ(λ3, q3)
〉
c
= δ(q1 + q2 + q3)
1
8µ3/2 sinh τ1 sinh τ2 sinh τ3
·
∫ ∞
−∞
∏
i
dEi
( Ei
Ei − iqi cosEiτi
)
(E1 + E2 + E3) coth
(π
2
(E1 +E2 +E3)
)
,
(12.17)
which is related to (11.48) by (12.13).
The transform (12.13) is very subtle. While it is nonlocal, it can be shown to map
exactly the quadratic τ -space action (12.11) to the φ-space WdW action (11.55). On
the other hand, the interaction terms will not be locally related. The nonlocality of the
Lagrangian for T (φ, t) is not a surprise. It is present in the covariant formulations of closed
string field theory [44] and has also been found within the context of 2D string theory by Di
Francesco and Kutasov using continuum methods (see below). (The detailed comparison
of the W -field theory with the above two formulations has not been carried out.)
As a second application, the origin of the Wheeler–DeWitt equation from the point
of view of the eigenvalue dynamics can be understood as follows:
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Exercise. Variations on WdW
a) Derive the WdW equation for tachyon wavefunctions using the dynamical Fermi
sea picture as follows. Write
W (ℓ, t) =
∫
dλ eℓλ
(
p+(λ, t)− p−(λ, t)
)
.
Using the flow equations, show that
∂tW =
1
2
ℓ
∫
dλ eℓλ(p+(λ, t)
2 − p−(λ, t)2) .
Then take another derivative to obtain(
∂2t − (ℓ ∂
∂ℓ
)2
)
W = 2ℓ2
∫
dλ eℓλH(ℓ)
H(λ) =
(
1
6
p+(λ, t)
3 − λ2p+
)
−
(
1
6
p−(λ, t)
3 − λ2p−
)
.
Take the variation of the loop to get the wavefunction of the tachyon and from this
recover the WdW equation: (
∂2t − ∂
2
∂ℓ2
)
δW = 2µℓ2 δW . (12.18)
b) Generalize part a) to arbitrary Hamiltonians of the form H = p2+ 1
2
V (λ), where
V is a polynomial, to obtain(
∂2t + ℓ
2V (
∂
∂ℓ
) + 1
2
ℓV ′(
∂
∂ℓ
)
)
δW = 2µℓ2 δW , (12.19)
for fluctuations in W along the Fermi surface, H(p, λ) = µ. This equation was derived
differently in [121,123].
It should be emphasized that (12.18, 12.19) are only valid at genus zero.
Remark:51 A further interesting property of the transform (12.13) not directly re-
lated to 2D gravity is that it relates massive and massless field theories in 2 spacetime
dimensions. To see this, consider the Lagrangian of a massive Klein–Gordon field in 2
Euclidean dimensions:
SKG =
∫
d2w
(
∂wΨ∂w¯Ψ+ 4µ
2Ψ2
)
. (12.20)
Making a change of variables w = ez, z = 12 (φ+ iX), the action becomes
SKG =
∫
d2z
(
∂zΨ∂z¯Ψ+ 4µ
2|w|2Ψ2
)
=
∫
dφ dX
(
∂φΨ∂φΨ+ 4µ
2eφΨ2 + ∂XΨ∂XΨ
)
.
(12.21)
It is precisely this action which is mapped to a massless field on the half-space τ ≥ 0 by
(12.13).
51 Based on conversations with A.B. Zamolodchikov.
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12.5. The w∞ Symmetry of the Harmonic Oscillator
Collective field theory reduces genus zero matrix-model dynamics to the dynamics
of a phase-space fluid under the influence of an upside-down harmonic oscillator. This
system has a very interesting symmetry algebra, following from the existence of an infinite-
dimensional symmetry of the harmonic oscillator.52
Consider the functions a− = λ−p, a+ = λ+p on phase-space. Under the Hamiltonian
flow defined by H = 12(p
2 − λ2), we have a±(t) = a(0) e±t, so the functions
C˜n,m = (a+)n(a−)me(m−n)t (12.22)
are, in fact, time-independent. As functions on (phase space)×IR, under Hamiltonian flow
they satisfy
dC˜n,m
dt
=
∂C˜n,m
∂t
+ {H, C˜n,m} = 0 , (12.23)
and should be considered as conserved charges with explicit time-dependence. It is also
evident that they form a closed algebra under Poisson brackets,
{C˜n,m , C˜n′,m′} = 2(m′n−mn′) C˜n+n′−1,m+m′−1 n,m ≥ 0 . (12.24)
As we will see below, this defines the “wedge subalgebra” of w1+∞. Notice that C˜1,1 is
itself the Hamiltonian. Upon quantization, we obtain a quantum W∞-type algebra which
is in fact a spectrum-generating algebra.53
Exercise. Classical w1+∞ and its subalgebras
There is a bewildering choice of bases and algebras in the literature all related to
w1+∞ but differing in slight, yet important, ways. In this exercise we survey some of
them.
Classical w1+∞ [124] is the algebra generated by basis vectors Ws,n, s = 0, 1, 2, . . .,
n ∈ ZZ, subject to the relations
[Ws,n,Ws′,n′ ] = (s
′n− sn′)Ws+s′−1,n+n′ . (12.25)
52 This symmetry of the harmonic oscillator appears to have been noticed first by matrix-model
theorists in 1991! Although it was well-known that one could construct a phase space realization
of the wedge subalgebra of w∞, the important point that this is a dynamical symmetry of the
oscillator appears to have been overlooked.
53 Note that the ordinary harmonic oscillator action is minus the Euclidean action of an inverted
oscillator. Thus the above results apply to the ordinary harmonic oscillator. The formulae differ
in some factors of i arising from the analytic continuation of Euclidean to Minkowskian time.
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The basis generators are parametrized by a semilattice of points (s, n) in IR2. Equivalent
bases in the literature are obtained by applying affine transformations to this semilattice.
For example, one could instead take generators Vs,n, s = 1, 2, . . ., n ∈ ZZ, related by
Vs,n =Ws−1,n to give
[Vs,n, Vs′,n′ ] = ((s
′ − 1)n− (s− 1)n′) Vs+s′−2,n+n′ . (12.26)
Several subalgebras are notable:
• w∞: generated by Vs,n but with s ≥ 2. In the study of extended chiral algebras
of rational conformal field theories, one encounters these algebras where Vs,n are the
modes of spin s currents generating the algebra. It is therefore hardly surprising to find
the next subalgebra:
• Witt algebra = Virasoro (c = 0): the algebra generated by the elements with
s = 2:
[V2,n, V2,n′ ] = (n− n′)V2,n+n′ . (12.27)
• ∨w: the Wedge subalgebra, is generated by Qj,m with j = 0, 12 , 1, . . ., m ∈
{−j,−j + 1, . . . , j − 1, j} with relations
[Qj,m, Qj′,m′ ] = (j
′m− jm′)Qj+j′−1,m+m′ . (12.28)
• ∨2w: the double-wedge subalgebra is the subalgebra of the wedge algebra gener-
ated by Qj,m with j = 1,
3
2
, 2, . . ., |m| ≤ j − 1. Clearly we can continue the process and
form a filtration of wedge algebras ∨nw, defined by restricting |m| < j − n+ 1.
• V ir+: the Borel subalgebra of the Virasoro algebra. V ir+ may be embedded in
the ∨w algebra in many ways:
L2s = Qs+1,s s = 0,
1
2
, 1, . . .
L2s = Qs+1,−s s = 0,
1
2
, 1, . . .
Ls = Vs,2−s s = 1, 2, . . . .
(12.29)
• w+: Borel subalgebra of w.
This is generated by Vs,n where s = 2, 3, . . . and n ≥ −s+1, and is the analog the
Borel of Virasoro. It plays a role in the W -constraints of the c < 1 models. For w+1+∞
include s = 1.
a) Show that (12.28) is a subalgebra of (12.25).
b) Show that ∨2w/∨3w contains both of the V ir+ algebras defined in the first two
lines of (12.29).
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The w∞ symmetry of the inverted oscillator was nicely reformulated in terms of sym-
plectic geometry in [67]. The action of the oscillator, in first order form, is S =
∫
dα,
where α = p dq − Hdt is a 1-form on (phase space)×IR. A transformation on this space
that takes α → α + dβ is a symmetry. Symmetries are thus transformations preserving
the 2-form ω = dα. For the inverted oscillator, we may write
ω = dα = dp dq − (p dp− q dq)dt = dp′ dq′
p′ = cosh tp− sinh tq
q′ = − sinh tp+ cosh tq .
(12.30)
The symmetries are thus generated by the Hamiltonian vector fields
Vg =
∂g(p′, q′)
∂q′
∂
∂p′
− ∂g(p
′, q′)
∂p′
∂
∂q′
(12.31)
associated to the charges g, where g is a polynomial in p′, q′. By standard symplectic
geometry:
[Vg1 , Vg2 ] = V{g1,g2} , (12.32)
so we may invariantly characterize the wedge algebra as the algebra of area-preserving
polynomial vector fields on IR2.
Exercise. Realizations of w-algebras
Verify that:
a) The wedge algebra may be realized as a Poisson algebra by
Qj,m = 2a
j+m
+ a
j−m
− . (12.33)
b) The Borel algebra realization occurs naturally in phase space via
Vs,n = p
n+s−1λs−1 . (12.34)
c) Using (12.34), show that V ir+ corresponds under Poisson action to the algebra
of analytic coordinate changes in λ.
12.6. The w∞ Symmetry of Free Field Theory
Classical Theory . Finally let us note that what is true of harmonic oscillators is neces-
sarily true of free field theory: any free field theory contains an infinite set of w∞ algebras.
Spacetime locality considerably limits the set of interesting algebras. For example, if φ(x, t)
is a free massless field in 1 + 1 dimensions, we can consider the spin s currents:
Vs(x, t) =
1
s
(∂φ)s s = 1, 2, . . . , (12.35)
whose moments form a classical w1+∞ algebra.
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Exercise. Poisson brackets
Use the Poisson brackets {∂φ(x), ∂φ(y)} = 2πδ′(x− y) to show that the modes of
Vs
Vs(x) =
∑
n∈ZZ
Vs,n e
inx 0 ≤ x < 2π (12.36)
obey a classical w1+∞ algebra:
{Vs,n, Vs′,n′} = i
(
(s′ − 1)n− (s− 1)n′
)
Vs+s′−2,n+n′ .
Quantum Theory . There is a large literature on quantum extensions of w∞. One of
particular interest to us is W1+∞ which may be realized as the algebra of modes of the
Fermion bilinears : ∂kψ(z) ∂lψ(z): where ψ, ψ comprise a Weyl fermion in 2 dimensions.
By bosonization this may be related to the algebra generated by the modes of the currents
Vs =
1
s : e
−φ(z) ∂seφ(z):. The structure constants are very complicated and can be found in
[125,126].
Remark: It should be clear from the above discussion that w1+∞ symmetry is generic,
and occurs whenever there is a massless scalar field in the problem. This symmetry is so
robust that its seeming presence in completely wrong or meaningless formulae has deceived
many an author.
12.7. w∞ symmetry of Classical Collective Field Theory
Let us apply the results of the previous section to collective field theory. Both in
φ-space and in τ -space, we have asymptotic conformal field theories (=massless scalars) in
spacetime. Thus, we expect on a priori grounds to find a spacetime w∞ symmetry of the
S-matrix. (See sec. 13.9 below.)
One approach, pursued by Avan and Jevicki [127], is to form the charges
Qj,m =
∫
dλ
∫ p+
p−
dp (p+ λ)j+m+1 (p− λ)j−m+1 , (12.37)
interpreting p± in terms of the collective field as in (12.5). The integrals don’t converge
so the expression is somewhat formal, but, working formally, one can use the Poisson
bracket structure to show that the charges satisfy the correct algebra. Although collective
field theory is not a free theory Avan and Jevicki show that it has a spectrum generating
algebra given by these charges. They go on to interpret the collective field action in terms of
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coadjoint orbit quantization for a group of area-preserving diffeomorphisms [128]. Similar
work has been undertaken in a series of papers by Wadia and collaborators [129].
The w∞ symmetry may also be seen in the Fermi fluid picture [130,91], where the
charges have exactly the realizations in terms of phase space coordinates described in
the previous section. In the Fermi sea picture, the wedge algebras ∨w, ∨2w have pretty
geometrical interpretations discussed in [67,131]. The phase space charges have associated
Hamiltonian vector fields inducing diffeomorphisms of the (λ, p) plane. The double-wedge
algebra ∨2w is the algebra of area-preserving diffeomorphisms that preserves the hyperbola
a+a− = 0. Therefore, by conjugating with an appropriate diffeomorphism, we can turn it
into the algebra preserving the collective field ground state at µ > 0. Notice that these
diffeomorphisms fix the Fermi level as a set, but not pointwise. Similarly the triple wedge
subalgebra ∨3w preserves the Fermi sea pointwise. The quotient ∨2w/ ∨3 w contains two
copies of the Virasoro Borel, Vir+, corresponding to diffeomorphisms of the upper and
lower branches of the Fermi sea.
It was first proposed in [32] that the w∞ symmetry of the matrix model is related
to the extra complexity of the BRST cohomology found in the Liouville approach and
discussed in sec. 4.5 above. The best evidence for the connection is:
1) Algebraic structures. As we will discuss in sec. 14.4 below, in the continuum
approach (at least, at µ = 0) one discovers very similar algebraic structures, in particular,
a realization of the ∨2w algebra associated with the charges Aj,m discussed in sec. 4.5.
However, in view of the generic nature of such symmetries, and the nontrivial relation
between the matrix model coordinate τ and the Liouville field φ, we should be cautious
about such identifications.
2) Quantum numbers. From the local operator expansion (11.65) we see that the
operators Bˆ, which are simply related to the moments Br of λr, have wavefunction
〈Bˆr,qW (ℓ,−q)〉 = −rµr/2Kr(2√µℓ) , (12.38)
as one would expect for the Wheeler–DeWitt wavefunctions of the ghost number G = 2
special operators of sec. 4.5. In particular, after the transform to φ-space these operators
have the correct Liouville quantum numbers.
3) Behavior of Redundant Operators. The transformations
δs,qλ = (λ+ iλ˙)(s+q)/2−1(λ− iλ˙)(s−q)/2−1(qλ− isλ˙) eiqt , (12.39)
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where s = 1, 2, . . . and q ∈ IR form a closed algebra if we interpret the fractional powers by
expanding in λ/λ˙ and dropping nonpolynomial terms. The algebra of such transformations
can be shown to be [91]:
[δs1,q1 , δs2,q2 ] = (q1s2 − q2s1) δs1+s2−2,q1+q2 . (12.40)
For q /∈ {−s,−s + 2, . . . s}, these transformations are not symmetries of the harmonic
oscillator action
S =
1
4
∫
dt (λ˙2 − λ2) , (12.41)
but rather induce the variation
δs,qS = − 1
(s− 1)!
s∏
r=0
(
q − (s− 2r)) ∫ dt λs eiqx . (12.42)
In other words, the operators Bs(q) are redundant operators, with only contact term
interactions if q /∈ {−s,−s + 2, . . . s}. For q ∈ {−s,−s + 2, . . . s}, they are not redundant
and hence are bulk operators. The failure of these operators to be redundant in the latter
case is a signal of the appearance of an extra cohomology class, as is indeed predicted by
the continuum formalism.
One weakness of the matrix-model approach to understanding the special states is
that one cannot tell which of the four cohomology classes at discrete values of (pφ, pX) is
represented by the matrix model operators.
One can try to use the transformations (12.40) to obtain Ward identities for insertions
of special state operators. This works nicely for s = 1 [91]. However, as shown by the
results of the next chapter, for s ≥ 2 the measure and ordering problems present serious
obstacles to this approach.
13. String scattering in two spacetime dimensions
13.1. Definitions of the S-Matrix
We are finally ready to calculate the scattering of strings in two spacetime dimensions
described physically in sec. 0.2 (i.e. fig. 2). Recall that scattering takes place in Minkowski
space. In this chapter we study the theory of sec. 5.4.A: the Liouville coordinate φ is
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regarded as space, the time coordinate t is a negative signature c = 1 field obtained by
analytically continuing X . The tachyon background
〈
T (φ, t)
〉
= µ e
√
2φ (13.1)
acts as a repulsive wall for incoming bosons and the dilaton background leads to a spatially-
varying coupling
κeff (φ) = κ0 e
1
2Qφ . (13.2)
Because the S-matrix of massless bosons in two-dimensions is a subtle object, we
begin with some precise mathematical definitions of what we are talking about. We begin
with the string definition. As explained in sec. 5.4, the vertex operators are V ±ω given by
(5.22). Using (11.61), we write
Def 1: The connected string scattering matrix elements are asymptotic expansions in κ
given by
SSTc
( k∑
i=1
ωi →
l∑
i=1
ω′i
)
= An(V −ω1 , . . . V −ωk , V +ω′1 , . . . V
+
ω′
l
) . (13.3)
Mathematically it is easier to use a Euclidean signature boson X via the analytic
continuation |q| → −iω:
V +ω → Vq q > 0
V −ω → Vq q < 0 .
(13.4)
We’ll refer to the S-matrix elements calculated with Vq as the “Euclidean S-matrix.”
According to the matrix model hypothesis, these amplitudes may be calculated via
the c = 1 matrix model according to the discussion of sec. 11.7. If one is interested
in the S-matrix and not in the macroscopic loop amplitudes (which contain much more
information), then it is most efficient to calculate the collective field S-matrix which we
describe next.54
In collective field theory we define the S-matrix according to the coordinate-space
version of the LSZ prescription, that is, we isolate the piece of the large spacetime asymp-
totics of time-ordered Green’s functions which is proportional to the product of on-shell
incoming and outgoing wavefunctions.
54 Indeed, defining the S-matrix directly via asymptotics in τ -space [132], as presented below,
was an important technical advance over the original method [90] of calculating loop amplitudes
and then shrinking the loops.
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An incoming or outgoing boson of energy ω > 0 has wavefunction ψLω (t, τ) = e
−iω(t+τ),
ψRω (t, τ) = e
−iω(t−τ), respectively. Therefore we define the S-matrix according to
Def 2: Consider the asymptotic behavior of the time-ordered, connected, Minkowskian
collective field Green’s function:
G(t1, τ1, . . . tn, τn) ≡ 〈0|T
∏
∂τχ(ti, τi)|0〉 , (13.5)
as τi → +∞, ti → −∞ (1 ≤ i ≤ k), ti → +∞ (k+ 1 ≤ i ≤ n = k + l). Then we define the
connected S-matrix element for the process |ω1, . . . ωk〉 → |ω′1, . . . ω′l〉 to be the function
SCFc in the asymptotic formula:
G ∼
∫ ∞
0
k∏
i=1
dωi
l∏
i=1
dω′i δ(
∑
ωi −
∑
ω′i)
k∏
i=1
(ψLωi)
∗
l∏
i=1
ψRω′
i
·
√
k! l! SCFc
( k∑
i=1
ωi →
l∑
i=1
ω′i
)
+ off-shell terms .
(13.6)
The plane wave states are normalized such that 〈ω|ω′〉 = ω δ(ω−ω′). An equivalent defini-
tion has been used in [96,97] to compute the S-matrix from standard Feynman perturbation
theory applied to collective field theory.
While this definition is physically satisfying, it is not the best mathematical definition.
An equivalent definition is obtained by continuing the Minkowskian Green’s functions to
Euclidean space ∆t→ −i∆X . Fourier transforming the Euclidean Green’s functions with
respect to Xi, we obtain mixed Green’s functions
GE(q1, τ1, . . . qn, τn) ≡
∫ ∏
i
dXi e
iqiXiGEuclidean(X1, τ1, . . .Xn, τn) , (13.7)
in terms of which we may define the S-matrix via:
Def2′: The large τi asymptotics
GE(q1, τ1, . . . qn, τn) ∼ δ(
∑
qi)
∏
i
e−|qi|τiR(q1, . . . qn)
(
1 +O(e−τi)) (13.8)
defines a function Rn(q1, . . . qn) from which we may obtain the connected SCF-matrix
elements via analytic continuation |q| → −iω, where q < 0 corresponds to the incomers,
and q > 0 corresponds to the outgoers. Specifically, Sc → − ik+l+1√k! l! R.
Remark: The non-obvious property that the function Rn is independent of the order
in which the τi are taken to ∞ was demonstrated in [132].
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The equivalence of the collective field theory S-matrix and the correlators defined by
shrinking macroscopic loops is demonstrated using the relation between τ -space and φ-
space explained in sec. 12.4 above. In particular, transforming asymptotic wavefunctions
according to (12.13), we relate ℓ→ 0 and τ →∞ asymptotics via the integral∫ ∞
dτ e−ℓ2
√
µ cosh τ e−|q|τ ∼ (ℓ√µ)|q|Γ(−|q|) , (13.9)
plus terms regular in ℓ. Notice that the two prescriptions only make complete sense when
q is nonintegral. Otherwise we must use the full identity∫ ∞
A
dτ e−2ℓ
√
µ cosh τ e−|q|τ = − π
sinπ|q|I|q|(2
√
µℓ)
−
∑
n≥0
(−1)n(ℓ√µ)n
n∑
m=0
1
m!(n−m)!
eA(m−n−|q|)
m− n− |q| .
(13.10)
The pole in the Γ–function in (13.9) is a warning that we cannot unambiguously separate
the two terms in (13.10) via nonanalyticity in ℓ.
 Leg Factors
According to the arguments of chapt. 11, we expect that the Euclidean S-matrices
SST and SCF should agree up to an overall normalization f(q) of the vertex operators Vq.
This is because, for q /∈ ZZ, the BRST cohomology with the relevant quantum numbers is
one-dimensional. Indeed, comparison with vertex operator calculations in Liouville theory,
which will be described in sec. 14.2 below, shows that
A0,n(Vq1 , . . . Vqn) = (−i)n+1
n∏
i=1
Γ(−|qi|)
Γ(|qi|) Rn(q1, . . . qn) . (13.11)
The factors
f(q) =
Γ(−|q|)
Γ(|q|) (13.12)
are called “leg factors.” Notice that for the Minkowskian S-matrix they are pure phases,
but the phases for incomers and outgoers are not complex conjugated. Comparison with
the first quantized wavefunction for the spacetime boson, described by the Wheeler–DeWitt
equation (5.21), indicates that neither normalization in (13.11) is the correct physical
normalization since standard first-quantized scattering theory predicts that the genus zero
1 → 1 S-matrix is Γ(iE)Γ(−iE) . This suggests that the correct normalization of the vertex
operators is obtained by taking the squareroot of (13.12). All this needs to be clarified!
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13.2. On the Violation of Folklore
The c = 1 S-matrix violates several standard aspects of S-matrix folklore. It is
commonly said, for example, that one cannot define an S-matrix for massless bosons. For
example, the standard LSZ prescription appears to be problematic because if we make a
field redefinition
Φ→ χ+ a2 χ2 + a3 χ3 + · · · , (13.13)
in the massless case there is no gap between the one-particle and two-particle thresholds, so
S-matrix elements appear to depend on the choice of interpolating field.55 More physically,
we cannot expect to tell the difference between (say) a rightmoving boson of energy E
and two rightmoving bosons of energy E/2. A related mathematical point is that the
momentum-space Green’s functions should have cuts, not poles, so we can’t isolate an
S-matrix element by extracting the residues at poles.
In the present case we find that there are no cuts, but there are instead kinematic
regions, and the momentum space Green’s functions are continuous, but not differentiable,
across regions. The S-matrix will have a large symmetry group related to W∞, which is
nonlinear in the momentum and allows us to distinguish a rightmoving boson of energy E
and two rightmoving bosons of energy E/2.
Another objection to massless S-matrices is that by a simple conformal transformation
one can fill the vacuum with particles.56 In our case, the “defect” or wall at τ = 0 breaks
conformal invariance enough to forbid such freedom.
We have also violated folklore in another way. The exactly solvable S-matrix presented
below has particle production, yet at the same time has a large W∞ symmetry. Typically,
exactly solvable S-matrices in field theories with infinite numbers of conservation laws [135]
do not have particle production.
There are several related issues, connected with the interpretation of the wavefunction
factors f(q). The resolution of these issues will probably require careful specification of
how S-matrix elements are to be measured.
Finally, we remark that the c = 1 S-matrix bears a great similarity to a number of
other physical problems which have been of interest in recent years. These include the
55 For a discussion of the independence of the S-matrix from a choice of interpolating field, see
[79,133].
56 Indeed, calculations of Hawking radiation in the CGHS theory [134] are based on this
phenomenon.
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Kondo effect, the Callan–Rubakov effect, Hawking radiation and particle scattering off a
black hole (especially in the CGHS model [134]) and 1+ 1 linear dilaton electrodynamics.
Massless S-matrices have played a role in the theory of exactly solvable field theories,
for example they have appeared in past discussions of the XXX and XYZ models [136]
and more recently have begun to play a more central role in the massless flows between
conformal field theories [137].
13.3. Classical scattering in collective field theory
We now consider the classical scattering problem for the collective field using the
picture of the time-dependent Fermi sea. Suppose the solution is given by (12.3) and
represents an incoming wavepacket which is dispersed as it travels in phase space. We will
derive a functional relation between the incoming and outgoing wavepackets [95].
Let us return to the general solution (12.3a, b), and assume there are no folds.57
We may solve the first equation to obtain σ±(λ, t). If there were no dispersion of the
wavepacket, we would find σ¯±(λ, t) = t ± τ . Denote the difference by σ± = σ¯± + δσ±.
From the spacetime asymptotics of the solution (12.3) above, we find
δσ±(t± τ) = ∓ log
(
1 + a
(
t± τ + δσ±(t± τ)
))
, (13.14)
and, in particular, δσ± becomes a function of one variable. The asymptotic behavior
defining in- and out-waves is
p±(λ, t)→ ±λ∓ 1
2λ
(
1 + ψ∓(t∓ τ)
)
+O(1/λ2) , (13.15)
where λ → +∞ holding t ∓ τ fixed. Plugging this into the expression (p± ∓ λ)λ and
comparing with the general solution, we find that the waves can be expressed in terms of
the function a as:
1 + ψ± =
(
1 + a
(
t± τ + δσ(t± τ)))2 . (13.16)
Thus we can calculate the time-delay, namely the relation between t and t′ such that
ψ+(x
′) = ψ+(t
′ + τ) = ψ−(t− τ) = ψ−(x):
x′ + δσ+(x′) = x+ δσ−(x) =⇒ x′ = x+ 2δσ−(x) , (13.17)
57 The conditions for this are given in [138].
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since from (13.14) we see that δσ+(x
′) = −δσ−(x). It follows from (13.14) and (13.16)
that that we have the functional relation between in- and out- waves:
ψ−(x) = ψ+(x
′)
= ψ+
(
x+ log
(
1 + ψ−(x)
))
.
(13.18)
From the derivation we see the essential physics: different parts of the wavepacket suffer
different time delays.
We now solve the equation (13.18), thus solving the classical field scattering and, in
principle, the tree level S-matrix of the theory. The solution of (13.18) was given in [138]
and is derived as follows. Suppose Ψ± constitute a solution of the classical scattering
equations (13.18), and suppose further that Ψ± + γ± is a nearby solution, where γ± are
small. To first order in the variations, (13.18) becomes
γ+(x˜) dx˜ = γ−(x) dx , (13.19)
where x˜ = x+ log(1 + Ψ−(x)). Taking a Fourier transform of this equation, with
γ±(x) ≡
∫ ∞
−∞
dξ γ±(ξ) eiξx , (13.20)
leads to
γ+(ξ) =
1
2π
∫
dx e−iξxγ−(x)
(
1 + Ψ−(x)
)−iξ
. (13.21)
This may be regarded as a first-order differential equation in function space. Integrating
this equation with the boundary condition ψ+ = 0 ⇒ ψ− = 0, we obtain the general
solution of Polchinski’s scattering equations:
2πψ±(ξ) =
1
1∓ iξ
∫ ∞
−∞
dx e−iξx
((
1 + ψ∓(x)
)1∓iξ − 1) . (13.22)
In position space this takes the form
ψ±(x) = −
∑
p≥1
Γ(±∂x + p− 1)
Γ(±∂x)
(−ψ∓(x))p
p!
. (13.23)
(The ratio of Γ-functions is interpreted as a polynomial in derivatives.)
This completely solves the classical scattering problem.
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13.4. Tree-Level Collective Field Theory S-Matrix
From the classical scattering matrix, we may derive the tree-level quantum S-matrix
by interpreting the left- and right-moving fields as incoming and outgoing quantum fields:
ψ± → −
√
π
1
µ
(∂t ± ∂τ )χ±
χ+ = i
∫ ∞
−∞
dξ√
4πξ
α+(ξ) e
iξ(t+τ)
χ− = i
∫ ∞
−∞
dξ√
4πξ
α−(ξ) eiξ(t−τ)
[α±(ξ), α±(ξ′)] = −ξ δ(ξ + ξ′) .
(13.24)
Now following Polchinski, we interpret the relation (13.23) as a relation between in-
coming and outgoing Fourier modes:
α±(η) =
∑
p≥1
(
1
µ
)p−1
Γ(1∓ iη)
Γ(2∓ iη − p)
1
p!
∫ ∞
−∞
dpξ δ(η −
∑
ξi) :α∓(ξ1) · · ·α∓(ξp): . (13.25)
Quantum mechanically, the Fourier modes in (13.24) are creation and annihilation oper-
ators for left- and right-moving particles. Let us consider the S-matrix element for one
incoming left-mover of energy ω to decay to m outgoing particles of energies ω =
∑
ωi:
Sc(ω →
m∑
i=1
ωi) = 〈0|α−(−ω)
m∏
j=1
α+(ωj)|0〉c , (13.26)
where the vacuum is defined by α+(−ω)|0〉 = 0 for ω > 0. From (13.25) we may read off
without further calculation the result:
SCFc (ω →
m∑
i=1
ωi) = −i( 1
µ
)m−1ω
m∏
k=1
ωk
Γ(−iω)
Γ(2−m− iω) . (13.27)
The corresponding Euclidean S-matrix is
µ|q|Rm+1(q1, . . . qm, q) = ( 1
µ
)m−1im|q|
∏
|qi|( ∂
∂µ
)m−2µ|q|−1 , (13.28)
a formula we will obtain in the next chapter via continuum methods.
Other S-matrix amplitudes can be derived analogously [138]. The S-matrix is not
analytic in the energies ωi and does not satisfy crossing symmetry. In general we
must divide momentum space into kinematic regions. These are defined as follows. (It
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is convenient to work in Euclidean space here). For any set S of momenta we let
H(S) = {~q ∈ IRk|∑q∈S q = 0}. Then we take connected components of the region{∑
qi = 0
}
∩
[
IRk −∪SH(S)
]
=
∐
α
Cα , (13.29)
where ∪S is over proper subsets S of momenta, and the Cα are the disjoint kinematic
regions.
From the above formulae one can show that S is continuous on {∑ qi = 0}∩ IRk, and
indeed in each region Cα, S-matrix elements are polynomials in the qi. The polynomials
change from region to region, however, so the S-matrix elements are not differentiable
across regions.
Example: Four-point function.
Both cases Sc(ω1 → ω2 + ω3 + ω4) and Sc(ω1 + ω2 → ω3 + ω4) are covered by the
formula
i(
1
µ
)2
4∏
i=1
ωi
(
1 + imax{ωi}
)
, (13.30)
where analyticity is lost due to the appearance of the maximal value max{ωi}.
13.5. Nonperturbative S-matrices
The tree level S-matrix can be extended to all orders of perturbation theory, and
can even be given an unambiguous nonperturbative definition by returning to the eigen-
value/macroscopic loop correlators of chapt. 11. According to Def2 and (13.9) above we
must isolate the large λ asymptotics of (11.38). These in turn follow from the large λ
asymptotics of the Euclidean fermion propagator (11.37), which we now describe.
The function I can be written in terms of parabolic cylinder functions, whose asymp-
totics are well-known. In this way we find the asymptotics for λi → +∞ to be:
I(q, λ1, λ2) ∼ −i√
λ1λ2
(
e−q|τ1−τ2|eiµ|G(τ1)−G(τ2)|
+Rqe
iµ(G(τ1)+G(τ2))e−q(τ1+τ2)
)(
1 +O(e−τi)) q > 0
I(q, λ1, λ2) ∼ i√
λ1λ2
(
eq|τ1−τ2| e−iµ|G(τ1)−G(τ2)|
+(Rq)
∗e−iµ(G(τ1)+G(τ2)) eq(τ1+τ2)
)(
1 +O(e−τi)) q < 0 ,
(13.31)
where G(τ) is the WKB wavefunction factor. The two terms in (13.31) may be understood
intuitively as those corresponding to direct and reflected propagation of the fermions in the
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presence of a wall. The function Rq is a Euclidean continuation of the fermion reflection
factor R(E) for potential scattering with V (λ) ∼ −λ2. In particular, for scattering on a
half-line λ ∈ [0,∞), we have
R(E) = iµiE
√
1 + ie−πE
1− ie−πE
√
Γ( 12 − iE)
Γ( 1
2
+ iE)
= µiE
√
2
π
e3iπ/4 cos
(π
2
( 12 + iE)
)
Γ( 12 − iE) .
(13.32)
The corresponding Euclidean “bounce factor” is given by Rq = R(µ + i|q|). Using the
rule |q| → −iω, we can pass easily back and forth from the Euclidean to the Minkowskian
picture (keeping in mind that q < 0 corresponds to incomers and q > 0 to outgoers).
In order to obtain the S-matrix from (11.38) we must substitute (13.31) into (11.38)
and isolate only the terms corresponding to the coefficients of the on-shell wavefunctions.
In particular, we are only interested in the terms where (1) the factors of eiµG(τ) cancel, and
(2) the overall τ -dependence is proportional to
∏
e−|qi|τi . The decomposition of I in terms
of direct and reflected propagation is easily encapsulated in a diagrammatic formalism
whose detailed derivation is given in [132]. The final result is sufficiently intuitive that the
reader should be satisfied with our presentation here without proof.
t
τ
ω − ω1
1−ω
(−ω , ω)
(ω , ω)
−(ω − ω  )1
+ω1
R*(µ − ω  )1
1R(µ + (ω − ω  ) )
Fig. 27: 1→ 1 scattering
Consider the case of 1 → 1 scattering, illustrated by fig. 27. We have depicted an
incoming relativistic boson, which may be fermionized to a particle–hole pair. The particle
and hole undergo potential scattering, and reflect back from the wall. They may then be
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rebosonized. The amplitude for this process is simply an integral over possible particle–
hole energies weighted by the reflection factor for the particle and hole, that is, we have
the 1→ 1 S-matrix element:
S(ω → ω) =
∫ ω
0
dω1R
∗(µ− ω1)R
(
µ+ (ω − ω1)
)
. (13.33)
I =
(a) (b)
q
- q q
- qq > 0
+
q < 0
+I =
Fig. 28: a) A pictorial version of the integral I for positive momentum. b) A
pictorial version of the integral I for negative momentum
q i
q i
Fig. 29: Incoming and outgoing vertices. The dotted line carrying negative (pos-
itive) momentum qi should be thought of as an incoming (outgoing) boson with
energy |qi|. Momentum carried by lines is always conserved as time flows upwards.
This intuitive description may be formalized by the following set of general rules:58
To each incoming and outgoing boson associate a vertex in the (t, τ) half-space. Connect
points via line segments to form a one-loop graph. Since the expression for I in (13.31) has
two terms, we have both direct and reflected propagators as in fig. 28. Each line segment
carries a momentum and an arrow. Note that the reflected propagator in fig. 28, which we
call simply a “bounce,” is composed of two segments with opposite arrows and momenta.
These line segments are joined according to the following rules:
RH1. Lines with positive (negative) momenta slope upwards to the right (left).
RH2. At any vertex arrows are conserved and momentum is conserved as time flows
upwards. In particular momentum qi is inserted at the vertex as in fig. 29.
RH3. Outgoing vertices at (tout, τout) all have later times than incoming vertices (tin, τin):
tout > tin.
58 The following is paraphrased directly from [132].
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− ω
ω
R(µ + ω ; V )
− ω
ω
− q
q
− q
q
q > 0
q < 0R*(µ − ω ; V )
qR
R*q
Fig. 30: Bounce factors for reflected propagators. The Minkowskian factors are
shown at the left, and their Euclidean analogs are shown at the right.
To each graph we associate an amplitude, with bounce factors R for reflected propaga-
tors as in fig. 30. and ±1 for upwards (downwards) sloping direct propagators. Finally, we
sum over graphs and integrate over kinematically allowed momenta, thus getting a formula
for the Euclidean amplitudes Rn which reads schematically:
R = in
∑
graphs
±
∫
dq
∏
bounces
RQ (−RQ)∗ . (13.34)
See [132] for more details.
t
τ
ω − x
(−ω , ω)−(ω − x)
−x
x
2
ω  − x
(ω  , ω  )2 2
20 ≤ x ≤ ω
1(ω  , ω  )1
t
τ
ω − x
(−ω , ω)−(ω − x)
−x
x
(ω  , ω  )2 2
1(ω  , ω  )1
2ω  ≤ x ≤  ω  + ω11
1ω  − x
Fig. 31: 1→ 2 scattering
Exercise.
Returning to Minkowski space, derive the 1→ 2 scattering matrix by showing that
the two diagrams in fig. 31 correspond to
√
2S(ω → ω1 +ω2) =
∫ ω2
0
dxR(µ+ω− x)R∗(µ− x)−
∫ ω
ω1
dxR(µ+ω− x)R∗(µ− x) . (13.35)
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Finally, we must relate these nonperturbative S-matrices to string perturbation theory.
By double-scaling, the string perturbation series can be extracted by restoring the string
coupling µ → µ/κ and taking κ → 0 asymptotics. This is the same as taking µ → ∞
asymptotics holding pi or ωi fixed. Thus we need the asymptotic behavior of the bounce
factors. To all orders of perturbation theory, we can replace the expression (13.32) by the
simpler expression for the Euclidean bounce factor at p > 0:
Rp = (−iµ)−p
Γ( 1
2
− iµ+ p)
Γ( 12 − iµ)
∼ 1 +
∞∑
k=1
Qk(p)
µk
. (13.36)
Here the Qk are polynomials in p.
13.6. Properties of S-Matrix Elements
From the above algorithm one can calculate any S-matrix element. Some general
properties of the S-matrix elements following from the above construction are the following.
First let us define some notation. By KPZ scaling, the Euclidean S-matrix elements
〈 k∏
i=1
T+qi
〉
h
= µ2h+k−1−
1
2
∑
|qi|Fh(q1, . . . qk) (13.37)
define certain functions Fh(q1, . . . qk) associated to the moduli spaces Mh,k of curves with
h handles and k punctures. Defining different kinematic regions Cα as in eq. (13.29), one
can then show:
Some Properties of perturbative amplitudes:
i) Fh is parity-invariant: Fh(qi) = Fh(−qi).
ii) Fh is continuous on {
∑
qi = 0} ∩ IRk
iii) In Cα, Fh is a polynomial in the momenta with rational coefficients. In general the
polynomial is different in different regions. That is, the expressions are continuous
but not continuously differentiable.
iv) The degree of the polynomial is 2k + 4h− 3.
v) As any momentum goes to zero, we have
〈 k∏
i=1
T+qi
〉
qi→0∼ |qi| ∂
∂µ
〈∏
j 6=i
T+qi
〉
. (13.38)
vi) If qi ∈ ZZ, then Fh = 0 for sufficiently large genus, specifically, for 2h− 2+ k >
∑ |qi|.
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Property (i) follows from the integral representations of macroscopic loops [90]. Prop-
erties (ii),(iii) and (v) are proved in [132]. (Property (iii) was first noted in [90,95,48].)
Properties (iv) and (vi) are proved in [139].
Properties (ii–v) have interesting physical interpretations: Properties (ii) and (iii)
result from having derivatively coupled massless bosons. Usually, massless particles lead to
cuts in the S-matrix. In our case, the cuts become simple discontinuities of the derivatives
with respect to energy. Property (iv) essentially says that at large spacetime energies
the string coupling becomes effectively energy dependent, κeff (ω) ∼ ω2/µ. This effective
energy-dependence of the string coupling has been discussed from the continuum Liouville
theory point of view in [140].
Exercise. Energy-Dependent Effective String Coupling
Derive the rule κeff(ω) ∼ ω2 from the Liouville theory as follows [140]: From the
formula for Liouville energy, compute the turning point in φ. Plug into the formula for
the spatially-dependent string coupling to find κeff(ω) = κ0 e
1
2
Qφ = κ0 ω
2/µ.
A related phenomenon is the inapplicability of the string perturbation expansion for
high energy scattering [90]. The asymptotic expansion for string perturbation amplitudes
is an expansion at fixed ωi for µ→ +∞. Ordinarily in physics we measure physical values
of the coupling constants (e.g. α = 1137) and we probe physical laws by building ever larger
and more expensive accelerators, i.e., by increasing the energies ωi.
59 In the c = 1 model
we would find, at fixed µ and sufficiently high energies, that the string perturbation series
ceases even to be an asymptotic expansion. At such energies new physics must emerge
and the string approximation — which is now seen to be only a low energy approximation
— breaks down. In the present context the “underlying physics” which we would discover
would be the spacetime matrix model fermions. It remains to be seen if this situation is
typical of nonperturbative string theory.
 Decoupling of the cosmological constant
The low-energy theorem, property (v), is probably related to the decoupling of one
of the two cosmological constant operators, and plays a key role in the analysis of [140].
Taking a naive q → 0 limit of the tachyon vertex operator, we obtain Vq → e
√
2φ(1 +
(iqX −|q|φ)/√2+O(q2)). One may therefore try to interpret property (v) in terms of the
decoupling of the cosmological constant operator e
√
2φ and as well the “operator” Xe
√
2φ,
59 Ignore renormalization group flow of couplings, for the sake of this argument.
164
since the leading term in amplitude goes as |q| which multiplies the “operator” φ e
√
2φ.
This fits in well with the Seiberg bound (3.40). By a limiting process, we may interpret
e
√
2φ and φ e
√
2φ as the two KPZ dressings of the unit operator. We choose the root of
the KPZ equation (2.19) so that the exponential grows at φ → −∞, this being the root
we expect to correspond to a local operator. In the present case we must choose the root
φ e
√
2φ, as anticipated in the paragraph following (4.11), and in accord with the argument
given at the end of sec. 11.6.
Exercise. Spacetime interpretation of the bounce factor
Apply the low energy theorem, property (v), to the two-point function to show
that the “bounce factor” is the one-point function of the tachyon zeromode [141]:
〈T0〉 = i logR(µ;V ) . (13.39)
We regard property (vi) as intriguing: it strongly hints at a topological field theory
interpretation of c = 1.
13.7. Unitarity of the S-Matrix
One immediate application of the algorithm of sec. 13.5 is that we can give a very
simple and conceptual discussion of the unitarity of the S-matrix [132].
1.  Fermionization
3.  Bosonization
2.  Free Fermion
Scattering,  SFF
Fig. 32: Composition of three maps: fermionization, free-fermion potential scat-
tering, and rebosonization.
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The key observation is that the combinatorics of connecting lines according to the
diagrammatic rules of the previous section is identical to the combinatorics of bosonization.
We can then describe the algorithm as a three-step process: fermionization, then free-
fermion potential scattering, then rebosonization, as shown in fig. 32.
To be more precise, we describe in/out bosonic Fock spaces F in/out made from the
Heisenberg algebra of in/out massless bosons: α(η)in/out where η ∈ IR, [α(η), α(η′)] =
η′δ(η + η′) and the in/out vacua are defined by α(η)|0〉 = 0 for η < 0. Now, the Hilbert
space of the theory may also be described in terms of the Fermionic Fock space HFF
defined by the oscillators a(E) of sec. 11.3 (see (11.31, 11.32)).60 As is well-known, the
fermionization map
ιb→f : α(η)→
∫ ∞
−∞
dξ a(µ+ ξ) a†(µ− (η − ξ)) (13.40)
defines an isometry H0FF
∼= F in/out, where the superscript 0 indicates restriction to the
sector with the difference #particles−#holes = 0. Thus, the prescription of sec. 13.5 may
be summarized by writing the collective field SCF as a composition of three maps:
SCF = ιf→b ◦ SFF ◦ ιb→f , (13.41)
where ιb→f is the fermionization map, ιf→b is the inverse bosonization map, and SFF
is the free-fermion potential scattering S-matrix defined by (13.32). Although standard
bosonization is definitely not exact for the nonrelativistic fermion systems, the asymptotic
bosonization is exact for fermions in a potential approaching V (λ) ∼ −λ2 at infinity, and
this suffices for computation of the S-matrix.
From (13.41), we immediately deduce that the S-matrix is nonperturbatively unitary
if and only if SFF is unitary . There are two immediate consequences of this remark.
1) In theories with no infinite wall where the reflection factors have absolute value
smaller than one, the theory will fail to be nonperturbatively unitary. This is not because
bosons can tunnel, but because a single fermion in a particle–hole pair can tunnel, thus
leaving a nontrivial soliton sector on either side of the world. Put another way, if we
insist that the (left and right) Hilbert space of the theory be H0FF (again the sector with
#particles − #holes = 0) then the model will be non-unitary. If we allow nonzero #
60 We are describing only one world so we drop the ǫ label.
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particle − # hole number, i.e., nonzero soliton sectors, then nonperturbative unitarity will
be restored. A target space string interpretation of the solitons would be quite interesting.
2) By making small perturbations of the matrix model potential fig. 21, we can produce
infinitely many nonperturbatively unitary completions of the string S-matrix [132]. In
other words, the requirement of nonperturbative unitarity is a very weak constraint on
nonperturbative formulations of string theory. Strangely, the situation is opposite to that of
unitary c < 1 models coupled to gravity, where no satisfactory nonperturbative definitions
exist. In either case, we see that matrix models have been somewhat disappointing as a
source of nonperturbative physics.
13.8. Generating functional for S-matrix elements
The key formula (13.41) leads to a concise generating functional for all S-matrix
elements [141]. A very intriguing aspect of this formula is that it involves the asymptotic
conformal field theory in spacetime in a natural way.
We have mentioned above that the collective field theory, or equivalently the spacetime
tachyon theory T (φ, t), is asymptotically a conformal field theory. In fact there are two
asymptotic conformal field theories corresponding to the two different null infinities I±
in the past and the future. According to (13.41), the entire content of broken conformal
invariance in the interior is summarized by the potential scattering of fermions:
a(E)out = R(E)a(E)in = S
−1 a(E)in S
S ≡ exp
(∫ ∞
−∞
dE log
(
R(E)
)(
a†(E) a(E)
)
in
)
.
(13.42)
As we have noted, unitarity of the S-matrix is equivalent to the identity R(E)R(E)∗ = 1
on the reflection factors.
We may use (13.42) to summarize the entire S-matrix as follows. Define vertex oper-
ators with normalization
V˜ ±ω =
Γ(−iω)
Γ(iω)
µ1+iω/2V ±ω (13.43)
relative to the normalization of (5.22), and define the generating functional
µ2F[t(ω), t¯(ω)] ≡ 〈〈e∫∞0 dω t(ω)V˜ +ω e∫∞0 dω t¯(ω)V˜ −ω 〉〉
c
, (13.44)
where 〈〈. . .〉〉 indicates a sum over genus and integral over moduli space, ∑h≥0 κ−χ ∫Mh,n
(as in (11.61)), and the subscript c indicates the connected part. The genus expansion of
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(13.44) is given by F = F0 + 1µ2F1+ · · ·, and thus by KPZ scaling, combining (13.41) and
(13.42) we have the formula [141]:
µ2F[t(ω), t¯(ω)] = 〈0|eµ∫∞0 dω t(ω)α(−ω) · S · eµ∫∞0 dω t¯(ω)α(ω)|0〉c . (13.45)
The expression (13.45) has a simple compactified Euclidean space analog. If we take
the Euclidean coordinate X to have finite radius β, then from [142,143], we see that the
only modification in (11.38) is that bosonic momenta instead lie on a lattice q ∈ 1
β
ZZ and
the fermions, now interpreted as being at finite temperature 1β , have Matsubara frequencies
1
β (ZZ+
1
2 ).
τ = ∞ τ = 0
. (matrix model wall)
Fig. 33: The Euclidean spacetime of the matrix model in natural coordinates.
Note that the asymptotic conformal field theory on spacetime is concentrated in
the “ultraviolet” region at the center of the disk.
The analytic continuation of the asymptotically conformal collective field is given by
the standard c = 1 scalar field
∂φin/out(z) =
∑
n
αin/outn z
−n−1 , (13.46)
where z = e−τ+iX , so that the Euclidean spacetime in the z-plane looks as in fig. 33.
In particular, the bosonization becomes the standard one with Weyl fermions in the
Neveu-Schwarz sector:
ψ(z) =
∑
m∈ZZ
ψm+ 12
z−m−1 ψ(z) =
∑
m∈ZZ
ψm+ 12 z
−m−1
{ψr, ψs} = δr+s,0 ∂φ = ψ(z)ψ¯(z) .
(13.47)
The Euclidean analog of (13.42) is
ψin−(m+ 12 ) = R(µ+ ipm)ψ
out
−(m+ 12 )
ψ¯in−(m+ 12 ) = R(µ− ipm)
∗ ψ¯out−(m+ 12 ) .
(13.48)
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where pm ≡ (m+ 12)/β.
Thus defining Euclidean equivalents V˜q = µ
1−|q|/2 Γ(|q|
Γ(−|q|)Vq of (13.43), the Euclidean
analog of (13.44) becomes
µ2F ≡
〈〈
e
∑
n≥1 tnV˜n/β+
∑
n≥1 t¯nV˜−n/β
〉〉
c
= − 1
β
〈0|eiµ
∑
n≥1 tnαnS e
iµ
∑
n≥1 t¯nα−n |0〉c .
(13.49)
where |0〉 is the standard SL(2,C) invariant vacuum and the scattering operator is now
given by
S = : exp
(∑
m∈ZZ
logRpmψ
out
−(m+ 12 )ψ
out
m+ 1
2
)
: . (13.50)
The formulae (13.44, 13.49) are enormous simplifications over previous expressions for
c = 1 amplitudes. They also clarify several mathematical properties of the c = 1 S-matrix,
in particular, its connections to integrable systems.61
13.9. Tachyon recursion relations
From the previous formulae we can obtain some interesting relations between tachyon
amplitudes. We will restrict attention to genus zero with X uncompactified in this section.
We may interpret the solution (13.22) or (13.25) to the classical scattering problem in
terms of operators in the coherent state representation acting on the generating functional
Z of all amplitudes. This leads immediately to the w1+∞ flow equations for genus zero
amplitudes. The equations are most elegantly stated at the self-dual radius, or by working
at infinite radius but restricting to integer momenta. In either case we have:
µ−2
∂
∂t(n)
Z =
∮
dw
1
n+ 1
:
(
∂¯φ(w)
)n+1
: Z , (13.51)
where we have the coherent state representation:
∂¯φ = w−1 +
∞∑
k=1
k t¯(k)wk−1 +
1
µ2
∞∑
k=1
w−k−1
∂
∂t¯(k)
, (13.52)
61 M. Green and T. Eguchi have pointed out some intriguing similarities between the present
discussion of the c = 1 S-matrix and the topological–antitopological fusion of [144]. Indeed, a
picture of in- and out- disks joined along the τ = 0 boundary of fig. 33 defines exactly the same
geometrical setup.
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and in (13.51) we only keep terms to leading order in the 1/µ2 expansion for any given
correlator.
In terms of explicit constraints on amplitudes, these flow equations lead to the follow-
ing relations between tachyon amplitudes [138]. The identities are most simply written in
terms of
Tq = Γ(|q|)
Γ(1− |q|)Vq . (13.53)
Consider first the insertion of a “special tachyon,” with q ∈ ZZ+. If we continue ω → i n
with n ∈ ZZ+ then the series (13.25) truncates after n + 1 terms. These terms have a
“universal” effect in correlation functions. Specifically, an insertion of Tn is given by
〈Tq
m∏
i=1
Tqi〉 =
m∑
k=2
Γ(n)
Γ(2 + q − k)
min(m−,k−1)∑
l=1
∑
|T |=l
θ
(−q(T )− q)
·
∑
S1,...Sk−l
k−l∏
j=1
(
θ
(
q(Sj)
)
q(Sj)
〈
T−q(Sj)
∏
Sj
Tqi
〉)
,
(13.54)
where q > 0.62 The notation is as follows: Let S = {q1 . . . qm}, and let S− denote the
subset of S of negative momenta. Denotem− = |S−|. The sum on T is over subsets of S− of
order l. The subsequent sum is over distinct disjoint decompositions S1∐. . .∐Sk−l = S\T .
q(T ) denotes the sum of momenta in the set T . The momenta qi are taken to be generic
so that the step functions are unambiguous. This entails no loss of generality since the
amplitudes are continuous (but not differentiable) across kinematic boundaries [90].
The first two examples of (13.54) are:
n = 1 :
〈
T1
n∏
i=1
Tqi
〉
=
∑
qi<−1
|qi + 1|
〈
Tqi+1
∏
j 6=i
Tqj
〉
(13.55)
n = 2 :
〈
T2
m∏
i=1
Tqi
〉
=
∑
qi<−2
|qi + 2|
〈
Tqi+2
∏
j 6=i
Tqj
〉
+
∑
qi+qj<−2
qi,qj<0
|qi + qj + 2|
〈
Tqi+qj+2
∏
k 6=i,j
Tqk
〉
+
∑
qi<−2
∑
S1∐S2=S\{qi}
θ
(
q(S1)
)
q(S1) θ
(
q(S2)
)
q(S2)
〈
T−q(S1)
∏
S1
Tqj
〉〈
T−q(S2)
∏
S2
Tqj
〉
.
(13.56)
62 In [138] these were written, with no loss of generality, for positive integer q. The casem− = m
is exceptional ((13.54) vanishes while the correlator does not) but the amplitude is known from
(13.27). This ungainly feature is not shared by (13.51).
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Note that in (13.56) there is a change in tachyon number by one in the second line, and
the product of two correlators in the third line. The pattern continues for higher n: there
are terms with |T | = l = k − 1 removing l incoming tachyons, which are linear in the
correlators, and terms with a product of k− l correlators. Using the representation (13.44)
one can write the analog of (13.51), which is valid to all orders of 1/µ perturbation theory.
Essentially, the w1+∞ algebra is replaced by the W1+∞ algebra [141].
13.10. The many faces of c = 1
In recent years many authors have tried to relate other interesting physical systems
to the c = 1 matrix model. These include:
1) Two-dimensional black holes.
It was originally proposed by Witten [32] that the SL(2, IR)/U(1) model of black holes
would be, in some sense, equivalent to the c = 1 model. This fascinating conjecture has
inspired an enormous literature, but, despite all the work, the situation remains confused.
Space does not allow a proper review here. A small sampling of the vast literature includes
the following proposals:
a) The models are equivalent after a non-local integral transform on the field variables.
In [145], a transform from the Liouville equations of motion to the SL(2, IR)/SO(2)
equations of motion is proposed. See also [146]. In [147], this transform was composed
with the τ -space to φ-space transform described in sec. 12.4. The results so far have
been limited to transforms of the tachyon equations of motion and, when treated
nonperturbatively, have some difficulties with singularities at the horizon and/or the
singularity. There have been many variants of these proposals in the literature. See,
for example, [148].
b) The models have different operators turned on corresponding to non-normalizable
modes. Consequently the (Euclidean) black hole and the c = 1 model are in different
“superselection sectors” [140].
c) The 2D black hole and the c = 1 model are equivalent; the c = 1 S-matrix includes
black hole formation and evaporation as an intermediate process, but the black hole
physics is difficult to recognize because of the exact solubility of the model. Specifically
the w∞ symmetry of the theory makes black holes difficult to recognize in the c = 1
S-matrix. This has been advocated in [149].
d) The 2D black hole and the c = 1 model are related, but are different cosets of SL(2, IR)
current algebra [150].
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e) The c = 1 model is equivalent to a twisted N = 2 supersymmetric SL(2, IR)/U(1)
model [151].
f) The models are not equivalent and we will learn nothing about black holes from the
c = 1 model. Several physical arguments may be advanced in favor of this viewpoint.
2) Topological Field Theory.
In [152,151], a relation between the c = 1 model with X compactified on a self-
dual radius and a certain topological field theory has been proposed. This is potentially
significant because the c = 1 model has, as we have seen, local physics and a nontrivial
S-matrix. This topological field theory is a twisted SL(2, IR)/U(1) Kazama–Suzuki model
at level k = −3 coupled to topological gravity. Among other things, this interpretation
would equate the tachyon S-matrix for Tki with the Euler character of the vector bundle
V →Mg,n whose fiber at a Riemann surface Σ is
V|Σ = H0
(
Σ; K2 ⊗ni=1 O(zi)1−ki
)
, (13.57)
where K is the canonical bundle of Σ. This conjecture has been checked for the free energy
[153] and for the four-point function [152,151]. Checking this in other cases appears to be
quite nontrivial.
3) 2D QCD.
Very recently [154], a connection with two-dimensional QCD has been advocated.
14. Vertex Operator Calculations and Continuum Methods
Matrix model reasoning is extremely indirect. It is therefore important to verify matrix
model results directly via vertex operator calculations. Aside from logical consistency, it
is useful to see how matrix model results are explained by standard string-theoretic ideas
(for example in terms of operator product expansions, etc.). Moreover, vertex operator
calculations are the only known approach to the supersymmetric models.
14.1. Review of the Shapiro-Virasoro Amplitude
Many of the important ideas of string perturbation theory are nicely summarized in
one of its oldest results: the Shapiro-Virasoro amplitude for 4-point scattering of string
tachyons. Although this material is completely standard, it is good to review it before
plunging into the bizarre world of 2D string theory.
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The relevant density on moduli space for the scattering of four on-shell closed string
tachyons is
Ω(Vp1 , Vp2 , Vp3 , Vp4) = dz ∧ dz¯ |z|2p1p3 |z − 1|2p2p3 , (14.1)
where z = z13z24/z12z34 and
1
2p
2
i = 1.
In this case, the integral over moduli space M0,4 can be done using the formula∫
C
d2z |z|2a|z − 1|2b = π∆(1 + a)∆(1 + b)∆(−a− b− 1) , (14.2)
and hence
A0,4(Vp1 , Vp2 , Vp3 , Vp4) = π
Γ(1 + p1 · p3)
Γ(−p1 · p3)
Γ(1 + p2 · p3)
Γ(−p2 · p3)
Γ(1 + p3 · p4)
Γ(−p3 · p4) . (14.3)
The left hand side of (14.2) converges when the arguments of all the Γ-functions are
positive. Amplitudes in other kinematic regimes, obtained by analytic continuation in the
external momenta, have an infinite set of poles at the values:
1
2 (p1 + p3)
2 = 1, 0,−1, . . .
1
2 (p2 + p3)
2 = 1, 0,−1, . . .
1
2 (p3 + p4)
2 = 1, 0,−1, . . .
(14.4)
These poles have both spacetime and worldsheet interpretations:
Spacetime interpretation. The poles signal the existence of new particles in the
theory. At the above values of t, u, s, there is an on-shell particle in the respective channel.
This is the first signal of the infinite tower of string states of arbitrarily large target space
spin.
Worldsheet interpretation. The poles arise from the terms in the operator product
expansion. The poles in the t channel, for example, are best understood by considering
the operator product expansion of operators Vp1 with Vp3 . Then we have:
cc¯ eip3·X(z, z¯) cc¯ eip1·X(0) ∼
∑
Φs(0)
〈
Φs(∞) cc¯ eip3·X(z, z¯) cc¯|p1
〉
(14.5)
where Φs has ghost number 4. Thus we can interpret the expansion of Ω in powers of z as
a statement about the factorization properties of the correlator:
〈V V V V 〉 →
∑
s
〈V V Φs〉〈ΦsV V 〉 . (14.6)
Exercise. Gaussian OPE
Express the operators in (14.5) in terms of Schur polynomials of ∂kc, ∂kX.
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The expansion is only convergent for |z| < 1, so we must separate the integral over
moduli space into two parts: |z| < ρ and |z| > ρ, where ρ < 1. In the first integral we may
use the OPE and integrate term by term to get:
A0,4 = 2π
∑
n≥1
ρ2n+2+2p1·p3
2n+ 2 + 2p1 · p3 〈V1V3Φ
s〉 〈ΦsV2V4〉+
∫
|z|≥ρ
Ω . (14.7)
Thus we see that the poles in the t-channel come from the contribution of operators in
the V1, V3 OPE that satisfy
1
2 (p1 + p3)
2 = 1, 0,−1, . . . . Furthermore, the Fock space for
the Gaussian conformal field theory (tensored with ghosts) may be decomposed into states
which are BRST cohomology representatives, unphysical states, and trivial states, in a
manner invariant under the conjugation Φs → Φs. That is, the factorization behaves
schematically like:
∑
|phys〉〈phys|+
∑
|unphys〉〈trivial|+
∑
|trivial〉〈unphys| . (14.8)
Since the Vi are BRST invariant, only the BRST invariant operators can contribute to the
sum in (14.7). Thus we finally conclude that the infinite sum of poles in the scattering
amplitude stem from the BRST cohomology classes in the operator product expansion.
Similarly, the poles in the s, u channels arise from the other two boundaries of moduli
space.
Note, in particular, that it would be inconsistent with unitarity to truncate the string
spectrum to lowest lying states.
Exercise. BRST puzzle
When p1+p3 is not on-shell, every term in (14.5) is a BRST commutator so Vp1Vp3
is BRST trivial. Explain why this does not imply that the four-point function is zero.
14.2. Resonant Amplitudes and the “Bulk S-Matrix”
Unfortunately the Liouville theory is incalculable: we cannot even write the density
on moduli space in general, much less integrate it. We can of course calculate in the free
theory at µ = 0. This has led to a large literature on the “Bulk scattering matrix” to
be contrasted with the “Wall scattering matrix” or W -matrix discussed in the previous
chapter.
Bulk scattering is scattering in the µ = 0 theory with the condition s = 0, where s is
the KPZ exponent (3.44), is imposed as a kinematical condition. This makes best physical
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sense if we rotate φ→ it (as we may when µ = 0), and regard X as a spatial variable. We
are therefore discussing theory B of sec. 5.4. As explained there, the vertex operators are
given by (5.24) and we have energy and momentum conservation laws for the amplitude
〈∏T+ki ∏T−pi 〉 given by ∑
ki +
∑
pi = 0
s = 2−
∑
(1 + 1
2
ki)−
∑
(1− 1
2
pi) = 0 .
(14.9)
Standard vertex operator calculations now give
〈∏
T+ki
∏
T−pi
〉
=
∫ N∏
i=4
d2zi
∏
i<j
|zij |−2sij , (14.10)
where we take the three points at 0, 1,∞ as usual, sij = βiβj − 12kikj , β =
√
2 + k/
√
2
for T+k , and β =
√
2 − p/√2 for T−p . The amplitude (14.10) is known as the “shifted
Virasoro–Shapiro amplitude” and is quite similar to the familiar expressions for strings in
Minkowski spacetime. Let us examine these amplitudes more closely.
Consider first the case where all vertex operators but one have the same chirality,
without loss of generality we take say (+,−N ). If the “effective masses”mi = 12 (β2i− 12p2i ) =
1− pi > 0, and pi + pj > 1, then the integral (14.10) is convergent and well-defined, and
results in
〈T+k
N∏
i=1
T−pi 〉 =
N∏
i=1
∆(mi)
πN−2
(N − 2)! . (14.11)
This has been shown in [49,48] by analytic arguments and in [155] by an elegant algebraic
technique. Note in particular that:
1) pi, ki ∈ IR. We have put µ = 0 so there is no longer any rationale to impose the
Seiberg bound (3.40).
2) As in 26 dimensions, we can continue to other momenta for which the integral rep-
resentation does not converge. Then there are poles, but in this case they occur for
pi = 1, 2, . . . . These are known as the “leg poles.”
3) We already see a remarkable difference between D = 2 and D > 2 strings since in
general there is no simple closed formula for (14.10) for N > 4.
Let us now consider other combinations of chiralities. We find a new surprise. Because
of kinematic “coincidences”, one cannot define the integrals, even by analytic continuation,
since one is always sitting on top of a Γ-function pole or zero. Indeed it has been argued
in [48,49] that these amplitudes are zero, at least for generic external momenta.
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Example. Let us consider the most general four-point function. In string theory,
we apply the fundamental identity (14.2). Usually we use this expression in conjunction
with analytic continuation in the momenta to define the scattering matrix in all kinematic
regimes. Let us apply this to the amplitude
〈
T+k1T
+
k2
T−p1T
−
p2
〉
. The kinematic constraints
(14.9) force p1 + p2 = −(k1 + k2) = 2. Thus the third factor of (14.2) becomes ∆(2) = 0,
while the first two factors remain nonsingular for generic momenta.
t
x
Fig. 34: Several nonvanishing bulk processes. One can also take the parity con-
jugate of each the above processes.
The mixed chirality amplitudes are put to zero by some authors [49,48,156] and argued
(on the basis of unitarity equations) to be proportional to δ-functions in momenta by others
[157,158]. Taken together these amplitudes define the “Bulk S-matrix,” or B-matrix for
short. Bulk scattering is quite peculiar, some examples of processes are drawn in fig. 34.
The existence of particle creation/annihilation in some processes is not surprising given the
time-variation of the background, and in particular of the coupling constant. The existence
of δ-function singularities in the other S-matrix elements suggests that the spacetime
background with µ = 0 is highly unstable.
 Factorization on discrete states
It should be emphasized that the simplicity of the formula for N -tachyon scattering
amplitudes (14.11) is extremely remarkable. The analogous singularity structure for the 26-
dimensional string would be vastly more complicated. Physically this arises because in 2D
there is only one propagating degree of freedom. Nevertheless, since the amplitudes (14.11)
were calculated using free-field operator products, the standard discussion of sec. 14.1
applies here as well, with some small modifications implied by the kinematic laws (14.9).
This has been carried out in detail in [157,156]. Using the free field OPE as in sec. 14.1,
176
in [156] it is shown that the “leg poles” in (14.11) may be interpreted in terms of on-shell
intermediate discrete states. The vanishing of the mixed chirality amplitudes is important
in their discussion. While this makes sense from the worldsheet point of view, the existence
in spacetime of (normalizable!) modes which are only physical at discrete momenta is quite
peculiar and has not been adequately interpreted.
14.3. Wall vs. Bulk Scattering
We finally discuss the relation of the B-matrix to the W -matrix, that is, we compare
amplitudes at µ = 0 with amplitudes at µ > 0. Since we cannot expand in µ we have no
right to expect a simple relation. Moreover, the perturbative W -matrix does not have a
good µ → 0 limit. Nevertheless, there is an interesting series of conjectures explored in
[47,48,49] on the relation between these S-matrices. We describe these here.
To compare, we must continue back to Euclidean space and impose the Seiberg bound
(3.40). Thus we only consider processes with T+k , k > 0, and T
−
k , k < 0. The chirality
rule thus becomes the rule that amplitudes are generically zero unless all but one of the
momenta ki have the same sign. Without loss of generality, we take k1, . . . kN < 0, hence
s = 0 implies that kN+1 = N − 1. We now try to relate the µ = 0 and µ > 0 theories by
integrating over the Liouville zero mode as in sec. 3.9, splitting φ = φ0 + φ˜. This gives:
〈V · · ·V 〉 = µs Γ(−s) 〈V · · ·V 〉φ˜,µ=0 . (14.12)
Since s = 0, the RHS is ill-defined, but the pole of the Γ-function has a nice physical
interpretation. Returning to fixed area correlators we see that it arises from an ultraviolet
A→ 0 divergence. That is, in spacetime terms, a divergence from an integration over the
volume of the φ-coordinate. We may therefore regulate the theory and consider logµ the
regularized volume of the world,
µsΓ(−s)|s=0 →
∫ ∞
ǫ
dA
A
e−µA → log(µ ǫ) . (14.13)
To extract the residue of the s = 0 pole, we divide by the volume of φ-space. As mentioned
in sec. 3.9, the Liouville interaction is effectively zero in “most” of φ-space so we should be
able to treat φ as a free field in this regime and calculate the residue of the s = 0 pole with
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free-field techniques. But this calculation just leads to the B-matrix. Using the free-field
result (14.11) gives (ki < 0, i = 1, N):
〈Vk1 · · ·VkN+1〉 = µsΓ(−s)|s=0〈V · · ·V 〉φ˜,µ=0
= µsΓ(−s)|s=0
N∏
i=1
∆(mi)
πN−2
(N − 2)!
= πN−2
N∏
i=1
∆(mi)
Γ(1− (N − 1) + ǫ)
Γ(N − 1) (N − 2)!
=
N+1∏
i=1
∆(mi)
( ∂
∂µ
)N−2
µs+N−2|s=0
(14.14)
where now mi = 1 − |ki| and |kN+1| = N − 1 and we regulate by taking s = ǫ → 0. Di
Francesco and Kutasov [48] have generalized this result to positive integer values for s by
carefully taking limits ki → 0, and find
〈V · · ·V 〉 ∝
N+1∏
i=1
∆(mi)
( ∂
∂µ
)N−2
µs+N−2 . (14.15)
The equation (14.15) has an obvious “continuation” to s /∈ ZZ+ with s = 1−N + |kN+1|,
where the RHS becomes well-defined and finite. Remarkably, comparison with the matrix
model result (13.27) shows that we obtain an identical amplitude (13.27, 13.28) differing
only by “wavefunction renormalization factors” f(q) (13.12), and the continuation |p| →
−iω appropriate to the W -matrix. In order for this story to be consistent, we should
understand from the W -matrix why the mixed chirality amplitudes vanish. The reason is
that in these kinematic regimes, the KPZ exponent is typically fractional. For example,
for 2→ n scattering with p1 + p2 = k1+ · · ·kn we have s = 2− n+ p1 + p2, even when leg
factors blow up µs is fractional, there is no logµ dependence and hence no “bulk” piece
proportional to the volume of the world.
Di Francesco and Kutasov [48] have argued that is is nevertheless possible to use the
data of the B-matrix to obtain the remaining W -matrix elements at µ 6= 0. The crucial
point is that one must use spacetime reasoning [48]. First, note that (14.15) depends (up
to wavefunction factors) on the momenta only through a polynomial. Therefore, we can
construct a local spacetime field theory of the tachyon field analogous to the macroscopic
loop field theory of sec. 11.6.63 In [48], it is shown that (14.15) uniquely fixes all the inter-
actions in the Lagrangian and that one can proceed to calculate the amplitudes in other
63 “Local” means we have an finite set of local finite derivative interactions for each interaction
involving n fields. In total, the Lagrangian involves an infinite set of interactions.
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kinematic regimes at µ 6= 0 using this field theory. In all cases where the procedure has
been checked (five- and six-point functions), the amplitudes obtained from this procedure
agree with the matrix model amplitudes. Thus, the B-matrix element (14.11) at µ = 0
completely determines the µ 6= 0 W -matrix. These arguments have not been extended to
higher genus and the equality of S-matrices thus remains conjectural (although physically
plausible).
Remarks:
1) As we discussed in the previous section the leg factors of the B-matrix give poles
corresponding to on-shell intermediate discrete tachyons. On the other hand, for the
Euclidean W -matrix the analogous factors are of the form (13.12), and have poles at
|q| ∈ ZZ+. In the physical regime of the W -matrix, these correspond to phase factors
Γ(iE)
Γ(−iE)
which do not have poles in the physical regime. This makes perfectly good sense. As
we have discussed, the poles of the leg-factors correspond to non-normalizable states with
imaginary momentum, they cannot appear in intermediate channels for physical scattering.
Thus, we see that at µ > 0 the different nature of the Liouville OPE essentially changes
the physics and alters the standard discussion of sec. 14.1. In particular, the W -matrix
has the peculiar property, unique among string theories, that the tachyon S-matrix is a
unitary scattering matrix in the absence of all other string states.
2) These calculations have been extended to the open string in [159], in which case
the amplitudes have a pole structure much more complicated than the closed string bulk
amplitudes above. Explaining these amplitudes remains an important challenge for the
matrix model approach.
14.4. Algebraic Structures of the 2D String: Chiral Cohomology
We have seen that, at least at µ = 0, the 2D string has a rich spectrum of cohomol-
ogy. As mentioned in sec. 5.5, this may be taken as an indication that the D = 2 string
background is a much more symmetric background for string theory. By contrast, the
Minkowski background of standard critical strings would seem to be a very asymmetric
background, not at all a good place to look for underlying symmetries and principles of
string theory. With these motivations in mind, several groups have intensively investi-
gated the algebraic structures defined by the BRST cohomology of D = 2 string theory
[66,69,67,131,155,160,161].
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Quite generally, the operator product algebra of the chiral operators in a conformal
field theory defines an example of a mathematical object known as a vertex operator algebra
[162]. Indeed much of the work on conformal field theory (especially RCFT) has been an
investigation of these algebraic structures [163,164]. In string theory, where there is a
BRST operator Q, additional structures arise. This is nicely illustrated in the example of
the operator product algebra of the 2D string.
First let us consider the absolute chiral cohomology at the self-dual radius. As we
have described in chapt. 5, this is spanned by operators at ghost numbers G = 0, 1, 2 for
the (+)-states:
G = 0 Oj,,m
G = 1 aOj,,m Y +j,m
G = 2 aY +j,m ,
(14.16)
together with the (−)-states at ghost numbers 3,2,1, which are dual via the tilde-
conjugation.
The operator product of the ground ring operators O ∈ G can be restricted to the
BRST cohomology:
O1(x)O2(y) ∼ O3(y) mod{Q, ∗} , (14.17)
since the operator product is nonsingular and and ghost number is additive. Thus, the
ground ring operators form a ring. One can show that the BRST reduction of the operator
product algebra is [67]:
Oj1,m1(x)Oj2,m2(y) = Oj1+j2,m1+m2(y) mod{Q, ∗} . (14.18)
This result almost follows simply from consideration of ghost and momentum quantum
numbers. The fact that the structure constant is unity requires more detailed analysis
[67]. With the identifications x ≡ O1/2,1/2, y ≡ O1/2,−1/2, we identify the chiral ground
ring with the algebra of polynomials in x and y, denoted C[x, y].
Of course, the existence of a ring in the OPA of the BRST cohomology does not require
us to restrict to ghost number G = 0. To describe the full operator product algebra, we
first introduced some geometry.
Geometry of the BRST operator product algebra
An old observation [165] is that the BRST cohomology of string theory resembles
cohomological structures of manifolds. The operator product algebra of the 26-dimensional
string has proven too complicated to pursue this line of thought very far, but the 2D string
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example has provided some very interesting realizations of that idea [67,66]. From (14.18),
we see that the ground ring is the ring of polynomial functions on the x, y plane. Witten
and Zwiebach [66] show that the remaining cohomology can be identified with polynomial
vectors and bi-vectors via the introduction of an area-form ω = dx ∧ dy. Indeed we have
the correspondence:
Oj,m ↔ fj,m ≡ xj+myj−m
Y +j,m ↔ Vj,m ≡
∂fj,m
∂y
∂
∂x
− ∂fj,m
∂x
∂
∂y
aOj,m ↔ Xj,m = xj+myj−m
(
x
∂
∂x
+ y
∂
∂y
)
aY +j,m ↔ fj,m(x, y)
∂
∂x
∧ ∂
∂y
.
(14.19)
In the third line, the vector field X is an area non-preserving diffeomorphism and satisfies
LXj,mω = fj,mω, or, ∂iX i = fj,m. With these identifications, we can elegantly summarize
the operator product algebra as the ring structure on Λ∗T = ⊕2i=0T , where T is the
polynomial tangent bundle on the x, y plane [66,166].
Since we are working at µ = 0 we must also consider the (−) states. These may
be nicely incorporated into the theory. The full structure has been elucidated by Lian
and Zuckerman [166] in terms of an algebraic structure they call a Gerstenhaber algebra.
Related algebraic structures have also figured prominently in several recent works on string
field theory and topological string theory. See [167,168].
Exercise. Explicit Ring Structure
Show that the ring structure in the natural basis is
Oj1,m1 · Oj2,m2 = Oj1+j2,m1+m2
Oj1,m1 · Y +j2,m2 = αY +j1+j2,m1+m2 + βaOj1+j2+1,m1+m2
Y +j1,m1 · Y +j2,m2 = aY +j1+j2−1,m1+m2 .
(14.20)
Remarks:
1) There is a dual interpretation replacing polyvectors by differential forms. In this
formulation, b0 essentially plays the role of an exterior derivative. See [66].
2) It is natural to ask for the analog of the ground ring at c < 1. This has been
discussed in [131,169]. The operator product ring is C((w)) ⊗C[x, y] with relations
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xp−1 ∼ yq−1 ∼ 1 (where C((w)) designates the ring of Laurent series with finite order
poles).
Lie Algebra of Derivations
Let us investigate more closely some consequences of the above assertions. The opera-
tor product algebra of the ghost number G = 1 operators is the Lie algebra of vector fields.
When restricted to the area-preserving vector fields Y +j,m, this may be identified with the
∨w Lie algebra as follows. The operator Y has the structure Yj,m = cWj,m,where W is
a ghost-free operator of dimension one, so applying the descent equations to the BRST
invariant zero-form Ω(0) = Yj,n gives a dimension one operator Ω
(1) = W . The associated
Lie algebra can be deduced by direct calculations of the operator products to be [160]
Wj1,m1(z)Wj2,m2(0) ∼
2(j1m2 − j2m1)
z
Wj1+j2−1,m1+m2(0) . (14.21)
Again, much of this formula is fixed simply by considering the quantum numbers. The
expression (14.21) is in agreement with the commutator of polynomial vector fields.
Associated with the Lie algebra of currents are the charges Q(Y +j,m) =
∮
Wj,m. These
act on the ground ring as derivations. To prove this, let O1(P ), O2(Q) be two ground ring
operators, and let C be a contour surrounding points P,Q, and C1, C2 surround only P and
Q, respectively. We have:
∮
C
Wj,m
(
O1(P )O2(Q)
)
=
(∮
C1
Wj,mO1(P )
)
O2(Q)+O1(P )
(∮
C2
Wj,mO2(Q)
)
. (14.22)
Since the BRST invariant contribution to the operator product is independent of the
difference z(P ) − z(Q), the action of the charges descends to a derivation on the ground
ring. In the geometrical interpretation this is just the action of polynomial vector fields
on polynomial functions.
Exercise. Two viewpoints
Show that the second description of the operator algebra of ghost number G = 0
and G = 1 states is equivalent to the ring structure on Λ∗T . Use the fact that if
LWω = 0 is area preserving and LV ω = fω, then L[V,W ]ω =W (f)ω.
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Tachyon Modules: Away from the self-dual radius, there are new BRST cohomology
classes Vq = c e
iqX/
√
2 e
√
2(1−12 |q|)φ, with q /∈ ZZ. The ring of BRST operators acts on
these new cohomology classes via operator products. Since the position-dependence of the
operators is a BRST commutator, the tachyon operators form a module representing the
ring Λ∗T [131].
First let us determine the action of the ground ring. An easy free-field calculation,
using the explicit formulae for x, y given in chapt. 5, shows
O1/2,1/2 · Vq = q Vq+1 q > 0
O1/2,−1/2 · Vq = 0 q > 0
O1/2,1/2 · Vq = 0 q > 0
O1/2,−1/2 · Vq = q Vq−1 q > 0 .
(14.23)
So irreducible representations are classified by Sign(q) and q mod 1. The remaining ring
action is somewhat complicated, but can be largely obtained by considering the X, φ
quantum numbers. For example, Y +j,m·Vp is a state with pX = (p+2m)/
√
2 and −ipφ/
√
2 =
|p|+2j−2. Thus the resulting state can only lie on the tachyon dispersion line if |p+2m| =
|p|+ 2j − 2. Therefore, for example, we can immediately conclude that
Y +j,m · Vp = 0 , (14.24)
for p /∈ 1
2
ZZ+ if p + 2m < 0, p > 0, or if p + 2m > 0, p < 0. If p + 2m and p have the
same sign, then we still require |m| = j − 1 for a nonzero product. In the latter case, the
nonvanishing product is most simply described as∮
Wj,j−1Vp =
(−1)2j−1
(2j − 1)! (p)2j−1Vp+2(j−1) (14.25)
for p > 0, with a similar formula for Wj,1−j for p < 0 (and (p)m = Γ(p +m)/Γ(p) is the
Pochammer symbol). Thus, when the ∨w algebra generated by the currents Wj,m acts on
the tachyon module, only the Vir+ subalgebra ∨2w/ ∨3 w acts nontrivially on Vp.
14.5. Algebraic Structures of the 2D String: Closed String Cohomology
The algebraic structures for the closed string case are quite similar. The only subtlety
occurs in combining left and right-moving structures.
Consider first the ground ring for the self-dual compactification. The ghost number
G = 0 cohomology classes are spanned by Rj,m,m′ = Oj,mO¯j,m′ . We must use the same
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spin j even at the self-dual radius, since left- and right-moving Liouville momenta must
match. The geometrical interpretation of this ring emerges when one writes ground ring
elements as xnymx¯ny¯m. Equating left and right Liouville-momenta we have n+m = n+m.
The ground ring is therefore always generated by polynomials in the expressions a1 = xx¯,
a2 = yy¯, a3 = xy¯, a4 = yx¯. Note that the a’s obey the relation a1a2 = a3a4, defining a
three-dimensional quadric cone Q. At infinite radius we only have ground ring generators
Rj,m,m and the ground ring again becomes the ring of polynomial functions on the x, y
plane.
In a manner analogous to the previous section, one can consider the other algebraic
structures and their geometrical interpretations in terms of the cone Q. For example, the
symmetries associated to the ghost number G = 1 cohomology are the volume preserving
diffeomorphisms of Q. Further results may be found in [66].
As in the chiral case, the ground ring and discrete charges act on the tachyon operators
Vp. Indeed, recall from sec. 4.5 that we may apply the descent equations to the ghost
number one BRST classes Jj,m = Y +j,mO¯j−1,m and its holomorphic conjugate. The first
step in the descent equations gives a current
Ω
(1)
j,m =W
+
j,mO¯j−1,m dz − cW+j,mX¯ dz¯ , (14.26)
where |X¯〉 = b¯−1|O¯j−1,m〉. This is an unusual current: although it has dimension (1, 0),
it is not purely holomorphic. Moreover, its charge is only conserved up to BRST exact
states. Nevertheless, we can let these discrete currents act on tachyons. The story is very
similar to the chiral case. In BRST cohomology, the only nonzero actions occur for p > 0,
Jj,j−1 or p < 0, Jj,1−j. In this case we have Aj,j−1 = (−1)
2j
(2j+1)!L2j we find that, for p > 0:
[Ln, V˜p] = p V˜p+n . (14.27)
So, again Vir+ (see (12.29)) acts.
String theory Ward identities as applied to 2D string theory have been described in
[66,69,131,161,155].
Further extensions of this formalism and likely directions for future progress, including
applications in physical contexts, are deferred to [19].
15. Achievements, Disappointments, Future Prospects
Quantum gravity has been a theoretical challenge for 70 years. String theory has been
evolving for 25 years. In the past 3–4 years, some new ideas have been applied to these
old problems. It is time to assess the harvest of this recent effort.
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Exercise. Missing lessons
Determine which of the lessons below are covered quite elegantly in portions of text
that have been omitted from these lecture notes [0] but will be restored for the book
version [19].
15.1. Lessons
From the quantum gravity point of view, the main lessons we have learned from the matrix
model are:
• Euclidean Quantum Gravity makes sense, at least in two dimensions.
• The nature of quantum states in Euclidean quantum gravity, and their interpretation
within the quantum mechanical framework is surprising, and requires the introduction
of non-normalizable wavefunctions as well as normalizable wavefunctions.
• The Wheeler–DeWitt constraint is violated in topology-changing processes.
• The contributions of singular geometries to the path integral of quantum gravity are
important.
• There is a phase of topological gravity which can be connected to phases of nontopo-
logical gravity.
From the string theory point of view, the main lessons we have learned from the matrix
model are:
• Nonperturbative definitions of string physics, at least in some target spaces, exist.
• There are backgrounds with large unbroken symmetries, e.g., w1+∞ and volume pre-
serving diffeomorphism algebras.
• The large order behavior of perturbation theory at order g has the typically “stringy”
(2g)! growth.
• In solvable string theories, there is a beautiful mathematical framework (KP flow,
W -constraints, etc.) that relates string physics in different backgrounds.
• With current understanding, it is fundamentally impossible to achieve complete back-
ground independence: There is always dependence on boundary and initial conditions
associated with non-normalizable states.
• There is a phase of string theory which is topological, and can be connected to non-
topological phases with local physics (such as string scattering in two dimensions).
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15.2. Disappointments
From the quantum gravity point of view, our main disappointments thus far are:
• It is not yet obvious how to apply our new insights into quantum gravity in two
dimensions to treat the case of quantum gravity in four dimensions.
• Even in two dimensions, the matrix model results have not yet provided solutions to
fundamental problems of quantum gravity, such as the ultimate nature of singularities,
whether Hawking radiation violates fundamental principles of quantum mechanics,
and related paradoxes.
• Some nonperturbative aspects of gravity have been investigated, but no clear lessons
have been drawn and there remain many important open problems.
From the string theory point of view, our main disappointments thus far are:
• The spacetime physics for c < 1 conformal matter coupled to quantum gravity, while
not fully elucidated, seems rather uneventful due to the lack of a time dimension, i.e.
due to the lack of fully developed spacetime field theory.
• Spacetime physics of the c = 1 matter coupled to quantum gravity is essentially that of
a free boson. We have as yet no understanding of the infinite tower of string states or
of backreaction. It may be that strings propagating in two target space directions, i.e.
with no transverse dimensions, is not representative of strings propagating in higher
dimensions. Even for strings in two target space dimensions, we have not progressed
so far beyond the σ-model point of view to a conceptually new formulation.
• The biggest disappointments have been from the standpoint of nonperturbative
physics:
• There are stable non-perturbative solutions for the minimal (2,5) model (Yang–
Lee edge singularity), and higher non-unitary models coupled to quantum gravity,
but again the dynamics is limited due to the lack of time coordinate and conse-
quent lack of spacetime interpretation.
• For the c < 1 unitary models coupled to quantum gravity, there is no nonpertur-
bative theory.
• For c = 1 matter coupled to quantum gravity, we have the opposite problem:
there are infinitely many nonperturbative completions of the c = 1 S-matrix, i.e.,
there are infinitely many “θ-parameters.”
• Our lessons on background dependence are sobering: there are infinitely many super-
selection sectors.
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15.3. Future prospects and Open Problems
Singularity is almost invariably a clue. — Sherlock Holmes
Each paragraph in the text marked with the “dangerous bend sign”  represents an
opportunity.
• The quantum Liouville theory remains unsolved, and is still needed to calculate an-
swers to many physics questions, so major surprises remain possible.
• We need a better understanding of backgrounds. At present, we seem to have an
infinite dimensional manifold of solutions to string theory, and an infinitely large class
of superselection sectors. Are all these solutions related by some symmetry?
• Can we use these backgrounds to understand anything about time-dependence in
string theory?
• Natural nonperturbative definitions of 2D string theory and 2D gravity are still lack-
ing! One might have hoped that imposing some physical criterion such as unitarity
would strongly constrain the possible nonperturbative definitions of the theory, but
this does not occur in the case of the c = 1 model coupled to gravity. There we found
infinitely many nonperturbative completions all of which seem perfectly natural from
the matrix model point of view, and we thus obtain little guidance in this regard.
• Can the comprehensive picture of the c < 1 backgrounds, unified via the KP formal-
ism, be generalized to the case of 2D string backgrounds? Is there e.g. a multiparam-
eter space of theories which encompasses both the black hole and c = 1 spacetimes?
Finding a unified picture of all 2D or c ≤ 1 backgrounds remains an interesting open
problem.
• We need to find new ways of cancelling the tachyonic divergences of string theory
— i.e., of making sense of the integrals over moduli spaces. This is essentially the
problem of going beyond the “c = 1 barrier.”
• Does the c = 1 model teach us how to understand better the covariant closed string
field theory of [44]?
• One of the great open puzzles in the subject is the absence of backreaction on the
metric and other “special state” degrees of freedom, and in particular, the role of 2D
black holes in c = 1 string theory.
• Are there interesting supersymmetric extensions of the theories we consider here (i.e.
with potentially interesting spacetime properties such as the construction of [170])?
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Appendix A. Special functions
A.1. Parabolic cylinder functions
Unfortunately, there are four notations commonly used for parabolic cylinder func-
tions [171,172]. Our wavefunctions ψ±(a, x) are the δ-function normalized even and odd
solutions of ( d
2
dx2 +
x2
4 )ψ = aψ. In terms of degenerate hypergeometric 1F1(α, β; x) and
Whittaker functions Mµ,ν(x), Da(x), we have even and odd parity wavefunctions:
ψ+(a, x) =
1√
4π(1 + e2πa)1/2
(W (a, x) +W (a,−x))
=
1√
4π(1 + e2πa)1/2
21/4
∣∣∣∣Γ(1/4 + ia/2)Γ(3/4 + ia/2)
∣∣∣∣1/2e−ix2/4 1F1(1/4− ia/2; 1/2; ix2/2)
=
e−iπ/8
2π
e−aπ/4|Γ(1/4 + ia/2)| 1√|x|Mia/2,−1/4(ix2/2) ,
(A.1)
ψ−(a, x) =
1√
4π(1 + e2πa)1/2
(W (a, x)−W (a,−x))
=
1√
4π(1 + e2πa)1/2
23/4
∣∣∣∣Γ(3/4 + ia/2)Γ(1/4 + ia/2)
∣∣∣∣1/2xe−ix2/4 1F1(3/4− ia/2; 3/2; ix2/2)
=
e−3iπ/8
π
e−aπ/4|Γ(3/4 + ia/2)| x|x|3/2Mia/2,1/4(ix
2/2) .
(A.2)
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A.2. Asymptotics
Define
Φ(µ) ≡ π
4
+ 12arg Γ(
1
2 + iµ)
k(µ) =
√
1 + e2πµ − eπµ = O(e−πµ)
k(µ)−1 =
√
1 + e2πµ + eπµ = 2eπµ +O(e−πµ) .
(A.3)
The asymptotic properties of the wavefunctions [172] are:
1) µ≫ λ2
ψ+(µ, λ) ∼ e
−πµ/2
(2π)1/2µ1/4
cosh
(√
µλ
)
ψ−(µ, λ) ∼ e
−πµ/2
(2π)1/2µ1/4
sinh
(√
µλ
)
.
(A.4)
2) −µ≫ λ2
ψ+(µ, λ) ∼ 1
(4π)1/2|µ|1/4 cos(
√−µλ)
ψ−(µ, λ) ∼ 1
(4π)1/2|µ|1/4 sin(
√−µλ) .
(A.5)
3) λ≫ |µ|
ψ±(µ, λ) ∼ 1
(2πλ
√
1 + e2πµ)1/2
(√
k(µ) cos
(
λ2/4− µ logλ+Φ(µ))
± 1/
√
k(µ) sin
(
λ2/4− µ logλ+ Φ(µ))) . (A.6)
4) X ≡
√
λ2 − 4µ≫ 1
ψ±(µ, λ) ∼ 1
(2πX
√
1 + e2πµ)1/2
(√
k(µ) cos
(1
4
λX − µτ(λ, µ) + π
4
)
± 1/
√
k(µ) sin
(
1
4
λX − µτ(λ, µ) + π
4
))
.
(A.7)
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