Abstract. This paper provides a rigorous proof of the existence of an infinite number of black hole solutions to the Einstein-Yang/Mills equations with gauge group SU(2), for any event horizon. It is also demonstrated that the ADM mass of each solutions is finite, and that the corresponding Einstein metric tends to the associated Schwarzschild metric at a rate 1/r 2, as r tends to infinity.
Introduction
In this paper we prove that the Einstein-Yang/Mills (EYM) equations, with SU(2) gauge group, admit an infinite family of "black-hole" solutions having a regular event horizon, for every choice of the radius r g of the event horizon. The solutions obtained are indexed by a "winding number". Moreover, we prove that the ADM mass, [2] of each solution is finite, and the corresponding Einstein metric tends to the associated Schwarzschild solution in the far field. Some of our results were observed numerically in [4, 5] ; see also [3] . Numerical discussions of the stability properties of some of these solutions can be found in [6, 9] .
The existence problem reduces to finding solutions of the following system of ordinary differential equations in the region r >_ rH: rA' + (1 + 2w'2)A = 1 (1 --2/32) 2 7, 2 subject to certain boundary conditions. These equations were studied in [7, 8] , where the existence of globally defined regular (i.e., non-black-hole) solutions was proved.
r2Aw,+[r(l_A)
r H > 1, r H = 1, and r g < 1 are quite different, but the results are the same. In Sect. 4 we shall obtain some properties of our solutions; in particular we show that each of our solutions has finite total mass Pn, and that the corresponding Einstein metric coefficients tend to the Schwarzschild metric coefficients 1 as 7" ~ oc, at a rate ~-~.
Finally, in the appendix, we prove the local existence theorem. (The existence and continuous dependence issues are somewhat delicate here because the equations are singular at rH.)
Preliminaries
As has been discussed elsewhere, [3, 7, 8] , the EYM equations with gauge group G can be written as 
Rij --~ Rgij
where T~y is the stress-energy tensor associated to the g-valued Yang-Mills curvature 2-form F~j, and g is the Lie-algebra of G. If we consider static solutions; i.e., solutions Black Hole Solutions for Einstein-Yang/Mills Equations 379 depending only on r, and G = SU(2), then we may write the metric as
d82 = -T(r)-Zdt 2 q-A(r)-ldr 2 + r2df22 ,
(where dg22 is the standard metric on the 2-sphere), and the curvature 2-form as F = w'rldr A dO + W'rzdr A (sin0dr -(1 -w2)r3dO A (sin 0de).
Here T, A and w are the unknown functions, and rl, r2, r 3 form a basis for the Lie algebra su (2) . The EYM equations are given by rA' + (1 + 2w'Z)A = 1 (1 --W2) 2 r2 , (2.2) r2Aw,,+[r(l_A) Now let 4 > 0; in order to obtain "black hole" solutions of radius 4, the initial data is required to satisfy the following conditions:
A(4) = 0, wZ(f) < 1, and Iw'(f)l < oc.
We then seek a smooth solution of (2.2), (2.3) defined for all r > f which satisfies the condition lira (A(r), w(r), w'(r)) is finite.
The following result gives some necessary conditions in order that (2.2), (2.3) admits a C 2+~ solution satisfying (2.6) on some interval tr -41 < c; we use the notation ~ = w(f). There is a converse to the last result; i.e., the condition (2.8) is also sufficient for the existence of a smooth solution. We need the following definition, [8] . Definition 2.1. A one-parameter family (w(r, "~), w'(r, 7/), A(r, "7), r) of solutions of (2.2), (2.3) defined for g < r < ~ + s(-y), is called continuous, provided that it satisfies the following. If F 1 </72, then there exists a number S(F1, F2) > 0 such that for all 7 9 bq, r21, (a) s(7) _> S(&, F2), and (b) (w(r, 7) , w'(r, 7) , A(r, 7) , r) depends continuously on (r, 7) for ~ < r < ~ + S(FI, /72).
We now have the following converse to Proposition 2.1. Proof. Given in the appendix.
In the rest of this paper, for any fixed 4 > 0, we shall denote by (w(r, y), w'(r, y), A(r, y), r) the C2+~-solution of (2.2), (2.3), satisfying w(4, y) = y, w'(~, y) = /3, [where /3 is determined by (2.12), and ~(4,y) r 0], and A(4,y) = 0; we shall call this solution the "y-orbit."
We shall next recall a few results from [8] . Before stating them, we must introduce some notation. In the rest of this paper, O(r, y), r~(y), and ~(y) will denote the quantities defined above. If k is a non-negative integer and ~2(7) = k, we shall refer to the y-orbit as a k-connecter. Finally if a2 < 1, we define r~(y) by w(r~(y), y) = or.
(2.14)
[More precise notation would be r~,n(y ) to denote the n th time that the y-orbit meets the hyperplane w = a. However in each instance, the n will be clear and we shall thus omit the dependence on n.] 
The Main Theorem
In this section we shall prove the following theorem. (2, 3) with this data lies in F for all r > ~, and f2(Tn) = n.
Proof The proof breaks up into three distinct cases, depending on whether g < l,
-----1, or g > 1. These cases are different because the "initial data" sets ~(~) defined by ,U~(~) = {(w, w'): ,b(~, ~, 0)w I + w(1 -w 2) = 0, w' _< 0, w > 0}, (3.1) are different in each of the three cases. We begin with the case f > 1 [see Fig. 1 , where the "dashed" curve represents ~(r)']. We shall first show that orbits of (2.2), (2.3) starting on ~(P) with ~ > 1 don't crash. The results now follow from [8, Propositions 2.5 and 2.7]; i.e., the positivity of enables us to bound A from below, and to keep w ~ bounded. If f = 1, then by our local existence theorem, Proposition 2.2, the solution exists for f < r < f + c, for some e > 0, so this case reduces to the previous one. and show that this leads to a contradiction. From [8, Proposition 2.11], the assumption (3.4) implies that we can find /2>max@, 1) (3.5)
We shall obtain the desired contradiction by showing that orbits which start sufficiently near (w, w ~) = (0, 0) have arbitrarily high rotation; that is, we will prove the following proposition, (which will complete the proof of Proposition 3.2). Proof. We define a distance function p(r, ~), by
and an "angle" ~(r, q/) defined for f < r < re(3`) by
-7r/2 < ~)(f, 3`) < 0. Step 1. If 7 is sufficiently close to 0, then ~9(~(7), 7) is small, where
(3.9)
Step 2. Given any T > 0, if L)(?(7), 7) is sufficiently close to zero, then ~)(r, 7) is near zero for ~(7/) _< r < ?(7) + T.
Step 3. If ~(r, 7) is near zero, then
The proof of Proposition 3.5 then follows by integrating ~' from 3/2 to T for an appropriately chosen T.
We proceed now with the details. Moreover, each 7-orbit must cross w = 0; see [7, Proposition 6.1] . The important step is to show that we can keep an orbit close to the origin, (w, w ~) = (0, 0), for bounded time, provided that we take 7 sufficiently close to zero. Recall r (7) is defined in (3.9). The proof of Steps 1-3 will follow from a few "facts." In what follows, we shall often drop the dependence of w, A, etc., on 7 when there is no chance of confusion.
Let a be as in (3.3); i.e., -w~(r, 7) <-7/a if ~ < r < r0 (7), and for all r satisfying f < r < re("/), I~'(r, 7)1-< 1/a.
Proof. From (2.3y, and (3.3), win(to)> 0; thus on ~= < r < r0 (7), -w ~ has its maximum either at ~ or when w'
If w'(r) = 0, then again -w'(r) <_ 7/a, and this proves the first statement. If < r < rr then w~(r) has its maximum when w"(r) = 0, and at such an r,
Fact 2. r0(7) -~ > a.
-7 < a, from Fact 1 and the mean-value theorem. []
Proof ro(7) -~ --w'(~, ",/~
Fact. 3. Suppose r0(7) < /2 and 0 < "7 2 < ~r3/4fz. Then r2A~(r, 7) > a/2 if < r < r0(7).
Proof. If r2A~(r) < a/2 for some r in the above interval, then from (2.2)1 and Proof. If r < /2, then A(r, 7) -> l, by (3.10). Thus we may assume that /2 > r. If %(7) -> /2, then A(r, 7) >-89 if r >/2 = r(7). Thus we may assume/2 > r0 (7), and consider only those r for which /2 > r >_ %(7). Since 7 2 ~ O'3/41-~, Facts 2 and 3 give /
Now if there were a smallest ~ > r0(5), f < /2, for which A(~, 7) = rl, then from (2.2)', and Fact 3,
by (3.5) . Thus no such f exists, and we conclude that A(r, 7) >-r, if %(7) < r </2.
Thus Fact 4 holds with r/= min It1, 89 We can now give the because Iwl _< 6, Irw*l ~ 6, Iww*l ~ 621~, and q~ > 0 from (3.3). Thus since/2 > [by (3.5) ], and %(7) > r, we have, for r > r(7), from Fact 4, d(r, 7) 2 2 --<-+---J, 6(r, 7) -~= rrj if 7 2 ( ~2/r/2. Thus for such r and 7, (In p(r, 7)f -< J. Now if %(7) < /2, and 0 < g < T, ln[o(r0( 7) + g, 7)/0(%(7), 7)] <-Jg <-JT. Thus from Fact 4, for ,7 2 < o-~/4/2, 0(ro(7) + r, 7) -< 0(ro(7), 7) eJT ~ ceJT7, if 0 < r < T. Notice that this lemma does not follow trivially from "continuous dependence on initial conditions", since the point (w, w ~, A, t-) = (0, 0, 0, 4) is a singular point for the system (2.2), (2.3).
Completion of the Proof of Step 3.
Recall that ~b = ~b(r, 7) is defined in (3.8).
We have, from (3.2) ~,
Now choose e such that, 0 < e 2 < ~, and choose T > 3/2 so large that T /, -~s ds < -MTr.
3~
Next, take 7 so close to zero that 7{ < ~r2/rF z, and w(r, 7) 2<g(r,7) 2<e2 if ?(7)-<r<?(7)+T; (3.14)
this is possible because of Lemma 3,6. Now since ~ < # </2, we see that for r > 3/2, 1 1 rA = r -/z > r -/2 > 2/2, so ~/r+A < #/2/2 < 2' and thus 1 > (1 -~/rA) > 2" Using this and (3.14) in (3.13) gives, for ?(7) -< r < ?(7) + T, (suppressing the 7),
(1 E 2 ) T defined for r _> 1, satisfies A(1) = 0, and (w(1),w~(1)) = (170) E 4(1). Since this solution has zero rotation, we see that the case n = 0 is proved. Assume now that the theorem is true for all n < k; we prove that it is true for n = k. Note that from Proposition 2.2 and Lemma 3.3, no 7-orbit crashes. We need the following "compactness" result. We can now complete the proof of Proposition 3.7. With 5/ defined as in the statement of the last lemma, we choose %, --+ ?, where 0 < % < 1, the 7,,-orbits lie in F, and J2(%) < k. From Theorem 2.3, the @orbit lies in/~ and g?(5/) -< h. The q-orbit cannot exit F via w 2 = 1 for otherwise the same would be true for nearby "y-orbits, with 7 < "7, thus violating the definition of ~. Thus the 5,-orbit stays in F for all r > ~, so from [8, Proposition 2.10], the "~-orbit is a connecting orbit; i.e. s is an integer. If s < k, then from Corollary 2.4 for "7 near "~, "7 < 5r the "y-orbit exists F via w 2 = 1 with ~2 (7) Proof. Let k E Z+ be given, and set 'yk = inf{7 > a: l?('y) < k and the 'y-orbit doesn't crash}.
(Notice that the above set contains 1 and is thus non-void.) Now suppose that 7k > c~. By Theorem 2.3, the .,/k-orbit doesn't crash and g2('yk) _ k. If the 7k-orbit exits F via w 2 = 1, i.e., $2(7k) < k, then for 7 near %, 7 < 7k, the "y-orbit must also exit s via w 2 = 1 with (2('y) < k; this is impossible as it violates the definition of 7k. Thus the 7k-orbit stays in F for all r > f, and hence is a connecting orbit by [8, Proposition 2.10]. If g2(%) is an integer < k, then for .7 < %, 7 near 7k, g2(7) < f2(Tk) + 1 _< k, by Corollary 2.4. This again violates the definition of 'yk. Thus $2(7k) = k. It only remains to show that 7k > a, and this is the content of the following "compactness" lemma. 
Wt (r3o~/4, "7) < Wt (f , "7), we see that wt (rb("7), "7) ---+ --oo as "7 ---+ ct.
We next claim that we can find an ~ > 0 such that a < "7 < 71 implies that a 3a (3.28) ~(r,"7) _< -V, if ~ < w(r,"7) < --~-.
To see this, we first note that for c~ < 7 < '71, if ~ < w(r, "7) < 2/1 then as above, 
w(r, "7) -"7 1 r -~ --w'({,
"
Far Field Behavior of the Metric
We now examine the metric in the "far field"; i.e., when r >> 1. For this, we first note that for each g > 0, if (w(r, 7n), w'(r, "yn), A(r, 7n), r) -(wn(r), w'(r), An(r), r) is a connecting orbit solution, then if #(r, %0 = r (1 -A(r, %0) , then as in [7, 8] we can show that the following limit exists and is finite: lim #(r, %0 =/2n ; (4.1)
that is, as noted earlier, #(r) = 2re(r), so that each solution has finite ADM mass. We shall now show that for each n, the Einstein metric Black
For this, we fix n and 7n and consider the behavior of the 7n-orbit. Since n is fixed, we shall suppress it.
We begin with the following lemma. 
Appendix
In this section we shall prove the following local existence theorem. We first rewrite our differential equations (2.2), (2.3f as a first-order system: Note that the integral in T 2 is not improper since (uw + Cz) (4) = 0, and A'(~) r 0. We leave it to the reader to verify that z~ E D1, 2 E D 2, and A E D 3. For any real number ~r > 0, we must show that there exists an r > 0 such that both of the following hold:
T(B~) c B~, and T is a contraction.
(Here B~ is the ball of radius ~r about the point 1 e(g--~)2).
(Wo(r) , zo(r) , Ao(r )) = (ffJ +/3(r -4) + 89 d(r -~)2/~ ~_ a(r -T), c(r --r) ~-
Since it is straightforward to show T(B~) C B~ if e is sufficiently small, we shall omit the details. We now show that T is a contraction; this will imply the existence of a local solution in X. Because we have used the maximum in Definition (5. In order to show that T 2 and T 3 are norm-decreasing, we shall need the two following lemmas. (1 + 2z2)A1 8 2 8 (1 + 2z2)A2 ) Since z 2 is bounded and IIA2 -A1111+~ ---+ 0 as e ~ 0, the first term on the rhs of (5.14) is small if e is small. Since ][zZ]]~+a is bounded, and (A 2 -A1) E C a, Lemma 5.2c shows that the second term on the rhs of (5.14) is small if ~ is small. Similarly, we have Next, fix z~ as before, and consider the set of analytic functions on the disk Ir -e I < s(z~), which are continuous in the closure. (Note that if w, z and A are analytic, then z~ and A are obviously analytic. To see that ~ is analytic note that the numerator is analytic and vanishes at e, by (5.1). Since X(e) = c r 0, it follows that ~ is analytic. Thus T preserves this subspace of analytic functions.) Endow this space with the L~-norm. Since for any two functions 41 and ~b 2 in this space we have I1r -~211~ -< 11~1 -~211~s(~) ~, it follows that T is a contraction on this space.
Thus our solution is analytic in the disk Ir -el < s(~). The proof of Theorem 5.1 is complete. []
