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Abstract
In this manuscript, we discuss properties of modified Baskakov-Durrmeyer-Stancu (BDS) operators with parameter
γ > 0. We compute the moments of these modified operators. Also, establish point-wise convergence, Voronovskaja
type asymptotic formula and an error estimation in terms of second order modification of continuity of the function
for the operators Bα,βn,γ (f, x).
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1. Introduction
For x ∈ [0,∞), γ > 0, 0 ≤ α ≤ β and f ∈ C[0,∞), we consider a certain integral type generalized Baskakov
operators as
Bα,βn,γ (f(t), x) =
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)f
(
nt+ α
n+ β
)
dt+ pn,0,γ(x)f
(
α
n+ β
)
(1.1)
=
∫ ∞
0
Wn,γ(x, t)f
(
nt+ α
n+ β
)
dt,
where
pn,k,γ(x) =
Γ(n/γ + k)
Γ(k + 1)Γ(n/γ)
·
(γx)k
(1 + γx)(n/γ)+k
,
bn,k,γ(t) =
γΓ(n/γ + k + 1)
Γ(k)Γ(n/γ + 1)
·
(γt)k−1
(1 + γt)(n/γ)+k+1
and
Wn,γ(x, t) =
∞∑
k=1
pn,k,γ(x)bn,k,γ(t) + (1 + γx)
−n/γδ(t),
δ(t) being the Dirac delta function.
The operators defined by (1.1) are the generalization of the integral modification of well-known Baskakov oper-
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ators having weight function of some beta basis function. As a special case, i.e. γ = 1, the operators (1.1) reduce
to the operators very recently studied in [1, 2]. Inverse results of same type of operators were establish in [3]. Also,
if α = β = 0 , the operators (1.1) reduce to the operators recently studied in [4] and if α = β = 0 and γ = 1, the
operators (1.1) reduce to the operators studied in [5]. The q-analog of the operators (1.1) is discussed in [6]. We
refer to some of the important papers on the recent development on similar type of the operators [7, 8, 9]. The
present paper deals with the study of simultaneous approximation for the operators Bα,βn,γ .
2. Moments and recurrence relations
Lemma 1. If we define the central moments, for every m ∈ N as
µn,m,γ(x) = B
α,β
n,γ ((t− x)
m, x) =
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt+ pn,0,γ(x)
(
α
n+ β
− x
)m
,
then µn,0,γ(x) = 1, µn,1,γ(x) =
α−βx
n+β and for n > γm we have the following recurrence relation:
(n− γm)(n+ β)µn,m+1,γ(x) = nx(1 + γx)
{
µ(1)n,m,γ(x) +mµn,m−1,γ(x)
}
+
{
mn+ n2x− (2γm− n) (α− (n+ β)x)
}
µn,m,γ(x)
+
{
mγ(n+ β)
(
α
n+ β
− x
)2
−mn
(
α
n+ β
− x
)}
µn,m−1,γ(x).
From the recurrence relation, it can be easily verified that for all x ∈ [0,∞), we have µn,m,γ(x) = O(n
−[(m+1)/2]),
where [α] denotes the integral part of α.
Proof: Taking derivative of above
µ(1)n,m,γ(x) = −m
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m−1
dt−mpn,0,γ(x)
(
α
n+ β
− x
)m−1
+
∞∑
k=1
p
(1)
n,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt+ p
(1)
n,0,γ(x)
(
α
n+ β
− x
)m
= −mµn,m−1,γ(x) +
∞∑
k=1
p
(1)
n,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt+ p
(1)
n,0,γ(x)
(
α
n+ β
− x
)m
,
x(1 + γx)
{
µ(1)n,m,γ(x) +mµn,m−1,γ(x)
}
=
∞∑
k=1
x(1 + γx)p
(1)
n,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt
+ x(1 + γx)p
(1)
n,0,γ(x)
(
α
n+ β
− x
)m
.
Using x(1 + γx)p
(1)
n,k,γ(x) = (k − nx)pn,k,γ(x), we get
x(1 + γx)
{
µ(1)n,m,γ(x) +mµn,m−1,γ(x)
}
=
∞∑
k=1
(k − nx)pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt+ (−nx)pn,0,γ(x)
(
α
n+ β
− x
)m
=
∞∑
k=1
kpn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt− nxµn,m,γ(x) := I − nxµn,m,γ(x). (2.1)
2
We can write I as
I =
{
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
{(k − 1)− (n+ 2γ)t} bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt
+
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt
}
+
{
(n+ 2γ)
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
tbn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt
}
:= I1 + I2 (say) . (2.2)
To estimate I2 using t =
n+β
n
{(
nt+α
n+β − x
)
−
(
α
n+β − x
)}
, we have
I2 =
(n+ 2γ)(n+ β)
n
{
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m+1
dt
−
(
α
n+ β
− x
) ∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt
}
=
(n+ 2γ)(n+ β)
n
{
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m+1
dt+ pn,0,γ(x)
(
α
n+ β
− x
)m+1
−
(
α
n+ β
− x
){ ∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt+ pn,0,γ(x)
(
α
n+ β
− x
)m}}
=
(n+ 2γ)(n+ β)
n
{
µn,m+1,γ(x)−
(
α
n+ β
− x
)
µn,m,γ(x)
}
. (2.3)
Next, to estimate I1 using the equality, {(k − 1)− (n+ 2γ)t} bn,k,γ(t) = t(1 + γt)b
(1)
n,k,γ(t), we have
I1 =
{
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
tb
(1)
n,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt+
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt
}
+γ
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
t2b
(1)
n,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt := J1 + J2 (say) (2.4)
Again putting t = n+βn
{(
nt+α
n+β − x
)
−
(
α
n+β − x
)}
, we get
J1 =
n+ β
n
{
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
b
(1)
n,k,γ(t)
(
nt+ α
n+ β
− x
)m+1
dt
+
(
α
n+ β
− x
) ∞∑
k=1
pn,k,γ(x)
∫ ∞
0
b
(1)
n,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt
}
+
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt.
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Now integrating by parts, we get
J1 = −(m+ 1)
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt
+m
(
α
n+ β
− x
) ∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m−1
dt
+
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt
= −(m+ 1)
{
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt+ pn,0,γ(x)
(
α
n+ β
− x
)m}
+m
(
α
n+ β
− x
){ ∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m−1
dt + pn,0,γ(x)
(
α
n+ β
− x
)m−1}
+
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)m
dt+ pn,0,γ(x)
(
α
n+ β
− x
)m
J1 = −mµn,m,γ(x) +m
(
α
n+ β
− x
)
µn,m−1,γ(x). (2.5)
Proceeding in the similar manner, we obtain the estimate J2 as
J2 = −
γ(n+ β)(m+ 2)
n
µn,m+1,γ(x) + 2γ
(n+ β)(m+ 1)
n
(
α
n+ β
− x
)
µn,m,γ(x)
−
mγ(n+ β)
n
(
α
n+ β
− x
)2
µn,m−1,γ(x). (2.6)
Combining (2.1)-(2.6), we get
x(1 + γx)
{
µ(1)n,m,γ(x) +mµn,m−1,γ(x)
}
= −mµn,m,γ(x) +m
(
α
n+ β
− x
)
µn,m−1,γ(x) −
γ(n+ β)(m+ 2)
n
µn,m+1,γ(x)
+ 2γ
(n+ β)(m+ 1)
n
(
α
n+ β
− x
)
µn,m,γ(x)
−
mγ(n+ β)
n
(
α
n+ β
− x
)2
µn,m−1,γ(x) − nxµn,m,γ(x)
+
(n+ 2γ)(n+ β)
n
{
µn,m+1,γ(x) −
(
α
n+ β
− x
)
µn,m,γ(x)
}
.
Hence,
(n− γm)(n+ β)µn,m+1,γ(x) = nx(1 + γx)
{
µ(1)n,m,γ(x) +mµn,m−1,γ(x)
}
+
{
mn+ n2x− (2γm− n) (α− (n+ β)x)
}
µn,m,γ(x)
+
{
mγ(n+ β)
(
α
n+ β
− x
)2
−mn
(
α
n+ β
− x
)}
µn,m−1,γ(x).
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Remark 1. [10] For m ∈ N ∪ {0}, if the mth order moment is defined as
Un,m,γ(x) =
∞∑
k=0
pn,k,γ(x)
(
k
n
− x
)m
,
then Un,0,γ(x) = 1, Un,1,γ(x) = 0 and nUn,m+1,γ(x) = x(1 + γx)
(
U (1)n,m,γ(x) +mUn,m−1,γ(x)
)
.
Consequently, for all x ∈ [0,∞), we have Un,m,γ(x) = O(n
−[(m+1)/2]).
Remark 2. It is easily verified from Lemma 1 that for each x ∈ [0,∞)
Bα,βn,γ (t
m, x) =
nmΓ(n/γ +m)Γ(n/γ −m+ 1)
(n+ β)mΓ(n/γ + 1)Γ(n/γ)
xm
+
mnm−1Γ(n/γ +m− 1)Γ(n/γ −m+ 1)
(n+ β)mΓ(n/γ + 1)Γ(n/γ)
{n(m− 1) + α(n/γ −m+ 1)}xm−1
+
αm(m− 1)nm−2Γ(n/γ +m− 2)Γ(n/γ −m+ 2)
(n+ β)mΓ(n/γ + 1)Γ(n/γ)
×
{
n(m− 2) +
α(n/γ −m+ 2)
2
}
xm−2 +O(n−2).
Lemma 2. [10] The polynomials Qi,j,r,γ(x) exist independent of n and k such that
{x(1 + γx)r}Dr[pn,k,γ(x)] =
∑
2i+j≤r
i,j≥0
ni(k − nx)jQi,j,r,γ(x)pn,k,γ(x), where D ≡
d
dx
.
Lemma 3. If f is r times differentiable on [0,∞), such that f (r−1) = O(tυ), υ > 0 as t→∞, then for r = 1, 2, 3, . . .
and n > υ + γr we have
(Bα,βn,γ )
(r)(f, x) =
nrΓ(n/γ + r)Γ(n/γ − r + 1)
(n+ β)rΓ(n/γ + 1)Γ(n/γ)
∞∑
k=0
pn+γr,k,γ(x)
∫ ∞
0
bn−γr,k+r,γ(t)f
(r)
(
nt+ α
n+ β
)
dt.
Proof: First
(Bα,βn,γ )
(1)(f, x) =
∞∑
k=1
p
(1)
n,k,γ(x)
∫ ∞
0
bn,k,γ(t)f
(
nt+ α
n+ β
)
dt− n(1 + γx)−n/γ−1f
(
α
n+ β
)
Now, using the identities
p
(1)
n,k,γ(x) = n {pn+γ,k−1,γ(x)− pn+γ,k,γ(x)} (2.7)
b
(1)
n,k,γ(x) = (n+ γ) {bn+γ,k−1,γ(x) − bn+γ,k,γ(x)} , (2.8)
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for k ≥ 1, we have
(Bα,βn,γ )
(1)(f, x) =
∞∑
k=1
n {pn+γ,k−1,γ(x) − pn+γ,k,γ(x)}
∫ ∞
0
bn,k,γ(t)f
(
nt+ α
n+ β
)
dt
−n(1 + γx)−n/γ−1f
(
α
n+ β
)
= npn+γ,0,γ(x)
∫ ∞
0
bn+γ,1,γ(t)f
(
nt+ α
n+ β
)
dt− n(1 + γx)−n/γ−1f
(
α
n+ β
)
+n
∞∑
k=1
pn+γ,k,γ(x)
∫ ∞
0
{bn,k+1,γ(t)− bn,k,γ(t)} f
(
nt+ α
n+ β
)
dt
(Bα,βn,γ )
(1)(f, x) = n(1 + γx)−n/γ−1
∫ ∞
0
(n+ γ)(1 + γt)−n/γ−2f
(
nt+ α
n+ β
)
dt
+n
∞∑
k=1
pn+γ,k,γ(x)
∫ ∞
0
(
−
1
n
b
(1)
n−γ,k+1,γ(t)
)
f
(
nt+ α
n+ β
)
dt
−n(1 + γx)−n/γ−1f
(
α
n+ β
)
.
Integrating by parts, we get
(Bα,βn,γ )
(1)(f, x) = n(1 + γx)−n/γ−1f
(
α
n+ β
)
+
n2
n+ β
(1 + γx)−n/γ−1
∫ ∞
0
(1 + γt)−n/γ−1f (1)
(
nt+ α
n+ β
)
dt
+
n
n+ β
∞∑
k=1
pn+γ,k,γ(x)
∫ ∞
0
bn−γ,k+1,γ(t)f
(1)
(
nt+ α
n+ β
)
dt− n(1 + γx)−n/γ−1f
(
α
n+ β
)
(Bα,βn,γ )
(1)(f, x) =
n
n+ β
∞∑
k=0
pn+γ,k,γ(x)
∫ ∞
0
bn−γ,k+1,γ(t)f
(1)
(
nt+ α
n+ β
)
dt.
Thus the result is true for r = 1. We prove the result by induction method. Suppose that the result is true for
r = i, then
(Bα,βn,γ )
(i)(f, x) =
niΓ(n/γ + i)Γ(n/γ − i+ 1)
(n+ β)iΓ(n/γ + 1)Γ(n/γ)
∞∑
k=0
pn+γi,k,γ(x)
∫ ∞
0
bn−γi,k+i,γ(t)f
(i)
(
nt+ α
n+ β
)
dt.
Thus using the identities (2.7) and (2.8), we have
(Bα,βn,γ )
(i+1)(f, x)
=
niΓ(n/γ + i)Γ(n/γ − i+ 1)
(n+ β)iΓ(n/γ + 1)Γ(n/γ)
{
∞∑
k=1
(n/γ + i)
{
pn+γ(i+1),k−1,γ(x) − pn+γ(i+1),k,γ(x)
}
×
∫ ∞
0
bn−γi,k+i,γ(t)f
(i)
(
nt+ α
n+ β
)
dt
− (n/γ + i) (1 + γx)−n/γ−i−1
∫ ∞
0
bn−γi,i,γ(t)f
(i)
(
nt+ α
n+ β
)}
=
niΓ(n/γ + i+ 1)Γ(n/γ − i+ 1)
(n+ β)iΓ(n/γ + 1)Γ(n/γ)
pn+γ(i+1),0,γ(x)
∫ ∞
0
bn−γi,1+i,γ(t)f
(i)
(
nt+ α
n+ β
)
dt
−
niΓ(n/γ + i+ 1)Γ(n/γ − i+ 1)
(n+ β)iΓ(n/γ + 1)Γ(n/γ)
pn+γ(i+1),0,γ(x)
∫ ∞
0
bn−γi,i,γ(t)f
(i)
(
nt+ α
n+ β
)
dt
+
niΓ(n/γ + i+ 1)Γ(n/γ − i+ 1)
(n+ β)iΓ(n/γ + 1)Γ(n/γ)
{
∞∑
k=1
pn+γ(i+1),k,γ(x)
6
×∫ ∞
0
{bn−γi,k+i+1,γ(t)− bn−γi,k+i,γ(t)} f
(i)
(
nt+ α
n+ β
)
dt
}
=
niΓ(n/γ + i+ 1)Γ(n/γ − i+ 1)
(n+ β)iΓ(n/γ + 1)Γ(n/γ)
pn+γ(i+1),0,γ(x)
×
∫ ∞
0
(
−
1
n/γ − i
b
(1)
n−γ(i−1),1+i,γ(t)
)
f (i)
(
nt+ α
n+ β
)
dt
+
niΓ(n/γ + i+ 1)Γ(n/γ − i+ 1)
(n+ β)iΓ(n/γ + 1)Γ(n/γ)
∞∑
k=1
pn+γ(i+1),k,γ(x)
×
∫ ∞
0
(
−
1
n/γ − i
b
(1)
n−γ(i−1),k+i+1,γ(t)
)
f (i)
(
nt+ α
n+ β
)
dt.
Integrating by parts, we obtain
(Bα,βn,γ )
(i+1)(f, x) =
ni+1Γ(n/γ + i+ 1)Γ(n/γ − i+ 1)
(n+ β)i+1Γ(n/γ + 1)Γ(n/γ)
∞∑
k=0
pn+γ(i+1),k,γ(x)
×
∫ ∞
0
bn−γ(i−1),k+i+1,γ(t)f
(i+1)
(
nt+ α
n+ β
)
dt.
This completes the proof of Lemma 3.
3. Direct Theorems
This section deals with the direct results, we establish here pointwise approximation, asymptotic formula and
error estimation in simultaneous approximation.
We denote Cµ[0,∞) = {f ∈ C[0,∞) : |f(t)| ≤ Mt
µ for some M > 0, µ > 0}, and the norm ‖ · ‖µ on the class
Cµ[0,∞) is defined as ‖f‖µ = sup
0≤t<∞
|f(t)|t−µ. It can be easily verified that the operators Bα,βn,γ (f, x) are well defined
for f ∈ Cµ[0,∞).
Theorem 1. Let f ∈ Cµ[0,∞) and f
(r) exists at a point x ∈ (0,∞). Then we have
lim
n→∞
(
Bα,βn,γ
)(r)
(f, x) = f (r)(x).
Proof: By Taylor’s expansion of f , we have
f(t) =
r∑
i=0
f (i)(x)
i!
(t− x)i + ǫ(t, x)(t− x)r,
where ǫ(t, x)→ 0 as t→ x. Hence,
(
Bα,βn,γ
)(r)
(f, x) =
r∑
i=0
f (i)(x)
i!
(
Bα,βn,γ
)(r)
((t− x)i, x) +
(
Bα,βn,γ
)(r)
(ǫ(t, x)(t − x)r, x)
:= R1 +R2.
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First to estimate R1, using binomial expansion of
(
nt+α
n+β − x
)i
and Remark 2, we have
R1 =
r∑
i=0
f (i)(x)
i!
i∑
j=0
(
i
j
)
(−x)i−j
(
Bα,βn,γ
)(r)
(tj , x)
=
f (r)(x)
r!
{
nrΓ(n/γ + r)Γ(n/γ − r + 1)
(n+ β)rΓ(n/γ + 1)Γ(n/γ)
r!
}
= f (r)(x)
{
nrΓ(n/γ + r)Γ(n/γ − r + 1)
(n+ β)rΓ(n/γ + 1)Γ(n/γ)
}
→ f (r)(x) as n→∞.
Next applying Lemma 2, we obtain
R2 =
∫ ∞
0
W (r)n,γ(t, x)ǫ(t, x)
(
nt+ α
n+ β
− x
)r
dt,
|R2| ≤
∑
2i+j≤r
i,j≥0
ni
|Qi,j,r,γ(x)|
{x(1 + γx)}r
∞∑
k=1
|k − nx|jpn,k,γ(x)
∫ ∞
0
bn,k,γ(t)|ǫ(t, x)|
∣∣∣∣nt+ αn+ β − x
∣∣∣∣
r
dt
+
Γ(n/γ + r + 2)
Γ(n/γ)
(1 + γx)−n/γ−r|ǫ(0, x)|
∣∣∣∣ αn+ β − x
∣∣∣∣
r
.
The second term in the above expression tends to zero as n→∞. Since ǫ(t, x)→ 0 as t→ x for given ε > 0, there
exists a δ ∈ (0, 1) such that |ǫ(t, x)| < ε whenever 0 < |t − x| < δ. If τ > max{µ, r}, where τ is any integer, then
we can find a constant M3 > 0, such that |ǫ(t, x)
(
nt+α
n+β − x
)r
| ≤M3
∣∣nt+α
n+β − x
∣∣τ for |t− x| ≥ δ. Therefore,
|R2| ≤M3
∑
2i+j≤r
i,j≥0
ni
∞∑
k=0
|k − nx|jpn,k,γ(x)
{
ε
∫
|t−x|<δ
bn,k,γ(x)
∣∣∣∣nt+ αn+ β − x
∣∣∣∣
r
dt
+
∫
|t−x|≥δ
bn,k,γ(t)
∣∣∣∣nt+ αn+ β − x
∣∣∣∣
τ
dt
}
=: R3 +R4.
Applying the Cauchy-Schwarz inequality for integration and summation, respectively, we obtain
|R3| ≤ εM3
∑
2i+j≤r
i,j≥0
ni
{
∞∑
k=1
(k − nx)2jpn,k,γ(x)
}1/2{ ∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)2r
dt
}1/2
.
Using Remark 1 and Lemma 1, we get R3 ≤ εO(n
r/2)O(n−r/2) = ε ·O(1).
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Again using the Cauchy-Schwarz inequality and Lemma 1, we get
|R4| ≤ M4
∑
2i+j≤r
i,j≥0
ni
∞∑
k=1
|k − nx|jpn,k,γ(x)
∫
|t−x|≥δ
bn,k,γ(t)
∣∣∣∣nt+ αn+ β − x
∣∣∣∣
τ
dt
≤ M4
∑
2i+j≤r
i,j≥0
ni
∞∑
k=1
|k − nx|jpn,k,γ(x)
{∫
|t−x|≥δ
bn,k,γ(t)dt
}1/2
×
{∫
|t−x|≥δ
bn,k,γ(t)
(
nt+ α
n+ β
− x
)2τ
dt
}1/2
≤ M4
∑
2i+j≤r
i,j≥0
ni
{
∞∑
k=1
(k − nx)2jpn,k,γ(x)
}1/2{ ∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)2τ
dt
}1/2
=
∑
2i+j≤r
i,j≥0
niO(nj/2)O(n−τ/2) = O(n(r−τ)/2) = o(1).
Collecting the estimation of R1 −R4, we get the required result.
Theorem 2. Let f ∈ Cµ[0,∞). If f
(r+2) exists at a point x ∈ (0,∞), then
lim
n→∞
n
{(
Bα,βn,γ
)(r)
(f, x)− f (r)(x)
}
= r(γ(r − 1)− β)f (r)(x) + {rγ(1 + 2x) + α− βx} f (r+1)(x)
+x(1 + γx)f (r+2)(x). (3.1)
Proof: Using Taylor’s expansion of f , we have
f(t) =
r+2∑
i=0
f (i)(x)
i!
(t− x)i + ǫ(t, x)(t− x)r+2,
where ǫ(t, x)→ 0 as t→ x and ǫ(t, x) = O((t − x)µ), t→∞ for µ > 0.
Applying Lemma 1, we have
n
{(
Bα,βn,γ
)(r)
(f, x)− f (r)(x)
}
= n
{
r+2∑
i=0
f (i)(x)
i!
(
Bα,βn,γ
)(r)
((t− x)i, x)− f (r)(x)
}
+ n
{(
Bα,βn,γ
)(r)
(ǫ(t, x)(t − x)r+2, x)
}
:= E1 + E2
9
First, we have
E1 = n
r+2∑
i=0
f (i)(x)
i!
i∑
j=0
(
i
j
)
(−x)i−j
(
Bα,βn,γ
)(r)
(tj , x)− nf (r)(x)
=
f (r)(x)
r!
n
{(
Bα,βn,γ
)(r)
(tr, x)− r!
}
+
f (r+1)(x)
(r + 1)!
n
{
(r + 1)(−x)
(
Bα,βn,γ
)(r)
(tr, x) +
(
Bα,βn,γ
)(r)
(tr+1, x)
}
+
f (r+2)(x)
(r + 2)!
n
{
(r + 2)(r + 1)
2
x2
(
Bα,βn,γ
)(r)
(tr, x) + (r + 2)(−x)
(
Bα,βn,γ
)(r)
(tr+1, x)
+
(
Bα,βn,γ
)(r)
(tr+2, x)
}
= f (r)(x)n
{
nrΓ(n/γ + r)Γ(n/γ − r + 1)
(n+ β)rΓ(n/γ + 1)Γ(n/γ)
− 1
}
+
f (r+1)(x)
(r + 1)!
n
{
(r + 1)(−x)
nrΓ(n/γ + r)Γ(n/γ − r + 1)
(n+ β)rΓ(n/γ + 1)Γ(n/γ)
r!
+
nr+1Γ(n/γ + r + 1)Γ(n/γ − r)
(n+ β)r+1Γ(n/γ + 1)Γ(n/γ)
(r + 1)!x
+
(r + 1)nrΓ(n/γ + r)Γ(n/γ − r)
(n+ β)r+1Γ(n/γ + 1)Γ(n/γ)
{nr + α(n/γ − r)} r!
}
+
f (r+2)(x)
(r + 2)!
n
(
(r + 1)(r + 2)
2
x2
nrΓ(n/γ + r)Γ(n/γ − r + 1)
(n+ β)rΓ(n/γ + 1)Γ(n/γ)
r!
−x(r + 2)
{
nr+1Γ(n/γ + r + 1)Γ(n/γ − r)
(n+ β)r+1Γ(n/γ + 1)Γ(n/γ)
(r + 1)!x
+
(r + 1)nrΓ(n/γ + r)Γ(n/γ − r)
(n+ β)r+1Γ(n/γ + 1)Γ(n/γ)
{nr + α(n/γ − r)} r!
}
+
nr+2Γ(n/γ + r + 2)Γ(n/γ − r − 1)
(n+ β)r+2Γ(n/γ + 1)Γ(n/γ)
(r + 2)!
2
x2
+
(r + 2)nr+1Γ(n/γ + r + 1)Γ(n/γ − r − 1)
(n+ β)r+2Γ(n/γ + 1)Γ(n/γ)
{n(r + 1) + α(n/γ − r − 1)} (r + 1)!x
+
α(r + 1)(r + 2)nrΓ(n/γ + r)Γ(n/γ − r)
(n+ β)rΓ(n/γ + 1)Γ(n/γ)
{
nr +
α(n/γ − r)
2
}
r!
)
.
Now, the coefficients of f (r)(x), f (r+1)(x) and f (r+2)(x) in the above expression are tend to r(γ(r − 1) − β),
rγ(1 + 2x) + α − βx and x(1 + γx) respectively, which follows by using induction hypothesis on r and taking the
limit as n→∞. Hence in order to prove (3.1), it is sufficient to show that E2 → 0 as n→∞, which follows along
the lines of the proof of Theorem 1 and by using Remark 1, Lemma 1 and Lemma 2.
Remark 3. Particular case α = β = 0 was discussed in ([4], Th. 4.1), which says that the coefficient of f (r+1)(x)
converges to r(1 + 2γx) but it converges to rγ(1 + 2x) and we get this by putting α = β = 0 in above Theorem.
Definition 1. The mth order modulus of continuity ωm(f, δ, [a, b]) for a function continuous on [a,b] is defined by
ωm(f, δ, [a, b]) = sup{|∆
m
h f(x)| : |h| ≤ δ;x, x+ h ∈ [a, b]}.
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For m = 1, ωm(f, δ) is usual modulus of continuity.
Theorem 3. Let f ∈ Cµ[0,∞) for some µ > 0 and 0 < a < a1 < b1 < b < ∞. Then for n sufficiently large, we
have
‖(Bα,βn,γ )
(r)(f, ·)− f (r)‖C[a1,b1] ≤M1ω2(f
(r), n−1/2, [a1, b1]) +M2n
−1‖f‖µ,
where M1 =M1(r) and M2 = M2(r, f).
Proof: Let us assume that 0 < a < a1 < b1 < b < ∞. For sufficiently small η > 0, we define the function fη,2
corresponding to f ∈ Cµ[a, b] and t ∈ [a1, b1] as follows:
fη,2(t) = η
−2
∫ η/2
−η/2
∫ η/2
−η/2
(
f(t)−∆2hf(t)
)
dt1dt2,
where h = (t1 + t2)/2 and ∆
2
h is the second order forward difference operator with step length h. For f ∈ C[a, b],
the functions fη,2 are known as the Steklov mean of order 2, which satisfy the following properties [11]:
(a) fη,2 has continuous derivatives up to order 2 over [a1, b1];
(b) ‖f
(r)
η,2‖C[a1,b1] ≤ Mˆ1η
−rω2(f, η, [a, b]), r = 1, 2;
(c) ‖f − fη,2‖C[a1,b1] ≤ Mˆ2ω2(f, η, [a, b]);
(d) ‖fη,2‖C[a1,b1] ≤ Mˆ3‖f‖µ,
where Mˆi, i = 1, 2, 3 are certain constants which are different in each occurrence and are independent of f and η.
We can write by linearity properties of Bα,βn,γ ,
‖(Bα,βn,γ )
(r)(f, ·)− f (r)‖C[a1,b1] ≤ ‖(B
α,β
n,γ )
(r)(f − fη,2, ·)‖C[a1,b1]
+‖(Bα,βn,γ )
(r)fη,2, ·)− f
(r)
η,2‖C[a1,b1] + ‖f
(r) − f
(r)
η,2‖C[a1,b1]
:= P1 + P2 + P3.
Since f
(r)
η,2 = (f
(r))η,2(t), by property (c) of the function fη,2, we get
P3 ≤ Mˆ4ω2(f
(r), η, [a, b]).
Next, on an application of Theorem 2, it follows that
P2 ≤ Mˆ5n
−1
r+2∑
i=r
‖f
(i)
η,2‖C[a,b].
Using the interpolation property due to Goldberg and Meir [12], for each j = r, r + 1, r + 2, it follows that
‖f
(i)
η,2‖C[a,b] ≤ Mˆ6{‖fη,2‖C[a,b] + ‖f
(r+2)
η,2 ‖C[a,b]}.
Therefore, by applying properties (c) and (d) of the function fη,2, we obtain
P2 ≤ Mˆ7 · n
−1{‖f‖µ + δ
−2ω2(f
(r), µ, [a, b])}.
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Finally we shall estimate P1, choosing a
∗, b∗ satisfying the conditions 0 < a < a∗ < a1 < b1 < b
∗ < b <∞. Suppose
~(t) denotes the characteristic function of the interval [a∗, b∗]. Then
P1 ≤ ‖(B
α,β
n,γ )
(r)(~(t) (f(t)− fη,2(t)) , ·)‖C[a1,b1] + ‖(B
α,β
n,γ )
(r)((1− ~(t)) (f(t)− fη,2(t)) , ·)‖C[a1,b1]
:= P4 + P5.
By Lemma 3, we have
(Bα,βn,γ )
(r)(~(t) (f(t)− fη,2(t)) , x)
=
nrΓ(n/γ + r)Γ(n/γ − r + 1)
(n+ β)rΓ(n/γ + 1)Γ(n/γ)
∞∑
k=0
pn+γr,k,γ(x)
×
∫ ∞
0
bn−γr,k+r,γ(t)~(t)
(
f (r)
(
nt+ α
n+ β
)
− f
(r)
η,2
(
nt+ α
n+ β
))
dt
Hence,
‖(Bα,βn,γ )
r(~(t) (f(t)− fη,2(t)) , ·)‖C[a1,b1] ≤ Mˆ8‖f
(r) − f
(r)
η,2‖C[a∗,b∗].
Now, for x ∈ [a1, b1] and t ∈ [0,∞) \ [a
∗, b∗], we choose a δ > 0 satisfying
∣∣∣∣nt+ αn+ β − x
∣∣∣∣ ≥ δ.
Therefore, by Lemma 2 and the Cauchy-Schwarz inequality, we have
I ≡ (Bα,βn,γ )
(r)((1− ~(t)) (f(t)− fη,2(t)) , x)
and
|I| ≤
∑
2i+j≤r
i,j≥0
ni
|Qi,j,r,γ(x)|
{x(1 + γx)}r
∞∑
k=1
pn,k,γ(x)|k − nx|
j
×
∫ ∞
0
bn,k,γ(t) (1− ~(t))
∣∣∣∣f
(
nt+ α
n+ β
)
− fη,2
(
nt+ α
n+ β
) ∣∣∣∣dt
+
Γ(n/γ + r)
Γ(n/γ)
(1 + γx)−n/γ−r(1 − ~(0))
∣∣∣∣f
(
α
n+ β
)
− fη,2
(
α
n+ β
) ∣∣∣∣.
For sufficiently large n, the second term tends to zero. Thus,
|I| ≤ Mˆ9‖f‖µ
∑
2i+j≤r
i,j≥0
ni
∞∑
k=1
pn,k,γ(x)|k − nx|
j
∫
|t−x|≥δ
bn,k,γ(t)dt
≤ Mˆ9‖f‖µδ
−2m
∑
2i+j≤r
i,j≥0
ni
∞∑
k=1
pn,k,γ(x)|k − nx|
j
×
(∫ ∞
0
bn,k,γ(t)dt
)1/2(∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)4m
dt
)1/2
≤ Mˆ9‖f‖µδ
−2m
∑
2i+j≤r
i,j≥0
ni
(
∞∑
k=1
pn,k,γ(x)|k − nx|
2j
)1/2
×
(
∞∑
k=1
pn,k,γ(x)
∫ ∞
0
bn,k,γ(t)
(
nt+ α
n+ β
− x
)4m
dt
)1/2
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Hence, by using Remark 1 and Lemma 1, we have
|I| ≤ Mˆ10‖f‖µδ
−2mO
(
n(i+(j/2)−m)
)
≤ Mˆ11n
−q‖f‖µ,
where q = m − (r/2). Now choosing m > 0 satisfying q ≥ 1, we obtain I ≤ Mˆ11n
−1‖f‖µ. Therefore, by property
(c) of the function fη,2(t), we get
P1 ≤ Mˆ8‖f
(r) − f
(r)
η,2‖C[a∗,b∗] + Mˆ11n
−1‖f‖µ
≤ Mˆ12ω2(f
(r), η, [a, b]) + Mˆ11n
−1‖f‖µ.
Choosing η = n−1/2, the theorem follows.
Remark 4. In the last decade the applications of q-calculus in approximation theory is one of the main area of
research. In 2008, Gupta, [13] is introduced q-Durrmeyer operators whose approximation properties were studied in
[14]. More work in this direction can be seen in [15, 16, 17].
A Durrmeyer type q-analogue of the Bα,βn,γ (f, x) introduce as follows:
Bα,βn,γ,q(f, x) =
∞∑
k=1
pqn,k,γ(x)
∫ ∞/A
0
q−kbqn,k,γ(t)f
(
[n]qt+ α
[n]q + β
)
dqt+ p
q
n,0,γ(x)f
(
α
[n]q + β
)
, (3.2)
where
pqn,k,γ(x) = q
k
2
2
Γq(n/γ + k)
Γq(k + 1)Γq(n/γ)
·
(qγx)k
(1 + qγx)
(n/γ)+k
q
bqn,k,γ(x) = γq
k
2
2
Γq(n/γ + k + 1)
Γq(k)Γq(n/γ + 1)
·
(γt)k−1
(1 + γt)
(n/γ)+k+1
q
and ∫ ∞/A
0
f(x)dqx = (1− q)
∞∑
n=−∞
f
(
qn
A
)
qn
A
, A > 0.
Notations used in (3.2) can be found in [18]. For the operators (3.2), one can study their approximation properties
based on q-integers.
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