Abstract. We investigate the linear stability of non-monotone travelling wave solutions of the pseudo-parabolic Burgers' type equation
Introduction
We analyse the linear stability of travelling wave solutions to the problem Equation (1.1) was introduced as a pilot-problem of the model of unsaturated groundwater flow presented in [6] . Equation (1.1) is also referred in the literature as the Benjamin-Bona-Mahony-Burgers' (BBM-Burgers) equation, or a viscous regularisation of the original BBM model for long wave propagation, see [2] . The travelling wave solutions connecting φ(−∞) = 0 to φ(+∞) = 1 are unique up to translation and correspond to a unique orbit connecting the saddle (0, 0) to the sink (1, 1) in the phase plane defined by the pair (φ, ψ) where ψ = φ + τ φ ′ . Thus, the unique orbit coming out of (0, 0) into the first quadrant connects to (1, 1) . This follows from a standard argument that relies, in particular, on the negativity of the divergence of the vector field. It is easy to see, by linearisation about (1, 1) , that φ is monotone increasing if τ ≤ 1 4 . Nonlinear stability of travelling wave solutions is partially answered in [6] : energy estimates are here used to conclude the result, however they only apply to monotone travelling wave solutions, in particular, to the cases with τ ≤ 1 4 . This parameter has the effect of increasing the number of oscillations around the state φ ≡ 1 as it gets larger. The question we address here is then whether travelling wave solutions are stable for τ > 1 4 . The second purpose of this paper is to establish a basis for the study of linear stability in more complex pseudo-parabolic systems, such us models of two-phase porous media flow that include a dynamic pressure relation as postulated in [11] . For a formulation and analysis of the travelling wave equation in the case of unsaturated flow under the action of gravity, see [7] .
We first give an account of the basic ideas, as well as address some difficulties of the method and the relevant literature. Section 2 is devoted to setting up the problem, it provides a preliminary analysis of the linearised operator and its eigenvalue problem. We prove that this operator generates a C 0 -semigroup. Next we locate the essential spectrum and define the Evans function, D(λ) with λ in a suitable domain Ω ⊂ C. The zeros of D(λ) are eigenvalues of the linearised operator, and so it gives us a way of studying the spectrum of the linearised operator that is exploited later.
In Section 3 the limit D(λ) → 1 as |λ| → ∞ is proved for τ > 1/4 fixed. This result and the continuity of the Evans function in τ help us carry out a numerical computation to find eigenvalues. In Section 6 we described the numerical method and give examples for different values of τ . The examples lead to the conclusion that no eigenvalues with positive real part appear for large values of τ , and hence stability of travelling wave solutions is expected. As we shall discuss below, in order to conclude stability we in addition have to prove that the upper bound of the spectrum of the linearised operator actually coincides with the growth abscissa of the semigroup generated by it. This is done in Section 4. We use a result by Prüss [23] , by which we only need to prove that for every δ > 0 the resolvent operator is uniformly bounded in λ for Re(λ) ≥ δ. The necessary estimates are achieved by using a Green's function formulation of the resolvent. Finally, we have used exponential dichotomies in order to construct the Green's function. These are generalisation of the unstable and stable manifolds for systems of linear ODEs with constant coefficients. This framework has been well established in [5] , [18] and [19] , and account of the results we apply here can be found in the Appendix.
Preliminaries. First we give a brief overview of the general method. Let us consider a general initial value problem (1.3)
where B is a linear operator, and F (U, V ) is nonlinear. We assume that problem (1.3) is well-posed in a Banach space X, which is typically L ∞ (R), or the space of uniformly continuous functions. We also assume that (1.3) admits travelling wave solutions, i.e solutions of the form u(x, t) = φ(x + ct), with c > 0, that connect two constant states: φ(+∞) = φ + to φ(−∞) = φ − . Before performing the linearisation it is convenient to transform the equation to the travelling wave coordinate η = x + ct, so that a travelling wave φ(η) is a stationary solution of the resulting equation. Let z := u − φ and (1.3) becomes (1.4) ∂z ∂t + c ∂z ∂η = Bz + Bφ + F z + φ, ∂z ∂η
Since φ satisfies the equation
the linear part of (1.4) reads
We further assume that the operator L is an infinitesimal generator of a C 0 -semigroup T (t). Then an estimate of the form (1.6) T (t)z 0 < M e ωt for t ≥ 0 holds for the solution z(t) = T (t)z 0 of (1.5), see [20] . The infimum of all possible ω's such that (1.6) holds is called the type or growth abscissa of the semigroup T (t). Clearly if this is negative, travelling wave solutions are asymptotically linearly stable, in the sense that z → 0 as t → ∞, where z is a solution of the linearised equation (1.5), and if is 0 stability holds. If further the nonlinear operator is locally Lipschitz continuous in X then linear stability implies nonlinear stability. The classical method of finding the type of the semigroup relies on the fact that for most of these problems, the linearised operator L is sectorial and hence it generates an analytic semigroup T (t), see [20] , or equivalently there exist a ∈ R, θ ∈ ( π 2 , π) and M ≥ 0, such that the sector of the complex plane
is contained in the resolvent set of L, and the resolvent operator satisfies the estimate
The last estimate allows to get the following representation of the semigroup
where Γ is a contour of the spectrum σ(L) of L. The contour Γ can be taken with argλ → ±θ as |λ| → ∞ for some θ ∈ ( π 2 , π), which together with the estimate (1.7) implies that the integral (1.8) exists. As a consequence of (1.8) and the semigroup being analytic, the following form of the spectral mapping theorem holds:
The proof can be found in [16] .
In general if the spectral mapping theorem (1.9) holds for a semigroup and its infinitesimal generator, then the type of the semigroup coincides with the spectral bound of L, i.e. with sup{Re(λ) : λ ∈ σ(L)}. The analysis of the stability for the zero solution of the linearised problem (1.5) then reduces to finding the sign of the spectral bound of L.
We also observe that if L generates a C 0 -semigroup, the spectral inclusion
holds, and therefore the type of the semigroup is always greater than or equal to the spectral bound of L. In particular, the spectral bound of L being positive is a sufficient condition for (linear) instability. The first difficulty in the application of these ideas to our problem, is the fact that the linearised operator for equation (1.1) does not generate an analytic semigroup. Moreover, it is not known whether the spectral mapping theorem holds in this case. However, we will be able to prove that the type and the spectral bound for our problem coincide, or that the spectrum determined growth property (SDG) holds. Indeed, in our case, from Corollary 3 in [23] , a necessary and sufficient condition for the SDG property to hold is that for all δ > 0 the resolvent operator (λI − L) −1 is uniformly bounded in {λ ∈ C : Re(λ) ≥ δ} provided that λ = 0 is the eigenvalue with the largest real part. To tackle the estimates we shall write the resolvent operator as
where G λ is the Green's function associated to the equation (L − λI)u = f for a given f , i.e. G λ (·, ξ) = (I − λI) −1 δ ξ where δ ξ is the delta function with point mass ξ. We then obtain uniform estimates on the resolvent kernel G λ . The result in [23] holds in a Hilbert space, for that reason we will be working on H 2 and use that following inequality:
The proof of (1.10) is analogous to that for the convolution product:
Essentially the main result of this paper is that for the linearised operator about a travelling waves solution 1 The inequality (1.10) for a general p ≥ 1 (including p = ∞), with p ′ such that 1/p+1/p ′ = 1,
Howard and Zumbrun in [14] concluded stability results of dispersive-diffusive waves for KdV type of equations by first estimating the resolvent kernel of the linearised operator. These estimates are later used to prove that an evolutionary Green's function of the form (1.8) can be constructed. Further estimates on the Green's function then give the stability (with long time decay rates) and instability results. Such ideas were first applied for viscous shocks waves in [13] and [27] . We postpone a similar investigation in our case, however, setting here the basis of such, more intricate, analysis.
The first step of the analysis is to locate the essential spectrum, i.e. the spectrum of L aside from isolated eigenvalues with finite multiplicity. Even though in most cases the essential spectrum is contained in the left half plane, instability can still originate from the appearance of isolated eigenvalues in the right half plane; so after locating the essential spectrum it is necessary to look at the eigenvalue problem
In L p or more regular spaces the eigenvalues are those values of λ for which there exist non-trivial bounded solutions of (1.11), see [12] . In order to find eigenvalues equation (1.11) is written as a system of first order linear ODEs
where A(λ, η) is an n × n matrix, n being the order of equation (1.5), and Y is the column vector (Ψ, Ψ ′ . . . Ψ (n) ). The coefficients of A(η, λ) depend on φ and φ ′ . This implies that the matrix A(λ, η) tends to constant matrices A ± (λ) as η → ±∞. By standard results on asymptotic behaviour of ordinary differential equations, see [4] , solutions of (1.5) behave as solutions of the constant coefficient equations Y ′ = A ± Y as η approaches ±∞, hence bounded solutions of (1.12) must decay exponentially to 0 at both η = ±∞. This can be measured in terms of a vanishing determinant of a set of solutions of (1.12). If λ is away from the essential spectrum, then a set of solutions of (1.12) can be formed by k independent solutions that decay to 0 at η = −∞, and n − k independent solutions that decay to 0 as η = ∞. When the determinant (or Wronskian) of this set is zero, a linear combination of these solutions give a bounded solution, hence λ is an eigenvalue. This determinant is the so-called Evans function, see [15] , [1] and [21] for more precise definitions. Thus the Evans function has the properties of being analytic in λ aside from the essential spectrum, and its zeros on this domain are isolated eigenvalues of L.
Finally, observe that λ = 0 is always an eigenvalue since translation invariance of the equation (1.5) implies Lφ ′ = 0. If λ = 0 is isolated, and the rest of the spectrum lies in the left half plane one can consider the projection on
This allows to pose the linear problem in X 2 , where the spectral bound is strictly negative. An estimate of the form (1.6) holds on X 2 and hence linear asymptotic stability also holds, see [9] or [12] . If zero is contained in the essential spectrum, a weighted norm might be introduced in a way that the spectrum of the operator in the weighted space is pushed off the imaginary axis, leaving the zero eigenvalue isolated. A typical example in which stability is studied in weighted spaces is the diffusive Burgers' equation, see [12] and [26] .
The linearised operator and the Evans function
In this section we formulate the eigenvalue problem for the linearised operator L resulting from equation (1.1). We first prove that the linearised operator generates a C 0 -semigroup. Next we locate the essential spectrum and define the Evans function. We finish the section by proving that the eigenvalue λ = 0 is a simple zero of the Evans function.
We let φ denote a travelling wave solution of (1.1). Then substituting u(x, t) = φ(x + ct), we have for φ(η) with η := x + ct, restricting attention to waves such that φ(−∞) = 0 and φ(+∞) = 1 and after integration with respect to η,
here c = 1 by the Rankine-Hugoniot condition (obtained by integrating in η over the whole R). Linearisation around a travelling wave solution leads for U = u − φ to the linear operator
By adopting the notation
the linearised operator reads
With this formulation the next proposition follows easily.
Proof. First observe that A τ is a bounded operator in L 2 (R) (see e.g. [6] ), and so it is also continuous in H m (R). Therefore it generates a C 0 -semigroup, that we call S(t). If T a denotes the translation operator
then for all t ∈ R, T t is the group generated by the operator U → −∂U/∂η. An easy computation shows that A τ − ∂ ∂η generates the semigroup T t S(t). This is a C 0 -semigroup of contractions, since T a H m = 1.
The operator U → 2B τ U is bounded in L 2 (R) (see [6] ) and it is in H m (R). This and the fact that φ and φ ′ are bounded imply that the operator U → 2B τ (φU ) is bounded in H m (R) as well. Hence the operator U → LU = A τ U − ∂U/∂η + 2B τ φU generates a C 0 -semigroup in H m (R), see [20] .
Before we study the eigenvalue problem we write the operator as
(see e.g. [3] ) for m ≥ 0 and has
The operators (L − λ(I − τ ∂ 2 /∂η 2 )) are continuous from H m+2 (R) to H m (R). We take m = 0, this is the case of minimal regularity tractable with our approach (see below). Thus we study the spectrum of L in H 2 (R), and this is equivalent to studying the generalised eigenvalue problem
It is straightforward to prove that λ is in the resolvent set of L if, and only if,
is continuous, and that λ is in the point spectrum of L if, and only if (
In all other cases λ belongs to the essential spectrum of L.
The minimal regularity required allows to study (2.4) as a system of linear ODEs.
The following properties are satisfied by the matrix A(η, λ): P1 A(η, λ) is analytic with respect to λ for every η ∈ R and τ > 0 fixed. P2 The asymptotic matrices A ± (λ) := lim η→±∞ A(η, λ) are well defined. The convergence is uniform in λ.
Moreover, there exist α
where the constants C depend on τ . The property P2 follows from the exponential decay of φ and φ ′ as |η| → +∞. We recall that φ corresponds to a unique orbit in the phase plane connecting a saddle point to a sink. The exponents α + and α − giving the decay of φ as η → +∞ and η → −∞ respectively. In our case, α
depending on whether the orbit enters the sink through the slow (as is the case for monotone waves) or the fast direction (see [6] ). But, obviously, α
The characteristic polynomials corresponding to the asymptotic matrices read
In order to study the spectrum of L, we have to understand in which regions of C it is possible to construct bounded solutions of (1.11), i.e. for which values of λ a matching of solutions decaying to 0 at −∞ with solutions that decay to 0 at +∞ is possible. We look at the roots of the characteristic polynomials P ± λ . First we introduce the necessary notation.
Each polynomial P ± λ has three complex roots (counting multiplicity) for every fixed λ in C. A ± (λ) being analytic in λ implies that the number of eigenvalues (counting multiplicity) of A ± (λ) having negative (resp. positive) real part is constant as λ varies inside any of the connected components of the sets C \ S + and C \ S − , where
has purely imaginary eigenvalues}.
Those sets for A ± are 
Proof. The result holds by application of the Routh-Hurwitz criterion, see for instance [4] . The method allows to count the number of roots with positive real part of a polynomial with real coefficients. Since in each simply connected component of C \ S ± the number of roots with positive (resp. negative) real part does not change and they intersect the real axis, we can apply this criterion for λ real. This is done in detail in [8] . The sets Ω ± r,l,c are depicted in Figure 1 , as well as the sign of the real part of the roots of the polynomials P ± λ . In order to locate the essential spectrum we observe that (L − λI) −1 is well defined in regions of the λ-plane that allow consistent splitting of roots, i.e regions where P − λ and P + λ have the same number of roots with positive (resp. negative) real part. This is because a Green's function for the operator L − λI can only be constructed by matching linearly independent solutions of (2.4) that decay to zero as η → +∞ to linearly independent solutions that decay to 0 as η → −∞. If for some λ these solutions are linearly dependent, λ is an eigenvalue. Thus eigenvalues must be isolated in regions of consistent splitting, whereas the rest of points are in the resolvent set. See e.g. [26] , [12] , [1] , [15] .
In our case Ω 
In principle, the real parts of µ ± 2 and µ ± 3 for λ ∈ Ω ± r can coincide, this is an impediment to choosing solutions of (2.6) analytic in λ ∈ Ω ± r that decay or grow exponentially with rates Re(µ ± 2 ) or Re(µ ± 3 ). Next we show the presence of branch points for the eigenvalues of A + with negative real part.
Proof. Real branch points are found by finding the critical points of
that results from setting P
It has a unique zero at µ = 0, two vertical asymptotes, at µ = −1/ √ τ and at µ = +1/ √ τ , and an oblique one given by λ = −µ − 1/τ . The graph of λ(µ) is below λ = −µ − 1/τ for µ > 1/ √ τ , and above it for µ < −1/ √ τ , crossing it for µ ∈ (−1/ τ, +1/ √ τ ). Hence there are two real critical points. One, say µ r , with µ r > 1/ √ τ and λ(µ r ) < −µ r − 1/τ < 0, the other, µ l , with µ l < −1/ √ τ and λ(µ r ) > −µ l − 1/τ . The latter is clearly positive when τ > 1.
The following holds, see e.g. [4] , [10] , [17] , see also Theorem A.4 and the following remarks in Appendix A.1: 
The symbol O here indicates, in each case, a vector function that is bounded in the above η-domain and that decays exponentially being
The presence of a branch point in Ω (Lemma 2.4), does not allow us to work globally in λ with individual solutions Y ± i except for Y ± 1 . Instead the Green's function in Section 4 is constructed with exponential dichotomies to avoid this problem. Roughly speaking the dichotomies are the flows restricted to the solutions that approach the unstable or stable manifolds as η → ±∞ of the corresponding limiting systems dY /dη = A ± Y . For the definition of exponential dichotomies and a discussion on the relation between them and bounded solutions we refer to Appendix A.1. We then have the following translation of Proposition 2.5 into the framework of exponential dichotomies that follows from Theorem A.5. In order to construct the exponential dichotomies uniquely, we define the projection P − such that if Φ(η, ξ) denotes the flow associated to (2.6) with Φ(ξ, ξ) = I, then for an initial condition Y 0 ∈ C 3 at η = ξ (2.13)
. In other words P − projects any Y ∈ C 3 into initial conditions for (2.6) that lead to a solution found in Proposition 2.5 that decays exponentially to 0 as ξ → −∞. We denote the flows of this dichotomy (see discussion before (A.13)) by
. Analogously, the exponential dichotomy defined on [0, +∞) is fixed by introducing the projection P + such that for an initial condition
, and we denote the flows by
. We stress that P − and P + are well defined on R, and equally are the partial flows Φ u,s ± , what is not guaranteed in the whole of R is that they give exponential dichotomies. We have the following relation between the spectrum of the operator L and the existence of exponential dichotomies of (2.6). The proof can be found in [18] and [19] , see [25] for a discussion in the present context. We now define the Evans function. We follow the idea in [21] . We take the Evans function D(λ) to be the transmission coefficient such that for all λ ∈ Ω (2.17) [21] . For alternative, but equivalent definitions see for instance [1] and [15] .
The following properties are satisfied by the Evans function.
The first statement is immediate from the formulation (2.18). Analyticity holds by standard arguments for ODE's and (2.18). The last statement holds by using the symmetry A(η,λ) = A(η, λ).
The function D(λ) can be extended through the essential spectrum to a neighbourhood of λ = 0, in fact to a neighbourhood of S − , as it is shown in the next lemma. Proof. Observe that D(λ) is well-defined for all λ such that
,
hence (2.19) also holds. Since µ 
The proof is analogous to that in [21] and can be found in [8] .
Large |λ|
In this section we analyse the behaviour of D(λ) and of the solutions to (2.6) as |λ| → +∞. We establish the existence of dichotomies in this regime and provide the key estimates on them. The estimates will be needed in Section 4 and that on D will be used in Section 6. Throughout this section the value of τ will be fixed with τ > 1/4 unless otherwise specified. We also assume that λ ∈ Ω * * as defined in (2.21).
We work in the framework of exponential dichotomies. The arguments underlying the behaviour of the solutions to (2.6) are similar to that in [17] (in particular A.3.2.3) and are inspired in the theory of (perturbed) linear ODE's (see [4] ). The key observation is that for λ ∈ Ω * * with |λ| large enough there are three distinct eigenvalues of the matrix A with the ordering or real parts as for A + and A − in the domains Ω + r and Ω − r respectively. Diagonalising A allows to neatly conclude that there is an exponential dichotomy on R. Then estimates on the partial flows for large |λ| are derived using Theorem A.3 of the Appendix.
Let us introduce some notation. Let the characteristic polynomial of A be denoted by
and its derivative with respect to µ by
Thus, denoting by B M (0) a ball in C of radius M and centre λ = 0, we have
for some κ u and κ s (depending on τ and M ) 3 . Also µ 3 = µ 2 and they behave asymptotically like
as |λ| → ∞ for λ ∈ Ω and uniformly in η ∈ R.
Proof. We let δ := |λ| −1 , and θ := arg λ. For δ = 0 the polynomial P λ reduces to τ µ 2 − 1 = 0 which has the simple roots µ = +1/ √ τ and µ = −1/ √ τ . Using the implicit function theorem in a small neighbourhood of δ = 0, we can introduce an expansion µ = µ 0 + µ 1 δ + O(δ 2 ) as δ → 0, to get (3.3) and (3.4). The argument is applied first point-wise in η. The uniformity follows from the regularity of φ and φ ′ and the fact that they are uniformly bounded in η ∈ R. In order to capture the third eigenvalue we scale the polynomial P by setting µ = δ α µ, with α > 0, then,
For τ fixed, the only uniform balance comes when the third order term and the second order term dominate, thus taking α = 1 the reasoning above gives that there is a root with behaviour
For M > 0 as in the previous lemma and with λ ∈ Ω * * \ B M (0) we set the notation
(that are the right eigenvectors of A(η, λ)), and for each i = 1, 2, 3 with j and k in {1, 2, 3}, j, k = i and j = k 
And the estimates on V , W and W dV /dη are a consequence of Lemma 3.1, namely Corollary 3.2. For λ ∈ Ω * * with |λ| > M , for M large enough, the matrix functions V and W are uniformly bounded in ξ ∈ R but not in λ, with expansions as |λ| → ∞
and
Moreover, the elements of the matrix function
for all η ∈ R , α = min{α
for a constant C such that as |λ| → ∞, the elements of W V ′ have
The proof, although arduous, follows easily and we shall not write it down. The important thing to notice of this result is that all the elements of W dV /dη are small as |λ| → ∞.
The crucial estimates are the following. (ii) For λ ∈ Ω * * \ B M (0) with M > 0 large enough there is an exponential dichotomy of (2.6) on R, with partial flows, denoted by Φ s and Φ u , such that there exist a δ > 0 small enough with κ u − δ > 0 and κ s + δ < 0 and a K(λ) > 0 (unbounded as |λ| → ∞) such that
Moreover, there exists a constant K > 0 such that the following elements of the operator matrices Φ s and Φ u satisfy, for all η ≤ ξ for the elements of Φ u and for all η ≥ ξ for the ones of Φ s ,
.
Moreover, although Φ s,u
32 are not uniformly bounded in λ, the following combination is
Proof. (i) That D(λ) → 1 was proved in [8] following the ideas in [21] . We shall not give the proof here.
(ii) We write the equation for Y := W Y , where Y satisfies (2.6). For that we compute
and observing that d(W V )/dη = 0 and that W AV = diag(µ 1 , µ 2 , µ 3 ) we get that Y satisfies
Thus, by Corollary 3.2, (3.10) can be seen as a O(|λ| −1 )-perturbation of the system
For λ ∈ Ω * * \ B M (0) the roots µ i are simple for all η ∈ R and thus the spectral projection associated to µ 1 is clearly
We denote the complementary projection of P un by Q un = I − P un , and observe that the flow associated to (3.11), which is simply
defines an exponential dichotomy for (3.11), namely
with κ u and κ s as in Lemma 3.1. Provided that M is large enough, Theorem A.3 of the Appendix A.1 implies that (3.10) has exponential dichotomies Φ u * and Φ s * such that there exists a δ > 0, with δ = O(|λ| −1 ) as |λ| → ∞, and a constant K * with
It is not difficult to prove using the representation of the partial flows (given in the Appendix) (A.9)-(A.10) on R, that the dichotomies of (3.10) and of (3.11) are |λ| −1 close. Namely, there exist positive constant C depending only on M such that
gives the flow associated to (2.6) with Φ(η, η) ≡ I. In fact the partial flows
define an exponential dichotomy of (2.6). To see this we check that Definition A.2 of the Appendix is satisfied. It is straightforward to prove that the projection
commutes with the flow. This proves (ii) of Definition A.2. The of proof (i) (that is the exponential decay estimates analogous to (3.12) and (3.13)) follows by realising that V and W are uniformly bounded with respect to η.
We now get the estimates for the elements of the flows outlined in the statement of this theorem. We only write the estimate on Φ that, by (3.14) , all elements of Φ u * have
From (3.16) we compute Φ u 32 and Φ u 33 , and so 
Analysis of the resolvent kernel
Throughout we assume that for λ ∈ Ω * * D(λ) = 0 except for λ = 0. We construct the Green's function associated to (2.5) in a standard way below. For the moment let it be denoted by G λ (η, ξ), then for any given f ∈ L 2 (R), u ∈ H 2 (R) given by
2 ))u = f . But we have to solve the resolvent problem for L. Clearly,
gives the solution to (L − λ)u = f for f ∈ H 2 (R). To compute the Green's function associated to (2.5) we use the variation of constant formula for the inhomogeneous problem
for any fixed ξ in R. With the usual notation for flows and matrices of fundamental solutions we obtain the solution
where the vectors K + and K − are determined by imposing the jump condition
T and the asymptotic behaviour
The conditions (4.2) and (4.3) respectively imply that
and, recalling the projections (2.13) and (2.15),
One finally obtains
We also compute ∂G λ (η, ξ)/∂ξ. We need to get estimates of these derivatives of G λ to provide the estimates on the H 2 -norm of (4.1). It follows from ∂Φ(η, ξ)/∂ξ = −Φ(η, ξ)A(ξ, λ) and from A(ξ, λ)(0, 0, 1)
with the jump
for k = 0, 1 and 2, are uniformly bounded in λ ∈ {λ ∈ C : Re(λ) > 0}.
Proof. First we observe that there exist constants β > 0 large enough and C, C > 0, all bounded in λ on compact sets of Ω * * such that
This proof follows from the construction of G λ and Proposition 2.6. This gives the uniform estimates on the supremum of the L 1 -norms as above in any compact set of Ω * * . In particular they hold for λ in a set of the form Ω * * ∩ B M (0) for some M > 0.
It is then enough to prove the estimates in a set Ω * * \ B M (0) with M as in Theorem 3.3. The estimates in such a set for M (or M − ε) large enough (but fixed) are a consequence of Theorem 3.3. First, we observe that for M as in the theorem then in fact Φ , ξ) , henceforth we drop the subscripts + and − of the flows.
In terms of the elements of the partial flows we then have that
which by recalling that
gives the expressions for ∂ k G λ (η, ξ)/∂η k with k = 0, 1, 2. Similarly, computing the coordinates of (4.5) we have and expression for the rest of the partial derivatives
And the uniform estimates on the L 1 -norms of these elements follow now directly from Theorem 3.3 (ii).
We are now in the position to conclude that the spectral bound is actually the type of the semigroup. Proof. By Prüss [23] we only need to get an estimate of the form
with a C > 0 independent of λ. We use the representation (4.1) and the inequality (1.10). The estimate on L 2 follows easily: for f ∈ H 2 (R) we have (4.8)
where
is uniformly bounded in λ by Proposition 4.1. To get an estimate on ∂((L − λI)
Where we have used the first coordinate of the jump (4.6) and that for a function in H 2 there is C 1 function that coincides almost everywhere with it, and so the boundary terms at η + and η − cancel out. We now proceed as above, applying the estimate (1.10) and Proposition 4.1, and finally get that there is a constant C 2 > 0 independent of λ such that
It remains to get a similar estimate for
where we have used (4.6) (second coordinate). The expression is to be understood in a weak sense and is easily deduced from the weak formulation of the derivative. The L 2 -norm of the above expression can then be bounded as before to yield
where C 3 is again independent of λ. Clearly, (4.8), (4.9) and (4.10) imply (4.7).
Remarks on asymptotic stability on weighted spaces
We end the section by addressing whether asymptotic (orbital) stability could be achieved in an exponentially weighted space. We introduce a weight function to H 2 (R), say w ∈ C ∞ (R), with the properties
The weighted space H 2 w (R) is defined by
Next we derive conditions on a(η) that ensure that the essential spectrum of L in H 2 w (R) is contained in the left half plane leaving λ = 0 as an isolated eigenvalue. Thus, in particular, we require that
That the point spectrum of L as an operator in H 2 w ((R) is contained in the point spectrum of L as an operator in H 2 (R) will be guaranteed by requiring that
w then V → 0 exponentially as |η| → ∞, and the above conditions imply that U = wV → 0 as |η| → ∞ too).
Before we analyse the essential spectrum, we need to clarify when the eigenvalue problem in H 2 w can be reduced to studying a system of ODEs, as we did earlier in the H 2 setting. That λ ∈ ρ(L) in H 2 w is equivalent, by transforming with V = U/w, to the existence of a unique solution V ∈ H 2 of
Recalling that L is not a differential operator we write (5.4) in the more convenient form
And so solving (5.4) with g ∈ H 2 is equivalent to solving (5.5) for a giveng ∈ L 2 , provided the inverse of the operator R w is continuous from L 2 to H 2 . The operator R w is given by
and is invertible if for some ε > 0
since this condition implies that the associated bilinear form is coercive in H 1 (R), cf. [3] .
Summarising if a satisfies (5.2), (5.3) and (5.7), we can study the essential spectrum by considering the equation (5.5), withg set to 0, as a system of linear ODEs, moreover λ = 0 is an eigenvalue and the rest of the point spectrum of L in the weighted space is contained in the point spectrum of L considered in H 2 . As before the elements of the coefficient matrix tend to constant values as η → −∞ and as η → +∞. The essential spectrum is the complement in C of the regions of consistent splitting for the associated limiting characteristic polynomials, that we denote by P + w and P − w , respectively. These are associated to the characteristic polynomials of (2.6), P + and P − , by
as the reader can check. Hence the sets where the roots of P ± w are purely imaginary are the curves in the complex plane
and they enclose the essential spectrum. We only need to see if a can be chosen such that for all λ ∈ S + w and for all λ ∈ S − w then Re(λ) < 0. It turns out that the conditions (5.2), (5.3) and (5.7) are sufficient.
For λ ∈ S + w we have
which is strictly negative if the numerator of the expression is strictly negative. The numerator has been conveniently written as a polynomial in s. This can be solved for s 2 . The coefficient of s 4 is positive by (5.2) (for τ > 
The discriminant of the numerator has
However, A > 0 and B > 0, and (5.2) (recalling that α − = ( √ 1 + 4τ − 1)/2τ ) and (5.3) imply that C > 0, and so the numerator does not change sign with s ∈ R, finally giving that Re(λ) < 0 (using again A > 0).
We have proved the following result. To proof that the SDG property holds in H 2 w might be achieved by pursuing the resolvent estimates for the problem (5.4). We shall not do this here, but remark that it is natural to expect to get uniform estimates on the resolvent operator too. The key estimates for large |λ| would not change significantly; the eigenvalues of the matrix coefficient of the corresponding system of ODEs are essentially shifted by a(η) which is real and independent of λ.
Large τ : numerical search for zeros
The aim of this section is to provide numerical evidence of linear stability of travelling wave solutions for large values of τ by evaluting the Evans function in a wide contour. We indicate the dependence on τ of D(λ) by a subindex, D τ , below.
The numerical results are performed by using the fact that the zeros of D τ (λ) can only emerge in pairs through the imaginary axis as τ increases: Proof. It is a consequence of the continuity of D τ (λ) in τ , (3.9) (Theorem 3.3(i)) and Rouche's theorem. Rouche's theorem says that if two analytic function are close to each other in a simply connected domain, then they will have the same number of zeros (counting multiplicity) in that domain; since for τ ≤ 1 4 there are no eigenvalues with positive real part in the right hand plane, the only way zeros can enter this domain as τ increases is if they pop up from ∞ or cross the imaginary axis from the left half plane. The first possibility contradicts (3.9) . Thus for D τ * (λ) to have a zero in the right half plane, there must existτ < τ * andλ with Re(λ) = 0 such that Dτ (λ) = 0.λ = 0 since by Lemma 2.10, D ′ τ (0) = 0 for all τ . Thenλ = si for some s ∈ R\{0}, and Lemma 2.8-(iii) implies that Dτ (−si) = 0 as well.
We compute numerically the Evans function along the imaginary axis. Since by (3.9), zeros of D τ (λ) only enter the right half plane through the imaginary axis, we take the imaginary axis as a wide contour around the right half plane. We look at the number of times that the graph of the curve s ∈ R → D τ (si) wraps around the origin (Winding number), this gives the number of zeros of D τ (λ) in the right half plane, and hence, the number of isolated eigenvalues of the operator L.
In Figure 2 we have plotted the graphs of D τ (λ) along the imaginary axis, for several values of τ , including τ = 0. As a guideline to interpret the results notice that if a new zero of D τ (λ) appears through the imaginary axis, the curve D τ (si) must intersect itself at the origin (since D τ (is) = 0 for s = 0 and for some s =s and s −s). However, the numerical results do not exhibit these self-intersections. And the evolution of the graphs with respect to τ suggests that this is not going to happen at very large values of τ .
We have approximated the Evans function at each λ-value by first transforming Y
, where
and the equation
We approximate numerically this equation on a finite interval [η 0 , η f ]. First on the interval [η 0 , η m ] we solve the equation
for η 0 < 0 sufficiently small, with initial condition the eigenvector (1, µ
for η f > 0 sufficiently large. The initial condition at η m is taken to be the value of V − at η m obtained after solving (6.1). We capture the value of V − at η f and use it to approximate D τ (λ). We then take
In practise this computation is repeated at each value λ = s i, where s ∈ [−100, 100]. We have only discretised the interval [0, 100], since the symmetry of D τ gives
The partition of the s-interval is not uniform. We use a finer grid near 0. From 0 to 1 we take 0.001 as s-step size, and 0.5 for the rest of the interval. At each s-step the systems (6.1) and (6.2) are solved simultaneously with the travelling wave equation (2.1). Here we have taken η 0 = −50, η m = 0 and η f = 500. We have used the Runge-Kutta solver implemented for Matlab ode45. In what follows we shall indicate with a subindex + that the dichotomy is defined on [0, ∞) and with a subindex − that it is defined on (−∞, 0].
Exponential dichotomies persist under small perturbations of (A.1) (the roughness theorem), a result that we will refer to in sections 2 and 3. For the later the following form of the theorem will be used. The form used for the former version is explained below. 
has an exponential dichotomy on R for all ε < ε * with the constants in (i) of Definition A.2 replaced byK, κ s + ε and κ u − ε. Moreover, the projections P(ξ) and flows Φ 2 (η, ξ), Φ(η, ξ) associated to (A.2) are ε-close to those associated to (A.1) for all η, ξ in R.
For details of the proof with (A.5) replaced by a small term (either linear or nonlinear) see [5] . For the general result see [18] (the statement in general requires that the matrix A, of any finite dimension, is hyperbolic). For similar results in abstract evolution problems where A is a sectorial operator on a Banach space, see [24] with a smallness assumption on B and [22] with a compactness assumption on B. We give the main ideas below.
Let us now assume that A has constant coefficients, that n = 3 and that the characteristic roots of A, µ 1 , µ 2 and µ 3 , satisfy
where we do not exclude the possibilities that µ 2 = µ 3 or Re(µ 2 ) = Re(µ 3 ). Let us now consider a perturbation of (A.1), namely
where B(η) is a matrix with smooth coefficients and such that there are positive constants β and C with (A.5) |B(η)| ≤ Ce −β|η| .
Let P 1 be the spectral projection associated to the eigenvalue µ 1 , let also Q 1 := I − P 1 . Letting E u := R(P 1 ) denote the eigenspace associated to µ 1 , let v 1 be an eigenvector generating this eigenspace. Then E s := R(Q 1 )(= N (P 1 )) is the eigenspace associated to µ 2 and µ 3 and let v 2 and v 3 be left eigenvectors that span E s , which are the eigenvectors associated to µ 2 and µ 3 respectively when µ 2 = µ 3 . Then the following classical result hold. that are uniquely determined and linearly independent for all i = 1, 2, 3.
The result, in fact, holds for a smooth matrix A(η) that approaches constant matrices as η → ∞ and as η → −∞, and has simple eigenvalues µ i (η) for all η that tend to the simple eigenvalues of the limiting matrices. The proof uses a projection into the direct sum of eigenspaces of A − µ i such that the eigenvalues µ j with j = i satisfy that the sign of Re(µ j (η) − µ i (η)) does not change with η ∈ I. The argument does not apply if µ 2 = µ 3 , but that does not exclude the possibility that Re(µ i (η)) ≡ Re(µ j (η)) for all η. This last point seems to have been overlooked in [17] . So in the present case it might be that Re(µ 2 ) = Re(µ 3 ).
If A depends analytically on a parameter λ ∈ C, A = A(η, λ), and there is a domain Ω ⊂ C such that for all λ ∈ Ω the characteristic roots of A satisfy (A.3) then Theorem A.4 holds true locally analytically in λ (note that all constants depend now on λ).
Clearly, the spectral projections P 1 and Q 1 give an exponential dichotomy for (A. Finally, we recall that if A depends analytically or smoothly on a second parameter λ ∈ Ω such that (A.3) holds, then dichotomies can be chosen to depend analytically/continuously in λ ∈ Ω, ( [24] , [22] ).
