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Abstract
We study D0L power series. We show how elementary morphisms introduced by Ehrenfeucht
and Rozenberg can be used in connection with power series, characterize the sequences of rational
numbers and integers which can appear as coecients in D0L power series and establish various
decidability results. c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
Formal power series play an important role in many diverse areas of theoretical
computer science and mathematics, see Salomaa and Soittola [29], Kuich and Salomaa
[23], Berstel and Reutenauer [2] and Kuich [22]. In language theory formal power
series often provide a powerful tool for obtaining deep decidability results, see also
Ruohonen [27]. A brilliant example is the solution of the equivalence problem for nite
deterministic multitape automata given by Harju and Karhumaki [5].
In [23] Kuich and Salomaa gave a power series approach to formal language the-
ory by using an algebraic notion of convergence. In [16{18] Kuich generalized the
Kleene theorem, the Parikh theorem and the equivalence between context-freeness and
acceptance by pushdown automata to complete semirings. For a generalization of AFL
theory to complete semirings see Kuich [20].
The framework of Kuich and Salomaa [23] was used in Honkala [10] to dene
power series obtained by morphic iteration. The study of morphically generated se-
ries is continued in Honkala [8, 9, 11, 12] and Honkala and Kuich [13, 14]. A dier-
ent power series generalization of L systems was given in Kuich [19]. The class of
Lindenmayerian algebraic power series over commutative !-continuous semirings was
dened and studied in Honkala and Kuich [15]. By denition, a power series is L
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algebraic if it is a component of the least solution of a system of polynomial equations
involving nite substitutions. Hence, L algebraic series are obtained by multidimen-
sional morphic iteration. The theory of L algebraic series generalizes simultaneously
the theories of algebraic series and ET0L languages. For L algebraic series see also
Kuich [21].
In this paper we discuss D0L power series dened in Honkala [12]. The study of
these series gives an interesting counterpart to the customary theory of D0L languages.
We will see that the strong mathematical tools used in the theory of D0L sequences
and languages are also applicable in this new framework. Therefore it is possible to
obtain for D0L power series many results which do not extend to larger classes of L
algebraic series.
A brief outline of the contents of the paper follows. Section 2 contains the denitions
of D0L power series and their coecient sequences called multiplicity sequences. Also
some preliminary results are given. In Section 3 we discuss elementary morphisms in
connection with power series. The multiplicity sequences over the rationals and over
the integers are characterized in Section 4. This characterization reveals deep intercon-
nections with the theory of D0L and PD0L length sequences. Finally, in Sections 5
and 6 we consider equivalence and rationality problems both for DOL power series
and multiplicity sequences.
It is assumed that the reader is familiar with the basics of the theories of semirings,
formal power series and L systems (see [23, 25, 26]). Notions and notations that are
not dened are taken from these references.
2. Denitions and preliminary results
Suppose A is a commutative semiring and X is a nite alphabet. The set of formal
power series with noncommuting variables in X and coecients in A is denoted by
AhhX ii. The subset of AhhX ii consisting of all series with a nite support is de-
noted by AhX i. Series of AhX i are referred to as polynomials. The sets AhX i and
AhhX ii are semirings and A-semimodules. Because A is commutative, they are also
A-semialgebras.
Assume that X and Y are nite alphabets. A semialgebra morphism h :AhX i!
AhYi is called a monomial morphism if for each x2X there exist a nonzero a2A
and w2Y such that h(x)= aw. A series r 2AhhX ii is called a D0L power series
over A if there exist a nonzero a2A, a word w 2 X  and a monomial morphism
h :AhX i!AhX i such that
r=
1P
n=0
ahn(w) (1)
and, furthermore,
supp(hi(w)) 6=supp(hj(w)) whenever 06i<j: (2)
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Note that (1) is well dened because (2) guarantees that the family fhn(w) j n>0g is
locally nite.
Consider the series r given in (1) and denote
ahn(w)= cnwn
where cn 2A and wn 2X  for n>0. Then we have
r=
1P
n=0
cnwn: (3)
In what follows the righthand side of (3) is called the normal form of r. A sequence
(cn)n>0 of elements of A is called a D0L multiplicity sequence if there exists a D0L
power series r such that (3) is the normal form of r.
Example 2.1. If A=B where B= f0; 1g is the Boolean semiring, the series
r 2BhhX ii is a D0L power series over B if and only if r is the characteristic series
of an innite D0L language.
Example 2.2. Let A be an arbitrary commutative semiring and suppose that LX  is
an innite D0L language. Then the characteristic series of L is a D0L power series
over A.
Example 2.3. Let A=N where N is the semiring of nonnegative integers and
X = fa; bg. Dene the monomial morphism h :NhX i!NhX i by h(a)= 3a, h(b)=
2ba. Dene the D0L power series r 2NhhX ii by
r=
1P
n=0
hn(b):
It is easy to see that
r=
1P
n=0
2n3
(n−1)n
2 ban:
Here r is not a rational series, but supp(r) is a rational language. The multiplicity
sequence associated to r is given by
cn=2n3
(n−1)n
2
for n>0. It is not a rational sequence.
Example 2.4. Let A=Q where Q is the semiring of rational numbers and X =
fa; b; c; dg. Dene the monomial morphism h :QhX i!QhX i by
h(a)= c; h(b)= 12d
2; h(c)= 2a2; h(d)= b:
Dene the D0L power series r 2QhhX ii by
r=2
1P
n=0
hn(a2b):
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It follows inductively that 2h2n(a2b)= 22
n
a2
n+1
b2
n
and 2h2n+1(a2b)= c2
n+1
d2
n+1
for n>0.
Hence
r=
1P
n=0
(22
n
a2
n+1
b2
n
+ c2
n+1
d2
n+1
):
The associated D0L multiplicity sequence (cn)n>0 is given by
cn=
(
22
n=2
if n is even;
1 if n is odd:
Note that r 2ZhhX ii and cn 2Z for n>0. However, r (resp. (cn)) is not a D0L
power series (resp. D0L multiplicity sequence) over Z. Hence, in the framework of
D0L power series, Q is not a Fatou extension of Z.
If r=
P1
n=0 ah
n(w) is a D0L power series and both m>0 and p>1 are integers,
then the series r(p;m) dened by
r(p;m)=
1P
n=0
ahpn(hm(w))
is also a D0L power series. Note that this would not hold if we do not allow arbitrary
values of a in (1).
Above we have assumed that the coecients of D0L power series lie in a semiring.
It is also possible to consider D0L power series having their coecients in a monoid.
Because every monoid M can be regarded as a subset of the semiring BhM i, the
modied approach does not yield anything new.
In what follows we discuss both D0L power series and D0L multiplicity sequences.
It is clear that the word sequence (wn)n>0 dened by (3) is a D0L sequence. Therefore,
it is often possible to use earlier results concerning D0L systems in connection with
D0L power series. The following decomposition result is a rst illustration of this fact.
Proposition 2.1. If r 2RhhX ii is a D0L power series over R; there exist positive
integers p and m and a polynomial r0 2RhX i such that
r= r0 +
m+p−1P
i=m
r(p; i)
and for m6i6m + p − 1 each term of r(p; i) has the same sign and each word in
supp(r(p; i)) has the same minimal alphabet.
Proof. Let
r=
1P
n=0
cnwn
be the normal form of r. For w2X+, denote the minimal alphabet of w by Alph(w).
It is well known that the sequence (Alph(wn))n>0 is ultimately periodic (see [25]).
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Denote
D= fn>0 j cn>0g:
It suces to show that D is ultimately periodic. For that purpose, choose a new letter
$ =2X and dene the monoid morphism g : (X [ $)! (X [ $) by g(x)= supp(h(x))
if h(x)>0 and g(x)= $supp(h(x)) if h(x)<0, x2X . Furthermore, g($)= $. Assume
without restriction that c0>0. Then it is easy to see that cn>0 if and only if gn(w0)
contains an even number of occurrences of the letter $. Now the ultimate periodicity
of D follows by basic results concerning D0L growth functions.
To conclude this section we state two simple closure properties of D0L power series.
In the proposition, jcnj stands for the absolute value of cn 2R. The simple proof is
omitted.
Proposition 2.2. Suppose
r=
1P
n=0
cnwn 2RhhX ii
is a D0L power series over R (resp. over Q) written in the normal form. Then also
1P
n=0
jcnjwn;
1P
n=0
1
cn
wn
are D0L power series over R (resp. over Q).
3. Elementary D0L power series
Elementary morphisms introduced by Ehrenfeucht and Rozenberg [3, 4] are an indis-
pensable tool in many considerations concerning D0L systems. They can also be used
in connection with D0L power series.
Assume that X and Y are nite alphabets. By denition, a monomial morphism
h :AhX i!AhYi is simpliable if there exist a set X1 and monomial morphisms
h1 :AhX i!AhX 1 i and h2 :AhX 1 i!AhYi such that h= h2h1 and card(X1)<
card(X ). If h is not simpliable, it is called elementary. A D0L power series r=P1
n=0 ah
n(w) is called elementary if the monomial morphism h is elementary.
We show next that our denition of elementariness is the power series version of
the notion of Ehrenfeucht and Rozenberg. If h :AhX i!AhYi is a monomial mor-
phism, the underlying monoid morphism h :X !Y is dened by h(x)= supp(h(x))
for x2X .
Lemma 3.1. Let h :AhX i!AhYi be a monomial morphism. Then h is elementary
if and only if the underlying monoid morphism h is elementary.
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Proof. We show that h is simpliable if and only if h is simpliable. Suppose rst
that
h= h2h1;
where h1 :AhX i!AhX 1 i and h2 :AhX 1 i!AhYi are monomial morphisms and
card(X1)<card(X ). Then
h= h2h1;
where h1 :X !X 1 and h2 :X 1 !Y are the underlying monoid morphisms of h1 and
h2, respectively. Because card(X1)<card(X ), h is simpliable.
Suppose then that
h= g2g1;
where g1 :X !X 1 , g2 :X 1 !Y are monoid morphisms and card(X1)<card(X ).
Dene the monomial morphisms h1 :AhX i!AhX 1 i and h2 :AhX 1 i!AhYi as fol-
lows. If x 2 X , then h1(x)= (h(x); h(x))g1(x). Furthermore, if x2X1, then
h2(x)= g2(x). Then
h= h2h1
which shows that h is simpliable.
The following theorem shows how elementary morphisms can be used in a power
series framework.
Theorem 3.2. Suppose A is a commutative semiring and r=
P1
n=0 ah
n(w)2AhhX ii
is a D0L power series over A. Then there exist a nite alphabet X1; an elementary
D0L power series s 2 AhhX 1 ii over A; monomial morphisms f1 :AhX 1 i!AhX i and
f2 :AhX i!AhX 1 i; and a polynomial P 2AhX i such that
r=P + f1(s) and s=f2(r):
Furthermore, f1 is injective.
Proof. The proof is by induction on card(X ). First, note that if card(X )= 1 then h is
elementary and we can choose s= r, P=0 and let f1; f2 be the identity morphisms.
In fact, if h were not elementary, h would map the single letter of X to the empty
word which is not possible. Now, suppose the claim holds if card(X )<k and assume
that card(X )= k. If h is elementary, we are through. Suppose that h= h2h1 where
h1 :AhX i!AhX 1 i and h2 :AhX 1 i!AhX i are monomial morphisms and card(X1)<
card(X ). By choosing X1 as small as possible we may assume that h2 is elementary.
Denote
r1 =
1P
n=0
a(h1h2)nh1(w):
J. Honkala / Theoretical Computer Science 244 (2000) 117{134 123
To prove that r1 is a D0L power series it suces to note that if n; m>0 are integers
and
supp((h1h2)nh1(w))= supp((h1h2)mh1(w))
then
supp(hn+1(w)) = supp((h2h1)n+1(w))
= supp((h2h1)m+1(w))= supp(hm+1(w))
and, hence, n=m. Clearly,
r= aw + h2(r1) and r1 = h1(r):
Because r1 2AhhX 1 ii and card(X1)<card(X ), it follows inductively that there exist
a nite alphabet X2, an elementary D0L power series s2AhhX 2 ii over A, monomial
morphisms h3 :AhX 2 i!AhX 1 i and h4 :AhX 1 i!AhX 2 i, and a polynomial P1 2AhX 1 i
such that
r1 =P1 + h3(s) and s= h4(r1);
where h3 is injective. Therefore
r= aw + h2(P1) + h2h3(s) and s= h4h1(r):
By Lemma 3.1, the morphism h2 is injective. Hence h2h3 = h2h3 is injective. This
proves the theorem.
4. D0L multiplicity sequences
In this section we rst characterize D0L multiplicity sequences over Q. Suppose p is
a positive prime and dene the p-adic valuation p over Q as follows. If a; b2Z; b 6=0
and p divides neither a nor b, then p(pn ab)= n for n2Z. Furthermore, p(0)=1.
The denition of p is extended to monomials cw2QhX i by p(cw)= p(c). If
r=
P1
n=0 cnwn is a D0L power series over Q written in the normal form, dene the
series Sp(r)2Qhhzii by
Sp(r)=
1P
n=0
p(cn)zn:
Here z is a new letter.
The following lemma is from Honkala [12]. Because of its crucial importance in
what follows we reproduce its proof.
Lemma 4.1. If r is a D0L power series over Q; then Sp(r) is a Z-rational series.
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Proof. Suppose r=
P1
n=0 ah
n(w) is a D0L power series over Q with the normal form
r=
1P
n=0
cnwn:
Without restriction we assume that a= c0 = 1. Next, choose two new letters d; e =2
X [fzg and dene the morphism g : (X [fd; eg)! (X [fd; eg) by
g(d)=d; g(e)= e;
g(x)=dmaxfi;0gemaxf−i;0gv; x2X;
where i= p(h(x)) and v=supp(h(x)). Consider the D0L system G=(X [fd; eg; g; w).
We claim that
prX (g
n(w))=wn;
#dgn(w)− #egn(w)= p(cn)
for n>0. Here prX is the projection prX : (X [fd; eg)!X  and #x u stands for the
number of the occurrences of the letter x in the word u.
The claim is trivially true for n=0. If the claim holds for n= k, we have
gk(w)=di1e j1wk1di2e j2wk2 : : : dise jswk sdis+1e js+1
where wk1 : : : wk s=wk and i; j are nonnegative integers satisfying
i1 +   + is+1 − j1 −    − js+1 = p(ck):
Because
prX (g
k+1(w))= prX (g(wk))= supp(h(wk))=wk+1;
#dgk+1(w)− #egk+1(w) = p(ck) + #dg(wk)− #eg(wk)
= p(ck) + p(h(wk))= p(h(ckwk))
= p(hk+1(w))= p(ck+1);
the claim holds true for n= k + 1 and, hence, for all n.
Now, let the growth matrix of G be M and let  be the Parikh vector of w. Then
p(cn)= M n
0
BBBBB@
1
−1
0
...
0
1
CCCCCA:
Here d is the rst letter and e is the second letter of fd; eg[X . This implies that Sp(r)
is Z-rational.
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Now we are ready for the characterization of D0L multiplicity sequences over Q.
Theorem 4.2. A sequence (cn)n>0 of rational numbers is a D0L multiplicity sequence
over Q if and only if there exist a positive integer k; prime numbers p1; p2; : : : ; pk 2N;
an ultimately periodic sequence (a0n)n>0 consisting of 0s and 1s, and Z-rational
sequences (ain)n>0 for 16i6k such that
cn=(−1)a0n
kQ
i=1
paini (4)
for n>0.
Proof. Suppose rst that (cn)n>0 is a D0L multiplicity sequence over Q. By
Proposition 2.1 the set of n>0 such that cn is negative, is ultimately periodic. If
p2N is a prime, Lemma 4.1 implies that the sequence (p(cn))n>0 is Z-rational.
Furthermore, the sequence (p(cn))n>0 is the zero sequence for almost all primes p.
Because
jcnj=
Q
pp(cn);
where the product is over the positive primes, this implies that the sequence (cn)n>0
is of the claimed form.
Suppose then that there exist a positive integer k, prime numbers p1; p2; : : : ; pk 2N,
an ultimately periodic sequence (a0n)n>0 consisting of 0s and 1s, and Z-rational se-
quences (ain)n>0 for 16i6k such that (4) holds for all n>0. We have to show that
(cn)n>0 is a D0L multiplicity sequence over Q.
As a rst step we show that (qan)n>0 is a D0L multiplicity sequence if (an)n>0
is a D0L length sequence and q is a nonzero integer. Let G=(; g; w0) be a D0L
system dening the sequence S(G)= (wn)n>0 with jwnj= an for n>0. (Here juj stands
for the length of u.) If the language fwn j n>0g is nite, the claim follows easily.
Suppose then that the language fwn j n>0g is innite. Dene the monomial morphism
h :Qhi!Qhi by
h()= qjg()j−1g()
for 2. Consider the D0L power series
r=
1P
n=0
qa0hn(w0):
We show inductively that
qa0hn(w0)= qanwn (5)
for n>0. Clearly, (5) holds if n=0. If (5) holds for a given value of n, then
qa0hn+1(w0) = h(qa0hn(w0))= qanh(wn)
= qan  qjg(wn)j−jwnjg(wn)= qan+1wn+1:
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Hence (5) holds for all n>0. Consequently, (qan)n>0 is a D0L multiplicity
sequence.
As a second step we show that if t>1 and (cjn)n>0 are D0L multiplicity sequences
for 16j6t, so is their product (c1nc2n : : : ctn)n>0. For the proof suppose that
rj =
1P
n=0
cjnujn=
1P
n=0
cj0hnj (uj0)
are D0L power series for 16j6t. Without restriction we suppose that the alphabets of
the sequences (ujn); 16j6t, are pairwise disjoint. Let now h be the mapping which
extends simultaneously all hjs, 16j6t. Then we have
1P
n=0
c10c20 : : : ct0hn(u10u20 : : : ut0) =
1P
n=0
c1nc2n : : : ctnu1nu2n : : : utn:
Hence the sequence (c1nc2n : : : ctn)n>0 is indeed a D0L multiplicity sequence.
As a third step we show that (qdn)n>0 is a D0L multiplicity sequence if (dn)n>0 is a
Z-rational sequence and q is a nonzero integer. By the theory of D0L growth functions
there exist two D0L length sequences (an)n>0 and (bn)n>0 such that dn= an − bn
for n>0. By the rst step (qan)n>0 and (qbn)n>0 are D0L multiplicity sequences.
Proposition 2.2 implies that also (q−bn)n>0 is a D0L multiplicity sequence. Therefore
it follows by the second step that (qdn)n>0 is a D0L multiplicity sequence.
As a fourth and nal step we note that the other direction of the theorem now
follows by steps two and three.
In connection with D0L sequences it is customary to consider four classes of se-
quences. These classes are, in the order of decreasing complexity, Z-rational,
N-rational, D0L length and PD0L length sequences. Theorem 4.2 shows a close con-
nection between D0L multiplicity sequences over Q and the largest class consisting of
Z-rational sequences. It is interesting that if we consider D0L multiplicity sequences
over Z, we have a similar connection with the simplest class consisting of PD0L length
sequences. In the following theorem, a sequence (an)n>0 is called a PD0L length se-
quence with initial zeros if there is a nonnegative integer t such that a0 =    = at−1 = 0
and (an+t)n>0 is a PD0L length sequence.
Theorem 4.3. A sequence (cn)n>0 of integers is a D0L multiplicity sequence over Z if
and only if there exist a positive integer k; prime numbers p1; p2; : : : ; pk 2N; an ulti-
mately periodic sequence (a0n)n>0 consisting of 0s and 1s; and PD0L length sequences
with initial zeros (ain)n>0 for 16i6k such that
cn=(−1)a0n
kQ
i=1
paini (6)
for n>0.
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Proof. Suppose rst that (cn) is a D0L multiplicity sequence over Z. Again, by
Proposition 2.1 the set of n>0 such that cn is negative, is ultimately periodic. Be-
cause
jcnj=
Q
pp(cn);
where the product is over positive primes, the claim follows in one direction by showing
that the sequences (p(cn))n>0 are PD0L length sequences with initial zeros. Fix a
positive prime p and proceed as in the proof of Lemma 4.1. Now #egn(w)= 0 for
n>0 and hence
#dgn(w)= p(cn)
for n>0. Therefore
p(cn)= M n
0
BBBBB@
1
0
0
...
0
1
CCCCCA:
Consequently, p(cn+1) − p(cn)= M n(M − I)  (1; 0; : : : ; 0)T. Because the entries of
(M − I)  (1; 0; : : : ; 0)T are nonnegative integers, the sequence (p(cn+1) − p(cn))n>0
is N-rational. By the characterization of PD0L length sequences (see Rozenberg and
Salomaa [25]), it follows that the sequence (p(cn))n>0 is a PD0L length sequence
with initial zeros. This concludes the proof in one direction.
Suppose then that there exist a positive integer k, prime numbers p1; p2; : : : ; pk 2N,
an ultimately periodic sequence (a0n)n>0 consisting of 0s and 1s, and PD0L length
sequences with initial zeros (ain)n>0 for 16i6k such that (6) holds for all n>0. To
show that (cn)n>0 is a D0L multiplicity sequence over Z, we proceed as in the proof
of Theorem 4.2.
As in the rst step in the second half of the proof of Theorem 4.2 we see that
(qan)n>0 is a D0L multiplicity sequence over Z if (an)n>0 is a PD0L length sequence
and q is a nonzero integer. Indeed, the mapping h dened in the proof can now be
considered as a monomial morphism h :Zhi!Zhi.
The fact that (cn)n>0 is a D0L multiplicity sequence over Z now follows by the
construction in the second step in the proof of Theorem 4.2.
Example 4.1. Suppose (wn)n>0 is a D0L sequence such that fwn j n>0gX  is in-
nite. It follows by the proof of Theorem 4.1 that the series r 2QhhX ii dened
by
r=
1P
n=0
2jwnjwn
is a D0L power series over Q. If (wn)n>0 is a PD0L sequence, r is a D0L power
series over Z.
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Consider the series r2 dened by
r2 =
1P
n=0
jwnjwn:
Then r2 is not a D0L power series over Q in the general case, because the numbers
jwnj; n>0, can have innitely many prime factors.
Suppose (cn)n>0 is a D0L multiplicity sequence over Q. Consider the formal series
s=
P1
n=0 log jcnjzn 2Rhhzii. It follows by Theorem 4.2 that there exist rational series
rk 2Zhhzii, k>2, such that
s=
1P
k=2
rk log k;
where almost all rk are equal to 0. Hence, a D0L multiplicity sequence is logarithmi-
cally rational.
5. Decidability results concerning D0L power series
In this section we discuss the equivalence and rationality problems of D0L power
series. The rst result is proved in Honkala [12].
Theorem 5.1. It is decidable whether or not two given D0L power series r1 and r2
over Q are equal.
To solve the rationality problem a lemma is required. Below the primitive root of a
word u2X  is denoted by (u).
Lemma 5.2. Suppose r 2QhhX ii is a Q-rational series and p is a positive prime.
Then there exists a positive integer C such that
jp((r; w))j6Cjwj
for any nonempty word w2 supp(r).
Proof. By Lemma 6.5 in Salomaa and Soittola [29] there exists a nonzero integer d
such thatP
(r; w)d1+jwjw2Z rathhX ii:
By Theorem 7.1 in the same reference there exists a positive integer M such that
j(r; w)d1+jwjj6M 1+jwj
for any w2X . Hence there exists a positive integer D such that
06p((r; w)d1+jwj)6D(1 + jwj)
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for any w2 supp(r). Therefore
−(1 + jwj)p(d)6p((r; w))6D(1 + jwj)
for any w2 supp(r). This implies the claim.
Theorem 5.3. It is decidable whether or not a given D0L power series r=P1
n=0 ah
n(w0) over Q is Q-rational.
Proof. Suppose that
r=
1P
n=0
ahn(w0)=
1P
n=0
cnwn
is a D0L power series over Q. Let g :X !X  be the underlying monoid morphism
of h. Then wn= gn(w0) for n>0. Denote L= fwn j n>0g. First decide whether or not
the D0L language L=supp(r) is regular (see [28]). If not, r is not Q-rational. Indeed,
if r is Q-rational, there exists a nonzero d2Z such that the series
r1 =
P
(r; w)d1+jwjw
is Z-rational. Furthermore, there is an integer which divides none of the nonzero coef-
cients of r1 implying that supp(r1)= supp(r) is regular (see [2]). We continue with
the assumption that L is a regular language.
Now the characterization of slender regular languages (see [24]) implies that there
exist words u; v; w2X  such that the language
L \ uvw
is innite and v is primitive. Hence there exist an integer m>1 such that if wn 2 uvw
then gm(wn)2 uvw provided that n is large enough. It follows that (gmi(v)) is a
conjugate of v for any positive integer i. Therefore there exist positive integers i<j
such that
(gmi(v))= (gmj(v))= v2v1
where v= v1v2. This implies that
gm(j−i)(v2v1)= (v2v1)t
for a suitable t>1. Consequently, we have seen that there exist positive integers s
and t, words u; v; w2X ; v primitive, such that the language
L \ uvw
is innite, and
wn 2 uvw implies gs(wn)2 uvw (7)
130 J. Honkala / Theoretical Computer Science 244 (2000) 117{134
for large enough n, and
gs(v)= vt :
Now, the integers s; t and words u; v; w having the properties stated above can be found
out eectively. An ecient algorithm can be based on the results in [6, 7]; however,
the eectivity is clear from the basic theory of D0L languages.
Now we must have t=1. Otherwise the D0L sequence (wn)n>0 would have an
exponential growth function which is not possible because L is a regular language.
Next, choose a nonnegative integer q such that wq 2 uvw and (7) holds for n>q.
Hence
fgsi(wq) j i>0g uvw: (8)
We assume without restriction that neither v is a sux of u nor v is a prex of w. By
(8) there exist large integers k1; k2 such that
gs(uvk1w)= gs(u)vk1gs(w)= uvk2w:
Because v is primitive and v is not a sux of u, necessarily jgs(u)j> juj. Similarly
jgs(w)j> jwj. Therefore there exist nonnegative integers e and f such that
gs(u)= uve; gs(w)= vfw:
It follows that there exist nonzero a1; a2; a3 2Q such that
hs(u)= a1uve; hs(v)= a2v; hs(w)= a3vfw: (9)
It still remains to decide whether or not the series
r= c0w0 +   + cq−1wq−1 + cq
s−1P
j=0
hj
1P
i=0
hsi(wq) (10)
is rational when hs satises (9). We rst consider the series
rq=
1P
i=0
hsi(wq):
Denote wq= uvgw. We claim that
hsi(wq)= ai1a
ig+2−1i(i−1)(e+f)
2 a
i
3uv
g+i(e+f)w (11)
for i>0. First, (11) holds if i=0. If (11) is true for i>0, then
hs(i+1)(wq) = ai1a
ig+2−1i(i−1)(e+f)
2 a
i
3h
s(uvg+i(e+f)w)
= ai1a
ig+2−1i(i−1)(e+f)
2 a
i
3  a1uve  ag+i(e+f)2 vg+i(e+f)  a3vfw
= ai+11 a
(i+1)g+2−1i(i+1)(e+f)
2 a
i+1
3 uv
g+(i+1)(e+f)w:
Hence (11) is true for all values of i.
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Next, suppose ja2j 6=1. Then there is a prime number p such that
jp(r; uvg+i(e+f)w)j6Cjuvg+i(e+f)wj
holds for no C for all i>0. (Note that e + f 6=0.) Hence, Lemma 5.2 implies that r
is not rational if ja2j 6=1.
Suppose nally that ja2j=1. Then r is Q-rational. Indeed, the series
1P
i=0
ja1a3jiuvg+i(e+f)w (12)
is Q-rational. Furthermore, because rq is a D0L power series, Proposition 2.1 implies
that the set fi j hsi(wq)>0g is ultimately periodic. Hence the rationality of (12) and
equation (11) imply the rationality of rq. The rationality of r follows by (10).
6. Decidability results concerning D0L multiplicity sequences
We show rst that the equivalence and rationality problems are decidable for D0L
multiplicity sequences over Q.
Theorem 6.1. Suppose (cn)n>0 and (dn)n>0 are D0L multiplicity sequences over Q.
It is decidable whether or not cn=dn for all n>0.
Proof. By Theorem 4.2 there exist a positive integer k, prime numbers p1; p2; : : : ; pk
2N, ultimately periodic sequences (a0n)n>0 and (b0n)n>0 consisting of 0s and 1s, and
Z-rational sequences (ain)n>0 and (bin)n>0, 16i6k such that
cn=(−1)a0n
kQ
i=1
paini ; (13)
dn=(−1)b0n
kQ
i=1
pbini (14)
for n>0. Furthermore, the representations (13) and (14) are obtained eectively. Now,
by the Fundamental Theorem of Arithmetic, cn=dn for all n>0 if and only if ain= bin
for all 06i6k, n>0. The decidability of the last condition follows by the decidability
of the equivalence problem for Z-rational sequences.
The proof of the following theorem is short, but relies heavily on dicult results
concerning formal power series.
Theorem 6.2. It is decidable whether or not a given D0L multiplicity sequence (cn)n>0
over Q is Q-rational.
Proof. By Theorem 4.2 there exist a positive integer k, prime numbers p1; p2; : : : ; pk
2N, an ultimately periodic sequence (a0n)n>0 and Z-rational sequences (ain)n>0 for
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16i6k such that
cn=(−1)a0n
kQ
i=1
paini (15)
for n>0. We claim that (cn)n>0 is Q-rational if and only if there exist positive integers
A; B such that
jainj6An+ B (16)
for all n>0, 16i6k. First, the necessity of condition (16) for Q-rationality follows by
Lemma 5.2. On the other hand, if condition (16) holds true, the sequence (paini )n>0 is
the merge of sequences of the form (pA1+B1ni ) where A1 and B1 are integers. Therefore
(paini ) is Q-rational for any 16i6k implying the Q-rationality of (cn).
The theorem now follows by the decidability of condition (16).
Our last results are related to the Skolem{Mahler{Lech theorem (see [2]).
Lemma 6.3. Suppose (cn)n>0 is a D0L multiplicity sequence over Q and F Q is a
nite set. Then the set C(F) dened by
C(F)= fn>0 j cn 2Fg
is ultimately periodic. Furthermore; the niteness of C(F) is decidable.
Proof. It suces to prove the lemma in the case F consists of one element d2Q.
We assume that d>0; the case d<0 is similar. By Theorem 4.2 there exist a positive
integer k, prime numbers p1; p2; : : : ; pk 2N, an ultimately periodic sequence (a0n)n>0
consisting of 0s and 1s, and Z-rational sequences (ain)n>0 for 16i6k such that
cn=(−1)a0n
kQ
i=1
paini (17)
for n>0. Without loss of generality we assume that if d is written in the reduced form,
neither the numerator nor the denominator has a prime factor other than pi, 16i6k.
Hence n2C(d) if and only if a0n=0 and pi(d)= ain for all 16i6k. Denote
en= a20n +
P
(pi(d)− ain)2
for n>0. Then (en)n>0 is Z-rational. Furthermore, n 2 C(d) if and only if en=0.
Hence, the rst claim of the lemma follows by the Skolem{Mahler{Lech theorem.
The second claim follows by the decidability result due to Berstel and Mignotte
[1].
By denition, a series s2AhhX ii is called a DF0L power series if there exist a
polynomial a1v1 +   + atvt 2AhX i where ai 2A; vi 2X ; 16i6t; such that
s=
1P
n=0
hn(a1v1 +   + atvt)
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and, furthermore, the series
si=
1P
n=0
aihn(vi)
are D0L power series over A for 16i6t.
Theorem 6.4. Suppose r 2QhhX ii is a D0L power series over Q and F Q is a
nite set. Then the series
r(F)=
P
(r;w)2F
(r; w)w
is either a polynomial or a sum of a DF0L power series and a polynomial. It is
decidable whether or not r(F) is a polynomial.
Proof. The theorem is an immediate consequence of Lemma 6.3.
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