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Chapter 1
Introduction
Multisymplectic geometry [1–4] considers generalizations of symplectic manifolds1 which are called n-plectic man-
ifolds. A differentiable manifold is n-plectic if it is equipped with a closed non-degenerate, in a particular sense to
be explained later, (n+ 1)-form.
In symplectic geometry, one can equip the space of functions on a symplectic manifold with the structure
of a Poisson algebra by means of the symplectic form [5, 6]. It turns out that in multisymplectic geometry, the
n-plectic structure present on an n-plectic manifold gives the structure of Lie-n algebra to a particular complex
L constructed out of differential forms on the manifold [7–11]. Lie n-algebras are particular instances of strongly
homotopy Lie algebras [12], or L1-algebras, in which the underlying complex is finite.
In symplectic geometry it is possible to define a particular kind of Lie group action on the symplectic
manifold, such that they preserve the symplectic form and is generated by Hamiltonian vector fields. More precisely,
the action of a Lie group G, with Lie algebra g, on a symplectic manifold (M; !) is said to be Hamiltonian if it
admits a moment map, that is, a map [5, 6]
 : M! g ; (1.1)
such that the following conditions are satisfied
1. For each v 2 g, let
 v : M! R ; given by v(p) < (p); v >, where < ;  > is the natural pairing of g and g.
 ~v be the vector field generated by the one-parameter subgroup

etv j t 2 R
	
 G.
Then
dv =  ~v! ; (1.2)
that is, v is a Hamiltonian function for the vector field ~v.
2.  is equivariant with respect to the given action and the coadjoint action Ad of G on g.
In particular, if an action is Hamiltonian then its infinitesimally generated by Hamiltonian vector fields. The
notion of Hamiltonian action on a symplectic manifold can be equivalently defined in terms of a comoment map,
that is, a Lie algebra homomorphism
 : g! C1 (M) ; (1.3)
such that d (v) =  v! ; v 2M. That is,  (v) is the Hamiltonian vector field of v. Remarkably enough, the
notion of Hamiltonian action can be also defined for the action of a Lie group on an n-plectic manifold by defining
the so-called homotopy moment map [13], a generalization of the comoment map (1.3) for n-plectic manifolds.
Loosely speaking, it consists on a L1-morphism
1A symplectic manifold is adifferentiable manifold equipped with a closed non-degenerate two-form
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f : g! L ; (1.4)
that lifts, in a suitable sense, the map from g to the set of Hamiltonian vector fields which is assumed to exist
from the outset.
This master thesis is devoted to the study of L1-morphisms between Lie-n algebras constructed on n-plectic
manifolds, as well as the study of homotopy moment maps on n-plectic manifolds equipped with the Hamiltonian
action of a Lie group.
The study of differentiable manifolds equipped with closed non-degenerate forms can be justified from
different points of views in mathematics as well as in physics. Standard motivations correspond to the important
role that symplectic and multisymplectic manifolds play in classical mechanics, classical field theory and also in the
corresponding quantization procedures. However, n-plectic manifolds2 may be physically relevant on another level:
the space-time manifold that describes the universe, at least up to some energy scale, could have the structure of
an n-plectic manifold.
Such possibility naturally arises in Superstring Theory [14–24], a very promising candidate theory for the
quantum description of all the known interactions of nature. Superstring theory implies the existence of several
differential forms defined on the space-time manifold, some of them closed, corresponding to field strengths of the
Ramond-Ramond and the Neveu-Schwarz Neveu-Schwarz forms of the corresponding Supergravity. Therefore the
space-time manifold in Superstring theory is going to be at least a pre-n-plectic manifold. The non-degeneracy
properties of the forms will depend on the particular solution to be considered.
The space-time that we observe is four-dimensional, yet Superstring theory predicts that the space-time
must be ten-dimensional. In order to fix this apparent contradiction, several mechanisms have been proposed
in the literature [25–30]. One of them, the Kaluza-Klein reduction [27], consists in assuming that the space-time
manifoldM is locally the product of a four-dimensional non-compact manifoldM4 and a six-dimensional compact
manifold M6
M =M4 M6 ; (1.5)
small enough to not be accessible in current high-energy experiments. Superstring theory constrains the different
manifoldsM6 that we can consider as compact manifolds [30]. In particular, for supersymmetric compactifications,
the existence of one or several globally defined spinors on the compact manifold implies the existence of globally
defined forms, which, depending on the details of the compactification, may be closed and non-degenerate. As an
example, we can consider M-theory [31], closely related to Superstring Theory, which is a theory that predicts the
space-time manifold to be eleven-dimensional. The fluxless compactification of such theory on a seven dimensional
compact manifold M7 implies that M7 must be a manifold of G2-holonomy [27, 32–34]. Therefore, it has a
globally defined, closed and non-degenerate three-form [35] and thus it is a two-plectic manifold.
It is worth pointing out that the interpretation of the Lie-n algebras associated to the space-time manifold
or the compactification manifold is not known, and it would be interesting to find out if it encodes any physical
information about the theory itself. Notice that L1-algebras have appeared already in Superstring Theory and
Supergravity. For example, the algebra of states in the Fock space of closed String Field Theory is a strongly
homotopy Lie algebra [36]. For more applications of L1-algebras to Superstring Theory and Supergravity the
interested reader may consult [37–45]. It is clear then that multisymplectic geometry and L1-algebras play an
important role in theoretical physics and in particular in Superstring Theory and Supergravity, and thus more
effort is needed in order to uncover the role that these mathematical structures play in the theories that describe
the fundamental interactions of nature.
The outline of this work is as follows. In chapter 2 we introduce the relevant background material
necessary for the rest of the paper, which includes graded algebra theory and homological algebra theory, fibre
bundles and basics of Lie groups and symplectic geometry. It is intended for non-experts, perhaps interested
physicists, and therefore can be skipped by experts. In chapter 3 we introduce L1-algebras and define L1-
morphisms in an independent way, not related yet to multisymplectic geometry, giving explicit formulae relating
L1[1]-algebras and L1-algebras. Chapter 4 contains the new results present in this thesis. We first introduce
n-plectic manifolds and connect them to L1-algebras. Then we introduce, closely following [13], the concept
of homotopy moment map. Sections 4.2 and 4.3 contains the new material present in this work. In section
4.2 we obtain specific conditions under which two n-plectic manifolds with strictly isomorphic Lie-n algebras are
symplectomorphic. Finally, in section 4.3, we study the construction of an homotopy moment map for a product
2Maybe dropping the non-degeneracy condition on the (n+1)-form. The corresponding manifold is then called pre-n-plectic. Note
however that most of the results about n-plectic manifolds can be extended in a suitable way to pre-n-plectic manifolds.
11
manifold assuming that the factors are n-plectic manifolds equipped with the corresponding homotopy moment
maps.
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Chapter 2
Mathematical preliminaries
The goal of this chapter is to introduce the relevant basic background that will be needed through the rest of
the paper. The content is elementary and therefore can be skipped by expert readers, although it may be useful
for interested non-mathematicians. Basic references for this chapter are [5, 6, 12, 13, 46–50]. We will consider
exclusively real vector spaces, real manifolds and real bundles over them, unless otherwise stated.
2.1 Graded and homological algebra theory
The purpose of this section is to introduce the basic elements of graded algebra theory and Homological algebra that
we will need through the rest of the letter. Graded algebra theory refers to the study of algebraic structures in a
graded vector space. Higher Homological algebra theory studies homology (or co-homology) in an abstract setting,
that is, on abstractly defined complexes (or co-complexes). I have tried to recollect here the basic definitions
and constructions that are well known to experts but that might be difficult to find in a clear way on a first
approximation to the topic.
2.1.1 Higher algebras
We begin with a series of definitions increasing step by step the structures involved. We begin by the simple
definition of an algebra.
Definition 2.1.1. A real algebra (V; ) is a real vector space V space equipped with a bilinear product V V ! V ,
denoted by  or concatenation of elements.
We require the product  of an algebra to be inner. It may have, however, other properties. For example, if
x1  x2 = x2  x1 for all x1; x2 2 V the algebra (V; ) is said to be commutative. If x1  (x2  x3) = (x1  x2)  x3 for all
x1; x2; x3 2 X then the algebra is said to be associative. If the algebra V contains an identity, that is, an element
e 2 V such that e  x = x  e = x for all x 2 V then it is said to be unital. A real algebra such that the product is
associative and has an identity is therefore a ring that is also a vector space, and it is called a unital associative
algebra.
Definition 2.1.2. Let G be an abelian group. A G-graded vector space V over R is a collection (Vg)g2G of vector
spaces over R.
The homogeneous elements of degree g 2 G of a G-graded vector space V are the elements of Vg. In this work we
will consider exclusively G = Z-graded vector spaces V =
L
i2Z Vi. The grade of an homogeneous element x 2 V
is denoted by jxj, and of course, since we will consider only Z-graded vector spaces, we will always have jxj 2 Z.
Definition 2.1.3. A real graded algebra is a real graded vector space V =
L
i2Z Vi equipped with a bilinear
product V  V ! V which will be denoted by  or concatenation of elements, such that
Vi  Vj  Vi+j : (2.1)
Definition 2.1.4. A real graded Lie algebra is a real graded algebra (V; ) equipped with a bilinear product
[; ] : V  V ! V such that the following axioms are satisfied
1. [; ] respects the grading of V , that is, [Vi; Vj ]  Vi+j .
13
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2. If x1; x2 2 V are homogeneous elements then
[x1; x2] =  ( 1)
jx1jjx2j [x2; x1] : (2.2)
That is, [; ] is antisymmetric in the graded sense.
3. If x1; x2; x3 2 V then
( 1)jx1jjx3j[x1; [x2; x3]] + ( 1)
jx1jjx2j[x2; [x3; x1]] + ( 1)
jx2jjx2j[x3; [x1; x2]] = 0 : (2.3)
That is, [; ] satisfies the graded Jacobi identity.
Equation (2.2) is just the graded version of the antisymmetric Lie bracket of a not-graded Lie algebra. Analogously,
Eq. (2.3) is just the graded version of the Jacobi identity for not-graded Lie algebras. When V is concentrated in
degree zero, a real graded Lie algebra is just an ordinary real Lie algebra. Let us consider now a simple example
taken from physics.
Example 2.1.5. Supersymmetry algebra. The Super-Poincaré algebra sp is, in physical terms, an extension
of the Poincaré algebra by fermionic generators that obey anti-commutation relations. We denote by Mab the
generators of the Lorentz group, by Pa the generators of translations and by Q the fermionic generators, which
are Spin (1; 3) spinors of definite chirality. They obey the following (anti)-commutation relations
[Mab;Mcd] =  Meb v (Mcd)
e
a  Mae v (Mcd)
e
b (2.4)
[Pa;Mcd] =  Pe v (Mcd)
e
a (2.5)
[Q;Mab] =  s (Mab)

 Q
 (2.6)
Q; Q
	
= i
 
aC 1

Pa ; (2.7)
where  v denotes the vectorial representation,  s denotes the spinorial representation and C is the charge conju-
gation matrix. f; g is defined as follows

Q; Q
	
= QQ+QQ. The Super-Poincaré algebra gets beautifully
described as a particular instance of Z2 = Z=2Z1 graded Lie algebra sp = sp0  sp1 with bracket [; ]Z2 . The
elements of sp0 are called even and correspond to the bosonic generators Mab and Pa of the algebra. The elements
of sp1 are called odd and correspond to the fermionic generators of the algebra Q. In particular, we have
[x1; x2]Z2 =   [x2; x1]Z2 ; 8 x1; x2 2 sp0 ; (2.8)
[x1; x2]Z2 =   [x2; x1]Z2 ; 8 x1 2 sp0 ; 8 x2 2 sp1 ; (2.9)
[x1; x2]Z2 = [x2; x1]Z2 ; 8 x1; x2 2 sp1 : (2.10)
Therefore, equation (2.8) corresponds to the commutators (2.4) and (2.5) in the Super-Poincaré algebra, equation
(2.9) corresponds to the commutator (2.6) in the Super-Poincaré algebra, and equation (2.10) corresponds to the
anti-commutator (2.7) in the Super Poincaré algebra.
Definition 2.1.6. Let (V; ) be a graded algebra. A homogeneous linear map d : V ! V of grade jdj on V is
called a homogeneous derivation if d(x1  x2) = d(x1)x2 + jx1jjdjx1  d(x2), where  = 1 and x1; x2 2 V are
homogeneous elements. A graded derivation is sum of homogeneous derivations with the same . In the context
of graded algebra, the choice  =  1 is the most natural one, since it takes into account the graded structure of
the algebra.
Definition 2.1.7. A real differential graded Lie algebra is a real graded Lie algebra (V; ) equipped with a degree
1 (depending on chain or cochain complex convention) derivation d : V ! V that satisfies
1. d  d = 0. Therefore d gives V the structure of a chain (jdj =  1) or cochain complex (jdj = 1).
2. d[x1; x2] = [dx1; x2] + ( 1)jx1j[x1; dx2], where x1 and x2 are homogeneous elements of V .
1The definition of Z2-graded space can be obtained from the definition of Z-graded vector space by simply substituting Z by Z2.
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Given two homogeneous elements x1; x2 2 V of an arbitrary graded algebra (V; ), in principle x1 x2 and x2 x1 are
different elements of (V; ) not related in any particular way. However, if for every pair of homogeneous elements
x1; x2 2 V the following holds
x1  x2 = ( 1)
jx1jjx2jx2  x1 ; (2.11)
then (V; ) is said to be a graded commutative algebra. Analogously, if
x1  x2 =  ( 1)
jx1jjx2jx2  x1 ; (2.12)
holds, then the algebra (V; ) is said to be a graded anti-commutative algebra. This procedure can be generalized
by defining the Koszul sign. Let x1; : : : ; xn be elements of a symmetric graded algebra (V; ) and ff 2 n a
permutation. The Koszul sign (ff) = (ff;x1; : : : ; xn) is defined by the equality
x1   xn = (ff;x1; : : : ; xn)xff(1)   xff(n) ;
which holds in the free graded commutative algebra generated by V , with product denoted by concatenation of
elements. The Koszul sign can be equivalently defined using an antisymmetric graded algebra (V; ) as follows
x1   xn = ( 1)
ff(ff;x1; : : : ; xn)xff(1)   xff(n) ;
Given ff 2 n, ( 1)ff denotes the usual sign of a permutation. Please notice that (ff) does not include the sign
( 1)ff. For example, given x1; x2; x2 2 V , where (V; ) is free graded commutative algebra, we have
x1  x2  x3 = (3; 2; 1;x1; x2:x3)x3  x1  x2 ; (3; 2; 1;x1; x2:x3) = ( 1)
jx3jjx2j+jx3jjx1j : (2.13)
We say that ff 2 p+q is a (p;q)-unshuffle if and only if ff is a permutation of a set of (p+ q) elements such that
ff(1) <    < ff(p) and ff(p+ 1) <    < ff(p+ q). The set of (p; q)-unshuffles is denoted by Sh(p; q). For example,
Sh(2; 1) is the set of cycles f(1); (23); (123)g.
If V is a graded vector space, then sV denotes the suspension of V , and s 1V denotes the desuspension of
V , defined respectively by
(sV )i = Vi 1 ;
 
s 1V

i
= Vi+1 : (2.14)
Another very used notation for the (de)suspension of a graded vector space V is
skV = V [k] : (2.15)
Sometimes we will write s1x where x is an homogeneous element of a given graded vector space V . The meaning
of such expression can be understood as follows. Let us assume that x 2 Vi ; i 2 Z. Then we have
s1x 2 s1 (Vi) =
 
s1V

i1
; (2.16)
since
 
s1V

i1
= Vi.
Definition 2.1.8. A morphism f from a Z-graded vector space V to a Z-graded vector space W is a collection of
linear maps (fi : Vi !Wi)i2Z.
Hence, it is implicitly assumed in the definition that a morphism preserves the grading, that is, that jf(x)j = jxj 2
Z. It is said then that f is homogeneous of degree zero. An isomorphism of graded vector spaces is a morphism
f whose components fi are isomorphisms of vector spaces. It is possible, of course, to consider maps that do not
preserve the grading. The degree of a map f is denoted by jf j. If a map f : V ! W of graded vector spaces has
degree jf j = k ; k 2 Z, then we have
f (Vi)  Vi+k ; 8 i 2 Z : (2.17)
The set of all morphisms from a graded vector space V to a graded vector space W is denoted by Hom(V;W ).
Notice that Hom(V;W ) is itself a graded vector space with homogeneous component Hom(V;W )i i 2 Z given by
the set of components fi : Vi !Wi ; f 2 Hom(V;W ).
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Definition 2.1.9. Let F (V W ) the free vector space over R whose generators are the points of V W , where 
stands for the Cartesian product 2 The tensor product is defined as a certain quotient vector space of F (V W ).
Consider the subspace R of F (V W ) generated by the following elements3
(v1; w) + (v2; w)  (v1 + v2; w) ;
(v;w1) + (v;w2)  (v;w1 + w2) ;
c  (v;w)  (cv; w) ;
c  (v;w)  (v; cw) ; (2.18)
where v; v1; v2 2 V ; w;w1; w2 2W ; and c 2 R. The tensor product is then defined as the vector space
V 
W  F (V W )=R : (2.19)
The tensor product of two vectors v and w is denoted by the equivalence class v 
 w 2 ((v;w) + R), where
v 
 w 2 V 
W . The principal effect of taking the quotient by R in the free vector space is that the following
equations hold in V 
W
(v1 + v2)
 w = v1 
 w + v2 
 w ;
v 
 (w1 + w2) = v 
 w1 + v 
 w2 ;
cv 
 w = v 
 cw = c(v 
 w) : (2.20)
The tensor product of two graded vector spaces V and W is defined to be another graded vector space V 
W
with grading
(V 
W )i =
M
i=j+k
Vj 
Wk ; i = j + k : (2.21)
The tensor product can be also applied to morphisms f; g 2 Hom(V;W ), and it is given by
(f 
 g) (v 
 w) = ( 1)jgjjf jf(v)
 g(w) : (2.22)
Definition 2.1.10. Let V be a graded vector space. The tensor algebra T (V ) is the graded vector space given
by the collection of vector spaces
T (V )m =
M
k0
M
j1++jk=m
Vj1 
    
 Vjk ; m 2 Z : (2.23)
For k = 0 the corresponding summand is set to be equal to R.
Every component T (V )m can be decomposed with respect to the tensor product degree 
 as follows
T k (V )m  T (V )m \ V

k ; k  1 : (2.24)
For k = 0 we have T 0 (V ) = R. The degree of an element x1
  
xk 2 V1
  
Vk is defined as jx1
  
xkj =Pk
i=1 jxij.
The vector space T k (V )m carries two natural actions, even and odd, of the group k of permutations of a set of
k elements. The even representation intuitively corresponds to the elements of T k (V )m symmetric in the graded
sense. It is defined by
ff  (x1 
    
 xk)  ( 1)
jxijjx(i+1)jx1 
    
 x(i+1) 
 xi 
    
 xk ; (2.25)
where ff is the transposition of the i’th and the (i + 1)’th element. Similarly, the odd representation intuitively
corresponds to the antisymmetric elements of T k (V )m in the graded sense. It is defined by
2The Cartesian product V W is the set of pairs (v;w) ; v 2 V ;w 2W , which is itself a vector space, although here it is considered
merely as a set.
3To simplify the notation, we denote by (v;w) the element 1  (u;w) 2 F (V W ).
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ff  (x1 
    
 xk)   ( 1)
jxijjx(i+1)jx1 
    
 x(i+1) 
 xi 
    
 xk ; (2.26)
where ff is the transposition of the i’th and the (i + 1)’th element. Notice that the even as well as the odd
representations can be defined for an arbitrary element ff 2 k as follows
ff  (x1 
    
 xk)   (ff;x1;    ; xk)xff(1) 
    
 xff(k) ; (2.27)
for the even representation and
ff  (x1 
    
 xk)  ( 1)
ff (ff;x1;    ; xk)xff(1) 
    
 xff(k) ; (2.28)
for the odd representation.
Definition 2.1.11. Given a graded vector space V , the graded symmetric algebra S(V ) of V is the graded vector
space whose elements are the invariants or the even representation of  on T (V ) with the inherited grading.
Definition 2.1.12. Given a graded vector space V , the graded antisymmetric algebra (V ) of V is the graded
vector space whose elements are the invariants or the odd representation of  on T (V ) with the inherited grading.
We will denote by Sk (V ) and k (V ) the homogeneous elements of degree k of S (V ) and  (V ) respectively.
We can extend the action of s1 to the tensor product of an arbitrary number of graded vector spaces
V1; : : : ; Vk as follows
sk : V1 
    
 Vk ! s
1V1 
    
 s
1Vk
x1 
    
 xk 7! ( 1)
P
k
i=1
(k i)jxijs1x1 
    
 s
1xk : (2.29)
Notice that the sign ( 1)
P
k
i=1
(k i)jxij can be understood by considering s1 as an odd element which requires the
introduction of the sign ( 1)jxij every time it jumps over xi when acting on x1
  
xk. sk is an isomorphism of
vector spaces which is not an isomorphism of graded vector spaces, since it does not preserve the grading. Defining
now deck : V 

k
! V 

k
by
deck (x1 
    
 xk)  ( 1)
P
k
i=1
(k i)jxijx1 
    
 xk ; (2.30)
we obtain the so-called décalage-isomorphism between skSk (V ) and k
 
s1V

. The décalage-isomorphism
preserves the grading and therefore skSk (V ) and k
 
s1V

are isomorphic not only as vector spaces but also
as graded vector spaces.
Since it will be useful later, we will rewrite now the Koszul sign 
 
ff; s 1x1; : : : ; s
 1xn

in terms of
 (ff;x1; : : : ; xn). In order to do so, we notice that if (x1; : : : ; xk) 2 kV then
(x1; : : : ; xk) = ( 1)
ff (ff;x1; : : : ; xk)
 
xff(1); : : : ; xff(k)

; (2.31)
and therefore
s k ((x1; : : : ; xk)) = ( 1)
ff (ff;x1; : : : ; xk) s
 k
  
xff(1); : : : ; xff(k)

; (2.32)
which implies, using equation (2.29)
( 1)
P
k
i=1
(k i)jxff(i)j( 1)ff (ff;x1; : : : ; xk) 
 
ff; s 1x1; : : : ; s
 1xk
  
s 1x1; : : : ; s
 1xk

= ( 1)
P
k
i=1
(k i)jxff(i)j
 
s 1x1; : : : ; s
 1xk

: (2.33)
Hence we conclude

 
ff; s 1x1; : : : ; s
 1xk

= ( 1)
P
k
i=1
(k i)(jxij+jxff(i)j)( 1)ff (ff;x1; : : : ; xk) : (2.34)
We finish this section by defining two specific kind of algebras that we will find later. When we introduce the
Cartan calculus in section 2.2.1, we will encounter a particular instance of Gerstenhaber algebra, which is defined
as follows
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Definition 2.1.13. A Gerstenhaber algebra is an associative and commutative graded algebra (V; ) equipped
with a degree -1 bilinear map [; ] : V ! V such that the following conditions hold
1. [x1; x2] =  (1)(jx1j 1)(jx2j 1)[x2; x1] ; for any two homogeneous elements x1; x2 2 V . That is, the bilinear
map is antisymmetric in the graded sense in s 1V .
2. [x; ] is a derivation on V of degree jxj   1 for every x 2 V .
3. The bilinear map obeys
[x1; [x2; x3]] = [[x1; x2] ; x3] + (1)
(jx1j 1)(jx2j 1) [x2; [x3; x1]] ; (2.35)
which becomes the graded Jacobi identity on s 1V .
From the definition In the context of symplectic geometry in section 2.5 we will find a particular example of a
Poisson algebra, whose definition is given by
Definition 2.1.14. A Lie algebra (X; ; [; ]) is called a Poisson algebra if X has a commutative, associative algebra
structure such that
[x1x2; x3] = x1 [x2; x3] + [x1; x3]x2 ; (2.36)
for all x1; x2; x3 2 X.
2.1.2 Homological algebra
The chain complex is the basic structure of homological algebra. It is defined as follows
Definition 2.1.15. A chain complex C is a sequence (C; d) of abelian groups and group homomorphisms
C :     ! Cn+1
dn+1
 ! Cn
dn ! Cn 1
dn 1
 !    ; (2.37)
such that
dn  dn+1 = 0 : (2.38)
The abelian groups Ci ; i 2 Z are the so-called i-chains and the homomorphisms di are called the so-called
boundary maps.
Analogously, one can define a co-complex by a simple relabelling of the i-chains and the homomorphisms
di as follows
Definition 2.1.16. A cochain C is a sequence (C; d) of abelian groups and group homomorphisms
C :     ! Cn 1
dn 1
 ! Cn
dn
 ! Cn+1
dn+1
 !    ; (2.39)
such that
dn  dn 1 = 0 : (2.40)
The abelian groups Ci ; i 2 Z are the so-called i-co-chains and the homomorphisms di are called the so-called
coboundary maps.
In this letter we will use the cochain notation. From equation (2.40) we immediately deduce that
Bi = Im di 1  Zi = Ker di ; i 2 Z ; (2.41)
where Ker and Im respectively denote the kernel and image of the given map. Since subgroups of abelian groups are
normal, we can define a new group by taking the corresponding quotient. We define this way the ith-cohomology
group as follows
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Hi (C) =
Zi
Bi
; i 2 Z : (2.42)
A cochain is called an exact sequence if all its cohomology groups are zero. The cochain groups Ci may be endowed
with extra structure; for example, they may be vector spaces or modules over a fixed ring K. In that case, the
coboundary operators must preserve the extra structure if it exists; for instance, they must be linear maps or
homomorphisms of K-modules.
Let C = (C; dC) and D = (D
; dD) be cochain complexes. A morphism F : C
 ! D between C and D is
a family of homomorphisms of abelian groups F i : Ci ! Di ; i 2 Z that commute with the co-boundary operators,
that is
F i+1  diC = d
i
D  F
i ; i 2 Z : (2.43)
A morphism of chain complexes induces a morphism FH of their homology groups, consisting of the homomor-
phisms F iH ; i 2 Z defined by
F iH ([x]) =

F i (x)

; 8[x] 2 Hi (C) ; i 2 Z : (2.44)
A morphism F such that FH is an isomorphism, that is, that induces an isomorphism in cohomology, is called a
quasi-isomorphism. The prominent example of cochain that will appear in this letter is the L1-algebra, which
we will introduce in chapter 3. For L1-algebras we will need to introduce a less restrictive concept of morphism,
which is adapted to the structure present in L1-algebras.
Suppose that there exists a map f : X ! Y between two objects X and Y . Then, Homological algebra
studies the relation, induced by the map f , between chain complexes (or co-complexes) associated with X and Y
and their homology (or cohomology).
Example 2.1.17. Given a manifold M we can construct the complex
Ci  
i (M) ; (2.45)
where 
i (M) denotes the set of i-forms onM4. The co-boundary operator is the exterior derivative di : 
i (M)!

i+1 (M). The corresponding cohomology is the de-Rham cohomology
Hi (M) =
Ker di
Im di 1
: (2.46)
The de-Rahm cohomology groups give important information about the manifold where it is defined. For instance,
the zero cohomology group H0 (M) of any differentiable manifold M is given by
H0 (M) ' Rn ; (2.47)
where n is the number of connected components of M. This can be easily seen from the fact that any function
f 2 C1 (M) such that df = 0 is constant on each of the connected component of M. Therefore, the dimension of
the H0 (M) gives the number of connected componentes of M.
Example 2.1.18. Lie Algebra Cohomology. Let g be a Lie algebra. We define the following cochain complex
C = (C; )
Ci  ig ; (2.48)
with coboundary operator k : Ck ! Ck+1 given by
kc (x1;    ; xk) =
X
1i<jk
( 1)i+jc ([xi; xj ]; x1; : : : ; x^i; : : : ; x^j ; : : : ; xk) ; (2.49)
for all x1;    ; xk 2 g. Notice that we interpret an element c 2 Ci as an alternating i-linear operator c : gk ! R. 
is in fact a coboundary operator; it can be checked that 2 = 0. We can introduce now the Lie algebra cohomology
groups, or Chevalley cohomology groups, of g using (2.42)
4See section 2.2 for more details.
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Hi (g;R) 
Ker i
Im i 1
: (2.50)
which in fact contain the same information as the de-Rham cohomology groups of G, in the following sense
Theorem 2.1.19. If g is the Lie algebra of compact connected Lie group G, then
Hi (g;R) = HideRham (G) : (2.51)
2.1.3 Coalgebras
Coalgebras are structures that are dual, in the category-theoretic sense of reversing arrows, to algebras. An
algebra (V; ) is, as explained in section 2.1.1, a vector space equipped with a product , which defines the following
application
 : V 
 V ! V
(x1; x2) 7! x1  x2 : (2.52)
Therefore, we should expect a coalgebra C to be equipped with some map in the opposite direction
C ! C 
 C : (2.53)
The precise definition goes as follows.
Definition 2.1.20. A graded coalgebra (C;) is a graded vector space C equipped with a linear map : C !
C 
 C, the so-called comultiplication, such that
(Ci) 
M
j+k=i
Cj 
 Ck : (2.54)
A coalgebra (C;) is said to be coassociative if the following condition holds
(
 id) = (id
) : (2.55)
Equation (2.55) is just the coalgebra version of the associativity condition for an algebra. Similarly, we can define
a cocommutative coalgebra by imposing the dual condition of commutativity in an algebra. Indeed, if (C;) is
a coalgebra, let us denote by T : C 
 C ! C the twist map T (x
 y) = ( 1)jxjjyjy 
 x. It is said that (C;) is
cocommutative if and only if T  = . As well as a the concept of indentity can be defined for algebras, we can
introduce a similar structure for coalgebras, called the identity.
Definition 2.1.21. A counit for (C;) is a linear map  : C ! R such that (
 id) = (id
 ) = id.
In order to elucidate the structure present in a coalgebra, the following commutative diagrams may be illustrative
C C 
 C
C 
 C C 
 C 
 C



 id
id

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C C 
 C
C 
 C R
 C ' C ' C 
 R



 id
id
id
 
Diagram (2.1.21) is the dual, in the category-theoretic sense of reversing arrows, of the analogous diagram that
express associativity of algebra multiplication. Diagram (2.1.21) is the dual, in the same sense as before, of the
analogous diagram expressing the existence of an identity in a unital algebra.
Definition 2.1.22. A coalgebra (C;) with counit  is coaugmented if and only if it can be equipped with an
injective linear map
R ,! C (2.56)
1 7! 1C (2.57)
such that  (1C) = 1 and (1C) = 1C 
 1C . We can write in that case C = ker  so that we have C ' R  C as
vector spaces.
Intuitively, if a coalgebra C admits a coaugmentation, then it contains a copy of R. For a given coaugmented
coalgebra, we define the reduced comultiplication : C ! C 
 C as follows
c = c  c
 1C   1C 
 c: (2.58)
The equation above makes C into a coalgebra with no counit. We denote now the reduced diagonal by (n). It
can be recursively defined as follows
(0) = id
(1) =  (2.59)
(n) =


 id
(n 1)

 (n 1) : C ! C
(n+1) :
It can be shown by induction that we can rewrite (n) as
n =

(n 1) 
 id

  : (2.60)
A coaugmented coalgebra (C;; ; 1C) has always a canonical filtration5 which can be defined recursively as follows
F0C = R  1C (2.61)
FkC =

x 2 C j x 2 Fk 1C 
 Fk 1C
	
; (2.62)
and it is connected if and only if
C =
[
FkC : (2.63)
If (C;; ; 1C) is connected, it can be proven that the coaugmentation 1C is unique 6.
5A filtration is an indexed set Si of sub-objects of a given algebraic structure S, with the index i taking values in a totally ordered
set I, subject to the condition that if i  j in I then Si  Sj .
6 See proposition 3.1 in section B3 of reference [51]
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Example 2.1.23. Graded symmetric algebra. Let V be a graded vector space. Then the the graded symmetric
algebra is given by
S(V ) = R
1X
k=1
SkV = R S(V ) (2.64)
is a coaugmented cocommutative coalgebra in a natural way. The comultiplication  is defined as the unique
morphism of algebras such that (v) = v
1+1
v holds for all v 2 V , assuming that (1) = 1
1. The counit is
defined as the projection S (V )! R, and the coaugmentation is given by the inclusion R ,! S (V ). The reduced
comultiplication  on S(V ) can be given explicitly by
(v1  v2      vn) =
X
1pn 1
X
ff2Sh(p;n p)
 (ff)
 
vff(1)  vff(2)      vff(p)



 
vff(p+1)  vff(p+2)      vff(n)

; (2.65)
where  denotes the symmetrized tensor product. That is, if v1;    ; vp 2 V are p 2 N homogeneous elements
then we have
v1      vp =
1
p!
X
ff2p
vff(1) 
    
 vff(p) : (2.66)
The following lemma, which we extract from [52], will be needed in order to properly rewrite L1-morphisms.
Lemma 2.1.24. If v1  v2      vn 2 S (V ), and 1  p  n  1 then
p (v1      vn) =
k1+k2++kp+1=nX
k1;k2;:::;kp+11
X
ff2Sh(k1;k2;:::;kp+1)
 (ff) vff(1)      vff(k1)

 vff(k1+1)      vff(k1+k2) 
 vff(k1+k2+1)      vff(k1+k2+k3) 
   

 vff(m kp+1+1)      vff(n) ; (2.67)
and in particular we have
(n 1) (v1      vn) =
X
ff2Sn
(ff)vff(1) 
 vff(2) 
    
 vff(n) : (2.68)
Proof. See lemma A.1 in [52].
Lemma 2.1.24 implies that ker (k) = Sk (V ) for k  0 and also that
S (V ) =
[
n
ker (n) : (2.69)
The filtration FnS (V ) corresponds, for n  1, to the filtration on S (V ) defined by ker (n). This proves that
S(V ) is a connected coalgebra.
In order to define L1-algebras and L1-algebra morphisms, the concepts of coalgebra differential and coal-
gebra morphism are going to prove essential.
Definition 2.1.25. A codifferential of degree one on a coalgebra (C;) is a linear map Q : Ci ! Ci+1 satisfying
Q Q = 0 ; (2.70)
and the coLeibniz identity
Q = (Q
 id) + (id
Q) : (2.71)
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In the case of a codifferential Q defined on connected coalgebra (C;; ; 1C), we require an additional condition,
namely
Q(1C) = 0 : (2.72)
A codifferential defined on a connected coalgebra (C;; ; 1C) is uniquely given by its restriction to C, which
satisfies the coLeibniz identity with respect to .
Let us consider the particular case C = T (V ). Given a codifferential Q on T (V ), consider the restrictions
Qm = Qj T m(V ) : T
m (V )! T (V ); 1  m <1 ; (2.73)
so that Q =
P1
k Qk, and the projections
Qkm = pr T k(V ) Qm : T
m(V )! T k(V ) : (2.74)
Then, the following proposition holds.
Proposition 2.1.26. A coderivation Q of T (V ), respectively S (V ), is uniquely determined by the collection
Q1i ; i 2 N+ by the formula
Qm (x1 
    
 xm) = Q
1
m(x1 
    
 xm) +
m 1X
i=1
X
ff2Sh(i;m i)
(ff)Q1i
 
xff(1) 
    
 xff(i)


 xff(i+1) 
    
 xff(m) ; (2.75)
Proof. See lemma 2.4 in [12] or appendix A in [52].
Definition 2.1.27. A morphism between connected coalgebras (C1;1; 1; 1C1) and (C2;2; 2; 1C2) is a degree
zero linear map F : C1 ! C2 satisfying
2  F = (F 
 F )  ; (2.76)
1 = 2  F : (2.77)
We have that, since R is a field, F automatically preserves the coaugmentations. Therefore, it can be uniquely
determined by its restriction to C. Hence, morphisms between such coalgebras correspond to degree zero linear
maps F : C1 ! C2 that satisfy 2  F = (F 
 F )  1. The condition (2.77) is just the dual of the condition
ffi (1X1) = 1X2 ; (2.78)
where Xi ; i = 1; 2
Proposition 2.1.28. Let (C;; ; 1C) be a connected coalgebra and let f : C ! V be a degree zero linear map
from C = ker  to a graded vector space V . Then, there exists a unique morphism of connected coalgebras
F : C ! S (V ) such that prV  F j C = f , where prV : S (V )! V is the corresponding proyection.
Proof. See references [51] and [53].
Since it will be important in chapter 3 for the study of L1 algebras, let us consider the particular case when
C = S (V ). We define then the degree zero linear map
F 1 : S (V1)! V2 ; (2.79)
where V1 and V2 are graded vector spaces. Additionally, we define the restrictions F 1k as follows
F 1k = F
1j Sk(V1) ; (2.80)
and hence
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F 1 =
1X
k
F 1k : (2.81)
Then, the following corollary of proposition 2.1.28 holds
Corollary 2.1.29. Let V1 and V2 be graded vector spaces and let F 1 : S (V1) ! V2 be a degree zero linear
map. There exists then a unique morphism of coalgebras
F : S (V1)! S (V2) ; (2.82)
such that it satisfies prV2  F j S(V2) = F
1, where prV2 is the corresponding projection to V2.
The construction of the coalgebra morphism F for this particular case can be found in proposition A.2 of [52].
2.2 Differential geometry basics
Let M be a topological space. M is said to be Hausdorff or T2 if for every pair points p ; q 2 M there exist
neighbourhoods U(p) ;U(q) of p and q, such that U(p) \ U(q) = ;. M is a second-countable space if its topology
has a countable base, that is, if there exists a countable collection fUig
1
i=1 of open sets such that any open set in
M can be written as a subfamily of the collection. An open chart on M is a pair (U ; ffi), where U is an open
subset of M and ffi is a homeomorphism of U onto an open subset of Rn.
Definition 2.2.1. Let M be a Hausdorff, second-countable, topological space. A differentiable structure on M
is a collection of open charts (U; ffi)2I on M such that the following conditions hold
1. M =
S
2I U
2. ffi (U) is an open set of Rn for all  2 I and for each pair  ;  2 I ffi  ffi 1 is a differentiable7 mapping of
ffi (U \ U) onto ffi (U \ U).
3. The collection (U; ffi)2I is a maximal family of open charts for which conditions 1. and 2. hold. (U; ffi)2I
is then called the atlas of M.
Definition 2.2.2. A differentiable manifold of dimension n is a Hausdorff, second-countable, topological space
equipped with a differentiable structure of dimension n.
If M is a manifold, a local chart or local coordinate system on M is a pair (U; ffi) where  2 I. For every
p 2 U ;  2 I, U is called a coordinate neighbourhood of p and the numbers ffi(p) = (x1(p); : : : ;xn(p)) are the
local coordinates of p. Condition 3 is not essential in the definition of a manifold, since if only 1 and 2 are satisfied,
the family (U; ffi)2I can be extended in a unique way to a family of charts such that 1, 2 and 3 are fulfilled.
Since a manifold M is locally homeomorphic to Rn, it shares the same local topological properties. In particular,
manifolds are locally compact and locally connected. That means, respectively, that every point p 2 M has a
compact neighbourhood and a connected neighbourhood. Using that the topology ofM has a countable basis and
it is locally compact, it can be shown that M is paracompact, that is, every open cover of M admits a locally
finite refinement. Paracompactness is a sufficient condition for partitions of unit to exist, and therefore M is also
metrizable8. Schematically we can write
M : Hausdor and second  countable space
locally homeomorphic to Rn
                  ! Paracompact and metrizable : (2.83)
In order to give some intuition or justification to the conditions included in the definition of a manifold, let us take
an example from Physics, in particular from General Relativity. In the context of General Relativity, the space-
time is usually described as an n-dimensional differentiable manifold M. In that context, the Hausdorff condition
is natural since it is experimentally observed. On the other hand, the gravitational interaction is described by
a Lorentzian metric g on M. Since M is paracompact and therefore metrizable, we know that we can always
7By differentiable we will always mean, unless otherwise stated, infinitely differentiable or C1.
8By metrizable, we mean that M admits a metric g.
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equip the space-time manifold with such a metric. The second-countable condition is a reasonable assumption for
topological spaces locally homeomorphic to Rn, since otherwise the space would not be adapted to be locally like
Rn.
A function f : M ! R is differentiable at p 2 U  M if f  ffi 1 : ffi (U)  Rn ! R is differentiable at
ffi(p) 2 Rn. f is called differentiable if it is differentiable at every point p 2 M. We denote by C1(M) the set
of differentiable functions from M into R and by C1(M; p) the set of functions from M into R differentiable at
p 2M.
There are three basic and equivalent ways to define the tangent space TpM of a differentiable manifold M
at a point p 2M, namely
1. Let Tp be the set of all pairs (ffi; u), where p 2 U and u 2 Rn. We define an equivalence relation
(ffi; u)  (ffi ; v) by the condition
dffi(p)
 
ffi  ffi
 1


(u) = v : (2.84)
The equivalence class of (ffi; u) will be denoted by [ffi; u]. The set TpM Tp=  is then the tangent space
at the point p 2 M. If ei ; i = 1; : : : ; n is the canonical basis of Rn we define the partial derivatives respect
to xi by:
@
@xi
= [ffi; ei] ; i = 1; : : : ; n : (2.85)
2. A curve in M is a map c : [0; 1] ! M. A curve c is differentiable at t0 2 (0; 1) ; c(t0) 2 U  M, if
ffi  c : [0; 1]! R is differentiable at t0. Let be Tp the set of all the curves inM passing through p 2 U. We
define the following equivalence relation : two curves c1(t) and c2(t) on M passing through p are related
by  if
@t (ffi  c1) (t0) = @t (ffi  c2) (t0) ; (2.86)
where t0 2 R is a fixed real number. We denote by [c] the class of equivalence of c. Then the tangent space
is TpM Tp= .
3. A derivation at p 2M is a linear application D : C1(M)! R such that
D (fg) = f (p)D (g) + gD (f) : (2.87)
for every f; g 2 C1 (M; p). We denote the space of derivations at p 2 M by Der (M; p). Then we have
TpM Der (M; p).
Let M be a differentiable manifold of dimension n with atlas (U;  )2I and let N be a differentiable
manifold of dimensionm with atlas (V ;  )2J . Let  be a mapping fromM to N .  it is said to be differentiable
at a point p 2 U if the map      ffi 1 : Rn ! Rm, where (p) = q 2 V , is differentiable at ffi 1 (p).  is
said to be differentiable if it is differentiable at every point p in M.  is said to be a diffeomorphism if it is a
differentiable biyective map with differentiable inverse.  is said to be a local diffeomorphism if for every p 2 M
there exists an open set U 2 M containing p such that  restricted to U is a diffeomorphism.
The differential dp of  at a point p 2 M is a linear map dp : TpM ! TqN which can be naturally
defined, for each of the equivalent definitions of the tangent space, as follows
1. dp : [ffi; u] 7!

 ; dffi(p)
 
     ffi
 1


(u)

2. dp : [c] 7! [  c]
3. dp : D 7! D ; where D (h) = D (h  ) for every h 2 C1 (N ; q).
We are ready to introduce the tangent bundle ofM, which is a special instance of vector bundle, which will
be defined in section 2.3. Let us consider the set
TM = f(p; v) : p 2M ; v 2 TpMg =
[
p2M
fpg  TpM : (2.88)
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We define the projection  : TM ! M as (p; v) = p for every (p; v) 2 TM. TM can be equipped with the
topology whose open sets are given by  1 (U), where U M is an open set of the atlas ofM. In every  1 (U)
we define coordinates ~ffi as follows
~ffi(p; v) = (ffi(p); dpffi(v)) 2 R2n ; (2.89)
for every (p; v) 2 U  TM. Therefore, TM is a 2n-dimensional manifold which is in particular a vector bundle
of rank n and fibre at a point p 2M given by the vector space TpM.
A complete vector field v 2 X(M)9 generates a family of diffeomorphisms t :M!M ; t 2 R as follows.
Definition 2.2.3. Every complete vector field v 2 X(M) generates a family of diffeomorphisms t :M!M ; t 2
R. For each p 2M, t(p) ; t 2 R is, by definition, the unique integral curve of v passing through p at t = 0.
It can be can be checked that the map R ! Di (M) given by t ! t is a group homomorphism. The
family ft ; t 2 Rg is called the one-parameter group of diffeomorphisms of M.
At every point p 2 M we denote the dual space of TpM as T pM. Elements of T pM are called one-forms
at the point p. Similarly, the dual bundle of TM is denoted by T M. Sections10 of TM (T M) are vector
(one-form) fields in M. They correspond simply to a smooth choice of vector (one-form) in TpM (T pM) at every
point p 2M. The set of all the vector fields (one-form fields) in M is denoted by X(M) (
1(M)) or equivalently
by  (TM) ( (T M)). Analogously, an element Tp of (TpM)

s 

 
T pM

r is a (r; s) tensor11 and a section T of
 

(TM)
s 
 (T M)
r

is a (r; s) tensor field on M.
Of outermost importance in differential geometry are the tensor algebra12 (T (M) ;
) and the algebra of
differential forms ( (M) ;^). Let T(r;s) (M) denote the set of all tensor fields onM of type (r; s), and let 
k (M)
denote the set of all k-form fields on M. Then we have13
T (M) =
1X
r;s=1
T(r;s) (M) ;  (M) =
1X
k=1

k (M) : (2.90)
Please notice that the infinite sum in the definition of  (M) is only formal; for finite-dimensional manifolds it
will contain only a finite number of terms.
There are several important operators that can be defined on T (M) and  (M). Here we will consider the
interior product v, the exterior derivative or de Rham differential d and the Lie derivative Lv ; v 2   (TM).
The interior product v The interior product v : 
i (M) ! 
(i 1) (M) is a  1 degree derivation on the
exterior algebra of differential forms  (M). It is defined to be the contraction of a differential form with a vector
field v 2M as follows
(v!)
 
v1; : : : ; v(i 1)

= !
 
v; v1; : : : ; v(p 1)

; 8 v1; : : : ; v(p 1) 2 X (M) : (2.91)
The interior product is the unique derivation of degree 1 on the exterior algebra such that on one-forms corresponds
to the natural pairing of one-forms and vectors.
The exterior derivative d The exterior derivative d is defined to be the unique R-linear mapping d : 
i (M)!

(i+1) (M) such that
 df is the differential of f for every function f 2 C1 (M).
 d  df = 0 for every function f 2 C1 (M).
 d ( ^ ) = d ^  + (1)p ^ d), where  is a p-form and  is any form.
Since the second defining property holds in more generality, that is, d  d = 0 for any p-form , it is usually
written as d2 = d  d = 0.
9A vector field is said to be complete if the parameter of each integral curve extends to ( 1;1).
10See definition (2.3.3).
11For the definition of tensor product see 2.1.9.
12For the abstract definition of algebra see 2.1.1.
13For more details and general definitions, see section 2.1.
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The Lie derivative Lv The Lie derivative can be defined acting on tensor fields of any type (r; s), that is, it
has a well defined action on T (M). Intuitively, the lie derivative Lv evaluates the change of a tensor field along
the flow of the vector field v. It is defined point-wise as follows
(LvT)p =
d
dt

t=0
 
(' t)T't(p)

=
d
dt

t=0
(('t)
T)p ; (2.92)
where T is a (r; s) tensor field on M and p 2M. It can be checked that with the definition (2.92) LvT is again a
(r; s) tensor field on M. We now give an algebraic definition. The algebraic definition for the Lie derivative of a
tensor field follows from the following four axioms
 Lvf = v(f) for all f 2 C1(M).
 The Lie derivative Lv obeys the Leibniz rule. That is, for any tensor fields S and T, we have
Lv (S
 T) = (LvS)
 T+S
 (LvT) ; : (2.93)
 The Lie derivative, when applied to forms, obeys the Leibniz rule with respect to contraction
Lv(T(Y1; : : : ; Yn)) = (LvT)(Y1; : : : ; Yn) + T((LvY1); : : : ; Yn) +   + T (Y1; : : : ; (LvYn)) (2.94)
 The Lie derivative, when applied to forms, commutes with the de Rham differential d, that is
[Lv; d] = 0 ; (2.95)
The Lie derivative Lv can be compactly written as
Lv = v  d+ d  v ; (2.96)
which is known as the Cartan formula.
2.2.1 Cartan calculus
Let us denote by X (M) the C1 (M)-module of vector fields on M. Then
X (M) =
dimMM
k=0
kX (M) ; (2.97)
is a graded commutative algebra, the so-called graded commutative algebra of multivector fields, where the corre-
sponding algebra product is given by the wedge product, denoted by ^. X (M) can be equipped with a degree
minus one Lie bracket [; ] : X (M)  X (M) ! X (M) that satisfies the (graded) Leibniz rule with respect to
the algebra product, that is, the wedge product. [; ] is given by
[u1 ^    ^ um; v1 ^    ^ vn] =
mX
i=1
nX
j=1
( 1)i+j [ui; vj ] ^ u1 ^    ^ u^i ^    ^ um ^ v1 ^    ^ v^j ^    ^ vn ;
where u1 ^    ^ um ; v1 ^    ^ vn 2 X (M) and [ui; vj ] is the standard Lie bracket of vector fields. This is the
so-called Schouten bracket, and it makes (X (M) ;^; [; ]) into a particular instance of Gerstenhaber algebra14.
We can define also the interior product of any decomposable multivector field, say v1 ^    ^ vn, with any
 2 
(M) is given by
(v1 ^    ^ vn) = vn    v1; (2.98)
14See definition 2.1.13.
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where vi is the stands for the usual interior product of vector fields and differential forms. The formula for the
interior product of any multivector can be obtained by extending using C1 (M) linearity.
The Lie derivative Lv of any differential form  along any given multivector field v 2 X (M) can be written
in terms of the graded commutator of d and v as follows
Lv = dv   ( 1)
jvjvd ; (2.99)
where v must be understood as a degree  jvj operator. We will need one more identity. Let u; v 2 X (M). Then
it can be proven that
[u;v] = ( 1)
(juj 1)jvjLuv   vLu : (2.100)
The graded commutative algebra of multivector fields X (M) together with the Schouten bracket is therefore a
particular instance of a Gerstenhaber algebra that can be constructed in any differential manifold M.
2.3 Fibre bundles
Definition 2.3.1. Let F , M and E be differentiable manifolds and let  : E ! M a differentiable map. The
quadruple (E ; ;M;F) is a locally trivial differentiable fibre bundle if for every p 2 M there is an open set U
containing p and a diffeomorphism ffi :  1 (U)! U F such that the following diagram commutes
 1 (U) U  F
U
ffi

pr1
where pr1 is the proyection on the first factor. E is the total space, M is the base space, F is the typical fibre and
 is the bundle projection. For each p 2M, the set Ep   1 (p) is the fibre over p, which is diffeomorphic to F .
The maps ffi :  1 (U)! U  F are called the local trivializations of the bundle. Such a local trivialization must
be of the form ffi =
 
 1(U);

where
 :  1 (U)! F ; (2.101)
is a differentiable map such that
j Ep : Ep ! F ; (2.102)
is a diffeomorphism. The pair (U ; ffi), where ffi is a local trivialization over the open set U M is called a bundle
chart. A family (U; ffi)2I such that (U)2I is a cover ofM is a bundle atlas. Given two different bundle charts
(U; ffi) and (U ; ffi) such that U \ U 6= ; we have the overlap map
ffi  ffi
 1
 : U \ U F ! U \ U F ; (2.103)
which can be written as follows
ffi  ffi
 1
 (p; q) = (p;(p)(q)) ; p 2M ; q 2 F ; (2.104)
where  : U \ U ! Di (F) is given by
p 7! (p) = j Ep  
 1
j Ep
: (2.105)
The functions  are called the transition maps, and satisfy
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 (p) = IdDi(F) ; p 2 U ;
 (p) = (p)
 1 ; p 2 U \ U ;
 (p)  (p)  (p) = IdDi(F) ; p 2 U \ U \ U ;
for all  ;  ;  2 I. The characterization just given of the transition maps as a map to the diffeomorphisms of F
can be usually restricted to a map onto a lie group G acting on F by a particular action 	 : G  F ! F . The
reader is invited to consult [46, 47] for more details.
Definition 2.3.2. Let 1 = (E1; 1;M1;F1) and 2 = (E2; 2;M2;F2) differentiable fibre bundles. A morphism
from 1 to 2 is a couple of maps F : E1 ! E2 and f :M1 !M2 such that the following diagram commutes
E1 E2
M1 M2
F
1
f
2
If F and f are diffeomorphisms, then (F; f) : 1 ! 2 is a bundle isomorphism.
Definition 2.3.3. A differentiable global section of a fibre bundle  = (E ; ;M;F) is a differentiable map ff :
M! E such that  ff = IdM. A differentiable local section over an open set U is a differentiable map ff :M! U
such that   ff = IdU .
The set of differentiable sections of  is denoted by   () or   (E). Notice that a fibre bundle may not have any
global section.
Definition 2.3.4. Let V be a finite dimensional vector space over the complex or real numbers. A smooth vector
bundle with typical fibre V is a fibre bundle (E ; ;M; V ) such that
 for each p 2M we have that Ep =  1(p) is a vector space isomorphic to V .
 for every p 2M there exist a bundle chart (U; ffi) containing p such that
j Ep : Ep ! V ; (2.106)
is a vector space isomorphism, where ffi =
 
 1(U);

.
The typical example of vector bundle is the tangent bundle TM over a manifold M. The notion of bundle
morphism, given in definition (2.3.2) specializes to vector bundles by requiring Fj 11 (p) : 
 1
1 (p)! 
 1
2 (f(p)) to
be linear.
Given two vector bundles 1 : E1 ! M and 2 : E2 ! M, we can define the Whitney sum bundle
1  2 : E1  E2 !M such that the fibre at a point p 2M is given by (E1  E2)p = E1 p  E2 p.
The pull-back of a vector bundle  : E ! M by a smooth map f : N ! M, where N is a differentiable
manifold, is the vector bundle (fE) over N defined as follows
fE = f(q; e) 2 N  E j f(q) = (e)g  N  E ; (2.107)
and equipped with the subspace topology and the projection map pr1 : fE ! N given by the projection onto the
first factor
pr1(q; e) = q : (2.108)
Notice that the following diagram commutes
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fE E
N M
pr2
pr1
f

where pr2 is the projection on the second factor. If (U ; ffi) is a local trivialization of E , then
 
f 1 (U) ;  

is a local
trivialization of fE where
 (q; e) = (q;pr2 (ffi(e))) ; 8 (q; e) 2 f
E : (2.109)
Therefore, the fibre at a point q 2 N is given by
(fE)q = Ef(q) : (2.110)
A section ff 2   (E) induces a section fff 2   (fE) defined by fff = ff  f .
Example 2.3.5. As an example of pull-back of a vector bundle we are going to consider the pull-back of the tangent
bundle TM of a differentiable manifold M. Let N be a differentiable manifold and let
f : N !M (2.111)
be a map. The pull-back bundle is defined as follows
fTM = f(q; e) 2 N  TM j f(q) = (e)g  N  TM : (2.112)
Notice that the following diagram commutes
fTM TM
N M
pr2
pr1
f

Notice that in general fTM is not equal to TN . Only when f is a diffeomorphism we have fTM' TN .
2.4 Lie groups
Definition 2.4.1. A smooth manifold G is called a Lie group if it is also an abstract group such that the
multiplication map  and the inverse map are C1 maps.
Definition 2.4.2. For a Lie group G and an element g 2 G, the maps Lg : G ! G and Rg : G ! G are defined
by
Lg(h) = g  h ; Rg(h) = h  g ; 8h 2 G : (2.113)
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Definition 2.4.3. A vector field X 2 X (G) is called left-invariant if and only if LgX = X for all g 2 G. The set
of left-invariant vectors is denoted by XL (G). Similar considerations apply to right-invariant vectors.
XL (G) is closed under the Lie bracket operation [; ] : G  G ! G. The set of left invariant vectors XL (G)
equipped with the binary operation [; ] is the lie algebra g of G. Let us define now the adjoint representation of
a Lie group. Given an element g 2 G, we define the map Cg as follows
Cg : G ! G
h 7! ghg 1 : (2.114)
Cg : G! G is a Lie group automorphism called the conjugation map. The corresponding tangent map is given by
(dCg) jh : ThG ! Tghg 1G : (2.115)
Therefore, for each g 2 G, (dCg) je : TeG! TeG is an automorphism of the tangent space of G at the identity. In
other words, (dCg) je is an automorphism of the Lie algebra g of G, which respects the Lie bracket on g and thus
is a Lie-algebra endomorphism. We will call it the adjoint map Adg  (dCg) je : g ! g. We define also the map
C : g ! Cg, which is a group homomorphism from G to Aut (G).
The map Ad : g ! Adg is a Lie group homomorphism G! End(g) called the adjoint representation of G.
Here End(g) denotes the group of linear Lie-algebra endomorphisms of g. Therefore, Ad assigns to every element
g 2 G an element of Gl (g) and therefore is a representation of G on the vector space g. The adjoint representation
ad of g can be obtained from the adjoint representation of G as follows
ad = d (Ad) : (2.116)
One can show that ad (v)w = [v;w] ; 8 v;w 2 g. We proceed now to define the left action of a Lie group G on a
differentiable manifold M. The right action is defined similarly.
Definition 2.4.4. A left action of a Lie group G on M is a group homomorphism
 : G ! Di (M)
g 7!  g : (2.117)
Definition 2.4.5. The evaluation map associated with an action  : G! Di (M) is
l : MG ! M
(p; g) 7!  g(p) : (2.118)
The map l : GG! G given by l(g; h) = Lg(h) is an example of left action of G onto itself. Given a left action
l : GM!M and a fixed point p 2M, the isotropy group of p is defined to be
Gp = fg 2 G : gp = pg ; (2.119)
which is a closed Lie subgroup of G.
Definition 2.4.6. Let l : G M ! M be a left group action. If the map P : G M ! MM given by
(g; p)! (l(g; p); p) is proper, the action is said to be proper.
Example 2.4.7. If v is a complete vector field on M, then
 : R ! Di (M)
t 7! t ; (2.120)
is a smooth action of R on M.
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Let  : G! Di (M) be an action.
Definition 2.4.8. The orbit of G through p 2M is Op = f g(p) j g 2 Gg.
Definition 2.4.9. An action  : G! Di (M) is said to be
 transitive if Op =M ; p 2M.
 free if Gp is trivial 8 p 2M.
 locally free if Gp is discrete 8 p 2M.
Let  be the orbit equivalence relation on M defined by
p  q , p; q 2 Op : (2.121)
The space of orbits M= =M=G is called the orbit space. Let
 : M ! M=G
p 7! Gp : (2.122)
be the point orbit projection. Then M=G can be equipped with the weakest topology for which  is continuous,
namely, U M=G is open if and only if  1 (U) is open in M.
2.5 Symplectic Geometry
Definition 2.5.1. Let V be a vector space. The pair (V; !) is a symplectic vector space if ! 2 2V  is non-
degenerate, that is, if the kernel
ker!  fv 2 V j !(v;w) = 0 ; 8w 2 V g ; (2.123)
is trivial.
Two symplectic vector spaces (V1; !1) and (V1; !1) are called symplectomorphic if there is an isomorphism
F : V1 ! V2 that relates the symplectic structures, that is, F !2 = !1. Given a symplectic vector space (V; !),
the group of automorphisms that preserve ! is denoted by Sp (V ), which is a Lie subgroup of Gl (V ), the group
of automorphisms of V .
Example 2.5.2. The simplest and arguably most important example of symplectic vector space consists of R2n,
for some n 2 N, with basis fe1; : : : ; en; f1; : : : ; fng equipped with the bilinear form ! given by
! (ei; ej) = 0 ; ! (fi; fj) = 0 ; ! (ei; fj) =  ! (fj ; ei) = ij : (2.124)
! is a symplectic structure on R2n. It can be easily seen that every symplectic vector space of dimension 2n is
symplectomorphic to
 
R2n; !

.
Another standard examples of symplectic vector space are the following
Example 2.5.3. Let E be a complex vector space of dimension n, equipped with a complex, positive definite inner
product h : E  E ! C. Then E, taken as a real vector space, equipped with the bilinear form ! = =m(h), is a
symplectic vector space. The condition h (v1; v2) = h (v2; v1) translates into the antisymmetry of ! = =m(h) as
a real form on V .
Definition 2.5.4. A symplectic manifold (M; !) is a real manifold equipped with a smooth, point-wise non-
degenerate , global section ! of 2T M. Therefore, at every point p 2 M, TpM is a symplectic vector space
equipped with the symplectic form !jp.
Given two symplectic manifolds (M1; !1) and (M2; !2), a symplectomorphism is a diffeomorphism F :M1 !M2
such that F !2 = !1. The group of symplectomorphisms of a symplectic manifold (M;!) onto itself is denoted
by Symp (M; !). The non-degeneracy of ! has very important consequences, for instance
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 Every symplectic manifold is orientable, with volume form given by the Liouville form
L =
!n
n!
6= 0 ; (2.125)
where 2n is the dimension of M.
 There exists an isomorphism between the vector fields and one-forms on M, given by
~! : XHam (M) ! 
 (M)
v 7! v! : (2.126)
We denote by XSym (M) the set of all vector fields in M that preserves !, that is
Lv! = dv! + vd! = dv! = 0 ; (2.127)
where we have used (2.96). An element of XSym (M) is called a symplectic vector field, and generates symplec-
tomorphisms through the corresponding flow 2.2.3. As already mentioned, due to the non-degeneracy of !, for
every one-form  2 
 (M) there exists a unique vector field v 2 X (M) such that
v! =  : (2.128)
In particular, for any function f 2 C1 (M) there exists a unique vector field vf 2 X (M) such that
vf! =  df : (2.129)
vf is the so-called Hamiltonian vector field associated to f . The space of vector fields satisfying equation (2.129)
for some function f 2 C1 (M) is denoted by XHam (M), the space of hamiltonian vector fields.
Proposition 2.5.5. Every Hamiltonian vector field is a symplectic vector field. That is
XHam (M)  XSym (M) : (2.130)
Proof. Given a Hamiltonian vector field vf respect to some function f 2 C1 (M), we have, using Cartan’s identity
(2.96), Lvf! = d2f = 0.
Therefore, from Eq. (2.127) and (2.129) respectively, we see that v! is closed for a symplectic vector field and
exact for a hamiltonian vector field. Restricting ~! in Eq. (2.126) to the set of hamiltonian vector fields XHam (M)
we obtain a new isomorphism
!jXHam : XHam (M)! B
1 (M) ; (2.131)
where B1 (M) = 
1 (M) \ Im d is the space of exact one-forms. Similarly, restricting ~! to the set of symplectic
vector fields XSym (M) we obtain another isomorphism
!jXSym : XHam (M)! Z
1 (M) ; (2.132)
where Z1 (M) = 
1 (M) \Ker d is now the space of closed one-forms. Therefore, the quotient of symplectic and
hamiltonian vector fields is just the first de Rham cohomology group
H1 (M) =
XSym (M)
XHam (M)
: (2.133)
Therefore, the following exact sequence of vector spaces holds
0! XHam (M)! XSym (M)! H
1 (M)! 0 : (2.134)
Hence, if H1 (M) = 0, every symplectic vector field is Hamiltonian.
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Proposition 2.5.6. Given two symplectic vector fields vf1 ; vf2 2 XSym (M) we have that [vf1 ; vf2 ] is Hamil-
tonian, with Hamiltonian function !(vf1 ; vf2).
Proof. Let vf1 ; vf2 2 XSym (M). Then we have
d! (vf1 ; vf2) = divf2 ivf1! = Lvf2 ivf1!   ivf2divf1! = iLvf2 vf1
! =  i[vf1 ;vf2 ]
! : (2.135)
Therefore, [XSym (M) ;XSym (M)]  XHam (M), and in particular XHam (M) is an ideal in the Lie algebra
XSym (M), and the quotient Lie algebra is abelian. Hence, 2.134 is an exact sequence of Lie algebras, where
H1 (M) carries the trivial Lie algebra structure.
Consider now the following surjective map
h : C1 (M) ! XHam (M)
f 7! vf : (2.136)
The kernel of h is the space Z0 (M) = H0 (M) of locally constant functions. Therefore, we can write the following
exact sequence of vector spaces
0! Z0 (M)! C1 (M)! XHam (M)! 0 : (2.137)
It is possible to define a Lie algebra structure on C1 (M) such that (2.137) is an exact sequence of Lie algebras.
Definition 2.5.7. Let (M; !) be a symplectic manifold. The Poisson bracket of two funcions f; g 2 C1 (M) is
defined as
ff; gg = !(vf ; vg) : (2.138)
The Poisson bracket is anti-symmetric. Using Cartan’s identity (2.96), the Poisson bracket can be rewritten as
follows
ff; gg = Lvf g =  Lvgf : (2.139)
Therefore, if ff; gg = 0, then f is constant along solution curves of vg and vice-versa.
Proposition 2.5.8. The Poisson bracket defines a Lie algebra structure into C1 (M;R). The map
C1 (M) ! X (M)
f 7! vf ; (2.140)
is a Lie algebra isomorphism, that is
vff;gg = [vf ; vg] : (2.141)
Proof. We have to prove that the Poisson bracket satisfies the Jacobi identity. This follows from
ff; fg; hgg = Lvf fg; hg = ! ([vf ; vg] ; vh)+! (vg; [vf ; vh]) = !
 
vff;gg; vh

+!
 
vg; vff;gg

= fh; ff; ggg+fg; ff; hgg :
(2.142)
Equation (2.141) is a particular instance of proposition 2.5.6.
Proposition 2.5.9. The algebra (C1 (M;R) ; f; g) is a Poisson algebra15.
15See definition 2.1.14.
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Proof. We have to proof that the Poisson bracket satisfies equation (2.36). Indeed we have
ffg; hg =  Lvh(fg) =  Lvh(f)g   fLvh(g) =  ff; hg g   f fg; hg : (2.143)
2.5.1 Moment maps
Example 2.4.7 showed that the group of diffeomorphisms ft : M!M ; t 2 Rg generated by a vector field v 2
X (M) can be understood as an action of R on M given by
 : R ! Di (M)
t ! t : (2.144)
The action  : R ! Di (M) is said to be symplectic if it acts on a Symplectic manifold (M; !) preserving the
symplectic form !
t! = ! : (2.145)
This is equivalent to
Lv! = d (v!) = 0 ; (2.146)
where v 2 X (M) generates the one-parameter group of diffeomorphisms ft : M!M ; t 2 Rg. Therefore, if the
action is symplectic, then (v!) is a closed one-form. If, in addition, if (v!) is exact, then the action is said to be
Hamiltonian. In that case, there exist a function f 2 C1 (M) such that
Lv! =  df : (2.147)
f is of course the Hamiltonian function associated to v, and therefore we can write v = vf . The moment map
construction generalizes the concept of the Hamiltonian action of R on a symplectic manifold to a general Lie
group G acting on a symplectic manifold.
Definition 2.5.10. Let (M; !) be a symplectic manifold and G a connected Lie group with Lie algebra g. Let
us denote by g the dual vector space of g and assume that there exists a symplectic action of G on M
 : G! Symp (M; !) : (2.148)
Then the action is said to be Hamiltonian if there exists a map
 : M! g ; (2.149)
satisfying
1. For each v 2 g, let
 v : M! R ; given by v(p) < (p); v >, where < ;  > is the natural pairing of g and g.
 ~v be the vector field generated by the one-parameter subgroup

etv j t 2 R
	
 G.
Then
dv =  ~v! ; (2.150)
that is, v is a Hamiltonian function for the vector field ~v.
2.  is equivariant with respect to the given action  and the coadjoint action Ad of G on g
   g = Ad

g   ; g 2 G : (2.151)
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(M; !;G; ) is then called a Hamiltonian G-space with momenp map . For connected Lie groups, Hamil-
tonian actions can be equivalently defined in terms of the so-called comoment map
 : g! C1 (M) ; (2.152)
1.  (v)  v is a Hamiltonian function for the vector field ~v.
2.  is a Lie algebra homomorphism
 [v;w] = f (v) ;  (w)g ; (2.153)
where f; g is the Poisson bracket on C1 (M).
Example 2.5.11. Case G = S1. Here g = R and g = R. A moment map  : M! R satisfies
1. For the generator v = 1 of g we have v(p) = (p)  1, that is, v =  and ~v is the standard vector field M
generated by S1. Then d =  ~v!.
2.  is invariant Lv = 0.
Chapter 3
L1-algebras
In this section we review L1-algebras and explicitly describe general L1-morphisms. An L1-algebra structure
on graded vector space L can be defined to be a collection of skew-symmetric maps flk : L
k ! Lg1k=1 with
jljk = k  2 which satisfy a rather complicated generalization of the Jacobi identity. We will therefore start with a
more elegant description, given in terms of coalgebras, and prove its equivalence to the previous characterization.
3.1 Basic definitions
Definition 3.1.1. An L1[1]-structure on a graded vector space M is a choice of degree one codifferential Q on
the coalgebra
C(M) = S (M) : (3.1)
Theorem 3.1.2. An L1[1]-structure on a graded vector space M , that is, a choice of degree one codiferential
Q on S(M), uniquely determines a family of degree one linear maps 
mk : S
k(M)!M

k2N+ ; (3.2)
such that X
r+s=k
X
ff2Sh(r;s)
(ff)m(s+1)
 
mr
 
xff(1) 
    
 xff(r)


 xff(r+1) 
    
 xff(k)

= 0 : (3.3)
where (ff) = (ff;x1; : : : ; xr) and x1; : : : ; xk 2M . Conversely, any such family (mk)k2N+ of degree one linear
maps uniquely determines a degree one codifferential Q on S(M).
Proof. Given a codifferential Q on S(M), consider the restrictions
Qk = Qj Sk(M) : S
k(M)! S(M); 1  k <1 ; (3.4)
so that Q =
P1
k Qk, and also the projections
Qkm = pr Sk(M) Qm : S
m(M)! Sk(M) : (3.5)
It follows from proposition 2.1.26 that Q can be uniquely determined by the collection of maps
Q1k = prM Qk : S
k(M)!M; k  1 : (3.6)
The complete coderivation Q can be written as
Qm (x1      xm) = Q
1
m (x1      xm) + (3.7)
m 1X
i=1
X
ff2Sh(i;m i)
 (ff)Q1i
 
xff(1)      xff(i)

 xff(i+1)      xff(m) ; (3.8)
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for any xi 2M . Defining now the maps (mk)k2N+ as follows 
mk = Q
1
k : S
k(M)!M

k2N+ ; (3.9)
the condition Q  Q = 0 is equivalent to the generalized Jacobi identity (3.3) for the collection (mk)k2N+ . In
particular, it implies that l1 is degree one differential on L. On the other hand, let us assume that S(M) is
equipped with set of degree one maps
 
mk : S
k(M)!M

k2N+ ; (3.10)
obeying equation (3.3). Taking the (mk)k2N+ as the
 
Q1k

k2N+ components in Lemma 2.4 in [12] we conclude
that there exists a unique codifferential Q in S(M) such that its
 
Q1k

k2N+ restrictions are given by the (mk)k2N+
maps.
Hence, an L1[1]-structure on a graded vector space M can be equivalently defined in terms of a degree one
coderivation Q on C(M) or in terms of a family of morphisms
 
mk : S
k(M)!M

k2N+ obeying (3.3). An L1-
structure is related to an L1[1]-structure by a degree shift in M . In particular, an L1-structure on a graded
vector space L is nothing but an L1[1]-structure on the graded vector space M = s 1L.
Definition 3.1.3. An L1-structure on a graded vector space L is an L1[1]-structure on the graded vector space
s 1L.
An equivalent, more practical, definition is the following
Definition 3.1.4 ([12]). An L1-algebra is a graded vector space L together with a collection
lk : L

k ! Lj1  k <1
	
(3.11)
of graded skew-symmetric linear maps with jlkj = 2 k such that the following identity is satisfied for 1  m <1
X
i+j=m+1 ;
ff2Sh(i;m i)
( 1)ff (ff) ( 1)i(j 1) lj
 
li(xff(1); : : : ; xff(i)); xff(i+1) ; : : : ; xff(m)

= 0 : (3.12)
Proof. Let us prove the equivalence of both definitions. If we consider an L1[1] structure on s 1L then condition
(3.3) can be written as
X
r+s=k
X
ff2Sh(r;s)
(ff)m(s+1)
 
mr
 
s 1xff(1) 
    
 s
 1xff(r)


 s 1xff(r+1) 
    
 s
 1xff(k)

= 0 : (3.13)
where (ff) = 
 
ff; s 1x1; : : : ; s
 1xk

and x1; : : : ; xk 2 L. Using equation (2.29) it can be proven that
mr
 
s 1xff(1) 
    
 s
 1xff(r)

= ( 1)
P
r
i=1
(r i)jxff(i)jmr  s
 r
 
xff(1) 
    
 xff(r)

: (3.14)
Using now equation (3.14) together with the following commutative diagram
k (L) L
Sk
 
s 1L

s 1L
s k
lk
mk
s 1
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we obtain
mr  s
 r
 
xff(1) 
    
 xff(r)

= s 1  lr
 
xff(1) 
    
 xff(r)

: (3.15)
Therefore
m(s+1)
 
mr
 
s 1xff(1) 
    
 s
 1xff(r)


 s 1xff(r+1) 
    
 s
 1xff(k)

=
( 1)
P
r
i=1
(r i)jxff(i)j+
P
k r+1
i=1
(k r+1 i)j~xijs 1  l(s+1)
 
lr
 
xff(1) 
    
 xff(r)


 xff(r+1) 
    
 xff(k)

; (3.16)
where
~x1 = lr
 
xff(1); : : : ; xff(r)

; ~xi = xff(r 1+i) ; 2  i  k   r + 1 : (3.17)
Since
jlr
 
xff(1); : : : ; xff(r)

j = 2  r +
rX
i=1
jxff(i)j ; (3.18)
we have
k r+1X
i=1
j~xij = 2  r +
kX
i=1
jxff(i)j ; ( 1)
P
r
i=1
(r i)jxff(i)j+
P
k r+1
i=1
(k r+1 i)j~xij = ( 1)(k r)r+
P
k
i=1
(k i)jxff(i)j : (3.19)
Finally, using equation (2.34) together with equation (3.19) in equation (3.3), we obtain equation (3.12).
Therefore, any L1-algebra (L; lk) corresponds to a certain kind of graded co-algebra C(s 1L) equipped with a
co-derivation Q which satisfies the identity
Q Q = 0 : (3.20)
As we have seen, this identity is the origin of equation (3.12). It is easy to see that for small values of m that
equation (3.12) is a generalized Jacobi identity for the multi-brackets flkg. For k = 1, it implies that the degree
one linear map l1 satisfies
l1  l1 = 0 (3.21)
and hence every L1-algebra (L; lk) has an underlying cochain complex (L; d = l1). For k = 2 we have that [; ] = l2
is a degree zero linear map that satisfies
d [x1; x2] = [dx1; x2] + ( 1)
jx1j [x1; dx2] : (3.22)
Hence l2 can be interpreted as a bracket, which is skew symmetric
[x1; x2] =  ( 1)
jx1jjx2j [x2; x1] ; (3.23)
but does not satisfy the usual Jacobi identity.
Definition 3.1.5. A Lie n-algebra is a L1-algebra (L; flkg) such that the corresponding graded vector space L
is concentrated in degrees 0; 1; : : : ; 1  n.
Notice that if (L; flkg) is a Lie n-algebra, simply by degree counting then lk = 0 for k > n + 1. Therefore, a Lie
1-algebra is nothing but a Lie algebra.
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3.2 L1-morphisms
The notion of L1-morphism will be essential in this work. We now give [12] a naive definition of what could be
an L1  morphism.
Definition 3.2.1. If (L1; l1k) and (L
2; l2k) be L1-algebras then a degree zero linear map f : L
1 ! L2 is a strict
L1-morphism if and only if the following holds
l2k  f

k = f  l1k 8k  1 : (3.24)
The definition above however does not reflect the higher structure which resides within the theory in a natural
way. Actually, there is a better definition, see Remark 5.3 of [12], which uses the previously mentioned relationship
between L1-algebras and differential graded coalgebras. This turns out to give to the collection of morphisms
between two L1-algebras the structure of a simplicial set, see reference [54], which therefore permits to consider
homotopies among morphisms, homotopies among homotopies et cetera. As we did when we defined L1-algebras,
we define first a morphism of L1[1]-algebras. The corresponding definition for L1-algebras can then be obtained
by a degree shift in L.
Definition 3.2.2. An L1[1]-morphism between L1[1]-algebras (M1;m1k) and
 
M2;m2k

is a morphism F [1] :
 
C(M1); Q1

! 
C(M2); Q2

between the corresponding underlying differential graded coalgebras. F [1] is thus a morphism be-
tween the graded coalgebras C(M1) and C(M2) such that
F [1] Q1 = Q2  F [1] : (3.25)
As it turns out, an L1[1]-morphism F [1] between (M1;m1k) and (M
2;m2k) corresponds to an infinite collection of
symmetric, degree zero, ‘structure maps’
F [1] =
 
fk[1] : S
k
 
M1

!M2 1  k <1

; (3.26)
and such that a given compatibility relation with the multi-brackets must be satisfied. More precisely, the following
proposition holds.
Proposition 3.2.3. Let (M1;m1k) and (M
2;m2k) be L1[1]-algebras. A morphism from (M
1;m1k) to (M
2;m2k)
is a family of morphism
F [1] =
 
fk[1] : S
k
 
M1

!M2 1  k <1

; (3.27)
such that
X
r+s=k
X
ff2Sh(r;s)
 (ff;x1; : : : ; xk) fs+1[1]
 
mr
 
xff(1); : : : ; xff(r)

; xff(r+1); : : : ; xff(k)

=
kX
l=1
X
j1++jl=k
X
fi2k
 (fi ;x1; : : : ; xk)
l!j1! : : : jl!
nl

fj1 [1]

xff(~k1+1); : : : ; xff(~k1+j1)

; : : : ; fjl [1]

xff(~kl+1); : : : ; xff(~kl+jl)

;(3.28)
where ~k1 = 0 and ~ks =
Ps 1
i=1 ji ; 1 < s  l.
Proof. See chapter 2 of [55].
The corresponding notion of morphism of L1-algebras goes as follows
Definition 3.2.4. An L1-morphism F between L1-algebras (L1; l1k) and
 
L2; l2k

is a morphism F :
 
C(s 1L1); Q1

! 
C(s 1L2); Q2

between their corresponding differential graded coalgebras. F is hence a morphism between the
graded coalgebras C(s 1L1) and C(s 1L2) such that
F Q1 = Q2  F : (3.29)
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As in the L1[1] case, the notion of L1-morphism corresponds to an infinite family of maps, which in this case are
skew-symmetric structure maps
F =
 
fk : 
kL1 ! L2 1  k <1

; (3.30)
where jfkj = 1  k. Here again the family of maps have to satisfy a somewhat complicated compatibility relation
involving the multi-brackets. Such compatibility relation can be obtained from equation (3.28) by means of the
following commutative diagram
k
 
L1

L2
Sk
 
s 1L1

s 1L2
s k
fk
f [1]k
s 1
by performing the corresponding degree shift in L1 and L2.
We see that, particular, the degree zero map f1 is a morphism between the corresponding complexes (L1; l11) and
(L2; l21)
f1  l
1
1 = l
2
1  f1 : (3.31)
As it happens for L1[1]-morphisms, the compatibility relation between the family of maps (fi)i1 and the multi-
brackets precisely corresponds in the language of coalgebras to equation (3.29). It can be easily seen that strict
morphisms as defined in 3.2.1 correspond to the case given by fi = 0 for i  2. L1-morphisms can be composed
in the standard sense, and therefore it is possible to consider the category of L1-algebras without explicit use the
higher structure present in L1-morphisms.
We define now the notion of L1-quasi-isomorphism. This definition naturally reflexts the homotopical
structure that exists between morphisms.
Definition 3.2.5. Let (fk) : (L1; l1k) ! (L
2; l2k) be an L1-algebra morphisim. Then we say that (fk)k1 is an
L1-quasi-isomorphism if and only if the corresponding morphism of complexes
f1 : (L
1; l11)! (L
2; l21) (3.32)
induces an isomorphism on the cohomology of the underlying complexes
H (f1) : H

 
L1
 =
 ! H
 
L2

: (3.33)
3.2.1 Morphisms from Lie algebras to L1-algebras
Since it will be useful in chapter 4, we will consider L1-algebra morphisms whose sources are simply Lie algebras
(g; [; ]). In that case the conditions that the components of the morphism must satisfy are extremely simplified
and the resulting expression can be indeed used for practical purposes. We will assume also that the image (L; lk)
of the L1-algebra morphism is a Lie-n algebra such that
8 i  2 li (x1; : : : ; xi) = 0 whenever
iX
k=1
jxkj < 0 : (3.34)
This is indeed the relevant case for Lie-n algebras arising from n-plectic manifolds, as we will see in chapter 4.
The relevant proposition is then the following
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Proposition 3.2.6. Let (g; [; ]) be a Lie algebra and let (L; lk) is a Lie n-algebra that satisfies the property
(3.34). Then a collection of n anti-symmetric maps
fm : g

m ! L; jfmj = 1 m; 1  m  n ; (3.35)
can be taken to be the components of an L1-morphism (fk)k1 : g! L if and only if 8xi 2 g
X
1i<jm
( 1)i+j+1fm 1 ([xi; xj ] ; x1; : : : ; bxi; : : : ; bxj ; : : : ; xm) (3.36)
= l1fm (x1; : : : ; xm) + lm (f1(x1); : : : ; f1(xm)) : (3.37)
for 2  m  n and
X
1i<jn+1
( 1)i+j+1fn ([xi; xj ] ; x1; : : : ; bxi; : : : ; bxj ; : : : ; xn+1) = ln+1 (f1(x1); : : : ; f1(xn+1)) : (3.38)
Proof. See appendix A.5 of [13]
Chapter 4
Multisymplectic Geometry
4.1 n-plectic manifolds
We will closely follow [13]. For more details about Multisymplectic Geometry the interested reader can consult
[1–4, 10].
Definition 4.1.1. A differentiable manifold M is said to be n-plectic or multisymplectic if it is equipped with
an (n+ 1)-form ! 2 
n+1 (M) such that it is both closed
d! = 0 ; (4.1)
and non-degenerate
8 p 2M 8 u 2 TpM; u! = 0) u = 0 : (4.2)
If ! is an n-plectic form on M, then we call the pair (M; !) an n-plectic manifold. More generally, if ! is closed,
but not necessarily non-degenerate, then we call (M; !) a pre-n-plectic manifold. We will only deal with n-plectic
manifolds, although most of our results can be straightforwardly extended to the pre-n-plectic case.
Please notice that a 1-plectic manifold is simply a symplectic manifold.
Definition 4.1.2. Given two n-plectic manifolds (M1; !1) and (M2; !2), a diffeomorphism F : M1 !M2 is said
to be a multisymplectic diffeomorphism if and only if F !2 = !1.
Definition 4.1.3. Given an n-plectic manifold (M; !), an (n  1)-form  2 
n 1 (M) is said to be Hamiltonian
if and only if there exists a vector field u 2 X (M) such that
d =  u! : (4.3)
We say then that u is a Hamiltonian vector field corresponding to . We respectively denote by 
n 1Ham (M) and
XHam (M), the set of Hamiltonian (n  1)-forms and the set of Hamiltonian vector fields on an n-plectic manifold,
which are vector spaces. Note that, due to the non-degeneracy of !, for every Hamiltonian form there is a unique
Hamiltonian vector field associated.
Definition 4.1.4. A vector field u on a n-plectic manifold (M; !) is a local Hamiltonian vector field if and only
if
Lu! = 0 ; (4.4)
We denote by XHam (M) the vector space of local Hamiltonian vector fields.
Please notice that equation (4.4) is equivalent to
div! = 0 ; (4.5)
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and therefore, for Hamiltonian vector fields iu! is an exact n-form while for locally Hamiltonian vector fields iu!
is a closed n-form, which can be always locally written in terms of an exact form and therefore the name local
Hamiltonian vector field. If H1dR (M) = 0 both definitions of course coincide.
Definition 4.1.5. Let (M; !) be a n-plectic manifold. Given ;  2 
n 1Ham (M), we define then the bracket f; g
to be the (n  1)-form given by
f; g = u u! ; (4.6)
where u and u respectively stand for the Hamiltonian vector fields for  and .
Proposition 4.1.6. Let (M; !) be an n-plectic manifold and let u1; u2 2 XHam (M) be local Hamiltonian
vector fields. Then [u1; u2] is a global Hamiltonian vector field with
du1^u2! =  [u1;u2]! ; (4.7)
and thus XHam (M) and XHam (M) are Lie subalgebras of X (M).
Proof. Let u1; u2 be locally Hamiltonian vector fields. Then by equation (2.100),
Lu1u2! = [u1;u2]! : (4.8)
Using now equation (2.99),
Lu1u2! = u1du2! + du1u2! : (4.9)
However u1du2! = 0, since du2 = Lu2   u2d.
Therefore, proposition4.1.6 implies for instance that if u and u are respectively Hamiltonian vector fields
for  and , then [u; u ] is a Hamiltonian vector field for f; g. Notice that the bracket defined in 4.1.5 is
skew-symmetric but it fails to satisfy the Jacoby identity. In particular we have1
f1; f2; 3gg   ff1; 2g ; 3g   f2; f1; 3gg =  dv1^v2^v3! : (4.10)
Therefore, the space 
n 1Ham (M) of Hamiltonian forms equipped with the bracket f; g is not a Lie algebra unless
n = 1, which is the well-know symplectic case. Hence, we cannot straightforwardly extend the Poisson structure
present in the set of functions on a symplectic manifold to the set of Hamiltonian forms on a multisymplectic
manifold. However, equation (4.10) shows that f; g fails to satisfy the Jacobi identity by an exact form, which
suggests the existence of an underlying n-Lie algebra structure of which 
n 1Ham (M) would be part of. Roughly
speaking, if we identify the interior product of k Hamiltonian vector fields with ! as lk acting on the corresponding
k Hamiltonian forms, then equation 4.10 is the condition that l2 and l3 have to obey if they are part of an Lie-n
algebra.
We present now a theorem that gives a natural L1-structure, in particular a n-Lie algebra structure, on
differential forms, extending the bracket f; g on 
n 1Ham (M). See theorem 5.2 in [11] and theorem 6.7 in [56]. A
detailed exposition can be found in [10].
Theorem 4.1.7. Let (M; !) be an n-plectic manifold . Then there exists a Lie n-algebra L1(M; !) =
(L; flkg) with underlying graded vector space
Li =
(

n 1Ham (M) k = 0;

n 1+k (M) 1  n  k < 0 ;
(4.11)
and maps

lk : L

k ! Lj1  k <1
	
defined as follows
l1 () = d ; (4.12)
if jj < 0 and
1See proposition 3.5 in reference [10].
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lk (1; : : : ; k) =
(
(k) (u1 ^    ^ uk)! if j1 
    
 kj = 0;
0 if j1 
    
 kj < 0 ;
(4.13)
for k > 1, where ui is the Hamiltonian vector field associated to i 2 

n 1
Ham (M) and (k) =  ( 1)
k(k+1)
2 .
We can extend definition 4.1.5 and define a k-ary bracket in L (M; !) as follows
fx1; : : : ; xkg = lk (x1; : : : ; xk) ; x1; : : : ; xk 2 L (M; !) : (4.14)
Please notice that in the n = 1 case, the underlying complex is simply the vector space of Hamiltonian functions
C1 (M). The only non-zero bracket is therefore l2 = f; g, which is simply a Lie bracket. We thus recover the Lie
algebra which underlies the usual Poisson algebra that can be constructed for symplectic manifold. As explained
in section 2.5, in that case there is a well-defined surjective Lie algebra morphism
 : C1 (M) XHam (M) ; (4.15)
which send a function to its (unique) Hamiltonian vector field. If M is connected, it can be shown that  fits in
the following short exact sequence
0! R! C1 (M)  ! XHam (M)! 0 : (4.16)
Equation (4.16) is the so-called Kostant-Souriau central extension, see references [57, 58]. The Kostant-Souriau
central extension characterizes,up to isomorphism, the Lie algebra of C1 (M) as follows: it is the central extension,
which can be shown to be unique, given by the symplectic form, evaluated at p 2 M. The higher analog of the
central extension (4.16) is given by the cochain map
 : L (M; !) XHam (M) ; (4.17)
which is trivial en all degrees but zero. In degree zero it assigns to every Hamiltonian form  its unique Hamiltonian
vector field. The map  fits hence in the following short exact sequence
0! ~
! L (M)

 ! XHam (M)! 0 : (4.18)
Here ~
 stands for the cocomplex
~
 = C1 (M)! 
1 (M)!    ! 
n 1cl (M) ; (4.19)
where 
n 1cl (M) is the set of closed (n  1)-forms in M and the coboundary operator is the de Rahm differential.
4.1.1 Homotopy moment maps
As usual G denotes a Lie group and g its Lie algebra. We will consider only actions  from the left. That is, G
acts on 
 (M) from the left through the inverse pullback
g  ! 7!  g 1! ; (4.20)
where  g is the diffeomorphism that corresponds to g. The corresponding infinitesimal action of the Lie algebra
g is denoted by the map
u  : g! X (M) ; y 7! uy ; (4.21)
where
uyjp =
d
dt
exp( ty)  pjt=0 8p 2M : (4.22)
We name u  as the fundamental vector field which is associated to the G action.
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In the context of symplectic geometry, we can express a moment map M! g also as a comoment map,
namely a Lie algebra morphism g ! C1 (M); see section 2.5 for more details. We will introduce in this section,
closely following the seminal paper [13], the natural analog in multisymplectic geometry of the comoment map in
symplectic geometry. It is the so-called homotopy moment map.
Let us just point out that a moment map  is an equivariant g-valued smooth function on a symplectic
manifold (M; !) which equipped with an action, namely  2 (g 
 C1 (M))G.  has to satisfy a particular
condition respecto to !. This notion can be also expressed as a comoment map, which is nothing but a Lie algebra
map  : g ! (C1 (M) ; f; g) from the Lie algebra of G, to the Poisson algebra that can be associated to the
symplectic form.
Definition 4.1.8. Let G be a Lie group with Lie algebra g. Let (M; !) be an n-plectic manifold which is equipped
with a G-action preserving !, and such that the g-action x 7! ux is through Hamiltonian vector fields. A homotopy
moment map is the following lift
L (M; !)
g XHam (M)

v 
of the Lie algebra morphism u  (4.21) by means of the L1-morphism  4.17 in the category of L1-algebras. This
lift corresponds to an L1-morphism
(fk)k1 : g! L1 (M; !) ; (4.23)
that satisfies
  uy! = d (f1(y)) for all y 2 g : (4.24)
Please notice that the condition  uy! = d(f1(y)) implies that uy is the unique Hamiltonian vector field for
f1(y) 2 

n 1
Ham (M). In addition, using proposition 3.2.6, we can rewrite the conditions on the components (fk)k1 :
g
k ! L (M; !) of the L1-morphism as follows
X
1i<jk
( 1)i+j+1fk 1 ([yi; yj ] ; y1; : : : ; byi; : : : ; byj ; : : : ; yk) (4.25)
= dfk ((y1; : : : ; yk) + (k)(u1 ^    ^ uk)! ; (4.26)
for 2  k  n plus
X
1i<jn+1
( 1)i+j+1fn ([yi; yj ] ; y1; : : : ; byi; : : : ; byj ; : : : ; yn+1) = (n+ 1) (u1 ^    ^ un+1)! : (4.27)
Here ui stands for the vector field associated to yi via the g-action. Please notice that the theorem 4.1.7 implies
in particular that L1 (M; !) satisfies 3.34.
Please notice also that proposition 4.1.6 implies in particular that u[x;y] = [ux; uy] is a Hamiltonian vector
field for
ff1(x); f1(y)g = l2 (f1(x); f1(y)) : (4.28)
In general, the map f1 : g! 
n 1Ham (M) will not preserve the bracket on g, i.e., we will have
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f1 ([x; y]) 6= ff1(x); f1(y)g : (4.29)
This is a nice property that should be expected, since the Lie bracket of g satisfies the Jacobi identity but fg
does not.
Definition 4.1.9. Let (M; !) be an n-plectic manifold. The action of a Lie group G on (M; !) is said to be
Hamiltonian if an homotopy moment map for such action exists.
4.2 Multisymplectic diffeomorphisms and n-algebra morphisms
In this section we are going to study the relation between strict morphisms of L1-algebras and multisymplectic
diffeomorphisms of the corresponding multisimplectic manifolds. That is, we want to know under which conditions,
if any, we are able to conclude that a strict morphism of Lie n-algebras fL (Ma; !a) ; lakg ; a = 1; 2 ; k = 1;    ; n+1 ;
induces a multisymplectic diffeomorphism between the corresponding n-plectic manifolds (Ma; !a). We know that
in the symplectic case the answer is positive: two symplectic manifolds with corresponding isomorphic Poisson
algebras are symplectomorphic. We will see that in the n-plectic case the answer is also positive, at least for
a special class of n-plectic manifolds, those which are locally homogeneous with respect to the multisymplectic
form. Hence, at least in those cases, the L1-algebra constructed on a multisymplectic manifold is powerful enough
to contain important information about the manifold itself and its differential structure.
Let ffi : L (M2; !2) ! L (M1; !1) be an strict Lie n-algebra morphism and let us write ffi = (ffin 1; : : : ; ffi0),
where ffii : Li (M2; !2)! Li (M1; !1) ; i = 1  n; : : : ; 02.
In order to relate strict Lie n-algebra morphisms and multisymplectic diffeomorphisms, we need first the
existence of ffi to imply the existence of a diffeomorphism F : M1 ! M2, which then must be checked to be a
multisymplectic diffeomorphism. This is easily achieved by making use of the following lemma
Lemma 4.2.1. Let Ma ; a = 1; 2 ; be differentiable manifolds and  : (C1 (M2) ; )! (C1 (M1) ; ) an algebra
morphism, where  denotes the usual multiplication of functions. Then  = F , where F : M1 !M2 is a
smooth map. In addition, if  is an algebra isomorphism then F is a diffeomorphism.
Proof. See theorem 4.2.36 in reference [50].
Hence, assuming that ffi1 n : C1 (M2)! C1 (M1) is an algebra isomorphism from fC1 (M2) ; g to fC1 (M1) ; g,
we can conclude the existence of a diffeomorphism F from M1 such that M2 and
ffin 1 = F
 : (4.30)
Since ffi is an strict Lie n-algebra morphism, it preserves the maps lak ; k = 1; : : : ; n + 1 of the corresponding Lie
n-algebra3
d2  ffi = ffi  d1 (4.31)
ffi2 k  l
2
k (1;    ; k) = l
1
k (ffi0  1; : : : ; ffi0  k) ; 8 1 ; : : : ; k 2 

n 1
Ham (M2) ; k = 2; : : : ; n+ 1 : (4.32)
Using now the definition (4.14) of the L1-algebra maps lk, as well as (4.30), we obtain
F 

21;    ; 
2
n+1
	
2
=

ffi0  
2
1;    ; ffi0  
2
n+1
	
1
; 8 21 ; : : : ; 
2
n+1 2 

n 1
Ham (M2) : (4.33)
Further assuming that ffii = F  ; i = 1 n; : : : ; 0 ; it can be proven that the initial set-up consisting of two n-plectic
manifolds and a strict Lie-n algebra morphism ffi is equivalent, in a precise sense to be specified in a moment,
to considering a unique manifold M equipped with two n-plectic structures !1 and !2 such as l1k = l
2
k ; k =
1;    ; n+ 1. Notice that the condition ffi0 = F  is non-trivial, since for arbitrary diffeomorphisms we would have
F  : 
n 1Ham (M2)! 

n 1 (M1) ; (4.34)
2For the precise definition of strict morphism of L1-algebras see 3.2.
3Notice that la
1
= da.
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and we are requiring
F  : 
n 1Ham (M2)! 

n 1
Ham (M1) : (4.35)
We will assume then that the Lie-n algebra morphism is given by ffi = F , where F :M1 !M2 is a diffeomorphism,
and conclude then that F must be a multisymplectomorphism by studying the equivalent case of a unique manifold
M1 equipped with two multisimplectic structures (!1; !2), such that the corresponding Lie-n algebras are equal.
Let us first prove the equivalence of both cases.
Proposition 4.2.2. Let (Ma; !a) ; a = 1; 2 ; be n-plectic manifolds, fL (Ma; !a) ; lakg denote the corresponding
Lie n-algebras and ffi :

L (M2; !2) ; l
2
k
	
!

L (M1; !1) ; l
1
k
	
a strict Lie n-algebra morphism such that
ffii = F
 : Li (M2; !2)! Li (M1; !1) ; i = 1  n; : : : ; 0 ; (4.36)
where F : M1 ! M2 is a diffeomorphism. Then, F is a multisymplectic diffeomorphism if and only if
L (M1; !1) ; l
1
k
	
=
n
L (M1; ~!1  F
!2) ; ~l
1
k
o
implies !1 = ~!1:
Proof. If F : M1 ! M2 is a multisymplectomorphism, then F !2 = !1 and therefore

L (M1; !1) ; l
1
k
	
=n
L (M1; ~!1) ; ~l
1
k
o
since ~!1 = !1, which in turn implies ~l1k = l
1
k ; k = 1;    ; n+ 1.
On the other hand, if

L (M1; !1) ; l
1
k
	
=
n
L (M1; ~!1  F
!2) ; ~l
1
k
o
implies !1 = ~!1:, then !1 = F !2 and
therefore F is a multisymplectomorphism.
In other words, proposition 4.2.2 simply states that the following diagram of strict-isomorphisms of L1-algebras
commutes
L (M1; F
!2)
L (M1; !1) L (M2; !2)
Id
ffi
F 
Therefore, we will consider the equivalent situation of a unique manifold M equipped with two multisymplectic
structures !1 and !2. Before proving the main result of this section, namely theorem (4.2.8), it is necessary to
introduce the concept of locally homogeneous manifold and the lemma (4.2.6) [2].
Definition 4.2.3. Let M be a differentiable manifold. Consider p 2 M and a compact set K 2 M such that
p 2 K4. A local Liouville or local Euler-like vector field at p, with respect to K, is a vector field p on M
such that suppp  fq 2Mjp(q) 6= 0g  K, and there exists a diffeomorphism ffi : (suppp) ! Rn such that
ffi
p = , where  = xi @
@xi
is the standard Liouville or dilation vector field in Rn.
Definition 4.2.4. A differential form ! 2  
 
(n+1) (T M)

is said to be locally homogeneous at p 2 M if, for
every open set U containing p, there exists a local Euler-like vector field p at p with respect to a compact set
K  U such that
Lp! = f! ; f 2 C
1 (M) : (4.37)
The form is said to be locally homogeneous if it is locally homogeneous for all p 2M.
Obviously, out of suppp , the function f vanishes. A couple (M; !) where ! is locally homogeneous is called a
locally homogeneous manifold. As examples of homogeneous n-plectic manifolds we can find symplectic, manifolds
and multicotangent bundles and in fact any oriented manifold equipped with its volume form.
Proposition 4.2.5. Every 1-plectic manifold (M; !) is locally homogeneous with f = 2.
4K denotes the interior of K.
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Proof. The following lemmas5 will play an important role in the proof of theorem (4.2.8)
Lemma 4.2.6. Let (M; !) be a locally homogeneous n-plectic manifold. Then, the family of hamiltonian
vector fields span the tangent bundle of M. That is
TpM = span
n
vp j v 2   (TM) ; iv! = dv ; v 2 

(n 1)
Ham (M)
o
: (4.38)
Proof. Let (M; !) be a locally homogeneous n-plectic manifold, and let vp 2 TpM be any vector at p 2 M. Let
U be a contractible open neighborhood of p, which can be shrink in order to be contained in a coordinate chart
U, with coordinates ffi. In lemma 4.5 of reference [2], it was proven the existence of a vector field vU on U , such
that supp vU  U is compact, vU jp = vp and
dvU! = 0 ; (4.39)
that is, vU! is closed. vU can be extended trivially to all M by defining a vector field v 2   (TM) as follows
vjp = vU jp ; p 2 supp vU ; vjp = 0 ; p =2 supp vU ; (4.40)
We will prove now that v is a Hamiltonian vector field on M. vU! is a closed n-form with compact support in
U , that is [vU ]! 2 HnC (U). In addition, we can choose U  U such that
U ' Rd ; d = dimM : (4.41)
Therefore HnC (U) ' H
n
C
 
Rd

where HnC
 
Rd

denotes the n-th compactly supported cohomology group of Rd.
Noticing that n < d we conclude that
HnC (U) ' H
n
C
 
Rd

' f0g : (4.42)
Hence, there exist a (n  1)-form U 2 
n 1 (U) with compact support contained in U such that
vU! = dU : (4.43)
Now, extending U trivially to a (n  1)-form  2 
n 1 (M) as follows
jp = U jp ; p 2 suppU ; jp = 0 ; p =2 suppU ; (4.44)
we see that
v! = d : (4.45)
Therefore, v is a Hamiltonian vector field in M that can be build as to give any vector vjp = vp at p 2 M. We
conclude then that TpM is generated by Hamiltonian vector fields on M evaluated at p 2M.
Lemma 4.2.7. Let M be a multisymplectic manifold equipped with two n-plectic structures !1 and !2 such
that the corresponding Lie-n algebras are equal, namely L (M; !2) = L (M; !1). Let us assume that at least
one of the n-plectic structures, say !1, is locally homogeneous. Then
v1 = v
2
 ; 8  2 

(n 1)
Ham (M) ; (4.46)
where va ; a = 1; 2 is the Hamiltonian vector field of  respect to !a, that is
d = va!a ; a = 1; 2 : (4.47)
5Lemma (4.2.6) is actually is a small generalization of lemma 4.5 in [2].
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Proof. Let  2 
(n 1)Ham (M) and let v
a
 the Hamiltonian vector of  respect to !a. Since by assumption L (M; !2) =
L (M; !1), we can write
l12 (; ) = l
2
2 (; ) ; 8 ;  2 

(n 1)
Ham (M) ; (4.48)
which, in turn, implies
!1
 
v1; v
1
 ; : : :

= !2
 
v2; v
2
 ; : : :

; 8 ;  2 

(n 1)
Ham (M) ; (4.49)
where va is the Hamiltonian vector field of  associated to !a. Using now that
d =  v1!1 =  v2!2 ; 8 2 

(n 1)
Ham (M) ; (4.50)
we can rewrite equation (4.49) as follows
!1
 
v1; v
1
 ; : : :

= !1
 
v1; v
2
 ; : : :

; 8 ;  2 

(n 1)
Ham (M) ; (4.51)
The non-degeneracy of !1 together with lemma 4.2.6 finally implies
v1 = v
2
 ; 8  2 

(n 1)
Ham (M) : (4.52)
Theorem 4.2.8. Let M be a differentiable manifold equiped with two multisimplectic structures !1 and !2,
such that at least one of them is locally homogeneous. Then L (M; !2) = L (M; !1) if and only if !1 = !2.
Proof. If !1 = !2 it is obvious that L (M; !2) = L (M; !1). On the other hand, let us assume that L (M; !2) =
L (M; !1). In particular, the underlying complex and the multilinear brackets constructed from !1 and !2 must
be equal. We can write then
l1(n+1)
 
1; : : : ; (n+1)

= l2(n+1)
 
1; : : : ; (n+1)

; 8 1; : : : ; (n+1) 2 

(n 1)
Ham (M) ; (4.53)
and therefore
iv1^^v(n+1)!1 = iv1^^v(n+1)!2 ; 8 v1 ; : : : ; v(n+1) 2 XHam (M) ; (4.54)
where we have used lemma 4.2.7 in order to use the same Hamiltonian vector fields for !1 and !2. Evaluating now
4.54 point-wise we obtain, using lemma 4.2.6
iv1^^v(n+1)!1jp = iv1^^v(n+1)!2jp ; 8 v1jp; : : : ; v(n+1)jp 2 Tp (M) : (4.55)
We conclude hence that !1jp = !2jp for all p 2M and therefore !1 = !2.
From theorem 4.2.8 and propostion 4.2.2 we immediately conclude the final result of this section, namely
Theorem 4.2.9. Let (Ma; !a) ; a = 1; 2 ; be locally homogeneous multisymplectic manifolds, let fL (Ma; !a) ; lakg
denote the corresponding L1 algebras and let ffi :

L (M2; !2) ; l
2
k
	
!

L (M1; !1) ; l
1
k
	
an strict L1-isomorphism
such that
ffii = F
 : Li (M2; !2)! Li (M1; !1) ; i = 1  n; : : : ; 0 ; (4.56)
where F : M1 ! M2 is a diffeomorphism. Then, F is also a multisymplectic diffeomorphism, that is,
F !2 = !1.
Proof. Direct consequence of proposition (4.2.2) and theorem (4.2.8).
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4.3 Product manifolds and Lie n-algebra morphisms
Consider two multisymplectic manifolds (Ma; !a) ; a = 1; 2; where !a is an na-plectic structure defined on Ma.
The goal of this section is, roughly speaking, to study the relation between the na-Lie algebra L (Ma; !a) con-
structed over Ma and the Lie-n algebra L (M; !) constructed over the product manifold, M =M1 M2, where
! = pr1!1 ^ pr

2!2, n = n1 + n2 + 1 and pra :M!Ma is the canonical projection.
Finding such a relation is relevant for at least two reasons. First, it help us to understand how n-plectic Lie
algebras are related to the corresponding multisymplectic manifolds in a deeper way, since it give us information
about how they behave when some operation is performed in the manifold, in this case the cartesian product.
Secondly, it is relevant in order to construct an homotopy moment map6 for the product manifold, assuming the
homotopy moment maps for (M1; !1) and (M2; !2) exist. Indeed, let Ga be a Lie group with Lie algebra ga. Let
(Ma; !a) be a na-plectic manifold equipped with a Ga action which preserves !a and such that the infinitesimal
ga action is via Hamiltonian fields. Let us assume that the corresponding homotopy moment maps exist and are
given by fa : ga ! L (Ma; !a). In that case, if H : L (M1; !1) L (M2; !2)! L (M; !) is a L1-morphism, then
the composition of f1 f2 and H is a very reasonable homotopy moment map candidate for the product manifold
G1  G2 	 (M; !). To obtain H by brute force seems to be a very involved task to perform in general. It will
turn out to be easier to directly construct an L1-morphism F from g1  g2 to (M1 M2; !), making use of fa,
which can also be used to make an educated guess for H, as it is illustrated by the following diagram
L (M1; !1) L (M2; !2) L (M; !)
g1  g2
f1 f2
H
F
Since it will be useful in the following, let us remember that the tangent bundle of the product manifold M can
be written as follows7
TM = pr1TM1  pr

2TM2 ; (4.57)
and therefore
  (TM) =   (pr1TM1)   (pr

2TM2) : (4.58)
In particular, it holds pra  (TMa)    (praTMa)    (TM). The first task is now to check that ! is indeed an
n-plectic structure on M, provided !a is an na-plectic structure on Ma. It is straightforward to see that ! is
closed
d! = pr1d!1 ^ pr2!2 + ( 1)
n1pr1!1 ^ pr

2d!2 = 0 : (4.59)
To see that it is non-degenerate, let us assume that there exists a vector field v 2   (M) such that iv! = 0. There
exist then vector fields va 2   (Ma) such that
v = pr1v1 + pr

2v2 ; (4.60)
and therefore
v! = vpr

1!1 ^ pr

2!2 + ( 1)
n1+1pr1!1 ^ vpr

2!2 ; (4.61)
implies va = 0 and v = 0 since !a is non-degenerate. Let us consider now Xa 2 XHam (Ma) =  Ham (TMa) and
construct the vector field
6See section 4.1.1.
7See section 2.3.
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X = pr

1X1 + pr

2X2 : (4.62)
We have then
iX! =  d [pr

11 ^ pr

2! + pr

1!1 ^ pr

22] =  d ; (4.63)
and hence X is a hamiltonian vector field for ! with hamiltonian (n1+n2)-form , which is of course defined up
to a closed form. Therefore we have
pr1 Ham (TM1) + pr

2 Ham (TM1)   Ham (TM) : (4.64)
The following example shows that in general
pr1 Ham (TM1) + pr

2 Ham (TM1) 6=  Ham (TM) : (4.65)
Example 4.3.1. Let Ma = R2 with coordinates (x1a; x2a) equipped with the volume form !a = fa dx1a ^ dx2a, where
fa 2 C
1
 
R2

is a no-where vanishing, non-constant, differentiable function. Then
M = R4 ; ! = f1f2 dx1 ^    ^ dx4 (4.66)
where the coordinates of R4 are denoted by (x1; : : : ; x4). Then
X =  
1
f1f2
@
@x1
;  = x2dx3 ^ dx4 ; (4.67)
is a Hamiltonian vector field which cannot be written as a sum of Hamiltonian vector fields Xa of (R2; !a).
We are going to define now two applications h
 and hX as follows
h
 : 

n1 1
Ham (M1) 

n2 1
Ham (M2) ! 

n1+n2
Ham (M)
1  2 7! pr

11 ^ pr

2!2 + pr

1!1 ^ pr

22 ; (4.68)
hX : XHam (M1) XHam (M2) ! XHam (M)
X1 X2 7! pr

1X1 + pr

2X2 ; (4.69)
which make the following diagram commutative

n1 1Ham (M1) 

n2 1
Ham (M2) 

n1+n2
Ham (M)
XHam (M1) XHam (M2) XHam (M)
j
h

hX
k
Here j (1  2) = X1 X2 and k() = X. The vector space XHam (M1)XHam (M2) over the real numbers
R can be endowed with an R-linear Lie bracket
[; ]0 : XHam (M1) XHam (M2) XHam (M1) XHam (M2)! XHam (M1) XHam (M2) ; (4.70)
defined as
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[X1 X2 ; X1 X2 ]0 = [X1 ; X1 ]1  [X2 ; X2 ]2 ; (4.71)
where [; ]a : XHam (Ma)  XHam (Ma) ! XHam (Ma) is the canonical Lie brackets defined on X (Ma) and
evaluated on XHam (Ma). It can be easily seen that hX preserves the Lie bracket, that is
hX
 
[X1 X2 ; X1 X2 ]0

= [hX(X1 X1); hX(X2 X2)] : (4.72)
Similarly, 
n1 1Ham (M1) 

n2 1
Ham (M2) can be endowed with a bracket
f; g0 : 

n1 1
Ham (M1) 

n2 1
Ham (M2) 

n1 1
Ham (M1) 

n2 1
Ham (M2)! 

n1 1
Ham (M1) 

n2 1
Ham (M2) (4.73)
defined as follows
f1  2; 1  2g0 = f1; 1g1  f2; 2g2 ; (4.74)
where f; ga : 

na 1
Ham (Ma)

na 1
Ham (Ma)! 

na 1
Ham (Ma) is the canonical Hamiltonian bracket defined on 

na 1
Ham (Ma).
However, in this case, h
 does not preserve the bracket f; g0, namely
h
 (f1  2; 1  2g0) = fh
(1  2); h
(1  2)g+ ( 1)
n1d [pr11 ^ pr

2d2   pr

11 ^ pr

2d2] : (4.75)
As we have previously stated, the goal of this section is to relate the na-Lie algebras L (Ma; !a) constructued
over (Ma; !a) to the (n1 + n2 + 1)-Lie algebra L (M; !) constructed over (M; !). More precisely, we want to
construct an Lie-n algebra morphism from L (M1; !1)L (M2; !2) to L (M; !). To construct such morphism, h

is going to be extremely relevant. The idea is to use h
 as the very first component of the L1-algebra morphism
H. This suggested by the fact that h
 does not preserve the bracket f; g0 by an exact form, something that is
characteristic of the corresponding component in a L1-morphism. Assuming therefore that H1 = h
, we expect
to obtain the form af all the other components of H by imposing the defining and consistency conditions that H
has to obey, namely (4.25) and (4.27). However, this is an extremely involved procedure, so we have been able to
check it only in the simplest case, where (Ma; !a) are both symplectic spaces. In any case, let us stress that we
expect the procedure to hold in full generality.
4.3.1 (Ma; !a) Symplectic manifolds
Since (Ma; !a) is a 1-plectic manifold, we have that (M; !) is a 3-plectic manifold. Consequently, the cochain
complex L of the Lie 3-algebra L (Ma; !a) is given by
L : C1 (M)! 
1 (M)! 
2 (M)! 
3Ham (M) ; (4.76)
where the coboundary operator is the usual de Rham exterior derivative. On the other hand, the cochain complex
La which underlies the 1-Lie algebra L (Ma; !a) is simply
La : C
1 (Ma) : (4.77)
In this simpler situation, L (M1; !1)L (M2; !2) is just a regular Lie-algebra, so we can apply propostion 3.2.6 in
order to obtain the remaining components of the L1-morphism H from the Lie algebra L (M1; !1) L (M2; !2)
to the 3-Lie algebra L (M; !). H consists of three maps
Hk : [C
1 (M1) C
1 (M2)]

k ! L ; k = 1; 2; 3 : (4.78)
Please notice that we are imposing H1 = h
. The two remaining components will be find by imposing the defining
conditions of a L1 morphism on H, which in proposition 3.2.6 have been adapted and simplified to the case of
a Lie algebra as the domain of the morphism. As expected, the procedure is consistent and H2 and H3 can be
determined, making H into an honest L1-morphism. They are given by8
8In equation (4.80) we have omitted the pra in order to make more readable the expression.
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H2 (f1; f2; g1; g2) =
1
2
(pr1f1 ^ pr

2dg2   pr

1df1 ^ pr

2g2   pr

1g1 ^ pr

2df2 + pr

1dg1 ^ pr

2f2) ; (4.79)
H3 (f1; f2; g1; g2; h1; h2) =
1
2
(f1 fg2; h2g+ f2 fg1; h1g   g1 ff2; h2g   g2 ff1; h1g+ h1 ff2; g2g+ h2 ff1; g1g) ;
(4.80)
for all fa; ga; ha 2 C1 (Ma) ; a = 1; 2. As explained in section 4.1.1, in order for H to be an homotopy moment
map we have to check that
  vx! = d (f1(x)) ; (4.81)
which holds by equation (4.63). Therefore, we have constructed explicitly a Lie-n algebra morphism from
L (M1; !1) L (M2; !2) to L (M; !), and we expect the same procedure to hold in the general case. However, it
turns out to be too involved to be carried out explicitly and a different approach is needed.
4.3.2 Product homotopy moment maps
Since finding H explicitly seems to be a too complicated task to be performed by brute force, in this section we are
going to pursue a different path. We are going to build an L1-morphism from9 gagb to L (M =Ma Mb; ! = pra!a ^ prb!b),
assuming that there exist homotopy moment maps fC for GC 	 (MC ; !C) ; C = a; b . Here gC is the Lie al-
gebras of the Lie group GC . F will give us an homotopy moment map for the product manifold in terms of
homotopy moment maps of the factors. Besides, F may give us also the opportunity to make an educated guess
for H : L (Ma; !a) L (Mb; !b)! L (M; !)10. The precise result is the following
Theorem 4.3.2. Let GC be a Lie group with Lie algebra gC , where C = a; b. Let (MC ; !C) be a nC-plectic
manifold equipped with a GC action which preserves !C and such that the infinitesimal gC action is via
Hamiltonian fields. Let us assume that the corresponding homotopy moment maps exist and are given by
fC : gC ! L (MC ; !C). Then the following set of maps
Fk : (ga  gb)

k ! L (M; !) ; k = 1; : : : ; n1 + n2 + 1 
x1a  x
1
b ; : : : ; x
k
a  x
k
b

7!
kX
l=0
X
ff2Sh(l;k l)
( 1)ffcal;k lpr

af
a
l
 
x1a; : : : ; x
l
a

^ il+1;:::;kpr

b!b (4.82)
+
kX
l=0
X
ff2Sh(l;k l)
( 1)ffcbl;k li1;:::;lpr

a!a ^ pr

bf
b
(k l)

xl+1b ; : : : ; x
k
b

;
of degree jFkj = 1  k form a L1-morphism F from g1  g2 to (M1 M2; !). We assume by definition that
fa0 = f
b
0 = 0. In addition, F, is homotopy moment map for the action of G1 G2 on (M; !). Here we have
defined11
i1;:::;l pr

C!C = 

prCvfC1 (x1C)
^    ^ prCvfC1 (xlC)

prC!C ; (4.83)
cal;k l =
1
2
(k)(l)( 1)(na+1 l)(k l) ; l = 1; : : : ; k ; k > 1 (4.84)
cbl;k l =
1
2
(k)(k   l)( 1)(na+1 l)(k l 1) ; l = 0; : : : ; k   1 ; k > 1 ; (4.85)
and
ca1;0 = 1 ; c
b
0;1 = 1 : (4.86)
9In this section we are going to use a different notation, more suitable for the expressions that we will find. a and b are not indices
but labels that denote different objects.
10See reference [59].
11Please remember that (k) =  ( 1)
k(k+1)
2 .
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Proof. We are going to proceed by proving that the Fk : (ga  gb)

k ! L (M; !) ; k = 1; : : : ; n1 + n2 + 1 ;
assuming (4.84) and (4.86), are indeed the components of a L1-morphism by checking that it obeys the con-
ditions (4.25) and (4.27). Since Fk is multilinear, it is enough to check the conditions on elements of the form
(x1a;    ; x
l
a; x
l+1
b ;    ; x
k
b ) 2 (ga  gb)

k. For k = 1 we only need to check equation (4.24), which is the condition
of F being an homotopy moment map. We can easily see that it is indeed satisfied. We will consider therefore
k > 1. We can write
Fk

x1a; : : : ; x
l
a; x
l+1
b ; : : : ; x
k
b

= cal;k lf
a
l
 
x1a; : : : ; x
l
a

l+1;:::;k!b + c
b
l;k l1;:::;l!af
b
(k l)

xl+1b ; : : : ; x
k
b

; (4.87)
where we have suppressed the pra and the ^ to ease the presentation. We first check condition (4.25). The left
hand side is given by
X
1i<jk
( 1)i+j+1Fk 1
 
xi; xj

; x1; : : : ; x^i; : : : ; x^j ; : : : ; xk

=
X
1i<jl
( 1)i+j+1Fk 1

xia; x
j
a

; x1a; : : : ; x^
i
a; : : : ; x^
j
a; : : : ; x
l
a; x
l+1
b ; : : : ; x
k

(4.88)
+
X
l+1i<jk
( 1)i+j+1Fk 1
h
xib; x
j
b
i
; x1a; : : : ; x
l
a; x
l+1
b ; : : : ; x^
i
b; : : : ; x^
j
b; : : : ; x
k

= (A) + (B) + (C) + (D) ;
where
(A) =
X
1i<jl
( 1)i+j+1cal 1;k lf
a
l 1
 
xia; x
j
a

; x1a; : : : ; x^
i
a; : : : ; x^
j
a; : : : ; x
l
a

l+1;:::;k!b ; (4.89)
(B) =
X
1i<jl
( 1)i+j+1cbl 1;k l

[i; j]; 1; : : : ; i^; : : : ; j^; : : : ; k

!af
b
k l

xl+1b ; : : : ; x
k
b

; (4.90)
(C) =
X
l+1i<jk
( 1)l+i+j+1cal;k l 1f
a
l
 
x1a; : : : ; x
l
a



[i; j]; l+ 1; : : : ; i^; : : : ; j^; : : : ; k

!b ; (4.91)
(D) =
X
l+1i<jk
( 1)l+i+j+1cbl;k l 1 (1; : : : ; l)!af
b
k l 1
h
xib; x
j
b
i
; xl+1b ; : : : ; x^
i
b; : : : ; x^
j
b; : : : ; x
k
b

: (4.92)
The right hand side of (4.25) is given by
(k)

vx1a ^    ^ vxla ^ vxl+1b
^    ^ vxk
b

! = (k)( 1)(na+1 l)(k l)1;:::;l!al+1;:::;k!b
=
1
2
(k)( 1)(na+1 l)(k l)

(l)la(x1a; : : : ; x
l
a)l+1;:::;k!b + (k   l)1;:::;l!al
b(xl+1b ; : : : ; x
k
b )

(4.93)
=
1
2
(E1 + E2) ;
where
E1 = (k)( 1)
(na+1 l)(k l)(l)la(x1a; : : : ; x
l
a)l+1;:::;k!b ; E2 = (k)( 1)
(na+1 l)(k l)(k l)1;:::;l!al
b(xl+1b ; : : : ; x
k
b ) ;
together with
dFk

x1a; : : : ; x
l
a; x
l+1
b ; : : : ; x
k
b

= (A0) + (B0) + (C 0) + (D0) ; (4.94)
where
(A0) = cal;k ldf
a
l
 
x1a; : : : ; x
l
a

l+1;:::;k!b ; (4.95)
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(B0) = ( 1)na lcal;k lf
a
l
 
x1a; : : : ; x
l
a

dl+1;:::;k!b ; (4.96)
(C 0) = cbl;k ld1;:::;l!af
b
(k l)

xl+1b ; : : : ; x
k
b

; (4.97)
(D0) = ( 1)na+1 lcbl;k l1;:::;l!adf
b
(k l)

xl+1b ; : : : ; x
k
b

: (4.98)
We can see now that
(A) = (A0) +
1
2
(E1) ; (D) = (D
0) +
1
2
(E2) ; (4.99)
are precisely the condition that fa and fb obey respectively. In addition, we have
(B) = (C 0) ; (C) = (B0) ; (4.100)
and therefore (4.25) is satisfied. Notice that we have used the following identity
d (v1 ^    ^ vk)! = ( 1)
k
X
1i<jk
( 1)i+j ([vi; vj ] ^ v1 ^    ^ vi ^    ^ vj ^    ^ vk)! ; (4.101)
that holds for v1; : : : ; vk 2 XHam (M) Hamiltonian vector fields of a multisymplectic manifold (M; !). We finally
check (4.27). Let us rewrite the condition here
X
1i<jna+nb+2
( 1)i+j+1Fna+nb+1
 
xi; xj

; x1; : : : ; x^i; : : : ; x^j ; : : : ; xk

=
X
1i<jl
( 1)i+j+1Fna+nb+1

xia; x
j
a

; x1a; : : : ; x^
i
a; : : : ; x^
j
a; : : : ; x
l
a; x
l+1
b ; : : : ; x
na+nb+2
b

X
l+1i<jna+nb+2
( 1)i+j+1Fna+nb+1
h
xib; x
j
b
i
; x1a; : : : ; x
l
a; x
l+1
b ; : : : ; x^
i
b; : : : ; x^
j
b : : : ; x
na+nb+2
b

= lna+nb+2
 
F1(x
1); : : : ; F1(x
na+nb+2)

: (4.102)
Please notice now that equation (4.102) vanishes identically except when l = na + 1. Setting therefore l = na + 1
equation (4.102) is satisfied by using (4.27) for fC .
We have proven that given that if the action GC 	 (MC ; !C) is Hamiltonian (that is, there exists an homotopy
moment map for the action), then one can construct an homotopy moment map for the action of Ga  Gb on
(M; !). In other words, we have proven the following corollary
Corollary 4.3.3. Given two multisymplectic manifolds (MC ; !C) ; C = a; b ; equipped with the Hamiltonian
action of a Lie group GC , then the action of Ga Gb on the product manifold (M; !) is Hamiltonian, with
homotopy moment map given by equation (4.82).
Proof. Since the action is Hamiltonian if there exist an Homotopy moment map, from theorem 4.3.2 the result is
obvious.
4.3.3 Applications
In section 4.3.2 we have shown how to build an homotopy moment map for the product manifold of two multi-
symplectic manifolds, assuming that an homotopy moment map for the individual manifolds exist. Here we are
going to apply such construction to some specific examples of geometrical interest. Let us consider, as usual, two
multisymplectic manifolds (MC ; !C) ; C = a; b. We assume that there is a Hamiltonian action of a Lie group
GC 	 MC with corresponding homotopy moment map fC : gC ! L (M; !). By corollary 4.3.3 we know that
there is also a Hamiltonian action
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Ga Gb 	 (Ma Mb;pra !a ^ prb !b) ; (4.103)
of Ga Gb on (Ma Mb;pra !a ^ prb !b) with homotopy moment map given by (4.82).
 Ga = Gb = G acting on (Ma Mb;pra !a ^ prb !b).
In this case, the Hamiltonian action on the product manifold can be written as follows
GG 	 (Ma Mb;pra !a ^ prb !b) ; (4.104)
and therefore one can restrict it to the diagonal G = f(g; g) : g 2 Gg of GG
G 	 (Ma Mb;pra !a ^ prb !b) : (4.105)
Notice that the homotopy moment map for the product action (4.103) is a L1-algebra morphism
F : ga  gb ! L (Ma Mb;pr

a !a ^ pr

b !b) : (4.106)
Since there exist a morphism of Lie algebras from g to g g
m : g ! g g
(x; x) 7! x x ; (4.107)
we can use it to construct a L1-algebra morphism
F m : g ' g! L (Ma Mb;pr

a !a ^ pr

b !b) ; (4.108)
which is an homotopy moment map for the action ofG ' G on the product manifold (Ma Mb;pra !a ^ prb !b).
 Ga = Gb = G ; Ma =Mb =M ; !a = !b = !.
We begin by proving the following lemma, which will be used in a moment
Lemma 4.3.4. Let (M; !) be an n-plectic manifold equipped with the Hamiltonian action of a Lie group
G and the corresponding homotopy moment map f : g! L (M; !), where g is the Lie algebra of G. Let
N
i
,!M a G-invariant submanifold of M. Then, assuming that i! is a non-degenerate (n+ 1)-form
on N , the action G 	 (N ; i!) is Hamiltonian with homotopy moment map if : g ! L (N ; i!).
Proof. We need to prove that fN = if is indeed an homotopy moment map for the action of G on (N ; i!).
That is, we have to prove that the following diagram commutes
L (N ; i!)
g XHam (N ; i
!)
fN
vN 

such that
  ivNx i
! = dfN1 (x) ; 8 x 2 g ; (4.109)
where
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fN = if : g! L (N ; i!) : (4.110)
Let us introduce the following L1-subalgebra of L (M; !)
LN (M; !) = C1 (M)! 
1 (M)!    ! ~
n 1Ham (M) ; (4.111)
where
~
n 1Ham (M) =

 2 
n 1Ham (M) = vjN 2 TN
	
: (4.112)
Since L (M; !) and LN (M; !) are equal in every component but the zero one, in order to see that LN (M; !)
is actually a L1-subalgebra of L (M; !), we only have to check that the binary bracket l2 of L (M; !) restricts
to ~
n 1Ham (M). This is indeed the case since given any two Hamiltonian forms  and  we have
[v; v ] = vf;g ; (4.113)
and of course the Lie bracket of two vector fields tangent to N is again tangent to N . Please notice now that
fk(x) 2 L
N (M; !) ; 8 x 2 g
k k  1 : (4.114)
Actually, equation (4.114) trivially holds for every k > 1 since L (M; !) and LN (M; !) are equal in every
component but the zero one. We have to check then only the k = 1 case, that is, we have to prove that
f1(x) 2 ~

n 1
Ham (M) ; 8 x 2 g : (4.115)
By assumption, the action of G on (M; !) is through Hamiltonian vector fields. That is, the infinitesimal
action of G on (M; !) is generated by Hamiltonian vector fields respect to !. This fact is encoded in the map
v  of diagram 4.1.8 which assigns to every infinitesimal element x of G, which belongs to g, the Hamiltonian
vector field vx that generates the corresponding action. Since N is a G-invariant submanifold of M we have
that
vxjN 2 TN ; (4.116)
since otherwise there would exist at least one point q 2 N such that its orbit under the action of G is not
contained in N . Finally, since vx = vf1(x)
12 thanks to equation (4.24), we obtain equation (4.115). Thus we
conclude that
f : g! LN (M; !)  L (M; !) : (4.117)
We are ready now to first prove that fN = if is an honest L1-morphism from g to L (N ; i!). This
is trivially true for all the components of fN except for fN1 . Therefore, what we have to check is that
if1(x) 2 

n 1
Ham (N ; i
!) for all x 2 g. That is indeed the case since, given x 2 g, we have
  vf1(x)! = df1(x) )  i

 
vf1(x)!

= idf1(x) )  vf1(x) (i
!) = d (if1(x)) ; (4.118)
since ivf1(x) = vf1(x) thanks to equation (4.117). Therefore, i
f1(x) is Hamiltonian respect to i! with
Hamiltonian vector field given by the restriction of vf1(x) to N . Is easy to see know that f
N satisfies
equations (4.109), (4.25) and (4.27) and therefore it is indeed an homotopy moment map for the action of G
on (N ; i!).
The product action can be written in this case as
GG 	 (MM; ! ^ !) (4.119)
In particular, we can restrict this action to the diagonal G of GG acting on the product manifold
12We are slightly abusing the notation by calling by the same letter the Hamiltonian vector field that corresponds to a given
Hamiltonian form and the Hamiltonian vector field that corresponds to a given element of the Lie algebra g.
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G ' G 	 (MM; ! ^ !) : (4.120)
The diagonal M ' M of MM is invariant under the action of G. Therefore, using the obvious
inclusion
i : M ,!MM ; (4.121)
we can define now an action of G on M as follows
G ' G 	 (M; i (! ^ !)) ' (M; ! ^ !) ; (4.122)
which, by means of lemma 4.3.4, is Hamiltonian with homotopy moment map given by
iF : g! L (M; ! ^ !) ; (4.123)
where F is as in theorem 4.3.2. Therefore, we have proven that if an action G 	 (M; !) is Hamiltonian,
then the action G 	 (M; !n) ; n 2 N is also Hamiltonian13.
13This is done by sightly extending the proof above, allowing !a and !b to be different and so that the restriction of their wedge
product to M is non-degenerate.
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