In this article we define a finite-element method for elliptic partial differential equations (PDEs) on curves or surfaces, which are given implicitly by some level set function. The method is specially designed for complicated surfaces. The key idea is to solve the PDE on a narrow band around the surface. The width of the band is proportional to the grid size. We use finite-element spaces that are unfitted to the narrow band, so that elements are cut off. The implementation nevertheless is easy. We prove error estimates of optimal order for a Poisson equation on a surface and provide numerical tests and examples.
Introduction
Partial differential equations (PDEs) on surfaces occur in many applications. For example, traditionally they arise naturally in fluid dynamics and materials science and more recently in the mathematics of images. Denoting by Γ the Laplace-Beltrami operator on a hypersurface Γ contained in a bounded domain Ω ⊂ R n+1 , we consider the model problem
(1.1)
where c and f are prescribed data on the closed surface Γ . For strictly positive c, there is a unique solution (Aubin, 1982) . A surface finite-element method was developed in Dziuk (1988) for approximating 352 K. DECKELNICK ET AL.
(1.1) using triangulated surfaces, see also Demlow & Dziuk (2007) . This approach has been extended to parabolic equations (Dziuk & Elliott, 2007b) and the evolving surface finite-element method for parabolic conservation laws on time-dependent surfaces (Dziuk & Elliott, 2007a ).
Implicit surface equation
In this paper we consider an Eulerian level set formulation of elliptic PDEs on an orientable hypersurface Γ without boundary. The method is based on formulating the PDE on all level set surfaces of a prescribed function Φ whose zero level set is Γ and for which ∇Φ does not vanish. Eulerian surface gradients are formulated by using a projection of the gradient in R n+1 onto the level surfaces of Φ. These Eulerian surface gradients are used to define weak forms of surface elliptic operators and so generate weak formulations of surface elliptic equations. The resulting equation is then solved in one dimension higher but can be solved on a finite-element mesh that is unaligned to the level sets of Φ.
Using extensions of the data c and f , we solve the equation
in all of Ω, where the Φ-Laplacian Φ = ∇ Φ • ∇ Φ is defined using the Φ-projected gradient ∇ Φ u = P∇u, P = I − ν ⊗ ν, ν := ∇Φ |∇Φ| .
Equation (1.2) can be rewritten as
which can be viewed as a diffusion equation in an infinitesimally striated medium with an anisotropic diffusivity tensor |∇Φ|P. This approach to surface PDEs consisting of solving implicitly on all level sets of a given function is due to Bertalmio et al. (2001) where finite-difference methods were proposed. The idea is to use regular Cartesian grids that are completely independent of the surface Γ . Finite-difference formulae for derivatives on the Cartesian grid are used to generate approximations of the implicit PDE.
Finite-element approach
It is natural to consider the finite-element approximation of implicit surface PDEs based on the following variational form of (1.3):
ELLIPTIC EQUATIONS ON IMPLICIT SURFACES 353 surface was proposed by Greer (2006) and can be used to remove the degeneracy of the elliptic operator. Finite-difference methods for implicit equations on evolving surfaces were considered in Adalsteinsson & Sethian (2003) and Xu & Zhao (2003) . A finite-element method for evolutionary second-and fourthorder implicit surface equations was formulated in Dziuk & Elliott (2008a) . The evolving surface finite element method approach to conservation laws on evolving surfaces was extended to evolving implicit surfaces in Dziuk & Elliott (2008b) . Recently, eigenvalue problems for elliptic implicit surface operators were considered in Brandman (2007) . With this implicit surface approach, the complexity associated with equations on manifolds embedded in a higher-dimensional space is removed at the expense of solving an equation in one space dimension higher. However, it is clear that the stability, efficiency and accuracy of the numerical methods will depend on the following factors.
The degeneracy of the implicit equation and the regularity of solutions.
We observe that the anisotropic elliptic operator is degenerate in the sense that the diffusivity tensor P has a zero eigenvalue, Pν = 0, and there is no diffusion in the normal direction. The solution on each surface only depends on the values of the data on that surface. Elliptic regularity is restricted to each surface, see Theorem 3.1. For example, the Φ-Laplace equation
has the general solution, constant on each level surface of Φ,
where g : R → R is smooth, but weak solutions of the above PDE can be defined with g having no continuity properties.
Note that although the solution on a particular level set is independent of the solutions on any other (except by the extensions of the data) this will not be the case for the solution of the finite-element approximation where the discretization of the operator yields interdependence.
Another degeneracy for the equation is associated with critical points of Φ, where ∇Φ = 0. If Φ has an isolated critical point in Ω, then generically this is associated with the self-intersection of a level surface. It is easily observed that the finite-element approximation is still well defined but the analysis in the neighbourhood of such points is still open.
Ω and the boundary conditions on ∂Ω.
For an arbitrary domain Ω, the level sets of Φ will intersect the boundary ∂Ω. It is then necessary to formulate boundary conditions for equation (1.2) in order to define a well-posed boundary-value problem. It is easy to see that there is a unique solution to the variational form (3.3) of the equation with the natural variational boundary condition 354 K. DECKELNICK ET AL.
1.3.3
Well posedness and function spaces. In order to formulate a well-posedness theory, we introduce implicit surface function spaces, see Section 2, W k, p
In particular, we prove a density result for smooth functions in W 1, p Φ (Ω). Under condition (1.4), this density result allows us to establish the relation between W 1, p Φ (Ω) and the spaces W 1, p (Γ r ) on the r -level sets Γ r = {x ∈ Ω|Φ(x) = r } of Φ. This leads to establishing the surface elliptic regularity result of Theorem 3.1,
Regularity across level sets is then established in Theorem 3.2 by assuming smoothness of the normal derivatives of the data.
1.3.4
The choice of the computational domain. It is possible to triangulate the domain Ω and define the finite-element approximation on this triangulated domain. However, here we wish to consider the approximation of the PDE on just one surface Γ , namely the zero level set of Φ. It is natural to consider defining the computational domain to be a narrow annular region containing Γ in the interior. A possible choice is the domain {x ∈ Ω||Φ(x)| < δ}. In principle, the finite-element approach has the attraction of being able to discretize arbitrary domains accurately using a union of triangles to define an approximating domain. However, we wish to avoid fitting the triangulation to the level surfaces of Φ in the neighbourhood of Γ . Our approach is based on the unfitted finite-element method (Barrett & Elliott, 1984 , 1987 , 1988 , in which the domain on which we approximate the equation is not a union of elements. In this paper, we propose a narrow band finite-element method based on an unfitted mesh that is h-narrow in the sense that the domain of integration is D h := {x ∈ Ω||Φ h (x)| < γ h}, where Φ h is an interpolation of Φ. The finite-difference approach has to deal with the nonalignment of ∂Ω with the Cartesian grid and discretize the equation at grid points on the boundary of the computational domain. Previous works concerning finite-difference approximations have used Neumann and Dirichlet boundary conditions (Adalsteinsson & Sethian, 2003; Xu & Zhao, 2003; Greer, 2006; Greer et al., 2006) .
Order of accuracy of the numerical solution.
Currently works on finite-difference approximations of implicit surface equations have focused on practical issues and there is no error analysis. The natural Galerkin error bound in a weighted energy norm was derived in Burger (2008) . However, this is an error bound over all level surfaces contained in Ω. Since the finite-element mesh does not respect the surface it is not clear that the usual order of accuracy will hold on one level surface. The main theoretical numerical analysis result of this paper is an O(h) error bound in the H 1 (Γ )-norm for our finite-element method based on piecewise linear finite elements on an unfitted h-narrow band.
Outline of paper
The organization of the paper is as follows. In Section 2 we introduce the notion of Φ-implicit surface derivatives and Φ-implicit surface function spaces W k, p Φ (Ω). In particular, we prove a density result for smooth functions in W 1, p Φ (Ω) that allows us to establish the relation between the spaces W 1, p (Γ r ) on the r -level sets of Φ and W 1, p Φ (Ω). The existence, uniqueness and regularity theory for the Φ-elliptic equation is addressed in Section 3. The finite-element approximation is described in Section 4 and error bounds are proved. Finally, in Section 5 the numerical implementation is discussed together with the results of numerical experiments. 
Preliminaries

Φ-derivatives
In what follows we shall assume that the given hypersurface Γ is closed and can be described as the zero level set of a smooth function Φ :Ω → R, i.e. Γ = {x ∈ Ω|Φ(x) = 0} and ∇Φ(x) = 0, ∀ x ∈Ω.
(2.1)
Here Ω is a bounded domain in R n+1 that contains Γ . We define
as well as
Note that P is an orthogonal projection satisfying P = P 2 = P T , where we use the superscript T to denote transpose. With a differentiable function f : Ω → R, we associate its Φ-gradient
Note that, restricting to any r -level set Gilbarg & Trudinger, 1983, Section 16.1) . It is also the case that ν| Γ r is the unit normal to Γ r pointing in the direction of increasing Φ. We define the mean curvature H by
In what follows we shall sum from 1 to n +1 over repeated indices. Note that H | Γ r is the mean curvature of the level surface Γ r . We shall write
and have the following implicit surface integration formula (Dziuk & Elliott, 2008a) :
provided that f and ∂Ω are sufficiently smooth. Here ν ∂Ω is the unit outer normal to ∂Ω.
LEMMA 2.1 Let g : Ω → R n+1 be a differentiable vector field with g • ν = 0 in Ω. Then
Proof. Recalling (2.2), we have Differentiating the identity g • ν = 0 with respect to x j , we obtain
proving the desired result.
Implicit surface function spaces
Following Burger (2008), we introduce weak derivatives:
It is not difficult to see that (2.5) is equivalent to
which we equip with the norm
with the usual modification in the case p = ∞. In the same way, we can define the spaces W k, p
where ρ is a standard mollifier. Employing a partition of unity, it is sufficient to prove that Fix Ω ⊂⊂ Ω and choose Ω with Ω ⊂⊂ Ω ⊂⊂ Ω. For 0 < < dist(Ω , ∂Ω ) and x ∈ Ω , we have
where we have abbreviated:
Using (2.6), we obtain, for 0 < δ < dist(Ω , ∂Ω),
Integrating by parts the third term and observing the relation
we may continue as follows:
If we use standard arguments for convolutions and observe that |r ik (x, y)| C|x−y| for x ∈ Ω and |x− y| , we finally conclude
In what follows we assume in addition to (2.1) that Ω is of the form (1.4), i.e.
and recall that Γ r = {x ∈ Ω|Φ(x) = r } is the r -level set of Φ. We suppose that Γ α and Γ β are closed hypersurfaces. The next result gives a characterization of functions in W 1, p Φ (Ω) in terms of the spaces W 1, p (Γ r ) (see Aubin, 1982 for the corresponding definition). 
so that there exists a subsequence (u k j ) j∈N with
is again a consequence of the coarea formula.
The coarea formula and integration by parts on Γ r imply that, for
Thus (2.5) holds and we infer that u ∈ W 1, p Φ (Ω).
Implicit surface elliptic equation
In this section we prove existence and regularity for solutions of the model equation (1.2).
Φ-elliptic equation
Let Ω and Φ be as above and assume that f ∈ L 2 (Ω) and c ∈ L ∞ (Ω) with c c a.e. in Ω, (3.1) wherec is a positive constant. We consider the implicit surface equation
Using Lemma 2.1, we may rewrite this equation in the form
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Multiplying by a test function, integrating over Ω and using integration by parts leads to the following variational problem: find u ∈ W 1,2
Note that the boundary term vanishes because the unit outer normal to ∂Ω points in the direction of ∇Φ. It follows from Burger (2008) that (3.3) has a unique solution u ∈ W 1,2 Φ (Ω) and one can show that u |Γ r is the weak solution of
for almost all r ∈ (α, β), the regularity theory for elliptic PDEs on manifolds implies that u ∈ W 2,2 (Γ r ) for almost all r ∈ (α, β) and
, and we have proved the following theorem. 
(3.4)
Regularity
The goal of this section is to investigate the regularity of the solution of (3.3) in the normal direction. For this purpose, we define, for a differentiable function f ,
and similarly we say z = D ν f weakly if
The derivatives D ν and D i do not commute, but we have the following rules for exchanging the order of differentiation, which can be derived with the help of the symmetry relation where
Let us in the following assume that Φ ∈ C 3 (Ω). In order to examine the regularity of the solution of (3.3), we consider the regularized equation
in which f and c are mollifications of f and c with c c in Ω. We associate with (3.10) and (3.11) the following weak form:
where a :
. It is not difficult to verify that the above problem is uniformly elliptic and that
for all u ∈ H 1 (Ω) and 0 . In particular, (3.10) and (3.11) has a smooth solution u that satisfies
Hence there exists a sequence
where u is the solution of (3.3). We shall examine the regularity of u in the normal direction by deriving bounds on the corresponding derivatives of u that are independent of . LEMMA 3.1 Let Ω ⊂ R n+1 satisfy (1.4) with Φ ∈ C 2 (Ω) and
|∇Φ| D ν u is a weak solution of the equation
for all Ω ⊂⊂ Ω, where Proof. Choose r 1 < t 1 < t 2 < r 2 and Ω ⊂⊂ Ω such that
and let η ∈ C ∞ 0 (r 1 , r 2 ) with η = 1 on [t 1 , t 2 ]. Define ζ (x) := η(Φ(x)). Similarly to the proof of Lemma 2.2, it can be shown that
Applying D ν to (3.10) and multiplying by |∇Φ| −1 yields
where
Next, we deduce with the help of (3.6) that
On the other hand, (3.8) yields
which combined with (3.22) implies that
Inserting (3.21) and (3.23) into (3.20), we find that v is a solution of the equation where
Multiplying (3.24) by ζ 2 v |∇Φ|, recalling that ζ = η(Φ(x)) and integrating over Ω, we obtain, in view of (2.5), the regularity of Φ and
(3.25)
Integration by parts yields
Let us next examine the terms on the right-hand side. Firstly,
Integration by parts gives Inserting the above estimates into (3.25) and recalling (3.14) as well as (3.18) and (3.19), we conclude that
Since ζ ≡ 1 on Ω , we infer that (v ) 0< < 0 is bounded in W 
It is not difficult to show that this implies that D ν u exists and satisfies D ν u = |∇Φ|v ∈ W 1,2 Φ (Ω ). Let us finally derive the equation that is satisfied by v. For this purpose, we return to (3.24) and multiply this equation by ς |∇Φ| for an arbitrary ς ∈ C ∞ 0 (Ω ). Thus
Combining the relation k D ν v k → 0 in L 2 (Ω ) with (3.15) and (3.27) and the fact that u ∈ W 2,2 Φ (Ω), one can pass to the limit in the above relation to obtain
where g is given in (3.17).
Observing that g ∈ L 2 (Ω ), we have proved the following regularity theorem.
THEOREM 3.2 In addition to the assumptions of Theorem 3.1, suppose that Φ ∈ C 3 (Ω) and that the coefficients satisfy
The constant C depends on Ω, Ω , Φ,c and c.
3.1 and 3.2 imply that u ∈ W 1,2 (Ω ) for all Ω ⊂⊂ Ω. Higher regularity of u can now be obtained by iterating the above arguments under appropriately strengthened hypotheses on the data of the problem. For example, estimating the second normal derivative would require deriving an equation for w = |∇Φ| −2 D 2 ν u.
Numerical scheme and error analysis
Finite-element approximation
Let Ω 0 be an open polyhedral domain such that B δ (Γ ) ⊂ Ω 0 ⊂⊂ Ω for some δ > 0, where B δ (Γ ) = {x ∈ Ω|dist(x, Γ ) < δ}. Let T h be a triangulation of Ω 0 with maximum mesh size h := max T ∈T h diam(T ). We suppose that the triangulation is quasi-uniform in the sense that there exists a constant κ > 0 (independent of h) such that each T ∈ T h is contained in a ball of radius κ −1 h and contains a ball of radius κh. We denote by a 1 , . . . , a N the nodes of the triangulation and by ψ 1 , . . . , ψ N the corresponding linear basis functions, i.e. ψ i ∈ C 0 (Ω 0 ) and
Φ(a i )ψ i as the usual Lagrange interpolation of Φ. In view of the smoothness of Φ, we have
from which we infer in particular that |∇Φ h | c 0 inΩ 0 for 0 < h h 0 . Hence we can define
Our aim is to estimate the error between u h and the exact solution u. Since the equation for u is given in terms of the level set of Φ rather than that of Φ h , it turns out to be useful to work with the transformation F h defined in Lemma 4.1.
LEMMA 4.1 For h sufficiently small, there exists a bilipschitz mapping
Proof. We try to find F h in the form
where η h : Ω 0 → R has to be determined. A Taylor expansion yields 
Here B is the closed subset of W 1,∞ (Ω 0 ) given by
where K is chosen sufficiently large and h is sufficiently small. We omit the details. 
Let T C h := {T ∈ T h |T ∩ D h = ∅} denote the computational elements and consider the nodes of all simplices T belonging to T C h . After relabelling we may assume that these nodes are given by a 1 , . . . , a m . Let S h := span{ψ 1 , . . . , ψ m }. The discrete problem now reads: find u h ∈ S h such that
( 4.4) Our error analysis requires the conditions To see this, note that if x ∈ Γ ∩ T and y ∈ T we have, because Φ h is linear, that, for a vertex a of T ,
REMARK 4.1 In the case that Φ is a signed distance function then we can choose γ = 1.
The bound on the measure of D h , (4.6), follows from the observation that, for h sufficiently small, |Φ| < 2γ h on D h and, since |∇Φ| c Φ > 0 on Ω 0 , using the coarea formula we have
where |Γ * | is a bound for the measure of the level sets of Φ in Ω 0 .
Error analysis
THEOREM 4.1 Assume that the solution u of (3.3) belongs to W 2,∞ (Ω 0 ) and that c, f ∈ W 1,∞ (Ω 0 ). Let u h be the solution of the finite-element scheme defined as in Section 4.2 satisfying (4.5). Then
Proof. We use the transformation F h defined in Lemma 4.1. In order to derive the corresponding error relation, we take an arbitrary v h ∈ S h , multiply ( {x ∈ Ω 0 ||Φ(x)| < γ h}. Since the unit outer normal to ∂ D h points in the direction of ∇Φ, integration by parts yields
Hence we have
Using the transformation rule, (4.8) and the fact that P 2 = P, we obtain
. 
where we have used the bound on |D h |, (4.6). Since c, f ∈ W 1,∞ (Ω 0 ), one shows in a similar way that
Let us introduce e : D h → R, e := u − u h ; in view of the above calculations, e satisfies the relation
for all v h ∈ S h . As usual, we split e as follows:
where ρ h is the interpolation error and
Next, inserting v h = θ h into (4.11) and recalling (4.9) and (4.10) as well as (4.12), we obtain
and hence
(4.14)
Let us now turn to the error estimate on Γ . Using inverse estimates together with (4.1), (4.5) and (4.14), we infer
Combining this estimate with (4.13), we then obtain
and the theorem is proved.
Numerical results
In this section we present the results of some numerical tests and experiments. In particular, they confirm the order h convergence in the H 1 (Γ )-norm and suggest higher-order convergence in the L 2 (Γ )-norm. A detailed description of the finite-element space was given in Section 4.2.
Implementing the unfitted finite-element method
As described in Section 4.2, we replace the smooth level set function Φ by its piecewise linear interpolant Φ h = I h Φ and work on D h = {x ∈ Ω 0 ||Φ h (x)| < γ h}, yielding the finite-element scheme (4.4).
The set D h then consists of simplices T and sub-elementsT that are 'cut-off' simplices. In practice, it is not necessary to keep the mesh data structures for a uniformly refined triangulation of Ω 0 as elements not intersecting D h play no part in the computation. So, in the implementation reported here, the domain Ω 0 is triangulated coarsely and then the grid is refined in a strip that includes the computational domain D h . For example, a typical situation for a curve in two space dimensions is shown in Fig. 1 . The curve Γ intersects the two-dimensional grid quite arbitrarily, giving rise to sub-elementsT that are triangles or quadrilaterals of arbitrary size and regularity. The method then yields a standard linear system with stiffness matrix S, mass matrix M and right-hand side b given by
where m denotes the number of vertices of the triangles belonging to T C h . Note that this includes vertices lying outside D h .
In the usual way, one assembles the matrices element by element. In the case of elements that intersect D h , one has to calculate the sub-element mass matrix MT and the element stiffness matrix ST :
Here ψ T i denotes the ith local basis function on T ⊃T . The quantity ∇Φ h is constant onT . For the computation of the integrals we splitT into simplices and use standard integration formulas on these.
Note that, since the sub-elementsT of the cut-off triangulation can be arbitrarily small, it is possible that the resulting equations for vertices in T C h that lie outside of D h may have arbitrarily small elements. Thus, in this form, the resulting equations can have an arbitrarily large condition number. However, in our case of piecewise linear finite elements, by diagonal preconditioning the degenerate conditioning is removed. For higher-order finite elements this simple resolution of the ill-conditioning problem is not possible and for deeper insight into the stabilization of higher-order unfitted finite elements we refer to Heine (2008) .
Two space dimensions
We begin with a test computation for a problem with a known solution so that we are able to calculate the error between the continuous and discrete solutions. The level set function is chosen as Φ(x) = |x| − 1. We choose Ω 0 = (−2, 2) 2 , which is triangulated as shown in Fig. 2 . As the right-hand side for (5.1) we take
and extend it constantly in the normal direction as is then obviously the solution of the PDE (5.1) on the curve Γ , and a short calculation also shows that u, is a solution of Figure 3 shows this solution and in Table 1 we give the errors and experimental orders of convergence (EOC) for this test problem. We calculated the errors on the strip
and on the curve
at For errors E(h 1 ) and E(h 2 ) for the grid sizes h 1 and h 2 , the experimental order of convergence is defined as
We also include a table for the choice γ = 5. The results in Tables 1 and 2 for the choices γ = 1 and γ = 5 confirm the theoretical results from Theorem 4.1 for the H 1 (Γ )-norm. Our analysis does not provide a higher-order convergence in the L 2 (Γ )-norm. However, the numerical results indicate the possibility of quadratic convergence for the L 2 (Γ )-norm in two space dimensions. However, this quadratic convergence may need h to be sufficiently small. Note that for the larger values of h the behaviour of the L 2 (Γ )-norm in Table 2 is erratic, and for smaller values of h the L 2 (Γ )-error is larger than that in the narrower band. We do not have an explanation for this. We observe that using the coarea formula as in the derivation of the bound (4.6) implies that |D h | ch, so that the estimate (4.14) suggests that the error in the weighted norm
The numerical experiments agree with this.
We add a computation on an asymptotically larger strip. For this, we have chosen
at University of Warwick on April 20, 2010 The results for this case are shown in Table 3 . Apparently, the L 2 (Γ )-norm converges quadratically. The numerical analysis on Γ for larger strips remains an open question.
Three space dimensions
In three space dimensions we are solving PDEs on surfaces. The numerical method is principally the same as in two dimensions. But now we have to calculate mass and stiffness matrices on cut-off tetrahedra. As a test for the asymptotic errors we use a similar example to the previous two-dimensional example.
EXAMPLE 5.2 We choose Γ = S 2 and Ω 0 = (−2, 2) 3 together with Φ(x) = |x| − 1. For any constant a, the function u(x) = a |x| 2 12 + |x| 2 (3x Table 4 we show the errors and experimental orders of convergence for this example. They confirm our theoretical results and again indicate higherorder convergence in L 2 (Γ ). The points x ( j) are close to the surface Γ . The triangulated domain is Ω 0 = (−3, 3) 3 ⊂ R 3 . We used a three-dimensional grid with m = 159880 active nodes, i.e. nodes of the triangulation T C h . The diameters of the simplices varied between 0.0001373291 and 0.03515625. In Fig. 5 we show the solution of this problem. Figure 6 shows the solution of the PDE The computational data are the same as for Fig. 5 .
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