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a b s t r a c t
In [H. Suzuki, Imprimitive Q -polynomial association schemes, J.
Algebraic Combin. 7 (2) (1998) 165–180], it was shown that an
imprimitive Q -polynomial scheme X = (X, {Ri}0≤i≤d) is either
dual bipartite, dual antipodal or of class 4 or 6. In this paper, it
will be shown that the scheme of class 4 does not occur using the
integrality conditions of the entries of the first eigenmatrix of X.
These integrality conditions arise from the fact thatX has exactly
one Q -polynomial ordering [H. Suzuki, Association schemes with
multipleQ -polynomial structures, J. Algebraic Combin. 7 (2) (1998)
181–196].
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
It was shown that an imprimitive P-polynomial scheme is either antipodal or bipartite. (See for
example [1,2].) A similar classification for Q -polynomial schemes was obtained by the second author
in [5]. He showed that they are either dual antipodal or dual bipartite or of class d = 4 or d = 6 with
dual intersection arrays, given respectively by
ι∗(X) =
{∗ 1 c∗2 m− b∗3 1
0 0 a∗2 0 m− 1
m m− 1 1 b∗3 ∗
}
(1)
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where a∗2 6= 0, and
ι∗(X) =
{∗ 1 c∗2 c∗3 1 c∗5 m
0 0 a∗4 + a∗5 0 a∗4 a∗5 0
m m− 1 1 b∗3 b∗4 1 ∗
}
(2)
where a∗2 = a∗4 + a∗5 6= 0.
In this paper, we will eliminate the case d = 4 using the integrality conditions of the entries of
the first eigenmatrix of X. These integrality conditions arise from the fact that X has exactly one
Q -polynomial ordering [6].
2. Preliminaries
2.1. Association schemes
In this subsection, we review some of the definitions and basic concepts regarding association
schemes. For more background information, see [1,2].
LetX = (X, {Ri}0≤i≤d) be a symmetric association scheme with adjacency matrices A0, A1, . . . , Ad
and primitive idempotents E0, E1, . . . , Ed. Without loss of generality, we may assume that |X |E0 = J ,
where J is the all one matrix. We recall the following:
AiAj =
d∑
h=0
phi,jAh, (3)
Ei ◦ Ej = 1|X |
d∑
h=0
qhi,jEh, (4)
Ai =
d∑
j=0
pi(j)Ej, (5)
Ei = 1|X |
d∑
j=0
qi(j)Aj (6)
for all 0 ≤ i, j ≤ d. The first and second eigenmatrices P,Q ∈ Matd+1(C), where Pij = pj(i) and Qij =
qj(i) satisfy
PQ = QP = |X |I, (7)
p0(i) = q0(i) = 1, (8)
pi(0) = ki, (9)
qi(0) = mi, (10)
pi(j)
ki
= qj(i)
mj
(11)
for all 0 ≤ i, j ≤ d.
X is said to be a Q -polynomial schemewith respect to the ordering E0, E1, . . . , Ed whenever under
the Hadamard multiplication
|X |Ei = v∗i (|X |E1) (0 ≤ i ≤ d), (12)
where v∗i (x) is the polynomial of degree i defined recursively by the following:
v∗0(x) = 1,
xv∗i (x) = b∗i−1v∗i−1(x)+ a∗i v∗i (x)+ c∗i+1v∗i+1(x) (0 ≤ i ≤ d− 1), (13)
xv∗d (x) = b∗d−1v∗d−1(x)+ adv∗d (x)+ v∗d+1(x)
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and for all 0 ≤ i ≤ d,
c∗i = qii−1,1
a∗i = qii,1
b∗i = qii+1,1
c∗0 = c∗d+1 = b∗d = b∗−1 = 0.
Note that
v∗i (θ
∗
j ) = qi(j). (14)
IfX is Q -polynomial with respect to the ordering E0, E1, . . . , Ed, we say thatX has Q -idempotent E1.
2.2. Imprimitive association schemes
Denote by (X, Ri) the graph whose vertex set is X with x, y ∈ X adjacent if and only if (x, y) ∈
Ri. Two vertices x and y are said to be connected by a path in (X, Ri) if there exist vertices x =
x0, x1, . . . , xl = y such that xj is adjacent to xj+1 in (X, Ri) for all 0 ≤ j ≤ l − 1. If all elements in
X are connected by a path in (X, Ri), we say that (X, Ri) is connected. Otherwise, it is disconnected.
An association scheme X = (X, {Ri}0≤i≤d) is said to be imprimitive if (X, Ri) is disconnected for
some i > 0.
Theorem 1 ([1, Theorems 4.6, 9.3, and Proposition 4.5]). LetX = (X, {Ri}0≤i≤d) be an association scheme
with adjacency matrices A0, A1, . . . , Ad and primitive idempotents E0, E1, . . . , Ed. Then the following are
equivalent:
(i) X is imprimitive;
(ii) there exists {0} ( I ( {0, 1, . . . , d} such that {Ai | i ∈ I} is closed under matrix multiplication;
(iii) there exists {0} ( J ( {0, 1, . . . , d} such that {Ej | j ∈ J} is closed under Hadamard multiplication;
(iv) there exists {0} ( I,J ( {0, 1, . . . , d} such that after some rearrangement of the rows and columns∑
i∈I
Ai = r
∑
i∈J
Ei = Iw ⊗ Jr ,
where
r =
∑
i∈I
ki and w =
∑
i∈J
mj.
Theorem 2 ([1, Theorems 9.4, 9.9]). Let X = (X, {Ri}0≤i≤d) be an imprimitive association scheme and
I,J be the subsets of {0, 1, . . . , d} as in Theorem 1. Let ∼ and' be relations of {0, 1, . . . , d} defined by
i ∼ j if and only if pji,α 6= 0 for some α ∈ I,
i ' j if and only if qji,β 6= 0 for some β ∈ J.
Then the following hold:
(i) The relations∼ and' are equivalence relations.
(ii) Let T0 = I, T1, . . . , Tt be the equivalence classes of {0, 1, . . . , d} under ∼, and T0 = J, T1, . . . , Ts
be the equivalence classes under '. Let
Di =
∑
α∈Ti
Aα and Fj =
∑
β∈Tj
Eβ .
Then |I| = s + 1 and |J| = t + 1. Moreover, {Fi | 0 ≤ i ≤ s}, and {Ej | j ∈ J} are the primitive
idempotents of 〈Ai | i ∈ I〉 and 〈Di | 0 ≤ i ≤ t〉, respectively.
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3. Galois automorphisms
Proposition 3. Let X be a Q -polynomial scheme with Q -idempotent E1, K = Q ({pi(j) | 0 ≤ i, j ≤ d}).
Then the following hold:
(i) K/Q is a Galois extension;
(ii) for any Galois automorphism σ of K/Q
Eσ1 =
1
|X |
d∑
i=0
q1(i)σAi
is a Q -idempotent;
(iii) if X has exactly one Q -polynomial ordering, then [K : Q ] = 1 and all the entries of the first
eigenmatrix are integers; and
(iv) if X has another Q -polynomial ordering, then [K : Q ] ≤ 2.
Proof. (i) Since every normal extension of characteristic 0 is a Galois extension, we only show that K
is a normal extension of Q . Let σ : K −→ Q be an injective homomorphism, where Q denotes the
algebraic closure of Q . Let σ act on Ei entrywise. Clearly (Ei ◦ Ej)σ = Eσi ◦ Eσj . It is easy to verify that
(EiEj)σ = Eσi Eσj . Thus, for all 0 ≤ i, j ≤ d,
Eσi E
σ
j = δijEσj ,
E0σ + Eσ1 + · · · + Eσd = I,
Eσi =
1
|X |
d∑
i=0
qi(j)σAj. (15)
Hence, {Eσ0 , Eσ1 , . . . , Eσd } = {E0, E1, . . . , Ed}, i.e. σ permutes E0, E1, . . . , Ed. Let Eσi = Eiσ . Since
(AiEj)σ = (pi(j)Ej)σ , AiEjσ = pi(j)σ Ejσ . This implies that pi(j)σ = pi(jσ ). Therefore, Kσ = K and
K/Q is a Galois extension.
(ii) Let σ be in Gal(K/Q ). Clearly |X |Eσi = v∗i σ (|X |Eσ1 ) where v∗i σ (x) denotes the polynomial
obtained by applying σ to the coefficients of v∗i (x). Since v
∗
i
σ (x) is a polynomial of degree i, Eσ1 is
a Q -idempotent.
(iii) & (iv) Suppose that σ ∈ Gal(K/Q ) and Eσ1 = E1. Note that
Span{E0, E1, E1 ◦ E1} = Span{E0, E1, E2} (16)
and this subspace of M is closed under ordinary multiplication. Since (E1 ◦ E1)σ = E1 ◦ E1, Eσ0 =
E0, and Eσ1 = E1, applying σ to both sides of (16), we have
〈E0, E1, (E1 ◦ E1)〉 = 〈E0, E1, E2σ 〉.
Hence E2σ = E2 as E2 is an idempotent. Doing this inductively for the rest of the Ei’s, we have Eσi = Ei
for all 0 ≤ i ≤ d. Thus, qi(j)σ = qi(j) for all i, j which implies that pj(i)σ = pj(i), i.e. σ fixes K . Hence
σ = id.
In particular, ifX has exactly one Q -polynomial ordering, |Gal(K/Q )| = [K : Q ] = 1 by (ii). Note
that since all entries of the first eigenmatrix P are algebraic integers, these must be rational integers.
Moreover, if σ is a non-identity element in Gal(K/Q ), then Eσ1 = Ej for some j 6= 1 and Ej is
another Q -idempotent. Since there are at most two Q -idempotents by Theorem 2 in [6], j is uniquely
determined.
Let τ be an arbitrary element in Gal(K/Q ). Then either Eτ1 = E1 or Eτ1 = Ej. If Eτ1 = E1, τ = id.
Suppose that Eτ1 = Ej. Then E1τσ
−1 = E1 which implies that τσ−1 = id. Therefore τ = σ . Thus,
|Gal(K/Q )| ≤ 2 and [K : Q ] ≤ 2. 
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4. Non-existence of the scheme with d = 4
Throughout this section, we suppose that Y = (Y , {Ri}0≤i≤d) is a Q -polynomial scheme of class 4,
m > 2, with dual intersection array
ι∗(Y) =
{∗ 1 c m− b 1
0 0 m− c − 1 0 m− 1
m m− 1 1 b ∗
}
wherem− c − 1 6= 0.
Lemma 4. With a suitable ordering of the relations, the scheme Y has eigenmatrices given by the
following:
P =

1 r1n r2n r3n m
1 α1 α2 α3 −1
1
mα21 − (r1n)2
nr1(m− 1)
mα22 − (r2n)2
nr2(m− 1)
mα23 − (r3n)2
nr3(m− 1) −1
1 −r1 −r2 −r3 m
1
r21n
r1n(m− 1)− α1m
r22n
r2n(m− 1)− α2m
r23n
r3n(m− 1)− α3m −1

,
Q =

1 m
m(m− 1)
c
n bn
1
α1m
r1n
(α1m)2 −m(r1n)2
c(r1n)2
−1 br1n
r1n(m− 1)− α1m
1
α2m
r2n
(α2m)2 −m(r2n)2
c(r2n)2
−1 br2n
r2n(m− 1)− α2m
1
α3m
r3n
(α3m)2 −m(r3n)2
c(r3n)2
−1 br3n
r3n(m− 1)− α3m
1 −1 1−m
c
n −bn
m

,
where m = m1, n = m3, and
α1 + α2 + α3 = 0, (17)
r1 + r2 + r3 = m+ 1. (18)
Proof. Let T0 and T1 be the equivalence classes defined in Theorem 2. Clearly, T0 = J = {0, 3}. Since
q213 = b∗2 6= 0 and
q413 = c∗3 6= 0
then T1 = {1, 2, 4}. By Theorem 2, |I| = 2. Without loss of generality, assume that I = {0, 4}.
Since
m2 +m4 = m2 + m2b
∗
2b
∗
3
c∗3 c
∗
4
= m2m
m− b∗3
= mn.
and
∑4
i=0mi = |X |,
(1+ n)(1+m) = |X |.
From Theorem 1(iv), the imprimitive partition of X has w = 1+ n parts, each of size r = 1+ k4 and
wr = |X |. Thus, by (4), r = 1+m and k4 = m.
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Again, by Theorem 1(iv),
r(E0 + E3) = A0 + A4, (19)
where r = 1+ k4. Thus, by (5),
p0(i)+ p4(i) = 0 (i = 1, 2, 4),
p0(3)+ p4(3) = r.
Hence, p4(i) = −1 (i = 1, 2, 4) and p4(0) = k4 = p4(3). By (6) and (19),
q0(i)+ q3(i) = 0 (1 ≤ i ≤ 3)
q0(0)+ q3(0) = q0(4)+ q3(4) = |X |1+m = 1+ n,
where n = m3. Hence q3(i) = −1 (1 ≤ i ≤ 3) and q3(4) = n.
Let pi(1) = αi and pi(3) = −ri for (1 ≤ i ≤ 3). By (11),
ki = rin, and q1(i) = αimrin (20)
for (1 ≤ i ≤ 3) and q1(4) = −1.
Since PQ = |X |I , the sum of the entries in the ith row (i 6= 1) of the first eigenmatrix P must be
zero. Hence
α1 + α2 + α3 = 0, (21)
r1 + r2 + r3 = m+ 1. (22)
Also by (6) and (14)
q2(i) = v∗2(q1(i)) =
q1(i)2 −m
c
= (αim)
2 −m(rin)2
c(rin)2
.
Since
E1 ◦ E4 = 1|X | (bE3 + (m− 1)E4),
we have for 0 ≤ i ≤ 4,
q1(i)q4(i) = bq3(i)+ (m− 1)q4(i)
q4(i) = −bq3(i)m− 1− q1(i) .
In particular,
m4 = q4(0) = −bnm− 1−m = bn.
Hence for 1 ≤ i ≤ 3,
pi(4) = −bq3(i)ki
(m− 1− q1(i))m4 =
−b(−1)rin
(m− 1− αimrin )bn
= r
2
i n
rin(m− 1)− αim .
The rest of the entries of the eigenmatrices can be solved using (11). 
Theorem 5. The scheme with d = 4 does not occur.
Proof. By inspection of B∗i (2 ≤ i ≤ 4), or by using [6, Theorem 2], it is easy to see that Y has exactly
one Q -polynomial ordering. By Proposition 3, all entries of the first eigenmatrix P are integers. In
particular, αi and ri, (1 ≤ i ≤ 3) are integers. Note also that ri > 0 as ki = rin .
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Since Y is a Q -polynomial, q1(1), q1(2) and q1(3) are distinct. Thus, some of the αi’s are non-zero.
Hence by (17), at least one of them is negative. Set α = αi < 0 and r ′ = ri. Then
1 ≤ pi(4) = r
′2n
(m− 1)r ′n− αm <
r ′2n
(m− 1)r ′n =
r ′
m− 1 .
Thus, r ′ > m − 1. Since r ′ and m are integers, r ′ ≥ m. However, since ri ≥ 1 (1 ≤ i ≤ 3), by (18),
r ′ < m. A contradiction. Therefore the scheme with d = 4 does not occur. 
5. Concluding remarks
For examples and recent results of imprimitive Q -polynomial schemes, we refer the readers to
[3,4].
By Proposition 3 if there is a non-integral entry in the first eigenmatrix of a Q -polynomial scheme,
then it has a second Q -polynomial ordering of primitive idempotents. Hence it falls into one of the
cases listed in [6, Theorem 2]. The authors believe that if the number of classes d is sufficiently large,
say d ≥ 5, we should be able to narrow down the possibilities to locate the possible non-integral
entries in the first eigenmatrix.
If an imprimitive Q -polynomial schemeX is neither dual antipodal nor dual bipartite, then d = 6
and the dual intersection array becomes the one in the Introduction. Applying the similar lines of
arguments in the previous section, we can prove the following.
(i) The scheme X has only one Q -polynomial ordering and all entries of the first eigenmatrix are
rational integers.
(ii) We may choose the adjacency matrix A6 so that
E0 + E3 + E6 = 11+m (A0 + A6).
(iii) |X | = (1+m)(1+m3 +m6) and the following holds.
E3 = 1|X | (m3(A0 + A6)+
m− 1− a∗4 − c∗2
c∗2
(A1 + A2 + A3)− mm− b∗3
(A4 + A5)).
(iv) Let A = A1 + A2 + A3, AE0 = (1+m)kE0, AE3 = (1+m)rE3 and AE6 = (1+m)sE6. Then k, r and
s are all rational integers such that k > r > 0,−1 > s > −k and
c∗2 =
(m− 1)(k+ rs)
k(−1− s) , b
∗
3 =
m(k− r)
k− s , and
a∗4 =
(m− 1)(ks2 − sr2 − rs+ 2ks− kr)
k(r − s)(−1− s) .
Note that k, r and s are eigenvalues of the strongly regular graph defined on the quotient scheme.
This gives a presentation of structure constants by four integral parametersm, k, r and s.
The authors do not know any Q -polynomial schemes with these parameters.
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