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0. Introduction
In this paper the subdifferential of a convex, proper and lower semicontinuous function is used to generalize the notion
of numerical radius of a continuous and linear operator in a Banach space. Let us recall that, given a nonzero real or complex
Banach space E , the numerical radius of an operator T ∈ L(E) (L(E) denoting the Banach algebra of all bounded and linear
operators on E) is the real number
v(T ) := sup{∣∣x∗(T x)∣∣: (x, x∗) ∈ Π(E)},
where
Π(E) := {(x, x∗) ∈ E × E∗: ‖x‖ = ‖x∗‖ = x∗(x) = 1}
(see [3,7,8]). Such an operator T is said to attain its numerical radius when
there exists
(
x0, x
∗
0
) ∈ Π(E) such that ∣∣x∗0(T x0)∣∣= v(T ).
In Section 1 we introduce, in a precise way and for a continuous and linear operator, the more general concept of convex
numerical radius associated with a convex, proper and lower semicontinuous function, for which a certain associated set is
nonempty and bounded, as well as some examples and properties. In Section 2 we prove that for a wide class of convex,
proper and lower semicontinuous functions—that of coercive ones—the notion of convex numerical radius makes sense. With
this aim in mind we state a generalization of the Bishop–Phelps theorem for the context of the subdifferential of a coercive,
convex, proper and lower semicontinuous function. Furthermore, we show a one-perturbation variational principle that
guarantees that the subdifferential of a convex, proper and lower semicontinuous function is surjective, under a certain
compactness hypothesis. Finally, Section 3 deals with a James’s type result for convex numerical radius that implies the
following version of James’s theorem for numerical radius [2, Theorem 1]: a Banach space is reﬂexive provided that every
rank-one operator attains its numerical radius. As a matter of fact, we provide a suﬃcient condition, in the spirit of this
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a Banach space.
The topological notions will refer to those of the norm topology, unless we indicate the contrary. In addition, for the
sake of simplicity we will assume the Banach space to be real, although the results are clearly likewise valid in the complex
case.
1. Convex numerical radius associated with a convex lsc function
Let E be a real Banach space, let f : E −→ R ∪ {∞} be a convex, proper (its effective domain, dom( f ) := {x ∈ E:
f (x) < ∞}, is nonempty) and lower semicontinuous function, let ε  0 and let x ∈ dom( f ). Let us recall that the ε-sub-
differential of f at x is the subset of E∗ (topological dual space of E)
∂ε f (x) :=
{
x∗ ∈ E∗: for all y ∈ E, x∗(y − x) f (y) − f (x) + ε}
while for x ∈ E \ dom( f ), ∂ε f (x) := ∅. The 0-subdifferential of f at x, simply called the subdifferential, is denoted by ∂ f (x).
Now we introduce the basic concept of this work:
Deﬁnition 1.1. Let E be a real Banach space, let T ∈ L(E) and let f : E −→R∪ {∞} be a convex, proper and lower semicon-
tinuous function such that the set
Π f := {(x, x∗) ∈ E × E∗: x∗ ∈ ∂ f (x) and 0 < ‖x∗‖ 1}
is nonempty and bounded. The convex numerical radius associated with f of T is the real number
v f (T ) := sup{∣∣x∗(T x)∣∣: (x, x∗) ∈ Π f }.
So, for example, if E is a nontrivial real Banach space and f : E −→R is the convex and continuous function x 	→ 12‖x‖2,
then it is a well-known fact (see [17, Example 2.26]) that for all x ∈ E = dom( f ) we have that
∂ f (x) = {x∗ ∈ E∗: x∗(x) = ‖x∗‖‖x‖ and ‖x∗‖ = ‖x‖},
hence v f agrees with the classical numerical radius. For another example, consider a nonempty, bounded, closed and convex
subset A of E and its indicator function δA : E −→R∪ {∞}, that is, for x ∈ E
δA(x) :=
{
0, if x ∈ A,
∞, otherwise.
Then it is obvious that for all x ∈ A = dom(δA),
∂δA(x) =
{
x∗ ∈ E∗: x∗(x) = sup
A
x∗
}
,
so
ΠδA = {(x, x∗) ∈ E × E∗: x∗ is a support functional of A at x and 0 < ‖x∗‖ 1}.
Observe that, on the one hand, as a consequence of the Bishop–Phelps theorem [5], ΠδA is not empty; and on the other
hand, that ΠδA is clearly bounded. Moreover, vδA generalizes the classical numerical radius v , since denoting by BE the
closed unit ball of E , it holds that vδBE = v .
In the following section we give a wide class of convex functions for which Π f is nonempty and bounded. It is clear that
v f is a continuous seminorm on L(E). In the next result we obtain another estimate of the convex numerical radius. Given
a real Banach space, P stands for the natural projection of E× E∗ onto E and for a convex, proper and lower semicontinuous
function f : E −→R∪ {∞}, x ∈ dom( f ) and y ∈ E we write
d+ f (x)(y) := lim
t→0+
f (x+ ty) − f (x)
t
when this limit exists, that is, d+ f (x)(y) is the directional derivative of f at x in the direction of y.
Proposition 1.2. Let E be a real Banach space and let f : E −→ R ∪ {∞} be a convex, proper and lower semicontinuous function in
such a way that Π f is nonempty and bounded. Then
T ∈ L(E) ⇒ v f (T ) sup
x∈P (Π f ), ε=±1
d+ f (x)(εT x).
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x∗ ∈ ∂ f (x) ⇔ x∗  d+ f (x).
In particular, given (x0, x∗0) ∈ Π f and T ∈ L(E), let ε0 ∈ {−1,1} such that |x∗0(T x0)| = x∗0(ε0T x0). Then
∣∣x∗0(T x0)∣∣= x∗0(ε0T x0) d+ f (x0)(ε0T x0) sup
x∈P (Π f ), ε=±1
d+ f (x)(εT x),
hence
v f (T ) sup
x∈P (Π f ), ε=±1
d+ f (x)(εT x)
as announced. 
It is easy to check that we cannot do without the d+ f (x)(−T x) terms on the right-hand side of the preceding inequality:
if E is a nonzero real Banach space, and f : E −→ R is the convex and continuous function f := 1/2‖ · ‖2, then for T =
−I ∈ L(E) (I is the identity mapping on E) we have that
v f (T ) = v(T ) = 1,
while for all x ∈ E
d+ f (x)(T x) = −‖x‖2,
and consequently
v f (T ) = 1 > 0 = sup
x∈P (Π f )
d+ f (x)(T x).
Observe also that in any nontrivial real Banach space E there exists a convex, proper and lower semicontinuous function
f : E −→R∪ {∞} with Π f nonempty and bounded and an operator T ∈ L(E) such that
v f (T ) < sup
x∈P (Π f ), ε=±1
d+ f (x)(εT x).
Indeed, it is enough to deﬁne the convex, proper and lower semicontinuous function f : E −→R by
f (x) := max{‖x‖, 2‖x‖ − 1} (x ∈ E).
Since
Π f = (0× BE∗) ∪
{
x∗ ∈ E∗: ‖x∗‖ = 1 and x∗(x) = ‖x‖ for some xwith 0 < ‖x‖ 1},
then T = I ∈ L(E) satisﬁes that
v f (T ) = 1
and
sup
x∈P (Π f )
d+ f (x)(T x) = 2,
so
v f (T ) < sup
x∈P (Π f ), ε=±1
d+ f (x)(εT x).
However, under some additional assumptions we can obtain equality in Proposition 1.2. Before stating this result we show
a technical lemma, interesting on its own, in which we characterize in terms of the subdifferential the points belonging to
the effective domain. We write “int” for “topological interior”.
Lemma 1.3. Suppose that E is a real Banach space and that f : E −→R∪ {∞} is a convex, proper and lower semicontinuous function
such that int(dom( f )) = ∅. If x0 ∈ dom( f ) with ∂ f (x0) = ∅, then
x0 ∈ int
(
dom( f )
) ⇔ ∂ f (x0) is weak-star compact.
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weak-star compact subset of E∗ . And conversely, if x0 ∈ dom( f ) \ int(dom( f )), as int(dom( f )) is a nonempty, convex and
open subset of E , we derive from the Hahn–Banach theorem the existence of x∗ ∈ E∗ such that
‖x∗‖ = 1 and x∗(x0) = sup
dom( f )
x∗. (1.3.1)
As we are assuming that ∂ f (x0) = ∅, let x∗0 ∈ ∂ f (x0) and let t > 0. Then x∗0 + tx∗ ∈ ∂ f (x0), because if x ∈ dom( f ) we have
that
x∗0(x− x0) + tx∗(x− x0) x∗0(x− x0)
(
by (1.3.1)
)
 f (x) − f (x0).
Thus, ∂ f (x0) is not bounded because x∗ = 0, and therefore it is not weak-star compact. 
The speciﬁc case of E being ﬁnite dimensional was stated in [18, Theorem 23.4]. If one surmises that in the previous
proof, the Hahn–Banach theorem could be replaced with that of Bishop–Phelps, it is not possible, since if int(dom( f )) = ∅
then Lemma 1.3 fails: let E be a real Banach space for which there exists a nonempty, closed, convex and bounded subset
A with an empty interior in such a way that some x0 ∈ A is not a support point (see [14, Example 5.3] for such E and A).
Then f = δA has an effective domain with an empty interior, but ∂ f (x0) = {0} is bounded.
If A is a nonempty subset of E we write
∂ f (A) := {x∗ ∈ E∗: there exists x ∈ dom( f ) ∩ A such that x∗ ∈ ∂ f (x)}.
Proposition 1.4. Let E be a real Banach space and let f : E −→R∪ {∞} be a convex, proper and lower semicontinuous function such
that Π f is nonempty and bounded. Assume in addition that int(dom( f )) = ∅ and that
∂ f
(
P
(
Π f
))⊂ BE∗ . (1.4.1)
Then
T ∈ L(E) ⇒ v f (T ) = sup
x∈P (Π f ), ε=±1
d+ f (x)(εT x).
Proof. Let T ∈ L(E). One inequality follows from Proposition 1.2. In order to state the other one, let us consider x0 ∈ P (Π f ).
We have by (1.4.1) and Lemma 1.3 that x0 ∈ int(dom( f )). Then, in view of [10, Theorems 4.1.8 and 4.2.7] there exists
x∗+ ∈ ∂ f (x0) such that
d+ f (x0)(T x0) = x∗+(T x0),
hence
d+ f (x0)(T x0)
∣∣x∗+(T x0)∣∣ v f (T ) (by (1.4.1)).
In the same way we prove the existence of x∗− ∈ ∂ f (x0) such that
d+ f (x0)(−T x0) = x∗−(−T x0),
which together with (1.4.1) gives
d+ f (x0)(−T x0) v f (T ).
As x0 is any element in P (Π f ), we ﬁnally deduce that
sup
x∈P (Π f ), ε=±1
d+ f (x)(εT x) v f (T )
and therefore we have the proposed equality. 
The comments regarding the above Proposition 1.2 also prove that we cannot remove the d+ f (x)(−T x) terms or condi-
tion (1.4.1).
Proposition 1.4 generalizes a well-known result relating the classical numerical radius to the directional derivative of the
norm:
Corollary 1.5. (See [8, §9].) If E is a nonzero real Banach space and T ∈ L(E), then
v(T ) = max
ε=±1 limt→0+
‖I + tεT‖ − 1
t
,
where I denotes the identity mapping on E.
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v(T ) = v f (T )
= sup
x∈P (Π f ), ε=±1
d+ f (x)(εT x) (by Proposition 1.4)
= sup
0<‖x‖1, ε=±1
‖x‖ lim
t→0+
‖x+ tεT x‖ − ‖x‖
t
= sup
0<‖x‖1, ε=±1
‖x‖2 lim
t→0+
‖x/‖x‖ + tεT x/‖x‖‖ − 1
t
= sup
‖x‖=1, ε=±1
lim
t→0+
‖x+ tεT x‖ − 1
t
= max
ε=±1 limt→0+
‖I + tεT‖ − 1
t
. 
2. Coercivity and convex numerical radius
Let us recall that a function f : E −→R∪ {∞} is coercive when
lim‖x‖→∞
f (x)
‖x‖ = ∞.
In this section we show that for such an f , the set Π f is nonempty and bounded.
It is not diﬃcult to prove that when E is reﬂexive and f is coercive, then Π f is nonempty, because ∂ f (E) = E∗ (the
converse is true when dom( f ) has nonempty interior: see [11]). In fact, we can state something better, applicable to non-
necessarily reﬂexive spaces. It is a so-called one-perturbation variational principle. This nomenclature was introduced in [9],
where such a principle appears [9, Theorem 2.1]. This kind of result guarantees the existence of a ﬁxed function for which
every function in a wide class, perturbed by it, attains its supremum.
First a technical result:
Lemma 2.1. Let f : E −→R∪ {∞} be a coercive, convex, proper and lower semicontinuous function. Then
for all x∗ ∈ E∗, x∗ − f is bounded above.
Proof. Take x∗0 ∈ E∗ . Since
lim‖x‖→∞
x∗0(x) − f (x)
‖x‖ = −∞,
then there exists α > 0 such that
‖x‖ α ⇒ x
∗
0(x) − f (x)
‖x‖ −1.
Hence, for ‖x‖ α
x∗0(x) − f (x)−α.
Finally let us prove that x∗0 − f is also bounded above in αBE , or equivalently, f is bounded below in αBE . Let x1 ∈ dom( f )
and let ε > 0. Since f is a convex, proper and lower semicontinuous function, then ∂ε f (x1) = ∅ (see [17, Proposition 3.15]).
Let x∗1 ∈ ∂ε f (x1), that is,
for all x ∈ E, x∗1(x− x1) f (x) − f (x1) + ε,
hence
‖x‖ α ⇒ f (x) f (x1) − x∗1(x1) − ε − α
∥∥x∗1∥∥
and f is bounded below on αBE . Therefore, x∗0 − f is bounded above as announced. 
We now can establish the announced one-perturbation variational principle:
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such that
r ∈R ⇒ f −1((−∞, r]) is weakly compact,
then ∂ f (E) = E∗ . In particular, Π f = ∅.
Proof. We must show
x∗ ∈ E∗ ⇒ x∗ − f attains its supremum.
Thus, let x∗0 ∈ E∗ . Thanks to Lemma 2.1 we know that
ρ := sup
E
(
x∗0 − f
)
< ∞.
Let {xn}n1 a sequence in E such that
lim
n1
(
x∗0(xn) − f (xn)
)= ρ. (2.2.1)
We can assume without loss of generality that
n 1 ⇒ f (xn) x∗0(xn) + 1− ρ. (2.2.2)
We derive from this last condition that the sequence {xn}n1 is bounded, because otherwise, taking a subsequence if nec-
essary,
lim
n1
‖xn‖ = ∞,
and according to (2.2.2) it would follow that
lim
n1
f (xn)
‖xn‖  limn1
(
x∗0(xn)
‖xn‖ +
1− ρ
‖xn‖
)
< ∞,
which contradicts the coercivity of f . Therefore, {xn}n1 is bounded, and this and (2.2.2) give the existence of r ∈ R such
that
n 1 ⇒ xn ∈ f −1
(
(−∞, r]).
The weak compactness of f −1((−∞, r]), the upper semicontinuity of x∗0 − f and (2.2.1), provide us with an x0 ∈
f −1((−∞, r]) in such a way that x∗0 − f attains its supremum at x0, that is, x∗0 ∈ ∂ f (x0). The arbitrariness of x∗0 ∈ E∗
shows that ∂ f (E) = E∗ . 
The converse of Proposition 2.2 has been stated in [15] under the additional hypothesis that the dual unit ball BE∗ is
weak-star sequentially compact. Still, we can guarantee that Π f is nonempty for a coercive function, assuming no compact-
ness hypothesis. To this end we shall give a generalization of the Bishop–Phelps theorem for the subdifferential of a convex,
proper and lower semicontinuous function. Such a Bishop–Phelps’s type result should be stated in these terms: the subd-
ifferential of each proper, convex and lower semicontinuous function f : E −→ R ∪ {∞} has dense range in E∗ . It is clear
that this assertion is false for any such a function: it suﬃces to consider f = ‖ · ‖; in this case ∂ f (E) = BE∗ . It would seem
necessary to assume a certain growth condition (coercivity) in order to deduce that the set ∂ f (E) is large enough:
Theorem 2.3. Let f : E −→R∪ {∞} be a coercive, convex, proper and lower semicontinuous function. Then
∂ f (E) = E∗.
In particular, Π f = ∅.
Proof. Let x∗0 ∈ E∗ . In view of Lemma 2.1, x∗0 − f is bounded above, that is, there exists M ∈R such that
for all x ∈ E, x∗0(x) − f (x) M.
Let x0 be any element in dom( f ) and let ρ > 0 such that
M < x∗0(x0) − f (x0) + ρ.
Then, if x ∈ dom( f ) we have that
x∗(x) − f (x) M < x∗(x0) − f (x0) + ρ,0 0
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x∗0 ∈ ∂ρ f (x0).
Let ε > 0; the Brønsted–Rockafellar theorem [17, Theorem 3.17] provides us with an xε ∈ dom( f ) and an x∗ε ∈ ∂ f (xε) in
such a way that
‖xε − x0‖ ρ
ε
and
∥∥x∗ε − x∗0∥∥ ε.
Then, since ε > 0 is arbitrary, it follows that x∗0 ∈ ∂ f (E). Therefore, we have proven that every x∗0 ∈ E∗ belongs to ∂ f (E),
that is to say, ∂ f (E) = E∗ . 
Observe that if f is not coercive then we cannot expect that even Π f is nonempty: it suﬃces to take f = x∗0 ∈ E∗ with‖x∗0‖ > 1. We note that the classical Bishop–Phelps theorem is a direct consequence of Theorem 2.3.
Finally, we show that if f is coercive, then Π f is also bounded. For a nonempty subset B of E∗ we write
(∂ f )−1(B) := {x ∈ dom( f ): there exists x∗ ∈ B such that x∗ ∈ ∂ f (x)}.
Proposition 2.4. Assume that E is a real Banach space, that f : E −→ R is a coercive, convex, proper and lower semicontinuous
function and that B is a nonempty and bounded subset of E∗ . Then
(∂ f )−1(B) is bounded.
In particular Π f is bounded.
Proof. We assume without loss of generality that B ⊂ BE∗ . Since for each x∗ ∈ B
lim‖x‖→∞
x∗(x) − f (x)
‖x‖  lim‖x‖→∞
(
1− f (x)‖x‖
)
= −∞,
then
lim‖x‖→∞
x∗(x) − f (x)
‖x‖ = −∞, uniformly on x
∗ ∈ B.
Let x0 ∈ dom( f ). Then there exists r  1 such that
‖x‖ r,
x∗ ∈ B,
}
⇒ x
∗(x) − f (x)
‖x‖ < −‖x0‖ −
∣∣ f (x0)∣∣.
Therefore, if ‖x‖ r and x∗ ∈ B then
x∗(x) − f (x) < −r(‖x0‖ + ∣∣ f (x0)∣∣)−‖x0‖ − ∣∣ f (x0)∣∣ x∗(x0) − f (x0).
Thus,
‖x‖ r,
x∗ ∈ B,
}
⇒ x∗(x) − f (x) < x∗(x0) − f (x0)
and consequently, if x∗ ∈ ∂ f (x) ∩ B then ‖x‖ < r, or in other words
(∂ f )−1(B) ⊂ rBE
and (∂ f )−1(B) is bounded. 
The previous result is clearly false if the coercivity assumption is removed: consider a nontrivial real Banach space E and
the convex and continuous function f = ‖ · ‖. Then it follows from the Hahn–Banach theorem that Π f is not bounded.
The following summary of results in this section shows that for the class of coercive functions, the concept of convex
numerical radius makes sense:
Corollary 2.5. If E is a real Banach space and f : E −→ R is a coercive, convex, proper and lower semicontinuous function, then Π f
is nonempty and bounded.
In view of this result, from now on we shall just consider convex, proper and lower semicontinuous functions that are
coercive.
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We start by introducing an optimization notion related to convex numerical radius:
Deﬁnition 3.1. Let E be a real Banach space, let f : E −→R ∪ {∞} be a coercive, proper, convex and lower semicontinuous
function and let T ∈ L(E). We say that T attains its numerical radius associated with f when
there exists
(
x0, x
∗
0
) ∈ Π f such that ∣∣x∗0(T x0)∣∣= v f (T ).
Extensive work has been developed over recent years for classical numerical radius attaining operators (see [1,4,12,16]
and the references therein). In Theorem 3.2 we generalize, for the context of convex numerical radius, the following version
of James’s theorem for numerical radius [2, Theorem 1]: if every rank-one operator on E attains its numerical radius, then
E is reﬂexive. Let us recall that James’s sup theorem [13, Theorem 4] characterizes the weak compactness of a nonempty,
bounded, closed and convex subset A of a real Banach space E in terms of its support functionals: A is weakly compact
provided that every continuous and linear functional on E attains its supremum on A, or equivalently, BE∗ ⊂ ∂δA(E). In
Corollary 3.5 we obtain a suﬃcient condition in order that a nonempty, bounded, closed and convex subset of a Banach
space be weakly compact, which generalizes the above mentioned version of the James’s sup theorem for the numerical
radius. The next notation will be useful in the sequel: if f : E∗ −→ R ∪ {∞} is a proper, convex and lower semicontinuous
function, we shall consider the set
Π
f∗ :=
{
(x∗, x) ∈ E∗ × E: x ∈ ∂ f (x∗) and 0 < ‖x‖ 1}.
If A is a nonempty, bounded, closed and convex subset of E , A∗ is the weak∗ closure of A in E∗∗; and in addition, we shall
write “co” and “co∗” for “the closed convex hull” and “the weak∗ closed convex hull,” respectively.
Theorem 3.2. Let E be a real Banach space and let g : E∗∗ −→R∪ {∞} be a convex, proper and lower semicontinuous function such
that
BE∗ ⊂ ∂ g(E∗∗)
and its restriction to E, f := g|E , is coercive. Suppose that if T is a rank-one operator on E then
T attains its convex numerical radius associated with f
and
v f (T ) = sup
(x∗∗,x∗)∈Π g∗
∣∣x∗∗(T ∗x∗)∣∣. (3.2.1)
Then
BE∗ ⊂ ∂ f (E).
Proof. First of all, let us observe that it suﬃces to prove that Π f = Π g∗ . Indeed, if x∗0 ∈ BE∗ \ {0} (for x∗0 = 0 it is obvious),
since BE∗ ⊂ ∂ g(E∗∗),
there exists x∗∗0 ∈ E∗∗ such that x∗0 ∈ ∂ g
(
x∗∗0
)
.
So (x∗∗0 , x∗0) ∈ Π g∗ , and if Π g∗ = Π f then x0 := x∗∗0 ∈ E , thus x∗0 ∈ ∂ f (x0).
Therefore, let us show that Π f = Π g∗ . Let (x∗∗0 , x∗0) be an element in Π g∗ and we shall show that (x∗∗0 , x∗0) ∈ Π f . Let
us choose some x0 ∈ SE with x∗0(x0) = 0. Then the fact that every rank-one operator attains the convex numerical radius
associated with f implies that each x∗ ∈ E∗ attains its supremum on the bounded set
B := {μy∗(x0)y: (y, y∗) ∈ Π f , μ = ±1}.
Hence, James’s theorem guarantees that the set co(B) is weakly compact. On the other hand, writing
C := {μy∗(x0)y∗∗: (y∗∗, y∗) ∈ Π g∗ , μ = ±1},
we have by (3.2.1) that
x∗ ∈ E∗ ⇒ sup
C
x∗ = sup
B
x∗,
and so, we arrive at
co∗(C) = co∗(B).
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co∗(C) = co∗(B) = co(B)
and in particular
C ⊂ E.
Finally, since x∗0(x0) = 0 and x∗0(x0)x∗∗0 ∈ C , then
x∗∗0 ∈ E.
Thus x∗∗0 ∈ E and (x∗∗0 , x∗0) ∈ Π f . Therefore Π f = Π g∗ , and
BE∗ ⊂ ∂ f (E)
as required. 
Since for g = 12‖ · ‖2 or g = δBE∗∗ condition (3.2.1) is satisﬁed (see [2, Lemma 1]), the mentioned version of James’s sup
theorem in terms of classical numerical radius attaining operators [2, Theorem 1] is a clear particular case of Theorem 3.2.
Note that we cannot expect that every rank-one operator attain the convex numerical radius associated to a coercive,
convex, proper and lower semicontinuous function f , although for every extension of f to E∗∗ g : E∗∗ −→R∪ {∞} convex,
proper and lower semicontinuous function such that
BE∗ ⊂ ∂ g(E∗∗)
and satisﬁes (3.2.1) necessarily
BE∗ ⊂ ∂ f (E),
even in the case f = 12‖ · ‖2: see [2, Example].
Let us also observe that equality (3.2.1) does not hold automatically: in any nonreﬂexive real Banach space E there exists
a convex, proper and lower semicontinuous function g : E∗∗ −→ R ∪ {∞} in such a way that its restriction to E , f := g|E ,
is coercive, but (3.2.1) fails. Indeed, let x∗0 ∈ E∗ and let x∗∗0 ∈ E∗∗ such that x∗∗0 /∈ E and x∗∗0 (x∗0) > 1 = ‖x∗0‖ and consider
f := δBE and g := δC , where C = co(BE ∪ {x∗∗0 }). It is clear that (x∗∗0 , x∗0) ∈ Π g∗ ; thus for T = I we have that
v f (T ) = 1 < x∗∗0
(
x∗0
)
 sup
(x∗∗,x∗)∈Π g∗
∣∣x∗∗(T ∗x∗)∣∣.
As we prove right now, condition (3.2.1) holds for g = δA∗ and hence, Theorem 3.2 gives weak compactness for A. The fol-
lowing consequence of the Brønsted–Rockafellar theorem is a version of the Bishop–Phelps–Bollobás theorem [6, Theorem 1]
for convex numerical radius associated with δA :
Lemma 3.3. Let A be a nonempty, bounded, closed and convex subset of a Banach space E, let x0 ∈ A, let x∗0 ∈ E∗ with ‖x∗0‖ = 1 and
let ε > 0 such that
x∗0(x0) sup
A
x∗0 − ε.
Then, given 0 < λ < 1, there exist x1 ∈ A and x∗1 ∈ E∗ with ‖x∗1‖ = 1, such that
(
x1, x
∗
1
) ∈ ΠδA , ‖x1 − x0‖ ε
λ
and
∥∥x∗1 − x∗0∥∥ 2λ1− λ .
Proof. We know by hypothesis that
x∗0(x0) sup
A
x∗0 − ε,
which is clearly equivalent to
x∗0 ∈ ∂εδA(x0).
Then, for 0 < λ < 1, it follows from the Brønsted–Rockafellar theorem [17, Theorem 3.17] that there exist y1 ∈ A and
y∗1 ∈ ∂δA(y1) such that
‖x0 − y1‖ ε
λ
(3.3.1)
and ∥∥x∗ − y∗∥∥ λ. (3.3.2)0 1
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Finally, in view of (3.3.1),
‖x0 − x1‖ = ‖x0 − y1‖ ε
λ
and
∥∥x∗0 − x∗1∥∥= ‖‖y
∗
1‖x∗0 − y∗1‖
‖y∗1‖
= ‖x
∗
0 − y∗1 + (‖y∗1‖ − 1)x∗0‖
‖y∗1‖

‖x∗0 − y∗1‖ + |1− ‖y∗1‖|
‖y∗1‖
 2λ
1− λ
(
by (3.3.1) and (3.3.2)
)
. 
The next technical statement asserts, in the particular case of A being BE , the well-known fact that the numerical radius
of an operator and its transpose coincide (see [8, Corollary 17.3]).
Proposition 3.4. Assume that A is a nonempty, bounded, closed, convex and balanced subset of a Banach space E, and let T ∈ L(E).
Then
vδA (T ) = sup{∣∣x∗∗(T ∗x∗)∣∣: (x∗∗, x∗) ∈ ΠδA∗∗ }.
Proof. Since ΠδA ⊂ ΠδA∗∗ , the inequality  is trivially satisﬁed. In order to prove the other one, let us ﬁx ε > 0
and 0 < λ < 1. For the sake of simplicity, let us write α to stand for sup{|x∗∗(T ∗x∗)|: (x∗∗, x∗) ∈ ΠδA∗∗ }. Let us choose
(x∗∗0 , x∗0) ∈ Π
δA∗∗ such that∣∣x∗∗0 (T ∗x∗0)∣∣ α − ε. (3.4.1)
We can clearly assume that ‖x∗0‖ = 1. By virtue of the w∗-denseness of A in A∗ , we can ﬁnd x0 ∈ A such that∣∣(x∗∗0 − x0)(T ∗x∗0)∣∣ ε (3.4.2)
and ∣∣(x∗∗0 − x0)(x∗0)∣∣ ε. (3.4.3)
Then ∣∣x∗0(T x0)∣∣= ∣∣x∗∗0 (T ∗x∗0)− (x∗∗0 − x0)(T ∗x∗0)∣∣

∣∣x∗∗0 (T ∗x∗0)∣∣− ∣∣(x∗∗0 − x0)(T ∗x∗0)∣∣
 α − 2ε (by (3.4.1) and (3.4.2)). (3.4.4)
Moreover,∣∣x∗0(x0)∣∣= ∣∣x∗∗0 (x∗0)+ (x0 − x∗∗0 )(x∗0)∣∣

∣∣x∗∗0 (x∗0)∣∣− ε (by (3.4.3))
 x∗∗0
(
x∗0
)− ε
= sup
A∗
x∗0 − ε
((
x∗∗0 , x∗0
) ∈ ΠδA∗∗ )
= sup
A
x∗0 − ε. (3.4.5)
Let μ = ±1 with x∗0(μx0) = |(x∗0(x0)|. In view of (3.4.5), one has that
x∗0(μx0) sup
A
x∗0 − ε
and since A is balanced, μx0 ∈ A. Then Lemma 3.3 provides us with x1 ∈ A and x∗1 ∈ E∗ with ‖x∗1‖ = 1, such that
(
x1, x
∗
1
) ∈ ΠδA , ‖x1 − μx0‖ ε and ∥∥x∗1 − x∗0∥∥ 2λ . (3.4.6)λ 1− λ
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∣∣x∗1(T x1)∣∣= ∣∣(x∗1 − x∗0)(T x1) + x∗0T (x1 − μx0) + x∗0(Tμx0)∣∣

∣∣x∗0(T x0)∣∣− ∥∥x∗1 − x∗0∥∥‖T‖‖x1‖ − ‖T‖‖x1 − μx0‖
 α − 2ε − ε
λ
‖T‖(diam(A) − 1) (by (3.4.4) and (3.4.6)).
In particular,
vδA (T ) α − 2ε − ε
λ
‖T‖(diam(A) − 1).
But ε > 0 and 0 < λ < 1 are arbitrary, hence
vδA (T ) α
and the proof is complete. 
As we said above, for convex numerical radius associated with δA we arrive at the following suﬃcient condition for weak
compactness that generalizes [2, Theorem 1]:
Corollary 3.5. A nonempty, bounded, closed and convex subset A of a real Banach space E is weakly compact provided that every
rank-one operator attains its convex numerical radius associated to δA .
Proof. We can clearly assume that A is balanced. Let us consider the functions g := δA∗ and f = δA . The weak∗ compactness
of A∗ in E∗∗ guarantees that BE∗ ⊂ ∂ g(E∗∗). The proof follows from Proposition 3.4 and Theorem 3.2. 
Acknowledgments
Research partially supported by M.E.C. (Spain) and FEDER project No. MTM2006-12533, and by Junta de Andalucía Grant FQM359.
References
[1] M.D. Acosta, S.G. Kim, Denseness of holomorphic functions attaining their numerical radius, Israel J. Math. 161 (2007) 373–386.
[2] M.D. Acosta, M. Ruiz Galán, A version of James’ Theorem for numerical radius, Bull. London Math. Soc. 31 (1999) 67–74.
[3] F.L. Bauer, On the ﬁeld of values subordinate to a norm, Numer. Math. 4 (1962) 103–111.
[4] I. Berg, B. Sims, Denseness of operators which attain their numerical radius, J. Austral. Math. Soc. Ser. A 36 (1984) 130–133.
[5] E. Bishop, R.R. Phelps, The support functionals of a convex set, Proc. Sympos. Pure Math. 7 (1962) 27–35.
[6] B. Bollobás, An extension of the theorem of Bishop and Phelps, Bull. London Math. Soc. 2 (1970) 181–182.
[7] F. Bonsall, J. Duncan, Numerical Ranges of Operators on Normed Spaces and of Elements of Normed Algebras, London Math. Soc. Lecture Note Ser.,
vol. 2, Cambridge Univ. Press, Cambridge, 1971.
[8] F. Bonsall, J. Duncan, Numerical Ranges II, London Math. Soc. Lecture Note Ser., vol. 10, Cambridge Univ. Press, Cambridge, 1973.
[9] J.M. Borwein, L. Cheng, M. Fabián, J.P. Revalski, A one perturbation variational principle and applications, Set-Valued Anal. 12 (2004) 49–60.
[10] J.M. Borwein, Q.J. Zhu, Techniques of Variational Analysis, CMS Books Math., vol. 20, Springer, 2005.
[11] B. Calvert, S. Fitzpatrick, Erratum: In a nonreﬂexive space the subdifferential is not onto, Math. Z. 235 (2000) 627.
[12] C.S. Cardassi, Numerical radius attaining operators on C(K ), Proc. Amer. Math. Soc. 95 (1985) 537–543.
[13] R.C. James, Weakly compact sets, Trans. Amer. Math. Soc. 113 (1964) 129–140.
[14] V.L. Klee, Extremal structure of convex sets II, Math. Z. 69 (1958) 90–104.
[15] J. Orihuela, M. Ruiz Galán, A convex James’s theorem, preprint.
[16] R. Payá, A counterexample on numerical radius attaining operators, Israel J. Math. 79 (1992) 83–101.
[17] R.R. Phelps, Convex Functions, Monotone Operators and Differentiability, second ed., Lecture Notes in Math., vol. 1364, Springer-Verlag, Berlin, 1993.
[18] R.T. Rockafellar, Convex Analysis, Princeton Univ. Press, Princeton, NJ, 1970.
