Abstract. We obtain the variational equations for backward stochastic differential equations in recursive stochastic optimal control problems, and then get the maximum principle which is novel. The control domain need not be convex, and the generator of the backward stochastic differential equation can contain z.
Introduction
Let (Ω, F , P ) be a probability space and let W be a d-dimensional Brownian motion. The filtration {F t : t ≥ 0} is generated by W , i.e., |u(s)| β0 ds] < ∞ for some β 0 > 0. For simplicity, we do not explicitly give this β 0 in this paper.
Consider the following state equation:
dx(t) = b(t, x(t), u(t))dt + σ(t, x(t), u(t))dW (t),
where
The cost functional is defined by
"The corresponding 'global maximum principle' for the case where f depends nonlinearly on z is open, except for some special case."
Recently, a new method for treating this problem is to see z(·) as a control and the terminal condition y(T ) = φ(x(T )) as a constraint, then use the Ekeland variational principle to obtain the maximum principle.
This idea was used in [9, 10] for studying the backward linear-quadratic optimal control problem, and then was used in [20, 24] for studying the recursive stochastic optimal control problem. But the maximum principle contains unknown parameters.
In this paper, we overcome the two major difficulties in the above direct method. The second-order variational equation for the BSDE (1.3) and the maximum principle have been obtained. The main difference of the variational equations with the ones in [12] lies in the term p(t), δσ(t) I Eε (t) (see equation (3.1) in Section 3 for the definition of p(t)) in the variation of z, which is O(ε) for any order expansion of f . So it is not helpful to use the second-order Taylor expansion for treating this term. Moreover, we also obtain the structure of the variation for (y, z) and the variation for x. Based on this, we can get the second-order adjoint equation. Due to the term p(t), δσ(t) I Eε (t) in the variation of z, our global maximum principle is novel and different from the one in [20, 24] , which completely solves Peng's open problem. Furthermore, our maximum principle is stronger than the one in [20, 24] (see Example 3.8 ).
This paper is organized as follows. In Section 2, we give some basic results and the idea for the variation of BSDE. The variational equations for BSDE and the maximum principle have been obtained in Section 3.
In Section 4, we obtain the maximum principle for the control system with state constraint.
Preliminaries and idea for variation of BSDE
The results of this part can be found in [12, 25] . For the simplicity of presentation, we suppose d = 1. We need the following assumption:
(A1) b, σ are twice continuously differentiable with respect to x; b, b x , b xx , σ, σ x , σ xx are continous in (x, u); b x , b xx , σ x , σ xx are bounded; b, σ are bounded by C(1 + |x| + |u|).
Letū(·) be the optimal control for the cost function defined in (1.2) and letx(·) be the corresponding solution of equation (1.1) . Similarly, we define (
, be the solution of the following stochastic differential equations (SDEs for short):
T and similar for σ xx (t)x 1 (t)x 1 (t).
Theorem 2.1 Suppose (A1) holds. Then, for any β ≥ 1,
Moreover, we have the following expansion:
(2.9)
From this result, we can simply write
This equation is the variational equation for SDE (1.1) obtained by Peng in [12] . Furthermore, he proved that
This is supprise, because
The reason is that the order √ ε term is in the stochastic integral with respect to W . Notice that z in BSDE (1.3) is still in the stochastic integral with respect to W . If we combine the order √ ε term and z, the other terms are O(ε). Maybe we can get the variational equation. In Section 3, we will give a rigorous proof of this idea. We consider the control system: SDE (1.1) and BSDE (1.3). The cost function J(u(·)) is defined in (1.4).
The control problem is to minimize J(u(·)) over U[0, T ].
We need the following assumption:
Df is the gradient of f with respect to (x, y, z), D 2 f is the Hessian matrix of f with respect to (x, y, z).
Letū(·) be the optimal control and let (x(·),ȳ(·),z(·)) be the corresponding solution of equations (1.1) and (1.3) . Similarly, we define (
In order to obtain the variational equation for BSDE (1.3), we introduce the following adjoint equations:
. By the assumptions (A1) and (A2), it is easy to check that the above BSDEs have unique solutions (p(·), q(·)) and (P (·), Q(·)) respectively. Applying Itô's formula to p(t), x 1 (t) + x 2 (t) + 1 2 P (t)x 1 (t), x 1 (t) , we can get the following lemma by simple calculation.
We setȳ
Remark 3.2 It is important to note that the term p(t), δσ(t) I Eε (t) in thez ε (t) comes from the Itô's formula for p(t),
is not helpful to use the second-order Taylor expansion for treating this term, which is completely different from the terms x 1 (t), x 2 (t), x 1 (t)I Eε (t) and x 1 (t)(x 1 (t)) T . In the following, we will show that this term is indeed in the variation of z, which is important for getting the variational equations for (y, z).
Then by Lemma 3.1, we can get
Remark 3.3 By the standard estimates of BSDEs, we can show thatȳ
(see the proof of Theorem 3.4), which is the reason for constructing adjoint equations (3.1) and (3.2).
Suppose thatȳ
Then from BSDE (3.5) and the Taylor expansion, we consider the following BSDE:
In the following theorem, we will prove the above assumption (3.6).
Theorem 3.4 Suppose (A1) and (A2) hold. Then, for any β ≥ 2,
Proof. We first prove (3.8) and (3.9). Set
Then we can get
Thus by Theorem 2.1, equation (3.12) and standard estimates of BSDEs, we can easily obtain (3.8) and (3.9) . It is obviously for equation (3.10). Now we prove (3.11) . Set
By equations (3.12) and (3.7), we can get
(3.13)
By Theorem 2.1, it is easy to check that we only need to show that
Note that
and
we can get E[(
Thus we can easily deduce E[(
. It is easy to verify that
we can obtain E[(
The proof is complete.
Thus we obtain the following variational equation for BSDE (1.3):
(3.15)
Remark 3.5 We can also give the variational equations for BSDE (1.3) as in [12] . Set 16) it is easy to check that (y 1 , z 1 ) satisfies the following BSDE: 18) it is easy to verify that
where L(t), x 1 (t) I Eε (t) = o(ε), so we do not give the explicit formula for L(t). Here we use
to completely deal with the term p(t), δσ(t) I Eε (t) in the variation of z, so the terms f z (t) p(t), δσ(t) and 1 2 f zz (t)( p(t), δσ(t) ) 2 are repeated in f z (t)z 1 (t) and 1 2 f zz (t)(z 1 (t)) 2 . Noting equations (3.16) and (3.18), then the adjoint equations for (z 1 (t)) 2 and other terms are essentially for x 1 (t), x 2 (t) and x 1 (t)(x 1 (t)) T , which is solved in [12] . In order to further explain the difference of expansions for SDE and BSDE, we consider the following equations:
(3.21)
By the standard estimates of BSDEs, it is easy to show that
Thus by equation (3.15), we can get
The main difference is equation (3.21) which is due to the term p(t), δσ(t) I Eε (t) in the variation of z. If f is independent of z, the variational equations for (y, z) are the same as in [12] , which is pointed in [15] .
Now we consider the maximum principle. From equation (3.15), we get
Define the following adjoint equation for BSDE (3.7):
Applying Itô's formula to γ(t)ŷ(t), we can obtain
Note that γ(s) > 0, then we define the following function:
H(t, x, y, z, u, p, q, P ) = p, b(t, x, u) + q, σ(t, x, u)
where (p, q, P ) is defined in equations (3.1) and (3.2). Thus we obtain the following maximum principle.
Theorem 3.6 Suppose (A1) and (A2) hold. Letū(·) be an optimal control and (x(·),ȳ(·),z(·)) be the corresponding solution. Then
H(t,x(t),ȳ(t),z(t), u, p(t), q(t), P (t)) ≥ H(t,x(t),ȳ(t),z(t),ū(t), p(t), q(t), P (t))
, ∀u ∈ U, a.e., a.s., (3.24) where H(·) is defined in (3.23) .
If the control domain U is convex, we can get the following corollary which is obtained by Peng in [13] . 
, u −ū(t) ≥ 0, ∀u ∈ U, a.e., a.s..
Now we
give an example to compare our result with the result in [20, 24] .
U is a given subset in R. Consider the following control system:
In this case, our maximum principle is
then by comparison theorem of BSDE, it is easy to check that inequality (3.25) is a sufficient condition. For
it is easy to verify that (x,ȳ,z,ū) = (0, 0, 0, 0) satisfies (3.25), thusū = 0 is an optimal control. But f z (z(t))(1 −ū(t)) < 0, which implies thatū = 0 is not an optimal control for the case U = [0, 1]. The maximum principle in [24] is f z (z(t))(u −ū(t)) ≥ 0, ∀u ∈ U , a.e., a.s., which only cover the case U is convex. The maximum principle in [20] contains two unknown parameters.
Remark 3.9 In [20, 24] , the authors consider the control system which consists of SDE (1.1) and the following state equation:
where the set of all admissible controls
The optimal control problem is to minimize J(u(·), y 0 , v(·)) = y 0 overŨ[0, T ]. Obviously, this problem is equivalent to Peng's problem. Thus our maximum principle also completely solves this control problem.
Multi-dimensional case
In this sebsection, we extend Peng's problem to multi-dimensional case, i.e., the functions in BSDE (1.3) are
where h : R m → R. For deriving the variational equation for BSDE (1.3), we use the following notation.
We introduce the following adjoint equations: for i = 1, . . . , m,
where F i (t) and G i (t) is given after the following notations:
(3.31)
where D 2 f i is the Hessian matrix of f i with respect to (x, y, z
) be the solution of the following BSDE:
Similar to the analysis in Theorem 3.4, we can get the following variational principle:
We introduce the following adjoint equation for BSDE (3.33).
Applying Itô's formula to γ(t),ŷ(t) , we can get the following maximum principle.
Theorem 3.10 Suppose (A1) and (A2) hold. Letū(·) be an optimal control and (x(·),ȳ(·),z(·)) be the corresponding solution. The cost function is defined in (3.27) and h ∈ C 1 (R m ). Then
≥ 0, ∀u ∈ U, a.e., a.s.,
where p, q j , P , γ are given in equations (3.29), (3.30), (3.32) and (3.35).
Problem with state constraint
For the simplicity of presentation, suppose d = m = 1, the multi-dimensional case can be treated with the same method.
We consider the control system: SDE (1.1) and BSDE (1.3). The cost function J(u(·)) is defined in (1.4).
In addition, we consider the following state constraint:
where ϕ : R n × R → R. We need the following assumption:
(A3) ϕ is twice continuously differentiable with respect to (x, y); D 2 ϕ is bounded; Dϕ is bounded by
Define all admissible controls as follows: 
It is easy to check that
In order to use well-known Ekeland's variational principle, we define the following metric on U[0, T ]:
Suppose that (U[0, T ], d) is a complete space and J ρ (·) is continuous, otherwise we can use the technique in [18, 20] and the result is the same. Thus, by Ekeland's variational principle, there exists a
The same analysis as in Theorem 3.4, let (p ρ (·), q ρ (·)) and (P ρ (·), Q ρ (·)) be respectively the solutions of equations (3.1) and (3.2) with (
, and let all the coefficients be added by a superscript ρ. Then
Define the following adjoint equation for BSDE (4.6):
Then we can get {H(t, x ρ (t), y ρ (t), z ρ (t), u, x ρ (t), u ρ (t), p ρ 0 (t), q ρ 0 (t), P ρ 0 (t), p ρ (t), q ρ (t), P ρ (t), γ ρ (t)) − H(t, x ρ (t), y ρ (t), z ρ (t), u ρ (t), x ρ (t), u ρ (t), p ρ 0 (t), q ρ 0 (t), P ρ 0 (t), p ρ (t), q ρ (t), P ρ (t), γ ρ (t))}I Eε (t)dt] + √ ρε + o(ε).
Thus we obtain H(t, x ρ (t), y ρ (t), z ρ (t), u, x ρ (t), u ρ (t), p ρ 0 (t), q ρ 0 (t), P ρ 0 (t), p ρ (t), q ρ (t), P ρ (t), γ ρ (t)) ≥ H(t, x ρ (t), y ρ (t), z ρ (t), u ρ (t), x ρ (t), u ρ (t), p ρ 0 (t), q ρ 0 (t), P ρ 0 (t), p ρ (t), q ρ (t), P ρ (t), γ ρ (t)) − √ ρ, ∀u ∈ U, a.e., a.s..
Obviously, |λ ρ | 2 + |µ ρ | 2 = 1. Thus there exists a subsequence of (λ ρ , µ ρ ) which converges to (λ, µ) with −dp 0 (t) = [(b x (t)) T p 0 (t) + (σ x (t)) T q 0 (t)]dt − q 0 (t)dW (t), p 0 (T ) = µϕ x (x(T ),ȳ(0)), (4.10)
−dP 0 (t) = [(b x (t)) T P 0 (t) + P 0 (t)b x (t) + (σ x (t)) T P 0 (t)σ x (t) + (σ x (t)) T Q 0 (t) + Q 0 (t)σ x (t) +(b xx (t)) T p 0 (t) + (σ xx (t)) T q 0 (t)]dt − Q 0 (t)dW (t), P 0 (T ) = µϕ xx (x(T ),ȳ(0)), and (x(·),ȳ(·),z(·)) be the corresponding solution. Then there exist two contants λ, µ with |λ| 2 + |µ| 2 = 1 such that H(t,x(t),ȳ(t),z(t), u,x(t),ū(t), p 0 (t), q 0 (t), P 0 (t), p(t), q(t), P (t), γ(t)) ≥ H(t,x(t),ȳ(t),z(t),ū,x(t),ū(t), p 0 (t), q 0 (t), P 0 (t), p(t), q(t), P (t), γ(t)), ∀u ∈ U, a.e., a.s.,
where H(·), (p(·), q(·)), (P (·), Q(·)), (p 0 (·), q 0 (·)), (P 0 (·), Q 0 (·)) and γ(·) are defined in (4.9), (3.1), (3.2), (4.10), (4.11) and (4.12).
