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Abstract
It is within the capabilities of current technology to support the emerging learningparadigms. These paradigms suggest that today’s learning activities and envi-
ronments are pervasive and require a higher level of dynamism than the traditional
learning contexts. Therefore, we have to rethink our approach to learning and use
technology not only as a digital information support, but also as an instrument to rein-
force knowledge, foster collaboration, promote creativity and provide richer learning
experiences.
Particularly, this thesis was motivated by the rapidly growing number of smartphone
users and the fact that these devices are increasingly becoming more and more
resource-rich, in terms of their communication and sensing technologies, display
capabilities battery autonomy, etc. Hence, this dissertation benefits from the ubiq-
uity and development of mobile technology, aiming to bridge the gap between the
challenges posed by modern learning requirements and the capabilities of current
technology.
The sensors embedded in smartphones can be used to capture diverse behavioural
and social aspects of the users. For example, using microphone and Bluetooth is
possible to identify conversation patterns, discover users in proximity and detect
face-to-face meetings. This fact opens up exciting possibilities to monitor the be-
haviour of the user and to provide meaningful feedback. This feedback offers useful
information that can help people be aware of and reflect on their behaviour and its
effects, and take the necessary actions to improve them.
Consequently, we propose a pervasive monitoring system that takes advantage of the
capabilities of modern smartphones, using them to support the awareness provision
about aspects of the activities that take place in today’s pervasive learning environ-
ments. This pervasive monitoring system provides (i) an autonomous sensing plat-
form to capture complex information about processes and interactions that take place
across multiple learning environments, (ii) an on-demand and self-managed commu-
nication infrastructure, and (ii) a display facility to provide “awareness information”
to the students and/or lecturers.
For the proposed system, we followed a research approach that have three main com-
ponents. First, the description of a generalized framework for pervasive sensing that
enables collaborative sensing interactions between smartphones and other types of
devices. By allowing complex data capture interactions with diverse remote sensors,
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devices and data sources, this framework allows to improve the information quality
while saving energy in the local device. Second, the evaluation, through a real-world
deployment, of the suitability of ad hoc networks to support the diverse communi-
cation processes required for pervasive monitoring. This component also includes a
method to improve the scalability and reduce the costs of these networks. Third, the
design of two awareness mechanisms to allow flexible provision of information in
dynamic and heterogeneous learning contexts. These mechanisms rely on the use of
smartphones as adaptable devices that can be used directly as awareness displays or
as communication bridges to enable interaction with other remote displays available
in the environment.
Diverse aspects of the proposed system were evaluated through a number of simu-
lations, real-world experiments, user studies and prototype evaluations. The experi-
mental evaluation of the data capture and communication aspects of the system pro-
vided empirical evidence of the usefulness and suitability of the proposed approach
to support the development of pervasive monitoring solutions. In addition, the proof-
of-concept deployments of the proposed awareness mechanisms, performed in both
laboratory and real-world learning environments, provided quantitative and qualita-
tive indicators that such mechanisms improve the quality of the awareness informa-
tion and the user experience.
x
Resumen
La tecnología moderna tiene capacidad de dar apoyo a los paradigmas de apren-dizaje emergentes. Estos paradigmas sugieren que las actividades de apren-
dizaje actuales, caracterizadas por la ubicuidad de entornos, son más dinámicas
y complejas que los contextos de aprendizaje tradicionales. Por tanto, tenemos
que reformular nuestro acercamiento al aprendizaje, consiguiendo que la tecnología
sirva no solo como mero soporte de información, sino como medio para reforzar
el conocimiento, fomentar la colaboración, estimular la creatividad y proporcionar
experiencias de aprendizaje enriquecedoras.
Esta tesis doctoral está motivada por el vertiginoso crecimiento de usuarios de smart-
phones y el hecho de que estos son cada vez más potentes en cuanto a tecnologías
de comunicación, sensores, displays, autonomía energética, etc. Por tanto, esta tesis
aprovecha la ubicuidad y el desarrollo de esta tecnología, con el objetivo de reducir la
brecha entre los desafíos del aprendizaje moderno y las capacidades de la tecnología
actual.
Los sensores integrados en los smartphones pueden ser utilizados para reconocer
diversos aspectos del comportamiento individual y social de los usuarios. Por ejem-
plo, a través del micrófono y el Bluetooth, es posible determinar patrones de con-
versación, encontrar usuarios cercanos y detectar reuniones presenciales. Este he-
cho abre un interesante abanico de posibilidades, pudiendo monitorizar aspectos del
comportamiento del usuario y proveer un feedback significativo. Dicho feedback,
puede ayudar a los usuarios a reflexionar sobre su comportamiento y los efectos que
provoca, con el fin de tomar medidas necesarias para mejorarlo.
Proponemos un sistema de monitorización generalizado que aproveche las capaci-
dades de los smartphones para proporcionar información a los usuarios, ayudándolos
a percibir y tomar conciencia sobre diversos aspectos de las actividades que se desar-
rollan en contextos de aprendizaje modernos. Este sistema ofrece: (i) una plataforma
de detección autónoma, que captura información compleja sobre los procesos e inter-
acciones de aprendizaje; (ii) una infraestructura de comunicación autogestionable
y; (iii) un servicio de visualización que provee “información de percepción” a estu-
diantes y/o profesores.
Para la elaboración de este sistema nos hemos centrado en tres áreas de investigación.
Primero, la descripción de una infraestructura de detección generalizada, que fa-
cilita interacciones entre smartphones y otros dispositivos. Al permitir interacciones
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complejas para la captura de datos entre diversos sensores, dispositivos y fuentes de
datos remotos, esta infraestructura consigue mejorar la calidad de la información y
ahorrar energía en el dispositivo local. Segundo, la evaluación, a través de pruebas
reales, de la idoneidad de las redes ad hoc como apoyo de los diversos procesos de
comunicación requeridos en la monitorización generalizada. Este área incluye un
método que incrementa la escalabilidad y reduce el coste de estas redes. Tercero, el
diseño de dos mecanismos de percepción que permiten la provisión flexible de infor-
mación en contextos de aprendizaje dinámicos y heterogéneos. Estos mecanismos
descansan en la versatilidad de los smartphones, que pueden ser utilizados directa-
mente como displays de percepción o como puentes de comunicación que habilitan
la interacción con otros displays remotos del entorno.
Diferentes aspectos del sistema propuesto han sido evaluados a través de simula-
ciones, experimentos reales, estudios de usuarios y evaluaciones de prototipos. La
evaluación experimental proporcionó evidencia empírica de la idoneidad del sistema
para apoyar el desarrollo de soluciones de monitorización generalizadas. Además,
las pruebas de concepto realizadas tanto en entornos de aprendizajes reales como
en el laboratorio, aportaron indicadores cuantitativos y cualitativos de que estos
mecanismos mejoran la calidad de la información de percepción y la experiencia
del usuario.
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Chapter1
Introduction
1.1 Motivation
Advances in ICT and particularly in mobile technologies have changed how
we live our lives. Nowadays, technology is blurring the boundaries between
work and personal life. It is possible to work on the move, while you are on a
plane or bus or just while walking. Also, you can almost simultaneously send
a work-related email and check your friends’ updates on Facebook.
These changes in life and work have to lead inevitably to a dramatic change in
the way we learn. The easy availability of information on the Internet and the
emergence of initiatives, such as Creative Commons, online universities and
Wikipedia, to promote resource and information sharing as well as the appear-
ance of new technological tools, have created the need to reinvent the way we
teach and learn. However, in practice, the use of ICT in education tends to
support more individualistic and passive forms of learning, and technology is
mainly and merely used to provide digital information support to traditional
learning methodologies.
There have been, nevertheless, a raised awareness of the need of developing
1
2new learning paradigms that encourage active participation of students and
foster collaboration with teachers and fellow students. This has caused the
appearance of new learning practices based on existing theories, such as Col-
laborative Learning, Situated Learning, and Informal and Lifelong Learning
[206, 51, 244]. The basic ideas behind these learning methods are the follow-
ing:
• Knowledge is not centralized but distributed between individuals and
collaboration and social interactions are an essential part of the learning
process. Students are not merely consumers of information but active
participants in the learning process.
• Meaningful learning can take place not only in a dedicated learning
environment and formal curriculum but it can also happen in ad hoc,
informal and opportunistic situations outside pre-established learning
settings. Therefore, learning is also lifelong and happens all the time,
not only in a confined space-time context.
• Learning occurs within a relevant or authentic context and not in isola-
tion from it. Therefore, it is extremely important to connect knowledge
acquisition with the specific context in which it will be applied.
These learning paradigms especially highlight the great value of social inter-
actions, emphasising the importance of extensive, diverse and sustained in-
terpersonal relationships to facilitate and improve learning [58]. In that line,
research works in other fields have studied the influence of social interactions
on people satisfaction and productivity. For instance, in [117] the authors
stress the importance that interpersonal interactions have to achieve better
teamwork outcomes. In [195] the authors also provide evidence that strong
social interactions among people have a positive impact on their productiv-
ity. Some studies also investigate the role of informal social interactions in
organizations, observing that the quality of such interactions influences work
performance and job satisfaction positively at no cost for the organizations
[118, 235].
Considering these facts, it seems evident that, in order to be successful and
satisfactory, learning should rely on strong social interactions and therefore
be highly collaborative. However, in learning contexts, teachers and students
3usually have low visibility of the collaboration processes that are taking place
while they are being conducted. Therefore, the assessment of such processes
is done once they have concluded, when it is too late to try intervene (e.g.,by
providing feedback). This situation shows a need to count on automatic mecha-
nisms that monitor team members’ activities and provide feedback accordingly.
As a result, the monitoring, analysis and assessment of social interactions and
collaboration processes captures the interest of many researchers in the area
of Collaborative Learning (CL) [80, 201].
There are several interesting examples of the use of monitoring techniques in
learning environments. For example, in [197], the communication patterns
of the students taken from email communication and forum discussions were
used to measure team cohesion in collaborative distance-learning. Another
interesting study is presented in [13], where interaction patterns between stu-
dents are studied through log files of computer-mediated collaborative activ-
ities. Results show relationships between such interactions and the quality
of the collaboration process (measured by rating of human experts) and the
students’ performance (grades). In [217], the social roles and information flow
between learners and educators in a distance learning system is monitored in
order to understand their impact on the collaboration process and the learning
activities. A different approach is followed in [147] where collaborative interac-
tions between students are monitored through their speech and their physical
actions on an interactive tabletop. The findings indicated a relationship be-
tween speech and physical activity patterns and the degree of collaboration of
different groups of students.
In a society where the Internet of Things (IoT) is gradually becoming a reality,
there is an increasing need to integrate learning activities into everyday life
by embedding smart systems into the environment, which could create more
opportunities for lifelong and ubiquitous learning. In addition, the introduc-
tion of the IoT technology into the educational system could contribute to a
more contextualized knowledge acquisition, which is also promoted by the new
learning paradigms. This fact suggests the potential and possibility of creating
seamless learning environments that combine the physical environment with
the digital world. This would provide digitally augmented physical spaces
that create richer perceptual experiences for the students, which could benefit
and reinforce his learning process. Several research works present interesting
proposals to integrate IoT in the learning environment [52, 240].
4The diversity and complexity of contexts where, according to the new paradigms,
learning may occur [211] makes the monitoring of learning activities and col-
laboration processes in this context very challenging. Thus, in order to under-
stand complex individual and collective behavioural patterns of the students,
monitoring techniques should capture, analyse and visualize different types of
learning activities and interpersonal interactions across multiple scenarios and
involve several types of students and devices. For that reason, the development
of pervasive monitoring systems is necessary to allow the collection of infor-
mation about learning processes that are taking place not only within the
classroom but also in all the different contexts that the students encounter
throughout the course of their daily routines. In that line, the ubiquity of
mobile devices such as smartphones, tablets and laptops provides a unique op-
portunity to increase the pervasiveness of the monitoring activities and gather
great amounts of information on human interactions and behaviour [17, 210]
by capturing data from the sensors embedded in modern devices.
Typically, smartphones have multiple embedded sensors, such as accelerome-
ter, gyroscope, GPS, camera or microphone and several built-in wireless in-
terfaces, such as Bluetooth, infrared, NFC (Near Field Communication) or
Wi-Fi, which makes it possible to establish communication between several
mobile devices and many other types of devices, such as IoT devices, sensors
in smart buildings, shared displays, etc. This communication between devices
can be used to observe relationships in the data collected by them. For exam-
ple, we can establish connections between data sensed using smartphones (e.g.,
from electronic exchanges through calls records, application being currently
in use, SMS logs, email headers, accelerometer measures, GPS data, etc.) and
the data generated by IoT devices and objects embedded in the environment
(e.g., users access records, documents in the users’ printing queue, etc.). Fur-
thermore, since smartphones are mobile networked devices that can send and
receive information over the Internet, they can be considered as IoT devices
[93] that add portability and pervasiveness to an environment enriched by
IoT objects [169]. As a result, the sensors and interfaces existing in modern
smartphones facilitate the performance of pervasive data sensing activities by
capturing complex data streams collected from diverse sensors and devices
and throughout various contexts and environments.
The data streams collected using smartphones reflect on the context, activities
and routines of the smartphone’ owners and therefore, can be used to capture
5and monitor diverse behavioural and social aspects of the users. Thus, raw
sensor data can be processed to draw inferences and create high-level repre-
sentations of the users’ behaviour and interactions [190]. For example, the
microphone can be used to determine if the user is speaking [135] and to de-
tect conversation groups [140], the accelerometer can be used to measure the
intensity of the physical activities conducted by the user, and the Bluetooth
can be used to detect face-to-face meetings or to discover the physical proxim-
ity of the user to objects or to other people [175]. In the field of learning, this
fact creates opportunities to take account of the students surroundings, con-
texts, activities or interactions and therefore, to create lifelong and ubiquitous
learning environments [52, 240].
Various studies have used the data gathered from smartphone’ sensors in order
to model the users’ behaviour and try to understand its influence on people’s
activities. For instance, a study presented in [142] uses smartphones to anal-
yse the social interactions of undergraduate students, trying to identify the
interactions patterns of the community and its relationship with their health
status and political opinions. Another study performed among students and
faculty at the MIT demonstrates that Bluetooth-enabled mobile phones can
be used to recognize social patterns, infer relationships between people and
model organizational behaviour [65]. The information for this study was col-
lected mainly from the cellular phones of the involved people while they were
performing their ordinary work activities. One further example is reported in
[154], an application running in off-the-shelf mobile phones that infers various
aspects from the user context, such as activity or social setting. The inferred
information is automatically exported to social network applications such as
Facebook or Myspace.
These research studies demonstrate that the technological advances in sens-
ing, communication and computation of modern-day smartphones and their
continuous presence and usage in everyday life activities makes them ideal for
the pervasive monitoring. Furthermore, the information monitored by smart-
phones can be used to provide detailed and meaningful feedback to users about
their activities and behaviour patterns. This feedback delivers useful informa-
tion that can help people to be aware of and reflect on their behaviour in order
to take the necessary actions to improve it.
Feedback has been regarded as an extremely important awareness mechanism,
6which influences positively the learning process by providing learners with
information that allows them to improve their performance and learning be-
haviour [207]. Awareness about the information monitored using smartphones
can help students (and also lecturers) to make reasonable inferences about
the learning process, and also to gain insights into the nature of collabo-
ration performed during a learning activity or process. This feedback can
help foster collaboration, allowing students to reflect on their own and their
mates learning practices, and based on that, react on time and adapt their
attitude accordingly. Therefore, pervasive monitoring systems should include
appropriate awareness mechanisms that provides students and lecturers with
meaningful statistics and feedback about the students’ daily routines, which
can influence the learning experience. Moreover, the use of these systems to
automatically monitor and model the students’ behaviour and communication
and collaboration patterns, and share this information with their peers and
lecturers would open up new possibilities to enhance the learning experience
and academic achievement, not only by making students aware about their
current behaviour, but also supporting lecturers in the monitoring of collab-
orative learning activities. The monitoring results can be used to facilitate
the lecturers’ intervention in order to take corrective measures to redirect the
development of specific learning activities. The monitored information can
also inform the design of future learning activities to promote interpersonal
interactions and collaboration.
Although there is a considerable body of research which suggests that current
digital and communication technologies make possible to establish the emerg-
ing new learning paradigms, the challenge is to make use of the opportunities
that advances in ICT have created and fully integrate them as pedagogical
tools in both inside and outside the classroom. We have to rethink our ap-
proaches to learning and education and use technology as an instrument to
reinforce knowledge, foster collaboration, promote creativity and increase pro-
ductivity. It is important to find ways to take full advantage of the technologi-
cal advances to ensure that learning is highly social, collaborative, situational
and long term.
This is one of the goals of this thesis. We intend to facilitate the integration
of the promising new learning methodologies with the existing technological
capabilities. Therefore, we propose a pervasive monitoring system that benefit
from the ubiquity and technological development of today’s smartphones to
7support and encourage these new learning paradigms.
1.2 Objectives and Approach
The main objective of the proposed pervasive monitoring system is to pro-
vide a mechanism to support complex data collection and awareness provision
about diverse activities and processes that can take place in dynamic learn-
ing environments, characterized by a diversity of contexts, devices, individ-
uals and collaborative interactions. Nevertheless, there is an overwhelming
amount of aspects to consider for the development of such a monitoring sys-
tem [153, 190], such as data processing and inference, privacy and security
concerns, adaptation of machine learning algorithms, sensing services discov-
ery, computation oﬄoading, etc. For that reason, our approach to pervasive
monitoring is restricted to the aim of providing (i) an autonomous sensing plat-
form to capture information about processes and interactions that are taking
place in pervasive learning environments, (ii) a self-managed and autonomous
communication infrastructure to ensure a flexible, interoperable and highly
available communication support, and (ii) a display facility to provide aware-
ness information to the students in a dynamic way and considering diverse
contexts and devices. To this end, we take advantage of the technological
capabilities of modern smartphones toward a threefold aim:
• Make use of their sensing capabilities to capture information about
learning activities and practices. Moreover, we enhance such sensing ca-
pabilities by facilitating the interaction of smartphone with other remote
sensing devices (e.g., IoT devices, sensors in smart buildings, etc.). This
way, we intend to capture complex information from diverse data sensors
to allow the monitoring the students communication, collaboration and
behavioural patterns.
• Utilize their wireless communication technologies to dynamically create
mobile ad hoc networks when convenient or when no other network
infrastructure is available, allowing students’ devices to interact among
them or with other type of devices (e.g., IoT devices, shared displays,
etc.) in real-time, anytime and anywhere.
• Take advantage of their display capabilities to use them as awareness
displays to show, in the appropriate context, information related with
8the students’ activities, interaction patterns or learning routines. We
also make use of the interactions between smartphones and other dis-
plays available in the environment (i.e. shared displays) to enable flexible
awareness provision across different types of displays. The main objec-
tive is to raise awareness, helping students to reflect on their activities
and behaviour, which can help promote better learning practices.
Considering these opportunities offered by mobile technology, for the proposed
pervasive monitoring system, we followed an approach that includes three
main components that match with the distinguishing features of smartphone
technology presented above:
i A pervasive sensing framework : we design a framework that allows
collaborative sensing interactions between smartphones and other types
of devices. This framework provides an autonomous sensing platform
to capture information about processes and interactions that take place
in dynamic learning environments, , allowing the collection of complex
and accurate data from the smartphone’s local sensors and other remote
sensors while saving energy and ensuring the autonomy of the sensing
devices.
ii An autonomous communication support: we propose the use of
Mobile Ad hoc Networks to provide a self-managed and autonomous
infrastructure that is available across the diversity of environments and
situations where learning processes can take place. This infrastructure
supports the diverse communication processes between smartphones and
other devices required for pervasive monitoring activities, including both
data collection and awareness provision.
iii A flexible awareness mechanism: we propose two types of smartphone-
mediated awareness methods designed to allow a flexible provision of
targeted and personalised feedback information in dynamic learning con-
texts.
1.3 Thesis Statement and Research Questions
In the previous sections we presented the limitations of the current use of
technology to support pervasive monitoring of students in the diversity of po-
9tential contexts and environments considered by the new learning paradigms.
We also discussed some of the advantages and challenges posed by the devel-
opment of pervasive monitoring systems that use smartphones to capture the
activities and behaviour of users and to provide appropriate awareness and
feedback. Consequently, to address these issues, the main aim of this thesis
is:
Each of the components of this thesis statement raises research questions that
need answering. Such research questions are the following:
To propose, define, develop and evaluate suitable techno-
logical solutions to support the data collection, commu-
nication and awareness provision processes required for
the development of pervasive monitoring solutions for dy-
namic learning contexts.
• Research Question 1: How can we capture diverse and complex data
from both the sensors embedded in smartphones and other remote sen-
sors in an accurate and energy-efficient way?
• Research Question 2: How can we provide a pervasive network in-
frastructure that meets the communication requirements to support data
collection and awareness provision processes?
• Research Question 3: How can smartphones be helpful to provide
flexible awareness methods that could be adapted to diverse dynamic
learning contexts?
In support of our thesis statement and to answer these questions, this research
focuses on the development of data collection, communication and awareness
provision solutions to support the pervasive monitoring of behavioural, social
and contextual factors that can influence the quality of the learning process, in
highly dynamic learning contexts that involve diverse situations, interactions
and environments. The main reasons to select this context for the research
work presented in this thesis are the following: (i) there is a need to provide
timely visibility of the activities, interactions and collaboration processes that
influence the learning experience, (ii) there is a lack of comprehensive moni-
toring solutions that provide the autonomy and flexibility required to operate
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across the diversity of contexts where learning processes can take place, (iii)
smartphone sensing applications are becoming more and more common every
day, and (iv) there is a conviction in the research community that awareness
provision can produce a great positive impact on the learning process and the
performance of the students.
Consequently, our thesis is based on the hypothesis that this research work
will help increase the technical viability, reduce the development effort and
increase the quality of solutions in the area of pervasive monitoring in dynamic
learning contexts.
1.4 Methodology
This section presents the basic research methodology applied in this thesis.
1.4.1 Research Approach
The general research approach followed was a compound of theoretical work
with a systematic empirical investigation, combined with quantitative
and qualitative analytical methods.
As depicted in Figure 1.1, the main research methodology employed follows
these three essential phases:
1. The combination of theoretical analysis and empirical evidence to iden-
tify critical factors that influence pervasive monitoring.
2. The design of controlled experiments to isolate and understand the ef-
fects of the data sensing processes, the communication support and the
awareness provision upon those factors.
3. The deduction of design principles and recommendations to build real-
world pervasive monitoring systems that help enrich the learning expe-
rience.
According to this figure, we can say that we primarily used a deductive
method to conduct our research. That is, we used a top-down approach,
basing our work on existing theories or technological solutions to formulate
11
Figure 1.1: Stages of the research methodology
hypotheses and perform experiments to confirm them. Nevertheless, some
aspects of our work required inductive methodologies to be able to make gen-
eralizations or develop explanations as result of empirical observations.
A detailed representation of the workflow applied to the different components
of our research is depicted in Figure 1.2.
As we can observe, six main stages were followed in order to achieve each one
of the specific research goals of this thesis:
1. First, a study of related works is done in order to understand the state
of the art on the particular research topic that is being addressed.
2. After the literature review, we can isolate open research questions and
challenges and therefore, make a specific problem statement.
3. Following, we have the design stage, in which we make a careful exper-
imental design, specifying variables, measurement methods and require-
ments, and also selecting the appropriate technologies.
4. Next, a preliminary assessment is executed in order to verify if everything
is ready for the next stage of experimentation or if we need to make fur-
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Figure 1.2: Research workflow
ther adjustments to the proposal and go back to the design phase. This
evaluation can be performed through simulations or laboratory exper-
iments, depending on the nature of the problem to be addressed. In
addition, in many cases a prototype solution will be developed for ex-
perimentation, but it will not always be the case.
5. At this point, the experimental evaluation is done, collecting data and
analysing the obtained results. During the analysis phase, we search for
patterns, identify relationships or simply perform statistical studies.
6. Finally, based upon the empirical results, we can confirm or refute our
hypotheses. We also draw some conclusions about the suitability and
limitations of the solution proposed, which can help us to provide some
suggestions for improvements and design guidelines for researchers work-
ing on similar solutions.
1.4.2 Experimental Research Components
This dissertation is composed of four main experimental components:
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1. An empirical understanding of the suitability of using ad hoc networks
as communication support for pervasive monitoring.
2. Evaluation of the technological solutions proposed to facilitate perva-
sive data collection and to improve the efficiency of the communication
support.
3. Evaluation of the proposed awareness mechanism to assess their usability
and impact on the users.
Each one of these components is a distinct piece of work and contributes
to different aspects of the overall purpose of this dissertation. Therefore, to
achieve our research goals, we employ several experimental and analytical
methods and apply the appropriate ones to each component of this work.
Table 1.1 summarizes the methodologies applied.
Table 1.1: Experimental methods applied to each research component
Component ExperimentalMethod
Analytical
Method Research Approach
(1) Lab Ex-periment Quantitative
Deductive Theoretical &
Empirical(2) Simulation
(3) Lab/FieldUser Study
Quanti-
tative &
Qualitative
1.5 Thesis Organization
The remainder of this PhD thesis is structured as follows. Chapter 2 covers
the state of the art and background of the main research topics addressed
in this thesis. In Chapter 3, we present and evaluate the pervasive sensing
framework designed to collect sensor data among smartphones and other de-
vices. Chapter 4 presents the study of the viability of using Mobile Ad hoc
Networks as communication support for pervasive monitoring as well as some
recommendations and solutions to improve the efficiency of these network in-
frastructures. We then provide, in Chapter 5, a description and evaluation of
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the awareness mechanism proposed to provide feedback to students. Finally,
Chapter 6 presents the conclusions and main contributions of the research
work presented in this dissertation.
Figure 1.3 shows a detail of the structure of this thesis that includes the
research questions addressed, the three main areas of contributions that each
one of them target and the associated chapters where they are described.
Figure 1.3: Organization of the contributions of the thesis
Chapter2
Background and Literature Review
2.1 Background on Monitoring Systems
As discussed in Chapter 1, the objective of the monitoring system proposed in
this thesis is to automatically monitor and model the students’ behaviour and
interaction patterns in order to provide appropriate awareness information and
feedback to encourage reflection and promote actions that lead to behaviour
improvements. Next sections present a review of research studies in the lit-
erature that use sensor data to model, monitor and shape the behaviour of
individuals and groups.
2.1.1 Using Sensor Data to Model Behaviour
The fast-growing developments in mobile computing, ubiquitous sensing de-
vices and particularly, the proliferation of sensor-enabled smartphones, have
created new opportunities to gather information about people’s context and
activities. Typically, smartphones have multiple embedded sensors, such as
accelerometer, gyroscope, GPS, video or microphone and several built-in in-
terfaces, such as Bluetooth, infrared, or Wi-Fi. In addition, the increasing
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number of smartphone users have made possible to establish communication
between many types of sensing devices and observe relationships in the data
collected by their sensors. This fact has driven the development of smartphone-
based context recognition systems [97, 45].
These systems acquire knowledge about the user context through sensor-enhanced
smartphones. Examples of this contextual information are physical location,
noise level, proximity to other devices, type of physical activity, etc. An ex-
ample of a smartphone-based context recognition system is CenceMe [154],
an application running in off-the-shelf, sensor-enabled smartphones. CenceMe
fuses social networking with real-world sensing by inferring various aspects
from the user context, such as activity or social setting and automatically
exporting the results to social network applications, such as Facebook or Mys-
pace.
Another interesting work is the SoundSense [134] framework for modelling
sound events using smartphones. It is implemented for Apple’s IPhones and
can recognize everyday significant sounds in the life of the user. The system is
scalable and runs only on the mobile phone with no back-end interactions. A
similar study is presented in [140]. The authors proposeSocialWeaver, a sens-
ing service running on smartphones that uses a clustering algorithm to build
conversation networks automatically. The evaluation performed show that
the system achieved high accuracy in the detection of fine-grain conversation
groups.
A different type of application is explored in [214], where smartphones are
used to model the usage patterns of their owners. This work presents the
MobileMiner a general-purpose mobile service that uses contextual data, which
includes applications usage and places, to predict user patterns. The results of
this prediction are used to adapt the UI, showing appropriate shortcut icons,
and improve the user experience.
Researchers have investigated the potential to use the information inferred
by these types of smartphone-based systems and other sensor-based context
recognition solutions to understand the context of the user’s activities, envi-
ronment and social interactions [97, 23]. Consequently, there have been much
work focused on using data gathered from sensors embedded in diverse types
of mobile devices in order to model the behaviour of the users and try to
understand its influence on people’s activities. Many of these types of studies
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investigate factors about how people communicate and interact to each other.
In that line, much research work the MIT Media Lab has concentrated on
collecting data about interactions among people in organizations using the
Sociometric badge [178], a custom-made sensing platform (in the form of an
employee’ badge). The Sociometric badge uses several sensor technologies: (i)
accelerometer to recognize common human activities (e.g., walking, standing,
sitting, etc.), (ii) microphone for voice capture in order to extract speech
features in real-time, (iii) Bluetooth to detect proximity to other users and
to communicate with Bluetooth-enabled devices (e.g., smartphones, tablets,
etc.), (iv) IR sensor to identify face-to-face interactions and (v) 2.4 GHz radio
to communicate with based stations (i.e. other badges in fixed locations or
other compatible devices) and perform indoor localization. The objective is to
capture individual and collective patterns of behaviour in order to understand
how such patterns shape individuals and organizations.
For example, in the study presented in [177] 22 employees of a real organiza-
tion used the Sociometric badge to capture and model their social interactions
and communication patterns. Results from the study revealed that these de-
vices were able to predict the users’ perceptions about their productivity and
the quality of their interactions. In [175], the authors also present two stud-
ies based on the Sociometric badge. The first one, conducted in a hospital,
demonstrated that high variations across the daily activity levels (i.e., alter-
nating periods of high and low activity during the day) of the nurses can be
used to predict an increase in the daily average number of delays in the Post
Anaesthesia Care Unit. The second study, performed among the participants
of an entrepreneurship program, revealed that the Sociometric badge was use-
ful to capture the features of successful teams with regards to physical activity
levels, speech features and proximity to other. Similarly, in [235] the authors
report a study that determines, through sensed data, the social interactions
between workers at a call centre. The study results show a positive correlation
between the quality of the individuals’ interactions and their productivity.
The work presented in [182], uses the Sociometric badge to model communi-
cation patterns among people. Researchers were able to identify, from the
sensor data, three factors of the communication patterns of team members
that affect their performance. They isolated engagement (i.e. number and fre-
quency of interactions), energy (i.e. the degree to which the conversations flow
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among people followed a close loop) and exploration (i.e. number of additional
interactions outside the core group) as predictors of team success. Another ap-
pealing study [176] shows that is possible to model both individual and group
behaviour from sensor data. Therefore, data from the Sociometric badge was
used to capture high level descriptions of human behaviour in terms of physi-
cal and speech activity, face-to-face interactions, physical proximity and social
network attributes, which allowed the identification of personality traits and
group performance features.
There are similar studies from a different research group. For instance, [35]
presents a study where RFID wearable tags are used in a research laboratory
to collect face-to-face interactions and location data. By modelling user be-
haviour, researchers observed that social interactions varied across physical
locations and were also influenced by cultural factors. Similarly, in [36] RFID
wearable tags are also used to model interpersonal interactions between people
different subgroups of the formal hierarchy of an organization. This informa-
tion is used to study how the design of physical spaces has an impact on social
interactions.
2.1.2 Using Sensor Data to Monitor Behaviour
In order to model the behaviour of individual and groups, it is necessary to
track and monitor people’s activities over a certain period of time, which
usually requires the collection of different pieces of information from diverse
data sources using mobile or ubiquitous sensing technologies. Consequently,
several sensor-based monitoring solutions have been proposed in the literature.
The FriendSensing framework, reported in [189] uses short-range radio tech-
nologies to monitor face-to-face encounters between people. Particularly, Blue-
tooth data collected by mobile phone users to infer social networks and rec-
ommend friends on social-networking sites. The evaluation of this framework
showed that it was also able to identify current friendship relationships of the
users.
Another group of interesting research studies on the topic were performed
by researchers from The University of Cambridge. In EmotionSense [191]
the authors exploit the fact that smartphones offer an unobtrusive means of
obtaining information about the users. Therefore, they explore the use of
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smartphones to support experimental sociology research as an alternative to
the traditional methods, such as cameras or self-reports, where the partic-
ipants of the research experiments are aware of being constantly monitored.
EmotionSense is a smartphone-based sensing platform that captures the user’s
emotions (happiness, sadness, fear, anger and neutral), patterns of conversa-
tion and social interactions.
In another study, WorkSense [190] is used for workplace monitoring by cap-
turing data from smartphone sensors (i.e. accelerometer, Bluetooth and mi-
crophone) and infrastructure sensors (i.e. desk sensors, Bluetooth scans and
microphones), and combining them with work-related data about the users
(i.e. from application logs and calendars). The WorkSense application was
used to automatically infer meetings and collaborations among users at the
workplace and to model the interaction patterns of workers.
In [78] the authors propose an integrated sensing system to perform complex
and simultaneous audio inferences. This system is used to monitor the user
behaviour by continuously capturing the audio environment. The audio data
collected enabled the identification of speakers, emotions, common ambient
sounds the number of people in a room.
One initiative aimed at monitoring and modelling behaviour in educational
contexts using sensor data is reported in [209]. Here, the authors introduce
a study that involves tracking students in a university campus to model their
behaviour and mobility patterns. They propose a monitoring system that
use information gathered from the access points (AP) distributed in different
locations of the campus buildings. The system collects in a central server,
information about the time when a particular MAC address (corresponding
to a specific wireless mobile device) is associated to any of the APs deployed.
The authors suggest that the information provided by this monitoring system
can be used to make an effective planning and distribution of the network
bandwidth as well as of other university services offered to the students.
A different approach is used in Reality Mining, reported in [65]. In this study,
logs from Bluetooth MAC addresses were collected, using two different systems.
The first one, is the BlueAware, an application that runs in the background
of Symbian Series 60 phones and collects Bluetooth data, cell tower identifiers
and information about the use of applications and the device state (e.g., charg-
ing, idle, etc.). The second system, the Bluedar, is composed by a Bluetooth
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beacon and a Wi-Fi bridge. Bluedar, which was placed in a public location,
performs Bluetooth scans periodically and sends the results to a central server.
The Reality Mining application was used to monitor the behaviour of students
and faculty at the MIT over the course of an academic year. The resulting
monitoring data was used to infer interpersonal relationships and to analyse
individual and group behaviour patterns.
The empirical study described in [66] explores the controversial issue of the
privacy concerns related to the use of monitoring systems. This study in-
volved the deployment of a sensor-enhanced social sharing service in a work
environment. The service used data collected from smartphone sensors and
static sensors embedded in the environment to monitor location, conversation
and interaction with physical objects. The information monitored was used to
provide awareness to the users about the social interactions in the workplace
and about the location of their colleagues as well as personal statistics about
their social behaviour. Results from the study showed that there are contra-
dicting trends regarding the acceptability of this type of monitoring systems.
Although users found value in the information provided by the monitoring
system, the loss of control over what was reported about their own behaviour
raised some privacy concerns.
2.1.3 Using Sensor Data to Shape Behaviour
The ultimate goal of most monitoring systems is to deliver awareness infor-
mation and feedback to users in order to promote behavioural changes that
impact positively on their activities. For example, the concept of Socially
Aware Interactive Playgrounds [157], describes the idea of enhancing play-
ground installations with sensors, displays, interactive objects and wearable
sensors to provide engaging and immersive game experiences. Most of these
playgrounds use custom-made solutions, such as pressure sensors located in the
floor, camera-based tracking systems, toys and objects with wireless motion
sensors to model and monitor the children’s behaviour and promote physical
activity, social interactions and cognitive development. To provide awareness
about negative behaviour patterns and promote positive social interactions
these playgrounds typically use visual signals from projectors and sounds that
encourage the children to change their patterns.
Another example is VibeFones [141], a software that uses smartphones to infer
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social interaction patterns of a conversation and provide feedback to users. It
uses location, proximity and voice data to create a sophisticated understand-
ing of the verbal communication patterns of the users. It measures signs of
conversational interest, such as speaking time, number of back-and-forth inter-
actions and tone of voice to predict the outcome of the conversation according
to the specific context where it is taking place. The system also displays in-
formation about the speech characteristics and provide direct instructions to
the user of how he should change his conversational behaviour (e.g., "Maybe
you could speak a little slower").
Jabberwocky [180] was designed to facilitate introductions or collaboration
between strangers with similar interests or profiles. The Jabberwocky was de-
veloped as both a wearable device and a smartphone-based application. Both
implementations use Bluetooth to monitor and “digitally tag” places or people
that have been previously encountered by the user. The monitored informa-
tion is used to provide simple visualizations of the general state of familiarity
among users, showing, for example, the amount of people previously tagged
by a user that are also in his current location.
It is also interesting the application of these systems to shape the organiza-
tional behaviour. For example, in the Meeting Mediator [116], a smartphone
application that uses data sensed using the MIT’s Sociometric badge [178].
The goal is to promote a more balanced speech pattern by displaying informa-
tion about the dominance of each person participating in a face-to-face con-
versation. The system detects dominance expressed through verbal and non-
verbal cues using sensor-collected data about speaking time, volume, turns
and movement status. Moreover, the application provides real-time feedback
to change collaboration patterns and reduce the difference between dominant
and non-dominant people, which also leads to a mood contagion effect.
Another example, is SociableSense [192], a smartphone-based platform that
captures the user behaviour in an office environment. It provides awareness of
the sociability of the user and of his colleagues using a quantitative feedback
mechanism. This mechanism provides awareness about the strength of the
user’s relationships in the workplace with the purpose of promoting changes
in his social interactions patterns. SociableSense also informs the user about
relationships that need specific attention and about opportunities to interact
with colleagues in particular social locations.
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BeWell [125] is an example of the application of monitoring systems to provide
feedback and shape behaviour in the healthcare domain. It runs on Android
smartphones and monitors several dimensions of the behaviour of the users
that influence their health and well-being, such as sleep patterns, social inter-
action and physical activity. The platform informs the users about changes
in their state of well-being, making them self-aware of their current state and
therefore, promoting behaviour patterns that will impact positively in their
future well-being.
An interesting study in the educational area in presented in [244], where a
smartphone-based monitoring application is used to support a situated learn-
ing activity. In this case, the GPS sensor is used to track the location of the
students while participating in an outdoor learning activity. The application
display information in the students’ devices to make them follow specific ac-
tivity patterns. It is also used by the teachers to monitor the progress of the
students and provide real-time feedback.
2.2 Requirements of a Pervasive Monitoring Sys-
tem
From the studies presented in the previous section and from the challenges de-
rived from the features of the types of learning scenarios described in Chapter
1, we can deduce several requirements for the design and implementation of a
technological solution for pervasive monitoring:
• Ubiquity: monitoring solutions must provide sensing and feedback ser-
vices across diversity of environments and contexts. Therefore, they
must ensure high information availability, considering both the collec-
tion of sensor data and the provision of feedback to the user.
• Autonomy: to ensure a high availability of monitoring services, these
solutions should not rely on fixed or centralized components that could
become potential Single Point of Failure (SPOF). For this reason, the
system must make sure that both its sensing and communication services
are autonomous.
• Diversity: to guarantee information heterogeneity and quality, moni-
toring systems must have access to multiple data sources and sensing
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devices. Therefore, collaborative sensing interactions between multiple
and diverse devices is required.
• Interoperability: to allow interactions between devices we these types
of systems must provide interoperable communication and data services.
• Cost-efficiency: due to the continuous sensing operations required by
pervasive monitoring applications, monitoring solutions must be energy-
aware and make an appropriate use of the computing and network re-
sources.
• Context-aware and Social-aware: for cost-efficiency reasons, to pro-
vide appropriate awareness information and detect opportunities for col-
laborative sensing, monitoring solutions must be aware of the context of
the local monitoring device and of surrounding devices the user, of the
user and of his social interactions.
• Connectivity: to provide access to remote information, to optimize
the resources of the local devices and to perform complex inferences,
monitoring systems must provide Internet and Cloud connectivity.
• Flexibility: due to the heterogeneity of devices and environments con-
sidered in monitoring applications, they must provide flexible awareness
mechanisms as well as adaptable sensing methods.
• Unobtrusiveness and Interactivity: both features must be supported
by monitoring systems to avoid interruptions that could disrupt the
user but at the same time allow the possibility of collecting quantitative
information and user-entered data.
This thesis offers technological solutions that contribute with the fulfilment of
all the requirements listed above from the data sensing, communication and
awareness provision perspectives. Next sections describe the related work on
topics associated with such aspects and therefore with the main contributions
of this dissertation.
2.3 Collaborative Sensing for Pervasive Monitoring
Due to the fact that most pervasive monitoring solutions rely on collaborative
sensing interactions between different types of devices. This section describes
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some related work on collaborative sensing.
The widespread penetration of smartphones in the society has opened several
opportunities to perform mobile collaborative sensing. In the literature we
can find different approaches to the topic.
Participatory sensing [190, 41] usually involves the voluntary cooperation be-
tween smartphone users in order to collect, analyse and share information
about their local context. These processes usually require explicit participa-
tion of the user, who is actively involved in the data collection process. An
example of this voluntary information sharing is when an individual use his
smartphone to take a picture, provide descriptions of his particular context
(e.g., in a meeting, cycling, etc.) or tag his current place (e.g., my favourite
cafeteria, my brother’s place, etc.). Similarly, mobile crowdsensing [76, 84, 85]
also requires user intervention to provide sensor information. However, it
reuses user-entered data from Internet services and social networking sites.
These capabilities have allowed people to become active participants of these
processes and get a benefit for that. Some services based on these sensing
paradigms allow people, for example to identify opportunities for hitchhiking
[219] or to evaluate their personal security [46]. Typically, these sensing ap-
proaches use infrastructure-based communication that allows mobile sensors
to access centralized data repositories, which are in charge of supporting the
data sharing process.
These approaches are not particularly designed to perform opportunistic sens-
ing, where heterogeneous mobile devices (i.e., devices with distinct sensing
capabilities) collaborate to provide each other with contextual data that each
device alone could not otherwise sense. For this reason, a different sensing ap-
proach is also necessary. Opportunistic sensing [190, 153], provides a method
to capture contextual information automatically from sensor available in the
smartphone. In this case, the user is not directly involved in the data collection
process and the information is sensed unobtrusively.
Next, we present some examples of solutions designed to provide support to
the collaborative sensing approaches described above.
The CoMon [128] platform was proposed to address the energy drain problem
caused by continuous sensing and processing tasks required by monitoring
applications. It supports cooperation by sharing sensed data among nearby
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smartphone users, focusing in the detection of potential collaborators (mobile
users) and trying to maximize the mutual benefits for the people involved.
The platform was also evaluated to show the energy benefits of collaborative
sensing. The authors also highlighted additional advantages of collaborative,
such as extending the sensed information beyond the capabilities and context
of the local device.
METIS [193] is an adaptive smartphone-based sensing platform designed to
support social sensing applications. The platform follows a mixed approach,
combining smartphones with other devices. Therefore, it decides whether to
perform sensing tasks on the local smartphone or on fixed remote sensors,
considering the energy costs and the mobility patterns of the user.
In [132], the authors propose a collaborative sensing middleware that allows
smartphones to delegate part of their sensing activities to other nearby devices,
which leads to an overall reduction in the battery drain of the group of devices
involved. This middleware is centralized and aggregates sensor information to
serve multiple devices distributed in a particular physical area. It also uses an
algorithm to find the best combinations of sensors that could be activated on
the available devices and uses a cloud server to process or store sensor data.
The framework presented in [69], models collaborative interactions between
a mobile crowdsensing platforms and the smartphones. It was conceived to
provide incentive mechanisms that encourage users to join and interact with
crowdsensing applications.
A novel application of collaborative sensing systems is described in [72]. In
this case, collaborative interactions between sensing devices are envisioned
for health monitoring applications based on Body Sensor Networks (BSN).
The authors also propose and evaluate the C-SPINE framework, specifically
designed to support Collaborative BSNs.
Collaborative sensing systems have also been used for the collection of traffic
information. In [237] the EasiSee system for real-time counting and classifica-
tion of vehicles is described. For the development of this system, the authors
propose a collaborative sensing mechanism that coordinates sensing tasks be-
tween a camera and magnetic sensors, and minimizes the energy consumption
of the system.
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2.4 Mobile Ad hoc Networks for Autonomous Com-
munication
This section presents related work on Mobile Ad hoc Networks (MANET) due
to the fact that we propose the use of these types of networks to provide auton-
omy to the communication processes required for pervasive monitoring. We
introduce some studies in collaborative learning over Mobile Ad hoc Networks
and also some works on real-world deployments of these types of networks.
2.4.1 MANETs in Collaborative Learning
Advances in mobile computing and wireless communications have created a
shift in the development of collaborative applications from a mainly station-
ary focus to more dynamic contexts and mobile forms of collaboration. This
have been the case for a large number of application domains, such as design
[243], healthcare [220], construction work [172], emergency management [155],
productive activities [164] and education [47, 226, 57, 218, 60, 194], this last
being considered as one of the main application areas.
According to [67], having an effective communication support is essential to as-
sist groups of people working together towards a common goal. Therefore, if we
want to develop mobile collaborative learning applications we have to enable
coordination and collaboration by providing a suitable communication sup-
port among mobile users, regardless of their physical location. As explained
in the introduction of this dissertation, meaningful learning can take place in
an informal and opportunistic way. Therefore, the context in which opportuni-
ties for collaborative learning may arise can frequently be uncertain. For that
reason, to appropriately support the new learning paradigms we need flexi-
ble, autonomous and interoperable solutions that do not rely on pre-existing
communication infrastructure and provide smooth and transparent integra-
tion among all the participating devices. Despite this, many studies does not
consider the fact that mobile collaborative applications are usually deployed in
scenarios where the permanent availability of fixed communication infrastruc-
tures is hard to predict. Various research studies, however, advocate for the
use of MANETs in collaborative learning applications [165, 42, 228, 74, 12, 227]
as an interesting contribution to support communication between mobile stu-
dents.
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For example, in [158], the authors propose a collaborative learning environ-
ment that uses MANETs as communication support to provide coordination,
information exchange and location and notification services. They also ex-
plore the challenges in terms of security and bandwidth availability posed by
the use of MANETS in such an environment. Moreover, the authors propose
some solutions to deal with secure group establishments in MANETs.
The work presented in [77] highlights that MANETs provide a technological
base for the development of context-aware learning environments due to the
fact that they integrate communication, collaboration and content exchanging
services. In this study, the CAFLA framework is developed to facilitate the
deployment of mobile collaborative learning activities. This framework, which
implements ZigBee as communication protocol, enables interaction with RFID-
enabled devices and objects.
2.4.2 Real-world implementations of MANETs
Many recent research studies focus on the use of MANETs, as these networks
are gaining more and more attention due to their low implementation cost and
flexibility [121, 174], which make them ideal for diverse applications that in-
volve mobility and ad hoc deployments. Most of these studies use simulations
to evaluate the performance of these networks to assess their suitability for
real-world applications [121, 122, 114, 224]. These simulation tools provide a
simple and inexpensive method to gain understanding of algorithms and pro-
tocols. Nevertheless, their reliability and accuracy to represent real systems
and contexts is limited [222, 174, 122, 181, 20]. For that reason, simulations
should only be used as a preliminary evaluation method and its results must
be verified and assessed through real-world experiments [174]. Consequently,
in this section we report studies performed using real-world implementations
of MANETs.
A recent study presented in [174], an indoor MANET testbed was implemented
and evaluated. The testbed evaluated the performance of the Optimized Link
State (OLSR) protocol for MANETs in terms of throughput when transmit-
ting UDP traffic at 500 Kbps (generated using the D-ITG open source traffic
generator). For this evaluation, five static nodes running a CentOs Linux dis-
tribution were configured to work in the IEEE 802.11b band (2.4 GHz and
channel 1). The indoor environment considered was free from obstacles.
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In [144] the authors present an implementation of the Dynamic Source Routing
(DSR) protocol, tested in a MANET composed of five mobile nodes installed in
cars moving at a maximum speed of 40 km/h and two stationary nodes. The
stationary nodes were installed 700 m apart at opposite ends of the course
travelled by the mobile nodes. The authors provided some general lessons
learned from these tests, such as the fact that control packets of the routing
protocol should be delivered with high priority, that the management of human
participants of the experiment is difficult and time consuming and that the
wireless signal propagation is highly variable.
The DSR prototype implementation was extended to support real-time traffic
such as audio and video in [98]. In this study, the network is composed of one
mobile and seven fixed nodes. Then, audio and video streams were transmitted
over up to three hops from the mobile node to one of the fixed nodes. The
experiment showed that the transmission of real-time traffic over an ad hoc
network is possible if the routing protocol is adapted to the specific application
scenario.
The experiments presented in [63] study the impact of the routing strategy,
which is based on various network metrics, on the performance of ad hoc
networks. Therefore, three different link-quality metrics (ETX, per-hop RTT,
and per-hop packet pair) were compared with the minimum hop-count metric.
These metrics were evaluated using a DSR-based routing protocol running in a
wireless network with 23 nodes. The experiments show that the ETX metric
has the best performance when all the nodes are static and the hop-count
metric outperforms all the link-quality metrics in a scenario where the sender
is mobile, because it reacts more quickly to fast topology changes.
An experiment conducted with implementations of Ad hoc On-demand Dis-
tance Vector (AODV) and Destination-Sequenced Distance Vector (DSDV)
routing protocols is described in [53]. These protocols were tested in a sce-
nario with four fixed and one mobile node. The fixed nodes were set up in a
chain topology and the mobile node moved alongside this chain, from one end
to the other. The main objective of these experiments was to identify which
one of the two protocols considered reacted faster to changes in the network
topology.
The authors of [43] report an experimental evaluation of four MANET rout-
ing protocols (DSR, OLSR, TORA and AODV ). The performance of these
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protocols was compared in a scenario where coded video was transmitted over
UDP. The results showed that the appearance of burst of packet loss caused
by route changes is a major problem, which should be handled by the routing
protocol.
The use of MANETs for real-world emergency support is explored in [121]. In
this study, a robot moves around different locations of an office environment
searching for things to be saved in case of fire. A MANET is established
between the robot and eight static nodes using the IEEE 802.11b. protocol.
The nodes operate on Ubuntu and use the OLSR routing protocol. In this
study, the performance of the network is evaluated in terms of throughput
received when transmitting UDP traffic at 200 Kbps. This scenario could be
used, for example, to support information sharing between firemen located in
different locations of the building, where the communication can be affected
by walls and other obstacles from the physical environment.
In recent years, the application of MANETs to support communications be-
tween vehicles has gain interest. An interesting example of the use of MANETs
in this area is explained in [20]. Here, a real-world testbed that allows ex-
tensive testing of network protocols in vehicular networks is described. The
testbed allows remote network control, code deployment and distributed data
collection from moving vehicles. Although it was initially designed for testing
purposes, the testbed is currently in use as communication infrastructure to
support harbour operations.
2.5 Smartphones for Flexible Awareness Provision
The two awareness mechanisms proposed in Chapter 5 take advantage of the
flexibility that smartphones offer to provide awareness in dynamic and het-
erogeneous learning contexts. The first mechanism proposed is intended to
support awareness provision in collaborative learning scenarios, whereas the
second mechanism uses smartphones as a bridge to provide information in a
multi-display environment. Consequently, this section present related works
on both topics.
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2.5.1 Awareness in Collaborative Learning
Many studies have addressed the feasibility of providing visual awareness func-
tions in software systems supporting collaborative learning activities. Some
of these studies aim at providing awareness and feedback in e-Learning envi-
ronments. For example, in [123] a Web-based group coordination tool for an
online course is described and evaluated. The tool includes functions to visu-
alize the assessments of the members of a team about their group processes
and performance. It also allows comparing theses values with those from other
teams. A different approach is proposed in [124], which involves the provision
of social awareness. In this case, a field study explores the usefulness of pro-
viding indicators of presence, participation and interactions among students
on a forum hosted on Moodle. Such indicators were offered to the students as
visualizations of social networks, participation graphs and dialogue quality de-
scriptions. Results from the study indicated that active participation and the
quality of the students’ contributions can be increased by the use the social
awareness tools proposed.
Awareness systems have also been used to support face-to-face collaborative
learning activities. For instance, in [151] the authors propose and evaluate
several task-specific visualizations designed to provide awareness during a
gamified location-based learning activity. The visualizations were evaluated
through a real-world collaborative learning activity, where 23 secondary school
students had to answer a number geo-located questions using a gamified mo-
bile application. This application allowed the collection of data about the
interactions of the students with the application, which was used later for the
design of the visualizations. Such visualizations were designed to provide in-
formation about the performance of the students during the learning activity,
facilitating the students’ self-assessment as well as the teachers’ evaluation of
the activity design.
Other types of systems have been proposed to offer awareness of various kinds
of conflicts that can arise between students while they are collaborating. For
instance, the work presented in [238] proposes the introduction of two different
tools in wiki systems to increase awareness of each editor’s contribution and of
task conflict. The first tool offers paragraph-based edit history and word-based
content authorship information to increase awareness of the contributions of a
group of students that are working on a common wiki article. The second tool
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provides feedback of task conflicts by assigning different background colours
to words or sentences, based on the computation of the severity of the conflict.
The authors of [39] proposed a rating-based group awareness tool to support
conflict resolution in collaborative learning. This tool, which was embedded
into a text-based online discussion environment that allowed teams of students
to reach an agreement about a specific topic in a physics course, was primarily
intended to be used in scenarios of majority-minority conflicts. It also enabled
students to compare their own contributions to the discussion with the contri-
butions of other group members in a synchronous way. The evaluation of the
proposed group awareness tool involved 64 undergraduate students arranged
in small groups of four students.
Another work that explores the role of awareness in CSCL environments is
introduced in [185]. The authors enhance an existing groupware application
with services for supporting peer feedback and reflection. The Radar tool, for
peer feedback, facilitates the collection and display of information about the
social and cognitive performance of a student, from a personal and team per-
spective. Moreover, Radar was evaluated to assess its usefulness in providing
individual and group awareness about the students’ collaborative behaviour.
Some awareness solutions offer a complementary approach to the studies de-
scribed previously. This approach is based on the use of visualizations to
regulate the structure or flow of specific collaborative learning activities. The
authors of [152] explore this idea by using these types of solutions to sup-
port shared planning of collaboration. They integrated a scripting tool, which
structured the collaborative interactions required to complete collaborative
assignment, with a group awareness tool that displayed a summary of the
goals and perceptions of each group member. The goal was to promote indi-
vidual and group regulation of the assignments. Another interesting example
is presented in, [145]. This study, proposes a software system to structure
collaborative learning in a smart classroom. This architecture enables the
integration of smartphones, a smart display and wearable devices but it can
also be extended for integration with other classroom technologies. The ap-
plicability of the proposed architecture is illustrated by the authors through a
scenario where secondary students have to perform an activity using the Jig-
saw Collaborative Learning Flow Pattern (CLFP) at a secondary educational
context.
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2.5.2 Awareness in Multi-display Environments
Traditionally, most of our computing has been confined to environments with
a single display and focused activities. However, much of the recent research is
related to multi-display environments, as displays become embedded through-
out our environment and daily lives. Examples include peripheral or ambient
displays, where a person can be aware of the information provided while at-
tending some other primary activity [105, 87], the exploration of co-located
collaboration across handheld devices, where multiple users with handheld
computers share information during a collaborative activity [198], work re-
lated to single-user interactions with multiple-monitor systems [146] and work
about design aspects of Distributed Display Environments (DDEs) [199, 102]
and DDEs research related to the placement or location of on-screen objects
and information [81, 100].
Many research studies have centred on situated displays and on the use of pub-
lic displays. There are a number of interesting papers in the literature focused
in awareness and interaction with large public displays. In [184] the authors
conducted a study with 14 participants about information displays available
in office environments and they developed a taxonomy of visual display-based
activity in office spaces using this field data.
Another example is the work presented in [34], focused on improving the
design of public interaction. In this paper, a system designed to encourage
social interaction is described. The authors placed this system in two social
real-world settings and presented their findings in terms of physical and social
engagement that take place around it.
The study in [215] also presents a software architecture designed to support the
coordinated scheduling of rich media content on networks of situated public
displays. In contrast to the previous pieces of research, where the use of
public displays have focused on providing information across remote locations
or among people who are loosely connected and lack awareness of the activities
of each other, recent research has focused on collaboration issues. For example,
[99] presents Semi-Public Displays, a suite of applications to support and
enhance awareness and collaboration in co-located groups.
Another interesting approach is the groupware system presented in [79], where
distributed and co-located users can post media elements onto a real-time and
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collaborative public surface. The authors also highlight the differences in the
users’ behaviour when their system is displayed on a large public screen than
when it appears on a personal computer.
Another active area of research, deals with user interruptibility and attention
management. For instance, [149] present a toolkit that provides structured
support for managing user attention in the development of peripheral dis-
plays. In [161] the authors describe two user studies to explore how the users’
expectations towards what is presented on public displays has a relationship
with their selective attention towards these displays. The study presented
in [103] proposes a strategy for using context-aware computing to minimize
the perceived information change. The authors, propose a reasoning module
that accepts requests to display information from multiple applications and
controls how the information is presented to minimize visual disruptions to
users.
The system presented in [145] is an interesting example of multi-display envi-
ronments in a learning context. It was designed to structure learning patterns
in a classroom environment by using a combination of fixed, mobile and wear-
able displays. This system displays awareness information in a smart TV and
provides feedback in the screens of the student’s smartphones. It also guides
the students through specific activity patterns using wearable displays.
Another example is the system described in [159] intended to provide a rich
and varied experience with video contents and activities for learning purposes.
It is based on a public display, with which students can interact through
an Android application that grants access to the display’s contents. Two
applications were developed using this system: the Quiz Application, to show
video and quiz elements in the public display and allow students to interact
with the quizzes using their smartphones, and the Video Rating Application,
which displays information about the students’ ratings of diverse educational
videos.
In [31] the authors present a literature review on the use of ambient displays
in learning applications. The focus of this study is the use of such displays
for situational awareness and feedback. The majority of the works review are
focused at understanding the psychological effects of ambient displays instead
of design aspects of the displays themselves. In addition, the majority of
prototypes developed handle only a low capacity of information.

Chapter3
A Framework for Pervasive Data
Sensing
3.1 Introduction
In order to perform pervasive monitoring in learning scenarios, we need to
extract metrics that allow the characterization of the features of the students
learning practices and patterns. It is, therefore, necessary to capture raw data
from different kinds of sensors continuously and across the different situations
and contexts that the students might encounter in their everyday lives. Fur-
thermore, in order to make high-level inferences about the students’ behaviour
from this raw sensor data, several processing and classification tasks must also
take place.
As discussed in previous chapters modern smartphones are ubiquitous and
powerful sensing devices that can help to draw inferences about social inter-
actions and learning processes. However, the data collection and inference
processes involved are not trivial mainly because of three reasons:
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• The sensors available in a specific device can be limited and/or not have
the accuracy that is required for a specific sensing task.
• The continuous sensing process necessary to perform monitoring activi-
ties have a high energy cost, leading to a rapid battery drain, especially
if there are several sensing tasks active concurrently [24].
• The smartphone computing resources can be limited to perform some
computationally intensive classification and inference tasks (e.g., speech
or image recognition) [190].
These challenges have promoted the appearance of collaborative sensing tech-
niques to improve data quality and save energy [136, 137, 62, 153]. Neverthe-
less, although there are many collaborative sensing software platforms that
can help developers to create monitoring applications for smartphones, it is
not clear the sensing model that these platforms implement and the range of
scenarios in which they can provide a solution.
Most sensing platforms involve the use of centralized components, or assume
homogeneity of devices capabilities or stability of the communication link
among the participants [55, 128, 187]. Most of these sensing solutions use
infrastructure-based communication that allows mobile sensors to access cen-
tralized data repositories, which are in charge of supporting the data sharing
processes. Moreover, they usually require the explicit participation of the peo-
ple and allow them to become active participants of these processes and get a
benefit for that.
These assumptions do not represent a problem for conducting several monitor-
ing activities; for instance, crowdsensing [76, 84] or participatory sensing [41]
in urban scenarios where the application can assume a continuous access to the
cellular network. However, it does not take into consideration scenarios with
loosely-coupled interactions between smartphone users (i.e. when the users
perform their activities autonomously and only collaborate when is necessary
or an opportunity arises [173]) in uncertain communication contexts or those
scenarios where users share information both implicitly and explicitly.
This partial mismatch is because comprehensive pervasive monitoring ap-
plications should consider the dynamism of contexts and interactions that
smartphone users can encounter. Therefore, pervasive data sensing solutions
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should provide services for implicit and explicit data sharing, and these ser-
vices should work in both infrastructure-based and ad hoc networks. Although
there are several applications that provide specific solutions for addressing par-
ticular problems, most of them are not easy to use in other contexts, and also
require specialized development expertise. For this reason, the development
of these types of applications requires to address several challenges related to
the limitations of the communication networks and types of interactions in
certain contexts, such as unstable communication links, devices heterogeneity,
energy constraints, user mobility patterns, etc.
There are also platforms that consider unstable communication scenarios and
provide autonomy to the devices participating in a sensing activity, for exam-
ple, using ad hoc networks. Nevertheless, they do not take advantage of the
long-range communication infrastructures (e.g., Internet connection, cellular
networks, etc.) when they are available [128, 61]. This is why, the ideal so-
lution should not only provide autonomy, but also the capability to interact
with remote components when they are available.
Provided that pervasive monitoring scenarios usually entail diverse types of
sensing devices and are dynamic in terms of communication support and mo-
bility patterns of the people involved, the monitoring platform should also
provide context-awareness [26] and support for device heterogeneity (i.e. al-
lowing interoperability and considering hardware and energy limitations).
Considering all the challenges introduced in the previous paragraphs, we
propose a framework especially designed to deal with data collection and
sharing processes involved in smartphone-based pervasive sensing. Although
this framework was conceived to meet the special requirements of pervasive
monitoring in learning contexts as the ones envisioned by the new learning
paradigms, it also provides a technological model that is suitable for a variety
of pervasive monitoring scenarios.
The proposed framework has the following features:
• Autonomous: since it preserves the independent operation of the mo-
bile devices but also enables it to work collaboratively with other devices.
• Context-aware: because it considers the characteristic of the hardware
components of the devices as well as the network conditions.
38
• Energy-aware: due to the fact that considers the battery level of de-
vices for the assignation of sensing tasks and intends to minimize the
energy costs for the overall group of devices involved.
• Infrastructure-independent: since it can work regardless of the un-
derlying network infrastructure. It can also work in scenarios where
there is no fixed communication infrastructure available. This feature
also contributes to the autonomy of the framework.
• Support for dynamism: because it adapts to changes in the network,
mobility and hardware conditions.
• Flexible operation: since it provides autonomy to the devices but
also allows access to fixed network infrastructures or remote components
when they are available.
• Interoperable: because it enables collaborative sensing interactions
between different types of smartphones and various kinds of sensors and
devices, independently of their hardware characteristics.
After exploring the viability and usefulness of the framework through a simu-
lation tool, a prototype of the framework was developed and evaluated. The
evaluation processes were helpful to assess the framework’s performance and
determine its associated costs in terms of energy, computation and network
traffic. The preliminary results indicate that this infrastructure is useful not
only for data gathering and sharing, but also for reducing the battery con-
sumption involved in the sensing tasks.
Chapter Overview
This chapter describes and evaluate a framework for pervasive data sensing, in-
volving both autonomous and collaborative sensing activities. The framework
was evaluated empirically using both, simulations and a prototype. Both types
of evaluations provided various insights on the performance of the framework
under diverse hardware, networking and mobility conditions. The remainder
of the chapter is organised as follows: in Section 3.2 we describe the design of
the pervasive sensing framework proposed, including details about its architec-
ture, services, interaction protocols, messages and data retrieval mechanism.
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In Section 3.3 we present the evaluation of the framework and discuss the re-
sults of the simulations as well as of the evaluation of the prototype. We also
propose some improvements to enhance the performance of the framework in
Section 3.4. Finally, we present the conclusions in Section 3.5.
3.2 The MASU Framework for Pervasive Sensing
This thesis proposes the Mobile Autonomous Sensing Unit (MASU ) frame-
work for pervasive data sensing in learning scenarios. The aim of this frame-
work is to support opportunistic information sensing and sharing among dif-
ferent types of devices regardless of the underlying network infrastructure.
This infrastructure allows the creation of service-oriented pervasive sensing
applications, providing complex collaborative sensing services while ensuring
the devices autonomy. In addition, the MASU framework offers a common
platform for the provision of pervasive monitoring services, allowing the in-
teraction between smartphones and other types of sensors and IoT devices,
such as smart objects, shared displays, networked printers, sensors in smart
buildings, etc. This platform can be easily reused to support the develop-
ment of collaborative sensing solutions for wide range of contexts and diverse
applications. The design of the MASU framework is flexible, allowing both in-
teroperability and autonomy. The following sections describe different aspects
of the design of this framework.
3.2.1 System Overview
The MASU framework supports opportunistic mobile collaborative sensing
activities performed over dynamic communication scenarios that include both
stable and unpredictable communication links. This framework is based on
what we called MASU units or nodes, which are smartphones or other devices
that run the MASU software infrastructure. The MASU units can not only
work autonomously and perform independent sensing tasks, but also inter-
act opportunistically with other units to perform collaborative sensing. The
framework allows smartphone users to act as both consumers and providers of
sensing services while preserving their autonomy. The collaboration among a
group of MASU units allows the provision of complex and high quality sens-
ing services that could not be provided by individual sensing devices due to
limitations in their capabilities (e.g., cpu, memory, sensor quality, etc.) or to
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the high cost involved in the sensing tasks. For this reason, the interaction
between several units enables a number of collaborative sensing services that
are beneficial for the overall group of devices involved in terms of hardware
resources, energy consumption and information quality.
In order to model the different processes and services involved in a collabora-
tive sensing activity the MASU framework defines a number of roles played
by different units. A role can be seen as a particular set of services provided
and/or consumed by a specific unit. A MASU unit participating in a col-
laborative sensing activity can play one or more roles within such an activity.
Moreover, it can have several instances of the same type of role activated at the
same time. A unit can also participate in several parallel collaborative sensing
activities, interacting simultaneously with units that are part of different activ-
ities and playing the same or different roles in those activities. In other words,
a MASU unit can be seen as a node playing one or more roles and therefore
consuming and/or providing the services specified by those particular roles.
Figure 3.1 shows an overview of the MASU system when two collaborative
sensing activities are being performed among a group of units. It shows two
different groups of units that, according to the roles played by them, provide
and/or consume diverse services within the activity they are participating. In
addition, one of the units is participating in both sensing activities so that it
can contribute to and benefit from both of them.
3.2.2 Architecture
The architecture of the MASU framework designed to support the develop-
ment of pervasive data sensing applications, is represented in Figure 3.2. This
framework has a modular design composed by two separate layers: the Con-
trol Tier and the Sensing Tier, which interact among themselves and define
two different categories of roles. On the other hand, the MASU framework
has also a crosslayer architecture, enabling interactions with other layers of
the computing system. This enables the framework to have access data from
such layers and benefit by the information that they provide (i.e. hardware
and network information).
The Control Tier provides all the services required for the management and
monitoring of the overall collaborative sensing activity, coordinating the tasks
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Figure 3.1: Overview of the MASU system
within the activity and also between several sensing activities, if required. The
Control Tier is also in charge of managing the use of resources within each
sensing device (MASU unit) participating in an activity.
This layer includes two roles: Manager and Monitor, which interact among
themselves to coordinate the operation of this tier and to guarantee the pro-
vision of collaborative sensing services. Therefore, the Control Tier performs
role selection and activation functions and has control over the Sensing Tier. It
also monitors the state of different hardware components of the device, such as
battery level, processor load, memory available and quality of the sensors avail-
able (hardware monitoring). Moreover, it keeps track of events related to
the underlying network infrastructure, including topological changes, network
traffic, congestion and delay (network monitoring). Such a careful monitor-
ing allows the MASU units to be context-aware and to make appropriate role
selection and activation decisions as well as to adapt to the unpredictability
of dynamic environments, activating or deactivating roles accordingly.
The Sensing Tier, which is in charge of performing the specific data sensing
and sharing tasks, has four distinct roles: Producer, Consumer, Storage
and Relay. These roles interact among themselves enabling the provision of
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complex data sensing services.
3.2.3 Node Structure
The node running the MASU platform can play one or more of the roles
defined in each one of the tiers of the framework. Figure 3.3 represents the
role composition structure of a MASU node.
A node can play one or more roles and it can also have several instances of
the same type of role activated at the same time. Furthermore, these roles
are dynamic and can evolve over time according to the characteristics of the
network infrastructure, the mobility of the nodes or changes in the number of
nodes involved in the activity or in the hardware resources available in such
Figure 3.2: Architecture of the MASU Framework
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nodes.
To have a collaborative sensing activity, it is necessary that at least two nodes
are willing to collaborate and that such collaboration imply some benefit for
the participating nodes. Otherwise, the MASU units would be working in-
dependently, in autonomous mode. A node performing sensing activities in-
dependently in a stand-alone fashion would be at the same time Producer
and Consumer of its own sensing services. It would, therefore, only require
the activation of particular Producer roles for the required services and the
corresponding Consumers of such services. By contrast, in a scenario where a
set of nodes is working collaboratively to perform a sensing activity, there can
be diverse combinations on the number and type of roles that must be acti-
vated in different nodes, depending on the requirements of the activity and on
the characteristics and capabilities of the participating devices. However, this
collaborative sensing activity would require that at least one Manager, one
Monitor, one Producer and one Consumer roles be activated in the activity.
Typically, most nodes collaborating in a sensing activity will have at least a
Consumer role activated because we assume that they will be interested in
at least part of the sensed data. Nevertheless, if some of the MASU units
participating in the activity are IoT devices, there can be cases where they
would require the activation of a Consumer role (e.g., a shared display receiving
an image), but in other cases, they would only provide sensing services and
would not have any Consumer role active (e.g., sensors in smart buildings).
Figure 3.3: Structure of a MASU node
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There can be two different kinds of Producer roles: Collector and Processor,
depending on the type of information that they generate or in the method
used by them to obtain it. Moreover, Relay and Storage roles can be activated
depending on the network conditions and on the characteristics of the sensing
activity and of the participating nodes.
3.2.4 Roles and Services
Each one of the roles of the MASU framework provides a number of services.
MASU units playing some roles can interact with each other by subscribing to
the services provided by specific roles. When a unit subscribes to a particular
role, it is then, subscribing to all the services provided by such a role. Following
we detail the roles included in the MASU framework and the services offered
by them:
a Manager: This role acts as coordinator of the collaborative sensing
activity. There can also be several Managers coordinating the activity.
This role performs the following functions:
i Runs a Cost Function to determine the viability and usefulness of
performing the collaborative sensing.
ii Divides the overall collaborative activity in a group of subtasks that
will be performed by specific roles.
iii Defines specific roles and the particular characteristics of the ser-
vices that they must provide in order to perform all the subtasks
required for the completion of the collaborative activity. The spec-
ification of these roles takes into consideration the requirements of
the activity, including temporal and hardware requirements. To
fulfil the temporal requirements of the activity, the Manager takes
into account aspects related to the current state of the communica-
tion network, such as traffic, congestion and delay.
iv Matches the roles specified with all the participating units. To
make this match, the Manager considers the performance of both
communication network (e.g., considering that some links can be
more congested than others) and hardware components of the units
(e.g., some units can have less battery lifetime). For the role-unit
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matching, the Manager also runs the Resource Optimization Al-
gorithm (ROA) to optimise the use of the resources of the whole
group of participating units.
v Activates the roles specified in the selected units. The roles will
be activated according to the results of the ROA algorithm only in
units that meet the particular requirements of the specific role.
vi Monitors the state of all the roles previously activated and their cor-
responding services (service monitoring). This way, The Man-
ager can know when some of these roles have crashed or are not
working properly. The service monitoring considers the character-
istics of the underlying communication network, detecting when
some units have unstable communication links or have left the net-
work, and therefore the services offered by them are not available
within the collaborative sensing activity.
vii Communicates with other Managers to reach consensus for the ac-
tivation of roles in the MASU units that are taking part in the
collaborative sensing activity. It can also communicate with other
Managers from outside of the local collaborative sensing activity in
the case that one or more local units are also taking part in external
activities.
b Monitor: This role monitors the performance of MASU units. It offers
various basic services:
i Monitors the hardware performance of all the units that are part
of the activity (including the units acting as the Manager and the
Monitor itself). This monitoring (hardware monitoring), takes
into account hardware elements of the devices, for example, battery
level, processor load, memory available and quality of the sensors
available. Furthermore, the results of the hardware monitoring is
used as input for the Cost Function and the Resource Optimiza-
tion Algorithm in order to assess the usefulness of the collaborative
sensing activity and make an appropriate management of the units’
resources.
ii Keeps track of aspects related with the underlying communication
network, such as network traffic, congestion and delay (network
monitoring).
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iii Performs service monitoring of the units selected to work as Man-
agers. By doing so, the MASU framework can be aware of failures
in the Managers of a collaborative sensing activity and take the
appropriate measures.
iv Communicates with the Managers to notify changes in aspects re-
lated to hardware performance of the units.
c Producer: A unit playing this role performs sensing tasks using any
of the sensors available in the device. Such sensors can be hardware
or software components and can collect raw sensor data or higher level
aggregated data or inferred information. According to the type of data
produced by the sensing task, the Producer role can be classified into
Collector and Processor. Collectors sense raw data, whereas Proces-
sors produce higher level information, which can be generated by com-
bining data from several sensors or making inferences from such data.
Processors can use data sensed previously by other Producers, includ-
ing both Collectors and Processors, to generate higher level information.
The input data required by Processors can also be accessible through
Storages or Relays. As a result, Processors have to subscribe to the ser-
vices provided by the units that will deliver such input data. Thus, the
performance of Processors can be affected by the performance of other
roles. In general, a Producer has the following services:
i Produces sensor data according to the requirements of the sensing
task following the specifications of the particular role as defined by
the Manager.
ii Sends the data to Consumers, Storages and Relays subscribed to
them to meet the temporal requirements specified by the Manager
in the role definition. Producers respond to their subscribers in an
asynchronous fashion (i.e. they do not respond to the subscribers’
requests immediately, but when they have information available).
They can send data periodically, only when the information sensed
previously changes or only once (when it is available).
d Consumer: Consumers are service consumers that use the data sensed
by Producers. They can access this data directly from the Producers
but also through Storages or Relays. We assume that if the units partic-
ipating in a collaborative activity are, for example, smartphones carried
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by students, all of them will be interested in receiving at least part of the
sensed information. In this case, all the MASU units have at least one
Consumer role activated. However, if the units are sensors located in
smart buildings (e.g., motion sensors, access control systems, cameras
embedded in the infrastructure, etc.), smart objects or other IoT de-
vices, they will probably only be producers of information and therefore
will not have any Consumer role activated. Notice that Storages, Relays
and Processors that require data sensed previously by otherMASU units
are not only service providers, but also service consumers. Consequently,
they also have one or more Consumer roles activated. Consumers per-
forms the following functions:
i Subscribes to Producers, Storages or Relays receiving the informa-
tion sent by them. This subscription is facilitated by the Manager,
who informs Consumers about MASU units that can provide the
services required as well as the specifications of the subscription.
ii Consumers use all the services provided by the roles they are sub-
scribed to.
iii Specify the required data delivery rate if they are subscribed to
Storages. The data rate is specified in the subscription request of
the Consumer.
e Storage: This role provides two basic services:
i Subscription to Producers, from whom they will receive data.
ii Storage of historic shared data, considering the storage capabili-
ties of the devices. This information can be used, for example, by
nodes that have poor network connectivity and/or high mobility
and therefore are likely to miss continuously information sent by
Producers.
iii Retrieval of the information to Consumers subscribed to them. The
information is retrieved according to the specifications and data
rate defined in the subscription performed by particular Consumer
roles.
f Relay: Relays retransmit recent data generated by Producers to Con-
sumers that lost or could not receive the data sent by the Producers
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properly. Relays are similar to Storages but they usually store smaller
amounts of recent information instead of larger amounts of historic data.
In addition, they are selected due to their strategic characteristics in
terms of network connectivity or mobility patterns in order to facilitate
the data delivery to units that missed the information. The Relays per-
form two basic services:
i Subscribe to Producers and receive data from them.
ii Deliver information to subscribed Consumers. The information is
forwarded from Producers to Consumers asynchronously, according
to the data delivery rate specified by the Producer.
Figure 3.4 shows an example of a collaborative sensing activity involving four
MASU units. We can observe the interactions between the different roles
played by them. The Manager activates all the roles present in the activity
and also performs service monitoring over them. On the other hand, the Mon-
itor performs network monitoring, service monitoring over the Manager and
hardware monitoring over the four participating units. In the activity we have
two Producers: one acting as Collector and the other as Processor. In this case,
the Processor receives the data sensed previously by the Collector, performs
some classification or inferences tasks and sends the resulting information to
the Storage. Finally, the Storage sends this information to the Consumer.
3.2.5 Interaction Protocols
In this section we describe the interaction protocols between the different roles
defined in the MASU framework.
Once the set of devices that will take part in the collaborative sensing activity
is determined (which is beyond of the scope of this thesis), all the participating
units share their hardware capabilities. The next step is to select and activate
the different roles in each one of the tiers of the framework. We will distinguish
between two basic operations: (i) Role Selection and Activation in the Control
Tier and (ii) Role Selection and Activation in the Sensing Tier.
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Figure 3.4: Interactions between MASU roles
3.2.5.1 Mechanisms for Role Selection and Activation in the Con-
trol Tier
Based in the hardware information shared and the network connectivity of
the units, there are four different strategies for the selection and activation of
roles in the Control Tier:
a Fixed Centralized: This approach determines that only one specific
MASU node will play both Manager and Monitor roles. Thus, the first
node joining the collaborative sensing activity will be selected to play
the role. This role is static and does not change over time, and therefore,
the node playing it is the single point of failure of the activity.
b Dynamic Centralized: In this case, the MASU framework also speci-
fies one particular node to play the role. In order to determine the best
suitable candidate for a particular role, a distributed leader election
algorithm is executed. The criterion followed for the selection of the
leader is different depending on whether the node will play a Manager
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or a Monitor role. The node with the best hardware capabilities will be
selected as Manager, whereas network connectivity will be a more deter-
mining factor for the selection of the Monitor. However, both aspects
will be considered for the selection of these two roles. For that reason,
it is possible that the leader election algorithm for the selection of the
Manager and the Monitor obtain the same result, which would imply
that only one node will have to activate both roles. Nonetheless, in the
case of a Dynamic Centralized Control Tier, the framework has to choose
two different nodes to fulfil the functions of Manager and Monitor roles.
c Distributed: We can have a fully distributed Control Tier, where all
the MASU nodes that are participating in the sensing activity will play
both Manager and Monitor roles simultaneously.
d Hybrid: The Hybrid approach adds some restrictions to the Distributed
Role Selection and Activation method. In this approach, most nodes
participating in the collaborative sensing activity will activate the Man-
ager and Monitor roles apart from those who have capabilities and/or
connectivity that fall below some pre-established thresholds.
Due to the lack of dynamism and flexibility of the Fixed Centralized method,
we consider that this approach is not part of our proposal. Nevertheless,
we use it only as a baseline to compare the performance of the approaches
included in our framework. Notice that all the other strategies adapt to the
unpredictability of some types of networks and the heterogeneity of devices,
and therefore the roles in the Control Tier are dynamic. Thus, the units
selected to play a particular role or the number of active roles can change over
time.
The Dynamic Centralized and Hybrid approaches can be appropriate in perva-
sive data sensing activities that involve small sensors or IoT devices. Typically,
these devices are low power and resource constrained so they should not be se-
lected to play Manager or Monitor roles since these roles might entail resource
intensive tasks and also require high network connectivity.
Henceforth, for simplicity reasons we will refer to both Distributed and Hybrid
approaches as Distributed since the Hybrid can be seen as a special case of
the Distributed approach.
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3.2.5.2 Mechanisms for Role Selection and Activation in the Sens-
ing Tier
Once the Manager (or Managers) is selected and activated, it has to select
and activate the different roles in the Sensing Tier. According to the strategy
followed for the selection of the Manager in the Control Tier there are two
different options for the selection and activation of the roles:
a The Manager decides: If the strategy for the selection and activa-
tion of the Manager was Dynamic Centralized (or Fixed Centralized),
it would only be one Manager in the activity. Consequently, all the
units must inform the Manager about their capabilities and characteris-
tics. Using this information the manager will select the most appropri-
ate units to fulfil each one of the roles of the Sensing Tier, taking into
account the requirements of the activity. Moreover, the Manager will
activate the required roles in the selected units.
b The Managers reach a consensus: In case of a Distributed ap-
proach, there are several units performing as Managers of the collabora-
tive sensing activity. As a result, all these Managers have to agree on
which nodes will be selected to play the roles required for the activity.
Based on the hardware and network information of the units, once each
Manager decides the most suitable units, all the Managers run a dis-
tributed consensus algorithm previously to the activation of the roles
required by the activity. Notice that in this case most network nodes
are Managers, and therefore they would only have to inform themselves
or a neighbour node about what roles should be activated. As a result,
there will only be a few role activation messages transmitted over the
network. Thus, mainly only the messages of the consensus algorithm
will be interchanged between the Managers.
Similarly than in the Control Tier, roles in the Sensing Tier are also dynamic
and can evolve over time depending on the characteristics of the communica-
tion network and on the hardware capabilities of the MASU units that are
participating in the collaborative sensing activity.
Table 3.1 shows a summary of the different methods followed for the selection
of roles in the different Tiers and according to the role architecture of the
52
Control Tier. If the role architecture of the Control Tier is Dynamic Central-
ized, the selection of roles in this Tier will be determined by the results of
the election algorithm. Furthermore, due to the fact that in this architecture
we only have one Manager, the selection of roles in the Sensing Tier will be
determined by such a Manager. Nevertheless, if the role architecture of the
Control Tier is Distributed, all the units that are part of the collaborative
sensing activity and that are active and have connectivity will play the roles
of the Control Tier. In addition, the Selection and Activation of roles in the
Sensing Tier will be determined by the results of the consensus algorithm.
Table 3.1: Role Selection and Activation Mechanisms for the different role
architectures
Role Architecture of the Control Tier
Tier Dynamic Centralized Distributed
Control Tier By leader election algorithm All active units
Sensing Tier By the Manager By consensus algorithm
3.2.5.3 Cost Function and Resource Optimization
Before selecting and activating roles in the Sensing Tier, the Manager uses
the information received from the MASU units to run a Cost Function. The
output of this function will determine whether it would be beneficial for the
whole group of units to work collaboratively or not. According to such output,
the Manager will activate or not the Role Selection and Activation processes
in the Sensing Tier. Consequently, if the output of the Cost Function is
negative, there will not be collaborative activity and all the units will work
independently. The Cost Function determines the viability and usefulness of
performing collaborative sensing.
The Cost Function is also associated with the results of the Resource Opti-
mization Algorithm (ROA), which helps optimise the use of the resources of
the whole group of participating units. The ROA algorithm runs every time
that the MASU framework wants to initiate the Role Selection and Activation
process in the Sensing Tier. Such algorithm influences how roles are selected,
calculating the estimated costs of the services provided by each one of the
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roles, and considering the specific requirements of the activity and the charac-
teristics and state of the devices. The ROA determines, for a group of units,
who has to activate a given role, who has to collect data from specific sensors
and share the results with the rest of the members, etc. For example, the ROA
can determine, depending on the battery level and the memory usage of the
units that two units will be Producers, whereas the rest will act as Consumers.
The ROA will also decide, between these two Producer units, which one have
to capture data from microphone and which one have to sense GPS data. As
a result, the rest of the units acting as Consumers will deactivate their sensors
and wait until they receive the sensed information from these two Producer
units.
The definition of specific cost functions and resource optimization algorithms
to be used in particular application scenarios is beyond the scope of this work.
Some examples of cost functions and resource optimization mechanisms used
in similar contexts that the one presented in this dissertation can be found in
[112, 128, 137].
3.2.5.4 Fault Tolerance Mechanisms
Due to the dynamism and uncertainty of some network infrastructures, the
MASU framework defines several fault tolerance mechanisms to deal with
changes and failures in active roles that are taking part in a collaborative
sensing activity. Such mechanisms can be classified into two categories:
Mechanisms of Tolerance to Role Failure
The dynamic characteristics of the underlying communication network, the
mobility patterns of the units or an application failure can make that some
roles that are taking part in a collaborative sensing activity crash or disappear.
To detect a role failure, the framework monitors the state of each one of the
roles that were activated to perform the activity. As explained previously, the
Manager role monitors the state and behaviour of the services offered by all
the other roles. Similarly, both Manager and Monitor perform mutual service
monitoring on each other.
The MASU framework defines two different tolerance mechanisms to deal
with role failures: (i) Mechanism of Tolerance for the Control Tier and (ii)
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Mechanism of Tolerance for the Sensing Tier.
(i) Mechanism of Tolerance for the Control Tier: This mechanism only
applies when the role architecture of the Control Tier is Dynamic Central-
ized since in a Distributed approach, all the units play all the roles included
in the Control Tier. For this reason, if a role fails, the rest of the units would
keep working properly.
In case of a Dynamic Centralized architecture, if the Manager fails, the MASU
framework restarts the Role Selection and Activation mechanisms for the Con-
trol Tier, which implies a distributed leader election algorithm. Conse-
quently, both Manager and Monitor roles will be reassigned. In addition, the
framework also restarts the Role Selection and Activation mechanisms for the
Sensing Tier, which imply that the Manager will assign all the roles required
in this tier. Nevertheless, if the architecture is Dynamic Centralized but only
the Monitor fails, the Manager will be in charge of reassigning the Monitor
role to a suitable unit.
(ii) Mechanism of Tolerance for the Sensing Tier: Contrary to the
previous case, this mechanism only applies when the role architecture of the
Control Tier is Distributed due to the fact that in a Dynamic Centralized
architecture the Manager would be in charge of reassigning the roles that
failed.
In case of failure of any of the roles in the Sensing Tier, only the Role Se-
lection and Activation mechanisms for such a tier will be activated and the
corresponding roles will be reassigned. Such mechanisms imply a distributed
consensus algorithm so that all Managers could agree on the assignation of
roles.
Notice that the MASU framework has three basic methods to deal with role
failure and decide how to reassign new roles: (i) the Manager decides, (ii)
the leader election algorithm decides or (iii) the consensus algorithm decides.
These methods correspond to the ones used for Role Selection and Activation
in the Sensing and Control Tiers.
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Mechanisms of Tolerance to Resource Limitation
The mobility of the nodes, the characteristics of the network infrastructure
(e.g., congestion, delay, etc.) or the limited hardware capabilities (e.g., low
battery level, high CPU utilization, etc.) of the mobile devices that are oper-
ating as MASU units can make necessary to determine if the roles that are
currently active must be reassigned or even if the collaborative activity must
finish.
The Monitor and Manager keep track of any event in the collaborative activity:
new units join, some disappear, others have poor network connectivity or run
out battery, CPU or storage capacity, etc. If any of these changes occur, the
Cost Function must be executed to determine the viability and usefulness of
the collaborative sensing activity. If the output of this function is positive, the
MASU framework will restart the Role Selection and Activation mechanisms
for the Sensing Tier, reassigning roles as appropriated according to the results
of the ROA algorithm.
In the case that many new units join the collaborative sensing activity, it
is possible that the cost required to share the sensed data is too high, and
therefore the output of the Cost Function is negative. This situation would
imply that the collaborative sensing activity is not beneficial for the overall
group of participating units so that it has to end. Howevhis situation could
be solved by creating two parallel sensing activities.
3.2.6 Control Messages
According to the interaction protocols, theMASU framework defines five types
of messages of the Control Tier:
1. Unit Detection Messages: these messages are used to detect the
units that are present in the collaborative sensing activity. Therefore,
the Unit Detection messages are used to monitor changes in the compo-
sition of the activity, regarding the units and roles that are present in
such activity. These messages are used for textitservice monitoring
operations, which are required for the Mechanisms of Tolerance to Role
Failure. The detection and monitoring of units is performed by observ-
ing changes in the connectivity of the units and the network topology
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due to new units that join or existing units that leave the network.
2. Device Information Messages: these types of messages are used by
the units to share information about their hardware capabilities, such
as battery level, processor load, memory available and quality of the
sensors available. The Device Information messages are necessary when-
ever a Role Selection and Activation Process takes place. Moreover, the
information provided by these messages is used for the hardware mon-
itoring functions required for the Mechanisms of Tolerance to Resource
Limitation and also as input for the Cost Function and ROA algorithm.
For hardware monitoring, the Device Information messages are sent by
the units when the performance of the diverse hardware components
considered falls under various pre-established thresholds.
3. Election messages: this category includes the messages of the dis-
tributed leader election algorithm that is used to select the Manager and
Monitor roles in a Dynamic Centralized role architecture of the Control
Tier de manager. Due to the fact that the leader election algorithm
needs information about the devices in order to make a decision, we con-
sider as Election messages (and not as Device Information messages) the
messages with the hardware capabilities of the devices that are required
by the leader election algorithm.
4. Consensus messages: these kinds of messages are used in a Dis-
tributed role architecture of the Control Tier so that all the Managers
could agree on the selection of roles in the Sensing Tier. Therefore, these
are the messages required for the distributed consensus algorithm. Simi-
larly than in the previous types of messages, we include in this category
messages with the hardware information of the devices that are required
for the consensus algorithm.
5. Role Activation messages: these messages are only used in case of
a Dynamic Centralized role architecture of the Control Tier. They are
sent by the Manager to activate roles in the Sensing Tier or to activate
the Monitor if it fails. In case of a Distributed role architecture of the
Control Tier, all the units are Manager so they activate roles locally and
do not need to send messages to other units.
6. Network Monitoring messages: this is a special type of message
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that is necessary for the network monitoring functions performed by the
Manager. The number of messages of this type depend on the kind of
communication support used. For example, if we have a fixed wireless
infrastructure composed by one or several Access Points (AP), a network
monitoring process would involve that the APs have to collect several
network statistics and send it to the Monitor. Typical solutions for these
types of infrastructures require the installation of customised software
in the APs and an external cloud server, which computes the network
metrics required [29]. This process would require the interchange of
messages between the APs and the units connected to them as well as
between the different APs and the cloud server. In this case, the cloud
server would probably act as Monitor since it has to collect and com-
puter statistics from all the network nodes, which can be too heavy for
a regular node. By Contrast, if we have an ad hoc network, we can
perform a passive network monitoring using the same messages that are
part of the routing protocols. Such protocols have metrics that allow the
estimation of the number of packets or the traffic that a given link would
be able to support [59, 204, 138]. Although these metrics only provide
an approximation of the real network traffic or congestion, the use of ad
hoc networks provide several advantages: (i) do not require additional
hardware or software components but only an extension of the existing
routing protocol, (ii) have an easy configuration since the routing proto-
col is already running in the nodes (it does not require changes in the
fixed infrastructure) and (iii) do not require sending additional messages
for the monitoring of the network since they are already included in the
routing protocol. In this case, the Monitor can be any network nodes
since the network monitoring does not require any additional messages
or computation.
3.2.7 Data Retrieval Mechanism
The interactions between the different roles of the Sensing Tier enables the
MASU units participating in the collaborative sensing activity to collect and
share data so that all the units can have the information required by the
activity. These interactions are mediated by the Collaborative Sensing Mecha-
nism (CoSM), which is the data retrieval component of the MASU framework.
What is more, the CoSM is the component of the framework that allows the
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differential activation of each one of the roles of the Sensing Tier (i.e. Con-
sumer, Producer, Storage and Relay).
The CoSM mechanism offers four basic services for service discovery [233] and
information distribution: Publish, Find, Subscribe, and Data Dissemination.
Publish Service. This service allows the units that are participating in the
collaborative activity to publish their services. This function will be used by
Producers, Storages and Relays to offer their services and share their sensed
data with others. Consequently, the Publish service takes place when the
Manager or Managers of the collaborative activity activate such roles in the
Sensing Tier.
Find Service. This function enables Consumers, Storages and Relays to
know what data they need to receive. Once again, this service is provided
when the Manager activates these roles according to the specific requirements
of the collaborative activity.
It is important to notice that the Manager works as a service registry per-
forming service publishing and finding operations. This service registry can
be centralized or distributed, depending on the strategy followed to elect the
Manager in the Control Tier.
Subscribe Service. This function allows some roles to subscribe to the ser-
vices offered by others. In this case, the role that want to receive the sensed
data has to make itself the subscription to the particular role that offers it.
Data Dissemination Service. This service enables active roles in the collab-
orative activity to share data between providers and subscribers of a specific
service.
The CoSM is composed by three main modules (Figure 3.5): the Sensing
Module (SM), the Data Source Manager (DSM) and the Data Dissemination
Manager (DDM). These modules are responsible of the services that enable
the differential activation of the roles in the Sensing Tier. The SM interacts
with the DSM and the DDM to determine the type of data that a particular
unit has to sense and the method that it will use to obtain such data.
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Figure 3.5: Modules of the CoSM mechanism
3.2.7.1 Sensing Module
The Sensing Module (SM) supports the data collection process. The data
can be collected from the sensors available on the MASU unit as well as
retrieved from other units. The SM has a modular design, where data can
be collected from diverse independent sensors. For the MASU framework a
sensor is any hardware or software component that act as source of information.
Consequently, the SM module calls a number of services for accessing any type
of sensor available on the unit.
This module can obtain raw sensor data from, for example, the unit’s physical
sensors but also high level information from other types of sensors. In the
former case, a Collector role will be activated, while in the latter the role played
by the unit will be a Processor. The SM also enables the use of data shared
by other units as data source and establishes (for every sensor in the unit)
the way how it will obtain the corresponding data. This way, the activation
of particular Producer or Consumers roles can take place. Accordingly, the
SM defines two basic data collection methods: direct and indirect. In the
direct method the unit is responsible for capturing data without relying on
any other source. In the second case, the sensor receives and processes data
that has been previously collected by other units. In the former case the unit
will play a Producer role, whereas in the latter it will be a Consumer.
The SM allows both, remote and local activation of the all the sensing services.
This fact facilitates the activation of roles in the MASU units by the Manager
for collaborative sensing activities as well as the independent operation of the
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units for individual sensing tasks. The SM also allows flexible configuration
of the sensing frequency and waiting times.
The data collection methods specified by the SM allow a selective distribution
of data from different sensors. That is, the MASU framework facilitates a
flexible selection of the collection methods that will be used for each one of
the sensors available on the units. For example, it can decide to use a direct
method to capture data from the accelerometer of the unit but to use an
indirect method to capture GPS data.
Figure 3.6 illustrates a data sharing process conducted by three different units.
These units have activated three kinds of sensors. Unit A shares data from
two sensors. This data was collected directly by the unit, which means that
these sensors were activated in direct mode. On the other hand, this unit also
has a sensor activated in indirect mode, receiving data from one of the sensors
of Unit C. In addition, Unit B has all its sensors activated in indirect mode.
Then, this unit will receive all the data from units A and C.
Figure 3.6: Example of data sharing between units
3.2.7.2 Data Source Manager
The Data Source Manager (DSM) is in charge of specifying the sensors that
the unit will use to collect the input data. The DSM enables the units to
capture diverse types of data from different sensors so that the MASU units
can sense different kinds of information and share it with others.
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The MASU framework supports diverse sensors or data sources, such as IoT
devices, information repositories, sensors in smart buildings and sensors em-
bedded in commercial smartphones. These sources must be able to provide
information that is relevant for the applications and users (in our case, infor-
mation that is relevant for pervasive monitoring and awareness). Moreover,
as stated in [26], any modern mobile ubiquitous system must provide context-
awareness and therefore information about the environment that is providing
services to the users (in our case, the MASU unit). For this reason, the pro-
posed framework supports a wide range of data sources that are necessary to
provide context-awareness about the MASU units (what we previously called
hardware monitoring) as well as useful information for pervasive monitor-
ing in learning scenarios. Next, we specify the different categories of data
sources supported:
1. Physical sensors: We can differentiate between three kinds of physical
sensors:
a Hardware sensors, for example, accelerometer, GPS, ambient light,
dual microphones, proximity sensor, dual cameras, compass and
gyroscope.
b Communication sensors that correspond to the several built-in com-
munication interfaces of modern devices, e.g., Bluetooth, infrared,
Wi-Fi and cellular antennas.
c Performance sensors, such as battery level, network traffic, and
CPU, memory and disk utilization.
2. Virtual sensors: In this group we consider information that can be ob-
tained from the device’s applications and services; e.g., the screen status,
the user’s touch inputs, applications status, log files and notifications.
3. Human-based sensors: We include in this category any custom ap-
plication used to collect information that require explicit user interven-
tion. These types of sensors require the participation of a human user to
provide information and create new knowledge [171]. Human-based sen-
sors complement the implicit sensing process performed automatically
by unobtrusive sensors. This way we can obtain both objective (e.g.,
a picture, a quantitative datum, etc.) and subjective (e.g., perception,
opinion, etc.) information from the user.
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4. Context sensors: These are modules that collect information related
to the user context [26] from existing repositories; for instance, the user’s
profile, preferences, schedule or performance indicators.
5. Logical sensors: These sensors provide high-level information and they
can combine data from several sources. Information from this category
usually involves some type of aggregation and processing to interpret the
sensed data and contextual information. An example of logical sensors
could be a service that interprets raw data from an accelerometer to
infer the type of physical activity that the user is performing (e.g, sitting,
walking, running, etc.).
In the MASU framework there can be units that act as Producers and/or Con-
sumers of the different types of data that these categories of sensors provide.
MASU units that use an indirect method to collect input data from any of
these sensors will act as Consumers, whereas units that use a direct method
will fulfil a particular Producer role. In this later case, the MASU units that
sense data using physical, virtual, human-based or context sensors can have a
Collector or Processor role, depending on whether this data require some level
of interpretation (e.g., classification, aggregation, processing, etc.) or not. On
the other hand, those units that retrieve data from logical sensors to perform
further interpretation tasks always play a Processor role.
3.2.7.3 Data Dissemination Manager
As shown in Figure 3.7, the Data Dissemination Manager (DDM) establishes
three data dissemination mechanisms: Broadcast, Point-to-Point and Server-
Mediated.
The Broadcast and Point-to-Point mechanisms offer different methods to
create Peer-to-Peer proximity networks amongst devices. It allows the MASU
units to share information directly among them, without depending on any
centralized server. This fact opens up the possibility to integrate the MASU
framework with IoT, allowing that the units could interact with nearby net-
worked objects and sensors. In the case of broadcast data dissemination, the
data sent by a unit can be received by all the others. On the other hand, the
Point-to Point mechanism only allow data transfer between pairs of units and
therefore only the particular unit that was specified as destination of the data
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can receive and use it.
Finally, the Server-Mediated data dissemination allows communication
between units that are not in the same local network. This mechanism enables
data transfer between two independent groups of units connected to different
local networks but reachable through the Internet. For example, this two
groups could be units that are participating in two different collaborative
sensing activities. Furthermore, the MASU framework can decide to make use
of this server to perform some resource intensive aggregation, processing or
classification tasks to optimize the use of local hardware resources of the units.
For example, to perform complex inference tasks that are computationally
intensive, such image or voice recognition. It can also be used to play the
role of Storage if required, for example, because there is a reduced number of
units participating in the activity or because none of the participating units
has enough space available.
Figure 3.7: Example scenario of data dissemination
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3.3 Evaluation of the MASU Framework
The MASU framework was evaluated empirically to assess its usefulness and
performance under diverse networking, hardware and mobility conditions. To
evaluate different aspects of the behaviour of the framework in diverse sce-
narios we carried out a study based on both simulations and an empirical
evaluation of a prototype of the framework.
3.3.1 Simulations Setup
To evaluate the performance of the MASU framework we used the ns-3 sim-
ulator [6]. This simulation tool allowed us to represent diverse scenarios and
collect a number of metrics with the purpose of assessing the impact on the
performance of the framework of the underlying network infrastructure as well
as the mobility patterns of the MASU units existing in the scenario.
The ns-3 enables the configuration of the nodes that run the MASU frame-
work, the communication network that supports them and the physical space
where they are placed. Consequently, the hardware capabilities of the nodes,
their wireless network interfaces, physical position and mobility patterns were
configured using this simulation tool. We performed 20 simulations for each
one of the particular scenarios configured in the ns-3. This allowed us to
have several samples of the measures performed over each scenario. All the
simulations had a duration of 20 minutes.
3.3.1.1 Nodes and Physical Space
We defined a 360x360 meters outdoor area to place the nodes. Such an area
represents an outdoor physical space where diverse everyday activities can
take place. The size of this space was set to allow the mobility of the nodes
and the creation and evolution of different network topologies.
In this area, we placed 40 nodes that represent the units running the MASU
framework. We considered that all the nodes were similar and had the same
technical features. Therefore, the simulations do not consider the effect of de-
vice heterogeneity, which will be addressed in the evaluation of the prototype.
Particularly, we configured the nodes to have the capabilities of an iPhone 5.
These devices have an effective Wi-Fi communication range of approximately
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80 metres in open areas.
Table 3.2 summarizes the general parameters configured in the ns-3 for the
simulations.
Table 3.2: Simulation general parameters
Parameter Value
Simulation time 1200 s
Simulation area 360 x 360 m
Number of nodes 40
Node model Iphone 5
Wi-Fi standard IEEE 802.11g
Propagation model YansWifiChannel
Transmission power 0.66 W
Transmission range 80 m
3.3.1.2 Mobility Patterns
The simulations allow the evaluation of the framework under dynamic con-
ditions, considering different nodes’ mobility patterns and a high number of
nodes.
The nodes’ movements were modelled using the BonnMotion tool [22]. Bonn-
Motion includes well-known models that represent people’s mobility patterns
[44]. For the simulations, the nodes’ speed was set between 0 m/s (static
nodes) and 1.5 m/s (walking speed) and three mobility patterns were used:
Random Walk, SLAW, and Nomadic.
• The Random Walk Model (RandomWalk) considers people moving ran-
domly in terms of both direction and speed, within a certain area [44].
This model typifies the movements of people who walk without using for-
mal paths and their walking speed and direction can change randomly
at any time. Figure 3.8 shows an example of the mobility of the nodes
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in a simulation that uses the RandomWalk mobility model, where the
movements of all nodes are represented in lines of different colours.
Figure 3.8: Sample of the RamdomWalk mobility model
• In the Self-similar Least Action Walk Model (SLAW) people move quite
freely but with some limitations in speed and direction. This mobility
pattern symbolizes a more realistic scenario, where people walk follow-
ing dedicated walking paths. This model also includes a probability for
the formation of groups between people that move together. For this
reason, the SLAW model is effective in representing casual encounters
among members of the same community; e.g., students at the University
Campus or friends in a park [126]. Figure 3.9 shows a sample represen-
tation of the mobility of the nodes in a simulation that uses the SLAW
mobility model.
• The Nomadic Community Mobility Model (Nomadic) considers people
moving in groups from one location to another. This model considers
several groups of people and, for each group, an invisible node that acts
as reference for all the other nodes within the group. This reference node
determines the next position towards which the group will go as well as
the path and speed at which it will move to reach such a place. In the
Nomadic mobility pattern, allows the representation of several groups of
nodes, which follow the direction and speed of their corresponding refer-
ence nodes. However, the nodes belonging to each group move randomly
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Figure 3.9: Sample of the SLAW mobility model
within a maximum distance from the reference. In addition, this model
allows that some nodes could leave their current group and join others.
In a real-world scenario, this mobility pattern can be representative of
guided tours in a city or museum, where the tourists move together vis-
iting several points of interest [44]. In this scenario, the reference node
can be, for example, the tour guide. Figure 3.10 depicts an example of
the mobility of the nodes in a simulation that uses the Nomadic mobility
model.
Figure 3.10: Sample of the Nomadic mobility model
In Table 3.3 we can find an overview of the parameters used for the setup of
the mobility models considered.
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Table 3.3: Parameters of the mobility models of the nodes
RandomWalk
Max. speed 1.5 m/s
Max. pause 60 s
SLAW
Cluster ratio 25 m
Max. pause 60 s
Nomadic
Avg. nodes per group 4
Group size deviation 2
Max. distance 15 m
Max. speed 1.5 m/s
Max. pause 60 s
This configuration of the physical area and the nodes’ mobility patterns helped
us simulate a dynamic network, where some existing communication links can
be lost and new links can appear. Such configuration represents a realistic
scenario where people move within a physical space and eventually interact
with other people that they meet within such a space.
3.3.1.3 Network Infrastructures
In order to evaluate the performance of the MASU framework when the units
communicate using diverse network infrastructures, we configured the simu-
lator to use three different types of networks to support the communication
between the nodes: AP-based, Terminal-to-terminal (T2T) and Mo-
bile Ad hoc Networks (MANET). These wireless network infrastructures,
based on the IEEE 802.11 standards, were selected from the proposed by [196]
and [37] and adapted to be simulated on ns-3.
• AP-based network (AP): In this case we have a fixed network infras-
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tructure, where a static Access Point (AP) provides network connectivity
to all the nodes that are within its coverage zone. All the nodes have
their wireless interfaces configured in infrastructure mode and are con-
nected to the AP. Only those nodes connected to the AP and that are
within its coverage range and in mutual coverage range can communicate
between them. For this reason, the mobility of the nodes has a signif-
icant impact in their possibility of establishing communication among
themselves. Figure 3.11 shows an example of the AP network used in
the simulations.
Figure 3.11: Example of AP network
• Terminal-to-terminal network (T2T): It relies on direct Wi-Fi com-
munication between mobile nodes, without any need for a fixed network
infrastructure. This type of network allows a mobile coverage zone due
to the fact that the network is created by one node that acts as AP. In
an T2T, all the nodes that move following the node that created the
network and that are within its coverage range (and in mutual coverage
range) can communicate directly between them. In this case, the nodes’
wireless interfaces were configured to work in ad hoc (no infrastructure)
mode. Figure 3.12 depicts an example of the T2T network used in the
simulations.
• Mobile Ad hoc network (MANET): In a mobile ad hoc network
all the nodes create the network and act as routers without relying in
any fixed network infrastructure. Therefore, we have a mobile network
and all the nodes connected to this network can communicate between
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Figure 3.12: Example of T2T network
them at any time and place. The configuration of this kind of network
requires the configuration of the nodes’ wireless cards in ad hoc mode
and also that the nodes run an ad hoc routing protocol. This protocol
allows multi-hop communications between any pair of nodes within the
network even if they are not within their mutual coverage range as other
nodes act as routers, retransmitting messages from the source node to
the destination. For our simulations we used the OLSR routing protocol.
Figure 3.13 depicts an example of the MANET network used in the
simulations.
Figure 3.13: Example of MANET network
In case of AP-based and T2T networks we used UDP broadcast (for 1 to N
communication) control messages. These messages are used to monitor any
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change in the network topology (new nodes that join or existing nodes that
leave the network), as proposed in [83, 231, 113], as well as for the leader elec-
tion and the consensus algorithms. We also use UDP broadcast for messages
of the Sensing Tier (i.e. containing the data sensed).
In case of MANETs, it was not necessary to use additional messages to monitor
topology changes, since these messages are already included in the routing
protocol (HELLO and TC messages of the OLSR protocol). The messages
of the routing protocol are also UDP broadcast as well as the messages of
the leader election and the consensus algorithms. Nevertheless, the messages
used to exchange the data sensed in MANETs are UDP unicast (for 1 to 1
communication).
Table 3.4 shows a detail of the configuration of the ns-3 simulator for the
different types of messages interchanged in the three network infrastructures
considered.
Table 3.4: Messages Setup for AP, T2T and MANET networks
AP and T2T
Control messages UDP broadcast
Data messages UDP broadcast
MANET
Control messages UDP broadcast
Unit detection messages -
Data messages UDP unicast
Routing Protocol messages (HELLO & TC) UDP broadcast
HELLO interval 2 s
TC interval 5 s
3.3.1.4 Role Selection and Activation Methods
The simulations consider both Dynamic Centralized and Distributed role
architectures of the Control Tier. Therefore, we implemented in the ns-3
simulator the three methods defined in the framework for Role Selections and
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Activation in the Sensing and Control Tiers: (i) the Manager decides, (ii) the
leader election algorithm decides or (iii) the consensus algorithm decides. We
implemented a distributed leader election algorithm based on the proposals
of [230] and [148]. Similarly, the distributed consensus algorithm used in the
simulator was based on the presented in [234] and [239].
3.3.2 Prototype Implementation
A prototype of the MASU framework was implemented with the purpose of
evaluating the performance of the Sensing Tier of the framework and its effects
on the devices that are running it, in terms of resource consumption.
This prototype was implemented as a mobile application that provides a num-
ber of services for automatic collection and collaborative distribution of the
data gathered from sensors embedded in mobile devices. Such services facili-
tate access to the sensors available on the device, enabling data collection and
sharing between devices according to the specifications of the Collaborative
Sensing Mechanism (CoSM) of the MASU framework.
3.3.2.1 Role Selection and Activation Methods
The prototype implements the Role Selection and Activation processes accord-
ing to the following procedure:
• The Manager is fixed for the duration of the collaborative sensing activ-
ity and it is responsible of selecting and activating roles in the Sensing
Tier (i.e. Consumer, Producer and Storage), sending messages to other
units accordingly.
• When a new node access the network, it announces its state, capabilities
and the sensing services that can provide. As a result, the Manager
knows which sensors are available in the network and therefore which
units are suitable candidates to play Producer roles.
• In case that several units meet the requirements to play a particular
Producer role, the Manager takes the decision considering the quality
of the sensor and the battery level of the device. Thus, the units that
have sensors with the highest quality and the highest battery level, will
be selected as Producers.
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• After a specific Producer role is selected and activated, the Manager
automatically activates Consumers of the information sensed by that
Producer in all the units connected to the network.
• Consumers can receive information from Producers (i) periodically or
(ii) only when the information changes, receiving a notification as well
as the new data when it is available.
• Every time a new node joins the network, the Manager starts the Role
Selection and Activation process in the Sensing Tier, activating a Con-
sumer role in the new node.
• The Manager selects and activates a unit to act as Storage of the data
collected by a specific Producer. This unit stores all the information
sent by such a Producer in a SQLite database.
• Consumers receive data from the Storage periodically, according to the
data rate specified by the Consumers in the data request.
3.3.2.2 Data Retrieval Methods
Our prototype of the MASU framework implements three different methods
for the provision of the data retrieval services (Publish, Find, Subscribe,
and Data Dissemination services) included in the CoSM mechanism of the
MASU framework. The three methods implemented are: AllJoyn [3], CoAP
[5] and GCM [1, 241].
Alljoyn and CoAP communication systems offer different mechanisms to cre-
ate a Peer-to-Peer proximity networks, enabling devices to share information
directly among them, without depending on any centralized server. By con-
trast, if the devices are not physically close but have Internet connectivity,
they can share information using the GCM service, which is connected to the
CoSM Server. Following we describe each one of the data retrieval methods
and how they have been implemented in the prototype.
1) AllJoyn is an open source software system, originally developed by Qual-
comm, and promoted by the Allseen Alliance. AllJoyn offers a very thin
but efficient client and more sophisticated services than other communication
frameworks, such as device discovery, permanent connectivity and session man-
agement. This features makes AllJoyn too heavy for very small devices, but it
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is a highly suitable option for devices with higher capabilities like smartphones
or tablets. Moreover, AllJoyn is cross platform and allows interoperability
among devices from different manufacturers.
In our prototype we use AllJoyn for the creation of the Peer-to-Peer prox-
imity network, for both AP-based and T2T architectures. Furthermore,
AllJoyn allows network and service discovery operations. These operations
enable the discovery of nearby devices and is used by new units to announce
their services. Therefore, AllJoyn is the component of the prototype that im-
plements the Publish and Find services of the MASU framework. It also
allows service Subscription and Broadcast data dissemination (using
TCP messages).
Consumers that want to receive the information sensed by a Producer or Relay
using AllJoyn, have to subscribe to them, which allows them to receive data
every time that it changes or periodically. In case that Consumers want to
receive data from a Storage, they would have to specify the required data
reception rate in the subscription.
AllJoyn is also used to send the messages of the Control Tier that make
possible the dynamic selection and activation of roles in the Sensing Tier.
Thus, AllJoyn allows the Manager to select and activate roles according to
the dynamics of the network.
AllJoyn is always active detecting every time a MASU unit joins or leaves the
network. Consequently, Alljoyn is used by the framework to detect failures
due to network dynamism as well as due to the resource limitations of the
devices.
2) CoAP (Constrained Application Protocol) is an application layer proto-
col designed by the Internet Engineering Task Force (IETF) for IoT devices.
CoAP is a web transfer protocol for use with devices and networks with lim-
ited resources and capacities. CoAP implements a REST model where services
provided by servers are available under an URL and clients can access them.
Moreover, CoAP enables devices to play both the server and the client roles in
a peer-to peer network and offers a request/response asynchronous interaction
model with multicast support and low overhead.
The prototype implements CoAP as service Subscription and Point-to-
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Point data dissemination (using UDP unicasts messages) mechanism to
enable MASU units to interchange information between roles of the Sensing
Tier. Thus, CoAP is only used for the distribution of the sensed data. Par-
ticularly, Producers create CoAP services to offer the data and Consumers
subscribe to such services.
Consumers subscribed to a particular Producer using CoAP receive the infor-
mation every time that it changes. If they want to receive information from
the Producer periodically, they have to send periodic subscription messages
to the Producer (otherwise, they would receive the information only once). In
case of subscription to Storages, the data rate required by the Consumers will
be determined by the periodicity of their subscription messages.
For the sake of simplicity and because our prototype was designed to be de-
ployed in smartphones, we used the AllJoyn protocol for network and service
discovery to avoid the development costs that the implementation of a new
protocol would bring. Nonetheless, as mentioned previously, AllJoyn can be
too heavy for very small devices. This issue is addressed in our prototype
because it provides a hybrid platform that uses both AllJoyn and CoAP, al-
lowing communication with other hybrid devices as well as with AllJoyn-only
devices and CoAP-only devices. Therefore, we could use only CoAP in cases
where AllJoyn is inappropriate, such as small IoT devices or sensors, but an-
other device running the hybrid system could be used as “CoAP-to-AllJoyn
Control Tier Proxy” enabling CoAP-only devices to publish their services.
3) GCM(Google Cloud Messaging) [1, 241] is a free service developed by
Google that allows a client/server communication between a server and mobile
devices (currently available for Android or IOS). The GCM is a HTTP con-
nection server protocol that allows sending push messages to mobile devices
from a server (downstream messaging) as well as sending messages back from
the devices to the server (upstream messaging). GCM provides a flexible mes-
saging method that allows sending data to a single device, to groups of devices
or to devices subscribed to particular topics. It also provides a reliable and
battery-efficient communication channel between the server and the devices.
The GCM service handles the message queuing and the delivering operations
until the messages are appropriately fetched by the target applications on the
devices.
The GCM service provides the Server-Mediated data dissemination method
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of the prototype. The devices must register through the GCM service to get
a registration ID. Once the ID is received by the device’s application, it must
be sent to the CoSM Server, which can then use the GCM service to send
messages back to the devices. The devices can also decide to utilise the CoSM
Server to perform some resource intensive aggregation or processing tasks to
optimise the use of local hardware resources. For instance, if a group of users
want to share high-level representations of their collaboration or interaction
patterns, they would typically require the CoSM Server to perform some pro-
cessing on their behalf. As a consequence, they would also have to use the
GCM service to disseminate data.
3.3.2.3 Prototype Versions
Two different versions of the prototype were developed in order to evaluate the
performance of the framework for distinct software implementations, network
infrastructures and data retrieval mechanisms. Table 3.5 summarizes the main
features of both versions of the prototype.
Regarding software implementations, the first version of the prototype was
implemented using the Unity [10] development platform, whereas the second
version was implemented as a native Android application. Due to the fact
that Unity is crossplatform, the second version of the prototype was deployed
in both Android and Windows OS.
Concerning the network infrastructures, the two versions of the prototype
provide to distinct methods to create peer-to-peer proximity networks among
a group of MASU units in order to perform collaborative sensing activities.
The first version of the prototype allows the group of units to connect to an
existing AP, while the second version configures automatically the first unit
that joins the activity as AP to provide wireless access for the whole group of
units. As a result, AP-based (AP) and Terminal-to-terminal (T2T) networks
are established, respectively. In both versions, the first unit that joins the
network uses AllJoyn to create the peer-to-peer proximity network. Such a
unit will also act as Manager for the overall duration of the collaborative
sensing activity. Therefore, we have a Fixed Centralized role architecture
of the Control Tier without any mechanism for the dynamic selection and
activation of roles in such a tier. For this reason, the prototype implemented
was only useful to evaluate the Sensing Tier of the MASU framework.
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In reference to the data retrieval mechanisms, the first version of the prototype
implements AllJoyn, whereas the second version implements CoAP.
Table 3.5: Implementation details of the two versions of the prototype
Prototype v1 Prototype v2
Type of implementation Embedded into Unity Native Android application
Network infrastructure AP T2T
Mechanism for the
p2p network creation AllJoyn AllJoyn
Location of the
Manager role
In the first node
that joins
In the node that
acts as AP
Data retrieval mechanism AllJoyn CoAP
Data message type TCP UDP unicast
3.3.3 Results of the Simulations
This section presents results from the simulations that show the behaviour of
the Control Tier of the MASU framework for the different network infrastruc-
tures and mobility patterns considered. It also considers the costs, in terms
of network utilisation, involved in each one of the actions performed by such
a tier.
3.3.3.1 Justification of the Control Tier
The Control Tier is an essential component of the MASU framework since
it ensures availability of the information sensed by units participating in a
collaborative sensing activity. We performed several simulations showing the
behaviour of the framework when the Control Tier is not available. For these
simulations we used several network infrastructures and a RandomWalk mo-
bility pattern. In addition, we applied Consumer roles to 40 nodes, which
represent all the MASU units existing in the scenario. We also assigned Pro-
ducer roles to specific nodes manually, who play this role till the end of each
simulation, sending the sensed information to the Consumers every 60 sec-
onds. This means that when a Producer moves away from the coverage range
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or leaves the network, the Consumers subscribed to it will not receive the
data.
Figure 3.14 shows results from simulations when only one Consumer is as-
signed. This figure represents the percentage of time during which the Pro-
ducer and the Consumers were present in the network throughout the simu-
lations. The Producer presence was calculated by counting the proportion of
data messages sent by the Producer that were received by the Consumers that
were present in the network.
In order to facilitate an easy interpretation of the results and at the same
time provide some information about their statistical significance, most of the
figures that represent the simulation results are composed of two different
graphs. The first graph represents the average of the results and the second
graph is a box-and-whisker diagram. This diagram shows the distribution of
a dataset in three quartiles that separate the lowest 25%, 50% and 75% of the
values from the rest (box) and the variability of the values outside the upper
and lower quartiles (whiskers).
Figure 3.14: Presence of the Producer and the Consumers for different network
infrastructures when the Control Tier is not available
In AP and T2T networks the presence of both the Consumers and the Pro-
ducer is low and there is a high dispersion of values. In these networks the
Producer is within the network only a 25% and a 33% of the time (in average)
respectively. Only a few number of simulations show an acceptable percent-
age of presence of the Producer. By contrast, MANETs achieve large values
of presence (around a 100% in average) with a very small dispersion.
Similarly, Figure 3.15 shows the percentage of presence of Producers when the
number of nodes playing such a role increases. In AP and T2T networks when
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the number of Producers increases, the percentage of time during which they
are reachable within the network decreases. On the other hand, in MANET
networks the presence of Producers remains stable at the maximum value.
Figure 3.15: Presence of Producers and Consumers for different network
infrastructures when the Control Tier is not available and the activity has
several Producers
These figures reveal that there is a significant amount of time when the node
or nodes that are acting as Producers will not be reachable within the net-
work. This fact would make the collaborative sensing activity useless since the
Consumers will not receive the information generated by the Producers. There-
fore, the previous results provide evidence that clearly points to the necessity
of the Control Tier as a mechanism to deal with mobility and failures that can
affect the availability of the Producers. They also show that MANET infras-
tructures provide an interesting technological alternative to support pervasive
data sensing activities in scenarios where the network coverage is limited.
In order to justify the usefulness of the Control Tier works, we performed
several simulations considering a scenario when such a Tier is active and we
have an ideal Control Tier algorithm that performs automatic and dynamic
Role Selection and Activation processes in both Control and Sensing Tiers.
Thus, every time a Manager or Producer fail or leave the network, the Control
Tier will reassign these roles always that there are suitable candidates. Figure
3.16 shows the results of these simulations in terms of the achieved average
presence of the Producer and the Consumers.
As expected, the activation of the Control Tier increases considerably the
Producer presence in AP and T2T networks. By contrast, the presence of the
Producer for MANETs as well as the presence of Consumers for all the three
types of networks considered, remains similar than in simulations where the
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Figure 3.16: Presence of the Producer and the Consumers for different network
infrastructures using an ideal Control Tier
Control Tier was deactivated.
The previous results show that the Control Tier provides a useful mechanism
to deal with the dynamism of the network and guarantee a high average pres-
ence of Producers within the collaborative sensing activity. Despite this, the
average presence of Consumers is low in AP and T2T networks. In addition,
as shown in Figure 3.17, the number of nodes that are present at the same
time in the collaborative activity is very low for such networks. This fact sug-
gests the necessity of providing a method to deal with data losses due to the
dynamism of the network, especially when the number of Producer increases.
The MASU framework includes the Storage and Relay roles in order to deal
with this issue and ensure high data availability.
Figure 3.17: Number of nodes that are present in the collaborative sensing
activity concurrently for different network infrastructures
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3.3.3.2 Evaluation of the Control Tier
Following we introduce the results of the simulations performed to evaluate
the performance of the Control Tier of the MASU framework. These results
consider the performance of the Control Tier in isolation, without considering
the behaviour of the Sensing Tier. The main objective is to evaluate the
performance of the different types of role arquitectures of the Control Tier,
considering several network infrastructures and mobility patterns. We also
evaluated the cost of maintaining such tier in terms of number of messages
sent to the network.
To verify that the Control Tier works as expected, we performed several sim-
ulations of the Dynamic Centralized and the Distributed role architecture
approaches considered by the MASU framework and compared them with a
Fixed Centralized method (used as baseline), where there is no dynamic se-
lection and activation of roles in the Control Tier. For both approaches we
implemented real algorithms in order to confirm that the MASU framework
behaves as expected. In case of the Dynamic Centralized approach, we im-
plemented a distributed election algorithm for the selection of a Manager
every time it fails. Similarly, in the Distributed approach we implemented
a distributed consensus algorithm for the selection of a Producer when
necessary.
Following we present the evaluation of the different role architectures of the
Control Tier considered for different (i) network infrastructures and (ii) mo-
bility patterns.
For different network infrastructures
For this first set of simulations we used the RandomWalk mobility pattern
and evaluated the performance of the MASU framework for several network
infrastructures: AP, T2T and MANET.
As we can observe in Figure 3.18, for AP and T2T networks in the Dynamic
Centralized and the Distributed approaches, the average presence of the Pro-
ducer increases in comparison with the results of Figure 3.14, when no Control
Tier was active. Nevertheless, in the Fixed Centralized method the results for
both types of networks are not as good with less than 60% and 70% of average
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Producer presence, respectively.
The results obtained using real algorithms for the Dynamic Centralized and
the Distributed approaches are similar to those obtained when considering an
ideal performance of the Control Tier (Figure 3.16), which confirms that the
Control Tier behaves as expected, obtaining an optimum performance. Notice
that the results obtained for MANETs are always the same, independently of
the approach followed.
Figure 3.18: Performance of the Control Tier for different network infrastruc-
tures
The Dynamic Centralized and Distributed approaches considered in theMASU
framework achieve significant improvements in comparison to a Fixed Central-
ized approach. Following we evaluate the cost required for such improvements
in terms of the number of messages sent by the algorithms used for dynamic
role Selection and Activation.
For this evaluation, we considered the four (i.e. Unit Detection, Device Infor-
mation, Election and Consensus messages) of the six types of control messages
defined by the MASU framework as well as the particular messages required
by the routing protocol in MANET networks (routing messages). However, in
the Device Information messages, we did not consider the messages required
for hardware monitoring because we cannot measure changes of the hardware
components of the devices in the simulator. We only considered the Device
Information messages sent after a role Selection and Activation process in the
Sensing and/or in the Control Tiers takes place. Thus, we only included the
messages sent by new network nodes that are unknown for the new Manager
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selected. Therefore, the number of Device Information messages is associated
with the number of nodes that are concurrently active when a new Manager
is selected.
Figure 3.19, shows a comparison of the number of messages required for the
Dynamic Selection and Activation of roles in Fixed Centralized, Dynamic
Centralized and Distributed role architectures of the Control Tier. These
figures show that the number of messages is very similar for both Dynamic
Centralized and Distributed approaches. Nonetheless, the number of messages
is slightly smaller for the Fixed Centralized approach. This can be explained
by the fact that in the Fixed Centralized approach, the first node that join the
network plays both the Manager and the Monitor roles and when such a node
fails, the system stop counting the messages that this node was monitoring.
Notice that in MANET networks in addition to the control messages we have
routing messages. This situation is possible due to the fact that the MASU
framework considers a crosslayer approach, which means that we can use the
routing messages (routing layer) to substitute the Unit Detection messages
(application layer). Nevertheless, the number of routing messages could seem
too high in comparison with the number of other types of messages. However,
it is important to consider that in MANETs there is a much higher number of
nodes that are active concurrently in the collaborative sensing activity than
in AP and T2T networks (as represented in Figure 3.17). Consequently, the
number of routing messages is directly proportional to the number of active
nodes, which is only a sign of the high data availability provided by MANETs.
From Figure 3.19 we can conclude that the number of messages required by the
framework depends on the network infrastructure and it is positively correlated
with the number of nodes of the network. Thus, AP infrastructures produce
a smaller number of messages, followed by T2T and MANET networks.
To be able to have more objective criteria to evaluate whether the number
of the different types of control messages shown previously is reasonable or
not, we computed the number of instances that each one of the actions of
the Control Tier occurred in each one of the role architectures of the Control
Tier considered. Such actions correspond to the various types of messages
represented, and therefore the higher the number of times that an action takes
place, the higher the number of messages of the corresponding type would be.
Figure 3.20 presents the results obtained. If we compare these results with the
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presented in Figure 3.19, we can observe how the number of times that the
different control actions take place is independent of the number of nodes and
is similar for all the network infrastructures. As a result, we can conclude that
the number of control messages is related to the actions of the control Tier
and the number of times that such actions are executed by the nodes that are
present in the network. As we can observe in Figure 3.20, although the number
of control actions is slightly smaller in the Fixed Centralized architecture, it
is relatively similar in all of the three architectures considered. Consequently,
we can claim that the number of times that a control action takes place is
mainly associated with the type of network infrastructure used.
Considering the previous results, it seems reasonable to have a higher number
of messages in Dynamic Centralized and Distributed architectures than in
a Fixed Centralized one since the two former take more control actions to
maintain the role structure of the collaborative sensing activity and ensure
the availability of the information sensed. Furthermore, taking into account
(a) Fixed Centralized (b) Dynamic Centralized
(c) Distributed
Figure 3.19: Cost of the different role architectures of the Control Tier for
different network architectures
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(a) Fixed Centralized (b) Dynamic Centralized
(c) Distributed
Figure 3.20: Number of instances that an action of the Control Tier takes
place for different network infrastructures
that the number of messages is also positively correlated with the number of
active nodes, we calculated the number of messages that a given node has to
send every time that occurs an action of the Control Tier. By doing so, we
pretend to find an objective method to assess the cost of the different actions
of the Control Tier.
As shown in Figure 3.21, the different actions of the Control Tier have a
small cost in terms of number of messages required (with a maximum of 3
messages per node). The Consensus and Election actions have the higher cost.
Therefore, the highest costs of the Control Tier is caused by the role selection
processes in both, Control and Sensing Tier.
In any of the three network infrastructures considered, any network node has
to send a similar number of messages whenever a Control Tier action takes
place. On the other hand, the number of routing messages used in MANETs
is slightly higher than the number of Unit Detection messages that they sub-
stitute. Moreover, the number of Election and Consensus messages is also
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slightly higher in MANETs than in the other infrastructures considered. Con-
sequently, we can claim that the cost of the Control Tier is similar for the
three network infrastructures considered. This fact points to the consistent
performance of the MASU framework regardless of the underlying network
infrastructure and therefore its applicability to dynamic communication con-
texts. Nevertheless, if the number of nodes is too high, the higher cost of
MANETs could produce a degradation in the performance of the framework.
Figure 3.21: Average number of messages per action of the Control Tier and
per node for the different network infrastructures considered
For different mobility patterns
This section presents the evaluation of the different role architectures of the
Control Tier considered for different mobility patterns.
First, we evaluated the effect of the mobility patterns of the nodes when there
is no Control Tier available. Figure 3.19 shows the average percentage of
presence of the Producer of different network infrastructures for the mobility
patterns considered. RandomWalk and Nomadic mobility patterns achieve
a similar percentage of presence of the Producer in AP and T2T networks,
whereas SLAW achieves a slightly higher percentage. Nevertheless, the im-
provement achieved by the SLAW mobility pattern is not significant. On the
other hand, MANET networks achieve the maximum percentage, regardless
of the mobility pattern. These results suggest that more realistic mobility pat-
terns yield to higher presence of the Producer. This can be explained due to
the fact that such patterns consider the social tendency of human interactions
and therefore people’s inclination to form groups.
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Figure 3.22: Presence of the Producer for different mobility patterns when no
Control Tier is available
Next, we evaluated the performance of an ideal Control Tier as well as the
average presence of Consumers for the different mobility patterns considered.
Figure 3.23, shows that the presence of Consumers varies slightly across mo-
bility patterns and network infrastructures. In addition, the performance of
an ideal Control Tier in terms of presence of the Producer is similar for all
mobility patterns in T2T and MANETs, while RandomWalk obtains slightly
better results for AP networks. Thus, the variation in the results obtained for
different mobility patterns are not significant.
Figure 3.23: Presence of the Producer and the Consumers for different mobility
patterns using an ideal Control Tier
Then, we evaluated the performance of the different Control Tier strategies
considered in our proposal for different mobility patterns. Figure 3.24 shows
that the performance of the Dynamic Centralized and Distributed architec-
tures is similar to the performance of an ideal Control Tier (Figure 3.23).
However, the performance of the Fixed Centralized architecture is worse than
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in the ideal case. On the other hand, although the variation in the results
is not significant across mobility patterns, the Nomadic pattern achieves the
worst results for all architectures in AP and T2T networks, while the SLAW
pattern achieves the best ones. MANETs achieve the same results for all
mobility patterns and architectures.
The fact that all the mobility patterns considered achieve very similar results
suggests that the results of the evaluation performed in the previous section
using the RandomWalk mobility pattern could be easily extrapolated to the
Nomadic and SLAW patterns as well as to more realistic mobility patterns.
This suggests that in a real world scenario, with real mobility patterns the per-
formance of the MASU framework could be very similar that the performance
obtained through simulations.
(a) RandomWalk (b) Nomadic
(c) SLAW
Figure 3.24: Performance of the different role architectures of the Control Tier
for different mobility patterns
In order to evaluate the differences in the costs required for the maintenance
of the Control Tier that are caused by the different mobility patterns, we
computed the number of instances that each one of the actions of the Control
Tier occurred in each one of the mobility patterns considered. The results
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represented in Figure 3.25 show that the SLAW mobility pattern requires less
number of Control Tier actions, which imply a lower cost in terms of number
of messages required. Once again, this fact points to the benefit of taking
advantage of the characteristics of realistic mobility patterns that consider
the social nature of human interactions and their tendency to form groups.
(a) RandomWalk (b) Nomadic
(c) SLAW
Figure 3.25: Number of instances that an action of the Control Tier takes
place for different mobility patterns
3.3.3.3 Evaluation of MANET Network Infrastructures
The results presented previously suggest that MANET networks can provide
an interesting alternative to support pervasive data sensing in dynamic scenar-
ios since they guarantee higher node presence values (especially, Consumers
since the Control Tier of the framework already deals with the presence of
Producers), regardless of the mobility patterns considered. This fact means
that higher data availability is possible using this types of networks since Con-
sumers can receive data from Producers regardless of the fluctuations in the
communication links and the mobility conditions of the nodes.
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The explanation for this high data accessibility can be found in Figure 3.26.
It shows that more than 50% of the time that the Producer is present in the
network is located more than one hop away from the Consumers. There are
even cases where the Consumers receive data from the Producer when it is at
four or five hops away.
Figure 3.26: Percentage of presence of the Producer versus the number of hops
in MANET networks
These benefits of MANETs come at the expense of a higher number of messages
that have to be transmitted over the network, as represented in Figure 3.27.
This figure shows the average number of messages that are transmitted over
the network for different network infrastructures. The number of messages
is significantly higher in MANETs due to the fact that the data messages
transmitted from the Producer to the Consumers are UDP unicast (1 to 1).
For this reason, the Producer has to send one message to each one of the
Consumers that are within the network. Thus, the number of data messages
has a direct correlation with the number of active Consumers. By contrast,
in AP and T2T networks the data messages are UDP broadcast (1 to all) so
the number of messages has a positive correlation with the number of active
Producers.
The higher cost related to the number of messages in MANETs is compensated
by the fact that these types of networks allow that a higher number of units
could receive the information sensed by Producers. However, if the number of
Consumers is too high, this cost could lead to network congestion, which would
also suppose that the MASU framework will not be able to work properly
under those conditions. As a result, it would be necessary to find a solution
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to deal with scalability problems related with the high number of messages
sent through the network in MANET.
Figure 3.27: Average number of messages for different network infrastructures
3.3.4 Results of the Prototype Evaluation
In this section we discuss the results of tests performed for the evaluation of the
prototype. These tests evaluate the performance of the Sensing Tier in terms
of resource consumption and considering heterogeneous devices. Therefore, in
contrast to the simulation tests, the prototype evaluation considers devices
with diverse capabilities. In order to do that, we deployed the prototype
in several different Android devices. We used smartphones and tablets with
different OS versions and various kinds of CPU, battery and sensor chips. The
features of the different types of devices used are detailed in Table 3.6. This
device heterogeneity allows us to gain some insights about the changes in the
performance of the framework across devices.
To evaluate the prototype we carried out several tests where some of devices
sensed the environment and shared the data, and others only received the
sensed information. The duration of all the tests was 20 minutes and in every
test, the battery of all the devices was initially at the same charge level (100%).
The tests performed consider an outdoor space, where the devices are moving
constantly at walking speed.
In the tests conducted for the evaluation of the first version of the prototype,
the devices remained within the coverage zone of a fixed AP. By contrast, in
the tests performed using the second prototype, the devices are never outside
92
Table 3.6: Devices used in the evaluation of the prototype
A1,
A2, A3 B C D E
Device
type Smartphone Smartphone Smartphone Tablet Tablet
Model HTC Desire HTC One SamsungNote II
Google
Nexus 7
Google
Nexus 7
Android
version 2.3.3 4.4.3 4.4.2 4.4.4 5.0.2
Chipset
Qualcomm
QSD 8250
Snapdragon
S1
Qualcomm
APQ 8064T
Snapdragon
600
Samsung
Exynos
4412 Quad
Nvidia
Tegra 3
Nvidia
Tegra 3
CPU 1 GHzScorpion
Quad-core
1.7 GHz
Krait 300
Quad-core
1.6 GHz
Cortex-A9
Quad-core
1.2 GHz
Cortex-A9
Quad-core
1.2 GHz
Cortex-A9
Battery
capacity 5180 mWh 8510 mWh 11470 mWh
16000
mWh
16000
mWh
GPS
technology A-GPS
A-GPS,
GLONASS
A-GPS,
GLONASS
A-GPS,
GLONASS A-GPS
the coverage zone of the device that acts as AP or their mutual coverage zone.
As a result, both types of tests do not consider dynamic network topologies
or diverse mobility patterns.
3.3.4.1 Justification of the Benefits of Collaborative Sensing
Next, we present the results of the evaluation of the first version of the proto-
type. We performed several tests using the first prototype a version in order
to assess the usefulness, for a group of MASU units, of sharing sensor data be-
tween them instead of working autonomously. This assessment only considers
the advantages of collaborative sensing in terms of the battery consumption
of the devices involved, but other aspects have also to be taken into account,
such as better information quality and social welfare (the benefit of the entire
community of users).
First, we evaluated the battery consumption produced by a sensing activity
in different devices. Figure 3.28 shows the results obtained. The first set of
bars represents the case when the devices are not performing any sensing or
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sharing activities, whereas the second set shows the results when the devices
are sensing GPS data. This graph also shows that there is a significant cost
in battery lifetime, due to the sensing operations. Moreover, this cost differs
across devices, having the device A the highest cost. This difference in battery
consumption can be caused by differences in the versions of the operating
system or the GPS sensing chips.
Figure 3.28: Sensing costs for different devices
Then, we evaluated the costs involved in a collaborative sensing activity in
scenarios with heterogeneous devices. To that end, we compared the total
battery consumption when sensing data and transmitting it using the two
local data retrieval mechanisms used in our prototype: AllJoyn and CoAP.
We conducted two different sets of experiments, where four different devices
share GPS data, using AllJoyn and CoAP, respectively.
Figure 3.29 depicts the results when the device A1 is sensing GPS data and
sharing it with the others. The device A1 is sensing and transmitting GPS
data (Producer role) and devices A2, B and C are receiving it (Consumers).
As expected, the energy consumption is higher in the transmitting device than
in the receiving ones for both, AllJoyn and CoAP protocols. In addition, the
energy consumption is higher in when using AllJoyn than when using CoAP
for both, transmitting and receiving devices. Nevertheless, for some receiving
devices, the energy drain is very similar for both protocols. Notice that the
battery consumption differs for different types devices even when they have
same role (Consumers) and protocol active, which shows the effect of the
heterogeneity of devices in the collaborative sensing activity.
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These results can be anticipated since the CoAP protocol is very simple and
it is therefore, expected to consume less energy than a more complex protocol
like AllJoyn that includes network and service discovery functionalities.
Figure 3.29: Comparison of the overall collaborative sensing costs of AllJoyn
and CoAP for different devices
Next, we conducted several tests in order to verify the benefits of collaborative
sensing. Unlike the previous tests, here we aim not only to evaluate the overall
costs of collaborative sensing, but also to isolate the costs related to the data
retrieval mechanisms used by the MASU framework. This way we intend
to differentiate between the sensing costs (which are required even when the
units work in a stand-alone fashion) and the costs caused by the collaborative
activity itself. For these tests, we considered the worst case scenario, that
is, when sharing data using the most energy-intensive protocol. Consequently,
the application executing theMASU framework had only the AllJoyn protocol
activated. The results are shown in Figure 3.30.
The first set of bars in Figure 3.30 shows a comparison of the maximum,
minimum and average energy consumption when: (i) the devices are only
sensing GPS, (ii) they only have the prototype application running and (iii)
they have the application running and the AllJoyn service active, but they are
not sharing any data. This way, we wanted to evaluate the cost of maintaining
an AllJoyn session (16 mWh in average) in comparison with the cost of sensing.
These results also show that the cost of sensing GPS is considerably higher
than the cost of using AllJoyn.
The second set of bars in Figure 3.30 shows the average cost of sensing and
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transmitting GPS data (corresponding to a Producer role) using AllJoyn, ver-
sus the cost of receiving it (Consumer). From the figure it is clear that the cost
of sensing and transmitting is slightly higher than the cost of sensing GPS,
whereas the cost of receiving information is smaller (15.06 mWh in average).
This result indicates that there is an obvious benefit for the receiving device
(GPS Consumer), while the cost in the transmitting device (GPS Producer) is
relatively low, which clearly points to the advantages of collaborative sensing
in terms of social welfare because there is some benefit for the overall group
of users (3.41 mWh in average). It seems reasonable to think that, if number
of devices increases, these benefits could be increased too. Thus, we could
compensate the communication cost introduced by maintaining the AllJoyn
session. Nevertheless, further tests are necessary to be able to confirm this
claim.
Figure 3.30: Evaluation of the cost of AllJoyn in a collaborative sensing
activity
3.3.4.2 Battery Consumption of Producers and Consumers
Some additional tests were performed to evaluate the energy costs of Producer
and Consumer roles. We compared the performance of Producers and Con-
sumers in case of high and low intensity data sharing processes, when sharing
data using AllJoyn. That is, the cost of sensing from sensors that generate
low and high amounts of data, including the costs of sharing such data at low
and high data rate, respectively.
The high intensity data process was established by sensing GPS data continu-
ously and sharing it every time geolocation value changed. This implied that
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the GPS data was sent continuously due to the high precision of the GPS
sensor and also because the devices were constantly moving. On the other
hand, the low intensity data sharing process was established by sending an
audio file captured from the smartphone microphone.
Figure 3.31 shows the results obtained. In the case of high intensity data
sharing process, the cost of sensing is slightly smaller than the cost of sensing
and transmitting the data, but higher than the cost of receiving it. Therefore,
in case of high data-intensive Producers we can confirm the usefulness of
sharing the sensed data using AllJoyn, even when the data is shared solely
with one Consumer.
Contrarily, the cost of using AllJoyn for sharing small amounts of data, at
a low transmission rate, is very high and considerably higher than the cost
of sensing. For this reason, in case of low data-intensive Producers it would
make much more sense to collect the information directly in the devices that
are going to consume it. However, it seems reasonable to think that if the
number of devices is high enough, this energy cost could be compensated.
Nonetheless, further tests are necessary to confirm this claim.
Figure 3.31: Comparison of the energy costs of high data-intensive and low
data-intensive sharing processes
3.3.4.3 Resource Consumption for an Increasing Number of Nodes
The evaluation of the first prototype, provided some insights about the benefits
of collaborative sensing and the costs involved. This evaluation represented a
worst case scenario due to the poor efficiency of the software implementation
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embedded in the Unity platform as well as due to the higher costs of AllJoyn
as data retrieval method. Thus, we conducted several tests using the second
version of the prototype, which provides a more realistic experimental scenario
with a more efficient implementation. In this case, CoAP is used as data
retrieval method.
We performed several tests to evaluate the impact of increasing the number of
Consumers of information in terms of CPU utilization and battery consump-
tion of Producer and Consumer roles. These tests had only one Producer but
several Consumers active. In this scenario, the Producer senses GPS data,
creates a CoAP service and sends the GPS coordinates to the Consumers
subscribed to the service.
Figure 3.32 shows the results of these tests when the Producer sends data to
the Consumers every time the GPS data changes. Due to the fact that for
these tests the GPS sensor was always active and the nodes were constantly
moving, the GPS information changed frequently, and therefore the Producer
was continuously sending messages to the Consumers. Figure 3.32 represents
the CPU and energy consumption of both Consumers and Producers when the
number of Consumers of GPS data increases. It shows that the CPU utiliza-
tion of the Producer increases with the number of Consumers. This increment
is mainly caused by the high number of CoAP messages that the Producer
has to send due to the high change rate of the GPS data. Particularly, for
each 20-minute test, the Producer had to send around 900 CoAP messages
to each Consumer. We can also observe in this figure that the energy cost
of the Producer (GPS sensing and transmitting) is slightly higher than the
energy cost of sensing GPS, whereas the energy cost of the Consumer (receiv-
ing information) is significantly smaller. This indicates that there is a clear
benefit for the Consumers, while the cost for the Producer is relatively low.
Nevertheless, there is a slight battery consumption increase when increasing
the number of Consumers. This was an expected result because the amount
of energy should increase when more devices are added to the system, due to
more the energy consumption required for the Wi-Fi subsystem maintenance.
Despite this, if we consider the overall battery consumption of the system, we
have an important reduction in the energy consumption (295 mWh in total for
one Producer and four Consumers) when we use the prototype for sharing the
sensed data, instead of sensing data independently, which once again shows
the advantages of collaborative sensing. In this case, we achieved a 43% of
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reduction in battery drain, considering the overall group of devices involved.
Therefore, both Consumer and Producer applications are energy-efficient and
most of the energy cost of the Producer is caused by GPS sensing.
Comparing these results obtained with the case when we only have one Con-
sumer (as presented in both Figure 3.30 and Figure 3.32), we can confirm
that there is a higher benefit for the overall group of devices when the number
of Consumers increases. Nonetheless, the tests performed only consider four
Consumers. For this reason, more tests would be necessary to determine the
maximum possible number of Consumers so that there is some energy savings
for the overall system.
(a) CPU utilization (b) Battery Consumption
Figure 3.32: Resource consumption of Producers and Consumers when sharing
GPS data continuously
We also evaluated the CPU utilization when the Consumers call the CoAP
service of the GPS Producer periodically, every 60 seconds (Figure 3.33). In
this case, the Producer does not send GPS data continuously. It only sends
every 60 seconds the last GPS value measured. This means that, although
the GPS sensor still active, the Producer only does a GPS reading every 60
seconds. Thus, the number of CoAP messages sent by the Producer decreases
significantly (around 20 messages for each Consumer). As a result, the CPU
utilization of the Producer is significantly smaller than when it was sending
data continuously (Figure 3.32) and increases very slowly with the number of
Consumers.
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3.3.4.4 Resource Consumption of Storages and Relays
In order to assess the CPU consumption of the Storage and Relay roles, we
performed a test where two Consumers subscribe to the GPS sensing services
of a Producer and a Storage, respectively. This test is useful to evaluate
the computational cost of both Storages and Relays since such a cost is only
related with the rate at which Storages or Relays send data to Consumers.
Therefore, it is not necessary to perform two separate tests to evaluate both
types of roles.
In the test performed, the Storage role was assigned to the last node entering
the network. This Storage receives the GPS data sensed by the Producer every
60 seconds and sends such data to the Consumer subscribed to it at the same
rate. Results in Figure 3.34 show how the CPU utilization in the Storage is
slightly higher than the in the Consumer but significantly lower than in the
Producer. In addition, the CPU utilization of both Producers and Consumers
in the case of having one Producer and two Consumers increases slightly when
we add one Storage. These results show the usefulness of including Storages
or Relays when we have two Consumers and one of them cannot receive the
information from the Producer properly.
Figure 3.33: CPU utilization of Producers and Consumers when sharing GPS
data periodically (low data transmission rate)
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Figure 3.34: CPU utilization of Producers, Consumers and Storages when
sharing GPS data periodically with two Consumers
3.4 Proposed Improvements to the MASU Frame-
work
From the simulations results, we observed that the Consensus and Election
actions were the most costly in terms of number of messages sent through the
network. Considering these facts, several improvements can be introduced
in the MASU framework to reduce the costs involved in these types control
actions. The aim of these improvements is to reduce the frequency at which
Role Selection and Activation processes take place.
To that end, we propose two possible enhancements of the framework:
(i)Assignation of Backup Manager by the Manager: The failure of the
Manager role could also be mitigated by the existence of a Backup Manager
role. Such a role can be directly assigned by the Manager since it already has
the information of all the participating devices. This Backup Manager can
be the second-best Manager candidate as calculated by the leader election
algorithm. The existence of this backup Manager could reduce the number of
Role selection and Activation processes required every time the Manager fails.
These processes would only take place if both, Manager and Backup Manager
fail.
(ii)Restart the Role Selection and Activation Process in the Control
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Tier only if the Producers fails: By taking this measure we could reduce
the number of Role Selection and Activation messages in those cases where the
Manager fails but the Producers previously assigned by it are working properly.
In this case, it would be possible to successfully finish the collaborative sensing
activity despite the fact that the Manager is not active anymore.
3.5 Conclusions
In this chapter we discussed the design of a framework for pervasive monitor-
ing using smartphones and other sensor-enabled devices. The proposed frame-
work preserves the autonomy of the devices and considers various parameters,
such as the mobility of the user, the underlying communication infrastructure
and the hardware characteristics of the devices involved. The design of the
framework includes the definition of different roles that can be played by a
group of devices that are performing collaborative sensing activities. We also
presented a description of the protocols of interaction between such roles and
the tolerance mechanisms of the framework for role failure, poor hardware
performance or network dynamism.
We conducted several tests to explore the feasibility of performing collabo-
rative sensing activities using the proposed framework as well as the costs
involved. These tests included a number of simulations as well as an experi-
mental evaluation of a prototype of the framework.
The simulations were used to evaluate the Control Tier of the framework. The
simulation results demonstrated that the social nature of human interaction
can benefit the performance of the framework since people’s mobility patterns
that reflect this social nature contribute to high availability of the information
sensed by smartphone users. In addition, the simulations helped us to evaluate
the costs involved in collaborative sensing in terms of network utilization. We
also showed how Mobile Ad hoc Networks (MANETs) provide an interesting
communication support that provides higher network connectivity due to their
multi-hop features. Consequently, we demonstrated that MANETs can also
contribute to the accessibility of the information sensed. Nevertheless, the
simulations also revealed that MANETs have a slightly higher cost in terms of
number of control messages but a considerably higher cost in terms of and data
messages due to the unicast nature of the communication as well as due to
the higher node connectivity. These facts could derive in scalability problems
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of the framework when using MANETs as communication support.
Using the prototype, we evaluated the Sensing Tier of the framework. We
showed the benefits of using the framework to perform collaborative sensing
in terms of energy savings and social welfare in comparison to pure phone sens-
ing, achieving a 43% energy savings for the overall system (Section 3.3.4.3).
We also evaluated the costs associated with the use of the framework for col-
laborative sensing in terms of hardware resources of the participating devices.
This evaluation considered some device heterogeneity since we used smart-
phone and tablets with diverse hardware specifications.
Results from both types of evaluation methods provided empirical evidence
on the usefulness of the proposed framework. These results provided valuable
insights about the benefits of the proposed framework to support pervasive
sensing in terms of resource optimization as well as about its limitations and
associated costs.
Chapter4
An Autonomous Communication
Support
4.1 Introduction
One of the main requirements for pervasive monitoring solutions that aim to
be implemented in a life-long and dynamic learning context, is the capabil-
ity to ensure system autonomy. This is particularly challenging in uncertain
communication scenarios where the students move from one place to another
and therefore, there can be areas where the communication infrastructure is
limited or does not pre-exist.
The concept of Mobile Ad hoc Network (MANET) has become an interesting
contribution to solve communication problems on loosely coupled activities,
carried out in several mobile collaboration scenarios [165]. In those contexts,
the applications do not usually rely on a fixed infrastructure communication
system, such as antennas or access points. A MANET creates a communica-
tion mesh to exchange messages among participating devices. Those devices
are free to move, change connection status and even support autonomous
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tasks.
A MANET is an attractive low-cost alternative to provide networking capa-
bility in areas where there is no pre-existing communication support or when
there is some communication infrastructure but its coverage or capacity is
limited [14]. Moreover, MANETs can be used as a backup network to extend
the main fixed network infrastructure [49, 50, 14] if it is not available or it
fails. Furthermore, these types of networks have the capacity of dealing with
mobility conditions, providing a feasible means to support the interaction of
mobile users in non-traditional contexts like the ones envisioned by the new
learning paradigms.
These non-traditional contexts can include interactions with IoT devices, such
as networked printers, shared displays and other smart systems embedded in
objects of the learning environment [52, 240]. In that line, although the use of
other infrastructures is also possible, MANETs can facilitate the integration
of different types of IoT devices and the detection of devices available in the
environment [27].
Considering the fact that the new learning paradigms put great emphasis on
social interactions and collaboration activities, other non-traditional contexts
can include face-to-face spontaneous interactions among people. In that sense,
MANETs can exploit the social behaviour of people and the opportunistic in-
teractions that take place due to their mobility patterns, to provide temporal
network connectivity [229, 19]. Hence, the advantages of MANETs related to
social interactions have a twofold perspective: (i) they benefit from the tempo-
ral and spatial dependencies of the interactions among people to connect the
devices carried by them and create temporal network infrastructures and (ii)
they provide network connectivity to support those interactions in scenarios
where there is no other suitable network infrastructure available. Therefore,
MANETs can provide an autonomous and pervasive network infrastructure
that takes advantage from and supports social interactions in dynamic learn-
ing scenarios, where the students (carrying a smartphone or other mobile
device) perform loosely-coupled activities (that include both individual work
and on-demand collaboration) in uncertain communication contexts.
Considering all the features and capabilities of Mobile Ad hoc Networks and
the importance of collaboration and social interactions in earning, we envision
a scenario where smartphones or other mobile devices carried by students can
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interact dynamically between them and with other nearby devices and IoT ob-
jects using these types of networks. This would allow complex collaborative
sensing activities as well as dynamic feedback provision across diverse devices
(e.g, in smartphones, laptops, shared displays, etc.). In addition, from the eval-
uation of the pervasive sensing framework proposed in Chapter 3, we provided
evidence that suggest that MANETs are suitable communication supports to
perform mobile collaborative sensing activities between different sensing de-
vices. As a result, we propose the use of MANETs, in combination with other
fixed infrastructures, to provide an autonomous communication network to
support pervasive monitoring of mobile students and appropriate awareness
provision, regardless of their physical location.
However, in order to design solutions for pervasive monitoring that are able
to work over MANETs, we must take into account the capabilities and lim-
itations of this communication infrastructure, some of which were already
introduced in Chapter 3. Knowing these issues will help us to conceive appli-
cations able to support the interactions of mobile users in real-world scenarios.
For example, the monitoring and awareness mechanisms to be embedded into
the application must be selected by considering the stability and bandwidth
of the communication link supporting them. For example, awareness mecha-
nisms based on image contents could be inappropriate when the images are
transferred through the network and the available bandwidth is narrow. Oth-
erwise, we would be giving the user an awareness service without the required
performance and responsiveness. A poor communication performance typi-
cally affects the coordination and collaboration services required for pervasive
monitoring (e.g., the coordination required for collaborative sensing). These
services also affect other services that are available for the users (i.e. aware-
ness), and therefore it also impacts on the usaaebility of the application.
The main focus of this chapter is to understand the potentialities and limita-
tions of Mobile Ad hoc Networks, providing empirical evidence on the viability
of using these types of networks to support pervasive sensing and awareness
provision in dynamic learning scenarios. Therefore, an experimental study was
performed considering diverse collaborative interactions that can take place
in such scenarios.
Once explored the usefulness of MANETs to support pervasive monitoring,
we proposed some recommendations to deal with the restrictions of these net-
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works. In that line, we propose a mechanism to reduce the overhead produced
by the routing protocol. This mechanism help increase the available commu-
nication throughput and reduce network congestion and energy consumption,
which contributes to the network scalability.
Chapter Overview
This chapter explores how MANET networks can be used as an opportunistic
communication support for mobile collaborative sensing activities between the
students’ devices and/or other devices in the proximity and also enable flexi-
ble feedback provision through the creation of a network of displays between
devices available in the environment (e.g., students’ laptops, shared displays,
etc.). Therefore, we provide evidence of the viability of using MANET as a
type of communication infrastructure that can support pervasive monitoring
and awareness provision in dynamic learning contexts. We also propose solu-
tions to deal with some of the limitations of these types of networks. More
specifically, we propose a mechanism to address the limitations highlighted in
Chapter 3 in relation to pervasive data sensing. The remainder of the chapter
is organised as follows: in Section 4.2 we describe the experimental study per-
formed to evaluate the viability of using MANET networks as communication
support for pervasive monitoring. In this section we also present the results,
the lessons learned and some recommendations to deal with the limitations
observed from the study. We describe the mechanism proposed to improve
the efficiency and scalability of MANETs in Section 4.3. We also present
an evaluation of the potential benefits of the proposed mechanism as well as
the particular behaviour of this mechanism for several scenarios. Finally, we
present the conclusions in Section 4.4.
4.2 Study of the Viability of MANETs to Support
Pervasive Monitoring
Software designers are typically unaware of several characteristics and limita-
tions of the communication infrastructure to support coordination and collab-
oration services, as they are usually not easy to deduce or foresee. In [91] the
authors call this situation “the iceberg effect”, because it encourages designers
to focus on the visible part of the product (i.e. the user interface) and forget
important parts of the solution that usually are not easy to see (i.e. the com-
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munication and coordination mechanisms) but critical. Therefore, one of the
problems that the “iceberg effect” brings for the development of solutions that
involve pervasive sensing and awareness provision is the uncertainty about
the suitability of the communication infrastructure to support collaborative
processes and interactions among mobile devices in real-world scenarios. This
fact would make it impossible to guarantee the usefulness of the pervasive
monitoring application in terms of the response time perceived by an end
user.
In the case of Mobile Ad hoc Networks, most research works intended to eval-
uate the suitability of these communication infrastructures perform studies
based on network simulators [122, 20] due to the high cost and technological
difficulty of setting up MANET testbeds [121, 114, 224, 122]. These types
of studies try to predict the behaviour of a network, usually based on highly
simplified scenarios [224] that rely on artificial mobility patterns as well as
on idealized models of radio propagation and interferences. Therefore, such
studies do not accurately reproduce the behaviour of the network in real sce-
narios [222, 174, 122, 181, 20] and only provide a glimpse on the suitability of
the communication infrastructure to support a certain mobile activity. One
example of this, is the gray-zones effect, which is not usually considered in
standard simulation tools, such as the well-known ns-2 [174]. In addition,
studies based on simulators are useful mainly to assess the performance of a
given algorithm. However, they can not predict if such an algorithm is actually
going to achieve the expected performance in real-world devices [114] because
they do not consider the limitations of a real software implementation and the
real behaviour of the hardware components of the devices.
As a result, we claim that, in order to be able to make a distinction between
what is an acceptable or unacceptable communication support for pervasive
monitoring, experimental studies are required. To understand more in depth
the capabilities and limitations of the communication support, these studies
should consider real devices, network cards, wireless links, software stacks,
rooms, etc.
This is precisely the main focus of the study presented in this section, to pro-
vide empirical evidence on the viability of using MANET networks to support
the communication processes required for pervasive monitoring in dynamic
learning scenarios. To that end, we conducted an experimental study in real
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settings and involving different types of interaction scenarios that are widely
representative of dynamic, opportunistic, mobile and collaborative learning
environments.
To assess the feasibility of using MANETs as communication support for perva-
sive monitoring, it is necessary to understand the communication requirements
of such types of activities. Next section describes the basic requirements that
must be fulfilled by any communication infrastructructure used to support
pervasive monitoring activities.
4.2.1 Requirements of a Communication Infrastructure for
Pervasive Monitoring
Pervasive monitoring solutions must consider several communication require-
ments in order to enable collaborative sensing interactions among mobile users
as well as awareness provision. These requirements, which are briefly explained
below, affect the usability of the mobile application implementing these solu-
tions in terms of response time.
(i) Adequate network performance. A pervasive monitoring solution re-
quires a stable and efficient network. Whenever we have opportunities for
collaborative sensing (e.g., due to social interactions between mobile users),
the communication link must be able not only to support it, but also to provide
sufficient performance for the application to offer a suitable response time to
the user (e.g., when providing awareness). Network performance problems are
frequent as users move and the network topology changes, which affects the
response time of the solution. The most critical variables to take into account
to evaluate the current network performance are latency (i.e. time required to
transport the information between two locations), jitter (i.e. the variance of
the latency) and throughput (i.e. data transfer rate) [64]. Adequate network
performance in wireless networks can be obtained by using efficient routing
protocols.
(ii) Reliable links. Pervasive monitoring also requires communication reli-
ability, which is related to the trustworthiness of the communication link to
transfer data between two points. The network overload and the agility of
the collaborative sensing process will partially depend on this issue. Unreli-
able networks affect negatively the throughput and therefore, also affects the
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awareness provision since users perceive a bad response time. In other words,
the reliability of the network links also affects the usability of the pervasive
monitoring solutions. The network variables that can be considered to diag-
nose the reliability of the communication link are packet loss and ordering [64].
The links reliability cannot be guaranteed in a mobile network. However, the
use of routing protocols designed to deal with a dynamic topology make the
links reliable.
(iii) Communication coverage. Although the interaction distance between
two mobile users will depend on the type of activity they are performing, a
one-hop communication threshold is typically not enough to support collab-
oration. This is also in line with the observations made in Chapter 3 about
the distance in number of hops between Producers and Consumers of sensor
data (Figure 3.26). Therefore, additional mechanisms are required to extend
it [202].The maximum coverage distances that enable current wireless technol-
ogy (i.e. 802.11b/n/ac), can be around 35-70 meters, if we consider indoor
areas; however, in open areas such a distance can reach up to 140-250 meters.
Therefore, a node belonging to a MANET network (e.g. a smartphone user)
must be able to interact not only with other nodes that are located at one hop
of distance but also with more distant nodes. A well-known solution to over-
come this limitation is the appropriate use of routing protocols [202]. In that
case, the network variable that can be used to diagnose the communication
coverage is the number of hops.
(iv) Interoperability. Mobile users must be allowed to interact with anyone
else on a casual or opportunistic way. As a consequence, their applications
for pervasive sensing and awareness provision should offer interoperability of
communication, data and services [166]. Typically this issue can be addressed
using standardized communication protocols (e.g. IP over diverse radio link
standards, and TCP or UDP transports), data formats (e.g. XML) and ser-
vice representations (e.g. Web Services). The variable that can be used to
diagnose the communication aspect of the interoperability is the adherence to
the standards involved in the solution.
Although, to the best of our knowledge, there are no studies that explore specif-
ically how the issues considered affect pervasive monitoring solutions, we can
extrapolate conclusions from research works in similar fields. For example,
several studies have been published on how some of these issues affect collab-
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orative applications in stationary scenarios when they run over the Internet.
For instance, a study presented in [86] shows that performance and usability
of real-time distributed groupware applications depend on network variables
such as latency, jitter, packet loss, bandwidth and type of traffic (UDP/TCP).
Network delays due to latency and jitter have serious effects on the users, caus-
ing difficulties in coordination and foresighting [86]. In extreme situations they
cause communication breakdowns; this typically occurs when the latency is
higher than 300 ms [86, 225] or jitter is higher than 500 ms [86]. It has
been also reported that insufficient bandwidth increases latency and packet
loss [86]. Moreover, other studies have identified the bandwidth requirements
to insure acceptable audio and video communications, which are summarized
in [227]. Some of this requirements are shown in Table 4.1.
Table 4.1: Communication requirements for different audio and video qualities
Quality Required Bandwidth
Audio
Telephone 8 Kbps
AM 31 Kbps
FM 96 Kbps
Music 128 Kbps
Video
Videophone 16 Kbps
Videoconferencing 128-384 Kbps
VHS 1 Mbps
Several researchers have also stated that usability of mobile applications de-
pends on several variables, e.g. network reliability, throughput and latency
[75, 139, 242]. We can, then, assume that communication reliability and per-
formance play a key role on the usability of any type of mobile solution. How-
ever, it is not clear which are the acceptable thresholds of those variables for
mobile end users. In this chapter, we present a study that provides insights
that can help software designers improve the values of these two variables when
using MANET networks in mobile collaboration scenarios. Such scenarios are
appropriate for the context of this work since they adapt properly to the dif-
ferent situations where pervasive monitoring in dynamic learning contexts can
occur. Particularly, to situations where is possible to establish collaborative
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sensing activities and flexible awareness provision between nearby devices.
Although this work is focused on pervasive monitoring and awareness sup-
ported by MANET networks, it is important to note that, as mentioned pre-
viously, there are also other ways to provide communication support in this
context. For example, mixing nodes from a MANET network and remote
nodes accessible through Internet. In that case we have to consider gateway
nodes acting as bridge between these two worlds. To select a gateway between
all the nodes available in a MANET we could use similar methods to the one
described in [115].
In this study, we are also considering that all nodes are ready to actively partic-
ipate in the management of the MANET as they are also willing to participate
in any activity required to support pervasive monitoring (e.g., collaborative
sensing).
Considering the previous requirements, we deployed an experimental testbed,
using real software and hardware as well as realistic experimentation scenarios
to provide empirical evidence on the viability of using MANET networks to
support pervasive monitoring and to evaluate the performance and reliability
of these types of networks in real-world settings. Next section, introduces the
hypotheses of the empirical study conducted using such a testbed.
4.2.2 Hypotheses of the Study
The hypotheses for this study are based on preliminary results provided by
other researchers in similar studies. These hypotheses are the following:
• Hypothesis 1 – The network bandwidth and reliability decrease when
increasing the number of hops between the sender and the receiver nodes.
This hypothesis intends to establish a basis to analyse and make conclu-
sions about the tests included in this study. Validating this hypothesis
will help us to identify the maximum acceptable distance between two
collaborating nodes in order to consider that the pervasive monitoring
application is usable (in terms of performance) by end users.
• Hypothesis 2 – The network bandwidth and reliability decrease with
a high mobility level of the nodes. Considering the hypothesis 1, this
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hypothesis intends to demonstrate that the mobility of the nodes also
affects the throughput between two collaborating nodes. Validating this
hypothesis will help us estimate the degree of mobility that the users can
have without seriously deteriorating the performance of the pervasive
monitoring application.
• Hypothesis 3 – The network bandwidth and reliability decrease due
to increasing interferences generated by mobile devices from other users.
This hypothesis intends to verify that interference produced by mobile
devices affect the throughput between collaborating nodes, and also that
such interference increases with the number of nodes participating in the
MANET. Validating this hypothesis will help us to observe the effect of
the density of users on the obtained throughput, and the performance
as perceived by the end users.
• Hypothesis 4 – Routing protocols based on number of hops (such as
BATMAN [163]) have better reliability and bandwidth than protocols
based on statistics (such as OLSR [56]). This hypothesis intends to
demonstrate that routing protocols based on statistics are slower to re-
act than those based on number of hops. Therefore, the first ones are
able to provide better throughput to mobile users. As a consequence,
pervasive monitoring applications that use the first type of protocols
would have better usability in terms of performance perceived by end
users.
• Hypothesis 5 – In MANET networks, UDP-based communication has
better performance than TCP-based communication. This hypothesis at-
tempts to show that a connectionless communication is able to provide,
in MANETs, additional throughput to mobile collaborative solutions.
Demonstrating this hypothesis could provide software designers a tool
to help them reduce the degradation of performance generated by the
mobility of the user and the interferences from other users.
• Hypothesis 6 – Despite the limitations of MANETs, they can provide
acceptable levels of performance in controlled conditions. Validating this
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hypothesis is the main goal of the experimental study conducted. Conse-
quently, all the previous hypotheses are directed towards understanding
the particular conditions under which MANETs have an appropriate
level of performance and reliability.
Next, we describe the testbed used to try to understand the influence of the
MANET networking issues over the performance of pervasive monitoring so-
lutions.
4.2.3 Description of the Experimental Testbed
All the tests done in this study used real implementations of MANET networks,
using real hardware and software. However, since repeatability is difficult to
achieve in real-world experiments that involve real users and real data transfer
[114], the network traffic was pre-established to ensure the repeatability of the
tests and to allow the comparability of the results obtained across different
tests. Moreover, the tests included in the study considered a wide range of
offered loads and therefore, there is a high probability that the data transfer
needs of a particular real-world collaboration process could be within that
range. This fact also helps to provide representativeness to the results of the
tests.
On the other hand, several mobility patterns were used in this study. Such
patterns adhere to typical stationary, partially mobile, and mobile collabora-
tion processes encountered in real-life activities. In order to emulate these
mobility patterns and to provide at the same time realism and repeatability,
we asked real users to follow precise instructions about the direction and speed
of their movements for the duration of the tests.
The tests conducted in each one of the settings of the study involved at least
ten repetitions in order to obtain a representative number of samples for each
one of the tests. Moreover, the variables or metrics evaluated were measured
for at least one minute to be able to determine the accuracy of the results and
isolate possible errors in the measurement process.
The physical environments used to perform all the tests were indoor spaces
located at the Castelldefels School of Telecommunications and Aerospace En-
gineering, of the Universitat Politècnica de Catalunya (UPC), in Spain.
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Next sections describe the experimentation scenarios involved in this study as
well as the routing protocols, hardware and software used.
4.2.3.1 Experimentation Scenarios
In order to validate the hypotheses, our study considers four indoor experi-
mentation scenarios: (i) stationary, (ii) partially mobile, (iii) mobile groups
and (iv) mobile. We decided to use indoor scenarios because they present
more important communication challenges than open areas. Typical indoor
settings have important signal interference due to the presence of computing
devices and access points in the area, and also signal degradation due to walls
and doors. The experimentation scenarios considered in this study represent
typical settings of mobile collaboration activities and take into account pre-
vious experience of researchers about the deployment of real-world MANET
testbeds Such scenarios are briefly described below.
Stationary scenario: There was no mobility in this scenario and therefore,
all the nodes remained static. In this scenario, five nodes were placed in dif-
ferent locations of the ground floor of one of the buildings of the Castelldefels
School of Telecommunications and Aerospace Engineering. These laptops were
placed at around 11 to 14 meters apart and we established communication pro-
cesses between any pair of nodes independently of their distance. In addition,
a packet filtering was used to force the network topology to work as a chain,
which is the worst case that we can have in this scenario. Therefore, a 4-hops
MANET was established. Figure 4.1 shows a floor plan with the locations of
the nodes as well as the network topology configured in this scenario. As is
illustrated by the figure, the stationary scenario allows monitoring and repro-
ducing the multi-hop behaviour of the network, by transferring data between
pair of nodes located at different distances in terms of communication hops.
Therefore, it was used to validate hypothesis 1.
This scenario is representative of several mobile collaboration instances, e.g. in
loosely-coupled work [186] where users are temporarily stationary when they
decide to collaborate (i.e. attended collaboration). An example of these situ-
ations has been reported in [156], where the authors studied the mobile work
in hospitals and identified an important number of collaboration meetings (i.e.
stationary collaboration scenario) held by the medical staff. Similarly, [172]
reports meetings held by construction inspectors in the field after an inspec-
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Figure 4.1: Stationary scenario
tion round. This scenario can also be representative of mobile collaboration
mediated by access points (i.e. static nodes), which are temporarily deployed
in the work area just to increase the coverage of the MANET network.
In a stationary collaboration scenario, mobile users are static while performing
a collaborative activity. Typically, if mobile users need to see their devices’
screens in order to collaborate, then they usually stop moving because the
focus of their attention is now on the screens instead of on their steps. It seems
to be a natural and involuntary reaction experienced by most collaborating
mobile users, which leaves them static during such period.
Partially mobile scenario: This test scenario uses the same physical space,
hardware and network topology than the stationary one. However, it intro-
duces a mobile node that is continuously moving from the beginning to the
end of the static network. This represents a scenario where a single person
moves around while other people remain static working with their devices.
The movement of the mobile node was executed by a person carrying a laptop
while moving at a stable velocity through a path drawn on the floor. The test
began with the mobile node (i.e. node M ) located close to node A (network
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ending point), and the data transfer is always done between the mobile user
and node E (the other network ending point). Figure 4.2 depicts the partially
mobile scenario, showing the path followed by the mobile user and the resulting
network topology. Packet filtering was also used to force the communication
between these nodes to always go through at least two hops. This scenario
was used to validate hypothesis 2, because it made possible to isolate the effect
produced by a single mobile user on the network.
Figure 4.2: Partially mobile scenario
The partially mobile scenario can involve the use of access points as interme-
diaries to support the collaboration process (similar to the last collaboration
situation described in the stationary scenario). This scenario is representative
of partially unattended collaboration activities, where the mobile users interact
with one or more mobile devices, but they do not necessarily interact with the
persons that are using them. Examples of unattended collaboration interac-
tions are activities that involve data synchronization as well as access, update
and distribution of shared information. Users containing replicas of such in-
formation are unaware of this interaction process. In this scenario, the users
that are triggering these actions are stationary while the rest of the partic-
ipants keep moving. In [155] the authors present an interesting example of
how partially unattended collaboration can be used to support the work of
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Firefighter Incident Commanders during urban emergencies.
Mobile groups scenario: Typically, mobile users working in groups need
to exchange information within their group or between groups. This situation
was represented by the mobile groups scenario. In this scenario, we conducted
the experiments in a laboratory of 146 m2, which was free from walls and other
obstacles in order to ensure the repeatability of the communication conditions
across the different tests. For the tests, eight mobile nodes were arranged into
two or three groups. The distance between the groups was around 8-10 meters.
Figure 4.3 illustrates the two possible group arrangements considered.
Figure 4.3: Mobile groups scenario
In the mobile groups scenario, there was no constraint on the number of hops
used by the communication processes during the tests. Moreover, both intra-
group and the inter-group communications were monitored. In the first case,
mobile users interact just with their teammates, whereas in the second case,
the communication is performed between members of different groups. The
comparison of both types of communications was used to validate hypothesis
3.
Both collaboration settings (i.e. intra-group and inter-group) are present in
real-world scenarios. For example, [165] reports unattended notifications that
promote face-to-face collaboration instances among civil engineers and fire-
fighters (i.e. inter-group interactions), who support urban search and rescue
activities after a disaster. On the other hand, a study presented in [172] shows
how unattended synchronization of a mobile shared workspace used by mem-
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bers of a construction inspection team (i.e. intra-group interactions) ease the
inspection process and also the reporting of the results.
Mobile scenario: Mobile scenarios are representative of unattended collab-
oration instances involve users that are on the move while their devices are
interacting between them in order to provide some collaboration services. The
users are typically unaware of the interactions among the mobile devices. Unat-
tended collaboration can be used to implement several awareness mechanisms,
for example, to inform users about the location of other users or about the
availability of shared resources.
The mobile scenario was implemented in the same physical environment than
the previous scenario. In this scenario, a file is transmitted between two
remote nodes that are situated in a mobility context. Seven nodes participate
in this scenario, some of them remain static while others are on the move.
The movement of the mobile nodes, which are represented as “M*” in Figure
4.4, produces disconnections and reconnections of the communication path
between the sender and the receiver nodes. In order to imitate the movements
of mobile users, a path was drawn on the floor and people carrying laptops
walked over it at constant speed. Figure 4.4 represents the network topology
of the mobile scenario. As shown in the figure, this scenario involves two
different settings.
Figure 4.4: Mobile scenario
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In the first setting, a file of 17 Mb is transmitted. The nodes acting as sender
(node A) and receiver (node B) are static and the communication between
these nodes go through two hops. Other five nodes move between these two
nodes one after the other, creating active routes between them every 30 sec-
onds. In this setting, there only one possible communication path available at
a particular period of time and when such path is deactivated due to the mobil-
ity of the nodes, the communication is interrupted until a new path becomes
available.
In the second setting, four nodes remain static while other three are mobile.
A file of 5 MB was transferred between two of the static nodes (i.e. from A
to D). In this setting, there are several possible communication paths and the
communication between sender and receiver can go through two or more hops.
In addition, during the tests the mobile nodes produce several changes in the
topology of the MANET that make necessary that the routing protocol has
to perform several consecutive recalculations of the communication paths.
The mobile scenario was useful to gain a further understanding of the effects
of the mobility of the nodes on the network performance. Therefore, this
scenario help us evaluate hypothesis 2.
The validation of hypothesis 4 and hypothesis 5 does not require specific set-
tings; therefore, they can be evaluated in any of the experimental scenarios
described previously.
Coordination mechanisms required by mobile collaborative applications were
proposed by researchers in the field of Computer-Supported Collaborative Work
(CSCW) several years ago, but more recently they have been redefined to deal
with the changes in the work context produced by the mobility of the users
and by unstable communication links [167]. These coordination services are
frequently required by mobile applications that support diverse types of collab-
orative interactions in the three experimental scenarios presented previously.
Such interactions can include the collaborative sensing and awareness provi-
sion between devices required for pervasive monitoring applications. There-
fore, the results of the tests performed in the experimental scenarios can help
designers to realize how to deal with issues related to the structural design of
these types of applications.
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4.2.3.2 Routing Protocols
The selection of the routing protocol has an important impact on the reliability
and performance of the MANET network. Although there are several well-
known routing protocols, e.g. BATMAN [163], DSDV [32], DSR [98], TORA
[179] AODV [127] and OLSR [56], we wanted to include in this study the
two most well-known strategies for routing on MANETs: distance vector and
link state. This would allow us to have comparative results to understand
the effects of the routing strategy on the performance of the network (i.e.
throughput), which would also help us validate hypothesis 4. Therefore, we
decided to use the protocol of each strategy type that displayed the best
performance in previous studies. Thus, after reviewing the most widespread
routing protocols and selected the two following:
Better Approach To Mobile Ad-hoc Networking (BATMAN) [163].
This is a proactive protocol that uses a distance vector approach to determine
the best route between a sender and a receiver node. The routing metric
used by this protocol is the number of hops used for the communication be-
tween these two nodes. For the tests, we used the BATMANd implementation
(version 0.3) for Linux, available in [4].
Optimized Link State Routing Protocol (OLSR) [56]. This protocol is
also proactive but it uses a link state approach to select the optimal route. The
routing metric used by this protocol is Expected Transmission Count (ETX)
[59], which is based on statistics about the quality of the communication link.
For the tests we used the well-known OLSRd implementation of the OLSR
protocol (version 0.5), available for Linux andWindows, available in [7] (newer
releases available in [8]).
4.2.3.3 Metrics of Link Quality
The metrics used to evaluate the quality of the communication link during the
tests were those relevant for pervasive monitoring solutions (as described in
Section 4.2.1) as well as those designed to determine the performance of the
MANETs protocols [63, 114]. The metrics provided by the traffic generator
itself were also taken into account [221]. These metrics were divided into three
groups, depending on the type of traffic used for measuring them:
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• ICMP traffic metrics: to measure the Round-Trip Time (RTT).
• UDP traffic metrics: for throughput, packet loss and jitter.
• TCP traffic metrics: for throughput, handshake time, out of order
packets and number of re-transmissions.
The UDP/TCP traffic was pre-established and generated using the Iperf tool
[221] in order to ensure the repeatability of the experiments. The metrics were
measured by conducting a 60 seconds test, on which UDP/TCP packets were
transferred between a given source-destination pair. In case of UDP traffic, the
data packets were generated at different bit rates. Consequently, several UDP
traffic loads were offered to the network. By contrast, in the TCP experiments
we tested the maximum achievable throughput; therefore, no fixed bit rates
were specified.
The RTT was measured by conducting a 60 seconds test, on which ICMP
packets were transferred between a source-destination pair, using the regular
Ping service. Those experiments were carried out for packet sizes of 64 and
1024 bytes.
4.2.3.4 Hardware
The experiments conducted in all the experimentation scenarios were per-
formed using eight HP NX6310 laptops with a processor IBM Intel Core 2
T5500 of 1.66 GHz and 1GB of RAM. Such laptops had an internal Intel
PRO/Wireless 3945ABG Network Connection card for IEEE 802.11b/g wire-
less connectivity. During the experiments, the wireless cards of the laptops
were set to channel 1 at the 802.11b/g band, 1 dBm of transmission power and
deactivating the RTC/CTS (i.e. an optional mechanism that reduces chances
of collisions between transmissions but introduces some overhead). This par-
ticular setup was selected taking into consideration the different configurations
of other real-world implementations of MANETs, as described in
4.2.3.5 Testbed Supporting Software
All laptops were equipped with two operating systems: Linux (Ubuntu 8.04
Linux distribution with the 2.6.24-19-generic kernel) and MS Windows XP.
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The traffic generators used in the experiments were both the Iperf (version
2.4) and the regular Ping service provided by the operating system.
As network traffic analysers we used Wireshark [11] and Tcpdump [9] (similar
to Wireshark but with a command line interface). Moreover, following the
recommendations provided by other MANET testbeds described in [114], a
MAC filter was also used to classify packets on the MAC layer and force a
multi-hop behaviour, avoiding direct communication between a pair of nodes.
A LiveCD was prepared, following the recommendations of [224], in order to
avoid the human intervention as much as possible. This LiveCD contains
a customized extension of the operating system that facilitates the testbed
implementation, use and data gathering.
4.2.4 Empirical Results
This section presents the obtained results for the tests performed using the
experimentation scenarios described previously. These results allow us to ob-
serve the range of values that can be found, for each key networking issue, in
real implementations of MANET networks. Therefore, they can be useful to
assess the type of coordination and collaboration mechanisms that can be im-
plemented to support pervasive sensing and awareness in such scenarios. The
experimental results also allow us to understand the degree of validity of the
hypotheses stated.
4.2.4.1 Results of the Stationary Scenario
In the tests performed in this scenario, the independent variables were the
packets size and the number of hops between the collaborating nodes. The
dependent variables were the received throughput and the RTT (Round-Trip
Time), which help predict the bandwidth of the network and indirectly, the
performance of the pervasive monitoring application in such scenario. These
variables were measured at the ending points of the communication path. Most
tests were performed using an 802.11b network. However, for some tests we
used the 802.11g standard in order to verify that the results obtained for both
standards follow the same trend.
Figure 4.5 shows the results obtained for communication distances of 1, 3 and
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4 hops between collaborating nodes, which is representative of diverse collab-
oration instances in other fields (e.g. hospital work and responses to urban
emergencies). This scenario represents distances of 30-60 meters between col-
laborating devices in built areas, but these distances could be extended to
200-300 meters in open areas.
The variable observed in Figure 4.5 was RTT obtained when using the ping
service. This figure represents the average of the results obtained for different
tests. The sample mean (i.e. the arithmetic average of the observed values) of
the worst test (based on relative dispersion of the test measures) is 12.13 ms
with a Standard Error of the Mean (SEM) of 0.25 ms. The margin of error of
the mean (E) is at the most 0.58 ms for a confidence level of 95%. Therefore,
we can conclude that the observations and conclusions based on this set of
tests are valid.
As can be seen from this figure, the RTT increases with the number of hops
required for the communication between nodes and also with the packet size.
The behaviour of OLSR and BATMAN protocols were similar. This is not
surprising because the scenario is static and therefore, the network is relatively
stable, which makes both protocols able to work appropriately.
Figure 4.5: RTT obtained for different packet sizes and number of hops,
considering BATMAN and OLSR protocols
Figure 4.6 shows the results of a set of tests conducted on the same setting,
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using the BATMAN protocol. In this case, the communication between source
and destination nodes had to go through 1, 2 and 3 hops. For these tests, the
MANET was configured to use the 802.11g standard instead of the 802.11b
since we wanted to verify that the results are coherent regardless the tech-
nology used. These tests were performed in order to verify the trend of the
results. This figure represents the average values of the results obtained for
different tests. The sample mean of the worst test is 17.44 Mbps with a SEM
of 0.34 Mbps. The margin of error for the mean (E) is at the most 0.79 Mbps
for a confidence level of 95%. The results show the effect of the packet size
and of the number of hops in the performance of the network. Thus, we can
observe how the performance of the network, in terms of received throughput,
degrades with smaller packet sizes and higher number of hops. This can be
explained by the fact that the use of smaller packets involve higher overhead
in headers, which make decrease the data throughput received.
Figure 4.6: UDP throughput received for different packet sizes and number of
hops, considering the BATMAN protocol in an 802.11g network
The figures that follow will present additional results in which we can observe
how the network throughput decreases with the number of hops. Both figures
compare the throughput received by the destination node when it is located
at 1, 2 and 3 hops of distance from the source node.
Figure 4.7, depicts the throughput received by the destination node for differ-
ent loads offered by the source node, when using UDP for transferring data.
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In this figure, the sample mean of the worst test is 1658 Kbps with a SEM
of 23.13 Kbps. The margin of error for the mean (E) is at the most 52.32
Kbps for a confidence level of 95%. In this figure, we can observe how the
received throughput deviates from the ideal case for increasing offered loads
and number of hops. Although, both routing protocols obtain similar results,
OLSR obtains slightly higher throughput values than BATMAN for 4 hops
communications.
Figure 4.7: UDP throughput received for different offered loads and number
of hops, considering BATMAN and OLSR protocols
Figure 4.8, represents the maximum throughput received by the destination
node when the data transfer is performed using TCP. From the set of tests
presented in this figure, the sample mean of the worst test is 4153 Kbps with
a SEM of 106.9 Kbps. The margin of error of the mean (E) is at the most
106.87 Kbps for a confidence level of 95%. The results represented, show that
the OLSR protocol achieve slightly higher throughput values than BATMAN
for 3 and 4 hops communications.
The previous results show that the trend followed by the performance of the
MANET network is independent of the transport protocol used (i.e. UDP
and TCP). Therefore, for both types of traffic, the behaviour of OLSR and
BATMAN was similar. In case of tests using TCP, the out-of-order packets,
re-transmissions and handshake time values are zero or negligible numbers.
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Figure 4.8: TCP throughput received for different number of hops, considering
BATMAN and OLSR protocols
From the previous tests we can conclude that the received throughput was
similar for both routing protocols but it decreases with the number of hops
and with higher packet sizes. Since the influence produced by the number
of hops was isolated in this experimentation scenario, we can claim that the
obtained results are aligned with the statement of hypothesis 1.
4.2.4.2 Results of the Partially Mobile Scenario
This experimentation scenario included five static users and a mobile one. The
obtained results for the tests performed in this scenario show that BATMAN
has a better behaviour than OLSR for all the TCP metrics considered (Table
4.2). This results can be explained by the fact that OLSR uses the ETX met-
ric for the selection of the routes, and that such a metric utilizes statistical
information from probe packets (the 10 last ones) to compute its current value.
Since the location of the mobile user is constantly changing, a recently com-
puted best route becomes outdated very soon and the ETX metric does not
react quickly because it has to wait for the probe packets to update its value.
This slow adaptability of the OLSR protocol generates a significant number
of out-of-order packets and require a high number of retransmissions.
Figure 4.9 shows the results of the same experimental scenario, when using
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Table 4.2: Comparison of the TCP metrics for BATMAN and OLSR protocols
BATMAN OLSR
Received Throughput (kbps) 2110 2035
Number of out-of-order packets 0.05 2.25
Number of re-transmissions 0.00 296.75
Handshake time (ms) 0.00 0.04
RTT (ms) 6.59 7.37
UDP instead of TCP. In the tests represented in this figure, the sample mean
of the worst test is 2525 Kbps with a SEM of 25.5 Kbps. The margin of
error of the mean (E) is at the most 55.52 Kbps for a confidence level of 95%.
We can observe that UDP is able to obtain a better throughput than TCP.
Moreover, BATMAN showed a slightly better UDP throughput than OLSR
for medium values of offered loads. This behaviour was reversed for higher
loads. However, the difference in performance between both protocols is not
statistically significant. On the other hand, this figure allows us to evaluate
the degradation of the throughput received by the mobile device when it is
on the move in comparison with when it is static. It clearly shows that the
mobility of the users affects negatively the communication throughput. Then,
these results support partially the statement of hypothesis 2.
To further study the effect of mobility in the performance of the MANET we
compared the RTT of the communication for the static and the partially mo-
bile scenarios. Figure 4.10 shows the results for the BATMAN protocol when
the communication between source and destination nodes happens through
1, 2 and 3 hops. In the tests represented in this figure, the sample mean of
the worst test is 24.71 ms with a SEM of 0.25 ms. The margin of error of
the mean (E) is at the most 0.57 for a confidence level of 95%. These results
show that the latency increases with the mobility of the users, which in turn
reduces the network bandwidth (hypothesis 2 ). However, these results do not
make possible to draw definite conclusions about the influence of the users’
mobility on the communication reliability (second part of hypothesis 2 ).
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Figure 4.9: UDP received throughput in the partially mobile scenario for
different offered loads, Considering BATMAN and OLSR protocols
Figure 4.10: RTT obtained in the partially mobile scenario, considering the
BATMAN protocol
4.2.4.3 Results of the Mobile Groups Scenario
This experimentation scenario had tests with two different arrangements of
two and three groups of mobile users, respectively. Both, intra and inter-
group communications were evaluated in this scenario.
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Initially the mobile users were arranged into two groups of four nodes each and
we evaluated the intra-group communication when only one data transmission
process was taking place between a given pair of nodes.
Figure 4.11 shows the results of the UDP throughput considering this intra-
group communication. In this case, both routing protocols showed a similar
behaviour when the data transfer is between group members and the offered
load is below 2000 Kbps. However, OLSR is able to obtain up to 500 Kbps
more than BATMAN when the offered load is over 2000 Kbps. In this par-
ticular scenario, there were no relevant interferences between nodes because
the communication was only performed among the four co-located members
of each group. Due to the fact that the two groups were 8-10 meters apart
from each other, the communication interferences of one group over the other
were negligible since such interferences were received with lower strength than
the communication signal received from members of the same group.
Figure 4.11: Intra-group communication involving mobile nodes
As we can observe in Figure 4.12, the network behaviour for inter-group com-
munications differs from the previous interaction scenario. We now have a
higher number of mobile nodes (i.e. 8 nodes) to consider when determining the
communication path than in the previous scenario (i.e. 4 nodes). Therefore,
routing protocols based on number of hops seem to achieve higher throughput
than those based on statistics. These results show that, in this case, BAT-
MAN performs better than OLSR for loads over 600 Kbps. In this setting
130
BATMAN is able to reach up to 800 Kbps of “extra” received throughput.
This situation could be explained by the fact that to determine the best path
between sender and receiver, BATMAN uses the hops count metric, whereas
OLSR uses the ETX link quality metric. Therefore, OLSR frequently uses 2-
hops routes instead of the faster 1-hop route used by BATMAN, which makes
decrease the received throughput.
The selection of long routes by OLSR can be explained by the fact that, in this
scenario, the communications between members of different groups generates
interferences that degrade the link quality and generates losses. Therefore,
OLSR chooses slower routes with smaller number of losses instead of faster
routes that have more losses. On the other hand, the selection of longer
routes by OLSR produces a higher occupation of the communication channel,
degrading other concurrently active communication paths, which results in a
lower received throughput.
Figure 4.12: Inter-group communication involving mobile nodes
Table 4.3 shows additional results from the inter-group communications tests.
In this case, we can observe how the network throughput decreases with an
increasing number of transmitting nodes (one or two nodes transmitting per
group). Therefore, the network performance is affected by the number of
nodes that are transmitting concurrently. This fact could be an indicator that
the communication interference increases with the number of transmitting
nodes (hypothesis 3). This assumption is also supported by the fact that
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the percentage of packet loss as well as the jitter increase with the number of
transmitting nodes. These results are aligned with the statement of hypothesis
3.
Table 4.3: Protocol comparison for inter-group communications
UDP Offered
load (Kbps) 2000 3000
Routing Protocol BATMAN OLSR BATMAN OLSR
Number of Trans-
mitting Nodes 1 2 1 2 1 2 1 2
Received Through-
put (kbps) 2000 1620 1477 1327 2133 476 2737 369
Packet loss (%) 0 0 0.53 0.93 0.18 28.7 6.59 63
Jitter (ms) 1.86 16.5 1.62 5.45 136.6 1085 140.2 195.2
Number of out-of-
order datagrams 0 1 0 0 6 1 125 38
These experiments were repeated using TCP as transport protocol instead of
UDP. The trend of the results was consistent with that obtained for UDP.
However, the throughput was lower than in such a case. This fact allow us to
draw some preliminary conclusions: (i) the throughput obtained when using
UDP seems to be higher than when using TCP in most mobile collaboration
scenarios and (ii) OLSR is usually better than BATMAN when the commu-
nication is intra-group, but BATMAN has a better performance when the
communication is inter-group.
We performed further tests in order to study more in depth the influence of the
interferences on the communication throughput and the reliability of the net-
work (hypothesis 3 ). We used BATMAN as routing protocol for these tests. A
set of test was conducted with several offered loads and one node transmitting
per group. Then, the tests were repeated but with two transmitting nodes per
group. The results are presented in the following figures.
Figure 4.13 shows how the throughput decreases with the number of nodes
transmitting concurrently, probably because of the interference produced by
two simultaneous data transfer processes on two “long-distance” communica-
tion paths that are physically close. That is, due to the fact that the commu-
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nication is inter-group, the received signal can be low due to the attenuation
of the signal because of the distance between the groups. Consequently, two
attenuated communications with similar signal strength can interfere on each
other and also be more susceptible to other interferences and noise existing
in the environment. In this case, the sample mean of the worst test is 1606
Kbps a SEM of 41.2 Kbps. The margin of error of the mean (E) is at the
most 97.37 for a confidence level of 95%.
Figure 4.13: UDP throughput for different number of transmitting nodes
The results represented in Figure 4.14 also show how the network performance
is affected by the number of concurrent transmission. We can observe how the
network jitter increases with the number of transmitting nodes. Moreover, this
figure clearly shows that the difference between one and two transmissions
becomes highly relevant for offered loads higher than 2000 kbps. In these
tests, the sample mean of the worst test is 389 ms with a SEM of 8.8 ms. The
margin of error of the mean (E) is at the most 28.06 ms for a confidence level
of 95%. However, the margin of error (E) after 400 ms of test, was 48 ms.
Although there is a considerable variation in the measured values, we think
that the previous conclusion about the effect of concurrent transmission on
the network jitter remains valid.
We can infer from these figures that any communication instance between
nodes that are located at a relatively long distance from each other will be
affected by the interference produced by other mobile users with similar com-
munication paths.
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Figure 4.14: UDP jitter for different number of transmitting nodes
We conducted an additional set of tests involving three groups (i.e. two groups
of three users each and one group of two users). In this case, each one of the
groups had only one transmitting node and therefore, three concurrent trans-
missions were taking place. We compared these tests with the ones performed
with the original group arrangement (i.e. two groups of four mobile users each)
with one and two transmitting nodes per group, which means that two and
four concurrent transmissions were taking place. Table 4.4 summarizes the re-
sults obtained for various key networking issues. We can observe in this table
that the number of groups per se does not affect the results. The effect on the
network performance and reliability is based on the number of simultaneous
communication instances that involve mobile users that are not co-located (i.e.
are not in close physical proximity) during the collaboration process. There-
fore, we can conclude that a high number of concurrent transmissions of this
type could lead to the degradation of the behaviour of the MANET network.
4.2.4.4 Results of the Mobile Scenario
In the first setting of this experimental scenario, when commutations between
the interim mobile nodes occurs, the network seems to have pauses to reac-
tivate the path through which it will send the packets of the communication
process that is currently active. Figure 4.15 shows a sample of a network
pause caused by the OLSR protocol, when the system is reacting to consecu-
134
Table 4.4: Network performance for different number of transmitting nodes
UDP Offered
load (Kbps) 2000 3000
Number of groups 2 2 3 2 2 3
Number of Trans-
mitting Nodes 2 4 3 2 4 3
Received Through-
put (kbps) 2000 1606 1822 2818 1429 1694
Jitter (ms) 1.21 6.36 4.56 8.81 389.43 30.37
Packet loss (%) 0 0.37 0 0.28 24.61 4.49
Out-of-order
datagrams (%) 0.5 0.33 0.5 0.67 42.67 3.61
tive disconnections and reconnections (D/R) in the communication due to the
mobility of the devices. In all the repetitions of the tests conducted in this
setting, the OLSR protocol seems to have inactivity periods of about 13-15
seconds.
Figure 4.15: Reaction time of the OLSR protocol
The tests performed in the second setting of the mobile scenario, involved
several D/R rates of the mobile nodes which, caused consecutive recalcula-
tions of the communication paths. A D/R rate of t seconds indicates that the
mobile nodes involved in this scenario were consecutively joining and leaving
the communication path every t seconds while the file was being transferred.
Consequently, the network topology changed and the routing protocol had to
try to self-adapt, reacting to the topology changes by updating the communi-
cation path.
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The results of the tests showed that for D/R rates from 5 to 15 seconds, the
data transfer failed in around a 30% of the tests. Higher D/R rates reduced
the failure rate almost linearly. For D/R rates of 40 seconds the failure rate
was 10%. Figure 4.16 shows the results obtained for D/R rates of 0, 5 and 10
seconds. This figure presents only the results obtained in those cases where the
data transfer did not fail. These results show that the throughput obtained
in this setting when all the nodes are static (D/R of 0 seconds) is higher than
when some nodes move. Moreover, the throughput obtained is quite stable
independently of the D/R rates caused by the mobility of the nodes.
Figure 4.16: Throughput obtained in a mobile scenario with consecutive
disconnections and reconnections
4.2.5 Lessons Learned
In this section we describe the most relevant lessons learned from the exper-
imental evaluation performed in the mobile collaboration scenarios described
previously. This information is relevant to understand the capabilities and
limitations of a system in a real-world scenario to support sensing and aware-
ness interactions between mobile collaborating devices. Such knowledge is
extremely useful for the design of pervasive monitoring solutions.
Next, we detail the lessons learned, which help determine the particular set-
tings that are required for specific conditions as well as the limitations of using
MANETs as communication support.
(i) The communication support in terms of network performance and reliability
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degrades when:
a The number of hops required to transport a message increases. Evidence
of this is the reduction in throughput and the increment in latency and
packet loss. This circumstance affects the mobile collaborative interac-
tions required for pervasive monitoring when the users are dispersed,
e.g., on activities taking place in a large University Campus or when the
students are located in different classrooms.
b The mobility of users increases. Typically, the latency increases and the
throughput decreases because the routing protocols are not fast enough
to react to the changes in the network topology and composition. In ad-
dition, very fast topology changes (i.e. disconnections and reconnections
of nodes) produce failures in the data transmission. This situation af-
fects the performance of pervasive monitoring applications that require
interactions between devices in scenarios with high mobility; for exam-
ple, when the students are changing classes in the hallways or doing
team sports.
c The simultaneous interactions in the same area increase. Typically,
the throughput decreases and the packet loss increase. Although the
throughput in these scenarios is good enough to support collaboration
between devices at moderate rates, some network demanding data trans-
fer processes (e.g. when performing pervasive sensing that requires audio
or video data, for example, to detect the presence of particular students
within a classroom) or situations with many simultaneous interactions
(e.g., many students attending a class in the same classroom) can de-
grade it. Then, the pervasive monitoring solution would be seriously
affected.
(ii) Adequate routing protocols running at each node are required to enable
communication beyond the immediate neighbour nodes. This means that to
enable interactions between devices that are located at more than one hop
of network distance a suitable routing protocol must be used. This would
allow interactions between devices located, for example, in two different build-
ings. Otherwise such interactions are restricted to devices that are physically
close (around 10-20 meters in built environments). Due to the fact that the
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behaviour of various routing protocols can be different for diverse situations,
the designer of a pervasive monitoring solution that uses MANET as commu-
nication support must select an appropriate protocol that is suitable for the
characteristics of the mobility patterns of the users as well as for the features
of the physical scenario.
(iii) The choice of transport protocols is must consider a trade-off between per-
formance and reliability. Typically, a connection-less transport protocol (e.g.,
UDP) provides a better throughput than a connection oriented one (e.g., TCP)
but at the cost of a higher number of losses and disordered packets. Once the
transport protocol is selected, it is possible to implement diverse mechanisms
to deal with their particular limitations. For example, when using TCP, the
introduction of redundant communication paths could help increase the com-
munication throughput. If UDP is selected, some mechanisms could be imple-
mented in both, the transport and the application layer in order to alleviate
the limitations of this protocol. An interesting example of a mechanism imple-
mented to improve the reliability of UDP in the transport layer is presented
in [120].
4.2.6 Hypotheses Validation
A brief validity analysis of the hypotheses is presented below based on the
results discussed in the previous sections.
• Hypothesis 1 - The network bandwidth and reliability decrease when
increasing the number of hops between the sender and the receiver nodes.
We isolated the effect produced by the number of hops in the station-
ary work scenario. The results presented in Figure 4.7and Figure 4.8
show that the throughput decreases with the number of hops for both
UDP and TCP transport protocols. Therefore, these results support
hypothesis 1.
• Hypothesis 2 - The network bandwidth and reliability decrease with a
higher mobility level of the nodes. Considering the results of the tests
in the four experimentation scenarios considered, we can confirm this
hypothesis. Figure 4.9 and Figure 4.10 show the influence produced
by a single mobile node, and the obtained results in terms of received
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throughput and latency are aligned with the hypothesis. Moreover, if we
compare the results obtained considering the same number of transmit-
ting nodes in partially mobile (Figure 4.9) and mobile groups scenarios
(Figure 4.11 and Figure 4.12), it seems that the mobility of the users
negatively affects the network throughput. In addition, the results of
the mobile scenario confirmed that fast topological changes produces
failures in data transmission processes.
• Hypothesis 3 - The network bandwidth and reliability decrease due to
increasing interferences generated by mobile devices from other users.
Based on the results presented in Table 4.3 and Table 4.4 it seems highly
probable that hypothesis 3 is true.
• Hypothesis 4 - Routing protocols based on number of hops (such as
BATMAN) have better reliability and bandwidth than protocols based on
statistics (such as OLSR). The experimental results indicate that this
hypothesis might be false. These results allowed us to identify the be-
haviour of both routing protocols for each one of the scenarios studied.
In the static and the partially mobile scenarios, both routing protocols
have similar behaviour, which can be explained by the fact that in these
scenarios the users are static or have low mobility and thus, the com-
munication routes between them do not change much. By contrast, in
the case the mobile groups scenario, the results depend on the physical
location of the devices involved in the collaboration process. In this
case, OLSR seems to have a slightly better performance than BATMAN
if the users are grouped in a small area because most communication
messages are delivered through just one hop of distance. However, in
situations where collaborators are not co-located, BATMAN seems to
be better than OLSR. A possible explanation to this is that OLSR uses
the ETX metric to determine the best route to transmit messages and
since such a metric depends on statistical values, it does not react as
fast as required when the users are highly mobile.
• Hypothesis 5 – In MANET networks, UDP-based communication has
better performance than TCP-based communication. The results ob-
tained for all the experimental scenarios show that the UDP commu-
nication degrades slower than the TCP communication. Comparing the
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results of the stationary scenario represented in Figure 4.7 and Figure
4.8, we can observe that for three and four hops the network throughput
is higher when using UDP than when using TDP, as shown in Figure
4.17. Regarding the partially mobile scenario, if we compare the re-
sults of Table 4.2 and Figure 4.9 we can observe that UDP achieves a
higher maximum throughput than TCP. Then, UDP achieves in average
from 535 to 817 Kbps of extra throughput for OLSR and BATMAN pro-
tocols, respectively. Finally, the results obtained in the mobile groups
scenario also confirm that the maximum throughput obtained with UDP
is higher than with TCP (Table 4.3 and comments about TCP). These
results suggest that our original hypothesis could be valid.
Figure 4.17: Comparison of the UDP and the TCP throughput in the Station-
ary scenario
• Hypothesis 6 – Despite the limitations of MANETs, they can provide
acceptable levels of performance in controlled conditions. In all the ex-
perimentation scenarios, we obtained latencies, jitter and throughput
values of 25 ms, 6 ms and 1000 Kbps (if we perform some rate control;
for example, using maximum offered loads of 2000 Kbps), respectively
if we consider the worst cases in terms of mobility, number of hops, se-
lected routing protocol and technology (i.e. 802.11b). These values can
be considered as acceptable in terms of performance. In addition, if we
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select the appropriate transmission rates and protocols for the specific
conditions of the scenario, we can improve such values. Therefore, we
can confirm the validity of this hypothesis.
Once verified the viability of using MANETs as communication support for
pervasive monitoring solutions, based on the lessons learned about such com-
munication support, we propose several methods to improve their efficiency.
4.2.7 Recommendations for Dealing with the MANET Net-
working Issues
Next, based on the results of experimental evaluation as well as on conclusions
drawn from developers of similar solutions, we present a list of recommenda-
tions to help MANET networks meet the requirements of a communication
infrastructure for pervasive monitoring, as presented in Section 4.2.1. Such re-
quirements can be addressed at two levels: (i) in the networking infrastructure
that support the interactions among mobile devices, and (ii) in the pervasive
monitoring application that supports collaborative sensing and awareness ac-
tivities among mobile users. The recommendations presented below deal with
most communication requirements at these two levels.
Dealing with the Communication Requirements in the Network In-
frastructure
Following we present some recommendations to be implemented at the net-
work level to deal with communication requirements of pervasive monitoring
solutions:
a Data control. Compression is applied to the volume of data needed to
represent information. It helps to increase the apparent throughput [64]
and to reduce the number of packets required to perform an interaction
between two mobile devices. Less packets on the network help reduce
the packet loss, and therefore, to increase the communication reliability.
b Rate control. The goal is to ensure a minimal acceptable level of per-
formance for the communication infrastructure. For this purpose, the
network transmission should be decoupled from the events in the perva-
sive monitoring system and the transmission rates should be carefully
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regulated. Since MANETs have a limited bandwidth, which is shared
among all the nodes that are transmitting simultaneously, the regulation
of the transmission rate on each node could be a solution to avoid the
collapse of the network when it is overloaded. These regulation mech-
anisms may also help to maintain an acceptable level of the quality of
service offered. The consequence is that the response time perceived
by the mobile users would be homogeneous, and thus we avoid having
extremely slow or extremely fast nodes. Rate control mechanisms can
be used to regulate the definition and assignation of sensing tasks per-
formed by the Manager of a pervasive sensing activity. This would avoid
that the data delivery rate imposed by the Manager could produce net-
work congestion. An example of rate control mechanism can be found
in [120], where the RTT is used as control rate metric to avoid network
congestion.
c Standardized Protocols. Clearly the use of standardized protocols con-
tributes to the communication interoperability. However, the interop-
erability required by pervasive monitoring systems also involves shared
data and services between collaborating devices. In such case the rec-
ommendation is the same; i.e. using standardized data representations
(e.g., XML or JSON) and services (e.g., web services, CoAP or RESTful
APIs). For example, we could use web services to provide sensor data,
as envisioned by [83]
d Routing. We can infer from the test results that routing protocols using
the ETX metric to determine the best communication path can offer a
best performance if the users are co-located or they have low mobility.
Pervasive monitoring activities involving high mobility users should be
supported by routing protocols based on number of hops, because they
react quickly to changes in the network topology, and therefore, they
can offer a good communication performance.
Dealing with the Communication Requirements at the Application
Level
Regardless of the mechanisms used to deal with the communication require-
ments at the networking layer, we can also consider other solutions to help
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improve communication between end user pervasive monitoring applications.
Such solutions are the following ones:
a Gossip propagation mechanisms. Sometimes two collaborators are un-
reachable because there is no direct link between them. Then, it is
possible to deliver a gossip, which is a message that travels through the
network during a certain time period looking for the destination user
[166]. Typically, this message (if they are received by the destination)
try to promote an encounter. For example, “URGENT: try to be at the
library after lunch”. Although this mechanism may not always succeed,
it can contribute to improve the reachability of users in disperse scenar-
ios with low interactivity between people or in situations in which only
few people are together at the same time. These mechanisms could be
use in pervasive monitoring solutions to provide awareness to the users
or to facilitate the dissemination of the information sensed; for example,
by propagating a gossip with the data sensed by a Producer in order to
reach a Consumer subscribed to it but that is currently unavailable (this
can be a supplementary mechanism to the services provided by Storages
or Relays).
b Pushing notifications. If a user has a couple of unsuccessful attempts
to interact with other devices, after a certain time period, this user
may no longer be trying to reach such device. However, if the system
notifies the user when the device becomes active or reachable again,
then, it facilitates collaborative interactions with the device. Notification
mechanisms must be autonomous, proactive and non-invasive to reduce
the impact on the users. Such mechanism can be used in pervasive
monitoring applications that require interactions with specific devices
(e.g., a shared display) or collaboration between particular groups of
users.
c Adaptive user interfaces. Pervasive monitoring applications that dynam-
ically change their interaction paradigm by implementing adaptive user
interfaces [48] can better accommodate to changing network conditions.
Thus, these applications can deliver a limited or extended level of service
to the end-user depending on the network conditions. For example, the
awareness provision method can change from high to low quality video,
to audio only or to a simple text message, according to the network
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conditions. This type of self-adaptation mechanism allows pervasive
monitoring applications to adapt gracefully, reducing the impact of the
network dynamics on end-users.
d Revealing network problems. This can be implemented as an awareness
component that inform users about networking problems. Thus, users
can take some actions to try to solve or mitigate the problem. For
example, when a mobile user becomes isolated, the awareness mechanism
can inform him about that fact. Therefore, the user can change his
location so that his pervasive monitoring application could interact with
the mobile devices of other users.
4.3 The OLSRp: Mechanism to Improve the Effi-
ciency of MANETs
In addition to the previous recommendations, we propose a mechanism to
address some of the limitations of MANETs. Particularly, we propose a mech-
anism to improve (at least partially) the limited bandwidth of these types of
networks. According to the simulation study performed in Chapter 3, MANET
networks increase the availability of nodes participating in a pervasive sensing
activity. However, this benefit comes at the cost of a high number of routing
messages and sensor data messages from active devices, which make reduce
the available throughput. For this reason, we propose a mechanism to reduce
the messages of the routing protocol in order to alleviate this situation and
increase the free bandwidth availability. This mechanism also help increase
the efficiency of the MANET by reducing the network collisions as well as
the resource consumption of the devices that are participating in a pervasive
monitoring activity. The increased bandwidth and efficiency provided by this
mechanism can also contribute to the scalability of real-world pervasive moni-
toring solutions. Following we describe the details of the mechanism proposed.
Our proposal is based on the Optimized Link State Routing (OLSR) [56] since
the MANET working group from the Internet Engineering Task Force (IETF)
has proposed this protocol as a standard link state proactive routing protocol
for MANETS. In a link state routing protocol, a node periodically broadcasts
the list of its neighbours through the network. Consequently, when operating
normally, every network node has information about the neighbours of all the
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other nodes. Therefore, an algorithm can compute the whole network topol-
ogy, and thus have all the routes and the shortest path to every destination.
Proactive protocols maintain updated lists of destinations and their routes
regardless of the data transference needs.
Typically, link state proactive protocols allow lower latencies when sending
data through the network because an optimized data path to the destination
is already known. However, this comes at the cost of having to periodically
flood the network with the routing information so that all the network nodes
can have this information. When the number of nodes is large the amount of
routing information to be sent is too high so that it can overload the network.
In this situation the system does not scale. Therefore, disseminating the
routing information in a way that reduce the overhead generated is essential
to ensure that a routing protocol of this type scales.
The overhead generated by sending the routing information follows the DQ
principle [33], where Q stands for Queries and D for Data size. When applied
to routing protocols, Q corresponds to the number of routing information pack-
ets that are sent to the network and D is the size in bytes of these packets.
A system is perfectly scalable if DxQ remains constant when the number of
nodes increases. However, in a MANET network, when the number of nodes
increases, typically the DxQ coefficient also increases. Consequently, several
mechanisms have been described to make routing protocols more scalable by
reducing Q, D or both [95, 104]. For instance, the FSR protocol decreases Q,
sending the entire link state information only to neighbours instead of flooding
it throughout the network [95]. Another example is the OLSR protocol with
Multipoint Relays (MPRs), which manages to reduce the number of ”superflu-
ous” broadcast packet retransmissions (thus decreasing Q) as well as the size
of the link state update packets (thus decreasing D) [95]. The TBRPF proto-
col also decreases D by sending “differential” messages periodically, which are
only send by a node to report the changes in its neighbours of the [95]. Fi-
nally, the HOLSR routing scheme decreases Q and D by proposing a dynamic
clustering mechanism so that the OLSR protocol can increase scalability.
The mechanism proposed in this chapter, called OLSRp, targets scalability by
reducing Q. Unlike the mechanisms described previously, which try to reduce
Q by defining a hierarchy of nodes with different roles where only some of them
send routing information to the network, in OLSRp, all the nodes have the
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same role, which simplifies network management. Moreover, in all the other
mechanisms, the nodes involved in disseminating routing information always
send such information, even when the network topology remains unchanged,
whereas OLSRp only disseminates routing information, contained in the TC
control messages, if the network topology changes.
Although, originally conceived for OLSR, the OLSRp mechanism could be
adapted to be used with other protocols that need to deal with periodic trans-
mission of control messages. Therefore, the OLSRp can be used to increase
the scalability of any link state proactive routing algorithm.
If the proposed mechanism is implemented in a MANET, all the nodes re-
sponsible for disseminating the routing information would have a very simple
software predictor. Then, if a message that is to be sent contains the same
routing information that has just been posted in a previous message (i.e. if
the network topology remains unchanged), the message would not be sent. If
a node does not receive the packet with the expected routing information, it
assumes that the routing tables have not changed and does not recalculate
the paths, saving computational and energy resources.
It is important to notice that our mechanism is independent of the OLSR con-
figuration (emission intervals of the HELLO and TC control messages). That
means that it does not modify the number of TC messages that are processed
but instead it reduces the amount of TC messages transmitted through the
network. The messages that are not transmitted are predicted by the expected
receiving node. Consequently, the proposed mechanism is able to dynamically
self-adapt to network changes (it behaves exactly like OLSR only if network
changes occur).
To evaluate the potential benefits of the OLSRp mechanism, we analysed the
degree to which the OLSR protocol sends repeated control packets as well as
the associated energy consumption of the nodes.
Figure 4.18 shows clearly (for different node densities) that the traffic gener-
ated by the OLSR protocol grows exponentially with the number of nodes.
The following sections will show that a significant volume of this traffic con-
tains redundant information.
Figure 4.19 shows that the energy consumption of the system increases with
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Figure 4.18: OLSR traffic for increasing number of nodes
the number of nodes. As we observed in Figure 4.18, an increasing number
of nodes produces an exponential increment in the OLSR traffic. Moreover,
due to the fact that the energy consumption of the Wi-Fi system is positively
correlated with the network traffic [70] and that, in the scenario considered in
both figures, there was no additional data traffic introduced to the network, we
can claim that the energy consumed by the OLSR protocol is a very significant
part of the overall energy consumption of the system. Moreover, a study of
the energy consumption of several routing protocols described in [54] shows
that OLSR is one of the most energy-intensive consumers. Consequently, we
can conclude that the energy consumption values shown in Figure 4.19 are
mainly caused by the traffic of the OLSR protocol and therefore, that the
energy consumed by OLSR traffic increases with the number of nodes.
Based on the previous observations, the OLSRp mechanism has two main
advantages:
(i) Reduces network collisions because it reduces the routing traffic by sending
only non-redundant routing control information.
(ii) Reduces the CPU processing time and energy consumption because fewer
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Figure 4.19: Energy consumption versus number of nodes
routing control packets are sent and received.
In order to fully understand the performance of the OLSRp, first we need to
know a few characteristics of the OLSR protocol in which OLSRp is based.
Consequently, next section briefly explains the basic operation of OLSR, spec-
ifying only aspects that are relevant for the OLSRp mechanism.
4.3.1 The OLSR protocol
The OLSR [56] protocol is a well-known proactive routing protocol for mobile
ad hoc networks. It is an optimization of the Link State algorithm. The nodes
in an OLSR network periodically exchange routing information to maintain a
map of the network topology. The Multipoint Relays (MPRs) are the network
nodes selected for propagating the topology information. The use of MPRs
reduces the number and size of the messages to be flooded during the routing
update process.
In OLSR, there are two types of control messages: HELLO and Topology
Control (TC).
HELLO messages allow each network node to discover its neighbours and to
obtain information about the state of its communication links to them. In an
OLSR network, every node periodically broadcasts HELLO messages to all
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its one-hop neighbours. By sending a HELLO message, a node identifies itself
and reports its list of neighbours.
When an MPR receives HELLO messages, it records the list of nodes that have
selected it as one of their MPRs (i.e. the Advertised Neighbour Set). Then,
this MPR (MPR originator) generates a TC message in which it announces its
selectors. This routing update message is relayed by other MPRs throughout
the entire network, allowing every remote node to discover the links between
each one of the MPRs and its selectors (note that the non-MPR nodes will
receive and process the message but will not retransmit it). Through this
selective flooding mechanism, all the MPRs existing in the network retransmit
and flood the whole network with TC messages.
Figure 4.20 shows the OLSR protocol operating in MANET with two MPRs.
Every node periodically transmits HELLO messages to its one-hop neighbours
and the nodes selected as MPRs are responsible for retransmitting the TC
messages containing the topology information.
Figure 4.20: MPR mechanism and control messages in OLSR
In MANET networks that use OLSR, each node maintains a routing table
containing the information that it receives periodically in the TC messages.
The nodes use this information to calculate the shortest path to other nodes.
In other words, a given node calculates the shortest path to another node
using the topology map that it creates by means of the TC messages that it
receives periodically. The routing tables of all the nodes are updated every
time a change in any of the network links is detected.
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Due to the fact that the proposed OLSRp mechanism is based on the pre-
diction of the TC control messages, we perform an exploratory evaluation of
the proportion of the control messages of the OLSR protocol that correspond
to TC messages, considering several degrees of node density. The results of
this evaluation are presented in Figure 4.21 This figure shows that when the
distance between network nodes increases (i.e. the node density decreases),
the percentage of TC messages also increases. Consequently, the percentage of
TC messages is very significant for network topologies with low node density.
These results combined with the exponential growth trend of the OLSR traffic
(shown in Figure 4.18) confirm that the TC messages are an important part
of the protocol traffic.
Figure 4.21: Ratio of OLSR control messages corresponding with TC messages
A particular field of the TC message that is very significant for prediction
mechanism proposed is the Advertised Neighbour Sequence Number (ANSN).
This field is a sequence number that only increases its value if the Advertised
Neighbour Set associated with a given MPR changes. Thus, every time the
Advertised Neighbour Set of an MPR changes (i.e. when new nodes appear
or existing nodes disappear), the MPR increases the ANSN value of its TC
message. When a node receives a TC message from an originator MPR, it can
use this sequence number to determine whether or not the information about
the advertised neighbours of this MPR is more recent than the information
that the node already had. This mechanism allows a node to verify if the
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information that it received in the latest TC message is not valid, that is, if
it had already received a message with a higher ANSN value from the same
originator MPR.
Next section, explains more in depth the OLSRp mechanism proposed.
4.3.2 Description of the OLSRp Mechanism
The purpose of implementing the OLSRp mechanism is predicting the con-
trol information of the OLSR routing protocol contained in the TC mes-
sages. OLSRp is a predictor designed to be placed in every node of an OLSR
MANET network to prevent the MPRs from transmitting duplicated TC pack-
ets throughout the network. The operation of the OLSRp mechanism is the
following:
A given MPR executes the OLSRp when it has a new TC message to transmit.
The OLSRp launches a last-value predictor, which means that the result of
every prediction is always the last TC message generated by the MPR. Imme-
diately after a prediction is made, the OLSRp compares the result of such a
prediction with the new TC message generated by the MPR. If both, the pre-
dicted TC and the new TC message are the same, the MPR does not transmit
the new TC message. Due to the fact that the OLSRp mechanism is installed
in every network node and because all the nodes have the same last-value
predictor, all the other nodes will also calculate the same TC message as pre-
dicted by the original MPR. By making this prediction, we are able to reuse
previous TC messages, preventing the transmission of duplicated messages
and thus, reducing the network traffic, which also contributes to the reduction
of the network congestion.
The OLSRp is 100% accurate because the prediction results are always correct
(i.e. all the nodes expecting a given TC message will always predict the same
TC message, corresponding to the last received one) and when OLSRp cannot
make a prediction, a new TC message will be transmitted (i.e. working exactly
as OLSR). However, it could be argued that although the proposed OLSRp
is based on the certainty of its predictions, it does not take into account the
fact that the originator MPR may not be working properly. In this case,
the network nodes will not receive a new TC message not because it was
the same than the previous one, but because the MPR originator failed. In
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order to deal with this issue, the OLSRp uses the reception of the HELLO
messages generated periodically for the network nodes as a validation method.
Therefore, if a MPR implementing the OLSRp system does not receive a
HELLO message from a given node, it will be aware that the node is inactive
and that the topology has changed. Consequently, the OLSRp will deactivate
the predictor and will send the actual TC message.
The use of OLSRp implies that every node has to keep a table containing
information about any other node existing in the network. Each entry of the
table contains specific information about each network node. The information
contained is the following:
• The node’s IP address.
• A list of MPRs that announce the node in the TC message. This list
includes the IP address of the MPR (i.e. the originator address (OA))
and the current state of the node, which is either active (A) or inactive
(I). The state of a given node will be determined depending on whether
or not the MPR has received HELLO messages from the node.
• A predictor state indicator for MPR nodes (On or Off). This item will
be activated for a particular MPR when at least one of the other MPRs
existing in the network that contains information about this particular
MPR activates its state; that is, when the MPRs that generate the TC
messages in which the specific MPR is announced, have received HELLO
messages from the announced MPR. However, when the node is inactive
in all the announcing TC messages, the predictor state indicator will be
deactivated and the new TC message generated will be sent throughout
the network.
Figure 4.22 shows the execution of the OLSRp predictor in a network of six
nodes where four of them were selected as MPRs. The figure shows the OL-
SRp table of node E. From the HELLO and TC messages that this node had
received previously it detects that the MPRs A and F are active and it starts
the corresponding predictors. However, when such MPR do not receive the
HELLOD message from node D (because this node went inactive), it deac-
tivates the predictor of node D, generates a new TC message and send it
throughout the network. Then, when node F receives the new TC message
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generated by Node E it will deactivate the predictors of both node D and node
E and retransmit the message. The retransmission of the new TC message
will continue so that all the network nodes that receive it (i.e. Node A and
Node B) will deactivate the predictors of nodes D and E.
Figure 4.22: OLSRp mechanism
OLSRp can be easily integrated with systems that use OLSR since it does
not modify the original implementation of this protocol. OLSRp can be im-
plemented as a transparent layer that acts as intermediary between the OLSR
protocol and the lower communication layers of the system. Figure 4.23 shows
the interlayer communication of a node that is implementing the OLSRp sys-
tem compared with that of a node that is only using the standard OLSR
protocol. Although both approaches deal with exactly the same type of con-
trol traffic, the main difference between them is that they use different data
sources as input for the OLSR layer. When the original OLSR protocol is used,
all the information comes from what the node has received through its Wi-Fi
interface, whereas when the OLSRp implementation is used, the information
can be provided by both the Wi-Fi interface and the OLSRp layer.
The OLSRp has several advantages. The most obvious one is the reduction
of the control traffic that is transmitted through the network and the conse-
quent reduction in network congestion, packet collisions and losses. Another
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Figure 4.23: Inter-layer interactions in OLSR and OLSRp systems
interesting advantage is the reduction in the energy consumption and CPU
utilization of the nodes involved in a communication process. All these ben-
efits lead to an increment in the network’s lifetime and also have a positive
impact on its performance and scalability.
On the other hand, implementing the OLSRp mechanism introduces some
minimal additional costs. Each node executing the OLSRp has to maintain a
table whose dimensions depend on the number of MPRs existing in the net-
work. In addition, the OLSRp consumes processing time of the node’s CPU.
However, OLSRp considerably reduces the overall cost involved in the trans-
mission/reception (it is known that wireless transmission usually consumes
more energy than processing tasks [160, 28, 212]) and packing/unpacking
processes. Therefore, the energy and processing costs involved in the regu-
lar transmission of control messages of the OLSR protocol are considerably
higher than the additional costs introduced by the implementation of the OL-
SRp mechanism. To illustrate the reduction in the consumption of the network
resources caused by the introduction of the OLSRp mechanism, we performed
several simulations of 300 seconds that consider different number of TC mes-
sages transmitted through the network. Figure 4.24 shows normalized values
of the resource consumption of a node for different emission intervals of the
154
TC messages. We can clearly observe how the CPU utilization and energy
consumption of the network decreases when less TC messages are transmitted
by the node.
Figure 4.24: Resource consumption per node versus TC emission interval
4.3.3 Experimental evaluation and Implications
Next, we present the experimental setup and the results of a set of simulations
performed to analyse the potentialities of the OLSRp mechanism under diverse
conditions.
4.3.3.1 Experimental Setup
For the simulation we used the ns-2 and ns-3 [6] simulators since these tools
allow us to model several network scenarios and to collect statistics through
the generation of PCAP files. Such simulation tools facilitate the definition
of network topologies, the configuration of wireless network interfaces and the
specification of the mobility patterns of the nodes.
We considered a variable number of Nodes, N, and an initial node distribution
in a grid of N rows and N columns. In this grid the nodes were initially
placed at a distance of D meters (delta distance) between them, producing a
square terrain of ((N-1)xD)x((N-1)xD) meters. If we consider a diverse range
of values for N and D, all possible combinations of number of nodes and node
density can be evaluated. In our case, we considered five different values for
the delta distance. That means that we have, for a fixed number of nodes,
five different levels of node density (low, low-medium, medium, medium-high
and high), considering that the size of the terrain in which the nodes are
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deployed changes according to the value of D. Figure 4.25 depicts the initial
grid distribution and the physical area of the different scenarios considered in
our simulations.
Figure 4.25: Grid distribution of the nodes in the simulations
In the simulators each node was equipped with an 802.11b Wireless Network
Interface Card operating at 2.4 GHz with a transmission rate of 1 Mbps and
a coverage range of 500 meters. We also considered a Wi-Fi channel with
two different propagation models: the TwoRayGround for ns-2 and the Yan-
sWifiChannel for ns-3.
Regarding the OLSR protocol, we used emission interval values of 2 and 5
seconds for HELLO and TC messages respectively.
In reference to the mobility model of the nodes, all the simulations begin with
a static (non-mobile) scenario and immediately use the Random Direction
mobility model [22]. This model considers that the nodes move following
random directions and that they reach the edge of the simulation area before
changing their direction. Therefore, when a node gets to the boundary, it
pauses and then selects a new direction and speed. We have five different
simulation scenarios according to the speed of the network nodes. This speed
is fixed for the whole duration of the simulation and we considered five different
values: 0.1 m/s (baby crawling speed), 1 m/s (walking speed), 5 m/s (running
speed) and 10 m/s (car speed within a residential area). We also fixed the
pause time of the nodes when they get to a boundary to zero, because we
wanted that the nodes were moving continuously.
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It is important to take into account that the speed values considered in this
evaluation were selected taking into account the type of pervasive monitor-
ing activities for learning purposes that would require the use of a MANET
network (instead of a fixed network infrastructure). These activities typically
involve a student carrying a smartphone, which does not implicate high speeds.
Finally, we generated application traffic that consists of several UDP packets
transmitted every second, each of which is 100 bytes long. We also configured
half of the nodes to send UDP packets and the other half to receive such
packets.
4.3.3.2 Analysis of Repetition of the Control Information
In order to evaluate all the potentialities of our proposal, it is necessary to
assess the degree of repetition of the TC control messages generated by the
OLSR protocol in diverse scenarios. Therefore, in this section we quantify
the amount of TC message repetitions produced by the OLSR protocol. We
analyse this issue by considering the variables that we have already mentioned:
mobility, density and number of nodes. In addition, we discuss the implica-
tions of the results obtained in terms of the usefulness and the limitations of
our proposal.
To quantify the number of duplicated TC messages we consider whether or not
the last message received by a node is equal to the preceding one. Therefore,
in order to calculate the percentage of repetition of the overall network every
node observes the TC messages received and quantifies the repeated ones. To
quantify the number of repetitions of a given TC message, we focus on the
ANSN field of the TC. If the value of this field in the current TC message
matches the value observed in the previous message, we consider that both
messages are duplicated. Moreover, we distinguish between TC messages cre-
ated by different originator nodes. This fact implies that every network node
has to store the ANSN value of the last TC message received from every
originator in order to quantify repetition.
In static scenarios, where all the nodes are always active, the results were as
expected and the network topology remains stable. Therefore, we can state
that in such scenarios a 100% of TC messages are repeated. By contrast, in
mobile scenarios the percentage of message repetition observed varies accord-
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ing to the particular characteristics of the scenario. Figure 4.26 shows the
results. This figure depicts the percentage of TC message repetition for four
different speeds (0.1 m/s, 1 m/s, 5 m/s and 10 m/s), considering diverse num-
ber and density of nodes. From the information represented in these figures,
we can make the following observations:
Figure 4.26: Percentage of TC message repetition
The number of nodes does not significantly affect the percentage
of repetition. If we fix the speed and the density of nodes, the percent-
age of repetition decreases very slightly when the number of nodes increases.
Overall, we can claim that this percentage is very stable and remains almost
unchanged. This result is extremely interesting in terms of scalability because
the performance of the OLSRp mechanism would be similar when applied to
diverse scenarios, independently of the number of nodes. Therefore, the con-
trol traffic reduction achieved by this mechanism can compensate the higher
amounts of data traffic generated in networks with a large number of nodes in
comparison with the lower amounts of data traffic generated in networks with
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a small number of nodes.
The percentage of repetition is dramatically affected by the mobil-
ity of the nodes. We can observe that the percentage of repetition varies
considerably for different node speeds. For example, it can reach a maximum
of 98% for speeds of 0.1 m/s, whereas this value decreases up to 20% for 10
m/s, as represented in Figure 4.27. This can be explained by the fact that TC
messages are generated every 5 seconds, which means that when the speed
increases, the probability of having topological changes during such a period
of time also increases. Therefore, a high number of non-repeated TC messages
will be generated.
Figure 4.27: Effect of mobility on the percentage of TC message repetition
The percentage of repetition is still significant even with high node
speeds. The results indicate that the percentage of repetition remains high
even in mobile scenarios where the nodes move at high speed (from 5% to
20% for speeds of 10 m/s). This result is interesting because, as explained
previously, the number of TC messages generated in the network increases
exponentially with the number of nodes (see Figure 4.18). Therefore, even
with low percentages of repetition, the control traffic sent to the network can
be significantly reduced, especially in scenarios with a high number of nodes.
Consequently, the OLSRp provides a cost-effective mechanism to alleviate the
network congestion produced by the generation of replicated TC messages.
The density of nodes affects the percentage of repetition. From the
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four graphs shown in the figure it is clear that for different degrees of node den-
sity, the percentage of TC messages repetition varies. This variation seems
to be higher for medium speed values. Nevertheless, for such speed values,
the percentage of repetition is still above 10% and its maximum variation for
different node density values is around a 30%. Therefore, we can claim that
although the density of nodes affects the performance of the OLSRp mecha-
nism, it does not limit its usefulness. According to the figure, the percentage
of repetition is lower for medium values of node density than for high and low
values. This can be explained by the fact that high node densities imply that
not many topological changes occur because a high number of nodes always
have direct communication links between them. Similarly, low node densities
imply a low number of direct links between nodes, which makes that topology
changes only affect a low number of nodes. By contrast, medium node den-
sities increases the probability that topology changes affect a high number of
nodes.
4.3.3.3 OLSR and OLSRp Performance Comparison
To conclude with the evaluation of the OLSRp, in this section we present
some results that compare the behaviour of the OLSRp and the standard
OLSR protocol.
Figure 4.28 shows that the OLSR protocol always sends through the network
a 100% of the TC messages generated by the MPRs, independently of the
occurrence of topological changes. On the other hand, OLSRp achieves a
significant reduction in the number of TC messages that are sent, even at
high node speeds. This reduction is between a 10 to 20% for high speeds (10
m/s) and between 60 to 80% for low speeds (1 m/s).
Finally, we proved that the reduction in the number of TC messages sent does
not affect the performance of the routing protocol. This is shown in Figure
4.29. We can observe that both the original OLSR implementation and the
proposed OLSRp achieve the same percentage of received ICMP traffic.
In conclusion, the analysis of the control information repetition of OLSR and
the performance comparison of OLSR and OLSRp offers sufficient evidence
of the usefulness of our proposal in diverse scenarios. We observed that the
nodes speed is the factor that has a more relevant influence in the potential
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Figure 4.28: Percentage of TC messages sent
Figure 4.29: ICMP traffic received
usefulness of the OLSRp mechanism. However, we discussed how even in
high speed scenarios, the percentage of control information repetition is still
significant. In addition, the performance of the OLSR protocol is not affected
by the introduction of the OLSRp mechanism. Therefore, this support our
argument that the OLSRp mechanism can be applied to improve the efficiency
and scalability of MANET networks, regardless of the particular conditions of
the application scenarios.
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4.4 Conclusions
In this chapter we presented a study that explores the feasibility of using
MANET networks as communication support for pervasive monitoring applica-
tions. We showed through an experimental evaluation performed on a realistic
physical environment with real users and devices that these types of networks
can effectively support collaborative interactions between mobile devices to
enable pervasive sensing and dynamic feedback provision. This statement can
be supported due to the fact that the obtained latency, jitter and throughput
values are above the thresholds that are considered satisfactory [86, 225, 227]
to avoid communication breakdowns and insure acceptable audio and video
communications (this was proved with the validation of hypothesis 6 ). In
addition, if we select the appropriate transmission rates and protocols for
the specific conditions of the scenario, we can improve such values. Through a
number of tests performed in diverse mobile scenarios we also analysed several
networking issues of MANET networks, determining how they influence the
performance of pervasive monitoring solutions in various interaction scenarios.
Our last contribution related with this feasibility study, was the identification
of some limitations of MANETs in terms of performance and reliability and
provided suggestions on how to improve them.
As a different contribution regarding the viability of using MANETs to support
pervasive monitoring, we proposed a novel approach to improve the efficiency
of these types of networks by reducing the amount of information produced
by the routing protocol. Such approach provides a transparent, cost-effective
and energy-aware mechanism to predict the control packets of the routing
protocol that contain information about the changes in the network topology.
Therefore, this mechanism can offer considerable reductions in the energy and
computing costs of the mobile devices as well as in the network traffic without
compromising the accuracy of the network topology information generated by
the routing protocol.
The potential usefulness of the proposed mechanism was evaluated considering
various parameters such as speed, density and number of nodes. We showed
through several simulation tests that this mechanism can be applied to diverse
scenarios regardless of the value of these parameters. We also observed that
the OLSRp achieves a reduction in the number of TC messages sent through
the network of up to a 90% in low mobility scenarios and up to a 20% in
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high mobility scenarios. Moreover, the performance of the protocol in terms
of received traffic was not affected by this reduction. Therefore, the proposed
approach can be applied to improve the efficiency and scalability of MANET
networks when supporting pervasive monitoring solutions, regardless of the
particular conditions of the application scenarios.
Chapter5
A Flexible Awareness Mechanism
5.1 Introduction
Some studies emphasise the importance that the interaction patterns and so-
cial network structures have in the development of collaborative activities
and in people performance. For example, in [162] the authors conclude that
Wikipedia editors who had extensive and cohesive interpersonal relationships
before starting to work on an article, were the most efficient and their articles
had the highest quality. Similarly, results from the study presented in [15]
show that scholars who present repeated co-authorship relationships and that
are connected to many different scholars have a better citation-based perfor-
mance than those who have less connections and single co-authorships with
many different scholars. Another interesting study in the area of sport [82] ex-
plores the relationship between patterns of interactions and team performance.
It suggests that high level of interactions between soccer players (i.e. passing
rate) improves team performance.
Therefore, our question is: what makes the learning process effective? The
traditional idea is that if lectures and information resources have good quality,
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then the learning process of a student should be satisfactory [71]. By con-
trast, studies like the presented above and the appearance of new learning
paradigms [206, 51, 244], which advocate that learning should be highly situa-
tional, collaborative, informal and pervasive in order to be successful, suggests
that there are also many factors and stimuli from the students’ context and
social interactions that contribute to the learning experience in addition to
the formal lecture and the pre-established learning environment [71].
On the other hand, due to the fact that the provision of feedback information
can be used as an awareness mechanism that allows students to improve their
behaviour [207], if we can quantify some of the factors that influence the
effectiveness and quality of particular learning processes and provide feedback
to make students aware of these stimuli, this can produce a change in their
behaviour that benefit such learning processes. Therefore, by making students
aware of their prior and/or current behaviour regarding their activities, social
interactions and communication patterns through targeted and personalised
feedback we could promote better learning practices, create improved learning
experiences and positively impact in the performance of students.
For this reason, the ultimate purpose of the pervasive monitoring system pro-
posed in this thesis (presented in Chapter 1) is to deliver feedback to students
and lecturers about particular features of existing activities, practices and be-
haviour patterns that can influence the learning experience and its outcomes.
However, the diversity of contexts and situations involved in modern learning
environments, such as collaborative processes, social interactions, informal
situations, contextualized learning activities outside pre-established learning
contexts or practice-based learning in real workplaces, make it very challeng-
ing the design of appropriate awareness solutions to meet the requirements
of both the specific learning activities or processes that these solutions are
intended to support as well as the particular environment in which they will
be deployed.
In order to develop a comprehensive pervasive monitoring system that can be
used for the quantification of diverse kinds of factors (e.g., motivational, task-
related, social, etc.) that can influence a learning process as well as for a timely
and dynamic provision of awareness information about such factors, in Chapter
3 and Chapter 4 we provided solutions to deal with the data collection and
communication prerequisites, required to deal with the quantification tasks.
165
In this chapter, we address the problem of providing appropriate awareness
solutions that could be suitable for the diversity of activities and environments
that can be encountered in today’s pervasive learning contexts.
Due to the fact that smartphones are mobile and pervasive devices that can
offer diverse feedback capabilities such as their displays and their acoustic
and haptic features, they provide an interesting method for the provision of
awareness across diverse learning contexts. Moreover, since smartphones have
network interfaces that allow connectivity with other networked devices avail-
able in the environment and particularly, with shared displays, they can facil-
itate the use of such devices to provide awareness to the users. This is why,
this chapter explores the use of smartphones to provide a flexible awareness
mechanism to allow the provision of dynamic feedback in pervasive learning
environments. Consequently, two awareness mechanisms proposed are based
on the use of smartphones for the provision of feedback. The first mechanism
uses the smartphone’s local screen as awareness display and the second
one takes advantage of their connectivity features to allow the use of remote
displays available in the environment (i.e. situated micro-displays). Both
mechanisms were considered in order to provide flexible awareness solutions
that could be easily adapted to support specific learning activities in diverse
environments.
The focus of the chapter is on two particular use cases that describe the de-
signs and functionalities of the two proposed awareness mechanisms to provide
feedback information in specific learning contexts. The first use case considers
a collaborative learning context, where several past and present behavioural
factors are considered to have influence in the current collaborative learning
process. For this context, we propose delivering feedback through an aware-
ness mechanism that helps provide personal and social awareness on the his-
toric collaborative learning behaviour of the students. Such a mechanism is
intended to offer feedback in a dynamic and holistic way by displaying aware-
ness information about the behaviour of the students in their smartphone’s
screens. In the second use case, the awareness mechanism was designed for a
context where students need awareness about spatially distributed tasks that
are part of a particular learning activity. In this context, the students have
to perform multiple tasks that involve interaction with diverse objects and/or
people. In this case, we propose delivering real-time in-situ feedback through
an awareness mechanism that provides task-centric information by means of
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a network of situated micro-displays. As will be explained in more detail in
this chapter, these situated micro-displays are a special type of shared display
that provides a method for embedding awareness information into a physical
environment.
Chapter Overview
This chapter introduces two types of smartphone-triggered awareness
mechanisms designed to allow a flexible and dynamic provision of person-
alised feedback in diverse learning contexts. In Section 5.2 we describe the
design and evaluation of an awareness mechanism for the provision of feed-
back about behavioural factors that affect collaborative learning. This section
also describes and evaluates a prototype of the proposed mechanism and its
implementation in a collaborative mobile learning application, using a user
study and a case study. In Section 5.3 we present an awareness mechanism
based on situated micro-displays that allows delivering task-centric feedback
in dynamic learning activities that include a certain number of spatially dis-
tributed tasks. Furthermore, we describe a user study performed to assess
how the spatial distribution of these micro-displays impacts on the behaviour
of the students. Finally, we present conclusions in Section 5.4.
5.2 The Behaviour Awareness Mechanism
The findings of previous research studies highlight that: (i) the effectiveness
of a student team is determined by a combination of cognitive, social and
motivational processes, and (ii) collaboration should not only be assessed by
the quality of its outcomes or achievements [216, 73, 123]. Moreover, although
social interaction has been identified as a key element that influences the
quality of collaborative learning [119], there are still various social interaction
areas that are unexplored in the context of Computer-Supported Collaborative
Learning (CSCL) [216].
Most researchers agree that the provision of feedback information is crucial
to improve social interactions and collaboration processes [152]. In that line,
awareness has been considered as an extremely valuable feature of collabora-
tive systems [21] that affects motivation [238] and group coordination [123] and
therefore the quality of any collaboration process or interpersonal interaction.
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Consequently, some interesting studies in Computer Supported Collaborative
Learning (CSCL) have been prompted by the need of providing appropriate
awareness support to promote active learning and coordinate students’ activ-
ities [123, 73].
Considering the importance of social interactions in the quality of collabora-
tion and performance of student teams, in this section we propose a visual
feedback mechanism to support CSCL applications aimed at providing feed-
back that encourage reflection and promote social interactions among students.
This awareness mechanism, named Behaviour Awareness Mechanism (BAM),
helps provide personal and social awareness on the collaborative learning be-
haviour patterns of the students, delivering feedback in a direct, dynamic
and holistic fashion. The BAM provides awareness of the students’ collabora-
tive behaviour as well as individual and cognitive elements (e.g., motivation,
performance, social presence, connectedness, participation, etc.) that affect
collaborative learning. To the best of our knowledge, this type of awareness
provision method has not been previously explored in CSCL. We also believe
that this mechanism can positively impact the quality of collaboration in sev-
eral other application areas. Hence, it can be embedded in several types of
collaborative applications such as, software development frameworks for man-
aging product development, team building activities in companies, project
management teams, etc.
Next, we describe the design of the BAM and the evaluation of a proof-of-
concept prototype designed to be embedded in a mobile collaborative learning
application.
5.2.1 Design of the Behaviour Awareness Mechanism
The main goal of the proposed Behaviour Awareness Mechanism (BAM) is
to provide feedback about the students’ collaborative learning behaviour and
encourage social interactions among them. To achieve such a goal, we took
into account the design criteria detailed below.
5.2.1.1 Design Considerations
As highlighted in [216], many educational teams are “ad hoc”. That is, most
collaborative learning teams only exist during specific tasks or courses, be-
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cause they were only established for that particular purpose. For that reason,
the provision of awareness to support collaborative learning is frequently fo-
cused on a specific activity or project. Therefore, the supporting application
provides only the feedback that is relevant within that particular context. Nev-
ertheless, personal behavioural patterns or individual experiences in previous
collaborative tasks are usually transferred to collaboration events in the future
[216], and they influence new group interactions and outcomes. To a large de-
gree, we based the design of the feedback mechanism on such an assumption.
Thus, we took into account collaborative and individual experiences of the
students, as they are clear indicators of their future behaviour. Our aim is to
make students aware of their previous and current behaviour, and based on
that, make recommendations (e.g., actions that they could take) to help them
improve their collaboration attitude and learning practices.
There is sufficient evidence in the literature supporting the fact that there
is an intrinsic relationship between the individual, social, motivational and
cognitive aspects involved in collaborative learning [80, 216, 73, 123], and that
such a relationship also determines the effectiveness of a team. Consequently,
our proposed BAM takes a holistic approach and provides awareness of each
one of these aspects.
Furthermore, many research studies focus on specific collaboration tools and
activities [152, 123, 238, 39] and provide indirect feedback about underlying
aspects of the collaborative behaviour extracted from how the users have inter-
acted among them using these tools. The objective usually is to make the user
reflect on their previous actions and promote collaboration through higher en-
gagement with a particular collaboration tool [238]. By contrast, we decided
to use direct feedback, specifying concrete collaboration aspects that should
be improved, not limiting it to a specific activity or to the use of a particular
supporting application.
Regarding strategies for providing awareness information, the literature presents
several alternatives; some of them are based on automatic data capture and
others require a conscious user feedback [38]. Our proposal followed a mixed
approach to generate the awareness information, and therefore it considers
both implicit (i.e. awareness information is generated automatically) and ex-
plicit (i.e. requires user intervention) feedback of the users. Hence, our design
requires for the mobile application that embeds the BAM to include met-
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rics collected automatically in an unobtrusive way (e.g., from application logs,
smartphone-based sensing, etc.) and also information gathered from the user
feedback (e.g., ratings, self-assessments, questionnaires, etc.). This helps us
provide awareness about a wider range of aspects, integrating multiple data
sources and including both qualitative and quantitative measures of the learn-
ing experiences.
We have also identified in the literature three different kinds of awareness
that are essential for supporting effective collaborative learning, and therefore
they are included in our proposed BAM : behavioural, cognitive and social
awareness [30]. We have also considered the motivational awareness as a
forth awareness type to be included because it usually has high relevance in
collaboration processes [216, 238, 150]. Hence, the BAM intends to contribute
to the development of CSCL systems, providing a comprehensive awareness
method that considers the following features:
• Integral awareness: offering behavioural, cognitive, social and moti-
vational information of the users.
• Aggregated information: providing representations of the historic
collaborative and learning behaviour of the users, regardless of the col-
laborative process or activity being supported. Thus, it is possible to
identify behaviour patterns of the users.
• Mixed feedback: including a combination of implicit and explicit feed-
back.
• Dynamic information: providing real-time awareness information
that indicates the current behaviour of the students.
• Multiple data sources: representing information from several data
sources such as questionnaires, self-reports, software logs and informa-
tion collected automatically through the sensors of mobile devices carried
by students (e.g., smartphones, tablets, laptops, etc).
• Explicit feedback: providing synthesized and direct awareness infor-
mation that indicates what needs to be improved in the collaboration or
learning process.
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5.2.1.2 Components of the Behaviour Awareness Mechanism
The proposed awareness mechanism has the following components: the Per-
sonal Awareness Component and the Social Awareness Component. The de-
sign of these components is based on two main ideas: (i) any awareness mecha-
nism must provide an understanding of the activities of others as a context for
the activities of the individual [21], and (ii) the feedback provision in CSCL
must ensure that the students are able to relate their current state of learning
and performance with specific targets or standards [168]. Next we describe
these components in detail.
Personal Awareness Component
The Personal Awareness Component (PAC) provides awareness of the collab-
orative patterns of a specific student, and it represents several features of the
students’ behaviour. This component of the awareness mechanism provides
feedback on aspects related to the way in which the students interact within
different teams (e.g., participation, coordination, etc.), personal features of
these students that affect their collaboration and learning (e.g., motivation,
satisfaction, individual performance, etc.) and characteristics of the student’s
social interactions (e.g., social presence, connectedness, etc.). Hence, the PAC
is a simple visual representation of collaboration processes and outcomes, and
motivational, cognitive and social aspects. On the other hand, the PAC also
allows the students to compare their own behaviour with the behaviour of
their peers, which provides students with an understanding of the activities
and behaviour of others.
The collaborative behaviour features that should be represented in the PAC
were determined based on previous research work about quality assessment
of computer-supported collaboration processes [150, 13, 108, 131]. We found
seven basic dimensions related to the effectiveness of collaboration, and clas-
sified them according to the awareness types provided by the BAM. Never-
theless, for the sake of simplicity and to facilitate the visual representation
of the PAC, we condensed such dimensions into five types, because we con-
sidered that some of them were strongly related to each other. Consequently,
the resulting five dimensions correspond to the features of the students’ col-
laborative behaviour represented in the PAC component: communication,
coordination, motivation, performance and satisfaction. Table 5.1,
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summarizes the relationship between the types of awareness considered in the
proposal, the collaboration dimensions found in the literature, the collabora-
tive behaviour features and the metrics that can be used to assign a value to
these collaborative features.
Table 5.1: Awareness types and collaborative behaviour features
Awareness types Collaborationdimension
Collaborative
behaviour
feature
Metrics
Behavioural:
Informs about
learners’ activities
Communication
Communication
Based on knowledge
and information
exchange as well as on
collaboration flow
Joint informa-
tion processing
Coordination
Coordination
Presence of roles,
planning activities,
time management and
reciprocal interactions
Interpersonal
relationship
Cognitive:
Determines how
well the student’s
output meets the
expected values
Performance Performance
Scoring of both
individual and
group outcomes
(achievements)
Social: Determines
the functioning
of the group, as
perceived by the
collaborators
Satisfaction Satisfaction
Measurement of the
students satisfaction
about both, the
collaboration process
and outcomes
Motivational:
Represents the
awareness of the
student motivation
Motivation Motivation Motivation
In order to represent the five features of the students’ collaborative behaviour,
we divided the PAC visualizations into two subcomponents. The first one, the
PAC-CBI, shown in Figure 5.1(a), displays an overview of the collaborative
learning behaviour by combining the collaborative features through a global
rating scheme, defined by the Collaborative Behaviour Index (CBI). This index
is calculated as the average of the features represented (or CBI elements), and
therefore it provides a representation of the overall collaborative behaviour of a
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student. Once the PAC-CBI is displayed, the user can have more information
through the visualization of the second subcomponent, the PAC-Features, de-
picted in Figure 5.1(b). This subcomponent shows specific details about each
collaborative feature included in the previous subcomponent.
As we can observe in Figure 5.1(a), the PAC-CBI subcomponent is repre-
sented with a coloured circle, whose size corresponds to the CBI value within
a normalized scale from 0 to 100. The four concentric circles in the figure rep-
resent the theoretical ideal, the normalized minimum, average and maximum
values of the CBI for the overall group of students considered in the represen-
tation. This allows us to provide awareness of the behaviour of a student in
comparison to the behaviour of his peers.
Figure 5.1(b) shows the PAC-Features subcomponent, represented using a
radar diagram. Thus, each feature of the students’ collaborative behaviour is
depicted as a vertex of a coloured pentagon. The pentagon size corresponds
to the normalized value of the features. Similar to the PAC-CBI, we depict
four concentric pentagons; one regular and the other three of variable size and
shape. The regular pentagon represents the theoretical ideal value that the
students are expected to reach for all the behaviour features. This theoreti-
cal ideal value will be defined by lecturers according to specific targets that
ideally they expect that students could achieve. The pentagons of variable
size represent the normalized minimum, average and maximum values of the
features for the overall group of students. This enables a student to compare,
for each feature, his own performance to the one of his peers.
Notice that both the PAC-CBI and the PAC-Features visualizations represent
the behaviour of a specific student, to whom the feedback is displayed as colour-
filled shape (a circle and a pentagon, respectively). Moreover, the visualization
of additional blank shapes, which represent ideal as well as minimum, average
and maximum values, provides such a student with an understanding of his
current state with regards to his learning behaviour in relationship with both
specific targets (i.e. ideal) and the state of other fellow students (i.e. minimum,
average and maximum values obtained within a particular group)
Considering the previous design, Figure 5.2 shows an example of the visual
representation of a student behaviour as displayed in the Personal Awareness
Component. As we can observe, it is composed by the CBI index, i.e. the
PAC-CBI subcomponent, shown in Figure 5.2(a), as a measure of the overall
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Figure 5.1: Design of the the CBI and the collaboration features
collaborative behaviour, and also a detail of the five previously explained
collaborative dimensions, i.e. the PAC-Features subcomponent, represented
in Figure 5.2(b).
Figure 5.2: Sample representations of the Personal Awareness Component
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Social Awareness Component
The Social Awareness Component (SAC) provides social awareness and pro-
poses possible suitable collaborators (i.e., other students) to the user. In
order to identify potential collaborators, we use the Multi-Dimensional Scal-
ing (MDS) method to represent students as points in a 2D space [40]. By
performing MDS, the values of the five collaboration features (5D space) of
the CBI can be mapped into a point in a 2D space, in such a way that dis-
tances between points are preserved. Thus, we can represent, in the SAC, two
students that have similar behaviour as two points located at a short distance
from each other. However, it could happen that students having similar CBI,
could also have very dissimilar values of the several collaboration features that
compose this index. In that case, the MDS also allows us to represent such
students as two distant points in the SAC; therefore, these students will not
be suggested as potential collaborators.
Moreover, we defined two different criteria to propose collaborators, depicted
as the “highly recommended collaborators” and the “other recommended
collaborators” areas of the SAC, respectively. The former includes at least
one potential collaborator that is located at the closest MDS distance from
the represented student, and the latter area includes the previous one and it
has a range that covers at least a 20% of the closest potential collaborators.
This percentage was decided on the basis of the Pareto’s principle or 80-20
rule [88], which states that “80% of all effects result from 20% of all causes”.
Accordingly, we considered that 20% of all possible collaborators can produce
the most significant impact in the collaboration process. Figure 5.3 shows the
design proposed for the visualization of the SAC component as displayed for
a particular student.
This method for suggesting collaborators is based on the correlation between
values of the CBI components for several students. Hence, we only propose
collaborators with similar behaviour. That is, only students who have similar
values in the same collaboration features will be encouraged to collaborate.
Two alternative methods for providing this feedback are the following: (i) sug-
gesting as possible collaborators only those students who have complementary
behaviour or skills, and (ii) proposing collaborators with both similar and
complementary behaviour.
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Figure 5.3: Design of the Social Awareness Component
Figure 5.4 shows examples of SAC representations, using these alternative
methods. Figure 5.4(a) represents the feedback provided to a student, where
only those possible collaborators with complementary behaviour are proposed.
Thus, those students who have high values of certain behaviour features will be
suggested as potential collaborators of other students who have small values
in such features and vice versa. By contrast, Figure 5.4(b) corresponds to
the visual representation displayed to a student, where other students with
similar or complementary behaviour are suggested as collaborators. As we can
observe in both figures, we represent possible collaborators using two different
colours, depending on whether we recommend them because they have similar
or complementary behaviour to the student that is receiving the feedback.
All the methods proposed to recommend collaborators have the purpose of
promoting collaboration among students, helping them to improve their own
behaviour and their learning experience. However, determining which method
is the most appropriate to fulfil such a purpose is beyond of the scope of this
work.
5.2.2 Evaluation of the BAM Prototype
In order to evaluate the usefulness of the proposed awareness mechanism,
we developed a proof-of-concept prototype and embedded it in the Moodle
learning platform used by the Universitat Politècnica de Catalunya (UPC), in
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Figure 5.4: Alternative design of the Social Awareness Component
Spain, to support undergraduate courses. Therefore, this platform allowed us
to provide feedback visualizations to students, including both the PAC and
SAC components. TheMoodle platform was also used to collect the answers of
the students concerning the evaluation tasks and questionnaires. Next sections
present the evaluation methodology and the obtained results.
5.2.2.1 Evaluation Methodology
The evaluation process involved a user study conducted with real students and
the collaborative learning environment that these students use every day to
support their learning activities. Twenty four students were recruited; all of
them were third year students enrolled in the course “Design of Applications
and Services (DSA)” delivered at the Castelldefels School of Telecommunica-
tions and Aerospace Engineering, of the UPC. We also used a real data set
from students of the DSA course to create the visualizations presented to the
participants of the study.
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The dataset included information from the students’ activities and opinions
while working within the formal learning environment as well as outside the
classroom in an informal and unplanned way. The data sources used to gather
the information included surveys and log files. The surveys investigated the
students’ feelings, opinions and behaviour during the course (both inside and
outside the classroom). On the other hand, the log files, collected from the
learning supporting platform, had information about the students’ activities
and performance while working in the course project.
The visualizations used in the study consisted of three different figures, cor-
responding to the PAC-CBI, PAC-Features and the SAC components of our
awareness mechanism.
In order to evaluate the fitness of the awareness proposal for the intended
application, we asked participants to complete three tasks; one for each visu-
alization type. Consequently, for each representation the students had to per-
form a classification task, indicating whether those figures represented “poor”,
“average” or “good” student performance, or if some students represented in
the SAC were “highly recommended”, “recommended” or “not recommended”
as collaborators. For simplicity, we named the classification tasks according
to the rating levels that they represent as “good”, “medium” or “bad”.
In addition to the classification tasks, we asked participants to answer several
questions to assess the usability of the three components of the BAM. These
questions were taken from the Usability Perception Scale (UPscale) [110] and
the Post-Study System Usability Questionnaire (PSSUQ) [130]. Both tools
were adapted to suit the purposes of our study and formatted in a 5-point
Likert scale (i.e. a scale commonly used in psychological studies to represent
people’s attitudes or opinions about a specific topic). The resulting usability
questionnaires included questions designed to evaluate attributes of the visual-
izations, such as ease of interpretation, learnability, usefulness, relevance and
intention of use.
5.2.2.2 Evaluation Results
The prototype evaluation considered the analysis of the perceived usefulness of
the feedback model, and also its suitability to be used as part of the awareness
support of collaborative learning applications. The next sections present and
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discuss the obtained results.
On the one hand, the results from the classification tasks were useful to pro-
vide insights on how suitable the proposed awareness mechanism is to classify
different learning behavioural patterns and suggest possible collaborators. Fig-
ure 5.5 shows the results of the classification tasks for the three elements of
the BAM, which compose the visual representations of our proposal. As we
can observe, there is a high rate of correct answers (94.91% in average) for
the three elements in all the rating levels considered (i.e. good, medium and
bad), which supports the suitability of our feedback proposal.
Figure 5.5: Results of the classification tasks
On the other hand, results from the usability questionnaires helped us evaluate
the students’ perceived satisfaction concerning the information quality and its
representation. We also evaluated the usefulness and comprehensibility of the
feedback. Figure 5.6 shows the results obtained from the UPscale that suggest
very positive participants’ perceptions about the usability (70.42% in average)
and engagement (65.69% in average) of the three kinds of visualizations.
Similarly, the results from the PSSUQ questionnaire, depicted in Figure 5.7,
indicate a high rate of participants’ satisfaction (76.31% in average) for such
visualizations. Considering both usability questionnaires, it is important to
notice that the results revealed the highest satisfaction with the representation
provided by the SAC component, followed by the PAC-Features and the PAC-
CBI respectively. This means that the SAC awareness component was the
representation with the highest score in this evaluation.
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Figure 5.6: Results of the UPscale questionnaire for the BAM
Figure 5.7: Results of the PSSUQ questionnaire for the BAM
180
5.2.3 Case study
The awareness mechanism proposed in this paper can be integrated into col-
laborative learning applications in order to provide visual awareness about the
collaborative learning behaviour of the users. As a proof-of-concept of such
an integration, in this section we present a case study that describes an imag-
ined situation where the proposed awareness mechanism is used in a real-life
learning scenario. This case study describes the implementation of a mobile
collaborative application that combines information from different types of
data sources, and displays a dynamic and explicit feedback to users using the
Behaviour Awareness Mechanism.
5.2.3.1 Data sources
In order to generate the information required to provide awareness, the perva-
sive sensing framework described in Chapter 3 was used to collect data traces
about the students’ behaviour during an academic semester. The traces cor-
respond to data captured about the participants in the previously mentioned
DSA course, and they contain information about the students’ actions while
working in teams in a software development project. More specifically, we
gathered data from the following sources:
• Moodle platform. In order to collect information about the students’
performance, communication and coordination, we used the Moodle reg-
ular services. Examples of data traces collected through this mechanism
are the number of tasks completed in time, number of forum messages
posted by the students, number of group tasks submitted in time, and
the individual and group grades.
• Trello web-based project management application. We used software
logs from this tool to generate information related to the coordination
among the team members, such as activity planning, collaboration flow,
group interaction and group hierarchy. Examples of traces from this
source are the number of tasks assigned, updated or finished on time by
each member.
• Online surveys to collect communication, satisfaction and motivation
information. We recorded the students’ answers to a number of ques-
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tionnaires, including questions about the collaboration with peers and
the learning experience.
• GitHub web-based version control system. Logs from this software helped
us obtain data about certain aspects related to the team coordination
and performance. Examples of the collected information are the coding
frequency and the number of pull request and open issues of the team
members.
In order to calculate the five collaborative behaviour features considered in
this study, we used different combinations of data traces from different sources.
Hence, each feature is calculated using specific traces, normalizing (from 0 to
100) the measurements that each trace provides, assigning weights as multiply-
ing factors depending on the number of traces, and aggregating the resulting
values. This process can be summarized through the following equation:
Featurex =
#ofdatatraces∑
n=1
αn ∗ Tracen (5.1)
In this equation, Featurex represents the collaborative feature to be calcu-
lated, n is the number of data traces used, αn corresponds to the multiplying
factors, and Tracen is the measurement from the particular data trace nor-
malized from 0 to 100.
From the previous equation and for the considered feature, we obtain a value
within the range 0 – 100. As an example, let us consider that we use three data
traces to calculate the “Performance” collaborative feature of a specific student.
Such traces include individual and group grades of Moodle assignments and
also the coding frequency as calculated by GitHub. In this case, the resulting
equation for performance would be the following:
Performance = 0.4 ∗ (Moodleindividualgrades)+
0.4 ∗ (Moodlegroupgrades) + 0.2 ∗ (GitHubcodingfrequency)
(5.2)
We must take into account that the measurements from each data trace can
lay within any possible range of values; therefore we must normalize the val-
ues of such metrics. For example, the “GitHub coding frequency” indicates the
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number of items added by a particular student to the software project repos-
itory. We can normalize the GitHub coding frequency, assigning the values
of 0 and 100 respectively to the theoretical maximum and minimum number
of expected additions for a specific time period. Thus, 0 and 100 correspond
to coding frequencies of 1 and 5 additions per week respectively. Also, no-
tice that in this case we assigned different weights to the multiplying factors,
giving more importance to some measurements than to others. However, de-
termining the weight that should be given to each metric is not part of this
research work.
5.2.3.2 Sample visualizations
Using the information gathered from the previous sources, the application
classifies the data according to the five collaborative features and combines it
appropriately in order to compute a value for each feature (within a normalized
scale from 0 to 100). In addition, the CBI index is calculated as the average
of the features.
Finally, based in the features and CBI values of a specific student and his
peers, the application performs various MDS operations to represent, with a
short distance, the students that have similar behaviour. Figure 5.8 depicts an
example of the visual representations of the students’ collaborative behaviour,
provided by the Behaviour Awareness Mechanism, as shown in the students’
smartphones.
5.3 The Task-Centric Awareness Mechanism
Advances in wireless communication, sensor networks, ubiquitous computing
and particularly in Internet of Things (IoT) technologies, have made possible
the interaction between people and numerous devices that are interconnected
and physically distributed in the environment [223, 94]. These advances have
promoted the evolution of single-monitor setups towards multi-display environ-
ments [27, 106], where it is possible to have displays embedded in a physical
environment and also in everyday objects. In these environments, diverse sen-
sors and displays (or other actuators) are embedded seamlessly in order to
capture information about people’s actions when interacting with diverse de-
vices and objects and also to provide feedback information that is meaningful
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Figure 5.8: Interface of the Behaviour Awareness Mechanism
to the user [183].
Several studies on workplaces have shown how instrumented environments and
everyday artefacts support people cognition and collaboration [170, 101, 188].
In addition, researchers have emphasized the need to deliver task-centric in-
formation in dynamic workplaces, such as hospitals [25] or industrial plants
[92], as well as in educational contexts [90, 16] as a way to support activities
that are taking place in such environments. To deal with this issue, situated
information systems [236] can offer an interesting alternative to provide infor-
mation from the physical environment to help people accomplish a particular
activity.
Based on the previous ideas, some interesting studies in the area of education,
have shown how physical environments enriched with sensors, intelligent ob-
jects and displays can be used to provide awareness about the actions, status
and progress of the students’ activities by delivering situated, task-centric and
relevant feedback [96, 203, 18].
Typically, these types of systems rely on the use of mobile devices and large dis-
plays to provide task-centric information [145, 208]. However, some research
works [111, 232] advocate for the use of micro-displays to provide situated
information and offer activity-specific guidance and feedback.
The Task-Centric Awareness Mechanism (TAM) proposed in this section is
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based on the use of a network of situated micro-displays, shown in Figure
5.9. These types of displays are small-size, mobile and adaptive (i.e. they
change their appearance and content dynamically to adapt to the current
activity. They can also be easily replaced or moved from one location to
another. Situated micro-displays are a special kind of shared display that is
integrated in the environment and linked to physical entities –such as objects
and people–. They also provide simple and highly visual representations of
human activities that are situated in place and time, providing awareness
about the presence of a specific activity at a specific place, at a specific time.
Therefore, the awareness mechanism proposed uses micro-displays to provide
task-centric information, indicating when, where and how (i.e. which physical
entities are involved) some tasks can or should take place. This awareness
mechanism can be compared to signs and traffic signals: the word Exit or
the iconic picture of a green figure indicate the meaning (the presence of an
emergency exit), while the location of these signs indicates the location of the
actual exit. Similarly, the colour of a traffic light conveys information about
whether to stop or go, whereas the position of this sign conveys information
about where to stop.
Figure 5.9: Micro-display network scenario
Notice that situated micro-displays can interact with smartphones carried by
students allowing a smooth information interchange between them by creating
a Mobile Ad hoc Network [27]. Other possible ways to address this issue
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is to use solutions based on RFID [109] or NFC [133] technologies. This
interaction between these two different types of devices makes possible to
develop an awareness mechanism that takes advantage of all the pervasive
sensing services provided by the framework described in Chapter 3 to deliver
high quality awareness information.
We envision the potential benefits of the proposed mechanism to provide task-
centric awareness information to mobile students in highly dynamic learning
contexts through situated micro-displays. This mechanism can be used to
create simulated practise-based learning [213] environments, where students
achieve specific learning objectives by performing a particular activity while
interacting with tools, objects or elements of the physical environment that
simulate a particular context of a real-world work practice. Some possible
applications could be: (i) laboratory modules in undergraduate courses; e.g.,
electronic instrumentation lab sessions that involve practical training in mea-
surement and instrumentation, which require the use of electrical components
and actual laboratory instruments such as oscilloscope, function generator and
multimeter, (ii) hands-on training courses; e.g., cooking courses that entail the
use of specialized kitchen equipment and utensils such as deep fryers, ovens,
steamers, food thermometers, slicers or blowtorches, (iii) task-based language
learning [200] classes that require the completion of activities that involve
interaction with objects and (iv) collaborative learning activities that entail
complex structuring through Collaborative learning Flow Patterns (CLFP)
that depend on the configuration of the physical space and on the distribution
of the students in such a space as well as of the resources, objects, equipment
or devices located within it [90, 145].
In the following sections we present the design of the TAM mechanism and
the evaluation of a prototype of this mechanism that explores its effects in the
students’ awareness and performance.
5.3.1 Design of the Task-Centric Awareness Mechanism
The proposed Task-Centric Awareness Mechanism (TAM) uses situated micro-
display to provide activity-specific guidance and feedback to mobile students.
For the design of the visual representations that will be shown in this special
type of display we followed the guidelines proposed in [111].
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A network of these micro-displays, deployed in a learning context, enables the
provision of awareness about contextual cues related to the physical environ-
ment to help students perform learning activities that require the completion
of a number of tasks that are spatially dispersed in such an environment. The
contextual cues (i.e. awareness information) represented in the displays de-
scribe the necessity or possibility for action in a given location or involving a
specific object. They also provide feedback by showing the result or execution
state of preceding actions, and presenting a possible next action.
In the TAM, these contextual cues have different properties that can be rep-
resented according to the particular activity patterns that can take place in
a structured learning environments (i.e. environments specially designed and
organized, where the arrangements of elements such as objects, furniture or
equipment within them has been carefully planned). Therefore, the proper-
ties of the awareness information are represented in the TAM using particular
combination of colours, shapes, texts and numbers. These properties are the
following:
• Identity: identifies the entities -people or objects- that are required for
a particular task.
• Relationship: establishes a relationship between a given entity and the
current task.
• Type: indicates the type of awareness information that is being pro-
vided; e.g., if it requires an action or is just providing feedback.
Let us consider an example of how these properties can be represented ac-
cording to particular activity patterns. If we consider a structured laboratory
space equipped with various types of electronic instruments, where a group
of students have to perform several measurements in electronic circuits (such
measurements are the particular activity patterns that take place in this envi-
ronment), the contextual properties defined previously can be represented as
depicted in Figure 5.10. This figure shows that numbers are used to represent
the identity of students and measurement devices (e.g., number “3” identifies
the voltmeter, whereas number “2” identifies a particular student). Shapes
are used to represent relationships between the current activity and a given
electronic instrument (e.g., the presence of a circle shows that the instrument
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must be used for the activity and if an arrow is displayed, it would mean that
instrument is available, working properly and ready to be used. Finally, differ-
ent colours represent the type of awareness information that is being displayed
(e.g., violet for action and green for feedback).
Figure 5.10: Sample design of the Task-Centred Awareness Mechanism
For our prototype of the Task-Centric Awareness Mechanism, we used shielded
mobile devices of varying size as the placeholders (i.e. micro-display) of the
visual representations of the contextual cues of the learning activity. Figure
5.11(b), and Figure 5.11(c) show two different form factors of micro-displays,
which are used to provide activity-related information. The former is used to
provide an overview of the activity in context, and the latter is used to present
object-specific information pertaining to a task at hand. Each of these types of
micro-displays runs a tiny client application (Ajax-Comet) that shows visual
representations of the activity-related information. All the micro-displays are
connected to a central display server in a RESTful way following multitenancy
principles (i.e. in the server there is only one instance of each representation
and such representation can be displayed in multiple micro-displays). There-
fore, the activity information shown in the micro-displays is stored in the
central display server, which pushes the appropriate information to a specific
micro-display in a contextual fashion. Although we did not implement ac-
tual context recognition in our prototype, this pushing mechanism enabled
us to dynamically display and update the information in the micro-displays
appropriately. For instance, when a student arrives to the main entrance of
the room where the activity is taking place, a micro-display located at the
entrance automatically provides him an overview of the whole activity.
The micro-displays network was implemented connecting several computing
devices through Wi-Fi, using an Apple’s Airport Express base station. Par-
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ticularly, as shown in Figure 5.11(a), a MacBook laptop was used to run the
server and allowed us to manage the control panel of the system. Moreover,
as shown in Figure 5.11(b), nine iPods touch, which perform the function of
object-marker micro-displays, provide object-related information, and one Ap-
ple’s iPad, which acts as the main activity-marker micro-display, shows the
activity overview. We covered part of these devices’ screen with black acrylic
plastic in order to create the effect of having displays of small size screens,
as shown in Figure 5.11(b) and Figure 5.11(c). The activity-marker micro-
display had a screen size of 7 x 7 cm (i.e. the acrylic plastic window), whereas
the object-markers had a window of 3 x 3 cm.
Figure 5.11: Micro-display network prototype
5.3.2 Evaluation of the TAM Prototype
As stated in [111], the use of multiple micro-displays also raises a number
of questions regarding their spatial placement and distribution. For instance,
where and how the displays should be deployed in a physical environment to
optimize the information support? By increasing the number of displays we
can show the information in a fine-grained and situated fashion. However,
having to process information from multiple displays causes fragmentation of
the users’ attention, which is known as divided attention. Furthermore, too
much and/or not-so-relevant information demands higher cognition and could
lead to information overload, jeopardizing its assimilation by the end-users.
In that sense, it is necessary to identify the trade-off between the quality
of the information provided by the micro-displays and the fragmentation of
the users’ attention, which can lead to information overload. Then, it is
critical to understand the impact of the distribution granularity and placement
alternatives of situated micro-displays on the effectiveness of the awareness
provision mechanism.
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Considering these facts, for the evaluation of the TAM prototype we con-
ducted a user study that explores the impact of the spatial distribution of
situated micro-displays on the students’ awareness. Particularly, we want to
understand whether and under what circumstances the use of situated micro-
displays is useful to support spatially distributed learning activities and also
how such circumstances affect the students’ satisfaction and performance.
5.3.2.1 User Study Design
In this subsection we present a detailed description of the user study design
and the methods adopted to conduct it.
Tasks
The activities that the participants of the study had to complete involved a
number of spatially distributed simple tasks. We decided to use simulated
activities instead of real-world learning activities due to the fact that our re-
search is a proof-of-concept focused on the use of micro-displays to build a
task-centric awareness mechanism to support mobile students, independently
of the specific learning domain or activity where this mechanism will be ap-
plied. For the completion of these activities, little information processing was
required to understand the information displayed and to carry out a single
task. However, we added some complexity to the activities as a whole due to
the fact that the information about many different tasks was displayed at the
same time. The use simple activities allowed us to isolate the aspect of the
use of situated micro-displays that we wanted to study. Therefore, because
we were interested in evaluating the impact of the spatial placement of the
micro-displays on the students’ awareness, these types of activities allowed
to avoid that the results of the study were affected by the complexity of the
activities. Specifically, the activities selected for the study were several puz-
zles that the participants had to solve using the awareness information shown
in the micro-displays. In order to do that, they had to pick up the correct
objects –among the objects distributed around the room– and place them in
the correct positions on a grid. The tasks selected for this study have the
following properties:
1. Physical: The tasks involve physical movement and involve tangible
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interaction with objects.
2. Spatially distributed: Participants have to move from one place to an-
other to complete the tasks.
3. Goal oriented: All the tasks have a common final goal (i.e. to complete
the activity successfully).
4. Non-sequential: The interdependency among tasks is minimal.
Accordingly, we selected this particular puzzle activity from the nine categories
of manual tasks referenced in [205], however we adapted it to assess the quality
of non-sequentially and spatial distribution of situated micro-displays.
The independent variable of the user study is the number of micro-displays.
For this reason, each participant was always exposed to the same type of activ-
ity, but we varied the distribution granularity of the micro-displays between
the different experimental conditions of the study (i.e. each one of the partic-
ular circumstances under which we want to test participants). By doing so,
we maintained the complexity level of the tasks that the participants had to
perform, so that the activity itself did not influence the study results. In order
to avoid learning effects that can lead to the improvement on the performance
of the users, for each condition of the study we altered the pattern of the
activity and the objects involved on it, as a way to make the activity look like
a completely different one. Accordingly, each experimental condition had a
different activity pattern, as well as a specific number of micro-displays.
The visualizations designed for the study are shown in Figure 5.12. These
representations provide awareness about: (i) the actions required from the
participants in order to complete each activity, (ii) the position and state of
the objects involved in such actions and (iii) the result of the actions (i.e.
feedback indicating if the actions associated with a given task have been per-
formed correctly or incorrectly). Figure 5.12(a) shows the main micro-display
(activity-marker), which was placed on top of a table located at the main en-
trance of the room and next to the grid were the participants had to drop
the objects collected. This micro-display shows the activity overview and in-
dicates the position of the grid where each specific object must be placed.
Moreover, other micro-displays (object-markers), shown in Figure (5.12(b),
were distributed across the room to help participants select only the objects
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related with their current activity. These object-markers only display infor-
mation about each particular object instead of about the activity as a whole.
Figure 5.12: Design of the visual representations of the activities
Procedure
The user study involved several students that had to move around a physical
space to complete a given activity using the awareness information displayed
in the micro-displays. We varied the distribution and density of micro-displays
presented to the participants, generating different work conditions. The place-
ment of situated micro-displays followed the guidelines given in [111] and the
study involved three experimental scenarios.
The first scenario considers that the students only have one micro-display
(activity-marker) located in an activity-centric fashion (i.e. at the main area
where the activity is taking place) and it shows information about the activity
as a whole. The second and third scenarios represent the space-centric and
the entity-centric distribution respectively. The space-centric distribution con-
siders micro-displays placed in a space shared by multiple entities (people or
objects) and the entity-centric distribution involves a micro-display embedded
in every entity.
To understand better the previous placement alternatives, let us consider a
learning activity where medical students have to perform several treatment
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and care tasks with patients. Such tasks involve the use of medical equipment
with several patients located in a big room. Figure 5.13 shows an example
of an activity involving a patient and a blood pressure monitor. Considering
this scenario, in an activity-centric placement, represented in Figure 5.13(a),
the micro-display can be placed next to the patient’s bed if we assume that
this activity will be conducted while the patient is in bed. In the space-
centric placement shown in Figure 5.13(b), the micro-display can be placed in
an easily observable location of the physical space, such as the wall between
two patients’ beds. Finally, in the entity-centric placement represented in
Figure 5.13(c), the micro-displays can be attached to the medical student, to
the patient and to the blood pressure monitor, so that they can provide a
finer detail of information and require less information updates to their more
situated nature.
Figure 5.13: Placement posibilities of situated micro-displays
In our user study, in case of space-centric and entity-centric distributions, in
addition to the activity-marker, we introduced 3 and 9 extra micro-displays
respectively, which were used as object-markers. These object-markers show
information about the objects involved in the main activity. In the space-
centric scenario, we placed 3 micro-displays at different locations of the phys-
ical space where the several objects involved in the activity were placed. For
the entity-centric scenario, due to the fact that the activities of the study
entail interactions with 9 different objects, we placed the micro-displays very
close to the location of these objects. We decided to use this specific num-
ber of micro-displays due to hardware restrictions –wireless connectivity– and
also to make the study conveniently manageable and not tiring for the partic-
ipants. Summarizing, the three experimental scenarios involved 1, 4 and 10
micro-displays respectively.
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Physical Setup
The space where the study took place was a conference room of 20.4 m2
approximately. Figure 5.14 shows, on a floor plan, the physical setup used in
the entity-centric scenario. In this case, the distance between micro-displays
was about 1.5 m.
Figure 5.14: Floor Plan showing the physical setup
It is important to notice that across the different scenarios of the study, the
spatial distribution of the micro-displays in the room was maintained, inde-
pendently of the number of devices. Particularly, the maximum distance (in
metres) between the farthest pair of micro-displays was the same for all sce-
narios and experimental conditions. Thus, we intended to assure that the
different configurations of the various scenarios did not determine or affect
the results of this study. The activity took place mainly on a tall table placed
at the main entrance of the room. There we placed the main micro-display
with the activity overview (to represent the activity-centric placement of sit-
uated micro-displays). We also placed across the room the different objects
involved in the study activities. Other objects and activities were intentionally
introduced in the room to simulate a scenario where the same physical space
can be shared between several activities and entities. The walls of the room
were partially covered with Velcro R© material in order to be able to place and
remove the micro-displays when needed, according to the characteristic of the
particular experimental condition.
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Participants
The participants in this study were 14 students from Lancaster University,
who were recruited through posters and mailing lists. We did not involve
participants with a particular profile or groups with special characteristics,
because the study was not intended for a specific domain. Prior to perform the
study, we asked participants to provide demographic data. There were 9 male
and 5 female, aged 21 to 27 (average of 24.3). The study took approximately
one and a half hour per participant. After finishing the study, the participants
were paid £10 for their time.
Method
Participants took part in the experiment individually. They began the study
being told about the study purpose and with a brief training session. We
used A/V equipment to record the experiments and the people interviews for
later analysis. As we mentioned previously, there was no context recognition
per se so the user study was performed as a Wizard of Oz experiment (i.e.
the participants believed that the system was autonomous but it was actu-
ally being controlled by a human) [143]. The study followed a within-subjects
design [2], where each participant is exposed to the same experimental con-
dition, experiencing the three different scenarios considered. In addition, we
used a Balanced Latin Square [2] (i.e. each particular experimental condi-
tion appears before and after another condition an equal number of times,
considering all the participants) for counterbalancing to mitigate potential
learning effects. We also ensured that two participants completed each row
in the Latin Square. The conditions of the study entailed the completion of
3 different activity patterns composed by 9 tasks each, which corresponds to
the number of objects the users had to interact with to complete the activ-
ity. Following the completion of each condition, we asked each participant to
answer several subjective questions taken from the IBM Computer Usability
Satisfaction Questionnaires [129] and the NASA Task Load Index [89]. We
also asked them additional questions for further evaluation of divided attention
(i.e. using multiple sources of information instead of a single one in order to
perform multiple tasks that require attention) and information overload (i.e.
“receiving too much information”) [68] issues. Furthermore, after the whole
experimentation process, each participant answered the questions of a final
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semi-structured interview aimed at gathering additional feedback about the
best distribution arrangement of micro-displays.
5.3.2.2 Evaluation Results
While participants were performing the different scenarios we observed and
recorded their behaviour and reactions to have a log of quantitative data
for later analysis. Moreover, we obtained qualitative data from participants
through questionnaires and semi-structured interviews. In this section, we
present and discuss the results obtained for this quantitative and qualitative
data from five perspectives: task performance, fragmentation of attention,
information overload and participant’s satisfaction.
Completion Time and Errors
In [107] the author presents the use of the reaction time to measure the division
of attention and also the accuracy and speed of an action as a measure of the
spare cognitive capacity. Similarly, we use completion time and errors as
indicators of the appearance of divided attention and information overload
respectively as well as metrics of performance.
We computed the activity’s completion time as the time elapsed from the
moment the participants first looked at the main micro-display and the mo-
ment just after they placed the last piece of the puzzle in the right position
of the grid. Results showed that a higher number of micro-displays can help
decrease the activities’ completion time. Figure 5.15 shows the average time
that took the participants to complete the activities of each one of the scenar-
ios of the study (i.e. activity-centric, space-centric and entity centric with 1, 4
and 10 micro-displays respectively). The difference between the fastest (using
10 micro-displays) and slowest performance (using 1 micro-display) was 8.67
seconds (7.9%). In addition, the dispersion of the completion time values is
smaller for scenarios with a higher number of micro-displays.
Errors were classified into two types: completion and location errors. Comple-
tion errors are those occurred during the completion of the puzzle, e.g. placing
a wrong object in the grid, having some objects missing, etc. The number of
these errors was very small and we did not observe a direct correlation between
the number of micro-displays and this kind of error. However, in the scenario
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Figure 5.15: Completion time
with the highest number of micro-displays (i.e. activity-centric), the comple-
tion errors were 50% smaller than in the scenario with the lowest number of
micro-displays (i.e. entity-centric). Location errors were counted when the
participant picked the wrong objects from the different room locations. Loca-
tion errors are a good metric of performance and efficiency, especially when
the tasks are physically dispersed.
A high number of location errors imply that the individuals have to walk
longer distances to complete the activity and, as a result, the effort and time
required is higher. Figure 5.16 shows that the mean and maximum values
of the location errors have a negative correlation with the number of micro-
displays. The experiments performed in the activity-centric scenario (i.e. 1
micro-display) had a significantly higher average error rate (57.1%) than in
the entity-centric one (i.e. 10 micro-displays).
Simultaneous Tasks and Iteration Steps
We used both simultaneous tasks and iteration steps as metrics to try to
understand the effect of divided attention and information overload on the
participants while performing the activities of the user study.
During the study we observed a strong relationship between the overall satis-
faction of the participants and the number of simultaneous physical tasks they
engaged with to complete a given activity. The participants’ satisfaction also
had a negative correlation with the number of iteration steps that they had
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Figure 5.16: Location errors
to perform for completing the activity.
We computed the number of simultaneous tasks performed by participants,
counting the maximum number of objects that they picked in the routes fol-
lowed for completing the activity. Figure 5.17 shows the number of simultane-
ous tasks (minimum, maximum and average) performed by the participants.
These results indicate a direct correlation between the average values of this
variable and the micro-displays density. When we have nine object-marker
micro-displays, the number of simultaneous tasks is 43.3% higher (in average)
than when we only have the main activity-marker micro-display.
Figure 5.17: Simultaneous tasks
The iteration steps were defined as the number of stages that participants
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needed to complete the activity (i.e. the number of rounds around the room).
Figure 5.18 shows the results of the iteration steps for the three scenarios of
the user study. The results show a negative correlation between the number of
micro-displays and the number of iteration steps required for the completion
of the activities. There is a difference of 33.3% between the average values ob-
tained in activity-centric and the entity-centric scenario. The same tendency
is followed by the maximum and minimum values.
Figure 5.18: Iteration steps
Context Switches
A context switch happens when the participant’s view switches from the main
activity micro-display to any other point. Accordingly, we computed the num-
ber of eye movements of the participants. The results indicate that, in the
scenario with the smallest number of micro-displays (i.e. activity-centric), stu-
dents required a higher number of switches to accomplish the tasks. The re-
sults are depicted in Figure 5.19. The average context switches in the activity-
centric scenario were 32.5% higher than in the entity-centric scenario. The
maximum and minimum values of context switches also have this tendency.
It seems reasonable to think that entity-centric micro-displays introduce maxi-
mum fragmentation of attention (or divided attention) in comparison to activity-
centric placement because the information is dispersed across a higher number
of micro-displays, which could demand more context switches. However, these
results confirm that a higher density of micro-displays actually reduces the con-
text switching because the information is presented in a more situated fashion.
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Figure 5.19: Context switches
Therefore, we cannot claim that having a higher number of micro-displays in-
creases the fragmentation of attention.
Participants’ Behaviour
Another interesting observation about the participants’ behaviour while com-
pleting the activities is related to the physical path that they followed. We
observed that there was an important difference in the number and shape
of the routes that the participants followed for collecting the objects around
the room. Figure 5.20 depicts two examples of the movement pattern of the
participants to complete the activities of the study. Such movement patterns
can be used as a metric of performance because they have influence on the
physical effort required for the tasks, and therefore they also have an effect in
the efficiency of the participants.
Figure 5.20(a) shows a sample result for the scenario with only the main
activity-marker micro-display, whereas Figure 5.20(b) shows the result when
the participants also had 9 additional object-marker micro-displays. Analysing
these paths, we observe that a high number of micro-displays help reduce the
number of rounds around the room required to complete the activities of the
study. Therefore, we can claim that increasing the number of micro-displays
results in a more efficient use of the physical space. We can also confirm the
participants’ impressions that a higher physical effort was needed when the
number of micro-displays was small.
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Figure 5.20: Examples of the movement patterns of the participants
Subjective feedback
After each experimental condition of the study, participants were asked about
task demand, frustration level, perceived performance and needed effort us-
ing the NASA Task Load Index questionnaire. Figure 5.21 shows the results
normalized to a 5 points scale from very low to very high. It shows that the
condition with the highest number of micro-displays (i.e. entity-centric) was
significantly better than the one with only one activity-centric micro-display
with regard to the demand and effort required to complete the task. Neverthe-
less, they are more similar in terms of perceived performance and frustration
level.
These results show that, according to the participants’ feedback, completing
the tasks without any object-marker micro-display required higher mental,
physical and temporal demand, which resulted in a higher frustration level and
lower perceived performance. For this reason, the effort needed for participants
to accomplish their level of performance was higher in such a case than when
they had object-marker micro-displays available.
In the post-condition interview, participants had also to express their agree-
ment to several statements of the IBM After-Scenario Questionnaire (ASQ)
and Post-Study System Usability Questionnaire (PSSUQ) using a 5 points
scale from strongly disagree to strongly agree. A summary of the results is
presented in Figure 5.22 and Figure 5.23.
Figure 5.22 shows that, in case of entity-centric scenarios, participants were
more satisfied with their performance and the effort required to complete the
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Figure 5.21: Task Load Index
tasks and especially, with the information support provided. The participants’
opinions about the usability of the TAM are also shown in Figure 5.23.
In general, the conditions of the study with higher number of micro-displays
gained better results than the one with only one micro-display. The partic-
ipants felt that it was easier and faster to use as many micro-displays as
objects. The scenario with the highest micro-display granularity (i.e. entity-
centric) appealed to the majority of participants resulting in the most effective,
enjoyable and effortless support. Participant 11, for example, indicated a low
level of satisfaction when completing the activities without any object-marker
micro-display, stating “I had to do all by myself ! The smaller screens were
helpful in the previous tasks and I used to them a lot”. Similarly, participant
12 indicated that if he would have had more displays, the task had been easier
and faster, he also said that “Having lots of displays is really good”.
The results also showed that the participants think that the information pro-
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Figure 5.22: Results of the ASQ questionnaire for the TAM
vided with a high number of micro-displays was effective, clear and easy to find
and understand. We consistently observed that the overall subjective response
to the increment of the number of micro-displays was positive even when many
participants already felt that they were able to complete the activities rely-
ing on their own capacity and with the only support of the activity-marker
micro-display. However, most participants agreed that if the activity they
had to perform were more complex, they would have preferred to have the
support of a system with the highest micro-display granularity. For example,
when asked how many micro-displays he would prefer to have, participant 2
answered “As many as objects or a few less because I’d leave some room to
think by myself ”. But when asked whether he would like to have situated
micro-displays to support him in some real-world learning activities, he said
“If the activity is complex I’d trust completely in the system”. Asked the same
question, participant 13, said, “Sure! Them make you organize and prioritize
your work”.
In addition to the ASQ and PSSUQ questionnaires, we conducted a semi-
structured interview to ask participants some additional questions to evaluate
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some attention management (i.e. focused attention versus divided attention)
Figure 5.23: Results of the PSSUQ questionnaire for the TAM
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and information overload issues. Our aim was to assess whether or not the
fact of improving the quality of the information by increasing the number of
micro-displays introduces fragmentation of attention (i.e. divided attention)
and/or information overload.
Based on a study presented in [161], we used some metrics and indicators
of information overload, such as recall and emergent and implicit poles, by
asking participants some specific questions after finishing each experimental
condition. Such questions required that the participants provided the following
types of information: (i) descriptions of specific aspects of the information
presented in the micro-displays, such as the colour of the screen or the shapes
displayed and (ii) evaluations of how those aspects were different between
displays, such as differences in colour between different groups of displays. The
ability of participants to recall specific details of the information displayed
was significantly good as well as their ability to highlight similarities and
differences between the information provided in different displays. Hence, we
did not observe signs of information overload.
On the other hand, all the participants said that they looked at the micro-
displays one at a time, so that we could not find any evidence of the fact
that a high number of micro-displays caused fragmentation of attention. In
addition to this, although most participants claimed that the information
provided for all the experimental conditions of the study was enough to meet
the information requirements of the activity, they were more satisfied with
the information provided by the highest number of micro-displays. Moreover,
none of the participants felt, for any of the conditions, that they had received
more information than what they could consistently handle. If we relate these
observations with the results presented previously in Figure 5.19, where the
context switches do not correlate with the number of micro-displays, we can
therefore claim that there is not a direct relationship between the number of
micro-displays and the participants’ attention management. As a consequence,
we can also affirm that having a high number of micro-displays did not produce
a feeling of information overload on the participants.
5.3.3 Implications: Design Insights
Next, we summarize some design insights drawn from the results of our study.
These insights allow designers to make informed decisions when developing
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task-centric awareness systems based on situated micro-displays.
Increasing the density of micro-displays improves activity perfor-
mance and information support
The results indicate that an entity-centric distribution of the micro-displays
helps boost user experience and has a positive impact on the activity perfor-
mance and the quality of the information support. Both, quantitative and
qualitative data showed that the perceived performance as well as the actual
activity performance and increases with the number of micro-displays. Mea-
surements of completion time, location errors, iteration steps and number of
simultaneous tasks confirmed that the best performance is achieved when there
are as many micro-displays as the number of objects involved in the activity.
Furthermore, the participants’ feedback reveals that most of them prefer to
have a high density of micro-displays, because the information provided by
them becomes clear and easy to find. This indicates that the quality of the
supporting information increases with the micro-displays granularity.
Situated micro-displays require focused attention
During the interviews, the participants mentioned that they looked at the
micro-displays one at a time. Thus, although we initially expected that sit-
uated micro-displays with an entity-centric placement would require divided
attention, we found that instead, they required focused attention. Previous
researchers have found that the performance of an individual when completing
a task correlates positively with the amount of information that he receives;
however, if the information provided is too much, his performance rapidly
decline [68]. For this reason, we hypothesized that increasing the number of
situated micro-display would improve activity performance but up to certain
point, due to the fragmentation of the users’ attention. Nevertheless, our
findings revealed that micro-displays require focused attention and a higher
density of them help reduce context switching, because the information is
presented in a more situated fashion. The fastest completion times obtained
during the experiments also confirm this finding. We cannot unequivocally as-
sert these claims due to the limited number of participants and micro-displays
involved in the experiments. Therefore, it would be necessary to perform more
longitudinal studies in order to confirm statistically these observations.
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Spatial distribution does not affect information processing capacity
According to the quantitative results and the participants’ feedback, it seems
that the spatial distribution of the information does not cause information
overload. Moreover, the results confirmed that the quality of the provided
information and the users’ satisfaction increases with the density of micro-
displays. Consequently, we can claim that an entity-centric placement of sit-
uated micro-displays, when the entities and task involved in the activity are
spatially dispersed, does not affect the capacity of the users to successfully
process the information. In fact, from the metrics of information overload
used in the user study we could conclude that the participants did not show
signs of information overload in any of the three scenarios considered.
Situated micro-displays can be used for structured activity route
As already expected and confirmed by the study results and the observation
of behaviour of the participants, there are certain learning applications that
could benefit from the use of situated micro-displays that are distributed in
an entity-centric fashion; for instance, any type of application that involves a
structured activity route. In other words, we can deploy the micro-displays
in the physical environment where a learning activity is taking place in a way
that the students are led to follow a specific path to complete the activity.
Therefore, if the micro-displays are placed one after another in a structured
fashion, there is a high possibility that the students follow a controlled activity
route. An additional benefit is that if the deployment of the micro-displays is
carefully planned, we could use more efficiently the physical space, improving
the user experience and the physical effort required to complete the activity.
5.3.4 Design Guidelines
The presented results allow us to provide several design guidelines, which can
support the design of pervasive monitoring solutions to display task-centric
information in situated micro-displays. It is important to follow a user centric
approach when deploying a situated micro-display network that supports mo-
bile students while performing spatially distributed tasks. Thus, the designer
improves the chances that the implementation of the pervasive monitoring
system fits with the practices and awareness provision needs of the specific
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learning environment or activity.
Entity-centric distribution. Entity-centric placement of situated micro-
displays seems to be the best alternative to guide spatially distributed learning
activities. For this reason, micro-displays should be fully integrated in the
learning environment and linked to the physical entities that are relevant for
the activities.
Micro-display density. The scenario with the highest density of micro-
displays was perceived as providing the most effective, enjoyable and effortless
support for the students that participated in the study. Therefore, we recom-
mend embedding as much micro-displays as possible in tools, resources and
objects used by the students during a learning activity.
Trade-off between structured deployment of micro-displays and users’
autonomy. We can use situated micro-displays to determine the physical
movement patterns of the mobile students at the learning environment (e.g.,
classroom, laboratory, countryside, etc.). By taking away part of the control
of the activity from the student, is possible to make a more effective use of the
physical space and reduce the effort required for the completion of the learn-
ing activities. However, we cannot ensure that it would necessarily improve,
for any type of learning activity, the students’ efficiency and performance.
Hence, the deployment of micro-displays should reach a delicate balance be-
tween regulating the learning flow patterns and preserving the autonomy and
decision-making capacity of the students.
Context-based customisation. It is important to consider the learning
context for the deployment of awareness solutions based on micro-displays.
This context should consider the characteristics of both the learning activities
and the environment in which they will be performed. Therefore, some factors
such as screen size, visual design and the kind and amount of information to
be provided by the micro-displays should be adapted accordingly.
5.4 Conclusions
In this chapter, we described and evaluated two awareness mechanisms that
show how smartphone can be used as a flexible awareness tool in diverse
learning contexts.
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The first mechanism, the Behaviour Awareness Mechanism (BAM) was pro-
posed as a method to provide visual feedback that supports collaborative
learning by promoting reflection and encouraging social interactions. This
mechanism differs from other proposals found in the literature (Section 2.5.1)
mainly in two different aspects: (i) they typically focus on a particular type of
awareness, such as individual contributions, conflict or peer feedback, whereas
our proposal includes a wider range of sources for feedback, providing both
subjective and objective information, (ii) their methods of feedback provision
are restricted to particular contexts; i.e. most studies provide awareness only
within the context of a specific collaborative activity, and they are linked to
a particular collaborative application. By contrast, the BAM is intended to
be used across different CSCL systems and contexts, and thus, it provides
dynamic as well as lifelong feedback to the users.
In order to determine the usability and usefulness of the BAM, we conducted
a proof-of-concept user study in an undergraduate course at the Universi-
tat Politècnica de Catalunya (UPC), Spain. This evaluation included a case
study considering a group of students working collaboratively during a soft-
ware development project and using a mobile collaborative application that
implements the proposed awareness mechanism.
The evaluation results indicate that the proposed awareness mechanism is
useful to provide aggregate feedback about the students’ behaviour and per-
formance in educational contexts. They also show that this mechanism rep-
resents properly the different collaborative learning behavioural patterns of
the students as well as the suggestions of potential suitable collaborators for
them. Moreover, these findings suggests that the proposed awareness mecha-
nism could help researchers and developers of CSCL applications to provide
dynamic, direct and holistic awareness on the learning patterns and collabo-
rative behaviour of the users. Although the BAM was initially proposed to
support undergraduate courses and to use the smartphone’s local screen di-
rectly as awareness displays, our findings suggests that it could also be suitable
to be used in other types of collaborative activities and using other display
technologies. The second awareness mechanism, the Task-Centric Awareness
Mechanism (TAM), is based on the use of situated micro-displays to present
real-time, in-situ, and task-related awareness information to support complex,
dynamic and spatially distributed learning activities. This focus differs from
previous work, presented in Section 2.5.2, because the concept behind this
209
research work is novel. Situated micro-displays are not peripheral or pub-
lic displays. They have different qualities and their intended applications (i.e
spatially distributed, complex and dynamic tasks that involve interaction with
physical objects) are also distinct from the presented in the research studies
reviewed (such as social interaction or collaborative work). In addition, our
work is specifically centred on attention management issues related to the spa-
tial distribution of ubiquitous, distributed displays, which are used to support
demanding real-world learning activities.
We provided a proof-of-concept on the usability of situated-microdisplays, by
developing a prototype of the TAM. We also performed a user study that
explores the students’ experiences with regards to the spatial distribution of
micro-displays. We analysed the effect that the distribution granularity of
micro-displays has on task performance as well as on the students’ awareness,
attention and satisfaction. The results provide clear evidence of the advan-
tages of having a high density of situated micro-displays embedded in the
learning environment. Some of these advantages are the improvement in ac-
tivity completion time, the reduction of the errors, the improvement of the
efficiency in the use of the physical space and a higher user satisfaction.
The results also indicate that the use of the TAM to support spatially dis-
tributed fluid tasks, which are part of a complex and dynamic activity, can
boost user experience and have a positive impact in the performance of the
students while completing such an activity. The results of the user study also
helped us to gain further insights about the design implications of performing
activities in environments with a high number of micro-displays. This fact, al-
lowed us to provide some design guidelines that can help designers of pervasive
monitoring solutions that will be deployed through situated micro-displays.

Chapter6
Conclusions and Future Work
In this thesis, we investigated on the development of pervasive monitoring sys-
tems for heterogeneous and dynamic learning environments. More specifically,
we focused on technological solutions to support the data collection, communi-
cation and awareness provision processes involved. In this chapter, we provide
a brief overview of this work. It is organized as follows: Section 6.1 provides
an abstract of our research, including the main findings and contributions. A
summary of all the specific contributions of this dissertation is listed in Section
6.2. Some of the limitations of our work are presented in Section 6.3. Finally,
Section 6.4 proposes some recommendations for future work.
6.1 Research Summary and Conclusions
This dissertation is inspired by the ubiquitous nature and sensor richness of
modern smartphones and their application to the educational field. It explores
the potentialities of using these devices as essential elements of the pervasive
monitoring system proposed in this thesis. This system was envisioned to
capture complex aspects about the activities that take place in today’s dy-
namic learning environments. These aspects include individual and social
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factors about the student’s behaviour, activities and performance that affect
the learning experience. The main goal is to provide meaningful feedback to
help students and lecturers to be aware of these factors and their effects on the
learning process and its outcomes, enabling them to can take the necessary
actions.
The literature review presented in Chapter 2 led us to the conclusion that the
use of pervasive monitoring solutions in educational contexts have not been
sufficiently explored. From this review, we identified three main demands: (i)
there is a clear need to investigate in behaviour monitoring in learning con-
texts, providing a wider perspective on the topic and comprehensive solutions
that consider technological, design and human factors, (ii) there is a lack of
appropriate technological supports for both sensing and awareness provision,
considering the complexity of contexts where learning processes can take place,
and (iii) there is a need of clear approaches for modelling these systems and
help developers envision their capabilities at design time. Therefore, despite
the advances in sensing, communication and awareness solutions that could
be used for pervasive monitoring in dynamic learning contexts, there are a
number of aspects that still unexplored.
First, regarding the data collection from sensors, although a number of plat-
forms, algorithms and applications have been developed to support and im-
prove collaborative sensing interactions between diverse types of devices, it is
not clear the sensing model that these platforms implement and the range of
scenarios in which they can provide a solution. For this reason, it is necessary
the development of generalizable and reusable solutions that could be applied
to the diversity of devices, contexts and applications considered in today’s het-
erogeneous learning activities. This is the objective of the pervasive sensing
framework presented in Chapter 3.
Second, despite the advances in wireless communication technologies and the
increasing availability of cellular and open-access Wi-Fi networks, there is a
gap whereMobile Ad hoc Networks (MANETs) can provide an interesting com-
munication alternative. These types of networks can be used as a complement
to other fixed communication infrastructures to extend their capacity or cover-
age or as a low cost alternative when they are not available. Considering this,
we proposed the use of MANETs to support pervasive monitoring. However,
the particular features of these networks in terms of limited bandwidth and
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unreliability, make it necessary to assess the viability of using MANETs to
support pervasive monitoring. Furthermore, due to the fact there is a limited
number of real-world studies that assess the performance ofMANETs and also
that the credibility and reliability of simulation-based studies have been ques-
tioned [181, 122], there is a need for experimental studies that provide reliable
insights on the suitability of these networks. The viability study presented in
Chapter 4 closes the gap between simulations and real-world implementations
of MANETs.
Third, the review of the related work on awareness provision showed that there
is a need of designing flexible awareness methods that could be adapted to
the diversity of environments and contexts where learning processes can take
place. It was also relevant the lack of solutions that include a wider range
of information sources for the provision of awareness and that can adapt to
diverse contexts and applications. This fact has motivated the design of the
awareness mechanism described in Chapter 5.
Consequently, the proposed pervasive monitoring system has three main re-
search components. First, the description of a generalized framework for per-
vasive sensing. Second, the evaluation, through a real-world deployment, of
the suitability of Mobile Ad hoc Networks as communication support for per-
vasive monitoring. Third, the design of two awareness mechanisms to allow
flexible provision of information and feedback. Next, we describe briefly each
one of these components.
TheMobile Autonomous Sensing Unit (MASU) framework, presented in Chap-
ter 3 is a reusable design solution that offers a conceptual model to manage
the distribution of collaborative sensing tasks among a group of devices (in-
cluding smartphones, IoT devices, smart objects and other sensors available in
the environment) in a context-aware and energy-efficient way. This framework
considers changes in the context of the devices (e.g., battery level, processor
load, ad hoc networking issues, etc.), the user (e.g., opportunities to collab-
orate) and the sensing activity (e.g., requirements and resources available at
any given time) to determine the best arrangement for the allocation of sens-
ing tasks among the participating devices. Even though, we developed this
framework, envisioning its application in educational contexts, the level of
abstraction of its design make it possible to use it as a general-purpose data
collection solution for pervasive monitoring systems. The evaluation of this
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framework provided evidence on the usefulness and benefits to support per-
vasive sensing in terms of resource optimization, achieving up to 43% energy
savings for the overall group of collaborating devices (Section 3.3.4.3)
The viability study described in Chapter 4 showed that Mobile Ad hoc Net-
works can effectively provide communication support for collaborative moni-
toring interactions between mobile devices. This study was based on a real-
world MANET deployment that uses real hardware, software implementations
and wireless channels. Results showed the suitability of MANETs to support
pervasive monitoring, achieving acceptable levels of performance in terms of
latency, jitter and throughput (Section 4.2.6). In addition, the OLSRp pre-
diction mechanism was designed to increase the efficiency and scalability of
these types of networks by reducing the control traffic produced by a particu-
lar type of routing message. This mechanism proved to be useful in reducing
the network traffic and increasing the battery lifetime of the devices. The
reduction in the control traffic was from 10% up to 80%, and the energy sav-
ings where from 20% up to 90%, both depending on the degree of mobility of
the nodes. The findings of the viability study are applicable to collaborative
applications intended to be deployed over MANETs. The OLSRp can also be
used to increase scalability of other routing protocols that need to deal with
the interchange of periodic control messages.
Finally, in Chapter 5 we described two awareness mechanisms that rely on
the use of smartphones as flexible devices that can be used directly as aware-
ness displays or to enable interaction with other remote displays available in
the environment. The first mechanism, the Behaviour Awareness Mechanism
(BAM), was designed to provide visual feedback that supports collaborative
learning by promoting reflection and encouraging social interactions. The
BAM is intended to be used across different Computer-Supported Collabora-
tive Learning (CSCL) systems and contexts, providing dynamic and lifelong
feedback to the users. The second awareness mechanism, the Task-Centric
Awareness Mechanism (TAM), is based on the use of situated micro-displays
to provide real-time, in-situ, and task-related awareness. The TAM supports
dynamic and spatially distributed learning activities that require interaction
with the entities (e.g., people, objects, furniture, etc.) that are within a phys-
ical space. Due to the generic features of the BAM mechanism, in addition
to collaborative learning applications, it can be embedded in several other
types of collaborative applications that require quantification and provision of
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awareness of a number of individual and group level variables that affect collab-
orative processes. Some examples include software development frameworks
for managing product development, team building activities in companies,
project management teams, etc.
We can conclude that, although the pervasive monitoring system proposed in
this thesis was initially conceived for educational contexts, most parts of the
research components proposed can be reused for similar monitoring solutions
in other contexts.
6.2 Overview of Contributions
The contributions to the field of pervasive monitoring in dynamic learning
contexts derived from the research work reported in this thesis can be divided
into three basic groups: (i) contributions to the data collection (ii) contribu-
tions to the communication support and (iii) contributions to the awareness
delivery. Following, we summarize the main components of these three sets of
contributions.
6.2.1 Contributions to the Data Collection
An essential part of the research work presented is the definition of a pervasive
sensing framework that allows to increase the quality of the data captured and
optimize the use of resources. The contributions of this specific aspect of our
research are the following:
C1. The description of the pervasive sensing framework, including its services,
components and interaction protocols.
C2. The development of a prototype of the framework.
C3. An empirical evaluation of the framework that provides evidence on
the usefulness and benefits of the proposed framework in terms of resource
consumption as well as about its limitations and associated costs.
C4. A proposal of improvements to reduce the operating costs of the frame-
work.
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6.2.2 Contributions to the Communication Support
Concerning the communication support, this thesis proposes the use of Mobile
Ad hoc Networks as an alternative communication infrastructure for pervasive
monitoring. The specific contributions of this research component include:
C5. An experimental study with real devices and networks on a realistic
physical environment showing how MANET infrastructures can effectively
support pervasive monitoring.
C6. An analysis of several networking issues of MANETs, identifying the lim-
its of these networks in terms of performance and reliability and determining
how they influence the usability of pervasive monitoring applications.
C7. A list of recommendations for the development of applications over
MANET networks to help them meet the communication requirements for
pervasive monitoring.
C8. The development and evaluation of a method to increase the efficiency
of MANETs in terms of scalability, bandwidth availability, network collisions
and resource consumption.
6.2.3 Contributions to the Awareness Delivery
We also propose several methods to deliver awareness information to the users
of pervasive monitoring applications. The particular contributions of this
aspect of our research are the following:
C9. The design of two awareness mechanisms to provide targeted and per-
sonalised feedback to students in diverse learning contexts.
C10. The implementation and evaluation of prototypes of the proposed aware-
ness mechanisms.
C11. Design guidelines to support the development of awareness solutions to
present the monitored information in two different types of displays.
C12. The description of use cases and user studies that show examples of
applications of the proposed mechanisms and suggest that these mechanisms
can produce changes in behaviour and contribute to improve the performance
and experience the students.
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In addition to the previous contributions, one indicator of the relevance of
the research work presented in this thesis as well as its impact on future re-
search work, is a number of scientific papers that have been published in seven
international conferences and two journals. Tabla6.1 shows all the contribu-
tions presented above and their associated papers from the list of the core
publications of this thesis.
Table 6.1: Contributions and associated publications
Contributions Publications
C1, C2, C3, C4 Published inCC1 and CC2
C5, C6, C7 Published in CC6,CC7, CJ1 and CJ2
C8 Published in CC5
C9, C10, C11, C12 Published inCC3 and CC4
6.3 Limitations
The aim of this dissertation was to propose and develop a set of solutions
to allow developers to build pervasive monitoring solutions that are suitable
to be used in modern learning contexts. Our main focus was on the use of
collaborative sensing techniques for data collection, Mobile Ad hoc Networks
for communication, and smartphone-triggered solutions for awareness. For
this reason, all the research and development effort was centred on reaching the
objectives related to those specific aspects. Therefore, although, the objectives
of this thesis have been successfully achieved, as any proposal, it also has a
number of limitations. The main limitations identified are the following:
The pervasive sensing framework proposed in this thesis is not meant to pro-
vide a complete collaborative sensing solution or a final product. Our objective
for the definition of this framework was to offer a generalized and adaptable
solution that provides guidance for the implementation of a number of in-
teresting solutions or applications. Therefore, to build pervasive monitoring
applications, developers can easily reuse our solution, which facilitates the
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design phase and reduces the development costs.
Regarding the solutions proposed for the data collection and communication
elements of our system, the evaluation methods used to assess the viability
and performance also had some restrictions. Although we used a combination
of simulations and prototypes to try to overcome the particular limitations
of using either of these methods in isolation, there are still a number of as-
pects that could not be evaluated in a comprehensive way. On the one hand,
simulations are based on models and simplifications of real-world conditions,
which rely on artificial mobility patterns and idealized models of radio prop-
agation and interferences. Moreover, they do not consider heterogeneity of
devices, the limitations of real software implementations or the real behaviour
of hardware components. On the other hand, real-world experiments also have
some restrictions. Although the evaluation of prototypes or real deployments
include realism and heterogeneity, the number of devices that can be use is
limited. Furthermore, both data traffic and mobility patterns are modelled in
order to emulate the behaviour of real users. However, they cannot accurately
capture all the possible effects of the users’ behaviour and their interactions
with the devices. Therefore, the results from real-world experiments are useful
to validate the usefulness and viability of these solutions. However, it would
be necessary to perform further experiments considering real-life activities in
order to be able to accurately evaluate the performance of the prototypes
under real conditions.
Concerning the evaluation of the prototypes of the proposed awareness mecha-
nisms, although they were evaluated with real users and in real-world learning
environments, there are also a number of limitations that should be consid-
ered. The most important, and existing in the evaluation of both the BAM
and the TAM prototypes, is the fact that the number of participants of the
user studies was limited, which makes difficult to generalize the applicability
of the results. Another limitation encountered in the evaluation of the TAM
was the fact that the study conditions were controlled. The main reason for
this was to ensure the repeatability of the experiments to be able to compare
and contrast the performance and behaviour of the students, isolating the in-
dependent variable of the study (i.e. the number of micro-displays). Therefore,
the experimental tasks do not fully reflect existing learning practices, which
reduces the degree of realism of the study. Longitudinal field user studies that
involve real-life learning activities would be necessary to assess accurately the
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impact of the proposed awareness mechanism on the students.
6.4 Future Research Directions
Considering the limitations of the solutions proposed in this dissertation, a
number of important considerations for future work were identified, relating
to both evaluation methodology and design. Next, we present a list of recom-
mendations considering these aspects.
An evident future line of research can involve the implementation of theMASU
framework as a smartphone application. This would involve the specification
of the particular decision making policies that would be applied for the selec-
tion and activation of sensing roles. For instance, determining which specific
hardware capabilities of the devices would be use the selection of roles as well
as the particular thresholds that would trigger changes in the assignation of
roles (i.e. fault tolerance mechanism). Other examples are the selection of
appropriate algorithms for the selection of the manager of the collaborative
sensing activity (i.e. leader election) or to determine if collaborative sensing is
beneficial for the devices or if they should work autonomously (i.e. cost func-
tion) In reference to the evaluation methods, if we consider the data sensing
and communication components of this thesis, an important next step is to
explore how instrumental are the data traffic, application usage and mobility
patterns of the users in the performance of the proposed monitoring system.
Therefore, future works can focus on real-life experiments, involving the use
of the developed prototypes in real learning activities.
Regarding the OLSRp prediction mechanism, future studies can investigate
how to extend and adapt this work to similar routing protocols. Furthermore,
it would be interesting to study the adaptability of this mechanism to hetero-
geneous scenarios in which some nodes use the OLSRp mechanism while other
nodes use the standard OLSR protocol. More sophisticated prediction tech-
niques can be also investigated to try to improve the results in high mobility
scenarios.
Regarding the awareness provision component of this research, there is a need
of additional case studies in order to further evaluate the suitability of the
proposed approach in different educational and organizational contexts.
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Based on the BAM mechanism, future research can investigate on how the pro-
vision of awareness information (about collaborative learning patterns) that
this mechanism offers may affect the behaviour of the students and their col-
laboration dynamics. Another research direction can be the development of
relevant and specific metrics to quantify the different features of the collabora-
tive learning behaviour that are included in the BAM. The design of the BAM
can also be improved and extended to include, for example, additional visual-
ization modules that show details of how each one of the features represented
have been measured (e.g., if the Coordination feature includes metrics from
email interchanges, project management applications, etc.) and weighted (e.g.,
if email interchange only contributes to a 10% of the value of such a feature).
Finally, an important area of future research can be centred on identifying the
different types of data that can be captured using smartphones (and from the
e-Learning environment), and how they can be used to quantify the collabo-
rative features of the BAM. For instance, assessing whether or not is actually
possible to measure the quality of collaborative processes and of individual
contributions to the group work.
Regarding the TAM mechanism, future studies should consider performing
longitudinal field studies that consider diverse types of real-world learning
environments and activities. These studies can be useful to help generalise the
results of the controlled laboratory user studies to particular environments.
This would allow to study the impact of the TAM on the development of
activities, the performance of students and the dynamics of the different types
of interactions between students and other entities of the physical space. This
fact could lead to the appearance of novel learning practices as well as to new
evaluation methods based on the monitoring of such interactions.
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