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Abstract
Recursion is a fundamental tool of mathematics used to deﬁne, construct, and analyze mathematical objects.
This work employs induction, sieving, inversion, and other recursive methods to solve a variety of problems
in the areas of algebraic number theory, topological and combinatorial graph theory, and analytic probabil-
ity and statistics. A common theme of recursively deﬁned functions, weighted sums, and cross-referencing
sequences arises in all three contexts, and supplemented by sieving methods, generating functions, asymp-
totics, and heuristic algorithms.
In the area of number theory, this work generalizes the sieve of Eratosthenes to a sequence of polynomial
values called polynomial-value sieving. In the case of quadratics, the method of polynomial-value sieving
may be characterized brieﬂy as a product presentation of two binary quadratic forms. Polynomials for
which the polynomial-value sieving yields all possible integer factorizations of the polynomial values are
called recursively-factorable. The Euler and Legendre prime producing polynomials of the form n2 +
n + p and 2n2 + p, respectively, and Landau’s n2 + 1 are shown to be recursively-factorable. Integer
factorizations realized by the polynomial-value sieving method, applied to quadratic functions, are in direct
correspondence with the lattice point solutions (X,Y ) of the conic sections aX2+bXY +cY 2+X−nY =
0. The factorization structure of the underlying quadratic polynomial is shown to have geometric properties
in the space of the associated lattice point solutions of these conic sections.
In the area of combinatorial graph theory, this work considers two topological structures that are used to
model the process of homologous genetic recombination: assembly graphs and chord diagrams. The result
of a homologous recombination can be recorded as a sequence of signed permutations called a micronu-
clear arrangement. In the assembly graph model, each micronuclear arrangement corresponds to a directed
Hamiltonian polygonal path within a directed assembly graph. Starting from a given assembly graph, we
construct all the associated micronuclear arrangements. Another way of modeling genetic rearrangement is
to represent precursor and product genes as a sequence of blocks which form arcs of a circle. Associating
vii
matching blocks in the precursor and product gene with chords produces a chord diagram. The braid index
of a chord diagram can be used to measure the scope of interaction between the crossings of the chords.
We augment the brute force algorithm for computing the braid index to utilize a divide and conquer strat-
egy. Both assembly graphs and chord diagrams are closely associated with double occurrence words, so we
classify and enumerate the double occurrence words based on several notions of irreducibility.
In the area of analytic probability, moments abstractly describe the shape of a probability distribution.
Over the years, numerous varieties of moments such as central moments, factorial moments, and cumu-
lants have been developed to assist in statistical analysis. We use inversion formulas to compute high order
moments of various types for common probability distributions, and show how the successive ratios of mo-
ments can be used for distribution and parameter ﬁtting. We consider examples for both simulated binomial
data and the probability distribution afﬁliated with the braid index counting sequence. Finally we consider
a sequence of multiparameter binomial sums which shares similar properties with the moment sequences
generated by the binomial and beta-binomial distributions. This sequence of sums behaves asymptotically
like the high order moments of the beta distribution, and has completely monotonic properties.
viii
Chapter 1
Introduction
1.1 Methods of Recursion
Recursion is the process of repetition (repetition), and a recursive method is the use of recursion in a ﬁnite
or inﬁnite way to deﬁne, construct, or analyze a mathematical object. Often times a recursive structure will
have a closed form couterpart. For instance, the Fibonacci numbers are expressed through the recursive
deﬁnition Fn = Fn−1 + Fn−2 for n ≥ 2 such that F0 = 0 and F1 = 1, with Benit’s formula
Fn =
(1 +
√
5)n − (1−√5)n
2n
√
5
for n ∈ N0 as the closed form counterpart. The closed form allows for rapid computation of the nth
Fibonacci number, but the recursive deﬁnition is more convenient for proving identities and a more natural
approach to the sequence. Generating functions such as the formal power series
G(t) =
∞∑
n=0
an t
n (1.1)
provide a straightforward connection between the recursively deﬁned an and the closed G(t). Interplay
between a recursive deﬁnition and its closed form can be a powerful tool, but many modern problems lack
either the recursive relation or the closed form or their deﬁnitions are impractical for computational purposes.
Constructing a set from other sets is also another common method of recursion. Consider the following
case. Given initial setK1 = {11}, the rule to obtainKi+1 is to ﬁrst add a 1 to all the integers in all the words
ofKi. Second, form 2n−1 new words by placing exactly one 1 in all possible positions between the integers
in each word. To ﬁnally obtain Ki+1, concatenate a 1 to the front of each word. The word 11 becomes 22
which generates 122, 212, and 221, leading to the new set K2 = {1122, 1212, 1221}. Continuing in this
fashion (n− 2) more times will yield a set of all double occurrence words with n symbols. It is clear from
this construction that |Kn+1| > |Kn| for all n ∈ N. By contrast, the cardinality of the set formed by taking
1
successive differences of {1, 4, . . . , n2} decreases with each iteration. However, starting from an inﬁnite set
{ 1n}∞n=1 and taking successive differences will not change the cardinality.
Set constructions that increase in cardinality are common in enumeration problems, and give an upper
bound to questions of algorithmic complexity and asymptotics. By contrast, set constructions which de-
crease the cardinality are useful in sieving and optimization problems, where a solution or set of solutions
are reﬁned with each iteration.
This study exhibits some of these recursive methods, as applied to particular topics in number theory,
combinatorial graph theory, and probability. Organizationally, the chapters are largely self-contained, each
chapter providing its own preliminaries and background. An attempt has been made to use the established
notation for each ﬁeld, and as a consequence may conﬂict from chapter to chapter, e.g., Γa is a set of
matrices in Chapter 2, Γk is an assembly graph in Chapter 3, and Γ(x) is the Euler integral of the second
kind in Chapter 4. Chapter notations are provided in a table a the end of the chapter. Likewise, the references
are sorted alphabetically according to chapter.
The topics covered in each chapter are as follows.
1.1.1 Recursive Methods in Number Theory
We identify a recursive structure among factorizations of polynomial values into two integer factors. Polyno-
mials for which this recursive structure characterizes all non-trivial representations of integer factorizations
of the polynomial values into two parts are here called recursively-factorable polynomials. In particular, we
prove that n2+1 and the prime-producing polynomials n2+n+41 and 2n2+29 are recursively-factorable.
For quadratics, we prove that this recursive structure is equivalent to a Diophantine identity involving the
product of two binary quadratic forms. We show that this identity may be transformed into geometric terms,
relating each integer factorization an2 + bn+ c = p q to a lattice point of the conic section aX2 + bXY +
cY 2 + X − nY = 0, and vice versa. Surprisingly, the set of all (X,Y ) lattice point solutions for these
conic sections do not depend on b or c, and may be deﬁned independently of this Diophantine form. Further,
interger factorizations for the values of an2 + bn + c manifest themselves as a line in the geometry of the
lattice point solutions.
2
1.1.2 Recursive Methods in Combinatorial Graph Theory
A double occurrence word over a ﬁnite alphabet is a word in which each alphabet letter appears exactly
twice. Such words arise naturally in the study of topology, graph theory, and combinatorics. Recently,
double occurrence words have been used for studying DNA recombination events. We develop formulas
for counting and enumerating several elementary classes of double occurrence words such as palindromic,
irreducible, and strongly-irreducible words.
Genome rearrangement and homological recombination processes have been modeled by [27] as 4-regular
spacial graphs with rigid vertices, called assembly graphs. These graphs can also be represented by double
occurrence words. The rearranged DNA segments are modeled by certain types of paths in the assembly
graphs called polygonal paths. We provide a sharp upper bound for the number of polygonal paths in Hamil-
tonian sets of polygonal paths, and present a family of graphs that achieves this bound. The recombination
event can be described through a sequence of signed permutations called a micronuclear arrangements,
which in the assembly graph model, correspond to directed Hamiltonian polygonal paths. We characterize
all possible micronuclear arrangements associated with a given assembly graph.
Chord diagrams are another visualization of genetic recombination. The braid index of a chord diagram
gives a notion of the complexity among the crossings of the chords, and the algorithm given in [29] which
computes the braid index is O(n!). We show that the braid index of a chord diagram can be computed from
the closure of its connected linear sub-chord diagrams, producing a divide-and-conquer type algorithm and
the classiﬁcation of chord diagrams with high braid index.
1.1.3 Recursive Methods in Probability
A moment is a property of a probability distribution which abstractly deﬁnes its shape. Various types of
moments, such as central moments, factorial moments, and cumulants, have been developed to exploit
different shape features of the distribution. Converting between the various types of moments is performed
by inversion formulas derived from manipulations of the moment generating functions. We introduce a
method for ﬁtting a sample to a probability distribution through rational regression of the ratios of various
types of moments, and give some examples using sample data and the probability distribution generated by
the braid index countings.
Bernstein’s theorem shows that for a continuous function f on [0, 1], ifX has a binomial distribution with
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parameters n and p, then
lim
n→∞E
[
f
(
X
n
)]
= f(p), (1.2)
and a similar statement holds true for the beta-binomial distribution. Hausdorff showed that moment se-
quences of distributions deﬁned on the interval [0, 1] are completely monotonic, i.e., ﬁrst differences of the
values are non-positive, second differences are non-negative, etc. Taking f(x) = xλ in (1.2) yields a se-
quence of binomial moments in λ divided by nλ. We show that this sequence is not completely monotonic
for certain p ∈ (0, 1), and provide a similar result for the beta-binomial distribution. However, we exhibit a
sequence of multiparameter binomial sums which has characteristics of both the binomial and beta-binomial
moment sequences, and completely monotonic properties.
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Chapter 2
Polynomial-Value Sieving and Recursively-Factorable Polynomials
The sieve of Eratosthenes is the oldest and most well-known of the integer sieves, and is used to ﬁnd all the
primes up to a given limit N . The sieve begins with the list of integers L = (2, 3, . . . , N) and proceeds
iteratively by marking the smallest number on the list as prime and removing it along with its multiples from
the list. The smallest number still left on the list is marked as prime and the procedure continues until the
list is empty.
Algorithmically, the sieve of Eratosthenes both identiﬁes the prime numbers in the list and yields a unique
prime factorization for the composite numbers through multiple presentations of each polynomial value as
product of two integers. In other words, each value F (n) = n in the sequence L = (F (2), F (3), . . . , F (N))
is presented as the factorization presentation F (n) = p q for each p | F (n). If however F is an arbitrary
polynomial with integer coefﬁcients and p | F (n), then p | F (n + k p) for each k ∈ Z too. Hence, the
algorithm can be generalized to include other polynomials at the cost of missing some of the factorization
presentations. Fortunately, the situation can be improved by taking both factors of each composite F (n)
into consideration, i.e., if F (n) = p q is marked as being divisible by p then all F (n+ kq) where k ∈ Z can
be marked as being divisible by q as well.
To keep track of all the factorization presentations, it sufﬁces to record the initial value along with the
sequence of quotients for the multiples of the factors, e.g., if F (x1) = 1 · p1, F (x1 + x2p1) = p1 p2 and
F (x1 + x2p1 + x3p2) = p2 p3 then the factorization presentation can be reconstructed from the sequence
(x1, x2, x3). This method of sieving the polynomial values for integer factorizations is expressed in The-
orem 2.1, and holds in the context of multivariate polynomials as well. Section 2.2 introduces a family
of polynomials called recursively-factorable polynomials for which the collection of factorization presen-
tations corresponding to the sequences {(x1, . . . , xm) ∈ Zm}∞m=1 yield the unique prime factorization for
each value of F via presentations F (n) = p q for each p | F (n).
In general, recursively-factorable polynomials are rare, but there are some noteworthy instances. Par-
ticularly, the Euler-like and Legendre-like prime producing polynomials of the form n2 + n + c for c ∈
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{2, 3, 5, 11, 17, 41} and 2n2 + c for c = {3, 5, 11, 29}, respectively, and Landau’s n2 + 1 are recursively-
factorable. The sieve of Eratosthenes veriﬁes that the line n is also recursively-factorable, but we presently
focus on recursively-factorable quadratic equations.
In Section 2.3, we introduce an identity which presents the factorization of a quadratic polynomial value
as the product of two binary quadratic forms (Theorem 2.3) and show that this identity associates all the
factorization presentations of the aforementioned polynomial-value sieving integer sequences with the set
Γa :=
⎧⎨⎩
⎛⎝α β
γ δ
⎞⎠ ∈ M2(Z)
∣∣∣∣∣∣αδ − a βγ = 1
⎫⎬⎭. For monic quadratics, a = 1 and the factorization presen-
tations correspond to the transvection generators of Γ1 = SL2(Z) (Corollary 2.2).
In Section 2.4, a bijection is established (Theorem 2.5) between Γa and the setLa of lattice point solutions
(X,Y ) ∈ Z2 for the conic sections aX2 + bXY + c Y 2 +X − nY = 0 with a, b, c, n ∈ Z, showing that
La does not depend on b, c, or n. Following the mappings in Figure 1, each lattice point (X,Y ) of the conic
section is associated with an element of Γa and gives a factorization presentation for F (n) = an2 + bn+ c.
If a factorization presentation F (n) = p q has a corresponding integer sequence (x1, . . . , xm) then there is
a matching element of Γa which corresponds to a lattice point solution of the conic section.
F (n) = p q ⎛⎝α β
γ δ
⎞⎠ ∈ Γa (X,Y ) ∈ La
(x1, . . . , xm)
Thm. 2.5
Thm. 2.5
Thm. 2.3
Thm. 2.4
Thm. 2.1 Thm. 2.2
Figure 1.: Relationships between factorization presentations an2 + bn + c = p q, the polynomial-value
sieving sequence (x1, . . . , xm), the set of 2 × 2 integers matrices Γa, and the set of lattice point solutions
La to the conic section aX2 + bXY + cY 2 +X − nY = 0.
2.1 Polynomial-Value Sieving
THEOREM 2.1. Let R be a commutative ring with identity. For any polynomial F ∈ R[x] of degree d,
there exists a sequence of multivariate polynomials {fm(x1, . . . , xm)}∞m=0 such that fm(x1, . . . , xm) ∈
R[x1, . . . , xm] and
F
(
m∑
k=1
xk fk−1(x1, . . . , xk−1)
)
= fm−1(x1, . . . , xm−1) fm(x1, . . . , xm) (2.1)
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where f0 = 1, f1(x1) = F (x1), and
fm = fm−2 + xm
d∑
j=1
1
j!
(
xm
fm−1
fm−2
)j−1 ∂jfm−1
∂xjm−1
(2.2)
for m ≥ 2 with the convention that fm is shorthand for fm(x1, . . . , xm).
Proof. Since F (x1f0) = f0 f1(x1) represents the trivial factorization, the statement is initially true and we
proceed by induction on m. Let D(j) be the jth order Hasse derivative and D(j)x = 1j!
dj
dxj
be the jth order
Hasse derivative with respect to the intermediate x. Applying D(j)xm−1 to both sides of F
(
m−1∑
k=1
xkfk−1
)
=
fm−2 fm−1 gives
(D(j)F )
(
m−1∑
k=1
xkfk−1
)
· f jm−2 = fm−2 ·D(j)xm−1fm−1. (2.3)
Using the Taylor series expansion for F ,
F
(
m∑
k=1
xkfk−1
)
=
d∑
j=0
(D(j)F )
(
m−1∑
k=1
xkfk−1
)
· (xmfm−1)j
= F
(
m−1∑
k=1
xkfk−1
)
+ (xmfm−1)
d∑
j=1
(D(j)F )
(
m−1∑
k=1
xkfk−1
)
· (xmfm−1)j−1
= fm−1 ·
⎛⎝fm−2 + xm d∑
j=1
(D(j)F )
(
m−1∑
k=1
xkfk−1
)
· (xmfm−1)j−1
⎞⎠ (2.4)
which gives a deﬁnition for fm(x1, . . . , xm) ∈ R[x1, . . . , xm]. Substituting (2.3) into (2.4) yields
fm = fm−2 + xm
d∑
j=1
(
xm
fm−1
fm−2
)j−1
D
(j)
xm−1fm−1 .
REMARK 2.1.1. For F (z) =
d∑
i=0
aiz
i, taking j = d in equation (2.3) gives
D
(d)
xm−1fm−1
(fm−2)d−1
= ad
for all d ≥ 1. So for d = 2, Theorem 2.1 expresses fm as
fm = fm−2 + xm
∂fm−1
∂xm−1
+ a2 x
2
mfm−1 . (2.5)
REMARK 2.1.2. For each sequence (x1, . . . , xm), if xi = xia + xia then
fm(x1, x2, . . . , xi−1, xi, xi+1, . . . , xm) = fm+2(x1, x2, . . . , xi−1, xia , 0, xib , xi+1 . . . , xm) . (2.6)
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Moreover if (x1, . . . , xm) ∈ Zm, then there exists fM such that
fm(x1, . . . , xm) = fM (z1, . . . , zM )
where zi ∈ {−1, 0, 1} and M =
∑m
j=1 2|xj | − 1.
EXAMPLE 2.1.1. Let F (x) = 3x2 + 5x+ 11. We compute f3(2,−1, 4) as follows:
f0 = 1
f1(2) =
F (2 · 1)
1
=
F (2)
1
= 33
f2(2,−1) = F (2 + (−1) · 33))
33
=
F (−31)
33
= 83
f3(2,−1, 4) = F (−31 + 4 · 83)
83
=
F (301)
83
= 3293
This gives F (301) = 273319 = 83× 3293. One can also verify that
f3(2,−1, 4) = f11(1, 0, 1,−1, 1, 0, 1, 0, 1, 0, 1).
2.2 Recursively-Factorable Polynomials
Theorem 2.1 provides a means of factoring the values of a polynomial F into two integers, but these pre-
sentations may not represent the full solution set {(n, p, q) ∈ Z3 : F (n) = p q}. For example when
F (n) = n2 + n + 7, the integer factorization F (1) = 3 · 3 cannot be presented via Theorem 2.1, i.e.,
there does not exist a ﬁnite sequence of integers (x1, x2, . . . , xm) for which fm = 3, fm−1 = 3, and∑m
k=1 xkfk−1 = 1. Proof of this fact is shown in Remark 2.3.2.
By contrast, Lemma 2.2 provides the existence of a family of polynomials F for which the prime integer
factorization of each value of F ∈ F can be reconstructed from the presentations of Theorem 2.1. Theorem
2.2 shows that this family of polynomials contains the recursively-factorable polynomials characterized by
the following property.
DEFINITION 2.2.1. Let F be a polynomial with integer coefﬁcients. If for each integer factorization pre-
sentation F (n) = p q there exists an r ∈ Z such that |F (r)| < |F (n)| and r ≡ n (mod |p|) or r ≡ n
(mod |q|), then n is said to satisfy the recursively-factorable criterion for F . If each n ∈ Z satisﬁes the
recursively-factorable criterion for F , then the polynomial F is said to be recursively-factorable.
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REMARK 2.2.1. Recursively-factorable polynomials are irreducible over Z. If not then F (n) = 0 for
some n ∈ Z, but the non-trivial factorization 0 = 0 · p0 has no associated r ≡ n (mod |p0|) such that
|F (r)| < |F (n)| = 0 for any p0 ∈ Z.
LEMMA 2.1. Let F be a polynomial andG(n) = ±F (n−h) for some h ∈ Z. If F is recursively-factorable,
then so is G.
Proof. Suppose that G(n) = ±F (n − h) = p0 p1 is a non-trivial factorization. Since F is recursively-
factorable, we may assume without loss of generality that there exists q ∈ Z such that |F (r)| < |F (n− h)|
where r = (n − h) − q p0. Thus |G(r + h)| < |G(n)| and r + h = n − q p0 ≡ n (mod |p0|), so we may
conclude that G is recursively-factorable.
THEOREM 2.2. If F is recursively-factorable then, for each n ∈ Z and p ∈ N such that p | F (n), there
exists a ﬁnite sequence of integers (x1, x2, . . . , xm) such that
n =
m∑
k=1
xkfk−1(x1, . . . , xk−1) and p = |fm(x1, . . . , xm−1, xm)|. (2.7)
Proof. Fix n ∈ Z. If p = 1 or |F (n)| then the sequence (n) gives the presentation F (n) = F (n · f0) =
f0 f1(n) = 1 · F (n). Thus it is sufﬁcient to consider the case where F (n) is a composite integer with a
non-trivial factorization F (n) = p1 p0 such that p = |p0|.
Let R = {r ∈ Z : r ≡ n (mod |p0|) or r ≡ n (mod |p1|)}. Since F is recursively-factorable, there
exists an r ∈ R such that |F (r)| < |F (n)|. Moreover there is an r1 ∈ R such that |F (r1)| ≤ |F (r)| for all
r ∈ R. Set p∗ = p0 or p1 so that r1 ≡ n (mod |p∗|). It follows that n = q1 p∗ + r1 and F (r1) = p2 p∗ for
some q1, p2 ∈ Z. If |p2| = 1, then F (r1) = p2 p∗ represents a trivial factorization and the sequence (r1, q1)
yields the presentation
F (n) = F (r1 p2 + q1 p∗) = f1(r1) f2(r1, q1). (2.8)
If |p2| = 1, then F (r1) = p∗ p2 represents a non-trivial factorization, and by the minimality of our choice
of r1 relative to all other r ∈ R there exists an r2 which minimizes |F (r2)| < |F (r1)| over all r2 ≡ r1
(mod |p2|), i.e., r1 = q2 p2 + r2 for some q2 ∈ Z.
We may continue in this fashion until we obtain the trivial integer factorization F (rm−1) = pm−1 pm
where |pm| = 1, produced from a ﬁnite sequence of factors (p∗, p2, . . . , pm−1, pm), quotients (q1, q2, . . . ,
qm−1) and remainders (r1, r2, . . . , rm−1) such that rk = qk+1 pk+1 + rk+1 and F (rk) = pk pk+1 for each
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2 ≤ k ≤ m− 1. Starting with pm = 1 and F (rm−1) = pm−1 pm we may reverse this sequence to obtain n
and p as follows:
pm−1 =
F (rm−1)
pm
=
F (rm−1)
f0
= f1(rm−1),
pm−2 =
F (rm−2)
pm−1
=
F (rm−1 + qm−1 pm−1)
pm−1
=
F (rm−1 f0 + qm−1 f1(rm−1))
f1(rm−1)
= f2(rm−1, qm−1).
More generally
pk = fm−k(rm−1, qm−1, qm−2, . . . , qk+1)
for 2 ≤ k ≤ m− 2 and p∗ = fm−1(rm−1, qm−1, . . . , q2).
Therefore the integer sequence (rm−1, qm−1, . . . , q1) gives the presentation
F (n) = F
(
rm−1 f0 + qm−1f1(rm−1) +
m∑
k=3
qm−k+1fk−1(rm−1, qm−1, . . . , qm−k+2)
)
= fm−1(rm−1, qm−1, . . . , q2) fm(rm−1, qm−1, . . . , q2, q1),
and p = |fm(rm−1, qm−1, . . . , q1)|.
F (n) = p1 p0
F (r1) = p2 p1
F (r2) = p3 p2
F (rk) = pk+1 pk
qk pk
q2 p2
q1 p1
Figure 2.: Sequence of decreasing values of F used to compute x1, x2, . . . , xm in fm(x1, x2, . . . , xm).
The proof of Theorem 2.2 starts with an integer factorization F (n0) = p1 p0 and constructs a sequence
of factorizations F (n1) = p1 p2, F (n2) = p2 p3, . . . such that |F (n0)| > |F (n1)| > |F (n2)| . . . until
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a prime number F (nm) with the trivial factorization F (nm) · 1 is reached. In this way prime-producing
polynomials, which contain a large interval of consecutive prime values, make good candidates for having
the recursively-factorable property.
2.2.1 Prime-producing Polynomials
In 1772, Euler [6] discovered that the polynomial n2 − n+ 41 produces prime numbers for n ∈ [−39, 40],
and later Legendre [15] noted that both n2 + n + 17 and n2 + n + 41 are prime for n ∈ [−16, 15] and
n = [−40, 39], respectively. Le Lionnais considered polynomials of the type n2 + n + ε in general, which
he called Euler-like polynomials [16], and integers ε for which n2 + n+ ε is prime for n = 0, 1, . . . , ε− 2
have come to be known as lucky numbers of Euler.
Rabinowitz [21] proved that ε is a lucky number of Euler if and only if the ﬁeld Q(
√
1− 4ε) has class
number 1. From this, Heegner [13] and Stark [23] showed that there are exactly six lucky numbers of Euler,
namely 2, 3, 5, 11, 17, and 41.
Legendre [15] explored other types of prime-producing quadratics such as 2n2 + λ which is prime when
λ = 29 for n = 0, 1, . . . , 28. Akin to the Euler-like polynomials, these quadratics give primes for n =
0, 1, . . . , λ − 1 for prime λ if and only if Q(√−2λ) has class number 2 [8, 17]. Baker [1] and Stark [24]
found that the only such λ are 3, 5, 11, and 29.
As seen in Lemma 2.2, Euler-like and Legendre-like prime-producing quadratics are indeed recursively-
factorable. Further discussion of prime-producing quadratics can be found in [18, 22].
LEMMA 2.2. The following quadratics (and their horizontal shifts) are recursively-factorable:
(i) n2 + c where c ∈ {1, 2},
(ii) n2 + n+ c where c ∈ {1, 2, 3, 5, 11, 17, 41}
(iii) 2n2 + c where c ∈ {1, 3, 5, 11, 29},
(iv) 2n2 + 2n+ c where c ∈ {1, 2, 3, 7, 19},
(v) 3n2 + c where c = 2,
(vi) 3n2 + 3n+ c where c ∈ {1, 2, 5, 11, 23},
(vii) 4n2 + c where c ∈ {1, 3, 7}, and
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(viii) 4n2 + 4n+ c where c ∈ {2, 3, 5}.
Proof. We claim that if F is one of these polynomials and all the values within a suitably large interval Inˆ
are known to satisfy the recursively-factorable criterion for F , then the remaining values outside of Inˆ also
satisfy the recursively-factorable criterion.
Supposing F (n) = an2 + bn + c is one of the polynomials in cases (i)-(viii), F is a positive parabola
having a minimum at either n = 0 or n = −12 . Furthermore the values F (n) = F
(−n− ba) for all n ∈ Z,
so if n satisﬁes the recursively-factorable criterion then so does −n − ba . Also note that |F (m)| < |F (n)|
for m ∈ In =
(
min{−n− ba , n},max{−n− ba , n}
)
.
For cases (i)-(vi), deﬁne nˆ such that |2n + ba | > 
√
F (n) for each n ≥ nˆ. Given that for each
factorization presentation F (n) = p q either p ≤ √F (n) or q ≤ √F (n), for n ≥ nˆ there exists a
k ∈ Z such that either n− k p ∈ Inˆ or n− k q ∈ Inˆ. Thus if we can verify that the values within Inˆ satisfy
the recursively-factorable criterion, then so do the values greater than nˆ (and symmetrically the values less
than −nˆ − ba ), i.e., F is recursively-factorable. In cases (vii) and (viii) we use a sharper approximation of
min{p, q} than √F (n) to determine nˆ, but the idea is the same.
In cases (i), (iii), (v), and (vii), F (n) is prime (or 1) for n ∈ [1 − c, c − 1] and c | F (±c) which means
c | F (0) = c, so the recursively-factorable condition is satisﬁed for n ∈ [−c, c]. Similarly, F (n) is prime
(or 1) for n ∈ [1− c, c−2] in cases (ii), (iv), (vi), and (viii). The recursively-factorable condition is satisﬁed
for −c, c− 1, and c since c | F (−c), F (c− 1), F (c) and F (0) = F (−1) = c. Hence for all cases (i)-(viii)
the recursively-factorable criterion is satisﬁed for n ∈ [−c, c].
Case (i): For F (n) = n2 + c with c ∈ {1, 2}, nˆ = √ c3 = 0 and Inˆ = [0] ⊂ [−c, c].
Case (ii): For n2 + n+ c with c ∈ {1, 2, 3, 5, 11, 17, 41}, Inˆ =
[
−
⌊
−12 +
√
4c−1
12
⌋
− 1,
⌊
−12 +
√
4c−1
12
⌋]
and gives the respective Inˆ intervals corresponding to each c: [−1, 0] ⊆ [−1, 1], [−1, 0] ⊆ [−2, 2], [−1, 0] ⊆
[−3, 3], [−1, 0] ⊆ [−5, 5], [−2, 1] ⊆ [−11, 11], [−2, 1] ⊆ [−17, 17], and [−4, 3] ⊆ [−41, 41].
Case (iii): For F (n) = 2n2+ c with c ∈ {1, 3, 5, 11, 29}, Inˆ = [−
√
c
2, 
√
c
2] which gives the respective
intervals: [0] ⊆ [−1, 1], [−1, 1] ⊆ [−3, 3], [−1, 1] ⊆ [−5, 5], [−2, 2] ⊆ [−11, 11], and [−3, 3] ⊆ [−29, 29].
Case (iv): Let F (n) = 2n2 + 2n + c with c ∈ {1, 2, 3, 7, 19}, Inˆ =
[
−
√
2c−1−1
2  − 1, 
√
2c−1−1
2 
]
which gives the respective intervals: [0] ⊆ [−1, 1], [0] ⊆ [−2, 2], [0] ⊆ [−3, 3], [−1, 1] ⊆ [−7, 7], and
[−2, 2] ⊆ [−19, 19].
Case (v): Let F (n) = 3n2 + 2, then Inˆ = [0] ⊆ [−2, 2].
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Case (vi): Let F (n) = 3n2+3n+ c with c ∈ {1, 2, 5, 11, 23}, Inˆ =
[
−
√
4c−3−1
2  − 1, 
√
4c−3−1
2 
]
which
gives the respective intervals: [−1, 0] ⊆ [−1, 1], [−1, 0] ⊆ [−2, 2], [−2, 1] ⊆ [−5, 5], [−3, 2] ⊆ [−11, 11],
and [−5, 4] ⊆ [−23, 23].
Case (vii): Let F be of the form 4n2 + c with c ∈ {1, 3, 7}. We claim that if F (n) = p q where p ≤ q is an
integer factorization presentation, then p < 2n. Observe that p = 2n+ 1 implies that q ≥ 2n+ 1 and
4n2 + 4n+ 1 = (2n+ 1)2 ≤ p q = F (n) = 4n2 + c =⇒ 4n+ 1 ≤ c
and is a contradiction for n > c. Similarly, for p = 2n and q ≥ 2n+ 1,
4n2 + 2n = 2n (2n+ 1) ≤ p q = F (n) = 4n2 + c =⇒ 2n ≤ c
and is also contradiction for n > c. Clearly q = 2n since 4n2 + c = F (n) = p q = (2n)2 = 4n2. Thus we
are guaranteed that 2n > p and there exists an r ∈ (1− n, n− 1) such that r ≡ n (mod p).
Case (viii): Let F be of the form 4n2 + 4n + c with c ∈ {2, 3, 5}. As in case (vii), we show that p < 2n
for each integer factorization presentation F (n) = p q where p ≤ q. First notice that taking p = 2n+ 2 and
q ≥ 2n+ 2 leads to
4n2 + 8n+ 4 = (2n+ 2)2 ≤ p q = F (n) = 4n2 + 4n+ c =⇒ 4n+ 4 ≤ c
and is a contradiction for n > c. Likewise, taking p = 2n+ 1 and q ≥ 2n+ 2 gives
4n2 + 6n+ 2 = (2n+ 1)(2n+ 2) ≤ p q = F (n) = 4n2 + 4n+ c =⇒ 2n+ 2 ≤ c
and again is a contradiction for n > c. With p = 2n + 1 and q = 2n + 1, 4n2 + 4n + c = F (n) = p q =
4n2 + 4n+ 1 as c = 1. Finally assume that p = 2n and q ≥ 2n+ 3,
4n2 + 6n = (2n)(2n+ 3) ≤ p q = F (n) = 4n2 + 4n+ c =⇒ 2n ≤ c
and is a contradiction for n > c. Finally take q = 2n+2 to get the contradiction 4n2+4n = (2n)(2n+2) =
p q = F (n) = 4n2 + 4n + c. Therefore if the recursively factorable criterion holds for the values in the
interval [−c, c], then 2n > p and the criterion holds for the values outside of the interval also.
REMARK 2.2.2. With some additional casework to show that the values over a suitably large interval satisfy
the recursively-factorable criterion, it can also be shown that the polynomials in Table 1 are recursively-
factorable. Some of these quadratics are prime-producing polynomials, or a horizontal shift of one, listed in
[18] and [26].
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Table 1: Recursively-factorable polynomials with real roots.
c ≤ 5000
n2 − c 2, 3, 6, 7, 11, 14, 23, 38, 47, 62, 83, 167, 227, 398
n2 + n− c 1, 3, 4, 5, 7, 8, 9, 10, 13, 14, 15, 17, 18, 19, 22,
23, 25, 27, 28, 33, 37, 39, 43, 45, 49, 53, 59, 67,
69, 73, 75, 79, 85, 87, 93, 103, 109, 113, 115,
127, 129, 139, 153, 163, 169, 179, 193, 199, 205,
213, 235, 269, 283, 313, 337, 349, 373, 385, 409,
469, 499, 619, 643, 655, 763, 829, 865, 883, 997,
1063, 1555
2n2 − c 1, 3, 5, 7, 11, 13, 15, 19, 21, 29, 31, 35, 37, 47,
55, 61, 67, 69, 79, 91, 101, 103, 133, 139, 157,
159, 181, 199, 229, 283, 439, 571, 643, 661, 1069
2n2 + 2n− c 1, 2, 3, 5, 6, 7, 9, 10, 11, 14, 15, 17, 21, 23, 26,
27, 29, 35, 38, 41, 43, 53, 63, 65, 71, 81, 83, 86,
107, 113, 146, 149, 173, 185, 191, 215, 218, 223,
251, 317, 323, 371, 413, 491, 743, 833
3n2 − c 1, 2, 5, 10, 14, 29, 46, 106, 149
3n2 + 3n− c 1, 2, 3, 4, 5, 7, 8, 11, 13, 17, 19, 23, 29, 31, 37,
41, 47, 55, 59, 65, 67, 79, 89, 95, 97, 107, 119,
131, 157, 163, 173, 199, 229, 257, 275, 317, 325
457, 479, 635, 637, 1379
4n2 − c 1, 2, 3, 5, 7, 11, 13, 17, 19, 23, 33, 41, 47, 59, 83
107, 167, 227, 563
4n2 + 4n− c 1, 2, 3, 5, 6, 7, 10, 11, 13, 19, 21, 22, 27, 31, 37,
43, 46, 51, 61, 67, 82, 85, 115, 127, 163, 166, 226,
277, 397
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For these real-root quadratics, the condition |F (m)| < |F (n)| for m ∈ [2 − n, n − 1] no longer holds
as it did in Lemma 2.2. However for n > max
{
−b−√b2+8ac
2a ,
−b+√b2+8ac
2a
}
, |F (m)| < |F (n)| for all m ∈(−n− ba , n). Hence nˆ can be chosen to be sufﬁciently large so that, for all n > nˆ, both |F (m)| < |F (n)|
for m ∈ (−n− ba , n) and √|F (n)| < |2n+ ba |.
2.3 Presentation as a Product of Binary Quadratic Forms
We show in this section that, for quadratic polynomials, the factorization presentations of Theorem 2.1,
deﬁned recursively as F (
∑m
k=1 xkfk−1) = fm−1fm, may be expressed in a closed form as the product of
two binary quadratic forms. Theorem 2.4 establishes that, in this context, each factorization presentation
sequence (x1, . . . , xm) corresponds with a particular Am ∈ M2(Z).
2.3.1 Deﬁnitions for Δa, η, and φi
DEFINITION 2.3.1. Fix F (n) = an2 + b n+ c. Let ΔF , ηF , φF,0, and φF,1 be functions from M2(Z) → Z
deﬁned such that for A =
⎛⎝α β
γ δ
⎞⎠,
ΔF [A] = α δ − a β γ,
ηF [A] = αγ + b β γ + c β δ,
φF,0[A] = α
2 + b α β + a c β2,
φF,1[A] = aγ
2 + b γ δ + c δ2,
(2.9)
and for natural m,
φF,m[A] =
⎧⎪⎨⎪⎩
φF,0[A] for even m
φF,1[A] for odd m
. (2.10)
We suppress the F when it is clear by the context, favoring the notation Δ[A], η[A], φ0[A], φ1[A], and
φm[A].
DEFINITION 2.3.2. For a ∈ Z, let
Γa := {A ∈ M2(Z) : Δ[A] = 1} . (2.11)
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In general, the set Γa is not closed under matrix multiplication and does not contain inverses for each of its
elements. However the case when a = 1 is particularly noteworthy as Γ1 = SL2(Z) is the special linear
group.
2.3.2 Closed form parameterization of aX2 + bX + c = Y Z
THEOREM 2.3. Let F : Z → Z such that F (x) = a x2 + b x+ c. For α, β, γ, δ ∈ Z,
F (αγ + b β γ + c β δ) = (α2 + b α β + a c β2)(a γ2 + b γ δ + c δ2) (2.12)
if and only if α δ − a β γ = 1 or −1− b (αγ+b β γ+c β δ)c , i.e., for A ∈ M2(Z),
F (η[A]) = φ0[A]φ1[A] (2.13)
if and only if Δ[A] = 1 or −1− bc η[A].
Proof. By expanding both sides, one can verify that:
F (αγ + b β γ + c β δ)− (α2 + b α β + a c β2) (a γ2 + b γ δ + c δ2)
= (1− (α δ − a β γ)) (c (α δ − a β γ) + (c+ b (αγ + b β γ + c β δ))).
REMARK 2.3.1. The set of matrices K = K1 ∪ K2 ∪ K3 ⊂ Γa where
K1 =
⎧⎨⎩
⎛⎝±1 0
s ±1
⎞⎠∣∣∣∣∣∣ s ∈ Z
⎫⎬⎭ , (2.14)
K2 =
⎧⎨⎩
⎛⎝ s ±1
∓1 0
⎞⎠∣∣∣∣∣∣ s ∈ Z
⎫⎬⎭ , and K3 =
⎧⎨⎩
⎛⎝ s ±1
±1 0
⎞⎠∣∣∣∣∣∣ s ∈ Z
⎫⎬⎭ , (2.15)
respectively, each correspond to the trivial factorization in Theorem 2.3 for each s ∈ Z.
The Fibonacci-Brahmagupta identity has a long history in mathematics beginning with its ﬁrst appearance
in Diophantus’ Arithmetica (III, 19) [4,25] c.250 in the form of (p2+q2)(r2+s2) = (pr+qs)2+(ps−qr)2.
Later in c.628, Brahmagupta generalized Diophantus’ identity by showing that numbers of the form p2+c q2
are closed under multiplication. Brahmagupta’s identity was popularized in 1225 upon its reprinting in
Fibonacci’s Liber Quadratorum [7] where the ﬁrst rigorous proof of the identity appeared. Finally in 1770,
Euler [5] further generalized Brahmagupta’s identity by providing the parametric solution
(ad p2 + ce q2)(de r2 + ac s2) = ae(d pr ± c qs)2 + cd(a ps∓ e qr)2 (2.16)
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for the Diophantine equation Ax2 + By2 = C with composite C. In Corollary 2.1 we show that the case
b = 0 in Theorem 2.3 corresponds to the case d = e = 1 in Euler’s Identity (2.16).
COROLLARY 2.1.
a (αγ + c β δ)2 + c (α δ − a β γ)2 = (α2 + a c β2) (a γ2 + c δ2) (2.17)
Proof. When b = 0, F (x) = a x2 + c and
a (αγ + c β δ)2 + c · 12 = F (αγ + c β δ)
= (α2 + a c β2) (a γ2 + c δ2)
where α δ − a β γ = 1. Hence
a (αγ + c β δ)2 + c (α δ − a β γ)2 = (α2 + a c β2) (a γ2 + c δ2) .
2.3.3 Equivalence to Polynomial-Value Sieving
THEOREM 2.4. For F (n) = an2 + b n+ c and m ≥ 0,
fm(x1, . . . , xm) = φm[Am] (2.18)
where Am ∈ Γa deﬁned recursively by
A0 =
⎛⎝1 0
0 1
⎞⎠ and Ak+1 =
⎛⎝αk+1 βk+1
γk+1 δk+1
⎞⎠ = Ak + xk+1Bk (2.19)
for 1 ≤ k ≤ m− 1 such that
Bk =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎜⎝a γk δk
0 0
⎞⎟⎠ for odd k
⎛⎜⎝ 0 0
αk a βk
⎞⎟⎠ for even k
. (2.20)
Proof. We shall proceed by induction on m. For each 1 ≤ k ≤ m, deﬁne Ak ∈ Γa and Bk recursively
as stated in the hypothesis. Initially we see that f0 = 1 = φ0[A0] and f1 = F (x1) = φ1[A1] satisﬁes the
17
hypothesis. Now assume f2j = φ0[A2j ] and f2j+1 = φ1[A2j+1] for each 0 ≤ j ≤ m2 . Suppose m = 2j
for some j ≥ 1. Remark 2.1.1 gives
f2j = f2j−2 + x2j
∂
∂x2j−1
[
f2j−1
]
+ a x22jf2j−1. (2.21)
By the induction hypothesis
f2j−2 = φ0[A2j−2] = α22j−2 + b α2j−2 β2j−2 + ac β
2
2j−2 (2.22)
and
f2j−1 = φ1[A2j−1] = a γ22j−1 + b γ2j−1 δ2j−1 + c δ
2
2j−1. (2.23)
The partial derivative ∂∂x2j−1
[
φ1[A2j−1]
]
may be evaluated through the equationA2j−1 = A2j−2+x2j−1B2j−2.
In particular
∂
∂x2j−1
[
γ2j−1
]
= α2j−2 and
∂
∂x2j−1
[
β2j−1
]
= a β2j−2 (2.24)
which yields
∂
∂x2j−1
[
f2j−1
]
=
∂
∂x2j−1
[
φ1[A2j−1]
]
=
∂
∂x2j−1
[
a γ22j−1 + b γ2j−1δ2j−1 + c δ
2
2j−1
]
= 2 a γ2j−1 α2j−2 + b (a γ2j−1 β2j−2 + δ2j−1 α2j−2) + 2 ac δ2j−1 β2j−2 .
(2.25)
Substituting (2.22), (2.23), and (2.25) into (2.21) gives
f2j = (α
2
2j−2 + b α2j−2 β2j−2 + ac β
2
2j−2)
+ x2j(2 a γ2j−1 α2j−2 + ab γ2j−1 β2j−2 + b δ2j−1 α2j−2
+ 2 ac δ2j−1 β2j−2) + x22j (a)(a γ
2
2j−1 + b γ2j−1 δ2j−1 + c δ
2
2j−1).
(2.26)
As deﬁned in the hypothesis,
A2j = A2j−1 + x2jB2j−1
= (A2j−2 + x2j−1B2j−2) + x2jB2j−1
=
⎛⎝α2j−2 β2j−2
γ2j−2 δ2j−2
⎞⎠+
⎛⎝ 0 0
x2j−1α2j−2 a x2j−1β2j−2
⎞⎠+
⎛⎝a x2jγ2j−1 x2jδ2j−1
0 0
⎞⎠
=
⎛⎝α2j−2 + a x2j γ2j−1 β2j−2 + x2j δ2j−1
γ2j−2 + x2j−1 α2j−2 δ2j−2 + a x2j−1 β2j−2
⎞⎠
(2.27)
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so
φ2j [A2j ] = φ0[A2j ]
= (α2j−2 + a x2j γ2j−1)2 + ac (β2j−2 + x2j δ2j−1)2
+ b (α2j−2 + a x2j γ2j−1)(β2j−2 + x2j δ2j−1).
(2.28)
Comparing (2.26) and (2.28) shows that f2j = φ2j [A2j ].
Initially Δ[A0] = 1 and by the induction hypothesis Δ[Ak] = 1 for 1 ≤ k ≤ m − 1, so we check that
Am ∈ Γa:
Δ[Am] = Δ
⎡⎣⎛⎝αm−1 + xm a γm−1 βm−1 + xm δm−1
γm−1 δm−1
⎞⎠⎤⎦
= (αm−1 + xm a γm−1) δm−1 − a (βm−1 + xm δm−1) γm−1
= (αm−1 δm−1 − a βm−1 γm−1) = Δ[Am−1] = 1 .
Similarly when m = 2j + 1, Remark 2.1.1 says that
f2j+1 = f2j−1 + x2j+1
∂
∂x2j
[
f2j
]
+ a x22j+1f2j . (2.29)
whose partial derivative ∂∂x2j
[
f2j
]
= ∂∂x2j
[
φ2j [A2j ]
]
may be computed through (2.28) as
∂
∂x2j
[
f2j
]
= 2 aα2j γ2j−1 + b α2j δ2j−1 + a b γ2j−1 β2j + 2 a c β2j δ2j−1 (2.30)
since α2j = α2j−2 + a x2j γ2j−1 and β2j = β2j−2 + x2j δ2j−1. Putting (2.23), (2.29), and (2.30) together
with the fact that f2j = φ0[A2j ] gives
f2j+1 = (a γ
2
2j−1 + b γ2j−1δ2j−1 + c δ
2
2j−1)
+ x2j+1(2 aα2j γ2j−1 + b α2j δ2j−1 + a b γ2j−1 β2j
+ 2 a c β2j δ2j−1) + x22j+1 (a)(α
2
2j + b α2j β2j + a c β
2
2j)
(2.31)
and may be compared with φ2j+1[A2j+1] which is computed thusly:
φ2j+1
[
A2j+1
]
= φ1
⎡⎣⎛⎝α2j−1 + a x2j γ2j−1 β2j−1 + x2j δ2j−1
γ2j−1 + x2j+1 α2j δ2j−1 + a x2j+1 β2j
⎞⎠⎤⎦
= a (γ2j−1 + x2j+1 α2j)2 + c (δ2j−1 + a x2j+1 β2j)2
+ b (γ2j−1 + x2j+1 α2j)(δ2j−1 + a x2j+1 β2k).
(2.32)
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Checking that (2.31) is equal to (2.32) shows fm = φm[Am].
We have that Δ[Ak] = 1 for 1 ≤ k ≤ m− 1, so
Δ[Am] = Δ
⎡⎣⎛⎝ αm−1 βm−1
γm−1 + xm αm−1 δm−1 + xm a βm−1
⎞⎠⎤⎦
= αm−1 (δm−1 + xm a βm−1)− a βm−1(γm−1 + xm αm−1)
= (αm−1 δm−1 − a βm−1 γm−1) = Δ[Am−1] = 1 .
which completes the proof.
Combining Theorems 2.2 and 2.4 implies that for a recursively-factorable polynomial F , each non-trivial
factorization presentation (n, p, q ∈ Z : |F (n)| = p q) is represented by some Am ∈ Γa via the identity
F (η[Am]) = φ0[Am]φ1[Am] from Theorem 2.3.
EXAMPLE 2.3.1. Returning to Example 2.1.1, for F (n) = 3n2 + 5n + 11 we can compute f3(2,−1, 4)
using Theorem 2.4:
A1 =
⎛⎝1 0
2 1
⎞⎠
A2 =
⎛⎝1 0
2 1
⎞⎠+ (−1)
⎛⎝3 · 2 1
0 0
⎞⎠ =
⎛⎝−5 −1
2 1
⎞⎠
A3 =
⎛⎝−5 −1
2 1
⎞⎠+ (4)
⎛⎝ 0 0
−5 3 · (−1)
⎞⎠ =
⎛⎝ −5 −1
−18 −11
⎞⎠
and
f3(2,−1, 4) = φ1[A3] = 3 (−18)2 + 5 (−18)(−11) + 11 (−11)2 = 3293.
It is readily checked that Δ[A3] = 1 and meets the conditions of Theorem 2.3. Since η[A3] = 301 and
φ2[A3] = 83, it follows that
F (301) = 3293× 83.
REMARK 2.3.2. The non-trivial factorization F (1) = 3 · 3, but F (0) = 7 is the only value less than F (1)
and 1 ≡ 0 (mod 3). Likewise F (1) = 3 · 3 cannot be represented by Theorem 2.3, since 3 cannot be
represented by the binary form φ0[A] = α2 + αβ + 7β2, see [3] for more details.
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REMARK 2.3.3. Recall that the special linear group may be generated by its transvections [11]. In particular,
SL2(Z) = 〈T, U〉 where T =
⎛⎝1 1
0 1
⎞⎠ and U =
⎛⎝1 0
1 1
⎞⎠. It follows that
T i =
⎛⎝1 i
0 1
⎞⎠ and U i =
⎛⎝1 0
i 1
⎞⎠ (2.33)
for all i ∈ Z.
COROLLARY 2.2. For F (n) = n2 + b n+ c,
fm(x1, x2, . . . , x2i−1, x2i, . . . , xm) = φm[W xm . . . T x2iUx2i−1 . . . T x2Ux1 ] (2.34)
where W =
⎧⎨⎩ U, if m is oddT, if m is even.
Proof. From Theorem 2.4, fm = φm[Am] where A0 = I and
Ak =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎜⎝ αk−1 βk−1
γk−1 + xkαk−1 δk−1 + xkβk−1
⎞⎟⎠ = UxkAk−1 for odd k
⎛⎜⎝αk−1 + xkγk−1 βk−1 + xkδk−1
γk−1 δk−1
⎞⎟⎠ = T xkAk−1 for even k
(2.35)
for each 1 ≤ k ≤ m.
It stands to reason that shifting a polynomial horizontally does not change the integer factorization of its
values. In the case of quadratics, the speciﬁc correspondence between a parabola and its shift is expressed
by the following proposition.
PROPOSITION 2.1. Let F (n) = an2 + b n + c and set G(n) = F (n − h) for some h ∈ Z. For each
A =
⎛⎝α β
γ δ
⎞⎠ ∈ Γa there is a corresponding
B = A+ h
⎛⎝a β 0
δ 0
⎞⎠ (2.36)
for which the following conditions hold:
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(i) B ∈ Γa,
(ii) ηG[B] = ηF [A] + h,
(iii) φG,0[B] = φF,0[A], and
(iv) φG,1[B] = φF,1[A].
Proof. Let B =
⎛⎝α+ h aβ β
γ + h δ δ
⎞⎠ such that αδ − aβγ = 1. Noting that
G(n) = F (n− h) = an2 + (b− 2ah)n+ (c− bh+ ah2) : (2.37)
ΔG[B] = (α+ h aβ) δ − a β(γ + h δ) = αδ − a βγ = 1. (i)
ηG[B] = (α+ h aβ)(γ + h δ) + (b− 2ah)β(γ + h δ) + (c− bh+ ah2)βδ (ii)
= (αγ + b βγ + c βδ) + h (αδ − aβγ) = ηF [A] + h.
φG,1[B] = a (γ + h δ)
2 + (b− 2ah)(γ + h δ)δ + (c− bh+ ah2) δ2 (iii)
= a γ2 + b γδ + c δ2.
φG,2[B] = (α+ h aβ)
2 + (b− 2ah)(α+ h aβ)β + a(c− bh+ ah2)β2 (iv)
= α2 + b αβ + ac β2.
F G
h
φF,0[A]φF,1[A] φG,0[B]φG,1[B]
ηF [A] ηG[B]
Figure 3.: Correspondence between factorization presentations for shifted parabolas.
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2.4 Lattice Points on the Conic Section aX2 + bXY + cY 2 +X − nY = 0
Lastly, Theorem 2.5 relates the set Γa with the lattice point solutions of the conic sections aX2 + bXY +
cY 2+X−nY = 0. From Theorem 2.3, each Am ∈ Γa corresponds to an integer factorization presentation
of a value of F (n) = an2+ bn+ c, i.e., the problem of ﬁnding lattice point solutions to these conic sections
is equivalent to factoring the value of an associated quadratic polynomial.
THEOREM 2.5. For a, b, c ∈ Z, let
La = {(X,Y ) ∈ Z2 | aX2 + bXY + cY 2 +X − nY = 0 for any n ∈ N} . (2.38)
The map ψ : Γa/K → La/{(0, 0), (−1, 0), (1, 0)} deﬁned by⎛⎝α β
γ δ
⎞⎠ →
⎛⎝βγ
βδ
⎞⎠ (2.39)
is a bijection.
Proof. Fix a, b, c ∈ Z and consider A =
⎛⎝α β
γ δ
⎞⎠ ∈ Γa. Set n = η[A], X = βγ, Y = βδ, and Z = αγ.
Direct substitution shows that
Z + bX + c Y = αγ + b βγ + c βδ = η[A] = n. (2.40)
Since A ∈ Γa, it follows that Δ[A] = 1 and βγ (αδ − a βγ) = βγ(1), i.e.,
ZY = X + aX2. (2.41)
Solving for Z in (2.40) and substituting it into (2.41) shows that (X,Y ) is a solution to
aX2 + bXY + cY 2 +X − nY = 0. (2.42)
Now consider the inverse map ψ−1 : La/{(0, 0), (−1, 0), (1, 0)} → Γa/K1
⋃K2⋃K3 deﬁned by⎛⎝X
Y
⎞⎠ →
⎛⎝gcd(X,Y )Y (1 + aX) gcd(X,Y )
X
gcd(X,Y )
Y
gcd(X,Y )
⎞⎠ . (2.43)
For each L = (X,Y ) ∈ La, Δ
[
ψ−1(L)
]
= 1 and from (2.42)
X(1 + aX) = Y (n− bX − cY )
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so gcd(X,Y )Y (1 + aX) ∈ Z. Hence ψ−1(L) ∈ Γa.
We show that ψ is injective by verifying that ψ−1 ◦ ψ(A) = A for each A ∈ Γa. Indeed, since Δ[A] = 1
the gcd(αδ, a βγ) = 1 implying that gcd(γ, δ) = 1, i.e., gcd(βγ, βδ) = β. Thus,
ψ−1ψ[A] = ψ−1
⎡⎣⎛⎝βγ
βδ
⎞⎠⎤⎦ =
⎛⎝ ββδ (1 + aβγ) β
βγ
β
βδ
β
⎞⎠ = A
since Δ[A] = 1 implies that α = 1δ (1 + aβγ).
Likewise, for each (X,Y ) ∈ La,
ψ ◦ ψ−1
⎡⎣⎛⎝X
Y
⎞⎠⎤⎦ = ψ
⎡⎣⎛⎝GY (1 + aX) G
X
G
Y
G
⎞⎠⎤⎦ =
⎛⎝X
Y
⎞⎠
meaning ψ is surjective.
The mapping ψ : K1 →
⎛⎝0
0
⎞⎠ deﬁned by ψ
⎡⎣⎛⎝α β
γ δ
⎞⎠⎤⎦ =
⎛⎝βγ
βδ
⎞⎠ is well-deﬁned and onto, but is not
one-to-one. Similarly, when a = 1 or −1 the respective mappings ψ : K2 →
⎛⎝−1
0
⎞⎠ and ψ : K3 →
⎛⎝1
0
⎞⎠
are onto but not one-to-one. Therefore the image of ψ under Γa is La.
Figure 4.: Plot of X2 −XY + 5Y 2 +X − nY = 0 for n = 0, . . . , 25. The case n = 20 is highlighted in
blue and lattice points (X,Y ) ∈ L1 intersecting the ellipses are indicated.
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EXAMPLE 2.4.1. Consider the Euler-like polynomial F (n) = n2−n+5. It is easy to verify that (X,Y ) =
(3, 4) is a solution of
X2 −XY + 5Y 2 +X − 20Y = 0. (2.44)
By Theorem 2.5, the point (3, 4) corresponds to the element A ∈ Γ1 given by
A = ψ−1
⎡⎣⎛⎝3
4
⎞⎠⎤⎦ =
⎛⎝1 1
3 4
⎞⎠
Thus F (η[A]) = F (20) = 5 · 77 = φ1[A]φ2[A]. Similarly (0, 0), (5, 2), (5, 3), (0, 4), (−3, 3), (−4, 2) and
(−1, 0) are also lattice point solutions (see Figure 4) to (2.44) corresponding to the integer factorizations
1 · 385, 11 · 35, 7 · 55, 77 · 5, 55 · 7, 35 · 11, and 385 · 1, respectively.
REMARK 2.4.1. Gauss [9,19] showed that the general binary quadratic Diophantine equation can be reduced
to a special case of the Pell equation. In particular, (2.42) can be reduced to
U2 − (b2 − 4ac)V 2 = 4a(an2 + bn+ c) (2.45)
where U = (b2 − 4ac)Y + (b + 2an) and V = 2aX + bY + 1 provided that b2 − 4ac = 0. The trivial
factorization F (n) = 1 · F (n) corresponds to the solution U = ±(2an+ b) and V = ±1.
2.5 Geometry of La
REMARK 2.5.1. Theorem 2.5 shows that the set La can be found through the image of ψ on Γa which does
not depend on b, c, or n, i.e., La is determined solely by a ∈ Z (see Figure 5). In particular, (x, y) ∈ La/K
if and only if gcd(x,y)(ax+1)y ∈ Z, and the lattice points (0, 0) ∈ La, (0,−1) ∈ L1, and (0, 1) ∈ L−1 also
depend only on a.
In this context, if (x, y) ∈ La then there exists a unique Am = ψ−1(x, y) ∈ Γa, and Theorem 2.3
connects this Am with the factorization presentation F (η[Am]) = φ0[Am]φ1[Am]. Theorem 2.1 shows
that if φm[Am] | F (η[Am]) then φm[A] | F (η[Am] + xm+1φm[Am]) = F (η[Am+1]) for all xm+1 ∈ Z.
Geometrically in terms of La, Theorem 2.6 shows this property is equivalent to the fact that ψ[Am] and
ψ[Am+1] lie on the same line that passes through either (− 1a , 0) or (0, 0) depending on whether m is even
or odd, respectively (Figure 6).
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(a) Plot of X2 +XY + 2Y 2 +X − nY = 0
for n ∈ Z.
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(b) Plot of X2 − 3XY + Y 2 +X − nY = 0
for n ∈ Z.
Figure 5.: The lattice point solutions La to the conic section aX2 + bXY + c Y 2 + X − NY = 0 are
invariant under changes to b and c for ﬁxed a.
2.5.1 Lines in La through the Origin and (−1/a, 0)
LEMMA 2.3. Fix (u, v) ∈ La with v = 0. If (x, y) ∈ Z2 is on the line
(−av)X + (1 + au)Y = v, (2.46)
then gcd(x, y) | gcd(u, v).
Proof. Put d = gcd(v, au+1) and note that d ≥ 1 since v = 0. From (2.46), v(ax+1) ≡ 0 (mod 1+au)
which implies that ax + 1 ≡ 0 (mod (1 + au)/d). Since gcd(a, 1 + au) = 1, there is a unique solution
x ≡ −a−1 ≡ u (mod (1 + au)/d) and for some k ∈ Z,
x =
1 + au
d
k + u and y = a
v
d
k + v. (2.47)
Since (u, v) ∈ La, we have that gcd(u,v)(1+au)v ∈ Z and
(−a gcd(u, v))
(
1 + au
d
k + u
)
+
(
gcd(u, v)(1 + au)
v
)(
a
v
d
k + v
)
= gcd(u, v). (2.48)
Thus the gcd(u, v) is a linear combination of x and y, which means gcd(x, y) | gcd(u, v).
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L1 L2
Figure 6.: Two lines L1, L2 ⊂ L1 intersecting at the point (1, 2) and the image of ψ on Γ1. If A =
ψ−1[(1, 2)], then φ0[A] | F (η[C1]) for each C1 ∈ L1 ∩ L1 and φ1 | F (η[C2]) for each C2 ∈ L2 ∩ L1, or
vice versa.
THEOREM 2.6. Let (u, v) ∈ La such that v = 0.
i. If (x, y) ∈ La with y = 0 is on the line
− v X + uY = 0, (2.49)
then (φ1 ◦ ψ−1)(x, y) = (φ1 ◦ ψ−1)(u, v).
ii. If (x, y) ∈ La with y = 0 is on the line
(−av)X + (1 + au)Y = v, (2.50)
then (φ0 ◦ ψ−1)(x, y) = (φ0 ◦ ψ−1)(u, v).
Proof. Fix (u, v) ∈ La with v = 0, and consider some (x, y) ∈ La with y = 0 such that uy = vx. We
claim that gcd (u, v) y = gcd (x, y) v. The gcd(u, v), gcd(x, y) ≥ 1 because v, y = 0, so
u/ gcd(u, v)
v/ gcd(u, v)
=
u
v
=
x
y
=
x/ gcd(x, y)
y/ gcd(x, y)
. (2.51)
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Since the fractions on the left and right hand sides of (2.51) are reduced to their lowest terms, both their
numerators and demonimators are equal, respectively. Thus, v/ gcd(u, v) = y/ gcd(x, y) which implies
that v gcd(x, y) = y gcd(u, v). By Theorem 2.5, ψ−1(x, y) is unique, and
(φ1 ◦ ψ−1)(x, y) =
(
a x2 + b xy + c y2
gcd (x, y)2
)
·
(
v2
v2
)
=
a u2 + b uv + c v2(
v
y gcd (x, y)
)2
=
a u2 + b uv + c v2
gcd (u, v)2
= (φ1 ◦ ψ−1)(u, v) .
If instead, (au + 1) y = v (ax + 1), Lemma 2.3 gives that gcd (x, y) | gcd (u, v) and symmetrically
gcd (u, v) | gcd (x, y), so gcd(x, y) = gcd(u, v). Hence
(φ0 ◦ ψ−1)(x, y) =
(
gcd (x, y)
ax+ 1
y
)2
+ b
(
gcd (x, y)2
ax+ 1
y
)
+ ac (gcd (x, y))2
=
(
gcd (u, v)
au+ 1
v
)2
+ b
(
gcd (u, v)2
au+ 1
v
)
+ ac (gcd (u, v))2
= (φ0 ◦ ψ−1)(u, v) .
2.5.2 Horizontal and Vertical lines in La
PROPOSITION 2.2. For x, a, b, c ∈ Z, there are exactly 2 τ(x2 + x) solutions (Y,N) to
ax2 + bxY + cY 2 + x−NY = 0 (2.52)
where τ(x) is the number of positive divisors of x.
Proof. Fix Y as a divisor of ax2+x, i.e., there exists a k ∈ Z such that ax2+x = kY . TakeN = k+cY +bx
and observe that
ax2 + x = Y k = Y (N − c Y − b x).
Since Y may be either positive or negative, there are exactly 2 τ(ax2 + x) solutions to (2.52).
PROPOSITION 2.3. For y ∈ N and a, b, c ∈ Z:
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(i) There are exactly 2ω(y)−ω(gcd(y,a)) solutions (X,N) to
aX2 + byX + cy2 +X −Ny = 0 (2.53)
where X ∈ Zy and N ∈ Z given that ω(y) is the number of distinct prime divisors of y.
(ii) If (X,N) is a solution to (2.53) then for each k ∈ Z,
(X + k y,N + k(1 + 2aX + by + aky))
is also a solution.
Proof. Fix y ∈ N with prime factorization y = p1q1p2q2 . . . pkqk . Since we seek solutions X ∈ Zy, it
sufﬁces to solve
g(X) = aX2 +X ≡ 0 (mod y)
which is equivalent to ﬁnding simultaneous solutions to the system of equationsX(aX+1) ≡ 0 (mod piqi)
for 1 ≤ i ≤ k. First note that for each i, if
X(aX + 1) ≡ 0 (mod pi) (2.54)
then
X ≡
⎧⎨⎩ 0,−a−1 if gcd(a, pi) = 10 if gcd(a, pi) = 1 (mod pi).
are the unique solutions modulo piqi . By inductively applying Hensel’s Lemma, we have that
X ≡
⎧⎨⎩ 0,−a−1 if gcd(a, pi) = 10 if gcd(a, pi) = 1 (mod piqi)
are the only solutions modulo piqi . Thus there are 2k−l distinct choices of solutions to the system (2.54)
such that l is the number of prime divisors pi which divide a. The Chinese Remainder Theorem then gives
that each of these choices leads to a unique solution of g(X) ≡ 0 (mod y) characterized by
X ≡
k∑
i=1
χ(i)
(
y
piqi
)[(
− a y
piqi
)−1
(mod pi
qi)
]
(mod y)
such that
χ(i) =
⎧⎨⎩ 0, 1 if gcd(a, pi) = 10 if gcd(a, pi) = 1 .
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Now g(X) ≡ 0 (mod y) implies there exists r ∈ Z such that aX2 +X = ry, so
Ny = aX2 + byX + cy2 +X =⇒ N = r + bX + cy,
i.e., (X, r + bX + cy) is a solution to (2.53). Finally, direct substitution veriﬁes that if (X,N) is a solution
to (2.53) then
(X + k y,N + k(1 + 2aX + by + aky))
is also a solution.
REMARK 2.5.2. Proposition 2.1 says that for a ﬁxed F and one of its horizontal shifts G, each A ∈ Γa has
a corresponding B ∈ Γa such that F (ηF [A]) = G(ηG[B]). This property is mirrored geometrically as a
horizontal skewing of (2.42) and algebraically by the fact that if (X,Y ) is a solution to aX2+bXY +cY 2+
X−nY = 0, then (X+hY, Y ) is a solution to aX2+(b+2ah)XY +(ah2+bh+c)Y 2+X−(n−h)Y = 0.
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2.6 Chapter Notations
Symbol Description Page Reference
A
(
α β
γ δ
)
∈ M2(Z)
Am
(
αm βm
γm δm
)
∈ M2(Z) 17
D(j) jth order Hasse derivative 7
D
(j)
x jth order Hasse derivative with respect to x 7
ΔF [A] {A | αδ − a βγ = 1} 15
ηF [A] αγ + b βγ + c βδ 15
fk(x1, . . . , xk) a factor in the polynomial-value sieving product 7
F F (x) = ax2 + bx+ c such that a, b, c ∈ Z
Γa {A ∈ M2(Z) | ΔF [A] = 1} 15
In
(
min{−n− ba , n}, {max{−n− ba , n}}
)
12
K K = K1 ∪ K2 ∪ K3 16
K1
{(±1 0
s ±1
) ∣∣ s ∈ Z} 16
K2
{(
s ±1
∓1 0
) ∣∣ s ∈ Z} 16
K3
{(
s ∓1
±1 0
) ∣∣ s ∈ Z} 16
La {(X,Y ) ∈ Z2 | aX2 + bXY + c Y 2 +X − nY = 0} 23
M2(Z) set of 2× 2 matrices with integer entries
φF,0[A] α
2 + b αβ + c β2 15
φF,1[A] a γ
2 + b γδ + c δ2 15
φF,m[A] φF,0[A] when m is even and φF,1[A] when m is odd 15
ψ[A] ψ [A] = (βγ, βδ) 23
R[x1, . . . , xm] ring of polynomials with indeterminates x1, . . . , xm 6
T ( 1 10 1 ), one of two transvections that generator SL2(Z) 21
U ( 1 01 1 ), one of two transvections that generator SL2(Z) 21
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Chapter 3
Recursive Properties of Double Occurrence Words and Assembly Graphs
A double occurrence word (DOW) w of size n > 0 is a word containing n distinct letters in any order
which appear exactly twice, i.e., the length of w is 2n. There are three common pictorial representations of
double occurrence words: self-intersecting closed curves in R3, chord diagrams, and linear chord diagrams
(or linked diagrams) as depicted in Figure 7.
3
2
1
(a) Self-intersecting closed curve
1
1
2 2
3
3
(b) Chord Diagram
1 2 1 3 2 3
(c) Linear Chord Diagram
Figure 7.: Three graphical representations of the double occurrence word 121323. Base points, indicating
the starting point for reading the word, are marked by ‖.
Topologically, a double occurrence word with n distinct letters can be interpreted as a closed curve travers-
ing n ﬁxed points inR3 twice. Such a curve (also called an assembly graph [30]) is self-intersecting and may
contain over and under crossings when projected into the plane. Each curve of this type can be characterized
through the double occurrence word corresponding to a path following the direction of the curve in relation
to a ﬁxed base point. Self-intersecting closed curves are closely related to Gauss words, knot diagrams, and
their shadows [32, 38].
Chord diagrams are deﬁned in the following way. Start with a circle, called a backbone, and place n
distinctly labeled chords with distinct endpoints in any arrangement (possibly crossing) around the circle.
Label the endpoints of each chord with the chord label. Fix a base point on the backbone between any two
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chord endpoints on the circle. The resulting diagram is called a chord diagram. Each chord diagram has an
associated double occurrence word formed by reading the labels of the endpoints, from the base point back
to base point, clockwise around the circle. See [37, 40] for more information on chord diagrams.
A linear chord (or linked ) diagram is a pairing of 2n distinct ordered points [50]). Graphically, the
ordered points are positioned on a line and their pairing is illustrated by an arc connecting them. Such a
diagram can be speciﬁed by listing the pairs deﬁned by the n arcs. See [49, 51, 52]. A linked diagram can
be obtained from a chord diagram by cutting the outer circle at the base point. Conversely, if we arrange the
points of the link diagram in a circle and mark a base point between the ﬁrst and last point, the corresponding
representation is a chord diagram.
Since double occurrence words naturally arise in a variety of contexts, insight into their combinatorial
structure enriches several ﬁelds simultaneously. In this paper, we explore several classiﬁcations of double
occurrence words based on separating larger double occurrence words into smaller double occurrence words.
Further, we count and enumerate members of these classes.
Some of these formulas have been derived in completely different contexts using a variety of approaches.
Moreover none of the papers we came across seemed to contain a compilation of the known formulas. In
this paper we give a uniﬁed approach to deriving these formulas and provide a new formula, giving what
appears to be an unobserved integer sequence.
We note that applications of double occurrence words extend to other disciplines. In Section 3.2.2, we
observe that certain double occurrence words are related to particular Feynman diagrams in physics, and in
Section 3.5 we establish a connection between double occurrence words and DNA recombination events.
3.1 A Note to Reader
Sections 3.2, 3.3, and 3.4 are reprinted from “Four-regular graphs with rigid vertices associated to DNA re-
combination, 161 (10-11), Jonathan Burns, Egor Dolzhenko, Natas˘a Jonoska, Tilahun Muche, and Masahico
Saito, Discrete Applied Mathematics, 1378-1394, Copyright 2013,” with permission from Elsevier, and the
license agreement appears in the Appendix.
These sections reﬂect the work of this author with the following execptions: Theorem 3.2 was proved in
collaboration with Egor Dolzhenko, and Lemma 3.4 and Theorem 3.3 were joint work with Tilahun Muche
and also appear in [31].
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3.2 Double Occurrence Words
3.2.1 Types of Equivalences
For convenience, we let Σ = {1, 2, . . . , n} and relabel each double occurrence word such that when i
appears for the ﬁrst time in the word, it is preceded by 1, 2, . . . , i− 1. Double occurrence words labeled by
this convention are said to be in ascending order. Two double occurrence words are said to be equivalent if
they are equal after being relabeled in ascending order. If two double occurrence words are not equivalent,
they are said to be distinct. Throughout this paper, we shall assume that all double occurrence words are in
ascending order unless stated otherwise.
The following has been observed over 50 years ago in a different context [51] and is a part of folklore,
but we provide a constructive proof for completeness.
LEMMA 3.1. There is a one-to-one correspondence between the full set of DOWs on n letters and the set
[2n− 1]× · · · × [3]× [1]. The cardinality Kn of this set is (2n− 1)!!.
Proof. The proof follows by induction on n. As noted above, there is only one double occurrence word with
one symbol.
Let wn be an arbitrary assembly word with n distinct letters. The second occurrence of the letter 1 can
appear without restriction in any of the remaining 2n−1 positions. If n ≥ 2, we may remove both 1’s to form
a word wn−1 with n − 1 letters and decrease by 1 the remaining symbols. Note that wn−1 is also a double
occurrence word in ascending order. By the inductive hypothesis there are 1 · 3 · · · · · (2n− 3) = (2n− 3)!!
possible choices for wn−1. Since there are (2n − 1) choices to place the 1s to obtain wn, the number of
possible double occurrence words of n symbols is (2n− 3)!! (2n− 1) = (2n− 1)!!.
For example, 122313 is a double occurrence word in ascending order. Its reverse with the same letters is
313221, which is not in ascending order. By relabeling 313221 in ascending order we obtain 121332. In this
example 122313 is distinct from its reverse 121332. However it is easily checked that 123312 is equivalent
to its reverse which motivates the following classiﬁcation.
DEFINITION 3.2.1. A double occurrence word is palindromic (or symmetric) if it is equivalent to its reverse.
A double occurrence word that is palindromic is called a palindrome.
In all three interpretations of double occurrence words (topological, graph theoretic, and linked diagrams),
the reverse word induces a diagram, isomorphic to the original, with the orientation reversed. In the topo-
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logical sense, the orientation refers to the orientation of the closed curve. While the reverse of a linked
diagram may be interpreted as reading the diagram right-to-left rather than left-to-right. Finally, the reverse
chord diagram may be achieved by reading the letters of the circle in a counter-clockwise fashion rather than
clockwise.
If we wish to count the non-isomorphic diagrams generated from double occurrence words, we observe
that each diagram can have exactly two orientations. Thus, no more than two distinct double occurrence
words can correspond to the same diagram with regard to a starting base point.
If a diagram corresponds to a palindrome, only one distinct double occurrence word is associated with the
diagram. Therefore we may count the number of non-isomorphic diagrams with regard to a base point as
Total Diagrams = (# of Palindromes) +
1
2
(# of Non-Palindromes)
=
(# of D.O. Words) + (# of Palindromes)
2
. (3.1)
We will make use of this formula extensively throughout Section 3.3 to count the number of distinct diagrams
corresponding to double occurrence words with each separation property.
It should be noted that omitting the base point in the closed curve or chord diagram makes it possible
for more than two double occurrence words to be associated with the same diagram. For instance, rotating
the base point around the circle in Figure 7 would lead to 121323, 213231, and 132312 which is 121323,
123132, and 123213 in ascending order, respectively. We do not consider isomorphisms of this type in this
paper.
3.2.2 Types of Separations
As mentioned in the introduction, double occurrence words regularly appear in various ﬁelds of mathemat-
ics. Unfortunately as a result, there are several different, and sometimes conﬂicting, deﬁnitions used to
express identical properties. We shall make note of these discrepancies in notation as they come up.
Jacques Touchard was one of the ﬁrst researchers to comprehensively consider the counting of double
occurrence words. In his paper [51], he classiﬁed several types of linked diagrams and enumerated the
number of diagrams containing a ﬁxed number of crossings. He introduced the classiﬁcation of “unique
systems” and “proper unique systems” which coincide with the following two deﬁnitions for irreducible and
strongly-irreducible words.
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DEFINITION 3.2.2. If a double occurrence word w can be written as a product w = uv of two non-empty
double occurrence words u, v, then w is called reducible; otherwise, it is called irreducible.
The number of irreducible double occurrence words has a close connection with the number of non-
isomorphic unlabeled connected Feynman diagrams (also called irreducible Feynman diagrams [47]) arising
in a simpliﬁed model of quantum electrodynamics [34, 41].
This deﬁnition for irreducibility agrees with [27] and [30] yet conﬂicts with [49] where “irreducible” is
used for our notion of strongly-irreducible as deﬁned below.
DEFINITION 3.2.3. A non-empty double occurrence word is strongly-irreducible if it does not contain a
proper sub-word that is also a double occurrence word.
The double occurrence word 12213434 is reducible because it can be written as the product of the two
double occurrence words 1221 and 3434, but 12344123 is irreducible. However, since 44 is a proper sub-
word of 12344123 it is not strongly-irreducible. The word 12132434 is strongly-irreducible. By deﬁni-
tion, strongly-irreducible words are also irreducible, so 12132434 is irreducible as well. In particular 11 is
strongly-irreducible.
Strongly-irreducible double occurrence words are also called connected words [40]. This terminology is
motivated by the circle graph associated with a chord diagram. The circle graph is formed by representing
the chords as vertices and the intersection of those chords as edges in the graph. In the topological conven-
tion, a circle graph is also called an interlinking graph [32]. Without too many difﬁculties it can be proven
that a double occurrence word is strongly-irreducible if and only if the circle graph of the corresponding
chord diagram, or interlinking graph of the corresponding closed curve, is connected.
LEMMA 3.2. Every double occurrence word contains a strongly-irreducible sub-word.
Proof. If a double occurrence word w is strongly-irreducible, then w itself is a strongly-irreducible sub-
word of w. Double occurrence words which are not strongly-irreducible, by deﬁnition, contain a proper
sub-word w1 which is a double occurrence word and is either strongly-irreducible or not. If the sub-word is
not strongly-irreducible we check the reducibility of its proper sub-word w2. Since w has ﬁnite length, we
must reach a double occurrence word wi, which is a strongly-irreducible proper sub-word of wi−1, through
ﬁnite recursion. Since wi must be a proper sub-word of w, this completes the proof.
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3.3 Counting
It is well known [30, 40, 49, 52] and straightforward to show that the total number of double occurrence
words Kn of size n is (2n− 1)!!. Formula (3.1) motivates us to enumerate the number of double occurrence
words which correspond to palindromes.
3.3.1 Palindromes
THEOREM 3.1. The number Ln of palindromic double occurrence words of length 2n, is given by
Ln =
n/2∑
k=0
n!
(n− 2k)! k! = 2F0
[ −n
2 ,
−n+1
2
–
; 4
]
for n ≥ 1. (3.2)
See section 4.1.2 for the deﬁnition of 2F0.
Proof. Observe that L1 = 1 since there is a unique one letter palindrome, and L2 = 3 because 1122, 1212,
and 1221 are all the two letter palindromes.
If a double occurrence word w of size n ≥ 2 is a palindrome beginning and ending with 1, then the word
formed by removing both 1s is also a palindrome. Hence there are Ln−1 palindromes with n letters that start
and end with 1.
Now consider a word w of size n ≥ 3 where the second symbol 1 is at the position j = 2n. Note that
there are 2n − 2 possible positions for j. Then the word w is a palindrome if and only if w contains the
same symbol s at the positions 2n and n − j + 1. Removing symbols 1 and s from w, and relabeling the
resulting word accordingly, produces a palindrome of length n− 2. Hence there are Ln−2 palindromes that
have a symbol 1 at the jth position for 2 ≤ j ≤ 2n− 1.
According to the above argument,
Ln = Ln−1 + (2n− 2)Ln−2 for n ≥ 3, L1 = 1 and L2 = 3
is a recurrence relation for Ln. It is known [46] that the closed formula for this recursive relations is as
stated.
This formula was expressed in 2008 by Ross Drewe in A047974 of the OEIS [46], in connection with
higher dimensional, invertible, Boolean-like logic functions [48]. Similar results, such as the number of
palindromic chord diagrams without a base point, were known in 2000 [50]. The above proof reprinted here
is found in [30].
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3.3.2 Irreducibles
Though Touchard introduced the classiﬁcation of irreducible words in 1952, there seems to be little contin-
uation of his efforts. In 2000, Martin and Kearney [41] expressed the number of irreducible words in the
broader context of solutions to generating functions. Here, we address the count and construction of both
the irreducible double occurrence words and irreducible palindromes directly.
LEMMA 3.3. The number of irreducible double occurrence words In with length 2n satisﬁes the recurrence
formula I1 = 1 and
In = (2n− 1)!!−
n−1∑
k=1
In−k (2k − 1)!! for n ≥ 2. (3.3)
Proof. We shall count the number of irreducible double occurrence words by subtracting the number of
reducible double occurrence words from the total number of double occurrence words of length 2n and
show that each reducible word may be written as the product of an irreducible word and a non-empty double
occurrence word.
Without loss of generality, let w = uv be a reducible double occurrence word of length 2n such that u
is also an irreducible double occurrence word. Note that every proper preﬁx of an irreducible word is not
necessarily a double occurrence word. If the length of v is 2k, for some 1 ≤ k ≤ n − 1, then the length
of u is 2(n − k). By construction, u is irreducible and is counted among In−k and v is counted among the
(2k − 1)!! possible double occurrence words of length 2k.
Summing over the possible symbols in v yields the desired count. Since u is irreducible and v is non-
empty, this ensures that each reducible double occurrence word w is counted exactly once.
THEOREM 3.2. The number of irreducible palindromes Jn with length 2n satisﬁes the recurrence formula
J1 = 1 and
Jn = Ln −
n/2∑
k=1
(2k − 1)!! Jn−2k for n ≥ 2. (3.4)
where Ln is the total number of palindromes with length 2n.
Proof. Similar to the above argument, we ﬁrst count the reducible palindromes and subtract them from the
total number of palindromic words.
Suppose w is a reducible double occurrence word with length 2n. Then w can be written as w = uvu′
where u is an arbitrary double occurrence word with length 2k (1 ≤ k ≤ n/2), u′ is the double occurrence
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word corresponding to u by reversing the orientation, and v is an irreducible palindrome with length 2(n−
2k).
Though the number of irreducible double occurrence words appears in the OEIS (A000698), we note that
the number of irreducible palindromes is the only sequence discussed in this paper which is not currently
listed in the OEIS [46]. See Table 5, Table 6, and Table 3 for the number of irreducibles, strong-irreducibles,
and the number of non-isomorphic diagrams as deﬁned according to (3.1), respectively.
3.3.3 Strong-Irreducibles
The classiﬁcation of strongly-irreducible double occurrence words was introduced in [52] and the ﬁrst count-
ing of the strong-irreducibles was done by Stein in [49]. Stein was the ﬁrst to count both the strongly-
irreducible double occurrence words and the strongly-irreducible palindromes, but his counting methods
and recursive formulas were simpliﬁed in [42] and later by Klazar in [40]. In Theorem 3.3, we present a
proof similar to [40] expressed in terms of language theory.
Using language theory to count double occurrence words led directly to a characterization of the strongly-
irreducible double occurrence words, which we express in Lemma ??, and Theorem 3.3 follows as a natural
consequence.
LEMMA 3.4. Every strongly-irreducible double occurrence word w in ascending order may be written in a
unique form as w = 1u1v11v2u2 where 1u11u2 and v1v2 are both strongly-irreducible.
Proof. Let w be strongly-irreducible. Every double occurrence word w in ascending order must be of the
form w = 1p11p2. Delete both 1’s. Then we have a double occurrence word p1p2 = u1xu2 where x is the
ﬁrst strongly-irreducible double occurrence word of smallest positive length. Thus u1 and u2 are uniquely
deﬁned. Note that u1 and u2 may be empty words.
Let v1 be the preﬁx of x which is a sufﬁx of p1 and let v2 be the sufﬁx of x which is the preﬁx of p2. This
means that x = v1v2. Neither v1 nor v2 is empty as it would imply that x is a sub-word of either p1 or p2
which would constitute a proper sub-word of w. Since w is taken to be strongly-irreducible, this cannot be
the case.
We show that 1u11u2 is strongly-irreducible. Suppose not. Then there exists a non-empty double occur-
rence sub-word z in either u1 or u2 which implies that w contains z and is not strongly-irreducible. This is
a contradiction. Hence 1u11u2 and v1v2 are strongly-irreducible.
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THEOREM 3.3. The number of strongly-irreducible double occurrence words Sn with length 2n satisﬁes the
recurrence formula
Sn = (n− 1)
n−1∑
k=1
Sk Sn−k, (3.5)
where S1 = 1 and n ≥ 2.
Proof. Note that the only strongly-irreducible double occurrence word of length 2 is 11, i.e., S1 = 1.
Let u and v be strongly-irreducible double occurrence words such that the length of v is 2k, the length
of u is 2(n − k), u = 1u11u2, and v = v1v2. Since the length of v is 2k, there are 2k − 1 ways to write
v = v1v2 with v1, v2 not empty. By Lemma ??, each strongly-irreducible double occurrence word w of
length 2n can be uniquely represented as w = 1u1v11v2u2. Hence there are 2k − 1 possibilities for such
w’s to be formed from each u and v.
Since there are Sn−k choices for u and Sk choices for v the total counting for Sn when n ≥ 2 is given by
Sn =
n−1∑
k=1
(2k − 1)Sk Sn−k = (n− 1)
n−1∑
k=1
Sk Sn−k.
For completeness, we state Klazar’s counting formula of the strongly-irreducible palindromes. See [40] for
the proof.
THEOREM 3.4. Let Sn and Tn be the number of strongly-irreducible double occurrence words and strongly-
irreducible palindromes of length 2n, respectively. Then
Tn =
n−2∑
i=1
Ti Tn−i +
n/2∑
i=1
(2n− 4i− 1)Si Tn−2i (3.6)
for n ≥ 2 where T0 = −1 and T1 = 1.
Theorem 3.3 and Theorem 3.4 correspond to the sequences A000699 and A004300 listed in the OEIS.
For the ﬁrst few values of these sequences, see Table 5 and Table 6.
3.4 Assembly Graphs
An assembly curve k is a smooth map k : [0, 1] → R3 with no singularities except a ﬁnite number of
transversal self-intersections, called rigid vertices of k. If k(0) = k(1), then k is called a circular assembly
curve. Each assembly curve k induces a graph structure called an assembly graph Γk. Consider an assembly
curve with self-intersections at k(t1), k(t2), . . . , k(tn) where ti ∈ (0, 1) for all i ∈ [n]. The assembly
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graph Γk induced by k consists of the vertex set V (Γk) = {k(0), k(t1), . . . , k(tn), k(1)} and the edge set
E(Γk) = {k(ts, ts+1) : s ∈ [0, n], and t0 = 0, tn+1 = 1} corresponding to the intervals between rigid
vertices of k. By this construction, an assembly graph Γk is directed, inheriting the edge direction from the
orientation of k, but we use the convention that Γk is undirected unless stated otherwise.
If an assembly curve k intersects itself at most once at each rigid vertex, k(0) = k(i) for i ∈ (0, 1], and
k(1) = k(j) for j ∈ [0, 1), then Γk will consist of 4-valent vertices corresponding to the rigid vertices and
possibly 1-valent vertices corresponding to the initial and terminal ends of k.
Assembly graphs were introduced to model genome rearrangement and homological recombination pro-
cesses, whereby DNA segments are modeled by certain types of paths in the assembly graphs called polygo-
nal paths [27]. The minimum number of polygonal paths visiting all vertices in a graph is called an assembly
number for the graph and discussed in Section 3.4.3. The biological model is considered in great detail in
Section 3.5.1, but we also refer the reader to [27, 28].
3.4.1 Preliminaries
Deﬁnitions and notations of assembly graphs and related concepts are listed below.
Deﬁnitions of assembly graphs and related concepts.
A graph consists of a set of vertices V and a set of edges E. The endpoints of every edge is either a pair
of vertices or a single vertex. In the latter case, the edge is called a loop. Multiple edges are also allowed.
A degree of a vertex v is the number of edges incident to v such that each loop is counted twice. A path
in a graph is an alternating sequence of vertices and edges (starting and ending with a vertex) such that
consecutive vertices are incident to the edge between them. A single vertex is a path called singleton.
A 4-valent rigid vertex is a vertex of degree 4 for which a cyclic order of edges is speciﬁed. For a 4-valent
rigid vertex v, if its incident edges appear in order e1, e2, e3, e4, we say that e2 and e4 are neighbors with
respect to v to e1 (or e3). Vice versa, e1 and e3 are neighbors to e2 (or e4). We note that we allow two of the
edges incident to a vertex v to be equal. This does not change the degree of the vertex v, nor the deﬁnition
of a neighbor. For example, if edges e1 and e2 are equal, then this edge is a neighbor to itself, and it is a
loop. Similarly if e1 and e3 are equal, then this edge is not a neighbor to itself.
An assembly graph Γ is a ﬁnite connected graph where all vertices are rigid vertices of valency 1 or 4. A
vertex of valency 1 is called an endpoint. Note that the deﬁnition of assembly graph implies that the number
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of endpoints is always even. The number of 4-valent vertices in Γ is called the size of Γ and is denoted
by |Γ|. The assembly graph is called trivial if |Γ| = 0. Two assembly graphs are isomorphic if they are
isomorphic as graphs and the graph isomorphism preserves the cyclic order of the edges incident to a vertex.
Two types of paths are of interest: (A) paths in which consecutive edges are never neighbors with respect
to their common incident vertex and (B) paths in which every pair of consecutive edges are neighbors with
respect to their common incident vertex. A path of type (A) where no edge is repeated is called a transverse
path, or simply a transversal. A path of type (B) where no vertex is repeated is called a polygonal path.
Graphs that have an Eulerian transversal, a transverse path that visits each edge exactly once, are called
simple assembly graphs. We note that in a simple assembly graph, if a vertex v is an endpoint of a loop e,
then e must be a neighbor of itself.
1
(a)
1 2
(b)
1 2
(c)
1 2
(d)
Figure 8.: List of assembly graphs of sizes 1 and 2.
Both transversals and polygonal paths model speciﬁc parts of the DNA rearrangement phenomenon. In
particular, the transversal represents the micronuclear DNA segment prior to the recombination, the rigid
vertices indicate the recombination sites, and polygonal paths are DNA segments after the rearrangements.
We are interested to see what types of rearrangements and how many distinct genes can be encoded in a
single micronuclear DNA sequence. Therefore, we are interested in graphs with Eulerian transversals, i.e.,
simple assembly graphs.
Convention: In the rest of the exposition, unless otherwise stated, all graphs are simple assembly graphs
with two endpoints. In all planar diagrams representing assembly graphs, the cyclic order of the edges
incident to a given vertex is speciﬁed by the order depicted within a neighborhood of the vertex in the
diagram.
Figure 9 depicts two examples of assembly graphs. Eulerian transverse paths for (a) and (b) are respec-
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v0
v1 v2
v3
e0
e1
e2
e3
e4
(a)
v0
v1 v2
v3
v4
v5e0
e1
e2
e3
e4
e5
e6
e7
e8
(b)
Figure 9.: Simple assembly graphs and polygonal paths in dotted lines. In (b) there are two polygonal paths,
one of which is a singleton containing the vertex v4.
tively given by, given by
(v0, e0, v1, e1, v2, e2, v2, e3, v1, e4, v3), and
(v0, e0, v1, e1, v1, e2, v2, e3, v3, e4, v3, e5, v2, e6, v4, e7, v4, e8, v5).
A path may be given as a sequence of edges only (omitting the vertices) when the sequence of edges
uniquely determines the vertices of the path. With this convention the transverse paths for the graphs in (a)
and (b) in Figure 9 are (e0, e1, . . . , e4) and (e0, e1, . . . , e8), respectively.
Two transverse paths with endpoints are equivalent if they are either identical, or one is the reverse of the
other. In [27] it was shown that two simple assembly graphs with two endpoints are isomorphic if and only
if their Eulerian transversals are equivalent.
Given a simple assembly graph Γ, designate one of the endpoints as initial (i) and the other endpoint as
terminal (t). We call such Γ an oriented (or directed) simple assembly graph with direction from i to t.
We consider the transverse path of a directed simple assembly graph as a path starting at the vertex i and
terminating at the vertex t.
Let Γ be an oriented simple assembly graph with an initial vertex i and a terminal vertex t. Let the set
of 4-valent vertices of Γ be V = {v1, . . . , vn} where n = |Γ|. Starting from i, write down the sequence of
vertices in the order they are encountered along the transversal. This is an assembly word over alphabet V .
Thus an oriented assembly graph gives rise to an assembly word, and it is known that equivalence classes
of assembly words are in one-to-one correspondence with isomorphism classes of assembly graphs [27]. In
particular if w is a double occurrence word, we write Γw for the simple assembly graph deﬁned by w.
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The relationship between assembly words and assembly graphs is similar to unsigned Gauss codes and
knot diagrams, with the exceptions that assembly graphs need be neither closed nor planar. Rather the bio-
logical motivation of the model implies that the rigid vertices and edges of an assembly graph are embedded
in R3.
Table 3: Non-isomorphic diagrams in (3.1) are obtained by summing all words with the palindromes of each
class and halving the total.
Symbols All Irreducible Strongly Irreducible
1 1 1 1
2 3 2 1
3 11 8 3
4 65 47 17
5 513 389 135
6 5,363 4,226 1,463
7 68,219 55,804 19,306
OEIS A132101
(
Kn+Ln
2
)
A199136
(
In+Jn
2
)
A199138
(
Sn+Tn
2
)
3.4.2 Hamiltonian Sets of Polygonal Paths
Two paths are disjoint if they do not have a vertex in common. We are interested in disjoint polygonal paths
that visit every vertex in an assembly graph. A pairwise disjoint set {γ1, . . . , γk} of polygonal paths in Γ is
called Hamiltonian if their union contains all 4-valent vertices of Γ. In particular the set of vertices V (Γ) is
a Hamiltonian set of singletons. A polygonal path γ with no repeating vertices is called Hamiltonian if the
set {γ} is Hamiltonian.
Let Γ be a non-trivial assembly graph. The assembly number of Γ that is denoted by An(Γ), is deﬁned
by An(Γ) = min{ k | there exists a Hamiltonian set of polygonal paths {γ1, . . . , γk} in Γ}. Graphs Γ with
An(Γ) = 1 are called realizable. Otherwise they are called unrealizable. These names reﬂect whether a
given assembly graph corresponds to a single scrambled gene or not. In particular the assembly number of
a graph gives the minimal number of genes that can be encoded by a corresponding DNA sequence.
A Hamiltonian polygonal path for the assembly graph depicted in Figure 9 (a) is (v1, e3, v2), depicted
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by a thick dotted curve. Note that for the graph Γ depicted in (b), there is no Hamiltonian polygonal path.
Therefore, Γ is unrealizable with An(Γ) = 2.
Recall that a polygonal path in an assembly graph is a path in which every two consecutive edges are
neighbors with respect to their common vertex. This can be seen as if the path makes a “90-degree” turn at
every rigid vertex. A set of paths γ = {γ1, . . . , γs} is called Hamiltonian if every vertex is visited by exactly
one γi for some i = 1, . . . , s.
In this section, we investigate the number (of sets) of Hamiltonian polygonal paths in assembly graphs.
First we consider the number of all sets of such paths.
THEOREM 3.5. If Γ is a simple assembly graph with |Γ| = n and C is the collection of all sets of Hamiltonian
polygonal paths of Γ, then
|C| ≤ F2n+1 − 1, (3.7)
where Fn is the nth Fibonacci number.
Proof. Orient Γ and enumerate the edges between the 4-valent vertices successively along the transversal
as {1, . . . , 2n− 1} (the edges incident to the endpoints are not enumerated). For a set γ = {γ1, . . . , γs} of
Hamiltonian polygonal paths, let ||γ|| be the number of edges visited by paths in γ. Vertices not incident to
edges in γ are considered to be singleton paths. Let Ck be the collection of all γ such that ||γ|| = k. Clearly,
||γ|| ≤ n− 1 for all γ and |C| = |Cn−1|+ · · ·+ |C1|+ |C0|.
To obtain |Ck|, note that each γ ∈ Ck corresponds to a unique subset Sγ ∈
([2n−1]
k
)
formed by the edges
belonging to γ. Since γ is a set of polygonal paths, Sγ contains no consecutive integers, and we can count
the elements in Ck by the classic stars and bars argument.
Take any Sγ derived from γ ∈ Ck and represent the elements of Sγ by stars “” and the elements of
the complement of Sγ within set [2n − 1] with 2n − 1 − k vertical bars “|”. Note that there is at least
one bar between any two stars. Every position before, between, and after the vertical bars represents a
possible slot for k different stars “” for a total of 2n − k positions. Therefore, there are a total of (2n−kk )
arrangements of stars and bars such that no arrangement contains two consecutive stars. Thus, for each k
such that 0 ≤ k ≤ n− 1, |Ck| ≤
(
2n−k
k
)
and
|C| =
n−1∑
k=0
|Ck| ≤
n−1∑
k=0
(
2n− k
k
)
= F2n+1 − 1.
The last equality is straightforward by induction (see also [46]).
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DEFINITION 3.4.1. The tangled cord Tn of size n, for a positive integer n, is an assembly graph with
assembly word
1213243 · · · (n− 1)(n− 2)n(n− 1)n. (3.8)
Speciﬁcally, T1 = 11, T2 = 1212, T3 = 121323, and Tn is obtained from Tn−1 by replacing the last letter
(n− 1) by the subword n(n− 1)n. Figure 10 shows the structure of the tangled cord.
1
2 3 4 n
Figure 10.: Assembly graph corresponding to the tangled cord Tn.
THEOREM 3.6. The tangled cord Tn has
(
n+ 1
2
)
distinct Hamiltonian polygonal paths.
Proof. Observe that
(
n+ 1
2
)
=
(
2n− n+ 1
n− 1
)
which is precisely the number of ways one can choose
n− 1 non-consecutive numbers from 1, 2, . . . , 2n− 1 (see proof of Theorem 3.5). We prove the theorem by
induction on n.
v1
v2 v3
e0
e1
e2
e3
e4
e5 f v1
v2 v3
e0
e1
e2
e3
e4
e5 f v1
v2 v3
e0
e1
e2
e3
e4
e5 f
v1
v2 v3
e0
e1
e2
e3
e4
e5 f v1
v2 v3
e0
e1
e2
e3
e4
e5 f v1
v2 v3
e0
e1
e2
e3
e4
e5 f
Figure 11.: Six Hamiltonian polygonal paths for T3.
Trivially, the singleton vertex of T1 constitutes a Hamiltonian polygonal path. Further, all three edges
between the two 4-valent rigid vertices of T2 constitute Hamiltonian polygonal paths (see Figure 8(c)). For
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n = 3, T3 contains 7 edges labeled e0, e1, . . . , e5, f . Out of these, the following six form polygonal paths:
e1e3, e1e4, e1e5, e2e4, e2e5 and e3e5. These paths are indicated in Figure 11. Hence, the claim holds for
n = 1, 2, 3. Let n ≥ 4 and consider Tn−1.
Label the 4-valent vertices of Tn−1 and edges between them sequentially along a transversal as v1, v2, . . . ,
vn−1 and e0, e1, . . . , e2n−3, f respectively (see Figure 12(a)). In this ordering, the edges e0 and f are
incident to the endpoints. Suppose that every choice of n− 2 non-consecutive edges from e1, e2, . . . , e2n−3
forms a Hamiltonian polygonal path. The number of such paths is
(
n
2
)
.
(b)
v1
v2 v3 v4 vn−2 vn−1 vn
e0
e1
e2
e3
e4
e5
e6
e2n−5
e2n−4
e′
e′′
e′′′
(a)
v1
v2 v3 v4 vn−2 vn−1 vn
e0
e1
e2
e3
e4
e5
e6
e2n−5
e2n−4
f
Figure 12.: Addition of a new vertex to Tn−1 to obtain Tn.
Observe that Tn is formed from Tn−1 by extending f and intersecting it with edge e2n−3. Such a con-
struction makes the following changes to Tn−1 (see Figure 12(b)):
i. The intersection of f with e2n−3 becomes a new vertex which we call vn,
ii. The edge e2n−3 is split into two edges by vn which we call e′ and e′′ in the direction of the original
transversal, and
iii. Another edge is created between vn−1 and vn following e′′ which we call e′′′.
By the induction hypothesis, every choice of n−2 non-consecutive edges in Tn−1 forms a polygonal path
and there are
(
n
2
)
distinct Hamiltonian polygonal paths of Tn−1. Let γ be a Hamiltonian polygonal path in
Tn−1. We have the following possibilities for reaching vn−1 with a Hamiltonian polygonal path in Tn.
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Case 1. Suppose e2n−3 ∈ γ. Let g1 be the number of such paths in Tn−1. Note that vn−1 and vn−2 are ends
of e2n−3, and the neighbors of e2n−3 are e2n−4 and e2n−5. The path e′e′′′ also ends at vn−1 and vn−2, and
the neighboring edges are e2n−4 and e2n−5. Therefore, γ may be extended to a Hamiltonian polygonal path
γ′ = (γ \ e2n−3) ∪ {e′, e′′′} of Tn. Hence with this extension, the number of paths in Tn that contain both
e′ and e′′′ is the same as the number of paths in Tn−1 that contain e2n−3. We have g1 such paths in Tn.
Case 2. Now suppose e2n−3 ∈ γ, but e2n−5 ∈ γ. Let g2 be the number of such paths in Tn−1. Then vn−1 is
an end of γ. Since e2n−5 is in γ, the vertex vn−2 must be visited by e2n−7, so vn−2 must be an end of γ as
well. Hence, γ can extend to a Hamiltonian polygonal path in Tn in three possible ways: γ1 = γ ∪ {e′′}, or
γ2 = γ ∪ {e′′′} or γ3 = γ ∪ {e′}. Thus there are 3g2 such paths in Tn. Note that there is only one path in
Tn−1 that contains e2n−5 but not e2n−3 (the path with n− 2 edges: e1e3 · · · e2n−5). Hence g2 = 1.
Case 3. Suppose e2n−4 ∈ γ. Let g3 be the number of such paths in Tn−1. Since γ is polygonal and
Hamiltonian, it visits every vertex in Tn−1 and neither e2n−5 nor e2n−3 are in γ. In this case γ ends at vertex
vn−1. Hence, γ may be extended to one of two different Hamiltonian polygonal paths γ′1 = γ ∪ {e′′} or
γ′2 = γ ∪ {e′′′} in Tn. Thus there are 2g3 such paths in Tn. Now γ has n − 2 edges, and if the last edge is
ﬁxed to be e2n−4 then the rest of n− 3 non-consecutive edges are chosen from e1, e2, . . . , e2n−6. Note that
there are
(
(2n−6)−(n−3)+1
n−3
)
=
(
n−2
n−3
)
= n− 2 such paths, i.e., g3 = n− 2.
We observe that all Hamiltonian polygonal paths in Tn are obtained as described in the three cases above.
Let β be a Hamiltonian polygonal path of Tn. Then β contains (n − 1) edges. Since β is Hamiltonian,
for the edges e′, e′′, e′′′ we have four mutually exclusive cases: (a) only e′ ∈ β, (b) only e′′ ∈ β, (c) only
e′′′ ∈ β, or (d) e′, e′′′ ∈ β, but e′′ ∈ β. In the ﬁrst three cases (a)–(c), (n − 2) edges of β correspond to
non-consecutive edges in Tn−1, and these cases correspond to extensions of Hamiltonian polygonal paths in
Tn−1. Hence, those are the cases when the polygonal paths in Tn−1 end at vertices vn−1 or vn−2. Such paths
are described in Case 2 and Case 3. In the case of (d), we observe that for every path in Tn that contains e′
and e′′′ the neighboring edge of e′′′, the edge e2n−4 cannot be part of β. This means that the rest of n − 3
edges of β are non-consecutive edges in Tn−1 chosen from e1, . . . , e2n−5. Hence we can obtain β from a
Hamiltonian polygonal path γ in Tn−1 containing e2n−3 as described in Case 1.
Now we observe that there are exactly
(
n+1
2
)
Hamiltonian paths in Tn. From Case 1 we have g1 paths
in Tn, from Case 2 there are 3g2 paths in Tn and from Case 3 there are 2g3 paths in Tn. Considering that
g1 + g2 + g3 is the number of Hamiltonian polygonal paths in Tn−1 and the fact that g2 = 1 and g3 = n− 2
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we have total of
g1 + 3g2 + 2g3 =
(
n
2
)
+ 2g2 + g3 =
(
n
2
)
+ 2 + n− 2 =
(
n+ 1
2
)
Hamiltonian polygonal paths of Tn.
COROLLARY 3.1. The upper bound in Theorem 3.5 is achieved for every positive integer n, and it is
achieved by a tangled cord Tn.
Proof. A set K of non-consecutive edges in an assembly graph is not a subset of a Hamiltonian set of
polygonal paths only if the edges in K form a cycle. Label the edges of Tn sequentially along a transversal
as e0, e1, . . . , e2n−1, f respectively. We observe that the only cycle that can be formed by non-consecutive
edges in Tn is the cycle that contains all odd numbered edges (there are n of them). Hence any set of k
non-consecutive edges in Tn where k < n does not form a cycle. This implies that every set of k non-
consecutive edges corresponds to a Hamiltonian set of polygonal paths (see proof of Theorem 3.5). The
vertices not visited by these k edges form paths that are singletons. Thus the inequality in Theorem 3.5 is
tight.
CONJECTURE 3.1. The upper bound in Theorem 3.5 is achieved for every positive integer n only by the
tangled cord Tn.
3.4.3 Assembly Numbers
We recall that the assembly number of an assembly graph is the minimum number of disjoint polygonal
paths required to cover each rigid vertex of the assembly graph. The proof of Theorem 3.5 gives a means
of constructing potential Hamiltonian sets of polygonal paths from sets of non-adjacent edges. Hence the
assembly number may be calculated through a brute force search to determine if the potential edge sets form
disjoint connected paths in the assembly graph.
Table 4 shows the assembly numbers for assembly graph isomorphism classes corresponding to graphs
with a small number of rigid vertices. These numbers are obtained by computer calculations. In particular,
we notice that the assembly numbers 2 and 3 appear for the ﬁrst time for graphs with 4 and 7 vertices,
respectively. In the case of assembly number 2 there is only one realization graph with 4 vertices out of the
total 65 isomorphism classes, and in the case of assembly number 3, there are 3 realization graphs (with 7
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Table 4: Assembly numbers.
Assembly number / # of rigid vertices 2 3 4 5 6 7 OEIS
1 3 11 64 504 5241 66515 A199135
2 0 0 1 9 122 1701 A199139
3 0 0 0 0 0 3 -
vertices) among over 67,000 isomorphism classes. The last column in Table 4 indicates the newly inserted
sequences in the OEIS.
The assembly number would increase if the polygonal paths were “forced” to visit certain edges. This
enforcement can be obtained by introducing loops on the edges, therefore introducing the necessity for the
polygonal paths to visit vertices of the loops. Hence, here we study the assembly number of graphs obtained
by adding loops on edges, and investigate possible lengths of polygonal paths for such graphs.
We recall that the assembly number of an assembly graph is the minimum number of scrambled genes
that can be represented by the graph. In particular, we say that an assembly graph is realizable if it can
encode a single gene, in other words, if the graph has a Hamiltonian polygonal path.
3.5 Micronuclear Arrangements
Several genera of ciliates, such as Oxytricha and Stylonychia, undergo massive genome rearrangement dur-
ing sexual reproduction. These massively occurring recombination processes make them ideal model or-
ganisms to study gene rearrangements. See [35] and references therein for further details of the following
biological description.
Ciliates contain two types of nuclei: a somatic macronucleus which controls the bulk of the cell functions
and a germline micronucleus which gives rise to a new macronucleus during sexual reproduction. During
sexual reproduction, up to 95% of the micronuclear genetic sequence can be excised and the remaining
fragments reorganize to form a new macronucleus. Sequences which are retained during this recombination
process are called macronuclear destined sequences or MDSs, and those that are excised are called internal
eliminated sequences or IESs. The micronuclear fragments unscramble to form macronuclear genes by
fusing the matching segments at the ends of the MDSs called pointers (see Figures 14 and 16).
In relation to the unscrambled macronuclear gene, a scrambled micronuclear gene may have permuted
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or inverted MDS segments separated by IESs. Formation of the macronuclear genes in these ciliates thus
requires any combination of the following three events: unscrambling of segment order, DNA inversion, and
IES removal.
Since the micronuclear IESs are not retained in the macronuclei, the recombination event may be char-
acterized solely through the order and orientation of the MDSs in the scrambled micronuclear sequence
relative to the unscrambled macronuclear sequence. A micronuclear arrangement (cf. [35]) is a sequence of
permuted and inverted MDSs. In particular, if a micronuclear sequence contains d scrambled macronuclear
genes g1, g2, . . . , gd having n1, n2, . . . , nd MDSs per macronuclear gene respectively, then the micronuclear
arrangement α will contain n =
∑d
i=1 ni MDSs and may be presented as
α(σ, τ, ) = M
	(1)
τ(1), σ(1)M
	(2)
τ(2), σ(2) . . .M
	(n)
τ(n), σ(n)
where σi indicates the order that the ith MDS appears in the unscrambled macronuclear gene τi with orien-
tation i relative to macronuclear gene. Said another way, τ : [n] → [d] assigns each MDS to a macronuclear
gene,  : [n] → {−1, 1} is a signing function, and σi = σ(i, τ(i)) such that if τ(i) = t then σi : [nt] → [nt]
is a permutation.
EXAMPLE 3.5.1. The micronuclear arrangement
α = M+13,3M
−1
1,2M
+1
2,1M
+1
3,1M
−1
1,3M
+1
3,2M
+1
1,1M
+1
2,2
characterizes the genetic recombination taking place in Figure 13.
M1,1 M1,2 M1,3 M2,1 M2,2 M3,1 M3,2 M3,3
M+13,3 M
−1
1,2 M
+1
2,1 M
+1
3,1 M
−1
1,3 M
+1
3,2 M
+1
1,1 M
+1
2,2
︸ ︷︷ ︸
g1
︸ ︷︷ ︸
g2
︸ ︷︷ ︸
g3
Macronuclear Genes
Micronuclear Sequence
Figure 13.: A scrambled micronuclear sequence and the corresponding unscrambled macronuclear se-
quences. MDSs (colored segments) are separated by IES (gray segments) in the micronucleus. Macronu-
clear genes are formed when micronuclear MDS pointers align and fuse.
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When it is contextually clear that the micronuclear sequence contains only one macronuclear gene, we
omit τ . In this case σ becomes a permutation of [n]. Further, it is conventional to notate the orientation of
the MDS using a bar (or no bar) rather than a sign of -1 (or 1), e.g., M2 is the same as M−12 and M
−1
2, 1 and
indicates that the MDS M2 is inverted in the scrambled gene relative to the single unscrambled gene. For
example, the micronuclear arrangement of the Actin I gene in Figure 14 is
M+11,3M
+1
1,4M
+1
1,6M
+1
1,5M
+1
1,7M
+1
1,9M
−1
1,2M
+1
1,1M
+1
1,8
and conventionally denoted as M3M4M6M5M7M9M2M1M8.
Micronuclear arrangements give a means of recording which MDSs are effected during the unscrambling
process, but do not provide an explanation for how the recombination actually occurs. There are several
theoretical models attempting to describe these DNA recombination processes [35, 36, 39, 44]. It has been
conjectured that an additional molecule (called a template) takes part in the recombination process [28, 44]
and experimental support for this model was obtained in [43].
3.5.1 Connection with Assembly Graphs
A connection between micronuclear arrangements and the assembly graph model was established in [28].
However to further emphasize the topological nature of the genetic sequence, we adopt the following con-
vention. For a genetic alphabet Σ = {G,A, T,C}, let w = a1a2 . . . an ∈ Σ+ be a ﬁnite genetic sequence,
and consider the coloring χ such that χ
(
[ i−1n ,
i
n)
)
= ai for each i ∈ [n] and χ(1) = n. Recall that an
assembly curve is a smooth map k : [0, 1] → R3 with no singularities except a ﬁnite number of transversal
self-intersections. The assembly graph model associates a micronuclear sequence with an assembly curve,
and represents the recombination process where the MDS pointers align as rigid vertices.
DEFINITION 3.5.1. Let w be a micronuclear sequence with well-deﬁned MDS, IES, and pointer sequences.
For each pointer sequence p = ai . . . ai+j ⊆ w, the center of the pointer is taken as
c(p) =
2i+ j − 1
2n
∈ [0, 1] .
We can now construct an assembly curve k from a micronuclear sequence by identifying the pointers
which overlap in the unscrambled macronuclear gene sequences, i.e., k(t1) = k(t2) for some t1, t2 ∈ [0, 1]
if and only if t1 and t2 are the centers of pointers which overlap in the macronuclear gene sequences (or
t1 = 0 and t2 = 1 when k is a circular assembly curve). As a consequence, the macronuclear genes now
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2 M3 3 3 M4 4 5 M6 6 4 M5 5 6 M7 7 8 M9
2 M
2
1
M1 1 7 M8 8
Figure 14.: Scrambled Actin I micronuclear gene in Oxytricha nova comprised of MDSs (colored segments),
IESs (gray segments), and pointers (black segments) [45].
1
2 3 4 5 6 7 8
M
1
M2
M3 M4 M5 M6 M7 M8
M
9
Figure 15.: Assembly graph of the Oxytricha nova Actin I gene [45] representing intermediary steps in the
unscrambling of the micronuclear gene in Figure 14 into the macronuclear gene in Figure 16.
M1 1 M2 2 M3 3 M4 4 M5 5 M6 6 M7 7 M8 8 M9
Figure 16.: Unscrambled Actin I macronuclear gene in Oxytricha nova [45]. All MDSs are sequenced and
oriented correctly, the MDS pointers overlap, and the IESs have been removed.
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correspond to a set of intervals [i1, i2) ∪ [i3, i4) ∪ · · · ∪ [ij−1, ij) which are now connected in the image
of k. Since there is always an MDS between two IESs in the micronuclear arrangement, the MDSs will be
connected as polygonal paths in the assembly curve. Thus, the full set of macronuclear genes appear as a
Hamiltonian set of polygonal paths in the assembly graph induced by k. See Figures 14, 15, and 16.
Note that neither the length of the micronuclear sequence nor the colorings of the nucleotide intervals
were necessary to generate the induced assembly graph. Indeed an assembly graph can be generated di-
rectly from a micronuclear arrangement, and the transversal of the assembly graph corresponds to a double
occurrence word called an assembly word. Details of this procedure are provided in the deﬁnition of the
MicArrToArrWord function, (α). For the micronuclear arrangement in Example 3.5.1,
(α) = (M+13,3 ) (M
−1
1,2 ) (M
+1
2,1 ) (M
+1
3,1 ) (M
−1
1,3 ) (M
+1
3,2 ) (M
+1
1,1 ) (M
+1
2,2 )
= ( [5] ) ( [2] [1] ) ( [3] ) ( [4] ) ( [2] ) ( [4] [5] ) ( [1] ) ( [3] )
which corresponds to the double occurrence word 1234525134 in ascending order.
The function MicArrToArrWord establishes that each micronuclear arrangement corresponds to exactly
one assembly word, however the converse is not true as many micronuclear arrangements will correspond
with the same assembly word. For example, ρ(M1M2M3M4) and ρ(M4M3M2M1) both correspond to the
word 112233 in ascending order. This leads to the question: What are the possible micronuclear arrange-
ments which can induce a particular assembly graph?
Observe the following features of the assembly graph construction:
• each micronuclear arrangement has an associated assembly curve k;
• each assembly curve k induces a directed assembly graph Γk;
• the order and orientations of the MDSs in the micronuclear arrangement correspond with directed edges
of a Hamiltonian set of polygonal paths;
• the ﬁrst and last MDS of each macronuclear gene correspond to partial edges in Γk.
Theorem 3.5 provides a means to enumerate all potential Hamiltonian sets of unoriented polygonal paths,
but does not include the placement of partial edges at the path ends. Since the paths in the Hamiltonian set
are disjoint, any path which ends at a rigid vertex may be extended to include a partial edge from any of the
remaining three adjacent edges. However, only two of these placements extend as polygonal paths.
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Function MicArrToArrWord(α) : (α)
Input: A micronuclear arrangement α = M 	(1)τ(1),σ(1)M
	(2)
τ(2),σ(2) . . .M
	(n)
τ(n),σ(n) with scrambled
macronuclear genes of sizes n1, n2, . . . , nd.
Output: A double occurrence arrangement word W .
1 W ← ∅;
2 for i ← 1 to n do
3 if σ(i) = 1 then
4 W := W
(
1 +
τ(i)−1∑
j=1
(nj − 1)
)
; /* First MDS of MAC gene */
5 else if σ(i) = nj then
6 W := W
(
τ(i)∑
j=1
(nj − 1)
)
; /* Last MDS of MAC gene */
7 else
/* Interior MDS of MAC gene */
8 W := W
(
σ(i)− 12(1 + (i)) +
τ(i)−1∑
j=1
(nj − 1)
)(
σ(i)− 12(1− (i)) +
τ(i)−1∑
j=1
(nj − 1)
)
;
9 end
10 end
11 return W ;
The orientation of a polygonal path within an oriented assembly graph determines the MDS order and
orientation, i.e., the ﬁrst edge of the path will correspond to M1, the second to M2, etc. If the orientations
of the polygonal path and assembly graph coincide for the edge corresponding to the ith MDS, then mark
the edge as Mi. If the orientations disagree, then we mark the edge as M i. Recording the MDS sequence
as the assembly graph is transversed recovers the associated micronuclear arrangement; see Figure 17. The
proceeding discussion summarizes as the following theorem.
THEOREM 3.7. All micronuclear arrangements which correspond to a given assembly graph are generated
from the combinations of Hamiltonian sets of polygonal paths, extensions of the paths to polygonal partial
edges, and orientations of the extended polygonal paths.
Tables 7, 8, and 9 give all possible micronuclear arrangements for assembly graphs of size two.
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M1
M2
M3
(a)
M1
M2
M3
(b)
M1
M2
M3
(c)
M1
M2
M3
(d)
M3
M2
M1
(e)
M3
M2
M1
(f)
M3
M2
M1
(g)
M3
M2
M1
(h)
Figure 17.: Possible micronuclear arrangements corresponding to the assembly graph 1122 and the Hamil-
tonian polygonal path {v1, e1, v2}.
3.6 Braidings of Chord Diagrams
Recall from the chapter introduction that a chord diagram (CD) consists of a ﬁnite number of chords
intersecting a circle, called the backbone, at distinct points called the chord endpoints. Homologous genetic
recombinations can be readily visualized via chord diagrams by representing the precursor gene and product
gene as disjoint arcs on a backbone. Chords are drawn between the two arcs to represent matching genetic
sequences. See Figure 18 for an example.
For this model, it is clear that non-scrambled genetic regions present as parallel chords and scrambled
regions present as intersecting chords, relative to the arc orientations on the CD backbone. If the orientation
of one of the backbone arcs is reversed, the chords which were previously intersecting become parallel
(and vice versa). Hence, a good measure for the complexity of a genetic scrambling should either weight
a section of parallel chords equally with a section of chords that all cross each other, or weight them as
antipodal extremities.
In this section, we consider a property of chord diagrams called the braid index to quantify the degree
of complication in the crossing structure of the chords in a CD. In 1998, Birman and Trapp [29] provided
an algorithm to compute the braid index, and characterized properties of CDs with braid index 3. In Sec-
tion 3.6.4, we improve the Birman-Trapp algorithm with a divide and conquer strategy, characterize and
count the CDs with high braid index, and identify the types of CDs for which the braid index remains com-
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Precursor Gene
Product Gene
Figure 18.: Chord diagram modeling the genetic recombination which occurs in Oxytricha trifallax during
sexual reproduction. Figure from [33].
putationally intractable. Finally in Section 3.6.5 we ﬁnd the braid index for some special CDs, namely the
tangled cord and the wafﬂe graph.
3.6.1 Preliminaries
All deﬁnitions in this section come from either [29] or [50]. Namely, the deﬁnitions for chord diagrams,
linear chord diagrams, and isolated chords are adapted from [50], and the preliminaries to discuss braided
chord diagrams are covered in [29].
A linear chord diagram (LCD) is an oriented chord digram such that the backbone is “cut” at a base
point on the backbone, that is distinct from the chord endpoints. Cutting the backbone of the CD forms a
linear backbone with an inital and terminal backbone endpoint, designated by the orientation of the CD. The
closure of a LCD L, written L, is the CD formed by identifying the initial and terminal backbone endpoints
of L. The CD and LCD representing the DOW 121323 are pictured in Figure 7.
Both CDs and LCDs containing n chords are said to have size n. A CD (or LCD) is degenerate if it has
an isolated chord, i.e., one not crossed by any other chord. A CD (or LCD) having only isolated chords is
called fully-degenerate.
We represent a CD as a braided chord diagram by replacing the backbone by the standard m-braid repre-
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1 1
2 2
3
3
(a) Chord diagram
1
2
3
4
(b) Braided chord diagram (closed)
1
2
3
4
(c) Braided chord diagram (open)
Figure 19.: The braided chord diagram (b) is generated by the wordA(1, 3)A(1, 2)A(1, 4)A(1, 3) ∈ C4 and
represents a braiding of the chord diagram 12342143. Similar to ﬁgures in [29].
sentative σm−1σm−2 . . . σ1 of the unknot, and express the chords ofD as horizontal segments in them-braid
that connect two distinct strings Figure 19 (b). Such a braided chord diagram is called a braid representative
of the CD D. Since the structure of the m-braid is implicit in the construction of the braided chord diagram,
the “tops” and “bottoms” of them-braid may be suppressed without losing any information forming an open
braided chord diagram, as in Figure 19 (c). Likewise a closed braid can be recovered from an open braid by
connecting the top and bottom of each string.
DEFINITION 3.6.1. The chord monoid Cm is deﬁned as having generators A(i, j), i ≤ j ≤ m and relations
A(i, j)A(k, l) = A(k, l)A(i, j) , (3.9)
for distinct i, j, k, l.
The geometric interpretation of a generator A(i, j) is a chord joining the ith and jth strand of the identity
m-braid, and multiplication in Cm is concatenation. Relation (3.9) implies that chords with ends on distinct
strings can commute in the m-braid, in the sense of Figure 21 (a), while preserving the underlying CD
association.
For W ∈ Cm, the closure of W is the braided chord diagram W obtained by adjoining the standard
m-braid representative of the unknot to W to form an open braided chord diagram which is then closed.
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We can obtain a name (DOW) for D by labeling the generators in W in the order that they occur and
reading the name for D from W by starting in the upper left-most strand and transversing the backbone of
the braid.
The operation of replacing the word W ′A(i, j) ∈ Cm with A(i + 1, j + 1)W ′ (with the appropriate
modiﬁcation of j + 1 = 1 when j = m) is called cyclic permutation and preserves the CD that a braid
represents without effecting the number of strings in the m-braid.
DEFINITION 3.6.2. The braid index of a chord diagram D, written as br(D), is the least number of strands
used in any braid representative for D, i.e.,
br(D) = min{m ∈ N | W ∈ Cm closes to the braid representative W of D}. (3.10)
Similarly, the braid index of a linear chord diagram L is the braid index of the chord diagram D obtained by
connecting the initial and terminal backbone endpoints of L.
3.6.2 Braid Index
LEMMA 3.5. If D′ is a sub-chord diagram of D, then br(D′) ≤ br(D).
Proof. Suppose not, i.e., there exists a minimal braiding W of D with fewer strings than the minimal
braiding of D′. Since D′ is a sub-chord diagram of D the chords of D which do not correspond to chords
of D′ can be removed from W to form a braiding of D′ containing fewer strings than the minimal braiding
of D′. Clearly this is a contradiction.
LEMMA 3.6. If Dn is a sub-diagram of Dn+1, with n and n+1 chords respectively, then the braid index of
Dn+1 is either br(Dn) or br(Dn) + 1.
Proof. Let Dn+1 be the chord diagram corresponding to the DOW a1a2 . . . ai . . . aj . . . a2(n+1) such that
ai ∈ [n + 1]. Construct Dn from Dn+1 by removing a chord (ai, aj), where ai and aj represent the
same letter in the DOW, appearing at locations i and j in the name of D. From Lemma 3.5 we get that
br(Dn) ≤ br(Dn+1). Assume br(Dn) < br(Dn+1) and let W be a minimal braiding of Dn. If the chord
(ai, aj) is added toW such that ai intersects the braid immediately after ai−1, and aj intersects immediately
before aj−1, then the we must have that ai and aj belong to the same string. Otherwise br(Dn) = br(Dn+1),
and we are done. Performing an increasing stabilization (adding a trivial loop) anywhere between ai and aj
will increase the string count by one, but provides a valid braiding of Dn+1 with br(Dn) + 1 strings.
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COROLLARY 3.2 ([29]). If Dn is a CD with n chords, then br(Dn) ≤ n+ 1.
3.6.3 Birman-Trapp Algorithm
A canonical braiding of a diagramDn, with n chords, is a 2n-braiding in which each chord end is placed on
a string by itself. Details of constructing the conical braiding ofDn are given by the function CanonicalBraid
and illustrated by Figure 20. A decreasing stabilization of a braiding removes the trivial loops in the braid
between two strings; see Figure 21. A precise deﬁnition is given by the function DecreasingStablilization.
The Birman-Trapp algorithm for computing the braid index is as follows [29]:
Step 1. Fix any chord of Dn, label it 1, and choose one endpoint of chord 1, labeling it ∗.
Step 2. For each labeling of the remaining chords:
i. Form the name resulting from beginning to read the labels at ∗.
ii. Construct the canonical braidings of Dn relative to that name.
iii. Perform all possible decreasing stabilizations to the canonical braiding, and record the braid index of
the resulting braid.
This method amounts to a brute-force algorithm as there are (n− 1)! relabelings of the chords.
3.6.4 Divide and Conquer Algorithm
We show that if the CD contains clusters of isolated chords, then Birman-Trapp algorithm can be run on the
individual clusters rather than the entire diagram.
LEMMA 3.7. If W = A(i1, j1)A(i2, j2) . . . A(in, jn) ∈ Cm represents the chord diagram Dn, then the
chords that correspond to the generators A(is, js) and A(it, jt) with s < t intersect in Dn if and only if
is ≤ it < js ≤ jt or it < is ≤ jt < js.
Proof. This is proved through case-by-case analysis; see Figure 22.
In some cases the order of the generators is necessary to determine whether the corresponding chords
intersect in the CD. For instance the chords related to the closure of W1 = A(1, 2)A(1, 3) intersect in the
CD, but the chords of W2 = A(1, 3)A(1, 2) do not intersect. However if is < js < it < jt, then the chords
related to A(is, js) and A(it, jt) are parallel. This also implies that is, js, it, and jt are distinct, in which
case A(is, js) and A(it, jt) commute as in Figure 21(a).
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Function CanonicalBraid(N )
Input: A chord diagram Dn with name N
Output: W = A(i1, j1) . . . A(in, jn)
1 W ← ∅;
2 for k ← 1 to n do
3 W ← WA(position(N, k, 1), position(N, k, 2));
// where position(N, k, j) returns the position of the jth letter
k in N
4 end
5 return W;
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1
2
3
4
5
6
7
8
Figure 20.: The canonical braiding of the chord diagram represented by the DOW 1223453456718867.
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Function DecreasingStablilization(W )
Input: W = A(i1, j1) . . . A(in, jn) corresponding to a chord diagram Dn with name N
Output: W which closes to form a braid containing no trivial loops.
1 for k ← 1 to n do
2 if ik − 1 /∈ {it, jt | k ≤ t ≤ n} and ik /∈ {it, jt | 1 ≤ t ≤ k − 1} then
3 W ← Decrease(W, ik) ;
// where Decrease(W, c) decreases it, jt ≤ c by 1 for all
generators of W
4 end
5 if jk − 1 /∈ {it, jt | k ≤ t ≤ n} and jk /∈ {it, jt | 1 ≤ t ≤ k − 1} then
6 W ← Decrease(W, jk) ;
7 end
8 end
9 W ← Increase(W) ;
// where Increase(W) increases it, jt by 1 for all generators of W
10 return W ;
Algorithm 1: Computing Braid Index of a Chord Diagram
Input: A chord diagram Dn with name N
Output: br(Dn)
1 m ← n+ 1;
2 W ∗ ← CanonicalBraid(N) ;
3 for k ← 1 to (n− 1)! do
4 Wk ← σ(1)n,k(W ∗) ; // kth permutation of Sn fixing 1
5 A(i1, j1) . . . A(in, jn) ← DecreasingStablilization(Wk) ;
6 m ← min{m,max{it, jt | 1 ≤ t ≤ n}} ;
7 end
8 return m ;
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(a) Chord Commutation (b) Decreasing Stabilization (Removing trivial loops)
Figure 21.: Chord diagram preserving braid moves used in the Birman-Trapp algorithm. [29]
(a) Intersecting (b) Parallel
Figure 22.: Chords in the m-braid that correspond to either intersecting or parallel (non-intersecting) chords
in the CD.
THEOREM 3.8. If the chord diagram D is the composition of linear chord diagrams L1, L2, . . . , Ln, then
br(D) =
n∑
i=1
br(Di)− (n− 1), (3.11)
where each chord diagram Di corresponds to the closure of Li, respectively.
Proof. LetD be composed of LCDs L1, L2, . . . , Ln having l1, l2, . . . , ln chords, respectively, and ﬁx a base
point for D between Ln and L1. Set N =
∑n
i=1 li.
We claim that there exists a W ∈ Cm which closes to a minimal braiding W for D, and has the form
W = W1W2 . . .Wn where each Wi ∈ Cmi (and
∑n
i=1mi = m− n+ 1) closes to a braiding of Di, such
that, for s < t, all generators A(isu , jsu) ∈ Ws and A(itv , jtv) ∈ Wt, satisfy isu < jsu ≤ itv < jtv for each
u ∈ [ls] and v ∈ [lt]. This braiding is pictured in Figure 23.
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Figure 23.: A minimal braiding of a chord diagram composed of isolated linear chord diagrams.
Suppose U = A(i1, j1)A(i2, j2) . . . A(ik, jk) . . . A(iN , jN ) ∈ Cm also represents D. Without loss of
generality, we may assume that A(i1, j1) corresponds to the ﬁrst chord of L1 and that i1 and j1 corre-
spond to the ﬁrst and second intersections in the CD, respectively. This assumption is justiﬁed, since
we may cyclically permute A(i1, j1) until it is the ﬁrst generator and i1 = 1. If L1 contains more than
one chord, take A(ik, jk) to be the next generator representing a chord of L1. If k > 2, then A(i2, j2)
belongs to one of L2, . . . , Ln and corresponds to a parallel chord in D. Since A(ik, jk) belongs to L1
and A(i2, j2) belongs to Li for some i > 1, it follows that i2 ≥ jk. From Lemma 3.7, A(i2, j2) must
commute with A(ik, jk), as only the right-most case of the parallel chords in Figure 22 can occur. In-
deed, all the chords A(i3, j3), . . . , A(ik−1, jk−1) must also be parallel with A(ik, jk) and commute. Thus,
U ′ = A(i1, j1)A(ik, jk)A(i2, j2) . . . A(ik−1, jk−1)A(ik+1, jk+1) . . . A(iN , jN ) also reads as D. Continu-
ing in this fashion, we may construct U ′′ such that the ﬁrst l1 generators of U ′′ correspond to the chords in
L1.
Similarly, if the ﬁrst generator to follow A(il1 , jl1) in U
′′ does not belong to L2, then it commutes with
the chords from L2. This follows from the facts that both ends from any L2 chord must precede all other
chord ends from Li where i > 2, and all such chords are parallel to the L2 chords. Thus the generators of
U can be organized so that the ﬁrst l1 chords correspond to L1, the next l2 chords correspond to L2, etc.,
as in Figure 23. Note that the only two operations used to rearrange U into W were cyclic permutation and
commutation. Therefore if U was a minimal braiding of D, then so is W and the claim is proven.
Note that the closure Wi of each Wi is a minimal braiding of Di. Suppose not, i.e., there exists a
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W i ∈ Cm that closes to Wi which also represents Di and contains fewer strings than Wi. Cyclically
permute W i so that the ﬁrst chord of Li is the ﬁrst generator of W

i , and the ﬁrst chord end is on the ﬁrst
string. Thus W  = W1 . . .W i . . .Wn would close to a braid with fewer strings than W, but this is a
contradiction as W is taken to be a minimal braiding.
Finally observe that the generators of Lk and Lk+1 intersect on one exactly one common string for each
1 ≤ k ≤ n − 1. If they intersected on more than one string, the chords of Lk and Lk+1 would intersect.
However if the generators did not intersect on a common chord, there would be a decreasing stabilization
and W would not be minimal.
LEMMA 3.8. [29] If the set of chords of the diagramD has a subset of p isolated chords, then br(D) ≥ p+1.
THEOREM 3.9. LetDn be a chord diagram with n chords. Then br(Dn) = n+1 iffDn is fully-degenerate.
Proof. (=⇒) It is straightforward to verify that 1122 and 1221 have braid index 3 and are fully-degenerate,
but 1212 has braid index 2.
Now inductively assume that all chord diagrams with n ≥ 3 chords and braid index n + 1 are fully-
degenerate, and consider any chord diagram Dn+1 with n + 1 chords such that br(Dn+1) = n + 2. If
Dn+1 is fully-degenerate then we are done, so assume to the contrary that Dn+1 has at least one pair, {a, b}
of intersecting chords. At least one of these chords, a, does not intersect the remaining n − 2 chords, as
removing its paired counterpart, b, would decrease the braid index by exactly one by Corollary 3.2. By
our induction hypothesis, the resulting diagram would have braid index n, so it must be fully-degenerate.
However if we remove any one of the remaining n− 2 non-intersecting chords, we decrease the braid index
by exactly one and have a chord diagram that is not fully-degenerate. This is a contradiction, so no such
intersecting pair of chords exist and Dn+1 is fully-degenerate.
(⇐=) Since Dn is fully degenerate, it contains n isolated chords so br(Dn) > n, by Lemma 3.8. Therefore
br(Dn) = n+ 1 because br(Dn) ≤ n+ 1 for all chord diagrams by Corollary 3.2.
COROLLARY 3.3. The number of linear chord diagrams with n chords that have braid index n+ 1 is
1
n+ 1
(
2n
n
)
,
i.e., the nth Catalan number Cn.
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Figure 24.: Minimal braidings for fully-degenerate chord diagrams with 4 chords.
The total number of fully-degenerate linear chord diagrams with n chords is Cn [50], and the number of
symmetric linear chord diagrams with n chords that have braid index (n+ 1) is
(
2n
n
)
.
CONJECTURE 3.2. The number of linear chord diagrams with n chords that have braid index n is
n2(n− 1)
2(n+ 2)
[
1
n+ 1
(
2n
n
)]
. (3.12)
3.6.5 Minimal Braidings of Select Chord Diagrams
DEFINITION 3.6.3. The wafﬂe Wm,n is the chord diagram named
12 . . . (m+ n)(m)(m− 1) . . . 21(m+ n)(m+ n− 1) . . . (m+ 1). (3.13)
See Figure 25.
LEMMA 3.9. For m ≥ 1, br(Wm,1) = m+ 1.
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2
. . .
m−1m
m+ 1
m+ 2
m+ n
. .
.
m+n−1
. .
.
m+ 2
m+ 1
1
m+ n
2
3
... . . .
m−1
m
m+ 1
m+ 2
... . .
.
m+n−2
m+n−1
1
Figure 25.: The wafﬂe chord diagram Wm,n and one of its minimal braidings.
Proof. By construction, the wafﬂe Wm,1 contains m non-intersecting edges so br(Wm,1) ≥ m + 1. It is
short work to verify that W = A(1,m+ 1)A(1,m) . . . A(1, 2)A(1,m+ 1) reads the name of Wm,1.
PROPOSITION 3.1. For m,n ≥ 2,
br(Wm,n) ≤ m+ n− 1 . (3.14)
Proof. Without loss of generality, let m ≥ n ≥ 1. The sequence of generators
A(1,m)A(2,m)A(1,m− 1)A(1,m− 2) . . . A(1, 1)︸ ︷︷ ︸
m+1 generators
A(1,m+ n− 1)A(1,m+ n− 2) . . . A(1,m+ 1)︸ ︷︷ ︸
n−1 generators
uses m + n − 1 strings to generate a braid corresponding to Wm,n, i.e., br(Wm,n) ≤ n + m − 1 (see
Figure 25).
CONJECTURE 3.3. For m,n ≥ 2, br(Wm,n) ≤ m+ n− 1.
PROPOSITION 3.2. The braid index of the tangled cord Tn is n/2+ 1.
Proof. Let Tn = t1t2t3 . . . t2n where ti ∈ [n] for each i ∈ [2n]. Then sequence of generators
A(t1, t1 + 1)A(t2, t2 + 1)A(t3, t3 + 1) . . . A(tn, tn + 1)
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generates a braid corresponding to the tangled cord (see Figure 26). Further,
max{t1, t1 + 1, t2, t2 + 1, . . . , tn, tn + 1} = n/2+ 1. (3.15)
Thus br(Tn) ≤ n/2+ 1.
Note that the odd numbered chords in the chord diagram of the tangled cord are non-intersecting, so
br(Tn) ≥ n/2 + 1.
n Generators
1 A(1,2)
2 A(1,2)A(1,2)
3 A(1,2)A(2,3)A(1,2)
4 A(1,2)A(2,3)A(1,2)A(2,3)
5 A(1,2)A(2,3)A(1,2)A(3,4)A(2,3)
6 A(1,2)A(2,3)A(1,2)A(3,4)A(2,3)A(3,4)
7 A(1,2)A(2,3)A(1,2)A(3,4)A(2,3)A(4,5)A(3,4)
...
...
1
3
2
5
4
...
n−1
n−2
n
. . .
1 2 3 · · · ⌊n+2
2
⌋⌊
n+3
2
⌋
Figure 26.: A minimum braiding of the tangled cord Tn.
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3.7 Tables & Figures
Table 5: All Double Occurrence Words.
Symbols All Irreducible Strongly Irreducible
1 1 1 1
2 3 2 1
3 15 10 4
4 105 74 27
5 945 706 248
6 10,395 8,162 2,830
7 135,135 110,410 38,232
8 2,027,025 1,708,394 593,859
9 34,459,425 29,752,066 10,401,712
10 654,729,075 576,037,442 202,601,898
11 13,749,310,575 12,277,827,850 4,342,263,000
12 316,234,143,225 285,764,591,114 101,551,822,350
13 7,905,853,580,625 7,213,364,729,026 2,573,779,506,192
14 213,458,046,676,875 196,316,804,255,522 70,282,204,726,396
15 6,190,283,353,629,375 5,731,249,477,826,890 2,057,490,936,366,320
OEIS A001147 (Kn) A000698 (In) A000699 (Sn)
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Table 6: Palindromic Double Occurrence Words.
Symbols All Irreducible Strongly Irreducible
1 1 1 1
2 3 2 1
3 7 6 2
4 25 20 7
5 81 72 22
6 331 290 96
7 1,303 1,198 380
8 5937 5,452 1,853
9 26,785 25,176 8,510
10 133,651 125,874 44,940
11 669,351 637,926 229,836
12 3,609,673 3,448,708 1,296,410
13 19,674,097 18,919,048 7,211,116
14 113,525,595 109,412,210 43,096,912
15 664,400,311 642,798,510 256,874,200
OEIS A047974 (Ln) A195186 (Jn) A004300 (Tn)
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Table 10: Number of chord diagrams and linear chord diagrams by braid index.
CD Braid Index
n 2 3 4 5 6 7 8
1 1
2 1 1
3 1 2 2
4 1 6 7 3
5 1 12 38 22 6
6 1 29 198 235 79 12
7 1 65 1,107 2,390 1,409 284 27
LCD Braid Index
n 2 3 4 5 6 7 8 9
1 1
2 1 2
3 1 9 5
4 1 34 56 14
5 1 122 480 300 42
6 1 414 3,743 4,620 1,485 132
7 1 1,339 27,554 62,769 36,036 7,007 429
8 1 4,190 193,084 797,760 752,100 246,428 32,032 1,430
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3.8 Chapter Notations
Symbol Description Page Reference
A(i, j) a generator of the chord algebra 58
An(Γ) assembly number of the assembly graph Γ 44
α(σ, τ, ) a micronuclear arrangement 51
br(D) braid index of a chord diagram D 59
Cm the chord algebra 58
Cn the Catalan numbers 65
CD chord diagram 56
Dw the chord diagram represented by the DOW w 56
DOW double occurrence word 32
ei an edge from E 41
E set of edges of an assembly graph 41
i sign function of a micronuclear arrangement 51
Fn the Fibonacci numbers 45
γ a Hamiltonian set of polygonal paths 44
Γ an assembly graph 41
|Γ| size of Γ 42
In number of irreducible DOWS of size n 38
Jn number of irreducible, palindromic DOWs of size n 38
Kn number of DOWs of size n 37
Ln number of palindromic DOWs of size n 37
LCD linear chord diagram 57
M ki,j j
th MDS of macronuclear gene i with orientation k 51
ρ function assigning a DOW to a micronuclear arrangement 54
Sn number of strongly-irreducible DOWs of size n 40
σi permutation for MDSs of a micronuclear arrangement 51
Tn number of strongly-irreducible, palindromic DOWs of size n 40
Tn tangled cord of size n 46
Ww a braiding of the a chord diagram Dw 59
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Symbol Description Page Reference
Ww a word in the braid algebra Cm corresponding to the chord diagramDw for
a DOW w
60
Wn,m wafﬂe chord diagram with groupings of n and m chords 66
vi a vertex from V 41
V set of verticies of an assembly graph 41
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Chapter 4
High Order Moments and Complete Monotonicity
Moments are a central feature of probability theory, and give an abstract quantiﬁcation for the sparseness
of points in a set. For instance, the ﬁrst moment indicates where “middle” of the points occurs and the
second central moment says how spread out the points are relative to that middle. As the study of moments
developed, new type of moments were considered, e.g., absolute moments, standard moments, factorial
moments, cumulants, etc. Often, one type of moment can be expressed recursively as the weighted sum of
another type of moment using an inversion formula.
Urn models are used in combinatorics to describe the recursive behavior of placing colored balls into
containers called urns. The balls may iteratively be inserted, removed, or replaced and generate a stochastic
process. For example, suppose a red and blue ball are placed into a single urn and, during each round, a ball
is drawn at random from the urn, the color is recorded, and placed back into the urn. After n rounds the
probability of drawing a total of k red balls follows the binomial distribution Bin(n, 12). See [72] for more
urn models and their associated probability distributions.
Distributions derived from urn models, having a parameter n corresponding to the number of rounds,
can be scaled so that the support of the distribution belongs to the unit interval [0, 1]. In the binomial case,
the probabilities P [X = k] =
(
n
k
)
pk(1 − p)n−k deﬁned on k ∈ {0, 1, . . . , n − 1, n} can be scaled to
P [Y = kn ] =
(
n
k
)
pk(1− p)n−k for k ∈ {0, 1n , . . . , n−1n , 1}, which we call the scaled distribution.
In 1912, Bernstein [56] used a sequence of scaled-binomial distributions to give a constructive proof
of the Stone-Weierstrass approximation theorem: given a function f which is continuous on [0, 1], there
is a sequence of polynomials which converge uniformly to f on [0, 1]. In 1921, Hausdorff showed that a
sequence of moments, derived from a probability distribution deﬁned on the interval [0, 1], has the property
that the sequential differences will all be negative. Indeed the nth iterative differences will all be nonnegative
if n is even and nonpositive if n is odd. Sequences of this type are called completely monotonic. Indeed,
Hausdorff showed that a sequence is completely monotonic if and only if it corresponds with such a moment
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sequence [69, 70]. If, however, the order of the moment for a scaled distribution is ﬁxed, then sequence cn,
formed by increasing the round size n, may no longer be completely monotonic (see Section 4.6).
This chapter considers two moment problems:
i. Given sample points from an unknown discrete random variable, determine the form of the underlying
distribution and approximate the corresponding parameters to best-ﬁt the data.
ii. Construct a completely monotonic sequence which behaves asymptotically like a moment sequence of
a scaled random variable.
Sections 4.1 contains a general combinatorial, probabilistic, analytic, and statistical background to con-
textualize the later sections. A review of the various types of moments and their corresponding generating
functions are provided in Section 4.2, and the techniques needed to convert one type of a moment into
another are covered in Section 4.3.
Section 4.4 begins to address moment problem i. and contains a new method of distribution ﬁtting by
means of regression on the successive ratios of moments. We apply this new method to both simulated data
from a binomial distribution and the braid index counts from Table 10. Application of the moment ratio
method, shows that the sequence of probability distributions generated by the braid index counts appears to
ﬁt a sequence of Gamma distributions, indicating an asymptotic growth rate for the sequence.
Section 4.5 discuss Bernstein’s Theorem and completely monotonic sequences in greater depth, preparing
the discussion of moment problem ii. (above). Finally, in Section 4.6 we consider a sequence Sn(α, β, γ, λ, μ)
of multiparameter negative binomial sums with the desired monotonic properties and consider the asymp-
totics of this sequence when various parameters are ﬁxed. In one case, Sn tends towards the moment se-
quence of a scaled Beta-Binomial distribution with a limiting case of the moments of the Beta distribution,
and in another case, Sn tends towards the moment sequence of the scaled-Binomial distribution, which are
the Bernstein polynomials for the exponential function.
4.1 Preliminaries
For completeness, we provide a summary of the concepts covered in this chapter, stemming from a vari-
ety of ﬁelds. Subsection 4.1.1 provides the necessary combinatorial background for Sections 4.2 and 4.3.
Supporting backgrounds for the analysis and special functions topics are provided in Subsection 4.1.2, in
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preparation for Sections 4.4, 4.5, and 4.6. The probability content in Subsection 4.1.3 is used throughout the
entire chapter, but the statistical applications are conﬁned to Subsection 4.2.4 and 4.4.
Readers familiar with some or all of these ﬁelds may wish to skip this section or use it as reference if the
need arises.
4.1.1 Counting Functions
We deﬁne the factorial function in the usual recursive way, namely
n! :=
⎧⎪⎨⎪⎩
1, n = 0
n (n− 1)!, n ∈ N
. (4.1)
Analogously, n0 = 1 and
nk := n (n− 1) . . . (n− k + 1) (4.2)
is called the falling factorial (of n of length k), and the related n0 = 1 and
nk := n (n+ 1) . . . (n+ k − 1) (4.3)
is called the rising factorial (of n of length k). Note that the rising and falling factorial functions are related
through nk = (n+ k − 1)k, e.g., 1k = kk = k!.
The symbols
[
n
k
]
and
{
n
k
}
denote the Stirling numbers of the ﬁrst and second kind, respectively. The
Stirling numbers of the ﬁrst and second kind may be deﬁned recursive in the following way:
i.
[
n
k
]
=
[
n− 1
k − 1
]
+ (n− 1)
[
n− 1
k
]
,
[
0
0
]
= 1,
[
0
k
]
= 0, and
[
n
0
]
= 0.
ii.
{
n
k
}
=
{
n− 1
k − 1
}
+ k
{
n− 1
k
}
,
{
0
0
}
= 1,
{
0
k
}
= 0, and
{
n
0
}
= 0.
The Bn,k(x1, . . . , xn−k+1) represents the kth partial Bell polynomial given by
Bn,k(x1, . . . , xn−k+1) =
∑
P∈Pn
n!
j1! j2! · · · jn−k+1!
(x1
1!
)j1 (x2
2!
)j2 · · ·( xn−k+1
(n− k + 1)!
)jn−k+1
(4.4)
such that P = {j1, . . . , jn−k+1} is an integer partion of n into k parts, i.e.,
n−k+1∑
i=1
i ji = n and
n−k+1∑
i=1
ji = k.
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For instance, 5 can be partitioned as
5 =⇒ {0, 0, 0, 0, 1}
4 + 1 =⇒ {1, 0, 0, 1}
3 + 2 =⇒ {0, 1, 1, 0}
3 + 1 + 1 =⇒ {2, 0, 1}
2 + 2 + 1 =⇒ {1, 2, 0}
2 + 1 + 1 + 1 =⇒ {3, 1}
1 + 1 + 1 + 1 + 1 =⇒ {5}
of which two of these partitions are composed of three parts, namely 3 + 1 + 1 and 2 + 2 + 1. Thus,
B5,3(x1, x2, x3) =
5!
2! 0! 1!
(x1
1!
)2 (x2
2!
)0 (x3
3!
)1
+
5!
1! 2! 0!
(x1
1!
)1 (x2
2!
)2 (x3
3!
)0
= 10x1
2x3 + 15x1x2
2.
4.1.2 Binomial Coefﬁcients and Special Functions
The binomial coefﬁcient(
n
k
)
=
n!
(n− k)! k! =
n!/(n− k)!
k!
=
nk
k!
(n ∈ N, k ∈ [0, n]) (4.5)
is a fundamental tool in counting, and has been a cornerstone of combinatorics, probability, and statistics
for hundreds of years. Most notably, the coefﬁcients naturally arise in the expansion of (a+ b)n for n ∈ N
in the aptly named Binomial Theorem:
(a+ b)n =
n∑
k=0
(
n
k
)
akbn−k , (n ∈ N). (4.6)
There are many generalizations of factorials, binomial coefﬁcients, and the binomial theorem. For instance,
the Gamma function
Γ(z) =
∫ ∞
0
tz−1e−tdt , ( z > 0), (4.7)
also known as the Euler integral of the second kind, extends the factorial function in that n! = Γ(n+ 1) for
each n ∈ N. In this fashion, the binomial coefﬁcient generalizes to(
x
y
)
=
Γ(x+ 1)
Γ(x− y + 1)Γ(y + 1) . (4.8)
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The Beta function, also know as the Euler integral of the ﬁrst kind, is given by
B(x, y) =
∫ 1
0
tx−1(1− t)y−1 dt, (x,y > 0), (4.9)
and related to the Gamma function and binomial coefﬁcients via
B(x, y) =
Γ(x) Γ(y)
Γ(x+ y)
=
1
(x+ y − 1)(x+y−2x−1 ) (4.10)
when x + y = 1. One generalization of the Binomial Theorem is the Negative Binomial Theorem [60, Ch.
1]:
(1− z)−α =
∞∑
n=0
dn(α) z
n (α > 0), (4.11)
where d0(α) = 1 and dn(α) = α
n
n! for each n ∈ N are called the negative binomial coefﬁcients. The
negative binomial coefﬁcients may be expressed in terms of the Gamma and Beta functions as
dn(α) =
Γ(α+ n)
Γ(α)n!
=
1
nB(α, n)
(4.12)
and inherit some of the properties of binomial coefﬁcients, i.e., for n ∈ N, d1(α) = α, dn(1) = 1,
ndn(α) = αdn−1(α+ 1), dn(α) = dn(α+ 1)− dn−1(α+ 1), (4.13)
and dn(α+ β) =
n∑
k=0
dk(α) dn−k(β) . (4.14)
Stirling’s approximation for the Gamma function [60, p. 47],
Γ(z) =
√
2πe−zzz−1/2
(
1 +O
(
1
|z|
))
as |z| → ∞ (4.15)
for | arg(z)| < π, used for large |z| and bounded a, b [83], gives
Γ(z + a)
Γ(z + b)
= za−b
[
1 +
(a− b)(a+ b− 1)
2z
+O(|z|−2)
]
as |z| → ∞. (4.16)
In particular, the asymptotic behavior in n of the negative binomial coefﬁcient is
dn(α) =
nα−1
Γ(α)
(
1 +O
(
1
n
))
as n → ∞ (4.17)
where α > 0.
A hypergeometric series is a series
∑
cn such that cn+1/cn is a rational function of n. With this conven-
tion, we consider the power series
pFq
[
a1, . . . , ap
b1, . . . , bq
; z
]
:=
∞∑
n=0
an1 . . . a
n
p
bn1 . . . b
n
q
zn
n!
, (4.18)
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which we call a generalized hypergeometric function if the series converges. This means that b /∈ {0}⋃Z−.
Some notable examples of hypergeometric functions are:
0F0[z] =
∞∑
n=0
zn
n!
= ez (4.19)
1F0
[
a
− ; z
]
=
∞∑
n=0
an
n!
zn =
∞∑
n=0
dn(a)z
n = (1− z)−a (4.20)
0F1
[ −
1/2
; −z
2
4
]
=
∞∑
n=0
1
(1/2)n
(−z2/4)n
n!
=
∞∑
n=0
(−1)nz2n
(2n)!
= cos z (4.21)
z 2F1
[
1, 1
2
; −z
]
= z
∞∑
n=0
1n1n
2n
zn
n!
=
∞∑
n=0
zn+1
n+ 1
= log(1 + z) . (4.22)
4.1.3 Random Variables and Expected Value
In this section we provide the probabilistic and statistical background for the chapter. These deﬁnitions are
taken from [71,81], but see [80, 81] for introduction to these topics.
A σ-ﬁeld is a collection S of subsets of a set Ω that contains the empty set, ∅, as a member and is closed
under countable unions and complements. A probability measure P : Ω → [0, 1] on a σ-ﬁeld S of subsets
of Ω is a function such that P (Ω) = 1 and the probability measure of a countable union of disjoint sets {Ei}
is equal to
∑
P (Ei). A sample space is the pair (Ω,S) and a probability space is a triple (Ω,S, P ), where
Ω is a set, S is σ-ﬁeld, and P is a probability measure on P on S . Informally, Ω is set of possible outcomes
of an event, S is the collection of all combinations of these outcomes, and P assigns the likelihood of each
outcome.
A random variable (RV) for a sample space (Ω,S) is a ﬁnite, single-valued function X : Ω → R if the
inverse images under X of all Borel sets in R are events, i.e.,
X−1(B) = {ω : X(ω) ∈ B} ∈ S ∀B ∈ B . (4.23)
In particular, X is a RV if and only if for each x ∈ R, {ω : X(ω) ≤ x} = {X ≤ x} ∈ S [81]. The
RV X , deﬁned on the probability space (Ω,S, P ) induces a probability space (R,B, Q) by means of the
correspondence
Q(B) = P{X−1(B)} = P{ω : X(ω) ∈ B} B ∈ B, (4.24)
and Q is called the (probability) distribution of X . The function
F (x) = Q(−∞, x] = P{ω : X(ω) ≤ x} x ∈ R (4.25)
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is called the cumulative distribution function (CDF) or distribution function (DF) of the RV X .
A RV X deﬁned on (Ω,S, P ) is said to be discrete if there exits a countable set E ⊆ R such that
P{X ∈ E} = 1. For a discrete RV X , the collection of numbers {pk} satisfying P{X = xk} = pk ≥ 0 for
all i and
∑∞
k=1 pk = 1, is called the probability mass function (PMF) of the RV X , and the corresponding
set {xk} is the support of X .
A RV X deﬁned on (Ω,S, P ) with DF F is said to be continuous if F is absolutely continuous, i.e., there
exists a function f : R → [0,∞) such that for every x ∈ R,
F (x) =
∫ x
−∞
f(t)dt . (4.26)
Here the function f is called the probability density function (PDF) of the RV X .
A sequence {Xn} of RVs is said to be independent, identically distributed (i.i.d. for short) if for every
n ≥ 2 the RVs X1, X2, . . . , Xn are independent with the common law L(X).
Let X be a discrete RV X with support {xk} and PMF {pk}. If the sum
∑
k∈Ω
|xk| pk < ∞, we say that the
expected value exists and set
E[X] =
∑
k∈Ω
xk pk . (4.27)
Similarly if X is a continuous RV with PDF f , support Ω, and
∫
Ω |x|f(x)dx < ∞, then the expectation
exists and is given by
E[X] =
∫
x∈Ω
x f(x) dx . (4.28)
Let h be a Borel-measurable function on Ω. Similarly we say that E[g(x)] exists if
∫
x∈Ω |g(x)| f(x) dx <
∞, in which case
E[g(X)] =
∫
x∈Ω
g(x) f(x) dx . (4.29)
For both the discrete and continuous type RVs, the expected value has the following properties:
i. (Constants) If c is a constant, then E[c] = c.
ii. (Linearity) If X and Y are RVs and c is a constant, then E[cX + Y ] = cE[X] + E[Y ].
iii. (Inequality) |E[X]| ≤ E[|X|].
iv. If X and Y are independent, then E[X Y ] = E[X]E[Y ].
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4.2 Probability Generating Functions and Moments
Given a sequence {an}∞n=0, the ordinary generating function, or simply generating function (GF), of an is
the formal power series
G(an;x) =
∞∑
n=0
anx
n , (4.30)
and if P{k = n} = an for all n ∈ N0 is the PMF of a discrete RV, then G(an;x) is called the probability
generating function (PGF) of an. The coefﬁcients of a GF can be extracted by taking successive derivatives,
dm
dxm
[G(an;x)]x=0 =
[ ∞∑
n=m
nm an x
n−m
]
x=0
= n! an . (4.31)
For this reason, it is often more convenient to consider the exponential generating function (EGF), expressed
as
EG(an;x) =
∞∑
n=0
an
xn
n!
(4.32)
for which d
m
dxm [EG(an;x)]x=0 = am. GFs can be useful in counting, expressing recursive relations, estab-
lishing identities, exploring the growth and asymptotics of sequences [53, 85].
4.2.1 Moments
The moment generating function (MGF) for a random variable X is deﬁned as
MX(t) = E[eXt] (4.33)
provided this expectation exists. If the moment generating function exists in an open interval containing
zero, then
MX(t) = E[eXt] = E
[ ∞∑
i=0
(Xt)i
i !
]
= 1 +
∞∑
i=1
E[Xi]
ti
i !
. (4.34)
by the Taylor series expansion of the exponential function and the linearity of expectation. From (4.34) it
is clear that the MGF is indeed an exponential generating function. For this reason the ith coefﬁcient of the
MGF, E[Xi], is called the ith moment and denoted as μ′i. It should be noted that moments are sometimes
called ordinary, raw, crude [72] or non-central moments.
As is a feature of exponential generating functions, the coefﬁcients of (4.34) may be computed through
repeated differentiation and evaluation at t = 0. In particular,
di
dti
[MX(t)]t=0 = E[Xi] = μ′i. (4.35)
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Most notably, the mean and variance of X are of great statistical signiﬁcance and may be evaluated in
terms of moments as
μ = E[X] = μ′1 and Var(X) = E[X
2]− (E[X])2 = μ′2 − (μ′1)2, (4.36)
respectively. However, the variance of X is deﬁned as E[(X − μ)2] which suggests the notion of central
moments.
4.2.2 Central and Standardized Moments
The central moment generating function (CMGF) for a random variable X is deﬁned as
CX(t) = E[e(X−μ)t] = e−μ tMX(t) (4.37)
provided μ and the expectation exist. Similar to (4.34), when the central moment generating function ex-
ists in an open interval around μ the CMGF may be presented as exponential generating function whose
coefﬁcients are called central moments and denoted μi. In general
μi = E[(X − μ)i] = E
⎡⎣ i∑
j=0
(
i
j
)
(−μ)i−jXj
⎤⎦ = i∑
j=0
(
i
j
)
(−μ)i−jμ′j (4.38)
when such expectation exists. Note that if μ exists, then μ1 = E[X − μ] = E[X] − μ = 0. The second
central moment is given the distinction of being called the variance, usually denoted σ2, and the square root
of the variance is called the standard deviation, denoted by σ.
The ith standard moment, denoted αi is deﬁned as αi = μi / σi. It is easy to see that α1 = μ1 = 0 and
α2 = 1. The third and fourth standard moment are less trivial and are called the skewness and kurtosis,
respectively. Standard moments are closely connected with cumulants, and this connection is made explicit
in 4.2.3.
Central and standard moments are useful in describing some visual aspects of a probability distribution.
Just as the mean describes the “center” of a distribution, the standard deviation and variance quantify how
“spread out” it is, the skewness measures how asymmetric or “lopsided” it is, and the kurtosis measures
how peaked or “pointy” it is. The abstractness of the corresponding shape parameter increases with the
order of the moment in the same way that the graphical properties of the higher order derivatives become
increasingly abstract. For this reason, moments greater than order 4, known as higher (order) moments, are
often omitted for statistical considerations.
85
Table 12: List of probabilistic generating functions. [71]
Generating Function Notation Deﬁnition
Probability Generating Function G(t) E[tX ]
Moment Generating Function M(t) E[etX ]
Central Moment Generating Function C(t) E[et(X−μ)]
Characteristic Function φ(t) E[eitX ]
Factorial Moment Generating Function M˜(t) E[(t+ 1)X ]
Cumulant Generating Function K(t) lnE[etX ]
Factorial Cumulant Generating Function K˜(t) lnE[(t+ 1)X ]
4.2.3 Factorial Moments, Cumulants, and Factorial Cumulants
The factorial moment generating function (FMGF) for a RV is deﬁned as
M˜X(t) = E[(t+ 1)
X ] = 1 + E
[ ∞∑
i=1
Xi
ti
i!
]
(4.39)
and provided the expectation exists, the coefﬁcients μ′[i] = E[X
i] are called factorial moments. Similarly,
the cumulant generating function (CGF) and factorial cumulant generating function for a RV are deﬁned as
KX(t) = lnE[(t+ 1)
X ] and K˜X(t) = lnE[etX ] , (4.40)
and the ith coefﬁcients of their respective series expansions are called cumulants, κi, and factorial cumulants,
κ[i], respectively. The connection between cumulants and moments is expressed through the following
relationship [82]:
μ′r =
r−1∑
i=0
(
r − 1
i
)
κr−i μ′i and κr = μ
′
r −
r−1∑
i=1
(
r − 1
i
)
κr−i μ′i . (4.41)
4.2.4 Sample Moments
Let X1, X2, . . . , Xn be an i.i.d. sample from a population DF F . The sample (or empirical) distribution
function is deﬁned as
F ∗n(t) =
1
n
n∑
j=1
χ(t;Xj) (4.42)
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where χ(t;Xj) is the step function at Xj ∈ R given by
χ(t;Xj) =
⎧⎪⎨⎪⎩
1, t ≥ Xj
0, t < Xj
. (4.43)
As one might suspect, the expectation of the sample distribution F ∗n(t) is the population DF F , E[F ∗n(t)] =
F (t). In fact the Clivenko-Cantelli Theorem [63, p. 391] gives the stronger statement that F ∗n(t) converges
uniformly to F (x), so E(Xi) = E(X) for each i ∈ [n]. By the independence of the sample, for each
i, j ∈ [n]
E[XiXj ] = E[Xi]E[Xj ] = E[X
2] (4.44)
and motivates the following deﬁnition.
DEFINITION 4.2.1. For an i.i.d. sample X1, . . . , Xn taken from a population X , deﬁne
μˆi =
1
n
n∑
j=1
Xij and μˆ1 =
1
n
n∑
j=1
Xj (4.45)
as the sample moment of order i and the sample mean, respectively.
From (4.44), it is straightforward to see that if X1, X2, . . . , Xn are i.i.d., then E[mi] = μ′i, provided μ
′
i
exists. Analogously, a sample factorial moment is given as
m[i] =
1
n
n∑
j=1
X
i
j (4.46)
THEOREM 4.1. [81, p. 334] Let {Xj}nj=1 be a sample of n i.i.d. RVs from a population X . The sequence
{∑nj=1Xj i/n} is asymptotically normal with mean μ′i = E[Xi] and variance Var(Xi)/n, i.e., as n → ∞
mi,n − μ′i√
Var(Xi)/n
L−→ N (0, 1) (4.47)
where mi,n is the sample moment of order i from {Xj}nj=1 and N (0, 1) is the standard normal distribution.
Hence, the moments of a sample distribution approach the moments of the underlying population distri-
bution as the sample size increases. It should be noted that for ﬁxed n, as i → ∞ the variance Var(Xi)/n →
∞, provided the Var(Xi) exists for each i ∈ N.
COROLLARY 4.1. If {Xj}nj=1 is an i.i.d. sample of RVs from a population X, the sequence {
∑n
j=1X
i
j/n}
is asymptotically normal with mean μ′[i] and variance Var(X
i)/n.
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4.3 Inversion Formulas
In general, a closed formula for the raw moments, factorial moments, or cumulants may not exist, and the
existence of a closed form for one does not imply a closed form for the others. However, we show that the
full existence of one, implies the full existence of rest. Moreover, one can express each type of moment as
a weighted sum of the other types.
For any constant μ,
vn =
n∑
k=0
(
n
k
)
μn−k uk (∀n) ⇐⇒ un =
n∑
k=0
(−μ)n−k
(
n
k
)
vk (∀n) (4.48)
vn =
n∑
k=0
{
n
k
}
uk (∀n) ⇐⇒ un =
n∑
k=0
[
n
k
]
vk (∀n) (4.49)
COROLLARY 4.2. For n ∈ N,
i. μ′n =
n∑
j=1
[
n
j
]
μ′[j] and μ
′
[n] =
n∑
j=1
{
n
j
}
μ′j
ii. κn =
n∑
j=1
[
n
j
]
κ[j] and κ[n] =
n∑
j=1
{
n
j
}
κj
vn =
n∑
k=1
Bn,k(u1, . . . , un−k+1) (∀n) ⇐⇒ un =
n∑
k=1
(−1)k−1(k − 1)!Bn,k(v1, . . . , vn−k+1) (∀n)
(4.50)
THEOREM 4.2. [55] Let {uj : j = 1, 2, . . . } be a sequence satisfying
∑∞
j=1 |uj |/j! < ∞. Then
exp
⎛⎝ ∞∑
j=1
uj
zj
j!
⎞⎠ = ∞∑
k=0
vj
zk
k!
(∀ |z| ≤ 1), (4.51)
where v0 = 1 and for k = 1, 2, . . . ,
vj =
k∑
j=1
Bn,k(u1, . . . , uk−j+1).
This allows us to establish a direct correspondence between raw moments via cumulants and factorial
moments via factorial cumulants, and vice versa.
COROLLARY 4.3. For n > 0,
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i. μ′n =
n∑
j=1
Bn,k (κ1, . . . , κn−k+1) and κn =
n∑
j=1
(−1)k−1(k − 1)!Bn,k
(
μ′1, . . . , μ′n−k+1
)
ii. μ′[n] =
n∑
j=1
Bn,k
(
κ[1], . . . , κ[n−k+1]
)
and κ[n] =
n∑
j=1
(−1)k−1(k − 1)!Bn,k
(
μ′[1], . . . , μ
′
[n−k+1]
)
THEOREM 4.3. Let X ∼ Bin(n, p) be a RV with a binomial PMF
P{X = k} =
(
n
k
)
pk(1− p)n−k (4.52)
such that 0 ≤ p ≤ 1, n ∈ N0 and k ∈ [0, n]. Then the factorial moments and factorial cumulants are given
by
μ′[i] = p
ini and κ[i] = (−1)i−1n pi(i− 1)! , (4.53)
respectively.
Proof. Let M˜B(t;n, p) be the FMGF for the binomial distribution. From the binomial theorem,
M˜B(t;n, p) =
n∑
k=0
(
n
k
)
pk(1− p)n−k(1 + t)k = [(1 + t) p+ (1− p)]n,
which means that for each i ∈ N,
μ′[i] =
{
di
dti
[(p t+ 1)n]
}
t=0
=
{
ni (p t+ 1)n−i pi
}
t=0
= nipi .
Now consider that the FCGF, K˜B(t;n, p) = lnE[(t+ 1)
X ], i.e.,
K˜B(t;n, p) = ln M˜B(t;n, p) = n ln(p t+ 1),
and for each i ∈ N,
κ[i] = n
{
di
dti
[ln(p t+ 1)]
}
t=0
= n
{
(−1)i−1
(
p
p t+ 1
)i}
t=0
= (−1)i−1(i− 1)!n pi .
COROLLARY 4.4. Let X ∼ Bin(n, p). Then for i ∈ N,
i. μ′i =
i∑
k=1
{
i
k
}
nk pk,
ii. κi =
i∑
k=1
{
i
k
}
(−1)k−1n pk(k − 1)!,
iii. μi = (−n p)i +
i∑
j=1
j∑
k=1
(
i
j
)
(−n p)i−j
{
j
k
}
nk pk,
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iv. αi = −
(
1
1−p
)−i/2(
(−n p)i−1 +
i∑
j=1
j∑
k=1
(
i
j
)
(−n p)i−j−1
{
j
k
}
nk pk
)
,
Proof. Statements i. and ii. follow immediately by applying Corollary 4.2 to Theorem 4.3. Note that μ0 = 1
for all distributions and μ1 = μ′1 = n p. The raw moments μi may be expressed as a sum of the weighted
factorial moments μ′[j] with j ∈ [i] through the binomial theorem (4.38). Finally, the standard moments may
be computed from iii. by using the deﬁnition in (4.36) for the variance.
COROLLARY 4.5. Let X be a RV with a beta-binomial PMF
P{X = k} =
(
n
k
)
B(k + α, n− k + β)
B(α, β)
(4.54)
such that α, β > 0, n ∈ N0 and k ∈ [n]. Then
μ′[i] =
αi
(α+ β)i
nk and μ′i =
i∑
k=1
{
i
k
}
αk
(α+ β)k
nk . (4.55)
Proof. The FMGF for the beta-binomial distribution is
M˜BB(t;α, β, n) = 2F1
[−n, α
α+ β
; −t
]
=
∞∑
k=0
(−n)k αk
(α+ β)k
(−t)k
k!
=
n∑
k=0
nk αk
(α+ β)k
tk
k!
which is an EGF as in (4.32), so μ′[i] =
αi
(α+β)i
nk.
REMARK 4.3.1. The beta-binomial distribution is also called the negative (inverse) hypergeometric distri-
bution or the hypergeometric waiting-time distribution [71].
4.4 Fitting of Probability Distributions and Estimation of Parameters
In the proceeding section, several type of moments are deﬁned along with the inversion formulas to trans-
form each type of moment into another. This section highlights the application of moments for distribution
ﬁtting and parameter estimation. In particular, we present a new method for distribution ﬁtting which in-
volves properties of the sequential ratios of moments.
4.4.1 General Hypergeometric Distributions
The general hypergeometric distributions (GHD) have a PMF of
Pr[X = x] =
(
a
x
)(
b
n−x
)(
a+b
n
) , (4.56)
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a PGF and FMGF of the forms
G(z) =
2F1
[ −n, −a
b− n+ 1 ; z
]
2F1
[ −n, −a
b− n+ 1 ; 1
] and M˜X(t) = 2F1 [−a, −n−a− b ; −t
]
, (4.57)
respectively. Hence, when the factorial moments exist
μ′[i] =
n! a! (a+ b− i)!
(n− i)! (a− i)! (a+ b)! , (4.58)
yielding
ξ′[i] =
(a− i)(n− i)
(a+ b)− i (4.59)
4.4.2 Generalized Hypergeometric Factorial Moment Distributions
The Generalized Hypergeometric Factorial Moment Distributions (GHFMD) is a class of discrete distribu-
tions for which the PGFs have the form
G(z) = pFq
[
a1, . . . , ap
b1, . . . , bq
; λ(z − 1)
]
(4.60)
[74], which means their factorial moments are generated by
G(1 + t) = pFq
[
a1, . . . , ap
b1, . . . , bq
; λ t
]
(4.61)
and [71]
μ′[i] =
(a1 + i− 1)! . . . (ap + i− 1)! (b1 − 1)! . . . (bq − 1)!
(a1 − 1)! . . . (ap − 1)! (b1 + i− 1)! . . . (bq + i− 1)! λ
i , (4.62)
so from (4.60), the PMFs of the GHFMD class are given by
P [X = x] =
λx
∏p
k=1 Γ(ak + x)/Γ(ak)
x!
∏q
k=1 Γ(bk + x)/Γ(bk)
pFq
[
a1 + x, . . . , ap + x
b1 + x, . . . , bq + x
; −λ
]
. (4.63)
Many classic discrete distribution belong to this class, such as the Binomial, Negative Binomial, Hypergeo-
metric, Negative Hypergeometric, and Poisson (see Table 17).
In view of (4.62), the successive ratios of factorial moments are rational functions in i :
ξ′[i] =
μ′[i+1]
μ′[i]
= λ
(i+ a1) . . . (i+ ap)
(i+ b1) . . . (i+ bq)
. (4.64)
Consider an i.i.d. sample {X1, . . . , Xn} from a GHFMD X . According to Corollary 4.1 if n is large and i
is small, ξˆ′[i] =
μˆ′
[i+1]
μˆ′
[i]
is a good estimator for ξ′[i]. Hence the model
y =
β0 + β1 x+ · · ·+ βp xp
1 + βp+1 x+ · · ·+ βp+q xq (4.65)
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should be a reasonable ﬁt for the points (1, ξ′[1]), (2, ξ
′
[2]), . . . , (m, ξ
′
[m]). If m ≥ p + q + 1, then linear
least-squares regression for the model
y = β0 + β1 x+ · · ·+ βp xp − βp+1 xy − · · · − βp+qxpy (4.66)
returns the best-ﬁt values βˆ = {βˆ0, β1, . . . , βˆp+q}. Using the values βˆ, the numerator and denominator of
(4.64) can be factored, giving approximations for a1, . . . , ap and b1, . . . , bq and λ.
If either β0+β1 x+ · · ·+βp xp or 1+βp+1 x+ · · ·+βp+q xq contains imaginary roots, then it is unlikely
that the sample is generated from a distribution in the GHFMD class.
EXAMPLE 4.4.1. A sample of 50,000 sample points were generated from a RV X ∼ Bin(15, 13) using
Wolfram’s Mathematica c© version 9.0. Figure 28 shows a histogram of the frequencies for each of the
values in the sample data.
0 1 2 3 4 5 6 7 8 9 10 11 12 13
Value
2,000
4,000
6,000
8,000
10,000
Frequency Value Frequency
0 125
1 877
2 3,043
3 6,345
4 9,674
5 10,841
6 9,014
Value Frequency
7 5,707
8 2,830
9 1,141
10 302
11 90
12 9
13 2
Figure 27.: Frequencies of the values from the 50,000 simulated Bin
(
15, 13
)
sample points.
The sample factorial moments can be easily calculated from the frequency table in Figure 28 as
μˆ′[i] =
1
50, 000
(
125 · 0i + 877 · 1i + 3, 043 · 2i + · · ·+ 2 · 13i) , (4.67)
from which the ratios of the sample factorial moments may be computed. In this case the few ratios
are {(1, 4.9997), (2, 4.66584), (3, 4.32844), (4, 3.99174), (5, 3.65845), . . . }, which when plotted (see Fig-
ure 28) form a line. Hence (4.65) simply becomes
y = β0 + β1 x, (4.68)
which requires at least two distinct sample points for a best-ﬁt estimate. From Corollary (4.1), we know
that the variance of μˆ′[i] increases as i increases, so we ﬁnd the best-ﬁt line for the ratios of sample factorial
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moments using the smallest order moments available, namely ξˆ′[1] = 4.9997 and ξˆ
′
[2] = 4.66584. The
passing through (1, ξˆ′[1]) and (2, ξˆ
′
[2]) is
y = −0.33386 x+ 5.33356 = −0.33386 (x− 15.9754) (4.69)
and corresponds to the PGF in (4.60) as
1F0
[−15.9754
− ; −0.33386(z − 1)
]
≈ 1F0
[−16
− ;
1
3
(1− z)
]
= GX(z) (4.70)
which gives X ∼ Bin(16, 13).
y = −0.33386 x+ 5.33356
Figure 28.: Plot of i versus the ratios of the sample factorial moments ξ[i] for i = 1, . . . , 10. The best-ﬁt
linear least-squares line is shown in red.
EXAMPLE 4.4.2. For a ﬁxed number of chords, the frequency of the linear chord diagrams having with a
particular braid index, given in Table 10 of Chapter 2, divided by the total number of linear chord diagrams
is a PMF for some RV X . If we apply the same technique used in Example 4.4.1, the numerator and
denominator for (4.65) contain complex roots unless p = q = 1. Plotting the best-ﬁt distribution with
p = q = 1 shows that X does not belong to the class of GHFMD.
However, the plot of the successive ratio of raw moments ξˆ
′
= {(1, ξˆ′1), . . . , (1, ξˆ′m)} shows a linear
correspondence (see Figure 29a). Noting that
ξ′i =
μ′i+1
μ′i
=
βi+1 αi+1
βi αi
= β (α+ i) = β i+ αβ (4.71)
for the distribution Gamma(α, β) for α, β > 0, it is reasonable to assume that the Gamma distribution will
be a good ﬁt for X . In this case, X is representative of the entire population, so there is no need to consider
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variance problem incurred using high order moments with the central limit theorem as in Corollary (4.1).
Hence the full set ξ′ should be used for the linear least-squares regression, which gives ξ′x = 0.133307x +
5.58579 implying α = 41.9016 ≈ 42 and β = 0.133307 ≈ 215 . The plot of X and Gamma
(
42, 215
)
are
pictured in Figure 29b.
0 1 2 3 4 5 6 7 8 9
0
2
4
6
8
10
(a) Linear relationship for ξ′i.
2 3 4 5 6 7 8 9
0.0
0.1
0.2
0.3
0.4
(b) Plot of X and Gamma
(
42, 215
)
.
Figure 29.: Fitting the RV X , the braid index of linear chord diagrams with 8 chords, by examining the ratio
of the successive moments.
4.5 Complete Monotonicity and Bernstein’s Polynomial Theorem
4.5.1 Completely Monotonic Sequences
DEFINITION 4.5.1. A sequence {ck}∞k=0 is called completely monotonic if, for all k, r ∈ N0 := {0}
⋃
N,
(−1)rΔr ck ≥ 0, (4.72)
whereΔr is the forward difference operator deﬁned by the rulesΔ0ck = ck andΔr+1ck = Δr ck+1−Δrck.
Similar to Pascal’s triangle, iterating the deﬁnition of Δr leads to the identity
Δrck =
r∑
j=0
(
r
j
)
(−1)jck+r−j =
r∑
j=0
(
r
j
)
(−1)r+jck+j (4.73)
for k, r ∈ N0 (see [84] for more details). Thus the condition that
r∑
j=0
(
r
j
)
(−1)jck+j ≥ 0 (4.74)
for all k, r ∈ N0 is equivalent to (4.72).
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Δr ck
Δ3 ck
Δ2 ck
Δ ck
Δ0 ck
(−1)r
r+1
−14
1
3
−12
1
1
2
−16
1
3
1
12
− 112
1
4
− 120
1
30
− 120
1
5
(−1)r 1!
(r+2)(r+1)
− 160
1
60
− 130
1
6
(−1)rr!
(k+1)r+1
(−1) 3!
(k+1)4
2!
(k+1)3
(−1) 1!
(k+1)2
1
(k+1)
Figure 30.: Sequential differences of completely monotonic sequences alternate signs.
EXAMPLE 4.5.1. Let {ck} =
{
1
k+1
}∞
k=0
. The consecutive differences between the terms are:
The sequence {ck} is completely monotonic since (−1)rΔrck = r!(k+1)r+1 ≥ 0 for all k, r ∈ N0.
EXAMPLE 4.5.2. Fix x ∈ (0, 1) and consider the sequence cn = xn, (n ∈ N). From (4.74),
(−1)rΔrcn =
r∑
j=0
(
r
j
)
(−1)jxk+j = xk
⎛⎝ r∑
j=0
(
r
j
)
(−1)jxj
⎞⎠ = xk(1− x)r > 0 (4.75)
since 0 < x < 1.
Likewise, if X be a random variable with support Ω ⊆ [0, 1], then by the linearity of expectation
(−1)rΔrμ′k =
r∑
j=0
(
r
j
)
(−1)j E[Xk+j ] = E[Xk(1−X)r] ≥ 0 , (4.76)
showing that {μ′k} is a completely monotonic sequence.
THEOREM 4.4. (Hausdorff’s Moment Theorem, [61]) The moments cr of a probability distribution F form
95
a completely monotonic sequence with c0 = 1. Conversely, an arbitrary completely monotonic sequence
{cr} subject to the norming c0 = 1 coincides with the moment sequence of a unique probability distribution.
Completely monotonic sequences may be produced from completely monotonic functions for which suc-
cessive derivatives change the parity, i.e., a function f is completely monotonic if for all n, (−1)nf (n)(x) ≥
0 on (0,∞). It follows that f(x) = e−h(x) is completely monotonic if h′(x) is completely monotonic, and
such functions f are called logarithmically completely monotonic.
4.5.2 Bernstein’s Relation for Polynomials
DEFINITION 4.5.2. The Bernstein polynomial of degree n of a function h : [0, 1] → R is deﬁned as
Bn(h; t) =
n∑
k=0
(
n
k
)
tk(1− t)n−k h
(
k
n
)
. (4.77)
Bernstein polynomials were originally developed to provide a constructive proof of the Stone-Weierstrass
polynomial approximation theorem, but have shown to be a useful tool in a variety of other applications
such as Be´izer curves in computer graphics.
THEOREM 4.5. (Bernstein’s Theorem, [56]) For a continuous function h on [0, 1], the relation
lim
n→∞ Bn(h; t) = h(t) (4.78)
holds uniformly on [0, 1].
COROLLARY 4.6. [64, 65] Let h(t) be a continuous function on [0, 1] and α, β > 0, then
lim
n→∞
n∑
k=0
dk(α) dn−k(β)
dn(α+ β)
h
(
k
n
)
=
∫ 1
0
tα−1(1− t)β−1 h(t) dt
B(α, β)
. (4.79)
In the 1950s, Bohman [57] and Korovkin [77] were able to identify sufﬁcient properties of the Bernstein
basis polynomials to ensure Bn(h; t) → h(t). In fact, it is enough to check that the Bernstein polynomials
converge for the functions h := 1, t, and t2 since they have the following property.
DEFINITION 4.5.3. Let L denote a linear operator that maps a function f on [a, b] to a function Lf deﬁned
on [c, d]. Then L is said to be a monotone (positive) operator if
f(x) ≥ g(x), ∀x ∈ [a, b] implies (Lf)(x) ≥ (Lg)(x), ∀x ∈ [c, d], (4.80)
where (Lf)(x) denotes the value of Lf at x ∈ [a, b].
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THEOREM 4.6 (Monotone Operator Theorem, [57, 77]). Let {Ln} denote a sequence of monotone linear
operators that map a function f ∈ C[a, b] to a function Lnf ∈ C[a, b], and let Lnf → f uniformly on [a, b]
for f := 1, x, and x2. Then Lnf → f uniformly on [a, b] for all f ∈ C[a, b].
Proof. See [79, p. 263]
EXAMPLE 4.5.3. Let h(t) = tλ for λ > 0. Then from (4.77) and (4.79),
lim
n→∞
n∑
k=0
(
n
k
)
pk(1− p)n−k
(
k
n
)λ
= pλ (4.81)
and
lim
n→∞
n∑
k=0
dk(α) dn−k(β)
dn(α+ β)
(
k
n
)λ
=
∫ 1
0 t
α+λ−1(1− t)β−1dt
B(α, β)
=
B(α+ λ, β)
B(α, β)
. (4.82)
4.6 Monotonicity and Asymptotics for a Moment Sequence of a Scaled Random Variable
According to Hausdorff’s moment theorem 4.4, moment sequences of continuous distributions on [0, 1] are
completely monotonic, and Bernstein’s theorem 4.5 gives a construction of a sequence of polynomials which
converge to a continuous function h(t) on [0, 1]. Taking h(t) = tλ, as in Example 4.5.3, the sequence of
Bernstein polynomials is μ′λ/n
λ, such that μ′λ is the λ
th moment of the binomial distribution with parameters
n and p.
A natural question is: “For ﬁxed λ and p, is this sequences of Bernstein polynomials completely mono-
tonic?” However, it is straightforward to check that for λ = 3 the 10th difference fails for certain p, i.e., in
the notation of Deﬁnition 4.72
(−1)10Δ10c1 = p (1− p)
304, 920
(83, 711− 84, 262 p) , (4.83)
is negative, and therefore not completely monotonic, for p ∈
(
83,711
84,262 , 1
)
. A similar construction for the
scaled beta-binomial moment sequences, μ′λ/n
λ shows that for λ = 3,
(−1)10Δ10c1 = αβ
304, 920(α+ β)(1 + α+ β)(2 + α+ β)
(83, 160− 511α+ 83, 711β) , (4.84)
and not completely monotonic when α > 83,160551 and 0 < β <
511α−83,160
83711 . In this section, we introduce
a sequence which behaves asymptotically like the binomial and beta-binomial distributions while having
completely monotonic properties.
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4.6.1 Multiparameter Binomial Sum and Inequality
THEOREM 4.7. [64] Let a = (a0, . . . , an) and b = (b0, . . . , bn) be nonzero complex vectors (n = 1, 2, . . . ).
Then for any numbers α, β > 0, λ ≥ 0, p > 1 (1/p + 1/q = 1), and τ ∈ (0,min(p, q)], the following
inequality holds:
[dn(α+ β + λ)]
1−1/τ
[
n∑
k=0
dn−k(λ)
[dk(α+ β)]τ−1
∣∣∣∣∣
k∑
l=0
albk−l
∣∣∣∣∣
τ]1/τ
≤
[
n∑
k=0
dn−k(β + λ)
[dk(α)]p−1
|ak|p
]1/p
·
[
n∑
k=0
dn−k(α+ λ)
[dk(β)]q−1
|bk|q
]1/q
. (4.85)
DEFINITION 4.6.1. Deﬁne the sequence {Sn}∞n=0 such that
Sn(α, β, γ, λ, μ) =
n∑
k=0
dk(α) dn−k(β)
dn(α+ β)
(
dn−k(k + γ)
dn−k(k + γ + λ)
)μ
(4.86)
where α, β, γ, λ ≥ 0, and α+ β > 0, γ + λ > 0 and μ ≥ 0. Some other equivalent presentations of Sn are
Sn(α, β, γ, λ, μ)
=
n∑
k=0
(
α+k−1
k
)(
β+n−k−1
n−k
)(
α+β+n−1
n
) ( (γ+n−1n−k )(
γ+λ+n−1
n−k
))μ (4.87)
=
n∑
k=0
Γ(n+ 1)Γ(k + α) Γ(n− k + β) Γ(α+ β)
Γ(k + 1)Γ(n− k + 1)Γ(n+ α+ β) Γ(α) Γ(β)
(
Γ(n+ γ) Γ(k + γ + λ)
Γ(k + γ) Γ(n+ γ + λ)
)μ
(4.88)
=
n∑
k=0
(
n
k
)
B(k + α, n− k + β)
B(α, β)
(
B(n+ γ, λ)
B(k + γ, λ)
)μ
. (4.89)
REMARK 4.6.1. For μ ∈ N, the sequence Sn(α, β, γ, λ, μ) has the following hypergeomtric presentation:
Γ(n+ β) Γ(α+ β)
Γ(n+ α+ β) Γ(β)
(
Γ(n+ α) Γ(γ + λ)
Γ(n+ γ + λ) Γ(γ)
)μ
μ+2Fμ+1
[−n, α, γ + λ, . . . , γ + λ
1− (n+ β), γ, . . . , γ ; 1
]
. (4.90)
THEOREM 4.8. For every n ∈ N,
Sn(α, β + λ, α,−γ, μ)ν · Sn(β, α+ λ, β, γ, ν)μ ≥ 1 , (4.91)
where α, β > 0, λ ≥ 0, and γ ∈ [min{0, α− β},max{0, α− β}] and μ > 1 (1/μ+ 1/ν = 1).
Proof. By deﬁnition,
Sn(α, β + λ, α,−γ, μ)ν · Sn(β, α+ λ, β, γ, ν)μ
=
[
n∑
k=0
dk(α) dn−k(β + λ)
dn(α+ β + λ)
(
dn−k(k + α)
dn−k(k + α− γ)
)μ]ν [ n∑
k=0
dk(β) dn−k(α+ λ)
dn(α+ β + λ)
(
dn−k(k + β)
dn−k(k + β + γ)
)ν]μ
,
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and noting that dn−k(k+α)dn−k(k+α−γ) =
dn(α) dk(α−γ)
dn(α−γ) dk(α) we obtain
Sn(α, β + λ, α,−γ, μ)ν · Sn(β, α+ λ, β, γ, ν)μ
=
(
dn(α) dn(β)
dn(α− γ) dn(β + γ)
)[ n∑
k=0
dk(α) dn−k(β + λ)
dn(α+ β + λ)
(
dk(α− γ)
dk(α)
)μ]ν
×
[
n∑
k=0
dk(β) dn−k(α+ λ)
dn(α+ β + λ)
(
dk(β + γ)
dk(β)
)ν]μ
. (4.92)
We claim that
dn(α)
dn(α− γ)
dn(β)
dn(β + γ)
≥ 1 , (4.93)
for each n ∈ N0. Note that equality in (4.93) holds for both γ = 0 and γ = α− β. Put g : (−β, α) → R as
g(γ) = log
[
dn(α) dn(β)
dn(α− γ) dn(β + γ)
]
(4.94)
= log
[
Γ(α− γ) Γ(β + γ)
Γ(n+ α− γ) Γ(n+ β + γ)
]
+ log
[
Γ(n+ α) Γ(n+ β)
Γ(α) Γ(β)
]
,
and we seek values γ for which g(γ) ≥ 0. Let ψ be the digamma function deﬁned by ψ(z) := ddz log Γ(z) =
Γ′(z)
Γ(z) with an integral representation of
ψ(z) = −c+
∫ 1
0
1− tz−1
1− t dt ( z > 0), (4.95)
where c is the Euler constant [60]. Hence
g′(γ) = ψ(n+ α− γ) + ψ(β + γ)− ψ(n+ β + γ)− ψ(α− γ)
=
∫ 1
0
tn+α−γ−1 + tβ+γ−1 − tn−β−γ−1 − tα−γ−1
1− t dt
=
∫ 1
0
1− tn
1− t
(
tβ+γ−1 − tα−γ−1
)
dt (4.96)
and g′(γ) > 0 when tβ+γ−1 − tα−γ−1 > 0, i.e., g(γ) is increasing for γ ∈
(
−β, α−β2
)
and decreasing for
γ ∈
(
α−β
2 , α
)
. Since g(0) = g(α − β) = 0, the function g(γ) ≥ 0 for γ ∈ [0, α − β] when α ≥ β and
γ ∈ [α− β, 0] when β ≥ α. This completes the claim of (4.93), meaning[
n∑
k=0
dk(α) dn−k(β + λ)
dn(α+ β + λ)
(
dk(α− γ)
dk(α)
)μ]ν [ n∑
k=0
dk(β) dn−k(α+ λ)
dn(α+ β + λ)
(
dk(β + γ)
dk(β)
)ν]μ
(4.97)
is less than or equal to (4.92). Taking ak = dk(α − γ) and bk = dk(β + γ) in Theorem 4.7 bounds (4.97)
below by 1.
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4.6.2 Asymptotics of Sn
We see that, as in Example 4.5.3, Sn shares asymptotic properties with the scaled binomial distribution.
THEOREM 4.9. For α, β, γ > 0 and λ, μ ≥ 0,
lim
n→∞
n∑
k=0
(
n
k
)
B(k + α, n− k + β)
B(α, β)
(
B(n+ γ, λ)
B(k + γ, λ)
)μ
=
B(α+ λμ, β)
B(α, β)
. (4.98)
Proof. We claim that
lim
n→∞
∣∣∣∣∣
n∑
k=0
dk(α) dn−k(β)
dn(α+ β)
[(
dn−k(k + γ)
dn−k(k + γ + λ)
)μ
−
(
k
n
)λμ]∣∣∣∣∣ = 0. (4.99)
To establish this, ﬁx  > 0 and consider that∣∣∣∣∣
n∑
k=0
dk(α) dn−k(β)
dn(α+ β)
[(
dn−k(k + γ)
dn−k(k + γ + λ)
)μ
−
(
k
n
)λμ]∣∣∣∣∣
≤
N∑
k=0
dk(α) dn−k(β)
dn(α+ β)
∣∣∣∣∣
(
dn−k(k + γ)
dn−k(k + γ + λ)
)μ
−
(
k
n
)λμ∣∣∣∣∣ (4.100)
+
n∑
k=N+1
dk(α) dn−k(β)
dn(α+ β)
∣∣∣∣∣
(
dn−k(k + γ)
dn−k(k + γ + λ)
)μ
−
(
k
n
)λμ∣∣∣∣∣ (4.101)
for each 0 ≤ N ≤ n. Given the asymptotics for the ratio of Gamma functions (4.16), large n and k ∈
[N + 1, n] yield(
dn−k(k + γ)
dn−k(k + γ + λ)
)μ
=
(
Γ(n+ γ)
Γ(n+ γ + λ)
Γ(k + γ + λ)
Γ(k + γ)
)μ
=
(
k
n
)λμ (
1 +O(k−1)) . (4.102)
Hence N can be chosen sufﬁciently large so that
n∑
k=N+1
dk(α) dn−k(β)
dn(α+ β)
∣∣∣∣∣
(
dn−k(k + γ)
dn−k(k + γ + λ)
)μ
−
(
k
n
)λμ∣∣∣∣∣ < 2 . (4.103)
Now for this ﬁxedN , consider k ∈ [0, N ] and large n. Given that k+γ+λ ≥ k+γ, n ≥ k, and λμ ≥ 0,
it follows that 0 ≤
(
dn−k(k+γ)
dn−k(k+γ+λ)
)μ ≤ 1 and 0 ≤ ( kn)λμ ≤ 1. Asymptotically in n,
dk(α) dn−k(β)
dn(α+ β)
=
(
Γ(k + α) Γ(α+ β)
Γ(k + 1)Γ(α) Γ(β)
)
Γ(n− k + β)
Γ(n− k + 1)
Γ(n+ 1)
Γ(n+ α+ β)
≤ Ln−α (1 +O(n−1))
(4.104)
where L = max
k∈[0,N ]
{
Γ(k+α) Γ(α+β)
Γ(k+1)Γ(α) Γ(β)
}
. Thus for large enough n,
N∑
k=0
dk(α) dn−k(β)
dn(α+ β)
∣∣∣∣∣
(
dn−k(k + γ)
dn−k(k + γ + λ)
)μ
−
(
k
n
)λμ∣∣∣∣∣ ≤ NLn−α−λμ(1 +O(n−1)) < 2 . (4.105)
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Therefore from (4.103) and (4.105), a sufﬁciently large value of N can be chosen, whereafter a larger
value of n may then be selected to ensure that∣∣∣∣∣
n∑
k=0
dk(α) dn−k(β)
dn(α+ β)
[(
dn−k(k + γ)
dn−k(k + γ + λ)
)μ
−
(
k
n
)λμ]∣∣∣∣∣ <  . (4.106)
Hence,
lim
n→∞Sn(α, β, γ, λ, μ) = limn→∞
n∑
k=0
dk(α) dn−k(β)
dn(α+ β)
(
k
n
)λμ
= lim
n→∞
n∑
k=0
(
n
k
)
B(k + α, n− k + β)
B(α, β)
(
k
n
)λμ
, (4.107)
and by Corollary 4.79,
lim
n→∞Sn(α, β, γ, λ, μ) =
∫ 1
0
tα−1(1− t)β−1tλμ dt
B(α, β)
(4.108)
=
B(α+ λμ)
B(α, β)
.
REMARK 4.6.2. Note that if X ∼ BetaBin(α, β, n) then Y = Xn ∼ Beta(α, β) as n → ∞ [67, p. 425].
Since f(x) = xλμ is a bounded and continuous function on x ∈ [0, 1], Theorem 4.9 suggests that
E
[(
X
n
)λμ]
→ E[Y λμ] = B(α+ λμ, β)
B(α, β)
(4.109)
which is the λμ moment of Beta(α, β).
4.6.3 Complete Monotonicity of Sn
THEOREM 4.10. The sequence Sn(α, β, α, λ, 1) is logarithmically completely monotonic.
Proof. Observe that
Sn(α, β, α, λ, 1) =
dn(α)
dn(α+ β) dn(α+ λ)
n∑
k=0
dk(β) dn−k(α+ λ)
=
dn(α) dn(α+ β + λ)
dn(β) dn(α+ λ)
=
Γ(α+ β) Γ(α+ λ)
Γ(α) Γ(α+ β + λ)
(
Γ(n+ α) Γ(n+ α+ β + λ)
Γ(n+ α+ λ) Γ(n+ α+ β)
)
. (4.110)
and taking x = n+ α, a = λ, and b = β, the second product of (4.110) becomes
Γ(x) Γ(x+ a+ b)
Γ(x+ a) Γ(x+ b)
(4.111)
which is logarithmically completely monotonic in x for any a, b ≥ 0 [58, 66].
101
THEOREM 4.11. For α, β, γ > 0, λ ≥ 0, and μ ≥ 1, the sequence
lim
t→∞Sn(α, β, γt, λt, μ) (4.112)
is completely monotonic.
Proof. From (4.16),
lim
t→∞
B(n+ γ t, λ t)
B(k + γ t, λ t)
= lim
t→∞
Γ(n+ γ t) Γ(k + (γ + λ) t)
Γ(k + γ t) Γ(n+ (γ + λ) t)
=
(
γ
γ + λ
)n−k
and by (4.89) gives
lim
t→∞Sn(α, β, γ, λ, μ)
=
1
B(α, β)
n∑
k=0
(
n
k
)
B(k + α, n− k + β)
(
γ
γ + λ
)μ(n−k)
=
1
B(α, β)
n∑
k=0
(
n
k
)[∫ 1
0
xk+α−1(1− x)(n−k)+β−1dx
](
γ
γ + λ
)μ(n−k)
=
1
B(α, β)
∫ 1
0
xα−1(1− x)β−1
[
n∑
k=0
(
n
k
)
xk
((
γ
γ + λ
)μ
(1− x)
)n−k]
dx
=
1
B(α, β)
∫ 1
0
xα−1(1− x)β−1
[
x+
(
γ
γ + λ
)μ
(1− x)
]n
dx . (4.113)
Let Tn(x, γ, λ, μ) =
(
x+
(
γ
γ+λ
)μ
(1− x)
)n
. Since γ > 0, λ ≥ 0 and μ ≥ 1, it follows that 0 ≤
Tn(x, γ, λ, μ) ≤ 1 for all x ∈ (0, 1) and n ∈ N. By Example 4.5.2, Tn(x, γ, λ, μ) is completely monotonic
so (4.113) is also completely monotonic, since xα−1(1− x)β−1 ≥ 0 for all x ∈ [0, 1].
CONJECTURE 4.1. The sequence Sn(α, β, α, λ, μ) is completely monotonic for μ ≥ 1.
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4.7 Moment Tables
4.7.1 Probability Distributions and Moment Generating Functions
Table 13: Probability mass functions and moment generating functions for some common discrete distribu-
tions.
Distribution Support PMF = p(x) MFG = M(t)
Uni(a, b) [a, b] 1(b+1)−a
eat−e(b+1)t
[(b+1)−a] (1−et)
Bin(n, p) [0, n]
(
n
t
)
pt(1− p)n−t (1 + p (et − 1))n
Geo(p) Z+ (1− p)t p p1−et (1−p)
NegBin(r, p) Z+
(
t+r−1
r−1
)
(1− p)tpr
(
p
1−et(1−p)
)r
HyperGeo(n,m,N) ∗a (
m
t )(
N−m
n−t )
(Nn)
2F1
[−m,−n
−N ; 1− et
]
BetaBin(α, β, n) [0, n]
(
n
t
)B(t+α,n−t+β)
B(α,β) 2F1
[
α,−n
α+ β ; 1− et
]
BetaNegBin(α, β, n) Z+
(
n+t−1
t
)B(n+α,t+β)
B(α,β) 2F1
[
β, n
1− α ; 1− et
]
Pois(λ) Z+ λ
t
t! e
−λ eλ (et−1)
Zeta(s) N t
−s
ζ(s)
Lis(et)
ζ(s)
a[max(0, n+m−N),min(m,n)]
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Table 14: Probability density functions and moment generating functions for some common continuous
distributions.
Distribution PDF = f(x) MGF = M(t)
Beta(α, β) 1B(α,β) x
α−1(1− x)β−1 1F1(α;α+ β; t)
Cauchy(θ, σ)
(
πσ
[
1 +
(
x−θ
σ
)2])−1
d.n.e.
χ2p
(p/2)1/2
Γ(p/2) x
p/2−1e−(p/2)x (1− 2t)−p/2
Exp(θ) θ e−θ x
(
1− tθ
)−1
Fn,m
1
B(n2 ,
m
2 )
(
n
m
)n/2
x
n
2
−1 (1 + nm x)−n+m2 d.n.e.
Gamma(α, β) 1Γ(α)βαx
α−1e−x/β (1− βt)−α
Gumbel(μ, σ) 1σ exp
{
− (x−μσ )− e−(x−μσ )} Γ (1− σ t) eμ t
Laplace(μ, β) 12β exp
{
− |x−μ|β
}
etμ
1−t2β2
Logistic(μ, β)
e−(x−μ)/β
β (1 + e−(x−μ)/β)2
eμ tB(1− β t, 1 + β t)
Lognormal(μ, σ2)
1
xσ
√
2π
e−
(ln x−μ)2
2σ2 d.n.e.
N (μ, σ2) 1
σ
√
2π
e−
(x−μ)2
2σ2 etμ+
1
2
σ2t2
Pareto(α, β) αβ
α
xα+1
α(−β t)α Γ(−α,−β t)
Rayleigh(σ) x
σ2
exp
{
− x2
2σ2
}
1 +
√
π
√
t2σ2
2 e
t2σ2/2
(
1 + erf
√
t2σ2
2
)
Student’s tν
Γ( ν+12 )√
νπ Γ( ν2 )
(
1 + x
2
ν
)− ν+1
2 d.n.e.
Uniform(a, b) 1b−a
etb−eta
t(b−a)
Weibull(λ, k) kλ
(
x
λ
)k−1
e−(x/λ)k
∞∑
n=0
tnλn
n! Γ
(
1 + nk
)
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4.7.2 Moments and Factorial Moments
Table 15: High order moments and factorial moments for some common discrete distributions.
Distribution Factorial Moments (μ′[i]) Moments (μ
′
i)
Uni(a, b) (b+1)
i+1−ai+1
(i+1)[(b+1)−a]
i∑
k=1
{
i
k
}
(b+1)k+1−ai+1
(k+1)[(b+1)−a]
Bin(n, p) pini
i∑
k=1
{
i
k
}
pknk
Geo(p)
(
1−p
p
)i
i!
i∑
k=1
{
i
k
}(
1−p
p
)k
k!
NegBin(r, p)
(
1−p
p
)i
ri
i∑
k=1
{
i
k
}(
1−p
p
)k
rk
HyperGeo(n,m,N) m
i ni
N i
i∑
k=1
{
i
k
}
mk nk
Nk
BetaBin(α, β, n) α
i
(α+β)i
ni
i∑
k=1
{
i
k
}
αk
(α+β)k
nk
BetaNegBin(α, β, n) β
i
(α−1)i n
i
i∑
k=1
{
i
k
}
βk
(α−1)k n
k
Pois(λ) λi
i∑
k=1
{
i
k
}
λk
Zeta(s)
⎧⎪⎪⎨⎪⎪⎩
i∑
k=1
[
i
k
]
ζ(s−k)
ζ(s) , i < s− 1
∞, i ≥ s− 1
⎧⎪⎨⎪⎩
ζ(s−i)
ζ(s) , i < s− 1
∞, i ≥ s− 1
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Table 16: High order moments of common continuous distributions
Distribution Moments (μ′r)
Beta(α, β)
αi
(α+ β)i
Cauchy(θ, σ)
⎧⎪⎨⎪⎩
−, i odd
∞, i even
χ2p
i∏
j=1
(p+ 2(j − 1))
Exp(θ)
i!
θi
Fn,m
Γ
(
n+2i
2
)
Γ
(
m−2i
2
)
Γ
(
n
2
)
Γ
(
m
2
) (m
n
)i
Gamma(α, β) βiαi
Laplace(μ, β)
i/2∑
k=0
(
i
2k
)
(2k)!μi−2kβ2k
Logistic(μ, β) μr +
n∑
k=1
(
n
k
)
μn−k(πs)k(2k − 2)|Bk|
Lognormal(μ, σ2) ei μ+
1
2
(i σ)2
N (μ, σ2)
i/2∑
k=0
(
i
2k
)
(2k − 1)!!μi−2kσ2k
Pareto(α, β)
⎧⎪⎨⎪⎩
αr β
β−r , β > r
∞, otherwise
Rayleigh(σ) 2
i
2 Γ
(
1 + i2
)
σi
tν
Γ
(
ν+1
2
)
Γ(ν − i2)√
π Γ
(
ν
2
) ν i2
Uniform(a, b)
bi+1 − ai+1
(i+ 1) (b− a)
Weibull(λ, k) λr Γ
(
1 + rk
)
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Table 17: Named GHFMDs with PGFs Expressible as pFq[λ(z − 1)]. Reprinted from [71,75].
Name PGF Form Reference
Terminating
Binomial 1F0
[−n− ; p (1− z)]
Hypergeometric 2F1
[−n, −Np
−N ; 1− z
]
Negative hypergeometric 2F1
[−n, a
a+ b ; 1− z
]
Discrete rectangular 2F1
[−n, 1
2 ; 1− z
]
Chung-Feller 2F1
[−n, 1/2
1/2
; 1− z
]
[59]
Po´lya 2F1
[ −n, M/c
(M +N)/c
; 1− z
]
Matching Distribution 1F1
[−n−n ; 1− z]
Gumbel’s matching distribution 1F1
[−n−n ; λ (z − 1)] [62]
Laplace–Haag 1F1
[ −n
−N ; M(z − 1)
]
[62]
Anderson’s matching distribution 1FN−1
[ −n−n, . . . , −n ; (−1)N (z − 1)] [54]
Stevens-Craig (Coupon collecting) nFn−1
[
1− k, . . . , 1− k
−k, . . . , −k ; (1− z)
]
[20]
STERRED rectangular 3F2
[−n, 1, 1
2, 2 ; 1− z
]
[76]
Nonterminating
Poisson 0F0
[−− ; λ(z − 1)]
Negative Binomial 1F0
[
k− ; p(z − 1)
]
Poisson ∧ Beta 1F1
[
a
a+ b ; λ(z − 1)
]
Type H2 2F1
[
k, a
a+ b ; λ(z − 1)
]
[68, 73]
STERRED geometric 2F1
[
1, 1
2 ; q
z−1
1−q
]
[76]
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Table 18: Stirling numbers of the ﬁrst kind,
[
n
k
]
. (OEIS: A048994)
0 1 2 3 4 5 6 7
0 1
1 0 1
2 0 -1 1
3 0 2 -3 1
4 0 -6 11 -6 1
5 0 24 -50 35 -10 1
6 0 -120 274 -255 85 -15 1
7 0 720 -1764 1624 -735 175 -21 1
Table 19: Stirling numbers of the second kind,
{
n
k
}
. (OEIS: A008277)
0 1 2 3 4 5 6 7
0 1
1 0 1
2 0 1 1
3 0 1 3 1
4 0 1 7 6 1
5 0 1 15 25 10 1
6 0 1 31 90 65 15 1
7 0 1 63 301 350 140 21 1
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4.8 Chapter Notations
Symbol Description Page Reference[
n
k
]
stirling numbers of the ﬁrst kind 79{
n
k
}
stirling numbers of the second kind 79(
n
k
)
binomial coefﬁcient 80
αi standard moment 85
B(α, β) beta function 81
B the Borel σ-algebra
Bn Bernoulli numbers
Bn,k(x1, . . . , xn−k+1) partial Bell polynomial 79
BetaBin(α, β, n) beta-binomial distribution 90
Bin(n, p) binomial distribution 89
Bn(h; t) Bernstein polynomial 96
CDF cumulative distribution function 83
Δn forward difference operator 94
DF distribution function 83
dn(α) negative binomial coefﬁcient 81
EGF exponential moment generating function 84
erf Gauss error fuction
E[X] expected value 83
FMGF factorial moment generating function 86
Γ(z) gamma function 80
Γ(z, s) incomplete gamma function
GF generating function 84
GHFMD generalized hypergeometric factorial moment distribution 91
pFq generalized hypergeometric function 82
i.i.d. independent, identically distributed 83
μ′i moment 84
μˆ′i sample moment 87
μi central moment 85
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Symbol Description Page Reference
μ′[i] factorial moment 86
μˆ′[i] sample factorial moment 87
MGF moment generating function 84
MX(t) moment generating function of the RV X 84
M˜X(t) factorial moment generating function of the RV X 86
N natural numbers (1, 2, . . . )
N0 natural numbers with 0 (0, 1, 2, . . . )
[n] natural numbers up to n (1, 2, . . . , n)
n! factorial function 79
nk falling factorial function 79
nk rising factorial function 79
Ω possible outcomes in a sample space 82
PDF probability density function 83
PGF probability generating function 84
PMF probability mass function 83
ψ digamma function 99
R the real numbers
RV random variable 82
S a σ-ﬁeld of subset from Ω 82
Sn(α, β, γ, λ, μ) a series 98
Var(X) variance 85
ξ′[i] ratio of factorial moments 91
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Chapter 5
Conclusions
At ﬁrst glance, the topics considered in Chapters 2,3, and 4 seem unrelated, but further inspection reveals a
common theme. In each case, a geometric problem is shown to have a solution which is expressed recur-
sively as a weighted sum. In some of these cases, the weighted sums have equivalent closed forms, which
can be exploited.
5.1 Future Research
We have shown that general tools for working with recursive relations, such as inversions, generating func-
tions, and hypergeometric presentations are useful in many mathematical ﬁelds. Further development of
these general tools can lead to unexpected consequences, such as the counting sequences for the braid index
following a Gamma distribution, see Example 4.4.2. Other steps in this direction may include
• Establish additional hypergeometric identities and methods of manipulating generating functions to
convert weighted sums into closed forms, along the lines of the WZ algorithm [85].
The following sections include partial summaries of the results from each chapter in order to contextualize
the statements of future research topics.
5.1.1 Number Theory
Chapter 2 concerns the integer factorizations of polynomial values. A recursive structure among the inte-
ger factorizations is expressed in Theorem 2.1, by making use of the fact that if f divides a polynomial
F (n) then f divides F (n + f) as well. For certain prime-producing polynomials, the polynomial-value
sieving method characterizes all the positive integer factorizations of the polynomial values. These prime-
producing polynomials are deeply connected with many outstanding problems in number theory such as the
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k-tuple conjecture [18, p.106], Landau’s n2+1 problem [14], and the Riemann zeta hypothesis [10], so any
development of the study could have a great impact.
Some direct extensions of this number theory work may include:
• Identify sufﬁcient initial conditions for the polynomial-value sieve to characterize all the positive integer
factorizations for all quadratic progressions,
• Use Theorem 2.1 to establish closed identities of the form F (n) = PQ, where F is a polynomial with
integer coefﬁcients, for cubic and higher order progressions,
• Apply the identity for linear progressions to give an alternative proof for Dirichlet’s arithmetic progres-
sion theorem,
• Develop an integer factorization algorithms based on Theorem 2.1, Theorem 2.3, and Corollary 2.2, and
• Investigate the connection between polynomial-value sieving and the Bunyakovsky [2] and Hardy-
Littlewood [12] conjectures about the prime density of polynomial progressions.
5.1.2 Combinatorial Graph Theory
In Chapter 3, double occurrence words are studied through the context of self-intersecting smooth curves,
assembly graphs, chord diagrams, and linear chord diagrams. This study was initially motivated by a biolog-
ical model of genome rearrangement, and recent data [33] shows that copies of the same genetic sequence
may unscramble in different ways to form distinct genes. Generalizing the assembly graph model to account
for these potentially stochastic rearrangements may involve the use of multiple occurrence words and their
generalizations to chord diagrams, leading to the following research topics:
• Classify and enumerate multiple occurrence and arbitrary occurrence words based on notions of irre-
ducibility, and
• Consider assembly curves with multiple self-intersects at a ﬁxed point and extend this generality to the
assembly graph model.
Several outstanding problems remain for computing the braid index of an arbitrary chord diagram. The
divide-and-conquer algorithm improves up the Birman-Trapp brute-force algorithm by decomposing a chord
diagram into sub-linear chord diagrams, but strongly-irreducible chord diagrams cannot be decomposed this
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way. Moreover, there is no clear connection of how the braid index relates to other properties of chord
diagrams. These concerns motive the following research tasks:
• Determine an algorithm for computing the braid index of strongly-irreducible chord diagrams,
• Explore the connection between a chord diagram’s braid index and circle graph, and
• See whether the braid index of comparative genomics chord diagrams indicates a notion of evolutionary
complexity by cross-referencing the braid index with phylogenetic data.
5.1.3 Probabilty
Inversion formulas make it easy to convert between various type of moments, and computing sample mo-
ments is simple and computationally inexpensive. Hence, distribution and parameter ﬁtting of a sample
using the ratios of successive moments is feasible for large datasets. The ratio of successive factorial mo-
ments of most discrete distributions is a rational function, making them easy to distinguish with this method.
Similarly, most continuous distributions have either ratios of successive moments or cumulants that are ra-
tional functions. This work introduces the ratios of successive moments method through a discrete example
and a continuous example, and the full scope of the method can be investigated immediately. In particular:
• Exhaust the pros and cons of using fractional moments to circumvent the increasing variance and sensi-
tivity towards outliers when using high order moments,
• Build new types of moments from orthogonal sequences, such as the Tanh and Lah numbers, and exam-
ine their graphical features,
• Deﬁne and study the classes of probability distributions based on the successive ratios of these new
types of moments, and
• Use rational regression on the ratios of successive moments for joint and mixture distributions.
The moment sequences of scaled random variables derived from urn models can be used to build se-
quences of polynomials which approximate continuous function on a bounded interval. However these
moment sequence are not necessarily completely monotonic. We construct a multiparameter binomial sum,
having a hypergeometric presentation, which is completely monotonic and behaves asymptotically like a
scaled random variable. The most common method of proving that a hypergeometric function is completely
113
monotonic is to work with its closed form as the ratio of gamma functions. However not all hypergeometric
functions can be expressed in a closed form using modern identities [78], and it is rare that special cases
of Sn can be shown to be completely monotonic without the aid of a presentation as the ratio of gamma
functions. Additional considerations:
• Consider the moment sequences of scaled random variables derived from other urn models,
• Fully characterize the conditions under which Sn(α, β, γ, λ, μ) is completely monotonic, and
• Use the monotone operator theorem 4.6 to establish new approximating polynomials based on common
probability distributions.
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