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ABSTRACT 
This dissertation examines the educational attainment of college STEM (Science, Technology, 
Engineering, and Mathematics) students in Arkansas in an attempt to identify the human capital 
factors that predict completion of a STEM degree or certificate.  Students seeking STEM 
credentials (having STEM majors) were identified using the state higher education database from 
the state of Arkansas, including public four-year universities and two-year colleges.  STEM 
students from 32 colleges and universities were included from three cohorts and tracked for six 
academic years.  The criterion variable was STEM credential earned, whether or not the student 
earned any STEM undergraduate credentials.  The predictor human capital variables for all 
STEM students included high school grade point average (GPA), American College Testing 
(ACT) composite score, ACT mathematics score, ACT English score, ACT reading score, and 
remedial status (remediation in any subject of mathematics, English, or reading).  The predictor 
demographic factors included gender, race/ethnicity, and age.  The research design was a 
predictive correlation study using logistic regression.  The results indicated that high school GPA 
was highly predictive with ACT mathematics scores having predictive capability but with limited 
effect size and two other variables (remedial status and gender) being predictive for two of three 
cohorts. 
 
Key words: human capital, STEM, ACT composite score, ACT mathematics score, ACT English 
score, ACT reading score, remediation, gender, race/ethnicity, and age. 
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CHAPTER ONE:  INTRODUCTION 
Introduction 
Many studies have revealed that high school grade point average (GPA) and admissions 
exams relate substantially to college success and educational attainment.  High school GPA, 
American College Testing (ACT) scores, and Standardized Admissions Test (SAT) scores have 
been found to be very strong predictors of success as they are documented to be highly related to 
intelligence (ACT.org, 2014; College Board.org, 2014; Richardson, Abraham, & Bond, 2012).  
Educational performance has been shown to be related to cognitive capacity, i.e., intelligence or 
aptitude (Binet & Simon, 1916; Neisser et al., 1996; Richardson et al., 2012).  Traditionally, 
student performance and achievement has been measured by grade point average (Bacon & 
Bean, 2006; Kobrin, Patterson, Shaw, Mattern, & Barbuti, 2008; Plant, Ericsson, Hill, & Asberg, 
2005; Richardson et al., 2012; Strenze, 2007) and intelligence or aptitude has been measured by 
both high school and college GPA, ACT and SAT scores, and A level points (Bridgeman, 
Pollack, & Burton, 2004; Dorans, Lyu, Pommerich, & Houston, 1997; Frey & Detterman, 2004; 
Mathiasen, 1984; Mouw & Khanna, 1993; Peers & Johnston, 1994; Ramist, Lewis, & 
McCamley-Jenkins, 2001; Raven et al., 1998; Richardson et al., 2012; Robbins et al., 2004).  [A 
level points are used in Europe and are the equivalent of high school grade point averages 
(Richardson et al., 2012).]   
Many studies have shown that college performance and educational attainment are 
significantly related to many demographic factors, such as gender, race/ethnicity, socio-
economic status/class, immigration/nativity status, and family size/birth order; and many 
psychosocial factors (personality, motivation, learning strategies, student characteristics, past 
achievement, goal commitment, employment, finances, and family support).  For example, GPA, 
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SAT, and ACT scores can explain 25% of student’s college GPA (Richardson et al., 2012).  
However, such studies on college success have not exclusively involved students majoring in 
Science, Technology, Engineering, and Mathematics (STEM) fields.  Nor have such studies 
attempted to distinguish between the college success of remedial (developmental) or non-
remedial students in the STEM fields.   
The purpose of this study is to examine the association of college credential attainment 
for students majoring in the STEM fields with high school grade point average (GPA), ACT 
placement exam scores, and remedial status (remediation in any subject of mathematics, English, 
or reading).  This section of the manuscript provides a substantial overview of the background of 
educational attainment along with the problem statement, the purpose statement, the significance 
of the study, research questions, hypotheses, the identification of variables (criterion variables, 
predictor variables, controlling variables), definitions, a research summary, and a description of 
assumptions and limitations.  
Background 
The current emphasis on student success in higher education would be hard to overstate.  
Given the challenges and opportunities of globalization along with the growing economic and 
social concerns about economic health, productivity, social justice, income inequality, and a 
number of issues, the increased scrutiny on colleges and universities to graduate more students is 
easily understood and justified.  Not only is long-term economic growth influenced most by 
increases in human capital, physical capital, and technology (Salvatore, 2012; Taylor, 2005; 
Wheelan, 2010), but individual progress and increased quality of life are aided most by 
educational attainment (Cohen, 1998; Mankiw, 2015), with college graduates holding a 
bachelor’s degree earning on average 70% more than those with only a high school diploma and 
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135% more than those with less than a high school diploma (Bureau of Labor Statistics, 2014).  
Moreover, there is concern that the United States is falling dangerously behind over developed 
nations in terms of international test scores; according to 2012 PISA scores, the United States is 
below the OECD average in both mathematics and science and is losing ground in reading and 
innovation (Education by the Numbers.org, 2015; Augustine, 2011).  This is particularly 
important given the reality that “[i]n the long run, technological progress is the key.  This 
includes finding better ways to produce things and finding more valuable things to produce” 
(Wessels, 2012, p. 118).  Predictably so, the emphasis on college attainment has both a private 
good and social good emphasis: individuals and society as a whole are both better off when more 
of its citizens are educated.  This relationship between education and social progress is 
heightened in the areas of science, technology, engineering, and mathematics.   
There is a common belief in educational and governmental industries that there is a 
pressing need for more STEM students, graduates, and employees, especially for graduates in the 
engineering fields (Perryman, 2013).  Engineering and science occupations are anticipated to 
increase by 70% (Nugent, Kunz, Rilett, & Jones, 2010).  From 2008-2018, the U.S. Department 
of Commerce expects that STEM employment will grow almost twice as fast as non-STEM 
employment (Office of Science and Technology Policy, 2012).  An executive of the Dow 
Chemical Company states that his industry needs skilled people to fill vacant positions and to 
address the aging workforce, but that this been a very difficult problem to solve due to the lack 
of skills in the existing workforce, including associate degree level skills (Harlan, 2014).   
STEM graduates are desirable, as the STEM fields tend to be a driver of economic 
development, due to the invention and implementation of new technologies.  In addition, STEM 
graduates tend to earn larger than average incomes, producing a beneficial impact on the 
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economy.  However, there is a lack of literature relating to educational attainment on the STEM 
subject.  Much of the existing literature centers around the gender gap or the lack of minorities in 
the STEM fields (Engberg & Wolniak, 2013; Fouad, Hackett, & Smith, 2010; Heilbronner, 2013; 
Valla & Williams, 2012).  A 2013 study found that student decisions about entering math and 
science fields were related to race, attitudes, and academic preparedness (Engberg & Wolniak, 
2013).  A 2010 study identified many gender and developmental differences regarding obstacles 
and supports for middle school, high school, and college students desiring STEM futures (Fouad 
et al., 2010).  A 2012 study focused on the underrepresentation of minorities and females and 
included variables on age, race/ethnicity, and several gender-specific variables (Valla & 
Williams, 2012).  A 2013 study researched the gender gap in the STEM fields and found that 
more females entered the fields of biology, whereas fewer females entered the fields of 
engineering, physics, and astronomy; the study also indicated that the gender gaps may be 
disappearing in many STEM fields but that the gap remains in computer science (Heilbronner, 
2013).   
An obstacle to the increase in the number of students and graduates in STEM fields may 
be the academic abilities of students coming out of high school.  Many claim that high school 
students are not adequately prepared for college, especially for the STEM fields.  This causes the 
ill-prepared student to be remediated when entering college.  Incoming freshmen take remedial 
courses at high rates and has been associated with lower graduation rates and fewer STEM 
graduates (Ohio Board of Regents, 2006).  The need for developmental or remedial courses 
affects the student's selection of mathematics and science as fields of study (Fouad et al., 2010).  
Mathematics seems to be the biggest obstacle to many students, including those desiring STEM 
majors (Bisk, 2013).  Unfortunately, about two-thirds of community college students do not 
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complete their remedial mathematics courses (Cullinane & Treisman, 2010).  In an attempt to 
graduate more students, including STEM students, many colleges are attempting to improve their 
remedial mathematics and science programs (Mangan, 2013).   
Past educational attainment studies have been numerous and varied.  A variety of factors 
relating to educational attainment have been studied, including gender, race/ethnicity, 
class/socio-economic status, immigration/nativity status, and family size/birth order and can be 
grouped into demographic factors.  Other educational attainment studies have examined 
psychosocial factors such as personality attributes, motivation, learning strategies, and others.  
However, few have primarily focused on human capital factors (academic skills).   
Regarding demographic factors, gender has been shown to be related to educational 
attainment in several studies (Everett, Rogers, Hummer, & Krueger, 2011; Fessler & 
Schneebaum, 2012; Grant & Behrman, 2010; Pintrich, 2004) along with race/ethnicity (Everett 
et al., 2011; Reber, 2010).  Class or socio-economic status has also been shown to be related to 
educational attainment (Palardy, 2013; Pumar & Sitsis, 2012).  Studies by Cobb-Clark and 
Nguyen (2012), Ohinata and van Ours (2012), Santos and Wolff (2011), and Everett et al. (2011) 
showed significant relationships between educational attainment and immigration or nativity 
status.  In addition, family characteristics, such as family size and birth order, have been shown 
to be related to educational attainment (Powell, 1999; Robertson & Reynolds, 2010; deHaan, 
2010). 
In relation to psychosocial factors, personality attributes including agreeableness, 
openness, conscientiousness, neuroticism, and extraversion have been shown to relate to GPA 
directly and indirectly to educational attainment (Costa & McCrae, 1992; Mount & Barrick, 
1995; Poropat, 2009).  A variety of motivation factors relate to educational performance.  
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Optimistic people tend to be better students whereas pessimistic people do not (Bandura, 1997; 
Peterson, Vaillant, & Seligman, 1988).  Positive self-images tend to make for better students 
(Hattie, 1993) whereas students with avoidance goals tend to have less motivation and therefore 
less achievement (Elliot & Church, 1997) and students with high performance goals have more 
motivation and achievement (Harackiewicz, Barron, Pintrich, Elliot, & Thrash, 2002).  In 
addition, many learning strategies directly relate to GPA and indirectly to college performance 
and educational attainment, including “. . .test anxiety, rehearsal, organization, elaboration, 
critical thinking, metacognition, effort regulation, help seeking, peer learning, time/study 
management, and concentration” (Richardson et al., 2012, p. 361).  Three student approaches to 
learning have been identified that relate to educational performance: the deep approach, the 
surface approach, and strategic approach (Biggs, 1987; Craik & Lockhart, 1972; Entwistle, 
Hanley, & Hounsell, 1979).   
The deep approach is characterized by learning strategies such as critical evaluation and 
information syntheses combined with an intrinsic motivation to learn.  By contrast, 
surface approaches involve shallow cognitive strategies, such as memorization and 
rehearsal, in combination with an extrinsic motivation to learn.  Finally, students 
adopting a strategic approach are thought to use both deep and surface strategies 
depending on the importance and characteristics of the task.  (Richardson et al., 2012, p. 
361) 
Additional psychosocial factors influence college performance including student 
characteristics, past achievement, goal commitment (Tinto, 1975, 1982, 1993), employment, 
finances, and family support (Bean & Metzner, 1985; Elkins, Braxton, & James, 2000; Metzner 
& Bean, 1987; Stoecker, Pascarella, & Wolfle, 1988).   
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Some studies have included the academic factors of grade point average (GPA) and test 
scores, such as the SAT and ACT tests.  Many such studies have been conducted by ACT and the 
College Board.  High school GPA has been shown to be related to educational attainment: “. . . is 
a slightly better predictor than the SAT . . .” (Bridgeman et al., 2008, p. 21) along with ACT 
scores: “For each demographic group, test scores increased prediction accuracy over that for 
HSGPA” (Radunzel & Noble, 2013, p. iii).   
Very few educational attainment studies focus on STEM students.  Most STEM studies 
focus on other non-educational attainment topics, such as recruiting, choosing majors, increasing 
the number of STEM students, characteristics of STEM students, minority STEM students, and 
other similar topics.  However, the Gayles and Ampaw study (2014) related to educational 
attainment of STEM students, but was focused on gender: “Moreover, we were particularly 
interested in the extent to which the relationship between the college experience and degree 
attainment depends on gender” (Gayles & Ampaw, 2014, p. 446) and found positive results 
based on gender, i.e., that males complete their bachelor degrees at significantly higher rates than 
females.   
This study focuses on the human capital theory (Becker, 1993) and posits that success in 
college, including both universities and two-year colleges, is related to human capital skills 
(academic skills) gained in high school.  This study extends the human capital theory to skills 
learned in high school thereby impacting upon college success.  As applied to this study, human 
capital theory is used to determine how human capital academic skills lead to the attainment of 
additional academic skills in the form of college credentials earned by STEM students.  Rather 
than examining earnings/income, typical for human capital economic studies, this study 
examined the accumulation of additional human capital attributes in the form of college 
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credentials earned in the STEM fields.  In addition, this theory holds that the criterion variable of 
credential attainment in the STEM fields is influenced or explained by the predictor variables of 
high school GPA, ACT placement test scores, and remedial status because these are factors 
indicating investments in human capital as opposed to the non-human capital demographic 
factors of gender, race/ethnicity, and age.   
Problem Statement 
A significant number of studies relating to success and educational attainment of college 
students focus on non-human capital attributes such as gender, immigration status, family size 
and parental influence, socio-economic status, race/ethnicity, and other similar non-human 
capital factors (Cobb-Clark & Nguyen, 2012; deHaan, 2010; Everett et al., 2011; Fessler & 
Schneebaum, 2012; Grant & Behrman, 2010; Ohinata & van Ours, 2012; Palardy, 2013; Powell, 
1999; Pumar & Sitsis, 2012; Reber, 2010; Richardson et al., 2012; Robertson & Reynolds, 2010; 
Santos & Wolff, 2011).  Although these non-human capital attributes are relevant, human capital 
attributes consisting of academic capabilities and academic history (such as high school GPA and 
SAT/ACT test scores) are predictors of success for all students, regardless of or holding constant 
for other variables, especially demographic ones (Bridgeman et al., 2008; Dollinger & Clark, 
2012; Frey & Detterman, 2004; Fryer & Levitt, 2004; Haier, 2013; Radunzel & Noble, 2013; 
Wheelan, 2013).  
Many studies have revealed that high school grade point average (GPA) and admissions 
exams significantly predict college success and educational attainment.  High school GPA, ACT 
(American College Testing) scores, and SAT (Standardized Admissions Test) scores have this 
predictive relationship with various measures of success because they are documented to be 
strongly related to achievement and intelligence (ACT.org, 2014; College Board.org, 2014; 
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Dollinger & Clark, 2012; Haier, 2013; Richardson et al., 2012; Wheelan, 2013; Willingham, 
Lewis, Morgan, & Ramist, 1990).  GPA is typically used as a measure of student performance or 
achievement, relates highly to training and employment opportunities, is considered a very stable 
measure, and is considered a very good measure of college achievement (Bacon & Bean, 2006; 
Kobrin et al., 2008; Plant et al., 2005; Richardson et al., 2012; Strenze, 2007).  In addition, SAT 
and ACT exams are generally considered as measures of scholastic aptitude and intelligence 
(Dorans et al., 1997; Frey & Detterman, 2004; Raven et al., 1998).  Both high school GPA and 
ACT scores can be considered as human capital factors that have been developed through the 
primary and secondary school experience with the ability to impact future academic 
performance.  Therefore, if these factors can be impacted and improved over time, they are 
malleable factors under the influence of and, to some extent, the control of the individual.  Such 
human capital attributes can be improved upon—as opposed to gender, race/ethnicity, and age—
which cannot be controlled.  However, these previous studies do not specifically reference 
STEM students.  Therefore, this study focuses on the ability (odds) of high school grade point 
average, four ACT placement test scores, remedial status of students, and the demographic 
attributes of gender, race/ethnicity, and age to predict college credential completion for students 
in the STEM fields.   
Purpose Statement 
The purpose of this study is the application of the human capital theory to college 
educational attainment for STEM students.  More specifically, the purpose of this quantitative 
predictive correlation study is to examine human capital theory and how it relates the criterion 
human capital attribute of college credential attainment to the predictor variables of high school 
GPA, ACT placement test scores, remedial status (remedial or non-remedial), gender, 
20 
 
race/ethnicity, and age for first-time entering (students that have never previously attended 
college) college STEM students in the state of Arkansas.  The dichotomous criterion variable 
will be STEM credentials earned, which will be defined as whether or not a STEM student has 
earned any STEM undergraduate credential (degree or certificate) at the end of six academic 
years.  The predictor human capital variables will be high school grade point average (GPA), 
ACT placement test scores (scores from ACT composite, mathematics, English, and reading 
exams), and student remedial status (any remediation) as determined by state remediation 
standards.  The predictor demographic variables will be gender, race/ethnicity, and age.  
Remedial status, gender, and race/ethnicity will be categorical variables, entered into the model 
as dummy coded selections.  
Significance of the Study 
It is important to understand the many factors that influence college success and 
educational attainment.  Understanding such factors can assist educators and students in 
increasing college graduation rates.  This study represents an extension of the human capital 
theory.  Instead of examining income and earnings, this study hypothesizes that human capital 
theory is valuable for predicting college credentials earned (Becker, 1993).  By using variables 
stemming from high school performance (high school GPA, ACT placement scores, and 
remedial status), human capital theory may be a very valuable tool in predicting college success 
in the STEM fields as human capital attributes represent the academic skills needed for 
successful credential attainment.  Human capital theory provides a different way to conceptualize 
factors affecting college success, in addition to the demographic and individualistic psychosocial 
attributes referenced above.  Human capital theory represents a different educational attainment 
concept as most past studies have focused on demographic and psychosocial factors.  When 
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academic history was included in such studies, they were generally not recognized as human 
capital factors.  The recognition of human capital factors as an important educational determinant 
is similar to the old adage regarding “future performance is based on past performance” (Author 
Unknown), where students with sound academic skills will continue to perform well 
academically.   
This study also addresses the gap in the literature relating to credentials earned in relation 
to the STEM fields.  While the need for more students and graduates in the STEM fields is 
evident (Perryman, 2013), this research identified predictor variables that could aid in helping 
more students entering and earning credentials in the STEM fields to satisfy such needs and 
addressing the existing gender and racial/ethnicity trends (Valla & Williams, 2012; Heilbronner, 
2013; Fouad et al., 2010; Engberg & Wolniak, 2013).  Knowing the best predictors may lead to 
new or enhanced marketing and recruitment efforts by college and universities desiring to attract 
more STEM students.  In addition, the study has significance for the state of Arkansas, since the 
study used students enrolled in public institutions of higher education in Arkansas.  The study 
has the potential to assist educators in better preparing students, both remedial and non-remedial, 
for the STEM fields.  
Research Question 
Which human capital factors (high school GPA, ACT scores, and remedial status of 
students) or non-human capital factors (gender, race/ethnicity, and age) most significantly 
predict college credentials earned for first-time entering STEM students? 
Hypotheses 
H1: The human capital factor of high school GPA has a predictive relationship with 
college credentials earned in Arkansas for first-time entering STEM majors. 
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H2: The human capital factor of the ACT composite placement exam has a predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H3: The human capital factor of the ACT mathematics placement exam has a predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H4: The human capital factor of the ACT English placement exam has a predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H5: The human capital factor of the ACT reading placement exam has a predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H6: The remedial status for any remedial subject has a predictive relationship with 
college credentials earned in Arkansas for first-time entering STEM majors. 
H01: The human capital factor of high school GPA has no predictive relationship with 
college credentials earned in Arkansas for first-time entering STEM majors. 
H02: The human capital factor of the ACT composite placement exam has no predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H03: The human capital factor of the ACT mathematics placement exam has no 
predictive relationship with college credentials earned in Arkansas for first-time entering 
STEM majors. 
H04: The human capital factor of the ACT English placement exam has no predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H05: The human capital factor of the ACT reading placement exam has no predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H06: The remedial status for any remedial subject has no predictive relationship with 
college credentials earned in Arkansas for first-time entering STEM majors. 
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Identification of Variables 
Criterion Variables 
The criterion variable is STEM college undergraduate credentials earned.  In the state of 
Arkansas, undergraduate credentials include the Certificate of Proficiency, Technical Certificate, 
Associate Degree, Advanced Certificate, and Bachelor's or Baccalaureate degree.  Arkansas uses 
the CIP Codes (Classification of Instructional Programs) promulgated by U.S. Immigration and 
Customs Enforcement to identify STEM programs (Immigration and Customs Enforcement, 
2015).  Therefore, the STEM college undergraduate credentials earned are all undergraduate 
credentials with program CIP Codes matching the STEM CIP Codes from ICE.  No STEM 
credentials earned will be represented by a zero (0) in the credential earned variable, whereas a 
one (1) will be used to represent any STEM credential earned (regardless of the total number and 
type earned).  The cohort of students tracked will include students that are “. . .full-time, first-
time, degree/certificate-seeking undergraduate students in a particular year. . .” (IPEDS Glossary, 
2015).  Students will be tracked through six academic years to determine if a STEM college 
undergraduate credential was earned.  Six years was chosen, as IPEDS uses a time frame of 
“within 150 percent of normal time” (IPEDS Glossary, 2015), which is six years for bachelor’s 
degree students.  Six academic years is also being used for students at two-year colleges for 
consistency purposes.  
Predictor Variables 
The predictor (human capital or academic) variables are high school grade point average 
(GPA), the ACT placement scores of composite, mathematics, English, and reading, and the 
remedial status of students (remediation in any of the subjects of mathematics, English, or 
reading).   
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High school GPA is generally a ratio/interval number ranging from 0.00 to 4.00; 
however, some GPAs in Arkansas are higher than 4.00 due to participation in Advanced 
Placement (AP) courses while in high school.  High school AP courses are awarded up to 5 
points on a 4-point scale as an incentive to students to enroll.  High school GPA is generally 
considered a universal measure of course success while attending high school and has been 
shown to be a strong predictor of performance and achievement (Bacon & Bean, 2006; Kobrin et 
al., 2008; Plant et al., 2005; Richardson et al., 2012; Strenze, 2007).   
ACT placement scores are interval scores obtained by taking the ACT exam as 
administered by the American College Testing company (Lind, Marchal, & Wathen, 2012; 
Ravid, 2010).  Scores range from 1-36 and include a composite score along with individual 
subject matter sub-scores in mathematics, English, reading, and science.  The composite and all 
sub-scores are on the same 1-36 scale.  The ACT science score is not included in this study as it 
is optionally reported to the state.  ACT scores are considered a measure of aptitude (Bridgeman 
et al., 2004; Dorans et al., 1997; Frey & Detterman, 2004; Hoffman & Lowitzki, 2005; 
Mathiasen, 1984; Mouw & Khanna, 1993; Peers & Johnston, 1994; Ramist et al., 2001; Raven et 
al., 1998; Richardson et al., 2012; Robbins et al., 2004).   
Remedial and non-remedial status of students is determined by policy of the Arkansas 
Higher Education Coordinating Board (AHECB) and is administered by the Arkansas 
Department of Higher Education (ADHE).  This determination considers the score obtained on 
the ACT placement exams of mathematics, English, and reading, and includes the 
recommendation of the institution.  Students can be in need of remediation in mathematics, 
English, reading, or any combination thereof.  This is calculated by ADHE and is a nominal or 
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categorical scale represented by a yes or no.  Dummy variables will be created for remedial 
status (remediated in any of the subjects of mathematics, English, or reading).   
Additional predictor variables are gender, race/ethnicity, and age.  Gender is nominal 
data being either male or female.  Race/Ethnicity is nominal or categorical data being one of five 
categories: Asian and Pacific Islander (1), Black (2) Hispanic (3), American Indian/Alaska 
Native (4), and White (5).  (The categories of non-resident alien and unknown are not being 
included as they are not race/ethnic categories by definition).  These codes are used by the 
Arkansas Department of Higher Education and are based on the IPEDS (Integrated 
Postsecondary Education Data System) race/ethnicity designations for cohort years prior to 2010 
(The race/ethnicity designations were expanded in 2010) (NCES.Ed.Gov., 2014).  Age is a 
ratio/interval scale calculated by the Arkansas Department of Higher Education to determine the 
age of the student as of July 1 of the academic year in which the student is enrolled.   
Definitions 
1. Per educational literature, a developmental student is a “. . .student assessed as having 
potential for college success when appropriate educational enrichment and support 
services are provided. . .” and/or a “. . .student who, while meeting college admissions 
requirements, is not yet fully prepared to succeed in one or more introductory college-
level courses” (Arendale, 2007, p. 19). 
2. A remedial student is defined as a “. . .student assessed as having potential for college 
success after completing required academic improvement courses/programs due to 
significant under-preparation in one or more academic skill areas. . .” Such students are 
typically admitted conditionally as they are considered to be “. . .not yet fully prepared to 
succeed in one or more introductory college-level courses. . .” and may need to “. . 
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.successfully complete academic improvement courses/programs before he or she is 
allowed to enroll in a college level course in the same academic area or perhaps be fully 
admitted to the postsecondary institution” (Arendale, 2007, p.27).  
3. An academically underprepared student is a student “. . .assessed as having potential for 
college success when appropriate educational enrichment and support services are 
provided. . .” and/or a “. . .student who, while meeting college admissions requirements, 
is not yet fully prepared to succeed in one or more college-level courses” (Arendale, 
2007, p. 13). 
Note that the above three types of students are quite similar in their definition.  Therefore, 
for the purpose of this research study, non-remedial students and remedial students are defined as 
follows and can also be considered as a developmental student or an academically underprepared 
student.  The terms below are in no way intended to be disparaging, but are only intended to 
define whether or not additional coursework is recommended for the student.  
4. Non-remedial student: A non-remedial student is a college student in Arkansas that is not 
recommended for additional remedial or developmental courses when entering college. 
5. Remedial student: A remedial student is a college student in Arkansas that is recommended 
for additional remedial or developmental courses when entering college.  This is 
determined in Arkansas by placement test scores (ACT, etc.) and the recommendation of 
the institution of higher education per Arkansas Higher Educational Coordinating Board 
policy.  Students are required to take at least one course in either mathematics, English, 
or reading depending upon their individual subject matter test scores and the institution’s 
recommendation.  Such remedial students include students enrolled in public four-year 
universities and two-year colleges in Arkansas.   
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6. Logistic regression is a “. . .regression analysis for which the outcome variable is 
categorical; the goal of the analysis is prediction of group membership.  Because 
categorical variables do not conform to ordinary linear regression assumptions, different 
computational procedures are required” (Warner, 2013, p. 1096).   
7. Human capital factors are those activities or attributes that “. . . influence future monetary 
and psychic income by increasing the resources in people” (Becker, 1993, p. 11).   
Therefore, non-human capital factors are those activities or attributes that do not increase 
the resources in people.  As used in this study, non-human capital factors are categorized as 
demographic and psychosocial.  
Assumptions and Limitations 
Assumptions 
It is assumed that all students entering college in the sample are seeking a college 
credential.  To ensure this, this study used students based on a cohort of students similar to the 
IPEDS cohort—first-time entering, attending full-time, and seeking an undergraduate credential 
(degree or certificate).  It is also assumed that the data in the Student Information System 
Database (SISDB) maintained by ADHE contains accurate and valid data on students attending 
public higher education institutions in Arkansas.   
Delimitations 
This study was limited to public institutions of higher education in the state of Arkansas, 
as it uses data from a student database consisting of students enrolled in public higher education 
institutions in Arkansas.  Also, the study focused on STEM program participants that are 
students enrolled in public institutions of higher education in the state of Arkansas.  Finally, the 
study examined demographic factors and aptitude and achievement factors in STEM credential 
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completion.  No psychosocial or motivational variables were included in the model. 
Limitations 
Since the study used student participants from Arkansas, the results may not be 
generalizable to similar populations in other states.  Since each state has different definitions of 
remedial or developmental students, the results of this study regarding remedial students may not 
be generalizable to other states.  In addition, since this study defined a remedial student as a 
student in need of remediation in at least one of the subjects of mathematics, English, or reading, 
it may not be generalizable to other combinations of courses or courses having different subjects.  
The academic or human capital variables of high school GPA, ACT test scores, remedial status, 
gender, race/ethnicity, and age were the predictor variables.  These variables were used because 
they are available fields of information in the SISDB.  However, these variables may not be fully 
comprehensive as other academic variables may exist that effect educational attainment.  
Because no psychosocial or motivational variables were used to predict STEM credential 
attainment in this study, it is possible that a variable not considered could be a moderating or 
mediating variable if it was included in the model.   
Research Summary 
The study was quantitative and is a predictive correlation using regression analyses.  The 
research examined an existing gap in the literature: the educational attainment of STEM students 
using human capital theory factors and attempts to identify the most significant factors affecting 
STEM student success in college.  A predictive study was chosen as it provides “(1) the extent to 
which a criterion behavior pattern can be predicted, (2) data for developing a theory. . , and (3) 
evidence about the predictive validity” (Gall, Gall, & Borg, 2007, p. 342).  The data analysis of 
STEM students and attainment was performed utilizing logistic regression.  
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CHAPTER TWO:  REVIEW OF THE LITERATURE 
Introduction 
Success in college persistence, performance, or educational attainment has been studied 
in significant detail and has been shown that it is related to a myriad of factors.  The factors can 
generally be categorized into two groups: (a) population, group, or demographic factors and (b) 
individual or psychosocial factors.  Population or demographic traits include gender, 
race/ethnicity, socio-economic status, immigration or nativity, family size, birth order, and 
others.  The individual or psychosocial traits include personality attributes, motivation, self-
image, learning styles or strategies, psychosocial traits, and many others.  But a third group or 
category is very plausible: human capital factors.  Human capital factors in the educational arena 
may also be considered academic factors and include the academic knowledge, skills, and 
abilities (KSAs) learned by students in previous educational settings.   
STEM stands for Science, Technology, Engineering, and Mathematics.  According to the 
STEM Education Coalition, STEM education must be a national priority as the nation’s future 
economy is highly related to students having educational success in the STEM fields (STEM 
Education Coalition, 2014).  Many educators believe that national, state, and institutional 
policies should emphasize the STEM programs, as STEM tends to be a significant force in the 
economy.  Because of this STEM focus, the purpose of this paper is to review the college 
educational attainment (credentials earned) of STEM students in Arkansas.   
In addition, many studies on developmental education have focused on the completion of 
developmental or remedial coursework and performance in a variety of other courses, such as 
gateway courses.  But, in a similar fashion, studies on developmental education have not focused 
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on the educational attainment of students in need of remedial or developmental education in the 
STEM fields.   
However, rather than considering individual or psychosocial factors as noted above, this 
study implemented such a review based on the academic or human capital attributes of such 
students along with demographic factors.  Human capital factors used included the academic or 
the human capital factors of high school GPA, ACT composite exam scores, ACT mathematics 
exam scores, ACT English exam scores, ACT reading exam scores, and the remedial status (any 
remediation) of students.  The demographic factors included gender, race/ethnicity, and age.  
Psychosocial factors were not considered as no such factors are included in the SISDB database 
maintained by the state of Arkansas.  
Theoretical Framework 
Human capital theory is essentially that people with the most knowledge, skills, and 
abilities (KSAs) will be the most productive and will achieve or earn more than those with fewer 
KSAs.  Human capital theory is primarily concerned with financial income, but achievement and 
accomplishments are related to financial income (those with higher income tend to have more 
accomplishments and higher achievement).  Investments in human capital are those that “. . . 
influence monetary and psychic income by increasing the resources in people” (Becker, 1993, p. 
11).  In general, people that are highly skilled and educated will, on average, earn more than 
those without such education and skills.  The reverse is also true: “. . . inequality in the 
distribution of earnings and income is generally positively related to inequality in education and 
other training” (Becker, 1993, p. 12).  For example, those with substantial education experience, 
high employment/low unemployment, and those with less education tend to experience low 
employment/high unemployment.  Human capital investments include schooling or formal 
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education, training, medical care expenses, a strong work ethic, and other similar investments 
(Becker, 1993).  Such expenditures are considered investments, as the return on the investment is 
not immediately present but will be realized at a future time.  Education and training tend to be 
the most important investments in human capital (Becker, 1993).  
While human capital theory is an economic theory explaining differences in income, it is 
applied in this study to explain differences in educational attainment.  Human capital investments 
are activities that influence the resources in people (Becker, 1993), and “[e]ducation and training 
are the most important investments in human capital” (Becker, 1993, p. 17).  Therefore, it can be 
inferred that educational or academic characteristics can be considered as human capital 
characteristics.  Hence, educational attainment can be considered as human capital productivity.  
Instead of identifying KSAs that impact income, the theory can focus on identifying KSAs that 
impact educational performance or productivity.  In relation to college, the KSAs that a student 
brings to college were obtained in high school and earlier.  While the student brings demographic 
and psychosocial attributes, they also bring many KSAs obtained in high school, middle school, 
or grade school.  Typical academic characteristics of students graduating high school and 
entering college include high school diplomas, high school GPA, high school rank, placement 
test scores (ACT/SAT), and remedial status.  Therefore, for the purpose of this study, these 
factors are designated as human capital factors.  The human capital factors of high school GPA, 
ACT test scores, and remedial status are used in this study as they are present in the chosen 
dataset.  The vast majority of students entering college in Arkansas have high school diplomas, 
high school rank is not collected in the SISDB, and very few students in Arkansas take the SAT 
test, as Arkansas is an ACT state.   
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Human capital theory was postulated in the 1960s, primarily by Theodor Schultz, Gary 
Becker, and Robert Mincer.  However, the roots of human capital theory can be traced back to 
William Petty in the 1600s and Adam Smith in the 1700s.  Adam Smith specifically considered 
that education and qualifications were a form of capital and that improvements in the worker's 
skill would increase productivity (Minica, 2011).   
Human capital theory rests on the assumption that formal education is necessary to 
improve the productive capacity of a population.  In short, human capital theorists argue 
that an educated population is a productive population.  Human capital theory emphasises 
how education increases the productivity and efficiency of workers by increasing the 
level of cognitive stock of economically productive human capability, which is a product 
of innate abilities and investment in human beings.  The provision of formal education is 
seen as an investment in human capital, which proponents of the theory have considered 
as equally or even more worthwhile than that of physical capital. . .  Modern economists 
seem to concur that in the new global economy, education and health care are the key to 
improving human capital and ultimately increasing the economic outputs of the nation.  
(Almendarez, 2013, p. 21)   
Investing in human capital is a relatively new phrase used in economic and public policy 
and relates to improving the quality of the workforce.  This phrase is derived from the human 
capital theory as developed by T.W. Schultz, Milton Friedman, and Jacob Mincer (Becker, 
1993).  A very important proponent of human capital theory is Gary S. Becker.  Human capital 
can be defined as those “activities that influence future monetary and psychic income by 
increasing the resources in people” (Becker, 1993, p. 11) and “[e]ducation and training are the 
most important investments in human capital” (Becker, 1993, p. 17).  The resources in people 
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can also be considered as knowledge, skills, and abilities.  Therefore, human capital theory 
focuses on the skills and abilities of people with a special focus on the skills and abilities 
obtained through education and training.   
Activities “that influence future monetary and psychic income by increasing resources in 
people . . . are called investments in human capital” (Becker, 1993, p. 11).  Resources in people 
are considered to be human resources or human capital.  Resources can also be considered as 
assets or attributes.  Assets in the business world are typically referred to as capital; therefore, 
assets in humans can be referred to as human capital.  Investments in human capital can include 
activities such as “. . .schooling, on-the-job training, medical care, migration, and searching for 
information. . .” (Becker, 1993, p. 11).  Such investments are considered human capital 
investments because “. . .you cannot separate a person from his knowledge, skills, health, or 
values. . .” (Becker, 1993, p. 16).   
Human capital theory is primarily a theory to explain economics and economic behavior.  
It can help explain why some people achieve and earn more income than others.  “The personal 
distribution of earnings is partly determined by the distribution, and the returns from, human 
capital” (Becker, 1993, p. 5).  The higher incomes of college graduates are “. . . partly due to the 
college graduate’s greater ability, ambition, health, and better educated and more successful 
parents” and the rate of return for white male college graduates is “. . .between 11 and 13 per 
cent . . .” (Becker, 1993, p. 7).  In other words, college education can make a significant 
difference in the future earnings of individuals and much of this earnings differential can be 
explained by the human capital asset of a college education.  Other effects can and do play a role, 
but the human capital assets are very important.  
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Human capital theory offers an explanation to a wide variety of economic events.  Some 
of these events include: (a) earnings generally increase with age but at a declining rate in the 
later ages; (b) unemployment is inversely related to level of skill, i.e., those with more skills 
experience less unemployment and vice versa; (c) businesses in developed nations are less 
paternalistic than those in under-developed nations; (d) young people receive more education and 
training than older people and also change jobs more frequently; (e) earnings are positively 
skewed among skilled and professional employees; and (f) more capable people receive more 
education and training than the less capable (Becker, 1993).   
Education and training are considered the most important forms of human capital 
investments.  Education greatly impacts a person’s income with educated people almost always 
having higher earnings (Becker, 1993).  “Human capital analysis assumes that schooling raises 
earnings and productivity mainly by providing knowledge, skills, and a way of analyzing 
problems” (Becker, 1993, p. 19).  For example, according to the federal government, people with 
a bachelor’s degree earn 70% more than people with only a high school diploma (Bureau of 
Labor Statistics, 2014).   
Many factors influence earnings or income.  Such factors include high school education, 
college education, age, family and marital status, and the division of labor and specialization 
(Becker, 1993) along with health, risk, and family background (Hartog & van den Brink, 2007).  
While many factors are involved, education and training are the “the most important” (Becker, 
1993, p. 17).  People have realistic opportunities to obtain more education and training to 
improve their opportunities in life, i.e., to qualify for a better job, to gain a promotion, etc.  
Human capital resources are under an individual's control to a very large extent.  However, 
people cannot realistically change their race/ethnicity, age, or gender in order to improve their 
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earnings.  Therefore, if one desires to enhance his or her future, he or she should focus on human 
capital resources and not demographics.  This concept would apply to all students, including 
STEM students.   
“The basic human capital model of schooling envisages two options” (Hartog & van den 
Brink, 2007, p. 7): (a) an individual forsakes immediate earnings by going to school in the hope 
of earning more income after their education, and (b) an individual goes to work and earns an 
immediate income.  This makes education an investment choice whereby the earnings after 
education (YS) are generally higher than immediate earnings (Y0).  The dividend or yield (YS – 
Y0) relates to the cost of the investment.  The dividend or return on the investment is typically 
higher the longer period of time spent in education (Hartog & van den Brink, 2007).   
Ability and education are related as people with more abilities tend to invest more in 
themselves when ability is defined as an economic attribute (Becker, 1993).  In a study of high 
school graduates, college graduates, and college dropouts in the 1950s, Becker found that college 
graduates had “. . . an average IQ about 13 per cent higher, over twice the rate of IQs above 120, 
a 50 per cent higher class ranking in high school, and a 100 per cent larger number with fathers 
in the top occupations” (Becker, 1993, p. 172).  In a related study by the Bell Telephone 
Company, it was shown that after 15 years on the job, employees that were in the top two-fifths 
of their college class earned 20% more than those employees in the bottom two-fifths of their 
college class (Becker, 1993).  This shows that the “. . . payoff from college is greater for those 
with higher ranks. . .” and “. . . is presumably an important reason why persons with higher class 
ranks go to college much more frequently than others do” (Becker, 1993, p. 175).  In addition, “. 
. . an increase in IQ has the same kind of effect on earnings as an increase in rank . . .” (Becker, 
1993, p. 176).  
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Per Becker, the rate of return on a college education to the average college entrant is 
approximately 10-12 percent per year.  The rate of return is higher for urban, white male college 
graduates and less for dropouts, non-whites, women, and people from rural areas (Becker, 1993).  
College education seems to explain the larger part of the income difference than ability, but 
ability plays substantial role in determining who earns a college education (Becker, 1993).   
The rate of return on the investment in education is typically 5-15% (Hartog & van den 
Brink, 2007) and, in referring to a 1985 study by Psacharopoulus (1985), the “. . . returns are 
higher in developing countries than in developed countries, that highest returns accrue to primary 
education, and that returns to university education may be higher than those for secondary 
education” (Hartog & van den Brink, 2007, p. 8).  Average rates of return tend to be slightly 
higher for females than males and higher in the United States than in Europe.  The higher rates of 
return for the United States, as opposed to European countries, tend to be due to the increased 
demand for more educated workers as a result of new technologies (Hartog & van den Brink, 
2007).   
However, there really is no standard rate of return on education as it is variable.  There is 
no such thing as ‘the’ return to education.  The effect of an individual year in school may 
be very different for different individuals (some may benefit more from the same 
intervention than others) and may be very different depending on whether the extra year 
is the fourth year or the tenth year.  Moreover, the effect of an extra year will depend on 
the exact curriculum that is taught during the extra year.  (Hartog & van den Brink, 2007, 
p. 11)   
However, an additional year of university education can increase income by 7-9%, but an 
additional year of vocational education has no effect.  Also, returns are higher for persons with 
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higher IQs (as much as 10%).  It should be noted that persons with higher IQs tend to have more 
education and benefit more from education but education and ability are not independent of each 
other (Hartog & van den Brink, 2007).  Also, the “. . . effect of experience is not independent of 
education: higher education leads to steeper earnings profiles” (Hartog & van den Brink, 2007, p. 
18).   
The general finding that an investment in education raises income by 5-15% implies a 
causal effect on earnings.  But education has additional effects.  Higher levels of education in the 
workforce make the economy grow faster and this may be due to more innovation due to more 
education.  It may also be due to persons with more human capital having higher skills levels and 
being more productive, thereby increasing economic production.  And since physical capital 
tends to follow human capital, more growth accrues to those countries or regions with more 
human capital.  Education has also been shown to improve health, reduce criminal behavior, and 
improve voting activities (Hartog & van den Brink, 2007).  Education has also been shown to 
impact entrepreneurialism as “. . . individuals with more schooling indeed tend to perform better 
as entrepreneurs” (Hartog & van den Brink, 2007, p. 54).  
Education has also been shown to be positively related to health as “. . . years of formal 
schooling completed is the most important correlate of good health” (Grossman & Kaestner, 
1997, as cited in Hartog & van den Brink, 2007, p. 65).  There are three possible explanations for 
this relationship: (a) persons in better health have the ability to attain more education; (b) several 
common factors effect health and education in a similar fashion, such as genetics, family 
background, etc; and (c) knowledge through education leads to better health habits and practices 
(Hartog & van den Brink, 2007).  Healthier workers are also more productive workers and 
therefore tend to earn more income (Hartog & van den Brink, 2007).  
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According to a report by the College Board, education pays.  The below table illustrates 
that the higher level of education, the higher annual earnings. 
Table 1 
 
Median Earnings of Full-Time Year Round  
Workers Ages 25 and Older, by Education Level, 2011 
Education 2011 Earnings 
Professional Degree $102,200 
Doctoral Degree $91,000 
Master's Degree $70,000 
Bachelor's Degree $56,500 
Associate Degree $44,800 
Some College, No Degree $40,400 
High School Diploma $35,400 
Less Than a High School Diploma $25,100 
(Baum, Ma, & Payea, 2013, p. 11) 
 
Prior to the 1960s, females in the United States were less likely to attend college.  They 
typically avoided hard sciences and gravitated toward more traditional female roles of education, 
home economics, and others (Becker, 1993).  However, this has changed since the 1960s, with 
more females entering “. . . accounting, law, medicine, engineering, and other subjects that pay 
well” (Becker, 1993, p. 19).  This same trend is evident in other countries, such as “. . .  Great 
Britain, France, Scandinavia, Taiwan, Japan, Mexico, and other countries . . .” (Becker, 1993, p. 
19).  In reference to gender, differences in income or earnings for female college graduates is 
less than it is for males; however, female college graduates tend to have higher family incomes 
than males with similar education (Becker, 1993).   
Parental characteristics and family background have an influence on children regarding 
human capital attributes.  The earnings of parents and their children are statistically related, but 
the relationship is not strong (Becker, 1993).  The children of wealthier and more educated 
parents tend to receive more education and earn higher incomes.  This could be related to 
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intelligence as “. . . children who come from better-educated, high-IQ and high-income families 
receive more schooling” (Hartog & van den Brink, 2007, p. 83).  Wealthier parents can typically 
afford to spend more on their children’s education and tend to spend more on each child as 
wealthier families tend to have fewer children.  Large families tend to spend less for education 
and training per child than smaller families (Becker, 1993).  “College graduates with fathers in 
professional or managerial occupations earned about 16 per cent more than those with fathers in 
unskilled or service occupations, while high school graduates with fathers in top occupations 
earned only about 4 per cent more” (Becker, 1993, p. 177).  However, “. . . parent's schooling is 
the most important factor in explaining their child's success in school” (Hartog & van den Brink, 
2007, p. 85).  Even when controlling for rank, IQ, and the father’s occupation, the rate of return 
for a college graduate is substantially greater for college graduates than high school graduates, 
which indicates that the college education is the major determining factor in the higher rate of 
return (Becker, 1993).  “. . .[C]ollege education itself explains most of the apparent gain to 
college graduates” and “. . .the private rate of return to a typical white male college graduate 
would be considerable, say, certainly more than 10 per cent” (Becker, 1993, p. 180).  In 
comparing IQ and the educational level of fathers, the educational attainment of fathers is the 
greater determining factor, i.e., the educational level of fathers is much more important than the 
educational level of mothers (Hartog & van den Brink, 2007).   
In reference to age, “. . . average incomes at each age class are strongly related to 
education . . .” (Becker, 1993, p. 231).  In the early years of the employment experience, income 
gains are relatively slow.  But such income gains increase to the peak age of 45-54 and tend to 
decline after that (Becker, 1993).  In reference to race/ethnicities, differences in income or 
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earnings between college graduates and high school graduates are larger for whites than it is for 
non-whites (Becker, 1993).   
The STEM fields are especially important opportunities for career growth and enhanced 
future earnings.  “The systematic application of scientific knowledge to production of goods has 
greatly increased the value of education, technical schooling, and on-the-job training as the 
growth of knowledge has become embodied in people – in scientists, scholars, technicians, 
managers, and other contributors to output” (Becker, 1993, p. 24).  In this quote, Becker refers to 
STEM (Science, Technology, Engineering, and Mathematics) occupations.  The use of science 
and technology in business increases productivity and output, thereby making people with skills 
in these areas much more valuable.  Therefore, STEM knowledge, skills, abilities, and college 
credentials are extremely valuable to STEM graduates, as such education and abilities are highly 
valued in the workplace.   
Review of the Literature 
Gender 
Gender has been shown to be related to educational attainment by a number of studies 
(Everett et al., 2011; Fessler & Schneebaum, 2012; Grant & Behrman, 2010).  In a 2011 study by 
Everett et al., the researchers found females gained in educational attainment more than men 
across all cohorts and females, on average, and have more years of education than men.  In this 
study, Mexican American males gained 4.13 years of education while females gained 4.59 years 
(Everett et al., 2011).  “US-born black, Asian and Cuban women all gained over three years of 
education across cohorts” (Everett et al., 2011, p. 17).  This indicates that past educational 
advantages of males over females may have eroded (Everett et al., 2011).   
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A 2010 study focused on gender gaps in educational attainment in 38 developing nations, 
including Latin America (Bolivia, Columbia, Dominican Republic, Haiti, Nicaragua, and Peru), 
Southeast Asia (Indonesia, Philippines, and Vietnam), South Asia (Bangladesh, India, Nepal, and 
Pakistan), West Asia/North Africa (Egypt, Jordan, Morocco, and Turkey), South/East Africa 
(Kenya, Madagascar, Malawi, Mozambique, Namibia, Rwanda, Tanzania, Uganda, Zambia, and 
Zimbabwe), and West/Central Africa (Benin, Burkina Faso, Cameroon, Chad, Ghana, Guinea, 
Ivory Coast, Mali, Niger, Nigeria, and Senegal) (Grant & Behrman, 2010).  The results revealed 
that the “. . . gender gap in school ever-enrollment favoring boys has narrowed, but not 
necessarily disappeared, in all regions and at almost all ages” (Grant & Behrman, 2010, p. 76).  
In Southeast Asia and Latin America, there were very little differences in attainment for children 
entering school.  In West Africa, females had completed more grades than males, but the 
difference was not significant.  In South and East Africa, the females had the educational 
advantage.  The difference in educational gaps seems to be dependent upon attendance.  But 
when controlling for attendance, females experience similar results, if not better, than males 
(Grant & Behrman, 2010).   
In a study of Austrian families, the researchers discovered that the educational level of 
both parents was significantly related to the educational level of their children and that there was 
a strong gender-specific pattern.  The educational level of both parents is significantly related to 
the educational attainment level of their children.  However, the effect from the father’s 
educational level on the son’s educational attainment level is much stronger than on the 
daughter’s.  And conversely, the mother’s effect on the daughter’s educational attainment is 
much stronger than the effect on their son’s (Fessler & Schneebaum, 2012).  “There is a strong 
gender-specific pattern in the transmission of educational attainment: children are likely to 
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follow in the footsteps of their same-gender parent” (Fessler & Schneebaum, 2012, p. 179).  
Overall conclusions include that there is a “. . . connection between parents’ educational level 
and their children’s educational achievements” (Fessler & Schneebaum, 2012, p. 182).  This 
indicates distinct differences in educational levels by gender. 
Race and Ethnicity 
The United States of America has historically had a racial/racism problem.  This problem 
has generally been the explanation that minorities generally have lower educational attainment 
levels than non-minorities.  However, there are many disparities between different racial/ethnic 
groups.  And, in some cases, there seems to be real evidence that such differences may relate 
more to other factors than race/ethnicity.  
Many differences were found in the educational levels of race/ethnic groups in a study in 
2011.  Differences are shown in the table below.  Mexican-Americans have the lowest level of 
education for both U.S.-Born and Foreign Born, whereas Asian-Americans have the highest level 
of education for both U.S.-Born and Foreign Born peoples.  Regression coefficients were 
significant at the .001 level for Blacks, Native Americans, and Mexican-Americans.  Regression 
coefficients were significant at the .01 level for Puerto Ricans and at the .05 level for Cuban 
Americans (Everett et al., 2011).  Also, due to the migration/immigration issue: “. . . it is not 
surprising that Mexican Americans have the largest education gap between the native- and 
foreign-born subpopulations” (Everett et al., 2011, p. 1559).  Overall, this study shows that there 
are distinct differences in educational attainment levels among race/ethnicity and that such 
differences may be exacerbated when considering their birthplace.  
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Table 2 
 
Average Levels of Educational Attainment 
Race/Ethnicity 
U.S.-Born Foreign Born 
Male Female Male Female 
Non-Hispanic White 13.38 13.11 13.85 12.96 
Non-Hispanic Black 12.07 12.26 13.34 12.65 
Asian American 14.48 13.97 14.69 13.37 
Native American 11.87 11.96   
Mexican American 11.52 11.28 8.29 8.22 
Puerto Rican 12.68 12.43 10.64 10.51 
Cuban American 13.30 13.55 11.75 11.37 
(Everett, Rogers, Hummer, & Krueger, 2011, p. 1552). 
 
In a similar study in 2010, Reber attempted to determine if the improvement in the 
educational levels of blacks in Louisiana were due to increases in funding or increased exposure 
to whites.  The results showed that there was a negative relationship between black exposure to 
whites and the share of black enrollment; and that districts with high black enrollment 
experienced substantial increases in education attainment (Reber, 2010).  “The results suggest 
that increased funding associated with desegregation improved educational attainment for 
blacks” (Reber, 2010, p. 911).  “The finding that blacks in higher black enrollment share districts 
experienced significantly larger increases in educational attainment during this period suggests 
that the increased funding that came with desegregation was more important than the increased 
exposure to whites” (Reber, 2010, p. 912).  The implication of this study is that funding or the 
availability of resources are more important to educational improvements than race.   
Age 
Age has been shown to influence credential completion.  The college completion rates of 
nontraditional students (age 25 and older) are significantly lower when compared to traditional 
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students.  This is primarily due to the preponderance of nontraditional students being enrolled 
part-time (Taniguchi & Kaufman, 2005).  “. . . part-time students are substantially less likely 
than fulltime students to graduate” (Taniguchi & Kaufman, 2005, p. 924).  In addition, older 
students have “. . . lower completion and higher dropout rates” (Taniguchi, 2005, p. 874).   
The chances of students completing a degree generally improve up until the student 
reaches the age of 22-23, but such chances decline afterwards.  The decline in graduation rates 
for older students is attributed to part-time enrollment and other life factors interfering with 
education.  Such other life factors include being married, having employment, and other similar 
demands of adult life.  However, when such factors are controlled, the completion differences 
disappear (Jacobs & King, 2002).  “The results clearly indicate that age per se does not inhibit 
college completion” (Jacobs & King, 2002, p. 226).  In addition, a 2001 study “. . . found that 
age, level of degree completion and postgraduate qualifications are not predictive of first year 
course performance” (DeClercq, Pearson, & Rolfe, 2001, p. 425).  A 2004 study found no 
significant differences between two groups of doctoral students regarding the age of the student 
at admission or at graduation of their bachelor’s degree.  However, students that did not graduate 
tended to be younger than those that did graduate (Malone, Nelson, & Van Nelson, 2004).   
Older students not only tend to attend college on a part-time basis, they also tend to take 
more distance education (online) courses.  In a 2011 study, older students (defined as 25 and 
older) accounted for “. . . the biggest growth in numbers of distance learners, amounting to 
greater than 40 percent of overall enrollment in higher education” (Hansen-Suchy, 2011, p. 36).  
In this study, the online student group was 5-6 years older than the on-campus student group but 
no significant differences in pass rates were identified (Hansen-Suchy, 2011).   
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Older students seem to be more determined about their education as a 2000 study found 
that “. . . older students showed greater self-regulation and intrinsic motivation than younger 
students” (Spitzer, 2000, p. 92).  Because older students have the advantage of experience, 
having already been in the workforce, they are more decided about their educational goal 
(Spitzer, 2000).  “Adult students and females perform better academically and are more decided 
about their career goals” (Spitzer, 2000, p. 94).  Older students also have higher financial literacy 
than younger students that can be a direct result of their age and experience.  In a 2009 study, the 
Pearson’s r correlation between age and scores on a JumpStart test was moderately strong and 
significant at the .01 level (JumpStart tests are used to test for financial literacy) (Eitel & Martin, 
2009).   
Older students can be very good students and have very favorable employment prospects 
upon graduation.  Older students tend to have higher grade point averages than younger students 
and, after graduation, have higher employment rates, higher compensation and job 
responsibilities, and greater chances at landing a new job.  These benefits for older students are 
attributed to greater learning outcomes as evidenced by their higher GPA (Hoyt & Allred, 2008).  
However, “. . . delaying graduation into the mid-twenties and beyond results in a substantial 
reduction in college wage premiums” (Taniguchi, 2005, p. 874).  Such contradiction regarding 
wages after graduation may be explained in that the older graduate starts out at a higher wage 
than the younger graduate, but long-term, the younger graduate catches up and surpasses the 
compensation of the older graduate.   
In summary, the literature is undecided as to whether or not age impacts upon college 
completion and performance: some studies claim that it does (Taniguchi & Kaufman, 2005) 
while others claim that there is little or no impact (DeClercq et al., 2001; Jacobs & King, 2002; 
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Malone et al., 2004).  But part-time college enrollment certainly seems to be the culprit (Hansen-
Suchy, 2011; Jacobs & King, 2002).   
Remedial/Developmental Students 
Few studies are available regarding remedial/developmental students and degree 
completion or educational attainment as most focus on “. . .students at the margin of passing out 
of remediation and compares students who score just above and below the cutoff on the 
remediation placement exam” (Bettinger, Boatman, & Long, 2013, p. 98).  However, existing 
literature includes a variety of mixed results, including remediation increases second year 
persistence; remediation increases the number of credit hours completed; remediated females 
experience more positive results from remedial courses than males; remediated low-income 
students experience more negative results from remediation than higher-income students; 
remediated students take more remedial courses which reduces the chances of earning a 
credential; and remediation reduces the chances of earning a bachelor’s degree (Bettinger et al., 
2013).  Remediation also increases the time it takes to complete a credential for students (Giesley 
& Manhire, 2003). 
Developmental courses lengthen the students’ programs without contributing hours 
toward degree achievement, and the very fact that developmental work is required is an 
indicator of deficiencies in college readiness which may not be completely corrected by 
taking a developmental course.  (Donhardt, 2013, p. 219) 
High remediation rates and student retention are negatively related.  Minorities tend to be 
remediated at higher rates and experience higher drop-out rates.  First generation students that 
are remediated drop out at higher rates than those with at least one parent with a bachelor’s 
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degree (Hoyt, 1999).  “The level of remedial education required by students also related to their 
academic performance and persistence” (Hoyt, 1999, p. 66).   
Remediation typically occurs during the student’s first year in college.  This is a critical 
period of adjustment for the new college student and can have long-lasting impact.  Remedial or 
“. . . intervention programs can have significant effects on such adjustment during this critical 
period” (Grunder & Hellmich, 1996, p. 25).   
There is significant debate as to the most appropriate and effective remedial program.  
“What works for developmental education students, works for all students.  Using the strategies 
and skills that have been proven effective (contextualization, engagement, relevancy, 
collaborative learning, etc.) is a step forward regarding student success and retention” (Daiek, 
Dixon, & Talbert, 2012, p. 39).  Others argue that the developmental sequence should be 
shortened, co-requisites should be used, the curriculum should be strengthened, both academic 
and non-academic supports should be integrated, non-cognitive measures should be considered 
in the placement process, and the remedial program should be aligned closely to regular college 
programs (Goudas & Boylan, 2013).  Acceleration is a new trend in remedial education in which 
it attempts to increase the completion rates of mathematics and English courses by using shorter 
sequences or pathways (Hern, 2012).  Acceleration has been shown to have positive effects on 
remedial students by shortening the remedial path (Hodara & Jaggers, 2014) and helping to “. . . 
maintain academic momentum and motivation . . .” (Hodara & Jaggers, 2014, p. 250).   
Developmental theory recommends that a remedial program should include a “. . . variety 
of comprehensive instructional support services, including assessment, placement, orientation, 
tutoring, advising, counseling, peer support, early alert programs, study skills training, and 
support groups” (Mulvey, 2008, p. 21).  In addition, a remedial program should stress literacy, be 
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flexible with placement, consider a variety of teaching/learning strategies, integrate the remedial 
students into the mainstream student body, evaluate and adjust the program as needed, and base 
all instruction and curriculum on theory (Brothen & Wambach, 2004).  Exemplary policies must 
require an institutional commitment, use a comprehensive approach, be mandatory, require 
orientation, require attendance, and prohibit late registration; whereas exemplary practices 
should use a centralized structure, provide professional development for instructors, provide 
routine assessment and evaluation, test frequently while focusing on comprehension, and use an 
integrated, theory-based approach (Boylan, Bonham, & White, 1999).   
In this study, the remedial status of students is a Yes/No situation, i.e., students are 
considered as remedial if they are recommended to be remediated in any of the three subjects of 
mathematics, English, or reading.  Such remedial status is being used as a human capital factor in 
which students that are not recommended for remediation are expected to show higher 
correlations with STEM credential completion than students that are recommended for 
remediation.   
Other Factors 
Many other factors outside the scope of this study have been shown to influence 
educational attainment.  Such other factors include income or socio-economic status, 
immigration or nativity status, family size and birth order, and individual or psychosocial 
characteristics. 
Income, class, or socio-economic status (SES) has been shown to relate to educational 
attainment.  Students at low socio-economic compositions (SEC) tend to be more minority; take 
fewer mathematics courses; enroll in two-year colleges more frequently than four-year 
institutions; graduate less often; and have teachers with lower morale (Palardy, 2013).  In 
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addition, in a 2012 study by Enrique S. Pumar and Adam Sitsis, in which race/ethnicities were 
controlled for class, differences in educational attainment by group were magnified indicating 
that the more important factor may be socio-economic status or class.  “Not all students fare 
equally and high-income minorities, like other pupils regardless of race and ethnicity, often out 
perform their low-income peers” (Pumar & Sitsis, 2012, p. 68).  Children frequently “. . . 
perform better when they attend a school with other students of higher socioeconomic status” 
(Pumar & Sitsis, 2012, p. 65). 
Several studies show significant relationships between educational attainment and 
immigration or nativity status.  In a 2012 study, youth were grouped into three categories: 
natives, English-speaking immigrants, and non-English-speaking immigrants, with the non-
English speaking immigrants outperforming the other two groups and all immigrants completing 
secondary school at substantially higher rates than the natives (Cobb-Clark & Nguyen, 2012).  
The “. . . long-term economic and social integration of immigrant communities is directly linked 
to their own human capital investments and those of their children” (Cobb-Clark & Nguyen, 
2012, p. 568).   
Another study reviewed test scores of children and found that second-generation 
immigrant children performed similarly to native children but that first-generation children 
performed much worse, and that first-generation immigrants were more likely to not complete 
high school, but that immigrant children with one immigrant parent and the other parent a native 
had better test scores that immigrant children with two immigrant parents (Ohinata & van Ours, 
2012).  In a separate study, it was found that foreign-born children attain less education, children 
from larger families attain less education, and younger children tend to attain more education 
than their older siblings (Santos & Wolff, 2011).  In addition, the educational level of both 
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parents was related to increased educational attainment but the educational level of either parent 
by themselves was not significant.  Additional factors affecting education attainment included 
language fluency, length of stay, and place of origin (Santos & Wolff, 2011).  However, natives 
do not always have the educational advantage.  In a 2011 study, it was found that Foreign-born 
people had higher levels of educational attainment than Native-born people and that Foreign-
born females experienced the greatest increases for all Foreign-born individuals (Everett et al. , 
2011).   
Family characteristics such as family size and birth order have been shown to relate to 
educational attainment (Powell, 1999; Robertson & Reynolds, 2010; deHaan, 2010).  In a 1999 
dissertation, it was shown that larger families tend to produce children with lower levels of 
education attainment, persons with highly educated parents tend to increase their education, and 
that the factors of sibling size, parental work hours, family structure, and social capital are 
important predictors of educational attainment (Powell, 1999).  In a 2010 study, it was shown 
that families that can be characterized as high human capital and high family functioning tend to 
have fewer children, fewer adults, more single-parent families, more educated mothers, more 
parental involvement, and higher parental expectations and that such characteristics tends to lead 
to higher rates of educational attainment (Robertson & Reynolds, 2010, p. 1077).  In a 2010 
study, it was shown that children from larger families attain less education whereas smaller 
families attain more education and that birth order had a negative effect on educational 
attainment (older siblings attain more education and younger siblings attain less education) 
(deHaan, 2010).  “Later born children are disadvantaged compared to earlier born children, 
because parents cannot spend as much time with later born children, as they did with earlier born 
children” (deHaan, 2010, p. 578).   
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Personality or individual characteristics, also called psychosocial characteristics, have 
been shown to affect academic performance.  Conscientiousness, extraversion, neuroticism, 
openness, and agreeableness have been shown to positively affect academic performance, 
whereas procrastination negatively affects academic performance.  Motivational factors, such as 
optimism and positive self-efficacy and self-esteem, are related to positive academic 
performance, whereas locus of control and pessimism are related to negative academic 
performance.  In addition, a variety of learning strategies are related to academic performance, 
including rehearsal or repetition; being organized; elaboration or summarizing in the student’s 
own words; critical thinking; meta-cognition involving self-regulatory techniques of planning, 
self-monitoring, and being flexible; effort regulation and persistence; seeking help from others; 
learning with peers; practicing time management during studies; and focused concentration 
(Richardson et al., 2012).  
While the above factors of socio-economic status, immigration and nativity status, family 
size and birth order, and psychosocial characteristics affect academic performance and 
educational attainment, they are not included in this study.   
Academic achievement and aptitude have a long empirical history of predicting and 
explaining academic achievement (Richardson et al., 2012; Bridgeman et al., 2008; Hoffman & 
Lowitzki, 2005; Shaughnessy & Evans, 1985; Frey & Detterman, 2004; Raven et al., 1998).  
Demographic variables, too, are frequently studied to determine their relationship to important 
educational outcome variables, and some studies have linked gender, race, and age to more or 
less achievement, depending on the context and variable make-up of the study (Everett et al. , 
2011; Fessler & Schneebaum, 2012; Grant & Behrman, 2010; Reber, 2010).   
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However, one concern with research emphasizing demographic variables is self-fulfilling 
prophecies and negative explanatory styles.  Most demographic variables are not malleable; they 
cannot be changed, so focusing on gender and race, for examples, in predictive or outcomes 
differences research can have a defeatist or counter-productive effect, bringing about or 
mitigating the very outcome the research is purported to arrest or foster, whichever is the case.  
One example of this is Steele’s research on stereotype vulnerability (Aronson et al., 1999; 
Spencer, Steele, & Quinn, 1999; Steele & Aronson, 1995; Wheelan, 2002).  Stereotype 
vulnerability occurs when minority students, particularly African-American students, end up 
performing worse on an educational assessment even though they have the same or higher ability 
than their non-minority counterparts.  Steele and others (Aronson et al., 1999; Spencer et al., 
1999; Steele & Aronson, 1995; Wheelan, 2002) attribute this to how these youths think, 
highlighting the importance of beliefs in behavior manifestations.  Stereotype vulnerability 
occurs only because students believe they are inferior; eliminate the belief, and the stereotype 
most likely disappears (Dweck, 2007; Halvorson, 2011; Ivancevich, Konopaske, & Matteson, 
2013).  Research highlighting demographics is important because it can uncover or reveal 
patterns of behavior related to race or gender that can be addressed and ameliorated; however, a 
more successful approach is what is called positive deviance (Grenny, Maxfield, McMillan, 
Switzler, & Patterson, 2008), which is using success stories from those belonging to 
demographic groups who have been historically under-represented or disenfranchised to model 
the type of thinking and behavior needed for academic achievement.   
This highlights the role, too, of psychosocial and motivational variables in successful 
student outcomes in school.  Obviously, much research has been conducted on everything from 
locus of control, explanatory styles, planned behavior, self-efficacy, hope, self-regulation, 
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optimism, and the like as mediating, moderating, or important independent variables in 
explaining student achievement (deCharms, 1968; Le, Casillas, Robbins, & Langley, 2005; 
Levenson, 1974; Perry, Hladkyj, Pekrun, & Pelletier, 2001; Pintrich, 2004; Reynolds, Ramirez, 
Magrina, & Allen, 1980; Rotter, 1966; Scheier, Carver, & Bridges, 1994; Shell & Husman, 
2001).  The current research recognizes the importance of these variables but will not include 
any direct or overt measures of psychosocial variables in this study for three reasons.  The first 
reason is that the current researcher does not have access to such data.  The study is using data 
from the Arkansas student information system.  Psychosocial and motivational variables are 
typically measured with a self-report measurement instrument or questionnaire, which is not 
available to the researcher in this study.  Secondly, the measurement of these variables have their 
own validity issues due to the self-report nature of the instruments and the low effect sizes 
typically reported in terms of shared variance (Chang, van Witteloostuijn, & Eden, 2010; 
Fitzgerald & Mulford, 1987; Huizinga & Elliott, 1986; Lance & Vandeberg, 2009; Podsakoff & 
Organ, 1986; Williamson, 2007).  Finally, as GPA is often used as a measure of academic 
achievement, high school GPA can be said to already account for non-cognitive motivational or 
psychosocial aspects of achievement (ACT, 2007; Duckworth, Peterson, Matthews, & Kelly, 
2007; Dweck, Walton, & Cohen, 2014; Farrington, et al., 2012).  Consequently, this study 
focuses on the nature of the relationship between the human capability variables and 
demographic variables.   
STEM (Science, Technology, Engineering, and Mathematics) 
“There are few more crucial initiatives on the school improvement agenda than 
increasing student proficiency in science, technology, engineering, and mathematics (STEM)” 
(Hoachlander & Yanofsky, 2011, p. 60).  Common knowledge in the educational and 
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governmental industries is that there is a pressing need for more STEM students, graduates, and 
employees, especially for graduates in the engineering fields (Perryman, 2013).  Engineering and 
science occupations are anticipated to substantially increase (Nugent et al., 2010) and 
governmental agencies expect that STEM employment will grow almost twice as fast as non-
STEM employment (Office of Science and Technology Policy, 2012).  STEM graduates are 
desirable, as the STEM fields tend to be a driver of economic development due to the invention 
and implementation of new technologies, and STEM occupations earn larger than average 
incomes.   
But many STEM industries are stagnating because they cannot find enough qualified 
employees.  The growth of graduates with Bachelor’s or Master’s degrees in STEM fields is 
growing too slowly, and almost half of doctoral graduates in the STEM fields are international 
students, so many go back home after graduation (Atkinson, 2012).  “It isn't just in research and 
other professionalized posts where talent in STEM–science, technology, engineering, and math–
is needed.  Shortages exist for technicians and skilled workers in advanced manufacturing, 
welding, and other technology-driven industries as well” (Mangan, 2013, p. A12).  According to 
Georgetown University, by 2018, over 90 percent of STEM jobs will require postsecondary 
credentials and about two-thirds will require bachelor degrees (Mangan, 2013).  In addition, 
about one-half of STEM graduates attended two-year colleges at some point in their academic 
career (Mangan, 2013), indicating the importance of two-year colleges in addressing the STEM 
shortage.   
The Department of Commerce estimates that STEM occupations will grow 1.7 times 
faster than non-STEM occupations over the period from 2008-2018.  In order to meet 
these workforce needs, the United States will need approximately 1 million more STEM 
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professionals than are projected to graduate over the next decade. (Feder, 2012) 
Increasing the retention of STEM majors to just 50 percent would generate approximately 
three-quarters of the targeted 1 million additional STEM graduates over the next decade - 
adding approximately 75,000 more STEM graduates with bachelor or associate degrees 
each year.  (Feder, 2012) 
“In 2010, 7.6 million people or 5.5 percent of the labor force worked in STEM 
occupations” (U.S. Department of Commerce.gov, 2011, para. 14).  The growth rate of STEM 
jobs was three times greater than non-STEM jobs over the last ten years.  In the next ten years, 
the rate of STEM jobs growth is expected to grow even faster.  STEM workers experience less 
unemployment and earn higher wages—about 26% more than non-STEM occupations. STEM 
workers are typically college educated (U.S. Department of Commerce.gov, 2011). 
While STEM occupations are expected to increase substantially, scientific and 
engineering occupations are expected to increase by 70% (Nugent, Kunz, Rilett, & Jones, 2010).  
However, there may be difficulty in filling all of these jobs as “. . .students from 15 countries are 
higher achieving in math, and students from eight countries are higher achieving in science than 
students in the U.S.” (Nugent et al., 2010, p. 14).  The United States is producing fewer 
graduates in these fields while other countries are producing more graduates in these fields 
(Nugent et al., 2010).   
If technological and scientific innovation is to continue to drive the U.S. economy, there 
is a vital need for our educational system to engage in innovative practices that increase 
science, technology, engineering, and math learning and encourage students to pursue 
engineering and technology careers.  (Nugent et al., 2010, pp. 14-15) 
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Only 28% of bachelor degree students choose a STEM field, whereas only 20% of 
associate degree students choose a STEM field.  Biology and life sciences are the most popular 
majors for STEM students at the bachelor degree level, whereas computer science/information 
technology is the most popular STEM field for associate-level students.  Mathematics and 
physical science were the least popular fields of study by bachelor-level students (Chen, 2013).  
About half of the bachelor-level STEM students and about two-thirds of associate-level STEM 
students left the STEM fields within six years.  Roughly one-half changed their major to a non-
STEM field and about one-half dropped out of college without earning a credential (Chen, 2013).  
Interestingly, STEM students from higher-income families were more likely to change their 
major to a non-STEM field than those from lower-income families (Chen, 2013).  But “. . . the 
probability of exiting STEM fields by dropping out of college was higher for low-performing 
students” (Chen, 2013, p. vi).  
Fewer students are entering the STEM fields:  
In recent years, there has been a considerable decline in the number of high school 
graduates choosing majors in STEM related fields in college.  In 2006, only 15% of high 
school graduates enrolled in college were STEM majors . . . and the overall proportion of 
postsecondary STEM degrees awarded nationwide has remained around 17%. . .  (Raines, 
2012, p. 22) 
Interest in the STEM fields seems to be declining at a time when demand for STEM is 
increasing.  “The U.S. Government Accountability Office (2006) reported that in academic year 
2003–2004, 27% of degrees awarded were in STEM fields, compared to 32% ten years earlier” 
(Raines, 2012, p. 28).  “Although STEM represents one of the fastest-growing fields in today’s 
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workforce, the United States’ higher education system is not producing enough qualified STEM 
graduates to fill the increasing need of these industries” (Schwab, 2012-2013, p. 333).   
A recent trend is that students seem to be losing interest in the STEM fields.  “The top 
quintile SAT/ACT and GPA performers appear to have been dropping out of the STEM pipeline 
at a substantial rate, and this decline seems to have come on quite suddenly in the mid-to-late 
1990s” (Lowell, Salzman, Bernstein, & Henderson, 2009, p. 31).  The authors surmise that the 
problem is not the lack of qualified applicants but one of more attractive opportunities in non-
STEM fields.  Such opportunities could include higher salaries, more prestige, more stable 
employment, better advancement potential, and other such factors.  Such alternative 
opportunities can include law, healthcare, and business (Lowell et al., 2009).  “There are 
numerous accounts of financial firms hiring top-performing STEM graduates at much higher 
salaries than those offered by STEM employers” (Lowell et al., 2009, pp. 31-32).   
Fewer than 40% of the students starting out as a STEM major actually graduate with a 
STEM credential (Schwab, 2012-2013).  Less than one-half of biology/agriculture students earn 
a STEM credential and less than three in ten physical science students graduate in the STEM 
fields.  Fewer than one-fourth of new college freshmen major in the STEM fields.  In the United 
States, only one in seven students earn a degree in science or engineering.  In China, it is one of 
two students earning degrees in science or engineering and, in Singapore, it is two of three.  In 
addition, it seems that the problem of attrition is greater for minorities (especially African 
Americans, Hispanics, and American Indians) and females (Soldner, Rowan-Kenyon, Inkelas, 
Garvey, & Robbins, 2012).  In addition, in a 2013 study, it was found that “[a]ssignment to a 
small class also increases students’ probability of completing a degree by 1.6 percentage points, 
with the effects concentrated in high-earning fields such as STEM, business, and economics” 
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(Dynarski, Hyman, & Schanzenbach, 2013).  The small class size phenomenon was replicated in 
a second study (Pirog, 2013).   
However, there is a lack of literature relating to the educational attainment of STEM 
students.  Much of the existing literature centers around the gender gap or the lack of minorities 
in the STEM fields (Engberg & Wolniak, 2013; Fouad et al. , 2010; Heilbronner, 2013; Valla & 
Williams, 2012).  Such gender gaps may be disappearing in many STEM fields, but the gap 
remains in the computer science field (Heilbronner, 2013).   
An obstacle to the increase in the number of students and graduates in STEM fields may 
be the academic abilities of students coming out of high school.  Many claim that high school 
students are not adequately prepared for college, especially for the STEM fields.  This causes the 
ill-prepared student to be remediated when entering college.  Incoming freshmen take remedial 
courses at high rates and this has been associated with lower graduation rates and fewer STEM 
graduates (Ohio Board of Regents, 2006).  The need for developmental or remedial courses 
affects the student's selection of mathematics and science as fields of study (Fouad et al., 2010).  
Mathematics seems to be the biggest obstacle to many students, including those desiring STEM 
majors (Bisk, 2013).  Unfortunately, about two-thirds of community college students do not 
complete their remedial mathematics courses (Cullinane & Treisman, 2010).  In an attempt to 
graduate more students, including STEM students, many colleges are attempting to improve their 
remedial mathematics and science programs (Mangan, 2013).   
Other STEM literature focuses on aspects that relate to non-human capital attributes.  
One such idea is to increase the number of STEM students by improving student motivation and 
confidence and promoting membership in the STEM community (Graham, Frederick, Byars-
Winston, Hunter, & Handelsman, 2013).  Race, academic preparation, attitudes, and dispositions 
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are important factors in students selecting STEM as their college major and their STEM 
institution (Engberg & Wolniak, 2013).  Students with high mathematics skills have an 
advantage in the STEM fields; however, students with both high mathematics skills and high 
verbal skills tend not to enter STEM fields (Wang, Eccles, & Kenny, 2013).  Merit and financial 
capability are also important factors relating to the success of minorities in STEM programs.  
Minority-serving institutions (MSIs) and highly selective institutions (HSIs) produce a 
substantial portion of baccalaureate degrees for minority students (Museus, Palmer, Davis, & 
Maramba, 2011).  Unfortunately, several of the above non-human capital attributes are outside 
the scope of this study.  The non-human capital attributes available for this study include gender, 
race/ethnicity, and age.   
In a 2012 study by Reisel, Jablonsky, Hossseini, and Munson on engineering students in 
a summer bridge program, it was found that “. . .math preparation and the amount of time spent 
on the program” were the best predictors of successful performance in the bridge program 
(Reisel et al., 2012, p. 421).  This indicates that mathematics skills, along with preparation and 
participation, are key elements to success in engineering programs.  It was also found that the on-
campus version of the bridge program was more effective that the online version of the bridge 
program (Reisel et al., 2012).   
A 2011 study by Tyson found that mathematics skills and high school GPA were 
important predictors of success for students in engineering programs (Tyson, 2011).  “The final 
measure of pre-college achievement is high school GPA, a common predictor of first year 
college GPA and grades in engineering prerequisite courses.  Students with high GPAs earned 
higher grades in Physics I, Calculus II, and Calculus III” (Tyson, 2011, p. 770).  Courses taken in 
high school were found to be important predictors:  
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Students with a C in high school physics were more likely to switch out to computer 
science.  Students with an A in high school physics were more likely to switch out to earn 
a STM degree.  Students who did not reach Pre-calculus in high school were most likely 
to switch to STM as well.  (Tyson, 2011, p. 770)  (Note that the STM reference leaves out 
engineering.) 
Females are underrepresented in the STEM fields, and they have lower retention rates 
than males (Davis, 2014).  In a 2011 study, it was shown that females were less likely to 
complete a STEM degree and that the factor with the strongest relationship with degree 
completion was high school science grades.  Other important factors include grade point average, 
high school math grades, and talking to faculty outside of the classroom (Gayles & Ampaw, 
2011).   
According to a study by Gayles and Ampaw (2014), females earned over half of the 
bachelor’s degrees awarded from 1994 to 1999, but males earning Bachelor’s degrees in the 
STEM fields outpaced females two-to-one.  Minority students (African-American and Hispanics) 
were less likely to complete their STEM credential than whites, but Asians were substantially 
more likely to graduate as compared to whites.  Students with educated parents also substantially 
increased the completion rates of science majors but results regarding parental income levels 
were mixed.  Students with better grades in high school science courses increased the likelihood 
of graduating with a STEM credential, especially for females (Gayles & Ampaw, 2014).  “For 
females, having high science grades in high school increased the likelihood of degree completion 
by 40 percentage points” (Gayles & Ampaw, 2014, p. 449).  GPA also predicted degree 
attainment but was stronger for males than females (Gayles & Ampaw, 2014) as “. . . women on 
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average had higher grade point averages than men in the sample; yet women graduated with 
STEM degrees at lower rates compared to men” (Gayles & Ampaw, 2014, p. 462).   
Minorities make up a relatively small portion of STEM students and graduates.  
According to a 2012 study by Schwartz, minorities graduate in STEM fields at rates 14% lower 
than Whites and Asians.  The author indicates that a potential good strategy to improve the 
STEM graduation of minorities is to involve them in undergraduate research (Schwartz, 2012).  
“The data strongly suggests that the benefits of an UR experience to students is impactful in 
terms of hands on learning, ‘opening doors to academia’, affective support, and academic 
identity development” (Schwartz, 2012, p. 42).   
Seventeen of the top twenty institutions producing African American or Black bachelor-
degree graduates are considered HBCUs (Historically Black Colleges or Universities).  Such 
institutions seem to have identified successful programs for STEM students.  For African-
Americans or Black people, it seems that three themes are important regarding their STEM 
career success: consistent conveyance of information, career capital, and STEM identity.  The 
conveyance of information is the institution regularly communicating with students to notify 
them about important information, such as registration deadlines, academic requirements, 
graduation requirements, transfer requirements, and other such information.  Career capital is 
knowing what courses are required for the STEM program, understanding their STEM career, 
and possessing the prerequisite skills to succeed in the courses.  The STEM identity relates to 
being socialized into the STEM community on their campus (Jackson, 2013).  
The total number of bachelor degrees awarded to Blacks or Hispanic students have 
decreased from 2008 to 2009 (Koledoye, Joyner, & Slate, 2011).  Hispanic and Black students 
tend to be “. . . less academically prepared for STEM fields, have more financial concerns, take 
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fewer math and science courses in high school, and have lower aspirations for pursuing a career 
as a scientist” (Koledoye et al., 2011, p. 7).  To improve the success of Black and Hispanic 
students, institutions should find ways to provide financial aid, encourage the students to work 
fewer hours, and identify methods to keep such students enrolled full-time (Koledoye et al., 
2011).  “Black and Hispanic students were more likely than White students to leave engineering 
to earn business degrees.  Asian students were more likely to leave engineering to earn STM 
degrees” (Tyson, 2011, p. 770).  (Note that the STM reference leaves out “engineering.”)   
College students choose their major for many different reasons with many different 
people influencing their decision.  Regarding students majoring in the STEM fields, the “. . . top 
four influences on career choice reported by students were personal interest, parents, earning 
potential, and teachers in that order” (Hall et al., 2011, p. 40).  Parents certainly influence their 
children’s decision regarding career choices to some degree.  According to a 2008 study by 
Kentli, “. . .results indicate that ‘parental involvement and encouragement’ and ‘parenting style’ 
do generally affect the academic success of both private and public high schools’ graduates” 
(Kentli, 2008, p. 66).  Generally, the higher the education level of the parents, the higher the 
educational success of the children.  Parents with significant interest in academic success tend to 
act as a motivator that encourages and influences children to succeed academically.  Income is 
also an influence, but it is not as strong as parental education (Kentli, 2008).   
Social engagement is related to early career earnings for STEM students.  While social 
engagement has a relationship with early career earnings for STEM students, social engagement 
has no relationship regarding non-STEM students (Hu & Wolniak, 2010).  “Students in STEM 
fields had higher annual earnings than non-STEM students” (Hu & Wolniak, 2010, p. 760).  But 
the reverse is true for academic engagement: a negative relationship is found for STEM students 
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and early career earnings and a positive relationship is found between non-STEM students and 
early career earnings.  In addition, students in the STEM fields tend to be male and have parents 
with higher education (Hu & Wolniak, 2010).   
STEM graduates have a distinct advantage in earnings over non-STEM graduates.  
According to a study in 2012 by Melguizo and Wolniak, STEM graduates earn almost $49,000 
once they are employed.  In contrast, graduates of education and humanities programs earned 
about $32,000 (Melguizo & Wolniak, 2012).  Majors that were “. . . technical, scientific, and 
professionally-oriented . . .” produced the highest earnings (Melguizo & Wolniak, 2012, p. 397).  
These graduates earned from 26-40% higher earnings (Melguizo & Wolniak, 2012).  However, 
such earnings differences were not the same for all groups; for STEM graduates, African-
Americans did not earn as much as other minority groups (Melguizo & Wolniak, 2012) and 
“Latinos earn more than their African-American and Asian/ Pacific Islander counterparts even 
after controlling for differences in major field of study” (Melguizo & Wolniak, 2012, p. 401).  
In a 2008 study by Veenstra, Dey, and Herrin regarding engineering students, it was 
found that successful predictors of engineering students included “. . .quantitative skills (ACT 
Math and Science test scores and placement test scores) . . .” (Veenstra et al., 2008, p. 467) and 
that college grade point average is an important predictor in persistence (Veenstra et al., 2008).  
Interestingly, social engagement factors did not relate to persistence for engineering students but 
were highly related to persistence for non-engineering students (Veenstra et al., 2008).   
Interestingly, students with ASD (Autism Spectrum Disorder) seem to have an avid 
interest in the STEM fields: “. . . students with an ASD had the highest STEM participation 
rates” (Wei, Yu, Shattuck, McCracken, & Blackorby, 2013, p. 1539).  Students with ASD 
majoring in STEM fields at two-year colleges are more likely to persist than non-STEM students 
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and they (Wei et al., 2014) “. . .were twice as likely to transfer from a 2-year community college 
to a 4-year university than their peers in the non-STEM fields” (Wei, et al., 2014, p. 1159).  
STEM majors with ASD were more likely to persist than non-STEM majors, were more likely to 
be male, were more likely to be a minority, and more often had parents with postsecondary 
education  (Wei et al., 2014).   
Summary 
Unfortunately, there is no magic formula or panacea for college success, especially in the 
STEM fields.  The above literature shows that many factors, both demographic and 
individualistic, tend to be associated with college success.  There are also many factors that 
relate to the STEM employment population, but not to the STEM student population and 
achieving college success.  Many of these factors have been shown to be a relational factor for 
regular college students, but not always to STEM students.  In addition, developmental education 
is viewed as a way to improve student performance and overall college success and the literature 
points to a number of techniques and practices that work for remedial college students, but not 
specifically for remedial STEM students.  Therefore, this study addresses these gaps and 
attempts to identify the human capital attributes that predict college success (educational 
attainment) for both remedial and non-remedial students seeking the STEM fields.  The gaps are 
twofold: the human capital or academic factors relating to college success in the STEM fields, 
and the human capital or academic factors relating to the remedial status of students leading to 
college success in the STEM fields.   
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CHAPTER THREE:  METHODOLOGY 
Introduction 
The purpose of this chapter is to illustrate the research design, research questions, 
hypotheses, participants, setting, instrumentation, procedures, and planned data analysis.  
Generally, the purpose of this study is to test the applicability of human capital theory to college 
success for first-time entering STEM students in the state of Arkansas.  More specifically, the 
purpose of this quantitative predictive correlation study is to examine the human capital theory 
and how the variables of high school GPA, ACT placement test scores, remedial status predict 
the criterion attribute of college STEM credentials earned as compared to the demographic 
variables of gender, race/ethnicity, and age.   
Design 
This is a quantitative study.  The research design is predictive correlation with an analysis 
using regression.  Correlation is a statistical association or relationship between variables 
(Warner, 2013) and a valid use of regression correlation is prediction (Cohen et al., 2003).  This 
study desires to determine if the human capital attributes of high school GPA, ACT test scores, 
and student remedial status predicts the college credentials attained for STEM students.   
A predictive correlation using logistic regression analysis has been used for this study.  
This type of analysis was chosen as it provides results “. . . similar to linear regression, but with a 
binomial response variable” (Sperandei, 2014, p. 13).  Logistic regression is used for “. . . 
determining the correlation between a dichotomous criterion variable and a set of predictor 
variables” (Gall et al., 2007, p. 354).  “Logistic regression is a powerful tool  . . .  allowing 
multiple explanatory variables being analyzed simultaneously, meanwhile reducing the effect of 
confounding factors” (Sperandei, 2014, p. 18).  In addition, regression has been widely used in 
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educational attainment studies (Cobb-Clark & Nguyen, 2012; deHaan, 2010; Everett et al., 2011; 
Grant & Behrman, 2010; Kolstad & Wiig, 2013; Machin, McNally, & Wyness, 2013; Reber, 
2010; Santos & Wolff, 2011).  In summary, logistic regression is used because it works very well 
for a binary dichotomous variable, it works with predictor variables, it works with multiple 
variables, it reduces confounding effects, and it has been widely used in education studies.   
The human capital predictor variables are high school GPA, ACT test scores, and 
remedial status whereas the demographic predictor variables are gender, race/ethnicity, and age.  
If the variables were examined individually, the interrelations of the variables would be ignored; 
but by using regression, the effect of the group of variables are shown (Sperandei, 2014).   
Research Question 
Research Question 1: What human capital factors (high school GPA, ACT scores, and 
remedial status of students) or non-human capital factors (gender, race/ethnicity, and age) most 
significantly predict college credentials earned for first-time entering STEM students?   
Hypotheses 
H1: The human capital factor of high school GPA has a predictive relationship with 
college credentials earned in Arkansas for first-time entering STEM majors. 
H2: The human capital factor of the ACT composite placement exam has a predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H3: The human capital factor of the ACT mathematics placement exam has a predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H4: The human capital factor of the ACT English placement exam has a predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
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H5: The human capital factor of the ACT reading placement exam has a predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H6: The remedial status for any remedial subject has a predictive relationship with 
college credentials earned in Arkansas for first-time entering STEM majors. 
H01: The human capital factor of high school GPA has no predictive relationship with 
college credentials earned in Arkansas for first-time entering STEM majors. 
H02: The human capital factor of the ACT composite placement exam has no predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H03: The human capital factor of the ACT mathematics placement exam has no 
predictive relationship with college credentials earned in Arkansas for first-time entering 
STEM majors. 
H04: The human capital factor of the ACT English placement exam has no predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H05: The human capital factor of the ACT reading placement exam has no predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H06: The remedial status for any remedial subject has no predictive relationship with 
college credentials earned in Arkansas for first-time entering STEM majors. 
Participants 
The sample was a convenience sample composed of students enrolled in public higher 
education institutions in Arkansas.  The data was retrieved from the Student Information System 
Database (SISDB) maintained by the Arkansas Department of Higher Education (ADHE).  All 
public institutions in the state are required to provide student, course, registration, graduate, and 
other data to the SISDB every semester or annually, depending upon the type of data being 
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reported.  All data was de-identified and permission to use the data was be obtained from the 
ADHE Director.   
The students consisted of a cohort of students meeting the IPEDS cohort definition of 
first-time entering, full-time attendance, credential-seeking students enrolled in the fall term of 
said academic year.  In addition, this study included only students having a STEM major (see 
Appendix D for a complete listing of STEM CIP Codes).  Three different cohorts were 
established to ensure that results were consistent and did not represent an anomaly.  Cohorts used 
began with academic years 2007, 2008, 2009 and ran for six academic years (through 2012, 
2013, and 2014, respectively).  Each cohort was tracked for six consecutive years to determine 
credential attainment.  The first cohort was from the 2006 fall term and was tracked from 
AY2007 through AY2012 (AY = Academic Year).  The second cohort was from the 2007 fall 
term and was tracked from AY2008 through AY2013.  The third cohort was from the 2008 fall 
term and was tracked from AY2009 through AY2014.   
Annually, about 25,000‒30,000 students graduate from high school in the state of 
Arkansas.  Approximately, one-half of these students enter college—approximately 15,000 
students.  However, only 10%-20% of these students are STEM majors.  It was anticipated that 
each cohort of STEM majors would consist of approximately 1,500-2,000 students with about 
one-fourth to one-third of these students being in need of remediation (400-700).  However, the 
actual sample size cannot be determined until the cohorts are identified and the data retrieved.  
Only students that have all of the variables indicated above (high school GPA, ACT composite 
test scores, ACT mathematics test scores, ACT English test scores, and ACT reading test scores) 
were included, therefore potentially reducing the sample size.   
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The predictor demographic variables included gender (male/female), race/ethnicity 
(Asian, Black, Hispanic, American Indian/Alaska Native, and White), and age (a calculation of 
age based on July 1 of the academic year).   
A level of .05 was used to determine significance.  In using logistic regression, minimum 
sample size recommendations are somewhat hard to determine.  
Peduzzi, Concato, Kemper, Holford, and Feinstein (1996) have suggested a minimum N 
that is at least 10 times k, where k is the number of independent variables in the model . . .  
Therefore, it is difficult to provide recommendations about the sample size required to 
have adequate statistical power in binary logistic regression.  (Warner, 2013, p. 1034) 
In this study, there are nine independent or predictor variables (high school GPA, four 
ACT scores, one remedial status, gender, race/ethnicity, and age).  Therefore, based on this 
recommendation, this study needed a sample size of 90 or higher.  Based on the sample size 
estimates noted above, this requirement was easily satisfied.   
Descriptive Statistics 
Three cohorts of students were used for this study.  Students were identified per the 
specified criteria from a specified time period (the fall term) and were tracked for a total of six 
academic years.  The cohorts were identified as the 2006 fall cohort, the 2007 fall cohort, and the 
2008 fall cohort.  The 2006 fall cohort is in the 2007 (2006-2007) academic year (per Arkansas’ 
definitions) and students will be tracked through the 2012 (2011-2012) academic year.  The 2007 
fall cohort is in the 2008 (2007-2008) academic year and students will be tracked through the 
2013 (2012-2013) academic year.  The 2008 fall cohort is in the 2009 (2008-2009) academic 
year and students will be tracked through the 2014 (2013-2014) academic year.   
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Table 5 below shows that each cohort is very similar in size, with just over 1,700 
students.  The vast majority of the STEM students were enrolled at public Four-Year 
Universities.   
Table 3 
 
Number of Students in Cohorts 
Institution Type 
2006 Fall 2007 Fall 2008 Fall 
Number Percent Number Percent Number Percent 
Public 4-Year Universities            1,659  96.2%            1,584  93.1%            1,629  94.4% 
Public 2-Year Colleges                  65  3.8%               117  6.9%                  97  5.6% 
Total            1,724  100.0%            1,701  100.0%            1,726  100.0% 
 
Descriptive statistics for each cohort are shown below, including the demographic factors 
(gender, race/ethnicity, and age), two of the human capital factors (high school GPA and 
remediation status), and STEM credentials earned.  
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Table 4 
 
Descriptive Statistics of Cohort Students 
Gender 
2006 Fall 2007 Fall 2008 Fall 
Number Percent Number Percent Number Percent 
Male            1,076  62.4%               996  58.6%               954  55.3% 
Female               648  37.6%               705  41.4%               772  44.7% 
    
Race/Ethnicity 
2006 Fall 2007 Fall 2008 Fall 
Number Percent Number Percent Number Percent 
Asian                  36  2.1%                  43  2.5%                  54  3.1% 
Black               282  16.4%               293  17.2%               332  19.2% 
Hispanic                  35  2.0%                  48  2.8%                  46  2.7% 
Amerind*                  16  0.9%                  24  1.4%                  26  1.5% 
White            1,355  78.6%            1,293  76.0%            1,268  73.5% 
    
Age 
2006 Fall 2007 Fall 2008 Fall 
Number Percent Number Percent Number Percent 
Age 17 or Less               319  18.5%               365  21.5%               342  19.8% 
Age 18            1,297  75.2%            1,239  72.8%            1,295  75.0% 
Age 19                  77  4.5%                  72  4.2%                  65  3.8% 
Age 20                    9  0.5%                    9  0.5%                  11  0.6% 
Age 21 or Older                  22  1.3%                  16  0.9%                  13  0.8% 
    
High School GPA 
2006 Fall 2007 Fall 2008 Fall 
Number Percent Number Percent Number Percent 
From 1.00 to 1.99                  23  1.3%                  27  1.6%                  33  1.9% 
From 2.00 to 2.49               100  5.8%               103  6.1%               107  6.2% 
From 2.50 to 2.99               220  12.8%               230  13.5%               249  14.4% 
From 3.00 to 3.49               444  25.8%               459  27.0%               427  24.7% 
From 3.50 to 3.99               633  36.7%               594  34.9%               643  37.3% 
4.00 and Over               304  17.6%               288  16.9%               267  15.5% 
Average 3.45   3.42   3.41   
    
Remediation Status 
2006 Fall 2007 Fall 2008 Fall 
Number Percent Number Percent Number Percent 
Not Remediated            1,324  76.8%            1,282  75.4%            1,297  75.1% 
Remediated               400  23.2%               419  24.6%               429  24.9% 
    
Credentials Earned 
2006 Fall 2007 Fall 2008 Fall 
Number Percent Number Percent Number Percent 
No Credentials Earned            1,197  69.4%            1,175  69.1%            1,207  69.9% 
Credentials Earned               527  30.6%               526  30.9%               519  30.1% 
Total            1,724  100.0%            1,701  100.0%            1,726  100.0% 
*Amerind = American Indian/Alaskan Native 
 
The majority of the STEM students sampled were male, but the share of male students 
declined over the three cohorts.  Approximately three-fourths of the STEM students were White, 
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but the non-White share grew (from 21.4% to 26.5%).  The vast majority of students were 
traditional college-entry age (17-19).  Cohort students had relatively consistent high school 
GPA’s over the three years with the average GPA declining slightly (from 3.45 to 3.41).  Almost 
one-fourth of the cohort students were recommended for remediation in at least one subject 
(math, English, or reading).  Fewer than one-third of cohort students completed any 
undergraduate credential within six academic years (30.6%, 30.9%, and 30.1%).   
Descriptive statistics for the ACT scores (composite, math, English, and reading) are 
found in Table 5 below. 
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Table 5 
 
Descriptive Statistics for ACT Scores 
ACT Composite Scores 
2006 Fall 2007 Fall 2008 Fall 
Range Number Percent Number Percent Number Percent 
ACT 5-10 0 0.0% 2 0.1% 1 0.1% 
ACT 11-15 87 5.0% 85 5.0% 78 4.5% 
ACT 16-20 319 18.5% 331 19.5% 358 20.7% 
ACT 21-25 590 34.2% 606 35.6% 610 35.3% 
ACT 26-30 552 32.0% 510 30.0% 531 30.8% 
ACT 31-36 176 10.2% 167 9.8% 148 8.6% 
Average           24.2            24.0            23.9  
ACT Math Scores 
2006 Fall 2007 Fall 2008 Fall 
Range Number Percent Number Percent Number Percent 
ACT 5-10 1 0.1% 2 0.1% 0 0.0% 
ACT 11-15 84 4.9% 87 5.1% 88 5.1% 
ACT 16-20 375 21.8% 409 24.0% 418 24.2% 
ACT 21-25 570 33.1% 561 33.0% 593 34.4% 
ACT 26-30 548 31.8% 496 29.2% 492 28.5% 
ACT 31-36 146 8.5% 146 8.6% 135 7.8% 
Average           23.9            23.6            23.6  
ACT English Scores 
2006 Fall 2007 Fall 2008 Fall 
Range Number Percent Number Percent Number Percent 
ACT 5-10 20 1.2% 27 1.6% 15 0.9% 
ACT 11-15 118 6.8% 115 6.8% 124 7.2% 
ACT 16-20 300 17.4% 290 17.0% 301 17.4% 
ACT 21-25 521 30.2% 555 32.6% 592 34.3% 
ACT 26-30 492 28.5% 440 25.9% 459 26.6% 
ACT 31-36 273 15.8% 274 16.1% 235 13.6% 
Average           24.4            24.2            24.1  
ACT Reading Scores 
2006 Fall 2007 Fall 2008 Fall 
Range Number Percent Number Percent Number Percent 
ACT 5-10 5 0.3% 7 0.4% 6 0.3% 
ACT 11-15 107 6.2% 111 6.5% 120 7.0% 
ACT 16-20 301 17.5% 305 17.9% 307 17.8% 
ACT 21-25 463 26.9% 470 27.6% 481 27.9% 
ACT 26-30 526 30.5% 465 27.3% 499 28.9% 
ACT 31-36 322 18.7% 343 20.2% 313 18.1% 
Average           24.9            24.8            24.7  
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The average ACT composite score ranged from 23.9 to 24.2 whereas the average ACT 
math score ranged from 23.6 to 23.9.  The average ACT English score ranged from 24.1 to 24.4 
whereas the average ACT reading score ranged from 24.7 to 24.9.   
Setting 
Data from the Student Information System Database (SISDB) contained in the Arkansas 
Higher Education Information System (AHEIS) was used for the study.  Permission to use this 
data was obtained from the Director of the Arkansas Department of Higher Education.  All 
information on individual students was de-identified to protect the identity of student 
participants.   
The SISDB database was used, as it is the most comprehensive collection of data on 
students enrolled in higher education institutions in the state of Arkansas.  Data from 46 
institutions of higher education are contained in the database.  However, student major is only 
available on the public institutions (11 four-year universities and 22 two-year colleges).  One 
four-year university does not allow for first-time entering undergraduate students, so the sample 
was drawn from 32 institutions (10 four-year universities and 22 two-year colleges).  All 32 
institutions could have had participants in the study.  All 32 public institutions are sanctioned by 
the Arkansas legislature and the Arkansas Higher Education Coordinating board and are 
accredited by The Higher Learning Commission of the North Central Association of Colleges 
and Schools, a regional accrediting body.   
STEM students were identified based on their college major.  STEM majors in Arkansas 
are identified by using the STEM List of CIP (Classification of Instructional Programs) Codes as 
assigned by ICE (Immigration and Customs Enforcement) of the U.S. Department of Homeland 
Security (Immigration and Customs Enforcement, 2015).  Students with major degree codes with 
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CIP Codes matching the CIP Code list from ICE were deemed as STEM majors or STEM 
students.  The most recent ICE STEM CIP Code list from 2012 was used for all cohorts.   
Instrumentation 
Other than the ACT tests, no specific instruments were used for this study as all data will 
be retrieved from a SQL database.  The database is a Microsoft SQL Server database called the 
Student Information System Database (SISDB), as maintained by ADHE.  The database contains 
enrollment and related data on all institutions of higher education in Arkansas reporting to 
ADHE.  A combination of HTML (Hypertext Markup Language), PHP (Pre-Hypertext 
Processing), and SQL (Structured Query Language) were used to retrieve and calculate the data 
being used.  Copies of all HTML, PHP, and SQL code are provided in the appendix. 
The cohorts were established using fields in the student table of the SISDB.  The cohorts 
were identified by SQL code consisting of first-time entering students (enroll status = 01), full-
time students (attend status = 0), and credential seeking students (degree intent = 2, 4, 6, 7, or 8).  
STEM major degree codes were cross-referenced using the degree_1 field to the STEM CIP 
Code List.   
Credentials earned (the criterion variable) is found in the graduated student table of the 
SISDB.  STEM credential attainment is the number and type of undergraduate credentials earned 
(Certificate of Proficiency, Technical Certificate, Associate degree, Advanced Certificate, and 
Bachelor's/Baccalaureate degree using the degree_1 field) with a CIP Code matching the ICE 
STEM CIP Code list.   
The predictor variables are high school GPA, ACT composite score, ACT mathematics 
score, ACT English score, ACT reading scores, remedial status of the student, gender, 
race/ethnicity, and age.  High school GPA and all ACT scores were pulled from specific fields 
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containing such information: high school GPA was obtained from the high_school_gpa field; 
ACT composite test scores were obtained from two fields – ent_exam_type (type = 0 for ACT) 
and ent_exam_score; ACT mathematics test scores were obtained from two fields – 
test_type_math (type = 0 for ACT) and test_math; ACT English test scores were obtained from 
two fields – test_type_english (type = 0 for ACT) and test_english; ACT reading test scores were 
obtained from two fields – test_type_reading (type = 0 for ACT) and test_reading; gender was 
obtained from the gender field; race/ethnicity was obtained from the race field; and age was 
obtained from the age_7_1 field.  Remedial status was calculated using the test_math, 
math_placement_stat, test_english, English_placement_state, test_reading, and 
reading_placement_stat fields.   
The remedial status of the student was calculated using the methodology of the Arkansas 
Department of Higher Education.  This methodology is that students having an ACT test score 
below 19 should be remediated unless the institution has other information to determine that the 
students does not require remediation in that subject.  The score of 19 is considered a cutoff 
score and institutions indicate whether other methods were used by the placement status field—a 
code of 1 or 2 indicates that the student is not being placed in remediation, but a code of 3 
indicates that he or she is being placed in remediation.  Therefore, the state methodology seeks 
both a score below 19 and a placement status code of 3.   
ACT tests were used as a predictor variable in the study.  The tests were developed by 
ACT, formerly called the American Testing Company (ACT, 2014).  “The ACT tests are 
designed to measure students’ problem-solving skills and knowledge in particular subject areas” 
(ACT.org, 2007, p. 62).  The ACT exam is commonly used by institutions of higher education 
for course placement purposes (ACT.org, 2007).  “Detailed test specifications have been 
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developed to ensure that the test content is representative of current high school and university 
curricula” (ACT.org, 2007, p. 62) and “ACT scores, because they are standardized measures, are 
more easily interpreted than are courses taken and grades earned” (ACT.org, 2007, p. 62-63).   
The ACT tests were validated using stepwise multiple regression.  “High school course 
work, GPA, and high school attended were strongly associated with most ACT scores. . .  The 
findings from this study are consistent with other studies (Noble & McNabb, 1989; Schiel, 
Pommerich, & Noble, 1996) that examined course work, grade, and ACT score relationships” 
(ACT.org, 2007, p. 66).   
The results show that ACT performance differences, particularly on the Mathematics 
Test, are reduced for males and females when PLAN score, course work taken, 
majority/minority membership, and family income are considered.  Similarly, ACT score 
differences between Caucasian American/White students and racial/ethnic minority 
students are considerably reduced when PLAN score, course work taken, gender, and 
family income are considered.  It is likely that other important, non-cognitive variables 
could reduce these differences further.  (ACT.org, 2007, p. 75) 
Placement exams and college admission exams, such as the ACT and SAT tests, are 
commonly used for adult and teenage students entering college for the first-time.  Currently, all 
ACT exams are conducted in person using paper and pencil. 
ACT is committed to validity research.  The first type of validity research ACT conducts 
is content validity, designed to answer the following question: Does a test measure what 
it aims to measure?  This essentially involves the validation of the ACT College and 
Career Readiness Standards, which are built on a foundation of years of empirical data.  
Tools used in the validation process include the ACT National Curriculum Survey®.  The 
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Survey helps to inform the test blueprint for the assessments (see figure below).  Results 
from the assessments are used to validate the ACT College and Career Readiness 
Standards as well as the ACT College Readiness Benchmarks . . .  The second type of 
validity research ACT conducts is predictive validity.  This research uses data about 
actual course performance to answer a second question: Does a test predict performance 
in a reliable way?  Constant monitoring enables ACT to ensure that—for ACT 
assessments at least—the answer to the questions of content validity and predictive 
validity is yes.  We continually use research and performance results to inform the 
changes we will make to test blueprints, the ACT College and Career Readiness 
Standards, and the ACT College Readiness Benchmarks.  (ACT.org, 2014)  
The scale score reliability for the ACT composite test was .96 with a median average 
standard error of measurement of 0.94.  The scale score reliability for the ACT mathematics test 
was .91 with a median average standard error of measurement of 1.47.  The scale score reliability 
for the ACT English test was .91 with a median average standard error of measurement of 1.71.  
The scale score reliability for the ACT reading test was .85 with a median average standard error 
of measurement of 2.18 (ACT.org, 2007).   
All scores of the ACT exams, including sub-scores, range from 1 to 36.  These include 
the composite, mathematics, English, reading, science, and writing.  Specific meanings for each 
sub-score can be found at http://www.act.org/standard/.  The current benchmarks for the ACT 
sub-score equating to college readiness is 18 for English, 22 for mathematics, 22 for reading, and 
23 for science (ACT.org, 2014).  However, the state of Arkansas continues to use the cutoff 
score of 19 for the ACT exam for the subjects of math, English, and reading.   
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Additional predictor variables are the demographic variables of gender, race/ethnicity, 
and age.  These are fields found in the student table of the SISDB.  Gender is nominal data being 
either male or female.  Race/Ethnicity is nominal or categorical data being one of five categories: 
Asian and Pacific Islander (1), Black (2) Hispanic (3), American Indian/Alaska Native (4), and 
White (5).  (The categories of non-resident alien and unknown are not being used as they are not 
race/ethnic categories.)  These codes are used by the Arkansas Department of Higher Education.  
Age is a ratio/interval scale calculated by the Arkansas Department of Higher Education to 
determine the age of the student as of July 1 of the academic year.  The calculated age of July 1 
was used for all students, as the academic year in Arkansas begins on July 1.  Dummy variables 
were created for both gender and race/ethnicity.   
The two demographic variables of gender and race/ethnicity are nominal or categorical 
variables.  Nominal or categorical variables cannot be used in a regression calculation and expect 
valid results unless dummy variables are used (Osborne, 2015; Cohen et al., 2003).  Therefore, 
dummy variables were created for both gender and race/ethnicity.  One dummy variable was 
created for gender (g – 1) and four dummy variables were created for race/ethnicity.  In addition, 
one dummy variable was created for remedial status since it is also nominal or categorical.   
Dummy variables for remedial status, gender, and race/ethnicity are as follows.  
Table 6 
 
Dummy Variables for Remedial Status and Gender 
Remedial Status Gender 
Description Dummy 1 Description Dummy 1 
Non-Remedial Student  0 Male 0 
Remedial Student 1 Female 1 
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Table 7 
  
Dummy Variables for Race/Ethnicity 
Description Dummy 1 Dummy 2 Dummy 3 Dummy 4 
White 0 0 0 0 
Asian 1 0 0 0 
Black 0 1 0 0 
Hispanic 0 0 1 0 
Amer. Indian/Alaskan 0 0 0 1 
 
The only threat to internal validity is the accuracy and completeness of the data contained 
in the Student Information System Database (SISDB) as collected and maintained by the 
Arkansas Department of Higher Education.  However, there may be some limited external 
threats to validity.  The study is limited to students majoring in STEM fields.  Since the data 
includes primarily Black and White students, the results may not be fully predictive of other 
races/ethnicities.  The study used cohorts from three specific academic years, and results from 
other years may not be as strongly predictive because students and their college performance 
may change over time.   
Procedures 
Permission to use data from the SISDB was obtained from the Director of the Arkansas 
Department of Higher Education and permission to use participant data from the Arkansas 
SISDB was obtained from the Liberty University IRB (Institutional Review Board).   
Dummy variables were defined for remedial status, gender (male or female), and 
race/ethnicity (Asian, Black, Hispanic, American Indian or Alaskan, and White).   
Queries were developed to identify STEM majors using the major degree code cross-
referenced to the ICE STEM CIP Code list.  Additional queries were developed to identify 
STEM students comprising the three separate cohorts of 2006 fall (AY2007), 2007 fall 
(AY2008), and 2008 fall (AY2009), along with the individual data needed (remedial status, high 
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school GPA, ACT composite test score, ACT mathematics test score, ACT English test score, 
ACT reading test score, gender, race/ethnicity, and age).  The above queries ensured that all 
students have the appropriate data for the variables used (high school GPA, ACT composite test 
score, ACT mathematics test score, ACT English test score, ACT reading test score, gender, 
race/ethnicity, and age).  Nulls and scores outside the appropriate ranges were not allowed.   
Additional queries were developed to calculate the total number and type of credentials 
earned and the total number and type of credentials earned in the STEM fields.  However, the 
STEM credentials earned variable was dichotomous [Yes (1) or No (0), indicating that they 
earned a STEM undergraduate credential or they did not].   
All queries above included code to de-identify students and all of the above queries were 
processed to provide the data needed for all variables.  All such processed data were stored in 
spreadsheet files for analysis using SPSS software.  The results of the above queries were 
assimilated into files suitable for use in SPSS software.   
All SPSS results were saved in computer files and summarized for analysis and findings 
for the study.   
Data Analysis 
Descriptive statistics are provided to adequately describe the students being studied.  This 
included descriptive statistics of the STEM credentials earned, remedial status, high school GPA, 
ACT composite score, ACT mathematics score, ACT English score, ACT reading score, gender, 
race/ethnicity, and age.   
Multiple regression is used to determine the correlation between a criterion variable and a 
combination of two or more predictor variables.  It is one of the most widely used 
statistical techniques in educational research.  The popularity of multiple regression stems 
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from its versatility and the amount of information it yields about relationships among 
variables.  (Gall et al., 2007, p. 353) 
Regression provides a measure of the “. . . total effect of a factor on the dependent 
variable as well as of its partial . . .  relationship . . .” along with “. . . its relationship over and 
above that of other research factors” (Cohen et al., 2003, p. 2).   
Regression was chosen as it is most appropriate for this type of study and is commonly 
used in studies of education (Cobb-Clark & Nguyen, 2012; deHaan, 2010; Everett et al., 2011; 
Grant & Behrman, 2010; Kolstad & Wiig, 2013; Machin et al., 2013; Reber, 2010; Santos & 
Wolff, 2011).  “Multiple regression is used to determine the correlation between a criterion 
variable and a combination of two or more predictor variables.  It is one of the most widely used 
statistical techniques in educational research” (Gall et al., 2007, p. 353).  Multiple regression “. . 
. can handle interval, ordinal, or categorical data.  And it provides estimates of both the 
magnitude and statistical significance of relationships between variables” (Gall et al., 2007, p. 
353).   
Regression was chosen as the analytical technique, as it is a very powerful statistical 
method and is frequently used in educational studies.  If a significance level of .05 is not 
achieved on the regression, the hypotheses will be rejected and the null hypotheses will be 
accepted.   
This study specifically used logistic regression to compare the relationship between 
STEM students and credential attainment.  Since logistic regression is a nonparametric 
technique, it generally has no specific assumptions relating to the distribution (Osborne, 2015).  
However, some authors argue otherwise.  According to Menard (1995), logistic regression 
analysis should ensure that (a) the outcome variable is dichotomous, (b) sample sizes are 
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adequate, (c) cell counts are 5 or more, (d) the independent variables are relevant, (e) there is no 
excessive multicollinearity, and (f) there are no substantial number of outliers.   
Logistic regression assumes that there is a linear relationship between the “. . . continuous 
predictors and the logit of the outcome variable” (Field, 2013, p. 769); that sufficiently complete 
information about the variables are available; that complete separation is not present; and over-
dispersion is not present (Field, 2013).  Therefore, to avoid violating such distribution 
assumptions, the relationship between the predictor variables and the outcome logit will be 
reviewed; a contingency table will be prepared to check for incomplete information; and the chi 
square goodness-of-fit statistic (called the dispersion parameter) will be examined to check for 
over-dispersion (Field, 2013).  Problems with complete separation are not expected due to the 
large number of cases planned for the sample (over 1,000).   
For checks on outliers, leverage values and DfBeta(s) statistics were calculated to check 
the measure of influence (Field, 2013).  DfBeta(s) was also used to determine how such outliers 
affect the regression coefficient.  If such effects are detrimental, the outliers will be removed 
(Cohen et al., 2003).  Additional plots and statistics were prepared including: classification plots 
(model assessment); case wise listing of residuals; CI for exp(B) (confidence interval for odds 
ratio); Hosmer-Lemeshow goodness-of-fit statistic (model assessment); and a correlation matrix 
(Field, 2013).   
The predictor variable of remedial status, gender, and race/ethnicity are dichotomous or 
nominal variables.  Such variable types are accommodated by using dummy variables.  Such 
dummy variables are not expected to have normal distributions but each variable is expected to 
have counts of at least 10 (approximate equal n’s are not anticipated and each n should exceed 
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ten cases) (Warner, 2013).  Therefore, if any dummy variable had a count of less than ten, it was 
excluded from the study.  
To check for multicollinearity (the relationship between predictor variables), a correlation 
matrix was prepared for: (a) high school GPA against STEM credentials earned; (b) the four 
ACT test scores against STEM credentials earned; and (c) remedial status against STEM 
credentials earned (Warner, 2013) and SPSS collinearity diagnostics will be reviewed (Field, 
2013).  The correlation matrix used Spearman’s correlation (Howell, 2011) due to the 
dichotomous nature of the STEM credentials variable.  In addition, there is specific concern 
regarding multicollinearity for the ACT test scores (composite, mathematics, English, and 
reading).  This was tested for, and if excessive multicollinearity existed, adjustments were made, 
such as eliminating some of the ACT test scores.   
Power is the “probability of correctly rejecting a false” null hypotheses (Howell, 2011, p. 
384).  According to Cohen, power and effect size are highly related as in two parts of a four-part 
equation involving power, the region of rejection, the sample size, and the effect size.  Effect size 
is sometimes referred to as Cohen’s d (Howell, 2011) and it is used to assess the “strength of an 
observed relationship” (Gall et al., 2007, p. 639).  A standard rule of thumb for effect size is .20 
(small effect size), .50 (medium effect size), and .80 (large effect size) (Howell, 2011).  Effect 
size will be calculated using the odds ratio (Chinn, 2000) as Cohen’s d is not appropriate for 
correlation-type (r-family) measures (Howell, 2011).  The desired alpha, or significance level, is 
.05 for a two-tailed test.  And based on the recommendation of Peduzzi, Concato, Kemper, 
Holford, and Feinstein (Warner, 2013), a sample size of at least 90 is needed for a significance of 
.05 (two-tailed).  The sample sizes substantially exceeded 90.   
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Content validity is assured, as fields in the SISDB are validated by computer programs to 
ensure that the data provided meets the defined submission requirements of the field.  Concurrent 
validity may be applicable between the measures of high school GPA and ACT test scores, as 
ACT tests are frequently taken during a student's senior year in high school or similar timeframe.  
Construct validity is assured by the definition of STEM credentials attained (number and type of 
credentials earned).  Predictive validity is the purpose of this study, i.e., if high school GPA and 
ACT test scores are determinants of college performance and credential attainment for STEM 
students and remedial STEM students.   
In logistic regression, researchers desire to assess the goodness of fit of the proposed 
research model.  Goodness of fit is “. . . an index of how well a model fits the data from which it 
was generated.  It’s usually based on how well the data predicted by the model correspond to the 
data that were actually collected” (Field, 2013, p. 875).  The goodness of fit is generally 
determined by the log likelihood statistic (-2LL or LL) and is defined as  
a measure of error, or unexplained variation, in categorical models.  It is based on 
summing the probabilities associated with predicted and actual outcomes and is 
analogous to the residual sum of squares in multiple regression in that it is an indicator of 
how much unexplained information there is after the model has been fitted.  Large values 
of the log-likelihood statistic indicate poorly fitting statistical models, because the larger 
the value of log-likelihood, the more unexplained observations there are.  (Field, 2013, p. 
878) 
“The larger the absolute value of the LL, the worse the agreement between the 
probabilities of group membership generated by the logistic regression model and the actual 
group memberships” (Warner, 2013, p. 1096).   
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However, according to J.W. Osborne, the log likelihood is generally irrelevant. 
Thus, -2LL is affected by two different things: conditional probabilities for each group 
and the number of individuals in each group.  This is why very large samples tend to have 
very large -2LLs (particularly when the larger group is in the higher-probability cell) and 
small samples tend to have small -2LLs. 
The likelihood of the model is used to test whether all predictors’ regression 
coefficients in the model are simultaneously zero.  The larger the initial -2 log likelihood, 
the less tenable that hypothesis is, meaning that the more likely it is that your model is 
explaining some of the DV . . .  The -2 log likelihood is not generally interpreted in any 
conceptual or practical sense and is highly influenced by sample size. . .  (Osborne, 2015, 
pp. 49-50) 
(In the above quote from Osborne, DV means dependent variables.)   
Therefore, based upon the Osborne information above, the log likelihood was generally 
ignored, as a large log likelihood is anticipated because the sample size is expected to be 
between 1,500 and 2,000 students for each cohort.  Instead, chi square and the goodness of fit 
statistics were of primary importance.   
The chi square statistic is also produced in logistic regression and represents the 
difference between the current log likelihood and the baseline likelihood (Field, 2013).  This chi 
square distribution is a “. . . probability distribution of the sum of squares of several normally 
distributed variables.  It tends to be used to test hypotheses about categorical data, and to test the 
fit of models to the observed data” (Field, 2013, p. 871).   
The Hosmer and Lemeshow goodness of fit statistic is also used to assess model fit.  The 
Hosmer and Lemeshow statistic is  
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a version of the coefficient of determination for logistic regression, and is the -2LL for 
the model divided by the original -2LL, in other words, it’s the ratio of what the model 
can explain compared to what there was to explain in the first place.  (Field, 2013, p. 876)   
The Hosmer and Lemeshow statistic is “. . . more robust than the traditional goodness-of-
fit statistic used in logistic regression” and significant “. . . results mean that the predicted 
probability is significantly different from the observed probability” (Osborne, 2015, p. 60).  In 
other words, if the Hosmer and Lemeshow statistic is non-significant (p > .05), then the null 
hypothesis of no significant difference is accepted.  This is desired, as the statistic tests for 
similarities between the observed and predicted values, i.e., if there are no significant differences 
between the observed and predicted values, then this means that the model is a good fit (Menard, 
1995).  
In addition, the individual predictor variables will be assessed using the odds ratio 
(Exp(ß)).  Exp(ß) is: 
an indicator of the change in odds resulting from a unit change in the predictor in logistic 
regression.  If the value is greater than 1 then it indicates that as the predictor increases, 
the odds of the outcome occurring increase.  Conversely, a value less than 1 indicates that 
as the predictor increases, the odds of the outcome decrease. (Field, 2013, p. 874)  
In other words, if the odds ratio or Exp(ß) statistic is 1.0, there is no difference in the 
odds or there is no effect (Osborne, 2015).  If the odds ratio is less than 1.0, “. . . the odds of 
membership in the target group go down” as the predictor variable increase and, conversely, 
when the odds ratio is greater than 1.0, “. . . the odds of membership in the target group increase” 
as the predictor value increases (Warner, 2013, p. 1021).   
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Therefore, the study calculated the log likelihood statistic, the chi square statistic, and the 
Hosmer and Lemeshow goodness-of-fit statistic.  And, the odds ratio were calculated for all 
predictor variables to determine their relationship with the outcome variable (credential 
attainment).  All statistical calculations were performed using SPSS (Statistical Package for the 
Social Sciences) software.  
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CHAPTER FOUR:  FINDINGS 
Research Question 
Which human capital factors (high school GPA, ACT scores, and remedial status of 
students) or non-human capital factors (gender, race/ethnicity, and age) most significantly 
predict college credentials earned for first-time entering STEM students?   
Hypotheses 
H1: The human capital factor of high school GPA has a predictive relationship with 
college credentials earned in Arkansas for first-time entering STEM majors. 
H2: The human capital factor of the ACT composite placement exam has a predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H3: The human capital factor of the ACT mathematics placement exam has a predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H4: The human capital factor of the ACT English placement exam has a predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H5: The human capital factor of the ACT reading placement exam has a predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H6: The remedial status for any remedial subject has a predictive relationship with 
college credentials earned in Arkansas for first-time entering STEM majors. 
H01: The human capital factor of high school GPA has no predictive relationship with 
college credentials earned in Arkansas for first-time entering STEM majors. 
H02: The human capital factor of the ACT composite placement exam has no predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
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H03: The human capital factor of the ACT mathematics placement exam has no 
predictive relationship with college credentials earned in Arkansas for first-time entering 
STEM majors. 
H04: The human capital factor of the ACT English placement exam has no predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H05: The human capital factor of the ACT reading placement exam has no predictive 
relationship with college credentials earned in Arkansas for first-time entering STEM majors. 
H06: The remedial status for any remedial subject has no predictive relationship with 
college credentials earned in Arkansas for first-time entering STEM majors. 
Assumptions Testing 
Multicollinearity 
Multicollinearity was reviewed for the human capital variables (high school GPA, ACT 
Composite, ACT Math, ACT English, ACT Reading, and remedial status) by the construction of 
a correlation matrix and analysis using collinearity statistics found in SPSS.  When using SPSS 
collinearity statistics, “. . .  tolerance values less than 0.1 . . .  and VIF values greater than 10 
indicate a problem” (Field, 2013, p. 795).   
Table 8 
  
 SPSS Collinearity Statistics for Human Capital Variables  
Variable 
2006 Fall 2007 Fall 2008 Fall 
Coefficientsa 
Collinearity Statistics Collinearity Statistics Collinearity Statistics 
Tolerance VIF Tolerance VIF Tolerance VIF 
HS GPA .528 1.895 .496 2.017 .522 1.914 
ACT Comp .030 33.006 .031 32.612 .032 30.979 
ACT Math .128 7.816 .132 7.590 .149 6.703 
ACT Engl .134 7.453 .124 8.049 .130 7.701 
ACT Read .119 8.388 .128 7.794 .128 7.828 
Dmy Remed Status .445 2.248 .450 2.224 .429 2.333 
a. Dependent Variable: LR Credential 
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In Table 8 above, the variable ACT Composite score has tolerance values of less than 0.1 
and VIF values greater than 10 in all three cohorts.  In addition, the correlation matrix (shown in 
Table 9 below) indicates that the ACT Composite score has the highest correlation with the 
human capital variables, indicating a multicollinearity problem, for all three cohorts.   
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Table 9               
    
Correlation Matrix             
2006 Fall Spearman's rho Correlations 
Variable 
LR 
Credentials 
HS 
GPA 
ACT 
Comp 
ACT 
Math 
ACT 
Engl 
ACT 
Read 
Dmy 
Remed 
Status 
LR Credentials 1.000 .389** .321** .350** .286** .241** -.216** 
HS GPA .389** 1.000 .699** .675** .675** .598** -.532** 
ACT Comp .321** .699** 1.000 .885** .910** .904** -.693** 
ACT Math .350** .675** .885** 1.000 .756** .705** -.666** 
ACT Engl .286** .675** .910** .756** 1.000 .813** -.645** 
ACT Read .241** .598** .904** .705** .813** 1.000 -.639** 
Dmy Remed Status -.216** -.532** -.693** -.666** -.645** -.639** 1.000 
**. Correlation is significant at the 0.01 level (2-tailed).       
2007 Fall Spearman's rho Correlations 
Variable 
LR 
Credentials 
HS 
GPA 
ACT 
Comp 
ACT 
Math 
ACT 
Engl 
ACT 
Read 
Dmy 
Remed 
Status 
LR Credentials 1.000 .362** .296** .317** .253** .222** -.164** 
HS GPA .362** 1.000 .680** .660** .663** .583** -.542** 
ACT Comp .296** .680** 1.000 .885** .919** .900** -.700** 
ACT Math .317** .660** .885** 1.000 .769** .696** -.681** 
ACT Engl .253** .663** .919** .769** 1.000 .814** -.651** 
ACT Read .222** .583** .900** .696** .814** 1.000 -.634** 
Dmy Remed Status -.164** -.542** -.700** -.681** -.651** -.634** 1.000 
**. Correlation is significant at the 0.01 level (2-tailed).       
2008 Fall Spearman's rho Correlations 
Variable 
LR 
Credentials 
HS 
GPA 
ACT 
Comp 
ACT 
Math 
ACT 
Engl 
ACT 
Read 
Dmy 
Remed 
Status 
LR Credentials 1.000 .321** .254** .278** .229** .208** -.158** 
HS GPA .321** 1.000 .657** .629** .651** .564** -.504** 
ACT Comp .254** .657** 1.000 .869** .914** .899** -.715** 
ACT Math .278** .629** .869** 1.000 .747** .682** -.697** 
ACT Engl .229** .651** .914** .747** 1.000 .796** -.670** 
ACT Read .208** .564** .899** .682** .796** 1.000 -.644** 
Dmy Remed Status -.158** -.504** -.715** -.697** -.670** -.644** 1.000 
**. Correlation is significant at the 0.01 level (2-tailed).       
 
Based on Tables 8 and 9 above, the author decided to remove the ACT Composite score 
from the human capital variables to eliminate the multicollinearity problem.  To ensure that such 
a problem had been fully removed, SPSS collinearity statistics were reviewed once more.  Table 
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10 below provides SPSS collinearity statistics with the ACT Composite scores removed from all 
three cohorts with no variables resulting in having tolerance values of less than 0.1 and VIF 
values greater than 10.  Therefore, the multicollinearity issue was resolved.   
Table 10             
    
SPSS Collinearity Statistics for Human Capital Variables after Removing ACT Composite 
Variable 
2006 Fall 2007 Fall 2008 Fall 
Coefficientsa 
Collinearity Statistics Collinearity Statistics Collinearity Statistics 
Tolerance VIF Tolerance VIF Tolerance VIF 
HS GPA .529 1.891 .496 2.016 .523 1.913 
ACT Math .319 3.139 .321 3.116 .342 2.923 
ACT Engl .243 4.120 .235 4.258 .261 3.825 
ACT Read .292 3.427 .303 3.301 .314 3.187 
Dmy Remed Status .449 2.229 .452 2.211 .429 2.329 
a. Dependent Variable: LR Credential 
 
Assumptions Other Than Multicollinearity 
According to Menard (1995), logistic regression analysis should ensure the following.   
• The outcome variable must be dichotomous: the outcome variable of college 
credentials earned is a yes or no (dichotomous) variable—0 indicates no 
undergraduate credential earned and 1 indicates one or more undergraduate 
credentials earned.   
• Sample sizes were adequately sized: the sample sizes noted above in the 
descriptive statistics section indicate that all samples exceed 1,700.   
• Cell counts were 5 or more: the smallest cell count indicated above is Age 20 with 
cell counts of 9 each for the 2006 fall and 2007 fall cohorts, but Age 20 is a part 
of the Age variable, therefore cell counts exceed 5 (and 10 based on Warner, 
2013).   
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• The independent variables were relevant: the independent variables were relevant 
being grouped into two general categories: human capital variables and 
demographic variables.   
• There is no excessive multicollinearity: multicollinearity is discussed above and 
the ACT Composite score was removed to eliminate this problem.   
• Scatterplots were prepared for each cohort.  However, scatterplots were only used 
for variables that were non-dichotomous (high school GPA, ACT math score, 
ACT English score, ACT reading score, and age). 
The following nine scatterplots (Figures 1-9) are provided. 
Figure 1 
 
2006 Fall Scatterplot: High GPA/ACT Math Score 
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Figure 2 
 
2006 Fall Scatterplot: ACT English Score/ACT Reading Score 
 
 
Figure 3 
 
2006 Fall Scatterplot: High School GPA/Age 
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Figure 4 
 
2007 Fall Scatterplot: High School GPA/ACT Math Score 
 
 
Figure 5 
 
2007 Fall Scatterplot: ACT English Score/ACT Reading Score 
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Figure 6 
 
2007 Fall Scatterplot: High School GPA/Age 
 
 
Figure 7 
 
2008 Fall Scatterplot: High School GPA/ACT Math Scores 
 
 
 
 
98 
 
Figure 8 
 
2008 Fall Scatterplot: ACT English Score/ACT Reading Score 
 
 
Figure 9 
 
2008 Fall Scatterplot: High School GPA/Age 
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While some outliers are shown in the above scatterplots, the DF Beta, Cook’s 
influence, and leverage values shown below indicate that they were not 
substantial, therefore they were not removed.   
• There were no substantial number of outliers: summary statistics were provided 
below for DF Beta, Cook’s influence, and leverage values. 
Table 11 
 
DF Beta Summary Statistics for All Three Cohorts 
Summary  
Statistic 
2006 Fall 2007 Fall 2008 Fall 
DF Beta for the Constant 
N 1724 1701 1726 
Mean -0.0000249 0.0000073 0.0000277 
Median -0.0026987 -0.0019944 -0.0023983 
Range 1.41903 0.67183 0.77430 
Minimum -1.01379 -0.32005 -0.45291 
Maximum 0.40525 0.35178 0.32139 
Std. Dev. 0.05095278 0.05022039 0.04478166 
Variance 0.003 0.003 0.002 
 
Table 12 
 
Summary Statistics for Cook’s Influence and Leverage Values 
Summary 
Statistic 
2006 Fall 2007 Fall 2008 Fall 2006 Fall 2007 Fall 2008 Fall 
Analog of Cook's Influence Statistics Leverage Value 
N 1724 1701 1726 1724 1701 1726 
Mean 0.0081501 0.0069083 0.0069247 0.0069606 0.0070547 0.0069525 
Median 0.0024356 0.0025406 0.0027474 0.0044364 0.0047273 0.0046445 
Range 1.71483 0.17695 0.17296 0.10911 0.07061 0.08516 
Minimum 0.00001 0.00001 0.00004 0.00075 0.00095 0.00166 
Maximum 1.71484 0.17696 0.17300 0.10985 0.07157 0.08682 
Std. Dev. 0.04620546 0.01361142 0.01262886 0.00962691 0.00805276 0.00758439 
Variance 0.002 0.000 0.000 0.0000 0.000 0.000 
 
DF Beta statistics for the constant “Should be less than 1”, Cook’s distance should be “. . 
.  less than 1 . . .” and leverage values should be “. . .  between 0 (no influence) and 1 (complete 
influence) . . .” (Field, 2013, p. 791).  The maximum of all cohorts on the DF Beta statistics is 
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.40525, so this test is satisfied.  For Cook’s Influence, no statistic is greater than 1 for two 
cohorts, but the 2006 fall cohort has a maximum of 1.71.  Upon closer inspection, only one value 
was over 1.00; the remaining 1,723 values were less than 1.00.  For the leverage values, all 
values were between 0 and 1 as desired.  Therefore, there were no detrimental outliers or factors 
of influence. 
To further document the absence of outliers and factors of influence, probability plots 
were provided below for each cohort. 
Figure 10 
 
2006 Fall Cohort: Observed Groups and Predicted Probabilities 
             Step number: 1 
             Observed Groups and Predicted Probabilities 
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Figure 11 
 
2007 Fall Cohort: Observed Groups and Predicted Probabilities 
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Figure 12 
 
2008 Fall Cohort: Observed Groups and Predicted Probabilities 
             Step number: 1 
             Observed Groups and Predicted Probabilities 
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Logistic Regression Results 
The results for Chi-square, iteration (-2 Log likelihood), and predicted percentage are 
shown below along with the Hosmer and Lemeshow Test.   
Table 13 
 
Chi-Square, -2 Log Likelihood, and Predicted Percentage for All Cohorts 
Cohort 
Omnibus Test of Model 
Coefficients Iteration History Predicted Percentage 
Correct Chi-Square df Sig. -2 Log likelihood 
2006 Fall 311.952 11 .000 2123.287 69.4 
2007 Fall 304.870 11 .000 2104.683 69.1 
2008 Fall 228.712 11 .000 2111.532 69.9 
 
Table 14 
 
Hosmer and Lemeshow Test for All Cohorts 
Cohort Chi-square df Sig. 
2006 Fall 9.639 8 .291 
2007 Fall 6.580 8 .583 
2008 Fall 8.174 8 .417 
 
Researchers usually hope that this chi-square statistic will be large enough to be judged 
statistically significant as evidence that the full model produces significantly less 
prediction than the null model . . . When a large chi-square is obtained by taking the 
difference between LL for the full and null models, and the obtained chi-square exceeds 
conventional critical values from the table of the chi-square distribution, the researcher 
can conclude that the full model provides significantly better prediction of group 
membership than the null model.  (Warner, 2013, p. 1019) 
The critical value of chi-square for a df of 11 is 17.28 (Warner, 2013, p. 1063).  The large 
chi-square (from 228.71 to 311.95) exceeding the critical value along with a significance of .000 
indicates that the model presented herein is a “. . .  significantly better prediction of group 
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membership than the null model” (Warner, 2013, p. 1019).  Also, the presented model correctly 
predicts the outcome in excess of 69% in each cohort.  In addition, for the Hosmer and 
Lemeshow goodness of fit test, “. . .  the data analyst hopes that this chi-square will be small and 
that its corresponding p value will be large (i.e., p > .05)” (Warner, 2013, p. 1040).  For this 
model, the chi-square is relatively small (6.58 to 9.64) and the p values were very much over .05 
(.29 to .58).  Therefore, according to the Hosmer and Lemeshow goodness-of-fit test, the model 
is a good fit. 
The -2LL (-2 log likelihood) exceeded 2100 for all three cohorts.  Generally, “. . .  very 
large samples tend to have very large -2LLs . . .  and small samples tend to have small -2LLs” 
(Osborne, 2015, p. 49).  The value of -2LL has no particular meaning as the “. . .  -2 log 
likelihood is not generally interpreted in any conceptual or practical sense and is highly 
influenced by sample size . . .” (Osborne, 2015, p. 50).  Therefore, because the samples were 
large (over 1,700 participants each), the log likelihood was ignored.   
Additional goodness-of-fit measures are provided below in Table 15.  “Binary logistic 
regression does not yield a true multiple R value, but SPSS provides pseudo R values that are 
(somewhat) comparable to a multiple R” (Warner, 2013, p. 1019).  Cox and Snell R2 and 
Nagelkerke’s R2 are two of these pseudo values (Warner, 2013).  The Cox and Snell and 
Nagelkerke values differ, “. . .  but they can be used as effect size measures for the model” 
(Field, 2013, p. 786).   
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Table 15 
 
Model Summary for All Cohorts 
Cohort -2 Log likelihood Cox & Snell R Square Nagelkerke R Square 
2006 Fall 1810.651a .166 .234 
2007 Fall 1799.209a .164 .231 
2008 Fall 1882.021a .124 .176 
a. Estimation terminated at iteration number 5 because parameter estimates changed by less than 
.001. 
 
Each logistic regression analysis was ran a second time while implementing 
bootstrapping (Table 16).  This produced the lower and upper 95% confidence intervals as noted 
below.  The intervals do not include zero indicating that there were positive relationships for 
each cohort according to Field.   
This interval doesn’t include zero so we can conclude that there is a genuine positive 
relationship . . . The bootstrap confidence intervals will differ slightly every time you run 
the analysis, but they are nevertheless robust to violations of the underlying assumptions 
of the test.  (Field, 2013, p. 785) 
Table 16 
 
Bootstrap for Variables in the Equation for All Cohorts 
Cohort Sig. (2-tailed) 
95% Confidence Interval 
Lower Upper 
2006 Fall .001 -.926 -.721 
2007 Fall .001 -.913 -.698 
2008 Fall .001 -.948 -.744 
 
Tables 17-19 below provide B, the Wald statistic, the odds ratio [Exp(B)] (also called 
eBi), and confidence intervals for each cohort.  Regarding the odds ratio, eBi, or Exp(B):  
If the value of eBi is less than 1, the odds of membership in the target group go down as 
scores of Xi increases; if the value of eBi equals 1, the odds of membership in the target 
group do not change as Xi increases; and if the value of eBi is greater than 1, the odds of 
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membership in the target group increase as Xi increases.  The distance of eBi from 1 
indicates the size of the effect . . .” (Warner, 2013, p. 1021). 
If the value is greater than 1, then it indicates that as the predictor increases, the odds of 
the outcome occurring increase.  Conversely, a value less than 1 indicate that as the 
predictor increases, the odds of the outcome occurring decrease.  (Field, 2013, p. 786)   
 
Table 17 
 
Variables in the Equation for 2006 Fall Cohort 
Variables B S.E. Wald df Sig. Exp(B) 
95% C.I.for 
EXP(B) 
Lower Upper 
HSGPA 1.387 .180 59.661 1 .000 4.002 2.815 5.690 
ACTMath .121 .022 30.583 1 .000 1.128 1.081 1.177 
ACTEngl .004 .021 .029 1 .864 1.004 .964 1.045 
ACTRead -.022 .019 1.413 1 .235 .978 .943 1.014 
DmyRemedStatus -.007 .234 .001 1 .976 .993 .628 1.571 
GenderDmy .227 .130 3.052 1 .081 1.255 .973 1.618 
RaceDmy1AS -.760 .386 3.880 1 .049 .468 .219 .996 
RaceDmy2BL -.715 .214 11.173 1 .001 .489 .322 .744 
RaceDmy3HI -.140 .411 .116 1 .733 .869 .388 1.946 
RaceDmy4AI .199 .670 .088 1 .767 1.220 .328 4.538 
Age .063 .091 .480 1 .489 1.065 .891 1.274 
Constant -8.217 1.922 18.282 1 .000 .000 
  
a. Variable(s) entered on step 1: HSGPA, ACTMath, ACTEngl, ACTRead, DmyRemedStatus, 
GenderDmy, RaceDmy1AS, RaceDmy2BL, RaceDmy3HI, RaceDmy4AI, Age. 
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Table 18 
 
Variables in the Equation for 2007 Fall Cohort 
Variables B S.E. Wald df Sig. Exp(B) 
95% C.I.for 
EXP(B) 
Lower Upper 
HSGPA 1.670 .177 88.896 1 .000 5.311 3.753 7.514 
ACTMath .092 .021 19.673 1 .000 1.097 1.053 1.143 
ACTEngl .001 .021 .001 1 .980 1.001 .961 1.042 
ACTRead -.001 .018 .001 1 .969 .999 .965 1.035 
DmyRemedStatus -.769 .217 12.534 1 .000 .464 .303 .710 
GenderDmy .701 .129 29.406 1 .000 2.016 1.565 2.598 
RaceDmy1AS -.494 .343 2.081 1 .149 .610 .312 1.194 
RaceDmy2BL -.322 .198 2.646 1 .104 .725 .491 1.068 
RaceDmy3HI -.185 .363 .261 1 .609 .831 .408 1.691 
RaceDmy4AI .587 .508 1.337 1 .248 1.799 .665 4.868 
Age -.044 .104 .179 1 .672 .957 .780 1.174 
Constant -7.586 2.138 12.592 1 .000 .001 
  
a. Variable(s) entered on step 1: HSGPA, ACTMath, ACTEngl, ACTRead, DmyRemedStatus, 
GenderDmy, RaceDmy1AS, RaceDmy2BL, RaceDmy3HI, RaceDmy4AI, Age. 
 
Table 19 
 
Variables in the Equation for 2008 Fall Cohort 
Variables B S.E. Wald df Sig. Exp(B) 
95% C.I.for 
EXP(B) 
Lower Upper 
HSGPA 1.371 .165 69.041 1 .000 3.940 2.851 5.445 
ACTMath .078 .020 15.160 1 .000 1.081 1.040 1.125 
ACTEngl -.007 .020 .121 1 .728 .993 .956 1.032 
ACTRead .003 .017 .034 1 .853 1.003 .970 1.037 
DmyRemedStatus -.579 .218 7.049 1 .008 .561 .366 .859 
GenderDmy .340 .124 7.528 1 .006 1.404 1.102 1.790 
RaceDmy1AS -.505 .301 2.805 1 .094 .604 .334 1.090 
RaceDmy2BL .039 .198 .038 1 .845 1.039 .705 1.532 
RaceDmy3HI -.027 .347 .006 1 .938 .974 .494 1.920 
RaceDmy4AI .183 .450 .165 1 .685 1.201 .497 2.900 
Age -.036 .098 .135 1 .713 .964 .795 1.170 
Constant -6.237 1.978 9.947 1 .002 .002 
  
a. Variable(s) entered on step 1: HSGPA, ACTMath, ACTEngl, ACTRead, DmyRemedStatus, 
GenderDmy, RaceDmy1AS, RaceDmy2BL, RaceDmy3HI, RaceDmy4AI, Age. 
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The following lists the variables in each cohort that have odds ratios [Exp(B)] of 1.000 or 
higher. 
2006 Fall Cohort 
1. HS GPA 4.002 
2. ACT Math 1.128 
3. ACT Engl 1.004 
4. Gender  1.255 
5. Race4 (AI) 1.220 
6. Age  1.065 
2007 Fall Cohort 
1. HS GPA 5.311 
2. ACT Math 1.097 
3. ACT Engl 1.001 
4. Gender  2.016 
5. Race4 (AI) 1.799 
2008 Fall Cohort 
1. HS GPA 3.940 
2. ACT Math 1.081 
3. ACT Read 1.003 
4. Gender  1.404 
5. Race2 (BL) 1.039 
6. Race4 (AI) 1.201 
The 95% lower and upper confidence interval is very important.   
108 
 
The important thing is that the interval doesn’t contain 1 (both values are greater than 1).  
The value of 1 is important because it is the threshold at which the direction of the effect 
changes . . . Values greater than 1 mean that as the predictor increases, so do the odds . . .  
However, values less than 1 mean the opposite: as the predictor variable increases, the 
odds . . .  decrease . . .  For our confidence interval, the fact that both limits are above 1 
gives us confidence that the direction of the relationship that we have observed is true in 
the population.  (Field, 2013, p. 786) 
Based on the Field discussion above, this study will limit itself to the variables with odds 
ratios [Exp(B)] above 1 (with both lower and upper confidence intervals above 1) and with 
significance levels of .05 or lower; and with odds ratios less than 1 (with both lower and upper 
confidence intervals less than 1) and with significance levels of .05 or lower.  Table 20 below 
summarizes such data where confidence interval levels are above 1. 
Table 20 
 
Summary of Variables with Odds and Confidence Intervals >= 1 
Cohort Variable Exp(B) 
95% C.I.for EXP(B) 
Lower Upper 
2006 Fall HS GPA 4.002 2.815 5.690 
ACT Math 1.128 1.081 1.177 
2007 Fall HS GPA 5.311 3.753 7.514 
ACT Math 1.097 1.053 1.143 
Gender Dmy 2.016 1.565 2.598 
2008 Fall HSGPA 3.940 2.851 5.445 
ACT Math 1.081 1.040 1.125 
Gender Dmy 1.404 1.102 1.790 
 
Both high school GPA (HS GPA) and ACT math score have odds ratios [Exp(B)] scores 
exceeding 1.000 along with confidence intervals all exceeding 1.000 for all three cohorts.  For 
two cohorts (2007 fall and 2008 fall), gender also met this criteria.  It should be noted that gender 
had an odds ratio of 1.255 for the 2006 fall cohort, but is not included in Table 20 above as the 
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confidence intervals were .973 to 1.618 and gender was not significant (p > .05).  Table 21 below 
shows a summary of earned credentials for high school GPA, ACT math Score, and gender. 
Table 21 
 
Summary of Earned STEM Credentials for High School GPA 
Cohort Variable Range 
Earned 
Credentials % 
No 
Credentials % 
2006 Fall HS GPA >= 3.50 415 44.3% 522 55.7% 
3.00 to 3.49 82 18.5% 362 81.5% 
2.50 to 2.99 24 10.9% 196 89.1% 
2.00 to 2.49 6 6.0% 94 94.0% 
< 2.00 0 0.0% 23 100.0% 
Total 527 30.6% 1,197 69.4% 
2007 Fall HS GPA >= 3.50 393 44.6% 489 55.4% 
3.00 to 3.49 96 20.9% 363 79.1% 
2.50 to 2.99 27 11.7% 203 88.3% 
2.00 to 2.49 7 6.8% 96 93.2% 
< 2.00 3 11.1% 24 88.9% 
Total 526 30.9% 1,175 69.1% 
2008 Fall HS GPA >= 3.50 376 41.3% 534 58.7% 
3.00 to 3.49 102 23.9% 325 76.1% 
2.50 to 2.99 31 12.4% 218 87.6% 
2.00 to 2.49 8 7.5% 99 92.5% 
< 2.00 2 6.1% 31 93.9% 
Total 519 30.1% 1,207 69.9% 
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Table 22 
 
Summary of Earned STEM Credentials for ACT Math Score 
Cohort Variable Range 
Earned 
Credentials % 
No 
Credentials % 
2006 Fall ACT Math Score 30 to 36 138 60.3% 91 39.7% 
25 to 29 236 38.7% 374 61.3% 
20 to 24 107 21.2% 398 78.8% 
15 to 19 42 12.6% 292 87.4% 
< 15 4 8.7% 42 91.3% 
Total 527 30.6% 1,197 69.4% 
2007 Fall ACT Math Score 30 to 36 118 57.3% 88 42.7% 
25 to 29 234 40.8% 339 59.2% 
20 to 24 111 21.5% 406 78.5% 
15 to 19 61 16.5% 308 83.5% 
< 15 2 5.6% 34 94.4% 
Total 526 30.9% 1,175 69.1% 
2008 Fall ACT Math Score 30 to 36 114 58.5% 81 41.5% 
25 to 29 219 36.7% 377 63.3% 
20 to 24 116 22.6% 397 77.4% 
15 to 19 67 17.1% 325 82.9% 
< 15 3 10.0% 27 90.0% 
Total 519 30.1% 1,207 69.9% 
 
Table 23 
 
Summary of Earned STEM Credentials for Gender 
Cohort Variable Range 
Earned 
Credentials % 
No 
Credentials % 
2007 Fall Gender Male 336 33.7% 660 66.3% 
Female 190 27.0% 515 73.0% 
Total 526 30.9% 1,175 69.1% 
2008 Fall Gender Male 295 30.9% 659 69.1% 
Female 224 29.0% 548 71.0% 
Total 519 30.1% 1,207 69.9% 
 
For each cohort, there were other significant items worth noting.  Three other variables 
were also significant in an inverse relationship: Race Dummy (Asian), Race Dummy (Black), 
and Dummy Remedial Status as shown in Table 24 below. 
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Table 24 
 
Additional Significant Variables 
Cohort Variable Sig. Exp(B) Exp(B) Lower Exp(B) Upper 
2006 Fall Race Dmy AS (Asian) .049 .468 .219 .996 
Race Dmy BL (Black) .001 .489 .322 .744 
2007 Fall Dmy Remed. Status .000 .464 .303 .710 
2008 Fall Dmy Remed. Status .000 .561 .366 .859 
 
The Asian variable for the 2006 fall cohort was significant and had an odds ratio of .468, 
meaning that the odds of Asian students earning a STEM credential was .468 times that of White 
students (less than half).  The Black variable for the 2006 fall cohort was significant and had an 
odds ratio of .489, meaning that the odds of Black students earning a STEM credential was .489 
times that of White students (less than half).  These two variables were only significant for the 
2006 fall cohort.  For the 2007 fall and 2008 fall cohorts, the variable remedial status was 
significant with odds ratios of .464 and .561, respectively, meaning remedial students have 
approximately a 50% chance of earning a STEM credential as compared to non-remedial 
students.  All three of these variables had odds ratios of less than 1 indicating that “. . .  as the 
predictor increases, the odds of the outcome occurring decrease” (Field, 2013, p. 786).   
Null Hypothesis One 
The first null hypothesis was: the human capital factor of high school GPA does not have 
a predictive relationship with college credentials earned in Arkansas for first-time entering 
STEM majors.  According to the logistic regression analysis, and due to this variable having the 
strongest relationship for all three cohorts, the null hypothesis was rejected and the hypothesis 
was accepted, i.e., there is a strong significant relationship between high school GPA and STEM 
credentials earned.   
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Null Hypothesis Two 
The second null hypothesis was: the human capital factor of the ACT composite 
placement exam does not have a predictive relationship with college credentials earned in 
Arkansas for first-time entering STEM majors.  This variable was removed from the study due to 
multicollinearity issues, i.e., this null hypothesis was neither accepted nor rejected, as it was 
removed from the study.   
Null Hypothesis Three 
The third null hypothesis was: the human capital factor of the ACT mathematics 
placement exam does not have a predictive relationship with college credentials earned in 
Arkansas for first-time entering STEM majors.  According to the logistic regression analysis and 
due to this variable being significant for each cohort, the null hypothesis was rejected and the 
hypothesis was accepted.  However, the relationship for ACT math and STEM credentials earned 
was not as strong as the relationship between high school GPA and STEM credentials earned. 
Null Hypothesis Four 
The fourth null hypothesis was: the human capital factor of the ACT English placement 
exam does not have a predictive relationship with college credentials earned in Arkansas for 
first-time entering STEM majors.  This null hypothesis was accepted, as no significant 
relationships were found in the logistic regression analysis in any cohort for ACT English scores.   
Null Hypothesis Five 
The fifth null hypothesis was: the human capital factor of the ACT reading placement 
exam does not have a predictive relationship with college credentials earned in Arkansas for 
first-time entering STEM majors.  This null hypothesis was accepted, as no significant 
relationships were found in the logistic regression analysis in any cohort for ACT reading scores.   
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Null Hypothesis Six 
The sixth null hypothesis was: the remedial status for any remedial subject does not have 
a predictive relationship with college credentials earned in Arkansas for first-time entering 
STEM majors.  According to the logistic regression analysis and due to this variable being 
significant for two of the three cohorts, the null hypothesis was rejected and the hypothesis was 
accepted.  However, remedial status had an inverse relationship with STEM credentials earned, 
meaning that students needing remediation have a lower chance to earn a STEM credential than 
those not needing remediation.   
Summary 
A binary logistic regression analysis was performed to predict 6-year STEM credential 
completion for first-time entering college students with a STEM major.  The outcome variable of 
STEM credential earned was coded as 0 for no STEM credentials earned and 1 for any (one or 
more) STEM credentials earned.  A total of eight variables were included in the model: five were 
classified as human capital variables (high school GPA, ACT math, ACT English, ACT reading, 
and remedial status) and three were classified as demographic (gender, race, and age).  [Dummy 
codes were used for race (White, Asian, Black, Hispanic, and American Indian/Alaskan), gender 
(male and female), and remedial status (non-remediated and remediated).]  The data used was 
retrieved from the Student Information System Database as maintained by the Arkansas 
Department of Higher Education.  Three cohorts were used (first-time entering college students 
with STEM majors from 2006 fall, 2007 fall, and 2008 fall) and were tracked for six academic 
years each to determine STEM credentials earned.  Each cohort included over 1,700 students.   
A test of the model compared with a constant only or null model was statistically 
significant with chi square ranging from 228.712 to 311.952 for each cohort and p = .000.  The 
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strength of association between the model and STEM credential completion was somewhat weak 
with Cox and Snell's R Square ranging from .124 to .166 and Nagelkerke's R Square ranging 
from .176 to .234.  However, the percentage of correct predictions ranged from 69.1% to 69.9% 
and the large chi squares far exceeded the critical value.  According to the Hosmer and 
Lemeshow goodness of fit test, the model is a much better fit than the constant only or the null 
model.   
Two variables were found to be significantly positively related to STEM credentials 
earned for all three cohorts (high school GPA and ACT math Score) and one variable was 
significantly positively related to STEM credentials earned for two cohorts (gender).  In addition, 
two race variables were inversely related to STEM credentials earned for one cohort (Asian and 
Black) and one variable was inversely related to STEM Credentials Earned for two cohorts 
(remedial status).  All other variables were not statistically significant.  Of these six variables, 
three were considered human capital variables and three were considered as demographic 
variables.  Of the three positive variables, two were human capital variables.   
Tables 25 and 26 below provide a summary of the significant variables. 
Table 25 
 
Variables with Significant Positive Relationships 
Variable Cohort Sig. Exp(B) Lower Upper Effect Size 
Percent  
of Change 
High School GPA 2006 Fall .000 4.002 2.815 5.690 3.002 300.2% 
2007 Fall .000 5.311 3.753 7.514 4.311 431.1% 
2008 Fall .000 3.940 2.851 5.445 2.940 294.0% 
ACT Math 2006 Fall .000 1.128 1.081 1.177 0.128 12.8% 
2007 Fall .000 1.097 1.053 1.143 0.097 9.7% 
2008 Fall .000 1.081 1.040 1.125 0.081 8.1% 
Gender 2007 Fall .000 2.016 1.565 2.598 1.016 101.6% 
2008 Fall .006 1.404 1.102 1.790 0.404 40.4% 
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Table 26 
 
Variables with Significant Inverse Relationships 
Variable Cohort Sig. Exp(B) Lower Upper Effect Size 
Percent  
of Change 
Remedial Status 2007 Fall .000 .464 .303 .710 0.536 53.6% 
2008 Fall .008 .561 .366 .859 0.439 43.9% 
Race Asian 2006 Fall .049 .468 .219 .996 0.532 53.2% 
Race Black 2006 Fall .001 .489 .322 .744 0.511 51.1% 
 
In relation to effect size and percent of change, the “. . .  distance of eBi from 1 indicates 
the size of the effect . . .  The percentage of change (%∆) in the odds ratio that is associated with 
a one-unit increase in the raw score can be obtained as follows: %∆ = (eBi – 1) X 100” (Warner, 
2013, p. 1021).  The variable high school GPA had the largest effect size of all variables.   
In summary, out of five human capital variables (high school GPA, ACT math, ACT 
English, ACT reading, and remedial status) three were statistically significant a total of eight 
times (three times each for high school GPA and ACT math) and twice for remedial status.  High 
school GPA and ACT math had positive relationships with STEM Credentials whereas remedial 
status had an inverse relationship.  For the demographic variables, out of three variables (gender, 
race/ethnicity, and age), one variable was statistically significant for two cohorts (gender) and 
one variable (race/ethnicity) had inverse relationships for two dummies (once each for Asian and 
Black).  The variable with the strongest positive relationship and the largest effect size with 
STEM credentials earned was clearly high school GPA with a very large effect size.   
Overall, while all human capital variables were not found to be statistically significant, 
more human capital variables than demographic variables were significant and more had positive 
relationships than inverse relationships.   
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CHAPTER FIVE:  DISCUSSION, CONCLUSIONS, AND RECOMMENDATIONS 
Discussion 
Strongest Predictors 
Two predictors were positively related to STEM credentials earned for each cohort: high 
school GPA and the ACT math score.  This indicates that for first-time entering freshmen, the 
academic skills gained at the high school level and before are important determinants in their 
success at the collegiate level for the STEM fields.  Without significant academic skills, it is 
difficult for students to perform satisfactorily in college when involved in the STEM fields.  
Since STEM stands for Science, Technology, Engineering, and Math, it is logical that the 
students with the better math skills will outperform students that lack in those skills.  High 
school GPA can be considered as an overall measure of academic capability—thus, the more 
capable students perform better in the STEM fields.  Also, math skills are apparently important, 
as significant math skills can be required for students majoring in science, math, engineering, 
and computer science—math skills are fundamental for many of these subjects.   
This finding about high school GPA and ACT scores are consistent with the literature.   
Despite differences in course content and grading criteria, high school GPA is a stronger 
predictor of university GPA than is either the SAT or the ACT.  All three measures have 
been found to explain independent variation in GPA (Bridgeman et al., 2004; Ramist et 
al. , 2001), collectively accounting for approximately 25% of the variance (Mathiasen, 
1984; Mouw & Khanna, 1993; Robbins et al., 2004).  Hence, substantial variance is 
unexplained.  (Richardson et al., 2012, p. 354) 
GPA is a common valid measure of students’ academic performance.  “. . .  GPA is the 
most widely studied measure of tertiary academic performance . . .” (Richardson et al., 2012, p. 
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354).  High school GPA, ACT scores, and SAT scores have been found to be very strong 
predictors of success as they are documented to be highly related to intelligence (ACT.org, 2014; 
College Board.org, 2014; Richardson et al., 2012) and intelligence and aptitude have been 
measured using high school GPA, ACT, and SAT scores (Bridgeman et al., 2004; Dorans et al., 
1997; Frey & Detterman, 2004; Mathiasen, 1984; Mouw & Khanna, 1993; Peers & Johnston, 
1994; Ramist, Lewis, & McCamley-Jenkins, 2001; Raven et al., 1998; Richardson et al., 2012; 
Robbins et al., 2004).  Math skills and high school GPA were important predictors of success for 
students in engineering programs (Tyson, 2011).   
It is interesting to note that the ACT English and ACT Reading scores were not 
significant.  This implies that English and reading skills are not as important as math skills and 
overall academic capabilities for the STEM fields.  These predictors achieved odds ratios of very 
close to 1.000 and even exceeding 1.000 (English 1.004, 1.001, and .993; Reading .978, .999, 
and 1.003).  However, the significance levels were unsatisfactory (.728 was the best p value for 
English and .235 the best p value for Reading).  Certainly, strong English and Reading skills are 
important for success in college, but are apparently not strong predictors of success in the STEM 
fields.   
The logistic regression data for high school GPA and ACT Math Score are below.  High 
school GPA had a strong odds ratio, very low significance level (p < .001), and a very strong 
effect size.  Whereas ACT Math had an odds ratio slightly over 1.000, a very low significance 
level (p < .001), and a very low-to-small effect size.  The ACT math scores have a predictable 
effect, but not a large one,  whereas predictive capability of high school GPA is substantial.  
[Effect size uses the rule of thumb of .20 (small effect size), .50 (medium effect size), and .80 
(large effect size)]  (Howell, 2011).   
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Table 27 
 
Variables with Significant Positive Relationships for All Cohorts 
Variable Cohort Sig. Exp(B) Lower Upper Effect Size 
Percent  
of Change 
High School GPA 2006 Fall .000 4.002 2.815 5.690 3.002 300.2% 
2007 Fall .000 5.311 3.753 7.514 4.311 431.1% 
2008 Fall .000 3.940 2.851 5.445 2.940 294.0% 
ACT Math 2006 Fall .000 1.128 1.081 1.177 0.128 12.8% 
2007 Fall .000 1.097 1.053 1.143 0.097 9.7% 
2008 Fall .000 1.081 1.040 1.125 0.081 8.1% 
 
Both of these predictors represent human capital factors, as they represent skills gained 
prior to entering college.   
Secondary Predictors 
Two variables can be considered as a secondary predictors as they were significant for 
two of three cohorts.  These variables were gender and remedial status.  Gender had a positive 
relationship with STEM credentials earned with odds ratios from 1.404 to over 2.00, low 
significance levels (p < .05), and medium-to-strong effect size.  In this case, male students 
tended to achieve STEM credentials more frequently than female students.  This is consistent 
with the literature, especially in relation to the STEM gender gap (Gayles & Ampaw, 2014; 
Heilbronner, 2013)   
Table 28 
 
Variables with Significant Relationships for Two Cohorts 
Variable Cohort Sig. Exp(B) Lower Upper Effect Size 
Percent 
of Change 
Gender 2007 Fall .000 2.016 1.565 2.598 1.016 101.6% 
2008 Fall .006 1.404 1.102 1.790 0.404 40.4% 
Remedial Status 2007 Fall .000 .464 .303 .710 0.536 53.6% 
2008 Fall .008 .561 .366 .859 0.439 43.9% 
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Remedial status was inversely related to STEM Credentials, meaning that as more 
students needed remediation, there was less chance of them completing a STEM credential.  
Remedial status was significant for two of three cohorts, had inverse odds ratios, had low 
significance (p < .05), and had medium effect sizes.  This finding is consistent with the literature 
(Bisk, 2013; Fouad et al., 2010; Ohio Board of Regents, 2006).   
While the two variables of gender and remedial status were not significant for all three 
cohorts, they do seem to have some predictive capabilities.   
Other Predictors 
Two other variables were significant for one of three cohorts.  These were the race 
variables of Asian and Black.  Both of these variables had inverse relationships meaning that as 
the number of these students increased the less the chance of them completing a STEM 
credential.  Both variables had low significance (p < .05) and medium effect sizes.  However, 
since both variables were only significant one time out of three cohorts, these should only be 
considered as possible predictors or should be entirely discounted.   
Table 29 
 
Variables with Significant Relationships for One Cohort 
Variable Cohort Sig. Exp(B) Lower Upper Effect Size Percent of Change 
Race Asian 2006 Fall .049 .468 .219 .996 0.532 53.2% 
Race Black 2006 Fall .001 .489 .322 .744 0.511 51.1% 
 
Summary of Predictors 
A total of six variables were found to be have significant relationships with STEM 
credentials earned.  The below table summarizes the results of the significant variables.  Overall, 
two variables were positively related to STEM credentials earned for all three cohorts: high 
school GPA and the ACT math score.  However, the ACT math score effect size was relatively 
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small, whereas the effect size for high school GPA was quite strong.  Gender and remedial status 
was significant for two of three cohorts but one was positive (gender) and one was inverse 
(remedial status) with both having medium effect sizes.  The remaining two variables (Race: 
Asian and Black) had inverse relationships and medium effect sizes, but for only one of three 
cohorts.   
Overall, the human capital variables had three total significant variables: two that were 
significant every time with positive relationships and one that was inversely significant for two 
of three cohorts.  The demographic variables had one variable that was positively related for two 
of three cohorts and two variables that were inversely related for one of three cohorts.  It is 
obvious from this analysis that the human capital variables are greater predictors of earning 
STEM credentials than the demographic variables.  This finding has several ramifications. 
Table 30 
 
Summary of Significant Variables 
Variable Type Direction Cohorts 
High School GPA Human Capital Positive 3 of 3 
ACT Math Score Human Capital Positive 3 of 3 
Gender Demographic Positive 2 of 3 
Remedial Status Human Capital Inverse 2 of 3 
Race: Asian Demographic Inverse 1 of 3 
Race: Black Demographic Inverse 1 of 3 
 
Researchers and institutions of higher education should examine human capital or 
academic attributes of students more often than examining demographic attributes.  The student's 
academic background is very important.  If one wants to train a carpenter to build a house, 
finding a person that is experienced with carpentry tools (hammer, saw, tape rule, etc.) is 
certainly more advantageous than finding someone who has never used these tools.  The 
experienced person will usually catch on much more quickly than the inexperienced person.  
This is not to say that people with no experience with carpentry tools cannot become a 
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carpenter—they can.  However, they will have a steeper learning curve and a higher chance of 
exiting the carpentry field.  The STEM fields are fairly intensive fields of study and students 
with better academic backgrounds will typically have higher chances of success than those with 
lesser academic backgrounds.  The skills gained at lower levels can be considered as building 
blocks for obtaining higher level skills.  These academic backgrounds, or lower level building 
blocks, should be taken into account by both institutions and researchers.   
Implications 
The human capital theory is important to STEM success because it supports the well-
established psychological and human performance research suggesting that the achievement of 
academic and other goals is within the control of individual students (Ajzen, 1991; Bandura, 
1997; Baumeister & Tierney, 2011; Dweck, 2007; Halvorson, 2011; Rotter, 1966; Schwartz & 
Begley, 2002; Snyder, 2002; Weisinger & Pawlin-Fry, 2015).  If students truly desire to obtain a 
college STEM credential, then they must focus on the academic skills needed for the credential.  
Persons who bring those skills with them from high school have a much better chance of 
achieving such goal.  But students who lack such skills still have a chance, although their odds 
may be less favorable.  Their task will be to obtain such skills and increase their odds.  Some 
current research and contemporary theories emphasize the role of demographics or identity 
diversity in contributing to, influencing, or even causing academic achievement and post-
secondary attainment (Claster & Blair, 2013; Franklin, Slate, & Joyner, 2014; Hannon, 2015; 
Janmaat, 2012; Jepsen, 2008).  In regard to theories supporting demographic factors as the main 
or sole influence on or cause of major life outcomes, students are left with little hope if the 
theory holds that their demographic has little chance of success.  This is not implying that such 
studies have no value—they do.  Environment does play a significant role.  Current studies 
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emphasizing the role of neuroplasticity and mindfulness (Siegel, 2014), along with existing 
research on self-regulation, goal setting, self-efficacy, optimism, hope, and other positive 
psychological constructs and processes (Lopez & Pedrotti, 2014) demonstrate that individuals 
have a unique and powerful capacity, through the power of the mind and cognitive appraisal, to 
shape their current reality and determine what happens to them.  In short, what and how we think 
about our problems largely determines what we do about them.  The challenge comes with those 
students who do not grow up in the types of homes that tend to produce the necessary cognitive, 
psychological, and emotional skills that lead to human capital in high school and beyond.  
Economic and social forces do matter in the lives of school children, and austere environments 
do often influence students to choose less-than-ideal paths for school and life.  What, then, are 
the specific implications, or recommendations, of the current research?   
Are the only options for students in the wrong demographic to either change their major 
or fail?  No, such students must realize that they must obtain these “building block” skills before 
achieving success in their chosen field.  This may require dedication, perseverance, and a strong 
work ethic to overcome their lack of skills and experience.  With strenuous application, such 
“building block” skills can be obtained allowing them to continue on their chosen career path.  
However, if such “building block” skills are not obtained, then their resulting options will be to 
change their major or exit the STEM field.   
Recommendations 
Practice 
If institutions of higher education desire to increase the number of STEM credentials 
awarded, their admission standards should focus on human capital or academic attributes, 
especially high school GPA.  Should institutions of higher education consider altering admission 
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requirements for STEM students?  The answer to this question depends on the institution and its 
mission.  If the institution is a research university with a special focus on the STEM fields, then 
the answer is “yes,” they should consider reviewing their admission requirements and 
specifically reviewing their human capital or academic focus.  If the institution has a focus on 
open access, then the answer would probably be “no.”  If the institution is somewhere between 
these two extremes, then the answer is up to the institution and its interest in the STEM fields.  
Human capital theory holds that students with more knowledge, skills, and abilities (KSAs) will, 
on average, outperform students with lesser KSAs.  This has generally been shown to be the case 
in this study for STEM students.  Human capital theory holds that this is true in any field of 
study.   
But how can institutions attract and recruit more capable STEM students?  Many options 
are available for positively impacting STEM recruitment.  (a) Conduct special fund raising 
efforts to develop scholarships programs reserved for STEM students only.  (b) Since many 
STEM-capable students go into other fields because of future salary potential (Lowell et al., 
2009), develop hybrid academic programs that cross both STEM and non-STEM fields with 
emphasis on business, healthcare, and law.  Such hybrid programs could include the STEM 
component as either the major or minor field of study.  (c) Since smaller class size has been 
shown to impact STEM performance (Dynarski et al., 2013; Pirog, 2013), reduce the average 
class size for STEM courses.  (d) Develop working and consultative relationships with area high 
schools to: solve the remedial problem so that students come to college better prepared; and to 
build advanced mathematics and science programs at the high schools as success in courses such 
as Physics I, Calculus II, and Calculus III has been shown to be indicative of STEM success 
(Gayles & Ampaw, 2014; Tyson, 2011).  (e) Develop a specific and special STEM environment 
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on campus so that students have a sense of being part of the STEM community with a sense of 
STEM identity (Graham et al., 2013; Jackson, 2013) which should include opportunities for 
undergraduate research (Schwartz, 2012).  (f) Develop initiatives to identify and address why 
minorities and females drop out of STEM programs (Soldner et al., 2012).   
In addition, educational researchers should focus more on the KSAs and related attributes 
of students when researching educational attainment in STEM and other fields.  While 
demographic factors have been popular in the past for such studies, many other factors are very 
worthy of consideration.  Specific grades achieved in high school for certain courses (such as 
biology, chemistry, algebra, trigonometry, etc.) could be worthwhile.  The psycho-social factors 
mentioned earlier have merit although such factors are somewhat difficult to obtain and quantify.  
Factors relating to work ethic such as study time, research time, quantity of homework, 
homework grades, time management, and other similar factors could be worthwhile.  The idea is 
to look at the lower level skills as the building blocks for enhancing capability for the higher 
level skills.  If the student has the lower level skills they improve their chances for obtaining the 
higher level skills.   
Policy 
In addition, this study has implications for governmental statistics.  Many state and 
federal government agencies provide numerous higher education statistics based on a variety of 
demographics, especially gender and race/ethnicity.  Such statistics should now take a secondary 
or even tertiary role in explaining the success, or lack thereof, of higher education students and 
institutions in the STEM fields.   
State education agencies could assist with STEM recruitment through an annual 
assessment of students.  Since many state K-12 departments of education maintain a central 
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database of student course history, an evaluation of course grades, along with other assessments, 
for each student could provide guidance to the student and serve as recruitment tool for 
institutions of higher education.  The K-12 department could work with the state department of 
higher education to identify STEM courses taken in high school and calculate a STEM score or 
index.  Such score or index should include any standardized testing taken during high school 
(ACT, Compass, Plan, Explore, PSAT, SAT, etc.).  Such an index would be provided to the 
student annually, along with information about average income of a variety of occupations, 
including STEM occupations.  This would assist the student in two areas: as guidance counseling 
for what fields to consider in college after graduation, and in addressing student shortcomings for 
desired future plans (since it is intended to be an annual assessment report provided to the 
student and parents, the student could take corrective action before graduation).  Such scores or 
indexes could also be shared with institutions of higher education in the state, with parental 
permission, for recruitment purposes.  Such an annual assessment could be very valuable to both 
the student (in seeking scholarships), to higher education institutions (for recruitment purposes), 
and the state (in keeping the best and brightest students in the state and potentially increasing the 
number of minorities and females in the STEM fields).   
Future Research 
Studies similar to this should be conducted in other states using human capital, 
demographic, and other available variables.  This study was conducted using the official state 
database on college student enrollment as maintained by the Arkansas Department of Human 
Services.  Many other states have similar databases.  Other states should conduct similar studies 
to validate and verify the findings of this study.   
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The discovery of additional variables should be explored in relation to STEM 
completion.  This may include psycho-social variables including such items as personality traits 
and work ethic.  Work ethic seems to be somewhat related to human capital theory in that in 
order to gain human capital KSAs, students would benefit from a strong work ethic.  In fact, the 
Protestant work ethic may have been mistaken for human capital attributes (Becker & 
Woessman, 2009).  Many such traits have also been related to GPA (Poropat, 2009).   
Limitations 
This study used data on students enrolled in public institutions of higher education in the 
state of Arkansas.  In addition, the student data was from three specific cohorts (the 2006 fall 
cohort was tracked through the 2011-2012 academic year, the 2007 fall cohort was tracked 
through the 2012-2013 academic year, and the 2008 fall cohort was tracked through the 2013-
2014 academic year).  Therefore, the conclusions reached herein may not relate to other states, 
and, due to potential changes in student behavior and performance, may not relate to other 
cohorts in Arkansas.   
The calculation of high school GPA and remedial status may be unique to the state of 
Arkansas and may not relate to other states with differing methods of calculation.  This is 
especially true for remedial status, as Arkansas currently uses a standard cutoff score of 19 for all 
subject matter tests of the ACT (math, English, and reading), but institutions are allowed to 
adjust this cutoff score upward as desired.  Also, the submission of ACT science scores is 
voluntary in Arkansas, implying that the use of such scores in other states could yield different 
results.   
The variables used in this study may not be comprehensive.  The predicted percentage 
correct ranged from 69.1% to 69.9%, leaving more than 30% unexplained.  This leaves ample 
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room for additional variables.  Such additional variables could include ACT science scores, 
family income or socio-economic status (SES), grades from specific high school courses, high 
school awards or designations (such as valedictorian, salutatorian, class rank, etc.), immigration 
or nativity status, family size, birth order, and a multitude of psychosocial factors.  Such other 
variables could help explain the balance of the 30%.   
Conclusions 
As mentioned previously, human capital assets are those attributes that “. . . influence 
monetary and psychic income by increasing the resources in people” (Becker, 1993, p. 11).  
Human capital resources and assets can also be considered as KSAs (knowledge, skills, and 
abilities).  People with substantial KSAs will tend to achieve, accomplish, and earn more than 
others with fewer KSAs and people with fewer KSAs will tend to achieve, accomplish, and earn 
less than others with more KSAs.   
Many of these KSAs are obtained through education and training.  “Education and 
training are the most important investments in human capital” (Becker, 1993, p. 17).  Since many 
KSAs are obtained through education and training, people that are more educated will, on 
average, earn more than those with education and vice versa:  “[I]nequality in the distribution of 
earnings and income is generally positively related to inequality in education and other training” 
(Becker, 1993, p. 12). 
In this study, the human capital variables were high school GPA, ACT math score, ACT 
English score, ACT reading score, and remedial status.  The demographic variables used in this 
study included gender, race/ethnicity (Asian, Black, Hispanic, American Indian/Alaskan, and 
White), and age.  Only two variables were significant for all three cohorts—both were human 
capital variables—with one (high school GPA) having a very strong effect size.  Two variables 
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were significant for two cohorts—one human capital variable (remedial status) and one 
demographic variable (gender).  Remedial status had an inverse relationship, as one would 
expect per human capital theory, and gender was significant as per the literature.  Two variables 
were significant for one cohort only and, therefore, should be discounted.  Four variables remain 
after discounting the last two variables (race/ethnicity: Asian and Black).  Three of these 
variables are human capital variables and one is a demographic variable.  Three of the five 
human capital variables were significant.  It is presumed that the other two human capital 
variables (ACT English score and ACT reading score) may have been significant if the study 
was not limited to the STEM fields.   
In conclusion, the study reveals that human capital attributes are indeed significant and 
important in determining the success of college students in earning STEM credentials, but not at 
the exclusion of considering demographic attributes, specifically gender.  However, it is clear 
that one human capital variable (high school GPA) is the single best predictor of all variables 
considered.  And with three of four significant variables being human capital variables, 
substantial credence is provided to the human capital theory in identifying what factors 
determine STEM credential completion.   
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Appendix B: Liberty University IRB Application 
 
IRB Application #2218 
 
I. APPLICATION INSTRUCTIONS 
• To submit a protocol, complete each section of this form and email it and any accompanying 
materials (i.e. consent forms and instruments) to irb@liberty.edu. For more information on 
what to submit and how, please see our website at: www.liberty.edu/irb. Please note that 
we can only accept our forms in Microsoft Word format.   
• In addition, please submit one signed copy of the fourth page of the protocol form, which is 
the Investigator’s Agreement. Also submit the second page if a departmental signature is 
required for your study.  Signed materials can be submitted by mail, fax (434-522-0506), or 
email (scanned document to irb@liberty.edu). Signed materials can also be submitted via 
regular mail or in person to our office: Green Hall, Suite 1837. 
• Please be sure to use the grey form fields to complete this document; do not change the 
format of the application. You are able to move quickly through the document by using the 
“Tab” key. 
• Note: Applications with the following problems will be returned immediately for 
revisions:  1) Grammar/spelling/punctuation errors, 2) A lack of professionalism 
(lack of consistency/clarity) on the application itself or any supporting documents, 3) 
Incomplete applications.  Failure to minimize these errors will cause delays in your 
processing time.  
 
II. BASIC PROTOCOL INFORMATION 
 
Protocol Title: A Predictive Correlation Study: What Human Capital and Demographic 
Factors Relate to Credential Completion for STEM Students      
       
 
Principal Investigator (PI): Rick Jenkins 
 
Professional Title:           School/Department: Liberty School of 
Education 
 
Mailing Address: 2708 River Road, Redfield, AR 72132 
 
Telephone: 870-540-9516      LU Email: rdjenkins@liberty.edu 
 
Check all that apply:  Faculty       Graduate Student    Undergraduate Student    Staff 
 
This research is for:  Class Project      Master’s Thesis    Doctoral Dissertation  
 
  Faculty Research       Other (describe):       
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Have you defended and passed your dissertation proposal?   Yes   No  N/A 
 
If no, what is your defense date?       
 
Co-Researcher(s): none      
 
Faculty Advisor: Jeffrey S. Savage, Ed.D.  
 
School/Department: Liberty University, School of Education 
 
Telephone: 517-993-8807      LU Email: jsavage2@liberty.edu 
 
 
 
Non-key Personnel: none 
 
School/Department:       
 
Telephone:            LU Email:       
 
Consultants: Dr. Gary Adams 
 
School/Department: Liberty University, School of Education 
 
Telephone: 503-460-6664      LU Email: gadamspdx@gmail.com 
 
Liberty University Participants: 
Do you intend to use LU students, staff, or faculty as participants or LU student, staff, or faculty data in 
your study?  If yes, please list the department and/or classes you hope to enlist, and the number of 
participants/data sets you would like to enroll/use. If you do not intend to use LU participants in your 
study, please indicate “no” and proceed to the section titled “Funding Source.” 
 
 No   Yes        Number of participants/data sets 
 
 
                       
Department         Class(es) 
 
In order to process your request to use LU participants, we must ensure that you have contacted the 
appropriate department and gained permission to collect data from them.  Please obtain the original 
signature of the department chair in order to verify this. 
 
            
Signature of Department Chair       Date 
 
Funding Source: If research is funded please provide the following: 
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Grant Name (or name of the funding source): none 
 
Funding Period (month/year):       
 
Grant Number:       
 
Anticipated start and completion dates for collecting and analyzing data:      Start date is as soon as 
IRB approval is obtained, hopefully early June, 2015.  Completion of data pull will take about 2-4 hours, at most a couple of 
days.  Analysis will occur over the summer months of 2015 and hopefully will be completed by July 2015. 
 
Completion of required CITI research ethics training courses:   
 
Cultural Competence in Research; Belmont Report and CITI Course Introdction; 
Assessing Risk - SBE; Informed Consent - SBE; Privacy and Confidentiality - SBE; 
Liberty University; and Students in Research         
   
                                                                                                                      10/28/2014-
10/29/2014 
Course Name          Date 
 
 
III. OTHER STUDY MATERIALS AND CONSIDERATIONS 
 
Does this project call for (more detail will be required later): 
Use of voice, video, digital, or image recordings? 
 
 Yes   No 
Participant compensation? 
 
 Yes   No 
Advertising for participants? 
 
 Yes   No 
More than minimal psychological stress? 
 
 Yes   No 
Confidential material (questionnaires, surveys, interviews, 
photos, etc.)? 
 Yes   No 
Extra costs to the participants (tests, hospitalization, etc.)?  Yes   No 
The inclusion of pregnant women? 
 
 Yes   No 
More than minimal risk? * 
 
 Yes   No 
Alcohol consumption? 
 
 Yes   No 
Waiver of Informed Consent? 
 
 Yes   No 
The use of protected health information (obtained from 
healthcare practitioners or institutions? 
 Yes   No 
VO2 Max Exercise? 
 
 Yes   No 
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The use of blood? 
 
 Yes   No 
Total amount of blood 
 
none  
Over time period (days) 
 
N/A  
The use of rDNA or Biohazardous materials? 
 
 Yes   No 
The use of human tissue or cell lines? 
 
 Yes   No 
The use of other fluids that could mask the presence of 
blood (including urine and feces)? 
 
 Yes   No 
The use of an Investigational New Drug (IND) or an 
Approved Drug for an Unapproved Use? 
 
 Yes   No 
Drug name, IND number, and company:       
The use of an Investigational Medical Device or an 
Approved Medical Device for an Unapproved Use? 
 
 Yes   No 
Device name, IDE number, and company:       
The use of Radiation or Radioisotopes? 
 
 Yes   No 
*Minimal risk is defined as “the probability and magnitude of harm or discomfort anticipated in the 
research are not greater in and of themselves than those ordinarily encountered in daily life or during the 
performance of routine physical or psychological examinations or tests.” [45 CFR 46.102(i)] 
 
IV. INVESTIGATOR AGREEMENT & SIGNATURE PAGE* 
 
BY SIGNING THIS DOCUMENT, THE INVESTIGATOR AGREES: 
1. That no participants will be recruited or entered under the protocol until the Investigator has 
received the final approval or exemption email from the chair of the Institutional Review 
Board. 
2. That no participants will be recruited or entered under the protocol until all key personnel for 
the project have been properly educated on the protocol for the study. 
3. That any modifications of the protocol or consent form will not be initiated without prior 
written approval, by email, from the IRB and the faculty advisor, except when necessary to 
eliminate immediate hazards to the participants.  
4. The PI agrees to carry out the protocol as stated in the approved application: all participants 
will be recruited and consented as stated in the protocol approved or exempted by the IRB. 
If written consent is required, all participants will be consented by signing a copy of the 
approved consent form. 
5. That any unanticipated problems involving risks to participants or others participating in the 
approved protocol, which must be in accordance with the Liberty Way (and/or the Honor 
Code) and the Confidentiality Statement, will be promptly reported in writing to the IRB. 
6. That the IRB office will be notified within 30 days of a change in the PI for the study. 
7. That the IRB office will be notified within 30 days of the completion of this study. 
8. That the PI will inform the IRB and complete all necessary reports should he/she terminate 
University Association.  
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9. To maintain records and keep informed consent documents for three years after completion 
of the project, even if the PI terminates association with the University. 
10. That he/she has access to copies of 45 CFR 46 and the Belmont Report. 
 
 
 
Principal Investigator (Printed) Principal Investigator (Signature)    Date 
 
FOR STUDENT PROPOSALS ONLY 
 
BY SIGNING THIS DOCUMENT, THE FACULTY ADVISOR AGREES: 
1. To assume responsibility for the oversight of the student’s current investigation, as outlined 
in the approved IRB application. 
2. To work with the investigator, and the Institutional Review Board, as needed, in maintaining 
compliance with this agreement. 
3. To monitor email contact between the Institutional Review Board and principle investigator. 
Faculty advisors are cced on all IRB emails to PIs.   
4. That the principal investigator is qualified to perform this study. 
5. That by signing this document you verify you have carefully read this application and 
approve of the procedures described herein, and also verify that the application 
complies with all instructions listed above.  If you have any questions, please contact our 
office (irb@liberty.edu). 
 
Dr. Jeffrey Savage             
Faculty Advisor (Printed)   Faculty Advisor (Original Signature)   Date 
 
*The Institutional Review Board reserves the right to terminate this study at any time if, in its opinion, 
(1) the risks of further experimentation are prohibitive, or (2) the above agreement is breached. 
 
V. PURPOSE  
 
1. Purpose of the Research:  Write an original, brief, non-technical description of the purpose of 
your project. Include in your description: Your research hypothesis or question, a narrative that 
explains the major constructs of your study, and how the data will advance your research 
hypothesis or question. This section should be easy to read for someone not familiar with your 
academic discipline. 
 
This is a proposed research project for the completion of a dissertation.  The purpose 
of the study is to apply human capital theory to college educational attainment for 
STEM (Science, Technology, Engineering, and Mathematics) students. More 
specifically, this quantitative predictive correlation study proposes to examine 
human capital theory and how it relates the criterion variable of college credential 
attainment to the predictor variables of high school GPA, ACT placement test 
scores, remedial status (human capital factors), gender, race/ethnicity, and age 
(demographic factors) for first-time entering (students that have never previously 
attended college) college STEM students in the state of Arkansas.  The analysis 
will be performed using logistic regression.  
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VI. PARTICIPANT INCLUSION/EXCLUSION CRITERIA 
 
1. Population: From where/whom will the data be collected?  Address each area in non-scientific 
language. Enter N/A where appropriate.  
a. Provide the inclusion criteria for the participant population—genders, age range, 
ethnic background, health status, and any other applicable information—and 
provide a rationale for targeting this population. If you are related to any or all of 
your participants, please state that fact here.  The student data will originate from the 
Student Information System Database (SISDB) as maintained by the Arkansas Department of 
Higher Education.  The data to be used includes credential completion status, high school grade 
point average, ACT test scores, remedial status, gender, race/ethnicity, and age.  Data will be 
collected from three different cohorts in which all students have a high school GPA, have ACT 
scores, have a calculated remedial status, and includes gender, race/ethnicty, and age data.  
Student race/ethnicity data will only include data from Asians, Black, Hispanics, American 
Indians/Alaska Natives, and Whites.  Credential completion is whether or not the student earned 
any undergraduate STEM credential within 6 years of beginning college. Only students expressing 
a major in a STEM field will be included. Permission has been granted by the Director of the 
Arkansas Department of Higher Education to use the data.  All student data will be de-identified to 
ensure that no student identification is allowed in accordance with FERPA regulations and IRB 
rules. Student data will be used from approximately 32 public institutions of higher education in 
Arkansas. 
b. The exclusion criteria for participants: Students not having data for high 
school grade point average, ACT test scores, remedial status, gender, 
race/ethnicity, and age will be excluded.  In addition, students having a 
race/ethnicity identified as non-resident alien or unknown will be 
excluded.  Students having a first-time entering major not in a STEM 
field will be excluded. 
c. Explain the rationale for the involvement of any special population (Examples: 
children, specific focus on ethnic populations, mentally retarded, lower socio-
economic status, prisoners). Students with STEM majors are included as the 
focus of the study is on STEM students.   
d. Provide the maximum number of participants you seek approval to enroll from all 
participant populations you intend to use and justify the sample size. You will not 
be approved to enroll a number greater than this. If, at a later time, it becomes 
apparent you need to increase your sample size, you will need to submit a change in 
protocol form. Estimates of sample size are approximately 1,500.  But in 
no event will the sample size exceed 2,500. 
e. For NIH, federal, or state-funded protocols only: Researchers sometimes believe 
their particular project is not appropriate for certain types of participants. These 
may include, for example: women, minorities, and children. If you believe your 
project should not include one or more of these groups, please provide your 
justification for their exclusion. Your justification will be reviewed according to the 
applicable NIH, federal, or state guidelines. N/A 
 
2. Types of Participants: Check all that apply: 
 
 Normal Volunteers (Age 18-65) 
 Minors (under age 18) 
 Over age 65 
 University Students 
 Active-Duty Military Personnel 
 Discharged/Retired Military Personnel 
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 Inpatients 
 Outpatients 
 Patient Controls 
 Fetuses 
 Cognitively Disabled 
 Physically Disabled 
 Pregnant Women 
 Participants Incapable of Giving Consent 
 Prisoners or Institutional Individuals 
 Other Potentially Elevated Risk Populations 
 Participants related to the researcher(s) 
 
VII. RECRUITMENT OF PARTICIPANTS 
 
1. Contacting Participants: Describe in detail how you will contact participants regarding this 
study. Please provide all materials used to contact participants in this study.  These 
materials could include letters, emails, flyers, advertisements, etc. If you will contact 
participants verbally, please provide a script that outlines what you will say to participants. 
 
Students will not be contacted at all.  Student data will be retrieved from the 
Student Information System Database as maintained by the Arkansas Department 
of Higher Education.  The Director of the Arkansas Department of Higher 
Education has granted permission to use the data.  
 
2. Location of Recruitment: Describe the location, setting, and timing of recruitment. 
 
The data is from approximately 32 students previously enrolled in public 
universities and two-year colleges in the state of Arkansas. 
 
3. Screening Procedures: Describe any screening procedures you will use when recruiting your 
participant population. 
 
All students must have data available in the Student Information System Database 
for undergraduate credential completion, high school grade point average, ACT 
test scores, remedial status, gender, race/ethnicity, and age. 
 
4. Relationships: State the relationship between the PI, faculty advisor (if applicable), and 
participants. Do any of the researchers have positions of authority over the participants 
such as grading or professional authority (e.g., the researcher is the participants’ teacher or 
principal)? If a position of authority exists, what safeguards are in place to reduce the 
likelihood of compromising the integrity of the research (e.g., addressing the conflicts in the 
consent process and/or emphasizing the pre-existing relationship will not be impacted by 
participation in the research, etc.)? 
 
None 
 
5. Safeguarding for Conflicts of Interest: Are there any relevant financial relationships? What 
safeguards are in place to reduce the likelihood of compromising the integrity of the 
161 
 
research (e.g., addressing the conflicts in the consent process and/or emphasizing the pre-
existing relationship will not be impacted by participation in the research, etc.)? 
 
None 
 
VIII. RESEARCH PROCEDURES 
 
1. Description of the Research*:  Write an original, non-technical, step-by-step description of 
what your participants will be required to do during your study and data collection process, 
including information about how long each procedure should take. Do not copy the 
abstract/entire contents of your proposal. (Describe all steps the participants will follow. 
What do the data consist of? Include a description of any media use here, justifying why it is 
necessary to use it to collect data). 
  
Scripts will be developed to retrieve the desired data from the Student Information 
System Database.  The scripts will utilize a combination of PHP scripting and SQL 
code.  The scripts will be processed retrieving the desired data from the database 
and the resulting data will be stored in spreadsheet files (Microsoft Excel) for 
storage.  The spreadsheets will be manipulated to place the data into proper 
format for analysis using SPSS software.  The data will be analyzed in SPSS using 
logistic regression along with descriptive statistics being developed.  The 
resulting files will be saved in SPSS files.   
 
Dummy codes will be developed for remedial status, gender, and race/ethnicity.   
 
Research IDs will be developed for all students to ensure a complete de-
identification of the students included in the sample.   
 
*Also, please submit one copy of all instruments, surveys, interview questions or outlines, 
observation checklists, etc. to irb@liberty.edu with this application. 
 
2. Location of the Study: Please describe the location in which the study will be conducted (Be 
specific; include city and state).   The students will be enrolled in 32 public institutions 
of higher education in Arkansas consisting of ten universities and 22 two-year 
colleges.   
 
IX. DATA ANALYSIS 
 
 Estimated number of participants to be enrolled in this protocol or sample size for 
archival data: The anticipated sample size is approximately 1,500 students in each 
cohort with no cohort exceeding 2,500.  However, actual sample size will not be 
determined until the data is retrieved.   
 Describe what will be done with the data and the resulting analysis: The data will be 
desribed using descriptive statistics and the predictive correlation will utilize 
logistic regression.  The logistic regression will be used to determine which of the 
variables (high school GPA, ACT test scores, remedial status, gender, 
race/ethnicity, and age) relate to STEM undergraduate credential completion.  
 
X. PROCESS OF OBTAINING INFORMED CONSENT 
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B. Consent Procedures: Describe in detail how you will obtain consent from participants 
and/or parents/guardians. Attach a copy of all informed consent/assent agreements. The 
IRB needs to ensure participants are properly informed and are participating in a voluntary 
manner.  Consider these areas: amount of time spent with participants, privacy, 
appropriateness of individual obtaining consent, participant comprehension of the informed 
consent procedure, and adequate setting. For a consent template and information on 
informed consent, please see our website. If you believe your project qualifies for a waiver 
of the signature requirement on the informed consent document, note that here and 
describe how you will provide participants with the informed consent document. Then go to 
section XV, and answer its questions. Student data will be retrieved from the Student 
Information System Database as maintained by the Arkansas Department of 
Higher Education.  The Director of the Arkansas Department of Higher Education 
has granted permission to use the data. 
 
C. Deception: Are there any aspects of the study kept secret from the participants (e.g. the full 
purpose of the study)? 
 
D.  No  
E.  Yes 
F. If yes, describe the deception involved and the debrief procedures. Attach a 
post-experiment debriefing statement and consent form offering 
participants the option of having the data destroyed:       
 
G. Is any deception used in the study? (Are participants given false information about any 
aspect of the study?) 
 
H.  No  
I.  Yes 
J. If yes, describe the deception involved and the debrief procedures. Attach a 
post-experiment debriefing statement and consent form offering 
participants the option of having the data destroyed:       
 
K. Will participants be debriefed? 
 
a.  No  
b.  Yes  
i. Attach a copy of your debriefing statement. If the answer to protocol 
question IX (3) is yes, then the investigator must debrief the participant.  If 
your study includes participants from a participant pool, please include a 
debrief statement. 
 
XI. WAIVER OR MODIFICATION FOR REQUIRED ELEMENTS IN INFORMED 
CONSENT PROCESS 
 
1. A waiver or modification of some or all of the required elements of informed consent is 
sometimes used in research involving deception. Some research studies also qualify for a 
waiver of the requirement to obtain informed consent. If requesting a waiver of consent, 
please address the following: 
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a. Does the research pose no more than minimal risk to participants (i.e., no more risk 
than everyday activities)? No and 
b. Will the waiver have no adverse effects on participants’ rights and welfare? No and 
c. Would the research be impracticable without the waiver? If “yes,” please explain. 
Yes and 
d. Will participant debriefing occur (i.e., will pertinent information about the study be 
reported to participants at a later date)? Please explain your response. No.  Since 
all data is being retrieved from a state database there is no need to inform 
the participating students or to seek their consent.  Student data will be 
retrieved from the Student Information System Database as maintained by 
the Arkansas Department of Higher Education.  The Director of the 
Arkansas Department of Higher Education has granted permission to use 
the data. 
 
XII. PARENTAL/GUARDIAN PERMISSION* 
 
1. Does your study require parental/guardian permission? (If your intended participants 
are under 18, parental/guardian consent is required in most cases.)  
a.  Yes 
b.  No 
2. Does your study entail greater than minimal risk, without potential for benefit? 
a.  Yes (If so, consent of both parents is required.) 
b.  No 
 
*Please refer to the Office for Human Research Protections (OHRP) regulations (45 CFR 
46.408) to determine whether your project requires parental consent and/or child assent.  
This is particularly applicable if you are conducting education research.  
XIII. ASSENT FROM CHILDREN AND WITNESS SIGNATURE 
1. Is assent required for your study? Assent is required unless the child is not capable (age, 
psychological state, sedation), or the research holds out the prospect of direct benefit that is 
only available within the context of the research.  If the consent process (full or part) is 
waived, assent may be also.  See our website for this information. 
a.  Yes 
b.  No 
 
2. Please attach assent document(s) to this application. 
 
XIV. CHECKLIST OF INFORMED CONSENT/ASSENT  
 
1. Attach a copy of all informed consent/assent documents. Please see our Informed 
Consent materials and utilize our informed consent template to develop your document.  
 
XV.     WAIVER OF SIGNED INFORMED CONSENT DOCUMENT 
 
1. A waiver of signed consent is sometimes used in anonymous surveys or research involving 
secondary data. This does not eliminate the need for a consent document, but it does 
eliminate the need for a signature(s).  If you are requesting a waiver of signed consent, 
please address the following (yes or no): 
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a. Would the signed consent form be the only record linking the participant and the 
research? N/A and 
b. Does a breach of confidentiality constitute the principal risk to participants? N/A 
or 
c. Does the research pose no more than minimal risk to participants (i.e., no more risk 
than everyday activities)?   Yes and 
d. Does the research exclude any activities that would require signed consent in a non-
research context? Yes 
e. Will you provide the participants with a written statement about the research (i.e., 
an information sheet that contains all the elements of the consent form but without 
the signature lines)? No 
 
XVI. PARTICIPANT PRIVACY AND CONFIDENTIALITY 
 
1. Privacy: Describe what steps you will take to protect the privacy of your participants. Privacy 
refers to persons and their interest in controlling access to their information. All student 
information retrieved from the Student Information System Database as 
maintained by the Arkansas Department of Higher Education will be fully de-
identified to ensure compliance with FERPA regulations and IRB rules.  
 
2. Confidentiality: Please describe how you will protect the confidentiality of your participants. 
Confidentiality refers to agreements with the participant about how data are to be handled.  
Indicate whether the data are archival, anonymous, confidential, or confidentiality not 
assured and then provide the additional information requested in each section. The IRB 
asks that if it is possible for you to collect your data anonymously (i.e. without collecting the 
participants’ identifiable information), please construct your study in this manner.  Data 
collection in which the participant is not identifiable (i.e. anonymous) can be exempted in 
most cases.  
 
a. Are the data archival (e.g. data already collected for another purpose)?* 
i.  Yes (please answer b-e below) 
ii.  No (please skip to 3) 
 
*Please note: if your study only includes archival data, answer no to 2-b, 2-c, 2-d, and leave 2-e 
blank. 
 
b. Are the data publicly accessible?  
i.  Yes (Please answer below) 
1. Please provide the location of the publicly accessible data (website, etc.).  
       
ii.  No (Please answer below) 
1. Please describe how you will obtain access to this data and provide the 
committee with proof of permission to access the data.  Permission 
has been granted to use the data in the Student Information 
System Database by the Director of the Arkansas Department 
of Higher Education. 
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c. Will you receive the data stripped of identifying information, including names, postal 
addresses, telephone numbers, email addresses, social security numbers, medical 
record numbers, birth dates, etc.? 
i.  Yes (see below) 
1. Please describe who will link and strip the data. Please note that this 
person should have regular access to the data and he or she should 
be a neutral third party not involved in the study. Rick Jenkins, the 
principal investigator 
The PHP code will strip the data of identification.  I will copy the results of the PHP code 
into Excel files.  Therefore, I will be receiving stripped “non-identifiable” data. 
ii.  No (see below) 
1. If no, please describe what data will remain identifiable and why this 
information will not be removed.       
 
d. Can the names of the participants be deduced from the data set? 
i.  Yes (see below) 
1. Please describe.       
 
ii.  No  
1. Initial the following: I will not attempt to deduce the identity of the 
participants in  
this study:       
 
e. Please provide the list of data fields you intend to use for your analysis and/or 
provide the original instruments used in the study.     
 
3. Are the data you will collect anonymous? (Data do not contain identifying information 
including names, postal addresses, telephone numbers, email addresses, social security 
numbers, medical record numbers, birth dates, etc., and cannot be linked to identifying 
information by use of codes or other means. If you are recording the participant on audio or 
videotape, etc., this is not considered anonymous data). 
a.  Yes (see below) 
i. Describe the process you will use to collect the data to ensure that it is 
anonymous.  All data retrieved from the Student Information System 
database will be de-identified to ensure confidentiality and 
compliance with FERPA regulations and IRB rules. 
b.  No     
 
4. Can the names of the participants be deduced from the data?* 
a.  Yes (see below) 
i. Please describe:       
b.  No  
     
*If you agree to the following, please type your initials: I will not attempt to deduce the identity of 
the participants in the study: RJ 
 
5. Will your data contain identifying information and/or be linked to identifying information by 
use of codes or other means? Please note that if you will use participant data (such as photos, 
videos, etc.) for presentations beyond data analysis for the research study (classroom 
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presentations, library archive, conference presentations, etc.) you will need to provide a 
materials release form to the participant. 
a.  Yes (see below)  
i. Please describe the process you will use to collect the data and to ensure the 
confidentiality of the participants. Verify that the list linking codes to personal 
identifiers will be kept secure and separate from the data by stating where it 
will be kept and who will have access to the data and linking codes.        
b.  No  
 
6. Will you handle and store the data in such a way as to prevent a breach in 
confidentiality? Please note that if you will use participant data (such as photos, videos, 
etc.) for presentations beyond analysis for the research study (classroom presentations, 
library archive, conference presentations, etc.) you need to provide a materials release form 
to the participant. 
a.  Yes (see below)  
b.  No (see below) 
i. Please describe why confidentiality will not be assured.        
 
7. Please describe how you will maintain confidentiality of the data collected in your 
study. This includes how you will keep your data secure (i.e. password protection, locked 
files), who will have access to the data, and methods for destroying the data once the three 
year time period for maintaining your data is up.   All data used for the study will be 
maintained on the personal computer of the principal investigator during 
the course of the study using a detachable external hard-drive.  When is 
external hard-drive is not in use, it will not be connected to the researcher's 
personal computer.  No one will have access to the detachable external 
hard-drive other than the principal investigator.  Once the study is 
complete, the data will be removed from the detachable external hard-drive 
and burned to CD/DVD for storage purposes.  No one will be provided 
access to the data other than the principal investigator.  In addition, all files 
containing the raw data will be password protected. 
 
8. Media Use: If you answer yes to any question below, in question VI (1), Description of 
Research, please provide a description of how the media will be used and justify why it is 
necessary to use the media to collect data.  Include a description in the Informed Consent 
document under “What you will do in the study.” 
a. Will the participant be audio recorded?       Yes   No 
b. Will the participant be video recorded?     Yes   No 
c. Will the participant be photographed?         Yes   No 
d. Will the participant be audio recorded, video recorded, or photographed without 
their knowledge?          Yes   No 
e. If yes, please describe the deception and the debriefing procedures: Attach a post-
experiment debriefing statement and a post-deception consent form offering 
participants the option of having their tape/photograph destroyed.       
f. If a participant withdraws from a study, how will you withdraw them from the 
audiotape, videotape, or photograph?       
i. Please add the heading How to Withdraw from the Study on the informed 
consent document and include a description of the removal procedures. 
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       *Please note that all research-related data must be stored for a minimum of three years after 
the end date of the study, as required by federal regulations. 
 
XVII. PARTICIPANT COMPENSATION 
 
1. Describe any compensation that participants will receive. Please note that Liberty University 
Business Office policies might affect how you compensate participants. Please contact your 
department’s business office to ensure your compensation procedures are allowable by these 
policies. None 
 
XVIII. PARTICIPANT RISKS AND BENEFITS 
 
Risks: There are always risks associated with research. If the research is minimal risk, which is no 
greater that every day activities, then please describe this fact.  Minimal risk only 
Describe the risks to participants and steps that will be taken to minimize those risks.  Risks 
can be physical, psychological, economic, social, legal, etc.        
Where appropriate, describe any alternative procedures or treatments that might be 
advantageous to the participants.        
Describe provisions for ensuring necessary medical or professional intervention in the event 
of adverse effects to participants or additional resources for participants.       
2. Benefits: Describe the possible direct benefits to the participants. If there are no direct benefits, 
please state this fact. No direct benedits 
a. Describe the possible benefits to society. In other words, how will doing this project be a 
positive contribution and for whom (keep in mind benefits may be to society, the 
knowledge base of this area, etc.)? The study will add to the body of literature on 
the factors affecting educational attainment, expecially STEM educational 
attainment.  The study has the potential to identify factors that relate to the 
successful completion of STEM undergraduate credentials and, thereby, 
postively impact on STEM credential completion leading to an increase of 
STEM graduates. 
3. Investigator’s evaluation of the risk-benefit ratio: Please explain why you believe this study is 
still worth doing even with any identified risks. The risk to student participants is 
minimal.  Even if the data was stolen the data will be de-identified thereby making 
it useless to identity thieves.  But the potential benefit of identifying attributes of 
students entering college and completing STEM credentials is significant.  The 
existing literature details a significant shortage of STEM graduates for both the 
present and the future.  The study has the potential to increase the number of 
STEM graduates, especially in the state of Arkansas, to satisfy the present and 
future need.  
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Appendix D: List of ICE STEM Codes 
 
2012 STEM-Designated Degree Program List 
(ICE.gov, Retrieved from 
http://www.ice.gov/sites/default/files/documents/Document/2014/stem-list.pdf) 
 
2010 CIP CIP Code Title 
01.0308  Agroecology and Sustainable Agriculture. 
01.0901  Animal Sciences, General 
01.0902  Agricultural Animal Breeding 
01.0903  Animal Health 
01.0904  Animal Nutrition 
01.0905  Dairy Science 
01.0906  Livestock Management 
01.0907  Poultry Science 
01.0999  Animal Sciences, Other. 
01.1001  Food Science 
01.1002  Food Technology and Processing 
01.1099  Food Science and Technology, Other. 
01.1101  Plant Sciences, General 
01.1102  Agronomy and Crop Science 
01.1103  Horticultural Science 
01.1104  Agricultural and Horticultural Plant Breeding 
01.1105  Plant Protection and Integrated Pest Management 
01.1106  Range Science and Management 
01.1199  Plant Sciences, Other. 
01.1201  Soil Science and Agronomy, General 
01.1202  Soil Chemistry and Physics 
01.1203  Soil Microbiology 
01.1299  Soil Sciences, Other. 
03.0101  Natural Resources/Conservation, General. 
03.0103  Environmental Studies. 
03.0104  Environmental Science 
03.0199  Natural Resources Conservation and Research, Other. 
03.0205  Water, Wetlands, and Marine Resources Management. 
03.0502  Forest Sciences and Biology 
03.0508  Urban Forestry. 
03.0509  Wood Science and Wood Products/Pulp and Paper Technology 
03.0601  Wildlife, Fish and Wildlands Science and Management. 
04.0902  Architectural and Building Sciences/Technology. 
09.0702  Digital Communication and Media/Multimedia 
10.0304  Animation, Interactive Technology, Video Graphics and Special Effects 
11.0101  Computer and Information Sciences, General 
11.0102  Artificial Intelligence 
11.0103  Information Technology 
11.0104  Informatics 
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11.0199  Computer and Information Sciences, Other. 
11.0201  Computer Programming/Programmer, General 
11.0202  Computer Programming, Specific Applications 
11.0203  Computer Programming, Vendor/Product Certification 
11.0299  Computer Programming, Other. 
11.0301  Data Processing and Data Processing Technology/Technician 
11.0401  Information Science/Studies 
11.0501  Computer Systems Analysis/Analyst 
11.0701  Computer Science 
11.0801  Web Page, Digital/Multimedia and Information Resources Design 
11.0802  Data Modeling/Warehousing and Database Administration 
11.0803  Computer Graphics 
11.0804  Modeling, Virtual Environments and Simulation 
11.0899  Computer Software and Media Applications, Other. 
11.0901  Computer Systems Networking and Telecommunications 
11.1001  Network and System Administration/Administrator 
11.1002  System, Networking, and LAN/WAN Management/Manager 
11.1003  Computer and Information Systems Security/Information Assurance 
11.1004  Web/Multimedia Management and Webmaster 
11.1005  Information Technology Project Management 
11.1006  Computer Support Specialist 
11.1099  Computer/Information Technology Services Administration and Management, 
Other. 
13.0501  Educational/Instructional Technology. 
13.0601  Educational Evaluation and Research. 
13.0603  Educational Statistics and Research Methods 
14.0101  Engineering, General 
14.0102  Pre-Engineering 
14.0201  Aerospace, Aeronautical and Astronautical/Space Engineering 
14.0301  Agricultural Engineering 
14.0401  Architectural Engineering 
14.0501  Bioengineering and Biomedical Engineering 
14.0601  Ceramic Sciences and Engineering 
14.0701  Chemical Engineering 
14.0702  Chemical and Biomolecular Engineering 
14.0799  Chemical Engineering, Other. 
14.0801  Civil Engineering, General 
14.0802  Geotechnical and Geoenvironmental Engineering 
14.0803  Structural Engineering 
14.0804  Transportation and Highway Engineering 
14.0805  Water Resources Engineering 
14.0899  Civil Engineering, Other. 
14.0901  Computer Engineering, General 
14.0902  Computer Hardware Engineering 
14.0903  Computer Software Engineering 
14.0999  Computer Engineering, Other. 
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14.1001  Electrical and Electronics Engineering 
14.1003  Laser and Optical Engineering 
14.1004  Telecommunications Engineering 
14.1099  Electrical, Electronics and Communications Engineering, Other. 
14.1101  Engineering Mechanics 
14.1201  Engineering Physics/Applied Physics 
14.1301  Engineering Science 
14.1401  Environmental/Environmental Health Engineering 
14.1801  Materials Engineering 
14.1901  Mechanical Engineering 
14.2001  Metallurgical Engineering 
14.2101  Mining and Mineral Engineering 
14.2201  Naval Architecture and Marine Engineering 
14.2301  Nuclear Engineering 
14.2401  Ocean Engineering 
14.2501  Petroleum Engineering 
14.2701  Systems Engineering 
14.2801  Textile Sciences and Engineering 
14.3201  Polymer/Plastics Engineering 
14.3301  Construction Engineering 
14.3401  Forest Engineering 
14.3501  Industrial Engineering 
14.3601  Manufacturing Engineering 
14.3701  Operations Research 
14.3801  Surveying Engineering 
14.3901 Geological/Geophysical Engineering 
14.4001  Paper Science and Engineering 
14.4101  Electromechanical Engineering 
14.4201  Mechatronics, Robotics, and Automation Engineering 
14.4301  Biochemical Engineering 
14.4401  Engineering Chemistry 
14.4501  Biological/Biosystems Engineering 
14.9999  Engineering, Other. 
15.0000 Engineering Technology, General 
15.0101  Architectural Engineering Technology/Technician 
15.0201  Civil Engineering Technology/Technician 
15.0303  Electrical, Electronic and Communications Engineering Technology/Technician 
15.0304  Laser and Optical Technology/Technician 
15.0305  Telecommunications Technology/Technician 
15.0306  Integrated Circuit Design 
15.0399  Electrical and Electronic Engineering Technologies/Technicians, Other. 
15.0401  Biomedical Technology/Technician 
15.0403  Electromechanical Technology/Electromechanical Engineering Technology 
15.0404  Instrumentation Technology/Technician 
15.0405  Robotics Technology/Technician 
15.0406  Automation Engineer Technology/Technician 
172 
 
15.0499  Electromechanical and Instrumentation and Maintenance 
Technologies/Technicians, Other. 
15.0501  Heating, Ventilation, Air Conditioning and Refrigeration Engineering 
Technology/Technician 
15.0503  Energy Management and Systems Technology/Technician 
15.0505  Solar Energy Technology/Technician. 
15.0506  Water Quality and Wastewater Treatment Management and Recycling 
Technology/Technician 
15.0507  Environmental Engineering Technology/Environmental Technology 
15.0508  Hazardous Materials Management and Waste Technology/Technician 
15.0599  Environmental Control Technologies/Technicians, Other. 
15.0607  Plastics and Polymer Engineering Technology/Technician 
15.0611  Metallurgical Technology/Technician 
15.0612  Industrial Technology/Technician 
15.0613  Manufacturing Engineering Technology/Technician 
15.0614  Welding Engineering Technology/Technician 
15.0615  Chemical Engineering Technology/Technician 
15.0616  Semiconductor Manufacturing Technology 
15.0699  Industrial Production Technologies/Technicians, Other. 
15.0701  Occupational Safety and Health Technology/Technician 
15.0702  Quality Control Technology/Technician 
15.0703  Industrial Safety Technology/Technician 
15.0704  Hazardous Materials Information Systems Technology/Technician 
15.0799  Quality Control and Safety Technologies/Technicians, Other. 
15.0801  Aeronautical/Aerospace Engineering Technology/Technician 
15.0803  Automotive Engineering Technology/Technician 
15.0805  Mechanical Engineering/Mechanical Technology/Technician 
15.0899  Mechanical Engineering Related Technologies/Technicians, Other. 
15.0901  Mining Technology/Technician 
15.0903  Petroleum Technology/Technician 
15.0999  Mining and Petroleum Technologies/Technicians, Other. 
15.1001  Construction Engineering Technology/Technician 
15.1102  Surveying Technology/Surveying 
15.1103  Hydraulics and Fluid Power Technology/Technician 
15.1199  Engineering-Related Technologies, Other. 
15.1201  Computer Engineering Technology/Technician 
15.1202  Computer Technology/Computer Systems Technology 
15.1203  Computer Hardware Technology/Technician 
15.1204  Computer Software Technology/Technician 
15.1299  Computer Engineering Technologies/Technicians, Other. 
15.1301  Drafting and Design Technology/Technician, General 
15.1302  CAD/CADD Drafting and/or Design Technology/Technician 
15.1303  Architectural Drafting and Architectural CAD/CADD 
15.1304  Civil Drafting and Civil Engineering CAD/CADD 
15.1305  Electrical/Electronics Drafting and Electrical/Electronics CAD/CADD 
15.1306  Mechanical Drafting and Mechanical Drafting CAD/CADD 
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15.1399  Drafting/Design Engineering Technologies/Technicians, Other. 
15.1401  Nuclear Engineering Technology/Technician 
15.1501  Engineering/Industrial Management 
15.1502  Engineering Design 
15.1503  Packaging Science 
15.1599  Engineering-Related Fields, Other. 
15.1601  Nanotechnology 
15.9999  Engineering Technologies and Engineering-Related Fields, Other. 
26.0101  Biology/Biological Sciences, General 
26.0102  Biomedical Sciences, General 
26.0202  Biochemistry 
26.0203  Biophysics 
26.0204  Molecular Biology 
26.0205  Molecular Biochemistry 
26.0206  Molecular Biophysics 
26.0207  Structural Biology 
26.0208  Photobiology 
26.0209  Radiation Biology/Radiobiology 
26.0210  Biochemistry and Molecular Biology 
26.0299  Biochemistry, Biophysics and Molecular Biology, Other. 
26.0301  Botany/Plant Biology 
26.0305  Plant Pathology/Phytopathology 
26.0307  Plant Physiology 
26.0308  Plant Molecular Biology 
26.0399  Botany/Plant Biology, Other. 
26.0401  Cell/Cellular Biology and Histology 
26.0403  Anatomy 
26.0404  Developmental Biology and Embryology 
26.0406  Cell/Cellular and Molecular Biology 
26.0407  Cell Biology and Anatomy 
26.0499  Cell/Cellular Biology and Anatomical Sciences, Other. 
26.0502  Microbiology, General 
26.0503  Medical Microbiology and Bacteriology 
26.0504  Virology 
26.0505  Parasitology 
26.0506  Mycology 
26.0507  Immunology 
26.0508  Microbiology and Immunology 
26.0599  Microbiological Sciences and Immunology, Other. 
26.0701  Zoology/Animal Biology 
26.0702  Entomology 
26.0707  Animal Physiology 
26.0708  Animal Behavior and Ethology 
26.0709  Wildlife Biology 
26.0799  Zoology/Animal Biology, Other. 
26.0801  Genetics, General 
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26.0802  Molecular Genetics 
26.0803  Microbial and Eukaryotic Genetics 
26.0804  Animal Genetics 
26.0805  Plant Genetics 
26.0806  Human/Medical Genetics 
26.0807  Genome Sciences/Genomics 
26.0899  Genetics, Other. 
26.0901  Physiology, General 
26.0902  Molecular Physiology 
26.0903  Cell Physiology 
26.0904  Endocrinology 
26.0905  Reproductive Biology 
26.0907  Cardiovascular Science 
26.0908  Exercise Physiology 
26.0909  Vision Science/Physiological Optics 
26.0910  Pathology/Experimental Pathology 
26.0911  Oncology and Cancer Biology 
26.0912  Aerospace Physiology and Medicine 
26.0999  Physiology, Pathology, and Related Sciences, Other. 
26.1001  Pharmacology 
26.1002  Molecular Pharmacology 
26.1003  Neuropharmacology 
26.1004  Toxicology 
26.1005  Molecular Toxicology 
26.1006  Environmental Toxicology 
26.1007  Pharmacology and Toxicology 
26.1099  Pharmacology and Toxicology, Other. 
26.1101  Biometry/Biometrics 
26.1102  Biostatistics 
26.1103  Bioinformatics 
26.1104  Computational Biology 
26.1199  Biomathematics, Bioinformatics, and Computational Biology, Other. 
26.1201  Biotechnology 
26.1301  Ecology 
26.1302  Marine Biology and Biological Oceanography 
26.1303  Evolutionary Biology 
26.1304  Aquatic Biology/Limnology 
26.1305  Environmental Biology 
26.1306  Population Biology 
26.1307  Conservation Biology 
26.1308  Systematic Biology/Biological Systematics 
26.1309  Epidemiology 
26.1310  Ecology and Evolutionary Biology 
26.1399  Ecology, Evolution, Systematics and Population Biology, Other. 
26.1401  Molecular Medicine 
26.1501  Neuroscience 
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26.1502  Neuroanatomy 
26.1503  Neurobiology and Anatomy 
26.1504  Neurobiology and Behavior 
26.1599  Neurobiology and Neurosciences, Other. 
26.9999  Biological and Biomedical Sciences, Other. 
27.0101  Mathematics, General 
27.0102  Algebra and Number Theory 
27.0103  Analysis and Functional Analysis 
27.0104  Geometry/Geometric Analysis 
27.0105  Topology and Foundations 
27.0199  Mathematics, Other. 
27.0301  Applied Mathematics, General 
27.0303  Computational Mathematics 
27.0304  Computational and Applied Mathematics 
27.0305  Financial Mathematics 
27.0306  Mathematical Biology 
27.0399  Applied Mathematics, Other. 
27.0501  Statistics, General 
27.0502  Mathematical Statistics and Probability 
27.0503  Mathematics and Statistics 
27.0599  Statistics, Other. 
27.9999  Mathematics and Statistics, Other. 
28.0501  Air Science/Airpower Studies. 
28.0502  Air and Space Operational Art and Science. 
28.0505  Naval Science and Operational Studies. 
29.0201  Intelligence, General 
29.0202  Strategic Intelligence 
29.0203  Signal/Geospatial Intelligence 
29.0204  Command & Control (C3, C4I) Systems and Operations 
29.0205  Information Operations/Joint Information Operations 
29.0206  Information/Psychological Warfare and Military Media Relations 
29.0207  Cyber/Electronic Operations and Warfare 
29.0299  Intelligence, Command Control and Information Operations, Other. 
29.0301  Combat Systems Engineering 
29.0302  Directed Energy Systems 
29.0303  Engineering Acoustics 
29.0304  Low-Observables and Stealth Technology 
29.0305  Space Systems Operations 
29.0306  Operational Oceanography 
29.0307  Undersea Warfare 
29.0399  Military Applied Sciences, Other. 
29.0401  Aerospace Ground Equipment Technology 
29.0402  Air and Space Operations Technology 
29.0403  Aircraft Armament Systems Technology 
29.0404  Explosive Ordinance/Bomb Disposal 
29.0405  Joint Command/Task Force (C3, C4I) Systems 
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29.0406  Military Information Systems Technology 
29.0407  Missile and Space Systems Technology 
29.0408  Munitions Systems/Ordinance Technology 
29.0409  Radar Communications and Systems Technology 
29.0499  Military Systems and Maintenance Technology, Other. 
29.9999  Military Technologies and Applied Sciences, Other. 
30.0101  Biological and Physical Sciences 
30.0601  Systems Science and Theory 
30.0801  Mathematics and Computer Science 
30.1001  Biopsychology 
30.1701  Behavioral Sciences. 
30.1801  Natural Sciences 
30.1901  Nutrition Sciences 
30.2501  Cognitive Science 
30.2701  Human Biology. 
30.3001  Computational Science. 
30.3101  Human Computer Interaction. 
30.3201  Marine Sciences 
30.3301  Sustainability Studies. 
40.0101  Physical Sciences 
40.0201  Astronomy 
40.0202  Astrophysics 
40.0203  Planetary Astronomy and Science 
40.0299  Astronomy and Astrophysics, Other. 
40.0401  Atmospheric Sciences and Meteorology, General 
40.0402  Atmospheric Chemistry and Climatology 
40.0403  Atmospheric Physics and Dynamics 
40.0404  Meteorology 
40.0499  Atmospheric Sciences and Meteorology, Other. 
40.0501  Chemistry, General 
40.0502  Analytical Chemistry 
40.0503  Inorganic Chemistry 
40.0504  Organic Chemistry 
40.0506  Physical Chemistry 
40.0507  Polymer Chemistry 
40.0508  Chemical Physics 
40.0509  Environmental Chemistry 
40.0510  Forensic Chemistry 
40.0511  Theoretical Chemistry 
40.0599  Chemistry, Other. 
40.0601  Geology/Earth Science, General 
40.0602  Geochemistry 
40.0603  Geophysics and Seismology 
40.0604  Paleontology 
40.0605  Hydrology and Water Resources Science 
40.0606  Geochemistry and Petrology 
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40.0607  Oceanography, Chemical and Physical 
40.0699  Geological and Earth Sciences/Geosciences, Other. 
40.0801  Physics, General 
40.0802  Atomic/Molecular Physics 
40.0804  Elementary Particle Physics 
40.0805  Plasma and High-Temperature Physics 
40.0806  Nuclear Physics 
40.0807  Optics/Optical Sciences 
40.0808  Condensed Matter and Materials Physics 
40.0809  Acoustics 
40.0810  Theoretical and Mathematical Physics 
40.0899  Physics, Other. 
40.1001  Materials Science 
40.1002  Materials Chemistry 
40.1099  Materials Sciences, Other. 
40.9999  Physical Sciences, Other. 
41.0000  Science Technologies/Technicians, General 
41.0101  Biology Technician/Biotechnology Laboratory Technician 
41.0204  Industrial Radiologic Technology/Technician 
41.0205  Nuclear/Nuclear Power Technology/Technician 
41.0299  Nuclear and Industrial Radiologic Technologies/Technicians, Other. 
41.0301  Chemical Technology/Technician 
41.0303  Chemical Process Technology 
41.0399  Physical Science Technologies/Technicians, Other. 
41.9999  Science Technologies/Technicians, Other. 
42.2701  Cognitive Psychology and Psycholinguistics 
42.2702  Comparative Psychology 
42.2703  Developmental and Child Psychology 
42.2704  Experimental Psychology 
42.2705  Personality Psychology 
42.2706  Physiological Psychology/Psychobiology 
42.2707  Social Psychology 
42.2708  Psychometrics and Quantitative Psychology 
42.2709  Psychopharmacology 
42.2799  Research and Experimental Psychology, Other. 
43.0106  Forensic Science and Technology 
43.0116  Cyber/Computer Forensics and Counterterrorism. 
45.0301  Archeology. 
45.0603  Econometrics and Quantitative Economics. 
45.0702  Geographic Information Science and Cartography 
49.0101  Aeronautics/Aviation/Aerospace Science and Technology, General. 
51.1002  Cytotechnology/Cytotechnologist. 
51.1005  Clinical Laboratory Science/Medical Technology/Technologist. 
51.1401  Medical Scientist 
51.2003  Pharmaceutics and Drug Design 
51.2004  Medicinal and Pharmaceutical Chemistry 
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51.2005  Natural Products Chemistry and Pharmacognosy 
51.2006  Clinical and Industrial Drug Development. 
51.2007  Pharmacoeconomics/Pharmaceutical Economics. 
51.2009  Industrial and Physical Pharmacy and Cosmetic Sciences. 
51.2010  Pharmaceutical Sciences. 
51.2202  Environmental Health. 
51.2205  Health/Medical Physics. 
51.2502  Veterinary Anatomy 
51.2503  Veterinary Physiology 
51.2504  Veterinary Microbiology and Immunobiology 
51.2505  Veterinary Pathology and Pathobiology 
51.2506  Veterinary Toxicology and Pharmacology 
51.2510  Veterinary Preventive Medicine Epidemiology and Public Health 
51.2511  Veterinary Infectious Diseases 
51.2706  Medical Informatics 
52.1301  Management Science 
52.1302  Business Statistics 
52.1304  Actuarial Science 
52.1399  Management Science and Quantitative Methods, Other 
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Appendix E: Copies of HTML, PHP, and SQL code to pull data from SQL database 
 
DEMOGRAPHICS REPORT 
<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN" 
"http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd"> 
<html xmlns="http://www.w3.org/1999/xhtml"> 
<head> 
<meta http-equiv="Content-Type" content="text/html; charset=iso-8859-1" /> 
<title>ADHE</title> 
<link href="../../../new_index/verd12_comp.css" rel="stylesheet" type="text/css" /> 
</head> 
 
<body> 
 
<?php 
$acadyr = $_POST['acadyr']; 
$term = $_POST['term']; 
 
echo("<h3>Cohort Demographics & ACT Test Scores</h3>"); 
echo("<p> </p>"); 
echo("<table cellspacing=0 cellpadding=0 border=1>"); 
 
echo("<tr>"); 
echo("<th colspan=20>Distinct Students for AY".$acadyr.", Term ".$term."</th>"); 
echo("</tr>"); 
 
//  ROW OF LABELS 
echo("<tr>"); 
 echo("<th>#</th>"); 
 echo("<th>Inst Type</th>"); 
 echo("<th>Institution</th>"); 
 echo("<th>Control ID</th>"); 
 echo("<th>Gender</th>"); 
 echo("<th>Age</th>"); 
 echo("<th>Race</th>"); 
 echo("<th>Attend Status</th>"); 
 echo("<th>Comp</th>"); 
 echo("<th>Math</th>"); 
 echo("<th>Engl</th>"); 
 echo("<th>Read</th>"); 
 echo("<th>HS GPA</th>"); 
 echo("<th>Gender Dmy</th>"); 
 echo("<th>Race Dmy1 (AS)</th>"); 
 echo("<th>Race Dmy2 (BL)</th>"); 
 echo("<th>Race Dmy3 (HI)</th>"); 
 echo("<th>Race Dmy4 (AI)</th>"); 
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 /*echo("<th>Race Dmy5 (NR)</th>"); 
 echo("<th>Race Dmy6 (UN)</th>"); */ 
echo("</tr>");  
 
// list of variables 
 
$query1 = "SELECT DISTINCT f.inst_type,  
f.school_abbr,  
f.fice_code,  
substring(s.ssn_id,6,4) AS ssn4,  
s.gender,  
s.age_7_1,  
s.race,  
s.attend_status,  
s.ent_exam_score,  
s.test_math,  
s.test_english,  
s.test_reading,  
s.high_school_gpa 
FROM student_table s 
JOIN fice_table f 
 ON s.fice_code = f.fice_code 
JOIN degree_fice_year_table d 
 ON s.fice_code = d.fice_code 
 AND s.academic_year = d.academic_year 
 AND s.degree_1 = d.degree_code 
JOIN stem_cip_code_table st 
 ON d.cip_2000_code = st.cip_code 
 AND d.cip_2000_detail = st.cip_detail 
WHERE f.inst_type in ('1', '2') 
AND s.academic_year = '".$acadyr."' 
AND s.term = '".$term."' 
AND st.academic_year = '2012' 
AND s.enroll_status = '01' 
AND s.attend_status = '0' 
AND s.degree_intent IN ('2', '4', '6', '7', '8') 
AND s.gender IN ('1', '2') 
AND (s.age_7_1 IS NOT NULL AND s.age_7_1 BETWEEN 1 AND 99) 
AND s.race IN ('01', '02', '03', '04', '05') 
AND s.race IS NOT NULL 
AND s.attend_status IS NOT NULL 
AND (s.ent_exam_type = '0' AND s.ent_exam_score BETWEEN 1 AND 36) 
AND (s.test_type_math = '0' AND s.test_math BETWEEN 0 AND 36) 
AND (s.test_type_english = '0' AND s.test_english BETWEEN 0 AND 36) 
AND (s.test_type_reading = '0' AND s.test_reading BETWEEN 0 AND 36) 
AND s.diploma_ged IN ('0', '4') 
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AND (s.high_school_gpa > 0 AND s.high_school_gpa IS NOT NULL) 
ORDER BY f.inst_type, f.school_abbr, f.fice_code, ssn4;"; 
 
$n = 1; 
$x = 1; 
$result1 = sqlsrv_query($conn, $query1, $params, $options); 
$num1 = sqlsrv_num_rows($result1); 
//echo($num1); 
for ($a = 0; $a < $num1; $a++) 
{ 
$line1 = sqlsrv_fetch_array($result1, SQLSRV_FETCH_ASSOC); 
$inst_type = $line1['inst_type']; 
$school_abbr = $line1['school_abbr']; 
$fice_code = $line1['fice_code']; 
$ssn4 = $line1['ssn4']; 
$gender = $line1['gender']; 
$age_7_1 = $line1['age_7_1']; 
$race = $line1['race']; 
$attend_status = $line1['attend_status']; 
$ent_exam_score = $line1['ent_exam_score']; 
$test_math = $line1['test_math']; 
$test_english = $line1['test_english']; 
$test_reading = $line1['test_reading']; 
$high_school_gpa = $line1['high_school_gpa']; 
 
echo("<tr>");            
echo("<td align=center>".$n++."</td>"); 
echo("<td align=center>".$inst_type."</td>"); 
echo("<td>".$school_abbr."</td>"); 
echo("<td>".$inst_type."-".$acadyr."-".$school_abbr."-
".str_pad($x++,5,0,STR_PAD_LEFT)."</td>"); 
if($gender == 1) 
 { echo("<td align=center>0</td>"); } 
if($gender == 2) 
 { echo("<td align=center>1</td>"); } 
echo("<td align=right>".$age_7_1."</td>"); 
if($race == 1) 
 { echo("<td align=center>Asian</td>"); } 
if($race == 2) 
 { echo("<td align=center>Black</td>"); } 
if($race == 3) 
 { echo("<td align=center>Hispanic</td>"); } 
if($race == 4) 
 { echo("<td align=center>AmerInd</td>"); } 
if($race == 5) 
 { echo("<td align=center>White</td>"); } 
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if($race == 6) 
 { echo("<td align=center>NRA</td>"); } 
if($race == 9) 
 { echo("<td align=center>Unknown</td>"); } 
if($attend_status == 0) 
 { echo("<td align=center>FT</td>"); } 
if($attend_status == 1) 
 { echo("<td align=center>PT</td>"); } 
echo("<td align=right>".$ent_exam_score."</td>"); 
echo("<td align=right>".$test_math."</td>"); 
echo("<td align=right>".$test_english."</td>"); 
echo("<td align=right>".$test_reading."</td>"); 
echo("<td align=right>".$high_school_gpa."</td>"); 
 
if($gender == 1) { echo("<td align=center>0</td>"); } 
if($gender == 2) { echo("<td align=center>1</td>"); } 
 
// white 
if($race == 5) 
 { echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>"); } 
// asian 
if($race == 1) 
 { echo("<td align=center>1</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>"); } 
// black 
if($race == 2) 
 { echo("<td align=center>0</td>");  
  echo("<td align=center>1</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>"); } 
// hispanic 
if($race == 3) 
 { echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>1</td>");  
183 
 
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>"); } 
// american indian/alaskan 
if($race == 4) 
 { echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>1</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>"); } 
// non-resident alien 
if($race == 6) 
 { echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>1</td>");  
  echo("<td align=center>0</td>"); } 
// unknown 
if($race == 9) 
 { echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>0</td>");  
  echo("<td align=center>1</td>"); } 
 
echo("</tr>"); 
} 
 
echo("</table>"); 
 
sqlsrv_free_stmt($result1); 
//sqlsrv_free_stmt($result2); 
sqlsrv_close($conn); 
?> 
 
 
</body> 
</html> 
 
REMEDIAL STATUS REPORT 
<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN" 
"http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd"> 
<html xmlns="http://www.w3.org/1999/xhtml"> 
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<head> 
<meta http-equiv="Content-Type" content="text/html; charset=iso-8859-1" /> 
<title>ADHE</title> 
<link href="../../../new_index/verd12_comp.css" rel="stylesheet" type="text/css" /> 
</head> 
 
<body> 
 
<?php 
$acadyr = $_POST['acadyr']; 
$term = $_POST['term']; 
 
echo("<h3>Cohort Remediation Status</h3>"); 
echo("<p> </p>"); 
echo("<table cellspacing=0 cellpadding=0 border=1>"); 
 
echo("<tr>"); 
echo("<th colspan=7>Distinct Students for AY".$acadyr.", Term ".$term."</th>"); 
echo("</tr>"); 
 
//  ROW OF LABELS 
echo("<tr>"); 
 echo("<th>#</th>"); 
 echo("<th>Inst Type</th>"); 
 echo("<th>Institution</th>"); 
 echo("<th>Control ID</th>"); 
 echo("<th>Remed. Count</th>"); 
 echo("<th>Remediated?</th>"); 
 echo("<th>Dmy Remed</th>"); 
echo("</tr>");  
 
// list of variables 
 
$query1 = "SELECT DISTINCT f.inst_type,  
f.school_abbr,  
f.fice_code,  
s.ssn_id,  
substring(s.ssn_id,6,4) AS ssn4 
FROM student_table s 
JOIN fice_table f 
 ON s.fice_code = f.fice_code 
JOIN degree_fice_year_table d 
 ON s.fice_code = d.fice_code 
 AND s.academic_year = d.academic_year 
 AND s.degree_1 = d.degree_code 
JOIN stem_cip_code_table st 
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 ON d.cip_2000_code = st.cip_code 
 AND d.cip_2000_detail = st.cip_detail 
WHERE f.inst_type in ('1', '2') 
AND s.academic_year = '".$acadyr."' 
AND s.term = '".$term."' 
AND st.academic_year = '2012' 
AND s.enroll_status = '01' 
AND s.attend_status = '0' 
AND s.degree_intent IN ('2', '4', '6', '7', '8') 
AND s.gender IN ('1', '2') 
AND (s.age_7_1 IS NOT NULL AND s.age_7_1 BETWEEN 1 AND 99) 
AND s.race IN ('01', '02', '03', '04', '05') 
AND s.race IS NOT NULL 
AND s.attend_status IS NOT NULL 
AND (s.ent_exam_type = '0' AND s.ent_exam_score BETWEEN 1 AND 36) 
AND (s.test_type_math = '0' AND s.test_math BETWEEN 0 AND 36) 
AND (s.test_type_english = '0' AND s.test_english BETWEEN 0 AND 36) 
AND (s.test_type_reading = '0' AND s.test_reading BETWEEN 0 AND 36) 
AND s.diploma_ged IN ('0', '4') 
AND (s.high_school_gpa > 0 AND s.high_school_gpa IS NOT NULL) 
ORDER BY f.inst_type, f.school_abbr, f.fice_code, ssn4;"; 
 
$n = 1; 
$x = 1; 
$result1 = sqlsrv_query($conn, $query1, $params, $options); 
$num1 = sqlsrv_num_rows($result1); 
//echo($num1); 
for ($a = 0; $a < $num1; $a++) 
{ 
$line1 = sqlsrv_fetch_array($result1, SQLSRV_FETCH_ASSOC); 
$inst_type = $line1['inst_type']; 
$school_abbr = $line1['school_abbr']; 
$fice_code = $line1['fice_code']; 
$ssn_id = $line1['ssn_id']; 
$ssn4 = $line1['ssn4']; 
 
echo("<tr>");            
echo("<td align=center>".$n++."</td>"); 
echo("<td align=center>".$inst_type."</td>"); 
echo("<td>".$school_abbr."</td>"); 
echo("<td>".$inst_type."-".$acadyr."-".$school_abbr."-
".str_pad($x++,5,0,STR_PAD_LEFT)."</td>"); 
 
$query2 = "SELECT COUNT(DISTINCT(s.ssn_id)) AS remed 
FROM student_table s 
WHERE s.academic_year = '".$acadyr."' 
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AND s.term = '".$term."' 
AND s.ssn_id = '".$ssn_id."' 
AND ( 
  ((s.test_type_math = '0' and s.test_math < 19 and s.math_placement_stat = '3') 
OR (s.test_type_math = '1' and s.test_math < 460 and s.math_placement_stat = '3') 
OR (s.test_type_math = '2' and s.test_math < 39 and s.math_placement_stat = '3') 
OR (s.test_type_math = '2' and s.test_math = 999 and s.math_placement_stat = '3') 
OR (s.test_type_math = '3' and s.test_math < 41 and s.math_placement_stat = '3')) 
 
OR ((s.test_type_english = '0' and s.test_english < 19 and s.english_placement_stat = '3') 
OR (s.test_type_english = '1' and s.test_english < 470 and s.english_placement_stat = '3') 
OR (s.test_type_english = '2' and s.test_english < 45 and s.english_placement_stat = '3') 
OR (s.test_type_english = '2' and s.test_english = 999 and s.english_placement_stat = '3') 
OR (s.test_type_english = '3' and s.test_english < 75 and s.english_placement_stat = '3')) 
 
OR ((s.test_type_reading = '0' and s.test_reading < 19 and s.reading_placement_stat = '3') 
OR (s.test_type_reading = '1' and s.test_reading < 470 and s.reading_placement_stat = '3') 
OR (s.test_type_reading = '2' and s.test_reading < 43 and s.reading_placement_stat = '3') 
OR (s.test_type_reading = '2' and s.test_reading = 999 and s.reading_placement_stat = '3') 
OR (s.test_type_reading = '3' and s.test_reading < 82 and s.reading_placement_stat = '3')) 
 );"; 
 
$result2 = sqlsrv_query($conn, $query2, $params, $options); 
$num2 = sqlsrv_num_rows($result2); 
for ($b = 0; $b < $num2; $b++) 
{ 
 $line2 = sqlsrv_fetch_array($result2, SQLSRV_FETCH_ASSOC); 
 $remed = $line2['remed']; 
  
 echo("<td align=center>".$remed."</td>"); 
 if($remed == '1') { echo("<td align=center>Yes</td>"); } 
 if($remed == '0') { echo("<td align=center>No</td>"); } 
  
 if($remed == '1') { echo("<td align=center>1</td>"); } 
 if($remed == '0') { echo("<td align=center>0</td>"); } 
} 
 
echo("</tr>"); 
} 
 
echo("</table>"); 
 
sqlsrv_free_stmt($result1); 
//sqlsrv_free_stmt($result2); 
sqlsrv_close($conn); 
?> 
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</body> 
</html> 
 
STEM UNDERGRADUATE CREDENTIALS EARNED REPORT 
<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN" 
"http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd"> 
<html xmlns="http://www.w3.org/1999/xhtml"> 
<head> 
<meta http-equiv="Content-Type" content="text/html; charset=iso-8859-1" /> 
<title>ADHE</title> 
<link href="../../../new_index/verd12_comp.css" rel="stylesheet" type="text/css" /> 
</head> 
 
<body> 
 
<?php 
$acadyr = $_POST['acadyr']; 
$term = $_POST['term']; 
$acadyr6 = $acadyr + 5; 
 
echo("<h3>Cohort Credentials Awarded: STEM Only (includes transfers)</h3>"); 
echo("<p> </p>"); 
echo("<table cellspacing=0 cellpadding=0 border=1>"); 
 
echo("<tr>"); 
echo("<th colspan=11>Distinct Students for AY".$acadyr.", Term ".$term."  
Earning Credentials Through AY".$acadyr6."</th>"); 
echo("</tr>"); 
 
//  ROW OF LABELS 
echo("<tr>"); 
 echo("<th>#</th>"); 
 echo("<th>Inst Type</th>"); 
 echo("<th>Institution</th>"); 
 echo("<th>Control ID</th>"); 
 echo("<th>Certificate of Proficiency</th>"); 
 echo("<th>Technical Certificate</th>"); 
 echo("<th>Associate Degree</th>"); 
 echo("<th>Advanced Certificate</th>"); 
 echo("<th>Bachelor's Degree</th>"); 
 echo("<th>Total</th>"); 
 echo("<th>Total for LR</th>"); 
echo("</tr>");  
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// list of variables 
 
$query1 = "SELECT DISTINCT f.inst_type,  
f.school_abbr,  
f.fice_code,  
substring(s.ssn_id,6,4) AS ssn4,  
s.ssn_id,  
s.gender,  
s.age_7_1,  
s.race,  
s.attend_status,  
s.ent_exam_score,  
s.test_math,  
s.test_english,  
s.test_reading,  
s.high_school_gpa 
FROM student_table s 
JOIN fice_table f 
 ON s.fice_code = f.fice_code 
JOIN degree_fice_year_table d 
 ON s.fice_code = d.fice_code 
 AND s.academic_year = d.academic_year 
 AND s.degree_1 = d.degree_code 
JOIN stem_cip_code_table st 
 ON d.cip_2000_code = st.cip_code 
 AND d.cip_2000_detail = st.cip_detail 
WHERE f.inst_type in ('1', '2') 
AND s.academic_year = '".$acadyr."' 
AND s.term = '".$term."' 
AND st.academic_year = '2012' 
AND s.enroll_status = '01' 
AND s.attend_status = '0' 
AND s.degree_intent IN ('2', '4', '6', '7', '8') 
AND s.gender IN ('1', '2') 
AND (s.age_7_1 IS NOT NULL AND s.age_7_1 BETWEEN 1 AND 99) 
AND s.race IN ('01', '02', '03', '04', '05') 
AND s.race IS NOT NULL 
AND s.attend_status IS NOT NULL 
AND (s.ent_exam_type = '0' AND s.ent_exam_score BETWEEN 1 AND 36) 
AND (s.test_type_math = '0' AND s.test_math BETWEEN 0 AND 36) 
AND (s.test_type_english = '0' AND s.test_english BETWEEN 0 AND 36) 
AND (s.test_type_reading = '0' AND s.test_reading BETWEEN 0 AND 36) 
AND s.diploma_ged IN ('0', '4') 
AND (s.high_school_gpa > 0 AND s.high_school_gpa IS NOT NULL) 
ORDER BY f.inst_type, f.school_abbr, f.fice_code, ssn4;"; 
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$n = 1; 
$x = 1; 
$result1 = sqlsrv_query($conn, $query1, $params, $options); 
$num1 = sqlsrv_num_rows($result1); 
//echo($num1); 
for ($a = 0; $a < $num1; $a++) 
{ 
$line1 = sqlsrv_fetch_array($result1, SQLSRV_FETCH_ASSOC); 
$inst_type = $line1['inst_type']; 
$school_abbr = $line1['school_abbr']; 
$fice_code = $line1['fice_code']; 
$ssn4 = $line1['ssn4']; 
$ssn_id = $line1['ssn_id']; 
$gender = $line1['gender']; 
$age_7_1 = $line1['age_7_1']; 
$race = $line1['race']; 
$attend_status = $line1['attend_status']; 
$ent_exam_score = $line1['ent_exam_score']; 
$test_math = $line1['test_math']; 
$test_english = $line1['test_english']; 
$test_reading = $line1['test_reading']; 
$high_school_gpa = $line1['high_school_gpa']; 
 
echo("<tr>");            
echo("<td align=center>".$n++."</td>"); 
echo("<td align=center>".$inst_type."</td>"); 
echo("<td>".$school_abbr."</td>"); 
echo("<td>".$inst_type."-".$acadyr."-".$school_abbr."-
".str_pad($x++,5,0,STR_PAD_LEFT)."</td>"); 
 
$cp = 0; 
$tc = 0; 
$assoc = 0; 
$ac = 0; 
$bacc = 0; 
$cred = 0; 
$query2 = "SELECT  
COUNT(CASE g.degree_level WHEN 01 THEN g.degree_level ELSE NULL END) AS cp,  
COUNT(CASE g.degree_level WHEN 02 THEN g.degree_level ELSE NULL END) AS tc,  
COUNT(CASE g.degree_level WHEN 03 THEN g.degree_level ELSE NULL END) AS assoc,  
COUNT(CASE g.degree_level WHEN 04 THEN g.degree_level ELSE NULL END) AS ac,  
COUNT(CASE g.degree_level WHEN 05 THEN g.degree_level ELSE NULL END) AS bacc  
FROM graduated_student_table g 
JOIN stem_cip_code_table st 
 ON (g.cip_2000_code = st.cip_code OR g.cip_2010_code = st.cip_code) 
 AND (g.cip_2000_detail = st.cip_detail OR g.cip_2010_detail = st.cip_detail) 
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WHERE g.ssn_id = '".$ssn_id."' 
AND st.academic_year = '2012' 
AND g.academic_year BETWEEN '".$acadyr."' AND '".$acadyr6."';"; 
 
 $result2 = sqlsrv_query($conn, $query2, $params, $options); 
 $num2 = sqlsrv_num_rows($result2); 
 //echo($num2); 
 for ($b = 0; $b < $num2; $b++) 
 { 
 $line2 = sqlsrv_fetch_array($result2, SQLSRV_FETCH_ASSOC); 
 $cp = $line2['cp']; 
 $tc = $line2['tc']; 
 $assoc = $line2['assoc']; 
 $ac = $line2['ac']; 
 $bacc = $line2['bacc']; 
 $cred = $cp + $tc + $assoc + $ac + $bacc; 
  
 echo("<td align=right>".number_format($cp,0)."</td>"); 
 echo("<td align=right>".number_format($tc,0)."</td>"); 
 echo("<td align=right>".number_format($assoc,0)."</td>"); 
 echo("<td align=right>".number_format($ac,0)."</td>"); 
 echo("<td align=right>".number_format($bacc,0)."</td>"); 
 echo("<td align=right>".number_format($cred,0)."</td>"); 
 if($cred >= 1) { echo("<td align=right>1</td>"); } 
 if($cred == 0) { echo("<td align=right>0</td>"); } 
 } 
 
echo("</tr>"); 
}  //  ends list of cohort students 
 
echo("</table>"); 
 
sqlsrv_free_stmt($result1); 
sqlsrv_free_stmt($result2); 
sqlsrv_close($conn); 
?> 
 
 
</body> 
</html> 
 
 
