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SCATTERING FOR RADIAL, SEMI-LINEAR, SUPER-CRITICAL
WAVE EQUATIONS WITH BOUNDED CRITICAL NORM
BENJAMIN DODSON AND ANDREW LAWRIE
Abstract. In this paper we study the focusing cubic wave equation in 1 + 5
dimensions with radial initial data as well as the one-equivariant wave maps
equation in 1 + 3 dimensions with the model target manifolds S3 and H3. In
both cases the scaling for the equation leaves the H˙
3
2×H˙
1
2 -norm of the solution
invariant, which means that the equation is super-critical with respect to the
conserved energy. Here we prove a conditional scattering result: If the critical
norm of the solution stays bounded on its maximal time of existence, then the
solution is global in time and scatters to free waves as t→ ±∞. The methods
in this paper also apply to all supercritical power-type nonlinearities for both
the focusing and defocusing radial semi-linear equation in 1 + 5 dimensions,
yielding analogous results.
1. Introduction
In this paper we study three super-critical semi-linear wave equations, namely
the focusing cubic wave equation in R1+5 with radial initial data and the one-
equivariant wave maps equations from R1+3 → S3 and from R1+3 → H3. Under
certain conditions the former equation serves as a good model for the first of the
latter two, which have nonlinearities that arise naturally from the geometry of the
target manifold.
1.1. The cubic wave equation in R1+5. Consider first the Cauchy problem for
the focusing cubic semi-linear wave equation in R1+5,
utt −∆u− u3 = 0,
~u(0) = (u0, u1),
(1.1)
restricted to the radial setting. The conserved energy for solutions,
~u(t) := (u(t), ut(t)),
to (1.1) is given by
E(~u(t)) :=
∫
R5
[
1
2
(|ut(t)|2 + |∇u(t)|2)− 1
4
|u(t)|4
]
dx = constant.
As we will only be considering radial solutions to (1.1), we slightly abuse notation
by often writing u(t, x) = u(t, r) where here (r, ω) with r = |x|, x = rω, ω ∈ S4 are
polar coordinates on R5. In this setting we can rewrite the equation (1.1) as
utt − urr − 4
r
ur − u3 = 0,
~u(0) = (u0, u1),
(1.2)
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and the conserved energy (up to a constant multiple) by
E(~u(t)) :=
∫ ∞
0
[
1
2
(u2t (t, r) + u
2
r(t, r)) −
1
4
u4(t, r)
]
r4 dr. (1.3)
The Cauchy problem (1.2) is invariant under the scaling
~u(t, r) 7−→ ~uλ(t, r) := (λ−1u(t/λ, r/λ), λ−2ut(t/λ, r/λ)). (1.4)
One can also check that this scaling leaves unchanged the H˙
3
2 × H˙ 12 (R5)-norm of
the initial data. It is for this reason that (1.2) is called energy-supercritical.
The standard argument based on Strichartz estimates shows that (1.2) is locally
well-posed in H˙
3
2 × H˙ 12 (R5). This means that for all initial data ~u(0) = (u0, u1) ∈
H˙
3
2×H˙ 12 , there is a unique solution, ~u(t), defined on a maximal interval of existence
Imax = Imax(~u) with ~u ∈ C0
(
Imax; H˙
3
2 × H˙ 12 (R5)
)
. Moreover, for every compact
time interval J ⊂ Imax we have
u ∈ S(J) := L2t (J ;L10x (R5)). (1.5)
The Strichartz norm S(J) determines a criterion for both scattering and finite time
blow up, see Proposition 2.4. In particular, one can show that if the initial data
~u(0) is sufficiently small in H˙
3
2 ×H˙ 12 , then the corresponding solution ~u(t) has finite
S(R)-norm and hence scatters to free waves as t→ ±∞.
The theory for solutions to (1.2) with initial data that is small in H˙
3
2 × H˙ 12 is
thus well understood – all solutions are global in time and scatter to free waves
as t → ±∞. However, much less is known regarding the asymptotic dynamics of
solutions once one leaves the perturbative regime.
There are solutions to the focusing problem that blow-up in finite time. For
example,
ϕT (t, x) =
√
2
T − t
solves the ODE, ϕtt = ϕ
3. By the finite speed of propagation, one can construct
from ϕT a compactly supported (in space) self-similar blow-up solution to (1.2),
~uT (t), with blow-up time t = T . However, such a self-similar solution must have
lim
t→T
‖~uT (t)‖
H˙
3
2×H˙ 12 (R5) =∞.
Such behavior is typically referred to as type-I blow-up. One the other hand, type-
II solutions, ~u(t), are those whose critical norm remains bounded on their maximal
interval of existence, Imax, i.e.,
sup
t∈Imax
‖~u(t)‖
H˙
3
2×H˙ 12 (R5) <∞. (1.6)
In this paper we restrict our attention to type-II solutions, i.e., those which satisfy
the bound (1.6). We prove that if a solution ~u(t) to (1.2) satisfies (1.6), then it
must exist globally in time and scatter to free waves in both time directions. We
establish the following result.
Theorem 1.1. Let ~u(t) ∈ H˙ 32 × H˙ 12 (R5) be a radial solution to (1.2) defined on
its maximal interval of existence Imax = (T−, T+). Suppose in addition that
sup
t∈Imax
‖~u(t)‖
H˙
3
2×H˙ 12 (R5) <∞. (1.7)
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Then, Imax = R, that is, ~u(t) is defined globally in time. Moreover,
‖u‖S(R) <∞, (1.8)
which means that ~u(t) scatters to free waves as t → ±∞, i.e., there exist radial
solutions ~u±L(t) ∈ H˙
3
2 × H˙ 12 (R5) to the free wave equation, uL = 0, so that
‖~u(t)− ~u±L (t)‖H˙ 32×H˙ 12 (R5) −→ 0 as t→ ±∞. (1.9)
Remark 1. Theorem 1.1 is a conditional result. Other than the requirement that the
initial data be small in H˙
3
2 × H˙ 12 , there is no known general criterion to determine
when (1.7) is satisfied by the evolution. We remark that that this type of result is
analogous to the work by Duyckaerts, Kenig, and Merle in 3 dimensions in [20] and
also bears similarity to the L3,∞ result of Escauriaza, Se¨regin, and Sˇverak for the
Navier-Stokes equation, see [22].
Remark 2. The proof of Theorem 1.1 readily generalizes to all supercritical powers
p > 73 in dimension d = 5 for both the focusing and defocusing equations with
radial initial data. As we demonstrate in the next subsection where we consider
the case of one-equivariant wave maps, the techniques in this paper are very flexible
with regards to particular algebraic structure of the nonlinearity. For power-type
nonlinearities we have chosen to present the details for only the focusing cubic
equation to keep the exposition as simple as possible. Another reason for choosing
to study the focusing cubic equation as opposed to other power-type nonlinearities
is this equation requires several new techniques which fall outside the scope of
what has previously been developed in the literature, such as [20], which is the first
conditional result for a focusing supercritical equation, and [29, 30, 34, 36, 5], which
address defocusing supercritical waves.
1.2. One-Equivariant Wave Maps. Next we consider one-equivariant wave maps
in 1+3 dimensions taking values in 3-dimensional rotationally symmetric manifolds
M. Let (r, θ) ∈ R∗×S2 be polar coordinates on R3 and let (ψ, ω) be geodesic polar
coordinates on M, where the metric takes the form
ds2 = dr2 + g2(ψ)dω2
and dω2 denotes the round metric on S2. Maps U : R1+3 → M can then be
written in the form U(t, r, θ) = (ψ(t, r, θ), ω(t, r, θ)). In the usual one-equivariant
(or co-rotational) reduction, one makes the ansatz
U(t, r, θ) = (ψ(t, r), θ) (1.10)
and the wave maps system reduces to a Cauchy problem for the coordinate function
ψ, viz.,
ψtt − ψrr − 2
r
ψr +
f(ψ)
r2
= 0
~ψ(0) = (ψ0, ψ1)
(1.11)
where f(ψ) := g(ψ)g′(ψ). The conserved energy is given by
E(~ψ)(t) := 1
2
∫ ∞
0
[
ψ2t + ψ
2
r +
2g2(ψ)
r2
]
r2 dr = constant. (1.12)
We also note the scaling invariance,
ψ(t, r) 7−→ ψλ(t, r) := ψ(t/λ, r/λ) (1.13)
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Note that it is energetically favorable for a solution to concentrate to a point by
the rescaling above and sending λ→ 0 as we have
E(~ψλ) = λE(~ψ)→ 0 as λ→ 0 (1.14)
This means that 1+3 dimensional wave maps are super-critical with respect to the
conserved energy. It is well know that 3d wave maps into positively curved targets
such as the 3-sphere, M = S3, can blow up in finite time in a self-similar fashion.
This was proved by Shatah in [50] and an explicit example was given by Turok,
Spergel [60] with
ψ(t, r) = 2 arctan(r/t). (1.15)
For negatively curved targets such as 3d-hyperbolic space,M = H3, it is not know
whether singularities can develop in finite time.
Wave maps arise as a model in particle physics, particularly with dimension
d = 3, and in this setting are referred to as nonlinear σ-models. Here for simplicity
we will consider two model targets, namely M = S3 and M = H3.
1.2.1. Wave maps into S3. The case of the target M = S3 has traditionally been
of interest due to the possibility of solutions with nontrivial topology. In our equi-
variant formulation with the S3 target, we have g(ψ) = sinψ and the equation and
conserved energy become
ψtt − ψrr − 2
r
ψr +
sin(2ψ)
r2
= 0, ~ψ(0) = (ψ0, ψ1)
E(~ψ)(t) := 1
2
∫ ∞
0
[
ψ2t + ψ
2
r +
2 sin2(ψ)
r2
]
r2 dr
(1.16)
From the above it is clear that for initial data ~ψ(0) = (ψ0, ψ1) to have finite en-
ergy one requires that limr→∞ ψ0(r) = nπ for some n ∈ N, and by a continuity
argument, this endpoint is fixed by the evolution. The energy allows for more flex-
ible behavior of ψ0(r) at r = 0 in contrast to the case of 2d wave maps into the
2-sphere, which have topological degree which is fixed by the evolution. Here we
see that simply requiring that the solution has finite energy allows for any finite
limit limr→0 ψ(t, r) = α(t) ∈ R and this limit can possibly change with the evolu-
tion. Here, our techniques force us to ignore this subtlety as will impose the priori
assumption that for all t ∈ Imax(~ψ) we have
~u(t, r) := (u(t, r), ut(t, r)) :=
(
ψ(t, r)
r
,
ψt(t, r)
r
)
∈ H˙ 32 × H˙ 12 (R5) (1.17)
With this assumption we can recast the Cauchy problem (1.16) in terms of ~u(t),
which solves
utt − urr − 4
r
ur =
2ru− sin(2ru)
r3
:= FS3 (r, u)
~u(0) = (u0, u1)
(1.18)
By Sobolev embedding we must then have u(t) ∈ L5(R5) for all t ∈ Imax, which in
turn implies that ∫ ∞
0
ψ5(t, r)
r
dr <∞.
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Hence we must have ψ(t, 0) = 0 and ψ(t,∞) = 0 for all t ∈ Imax once we make the
a priori assumption (1.17). Note also that the nonlinearity satisfies
FS3 (r, u) = u
3ZS3(ru)
|FS3 (r, u)| . |u|3
(1.19)
where ZS3(ρ) = 8
ρ−sin ρ
ρ3 is a smooth bounded, nonnegative function.
Thus, in the 5d formulation (1.18), the topologically trivial equivariant wave
maps problem into S3 bears many similarities to the focusing cubic equation (1.2).
We establish a conditional result, which is completely analogous to Theorem 1.1.
Before stating our main theorem regarding equivariant wave maps, we first intro-
duce the case the of the H3 target.
1.2.2. Wave maps into H3. The case of the negatively curved targetM = H3 bears
many similarities to the defocusing radial cubic wave equation in R1+3 after the
reduction performed below. In the equivariant formulation with the H3 target, we
have g(ψ) = sinhψ and the equation and conserved energy become
ψtt − ψrr − 2
r
ψr +
sinh(2ψ)
r2
= 0, ~ψ(0) = (ψ0, ψ1)
E(~ψ)(t) := 1
2
∫ ∞
0
[
ψ2t + ψ
2
r +
2 sinh2(ψ)
r2
]
r2 dr
(1.20)
From the above it is clear that for initial data ~ψ(0) = (ψ0, ψ1) to have finite energy
one requires that limr→∞ ψ0(r) = 0 and this endpoint is fixed by energy conserva-
tion. As in the case of the S3 target, the energy allows for more flexible behavior
of ψ0(r) at r = 0. Here we see that simply requiring that the solution has finite
energy allows for any finite limit limr→0 ψ(t, r) = α(t) ∈ R and this limit can possi-
bly change with the evolution. Here, again we ignore this subtlety and impose the
priori assumption that for all t ∈ Imax(~ψ) we have
~u(t, r) := (u(t, r), ut(t, r)) :=
(
ψ(t, r)
r
,
ψt(t, r)
r
)
∈ H˙ 32 × H˙ 12 (R5) (1.21)
With this assumption we can recast the Cauchy problem (1.20) in terms of ~u(t),
which solves
utt − urr − 4
r
ur =
2ru− sinh(2ru)
r3
:= FH3(r, u)
~u(0) = (u0, u1)
(1.22)
Assuming (1.21) and by Sobolev embedding we must then have u(t) ∈ L5(R5) for
all t ∈ Imax, which in turn implies that∫ ∞
0
ψ5(t, r)
r
dr <∞.
Hence we must have ψ(t, 0) = 0 once we make the a priori assumption (1.17). Note
also that the nonlinearity satisfies
FH3 (r, u) = u
3ZH3(ru) (1.23)
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where ZH3(ρ) = 8
ρ−sinh ρ
ρ3 is a smooth nonpositive function. If we assume an a priori
uniform bound
sup
t∈Imax
‖~u(t)‖
H˙
3
2×H˙ 12 (R5) ≤ C <∞, (1.24)
then we have L∞ control on ψ = ru by radial Sobolev embedding,
|ru(t, r)| . sup
t∈Imax
‖~u(t)‖
H˙
3
2×H˙ 12 (R5) . C, (1.25)
which follows from Lemma 2.2. With the assumption (1.24), we thus have a uniform
bound on ZH3(ru) and hence
|FH3(r, u)| . |u|3 (1.26)
making the analogy with the defocusing cubic equation in R1+5 clear.
Finally, we state our main result for wave maps, which holds for both the S3
target, (1.18), and for the H3 target, (1.22).
Theorem 1.2. Let ~u(t) ∈ H˙ 32 × H˙ 12 (R5) be a radial solution to either (1.18) or
to (1.22) defined on its maximal interval of existence Imax = (T−, T+). Suppose in
addition that
sup
t∈Imax
‖~u(t)‖
H˙
3
2×H˙ 12 (R5) <∞. (1.27)
Then, Imax = R, that is, ~u(t) is defined globally in time. Moreover,
‖u‖S(R) <∞, (1.28)
which means that ~u(t) scatters to free waves as t → ±∞, i.e., there exist radial
solutions ~u±L(t) ∈ H˙
3
2 × H˙ 12 (R5) to the free wave equation, uL = 0, so that
‖~u(t)− ~u±L (t)‖H˙ 32×H˙ 12 (R5) −→ 0 as t→ ±∞. (1.29)
1.3. History of the problems. There is very little known about energy super-
critical semi-linear wave equations on R1+d, at least when compared to the vast
body of literature devoted to their sub-critical and critical counterparts.
There are several conditional results in the same vein as Theorem 1.1 and The-
orem 1.2 in the case of defocusing super-critical equations, where Morawetz type
identities can be used; see for example [29, 30, 36, 37, 4, 5]. The only such results
for focusing type equations as considered here are the work of Duyckaerts, Kenig,
and Merle, [20], concerning super-critical power-type nonlinearities in dimension
d = 3, and the work of the second author on a semi-linear Skyrme-type equation
in [45].
There is much less know in the way of unconditional results. Recently, in an ex-
citing new direction, Krieger and Schlag, [43], have constructed a family of solutions
to the super-critical power type equation in d = 3, which are smooth, global-in-time,
have infinite critical norm, and are stable under small perturbations.
For the focusing NLS and focusing wave equations in high dimensions, d ≥ 11,
there have recently been blow-up constructions based on the bubbling off of a
solution to the underlying elliptic equation; see Merle, Raphael, Rodnianski, [47]
and Collot, [8] (we note that in the aforementioned works something different is
meant by “type II” than how this phrase is used in this paper).
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Super-critical equivariant wave maps in d = 3 as considered here are called non-
linear σ-models in particle physics and have been extensively studied. As we men-
tioned above, self-similar blow-up was demonstrated by Shatah, [50], and Turok-
Spergel in the case of the S3 target. Donninger has established stability for such
self-similar solutions, [11, 12]; see also the work of Bizon, [2]. Similar results have
been established for power-type nonlinearities, see [15] for a stability result, and [3]
for a construction of an infinite family of smooth, self-similar solutions. Surprisingly,
blow-up can occur even in the case of wave maps into negatively curved targets in
high enough dimensions, as shown by Cazenave, Shatah, and Tahvildar-Zadeh, [6];
see the book of Shatah and Stuwe [51] for more.
Equations of the form
u = ± |u|p−1 u (1.30)
for energy critical and sub-critical values of p have been extensively studied. When
say, d = 3, the energy critical power, p = 5, exhibits markedly different phenom-
ena than both the subcritical and supercritical problems. Global existence and
scattering for all finite energy data was established by Struwe, [54], for the radial
defocusing equation and by Grillakis, [23], in the nonradial, defocusing case.
In the case of the focusing energy critical equation, type-II blow up does occur, as
explicitly demonstrated by Krieger, Schlag, and Tataru [44], by way of an energy
concentration scenario resulting in the bubbling off of the unique radial ground
state solution, W , for the underlying elliptic equation; see also [42, 13, 14].
In [27], Kenig and Merle initiated an extremely effective program of attack for
semilinear equations such as (1.30) with the concentration compactness/rigidity
method based on the fundamental profile decompositions of Bahouri and Ge´rard, [1].
There they gave a characterization of possible dynamics for solutions with energy
strictly below the threshold energy of the ground state elliptic solution, W . The
seminal work of Duyckaerts, Kenig, and Merle [16, 17, 18, 19] gave a classifica-
tion of possible dynamics for large energies. To be more precise, all type-II radial
solutions asymptotically resolve into a sum of rescaled solitons plus a radiation
term. Dynamics at the threshold energy of W have been studied by Duyckaerts
and Merle [21] and slightly above the threshold energy by Krieger, Nakanishi, and
Schlag in [39, 40, 41].
For analogues of Theorem 1.1 and Theorem 1.2 for energy sub-critical equations
we refer the reader to [52], and to the recent work of the authors, [10]. We also
mention the remarkable works of Merle and Zaag, [48, 49] where it was determined
that all subcritical blow-up for the focusing equation occurs at the self-similar rate.
1.4. Outline of the proofs of Theorem 1.1 and Theorem 1.2. The proofs of
Theorem 1.1 and Theorem 1.2 proceed via the concentration compactness/ rigidity
method developed by Kenig and Merle in [26, 27]. The method is based around an
elaborate contradiction argument – if Theorem 1.1 (respectively Theorem 1.2) were
false, the linear and nonlinear profile decompositions of Bahouri and Ge´rard [1]
allow for a construction of a minimal non-scattering solution to (1.2), called the
critical element. Here minimality refers to the size of the norm in (1.7) (resp. (1.27)).
This construction is standard in the field and we give a brief outline in Section 3.
The crucial property of the critical element that drives the contradiction argument
is that its trajectory is pre-compact up to modulation in the space H˙
3
2 × H˙ 12 . The
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goal is then to prove that this compactness property is too restrictive for a nonzero
solution and therefore the critical element does not exist.
For the rigidity argument that rules out the critical element, we roughly follow
the strategy implemented in [20] for the focusing super-critical wave equation in
3-dimensions. Given the exterior energy estimates for the free radial wave equation
proved in [25], the precise strategy in [20] can be adapted to super-critical equations
of the form
u = ± |u|p−1 u (1.31)
in higher dimensions, in particular d = 5, but only when p > 5, i.e., for critical
regularity levels H˙s× H˙s−1 with s ≥ 2. There are several instances where the tech-
niques used in [20] break down for supercritical powers p < 5, and in particular for
the cubic-type equations considered here. Here we build on the strategy developed
in [20], by developing collection of robust new techniques that work for all powers
p > 73 as well as for more complicated nonlinearities such as those which arise in
the context of equivariant wave maps, as in (1.18) and (1.22).
As in [20] we reduce to two scenarios for the critical element ~u∗(t), namely,
(1) ~u∗(t) is a self-similar blow-up solution with pre-compact trajectory, see
Proposition 3.5.
(2) ~u∗(t) is pre-compact on its entire interval of existence I up to a modulation
parameter N(t) that is bounded away from 0 on I, see Proposition 3.4.
In the first situation, (1), we follow [20] by introducing self-similar coordinates
and using compactness to produce a stationary solution to a non-degenerate elliptic
equation with zero boundary data. However, a straightforward application of their
approach adapted to 5d breaks down for the cubic equation and the regularity H˙
3
2×
H˙
1
2 . We overcome this difficulty by proving, in Section 4, a bound on the H˙
5
2 × H˙ 32
norm of ~u∗(t), i.e., we show that solutions with pre-compact trajectories are in fact
more regular than what is given by scaling; see Proposition 4.1 and Proposition 4.6.
This bound on the H˙
5
2 × H˙ 32 norm of ~u∗(t) then implies (by interpolation) that a
self-similar compact blow-up solution is in fact also compact in H˙2×H˙1∩H˙ 32 ×H˙ 12 .
With this additional regularity we are able to rule out compact self-similar blow up
with a somewhat simpler implementation of the argument in [20]. The crucial gain
of regularity in Section 4 is established using the so-called double Duhamel trick
which we will describe briefly below. We note that an analogous implementation
of the double Duhamel trick was performed by the authors in [10] for the cubic
equation in d = 3.
There are several major difficulties when trying to rule out a critical element
~u∗(t) as in (2) for supercritical equations as considered here. The first is that ~u∗(t)
is constructed in the homogeneous space H˙
3
2 × H˙ 12 (R5). Although having a pre-
compact trajectory up to modulation in this space is a strong property, there is very
little in practice that one can do at this regularity, since useful global quantities
such as the conserved energy are at the level of (H˙1 ∩ H˙ 54 ) × L2, where here the
intersection with H˙
5
4 arises due to the L4(R5) term in the conserved energy associ-
ated to (1.2) and Sobolev embedding. In order to resolve this first issue, we prove
in Section 4 that solutions ~u∗(t) as in (2) have more decay than what is given by
scaling. In particular, we use the another implementation of the double Duhamel
trick to prove that in fact a compact solution as in (2) above must be uniformly
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bounded in H˙
3
4 × H˙− 14 . Interpolating with the critical H˙ 32 × H˙ 12 bound then im-
plies compactness in the space H˙1 × L2, see Lemma 6.1. An alternative method
for establishing additional spacial decay based on delicate flux-type estimates was
used in [29, 30, 20]. However, this method does not seem to work for the cubic type
nonlinearities considered here, thus motivating the different approach based on the
double-Duhamel trick.
Second, even once the decay issue is resolved, there are no known useful viral or
Morawetz type inequalities for super-critical focusing-type equations such as (1.2)
and (1.18). Here we rely on a new rigidity argument, see [25, 45], that is based on
the exterior energy estimates for the underlying free equation, see Proposition 6.4,
and a good understanding of the underlying elliptic equations, see Lemma 6.2 and
Lemma 6.3. We refer the reader to Section 6 for the details of the argument, which
was inspired by the so-called channels of energy method developed by Duyckaerts,
Kenig, and Merle in the seminal papers, [19, 20]. We emphasize that this rigid-
ity argument does not require the use of any monotone quantities at the level of
the nonlinear dynamical equation and is thus very flexible when it comes to the
structure of the nonlinearity. Our implementation of this method relies crucially on
the additional decay for compact trajectories proved in Section 4; see in particular
Proposition 4.5 and Proposition 4.7.
In general, solutions to (1.2), (1.18) or (1.22) are only as regular and only decay
as much as their initial data as evidenced by the presence of the free propagator
S(t) in the Duhamel representation for the solution
~u∗(t0) = S(t0 − t)~u∗(t) +
∫ t0
t
S(t0 − s)(0,±F (u∗)) ds. (1.32)
The critical element is different however since the pre-compacntess of its trajec-
tory is at odds with the dispersive properties of the free part, S(t0 − t)~u∗(t). It
follows that the first term on the right-hand-side above must vanish weakly as
t → sup Imax, inf Imax. The second term on the right-hand-side of (1.32) with
t = T+ or t = T− therefore encodes both the regularity and the spacial decay of
the critical element, and in fact gains can be expected due to the presence of the
nonlinear term F (u). The additional regularity and decay are extracted by way of
the “double Duhamel trick,” which refers to the consideration of the pairing of〈∫ t0
T1
S(t0 − s)(0, F (u)) ds,
∫ T2
t0
S(t0 − τ)(0, F (u)) dτ
〉
where T1 < t0 and T2 > t0. This technique was introduced by Colliander, Keel,
Staffilani, Takaoka, Tao [7], Tao [57] and later utilized in the Kenig-Merle framework
for non-linear Schro¨dinger equations by Killip, Visan [34, 35, 38], and for semi-linear
wave equations [36, 4, 5]. This method is related to the in/out decomposition used
by Killip, Tao, Visan [32, Section 6]. For more details on how to exploit the fact
that differing time directions are chosen above we refer the reader to Section 4.
2. Preliminaries
2.1. Some facts from harmonic analysis. We will denote by PN the usual
Littlewood-Paley projections onto frequencies of size |ξ| ≃ N and by P≤N the
projection onto frequencies |ξ| . N . The frequency size N will often be a dyadic
number N = 2k for some k ∈ Z and in this case we will also employ the following
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abuse of notation: When we write Pk with a lowercase subscript k, this will mean
projection onto frequencies |ξ| ≃ 2k.
We recall the Bernstein inequalities.
Lemma 2.1 (Bernstein’s inequalities). [56, Appendix A] Let 1 ≤ p ≤ q ≤ ∞ and
s ≥ 0. Let f : Rd → R. Then
‖P≥Nf‖Lp . N−s‖ |∇|s P≥Nf‖Lp ,
‖P≤N |∇|s f‖Lp . Ns‖P≤Nf‖Lp , ‖PN |∇|±s f‖Lp ≃ N±s‖PNf‖Lp
‖P≤Nf‖Lq . N dp− dq ‖P≤Nf‖Lp, ‖PNf‖Lq . N dp−dq ‖PNf‖Lp .
(2.1)
In what follows we will also require the the notion of a frequency envelope.
Definition 1. [55, Definition 1] We define a frequency envelope to be a sequence
β = {βk} of positive real numbers with β ∈ ℓ2 and
‖β‖ℓ2 . B.
If β is a frequency envelope and (f, g) ∈ H˙s × H˙s−1 then we say that (f, g) lies
underneath β if
‖(Pkf, Pkg)‖H˙s×H˙s−1 ≤ βk ∀k ∈ Z,
and we note that if (f, g) lie underneath β then we have
‖(f, g)‖H˙s×H˙s−1 . B.
Next we recall a refinement of the Sobolev embedding for radially symmetric
functions, which follows from the Hardy-Littlewood-Sobolev inequality.
Lemma 2.2 (Radial Sobolev Embedding). [58, Corollary A.3] Let 0 < γ < 5 and
suppose f ∈ W˙ γ,p(R5) is a radial function. Suppose that
β > −5
q
, 1 ≤ 1
p
+
1
q
≤ 1 + γ, 5
p′
+
5
q′
= 5− β − γ
and at most one of the equalities q = 1, q = ∞, p = 1, p = ∞, 1p + 1q = 1 + γ,
holds. Then
‖rβf‖Lq′(R5) ≤ C‖f‖W˙γ,p(R5). (2.2)
2.2. Strichartz estimates. For the small data theory we require Strichartz esti-
mates for the linear wave equation in R1+5,
vtt −∆v = G,
~v(0) = (v0, v1).
(2.3)
A free wave will mean a solution to (2.3) with G = 0 and will be denoted by
~u(t) = S(t)~u(0). We say that a triple (p, q, γ) is admissible if
p, q ≥ 2, 1
p
+
2
q
≤ 1, 1
p
+
5
q
=
5
2
− γ. (2.4)
The Strichartz estimates below are standard and we refer the reader to [24, 46] or
the book [53] as well as the references therein for proofs.
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Proposition 2.3. [24, 46, 53] Let ~v(t) be a solution to (2.3) with initial data
~v(0) ∈ H˙s × H˙s−1(R5) for s > 0. Let (p, q, γ), and (a, b, ρ) be admissible triples.
Then, for any time interval I ∋ 0 we have the estimates
‖v‖Lpt (I;W s−γ,qx ) . ‖(v0, v1)‖H˙s×H˙s−1 + ‖G‖La′t (I;W s−1+ρ,b′x ). (2.5)
2.3. Small data theory: global existence, scattering and the perturbation
lemma. The usual argument based on Proposition 2.3 with s = 32 , (p, q, γ) =
(2, 10, 3/2), and (a′, b′, ρ) = (1, 2, 0) yields the following standard small data result.
Proposition 2.4 (Small data theory). Let ~u(0) = (u0, u1) ∈ H˙ 32 × H˙ 12 (R5) be
initial data for either (1.2), (1.18) or (1.22). Then there is a unique, solution
~u(t) ∈ H˙ 32 × H˙ 12 (R5) on a maximal interval of existence Imax(~u) = (T−(~u), T+(~u)).
Moreover, for any compact interval J ⊂ Imax we have
‖u‖L2t(J;L10x )(R5) <∞.
A globally defined solution ~u(t) for t ∈ [0,∞) scatters as t → ∞ to a free wave,
i.e., a solution ~uL(t) of uL = 0 if and only if ‖u‖L2t([0,∞),L10x ) <∞. In particular,
there exists a constant δ0 > 0 so that
‖~u(0)‖
H˙
3
2×H˙ 12 < δ0 =⇒ ‖u‖L2t(R;L10x ) . ‖~u(0)‖H˙ 32×H˙ 12 . δ0 (2.6)
and therefore ~u(t) scatters to free waves as t→ ±∞. Lastly, we recall the standard
finite time blow-up criterion:
T+(~u) <∞ =⇒ ‖u‖L2t([0,T+(~u));L10x ) = +∞ (2.7)
A nearly identical statement holds when −∞ < T−(~u).
Another standard result is the Perturbation Lemma for approximate solutions
to (1.2), (1.18), or (1.22) which is needed in the concentration compactness proce-
dure in Section 3.
Lemma 2.5 (Perturbation Lemma). There are continuous functions
ε0, C0 : (0,∞)→ (0,∞) such that the following holds: Let I ⊂ R be an open interval
(possibly unbounded), ~u,~v ∈ C(I;H) satisfying for some A > 0
‖~v‖
L∞(I;H˙
3
2×H˙ 12 )(R5) + ‖v‖L2t(I;L10x (R5)) ≤ A
‖eq(u)‖
L1t(I;H˙
1
2
x )
+ ‖eq(v)‖
L1t (I;H˙
1
2
x )
+ ‖w0‖L2t(I;L10x ) ≤ ε ≤ ε0(A),
where eq(u) is either eq(u) := u − u3, eq(u) := u − ZS3(ru)u3 or eq(u) :=
u−ZH3(ru)u3 in the sense of distributions, and ~w0(t) := S(t− t0)(~u−~v)(t0) with
t0 ∈ I arbitrary but fixed. Then
‖~u− ~v − ~w0‖
L∞
(
I;H˙
3
2×H˙ 12
) + ‖u− v‖L2t(I;L10x ) ≤ C0(A)ε.
In particular, ‖u‖S(I) <∞.
3. Concentration compactness
3.1. Existence and compactness of a critical element. We begin the proofs
of Theorem 1.1 and Theorem 1.2. In both cases we follow the concentration-
compactness/rigidity method introduced by Kenig and Merle in [26, 27]. The
concentration compactness aspect of the argument is based on the fundamental
linear and nonlinear profile decompositions of Bahouri and Gerard, [1], and is by
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now standard. We essentially use the scheme from [28], which is a refinement of
the techniques used in [26, 27] to extract a critical element. Indeed, the conclusion
of this section is that in the event that Theorem 1.1 or Theorem 1.2 fails, there
exists a minimal, nontrivial, non-scattering solution to (1.2), that is referred to as
the critical element.
First some notation, and we follow [28] for convenience. Given initial data
(u0, u1) ∈ H˙ 32 × H˙ 12 (R5) we denote by ~u(t) ∈ H˙ 32 × H˙ 12 (R5) the unique solu-
tion to either (1.2), (1.18), or (1.22) with initial data ~u(0) = (u0, u1) defined on the
maximal interval of existence Imax(~u) := (T−(~u), T+(~u)). For A > 0 define
B(A) :=
{
(u0, u1) ∈ H˙ 32 × H˙ 12 : ‖~u(t)‖
L∞t ([0,T+(~u));H˙
3
2×H˙ 12 ) ≤ A
}
.
Definition 2. We say that SC(A) holds if for all ~u = (u0, u1) ∈ B(A) we have
T+(~u) = +∞ and ‖u‖S([0,∞)) < ∞. We also say that SC(A; ~u) holds if ~u ∈ B(A),
T+(~u) = +∞ and ‖u‖S([0,∞)) <∞.
Remark 3. Recall from Proposition 2.4 that ‖u‖S([0,∞)) <∞ if and only if ~u scatters
to a free waves as t→ +∞. It follows that both Theorem 1.1 and Theorem 1.2 are
equivalent to the statement that SC(A) holds for all A > 0.
Now suppose that Theorem 1.1 (resp. Theorem 1.2) is false. By Proposition 2.4,
there is an A0 > 0 such that SC(A0) holds. As we are assuming that Theorem 1.1
(resp. Theorem 1.2) fails, there exists a threshold value AC so that for A < AC ,
SC(A) holds, and for A > AC , SC(A) fails. It is clear that 0 < A0 < AC . The stan-
dard conclusion of the supposed failure of the Theorem 1.1 (resp. Theorem 1.2) is
that there then must exist a non-scattering solution ~u(t) to (1.2) so that SC(AC , ~u)
fails, which enjoys certain minimality and compactness properties.
We state a refined version of this result below, and we refer the reader to [28, 29,
30] for the details of the argument. As usual, the main ingredients are the linear
and nonlinear Bahouri-Gerard type profile decompositions from [1] used together
with the nonlinear perturbation theory, Lemma 2.5.
Proposition 3.1. Suppose that Theorem 1.1 (resp. Theorem 1.2) is false. Then,
there exists a solution ~u∗(t), referred to as a critical element such that SC(AC ; ~u∗)
fails. Moreover, we can assume that ~u∗(t) does not scatter in either time direction,
which means that
‖u∗‖S((T−(~u),0]) = ‖u∗‖S([0,T+(~u))) =∞. (3.1)
In addition, there exists a continuous function N : Imax(~u)→ (0,∞) so that the set
K :=
{(
1
N(t)
u∗
(
t,
·
N(t)
)
,
1
N2(t)
u∗t
(
t,
·
N(t)
))
| t ∈ Imax(~u)
}
(3.2)
is pre-compact in H˙
3
2 × H˙ 12 (R3) and we have
inf
t∈[0,T+(~u))
N(t) > 0. (3.3)
In what follows it will be convenient to give a name to the compactness prop-
erty (3.2) satisfied by the critical element.
Definition 3 (The Compactness Property). Let I ∋ 0 be a time interval and suppose
~u(t) be a solution to either (1.2), (1.18), or (1.22) on an interval I. We will say ~u(t)
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has the compactness property on I if there exists a continuous function N : I →
(0,∞) so that the set
K :=
{(
1
N(t)
u
(
t,
·
N(t)
)
,
1
N2(t)
ut
(
t,
·
N(t)
))
| t ∈ I
}
is pre-compact in H˙
3
2 × H˙ 12 (R5).
Remark 4 (Uniformly Small Tails). A straightforward consequence of a solution
having the compactness property on an interval I is that, after modulation, we can
control the H˙
3
2 ×H˙ 12 tails uniformly in t ∈ I. In fact, by the Arzela-Ascoli theorem,
for any η0 > 0 there exists 0 < c(η0) < C(η0) <∞ such that∫
|x|≥C(η)
N(t)
∣∣∣|∇|3/2u(t, x)∣∣∣2 dx+ ∫
|ξ|≥C(η)N(t)
|ξ|3 |uˆ(t, ξ)|2 dξ ≤ η0,
∫
|x|≤ c(η)
N(t)
∣∣∣|∇|3/2u(t, x)∣∣∣2 dx+ ∫
|ξ|≤c(η)N(t)
|ξ|3 |uˆ(t, ξ)|2 dξ ≤ η0,
∫
|x|≥C(η)N(t)
∣∣∣|∇|1/2ut(t, x)∣∣∣2 dx +
∫
|ξ|≥C(η)N(t)
|ξ| |uˆt(t, ξ)|2 dξ ≤ η0,
∫
|x|≤ c(η)N(t)
∣∣∣|∇|1/2ut(t, x)∣∣∣2 dx+
∫
|ξ|≤c(η)N(t)
|ξ| |uˆt(t, ξ)|2 dξ ≤ η0,
(3.4)
for all t ∈ I.
Another standard fact about solutions to (1.2) with the compactness property
on an open interval I = (T−, T+) is that any Strichartrz norm of the linear part
of the evolution vanishes as t → T− and as t → T+. A concentration compactness
argument then implies that the linear part of the evolution must vanish weakly
in H˙
3
2 × H˙ 12 , see [59, Section 6], [52, Proposition 3.6]. This implies the following
lemma, which is essential to the proofs of Theorem 1.1 and Theorem 1.2.
Lemma 3.2 (Weak Limits). [59, Section 6], [52, Proposition 3.6] Let ~u(t) be a
solution to either (1.2), (1.18), or (1.22) with the compactness property on an
interval I = (T−, T+). Then for any t0 ∈ I we have
−
∫ T
t0
S(t0 − s)(0, F (u)) ds ⇀ ~u(t0) as T ր T+ weakly in H˙ 32 × H˙ 12
+
∫ t0
T
S(t0 − s)(0, F (u)) ds ⇀ ~u(t0) as T ց T− weakly in H˙ 32 × H˙ 12
(3.5)
where here F (u) denotes the nonlinearity in either (1.2), (1.18), or (1.22).
3.2. Reduction to Rigidity Theorems. The proofs of Theorem 1.1 and The-
orem 1.2 are now reduced to showing that a nonzero critical element, ~u∗(t) as in
Proposition 3.1 cannot exist. We prove the following rigidity statement.
Theorem 3.3 (Rigidity Theorem). Let ~u(t) be a solution to either (1.2), (1.18),
or (1.22). Suppose that there exits a continuous function N : [0, T+(~u)) → (0,∞)
so that the trajectory
K :=
{(
1
N(t)
u∗
(
t,
·
N(t)
)
,
1
N2(t)
u∗t
(
t,
·
N(t)
))
| t ∈ Imax
}
(3.6)
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is pre-compact in H˙
3
2 × H˙ 12 (R3) and we have
inf
t∈[0,T+(~u))
N(t) > 0. (3.7)
Then ~u ≡ (0, 0).
Following the work of Kenig, Merle [29, Sections 5 and 6] and Duyckaerts, Kenig,
and Merle [20, Section 2], the proof of Theorem 3.3 reduces to proving the following
two propositions, the first where the scaling parameter N(t) is bounded away from
0 on the entire interval Imax, as opposed to just the half-open interval [0, T+), and
the second which assumes that the solution experiences self-similar finite time blow
up in forward time.
Proposition 3.4. Let ~u(t) be a solution to either (1.2), (1.18), or (1.22) defined
on an interval Imax(~u) = (T−, T+). Suppose that there exits a continuous function
N : Imax(~u)→ (0,∞) so that the trajectory
K :=
{(
1
N(t)
u∗
(
t,
·
N(t)
)
,
1
N2(t)
u∗t
(
t,
·
N(t)
))
| t ∈ Imax(~u))
}
(3.8)
is pre-compact in H˙
3
2 × H˙ 12 (R3) and we have
inf
t∈Imax(~u)
N(t) > 0. (3.9)
Then ~u ≡ (0, 0).
Proposition 3.5. There is no radial solution to either (1.2), (1.18), or (1.22) with
the compactness property on Imax(~u) as in Theorem 3.3, with T+(~u) <∞ and with
the scaling parameter given by
N(t) = (T+ − t)−1
on the half interval [0, T+). Note that in this case the trajectory
K+ :=
{(
(T+ − t)u∗ (t, (T+ − t)· ) , (T+ − t)2u∗t (t, (T+ − t)· )
) | t ∈ [0, T+(~u))}
is pre-compact in H˙
3
2 × H˙ 12 (R3).
Remark 5. We make note of the following reductions which we will use later.
(1) Suppose that the scaling parameter N(t) as in (3.7) satisfies N(t) ≤ C <∞
on [0, T+) (resp. (T−, 0]). Then, a standard argument, see for example [29]
or [45, proof of Proposition 4.4], shows that in fact we must have T+ =∞
(resp. T− = −∞). In fact, one can then modify the profile so that N(t) = 1
for all t ≥ 0, (resp. t ≤ 0).
(2) Let ~u(t) have the compactness property as in Theorem 3.3, or Proposi-
tion 3.4, 3.5. If, say, T+ < ∞, then without loss of generality we can
assume that suppu(t), ut(t) ∈ B(0, T+ − t); see for example [29, Lemma
4.15] for more details.
Remark 6. The reduction of Theorem 3.3 to Propositions 3.4, 3.5 is a standard ar-
gument in the field and does not depend on the dimension or the precise structure
of the nonlinearity. In particular, the argument in [20, Section 2], which deals with
the focusing radial, supercritical semilinear wave equation in d = 3, applies here
as well. Such reductions hold as well for different equations such as the nonlin-
ear Schro¨dinger equation, see for example [33], or for the gKdV equation, see for
example [31, 9].
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Rather than repeat the argument that reduces Theorem 3.3 to the two proposi-
tions, we focus the rest of the paper on the proofs of Proposition 3.4, and Propo-
sition 3.5, where several aspects of proof differ significantly from the arguments
in [20].
4. Additional regularity and decay for solutions with the
Compactness Property
In this section we prove additional regularity and additional spacial decay for
solutions to (1.2), (1.18), and (1.22) with the compactness property on an open
interval Imax ∋ 0 using the so-called Double Duhamel trick. The methods used in
this section are similar to the techniques used in [10] for the cubic wave equation
in R1+3. In the first two subsections we carry out the arguments in the case of the
focusing cubic equation (1.2) as this keeps the technical difficulties at a minimum. In
the last two subsections we extend the main results to solutions to (1.18) and (1.22).
4.1. Higher regularity for compact solutions to (1.2). We begin by showing
that a solution to (1.2) with that compactness property in H˙3/2 × H˙1/2 is in fact,
more regular. In particular we prove the following estimates for the H˙5/2 × H˙3/2
norm of ~u(t).
Proposition 4.1. Suppose ~u(t) is a solution to (1.2) with the compactness property
on Imax(~u) as in Theorem 3.3, i.e., assume that there exists a function N : Imax →
(0,∞) so that the set
K :=
{(
1
N(t)
u
(
t,
·
N(t)
)
,
1
N2(t)
ut
(
t,
·
N(t)
))
| t ∈ I
}
(4.1)
is pre-compact in H˙3/2 × H˙1/2. Then for all t ∈ Imax,
‖~u(t)‖H˙5/2×H˙3/2(R5) . N(t).
with a constant that is uniform in t ∈ Imax.
Remark 7. We note that all implicit constants in this section in the symbol . will
be allowed to depend on the L∞t (Imax; H˙
3/2 × H˙1/2) norm of ~u, which is bounded
by a fixed constant.
Before beginning the proof of Proposition 4.1 we establish a few preliminary
definitions and facts. Define
v = u+
i√−∆ut.
Note that if u solves
utt −∆u = F (u), (4.2)
then v solves
vt = ut +
i√−∆(∆u+ F (u)) = −i
√−∆v + i√−∆F (u).
and we have
‖~u(t)‖H˙s×H˙s−1 ≃ ‖v(t)‖H˙s (4.3)
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By Duhamel’s formula
v(t) = e−it
√−∆v(0) +
∫ t
0
e−i(t−τ)
√−∆
√−∆ F (u)dτ.
If ~u(t) has the compactness property on Imax then using Lemma 3.2 we note that
for any t0 ∈ Imax, as∫ T
t0
e−i(t0−τ)
√−∆F (u(τ))dτ ⇀ v(t0), as T → T−, T+ (4.4)
weakly in H˙3/2(R5).
We next prove a refined local estimate on the scattering norm of ~u(t).
Lemma 4.2. Let ~u(t) satisfy the assumptions in Proposition 4.1. Then for any
η > 0 there exists δ(η) > 0 such that for any t0 ∈ Imax,
‖u‖L2tL10x ([t0− δN(t0) ,t0+ δN(t0) ]×R5) . η.
Proof. We can assume without loss of generality that t0 = 0 and define the interval
J := [− δN(t0) ,+ δN(t0) ]. By Duhamel’s formula
‖u(t)‖L2(J;L10) ≤ ‖S(t)~u(0)‖L2(J;L10) +
∥∥∥∥
∫ t
0
S(t− s)(0, u3) ds
∥∥∥∥
L2(J;L10)
(4.5)
We begin by estimating the first term on the right-hand-side of (4.5). Choose C(η)
as in Remark 4, so that
‖P≥C(η)N(0)~u(0)‖H˙3/2×H˙1/2(R5) ≤ η. (4.6)
By compactness C(η) above can be chosen uniformly in t ∈ Imax, which is the
reason why it suffices to just consider t0 = 0 in this argument. Next, we have
‖S(t)~u(0)‖L2t(J;L10x ) .
‖S(t)P≥C(η)N(0)~u(0)‖L2t (J;L10x ) + ‖S(t)P≤C(η)N(0)~u(0)‖L2t(J;L10x )
We use (4.6) together with Strichartz estimates to handle the first term on the
right-hand-side above:
‖S(t)P≥C(η)N(0)~u(0)‖L2t(J;L10x ) . ‖P≥C(η)N(0)~u(0)‖H˙3/2×H˙1/2 . η.
To control the second term we use Bernstein’s inequalities, (2.1) and Sobolev em-
bedding,
‖P≤C(η)N(0)S(t)~u(0)‖L10x (R5) . C(η)1/2N(0)1/2 (4.7)
Taking the L2t (J) norm above yields
‖S(t)P≤C(η)N(0)~u(0)‖L2t (J;L10x ) . C(η)
1
2 δ
1
2
Next, we use Strichartz estimates on the second term on the right-hand-side of (4.5).∥∥∥∥
∫ t
0
S(t− s) (0,±u3) ds
∥∥∥∥
L2t (J;L
10
x )
. ‖(D 12u)u2‖L1t(J;L2) . ‖u‖2L2t(J;L10x )
Combining all of the above we obtain,
‖u‖L2t(J;L10x ) . η + C(η)
1
2 δ
1
2 + ‖u‖2L2t(J;L10x ) (4.8)
The proof is concluded using the usual continuity argument after taking δ small
enough. 
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We can now begin the proof of Proposition 4.1.
Proof of Proposition 4.1. Using compactness, we can assume, without loss of gen-
erality that t0 = 0. We prove Proposition 4.1 by finding a frequency envelope αk(0)
so that
‖Pk~u(0)‖H˙5/2×H˙3/2 . 2kαk(0)
‖{2kαk(0)}k∈Z‖ℓ2 . N(0)
(4.9)
We note that finding αk(0) as above proves Proposition 4.1 in light of Defninition 1.
Claim 4.3. Let η > 0 be a small number and let J := [−δ/N(0),+δ/N(0)] where
δ = δ(η) is as in Lemma 4.2. Define
ak := 2
3k
2 ‖Pku‖L∞(J;L2) + 2 k2 ‖Pkut‖L∞(J;L2)
ak(0) := 2
3k
2 ‖Pku(0)‖L2 + 2 k2 ‖Pkut(0)‖L2
Define the frequency envelopes
αk :=
∑
j
2−
5
4 |j−k|aj , αk(0) :=
∑
j
2−
5
4 |j−k|aj(0)
Then,
ak . ak(0) + η
2
∑
j≥k−3
23(k−j)/2aj (4.10)
and η > 0 can be chosen small enough so that
αk . αk(0). (4.11)
Proof. First we observe that after localizing to frequency k, Strichartz estimates
along with Lemma 4.2 give
ak . 2
3k/2‖Pku(0)‖L2x + 2k/2‖Pkut(0)‖L2x + 2
k
2 ‖Pk(u3)‖L1tL2x(J)
. ak(0) + η
2
∑
j≥k−3
23(k−j)/2aj.
(4.12)
Indeed, to prove the last line above we observe that it suffices to show that
2
k
2 ‖Pk(u3)‖L2x . 2
3k
2 ‖u‖2L10
∑
j≥k−3
‖Pju‖L2 (4.13)
First, noting that since Pk((P≤k−4u)3) = 0, we have
‖Pku3‖L2x . ‖Pk[(P≤k−4u)2P≥k−3u]‖L2 + ‖Pk[(P≤k−4u(P≥k−3u)2]‖L2
+ ‖Pk[P≥k−3u]3‖L2
We estimate the terms on the right-hand side above as follows: First by Young’s
inequality and Bernstein’s inequality,
‖Pk[(P≤k−4u)2P≥k−3u]‖L2 . ‖(P≤k−4u)2P≥k−3u‖L2
. ‖P≤k−4u‖2L∞
∑
j≥k−3
‖Pju‖L2
. 2k‖u‖2L10
∑
j≥k−3
‖Pju‖L2
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Next, again using Young’s inequality and the fact that Pk is given by convolution
with φˇk(·) := 25kφˇ(2k·) where φˇ ∈ S, we have
‖Pk[(P≤k−4u(P≥k−3u)2]‖L2 . ‖P≤k−4u‖L∞‖φˇk‖L 109 ‖(P≥k−3u)
2‖
L
5
3
. 2k‖u‖2L10
∑
j≥k−3
‖Pju‖L2
Finally, arguing similarly for the last term we have
‖Pk[P≥k−3u]3‖L2 . ‖φˇk‖L 54 ‖(P≥k−3u)
2P≥k−3u‖
L
10
7
. 2k‖u‖2L10
∑
j≥k−3
‖Pju‖L2
This proves (4.13) as desired, which implies (4.10). To establish (4.11) we use (4.10)
to obtain∑
j
2−
5
4 |j−k|aj .
∑
j
aj(0)2
− 54 |j−k| + η2
∑
j
2−
5
4 |j−k|
∑
j1≥j−3
23(j−j1)/2aj1 . (4.14)
Reversing the order of summation in the second term above we have∑
j1≤k
∑
j≤j1+3
2
3
2 (j−j1)2
5
4 (j−k)aj1 .
∑
j1≤k
2
5
4 (j1−k)aj1 . αk,
∑
j1>k
∑
j≤j1+3
2
3
2 (j−j1)2−
5
4 |j−k|aj1 .
∑
j1>k
(2−
3
2 (j1−k) + 2−
5
4 (j1−k))aj1 . αk.
(4.15)
Therefore, (4.14) implies that
αk . αk(0) + η
2αk,
which in turn yields (4.11) once η > 0 is chosen small enough. 
Now we are ready to use the double Duhamel trick to prove Proposition 4.1. Let
〈·, ·〉H˙3/2 denote the inner product with
〈v, v〉H˙3/2 = ‖v‖2H˙3/2 .
Again, recall that we can assume without loss of generality that t0 = 0. For any k,
and for any T1 < T+ we have
〈Pkv(0), Pkv(0)〉H˙3/2
=
〈
Pk
(
e−iT1
√−∆v(T1) +
∫ T1
0
e−iτ
√−∆
√−∆ F (u(τ))dτ
)
, Pkv(0)
〉
H˙3/2
= lim
T1→T+
〈
Pk
(∫ T1
0
e−iτ
√−∆
√−∆ F (u(τ))dτ
)
, Pkv(0)
〉
H˙3/2
,
where F (u) = u3. Then for any T− < T2 < 0, this further reduces as
=
〈
Pkv(0), Pke
−iT2
√−∆v(T2)
〉
H˙3/2
+ lim
T1→T+
〈
Pk
(∫ T1
0
e−iτ
√−∆
√−∆ F (u(τ))dτ
)
, Pk
(∫ 0
T2
e−it
√−∆
√−∆ F (u(t))dt
)〉
H˙3/2
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Taking the limit T2 → T−, for any integer k, yields
〈Pkv(0), Pkv(0)〉H˙3/2 =
=
〈
Pk
(∫ T+
0
e−iτ
√−∆
√−∆ F (u(τ))dτ
)
, Pk
(∫ 0
T−
e−it
√−∆
√−∆ F (u(t))dt
)〉
H˙3/2
.
Now let χ be a smooth, radial, non-increasing function, χ(x) = 1 when |x| ≤ 1,
χ(x) = 0 when |x| ≥ 2. Let c > 0 be a small fixed constant, say c = 14 . We rewrite
the inner product above as
〈A+B,A′ +B′〉H˙3/2 = 〈A,A′ +B′〉H˙3/2 + 〈A+B,A′〉H˙3/2
− 〈A,A′〉H˙3/2 + 〈B,B′〉H˙3/2 ,
(4.16)
where
A := Pk
(∫ δ
N(0)
0
e−it
√−∆
√−∆ u
3dt
)
+ Pk
(∫ T+
δ
N(0)
e−it
√−∆
√−∆ (1− χ)(
x
ct
)u3dt
)
,
B := Pk
(∫ T+
δ
N(0)
e−it
√−∆
√−∆ χ(
x
ct
)u3dt
)
.
and A′, B′ are the corresponding integrals in the negative time direction.
First we estimate the term 〈A,A′〉H˙3/2 ≤ ‖A‖H˙3/2‖A′‖H˙3/2 . To control the terms
in the right-hand side in the inequality in the preceding line we observe first that
by the argument in Claim 4.3 we have∥∥∥∥∥Pk
(∫ δ
N(0)
0
e−it
√−∆
√−∆ u
3dt
)∥∥∥∥∥
H˙3/2
. η2
∑
j≥3
2
3
2 (k−j)aj . (4.17)
Next, we prove the following claim:
Claim 4.4. There exists a sequence bk ∈ ℓ2, so that∥∥∥∥∥Pk
(∫ T+
δ
N(0)
e−it
√−∆
√−∆ (1− χ)(
x
ct
)u3 dt
)∥∥∥∥∥
H˙3/2
. 2−kbk. (4.18)
and
‖bk‖l2 . N(0)
c2δ
‖u‖3
L∞t H˙
3/2 , (4.19)
Proof of Claim 4.4. Note that it suffices to show that∥∥∥∥∥
∫ T+
δ
N(0)
e−it
√−∆
√−∆ (1− χ)(
x
ct
)u3 dt
∥∥∥∥∥
H˙5/2
.
N(0)
c2δ
‖u‖3
L∞t H˙
3/2 . (4.20)
To see this we begin by observing that∥∥∥∥∥
∫ T+
δ
N(0)
e−it
√−∆
√−∆ (1− χ)(
x
ct
)u3 dt
∥∥∥∥∥
H˙5/2
.
∫ ∞
δ
N(0)
‖(1− χ)( x
ct
)u3‖
H˙
3
2
dt
.
∫ ∞
δ
N(0)
[
1
ct
‖χ′( x
ct
)u3‖
H˙
1
2
+ ‖(1− χ)( x
ct
)∇uu2‖
H˙
1
2
]
dt
(4.21)
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Next, using Sobolev embedding we have
1
ct
‖χ′( x
ct
)u3‖
H˙
1
2
.
1
ct
‖χ′( x
ct
)u3‖
W˙ 1,
5
3
.
1
(ct)2
‖u‖3L5 +
1
ct
‖χ′( x
ct
)∇uu2‖
L
5
3
.
1
(ct)2
‖u‖3
H˙
3
2
+
1
ct
‖∇u‖
L
5
2
‖u‖L5‖u‖L∞(|x|≥ct)
.
1
(ct)2
‖u‖3
H˙
3
2
where in the last line above we have used Lemma 2.2, i.e.,
‖u‖L∞x (|x|≥R) . R−1‖u‖H˙3/2(R5). (4.22)
By the fractional product rule
‖(1− χ)( x
tc
)(∇u)u2‖H˙1/2 . ‖∇u‖L5/2x ‖(1− χ)(
x
tc
)u2‖W˙ 1/2,10
+ ‖u‖H˙3/2‖(1− χ)(
x
tc
)u2‖L∞x .
(4.23)
Again, by Sobolev embedding and Lemma 2.2 we have
‖(1− χ)( x
ct
)u2‖W˙ 1/2,10 . ‖(1− χ)(
x
ct
)u2‖W˙ 1,5
.
1
ct
‖u‖L∞(|x≥ct|)‖u‖L5 + ‖(1− χ)( x
ct
)u∇u‖L5
.
1
(ct)2
‖u‖
H˙
3
2
+ ‖(1− χ)( x
ct
)u‖L10‖(1− χ)( x
ct
)∇u‖L10
.
1
(ct)2
‖u‖
H˙
3
2
We also can use Lemma 4.22 to deduce that
‖(1− χ)( x
tc
)u2‖L∞x .
1
(ct)2
‖u‖2
H˙
3
2
Therefore we can estimate (4.23) by
‖(1− χ)( x
tc
)(∇u)u2‖H˙1/2 .
1
(ct)2
‖u‖3
H˙
3
2
(4.24)
Plugging the preceding estimates into (4.21) gives∥∥∥∥∥
∫ T+
δ
N(0)
e−it
√−∆
√−∆ (1 − χ)(
x
ct
)u3 dt
∥∥∥∥∥
H˙5/2
.
∫ ∞
δ
N(0)
1
(ct)2
‖u‖3
H˙
3
2
dt (4.25)
from which (4.20) is immediate. 
Combining (4.17) and (4.18) and recalling the definition of A yields
‖A‖H˙3/2 . 2−kbk + η2
∑
j≥k−3
aj2
3(k−j)/2.
Estimating A′ in an identical manner then yields
〈A,A′〉
H˙
3
2
.

2−kbk + η2 ∑
j≥k−3
aj2
3(k−j)/2


2
. (4.26)
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Next using again the fact that e−it
√−∆v(t) ⇀ 0 weakly in H˙3/2 as tր T+, tց T−,
as well as (4.17) and (4.18) we have
〈A+B,A′〉+ 〈A,A′ +B′〉 . ak(0)

2−kbk + η2 ∑
j≥k−3
aj2
3(k−j)/2

 . (4.27)
Finally it remains to estimate 〈B,B′〉 which is given by
〈B,B′〉H˙3/2 =
=
∫ −δ
N(0)
T−
∫ T+
δ
N(0)
〈
Pk
(
e−it
√−∆
√−∆ χ(
·
ct
)u3(t)
)
, Pk
(
e−iτ
√−∆
√−∆ χ(
·
cτ
)u3(τ)
)〉
H˙
3
2
dtdτ
=
∫ −δ
N(0)
−T−
∫ T+
δ
N(0)
〈
χ(
x
ct
)u3(t), P 2k
(
ei(t−τ)
√−∆√−∆χ( ·
cτ
)u3(τ)
)〉
L2
dtdτ. (4.28)
Here we use an argument based on the sharp Huygens principle, see for example [10,
Section 4]. The kernel Kk(·) of the operator Pkei(t−τ)
√−∆√−∆ is given by
Kk(x) = Kk(|x|) := c2k
∫ π
0
∫ ∞
0
ei|x|ρ cos θeiρ(t−τ)φ(
ρ
2k
)ρ5 dρ sin3 θ dθ (4.29)
where the integrand is written in polar coordinates on R5 where ρ = |ξ|, θ is the
azimuthal angle on S4, and φ(·/2k) is the Fourier multiplier for the kth Littlewood-
Paley projection Pk. Integration by parts L ∈ N times in ρ yields the estimate
|Kk(|x− y|)| .L 2
6k
〈2k |(τ − t)− |x− y||〉L
where here recall that τ > 0 and t < 0. Note that in (4.28) we have |x| ≤ 14 |t| and
|y| ≤ 14 |τ | which means that |x− y| ≤ 14 |t− τ |. Therefore we have
(τ − t)− |x− y| ≥ 1
2
|τ − t|
which yields the estimate
|Kk(|x− y|)| .L 2
6k
〈2k |τ − t|〉L (4.30)
in the relevant region of integration. First, if N(0)≪ 2k, we use (4.30) with L = 9
which yields, 〈
χ(
x
ct
)u3(t), P 2k
(
ei(t−τ)
√−∆√−∆χ( ·
cτ
)u3(τ)
)〉
L2
.
∫ c|t|
0
u3(t, x)
∫ c|τ |
0
|Kk(x− y)|u3(τ, y) dy dx
. 2−3k
|τ |2 |t|2
|τ − t|9 ‖u‖
6
L∞t L
5
x
.
2−3k
|τ − t|5 ‖u‖
6
L∞t H˙
3
2
x
(4.31)
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Integrating (4.31) in τ and in t as in (4.28) gives
〈B,B′〉
H˙
3
2
.
∫ −δ
N(0)
−T−
∫ T+
δ
N(0)
2−3k
|τ − t|5 dτ dt
. 2−3kN(0)3 . 2−
9
4kN(0)
9
4 if N(0)≪ 2k
(4.32)
where in the last inequality above we have used that N(0)≪ 2k. Next suppose that
2k . N(0). In the region |τ − t| ≤ 2−k we used the crude estimate |Kk(x− y)| .
26k and in the region |τ − t| ≥ 2−k we use (4.30) with L = 7 to obtain, via the
same argument as above, that
〈B,B′〉
H˙
3
2
. 1 if N(0) & 2k (4.33)
Putting (4.32) and (4.33) together gives
〈B,B′〉
H˙
3
2
. min(2−
9
4kN(0)
9
4 , 1) (4.34)
Combining (4.26), (4.27), and (4.34) gives
a2k(0) .
(
2−kbk + η2
∑
j≥k−3
23(k−j)/2aj
)2
+ ak(0)
(
2−kbk + η2
∑
j≥k−3
aj2
3(k−j)/2
)
min(2−
9
4kN(0)
9
4 , 1)
which implies that
ak(0) . 2
−kbk + η2
∑
j≥k−3
23(k−j)/2aj +min(2−
9
8 kN(0)
9
8 , 1) (4.35)
Recalling the definitions of the envelopes αk(0) and αk we have
αk(0) . η
2αk +
∑
j
2−
5
4 |j−k|2−jbj +
∑
j
2−
5
4 |j−k|2−jmin(2−
1
8 jN(0)
9
8 , 2j) (4.36)
Next, using (4.11) to control αk . αk(0), and taking η > 0 small enough we obtain
αk(0) .
∑
j
2−
5
4 |j−k|2−jbj +
∑
j
2−
5
4 |j−k|2−jcj (4.37)
where cj := min(2
− 18 jN(0)
9
8 , 2j) satisfies
‖{cj}‖ℓ2 . N(0) (4.38)
Finally, we use Schur’s test along with (4.19), (4.38) to deduce that
‖{2kαk}‖ℓ2 . N(0) (4.39)
as desired. This completes the proof of Proposition 4.1 
4.2. Improved uniform spacial decay for compact solutions to (1.2). In this
section we prove that in the case that inft∈I N(t) > 0 then a solution ~u(t) to (1.2)
with the compactness property on I has uniform spacial decay that “breaks the
scaling.” In particular, we show that ~u(t) must be uniformly bounded in H˙
3
4 ×
H˙−
1
4 (R5), which in turn implies by Lemma 2.2 that
∣∣r7/4u(t, r)∣∣ . 1. We will not
use this pointwise estimate in particular, but rather the fact that boundedness in
H˙
3
4 × H˙− 14 (R5) and compactness in H˙ 32 × H˙ 12 (R5) will yield compactness in the
energy space H˙1 × L2. This last point will be crucial in Section 6.
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Proposition 4.5. Let ~u(t) be a solution to (1.2) with the Compactness Property
as in Proposition 3.4, i.e, suppose that the scaling parameter N(t) satisfies
inf
t∈Imax(~u)
N(t) > 0
then for all t ∈ Imax,
‖~u(t)‖
H˙
3
4×H˙− 14 (R5) . 1. (4.40)
with a constant that is uniform in t ∈ Imax.
Proof. Without loss of generality, it will again suffice to consider only the case
t = 0. We will prove Proposition 4.5 by finding a frequency envelope αk = αk(0)
so that
‖(Pku(0), Pkut(0))‖
H˙
3
4×H˙− 14 . 2
− 3k4 αk
‖{2− 3k4 αk}k∈Z‖ℓ2 . 1
(4.41)
Note that for k ≥ 0 it suffices, by the uniform boundedness of the H˙ 32 × H˙ 12 norm
of ~u(t) to take
αk := 1 for k ≥ 0
Now, for each j define
aj := 2
3j/2‖Pju‖L∞t L2x + 2j/2‖Pjut‖L∞t L2x (4.42)
and for k < 0 set
αk :=
∑
j
2−|j−k|aj for k < 0 (4.43)
As in the previous subsection let v = u+ i√−∆ut. Then v solves the equation
vt = ut +
i√−∆utt = iut +
i√−∆(∆u+ u
3) = −i√−∆v + i√−∆u
3.
and we have
‖Pjv‖
L∞t H˙
3
2
≃ aj (4.44)
Next, note that we can also assume without loss of generality that N(t) ≥ 1 for all
t ∈ Imax. By Lemma 3.2 we have the weak limits
lim
tրT+,tցT−
eit
√−∆v(t)⇀ 0,
weakly in H˙3/2. As in the previous subsection we thus obtain the reduction
〈PMv(0), PMv(0)〉H˙3/2 =
=
〈
PM
(∫ T+
0
e−iτ
√−∆
√−∆ u
3(τ)dτ
)
, PM
(∫ 0
T−
e−it
√−∆
√−∆ u
3(t)dt
)〉
H˙3/2
.
for any fixed frequency M . As we are only concerned with low frequencies in what
follows M < 1 and later we will write M = 2k for k < 0.
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Again as in the previous subsection we let χ be a smooth, radial, non-increasing
function, χ(x) = 1 when |x| ≤ 1, χ(x) = 0 when |x| ≥ 2. Let c > 0 be a small fixed
constant, say c = 14 . We rewrite the inner product above as
〈A+B,A′ +B′〉H˙3/2 = 〈A,A′ +B′〉H˙3/2 + 〈A+B,A′〉H˙3/2
− 〈A,A′〉H˙3/2 + 〈B,B′〉H˙3/2 ,
(4.45)
where
A :=
∫ CM−1
0
e−it
√−∆
√−∆ PM (u
3(t))dt +
∫ T+
CM−1
e−it
√−∆
√−∆ (1− χ)(
x
ct
)PM (u
3(t))dt,
B :=
∫ T+
CM−1
e−it
√−∆
√−∆ χ(
x
ct
)PM (u
3(t))dt.
and C is will be a fixed constant to be determined below. Again, A′, B′ are the
corresponding integrals in the negative time direction.
First we estimate the term 〈A,A′〉H˙3/2 ≤ ‖A‖H˙3/2‖A′‖H˙3/2 . First, we have∥∥∥∥∥PM
(∫ CM−1
0
e−iτ
√−∆
√−∆ u
3(τ)dτ
)∥∥∥∥∥
H˙
3
2
.M
1
2
∥∥∥∥∥
∫ CM−1
0
e−iτ
√−∆PMu3(τ) dτ
∥∥∥∥∥
L2
. CM−
1
2 ‖PMu3‖L∞t L2x (4.46)
We also note that by the compactness of the set K as in Proposition 3.4 and using
the fact that N(t) ≥ 1 we can find a small number N0 = N0(η) so that
‖P≤N0u‖L5 . ‖P≤N0u‖H˙ 32 . η (4.47)
where we have used Sobolev embedding and Remark 4 above. We now estimate
the right-hand-side of (4.46). We claim that
CM−
1
2 ‖PMu3‖L∞t L2x . Cη2M
3
2 ‖P>M/4u‖L∞t L2 + CN
− 32
0 M
3
2 (4.48)
where the implicit constants above are allowed, as always, to depend on ‖v‖
L∞t H˙
3
2
and the constant C is yet to be chosen. To prove (4.48) we write
‖PM (u3)‖L2 =
∥∥PM [(P≤M/4u+ P>M/4u)(P≤N0u+ P>N0u)2]∥∥L2
. ‖PM (P≤M/4u(P≤N0u)2)‖L2 + ‖PM (P≤M/4uP≤N0uP>N0u)‖L2
+ ‖PM (P≤M/4u(P>N0u)2)‖L2 + ‖PM (P>M/4u(P≤N0u)2)‖L2
‖PM (P>M/4uP≤N0uP>N0u)‖L2 + ‖PM (P>M/4u(P>N0u)2)‖L2
We next estimate each term on the right-hand-side above. We begin with the term
‖PM (P≤M/4u(P≤N0u)2)‖L2 . If N0 ≤M/4 then this term is identically zero. In the
case that M/4 < N0 we write P≤N0u = P≤M/4u+ PM/4<·≤N0u and we have
‖PM (P≤M/4u(P≤N0u)2)‖L2 . ‖PM ((P≤M/4u)2 PM/4<·≤N0u)‖L2
+ ‖PM (P≤M/4u (PM/4<·≤N0u)2)‖L2
recalling that PM is given by convolution with φˇM = M
5φˇ(M ·), φˇ ∈ S, we use
Young’s inequality followed by Ho¨lder to obtain
‖PM ((P≤M/4u)2 PM/4<·≤N0u)‖L2 . ‖φˇM‖L 53 ‖P≤M/4u‖
2
L5‖PM/4<·≤N0u‖L2
.M2η2‖P>M/4u‖L2
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Similarly, we have
‖PM (P≤M/4u (PM/4<·≤N0u)2)‖L2 .
. ‖φˇM‖
L
5
3
‖P≤M/4u‖L5‖PM/4<·≤N0u‖L5‖PM/4<·≤N0u‖L2
.M2η2‖P>M/4u‖L2
where we have been using throughout the fact that M/4 < N0. Next we show
how to control the term ‖PM (P>M/4u(P>N0u)2)‖L2 . Using the same argument as
above, together with Sobolev embedding we have
‖PM (P>M/4u(P>N0u)2)‖L2 . ‖φˇM‖L 53 ‖P>M/4u‖L5‖P>N0u‖L5‖P>N0u‖L2
.M2‖u‖2
H˙
3
2
‖P>N0u‖L2 .M2N−
3
2
0
The remaining terms are all handled similarly as the above two are representative
and we thus obtain (4.48). Combining (4.48) with (4.46) gives∥∥∥∥∥PM
(∫ CM−1
0
e−iτ
√−∆
√−∆ u
3(τ)dτ
)∥∥∥∥∥
H˙
3
2
. Cη2M
3
2 ‖P>M/4u‖L∞t L2 + CN
− 32
0 M
3
2
(4.49)
We next control the second term in A using the Lemma 2.2 to obtain sufficient time
decay. Indeed, we have∥∥∥∥∥
∫ T+
CM−1
e−it
√−∆
√−∆ (1 − χ)(
x
ct
)PM (u
3(t))dt
∥∥∥∥∥
H˙
3
2
.
∫ ∞
CM−1
∥∥∥(1− χ)( x
ct
)PMu
3
∥∥∥
H˙
1
2
dt .
∫ ∞
CM−1
∥∥∥(1 − χ)( x
ct
)PMu
3
∥∥∥
W˙ 1,
5
3
dt (4.50)
We estimate the integrand on the right-hand-side above.∥∥∥(1− χ)( x
ct
)PMu
3
∥∥∥
W˙ 1,
5
3
.
1
ct
‖χ′( x
ct
)PMu
3‖
L
5
3
+
∥∥∥(1 − χ)( x
ct
)∇PMu3
∥∥∥
L
5
3
(4.51)
Using Lemma 2.2 on the first term on the right in (4.51) gives
1
ct
‖χ′( x
ct
)PMu
3‖
L
5
3
.
1
(ct)2
‖rPMu3‖
L
5
3
.
1
(ct)2
‖ |∇| 12 PMu3‖
L
10
9
.
1
(ct)2
M
1
2 ‖PMu3‖
L
10
9
.
1
(ct)2
M
1
2 ‖P>M/4u‖L2‖u‖2L5
(4.52)
where in the very last line we used Young’s inequality and the decomposition u =
P≤M/4u+P>M/4. We again use Lemma 2.2 to estimate the second term in (4.51).∥∥∥(1− χ)( x
ct
)∇PMu3
∥∥∥
L
5
3
. (ct)−
6
5 ‖r 65∇PMu3‖
L
5
3
. (ct)−
6
5 ‖ |∇| 310 ∇PMu3‖
L
10
9
. (ct)−
6
5M
13
10 ‖∇PMu3‖
L
10
9
. (ct)−
6
5M
13
10 ‖P>M/4u‖L2‖u‖2L5 (4.53)
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Plugging the estimates (4.52) and (4.53) into the integrand in (4.50) and integrating
in t from CM−1 to ∞ gives∥∥∥∥∥
∫ T+
CM−1
e−it
√−∆
√−∆ (1 − χ)(
x
ct
)PM (u
3(t))dt
∥∥∥∥∥
H˙
3
2
.
. (
1
C
+
1
C
1
5
)M
3
2 ‖P>M/4u‖L∞t L2‖u‖L∞t H˙ 32 (4.54)
Combining (4.49) and (4.54) and choosing the constant C := 1η > 1 (where η
remains to be fixed below) we obtain,
‖A‖
H˙
3
2
. (Cη2 + C−
1
5 + C−1)M
3
2 ‖P>M/4u‖L∞t L2 + CN
− 32
0 M
3
2
. η
1
5M
3
2 ‖P>M/4u‖L∞t L2 + η−1N
− 32
0 M
3
2
(4.55)
The same estimate holds for ‖A′‖
H˙
3
2
. Using again the fact that e−it
√−∆v(t) ⇀ 0
weakly in H˙3/2 as t→ T+, T−, we estimate 〈A,A′ +B′〉
H˙
3
2
and 〈A+B,A′〉
H˙
3
2
by∣∣∣〈A,A′ +B′〉
H˙
3
2
∣∣∣ . ‖A‖
H˙
3
2
M
3
2 ‖PMv‖L∞t L2
.
(
η
1
5M
3
2 ‖P>M/4u‖L∞t L2 +
M
3
2
ηN
3
2
0
)
M
3
2 ‖PMv‖L∞t L2
∣∣∣〈A+B,A′〉
H˙
3
2
∣∣∣ .
(
η
1
5M
3
2 ‖P>M/4u‖L∞t L2 +
M
3
2
ηN
3
2
0
)
M
3
2 ‖PMv‖L∞t L2
(4.56)
Finally, we use the sharp Huygens principle to deduce that 〈B,B′〉
H˙
3
2
= 0. Indeed,
we have
〈B,B′〉
H˙
3
2
=
∫ − CM
T−
∫ T+
C
M
〈
χ(
x
c |t| )PMu
3(t), ∇e−i(t−τ)
√−∆χ(
·
c |τ | )PMu
3(τ)
〉
L2
dt dτ
= 0 (4.57)
With say c = 14 , it follows from the sharp Huygens principle that the two terms
inside the L2 bracket above have disjoint spacial supports – the term on the left
part of the bracket is supported in |x| ≤ 14 |t| and the term on the right side of the
bracket is supported on |x| > 34 |t− τ | > 34 |t|.
Now, we let M = 2k for k < 0. By (4.55), (4.56), and (4.57), we have
a2k .

η 15 ∑
j≥k−3
2
3
2 (k−j)aj + η−1N
− 32
0 2
3
2 k


2
+ ak

η 15 ∑
j≥k−3
2
3
2 (k−j)aj + η−1N
− 32
0 2
3
2k


(4.58)
which implies that
ak . η
1
5
∑
j≥k−3
2
3
2 (k−j)aj + η−1N
− 32
0 2
3
2k
(4.59)
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for all k < 0. For k > 0 we simply use the estimate ak . 1. Recalling the definition
of αk we then have
αk . η
1
5αk +
∑
j
2−|j−k| inf(η−1N−10 2
3
2 j , 1) (4.60)
Now we fix η > 0 small enough in order to absorb the first term on the right into
to the left-hand-side giving
αk .
∑
j
2−|j−k| inf(η−1N−10 2
3
2 j , 1) (4.61)
This implies that
αk . 2
k for k < 0. (4.62)
Since we have also set αk := 1 for k ≥ 0 we have now proved that {2− 34kαk} ∈ ℓ2.
This completes the proof of Proposition 4.5. 
4.3. Higher regularity and additional decay for wave maps with the Com-
pactness Property. In this section we extend the conclusions of Proposition 4.1
and Proposition 4.5 to the case when ~u is a solution to either (1.18) or (1.22) with
the Compactness Property on an interval I. In particular we prove the following
results.
Proposition 4.6. Suppose ~u(t) is a solution to either (1.18) or (1.22) with the
Compactness Property on Imax(~u) as in Theorem 3.3, i.e., assume that there exists
a function N : Imax → (0,∞) so that the set
K :=
{(
1
N(t)
u
(
t,
·
N(t)
)
,
1
N2(t)
ut
(
t,
·
N(t)
))
| t ∈ I
}
(4.63)
is pre-compact in H˙3/2 × H˙1/2. Then for all t ∈ Imax,
‖~u(t)‖H˙5/2×H˙3/2(R5) . N(t).
with a constant that is uniform in t ∈ Imax.
Proposition 4.7. Let ~u(t) be a solution to either (1.18) or (1.22) with the Com-
pactness Property as in Proposition 3.4, i.e, suppose that the scaling parameter
N(t) satisfies
inf
t∈Imax(~u)
N(t) > 0
then for all t ∈ Imax,
‖~u(t)‖
H˙
3
4×H˙− 14 (R5) . 1. (4.64)
with a constant that is uniform in t ∈ Imax.
The proof of Proposition 4.6 (respectively Proposition 4.7) is nearly identical to
the proof of Proposition 4.1 (respectively Proposition 4.5) and we will thus omit
many of the details. In fact, because of the assumption that ~u(t) ∈ H˙ 32 × H˙ 12 with
a uniform in t ∈ I bound, we also have a uniform L∞x estimate for ru, i.e., by
Lemma 2.2 we have
‖ru‖L∞t L∞x . ‖u‖L∞t H˙ 32 . 1
This means that for both FS3 and FH3 we have the estimate
|FS3 (r, u)| , |FH3(r, u)| =
∣∣u3ZS3(ru)∣∣ , ∣∣u3ZH3(ru)∣∣ . |u|3 (4.65)
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as was previously mentioned in (1.19) and (1.26). Therefore, we will only highlight
below the instances in the proof of Proposition 4.6 in which the structure, rather
than just the size of the nonlinearities comes into play. For the proof of Proposi-
tion 4.7 we provide even fewer details since the necessary additional techniques will
already have been introduced in the proof of Proposition 4.6.
Sketch of the proof of Proposition 4.6. As we mentioned above, the proof follows
the exact same argument as in the proof of Propsition 4.1 and therefore below we
will only give a few details regarding the estimates where the structure, rather than
just the size, of the nonlinearity enters into the argument. In particular, we will
need replacements for the estimates in Claim 4.3, the related estimate (4.17), and
Claim 4.4.
We begin by providing the estimates necessary to prove (4.25) which then im-
plies (4.21) and thus the analog of Claim 4.4. Indeed here we can easily prove
that
‖(1− χ)( x
ct
)F (r, u)‖H˙3/2 .‖u‖
L∞t H˙
3
2
1
(ct)2
.
where here F (r, u) is either F (u) = FS3(r, u) or F (r, u) = FH3(r, u). We have
‖(1− χ)( r
ct
)F (r, u)‖H˙3/2 . ‖∇((1− χ)(
r
ct
)F (r, u))‖
H˙
1
2
Since everything is radial above we compute, writing F (r, u) = Z(ru)u3 with Z =
ZS3 or Z = ZH3 ,
∂r
(
(1− χ)( r
ct
)Z(ru)u3
)
= − 1
ct
χ′(
r
ct
)Z(ru)u3+
+ (1− χ( r
ct
))(ru)Z ′(ru)
(
u3
r
+ uru
2
)
+ 2(1− χ( r
ct
))Z(ru)u2ur
We estimate the right-hand-side above in H˙
1
2 proceeding exactly as in the proof
of Claim 4.4 using now the boundedness of ru and the structure of Z to note
that Z(ru) and ruZ ′(ru) are uniformly bounded. The only minor difference in the
argument is that we note that Lemma 2.2 allows us to treat ur exactly as we would
treat ∇u and indeed we have
‖r−1u‖
L
5
2
. ‖u‖
H˙
3
2
, and ‖r−1u‖
H˙
1
2
. ‖u‖
H˙
3
2
which are terms that arise after an application of the fractional product rule as
in (4.23).
Next, we show how to proceed in the proofs of the analog Claim 4.3 and the
related estimate (4.17). Setting J := [−δ/N(0), δ/N(0)] and η as in Lemma 4.2 (of
course now with a solution u to (1.18) or (1.22)) we know that
‖u‖L2t(J;L10x ) . η (4.66)
Examining the proof of Claim 4.3 we note that we have
ak . ak(0) + 2
k
2 ‖PkF (r, u)‖L1t (J;L2x) (4.67)
where ak and ak(0) are as in the statement of Claim 4.3 and ~u is as in Proposi-
tion 4.6. As in the proof of Claim 4.3 we need to estimate ‖PkF (r, u)‖L1t (J;L2x) and
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we claim that
2
k
2 ‖PkF (r, u)‖L1t (J;L2x) .‖u‖
L∞t H˙
3
2
η2
∑
j
2−
3
2 |k−j|aj (4.68)
To prove (4.68) we simply consider the power series expansion of F (r, u). Indeed
we have
F (r, u) =
∑
n≥1
ι2n+1
(2n+ 1)!
22n+1r2n−2u2n+1
where ι = −1 in the case that F = FS3 and ι = 1 in the case that F = FH3 . It
follows that
2
k
2 ‖PkF (r, u)‖L1t (J;L2x) . 2
k
2 ‖Pku3‖L1t (J;L2x)
+
∑
n≥2
22n+1
(2n+ 1)!
2
k
2 ‖Pk(r2n−2u2n+1)‖L1t (J;L2x)
(4.69)
From the proof of Claim 4.3 we know that
2
k
2 ‖Pku3‖L1t (J;L2x) . η2
∑
j>k−4
2
3
2 (k−j)aj (4.70)
Hence it suffices to show that∑
n≥2
22n+1
(2n+ 1)!
2
k
2 ‖Pk(r2n−2u2n+1)‖L1t (J;L2x) .‖u‖
L∞t H˙
3
2
η2
∑
j
2
3
2 |k−j|aj (4.71)
To start, we note that
2
k
2 ‖Pk(r2n−2u2n+1)‖L1t (J;L2x) . 2
k
2 ‖Pk(r2n−2u2n+1 − r2n−2(P≤k−4u)2n+1)‖L1t (J;L2x)
+ 2
k
2 ‖Pk(r2n−2(P≤k−4u)2n+1)‖L1t (J;L2x)
We estimate the first term on the right-hand-side above. We claim that
2
k
2 ‖Pk(r2n−2u2n+1 − r2n−2(P≤k−4u)2n+1)‖L1t (J;L2x) .‖u‖
L∞t H˙
3
2
η2
∑
j>k−4
2−
3
2 (k−j)aj
(4.72)
Indeed, writing M = 2k, the left-hand-side can be broken into terms of the form
M
1
2 ‖PM (r2n−2uℓ>M/4um≤M/4)‖L2 (4.73)
with ℓ+m = 2n+1 and ℓ ≥ 1 and we have introduced the notation u≤K := P≤Ku.
We then have, using Young’s inequality and Lemma 2.2,
M
1
2 ‖PM (r2n−2uℓ>M/4um≤M/4)‖L2 .M
1
2 ‖φˇM‖
L
5
4
‖ru‖2n−2L∞ ‖uℓ2>M/4ur2≤M/4‖L 107
.M
3
2 ‖u‖2n−2
H˙
3
2
‖u>M/4‖L2‖u‖2L10
where m2 + r
2 = 3 above and m2 ≥ 1. Integrating in time over the interval J
proves (4.72). To finish the proof of (4.71) we show that
2
k
2 ‖Pk(r2n−2(P≤k−4u)2n+1)‖L1t(J;L2x) .‖u‖
L∞t H˙
3
2
η2
∑
j≤k−4
2
3
2 (j−k)aj (4.74)
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Again writing M = 2k we use Lemma 2.1 to deduce that
M
1
2 ‖Pk(r2n−2(P≤k−4u)2n+1)‖L2 .M− 32 ‖Pk∇2(r2n−2(P≤k−4u)2n+1)‖L2
.M−
3
2
(
(2n− 2)(2n− 3)‖Pk(r2n−4u2n+1≤M/4)‖L2+
+ 2(2n− 2)(2n+ 1)‖Pk(r2n−3u2n≤M/4∇u≤M/4)‖L2+
+ (2n+ 1)(2n)‖Pk(r2n−2u2n−1≤M/4(∇u≤M/4)2)‖L2+
+ (2n+ 1)(2n)‖Pk(r2n−2u2n−1≤M/4∇2u2≤M/4)‖L2
)
(4.75)
We estimate the first term inside the parentheses on the right-hand-side above as
follows
‖Pk(r2n−4u2n+1≤M/4)‖L2 . ‖ru‖2n−4L∞ ‖u5≤M/4‖L2
Then note that replacing again M = 2k we have using Lemma 2.1 that
‖(P≤k−4u)5‖L2 .
∑
j1≤···≤j5≤k−4
‖Pj1u‖L10‖Pj2u‖L10‖Pj3u‖L∞‖Pj4u‖L∞‖Pj5u‖L 103
. ‖u‖2L10
∑
j3≤j4≤j5≤k−4
2−
1
2 j52j42j3‖Pj3u‖L5‖Pj4u‖L5‖Pj5u‖H˙ 32
. ‖u‖2L10‖u‖2H˙ 32
∑
j≤k−4
2
3
2 jaj
The three remaining terms inside the parentheses on the right-hand-side of (4.75)
are handled in an almost identical manner and we omit the details. Integrating in
time over J and using (4.66) completes the proof of (4.74) and hence of (4.71).
We have now completed the proof of (4.68). By an analogous argument we can
establish the analog of (4.17) for u as in Proposition 4.6. To complete the proof of
Proposition 4.6 simply run the same argument as the proof of Proposition 4.1 with
the estimates proved above inserted in the appropriate places. 
Brief Sketch of the proof of Proposition 4.7. For the proof of Proposition 4.7 sim-
ply follow the exact same outline as the proof of Propostion 4.5 inserting arguments
based on the power series expansions of FS3 and FH3 where necessary as in the sketch
of Propostion 4.6 above. We omit the details. 
5. Rigidity Part I: Nonexistence of compact self-similar blow-up
In this section we prove Proposition 3.5. We divide the augment into the fol-
lowing two subsections. The first deals with the case that the compact solution
~u(t) solves the focusing cubic equation (1.2). The second subsection deals with the
case of self-similar wave maps with the compactness property. The arguments in
both subsections are similar to and were inspired by the argument presented in [20,
Section 4]. However, here the extra regularity gained in Section 4 is required to
make the proof go through. In fact the cubic type nonlinearity would be a limiting
case of the argument in [20] adapted to the present 5d setting and falls just out of
the scope of the techniques used there. Thankfully, the extra regularity gained for
critical elements in Section 4 is strong enough to allow us to adapt the argument
from [20] to our situation, and in fact allows for a few simplifications.
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5.1. Proof of Proposition 3.5 for solutions to the cubic equation (1.2).
Suppose that ~u is a self-similar solution to (1.2) with the compactness property as
in Proposition 3.5. Without loss of generality we can assume, T+(~u) = 1.
Lemma 5.1. Let ~u(t) be as in Proposition 3.5. Then the set
K+ := {((1− t)u(t, (1− t)r), (1− t)2ut(t, (1− t)r) | t ∈ [0, 1)}
is pre-compact in (H˙2 × H˙1) ∩ (H˙3/2 × H˙1/2).
Proof. This is immediate consequence of Proposition 4.1 as we can interpolate
between the H˙5/2×H˙3/2 bound and the H˙3/2×H˙1/2 bound to control the H˙2×H˙1
norm of ((1 − t)u(t, (1 − t)·), (1 − t)2ut(t, (1 − t)·). Compactness in H˙3/2 × H˙1/2
together with uniform boundedness in H˙5/2 × H˙3/2 then implies compactness in
H˙2 × H˙1. 
Now we introduce new coordinates. Let s = − log(1 − t), e−s = 1 − t, and
t = 1− e−s. Then for s ∈ [0,∞)
w(s, r) = e−su(1− e−s, e−sr) (5.1)
∂sw(s, r) = −w(s, r) − e−2srur(1− e−s, e−sr) + e−2sut(1 − e−s, e−sr). (5.2)
Now, using [29, Lemma 4.15] we know that T+(~u) = 1 implies that ~u(t) is sup-
ported in B(0, 1 − t), which means that we only need to consider r ∈ [0, 1). The
compact support then implies that the set K+ in Lemma 5.1 is pre-compact in the
inhomogeneous space H2 ×H1(R5). Rephrasing this in terms of w, and using the
compact support of ~u(t) ∈ B(0, 1− t) we see that the set
K˜+ := {w(s) | s ∈ [0,∞)} (5.3)
is pre-compact in H2. Next, we derive an equation for w(s). Given that ~u(t)
solves (1.2) we have
∂2sw −
(1− r2)
r4
∂r(r
4∂rw) + 2r∂r∂sw + 3∂sw + 2w − w3 = 0. (5.4)
First we prove the following estimates using a monotonicity formula for an energy
that we associate to (5.4).
Lemma 5.2. Under the preceding assumptions∫ ∞
0
∫ 1
0
(1− r2)−2(∂sw(s, r))2r4dr <∞.
Proof. By (5.4), we have
0 =
∫
r4(1− r2)−1ws
(
wss − (1− r
2)
r4
∂r(r
4wr) + 2rwsr + 3∂sw + 2w − w3
)
dr
=
1
2
∂s
∫
(∂sw)
2(1− r2)−1r4dr + 1
2
∂s
∫
(∂rw)
2r4dr +
∫
r5(1− r2)−1∂r(∂sw)2dr
+ ∂s
∫
w2(1− r2)−1r4dr − 1
4
∂s
∫
w4(1− r2)−1r4dr + 3
∫
(∂sw)
2(1 − r2)−1r4dr.
(5.5)
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Defining
E(s) =
1
2
∫ 1
0
w2s(s)(1 − r2)−1r4dr +
1
2
∫ 1
0
w2r(s)r
4dr
+
∫ 1
0
w2(s)(1− r2)−1r4dr − 1
4
∫ 1
0
(1− r2)−1w4(s)r4dr,
(5.6)
and integrating (5.5) by parts, we have that
d
ds
E(s) = 2
∫ 1
0
(1 − r2)−2w2s(s, r)r4dr. (5.7)
Next, we observe that E(0) ≥ −C0 for some constant C0. Indeed, by inspection
E(0) ≥ −1
4
∫ 1
0
(1− r2)−1w4r4dr. (5.8)
Now ‖w‖H2 . 1, so by the radial Sobolev embedding this implies that ‖wr‖L∞ . 1
for r ∈ [ 12 , 1]. Therefore, since w(s) is supported on B(0, 1), by the fundamental
theorem of calculus ‖w(s, r)‖L∞ . (1 − r) for r ∈ [ 12 , 1]. Therefore, since w(s) lies
in a pre-compact subset of H2,∫ 1
0
w4(s)(1− r2)−1r4dr ≤ C. (5.9)
with a uniform in s constant. It remains to show that E(s) is uniformly bounded
above for all s ∈ [0,∞). Since ‖w(s, r)‖L∞ . 1− r for all r ∈ [ 12 , 1] and w(s) lies in
a pre-compact subset of H2, we can find a constant C independent of s ∈ [0,∞) so
that ∫ 1
0
w2(s)(1− r2)−1r4dr ≤ C.
Also since ‖w(s)‖H˙1 is uniformly bounded in s ∈ [0,∞),∫ 1
0
w2r(s)r
4dr ≤ C. (5.10)
Also, by Ho¨lder’s inequality, the fundamental theorem of calculus, the support of
w lying in B(0, 1), and pre-compactness of K˜+ in H
2 ×H1 for all t ∈ [0, 1) yields
|e−2srur(e−sy, 1− e−s)|+ |e−2sut(e−sy, 1− e−s)| . (1− r)1/2,
which combined with (5.2) and (5.10) proves that
∫ 1
0
(1− r2)−1w2s(s, r) r4dr ≤ C. (5.11)
Then by the fundmantal theorem of calculus in s and (5.7), the proof of Lemma 5.2
is complete. 
Next, we show that in fact w(s) must converge to a stationary solution to (5.4)
along a sequence sn → ∞. First note that since (1 − r2)−2 ≥ 1, we can conclude
from Lemma 5.2 that ∫ ∞
0
∫ 1
0
w2s(s, r)r
4dr ≤ C0. (5.12)
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Now, let sn → ∞ be any sequence. Using the compactness of K˜+ we can find
w∗ ∈ H2 with suppw∗ ∈ B(0, 1) so that after passing to a subsequence we have
w(sn)→ w∗ ∈ H2 (5.13)
Next we claim that for any T ≥ 0 we have
‖w(sn + T )− w∗‖H2 → 0 as n→∞ (5.14)
Indeed, let T ≥ 0. Then by the Fundamental Theorem of Calculus and (5.12) we
deduce that
‖w(sn + T )− w(sn)‖2L2 =
∫
|w(sn + T, r)− w(sn, r)|2 r4 dr
=
∫ ∣∣∣∣∣
∫ sn+T
sn
ws(s, r) ds
∣∣∣∣∣
2
r4 dr
≤ T
∫ sn+T
sn
∫
w2s(s, r) r
4 dr ds→ 0 as n→∞
(5.15)
This implies that for all T ≥ 0 we have
‖w(sn + T )− w∗‖L2 → 0 as n→∞ (5.16)
Another application of the compactness in H2 of K˜+ allows us to upgrade the above
to obtain (5.14).
Next, define ~vn(0) := (vn,0(r), vn,1(r)) by
(vn,0(r), vn,1(r)) :=
(
e−snu(1− e−sn , e−snr), e−2snut(1− e−sn , e−snr)
)
(5.17)
By the pre-compactness of K+ in H
2×H1 we can find a strong limit ~v(0) = (v0, v1)
so that
(vn,0, vn,1)→ ~v(0) ∈ H2 ×H1
Let ~vn(t) be the solution to (1.2) with initial data ~vn(0) and let ~v(t) be the solution
to (1.2) with data ~v(0). By the Perturbation Lemma 2.5 we know that for each
s ∈ [0, T+(~v)) we have
‖~vn(s)− ~v(s)‖H˙3/2×H˙1/2 → 0 as n→∞ (5.18)
Moreover, for s < min{1, T+(~v)} and T chosen so that s = 1− e−T we have
vn(s, r) = e
−snu(1− e−sn + e−sns, e−snr) (5.19)
Next observe that for T as above
w(sn + T, r) = e
−sne−Tu(1− e−sn−T , e−sn−T r) = e−T vn(1− e−T , e−T r) (5.20)
The left hand side above tends to w∗ in H2 so letting n→∞ above gives that for
all T as above we have
w∗(r) = e−T v(1 − e−T , e−T r) (5.21)
Since ~v is a solution to (1.2) we have that w∗ is a solution to (5.4) which is inde-
pendent of s. Therefore w∗ solves
(1− r2)(w∗rr +
4
r
w∗r) + 2w
∗ − (w∗)3 = 0. (5.22)
Lemma 5.3. w∗ ≡ 0.
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Proof. Since w∗ ∈ H2, and suppw∗ ∈ B(0, 1) we have ‖w∗rr‖L2([ 12 ,1]) . 1. Since w∗
is supported on B(0, 1) and by the Fundamental Theorem of Calculus and Ho¨lder’s
inequality,
|w∗r (r)| . (1− r)1/2, for r ∈ [1/2, 1] (5.23)
and from this we
|w∗(r)| . (1− r)3/2 for r ∈ [1/2, 1] (5.24)
Plugging (5.23) and (5.24) into (5.22), for 12 ≤ r ≤ 1, gives
|w∗rr(r)| ≤
4
r
|w∗r |+
2
1− r |w
∗|+ |w
∗|3
1− r ≤ C0(1− r)
1/2. (5.25)
Now also by (5.22), if |w∗rr| ≤ C(1 − r)1/2 for all r ∈ [1 − δ, 1], and C ≤ C0, then
by the Fundamental Theorem of Calculus, (5.23), and (5.24) (which implies that
w∗(1) = w∗r (1) = 0), we have
|((1−r2)(w∗rr+
4
r
w∗r))| ≤ 2|w∗(r)|+ |w∗(r)|3 ≤ 2C(1−r)5/2+C3(1−r)15/2. (5.26)
Then since 1 + r ≥ 1,
|w∗rr +
4
r
w∗r | ≤ 2C(1− r)3/2 + C3(1− r)13/2. (5.27)
For r ∈ [ 12 , 1], | 4rw∗r | ≤ 8C(1− r)3/2. Therefore,
|w∗rr(r)| ≤ 10C(1− r)3/2 + 3C3(1− r)13/2. (5.28)
Then for r ∈ [1 − 1
100(1+C30)
, 1], (5.28) implies that |w∗rr(r)| ≤ C2 (1 − r)1/2. Then
by induction starting with (5.25), one can easily prove that w∗rr(r) = 0 for r ∈
[1 − 1100(1+C3) , 1]. Therefore, w∗ is the solution to the elliptic partial differential
equation on B(0, 1− δ), δ > 0,
(1 − |x|2)∆w∗ + 2w∗ − (w∗)3 = 0, w∗|∂B(0,1−δ) = 0, ∂nw∗|∂B(0,1−δ) = 0. (5.29)
Note that (5.29) is a nondegenerate elliptic equation with Dirichlet and Neumann
boundary conditions. Therefore w∗ ≡ 0. 
At this point it is easy to conclude the proof. Since w∗ ≡ 0 we can deduce
from (5.21) that ~v ≡ 0. But this means that ~vn(0) converges to (0, 0) in H2 ×
H1. But this is impossible since we have assumed that ~u(t) is a blow-up solution.
We have arrived at a contradiction and hence we have proved Proposition 3.5 for
solutions to (1.2).
5.2. Nonexistence of self-similar wave maps with the compactness prop-
erty. Next we exclude the possibility of compact, self-similar blow-up for solu-
tions to (1.18) and (1.22). We again can assume that T+ = 1 and that by [29,
Lemma 4.15] we have suppu(t, r), ut(t, r) ∈ B(0, 1− t). Again we use this support
property along with Proposition 4.6 to deduce that the set
K+ := {((1− t)u(t, (1− t)r), (1− t)2ut(t, (1 − t)r) | t ∈ [0, 1)} (5.30)
is in fact pre-compact in the inhomogeneous space H2 ×H1. A simple argument
allows us to exclude this type of solution to the defocusing-type equation (1.22).
Solutions to (1.22) have a positive definite conserved energy given by
EH3(~u) := 1
2
∫ ∞
0
(
u2r + u
2
t + 2
sinh2(ru)− (ru)2
r4
)
r4 dr
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Setting
~v(t, r) = (v(t, r), vt(t, r)) := ((1 − t)u(t, (1− t)r), (1− t)2ut(t, (1 − t)r) (5.31)
we have that ~v(t) is pre-compact in H2 ×H1 for t ∈ [0, 1) and thus
EH3(~u(t)) . (1− t)
(‖vt(t)‖2L2 + ‖vr(t)‖2L2 + ‖v(t)‖4L4)→ 0 as t→ 1 (5.32)
Therefore EH3(~u) ≡ 0 and it follows that ~u ≡ (0, 0), which is contradiction since we
assuming that ~u(t) blows up at t = 1.
In the case that ~u(t) solves the focusing-type equation (1.18) we follow the exact
same argument as in the Section 5.1, defining s = − log(1 − t), e−s = 1 − t, and
t = 1− e−s and for s ∈ [0,∞), setting
w(s, r) = e−su(1− e−s, e−sr)
∂sw(s, r) = −w(s, r) − e−2srur(1− e−s, e−sr) + e−2sut(1− e−s, e−sr).
Of course in the present situation the nonlinearity FS3 (r, u) is different than u
3,
however an inspection of the proof in Section 5.1 reveals that only the rough size
of the nonlinearity
|F (r, u)| . |u|3 (5.33)
is needed along with the uniform estimate
(rw)2 − sin2(rw) = ((rw) − sin rw)(rw + sin rw) . (rw)4 (5.34)
which arises when providing a lower bound for the analog of E(0) as in (5.8). With
these observations the proof proceeds exactly as in Section 5.1. We omit the details.
This completes the proof of Proposition 3.5.
6. Rigidity Part II: Proof of Proposition 3.4
In this section we prove Proposition 3.4. We use an argument developed in [25]
that is based on exterior energy estimates for the free wave equation in R1+5. This
method is a refinement of the channels of energy method developed by Duyckaerts,
Kenig, and Merle in [19, 20]. In the current implementation, the argument closely
resembles the one in [45, Section 5], however, we provide a detailed argument here
for completeness. We begin with the following consequence of Proposition 4.5 and
Proposition 4.7.
Lemma 6.1. Let ~u(t) be a solution to either (1.2), (1.18), (1.22) with the Com-
pactness Property on its maximal interval of existence Imax(~u) as in Propsition 3.4,
i.e., assume that the scaling parameter N(t) satisfies
inf
t∈Imax
N(t) > 0.
Then, we have ~u(t) ∈ H˙1 × L2(R5) for all t ∈ Imax, and in fact the trajectory
K1 := {~u(t) | t ∈ Imax} (6.1)
is pre-compact in H˙1×L2(R5). As a consequence, we have the following vanishing:
Let R > 0 be arbitrary. Then
lim sup
t→T−
‖~u(t)‖H˙1×L2(r≥R+|t|) = lim sup
t→T+
‖~u(t)‖H˙1×L2(r≥R+|t|) = 0 (6.2)
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where
‖~u(t)‖2
H˙1×L2(r≥R+|t|) :=
∫ ∞
R+|t|
(u2t (t, r) + u
2
r(t, r)) r
4 dr
Proof. We begin by proving that K1 is pre-compact in the energy space. We show
that for every sequence tn → T+, or tn → T− the sequence ~u(tn) has a convergent
subsequence in H˙1 × L2. Let tn → T+. First assume that N(tn) remains bounded
for all n. In this case we can, without loss of generality assume N(tn) = 1 for all n
and we have using Proposition 4.5 and interpolation
‖~u(tn)− ~u(tm)‖H˙1×L2 ≤ ‖~u(tn)− ~u(tm)‖
2
3
H˙
3
4×H˙− 14
‖~u(tn)− ~u(tm)‖
1
3
H˙
3
2×H˙ 12
≤ C‖~u(tn)− ~u(tm)‖
1
3
H˙
3
2×H˙ 12
(6.3)
The claim then follows from the compactness in H˙
3
2 ×H˙ 12 since we know that ~u(tn)
has a convergent subsequence there. Next assume that tn has a subsequence, still
denoted by tn so that N(tn)→∞. In this case we claim that ~u(tn)→ 0 in H˙1×L2.
To see this let η be a small number and find c(η) as in Remark 4 so that∫
|ξ|≤c(η)N(t)
|ξ|3 |uˆ(t, ξ)|2 dξ ≤ η0, (6.4)
Then
‖u(tn)‖2H˙1 =
∫
|ξ|≤c(η)N(tn)
|ξ|2 |uˆ(tn, ξ)|2 dξ +
∫
|ξ|≥c(η)N(tn)
|ξ|2 |uˆ(tn, ξ)|2 dξ
≤
∫
|ξ|≤c(η)N(tn)
|ξ|2 |uˆ(tn, ξ)|2 dξ +N(tn)−1c(η)−1‖u(tn)‖2
H˙
3
2
The second term on the right-hand-side above tends to zero as n → ∞ since we
have assumed N(tn)→∞ as n→∞. For the first term, we interpolate∫
|ξ|≤c(η)N(tn)
|ξ|2 |uˆ(tn, ξ)|2 dξ ≤
≤
(∫
|ξ|≤c(η)N(tn)
|ξ| 32 |uˆ(tn, ξ)|2 dξ
)2/3(∫
|ξ|≤c(η)N(tn)
|ξ|3 |uˆ(tn, ξ)|2 dξ
)1/3
≤ η‖u(tn)‖H˙3/4 . η
where the last line follows from Proposition 4.5 and Remark 4. The same argument
works for the time derivatives ut(tn). As η can be chosen arbitrarily small we have
proved that ~u(tn)→ 0 in H˙1 × L2. Hence K1 is pre-compact in the energy space.
Next we prove (6.2). First assume that T+ =∞. Then since K1 is pre-compact
in H˙1 × L2 is follows that for every ε > 0 there exists an R(ε) > 0 so that for all
t ∈ [0,∞), we have
‖~u(t)‖H˙1×L2(r≥R(ε)) ≤ ε,
and (6.2) is a direct consequence of the above.
Next, assume that T+ < ∞. A standard argument using compactness, see
Remark 5(2), gives that in this case we must have
supp~u(t, ·) ⊂ B(0, T+ − t) (6.5)
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where B(0, r) denotes the ball of radius r > 0 in R5. Then for any R > 0, we can
find a t0 > 0, t0 = t0(R) so that
R+ t > T+ − t, ∀ t0 ≤ t < T+
Hence,
‖~u(t)‖H˙1×L2(r≥R+|t|) = 0 ∀ t0 ≤ t < T+.
The statements in (6.2) in the negative time directions follow from identical argu-
ments. 
6.1. Singular stationary solutions. Next, we construct one parameter families
of stationary solutions to (1.2), (1.18) and (1.22) that do not lie in the critical
space H˙
3
2 (R5). We will later show that any nonzero pre-compact trajectory as in
Proposition 3.4 has to be equal to one of these singular stationary solutions, which
will yield a contradiction. We begin with the construction of a family of infinite
energy stationary wave maps to S3 and to H3.
6.1.1. Singular stationary wave maps. We prove the following result via a simple
phase portrait analysis after a reduction to an autonomous ODE.
Lemma 6.2. For any ℓ ∈ R, there exists a unique radial C2 solution ϕ1ℓ of
−ϕrr − 4
r
ϕr = ZS3(rϕ)ϕ
3 r > 0 (6.6)
as well as a unique radial C2 solution ϕ2ℓ of
−ϕrr − 4
r
ϕr = ZH3(rϕ)ϕ
3 r > 0 (6.7)
where in both cases the solution has the asymptotic behavior
r3ϕjℓ(r) = ℓ+O(r
−4) as r →∞, j = 1, 2 (6.8)
The O(·) is determined by ℓ and vanishes for ℓ = 0. Moreover, in each case j =
1, 2 for ℓ 6= 0 we have ϕjℓ /∈ L5(R5), which means that ϕjℓ /∈ H˙
3
2 (R5) by Sobolev
embedding.
Proof. We first prove the lemma for the S3 target, which concerns solutions to (6.6).
Recall then if we define Q(r) := rϕ(r) then ϕ solves (6.6), if and only if Q solves
Qrr +
2
r
Qr = sin 2Q (6.9)
Moreover, if we would like ϕ to satisfy (6.8) with ℓ ∈ R then we need to impose the
boundary condition
lim
r→∞
Q(r) = 0 (6.10)
A standard trick is to introduce new variables s = log(r) and φ(s) = Q(r), and we
obtain an autonomous differential equation for φ,
φ¨+ φ˙ = sin(2φ) (6.11)
Note that the above is the equation for a damped pendulum. The proof thus reduces
to an analysis of the phase portrait associated to (6.11). Setting x(s) = φ(s),
y(s) = φ˙(s) we can rewrite (6.11) as the system(
x˙
y˙
)
=
(
y
−y + sin(2x)
)
=: X(x, y) (6.12)
38 BENJAMIN DODSON AND ANDREW LAWRIE
and we denote by Φs the flow associated to the vector filed X . The equilibria of
(6.12) occur at points zk/2 = (
kπ
2 , 0) where k ∈ Z. For each k2 = n ∈ Z the flow has a
saddle structure with eigenvalues λ+ = 1, λ− = −2, and the corresponding unstable
and stable invariant subspaces for the linearized flow are given by the spans of
(1, λ+) = (1, 1), respectively (1, λ−) = (1,−2). In a neighborhood V ∋ vn = (nπ, 0)
we then have the one-dimensional invariant unstable manifold
Wun = {(x, y) ∈ V | Φs(x, y)→ vn as s→ −∞}
and the one-dimensional invariant stable manifold
W sn = {(x, y) ∈ V | Φs(x, y)→ vn as s→∞}
which are tangent at zn to the invariant subspaces of the linearized flow. In partic-
ular, for n = 0 we can parameterize the stable manifold W s0 by
φ0,ℓ(s) = ℓe
−2s +O(e−6s)
with ℓ ∈ R determining all the coefficients of higher order and the O(·) vanishing
for ℓ = 0. It is straightforward to show that if ℓ > 0 then φ0,ℓ(s) lies on the branch
of the stable manifold that stays above 0 for all s ∈ R, i.e., φ0,ℓ(s) > 0 for all s ∈ R.
If ℓ = 0 then φ0,ℓ(s) = 0 for all s ∈ R. Lastly, if ℓ < 0 then φ0,ℓ(s) < 0 for all
s ∈ R. Different choices of ℓ correspond to translations in s along the respective
branches of the stable manifold, which is what uniqueness means in the statement
of Lemma 6.2.
Multiplying the equation (6.11) by φ˙ and integrating from s to ∞, one obtains
the energy identity
−φ˙20,ℓ(s) + 2
∫ ∞
s
φ˙20,ℓ(ρ) dρ = − sin2(φ0,ℓ(s)) (6.13)
from which one deduces that if ℓ 6= 0 it is impossible for (φ0,ℓ(s), φ˙0,ℓ(s)) to ever
equal (0, 0) for any s ∈ [−∞,∞). Passing back to the original variables, r,Q(r) we
have three trajectories
Qℓ±(r) := ℓ±r
−2 +O(r−6), Q0(r) := 0 (6.14)
To pass back to the 5d setting we set φℓ(r) := Qℓ(r)/r proving (6.8) for our solutions
to (6.6). When ℓ 6= 0 we note that the fact that limr→0Qℓ(r) 6= 0 means that
φℓ /∈ L5(R5) for ℓ 6= 0.
Next we prove the lemma for solutions to (6.7). The proof is nearly identical so
we only briefly summarize the argument. Again, first defining Q(r) := rϕ(r) and
then setting s = log(r) and φ(s) = Q(r), we can reduce matters to a phase portrait
analysis for the autonomous ODE,
φ¨+ φ˙ = sinh(2φ) (6.15)
We note that here there is only one fixed point for the vector field X(x, y) =
(y,−y+sinh2x) at (x, y) = (0, 0). The rest of the proof is identical to the S3 target
case.

SCATTERING FOR SUPER-CRITICAL WAVES 39
6.1.2. Singular stationary solutions to (1.2). We prove the an analogous result for
the cubic equation, (1.2). Again below we reduce matters to a phase portrait
analysis after a reduction to an autonomous ODE. For a alternative, but also simple
approach to the analogous result for the focusing supercritical semilinear equation
in 3d we refer the reader to [20, Proposition 3.2].
Lemma 6.3. For any ℓ ∈ R, there exists a radial C2 solution ϕℓ of
−ϕrr − 4
r
ϕr = ϕ
3 r > 0 (6.16)
with the asymptotic behavior
r3ϕℓ(r) = ℓ+O(r
−4) as r →∞ (6.17)
The O(·) is determined by ℓ and vanishes for ℓ = 0. Moreover, for ℓ 6= 0 we have
ϕℓ /∈ L5(R5), which means that ϕℓ /∈ H˙ 32 (R5) by Sobolev embedding.
Proof. Motivated by the reduction to an autonomous system in the plane in the
case of the wave maps equations, we seek a similar reduction for solutions to (6.16).
Observe that ϕ solves (6.16) if and only if w(r) := rϕ(r) solves
−wrr − 2
r
wr +
2w − w3
r2
= 0 (6.18)
In order for a solution ϕ to (6.16) to satisfy (6.17) we also require
lim
r→∞
w(r) = 0 (6.19)
To find the reduction to an autonomous equation, we set s := log(r) and φ(s) =
w(r) and obtain the following equation for φ:
φ¨+ φ˙− 2φ+ φ3 = 0, lim
s→∞ φ(s) = 0 (6.20)
Again, we set x(s) = φ(s), y(s) = φ˙(s) and rewrite (6.11) as the system(
x˙
y˙
)
=
(
y
−y + 2x− x3
)
=: X(x, y) (6.21)
and we denote by Φs the flow associated to the vector filed X . The equilibria
of (6.21) occur at points z0 = (0, 0) and z± = (±1, 0). At z0 = (0, 0) the flow
has a saddle structure with eigenvalues λ+ = 1, λ− = −2, and the corresponding
unstable and stable invariant subspaces for the linearized flow are given by the
spans of (1, λ+) = (1, 1), respectively (1, λ−) = (1,−2). The flow has a sink at
each of the other two equilibrium points z±. In a neighborhood V ∋ z0 = (0, 0) we
then have the one-dimensional invariant unstable manifold
Wu = {(x, y) ∈ V | Φs(x, y)→ z0 as s→ −∞}
and the one-dimensional invariant stable manifold
W s = {(x, y) ∈ V | Φs(x, y)→ z0 as s→∞}
which are tangent at z0 = (0, 0) to the invariant subspaces of the linearized flow.
In particular, we can parameterize the stable manifold W s by
φℓ(s) = ℓe
−2s +O(e−6s)
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with ℓ ∈ R determining all the coefficients of higher order and O(·) vanishing for
ℓ = 0. Next, multiply the equation (6.20) by φ and integrate from s to +∞ to
obtain the energy identity∫ ∞
s
φ˙ℓ(ρ) dρ =
1
2
φ˙2ℓ(s)− φ2ℓ (s) +
1
4
φ4ℓ (s) (6.22)
From the above it is clear that if ℓ 6= 0 then it is impossible to have (φℓ(s), φ˙ℓ(s)) =
(0, 0) for any s ∈ [−∞,∞) since the right-hand-side would vanish while the left-
hand-side would be strictly positive. Changing back to the original variables we
have wℓ(r) = φℓ(s) and
wℓ(r) = ℓr
−2 +O(r−6) as r →∞ (6.23)
and for ℓ 6= 0 we have limr→0 w(r) 6= 0. Hence, setting ϕℓ(r) = w(r)/r we see that
ϕℓ /∈ L5(R5). This finishes the proof. 
6.2. Proof of Proposition 3.4. We are now ready to begin the proof of Proposi-
tion 3.4 in earnest. The proof proceeds in several steps and is similar to the argu-
ments presented in [25, Section 5] as well as [45, Section 5]. The method is inspired
by the “channels of energy” technique introduced in the seminal papers [19, 20].
The key ingredient in the proof are the following exterior energy estimates for the
free radial wave equation in R1+5 that were proved in [25, Section 4].
Proposition 6.4. [25, Proposition 4.1] Let V = 0 in R1+5t,x with radial data
(V0, V1) ∈ H˙1 × L2(R5). Then with some absolute constant c0 > 0 one has for
every R > 0
max
±
lim sup
t→±∞
∫ ∞
r>R+|t|
(V 2t + V
2
r )(t, r)r
4 dr ≥ c0‖π⊥a (V0, V1)‖2H˙1×L2(r>R) (6.24)
where πR = Id− π⊥R is the orthogonal projection onto the plane
P (R) := {(c1r−3, c2r−3) | c1, c2 ∈ R}
in the space H˙1 × L2(r > R). The left-hand side of (6.24) is zero for all data in
this plane.
Remark 8. The presence of the projections π⊥R on the right-hand-side of (6.24)
can be attributed to the fact that r−3 is the Newton potential in R5. To see this,
consider initial data (V0, 0) ∈ H˙1 × L2(r ≥ R) which satisfies (V0, 0) = (r−3, 0) for
all r ∈ {r ≥ R > 0}, with V0(r) ≡ 0 on {r ≤ R/2}. Then, using the finite speed of
propagation, the corresponding free evolution V (t, r) is given by V (t, r) = r−3 on
the region {r ≥ R+ |t|}. It is clear that the left-hand-side of (6.24) vanishes for this
solution as t→ ±∞, and therefore an estimate without the projection is false. The
other family of counterexamples to an estimate without the projection is generated
by taking initial data (0, V1) = (0, r
−3) on the exterior region {r ≥ R > 0} which
has solution V (t, r) = tr−3 on {r ≥ R + |t|}.
Remark 9. The orthogonal projections πR, π
⊥
R are precisely
πR(V0, 0) = R
3r−3V (R), πR(0, V1) = Rr−3
∫ ∞
R
V1(ρ)ρ dρ,
π⊥R(V0, 0) = V0(r) −R3r−3V0(a), π⊥R(0, V1) = V1(r) −Rr−3
∫ ∞
R
V1(ρ)ρ dρ,
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and thus we have
‖πR(f, g)‖2H˙1×L2(r>R) = 3R3f2(R) +R
(∫ ∞
R
rg(r) dr
)2
‖π⊥R(f, g)‖2H˙1×L2(r>R) =
∫ ∞
R
f2r (r) r
4 dr − 3R3f2(R)
+
∫ ∞
R
g2(r) r4 dr −R
(∫ ∞
R
rg(r) dr
)2
.
The idea behind the proof is that the exterior energy decay (6.2) together with
the exterior energy estimates for the free equation, i.e., (6.24), can be combined to
obtain exact asymptotics for the initial data of our pre-compact trajectory, u0(r) =
u(0, r) and u1(r) = ut(0, r) as r →∞, viz.,
r3u0(r)→ ℓ0 as r →∞
r
∫ ∞
r
u1(s)s ds→ 0 as r →∞
(6.25)
We conclude by showing via a contradiction argument that ~u(t) = (0, 0) is the only
solution to either (1.2), (1.18), or (1.22) with both the compactness property as in
Proposition 3.4 and initial data with the above asymptotics. For this final portion
of the proof, the exact structure of the nonlinearity in the underlying equation only
enters at the level of the underlying elliptic theory , i.e., when we use the results
of Lemma 6.3 for solutions to (1.2) and Lemma 6.2 when dealing with solutions
to either (1.18) or (1.22). Given that we have already proved Lemma 6.3 and
Lemma 6.2, and the fact that the conclusions of these results are identical, we
carry out the rest of the argument under the general assumption that ~u(t) has the
compactness property as in Proposition 3.4 and satisfies an equation of the form
utt − urr − 4
r
ur = F (r, u)
~u(0) = (u0, u1)
(6.26)
where
|F (r, u)| . |u|3 (6.27)
We note that the estimate (6.27) is clear in the case of the nonlinearities in both (1.2)
and (1.18). Moreover, since we will only be considering solutions ~u(t) to (1.22) with
the compactness property, the bound on the H˙3/2 × H˙1/2 norm of ~u(t) implies L∞
control over ru(t, r), which means that in our situation the nonlinearity FH3 (r, u) =
ZH3(ru)u
3 also satisfies the estimate (6.27).
The proof now proceeds in serval steps.
Step 1: First, we use the exterior energy estimates for the free radial wave equation
in Proposition 6.4 together with (6.2) to deduce an inequality for a solutions ~u(t)
with the compactness property as in Proposition 3.4. We remark that by using
compactness this result holds uniformly in time.
Lemma 6.5. Let ~u(t) be as in Lemma 6.1. There exists a number R0 > 0 such
that for all R > R0 and for all t ∈ Imax(~u) we have∥∥π⊥R~u(t)∥∥H˙1×L2(r≥R) . R−1‖πR~u(t)‖3H˙1×L2(r≥R) (6.28)
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where πR and π
⊥
R are as in Proposition 6.4. We remark that the constant in (6.28)
is uniform in t ∈ Imax(~u).
Before beginning the proof of Lemma 6.5 we need a preliminary result regarding
a modified Cauchy problem with a small data theory in the energy space, which also
captures the dynamics of the solution with the compactness property on exterior
cones CR := {(t, r) | r ≥ R + |t|}. In order to compare a nonlinear wave and the
underlying free evolution with the same initial data in the energy space, we need to
be in a small data setting where the Duhamel formula and Strichartz estimates can
be combined effectively. That we only will consider the evolution on the exterior
cone CR allows us to truncate the initial data as well as the nonlinearity in a way
that renders the initial value problem subcritical relative to the energy, but still
preserves the flow on CR.
We now fix a smooth radial function χ ∈ C∞(R5) where χ(|x|) = χ(r) = 1 for
{r ≥ 1} and χ(r) = 0 on {r ≤ 1/2}. Then rescaling we set χR(r) := χ(r/R) and
for every R > 0 we consider the modified Cauchy problem:
htt − hrr − 4
r
hr = FR(r, h), FR(r, h) := χR(r)F (r, u)
~h(0) = (h0, h1)
(6.29)
The point of this modification is that by forcing the nonlinearity to have support
outside B(0, R) we remove the super-critical nature of the problem. This allows
for a small-data theory in the energy space H˙1×L2 by way of Strichartz estimates
and the usual contraction mapping based argument. We define a norm Z(I) where
0 ∈ I ⊂ R is a time interval by
‖~h‖Z(I) = ‖h‖L2t(I;L5x(R5)) + ‖~h(t)‖L∞t (I;H˙1×L2(R5)) (6.30)
Lemma 6.6. There exists an ε0 small enough, so that for all R > 0 and all initial
data ~h(0) = (h0, h1) ∈ H˙1 × L2(R5) with
‖~h(0)‖H˙1×L2(R5) < ε0
there exists a unique global-in-time solution ~h(t) ∈ H˙1 × L2 to (6.29). Moreover,
~h(t) satisfies
‖~h‖Z(R) . ‖~h(0)‖H˙1×L2 . ε0 (6.31)
If we denote the free evolution of the same initial data by ~hL(t) := S(t)~h(0), then
we also have
sup
t∈R
‖~h(t)− ~hL(t)‖H˙1×L2 . R−1‖~h(0)‖3H˙1×L2 (6.32)
Proof. As we mentioned above, the proof follows the usual argument based on
Strichartz estimates and the Duhamel formula. Using Proposition 2.3 with s = 1,
(p, q, γ) = (2, 5, 1) and (a, b, ρ) = (∞, 2, 0), it suffices to control
‖χRF (r, h)‖L1tL2x . ‖χR |h| ‖L∞t L10x ‖h‖2L2tL5x
. R−1‖h‖L∞t H˙1x‖h‖
2
L2tL
5
x
. R−1‖h‖3Z
(6.33)
where we have used (6.27) as well as radial Sobolev embedding, i.e., Lemma 2.2. 
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Remark 10. We remark that for every t ∈ Imax(u) the nonlinearity FR in (6.29)
satisfies
FR(r, u) = F (r, u), ∀r ≥ R+ |t| .
By the finite speed of propagation we can deduce that solutions to (6.29) and (6.26)
agree on the exterior cone CR := {(t, r) | r ≥ R + |t|}.
With the above remark in mind, we can now prove Lemma 6.5.
Proof of Lemma 6.5. As will always be the case in this section, ~u(t) is a solution
with the compactness property as in Lemma 6.1. We will prove the inequality (6.28)
first for time t = 0. The proof for all times t ∈ Imax for R > R0 independent of t will
follow immediately from the compactness property of ~u(t). First, define truncated
data, ~uR(0) = (u0,R, u1,R) by
u0,R(r) :=
{
u0(r) for r ≥ R
u0(R) for 0 ≤ r ≤ R
u1,R(r) :=
{
u1(r) for r ≥ R
0 for 0 ≤ r ≤ R
This new data is small in H˙1 × L2 for large R > 0. In fact,
‖~uR(0)‖H˙1×L2(R5) = ‖~u(0)‖H˙1×L2(r≥R)
which means R0 > 0 can be chosen large enough such that for all R ≥ R0 we have
‖~uR(0)‖H˙1×L2 ≤ δ ≤ min(ε0, 1)
where ε0 is chosen as in Lemma (6.6). By Lemma (6.6) we can find the unique
global solution ~uR(t) to (6.29) with initial data ~uR(0), which satisfies (6.31) and
(6.32).
Let ~uR,L(t) be the free evolution of the initial data ~uR(0). Note that
‖~uR(t)‖H˙1×L2(r≥R+|t|) = ‖~uR(t)‖H˙1×L2(r≥R+|t|)
≥ ‖uR,L(t)‖H˙1×L2(r≥R+|t|) − ‖~uR(t)− uR,L(t)‖H˙1×L2(r≥R+|t|)
Now apply (6.32) to ~uR(t) and take R > R0 large enough so that
‖~uR(t)− uR,L(t)‖H˙1×L2(r≥R+|t|) ≤ ‖~uR(t)− uR,L(t)‖H˙1×L2
. R−1‖~uR(0)‖3H˙1×L2
= R−1‖~u(0)‖3
H˙1×L2(r≥R)
Next, we put together the two preceding inequalities to obtain
‖~uR(t)‖H˙1×L2(r≥R+|t|) ≥ ‖uR,L(t)‖H˙1×L2(r≥R+|t|) − CR−1‖~u(0)‖3H˙1×L2(r≥R).
(6.34)
We note that by Remark 10 we have
~uR(t) = ~u(t), ∀(t, r) ∈ CR. (6.35)
This means that we can use Lemma 6.1 to deduce that
lim
|t|→∞
‖~uR(t)‖H˙1×L2(r≥R+|t|) = 0 (6.36)
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Next we will let t→ ±∞ in (6.34) (the choice here is determined by the maximum
in Proposition 6.4) and use Proposition 6.4 to provide a lower bound for the right-
hand side of (6.34). Taking the limit as t→ ±∞, using (6.36), Proposition 6.4 and
the fact that ~uR(0) = ~u(0) on {r ≥ R} we obtain that
‖π⊥R~u(0)‖H˙1×L2(r≥R) . R−1‖~u(0)‖3H˙1×L2(r≥R).
Now, use the orthogonality of the projection πR to expand out the right-hand side
above
‖π⊥R~u(0)‖H˙1×L2(r≥R) . R−1
(
‖πR~u(0)‖2H˙1×L2(r≥R) + ‖π⊥R~u(0)‖2H˙1×L2(r≥R)
) 3
2
.
To complete the proof, we let R0 be large enough so that we can absorb the π
⊥
R
term above on the right-hand-side into the left-hand-side which gives
‖π⊥R~u(0)‖H˙1×L2(r≥R) . R−1‖πR~u(0)‖3H˙1×L2(r≥R),
proving the lemma for t = 0. To see that (6.28) holds for all t ∈ R we note that
by the pre-compactness of K we can choose R0 = R0(ε0) so that for all R ≥ R0 we
have
‖~u(t)‖H˙1×L2(r≥R) ≤ min(ε0, 1)
uniformly in t ∈ Imax. Now simply repeat the above argument with truncated
initial data at time t = t0 and R ≥ R0 given by
u0,R,t0(r) :=
{
u(t0, r) for r ≥ R
u0(t0, R) for 0 ≤ r ≤ R
u1,R,t0(r) :=
{
ut(t0, r) for r ≥ R
0 for 0 ≤ r ≤ R
This ends the proof. 
Step 2: Next, we will use the estimates in Lemma 6.5 to deduce the asymptotic
behavior of ~u(0, r) as r → ∞ that was described in (6.25). To be precise, we
establish the following lemma.
Lemma 6.7. Let ~u(t) be as in Proposition 3.4. Then we can find an ℓ0 ∈ R such
that
r3u0(r)→ ℓ0 as r →∞ (6.37)
r
∫ ∞
r
u1(ρ)ρ dρ→ 0 as r →∞ (6.38)
at the rates ∣∣r3u0(r) − ℓ0∣∣ = O(r−4) as r→∞ (6.39)∣∣∣∣r
∫ ∞
r
u1(ρ)ρ dρ
∣∣∣∣ = O(r−2) as r →∞ (6.40)
For the proof of Lemma 6.7 we make the following substitutions, which simplify
the notation. Set
v0(t, r) := r
3u(t, r),
v1(t, r) := r
∫ ∞
r
ut(t, ρ)ρ dρ.
(6.41)
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We will also often write v0(r) := v0(0, r), v1(r) := v1(0, r). Writing the projections
in terms of v0, v1 gives
‖πR~u(t)‖2H˙1×L2(r≥R) = 3R−3v20(t, R) +R−1v21(t, R)
‖π⊥R~u(t)‖2H˙1×L2(r≥R) =
∫ ∞
R
(
1
r
∂rv0(t, r)
)2
dr +
∫ ∞
R
(∂rv1(t, r))
2
dr,
(6.42)
and we can rephrase the conclusions of Lemma 6.5 in terms of the newly defined
functions (v0, v1).
Lemma 6.8. Let (v0, v1) be defined as in (6.41). Then there is an R0 > 0 so that
for all R ≥ R0,
(∫ ∞
R
(
1
r
∂rv0(t, r)
)2
+ (∂rv1(t, r))
2
dr
) 1
2
. R−1
(
3R−3v20(t, R) +R
−1v21(t, R)
) 3
2
where the implicit constant above is uniform in t ∈ Imax(~u).
Lemma 6.8 is now used to establish difference estimates. We let δ1 > 0 be small
(to be determined precisely below) so that δ1 ≤ ε20 where ε0 is the small constant
in Lemma 6.6. We also choose R1 = R1(δ1) large enough such that for all R ≥ R1,
‖~u(t)‖2
H˙1×L2(r≥R) ≤ δ1 ≤ ε20, R−11 ≤ δ1 (6.43)
Such an R1 exists by the assumption that ~u satisfies the compactness property on
Imax.
Corollary 6.9. Let R1 be as above. Then for all R1 ≤ r ≤ r′ ≤ 2r and for all
t ∈ R we have
|v0(t, r) − v0(t, r′)| . r−4 |v0(t, r)|3 + r−1 |v1(t, r)|3 (6.44)
|v1(t, r) − v1(t, r′)| . r−5 |v0(t, r)|3 + r−2 |v1(t, r)|3 (6.45)
with the above estimates holding uniformly in t ∈ R.
For convenience we also record a rewording of Corollary 6.9 that is a direct
consequence of (6.42).
Corollary 6.10. Let R1, δ1 be defined as in (6.43). Then for all r, r
′ with R1 ≤
r ≤ r′ ≤ 2r and for all t ∈ R we have
|v0(t, r)− v0(t, r′)| . r−1δ1 |v0(t, r)|+ δ1 |v1(t, r)| (6.46)
|v1(t, r)− v1(t, r′)| . r−2δ1 |v0(t, r)|+ r−1δ1 |v1(t, r)| (6.47)
where all of the above hold uniformly in t ∈ Imax(~u).
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Proof of Corollary 6.9. This is an immediate consequence of Lemma 6.8. If r ≥ R1
and r ≤ r′ ≤ 2r, then using Lemma 6.8 gives
|v0(t, r) − v0(t, r′)| ≤
(∫ r′
r
|∂rv0(t, ρ)| dρ
)
≤
(∫ r′
r
∣∣∣∣1ρ∂rv0(t, ρ)
∣∣∣∣
2
dρ
) 1
2
(∫ r′
r
ρ2 dρ
) 1
2
. r
3
2
[
r−1
(
3r−3v20(t, r) + r
−1v21(t, r)
) 3
2
]
. r−4 |v0(t, r)|3 + r−1 |v1(t, r)|3 .
In the same fashion
|v1(t, r) − v1(t, r′)| ≤
(∫ r′
r
|∂rv1(t, ρ)|2 dρ
) 1
2
(∫ r′
r
dρ
) 1
2
. r−5 |v0(t, r)|3 + r−2 |v1(t, r)|3 ,
which proves the difference estimates. 
Now, we use the difference estimates to establish an upper bound on the growth
rates of v0(t, r) and v1(t, r).
Claim 6.11. Let v0(t, r) and v1(t, r) be as in (6.41). Then
|v0(t, r)| . r 16 (6.48)
|v1(t, r)| . r 16 (6.49)
with constants that are uniform in t ∈ Imax.
Proof. Again, it suffices to deduce the claim when t = 0 because the argument uses
only the estimates in this section that hold uniformly in t ∈ Imax.
Let r0 ≥ R1 be fixed and note that by setting r = 2nr0, r′ = 2n+1r0 in the
difference estimates (6.46), (6.47) we have for all positive integers n ∈ N,∣∣v0(2n+1r0)∣∣ ≤ (1 + C1(2nr0)−1δ1) |v0(2nr0)|+ C1δ1 |v1(2nr0)| (6.50)∣∣v1(2n+1r0)∣∣ ≤ (1 + C1(2nr0)−1δ1) |v1(2nr0)|+ C1δ1(2nr0)−2 |v0(2nr0)| (6.51)
We introduce the notation
an := |v0(2nr0)|
bn := |v1(2nr0)|
Adding (6.50) to (6.51) gives
an+1 + bn+1 ≤ (1 + C1δ1((2nr0)−1 + (2nr0)−2))an + (1 + C1δ1(1 + (2nr0)−1))bn
≤ (1 + 2C1δ1)(an + bn)
Arguing inductively we conclude that for all n ∈ N,
(an + bn) ≤ (1 + 2C1δ1)n(a0 + b0).
Now let δ1 be small enough so that (1 + 2C1δ1) ≤ 2 16 , giving
an ≤ C(2nr0) 16 ,
bn ≤ C(2nr0) 16 .
(6.52)
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Note that C = C(r0) but this is irrelevant for our purposes since we have fixed r0.
Observe that (6.52) proves (6.48) and (6.49) for r = 2nr0. The estimates (6.48)
and (6.49) for arbitrary r now follow by combining (6.52) together with the differ-
ence estimates (6.44), (6.45). 
We are now ready to begin extracting a limits. We first show that v1(t, r) tends
to zero in order to get the correct decay rate for v0(t, r). This requires several steps.
Claim 6.12. For every t ∈ Imax there is a number ℓ1(t) ∈ R so that
|v1(t, r)− ℓ1(t)| = O(r−2) as r →∞ (6.53)
where the implicit constant is uniform in t ∈ Imax.
Proof. Again it suffices to prove the claim for t = 0. Let r0 ≥ R1 with R1 as
in (6.43). Inserting (6.48), (6.49) into the difference estimate (6.45) yields∣∣v1(2n+1r0)− v1(2nr0)∣∣ . (2nr0)−5(2nr0) 12 + (2nr0)−2(2nr0) 12
. (2nr0)
− 32
(6.54)
Therefore the infinite series∑
n
∣∣v1(2n+1r0)− v1(2nr0)∣∣ <∞,
is bounded, which then implies that there exists ℓ1 ∈ R so that
lim
n→∞
v1(2
nr0) = ℓ1.
Another application of the difference estimates along with the growth estimates (6.48), (6.49)
gives,
lim
r→∞
v1(r) = ℓ1.
To establish the correct rate of convergence, we remark that the limit above implies
that |v1(r)| is bounded, and therefore the same logic that give (6.54) can be used
to get ∣∣v1(2n+1r)− v1(2nr)∣∣ . (2nr)−2
for all r large enough. Finally,
|v1(r) − ℓ1| =
∣∣∣∣∣∣
∑
n≥0
(v1(2
n+1r)− v1(2nr))
∣∣∣∣∣∣ . r−2
∑
n≥0
2−2n . r−2
which finishes the argument. 
Next, we show that ℓ1(t) = ℓ1 is independent of t.
Claim 6.13. The function ℓ1(t) in Claim 6.12 is independent of t ∈ Imax, that is
there is a fixed number ℓ1 ∈ R so that ℓ1(t) = ℓ1 for all t ∈ Imax.
Proof. Recall that
v1(t, r) := r
∫ ∞
r
ut(t, ρ) ρ dρ
By Claim (6.12), we see that
ℓ1(t) = r
∫ ∞
r
ut(t, ρ) ρ dρ+O(r
−2) as r→∞
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Let t1, t2 ∈ Imax be arbitrary with, say t1 6= t2. We prove that
ℓ1(t2)− ℓ1(t1) = 0 (6.55)
Indeed, averaging in R ≥ R1 yields
ℓ1(t2)− ℓ1(t1) = 1
R
∫ 2R
R
(
s
∫ ∞
s
(ut(t2, r)− ut(t1, r))r dr
)
ds+O(R−2)
=
1
R
∫ 2R
R
(
s
∫ ∞
s
∫ t2
t1
utt(t, r) dt r dr
)
ds+O(R−2)
Using the fact that ~u(t) is a solution to (6.26), we can rewrite the above integral as
=
∫ t2
t1
1
R
∫ 2R
R
(
s
∫ ∞
s
(rurr(t, r) + 4ur(t, r)) dr
)
ds dt+
+
∫ t2
t1
1
R
∫ 2R
R
(
s
∫ ∞
s
F (r, u) dr
)
ds dt+O(R−2)
= I + II +O(R−2)
To estimate I we integrate by parts twice:
I =
∫ t2
t1
1
R
∫ 2R
R
(
s
∫ ∞
s
1
r3
∂r(r
4ur(t, r)) dr
)
ds dt
= 3
∫ t2
t1
1
R
∫ 2R
R
(
s
∫ ∞
s
ur(t, r) dr
)
ds dt−
∫ t2
t1
1
R
∫ 2R
R
s2ur(t, s) ds dt
= −3
∫ t2
t1
1
R
∫ 2R
R
r u(t, r) dr dt−
∫ t2
t1
1
R
∫ 2R
R
r2 ur(t, r) dr dt
= −
∫ t2
t1
1
R
∫ 2R
R
r u(t, r) dr dt+
∫ t2
t1
(Ru(t, R)− 2Ru(t, 2R)) dt
(6.56)
To bound the above we recall that by the definition of v0 and (6.48) we have
r3 |u(t, r)| := |v0(t, r))| . r 16 (6.57)
uniformly in t ∈ Imax, and hence |u(t, r)| . r− 176 uniformly in t ∈ Imax. Insert-
ing (6.57) into the last line in (6.56) gives,
I = |t2 − t1|O(R− 116 )
Next we estimate II. We again use (6.57) to see that for r > R1 we have
|F (r, u(t, r))| . |u(t, r)|3 . r− 172 . r−8
Therefore,
II .
∫ t2
t1
1
R
∫ 2R
R
(
s
∫ ∞
s
r−8 dr
)
ds dt = |t2 − t1|O(r−6)
Combining all of the above we have
|ℓ1(t2)− ℓ1(t1)| = O(R− 116 ) as R→∞
which means that ℓ1(t1) = ℓ1(t2). 
Next, we prove that ℓ1 ≡ 0.
Claim 6.14. ℓ1 = 0.
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Proof. Suppose that ℓ1 6= 0. We have shown that for R ≥ R1 and for every t ∈ Imax,
R
∫ ∞
R
ut(t, r) r dr = ℓ1 + O(R
−2),
Hence, by taking R large, the left-hand side will have the same sign as ℓ1, for all
t ∈ Imax. Therefore, we can choose R ≥ R1 large enough such that for all t ∈ Imax,∣∣∣∣R
∫ ∞
R
ut(t, r) r dr
∣∣∣∣ ≥ |ℓ1|2 . (6.58)
We now consider two cases. First suppose that T+ <∞. Then, since both
supp(u), supput ⊂ B(0, T+ − t)
we can find t close enough to T+ so that the left-hand-side of (6.58) is identically
zero, which is a contradiction if ℓ1 6= 0.
Next, consider the case that T+ =∞. By integrating (6.58) from t = 0 to t = T
we obtain ∣∣∣ ∫ T
0
R
∫ ∞
R
ut(t, r) r dr dt
∣∣∣ ≥ T |ℓ1|
2
.
However, integrating in t on the left-hand side and using (6.57) we also have∣∣∣∣∣R
∫ ∞
R
∫ T
0
ut(t, r) r dt dr
∣∣∣∣∣ =
∣∣∣∣R
∫ ∞
R
(u(T, r)− u(0, r)) r dr
∣∣∣∣
. R
∫ ∞
R
r−
11
6 dr . R
1
6 .
Thus for a large R fixed we have
T
|ℓ1|
2
. R
1
6 ,
which is a contradiction once T is taken large enough. 
We are ready to complete the proof of Lemma 6.7.
Proof of Lemma 6.7. First we remark that by putting together Claims 6.12, 6.13,
and 6.14, we have proved (6.38) as well as (6.40), i.e.,
|v1(r)| = O(r−2) as r→ 0. (6.59)
It thus remains to prove that there exists ℓ0 ∈ R such that
|v0(r) − ℓ0| = O(r−4) as r→∞.
To show the above, we plug (6.59) along with (6.48) into the difference esti-
mate (6.44). We see that for fixed r0 ≥ R1 and all n ∈ N,∣∣v0(2n+1r0)− v0(2nr0)∣∣ . (2nr0)−4(2nr0) 12 + (2nr0)−1(2nr0)−6
. (2nr0)
− 72 .
Thus the infinite series ∑
n
∣∣v0(2n+1r0)− v0(2nr0)∣∣ <∞,
which then implies that there exists ℓ0 ∈ R so that
lim
n→∞
v0(2
nr0) = ℓ0.
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Another application of the difference estimates (6.44) and the fact that |v1(r)| → 0
gives that,
lim
r→∞
v0(r) = ℓ0.
To prove the rate of convergence, we observe that |v0(r)| is bounded since it has a
limit, and therefore the difference estimate can be upgraded show that∣∣v0(2n+1r)− v0(2nr)∣∣ . (2nr)−4
for every r ≥ R1. Thus,
|v0(r) − ℓ0| =
∣∣∣∣∣∣
∑
n≥0
(v1(2
n+1r) − v1(2nr))
∣∣∣∣∣∣ . r−4
∑
n≥0
2−4n . r−2,
completing the proof. 
Step 3: The final step in the proof of Proposition 3.4 is to conclude that ~u(t, r) ≡
(0, 0). We divide the final step into two cases depending on whether ℓ0 in Lemma 6.7
is zero or nonzero.
Case 1: ℓ0 = 0 implies ~u(t) ≡ (0, 0):
We formulate the above as a lemma:
Lemma 6.15. Let ~u(t) be as in Proposition 3.4 and let ℓ0 ∈ R be as in Lemma 6.7.
If ℓ0 = 0 then ~u(t) ≡ (0, 0).
To prove the lemma, we will first prove the following preliminary claim, which
says that if ℓ0 = 0 then (u0, u1) is compactly supported. We conclude the proof
of the lemma by showing that the only solution with pre-compact trajectory and
compactly supported initial data is ~u(t) = (0, 0).
Claim 6.16. Let ℓ0 be as in Lemma 6.7. If ℓ0 = 0 then (u0, u1) is compactly
supported.
Proof. If ℓ0 = 0, then for r ≥ R1 we have
|v0(r)| = O(r−4) as r →∞
|v1(r)| = O(r−2) as r →∞
(6.60)
Hence for r0 ≥ R1,
|v0(2nr0)|+ |v1(2nr0)| . (2nr0)−4 + (2nr0)−2 (6.61)
On the other hand, the difference estimates (6.44) and (6.45) and (6.60) yield∣∣v0(2n+1r0)∣∣ ≥ (1− C1(2nr0)−12) |v0(2nr0)| − C1(2nr0)−5 |v1(2nr0)|∣∣v1(2n+1r0)∣∣ ≥ (1− C1(2nr0)−6) |v0(2nr0)| − C1(2nr0)−13 |v1(2nr0)|
For large r0 we combine the above two lines to deduce that∣∣v0(2n+1r0)∣∣+ ∣∣v1(2n+1r0)∣∣ ≥ (1− 2C1r−50 )(|v0(2nr0)|+ |v1(2nr0)|)
Now fix r0 large enough so that 2C1r
−5
0 <
1
4 . By an inductive argument we conclude
that
(|v0(2nr0)|+ |v1(2nr0)|) ≥
(
3
4
)n
(|v0(r0)|+ |v1(r0)|)
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Next, use (6.61) to estimate the left-hand-side above. We have(
3
4
)n
(|v0(r0)|+ |v1(r0)|) . 2−2nr−20
which yields
3n(|v0(r0)|+ |v1(r0)|) . 1,
However, this is impossible unless (v0(r0), v1(r0)) = (0, 0). Therefore,
~v(r0) := (v0(r0), v1(r0)) = (0, 0).
To make this statement about (u0, u1) we recall that (6.42) implies that
‖πr0~u(0)‖H˙1×L2(r≥r0) = 0.
Lemma 6.5 then gives
‖π⊥r0~u(0)‖H˙1×L2(r≥r0) = 0,
and thus
‖~u(0)‖H˙1×L2(r≥r0) = 0,
which completes the proof since we know that limr→∞ u0(r) = 0. 
Proof of Lemma 6.15. Suppose that ℓ0 = 0. Then, by Claim 6.16, (u0, u1) must be
compactly supported. Assume that (u0, u1) 6≡ (0, 0). We can then define ρ0 > 0 by
ρ0 := inf
{
ρ : ‖~u(0)‖H1×L2(r≥ρ) = 0
}
Let ε > 0 be a small number (to be determined below). Find ρ1 = ρ1(ε) with
1
2ρ0 < ρ1 < ρ0 so that
0 < ‖~u(0)‖2
H˙1×L2(r≥ρ1) < ε ≤ δ
2
1
with δ1 as in (6.43). We have
3ρ−31 v
2
0(ρ1) + ρ
−1
1 v
2
1(ρ1) +
∫ ∞
ρ1
(
1
r
∂rv0(r)
)2
dr +
∫ ∞
ρ1
(∂rv1(r))
2
dr =
= ‖πρ1~u(0)‖2H˙1×L2(r≥ρ1) + ‖π
⊥
ρ1~u(0)‖2H˙1×L2(r≥ρ1)
= ‖~u(0)‖2
H˙1×L2(r≥ρ1) < ε
(6.62)
Using Lemma 6.8 with R = ρ1 gives(∫ ∞
ρ1
[(
1
r
∂rv0(r)
)2
+ (∂rv1(r))
2
]
dr
) 1
2
. ρ
− 112
1 |v0(ρ1)|3 + ρ−
5
2
1 |v1(ρ1)|3 (6.63)
Since v0(ρ0) = v1(ρ0) = 0 we can argue as in Corollary 6.9 and Corollary 6.10 to
obtain
|v0(ρ1)| = |v0(ρ1)− v0(ρ0)| ≤ C1 ε (|v0(ρ1)|+ |v1(ρ1)|)
|v1(ρ1)| = |v1(ρ1)− v1(ρ0)| ≤ C2 ε (|v0(ρ1)|+ |v1(ρ1)|)
where above we used that 12ρ0 < ρ1 < ρ0 to find constants C1, C2 depending only
ρ0 which is fixed, and the uniform constant in (6.63), but not on ε. Combining the
above estimates we get
(|v0(ρ1)|+ |v1(ρ1)|) ≤ C3ε(|v0(ρ1)|+ |v1(ρ1)|) (6.64)
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which implies that |v0(ρ1)| = |v1(ρ1)| = 0 after choosing ε > 0 small enough.
By (6.63) and (6.62) we see that
‖~u(0)‖H˙1×L2(r≥ρ1) = 0.
But this contradicts the definition of ρ0 because ρ1 < ρ0. 
We have finished the proof of Proposition 3.4 in the case where ℓ0 = 0. We next
move on to the case ℓ0 6= 0.
Case 2: ℓ0 6= 0 cannot happen: To complete the proof of Proposition 3.4
we prove that ℓ0 6= 0 is impossible. Indeed, we show that if ℓ0 6= 0 then the
solution ~u(t) to (1.2) (resp. (1.18), resp. (1.22)) with the compactness property as
in Proposition 3.4 must be equal to a nonzero stationary solution, ϕℓ0 , of (6.16)
(resp. (6.6), resp. (6.7)).
On the other hand, we know by Lemma 6.3 (resp. Lemma 6.2) that (ϕℓ0 , 0) 6∈
H˙
3
2 (R5) for any ℓ0 6= 0, which gives us contradiction since by construction our
solution ~u(t) ∈ H˙ 32 × H˙ 12 .
The basic idea is to linearize about the elliptic solution ϕℓ0 given by Lemma 6.2
(resp. Lemma 6.2) with the same leading order spacial asymptotics as the critical
data ~u(0). In Steps 1, 2 we proved that
r3u0(r) = ℓ0 +O(r
−4) as r→∞.
Now, let ϕℓ0(r) be the solution from either Lemma 6.3 or Lemma 6.2 depending
of course on which equation ~u(0) is initial data for. Hence ϕℓ0 solves the relevant
elliptic equation and satisfies
ϕℓ0(r) = ℓ0 +O(r
−4) as r →∞.
Next define ~wℓ0(0) = (wℓ0,0, wℓ0,1) by
wℓ0,0(r) := u0(r) − ϕℓ0(r)
wℓ0,1(r) := u1(r),
(6.65)
and for all t ∈ Imax(~u) set
wℓ0(t, r) := u(t, r)− ϕℓ0(r). (6.66)
We record various properties of ~wℓ0 = (wℓ0 , ∂twℓ0). First, we have
vℓ0,0(r) := r
3wℓ0,0(r) = O(r
−4) as r→∞
vℓ0,1(r) := r
∫ ∞
r
wℓ0,1(ρ)ρ, dρ = O(r
−2) as r →∞ (6.67)
Next, we write down the equation for ~wℓ0 . If ~u(t) solves (1.2) and ϕℓ0 solves (6.16)
then ~wℓ0(t) solves
∂ttwℓ0 − ∂rrwℓ0 −
4
r
∂rwℓ0 = 3ϕ
2
ℓ0wℓ0 + 3ϕℓ0w
2
ℓ0 + w
3
ℓ0
=: Ncubic(ϕℓ0 , wℓ0)
(6.68)
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If ~u(t) solves (1.18) or (1.22) then ~wℓ0(t) solves an equation of the form
∂ttwℓ0 − ∂rrwℓ0 −
4
r
∂rwℓ0 = Nw.m.(r, ϕℓ0 , wℓ0)
Nw.m.(r, ϕℓ0 , wℓ0) := −2
C (2rϕℓ0)− 1
r2
wℓ0 −S (2rϕℓ0)
C (2rwℓ0 )− 1
r3
− C (2rϕℓ0)
(S (2rwℓ0)− 2rwℓ0)
r3
(6.69)
where if ~u(t) solves the S3 target equation then C = cos, S = sin and if ~u(t) solves
the H3 target equation we have C = cosh, S = sinh. In either case, we have the
estimates
|Nw.m.(r, ϕℓ0 , wℓ0)| . |ϕℓ|2 |wℓ0 |+ |ϕℓ0 | |wℓ0 |2 + |wℓ0 |3 (6.70)
where again we have used our L∞ control over ru and rϕℓ in the case of the H3
target equation.
The crucial point here is that by construction ~wℓ0 inherits the main conclusions
from Lemma 6.1 because ϕℓ0 is stationary, i.e.,
‖~wℓ0(t)‖H˙1×L2(r≥R+|t|) → 0 as |t| → ∞ (6.71)
W are now in position to prove, much as in the case ℓ0 = 0, that we must have
~wℓ0 ≡ (0, 0). We state this conclusion as a lemma.
Lemma 6.17. Suppose ℓ0 6= 0. Let ~wℓ0 be as in (6.65), (6.66). Then, ~wℓ0 ≡ (0, 0),
that is, ~u(0) = (ϕℓ0 , 0) where ϕℓ0 is given by either Lemma 6.3 or Lemma 6.2
(depending of course on which equation ~u(t) solves). This means that ~u(0) /∈ H˙ 32 ×
H˙
1
2 which is a contradiction.
The proof of Lemma 6.17 will be very similar to the argument that was presented
in the previous steps which completed the case ℓ0 = 0. We will thus omit many
details here.
We have established the asymptotic behavior of ~wℓ0 given in (6.67). How-
ever we recall that one of the keys to the argument in the previous steps was
the estimate (6.28), as this gave a quantitative restriction on the proximity of
~u(0) to the plane P (R). Here we establish a similar estimate for ~wℓ0 . As be-
fore modify the Cauchy problems (6.68) and (6.69) on the interior of the cone
CR(t, r) := {r ≤ R + |t|} for large R. As in the relevant sections in [25, 45, 20] we
alter the right-hand-side of (6.68) and (6.69).
For each R > 0 we define ϕℓ0,R by
ϕℓ0,R(t, r) :=
{
ϕℓ0(R + |t|) for 0 ≤ r ≤ R+ |t|
ϕℓ0(r) for r ≥ R+ |t|
(6.72)
where ϕℓ0 is the relevant elliptic solution depending on whether we are dealing with
solutions to (1.2), (1.18), or (1.22). Next, set
NR,cubic(t, r, wℓ0) := Ncubic(ϕℓ0,R, wℓ0)
NR,w.m.(t, r, wℓ0) :=
{
Nw.m.(R + |t| , ϕℓ0,R, wℓ0) for 0 ≤ r ≤ R+ |t|
Nw.m.(r, ϕℓ0,R, wℓ0) for r ≥ R+ |t|
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Using (6.17) and (6.8) together with (6.70), we can deduce that for R large enough
we have
|NR,cubic(t, r, wℓ0)| .


(R + |t|)−6 |wℓ0 |+ (R + |t|)−3 |wℓ0 |2 + |wℓ0 |3 ,
for 0 ≤ r ≤ R+ |t|
r−6 |wℓ0 |2 + r−3 |wℓ0 |2 + |wℓ0 |3 for r ≥ R+ |t|
(6.73)
|NR,cubic(t, r, wℓ0)| .


(R + |t|)−6 |wℓ0 |+ (R + |t|)−3 |wℓ0 |2 + |wℓ0 |3 ,
for 0 ≤ r ≤ R+ |t|
r−6 |wℓ0 |2 + r−3 |wℓ0 |2 + |wℓ0 |3 for r ≥ R+ |t|
(6.74)
Because we have the same estimates for NR,cubic and NR,w.m. above we will simply
writeNR for both of them in what follows. We consider a modified Cauchy problem.
As in the set-up for Lemma 6.6 we define a smooth radial function χ ∈ C∞(R5)
with χ(r) = 1 for r ≥ 1 and χ(r) = 0 on r ≤ 1/2. Rescale to define χR(r) := χ(r/R)
and for each R > 0 we consider:
wtt − wrr − 4
r
wr = N˜R(t, r, w)
N˜R(t, r, w) := χRNR(t, r, w)
~w(0) = (w0, w1) ∈ H˙1 × L2(R5)
(6.75)
The idea here is that we have introduced spacial decay as well as time integrability
into the potential terms that will then allow these to be treated in a perturbative
manner. We have also introduced the cut-off χR. As in the Lemma 6.6 this removes
the super-critical nature of the nonlinearity and allows us to treat the right-hand-
side perturbatively in the energy space. This is an analog of Lemma 6.6 but here
we have linearized about a nontrivial elliptic solution ϕℓ0 . As before we define the
norm Z(I) by
‖~w‖Z(I) = ‖w‖L2t(I;L5x(R5)) + ‖~w(t)‖L∞t (I;H˙1×L2)
Lemma 6.18. There exists R2 > 0 and δ2 > 0 small enough such that for every
R > R2 and all data ~w(0) = (w0, w1) ∈ H˙1 × L2(R5) with
‖~w(0)‖H˙1×L2(R5) < δ2
there exists a unique global solution ~w(t) ∈ H˙1 × L2 to (6.75). Moreover, ~w(t)
satisfies
‖w‖Z(R)) . ‖~w(0)‖H˙1×L2(R5) . δ2 (6.76)
Finally, if we denote the free evolution with the same data by wL(t) := S(t)~h(0) ∈
H˙1 × L2(R5), then we have
sup
t∈R
‖~w(t)− ~wL(t)‖H˙1×L2 . R−4‖~w(0)‖H˙1×L2 +R−5/2‖~w(0)‖2H˙1×L2
+R−1‖~w(0)‖3
H˙1×L2
(6.77)
Proof. The proof follows from (6.73) and (6.74) and is very similar to the proof of
Lemma 6.6. In particular by a standard argument it suffices to control N˜R in L1tL2x
using the estimates (6.73) and (6.74). We omit the details. See for example [45,
Lemma 5.17] for a more detailed argument of a similar result. 
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With Lemma 6.18 in hand, we argue exactly as in the proof of Lemma 6.5 to
prove the key inequality:
Lemma 6.19. There exists R2 > 0 such that for all R > R2 and for all t ∈ Imax(u)
we have
‖π⊥R ~wℓ0(t)‖H˙1×L2(r≥R) . R−4‖πR ~wℓ0(t)‖H˙1×L2(r≥R) +R−
5
2 ‖πR ~wℓ0(t)‖2H˙1×L2(r≥R)
+R−1‖πR ~wℓ0(t)‖3H˙1×L2(r≥R)
where πR, π
⊥
R are as in Proposition 6.4. We note that the constant above is uniform
in t ∈ Imax(u).
Next, we prove that (∂rwℓ0,0, wℓ0,1) must be compactly supported.
Claim 6.20. Let ~wℓ0 be as in (6.65). Then (∂rwℓ0,0, wℓ0,1) must be compactly
supported.
Proof of Claim 6.20. To prove the claim, we pass to the ~vℓ0 formulation. With
(vℓ0,0, vℓ0,1) defined as in (6.67) we can conclude that for all R > R2 large enough
we have∫ ∞
R
(
1
r
∂rvℓ0,0(r)
)2
dr +
∫ ∞
R
(∂rvℓ0,1(r))
2 dr . R−19v2ℓ0,0(R) +R
−11v4ℓ0,0(R)
+R−11v6ℓ0,0(R) +R
−17v2ℓ0,1(R) +R
−7v4ℓ0,1(R) + R
−5v6ℓ0,1(R)
. R−11(v2ℓ0,0(R) + v
2
ℓ0,1(R))
(6.78)
where the first inequality above follows by rephrasing Lemma 6.19 in terms of ~vℓ0 =
(vℓ0,0, vℓ0,1) by using (6.42), and the last line following from the decay estimates in
(6.67).
Next, arguing as in Corollary 6.9, we can prove difference estimates, i.e, for all
R2 ≤ r ≤ r′ ≤ 2r we have
|vℓ0,0(r) − vℓ0,0(r′)| . r−4(v2ℓ0,0(r) + v2ℓ0,1(r))
1
2 ,
|vℓ0,1(r) − vℓ0,1(r′)| . r−5(v2ℓ0,0(r) + v2ℓ0,1(r))
1
2 .
(6.79)
Defining the vector ~vℓ0 = (vℓ0,0, vℓ0,1), where
|~vℓ0(r)|2 := v2ℓ0,0(r) + v2ℓ0,1(r)
this means that
|~vℓ0(r)− ~vℓ0(r′)| . r−4 |~vℓ0(r)| .
We can then prove that for fixed r0 ≥ R2 large enough,∣∣~vℓ0(2n+1r0)∣∣ ≥ 34 |~vℓ0(2nr0)| .
Iterating this, we see that for each n ∈ N, we have
|~vℓ0(2nr0)| ≥
(
3
4
)n
|~vℓ0(r0)| .
On the other hand, using (6.67) we have
|~vℓ0(2nr0)| . (2nr0)−2.
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Combining the last two lines we obtain
3n |~vℓ0(r0)| . 1,
which then implies that ~vℓ0(r0) = (0, 0). Plugging this last fact into (6.78) yields∫ ∞
r0
(
1
r
∂rvℓ0,0(r)
)2
dr +
∫ ∞
r0
(∂rvℓ0,1(r))
2 dr = 0.
Therefore,
‖~uℓ0‖2H˙1×L2(r≥r0) =
=
∫ ∞
r0
(
1
r
∂rvℓ0,0(r)
)2
dr+
∫ ∞
r0
(∂rvℓ0,1(r))
2 dr+3r−30 v
2
ℓ0,0(r0)+r
−1
0 v
2
ℓ0,1(r0) = 0
which implies that (∂ruℓ0,0, uℓ0,1) must be compactly supported. 
We can now complete the proof of Lemma 6.17 by showing that in fact, ~wℓ0 ≡
(0, 0).
Proof of Lemma 6.17. The proof follows the same argument as the proof of Lemma 6.15.
Suppose that
(∂rwℓ0,0, wℓ0,1) 6= (0, 0).
By Claim 6.20, (∂rwℓ0,0, wℓ0,1) is compactly supported. Then we can define ρ0 > 0
by
ρ0 := inf
{
ρ > 0 : ‖~wℓ0‖H˙1×L2(r≥ρ) = 0
}
Let ε > 0 be a small number (to be determined below). Let ρ1 = ρ1(ε) be chosen
so that
1
2
ρ0 < ρ1 < ρ0, and ρ0 − ρ1 < ε, (6.80)
0 < ‖~uℓ0(0)‖2H˙1×L2(r≥ρ1) < δ
2
2 (6.81)
with δ2 is as in Lemma 6.18. With (vℓ0,0, vℓ,1) as above,
3ρ−31 v
2
ℓ0,0(ρ1) + ρ
−1
1 v
2
ℓ0,1(ρ1) +
∫ ∞
ρ1
(
1
r
∂rvℓ0,0(r)
)2
dr +
∫ ∞
ρ1
(∂rvℓ0,1(r))
2
dr =
= ‖πρ1~uℓ0(0)‖2H˙1×L2(r≥ρ1) + ‖π
⊥
ρ1~uℓ0(0)‖2H˙1×L2(r≥ρ1)
= ‖~uℓ0(0)‖2H˙1×L2(r≥ρ1) < δ
2
2
(6.82)
Setting R = ρ1 in (6.78) then yields(∫ ∞
ρ1
[(
1
r
∂rvℓ0,0(r)
)2
+ (∂rvℓ0,1(r))
2
]
dr
) 1
2
. ρ
− 112
1
(
|vℓ0,0(ρ1)|2 + |vℓ0,1(ρ1)|2
) 1
2
. ρ
− 112
0
(
|vℓ0,0(ρ1)|2 + |vℓ0,1(ρ1)|2
) 1
2
(6.83)
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where the assumption 12ρ0 < ρ1 < ρ0 enters in the last line above. Because
vℓ0,0(ρ0) = vℓ0,1(ρ0) = 0 we can argue exactly as in Corollary 6.9 to obtain
|vℓ0,0(ρ1)|2 = |vℓ0,0(ρ1)− vℓ0,0(ρ0)|2 ≤ C1 ε3 (|vℓ0,0(ρ1)|2 + |vℓ0,1(ρ1)|2)
|vℓ0,1(ρ1)|2 = |vℓ0,1(ρ1)− vℓ0,1(ρ0)|2 ≤ C2 ε (|vℓ0,0(ρ1)|2 + |vℓ0,1(ρ1)|2)
with C1, C2 depending only ρ0 which is fixed, and the uniform constant in (6.83),
but not on ε. Combining above gives
(|vℓ0,0(ρ1)|2 + |vℓ0,1(ρ1)|2) ≤ C3ε(|vℓ0,0(ρ1)|2 + |vℓ0,1(ρ1)|2), (6.84)
This shows that |vℓ0,0(ρ1)| = |vℓ0,1(ρ1)| = 0 once ε > 0 is chosen small enough.
By (6.83) and the equalities in (6.82) we see that
‖~wℓ0(0)‖H˙1×L2(r≥ρ1) = 0.
But this contradicts the definition of ρ0 since ρ1 < ρ0. Thus, (∂rwℓ0,0, wℓ0,1) ≡
(0, 0). Since wℓ0(r)→ 0 as r →∞ we also deduce that (wℓ0,0, wℓ0,1) ≡ (0, 0). 
To clarify this lengthy argument we summarize the proof of Proposition 3.4.
Proof of Proposition 3.4. Let ~u(t) be a solution to (1.2) (resp. (1.18), resp. (1.22))
with the compactness property as in Proposition 3.4. By Lemma 6.7 there exists
ℓ0 ∈ R so that ∣∣r3u0(r) − ℓ0∣∣ = O(r−4) as r →∞∣∣∣∣r
∫ ∞
r
u1(ρ)ρ dρ
∣∣∣∣ = O(r−2) as r →∞ (6.85)
If ℓ0 6= 0 then by Lemma 6.17, ~u(0) = (u0, u1) = (ϕℓ0 , 0) where ϕℓ0 is a nonzero
solution to (6.16) (resp. (6.6), resp. (6.7)) given by Lemma 6.3 (resp. Lemma 6.2).
However, this is impossible since ϕℓ0 /∈ H˙ 32 (R5), while on the other hand we know
that ~u(0) ∈ H˙ 32 × H˙ 12 .
Thus, we must have ℓ0 = 0. By Lemma 6.15 we can conclude that ~u(0) = (0, 0),
proving Proposition 3.4. 
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