Let f := p/q ∈ K(x) be a rational function in one variable. By Lüroth's theorem, the collection of intermediate fields Gutierrez & Recio 1995) an algorithm is presented to calculate such a function decomposition. In this paper we describe a simplification of this algorithm, avoiding expensive solutions of linear equations. A MAGMA implementation shows the efficiency of our method. We also prove some indecomposability criteria for rational functions, which were motivated by computational experiments.
Basic definitions and known results
Let K be an arbitrary field and K(x) the field of rational functions over K. It is well known by Lüroth's theorem, that every intermediate field L with K ≤ L ≤ K(x) is of the form K(f ) for some f ∈ K(x) (see (Schinzel 2000) ). If f := which one calls the degree of f and denotes by deg(f ). Let S := K(x)\K be the set of non-constant functions. Then S is equipped with a structure of a monoid, given by the composition (f • g)(x) := f (g(x)) for f, g ∈ S. This monoid has a right -action on K(x) given by composition, i.e. for f, g ∈ K(x), h, h ∈ S we have: If f 1 • h = f 2 • h, then (f 1 − f 2 ) • h = 0 and a degree -argument shows that f 1 − f 2 is constant, hence zero.
From this it follows easily that the group of units with respect to composition is given by
Moreover the map
is easily seen to be a homomorphism of monoids and therefore it induces an isomorphism
It follows that there is a natural right action of GL 2 (K) on K(x) via field -automorphisms over K, given by f M := f • ϕ(M). Let A := Aut K (K(x)) denote the full group of K -automorphisms of K(x) and α ∈ Aut K (K(x)) with x α = p(x)/q(x) in reduced form. Note that for f = g • h and α ∈ U • we have f = g • α • α −1 • h, so there is a right action of G or U • on L f and a left action on R f . The following result shows the significance of these actions:
and the set R f /G of left G -orbits on the set of right factors R f .
Proof:
In dealing with functional decompositions, we will often come across homogenization of functions.
We will need the following lemma:
with gcd(R, S) = gcd(P, Q) = 1. Then the polynomials Q, H R (P, Q) and H S (P, Q) are pairwise coprime.
Proof: see (Schinzel 2000) ,pg.18.
A normal form for subfield generators
Let L = K(f ) be an intermediate field. Since the generators f ∈ S are only determined up to (left) G -conjugacy, it may be useful to have a unique normal form for such a generator. This is provided by the next definition and proposition. As a matter of notation Gf will denote the left G -orbit of f in S.
∈ S is called in normal form or normalized, if p, q ∈ K[x] are monic and coprime, p(0) = 0 and either deg(p) > deg(q) or m := deg(p) < deg(q) =: n with q = x n + q n−1 x n−1 + · · · + q 0 and q m = 0. The set of all functions in normal form will be denoted by N or N K .
If f = p q ∈ S is in normal form, then the polynomials p and q are uniquely determined. For example
is a generator in normal form of the field K(
) and
is of degree n, thenf :
Proposition 2.2. For every f ∈ S there is a uniquef = p/q of normal form inside Gf . The polynomials p and q are uniquely determined by f and the properties in the definition 2.1.
with H ax+b (p, q) = ap + bq and H cx+d (p, q) = cp + dq being coprime, by Lemma 1.5. 
It is well known that the intermediate field L contains a non-constant polynomial if and only if it has a polynomial generator. This easily follows from the above, and it turns out, as might be expected, that the unique normalized generator is a polynomial:
. Now by Lemma 1.5 H v (p, q) must be a constant. In general this does not imply that v ∈ K, but in our situation this follows:
Hence v ∈ K. Now it follows that
Since h ∈ K, we have that u ∈ K, so deg(u) > 0 and Lemma 1.5 yields q ∈ K, so q = 1.
An indecomposability criterion
Let f = p/q be in the normal form of Definition 2.1. Then p = x p with > 0 and p, q ∈ K[x] monic with non-vanishing constant term. In this section we investigate the possible decompositions of f . It turns out that f is indecomposable, whenever p and q are irreducible with gcd( , deg(q)
is decomposable. If p and q are both irreducible with deg(q) < deg(p), this is the only possibility how f could be decomposable see Proposition (3.5).
Normal form algorithm
Function Normalize()
local Matrix M, U , Fctf , Pol p, q, Int m, n; 2.f := f ; p := Num(f ); q := Denom(f ); m := Deg(p); n := Deg(q); 3.
9. end if; 10.
end if; // from now p 0 = 0, q 0 = 0. 11.
if m = n then 12.
U :
13. end if; // now p, q of different degrees.
14.
17. end if; 18.
returnf , M ; 19. end function;
, the symbol a ∼ b will denote that a and b are associated, ie. b = λa for some 0 = λ ∈ K.
Note that if any two of the integers deg(p), deg(q) or are coprime, then p and q are not -related.
, v 0 = 0, and one of the following holds:
Moreover we have in case II:
Proof: Assume that f = g • h is a proper decomposition. We can assume that g = u/v with u, v coprime and h = r/s is in normal form so r(0) = 0, s(0) = 0. With notation of Definition 1.4 and Lemma 1.5 we have
with s, H v (r, s), H u (r, s) pairwise coprime. Hence
Since x does not divide s, x must be the exact x -power dividing H u (r, s), hence 0 < i 0 and r |H u (r, s) | p. Assume first that r is not associate to a power of x. Then p ∈ K and r = x k · p for some 0 ≤ k ≤ . It follows that
Then equation (6) implies that ν ≤ µ and
and deg( p) = deg(s)(µ − i 0 ).
Remark 3.3.
It is straightforward to construct decomposable examples for each of the situations described in Proposition 3.2:
I : This case can be realized for any given irreducible polynomial p ∈ K[x]. Indeed, s = p is already determined. Now let k ∈ N be any positive integer different from deg( p) and set r := x k to determine h := r/s, define := k · µ for some µ ∈ N and set u := u µ x µ . For any v :
is coprime to p := x p, monic and of degree strictly larger that deg(p). Hence the rational functions f := , where u µ is a suitable scalar.
II : The occurence of these cases depends on special properties of p. A necessary condition is that there are positive integers k, z, a polynomial s ∈ K[x] of degree different from k and scalars a 0 , a 1 , · · · , a z ∈ K such that a 0 · a z = 0 and p can be written in the form
If this is possible, we set h := 
is coprime to p. Then f = g • h with g := u/v.
Then gcd(q 1 , p 1 ) = 1 and
we have gcd(q 2 , p 2 ) = 1 and f 2 := p 2 /q 2 = g • h 2 with h 2 = x/(x 3 + 1). (2) and (3) show that p and q are -related. Hence q ∼ s ∈ K, µ = ν + 1 and kν = 0, which gives the contradiction ν = 0 and µ = 1. Assume (c) holds. Then we are in situation I or in situation II with deg(s) > k.
again a contradiction. So we are in situation II with 
Proof:
The given condition is equivalent to p and q := 1 not being -related. So the claim follows from Proposition 3.5.
A simplified decomposition algorithm
From Theorem 1.3 it is clear that in order to describe the set of intermediate fields containing a given subfield L := K(f ), one has to know the set R f of right factors of f . Assume we are given L ≤ T := K(h) with h ∈ R f . In order to express elements of L explicitly as functions of h, we also have need to know the left factor g ∈ K(x) with f = g • h. Recall that g is uniquely determined by f and h.
In (Alonso et al. 1995 ) the authors describe algorithms to explicitly calculate this functional decomposition. We will briefly revisit these here with the aim of some simplifications. First we need the following easy lemma, which is also used in constructive proofs of Lüroth's theorem:
, v(x) = 0 with u(x) = λv(x) for any λ ∈ K and let t be a new variable, algebraically independent of x. Then F is not divisible by u(x) − tv(x) in the polynomial ring K(t) [x] . Proof: Assume otherwise, then
) and assume that c(x) has positive degree. Then u(η) = tv(η) for some root η ∈ K of c, hence t is algebraic over K. This contradiction shows that gcd(F, u(x) − tv(x)) = 1. Considering roots of ϕ and the fact that u and v are linearly independent over K (and hence over K), we can also see that gcd(ϕ, u(x) − tv(x)) = 1. This contradiction proves the lemma.
We will use the following definition of (Alonso et al. 1995)
with coprime polynomials p(x), q(x) ∈ K[x].
The following remarkable theorem has been proved in (Alonso et al. 1995) . For convenience we will include their proof, because it is constructive and relevant for later algorithmic considerations: Theorem 4.3. Let f = p/q, h = r/s ∈ S with 1 = gcd(p, q) = gcd(r, s), then the following are equivalent:
Proof: 1. ⇒ 2.: The polynomials r(y) − hs(y) and p(y) − f q(y) are the minimal polynomials of x over K(h) and K(f ), respectively. Since 
It follows that deg y B = deg y D = k, say, and we get for the leading terms
Remark 4.4. Note that the steps in 2. ⇒ 1. of Theorem 4.3 allow a direct construction of the left factor g, if a right factor h has been found: one simply has to divide p(y) and q(y) by r(y) − ts(y) in K(t) [y] , take the remainders B(t, y) and D(t, y), which have to be of the same y -degree k, and set g(t) = B k (t)/D k (t).
It remains to find the right factor h. In (Alonso et al. 1995) it is proposed to first factorize ∇ p,q in K[y, x] and then check proper factors of the form (y − x) · a(y, x) for being near -separate, by solving certain linear systems of equations. We will now show that these linear systems can be completely replaced by a short and simple calculation. This is based on the following elementary observation:
a(w, x)a(y, z) + a(w, y)a(z, x) + a(w, z)a(x, y) = 0.
Conversely, assume that a(y, x) ∈ K[y, x] satisfies the identities (9) and (10), then
for every α, β ∈ K with a(α, β) = 0.
The decomposition g is called a full decomposition iff all factors g i are indecomposable and it is called normal if all factors g m−1 , · · · , g 1 , with the possible exception of g m , are in normal form. It follows from Definition 2.1 that for every decomposition g of f there is a unique normal one which is equivalent to g. . MAGMA produces the following list of irreducible factors with multiplicities of ∇ f : < x − y, 1 >, < x + y, 1 >, < x * y − 1, 1 >, < x * y + 1, 1 >, < x 2 + y 2 , 1 >, < x 2 * y 2 + 1, 1 >, < Using Nearsep() we obtain the exponent vectors (in terms of the above list) of all near -separate divisors of ∇ f , together with corresponding generators of intermediate fields:
[1, 0, 0, 0, 0, 0, 0, 0], x,
