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Abstract
We consider the two main theorems in the derivation of the Quantum
Hamilton–Jacobi Equation from the Equivalence Postulate (EP) of
quantum mechanics. The first one concerns a basic cocycle condition,
which holds in any dimension with Euclidean or Minkowski metrics
and implies a global conformal symmetry underlying the Quantum
Hamilton–Jacobi Equation. In one dimension such a condition fixes
the Schwarzian equation. The second theorem concerns energy quan-
tization which follows rigorously from consistency of the EP.
1Contribution to the book on Quantum Trajectories, Edited by Pratim Chattaraj,
Taylor&Francis/CRC press.
1 HJ Equation and Coordinate Transforma-
tions
The Hamilton–Jacobi (HJ) equation for a one dimensional system is obtained
by considering the canonical transformation (q, p) → (Q,P ) so that the old
Hamiltonian H maps to a trivialized one, that is H˜ = 0. The old and
new momenta are expressed in terms of the generating function of such a
transformation, the Hamilton’s principal function p = ∂S
cl
∂q
, P = cnst =
−∂Scl
∂Q
|Q=cnst that satisfies the classical HJ equation
H
(
q, p =
∂Scl
∂q
, t
)
+
∂Scl
∂t
= 0 .
In the case of a time independent potential the time dependence in the Hamil-
ton’s principal function Scl is linear, that is Scl(q, Q, t) = Scl0 (q, Q)−Et, with
E the energy of the stationary state. It follows that Scl0 , called Hamilton’s
characteristic function, or reduced action, satisfies the Classical Stationary
HJ Equation (CSHJE)
H
(
q, p =
∂Scl0
∂q
)
− E = 0 ,
that is (W(q) ≡ V (q)−E)
1
2m
(
∂Scl0
∂q
)2
+W = 0 .
Note that the canonical transformation (q, p)→ (Q,P ) treats p and q as
independent variables. Following [1] we now formulate a similar question to
that leading to the CSHJE, but considering the transformation on q, with
the one on p induced by the relation
p =
∂Scl0
∂q
.
More precisely, given a one dimensional system, with time–independent po-
tential (the higher dimensional time–dependent case is considered in [2]) we
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look for the coordinate transformation q → q0 such that
Scl0 (q) Coord. T ransf.←→ S˜cl 00 (q0) , (1)
with S˜cl 00 (q0) denoting the reduced action of the system with vanishing Hamil-
tonian. Note that in (1) we required that this transformation be an invertible
one. This is an important point since by compositions of the maps it fol-
lows that if for each system there is a coordinate transformation leading
to the trivial state, then even two arbitrary systems are equivalent under
coordinate transformations. Imposing this apparently harmless analogy im-
mediately leads to rather peculiar properties of Classical Mechanics (CM).
First, it is clear that such an equivalence principle cannot be satisfied in CM,
in other words given two arbitrary systems a and b, the condition
Scl b0 (qb) = Scl a0 (qa) , (2)
cannot be generally satisfied. In particular, since
S˜cl 00 (q0) = cnst ,
it is clear that (1) is a degenerate transformation. However, in principle,
by itself the failure of (2) for arbitrary systems would be a possible natural
property. Nevertheless, a more careful analysis shows that such a failure is
strictly dependent on the choice of the reference frame. This is immediately
seen by considering two free particles of massma andmb moving with relative
velocity v. For an observer at rest with respect to the particle a the two
reduced actions are
Scl a0 (qa) = cnst , Scl b0 (qb) = mbvqb .
It is clear that there is no way to have an equivalence under coordinate
transformations by setting Scl b0 (qb) = Scl a0 (qa). This means that at the level
of the reduced action there is no coordinate transformation making the two
systems equivalent. However, note that this coordinate transformation exists
if we consider the same problem described by an observer in a frame in which
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both particles have a non–vanishing velocity so that the two particles are
described by non–constant reduced actions. Therefore, in CM, it is possible
to connect different systems by a coordinate transformation except in the case
in which one of the systems is described by a constant reduced action. This
means that in CM equivalence under coordinate transformations is frame
dependent. In particular, in the CSHJE description there is a distinguished
frame. This seems peculiar as on general grounds what is equivalent under
coordinate transformations in all frames should remain so even in the one at
rest.
2 The Equivalence Postulate
The above investigation already suggests that the concept of point particle
itself cannot be consistent with the equivalence under coordinate transfor-
mations. In particular, it suggests that the system where a particle is at rest
does not exist at all. If this would be the case, then the above critical situa-
tion would not occur simply because the reduced action is never a constant.
This should reflect in two main features. First the classical concept of point
particle should be reconsidered, secondly the CSHJE should be modified ac-
cordingly. A natural suggestion would be to consider particles as a kind of
string with a lower bound on the vibrating modes in such a way that there is
no way to define a system where the particle is at rest. It should be observed
that this kind of string may differ from the standard one, rather its nature
may be related to the fact that in general relativity is impossible to define
the concept of relative stability of a system of particles.
In [3] it was suggested that quantum mechanics and gravity are intimately
related. In particular, it was argued that the quantum Hamilton-Jacobi equa-
tion of two free particles, which is attractive, may generate the gravitational
potential. This is a consequence of the fact that the quantum potential is
always non-trivial even in the case of the free particle. It plays the role of
intrinsic energy and may in fact be at the origin of fundamental interactions.
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The unification of quantum mechanics and general relativity is the central
question of theoretical physics. This problem hinges on the viability of the
prevailing theories of matter and interactions at the micro–scale, and of the
cosmos at the macro scale. The Galilean paradigm of modern science drives
the search for a mathematical formulation of the quantum gravity synthesis.
In such a context string theory provides an attempt for a self–consistent
mathematical formulation of quantum gravity.
String theory provides a perturbatively finite S–matrix approach to the
calculation of string scattering amplitudes. Due to its unique world–sheet
properties, string theory admits a discrete particle spectrum. It accommo-
dates the gauge bosons and fermion matter states that form the bedrock of
modern particle physics, as well as a massless spin 2 symmetric state, which
is interpreted as the gravitational force mediation field. Consequently, string
theory enables the construction of models that admit the structures of the
Standard Particle Model and enable the development of a phenomenolog-
ical approach to quantum gravity. The state of the art in this regard is
the construction of Minimal Heterotic String Standard Models, which pro-
duces in the observable Standard Model charged sector solely the spectrum
of the Minimal supersymmetric Standard Model [4]. Progress in the un-
derstanding of string theory was obtained by the observation that the five
ten dimensional string theories, as well as eleven dimensional supergravity,
can be connected by perturbative and non–perturbative duality tranforma-
tions. However, this observation does not provide a rigorous formulation of
quantum gravity, akin to the formulations of general relativity and quantum
mechanics, which follow from the equivalence principle in the former and the
probability interpretation of the wave function in the later.
Let us start imposing the equivalence under coordinate transformations.
The key point is to consider, like in general relativity, the (analogous of the)
reduced action as a scalar field under coordinate transformations.
We postulate that for any pair of one–particle states there exists a field
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S0 such that
Sb0(qb) = Sa0 (qa) , (3)
is well defined. We also require that, in a suitable limit, S0 reduces to
Scl0 . Eq.(3) can be considered as the scalar hypothesis. Since the conjugate
momentum is defined by
pi =
∂
∂qi
S0(q) ,
it follows by (3) that the conjugate momenta pa and pb are related by a
coordinate transformation
pbi = Λ
j
i p
a
j , (4)
where Λ ji = ∂q
j
a/∂q
i
b. Note that we have the invariant
pbidq
i
b = p
a
i dq
i
a . (5)
Since (3) holds for any pair of one–particle states, we have DetΛ(q) 6= 0, ∀q.
The scalar hypothesis (3) implies that two one–particle states are always
connected by a coordinate transformation, for such a reason we may equiva-
lently consider (3) as imposing an Equivalence Postulate (EP). In particular,
while in arbitrary dimension the coordinate transformation is given by im-
posing (4), in the one dimensional case the scalar hypothesis implies
qb = Sb0
−1 ◦ Sa0 (qa) .
We now consider the consequences of the EP (3). Let us denote by H the
space of all possible W ≡ V − E. We also call v–transformations the ones
leading from a system to another. Eq.(3) is equivalent to require that
For each pair Wa,Wb ∈ H, there is a v–transformation such that
Wa(q) −→Wav(qv) =Wb(qv) . (6)
This implies that there always exists the trivializing coordinate q0 for which
W(q) −→W0(q0), where
W0(q0) ≡ 0 .
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In particular, since the inverse transformation should exist as well, it is clear
that the trivializing transformation should be locally invertible. We will also
see that since classically W0 is a fixed point, implementation of (6) requires
that W states transform inhomogeneously.
The fact that the EP cannot be consistently implemented in CM is true
in any dimension. To show this let us consider the coordinate transformation
induced by the identification
Scl v0 (qv) = Scl0 (q) . (7)
Then note that the CSHJE
1
2m
D∑
k=1
(∂qkScl0 (q))2 +W(q) = 0 , (8)
provides a correspondence between W and Scl0 that we can use to fix, by
consistency, the transformation properties of W induced by that of Scl0 . In
particular, since Scl v0 (qv) must satisfy the CSHJE
1
2m
D∑
k=1
(∂qk vScl v0 (qv))2 +Wv(qv) = 0 , (9)
by (7) we have
∂Scl v0 (qv)
∂qk v
= Λ ik
∂Scl0 (q)
∂qi
. (10)
Let us set (pv|p) = ptΛtΛp/ptp. By (8)–(10), we have W(q) −→ Wv(qv) =
(pv|p)W(q), so that
W0(q0) −→ Wv(qv) = (pv|p0)W0(q0) = 0 .
Thus we have [1]
W states transform as quadratic differentials under classical v–maps. It fol-
lows that W0 is a fixed point in H. Equivalently, in CM the space H cannot
be reduced to a point upon factorization by the classical v–transformations.
Hence, the EP (6) cannot be consistently implemented in CM. This can be
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seen as the impossibility of implementing covariance of CM under the coor-
dinate transformation defined by (7).
It is therefore clear that in order to implement the EP we have to deform
the CSHJE. As we will see, this requirement will determine the equation for
S0.
In Ref.[1] the function T0(p), defined as the Legendre transform of the
reduced action, was introduced
T0(p) = qkpk − S0(q), S0(q) = pkqk − T0(p) .
While S0(q) is the momentum generating function, its Legendre dual T0(p)
is the coordinate generating function
pk =
∂S0
∂qk
, qk =
∂T0
∂pk
.
Note that adding a constant to S0 does not change the dynamics. Then, the
most general differential equation S0 should satisfy has the structure
F(∇S0,∆S0, . . .) = 0 . (11)
Let us write down Eq.(11) in the general form
1
2m
D∑
k=1
(∂qkS0(q))2 +W(q) +Q(q) = 0 .
The transformation properties of W + Q under the v–maps are determined
by the transformed equation
1
2m
D∑
k=1
(∂qk vSv0 (qv))2/2m+Wv(qv) +Qv(qv) = 0 , (12)
so that
Wv(qv) +Qv(qv) = (pv|p) [W(q) +Q(q)] . (13)
A basic guidance in deriving the differential equation for S0 is that in
some limit it should reduce to the CSHJE. In [1][2][3] it was shown that the
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parameter which selects the classical phase is the Planck constant. Therefore,
in determining the structure of the Q term we have to take into account that
in the classical limit
lim
h¯→0
Q = 0 . (14)
The only possibility to reach any other state Wv 6= 0 starting from W0
is that it transforms with an inhomogeneous term. Namely as W0 −→
Wv(qv) 6= 0, it follows that for an arbitrary Wa state
Wv(qv) = (pv|pa)Wa(qa) + (qa; qv) , (15)
and by (13)
Qv(qv) = (pv|pa)Qa(qa)− (qa; qv) . (16)
Let us stress that the purely quantum origin of the inhomogeneous term
(qa; q
v) is particularly transparent once one consider the compatibility be-
tween the classical limit (14) and the transformation properties of Q in
Eq.(16).
The W0 state plays a special role. Actually, setting Wa =W0 in Eq.(15)
yields
Wv(qv) = (q0; qv) ,
so that, according to the EP (6), all the states correspond to the inhomoge-
neous part in the transformation of the W0 state induced by some v–map.
Let us denote by a, b, c, . . . different v–transformations. Comparing
Wb(qb) = (pb|pa)Wa(qa) + (qa; qb) = (q0; qb) , (17)
with the same formula with qa and qb interchanged we have
(qb; qa) = −(pa|pb)(qa; qb) , (18)
in particular (q; q) = 0 More generally, imposing the commutative diagram
of maps
A
ր
B
−→
ց
C
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that is comparing
Wb(qb) = (pb|pc)Wc(qc) + (qc; qb) = (pb|pa)Wa(qa) + (pb|pc)(qa; qc) + (qc; qb) ,
with (17), we obtain the basic cocycle condition
(qa; qc) = (p
c|pb) [(qa; qb) + (qb; qc)] , (19)
which expresses the essence of the EP. In the one dimensional case we have
(qa; qc) = (∂qcqb)
2 (qa; qb) + (qb; qc) . (20)
It is well–known that this is satisfied by the Schwarzian derivative. However,
it turns out that it is essentially the unique solution. More precisely [1],
Theorem 1. Eq.(20) defines the Schwarzian derivative up to a multiplicative
constant and a coboundary term.
Since the differential equation for S0 should depend only on ∂kqS0, k ≥ 1, it
follows that the coboundary term must be zero, so that [1]
(qa; qb) = − β
2
4m
{qa, qb} ,
where {f(q), q} = f ′′′/f ′ − 3(f ′′/f ′)2/2 is the Schwarzian derivative and β
is a nonvanishing constant that we identify with h¯. As a consequence, S0
satisfies the Quantum Stationary Hamilton–Jacobi Equation (QSHJE) [1]
1
2m
(
∂S0(q)
∂q
)2
+ V (q)− E + h¯
2
4m
{S0, q} = 0 . (21)
Note that ψ = S ′0−1/2
(
Ae−
i
h¯
S0 +Be
i
h¯
S0
)
solves the Schro¨dinger Equation
(SE) (
− h¯
2
2m
∂2
∂q2
+ V
)
ψ = Eψ . (22)
The ratio w = ψD/ψ, where ψD and ψ are two real linearly independent
solutions of (22) is, in deep analogy with uniformization theory, the trivial-
izing map transforming any W to W0 ≡ 0 [1][5]. This formulation extends
to higher dimension and to the relativistic case as well [1][2].
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Let q−/+ be the lowest/highest q for which W(q) changes sign, we have
[1]
Theorem 2. If
V (q)− E ≥

 P
2
− > 0 , q < q− ,
P 2+ > 0 , q > q+ ,
(23)
then w is a local self–homeomorphism of Rˆ = R∪{∞} if and only if Eq.(22)
has an L2(R) solution.
The crucial consequence is that since the QSHJE is defined if and only if
w is a local self–homeomorphism of Rˆ, it follows that the QSHJE by itself
implies energy quantization. We stress that this result is obtained without
any probabilistic interpretation of the wave function.
3 Proof of Theorem 1
The main steps in proving theorem 1 are two lemmas [1]. Let us start ob-
serving that if the cocycle condition (20) is satisfied by (f(q); q), then this is
still satisfied by adding a coboundary term
(f(q); q) −→ (f(q); q) + (∂qf)2G(f(q))−G(q) . (24)
Since (Aq; q) evaluated at q = 0 is independent of A, we have
0 = (q; q) = (q; q)|q=0 = (Aq; q)|q=0 . (25)
Therefore, if both (f(q); q) and (24) satisfy (20), then G(0) = 0, which is the
unique condition that G should satisfy. We now use (11) to fix the ambiguity
(24). First of all observe that the differential equation we are looking for is
(q0; q) =W(q) . (26)
Then, recalling that q0 = S0 −10 ◦ S0(q), we see that a necessary condition to
satisfy (11) is that (q0; q) depends only on the first and higher derivatives of
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q0. This in turn implies that for any constant B we have (qa+B; qb) = (qa; qb)
that, together with (18), gives
(qa +B; qb) = (qa; qb) = (qa; qb +B) . (27)
Let A be a non–vanishing constant and set h(A, q) = (Aq; q). By (27) we
have h(A, q+B) = h(A, q), that is h(A, q) is independent of q. On the other
hand, by (25) h(A, 0) = 0 that, together with (18), implies
(Aq; q) = 0 = (q;Aq) . (28)
Eq.(20) implies (qa;Aqb) = A
−2((qa; qb)− (Aqb; qb)), so that by (28)
(qa;Aqb) = A
−2(qa; qb) . (29)
By (18) and (29) we have
(Aqa; qb) = −A−2(∂qbqa)2(qb;Aqa) = −(∂qbqa)2(qb; qa) = (qa; qb) ,
that is
(Aqa; qb) = (qa; qb) . (30)
Setting f(q) = q−2(q; q−1) and noticing that by (18) and (30) f(Aq) =
−f(q−1), we obtain
(q; q−1) = 0 = (q−1; q) . (31)
Furthermore, since by (20) and (31) one has (qa; q
−1
b ) = q
4
b (qa; qb), it follows
that
(q−1a ; qb) = −
(
∂qbq
−1
a
)2
(qb; q
−1
a ) = − (∂qbqa)2 (qb; qa) = (qa; qb) ,
so that
(q−1a ; qb) = (qa; qb) = q
−4
b (qa; q
−1
b ) . (32)
Since translations, dilatations and inversion are the generators of the Mo¨bius
group, it follows by (27)(29)(30) and (32) that
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Lemma 1.Up to a coboundary term, Eq.(20) implies
(γ(qa); qb) = (qa; qb) ,
(qa; γ(qb)) = (∂qbγ(qb))
−2 (qa; qb) ,
where γ(q) is an arbitrary PSL(2,C) transformation.
Now observe that since (qa; qb) should depend only on ∂
k
qb
qa, k ≥ 1, we have
(q + ǫf(q); q) = c1ǫf
(k)(q) +O(ǫ2) , (33)
where qa = q + ǫf(q), q ≡ qb and f (k) ≡ ∂kq f , k ≥ 1. Note that by lemma 1
and (33)
(Aq + ǫAf(q);Aq)
= (q + ǫf(q);Aq) = A−2(q + ǫf(q); q) = A−2c1ǫf
(k)(q) +O(ǫ2) , (34)
on the other hand, setting F (Aq) = Af(q), by (33)
(Aq + ǫAf(q);Aq)
= (Aq + ǫF (Aq);Aq) = c1ǫ∂
k
AqF (Aq) +O(ǫ2) = A1−kc1ǫf (k)(q) +O(ǫ2) ,
that compared with (34) gives k = 3. The above scaling property generalizes
to higher order contributions in ǫ. In particular, at order ǫn the quantity
(Aq + ǫAf(q);Aq) is a sum of terms of the form
ci1...in∂
i1
AqǫF (Aq) · · · ∂inAqǫF (Aq) = ci1...inǫnAn−
∑
ikf (i1)(q) · · · f (in)(q) ,
and by (34)
∑n
k=1 ik = n+ 2. On the other hand, since (qa; qb) depends only
on ∂kqbqa, k ≥ 1, we have
ik ≥ 1 , k ∈ [1, n] ,
so that either
ik = 3 , ij = 1 , j ∈ [1, n] , j 6= k ,
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or
ik = ij = 2 , il = 1 , l ∈ [1, n] , l 6= k, l 6= j .
Hence
(q + ǫf(q); q) =
∞∑
n=1
ǫn
(
cnf
(3)f (1)
n−1
+ dnf
(2)2f (1)
n−2
)
, d1 = 0 . (35)
Let us now consider the transformations
qb = v
ba(qa) , qc = v
cb(qb) = v
cb ◦ vba(qa) , qc = vca(qa) .
Note that vab = vba
−1
, and
vca = vcb ◦ vba . (36)
We can express these transformations in the form
qb = qa + ǫ
ba(qa) ,
qc = qb + ǫ
cb(qb) = qb + ǫ
cb(qa + ǫ
ba(qa)) , (37)
qc = qa + ǫ
ca(qa) .
Since qb = qa− ǫab(qb), we have qb = qa− ǫab(qa+ ǫba(qa)) that compared with
qb = qa + ǫ
ba(qa) yields
ǫba + ǫab ◦ (1+ ǫba) = 0 ,
where 1 denotes the identity map. More generally, Eq.(37) gives
ǫca(qa) = ǫ
cb(qb) + ǫ
ba(qa) = ǫ
cb(qb)− ǫab(qb) ,
so that we obtain (36) with vyx = 1+ ǫyx
ǫca = ǫcb ◦ (1+ ǫba) + ǫba = (1+ ǫcb) ◦ (1+ ǫba)− 1 . (38)
Let us consider the case in which ǫyx(qx) = ǫfyx(qx), with ǫ infinitesimal. At
first–order in ǫ Eq.(38) reads
ǫca = ǫcb + ǫba , (39)
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in particular, ǫab = −ǫba. Since (qa; qb) = c1ǫab′′′(qb)+Oab(ǫ2), where ′ denotes
the derivative with respect to the argument, we can use the cocycle condition
(20) to get
c1ǫ
ac′′′(qc) +Oac(ǫ2)
= (1 + ǫbc
′
(qc))
2
(
c1ǫ
ab′′′(qb) +Oab(ǫ2)− c1ǫcb′′′(qb)−Ocb(ǫ2)
)
, (40)
that at first–order in ǫ corresponds to (39). We see that c1 6= 0. For, if
c1 = 0, then by (40), at second–order in ǫ one would have
Oac(ǫ2) = Oab(ǫ2)−Ocb(ǫ2) , (41)
which contradicts (39). In fact, by (35) we have
Oab(ǫ2) = c2ǫab′′′(qb)ǫab′(qb) + d2ǫab′′
2
(qb) +Oab(ǫ3) ,
that together with (41) provides a relation which cannot be consistent with
ǫac(qc) = ǫ
ab(qb)− ǫcb(qb). A possibility is that (qa; qb) = 0. However, this is
ruled out by the EP, so that
c1 6= 0 .
Higher–order contributions due to a non–vanishing c1 are obtained by using
qc = qb + ǫ
cb(qb) , ǫ
ac(qc) = ǫ
ab(qb)− ǫcb(qb) ,
and ǫbc(qc) = −ǫcb(qb) in c1∂3qcǫac(qc) and in
c1
(
2∂qcǫ
bc(qc) + ∂qcǫ
bc(qc)
2
)
∂3qb
(
ǫab(qb)− ǫcb(qb)
)
.
Note that one can also consider the case in which both the first– and second–
order contributions to (qa; qb) are vanishing. However, this possibility is ruled
out by a similar analysis. In general, one has that if the first non–vanishing
contribution to (qa; qb) is of order ǫ
n, n ≥ 2, then, unless (qa; qb) = 0, the
cocycle condition (20) cannot be consistent with the linearity of (39). Observe
that we proved that c1 6= 0 is a necessary condition for the existence of
solutions (qa; qb) of the cocycle condition (20), depending only on the first
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and higher derivatives of qa. Existence of solutions follows from the fact that
the Schwarzian derivative {qa, qb} solves (20) and depends only on the first
and higher derivatives of qa.
The fact that c1 = 0 implies (qa; qb) = 0, can be also seen by explicitly
evaluating the coefficients cn and dn. These can be obtained using the same
procedure considered above to prove that c1 6= 0. Namely, inserting the
expansion (35) in (20) and using qc = qb + ǫ
cb(qb), ǫ
ac(qc) = ǫ
ab(qb) − ǫcb(qb)
and ǫbc(qc) = −ǫcb(qb), we obtain
cn = (−1)n−1c1 , dn = 3
2
(−1)n−1(n− 1)c1 , (42)
which in fact are the coefficients one obtains expanding c1{q + ǫf(q), q}.
However, we now use only the fact that c1 6= 0, as the relation (q+ǫf(q); q) =
c1{q+ǫf(q), q} can be proved without making the calculations leading to (42).
Summarizing, we have
Lemma 2.If
qa = qb + ǫ
ab(qb) ,
the unique solution of Eq.(20), depending only on the first and higher deriva-
tives of qa, is
(qa; qb) = c1ǫ
ab ′′′(qb) +Oab(ǫ2) , c1 6= 0 .
It is now easy to prove that, up to a multiplicative constant and a
coboundary term, the Schwarzian derivative is the unique solution of the
cocycle condition (20). Let us first note that
[qa; qb] = (qa; qb)− c1{qa; qb} ,
satisfies the cocycle condition
[qa; qc] = (∂qcqb)
2 ([qa; qb]− [qc; qb]) .
15
In particular, since both (qa; qb) and {qa; qb} depend only on the first and
higher derivatives of qa, we have, as in the case of (q + ǫf(q); q), that
[q + ǫf(q); q] = c˜1ǫf
(3)(q) +O(ǫ2) ,
where either c˜1 6= 0 or [q + ǫf(q); q] = 0. However, since {q + ǫf(q); q} =
ǫf (3)(q)+O(ǫ2) and (q+ ǫf(q); q) = ǫf (3)(q)+O(ǫ2), we have c˜1 = 0 and the
Lemma yields [q + ǫf(q); q] = 0. Therefore, we have that the EP univocally
implies that
(qa; qb) = − β
2
4m
{qa, qb} ,
where for convenience we replaced c1 by −β2/4m. This concludes the proof
of theorem 1.
We observe that despite some claims [6], we have not be able to find
in the literature a complete and close proof of the above theorem (see also
[7]). We thank D.B. Fuchs for a bibliographic comment concerning the above
theorem.
In deriving the equivalence of states we considered the case of one–particle
states with identical masses. The generalization to the case with different
masses is straightforward. In particular, the right hand side of Eq.(20) gets
multiplied by mb/ma, so that the cocycle condition becomes
ma(qa; qc) = ma (∂qcqb)
2 (qa; qb) +mb(qb; qc) ,
explicitly showing that the mass appears in the denominator and that it
refers to the label in the first entry of (· ; ·), that is
(qa; qb) = − h¯
2
4ma
{qa; qb} . (43)
The QSHJE (21) follows almost immediately by (43) [1].
The above investigation may be applied to CFT. Let us consider a local
conformal transformation of the stress tensor in a 2D CFT. The infinitesimal
variation of T is given by
δǫT (w) = − 1
12
c∂3wǫ(w)− 2T (w)∂wǫ(w)− ǫ(w)∂wT (w) , (44)
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where c is the central charge. The finite version of such a transformation is
T˜ (w) = (∂wz)
2T (z) +
c
12
{w, z} . (45)
While it is immediate to see that (45) implies (44), the viceversa is not
evident. A possible way to prove (45) is just to set
T˜ (w) = (∂wz)
2T (z) + k(w; z) , (46)
and then to impose the cocycle condition which will show that (w; z) is
proportional to {w, z}. Comparison with the infinitesimal transformation
(44) fixes the constant k.
In [2] it has been shown that the cocycle condition fixes the higher dimen-
sional version of the Schwarzian derivative. In this respect we observe that its
definition seems an open question in mathematical literature. While in the
one dimensional case the QSHJE reduces to a unique differential equation,
this is not immediate in the higher dimensional case. However, it turns out
that such a reduction exists upon introducing an antisymmetric tensor [2] (in
this respect it is worth noticing that some author introduces a connection to
define the higher dimensional Schwarzian derivative).
A basic feature of the cocycle condition is that it implies, as it should,
the higher dimensional Mo¨bious invariance with respect to qa in (qa; qb) (with
similar properties with respect to qb). In particular, in [2] it has been shown
that
(qa; qb) = − h¯
2
2m
[
(pb|pa)∆
aRa
Ra
− ∆
bRb
Rb
]
. (47)
It would be interesting to consider such a definition in the context of the
transformation properties of the stress tensor in higher dimensional CFTs.
4 Proof of Theorem 2
The QSHJE is equivalent to
{w, q} = −4m
h¯2
W(q) , (48)
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where w = ψD/ψ with ψD and ψ two real linearly independent solutions of
the Schro¨dinger equation. Existence of this equation requires some conditions
on the continuity properties of w and its derivatives. Since the QSHJE is the
consequence of the EP, we can say that the EP imposes some constraints on
w = ψD/ψ. These constraints are nothing but the existence of the QSHJE
(21) or, equivalently, of Eq.(48). That is, implementation of the EP imposes
that {w, q} exists, so that
w 6= cnst, w ∈ C2(R) and ∂2qw differentiable on R . (49)
These conditions are not complete. The reason is that, as we have seen,
the implementation of the EP requires that the properties of the Schwarzian
derivative be satisfied. Actually, its very properties, derived from the EP, led
to the identification (qa; qb) = −h¯2{qa, qb}/4m. Therefore, in order to imple-
ment the EP, the transformation properties of the Schwarzian derivative and
its symmetries must be satisfied. In deriving the transformation properties of
(qa; qb) we noticed how, besides dilatations and translations, there is a highly
non–trivial symmetry such as that under inversion. Therefore, we have that
(48) must be equivalent to
{w−1, q} = −4m
h¯2
W(q) .
A property of the Schwarzian derivative is duality between its entries
{w, q} = −
(
∂w
∂q
)2
{q, w} . (50)
This shows that the invariance under inversion of w reflects in the invariance,
up to a Jacobian factor, under inversion of q. That is {w, q−1} = q4{w, q},
so that the QSHJE (48) can be written in the equivalent form
{w, q−1} = −4m
h¯2
q4W(q) . (51)
In other words, starting from the EP one can arrive to either Eq.(48) or
Eq.(51). The consequence of this fact is that since under
q → 1
q
,
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0± maps to ±∞, we have to extend (49) to the point at infinity. In other
words, (49) should hold on the extended real line Rˆ = R ∪ {∞}. This
aspect is related to the fact that the Mo¨bius transformations, under which
the Schwarzian derivative transforms as a quadratic differential, map circles
to circles. We stress that we are considering the systems defined on R and
not Rˆ. What happens is that the existence of the QSHJE forces us to impose
smoothly joining conditions even at ±∞, that is (49) must be extended to
w 6= cnst, w ∈ C2(Rˆ) and ∂2qw differentiable on Rˆ . (52)
One may easily check that w is a Mo¨bius transformation of the trivializing
map [1]. Therefore, Eq.(50), which is defined if and only if w(q) can be
inverted, that is if ∂qw 6= 0, ∀q ∈ R, is a consequence of the cocycle condition
(19). By (51) we see that also local univalence should be extended to Rˆ. This
implies the following joining condition at spatial infinity
w(−∞) =

 w(+∞) , for w(−∞) 6= ±∞ ,−w(+∞) , for w(−∞) = ±∞ . (53)
As illustrated by the non–univalent function w = q2, the apparently natural
choice w(−∞) = w(+∞), one would consider also in the w(−∞) = ±∞
case, does not satisfy local univalence.
We saw that the EP implied the QSHJE (21). However, although this
equation implies the SE, we saw that there are aspects concerning the canon-
ical variables which arise in considering the QSHJE rather than the SE. In
this respect a natural question is whether the basic facts of QM also arise in
our formulation. A basic point concerns a property of many physical systems
such as energy quantization. This is a matter of fact beyond any interpre-
tational aspect of QM. Then, as we used the EP to get the QSHJE, it is
important to understand how energy quantization arises in our approach.
According to the EP, the QSHJE contains all the possible information on
a given system. Then, the QSHJE itself should be sufficient to recover the
energy quantization including its structure. In the usual approach the quan-
tization of the spectrum arises from the basic condition that in the case in
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which limq→±∞W > 0, the wave–function should vanish at infinity. Once
the possible solutions are selected, one also imposes the continuity conditions
whose role in determining the possible spectrum is particularly transparent in
the case of discontinuous potentials. For example, in the case of the potential
well, besides the restriction on the spectrum due to the L2(R) condition for
the wave–function (a consequence of the probabilistic interpretation of the
wave–function), the spectrum is further restricted by the smoothly joining
conditions. Since the SE contains the term ∂2qψ, the continuity conditions
correspond to an existence condition for this equation. On the other hand,
also in this case, the physical reason underlying this request is the inter-
pretation of the wave–function in terms of probability amplitude. Actually,
strictly speaking, the continuity conditions come from the continuity of the
probability density ρ = |ψ|2. This density should also satisfy the continuity
equation ∂tρ + ∂qj = 0, where j = ih¯(ψ∂qψ¯ − ψ¯∂qψ)/2m. Since for sta-
tionary states ∂tρ = 0, it follows that in this case j = cnst. Therefore, in
the usual formulation, it is just the interpretation of the wave–function in
terms of probability amplitude, with the consequent meaning of ρ and j,
which provides the physical motivation for imposing the continuity of the
wave–function and of its first derivative.
Now observe that in our formulation the continuity conditions arise from
the QSHJE. In fact, (52) implies continuity of ψD, ψ, with ∂qψ
D and ∂qψ
differentiable, that is
EP → (ψD, ψ) continuous and (ψD′, ψ′) differentiable . (54)
In the following we will see that if V (q) > E, ∀q ∈ R, then there are
no solutions such that the ratio of two real linearly independent solutions
of the SE corresponds to a local self–homeomorphism of Rˆ. The fact that
this is an unphysical situation can be also seen from the fact that the case
V > E, ∀q ∈ R, has no classical limit. Therefore, if V > E both at −∞ and
+∞, a physical situation requires that there are at least two points where
V − E = 0. More generally, if the potential is not continuous, V (q) − E
should have at least two turning points. Let us denote by q− (q+) the lowest
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(highest) turning point. Note that by (23) we have
∫ −∞
q−
dxκ(x) = −∞ ,
∫ +∞
q+
dxκ(x) = +∞ ,
where κ =
√
2m(V −E)/h¯. Before going further, let us stress that what we
actually need to prove is that, in the case (23), the joining condition (53)
requires that the corresponding SE has an L2(R) solution. Observe that while
(52), which however follows from the EP, can be recognized as the standard
condition (54), the other condition (53), which still follows from the existence
of the QSHJE, and therefore from the EP, is not directly recognized in the
standard formulation. Since this leads to energy quantization, while in the
usual approach one needs one more assumption, we see that there is quite a
fundamental difference between the QSHJE and the SE. We stress that (52)
and (53) guarantee that w is a local self–homeomorphism of Rˆ.
Let us first show that the request that the corresponding SE has an L2(R)
solution is a sufficient condition for w to satisfy (53). Let ψ ∈ L2(R) and
denote by ψD a linearly independent solution. As we will see, the fact that
ψD 6∝ ψ implies that if ψ ∈ L2(R), then ψD /∈ L2(R). In particular, ψD is
divergent both at q = −∞ and q = +∞. Let us consider the real ratio
w =
AψD +Bψ
CψD +Dψ
,
where AD −BC 6= 0. Since ψ ∈ L2(R), we have
lim
q→±∞
w = lim
q→±∞
AψD +Bψ
CψD +Dψ
=
A
C
, (55)
that is w(−∞) = w(+∞). In the case in which C = 0 we have
lim
q→±∞
w = lim
q→±∞
AψD
Dψ
= ±ǫ · ∞ ,
where ǫ = ±1. The fact that AψD/Dψ diverges for q → ±∞ follows
from the mentioned properties of ψD and ψ. It remains to check that if
21
limq→−∞Aψ
D/Dψ = −∞, then limq→+∞AψD/Dψ = +∞, and vice versa.
This can be seen by observing that
ψD(q) = cψ(q)
∫ q
q0
dxψ−2(x) + dψ(q) ,
c ∈ R\{0}, d ∈ R. Since ψ ∈ L2(R) we have ψ−1 6∈ L2(R) and ∫+∞q0 dxψ−2 =
+∞, ∫−∞q0 dxψ−2 = −∞, implying that ψD(−∞)/ψ(−∞) = −ǫ · ∞ =
−ψD(+∞)/ψ(+∞), where ǫ = sgn c.
We now show that the existence of an L2(R) solution of the SE is a nec-
essary condition to satisfy the joining condition (53). We give two different
proofs of this, one is based on the WKB approximation while the other one
uses Wronskian arguments. In the WKB approximation, we have
ψ =
A−√
κ
e
−
∫ q
q
−
dxκ
+
B−√
κ
e
∫ q
q
−
dxκ
, q ≪ q− , (56)
and
ψ =
A+√
κ
e
−
∫ q
q+
dxκ
+
B+√
κ
e
∫ q
q+
dxκ
, q ≫ q+ . (57)
In the same approximation, a linearly independent solution has the form
ψD =
AD−√
κ
e
−
∫ q
q
−
dxκ
+
BD−
κ
e
∫ q
q
−
dxκ
, q ≪ q− .
Similarly, in the q ≫ q+ region we have
ψD =
AD+√
κ
e
−
∫ q
q+
dxκ
+
BD+√
κ
e
∫ q
q+
dxκ
, q ≫ q+ .
Note that (56) and (57) are derived by solving the differential equations
corresponding to the WKB approximation for q ≪ q− and q ≫ q+, so that
the coefficients of κ−1/2 exp± ∫ qq− dxκ, e.g. A− and B− in (56), cannot be
simultaneously vanishing. In particular, the fact that ψD 6∝ ψ yields
A−B
D
− − AD−B− 6= 0 , A+BD+ − AD+B+ 6= 0 . (58)
Let us now consider the case in which, for a given E satisfying (23), any
solution of the corresponding SE diverges at least at one of the two spatial
infinities, that is
lim
q→+∞
(|ψ(−q)|+ |ψ(q)|) = +∞ . (59)
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This implies that there is a solution diverging both at q = −∞ and q = +∞.
In fact, if two solutions ψ1 and ψ2 satisfy ψ1(−∞) = ±∞, ψ1(+∞) 6= ±∞
and ψ2(−∞) 6= ±∞, ψ2(+∞) = ±∞, then ψ1 + ψ2 diverges at ±∞. On the
other hand, (58) rules out the case in which all the solutions in their WKB
approximation are divergent only at one of the two spatial infinities, say −∞.
Since, in the case (23), a solution which diverges in the WKB approximation
is itself divergent (and vice versa), we have that in the case (23), the fact that
all the solutions of the SE diverge only at one of the two spatial infinities
cannot occur.
Let us denote by ψ a solution which is divergent both at −∞ and +∞. In
the WKB approximation this means that both A− and B+ are non–vanishing,
so that
ψ ∼
q→−∞
A−√
κ
e
−
∫ q
q
−
dxκ
, ψ ∼
q→+∞
B+√
κ
e
∫ q
q+
dxκ
.
The asymptotic behavior of the ratio ψD/ψ is given by
lim
q→−∞
ψD
ψ
=
AD−
A−
, lim
q→+∞
ψD
ψ
=
BD+
B+
.
Note that since in the case at hand any divergent solution also diverges in the
WKB approximation, we have that (59) rules out the case AD− = B
D
+ = 0.
Let us then suppose that either AD− = 0 or B
D
+ = 0. If A
D
− = 0, then
w(−∞) = 0 6= w(+∞). Similarly, if BD+ = 0, then w(+∞) = 0 6= w(−∞).
Hence, in this case w, and therefore the trivializing map, cannot satisfy (53).
On the other hand, also in the case in which both AD− and B
D
+ are non–
vanishing, w cannot satisfy Eq.(53). For, if AD−/A− = B
D
+ /B+, then
φ = ψ − A−
AD−
ψD = ψ − B+
BD+
ψD ,
would be a solution of the SE whose WKB approximation has the form
φ =
B−√
κ
e
∫ q
q
−
dxκ
, q ≪ q− ,
and
φ =
A+√
κ
e
−
∫ q
q+
dxκ
, q ≫ q+ .
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Hence, if AD−/A− = B
D
+/B+, then there is a solution whose WKB approxima-
tion vanishes both at −∞ and +∞. On the other hand, we are considering
the values of E satisfying Eq.(23) and for which any solution of the SE has
the property (59). This implies that no solutions can vanish both at −∞
and +∞ in the WKB approximation. Hence
AD−
A−
6= B
D
+
B+
,
so that w(−∞) 6= w(+∞). We also note that not even the case w(−∞) =
±∞ = −w(+∞) can occur, as this would imply that A− = B+ = 0, which in
turn would imply, against the hypothesis, that there are solutions vanishing
at q = ±∞. Hence, if for a given E satisfying (23), any solution of the
corresponding SE diverges at least at one of the two spatial infinities, we have
that the trivializing map has a discontinuity at q = ±∞. As a consequence,
the EP cannot be implemented in this case so that this value E cannot belong
to the physical spectrum.
Therefore, the physical values of E satisfying (23) are those for which
there are solutions which are divergent neither at −∞ nor at +∞. On
the other hand, from the WKB approximation and (23), it follows that the
non–divergent solutions must vanish both at −∞ and +∞. It follows that
the only energy levels satisfying the property (23), which are compatible
with the EP, are those for which there exists the solution vanishing both at
±∞. On the other hand, solutions vanishing as κ−1/2 exp ∫ qq− dxκ at −∞ and
κ−1/2 exp− ∫ qq+ dxκ at +∞, with P 2± > 0, cannot contribute with an infinite
value to
∫+∞
−∞ dxψ
2. The reason is that existence of the QSHJE requires that
{e 2ih¯ S0 , q} be defined and this, in turn, implies that any solution of the SE
must be continuous. On the other hand, since ψ is continuous, and therefore
finite also at finite values of q, we have
∫ qb
qa dxψ
2 < +∞ for all finite qa and
qb. In other words, the only possibility for a continuous function to have a
divergent value of
∫+∞
−∞ dxψ
2 comes from its behavior at±∞. Therefore, since
the implementation of the EP in the case (23) requires that the corresponding
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E should admit a solution with the behavior
ψ ∼
q→−∞
A−√
κ
e
∫ q
q
−
dxκ
, ψ ∼
q→+∞
B+√
κ
e
−
∫ q
q+
dxκ
,
we have the following basic fact
The values of E satisfying
V (q)−E ≥

 P
2
− > 0 , q < q− ,
P 2+ > 0 , q > q+ ,
(60)
are physically admissible if and only if the corresponding SE has an L2(R)
solution.
We now give another proof of the fact that if W is of the type (60), then
the corresponding SE must have an L2(R) solution in order to satisfy (53).
In particular, we will show that this is a necessary condition. That this is
sufficient has been already proved above.
ByWronskian arguments, which can be found in Messiah’s book [8], imply
that if V (q)− E ≥ P 2+ > 0, q > q+, then as q → +∞, we have (P+ > 0)
– There is a solution of the SE that vanishes at least as e−P+q.
– Any other linearly independent solution diverges at least as eP+q.
Similarly, if V (q)−E ≥ P 2− > 0, q < q−, then as q → −∞, we have (P− > 0)
– There is a solution of the SE that vanishes at least as eP−q.
– Any other linearly independent solution diverges at least as e−P−q.
These properties imply that if there is a solution of the SE in L2(R), then
any solution is either in L2(R) or diverges both at −∞ and +∞. Let us show
that the possibility that a solution vanishes only at one of the two spatial
infinities is ruled out. Suppose that, besides the L2(R) solution, which we
denote by ψ1, there is a solution ψ2 which is divergent only at +∞. On the
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other hand, the above properties show that there exists also a solution ψ3
which is divergent at−∞. Since the number of linearly independent solutions
of the SE is two, we have ψ3 = Aψ1+Bψ2. However, since ψ1 vanishes both
at −∞ and +∞, we see that ψ3 = Aψ1+Bψ2 can be satisfied only if ψ2 and
ψ3 are divergent both at −∞ and +∞. This fact and the above properties
imply that
If the SE has an L2(R) solution, then any solution has two possible asymp-
totics
– Vanishes both at −∞ and +∞ at least as eP−q and e−P+q respectively.
– Diverges both at −∞ and +∞ at least as e−P−q and eP+q respectively.
Similarly, we have
If the SE does not admit an L2(R) solution, then any solution has three
possible asymptotics
– Diverges both at −∞ and +∞ at least as e−P−q and eP+q respectively.
– Diverges at −∞ at least as e−P−q and vanishes at +∞ at least as e−P+q.
– Vanishes at −∞ at least as eP−q and diverges at +∞ at least as eP+q.
Let us consider the ratio w = ψD/ψ in the latter case. Since any different
choice of linearly independent solutions of the SE corresponds to a Mo¨bius
transformation of w, we can choose
ψD ∼
q→−∞
a−e
P−q , ψD ∼
q→+∞
a+e
P+q ,
and
ψ ∼
q→−∞
b−e
−P−q , ψ ∼
q→+∞
b+e
−P+q ,
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were by ∼ we mean that ψD and ψ either diverge or vanish “at least as”.
Their ratio has the asymptotic
ψD
ψ
∼
q→−∞
c−e
2P−q → 0 , ψ
D
ψ
∼
q→+∞
c+e
2P+q → ±∞ ,
so that w cannot satisfy Eq.(53). This concludes the alternative proof of the
fact that, in the case (60), the existence of the L2(R) solution is a necessary
condition in order (53) be satisfied. The fact that this is a sufficient condition
has been proved previously in deriving Eq.(55).
The above results imply that the usual quantized spectrum arises as a
consequence of the EP. Let us note that we are considering real solutions of
the SE. Thus, apparently, in requiring the existence of an L2(R) solution, one
should specify the existence of a real L2(R) solution. However, if there is an
L2(R) solution ψ, this is unique up to a constant, and since also ψ¯ ∈ L2(R)
solves the SE, we have that an L2(R) solution of the SE is real up to a phase.
In the present investigation we elaborated on two main theorems that
underlie the formulation of the quantum Hamilton-Jacobi equation from an
equivalence postulate. One should regard this postulate as providing a novel
starting point for formulating quantum mechanics. It also provides an arena
to reexamine many of the tenants of the conventional approaches, and in this
regard we note the related work of Floyd [9]. There are other topics in the
derivation of the quantum Hamilton-Jacobi equation from the EP we did not
consider here. These include dualities and geometrical structures which also
appeared in other investigations [10, 11, 12, 13, 14].
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