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Introduction
The banking sector has basic responsibilities in any economy. It keeps the savings of different economic agents and finances business and trade projects in all sectors. Moreover, several researchers have demonstrated that the efficiency of financial institutions has a significant effect on economic growth, whereas others confirmed that bank insolvencies could be a result of economic crises, which has undesirable consequences for the whole economy. As a consequence, banks' performances are an interesting issue for diverse stakeholders, such as investors, customers, regulators, and the general public.
Several studies that were designed to find a benchmark for banks in different countries were based on the hypothesis that these banks actually do have a common efficiency frontier. This hypothesis appears to be trivial. However, this assumption is actually strong, especially in the event of a cross-country comparison, for many reasons. In the benchmark studies, the researchers were mostly interested in banks that were the furthest from the benchmark frontier. These banks in particular may not share this common frontier. First, this could just reflect poor performance. Second, they could be too heterogeneous for comparison with a common technology; thus, we must account for heterogeneity appropriately in defining technology frontiers. Consequently, the problems of how to identify benchmarks and how to consider macro-economic divergences are crucial because this heterogeneity influences efficiency estimates substantially.
The remainder of this paper is organized as follows: The next section is a literature review of different studies that demonstrate the influence of environmental and macroeconomic divergences on banks' technology. Section three describes our methodology, while section four presents the theoretical and empirical implications. Concluding remarks are made in the final section.
Literature review
Banks represent the heart of any economy; for this reason, research studies are increasingly directed towards this sector (Hachicha & Jarraya, 2010; Jackowicz & Kowalewski, 2011; Jackowicz, Kowalewski & Kozłowski, 2011; Stefański, 2009) . Several research methods can be employed for studying the banking sector. Bank performance studies and, in particular, efficiency studies of these financial institutions are among the most important methods (Berg, Førsund, & Jansen, 1992; Berger & Humphrey, 1991; Berger & Mester, 1997; Chang, Hasan & Hunter, 1998; DeYoung & Nolle, 1996; Dietsch & Lozano-Vivas, 2000; Loza- no-Vivas, Pastor & Hasan, 2001; Mahajan, Rangan & Zardkoohi, 1996; McAllister & McManus, 1993; Mester, 1996; Peek, Rosengren & Kasirye, 1999; Qinyu et al., 1997) . During the last decade, there has been an increase in empirical studies that estimate common frontiers for assessing and comparing bank inefficiencies between countries. However, judgments regarding inefficiencies referring to common frontiers are biased because each country has its own macroeconomic characteristics. Bank technology frontiers might necessarily be related to macroeconomic movements, such as inflation rates, monetary policy, and interest rate changes, etc. Such macroeconomic movements influence the economy as a whole and the banking sector in particular. The response and the sensitivity to these changes differ from one institution to another. Thus, these economic forces necessarily affect banks' efficiency and technological development. Consequently banks are influenced by regional economic conditions, so we cannot refer to a common frontier to compare bank inefficiency scores between countries (Bikker, 2002; Dietsch & Lozano-Vivas, 2000; Orea & Kumbhakar, 2004) . Since the emergence of the X-efficiency notion with the work of Leibenstein (1966) , several studies have focused on cross-country comparison of bank inefficiency (Allen & Rai, 1996; Berg et al.,1993; Pastor, Pérez & Quesada, 1997; Vander Vennet, 1994; Zago & Dongili, 2011) . The relevant literature emphasizes the role of various exogenous factors in banking efficiency (Bottasso & Sembenelli, 2004; Hachicha & Jarraya, 2010; Pasiouras, 2008) . So, to neglect environmental and macroeconomic heterogeneity between countries might lead to misleading and biased results (Berger et al.,2000; Chaffai, Dietsch & Lozano-Vivas, 2001; Dietsch & Lozano-Vivas, 2000; Khan and Senhadji, 2000; Lozano-Vivas et al., 2001 ; Lozano-Vivas, J. T. . For this reason subsequent studies have incorporated country-specific environmental and macroeconomic conditions (Demirguc-Kunt, Laeven & Levine, 2004; Maudos et al., 2002; Yildirim and Philippatos, 2007) . Summarizing these studies, we must agree with Khan and Senhadji (2000) , who in providing a review of the literature and empirical evidence of the relationship between financial development and economic growth, concluded that the results indicate that while the general effects of financial development on the outputs are positive, the size of these effects vary with the different variables considered, with indicators of financial development, and with the estimation method, the data frequency or the defined functional form of the relationship.
Therefore, overall macroeconomic conditions should affect bank efficiency. Qinyu et al. (1997) Then, he employed Tobit regression to estimate certain specifications while checking bank-specific features and country-level attributes, such as market structure, financial development, access to banking services, overall institutional development, and macroeconomic conditions. Pasiouras' results showed a significant effect of macro-economic conditions, such as GDP and inflation rates, on banks' technical efficiency. Oh and Lee (2010) integrated the heterogeneity of countries within groups into the Malmquist productivity index.
The authors suggest that two economic agents working under two different technologies produce differently. Battese, Rao and O`Donnell (2004) proposed a new method by which to estimate country-specific frontiers and assess efficiency scores. They built an envelope frontier, also called a meta-frontier, by enveloping a set of country-specific frontiers. This method was applied by Bos and Schmiedel (2007) to fifteen European banking markets from 1993 to 2004. This paper was based on profit and cost functions to estimate efficiency scores. The principal result of this study, compared to the pooled frontier estimations, was that meta-frontier estimations tend to overestimate efficiency scores and correlate significantly with country-specific frontiers efficiency scores. O'Donnell, Rao and Battese (2008) developed the meta-frontier concept to study efficiency differences between company groups. These groups have access to technology sets limited by the degree to which production environment and resources are regulated.
The nearness of each group frontier to the constructed meta-frontier is calculated as a meta-technology ratio for each group. Their empirical illustration based on cross-country agriculture data shows that European agriculture producers work under relatively restrictive production environments. Kontolaimou and Tsekouras (2010) compared productive performance between cooperative banks and commercial and savings counterparts. They considered European banks' ownership as a source of differences. They used a meta-frontier approach to identify technology gaps between bank types and decomposed it into input and output invariant components. They demonstrated that the largest part corresponding to specific frontiers of cooperative banks is quite distant from the European meta-frontier. The authors found that the technology gap for cooperative banks was due essentially to output rather than input.
In this paper we use a parametric approach, so we model production processes based on the directional technology distance function proposed by Chambers, Chung and Färe (1996) 
The meta-technology can also be expressed as follows:
The technology T can be completely characterized by the directional technology distance function originally introduced by Chambers et al. (1996) .
This function allows banks to obtain the optimal composition of inputs and outputs by simultaneously searching the maxima of expansion and contraction of inputs and outputs, respectively. It is generally expressed as: 
, a bank is considered techni-
, a bank is assumed to be technically inefficient.
Indeed, as we have defined the meta-technology * T above, we conceptualize the directional meta-tech-
, which is assumed to be an envelope function of the directional technology distance functions of the different countries and can be expressed as follows:
For a given country k, and as a result of the meta-technology definition, we have the following:
We parameterize the directional distance function as Färe et al. (2005) , Hachicha and Jarraya (2010) and Jarraya and Bouri (2013) 
Usual symmetric restrictions
Restrictions imposed by the translation property 
where
is the parameter vector to be estimated whereas
presents the random error term, and the trend variable explains technical progress.
In the first step, we must estimate the parameters of the frontier ) , , , , , (
country k by using a deterministic linear programming procedure proposed by Aigner and Chu (1968) .
It has also been used recently by Fukuyama and Weber (2008) to estimate inefficiency and the shadow price of Japanese banks.
In a second step, using MATLAB software, we estimate the parameters of the meta-frontier In the third and final step, we estimate the directional technology gap ratio for each country. This index allows us to classify countries that have banks that are more efficient than others. Battese et al. (2004) introduced the notion of the technology gap ratio in cases of output distance function and input distance function. In this paper, we will develop this concept in the case of a directional distance function, and it will be called the directional technology gap ratio.
The directional technical efficiency of each country of an observed input-output combination is defined as follows:
The directional technology gap ratio can be defined using the directional technology distance function from technologies k T and * T as follows:
Using the definition of directional technical efficiency, the directional technology gap ratio can be defined as follows:
A new decomposition of the directional technical efficiency for an observed pair (x, y) can be assessed at the meta-technology.
This equation shows that directional technical efficiency measured while referring to the meta-technology can be decomposed into the product of the directional technology efficiency assessed with reference to the country-specific technology "k" and the directional technology gap ratio between the country-specific technology "k" and the meta-technology. 
where 0 ζ is the specific-country effect, i t Z is a vector of observed exogenous factors that are assumed to influence the directional technology gap ratio, i ζ is a vector of parameters to be estimated and
an error term.
Meta-frontier graph
From figure 1, in a two-dimensional plan of one input, one output, * T presents the meta-technology frontier,
where k T designates the technology frontier of the country k, and
Looking at the case of the frontier 1 T in figure 1 
Empirical Applications

Dataset and variables definition
Having defined the methodological approach to be followed, we focus on the selection and measurement 
Input output definition
To apply our model empirically, we must specify first that inputs and outputs are used in the production process. As banks are special types of firms, it is not easy to define our set-put. Indeed, in the literature, two principal approaches can be followed: the production approach and the intermediation approach. The first is described as the value added approach proposed by Berger and Humphrey (1992) . This approach is favored if branch level efficiency is calculated to investigate a bank's operational efficiency. However, in the second approach, the bank must, as a principal task, transform the maturity profiles and risks of received funds into a loan portfolio or investment of a different maturity profile and risk by using capital and labor.
In this paper, we opt for the second approach to define the set-put variables used in our study because this approach is more adequate for our banks' environment. Following Sealey and Lindley (1977) , the pioneers of the intermediation approach, we specify three outputs: interbank loans, commercial loans and securities. To produce these outputs, we assume that each bank uses three inputs: fixed assets as a proxy of physical capital, personnel expenses as a measure of labor and borrowed funds.
Macro-economic variables
As in several previous studies, to control countries' macroeconomic conditions, we used the annual GDP per capita and the annual inflation rate (Hauner, 2005; Kasman & Yildirim, 2006; Maudos et al., 2002; Pastor & Serrano, 2005) . According to Yildirim and Philippatos (2007) 
Inflation rate (INFR)
The annual inflation rate measures the overall percentage increase in the consumer price index for all goods and services. The People's Bank of China uses interest rates to target inflation. They are increased if inflation is expected to rise, to reduce expenditure and borrowing by firms and households, which could raise default rates. Both will affect a bank's performance adversely. 
GDP_per_capita (GDPC)
This variable is defined as follows: Year Gross Domes- 
Results and Interpretation
For the purpose of the present study, we were interested in analyzing inter-country differences in the mean efficiency levels of European banking industries and to determine the macroeconomic divergence effect on the banking system efficiency of each country. First, we attempted to define the efficiency levels of European banks based on a common frontier by pooling the data set of all the banks, as well as on separate country-specific technologies for each European banking industry. As a result, we obtained different productive efficiency estimates for each country frontier, the meta-technology and the common technology frontiers of the banking markets (see table 2 ). The output and input specifications and other variables turned out to be statistically significant for both the meta-technology and common technology models. . In a second stage we assess the inefficiency scores referring to the meta-technology frontier * T D .
Germany
Parametric Meta-Technology Frameworks to Study Technical Efficiency and Macro-Economic Effects in the European Banking System placement for 1000 new datasets of the same size as the original sample. For each generated dataset, the new meta-frontier parameters were estimated by linear programming. Therefore, there are 1000 parameter estimates for each coefficient. The estimated standard error of a meta-frontier parameter was calculated as the standard deviation of the 1000 new parameter estimates. However, there are substantial differences between the meta-technology coefficients and the corresponding coefficients of the common technology.
Moreover, we observed that the majority of the bootstrapped standard deviations of the meta-technology parameters were relatively small compared to the corresponding coefficients in the common technology. As a consequence, the estimated parameters of the metatechnology are more significant than those of the common technology.
Comparing the inefficiency scores, we found a considerable variation between the inefficiency scores assessed from the common frontier and those assessed from the meta-technology (see table 3 ). For example, Italian banks recorded average inefficiency scores as follows: 27.51%, 19.39%, and 22.78%, arising from the common, country-specific, and meta-technology frontiers, respectively. For most banking systems, inefficiency scores resulting from the common model seem to underestimate the efficiency level for the sample countries. As we supposed at the beginning of this study, the hypothesis of simple common technology to compare banks efficiency induces a strong bias in across-country comparisons and yields misleading results. This view is supported by prior findings in the literature (Bikker, 2002; Dietsch & Lozano-Vivas, 2000; Orea & Kumbhakar, 2004) . Additionally, we note that the order of countries, while taking into account the efficiency criteria as a basis, has changed from the model of a common frontier to the meta-frontier model. The most efficient banking system is that of Denmark with an average inefficiency score of 15.27%, based on the common frontier model. Yet, based on the meta-frontier model, the most efficient banking system is that of Germany with an average inefficiency score of 19.90%.
However, the Luxemburg banking system is the most inefficient in both the two models, with an average inefficiency score of 35.50% and 26.52%, calculated from the common and the meta-frontier models, respectively. But, referring to the country-specific frontiers, we note that the banking sector of Sweden is the most inefficient with an average inefficiency score of 24.06%, and that the most efficient banking system is that of Germany with an average of 17.93%. From a financial point of view, Germany and Sweden have to increase their outputs and simultaneously decrease their inputs by approximately 18% and 24%, respectively.
The directional technology gap ratio is imperative to managers, as well as to government policy-makers. This ratio assesses the possible enhancement in efficiency by changing the macro-economic conditions and production environment. In addition to macro-economic conditions, the government has the ability to change the production environment through investments in human, physical and financial capital. In comparison, managers also have the possibility to make changes in the production environment by changing the locations of agencies. Noting that country-specific technology, in extreme cases, can be only tangential to the metatechnology, in this case, the directional technology gap ratio equals one. From table 4, we note a considerable divergence between the average values of directional technology gap ratios between countries. From this table, we observed during our period of survey that the lowest value of this ratio, 1.077, is assigned to the United Kingdom, whereas the highest value of the directional technology gap ratio is 1.22 and is assigned to Germany. Consequently, the specific-technology of German banks is the most distant from the meta-technology. However, the specific-technology of the United Kingdom banking system is nearest to the meta-technology. From an economic point of view, the German banking system is technologically the least developed, whereas the United Kingdom banking system is technologically the most-developed one, compared to the other banking systems of our sample. So, governments must change the production environment and improve macro-economic conditions that favor technological development of the banking sector.
To study the effect of inter-country macroeconomic divergences on the directional technology gap ratio value, we modeled this ratio as a linear function of macroeconomic variables. From the results of table 5, we demonstrate the existence of a significant negative effect of the inflation ratio, whereas the GDP per capita growth is associated with a positive effect, and these effects were found to be significant at the 1% and 5% 
Conclusion
Despite the construction of the European Central Bank and the creation of the European Monetary Union, the development divergence between European nations is a reality that we cannot hide. From this starting point, we observe that each country has its specific economic features. These features influence the development of each country's banking sector significantly. In fact, the technology under which the banks of a particular country operate is not the same as that of the other countries. For this reason, to study inter-country bank efficiency, it is necessary to model the specific technology for each country. Once this is achieved, we can construct an envelope technology that includes all the country-specific technologies.
Our results show first that the estimated parameters of the meta-technology frontier are more significant than those of the common technology frontier.
Second, we found a significant divergence in the results between the two frontiers; the countries' rankings have changed, and most inefficiency scores are underestimated in the meta-technology approach.
Third, in assessing the directional technology gap ratio, we discovered that the German banking system is technologically the least developed, whereas the United Kingdom banking system is technologically the most developed one compared to the other banking systems in our sample. Finally, the regression of this ratio on the macro-economic indicators indicates significant influence of the inflation rate and the GDP per capita. Therefore, our concluding remark regarding these regression results is that each country must minimize its inflation rate and increase its GDP per capita to ensure the technological development of its banking system and avoid possible economic crises.
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