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Abstract
MIMO-OFDM is a promising technique in 5G wireless communications. In high mobility scenar-
ios, the transmission environments are time varying and/or the relative moving velocity between the
transmitter and receiver is also time varying. In the literature, most of previous works mainly focused on
fixed subcarrier group size and precoded the MIMO signals with unitary channel state information (CSI).
In this way, the subcarrier grouping may naturally lead to big loss of channel capacity in high mobility
scenarios due to the CSI difference on the subcarriers in each group. To employ the MIMO-OFDM
technique, adaptive subcarrier grouping scheme may be an efficient way. In this paper, we first consider
MIMO-OFDM systems over double-selective i.i.d. Rayleigh channels and investigate the quantitative
relation between subcarrier group size and capacity loss theoretically. With developed theoretical results,
we also propose an adaptive subcarrier grouping scheme to satisfy the preset capacity loss threshold
by adjusting grouping size with the sensed environmental information and mobile velocity. Theoretical
analysis and simulation results show that to achieve a better system capacity, a sparse scattering, lower
SNR and lower velocity as well as properly large antenna number are matched with larger subcarrier
group size. One important observation is that if the antenna number is too large and higher than a
threshold, which will not bring any additional gain to the subcarrier grouping. That is, the system
2capacity loss will converge to a lower-bound expeditiously with respect to antenna number, which is
given in theory also.
Index Terms
MIMO-OFDM, double-selective fading channel, channel correlation, adaptive subcarrier grouping.
I. INTRODUCTION
H
IGH mobility is one of the key scenarios to 5G wireless communications, in which, the
transmission environments are time varying and/or the relative moving velocity between
the transmitter and receiver is also time varying. Thus, how to keep high spectrum efficiency and
reliable transmission performance in such a scenarios is becoming a full of challenging topic.
As we know, the OFDM modulation scheme can provide high spectrum efficiency and enhance
system performance in frequency selective fading channels [1], while the multi-antenna structure
improves system capacity, especially for the massive MIMO regimes [2]. Also, MIMO regimes
enhances system reliability as well as improves coverage [3], [4]. Therefore, MIMO-OFDM is a
promising technique in 5G systems, due to its provision capability of high capacity and spectrum
efficiency in rich scattering wireless channels [5]. But most of the joint design works on MIMO-
OFDM are assumed that its working scenarios are relatively qusi-static. Thus, the transmission
scheme of MIMO-OFDM in mobility scenarios needs to be carefully designed. That is, it should
be capable of environmental sensing and adaptively adjusting to varying transmit environment
and moving velocity.
In MIMO-OFDM regimes, various methods like frequency and spatial water-filling are per-
formed to maximize the capacity of wireless channels [6]. Also, [7] proposes a linear precoding
scheme to enhance the minimum user rate on multicast MIMO-OFDM systems. In addition, for
convenience of symbol modulation and signal decoding at the transmit and receive side, linear
or nonlinear signal precoding schemes on each individual subcarrier are carried out [8]–[10]. For
instance in [10], the signal precoding scheme decomposes MIMO channels into several uniform
sub-channels, which simplifies subsequent modulation and improve diversity gains of system
significantly. However, either water-filling or signal precoding demands perfect channel state
information at the transmitter (CSIT). When CSIT is not readily available, it is often possible
to use a feedback channel to provide channel state information (CSI) to the transmitter or just
3estimate CSI at the transmit side via reciprocal principle when time division duplex is used. The
procedure in achieving CSIT and obtaining signal precoding matrices may occupy much too
system resources, either frequency bandwidth or computational complexity. Especially in high
subcarrier or antenna number regimes [11], [12].
An effective scheme to reduce system cost is to precode with subcarrier grouping, which
is not a new idea [12]–[15]. In subcarrier grouping regimes, transmission system will group
subcarriers via a specific scheme and apply an unitary precoding matrix to the subcarriers in one
group. Thus, one can linearly reduce the computational complexity of precoding process as well
as decrease the system feedback CSI amount. However, the subcarrier grouping scheme naturally
leads to system capacity loss caused by the difference of CSIT at subcarriers in one subcarrier
group, the larger the subcarrier group is, the greater the capacity loss suffers. This means that
there exists a tradeoff between the subcarrier group size and system channel capacity. However,
previous works in [12]–[15] focused on the process of feedback information, but neglected
the adaptive adjustment of subcarrier group size. Hence, previous precoding schemes with fixed
grouping size may not keep an effective adaption of system services performance to varying
double-selective channels. [16] proposes an adaptive subchannel grouping scheme to simplify
the multichannel optimization problem, while satisfying system services performance constraint.
Similarly, [17] discussed the adaptive subcarrier grouping method only in frequency-selective
channels. Now we will extend it to double-selective channels in this work.
In this paper, we firstly investigate how the difference of CSIT affects channel capacity loss.
Then, by exploiting the relations between channel correlation and the second order of CSIT
difference, we derive quantitative relations between channel capacity loss and subcarrier group
size. The quantitative relations reveal the explicit tradeoff between system service capacity and
system cost. In addition, based on the new obtained theoretical results, we also propose an
adaptive subcarrier grouping based MIMO-OFDM signal precoding algorithm to satisfy the
preset capacity loss threshold, which adjusts the subcarrier group size adaptively with the sensed
transmit environment information and mobile velocity.
The rest of this paper is organized as follows. Section II presents the system model and its
scenario of the subcarrier grouping based precoding scheme. In this section, we explain what
the CSI difference is and its relations with CSIT difference. Section III derives the channel
capacity with CSI difference in the view of information theory. Meanwhile, we also discuss
the approximation of corresponding ergodic capacity in this section. In Section IV, the relations
4between CSI difference and channel correlation are investigated. Then, the subcarrier grouping
method, given the capacity loss constraint, is established with a mapping method. Based on
the obtained theoretical results, we propose an adaptive subcarrier grouping based precoding
algorithm in Section IV and give the theoretical performance analysis in various scenarios.
Section V examines the effectiveness and application conditions of proposed subcarrier grouping
scheme. Conclusions of this work are given in Section VI.
Notation: (·)−1 and (·)† denote the inverse and conjugate transpose of (·), respectively. The
symbols 0 and I denote the zero and the identical matrix, respectively.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we shall first review the system model of MIMO-OFDM system. Then, we
explain how a subcarrier grouping based MIMO-OFDM signal precoding algorithm works and
introduce how the CSI difference caused by subcarrier grouping schemes affects the MIMO-
OFDM communication systems.
A. Review of System Structure
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Fig. 1. Subcarrier grouping based MIMO-OFDM signal precoding system.
Let us consider a MIMO-OFDM communication system as shown in Fig. 1. It involves with Nt
transmit antennas and Nr receive antennas. K subcarriers are taken into account in each OFDM
blocks. For the concise of analysis, cyclic prefixes are ignored and let the (n, k)-th subcarrier
denote the k-th subcarrier in the n-th OFDM block. Denote the transmit symbol vector at the
5(n, k)-th subcarrier as X
(k)
n = [x
(k)
1,n, x
(k)
2,n, · · · , x
(k)
Nt,n
]T . The corresponding Nr×Nt channel fading
matrix is H
(k)
n and the Nt × Nt precoding matrix is F
(k)
n . Thus, the precoded transmit symbol
vector can be written as
X˜(k)n = F
(k)
n X
(k)
n . (1)
At the receiver, the corresponding received symbol vector R
(k)
n can be obtained by
R(k)n = H
(k)
n X˜
(k)
n +W
(k)
n = H
(k)
n F
(k)
n X
(k)
n +W
(k)
n , (2)
where R
(k)
n = [r
(k)
1,n, r
(k)
2,n, · · · , r
(k)
Nt,n
]T and W
(k)
n is the normalized circular complex additive white
Gaussian noise (AWGN). In FDD regimes, the receiver needs to feed back the CSI, i.e. H
(k)
n ,
to transmitter, while in TDD regimes it can obtain the CSI via the reciprocal principle. The
obtaining of CSI may acquire extra feedback bandwidth or computational complexity cost, which
may decrease system service performance. Especially for the fast time varying channels, the
computational complexity and the overhead cost for channel estimation can be unsustainable in
practice.
B. Subcarrier Grouping And Channel Model with CSI Difference
In this part, we shall introduce the subcarrier grouping method and the corresponding channel
model with CSI difference. Let (nc, kc) be the center subcarrier. The corresponding subcarrier
group is denoted as £(nc, kc), which is composed by the adjacent subcarriers of (nc, kc) via
specific method. For all subcarriers with subscript (n, k) ∈ £(nc, kc), one can apply precoding
matrix F
(kc)
nc to precode transmit vectors at the (n, k)-th subcarrier. Thus, the subcarrier grouping
method can be modeled by
R(k)n = H
(k)
n F
(kc)
nc
X(k)n +W
(k)
n . (3)
Therefore, only the CSI and precoding matrix at the (nc, kc)-th subcarrier needs to be acquired
and generated. As seen in (3), it shows that subcarrier grouping scheme naturally leads to the
CSI difference between the (n, k)- and (nc, kc)-th subcarriers, defined as
M(k,kc)n,nc = H
(k)
n −H
(kc)
nc
. (4)
6Obviously, the CSI difference introduces interference to systems and reduce channel capacity.
This is the cost by using subcarrier grouping technique, which limits the application of subcarrier
grouping in certain degree. That is, there exists a tradeoff between subcarrier group size and
channel capacity loss. We shall discuss it in the sequel.
Substituting (4) into (3), the subcarrier grouping model can be rewritten as
R(k)n =(H
(kc)
nc
+M(k,kc)n,nc )F
(kc)
nc
X(k)n +W
(k)
n
=H(kc)nc F
(kc)
nc
X(k)n +M
(k,kc)
n,nc
F(kc)nc X
(k)
n +W
(k)
n︸ ︷︷ ︸
N
(k,kc)
n,nc
, (5)
where M
(k,kc)
n,nc F
(kc)
nc X
(k)
n is the additional interference introduced by CSI difference. Denote the
total interference including the additional interference and AWGN as the equivalent interference
N
(k,kc)
n,nc . It can be proved that it’s related to channel self-correlation, based on which, the quantitive
relation between capacity loss and subcarrier group size will be shown in Section III.
Later, we present an algorithm to satisfy the given capacity loss threshold by adaptively
adjusting the size of subcarrier groups with the concurrent transmit environment and mobile
velocity. That is, we shall investigate the quantitative relationship between subcarrier group size
and capacity loss and design a feasible subcarrier grouping algorithm to adaptively track the
sensed channel time varying.
III. CAPACITY ANALYSIS
In this section, we derive the capacity loss of each individual subcarrier in terms of CSI
difference. We first present a result on capacity loss under the scenario with CSI difference and
then analyze the approximate ergodic capacity when the subcarrier grouping based precoding
algorithm is employed.
A. Capacity Lower Bound With CSI difference
Considering the fact, over a wide range of SNR, the gain of water-filling is very small,
especially in high SNR. In this case, allocating equal power at all sub-channels is almost optimal
[6]. Thus, we assume the equal power allocation scheme over both the frequency and spatial
domains are adopted in our considered systems. Hence, the design of the precoding matrix F
(kc)
nc
can degrade into the search of unitary matrix [10]. It is well known that the unitary precoding
7matrix doesn’t change the distribution of random variables. Based on this result, we can rewrite
(5) in an equivalent form as
R(k)n =
(
H(kc)nc +M
(k,kc)
n,nc
)
X(k)n +W
(k)
n
=H(kc)nc X
(k)
n +M
(k,kc)
n,nc
X(k)n +W
(k)
n︸ ︷︷ ︸
N
(k,kc)
n,nc
, (6)
where the precoding matrix F
(kc)
nc has been absorbed into the random vectors X
(k)
n .
In the channel fading matrix H
(k)
n , the i-th row represents the fading factor from the i-th
receive antenna to Nt transmitters at the (n, k)-th subcarrier, which will simply be denoted by
g
(k)
i,n for subsequent use. Similarly, we denote the j-th column of H
(k)
n as h
(k)
j,n, which represents
the fading factor from the i-th transmit antenna to Nr receivers at the (n, k)-th subcarrier. Denote
u = max{Nt, Nr}, v = min{Nt, Nr}. (7)
Given the channel fading matrix H
(k)
n , the capacity of the (n, k)-th subcarrier without CSI
difference (i.e. M
(k,kc)
n,nc = 0) is
C(k)n = log2 det
(
I+ γS(k)n
)
, (8)
where the v × v matrix S
(k)
n is defined by
S(k)n =

H
(k)
n H
(k)†
n =
∑u
i=1 h
(k)
i,nh
(k)
i,n
†
, if Nt ≥ Nr
H
(k)†
n H
(k)
n =
∑u
i=1 g
(k)
i,n
†
g
(k)
i,n
, if Nt < Nr.
(9)
For simplifying the calculation, we assume that S
(k)
n is normalized so that trace{E[S
(k)
n ]}/v =
1, where E(·) represents the expectation notation. Accordingly, the SNR at each subcarrier on
one antenna is γ = ρt/Nt, where ρt is the total transmit power. As to the scenarios with CSI
difference (i.e. M
(k,kc)
n,nc 6= 0), the capacity loss varies with M
(k,kc)
n,nc . Thus, one cannot adjust
transmit rate without exact CSI, which cannot be acquired in this subcarrier grouping scheme.
For sake of transmission reliability, as an alternative, we use the following lower-bound instead.
C(k)n ≥ log2 det
(
I+ γeS
(kc)
nc
)
, (10)
8where γe is the equivalent-SNR (ESNR) in the worst case, which is given by
γe =σ
2
X˜
(k)
n
σ2
N
(k,kc)
n,nc
−1
= σ2
X
(k)
n
σ2
N
(k,kc)
n,nc
−1
=σ2
x
(k)
n
/(vσ2
m
(k,kc)
n,nc
σ2
x
(k)
n
+ σ2
w
(k)
n
).
(11)
The variables σ2
x
(k)
n
, σ2
m
(k,kc)
n,nc
and σ2
w
(k)
n
are the second-moment of the elements of X
(k)
n , M
(k,kc)
n,nc
and W
(k)
n , respectively. Appendix A gives a brief derivation of this lower-bound.
It’s clearly seen from (10) that M
(k,kc)
n,nc is totally contributed to interference in the worst case.
Combining (8) with (10), the upper-bound of capacity loss caused by CSI difference can be
described via the following lemma.
Lemma 1. Suppose the center subcarrier is the (nc, kc)-th subcarrier. The upper-bound of the
channel capacity loss with CSI difference at the (n, k)-th subcarrier is given by
L
(k,kc)
n,nc
≤ log2 det
(
I+ γS(k)n
)
− log2 det
(
I+ γeS
(k)
n
)
.
It’s worthy to note that the lower-bound of the channel capacity with CSI difference is very
important , since it can clearly characterize the worst case on channel capacity loss. In this way,
we can derive the maximal capacity loss of channel with CSI difference at (n, k)-th subcarrier
with Lemma 1 and make guarantee the reliability of our considered systems.
B. Approximate Ergodic Capacity
Notice that L
(k,kc)
n,nc varies with S
(k)
n and one cannot acquire H
(kc)
nc without the exact (nc, kc),
which are related to the subcarrier group size. Thus, it is reasonable to determine the size of
subcarrier group first. In order to determine the group size, we need to find a capacity loss
evaluation metric without the instantaneous of channel fading matrix H
(kc)
nc . To this end, one
needs to calculate the ergodic capacity loss and investigate the average performance of the
subcarrier grouping system.
9Lemma 2. Define the center subcarrier as the (nc, kc)-th subcarrier. The ergodic capacity loss
at the (n, k)-th subcarrier can be upper-bounded by
E
(k,kc)
n,nc
= log2
(
1 +
v∑
k=1
αk(γ)
k−1∏
i=1
(u− i)
)
−
log2
(
1 +
v∑
k=1
αk(γe)e
∑k−1
i=0 ψ(u− i)
)
,
(12)
where αk(γ) = γ
kv(v − 1)· · ·(v − k + 1)/k!. γ and γe is the SNR and ESNR at the (nc, kc)-
and (n, k)-th subcarrier, respectively. ψ(x) is defined by ψ(x) = −ζ +
∑x−1
r=1
1
r
, where ζ =
0.577215649· · · is the Euler’s constant. Moreover, the relative ergodic capacity loss is
R
(k,kc)
n,nc
= 1−
log2
(
1 +
∑v
k=1 αk(γe)e
∑k−1
i=0 ψ(u− i)
)
log2
(
1 +
∑v
k=1 αk(γ)
∏k−1
i=1 (u− i)
) . (13)
Proof. See appendix B.
Lemma 2 shows that the ergodic capacity loss gives the average evaluation of the (n, k)-th
subcarrier capacity loss. Hence, given a specific capacity loss threshold, one can easily derive
the CSI difference parameter σ2
m
(k,kc)
n,nc
with (11) and (12).
IV. SUBCARRIER GROUPING AND PERFORMANCE EVALUATION
According to the theoretical results obtained previously, in this section we shall employ the
channel self-correlation property to propose an adaptive subcarrier grouping based precoding
algorithm. It can be noted that the channel self-correlation is related to the transmit environment
and mobile velocity. The sensing of transmit environment is out of the scope of this paper and
the mobile velocity can be easily acquired via positioning systems, e.g. GPS, Beidou, etc. At
last of this section, we analyze the performance of the proposed algorithm regarding the system
cost, SNR and antenna number.
A. Subcarrier Grouping Method in Double-Selective Channels
Theoretical results in Lemma 2 shows that the capacity loss are mainly depended on the
second order statistics of M
(k,kc)
n,nc . In order to investigate the relation between capacity loss and
10
subcarrier group size, one needs to observe M
(k,kc)
n,nc associated with the transmit environment and
mobile velocity, i.e. delay spread and Doppler spread. Its second moment can be characterized
by channel self-correlation (denoted by R(f (k), f (kc), t(n), f (nc))). That is
σ2
M
(k,kc)
n,nc
= 2
{
R
(
f (kc), f (kc), t(nc), t(nc)
)
−R
(
f (k), f (kc), t(n), t(nc)
)}
.
(14)
where f (k) and f (kc) denote the carrier frequency of the k-th and kc-th subcarrier, respectively.
t(n) and t(nc) denote the time slot of the n-th and nc-th OFDM block, respectively.
Note that the correlation function in (14) depends on four variables, with a rather complicated
form. For characterizing the CSI difference properties with the correlation function, one usually
introduces further assumptions about the physics of channel and simplifyR(f (k), f (kc), t(n), f (nc)).
The most frequently used assumptions are Wide-Sense Stationary (WSS) assumption and Un-
correlated Scatterers (US) assumption, where WSS means that self-correlation depends only on
time difference t(n,nc) = |t(n) − t(nc)|, while US means that self-correlation depends only on
frequency difference f (k,kc) = |f (k) − f (kc)|. By involving both assumptions simultaneously as
WSSUS model [18], we can simplify (14) as
σ2
M
(k,kc)
n,nc
= 2
(
R (0, 0)−R
(
f (k,kc), t(n,nc)
))
. (15)
Furthermore, using the independence between the delay spread and frequency spread of
double-selective channels, one can decompose the self-correlation of channel response into as
R
(
f (k,kc), t(n,nc)
)
= R
(
f (k,kc), 0
)
R
(
0, t(n,nc)
)
= Rf
(
f (k,kc)
)
Rt
(
t(n,nc)
)
.
(16)
where Rf
(
f (k,kc)
)
and Rt
(
t(n,nc)
)
are defined asRf
(
f (k,kc)
)
, R
(
f (k,kc), 0
)
Rt
(
t(n,nc)
)
, R
(
0, t(n,nc)
)
,
(17)
both of them denote the frequency-domain correlation between the k- and kc-th subcarrier in
one OFDM block and the time-domain correlation between the n- and nc-th OFDM block at
one subcarrier, respectively.
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As H
(k,kc)
n,nc is normalized and its entries are assumed to be i.i.d. Rayleigh fading, the corre-
lation matrices R (0, 0) and R
(
f (k,kc), t(n,nc)
)
are v-by-v diagonal matrices with equal diagonal
elements v and vR
(
f (k,kc), t(n,nc)
)
. In addition, R
(
f (k,kc), t(n,nc)
)
= E
(
h
(k)
n h
(kc)
nc
)
, where h
(k)
n
and h
(kc)
nc are the entries of H
(k)
n and H
(kc)
nc . Thus, (15) can be simplified as
σ2
M
(k,c)
n,nc
= vσ2
m
(k,kc)
n,nc
Iv (18)
where
σ2
m
(k,kc)
n,nc
= 2
(
1−Rf
(
f (k,kc)
)
Rt
(
t(n,nc)
))
(19)
Since the channel fading matrix is normalized, i.e. trace (Sn) /v = 1, it can be inferred that
σ2
m
(k,kc)
n,nc
∈ [0, 2].
Substituting (11) and (19) into (13) and denote R
(k,kc)
n,nc as R (Rf , Rt), one can observe that
Rf
(
f (k,kc)
)
and Rt
(
t(n.nc)
)
play the similar role in R (Rf , Rt). Thus, for a given constraint of
the ergodic capacity loss R (Rf , Rt) ≤ ζr, the feasible zone is showed in Fig. 2. It is observed
that when denote (1,1) as the origin, the distance from the origin to the intersections of the
border and the ordinate ( abscissa ) is R−1f (ζr) ( R
−1
t (ζr) ). The feasible zones (i.e. the areas
inside the curves) is convex, which is shown in the following lemma.
0.4 0.6 0.8 1  0.8 0.6 0.4
Rt(·)
0.4
0.6
0.8
1  
0.8
0.6
0.4
R
f(·)
ζ
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r
=0.6
ζ
r
=0.7
ζ
r
=0.8
ζ
r
=0.9
Fig. 2. The feasible zone of correlations when relative capacity loss threshold ζr=0.5, 0.6, 0.7, 0.8 and 0.9.
Lemma 3. The feasible zone described above is convex, i.e.
λR(Rf1, Rt1) + (1− λ)R(Rf2, Rt2) ≥
R(λRf1 + (1− λ)Rf2, λRt1 + (1− λ)Rt2),
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Fig. 3. Grouping scheme vaires with the channel correlation status.
where λ ∈ [0,1]. Rf1 and Rf2 as well as Rt1 and Rt2 are the instance of frequency and time
domain correlations, respectively. Furthermore,
λR(Rf (f1), Rt(t1)) + (1− λ)R(Rf(f2), Rt(t2)) ≥
R(Rf (λf1 + (1− λ)f2), Rt(λt1 + (1− λ)t2))
holds. f1 and f2 as well as t1 and t2 are the instance of frequency and time, respectively.
Proof. Notice that R(Rf , Rt) = ζr is equivalent to σ
2
m
(k,kc)
n,nc
= 2(1−Rf(f
(k,kc))Rt(t
(n,nc))) = C,
where C is a constant derived from (13). Thus, the curve is a hyperbola and the convex property
is obvious. Considering the correlation function Rf (f) and Rt(t) are monotone decreasing, the
convex property holds when using t and f as the abscissa and ordinate.
The second equation in Lemma 3 shows that the convex property holds for the boundary,
when using t and f as the abscissa and ordinate. Thus, connect the four intersections between
the boundary and coordinate axes with segments and form a rhombus with the transverse and
longitudinal diagonal length as 2R−1t (ζr) and 2R
−1
f (ζr), all the subcarriers inside this rhombus
satisfy the capacity loss constraint R(Rf , Rt) ≤ ζr. Thus, the subcarriers inside one rhombus
can be grouped and apply a unitary precoding matrix, which is shown in Fig. 3. It can be noticed
that the subcarrier grouping scheme varies with channel correlation status, which is determined
by transmit environment and mobile velocity. The theoretical result is summarized in Theorem
1.
Theorem 1. Given the capacity loss constraint R(Rf , Rt) ≤ ζr with transmit power ρt, all the
13
subcarriers with identification (n, k) that satisfy
£(nc, kc) =
{
(n, k)|R(f (k,kc), tn,nc) ≥
2− σ2
m
(k,kc)
n,nc
2
}
are grouped into subcarrier group £(nc, kc). The second moment σ
2
m
(k,kc)
n,nc
is given by
1−
log2
(
1 +
∑v
k=1 αk(γe)e
∑k−1
i=0 ψ(u− i)
)
log2
(
1 +
∑v
k=1 αk(γ)
∏k−1
i=1 (u− i)
) = ζr,
where 
γe =
σ2
x
(k)
n
vσ2
m
(k,kc)
n,nc
σ2
x
(k)
n
+ σ2
w
(k)
n
=
ρt
vσ2
m
(k,kc)
n,nc
ρt +Nt
γ =
σ2
x
(k)
n
σ2
w
(k)
n
=
ρt
Nt
.

.
where β =
2−σ2
m
(k,kc)
n,nc
2
represents the correlation threshold. The subcarrier grouping method is
to divide the whole space with a serious of rhombuses, where the transverse and longitudinal
diagonal is 2R−1t (β) and 2R
−1
f (β), respectively. All the subcarriers inside the same rhombus
can be put into one group and apply the same precoding matrix.
Theorem 1 indicates that the grouping scheme is mainly determined by the capacity loss
threshold ζr and channel correlation status R(f, t) in double selective fading channels. Hence,
the grouping scheme is stable when capacity loss threshold ζr and wireless channel correlation
status remain unchanged. On the contrary, if channel correlation status varies, the corresponding
grouping scheme must be modified immediately for sustaining channel capacity loss threshold,
which is shown in Fig. 3. Algorithm 1 explains the corresponding subcarrier grouping procedure
in detail.
Furthermore, we also derive the relation among the subcarrier group size, ζr and R(f, t),
which is given in the following theorem.
Theorem 2. In double-selective channels, given the channel correlation threshold β, which can
be driven from theorem 1, the subcarrier group size can be determined by
S =
1
2
⌊
2R−1f (β)
Bf
⌋⌊
2R−1t (β)
Bt
⌋, (20)
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where the parameter Bf and Bt are the frequency distance between adjacent subcarriers and
the time interval between adjacent OFDM blocks, respectively. ⌊x⌋ denotes the largest integer
less than or equal to x.
Proof. For the subcarriers are grouped into a serious of rhombuses, where the transverse and
longitudinal diagonal length equal to 2R−1t (β) and 2R
−1
f (β), respectively. The corresponding
OFDM block number and subcarrier number are, respectively,
Sf = ⌊
2R−1f (β)
Bf
⌋
and
St = ⌊
2R−1t (β)
Bt
⌋.
Therefore, the number of subcarriers contained in this subcarrier grouping rhombus can be driven
by the area formula of rhombuses, i.e.
S =
1
2
StSf =
1
2
⌊
2R−1f (β)
Bf
⌋⌊
2R−1t (β)
Bt
⌋.
This theorem can be used to estimate algorithm complexity and computation cost for subcarrier
grouping.
B. Performance Analysis
In this subsection, we give the brief performance analysis of proposed subcarrier grouping
scheme regarding the system cost, SNR and antenna number.
1) System Cost: The system cost in one single subcarrier is considered. Comparing to the
subcarrier grouping scheme with fixed group size, the proposed scheme needs to estimate channel
correlation status. Denote the subcarrier number in the considered domain is KMt, where K is
subcarrier number in one OFDM block andMt is the number of OFDM blocks. As known to all,
the most common precoding algorithm in each individual subcarrier requires O(v3) operations
[8]–[10]. Thus, the precoding complexity on all subcarriers is O(KMtv
3). In addition, estimating
channel correlation requires (O(K2Mt) +O(M
2
t )) operations [19].
Note that the computation of correlation threshold β only needs to calculate a deterministic
function one time in the considered domain. Hence, its computation complexity is O(1). Thus,
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Algorithm 1 Precode with subcarrier grouping method.
Input:
1) The set of system parameters, {Nt, Nr, K};
2) Channel state training sequence, S;
3) The working SNR at the receivers, γ = σ2x/σ
2
w;
4) Capacity loss threshold, ζr.
Output: precoded signals F
(kc)
nc X
(k)
n
Initialization: Estimate the channel self-correlation R(t, f) and give the subcarrier grouping
scheme by Theorem 1 with capacity loss threshold ζr;
Repeat:
1) Estimate the channel state information H
(kc)
nc at the center of each subcarrier groups from
the training sequence S;
2) Generate F
(kc)
nc with H
(kc)
nc ;
3) Get the CSI difference σ2
m
(k,kc)
n,nc
by (19) and derive the exact capacity lower bounds at
each individual subcarriers by (10);
4) Arrange the bit rates to symbols at each individual subcarriers by the capacities derived
in Step. 3 and precode the symbols with F
(kc)
nc ;
Until: The subcarrier grouping size changed.
the total system computational complexity composed by the computing of precoding matrices
and the estimation of channel correlation is
̥ = O
(
KMt
S
v3
)
+O(K2Mt) +O(M
2
t ) +O(1)
= O
(
KMt
S
v3 +K2Mt +M
2
t
)
,
(21)
where S is the subcarrier group size denoted in Theorem 2 . Moreover, the average precoding
complexity on each individual subcarriers in the considered domain is
̥ave =
̥
KMt
= O
(
v3
S
)
+O(K) +O
(
Mt
K
)
= O
(
v3
S
+K +
Mt
K
)
.
(22)
2) Signal to Noise Ratio: Lemma 2 shows that the introduced interference caused by CSI
difference can reduce the channel capacity, especially in the scenarios with high SNR. The
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effects of SNR on capacity loss is analyzed as follows in the scenarios with low and high SNRs,
respectively.
a) Low SNR scenarios:
The ESNR satisfies lim
γ→0
γe = γ. Hence, lim
γ→0
C
(k)
n = C
(kc)
nc and the capacity loss L
(k,kc)
n,nc can be
neglected in low SNR scenarios.
b) High SNR scenarios:
The ESNR satisfies lim
γ→∞
γe =
1
vσ2
m
(k,kc)
n,nc
and lim
γ→∞
C
(k)
n = log2 det
(
I+ S
(k)
n
vσ2
m
(k,kc)
n,nc
)
, which is a
constant. Thus, channel capacity at the (n, k)-th subcarrier cannot be improved limitlessly by
increasing SNR individually, and capacity loss L
(k,kc)
n,nc approaches infinity at extremely high SNR
regimes. Therefore, properly SNR needs to carefully generated to achieve the balance between
channel capacity and capacity loss at the (n, k)-th subcarrier. Simulation results in Section V-A
shows that the optimum SNR is
γ =
1
vσ2m
. (23)
In that SNR, the introduced interference is equal to the AWGN and system reaches the balance
between spectrum efficiency and energy efficiency.
3) antenna number: The communication system in this paper is assumed to be power con-
strained. If the transmit power is uniformly allocated to all transmit antennas, then the SNR and
ESNR at the (nc, kc)- and (n, k)-th subcarrier are
γ =
ρ
Nt
and
γ(n,k)e =
ρ/Nt
vσ2
m
(k,kc)
n,nc
ρ/Nt + 1
,
respectively.
The property of R
(k,kc)
n,nc with respect to antenna number can be summarized by following
Corollary.
Corollary 1. The relative capacity loss is monotonic decreasing with respect to the antenna
number. As the antenna number approaches infinity, R
(k,kc)
n,nc converges to
lim
v→∞
R
(k,kc)
n,nc
= 1−
log
(
1 + ρt
ρtσ
2
m
(k,kc)
n,nc
+1
)
log(1 + ρt)
. (24)
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where the center subcarrier of this subcarrier group is assumed to be (nc, kc)
Proof. The monotonicity of R
(k,kc)
n,nc is easily to get. Since the total power is fixed, the power
allocated into each single transmit antenna will decreases as the antenna number increases,
resulting in R
(k,kc)
n,nc decreasing with respect to γ.
As the antenna number goes to infinity, v →∞, e.g. in the massive MIMO regimes, lim
v→∞
S
(k)
n =
uIv [3]. In this case, the channel capacity at the (n, k)-th subcarrier is
C(k)n = v log
1 + ρt
ρtσ
2
m
(k,kc)
n,nc
+ 1
 ,
and the channel capacity at the (nc, kc)-th subcarrier is
C(kc)nc = v log(1 + ρt).
Hence, the relative capacity loss at the (n, k)-th subcarrier is
R
(k,kc)
n,nc
=
C
(kc)
nc − C
k
n
C
(kc)
nc
= 1−
log
(
1 + ρt
ρtσ
2
m
(k,kc)
n,nc
+1
)
log(1 + ρt)
,
which is constant.
V. NUMERICAL RESULTS
In this section, some numerical results are presented to show the validity of our theoret-
ical analysis and the effectiveness of proposed adaptive subcarrier grouping based precoding
algorithm. In the simulations, the total transmit power ρ is allocated to each transmit antenna
equally. Hence, the SNR at each individual antennas is γ = ρ/Nt. Bf is assumed as 14KHz
and Bt =
1
Bf
= 71us, referencing datas from [20]. The fading channels are assumed to be i.i.d.
Rayleigh channels.
With these assumptions, we evaluate the theoretical results with COST207 channel model and
Jakes multipath model, which are widely used for simulating the frequency-selectivity and the
time-selectivity of wireless channel fading models. For the monotonicity of the channel capacity
loss function with respect to SNR and the variance of CSI difference, the variation tendency
between absolute capacity loss and relative capacity loss is identical. Thus, for sake of concise,
only the results on relative capacity loss is simulated.
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A. Theoretical Results on variant correlation thresholds and antenna numbers
The capacity loss on variant channel correlation is depicted in Fig. 4, wherein the antenna
regime is 8 × 8. It can be observed that the relative capacity loss grows in S-type regarding
SNR. This is because in low, medium and high SNR regimes, vσ2
m
(k,kc)
n,nc
σ2
x
(k)
n
(i.e. introduced
interference) is relatively low, comparable and much too high compared to σ2
w
(k)
n
(i.e. AWGN),
respectively. Therefore, the relative capacity loss grows sharply at medium SNR, and as shown
in previous analysis in Section IV-B, the relative capacity loss grows slowly at low and high
SNR. Thus, proposed subcarrier grouping scheme may perform well in low SNR regimes and
achieve balance between channel capacity and capacity loss in medium SNR, which has been
mentioned in (23).
Another important observation is that with the increasing of β (i.e. correlation threshold), the
system can acquire less capacity loss at the same SNR, which is intuitionistic. This is because
when Rtf (i.e. the channel correlation between the (n, k)- and (nc, kc)-th subcarrier) increases,
the required SNR must be lower in order to keep vσ2
m
(k,kc)
n,nc
σ2
x
(k)
n
invariable.
The effects of antenna numbers are shown in Fig. 5, in which β=0.95 and SNR=10dB,
respectively. It can be observed that R
(k,kc)
n,nc decreases with the growth of antenna numbers.
Especially, it reduces sharply at the first several antenna numbers. Thus, properly antenna
numbers can efficiently reduce the capacity loss caused by CSI difference. Another important
observation is that, as antenna number further increases, the relative capacity loss converges to
25.28%. Hence, one cannot decrease the capacity loss limitlessly by increasing antenna number,
because the capacity loss is lower-bounded by (24).
B. Grouping Performance of Proposed Algorithm
For evaluating the algorithm performance and summarizing the application conditions, we
build different transmission scenarios with the help of COST207 and Jakes model, which are
widely used in wireless channel simulations. The subcarrier grouping performance at different
SNR, moving velocity and transmit environment are analyzed numerically in this part.
The effects on SNR of 0 dB, 10 dB and 15 dB are shown in Fig. 6, where the transmitting
environment is RA (i.e. rural area) and the moving velocity is 10 m/s. It can be observed that the
subcarrier group sizes at the three SNRs grow exponentially with the capacity loss threshold, and
in the 0 dB regime, the grouping size grows about 5 times faster than that in the 15 dB regime.
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Fig. 4. Relative capacity loss versus correlation σM=0.01, 0.05, 0.1 when MIMO antenna number Nt = Nr = 8.
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Fig. 5. Relative capacity loss versus MIMO antenna number Nt = Nr = 1, 2, · · · , 80 and the limitation when min{Nt, Nr} →
∞ when constraint Rtf = 0.95 and SNR = 10dB.
It means that the system cost can be significantly reduced by sacrificing channel capacity and
it’s especially efficient in low SNR regime.
In addition, from (20) one can observe that the grouping size is determined by the subcarrier
grouping length in frequency domain as well as time domain (i.e. Sf and St). As shown in Fig.
6, the contributions from Sf and St are denoted as frequency stages and time stages, respectively.
It can be noted that, in simulated transmitting regimes, time stages is relatively smaller than the
frequency stages. Thus, the marked time stages in Fig. 6 are the time stages with one unitary
Sf . The stages are caused by the varying of St.
The frequency stages are related to channel correlations, i.e. multipath scattering and small
scale fading. As to the time stages, they are related to channel time variations, i.e. Doppler
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Fig. 6. Subcarrier grouping performance versus variant SNR (0 dB, 10 dB and 15 dB) when the transmit environment is rural
area (RA), moving speed is 10 m/s and the MIMO antenna regime is 8× 8.
spread. Therefore, the frequency stages and time stages are separately determined by transmitting
environments and antenna moving velocities, which are depicted in Fig. 7-8.
Fig. 7 shows that in rich scattering environments (e.g. typical urban (TU)), the subcarrier
group size suffers 50% loss and 80% more loss compared to low scattering environments (e.g.
hilly terrain (HT) and RA). Observe the frequency stages in three simulated environments, one
can observe that the frequency stages is much smaller in rich scattering transmitting scenarios.
This is because as the channel scattering increases, the channel frequency correlations decreases.
Thus, smaller frequency subcarrier grouping length is needed to achieve the same capacity loss,
which leads to smaller frequency stages.
Fig. 8 shows that compared to 10 m/s and 30 m/s mobility scenarios, the subcarrier group
size in 100 m/s suffers 70% and 40% more capacity loss, respectively. It can be observed
that the length of frequency stages in this three simulated velocities are equal. This is because
the transmit environment is fixed and thus, the channel frequency correlations in these three
simulation regimes are identical. As to the time stages, that in low velocity scenarios is obviously
larger than the one in high velocity scenarios. That is, in low velocity scenarios, the channel
time variation is slow and larger time subcarrier grouping length can be achieved.
From the simulation results shown in Fig. 7-8, we can simply justify that the SNR, environ-
mental multipath scattering and Doppler frequency shift can greatly affect the subcarrier grouping
performance. We can also get some insights on the suitable conditions of proposed subcarrier
grouping scheme: the subcarrier group size can be extremely large in some specific scenarios
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Fig. 8. Subcarrier grouping performance versus variant moving speeds (10m/s, 30m/s, 100m/s) when the SNR is 10dB, transmit
environment is rural area (RA) and the MIMO antenna number is Nt = Nr = 8.
(i.e. sparse scattering environment or low Doppler frequency spread scenarios). For instance,
rural areas, low mobility, etc. In these suitable scenarios, the proposed subcarrier can achieve
low system cost or low capacity loss.
Furthermore, we consider the other subcarriers in the same subcarrier group. As known to
all, some continuous functions can be approximately denoted by the Taylor expansion of itself,
if its derivatives exists. For our discussed subcarrier grouping problem, in order to avoid excess
capacity loss, the correlation threshold β can not be too large. Thus, either the channel correlation
function Rtf (t, f) or the relation functions (13) and (12) can be approximated by using its first
order derivative, meaning that we can generate the CSI difference in linear mode. That is, the
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capacity loss of the entire system is the average capacity loss of the best subcarrier and the
worst subcarrier. Therefore, we can summarize that the system capacity loss is half of the worst
subcarrier capacity loss, since the best subcarrier is at the center of the subcarrier group and it’s
corresponding capacity loss is zero.
VI. CONCLUSION
In this paper, we analyzed the relations between the OFDM subcarrier group size and the
corresponding system capacity loss over i.i.d. double-selective correlated Rayleigh fading MIMO
channels. Under the bridge of the second order statistic of CSI difference between the (n, k)-
and (nc, kc)-th subcarriers (i.e. M
(k,kc)
n,nc ), the quantitative mapping from subcarrier group size to
channel capacity loss is derived. It can be noted that the second order statistic of CSI difference
is related to channel self-correlation and is determined by transmit environments and antenna
velocity, which can be sensed via specific signal processing methods and positioning systems,
respectively.
In summary, theoretical results in this paper show that the subcarrier group size is related
to SNR, MIMO structure and channel self-correlation, when the capacity loss is constraint.
More specifically, the capacity loss decreases with respect to antenna numbers and channel
correlation. By contrast, it increases with respect to SNR. One more important observation is
that the relative capacity loss decreases sharply with the first few antennas, and converges to
a lower-bound expeditiously. Thus, when the total transmit power is constant, few additional
antennas can efficiently decrease the capacity loss, but much too more additional antennas are
not helpful.
Based on the developed theoretical results, we also provided an subcarrier grouping algorithm,
which adaptively adjust the subcarrier group size under the sensed transmit environment to
satisfy the preset capacity loss threshold. If one adjusts the capacity loss threshold, the proposed
subcarrier grouping algorithm can achieve tradeoff between system service capacity and system
cost. Simulation results show that proposed tradeoff can be extremely effective in some specific
transmit regimes (i.e. low SNR, properly high antenna numbers or sparse scattering scenarios). In
these transmit regimes, sacrificing acceptable system capacity, one can achieve large subcarrier
group size and reduce system resource cost on subcarrier precoding efficiently, which agrees
with developed theoretical results and provide valuable insights for the design of MIMO-OFDM
communication systems.
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APPENDIX A
A similar range of the mutual information on the channel with CSI difference has been given
in [21], i.e.
I(X(k)n ;Y
(k)
n |H
(k)
n ) ≥
log2 det
(
I+H(k)n σ
2
X
(k)
n
H(k)n
†
(σ2
M
(k,kc)
n,nc X
(k)
n
+ σ2
W
(k)
n
)−1
) (25)
The lower-bound of the channel capacity on the (n, k)-th subcarrier can be acquired via
following derivations.
As to the independence between the variablesX
(k)
n ,H
(k)
n ,M
(k,kc)
n,nc andW
(k)
n , we have σ2
M
(k,kc)
n,nc X
(k)
n
= σ2
M
(k,kc)
n,nc
σ2
X
(k)
n
and the square matrix σ2
X
(k)
n
, σ2
M
(k,kc)
n,nc
and σ2
W
(k)
n
are diagonal matrices with the
same diagonal element. Thus, the right hand of (25) can be rewritten as
log det
(
I+H(k)n σ
2
X
(k)
n
H(k)n
†
(σ2
M
(k,kc)
n,nc X
(k)
n
+ σ2
W
(k)
n
)−1
)
= log det
(
I+ σ2
X
(k)
n
S(k)n (σ
2
M
(k,kc)
n,nc X
(k)
n
+ σ2
W
(k)
n
)−1
)
=log2 det(I+
σ2
x
(k)
n
vσ2
m
(k,kc)
n,nc
σ2
x
(k)
n
+ σ2
w
(k)
n
S(k)n )
(26)
With γe in (11), we can get the lower-bound of the channel capacity on the (n, k)-th subcarrier.
APPENDIX B
The ergodic capacity of i.i.d. Rayleigh fading MIMO channels is given by [22] as
log2
(
1 +
n∑
k=1
αk(γ)e
∑k−1
i=0 ψ(m− i)
)
≤ E(C)
≤ log2
(
1 +
n∑
k=1
αk(γ)
k−1∏
i=1
(m− i)
)
,
(27)
wherein, αk(γ) and ψ(x) have the same definition as lemma 2 and E(·) is the expectation
function.
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By using the ESNR in (11) to (27), one can get the ergodic capacity at the (n, k)-th subcarrier
is lower-bounded by
E(C(k)n ) ≥ log2
(
1 +
n∑
k=1
αk(γe)e
∑k−1
i=0 ψ(m− i)
)
.
Similarly, the ergodic capacity at the (nc, kc)-th subcarrier is upper-bounded by
E(C(kc)nc ) ≤ log2
(
1 +
n∑
k=1
αk(γ)
k−1∏
i=1
(m− i)
)
.
Thus, the results in Lemma 2 can be easily derived.
REFERENCES
[1] G. L. Stuber, J. R. Barry, S. W. Mclaughlin, Y. Li, M. A. Ingram, and T. G. Pratt, “Broadband mimo-ofdm wireless
communications,” Proceedings of the IEEE, vol. 92, no. 2, pp. 271–294, 2004.
[2] E. Larsson, O. Edfors, F. Tufvesson, and T. Marzetta, “Massive mimo for next generation wireless systems,” Communica-
tions Magazine, IEEE, vol. 52, no. 2, pp. 186–195, 2014.
[3] M. Sellathurai and S. Haykin, “Mimo channel capacity,” Space-Time Layered Information Processing for Wireless
Communications, pp. 8–32, 2010.
[4] A. Paulraj, R. Nabar, and D. Gore, Introduction to space-time wireless communications. Cambridge university press,
2003.
[5] L. You, X. Gao, A. L. Swindlehurst, and W. Zhong, “Adjustable phase shift pilots for sparse massive mimo-ofdm channels,”
in 2015 IEEE 16th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC). IEEE,
2015, pp. 206–210.
[6] D. Tse and P. Viswanath, Fundamentals of wireless communication. Cambridge university press, 2005.
[7] J. Joung, H. D. Nguyen, P. H. Tan, and S. Sun, “Multicast linear precoding for mimo-ofdm systems,” Communications
Letters, IEEE, vol. 19, no. 6, pp. 993–996, 2015.
[8] M. Vu and A. Paulraj, “Mimo wireless linear precoding,” Signal Processing Magazine, IEEE, vol. 24, no. 5, pp. 86–105,
2007.
[9] Y. Jiang, J. Li, and W. W. Hager, “Joint transceiver design for mimo communications using geometric mean decomposition,”
IEEE Transactions on Signal Processing, vol. 53, no. 10, pp. 3791–3803, 2005.
[10] ——, “Uniform channel decomposition for mimo communications,” IEEE Transactions on Signal Processing, vol. 53,
no. 11, pp. 4283–4294, 2005.
[11] O. Edfors and F. Tufvesson, “Massive mimo for next generation wireless systems,” IEEE Communications Magazine, p.
187, 2014.
[12] T. Pande, D. J. Love, and J. V. Krogmeier, “Reduced feedback mimo-ofdm precoding and antenna selection,” IEEE
Transactions on Signal Processing, vol. 55, no. 5, pp. 2284–2293, 2007.
[13] J. Choi, B. Mondal, and R. W. Heath, “Interpolation based unitary precoding for spatial multiplexing mimo-ofdm with
limited feedback,” IEEE Transactions on Signal Processing, vol. 54, no. 12, pp. 4730–4740, 2006.
25
[14] H. Zhang, Y. Li, V. Stolpman, and N. Van Waes, “A reduced csi feedback approach for precoded mimo-ofdm systems,”
IEEE Transactions on Wireless Communications, vol. 6, no. 1, pp. 55–58, 2007.
[15] Y.-P. Lin, T.-H. Chou, and S.-M. Phoong, “Feedback for time-correlated mimo-ofdm system using predictive quantization
of bit loading and subcarrier clustering,” in 2015 IEEE International Conference on Digital Signal Processing (DSP).
IEEE, 2015, pp. 384–387.
[16] X. Ge, X. Huang, Y. Wang, M. Chen, Q. Li, T. Han, and C.-X. Wang, “Energy-efficiency optimization for mimo-ofdm
mobile multimedia communication systems with qos constraints,” IEEE Transactions on Vehicular Technology, vol. 63,
no. 5, pp. 2127–2138, 2014.
[17] J. Lu and P. Fan, “Precoding with adaptive subcarrier grouping in mimo-ofdm systems,” in 2014 International Workshop
on High Mobility Wireless Communications (HMWC). IEEE, 2014, pp. 103–108.
[18] A. F. Molisch, Wireless communications. John Wiley & Sons, 2007.
[19] C. W. Therrien, Discrete random signals and statistical signal processing. Prentice Hall PTR, 1992.
[20] E. Dahlman, S. Parkvall, J. Skld, and P. Beming, “3g evolution, hspa and lte for mobile broadband, academic press,”
Jordan Hill, Oxford, UK, 2007.
[21] M. Medard, “The effect upon channel capacity in wireless communications of perfect and imperfect knowledge of the
channel,” IEEE Transactions on Information Theory, vol. 46, no. 3, pp. 933–946, 2000.
[22] Q. Zhang, X. Cui, and X. Li, “Very tight capacity bounds for mimo-correlated rayleigh-fading channels,” IEEE Transactions
on Wireless Communications, vol. 4, no. 2, pp. 681–688, 2005.
