Abstract. We characterize linear operators that preserve sets of matrix ordered pairs which satisfy extreme properties with respect to maximal column rank inequalities of matrix sums over semirings.
Introduction
During the past century a lot of literature had been devoted to the problems of determining the linear operators on the m × n matrix algebra M m×n (F ) over a field F that leave certain matrix subsets invariant, see [8] . These problems have been extended to the m × n matrices over various semirings, see [1] , [2] . Marsaglia and Styan [7] studied inequalities for the rank of matrices. Beasley and Guterman [1] investigated the rank inequalities of matrices over semirings, and characterized the linear operators that preserve inequalities [2] . The structure of matrix varieties which arise as extremal cases in the inequalities is far from being understood over fields as well as over semirings. The investigation of linear preserver problems of extreme cases for rank inequalities of matrices over fields was obtained in [4] . Song studied the linear operators that preserve maximal column ranks of nonnegative integer matrices in [9] .
In this paper we characterize linear operators that preserve the sets of matrix pairs which satisfy equality in the maximal column rank inequalities over semirings.
Preliminaries
Definition 2.1. A semiring Ë consists of a set and two binary operations, addition and multiplication, such that
• Ë is an Abelian monoid under addition (identity denoted by 0); • Ë is a semigroup under multiplication (identity, if any, denoted by 1);
• multiplication is distributive over addition on both sides;
• s0 = 0s = 0 for all s ∈ Ë. In this paper we will always assume that there is a multiplicative identity 1 in Ë which is different from 0.
In particular, a semiring Ë is called antinegative if the zero element is the only element with an additive inverse.
Throughout this paper, we will assume that all semirings are antinegative and have no zero divisors.
Definition 2.2. The Boolean algebra consists of the set = {0, 1} equipped with two binary operations, addition and multiplication. The operations are defined as usual except that 1 + 1 = 1.
Let Å m,n (Ë) denote the set of m × n matrices with entries from the semiring Ë. If m = n, we use the notation Å n (Ë) instead of Å n,n (Ë). The matrix I n is the n × n identity matrix, J m,n is the m × n matrix of all ones, O m,n is the m × n zero matrix. We omit the subscripts when the order is obvious from the context and we write I, J, and O, respectively. Let R i denote the matrix whose ith row is all ones and all other rows are zero, and C j the matrix whose jth column is all ones and all other columns are zero.
The matrix E i,j , called a cell, is the matrix with 1 in (i, j) position and zero elsewhere. A weighted cell is any nonzero scalar multiple of a cell, that is, αE i,j is a weighted cell for any 0 = α ∈ Ë.
A line of a matrix A is a row or a column of A. We let Z(Ë) denote the center of the semiring Ë, |A| the number of nonzero entries in the matrix A, and A[i 1 , . . . , i k |j 1 , . . . , j l ] the k × l-submatrix of A which lies in the intersection of the i 1 , . . . , i k rows and j 1 , . . . , j l columns.
Let ∆ m,n = {(i, j) : i = 1, . . . , m; j = 1, . . . , n}. If m = n, we use the notation ∆ n instead of ∆ n,n . Definition 2.3. An element in Å n,1 (Ë) is called a vector over Ë.
A set of vectors with entries from a semiring is called linearly independent if there is no vector in this set that can be expressed as a nontrivial linear combination of the others.
