Feature selection is an important data processing step where irrelevant and redundant attributes are removed for shorter learning time, better accuracy and better comprehensibility. It involves identifying an optimal subset of the most useful features from the original set of features. The efficiency of feature selection algorithm concerns the time required to find a subset of features and the effectiveness is related to the quality of the subset of feature. This paper focuses on the study of different feature selection models, techniques and evaluation measures used for feature selection and their merits and limitations. Then we talk about the different frameworks involved in feature selection and find the gap between them which needs to be bridged so as to improve the feature selection efficiency and performance.
Introduction
Earlier the data used to be stored in a single Relation but in today's technological world the data to be stored is increasing day by day. Consider classification as a mining task, as there are various tables they lead to huge number of Features and all the Features does not add value to the classification task . Usually it is assumed that more the data, it is good, but more the data there are more chances for a classifier to get confused and it might give incorrect results. Therefore, only relevant non redundant data is needed. Thus to improve the efficiency and accuracy of classifiers, we need to select optimal features. Feature selection solves this problem and hence is required for the classifier. The complete set of features contains many attributes but only a few of them are sufficient and required for performing the data mining tasks successfully. Thus we select only those which are important with the mechanism of feature selection.
Feature Selection Models:
There are mainly three models of Feature selection: 1. Filter model 2. Wrapper model 3. Hybrid model
Filter Model:
In filter model the characteristics of training data are used to perform attributes selection.eg: Entropy, distance. It does not use any learning algorithm. Filter model can be implemented in two ways: Feature weighting approach and Subset search method.
In the first approach weights are assigned to individual features using some measures such as Information gain, Symmetric uncertainty, Distance, Consistency and Classifier error rate. Then threshold value is calculated and all the attributes which are above certain threshold value are selected as relevant attributes but this method does not handle redundancy between the attributes, as redundant attributes mostly have same weight or rank.
In second approach, optimal subset of features is found out using different search strategies. Time complexity of subset search approach is high. Therefore, it is less suitable for high dimensional data sets.
Advantages of filter model are:
It is computationally cheaper than Wrapper model. It is useful for large data sets.
Disadvantage of Filter model is:
It does not consider the effect of the selected features on the performance of classifier
Wrapper Model:
In Wrapper model, subset search method is used. The subset can be obtained from the above mentioned different strategies and then this subset is given as an input to the Learning algorithm and if for a particular subset the performance of the algorithm improves then it is selected otherwise it is not selected.
Advantage of this model is: It gives accurate results than Filter model.

Disadvantage of this model is:
It is costlier in terms of computation and hence, not suitable for large data sets. 
Feature Selection Frameworks
There are mainly two types of Framework for feature selection: 1. Classical Framework 2. New Framework
Classical Framework
It is four step process, which consists of generation of subset, evaluation measures, stopping criteria and validation. a) Generation of subset can be done in following ways described below 1. Exhaustive search 2. Heuristic search 3. Random search Exhaustive search: The strategy explores all the possible subsets to find the best subset. Accuracy of this strategy is good but it is time consuming. Accuracy of algorithm for known data can be found by comparing the optimal subset and selected subset and for real (unknown) data we need to use the predictive accuracy as we are not aware of optimal subset. Thus, in classical framework described above we verify results using classifier. This framework can be used for subset search method. 
New Framework
The classical framework is a four step process involving generation, evaluation, stopping criteria and validation but the new framework that is widely used now a days is a two step process which involves relevance analysis and redundancy analysis. Relevance analysis: Attributes which are relevant to our task are selected using different measures as below: 
Correlation based measures
The correlation based measures can be used to select relevant features or to remove redundant features. Two types of correlation measures are defined below: 1. C-correlation 2. F-correlation
Definition 3.1 C-correlation:
It is also known as the featureclass correlation. It is used to find the relevant features. The higher the C-correlation value more it is considered to be relevant.
Definition 3.2 F-correlation:
It is also known as the featurefeature correlation. It is used to find the redundant features. The higher the F-correlation value more it is considered to be redundant. If the F-correlation value of a certain feature is comparative more than its C-correlation value then the feature is considered to be redundant.
Correlation measures:
The correlation measures can be furtherclassified into classical linear correlation and information theory based correlation.
Classical linear correlation:
This approach has some drawbacks. The linear correlation cannot always be used for feature selection as the features might not be linearly correlated every time. It does not work for nominal attributes. So, we generally use Info theory based correlation measure.
Information theory based correlation: The information theory concept explains that to find the relevant attributes Information gain can be used. Information Gain can be defined, using concept of entropy. Consider a variable X, which takes N values {Si}i=1 to N P(Sk) be the probability when X=Sk. Then the information obtained when X= Sk is:
The entropy is a measure of unpredictability. It is the expectation of information required to determine the class label of the tuple. It is average of the information provided by the different values that it might take. The entropy of X can be calculated as below:-
The Entropy of variable X after observing the value of Y can be calculated as below:
E X Y = − P(y i ) P x i y i log 2 (P x i y i )
Where P x i y j = P(x i , y j ) P(y j )
If the observed values of X in the training data set S are partitioned according to the values of a second feature Y, and the entropy of X with respect to the partitions induced by Y is less than the entropy of X prior to partitioning, then there is a relationship between features X and Y. Given the entropy is a criterion of impurity in a training set S, we can define a measure reflecting additional information about X provided by Y that represents the amount by which the entropy of X decreases .This measure is known as Information Gain or Mutual Information. Below is the equation for calculating the Information gain. 
I(X,Y) is the mean dependence information and is denoted by, I(X,Y)=E(X)+E(Y)-E(X,Y) E(X)= Entropy value calculated for X variable E(Y)= Entropy value calculated for Y variable
A value 1 of ρ(H) indicates that knowledge of the value of either one completely predicts the value of the other and the value 0 reveals that X and Y are independent. Thus, this measure can be used to find the inter dependence between the variables.
Related Work
By studying different research papers, journals related to this topic provided lot of useful information. Here are some papers that we have referred for literature survey.
There are 6 ranking methods for feature selection which are broadly classified in to two categories:-statistical and entropy-based. There are certain classification algorithms which has the ability to focus on relevant features and ignore irrelevant ones. E.g.;-Decision trees. K-nearest neighbor algorithm uses Feature selection methods to remove noisy features. Entropy-based measures(measure of the system's unpredictability) are Information Gain (IG) attribute evaluation, Gain Ratio (GR) attribute evaluation, Symmetrical Uncertainty (SU) attribute evaluation and Statistical measures are Relief-F (RF) attribute evaluation, One-R (OR) attribute evaluation, Chi-Squared (CS) attribute evaluation. [14] The accuracy of the classifier is influenced by the choice of feature selection techniques and different ranking methods applied on different datasets. [15] The new wrapper method is computationally expensive and does not show significant improvement but found a reduced set of relevant features [16] .If feature selection is not performed then the learning algorithm can get confused and also it might become slower. Feature Relevance is classified into 4 categories as strongly relevant features, weakly relevant redundant features, weakly relevant non-redundant features and irrelevant features. So, the Optimal subset=All strongly relevant features+ subset of weakly relevant features (No irrelevant features) .As we don't know which features to be selected from the weakly relevant features redundancy analysis is required. The traditional approach of Feature selection has 4 steps but for efficient Feature Selection they have proposed a new framework as below [17] Different feature selection algorithms were found during the literature survey. Below table represents a comparison between different algorithms. 
Conclusion and Future Scope
To improve the efficiency and accuracy of classifiers, we need to select optimal features from the large features set. Feature selection solves this problem and hence is required for the classifier. In this paper, we have studied different models, frameworks, evaluating measures involved in feature selection and realized that information gain is biased towards attributes with more number of distinct values, symmetric uncertainty is biased towards the attributes with less number of distinct values, and there is a need of measures that can handle all types of values. In Hybrid model it might be possible that the features which are relevant are already removed in the Filter approach. So, even if we go for wrapper those useful features cannot be added. As a part of future scope information gain can be normalized using symmetric uncertainty. Symmetric uncertainty can be normalized using Entropy correlation coefficient. For redundancy analysis we can use functional dependency checking. Functional dependency can be applied on any type of data (continuous or discrete) and it is not biased. New and efficient methods using different generation procedure and different evaluation function can be designed. 
