We investigate integral functionals T t = R L Y (t, a)m(da), t ≥ 0, where m is a nonnegative measure on (R, B(R)) and L Y is the local time of a Wiener process with drift, i.e., Y t = W t + t, t ≥ 0, with a standard Wiener process W . We give conditions for a.s. convergence and divergence of T t , t ≥ 0, and T ∞ . In the second part of the present note we apply these results to exponential local martingales associated with strong Markov continuous local martingales. In terms of the speed measure of a strong Markov continuous local martingale, we state a necessary and sufficient condition for the exponential local martingale associated with a strong Markov continuous local martingale to be a martingale.
Introduction
Let (X, F) be an arbitrary continuous local martingale on a probability space (Ω , F, P) with a right-continuous filtration F which is starting from X 0 = 0 P-a.s. By X we denote the unique P-a.s. continuous increasing process such that (X 2 − X , F) is a local martingale. We define the exponential local martingale (E(X ), F) associated with (X, F) by
which is also called the stochastic exponential or Doléans exponential of X . Applying Itô's formula it can easily be seen that (E(X ), F) is a continuous local martingale with E(X ) 0 = 1 P-a.s. But it is well known that, in general, (E(X ), F) is not a martingale. However, for various questions in the area of stochastic processes, especially of mathematical finance, it is important to know conditions ensuring that (E(X ), F) is a martingale. Assumptions of this kind appear in Girsanov's theorem on the absolutely continuous change of law. The problem of finding effective criteria for (E(X ), F) to be a martingale was the subject of Girsanov's paper [1] and many other articles and is still a lively research topic.
The aim of the present note is to give a necessary and sufficient condition for the exponential local martingale associated with a strong Markov continuous local martingale (SMCLM) to be a martingale. The criterion is purely analytical and stated in terms of the speed measure of the SMCLM.
There exists a vast literature on exponential local martingales and applications to absolute continuity and equivalence of probability measures, in particular, for purposes of mathematical finance. But necessary and sufficient conditions for the martingale property of (E(X ), F) are rather the exception than the rule.
Below we will give a brief account of a few relevant contributions in the field and also quote some more recent publications.
To begin with, let us recall some well-known facts. Using Fatou's lemma, we see that the nonnegative local martingale (E(X ), F) is a supermartingale. It follows that (E(X ), F) is a martingale if and only if E[E(X ) t ] = 1, t ≥ 0.
(1.2)
Novikov [2] proved that the condition E exp 1 2 X t < +∞, t ≥ 0, (
is sufficient for (1.2). Kazamaki [3] showed, by modifying Novikov's proof, that the condition E exp 1 2 X t < +∞, t ≥ 0, (1.4) also implies (1.2). Later Kazamaki and Sekiguchi [4] gave another sufficient condition for (E(X ), F) to be a martingale. They proved that if (X, F) (on every finite time interval [0, t]) belongs to BMO, i.e., if E( X t − X s | F s ) ≤ c(t), s ≤ t, P-a.s. for all t ≥ 0, where c(t) is a positive real number not depending on s and ω, then condition (1.2) holds. Kazamaki [5] extended the result to a wide class of right-continuous local martingales (X, F). Condition (1.4) follows from (1.3) by the Schwarz inequality. The converse does not hold: If X is bounded from above, (1.4) is obviously true but (1.3) need not hold. In the special case that the constant c(t) in (1.5) can be chosen less than 2, then (X, F) satisfies (1.3) and therefore (1.4) . However, in general the conditions (1.4) and (1.5) are not comparable each other: There exist examples of continuous martingales (X, F) that belong to BMO but do not satisfy (1.4) and there are examples of continuous martingales (X, F) that satisfy (1.4) but do not belong to BMO (cf. [4] ).
We notice that conditions (1.3) and (1.5) only depend on the process X and hence if (X, F) satisfies (1.3) or (1.5) then also (−X, F). This makes clear that these sufficient conditions are somewhat rough and that they are far from being necessary for (1.2) .
In the case that X is bounded it is clear that (1.3)-(1.5) are satisfied. For most applications, however, X is not bounded and in concrete cases it is more difficult and, as a rule, hardly possible to verify that one of the sufficient conditions (1.3), (1.4) or (1.5) is fulfilled.
We notice that in the monograph [6] by Kazamaki additional sufficient conditions for the martingale property of (E(X ), F) were given.
Despite the BMO-condition (1.5) seems to be rather strong, it turns out to be of some interest in concrete situations. In comparison with (1.3) and (1.4) it is profitable that the BMOcondition is invariant with respect to linear operations. Using the BMO-condition, Engelbert and Schmidt [7] considered stochastic integrals (X, F) of multi-dimensional diffusion processes without drift and derived purely analytical conditions on the integrand (given by a function of the diffusion process) for (E(X ), F) to be a (resp., uniformly integrable) martingale.
In a general semimartingale setting, Lépingle and Mémin [8] and Kallsen and Shiryaev [9] provide conditions for the uniform integrability of exponential local martingales, extending the above described classical results of Novikov and Kazamaki.
Protter and Shimbo [10] state a Novikov-like condition for, in general, discontinuous locally square integrable martingales (X, F) with jump sizes X > −1 (see [10] , Theorem 9 and Corollary 11).
Wong and Heyde [11] consider certain stochastic integrals (X, F) with respect to Brownian motion and give necessary and sufficient conditions for the martingale property of (E(X ), F) in terms of the explosion behaviour of the associated process which can be constructed locally by the Girsanov transformation. This linkage between martingale property and nonexplosion of a certain process seems to be of great importance and is principally known for a long time (cf., e.g., [12] ). Although it is often equally hard to verify nonexplosion for a certain process, there are, however, cases in which this can effectively be realized, cf. [11] for examples.
The main field of applications of exponential local martingales are questions of (local) absolute continuity and equivalence of distributions of stochastic processes. However, the present paper is not dealing with these questions explicitly. For the interested reader, we will only give a few references from a vast literature where in one or another form exponential local martingales play an important role.
In the semimartingale context one may consult, e.g., [13, 14] . For diffusion processes and solutions of stochastic differential equations, see the books of Liptser and Shiryaev [15] , Rogers and Williams [16] and Strook [17] .
More recent articles on absolute continuity of solutions to stochastic differential equations are [18] [19] [20] . Equivalence of distributions of squared Bessel processes are studied in [21] .
Absolute continuity for general classes of Markov processes were discussed by Itô and Watanabe [22] , Kunita [23, 24] and more recently by Palmowski and Rolski [25] . The special class of Lévy processes was investigated in the book of Sato [26] .
Finally, we mention the recent paper [27] by Cheridito, Filipović and Yor which gives explicit, easy-to-check sufficient conditions for the distributions of two jump-diffusion processes to be equivalent or absolutely continuous. The jump-diffusions are, in general, not semimartingales, they may explode and may be killed by a potential.
The paper is organized as follows. The main result is based on the behaviour of integral functionals of certain stochastic processes. In Section 2, we therefore investigate integral functionals of a Wiener process with drift Y = (Y t ) t≥0 ,
where W is a Wiener process on a probability space (Ω , F, P). For an arbitrary nonnegative measure m on (R, B(R)) we define
where L Y denotes the local time of Y . We are interested in conditions for P-a.s. convergence and divergence of T t , t ≥ 0, and
The special case that the measure m is absolutely continuous with respect to the Lebesgue measure was already investigated by Engelbert and Senf in [28] . In that case Salminen and Yor [29] gave another proof for T ∞ to be P-a.s. finite. In Section 3, we briefly introduce strong Markov continuous local martingales (SMCLM) and recall the well-known construction of an SMCLM by time change from a given Wiener process. Together with the behaviour of integral functionals of type (1.6), this will be an important ingredient of Section 4 of this paper. For an exponential local martingale associated with an SMCLM to be a martingale, there we derive the necessary and sufficient condition we are looking for.
Integral functionals of a Wiener process with drift
Let (W, F) be a Wiener process on a complete probability space (Ω , F, P). We assume that the filtration F = (F t ) t≥0 , to which W is adapted, satisfies the usual conditions and that W starts P-a.s. from zero. We define the Wiener process with drift (Y, F) by setting
Obviously, (Y, F) is a continuous semimartingale with martingale part W and process of finite variation V , V t = t, t ≥ 0. Hence the square variation process Y of (Y, F) is given by Y t = t, t ≥ 0. As for any continuous semimartingale, there exists the local time L Y (t, a) of Y in the sense that the occupation time formula
for all t ≥ 0 and nonnegative Borel functions g is satisfied P-a.s. Clearly, from (2.2) follows that
for all t ≥ 0 and a ∈ R P-a.s. Theorem VI.(1.7) from Revuz and Yor [14] now ensures that there exists a version of the local time L Y (t, a) which is P-a.s. continuous in (t, a). In the following we always assume that L Y satisfies this property. Now let m be an arbitrary nonnegative measure on (R, B(R)). By E m we denote the set of all x ∈ R such that m(D) = +∞ for all open sets D containing x. Obviously, E m is closed. On R \ E m the measure m is locally finite, i.e., for every compact subset K of R \ E m it follows that m(K ) < +∞. Note that m is locally finite on R if and only if E m = ∅.
We introduce the integral functional
From the fact that L Y (t, a) is P-a.s. nondecreasing in t for all a ∈ R, it immediately follows that T t is P-a.s. nondecreasing in t, too. If the measure m is σ -finite on (R, B(R)) by Fubini's theorem and the B(R) ⊗ F tmeasurability of L Y (t, ·) it immediately follows that T t is F t -measurable for every t ≥ 0. However, in general, m need not be σ -finite on (R, B(R)). So we have to take care of the measurability of T t , t ≥ 0.
Lemma 2.4. For every t ≥ 0, the integral functional T t is F t -measurable.
Proof. We fix t ≥ 0. Let N ≥ 1 be a natural number. We put
From the properties of the local time L Y it follows that the random variables
for every n ≥ 1, we get a nondecreasing sequence ( f n ) n≥1 such that f n is B(R)⊗F t -measurable and
Furthermore, the integral
is F t -measurable for all n ≥ 1. From the monotone convergence theorem it follows that
f n (a)m(da) P-a.s.
and, consequently, the left-hand side of this equality is F t -measurable. Finally,
is F t -measurable.
Throughout this paper, for any real-valued process X and B ∈ B(R), by D X B we denote the first entry time of X into B:
Using the martingale property of W and Doob's optional sampling theorem, for x < 0 and y > 0 it is straightforward to get the relation
The local time L W of a Wiener process (W, F) plays an important role in the following. In particular, we will make use of the next lemma.
This lemma can easily be proved using P({L W (t, 0) > 0}) = 1 for all t > 0 (cf. [30] , page 71), the strong Markov property of the Wiener process and that L W (t, a) is P-a.s. nondecreasing in t for every a ∈ R.
The behaviour of integral functionals of type (2.3) for the Wiener process W (instead of Y ) was investigated by Engelbert and Schmidt [31] in the case of absolutely continuous measures m. For later use we will now state the result for general m. The proof is completely the same as in [31] , cf. also Kallenberg [32] , Lemma 20.2.
Theorem 2.7. Let (W, F) be a Wiener process and m an arbitrary nonnegative measure on (R, B(R)). Then for the integral functional
the following properties are fulfilled:
From Theorem 2.7 it follows immediately
Corollary 2.8 (0-1-Law). The following assertions are equivalent:
The measure m is locally finite on R, i.e., E m = ∅.
We also need the following 0-1-law for certain integral functionals of a Wiener process. Different proofs of this result can be found in [33 Theorem 2.9. Let I be an interval of the form I = [0, r ) or I = (r, 0] with −∞ < r < +∞. Then, for any σ -finite measure m on (I, B(I )), the following assertions are equivalent:
We are now going to investigate the problem of P-a.s. convergence or divergence of T t , t ≥ 0, and T ∞ . We notice that some of these problems have been already studied by Engelbert and Senf [28] in the case that m is absolutely continuous with respect to the Lebesgue measure.
In the next proofs, the basic tools will be transformation of space and time. For the purpose of the space transformation we introduce the function
2 ) → R we denote the inverse of G. Obviously, we have
Theorem 2.11. The following assertions are equivalent:
(ii) The measure m satisfies m((−ε, +∞)) = +∞ for all ε > 0.
Proof. We define the process (Z , F) obtained by the space transformation G from (Y, F), setting Z t := G(Y t ), t ≥ 0. Using Itô's formula, we easily get
and hence (Z , F) is a continuous local martingale with associated increasing process
Using the occupation time formula (2.2), it is not hard to show that the relation
holds. Thus from (2.3) we get
It is well known that every continuous local martingale, and therefore (Z , F), can be obtained by time change from a certain Wiener process B on a, possibly enlarged, probability space:
which follows from Tanaka's formula and random time change in Itô's integral (cf. [36] or [37] ), we get
From the definition of (Z , F) it follows that Z t ∈ (−∞, for all t ≥ 0 P-a.s. Applying the strong law of large numbers for the Wiener process W , it can be seen that lim t→∞ Y t = +∞ P-a.s. This implies lim t→+∞ Z t = 1 2 P-a.s. and thus
(2.14)
Using the monotone convergence theorem, from (2.13) we get we have P-a.s.
Now let us introduce
In view of L B (t, a) = 0 for a ∈ [M t , U t ] for all t ≥ 0 P-a.s. and since the measure m is carried by (−∞, 1 2 ) it follows that
Now we assume that E m ∩ [0, +∞) = ∅ which is equivalent to the existence of an x ∈ E m ∩ [0,
}) = 1 and Lemma 2.6 we have
Since L B is P-a.s. continuous in a and M < 0 P-a.s., for P-a.e. ω ∈ Ω there exists a compact neighbourhood
Finally, it follows that P-a.s.
We decompose the integral (2.16) into two parts:
First we investigate the second summand. From E m ∩ [0, 
is σ -finite on [0, +∞) (and hence on [0, 1 2 )). Theorem 2.9 implies that the integral , 0) > 0 on Ω . From the P-a.s. continuity of L B in a and M < 0 P-a.s. it follows that for P-a.e. ω ∈ Ω there exists a real number ε = ε(ω) ∈ 0, |M| with
Hence, we get P-a.s.
Conversely, we now assume that the first summand in (2.17) diverges P-a.s. Let ε > 0 be arbitrary but fixed. From (2.5) we get P(
} it follows that − ε < M and
Finally, we choose ε > 0 arbitrary but fixed. Putting ε := −G(−ε) > 0 it follows that m((−ε, 0)) = +∞ for all ε > 0. This completes the proof.
Theorem 2.19. The following assertions are equivalent:
(ii) The measure m is locally finite on (−∞, 0] and m([0, +∞)) < +∞.
Proof. Let (i) be fulfilled. From Theorem 2.11 it follows that m([0, +∞)) < +∞. Let now x ≤ 0 be arbitrary but fixed. We set x := G(x) ≤ 0. In view of (2.5) there exists an s > 0 such that
Using Lemma 2.6 for W = B and that L B (t, a) is P-a.s. nondecreasing in t, we get
Therefore we get
In view of (i) we have
Since x = H ( x) ∈ H (I x ) and H (I x ) is compact we get that m is locally finite on (−∞, 0]. Conversely, we now assume that (ii) holds. Using Theorem 2.9, we see that the right integral in (2.17) is P-a.s. finite. It remains to show that the first summand in (2.17) is P-a.s. finite, too. We get
But the right-hand side is P-a.s. finite because of the continuity of We are now interested in the behaviour of the integral functional T t at finite time t in dependence of the measure m.
Theorem 2.22. The following statements are true:
Proof. Let the measure m on R be defined as in (2.18) . In view of (2.13) we obtain
where the latter equality follows from
for all t ≥ 0 P-a.s. Using the equality
Similarly, we observe that 24) and hence
Using the relations (2.23) and (2.25), now the statements (i) and (ii) of the theorem are immediate consequences of Theorem 2.7 applied to the Wiener process B and the measure m.
Remark 2.26. Comparing Theorems 2.7 and 2.22 we see that the functionals T W t , t ≥ 0, for a Wiener process W and T t , t ≥ 0, for a Wiener process with drift Y have precisely the same behaviour for finite times t. However, the behaviour of T W ∞ and T ∞ is quite different: Whereas we always have T W ∞ = +∞ P-a.s. (if m is distinct from the null measure), the convergence or divergence of T ∞ is completely described in Theorems 2.11, 2.19 and 2.21 in terms of the measure m.
From Theorem 2.22 we can now derive the following criterion for P-a.s. convergence.
Corollary 2.27. The following assertions are equivalent: (i) P({T t < +∞ for all t ≥ 0}) = 1.
(ii) The measure m is locally finite on R, i.e., E m = ∅.
Proof. If (ii) holds then, obviously, D Y E m
= +∞ everywhere and (i) follows from Theorem 2.22(i). Conversely, we assume that (ii) is not met, i.e., that E m = ∅ holds. From (2.14) and (2.24) we obtain
If G(E m ) ∩ [0, 1 2 ) = ∅, then, obviously, the right-hand side has probability 1. Otherwise, setting x := sup G(E m ) ∈ G(E m ), we see that x < 0 and D B G(E m ) = D B {x} . Using (2.5) yields that the right-hand side of the above relation has strictly positive probability which is in this case strictly less than 1. Hence, if E m = ∅ the event {D Y E m < +∞} has always strictly positive probability. Now Theorem 2.22(ii) implies that (i) is not fulfilled.
The next result deals with the convergence of T t for all t ≥ 0 with strictly positive probability.
Corollary 2.28. The following assertions are equivalent: 
Strong Markov continuous local martingales
Let (Ω , F 0 , P x , x ∈ R) be a family of probability spaces. We assume that for every A ∈ F 0 the map x → P x (A), x ∈ R, is B(R)-measurable. For every probability measure µ on (R, B(R)) we put
and, hence, define a new probability measure P µ on (Ω , F 0 ). Let F µ be the completion of F 0 with respect to P µ . We set F := µ F µ , where the intersection ranges over all probability measures µ on (R, B(R)). We extend every P µ to the σ -algebra F. In this way, we get a family of probability spaces (Ω , F, P x , x ∈ R) with enlarged σ -algebra F. We say that an assertion is fulfilled a.s. if it holds P µ -a.s. for every µ. Furthermore, let F = (F t ) t≥0 be a right-continuous filtration of σ -algebras contained in F such that F 0 is complete in F with respect to the family of probability measures (P µ ). We now assume that there is given a real-valued stochastic process X adapted to F. By F X we denote the filtration generated by X and completed in F, again with respect to the family of probability measures (P µ ). We call (X, F) a stochastic process on the family of probability spaces (Ω , F, P x , x ∈ R). Definition 3.2. A stochastic process (X, F) on (Ω , F, P x , x ∈ R) is called a strong Markov continuous local martingale (SMCLM) if the following properties are satisfied:
(ii) (X, F) is a continuous local martingale with respect to P x for every x ∈ R. (iii) (X, F) is a homogeneous Markov process, i.e., for all s, t ≥ 0, x ∈ R and A ∈ B(R) it holds
(iv) (X, F X ) possesses the strong Markov property, i.e., for every F X -stopping time S, t ≥ 0, x ∈ R and A ∈ B(R) it holds
We notice that for an SMCLM (X, F) the filtration F X is always right-continuous (cf. [39] , Corollary 1.18). Furthermore, in [40, Proposition 2.22] , it is shown that we can choose a version of the local time L X of (X, F) with respect to every probability measure P µ such that L X satisfies the following properties:
In the following, we always assume that L X satisfies these properties. For an SMCLM (X, F) a state x ∈ R is called absorbing if it holds
Let E X be the closed set of all absorbing points of (X, F).
For the notion of the speed measure of a one-dimensional strong Markov continuous process we refer to the literature on Markov processes, e.g., Itô and McKean Jr. [30] . The following theorem is borrowed from Engelbert and Schmidt [39] (1.45), [40] (3.54) . For the definition of E m , cf. the beginning of Section 2. Theorem 3.3. Let (X, F) be an SMCLM. Then there exists a (unique) nonnegative measure m on (R, B(R)), called the speed measure of (X, F), such that the following conditions hold: A measure m on (R, B(R)) with property (ii) is called admissible. We are now going to prepare the next theorem which will be an important tool in our further steps. Let m be an arbitrary admissible measure on (R, B(R)). We assume that there is given a Wiener process (W, G) = (W t , G t ) t≥0 defined on a family of probability spaces (Ω , F, P x , x ∈ R), i.e., (W, G) is an SMCLM with associated increasing process W t = t, t ≥ 0. Let us introduce the filtration G 0 = (G 0 t ) t≥0 defined by
is a G 0 -stopping time and that m is σ -finite on R \ E m , an application of Fubini's theorem shows that the a.s. increasing process T 0 = (T 0 t ) t≥0 is G 0 -adapted. The monotone convergence theorem and a version of Theorem 2.7 for arbitrary initial distributions yield that T 0 = (T 0 t ) t≥0 is a.s. right-continuous. Setting
where Q denotes the set of rational numbers, we get a right-continuous G 0 + = (G 0 t+ ) t≥0 -adapted increasing process T 0 = ( T 0 t ) t≥0 which is indistinguishable from T 0 . Hence, without loss of generality we can, and always do, assume that T 0 is G 0 + -adapted, right-continuous and increasing everywhere, and satisfies (3.4) a.s.
Finally, by A 0 we denote the right inverse of T 0 : 
is an SMCLM with speed measure m and with associated increasing process X ,
Exponential local martingales
Let (X, F) be an arbitrary continuous local martingale on a probability space (Ω , F, P) with right-continuous filtration F starting from X 0 = 0 P-a.s. We know that the exponential local martingale (E(X ), F) associated with (X, F) (cf. (1.1) ) is a martingale if and only if E[E(X ) t ] = 1 for all t ≥ 0. In [28] a criterion for (E(X ), F) to be a martingale is derived. To describe the result in more detail, let A = X be the associated increasing process. First we notice that A can be chosen P-a.s. continuous. (Note that for the proof of this result the filtration F need not be completed, its right continuity is sufficient.) Passing over, if necessary, to the process A defined by
we can, and always do, assume that A is right-continuous and increasing everywhere. Now we consider the right inverse T = (T t ) t≥0 of A, i.e.,
and we introduce the time changed process (W, G) by
It is well known that (W, G) is a Wiener process stopped at A ∞ and that
Furthermore, the exponential local martingale (E(W ), G) associated with (W, G) is a square integrable martingale. This implies E[E(W ) t ] = 1 for all t ≥ 0. Therefore, by
new probability measures Q t on G t = F T t are defined. Because of the martingale property of (E(W ), G) we get a consistent family (Q t ) t≥0 of probability measures. Putting
we extend the family (Q t ) t≥0 to an additive set function Q on the algebra t≥0 G t . This leads to the following theorem. We are now going to state a condition which is equivalent to (4.2). For this we assume that there are given a right-continuous and inreasing process T 0 = (T 0 t ) t≥0 and a filtration G 0 = (G 0 t ) t≥0 satisfying the following properties:
We introduce the σ -algebra G 0 = σ ( t≥0 G 0 t ).
Theorem 4.3.
Suppose that Q is σ -additive on the algebra t≥0 G 0 t ⊆ t≥0 G t and, hence, can be extended to a probability measure on G 0 . Then the process (E(X ), F) is a martingale if and only if
Proof. Obviously, condition (4.4) is equivalent to
Since T 0 is increasing, this amounts to saying that
Note that G is right-continuous and, hence, both T 0 n and T n are G n -measurable. Because T 0 is a Q-modification of T , we conclude that (4.5) is equivalent to
But the right-continuous and increasing process A is the right inverse of T :
From this, it can easily be seen that
Hence, condition (4.6) is equivalent to
proving that conditions (4.2) and (4.4) are equivalent. This completes the proof of the theorem.
Remark 4.7. In Theorem 4.3, working with a filtration G 0 contained in G and a Q-modification T 0 of T is motivated by the fact that, generally speaking, there is less hope that the family (Q t ) t≥0 may be extended to a probability measure Q on σ ( t≥0 G t ). For this we need uncompleted σ -algebras in a "nice" canonical space. For an application of Theorem 4.3, see the proof of Theorem 4.8.
Now we can state the main result of this paper concerning strong Markov continuous local martingales which were introduced in Section 3.
Theorem 4.8. Let x ∈ R be fixed. The exponential local martingale (E(X ), F) associated with the SMCLM (X, F) is a martingale with respect to P x if and only if the speed measure m of (X, F) satisfies m((x − ε, +∞)) = +∞ for all ε > 0.
Proof. Obviously, the statement of the theorem only depends on the distribution of X . Therefore, without loss of generality, we can assume that (X, F) is constructed from its speed measure m and a certain Wiener process as in Theorem 3.5.
For technical reasons we carry out this construction on the space C([0, +∞)) of all realvalued continuous functions on the interval [0, +∞). Let W = (W t ) t≥0 be the coordinate mapping on C([0, +∞)). By C 0 := (C 0 t ) t≥0 we denote the filtration generated by W . We set C 0 := σ ( t≥0 C 0 t ) and equip the measurable space (C([0, +∞)), C 0 ) with the Wiener measure P 0 . For every x ∈ R we set
where
and get a family of probability measures (P x ) x∈R on (C([0, +∞)), C 0 ). Clearly, P x (B) is B(R)-measurable for every B ∈ C 0 . Defining P µ as in (3.1) we introduce C and C W in the same way as F and F X in Section 3. Putting C = C W , we obtain that the process (W, C) on the family (C([0, +∞)), C, P x , x ∈ R) of probability spaces is a Wiener process, i.e., an SMCLM with W t = t for all t ≥ 0. Note that the filtration C is right-continuous. Now let (X, F) be the SMCLM with speed measure m constructed by the time change A 0 from (W, C) on (C([0, +∞)), C, P x , x ∈ R) (cf. Theorem 3.5). We recall that X = A 0 is the right inverse of the G 0 + = C 0 + -adapted, right-continuous and increasing process T 0 which satisfies (3.4) a.s.
We are now going to prove the theorem for the starting point x = 0. The case of an arbitrary starting point x ∈ R can be reduced to this one by translation of the state space and is left to the reader. (Alternatively, one could rely on straightforward generalizations of the results of Section 2 for Brownian motion and Brownian motion with drift with arbitrary starting points x ∈ R.) Moreover, we see that for proving our assertion it is enough to consider the probability space (C([0, +∞)), C, P 0 ).
For every t ≥ 0 we define the probability measure Q t on C t by putting dQ t := E(W ) t dP 0 . Girsanov's theorem shows that the process (W s − s) 0≤s≤t defined on (C([0, +∞)), C t , Q t ) is a Wiener process. Using this, it is an immediate consequence that Q t on C 0 t is the distribution of the process (W s + s) 0≤s≤t on (C([0, +∞)), C t , P 0 ). If we choose Q on C 0 as the distribution of the process (W s + s) s≥0 on (C([0, +∞)), C 0 , P 0 ), it follows that the restriction of Q on C 0 t is Q t for all t ≥ 0. This yields that the family (Q t ) t≥0 of probability measures has an extension Q on C 0 and the assumptions of Theorem 4.3 are satisfied for T = T 0 , G = C, G 0 = C 0 , and G 0 = C 0 . Note that in the remaining part of the proof we have to take care with sets of "probability zero" since, being equivalent on C 0 t for every t ≥ 0, P 0 and Q are singular on C 0 . In particular, Q is not defined on C.
From Theorem 4.3 it follows that (E(X ), F) is a martingale under P 0 if and only if
We recall that T 0 t satisfies (3.4) P 0 -a.s. for all t ≥ 0. The probability measures P 0 and Q being equivalent on C 0 t+ for all t ≥ 0, yields that T 0 t satisfies (3.4) Q-a.s. for all t ≥ 0, too. On the other hand, applying Theorem 2.22 to the Wiener process with drift W on (C([0, +∞)), C Q , Q), where C Q denotes the completion of C 0 with respect to Q, it follows that the right-hand side of (3.4) is Q-a.s. equal to T t defined by
(For this we note that L W (t, a) is a version of the local time of the Wiener process W with respect to P 0 and likewise a version of the local time of the Wiener process with drift W with respect to Q. We also note that T t is C An application of Theorem 2.11 to the Wiener process with drift W on (C([0, +∞)), C Q , Q) now implies that the latter condition is equivalent to m((−ε, +∞)) = +∞ for all ε > 0. This proves that (E(X ), F) is a martingale under P 0 if and only if m((−ε, +∞)) = +∞ for all ε > 0, and hence the proof of the theorem is completed.
The following result is an immediate consequence of Theorem 4.8.
Corollary 4.10. The exponential local martingale (E(X ), F) associated with the SMCLM (X, F) is a martingale with respect to P µ for every initial distribution µ if and only if the speed measure m of (X, F) satisfies m((N , +∞)) = +∞ for all N ≥ 1.
The condition of Theorem 4.8 is always satisfied if there exists an absorbing point a ∈ R such that x ≤ a where x is the fixed starting point. Similarly, the condition of Corollary 4.10 is always satisfied if only there exists a sequence (a n ) of absorbing points converging to infinity. However, in these special cases the result could easily be derived directly: In the case of a fixed starting point, if a is an absorbing point such that x ≤ a then X does not exceed the level a P x -a.s. and hence the exponential local martingale (E(X ), F) is bounded from above P x -a.s. Thus (E(X ), F) is a martingale with respect to P x . The statement involving arbitrary initial distributions is treated in a similar way. Note that here it is sufficient to consider Dirac measures.
This explains that SMCLMs (X, F) without absorbing points (E X = ∅) should constitute the most interesting case which is now considered in the following Corollary 4.11. Suppose that the SMCLM (X, F) has no absorbing points. Then the following conditions are equivalent:
(i) There exists x ∈ R such that (E(X ), F) is a martingale with respect to P x .
(ii) (E(X ), F) is a martingale with respect to P µ for every initial distribution µ. (iii) The speed measure satisfies m([0, ∞)) = +∞.
For the proof we notice that SMCLMs (X, F) without absorbing points admit a locally finite speed measure m.
In conclusion, we will discuss the following example dealing with one-dimensional stochastic differential equations without drift.
Example 4.12. Consider the one-dimensional stochastic differential equation
where B is a Wiener process and b is a measurable function on the real line. A continuous realvalued process X defined on a family (Ω , F, P x , x ∈ R) of probability spaces with a filtration F is a solution of (4.13) if X satisfies the following conditions:
(ii) There exists a Wiener process (B, F) such that (4.13) holds for all t ≥ 0 a.s.
We define the nonnegative measure m on (R, B(R)) by Proof. According to [41, Theorem 4 .61], there exists a fundamental solution (X, F) of (4.13) defined on a, possibly enlarged, family of probability spaces and a (X, F)-delay V (i.e., an F-adapted right-continuous increasing process V with values in [0, +∞] supported by {s ≥ 0 : X s ∈ N ∩ E c }) such that
where the continuous F-time change T = (T t ) t≥0 is just the right inverse of (t + V t ) t≥0 . Note that T t ≤ t for every t ≥ 0 and that
Hence, from Corollary 4.15 applied to the fundamental solution (X, F) and Doob's optional sampling theorem we get that under the assumptions of the corollary E x E(X ) t = 1 (resp. E µ E(X ) t = 1) for all t ≥ 0 which proves the result.
The sufficient conditions in (i), (ii) and (iii) of Corollary 4.16 are not necessary, in general. To illustrate the situation, we consider a strong Markov solution (X , F) of (4.13) which is obtained from a fundamental solution (X, F) of (4.13) given on a canonical space by the (X, F)-delay V (cf. proof of Corollary 4.16). According to [41, Theorem 4.63] , this is equivalent to the existence of a nonnegative measure n on (R, B(R)) carried by N ∩ E c such that E n ∩ E c ⊆ N and V t = R L X (t, y) n(dy), t ≥ 0, and the speed measure of the SMCLM (X , F) is just m + n where m is defined by (4.14). As a consequence, the measure n (called the delay measure) is singular to the Lebesgue measure. Thus, whether (E(X ), F) is a martingale or not depends not only on the diffusion coefficient b, but also on the delay measure n. Suppose, e.g., that (X , F) has no absorbing points. Then b −2 is locally integrable and the delay measure n is locally finite on R, and (E(X ), F) is a martingale with respect to P µ for all initial distributions µ if and only if either 
