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Re´sume´
Ces travaux s’articulent autour de la de´tection et de la pre´vision des phe´nome`nes
turbulents dans la couche limite atmosphe´rique. Nous proposons tout d’abord une
me´thode stochastique innovante de reconstruction locale de l’atmosphe`re turbulente.
Cette me´thode de reconstruction repose sur un filtre a` particules : le syste`me de par-
ticules est utilise´ pour mode´liser l’e´coulement atmosphe´rique et sa variabilite´ interne.
L’e´volution temporelle des particules est donne´e par un mode`le lagrangien stochas-
tique. La mise a` jour des particules et l’apprentissage des parame`tres turbulents se
font a` l’aide d’observations mesure´es par un lidar Doppler 3D.
Nous pre´sentons ensuite une nouvelle me´thode de descente d’e´chelle stochastique
pour la pre´vision de la turbulence sous-maille. A partir du mode`le me´te´orologique
non-hydrostatique en points de grille Meso-NH, nous forc¸ons un syste`me de parti-
cules qui e´volue a` l’inte´rieur des mailles. La descente d’e´chelle s’effectue a` la fois
spatialement et temporellement. Notre me´thode de descente d’e´chelle permet de
mode´liser des champs sous-maille cohe´rents avec le mode`le en points de grille.
Dans un chapitre interme´diaire, nous pre´sentons une e´tude pre´liminaire concer-
nant l’advection de structures turbulentes au sein d’un syste`me de particules. Nous
montrons la capacite´ des particules a` advecter une structure turbulent fine qui est
soit apprise graˆce a` des observations, soit apparue sous maille suite a` un forc¸age de
grande e´chelle.
Dans un dernier temps nous introduisons les proble`mes de remonte´e d’e´chelle.
La reconstruction de l’atmosphe`re mode´lise la turbulence dans un volume restreint
qui couvre au plus quelques mailles des mode`les me´te´orologiques en points de grille.
L’objectif de la remonte´e d’e´chelle est de construire une me´thode d’assimilation de
l’atmosphe`re reconstruite. En utilisant l’algorithme de nudging direct et re´trograde,
nous explorons les proble`mes lie´s a` la taille du domaine observe´. Nous proposons
finalement un algorithme de nudging avec apprentissage de parame`tre, illustre´ sur
un cas simple.
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Introduction
Cette the`se est a` la confluence de deux domaines : d’un coˆte´ l’observation et
la mode´lisation de l’atmosphe`re et de l’autre les mathe´matiques applique´es, et plus
particulie`rement les probabilite´s. Ce travail s’attache a` montrer l’apport des proba-
bilite´s pour re´soudre les proble`mes actuels en physique de l’atmosphe`re. Nous nous
inte´ressons plus particulie`rement aux phe´nome`nes turbulents dans la couche limite
atmosphe´rique.
1 Les enjeux
La couche limite atmosphe´rique constitue la partie de l’atmosphe`re directe-
ment influence´e par la pre´sence de la surface terrestre : c’est la couche de l’at-
mosphe`re proche du sol dans laquelle nous vivons. Par conse´quent, la turbulence
dans la couche limite atmosphe´rique a un impact direct sur divers secteurs indus-
triels. Sur ae´roport par exemple, les phe´nome`nes turbulents a` basse altitude peuvent
compromettre la se´curite´ des personnes, a` la fois lors de l’embarquement (risque
d’effondrement des passerelles mobiles) et du de´collage (fort cisaillement de vent,
tourbillon de sillage, etc...). Le trafic ae´rien est re´gulie`rement perturbe´ par de tels
phe´nome`nes me´te´orologiques qui retardent les de´collages et les atterrissages. L’in-
dustrie e´olienne est e´galement concerne´e : la turbulence atmosphe´rique augmente
l’usure des e´oliennes, et, dans des cas extreˆmes, peut menacer leur inte´grite´.
La re´ponse a` ces proble`mes industriels et e´conomiques passe par une meilleure
pre´vision des phe´nome`nes turbulents dans la couche limite. Pour y parvenir, plu-
sieurs difficulte´s sont a` re´soudre.
Les e´chelles caracte´ristiques. Les phe´nome`nes turbulents dans la couche limite
atmosphe´rique ont des e´chelles caracte´ristiques pouvant aller de quelques dizaines
de me`tres au kilome`tre et des dure´es de vie assez variables (de quelques minutes
a` quelques heures). Les capteurs in-situ effectuent des mesures ponctuelles : les
phe´nome`nes turbulents sont observe´s uniquement s’ils se produisent au point de
mesure. Les observations te´le´-de´tecte´es couvrent un volume plus important, mais
les mesures sont souvent inte´gre´es en temps. Leur re´solution temporelle s’en trouve
de´grade´e ce qui limite l’observation des phe´nome`nes a` courte dure´e de vie. En raison
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des petites e´chelles qui les caracte´risent, l’e´tude de ces phe´nome`nes turbulents est
de´licate et ne´cessite des campagnes de mesures approprie´es.
La mode´lisation de la turbulence. A cause de leur taille re´duite, la mode´lisation
et la pre´vision des phe´nome`nes turbulents dans la couche limite atmosphe´rique fi-
gurent parmi les de´fis en me´te´orologie. La physique de la turbulence dans la couche
limite est encore a` l’e´tude car toujours mal comprise. La mode´lisation de la tur-
bulence est donc limite´e aux plus grandes e´chelles pre´sentes dans la couche limite.
En dehors de la compre´hension des phe´nome`nes, la mode´lisation de la turbulence se
trouve e´galement limite´e par la re´solution des mode`les me´te´orologiques. Les mode`les
ope´rationnels ont une re´solution kilome´trique et, par conse´quent, ne peuvent pas
re´soudre les e´chelles de la turbulence qui nous inte´ressent.
Pour ame´liorer la connaissance des phe´nome`nes turbulents nous disposons au-
jourd’hui d’une palette varie´e d’outils, allant de l’instrumentation aux nouvelles
techniques de mode´lisation.
Les lidars Doppler. Le de´veloppement des lidars ouvre une toute nouvelle voie
pour l’e´tude de l’atmosphe`re turbulente par te´le´-de´tection. Les re´solutions spatiales
et temporelles des lidars sont variables suivant les instruments et les domaines pour
lesquels ils ont e´te´ de´veloppe´s. Les lidars les plus pre´cis ont une re´solution spatiale
d’une vingtaine de me`tres, et une re´solution temporelle de l’ordre de la seconde. Ces
lidars Doppler mesurent le vent en une dizaine de points situe´s dans l’axe de vise´e
du faisceau laser. La disposition et la re´solution des observations permettent donc
d’observer et de suivre l’e´volution des phe´nome`nes turbulents dans la couche limite.
La mode´lisation a` l’aide de syste`me de particules. Les syste`mes de par-
ticules sont une me´thode stochastique de mode´lisation sans maillage adapte´e a` la
mode´lisation des processus intermittents ou variations rapides. Dans le cas d’un
fluide turbulent, les particules sont capables de reproduire l’e´volution spatiale et
temporelle des tourbillons pre´sents dans l’e´coulement.
La puissance de calcul. La mode´lisation d’un fluide a` l’aide de syste`mes de
particules est tre`s couˆteuse en temps de calcul. Si, aujourd’hui, les particules ne
sont employe´es que dans le domaine de la recherche, l’augmentation constante de la
puissance des calculateurs et la paralle´lisation des mode`les particulaires permettront
d’e´largir les domaines d’application dans un futur proche.
Pour relever ces de´fis me´te´orologiques autour de la turbulence, nos travaux uti-
lisent les outils que nous venons de citer. Meˆme si toutes les difficulte´s ne sont pas
re´solues, les travaux pre´sente´s ici s’inscrivent dans une de´marche globale qui vise a`
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cre´er une nouvelle me´thode de pre´vision de la turbulence, reposant a` la fois sur l’ob-
servation, l’assimilation, et la mode´lisation particulaire des phe´nome`nes turbulents.
Cette the`se comporte trois volets qui s’articulent autour des phe´nome`nes tur-
bulents de petite e´chelle. Le premier volet est consacre´ a` la reconstruction de l’at-
mosphe`re turbulente et a` l’estimation des parame`tres turbulents a` partir de mesures
de lidar Doppler.
Les deux autres volets de cette the`se de´veloppent les questions de mode´lisation
sous-maille de l’atmosphe`re turbulente et d’assimilation de donne´es sous-maille dans
un mode`le en points de grille. Ces deux volets, appele´s respectivement descente et
remonte´e d’e´chelle, permettent de valoriser et d’exploiter au mieux les informations
obtenues par reconstruction de l’atmosphe`re.
2 Reconstruction de l’atmosphe`re
En reconstruction de l’atmosphe`re, nous nous inte´ressons a` la de´tection en temps
re´el des phe´nome`nes turbulents a` partir d’observations de vent. Le temps re´el renvoie
ici a` la fre´quence d’observation. Le but est de mettre a` jour notre connaissance de
l’atmosphe`re a` chaque nouvelle observation. Ces travaux ont e´te´ rendus possibles
par l’alliance des techniques instrumentales et des me´thodes de filtrage non-line´aire.
Travaux pre´ce´dents en reconstruction de l’atmosphe`re. Les travaux ont
de´bute´ par la reconstruction de l’atmosphe`re a` partir d’observations de vent ponc-
tuelles, et en trois dimensions [11]. L’objectif e´tait d’estimer la turbulence a` partir
de mesures ane´mome´triques. Le cadre the´orique associe´ a e´te´ de´crit avec pre´cision
par Baehr [12]. La me´thode d’estimation de la turbulence qu’il pre´sente fait inter-
venir les processus de Markov a` champ moyen. Dans le cas ge´ne´ral de´crit par Del
Moral, l’algorithme de filtrage d’un processus a` champ moyen utilise des ıˆles de
particules [39]. La convergence de ces algorithmes a e´te´ de´montre´e tre`s re´cemment
par Ichard et Verge´ [64]. Dans le cadre de l’estimation de la turbulence, les liens
physiques entre le mode`le et l’observation nous permettent d’utiliser un algorithme
plus simple qui ne fait pas intervenir d’ˆıles de particules.
Les travaux de Baehr soule`vent e´galement des questions autour du point de vue
a` adopter (lagrangien ou eule´rien). Les re´ponses apporte´es me`nent naturellement au
filtrage de mesures obtenues a` l’aide de capteurs mobiles [12]. Ce domaine d’appli-
cation est particulie`rement porteur, puisque les plateformes de mesures mobiles sont
de plus en plus re´gulie`rement mises en œuvre pour les campagnes d’e´tude des pro-
cessus atmosphe´riques. En effet, les ballons captifs ou les drones viennent souvent
comple´ter les maˆts de mesure et les stations au sol, car ils permettent d’obser-
ver facilement l’atmosphe`re a` diffe´rentes altitudes. Cependant, de telles plateformes
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e´voluent suivant une dynamique qui n’est pas connue et qui de´pend du milieu (in-
fluence du vent sur la trajectoire de la plateforme par exemple). Cette dynamique
doit eˆtre filtre´e pour ne pas perturber l’estimation du vent et de la turbulence. Pour
pallier le manque d’information sur la dynamique de la plateforme, un algorithme
de filtrage combinant filtre de Rao-Blackwell et optimisation variationnelle a e´te´
de´veloppe´ [14]. Les re´sultats obtenus ont de´montre´ la pertinence de cette me´thode.
Sur les exemples donne´s jusqu’a` pre´sent la turbulence e´tait estime´e a` l’aide de me-
sures in-situ. Ces techniques d’estimation s’appliquent e´galement aux observations
te´le´-de´tecte´es. Dans le cadre de cette the`se on s’inte´ressera tout particulie`rement
aux observations lidar.
L’utilisation de lidar pour l’observation de l’atmosphe`re remonte a` la fin des
anne´es 1960, avec les premie`res observations d’ae´rosols [55]. Depuis, la technologie
lidar s’est de´veloppe´e et permet d’observer d’autres parame`tres atmosphe´riques tels
que le vent [101], l’humidite´ [30], ou le contenu en cendres volcaniques [59]. Les li-
dars sont aujourd’hui de´ploye´s sur tout type de plate-forme, du sol aux satellites [1].
Ils mesurent le vent par effet Doppler, graˆce a` un laser infrarouge. Pour chaque tir
de laser, le lidar restitue des observations en plusieurs points de l’axe de vise´e. En
fonction du laser utilise´, cet instrument a une porte´e allant de quelques centaines de
me`tres a` quelques kilome`tres, avec une fre´quence de mesure de l’ordre du hertz. Il
restitue donc une information haute fre´quence sur le vent dans la couche limite at-
mosphe´rique. Suivant l’angle d’e´le´vation du laser, le syste`me lidar permet d’observer
les vents horizontaux, verticaux ou obliques. En utilisant les meˆmes techniques que
pour les mesures ane´mome´triques, on peut exploiter ces observations pour estimer
la turbulence et le vent.
L’exploitation des capacite´s des lidars Doppler pour mesurer la turbulence inte´resse
de preˆt les producteurs d’e´nergie e´olienne [115] [61]. Les travaux que nous pre´sentons
apportent de nouveaux outils qui pourront re´pondre aux besoins de l’industrie
e´olienne.
Notre approche. L’ensemble des travaux pre´sente´s en reconstruction de l’at-
mosphe`re repose sur une mode´lisation de l’atmosphe`re a` l’aide de syste`mes de parti-
cules. Les syste`mes de particules sont a` la base des techniques de filtrage non-line´aire
mises en œuvre en reconstruction de l’atmosphe`re et en estimation des parame`tres
turbulents.
Comme nous le verrons de manie`re de´taille´e, les particules ont deux interpre´tations
en reconstruction de l’atmosphe`re. Les particules sont tout d’abord des particules
stochastiques qui e´voluent avec un mode`le stochastiques et qui mode´lisent un e´tat
en e´chantillonnant sa fonction de densite´ de probabilite´.
Les particules ont ici e´galement une interpre´tation fluide. Elles mode´lisent l’e´coulement
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atmosphe´rique turbulent. La cohe´rence de l’e´coulement mode´lise´ avec la physique
de l’atmosphe`re est assure´e par l’observation. La me´thode de reconstruction de l’at-
mosphe`re utilise un filtre non-line´aire pour se´lectionner les particules en fonction de
leur vraisemblance par rapport a` l’observation. Les particules mode´lisent ainsi l’at-
mosphe`re autour de l’observation. En utilisant leur interpre´tation mathe´matique,
nous obtenons une estimation de la variabilite´ locale de l’atmosphe`re en calculant la
variabilite´ interne au syste`me de particules. C’est l’apport novateur de la me´thode
de reconstruction : les parame`tres turbulents peuvent eˆtre calcule´s a` chaque nou-
velle observation en utilisant le syste`me de particules. Nous verrons e´galement plus
loin l’apport de la mode´lisation par syste`mes particulaires dans les proble`mes de
descente d’e´chelle et de mode´lisation sous-maille.
Une fois l’atmosphe`re reconstruite et la turbulence estime´e en temps re´el, il vient
naturellement l’envie d’exploiter ces informations pour ame´liorer la mode´lisation et
la pre´vision des phe´nome`nes turbulents dans la couche limite. Cette valorisation
de la reconstruction de l’atmosphe`re passe par un couplage entre le mode`le phy-
sique utilise´ en reconstruction et un mode`le me´te´orologique. La reconstruction de
l’atmosphe`re ouvre la voie a` une mode´lisation du vent et de la turbulence tota-
lement nouvelle, en terme d’e´chelles spatiales et temporelles. Compte-tenu de ces
e´chelles, la reconstruction de l’atmosphe`re est sous-maille par rapport au mode`le
me´te´orologique.
Le couplage est compose´ de deux phases. Tout d’abord, on effectue une descente
d’e´chelle, allant du mode`le me´te´orologique vers le mode`le utilise´ en reconstruction.
La seconde e´tape consiste a` utiliser l’information sous-maille pour corriger le mode`le
me´te´orologique : c’est la remonte´e d’e´chelle.
3 Me´thodes de descente d’e´chelle
La me´thode de descente d’e´chelle que nous proposons consiste a` forcer le mode`le
sous-maille avec les champs issus d’un mode`le me´te´orologique a` mailles ”larges”. Ici,
ce qualificatif a une valeur relative. Le mode`le en points de grille large que nous
utilisons est un mode`le de meso-e´chelle. Par rapport aux mode`les ope´rationnels,
notre mode`le large est en fait un mode`le a` tre`s haute re´solution. Nous adoptons ici
une autre e´chelle. Le mode`le me´te´orologique de meso-e´chelle est conside´re´ comme
le mode`le basse re´solution. Un second mode`le, a` haute re´solution, est utilise´ pour
mode´liser la dynamique de l’atmosphe`re turbulente sous-maille.
Du point de vue du mode`le sous-maille, les champs du mode`le basse re´solution
sont vus comme des champs moyens. L’objectif de la descente d’e´chelle est d’obtenir
une mode´lisation sous-maille cohe´rente avec le forc¸age moyen du mode`le me´te´orologique
basse re´solution tout en ayant une re´solution spatiale et temporelle plus fine que celle
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du mode`le utilise´ pour le forc¸age.
Notre me´thode de descente d’e´chelle permet de mode´liser et donc de pre´voir le
vent et les parame`tres de la turbulence sous-maille. Ce type d’information peut eˆtre
valorise´ dans de nombreux domaines d’applications. Nous pensons particulie`rement
a` une gestion plus suˆre des plate-formes ae´roportuaires, ou au de´veloppement de
me´thodes d’exploitation en temps re´el et a` courte e´che´ance des champs d’e´oliennes.
Quelques mode`les existants. Notre me´thode stochastique de descente d’e´chelle
vient comple´ter la liste de techniques de´veloppe´es pour re´pondre aux besoins de
mode´lisation a` haute re´solution en ge´o-sciences. Parmi ces techniques, on trouve les
me´thodes a` maillage adaptatif employe´es pour les mode´lisations oce´aniques [18] [79]
et de la couche limite atmosphe´rique [2]. Les mode`les LES (Large Eddy Simulation)
figurent e´galement parmi les outils de mode´lisation a` haute re´solution [112]. Ils sont
fre´quemment utilise´s pour la mode´lisation et l’e´tude des processus turbulents dans
la couche limite atmosphe´rique. Ce type de mode`le a e´te´ employe´ dans plusieurs
campagnes de mesures pour l’e´tude de la couche limite convective. Par exemple,
dans la campagne BLLAST, les mode`les Meso-NH [73], DALES [60], et NCAR-
LES [108] ont permis de comple´ter les observations et de mode´liser les processus de
transition de fin d’apre`s-midi. Les mode`les LES sont e´galement tre`s souvent utiliser
pour e´tudier l’e´coulement atmosphe´rique en terrain complexe, que ce soit un champ
d’e´oliennes [105], une zone urbaine [126], ou une valle´e alpine [129].
L’approche stochastique que nous proposons adopte un autre point de vue :
au lieu d’affiner le maillage, nous mode´lisons l’atmosphe`re sous-maille a` l’aide de
syste`mes de particules. Par rapport a` la reconstruction de l’atmosphe`re, les parti-
cules sont utilise´es de manie`re le´ge`rement diffe´rente. En reconstruction, les parti-
cules vivent a` l’inte´rieur du volume observe´ et elles sont se´lectionne´es pour rester
cohe´rentes avec l’observation. En descente d’e´chelle, elles sont force´es par le mode`le
a` maille large. Le syste`me de particules vit a` l’inte´rieur des mailles du mode`le. Le
mode`le d’e´volution des particules contient deux parame`tres de contoˆle : le forc¸age
consiste a` fixer leur valeur en fonction des champs issus du mode`le en points de
grille.
La mode´lisation sous-maille a` l’aide de syste`mes de particules a de´ja` e´te´ uti-
lise´e pre´ce´demment par l’e´quipe TOSCA de l’INRIA. Cette e´quipe a de´veloppe´
une me´thode de descente d’e´chelle stochastique en vue de l’appliquer au mode`le
me´te´orologique non-hydrostatique a` aire limite´e MM5 (de´veloppe´ par le NCAR et
la Penn State University) [110] [15] [16]. Ces travaux, comme les noˆtres, ont pour
objectif de mode´liser le vent a` fine e´chelle et sur une aire limite´e. Les mode`les sto-
chastiques qui de´crivent l’e´volution des particules sont dans les deux cas des mode`les
lagrangiens inspire´s des travaux de Pope sur la turbulence [103] [104]. Une e´tude
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tre`s comple`te a e´te´ mene´e sur ce mode`le. Les algorithmes que nous avons de´veloppe´s
profitent de l’assurance du bon comportement de ce mode`le a` champ moyen montre´
dans l’article de Bossy et al. [23].
Dans les travaux mene´s par l’e´quipe TOSCA, la descente d’e´chelle se fait en
fixant les conditions aux bords du domaine de simulation d’apre`s le mode`le eule´rien
de grande e´chelle. Ce forc¸age aux bords assure la cohe´rence entre le syste`me de par-
ticules et le mode`le de grande e´chelle. Il permet e´galement de conserver les particules
a` l’inte´rieur du domaine : le forc¸age induit une re´flexion des particules sur les bords
du domaine. Ces travaux traitent e´galement des questions pose´es par l’incompres-
sibilite´ du fluide et des conse´quences sur la gestion du syste`me de particules [27].
Le mode`le lagrangien d’e´volution des particules est pilote´ par deux parame`tres de
controˆle. Ces parame`tres sont de´duits a` l’aide de sche´ma de fermeture.
Notre me´thode. Nous proposons dans ce manuscrit une de´marche alternative.
Le forc¸age du syste`me de particules se fait par l’interme´diaire des parame`tres de
controˆle du mode`le d’e´volution. En utilisant les champs en points de grille du mode`le
de grande e´chelle, nous forc¸ons les particules maille par maille. Notre me´thode de
descente d’e´chelle laisse les particules libres a` l’inte´rieur du domaine simule´. Les
particules peuvent passer d’une maille du mode`le a` une autre. Lorsque l’e´coulement
pousse les particules a` l’exte´rieur, nous les replac¸ons a` l’inte´rieur du domaine et
nous leur attribuons de nouvelles vitesses, cohe´rentes avec les valeurs du champ en
points de grille. Les particules e´voluent avec un pas de temps plus court que celui
du mode`le. A chaque nouveau pas de temps du mode`le grande e´chelle les forc¸ages
sont actualise´s.
Cette me´thode de descente d’e´chelle a e´te´ construite pour s’adapter aux mode`les
atmosphe´riques de fine e´chelle, tels que les mode`les LES. Pour valider les champs
sous-maille mode´lise´s par les syste`mes de particules, nous avons utilise´ le mode`le
de recherche Meso-NH. Ce mode`le non-hydrostatique est de´veloppe´ conjointement
par le CNRM et le LA. Nos expe´riences utilisent les simulations haute re´solution
effectue´es pour la campagne BLLAST.
A partir des simulations et des observations effectue´es durant cette campagne,
nous montrons la capacite´ des particules a` mode´liser l’atmosphe`re turbulente sous-
maille. Nous travaillons plus particulie`rement sur le vent et l’e´nergie cine´tique tur-
bulente reproduits par les particules lorsqu’elles sont force´es par un champ de
grande e´chelle. Le vent et l’e´nergie cine´tique turbulente mode´lise´s par les parti-
cules sous-maille sont valide´s par comparaison avec les simulations Meso-NH a` haute
re´solutions.
Advection de structures turbulentes. Les travaux sur la reconstruction de
l’atmosphe`re et sur la descente d’e´chelle ont mis en lumie`re la capacite´ des syste`mes
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de particules (dont l’e´volution est de´crite par notre mode`le lagrangien) a` advec-
ter l’information apprise par l’observation ou le forc¸age en amont de l’e´coulement.
Par exemple, supposons qu’une structure turbulente soit observe´e en amont de
l’e´coulement. Graˆce a` l’observation, elle est donc mode´lise´e par le syste`me de parti-
cules. Le mode`le turbulent permet de faire vivre cette structure et de l’advecter sui-
vant l’e´coulement jusqu’a` l’observation suivante. Si la structure est toujours pre´sente,
l’observation confirmera son existence et le syste`me de particules continuera a` la
mode´liser. Si par contre elle s’est atte´nue´e avant d’arriver au point d’observation, la
mise a` jour des particules permettra de mode´liser la dissipation.
Nous pre´senterons la synthe`se des re´sultats obtenus en reconstruction de l’at-
mosphe`re et en descente d’e´chelle pour illustrer ce point tout a` fait nouveau. Cette
capacite´ a` mode´liser l’advection de structures turbulentes pourra se de´cliner en di-
verses applications pour la dispersion de polluant [92], ou l’e´tude de site pour l’im-
plantation d’e´oliennes et la pre´vention de l’usure pre´mature´e des turbines [42] [134].
4 Me´thodes de remonte´e d’e´chelle
Nous venons d’introduire la reconstruction locale de l’atmosphe`re qui est un ou-
til de de´tection en temps re´el des phe´nome`nes turbulents, ainsi que notre me´thode
de descente d’e´chelle stochastique qui permet, quant a` elle, la pre´vision de ces
phe´nome`nes. Pour comple´ter le cycle, nous avons besoin d’une me´thode de remonte´e
d’e´chelle pour assimiler l’atmosphe`re reconstruite et corriger le mode`le qui sera uti-
lise´ comme forc¸age en descente d’e´chelle.
La me´thode de reconstruction de l’atmosphe`re propose´e dans ce manuscrit mode´lise
le vent et la turbulence de manie`re nouvelle : nous avons maintenant acce`s a` des
e´chelles spatiales et temporelles fines, de l’ordre de la dizaine de me`tres et de
quelques secondes. Il n’existe donc pas pour le moment de technique d’assimilation
de donne´es permettant de corriger un mode`le me´te´orologique a` l’aide d’observations
disponibles aux re´solutions spatiales et temporelles accessibles en reconstruction de
l’atmosphe`re.
Les enjeux. Pour comprendre les enjeux et les difficulte´s lie´s a` la remonte´e d’e´chelle,
il est inte´ressant de comparer les e´chelles accessibles par la reconstruction de l’at-
mosphe`re, a` celles repre´sente´es dans les mode`les me´te´orologiques a` haute re´solution.
Les phe´nome`nes mode´lise´s par la reconstruction de l’atmosphe`re ont des longueurs
caracte´ristiques de quelques dizaines a` une centaine de me`tres. Les mode`les me´te´orologiques
ope´rationnels ont a` l’heure actuelle une re´solution allant de quelques kilome`tres
(2.5km pour le mode`le franc¸ais AROME, tre`s prochainement 1.3km) a` une dizaine
de kilome`tres (10km sur la France me´tropolitaine pour ARPEGE). Les prochains
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de´veloppements permettront une mode´lisation plus fine sur des zones d’inte´reˆt telles
que les ae´roports. Une version du mode`le AROME a` 500m de re´solution horizontale
a de´ja` e´te´ teste´e [54]. Comme nous pouvons le constater, l’atmosphe`re est recons-
truite par notre algorithme de manie`re tre`s locale et a` des e´chelles tre`s fines par
rapport a` la re´solution des mode`les ope´rationnels, ou prochainement ope´rationnels.
Les difficulte´s lie´es a` la remonte´e d’e´chelle. La remonte´e d’e´chelle de l’at-
mosphe`re reconstruite vers un mode`le ope´rationnel en points de grille est un proble`me
qui de´passe le cadre de l’assimilation de donne´es. Les champs de vent et d’e´nergie
cine´tique turbulente reconstruits couvrent au mieux quelques mailles des mode`les
a` haute re´solution. L’assimilation de donne´es ne pourra donc se faire que sur une
partie tre`s restreinte du domaine mode´lise´. La premie`re question a` laquelle nous
devrons re´pondre concerne l’impact de cette assimilation de donne´es partielle sur
la qualite´ de la simulation dans son ensemble. En effet, si l’assimilation ne permet
de corriger le mode`le que tre`s localement, il faudra s’interroger sur l’inte´reˆt de la
proce´dure.
La deuxie`me question a` laquelle il faudra re´pondre porte sur les variables a`
assimiler. Les champs issus de la reconstruction de l’atmosphe`re sont d’e´chelle spatio-
temporelle tre`s infe´rieure a` celles des mode`les ope´rationnels. Ils ne peuvent donc eˆtre
assimile´s directement sans introduire des modes trop fins ou trop rapides pour eˆtre
repre´sente´s par le mode`le me´te´orologiques. Par conse´quent, pour e´viter les proble`mes
d’instabilite´, ces modes sont automatiquement filtre´s. L’ide´e est plutoˆt d’assimiler
la moyenne du vent, sa variance, ou tout autre fonction de structure pre´sente dans
les e´quations du mode`le a` corriger.
Cette question sur la fac¸on d’assimiler les variables sous maille revient e´galement
a` s’interroger sur la repre´sentativite´ des observations assimile´es dans les mode`les.
Les champs reconstruits peuvent eˆtre conside´re´s comme des observations enrichies.
La question est de savoir s’il est correct de corriger une atmosphe`re moyenne par
maille a` l’aide d’observations qui repre´sentent l’atmosphe`re a` une e´chelle tre`s locale.
La re´ponse comple`te a` cette question de´passe largement le cadre de cette the`se.
Nous verrons cependant que les expe´riences mene´es en descente d’e´chelle apportent
quelques ide´es pour de´buter les travaux sur ce sujet.
L’association de la remonte´e et de la descente d’e´chelle ame`ne au couplage in-
teractif de deux mode`les. Les proble`mes concernant la taille du domaine mode´lise´
finement ont de´ja` e´te´ souleve´s par l’expe´rience de Moeng et al. [93]. Cette expe´rience
consiste a` utiliser le mode`le WRF (de´veloppe´ par le NCAR) pour re´aliser un couplage
interactif entre deux simulations LES dont les domaines sont imbrique´s. L’e´tude met
en avant les proble`mes rencontre´s lorsque la grille la plus fine ne couvre qu’une petite
partie de la grille large. Elle pre´sente e´galement les difficulte´s lie´es a` la remonte´e de
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la turbulence sous-maille dans le mode`le a` grille large. La re´alisation d’un tel cou-
plage interactif a` l’aide de me´thodes variationnelles (4DVar) a e´te´ de´crite de manie`re
the´orique puis applique´e a` un mode`le de shallow water 2D par Simon et al. [119].
L’ensemble de ces travaux ouvrent la voie au couplage interactif mais la question
lie´e a` la repre´sentation des phe´nome`nes sous-maille dans le mode`le a` maille large
reste ouverte.
Une premie`re approche : le nudging. La remonte´e doit eˆtre le trait d’union
entre la mode´lisation de l’atmosphe`re par les particules lagrangiennes et le mode`le
en point de grille eule´rien. Cet aspect important figure parmi les perspectives de nos
travaux. Nous nous sommes principalement concentre´s sur la re´ponse a` la premie`re
question introduite plus toˆt : quel est l’impact sur l’ensemble de la simulation de
l’assimilation de donne´es sur une sous partie du domaine ?
Pour e´tudier cet impact, nous nous sommes tourne´s vers une me´thode d’assimila-
tion de donne´es simple, appele´e nudging, qui a e´te´ teste´e et utilise´e en me´te´orologie
ou en oce´anographie [19]. L’algorithme du nudging classique consiste a` ajouter aux
e´quations du mode`le un terme de relaxation vers l’observation pour corriger les si-
mulations. Le nudging a e´te´ de´veloppe´ par les me´te´orologues et repris ensuite par
les oce´anographes [3] [128]. Il permet de corriger l’e´tat simule´ a` un instant donne´
a` l’aide des observations passe´es. Les re´cents de´veloppements autour du nudging
permettent aujourd’hui de corriger e´galement l’e´tat simule´ par le mode`le au de´but
de la pe´riode d’assimilation [6]. Cette version re´cente de l’algorithme de nudging est
appele´ nudging direct et re´trograde. Dans le sens direct, un nudging classique est ef-
fectue´. C’est le sens re´trograde qui permet de corriger un e´tat a` l’aide d’observations
”futures”. Le nudging direct et re´trograde peut eˆtre compare´ a` la me´thode variation-
nelle 4DVar. Le 4DVar permet de corriger la trajectoire comple`te des e´tats simule´s
durant la pe´riode d’assimilation, en utilisant l’ensemble des observations disponibles
sur la pe´riode [41]. Le nudging direct et re´trograde et le 4DVar ont e´te´ teste´s et com-
pare´s sur le mode`le de shallow water [4]. Les deux me´thodes d’assimilation donnent
des re´sultats similaires. Toutefois, le nudging pre´sente le net avantage de ne pas utili-
ser de mode`le adjoint. Il est par conse´quent plus simple a` imple´menter que le 4DVar.
Nos travaux sur le nudging et la remonte´e d’e´chelle ne comportent pour le mo-
ment que des expe´riences pre´liminaires visant a` valider le principe et l’inte´reˆt du
nudging direct et re´trograde pour notre proble`me. Dans un cas 1D simple, nous
avons tout d’abord compare´ les effets du nudging pour deux re´partitions diffe´rentes
des observations. Dans la majorite´ des applications de´crites dans la litte´rature, les
observations couvrent l’ensemble du domaine simule´, ou a` de´faut sont re´parties de
manie`re re´gulie`re sur le domaine [5]. Dans nos travaux, les observations couvrent
une sous-partie compacte du domaine. Nous comparons l’apprentissage par nudging
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direct et re´trograde suivant la re´partition (compacte ou re´gulie`re) des observations.
Dans un second temps, nous proposons une nouvelle extension de l’algorithme
de nudging. L’objectif est d’exploiter la re´partition compacte des observations pour
apprendre les parame`tres du mode`le d’e´volution. Nous appliquons le nudging avec
apprentissage de parame`tre a` un cas simple, base´ sur l’e´quation d’advection pure.
5 Guide de lecture du manuscrit
Ce manuscrit est compose´ de deux parties principales qui traitent de la recons-
truction de l’atmosphe`re et du couplage de la me´thode de reconstruction avec un
mode`le en points de grille. La premie`re partie est la plus aboutie. Nous y pre´sentons
a` la fois des expe´riences ”jouet” et des re´sultats obtenus a` partir de donne´es re´elles.
La deuxie`me partie regroupe des travaux e´loigne´s des conside´rations ope´rationnelles.
La re´solution des mode`les ope´rationnels est pour le moment infe´rieure a` la re´solution
des simulations utilise´es en descente d’e´chelle. Les travaux effectue´s sur la remonte´e
d’e´chelle sont uniquement prospectifs. Il faut e´galement noter que les mode`les pro-
chainement ope´rationnels (AROME Ae´roport) pour lesquels nous souhaitons de´velopper
la remonte´e d’e´chelle ne posse`dent pour le moment pas de syste`me d’assimilation de
donne´es. Avant de mettre en application la remonte´e d’e´chelle, un syste`me d’assimi-
lation propre au mode`le haute re´solution devra eˆtre cre´e´.
Le sens de lecture de ce manuscrit ne doit pas ne´cessairement suivre la nume´rotation
des chapitres. Toutefois les cinq chapitres sur la reconstruction de l’atmosphe`re
gagnent a` eˆtre parcourus dans l’ordre croissant. Les chapitres sur la descente et la
remonte´e d’e´chelle sont relativement inde´pendants du reste. Nous tenons a` pre´ciser
que la me´thode de descente d’e´chelle sera plus facile a` aborder apre`s lecture du
chapitre 2 ou` certains points sont de´taille´s.
Nous avons ajoute´ aux deux parties du manuscrit un chapitre qui regroupe des
re´sultats obtenus a` la fois en reconstruction et en descente d’e´chelle. L’objectif est de
montrer la capacite´ des syste`mes de particules a` cre´er des structures turbulentes de
fines e´chelles et a` mode´liser leur advection (a` partir d’observations ou de forc¸age).
Le sche´ma de lecture du manuscrit est pre´sente´ par la figure 1. Nous y avons
e´galement indique´ l’aboutissement relatif des travaux.
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Figure 1 – De´pendance entre les chapitres et indication de l’aboutissement des
travaux dans les diffe´rents domaines.
6 Production scientifique
Les travaux concernant la reconstruction de l’atmosphe`re turbulente ont fait
l’objet de pre´sentations lors de confe´rences et de groupes de travaux internationaux.
Avec Toulouse Tech Transfer nous re´fle´chissons actuellement a` la possibilite´ de va-
loriser la reconstruction de l’atmosphe`re par le de´poˆt d’un brevet. Les publications
sur le sujet resteront donc en suspens jusqu’a` ce que les restrictions lie´es au brevet
potentiel soient leve´es.
Pour la descente d’e´chelle, un article de´crivant les expe´riences mene´es et les
re´sultats obtenus est en pre´paration. Nous souhaitons contribuer avec cet article a`
une e´dition spe´ciale sur la campagne BLLAST.
Les travaux sur le nudging donneront lieu a` un compte-rendu a` l’Acade´mie des
Sciences et a` un article qui pre´senteront notamment le nudging direct et re´trograde
avec apprentissage de parame`tre.
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Production scientifique
Articles dans les revues internationales a` comite´ de relecture
1 A New Method for Turbulence Estimation from Doppler Lidar Measurements,
soumission a` Atmospheric Measurement Techniques reporte´e en raison du
de´poˆt de brevet.
2 Nonlinear Filter for Dynamics of Uncontrolled Moving Measurement Plat-
forms, soumis a` IEEE Transactions on Automation Science and Engineering.
3 Particle modelization of sub-grid turbulence : application to Meso-NH simu-
lation for the BLLAST campaign en pre´paration pour l’e´dition spe´ciale BL-
LAST de Atmospheric Chemistry and Physics et Atmospheric Measurement
Techniques.
4 Nudging method for sub-grib data assimilation, en pre´paration.
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Premie`re partie
Reconstruction 3D de
l’atmosphe`re turbulente
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Chapitre 1
Observation et acquisition d’un
champ de vent
La reconstruction de l’atmosphe`re repose sur un ingre´dient essentiel : l’obser-
vation. Cette observation est garante du caracte`re physique de l’atmosphe`re re-
construite. Ce chapitre pre´sente le cadre the´orique de l’observation de l’atmosphe`re
turbulente, conside´re´e comme un milieu ale´atoire. Dans nos travaux, les observations
du vent sont fournies par un lidar Doppler.
Pour reconstruire l’atmosphe`re turbulente, nous nous inte´ressons a` des observa-
tions re´parties sur un chemin, plus pre´cise´ment, sur l’axe de vise´e d’un lidar. Le
volume observe´ par le lidar e´volue au cours du temps, notamment suivant le vent a`
l’e´chelle tre`s locale. En l’absence d’information a` des e´chelles aussi fines, le chemin
d’observation sera conside´re´ fixe. D’un point de vue the´orique, il se pose donc la
question de l’observation d’un milieu ale´atoire suivant un chemin.
1 La de´licate nature de l’observation
En physique, il existe deux types de repre´sentation d’un fluide : la repre´sentation
lagrangienne et la repre´sentation eule´rienne. Le point de vue lagrangien consiste a`
suivre l’e´volution d’un volume de fluide e´le´mentaire transporte´ par le flot. Le point
de vue eule´rien consiste quant a` lui a` observer l’e´volution du fluide en un point fixe.
Baehr dans [12] pre´sente le cas tre`s inte´ressant de la mesure mobile. Si l’on observe
le fluide en un point qui se de´place inde´pendamment du flot, le point de vue n’est
ni lagrangien ni eule´rien. Ces travaux s’appliquent directement a` la mesure a` l’aide
de plate-formes mobiles (ballons captifs, drones, avions etc...).
En toute rigueur, leur domaine d’application est plus vaste : ils peuvent e´galement
s’appliquer aux mesures te´le´-de´tecte´es. En te´le´-de´tections, les mesures sont inte´gre´es
en temps, il en re´sulte une inte´gration spatiale. Les mesures te´le´-de´tecte´es repre´sentent
donc un volume qui varie suivant les proprie´te´s de l’atmosphe`re. Par exemple, les
points de mesures des lidars observent des volumes qui se de´forment suivant la force
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Figure 1.1 – Volume re´ellement observe´ en fonction du vent. Le volume observe´ est
repre´sente´ par la zone bleue. Le point d’observation est en vert, le centre du volume
observe´ en bleu.
Figure 1.2 – De´formation du volume mesure´ par le lidar en fonction du vent. A
gauche, le volume the´oriquement observe´ par le tir lidar en vert. A droite, le volume
re´ellement observe´ en fonction du vent. Les centres des volumes observe´s par chaque
point de mesure du lidar sont relie´s par la ligne brise´e bleue.
et la direction du vent (figure 1.1). Le chemin d’observation forme´ par les points
centraux des volumes observe´s est donc sensible aux proprie´te´s de l’atmosphe`re lo-
cale (illustration figure 1.2). Il varie dans le temps, sans eˆtre pour autant transporte´
par le flot. On ne se trouve donc ni dans un cas lagrangien, ni dans un cas eule´rien.
Dans les travaux pre´sente´s nous n’avons pas acce`s a priori aux parame`tres locaux
de l’atmosphe`re qui influencent le chemin d’observation. Par de´faut, cette trajectoire
sera donc suppose´e fixe. En chaque point de mesure, on retrouve donc un point de vue
eule´rien. La figure 1.2 illustre la diffe´rence entre la trajectoire fixe et une trajectoire
influence´e par les parame`tres locaux de l’atmosphe`re. Le formalisme introduit dans
[12] sera repris et applique´ aux observations lidar, c’est-a`-dire au cas d’observations
re´parties le long d’un axe fixe.
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2 Notations et de´finitions
2.1 Processus d’acquisition
Dans [10] et [12], Baehr introduit de nouveaux outils pour de´crire l’observation
d’un champ. Il pre´sente les notions de syste`me et de processus d’acquisition d’un
champ de vecteurs ale´atoire. Avant de les appliquer aux observations de vent par un
lidar, nous rappelons les de´finitions dans le cas ge´ne´ral.
De´finition 1.1 (Syste`me d’acquisition).
Soit E ⊂ Rd, d ∈ N∗, un espace me´trique localement compact muni de la tribu
E. E est appele´ espace physique. Soit E ′ ⊂ Rd′, d′ ∈ N∗, un espace vectoriel muni
de la tribu E ′. On appellera E ′ espace des phases. On se donne e´galement un espace
de probabilite´ filtre´ complet (Ω,F , (Ft)t≥0,P).
Soit T <∞ un re´el. Soit x ∈ E un point de l’espace physique. Soit Xt la famille
de variables ale´atoires sur (Ω,F ,Ft) a` valeurs dans (E, E) indexe´e par le temps
t ∈ [0, T ], et soit X ′t,x la famille de variables ale´atoires sur (Ω,F ,Ft) a` valeurs dans
(E ′, E ′) indexe´e par le temps t ∈ [0, T ] et le point x ∈ E.
Le couple d’applications Ft-mesurables (Xt, X ′t,x) est appele´ syste`me d’acquisition
du champ de vecteurs ale´atoire X ′t.
Le processus Xt est appele´ trajectoire d’acquisition et la famille X ′t,x est le champ
d’acquisition.
C’est le couplage entre Xt et X ′t,x qui donne du sens au syste`me d’acquisition.
L’ide´e est de relever au cours du temps les valeurs du champ X ′t,x le long de la
trajectoire Xt. Ce releve´ est appele´ processus d’acquisition.
De´finition 1.2 (Processus d’acquisition).
Soit (Xt, X ′t,x) un syste`me d’acquisition sur l’espace de probabilite´ (Ω,F , (Ft)t≥0,P)
a` valeurs dans
(
(E, E)× (E ′, E ′)
)
. On de´finit pour tout temps t ∈ [0, T ] le processus
d’acquisition At sur (Ω,F ,Ft) a` valeurs dans (E ′, E ′) par
At = X ′t,Xt
Pour illustrer la de´finition du processus d’acquisition, on peut se placer en un
point fixe X de E. On prend comme chemin d’acquisition le processus stationnaire
Xt = X pour tout temps t. Dans ce cas le syste`me d’acquisition est (X,X ′t,x) et le
processus d’acquisition At = X ′t,X est un processus d’acquisition eule´rien.
Les processus d’acquisition permettent de relever la valeur d’un champ en un
point a` chaque instant. La connaissance spatiale du champ ainsi obtenue est donc
limite´e. A partir de ces informations locales, il n’est pas possible de reconstituer
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l’ensemble du champ. Cependant, suivant les proprie´te´s du champ, le releve´ en un
point peut eˆtre repre´sentatif d’un partie plus vaste. Si le champ est localement
homoge`ne en loi, l’acquisition du champ en un point apporte une information sur
la loi du milieu autour de ce point. Le qualificatif ”en loi” permet de distinguer
l’homoge´ne´ite´ au sens des probabilite´s de l’homoge´ne´ite´ au sens physique. Pour
un milieu localement homoge`ne en loi, Baehr introduit les processus d’acquisition
localement homoge`nes :
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De´finition 1.3 (Processus d’acquisition localement homoge`ne).
Pour tout temps t ∈ [0, T ], soit (Xt, X ′t,x) un syste`me d’acquisition sur l’espace
produit (E × E ′) et At = X ′t,Xt le processus d’acquisition de ce syste`me. On dira que
le syste`me d’acquisition est localement homoge`ne en loi si :
— E est un espace localement convexe me´trisable posse´dant un recouvrement
convexe A = ⋃i∈I Ai, I e´tant un ensemble d’indices.
— ∀t ∈ [0, T ] et ∀x ∈ E, il existe εt > 0 et i ∈ I tels que B(x, εt) ⊂ Ai avec
B(x, εt) = {z ∈ E, |x− z| 6 εt} et ∀y ∈ B(x, εt) = Bεt on a pour tout a ∈ E ′,
P(At ∈ da | Xt = x) = P(At ∈ da | Xt = y)
Pour l’acquisition At associe´e a` ce syste`me on appellera cette probabilite´ la loi de At
sachant que Xt appartient a` la boule Bεt , note´e Loi(At | Xt ∈ Bεt ).
La notion de milieu localement homoge`ne est importante, car c’est une hypothe`se
ne´cessaire pour que la reconstruction de milieu ait un sens. Nous verrons comment
cette hypothe`se est utilise´e dans le chapitre 2 qui expose notre me´thode de recons-
truction de l’atmosphe`re.
2.2 Processus d’acquisition le long d’un chemin
Baehr a de´fini les processus d’acquisition de manie`re ponctuelle. A chaque ins-
tant, on rele`ve la valeur du champ en un point. Ces de´finitions peuvent naturellement
s’e´tendre a` chemin, ale´atoire ou non. Comme nous l’avons de´ja` e´voque´, dans notre
travail les observations sont donne´es par un lidar. Elles sont donc re´parties le long
du chemin d’observation ale´atoire. Nous allons maintenant pre´senter l’extension des
processus d’acquisition ponctuels aux processus d’acquisition le long d’un chemin.
De´finition 1.4 (Syste`me d’acquisition le long d’un chemin).
Soit E ⊂ Rd, d ∈ N∗, un espace me´trique localement compact muni de la tribu
E. E est appele´ espace physique. Soit E ′ ⊂ Rd′, d′ ∈ N∗, un espace vectoriel muni
de la tribu E ′. On appellera E ′ espace des phases. On introduit Γ(E) = C0([0, 1], E)
l’espace des chemins injectifs dans E, muni de la tribu EΓ, et Γ(E ′) = C0([0, 1], E ′)
l’espace des chemins injectifs dans E ′ muni de la tribu E ′Γ. On se donne un espace
de probabilite´ filtre´ complet (Ω,F , (Ft)t≥0,P).
Soit T < ∞ un re´el, et soit ζ ∈ Γ(E) un chemin dans l’espace physique. Soit
γt la famille de variables ale´atoires sur (Ω,F ,Ft) a` valeurs dans (Γ(E), EΓ) indexe´e
par le temps t ∈ [0, T ], et soit X ′t,ζ la famille de variables ale´atoires sur (Ω,F ,Ft) a`
valeurs dans (Γ(E ′), E ′Γ) indexe´e par le temps t ∈ [0, T ] et le chemin ζ ∈ Γ(E).
Le couple d’applications Ft-mesurables (γt, X ′t,ζ) est appele´ syste`me d’acquisition
le long d’un chemin ale´atoire du champ de vecteurs ale´atoire X ′t.
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Le processus γt est appele´ trajectoire du chemin d’acquisition et la famille X ′t,ζ
est le champ d’acquisition.
De meˆme, on ge´ne´ralise la notion de processus d’acquisition le long d’un chemin.
De´finition 1.5 (Processus d’acquisition le long d’un chemin).
Soit (γt, X ′t,ζ) un syste`me d’acquisition le long d’un chemin sur l’espace de pro-
babilite´
(Ω,F , (Ft)t≥0,P) a` valeurs dans
(
(Γ(E), EΓ) × (Γ(E ′), E ′Γ)
)
. On de´finit pour tout
temps t ∈ [0, T ] le processus d’acquisition le long d’un chemin At sur (Ω,F ,Ft) a`
valeurs dans (Γ(E ′), E ′Γ) par
At = X ′t,γt
Le milieu observe´ est suppose´ localement homoge`ne dans l’ensemble des travaux
pre´sente´s. La de´finition des processus d’acquisition localement homoge`nes est aussi
ge´ne´ralise´e a` un chemin d’observation.
De´finition 1.6 (Processus d’acquisition le long d’un chemin localement homoge`ne
).
Pour tout temps t ∈ [0, T ], soit (γt, X ′t,ζ) un syste`me d’acquisition sur l’espace
produit (Γ(E)× Γ(E ′)) et At = X ′t,γt le processus d’acquisition de ce syste`me. On
dira que le syste`me d’acquisition est localement homoge`ne en loi si :
— Γ(E) est un espace localement convexe me´trisable posse´dant un recouvre-
ment convexe A = ⋃i∈I Ai, I e´tant un ensemble d’indices.
— ∀t ∈ [0, T ] et ∀γ ∈ Γ(E), il existe εt > 0 et i ∈ I tels que B(γ, εt) ⊂ Ai
avec
B(γ, εt) = {ζ ∈ Γ(E), ||γ − ζ||TV 6 εt} et ∀ζ ∈ B(γ, εt) = Bεt on a pour tout
a ∈ Γ(E ′),
P(At ∈ da | γt = γ) = P(At ∈ da | γt = ζ)
ou` ||γ − ζ||TV = supx,y{|γ(x) − ζ(y)|} repre´sente la variation totale. Pour l’ac-
quisition At associe´ a` ce syste`me on appellera cette probabilite´ la loi de At sachant
que γt appartient a` la boule Bεt , note´e Loi(At | γt ∈ Bεt ).
Dans un milieu localement homoge`ne, l’apprentissage du milieu passe par le
calcul de l’espe´rance conditionnelle E(f(γt, At)|γt ∈ Bεt ) ou` f est mesurable et borne´e
de Γ(E)× Γ(E ′) dans R.
On a :
E(f(γt, At)|γt ∈ Bεt ) =
∫
Γ(E)×Γ(E′)
f(ζ, a)pAt|γt∈Bεt (a|ζ)dζda
=
∫
Γ(E)×Γ(E′)
f(ζ, a)
1Bεt (ζ)p
γt,At(ζ, a)∫
Γ(E) 1Bεt p
γt(ζ)dζ dζda
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=
E(f(γt, At)1Bεt (γt))
E(1Bεt (γt))
(1.1)
On peut e´tendre cette de´finition a` la trajectoire de γt. On note γ[0,t] = {γs, s ∈
[0, t]} la trajectoire de γt entre 0 et t, et on suppose que cette trajectoire est continue.
De meˆme, on note B[0,t] =
⋃
s∈[0,t]Bεs l’enveloppe des boules (Bεs)s6t.
La reconstruction d’un milieu ale´atoire consiste a` estimer l’espe´rance de l’acqui-
sition le long
E(f(Xk, Ak)|Xk ∈ Bεk(Zk)) =
E(f(Xk, Ak)1Bε
k
(Zk)(Xk))
E(1Bε
k
(Zk)(Xk))
de la trajectoire γ[0,t]. On de´finit la mesure de probabilite´ χt telle que pour toute
fonction mesurable borne´e f , on a :
χt(f) = E(f(γt, At)|γ[0,t] ∈ B[0,t])
La cle´ de la reconstruction d’un milieu est de proposer une me´thode adapte´e pour
estimer χt. Pour se rapprocher de la reconstruction de l’atmosphe`re a` partir d’ob-
servations lidar, nous allons maintenant nous inte´resser a` un syste`me d’acquisition
localement homoge`ne le long d’un chemin fixe en temps discret.
2.3 Acquisition d’un milieu le long d’un chemin en temps
discret
A partir de cette section, nous allons e´tudier les processus d’acquisition en temps
discret, et plus pre´cise´ment, les processus d’acquisition localement homoge`nes le
long d’un chemin en temps discret. Nous allons suivre la de´marche propose´e par
Baehr qui est de´taille´e dans [12]. Pour estimer l’espe´rance du processus d’acquisition
connaissant le chemin d’acquisition, il utilise un algorithme se´quentiel. Comme nous
le verrons par la suite, l’algorithme de´bute par une e´tape d’e´volution a priori du
milieu suivie d’une e´tape de conditionnement du processus d’acquisition au chemin
d’acquisition note´ Zk.
L’algorithme propose´ par Baehr couple deux syste`mes d’acquisitions. Le premier
syste`me permet d’obtenir une acquisition lagrangienne du champ le long d’un chemin
γk. Le chemin d’acquisition γk est donc transporte´ par le flot. On note le syste`me
lagrangien (γk, X ′k). Le second syste`me est le syste`me d’acquisition le long du chemin
Zk dont la trajectoire est inde´pendante du flot. On note ce syste`me (Zk, Ak).
On suppose que le couple (γk, X ′k) est markovien. Son e´volution est alors de´crite
par le noyau de transition a` champ moyen :
Mk+1,ηk((x, x′), d(z, z′)) = P((γk+1, X ′k+1) ∈ d(z, z′)|(γk, X ′k = (x, x′))
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ou` ηk est la loi de probabilite´ de (γk, X ′k). Dans l’algorithme de reconstruction de
l’atmosphe`re, nous retrouverons ce noyau de transition a` l’e´tape de pre´diction. Nous
verrons alors que la proprie´te´ de champ moyen est utilise´e dans le mode`le d’e´volution
local.
Nous pouvons e´galement introduire deux mesures de probabilite´ χk et χˆk de´finies
par :
χˆk(f) = E(f(γk, Ak) | γ0 ∈ Bε0(Z0), ..., γk ∈ Bεk(Zk))
χk(f) = E(f(γk, Ak) | γ0 ∈ Bε0(Z0), ..., γk ∈ Bεk−1(Zk−1))
ou` Bεk(Zk) = {γ ∈ Γ(E), ||γ − Zk||TV 6 εk}.
En s’inspirant du calcul 1.1, on obtient les expressions suivantes pour χˆk et χk :
χˆk(f) =
E(f(γk, Ak)
∏k
p=0 1Bεp(Zp)(γp))
E(∏kp=0 1Bεp(Zp)(γp))
χk(f) =
E(f(γk, Ak)
∏k−1
p=0 1Bεp(Zp)(γp))
E(∏k−1p=0 1Bεp(Zp)(γp))
La structure des termes de droite confe`re aux deux mesures la forme de distri-
bution de Feynman-Kac, telle que de´finie dans [38], ayant pour potentiel Gp(γp) =
1Bεp(Zp)(γp).
On peut e´tendre la de´finition du potentiel de la boule Bεp(Zp) au potentiel du
cylindre Bεp(Zp)× Γ(E ′) et de´finir le potentiel pour le couple (γp, X ′p) :
Gp(γp, X ′p) = 1Bεp(Zp)×Γ(E′)(γp, X
′
p)
A partir de ce potentiel on construit un noyau de selection SZp,χp :
SZp,χp((x, x
′), d(y, y′)) = Gp(x, x′)δ(x,x′)(d(y, y′)) + [1−Gp(x, x′)]Gp(y, y
′)χp(d(y, y′))
χp(Bεp(Zp)× Γ(E ′))
ou` χp(d(y, y′)) = P((γp, X ′p) ∈ d(y, y′) | γ0 ∈ Bε0(Z0), ..., γk ∈ Bεk−1(Zk−1)).
En utilisant la nature multiplicative des distributions de Feynman-Kac, on ob-
tient alors le syste`me dynamique :
χk+1 = χˆkMk+1,ηk = χkSZk,χkMk+1,ηk
L’e´tat initial χ0 est donne´ par χ0(d(x, x′)) = P((γ0, X ′0) ∈ d(x, x′)). Ces e´galite´s
peuvent eˆtre traduites par la proce´dure se´quentielle :
(γk, X ′k) Se´lection−−−−−→ (γˆk, Xˆ ′k) Pre´diction−−−−−→ (γk+1, X ′k+1)
Cependant comme le potentiel Gk peut s’annuler, le noyau de se´lection SZk n’est
pas un noyau de Markov [38]. L’e´volution que l’on vient de de´crire ne conserve
donc pas le caracte`re markovien du processus (γk, X ′k). Pour re´tablir la proprie´te´
24
de Markov, nous allons appliquer la solution propose´e dans [12] : le noyau de
pre´diction est restreint au cylindre Bεk(Zk) × Γ(E ′). Nous supposons tout d’abord
que Mk+1,ηk(1Bεk+1(Zk+1)×Γ(E′))(x, x
′) > 0, c’est-a`-dire que la probabilite´ d’atteindre la
boule Bεk(Zk) en partant de x est non nulle. Nous pouvons alors de´finir un nouveau
noyau de transition :
M˜k+1,ηk((x, x′), d(y, y′)) =
Mk+1,ηk((x, x′), d(y, y′))1Bεk+1(Zk+1)×Γ(E′)(y, y
′)
Mk+1,ηk(1Bεk+1(Zk+1)×Γ(E′))(x, x′)
On rede´finit en conse´quence le potentiel :
G˜k+1(x, x′) = Mk+1,ηk(1Bεk+1×Γ(E′))(x, x
′)
Le noyau M˜k+1,ηk repre´sente la pre´diction restreinte a` la boule Bεk+1(Zk+1). Le
potentiel G˜k+1 e´value ensuite les chances de rester dans Bεk+1(Zk+1) × Γ(E ′). Les
mesures χk et χˆk associe´es au processus restreint seront note´es χBk et χˆBk . Dans la
suite, l’exposant B traduit la restriction au cylindre Bεk+1(Zk+1)× Γ(E ′).
Le noyau de se´lection associe´ au potentiel G˜k est simplement donne´ par :
S˜k,χB
k
((x, x′), d(y, y′)) = G˜k(x, x′)δ(x,x′)(d(y, y′))+[1−G˜k(x, x′)]G˜k(y, y
′)χBk (d(y, y′))
χBk (Bεk(Zk)× Γ(E ′))
A l’instant initial, le processus (γ0, X ′0) de loi η0 vit dans le cylindre Bε0(Z0) ×
Γ(E ′). On note χB0 la distribution initiale. L’e´volution de la mesure χk que l’on
cherche a` estimer est donne´e par la multiplication des noyaux :
χBk+1 = χˆBk M˜k+1,ηk = χBk S˜k,χBk M˜k+1,ηk
D’un point de vue algorithmique on a :
(γBk , X ′
B
k )
Se´lection−−−−−→ (γˆBk , Xˆ ′
B
k )
Pre´diction restreinte a` Bεk+1(Zk+1)−−−−−−−−−−−−−−−−−−−−→ (γBk+1, X ′Bk+1)
L’e´volution ainsi de´crite conserve le caracte`re markovien du processus. La restric-
tion du processus d’acquisition a` la boule Bεk(Zk) est l’e´tape importante de cet
algorithme. D’un point de vue the´orique, la restriction permet de de´finir la se´lection
comme un noyau de Markov. D’un point de vue pratique, elle met en e´vidence le
fait que l’acquisition du milieu a lieu dans une boule qui n’est pas transporte´e par
le flot lagrangien.
Dans le chapitre suivant, l’algorithme compose´ d’une se´lection et d’une pre´diction
restreinte est applique´ a` la reconstruction de l’atmosphe`re a` partir d’observations
lidar. Le chemin d’acquisition est alors donne´ par le chemin d’observation. Comme
nous n’avons pas acce`s a` l’e´volution temporelle du chemin d’observation, il sera
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suppose´ fixe. La restriction autour du chemin d’acquisition est faite de manie`re
identique au cas du chemin mobile. Dans le chapitre 2, nous pre´sentons l’algorithme
de reconstruction de l’atmosphe`re, et les noyaux d’e´volution et de se´lection sont
donne´s de manie`re explicite. Les lois transporte´es par ces noyaux sont de´crites a`
l’aide d’approximations particulaires.
3 Filtrage d’observations de vent
Dans la section pre´ce´dente, nous avons pre´sente´ les processus d’acquisition d’un
milieu ale´atoire le long d’un chemin d’observation. Nous appliquons maintenant
ces processus a` l’acquisition d’un champ de vent X ′k,x observe´ par un lidar. Les
observations de vent a` l’instant k sont note´es Yk. Nous rappelons que γk de´signe
le chemin d’observation a` l’instant k. Ce chemin correspond au faisceau du lidar.
Le processus d’acquisition le long de γk est note´ Ak, en accord avec les notations
introduites a` la section 2.2. Le proble`me de filtrage d’observations s’e´crit comme
l’estimation de la loi a` priori :
νk(f) = E(f(γk, Ak) | γk ∈ Bεk(Zk))
et de la loi a` posteriori :
νˆk(f) = E(f(γk, Ak) | γk ∈ Bεk(Zk), Yk = yk)
ou` f est une fonction mesurable et borne´e, Zk le chemin d’observation a` l’instant k,
et Bεk(Zk) est la boule localement homoge`ne introduite a` la section 2.3
Bεk(Zk) = {γ ∈ Γ(E), ||γ − Zk||TV 6 εk}. Dans les travaux pre´sente´s ici, nous ne
nous inte´ressons en fait qu’a` l’espe´rance du processus d’acquisition Ak. Nous utili-
sons alors une re´gularisation faible de la mesure de Dirac pour approcher l’espe´rance
recherche´e. Cette approche a e´te´ de´crite Baehr [10] [12].
Notons Kδ un noyau de re´gularisation faible de classe C∞ de la mesure de Dirac,
ou` δ est la longueur de coupure. L’espe´rance E(f(Ak)|γk, Yk = yk) est approche´e
par :
Eδ(f(Ak)|γk, Yk = yk) =
∫
Γ(E)×Γ(E′)
f(a)Kδ(γk, z)pAk|γk,Yk(a|z, y)da dz
ou` pAk|γk,Yk(a|z, y) est la loi conditionnelle de Ak sachant Xk a` Yk fixe´. On a alors,
E(f(Ak)|γk, Yk = yk) = lim
δ→0
Eδ(f(Ak)|γk, Yk = yk)
En utilisant cette de´finition, le proble`me de filtrage e´tudie´ revient a` estimer les
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deux lois de probabilite´ suivantes :
ηk(f) = E(f(Ak) | γk ∈ Bεk(Zk))
ηˆk(f) = E(f(Ak) | γk ∈ Bεk(Zk), Yk = yk)
Nous pouvons expliciter l’e´criture de la loi a` posteriori ηˆk :
ηˆk(f) = E[f(Ak) | γk ∈ Bεk(Zk), Yk = yk]
=
∫
Γ(E′)
f(a) pAk|γk,Yk(a|γ, y) da
=
∫
Γ(E′)
f(a) p
Yk|γk,Ak(y|γ, a)
pYk|γk(y|γ) p
Ak|γk(a|γ) da
=
∫
Γ(E′)
f(a) p
Yk|γk,Ak(y|γ, a)∫
Γ(E′) p
Yk|Ak(y|γ, a)pAk(a|γ)da p
Ak|γk(a|γ) da
=
E[ f(Ak) G(Ak, Yk) 1Bε
k
(Zk)(γk)]
E[G(Ak, Yk) 1Bε
k
(Zk)(γk) ]
Dans ce calcul, nous voyons apparaˆıtre la vraisemblance de l’observation Yk par
rapport a` l’e´tat du syste`me Ak. A partir de cette vraisemblance nous introduisons
une fonction de potentiel, note´ G(Ak, Yk). Ce potentiel est utilise´ pour de´finir le
noyau de se´lection qui permet la mise a` jour du syste`me de particules :
SYk,ηk(a, dx) = G(a, Yk)δa(dx) + [1−G(a, Yk)]
G(x, Yk)ηk(dx)
ηk(G)
ou` ηk(dx) = P(Ak ∈ dx | γk ∈ Bεk(Zk)).
De plus, nous conside´rons que le processus e´tudie´ est un processus de Markov,
dont le noyau d’e´volution est note´ Mk+1,ηk . Comme nous le verrons dans le chapitre
2, c’est un noyau de Markov a` champ moyen, qui peut eˆtre de´crit par un syste`me dy-
namique. Le proble`me de filtrage sur lequel repose la reconstruction de l’atmosphe`re
turbulente s’illustre par le sche´ma se´quentiel
ηˆk
Mk+1,ηˆk−−−−−→ ηk+1
SYk+1,ηk+1−−−−−−→ ηˆk+1
et se re´sume alors par le syste`me dynamique stochastique suivant :
ηk+1 = ηkSYk,ηkMk+1,ηˆk
Le chapitre suivant pre´sente l’application du filtrage a` la reconstruction de l’at-
mosphe`re turbulente. Il de´crit en de´tails l’e´tape de pre´diction, associe´e au noyau
Mk+1,ηˆk , et de se´lection, associe´e a` SYk,ηk .
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Chapitre 2
Reconstruction de l’atmosphe`re
La me´thode de reconstruction pre´sente´e dans ce chapitre s’appuie sur la the´orie
de l’observation pour reconstruire le vent et estimer la turbulence en temps re´el.
La caracte´risation de la turbulence dans la couche limite atmosphe´rique est un des
enjeux actuels de la me´te´orologie, notamment pour la gestion de parcs e´oliens et
du trafic sur ae´roport. Nos travaux n’ont traite´ que d’observations de vent et par
conse´quence, la reconstruction de l’atmosphe`re se limite pour le moment a` l’estima-
tion de la turbulence. A terme, les me´thodes de reconstruction pourraient inclure
d’autres observations : par exemple, en observant le contenu en ae´rosols de l’at-
mosphe`re, nous pourrions utiliser les me´thodes de reconstruction pour re´pondre aux
proble´matiques sur la qualite´ de l’air.
Ce chapitre de´bute par la pre´sentation du lidar Doppler et des donne´es utilise´es.
La me´thode de reconstruction proprement dite est ensuite de´crite en de´tails, de
l’algorithme de filtrage aux questions souleve´es par son imple´mentation.
1 La technologie Lidar
1.1 La mesure Lidar
Apre`s avoir introduit le cadre the´orique de la reconstruction d’un milieu ale´atoire,
inte´ressons-nous au dispositif de mesure utilise´. L’exemple du lidar Doppler illustre
efficacement le principe de reconstruction a` partir d’observations te´le´-de´tecte´es, mais
il faut garder a` l’esprit que les travaux de reconstruction ont un champ d’application
large. Ils peuvent s’appuyer sur d’autres instruments et eˆtre applique´s a` d’autres pa-
rame`tres que le vent et la turbulence.
Le lidar utilise l’effet Doppler pour mesurer le vent suivant l’axe de vise´e du lidar.
Dans ce cadre, on conside`re que les ae´rosols pre´sents dans l’atmosphe`re se de´placent
a` la meˆme vitesse que le vent. Les observations obtenues sont donc des observations
de vent projete´ sur l’axe de vise´. Le faisceau lidar est un laser infrarouge, dont la
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porte´e est variable. A chaque e´mission du faisceau, le lidar mesure le vent radial en
plusieurs points, re´partis entre le sol et la porte´e du laser.
Les observations utilise´es dans les expe´riences nume´riques qui suivront sont obte-
nues a` partir de mesures he´te´rodynes. Le laser e´met un signal S0(t) = E0sin(2pif0t)
qui est re´tro-diffuse´ par les ae´rosols. Le mouvement des ae´rosols modifie le´ge`rement
la fre´quence du signal re´tro-diffuse´ Sretro(t) = Eretrosin(2pi(f0 + ∆fDoppler)t). Le
re´cepteur mesure l’intensite´ de la somme du signal re´tro-diffuse´ et du signal e´mis :
c’est la` le principe de la mesure he´te´rodyne. L’intensite´ mesure´e est de la forme
I = (S0 + Sretro)2 = S20 + S2retro + 2S0Sretro. Le terme inte´ressant est le produit
S0Sretro qui, apre`s calcul, a pour expression :
S0Sretro =
1
2E0Eretro
[
cos(2pi∆fDopplert)− cos
(
2pi(2f0 + ∆fDoppler)t
)]
Comme ∆fDoppler est ne´gligeable devant f0, on a 2f0 +∆fDoppler ' 2f0. Le second
cosinus de l’expression ci-dessus est donc un terme haute-fre´quence. A l’aide d’un
filtre passe-bas on peut re´cupe´rer le de´calage Doppler ∆fDoppler et en de´duire la
vitesse radiale des ae´rosols par la relation ∆fDoppler =
2vr
λ
, ou` λ est la longueur
d’onde du signal.
La vitesse radiale vr est la projection du vent sur l’axe de vise´e du lidar :
vr(θ) = u cos(θ)sin(φ) + v sin(θ)sin(φ) + w cos(φ)
ou` le vent en trois dimensions est note´ (u, v, w), θ la longitude et φ la colatitude. Pour
reconstruire le vent en trois dimensions, trois observations sont donc ne´cessaires.
Le choix de ces observations et les hypothe`ses qui en de´coulent seront pre´sente´s
ulte´rieurement.
1.2 La ge´ome´trie du WindCube
La reconstruction du vent et l’estimation des parame`tres turbulents ne´cessitent
des observations de vent de bonne qualite´ et disponibles a` haute fre´quence (de
l’ordre de quelques hertz). Nous utilisons ici des observations provenant d’un lidar
Doppler WindCube. Le WindCube est un lidar he´te´rodyne muni de cinq axes de
vise´e : un vertical et quatre obliques, incline´s de 28°par rapport a` l’axe vertical. La
figure 2.1 illustre la ge´ome´trie du WindCube. Les re´centes ame´liorations apporte´es
au WindCube par LEOSPHERE ont permis d’obtenir un instrument relativement
petit et facile a` de´placer. Le WindCube V2 occupe une surface au sol de 1m2 pour
un poids de de 45kg. La porte´e du WindCube est de 200m. Sur chacun des axes de
vise´e, le lidar mesure le vent en 10 points espace´s de 20m. Les mesures sont effectue´es
axe apre`s axe, et une re´volution comple`te du lidar dure environ 4 secondes. Graˆce
a` ses caracte´ristiques, le WindCube fournit des observations du vent dans le bas de
la couche limite atmosphe´rique avec une re´partition dans l’espace et une fre´quence
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Figure 2.1 – Lidar WindCube : 1 vertical line of sight and 4 oblique lines.
suffisantes pour observer les phe´nome`nes turbulents de petite taille.
La vitesse mesure´e par effet Doppler correspond donc a` la vitesse du vent projete´
sur l’axe de vise´e du lidar. La vitesse ainsi mesure´e est couramment appele´e vitesse
radiale. Pour reconstruire le vent en trois dimensions, trois observations suivant des
axes diffe´rents sont ne´cessaires. Des travaux pre´ce´dents ont compare´ la mesure de
vent re´alise´e en utilisant trois lidars se croisant en un point a` celle re´alise´e par un
ane´mome`tre sonique place´ a` proximite´ [90]. Ces travaux ont compare´ la mesure vo-
lumique du lidar a` la mesure ponctuelle de l’ane´mome`tre et de´montre´ la faisabilite´
de la mesure de la turbulence 3D avec des lidars. Nous avons opte´ pour une configu-
ration diffe´rente : les lidars ne se croisent pas mais couvrent un volume conique. A
la place des trois observations co-localise´es, nous utilisons trois observations situe´es
a` la meˆme altitude. Par exemple, dans le chapitre 4 nous prenons deux observations
obliques conse´cutives et l’observation sur l’axe vertical. Le choix des observations
induit une hypothe`se sur le milieu observe´ : pour reconstruire l’atmosphe`re, nous
supposons que l’e´coulement atmosphe´rique est homoge`ne entre les trois observations
utilise´es durant une re´volution comple`te (4 secondes pour le WindCube). C’est l’hy-
pothe`se d’atmosphe`re localement homoge`ne.
Le volume observe´ est de´coupe´ en boˆıtes. Chaque boˆıte contient les observa-
tions de vent radial ne´cessaires a` la reconstruction de l’atmosphe`re turbulente. L’at-
mosphe`re a` l’inte´rieur des boˆıtes est donc suppose´e homoge`ne. Nous verrons que
cette partition du volume observe´ est utilise´e dans l’imple´mentation de l’algorithme
de reconstruction.
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Le tableau suivant re´capitule les principales caracte´ristiques du lidar WindCube.
Vise´e verticale 1
Vise´es obliques 4
Angle d’e´le´vation 28 °
Re´solution spatiale 20 m
Porte´ maximale 200 m
Nombre d’observations par axe 10
Pe´riode de re´volution 4 s
Longueur d’onde 1543 nm
1.3 Les donne´es
Dans les diffe´rentes expe´riences sur la reconstruction de l’atmosphe`re turbulente
nous utilisons un jeu de donne´es gracieusement fourni par LEOSPHERE. Ce jeu
de donne´es est constitue´ de 7 jours d’observations obtenues avec le WindCube,
accompagne´es de mesures ane´mome`triques moyenne´es sur 10 minutes.
Les donne´es proviennent d’une campagne de mesure destine´e a` tester le li-
dar WindCube V2 en terrain moyennement escarpe´. La campagne a eu lieu du
18/08/2010 au 01/11/2010 sur un site situe´ a` 100km au Sud-Est d’Athe`nes. Les
donne´es dont nous disposons couvrent la pe´riode du 20 au 27 aouˆt. Le site de me-
sure est plutoˆt vente´, avec un vent annuel moyen d’environ 7m/s a` une altitude de
80m (vent mesure´ par un ane´mome`tre a` coupelle place´ sur un maˆt).
2 Filtrage non-line´aire
2.1 Petit historique
Depuis les premiers travaux de Kalman en 1960 [71], le filtre de Kalman a e´te´
de´veloppe´ et adapte´ a` des applications varie´es. Le filtre de Kalman (KF) classique
est l’estimateur optimal lorsque le processus e´tudie´ est line´aire et gaussien. Il a
rapidement e´te´ e´tendu a` l’e´tude de processus non-line´aires. Le filtre de Kalman
e´tendu (EKF) utilise la line´arisation du mode`le d’e´volution du processus. Graˆce a`
la line´arisation, l’EKF rame`ne le proble`me non-line´aire a` proble`me line´aire qui peut
donc eˆtre traite´ par le filtre de Kalman simple. La description de l’EKF et ses appli-
cations sont de´crites dans [47], [58], [131]. L’utilisation de l’EKF pre´sente cependant
deux difficulte´s. Tout d’abord l’imple´mentation de ce filtre est de´licate a` cause du
processus de line´arisation. De plus, quand le mode`le d’e´volution est fortement non-
line´aire, les estimations obtenues avec l’EKF ne sont pas fiables. Ces deux aspects
ont conduit a` de´velopper d’autres adaptations du filtre de Kalman qui e´vitent l’e´tape
de line´arisation. La premie`re ide´e a e´te´ d’utiliser un ensemble de´terministe de points
pour calculer les statistiques d’une variable ale´atoire qui e´voluent suivant un mode`le
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non-line´aire. De cette ide´e est ne´ le filtre de Kalman ”Unscented Kalman Filter”
(UKF) [70]. Une seconde adaptation, plutoˆt inspire´e des me´thodes de Monte-Carlo
a suivi : le filtre de Kalman d’ensemble (EnKF) [46]. Contrairement a` l’UKF, l’EnKF
repose sur un ensemble de points choisis ale´atoirement [48]. Meˆme si ce filtre est un
outil fre´quemment utilise´ en assimilation de donne´es, ses faiblesses ont e´te´ e´tudie´es
et de´montre´es. Comme pour ses pre´de´cesseurs, les proble`mes apparaissent dans les
cadres fortement non-line´aires. Les e´tudes de convergence ont montre´ que l’EnKF
ne converge pas vers la meˆme limite que les filtres bayesiens usuels lorsque la dyna-
mique du processus est fortement non-line´aire [80]. Des alternatives a` l’UKF sont
encore a` l’e´tude, comme l’”Unscented/Ensemble transform Variational Filter” pour
les proble`mes non-line´aires de grandes dimensions [81]. Le filtre de Kalman et ses
diffe´rentes adaptations sont donc des outils efficaces lorsque le mode´le e´tudie´ est
line´aire ou faiblement non-line´aire. Avec les mode´les non-line´aires on arrive cepen-
dant a` leur limite.
En paralle`le de ces travaux sur les filtres de Kalman, une toute autre sorte de
filtres a e´te´ de´veloppe´e spe´cifiquement pour les proble`mes non-line´aires ou non-
gaussiens. Ces filtres sont appele´s filtres a` particules (PF). Ils sont largement de´crits
dans les travaux de Gordon [51], et de Del Moral [37]. Les PF sont aussi connus
sous le nom de filtres de Monte-Carlo. L’innovation majeure apporte´e par ce type
de filtre est d’approcher les densite´s de probabilite´ recherche´es par un ensemble
de leurs re´alisations. Les densite´s de probabilite´, qui de´crivent l’e´tat du processus,
sont souvent complique´es voire inaccessibles. L’ensemble de re´alisations utilise´ est
appele´ ensemble de particules. Les particules e´voluent avec le mode`le du processus
e´tudie´. Les statistiques de ce processus sont ensuite calcule´es directement a` partir de
l’ensemble de particules. Dans le cas ou` le processus est line´aire gaussien, les deux
premiers moments suffisent a` le de´crire. Par contre pour un processus non-line´aire
non-gaussien, il peut eˆtre ne´cessaire de connaˆıtre les moments d’ordres supe´rieurs. Ils
sont calcule´s sans difficulte´ en utilisant l’ensemble de particules. Pour les processus
non-line´aires non-gaussiens, il a e´te´ de´montre´ que les filtres a` particules sont les
filtres les plus adaptate´s [31]. On peut cependant remarquer que contrairement au
cas line´aire gaussien, il n’existe pas d’estimateur optimal pour les processus non-
line´aires non-gaussiens.
Dans les travaux pre´sente´s ici, nous cherchons a` estimer l’e´tat de l’atmosphe`re
turbulente. Le processus e´tudie´ est le vent. Le mode`le d’e´volution est par conse´quent
particulie`rement non-line´aire [49]. Nous privile´gierons donc par la suite l’usage du
filtre a` particules, malgre´ la popularite´ des filtres de Kalman.
2.2 Filtre a` particules
L’objectif des travaux sur la reconstruction de l’atmosphe`re est d’estimer en
temps re´el le vent et la turbulence atmosphe´rique. La reconstruction est obtenue
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a` l’aide d’un filtre a` particules. La description comple`te et la de´monstration de la
convergence du filtre a` particules sont donne´es par Del Moral [37]. Nous rappelons
ici le principe du filtrage particulaire ainsi que l’algorithme associe´.
Dans le cas ge´ne´ral, lorsqu’on collecte un jeu de donne´es, on cherche a` en ex-
traire les caracte´ristiques du signal observe´. Cependant, les observations sont souvent
entaˆche´es d’erreurs dues, par exemple, aux imperfections de l’instrument de mesure.
Le proble`me classique consiste a` de´bruiter ces observations. La question est donc
d’estimer le signal re´el a` partir des observations perturbe´es.
A chaque instant k, on note ξk le vecteur d’e´tat du syste`me et yk l’observation du
syste`me. La dimension du vecteur yk est parfois infe´rieure a` celle du vecteur d’e´tat ξk.
Dans ce cas, certaines composantes de ξk sont cache´es pour l’observation. La question
de l’observabilite´ du syste`me doit alors eˆtre e´tudie´e. L’e´quation d’observation est
donne´e par :
yk = H(ξk) +W yk
ou`H est l’ope´rateur d’observation. Dans le cas de l’observation lidar,H est l’ope´rateur
de projection sur l’axe de vise´e. En supposant que ξk est un processus de Markov
et que le bruit d’observation est une variable ale´atoire, le proble`me de filtrage se
re´sume au calcul de la fonction de densite´ de probabilite´ (pdf) :
p(ξk|y1:k) = p(yk|ξk).p(ξk|y1:k−1)
p(yk|y1:k−1)
avec la re´cursion temporelle suivante, lie´e a` la proprie´te´ de Markov :
p(ξk|y1:k−1) =
∫
p(ξk|ξk−1)p(ξk−1|y1:k−1)dξk−1.
Nous voyons ici apparaˆıtre les deux e´tapes se´quentielles du filtre : une pre´diction
suivie d’une mise a` jour qui utilise la dernie`re observation yk. Dans un filtre a`
particules, les pdf sont de´crites par des approximations particulaires. Pour cela, les
deux e´tapes sont applique´es a` un ensemble de particules. Les particules sont donc
des e´chantillons des pdf successives. L’approximation particulaire de la pdf de l’e´tat
e´tudie´ a` l’instant k est donne´ par :
pN(ξ) = 1
N
N∑
i=1
δ(ξ − ξik)
ou` N est le nombre de particules, et ξik de´signe la particule i a` l’instant k.
Le filtre a` particules est de´crit de manie`re algorithmique dans l’algorithme 1.
Les e´tapes de se´lection et de pre´diction y sont clairement indique´es. La se´lection,
que nous appelons aussi mise a` jour, e´value la vraisemblance de chaque particule
connaissant l’observation. En utilisant la vraisemblance p(yk|y1:k−1, ξik) on attribue
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Algorithme 1 Particle Filter
Require: p(ξ0).
Ensure: Particle approximation of p(ξk|y1:k).
For the system :{
ξk+1 = Fk(ξk) +GNk (ξk).Wk
yk = H(ξk) +W yk
where Wk ∼ N (0, Qk), and W yk ∼ N (0, Qyk).
1. Initialization = 0
for i = 1, . . . ,M do
Sample ξˆi0 ∼ p(ξ0).
end for
k = 1
2. Update
The selection keep most likely particles.
for i = 1, . . . ,M do
Evaluate the importance weights wik = p(yk|y1:k−1, ξ
i
k),
wik ∼ N (H(ξk), Qyk).
end for
for i = 1, . . . ,M do
Normalize the importance weights w˜ik =
wik∑M
j=1 w
j
k
.
end for
Multiply (respectively suppress) samples ξik with high (low) importance weights w˜ik to obtain
M samples ξ̂ik.
3. Prediction
Time prediction of the state vector.
for i = 1, . . . ,M do
ξ
i
k+1 = Fk(ξ̂ik) +GNk (ξ̂k).W ik
where W ik ∼ N (0, Qk).
end for
k ←− k + 1 go to step 2.
a` chaque particule ξik un poids wik. On se´lectionne ensuite les particules suivant leur
poids. Ce point pre´cis sera de´taille´ ulte´rieurement dans la section 5.1. La se´lection
permet de re´-e´chantillonner la pdf du syste`me. Ce type de re´-e´chantillonnage est
appele´ re´-e´chantillonnage par importance. Pour l’e´tape de pre´diction, on utilise un
mode`le physique d’e´volution du vecteur d’e´tat. Ce mode`le, pre´sente´ a` la section 5.2
pre´serve le caracte`re markovien du processus ξk.
3 A propos des moyennes
Dans nos travaux, plusieurs types de moyennes interviennent. Elles sont associe´es
a` des manie`res diffe´rentes de de´crire le fluide e´tudie´. Avant de rentrer dans le vif sujet
avec la mesure et l’estimation de la turbulence, nous introduisons ici les notations
utilise´es.
La description eule´rienne. La description eule´rienne consiste a` e´tudier les modi-
fications du fluide en un point donne´, invariant dans le temps. Le parame`tre e´tudie´
devient donc une fonction de l’espace et du temps, nous le notons Q(x, t) ou` Q
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repre´sente un parame`tre physique.
Pour un champ de processus ale´atoires eule´riens, nous de´finissons pour chaque
temps t et chaque point x du domaine la distribution de probabilite´ PEt,x. Cette
probabilite´ permet de calculer les moyennes eule´riennes en tous points du champ
pour une quantite´ Qt,x :
EE(Qt,x) = Qt,x =
∫
qt,xP
E
t,x(dqt,x)
ou` qt,x est la densite´ associe´e a` Qt,x.
La description lagrangienne. Pour repre´senter l’e´volution d’un fluide, il est
possible d’opter pour un autre point de vue, celui de la particule e´le´mentaire de
fluide se de´plac¸ant dans le milieu. C’est la description lagrangienne qui consiste
a` observer les modifications des proprie´te´s d’une particule de fluide en mouvement
que l’on suit. Cette description permet d’avoir des informations sur les modifications
locales a` l’inte´rieur du fluide en point X au temps t. La description lagrangienne
ne´cessite donc la connaissance de la fonction de transport, le long du flot, de la
condition initiale. Dans cette description, les quantite´s lagrangiennes conside´re´es Qt
sont toujours associe´es aux positions des particules Xt.
Les positions Xt e´voluent le long du flot en inte´grant la vitesse eule´rienne Ut,Xt
sur ce flot. Nous voyons alors que Ut,Xt est l’acquisition de la vitesse eule´rienne par la
particule eule´rienne. Cette remarque nous donne un moyen de calculer les moyennes
eule´riennes lorsque l’on a une description lagrangienne. Ce calcul est pre´sente´ a` la
section 5.3.
La description eule´rienne permet une observation macroscopique du fluide alors
que la description lagrangienne permet une observation microscopique du fluide
(observation de la particule de fluide). Les modifications physiques au sein de la
particule de fluide sont beaucoup plus rapides que celles qui apparaissent a` l’e´chelle
macroscopique du fluide. C’est ce constat qui a e´te´ utilise´ pour baˆtir les e´quations
du mouvement des particules de fluide.
La moyenne locale. Dans les e´quations qui re´gissent l’e´volution temporelle des
particules du fluide, une moyenne eule´rienne apparaˆıt. Comme nous le verrons,
cette moyenne n’est pas accessible directement. Pour l’approcher, nous utilisons
une moyenne lagrangienne localise´e calcule´e a` l’aide du syste`me de particules. Nous
la notons < · >. Le calcul de cette moyenne est pre´sente´ a` la section 5.3.
La moyenne temporelle. En temps discret, la moyenne temporelle sur un inter-
valle de longueur T est note´e < · >T .
36
4 Mesure de la turbulence
Pour mesurer la turbulence, de nombreux parame`tres peuvent eˆtre calcule´s [114].
Dans ces travaux, nous avons fait le choix de nous concentrer principalement sur
l’estimation de l’e´nergie cine´tique turbulente (ou Turbulent Kinetic Energy (TKE)).
La TKE est de´finie de fac¸on similaire a` l’e´nergie cine´tique, a` partir des fluctuations
du vent autour d’une moyenne locale. Notons V = (u, v, w) le vecteur vent. En
utilisant la de´composition de Reynolds le vent V s’e´crit :
V = V + V′
ou` V est la composante moyenne du vent au sens eule´rien, et V′ la fluctuaction de la
vitesse autour de cette moyenne. Graˆce a` cette de´composition, nous pouvons de´finir
deux types d’e´nergie cine´tique :
MKE = 12(u
2 + v2 + w2)
TKE = 12(u
′2 + v′2 + w′2)
MKE de´signe l’e´nergie cine´tique de la composante moyenne du vent. La seconde
e´quation de´finit la TKE comme l’e´nergie cine´tique de la composante turbulente du
vent. Le calcul de la TKE fait intervenir la variance du vent. En the´orie la variance
devrait eˆtre calcule´e en utilisant une moyenne d’ensemble. En pratique, la moyenne
d’ensemble n’est pas accessible et elle est remplace´e par une moyenne temporelle.
Pour que cet e´change soit valide, l’atmosphe`re est suppose´e stationnaire et ergodique.
Sous ces hypothe`ses la TKE est donne´e par :
TKE = 1
T
∫ T
0
(V′(t))2dt (2.1)
Lenschow s’est inte´resse´ a` l’erreur induite par l’utilisation de la moyenne tempo-
relle et a` la dure´e d’inte´gration T [82]. Pour la mesure de la turbulence a` partir d’ob-
servations lidar, la dure´e d’inte´gration varie suivant les e´tudes. Pichugina sugge`re
d’utiliser pour les couches limites stables des dure´es d’inte´gration comprises entre
10 et 15 minutes [102]. Pour les couches limites convectives, O’Connor utilise des
pe´riodes plus courtes, allant de 3 a` 5 minutes [98]. Pour le calcul de la TKE suivant
la me´thode usuelle nous avons pour notre part choisi une dure´e d’inte´gration de 10
minutes. La TKE ainsi obtenue est conside´re´e comme une donne´e de re´fe´rence dans
nos travaux. La nouvelle me´thode d’estimation que nous pre´sentons ici est, quant
a` elle, base´e sur une moyenne d’ensemble. La TKE est estime´e en temps re´el en
utilisant la moyenne d’ensemble calcule´e a` l’aide du syste`me de particules. Ce calcul
est de´taille´ dans les sections suivantes. Dans le chapitre 4, consacre´ aux donne´es du
lidar WindCube, nous illustrerons la diffe´rence entre les deux moyennes.
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Figure 2.2 – Illustration d’un syste`me particulaire dans un volume conique. Les
points colore´s repre´sentent les particules nume´riques. Les couleurs sont fonction de
la vitesse des particules.
5 Algorithme de filtrage pour l’estimation de la
turbulence
Les lidars sont souvent utilise´s pour obtenir des profils de vent. Comme ils sont
capables d’observer l’atmosphe`re a` haute fre´quence, ils font partie des instruments
de pre´dilection pour l’e´tude de la turbulence atmosphe´rique. Entre l’augmentation
du trafic sur les ae´roports et le de´veloppement des champs e´oliens, l’inte´reˆt pour les
estimations de la turbulence en temps re´el dans la couche limite est de plus en plus
marque´. Les recherches sur l’estimation de la turbulence a` l’aide de lidar Doppler se
sont d’ailleurs multiplie´es ces dernie`res anne´es [52], [53], [125], [124], [116], [67], [62],
[87]. La de´marche propose´e dans cette the`se se de´marque cependant des approches
qui ont e´te´ propose´es jusqu’ici.
Notre nouvelle approche consiste a` coupler un filtre a` particules aux obsersations
lidar. Il est ainsi possible d’estimer les caracte´ristiques de l’atmosphe`re turbulente
(vent, e´nergie cine´tique turbulente, etc...) en temps re´el en utilisant les particules.
Cette me´thode a dans un premier temps e´te´ applique´e au cas re´el du lidar verti-
cal 1D [13] et au cas simule´ du lidar scannant 2D [123]. Ce travail de the`se e´tend
l’exemple du lidar 1D a` l’estimation de la turbulence en 3D en utilisant un lidar
WindCube. Le volume observe´ est rempli de particules nume´riques. Ces particules
sont porte´es par le vent et transportent avec elles les caracte´ristiques locales de l’at-
mosphe`re. Le syste`me de particules e´volue graˆce a` un filtrage particulaire. Quand de
nouvelles observations sont disponibles, les particules sont mises a` jour. On proce`de
ensuite a` l’e´volution temporelle du syste`me en utilisant un mode`le local de turbu-
lence. A chaque instant le syste`me de particules occupe le volume observe´, comme
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Xk, Vk,Wk
Observation
Se´lection
X̂k, V̂k, Ŵk
SLM
Pre´diction
Xk+1, Vk+1,Wk+1
Figure 2.3 – Algorithme du filtre a` particules pour la reconstruction de milieu.
Le sche´ma pre´sente deux e´tapes : une mise a` jour (se´lection) suivie d’une e´volution
temporelle (pre´diction). La reconstruction de l’atmosphe`re et l’estimation des pa-
rame`tres turbulents sont faites a` partir des quantite´s mises a` jour, marque´es d’un
chapeau.
illustre´ sur la figure 2.2. Chaque particule est une re´alisation possible du fluide qui
l’entoure. Si le nombre de particules est suffisamment grand, on peut ainsi acce´der
aux proprie´te´s locales de l’atmosphe`re a` l’inte´rieur du volume observe´. Les particules
agissent en quelque sorte comme des observations nume´riques. Elles comple`tent l’ob-
servation du lidar en repre´sentant la variabilite´ spatiale de l’atmosphe`re locale. On
peut ainsi calculer les fonctions de structure qui de´crivent l’e´tat de l’atmosphe`re
directement en utilisant les particules.
L’algorithme de filtrage pour la reconstruction de l’atmosphe`re permet de cou-
pler les observations lidar au syste`me de particules. Dans un premier temps les
vitesses des particules sont compare´es aux observations du lidar. Les particules sont
se´lectionne´es suivant leur vraisemblance. De cette fac¸on, les particules consistantes
avec l’observation sont mises en avant. C’est a` partir de ces particules se´lectionne´es
que les parame`tres turbulents sont calcule´s. Vient ensuite l’e´tape de pre´diction.
L’e´volution temporelle de la position et de la vitesse des particules se fait suivant
un mode`le de turbulence local, appele´ mode`le lagrangien stochastique (SLM pour
stochastic Lagrangian Model). La figure 2.3 re´sume les deux e´tapes de l’algorithme.
5.1 Mise a` jour des particules
L’objectif de la mise a` jour, ou se´lection, est de mettre a` jour le syste`me de
particules en favorisant les particules qui repre´sentent le mieux le milieu environnant.
Pour mettre a` jour les particules, nous avons choisi une se´lection ge´ne´tique avec une
e´tape d’acceptation/rejet suivie d’un bootstrap pour les particules rejete´es. Ce type
d’algorithme ge´ne´tique a e´te´ introduit par Del Moral [40]. En pratique, les particules
sont ale´atoirement se´lectionne´es ou rejete´es en fonction de leur vraisemblance par
rapport aux observations. Des poids sont calcule´s a` partir des vraisemblances. Plus
la vraisemblance d’une particule est e´leve´e, plus son poids est e´leve´. Pour chaque
particule, nous effectuons un tirage ale´atoire. Si le poids de la particule est supe´rieur
au tirage, alors la particule est se´lectionne´e. Dans le cas contraire, elle est rejete´e
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et remplace´e par une autre particule qui est choisie ale´atoirement. En proce´dant
de cette fac¸on, les particules cohe´rentes avec le milieu ont plus de chances d’eˆtre
se´lectionne´es que les autres, sans pour autant tuer totalement la diversite´ des valeurs
porte´es par les particules. Cette diversite´ est be´ne´fique pour le filtre : une particule
improbable a` un instant peut devenir, apre`s e´volution temporelle, repre´sentative du
milieu a` l’instant suivant.
La proce´dure de se´lection est de´crite dans l’algorithme 2. Elle fait intervenir une
fonction de potentielG. Cette fonction est donne´e par la vraisemblance des particules
sachant l’observation. La fonction de potentiel G est donc donne´e par la forme du
bruit d’observation. Dans ce travail nous cherchons a` reconstruire le vent en trois
dimensions. Nous devons donc utiliser trois observations, faites selon des directions
inde´pendantes, pour e´valuer la vraisemblance d’une particule. Le potentiel global G
de la particule ξik est le produit des Gj(i) :
G(i) =
3∏
j=1
Gj(i)
ou` Gj(i) est le potentiel associe´ a` l’observation Y jk pour la particule ξik
Nous supposons ici que le bruit d’observation est gaussien, la fonction de potentiel
est donc de´crite par l’exponentielle suivante :
Gj(i) = exp
(
− ||Hj(V
i
k)− Y jk ||2
2× e
)
ou` Vik est la vitesse de la particule ξi a` l’instant k, Y
j
k de´note le vecteur d’observation,
Hj est l’ope´rateur d’observation associe´ a` l’observation Y jk , et e est la covariance du
bruit d’observation.
Algorithme 2 Update : likelihood with respect to the observations
Let B be a volume including three observations Y1, Y2, Y3.
Let Hj be the observation operator associated to the observation Yi.
Let V be the matrix of particle velocities.
Inside← Particles inside B
for j = 1 : 3 do
Gj(Inside) = exp(
−||Hj(V(Inside))− Y jj ||2
2× e )
end for
G(Inside) = G1(Inside)×G2(Inside)×G3(Inside)
Rej = find(rand(1, length(Inside),′ uniform′) >= G(Inside))
for particle in Rej do
particle← one Inside particle randomly picked
end for
Quand la mise a` jour est termine´e, toutes les particules ξˆik sont des tirages
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e´quiprobables de la pdf de l’atmosphe`re locale sachant les observations :
pN(ξ|y1:k) = 1
N
N∑
i=1
δ(ξ − ξˆik)
Les caracte´ristiques du milieu sont calcule´es a` partir des particules mises a` jour
ξ̂ik. Par exemple, le vent estime´ V̂k a` l’instant k est donne´ par l’espe´rance suivante :
Vˆk = E(Vk) =
1
N
N∑
i=1
Vˆik
ou` Vik est la vitesse de la particule ξ̂ik.
Le calcul des fonctions de structure qui de´crivent l’atmosphe`re turbulente (moyen-
ne, variance, et moments d’ordres supe´rieurs) est de´taille´ dans la section 5.3. Inte´res-
sons nous maintenant au mode`le de turbulence local utilise´ pour la pre´diction.
5.2 Le mode`le lagrangien stochastique
Pour faire e´voluer le syste`me de particules dans le temps, la pre´diction utilise un
mode`le physique de turbulence, appele´ mode`le lagrangien stochastique (ou Stochac-
tic Lagrangian Model (SLM)). Ce mode`le fournit une description locale du fluide
compatible avec les lois de Kolmogorov K41. Le SLM a e´te´ construit a` partir de
travaux de Pope et de Das et Durbin [35], [103], [104]. Il a e´te´ introduit par Baehr
pour l’estimation de la turbulence dans [12]. Les travaux Bossy et al. ont montre´
que, dans une version simplifie´e, ce mode`le de Pope est bien pose´ [23]. Le SLM
permet de faire e´voluer la position et la vitesse de chaque particule.
Pour chaque particule, la position e´volue par inte´gration de la vitesse. L’e´quation
d’e´volution de la vitesse comporte plusieurs termes. La vitesse est pilote´e par des
termes moyens qui sont le gradient horizontal de pression ∇xp ou l’incre´ment de
vitesse verticale ∆kW et le taux de dissipation de l’e´nergie cine´tique turbulente ε
(en anglais Eddy Dissipation Rate (EDR)). Ces termes moyens, appele´s parame`tres
de controˆle, peuvent eˆtre interpre´te´s comme un forc¸age externe du syste`me. Sui-
vant les domaines d’application, ils peuvent par exemple eˆtre fournis par un mode`le
me´te´orologique.
Dans cette partie sur la reconstruction de l’atmosphe`re, les observations sont
notre seule source d’information. Les parame`tres de controˆle sont par conse´quent
de´duits de ces observations. Les autres termes qui composent l’e´quation d’e´volution
de la vitesse sont un terme de fluctuation autour de la moyenne eule´rienne (approche´e
par une moyenne lagrangienne localise´e < . >), et un terme de dispersion sous la
forme d’un processus de Wiener ∆B• (normalise´ par le pas de temps). A cause de
la nature lagrangienne des particules, le calcul de la moyenne eule´rienne n’est pas
trivial. Dans la section 5.3 nous sugge´rons une solution pour l’approcher.
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Maintenant que chaque terme a e´te´ introduit, de´couvrons le syste`me d’e´quation
du mode`le SLM :
Xk+1 = Xk + Vk ∆t+ σX∆BXk+1
Vk+1 = Vk −∇xp ∆t − C1 εkKk [Vk− < V >] ∆t+
√
C0.εk ∆BVk+1
Wk+1 = Wk + ∆kW − C2 εkKk [Wk− < W >] ∆t+
√
C0.εk ∆BWk+1
ou` ∆t de´signe la dure´e d’un pas de temps, C0 est la constante de Kolmogorov et
C1 = C2 = 12 +
3
4C0 comme sugge´re´ par Pope [103]. Dans l’e´quation d’e´volution
de la position, le processus de Wiener est un terme de diffusion, d’e´cart-type σX .
L’e´nergie cine´tique turbulence (ou TKE), note´e K dans le syste`me, est le parame`tre
turbulent que nous utilisons pour estimer la turbulence. Son taux de dissipation ε
apparaˆıt a` deux reprises dans les e´quations : une fois devant le terme de fluctuation
et une autre dans la variance du terme de dissipation. L’apprentissage en temps re´el
du taux de dissipation permet de relier directement la dispersion des particules a` la
turbulence instantane´e.
Pour obtenir les parame`tres de controˆle nous utilisons les proprie´te´s statistiques
des e´quations du SLM. En prenant l’espe´rance de la vitesse horizontale, on obtient :
E(Vk+1 − Vk) = −∇xp∆t
Le gradient de pression peut donc eˆtre assimile´ a` un incre´ment de vitesse moyenne,
ce qui explique e´galement la pre´sence de l’incre´ment de vitesse verticale moyen ∆kW
dans l’e´quation d’e´volution de la vitesse verticale.
Contrairement a` la majorite´ des applications, le calcul de l’EDR ne ne´cessite
pas ici de sche´ma de fermeture, telle que la ce´le`bre fermeture K − ε par exemple
( [69], [78]). Pour calculer εk nous utilisons la variance de l’incre´ment de vitesse
dVk = Vk − Vk−1. Nous obtenons ainsi :
εk =
var(dVk)
∆t× C0
Nous obtenons la meˆme expression pour le calcul de l’EDR sur la verticale en utilise
la vitesse verticale W a` la place de la vitesse horizontale V .
Pour la vitesse qui apparaˆıt dans le calcul des parame`tres, nous utilisons le vent
qui a e´te´ reconstruit par notre algorithme a` partir des observations aux pas de temps
pre´ce´dents. Les parame`tres de controˆle sont de´duits du vent reconstruit. Ils provient
donc indirectement des observations, ce qui assure le sens physique du syste`me.
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5.3 Le calcul des fonctions de structure
Dans cette section nous allons de´crire la me´thode employe´e pour calculer la
moyenne eule´rienne locale ainsi que les fonctions de structure qui en de´coulent (va-
riance et moments d’ordre supe´rieur). Les particules utilise´es pour reconstruire l’at-
mosphe`re offrent une description lagrangienne du fluide. C’est pourquoi la moyenne
eule´rienne n’est pas directement accessible.
La moyenne eule´rienne locale qui intervient dans l’e´volution de la vitesse doit
donc eˆtre approche´e a` l’aide d’une moyenne lagrangienne. Le calcul direct de cette
espe´rance pose proble`me. En effet la probabilite´ lagrangienne est une probabilite´
conjointe entre la position est la vitesse. Le conditionnement revient a` placer un
Dirac sur la position. L’inte´grale devient alors singulie`re. Pour pouvoir la calculer,
il faut re´gulariser le Dirac en l’approchant par une famille de fonctions parame´tre´es.
NotonsQ un grandeur physique. Nous de´signonsQk,x sa repre´sentation eule´rienne
au point x et au temps k, et (Xk = x,Qk) sa repre´sentation lagrangienne au meˆme
point x. Pour calculer l’espe´rance eule´rienne de Q au point x et au temps k nous
utilisons l’espe´rance lagrangienne re´gularise´e de Qk conditionne´e au point x :
Qk,x ' EL(Qk|Xk = x) =
∫
vGδ(Xk, x)pL(dx, dv)
ou` pL est la probabilite´ jointe de la quantite´ Q et de la position
pL(dx, dv) = P(Xk ∈ dx,Qk ∈ dv)
et Gδ est la gaussienne de re´gularisation donne´e par Gδ(Xk, x) = e−
(Xk−x)2
2δ2 . La
moyenne eule´rienne est ainsi remplace´e par une moyenne lagrangienne calcule´e en
un point.
En reconstruction de l’atmosphe`re la quantite´ Q est repre´sente´e par le syste`me
de particules. Nous n’avons donc qu’une repre´sentation discre`te de Q sur des points
(les particules) irre´gulie`rement espace´s. Le calcul de la moyenne lagrangienne en un
point est complique´ par cette repre´sentation particulaire du champ de vent. Pour
re´aliser le calcul de la moyenne locale, note´e < . >, nous utilisons la longueur
caracte´ristique δ, introduite dans la re´gularisation gaussienne Gδ. Cette longueur
est une longueur d’homoge´ne´ite´ du milieu. La fonction de re´gularisation attribue un
poids a` chaque particule qui de´pend de sa distance par rapport point de calcul. La
moyenne locale est ensuite approche´e par la moyenne ponde´re´e. Nous avons choisi
de repre´senter la fonction de re´gularisation Gδ par une gaussienne centre´e au point
de calcul. La quantite´ δ fait alors re´fe´rence a` l’e´cart-type de la gaussienne.
D’un point de vue physique, la longueur δ est intimement lie´e a` l’homoge´ne´ite´
du milieu. En effet dans un milieu homoge`ne, la moyenne locale peut eˆtre confondue
avec la moyenne globale et δ peut ainsi prendre de grandes valeurs. Par contre en
milieu non homoge`ne, la moyenne locale s’e´carte de la moyenne globale, et seules les
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particules proches du point de calcul doivent eˆtre utilise´es pour e´valuer la moyenne
locale. La longueur δ doit par conse´quent eˆtre faible.
Ici l’hypothe`se d’homoge´ne´ite´ que nous avons faite est lie´e a` la ge´ome´trie de l’ins-
trument utilise´. Dans notre cas, la longueur δ ne de´pend donc pas de la physique de
l’atmosphe`re et nous pouvons nous inspirer de la ge´ome´trie du dispositif d’observa-
tion pour fixer la longueur δ. En utilisant un WindCube pour estimer la turbulence,
nous faisons implicitement l’hypothe`se que le flot atmosphe´rique est homoge`ne dans
un volume de 20m de haut entourant le point d’observation. En premie`re approche,
nous pourrions fixer δ a` 20m. Cependant, pour ame´liorer le calcul de la moyenne
locale, nous sugge´rons d’utiliser des longueurs de re´gularisation diffe´rentes sur l’ho-
rizontale et la verticale. Nous avons choisi δv = 20m sur la verticale et δh = 100m
sur l’horizontale.
L’algorithme 3 de´crit explicitement l’imple´mentation de la fonction Gδ et le cal-
cul de la moyenne locale.
Algorithme 3 Local average computation
Let (ξi = (Xi,Vi))Ni=1 be the particles inside the observed volume.
for i = 1 : N do
for j = i : N do
Gδ(i, j) = exp(− (Xi−Xj)22δ )
end for
end for
The local averaged velocity around the particle i is obtained following :
< Vi >= ∑Nj=1 Gδ(i,j)∑N
k=1G
δ(i,k)
Vj.
Maintenant que l’ope´rateur de moyenne locale a bien e´te´ de´fini, nous pouvons
nous inte´resser au calcul des fonctions de structure. En estimation de la turbulence
les fonctions de structure usuelles sont les variances, et de rares fois des moments
d’ordres supe´rieurs [83]. Nous insistons sur le fait que, graˆce au syste`me de parti-
cules toutes les fonctions de structures sont directement accessibles. A chaque pas
de temps, nous pouvons calculer la variance de la vitesse, et donc obtenir des es-
timations instantane´es des parame`tres turbulents tels que la TKE ou la matrice
d’auto-covariance. Nous pouvons e´galement calculer des parame`tres de´finis a` partir
de moyennes ou de variances temporelles.
A partir de la de´finition de la moyenne locale, nous obtenons les fonctions de
structure en suivant l’algorithme 4.
Dans ces travaux nous avons choisi de nous inte´resser principalement a` l’estima-
tion de la TKE. Ce choix est motive´ par l’importance de ce parame`tre qui apparaˆıt
dans le mode`le SLM. Il nous a donc semble´ primordial de nous assurer de la qualite´
des estimations de la TKE. Toutefois, dans les e´quations du SLM, c’est l’estimation
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Algorithme 4 Local structure functions computation
Let < . > be the average defined in the algorithm 3, and B an homogenous volume.
Assuming N particles are inside B, the nth structure function of the wind in B is
given by :
E((V− < V >)n) = 1
N
∑N
i=1 < (V i− < V i >)n >, where V • are the particle
velocity vectors.
instantane´e de TKE qui intervient. Comme les me´thodes usuelles ne permettent pas
d’e´valuer la turbulence en temps re´el, les estimations instantane´es n’ont pu eˆtre va-
lide´es qu’en comparaison avec une TKE calcule´e a` partir d’une variance temporelle.
Les diffe´rences entre les deux me´thodes de calcul de la TKE seront pre´sente´es
chapitre 4, section 3.3. Pour ve´rifier la cohe´rence de notre me´thode, nous avons
e´galement comparer l’intensite´ turbulente obtenue avec le vent reconstruit a` l’in-
tensite´ turbulente calcule´e a` partir des observations. Ce travail de validation de
l’algorithme de reconstruction est pre´sente´ au chapite 4.
6 De l’algorithme mathe´matique a` la programma-
tion
Comme nous l’avons vu au chapitre 1, l’e´tude the´orique de l’observation fait
apparaˆıtre une particularite´ dans la de´finition du noyau de pre´diction. D’un point
de vue the´orique, le processus e´tudie´ est de´fini comme vivant uniquement dans
une boule autour de l’observation. La pre´diction est par conse´quent restreinte a`
cette boule. Pour de´crire l’e´volution du processus (γBk , X ′
B
k ) nous avions abouti a` un
algorithme mathe´matique en deux e´tapes :
(γBk , X ′
B
k )
Se´lection−−−−−→ (γˆBk , Xˆ ′
B
k )
Pre´diction restreinte a` Bεk+1(Zk+1)−−−−−−−−−−−−−−−−−−−−→ (γBk+1, X ′Bk+1)
En pratique, l’imple´mentation de la restriction du noyau de pre´diction ne´cessite une
e´tape a` part entie`re. Nous appelons cette e´tape un conditionnement au domaine
observe´. Le conditionnement traduit donc la restriction du noyau de transition Mk,ηk
au cylindre Bεk+1(Zk+1) × E ′. Il met e´galement en lumie`re le caracte`re local de la
reconstruction de milieu.
L’algorithme est base´ sur l’approximation particulaire des fonctions de densite´s
de probabilite´ (pdf). Le syste`me de particules que nous utilisons contient N par-
ticules. Les particules vivent sur l’ensemble du domaine observe´. Ce domaine est
artificiellement de´coupe´ en boˆıtes contenant chacune les observations ne´cessaires
pour reconstruire le vent. Dans les chapitres sur les applications nume´riques, les
de´coupages utilise´s sont a` chaque fois pre´cise´s. Dans tous les cas, ces de´coupages ne
sont pas herme´tiques, les particules peuvent notamment passer d’une boˆıte a` une
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autre. Initialement, la boˆıte j contient Nj particules. Suivant les applications, Nj
peut eˆtre constant ou bien, par exemple, de´pendre de l’altitude a` laquelle se trouve
la boˆıte j. Chaque particule est un couple position-vitesse note´ ξi = (Xi,Vi). Dans
nos travaux, X i et V i sont de dimension 2 ou 3 suivant l’expe´rience conside´re´e. A
l’instant k, on notera la particule ξik = (Xik,Vik).
L’e´tape de se´lection est effectue´e boˆıte par boˆıte. A chaque pas de temps k,
toutes les particules pre´sentes dans la boˆıte j sont se´lectionne´es par rapport aux
observations Y jk relatives a` cette boˆıte. Pour l’e´tape de pre´diction nous proce´dons
diffe´remment : cette e´tape est faite sur l’ensemble du syste`me de particules, inde´pen-
damment du de´coupage en boˆıtes. Il est ne´cessaire de ve´rifier qu’apre`s la pre´diction,
les particules se trouvent toujours dans le domaine observe´. Les particules qui en
sortent sont remises a` l’inte´rieur en privile´giant les zones a` faible densite´ de parti-
cules : c’est l’e´tape de conditionnement au domaine. Pour que les pdf soient correc-
tement repre´sente´es par les particules, il est ne´cessaire que chaque boˆıte contienne
un nombre minimal de particules. Pour s’assurer que ce crite`re est bien respecte´,
nous ajoutons une e´tape supple´mentaire a` l’algorithme. Cette e´tape est un re´-
e´chantillonnage qui enle`ve des particules dans les boˆıtes ou` la densite´ est trop e´leve´e
et qui en ajoute dans le cas contraire. Ce re´-e´chantillonnage est purement duˆ a` la
repre´sentation discre`te du milieu par les particules.
L’algorithme est donc compose´ des deux e´tapes classiques de se´lection et de
pre´diction auxquelles nous ajoutons une e´tape de conditionnement au domaine pour
s’assurer que les particules restent dans le domaine, et une e´tape de re´-e´chantillonnage
pour maintenir dans chaque boˆıte un nombre minimal de particules. Du coˆte´ pro-
grammation, l’algorithme de reconstruction est donc de´crit par l’enchaˆınement des
quatre e´tapes, successivement applique´es au syste`me de particules (ξik)Ni=1 :
(ξik)Ni=1
Se´lection−−−−−→ (ξˆik)Ni=1 Pre´diction−−−−−−−→ (ξ
i
k+1)Ni=1
Conditionnement
au domaine−−−−−−−−−−−−−−→ (ξ˜ik+1)Ni=1 Re´-e´chantillonnage−−−−−−−−−−−−→ (ξik+1)Ni=1
Nous allons maintenant de´crire l’imple´mentation des e´tapes de conditionnement
et de re´-e´chantillonnage.
6.1 Le conditionnement au domaine
L’e´tape de conditionnement au domaine permet de maintenir les particules dans
le domaine observe´. Le nombre total de particules reste ainsi constant. Nous tenons
a` souligner que cette contrainte n’est pas anodine et le conditionnement doit eˆtre
re´alise´ avec soin.
Le principe du conditionnement au domaine est simple : si une particule sort du
domaine d’inte´reˆt, elle est remise dans une boˆıte se´lectionne´e par tirage ale´atoire.
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Le tirage s’effectue suivant la densite´ de particule dans chaque boˆıte. Les boˆıtes a`
faible densite´ sont privile´gie´es.
Apre`s avoir choisi la boˆıte de remise, il faut affecter a` la particule un nouveau
couple position-vitesse repre´sentatif du milieu qui l’entoure. Nous avons fait le choix
de tirer la nouvelle position de la particule de manie`re uniforme dans la boˆıte. Si la
boˆıte de remise n’est pas vide, nous choisissons une particule au hasard a` l’inte´rieur
de la boˆıte et nous attribuons sa vitesse a` la nouvelle particule.
Par contre, si la boˆıte de remise est vide, les seules informations sur le milieu
dont nous disposons sont donne´es par les observations. Nous affectons alors a` la
nouvelle particule une vitesse reconstruite a` partir des observations.
6.2 Le re´-e´chantillonnage
L’e´tape de re´-e´chantillonnage a pour but de maintenir dans chaque boˆıte un
nombre minimal de particules. En effet, nous devons e´viter que certaines boˆıtes
se vident, puisque sans particule il n’est plus possible d’estimer le vent ou a` la
turbulence. Cependant, le re´-e´chantillonnage n’e´galise pas le nombre de particules
dans chaque boˆıte. Pour pouvoir repre´senter les zones de convergence et divergence
a` l’inte´rieur du fluide le nombre de particules par boˆıte doit pouvoir varier dans une
certaine mesure.
La fonction de re´-e´chantillonnage est compose´e de deux parties. La premie`re
boucle s’assure que les boˆıtes ne contiennent pas trop de particules. Pour ce faire,
nous avons fixe´ un seuil maximal par boˆıte Bsup × Nj, ou` Bsup est une constante
choisie expe´rimentalement. Quand une boˆıte contient plus de particules que le seuil
de´fini, nous ponde´rons les boˆıtes de manie`re a` favoriser les boˆıtes de´ficitaires, et nous
tirons ale´atoirement suivant ces poids une boˆıte de remise. Ensuite, comme pour le
conditionnement au domaine, nous diffe´rencions les cas pour lesquels la boˆıte de
remise est vide ou non.
La seconde boucle s’assure que chaque boˆıte contient suffisamment de particules.
Le seuil minimal de chaque boˆıte est note´ Binf×Nj. Quand une boˆıte est de´ficitaire,
nous ponde´rons les boˆıtes de manie`re a` favoriser les boˆıtes exce´dentaires, et nous
tirons ale´atoirement suivant ces poids une boˆıte dans laquelle on pre´le`ve une parti-
cule. La` encore la remise s’effectue diffe´remment suivant que la boˆıte de´ficitaire est
vide ou non.
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Chapitre 3
Les expe´riences nume´riques
Les travaux sur l’estimation de la turbulence a` l’aide d’un lidar ont de´bute´ par
la reprise du cas 1D de´ja` pre´sente´ par Suzat [123]. Ensuite, nous avons utilise´ suc-
cessivement plusieurs configurations e´loigne´es de toute re´alite´ technique pour aug-
menter progressivement le nombre de dimensions. Parmi ces configurations, nous
pre´sentons ici les deux expe´riences ayant permis d’aboutir a` la configuration re´elle
du lidar WindCube. Dans ce chapitre, les ge´ome´tries des syste`mes d’observation
ne sont pas re´alistes. Ces ge´ome´tries ont e´te´ choisies pour faciliter l’application de
l’algorithme de reconstruction, notamment en e´vitant les effets de bord. Le terme
”dispositif d’observation” ne se rapporte donc pas a` un instrument, mais simplement
au choix d’une configuration nume´rique.
1 Cas d’un lidar plan
Dans cette premie`re expe´rience nous cherchons a` reconstruire l’atmosphe`re tur-
bulente en deux dimensions. Les observations sont re´parties sur un plan forme´ par
une direction horizontale et la direction verticale. Le but est d’estimer le vent a`
l’aide de l’algorithme de reconstruction de l’atmosphe`re et a` partir des observations
lidar.
1.1 Configuration de l’expe´rience
Pour cette expe´rience nous avons choisi comme dispositif d’observation un en-
semble de sept lidars : six lidars a` vise´e oblique et un lidar a` vise´e verticale. Les lidars
obliques sont e´quitablement re´partis de chaque coˆte´ du lidar vertical (illustration fi-
gure 3.1). On note α l’angle qui se´pare deux lidars conse´cutifs. Les observations sont
re´parties par niveau vertical. Ici, nous avons choisi de travailler avec seulement cinq
niveaux pour limiter le temps de calcul. La hauteur se´parant deux niveaux verticaux
est note´e H.
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Lidar exte´rieurLidar me´dianLidar central
Figure 3.1 – Ge´ome´trie du dispositif d’observation : un lidar vertical en noir, et
trois lidars obliques en bleu de chaque coˆte´. Les points de mesure sont repre´sente´s
en rouge. Nous avons repre´sente´ en noir deux groupes de boˆıtes utilise´es dans l’al-
gorithme de reconstruction de milieu.
Pour appliquer l’algorithme de reconstruction de l’atmosphe`re, nous avons de´cou-
pe´ la surface observe´e en boˆıtes contenant chacune deux observations faites suivant
des directions diffe´rentes. Le de´coupage est fait de manie`re a` ce que l’ensemble de la
surface soit couvert. Pour avoir le de´coupage le plus fin possible, une observation peut
se situer en bord de boˆıte et donc appartenir a` deux boˆıtes a` la fois. L’espace couvert
par les boˆıtes est conique et s’e´tend sur la verticale entre Hmin=30m et Hmax=130m.
Les limites horizontales du domaine sont donne´es par les droites formant les angles
−αsup et αsup par rapport a` la verticale. Cette ge´ome´trie a e´te´ choisie pour avoir
une surface observe´e importante et ainsi limiter le nombre de boˆıtes situe´es en bord
de domaine. Les estimations faites dans les boˆıtes du bord sont de moindre qualite´
car ces boˆıtes servent en quelque sorte a` initialiser les particules. Les particules et
les informations qu’elles portent sont ensuite advecte´es vers les autres boˆıtes.
Les informations sur la ge´ome´trie du dispositif d’observation sont re´sume´es dans
le tableau suivant :
Nombre de lidars obliques 6
Nombre de lidars verticaux 1
Nombre de niveaux de mesure 5
H 20m
Hmin 30m
Hmax 130m
α pi8
αsup
3pi
8 +
pi
16
1.2 Les donne´es utilise´es
Les donne´es utilise´es comme re´fe´rence dans cette expe´rience sont des mesures
effectue´es avec un lidar WindCube par LEOSPHERE. Le WindCube est un dispositif
d’observation mesurant le vent suivant quatre directions obliques auxquelles s’ajoute
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Figure 3.2 – Processus de construction du signal bruite´ : l’observation de re´fe´rence
(en noir, en haut), le bruit blanc ajoute´ (au milieu), le signal bruite´ obtenu (en bas,
en bleu clair). Nous avons superpose´ le signal de re´fe´rence en noir au signal bruite´.
Exemple pour une se´rie temporelle de 2h avec un pas de temps de 4s.
la verticale.
De ce WindCube nous ne gardons ici que trois directions, deux obliques et la di-
rection verticale, toutes situe´es dans un meˆme plan. A partir des mesures effectue´es
par les trois tirs lidar, nous construisons des mesures sur les six lidars obliques de
l’expe´rience en conside´rant que sur chaque moitie´ du domaine le vent est homoge`ne
sur chacun des niveaux verticaux. Ensuite, nous construisons artificiellement des
observations bruite´es a` partir de ces mesures, en y ajoutant un bruit blanc Gaus-
sien de variance 2m2/s2 (illustration figure 3.2). C’est a` partir de ces observations
bruite´es que nous allons tester l’efficacite´ de l’algorithme de reconstruction. Pour
l’algorithme, le but est de retrouver le vent de re´fe´rence a` partir des observations
bruite´es.
1.3 Re´sultats
Dans cette section nous pre´sentons d’abord les re´sultats concernant le vent ra-
dial, puis nous montrerons que le vent a bien e´te´ reconstruit en deux dimensions
suivant les directions usuelles. Le but de cette expe´rience est d’illustrer la capacite´
de l’algorithme a` retrouver un vent de re´fe´rence a` partir d’un vent bruite´ dans une
configuration a` deux dimensions.
Vent radial
La premie`re e´tape est de ve´rifier que les vents radiaux (projete´s sur les axes de
vise´e des lidars) sont bien reconstruits. Les figures 3.3 et 3.4 montrent les se´ries
temporelles du vent radial suivant l’axe des lidars me´dians (voir figure 3.1). Nous
remarquons que les se´ries temporelles des vents reconstruits sont cohe´rentes avec
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celles des vents de re´fe´rence. Le bruit ajoute´ pour former l’observation semble avoir
e´te´ correctement filtre´. La reconstruction des se´ries temporelles est donc tre`s satis-
faisante.
Vent vertical
Sur les figures 3.5 et 3.6 nous avons trace´ le vent vertical de re´fe´rence (en noir) et
le vent reconstruit (en rouge) pour les boˆıtes repre´sente´es sur la figure 3.1. L’obser-
vation du vent radial par le lidar me´dian a e´te´ ajoute´e en bleu pour rappeler que le
vent vertical est reconstruit a` partir d’observations radiales. Pour faciliter la lecture
des re´sultats, les graphiques ne comportent que les trois niveaux de mesure situe´s
au milieu du domaine : nous conside`rons que le premier et le dernier niveau vertical
servent de zone d’initialisation pour les particules qui rentrent par le haut ou le bas
du domaine.
Comme en attestent les deux figures, le vent vertical est e´galement tre`s bien
reconstruit dans les boˆıtes qui ne sont pas attenantes au lidar vertical.
Vent horizontal
Pour le vent horizontal nous avons trace´ uniquement le vent de re´fe´rence et le
vent reconstruit. Les figures 3.7 a` 3.8 repre´sentent ces se´ries temporelles pour les
deux groupes de boˆıtes repre´sente´s sur l’illustration 3.1. Comme pour le vent ver-
tical, nous avons choisi de ne repre´senter que les 3 niveaux verticaux du milieu du
domaine. Nous pouvons remarquer que, la` encore, le vent reconstruit est tre`s proche
du vent de re´fe´rence.
D’apre`s l’allure des se´ries temporelles, notre algorithme est capable de restituer
le vent en deux dimensions dans le domaine observe´ a` partir d’observations bruite´es.
Cette validation porte uniquement sur l’allure temporelle des vents. Inte´ressons-nous
maintenant a` la structure e´nerge´tique des vents reconstruits.
Densite´ spectrale de puissance
La Densite´ Spectrale de Puissance (DSP) d’un signal de´crit la puissance associe´e
a` chaque fre´quence. Ici le signal est la se´rie temporelle de vent. D’apre`s les lois
de Kolmogorov K41 [72], la densite´ spectrale du vent dans la zone inertielle de
la turbulence a une structure bien spe´cifique : trace´e avec une e´chelle log-log, la
densite´ spectrale de puissance suit une pente en -5/3. Sur les figures 3.9 a` 3.10
nous avons repre´sente´ les densite´s spectrales de puissance des vents verticaux pour
chacun des demi-domaines. On remarque que dans les deux cas, l’observation a la
52
0 1 000200 400 600 800100 300 500 700 90050 150 250 350 450 550 650 750 850 950
0
−5
5
0 1 000200 400 600 800100 300 500 700 90050 150 250 350 450 550 650 750 850 950
0
−10
−5
5
0 1 000200 400 600 800100 300 500 700 90050 150 250 350 450 550 650 750 850 950
0
−10
−5
5
0 1 000200 400 600 800100 300 500 700 90050 150 250 350 450 550 650 750 850 950
0
−10
−5
5
0 1 000200 400 600 800100 300 500 700 90050 150 250 350 450 550 650 750 850 950
0
−10
−5
5
Figure 3.3 – Vent radial de re´fe´rence (en noir), observe´ (en bleu) et estime´
(en rouge) sur le premier lidar me´dian. Les 5 niveaux verticaux de mesure sont
repre´sente´s.
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Figure 3.4 – Vent radial de re´fe´rence (en noir), observe´ (en bleu) et estime´
(en rouge) sur le second lidar me´dian .Les 5 niveaux verticaux de mesure sont
repre´sente´s.
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Figure 3.5 – Vent vertical de re´fe´rence (en noir) et estime´ (en rouge) pour la
premie`re moitie´ du domaine. En bleu, le vent radial observe´ pour le lidar me´dian.
Seuls les 3 niveaux centraux de mesure sont repre´sente´s.
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Figure 3.6 – Vent vertical de re´fe´rence (en noir) et estime´ (en rouge) pour la seconde
moitie´ du domaine. En bleu, le vent radial observe´ pour le lidar me´dian. Seuls les 3
niveaux centraux de mesure sont repre´sente´s.
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Figure 3.7 – Vent horizontal de re´fe´rence (en noir) et estime´ (en rouge) pour la
premie`re moitie´ du domaine. Seuls les 3 niveaux centraux de mesure sont repre´sente´s.
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Figure 3.8 – Vent horizontal de re´fe´rence (en noir) et estime´ (en rouge) pour la
seconde moitie´ du domaine. Seuls les 3 niveaux centraux de mesure sont repre´sente´s.
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signature e´nerge´tique du bruit blanc, c’est-a`-dire une courbe plate qui associe la
meˆme puissance a` toutes les fre´quences. Par contre, le vent de re´fe´rence et le vent
vertical reconstruit suivent la pente en -5/3. D’apre`s les figures 3.11 et 3.12, nous
pouvons formuler les meˆmes remarques pour le vent horizontal.
Graˆce a` l’algorithme d’apprentissage et au mode`le physique utilise´, il est donc
possible de reconstruire en deux dimensions des vents en accord avec les lois K41
sur la turbulence a` partir d’observations tre`s bruite´es.
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Figure 3.9 – DSP du vent vertical de re´fe´rence (en noir) et estime´ (en rouge) pour
la premie`re moitie´ du domaine. En bleu, la DSP du vent radial mesure´ par le lidar
me´dian. En vert la droite the´orique du spectre de Kolmogorov. Seuls les niveaux
centraux sont repre´sente´s.
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Figure 3.10 – DSP du vent vertical de re´fe´rence (en noir) et estime´ (en rouge) pour
la seconde moitie´ du domaine. En bleu, la DSP du vent radial mesure´ par le lidar
me´dian. En vert la droite the´orique du spectre de Kolmogorov. Seuls les niveaux
centraux sont repre´sente´s.
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Figure 3.11 – DSP du vent horizontal de re´fe´rence (en noir) et estime´ (en rouge)
pour la premie`re moitie´ du domaine. En bleu, la DSP du vent radial mesure´ par
le lidar me´dian. En vert la droite the´orique du spectre de Kolmogorov. Seuls les
niveaux centraux sont repre´sente´s.
10
−2
10
−1
5.0x10
−3
5.0x10
−2
0
−20
−10
10
10
−2
10
−1
5.0x10
−3
5.0x10
−2
0
−20
−10
10
10
−2
10
−1
5.0x10
−3
5.0x10
−2
0
−20
−10
10
Figure 3.12 – DSP du vent horizontal de re´fe´rence (en noir) et estime´ (en rouge)
pour la seconde moitie´ du domaine. En bleu, la DSP du vent radial mesure´ par
le lidar me´dian. En vert la droite the´orique du spectre de Kolmogorov. Seuls les
niveaux centraux sont repre´sente´s.
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2 Cas d’un lidar 3D
Dans cette expe´rience nous nous inte´ressons a` un coˆne ayant pour axe la direc-
tion verticale. Le but est d’estimer, a` partir d’observations lidar, les vents en trois
dimensions.
2.1 Configuration de l’expe´rience
Pour cette expe´rience nous avons choisi comme dispositif d’observation un en-
semble de lidars : 12 lidars a` vise´e oblique et 1 lidar a` vise´e verticale. Les lidars
obliques sont e´quitablement re´partis de chaque coˆte´ du lidar vertical dans deux
plans perpendiculaires (illustration figure 3.13). On note α l’angle qui se´pare deux
lidars conse´cutifs. Les observations sont re´parties par niveau vertical. Ici, nous avons
choisi de travailler avec seulement 4 niveaux pour limiter le temps de calcul. On note
H la hauteur se´parant deux niveaux verticaux. Nous rappelons encore une fois que
ce dispositif d’observation n’a pas vocation a` eˆtre re´aliste.
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Figure 3.13 – Ge´ome´trie du dispositif d’observation : un lidar vertical en noir,
et trois lidars obliques en bleu sur chaque demi-plan. Les points de mesure sont
repre´sente´s en rouge. Le lidar vertical est commun a` l’ensemble des demi-plans
(nume´rote´s de 1 a` 4). Une des boˆıtes utilise´es par l’algorithme est repre´sente´e en
noir.
Comme pour la configuration en deux dimensions, nous avons de´coupe´ le volume
observe´ en boˆıtes. Chaque boˆıte contient quatre observations, alors que trois obser-
vations seulement sont ne´cessaires pour reconstruire le vent. Nous avons choisi de
se´lectionner chaque particule par rapport aux trois observations de sa boˆıte dont
elle est la plus proche. L’espace couvert par les boˆıtes est conique et s’e´tend sur la
59
verticale entre Hmin=30m et Hmax=110m. Les limites horizontales du domaine sont
donne´es par les droites formant l’angle αsup par rapport a` la verticale.
Nombre de lidars obliques 12
Nombre de lidars verticaux 1
Nombre de niveaux de mesure 4
H 20m
Hmin 30m
Hmax 110m
α pi8
αsup
3pi
8 +
pi
16
2.2 Les donne´es utilise´es
Nous utilisons ici le meˆme jeu de donne´es que pour le lidar 2D, a` savoir des
mesures faites avec un lidar WindCube et fournies par LEOSPHERE. Nous utilisons
les cinq directions du WindCube pour construire des mesures sur les douze lidars
obliques de l’expe´rience en conside´rant que sur chaque quart du domaine le vent est
homoge`ne sur chacun des niveaux verticaux.
A partir de ces mesures, que nous prenons comme re´fe´rence, nous construisons
les observations en y ajoutant un bruit blanc Gaussien.
2.3 Re´sultats
Nous nous inte´ressons dans un premier temps a` l’estimation du vent radial.
Suivront ensuite les re´sultats sur l’estimation du vent en trois dimensions. Cette
expe´rience a e´te´ re´alise´e sur 4 niveaux verticaux. Dans cette section, seuls les deux
niveaux centraux sont repre´sente´s. Nous limiterons e´galement la repre´sentation des
re´sultats aux boˆıtes comprises entre les lidars centraux et me´dians (voir figure 3.13).
Vent Radial
Comme pour le cas 2D, nous comparons les vents radiaux estime´s au vents de
re´fe´rence. D’apre`s les figures 3.14 a` 3.17, les se´ries temporelles des vents radiaux
sont tre`s bien reconstruites par notre algorithme. Le bruit de mesure que nous avons
ajoute´ est correctement filtre´.
Vent vertical
Dans cette expe´rience nume´rique, le vent reconstruit semble beaucoup plus tur-
bulent que le vent vertical de re´fe´rence . Comme nous pouvons le voir sur les figures
3.18 a` 3.21, le vent vertical est moins bien reconstruit que dans l’expe´rience 2D .
Nous pensons que cette de´gradation des re´sultats peut eˆtre due a` la me´thode de
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Figure 3.14 – Vent radial de re´fe´rence (en noir), observe´ (en bleu) et estime´ (en
rouge) sur le lidar me´dian du demi-plan 1. Seuls les deux niveaux verticaux d’obser-
vation du milieu du domaine sont repre´sente´s.
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Figure 3.15 – Vent radial de re´fe´rence (en noir), observe´ (en bleu) et estime´ (en
rouge) sur le lidar me´dian du demi-plan 2. Seuls les deux niveaux verticaux d’obser-
vation du milieu du domaine sont repre´sente´s.
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Figure 3.16 – Vent radial de re´fe´rence (en noir), observe´ (en bleu) et estime´ (en
rouge) sur le lidar me´dian du demi-plan 3. Seuls les deux niveaux verticaux d’obser-
vation du milieu du domaine sont repre´sente´s.
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Figure 3.17 – Vent radial de re´fe´rence (en noir), observe´ (en bleu) et estime´ (en
rouge) sur le lidar me´dian du demi-plan 4. Seuls les deux niveaux verticaux d’obser-
vation du milieu du domaine sont repre´sente´s.
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construction des observations. En effet cette me´thode repose sur deux hypothe`ses :
toutes les observations sont re´alise´es au meˆme instant, et pour un niveau vertical
donne´, le vent est homoge`ne sur chaque quart du domaine. Les observations ainsi
construites ne repre´sentent donc pas les variations et les corre´lations spatiales du
vent re´el. L’e´cart entre le vent reconstruit et le vent de re´fe´rence peut s’expliquer
par le fait que notre me´thode de construction des observations tend a` uniformiser le
vent, alors que le mode`le lagrangien stochastique mode´lise un vent turbulent.
Vent horizontal
Dans le cas du vent horizontal, pour simplifier la lecture des re´sultats nous avons
choisi de ne montrer les graphiques que pour deux groupes de boˆıtes, les autres
e´tant tout a` fait similaires. Les figures 3.22 a` 3.25 illustrent la reconstruction des
composantes horizontales du vent pour deux groupes diame´tralement oppose´s, pour
les boˆıtes comprises entre les lidars centraux et me´dians. Pour le vent horizontal la
reconstruction est plus fide`le au vent de re´fe´rence que pour le vent vertical. Nous
pouvons tout de meˆme remarquer que le vent reconstruit semble le´ge`rement plus
turbulent que le vent de re´fe´rence.
Densite´ spectrale de puissance
Les figures 3.26 a` 3.29 repre´sentent les DSP du vent vertical pour les quatre boˆıtes
comprises entre les lidars centraux et me´dians. Comme pour le cas 2D, l’observation a
une signature e´nerge´tique proche de celle d’un bruit blanc. Les DSP du vent vertical
confirment que le vent reconstruit est plus turbulent que le vent de re´fe´rence.
Pour le vent horizontal, la reconstruction est de meilleure qualite´. Les DSP
du vent horizontal suivent correctement la cascade d’e´nergie (figures 3.30 a` 3.33).
Comme pour les se´ries temporelles, les graphiques repre´sentant les DSP du vent
horizontal sont limite´s a` deux boˆıtes.
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Figure 3.18 – Vent vertical de re´fe´rence (en noir) et estime´ (en rouge) pour les
boˆıtes comprises entre le lidar central et le lidar me´dian forme´es par les demi-plans
1 et 2. Seuls les deux niveaux verticaux d’observation du milieu du domaine sont
repre´sente´s.
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Figure 3.19 – Vent vertical de re´fe´rence (en noir) et estime´ (en rouge) pour les
boˆıtes comprises entre le lidar central et le lidar me´dian forme´es par les demi-plans
2 et 3. Seuls les deux niveaux verticaux d’observation du milieu du domaine sont
repre´sente´s.
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Figure 3.20 – Vent vertical de re´fe´rence (en noir) et estime´ (en rouge) pour les
boˆıtes comprises entre le lidar central et le lidar me´dian forme´es par les demi-plans
3 et 4. Seuls les deux niveaux verticaux d’observation du milieu du domaine sont
repre´sente´s.
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Figure 3.21 – Vent vertical de re´fe´rence (en noir) et estime´ (en rouge) pour les
boˆıtes comprises entre le lidar central et le lidar me´dian forme´es par les demi-plans
4 et 1. Seuls les deux niveaux verticaux d’observation du milieu du domaine sont
repre´sente´s.
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Figure 3.22 – Vent me´ridien de re´fe´rence (en noir) et estime´ (en rouge) pour les
boˆıtes comprises entre le lidar central et le lidar me´dian forme´es par les demi-plans
1 et 2. Seuls les deux niveaux verticaux d’observation du milieu du domaine sont
repre´sente´s.
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Figure 3.23 – Vent zonal de re´fe´rence (en noir) et estime´ (en rouge) pour les
boˆıtes comprises entre le lidar central et le lidar me´dian forme´es par les demi-plans
1 et 2. Seuls les deux niveaux verticaux d’observation du milieu du domaine sont
repre´sente´s.
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Figure 3.24 – Vent me´ridien de re´fe´rence (en noir) et estime´ (en rouge) pour les
boˆıtes comprises entre le lidar central et le lidar me´dian forme´es par les demi-plans
3 et 4. Seuls les deux niveaux verticaux d’observation du milieu du domaine sont
repre´sente´s.
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Figure 3.25 – Vent zonal de re´fe´rence (en noir) et estime´ (en rouge) pour les
boˆıtes comprises entre le lidar central et le lidar me´dian forme´es par les demi-plans
3 et 4. Seuls les deux niveaux verticaux d’observation du milieu du domaine sont
repre´sente´s.
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Figure 3.26 – Vent vertical des demi-plans 1-2 : DSP du vent vertical observe´ (en
bleu), de re´fe´rence (en noir) et estime´ (en rouge). En vert la droite the´orique du
spectre de Kolmogorov. Seuls les deux niveaux verticaux d’observation du milieu du
domaine sont repre´sente´s.
10
2
10
1
0
20
10
10
10
2
10
1
0
20
10
10
Figure 3.27 – Vent vertical des demi-plans 2-3 : DSP du vent vertical observe´ (en
bleu), de re´fe´rence (en noir) et estime´ (en rouge). En vert la droite the´orique du
spectre de Kolmogorov. Seuls les deux niveaux verticaux d’observation du milieu du
domaine sont repre´sente´s.
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Figure 3.28 – Vent vertical des demi-plans 3-4 : DSP du vent vertical observe´ (en
bleu), de re´fe´rence (en noir) et estime´ (en rouge). En vert la droite the´orique du
spectre de Kolmogorov. Seuls les deux niveaux verticaux d’observation du milieu du
domaine sont repre´sente´s.
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Figure 3.29 – Vent vertical des demi-plans 4-1 : DSP du vent vertical observe´ (en
bleu), de re´fe´rence (en noir) et estime´ (en rouge). En vert la droite the´orique du
spectre de Kolmogorov. Seuls les deux niveaux verticaux d’observation du milieu du
domaine sont repre´sente´s.
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Figure 3.30 – Vent me´ridien des demi-plans 1-2 : DSP du vent observe´ (en bleu),
de re´fe´rence (en noir), et estime´ (en rouge). En vert la droite the´orique du spectre de
Kolmogorov. Seuls les deux niveaux verticaux d’observation du milieu du domaine
sont repre´sente´s.
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Figure 3.31 – Vent zonal des demi-plans 1-2 : DSP du vent observe´ (en bleu), de
re´fe´rence (en noir), et estime´ (en rouge). En vert la droite the´orique du spectre de
Kolmogorov. Seuls les deux niveaux verticaux d’observation du milieu du domaine
sont repre´sente´s.
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Figure 3.32 – Vent me´ridien des demi-plans 3-4 : DSP du vent observe´ (en bleu),
de re´fe´rence (en noir), et estime´ (en rouge). En vert la droite the´orique du spectre de
Kolmogorov. Seuls les deux niveaux verticaux d’observation du milieu du domaine
sont repre´sente´s.
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Figure 3.33 – Vent zonal des demi-plans 3-4 : DSP du vent observe´ (en bleu), de
re´fe´rence (en noir), et estime´ (en rouge). En vert la droite the´orique du spectre de
Kolmogorov. Seuls les deux niveaux verticaux d’observation du milieu du domaine
sont repre´sente´s.
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3 Conclusion des expe´riences nume´riques ”jouet”
Dans ce chapitre nous avons de´taille´ les deux expe´riences que nous avons re´alise´es
a` but pe´dagogique. Elles nous ont permis d’appre´hender les difficulte´s lie´es aux
ge´ome´tries des dispositifs d’observations.
Tout d’abord, nous avons e´te´ confronte´s a` de nombreux proble`mes d’imple´men-
tation lie´s au fait que les particules vivent librement dans le domaine observe´ : il est
notamment ne´cessaire de maintenir un nombre minimal de particules par boˆıte pour
pouvoir estimer le vent et les parame`tres turbulents tout en pre´servant les zones de
convergences et de divergences de l’e´coulement atmosphe´rique.
La ge´ome´trie conique des syste`mes d’observation nous oblige e´galement a` aug-
menter le nombre moyen de particules par boˆıtes avec l’altitude. Ce point rejoint le
pre´ce´dent, ils sont d’ailleurs tous les deux traite´s dans la fonction de re´-e´chantillon-
nage de´crite a` la section 6.2.
Le de´coupage du volume observe´ en plusieurs boˆıtes soule`ve e´galement des ques-
tions quant a` la me´thode de conditionnement des particules au domaine. Le point
difficile est de s’assurer de la repre´sentativite´ de la particule que l’on remet dans le
domaine, suivant la boˆıte dans laquelle on l’ajoute.
En imple´mentant les algorithmes 2D et 3D nous avons e´te´ confronte´s au choix de
la longueur δ dans la fonction de re´gularisation : cette longueur est lie´e au caracte`re
localement homoge`ne (en loi) de l’atmosphe`re, elle de´finit aussi la zone d’influence
d’une particule.
Il a e´galement fallu de´terminer quelles observations choisir lors de la se´lection.
Nous avons fait le choix d’utiliser les 2 ou 3 observations les plus proches suivant le
nombre de dimensions traite´es.
Pour ce qui est de l’imple´mentation, les proble`mes lie´s au temps de calcul sont
tre`s vite apparus. La programmation sous Scilab n’est pas des plus efficaces, mais
des efforts ont e´te´ faits pour limiter le temps de calcul.
Enfin, comme nous travaillons sur des se´ries temporelles de vent sur un nombre
important de boˆıtes, la visualisation des re´sultats est particulie`rement de´licate. Dans
le chapitre suivant, les diffe´rentes repre´sentations graphiques que nous avons utilise´es
seront illustre´es. Cependant, comme le lecteur pourra le constater, la visualisation
des re´sultats reste complique´e.
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Chapitre 4
Configuration re´elle : lidar
Windcube
Ce chapitre est l’aboutissement du travail sur la reconstruction de l’atmosphe`re
a` partir d’observations lidar. Nous pre´sentons ici l’application de l’algorithme de
reconstruction de l’atmosphe`re a` un jeu de donne´es re´el, obtenu avec un instrument
de´ja` commercialise´. Dans cette expe´rience on cherche d’abord a` reconstruire le vent
en trois dimensions, puis a` estimer les parame`tres de la turbulence. Nous allons prin-
cipalement travailler sur l’e´nergie cine´tique turbulence TKE ainsi que sur l’intensite´
turbulente. Comme lors des expe´riences nume´riques ”jouet”, nous nous inte´ressons
particulie`rement aux vents 3D restitue´s dans les directions classiques (me´ridienne,
zonale et verticale). Pour les parame`tres turbulents, les re´sultats sont pre´sente´s a` la
fois sous forme de se´ries temporelles, mais e´galement sous forme de profils verticaux
ou par classe de vitesse de vent.
1 Configuration de l’expe´rience
1.1 Dispositif d’observation
Pour cette expe´rience nous avons choisi comme dispositif d’observation un lidar
WindCube : quatre tirs de lidar obliques et un vertical. Le lidar effectue un tour
en quatre secondes et les tirs obliques sont incline´s de α = 28 degre´s par rapport a`
la verticale. Les tirs obliques sont effectue´s dans les directions Est, Nord, Ouest et
Sud. Les observations sont re´parties par niveau vertical. On note H=20m la hauteur
se´parant deux niveaux verticaux.
Dans cette expe´rience, nous disposons de 10 observations par tir lidar. A cause
de la puissance de calcul limite´e (lie´e a` l’utilisation de Scilab), nous nous sommes
concentre´s sur 3 niveaux (60m, 80m et 100m). A ces altitudes nous disposons en plus
d’observations d’ane´mome`tres a` coupelles. Comme nous le verrons, la comparaison
entre instruments permet de valider partiellement l’algorithme de reconstruction.
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Figure 4.1 – Ge´ome´trie du dispositif d’observation : un tir lidar vertical en noir, et
quatre tirs lidar obliques en bleu. Les points de mesure sont repre´sente´s en rouge (4
niveaux verticaux seulement sont repre´sente´s). En noir, nous avons repre´sente´ une
des boˆıtes utilise´es lors de l’imple´mentation de l’algorithme.
Comme le lidar ne fournit qu’une observation radiale, trois observations suivant
trois directions diffe´rentes sont ne´cessaires pour reconstruire le vent. Dans le chapitre
2 nous avons de´ja` discute´ des hypothe`ses induites par le choix de ces trois obser-
vations : l’atmosphe`re est suppose´e homoge`ne entre ces trois observations. De plus
les observations sont conside´re´es comme e´tant re´alise´es au meˆme instant, nous sup-
posons donc que l’e´coulement turbulent est stationnaire durant les quatre secondes
que dure la re´volution comple`te du lidar. Pour imple´menter l’algorithme le volume
observe´ est partage´ en boˆıtes, contenant chacune les trois observations ne´cessaires
a` la reconstruction. Les boˆıtes sont construites de manie`re a` couvrir entie`rement le
volume de´crit par les tirs lidar. L’espace couvert par les boˆıtes est donc conique et
s’e´tend sur la verticale entre Hmin=50m et Hmax=110m. Les limites horizontales du
domaine sont donne´es par les droites formant l’angle αsup par rapport a` la verticale.
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Nombre de tirs lidar obliques 4
Nombre de tirs lidar verticaux 1
Nombre de niveaux de mesure 3
Re´solution spatiale H 20m
Hmin 50m
Hmax 110m
α 28°
αsup α + α/2
1.2 Les donne´es
Les donne´es utilise´es ont e´te´ graˆcieusement fournies par LEOSPHERE. Les
donne´es comportent a` la fois des observations de vent du lidar WindCube V2 et
des observations d’ane´mome`tres a` coupelles. Pour les habitue´s du WindCube, les
donne´es lidar proviennent directement des fichiers WLS7-95 2010 08 2X 00 00 00.rtd
et .rtdw ou` X varie de 0 a` 7. Les donne´es ane´mome´triques sont des observations de
vent horizontal moyenne´es sur dix minutes, ainsi que les e´cart-types du vent ob-
serve´ (e´galement calcule´s par intervalle de dix minutes). Comme nous le verrons
ulte´rieurement, les observations ane´mome´triques sont principalement utilise´es pour
valider les estimations d’intensite´ turbulente.
Qualite´ des observations lidar
L’algorithme de reconstruction de l’atmosphe`re est base´ sur l’observation du vent
a` haute fre´quence. Pour que les quantite´s estime´es aient un sens, il est primordial
que l’observation soit de tre`s bonne qualite´. Nous nous sommes donc assure´s de la
qualite´ des observations du WindCube.
Un crite`re classique pour e´valuer la mesure lidar est la valeur du Carrier-to-Noise
Ratio (CNR). Le CNR est de´fini par le rapport de la puissance moyenne du signal
rec¸u sur la puissance du bruit. Sur la figure 4.2 nous avons repre´sente´ les CNR
associe´s aux observations situe´es a` 40m, 60m, 80m et 100m d’altitude. Pour e´valuer
la qualite´ des donne´es, nous avons trace´ sur la figure 4.3 la courbe de fiabilite´ de
l’observation en fonction du CNR d’apre`s les travaux de Dabas [32]. D’apre`s cette
courbe, les donne´es sont de bonne qualite´ si le CNR est supe´rieur a` -23dB. D’apre`s la
figure 4.2 les CNR associe´s aux observations du WindCube sont supe´rieurs a` ce seuil
pour la journe´e du 26/08/2010. Pour les autres journe´es, les CNR e´taient e´galement
bons.
Les CNR particulie`rement e´leve´s indiquent aussi que les mesures ont e´te´ per-
turbe´es. Comme tre`s peu de donne´es semblent douteuses, nous conside´rons que les
observations disponibles sont de bonne qualite´. De plus nous verrons dans la partie
re´sultats que l’algorithme est capable de filtrer une observation bruite´e.
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Figure 4.2 – CRN associe´s aux observations lidar pour les altitudes suivantes : 40m
(noir), 60m (bleu), 80m (vert) et 100m (rouge). Journe´e du 26/08/2010.
Figure 4.3 – Fiabilite´ d’une observation lidar en fonction du CNR associe´. A partir
de -23dB, les observations sont conside´re´es totalement fiables.
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1.3 Vent horizontal a` partir des observations
Le vent horizontal joue un roˆle particulier dans nos expe´riences. Contrairement
au vent vertical, le vent horizontal n’est pas directement observe´. Pour obtenir une
re´fe´rence et e´valuer le vent reconstruit, il faut donc reconstruire le vent horizontal a`
l’aide de conside´rations ge´ome´triques. Le vent horizontal intervient e´galement dans
le calcul de l’intensite´ turbulente, qui est l’un de parame`tres turbulents e´tudie´s. En
effet, le calcul de l’intensite´ turbulente utilise les observations de l’ane´mome`tre a`
coupelles, seul le module du vent horizontal est donc pris en compte.
Dans les fichiers de donne´es fournis par LEOSPHERE, le vent observe´ par le tir
vertical est oriente´ positivement dans le sens de la gravite´. Le vent vertical, au sens
me´te´orologique, est donc l’oppose´ du vent vertical observe´. L’expression du vent
projete´ sur l’axe du LIDAR est donc :
V entradial = Uh ∗ sin(α)−W ∗ cos(α)
avec Uh le vent horizontal et W le vent vertical au sens me´te´orologique. Nous avons
fait le choix classique d’orienter positivement les composantes du vent horizontal
dans les directions Est et Nord.
Pour obtenir le vent horizontal a` partir des observations radiales, nous conside`rons
le vent homoge`ne sur le domaine. Nous reconstruisons tout d’abord un vent hori-
zontal par tir oblique, a` chaque instant k (soit toutes les 4 secondes) et pour chaque
niveau l :
W = −lidarvertical(k, l)
Uh(k, l)) =
V entradial(k, l) +W (k, l)cos(α)
sin(α)
A partir des vents Uh reconstruits graˆce aux tirs Est et Ouest, on peut retrouver
un vent zonal moyen :
U(k, l) = mean(Uh, Est(k, l),−Uh, Ouest(k, l))
Nous proce´dons de meˆme pour le vent me´ridien, avec les tirs Nord et Sud :
V (k, l) = mean(Uh, Nord(k, l),−Uh, Sud(k, l))
La vitesse horizontale du vent est alors donne´e par :
V itesse(k, l) =
√
U(k, l)2 + V (k, l)2
Cette me´thode de construction du vent horizontale est extreˆmement simple. L’hy-
pothe`se d’homoge´ne´ite´ qu’elle implique est couramment faite avec ce type d’instru-
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ment.
2 Un parame`tre pour l’e´olien : l’intensite´ turbu-
lente
L’Intensite´ Turbulente (IT) est un parame`tre essentiellement utilise´ pour ca-
racte´riser la turbulence a` proximite´ des champs d’e´oliennes. Les standards interna-
tionaux ont de´fini diffe´rents crite`res pour s’assurer de l’inte´grite´ des e´oliennes meˆme
en cas de conditions tre`s turbulentes. Les champs e´oliens doivent eˆtre adapte´s a`
diffe´rentes classes d’intensite´ turbulente [65]. Les lidars Doppler tels que le Wind-
Cube couvrent le bas de la couche limite atmosphe´rique et peuvent donc mesurer le
vent et l’IT a` l’altitude approprie´e. Les standards de´finissent l’intensite´ turbulente a`
partir de mesures de vent re´alise´es avec un ane´mome`tre a` coupelles. L’inconve´nient
de l’observation in-situ est qu’elle ne´cessite l’installation de maˆt de mesures. Les li-
dars ont l’avantage d’eˆtre plus faciles a` de´ployer, et, par la suite, nous allons montrer
sur un jeu de donne´es re´elles que la mesure d’intensite´ turbulente a` partir d’obser-
vation lidar est e´quivalente a` le mesure par ane´mome`tres.
L’intensite´ turbulente est de´finie par :
IT= σ(Vh)
< Vh >T
ou` le vent horizontal est note´ Vh , σ repre´sente l’e´cart-type et < . >T la moyenne du
vent horizontal sur l’intervalle T . Comme de´finie par l’IEC [66], l’intensite´ turbulente
est d’ordinaire calcule´e par intervalle de dix minutes.
Dans les travaux pre´sente´s ici, nous comparons l’IT calcule´e a` partir des mesures
lidar brutes a` l’IT calcule´e a` partir du vent reconstruit avec notre algortithme par-
ticulaire. Nous appliquons ainsi la de´finition usuelle de l’intensite´ turbulente. Graˆce
a` l’algorithme de reconstruction, nous pourrions e´galement calculer une intensite´
turbulente instantane´e en utilisant la variance du syste`me de particules a` la place
de la variance sur dix minutes.
3 Restitution du vent et des parame`tres turbu-
lents
3.1 Expe´rience pre´liminaire
Avant de nous inte´resser aux re´sultats obtenus a` partir des observations du
WindCube, nous avons teste´ l’efficacite´ de l’algorithme de reconstruction de l’at-
mosphe`re dans la configuration re´elle. Ce test consiste simplement a` ve´rifier que
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Figure 4.4 – Se´ries temporelles du vent radial : en noir le vent observe´ par un
tir lidar du WindCube, en bleu le vent artificiellement bruite´ et en rouge le vent
reconstruit a` partir du vent bruite´.
l’algorithme est capable de filtrer un bruit blanc ajoute´ aux observations. Le proces-
sus de construction du signal bruite´ a de´ja` e´te´ illustre´ par la figure 3.2. Dans cette
section, et uniquement dans cette section, l’algorithme devra reconstruire le vent
observe´ par le WindCube a` partir des donne´es bruite´es (obtenues par l’ajout d’un
bruit blanc).
La figure 4.4 repre´sente les se´ries temporelles de l’observation de re´fe´rence, du
signal bruite´ et du vent reconstruit. Nous pouvons remarquer que le vent reconstruit
est tre`s proche du vent observe´. Dans le signal bruite´, nous observons des pics qui
ont totalement e´te´ supprime´s par l’algorithme de reconstruction. En effet, aucun de
ces pics n’est pre´sent dans le vent reconstruit. Les se´ries temporelles indiquent donc
que l’algorithme a filtre´ le bruit ajoute´ artificiellement aux donne´es. Ce re´sultat est
confirme´ par les densite´s spectrales de puissance (figure 4.5). Le spectre du signal
bruite´ a une allure proche de celle d’un bruit blanc, c’est-a`-dire avec une pente
faible (en valeur absolue). Le spectre du vent reconstruit suit aussi bien la cascade
d’e´nergie de Kolmogorov que le spectre du vent observe´ par le WindCube.
Ces deux figures montrent que l’algorithme de filtrage pour la reconstruction de l’at-
mosphe`re peut retrouver un vent de re´fe´rence a` partir d’observations tre`s bruite´es.
L’algorithme semble robuste face aux proble`mes de bruit d’observation. Nous pou-
vons donc conside´rer que la reconstruction de vent est fiable. Nous allons maintenant
appliquer l’algorithme de reconstruction directement aux donne´es brutes du Wind-
Cube.
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Figure 4.5 – Densite´s spectrales de puissance du vent radial : en noir le spectre
du vent observe´, en bleu le spectre du vent bruite´, et en rouge le spectre du vent
reconstruit. La cascade d’e´nergie de Kolmogorov est trace´e en vert.
3.2 Reconstruction du vent
Dans cette partie, nous appliquons l’algorithme particulaire introduit au cha-
pitre 2 aux observations du WindCube brutes. L’objectif est d’obtenir une recons-
truction du vent et de l’atmosphe`re turbulente dans le volume conique de´crit par
le WindCube. Nous rappelons que, comme trois observations sont ne´cessaires pour
reconstruire le vent, nous supposons que l’atmosphe`re est homoge`ne dans chaque
boˆıte utilise´e pour imple´menter l’algorithme.
Les donne´es fournies par LEOSPHERE couvrent une pe´riode de plusieurs jours.
Pour la reconstruction du vent et l’estimation des parame`tres turbulents, nous avons
essaye´ de simplifier la lecture des graphiques. Nous pre´sentons le plus souvent les
re´sultats sur une pe´riode de deux heures (de 16h a` 18h, heure locale). Comme pour
les expe´riences pre´ce´dentes, nous illustrons les re´sultats a` l’aide des se´ries tempo-
relles et des densite´s spectrales de puissance. Les se´ries temporelles du vent sont
repre´sente´es dans le repe`re classique (vent zonal, me´ridien et vertical). Les observa-
tions du WindCube sont obtenues par la construction ge´ome´trique pre´ce´demment
de´crite. Dans un souci perpe´tuel de simplification, les re´sultats sont dans un premier
temps illustre´s pour une boˆıte, et uniquement pour la composante me´ridienne du
vent. Ensuite nous montrerons les re´sultats complets pour les trois boˆıtes forme´es
par les lidars Ouest et Sud.
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Figure 4.6 – Se´ries temporelles du vent zonal : en noir le vent observe´ par le
WindCube, et en rouge le vent reconstruit a` partir des observations. Se´ries de 30min
avec un pas de temps de 4s.
Re´sultats pour une boˆıte
La figure 4.6 montre les se´ries temporelles du vent observe´ et du vent reconstruit
sur une pe´riode de 30min avec un pas de temps de 4s. Les se´ries temporelles illustrent
la cohe´rence du vent reconstruit avec le vent observe´ par le WindCube. En effet,
nous pouvons constater que les deux vents sont a` peine distinguables l’un de l’autre.
Regardons maintenant l’allure des DSP pre´sente´es figure 4.7. Pour augmenter le
nombre de points utilise´s dans le calcul des spectres, les DSP repre´sente´es ont e´te´
calcule´es sur 24h de donne´es. Les spectres du vent observe´ et du vent reconstruit
suivent tous les deux la cascade d’e´nergie de Kolmogorov pour le domaine inertiel
de la turbulence. Avec une e´chelle log-log, la cascade d’e´nergie est donne´e par une
pente en -5/3, trace´e en vert.
D’apre`s ces re´sultats partiels, le vent reconstruit est parfaitement cohe´rent avec
le vent observe´.
Re´sultats a` partir des observations des lidars Ouest et Sud
Nous pre´sentons maintenant les re´sultats pour les trois composantes du vent
pour les trois boˆıtes comprises entre les lidars Ouest et Sud. La comparaison de
deux vents tri-dimensionnels en plusieurs points n’est pas facile a` illustrer. Nous
proposons deux approches : d’une part nous pre´sentons les se´ries temporelles et les
DSP pour chacune des composantes du vent et pour chaque boˆıte, et d’autre part
nous donnons un exemple de coupe pour repre´senter le vent horizontal sur les quatre
boˆıtes d’un niveau vertical.
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Figure 4.7 – Densite´s spectrales de puissance du vent zonal : en noir le spectre
du vent observe´, et en rouge le spectre du vent reconstruit. La cascade d’e´nergie de
Kolmogorov est trace´e en vert. Pour obtenir ces spectres, nous avons utilise´ 24h de
donne´es.
Les se´ries temporelles du vent me´ridien, zonal et vertical sont repre´sente´es sur les
figures 4.8 a` 4.10. Pour chaque composante nous avons repre´sente´ les re´sultats pour
trois altitudes (60m, 80m et 100m). Comme pour les re´sultats pre´ce´dents, le vent
reconstruit sur les trois composantes est si proche du vent observe´ qu’il est difficile
de les distinguer. Les se´ries temporelles montrent donc une bonne reconstruction du
vent quelle que soit la composante regarde´e.
Sur les figures 4.11 a` 4.13 nous avons repre´sente´ les densite´s spectrales de puis-
sance pour chaque composante du vent observe´ et du vent estime´. On remarque
imme´diatement que le signal du vent estime´ est moins e´nerge´tique que le signal du
vent observe´. De plus, les vents observe´s semblent parfois s’e´carter le´ge`rement de
la cascade d’e´nergie (repre´sente´e par la droite verte), avec une e´nergie trop impor-
tante associe´e aux hautes fre´quences. Dans l’ensemble le vent reconstruit suit la
cascade d’e´nergie atmosphe´rique, avec cependant un niveau e´nerge´tique plus faible
que le vent observe´. Le vent reconstruit semble plutoˆt sous-estimer l’e´nergie as-
socie´e aux hautes fre´quences. L’allure des DSP du vent observe´ peut s’expliquer
par la me´thode ge´ome´trique de construction du vent observe´ suivant les directions
classiques mais ce proble`me n’a pas e´te´ traite´ de manie`re plus approfondie. La sous-
estimation constate´e dans les spectres reconstruits semble due aux nombres de par-
ticules utilise´s pour reconstruire le vent. En effet nous avons e´te´ limite´s par l’espace
me´moire disponible dans Scilab. En moyenne, les boˆıtes contiennent une centaine de
particules. A titre indicatif, certaines applications en mode´lisation peuvent utiliser
plusieurs dizaines de milliers de particules.
La deuxie`me repre´sentation possible du vent reconstruit est donne´e figure 4.14.
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Figure 4.8 – Se´ries temporelles du vent zonal estime´ (rouge) et observe´ (noir) sur
3 niveaux verticaux (de 60 a` 100m, de haut en bas) pour les boˆıtes comprises entre
les lidars Ouest et Sud.
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Figure 4.9 – Se´ries temporelles du vent me´ridien estime´ (rouge) et observe´ (noir)
sur 3 niveaux verticaux (de 60 a` 100m, de haut en bas) pour les boˆıtes comprises
entre les lidars Ouest et Sud.
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Figure 4.10 – Se´ries temporelles du vent vertical estime´ (rouge) et observe´ (noir)
sur 3 niveaux verticaux (de 60 a` 100m, de haut en bas) pour les boˆıtes comprises
entre les lidars Ouest et Sud.
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Figure 4.11 – Densite´ spectrale de puissance du vent zonal, sur 3 niveaux verticaux
pour les boˆıtes comprises entre les lidars Ouest et Sud. En rouge le vent estime´,
en noir le vent observe´. La droite verte repre´sente la pente en -5/3 de la cascade
d’e´nergie.
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Figure 4.12 – Densite´ spectrale de puissance du vent me´ridien, sur 3 niveaux verti-
caux pour les boˆıtes comprises entre les lidars Ouest et Sud. En rouge le vent estime´,
en noir le vent observe´. La droite verte repre´sente la pente en -5/3 de la cascade
d’e´nergie.
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Figure 4.13 – Densite´ spectrale de puissance du vent vertical, sur 3 niveaux verti-
caux pour les boˆıtes comprises entre les lidars Ouest et Sud. En rouge le vent estime´,
en noir le vent observe´. La droite verte repre´sente la pente en -5/3 de la cascade
d’e´nergie.
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Figure 4.14 – Vent horizontal instantane´ sur 3 niveaux de mesures du WindCube,
de 60 a` 100m. En rouge le vent estime´, en noir le vent observe´. Au milieu, nous
avons repre´sente´ le vent au point de mesure du tir lidar vertical.
La figure montre les vecteurs des vents horizontaux observe´s et estime´s a` un instant
donne´ sur 3 niveaux verticaux (de 60 a` 100m) pour les quatre se´ries de boˆıtes forme´es
par les tirs lidar du Windcube. Nous y avons ajoute´ le vent horizontal au centre du
domaine. Ce vent est obtenu a` partir des particules proches du lidar vertical. Sur
cette figure nous retrouvons sur toute la verticale la cohe´rence entre l’estimation et
l’observation. Nous constatons cependant un le´ger e´cart entre l’estimation et l’obser-
vation sur les boˆıtes situe´es au vent du domaine. L’ame´lioration de la reconstruction
dans les boˆıtes sous le vent du domaine montre que les particules advectent l’infor-
mation apprise dans les boˆıtes au vent. L’advection d’information graˆce au syste`me
de particules permet donc de reconstruire partiellement le champ de vent entre les
observations. Notre me´thode semble ainsi reconstruire le champs de vent plus fine-
ment que les observations.
Le vent reconstruit semble donc cohe´rent avec les observations du WindCube.
L’allure re´aliste des se´ries temporelles est valide´e par les DSP qui suivent les lois
de Kolmogorov. Maintenant que la reconstruction du vent en trois dimensions est
valide´e, nous allons nous inte´resser a` l’estimation des parame`tres turbulents. Ces
estimations utilisent directement le vent reconstruit, et sa variance (calcule´e sur le
syste`me de particules).
3.3 Les parame`tres turbulents : TKE et EDR
Les parame`tres turbulents EDR et TKE sont des variables du mode`le lagran-
gien stochastique utilise´es pour l’e´tape de pre´diction. De manie`re classique, ces pa-
rame`tres sont estime´s en temps long : on utilise une moyenne temporelle sur plusieurs
minutes. Dans nos travaux, les parame`tres turbulents sont calcule´s en temps re´el en
utilisant le syste`me de particules. Une moyenne spatiale instantane´e remplace donc
la moyenne temporelle. Les me´thodes de calcul de l’EDR et de la TKE ont e´te´ intro-
duites au chapitre 2. Dans ces travaux, nous nous sommes concentre´s sur la validation
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des estimations de TKE. Les estimations d’EDR ne seront que brie`vement illustre´es.
Les estimations usuelles de la TKE a` partir d’observations de vent utilisent deux
hypothe`ses physiques. La turbulence est suppose´e stationnaire et ergodique [133].
Sous ces hypothe`ses la moyenne spatiale et la moyenne temporelle sont e´quivalentes
[88]. Par conse´quent, l’e´nergie cine´tique turbulente est calcule´e en utilisant la va-
riance du vent V en trois dimensions sur un intervalle de plusieurs minutes T .
Pour chaque boˆıte contenant trois observations du WindCube, la TKE classique est
donne´e par :
TKE = 1
T
∑T
k=1(Vk− < V >T )2
ou` < . >T est la moyenne temporelle et Vk le vecteur vent a` l’instant k.
Comme les particules transportent les proprie´te´s physiques de l’atmosphe`re, la
moyenne et la variance spatiales du vent peuvent eˆtre estime´es a` chaque pas de
temps. Notre me´thode de calcul pre´sente donc l’avantage d’alle´ger les contraintes de
stationnarite´ et d’ergodicite´. Au lieu de supposer l’atmosphe`re turbulente station-
naire durant dix minutes, nous supposons la stationnarite´ par intervalle de quatre
secondes seulement. A chaque instant, la variabilite´ spatiale du vent est repre´sente´e
par le syste`me de particules, la TKE peut donc eˆtre calcule´e de la manie`re suivante :
TKE(k) = 1
N
∑N
i=1 < (Vik− < Vk >)2 >
ou` N de´signe le nombre de particules par boˆıte, et < . > repre´sente la moyenne
spatiale approche´e par la moyenne sur les particules. Cette estimation de la TKE
est calcule´e a` chaque pas de temps k et dans chaque boˆıte en utilisant le vent recons-
truit et les particules mises a` jour. Nous avons donc acce`s a` la fois a` la variabilite´
temporelle, mais e´galement a` la variabilite´ spatiale de la turbulence.
Pour comprendre l’apport des techniques particulaires, les estimations de TKE
obtenues avec les deux me´thodes sont pre´sente´es sur la figure 4.15. La figure illustre
la TKE estime´e sur une pe´riode de deux heures pour une boˆıte. La TKE classique
est obtenue avec une moyenne temporelle sur dix minutes. La TKE estime´e a` partir
du syste`me de particules est quant a` elle repre´sente´e avec le pas de temps de quatre
secondes. La TKE classique est donc repre´sente´e par des paliers longs de dix minutes
alors que la TKE estime´e avec les particules est faite de pics. Cette figure illustre
clairement l’apport de l’algorithme de reconstruction : la TKE ainsi estime´e de´crit
finement la variabilite´ temporelle de la turbulence. Ce niveau de pre´cision n’est pas
accessible par la me´thode classique. L’intermittence de la turbulence montre´e par la
TKE particulaire semble re´aliste. Cependant, l’information supple´mentaire apporte´e
par la reconstruction particulaire ne´cessite d’eˆtre valide´e.
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Figure 4.15 – Se´ries temporelles de la TKE classique (noir) et estime´e par l’algo-
rithme de reconstruction (rouge), pour la journe´e du 26/08/2010 de 16h a` 18h. La
TKE classique est calcule´e par intervalle de 10 minutes.
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Figure 4.16 – Se´ries temporelles de TKE pour la journe´e comple`te du 26/08/2010 :
en noir la TKE classique, en rouge la moyenne par intervalle de 10 minutes de la
TKE estime´e par la me´thode de reconstruction de l’atmosphe`re turbulente.
84
L’approche naturelle pour valider notre estimation de la TKE est de moyen-
ner les estimations instantane´es par intervalle de dix minutes, et de comparer ces
moyennes aux estimations classiques. La figure 4.16 illustre cette comparaison. Les
estimations de TKE sont repre´sente´es pour un cycle diurne complet, sur la journe´e
du 26/08/2010. Il y a deux e´le´ments importants a` remarquer sur cette figure.
Tout d’abord, sur la pe´riode nocturne, nous remarquons une nette surestimation
de la TKE par l’algorithme de reconstruction. Cette surestimation s’explique par le
mode`le lagrangien stochastique utilise´ pour l’e´volution temporelle des particules. Ce
mode`le est un mode`le local de turbulence qui n’est pas adapte´ a` la mode´lisation des
e´coulements peu turbulents. Quand la turbulence n’est pas de´veloppe´e, le mode`le a
tendance a` en cre´er artificiellement. Par contre, en journe´e (grossie`rement de 8h a`
18h, heure locale) les deux estimations de la TKE sont tout a` fait cohe´rentes. Quand
le re´gime turbulent est bien installe´, l’algorithme de reconstruction est capable d’es-
timer correctement la turbulence moyenne. Nous pouvons d’ailleurs remarquer que
la TKE particulaire est parfois infe´rieure a` la TKE classique, ce qui e´loigne les ques-
tions sur le biais des estimations a` partir du syste`me de particules qui auraient pu
naˆıtre a` la vue des re´sultats nocturnes.
En moyenne, la TKE particulaire est donc cohe´rente avec la TKE classique.
Cependant cette validation moyenne n’est pas suffisante pour valider l’allure tre`s
intermittente des estimations instantane´es. Comme cette variabilite´ n’est pas acces-
sible avec les me´thodes usuelles de mesure de la turbulence, nous n’avons pas pu
aller plus avant dans la validation des estimations en temps re´el.
Remarque sur l’anisotropie de la turbulence
De nombreuses travaux ont de´montre´ le caracte`re anisotrope de la turbulence
dans la couche limite atmosphe´rique [85]. Si l’anisotropie de la turbulence est un
phe´nome`ne bien connu, sa mode´lisation demeure difficile.
Le mode`le physique utilise´ pour l’e´volution temporelle des particules est un
mode`le local de turbulence, localement cohe´rent avec les lois de Kolmogorov K41.
Ces lois ont e´te´ e´tablies pour la turbulence homoge`ne et isotrope. Le mode`le la-
grangien stochastique que nous avons choisi a e´te´ de´veloppe´ pour mode´liser une
atmosphe`re turbulente stratifie´e [35]. Ici nous appliquons le mode`le physique de
manie`re locale en nous appuyant partiellement sur le de´coupage en boˆıtes. Pour
rester proches du domaine de validite´ du mode`le nous l’appliquons a` chaque fois a`
des volumes restreints. Cette appliquation locale du mode`le a l’avantage d’autoriser
l’e´coulement turbulent a` varier a` la fois sur l’horizontale et sur la verticale.
Si le mode`le lagrangien stochastique ne mode´lise pas directement l’anisotropie
de la turbulence, la mise a` jour des particules par l’observation nous assure de la
cohe´rence des estimations avec la physique de l’atmosphe`re. L’algorithme de recons-
truction de l’atmosphe`re devrait donc eˆtre capable de repre´senter l’anisotropie de la
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Figure 4.17 – Se´ries temporelles des trois composantes de la TKE pour une boˆıte.
Les deux premiers graphiques repre´sentent les composantes horizontales. Le gra-
phique du bas repre´sente la contribution de la vitesse verticale a` la TKE.
turbulence.
Pour le ve´rifier, nous avons trace´ sur la figure 4.17 la contribution des trois
composantes du vent a` la TKE. Nous remarquons que la contribution de la vi-
tesse verticale est nettement infe´rieure a` celles des composantes horizontales. Cette
diffe´rence se retrouve e´galement sur le trace´ de l’EDR. La figure 4.18 repre´sente
l’EDR associe´e aux trois composantes du vent : l’ordre de grandeur de l’EDR pour
la vitesse verticale est infe´rieur d’un facteur dix a` l’EDR pour la vitesse horizontale.
L’algorithme de reconstruction de l’atmosphe`re permet donc la mode´lisation de la
turbulence anisotrope a` partir d’observations provenant d’un lidar Doppler 3D.
3.4 Intensite´ turbulente
Dans cette partie, nous comparons l’intensite´ turbulente (IT) calcule´e a` partir
des observations a` l’intensite´ turbulente calcule´e a` partir du vent reconstruit. Nous
avons choisi deux approches : dans un premier temps nous e´tudions l’e´volution tem-
porelle du profil vertical d’intensite´, puis nous nous inte´resserons a` l’IT moyenne en
fonction des classes de vitesses de vent. Ces deux approches ont pour but de progres-
ser dans la validation de l’algorithme de reconstrution tout en e´tudiant les capacite´s
d’un instrument de te´le´de´tection tel que le lidar a` mesurer l’intensite´ turbulente.
L’e´volution des profils verticaux de IT est pre´sente´e sur la figure 4.19. La partie
haute repre´sente l’IT calcule´e toutes les 10 minutes a` partir des observations du
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Figure 4.18 – Se´ries temporelles des trois composantes de l’EDR pour une boˆıte. Les
deux premiers graphiques repre´sentent les composantes horizontales. Le graphique
du bas repre´sente la contribution de la vitesse verticale a` l’EDR.
WindCube, entre 16h et 18h pour la journe´e du 26/08/2010. Sur la partie basse nous
avons repre´sente´ l’IT calcule´e a` partir du vent reconstruit pour la meˆme pe´riode.
Globalement, l’intensite´ estime´e semble plus faible que celle calcule´e directement a`
partir des observations. Par contre, les meˆmes structures turbulentes apparaissent
dans l’e´volution temporelle des deux IT.
Pour ve´rifier la cohe´rence entre l’intensite´ turbulente calcule´e et celle estime´e
nous avons trace´ sur la figure 4.20 l’e´volution temporelle de l’intensite´ turbulente a`
100m, calcule´e cette fois-ci avec des moyennes glissantes. A la place d’obtenir une
valeur d’IT toutes les dix minutes, nous recalculons la moyenne et la variance du vent
(sur 10 minutes) a` chaque nouvelle observation. L’IT ainsi obtenue pre´sente des va-
riations temporelles plus rapides qui vont mettre en lumie`re le bon accord entre l’IT
calcule´e a` partir des observations et celle obtenue avec le vent reconstruit. Comme
constate´ sur les profils verticaux, l’IT estime´e est plus faible que l’IT observe´e. Ce-
pendant nous remarquons que les pe´riodes de croissance et de de´croissance des deux
courbes concordent. Les variations rapides sont identiques d’une courbe a` l’autre,
nous remarquons notamment la pre´sence de pics communs aux deux courbes.
Ces comparaisons montrent que l’algorithme de reconstruction restitue correc-
tement la variabilite´ temporelle du vent, avec cependant une intensite´ infe´rieure a`
celle des observations brutes. Nous allons maintenant comparer nos estimations d’IT
a` des valeurs de re´fe´rence.
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Figure 4.19 – Profil vertical d’intensite´ turbulente par intervalle de 10 minutes. En
haut, les profils verticaux calcule´s directement a` partir des observations, en bas les
profils calcule´s a` partir du vent reconstruit par notre algorithme.
16h 17h 18h
Figure 4.20 – En rouge l’intensite´ turbulente estime´e, en noir l’intensite´ turbulente
calcule´e, pour un niveau vertical (100m) au cours du temps (2h).
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Les standards e´oliens de´finissent l’intensite´ turbulente a` partir de mesures d’ane´mo-
me`tres a` coupelles. L’usage d’ane´mome`tres a` coupelles pour la mesure de la turbu-
lence peut eˆtre remis en question. Cependant, ici nous conside´rerons l’IT mesure´e
avec ces ane´mome`tres comme une re´fe´rence.
Par rapport a` un ane´mome`tre, le WindCube a` l’avantage de restituer des ob-
servations de vent a` plusieurs altitudes, re´parties dans un volume. En utilisant un
WindCube, il est donc possible d’e´valuer la turbulence en plusieurs points. Toute-
fois l’intensite´ turbulente calcule´e a` partir des observations brutes du WindCube est
souvent surestime´e [132].
Nous comparons ici trois IT :
— l’IT de re´fe´rence, calcule´e a` partir des mesures ane´mome´triques,
— l’IT calcule´e a` partir des observations du WindCube brutes,
— l’IT calcule´e a` partir du vent reconstruit par notre algorithme.
Ces trois intensite´s sont calcule´es de manie`re inde´pendante, sur la pe´riode du
20/08/2010 au 27/08/2010. En utilisant les sept jours de donne´es, nous avons calcule´
les intensite´s moyennes par classe de vent.
Les re´sultats obtenus sont pre´sente´s sur la figure 4.21. Nous remarquons que l’IT
calcule´e avec les observations WindCube est significativement plus e´leve´e que l’IT
de re´fe´rence. L’IT calcule´e avec le vent reconstruit est quant-a` elle plus proche de la
re´fe´rence pour les classes de vent supe´rieures a` 9m.s−1. Cependant, il faut souligner
que les re´sultats se de´gradent pour les classes de vent faible. Cette de´gradation
s’explique par une particularite´ du jeu de donne´es. Durant la pe´riode d’observation,
les occurrences de vent faible ont essentiellement lieu de nuit. Les vents faibles
sont donc associe´s a` des pe´riodes ou` la turbulence est peu de´veloppe´e. Comme
pre´ce´demment pour l’estimation de la TKE, nous sommes donc face aux difficulte´s
du mode`le lagrangien stochastique a` mode´liser des e´coulements laminaires. Cette
surestimation n’est pas lie´e directement a` la vitesse du vent, et ne devrait donc pas
apparaˆıtre si nous appliquions l’algorithme a` un jeu d’observations plus varie´.
En regardant les e´cart-types associe´s aux intensite´s moyennes, nous constatons
encore une fois que l’IT estime´e avec le vent reconstruit est de tre`s bonne qua-
lite´ pour les classes de vent fort : elle concorde presque parfaitement avec l’IT de
re´fe´rence.
D’apre`s ces re´sultats, l’algorithme de reconstruction de l’atmosphe`re turbulente
permet d’ame´liorer conside´rablement les estimations d’intensite´ turbulente a` partir
d’observations du WindCube. Graˆce a` l’algorithme nous pouvons restituer une in-
tensite´ turbulente cohe´rente avec l’intensite´ de re´fe´rence, en nous affranchissant des
contraintes lie´es aux mesures in-situ.
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Figure 4.21 – Intensite´ turbulente moyenne par classe de vent : en noir l’intensite´
turbulente de re´fe´rence obtenue a` partir de mesures d’ane´mome`tres a` coupelles, en
bleu l’intensite´ obtenue a` partir des observations du WindCube brutes, et en rouge
l’intensite´ obtenue a` partir du vent reconstruit. Les lignes en pointille´s repre´sentent
les e´cart-types autour des intensite´s moyennes.
4 Discussion et conclusions
Discussion
La caracte´risation de la turbulence dans la couche limite atmosphe´rique est
un des enjeux actuels des sciences de l’atmosphe`re. Le proble`me ne se re´duit pas
a` la compre´hension des processus physiques, l’objectif est e´galement de re´pondre
aux questions industrielles et e´cologiques qui y sont lie´es. La turbulence soule`ve
de nombreuses questions, de la de´finition des parame`tres turbulents aux me´thodes
d’e´valuation du niveau de turbulence. De manie`re classique, les parame`tres turbu-
lents sont de´finis a` partir de moyennes et de variances temporelles. Ces de´finitions
ont e´te´ adopte´es pour pallier l’absence d’information sur la variabilite´ spatiale du
vent. Ces de´finitions s’appliquent a` un e´coulement stationnaire et ergodique, et four-
nissent des estimations de la turbulence en temps long. Pour obtenir des estima-
tions en temps re´el des parame`tres turbulents, nous sommes revenus a` leur premie`re
de´finition et nous avons utilise´ une approximation particulaire de la moyenne d’en-
semble.
La me´thode de reconstruction de l’atmosphe`re que nous proposons offre une
vision totalement nouvelle de l’estimation de la turbulence atmosphe´rique. Nous
utilisons des techniques stochastiques pour reconstruire le champ de vent turbulent a`
partir d’observations de lidar Doppler 3D. Pour valider la reconstruction nous avons
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dans un premier temps compare´ les vents reconstruits aux vents observe´s. Nous
avons ensuite valide´ en moyenne les estimations instantane´es de TKE en comparant
les estimations moyenne´es par intervalle de 10 minutes a` la TKE calcule´e par la
me´thode classique. Cette comparaison a de´montre´ la cohe´rence en moyenne de la
TKE estime´e avec la TKE classique.
Pour poursuivre la validation des re´sultats nous sugge´rons plusieurs approches.
La premie`re ide´e serait de comparer des estimations instantane´es de TKE re´alise´es
avec diffe´rents instruments. Par exemple, nous pourrions comparer les estimations
faites a` partir d’observations provenant d’un WindCube aux estimations re´alise´es
a` partir d’observations ane´mome´triques (a` l’aide d’ane´mome`tres soniques sur maˆt,
et/ou sous ballon captif).
Une autre approche possible base´e sur l’expe´rimentation est inspire´e de l’expe´-
rience de Mann et al. [90] : nous pourrions utiliser trois lidars pointant sur un
ane´mome`tre sonique. En disposant de mesures ane´mome´triques a` 100Hz, il serait
possible de calculer des estimations moyennes de TKE par intervalle de 5 secondes.
Compte-tenu des fre´quences d’observation, les estimations toutes les 5 secondes
pourraient eˆtre conside´re´es comme des estimations en temps long pour l’ane´mome`tre
tout en e´tant comparables aux estimations instantane´es de´duites des observations
lidar. Nous disposerions ainsi d’une me´thode de validation des estimations instan-
tane´es entie`rement base´e sur l’observation.
La dernie`re approche que nous sugge´rons est, contrairement a` la pre´ce´dente,
comple`tement nume´rique. Nous envisageons de poursuivre la validation de l’algo-
rithme et des estimations a` haute fre´quence dans un environnement simule´. L’ide´e
est d’utiliser une simulation a` tre`s fine e´chelle comme ”re´alite´”. Des observations
lidar seraient simule´es dans cet environnement nume´rique, puis nous appliquerions
l’algorithme de reconstruction aux observations simule´es. Nous pourrions ensuite
comparer l’atmosphe`re reconstruite a` l’atmosphe`re ”re´elle” nume´rique.
Ce type d’expe´rience serait e´galement inte´ressant pour travailler sur l’advection
de structures turbulentes. En effet, comme la figure 4.14 l’a de´ja` montre´, l’algorithme
de reconstruction semble capable d’advecter les structures turbulentes apprises graˆce
aux observations pre´ce´dentes. Le syste`me de particules mode´lise et fait donc vivre
des structures plus fines que celles qui peuvent eˆtre de´duites des observations d’apre`s
le the´ore`me d’e´chantillonnage de Shannon [118]. Nous verrons dans la seconde partie
de ce me´moire les re´sultats des toutes premie`res expe´riences mene´es dans ce domaine.
La capacite´ du syste`me de particules a` advecter des structures pre´ce´demment
apprises ame`ne e´galement a` s’interroger sur la re´solution spatiale du champ de vent
reconstruit a` l’aide des particules. Nous n’avons pas encore apporte´ de re´ponse a`
cette question, mais nous verrons qu’elle apparaˆıt e´galement dans les expe´riences de
descente d’e´chelle.
Les expe´riences nume´riques permettraient aussi d’affiner le choix de la longueur
d’homoge´ne´ite´ δ utilise´e dans l’imple´mentation de la moyenne locale (voir section
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5.3). Pour le moment nous l’avons fixe´e d’apre`s la ge´ome´trie du WindCube. La re-
lation qui lie la longueur δ et l’espacement des observations pourrait eˆtre pre´cise´e.
Nous pourrions e´galement regarder l’influence des autres variables sur la longueur
d’homoge´ne´ite´. La longueur δ pourrait par exemple de´pendre de la densite´ des par-
ticules ou de la turbulence instantane´e. Les e´tudes ne´cessaires pour affiner le choix
de la longueur d’homoge´ne´ite´ devront eˆtre mene´es pas a` pas pour trouver le meilleur
compromis entre les difficulte´s de mode´lisation et l’ame´lioration des estimations.
Comme les re´sultats sur les estimations de la TKE l’ont montre´, le mode`le la-
grangien stochastique n’est pas adapte´ a` la mode´lisation des vents laminaires. En
vue de pouvoir reconstruire des cycles diurnes complets, il faudra adapter nos tra-
vaux aux re´gimes non turbulents ou faiblement turbulents. Nous devrons associer
au mode`le turbulent SLM un mode`le stochastique pour les e´coulements laminaires.
Nous serons alors confronte´s au proble`me du changement de mode`le : comment pas-
ser d’un mode`le a` l’autre lorsque la turbulence se de´veloppe en de´but de journe´e ou
meurt a` la fin du cycle diurne ? Ce point est d’autant plus de´licat que la croissance
et la de´croissance de la turbulence sont des phe´nome`nes physiques encore a` l’e´tude.
Il existe des solutions mathe´matiques pour passer d’un mode`le a` un autre. Elles ont
majoritairement e´te´ de´veloppe´es pour la poursuite de cibles [50]. Ces solutions pour-
raient eˆtre adapte´es a` notre cadre de travail, mais nous sugge´rons de de´buter par une
solution simple qui consisterait a` faire e´voluer chaque particule par l’un des deux
mode`les choisi ale´atoirement a` chaque pas de temps. Cette me´thode ne´cessiterait
probablement un grand nombre de particules et nous n’avons pas e´tudie´ son effica-
cite´ potentielle. Son principal atout est d’eˆtre facile et rapide a` imple´menter.
Les proble`mes de surestimation de l’intensite´ turbulente pour les classes de
vent faible demandent e´galement des recherches supple´mentaires. Nous devons tout
d’abord nous assurer qu’ils sont lie´s a` la particularite´ du jeu de donne´es dont nous
disposons (les vents faibles apparaissent majoritairement de nuit quand la turbulence
n’est pas de´veloppe´e). Nous devrons donc tester l’algorithme sur un jeu de donne´es
plus varie´. Puis, lorsque nous aurons ajoute´ un mode`le laminaire en comple´ment
du mode`le turbulent, nous pourrons nous assurer que la surestimation constate´e ici
n’apparaˆıt pas dans les IT calcule´es avec le nouvel algorithme.
L’e´tape de mise a` jour du filtre a` particules utilise une fonction de poten-
tiel dont la forme est donne´e par la vraisemblance de l’observation sachant l’e´tat
pre´dit p(yk|y1:k−1, ξik). Dans ces travaux, nous avons choisi de mode´liser les er-
reurs d’observations par des gaussiennes. Ce choix classique a e´te´ fait pour faciliter
l’imple´mentation, mais tout autre fonction de densite´ de probabilite´ pourrait eˆtre
utilise´e a` la place.
Le dernier point que nous voulons e´voquer dans cette discussion est relatif a` l’ob-
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servation lidar elle-meˆme. Le lidar fournit une observation de vent qui est inte´gre´e
sur le volume de mesure (implicitement de´crit par l’espacement vertical des obser-
vations). Pour le moment nous avons ignore´ cet aspect volumique des observations.
Les observations lidar e´taient conside´re´es comme des re´alisations bruite´es de la pdf
du vent. Pour avancer sur ce point, nous pensons, la` encore, travailler sur la com-
paraison entre lidars et ane´mome`tres soniques.
Conclusion
Nous avons propose´ une nouvelle me´thode d’estimation de la turbulence. L’algo-
rithme de reconstruction de l’atmosphe`re donne acce`s a` une repre´sentation fine du
vent en trois dimensions, qui permet d’estimer la turbulence au travers de diffe´rents
parame`tres tels que l’e´nergie cine´tique turbulente ou l’intensite´ turbulente. L’appli-
cation de l’algorithme a` des donne´es re´elles montre le grand potentiel des me´thodes
de reconstruction pour l’estimation de la turbulence. La validation de ces re´sultats
a de´bute´, et plusieurs pistes ont e´te´ propose´es pour poursuivre.
Notre me´thode de reconstruction repose sur des outils stochastiques pour le
moment peu re´pandus dans le domaine de la technologie de la mesure. L’estimation
de la turbulence passe par la reconstruction du vent en trois dimensions a` l’aide d’un
filtre a` particules. Ici les particules sont a` la fois des particules fluides et des particules
stochastiques. Leur sens physique facilite leur repre´sentation : elles peuvent eˆtre vues
comme un nuage de points qui e´volue avec le vent. Nous utilisons leur caracte`re
stochastique pour calculer les estimations des parame`tres turbulents en temps re´el.
Nous avons applique´ l’algorithme de reconstruction a` des mesures re´elles faites
avec un lidar WindCube. Cet instrument a e´te´ choisi pour sa ge´ome´trie conique qui
permet d’observer le vent dans un volume et suivant plusieurs directions. Graˆce aux
diffe´rentes directions d’observation, il est donc possible de reconstruire le champ
de vent en trois dimensions et d’estimer les parame`tres turbulents dans le volume
observe´.
Pour valider notre algorithme, nous avons compare´ le vent reconstruit au vent
observe´. Les re´sultats montrent le tre`s bon accord de la reconstruction avec l’ob-
servation. Nous avons ensuite travaille´ sur l’estimation de deux parame`tres tur-
bulents : l’e´nergie cine´tique turbulente et l’intensite´ turbulente. La reconstruction
de l’atmosphe`re apporte une ame´lioration significative dans l’estimation d’intensite´
turbulente. Graˆce a` notre algorithme, il est possible d’utiliser un WindCube pour
estimer l’intensite´ turbulente, tout en obtenant des estimations comparables aux
intensite´s mesure´es par les ane´mome`tres a` coupelles sur maˆt. Pour ce qui est de l’es-
timation de l’e´nergie cine´tique turbulente, nous avons montre´ que la reconstruction
de l’atmosphe`re apporte une information comple`tement nouvelle sur la turbulence
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en temps re´el.
En associant les observations haute fre´quence aux me´thodes particulaires nous
avons propose´ un algorithme de reconstruction de l’atmosphe`re turbulente locale.
Nous avons ainsi acce`s a` des estimations fines de la turbulence dans le volume
observe´. Les expe´riences mene´es a` partir de donne´es re´elles montrent des re´sultats
tre`s prometteurs, mais la question de la validation des estimations instantane´es reste
ouverte.
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Chapitre 5
Application de la reconstruction
L’algorithme de reconstruction de l’atmosphe`re que nous avons de´veloppe´ permet
d’acce´der en temps re´el a` la variabilite´ spatiale du vent et de la turbulence dans les
premie`res centaines de me`tres de la couche limite. La reconstruction offre un nouvel
outil d’e´tude des processus atmosphe´riques. Meˆme si les travaux que nous avons
pre´sente´s sont du domaine de la recherche et restent loin du domaine ope´rationnel,
plusieurs perspectives d’application se dessinent de´ja`.
La premie`re application de la reconstruction de l’atmosphe`re se ferait dans le
cadre du projet SkyScanner. Ce projet est de´fini dans le contexte du chantier Micro
Air Vehicles Research Center. Il vise a` de´velopper des drones de tre`s longue endu-
rance, et a` les mettre en œuvre au sein d’une flotte pour ame´liorer la compre´hension
fine des me´canismes physiques se produisant dans la couche limite atmosphe´rique, et
en particulier au sein des nuages. Il inte`gre des recherches pluridisciplinaires et fon-
damentales sur les sciences de l’atmosphe`re, sur la conception de drones innovants
capables de de´tecter et d’exploiter les perturbations ae´rologiques, sur la commande
de tels drones, et sur la conduite d’une flotte de drones au sein de larges volumes
dans lesquels les flux ae´rologiques sont mal connus. Les me´thodes de reconstruction
de l’atmosphe`re turbulente en temps re´el pourrait aider a` adapter les trajectoires
des drones mais e´galement fournir une information sur la turbulence dans les zones
qui ne seront pas couvertes par la flotte de drones. Notre contribution au projet
SkyScanner interviendrait fin 2016 ou courant 2017.
Nous avons pre´sente´ nos travaux sur la reconstruction de l’atmosphe`re a` partir
d’observations lidar dans le cadre d’un groupe de travail de l’action europe´enne
COST (european COoperation in Science and Technology). Ce groupe de travail,
nomme´ TOPROF (Towards Operational ground-based PROFiling with ceilometers,
doppler lidars and microwave radiometers), s’inte´resse a` la caracte´risation de la
couche limite atmosphe´rique a` partir de mesures te´le´-de´tecte´es. L’objectif de ce
groupe est principalement d’ame´liorer la mesure des profils de vent, de tempe´rature,
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d’humidite´ et de contenu ae´rosols en vue de les assimiler dans les mode`les me´te´oro-
logiques les plus re´cents. La capacite´ des me´thodes particulaires a` reconstruire les
champs de vent a vivement inte´resse´ les participants au groupe de travail. De plus,
la possibilite´ de de´tecter les rafales de vent pourrait venir comple´ter les e´tudes sur
les rafales mene´es en collaboration avec l’industrie e´olienne [122].
Comme nous l’avons vu au travers des re´sultats, le syste`me de particules uti-
lise´s pour reconstruire l’atmosphe`re est capable d’advecter des structures turbu-
lentes observe´es en amont de l’e´coulement. Ce point est inte´ressant non seulement
pour l’e´tude des futurs sites e´oliens mais aussi pour l’e´tude de l’impact des champs
d’e´oliennes sur l’e´coulement dans la couche limite atmosphe´rique. Les poursuites
envisage´es aux travaux sur l’advection que nous avons pre´sente´es a` la re´union TO-
PROF ont suscite´ plusieurs propositions de partenariat, notamment du Finnish Me-
teorological Institute et du Risø (laboratoire de l’universite´ technique du Danemark).
Les divers aspects de la reconstruction de l’atmosphe`re qui inte´ressent l’indus-
trie e´olienne peuvent e´galement eˆtre adapte´s aux proble´matiques de gestion du trafic
sur ae´roport. Dans le cadre du projet europe´en SESAR, les grands ae´roports seront
dote´s de lidars pour ame´liorer la de´tection des cisaillements de vent et de la turbu-
lence. LEOSPHERE et le WindCube 200S sont notamment implique´s dans le projet.
Notre me´thode de reconstruction pourra donc eˆtre applique´e d’ici quelques anne´es
sur plusieurs plate-formes ae´roportuaires et contribuer ainsi a` l’ame´lioration de la
se´curite´ des passagers et de la fluidite´ du trafic.
Dans la meˆme gamme d’ide´e, la reconstruction nume´rique de l’atmosphe`re pour-
rait venir en comple´ment des me´thodes PIV (Particle image velocimetry) pour les
e´tudes pre´milimiaires a` la construction d’ouvrages exceptionnels, tels que les viaducs
ou les gratte-ciels.
A plus long terme, nous pourrons comple´ter la reconstruction de l’atmosphe`re
par de nouvelles observations. Les lidars ae´rosols pourront notamment eˆtre utilise´s
pour observer le contenu en ae´rosols de la couche limite et ainsi e´tudier et de´tecter
les e´pisodes de pollution intense.
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Deuxie`me partie
Couplage avec un mode`le en
points de grille
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Chapitre 6
Mode´lisation de la turbulence
Ce chapitre pre´sente une courte revue des me´thodes de mode´lisation de la tur-
bulence, utilise´es dans divers domaines de la physique. Cette introduction sur la
mode´lisation de la turbulence de´crit le contexte ge´ne´ral dans lequel nos travaux de
descente d’e´chelle se placent.
1 Les simulations nume´riques directes
La simulation nume´rique directe (Direct numerical simulation (DNS)) est une
me´thode de simulation en me´canique des fluides nume´rique qui re´sout les e´quations
de Navier-Stokes sans utiliser de mode`le de turbulence. Toutes les e´chelles spatiales
et temporelles de la turbulence sont explicitement calcule´es. Pour les re´soudre, la
grille employe´e dans la simulation directe doit eˆtre extreˆment fine : tous les tour-
billons pre´sents dans l’e´coulement y sont repre´sente´s. Par conse´quent, les DNS re-
quie`rent une importante puissance de calcul qui limite strictement leur usage au
domaine de la recherche.
En mode´lisation de la turbulence dans la couche limite, quelques expe´riences de
laboratoire utilisant des DNS ont e´te´ mene´es pour e´tudier les e´coulements proches
d’une surface [95] [36]. Plus re´cemment, les DNS ont e´galement e´te´ utilise´es pour
e´tudier la transition d’un e´coulement turbulent vers un e´coulement laminaire [127].
L’utilisation des DNS serait tre`s inte´ressante pour comple´ter et valider la me´thode
de descente d’e´chelle stochastique de´crite dans le chapitre suivant. Le couˆt de cal-
cul associe´ a` ces simulations est malheureusement prohibitif. Les mode`les que nous
utilisons ne re´solvent pas toutes les e´chelles de l’e´coulement. A la place, ils utilisent
des mode`les de turbulence simplifie´s pour simuler les e´chelles non re´solues.
2 Les simulations avec parame´trisations
A l’oppose´ des simulations nume´riques directes, on trouve les simulations base´es
sur les e´quations de Navier-Stokes moyenne´es (Reynolds averaged Navier-Stokes
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(RANS)). Ces e´quations permettent de mode´liser les e´coulements en moyenne. Les
fluctuations autour de l’e´coulement moyen sont repre´sente´es par un tenseur, appele´
le tenseur de Reynolds. Pour fermer les e´quations RANS, un mode`le supple´mentaire
qui de´crit l’e´volution du tenseur est donc ne´cessaire.
Diffe´rents mode`les de turbulence sont utilise´s pour fermer les e´quations RANS.
Parmi eux, nous pouvons citer le tre`s classique mode`le k − ε [26], ou des mode`les
plus re´cents qui font intervenir la diffusion turbulente [130].
Les simulations RANS, employe´es pour de´crire les e´coulements moyens, pre´sentent
l’avantage d’eˆtre peu couˆteuses. Elles sont donc plus faciles a` mettre en œuvre dans
un cadre industriel ou ope´rationnel que les DNS.
Entre la turbulence entie`rement re´solue des DNS et la turbulence parame´tre´e des
simulations RANS, les mode`les Large Eddy Simulation (LES) proposent de limiter
l’usage des parame´trisations a` la mode´lisation des tre`s fines e´chelles. Cette solution
interme´diaire a` e´te´ propose´e pour la premie`re fois en 1963 par Smagorinsky [120].
Les simulations LES consistent a` appliquer un filtre passe-bas aux e´quations de
Navier-Stokes pour filtrer les petites e´chelles contenues dans la solution. Comme les
moyennes et grandes e´chelles sont re´solues, les simulations LES sont plus pre´cises
que les simulations RANS [28]. La re´solution d’une simulation LES est lie´e a` la grille
utilise´e, et de´pend donc des ressources de calcul disponibles.
En descente d’e´chelle, les simulations basse et haute re´solution sont effectue´es
avec le mode`le LES Meso-NH [73]. Nous utiliserons e´galement le mode`le LES de´velop-
pe´ par le NCAR. Nous comparerons alors la re´solution effective des mode`les a` la
re´solution des grilles utilise´es.
3 Les simulations avec particules
En me´canique des fluides le concept de ”particule” est utilise´ dans plusieurs
types de simulations. Nous allons les de´crire brie`vement et ensuite positionner nos
me´thodes particulaires par rapport a` ce cadre.
3.1 Les simulations Euler-Lagrange
Inte´ressons nous tout d’abord aux simulations Euler-Lagrange. Ce type de simu-
lation est adapte´ pour pour de´crire l’e´coulement de fluides diphasiques (e´coulement
disperse´ par exemple) avec interaction entre les deux phases [74].
Les simulations Euler-Lagrange utilisent les particules pour de´crire une des deux
phases du fluide. Les particules sont des particules fluides ou physiques qui sont
soumises aux lois de la me´caniques des fluides.
Les e´quations de la premie`re phase, en formulation eule´rienne, sont re´solues avec
une me´thode classique, de type volumes finis par exemple. Les e´quations d’e´volution
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des particules, en formulation lagrangienne, de´crivent l’e´volution de la deuxie`me
phase. Dans les simulations Euler-Lagrange, les particules sont un outil qui permet
d’adopter le point de vue le plus approprie´ pour de´crire une des phases. Ce type de
me´thode est fre´quemment utilise´ en me´canique ou en combustion pour de´crire les
me´langes de gaz et de liquide [117] [56]. Par contre, les simulations Euler-Lagrange
ne font pas encore partie de la boˆıte a` outils du me´te´orologue pour de´crire les
e´coulements turbulents dans l’atmosphe`re.
3.2 Les me´thodes PIC et FLIP
Les me´thodes Particle-in-cell (PIC) sont des me´thodes semi-lagrangiennes, in-
troduites en 1955 puis de´veloppe´es par Harlow [57]. Elles font aujourd’hui parties
des outils classiques en astrophysique pour la simulation de plasmas [75].
Comme leur nom l’indique, les me´thodes PIC utilisent une simulation sur grille
et des particules pour repre´senter le milieu a` l’inte´rieur des mailles de la grille. Les
particules et la simulation sur grille e´voluent avec le meˆme pas temps. La premie`re
phase de la simulation PIC consiste a` faire e´voluer le mode`le eule´rien en point de
grille. Dans un second temps, l’advection est mode´lise´e par l’e´volution lagrangienne
des particules. Le mode`le d’e´volution utilise notamment l’interpolation des champs
eule´riens en points de grille. Les champs eule´riens sont ensuite corrige´s pour prendre
en compte l’advection a` l’aide des valeurs moyennes des particules par maille [45].
La version originale des me´thodes PIC est peu employe´e, principalement parce
que la diffusion nume´rique (lie´e aux interpolations et aux moyennes utilise´es) est
trop importante. Pour la mode´lisation des fluides, la me´thode a e´te´ corrige´e : c’est
la me´thode FLIP [24].
Les me´thodes Fluid-Implicit Particle (FLIP) utilisent des particules purement
lagrangiennes pour supprimer la diffusion nume´rique [25]. Elles limitent l’utilisation
de l’interpolation des champs en points de grille. Avec les me´thodes PIC, les va-
leurs des particules sont a` chaque pas de temps remplace´es par les interpolations
des champs en points de grille. Avec les me´thodes FLIP, on ajoute aux valeurs des
particules une fluctuation qui a e´te´ calcule´e sur la grille, puis interpole´e [113].
Les me´thodes PIC et FLIP font partie du groupe plus vaste des me´thodes
nume´riques sans maillage [84]. Diffe´rentes me´thodes d’interpolation ont e´te´ de´velop-
pe´es pour reconstruire les champs en tout point a` partir des repre´sentations sans
maillages. Pour la plupart, elles utilisent des noyaux de re´gularisation ou le principe
des moindres carre´s.
Notre me´thode de descente d’e´chelle stochastique est base´e sur une mode´lisation
particulaire des champs sous-maille a` partir d’un mode`le en points de grille. Le
principe est similaire aux me´thodes PIC : les particules vivent librement a` l’inte´rieur
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du domaine simule´, qui peut eˆtre compose´ de plusieurs mailles du mode`le en points
de grille.
Nos expe´riences de descente d’e´chelle portent a` la fois sur une augmentation de
la re´solution spatiale et de la re´solution temporelle. Les particules e´voluent donc a`
une e´chelle temporelle plus fine que le mode`le en points de grille, ce qui constitue
une premie`re diffe´rence avec les me´thodes PIC et FLIP.
Une autre diffe´rence importante porte sur l’e´volution des particules. Dans les
me´thodes PIC et FLIP, l’e´volution des particules reposent en partie une interpo-
lation des champs en points de grille. Notre me´thode est quant a` elle base´e sur
un forc¸age par maille des particules qui sera de´crit en de´tails dans le chapitre 7.
L’e´volution des particules ne ne´cessite ici qu’une reconstruction constante par maille.
Comme nos travaux se limitent a` la descente d’e´chelle, il n’y a pas encore d’assimi-
lation des champs sous-maille.
Pour le moment nous n’avons donc pas mis en place de me´thode de correction
des champs en points de grille. A terme, les techniques d’interpolation de´veloppe´es
pour les me´thodes sans maillage pourront intervenir dans la me´thode d’assimilation.
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Chapitre 7
Descente d’e´chelle
Dans ce chapitre nous allons pre´senter une me´thode de descente d’e´chelle depuis
un mode`le en point de grille, Meso-NH, vers un syste`me de particules qui vit a`
l’inte´rieur de la grille. Cette descente d’e´chelle est propose´e pour deux raisons. La
premie`re est la poursuite du travail de validation des me´thodes de reconstruction
de l’atmosphe`re turbulente que nous avons pre´sente´es dans la premie`re partie du
me´moire. La seconde motivation est de proposer une mode´lisation sous-maille du
vent et de la turbulence en vue, par exemple, d’ame´liorer les parame´trisations sous-
maille de la turbulence dans les futurs mode`les me´te´orologiques ope´rationnels.
Dans ce chapitre nous allons tester la capacite´ d’un syste`me de particules a`
mode´liser la turbulence sous-maille. Le syste`me de particules est force´ par un mode`le
me´te´orologique de grande e´chelle et les champs reconstruits sont compare´s a` un
mode`le haute re´solution. Les mode`les et la simulation que nous avons utilise´s sont
d’abord introduits. La me´thode de forc¸age du syste`me de particules et les re´sultats
obtenus sont ensuite´ de´crits et discute´s.
1 Introduction
Dans le sillage de l’augmentation de la puissance des supercalculateurs, le degre´
de re´solution des mode`les me´te´orologiques a constamment augmente´ ces dernie`res
anne´es. Cette ame´lioration de la re´solution spatiale et temporelle ne´cessite une
mode´lisation de plus en plus fine des processus atmosphe´riques, qui est intiment lie´e
a` une meilleure compre´hension de la physique de l’atmosphe`re. Dans ce contexte, la
largeur des mailles des mode`les diminue et les questions autour de la mode´lisation
des parame`tres sous-maille semblent de plus en plus importantes. Les proble`mes de
mode´lisation sous-maille touchent de nombreux domaines de recherche en me´te´oro-
logie, de la mode´lisation du manteau neigeux a` la mode´lisation de la couverture
nuageuse. Un point particulie`rement de´licat est la mode´lisation de la turbulence
sous-maille dans la couche limite. En effet, a` fine e´chelle, l’influence de la turbulence
sur l’e´volution des autres variables est importante et le choix de la parame´trisation
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Figure 7.1 – Descente d’e´chelle depuis un mode`le en points de grille vers un syste`me
de particules sous-maille. Les particules sont force´es par le mode`le en points de grille.
Elles restituent ensuite la pdf du vent sous-maille.
impacte la repre´sentation sous-maille des autres variables. Par exemple, des travaux
ont montre´ l’influence de la parame´trisation de la turbulence sur la formation de
stratocumulus dans un mode`le re´gional de climat [97], ou sur la mode´lisation des
nuages en re´gion tropicale [89]. Plusieurs campagnes de mesures ont participe´ a`
l’e´tude des processus turbulents sur la me´te´orologie locale et le climat des valle´es
alpines [109], [43], [99]. La campagne mene´e a` Passy (Haute-Savoie) durant l’hiver
2014/2015 vise a` ame´liorer notre compre´hension de la dynamique atmosphe´rique des
e´pisodes de pollution lors des situations anticycloniques hivernales. Dans les valle´es
encaisse´es, la turbulence atmosphe´rique joue, par exemple, un roˆle important dans
la dissipation ou la persistance des masses d’air froid en hiver. Quand elle est suffi-
sament de´veloppe´e, elle participe e´galement a` la dispersion des polluants.
A cause de leur variabilite´ et de leur sensiblite´ aux conditions locales (conditions
me´te´orologiques, couverts ve´ge´taux, reliefs,...), les phe´nome`nes turbulents de petite
e´chelle sont difficiles a` mode´liser. Nous sugge´rons une approche qui repose, non pas
sur la diminution de la largeur de la grille du mode`le, mais sur un nouveau type de
mode´lisation sous-maille. Nous pre´sentons dans ces travaux une approche stochas-
tique pour la descente d’e´chelle. Notre me´thode utilise un syste`me de particules qui
vit dans la grille du mode`le. La figure 7.1 illustre le cadre ge´ne´rale de notre tra-
vail. Les particules sont pilote´es par un mode`le local de turbulence et permettent de
de´crire la fonction de densite´ de probabilite´ (pdf) du vent sous-maille. La ne´cessite´
de de´crire les processus sous-maille par leur pdf est apparue de`s 1977 avec les tra-
vaux de Sommeria et Deardorff [121]. L’approximation gaussienne qu’ils ont faite
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pour de´crire le contenu en eau liquide de l’air a e´te´ e´tendue a` d’autres variables. La
description des processus turbulents sous-maille sous forme de pdf gaussienne (ou as-
simile´e) est aujourd’hui re´pandue [76], [77], [20]. Dans notre approche, la pdf du vent
sous-maille n’est pas suppose´e d’une forme particulie`re. La pdf est e´chantillonne´e
par les particules et e´volue dans le temps.
Pour que le comportement moyen des particules soit cohe´rent avec le mode`le en
point de grille, nous utilisons certains de ses champs pour forcer le syste`me particules.
Le vent sous-maille n’est pas directement force´. Le forc¸age externe est fait sur les
parame`tres de controˆle du mode`le physique utilise´ pour l’e´volution des particules.
Le forc¸age est constant pendant chaque pas de temps du mode`le en points de grille.
Les particules e´voluent quant a` elles avec un pas de temps plus court.
Le mode`le en points de grille utilise´ ici est le mode`le de recherche franc¸ais Meso-
NH. Nous avons choisi des simulations faites sur les cas inte´ressants de la campagne
BLLAST. Nous disposons donc a` la fois de simulations et d’observations de la couche
limite turbulente. La me´thode de descente d’e´chelle que nous proposons est adapte´e
a` la mode´lisation de la turbulence sur une aire limite´e, et ne de´pend pas du caracte`re
stable ou convectif de la couche limite. Si ces travaux se limitent a` des expe´riences
sur un domaine re´duit, ils ouvrent une nouvelle voie pour ame´liorer la compre´hension
et la mode´lisation de la turbulence sous-maille.
2 Cadre de travail
2.1 La campagne BLLAST
La campagne BLLAST (Boundary Layer Late Afternoon and Sunset Turbulence)
a eu lieu du 14 juin au 8 juillet 2011 autour de la plate-forme de mesures de Lanneme-
zan dans le Sud-Ouest de la France. Cette campagne est le fruit de la collaboration
de plusieurs laboratoires europe´ens orchestre´e par le Laboratoire d’Ae´rologie. L’ob-
jectif de la campagne est l’e´tude de la transition de fin d’apre´s-midi dans la couche
limite [87].
Les diffe´rentes sources de turbulence dans la couche limite sont a` l’e´tude. Les
mesures effectue´es au sol couvrent des terrains he´te´roge`nes, elles sont comple´te´es par
des mesures faites par avion, drone et sous ballon captif lors des pe´riodes d’obser-
vations intensives [100]. En comple´ment de la grande varie´te´ des mesures effectue´es,
plusieurs mode`les ont e´te´ utilise´s pour simuler la couche limite. La capacite´ des
diffe´rents mode`les a` mode´liser la turbulence a ainsi pu eˆtre e´tudie´e [68].
La campagne BLLAST regroupe de nombreuses proble´matiques allant de la
compre´hension du phe´nome`ne physique de de´croissance de la turbulence a` la disper-
sion des polluants ou a` l’usure des e´oliennes [34], [96]. Les diverses observations et
simulations disponibles, ainsi que le dynamisme de la communaute´ BLLAST nous
ont conduits a` choisir des cas BLLAST pour nos premie`res expe´riences de descente
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Figure 7.2 – Sche´ma de l’expe´rience re´alise´e. A partir d’une simulation fine nous
construisons une simulation de´grade´e (1). Les particules sont force´es par la simula-
tion de´grade´e (2) et mode´lisent les processus qui sont sous-maille pour la simulation
de´grade´e. Puis les champs reconstruits par les particules sont compare´s a` la simula-
tion fine (3).
d’e´chelle.
2.2 L’expe´rience re´alise´e
L’expe´rience que nous avons re´alise´e est une premie`re e´tape dans le couplage
d’un syste`me de particules avec un mode`le en points de grille. Ici nous travaillons
uniquement sur la partie descente d’e´chelle du couplage. L’information ne circule
donc que du mode`le en points de grille vers les particules.
Nous avons utilise´ des simulations de couche limite convective pour forcer les
particules et ainsi mode´liser la turbulence sous-maille. Les particules sont force´es
par des champs issus d’un mode`le de grande e´chelle. Nous verrons plus pre´cise´ment
par la suite a` quoi se re´fe`re le terme ”grande e´chelle” dans nos travaux. Notre ob-
jectif est de comparer les champs turbulents sous-maille mode´lise´s par les particules
aux meˆmes champs issus d’une simulation en points de grille a` haute re´solution.
L’expe´rience pre´sente´e tient en trois e´tapes, de´crites par la figure 7.2. Dans un
premier temps nous avons re´alise´ une simulation haute re´solution de la couche limite
convective avec le mode`le Meso-NH. Cette simulation est la description de la couche
limite la plus fine que nous ayons, elle est donc conside´re´e comme re´fe´rence. Elle ne
servira pas directement pour le forc¸age du syste`me de particules, mais elle permettra
d’e´valuer la reconstruction particulaire des champs sous-maille.
A partir de la simulation de re´fe´rence, nous construisons une simulation de´grade´e,
c’est-a`-dire de plus grande e´chelle, qui servira a` forcer les particules. Nous avons
choisi de moyenner la simulation fine sur plusieurs mailles pour obtenir des champs
a` une re´solution plus faible mais en accord avec les champs haute re´solution. Pour
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conserver une cohe´rence entre les e´chelles spatiales et temporelles, nous avons e´ga-
lement effectue´ une moyenne temporelle des champs sur plusieurs pas de temps. La
simulation de´grade´e ainsi obtenue a donc une grille plus large et un pas de temps
plus long que la simulation de re´fe´rence.
Dans chaque maille de la grille large et durant tout un pas de temps de la simu-
lation de´grade´e, nous forc¸ons le comportement moyen des particules. Si la me´thode
de forc¸age fonctionne, non seulement la moyenne des particules devrait permettre
de retrouver les champs de´grade´s, mais en plus les particules devraient fournir une
repre´sentation des processus sous-maille. Dans ce cas, les champs reconstruits par
les particules devraient eˆtre comparables a` la simulation haute re´solution utilise´e
comme re´fe´rence.
Pour valider la me´thode de descente d’e´chelle nous pre´senterons les comparaisons
des champs de vent et d’e´nergie cine´tique turbulente ou TKE. Comme nous le verrons
a` la section 4.1, aucune de ces deux variables n’est directement force´e par le mode`le
de´grade´, dit de grande e´chelle.
3 Les mode`les
Maintenant que le cadre ge´ne´ral est pose´, nous allons pre´senter le mode`le en
points de grille utilise´, le syste`me de particules ainsi que son mode`le d’e´volution.
Ces deux derniers points ont de´ja` e´te´ introduits dans la premie`re partie du me´moire
au chapitre 2. Nous avons pris le parti de les rappeler pour pre´server l’inde´pendance
des deux parties. Nous soulignerons ici les diffe´rences entre la reconstruction de
l’atmosphe`re a` partir d’observation et la mode´lisation des processus sous-maille.
3.1 Le mode`le en point de grille : Meso-NH
Pour les simulations en points de grille de la couche limite nous avons utilise´ le
mode`le Meso-NH. Meso-NH est un mode`le non-hydrostatique de´veloppe´ de manie`re
conjointe par le Laboratoire d’Ae´rologie et le CNRM-GAME [73]. Ce mode`le com-
prend un syste`me d’e´quations non-hydrostatiques pour mode´liser l’atmosphe`re de
l’e´chelle synoptique a` des e´chelles fines. Il dispose en outre d’un jeu tre`s complet
de parame´trisations physiques pour mode´liser les processus sous-maille. Meso-NH
est l’outil de re´fe´rence pour la mode´lisation de la turbulence. Il a, entre autre, de´ja`
e´te´ utilise´ pour e´valuer la repre´sentation de la turbulence dans les mode`les a` maille
kilome´trique [63].
Le syste`me d’e´quations re´solu dans Meso-NH est une approximation ane´lastique
du syste`me pseudo-incompressible de Durran [44]. Meso-NH est un mode`le eule´rien
qui utilise un sche´ma d’advection centre´ d’ordre quatre pour les moments et une
me´thode en volume fini appele´e PPM (Piecewise Parabolic Method) pour l’advection
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de variables me´te´orologiques (tempe´rature et TKE par exemple) [29]. Pour filtrer les
modes associe´s aux tre`s courtes longueurs d’onde, le mode`le est muni d’un sche´ma
de diffusion du quatrie`me ordre qui est applique´ uniquement aux fluctuations du
vent.
Pour les simulations BLLAST, nous utilisons dans Meso-NH un sche´ma de turbu-
lence 3D avec une fermeture a` l’ordre un et demi (la TKE est une variable prognos-
tique, alors que la longueur de me´lange est diagnostique). La longueur de me´lange
et la longueur de dissipation sont calcule´es se´pare´ment, comme sugge´re´ par Redels-
perger et al. [106]. La longueur de me´lange est donne´e par la largeur de la maille.
Cependant elle est limite´e par la distance au sol et par la longueur de me´lange de´finie
par Sommeria et Deardorff dans le cas stable [121].
Nous avons utilise´ ici la version 4.9 de Meso-NH. On peut noter qu’il existe
aujourd’hui des versions plus re´centes du mode`le (actuellement, la version 5.1 est
disponible), mais les simulations BLLAST ont toutes e´te´ re´alise´es avec cette version.
3.2 Les simulations Meso-NH
Comme Meso-NH est un mode`le de recherche adaptable a` des configurations
varie´es, la largeur de sa grille et son pas de temps varient d’une application a` l’autre.
Dans la simulation haute re´solution que nous utilisons, la grille a une largeur hori-
zontale de ∆x = 40m et une hauteur de ∆z = 12m. Comme l’expe´rience de descente
d’e´chelle demande un temps de calcul conside´rable (3 jours de calcul pour mode´liser
l’atmosphe`re sous maille durant 5 minutes), nous avons limite´ la dure´e de la simu-
lation utilise´e. Nous nous sommes servis de 25 minutes de simulation, avec un pas
de temps de 5 secondes.
Malgre´ ces efforts pour limiter le temps de calcul, nous avons e´te´ re´duits a`
n’utiliser qu’une petite partie du domaine disponible dans les champs Meso-NH
haute re´solution. Ce domaine comprend 256x256x256 mailles. Nous n’avons garde´
que 8x8x4 maille. Nous les avons se´lectionne´es au milieu de la couche limite at-
mosphe´rique, pour e´viter les proble`mes de mode´lisation pre`s du sol. Le premier
niveau vertical se trouve a` une altitude de 360 me`tres. Dans ce chapitre, les simu-
lations de ce Meso-NH haute re´solution servent de re´fe´rence. Nous parlerons des
champs haute re´solution ou fins. Ces champs nous permettront d’e´valuer les champs
reconstruits par les particules.
Pour forcer les particules nous avons construit une simulation de´grade´e. Pour
cela, nous avons moyenne´ les champs haute re´solution pour obtenir des champs dits
larges ou basse re´solution. Nous avons choisi de moyenner les champs fins sur des
groupes de 4x4x2 mailles et sur 12 pas de temps du mode`le fin. Le mode`le large a
donc une re´solution spatiale de 160mx160mx24m et un pas de temps d’une minute.
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Figure 7.3 – Comparaison des grilles utilise´es. La grille large correspond a` la
moyenne de la grille fine sur un groupe de 4x4x2 mailles. Ce sche´ma n’est pas a`
l’e´chelle.
Les champs ainsi construits sont de re´solution infe´rieure aux champs fins tout en
restant cohe´rents avec eux.
Mode`le fin Mode`le large
Nombre de mailles 8x8x4 2x2x2
Largeur des mailles 40m 160m
Hauteur des mailles 12m 24m
Pas de temps δt = 5s ∆t = 1min
Nous avons choisi une simulation allant de 13h55 a` 14h20 pour la journe´e du
20/06/2011. Parmi les nombreuses variables disponibles en sortie de Meso-NH, nous
avons extrait de la simulation fine la pression atmosphe´rique, les trois composantes
du vent, l’e´nergie cine´tique turbulente (TKE) et son taux de dissipation (EDR).
Nous avons applique´ la moyenne que nous venons de de´crire a` ces champs pour
obtenir les champs larges. Ce sont les champs larges uniquement qui serviront pour
forcer le syste`me de particules. La simulation fine n’est utilise´e que pour valider les
champs sous-maille reconstruits par les particules.
Les simulations haute re´solution de Meso-NH ont elles-meˆmes e´te´ compare´es aux
simulations d’un autre mode`le LES pour s’assurer de leur cohe´rence avec le cas re´el
qu’elles mode´lisent. Ce travail de validation a e´te´ re´alise´ par Darbieu en utilisant le
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mode`le LES du NCAR [33].
3.3 Le syste`me de particules
Pour mode´liser les processus sous-maille nous avons utilise´ un outil emprunte´
aux mathe´matiques applique´es : la description d’une fonction de densite´ de probabi-
lite´ par un syste`me de particules. La mode´lisation a` l’aide de syste`mes de particules
est de´ja` re´pandue dans certains domaines de recherche tels que la mode´lisation des
syste`mes me´caniques (industrie automobile, ae´ronautique, etc). En mode´lisation de
l’atmosphe`re son usage est beaucoup plus re´cent. Cette section est en partie un
rappel de la pre´sentation que nous avons faite des syste`mes de particules dans la
premie`re partie du me´moire.
Le syste`me de particules est utilise´ ici pour de´crire la pdf des processus sous-
maille. Les particules sont des re´alisations de l’atmosphe`re simule´e environnante.
Elles transportent les caracte´ristiques locales du fluide. Suivant la complexite´ du
mode`le d’e´volution, les particules peuvent transporter des vitesses, des concentra-
tions, une tempe´rature ou un taux d’humidite´. Dans ces travaux sur la descente
d’e´chelle, le mode`le d’e´volution est simple et ne de´crit que l’e´volution de la position
et de la vitesse du vent. Les particules sont donc des couples position/vitesse en
trois dimensions. En plus d’eˆtre des particules fluides, les particules utilise´es sont
e´galement stochastiques. La repre´sentation particulaire du vent sous-maille permet
donc de calculer les statistiques du vent, et notamment sa variance. A partir du
champ de vent particulaire nous avons donc directement acce`s a` la TKE.
De pre´ce´dentes e´tudes ont de´ja` explore´ les me´thodes de descente d’e´chelle sto-
chastiques, d’un mode`le en points de grille vers un syste`me de particules. Nous
pensons par exemple aux travaux de Bernardin et al. [15], [17]. L’approche que
nous proposons est cependant diffe´rente. Nous avons choisi de forcer les particules
maille par maille en utilisant les champs de grande e´chelle, mais nous n’imposons
pas de condition aux bords des mailles ou du domaine. Les particules vivent libre-
ment a` l’inte´rieur du domaine et peuvent passer d’une maille a` l’autre. Le syste`me
de particules contient ainsi des informations relatives aux diffe´rentes e´chelles, des
composantes locales du champ sous-maille aux composantes moyennes des grandes
e´chelles apporte´es par le forc¸age et e´galement re´solue par le mode`le en points de
grille.
Le syste`me de particules fournit une repre´sentation discre`te du champ de vent
sous-maille. Pour le comparer a` un champ un point de grille, nous moyennons les
valeurs des particules qui sont contenues dans chaque maille. En moyennant sur une
maille large, nous pouvons comparer le champ particulaire au champ du mode`le
110
large et ainsi valider le comportement moyen des particules. En moyennant par
maille fine, nous pouvons comparer le champ particulaire au champ haute re´solution
de re´fe´rence. Par exemple, le vent Vk dans une maille a` l’instant k est donne´ par
l’espe´rance suivante :
Vk = E(Vk) =
1
N
N∑
i=1
Vik
ou` N est le nombre de particules pre´sentes dans la maille et Vik repre´sente la vitesse
de la particule i.
3.4 Le mode`le lagrangien stochastique
Pour que les particules soient des re´alisations de l’atmosphe`re turbulence envi-
ronnante, il faut de´crire leur e´volution temporelle par un mode`le physique. Leur
e´volution est donne´e par un mode`le local de turbulence. Nous utilisons le mode`le
lagrangien stochastique SLM de´ja` pre´sente´ dans le chapitre 2, section 5.2. Ce mode`le
est inspire´ des travaux de Pope [104] et de Das et Durbin [35]. Il a e´te´ e´tudie´ en
de´tails par Bossy et al., qui ont notamment de´montre´ qu’il e´tait bien pose´ [23].
Le SLM a e´te´ introduit par Baehr en estimation de la turbulence [12], nous allons
l’utiliser ici de manie`re un peu diffe´rente : les parame`tres de controˆle ne seront plus
appris de l’observation, mais donne´s par le mode`le en point de grille.
Le mode`le SLM est cohe´rent avec les lois K41 de Kolmogorov pour la turbu-
lence du domaine inertiel [72]. Il de´crit l’e´volution de la position X et de la vitesse
des particules en trois dimensions. La position e´volue par inte´gration de la vitesse.
L’e´volution de la vitesse n’est pas re´gie par les meˆmes e´quations sur l’horizontale et
sur la verticale. La vitesse est donc se´pare´e en deux composantes, la vitesse horizon-
tale 2D, V , et la vitesse verticale W . L’e´volution de la vitesse de´pend a` la fois des
proprie´te´s moyennes et des proprie´te´s locales de l’atmosphe`re. Dans les e´quations
d’e´volution, on trouve tout d’abord l’influence moyenne des grandes e´chelles a` tra-
vers le gradient de pression ∇xp (pour la vitesse horizontale) et l’incre´ment moyen
de vitesse verticale ∆kW . Un ope´rateur de moyenne locale, note´ < . > apparaˆıt dans
les e´quations. On le retrouve dans le second terme des e´quations, qui repre´sente la
fluctuation locale du vent autour de sa moyenne. Le calcul de la moyenne locale
sera rappele´ a` la section suivante. Pour la vitesse verticale on trouve ensuite un
terme de flottabilite´. Le dernier terme des deux e´quations est un terme de disper-
sion repre´sente´ par un processus de Wiener. Ce processus de Wiener, note´ ∆B• est
normalise´ par le pas de temps.
Les e´quations du mode`le SLM sont donc donne´es par :
Xk+1 = Xk + Vk δt+ σX∆BXk+1
Vk+1 = Vk −∇xp δt − C1 εkKk [Vk− < V >] δt+
√
C0.εk ∆BVk+1
Wk+1 = Wk + ∆kW − C2 εkKk [Wk− < W >] δt+
g
β
Γθk δt+
√
C0.εk ∆BWk+1
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ou` δt est le pas de temps du mode`le haute re´solution, g est la constante de gravite´,
ε est le taux de dissipation de l’e´nergie cine´tique turbulente, abre´ge´ EDR, et K est
l’e´nergie cine´tique turbulente (TKE). Du coˆte´ des constantes, C0 est la constante de
Kolmogorov, et nous avons choisi C1 = C2 = 12 +
3
4C0 comme sugge´re´ par Pope [103].
Dans l’e´quation d’e´volution de la position, le processus de Wiener est un terme de
diffusion, d’e´cart-type σX .
Le terme de flottabilite´ g
β
Γθk est ici mode´lise´ par une variable gaussienne centre´e.
C’est un choix simple qui introduit un peu de variabilite´. Une des prochaines e´tapes
pour comple´ter le mode`le SLM sera d’ajouter une e´quation d’e´volution de la tempe´ra-
ture. Les effets lie´s a` la flottabilite´ seront ainsi mieux mode´lise´s.
Le mode`le SLM a deux parame`tres de controˆle par e´quation sur la vitesse : ε et
∇xp pour la vitesse horizontale et ε, et ∆kW pour la vitesse verticale. En reconstruc-
tion de l’atmosphe`re, ces parame`tres e´taient calcule´s a` l’aide du vent reconstruit.
En descente d’e´chelle, la source d’information exte´rieure au syste`me de particules
utilise´e pour fermer les e´quations du SLM est le mode`le de grande e´chelle.
Nous avons calcule´ le gradient de pression ∇xp a` partir du champ de pression en
sortie du Meso-NH a` maille large. Pour l’EDR nous avons utilise´ la variable ”taux
de dissipation” de Meso-NH. Nous avons utilise´ cette variable parce qu’elle e´tait
directement disponible. Cependant, comme l’EDR est une variable diagnostique,
obtenue a` l’aide d’un sche´ma de fermeture, ce choix est discutable. L’EDR apparaˆıt
a` deux reprises dans les e´quations : une fois devant le terme de fluctuation et une
autre dans la variance du terme de dissipation. Ce parame`tre de controˆle a donc
une influence directe sur la dispersion du syste`me de particules. Ici nous conside´rons
que l’e´nergie se dissipe de manie`re isotrope, l’EDR est le meˆme sur les trois com-
posantes du vent. En reconstruction de l’atmosphe`re nous n’avions pas d’hypothe`se
d’isotropie, et l’EDR variait d’une composante a` l’autre.
Pour l’e´nergie cine´tique turbulente K qui apparaˆıt dans les e´quations, nous vou-
lons souligner que la TKE utilise´e dans le mode`le SLM ne vient pas du mode`le en
points de grille. Nous utilisons la TKE calcule´e sur le syste`me de particules. Dans
ce calcul l’ope´rateur de moyenne locale intervient.
3.5 L’ope´rateur de moyenne locale
Dans le terme de fluctuation du mode`le SLM, la moyenne qui apparaˆıt est en
the´orie une moyenne eule´rienne. Comme les particules n’offrent qu’une description
lagrangienne du fluide, nous avons construit une approximation de la moyenne
eule´rienne par une moyenne lagrangienne locale. L’ensemble de la de´marche est
pre´sente´e au chapitre 2, section 5.3. L’ide´e est de calculer la moyenne lagrangienne
du vent en chaque point.
Avec notre me´thode de descente d’e´chelle, et comme en reconstruction de l’at-
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mosphe`re, les processus sont mode´lise´s par le syste`me de particules. Nous n’avons
donc qu’une repre´sentation discre`te des champs sur des points (les particules) irre´gu-
lie`rement espace´s. Le calcul de la moyenne lagrangienne en un point est complique´
par cette repre´sentation particulaire du champ de vent. Pour re´aliser le calcul de la
moyenne locale, note´e < . >, nous avons introduit une longueur caracte´ristique note´e
δ. Cette longueur est une longueur d’homoge´ne´ite´ du milieu, utilise´e pour de´finir une
fonction de re´gularisation appele´e Gδ. Cette fonction attribue un poids a` chaque par-
ticule en fonction de sa distance par rapport point de calcul. La moyenne locale est
ensuite approche´e par la moyenne ponde´re´e. Nous avons choisi de repre´senter la
fonction de re´gularisation Gδ par une gaussienne centre´e au point de calcul. L’ex-
posant δ fait alors re´fe´rence a` l’e´cart-type de la gaussienne.
D’un point de vue physique, la longueur δ est intimement lie´e a` l’homoge´ne´ite´
du milieu. En effet dans un milieu homoge`ne, la moyenne locale peut eˆtre confondue
avec la moyenne globale et δ peut ainsi prendre de grandes valeurs. Par contre en
milieu non homoge`ne, la moyenne locale s’e´carte de la moyenne globale, et seules les
particules proches du point de calcul doivent eˆtre utilise´es pour e´valuer la moyenne
locale. δ doit par conse´quent eˆtre faible.
Pour valider notre me´thode de descente d’e´chelle, nous allons comparer les champs
particulaires aux champs produits par le Meso-NH haute re´solution. Dans un mode`le
en points de grille, la longueur caracte´ristique des processus turbulents mode´lise´s
est au moins deux fois supe´rieure a` la maille du mode`le d’apre`s le the´ore`me de
Shannon [118]. La largeur de la maille peut donc eˆtre assimile´e a` la longueur ca-
racte´ristique de l’homoge´ne´ite´ des champs mode´lise´s. A partir de ce constat, nous
avons choisi de fixer la longueur δ a` la largeur de la maille du mode`le haute re´solution.
Par ce choix nous cherchons a` favoriser la variabilite´ sous-maille et a` limiter l’ho-
moge´ne´ite´ des champs reconstruits en espe´rant qu’ils seront ainsi comparables aux
champs haute re´solution. Puisque le maillage est plus fin sur la verticale que sur
l’horizontale, nous avons choisi δv = 12m sur la verticale et δh = 40m sur l’horizon-
tale.
L’algorithme 5 de´crit explicitement l’imple´mentation de la fonction Gδ et le cal-
cul de la moyenne locale.
A partir de cet ope´rateur de moyenne locale, nous pouvons calculer les fonc-
tions de structure. A chaque pas de temps, nous pouvons notamment calculer la
variance de la vitesse, et donc obtenir un champ de TKE. Les fonctions de structure
s’obtiennent en suivant l’algorithme 6.
Les calculs de fonction de structure sont totalement inde´pendants de la grille
du mode`le utilise´ pour le forc¸age. Le syste`me de particules est conside´re´ dans son
ensemble, la moyenne locale peut faire intervenir des particules qui se trouvent dans
diffe´rentes mailles.
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Algorithm 5 Local average computation
Let (ξi = (Xi,Vi))Ni=1 be the particles inside the observed volume.
for i = 1 : N do
for j = i : N do
Gδ(i, j) = exp(− (Xi−Xj)22δ )
end for
end for
The local averaged velocity around the particle i is obtained following :
< Vi >= ∑Nj=1 Gδ(i,j)∑N
k=1G
δ(i,k)
Vj.
Algorithm 6 Local structure functions computation
Let < . > be the average defined in the algorithm 3, and B an homogenous volume.
Assuming N particles are inside B, the nth structure function of the wind in B is
given by :
E((V− < V >)n) = 1
N
∑N
i=1 < (V i− < V i >)n >, where V • are the particle
velocity vectors.
Si toutes les fonctions de structure sont accessibles graˆce au syste`me de parti-
cules, nous ne pre´senterons que les re´sultats concernant le vent et l’e´nergie cine´tique
turbulente.
A partir de la moyenne locale, nous calculons la TKE associe´e a` chaque particule.
Pour obtenir les champs sous-maille de TKE, nous moyennons par maille les TKE
des particules. C’est cette TKE moyenne qui est compare´e aux champs en points de
grille.
4 Forcer un syste`me de particules
4.1 La me´thode de forc¸age
L’objectif de nos travaux sur descente d’e´chelle est de forcer un syste`me de parti-
cules avec des champs issus d’un mode`le a` maille large et d’e´tudier le comportement
des particules et leur capacite´ a` mode´liser les processus sous-maille. Le mode`le a`
maille large est construit a` partir du mode`le fin en moyennant les champs fins a` la
fois en temps et en espace.
Le point de de´part est d’avoir une simulation large sur un domaine 3D suffisam-
ment grand. Nous notons Nc le nombre de mailles du domaine large et ∆t son pas
de temps. Les particules e´voluent librement dans l’ensemble des Nc mailles avec un
pas de temps δt infe´rieur a` ∆t.
La me´thode de descente d’e´chelle suit alors les e´tapes suivantes :
1. nous initialisons les particules pre´sentes dans chaque maille a` l’aide des pa-
rame`tres ε, ∇xp and ∆W donne´s par les champs en sortie du Meso-NH basse
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Figure 7.4 – Deux e´chelles temporelles sont utilise´es dans cette expe´rience. Les
champs utilise´s pour le forc¸age e´voluent avec le pas de temps long. Entre deux pas
de temps longs, les particules e´voluent avec un pas de temps court et repre´sentent
les champs sous-maille.
re´solution,
2. nous faisons e´voluer les positions et les vitesses des particules en utilisant le
mode`le SLM avec le pas de temps δt,
3. nous calculons le vent et les parame`tres turbulents sous-maille,
4. si le temps ∆t est atteint, nous mettons a` jour les valeurs des parame`tres
force´s ε, ∇xp et ∆W , sinon retour a` l’e´tape 2.
A l’e´chelle des particules, les champs en points de grille larges correspondent
a` des forc¸ages moyens. Nous tenons a` souligner que le vent horizontal n’est pas
directement force´ par le champ de vent large. Nous forc¸ons uniquement les deux
parame`tres de controˆle moyenne´s sur une minute et plusieurs mailles de la grille
fine. Pour la vitesse horizontale nous forc¸ons donc les particules avec un gradient de
pression et un taux de dissipation. Pour la vitesse verticale, le forc¸age est un peu
diffe´rent : il se fait sur l’incre´ment moyen de vitesse (basse re´solution) et non sur la
pression.
Durant 12 pas de temps fins, les particules e´voluent avec un forc¸age constant. Les
e´tapes 2 et 3 sont re´pe´te´es en boucle. Puis, quand le pas de temps du mode`le large
est atteint, les forc¸ages sont actualise´s pour les 12 pas de temps fins suivants. Les
deux e´chelles temporelles utilise´es sont repre´sente´es sche´matiquement sur la figure
7.4.
4.2 Gestion du syste`me de particules
Conditionnement au domaine
Dans la me´thode de descente d’e´chelle que nous proposons, les particules e´voluent
librement avec le mode`le SLM, et suivent l’e´coulement sans eˆtre contraintes a` rester
dans une maille donne´e. Par conse´quent, a` chaque pas de temps fin δt des particules
sortent du domaine de la simulation. Nos simulations se faisant a` nombre de parti-
cules constant, nous devons replacer les particules sorties a` l’inte´rieur du domaine.
Comme pour la reconstruction de l’atmosphe`re, nous avons ajoute´ une e´tape dans
l’algorithme de descente d’e´chelle qui ge`re la remise des particules qui se trouvent
a` l’exte´rieur du domaine. Cette e´tape est appele´e un conditionnement au domaine.
L’ide´e est a` la fois de remettre la particule dans une maille du mode`le qui contient
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un nombre de particules infe´rieur a` la moyenne, et de donner une nouvelle valeur a`
la particule en accord avec les champs a` l’inte´rieur de sa nouvelle maille.
Le principe du conditionnement au domaine est simple : si une particule sort du
domaine d’inte´reˆt, elle est remise dans une maille se´lectionne´e par tirage ale´atoire.
Le tirage s’effectue suivant la densite´ de particules dans chaque maille. Les mailles
a` faible densite´ sont privile´gie´es.
Apre`s avoir choisi la maille de remise, il faut affecter a` la particule un nouveau
couple position-vitesse repre´sentatif du milieu qui l’entoure. Nous avons fait le choix
de tirer la nouvelle position de la particule de manie`re uniforme dans la maille. Si la
maille de remise n’est pas vide, nous choisissons une particule au hasard a` l’inte´rieur
de la maille et nous attribuons sa vitesse a` la nouvelle particule.
Par contre dans le cas tre`s rare ou` la maille de remise est vide, les seules informa-
tions dont nous disposons sont donne´es par le forc¸age et les champs basse re´solution.
Nous affectons alors a` la nouvelle particule la vitesse donne´e par ces champs, a` la-
quelle nous ajoutons un petit bruit blanc pour mode´liser la variabilite´ sous-maille.
Nous avons fait le choix de ge´rer les remises des particules sorties plutoˆt que de
les contraindre a` rester dans le domaine. Nous aurions pu, par exemple, conside´rer les
bords du domaine comme des parois mate´rielles. Nous aurions alors vu apparaˆıtre un
phe´nome`ne de re´flexion des particules sur les parois qui nous a semble´ peu physique.
Nous avons conside´re´ qu’il e´tait pre´fe´rable que les particules soient laisse´es libres de
sortir, ce qui correspond a` des conditions aux limites transparentes.
Re´-e´chantillonnage des particules
La libre circulation des particules conduit e´galement a` l’apparition de zones de
convergence et de divergence dans l’e´coulement global, ce qui induit un de´se´quilibre
dans la re´partition par maille des particules. Pour mode´liser l’atmosphe`re sous-maille
dans l’ensemble du domaine, il faut s’assurer que chaque maille fine contient un
nombre suffisamment e´leve´ de particules, tout en pre´servant les zones de convergence
ou de divergence. Apre`s l’e´tape de conditionnement qui remet l’ensemble des parti-
cules dans le domaine simule´, nous avons ajoute´ une e´tape dite de re´-e´chantillonnage
qui lisse le nombre de particules par maille sans l’e´galiser brutalement.
Nous devons e´viter que certaines mailles ne se vident, puisque sans particule il
n’est plus possible de reconstruire le vent et la turbulence sous-maille. Cependant,
le re´-e´chantillonnage n’e´galise pas le nombre de particules dans chaque maille. Pour
pouvoir repre´senter les zones de convergence et divergence a` l’inte´rieur du fluide le
nombre de particules par maille doit pouvoir varier dans une certaine mesure.
La fonction de re´-e´chantillonnage est compose´e de deux parties. La premie`re
boucle s’assure que les mailles ne contiennent pas trop de particules. Pour ce faire,
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nous avons fixe´ un seuil maximal par maille Bsup × Nj, ou` Bsup est une constante
choisie expe´rimentalement. Quand une maille contient plus de particules que le seuil
de´fini, nous ponde´rons les mailles de manie`re a` favoriser les maille de´ficitaires, et
nous tirons ale´atoirement suivant ces poids une maille de remise. Ensuite, comme
pour le conditionnement au domaine, nous diffe´rencions les cas suivant que la maille
de remise est vide ou non.
La seconde boucle s’assure que chaque maille contient suffisamment de particules.
Le seuil minimal de chaque maille est note´Binf×Nj. Quand une maille est de´ficitaire,
nous ponde´rons les mailles de manie`re a` favoriser les mailles exce´dentaires, et nous
tirons ale´atoirement suivant ces poids une maille dans laquelle on pre´le`ve une par-
ticule. La` encore la remise s’effectue diffe´remment suivant que la maille de´ficitaire
est vide ou non.
Dans nos travaux, la densite´ des particules est constante sur le domaine e´tudie´,
mais pas force´ment sur l’ensemble des mailles fines a` l’inte´rieur de ce domaine.
Contrairement aux travaux de Rousseau et al. [110], nous autorisons le syste`me
a` s’e´carter tre`s localement de l’hypothe`se d’incompressibilite´ faite dans le mode`le
utilise´ pour le forc¸age.
4.3 L’algorithme se´quentiel
La me´thode de descente d’e´chelle stochastique que nous proposons est compose´e
de quatre e´tapes. Les trois principales se succe`dent a` chaque pas de temps δt. Tout
d’abord une pre´diction qui permet l’e´volution temporelle du syste`me de particules
sous-maille. Puis une e´tape de conditionnement au domaine qui s’assure que l’en-
semble des particules est a` l’inte´rieur du domaine de simulation. Enfin une e´tape
de re´-e´chantillonnage qui maintient un nombre minimal de particules dans chaque
maille.
Ces trois e´tapes sont similaires a` celles pre´sentes dans l’algorithme de recons-
truction de l’atmosphe`re. En descente d’e´chelle, il n’y a par contre pas d’e´tape de
se´lection des particules suivant leur vraisemblance. Le syste`me de particules vit donc
librement, avec comme seule contrainte le forc¸age moyen donne´ par les champs en
points de grille.
L’actualisation du forc¸age constitue la quatrie`me e´tape de l’algorithme de des-
cente d’e´chelle. Il a lieu tous les ∆t. Les quatre e´tapes de l’algorithme de descente
d’e´chelle sont pre´sente´es sche´matiquement par la figure 7.5.
Le comportement du syste`me de particules sous-maille n’a jusqu’ici pas e´te´
e´tudie´ en l’absence de se´lection des particules ou de forc¸age de petite e´chelle. Si le
mode`le SLM n’est pas compatible avec le forc¸age venant du mode`le Meso-NH basse
re´solution, la turbulence sous-maille mode´lise´e par les particules pourrait soit explo-
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Pre´diction Conditionnementau domaine Re´-e´chantillonnage
Mise a` jour
du forc¸age Quand ∆t est atteint
A chaque δt
Figure 7.5 – Sche´ma de l’algorithme de forc¸age d’un syste`me de particules. Le
forc¸age est actualise´ tous les ∆t. Entre temps les particules e´voluent avec le pas de
temps δt, avec un forc¸age constant.
ser soit s’atte´nuer. Les re´sultats que nous pre´senterons par la suite sont entie`rement
nouveaux et montrent la tre`s bonne compatibilite´ des deux mode`les.
5 L’e´nergie cine´tique turbulente
5.1 La TKE dans Meso-NH
Pour caracte´riser la turbulence, l’e´nergie cine´tique turbulente TKE et le taux de
dissipation EDR sont les deux parame`tres les plus re´gulie`rement utilise´s. La TKE est
l’e´nergie cine´tique associe´e aux structures turbulentes de petites e´chelles pre´sentes
dans les e´coulements. L’EDR quantifie quant a` lui le transfert d’e´nergie des grandes
vers les petites e´chelles.
Dans nos travaux, les deux parame`tres jouent des roˆles bien distincts. L’EDR
est utilise´ pour forcer le syste`me de particules alors que la TKE sert a` valider les
champs reconstruits. Comme nous l’avons de´ja` introduit, l’EDR est obtenu a` partir
de la TKE sous-maille a` l’aide d’une fermeture par la longueur de me´lange. Nous
pre´sentons ici le calcul de la TKE dans Meso-NH.
Dans Meso-NH la TKE est compose´e de deux termes : la TKE re´solue et la TKE
sous-maille. La TKE re´solue est une variable diagnostique, elle est calcule´e a` partir
du champ de vent (u, v, w) en points de grille :
Kres =
1
2((u− u)
2 + (v − v)2 + (w − w)2)
ou` la barre est la moyenne sur l’ensemble de du domaine.
La TKE sous-maille, e, est une variable pronostique de Meso-NH qui fait l’objet
d’une parame´trisation. Sans donner l’e´quation pronostique en de´tails, elle contient
des termes d’advection, de production lie´e au cisaillement et a` la flottabilite´, de
diffusion et de dissipation.
Dans Meso-NH, la TKE totale pour la maille j est donne´e par la somme de la
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TKE re´solue et de la TKE sous-maille :
Kj = Kres + ej
ou` ej repre´sente la TKE sous-maille pour la maille j. Dans les simulations Meso-NH
que nous utilisons, les e´chelles sont relativement fines et la TKE est en grande partie
re´solue. Nous verrons dans la partie re´sultat les ordres de grandeurs associe´es aux
deux composantes de la TKE.
5.2 La TKE mode´lise´e par le syste`me de particules
Le syste`me de particules mode´lise ici le champ de vent 3D sous-maille. Comme
nous l’avons de´ja` montre´ en reconstruction de l’atmosphe`re, a` partir vent mode´lise´
par les particules nous pouvons calculer directement la TKE totale (re´solue et sous-
maille). La TKE associe´e a` la particule i est calcule´e comme suit a` chaque pas de
temps :
Ki = 12 < (u
i− < u >)2 + (vi− < v >)2 + (wi− < w >)2 >
ou` < . > repre´sente la moyenne locale calcule´e sur l’ensemble de particules et de´finie
a` la section 3.5. Pour comparer le champ de TKE repre´sente´ par les particules a` un
champ en points de grille, nous moyennons les TKE des particules contenues dans
chaque maille. Pour la maille j, la TKE est donne´e par :
Kj = 1
N
N∑
i=1
Ki
ou` N est le nombre de particules dans la maille j. Nous pouvons ainsi nous adapter
a` la largeur de la grille, et comparer les champs reconstruits par les particules a` des
champs basse ou haute re´solution. Par nature, la TKE mode´lise´e par les particules
contient donc a` la fois la contribution des grandes e´chelles (re´solues dans Meso-NH)
et des petites e´chelles (parame´tre´es dans Meso-NH). Il faudra en tenir compte lors
des comparaisons.
6 Re´sultats
L’algorithme de descente d’e´chelle que nous proposons a e´te´ de´crit en de´tails.
Nous allons maintenant pre´senter les re´sultats obtenus. Pour valider le comporte-
ment des particules sous-maille, nous comparerons les champs de vent 3D et les
champs de TKE reconstruits par les particules aux champs Meso-NH. Pour chaque
variable, nous comparerons les champs d’abord sur la grille large, puis sur la grille
fine. Nous pre´senterons e´galement les densite´s spectrales des diffe´rents champs.
Dans ce chapitre, l’ensemble des re´sultats est obtenu avec initialement 75 parti-
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cules par maille fine, soit un total de 19200 particules sur l’ensemble du domaine. Les
particules e´voluent librement dans le domaine, et peuvent passer d’une maille (fine
ou large) a` une autre. Par conse´quent le nombre exact de particules par maille varie
a` chaque pas de temps. L’e´tape de re´-e´chantillonnage nous assure tout de meˆme que
chaque maille contient suffisamment de particules.
6.1 Le vent 3D
La validation des champs de vent basse re´solution est illustre´e sur l’ensemble du
domaine a` maille large. En effet, le nombre re´duit de mailles nous autorise a` montrer
l’ensemble des re´sultats. Par contre, pour les champs haute re´solution, le nombre de
maille est trop e´leve´ pour que nous puissions montrer les re´sultats par maille. Pour
faciliter la lecture des re´sultats sur la grille fine nous avons choisi de nous concentrer
sur niveau vertical, avec un zoom sur une maille en particulier.
Champs de vent larges
Pour mode´liser le champ sous-maille, les particules ont e´te´ force´es par les champs
larges de taux de dissipation, de gradient de pression et d’incre´ment moyen de vi-
tesse verticale. Pour valider notre me´thode de descente d’e´chelle, la premie`re e´tape
est de ve´rifier que les particules mode´lisent un champ de vent compatible avec le
champ Meso-NH large. Cette ve´rification est importante tout particulie`rement pour
la vitesse horizontale, qui n’est pas directement force´e par le champ large de vitesse.
Sur les figures 7.9 a` 7.11 nous avons repre´sente´ les vents me´ridiens, zonaux, et
verticaux issus de la simulation Meso-NH large et reconstruits par les particules.
Pour obtenir les champs particulaires a` la meˆme re´solution que les champs en points
de grille, nous moyennons les vitesses des particules contenues dans chaque maille
large.
Sur ces figures nous remarquons que le vent horizontal reconstruit suit bien le
vent basse re´solution. Pour la composante verticale, le vent reconstruit semble un
peu plus turbulent, mais nous retrouvons dans l’ensemble les variations pre´sentes
dans le vent vertical basse re´solution. Les champs de vent reconstruits semblent donc
tout a` fait cohe´rents avec les champs de la simulation basse re´solution.
Champs de vent fins
Inte´ressons nous maintenant aux comportements des particules a` fine e´chelle.
Cette fois-ci nous moyennons les vitesses des particules par maille fine pour ob-
tenir des champs de meˆme re´solution que la simulation Meso-NH de re´fe´rence.
Les particules ayant e´te´ force´es exclusivement par des champs basse re´solution, les
champs qu’elles mode´lisent pourraient s’e´carter des champs de re´fe´rence. En effet,
les re´sultats que nous pre´sentons ici sont issus de la premie`re e´tude portant sur la
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Premier niveau vertical de la grille large
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Figure 7.6 – Vent zonal (m.s−1) en fonction du pas de temps sur la grille large :
en noir le vent issu de la simulation Meso-NH basse re´solution, en rouge le vent
reconstruit par les particules sur les mailles larges.
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Figure 7.7 – Vent me´ridien (m.s−1) en fonction du pas de temps sur la grille large :
en noir le vent issu de la simulation Meso-NH basse re´solution, en rouge le vent
reconstruit par les particules sur les mailles larges.
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Figure 7.8 – Vent vertical (m.s−1) en fonction du pas de temps sur la grille large :
en noir le vent issu de la simulation Meso-NH basse re´solution, en rouge le vent
reconstruit par les particules sur les mailles larges.
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Second niveau vertical de la grille large
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Figure 7.9 – Vent zonal (m.s−1) en fonction du pas de temps sur la grille large :
en noir le vent issu de la simulation Meso-NH basse re´solution, en rouge le vent
reconstruit par les particules sur les mailles larges.
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Figure 7.10 – Vent me´ridien (m.s−1) en fonction du pas de temps sur la grille
large : en noir le vent issu de la simulation Meso-NH basse re´solution, en rouge le
vent reconstruit par les particules sur les mailles larges.
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Figure 7.11 – Vent vertical (m.s−1) en fonction du pas de temps sur la grille large :
en noir le vent issu de la simulation Meso-NH basse re´solution, en rouge le vent
reconstruit par les particules sur les mailles larges.
122
compatibilite´ du mode`le SLM avec le mode`le Meso-NH. Si les deux mode`les sont
compatibles et que le forc¸age fonctionne, les champs reconstruits par les particules
sur la grille fine seront similaires aux champs Meso-NH haute re´solution.
Les trois composantes du vent sont repre´sente´es pour un niveau vertical (le
deuxie`me de la grille fine, sur quatre au total) sur les figures 7.12 a` 7.14. La premie`re
chose qui apparaˆıt sur ces figures est que l’allure du vent reconstruit par les par-
ticules est nettement plus turbulente que celle du vent haute re´solution mode´lise´
par Meso-NH. En effet, le vent Meso-NH a un aspect relativement lisse, alors que
le vent reconstruit pre´sente plus de variabilite´. Les champs haute re´solution sont
repre´sente´s avec un pas de temps de 5 secondes. Dans la partie sur la reconstruction
de l’atmosphe`re, nous avons montre´ des se´ries temporelles de vent observe´ toutes
les 4 secondes (figure 4.6 par exemple). En comparant les vents haute re´solution a`
ces observations, il apparaˆıt que les champs Meso-NH sont plus lisses que les vents
observe´s. L’aspect turbulent du vent reconstruit semble quant a` lui assez cohe´rent
avec la structure d’un vent observe´ a` la meˆme fre´quence. Pour avancer sur ce point,
nous pre´senterons dans la section 6.3 l’e´tude des anomalies du vent.
Nous pouvons tout de meˆme relever que le vent reconstruit semble suivre les
variations du vent Meso-NH haute re´solution. Pour le ve´rifier, nous avons applique´
un filtre passe-bas aux champs reconstruits par les particules pour en supprimer les
variations rapides. L’objectif est d’e´valuer l’information basse fre´quence contenue
dans le vent reconstruit. Nous avons choisi d’appliquer un filtre passe-bas elliptique
d’ordre 2 qui figure dans la bibliothe`que Scilab.
Les re´sultats filtre´s sont pre´sente´s sur les figures 7.15 a` 7.17. Graˆce au filtre
passe-bas, nous pouvons comparer plus facilement les se´ries temporelles. La compo-
sante basse fre´quence du vent reconstruit pre´sente les meˆmes variations que le vent
haute re´solution de Meso-NH. Nous pouvons remarquer, en outre, que sur les figures
la colonne de gauche est syste´matiquement moins bien reconstruite que les autres.
La reconstruction s’ame´liore en allant vers la droite. Le vent horizontal moyen e´tant
oriente´ vers la droite, nous en de´duisons que la mode´lisation sous-maille est meilleure
sous le vent du domaine qu’au vent.
D’apre`s ces re´sultats, il semble donc que le vent reconstruit par les particules
contienne la meˆme information basse fre´quence que le vent haute re´solution de Meso-
NH. La me´thode de forc¸age que nous proposons a donc bien fonctionne´. Par rapport
a` Meso-NH, les particules mode´lisent en plus une variabilite´ haute fre´quence. La
question est de savoir si ces variations rapides sont un simple bruit ou bien si elles
de´crivent les toutes petites structures du vent. Avant d’essayer de re´pondre a` cette
question, nous allons d’abord poursuivre la validation de la descente d’e´chelle par
l’e´tude des densite´s spectrales de puissance.
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Deuxie`me niveau vertical de la grille fine
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Figure 7.12 – Vent zonal (m.s−1) en fonction du pas de temps sur la grille fine :
en noir le vent issu de la simulation Meso-NH haute re´solution, en rouge le vent
reconstruit par les particules sur les mailles fines.
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Figure 7.13 – Vent me´ridien (m.s−1) en fonction du pas de temps sur la grille fine :
en noir le vent issu de la simulation Meso-NH haute re´solution, en rouge le vent
reconstruit par les particules sur les mailles fines.
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Figure 7.14 – Vent vertical (m.s−1) en fonction du pas de temps sur la grille fine :
en noir le vent issu de la simulation Meso-NH haute re´solution, en rouge le vent
reconstruit par les particules sur les mailles fines.
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Deuxie`me niveau vertical de la grille fine, apre`s ajout d’un filtre
passe-bas
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Figure 7.15 – Vent zonal (m.s−1) en fonction du pas de temps sur la grille fine : en
noir le vent issu de la simulation Meso-NH haute re´solution, en rouge la composante
basse fre´quence du vent reconstruit par les particules sur les mailles fines.
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Figure 7.16 – Vent me´ridien (m.s−1) en fonction du pas de temps sur la grille
fine : en noir le vent issu de la simulation Meso-NH haute re´solution, en rouge la
composante basse fre´quence du vent reconstruit par les particules sur les mailles
fines.
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Figure 7.17 – Vent vertical (m.s−1) en fonction du pas de temps sur la grille fine : en
noir le vent issu de la simulation Meso-NH haute re´solution, en rouge la composante
basse fre´quence du vent reconstruit par les particules sur les mailles fines. 125
6.2 Densite´s spectrales de puissance
Nous avons montre´ que les se´ries temporelles du vent reconstruit par les parti-
cules sont cohe´rentes avec celles du vent haute re´solution mode´lise´ par Meso-NH.
Nous allons maintenant nous inte´resser a` la structure e´nerge´tique de ces vents en
comparant leur densite´ spectrale de puissance (DSP).
Les DSP utilise´es
La DSP d’un signal de´crit la puissance associe´e a` chaque fre´quence. Ici le signal
est la se´rie temporelle de vent, ou le champ en espace de vent. D’apre`s les lois
de Kolmogorov K41 [72], la densite´ spectrale du vent dans la zone inertielle de la
turbulence a une structure bien spe´cifique : trace´e avec une e´chelle log-log, la densite´
spectrale de puissance suit une pente en -5/3.
Pour avancer dans la comparaison du vent haute re´solution de Meso-NH et du
vent reconstruit par les particules nous avons trace´ deux types de DSP. Dans un
premier temps nous avons compare´ les DSP des se´ries temporelles des vents. Nous
avons ensuite e´tudie´ le vent haute re´solution sous un autre angle : nous avons trace´
ses DSP en espace et non plus en temps.
DSP temporelle : Comme les se´ries temporelles sont courtes, nous calculons
des DSP moyennes en utilisant plusieurs points de grille. Pour chaque niveau verti-
cal de la grille fine, les DSP sont calcule´es en utilisant des groupes de 4x4 mailles.
Nous avons choisi ces groupes de mailles parce qu’ils correspondent a` la grille uti-
lise´e pour le forc¸age du syste`me de particules. Les vents reconstruits dans les mailles
d’un meˆme groupe ont donc e´te´ obtenus avec le meˆme forc¸age. Nous appliquons une
transformation de Fourier aux se´ries temporelles de chaque maille. Nous moyennons
ensuite les coefficients de Fourier pour les 4x4 mailles d’un meˆme groupe pour obte-
nir la DSP moyenne. En suivant ce proce´de´, nous obtenons quatre DSP par niveau
vertical de la grille fine.
DSP spatiale : Les DSP en espace sont calcule´es a` un instant donne´ en utili-
sant toutes les mailles d’un niveau vertical de la grille fine. Les DSP sont calcule´es
soit suivant les lignes (selon l’axe des abscisses), soit suivant les colonnes (selon l’axe
des ordonne´es). Comme pour les DSP temporelles, les DSP spatiales sont calcule´es
en utilisant des moyennes de coefficients de Fourier. Nous appellerons ”DSP suivant
l’axe de abscisses” les DSP obtenues par moyenne des coefficients de Fourier des
lignes. Respectivement, les DSP obtenues par moyenne des coefficients de Fourier
des colonnes sont appele´es ”DSP suivant l’axe des ordonne´es”.
La figure 7.18 re´sume les me´thodes de calcul des DSP en temps et en espace.
Appliquons maintenant nos deux outils aux diffe´rents champs de vent simule´s sur la
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Figure 7.18 – Illustration du calcul des densite´s spectrales de puissance en temps
et en espaces. La DSP en temps est calcule´e en utilisant les transforme´es de Fourier
des se´ries temporelles de groupe de 4x4 mailles. Les DSP en espaces sont calcule´es en
utilisant les transforme´es de Fourier des lignes ou des colonnes, a` un instant donne´.
grille fine.
DSP des se´ries temporelles du vent
Dans ce paragraphe, nous pre´sentons les densite´s spectrales de puissance du vent
issu de la simulation Meso-NH haute re´solution et du vent mode´lise´ par le syste`me
de particules. L’objectif est de regarder si les deux vents ont une structure cohe´rente
avec les lois de Kolmogorov K41.
Nous avons repre´sente´ sur les figures 7.19 a` 7.21 les DSP des trois composantes
du vent haute re´solution et du vent reconstruit par les particules. Le premier point
qui apparaˆıt imme´diatement est que ni les spectres du vent Meso-NH ni les spectres
du vent reconstruits ne suivent parfaitement la cascade d’e´nergie, repre´sente´e par la
pente en -5/3.
Nous pouvons ensuite remarquer que les spectres du vent mode´lise´ par les par-
ticules ont une pente re´gulie`re. Meˆme si cette pente est moins raide que la cascade
d’e´nergie, sa re´gularite´ est un bon point pour valider le champ de vent sous-maille
et les fluctuations rapides que nous avons releve´es pre´ce´demment. En effet, cette
pente re´gulie`re indique les composantes du vent reconstruit associe´es aux hautes
fre´quences suivent la meˆme cascade d’e´nergie que les composantes associe´es aux
e´chelles supe´rieures (basse fre´quence).
A la diffe´rence des vents reconstruits, les spectres du vent haute re´solution issu de
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Deuxie`me niveau vertical de la grille fine
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Figure 7.19 – Densite´s spectrales de puissance en temps du vent zonal Meso-NH
haute re´solution (en noir) et du vent zonal reconstruit par les particules sur la grille
fine (en rouge). Les DSP sont calcule´es sur des groupes de 4x4 mailles. La pente en
-5/3 donne´e par les lois K41 est en vert.
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Figure 7.20 – Densite´s spectrales de puissance en temps du vent me´ridien Meso-
NH haute re´solution (en noir) et du vent me´ridien reconstruit par les particules sur
la grille fine (en rouge). Les DSP sont calcule´es sur des groupes de 4x4 mailles. La
pente en -5/3 donne´e par les lois K41 est en vert.
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Figure 7.21 – Densite´s spectrales de puissance en temps du vent vertical Meso-NH
haute re´solution (en noir) et du vent vertical reconstruit par les particules sur la
grille fine (en rouge). Les DSP sont calcule´es sur des groupes de 4x4 mailles. La
pente en -5/3 donne´e par les lois K41 est en vert.
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Meso-NH ont une allure particulie`re, en forme de cuille`re. Ils pre´sentent tout d’abord
une pente en -5/3 pour les plus basses fre´quences, puis les pentes s’e´croulent, avant
terminer pour les hautes fre´quences par une droite presque horizontale. Les spectres
montrent donc que les structures associe´es aux basses fre´quences sont bien mode´lise´es
dans Meso-NH. La mode´lisation se de´grade avec l’augmentation des fre´quences.
Pour les plus hautes fre´quences, les spectres ont une allure de bruit blanc tre`s peu
e´nerge´tique. Meso-NH ne mode´lise donc pas les composantes haute fre´quence du
vent. Le vent haute re´solution que nous avons utilise´ pour valider le vent reconstruit
par les particules ne contient pas d’information haute fre´quence, ce qui explique les
diffe´rences constate´es sur les se´ries temporelle.
L’analyse spectrale des se´ries temporelles a clarifie´ le domaine de validite´ (en
fre´quence) des deux simulations. Elle a e´galement permis de visualiser les limites
du mode`le en points de grille pour la mode´lisation des composantes du vent as-
socie´es aux hautes fre´quences. Nous allons maintenant e´tudier la re´solution spatiale
de Meso-NH dans sa configuration haute re´solution.
DSP spatiales : Meso-NH vs LES NCAR
Sur les DSP temporelles nous avons releve´ l’allure irre´gulie`re des spectres du
vent mode´lise´ par Meso-NH. Suite a` ce constat, nous allons re´pondre aux questions
sur la re´solution spatiale de Meso-NH et sur sa capacite´ a` mode´liser les processus
de tre`s fine e´chelle.
Dans ce paragraphe, nous ne pourrons pas comparer les spectres de Meso-NH
a` ceux des particules. En effet, le domaine utilise´ en descente d’e´chelle ne contient
pas assez de mailles, les DSP spatiales ne peuvent pas eˆtre calcule´es sur le vent re-
construit. Pour avoir un e´le´ment de comparaison et pour pouvoir e´valuer la qualite´
des spectres du vent Meso-NH, nous allons les comparer aux spectres du vent issu
d’une autre simulation effectue´e sur le meˆme cas BLLAST. Cette simulation utilise
le mode`le LES du NCAR [94]. Nous ne sommes pas les auteurs de cette simulation,
les champs nous ont gentiment e´te´ fournis par Clara Darbieu [34].
Dans un premier temps, nous avons compare´ les spectres des vents issus des deux
mode`les sur l’ensemble des mailles d’un niveau vertical au milieu de la couche limite
atmosphe´rique (le deuxie`me niveau de la grille fine en l’occurrence). Les figures
7.22 a` 7.24 pre´sentent les DSP spatiales que nous avons obtenues suivant les deux
directions (selon les abcisses ou les ordonne´es) et pour les trois composantes du vent.
Les spectres de Meso-NH comme du mode`le LES du NCAR suivent parfaitement
la cascade d’e´nergie pour les basses et les moyennes fre´quences. Pour les hautes
fre´quences leurs comportements divergent.
129
Le mode`le LES du NCAR pre´sente une fre´quence de coupure nette qui est jus-
tement lie´e au caracte`re LES du mode`le. Cette fre´quence spatiale est le´ge`rement
supe´rieure a` 8.10−3m−1.
Les spectres issus de Meso-NH pre´sentent quant a` eux une de´croissance progres-
sive. La mode´lisation se de´grade parfois un peu plus toˆt qu’avec le mode`le LES,
mais dans l’ensemble les re´solutions spatiales des deux mode`les sont similaires. En
utilisant la fre´quence de coupure du mode`le LES, il semble que la re´solution spa-
tiale effective de Meso-NH soit d’environ 125m, ce qui est e´quivalent a` un peu plus
de 3.∆x. Cette e´valuation de la re´solution effective de Meso-NH est cohe´rente avec
les re´sultats d’autres e´tudes qui attribuent au mode`le une re´solution le´ge`rement
infe´rieure, de l’ordre de 4 a` 6 ∆x [107].
Les spectres sur l’ensemble du domaine ont montre´ que Meso-NH mode´lise tre`s
bien la variabilite´ spatiale du vent avec une re´solution de 3.∆x. Dans nos expe´riences,
seule une petite partie du domaine est utilise´e. Nous devons donc nous assurer que
les spectres du vent pris sur un sous-domaine suivent eux aussi la cascade d’e´nergie.
Le domaine utilise´ en descente d’e´chelle ne contient pas assez de mailles pour que le
calcul des DSP ait un sens. Meˆme si c’est encore bien supe´rieur au domaine utilise´,
nous allons ve´rifier l’allure des spectres sur un quart de la grille.
Les figures 7.25 a` 7.27 repre´sentent les spectres calcule´s sur un quart de la grille,
soit 123x123 mailles. Les spectres des deux mode`les sont encore une fois tre`s proches
pour les basses et les moyennes fre´quences. Nous retrouvons les meˆmes diffe´rences
pour les hautes fre´quences. La fre´quence de coupure est toujours la meˆme. Tous ces
e´le´ments montrent que la variabilite´ spatiale du vent est correctement simule´e, meˆme
sur un sous domaine. Ils confirment e´galement la re´solution spatiale de Meso-NH et
ses limites pour la mode´lisation de processus de tre`s fine e´chelle.
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Deuxie`me niveau vertical de la grille fine, 256x256 mailles
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Figure 7.22 – Densite´s spectrales de puissance du vent zonal selon l’axe des abs-
cisses (a` gauche) et selon l’axe des ordonne´es (a` droite) sur 256x256 mailles. La DSP
du vent Meso-NH est en noir, celle du LES du NCAR en bleu. La pente en -5/3
donne´e par les lois K41 est en vert.
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Figure 7.23 – Densite´s spectrales de puissance du vent me´ridien selon l’axe des
abscisses (a` gauche) et selon l’axe des ordonne´es (a` droite) sur 256x256 mailles. La
DSP du vent Meso-NH est en noir, celle du LES du NCAR en bleu. La pente en
-5/3 donne´e par les lois K41 est en vert.
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Figure 7.24 – Densite´s spectrales de puissance du vent vertical selon l’axe des
abscisses (a` gauche) et selon l’axe des ordonne´es (a` droite) sur 256x256 mailles. La
DSP du vent Meso-NH est en noir, celle du LES du NCAR en bleu. La pente en
-5/3 donne´e par les lois K41 est en vert.
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Deuxie`me niveau vertical de la grille fine, 123x123 mailles
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Figure 7.25 – Densite´s spectrales de puissance du vent zonal selon l’axe des abs-
cisses (a` gauche) et selon l’axe des ordonne´es (a` droite) sur 123x123 mailles. La DSP
du vent Meso-NH est en noir, celle du LES du NCAR en bleu. La pente en -5/3
donne´e par les lois K41 est en vert.
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Figure 7.26 – Densite´s spectrales de puissance du vent me´ridien selon l’axe des
abscisses (a` gauche) et selon l’axe des ordonne´es (a` droite) sur 123x123 mailles. La
DSP du vent Meso-NH est en noir, celle du LES du NCAR en bleu. La pente en
-5/3 donne´e par les lois K41 est en vert.
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Figure 7.27 – Densite´s spectrales de puissance du vent vertical selon l’axe des
abscisses (a` gauche) et selon l’axe des ordonne´es (a` droite) sur 123x123 mailles. La
DSP du vent Meso-NH est en noir, celle du LES du NCAR en bleu. La pente en
-5/3 donne´e par les lois K41 est en vert.
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6.3 Anomalies de vent
Dans cette section nous proposons d’e´tudier les anomalies de vent, c’est-a`-dire,
les diffe´rences entre le vent mode´lise´ par les particules et sa composante basse-bas.
Se´ries temporelles des anomalies de vent
Nous avons montre´ que la composante basse-bas du vent reconstruit est cohe´rente
avec le vent haute-re´solution simule´ par Meso-NH. Nous allons poursuivre la valida-
tion du vent sous-maille mode´lise´ par les particules par l’e´tude de ses fluctuations
rapides. Nous appelons anomalie la fluctuation du vent sous-maille par rapport a` sa
composante basse-bas. Les figures 7.28 a` 7.30 repre´sentent les se´ries temporelles de
ces anomalies pour chaque composante du vent et pour un niveau vertical donne´.
D’apre`s leur allure, les anomalies ne semblent pas incohe´rentes. Elles ne pre´sentent
notamment pas de biais notable. Cependant il est difficile de se prononcer sur leur
validite´ d’un point de vue physique a` partir des se´ries temporelles. Nous allons donc
nous inte´resser a` leur densite´ spectrale de puissance.
DSP des anomalies de vent
Les densite´s spectrales pre´sente´es dans ce paragraphe sont des DSP temporelles,
calcule´es en moyenne sur des groupes de 4x4 mailles fines. Les DSP des anomalies
des trois composantes du vent sont repre´sente´es sur les figures 7.31 a` 7.33. Nous
constatons que les spectres des anomalies suivent la cascade d’e´nergie de´crite par les
lois de Kolmogorov K41. Les anomalies du vent sous-maille ont donc une structure
cohe´rente avec la physique de l’atmosphe`re. Le syste`me de particules apporte une
information haute fre´quence qui ne peut eˆtre re´duite a` un bruit blanc que l’on aurait
ajoute´ a` une composante basse-fre´quence similaire au vent issu Meso-NH.
Ces re´sultats nous ame`nent a` conclure que le vent sous-maille reconstruit par
les particules est re´aliste. Il contient des structures de plus fine e´chelle que le vent
Meso-NH haute-re´solution, d’ou` les diffe´rences constate´es pre´ce´demment. A partir
d’un forc¸age moyen, la me´thode de descente d’e´chelle permet donc de mode´liser un
vent tre`s-haute re´solution cohe´rent avec les grandes e´chelles.
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Deuxie`me niveau vertical de la grille fine, anomalies par rapport a` la
composante basse-fre´quence du vent.
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Figure 7.28 – Se´ries temporelles des anomalies de vent zonal mode´lise´ par les
particules par rapport a` sa composante basse fre´quence.
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Figure 7.29 – Se´ries temporelles des anomalies de vent me´ridien mode´lise´ par les
particules par rapport a` sa composante basse fre´quence.
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Figure 7.30 – Se´ries temporelles des anomalies de vent vertical mode´lise´ par les
particules par rapport a` sa composante basse fre´quence.
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Deuxie`me niveau vertical de la grille fine, DSP temporelles des
anomalies.
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Figure 7.31 – Densite´s spectrales de puissance temporelles des anomalies du vent
zonal en rouge, calcule´es sur des groupes de 4x4 mailles. En vert on a repre´sente´ la
cascade d’e´nergie (pente en -5/3).
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Figure 7.32 – Densite´s spectrales de puissance temporelles des anomalies du vent
me´ridien en rouge, calcule´es sur des groupes de 4x4 mailles. En vert on a repre´sente´
la cascade d’e´nergie (pente en -5/3).
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Figure 7.33 – Densite´s spectrales de puissance temporelles des anomalies du vent
vertical en rouge, calcule´es sur des groupes de 4x4 mailles. En vert on a repre´sente´
la cascade d’e´nergie (pente en -5/3).
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Figure 7.34 – E´nergie cine´tique turbulente totale mode´lise´e par Meso-NH haute
re´solution en noir et par les particules en rouge, pour le second niveau vertical de la
grille fine.
6.4 Energie cine´tique turbulente
Apre`s avoir pre´sente´ le vent sous-maille mode´lise´ par le syste`me de particules,
nous nous inte´ressons maintenant a` l’e´nergie cine´tique turbulente. La TKE n’est pas
directement force´e par les champs Meso-NH basse re´solution. La TKE sous-maille
mode´lise´e par le syste`me de particules est calcule´e a` chaque pas de temps en utilisant
la variance spatiale des particules. Cette TKE sous-maille est compare´e a` la TKE
issue des simulations Meso-NH haute-re´solution, introduite a` la section 5.1.
Les re´sultats sont pre´sente´s pour un niveau vertical de la grille fine sur la figure
7.34. Nous constatons que la TKE mode´lise´e par les particules est environ deux fois
plus e´leve´e que la TKE simule´e par Meso-NH. Le syste`me de particules mode´lise
e´galement une importante variabilite´ temporelle de la TKE. En comparaison, la
TKE Meso-NH fluctue tre`s peu. Le syste`me de particules simule donc plus de tur-
bulence sous-maille que le mode`le Meso-NH haute re´solution. Nous retrouvons ainsi
les diffe´rences de´ja` constate´es entre le vent sous-maille et le vent Meso-NH haute
re´solution.
Pour avancer dans la validation de la mode´lisation sous-maille de la turbulence
a` l’aide de syste`me de particule, nous allons comparer les TKE mode´lise´es aux
TKE observe´es durant la campagne BLLAST. Une premie`re e´tude de Lothon et al.
introduit l’e´volution diurne de la TKE durant la campagne [86]. En milieu d’apre`s-
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Figure 7.35 – E´nergie cine´tique turbulente observe´e a` l’aide d’ane´mome`tres so-
niques place´s sur un maˆt (a` 30m en noir, a` 45m en bleu, a` 60m en vert) et sous
un ballon captif (a` 75m en rouge et a` 550m en magenta). Le temps est exprime´ en
heure UTC.
midi, l’ordre de grandeur des TKE observe´es se situe autour de 1m2/s2, avant de
de´croitre en fin de journe´e. Pour la journe´e que nous avons e´tudie´e, les observations
de TKE obtenues par Guylaine Canut (CNRM / 4M) atteignent les meˆmes valeurs.
Elles sont repre´sente´es sur la figure 7.35. Pour forcer le syste`me de particules nous
avons choisi des champs situe´s a` une altitude comprise entre 360 et 400 me`tres
aux alentours de 14h UTC. Nous ne disposons malheureusement pas d’observations
situe´es a` une altitude similaire, mais seulement d’observations sur un maˆt a` 30m,
45m, et 60m et d’observations sous ballon captif a` 75m de 12h a` 14h et a` 550m
de 15h a` 18h. En comparant la TKE sous-maille aux observations de de´but et de
milieu d’apre`s-midi, nous remarquons que la descente d’e´chelle stochastique nous
permet de mode´liser un champ d’e´nergie cine´tique turbulente en tre`s bon accord
avec les observations dont nous disposons. La simulation haute-re´solution de Meso-
NH, quant a` elle, tend a` sous-estimer la turbulence. Cette sous-estimation avait de´ja`
e´te´ de´crite par Darbieu [34].
Les re´sultats obtenus en comparaison avec les observations montrent la capacite´
d’un syste`me de particules a` mode´liser efficacement la turbulence a` tre`s fine e´chelle.
Ces re´sultats sont tre`s encourageants, cependant notre me´thode de descente d’e´chelle
devra eˆtre applique´e a` un plus grand domaine et a` d’autres campagnes avant d’eˆtre
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valide´e.
7 Discussion et conclusions
Dans ce chapitre nous avons pre´sente´ une nouvelle me´thode de descente d’e´chelle
stochastique. Elle permet de mode´liser les champs sous-maille en utilisant une syste`me
de particules. Un des avantages de cette me´thode est qu’elle utilise un mode`le phy-
sique simple, contrairement aux mode`les LES ou aux simulations DNS.
L’expe´rience que nous avons re´alise´e est limite´e a` un petit domaine de simula-
tion, et nous avons utilise´ peu de particules. Ces deux contraintes sont lie´es aux
temps de calcul, qui sont encore longs malgre´ la configuration alle´ge´e. Le domaine
de simulation couvre tout de meˆme 256 mailles de la grille du mode`le Meso-NH
haute re´solution, ce qui est suffisant pour un premier test de notre me´thode. Une
des prochaines e´tapes sera d’augmenter a` la fois le domaine simule´, la dure´e de la
simulation et le nombre de particules. Nous limiterions ainsi les effets duˆs aux bords
du domaine. Les densite´s spectrales de puissance obtenues permettraient e´galement
de de´terminer la re´solution spatiale des champs simule´s par les particules.
Dans nos travaux, les champs basse-re´solution sont obtenus en moyennant les
champs Meso-NH haute-re´solution. Dans une expe´rience plus aboutie, les champs
basse-re´solution pourraient provenir directement d’une vraie simulation Meso-NH
basse re´solution du cas BLLAST e´tudie´. Pour comple´ter la mode´lisation sous-maille,
il serait inte´ressant d’ajouter au mode`le SLM une e´quation d’e´volution de la tempe´-
rature. La flottabilite´ sous-maille pourrait ainsi eˆtre mode´lise´e et compare´e aux
simulations Meso-NH haute-re´solution.
Parmi les travaux a` venir, l’adaptation de la descente d’e´chelle en terrain com-
plexe sera une e´tape importante. Il sera alors possible d’utiliser notre me´thode sto-
chastique en comple´ment des simulations et des observations, par exemple pour les
campagnes de mesures dans les valle´es encaisse´es. Cette voie a e´te´ ouverte par Bossy
et al. dans le cadre d’un e´coulement autour d’une colline ide´alise´e [22].
L’ensemble des re´sultats pre´sente´s est tre`s prometteur et prouve la pertinence de
la me´thode de forc¸age que nous avons employe´e. Le forc¸age des particules s’est ave´re´
simple. Les champs sous-maille mode´lise´s sont a` la fois cohe´rents avec les champs
de grande e´chelle et les observations. Ces re´sultats valident e´galement l’utilisation
du mode`le SLM en reconstruction de l’atmosphe`re.
A long terme nous envisageons d’utiliser cette me´thode de descente d’e´chelle pour
tester les sche´mas de turbulence sous-maille et les parame´trisations employe´s dans
les mode`les haute-re´solution (ope´rationnels ou de recherche). La descente d’e´chelle
stochastique apporte en effet un outil permettant de comparer les hypothe`ses de fer-
meture pre´sentes dans les sche´mas de turbulence. Dans Meso-NH plusieurs solutions
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sont propose´es. Il serait inte´ressant de les tester sur le cas BLLAST.
Les travaux mene´s en descente d’e´chelle montrent la compatibilite´ du mode`le
SLM avec un forc¸age issu de Meso-NH. Inversement, nous pourrions a` terme essayer
de corriger les champs de TKE et de taux de dissipation simule´s par Meso-NH a`
l’aide des champs mode´lise´s par les particules sous-maille. Ce serait une approche
possible pour aborder le travail sur l’assimilation de donne´es sous-maille.
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Chapitre 8
Advection d’information dans un
syste`me de particules
Les travaux de reconstruction de l’atmosphe`re et de descente d’e´chelle ont permis
d’e´tudier le comportement d’un syste`me de particules dont l’e´volution temporelle est
guide´e par notre mode`le lagrangien stochastique. Dans ce chapitre, nous travaillons
sur la capacite´ du syste`me de particules a` advecter les informations apprises. Dans
un premier temps nous rappelons brie`vement les re´sultats obtenus dans les travaux
pre´ce´dents. Nous pre´sentons ensuite une toute nouvelle expe´rience qui illustre l’ad-
vection de structures turbulentes par les particules.
Ce court chapitre est a` la fois une synthe`se des travaux de´ja` re´alise´s et une
introduction des perspectives sur l’advection d’information au sein d’un syste`me
particulaire.
1 Rappel des expe´riences pre´ce´dentes
Meˆme si l’advection d’information par les particules n’e´tait pas au cœur des
expe´riences re´alise´es pre´ce´demment, nous avons de´ja` souligne´ cet aspect lors de
l’interpre´tation des re´sultats. Nous rappelons ici les graphiques qui nous ont amene´s
a` travailler sur ce point.
1.1 Reconstruction de l’atmosphe`re
Pour faciliter la visualisation des re´sultats en reconstruction de l’atmosphe`re,
nous avons choisi des graphiques portant essentiellement sur la reconstruction tem-
porelle du vent et sur l’estimation en temps re´el de la turbulence. Pour illustrer la
reconstruction du vent dans l’espace, nous nous sommes uniquement inte´resse´s au
vent horizontal 2D. Le graphique 8.1 pre´sente trois coupes horizontales du vent ob-
serve´ et du vent reconstruit. Sur chaque coupe, on trouve le vent reconstruit dans les
quatres boˆıtes du niveau vertical regarde´, ainsi qu’une estimation par interpolation
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du vent au centre du volume d’observation (voir chapitre 2, section 1.2 pour plus de
pre´cisions sur les boˆıtes et la ge´ome´trie du dispositif d’observation).
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Figure 8.1 – Reconstruction de l’atmosphe`re : coupes horizontales du vent pour
trois altitudes donne´es, en cinq points du volume observe´ a` un instant donne´. Le
vent observe´ est en noir, le vent reconstruit est en rouge.
Sur les trois coupes horizontales nous constatons que le vent horizontal recons-
truit est tre`s proche du vent observe´ dans les boˆıtes sous le vent du volume observe´.
Par contre, nous pouvons remarquer que le vent reconstruit s’e´carte du vent observe´
dans les boˆıtes situe´es au vent du volume.
D’apre`s ces re´sultats, la reconstruction de l’atmosphe`re fonctionne mieux dans
la partie aval du volume observe´e. Le syste`me de particule semble eˆtre initialise´ avec
les observations dans la partie amont. L’information apprise lors de l’initialisation
est ensuite advecte´e par le syste`me vers la partie aval, ou` elle est mise a` jour graˆce
aux nouvelles observations. Nous voyons ici apparaˆıtre la possibilite´ d’advecter avec
un syste`me de particules une information apprise en amont de l’e´coulement.
1.2 Descente d’e´chelle
En descente d’e´chelle nous avons travaille´ sur des domaines largement plus
e´tendus que ceux utilise´s en reconstruction de l’atmosphe`re. La capacite´ du syste`me
de particules a` advecter l’information apparaˆıt donc plus nettement.
La me´thode de descente d’e´chelle que nous avons e´labore´e consiste a` forcer un
syste`me de particules sous-maille avec des champs en points de grille. La direction
principale du vent simule´ par le mode`le en points de grille est paralle`le a` l’axe des
abscisses de la grille. L’advection d’information par le syste`me particulaire peut
donc eˆtre facilement e´value´e en comparant la qualite´ de la mode´lisation du vent
sous-maille en amont du domaine a` la qualite´ du vent sous-maille obtenu en aval.
Sans advection des structures apprises en aval, la mode´lisation du vent sous-maille
devrait eˆtre de qualite´ semblable sur l’ensemble du domaine.
Nous avons extrait des re´sultats pre´sente´s en descente d’e´chelle un groupe de
mailles situe´es dans l’alignement du vent. Pour chacune de ces mailles nous avons
repre´sente´ sur la figure 8.2 les se´ries temporelles du vent mode´lise´ par un mode`le
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Figure 8.2 – Descente d’e´chelle : se´ries temporelles du vent mode´lise´ par le mode`le
Meso-NH haute re´solution (noir) et par les particules (rouge), pour cinq mailles de
la grille haute re´solution.
haute re´solution en point de grille et du vent mode´lise´ par les particules. Sur cette
figure il apparaˆıt tre`s clairement que le vent simule´ par les particules dans la premie`re
maille en amont du domaine est trop turbulent. Nous pouvons ensuite constater que
le vent mode´lise´ par les particules se rapproche du vent issu du mode`le en points de
grille a` mesure que l’on s’e´carte du bord amont.
Ce re´sultat obtenu en descente d’e´chelle illustre l’ame´lioration de la repre´sentation
du vent par les particules en allant vers la partie aval du domaine. Le syste`me de
particules sous-maille semble donc capable d’advecter des structures fines cre´es graˆce
au forc¸age.
Cette conclusion concorde avec les re´sultats obtenus en reconstruction de l’at-
mosphe`re. Pour travailler sur la capacite´ du syste`me de particules a` advecter les
structures turbulentes de fines e´chelles, nous construit une expe´rience spe´cifique,
pre´sente´e dans la section suivante.
2 Syste`me de particules libres versus syste`me de
particules par maille
2.1 Pre´sentation de l’expe´rience
L’expe´rience que nous pre´sentons ici est a` la croise´e des chemins entre la re-
construction de l’atmosphe`re et la descente d’e´chelle. Pour e´tudier l’advection de
structures turbulentes par un syste`me de particules, l’ide´al serait de disposer d’ob-
servations couvrant un domaine large. En l’absence de telles donne´es, nous avons
re´alise´ une expe´rience de reconstruction de l’atmosphe`re a` partir de la simulation
Meso-NH haute re´solution du cas BLLAST e´tudie´ en descente d’e´chelle (chapitre 7).
Dans les travaux pre´sente´s ici, les champs de vent Meso-NH haute-re´solution jouent
donc le roˆle d’observations utilise´es pour piloter le syste`me de particules.
Pour e´tudier l’advection de structures turbulentes par les particules, nous avons
re´alise´ deux expe´riences le´ge`rement diffe´rentes. Dans les deux expe´riences les par-
ticules sont utilise´es pour reconstruire l’atmosphe`re a` partir des champs de vent
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Figure 8.3 – A gauche l’expe´rience 1 : les particules sont laisse´es libres dans le
domaine. A droite l’expe´rience 2 : les particules vivent autour d’un point de grilles,
sans possibilite´ de changer de maille.
Meso-NH, dans un domaine de 4x4 mailles place´es dans un plan horizontal. L’unique
diffe´rence entre les deux expe´riences porte sur la liberte´ qui est laisse´e aux particules
dans l’espace.
Dans la premie`re expe´rience les particules sont laisse´es libres dans le domaine.
Elles peuvent notamment passer d’une maille a` l’autre, ce qui autorise l’advection
de structures turbulentes a` travers le domaine.
Dans la seconde expe´rience chaque maille est couverte par un syste`me de par-
ticules. Les particules sont contraintes a` rester dans la maille. Il n’y a donc pas
d’e´change d’information d’une maille a` l’autre, si ce n’est par l’interme´diaire du
champ Meso-NH utilise´ pour se´lectionner les particules dans le processus de recons-
truction.
Les configurations associe´es aux deux expe´riences sont pre´sente´es sche´matique-
ment sur le figure 8.3. On y voit clairement la diffe´rence entre un milieu continu et
un milieu de´coupe´ en mailles inde´pendantes (sche´matise´es ici par des boules). Ces
expe´riences ont e´te´ propose´es dans le cadre d’un projet de mode´lisation (deuxie`me
anne´e du cycle inge´nieur de l’Ecole Nationale de la Me´te´orologie). Nous allons main-
tenant pre´senter les re´sultats obtenus pour les deux configurations.
2.2 Re´sultats
Les travaux sur l’advection de structures turbulentes par un syste`me de parti-
cules de´butent seulement. Nous pre´sentons ici des re´sultats pre´liminaires concernant
la TKE estime´e par la me´thode de reconstruction de l’atmosphe`re.
Inte´ressons tout d’abord a` la figure 8.4. Nous y avons repre´sente´ le champ de TKE
a` quatre instants diffe´rents pour les deux configurations pre´ce´demment de´crites.
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Figure 8.4 – Expe´rience de reconstruction du vent a` partir d’un champs Meso-NH.
A gauche, l’e´nergie cine´tique turbulente (TKE) pour l’expe´rience 1 (particules libres
dans le domaine), a` droite la TKE pour l’expe´rience 2 (particules contraintes par
maille).
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Pour mieux visualiser la variabilite´ spatiale de la TKE, nous avons utilise´ une sub-
division de la grille Meso-NH qui a permis de calculer une valeur de TKE moyenne
dans chaque sous-maille.
Les champs de TKE issus de l’expe´rience 1 se trouvent sur la colonne de gauche.
Nous pouvons y voir l’apparition puis l’advection d’une zone de forte TKE qui
progresse du haut vers le bas de l’image. Cette structure est cre´e´e en limite de
mailles, ce qui sugge`re que le champ de vent en points de grille varie rapidement.
Sur la colonne de droite, nous avons repre´sente´ aux meˆmes instants les champs
de TKE issus de l’expe´rience 2. Ces champs ne pre´sentent pas de structures parti-
culie`res, la TKE est relativement uniforme sur l’ensemble du domaine. De manie`re
ge´ne´rale, la TKE est infe´rieure a` la TKE retrouve´e dans l’expe´rience 1. Au cours du
temps, nous ne voyons pas apparaˆıtre de zone de turbulence et les faibles variations
de TKE pre´sentes ne semblent pas se propager d’une maille a` l’autre. Les recons-
tructions inde´pendantes de l’atmosphe`re dans chaque maille montrent donc que le
champ de vent Meso-NH ne mode´lise pas directement la structure de forte TKE vue
sur les re´sultats de l’expe´rience pre´ce´dente.
D’apre`s les diffe´rences constate´es entre ces deux expe´riences, il semble que l’appa-
rition de la structure turbulente soit lie´e a` la prise en compte de la continuite´ du mi-
lieu. L’apparition et l’advection de cette structure ne sont pas directement pre´sentes
dans le champ de vent Meso-NH. Elles ne sont rendus possibles que par l’utilisation
d’un syste`me de particules libres pour repre´senter l’atmosphe`re de manie`re continue.
La figure 8.5 repre´sente les coupes dans le champs de TKE dans l’axe de pro-
pagation de la structure turbulente. Pour l’expe´rience 1 nous voyons clairement la
structure apparaˆıtre puis progresser en s’atte´nuant. Par contre, pour l’expe´rience 2
aucun signal ne semble se propager.
Ces re´sultats indiquent que le syste`me de particules libres est capable de mode´liser
des structures turbulentes a` partir d’observations ponctuelles re´parties sur le do-
maine (au centre de chaque maille). L’advection des particules permet dans un
second temps de propager les structures dans l’espace.
A la lumie`re du the´ore`me de Shannon [118], la pre´sence de structures plus fines
que la maille du champ de vent peut sembler suspecte. Pour comprendre leur exis-
tence, il faut s’inte´resser aux proprie´te´s spatiales mais aussi temporelles de l’at-
mosphe`re reconstruite par les particules. Une structure cre´e´e par l’observation d’un
fort gradient dans le champ de vent a` un instant donne´ est advecte´e par les particules.
Comme a` chaque instant, les particules sont mises a` jour, la structure ne subsiste
aux instants suivants que si elle est a` nouveau observe´e. C’est donc la fre´quence
temporelle des observations qui permet l’existence des structures fines.
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Figure 8.5 – Coupes des champs de TKE dans l’axe de propagation de la structure
turbulente, pour l’expe´rience 1 en haut, et pour l’expe´rience 2 en bas.
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3 Perspectives
Ces re´sultats ouvrent la voie a` de nombreuses expe´riences sur l’advection de
structures turbulentes au sein d’un syste`me de particules. A la place d’un champ issu
de Meso-NH, il serait inte´ressant d’utiliser des observations. Cependant, cette op-
tion est couˆteuse puisqu’elle ne´cessite de re´aliser une campagne de mesure spe´cifique.
Une alternative, plus facilement re´alisable, serait de tester l’advection de parti-
cules dans un environnement entie`rement nume´rique. A partir d’une simulation a`
tre`s haute re´solution conside´re´e comme la re´alite´, nous pourrions cre´er un ensemble
d’observations dispose´es de manie`re ade´quate. La me´thode de reconstruction de l’at-
mosphe`re permettra ensuite de mode´liser et d’advecter des structures turbulentes.
Ces structures seront ensuite valide´es ou invalide´es par comparaison avec la re´alite´
nume´rique.
Cette expe´rience pourra eˆtre mene´e en marge du travail de the`se de Thomas
Rieutord qui a pour objectif de valider les re´sultats haute fre´quence accessibles
graˆce a` la reconstruction de l’atmosphe`re.
Apre`s avoir re´alise´ ces expe´riences, l’advection d’information au sein du syste`me
de particules pourra donner lieu a` diverses applications. La reconstruction de l’at-
mosphe`re a` partir d’observations de lidar scannant horizontaux pourra tout par-
ticulie`rement tirer parti de la capacite´ des syste`mes de particules a` advecter les
structures turbulentes. Ce type de lidar est utilise´ pour observer le vent a` proximite´
des champs e´oliens. Une meilleure connaissance de la turbulence advecte´e est un
enjeu important dans ce domaine.
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Chapitre 9
Remonte´e d’e´chelle
Les nouveaux outils de reconstruction de l’atmosphe`re donnent aujourd’hui acce`s
a` des observations de vent et a` des estimations de la turbulence a` haute re´solution
dans la couche limite atmosphe´rique. La reconstruction de l’atmosphe`re mode´lise
des processus qui sont sous-maille pour les mode`les me´te´orologiques actuels. La
valorisation des me´thodes de reconstruction ne´cessite maintenant le de´veloppement
de me´thodes de remonte´e d’e´chelle qui permettront d’assimiler les quantite´s sous-
maille estime´es dans les mode`les me´te´orologiques.
Le de´veloppement de telles me´thodes a seulement de´bute´. Les travaux pre´sente´s
dans ce chapitre explorent essentiellement les possibilite´s d’une me´thode d’assimi-
lation simple et bien connue, appele´e nudging. Nous verrons l’apport potentiel de
cette me´thode pour la remonte´e d’e´chelle.
1 Le principe du nudging
Le nudging est une me´thode d’assimilation de donne´es facile a` imple´menter et
plus e´conomique que les me´thodes variationnelles. Le nudging est apparu pour la
premie`re fois en 1974, sous le nom de relaxation newtonienne, pour corriger des
simulations me´te´orologiques par des observations [3]. La simplicite´ de la me´thode
et son caracte`re e´conome en temps de calcul ont ensuite se´duit l’oce´anographie
et plus largement l’ensemble des ge´osciences. Le principe du nudging est d’utiliser
l’observation pour corriger le mode`le. Pour cela, la me´thode de nudging consiste a`
ajouter a` l’e´quation d’e´volution un terme de rappel a` l’observation, d’ou` l’appellation
relaxation newtonienne.
Conside´rons un syste`me dynamique de la forme suivante :
dX
dt
= F (X)
avec 0 < t < T et X(0) = x0. Si on note H l’ope´rateur d’observation et K ∈ R+
le coefficient de rappel (aussi appele´ coefficient de nudging), le nudging consiste a`
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forcer le mode`le avec un terme de rappel a` l’observation Yobs :
dX
dt
= F (X) +K(Yobs −H(X))
L’impact du terme de rappel a` l’observation de´pend du coefficient K. Ce coefficient
caracte´rise le temps de relaxation. Sa valeur est choisie expe´rimentalement pour que
le terme de rappel soit faible par rapport aux autres termes de l’e´quation, mais
toutefois suffisamment e´leve´ pour forcer le mode`le.
2 Le nudging direct et re´trograde
La me´thode de nudging a fait l’objet de de´veloppements re´cents pour exploiter
au mieux les observations. L’ide´e est de de´buter par un nudging classique, appele´
nudging direct, puis d’appliquer un nudging re´trograde qui remonte le temps et
corrige l’e´tat initial avec l’ensemble des observations. L’algorithme de nudging direct
et indirect permet donc de prendre en compte les observations futures pour corriger
l’e´tat a` un instant donne´.
2.1 Formulation de l’algorithme
L’algorithme de nudging direct et re´trograde, appele´ en anglais Back and Forth
Nudging (BFN), a e´te´ introduit par Auroux et Blum [6]. La premie`re e´tape de
l’algorithme BFN consiste a` re´soudre les e´quations directes du mode`le avec le terme
de rappel a` l’observation a` partir de l’e´tat initial. Dans un second temps, le nudging
re´trograde re´sout les meˆmes e´quations de fac¸on re´trograde, en choisissant comme
point de de´part l’e´tat final du nudging direct. Une fois la re´solution re´trograde
effectue´e, on obtient ainsi une estimation de l’e´tat initial. On peut ensuite re´pe´ter
ce proce´de´ de fac¸on ite´rative jusqu’a` convergence de l’e´tat initial [7].
Comme pour l’algorithme de nudging classique, nous conside´rons le syste`me dy-
namique suivant : 
dX
dt
= F (X) 0 < t < T
X(0) = x0
Notons H l’ope´rateur d’observation, K ∈ R+ le coefficient de rappel, Yobs l’observa-
tion. Le proble`me de nudging direct consiste a` re´soudre le syste`me :
dX
dt
= F (X) +K(Yobs −H(X)), 0 < t < T
X(0) = x0
La version re´trograde du syste`me dynamique s’e´crit simplement de le fac¸on sui-
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vante : 
dX˜
dt
= F (X˜), T > t > 0
X˜(T ) = x˜T
Le nudging re´trograde consiste a` re´soudre ce syste`me, avec ajout du terme de rappel.
Pour que le proble`me soit bien pose´, le signe du terme de rappel est inverse´ par
rapport a` la re´solution directe :

dX˜
dt
= F (X˜)− K˜(Yobs −H(X˜)), T > t > 0
X˜(T ) = x˜T
ou` K˜ ∈ R+ est le coefficient de nudging re´trograde. L’e´tat final obtenu par la
re´solution de ce syste`me est une estimation de l’e´tat a` t = 0. Le nudging re´trograde
permet donc d’obtenir une estimation des conditions initiales, c’est-a`-dire des condi-
tions au de´but de la pe´riode d’assimilation.
L’algorithme de nudging BFN consiste a` ite´rer les re´solutions directes et re´trogra-
des jusqu’a` convergence. L’e´tat initial du nudging direct est l’e´tat final de l’ite´ration
pre´ce´dente du nudging re´trograde. De manie`re syme´trique, l’e´tat initial du nudging
re´trograde est l’e´tat final de la dernie`re ite´ration du nudging direct.
k ≥ 1

dXk
dt
= F (Xk) +K(Yobs −H(Xk))
Xk(0) = X˜k−1(0)
k ≥ 1

dX˜k
dt
= F (X˜k)− K˜(Yobs −H(X˜k))
X˜k(T ) = Xk(T )
Dans le cas ge´ne´ral, les coefficients K et K˜ sont des matrices qui de´pendent a` la
fois du temps et de l’espace. Si les observations sont disponibles a` chaque instant et
en tout point, les matrices sont non nulles. Par contre, elles s’annulent si les observa-
tions ne sont disponibles que sur une partie du domaine, ou qu’a` des instants donne´s.
Dans cette perspective, l’algorithme BFN a d’abord e´te´ de´montre´ et applique´ a`
des mode`les line´aires (e´quation d’advection) [6], puis il a e´te´ e´tendu aux mode`les
comportant des termes de diffusion [9], [5]. Son principal avantage par rapport
aux me´thodes variationnelles est qu’il ne ne´cessite pas de line´arisation du mode`le
re´trograde.
L’algorithme BFN a e´te´ teste´ en comparaison avec la me´thode 4DVar pour
l’assimilation de vent dans un mode`le de meso-e´chelle a` haute re´solution [21]. Le
meˆme type d’e´tude a e´te´ mene´ avec un mode`le oce´anographique [111]. Tous ces tra-
vaux arrivent a` la meˆme conclusion : les deux me´thodes d’assimilation montrent des
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re´sultats similaires, alors que le BFN est plus facile a` imple´menter que le 4DVar.
Les performances du nudging BFN et sa simplicite´ d’imple´mentation font donc de
cet algorithme un outil de choix pour nos travaux sur la remonte´e d’e´chelle.
3 Le nudging BFN avec apprentissage de parame`tre
Nous pre´sentons ici un nouveau de´veloppement apporte´ a` l’algorithme de nudging
BFN : l’algorithme BFN avec apprentissage de parame`tre (pi–BFN). Le proble`me de
mode´lisation e´tudie´ dans cette section de´pend d’un parame`tre pour lequel nous ne
disposons ni de mode`le d’e´volution, ni d’observation directe. L’algorithme pi–BFN a
e´te´ conc¸u pour re´pondre a` ce manque d’information.
3.1 pi–BFN avec apprentissage de parame`tre
Rappelons d’abord le proble`me du nudging BFN classique introduit a` la section
2. Le mode`le e´tudie´ est le suivant :
∂tX = F (X), 0 < t < T,X(0) = x0.
ou` T est la dure´e de simulation. L’algorithme BFN permettant d’assimiler l’obser-
vation Xobs s’e´crit, pour l’ite´ration k ≥ 1 : ∂tXk = F (Xk) +K(Xobs −H(Xk))Xk(0) = X˜k−1(0) ∂tX˜k = F (X˜k)− K˜(Xobs −H(X˜k))X˜k(T ) = Xk(T )
ou` X˜0 := x0, K ∈ R+ et K˜ ∈ R+ sont respectivement les coefficients de nudging
direct et re´trograde, et H est l’ope´rateur d’observation.
Nous supposons maintenant que le mode`le dynamique e´tudie´ de´pend d’un pa-
rame`tre, note´ a. Le mode`le s’e´crit alors :
∂tX = F (a,X), 0 < t < T, X(0) = x0.
Le parame`tre a peut de´pendre a` la fois du temps et de l’espace. Dans le cas ge´ne´ral,
a peut eˆtre un vecteur de parame`tres.
Nous nous plac¸ons ici dans le cas ou` le mode`le d’e´volution du parame`tre a est
inconnu. Par de´faut, nous avons choisi d’utiliser un mode`le constant, ∂ta = 0, corrige´
uniquement par le terme de nudging. Le proble`me avec apprentissage de parame`tre
s’e´crit donc de manie`re similaire a` celui e´tudie´ dans le cas classique :
∂tX = F (X, a), ∂ta = 0, 0 < t < T, X(0) = x0, a(0) = a.
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De plus, nous supposons qu’il existe deux ope´rateurs d’observation, note´s H1 et
H2, associe´s respectivement a` l’e´tat du syste`me X et au parame`tre a. L’algorithme
pi–BFN e´tend l’algorithme BFN a` la variable (X, a). Il s’e´crit naturellement, pour
tout k ≥ 1, 
∂tXk = F (Xk, ak) + K1(Xobs −H1(Xk))
∂tak = K2(aobs −H2(ak))
Xk(0) = X˜k−1(0),
ak(0) = a˜k−1(0),
et 
∂tX˜k = F (X˜k, a˜k)− K˜1(Xobs −H1(X˜k))
∂ta˜k = −K˜2(aobs −H2(a˜k))
X˜k(T ) = Xk(T )
a˜k(T ) = ak(T )
ou` X˜0(0) := x0 et a˜(0) := a0. Le proble`me du nudging pi–BFN porte sur l’absence
d’observation directe du parame`tre a. En pratique, la quantite´ aobs est de´duite de
l’observation de l’e´tat Xobs. Formellement, on a aobs := A(Xobs, ∂tXobs, ...), ce qui
complique l’analyse du proble`me, et peut e´galement avoir des re´percutions sur la
stabilite´ du sche´ma nume´rique.
3.2 Algorithme pi–BFN pour un syste`me line´aire d’e´quations
diffe´rentielles ordinaires
Nous nous plac¸ons maintenant dans le cas le plus simple ou` la fonction F (·, a) in-
troduite a` la section pre´ce´dente est une matrice A(a) dont les coefficients de´pendent
d’un seul parame`tre re´el a ∈ R. En pratique le parame`tre a pourra de´pendre du
temps. Nous supposons de plus que cette de´pendance est line´aire, c’est-a`-dire que
A(a) = A0 + aA1, ou` A0 et A1 sont a` coefficients constants. Le proble`me devient
alors :
dtX = (A0 + aA1)X, dta = 0, 0 < t < T, X(0) = x0, a(0) = a0
ce qui peut aussi s’e´crire sous forme compacte :
dt
X
a
 =
A0 0
0 0
X
a
+ a
A1 0
0 0
X
a

Malgre´ la simplicite´ du mode`le dynamique choisi, nous remarquons l’apparition d’un
terme non-line´aire impliquant le produit a.X des deux inconnues. Le proble`me de
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nudging associe´ s’e´crit :

dtXk = (A0 + akA1)Xk +K1(Xobs −H1(Xk))
dtak = K2(aobs −H2(ak))
Xk(0) = X˜k−1(0),
ak(0) = a˜k−1(0),
et 
dtX˜k = (A0 + a˜kA1)X˜k − K˜1(Xobs −H1(X˜k))
dta˜k = −K˜2(aobs −H2(a˜k))
X˜k(T ) = Xk(T )
a˜k(T ) = ak(T )
En utilisant l’aspect ite´ratif de l’algorithme de nudging pi–BFN, il est possible
de line´ariser le syste`me a` chaque ite´ration. En notant ak la valeur du parame`tre a
apprise lors de l’ite´ration k, le syste`me direct est donne´ par : dtXk = (A0 + ak−1A1)Xk +K1(Xobs −H1(Xk))Xk(0) = X˜k−1(0)
De manie`re similaire, on a pour le sens re´trograde, dtX˜k = (A0 + ak−1A1)X˜k − K˜1(Xobs −H1(X˜k))X˜k(T ) = X˜k(T )
La mise a` jour de ak s’e´crit quant a` elle comme une fonction de la valeur pre´ce´dente
du parame`tre et de l’observation, ak = F(ak−1, aobs).
La fonction F de´pend des hypothe`ses faites sur a. Les de´veloppements qui suivent
pre´sentent diffe´rentes possibilite´s. Le choix de la valeur ak doit eˆtre consistant avec
le mode`le original. On peut par exemple choisir :
i. la valeur de ak(t) obtenue a` la fin de chaque ite´ration (ou demi-ite´ration) de
l’algorithme de nudging BFN,
ii. une valeur moyenne de ak(t) sur l’intervalle de simulation.
Dans les travaux qui suivent, nous retenons la premie`re option. Nous conside´rons
en effet que la meilleure estimation de ak est la valeur issue de la dernie`re ite´ration
(ou demi-ite´ration) de nudging. Le syste`me pre´ce´dent est re´solu avec les conditions
initiales suivantes : 
ak(0) = ak−1
dtak = K2(aobs −H2(ak))
a˜k(T ) = ak(T )
dta˜k = −K˜2(aobs −H2(a˜k))
ak = a˜k(0)
L’inte´gration de dtak = K2(aobs−H2(ak)) sur l’intervalle [0, T ] avec ak(0) = ak−1
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et H2 = Id. Nous obtenons alors les valeurs de ak(T ) et de a˜k(0) :
ak(T ) = e−K2Tak−1 +K2
∫ T
0
e−K2(T−s)aobs(s)ds (9.1)
a˜k(0) = e−K˜2Tak(T ) + K˜2
∫ T
0
e−K˜2(T−s)aobs(T − s)ds (9.2)
En substituant l’e´quation (9.1) dans l’e´quation (9.2), nous obtenons :
a˜k(0) = e−(K2+K˜2)Tak−1 +
∫ T
0
(K2e−K˜2T eK2s + K˜2e−K˜2(T−s))aobs(T − s)ds (9.3)
A partir de l’e´quation (9.3) il est possible de de´finir une valeur moyenne de
l’observation aobs qui simplifie l’e´criture du proble`me sans introduire d’erreur lie´e a`
cette simplification. En de´finissant la valeur moyenne approprie´e comme suit,
aobs :=
(
1− e−(K2+K˜2)T
)−1 ∫ T
0
(K2e−K˜2T eK2s + K˜2e−K˜2(T−s))aobs(T − s)ds (9.4)
nous pouvons en effet e´crire la valeur moyenne de ak sur l’intervalle de simulation
sous la forme suivante :
ak := a˜k(0) = e−(K2+K˜2)Tak−1 +
(
1− e−(K2+K˜2)T
)
aobs
L’algorithme de nudging pi–BFN pre´sente plusieurs variantes suivant les simpli-
fications utilise´es pour l’assimilation du parame`tre a. Dans les de´veloppements qui
vont suivre, nous supposons que le parame`tre peut eˆtre parfaitement de´duit de l’ob-
servation Xobs, aobs := A(Xobs), ou` A est l’ope´rateur d’observation du parame`tre a.
Il est important de remarquer que le proble`me de nudging pi–BFN est syste`me tri-
angulaire. En effet, l’apprentissage de ak est inde´pendant de l’apprentissage de Xk.
Cette remarque permet de montrer la convergence de l’algorithme. La de´monstration
sera pre´sente´e a` la section 4.
Nous pre´sentons maintenant plusieurs versions de l’algorithme pi–BFN, suivant
les hypothe`ses faites sur le parame`tre ak. Nous commencerons par un cas simple
ou` la valeur choisie pour ak est constante en temps et en espace, et identique pour
les e´tapes directes et re´trogrades. Apre`s avoir de´taille´ un cas interme´diaire, nous
terminons par le cas ge´ne´ral ou` le parame`tre ak varie dans le temps.
pi–BFN–1 : Le parame`tre ak est constant en temps et en espace, et identique pour
l’e´tape directe et l’e´tape re´trograde, ak(t) = a˜k(t) := ak ∈ R. Sous ces hypothe`ses,
la mise a` jour du parame`tre est donne´e par :
ak := a˜k(0) = e−(K2+K˜2)Tak−1 +
(
1− e−(K2+K˜2)T
)
aobs
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Le proble`me de nudging s’e´crit pour l’e´tape directe, dtXk = (A0 + ak−1A1)Xk +K1(Xobs −H1(Xk))Xk(0) = X˜k−1(0),
et pour l’e´tape re´trograde, dtX˜k = (A0 + ak−1A1)X˜k − K˜1(Xobs −H1(X˜k))X˜k(T ) = Xk(T ),
En re´sume´, lorsque nous choisissons d’utiliser une valeur constante pour le pa-
rame`tre ak, l’algorithme pi–BFN–1 permet de mettre a` jour de la valeur ak inde´pendamment
des e´tapes directes et re´trogrades re´alise´es pour l’apprentissage de Xk et X˜k.
Nous allons maintenant conside´rer le cas ou` la valeur du parame`tre ak change
entre les e´tapes directes et re´trogrades.
pi–BFN–2 : Le parame`tre ak prend deux valeurs constantes en temps, une pour
l’e´tape directe ak(t) := ak ∈ R, et une pour l’e´tape re´trograde, a˜k(t) := a˜k ∈ R. En
utilisant les e´quations (9.1) et (9.2), nous pouvons de´finir deux valeurs moyennes de
l’observation, aobs et a˜obs, telles que
ak(T ) = e−K2Tak−1 + (1− e−K2T )aobs
a˜k(0) = e−K˜2Tak(T ) + (1− e−K˜2T )a˜obs
Le parame`tre est mis a` jour entre l’e´tape directe et l’e´tape re´trograde, et le
proble`me est de´crit par le couple de syste`mes suivant :

dtXk = (A0 + a˜k−1A1)Xk +K1(Xobs −H1(Xk))
Xk(0) = X˜k−1(0)
ak = e−K2T a˜k−1 +
(
1− e−K2T
)
aobs
dtX˜k = (A0 + akA1)X˜k − K˜1(Xobs −H1(X˜k))
X˜k(T ) = Xk(T )
a˜k = e−K˜2Tak +
(
1− e−K˜2T
)
a˜obs
Ces deux syste`mes de´crivent donc le proble`me de nudging pi–BFN lorsque l’on
choisit de mettre a` jour la valeur du parame`tre ak utilise´e dans l’apprentissage de
Xk entre l’e´tape directe et l’e´tape re´trograde.
Dans les deux cas pre´sente´s ci-dessus, seules des valeurs moyennes en temps du
parame`tre a sont utilise´es. Plus tard, lorsque nous traiterons un proble`me d’ad-
vection, les algorithmes seront donc particulie`rement adapte´s au cas d’une vitesse
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d’advection a constante. Nous nous inte´ressons maintenant au cas plus complique´
ou` la vitesse a et son observation aobs varient dans le temps.
pi–BFN–3 : Nous nous plac¸ons ici dans le cas ge´ne´ral ou` le parame`tre ak e´volue
au cours du temps et est mis a` jour entre l’e´tape directe, ak := ak(t), et l’e´tape
re´trograde, a˜k := a˜k(t). Notons aobs := aobs(t) l’observation de a. Le proble`me
conside´re´ s’e´crit :

dtXk(t) = (A0 + ak(t)A1)Xk(t) +K1(Xobs(t)−H1(Xk(t)))
dtak(t) = K2(aobs(t)−H2(ak(t)))
Xk(0) = X˜k−1(0),
ak(0) = a˜k−1(0),
dtX˜k(t) = (A0 + a˜k(t)A1)X˜k(t)− K˜1(Xobs(t)−H1(X˜k(t)))
dta˜k(t) = −K˜2(aobs(t)−H2(a˜k(t)))
X˜k(T ) = Xk(T )
a˜k(T ) = ak(T )
Pour simplifier les notations, nous nous plac¸ons dans le cas ou` les ope´rateurs
d’observation sont parfaits, c’est-a`-dire H1 = Id et H2 = Id. Nous avons alors le
couple de syste`mes suivant :

dtXk(t) = (A0 + ak(t)A1)Xk(t) +K1(Xobs(t)−Xk(t))
dtak(t) = K2(aobs(t)− ak(t))
Xk(0) = X˜k−1(0)
ak(0) = a˜k−1(0)

dtX˜k(t) = (A0 + a˜k(t)A1)X˜k(t)− K˜1(Xobs(t)− X˜k(t))
dta˜k(t) = −K˜2(aobs(t)− a˜k(t))
X˜k(T ) = Xk(T )
a˜k(T ) = ak(T )
Dans la suite des travaux, nous choisirons des ope´rateurs d’observations parfaits.
Maintenant que le proble`me de nudging avec apprentissage de parame`tre a e´te´
de´crit, nous allons nous inte´resser a` la convergence des trois algorithmes propose´s.
4 Re´sultats de convergence pour l’algorithme pi–
BFN
4.1 Convergence pour une e´tape avec forte relaxation
Dans le cas limite ou` les coefficients de nudging K1 et K2 sont tre`s e´leve´s, nous
allons nous assurer formellement que chaque e´tape (directe ou re´trograde) converge
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vers un algorithme de nudging classique.
Tout d’abord inte´ressons nous au cas ou` K2 est tre`s e´leve´. Nous noterons abusi-
vement ce cas K2 = +∞. L’e´tude des solutions de l’e´quation diffe´rentielle ordinaire
dtak = K2(aobs − ak) montre la convergence du parame`tre ak vers aobs lorsque K2
est tre`s e´leve´. On obtient alors les algorithmes simplifie´s suivants :
pi–BFN–1 : K2 = +∞ Le parame`tre ak et son observation aobs sont constants et
identiques pour l’e´tape directe et l’e´tape re´trograde. Le syste`me s’e´crit : dtXk = (A0 + aobsA1)Xk +K1(Xobs −Xk)Xk(0) = X˜k−1(0),
 dtX˜k = (A0 + aobsA1)X˜k − K˜1(Xobs − X˜k)X˜k(T ) = Xk(T ),
pi–BFN–2 : K2 = +∞ Le parame`tre ak prend deux valeurs constantes en temps,
une pour l’e´tape directe, ak, et une pour l’e´tape re´trograde, a˜k. Les observations
moyennes de a sont note´es aobs et a˜obs : dtXk = (A0 + a˜obsA1)Xk +K1(Xobs −Xk)Xk(0) = X˜k−1(0), dtX˜k = (A0 + aobsA1)X˜k − K˜1(Xobs − X˜k)X˜k(T ) = Xk(T ),
pi–BFN–3 : K2 = +∞ Dans le cas ge´ne´ral ou` le parame`tre ak e´volue au cours du
temps et est mis a` jour entre l’e´tape directe et l’e´tape re´trograde. L’observation aobs
de´pend du temps, mais pas de l’ite´ration ni du sens de l’e´tape. dtXk(t) = (A0 + aobs(t)A1)Xk(t) +K1(Xobs(t)−Xk(t))Xk(0) = X˜k−1(0)
 dtX˜k(t) = (A0 + aobs(t)A1)X˜k(t)− K˜1(Xobs(t)− X˜k(t))X˜k(T ) = Xk(T )
En re´sume´, il apparaˆıt que lorsque K2 tend vers l’infini, l’algorithme pi–BFN
converge vers l’algorithme BFN classique.
Dans le cas ou` le coefficient K1 est tre`s e´leve´, l’e´tude des solutions de l’e´quation
diffe´rentielle ordinaire dtXk = (A0 +aA1)Xk +K1(Xobs−Xk) montre la convergence
de X vers Xobs. Nous avons donc pour les trois algorithmes pi–BFN,
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pi–BFN–1–2–3 : K1 = +∞
Xk(t) = Xobs(t)
X˜k(t) = Xobs(t)
Il apparaˆıt donc que pour une ite´ration donne´e, les algorithmes pi–BFN convergent
vers les observations lorsque le coefficient de nudging K1 tend vers l’infini. Nous
allons maintenant e´tudier la convergence de l’algorithme en fonction du nombre
d’ite´rations.
4.2 Convergence de l’algorithme pi–BFN
Pour e´tudier la convergence de l’algorithme pi–BFN, nous nous plac¸ons dans le
cas de l’algorithme pi–BFN–1 ou` le parame`tre ak := ak est constant dans le temps
et l’espace, mais de´pend de l’ite´ration k.
The´ore`me 1. (Convergence de l’algorithme pi–BFN–1) Soit le parame`tre constant
en temps a ∈ R. Soient K1, K2, K˜1, K˜2 des re´els strictement positifs. On suppose
que les ope´rateurs d’observation H1 et H2 sont les ope´rateurs identite´. L’algorithme
pi–BFN–1 converge vers le couple (X∞, a∞) ou`
a∞ = a
et
X∞(0) = (I − e−(K1+K˜1)T )−1
×
∫ T
s=0
{
K1e
−(K1+K˜1)T e(K1I−A∞)s + K˜1e−(K˜1I+A∞)s
}
Xobs(s)ds
avec A∞ = A0 + a∞A1 = A(a). Finalement, on a pour tout t ∈ [0, T ],
X∞(t) = e−(K1I−A∞)tX∞(0) +K1
∫ t
s=0
e−(K1I−A∞)(t−s)Xobs(s)ds.
De´monstration. Rappelons tout d’abord la de´finition de ak :
ak := e−(K2+K˜2)Tak−1 +
(
1− e−(K2+K˜2)T
)
aobs
En introduisant la notation β2 = e−(K2+K˜2)T , nous obtenons une de´finition com-
pacte :
ak := β2ak−1 + (1− β2)aobs
ou` aobs est le parame`tre observe´. Les coefficients de nudging K2 et K˜2 e´tant stricte-
ment positifs, nous avons 0 < β2 < 1. De plus, comme aobs ne de´pend pas de l’ite´ra-
tion k, ak converge a` une vitesse exponentielle vers aobs = a. Plus pre´cise´ment, nous
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avons :
ak = βk2a0 + (1− βk2 )aobs
Rappelons maintenant le proble`me pi–BFN–1. Notons Ak := A0 +akA1. E´tant donne´
ak−1, la kie`me ite´ration de l’algorithme est obtenue de la manie`re suivante :
dtXk = Ak−1Xk +K1(Xobs −Xk)
= (Ak−1 −K1I)Xk +K1Xobs
Xk(0) = X˜k−1(0)

dtX˜k = Ak−1X˜k − K˜1(Xobs − X˜k)
= (Ak−1 + K˜1I)X˜k − K˜1Xobs
X˜k(T ) = Xk(T )
.
La solution explicite de ce syste`me est donne´e par :
Xk(T ) = e−(K1I−Ak−1)TXk(0) +K1
∫ T
s=0
e−(K1I−Ak−1)(T−s)Xobs(s)ds
X˜k(0) = e−(K˜1I+Ak−1)T X˜k(T ) + K˜1
∫ T
s=0
e−(K˜1I+Ak−1)(T−s)Xobs(T − s)ds
= e−(K˜1I+Ak−1)T X˜k(T ) + K˜1
∫ T
s=0
e−(K˜1I+Ak−1)sXobs(s)ds
De plus, comme Xk+1(0) = X˜k(0) et X˜k(T ) = Xk(T ), on peut exprimer Xk+1(0) en
fonction de Xk(0),
Xk+1(0) = e−(K˜1I+Ak−1)T
×
{
e−(K1I−Ak−1)TXk(0) +K1
∫ T
s=0
e−(K1I−Ak−1)(T−s)Xobs(s)ds
}
+K˜1
∫ T
s=0
e−(K˜1I+Ak−1)sXobs(s)ds
= e−(K˜1I+Ak−1)T e−(K1I−Ak−1)TXk(0)
+K1e−(K˜1I+Ak−1)T e−(K1I−Ak−1)T
∫ T
s=0
e(K1I−Ak−1)sXobs(s)ds
+K˜1
∫ T
s=0
e−(K˜1I+Ak−1)sXobs(s)ds
= e−(K1+K˜1)T Xk(0)
+
∫ T
s=0
{
K1e
−(K1+K˜1)T e(K1I−Ak−1)s + K˜1e−(K˜1I+Ak−1)s
}
Xobs(s)ds
La suite (Xk(0))k suit donc une relation de re´currence arithme´tico-ge´ome´trique. On
peut e´galement noter que comme nous utilisons la meˆme matrice Ak−1 pour l’e´tape
directe et l’e´tape re´trograde, la matrice Ak−1 apparaˆıt uniquement dans l’inte´grale
et non comme un facteur de Xk(0). Notons β1 := exp(−(K1 + K˜1)T ), l’e´galite´
pre´ce´dente s’e´crit :
Xk+1(0) = β1Xk(0) +
∫ T
s=0
{K1β1Bk−1(s) + K˜1B˜k−1(s)}Xobs(s)ds
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ou` les matrices Bk(s) et B˜k(s) sont donne´es par
Bk(s) := e(K1I−Ak)s = e(K1I−A0−akA1)s
B˜k(s) := e−(K˜1I+Ak)s = e−(K˜1I+A0+akA1)s
En utilisant la convergence de ak, nous obtenons alors
lim
k→+∞
Bk(s) = exp((K1I − A(a))s) := B∞
lim
k→+∞
B˜k(s) = exp(−(K˜1I + A(a))s) := B˜∞
Nous en de´duisons alors la convergence de Xk vers le point fixe de
Xk+1(0) = β1Xk(0) +
∫ T
s=0
{K1β1B∞(s) + K˜1B˜∞(s)}Xobs(s)ds
= β1Xk(0) + (1− β1)X∞(0)
ou` par de´finition :
X∞(0) := (1− β1)−1
∫ T
s=0
{K1β1B∞(s) + K˜1B˜∞(s)}Xobs(s)ds
En d’autres termes, X∞ satisfait la relation suivante pour tout t ∈ [0, T ],
X∞(t) = B∞(t)X∞(0) +K1
∫ T
s=0
B∞(T − s)Xobs(s)ds
ce qui est le re´sultat annonce´.
Lorsque ak est mis a` jour entre l’e´tape directe et l’e´tape re´trograde, on montre
que ak et a˜k convergent tous les deux vers aobs. La de´monstration de la convergence
de l’algorithme pi–BFN se fait ensuite de manie`re similaire. On de´montre donc faci-
lement le the´ore`me suivant.
The´ore`me 2. (Convergence de l’algorithme pi–BFN–2) Soit le parame`tre constant
en temps a ∈ R. Soient K1, K2, K˜1, K˜2 des re´els strictement positifs. On suppose
que les ope´rateurs d’observation H1 et H2 sont les ope´rateurs identite´. L’algorithme
pi–BFN–2 converge vers le couple (X∞, a∞) introduit dans le the´ore`me 1.
Lorsque le parame`tre a de´pend du temps, la convergence de l’algorithme est
donne´e par le the´ore`me suivant.
The´ore`me 3. (Convergence de l’algorithme pi–BFN–3) Supposons donne´e a := a(t)
une fonction continue sur [0, T ]. Soient K1, K2, K˜1, K˜2 des re´els strictement positifs.
On suppose que les ope´rateurs d’observation H1 et H2 sont les ope´rateurs identite´.
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L’algorithme pi–BFN–3 converge alors vers (X∞, a∞) ou` d’une part a∞(t) satisfait
a∞(0) = aobs
∀t ∈ [0, T ], a∞(t) = e−K2ta∞(0) +K2
∫ t
0
e−K2(t−s)aobs(s)ds
ou` aobs est donne´e par la formule (9.4) du manuscrit. D’autre part la trajectoire
limite X∞(t), de´finie sur [0, T ] est de´termine´e de manie`re unique par le point fixe
(X∞(t), X˜∞(t)) de l’algorithme de nudging limite suivant : dtX∞ = A∞X∞ +K1(Xobs −X∞)X∞(0) = X˜∞(0)
 dtX˜∞ = A∞X˜∞ − K˜1(Xobs − X˜∞)X˜∞(T ) = X∞(T )
De´monstration. La diffe´rence par rapport aux deux algorithmes pre´ce´dents est
la de´pendance en temps du parame`tre a(t). Les parame`tres appris ak(t) lors des
ite´rations directe et re´trograde sont donc les solutions d’un proble`me de nudging
semblable a` celui que nous venons de traiter pour Xk(t) pour les deux re´sultats
pre´ce´dents. En effet, une inte´gration de l’algorithme sur une ite´ration se trouve
dans la formule (9.3) du manuscrit, a` savoir
ak(0) = e−(K2+K˜2)Tak−1(0) + (1− e−(K2+K˜2)T )aobs.
En d’autres termes la relation de re´currence pour ak(0) lorsque a(t) de´pend du temps
est la meˆme que la relation de re´currence que nous avions obtenue pour ak dans l’al-
gorithme pi–BFN–1, ceci a` condition de de´finir la moyenne ponde´re´e aobs de manie`re
ade´quate (formule (9.4)). Il s’ensuit que ak(0) converge aobs.
lim
k→∞
ak(0) =: a∞(0) = aobs
On a alors imme´diatement, suivant (formule (9.1) du manuscrit), la convergence de
ak(t) pour tout t ∈ [0, T ] vers
a∞(t) = e−K2ta∞(0) +K2
∫ t
0
e−K2(t−s)aobs(s)ds
La preuve de la convergence de Xk(t) vers une unique trajectoire X∞(t) suit le
meˆme cheminement apre`s que l’on a observe´ que les matrices Ak(t) convergent vers
A∞(t) := A0 + a∞(t)A1. En d’autres termes, X∞(t) est donne´ par le point fixe
(X∞(t), X˜∞(t)) de l’algorithme de nudging limite suivant :

dtX∞ = A∞X∞ +K1(Xobs −X∞)
= (A∞ −K1I)X∞ +K1Xobs
X∞(0) = X˜∞(0)
162

dtX˜∞ = A∞ X˜∞ − K˜1(Xobs − X˜∞)
= (A∞ + K˜1I) X˜∞ − K˜1Xobs
X˜∞(T ) = X∞(T )
.
Notons S∞(t; s) et S˜∞(t; s) les semi-groupes associe´s respectivement aux e´quations
dtX = (A∞ −K1I)X et dtX = (A∞ + K˜1I)X avec conditions initiales ou` finales a`
l’instant s. La solution du proble`me de nudging limite s’obtient en inte´grant succes-
sivement :
X∞(T ) = S∞(T ; 0)X∞(0) +K1
∫ T
0
S∞(T ; s) Xobs(s) ds
X˜∞(0) = S˜∞(0;T )X∞(T ) + K˜1
∫ 0
T
S˜∞(0; s) Xobs(s) ds
d’ou` il vient
X∞(0) = X˜∞(0) = S˜∞(0;T )
{
S∞(T ; 0)X∞(0) +K1
∫ T
0
S∞(T ; s) Xobs(s) ds
}
+ K˜1
∫ 0
T
S˜∞(0; s) Xobs(s) ds
= S˜∞(0;T )S∞(T ; 0)X∞(0) +K1
∫ T
0
S˜∞(0;T )S∞(T ; s) Xobs(s) ds
+ K˜1
∫ 0
T
S˜∞(0; s) Xobs(s) ds
Il est important a` ce stade de remarquer que ces deux semi-groupes font intervenir la
meˆme fonction matricielle A∞(t) ainsi que les matrices K1I et K˜1I qui commutent
chacune avec A∞(t) pour tout t ∈ [0, T ]. Cela sugge`re d’introduire le semi-groupe
SA∞(t; s) associe´ a` l’e´quation dtX = A∞X avec conditions initiales ou finales a`
l’instant s. Les proprie´te´s de commutations assurent alors
S∞(t; s) = e−K1(t−s) SA∞(t; s)
S˜∞(t; s) = e+K˜1(t−s) SA∞(t; s).
Nous avons donc pour tout s ∈ [0, T ],
S˜∞(0;T )S∞(T ; s) = e−K˜1T SA∞(0;T ) e−K1(T−s) SA∞(T ; s)
= e−K˜1T e−K1(T−s) SA∞(0;T ) SA∞(T ; s)
= e−(K1+K˜1)T e+K1s SA∞(0; s)
En particulier pour s = 0,
S˜∞(0;T )S∞(T ; 0) = exp(−(K1 + K˜1)T ).
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Ceci permet d’en de´duire la valeur de X∞(0) :
X∞(0) = (1− e−(K1+K˜1)T )−1
{
K1
∫ T
0
S˜∞(0;T )S∞(T ; s) Xobs(s)ds
+ K˜1
∫ 0
T
S˜∞(0; s) Xobs(s)ds
}
puis la l’expression de X∞(t) pour t ∈ [0, T ] :
X∞(t) = S∞(t; 0)X∞(0) +K1
∫ t
0
S∞(t; s)Xobs(s)ds
Ceci ache`ve la de´monstration du the´ore`me 3.
Apre`s avoir rappele´ l’algorithme de nudging BFN et propose´ des algorithmes
de nudging pi–BFN avec apprentissage de parame`tres, nous pre´sentons maintenant
deux applications. La premie`re consiste a` appliquer le nudging BFN a` un proble`me
d’advection dans lequel les observations ne recouvrent pas l’ensemble du domaine
de simulation. La seconde concerne l’application de l’algorithme pi–BFN a` ce meˆme
proble`me.
5 Application
5.1 Assimilation sur un sous domaine
Les observations et les estimations des variables atmosphe´riques obtenues par
une reconstruction de l’atmosphe`re locale ne couvrent qu’un volume limite´ en com-
paraison avec les grilles des mode`les me´te´orologiques. L’assimilation des observations
ne peut donc se faire que sur quelques points de grille. Si nous assimilons de telles
observations a` l’aide de l’algorithme de nudging BFN, quel est leur impact sur la
mode´lisation globale de l’atmosphe`re ?
Pour apporter une premie`re re´ponse, nous nous plac¸ons dans un cas 1D pe´riodique
simple. Le mode`le conside´re´ est une advection pure :
∂tu+ ∂x(au) = 0 (9.5)
ou` u est la quantite´ advecte´e, et a est la vitesse d’advection. Le proble`me de nudging
direct et re´trograde que nous conside´rons est donc :
∂tu+ ∂x(au) = K(uobs − u)
∂tu˜+ ∂x(au˜) = −K˜(uobs − u˜)
(9.6)
ou` uobs est l’observation de u, l’ope´rateur d’observation est simplement l’identite´.
Dans les pre´ce´dents travaux, l’algorithme BFN a e´te´ applique´ au cas des observations
disponibles en tout point, ou en des points e´qui-re´partis sur le domaine de simulation
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[5]. Dans notre proble`me les observations sont disponibles a` chaque instant, mais pas
sur l’ensemble du domaine. Les observations couvrent uniquement un sous domaine
compact (K et K˜ sont strictement positifs sur le compact observe´, nuls ailleurs). De
plus, nous conside´rerons que les observations disponibles sont parfaites.
Nous nous plac¸ons dans le cas ou` la vitesse d’advection a est constante en es-
pace. En une dimension, nous discre´tisons l’e´quation d’advection 9.5 en utilisant un
sche´ma d’Euler de´centre´ :
un+1i − uni
∆t + a
uni − uni−1
∆x = 0
Pour que le sche´ma soit stable, la vitesse d’advection a doit eˆtre positive et la condi-
tion CFL σ = a∆t∆x doit eˆtre strictement infe´rieure a` 1. La discre´tisation de l’e´quation
introduit un terme de diffusion nume´rique. Nume´riquement, nous re´solvons au se-
cond ordre l’e´quation e´quivalente d’advection-diffusion suivante :
∂tu+ ∂x(au) = ν∂xxu
ou` ν est le coefficient de diffusion nume´rique, suppose´ positif, constant en temps et
en espace, et relativement faible. L’e´quation discre´tise´e est donne´e par :
un+1i − uni
∆t + a
uni − uni−1
∆x = ν
uni − 2uni−1 + uni−2
∆x2 +O(∆x
2)
Ce phe´nome`ne de diffusion et ce qu’il implique sur le proble`me de nudging BFN
ont de´ja` e´te´ e´tudie´s par Auroux et al [8]. Les observations utilise´es pour le nudging
ne proviennent pas d’une e´quation discre´tise´e, elles sont donc solution de l’e´quation
d’advection pure :
∂tuobs + ∂x(auobs) = 0
Apre`s discre´tisation des e´quations du syste`me 9.6, nous obtenons :
un+1i − uni
∆t + a
uni − uni−1
∆x = K(u
n
obs,i − uni )
u˜n+1i − u˜ni
∆t + a
u˜n+1i+1 − u˜n+1i
∆x = −K˜(u
n+1
obs,i − u˜n+1i )
(9.7)
Nous allons re´soudre ce proble`me dans deux situations. Dans la premie`re, les
observations seront e´qui-re´parties sur l’ensemble du domaine. Dans la seconde, elles
seront place´es sur un compact en amont de l’e´coulement. Les deux re´partitions
utilise´es sont repre´sente´es sur la figure 9.1.
5.2 Algorithme pi–BFN : observation de la vitesse
Nous pre´sentons ici une application de l’algorithme pi–BFN. Le parame`tre que
nous cherchons a` apprendre est la vitesse d’advection a de l’e´quation 9.5. Nous
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Cas 1
Cas 2
Figure 9.1 – Cas 1 : les observations sont e´qui-re´parties sur le domaine de simu-
lation. Cas 2 : les observations se situent uniquement sur un compact connexe en
amont du domaine. Dans les deux cas, les mailles contenant une observation sont
grise´es.
conside´rons que les observations couvrent une sous partie compacte du domaine de
simulation.
Nous supposons que la vitesse d’advection a est constante en espace sur le com-
pact observe´, note´ Ωobs. Les observations de u satisfont l’e´quation d’advection sui-
vante
∂tuobs + aobs∂xuobs = 0 (9.8)
ou` aobs correspond a` l’observation de la vitesse de propagation de uobs sur Ωobs.
En inte´grant l’e´quation 9.8 sur le compact observe´ Ωobs nous obtenons :
dt
∫
Ωobs
uobs(t, x)dx+ aobs[uobs]
x+
obs
x−
obs
= 0 (9.9)
Sous l’hypothe`se que a est constante sur le compacte observe´ Ωobs, l’observation
de a s’e´crit d’apre`s l’e´quation 9.9 :
aobs = −
(
dt
∫
Ωobs
uobs(t, x)dx
)
/[uobs]
x+
obs
x−
obs
(9.10)
Il est ainsi possible d’e´tendre l’apprentissage de u par nudging BFN a` l’appren-
tissage de la vitesse d’advection a. Le proble`me de nudging direct avec apprentissage
de la vitesse d’advection est de´crit par le syste`me suivant :

∂tu+ a∂xu = K(uobs − u)
aobs = −
(
dt
∫
Ωobs uobs(t, x)dx
)
/[uobs]
x+
obs
x−
obs
dta = K(aobs − a)
Le proble`me re´trograde s’e´crit de manie`re syme´trique :

∂tu˜+ a˜∂xu˜ = −K(uobs − u˜)
aobs = −
(
dt
∫
Ωobs uobs(t, x)dx
)
/[uobs]
x+
obs
x−
obs
dta˜ = −K(aobs − a˜)
Dans l’application nume´rique, une fois que les observations aobs de la vitesse d’ad-
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vection sont donne´es, nous re´solvons le proble`me pi–BFN discre´tise´ suivant :

un+1i − uni
∆t + a
n u
n
i − uni−1
∆x = K(u
n
obs,i − uni )
an+1 = an +K(anobs − an)
et 
u˜n+1i − u˜ni
∆t + a˜
n+1 u˜
n+1
i+1 − u˜n+1i
∆x = −K˜(u
n+1
obs,i − u˜n+1i )
a˜n = a˜n+1 +K(an+1obs − a˜n+1)
Dans les sections 6.3 et 6.4 nous appliquons ce proble`me a` un cas simple (1D
pe´riodique). Tout d’abord, la vitesse d’advection a est suppose´e constante dans
l’espace et dans le temps. Nous nous inte´ressons ensuite au cas ou` elle de´pend du
temps.
6 Re´sultats
6.1 Influence de la re´partition des observations avec une
condition initiale nulle
Pour e´valuer les performances de l’algorithme BFN dans le cas ou` les observations
ne recouvrent pas l’ensemble du domaine, nous allons comparer deux simulations :
une premie`re simulation ou` les observations sont e´qui-re´parties, et une seconde dans
laquelle les observations se situent sur un compact en amont du domaine. Le cas
traite´ est simple. Nous avons choisi comme mode`le l’e´quation d’advection pure (9.5).
La quantite´ advecte´e est mode´lise´e par un sinus. Nous nous plac¸ons sur un domaine
pe´riodique, repre´sente´ par le segment [0,1] et discre´tise´ en 100 mailles. Nous notons
T la dure´e physique des simulations ; et τ = L
a
le temps de parcours du domaine
complet de longueur L a` la vitesse a, constante en espace et en temps. Dans les
premiers travaux pre´sente´s, les coefficients de nudging sont fixe´s a` K = K˜ = 4. Ce
choix est inspire´ de l’article d’Auroux [5].
Pour bien mettre en e´vidence l’effet du nudging, nous nous plac¸ons dans la situa-
tion la plus pessimiste. Nous conside´rons qu’au de´but de la pe´riode d’assimilation
le mode`le ne repre´sente aucun phe´nome`ne. La condition initiale est donc nulle sur
l’ensemble du domaine.
Nous allons pre´senter les re´sultats de quatre expe´riences. L’objectif des deux
premie`res est d’e´tudier l’influence de la taille du domaine observe´ suivant la dure´e
de la simulation (infe´rieure ou supe´rieure au temps de parcours τ). Les expe´riences
3 et 4 permettent d’e´tudier l’influence du nombre d’ite´rations de l’algorithme BFN.
Le tableau 9.1 re´sume les caracte´ristiques des diffe´rentes expe´riences.
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Exp. Observations Dure´e Nombred’ite´rations
Re´sultats
instant final
Re´sultats
instant initial
1 10% 0.5τ 5 x10% 3τ 5 x
2 30% 0.5τ 5 x30% 3τ 5 x
3 10% 0.5τ 5 x x10% 0.5τ 50 x x
4 30% 0.5τ 5 x x30% 0.5τ 50 x x
Table 9.1 – Pre´sentation des expe´riences re´alise´es. Les observations couvrent par-
tiellement le domaine de simulation. Les simulations sont conside´re´es courtes lorsque
leur dure´e est infe´rieure au temps de parcours τ . Le nombre d’ite´rations correspond
au nombre de fois ou` l’algorithme BFN est applique´.
Expe´rience 1 : 10% du domaine observe´, re´sultats pour 5 ite´rations du
BFN
L’e´tude de l’influence du sous domaine observe´ de´bute par la comparaison des
re´sultats obtenus a` partir des deux re´partitions possibles des observations (e´qui-
re´parties ou compactes) lorsqu’elles ne couvrent que 10% du domaine. La simulation
est courte, T = 0.5τ . Nous avons applique´ 5 ite´rations de l’algorithme BFN pour
obtenir a` l’instant final les courbes repre´sente´es sur la figure 9.2. Sur cette figure,
comme sur les suivantes, l’e´coulement se fait de la gauche vers la droite (a > 0).
D’apre`s ces courbes, nous pouvons voir que lorsque les observations sont place´es au
de´but du domaine, le nudging BFN apprend les variations de la partie amont du
domaine et le mode`le discre´tise´ les propage sur la partie aval. Lorsque les observa-
tions sont e´qui-re´parties, l’apprentissage est plus re´gulier, mais ne permet pas de
retrouver aussi bien la courbe de re´fe´rence sur la partie amont.
D’apre`s ces re´sultats, nous pouvons conclure que lorsque la dure´e physique de
la simulation est courte (T = 0.5τ), le nudging avec re´partition compacte des ob-
servations fonctionne mieux sur la partie amont, mais l’information apprise n’a pas
le temps de se propager au reste du domaine. Sur la partie aval, le nudging avec
e´qui-re´partition des observations donne logiquement de meilleurs re´sultats.
Nous avons ensuite re´alise´ la meˆme expe´rience sur une dure´e plus importante.
Pour T = 3τ , les re´sultats a` l’instant final sont pre´sente´s sur la figure 9.3. Nous
constatons que dans les deux cas l’apprentissage fonctionne bien. La re´partition
compacte des observations semble le´ge`rement plus efficace.
Pour mieux de´partager les deux types de re´partitions, inte´ressons-nous aux er-
reurs commises. Sur les figures 9.4 et 9.5, nous avons trace´ les erreurs moyennes
(Root Mean Square Error (RMSE)) en fonction du nombre d’ite´rations de nudging
168
0 10020 40 60 8010 30 50 70 90
0
2
2
3
1
1
3
2.5
1.5
0.5
0.5
1.5
2.5
Figure 9.2 – Expe´rience 1 : 10% du domaine observe´, t=T, dure´e de la simulation
T = 0.5τ . Les observations sont soit e´qui-re´parties, soit place´es sur un compact
couvrant 10% du domaine en amont de l’e´coulement (zone grise´e). Apre`s 5 ite´rations
du BFN, a` l’instant final on a en rouge la courbe de re´fe´rence qui est observe´e, en vert
la courbe corrige´e par les observations sur un compact, en noir la courbe corrige´e
par les observations e´qui-re´parties. La droite bleue correspond a` l’e´tat final sans
nudging (conditions initiales nulles).
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Figure 9.3 – Expe´rience 1 : 10% du domaine observe´, t=T, dure´e de la simulation
T = 3τ . Les observations sont soit e´qui-re´parties, soit place´es sur un compact cou-
vrant 10% du domaine en amont de l’e´coulement (zone grise´e). Apre`s 5 ite´rations
du BFN, a` l’instant final on a en rouge la courbe de re´fe´rence qui est observe´e,
en vert la courbe corrige´e par les observations sur un compact, en noir la courbe
corrige´e par les observations e´qui-re´parties. La droite bleue correspond a` l’e´tat final
sans nudging (conditions initiales nulles).
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Figure 9.4 – Expe´rience 1 : RMSE en fonction du nombre d’ite´rations de l’al-
gorithme BFN, avec la re´partition compacte des observations en vert et l’e´qui-
re´partition des observations en noir. Le domaine est observe´ a` 10%, T = 0.5τ .
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Figure 9.5 – Expe´rience 1 : RMSE en fonction du nombre d’ite´rations de l’al-
gorithme BFN, avec la re´partition compacte des observations en vert et l’e´qui-
re´partition des observations en noir. Le domaine est observe´ a` 10%, T = 3τ .
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Figure 9.6 – Expe´rience 1 : RMSE en fonction de la dure´e de la simulation (de
0.5τ a` 3τ), avec la re´partition compacte des observations en vert et l’e´qui-re´partition
des observations en noir. Le domaine est observe´ a` 10%, les erreurs sont calcule´es
apre`s 5 ite´rations de l’algorithme BFN. Pour les simulations longues, la re´partition
compacte permet un meilleur apprentissage qu’avec les observations e´qui-re´parties.
pour la simulation courte (T = 0.5τ) et pour la simulation longue (T = 3τ).
Pour la simulation courte, le nudging BFN avec e´qui-re´partition des observations
donne des RMSE tre`s infe´rieures au nudging avec re´partition compacte. Pour la
simulation longue, la re´partition compacte est plus efficace, si l’on fait au moins une
ite´ration de nudging BFN.
Pour de´terminer la dure´e physique de simulation a` partir de laquelle la re´partition
compacte est la plus efficace, nous avons trace´ les RMSE en fonction de la dure´e
de simulation (figure 9.6). Nous remarquons que pour les simulations de dure´e
supe´rieure a` 2τ , apre`s 5 ite´rations le nudging BFN donne de meilleurs re´sultats
pour la re´partition compacte des observations.
Pour les simulations longues, lorsque nous disposons de peu d’observations (10%
du domaine est observe´), la re´partition compacte est donc plus efficace. Cependant,
en pratique les phe´nome`nes mode´lise´s ne vivent pas sur un domaine pe´riodique.
Pour s’approcher de la re´alite´, nous devrons nous placer dans des cas ou` la dure´e
de la simulation T est infe´rieure au temps de parcours τ . Dans l’expe´rience 3, nous
essayerons de compenser la dure´e courte de la simulation par l’augmentation du
nombre d’ite´rations de l’algorithme BFN.
Expe´rience 2 : 30% du domaine observe´, re´sultats pour 5 ite´rations du
BFN
Cette expe´rience est en tout point semblable a` la pre´ce´dente mise a` par la taille du
domaine observe´. Nous observons ici 30% du domaine. L’objectif de cette expe´rience
est d’e´valuer l’influence de l’augmentation de la surface du domaine observe´.
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Figure 9.7 – Expe´rience 2 : 30% du domaine observe´, t=T, dure´e de la simulation
T = 0.5τ . Les observations sont soit e´qui-re´parties, soit place´es sur un compact
couvrant 30% du domaine en amont de l’e´coulement (zone grise´e). Apre`s 5 ite´rations
du BFN, a` l’instant final on a en rouge la courbe de re´fe´rence qui est observe´e, en vert
la courbe corrige´e par les observations sur un compact, en noir la courbe corrige´e
par les observations e´qui-re´parties. La droite bleue correspond a` l’e´tat final sans
nudging (conditions initiales nulles).
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Figure 9.8 – Expe´rience 2 : 30% du domaine observe´, t=T, dure´e de la simulation
T = 3τ . Les observations sont soit e´qui-re´parties, soit place´es sur un compact cou-
vrant 30% du domaine en amont de l’e´coulement (zone grise´e). Apre`s 5 ite´rations
du BFN, a` l’instant final on a en rouge la courbe de re´fe´rence qui est observe´e,
en vert la courbe corrige´e par les observations sur un compact, en noir la courbe
corrige´e par les observations e´qui-re´parties. La droite bleue correspond a` l’e´tat final
sans nudging (conditions initiales nulles).
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Sur la figure 9.7 nous avons trace´ les courbes obtenues pour une simulation de
dure´e T = 0.5τ , apre`s 5 ite´rations du nudging BFN. Naturellement, les courbes
apprises sont plus proches de la re´fe´rence que dans les simulations avec seulement
10% d’observations. Avec les observations e´qui-re´parties, l’apprentissage fonctionne
bien et la courbe apprise est proche de la courbe de re´fe´rence. Avec la re´partition
compacte des observations, l’apprentissage se fait tre`s bien sur la partie observe´e.
En aval des observations la courbe apprise s’e´carte petit a` petit de la re´fe´rence. La
dure´e de la simulation limite la propagation de l’information apprise.
La figure 9.8 pre´sente les re´sultats obtenus a` l’instant final dans la meˆme configu-
ration pour une simulation longue, T = 3τ ( 30% du domaine observe´ suivant deux
re´partitions diffe´rentes, et 5 ite´rations du BFN). Dans ce cas, l’apprentissage fonc-
tionne presque aussi bien pour la re´partition compacte que pour l’e´qui-re´partition
des observations.
Le trace´ des RMSE en fonction du nombre d’ite´rations du BFN confirme que sur
une dure´e courte il est plus efficace de re´partir e´quitablement les observations que
de les placer sur un compact (figure 9.9). Dans le cas de la simulation longue, nous
retrouvons sur le trace´ des RMSE le fait que les deux types de re´partition donnent
des re´sultats tre`s proches. Le nudging avec observations e´qui-re´parties pre´sente tout
de meˆme des RMSE le´ge`rement plus faibles.
Par rapport a` l’expe´rience 1, nous remarquons qu’avec 30% du domaine observe´,
l’e´qui-re´partition des observations est pre´fe´rable, que la simulation soit courte ou
longue. L’e´cart entre les courbes apprises a` partir des deux re´partitions diminue avec
l’augmentation de la dure´e de la simulation. Dans l’expe´rience 4, nous regarderons
l’influence du nombre d’ite´rations de nudging BFN pour un domaine observe´ a` 30%,
et nous verrons si les ite´rations ont pour effet d’augmenter artificiellement la dure´e
de la simulation.
Expe´rience 3 : 10% du domaine observe´, re´sultats pour 50 ite´rations du
BFN
L’expe´rience 1 a montre´ que pour les simulations longues, le nudging BFN re´alise´
sur un domaine observe´ a` 10% est plus efficace si les observations sont re´parties sur
un compact en amont du domaine. L’objectif de l’expe´rience 3 est d’e´tudier l’in-
fluence de l’augmentation du nombre d’ite´rations du BFN sur l’apprentissage de la
courbe de re´fe´rence. Nous verrons ainsi si, pour les simulations courtes, l’augmenta-
tion du nombre d’ite´rations peut correspondre a` un allongement artificiel du temps
de simulation.
Les figures 9.11 et 9.12 repre´sentent a` l’instant initial et a` l’instant final, les
re´sultats obtenus pour une simulation courte T = 0.5τ apre`s 50 ite´rations du BFN.
Pour la re´partition compacte des observations, nous remarquons a` l’instant initial
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Figure 9.9 – Expe´rience 2 : RMSE en fonction du nombre d’ite´rations de l’al-
gorithme BFN, avec la re´partition compacte des observations en vert et l’e´qui-
re´partition des observations en noir. Le domaine est observe´ a` 30%, T = 0.5τ .
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Figure 9.10 – Expe´rience 2 : RMSE en fonction du nombre d’ite´rations de l’al-
gorithme BFN, avec la re´partition compacte des observations en vert et l’e´qui-
re´partition des observations en noir. Le domaine est observe´ a` 30%, T = 3τ .
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que les ite´rations de l’algorithme BFN ont permis de re´tro-propager l’information
apprise par le nudging direct jusqu’a` la condition initiale. A l’instant final, la partie
amont de la courbe est correctement apprise, mais en aval l’information ne s’est pas
propage´e malgre´ le grand nombre d’ite´rations. A l’instant initial comme a` l’instant
final, la partie de la courbe qui n’a jamais traverse´ la zone observe´e est recons-
truite par une approximation line´aire. Ce re´sultat est cohe´rent avec l’e´quation de
restauration line´aire obtenue par Auroux et al [8].
Lorsque les observations sont e´qui-re´parties, l’apprentissage donne des re´sultats
comparables avec 50 ite´rations a` ceux obtenus avec seulement 5 ite´rations du BFN,
a` l’instant initial comme a` l’instant final.
Pour mieux qualifier l’influence du nombre d’ite´rations de l’algorithme sur l’ap-
prentissage de la solution de re´fe´rence, nous avons repre´sente´ les RMSE en fonction
du nombre d’ite´rations. Sur la figure 9.13 nous avons trace´ les RMSE repre´sentant
l’e´cart entre les courbes apprises et la courbe de re´fe´rence pour l’instant initial et
l’instant final. Pour la re´partition re´gulie`re des observations, l’erreur diminue avec
le nombre d’ite´rations dans les deux cas. En revanche, l’allure de l’erreur pour la
re´partition compacte des observations est surprenante : apre`s une diminution pour
les premie`res ite´rations, l’erreur croˆıt avec le nombre d’ite´rations. Nous pouvons
e´galement remarquer que les RMSE sont identiques aux deux instants repre´sente´s.
Le nudging BFN permet d’apprendre aussi bien l’e´tat initial que l’e´tat final.
Pour mieux comprendre cette croissance inattendue du RMSE, nous avons trace´
les courbes obtenues apre`s 5 et 50 ite´rations de l’algorithme pour l’instant initial
et l’instant final (respectivement figures 9.14 et 9.15). A l’instant initial, nous re-
marquons que l’information re´tro-propage´e sur la partie droite de la courbe est de
meilleure qualite´ apre`s 50 ite´rations. La courbe apprise est plus proche de la courbe
de re´fe´rence. L’augmentation de l’erreur est lie´e a` l’e´volution de la partie gauche.
Apre`s 50 ite´rations elle s’e´carte de la courbe initialement nulle. En accord avec
l’e´quation de restauration line´aire [8], elle relie de manie`re line´aire le dernier point
observe´ a` la partie corrige´e graˆce a` la re´tro-propagation. Nous pouvons faire le meˆme
constat a` l’instant final.
La croissance de l’erreur avec le nombre d’ite´rations est donc lie´e a` l’erreur
commise sur la partie de la courbe qui n’est pas observe´e durant la simulation.
Cette croissance ne concerne donc pas la partie de la courbe qu’il est possible d’ap-
prendre lors d’une simulation courte. Sur cette partie, l’augmentation du nombre
d’ite´rations ame´liore les re´sultats. Pour les observations e´qui-re´parties, les trace´s
confirment qu’un grand nombre d’ite´rations ame´liore l’apprentissage de la courbe
de re´fe´rence. Lorsque nous observons 10% du domaine de manie`re re´gulie`re sur une
courte pe´riode, un grand nombre d’ite´rations de l’algorithme BFN ame´liore l’ap-
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Figure 9.11 – Expe´rience 3 : a` t=0, 10% du domaine observe´, dure´e de la simulation
T = 0.5τ . Les observations sont soit e´qui-re´parties, soit place´es sur un compact cou-
vrant 10% du domaine en amont de l’e´coulement (zone grise´e). Apre`s 50 ite´rations
du BFN, on a en rouge la courbe de re´fe´rence qui est observe´e, en vert la courbe
corrige´e par les observations sur un compact, en noir la courbe corrige´e par les obser-
vations e´qui-re´parties. La droite bleue correspond a` l’e´tat initial (conditions initiales
nulles).
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Figure 9.12 – Expe´rience 3 : a` t=T, 10% du domaine observe´, dure´e de la si-
mulation T = 0.5τ . Les observations sont soit e´qui-re´parties, soit place´es sur un
compact couvrant 10% du domaine en amont de l’e´coulement (zone grise´e). Apre`s
50 ite´rations du BFN, on a en rouge la courbe de re´fe´rence qui est observe´e, en vert
la courbe corrige´e par les observations sur un compact, en noir la courbe corrige´e
par les observations e´qui-re´parties. La droite bleue correspond a` l’e´tat final sans
nudging (conditions initiales nulles).
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Figure 9.13 – Expe´rience 3 : RMSE en fonction du nombre d’ite´rations de l’al-
gorithme BFN, avec la re´partition compacte des observations en vert et l’e´qui-
re´partition des observations en noir. Le domaine est observe´ a` 10%, T = 0.5τ .A
droite, les RMSE a` l’instant initial t=0, a` gauche les RMSE a` l’instant final t=T.
prentissage de la courbe de re´fe´rence. Cependant, pour une re´partition compacte
des observations, les re´sultats ne sont pas e´quivalents a` ceux obtenus lors de la
simulation longue pre´sente´e dans l’expe´rience 1.
La comparaison des RMSE obtenues lorsque le domaine est observe´ a` 10% est
faite a` l’aide du tableau 9.2. Nous constatons que dans le cas des observations
re´gulie`rement re´parties, l’augmentation du nombre d’ite´rations de nudging est com-
parable, et meˆme pre´fe´rable a` l’augmentation de la dure´e de simulation. Nous arri-
vons a` la conclusion inverse lorsque les observations sont place´es sur un compact :
les erreurs associe´es a` la simulation courte sont tre`s supe´rieures a` celles associe´es a`
la simulation longue. Ces diffe´rences s’expliquent par le fait que la simulation est
trop courte pour que l’ensemble de la courbe soit observe´e dans le cas d’observations
compactes.
Obs. 10% Dure´e Nombred’ite´rations
RMSE
instant initial
RMSE
instant final
Re´gulie`re 0.5τ 50 0.713 0.7183.5τ 5 0.722 0.749
Compacte 0.5τ 50 2.005 2.0103.5τ 5 0.737 0.711
Table 9.2 – Expe´rience 3 : RMSE associe´es a` deux simulations (une courte et une
longue), pour l’e´tat initial et l’e´tat final. L’ide´e est de comparer les re´sultats obtenus
graˆce l’allongement artificiel de la dure´e de la simulation par les ite´rations de BFN
aux re´sultats d’une simulation longue. Le domaine est observe´ a` 10%.
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Expe´rience 3 : Influence du nombre d’ite´rations de l’algorithme BFN
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Figure 9.14 – Expe´rielnce 3 : Re´sultats apre`s 5 ite´rations (trait plein) et apre`s
50 ite´rations (pointille´s) a` t=0, 10% du domaine observe´, dure´e de la simulation
T = 0.5τ . Les observations sont soit e´qui-re´parties, soit place´es sur un compact
(zone grise´e). On a en rouge la courbe de re´fe´rence qui est observe´e, en vert la
courbe corrige´e par les observations sur un compact, en noir la courbe corrige´e par
les observations e´qui-re´parties. La droite bleue correspond a` l’e´tat initial (conditions
initiales nulles).
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Figure 9.15 – Expe´rielnce 3 : Re´sultats apre`s 5 ite´rations (trait plein) et apre`s
50 ite´rations (pointille´s) a` t=T, 10% du domaine observe´, dure´e de la simulation
T = 0.5τ . Les observations sont soit e´qui-re´parties, soit place´es sur un compact
(zone grise´e). On a en rouge la courbe de re´fe´rence qui est observe´e, en vert la
courbe corrige´e par les observations sur un compact, en noir la courbe corrige´e par
les observations e´qui-re´parties. La droite bleue correspond a` l’e´tat final sans nudging
(conditions initiales nulles).
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Expe´rience 4 : 30% du domaine observe´, re´sultats pour 50 ite´rations du
BFN
Notre e´tude sur l’influence de la taille et de la forme du domaine observe´ se
termine par la comparaison de 5 et de 50 ite´rations du BFN sur 30% du domaine
observe´. Mise a` part la taille du domaine observe´, cette expe´rience est similaire a`
l’expe´rience 3.
Sur la figure 9.16 nous pouvons remarquer l’excellent apprentissage de la courbe
a` l’instant initial lorsque le BFN est applique´ a` des observations e´qui-re´parties.
Pour l’apprentissage a` partir d’observations sur un compact, nous remarquons que
la re´tro-propagation de l’information a tre`s bien fonctionne´. La courbe ainsi apprise
est parfois meilleure que celle obtenue avec les observations e´qui-re´parties. Comme
pour les re´sultats de l’expe´rience 3, la partie de la courbe qui n’est pas observe´e
durant la simulation est reconstruite de manie`re line´aire.
La figure 9.17 repre´sente les re´sultats obtenus a` l’instant final. L’apprentissage a`
partir d’observations re´gulie`rement re´parties donne de tre`s bons re´sultats. Lorsque
les observations sont place´es sur un compact, l’algorithme BFN applique´ a` ces ob-
servations fonctionne naturellement mieux sur la partie observe´e que la version ap-
plique´e aux observations e´qui-re´parties. Ailleurs, l’e´qui-re´partition des observations
reste la plus efficace.
Lorsque les observations couvrent 30% du domaine, les RMSE diminuent avec
l’augmentation du nombre d’ite´rations de nudging pour les deux modes de re´partition
des observations. Nous les avons repre´sente´es sur la figure 9.18 pour l’e´tat initial et
pour l’e´tat final. Nous remarquons qu’il y a convergence de l’erreur en une dizaine
d’ite´rations.
Lorsque le domaine est observe´ de manie`re re´gulie`re, les ite´rations de nudging
permettent de compenser la courte dure´e de simulation. Par contre, lorsque les ob-
servations sont place´es sur un compact, les ite´rations ne permettent pas d’apprendre
la courbe de re´fe´rence sur l’ensemble de la courbe.
La comparaison des RMSE obtenues lorsque le domaine est observe´ a` 30% est
faite a` l’aide du tableau 9.3. Nous constatons que dans le cas des observations
re´gulie`rement re´parties, l’augmentation des ite´rations de nudging est pre´fe´rable a`
l’augmentation de la dure´e de simulation. Nous pouvons tirer la conclusion inverse
lorsque les observations sont place´es sur un compact. Comme pour l’expe´rience 3,
ces diffe´rences s’expliquent par le fait que la simulation est trop courte pour que
l’ensemble de la courbe soit observe´e dans le cas d’observations compactes.
Les figures 9.19 et 9.20 illustrent ces diffe´rences. Pour les observations e´qui-
re´parties nous retrouvons des re´sultats tre`s proches pour les deux simulations (T =
0.5τ avec 50 ite´rations et T = 3.5τ avec 5 ite´rations). En revanche pour la re´partition
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Figure 9.16 – Expe´rience 4 : a` t=0, 30% du domaine observe´, dure´e de la simulation
T = 0.5τ . Les observations sont soit e´qui-re´parties, soit place´es sur un compact cou-
vrant 30% du domaine en amont de l’e´coulement (zone grise´e). Apre`s 50 ite´rations
du BFN, on a en rouge la courbe de re´fe´rence qui est observe´e, en vert la courbe
corrige´e par les observations sur un compact, en noir la courbe corrige´e par les obser-
vations e´qui-re´parties. La droite bleue correspond a` l’e´tat initial (conditions initiales
nulles).
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Figure 9.17 – Expe´rience 4 : a` t=T, 30% du domaine observe´, dure´e de la si-
mulation T = 0.5τ . Les observations sont soit e´qui-re´parties, soit place´es sur un
compact couvrant 30% du domaine en amont de l’e´coulement (zone grise´e). Apre`s
50 ite´rations du BFN, on a en rouge la courbe de re´fe´rence qui est observe´e, en vert
la courbe corrige´e par les observations sur un compact, en noir la courbe corrige´e
par les observations e´qui-re´parties. La droite bleue correspond a` l’e´tat final sans
nudging (conditions initiales nulles).
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Figure 9.18 – Expe´rience 4 : RMSE en fonction du nombre d’ite´rations de l’al-
gorithme BFN, avec la re´partition compacte des observations en vert et l’e´qui-
re´partition des observations en noir. Le domaine est observe´ a` 30%, T = 0.5τ .
A droite, les RMSE a` l’instant initial t=0, a` gauche les RMSE a` l’instant final t=T.
Obs. 30% Dure´e Nombred’ite´rations
RMSE
instant initial
RMSE
instant final
Re´gulie`re 0.5τ 50 0.278 0.2793.5τ 5 0.309 0.312
Compacte 0.5τ 50 0.688 0.6843.5τ 5 0.366 0.324
Table 9.3 – Expe´rience 4 : RMSE associe´es a` deux simulations (une courte et une
longue), pour l’e´tat initial et l’e´tat final. L’ide´e est de comparer les re´sultats obtenus
graˆce l’allongement artificiel de la dure´e de la simulation par les ite´rations de BFN
aux re´sultats d’une simulation longue. Le domaine est observe´ a` 30%.
compacte des observations, les e´carts sont plus marque´s.
Les re´sultats des quatre expe´riences que nous avons pre´sente´s re´pondent a` la
question de l’influence de l’assimilation d’observation sur un sous-domaine, dans
un cas 1D simple. L’ide´al serait bien entendu d’observer l’ensemble du domaine.
L’observation d’un sous-domaine s’ave`re moins efficace que l’observation re´gulie`re
du domaine. Cependant, le nudging BFN a` partir d’observations compactes montre
des re´sultats encourageants : l’information apprise par les ite´rations directes est bien
re´tro-propage´e jusqu’a` l’e´tat a` l’instant initial. Il s’en suit que dans la situation la
plus pessimiste (condition initiale nulle) l’apprentissage de l’e´tat initial est aussi bon
que l’apprentissage de l’e´tat a` l’issue de la pe´riode d’assimilation.
Les expe´riences pre´sente´es ont permis de tester le nudging a` partir d’observations
compactes dans des cas pessimistes non seulement a` cause de la condition initiale
nulle, mais e´galement par la pe´riode d’assimilation tre`s courte. Lorsque que T =
0.5τ , seule la moitie´ des points de la courbe corrige´e par le nudging ont effectivement
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Augmentation du nombre d’ite´rations vs. augmentation de la dure´e de
simulation
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Figure 9.19 – Expe´rience 4 : Re´sultats pour t = 3.5τ apre`s 5 ite´rations (trait plein)
et pour t = 0.5τ apre`s 50 ite´rations (pointille´s) a` t = 0, 30% du domaine observe´.
Les observations sont soit e´qui-re´parties, soit place´es sur un compact (zone grise´e).
On a en rouge la courbe de re´fe´rence qui est observe´e, en vert la courbe corrige´e
par les observations sur un compact, en noir la courbe corrige´e par les observations
e´qui-re´parties. La droite bleue correspond a` l’e´tat initial (conditions initiales nulles).
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Figure 9.20 – Expe´rience 4 :Re´sultats pour t = 3.5τ apre`s 5 ite´rations (trait plein)
et pour t = 0.5τ apre`s 50 ite´rations (pointille´s) a` t = T , 30% du domaine observe´.
Les observations sont soit e´qui-re´parties, soit place´es sur un compact (zone grise´e).
On a en rouge la courbe de re´fe´rence qui est observe´e, en vert la courbe corrige´e
par les observations sur un compact, en noir la courbe corrige´e par les observations
e´qui-re´parties. La droite bleue correspond a` l’e´tat final sans nudging (conditions
initiales nulles).
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traverse´ la zone observe´e. L’information apprise par l’assimilation des observations
n’a donc pas eu le temps de se propager a` l’ensemble du domaine que nous cherchons
a` corriger. Nous allons maintenant e´tudier l’influence de la qualite´ de la condition
initiale, dans le cas de simulations courtes.
6.2 Influence de la re´partition des observations avec une
condition initiale exacte
Nous avons montre´ que l’algorithme de nudging BFN est capable d’apprendre
un e´tat de re´fe´rence en partant d’une condition initiale nulle. Nous nous inte´ressons
maintenant a` l’apprentissage par nudging dans le cas ou` la condition initiale est
connue de manie`re exacte, pour les deux re´partitions des observations possibles.
Pour prendre en compte la non pe´riodicite´ de l’atmosphe`re, nous ne nous inte´res-
serons ici qu’aux simulations courtes, c’est-a`-dire de dure´e infe´rieure au temps de
parcours du domaine. Les points des courbes corrige´es graˆce aux observations com-
pactes traversent au plus une fois la zone observe´e.
Nous pre´sentons d’abord une expe´rience similaire aux pre´ce´dentes, avec condition
initiale exacte. Nous pourrons ainsi comparer les solutions obtenues apre`s conver-
gence des ite´rations de nudging en fonction de la condition initiale.
Ensuite, nous e´tudierons l’influence des valeurs des coefficients de nudging. Jus-
qu’a` pre´sent pour toutes les expe´riences que nous avons montre´es, K et K˜ e´taient
e´gaux et constants, K = K˜ = 4. Ces valeurs seront fixe´es a` K = 15 et K˜ = 30.
L’expe´rience suivante portera sur la dure´e de la simulation. Nous nous inte´ressons
au cas ou` la pe´riode d’assimilation est e´gale au temps de parcours du domaine. Cette
expe´rience repre´sente un cas ide´al : la condition initiale est parfaitement connue et
la pe´riode d’assimilation est suffisamment longue pour que l’ensemble des points de
la courbe a` corriger ait traverse´ la zone observe´e.
La dernie`re expe´rience mene´e revient sur la question de la taille du domaine
observe´. Nous regarderons l’influence de la diminution du domaine observe´, dans le
cas ide´al ou` la pe´riode d’assimilation est e´gale au temps de parcours du domaine.
Les parame`tres associe´s a` ces expe´riences sont re´sume´s dans le tableau 9.4.
Expe´rience 5 : coefficients K = K˜ = 4, 30% du domaine observe´,re´sultats
a` partir d’une condition initiale exacte apre`s 50 ite´rations pour T = 0.5τ
Dans un premier temps, pour tester uniquement l’influence de la condition ini-
tiale, nous reproduisons la simulation re´alise´e dans l’expe´rience 4. Nous partons cette
fois-ci d’une condition initiale exacte et nous nous inte´ressons aux re´sultats obtenus
apre`s 50 ite´rations de l’algorithme BFN. Le domaine est observe´ a` 30%, et la dure´e
de simulation est d’un demi temps de parcours, T = 0.5τ .
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Figure 9.21 – Expe´rience 5 : K = K˜ = 4, a` t=0, 30% du domaine observe´, dure´e
de la simulation T = 0.5τ . Les observations sont soit e´qui-re´parties, soit place´es sur
un compact (zone grise´e). Apre`s 50 ite´rations du BFN, on a en rouge la courbe de
re´fe´rence qui est observe´e, en vert la courbe corrige´e par les observations sur un
compact, en noir la courbe corrige´e par les observations e´qui-re´parties. La courbe
bleue correspond a` l’e´tat initial (conditions initiales exactes).
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Figure 9.22 – Expe´rience 5 : K = K˜ = 4, a` t=T, 30% du domaine observe´, dure´e
de la simulation T = 0.5τ . Les observations sont soit e´qui-re´parties, soit place´es sur
un compact (zone grise´e). Apre`s 50 ite´rations du BFN, on a en rouge la courbe de
re´fe´rence qui est observe´e, en vert la courbe corrige´e par les observations sur un
compact, en noir la courbe corrige´e par les observations e´qui-re´parties. La droite
bleue correspond a` l’e´tat final sans nudging (conditions initiales exactes).
184
Exp. Observations Dure´e Nombred’ite´rations
Condition
initiale K K˜
5 30% 0.5τ 50 Exacte 4 4
6 30% 0.5τ 50 Exacte 15 30
7 30% 1τ 50 Exacte 15 30
8 10% 1τ 50 Exacte 15 3020 40
Table 9.4 – Expe´riences conditions initiales exactes. Toutes les simulations ef-
fectue´es sont courtes.
Comme l’illustrent les figures 9.21 et 9.22, le nudging BFN ne permet pas de
compenser l’effet de la diffusion avec une condition initiale exacte, pour T = 0.5τ
et K = K˜ = 4. L’algorithme de´te´riore meˆme la simulation : a` la fin de la pe´riode
d’assimilation de donne´es les e´tats appris graˆce au nudging sont plus e´loigne´s de
l’e´tat de re´fe´rence que l’e´tat final sans correction par l’observation.
En comparant les RMSE des solutions apprises par nudging BFN a` partir d’une
condition initiale exacte ou d’une condition initiale nulle, nous remarquons que les
solutions obtenues apre`s convergence de l’algorithme sont identiques. Le tableau 9.5
pre´sente les erreurs moyennes associe´es aux solutions apprises apre`s 50 ite´rations de
nudging pour K = K˜ = 4 et T = 0.5τ suivant les conditions initiales.
Obs. 30% Dure´e K K˜ Conditioninitiale
RMSE
instant initial
RMSE
instant final
Re´gulie`re 0.5τ 4 4 Exacte 0.279 0.279Nulle 0.279 0.279
Compacte 0.5τ 4 4 Exacte 0.703 0.696Nulle 0.705 0.697
Sans observation 0.5τ Exacte 0 0.134
Table 9.5 – Expe´rience 5 : comparaison des RMSE en fonction des conditions
initiales. Le domaine est observe´ a` 30%.
Ces re´sultats montrent que l’apprentissage par nudging ne de´pend pas de la
condition initiale. Quand la simulation ne mode´lise pas correctement l’e´tat re´el, la
courbe apprise par nudging est plus proche de la re´fe´rence que la solution diffusive.
Quand la simulation est de bonne qualite´ (condition initiale exacte), en temps court
la diffusion n’affecte que le´ge`rement la solution non corrige´e. La solution obtenue
apre`s convergence du nudging est plus e´loigne´e de l’e´tat re´el que la solution non
corrige´e.
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Expe´rience 6 : coefficients K = 15 K˜ = 30, 30% du domaine observe´,
re´sultats a` partir d’une condition initiale exacte apre`s 50 ite´rations pour
T = 0.5τ
Pour accroˆıtre l’effet du nudging par rapport a` la diffusion nume´rique, nous
augmentons les coefficients de rappel. Pour cette expe´rience et les suivantes, K = 15
et K˜ = 30.
Avec une condition initiale exacte et en temps court, une forte augmentation des
coefficients K et K˜ est ne´cessaire pour que le nudging BFN permette un meilleur
apprentissage de l’e´tat de re´fe´rence. D’apre`s les figures 9.23 et 9.24, lorsque les ob-
servations sont re´gulie`rement re´parties la courbe apprise par l’algorithme est proche
de la re´fe´rence, a` l’instant initial comme a` l’instant final. La solution corrige´e est
toutefois similaire a` la solution non corrige´e.
Lorsque les observations se situent sur un compact en amont du domaine, l’aug-
mentation des coefficients permet de mieux apprendre la partie de la courbe qui a
traverse´ la zone observe´e. Par contre, la reconstruction line´aire sur la partie qui n’est
jamais observe´e de´grade les solutions apprises a` l’instant initial et a` l’instant final.
D’apre`s les RMSE pre´sente´es dans le tableau 9.6, a` la fin de la pe´riode d’assimila-
tion la solution apprise graˆce au nudging et aux observations e´qui-re´parties est plus
proche de l’e´tat de re´fe´rence que la solution qui n’est pas corrige´e par l’observation.
L’e´tat initial est quant a` lui le´ge`rement de´grade´.
Obs. 30% Dure´e K K˜ Conditioninitiale
RMSE
instant initial
RMSE
instant final
Re´gulie`re 0.5τ 15 30 Exacte 0.068 0.096
Compacte 0.5τ 15 30 Exacte 0.399 0.395
Sans observation 0.5τ Exacte 0 0.134
Table 9.6 – Expe´rience 6 : comparaison des RMSE en fonction des conditions
initiales. Le domaine est observe´ a` 30%, K = 15, K˜ = 30.
Pour la re´partition compacte des observations, les RMSE confirment que sur une
dure´e aussi courte par rapport au temps de parcours du domaine (T = 0.5τ) le
nudging ne permet pas de corriger l’ensemble de la courbe.
D’apre`s l’expe´rience 6, lorsque la condition initiale est exacte, l’augmentation
des coefficients de nudging ne suffit pas a` l’algorithme pour corriger efficacement la
solution diffusive. Ce re´sultat semble logique au regard de la dure´e de la simulation,
qui ne permet pas a` l’ensemble des points de traverser la compact observe´.
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Figure 9.23 – Expe´rience 6 :K = 15 K˜ = 30, a` t=0, 30% du domaine observe´, dure´e
de la simulation T = 0.5τ . Les observations sont soit e´qui-re´parties, soit place´es sur
un compact (zone grise´e). Apre`s 50 ite´rations du BFN, on a en rouge la courbe de
re´fe´rence qui est observe´e, en vert la courbe corrige´e par les observations sur un
compact, en noir la courbe corrige´e par les observations e´qui-re´parties. La courbe
bleue correspond a` l’e´tat initial (conditions initiales exactes).
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Figure 9.24 – Expe´rience 6 : K = 15 K˜ = 30, a` t=T, 30% du domaine observe´,
dure´e de la simulation T = 0.5τ . Les observations sont soit e´qui-re´parties, soit
place´es sur un compact (zone grise´e). Apre`s 50 ite´rations du BFN, on a en rouge la
courbe de re´fe´rence qui est observe´e, en vert la courbe corrige´e par les observations
sur un compact, en noir la courbe corrige´e par les observations e´qui-re´parties. La
droite bleue correspond a` l’e´tat final sans nudging (conditions initiales exactes).
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Expe´rience 7 : coefficients K = 15 K˜ = 30, 30% du domaine observe´,
re´sultats a` partir d’une condition initiale exacte apre`s 50 ite´rations pour
T = 1τ
Pour l’expe´rience 7 nous nous plac¸ons dans le cas ide´al ou` la pe´riode d’assimi-
lation est e´gale au temps de parcours du domaine. Les points de la courbe corrige´e
ont donc tous traverse´ la zone observe´e, qui repre´sente 30% ici du domaine.
Sur la figure 9.25 nous constatons toujours une tre`s le´ge`re de´gradation de la
condition initiale lie´e aux ite´rations de nudging. La courbe apprise graˆce aux obser-
vations compactes est proche de la courbe de re´fe´rence, contrairement a` l’expe´rience
pre´ce´dente. Nous pouvons e´galement remarquer qu’il y a une nette ame´lioration de
l’apprentissage de l’e´tat final. Les courbes obtenues sont repre´sente´es sur la figure
9.26.
La comparaison des RMSE confirme que les ite´rations de nudging permettent
d’ame´liorer la repre´sentation de l’e´tat final (tableau 9.7). Dans cette configuration
(T = 1τ , K = 15, K˜ = 30 et domaine observe´ a` 30%), les deux re´partitions des
observations donnent des re´sultats similaires a` l’instant final. Sur la solution non
corrige´e, les effets de la diffusion nume´rique sont visibles. La correction apporte´e
par le nudging permet de diminuer de moitie´ l’erreur commise a` l’instant final.
Obs. 30% Dure´e K K˜ Conditioninitiale
RMSE
instant initial
RMSE
instant final
Re´gulie`re 1τ 15 30 Exacte 0.068 0.105
Compacte 1τ 15 30 Exacte 0.151 0.115
Sans observation 1τ Exacte 0 0.239
Table 9.7 – Expe´rience 7 : comparaison des RMSE en fonction des conditions
initiales. Le domaine est observe´ a` 30%, K = 15, K˜ = 30.
Cette expe´rience illustre les effets du nudging lorsque la pe´riode d’assimilation est
suffisamment longue pour que l’ensemble de la courbe ait traverse´ la zone observe´e.
Dans ce cas, l’information apprise est bien propage´e, et le nudging corrige la solution
a` l’instant final. Ve´rifions maintenant que pour un domaine observe´ sur une surface
plus faible, ces re´sultats restent valables.
Expe´rience 8 : coefficients K = 15 K˜ = 30, 10% du domaine observe´,
re´sultats a` partir d’une condition initiale exacte apre`s 50 ite´rations pour
T = 1τ
Nous reproduisons ici l’expe´rience pre´ce´dente, en observant 10% du domaine au
lieu de 30%.
Comme pour l’expe´rience 7, nous constatons sur les figures 9.27 et 9.28 que
les courbes apprises graˆce aux deux re´partitions des observations (compacte ou
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Figure 9.25 – Expe´rience 7 : K = 15 K˜ = 30, a` t=0, 30% du domaine observe´,
dure´e de la simulation T = 1τ . Les observations sont soit e´qui-re´parties, soit place´es
sur un compact (zone grise´e). Apre`s 50 ite´rations du BFN, on a en rouge la courbe
de re´fe´rence qui est observe´e, en vert la courbe corrige´e par les observations sur un
compact, en noir la courbe corrige´e par les observations e´qui-re´parties. La courbe
bleue correspond a` l’e´tat initial (conditions initiales exactes).
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Figure 9.26 – Expe´rience 7 : K = 15 K˜ = 30, a` t=T, 30% du domaine observe´,
dure´e de la simulation T = 1τ . Les observations sont soit e´qui-re´parties, soit place´es
sur un compact (zone grise´e). Apre`s 50 ite´rations du BFN, on a en rouge la courbe
de re´fe´rence qui est observe´e, en vert la courbe corrige´e par les observations sur un
compact, en noir la courbe corrige´e par les observations e´qui-re´parties. La droite
bleue correspond a` l’e´tat final sans nudging (conditions initiales exactes).
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re´gulie`re) sont tre`s proches. A l’instant final, il est difficile de les diffe´rencier de
la solution non corrige´e.
Les RMSE confirment que les trois solutions sont similaires, lorsque K = 15 et
K˜ = 30. Par contre, en augmentant encore leur valeur, les erreurs commises sur
les solutions corrige´es diminuent. On retrouve alors un re´sultat proche de ceux de
l’expe´rience 1 : lorsque le domaine est observe´ a` 10%, la re´partition compacte des
observations donne de meilleurs re´sultats pour T = 1τ .
Obs. 10% Dure´e K K˜ Conditioninitiale
RMSE
instant initial
RMSE
instant final
Re´gulie`re 1τ 15 30 Exacte 0.166 0.22620 40 Exacte 0.132 0.190
Compacte 1τ 15 30 Exacte 0.213 0.22120 40 Exacte 0.190 0.185
Sans observation 1τ Exacte 0 0.239
Table 9.8 – Expe´rience 8 : comparaison des RMSE en fonction des coefficients de
nudging, pour T = 1τ . Le domaine est observe´ a` 10%.
Cette expe´rience met en avant l’importance du choix des coefficients de nudging.
Lorsque les observations ne sont pas disponibles sur l’ensemble du domaine, la va-
leur de ces coefficients joue un roˆle primordial. Si les coefficients sont trop faibles,
le nudging ne permet pas de compenser la diffusion. En les augmentant, nous avons
constate´ qu’en moyenne, le nudging corrige la solution diffusive.
Le proble`me du choix optimal des coefficients K et K˜ est de´licat. D’apre`s nos
huit expe´riences, ils semblent de´pendre de la dure´e de la simulation et de la taille du
domaine observe´. Nous pouvons e´galement conside´rer qu’ils de´pendent de la qualite´
de la solution initiale : quand elle est exacte, nous sommes contraints d’augmen-
ter leur valeur pour que la correction compense la diffusion lors des ite´rations de
l’algorithme BFN.
Nos expe´riences ont mis en e´vidence les diffe´rences entre un nudging BFN re´alise´
avec des observations e´qui-re´parties et un nudging BFN re´alise´ avec des observa-
tions place´es sur une sous-partie compacte. Lorsque le domaine est observe´ sur une
sous-partie compacte, la pe´riode d’assimilation doit eˆtre suffisamment longue pour
que la correction apporte´e par le nudging se propage au reste du domaine.
Contrairement a` la re´partition re´gulie`re, la re´partition compacte des observations
permet d’apprendre la vitesse de propagation comme nous l’avons introduit a` la
section 3. Apre`s avoir illustre´ le fonctionnement du le nudging BFN lorsque les
observations sont re´parties sur un compact, nous allons maintenant pre´senter les
re´sultats concernant l’apprentissage de la vitesse de propagation.
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Figure 9.27 – Expe´rience 8 : K = 15 K˜ = 30, a` t=0, 10% du domaine observe´,
dure´e de la simulation T = 1τ . Les observations sont soit e´qui-re´parties, soit place´es
sur un compact (zone grise´e). Apre`s 50 ite´rations du BFN, on a en rouge la courbe
de re´fe´rence qui est observe´e, en vert la courbe corrige´e par les observations sur un
compact, en noir la courbe corrige´e par les observations e´qui-re´parties. La courbe
bleue correspond a` l’e´tat initial (conditions initiales exactes).
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Figure 9.28 – Expe´rience 8 : K = 15 K˜ = 30, a` t=T, 10% du domaine observe´,
dure´e de la simulation T = 1τ . Les observations sont soit e´qui-re´parties, soit place´es
sur un compact (zone grise´e). Apre`s 50 ite´rations du BFN, on a en rouge la courbe
de re´fe´rence qui est observe´e, en vert la courbe corrige´e par les observations sur un
compact, en noir la courbe corrige´e par les observations e´qui-re´parties. La droite
bleue correspond a` l’e´tat final sans nudging (conditions initiales exactes).
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Figure 9.29 – Nudging sur un domaine partiellement observe´. En gris la zone
couverte par les observations, en rouge la courbe de re´fe´rence, en bleu l’e´tat initial,
et en vert courbe approche´e par le nudging.
6.3 Apprentissage de la vitesse d’advection : cas constant
Dans cette partie, nous allons utiliser les avantages apporte´s par la re´partition
compacte des observations pour apprendre la vitesse de propagation du signal. Les
re´sultats pre´sente´s dans la section 6.2 nous ont permis de ve´rifier l’efficacite´ du
nudging BFN pour une zone d’observation compacte dans le cas ou` la vitesse de
propagation est connue. Ces re´sultats montrent que meˆme si l’e´qui-re´partition des
observations est pre´fe´rable, le nudging BFN permet d’apprendre le signal a` partir
des observations place´es sur un compact.
L’avantage principal d’une re´partition compacte des observations est qu’il est
possible de calculer les flux en entre´e et en sortie de la zone observe´e. A partir de ce
calcul de flux, nous pouvons estimer la vitesse de propagation du signal. La me´thode
a e´te´ pre´sente´e a` la section 3.
Dans cette partie nous allons appliquer l’apprentissage the´orique de la vitesse de
propagation dans le cas ou` la vitesse de propagation est constante en espace comme
en temps.
Notre cadre de travail est simple : en partant de conditions initiales nulles, le but
est d’apprendre par nudging le signal et sa vitesse de propagation (a` partir d’ob-
servations place´es sur une zone compacte restreinte). Les corrections apporte´es par
les observations doivent eˆtre advecte´es a` la vitesse apprise. Sans apprentissage de la
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vitesse, le signal resterait nul en dehors de la zone observe´e. La figure 9.29 illustre
cette propagation : on y voit l’effet de la correction sur l’amplitude du signal et la
propagation du signal corrige´ a` une vitesse similaire a` celle du signal de re´fe´rence.
Pour obtenir les observations de la vitesse de propagation, nous exploitons pleine-
ment les hypothe`ses faites. Comme la vitesse est constante en espace, nous utilisons
a` chaque pas de temps n les flux en entre´e et en sortie du domaine observe´ pour
calculer une observation de vitesse. Puis en utilisant l’hypothe`se de vitesse constante
en temps, nous moyennons les observations de vitesses obtenues depuis le de´but de
la simulation pour obtenir une observation moyenne associe´e au pas de temps n.
Dans les expe´riences que nous allons pre´senter, la vitesse de propagation du
signal e´tant inconnue, elle est, par de´faut suppose´e nulle a` l’instant initial. Dans un
premier temps, inte´ressons-nous a` l’apprentissage de la vitesse de propagation, note´e
a, lors de trois simulations de dure´es diffe´rentes. Nous avons choisi des dure´es de
simulation courtes pour ne pas be´ne´ficier de la pe´riodicite´ du domaine : ce choix nous
approche des situations re´alistes. Dans les trois cas, la vitesse de propagation re´elle
et les coefficients de nudging sont identiques (K = 20, K˜ = 40), et les observations
couvrent 30% du domaine.
La premie`re simulation a une dure´e T e´gale au temps de parcours du domaine τ .
Comme l’indique la premie`re partie du tableau 9.9, la vitesse observe´e, c’est-a`-dire
de´duite des flux en entre´e et en sortie de la zone observe´e, est infe´rieure a` la vitesse
re´elle d’environ 3%. Apre`s 50 ite´rations de l’algorithme BFN, la vitesse apprise par
nudging est e´gale a` la vitesse observe´e.
Les deux simulations suivantes durent respectivement 0.5τ et 0.1τ . Nous remar-
quons qu’apre`s 50 ite´rations de l’algorithme les vitesses apprises sont toujours e´gales
aux vitesses observe´es. Par contre, en cas de forte diminution de la dure´e de simu-
lation, l’erreur commise sur la vitesse observe´e augmente : elle est de 6% pour une
dure´e de T = 0.1τ .
La seconde moitie´ du tableau 9.9 pre´sente les vitesses observe´es et apprises
lorsque le domaine est observe´ a` 10%. Les conclusions sont identiques a` celles des
trois expe´riences pre´ce´dentes : la vitesse apprise est e´gale a` la vitesse observe´e quelle
que soit la dure´e de la simulation.
La convergence de la vitesse apprise vers la valeur observe´e est tre`s rapide :
quelques ite´rations sont suffisantes. Pour la simulation la plus courte, T = 0.1τ et
un domaine observe´ a` 30%, la figure 9.30 illustre la convergence vers la vitesse ob-
serve´e. Dans ce cas, moins de 5 ite´rations sont ne´cessaires.
Le bon apprentissage de la vitesse de propagation est e´galement visible lorsque
l’on trace le signal corrige´. En partant de conditions initiales nulles, le nudging
193
Vitesse de propagation consantante, 30% du domaine observe´
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Figure 9.30 – Vitesse de propagation apprise en fonction du nombre d’ite´rations
de nudging BFN en vert, pour K = 20 K˜ = 40, 30% du domaine observe´, dure´e de
la simulation T = 0.1τ . En bleu, la vitesse observe´e, en rouge la vitesse de re´fe´rence.
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Figure 9.31 – Re´sultats pour t=0 a` gauche et t=T a` droite, K = 20 K˜ = 40, 30%
du domaine observe´, dure´e de la simulation T = 1τ . La vitesse de propagation est
initialement inconnue. Les observations couvrent la zone grise´e. Apre`s 50 ite´rations
du BFN, on a en rouge la courbe de re´fe´rence qui est observe´e, en vert la courbe
corrige´e par les observations. Les conditions initiales sont nulles.
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Observation Dure´e K K˜ aexacte
a
observe´e
a
apprise
30%
1τ 20 40 1.86 1.80 1.80
0.5τ 20 40 1.86 1.80 1.80
0.1τ 20 40 1.86 1.74 1.74
10%
1τ 20 40 1.86 1.81 1.81
0.5τ 20 40 1.86 1.81 1.81
0.1τ 20 40 1.86 1.76 1.76
Table 9.9 – Comparaison des vitesses observe´es et apprises en fonction de la dure´e
de la simulation. Le domaine est observe´ a` 30%. Nous effectuons 50 ite´rations de
nudging BFN.
avec apprentissage de la vitesse montre de tre`s bons re´sultats : d’apre`s la figure
9.31 l’algorithme permet d’apprendre l’amplitude du signal et de re´tro-propager les
corrections jusqu’a` l’instant initial. Apre`s 50 ite´rations de l’algorithme BFN, les
conditions initiales sont tre`s bien retrouve´es.
Le nudging avec apprentissage de parame`tre permet donc d’apprendre la vitesse
de propagation. La qualite´ de cet apprentissage est directement lie´e a` la qualite´ de
l’observation de´duite des flux. En effet, comme nous l’avons indique´, la vitesse de
propagation apprise converge rapidement a` la vitesse de propagation de´duite des
observations. Nous pourrons donc apprendre la vitesse de propagation dans tous les
cas ou` le calcul de l’observation propose´ est applicable.
6.4 Apprentissage de la vitesse d’advection : cas constant
en espace, variable en temps
Dans cette partie, les hypothe`ses relatives a` la vitesse de propagation sont alle´ge´es.
Pour que la me´thode propose´e a` la section 3 soit applicable, la vitesse de propagation
doit eˆtre constante en espace, mais aucune hypothe`se n’est formule´e sur les varia-
tions en temps. Apre`s avoir traite´ le cas constant, nous allons maintenant conside´rer
que la vitesse peut varier en temps.
Nous tenons a` rappeler que pour assurer la stabilite´ du sche´ma nume´rique, la
condition CFL σ = a∆t∆x doit eˆtre strictement infe´rieure a` 1, et la vitesse de propa-
gation doit rester positive. Il est donc ne´cessaire de connaˆıtre la vitesse maximale
de propagation et de ve´rifier que, malgre´ ses variations, la vitesse reste positive.
Comme pour les expe´riences pre´ce´dents, la vitesse est constante en espace. Nous
utilisons donc a` chaque pas de temps n les flux en entre´e et en sortie du domaine
observe´ pour calculer l’observation de vitesse associe´e a` ce pas de temps. Puisque la
vitesse varie dans le temps, nous n’employons pas ici de moyenne temporelle. C’est
l’unique diffe´rence avec le cas pre´ce´dent.
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Nous pre´sentons ici deux expe´riences de dure´e T = 1τ , avec les coefficients de
nudging K = 20 et K˜ = 40. Dans la premie`re expe´rience le domaine est observe´ a`
30%. A partir de conditions initiales nulles (en amplitude et en vitesse), le nudging
BFN avec apprentissage de parame`tre permet d’apprendre l’e´tat initial et l’e´tat final
du signal (figure 9.32).
Les vitesses associe´es sont repre´sente´es sur la figure 9.33. Nous pouvons imme´dia-
tement remarquer que la vitesse observe´e pre´sente une zone de fortes variations. Ces
variations s’expliquent par les faibles valeurs prises par la diffe´rence de flux en entre´e
et en sortie du domaine observe´. Cette diffe´rence apparaˆıt au de´nominateur du cal-
cul de l’observation de la vitesse de propagation. Pour e´viter l’explosion de la vitesse
de propagation observe´e, nous avons mis en place une se´curite´ qui lui attribue par
de´faut une valeur nulle quand la diffe´rence de flux est infe´rieure a` un seuil donne´. Le
seuil que nous avons fixe´ n’e´limine cependant pas totalement les fortes variations.
Comme en atteste le graphique de gauche (figure 9.33), l’utilisation du nudging pour
l’apprentissage de la vitesse permet de lisser les fortes variations de l’observation.
Les figures 9.34 et 9.35 pre´sentent les re´sultats obtenus lorsque les observations
couvrent seulement 10% du domaine. Nous pouvons naturellement remarquer que
le signal appris a` partir des conditions initiales nulles est plus e´loigne´ de la re´fe´rence
que lorsque le domaine est observe´ a` 30%. La re´tro-propagation des corrections
permet toutefois d’ame´liorer l’e´tat initial.
La convergence de l’erreur commise sur la vitesse de propagation est tre`s rapide,
une ite´ration de nudging pi–BFN est suffisante. La convergence de l’erreur commise
sur le signal rapide. Les RMSE sur l’amplitude du signal sont trace´es en fonction du
nombre d’ite´rations de l’algorithme sur la figure 9.36 pour le cas ou` le domaine est
observe´ a` 10%. D’apre`s cette figure, l’erreur converge en 15 ite´rations environ.
D’apre`s les re´sultats obtenus lorsque la vitesse de propagation varie en temps, le
nudging avec apprentissage de parame`tre fonctionne. Comme dans le cas constant,
la qualite´ de l’apprentissage de la vitesse de´pend de la qualite´ de l’observation. Ce
constat, qui est toujours valable en assimilation de donne´es, l’est d’autant plus pour
l’apprentissage de la vitesse puisque ici nous ne disposons pas de mode`le d’e´volution
pour la de´crire. La vitesse e´volue dans le temps uniquement graˆce au terme de rappel
vers l’observation.
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Vitesse de propagation variable en temps, 30% du domaine observe´
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Figure 9.32 – Re´sultats pour t=0 a` gauche et t=T a` droite, K = 20 K˜ = 40, 30%
du domaine observe´, dure´e de la simulation T = 1τ . La vitesse de propagation est
initialement inconnue. Les observations couvrent la zone grise´e. Apre`s 50 ite´rations
du BFN, on a en rouge la courbe de re´fe´rence qui est observe´e, en vert la courbe
corrige´e par les observations. Les conditions initiales sont nulles.
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Figure 9.33 – A gauche : Vitesse de propagation en fonction du temps re´elle en
rouge, observe´e en bleu, et apprise en vert (50 ite´rations de BFN). Re´sultats pour
une maille dans la zone d’observation, K = 20 K˜ = 40, 30% du domaine observe´,
dure´e de la simulation T = 1τ . A droite : Vitesse de propagation observe´e en bleu en
fonction du temps, et variation de la quantite´ advecte´e au de´but de la zone corrige´e
(en noir, trait plein) et a` la fin de la zone corrige´e (en noir, pointille´s).
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Vitesse de propagation variable en temps, 10% du domaine observe´
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Figure 9.34 – Re´sultats pour t=0 a` gauche et t=T a` droite, K = 20 K˜ = 40, 10%
du domaine observe´, dure´e de la simulation T = 1τ . Les observations couvrent la
zone grise´e. Apre`s 50 ite´rations du BFN, on a en rouge la courbe de re´fe´rence qui
est observe´e, en vert la courbe corrige´e par les observations. Les conditions initiales
sont nulles.
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Figure 9.35 – Vitesse de propagation en fonction du temps re´elle en rouge, observe´e
en bleu, et apprise en vert (50 ite´rations de BFN). Re´sultats pour une maille dans la
zone d’observation, K = 20 K˜ = 40, 10% du domaine observe´, dure´e de la simulation
T = 1τ .
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Figure 9.36 – RMSE commise sur l’amplitude du signal en fonction du nombre
d’ite´rations du nudging BFN. K = 20 K˜ = 40, 10% du domaine observe´, dure´e de
la simulation T = 1τ .
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7 Discussion et conclusions
Nous avons pre´sente´ dans ce chapitre une se´rie d’expe´riences portant tout d’abord
sur l’influence de la re´partition des observations, puis sur la possibilite´ d’apprendre
la vitesse d’advection a` partir d’observations compactes.
Les re´sultats obtenus sur l’e´tude de l’influence de la re´partition des observa-
tions montrent qu’il est pre´fe´rable d’observer le domaine de manie`re e´qui-re´partie.
Cependant, le nudging a` partir d’observations compactes donne des re´sultats tre`s
satisfaisants.
Logiquement, pour les deux re´partitions possibles, plus la surface observe´e est
importante, meilleur est l’apprentissage. La dure´e de la pe´riode d’assimilation joue
e´galement un roˆle important quand les observations sont place´es sur un compact.
Lorsque la dure´e est trop faible, l’information apprise graˆce au rappel vers l’obser-
vation n’a pas le temps de se propager sur l’ensemble du domaine de simulation.
Lorsque la feneˆtre d’assimilation s’approche du temps de parcours du domaine, le
nudging BFN montre de tre`s bon re´sultats.
Les expe´riences re´alise´es pour illustrer le nudging pi–BFN avec apprentissage de
parame`tre portent sur l’apprentissage de la vitesse de propagation dans deux cas
simples. Les re´sultats obtenus montrent l’efficacite´ de la me´thode propose´e pour
l’apprentissage du signal et de la vitesse de propagation. Cependant nous soulignons
que la qualite´ de la vitesse apprise est tre`s de´pendante de la qualite´ de l’observation
de´duite des flux en entre´e et en sortie de la zone observe´e.
Dans l’ensemble des expe´riences pre´sente´es, la zone d’observation se situe en
amont du domaine de simulation. L’information apprise par nudging peut ainsi
se propager avec le temps dans la partie aval. Si on se place dans un contexte
re´el, la zone observe´e peut se trouver en aval du domaine de simulation. Dans
cette configuration, quelle efficacite´ pouvons-nous attendre du nudging ? Comme
les re´sultats l’ont montre´, les corrections apporte´es par le nudging direct sont bien
re´tro-propage´es jusqu’a` l’instant initial graˆce aux ite´rations de l’algorithme pi–BFN.
De la meˆme manie`re, lorsque les observations se situent en aval du domaine, l’algo-
rithme doit permettre une re´tro-propagation des corrections.
L’assimilation d’observations sur une sous-partie du domaine a` l’aide des algo-
rithmes de nudging BFN et pi–BFN est une premie`re e´tape dans la construction de la
remonte´e d’e´chelle. Le nudging pi–BFN devra eˆtre applique´ a` des mode`les plus com-
plexes que celui que nous avons employe´, pour parvenir ensuite a` assimiler dans un
mode`le en points de grille l’atmosphe`re reconstruite a` l’aide des me´thodes pre´sente´es
dans la partie I de ce manuscrit. Nous nous inte´resserons alors a` l’assimilation des
parame`tres turbulents tels que l’e´nergie cine´tique turbulente.
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Conclusion
Les travaux que nous avons pre´sente´s dans ce manuscrit s’articulent autour de
la de´tection et de la pre´vision des phe´nome`nes turbulents dans la couche limite
atmosphe´rique. Dans ce domaine, l’enjeu est double : les outils propose´s en recons-
truction de l’atmosphe`re permettront une meilleure compre´hension de la physique
de la turbulence, et la reconstruction associe´e a` la remonte´e et a` la descente d’e´chelle
apportera des solutions adapte´es aux proble`mes rencontre´s, par exemple, par l’in-
dustrie e´olienne.
Apre`s avoir rappele´ la the´orie de l’observation, base´e sur les processus d’acquisi-
tion, nous avons introduit notre algorithme de reconstruction de l’atmosphe`re. Les
expe´riences pre´sente´es, et plus particulie`rement l’application au lidar WindCube,
ont montre´ le potentiel et l’aboutissement de ces travaux. La reconstruction de l’at-
mosphe`re a e´te´ applique´e a` des donne´es re´elles mesure´es a` l’aide d’un instrument de´ja`
commercialise´. Les lidars, que ce soient les WindCubes de LEOSPHERE ou d’autres
mode`les, sont en passe d’eˆtre de´ploye´s sur les grands ae´roports europe´ens. Une fois
les instruments installe´s, puisque notre me´thode n’est pas lie´e a` un syste`me d’obser-
vation spe´cifique, la reconstruction de l’atmosphe`re turbulente pourra eˆtre applique´e
a` la de´tection des phe´nome`nes dangereux sur l’ensemble de ces plate-formes.
La me´thode que nous avons de´veloppe´e pourra eˆtre adapte´e aux situations peu
turbulentes. Pour cela, un mode`le stochastique d’e´coulement laminaire devra ve-
nir comple´ter le mode`le d’e´volution turbulent SLM que nous avons pre´sente´. Les
situations peu turbulentes sont aussi les situations les moins dangereuses. L’ab-
sence de mode`le laminaire approprie´ limite mais n’empeˆche donc pas la de´tection
des phe´nome`nes dangereux. Ses limites e´tant connues, l’outil de reconstruction tur-
bulente peut d’ores et de´ja` eˆtre employe´ dans les applications qui restent dans le
domaine de la recherche sur la turbulence et de l’e´tude de site pour l’implantation
d’e´oliennes.
Pour faciliter l’emploi de la reconstruction de l’atmosphe`re, les codes Scilab
de´veloppe´s durant cette the`se seront rendus portables et seront paralle´lise´s. Leur
traduction en Fortran et leur paralle´lisation ont de´bute´ graˆce a` une projet de fin
d’e´tude re´alise´ de janvier a` juin 2015 par Emmanuel Riggi-Carrolo, e´le`ve inge´nieur
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a` l’Ecole Nationale de la Me´te´orologie.
La reconstruction de l’atmosphe`re code´e en Scilab (sans paralle´lisation ou optimi-
sation particulie`re) permet a` l’heure actuelle de traiter 24h de donne´es du WindCube
en 24h de calcul. D’apre`s les re´sultats obtenus re´cemment, le travail de traduction
et de paralle´lisation permettra de gagner au moins un facteur 10 sur le temps de
calcul.
A moyen terme, la reconstruction de l’atmosphe`re pourra donc eˆtre employe´e en
temps re´el, notamment lors de campagnes de mesures sur l’e´tude de la turbulence.
La valorisation de la reconstruction de l’atmosphe`re pour les applications ope´ra-
tionnelles passera ne´cessairement par le couplage avec les mode`les atmosphe´riques
en points de grille.
Pour pre´parer le couplage entre un syste`me de particules et un mode`le en point de
grille, nous avons de´veloppe´ une nouvelle me´thode de descente d’e´chelle stochastique.
Les re´sultats obtenus sont tre`s prometteurs. Sur un cas issu de la campagne de
mesure BLLAST, nous avons montre´ la capacite´ du syste`me de particules force´ par
Meso-NH a` mode´liser la turbulence sous-maille.
Pour approfondir ces re´sultats, la me´thode de descente d’e´chelle stochastique
devra eˆtre applique´e a` d’autres situations de couche limite turbulente, puis a` des
exemples de couche limite non turbulente. Plus pre´cise´ment, quand un mode`le la-
minaire aura e´te´ de´veloppe´ pour comple´ter la reconstruction de l’atmosphe`re, nous
pourrons directement l’appliquer a` la descente d’e´chelle. Nous pourrons ainsi e´tudier
la capacite´ de notre me´thode a` mode´liser finement les e´coulements laminaires. A
court terme, une expe´rience simple pour poursuivre ces travaux consisterait a` appli-
quer la me´thode de descente d’e´chelle aux mode`les ope´rationnels actuels.
Les domaines d’application de la descente d’e´chelle sont vastes. Nous pensons no-
tamment qu’il serait inte´ressant de travailler sur les me´thodes de descente d’e´chelle
en terrain a` ge´ome´trie complexe, tels que les villes ou les valle´es encaisse´es.
Dans ce manuscrit, nous ne proposons pour le moment que peu de re´ponses
aux questions qui concernent la remonte´e d’e´chelle, du syste`me de particules vers le
mode`le en points de grille. Nous nous sommes concentre´s sur les aspects touchant a`
l’assimilation de donne´es sur une sous-partie du domaine de simulation. Nous avons
utilise´ l’algorithme de nudging BFN pour e´tudier l’influence d’une correction par-
tielle sur l’ensemble de la simulation. Nous avons ensuite propose´ de comple´ter l’al-
gorithme en vue d’apprendre la vitesse de propagation du signal. Nous n’avons traite´
que des cas 1D, mais les expe´riences mene´es ont permis d’aboutir a` des conclusions
encourageantes. Les re´sultats sur un domaine partiellement observe´ montrent qu’on
peut espe´rer un apport d’information conside´rable graˆce l’assimilation de donne´es
sur une aire limite´e.
Les questions des quantite´s a` assimiler et de la diffe´rence d’e´chelle entre le mode`le
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sous-maille et le mode`le large n’ont pas pu eˆtre traite´es. Ce travail tre`s inte´ressant
devra eˆtre mene´ pour que les recherches en assimilation de donne´es sous-maille
continuent a` avancer. Nous pourrons notamment exploiter les pistes apporte´es par
la descente d’e´chelle (assimilation des parame`tres turbulents).
Les re´cents travaux de Me´min constituent e´galement une approche tre`s inte´ressan-
te pour la remonte´e d’e´chelle vers un mode`le ge´ophysique stochastique de grande
e´chelle [91]. La me´thodologie employe´e nous semble tout a` fait compatible avec les
solutions stochastiques de mode´lisation fine e´chelle de la turbulence que nous avons
de´veloppe´es. De futurs travaux dans ce domaine sont envisage´s.
De manie`re globale, les perspectives envisage´es s’articulent autour de deux points :
l’advection des structures turbulentes a` l’inte´rieur d’un syste`me de particules et la
mise en place du couplage entre la reconstruction de l’atmosphe`re et les mode`les en
points de grille.
D’apre`s les re´sultats obtenus en reconstruction et en descente d’e´chelle, les par-
ticules associe´es au mode`le lagrangien stochastique sont capables de mode´liser et
d’advecter des structures turbulentes de petite e´chelle. Cette advection permet de
mode´liser partiellement les phe´nome`nes entre les observations ou entre les points de
grille. C’est un des avantages majeurs des syste`mes de particules. Lors de re´unions
de travail COST TOPROF, cet aspect a suscite´ l’inte´reˆt d’autres laboratoires eu-
rope´ens, en particulier de ceux qui collaborent avec l’industrie e´olienne.
L’objectif du couplage entre la reconstruction de l’atmosphe`re et les mode`les en
points de grille est de construire une nouvelle me´thode de de´tection et surtout de
pre´vision a` courte e´che´ance des phe´nome`nes turbulents. L’ide´e est de commencer par
assimiler les observations estime´es a` l’aide de la reconstruction de l’atmosphe`re dans
un mode`le ope´rationnel a` haute re´solution. Les phe´nome`nes turbulents sous-maille
pourront ensuite eˆtre pre´vus a` l’aide des me´thodes de descente d’e´chelle.
La figure 9.37 de´crit le syste`me envisage´. A l’aide de lidars 3D place´s sur une
zone d’inte´reˆt (un ae´roport par exemple), la reconstruction de l’atmosphe`re permet-
tra de de´tecter les phe´nome`nes turbulents en temps re´el, mais aussi d’estimer les
divers parame`tres turbulents. A intervalles re´guliers, ces parame`tres pourront eˆtre
assimile´s dans un mode`le me´te´orologique non-hydrostatique. Les pre´visions corrige´es
graˆce a` l’assimilation de donne´es seront ensuite utilise´es pour forcer un syste`me de
particules sous-maille, comme nous l’avons pre´sente´ dans les travaux sur la descente
d’e´chelle stochastique.
Pour ame´liorer la de´tection et la pre´vision des phe´nome`nes turbulents dans la
couche limite atmosphe´rique, nous proposons d’exploiter pleinement les capacite´s des
me´thodes stochastiques modernes ainsi que celles des mode`les me´te´orologiques les
plus avance´s. Nos travaux sont fonde´s sur des allers-retours incessants entre l’obser-
vation et le mode`le, qui sont, a` notre avis, une voie prometteuse pour l’ame´lioration
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Figure 9.37 – Description globale du syste`me de pre´vision et de´tection des
phe´nome`nes turbulents. La reconstruction de l’atmosphe`re nourrit le mode`le
me´te´orologique graˆce a` la remonte´e d’e´chelle. Les phe´nome`nes turbulents sont en-
suite pre´vus a` l’aide d’une descente d’e´chelle stochastique.
des pre´visions a` courte e´che´ance et a` tre`s fine e´chelle spatiale.
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