I. INTRODUCTION N 2016 the Large Hadron Collider (LHC) at CERN met its design luminosity of 1×10
34 cm -2 s -1 , and then exceeded it by more than 50%, reaching 1.53×10 34 cm -2 s -1 . With the increase in luminosity, the number of interactions per crossing (pileup) also increased more than 30% to a peak value of just over 49 interactions per crossing.
The Compact Muon Solenoid (CMS) experiment was designed to accept a maximum possible trigger rate of 100 kHz. To exceed this would require upgrading existing detectors (e.g. tracker). CMS desired to keep its sensitivity to electroweak physics, TeV scale searches, and heavy-ion phenomena and the most efficient and cost-effective solution was to upgrade the CMS level-1 trigger during the first long shutdown (LS1) of the LHC. This upgrade completely replaced the original CMS trigger and included the global, calorimeter, and muon trigger subsystems [1] .
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P. Klabbers is with the University of Wisconsin -Madison, WI 53706 USA (e-mail: pamc@hep.wisc.edu). described previously [2] . The second stage was installed in parallel [2] and required the completion of the full trigger upgrade to operate. A block diagram of the upgraded trigger is shown in Fig. 1 .
In order to fit in the available spare rack space among the existing trigger electronics, the compact TCA format was chosen as the platform. Other advantages included hotswappable cards, redundant power supplies, a high-speed backplane, and control over LAN. For the processing power, the CMS trigger used Xilinx Virtex-7 FPGAs [3]. They coupled a large capacity with high-speed serial links. 
II. THE HARDWARE
Two boards are used in the calorimeter trigger upgrade. The MP7 (Fig. 3 ) and the CTP7 (Fig. 4) are small multi-purpose boards with a single Virtex-7 FPGA for processing. For connectivity, the MP7 [4] has 72 input and 72 output links and the CTP7 [5] has 67 input and 48 output links. The new trigger algorithms have been implemented with these boards and the final jet, e/ , and tau candidates, as well as global quantities are sent to the upgraded Global Trigger, the GT, for the final decision [6] .
The hardware was installed in parallel with the stage-1 and was ready for physics at the beginning of 2016. To be fully operational, the HCAL, HF, and ECAL back-end electronics had to be upgraded to optical outputs to be compatible with the new Stage-2 TCA Layer-1 boards, the CTP7s [2] .
Instead of the present conventional pipelined trigger, stage-2 uses time multiplexing (Fig. 2 ). For this, eighteen CTP7s receive trigger primitives at speeds of up to 6.4 Gbps from the calorimeters, time-order and send copies at 10 Gbps I to 9 MP7s that each work on one LHC crossing at a time, scanning the entire calorimeter by rows of towers in pseudorapidity ( ) and finding trigger object candidates. The results are sorted in a final de-multiplexing stage before being sent to the new Global Trigger. Eighteen 1U optical patch panels were installed in the back of the rack of the CTP7s for Layer-1 to receive the ECAL, HCAL, and HF trigger primitives. In total, 1152 LC connectors were mapped onto 108 MPO-12 connections. Photographs of the back-ends and the patch panels can be seen in Fig. 5 . Via the Layer-1 patch panels described previously, 18 Layer-1 CTP7s receive their input trigger primitives (TPs) from the calorimeter back-ends. These in turn send multiple copies of the TPs to each Layer-2 MP7 via another custom patch panel. This patch panel uses a custom Molex FlexPlane [7] to route the fibers to the MP7s. This reduces the footprint of the panels from an entire rack to only 6U. The MP7s in turn perform the trigger algorithms and forward the results to the de-multiplexer before it is sent to the new TCA Global Trigger for final selection. Photographs of this calorimeter trigger hardware are shown in Fig. 6 . 
III. OPERATION AND MONITORING

A. Controls and System Monitoring
With new hardware came new requirements for the controls and monitoring software. For this, the SWATCH (SoftWare for Automating conTrol Common Hardware) framework [8] was developed. A generic graphical user interface (GUI) was created that could be adapted to each specific trigger subsystem. It included the ability to monitor the hardware status, such as the optical links and their alignment. The hardware was also configured, either directly from the interface, or via commands sent from the CMS central Data AcQuisition (cDAQ). A screenshot of the SWATCH GUI for Calorimeter Layer-1 Trigger is shown in Fig. 7 . 
B. Data Quality Monitoring
Another very valuable piece of monitoring aggregates a subset of the CMS data as it is being recorded. CMS Data Quality Monitoring (DQM) plots histograms in real-time and if desired, emulates the detector response for comparison. For example, plots of occupancy, two-dimensional in and provide information on the distribution of hits in the detector, and can identify problem areas quickly.
Many other histograms are also available, and provide information about correlations, timing, and the general distribution of triggers. A DQM screenshot is shown in Fig. 8 .
IV. CALORIMETER TRIGGER ALGORITHMS AND OBJECTS
The calorimeter trigger upgrade has allowed the algorithms to make use of the full calorimeter trigger tower granularity. Previously the trigger had a granularity based on 4x4 regions and for the upgrade this has been improved to single-triggertower position resolution. A visual representation of the new granularity is shown in Fig. 9 . The new trigger is using dynamic clustering of trigger towers to form the trigger objects and sophisticated algorithms to mitigate the effects of pileup in real-time. The electron and photon triggers use cluster shape and electromagnetic energy fraction to discriminate the e/ from jets. An energy-weighted position provides good position accuracy for potential use in invariant-mass triggers. In addition, an e/ candidate is isolated if the energy deposited around it is below a threshold dependent on and pileup.
The taus use clustering and position similar to that of the electrons, but optimized for the shape of the hadronicallydecaying tau energy deposit in the calorimeter. In order to recover the multi-prong tau decays, neighboring clusters are merged to the central cluster. Taus are also classed as isolated, similarly to the e/ candidates, to help reduce the tau rate.
To find jet candidates CMS uses a sliding window algorithm and searches for a seed tower with energy above a predetermined threshold. CMS sums 9 by 9 trigger towers (about the same as a jet reconstructed offline) around that seed to form the level-1 trigger jet candidates. The algorithm is also able to remove duplicate jets [9] .
V. PERFORMANCE
A. e/ The tag and probe [10] method with the CMS Z ee dataset is used to determine the efficiency of the non-isolated and
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isolated e/ triggers. The efficiencies versus offline (reconstructed) E T are shown in Fig. 10 for 8 .2 fb -1 of data collected at CMS in 2016. As conditions changed (e.g. more pileup), the isolation for the electron was adapted accordingly.
Isolating the e/ reduces the rate with a modest reduction in efficiency, and some of the efficiency loss can be recovered by using a higher threshold non-isolated trigger in combination with the isolated. Additionally, the improvement of position resolution for e/ in and is shown in Fig. 11 and is due to using individual trigger towers instead of 4 × 4 triggertower regions to determine the location of the trigger object. 
B. Tau Lepton
To measure the efficiency, the tag and probe [10] method is also used, but with the CMS Z dataset, where one tau decays leptonically to a muon (the tag) and one decays hadronically (the probe). The efficiencies for non-isolated and isolated taus for 12.9 fb -1 of CMS data are shown in Fig. 12 . And similarly to the e/ trigger, isolation is adapted as conditions change and the efficiency loss can be recovered by combination with the non-isolated version.
C. Jets
For determining the efficiency, the CMS muon dataset provides an unbiased sample and an L1 jet is matched to an offline jet if it is within a R of 0.25. The efficiency versus offline jet E T for different L1 jet thresholds (E T ) is shown in Fig. 13 . Importantly, the efficiency and resolution do not degrade with pileup. This is shown in Fig. 14 for 3 different ranges of pileup. 
VI. SUMMARY
The CMS Calorimeter Trigger upgrade has been commissioned and operated successfully during 2016. In 2017 the LHC is expected to increase the luminosity further, reaching 2×10 34 cm -2 s -1 and the trigger will need to re-optimize its algorithms. The inherent flexibility of the design will ease this process.
