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ERGODIC PROPERTIES OF THE RANDOM WALK ADIC
TRANSFORMATION OVER THE β-TRANSFORMATION
MICHAEL BROMBERG
SCHOOL OF MATHEMATICAL SCIENCES, TEL AVIV UNIVERSITY, TEL AVIV 69978, ISRAEL.
Abstract. We define a random walk adic transformation associated to an aperiodic random
walk on G = Zk × RD−k driven by a β-transformation and study its ergodic properties. In
particular, this transformation is conservative, ergodic, infinite measure preserving and we
prove that it is asymptotically distributionally stable and bounded rationally ergodic. Related
earlier work appears in [AS] and [ANSS] for random walk adic transformations associated to
an aperiodic random walk driven by a subshift of finite type.
1. Introduction
Let (X,B,m) be a σ-finite measure space with infinite measure m and let T : X → X
be a conservative, ergodic transformation preserving the measure m. It is a consequence
of Hopf’s ratio ergodic theorem that for every f ∈ L1 (m), the normalized Birkhoff sums
1
n
∑n−1
k=0 f ◦ T n (x) tend to 0 a.e. Moreover, (see [Aa1, Theroem 2.4.2]), for every sequence
of constants an > 0, either lim infn→∞ 1an
∑n−1
k=0 f ◦ T n (x) = 0 a.e. for all non-negative
f ∈ L1 (m) or there exists a subsequence nk such that limk→∞ 1ank
∑nk−1
j=0 f ◦ T j (x) = ∞ a.e
for all non-negative f ∈ L1 (m). It follows that there is no sequence of constants an, such
that
∑n−1
k=0 f ◦ T n ∝ an. Nevertheless, for certain transformations, there are weaker types of
convergence for which 1
an
∑n−1
k=0 f ◦T n converges. One such notion, which we proceed to define
in the following paragraph and is the subject of study in this paper, is that of distributional
stability (see [Aa1, 3.6]).
This research was partially supported by ISF grant 1599/13.
This paper is part of a thesis submitted in partial fulfillment of the requirements for the degree of Doctor of
Philosophy (Mathematics) at the Tel Aviv University.
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Recall that convergence in distribution of a sequence of random variables fn to a random
variable f all taking values in some Polish space C, means that E (g ◦ fn) −→
n→∞ E (g ◦ f)
for all bounded, continuous g : C → R. Let (X,B,m) be a σ-finite, infinite measure space,
fn : X → [0,∞] be measurable and let f ∈ [0,∞] be a random variable defined on some
probability space. Let ν be some probability measure absolutely continuous with respect to
m. Then {fn} may be viewed as a sequence of random variables defined on the probability
space (X,B, ν) and we write fn ν−→ f if fn converges in distribution to f . We say that fn
converges strongly in distribution to f and write fn
L(m)−→ f if fn ν−→ f with respect to any
probability measure ν, absolutely continuous with respect to m. Equivalently, this means that
g ◦ fn → E (g (f)) weak-∗ in L∞ (m) for each bounded and continuous g : [0,∞] → R, i.e.´
g ◦fn ·p dm→ E (g ◦ f)
´
p dm for all p ∈ L1 (m) (here and throughout this paper, the space
[0,∞] is the one point compactification of [0,∞)).
Definition 1. A conservative, ergodic measure preserving transformation (X,B,m, T ) is dis-
tributionally stable if there is a sequence of constants an > 0, and a random variable Y taking
values in (0,∞), such that
(1.1)
1
an
Sn (f)
L(m)→ Y m (f)
for all f ∈ L1 (m), f ≥ 0, where Sn (f) :=
∑n−1
k=0 f ◦ T k and m (f) :=
´
X
f dm.
Note that by Hopf’s rational ergodic theorem if (1.1) holds for some f ∈ L1 (m), f ≥ 0
then it holds for all f ∈ L1 (m). Moreover, if (1.1) holds, then the sequence an is unique up to
asymptotic equality and is called the return sequence of an. In [Aa2] distributional stability was
proved for pointwise dual ergodic transformations having regularly varying return sequences
with Mittag-Leffler distributions appearing as limits (see also [Aa2]). More recently, (see [AS],
[ADDS]) distributional stability was proved for certain transformations with exponential chi-
squared distributions appearing as limits. In particular, it is proved in [AS] that the random
walk adic transformation associated with an aperiodic random walk on Zk × RD−k driven by
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a subshift of finite type is distributionally stable with exponential chi squared distribution
(with D degrees of freedom) in the limit. One purpose of this paper to define a random walk
adic transformation associated with an aperiodic walk driven by the β-transformation, and to
prove that it is distributionally stable with chi squared exponential distribution in the limit
(see theorem 24).
Another notion which we study in this paper is that of bounded rational ergodicity.
Definition 2. A consrvative, ergodic, infinite measure preserving transformation (X,B,m, T )
is called bounded rationally ergodic (see [Aa3]) if there exists a measurable set A ⊆ X with
0 < m (A) <∞, such that there exists M > 0, such that for all n ≥ 1
(1.2)
∥∥∥∥∥
n−1∑
k=0
1A ◦ T k
∥∥∥∥∥ L∞(A) ≤M
ˆ
A
(
n−1∑
k=0
1A ◦ T k
)
dm.
The rate of growth of the sequence an =
1
m(A2)
´
A
(∑n−1
k=0 1A ◦ T k
)
dm does not depend on
a set A satisfying (1.2). Bounded rational ergodicity implies a kind of absolutely normalized
ergodic theorem stating that
Sn (f)
an
 
ˆ
X
fdm, ∀f ∈ L1 (m)
where fn  f means that ∀ml ↑ ∞ ∃nk = mlk ↑ ∞ such that ∀pj = nkj such that ∀pj =
nkj ↑ ∞, we have 1N
∑N
j=1 fpj −→
N→∞
f a.e. In section (6) we prove that the random walk adic
transformation associated with an aperiodic random walk driven by the β-transformation is
bounded rationally ergodic with an ∝ n√logn . Bounded rational ergodicity of random walk adic
transformations associated to an aperiodic random walk driven by a subshift of finite type are
studied in [ANSS].
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2. adic transformation associated with a β-transformation
2.1. β-Transformations. In this section we give some preliminaries concerning β- transfor-
mations and refer the reader to [DK, Pa, Re, Bl] for proofs of all facts stated herein.
In what follows [x] := min {n ∈ Z : n ≤ x}, (x) = x − [x], λ is the Lebesgue measure on
[0, 1).
The beta transformation is defined on X = [0, 1) by
Tβ (x) := βxmod 1 ≡ (βx)
It was proved by Rényi (see [Re]) that there exists a unique, ergodic, Tβ-invariant measure m,
equivalent to the Lebesgue measure on X. Moreover, the invariant density, which we denote
by h, satisfies 1 − 1
β
≤ h (x) ≤ 1
1− 1
β
for all x ∈ X. Every x ∈ X has a β-expansion of the
form x =
∑∞
k=1
dk(x)
βk
where dk (x) :=
[
βT k−1β x
]
. Although 1 is not in the domain of T ,
defining T (1) = β − [β], we can still consider the β-expansion of 1 given by 1 = ∑∞k=1 dk(1)βk ,
where dk (1) :=
[
βT k−1β 1
]
. In what follows, we denote by d (x, β) the sequence of digits in
the β-expansion of x ∈ X ⋃ {1}, i.e d (x, β) = (d1 (x) , d2 (x) , ...) . Not every sequence of
integers between 1 and [β] gives rise to a β-expansion of some x ∈ X. We say that the
sequence (d1, d2, ...) ∈ {0, ..., [β]}Z is β-admissible if it is the β-expansion of some x ∈ X,
i.e if dk = dk (x) for some x ∈ X. The set of β-admissible sequences, which we denote by
Sβ, is a closed shift invariant subspace of {0, ..., [β]}Z. This set may be linearly ordered by
lexicographic order which we denote by ≺lex in the obvious way. Namely, for distinct ω, η ∈ Sβ,
ω ≺lex η
if there exists n ∈ N such that ωi = ηi for all i < n and ωn < ηn.
The map
(2.1) ψ (x) = (d1 (x) , d2 (x) ...)
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is one to one, onto, bi-measurable from X to Sβ and satisfies ψ
−1 ◦ σ ◦ ψ (x) = Tβ (x) for
all x ∈ X, where σ is the left shift on Sβ. Thus, ψ is an isomorphism between the systems
(X,B,m, Tβ) and (Sβ, C, ν, σ) where C is the natural (Borel) σ-algebra on {0, ..., [β]}Z restricted
to Sβ, and ν is the push forward of m by ψ. If the β-expansion of 1 is finite then (Sβ, σ) is
a subshift of finite type and as the case of subshifts of finite types has been dealt with in
[AS], we shall assume that d (1, β) is not finite. In this case, the set of admissible sequences is
identified by the following theorem [Pa]:
Theorem 3. If d (1, β) is not eventually periodic than the sequence ω = (d1, d2, ...) is β-
admissible if and only if σnω ≺lex d (1, β) for all n ∈ N.
Thus, in the case that d (1, β) is not eventually periodic
Sβ =
{
ω ∈ {0, ..., [β]}Z : σnω ≺lex d (1, β)
}
.
Remark 4. Henceforth, we assume that d (1, β) is not eventually periodic.
Let [d1, ..., dk] :=
{
x ∈ X : x =∑∞i=1 di(x)βk , di = di (x) , i = 1, ..., k
}
. [d1, ..., dk] is called a
cylinder of rank k. A cylinder [d1, ..., dk] is called a full cylinder of rank k if
λ
(
T k [d1, ..., dk]
)
= 1
and non-full otherwise. All full cylinders ∆k of rank k satisfy λ (∆k) =
1
βk
(see [DK]) and
therefore have equal Lebesgue measure. We state the following lemma for future reference.
Lemma 5. [DK] Given any k ∈ N, X can be covered by disjoint full intervals of rank k or
k + 1.
2.2. Adic transformation of the β-transformation. The purpose of this section is to
define the adic transformation of the β-transformation. Adic transformations appear in [Ve],
where they are defined over Bratelli diagrams. We briefly describe the construction. Let
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Sk = {0, ..., ak} be a sequence of finite alphabets and let Ak : Sk × Sk+1 → {0, 1} be a
sequence of transition matrices. Define Ω :=
∏∞
i=1 Sk and
Σ := {ω ∈ Ω : Ak (ωk, ωk+1) = 1} .
The adic transformation over the Bratelli diagram {Sk, Ak} assigns to ω ∈ Σ the element
of Σ that succeeds ω in the reverse lexicographic order (see definition (7) below). The adic
transformation over the β-transformation will be defined in a similar way, with the exception
that the β-transformation is not a Bratelli diagram since the set of allowable digits appearing
in the nth place of the β-expansion of a number x ∈ X depends on the whole prefix and not
only on the preceding digit in the expansion.
Definition 6. The tail relation of the β-transformation is the equivalence relation on X given
by
T (Tβ) : = {(x, y) ∈ X ×X : ∃K ∈ N such that dk (x) = dk (y) ∀k ≥ K}
=
⋃
n≥0
{
(x, y) : T nβ x = T
n
β y
}
Definition 7. The reverse lexicographic order on X is the partial order ≺rev defined by
x ≺rev y if and only if there exists n ∈ N, such that dk (x) = dk (y) for all k > N and
dN (x) < dn (y).
Thus the equivalence sets of T (Tβ) are linearly ordered by ≺rev.
The adic transformation τ : X → X of Tβ is that transformation which parametrizes the
tail relation on X (in the sense that x ∼T (X) y if and only if y = τnx for some n ∈ Z)
and assigns to each x the minimal y that satisfies y ≻rev x . Thus τ is defined by τ (x) :=
min {y : d (y, β) ≻rev d (x, β)} where the minimum is taken with respect to ≺rev.
6
Our next objective is to identify the set on which τ is well defined, and on which τ is
invertible. To this purpose, we identify the set of maximal point of X with respect to the
reverse lexicographic order, and show that τ is well defined outside this set.
Proposition 8. Let
Σmax :=
{
x : T nβ x ≥ 1−
1
β
, ∀n ∈ N∗
}
=
{
x : ∀n ∈ N∗ x ∈ T−n [1− β, 1)
}
.
Then τ is defined for all x ∈ X \ Σmax and is not defined on Σmax. Moreover, if for
x ∈ X \ Σmax
d (x, β) = (d1 (x) , d2 (x) , ...)
is the sequence of digits in the β-expansion of x, then
τ (x) =
(
[0]n0 , dn0+1 (x) + 1, dn0+2 (x) , dn0+3 (x) , ...
)
where n0 := min
{
n ∈ N∗ : T nβ < 1− 1β
}
and [0]n := 0, ..., 0
n times
.
Proof. Let x ∈ X \ Σmax, n0 := min
{
n : T nβ x < 1− 1β
}
and let d (x, β) = (d1 (x) , d2 (x) , ...)
be the β-expansion of x. Since ψ−1 ◦ σ ◦ ψ (x) = Tβ (x) where ψ is as in (2.1), it follows that
the β-expansion of T n0β x is (dn0+1 (x) , dn0+2 (x) , ...). Now, note that if y ∈ X, y+ 1β < 1 then
d
(
y +
1
β
, β
)
= (d1 (y) + 1, d2 (y) , d3 (y) , ...) .
This is seen as follows: the first digit of the β-expansion of y + 1
β
is
[
β
(
y +
1
β
)]
= [βy + 1] = [βy] + 1,
while the remaining digits are formed by the expansion of y + 1
β
− [βy]+1
β
= y − [βy]
β
, which in
turn, coincide with the remaining digits in the expansion of y. Since T n0β x+
1
β
< 1, it follows
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that
d
(
T n0β x+
1
β
, β
)
= (dn0+1 (x) + 1, dn0+2 (x) , dn0+3 (x) , ...)
is an admissible sequence and therefore, ω =
(
[0]n0 , dn0+1 (x) + 1, dn0+2 (x) , dn0+3 (x) , ...
)
is
also admissible (σnω ≺lex d (1, β) for n < n0 since the first digit in d (1, β) is [β] > 0, and
σnω ≺lex d (1, β) for n ≥ n0 since σn0ω is admissible). Let y ∈ X be such that
d (y, β) = ω.
Obviously x ≺rev y, and by definition of the reverse lexicographic order there must be only
finite number of elements that lie strictly between x and y. This implies that the set
{y : d (y, β) ≻rev d (x, β)}
has a minimal element and therefore τ (x) is defined.
We show that τ (x) = y. If not, then there must exist z ∈ X , such that x ≺rev z ≺rev ω.
This implies that there exists k ≤ n0 such that dk (x) < dk (y) and dn (x) = dn (y) for all
n > k. This implies that
σk−1 (d (y, β)) lex (dk (x) + 1, dk+1 (x) , dk+2 (x) , ...) ,
which in this case means that (dk (x) + 1, dk+1 (x) , dk+2 (x) , ...) is an admissible sequence.
Therefore, dk(x)+1
β
+
∑∞
i=1
dk+1(x)
βi+1
< 1 and it follows that
T k−1β x =
∞∑
i=0
dk+i (x)
βi+1
< 1− 1
β
which contradicts the definition of n0.
Note that in particular, the last argument shows that if x ≺lex z, then there must be some
k ∈ N∗, such that T kβ x < 1− 1β and therefore, x /∈ Σmax. This completes the proof. 
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Corollary 9. There exists a measurable, τ invariant set Xˆ ⊆ X with λ
(
Xˆ
)
= 1 restricted to
which τ is invertible.
Proof. Using proposition 8 inductively, we conclude that τnx is defined for all n ∈ N, if and
only if T nβ x+
1
β
< 1 for infinitely many n ∈ N. Letting Σmax be as in proposition 8, we have
the equality
{
x ∈ X : T nβ x+
1
β
< 1 for finitely many n ∈ N∗
}
=
⋃
k∈N∗
T−kβ Σmax.
Thus, all powers of τare well-defined for all x ∈ Y := X \ ⋃k∈N∗ T−kΣ and there is some
power of τ which is undefined for x /∈ Y . It follows that Y is τ -invariant.
We show that Y has full Lebesgue measure. Since Tβ is ergodic and m ([1− β, 1)) < 1, it
follows by Birkhoff’s ergodic theorem that there exists ρ < 1 such that for m almost every
x, and large enough n, 1
n
∑n−1
k=0 1[0,1−β) < ρ. This shows that m (Σ) = 0 and therefore,
m
(⋃
k∈N∗ T
−k
β Σ
)
= 0. By equivalence of the Lebesgue measure and the measure m, it follows
that λ (Y ) = 1.
Setting Xˆ := Y \⋃∞k=0 T−kβ (0¯), where 0¯ = (0, 0, ....) we obtain a set of full Lebesgue measure,
invariant under τ (invariance is seen by the fact that τ parametrizes the tail relation, i.e x and
τx must be in the same equivalence class). Since it is clear from the definition of τ that it is
an injective map, to prove invertibility, it suffices to show that τ : Xˆ → Xˆ is onto. Let x ∈ Xˆ
and let d (x, β) = (d1 (x) , d2 (x) , ...) be its expansion. Let n0 := min {k : dk (x) > 0}. Then
ω = (d1 (x) , ..., dk (x)− 1, dk+1 (x) , ...) is an admissible sequence if y ∈ X has expansion ω,
then y ≺rev x and there are finitely many elements between y and x ordered by the reverse
lexicographic order. It follows that τkx = y for some k ∈ N, and that y ∈ Xˆ . Therefore,
τ : Xˆ → Xˆ is onto and the proof is complete. 
Proposition 10. τ : Xˆ → Xˆ preserves the Lebesgue measure.
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Proof. Let x ∈ Xˆ. Since the set of all cylinders {∆n}∞n=1 generates B, it suffices to prove that
there exists a cylinder ∆n such that x ∈ ∆n, and λ (τ (∆n)) = λ (∆n). Let
n0 = min
{
T nx+
1
β
< 1
}
.
Then by proposition 8
τx =
(
[0]n0 , dn0+1 (x) + 1, dn0+2 (x) , dn0+3 (x) , ...
)
.
Fix n1 > n0 + 1. By lemma 5, there exist two cylinders A, B of rank n1 or n1 + 1 such that
x ∈ A, τx ∈ B. If the ranks are different, by concatenating the last symbol of the longer
cylinder to the shorter cylinder we obtain two full cylinders of equal rank. Doing this will not
change the fact that x ∈ A and τx ∈ B, because the above formula for τx shows that the
digits in the expansions of x and τx coincide for the index n1 + 1. Therefore, without loss of
generality, we may assume that both A and B are full cylinders of rank n˜ > n0+1. It follows
that
A = (d1 (x) , d2 (x) , ..., dn˜ (x))
and
B =
(
[0]n0 , dn0+1 (x) + 1, dn0+2 (x) , ..., dn˜ (x)
)
.
Therefore, proposition 8 shows that y ∈ A =⇒ τy ∈ B and it is easy to see by definition of
the reverse lexicographic order that τ−1 (B) = A. Thus, τ (A) = B and since full intervals of
equal rank have same Lebesgue measure the claim follows. 
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3. Random Walk Adic Transformation Associated with an Aperiodic Random
Walk for the Beta Transformation.
Let G = R or G = Z and let ϕ : X → G. The random walk over the β-transformation
generated by f is the skew product
(X ×G,B (X)× B (G) , m˜, σϕ)
where m˜ := m × dy, dy is the Haar measure on G and σϕ (x, y) = (Tβx, y + ϕ (x)). In what
follows, Birkhoff sums of the form
∑n−1
k=0 ϕ
(
T kβ x
)
will be denoted by ϕn (x).
Similarly to how the adic transformation τ parametrizes the tail relation of Tβ, the random
walk adic transformation associated to σϕ is the (unique) skew product over
(
Xˆ,B⋂ Xˆ, λ),
which parametrizes the tail relation of σϕ. To identify this note that the tail relation of σϕ is
given by
T (σϕ) =
{
(x, y)× (x′, y′) : (x, x′) ∈ T (Tβ) , ∃n0∀n > n0 y + ϕn (x) = y′ + ϕn (x′)} .
Now let (x, y) × (x′, y′) ∈ T (σϕ). Since (x, x′) ∈ T (Tβ), it follows that there exists n such
that T n−1β (x) = T
n−1
β (y). Therefore,
y + ϕk (x) = y
′ + ϕk
(
x′
)
for all k greater than some K ∈ N, if and only if y + ϕn (x) = y′ + ϕn (x′). It follows that
(x, y)× (x′, y′) ∈ Tσϕ
if and only if (
x, x′
) ∈ T (Tβ)
and
y′ = y + ψ
(
x, x′
)
,
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where ψ (x, x′) =
∑∞
k=0 ϕ
(
T kβx
)
− ϕk
(
T kβ x
′
)
. It follows that for (x, y) ∈ Xˆ × Rd,
(τx, y + φ (x)) ∼T (σϕ) (x, y)
if and only if φ (x) := ψ (x, τx). Thus, we define the random walk adic transformation as
follows.
Definition 11. The random walk adic transformation associated to σϕ is the skew product
(
Xˆ ×G,
(
B
⋂
Xˆ
)
× B (G) , µ, τϕ
)
,
where µ = λ× dy, λ is the Lebesgue measure on X restricted to Xˆ , dy is the Haar measure
on G and
τϕ (x, y) = (τx, y + φ (x))
where
φ (x) := ψ (x, τx) =
∞∑
k=0
ϕ
(
T kx
)
− ϕ
(
T k (τx)
)
.
Note that since τ is invertible on Xˆ , τϕ is invertible and by the arguments above, for
(x, y) , (x′, y′) ∈ Xˆ ×Rd, (x, y) ∼T (σf) (x′, y′) if and only if τnϕ (x, y) = (x′, y′) for some n ∈ Z.
Denote by Gˆ the dual group of G.
Definition 12. A measurable function ϕ : X → G is aperiodic if the only solutions the
equation γ ◦ ϕ = λg
g◦T m-a.e, with γ ∈ Gˆ, |λ| = 1 and a measurable g : X → S1 are γ ≡ 1,
λ = 1 and g is an a.e constant function.
We say that the random walk over the β-transformation is aperiodic, if it is generated by
an aperiodic function ϕ. Aperiodicity is crucial for proving exactness and local limit theorems
for the skew product (X × R,B (X)× B (G) , m˜, σϕ). In order for these to hold, in addition
to aperiodicity, we must make further regularity assumptions on the function ϕ, namely we
need to restrict ϕ to a Banach space, on which the associated transfer operator (also known as
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the Ruelle-Frobenius-Perron operator) acts quasi-compactly. This is the goal of the following
section. All relevant definitions are provided therein.
4. Assumptions on the observable ϕ and implications
The results of this section appear in [ADSZ] where they are proved in a more general context
of piecewise monotonic, expanding maps of the interval. We list the results relevant to our
case.
For an interval A ⊆ X, and f : A → R, define the variation of f on A to be varf (A) :=
sup
∑
i |f (xi)− f (xi−1)| where the supremum is taken over all finite partitions
x1 < x2 < ... < xn
of A. Forf ∈ L1 (m) set ∨
A
f := inf {varf∗ (A) : f∗ = f a.e} .
For f ∈ L∞ (m), define
‖f‖BV := ‖f‖∞ +
∨
X
f
and let
BV := {f ∈ L∞ (m) : ‖f‖BV <∞}
The space BV endowed with the norm ‖·‖BV is a Banach space.
We will also be interested in functions of bounded variation on each element of the natural
partition of the unit interval for the β-transformation. This partition corresponds to the
partition {[1] , ..., [β]} of the associated β-shift and is given by
α =
{[
0,
1
β
)
,
[
1
β
,
2
β
)
...,
[
[β]
β
, 1
)}
.
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We say that ϕ : X → R is locally of bounded variation on α, if
Cϕ,α := sup
A∈α
∨
A
ϕ <∞.
Note that since α is a finite partition, Cϕ,α <∞ implies that ϕ is bounded.
Recall that for a non-singular dynamical system (Y, C, µ, T ) the transfer operator is an
operator Tˆ : L1 (µ)→ L1 (µ), uniquely defined by the equality
ˆ
X
f ◦ Tˆ · g dµ =
ˆ
X
f · g ◦ T dµ
for every f ∈ L1 (m), g ∈ L∞ (m). Let Tˆβ be the transfer operator of (X,B,m, Tβ).
In what follows we also need the transfer operator L : L1 (m)→ L1 (m), defined by
(Lf) (x) =
∑
y∈T−1
β
(x)
f (x) .
Note that Lf (x) is finite for almost every x ∈ X, and Lf = Lf˜ mod m if f = f˜ mod m.
The operator L is also referred to as the transfer operator (or the Ruelle-Frobenius-Perron
operator) and may be used to obtain the Tβ invariant density h (see [Wa]). We have thatβ is
an eigenvalue of L corresponding to the function h, i.e Lh = βh and the operator L and Tˆ are
related by (see [Wa, Lemma 11])
L (f) = βh · Tˆ
(
f
h
)
∀f ∈ L1 (m) .
Definition 13. An operator G on a Banach space B is called quasi-compact with s dominating
simple eigenvalues if
(1) There exist G-invariant spaces F and H such that F is an s dimensional space and
B = F ⊕H.
(2) G is diagonizable when restricted to F with all eigenvalues having modulus equal to
the spectral radius of G, denoted by ρ (G).
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(3) When restricted to H, the spectral radius of G is strictly less than ρ (G).
Definition 14. The fact that Tˆβ is a quasi-compact operator on BV with one simple domi-
nating eigenvalue 1 and corresponding eigenspace of constant functions is proved in [ADSZ].
Thus, Tˆβ has the form Tˆβ = m (f)1 + Q where the spectral radius of Q : B → B satisfies
ρ (Q) < 1 and m ◦Q = Q1 = 0.
The characteristic function operator associated to a measurable function ϕ : X → R is a
family of operators P (t) : L1 (m)→ L1 (m), t ∈ R defined by
P (t) f = Tˆβ
(
eitϕf
)
.
Let ϕ : X → R be such that Cϕ,α < ∞. Then for t ∈ R, P (t) : BV → BV is quasi-
compact and P (t) is twice continuously differentiable as a function from R to Hom (BV,BV ).
It follows from operator perturbation theory (see [ADSZ]) that there exists a δ neighborhood
of 0, such that for |t| < δ, P (t) is quasi-compact with a simple dominating eigenvalue λ (t),
where λ (t) has Taylor’s expansion at 0 of the form
λ (t) = 1 + im (ϕ)− σ2t2 + o (t2) , σ ≥ 0.
Moreover, σ2 = limn→∞ 1nV arm (φn) (here V ar (ϕn) denotes the variance of the sum ϕn)
and σ2 = 0 if and only if ϕ is a coboundary, i.e of the form ϕ = f ◦ Tβ − f for some
measurable f : X → R. As a consequence of that, exactness, conditional central limit theorems
and conditional local theorems for the skew product (X ×G,B (X)×B (G) , m˜, σϕ) can be
obtained (see [ADSZ], [AD], [HH]). We list these results.
Through the rest of this paper we assume that ϕ : X → G, G = R or G = Z, Cϕ,α <∞, ϕ
is aperiodic and limn→∞ 1nV arm (ϕn) = σ
2 > 0.
Recall that a non-singular transformation on a standard probability space (Y, C, µ, T ) is
exact if the tail σ−field of T defined by T (T ) :=
∞⋂
n=1
T−nC is trivial, i.e T (T ) = {∅, Y }.
15
Theorem 15. [ADSZ, Theorem 7] If ϕ : X → G where G = R or G = Z is aperiodic and
Cϕ,α <∞, then the skew product (X ×G,B (X)× B (G) , m˜, σϕ) is exact.
Corollary 16. If ϕ : X → G is aperiodic and Cϕ,α <∞ then the random walk adic transfor-
mation
(
Xˆ ×G,
(
B⋂ Xˆ)× B (G) , µ, τϕ) is conservative and ergodic.
Proof. Ergodicity follows from exactness of the skew product (X ×G,B (X)× B (G) , m˜, σϕ).
Indeed, since τϕ parametrizes the tail relation of (X ×G,B (X)× B (G) , m˜, σϕ) any τϕ invari-
ant subset must be in the tail σ-field of σϕ. Conservativity follows since τϕ is invertible and
ergodic (see [Aa1, Proposition 1.2.1]). 
Theorem 17. [ADSZ, Theorem 9(1)](CLT) For an interval I ⊆ R,
Tˆ nβ
(
1
{
ϕ¯n
σ
√
n
∈I
}
)
(x) −→
n→∞
1√
2π
ˆ
I
e−
t2
2 dt,
uniformly in x ∈ X. In particular
m
(
1
{
ϕn√
n
∈I
}
)
−→ 1√
2π
ˆ
I
e−
t2
2 dt
.
Remark 18. Aperiodicity of ϕ is not required for the CLT.
Theorem 19. [ADSZ, Theorem 9(2)](LLT - Discrete version) Assume that ϕ : X → Z is
aperiodic. Then
σ
√
nTˆ nβ
(
1{ϕn=kn}
)
(x) −→
n→∞
1√
2π
e−
t2
2 , kn ∈ Z, kn − nEm (ϕ)
σ
√
n
→ t
uniformly in x ∈ X, t ∈ K, for all K ⊆ R compact.
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Theorem 20. [ADSZ, Theorem 9(3)](LLT- Continuous version) Assume that ϕ : X → R is
aperiodic and I is a bounded interval. Then
σ
√
nTˆ nβ
(
1{ϕn∈kn+I}
)
(x) −→
n→∞
1√
2π
e−
t2
2 (x) , kn ∈ R, kn − nEm (ϕ)
σ
√
n
→ t
uniformly in x ∈ X, t ∈ K, for all K ⊆ R compact.
Remark 21. Uniformity in t in the above theorems should be interpreted as follows: Let K ⊆ R
be compact and assume that for every t ∈ K we have a sequence kn (t) such that kn(t)−nEm(ϕ)σ√n
converges to t uniformly as n→∞, then
σ
√
nTˆ nβ
(
1{ϕn∈kn(t)+I}
)
(x) −→
n→∞
1√
2π
e−
t2
2
uniformly in x ∈ X, t ∈ K.
The following theorems are a version of the two previous ones that instead of giving actual
limits provide an upper bound for Tˆ nβ
(
1{ϕn=k}
)
and Tˆ nβ
(
1{ϕn∈I+y}
)
for all k ∈ Z, y ∈ R. The
proof is essentially the same as the proofs of the LLT theorem.
Theorem 22. (Discrete version) Assume that ϕ : X → Z is aperiodic. Then there exists a
constant C such that
Tˆ nβ
(
1{ϕn=k}
)
(x) ≤ C√
n
for all k ∈ K, x ∈ X.
Theorem 23. (Continuous version) Assume that ϕ : X → R is aperiodic and I ⊆ R is a
bounded interval. Then there exists a constant C such that
Tˆ nβ
(
1{ϕn∈I+y}
)
(x) ≤ C√
n
for all y ∈ R, x ∈ X.
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5. Asymptotic distributional stability
As explained in the introduction our objective is to prove asymptotic distributional stability
for the random walk adic transformation. This is the goal of the present section.
Let G = Z or G = R and let ϕ : X → R be aperiodic with Cϕ,α < ∞. As explained in the
previous section, in this case, the random walk adic transformation
(
Xˆ ×G,
(
B
⋂
Xˆ
)
×B (G) , µ, τϕ
)
is conservative and ergodic. Let χ be a standard Gaussian random variable defined on some
probability space. For two random variable Y and Z we write Y
d
= Z if Y has the same
distribution as Z. We prove
Theorem 24. The random walk adic transformation is disitributionally stable with return
sequence an ∝ n√logn and a random variable Y
d
= e−χ2 in the limit, i.e
(5.1)
1
an
Sn (f)
L(m)→ e−χ2m (f)
for all f ∈ L1 (m), f ≥ 0, where Sn (f) :=
∑n−1
k=0 f ◦ τkϕ.
Remark 25. The theorem is valid for an aperiodic random walk on G = Zk×RD−k with return
sequence an ∝ n
(logn)
D
2
. The changes needed for the proof in this setting are statements of
theorems in section (4) for G = Zk ×RD−k as in [AS]. In this case the random variable e−χ2D
appears in the limit, where χ2D =
∥∥ξ2∥∥2
2
for ξ a standard Gaussian random vector in RD.
5.1. Overview of the proof. Similarly to the methods of [AS] we split the τ orbit up to
time n of a point x ∈ Xˆ into smaller blocks, where each block is of the form {T−lnτ iT lnx}
with ln ∝ log n. Since the topological entropy of Tβ is log β, each block is roughly of size βln
(lemma 26). Over these blocks we are able to estimate the sums Sn (f) (x, y) for f = 1Xˆ×I
where I is a bounded interval using the LLT (lemma 29). This will allow us to prove that
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(5.1) holds for f = 1
Xˆ×I , which by Hopf’s ergodic theorem is sufficient to obtain theorem 24
(section 5.4).
5.2. Conventions and notations. Throughout the remaining part of this paper we use the
following conventions:
(1) For a, b ∈ R, c > 0 we write a = b± c if a ≤ b+ c and a ≥ b− c.
(2) ForI ⊆ G, |I| denotes the Haar measure of I (we use this in order to distinguish
between the Lebesgue measure on Xˆ which we denote by λ and the Haar measure on
G = R or G = Z.
(3) Sn (f) (x, y) :=
∑n−1
k=0 f
(
τkϕ (x, y)
)
(4) φn :=
∑n−1
k=0 φ
(
τkx
)
(5) Em (f) :=
´
X
f (x) dm (x); V arm (f) = Em
(
f2
)− E2m (f)
(6) For x ∼T (Tβ) x′, set N (x, x′) := min
{
n ∈ N : xj = x′j ∀j ≥ n
}
5.3. Estimates. Set Jn (x) = # {y : y ∈ T−n (x)}.
For n fixed, we call a point x ∈ Xˆ
• n-minimal if x = min
{
T−nβ
(
T nβ x
)}
and
• n-maximal if x = max
{
T−nβ
(
T nβ x
)}
;
where the minimum and the maximum are with respect to the reverse lexicographic order.
Define Kn : Xˆ → N and τn : Xˆ → Xˆ by
Kn (x) = min
{
k : τk (x) is nmaximal
}
and τn (x) : Xˆ → Xˆ by
τn (x) = τ
Kn(x)+1.
Then
• τn (x) is n-minimal as it must have zeroes in the first n coordinates of its β-expansion
(see section 2.2 for details on the structure of τ).
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• T n (τnx) = τ (T nx) .
• Kn (x) ≤ Jn (x) := #T−n (T n (x)) with equality if x is n-minimal.
Set Krn (x) := Kn (x) +
∑r−1
j=1Kn
(
τ jn (x)
)
and K0n = 0.
Eventually, as explained in 5.1, for every x ∈ Xˆ we approximate n by Krln (x), where
ln ∼ logβ n and r = rn (x) is large. This allows us to split the orbit of x under τ up to time n,
into blocks of the form T−lnβ
(
T lnβ
(
τ jnx
))
with cardinality of each block equal to Kln
(
τ jln (x)
)
,
j = 1, ..., r − 1. On each of these blocks, we are able to use the local limit theorem, in order
to obtain a total estimate for 1
Xˆ×I
(
SKr
ln
(x, 0)
)
where I = {0} if G = Z and I is Riemann
integrable with |I| <∞ if G = R.
We start with a lemma that provides an estimate of Krn (x) on a large set of x ∈ Xˆ . Note
that the set depends on n, but not on r, if r is large enough.
Lemma 26. For every ǫ > 0 there exist R,N ∈ N such that for every n > N , there exists a
set ARn with λ
(
ARn
) ≥ 1− ǫ, such that for every r > R and x ∈ ARn , Krn (x) = βnr (1± ǫ).
Proof. Fix ǫ > 0. We have
Krn (x) = Kn (x) +
r−1∑
j=1
Kn
(
τ jnx
)
= Kn (x) +
r−1∑
j=1
Jn
(
τ jnx
)
= Kn (x) +
r−1∑
j=1
#
{
T−nβ
(
T nβ τ
j
nx
)}
= Kn (x) +
r−1∑
j=1
#
{
T−nβ τ
jT nβ x
}
where the last equality follows form T n (τnx) = τ (T
nx).
20
By definition of the transfer operator L (see section 4),
#
{
T−nτ jT nx
}
= (Ln1)
(
τ jT nβ x
)
= βnh
(
τ jT nβ x
)
Tˆ nβ
(
1
h
)(
τ jT nβ x
)
= βnh
(
τ jT nβ x
)(
Em
(
1
h
)
± ηn
)
= βn
(
h
(
τ jT nβ x
)± ηn)
where 0 < η < 1. It follows that
Krn (x) = Kn (x) + β
n

r−1∑
j=1
h
(
τ jT nβ x
)± rηn

 .
A similar computation gives Kn (x) ≤ #T−n (T nx) ≤ Cβn where C is some constant.
Set ARn (ǫ) :=
{
x :
∑r−1
j=1 h
(
τ jT nx
)
= r ± ǫ2 ∀r > R
}
and consider the set AR1 (ǫ). Since
Eλ (h) = 1, by the ergodic theorem we have that λ
(
AR1 (ǫ)
) ≥ 1− ǫ if R is large enough. Since
every measurable A ⊆ X satisfies
(
1− 1
β
)
λ (A) ≤ m (A) ≤ 1
1− 1
β
λ (A), it follows that there
exists R > 1 such that for every n ∈ N, m (ARn (ǫ)) = m (T−nAR1 (ǫ)) = m (AR1 (ǫ)) ≥ 1 − ǫ.
Therefore, there exists R′ such that for every n ∈ N, r > R′, λ (Arn (ǫ)) ≥ 1−ǫ. Let R′′, N ∈ N
be such that ∀n > N , r > R′′, we have ηn < ǫ4 and Cr < ǫ4 . Then for n > N , r > max (R′, R′′),
x ∈ ARn := Amax(R
′,R′′)
n (ǫ) we have
Krn (x) ≤ Kn (x) + βn

r−1∑
j=1
h
(
τ jT nβ x
)
+ rηn


≤ βnr
(
1 +
C
r
+ ηn +
ǫ
2
)
< βnr (1 + ǫ)
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and similarly
Krn (x) ≥ βn

r−1∑
j=1
h
(
τ jT nβ x
)− rηn


> βnr (1− ǫ) .
The result follows from this. 
Lemma 27. For I ⊆ G measurable,
SKrn(x)
(
1
Xˆ×I
)
(x, y)
≤
r−1∑
j=0
#

z ∈ T−nβ
(
τ jT nβ (x)
)
:
n+N(Tnx,τ jTnx)∑
k=0
ϕ
(
T kβ x
)
− ϕ
(
T kβ (z)
)
∈ I − y


and
SKrn(x)
(
1
Xˆ×I
)
(x, y)
≥
r−1∑
j=1
#

z ∈ T−nβ
(
τ jT nβ (x)
)
:
n+N(Tnx,τ jTnx)∑
k=0
ϕ
(
T kβ x
)
− ϕ
(
T kβ (z)
)
∈ I − y

 .
Proof. By definition
SKrn(x)
(
1
Xˆ×I
)
(x, 0)
= SKn(x)
(
1
Xˆ×I
)
(x, y) +
r−1∑
j=1
S
K
j+1
n (x)
(
1
Xˆ×I
)
(x, y)− S
K
j
n(x)
(
1
Xˆ×I
)
(x, y) .(5.2)
For fixed j ≥ 1,
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S
K
j+1
n (x)
(
1
Xˆ×I
)
(x, y)− S
K
j
n(x)
(
1
Xˆ×I
)
(x, y)
=
K
j+1
n (x)−1∑
l=Kjn(x)
1
Xˆ×I
(
τ lx, y + φl (x)
)
=
Kn(τ jn(x))−1∑
l=0
1
Xˆ×I
(
τ l
(
τK
j
n(x)x
)
, y + φ
K
(j)
n (x)+l
(x)
)
=
Jn(τ jn(x))−1∑
l=0
1
Xˆ×I
(
τ l
(
τK
j
n(x)x
)
, y + φ
K
(j)
n (x)+l
(x)
)
.
Now by the properties listed in the beginning of this section,
{
τ l
(
τK
j
n(x) (x)
)
: l = 0, ..., Jn
(
τ jn (x)
)− 1} = T−nβ (T nβ (τKjn(x)x)) = T−nβ (τ j (T nβ x)) .
Moreover, since for x ∼T (Tβ) x′, N (x, x′) = min
{
n ∈ N : xj = x′j ∀j ≥ n
}
, for M > 0, we
have
φM (x) =
M−1∑
i=0
φ
(
τ ix
)
=
M−1∑
i=0
ψ
(
τ ix, τ i+1x
)
=
M−1∑
i=0
∞∑
k=0
ϕ
(
T kβ
(
τ ix
))− ϕ(T kβ (τ i+1x))
=
M−1∑
i=0
N(τ ix,τ i+1x)∑
k=0
ϕ
(
T kβ
(
τ ix
))− ϕ(T kβ (τ i+1x))
=
M−1∑
i=0
N(x,τMx)∑
k=0
ϕ
(
T kβ
(
τ ix
))− ϕ(T kβ (τ i+1x))
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=N(x,τMx)∑
k=0
ϕ
(
T kβx
)
− ϕ
(
T kβ
(
τMx
))
where the one prior to the last equality follows because N
(
τ ix, τ i+1x
) ≤ N (x, τMx) for
i ≤M − 1 and the extra terms in the sum vanish. It follows that
Jn
(
τ
(j)
n (x)
)
−1∑
l=0
1{Xˆ×I}
(
τ l
(
τK
(j)
n (x)x
)
, y + φ
K
(j)
n (x)+l
(x)
)
= #

z ∈ T−nβ (τ jT nβ (x)) :
N(x,z)∑
k=0
ϕ
(
T kβx
)
− ϕ
(
T kβ (z)
)
∈ I − y

 .
Similarly, since Kn (x) ≤ Jn (x),
SKn(x)
(
1
Xˆ×I
)
(x, y) =
Kn(x)−1∑
l=0
1
Xˆ×I
(
τ l (x) , y + φl (x)
)
≤
Jn(x)∑
l=0
1
Xˆ×I
(
τ l (x) , y + φl (x)
)
= #

z ∈ T−nβ (T nβ x) :
N(x,z)∑
k=0
ϕ
(
T kβx
)
− ϕ
(
T kβ (z)
)
∈ I − y


= #
{
z ∈ T−nβ
(
T nβ
)
:
n∑
k=0
ϕ
(
T kβ x
)
− ϕ
(
T kβ (x)
)
∈ I − y
}
,
where the last equality follows since for z ∈ T−nβ
(
T nβ x
)
, N (x, z) ≤ n and the extra terms in
the sum vanish.
Note that for j ≥ 1, z ∈ T−n (τ jT n (x)),
N (x, z) = n+N
(
T nβ x, T
n
β z
)
= n+N
(
T nβ x, τ
jT nβ x
)
.
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Thus
#
{
z ∈ T−nβ
(
τ jT nβ (x)
)
:
N(x,z)∑
k=0
ϕ
(
T kβx
)
− ϕ
(
T kβ (z)
)
∈ I − y
}
= #

z ∈ T−nβ
(
τ jT nβ (x)
)
:
n+N(Tnx,τ jTnx)∑
k=0
ϕ
(
T kβx
)
− ϕ
(
T kβ (z)
)
∈ I − y


whence the lemma is proved by summing over j and dropping the term SKn(x) from the sum
in (5.2) for the lower bound. 
The next lemma shows that max0≤j≤rN
(
T nβ x, τ
jT nβ x
)
is negligible compared to n, for
all r bounded by some constant. This is used in lemma 29 for estimating sums of the type∑n+N(Tnx,τ jTnx)
k=0 ϕ
(
T kβx
)
− ϕ
(
T kβ (z)
)
using the LLT.
Lemma 28. Let C > 0. Then for all r < C, and M > C log β the set Drn (M) :={
x ∈ Xˆ : max1≤j≤rN
(
T nβ x, τ
jT nβ x
)
≥M log n
}
has Lebesgue measure 0 if n is large enough.
Proof. Since the quantity N
(
x, τ jx
)
increases as j increases, we have
Cn (M) ⊆
{
x : N
(
T nβ x, τ
r
(
T nβ x
)) ≥M log n}
⊆
{
x : max
0≤i≤r−1
N
(
τ iT nβ x, τ
i+1T nβ x
) ≥ M log n
r
}
.
Since τ preserves the Lebesgue measure,
λ
{
x : max
0≤i≤r
N
(
τ ix, τ i+1x
) ≥ M log n
r
}
= λ
{
r−1⋃
i=0
{
x : N
(
τ ix, τ i+1x
) ≥ M log n
r
}}
≤ rλ
{
x : N (x, τx) ≥ M log n
r
}
.
Since N (x, τx) ≥ M logn
r
implies that T ix ≥ 1− 1
β
for all i ≤ M logn
r
(see proposition 8 and the
proof therein), we have λ
{
x : N (x, τx) ≥ M logn
r
}
≤ C ′ 1
β
M logn
r
where C ′ is some constant.
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Since the sum
∑∞
n=1 β
−M logn
r converges if M
r
> log β, it follows by the Borel-Cantelli lemma
that λ (Drn (M)) = 0 if n is large enough. 
Lemma 29. Let I = {0} if G = Z and I ⊆ R a bounded interval if G = R and let C, δ be
some positive constant,. Then for all ǫ > 0, r < C there exists N such that for all n > N ,
x ∈ Xˆ, y ∈ I,
1B(0,δ)
(
ϕ¯n (x)√
n
)
SKrn(x)
(
1
Xˆ×I
)
(x, y)
≤1B(0,δ)
(
ϕ¯n (x)√
n
) |I| βn
∑r−1
j=0 h
(
τ jT nβ x
)
σ
√
2πn
(
e−
ϕ¯2n(x)
2σ2n + ǫ
)
and
1B(0,δ)
(
ϕ¯n (x)√
n
)
SKrn(x)
(
1
Xˆ×I
)
(x, y)
≥1B(0,δ)
(
ϕ¯n (x)√
n
) |I| βn
∑r−1
j=1 h
(
τ jT nβ x
)
σ
√
2πn
(
e−
ϕ¯2n(x)
2σ2n − ǫ
)
where σ2 = 1
n
V arm
(∑n
k=0 ϕ ◦ T kβ
)
.
Proof. By lemma 26
SKrn(x)
(
1
Xˆ×I
)
(x, y)
≤
r−1∑
j=0
#

z ∈ T−nβ
(
τ jT nβ (x)
)
:
n+N(Tnx,τ jTnx)∑
k=0
ϕ
(
T kβ x
)
− ϕ
(
T kβ (z)
)
∈ I − y


and
SKrn(x)
(
1
Xˆ×I
)
(x, y)
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≥
r∑
j=1
#

z ∈ T−nβ
(
τ jT nβ (x)
)
:
n+N(Tnx,τ jTnx)∑
k=0
ϕ
(
T kβ x
)
− ϕ
(
T kβ (z)
)
∈ I − y

 .
Now for fixed j, setting kn (x, z) =
∑N(Tnx,τ jTnx)
k=n+1 ϕ
(
T kβ x
)
− ϕ
(
T kβ z
)
we have,
#
{
z ∈ T−nβ
(
τ jT nβ (x)
)
:
n+N(Tnx,τ jTnx)∑
k=0
ϕ
(
T kβ x
)
− ϕ
(
T kβ (z)
)
∈ I
}
=
∑
z∈T−nτ jTnx
1{ϕn(z)∈ϕn(x)+kn(x,z)+I−y}
= Ln (1{ϕn(·)∈ϕn(x)+kn(x,·)+I−y}) (τ jT nx)
= βnh
(
τ jT nx
)
Tˆ n
(
1{ϕn(·)∈ϕn(x)−kn(x,·)+I−y}
h (·)
)(
τ jT nx
)
.
Since r is bounded, by lemma 28 if n is large enough kn (x, z) ≤ M sup |ϕ| log n, where M is
constant, and therefore by LLT, there exists N , such that for all n > N , x ∈ Xˆ, y ∈ I we have
1B(0,δ)
(
ϕ¯n√
n
)
βnh
(
τ jT nx
)
Tˆ n
(
1{ϕn(·)∈ϕn(x)−kn(x,·)+I−y}
h (·)
)(
τ jT nx
)
= 1B(0,δ)
(
ϕ¯n√
n
)
βnh
(
τ jT nx
) |I|
σ
√
2πn
(
e
− ϕ¯
2
n(x)
2σ2ln ± ǫ
)
.
whence the lemma is proved by summing over j. 
Lemma 30. Let I be as in lemma 29. For every ǫ > 0, there exists K ∈ N, such that for
every n > K there exists a set An with λ (An) ≥ 1− ǫ, so that for every x ∈ An, y ∈ I
1B(0,δ)
(
ϕ¯n√
n
) √
ln
n
Sn
(
1
Xˆ×I
)
(x, y) = |I| 1
σ
√
2π
(
e
− ϕ¯
2
ln
(x)
2σ2ln ± ǫ
)
where ln ∼ logβ n, δ > 0.
Proof. Fix ǫ > 0. Let N , R be as in lemma 26. Set ln =
[
logβ
(
n
(R+2)(1+ǫ)
)]
. Let n be large
enough so that ln > N . Then by lemma 26 there exists a set An with λ (An) > 1 − ǫ, such
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that for all r > R, and all x ∈ An,
Krln (x) = β
lnr (1± ǫ) .
For x ∈ An, let rn (x) be such that Krn(x)ln (x) ≤ n < K
rn(x)+1
ln
. Since for r ≤ R,
Kr+1ln (x) ≤ KR+1ln (x) = β
ln (R+ 1) (1± ǫ) ≤ n
(R+ 2)
(R+ 1) < n
it follows that rn (x) > R. Moreover, since
n ≥ Krn(x)ln ≥ βlnrn (x) (1− ǫ) ≥
(
n
(R+ 2) (1 + ǫ)
− β
)
(rn (x)) (1− ǫ)
we have rn (x) ≤ C where C depends only on R,ǫ,β. By lemma 29 there exists N ′ such that
for all n > N ′, r ≤ C, x ∈ Xˆ , y ∈ I
1B(0,δ)
(
ϕ¯n (x)√
n
)
SKrn(x)
(
1
Xˆ×I
)
(x, y) ≤ 1B(0,δ)
(
ϕ¯n (x)√
n
)|I| βn
∑r−1
j=0 h
(
τ jT nβ x
)
√
n
(
e−
ϕ¯n(x)
2n + ǫ
)
and
1B(0,δ)
(
ϕ¯n (x)√
n
)
SKrn(x) ≥ 1B(0,δ)
(
ϕ¯n (x)√
n
)|I| βn
∑r−1
j=1 h
(
τ jT nβ x
)
√
n
(
e−
ϕ¯n(x)
2n − ǫ
)
It follows that for n such that ln > max (N,N
′), and for all x ∈ An,
Sn
(
1
Xˆ×I
)
(x, y) ≥ S
K
rn(x)
ln
(x)
(
1
Xˆ×I
)
(x, y)
≥ β
ln
∑rn(x)−1
j=1 h
(
τ jT nx
)
σ
√
2πln
(
e−
ϕ¯ln
(x)
2ln − ǫ
)
≥ β
lnrn (x) (1− ǫ)
σ
√
2πln
(
e−
ϕ¯ln(x)
2ln − ǫ
)
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where in the last inequality we use
∑rn(x)−1
j=1 h
(
τ jT nx
) ≥ rn (x) (1− ǫ) for r > R, which we
may assume to be true by the proof of lemma 26. Similarly
Sn
(
1
Xˆ×I
)
(x, 0) ≤ S
K
rn(x)+1
ln
(x)
(
1
Xˆ×I
)
(x, 0)
≤ β
ln
∑rn(x)
j=0 h
(
τ jT nx
)
σ
√
2πln
(
e−
ϕ¯ln
(x)
2ln + ǫ
)
≤ β
lnrn (x) (1 + ǫ)
σ
√
2πln
(
e−
¯ϕln
(x)
2ln + ǫ
)
.
Since K
rn(x)
ln
≤ n ≤ Krn(x)+1ln we have
n ≥ Krn(x)ln ≥ βln (rn (x)− ǫ)
and
n ≤ Krn(x)+1ln ≤ βln (rn (x) + 1 + ǫ) .
It follows that
βlnrn (x)
n
≤ 1 + β
lnǫ
n
≤ 1 + ǫ
and
βlnrn (x)
n
≥ 1− 1
R+ 2
− 1
n
and we may assume that 1
R+2 < ǫ by enlarging R if necessary. Thus,
√
ln
n
Sn
(
1
Xˆ×I
)
(x, 0) ≤ (1 + ǫ)
2
σ
√
2π
(
e−
¯ϕln
(x)
2ln + ǫ
)
and √
ln
n
Sn
(
1
Xˆ×I
)
(x, 0) ≥ (1− ǫ)
2
σ
√
2π
(
e−
¯ϕln
(x)
2ln − ǫ
)
and the lemma follows from this. 
The following lemma will only be used in the proof of bounded rational ergodicity of the
random walk adic transformation (see section 6).
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Lemma 31. Let I be as in lemma 29. There exists C > 0, such that for all n, r ∈ N,
(x, y) ∈ Xˆ ×G,
SKrn(x)
(
1
Xˆ×I
)
(x, y) ≤ Cr β
n
√
n
.
Proof. By lemma 27
SKrn(x)
(
1
Xˆ×I
)
(x, y)
≤
r−1∑
j=0
#

z ∈ T−nβ
(
τ jT nβ (x)
)
:
n+N(Tnx,τ jTnx)∑
k=0
ϕ
(
T kβ x
)
− ϕ
(
T kβ (z)
)
∈ I − y


Similarly to the calculation in the proof of lemma 29, setting
kn (x, z) =
N(Tnx,τ jTnx)∑
k=n+1
ϕ
(
T kβx
)
− ϕ
(
T kβ z
)
we have
r−1∑
j=0
#
{
z ∈ T−nβ
(
τ jT nβ (x)
)
:
n+N(Tnx,τ jTnx)∑
k=0
ϕ
(
T kβx
)
− ϕ
(
T kβ (z)
)
∈ I − y
}
=
r−1∑
j=0
Ln (1{ϕn(·)∈ϕn(x)+kn(x,·)+I−y}) (τ jT nx)
=
r−1∑
j=0
βnh
(
τ jT nx
)
Tˆ n
(
1{ϕn(·)∈ϕn(x)−kn(x,·)+I−y}
h (·)
)(
τ jT nx
)
≤ C · r β
n
√
n
.
where C is some constant. The last inequality follows from theorems 22, 23 using kn (x, z) ≤
M log n (see lemma 28). 
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5.4. Proof of theorem 24. Let g be bounded and continuous on [0,∞] and let f ∈ L1 (λ× dy),
f ≥ 0. Our objective is to prove that for an ∝ n√logn ,
g (Snf) dm −→ Eg
(
e−
1
2
χ2
)
where χ is a standard Gaussian random variable.
Fix ǫ > 0. Since we have 1
n
V arm
(∑
ϕ ◦ T iβ
)
−→ σ2 > 0, it follows from Chebychev’s
inequality that if δ is large enough m
(
ϕ¯n√
n
∈ B (0, δ)
)
> 1− ǫ for all n ∈ N. By the fact that
the invariant density h is bounded from above and is bounded away from zero, the same is
true with the Lebesgue measure λ instead of m. Thus, for every n ∈ N , there exist a set Bn
with λ (Bn) > 1 − ǫ such that ϕ¯n(x)√n ∈ B (0, δ) for all x ∈ Bn. By lemma 30 there exists K,
ln ∼ log n, such that for all n > K, there exists a set An with λ (An) > 1− ǫ, so that
1B(0,δ)
√
ln
n
Sn
(
1
Xˆ×I
)
(x, y) = 1B(0,δ)
|I|
σ
√
2π
(
e−
ϕ¯2
ln
(s)
2σln ± ǫ
)
for every x ∈ An, y ∈ I. By the uniform continuity of the function g this implies that on the
set An,
g
(
1B(0,δ)
√
ln
n
Sn
(
1
Xˆ×I
)
(x, y)
)
= g
(
1B(0,δ)
|I|
σ
√
2π
e−
ϕ¯2
ln
(s)
2σln
)
± ǫ
Since λ (An
⋂
Bn) > 1− 2ǫ it follows that∣∣∣∣∣∣∣
ˆ
Xˆ×I
g
(√
ln
n
Sn
(
1
Xˆ×I
)
(x, y)
)
dm−
ˆ
Xˆ×I
g
(
|I|
σ
√
2π
e−
ϕ¯2
ln
(s)
2σln
)
dm
∣∣∣∣∣∣∣ ≤ ǫ+ 4ǫ sup |g| .
Now by the CLT,
ˆ
Xˆ×I
g
(
|I|
σ
√
2π
e−
ϕ¯2
ln
(s)
2σln
)
dm −→
ˆ
I
E
(
g
( |I|
σ
√
2π
e−χ
2
))
dy = |I|E
(
g
( |I|
σ
√
2π
e−χ
2
))
.
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It follows that there exists a sequence an ∝ n√logn , such that for all bounded and continuous
g on [0,∞], p = 1Xˆ×I
m(Xˆ×I) ∈ L
∞ (m), h = 1
Xˆ×G,
(5.3)
ˆ
Xˆ×G
g
(
1
an
Sn (h)
)
· pdm −→ E
(
g
(
m (h) · e−χ2
))
.
We claim that this implies
(5.4)
1
an
Sn (h)
L−→ e−χ2 .
To see this, assume by contradiction that this is not the case. Then by definition, there exists
a probability measure q ≪ m, a function f ∈ C [0,∞], ǫ > 0 and a subsequence nk such that
(5.5)
∣∣∣∣∣∣∣
ˆ
Xˆ×G
f
(
1
ank
Snk (h)
)
· qdm−E
(
f
(
m (h) · e−χ2
))∣∣∣∣∣∣∣ > ǫ
for all k ∈ N. By corollary 3.6.2 in [Aa1], there exists a further subsequence ml := nkl and a
random variable Y on [0,∞], such that
1
aml
Sml (h)
L−→ Y.
It follows that for all g ∈ C [0,∞], and a probability measure q ≪ m,
ˆ
Xˆ×G
g
(
1
aml
Sml (h)
)
· qdm −→ E (g (m (h) · Y )) .
But (5.3) implies that for p =
1
Xˆ×I
m(Xˆ×Y ) , g ∈ C [0,∞],
ˆ
Xˆ×G
g
(
1
aml
Sml (h)
)
· pdm −→ E
(
g
(
m (h) e−χ
2
))
whence Y has the same distribution as e−χ
2
. This contradicts (5.5) and therefore (5.4) holds.
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As explained in the introduction, by Hopf’s ergodic theorem ([Aa1, Corollary 3.6.2]), (5.4)
implies 1
an
Sn
ν−→ Y , which proves the theorem.
6. Bounded rational ergodicity
In this section we prove:
Theorem 32. The random walk adic transformation
(
Xˆ ×G,
(
B⋂ Xˆ)× B (G) , µ, τϕ), with
ϕ : X → G satisfying the assumptions of theorem 24 is bounded rationally ergodic with return
sequence an ∝
√
logn
n
.
Remark 33. As in the case of asymptotical distributional stability, the theorem is valid for an
aperiodic random walk on G = Zk × RD−k with return sequence an ∝ n
(logn)
D
2
. The changes
needed for the proof in this setting are statements of theorems in section (4) for G = Zk×RD−k
as in [AS].
Proof. Bounded rational ergodicity follows (see definition ) if we prove that there exists a
measurable A ⊆ Xˆ ×G and constants C, c > 0 such that
(6.1)
ˆ
A
Sn (1A) (x, y) dµ ≥ cn√
log n
and
(6.2) ‖Sn (1A)‖∞ ≤
Cn√
log n
.
Let I = {0} in case G = Z and I a bounded interval in case G = R. Fix ǫ > 0. As in the proof
of theorem 24 since 1
n
V arm
(∑
ϕ ◦ T iβ
)
−→ σ2 > 0, it follows from Chebychev’s inequality
that if δ is large enough then m
(
ϕ¯n√
n
∈ B (0, δ)
)
> 1− ǫ for all n ∈ N. It follows that for every
n ∈ N, there exist a set Bn with λ (Bn) > 1 − ǫ such that ϕ¯n(x)√n ∈ B (0, δ) for all x ∈ Bn. By
lemma 30, there exists a set An ⊆ Xˆ with λ (An) > 1− ǫ, and a sequence ln ∼ log n such that
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for every x ∈ An, y ∈ I,
1B(0,δ)
(
ϕ¯n√
n
) √
ln
n
Sn
(
1
Xˆ×I
)
(x, y) = |I| 1
σ
√
2π
(
e
− ϕ¯
2
ln
(x)
2σ2ln ± ǫ
)
.
It immediately follows from this that there exists c > 0 , such that
ˆ
Xˆ×I
Sn
(
1
Xˆ×I
)
(x, y) dµ ≥
ˆ
Xˆ×I
1Bn
⋂
An (x)Sn (1) (x, y) dµ ≥
cn√
log n
whence (6.1) is proved.
To prove (6.2) let ln :=
[
L logβ n
]
for some constant L to be chosen later and consider K2ln .
As in the proof of lemma 26 we have
K2ln (x) = Kln (x) + β
lnh
(
τT lnβ x
)
± ηln
where 0 < η < 1. Since h ≥ 1− 1
β
,
βlnh
(
τT lnβ x
)
≥ Ln
β
(
1− 1
β
)
± ηln .
It follows that there exists L such that K2ln ≥ n for all n ∈ N. Thus, using lemma 31
Sn
(
1
Xˆ×I
)
(x, y) ≤ SK
l2n(x)
(
1
Xˆ×I
)
≤ C β
ln
√
ln
≤ C˜ n√
log n
whence 6.2 follows. 
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