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Abstract
The regular independence number, introduced by Albertson and Boutin in 1990, is
the size of a largest set of independent vertices with the same degree. Lower bounds
were proven for this invariant, in terms of the order, for trees and planar graphs. In
this article, we generalize and extend these results to find lower bounds for the regu-
lar k-independence number for trees, forests, planar graphs, k-trees and k-degenerate
graphs.
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1 Introduction and benchmark bounds
Albertson and Boutin [2] introduced the parameter αreg(G) as the maximum cardinality
of an independent set in a graph G in which all vertices have equal degree in G. An
independent set whose vertices all have equal degree in G is called a regular independent
set. A k-independent set is a set of vertices whose induced subgraph has maximum degree
at most k. Let us define the regular k-independence number, denoted αk−reg(G), as the
maximum cardinality of a k-independent set of vertices which have the same degree in G.
More particularly, we denote by αk,j(G) the maximum cardinality of a k-independent set in
the subgraph induced by the vertices of degree j in G. Thus, αk−reg(G) = max{αk,j(G) :
δ ≤ j ≤ ∆}, where δ is the minimum degree and ∆ is the maximum degree. When k = 0,
α0−reg(G) = αreg(G) and, for regular graphs, αreg(G) = α(G) and αk−reg(G) = αk(G).
Albertson and Boutin [2] proved the following:
(1) If G is a planar graph on n vertices, then αreg(G) ≥ 265n.
(2) If G is a maximal planar graph on n vertices, then αreg(G) ≥ 361n.
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(3) If T is a tree on n vertices, then αreg(T ) ≥ n+24 and this is sharp.
(4) If G is a connected graph on n vertices and maximum degree ∆, then αreg(G) ≥ n(∆+12 )
and this is sharp.
They left open the problems whether the results in (1) and (2) are best possible and
constructed an example of a maximal planar graph G for which αreg(G) =
n
16 . Our intention
is to extend the issue raised by Albertson and Boutin in two directions. We extend the
question to broader families of graphs, including forests, k-trees and k-degenerate graphs,
while on the way improving item (1) for minimum degree δ = 2, 3, 4, 5 and item (2) for
minimum degree δ = 4, 5. These results are summarized in Table 2 in what follows. We
also extend the problem from regular independent sets to regular k-independent sets, in view
to some recent results about the k-independence number [10, 22]. We mention in passing
that related papers were written (that came from distinct inspiration), see e.g. [1, 6–8, 12],
from which some lower bounds on the regular k-independence number can be obtained, but
which are inferior to the lower bound obtained by the current approach.
The parameter αreg(G) is closely related to a newly introduced parameter [11], the fair
domination number fd(G). A fair dominating set is a set S ⊆ V (G) such that all vertices
v ∈ V (G)\S have exactly the same non-zero number of neighbors in S. The fair domination
number fd(G) is the cardinality of a minimum fair dominating set of G. When δ(G) ≥ 1
and R is a maximum regular independent set of G, then V (G) \R is a fair dominating set
of G and hence fd(G) ≤ n − αreg(G). Hence, any lower bound on αreg(G) yields an upper
bound on fd(G) (and any lower bound on fd(G) yields an upper bound on αreg(G)).
The lower bound given in the proposition presented below, together with the above men-
tioned results of Albertson and Boutin, serves as a benchmark to our work. A few more
definitons are necessary before proceeding. The repetition number of G, denoted rep(G),
was introduced in [12] and is defined as the maximum number of vertices with equal degree,
while χk(G) is the k-chromatic number of G, i.e. the minimum number of colors needed
to color the vertices of the graph G such that the graphs induced by the vertices of each
color class have maximum degree at most k. Note that χ0(G) is the well-known chromatic
number χ(G).
Proposition 1.1 Let G be a graph with average degree d and minimum degree δ. Then
αk−reg(G) ≥ n
(2d − 2δ + 1)χk(G) .
Proof. Let Gi be the subgraph of G induced by all vertices of degree i, δ ≤ i ≤ ∆. Then
we have
αk−reg(G) = max{αk,j(G) : δ ≤ j ≤ ∆} ≥ max
{ |V (Gj)|
χk(Gj)
: δ ≤ j ≤ ∆
}
,
since, for every j, αk,j(G) ≥ |V (Gj)|χk(Gj) holds. Hence, with
max
{ |V (Gj)|
χk(Gj)
: δ ≤ j ≤ ∆
}
≥ max
{
rep(G)
χk(Gj)
: |V (Gj)| = rep(G), δ ≤ j ≤ ∆
}
≥ rep(G)
χk(G)
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and the bound rep(G) ≥ n2d−2δ+1 proved in [12], the result follows. 
The comparison of the benchmark results obtained in Proposition 1.1 and the outcome
of our more intricate approach are presented in Table 2 and Table 3 later on.
Definitions for terms not defined in the introduction but necessary for the paper appear in
the sections that they are needed. This paper is organized as follows. After this introduction
section, in Section 2 we deal with trees and forests, where we generalize and extend the
results of Albertson and Boutin in [2] to αk−reg(G). In Section 3, we present a lower bound
on αreg(G) for k-trees (observe that no planar graph is a 4-tree and planar graphs which
are 3-trees are called Apollonian networks) and give analogous results for k-degenerate
graphs (observe that all planar graphs are at most 5-degenerate graphs) and some specific
results about planar graphs, refining and elaborating hereby the method used in [2] and
generalizing and improving the bounds on αreg(G) given there, too. In Section 4 we give
lower bounds on α2−reg(G) for planar and outerplanar graphs by incorporating ideas from
defective colorings [15, 16] and a partition theorem due to Lova´sz [24]. In Section 5, we
analyze complexity issues of regular k-indenpendence and we finish with a collection of open
problems on regular k-independent sets in Section 6.
2 Trees and forests
In this section, we generalize and extend the result that αreg(T ) ≥ n+24 for any tree T ,
obtained by Albertson and Boutin in [2], to regular k-independence number in both trees
and forests. Here and throughout, we will use ni(G) to denote the number of vertices of
degree i in G. When the context is clear, ni(G) will be abbreviated to ni. As usual, a leaf
of a tree T is a vertex of degree 1 in T and its neighbor is called its support vertex.
Theorem 2.1 For every tree T on n ≥ 2 vertices,
(i) αreg(T ) ≥ n+24 (Albertson and Boutin [2]),
(ii) α1−reg(T ) ≥ 2(n+2)7 , and
(iii) αk−reg(T ) ≥ n+23 for k ≥ 2.
Moreover, all bounds are sharp.
Proof. Let T be a tree on n ≥ 2 vertices. Item (i) is proved, and the sharpness is
demonstrated, in [2]. Is is only mentioned here for completeness.
To prove (ii), we first assume that n1 ≥ 2(n+2)7 . Since the subgraph induced by the vertices
of degree one is a 1-independent set, α1,1 = n1 and we are done. Next, we assume that
n1 <
2(n+2)
7 . Denote by N3 the set of vertices in T of degree at least 3. Then n1 ≥ N3 + 2
and n2 = n− n1 −N3 and so n2 ≥ n− 2n1 + 2. Finally, since the vertices of degree two in
3
T induce a collection of paths, and the regular 1-independence number of a path is at least
2
3 of its order, α1,2(T ) ≥ 23n2. Thus, we complete the proof as follows:
α1−reg(T ) ≥ α1,2(T ) ≥ 2
3
n2 ≥ 2
3
(n− 2n1 + 2) > 2
3
(
n− 4(n+ 2)
7
+ 2
)
=
2(n+ 2)
7
.
To see that this bound is sharp, let p be a positive integer and n = 7p + 5. Start with a
path P with 3n+67 vertices and two copies, T1 and T2, of a tree with
2n−3
7 vertices which has
a unique degree two vertex and maximum degree at most three (these trees exist since we
can start with a path on three vertices and continually add two leaves to an endpoint). Now
join one endpoint of P to the unique degree-two vertex of one T1 and the other endpoint of
P to the unique degree two vertex of T2. Now, for this new tree we constructed, n1 =
2n+4
7 ,
n2 =
3n+6
7 , n3 =
2n−10
7 , and α1−reg = α1,1 = α1,2 =
2n+4
7 – which shows the bound is sharp
(see Figure 1).
1 2 3 4 5 3p+ 1 3p+ 2 3p+ 3
vertices of
degree 3
1
2
p+ 1
vertices of
degree 3
1
2
p+ 1
T1 P T2
Figure 1: Trees with α1−reg(T ) =
2(n(T )+2)
7 . The gray and the black vertices each form a
different α1−reg(T )-set.
To prove (iii), let k ≥ 2 and assume first that n1 ≥ n+23 . Since the subgraph induced by
the vertices of degree one is a 1-independent set, and therefore also a k-independent set,
αk−reg ≥ αk,1 = n1, and so we are done in this case. Next, we assume that n1 < n+23 . Now,
we have as before that n2 ≥ n− 2n1 + 2, since n1 ≥ N3 + 2 and n2 = n− n1 −N3. Finally,
since the subgraph induced by the vertices of degree two is a 2-independent set:
αk−reg(T ) ≥ αk,2(T ) = n2 ≥ n− 2n1 + 2 ≥ n− 2n+ 4
3
+ 2 =
n+ 2
3
.
To see that this bound is sharp, consider the following tree. Let p be a non-negative integer.
Starting with a path on r = 2p+4 vertices labeled 1, 2, . . . , r, attach a leaf (or pendant ver-
tex) to each of the first p vertices with even labels (the first graph in this family is the path
on four vertices). This family of trees has the following properties; n1 = n2 = n3+2 = p+2,
n = 3p+4, and αk−reg = αk,1 = αk,2 = p+2 = n+23 – which shows the bound is sharp (see
Figure 2). 
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1 2 3 4 5 2p
Figure 2: Trees with αk−reg(T ) =
n(T )+2
3 for k ≥ 2. The gray and the black vertices each
form a different αk−reg(T )-set.
Theorem 2.2 For every forest F ,
(i) αreg(F ) ≥ n+25 ,
(ii) α1−reg(F ) ≥ 2(n+2)9 , and
(iii) αk−reg(F ) ≥ n+24 for k ≥ 2.
Moreover, all bounds are sharp.
Proof. Let F be a forest with n vertices, n0 isolated vertices, t isolated edges (isolated
complete graphs on two vertices) and r trees with at least three vertices. If n ≤ 2, all three
parts are trivially true, so we may assume throughout the proof that n ≥ 3.
To prove (i), we first suppose r = 0, which in turn implies that n = n0 + 2t. Now, if
n0 >
n
3 , we are done since the degree-zero vertices form an independent set and
n
3 ≥ n+25
when n ≥ 3. So assume n0 ≤ n3 . This implies 2t = n−n0 ≥ n− n3 = 2n3 so that t ≥ n3 . Now,
since taking one vertex of degree one from each of the t isolated edges yields an independent
set, αreg ≥ t ≥ n3 ≥ n+25 when n ≥ 3. This proves (i) when r = 0, so we may assume that
r ≥ 1.
Let T1, . . . , Tr be the r components of F with at least three vertices and let ti denote the
number of vertices of degree one in Ti and let N3 be the number of vertices of degree three
or more in F . Then,
n = n0 + n1 + n2 +N3 = n0 + 2t+
r∑
i=1
ti + n2 +N3. (1)
Note that in each component tree Ti, the number of vertices of degree at least three is at
most ti − 2, with equality holding if and only if no vertices in that component have degree
four or more – equivalently, n3 = N3. Hence,
N3 ≤
r∑
i=1
(ti − 2) =
r∑
i=1
ti − 2r = n1 − 2(t+ r). (2)
Combining Equations 1 and 2,
n = n0 + n1 + n2 +N3 ≤ n0 + 2n1 + n2 − 2(t+ r)
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so that,
n2 ≥ n− n0 − 2n1 + 2(t+ r). (3)
Since the degree-zero vertices are independent, if n0 >
n+2
5 , we are done – so assume
n0 ≤ n+25 . Next, if n1 > n+2+5t5 = n+2−5t5 + 2t, then there are at least n+2−5t5 + t = n+25
independent vertices of degree one, implying αreg ≥ n+25 . So we may also assume that
n1 ≤ n+2+5t5 . Under these assumptions, and using Equation 3, we get;
n2 ≥ n− n+ 2
5
− 2(n+ 2 + 5t)
5
+ 2(t+ r) =
2n
5
− 6
5
+ 2r.
Clearly, at least half of the degree-two vertices are an independent set so that αreg ≥ n22 .
Finally, because in this case, r ≥ 1,
αreg ≥ n2
2
≥ n
5
− 3
5
+ r ≥ n
5
− 3
5
+ 1 =
n+ 2
5
,
which completes the proof of (i).
To see that this bound is sharp, consider the following family. Starting with a tree T on
2p vertices all having degree one or three, subdivide each pendant edge twice and call this
tree T ∗. Clearly, in both T and T ∗, n1 = p+ 1 and n3 = p− 1. On the other hand, in T ∗,
n2 = 2n1 = 2p + 2. Thus, T
∗ has a total of 4p + 2 vertices, where the degree two vertices
induce a matching. Now add p+ 1 isolated vertices to make a forest F of order n = 5p+ 3
where n0 = n1 =
n2
2 = n3 + 2 = p + 1 =
n+2
5 . Since n3 < p + 1, the degree zero vertices
are independent, the degree one vertices are independent, and exactly half of the degree
two vertices are independent, αreg(F ) =
n+2
5 – which shows the bound is sharp (see F1 in
Figure 3).
To prove (ii), notice that if either n0 ≥ 2(n+2)9 or n1 ≥ 2(n+2)9 , we are done since both of
the subgraphs induced by the vertices of degree zero and one respectively are 1-independent
sets and α1−reg(F ) ≥ max{α1,0, α1,1} = max{n0, n1}. So we may assume that n0 < 2(n+2)9
and n1 <
2(n+2)
9 . As in the proof of the previous proposition, we use the observations that
n1 ≥ N3 + 2 and n2 = n− n0 − n1 −N3 to deduce that n2 ≥ n− n0 − 2n1 + 2. Finally, we
use the fact that α1,2(F ) ≥ 23n2 since the degree two vertices induce a collection of paths
to complete the proof as follows:
α1−reg(F ) ≥ α1,2(F ) ≥ 2
3
n2 ≥ 2
3
(n− n0 − 2n1 + 2)
>
2
3
(n− 2(n+ 2)
9
− 4(n + 2)
9
+ 2) =
2(n+ 2)
9
.
To see that this bound is sharp, let p be a positive integer. We will construct a forest F with
n = 9p + 7 vertices where equality holds. First, observe that there is a tree with exactly
4(n+2)
9 − 2 vertices all of which having degree one or degree three. To see this is true, note
that we can start with a double star on six vertices (i.e. two K1,2 with the central vertices
joined by an edge) with n1 = 4 and n3 = 2, corresponding to the case that n = 16, and
then attach two leaves to each of two existing leaves each time p is incremented. The trees
formed this way will always have 4p + 2 = 4(n+2)9 − 2 vertices with 2p + 2 leaves and 2p
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degree three vertices. Now take a path on 3(n+2)9 vertices and join an endpoint of this path
to a leaf of the previously formed tree. Finally, add 2(n+2)9 isolated vertices. This graph is
a forest with exactly
4(n+ 2)
9
− 2 + 3(n+ 2)
9
+
2(n + 2)
9
= n
vertices such that n0 =
2(n+2)
9 , n1 =
2(n+2)
9 , n2 =
3(n+2)
9 , and N3 = n3 =
2(n+2)
9 − 2.
Since the degree two vertices induce a path whose order is a multiple of three, and the
1-independence number of such paths is easily seen to be 23 of its order, we find that
α1,2(F ) =
2(n+2)
9 . Moreover, since the degree zero and the degree one vertices induce
independent sets, and hence 1-independent sets, we also find that α1,0 = α1,1 =
2(n+2)
9 .
Together with the fact that α1,3 ≤ n3 < 2(n+2)9 , we conclude α1−reg(F ) = 2(n+2)9 , which
shows the bound is sharp (see F2 in Figure 3).
F1
F2
F3
Figure 3: Forests satisfying equality in Theorem 2.2. Monochromatic vertices, aside from
the vertices colored white, form different αreg(F1)-sets, α1−reg(F2)-sets and αk−reg(F3)-sets
in each case.
To prove (iii), let k ≥ 2 and notice that if either n0 ≥ n+24 or n1 ≥ n+24 , we are done
since both of the subgraphs induced by the vertices of degree zero and one respectively are
k-independent sets and αk−reg(F ) ≥ max{αk,0, αk,1} = max{n0, n1}. So we may assume
that n0 <
n+2
4 and n1 <
n+2
4 . We again make use of n2 ≥ n − n0 − 2n1 + 2 together with
αk,2 = n2 to complete the proof as follows:
αk−reg(F ) ≥ αk,2(F ) = n2 ≥ n− n0 − 2n1 + 2 > n− n+ 2
4
− 2(n+ 2)
4
+ 2 =
n+ 2
4
.
To see that this bound is sharp, start with a path on q ≥ 1 vertices and attach a path
of length two to each vertex. Now attach an additional leaf to one endpoint of the
initial path and add q + 1 isolated vertices. This family has the following properties;
n0 = n1 = n2 = n3 + 2 = q + 1, n = 4q + 2 and αk−reg = αk,0 = αk,1 = αk,2 = q + 1 = n+24
– which shows the bound is sharp (see F3 in Figure 3). 
The theorems above show that, for trees and forests, finding αk−reg(G) can be accom-
plished by finding the independence number of the subgraphs induced by the vertices of
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degrees 2, degree 1 and degree 0 (in the case of forests). This can be easily performed by a
linear time algorithm [18].
To end this section, we would like to mention that the bounds given here for trees and
forests can be extended easily to n-vertex graphs with o(n) cycles. This can be done by
deleting one by one the edges from the o(n) cycles until one is left with a tree or, in case
the original graph was disconnected, with a forest. Then, a regular k-independent set of
the resulting tree/forest can be transformed into a regular k-independent set of the original
graph by deleting only the o(n) vertices whose degree were affected in the process of deleting
edges. Doing so, we obtain a regular k-independent set whose size is (1 − o(1)) times the
size of the regular k-independent set of the tree/forest.
3 k-trees, k-degenerate graphs and planar graphs
In this section, we will refine the method used by Alberson and Boutin in [2] and we will
give lower bounds on αreg for k-trees, k-degenerate graphs and planar graphs. Due to the
structural characteristics of k-trees, we are able to get a better insight and hence stronger
results than for k-degenerate graphs and planar graphs. There are straightforward but
meticulous analogs to the procedures we use below for k-trees, in the cases of k-degenerate
graphs and planar graphs, and, for this reason, we only present the proofs for k-trees, while
summarizing the results we obtained for the other graph families in Table 2 in what follows.
Throughout this and the next section, we will use Vi(G) to denote the set of vertices of
degree i in G and ni(G) = |Vi(G)|. When the context is clear, Vi(G) will be abbreviated
to Vi and ni(G) to ni. Moreover, for any set S ⊆ V (G), we will write χk(S) instead of
χk(G[S]). Recall that a k-tree may be formed by starting with a complete graph Kk+1 and
then adding repeatedly vertices in such a way that each added vertex has exactly k neighbors
that form a clique. A k-degenerate graph is a graph all of whose induced subgraphs have
minimum degree at most k. A maximal k-degenerate graph is a k-degenerate graph with the
maximum possible number of edges, which is kn− k(k+1)2 , where n is the order of the graph.
Note also that a (maximal) k-degenerate graph may be formed by starting with a vertex (a
(k+1)-clique) and then repeatedly adding vertices in such a way that each added vertex has
at most (exactly) k neighbors. In particular, a k-tree is a maximal k-degenerate graph (but
not necessarily vice versa). Note also that every k-degenerate graph has a proper coloring
using k+1 colors. The next two lemmas and Corollary 3.4 are used to prove Theorem 3.5,
which is a main result of our paper.
Lemma 3.1 Let G be a k-tree on n = k + t+ 2 vertices, where t ≥ 1 is an integer. Then
nk+t ≤ t+ 1.
Proof. We will prove the statement by induction on t. If t = 1 and n = k + 3, it is not
difficult to see that there are only two non-isomorphic k-trees on k + 3 vertices and that
they have at most 2 vertices of degree k + 1. Hence nk+1 ≤ 2 and the base case is settled.
Suppose that for any k-tree on n− 1 = k + (t− 1) + 2 vertices, where t− 1 ≥ 1, there are
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at most t vertices of degree k + t− 1. Let G be a k-tree on n = k + t+ 2 vertices and let
x be a vertex of degree k in G. Let G∗ = G − x. Then n(G∗) = k + (t − 1) + 2 and, by
induction, G∗ has at most t vertices of degree k+ t− 1. Note that N(x) is a clique. If there
are two vertices u, v ∈ V (G) \N [x] of degree k + t in G, then u and v have to be adjacent
to each other and to every other vertex different from x, implying that N(x) ∪ {u, v} is
a clique of order k + 2, which is a contradiction as G is a k-tree with maximum clique
order k + 1. Hence, there is at most one vertex of degree k + t in V (G) \ N [x] and all
other vertices of degree k + t in G have to be contained in N(x). Since the vertices of
degree k + t in G contained in N(x) have degree k + t − 1 in G∗, there are at most t of
them by inductive assumption. Thus, in G there are at most t+1 vertices of degree k+ t. 
Lemma 3.2 Let G be a k-tree of order n ≥ k + t+ 2, where t ≥ 0 is an integer. Then
χ(Vk+t(G)) ≤ 1
2
(t2 + t+ 2).
Proof. The proof goes by induction on t. If t = 0, then, since n ≥ k + 2, the vertices of
degree k form an independent set and thus we have clearly χ(Vk(G)) ≤ 1 = 12 (t2 + t+ 2).
This settles the base case. Let t ≥ 1. Assume that
χ(Vk+t−1(G)) ≤ 1
2
((t− 1)2 + (t− 1) + 2) = 1
2
(t2 − t+ 2) (4)
for every k-tree G on n ≥ k + (t − 1) + 2 = k + t + 1 vertices. Now we will show that
χ(Vk+t(G)) ≤ 12 (t2 + t + 2) for every k-tree G on n ≥ k + t + 2 vertices. Again, we use
induction but now on n.
If G is a k-tree on n = k+ t+ 2 vertices, then Lemma 3.1 yields nk+t(G) ≤ t+ 1 and we
obtain χ(Vk+t(G)) ≤ t + 1 ≤ 12(t2 + t + 2), which settles the base case. Assume now that
χ(Vk+t(G)) ≤ 12(t2 + t+ 2) for every k-tree G on n vertices, where n is a fixed integer with
n ≥ k+t+2. Let G be a k-tree on n+1 vertices. We will show that χ(Vk+t(G)) ≤ 12(t2+t+2)
also holds. Let x ∈ V (G) be a vertex of degree k and let G∗ = G − x. Then n(G∗) = n,
χ(Vk+t−1(G∗)) ≤ 12(t2− t+2) because of (4) and, by induction, χ(Vk+t(G∗)) ≤ 12 (t2+ t+2).
Then, since NG(x) is a clique, |Vk+t−1(G∗)∩NG(x)| ≤ 12 (t2− t+2). Note that the vertices
of degree k + t in G are either contained in V (G) \ NG[x] and have degree k + t in G∗ or
they are contained in NG(x) and have degree k+ t−1 in G∗. Observe also that every vertex
u ∈ Vk+t(G) ∩ NG(x) has exactly t neighbors in V (G) \ NG[x] and hence it has at most t
neighbors in Vk+t(G) \NG[x]. Thus, we can transform a proper coloring of Vk+t(G∗) with
1
2(t
2 + t+2) colors into a proper coloring of Vk+t(G) with
1
2(t
2 + t+ 2) colors the following
way. Every vertex contained in Vk+t(G)\NG[x] = Vk+t(G∗)\NG[x] remains colored with the
same color. Since each vertex of Vk+t(G)∩NG(x) has at most t neighbors in Vk+t(G)\NG[x]
and since |Vk+t(G) ∩ NG(x)| = |Vk+t−1(G∗) ∩ NG(x)| ≤ 12(t2 − t + 2), it follows that the
vertices of Vk+t(G) ∩ NG(x) have at most 12(t2 − t) − 1 + t = 12 (t2 + t) < 12(t2 + t + 2)
neighbors of degree k + t in G. Hence, coloring the vertices of Vk+t(G) ∩ NG(x) one after
the other, we can assign each vertex a color that does not appear on its neighbors.
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Hence, it follows by induction that χ(Vk+t(G)) ≤ 12(t2 + t + 2) for every k-tree on
n ≥ k + t+ 2 vertices. 
Remark 3.3 Note that in Lemma 3.2 we prove something stronger; namely that, given a
k-tree G of order n ≥ k+ t+2, t ≥ 0, the graph G[Vk+t(G)] is 12(t2+ t)-degenerate. Hence,
clearly χ(Vk+t) ≤ 12(t2 + t+ 2).
Now, via Lemma 3.2, we are able to bound from above the number of vertices of equal
degree in a k-tree. However, this makes sense only for the values of t where nk+t(G) ≤
(k + 1)αreg(G) is not a better bound. We will use a parameter q(k) to mark this critical
point.
Corollary 3.4 Let G be a k-tree on n ≥ k + q(k) + 2 vertices, where q(k) = ⌊−1+
√
8k−7
2 ⌋.
Then
nk+t(G) ≤ 1
2
(t2 + t+ 2)αreg(G), for 0 ≤ t ≤ q(k), and
nk+t(G) ≤ (k + 1)αreg(G), for t ≥ q(k) + 1.
Proof. Let q(k) be the maximum integer for which 12(q(k)
2 + q(k) + 2) ≤ k. Then q(k) =
⌊−1+
√
8k−7
2 ⌋. Since nk+t ≤ χ(Vk+t(G))αreg(G), Lemma 3.2 yields
nk+t(G) ≤ 1
2
(t2 + t+ 2)αreg(G)
for 0 ≤ t ≤ q(k). For t ≥ q(k) + 1, we use the fact that every k-tree on n ≥ k + 3 vertices
is (k + 1)-colorable and we obtain nk+t ≤ χ(Vk+t(G))αreg(G) ≤ (k + 1)αreg(G). 
Corollary 3.4 enables us to compute a bound on αreg(G) for k-trees, which will be given
in the next theorem. The proof of this theorem, adapted for each particular case, contains
the essence of the computations of all other bounds that are given further on for planar
graphs, outerplanar graphs and k-degenerate graphs – and is therefore a main result of our
paper.
Theorem 3.5 Let G be a k-tree on n ≥ k + q(k) + 2 vertices, where q(k) = ⌊−1+
√
8k−7
2 ⌋
and k ≥ 2. Then
αreg(G) >
24k
48k3 + 84k2 − 72k − (16k2 − 13)√8k − 7 + 36 n.
Proof. Since G is a k-tree on n vertices, e(G) = kn− k(k+1)2 . Hence, we have∑
i≥k
ini = 2
(
kn− k(k + 1)
2
)
= 2kn− k(k + 1) =
∑
i≥k
2kni − k(k + 1)
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and thus ∑
i≥2k+1
(i− 2k)ni =
2k∑
i=k
(2k − i)ni − k(k + 1).
This implies, for any index r ≥ 2k + 1,
(r − 2k)
∑
i≥r
ni ≤
∑
i≥r
(i− 2k)ni =
∑
i≥2k+1
(i− 2k)ni −
r−1∑
i=2k+1
(i− 2k)ni
=
r−1∑
i=k
(2k − i)ni − k(k + 1),
yielding ∑
i≥r
ni ≤ 1
r − 2k
(
r−1∑
i=k
(2k − i)ni − k(k + 1)
)
.
Thus, for any r ≥ 2k + 1, we have
n =
∑
i≥k
ni =
r−1∑
i=k
ni +
∑
i≥r
ni
≤
r−1∑
i=k
ni +
1
r − 2k
(
r−1∑
i=k
(2k − i)ni − k(k + 1)
)
=
1
r − 2k
(
r−1∑
i=k
(r − i)ni − k(k + 1)
)
.
We will now use the inequalities given in Corollary 3.4 to bound the above inequality. Let
q(k) = ⌊−1+
√
8k−7
2 ⌋.
n ≤ 1
r − 2k
((
r−1∑
i=k
(r − i)ni
)
− k(k + 1)
)
<
1
r − 2k
r−1∑
i=k
(r − i)ni
=
1
r − 2k



q(k)+k∑
i=k
(r − i)ni

+

 r−1∑
i=q(k)+k+1
(r − i)ni




≤ αreg(G)
r − 2k



k+q(k)∑
i=k
1
2
(r − i)((i − k)2 + (i− k) + 2)

+

 r−1∑
i=k+q(k)+1
(r − i)(k + 1)




= αreg(G) · ak(r) + bk(r)
r − 2k ,
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where
ak(x) =
k+q(k)∑
i=k
1
2
(x− i)((i − k)2 + (i− k) + 2), and
bk(x) =

 x−1∑
i=k+q(k)+1
(x− i)(k + 1)


=
k + 1
2
(
x2 − (1 + 2k + 2q(k))x + (k + q(k))2 + k + q(k))
are functions defined for x ∈ [2k + 1,∞).
Define the function fk(x) =
ak(x)+bk(x)
x−2k for x ∈ [2k + 1,∞). By the above computation, we
have
n < αreg(G)fk(r). (5)
The minimum of the function fk(x) is attained when
x =
1
(k + 1)
(
2k2 + 2k +
√
k4 +R(k)
)
,
where R(k) = O(k7/4). Hence, the minimum of the function has order O(3k). Therefore,
we set r = 3k and calculate fk(3k), which gives us
fk(3k) =
1
24k
(
48k3 + 24k2 + 24k − 3q(k)4 + (−10 + 8k)q(k)3
+(36k − 9)q(k)2 − (48k2 + 2− 28k)q(k)) .
Doing so, we will give a slightly weaker bound than if we used the optimal value of the func-
tion, but it is much easier to calculate and suffices for our purpose. As q1(k) =
−3+√8k−7
2 ≤
q(k) = ⌊−1+
√
8k−7
2 ⌋ ≤ −1+
√
8k−7
2 = q2(k) and since the coefficients (−10 + 8k), (36k − 9)
and (48k2 + 2− 28k) are all positive for k ≥ 2, we obtain
fk(3k) ≤ 1
24k
(48k3 + 24k2 + 24k − 3q1(k)4 + (−10 + 8k)q2(k)3 + (36k − 9)q2(k)2
− (48k2 + 2− 28k)q2(k))
=
48k3 + 84k2 − 72k − (16k2 − 13)√8k − 7 + 36
24k
.
We conclude the proof by substituting this into Inequality (5), yielding
αreg(G) >
24k
48k3 + 84k2 − 72k − (16k2 − 13)√8k − 7 + 36 n.

In Table 1, we give more accurate lower bounds on the regular independence number of
k-trees of order n with 1 ≤ k ≤ 10. This is done by a more detailed analysis of the function
12
fk(x) used in the proof of Theorem 3.5 and by calculating the bound from the inequality
n ≤ αreg(G)fk(r) − k(k+1)r−2k . For instance, for k = 2, we have f2(x) = 3x
2−15x+20
2(r−4) for which
x = 6 is the integer that is closest to its minimum. This yields n ≤ αreg(G)f2(6) − 3 =
αreg(G)
19
2 − 3 and, hence, we obtain the lower bound αreg(G) ≥ 219 (n+3) for a 2-tree G on
n vertices.
k Bound
1 14 (n+ 2)
2 219(n+ 3)
3 237(n+ 6)
4 389 (n+
20
3 )
5 4179 (n+
15
2 )
k Bound
6 5319 (n+
42
5 )
7 185(n+
56
5 )
8 1110 (n+ 12)
9 1139 (n+
90
7 )
10 1172 (n+
55
4 )
Table 1: Lower bounds on αreg(G) for k-trees, 1 ≤ k ≤ 10.
We remark that, when k = 1, the bound given in Table 1 is precisely the bound for trees
given in [2] (and in Theorem 2.1 (i)).
In a similar way as for the k-trees, we can compute lower bounds on αreg(G) for planar
graphs, outerplanar graphs and k-degenerate graphs. The following lemmas and the next
corollary give us the needed background theory to achieve this goal. Recall that a maximal
planar graph is a planar graph with the maximum possible number of edges; namely 3n− 6
where n ≥ 3 is the order of the graph. Further, a (maximal) outerplanar graph is a
triangulation of a polygon and it has at most (exactly) 2n− 3 edges, where, again, n ≥ 3 is
the number of vertices.
Lemma 3.6 Let G be a connected graph of order n which is not an odd cycle or a complete
graph. Then χ(Vi(G)) ≤ min{i, χ(G)}.
Proof. If χ(G) ≤ i, then evidently χ(Vi) ≤ χ(G) ≤ i and we are done. Hence we may
assume that χ(G) ≥ i. Since ∆(G[Vi]) ≤ i, Brooks’ Theorem [9] implies that χ(Vi) = i+ 1
if G[Vi] contains either a component which is a complete graph on i + 1 vertices or i = 2
and G[V2] contains a component which is an odd cycle. Both cases are impossible as G is
connected and is neither a complete graph nor an odd cycle. Hence χ(Vi) ≤ i. 
Corollary 3.7 Let G be a connected graph of order n and which is not an odd cycle. Then
the following statements hold:
(1) If G is planar and n ≥ 5, then χ(Vi(G)) ≤ i for i = 1, 2, 3 and χ(Vi) ≤ 4 for i ≥ 4.
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(2) If G is outerplanar and n ≥ 4, then χ(V1(G)) = 1, χ(V2(G)) ≤ 2 and χ(Vi) ≤ 3 for
i ≥ 3.
(3) If G is k-degenerate and n ≥ k + 2, then χ(Vi(G)) ≤ i for i ≤ k and χ(Vi) ≤ k + 1
for i ≥ k + 1.
When G is a maximal planar, maximal outerplanar or a maximal k-degenerate graph, we
also know the following facts:
Lemma 3.8 The following statements are valid:
(1) If G is a maximal planar graph on n ≥ 5 vertices, then χ(V3(G)) = 1, χ(V4(G)) ≤ 3
and χ(Vi(G)) ≤ 4 for i ≥ 5 (see [2]).
(2) If G is a maximal outerplanar graph on n ≥ 3 vertices, then χ(V3(G)) ≤ 2 and
χ(Vi(G)) ≤ 3 for i ≥ 4.
(3) If G is a maximal k-degenerate graph on n ≥ k + 2 vertices, then χ(Vk(G)) = 1 and
χ(Vi(G)) ≤ k + 1 for i ≥ k + 1.
Proof. (1) The proof of this item is given in [2], but for completeness we present it here
again. In a maximal planar graph on n ≥ 5 vertices, the vertices of degree 3 are indepen-
dent. Also it is easy to check that each component of G[V4(G)] is either K3-free or is a K3.
Since, by Gro¨tsch’s Theorem, K3-free planar graphs are 3-colorable, G[V4(G)] is 3-colorable.
Moreover, χ(Vi(G)) ≤ χ(G) ≤ 4 by the Four-Color-Theorem [4, 5].
(2) The cases n = 3 and n = 4 are trivial. For n ≥ 5, χ(V3(G)) ≤ 2 follows from Lemma
3.2 and the fact that maximal outerplanar are 2-trees (see also [11] for an explicit proof).
Moreover, since maximal outerplanar graphs are 3-colorable, we have χ(Vi(G)) ≤ 3 for
i ≥ 4.
(3) Since in a maximal k-degenerate graph G the vertices of degree k are independent and
χ(G) ≤ k + 1, we have χ(Vk(G)) = 1 and χ(Vi(G)) ≤ χ(G) ≤ k + 1 for i ≥ k + 1. 
Using ni ≤ αreg(G)χ(Vi) together with Corollary 3.7 and Lemma 3.8, we can bound
the number of vertices of degree i for connected planar graphs, outerplanar graphs and k-
degenerate graphs. Proceeding as we did with the k-trees in Theorem 3.5, we can find lower
bounds on the regular independence number for each of these graph types. Our results are
listed in Table 2.
We remark that, while the bound on planar graphs with δ = 1 and the bound on maximal
planar graphs with δ = 3 are only very tiny refinements of Albertson and Boutin’s results
(1) and (2) mentioned in the introduction of this paper, the other bounds on planar graphs
improve upon them considerably. Further, although for general planar graphs with δ = 4
and δ = 5 the improvement is modest, all bounds obtained via the procedure of Theorem 3.5
are better than the benchmark bound from Proposition 1.1. Note also that the bounds on k-
degenerate graphs with δ = k and on maximal k-degenerate graphs generalize Alberson and
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Bench Mark Bound obtained using Bound provided
from Prop. 1.1 Corollary 3.7 and Lemma 3.8 Edge Maximality
Connected planar graphs
δ = 1 144n
2
65(n+ 3) –
δ = 2 136n
4
121 (n+ 3) –
δ = 3 128n
1
26(n+ 4)
3
61(n+ 4)
δ = 4 120n
1
20(n+ 6)
1
18(n+ 6)
δ = 5 112n
1
12 (n+ 12)
1
12(n+ 12)
Connected outerplanar graphs
δ = 2 115n
1
13(n+ 3)
2
19(n+ 3)
Connected k-degenerate graphs
δ < k 1
8k2−(2δ−1)k+1n
12n+6(k+1)
37k2+27k+12δ−12δ2−10+ 2δ3−3δ2+δ
k
–
δ = k 1
6k2+k+1
n n+k+1
2k2+3k−1
n+k+1
2k2+k+1
Table 2: Lower bounds on αreg(G)
Boutin’s bound for trees (see (3) in the introduction and Proposition 2.1 (i)). Furthermore,
we remark that the bound on maximal outerplanar graphs is the complementary result to
the one about the fair domination number obtained in [11] and the same bound from Table
1 when k = 2 (derived from the fact that maximal outerplanar graphs are a special kind of
2-trees).
Observe that it is important to have connected graphs for the bounds given in Table 2,
since in general it is not true that, for two disjoint graphs G and H, αreg(G ∪ H) =
αreg(G) + αreg(H), as αreg(G) and αreg(H) could be attained by sets of vertices each with
a different degree. This phenomena already occurred in the case of trees versus forests in
the previous section.
4 Bounds on α2−reg(G) for planar graphs
In this section, we present some lower bounds on α2−reg(G) for planar and outerplanar
graphs G. Recall that the k-chromatic number χk(G) is the minimum number of colors
needed to color the vertices of the graph G such that the graphs induced by the vertices of
each color class have maximum degree at most k. In [24], Lova´sz shows that
χk(G) ≤
⌈
∆(G) + 1
k + 1
⌉
.
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Dealing with the more general concept of defective colorings, also called improper col-
orings (see [15, 16, 20, 26]), Cowen, Cowen and Woodall [15] show that χ2(G) ≤ 2 for
any outerplanar graph G. Moreover, they prove that there are outerplanar graphs G with
χ1(G) = 3, they show that χ2(G) ≤ 3 for all planar graphs G and, finally, that there are
planar graphs G with χ1(G) = 4.
Lemma 4.1 The following statements hold:
(1) If G is a planar graph, then χ2(V1) = χ2(V2) = 1, χ2(Vi) ≤ 2, for 3 ≤ i ≤ 5, and
χ2(Vi) ≤ 3, for i ≥ 6. If G is maximal planar, then χ2(V3) = 1 also holds.
(2) If G is an outerplanar graph, then χ2(V1) = χ2(V2) = 1 and χ2(Vi) ≤ 2, for i ≥ 3.
Proof. From Lova´sz’s bound above, we derive χ2(V1) = χ2(V2) = 1 and χ2(Vi) ≤ 2, for
3 ≤ i ≤ 5. By the above cited results, we have χ2(Vi) ≤ χ2(G) ≤ 3 for all i ≥ 6 when G is
planar, and χ2(Vi) ≤ χ2(G) ≤ 2 for i ≥ 3 when G is outerplanar. If G is maximal planar,
then from Lemma 3.8 we obtain χ2(V3) ≤ χ(V3) = 1 and thus χ2(V3) = 1. 
The previous lemma allows us to compute some lower bounds on α2−reg(G) for planar
and outerplanar graphs G, while for the case k = 1, with the current ideas and techniques
alone, we cannot do better than the bounds which were already obtained for αreg(G). Table
3 collects the bounds on α2−reg(G) we have computed for planar graphs and outerplanar
graphs.
Bench Mark Bound obtained using Bound provided
from Prop. 1.1 Lemma 4.1 Edge Maximality
Planar Graphs
δ = 1 133n
4
83 (n+ 3) –
δ = 2 127n
3
55 (n+ 4) –
δ = 3 121n
1
16 (n+ 4)
1
14 (n+ 6)
δ = 4 115n
2
23 (n+ 6)
2
23 (n+ 6)
δ = 5 19n
1
7 (n+ 12)
1
7(n+ 12)
Outerplanar Graphs
δ = 2 110n
1
8(n+ 3)
1
8(n+ 3)
Table 3: Lower bounds on α2−reg(G)
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5 Complexity
The well known maximum independent set decision problem (MIS) can be stated the fol-
lowing way.
MIS-problem
Instance: a graph G and an integer p ≥ 1.
Question: Is there an independent set of G of size ≥ p?
It is well-known that the MIS-problem is NP-complete even when it is restricted to
cubic graphs [25] or, moreover, to planar cubic graphs [3]. The corresponding maximum
k-independent set decision problem and the maximum regular k-independent set decision
problem are given below.
kMIS-problem
Instance: a graph G and an integer p ≥ 1.
Question: Is there a k-independent set of G of size ≥ p?
reg-kMIS-problem
Instance: a graph G and an integer p ≥ 1.
Question: Is there a regular k-independent set of G of size ≥ p?
We will show that the kMIS-problem as well as the reg-kMIS problem stated for certain
regular graphs are both NP-complete, too. We will show this giving a reduction from the
MIS-problem to the maximum k-independent set decision problem (kMIS). We fomulate
both decision problems the following way.
Proposition 5.1
(1) The kMIS-problem is NP-complete.
(2) The reg-kMIS problem is NP-complete for d-regular graphs, where d = ((k +1)r+ k),
r ≥ 3.
Proof. (1) Let (G, p) be an instance of the MIS-problem. We will reduce this problem to
an instance of the kMIS-problem. To this end, we construct a graph H the following way.
Replace each vertex v ∈ V (G) by a copy of Kk+1 and denote this copy by Kv. Join all
vertices from Ku and Kv by an edge if u and v are adjacent in G. We denote the obtained
graph H by Gk+1. Now we prove the following claims.
Claim 1: α(H) = α(G).
Let S be a maximum independent set in G. For each v ∈ V (G), select a vertex v∗ ∈ V (Kv).
Then the set S∗ = {v∗ : v ∈ S} is an independent set in H and thus α(H) ≥ α(G). Let
now U be a maximum independent set in H. Then U contains at most one vertex from
each Kv and thus U
∗ = {u : U ∩ V (Ku) 6= ∅} is an independent set in G. Hence, we have
α(G) ≥ α(H) and we are done.
Claim 2: αk(H) = (k + 1)α(G).
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Let S be a maximum k-independent set of H. Since H[S] has maximum degree at most
k, χ(H[S]) ≤ k + 1 and thus S can be split into k + 1 independent sets. Hence, αk(H) ≤
(k+1)α(H) and, by Claim 1, αk(H) ≤ (k+1)α(G). On the other hand, let S be a maximum
independent set of G and let S∗ = ∪v∈SV (Kv). Then S∗ is a k-independent set of H which
yields αk(H) ≥ (k + 1)α(G).
By Claim 2, solving the MIS-problem for (G, p) can be reduced to an instance (H, (k+1)p)
of the kMIS-problem.
(2) As it is mentioned above, the MIS-problem is NP-complete for r-regular graphs already
for r ≥ 3. Because of the above reduction and since Gk+1 is ((k+1)r+k)-regular provided G
is r-regular, r ≥ 3, the reg-kMIS-problem is NP-complete for ((k+1)r+k)-regular graphs. 
However, when we restrict our attention to a hereditary family of graphs (i.e. closed
under induced subgraphs), the situation may look different.
Proposition 5.2 Let F be a hereditary family of graphs for which finding the k-independence
number αk(G) is solvable in polynomial time, say p(n), for each G ∈ F of order n. Then
finding the regular k-independence number αk−reg(G) is also solvable in polynomial time
O(np(n)) for each G ∈ F of order n.
Proof. Arrange the adjacency matrix in non-decreasing order with respect to the degrees of
the vertices (both in rows and columns). Then the induced subgraphGj of the vertices of de-
gree j is given by the principal submatrix of the corresponding rows and columns of the ver-
tices of degree j. Now, because of the hereditary property, αk(Gj) can be computed in time
p(nj) ≤ p(n), where nj = n(Gj) and
∑n−1
j=0 nj = n. So, taking into account the construction
of Gj , we need, rather crudely, O(n2j+p(n))-time to compute αk−reg(Gj). Summing over all
j = 1, . . . , n, and using convexity, we get
∑n−1
j=0 O(n2j + p(n)) = O(n2)+np(n) = O(np(n)).

In view of Proposition 5.2, since the independent set problem (k = 0) for claw-free graphs,
perfect graphs, bounded tree-width graphs and boundend clique-width graphs can be solved
in polynomial-time [14, 19, 21, 27], the regular independence number can be computed in
polynomial time in all these cases as well. The same occurs with the maximal outerplanar
graphs, for which the independence problem can be solved in linear time [13, 17].
6 Open problems
We close this paper with the following open problems.
Problem 1 Let G be a k-tree of order n ≥ k + t + 2, where t ≥ 0 is an integer. Is the
bound χ(Vk+t(G)) ≤ 12(t2 + t+ 2) optimal or can it be improved?
Problem 2 Improve upon the bounds on αreg(G) given in Section 3.
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Problem 3 Improve upon the benchmark bounds on αj−reg(G) for k-trees when j > 0 and
k > 1.
Problem 4 Prove (or disprove) that the maximum regular k-independent set decision prob-
lem is NP-complete for all r-regular graphs, r ≥ max{3, k + 1}.
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