Abstract. We investigate the quantitative unique continuation properties of solutions to second order elliptic equations with singular lower order terms. The main theorem presents a quantification of the strong unique continuation property for ∆ + V . That is, for any non-trivial u that solves ∆u + V u = 0 in some open, connected subset of R n , we estimate the vanishing order of solutions in terms of the L t -norm of V . Our results apply to all t > n 2 and n ≥ 3. With these maximal order of vanishing estimates, we employ a scaling argument to produce quantitative unique continuation at infinity estimates for global solutions to ∆u
Introduction
In this article, we study the quantitative unique continuation properties of solutions to elliptic equations with singular lower order terms. More specifically, we establish bounds for the order of vanishing and the optimal rate of decay at infinity of solutions to equations of the form ∆u + V u = 0, where V ∈ L t for any t ∈ n 2 , ∞ and n ≥ 3. The order of vanishing results may be interpreted as a quantification of the strong unique continuation property. The estimates for the rate of decay at infinity follow from the order of vanishing estimates via the scaling argument of Bourgain and Kenig [BK05] , but also relate to Landis' conjecture. We consider elliptic equations with a non-trivial first order term as well.
Recall that a partial differential operator L is said to have the unique continuation property (UCP) if whenever u is a solution to Lu = 0 in some domain Ω and u ≡ 0 on an open subset of Ω, then it necessarily follows that u ≡ 0 throughout Ω as well. Further, we say that L has the strong unique continuation property (SUCP) if whenever u is a solution to Lu = 0 in Ω and there exists x 0 ∈ Ω at which u vanishes to infinite order, then u ≡ 0 in Ω. Depending on the underlying function space, there are different ways to interpret what it means for a solution to vanish to infinite order at a point. The study of (strong) unique continuation for the operator ∆ + V , where V ∈ L t , has an extensive history. The most notable result is the theorem of Jerison and Kenig [JK85] in which they establish that the strong unique continuation property holds for V ∈ L n/2 for every n ≥ 3.
Here we consider solutions to equations of the form ∆u + V u = 0 in Ω ⊂ R n , where n ≥ 3 and V ∈ L t for any t ∈ n 2 , ∞ . By the result of Jerison and Kenig [JK85] , we know that all such solutions satisfy the SUCP, and therefore, only trivial solutions may vanish to infinite order at a point in the domain. As such, we want to quantify the SUCP by finding the maximal rate at which a non-trivial solution can vanish. We formulate this as follows: If u is a bounded, normalized solution to ∆u + V u = 0, we seek a lower bound of the form u L ∞ (Br) r β as r → 0, where β is some function that encapsulates information about the operator, ∆+V . Our Theorem 1 below gives this quantification. While order of vanishing estimates provide local information about unique continuation, these estimates, in combination with the scaling argument from [BK05] , may be used to establish global unique continuation results. In fact, this technique has been extensively used in the study of Landis' conjecture (see, for example, [BK05] , [Dav14] , [LW14] , [KSW15] , [DKW17] , [DW17] , [DKW18] , [Dav18] ). Landis' conjecture states that if u and V are bounded functions that satisfy ∆u + V u = 0 in R n , and |u (x)| exp −c |x| 1+ , then u ≡ 0. In Theorem 2, we establish a quantitative Landis-type theorem for any V ∈ L t , t ∈ n 2 , ∞ . This article continues the work that was initiated in [DZ17] and [DZ18] in which we considered equations of the form ∆u + W · ∇u + V u = 0, where both of the potential functions are assumed to be singular. The results of [DZ17] apply to n ≥ 3, while [DZ18] restricts to n = 2. In this article, we present improvements to some of the results presented in [DZ17] . When W ≡ 0, the results of [DZ17] only apply to V ∈ L t where t > 7n+2 for admissable t-values, the new Carleman estimate here also applies to operators with a first-order term. As such, our Theorem 3 establishes order of vanishing estimates for solutions to equations of the form ∆u + W · ∇u + V u = 0, where we assume that V ∈ L t and W ∈ L s . Compared to the results in [DZ17] , this theorem improves upon the rate of decay in some cases, but doesn't increase the range of s-or t-values. Moreover, the improvement is not sufficient enough to imply a better unique continuation at infinity result than the one presented in [DZ17] .
Our main focus is on solutions to elliptic equations of the form
As is standard, we use the notation B r (x) to denote a ball of radius r centered at the point x.
When the center is understood from the context, we simply write B r . A priori, we assume that u ∈ W 1,2 loc (B R ) is a weak solution to (1.1) in B R ⊂ R n for n ≥ 3. Hölder and Sobolev inequalities imply that there exists a p ∈ 2n n+2 , 2 , depending on t, such that V u ∈ L p loc (B R ). By regularity theory, it follows that u ∈ W 2,p loc (B R ) and therefore, u is a solution to (1.1) almost everywhere in B R . Moreover, by de Giorgi-Nash-Moser theory, we have that u ∈ L ∞ loc (B R ). Therefore, when we say that u is a solution to (
loc (B R ) and u satisfies equation (1.1) almost everywhere in B R . For solutions to equations of the form ∆u + W · ∇u + V u = 0, an analogous set of statements can be made, and we interpret the meaning of solution similarly.
The order of vanishing result for ∆ + V is as follows.
B 10 → C be a solution to (1.1) in B 10 that is bounded and normalized in the sense that
Then the maximal order of vanishing for u in B 1 is less than CM µ . That is, for any ε ∈ (0, ε 0 ), any x 0 ∈ B 1 , and any r sufficiently small,
,ε = C (n, t, ε) ε, c = c n, t,Ĉ, ε . We use this order of vanishing estimate, in combination with the scaling argument from [BK05] , to prove the following quantitative unique continuation at infinity theorem for solutions. This result may be interpreted as a quantitative Landis-type theorem.
where Π =
,ε = C (n, t, ε) ε, C = C (n, t, A 0 , C 0 , ε). Remark 1. For both of these theorems, we may define ε 0 = 2 2 − n t . Moreover, if t ∈ (n, ∞], then all statements hold with ε = 0.
Remark 2. If we compare Theorems 1 and 2 with Theorems 3 and 4 from [DZ18] (the analogous results for n = 2), we see that our new results are consistent. Specifically, if we evaluate µ and Π at n = 2, we recover the formulas that were derived in [DZ18] .
The proof of Theorem 2 is brief, so we present it now.
Proof. Let u be a solution to (1.1) in R n . Fix x 0 ∈ R n and set
Therefore, u R is a solution to a scaled version of (1.1) in B 10 . Clearly,
Note that for
if R is sufficiently large, then we may apply Theorem 1 to u R with M = A 0 R 2− n t ,Ĉ = C 0 , and r = 1/R to get
as required.
In our final theorem, we establish is an order of vanishing estimate for equations with a drift term. The only difference between this theorem and the result that we previously obtained in [DZ17, Theorem 1] is that the value of µ has improved for smaller values of t.
Theorem 3. Let s ∈ 3n−2 2 , ∞ and t ∈ n 3n−2 5n−2 , ∞ . Assume that for some K, M ≥ 1, W L s (B 10 ) ≤ K and V L t (B 10 ) ≤ M . Let u : B 10 → C be a solution to ∆u + W · ∇u + V u = 0 in B 10 . Assume that u is bounded and normalized in the sense of (1.2) and (1.3). Then the maximal order of vanishing for u in B 1 is less than C 1 K κ + C 2 M µ . That is, for any x 0 ∈ B 1 and any r sufficiently small,
where
As in the proof of Theorem 2, a scaling argument may be used to pass from this order of vanishing estimate to a unique continuation at infinity theorem. Since such an argument shows that Π = max κ 1 − n s , µ 2 − n t , the result of this argument leads to exactly [DZ17, Theorem 2]. In other words, the order of vanishing estimate here is an improvement over [DZ17, Theorem 1], but the improvement is not substantial enough to imply a stronger unique continuation at infinity theorem. For the precise statement of this unique continuation at infinity theorem, we refer the reader to [DZ17] .
The remainder of this article is devoted to the proofs of Theorems 1 and 3. In the following section, Section 2, we state the new L p − L q Carleman estimate for ∆ that allows us to consider all values of t > n 2 . We then use this Carleman estimate to establish related Carleman estimates for the operators ∆ + V and ∆ + W · ∇ + V . In Section 3, we describe the proofs of Theorems 1 and 3. First we use our Carleman estimate for the operator to establish a three-ball inequality, then we use the three-ball inequality to prove a propagation of smallness result that leads to the stated estimate. Finally, Section 4 presents the proof of our most important tool, the new L p − L q Carleman estimate that is stated below in Theorem 4.
Carleman estimates
Within this section, we state our new L p − L q Carleman estimate for ∆. We also present the version of this theorem that was used in [DZ17] , and discuss the relationship between the two estimates. Then we use our new Carleman estimate for ∆ to establish a Carleman estimate for ∆ + V , where V ∈ L t for any t > n 2 . The Carleman estimate for ∆ + V in [DZ17] was only applicable to t > 4n 2 7n+2 , so there are significant improvements here that we point out. Finally, we present a new estimate for operators of the form ∆ + W · ∇ + V . This Carleman estimate is very similar to the one achieved in [DZ17] , but the differences will be indicated.
Our new Carleman estimate for the Laplacian is as follows.
There exists a constant C = C (n, p, q) and a sufficiently small R 0 < 1, such that for any u ∈ C ∞ 0 (B R 0 (x 0 )\ {x 0 }) and any τ > 1, one has τ β (log r)
, and φ(r) = log r + log (log r)
2 .
This crucial estimate is proved below in Section 4, but we'll describe the approach here. We first modify the ideas from [DZ17] to prove a new L p − L q Carleman estimate for the Laplacian. The big idea here is to iterate Young's convolution inequality instead of iterating Carleman estimates for the first order factors of the Laplacian. Then with interpolate our new estimate at q = 2n n−2 with the estimate from [DZ17, Theorem 5] at q = 2. The L p − L q Carleman estimate from [DZ17] is given by:
There exists a constant C = C (n, p, q) and a sufficiently small R 0 < 1 such that for any u ∈ C ∞ 0 (B R 0 (x 0 )\ {x 0 }) and any τ > 1, one has
where β 0 = q ≥ 0, which always holds, then Theorem 4 improves upon Theorem 5 in all cases. Moreover, since β = β 0 when either p = 2 or q = 2, then applications of the Carleman estimates leads to the same results when we are in this setting. An examination of the proofs in [DZ17] shows that for any t > n, the optimal value is obtained by choosing q = 2. Therefore, there will be some cases where our results follow exactly from the proofs in [DZ17] .
To establish a Carleman estimate for the operator ∆ + V , where V ∈ L t , the optimal relationship between p and q is
And to quantify the strong unique continuation property for ∆ + V , we require that our estimates hold for all sufficiently large values of τ . For any t ≤ 4n 2 7n+2 , all admissible values of p and q lead that β 0 ≤ 0, explaining why Theorem 5 cannot be used for t ∈ n 2 , 4n 2 7n+2 . However, for every t > n 2 , we may choose p and q within the acceptable range so that β > 0. This observation has two implications. First, it means that there exists a range of t-values where Theorem 4 leads to a better quantification than Theorem 5. Second, it implies that we may now consider all values of t > n 2 . Our Carleman estimate for ∆ + V is as follows. Theorem 6 (cf. Theorem 8 in [DZ17] ). Assume that for some t ∈ n 2 , ∞ and M ≥ 1, V L t (BR 0 ) ≤ M . Then for any ε ∈ (0, ε 0 ), there exist constants C 0 = C 0 (n, t, ε), C 1 = C 1 (n, t, ε), and sufficiently small R 0 < 1 such that for any u ∈ C ∞ 0 (B R 0 (x 0 ) \ {x 0 }) and any
, and
Proof. If t > n, then this result follows from [DZ17, Theorem 8]. Therefore, we assume that t ∈ n 2 , n . We choose p and q so that
Since β increases with respect to
and (n+2)t+n(n−2) 2nt(n−2) ≥ 1 n for t ≤ n, then β is maximized when p is arbitrarily close to, but greater than, 2n n+2 . Therefore, as in the statement, let p = 2n n+2−ε . Then we choose q = 2nt nt+2t−2n−εt so that . Now we apply Theorem 4 (ignoring the gradient term) with q as given and with q = 2, then sum them to get
where we have applied the triangle inequality along with Hölder's estimate. Since
.
To absorb the last term into the lefthand side, we need to ensure that τ ≥ (CM ) 1 β(q) . Since µ = 1 β(q) , the conclusion follows. Now we consider more general elliptic operators with a drift term. The only difference between the following theorem and [DZ17, Theorem 7] is in the definition of µ for smaller values of t. When t < s, the value for µ that we achieve here is better than the one in [DZ17] . However, compared to [DZ17] Proof. If we add inequality (2.1) from Theorem 4 with q = 2 to the same inequality with q arbitrary, we see that
where we have applied the triangle inequality and Hölder's inequality. We have also used the ranges of p and q to deduce that (log r) 2 r
≤ c and (log r) 2 r
If n . In this case, it is the lower bound on t that ensures that β 1 > 0, from which it follows that β > 0 as well.
In all three cases, we have that
β leads to the conclusion of the theorem.
Order of Vanishing Results
Here we describe the proofs of Theorems 1 and 3. Given that the arguments exactly follow those that appeared in [DZ17] , where now the new Carleman estimates described by Theorems 6 and 7 are used, we refer the reader to Section 5 of [DZ17] for the full details.
The first step in the proof is to use the Carleman estimate for the operator to establish a three-ball inequality. The arguments for the proofs of these three-ball inequalities are based on those in [Ken07] .
Lemma 1 (cf. Lemma 7 in [DZ17] ). Let 0 < r 0 < r 1 < R 1 < R 0 , where R 0 < 1 is sufficiently small. Let t ∈ n 2 , ∞ . Assume that for some M ≥ 1, V L t (BR 0 ) ≤ M . Let u : B R 0 → C be a solution to (1.1) in B R 0 . Then for any ε ∈ (0, ε 0 ), there exists a constant C = C (n, t, ε) such that
, F (r) = 1 + rM t 2t−n , and µ and C 1 are as in Theorem 6.
Proof. We follow the proof of [DZ17, Lemma 7] with Theorem 6 used in place of [DZ17, Theorem 8].
In the setting where we have a drift term, the three-ball inequality takes the following form.
Lemma 2 (cf. Lemma 6 in [DZ17] ). Let 0 < r 0 < r 1 < R 1 < R 0 , where R 0 < 1 is sufficiently small. Let s ∈ 3n−2 2 , ∞ , t ∈ n 3n−2 5n−2 , ∞ . Assume that for some
, F (r) = 1 + rK To prove Theorems 1 and 3, we first our three-ball inequalities in a propagation of smallness argument to establish a lower bound for the solution in B r . Then we use the three-ball inequalities again to establish the order of vanishing estimate. To prove Proposition 1, we first use polar coordinates to rewrite the Laplacian as a product of two first order operators. Next, we project onto the eigenspaces and solve the resulting second order ODE. Then we employ the eigenfunction estimates of Sogge from [Sog86] to estimate the resulting series. The crucial ingredients in this step are L p − L q estimates for series of eigenfunctions as presented in Lemma 3. The rough outline of the proof follows the proof from [DZ17] , based on the work in [Reg99] , which uses many of the ideas from [Jer86] .
There are a number of differences between Proposition 1 and the proof in [DZ17] that make it novel. In [DZ17] , we decompose the Laplacian into a product of first order operators, then prove Carleman estimates for each operator. Here, we use that the Laplacian can be written as a product of two first order operators to generate a second order ODE, then we solve that ODE and estimate the operator norm directly. Therefore, instead of iterating the Carleman estimates, we iterate applications of Young's inequality for convolution. The techniques from [DZ17] established L p − L 2 Carleman estimates with a gradient term, then employed Sobolev inequalities to extend q to 2n n−2 . However, given the obstruction to Carleman estimates with gradient (see for example [Jer86] and our discussion in [DZ17] ), this technique didn't allow us to treat values of t near n 2 . By avoiding the use of a Sobolev inequality here, and directly proving an L p − L q estimate, we get a stronger result. Consequently, we may now consider all t > n 2 . We introduce polar coordinates in R n \{0} by setting x = rω, with r = |x| and ω = (ω 1 , · · · , ω n ) ∈ S, where we'll use the notation S = S n−1 . With t = log r,
where Ω j are vector fields in S that satisfy n j=1 ω j Ω j = 0 and n j=1 Ω j ω j = n − 1.
In the new coordinate system, the Laplace operator takes the form
j is the Laplace-Beltrami operator on S. The eigenvalues for −∆ ω are k(k + n − 2), where k ∈ N. The corresponding eigenspace is E k , the space of spherical harmonics of degree k. We use the notation
The operator Λ is a first-order elliptic pseudodifferential operator on L 2 (S). The eigenvalues for the operator Λ are k + n−2 2 , with corresponding eigenspace E k . That is, for any v ∈ C ∞ 0 (S),
where P k is the projection operator from L 2 (S) onto E k . We remark that the projection operator, P k , acts only on the angular variables. In particular,
From the equation (4.1), it follows that
Recall that in the Carleman estimate given by Theorem 4, we use the radial weight function φ(r) = log r + log (log r) 2 .
With r = e t , define the weight function in terms of t to be ϕ(t) = φ(e t ) = t + log t 2 .
We are only interested in those values of r that are sufficiently small. Since r → 0 if and only if t → −∞ then, in terms of the new coordinate t, we study the case when t is sufficiently close to −∞. The following lemma is an important tool and relies on the eigenfunction estimates of Sogge [Sog86] .
Proof. Recall that P k v = v k is the projection of v onto the space of spherical harmonics of degree k. Sogge's [Sog86] eigenfunction estimates state that there is a constant C, depending only on n ≥ 3, such that for any v ∈ L 2 (S),
By orthogonality, Hölder's inequality, and (4.5),
It is clear that
Interpolating (4.6) and (4.7) shows that for all
Using this estimate, we have
By duality, we conclude that for all 2 ≤ q ≤ 2n n−2 , there exists C = C (n, q) such that
Now if we interpolate (4.6) and (4.8), we see that for all 2 ≤ q ≤ 2n n−2 , there exists C = C (n, q) such that
Finally, we interpolate (4.10) and (4.11) to reach the conclusion of the lemma.
While the very general form of Lemma 3 will serve us in the proof of our proposition below, its simplest form is also quite useful.
Now we prove an L p − L q type Carleman estimate for the operator ∆.
n . There exists a constant C = C (n, p, q) and a sufficiently small R 0 ≤ 1 such that for any v ∈ C ∞ 0 (B R 0 (x 0 )\ {x 0 }) and any τ > 1, one has (4.13) (log r)
, where
Proof. Recalling the definitions of t, ϕ, L ± from above, proving (4.13) is equivalent to showing that (4.14)
, where |t 0 | = −t 0 is sufficiently large. To prove (4.14), we introduce the conjugated operators
where we have used definition (4.3). Notice that
With v = e τ ϕ(t) u, inequality (4.14) is equivalent to
which leads to the second order differential equation
Both of these representations will be used below in our estimates.
Since u = k≥0 P k u, we split the sum into two parts. Let M = 2τ and define
In order to prove the (4.15), it suffices to show that (4.17)
The sum of (4.17) and (4.18) will yield (4.15), which implies (4.14), proving the lemma. We first establish (4.17).
For k ≥ M ≥ 2τ , we'll used the first line in (4.16). Recalling that ϕ (t) = t + log t 2 , we see that if |t 0 | ≥ 4, then and it follows that
|t−y| e −k|y−s| .
Taking the L q (S)-norm in (4.16) and using this bound gives that
With the aid of (4.12), we get
Consecutively applying Young's inequality for convolution then yields 
Summing up k ≥ M shows that
where we have used the condition that
n to conclude that the series converges. Since |t 0 | is assumed to be sufficiently large, (4.17) follows from this bound and the definition of β 2 . Now fix t ∈ (−∞, − |t 0 |) and set N = τ ϕ (t) . We'll estimate P − u L 2 (dtdω) by summing in two parts; from N to M − 1 and then from 0 to N − 1. That is, we'll sum the parts where k > N and k < N separately using each of the representations from (4.16). An application Taylor's theorem shows that for all t, y ∈ (−∞, t 0 )
where y 0 is some number between y and t. This more refined estimate shows that
By combining these observations with (4.19), we see that
From the first line of (4.16), we sum over k and use (4.21) to get
Then we apply an L q (S)-norm to get
ds dy. 
ds dy. |y−s| . Estimate (4.4) shows that
where Repeated applications of Young's inequality for convolution shows that Moreover, e To prove Theorem 4, we interpolate Proposition 1 at q = 2n n−2 with the q = 2 version of Theorem 5 that originally appeared in [DZ17] .
Proof of Theorem 4. Let u ∈ C ∞ 0 (B R 0 (x 0 )\ {x 0 }). Since Theorem 5 implies that τ β 1 (log r) −1 e −τ ϕ(r) r∇u L 2 (r −n dx) ≤ C (log r)e −τ ϕ(r) r 2 ∆u L p (r −n dx)
, then it suffices to show that τ β (log r) −1 e −τ φ(r) u L q (r −n dx) ≤ (log r)e −τ φ(r) r 2 ∆u L p (r −n dx)
For any q ∈ 2, 2n n−2 , we write q = 2θ + 2n n−2 (1 − θ) for some θ ∈ [0, 1]. An application of Hölder's inequality followed by estimate (2.2) with q = 2 applied to the first term in the product and estimate (4.13) with q = (n−2)q = β, and the conclusion follows.
