Abstract-We analyze the performance of a DHT-based P2P overlay network in resource access and overlay maintenance activities. We use a cross-platform implementation of the protocol called P2PP. Mobile systems are the main target platform of our protocol implementation; due to practical reasons, we conduct large-scale evaluations using a server array. The performance metric is the request accomplishment success ratio in the overlay network. The evaluations are conducted in the presence of churn i.e. the peers' continuous activity of joining and leaving the overlay, which is crucial for realistic simulations. The online and offline time-periods of churning peers follow an exponential distribution. In addition to churn, we use overlay size and resource lookup activity as variable parameters. Measurements of request success ratio can be used to approximate the performance of a P2P overlay network and the load inflicted on it, when its number of peers and activity level are known.
INTRODUCTION Peer-to-peer (P2P) networking is maturing towards a widely accepted technology acting as a substrate for versatile communication services in both wired and wireless networks. For certain types of services, a transition away from the clientserver based communication model is evident; while the clientserver paradigm continues to thrive in its own right, more and more services in the Internet of the future will be built on a decentralized infrastructure.
Despite the advantages, such as flexibility, scalability, and failure tolerance provided by P2P-oriented communications, there has been no credible effort to establish an official standard for interoperable P2P networking, until lately. A key protocol for standardized P2P communications, the Peer-toPeer Session Initiation Protocol (P2PSIP) [1] , is being developed in the Internet Engineering Task Force (IETF). The original objective of P2PSIP, to create a serverless version of the Session Initiation Protocol (SIP), has later shifted towards the more ambitious goal of standardizing P2P networking.
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In P2PSIP terminology, a protocol that is used for the intercommunication of the peers in an overlay network is called a peer protocol. The basic functionalities of a peer protocol include the lookup of nodes and stored resources, the routing of messages and controlling the membership of peers in the overlay. Peer protocols often take advantage of a distributed hash table (DHT) based structured routing algorithm, and also unstructured routing algorithms are possible. Out of the several peer protocol candidates in the IETF, a proposal called Resource Location And Discovery (RELOAD) has been selected as the standard peer protocol, i.e. the base protocol of P2PSIP.
Our P2PSIP research work has focused on the Peer-to-Peer Protocol (P2PP), one of the peer protocol candidates. It was recently merged into the draft of the RELOAD protocol. In particular, our work focuses on mobile P2P networking.
In P2PSIP, as in most of the other today's P2P network technologies, usually only the most reliable and most highperformance nodes are selected as the service-providing nodes (peers), and the others act as ordinary nodes (clients), connecting to the rest of the network through the peers. This way the performance of the overlay can be improved while at the same time the load of the weaker nodes is alleviated.
However, preventing mobile devices from becoming peers is not always feasible. For example, if the majority of the nodes are mobile devices (e.g. in mobile operator networks consisting usually of a large population of mobile devices and a smaller population of other devices such as laptops), the load on the few peers can become exhausting to them, leading inevitably to lower performance and diminished reliability of the network. To prevent this, also low-performance devices, i.e. the mobile terminals, may need to become peers. Thus, we are interested in the feasibility of mobile devices to work as fully functional peers in the overlay. Due to reasons such as battery consumption, it is unfortunate from the viewpoint of mobile terminals that popular DHT algorithms currently do not distinguish between fixed and mobile devices in their operation [2] . Our P2PP implementation (draft -01 based) has been programmed primarily for mobile platforms, although thanks to its cross-platform compatibility we are able to use it in serverbased simulations, as in this paper. The P2PP implementation's functionality is unmodified: it does not contain any optimizations targeted for mobile devices.
In this paper, we use a P2PP implementation in the presence of churn -the continuous joining and leaving of the peers of an overlay network -to evaluate the requestfulfillment performance (in terms of the average success ratio for join, resource-publish, and resource-lookup requests) in a prototype P2PP overlay network with varying parameters. Churn is a major negative factor in large-scale overlay networks; this has been pointed out several times in related publications, and many techniques for overcoming the negative effects of churn have been proposed. Churn-related studies are discussed in the next section.
The question to answer in this paper is, how the different levels of churn in combination with other parameters of a P2PP overlay network affect the request success ratio. The information helps in selecting protocol parameters (or even modifying protocols) in cases where the messaging-originated network load is an issue, especially with mobile peers.
The rest of this paper is organized as follows. In section II, we discuss the related work on churn. In section III, we present the setup for our measurements of resource access performance, and in section IV, we present the measurement results. Conclusions and discussion are provided in section V.
II. RELATED WORK ON CHURN IN P2P SYSTEMS
In [3] , the possibilities for churn-resistant DHT systems are studied, and it is pointed out that heavy churn (short online times) is a significant cause of poor performance in a DHT.
In [4] , the potential to improve lookup performance by adjusting the lookup strategy (iterative versus recursive routing), lookup parallelism, and key replication, is analyzed in the context of a DHT system under churn. In [5] , the lookup performance of an existing DHT protocol is improved based on knowledge gathered by observing the properties of routing tables in a large-scale live DHT. In [6] , the performance of four well-known DHT-based protocols under churn is evaluated in terms of lookup latency and bandwidth needs.
It is an interesting question, how the techniques selected for modeling churn in a simulated overlay affect the outcome of simulation experiments. In [7] , the effects of different commonly used mathematical churn models on the performance of DHT-based P2P simulations are studied. Between the studied churn models, which were the exponential distribution, the Pareto distribution, and the Weibull distribution, no significant difference in the performance of a simulated overlay was observed, although overlays with Weibull-distributed churn behavior demonstrated somewhat worse performance than the other two models. Based on the results in [7] , we state that our choice of exponential distribution, for the simulations described in this paper, is safe in the sense that it should not produce significantly different results than the other common probability distributions.
III. P2PP IMPLEMENTATION AND THE EVALUATION SETUP

A. Protocol Prototype and the Running Environment
Our prototype P2PP implementation is called Mobile P2PP (MP2PP). It has been written in cross-platform C++ code that works on several platforms: Symbian OS Series 60 on the Nokia N95 smartphone, mobile Maemo Linux for the Nokia Internet Tablet, and desktop or server Ubuntu Linux. To evaluate the implementation in large-scale P2PP networks, we ran the protocol simulations solely on Sun Microsystems server hardware. With mobile devices, conducting simulations of hundreds or thousands of nodes would be very challenging.
To be able to run our scenarios, with overlay sizes of up to 2000 nodes, we had to simulate the overlay with virtual nodes residing on a few physical server machines. Each virtual P2PP node had its own UDP port on a physical server, thus each P2PP instance was identifiable with the unique combination of its IP address and port. The servers were connected to each other as a local area network (LAN) and also to the public Internet through an Ethernet switch. The clocks of the servers were synchronized with Network Time Protocol (NTP) in order to make sure that they agree accurately enough on the starting time of a simulation scenario. The servers were controlled by simulation scripts that made sure that the peers' joining and leaving rates and other behavior followed the specified parameters.
It is interesting to note that the processing power or memory capacity of the servers was not the bottleneck; instead, it seemed that the network traffic input/output buffer capacity of the servers was the restrictive factor that caused packet dropping, if too many peer instances were run on a single server. All the machines had public fixed IPv4 addresses, and NAT traversal issues were eliminated from the scenario.
MP2PP uses the Kademlia DHT algorithm [8] with an iterative routing scheme (iterative lookup strategy is another term for this). The transport used to carry the P2PP protocol is User Datagram Protocol (UDP).
As the case is with all DHT-based systems, the overlay contained key-value pairs, which are stored and searched by contacting the peer whose numeric ID is nearest to the key, and that peer -called the "root" of the resource in DHT terminology -would have responsibility of keeping the resource accessible for other nodes.
B. Details of Simulation Script Functionality
There was exactly one resource published by each peer. This was enough to produce the same results about the lookup performance as a greater number of resources would, since the DHT treats all resources equally. Using only one resource per peer also minimized the load on the simulation scripts' centralized resource database that could become a bottleneck.
When measuring request success ratios, it was necessary to make sure that a lookup classified as "failed" did fail because of an inconsistency in the decentralized DHT routing information and not because of the actual unavailability of the resource. For this, we used a centralized database that knew all the resource-IDs which actually existed in the overlay at a given moment. When a simulation script on a server was about to issue a lookup request, it would first issue a query to the database over HTTP; the reply would include a resource-ID that was known to exist. The database was, of course, updated when a node published a resource or removed an existing one.
One more point to understand when interpreting the measurements of lookup performance is that a lookup failure may actually be caused by a publish request routed to an incorrect target peer, due to the continuous changing of the 978-1-4244-5638-3/10/$26.00 ©2010 IEEE distributed routing information. In other words, the lookup of an existing resource may be routed to a specific target peer, but the resource is not held by that peer. This could, of course, occur also in a similar real-world overlay.
The data resources were of a minimal size: less than 20 bytes each. This ensured that the load inflicted on the peers would originate from the protocol's basic functionality and not from the handling of large resource objects.
The simulation scripts made sure that each time a peer leaves the overlay, the departure is graceful. This is important, because there was no replication of resources. As stated in [4] , the most common method of coping with the churn-originated performance loss in DHT systems is resource replication, which prevents the loss of a resource if the only resourceholding peer leaves the overlay ungracefully (i.e., without migrating its key-value pairs to other nodes).
Moreover, there was no functionality in the protocol to transfer a resource when the peer holding it stays online but a peer with a nearer peer-ID (i.e. nearer to the resource-ID) suddenly becomes known to the resource-holder. This is no problem however, because "old resources" are practically never found; the freshest published resource is on the correct peer -since the resource is periodically re-published at the interval t publish -and lookups are also routed to that correct peer. Moreover, churn will eventually remove old resources, when wrong resource-holders go offline. This clean-up could also happen by resource expiration after a specified interval; however, expiration is not used in our P2PP implementation.
The overlay's nearly-guaranteed property to find the freshest instance of a resource was also the reason, why it was uninteresting to evaluate a case, where the value of a resource with a specific ID changes over time causing obsolete copies of the changing data to exist in the overlay.
It is also important to notice that when searching for a particular resource, the intermediate peers on the hop-by-hop path do not check their resource tables to see if that resource happens to exist on the intermediate peer. Only the final target peer of the path will check its resource table for that resource. This is good, because if old instances of some resources exist on incorrect peers, a routing path going via such a peer will not skew the lookup performance figures.
C. Parameter Settings in the Simulations
For all the evaluations, certain parameters of the P2PP protocol were kept constant. We selected the keep-alive interval t KA = 10s, routing table exchange interval t rtx = 30s, and (re)publishing interval of resources t publish = 30s. Those values exist as recommendations for these time intervals in the P2PP Internet Draft. The k value i.e. the number of items per kbucket in the Kademlia protocol was 3, similarly to simulations in [9] . The number of parallel requests to issue i.e. Kademlia's parameter α was 1, in order to evaluate the most pessimistic case of routing path availability in Kademlia. The degree of parallelism for lookups in the large Mainline BitTorrent DHT is 8 [10] . Like each of the 8 lookup contacts in [10] , our single contact (α = 1) will also terminate immediately (there is no retrying by sending to another node; each hop is tried at most 5 times in our implementation, and if the hop fails in spite of the re-tries, the entire request fails).
Churn was simulated, as in [11] , by the control scripts by making the peers' online and offline time-periods follow the exponential distribution; the mean value (λ -1 ) of the distribution is determined by the parameter t churn . Thus t churn , being the expected value of online and offline periods, defines the churn level in a simulation scenario. For example, if we say that the churn level is t churn = 60s, the mean online or offline time of a peer is 60s.
We decided to use the following range of variable parameters in the simulations. The possible lookup intervals t lookup were {15, 30, 60, 120}s and the possible churn levels t churn were {60, 120, 240, 480}s. The selected range of churn levels includes relatively short time intervals on purpose, in order to study the effect of high churn levels. For example, the setting t churn = 60s is only twice as long as the exchange-table interval (30s); this kind of parameters put the adaptability of the DHT routing mechanism in a test. The number of nodes N was either 200 or 2000, as it was interesting to take values of N that differ by a decade. The number N denotes the number of all online and offline nodes in total; thus, there would be an average of N/2 peers online and N/2 peers offline.
All the time-interval parameters are multiples of the t rtx interval (for all intervals, the coefficients are powers of 2, except that for t lookup = 15 the coefficient is 0.5). This makes it easier to comprehend the relationship of a given set of parameters and the resulting overlay performance, as one can conveniently proportion the variable parameters in relation to the fixed t rtx interval, and it is easy to scale the results to cases where the fixed t rtx interval is something else than 30s and the other parameters change accordingly, relative to the pace of maintenance messaging.
In addition to the N peers, there exists also one (1) bootstrap server node that provides the IP address and port of an existing peer for any joining peer so that the peer can connect to the overlay and start learning about its neighbor nodes.
Each simulation lasted 30 minutes. Before each 30-minute simulation scenario, there is 20 minutes of waiting time, during which the peers come online (no churn occurs yet) and start already exchanging their routing tables in order to establish the distributed routing information before the churn starts. This build-up of information is important for starting the simulation from a point where the peers have knowledge about each other. It takes its time because only one known peer's routing table is exchanged in one routing table exchange request.
The measurement phase of a simulation scenario starts in a state where exactly 50% of the N nodes are online and 50% offline: a neutral starting state. The simulations were run with SunFire V20z servers with 2GB of memory and double AMD Opteron 248 processor units at 2.2 GHz.
978-1-4244-5638-3/10/$26.00 ©2010 IEEE IV. EVALUATION OF REQUEST ROUTING PERFORMANCE A series of 32 simulation scenarios -with all the combinations of the selected values of t lookup , t churn , and Nwere used for evaluating the P2PP implementation's performance during the activities of joining an overlay, publishing resources, and searching resources (lookup). The operation of these basic functionalities has a significant effect on the reliability of a P2PP overlay. The performance is expressed as success ratios s join [%] , s publish [%] , and s lookup [%] , which represent the proportion of successful requests from all requests of a specific type.
The join, publish, and lookup success ratios are presented in Fig. 1 for N=200 and in Fig. 2 for N=2000. The figures show that the level of churn has a clear effect especially on lookup success ratio. This is easy to understand, because when doing a publish, the message goes to any peer that happens to be nearest to the resource ID as based on the restricted, locally known subset of the distributed routing information, and is thus recorded as a success (publish failures occur only when a node, which is expected to be online on the publishing path, has gone offline). Contrary to publish requests, the lookup requests must find their way to the specific correct peer where the published resource is located. This explains why s publish > s lookup in all simulation scenarios. High churn in a large overlay is the most demanding combination of parameters, yielding s lookup < 30%.
It should be noted that before running the simulations with churn, we verified with the same code base that in a steadystate overlay (no churn) the success ratio of lookup requests is 100%. This shows that the overlay itself functions well, and lookup failures during churn are explained specifically by the effects of churn. In addition to churn, obviously the termination of a simulation after the duration of 30 minutes causes some transactions to be terminated before the end of a transaction, but this does not cause significant error in the measured success ratios.
In order to determine the suitable parameters for an overlay network deployment, it is necessary find out, how much network traffic the P2PP protocol generates and how this traffic is divided between the different message types. The graph in Fig. 3 shows the measured amount of messaging in the simulated scenarios, indicating the number of messages that originated from each different message type. This message count of each message type is the sum of all requests, responses, and acknowledgements that were generated in the transactions that are of the specific type. This (the number of messages per peer, per minute) was deemed to be a more interesting figure to observe than the number of transactions per peer, as the number of messages translates directly to the load of the peers in the overlay. The results show that the keepalive traffic is dominating in terms of the number of messages in our simulations. 978-1-4244-5638-3/10/$26.00 ©2010 IEEE V. CONCLUSION AND DISCUSSION According to the simulations, the average success ratio of lookup requests ranged between these extremes: from less than 30% in a large (N=2000), heavily churning overlay to more than 70% in a smaller overlay (N=200) with lighter churn.
As stated in the introduction, there are not always a sufficient number of fixed-line devices to work as service providing nodes for the mobile devices in today's P2P networks, and today's popular DHT systems do not distinguish between fixed-line and mobile devices when reasoning about the rights and responsibilities of their nodes. Most importantly, when mobile peers are used, the amount of generated messaging affects the nodes' battery life. The effect of churn on battery life is, however, outside the scope of this paper.
Evaluations done under churn are more valuable than steady-state overlay simulations as churn is a prominent property of real-world P2P overlays. We ran the simulations with only one hop-by-hop path to try per one request, with no redundant parallel requests. This is the most revealing case for demonstrating the basic message-routing performance of a P2PSIP DHT under churn. When the DHT performance is known for the case without parallelism, it is easy to calculate how much request success probability can be improved with parallelism. For example, with 4 parallel requests, a 65% success probability increases to 1-(1-0.65) 4 = 0.985 (98.5%).
The results suggest that the level of churn has a clear effect especially on lookup success ratio, which is one of the most directly visible properties of an overlay when a resourceaccessing application is used. When considering the total effect of churn in a DHT, performance levels that can be measured as success ratios (join, publish, lookup) are not the only metrics, since churn also has an effect on resource persistence in an overlay, as studied for example in [12] .
As for generalizing our P2PP-based results, it should be noted that the efficiency in message routing is mainly due to the DHT algorithm selected; thus, other peer protocols -if they use Kademlia as the DHT algorithm -should mainly give quite similar results. Different strategies in certain functions (such as message resending policy or keep-alive scheme), however, can be a complicating factor in this regard. Obviously, one protocol message in P2PP might not necessarily translate to one message in some other protocol.
It should also be noted that, possibly, the absolute choices of the timer values might not be crucial. Intuitively, if only the proportion between the timers (such as the proportion of t rtx to t churn or t lookup ) remains constant, then the resulting success ratios should be similar to those measured in this paper with the same timer-proportions. Of course, more simulations are needed to confirm this potential for the results' generalization.
The most dominating factor in the number of messages sent among the peers was the amount of keep-alive messaging, at least with our selected parameters. Thus, adjusting the keepalive message interval seems to be the most effective way to decrease overhead. As found out in [13] , the frequency of keep-alives can be safely decreased without compromising the overlay's integrity, since all the other messages in P2PP with Kademlia have the side-effect of updating the state.
However, keep-alive messages may be needed to refresh peers' NAT traversal bindings. The average NAT binding refresh interval with UDP is relatively short (usually tens of seconds). This forces the overlay to use short keep-alive intervals. With TCP, the NAT binding refresh intervals would be significantly longer, allowing longer keep-alive intervals.
Future work with mobile P2P (not limited to P2PSIP) includes considerations for NAT traversal, using the TCP transport, decision rules for client vs. peer commitment, and load balancing based on the amount of devices' resources.
