Compared with many other methods which only give time sub-optimal designs, the quantum brachistochrone equation has a great potential to provide accurate time-optimal protocols for essentially any quantum control problem. So far it has been of limited use, however, due to the inadequacy of conventional numerical methods to solve it. Here, using differential geometry, we reformulate the quantum brachistochrone curves as geodesics on the unitary group. This identification allows us to design a numerical method that can efficiently solve the brachistochrone problem by first solving a family of geodesic equations.
INTRODUCTION
The study of how to efficiently generate a target unitary gate on a quantum device is important for both fundamental theory and quantum technology. Besides the standard treatment of decomposing the target gate into a series of simple elementary gates, a powerful method is to design a time-varying Hamiltonian. 1 A prescription for such a time-varying Hamiltonian to obtain the target evolution is called a control protocol, and a protocol that also achieves the minimal time is called time-optimal. In real experiments with a noisy environment, timeoptimal protocols can achieve higher fidelities than non-optimal ones by reducing the total time of exposure to decoherence. Hence, constructing a time-optimal solution can be considered as a straightforward errorreducing technique, playing a role similar to error-correcting codes, decoherence-free subspaces, and dynamical decoupling. [2] [3] [4] [5] From the point of view of numerical optimization methods, finding an accurate time-optimal protocol is difficult, as one essentially faces a two-objective optimization problem: maximizing the gate fidelity and minimizing the total time. It is relatively easy, though, to get an approximate solution: one way is to use a weighted sum to combine the two objectives into a single objective, 1 obtaining a solution that is only sub-optimal for each single objective; another way is to perform multiple optimizations of the gate fidelity, each for a fixed total time, trying to locate a likely minimal time. However, both methods only give crude approximations which cannot be further refined in accuracy. On the other hand, general theories, such as the Pontryagin maximum principle and the geometry of the unitary group, have been applied to derive precise characterizations of time-optimal solutions in different settings with diverse types of constraints on the Hamiltonian.
6-10 Albeit elegant, most of these methods are applicable only to a particular type of problems, depending on the specific assumptions of the constraints. In comparison, one significant development has been the derivation of the quantum brachistochrone equation, 11, 12 where two general physical constraints are considered: (I) the system has a finite energy bandwidth; (II) the Hamiltonian can only be chosen from a subspace of all Hermitian operators. Under the two constraints, the time-optimal protocols admit a nice characterization as solutions of a boundary value ODE problem. If the problem can be solved analytically or numerically, one obtains accurate shortest-time protocols, potentially useful to improve the existing control design in real experiments. [13] [14] [15] However, except for some special cases where analytical solutions can be derived, [16] [17] [18] this equation has so far been of limited use, because of the lack of an effective numerical method to solve it. In fact, the conventional method to deal with boundary value ODE problems, known as the shooting method, 19 usually fails unless it can be seeded with a good trial solution that is sufficiently close to the exact solution. Unfortunately, the probability of obtaining a good initial guess by randomly generating it is extremely low for high-dimensional systems, making the shooting method inadequate even for a two-qubit system.
The goal of this work is two-fold: (i) to identify a geometric connection between the brachistochrone curves and the shortest-distance curves (geodesics) on the unitary group manifold, and formulate the brachistochrone equation as the limit of a family of geodesic equations; (ii) to surpass the inadequacy of the shooting method and present a geometric method that can be combined with the shooting method to efficiently solve the brachistochrone equation. The family of geodesic equations can be efficiently solved using a geometric variation technique, which then provides a good initial guess to efficiently solve the brachistochrone equation. Our method also suggests a way of identifying the globally time-optimal solutions with a high confidence, which is not possible without knowing the brachistochrone-geodesic connection.
THE MODEL
To generate a target unitary U tg on an n-dimensional quantum system, we need to design a control protocol, i.e., to find a time-varying Hamiltonian H(t) = m u m (t)H m such that U (t) satisfies the Schrödinger equatioṅ
with boundary conditions U (0) = I and U (T ) = U tg (we use units such that = 1). If we neglect a global phase in U tg , H(t) can be chosen from the (n 2 − 1)-dimensional space of traceless Hermitian matrices, M. We divide M into M = A ⊕ B, where A = span{A j } := span{H m } is the subspace of Hamiltonians that can be physically implemented, and B = span{B k }. Under the Hilbert-Schmidt product on M, we have A, B = 0 and {A j , B k } forms an orthonormal basis of M. We consider two general physical constraints on H: (I) ||H(t)|| ≤ E, where || · || is the Hilbert-Schmidt norm (II) H(t) = j µ j (t)A j or P A (H(t)) = H(t) or P B (H(t)) = 0. Here, P A and P B represent the projections onto A and B respectively. If, in addition to (I) and (II), H(t) have a free drift component along σ 0 , i.e., Tr(H(t)σ 0 ) ≡ h 0 , the corresponding time-optimal protocol will be very different. Hence, in the following, we will focus on the cases when H(t) has no free drift component, although similar ideas can de applied to the free-drift case.
SHORTEST-TIME CURVE VS SHORTEST-DISTANCE CURVE
We are looking for the time-optimal curve U (t) that reaches the target unitary U tg in the shortest time, given the finite-energy constraint ||H(t)|| ≤ E. The latter corresponds to bounding the speed of the dynamics, and it implies that time-optimal curves are also length-optimal ones, as we now show. In geometric language, the Schrödinger equation (1) defines a dynamical system on the Lie group SU(n), where −iH(t)U (t) is the tangent field along the curve U (t). At U (0) = I, the tangent vector is −iH(0), an element in the Lie algebra su(n). As we show in the SM, for any curve connecting the two fixed points I and U tg , with ||H(t)|| ≤ E, we can simply rescale the HamiltonianH = E H ||H|| and obtain a reparametrized curve that runs along the same trajectory, but reaches U tg at an earlier time. Hence ||H(t)|| ≡ E along the shortest-time curve, whose length satisfies
Thus we can conclude that the shortest-time curve must also be the shortest-distance curve connecting I and U tg . In fact, such correspondence is true in general: for a particle moving on a manifold with velocity bounded in magnitude, if the velocity of the particle can be chosen arbitrarily at any point, then the time-optimal evolution between two fixed points is to travel along the shortest-distance curve and with the maximum speed magnitude.
QUANTUM BRACHISTOCHRONE EQUATION
-By virtue of the above analysis, constraint (I) can be switched to (I'): Tr(H 2 (t)) = E 2 . Once all constraints are expressed in terms of equalities, it becomes possible to derive the shortest-time protocols using variational calculus with Lagrange multipliers. Time-optimal protocols are shown to satisfy the following brachistochrone equation:
or in the component form:μ
The solution has two components:
, where H(t) = A µ j (t)A j and {λ k (t)} are the adjoint Lagrange multipliers, introduced by the Hamiltonian constraints (II). Together with the Schrödinger equation (1), the beachistochrone equation (3) defines a boundary value nonlinear ODE problem with boundary conditions I and U tg . The time-optimal curve U (t) is uniquely determined by the initial value µ k . This is the so-called shooting method, 19 which works efficiently if the initial guess root of the nonlinear equation is sufficiently close to the exact root, but fails if the initial guess is not close enough. As the dimension of the model increases, the root space becomes so huge that the probability to randomly find a good guess decays quickly to zero. Therefore, even for a 2-qubit system, simulations suggest that it will take an extremely long time to find a good guess root. Hence, existing numerical methods are inadequate to solve the brachistochrone equation in general. We need to find an efficient method to solve this equation so that it can be used to study smulti-qubit systems, which are far more interesting for the sake of applying quantum control techniques.
THE CONNECTION TO GEODESICS
Due to the difficulty of directly solving the brachistochrone equation, we would like to adopt a different perspective and take direct advantage of the shortest-time/shortest-distance equivalence which has been shown above. Notice that when the allowed H(t) is restricted to the subspace A, the shortest-distance curves that can be generated from −iH(t) are actually geodesics on SU(n) as a sub-Riemannian manifold, rather than a Riemannian manifold. In a sub-Riemannian manifold, distances are measured by only allowing curves tangent to so-called horizontal subspaces (in this case, A). A clever trick to derive the geodesic equation on a sub-Riemannian manifold is to introduce a Riemannian penalty metric on M 20 that forces H(t) to stay in A. Under the Hilbert-Schmidt metric, the Hamiltonian is allowed to be chosen from the entire M:
and the q-metric for the tangent vectors at U as −iH 1 U, −iH 2 U U,q := H 1 , H 2 q . Accordingly, the length of a curve U (t) under q-metric can be written as: L = ||H(t)|| q dt. A penalty is applied to the basis operators B k : the metric increases the path length by the factor q when the path goes through the subspace of forbidden Hamiltonians. In the limit q → ∞ we can expect that the limit of the geodesics given by the family of q-metrics for different q will be confined exactly to A, and will become the corresponding sub-Riemannian geodesic. For a given q, the geodesics under q-metric are given by the Euler-Lagrange equation(as derived in SM):
where L ≡ G(H) = P (H) + qQ(H) = A α j A j + q B β k B k , or in the component form:
Alternatively, since q-metric is right-variant, this geodesic equation can be derived from the Euler-Arnold equation, 21 which was first shown by, 22 where the complexity of quantum computation is quantified in terms of the length of the geodesics on SU (n).
Eqn. (5) defines geodesics for a family of q-metrics parametrized by the scalar q. The major distinction from Eqn. (4) is that H q (t) = α q j (t), β q k (t) is allowed to have components in B, but at an expensive cost when q is large. Focusing on the geodesic curves with ||H q (t)|| q = E, we expect β k (t) → 0 and ||P A (H)|| HS → ||H q || q = E, as q → ∞. We expect to recover the brachistochrone equation from Eqn. (5) in the large q limit. Under the assumption (A1) {α
k } converge as q → ∞, we can prove that the first terms in the RHS of Eqn. (6a,6b) vanish, and the limiting equations reduce to:
which are exactly the same as the brachistochrone equations (4), when replacing (α q j , qβ q k ) with (µ j , λ k ). Hence, we have shown that the brachistochrone equation can be considered as the limit of the geodesic equation when q → ∞ (notice that the assumption A1 is necessary in order to have convergence of the geodesic solution H q (t) to the limiting brachistochrone solution). Now the geometric meaning of the Lagrange multipliers {λ k } in Eqn. (4) becomes clear: they are the remaining trails of the vanishing β q k in H q (t) along the geodesics. In fact, the brachistochrone/geodesic connection yields an efficient method to solve the brachistochrone equation by first solving the corresponding geodesic equation.
SOLVING THE GEODESIC EQUATION
Together with the Schrödinger equation (1), the geodesic equation (5) defines a boundary value ODE problem, whose solution is fully determined by the initial value H 0 q := H q (0). For q = 1, Eqn. (5) is reduced toḢ q=1 (t) = 0 or H q=1 (t) ≡H, i.e., every geodesic on SU(n) is a free evolution under a constant Hamiltonian: U (t) = e −iHt . We can findH by taking the logarithm:H := −i T log(U tg ). The total time T is fixed by asking that ||H|| = E, as T = ||i log(U tg )||/E. The solution is not unique. There are countably infinite solutions {H (m) = log (m) (U tg )}, m = 1, 2, · · · where log (m) denotes the m−th branch of the logarithm, with total time T (m) = ||i log (m) (U tg )||/E. The global shortest-distance solution is the one corresponding to the lowest T (m) .
To get the geodesic solutions for other values of q, we pick up an equally-spaced sequence {q k } with q 1 = 1, dq = q k+1 − q k > 0. As long as dq is sufficiently small, the geodesic solution for q k is a good initial guess solution to the geodesic equation for q k+1 , which can then be efficiently solved by the shooting method. Thus, starting from each H 0 q1 =H (m) , we can find a sequence of geodesic solutions {H 0 q k } by consecutively applying the shooting method. Notice that this reasoning holds under the smoothness assumption (A2) the geodesic solution (H q (t), U q (t)) varies smoothly with respect to q. In fact, this assumption allows for an even better method to solve H 0 q , without multiple callings of the shooting method. According to the geodesic deformation technique, 23 first introduced by Dowling and Nielsen 24 to study the geodesic equation, when the metric is smoothly varied, the geodesic between the two end points is smoothly perturbed in such a way that the initial condition on the Hamiltonian dH 0 q /dq satisfies the following equation,
where D is a functional of U (t), H(t) whose form is given is the SM. Eqn. (7) is a first-oder nonlinear ODE that, coupled with Eqn. (1) and (5), yields H 0 q for values q > q 1 . As mentioned above, many initial values H 0 q1
correspond to solutions extendible to q → ∞, with β q k (t) → 0, and from Eqn. (7), it can be shown that qβ q k (t) will also converge, and hence the geodesic curve will converge to the corresponding brachistochrone curve. In principle, one may solve Eqn. (7) with q → ∞ and retrieve the brachistochrone curves. In practice, we can use a much more efficient method. Let H q (t) = (α The complete numerical method is summarized as follows:
Step 1: we write down all the solutionsH = i T log(U tg ) into a sequence {H (m) }, m = 1, 2, · · · .
Step 2: starting from each initial solution:
, we solve Eqn. (7) together with Eqn. (1) and (5) and get the family of geodesic solutions {H
(t)} connecting I and U tg , parametrized by q and indexed by m.
Step 3: for each m, two cases are possible. (3a) we can solve Eqn. (7) up to a large value of q, such that the geodesic curve U (7) can only be integrated up to a finite value q c > q 1 we need to abandon this family.
FURTHER DISCUSSIONS
At first sight, the above method seems to be inconvenient because there is an infinite number of geodesic families starting from {H (m) }. In practice, we do not need to calculate the geodesic family for every m, as we are interested in finding the globally time-optimal solutions, rather than all locally time-optimal solutions. Simulation results suggest that i) within each geodesic family m that can extend to q → ∞ the total time is monotonically increasing with q ii) the ordering of total times is preserved as q increases, i.e., families that correspond to a lower T (m) at q = 0 will have a lower total time at higher values of q too. Thus, if we have a rough estimate T * of the optimal time, it is sufficient to consider the initial solutions with T (m) < T * . As discussed in the beginning, we have simple methods, either the weighted-sum optimization, or the multiple optimizations, to find a crude estimate T * on the total time. Finally, we can use the Hamiltonian-Jacobi-Bellman(HJB) equation 25 to check if the solution is really the global time-optimal solution.
Another complication in the above method is when the initial value H 
NUMERICAL EXAMPLES
To demonstrate the proposed method, we consider a two-qubit model 
m } and B = M/A.
As the first example, we choose a random target unitary U tg from SU(4) (the exact expression is given in the SM). For comparison, we apply the shooting method to solve Eqn. (4): we choose n r = 100 different random guess solutions and simulation results suggest that none of them is a good initial guess, and the shooting method fails for all choices. Then we apply the three steps in the proposed method: for a fixed total time T = 1, first find the list of geodesic solutions for q = 1, and then solve Eqn. gives a fidelity of F = 0.9935. The last step is to use the geodesic solution as the initial guess to solve the brachistochrone equation, which gives a solution with T = 7.49/E, and infidelity ε ≡ 1 − F < 10 −10 (We can always get more digits of accuracy by keep running the shooting method with more iterations). After compared with solutions from other geodesic families, we find that this is actually the global time-optimal solution. To get an idea of the runtime, solving Eqn. (7) from H 0 q=1 took approximately 67 minutes on our machine, while solving Eqn. (4) with the initial guess H 0 q=100 took 8 minutes. As our second example we choose U tg = e iθ U CNOT where U CNOT is the controlled-not (CNOT) gate, with A and B the same as above. e iθ is added as a global phase such that U tg ∈ SU(4). Since [P A (H 0 q=1 ), P B (H 0 q=1 )] = 0, we have to solve Eqn. (7) from a different q 1 > 1. For example, for fixed T = 1, for q = 8, the shooting method gives a valid solution H 0 q=8 , and after integration over q, we find H 0 q=100 with a fidelity of 0.9978. Finally at Step 3, we get the brachistochrone solution with infidelity ε < 1e − 10. The time taken by this time-optimal protocol is T = 5.75/E. As an illustration, we plot the 7 components (µ j (t)) of the brachistochrone curve in Fig. 1 , along with (α j (t)) of the geodesic H q=55 (t) for comparison. We can see that when q is sufficiently large, the geodesic curve becomes a good approximation to the corresponding brachistochrone curve.
