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情報収集の履歴を用いた雑談音声認識の言語モデル適応
1 はじめに
雑談音声認識のための n-gram言語モデル適応の方法を検
討する．雑談に音声認識を適用した場合，対話ログをデー
タマイニングすることでユーザの嗜好に合ったした情報提
供を行ったり，対話を活性化させるなどのアプリケーショ
ンが期待できる．
ここで雑談とは，自由発話の一形態であり，タスクが限
定されていない対話のことである．また，雑談のトピック
はタスクが限定されている一般の対話に比べ多岐に渡る．
雑談を音声認識する場合，様々な問題がある．言語モデ
ルに関して，トピックの決まった対話では言語モデルをト
ピックに適応させることで認識性能が向上するが，雑談で
はトピックが多岐に渡るため，それを事前に予想できない
という問題がある．従って，例えば事前に出来るだけ多く
のトピックを含むドキュメント群を用意してその中から最
適なトピックを選択するなどの方法が考えられる．
事前にトピックが予想できない音声に対しトピック適応
を行った研究として，音声認識結果から抽出したキーワー
ドによってWeb文書を検索し，検索されたページから言語
モデル適応を行うものがある [1, 2]．ここでキーワードと
は，発話音声をいったん標準の音響モデルと言語モデルを
用いて仮に認識した結果の中の名詞のうち，出現頻度が高
い単語である．収集したWeb文書を用いて作成した言語モ
デルを，大規模な学習データを用いて作成した言語モデル
に n-gram 併合することで適応を行っている．これらの研
究では仮認識を行った結果をもとに言語モデルを作成して
いるため，誤認識が多い場合や単語辞書に存在しないキー
ワードが含まれる場合のトピック適応は困難である．
他にトピック適応に用いるドキュメントの収集や選択に
は，発話者の事前の活動履歴を利用する方法が考えられる．
森らは情報端末上における日本語仮名漢字変換によるテキ
スト入力履歴を言語モデル作成に利用する方法を提案して
いる [3]．同様に，発話者による情報端末を用いた Web 閲
覧などの情報収集内容は，発話者の興味に直結していると
考えられる．その履歴を収集することで雑談に登場するト
ピックをある程度予想できるはずである．
そこで本稿では，情報端末から得られた発話者の事前の
能動的情報収集の履歴を用いて，トピックに応じた言語モ
デルの適応を行う方法を示し，実験により従来法より音声
認識の性能向上が得られることを示す．
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図 1 提案手法の概要
ユーザの能動的情報収集の履歴として，情報端末に保持
されている発話者のWeb閲覧履歴とソーシャルブックマー
キングサイトにおける発話者のブックマーク履歴を利用し
て言語モデル適応を行う．この提案手法の概要を Fig.1 に
示す．本手法は，言語モデル適応に必要なデータを収集す
る「適応テキストの収集」とそれらを用いた「言語モデル
適応」の 2 つの技術で構成される．各々について以下に述
べる．
2.1 適応テキストの収集
2.1.1 Web閲覧履歴
Web 閲覧履歴とは，ユーザが情報端末により閲覧した
Webページ内のテキスト情報である．
適応には，対話開始以前に閲覧した Web 履歴を用いる．
Webブラウザの機能にある履歴情報の URLからWebサイ
トにアクセスし，本文のテキスト情報を取得した．
2.1.2 ソーシャルブックマーク情報
ソーシャルブックマークとは，ユーザが，あるWebペー
ジを他の人にも閲覧してもらいたい，共有したいという意
図でWebサイトの URLなどをブックマークとして登録で
きるWebサービスで，個々のブックマークには，Webペー
ジのタイトル，URL，タグが含まれる．
タグは，対象となるWebページを表す単語の組で，ユー
ザによって自由に設定できる．例えば，政治に関するページ
であれば「政治」や「国会」などの単語が登録される．これ
らのタグに関連するページに興味のある人はタグを利用し
てブックマークを巡回することができるというものである．
適応に用いるテキストとして，登録された URL の Web
ページ本文と，タグ一つ一つに関して Yahoo 検索 [?] を用
いて検索した結果の上位 200 位の Web ページの文書を用
いた．なお，ブックマークはWeb閲覧と同時に行われるた
め，これにより登録される Web ページは Web 履歴にも含
まれている．
2.2 言語モデル適応
本稿では言語モデル適応手法として PLSA（Probabilistic
Latent Semantic Analysis; 確率的潜在意味解析）[4] を用い
る．これは複数の n-gramの重み付き和で表された言語モデ
ルである．ここでは n-gramとして unigramを用いる．
PLSAとは，単語の出現頻度を基に，トピックをモデル化
する手法である [4]．そのモデル自体は，特定のトピックや
話し方を反映させた複数の unigram 言語モデルの混合モデ
ルである．PLSA 言語モデルに与えるトピックを推定する
ためのドキュメント hが与えられた時の単語 wの出現確率
P(wjh)を式 (1)に示す．
P(wjh) =
X
z2Z
P(zjh)P(wjz) (1)
なお，PLSA言語モデルでは unigramが与えられるため，こ
れを N-gramに適用するために Unigram Scalingを用いた。
P(wjz)は単語 wに対する内部 unigramモデル zが与える
確率である．この内部モデルを潜在モデルと呼ぶ．この潜
在モデルは個別のトピックに相当すると考えられ，目的のド
キュメント hに対して最適な混合比 P(zjh)で混合すること
で，目標のトピックに言語モデルを適応することができる．
適応 unigram モデルを作成するには，予めトピックをモ
デル化しておき，認識前に適応のためのドキュメントを与
え PLSA 言語モデルを作成する．つまり，トピックをモデ
ル化する「潜在モデル作成」と発話内容からトピック適応を
行い，言語モデルを算出させるための「潜在モデル間混合比
表 1 対話音声の収録条件
Web閲覧時間 １時間
ブックマーク作成時間 Web閲覧と同時
閲覧内容 政治・経済・就活
対話時間 10分間の対話 3セット
主な対話のトピック 政治・経済・就活
表 2 PLSAによる unigram作成条件
条件 PLSA modeling PLSA weighting
条件 I NIKKEI NET キーワードクロール
条件 II NIKKEI NET 仮認識
条件 III NIKKEI NET 閲覧履歴
条件 IV タグクロール 仮認識
条件 V タグクロール 閲覧履歴
率算出」の 2つの過程がある．両者を各々 PLSA modeling
と PLSA weightingと呼ぶことにする．
PLSA modeling では，PLSA 言語モデルにおける潜在モ
デルを作成する．潜在モデルの作成には複数のトピックを
含む多数のドキュメントを用いて学習を行う．
ドキュメントは，単語の頻度を用いた単語特徴量空間上
に写像することができ，似たトピック同士のドキュメント
は空間上で近い位置に存在する．
与えられた潜在モデルと学習データとの尤度を最大化す
ることによって潜在モデル P(wjz)を構成する．尤度の最大
化は，Tempered EMアルゴリズムによって行う [4]．
PLSA weightingでは，PLSA言語モデルにおける混合比
率を算出する．PLSA modelingにて作成された潜在モデル
とトピック適応のためのドキュメントを用いて複数モデル
の混合比率を算出する．
混合比 P(zjh)の算出は，PLSA modelingと同様に以下の
式によって求められる尤度を最大化して行う．尤度最大化
は，同様に Tempered EMアルゴリズムを使って行う．
3 音声認識実験
本研究での提案手法の有効性を確かめるために雑談音声
の音声認識実験を行った．実験の評価用のために，能動的
情報収集の履歴及び対話音声を収録した（3.1節）．
本手法で使用する PLSA言語モデルを作成して，言語モデ
ル適応を行い評価し，従来手法との比較を行った（3.2節）．
テスト用音声に対応する書き起こし文と， 音声認識器
Julius によって得られた認識結果を用いて評価を行った．
認識結果，提案手法の認識結果の各々について単語正解率
と単語正解精度を算出して比較した．
3.1 データ収集・収録
実験を行うに当たって，対話音声及び，Webの閲覧履歴・
ソーシャルブックマーク登録情報を作成した．収集・収録条
件を Table 1に示す．被験者は 20代の男子学生 2人で，「最
近気になるニュース」という設定で Table 1 に沿った条件
で収録を行った．この収録で得られたWeb 履歴は 39 ペー
ジ，ソーシャルブックマークはタイトル・URL・タグで 10
セット（内タグは 12 単語，タグクロールによる Web 文書
は 2400ページ），発話数は 326であった．
3.2 PLSA言語モデルを用いた音声認識
以下の手順に従い，適応のための unigram を作成し，そ
の後に unigram scalingにより言語モデルの適応を行った．
1. Table 2 の各条件のもとで，PLSA modeling および
PLSA weightingを行い，単語 unigramを得る．
2. ステミングを行い語彙変化を正規化する
ここで，「NIKKEI NET」とは NIKKEI NETからクロールし
たドキュメント（9500ページ），「キーワードクロール」とは
従来手法 [2] における仮認識結果から得たキーワードを基
にクロールしたドキュメント（3400ページ），「タグクロー
ル」とはソーシャルブックマーク情報におけるタグをキー
としてクロールしたドキュメント（2400ページ）である．
条件 Iはキーワードクロールデータを用いる従来手法 [2]
を PLSA 言語モデルに適用したものである．また，条件 II
から条件 Vは，PLSA modeling及び PLSA weightingに与
えるデータを各々情報収集履歴を用いたものと用いていな
表 3 言語モデル作成手法毎の単語正解率（Corr.）・単語
正解精度（Acc.）
　手法 Corr. (%) Acc. (%)
ベースライン 45.47 40.19
条件 I 46.02 40.82
条件 II 46.26 41.13
条件 III 46.26 41.06
条件 IV 46.65 41.13
条件 V 46.73 41.29
いものの 2 種類，計 4 種類の条件を適用したものである．
従って，条件 Iと条件 IIは情報収集履歴を全く使わない条
件であり，従来手法における条件と等価である．
PLSA言語モデルの潜在モデル数を 10に設定した．
3.3 結果と考察
以上の条件の実験によって得られた単語正解率と単語正
解精度をまとめたものを Table 3に示す．
提案手法の認識結果を分析すると，主にトピックの中心
となる単語の誤認識が減っていた．例えば，標準的な言語
モデルを用いた音声認識器の場合「偏向報道」という音声
が「変更構造」と誤認識されていたが，今回の実験では「偏
向報道」と正しく認識されていた．これにより，トピック
に関連する語の認識に本手法が有効であったと考えられる．
PLSA modeling に与えるドキュメントが NIKKEI NET
のクロールデータであった場合の認識性能はタグクロール
を与えた場合よりも低くなった．これは，NIKKEI NETの
クロールデータにはタグクロールデータより多くのトピッ
クが存在し，今回与えた潜在モデル数 10では適切な単位で
のトピックのモデル学習が行えていないことが原因と考え
られる．
一方，PLSA modelingにタグによるクロールデータを与
えた場合は，タグによるクロールデータには限られたトピッ
クしか存在しないため，潜在モデル数 10 においても，ト
ピック分割が適切になされていたため性能が大きく改善さ
れていたと考えられる．特に，PLSA weighting に Web 閲
覧履歴を与えた場合は，興味のあるトピックを直接反映さ
せているため認識性能が最もよくなったと考えられる．
4 まとめと今後の課題
本稿では，雑談音声認識のために，話者による能動的情報
収集の履歴を反映させた言語モデル適応の方法を提案した．
具体的には，Web閲覧履歴およびソーシャルブックマーク
情報を用いて，PLSA法による n-gram言語モデルトピック
適応を行う手法を提案した．雑談音声を対象に提案手法の
音声認識実験を行うことで本手法の評価を行った．音声の
仮認識結果のキーワードに基づきWeb文書を取得して，言
語モデル適応を行う従来研究と比較した結果，提案手法の
有効性が示すことができた．
今後の課題として，ドキュメント数と潜在モデル数によ
る認識性能の関係を調べて，PLSA 言語モデルの最適な学
習パラメータ設定が挙げられる．
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