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LOCAL SMOOTHING FOR THE SCHRO¨DINGER EQUATION
WITH A PRESCRIBED LOSS
HANS CHRISTIANSON AND JARED WUNSCH
Abstract. We consider a family of surfaces of revolution, each with a single
periodic geodesic which is degenerately unstable. We prove a local smooth-
ing estimate for solutions to the linear Schro¨dinger equation with a loss that
depends on the degeneracy, and we construct explicit examples to show our
estimate is saturated on a weak semiclassical time scale. As a byproduct of
our proof, we obtain a cutoff resolvent estimate with a sharp polynomial loss.
1. Introduction
Local smoothing for the linear Schro¨dinger equation has a long and rich his-
tory. First observed by Kato [Kat83] for the KdV equation and later studied by
Constantin-Saut [CS88], Sjo¨lin [Sjo¨87], Vega [Veg88], and Kato-Yajima [KY89] for
the Schro¨dinger equation, the local smoothing estimate expresses that, on average
in time and locally in space, solutions to a linear homogeneous dispersive equa-
tion gain some regularity compared to the initial data. Since dispersive equations
are time-reversible, the propagator at time t preserves the initial energy, but local
smoothing shows there is greater regularity if we also integrate in time.
For the linear Schro¨dinger equation in Rn, it is well known (see, for example,
[Tao06]) that for any ǫ > 0, there exists C > 0 such that one has the estimate∫ T
0
‖ 〈x〉−1/2−ǫ eit∆u0‖2H1/2dt 6 C‖u0‖2L2.
There are several ways to prove this estimate, the simplest of which is a positive
commutator method (see below), although estimates on the cutoff free resolvent
also imply this estimate (this argument seems to have its origin in the work of
Kato [Kat66]; see also, for example, [Bur04, Chr08b, Chr08a]). However, for the
Schro¨dinger equation on a non-compact manifold, the situation is not so simple. A
remarkable result of Doi [Doi96] states that one has the sharp H1/2 local smoothing
effect on an asymptotically Euclidean manifold if and only if the geodesic flow is
non-trapping. That is, the presence of geodesics which do not “escape to infinity”
cause a loss in how much regularity the solution can gain. This has been generalized
to boundary value problems in [Bur04]. In the case of sufficiently “thin” hyperbolic
trapped sets it has been demonstrated in [Bur04,Chr08b,Chr08a,Dat09] that one
has only a “trivial” loss of ǫ > 0 derivatives.∗ These examples include Ikawa’s
examples [Ika82,Ika88,Bur04], a single periodic hyperbolic geodesic (with or without
boundary reflections) [Chr08b], very general fractal trapped sets without boundary
[NZ09,Chr08a,Dat09], and normally hyperbolic trapped sets [WZ10]. That is, in
∗In fact, with some care in definitions, the loss is only logarithmic.
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all of these cases, the authors prove that for any ǫ > 0, there exists a constant
C > 0 such that ∫ T
0
‖ 〈x〉−1/2−ǫ eit∆u0‖2H1/2−ǫdt 6 C‖u0‖2L2.
In this case, we call the loss due to trapping “trivial”.
To contrast, if a manifold admits an elliptic trapped set, the existence of reso-
nances converging exponentially to the real axis and the existence of infinite order
quasimodes prevents polynomial gain in regularity.
The purpose of this note is to exhibit a class of manifolds with only one periodic
geodesic which is weakly hyperbolic, and prove a (sharp) local smoothing effect
with loss that lies somewhere between the complete loss of an elliptic trapped set
and the trivial loss of a strictly hyperbolic trapped set.
We consider the manifold X = Rx×Rθ/2πZ, equipped with a metric of the form
ds2 = dx2 +A2(x)dθ2,
where A ∈ C∞ is a smooth function, A > ǫ > 0. From this metric, we get the
volume form
dVol = A(x)dxdθ,
and the Laplace-Beltrami operator acting on 0-forms
∆f = (∂2x +A
−2∂2θ +A
−1A′∂x)f.
We observe that we can conjugate ∆ by an isometry of metric spaces and separate
variables so that spectral analysis of ∆ is equivalent to a one-variable semiclassical
problem with potential. That is, let T : L2(X, dVol)→ L2(X, dxdθ) be the isometry
given by
Tu(x, θ) = A1/2(x)u(x, θ).
Then ∆˜ = T∆T−1 is essentially self-adjoint on L2(X, dxdθ) with mild assumptions
on A (for example in this paper X has two ends which are short range perturbations
of R2). A simple calculation gives
−∆˜f = (−∂2x −A−2(x)∂2θ + V1(x))f,
where the potential
V1(x) =
1
2
A′′A−1 − 1
4
(A′)2A−2.
If we now separate variables and write ψ(x, θ) =
∑
k ϕk(x)e
ikθ , we see that
(−∆˜− λ2)ψ =
∑
k
eikθ(Pk − λ2)ϕk(x),
where
(Pk − λ2)ϕk(x) = (− d
2
dx2
+ k2A−2(x) + V1(x)− λ2)ϕk(x).
Setting h = k−1, we have the semiclassical operator
P (z, h)ϕ(x) = (−h2 d
2
dx2
+ V (x) − z)ϕ(x),
where the potential is
V (x) = A−2(x) + h2V1(x)
and the spectral parameter is z = h2λ2.
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γ
Figure 1. A piece of the manifold X and the periodic geodesic
γ. The Gaussian curvature K = −A′′/A = −(2m − 1)x2m−2(1 +
x2m)−2 vanishes to order 2m − 2 at x = 0 and is asymptotically
flat as |x| → ∞
In this paper, we are primarily interested in the case A(x) = (1 + x2m)1/2m,
m ∈ Z+. If m > 2, then X is asymptotically Euclidean (with two ends), and the
subpotential h2V1(x) is seen to be lower order in both the semiclassical and the
scattering sense. If m = 1, a trivial modification must be made to make the metric
a short-range perturbation, but we completely ignore this issue here. The point
is that for m > 2, the principal part of the potential V (x) is A−2(x) which has
a degenerate maximum at x = 0. The corresponding periodic geodesic γ ⊂ X is
weakly hyperbolic in the sense that it is unstable and isolated, but degenerate (see
Figure 1).
Our main result is the following theorem, which says that for every m > 2, there
is still some local smoothing, but with a polynomial loss depending on m.
Theorem 1 (Local Smoothing). Suppose X is as above for m > 2, and assume u
solves {
(Dt −∆)u = 0 in R×X,
u|t=0 = u0 ∈ Hs
for some s > m/(m+1). Then for any T <∞, there exists a constant C > 0 such
that ∫ T
0
‖ 〈x〉−3/2 u‖2H1(X) dt 6 C(‖ 〈Dθ〉m/(m+1) u0‖2L2 + ‖ 〈Dx〉1/2 u0‖2L2).
Remark 1.1. Observe that there is no polynomial local smoothing effect in the
limit m→∞. In Theorem 3 below, we show Theorem 1 is sharp, and that in fact
the estimate is saturated on a weak semiclassical time scale.
We are also able to prove, using the same techniques, a polynomial bound on
the resolvent of the Laplacian in the same geometric setting. We now assume for
simplicity that our surface of revolution is Euclidean at infinity, i.e. that A(x) = x
for |x| ≫ 0. (More generally we could just require merely dilation analyticity at
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infinity; this would allow us to include asymptotically conic spaces as treated in
[WZ00].)
We denote by R(λ) the resolvent on X
R(λ) = (−∆g − λ2)−1,
where it exists. If we take Imλ < 0 as our physical sheet, then, since X is Euclidean
near infinity, there is a meromorphic continuation of χR(λ)χ to the logarithmic
covering space, for any χ ∈ C∞c (X) (see, e.g., [SZ91]). In particular, by choosing
an appropriate branch cut, χR(λ)χ continues meromorphically to {λ ∈ R, λ≫ 0}.
Theorem 2. Fix m > 2. For any χ ∈ C∞c (X), there exists a constant C = Cm,χ >
0 such that for λ≫ 0,
‖χR(λ− i0)χ‖L2→L2 6 Cλ−2/(m+1).
Moreover, this estimate is sharp, in the sense that no better polynomial rate of decay
holds true.
Remark 1.2. The estimate in this theorem represents a loss over the non-trapping
case, when generally λ−1 order bounds are known. In the non-degenerate hyperbolic
trapping case (m = 1), most known estimates are of the order λ−1 log(λ), and in
the elliptic trapping cases, generally one expects at best exponential bounds. Hence
Theorem 2 represents a family of estimates with a sharp polynomial loss. To the
best of our knowledge, no other such examples are known.
Acknowledgements. The authors would like to thank J. Marzuola, R. Melrose,
J. Metcalfe, and M. Zworski for helpful conversations. We are especially grateful to
N. Burq for suggesting the model problem treated here as one which might exhibit
a finite loss of local smoothing. We would also like to thank Kiril Datchev for
suggesting we write up the resolvent estimate with loss. Finally, we would like to
thank the anonymous referee whose careful reading of this manuscript has greatly
helped improve the presentation.
2. Positive commutators
2.1. The smoothing estimate on Euclidean space. In this section we write
out the standard positive commutator proof of local smoothing for the Schro¨dinger
equation in polar coordinates. We then try to mimic the proof in the case of
degenerate hyperbolic orbits (m > 2 above) to see where the proof fails.
In polar coordinates, the homogeneous Schro¨dinger equation on Rt × R2 is{
(Dt − ∂2r − r−1∂r − r−2∂2θ )u = 0,
u|t=0 = u0;
we will of course write
∆ = ∂2r + r
−1∂r + r
−2∂2θ .
We recall that in polar coordinates the radial, or scaling, vector field is x ·∂x = r∂r.
By scaling, we immediately compute
[r∂r ,∆] = 2∆;
however, as r∂r is not a bounded map between Sobolev spaces, we change the
weight and employ the commutant B = r 〈r〉−1 ∂r. The function a(r) = r 〈r〉−1 is
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non-negative and bounded, and satisfies a′(r) = 〈r〉−3. Thus, we compute
[B,∆] = 2a′∂2r + (a
′′ + a′r−1 + ar−2)∂r + 2ar
−3∂2θ(2.1)
= 2 〈r〉−3 ∂2r + 2 〈r〉−1 r−2∂2θ +O(r−1〈r〉−1)∂r.
Using the Schro¨dinger equation, we write
0 =2i Im
∫ T
0
〈B(Dt −∆)u, u〉 dt
=
∫ T
0
〈
B(Dt − ∂2r − r−1∂r − r−2∂2θ )u, u
〉
− 〈u,B(Dt − ∂2r − r−1∂r − r−2∂2θ )u〉dt
=
∫ T
0
〈
[B, (−∂2r − r−1∂r − r−2∂2θ )]u, u
〉
dt+ i 〈Bu, u〉|T0 .
The last term is bounded using energy estimates by∣∣∣ 〈Bu, u〉|T0 ∣∣∣ 6 ‖u0‖2H1/2 .
Rearranging, we thus obtain∫ T
0
〈[B,∆]u, u〉dt 6 CT ‖u0‖2H1/2 .
Employing (2.1) and integrating by parts thus yields∫ T
0
∥∥∥〈r〉−3/2∂ru∥∥∥2 + ∥∥∥〈r〉−1/2r−1∂θu∥∥∥2 dt 6 CT ‖u0‖2H1/2 .
where we have absorbed on the right the term involving
∫ T
0 〈∂ru, u〉 dt as well as
the similar error terms from commuting ∂r with a multiplier. This is the local
smoothing estimate on the manifold R2.
2.2. Degenerate hyperbolic trapping. In this section, we prove our main local
smoothing estimate.
Let us begin by reproducing the positive commutator computation in the pre-
vious section for the degenerate case. Let A(x) = (1 + x2m)1/2m, the metric
ds2 = dx2 +A2dθ2 as before, and conjugate the Laplacian to Euclidean space:
−∆˜f = (−∂2x −A−2(x)∂2θ + V1(x))f,
where the potential
V1(x) =
1
2
A′′A−1 − 1
4
(A′)2A−2.
The following proposition is the statement of local smoothing for the conjugated
equation, and evidently implies Theorem 1 by conjugating back.
Proposition 2.1. Suppose m > 2 and u solves
(2.2)
{
(Dt − ∆˜)u = 0,
u(0, x, θ) = u0.
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Then for any T <∞ there exists a constant C > 0 such that∫ T
0
(‖ 〈x〉−1 ∂xu‖2L2 + ‖ 〈x〉−3/2 ∂θu‖2L2) dt
6 C(‖ 〈Dθ〉m/(m+1) u0‖2L2 + ‖ 〈Dx〉1/2 u0‖2L2).
2.3. Proof of Proposition 2.1. Let us summarize briefly the strategy of the proof.
Using a positive commutator argument similar to the previous section, we prove
local smoothing except at the periodic orbit γ = {x = 0}. Moreover, solutions to
(2.2) exhibit perfect local smoothing in the x direction and only lose smoothing in
the directions tangential to γ (that is, only in the θ direction). Thus it suffices to
prove local smoothing with a loss for θ derivatives, in a neighbourhood of x = 0.
We separate variables in the θ direction (Fourier series decomposition) and prove
estimates uniform in each Fourier mode. To do this, we further decompose, say, the
kth Fourier mode into a low-frequency part where |k| 6 |Dx| and a high-frequency
part where |Dx| 6 |k|. The low frequency part is estimated using the positive
commutator technique modulo a term which is localized to high-frequencies, so it
suffices to estimate a solution cut off to high frequencies. For this, we introduce a
semiclassical rescaling, and reduce the estimate to a cutoff semiclassical resolvent
estimate, which implies local smoothing via [Chr08a, Theorem 1].
Step 1: Positive commutators and the estimate away from x = 0.
If B = arctan(x)∂x, we have
[∆˜, B] = 2 〈x〉−2 ∂2x − 2x 〈x〉−4 ∂x + 2A′A−3 arctan(x)∂2θ + V ′1 arctan(x).
Now
iB − (iB)∗ = i[arctan(x), ∂x]
is L2 bounded, so
0 =
∫ T
0
∫
u(arctan(x)Dx(Dt − ∆˜)u)dxdθ dt
=
∫ T
0
∫
arctan(x)Dxu((Dt − ∆˜)u)dxdθ dt
+
∫ T
0
∫
(iB − (iB)∗)u((Dt − ∆˜)u)dxdθ dt
=i 〈arctan(x)Dxu, u〉 |T0 +
∫ T
0
〈
(Dt − ∆˜)i−1Bu, u
〉
dt.
Hence, using the notation P = Dt − ∆˜,
0 = 2i Im
∫ T
0
〈
i−1BPu, u
〉
dt
=
∫ T
0
〈
i−1BPu, u
〉
dt−
∫ T
0
〈
u, i−1BPu
〉
dt
=
∫ T
0
〈
[i−1B,P ]u, u
〉
dt− i 〈arctan(x)Dxu, u〉 |T0 ,
or ∫ T
0
〈
[B,−∆˜]u, u
〉
dt = −〈arctan(x)Dxu, u〉 |T0 ,
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since B does not depend on t. By writing ∂x = 〈Dx〉1/2 〈Dx〉−1/2 ∂x, and using
energy estimates, we can control the right hand side by ‖u0‖2H1/2 . The left hand
side is computed as above:∫ T
0
〈
[B,−∆˜]u, u
〉
dt
=
∫ T
0
〈
(2 〈x〉−2 ∂2x − 2x 〈x〉−4 ∂x + 2A′A−3 arctan(x)∂2θ
+ V ′1 arctan(x))u, u
〉
dt.
Using the energy estimates,∣∣∣ ∫ T
0
〈
(−2x 〈x〉−4 ∂x + V ′1 arctan(x))u, u
〉
dt
∣∣∣ 6 CT sup
06t6T
‖u(t)‖2H1/2
6 CT ‖u0‖2H1/2 .(2.3)
Integrating by parts in x and θ and adding the lower order terms into the right
hand side as in (2.3) yields the estimate∫ T
0
(‖ 〈x〉−1 ∂xu‖2L2 + ‖
√
A′A−3 arctan(x)∂θu‖2L2) dt 6 C‖u0‖2H1/2 .
We observe that
A′A−3 arctan(x) = arctan(x)x2m−1(1 + x2m)−1/m−1
is even, non-negative, bounded below by C|x|2m for |x| 6 1 and C′|x|−3 for |x| > 1.
Hence
|x|2m 〈x〉−2m−3 6 CA′A−3 arctan(x),
and hence, 〈
|x|2m 〈x〉−2m−3 ∂θu, ∂θu
〉
6 C
〈
A′A−3 arctan(x)∂θu, ∂θu
〉
plus terms which can be absorbed into the energy, so up to lower order terms,
‖|x|m 〈x〉−m−3/2 ∂θu‖ 6 C‖
√
A′A−3 arctan(x)∂θu‖.
Hence we have the estimate
(2.4)
∫ T
0
(‖ 〈x〉−1 ∂xu‖2L2 + ‖|x|m 〈x〉−m−3/2 ∂θu‖2L2) dt 6 C‖u0‖2H1/2 .
Step 2: Low frequency estimate.
The estimate (2.4) shows we have perfect local smoothing away from the periodic
geodesic at x = 0, and moreover shows we have perfect local smoothing in the
x direction. That is, the only loss is in the direction tangential to the periodic
geodesic, which is expected since a point in T ∗X which is transversal to the periodic
geodesic will flow out to infinity, and only the tangential directions stay localized
for long times. In this subsection we show how to get an estimate in the tangential
directions with a loss.
Let us decompose
u(t, x, θ) =
∑
k
eikθuk(t, x),
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and
u0(x, θ) =
∑
k
eikθu0,k(x).
By orthogonality it suffices to prove Proposition 2.1 for each mode. Observe the
zero mode u0(t, x) satisfies {
(Dt − ∆˜)u0(t, x) = 0,
u0(0, x) = u0,0(x),
and ∂θu0(t, x) = 0, so that, from Step 1, we have∫ T
0
(‖ 〈x〉−1 ∂xu0‖2L2 + ‖ 〈x〉−3/2 ∂θu0‖2L2) dt =
∫ T
0
‖ 〈x〉−1 ∂xu0‖2L2 dt
6
∫ T
0
(‖ 〈x〉−1 ∂xu0‖2L2 + ‖|x|m 〈x〉−m−3/2 ∂θu0‖2L2) dt
6 C‖u0,0‖2H1/2
6 C(‖ 〈Dθ〉m/(m+1) u0‖2L2 + ‖ 〈Dx〉1/2 u0‖2L2).
To prove Proposition 2.1 for the nonzero modes, we show
∫ T
0
‖χ(x)kuk‖2L2(R) dt 6 C(‖ 〈k〉m/(m+1) u0,k‖2L2 + ‖u0,k‖2H1/2)
for some χ ∈ C∞c (R) with χ(x) ≡ 1 near x = 0, for |k| > 1.
For simplicity in exposition, let us drop the k notation for u and u0, and just
observe that now the time-dependent Schro¨dinger operator depends on k:
Dt + Pk = Dt − ∆˜ = Dt +D2x +A−2(x)k2 + V1(x).
The idea is to use k−1 as a semiclassical parameter, and decompose u into a part
where |k| 6 |Dx| and a part where k is not controlled by Dx. It turns out that then
the part not controlled by Dx can be handled with a second commutator argument
plus a TT ∗ argument (see Step 3 below and §2.4).
Let ψ ∈ C∞c (R) be an even function satisfying ψ(r) ≡ 1 for |r| 6 1 and ψ(r) ≡ 0
for |r| > 2. Let
u = uhi + ulo,
where
uhi = ψ(Dx/k)u, ulo = (1− ψ(Dx/k))u.
Observe ulo satisfies the equation
(Dt + Pk)ulo = −[Pk, ψ(Dx/k)]u = k 〈x〉−3 Lψ˜(Dx/k)u,
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where L is L2 bounded and ψ˜ ∈ C∞c is 1 on suppψ. If we try to apply the positive
commutator argument from the previous step to ulo, we now have
2i Im
∫ T
0
〈
i−1Bk 〈x〉−3 Lψ˜(Dx/k)u, ulo
〉
dt
=2i Im
∫ T
0
〈
i−1B(Dt + Pk)ulo, ulo
〉
dt
=
∫ T
0
〈
i−1B(Dt + Pk)ulo, ulo
〉
dt−
∫ T
0
〈
ulo, i
−1B(Dt + Pk)ulo
〉
dt
−
∫ T
0
∫
(iB − (iB)∗)ulo(Dt + Pk)ulodxdθ dt
=
∫ T
0
〈
[i−1B,Pk]u, u
〉
dt− i 〈arctan(x)Dxulo, ulo〉 |T0
− i
∫ T
0
〈
〈x〉−2 ulo, k 〈x〉−3 Lψ˜(Dx/k)u
〉
dt,
or ∣∣∣∣∣
∫ T
0
〈
[i−1B,Pk]u, u
〉
dt
∣∣∣∣∣
6 C
( ∣∣∣∣∣
∫ T
0
〈
i−1Bk 〈x〉−3 Lψ˜(Dx/k)u, ulo
〉
dt
∣∣∣∣∣
+
∣∣〈arctan(x)Dxulo, ulo〉 |T0 ∣∣+
∣∣∣∣∣
∫ T
0
〈
〈x〉−2 ulo, k 〈x〉−3 Lψ˜(Dx/k)u
〉
dt
∣∣∣∣∣
)
6 C
(
‖k 〈x〉−3/2 ψ˜(Dx/k)u‖2 + ‖ 〈x〉−3/2Dxu‖2 + ‖u0‖2H1/2
)
,
where we have again used the energy estimate where appropriate. The right hand
side is now controlled by (2.4) except near x = 0. What we have gained is the
cutoff in frequency ψ˜(Dx/k). Clearly if we can show for any χ ∈ C∞c , χ ≡ 1 near
x = 0, ∫ T
0
‖χkψ˜(Dx/k)u‖2L2 dt 6 C‖km/(m+1)u0‖2L2
we can control the remaining term from the estimate on ulo as well as the estimate
of uhi.
Step 3: The high frequency estimate.
Let us now try to estimate uhi near x = 0, or more generally a solution to
(Dt+Pk)u = 0 microlocalized near (0, 0). For some 0 6 r 6 1/2 to be determined,
let F (t) be defined by
F (t)g = χ(x)ψ(Dx/k)k
re−itPkg,
where e−itPk is the free propagator. Our goal is to determine for what values of r
we have a mapping F : L2x → L2([0, T ])L2x, since then
(2.5) ‖k1−rF (t)u0‖L2([0,T ]);L2 6 C‖k1−ru0‖L2
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is the desired local smoothing estimate. We have such a mapping if and only if
FF ∗ : L2L2 → L2L2. We compute
FF ∗f(x, t) = ψ(Dx/k)χ(x)k
2r
∫ T
0
ei(t−s)Pkχ(x)ψ(Dx/k)f(x, s)ds,
and it suffices to estimate ‖FF ∗f‖L2L2 6 C‖f‖L2L2 . We write FF ∗f(x, t) =
ψχ(v1 + v2), where
v1 = k
2r
∫ t
0
ei(t−s)Pkχ(x)ψ(Dx/k)f(x, s)ds,
and
v2 = k
2r
∫ T
t
ei(t−s)Pkχ(x)ψ(Dx/k)f(x, s)ds,
so that
(Dt + Pk)vj = ±ik2rχψf,
and it suffices to estimate
‖ψχvj‖L2L2 6 C‖f‖L2L2 .
Since the Fourier transform in time is an L2 isometry, it suffices to estimate
‖ψχvˆj‖L2L2 6 C‖fˆ‖L2L2 ,
but this is the same as estimating
‖ψχk2r(τ ± i0 + Pk)−1χψ‖L2x→L2x 6 C.
Let us factor out the k2 in Pk to get the operator
k−2r(τ ± i0 + Pk) = k2(1−r)(−z ± i0 + k−2D2x +A−2(x) + k−2V1(x))
for −z = τk−2, and if we let h = k−1, we are left with the task of finding r so that
‖ψ(hDx)χ(x)(−z ± i0 + (hDx)2 + V )−1χ(x)ψ(hDx)‖L2→L2 6 Ch−2(1−r),
where V = A−2(x) + h2V1(x). Let
Q˜ = (hDx)
2 + V − z.
We observe that the cutoff ψ(hDx)χ(x) shows we only need to estimate this for z
in a bounded interval near z = 1. Indeed, ψχ cuts off to a neighbourhood of (0, 0),
and V (0) = 1, so for |z− 1| sufficiently large, we have elliptic regularity. The cutoff
estimate on Q˜ is the content of the following Proposition, which is proved in the
next subsection.
Proposition 2.2. Let ϕ ∈ Φ0 have wavefront set sufficiently close to (0, 0). Then
for each ǫ > 0 sufficiently small, there exists a constant C > 0 such that
‖ϕ(Q˜ ± i0)−1ϕ‖L2→L2 6 Ch−2m/m+1, z ∈ [1− ǫ, 1 + ǫ].
With Proposition 2.2 in hand, we observe
‖ψχk2r(τ ± i0 + Pk)−1χψ‖L2x→L2x 6 C
holds if
k2(r−1) = k−2m/(m+1),
or
r =
1
m+ 1
.
From (2.5), this implies Proposition 2.1 (see also [Chr08a, Theorem 1]).
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2.4. Proof of Proposition 2.2. The technique of proof is to prove an invertibil-
ity estimate microlocally near (0, 0) in Lemma 2.3 below. From this, one easily
obtains a resolvent estimate with complex absorbing potential, and then the gluing
techniques of [Chr08b, Proposition 2.2] imply the Proposition (see also the recent
paper of Datchev-Vasy [DV]).
The proof of the microlocal invertibility estimate proceeds through several steps.
First, we rescale the principal symbol of Q˜ to introduce a calculus of two parameters.
We then quantize in the second parameter which eventually will be fixed as a
constant in the problem. This technique has been used in [SZ02,SZ07,Chr07,Chr11].
Our central result to achieve microlocal invertibility is a lower bound for the
resolvent of the semiclassical operator Q˜, whose potential has a degenerate barrier
top. This result is of independent interest, and is used to prove the sharp resolvent
estimate in Theorem 2.
Lemma 2.3. For ǫ > 0 sufficiently small, let ϕ ∈ S(T ∗R) have compact support
in {|(x, ξ)| 6 ǫ}. Then there exists Cǫ > 0 such that
(2.6) ‖Q˜ϕwu‖ > Cǫh2m/(m+1)‖ϕwu‖, z ∈ [1− ǫ, 1 + ǫ].
2.5. The two-parameter calculus. Following Sjo¨strand-Zworski [SZ07, §3.3], we
introduce a calculus with two parameters, designed to enable symbolic computa-
tions in the h−1/2 calculus which would otherwise involve global considerations
rather than a local Moyal product of symbols. We use a somewhat more general
version of this calculus than in [SZ07], involving inhomogenous powers of h.
For α ∈ [0, 1] and β 6 1− α, we let
Sk,m,m˜α,β (T ∗(Rn)) :=
=
{
a ∈ C∞ (Rn × (Rn)∗ × (0, 1]2) :
∣∣∣∂ρx∂γξ a(x, ξ;h, h˜)∣∣∣ 6 Cργh−mh˜−m˜
(
h˜
h
)α|ρ|+β|γ|
〈ξ〉k−|γ|
}
.
Throughout this work we will always assume h˜ > h. We let Ψk,m,m˜α,β denote the cor-
responding spaces of semiclassical pseudodifferential operators obtained by Weyl
quantization of these symbols. We will sometimes add a subscript of h or h˜ to
indicate which parameter is used in the quantization; in the absence of such a
parameter, the quantization is assumed to be in h. The class Sα,β (with no super-
scripts) will denote S0,0,0α,β for brevity.
In [SZ07], it is observed that in the special case α = β = 1/2, the composition
in the calculus can be computed in terms of a symbol product that converges
in the sense that terms improve in h˜ and ξ orders, but not in h orders (owing
to the marginality of the h−1/2 calculus, which is what the introduction of the
second parameter h˜ mitigates). We will restrict our attention in what follows to a
generalization of this marginal case:
α+ β = 1.
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By the same arguments employed in [SZ07], we may easily verify that the calculus
Ψα,β is closed under composition: if a ∈ Sk,m,m˜α,β and b ∈ Sk
′,m′,m˜′′
α,β then
Opwh (a) ◦Opwh (b) = Opwh (c) with c ∈ Sk+k
′,m+m′,m˜+m˜′
α,β .
The presence of the additional parameter h˜ allows us to conclude that
c ≡
∑
|ρ|<M
1
ρ!
∂ρξaD
ρ
xb mod Sk+k
′−M,m+m′,m˜+m˜′−M
α,β ,
that is, we have a symbolic expansion in powers of h˜.
We also note that a more general version of [SZ07, Lemma 3.6] holds, giving
error estimates on remainders:
Lemma 2.4. Suppose that a, b ∈ Sα,β, and that cw = aw ◦ bw. Then
(2.7) c(x, ξ) =
N∑
k=0
1
k!
(
ih
2
σ(Dx, Dξ;Dy, Dη)
)k
a(x, ξ)b(y, η)|x=y,ξ=η + eN (x, ξ) ,
where for some M
|∂γeN | 6 CNhN+1
×
∑
γ1+γ2=γ
sup
(x,ξ)∈T∗Rn
(y,η)∈T ∗Rn
sup
|ρ|6M ,ρ∈N4n
∣∣Γα,β,ρ,γ(D)(σ(D))N+1a(x, ξ)b(y, η)∣∣ ,(2.8)
where σ(D) = σ(Dx, Dξ;Dy, Dη) as usual, and
Γα,β,ρ,γ(D) = (h
α∂(x,y), h
β∂(ξ,η)))
ρ∂γ1∂γ2 .
Proof. Following [SZ07, Lemma 3.6] we recall that
c(x, ξ) = exp(ihσ(D)/2)a(x, ξ)b(y, η)|x=y,η=ξ
and hence by Taylor’s theorem the remainder may be expressed as
(2.9)
eN(x, ξ) =
1
N !
∫ 1
0
(1−t)N exp(ithσ(D)/2)(ihσ(D)/2)N+1(a(x, ξ)b(y, η)) dt∣∣
x=y,η=ξ
.
Likewise ∂γeN is a sum of terms of the form
(2.10)
const×
∫ 1
0
(1−t)N∂γ1(x,ξ)∂γ2(y,η) exp(ithσ(D)/2)(ihσ(D)/2)N+1
(
a(x, ξ)b(y, η)
)
dt
∣∣
x=y,η=ξ
where γ1 + γ2 = γ. We further recall that for any non-degenerate real quadratic
form A there exists M such that for all f ,
|∂γ exp(iA(D)/2)f | 6 C
∑
|ρ|<M
sup
∣∣∂γ+ρf ∣∣
(where the sup is over all phase and base variables—in our case, (x, ξ, y, η)). Now
we take A(D) = thσ(D) and note that
hσ(D) = σ(hαDx, h
βDξ;h
αDy, h
βDη),
Rescaling the x, y variables by hα and ξ, η by hβ shows that we may estimate
|∂γ1∂γ2 exp(ithσ(D)/2)f | 6 C
∑
|ρ|<M
sup
∣∣∂γ1∂γ2(hα∂(x,y), hβ∂(ξ,η))ρf ∣∣
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Thus we may estimate the integrand of of (2.10) uniformly by a constant times
hN+1 sup
∑
|ρ|<M
∣∣∂γ1∂γ2(hα∂x,y, hβ∂ξ,η)ρσ(D)N+1a(x, ξ)b(y, η)∣∣,
and the result follows. 
As a particular consequence we notice that if a ∈ Sα,β(T ∗Rn) and b ∈ S(T ∗Rn)
then
c(x, ξ) =
N∑
k=0
1
k!
(ihσ(Dx, Dξ;Dy, Dη))
k
a(x, ξ)b(y, η)|x=y,ξ=η(2.11)
+OSα,β (hN+1max{(h˜/h)(N+1)α, (h˜/h)(N+1)β} .
We will let B denote the “blowdown map”†
(2.12) (x, ξ) = B(X,Ξ) = ((h/h˜)αX, (h/h˜)βΞ).
The spaces of operators Ψh and Ψh˜ are related via a unitary rescaling in the fol-
lowing fashion. Let a ∈ Sk,m,m˜α,β , and consider the rescaled symbol
a
((
h/h˜
)α
X,
(
h/h˜
)β
Ξ
)
= a ◦ B ∈ Sk,m,m˜0,0 .
Define the unitary operator Th,h˜u(X) =
(
h/h˜
)nα
2
u
((
h/h˜
)α
X
)
, so that
Opw
h˜
(a ◦B)Th,h˜u = Th,h˜Opwh (a)u.
2.6. Proof of Lemma 2.3. By virtue of the cutoff ϕw, to begin we are working
microlocally in {|(x, ξ)| 6 ǫ}. We observe that since 2m/(m + 1) < 2, if we can
show the estimate (2.6) for Q1 = Q˜− h2V1, the estimate follows also for Q˜. Let
q1 = ξ
2 +A−2 − z
be the principal symbol of Q1. The function A
−2 = (1+ x2m)−1/m is analytic near
x = 0, and since |x| 6 ǫ is small, we expand A−2 in a Taylor series about x = 0
and write
q1 = ξ
2 − 1
m
x2m(1 + a(x)) − z1,
where z1 = z − 1 ∈ [−ǫ, ǫ], and a(x) = O(x2m).
The Hamilton vector field H associated to the symbol q1 is given by
H = 2ξ∂x + (2x
2m−1 +O(x4m−1))∂ξ.
We will consider a commutant localizing in this region and singular at the origin in
a controlled way: as above we introduce new variables
Ξ =
ξ
(h/h˜)mα
, X =
x
(h/h˜)α
,
with
α =
1
m+ 1
.
(When we wish to be more precise below, we will explicitly use the map (x, ξ) =
B(X,Ξ) in this coordinate change; for the moment, we simply abuse notation.)
†We remark that introducing the coordinates (X,Ξ) is tantamount to performing an anisotropic
blowup centered at x = ξ = h = 0.
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As mα + α = 1, we note that quantizations of symbolic functions of X,Ξ lie in
the pseudodifferential calculus, hence the symbol of the composition of two such
operators depends globally on the symbols of the two operators. It is in order to
cope with this issue that we employ the two parameter calculus.
We remark that in the new “blown-up” coordinates Ξ, X,
(2.13) H = (h/h˜)
m−1
m+1
(
Ξ∂X +X
2m−1∂Ξ +O((h/h˜)2mαX2m)∂Ξ
)
Now fix a small ǫ0 > 0 and set
Λ(s) =
∫ s
0
〈s′〉−1−ǫ0 ds′;
Λ is of course a symbol of order 0, with Λ(s) ∼ s near s = 0.
We introduce the singular symbol
a(x, ξ;h) = Λ(Ξ)Λ(X)χ(x)χ(ξ) = Λ(ξ/(h/h˜)mα)Λ(x/(h/h˜)α)χ(x)χ(ξ),
where χ(s) is a cutoff function equal to 1 for |s| < δ1 and 0 for s > 2δ1 (δ1 will be
chosen shortly). Then a is bounded, and a 0 symbol in X,Ξ :∣∣∣∂αX∂βΞa∣∣∣ 6 Cα,β .
(Recall that x = (h/h˜)αX and ξ = (h/h˜)mαΞ.) Using (2.13), it is simple to compute
(2.14)
H(a) =(h/h˜)
m−1
m+1χ(x)χ(ξ)
(
Λ(Ξ)〈X〉−1−ǫ0Ξ
+X2m−1〈Ξ〉−1−ǫ0Λ(X)(1 +O(x2m))) + r
=(h/h˜)
m−1
m+1χ(x)χ(ξ)
(
(h/h˜)−mαξΛ(ξ/(h/h˜)mα)
〈
x/(h/h˜)α
〉−1−ǫ0
+ (h/h˜)−(2m+1)αx2m−1Λ(x/(h/h˜)α)
〈
ξ/(h/h˜)mα
〉−1−ǫ0
(1 +O(x2m))
)
+ r
≡(h/h˜)m−1m+1 g + r
with
supp r ⊂ {|x| > δ1} ∪ {|ξ| > δ1}
(r comes from terms involving derivatives of χ(x)χ(ξ)). Note that near X = Ξ = 0,
since Λ(s) ∼ s for s ∼ 0, the term
(2.15) g = Λ(Ξ)〈X〉−1−ǫ0Ξ + 〈Ξ〉−1−ǫ0Λ(X)X2m−1(1 +O(x2m))
in H(a) is bounded below by a multiple of Ξ2 +X2m. Provided δ1 is chosen small
enough (so we can absorb the O(x2m) error term), g is in fact strictly positive away
from X = Ξ = 0, while in the region |(X,Ξ)| > 1, we find that since sgnΛ(s) =
sgn (s), when |Ξ| > max(|X |1+ǫ0 , 1) then
g > Λ(Ξ)〈X〉−1−ǫ0Ξ & |Ξ|〈Ξ〉 > C > 0,
while for |X |1+ǫ0 > max(|Ξ|, 1), we have (providing δ1 ≪ 1)
g > (1/2)〈Ξ〉−1−ǫ0Λ(X)X2m−1 & |X |−2(1+ǫ0)|X |2m−1 > C > 0,
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provided 2(1 + ǫ0) < 2m− 1. Thus, since the larger of |Ξ| and |X |1+ǫ0 is assuredly
greater than 1 in the region of interest, we have in fact shown that
g > C > 0 in {Ξ2 +X2 > 1}.
Thus, we find
H(a) = (h/h˜)
m−1
m+1 g + r
with
r = OSα,β ((h/h˜)(m−1)/(m+1)((h/h˜)α|Ξ|+ (h/h˜)β |X2m−1|)
supported as above and
g(X,Ξ;h) =
{
c(Ξ2 +X2m)(1 + r2), Ξ
2 +X2 6 1
b, Ξ2 +X2 > 1,
where c > 0 is a constant,r2 = OSα,β (δ1), and b > 0 is elliptic.
We will require a positivity result dealing with operators satisfying estimates of
this type.
Lemma 2.5. Let a real-valued symbol g˜(x, ξ;h) satisfy
g˜(x, ξ;h) =
{
c(ξ2 + x2m)(1 + r2), ξ
2 + x2 6 1
b, ξ2 + x2 > 1,
where c > 0 is constant, r2 = OSα,β (δ1), and b > 0 is elliptic. Then there exists
c0 > 0 such that
〈Opwh (g˜)u, u〉 > c0h2m/(m+1)‖u‖2
for h sufficiently small.
Proof. Since b > 0 is elliptic, there exists σ > 0 sufficiently small and independent
of h > 0 so that if 〈Opwh (g˜)u, u〉 6 σ‖u‖2, then u has semiclassical wavefront set
contained in the set {|x|2 + |ξ|2 6 1/2}. On this set, we may write
g˜ = (ξ2 + x2m)K2
withK a strictly positive symbol. The Weyl quantization has the convenient feature
that we thus have
Opwh (g˜) = Op
w
h (K)
∗(h2D2x + x
2m)Opwh (K) +O(h2),
and Opwh (K) > ǫ1 > 0. Then for u microsupported in {|x|2 + |ξ|2 6 1/2} we thus
compute
〈Opwh (g˜)u, u〉 > ǫ1
〈
Opwh (ξ
2 + x2m)u, u
〉−O(h2)‖u‖2.
The lower bound follows, for h > 0 sufficiently small, from Lemma A.2.

We now employ this result to estimate Opwh (H(a)).
Lemma 2.6. For h˜ > 0 sufficiently small, there exists c > 0 such that Opwh (g) >
ch˜2m/(m+1), uniformly as h ↓ 0, where g is given by (2.15).
Proof. Note that we have written g as a function of X,Ξ, so in changing variables to
x, ξ we are tacitly employing the blowdown map B. In particular, we are interested
in estimating Opwh (g ◦ B−1) from below. By (2.13),
Opw
h˜
(g)Th,h˜u = Th,h˜Op
w
h (g ◦ B−1)u,
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hence 〈
Opwh (g ◦ B−1)u, u
〉
=
〈
Th,h˜Op
w
h˜
(g)Th,h˜u, u
〉
> ch˜2m/(m+1)‖u‖2
for h˜ sufficiently small, by unitarity of Th,h˜ and Lemma 2.5, with h˜ replacing h.
This establishes the Lemma. 
Before completing the proof of Lemma 2.3, we need the following lemma about
the lower order terms in the expansion of the commutator of Q1 and a
w.
Lemma 2.7. The symbol expansion of [Q1, a
w] in the h-Weyl calculus is of the
form
[Q1, a
w] =Opwh
(( ih
2
σ(Dx, Dξ;Dy, Dη)
)
(q1(x, ξ)a(y, η) − q1(y, η)a(x, ξ))|x=y,ξ=η
+ e(x, ξ) + r3(x, ξ)
)
,
where e satisfies
Opwh (e) 6 Ch˜
−(m−3)/(m+1)h2m/(m+1)Opwh (g),
with g given by (2.15) and r3 supported in {|(x, ξ)| > δ1}.
Proof. Since everything is in the Weyl calculus, only the odd terms in the expo-
nential composition expansion are non-zero. Hence the h2 term is zero in the Weyl
expansion. Now according to Lemma 2.4 and the standard L2 continuity theorem
for h-pseudodifferential operators, we need to estimate a finite number of derivatives
of the error:
|∂γe2| 6 Ch3
∑
γ1+γ2=γ
sup
(x,ξ)∈T∗R
(y,η)∈T ∗R
sup
|ρ|6M ,ρ∈N4
∣∣Γα,β,ρ,γ(D)(σ(D))3q1(x, ξ)a(y, η)∣∣ .
However, since q1(x, ξ) = ξ
2 − x2m(1 + a(x)), we have
DxDξq1 = D
3
ξq1 = 0,
so that
σ(D)3q1(x, ξ)a(y, η)|x=y,ξ=η
= D3xq1D
3
ηa|x=y,ξ=η
= cx2m−3(1 +O(x2m))(h˜/h)3m/(m+1)Λ′′′((h˜/h)m/(m+1)η)
× Λ((h˜/h)1/(m+1)y)χ(y)χ(η) + r3,
where r3 is supported in {|(x, ξ)| > δ1}. Owing to the cutoffs χ(y)χ(η) in the defi-
nition of a (and the corresponding implicit cutoffs in q1), we only need to estimate
this error in compact sets. The derivatives hβ∂η and h
α∂y preserve the order of e2
in h and increase the order in h˜, while the other derivatives lead to higher powers
in h/h˜ in the symbol expansion. Hence we need only estimate e2, as the derivatives
satisfy similar estimates.
In order to estimate e2, we again use conjugation to the 2-parameter calculus.
We have
‖Opwh (e2)u‖ = ‖Th,h˜Opwh (e2)T−1h,h˜Th,h˜u‖ 6 ‖Th,h˜Op
w
h (e2)T
−1
h,h˜
‖L2→L2‖u‖,
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by unitarity of Th,h˜. But Th,h˜Op
w
h (e2)T
−1
h,h˜
= Opw
h˜
(e2 ◦ B) and
e2 ◦ B = h3(h/h˜)(2m−3)αX2m−3(1 +O(x2m))(h˜/h)3m/(m+1)Λ′′′(Ξ)
× Λ(X)χ(x)χ(ξ) + r3 ◦ B,
and we may estimate the first term above by
Ch2m/(m+1)h˜(m+3)/(m+1)X2m−3Λ′′′(Ξ)χ(x)χ(ξ),
which in turn is bounded above by
(2.16)
{
Ch2m/(m+1)h˜(m+3)/(m+1), |X | 6 1,
Ch2m/(m+1)h˜(m+3)/(m+1)g, |X | > 1.
It now suffices to verify that for
k = X2m−3Λ′′′(Ξ)χ(x)χ(ξ),
Opwh (k ◦ B−1) 6 Ch˜−2m/(m+1)Opwh (g ◦ B−1),
i.e., that for all u(X),〈
Opwh (k ◦ B−1)u, u
〉
6 Ch˜−2m/(m+1)
〈
Opwh (g ◦ B−1)u, u
〉
.
We now rescale and return to performing h˜ quantization in the X variable. For
u(X) microsupported away from the origin in (X,Ξ), the desired estimate follows
from the second inequality in (2.16) (indeed the h˜−2m/(m+1) factor on the RHS may
be omitted), while for u microsupported near the origin, it follows from the lower
bound of Lemma 2.5. 
We are now able to prove the resolvent estimate Lemma 2.3. Let v = ϕwu, with
ϕ chosen to have support inside the set where χ(x)χ(ξ) = 1; thus the terms r and
r3 above are supported away from the support of ϕ. Then Lemmas 2.6 and 2.7 yield
i〈[Q1 − z, aw]v, v〉 = h〈Opwh (H(a))v, v〉+ 〈Opwh (e2)u, u〉
= h(h/h˜)(m−1)/(m+1)〈Opwh (g)v, v〉+ 〈Opwh (e2)u, u〉
= h2m/(m+1)
(
h˜−(m−1)/(m+1) +O(h˜−(m−3)/(m+1)))〈Opwh (g)v, v〉
> Ch2m/(m+1)h˜‖v‖2,
for h˜ sufficiently small. On the other hand, we certainly have∣∣〈[Q1 − z, aw]v, v〉∣∣ 6 C‖(Q1 − z)v‖‖v‖,
hence the desired bound follows once we fix h˜ > 0. 
3. Resonances and Quasimodes
In this section, we construct quasimodes for the model operator near (0, 0) in
phase space. Let
P˜ = −h2∂2x −m−1x2m
locally near x = 0. We will construct quasimodes which are localized very close to
x = 0, so this should be a decent approximation.
Complex scaling (x, ξ) 7→ (eiπ/(2m+2)x, e−iπ/(2m+2)ξ) sends P˜ to a multiple of
the quantum anharmonic oscillator. As in the appendix, we find there is a Schwartz
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class function v(x) = v0(xh
−1/(m+1)) which is an un-normalized ground state for
the equation
(−h2∂2x +m−1x2m)v = h2m/(m+1)λ0v.
This suggests there are resonances for the operator P˜ with imaginary part to leading
order c0h
2m/(m+1), although this is only a heuristic. We use a complex WKB
approximation to get an explicit formula for a localized approximate resonant state.
Let E = (α+ iβ)h2m/(m+1), α, β > 0 independent of h. Let the phase function
̟(x) =
∫ x
0
(E +m−1y2m)1/2dy,
where the branch of the square root is chosen to have positive imaginary part. Let
u(x) = (̟′)−1/2ei̟/h,
so that
(hD)2u = (̟′)2u+ fu,
where
f = (̟′)1/2(hD)2(̟′)−1/2
= −h2
(
3
4
(̟′)−2(̟′′)2 − 1
2
(̟′)−1̟′′′
)
.
Lemma 3.1. The phase function ̟ satisfies the following properties:
(i): There exists C > 0 independent of h such that
| Im̟| 6 C
{
h(1 + log(x/h1/2)), m = 1,
h, m > 2.
In particular, if |x| 6 Ch1/(m+1), | Im̟| 6 C′ for some C′ > 0 independent
of h.
(ii): There exists C > 0 independent of h such that
C−1
√
h2m/(m+1) +m−1x2m 6 |̟′(x)| 6 C
√
h2m/(m+1) +m−1x2m
(iii): 
̟′ = (E +m−1x2m)1/2,
̟′′ = x2m−1(̟′)−1,
̟′′′ =
(
(1− 1/m)x4m−2 + E(2m− 1)x2m−2) (̟′)−3,
In particular,
f = −h2x2m−2
((
1
4
+
1
2m
)
x2m −
(
m− 1
2
)
E
)
(̟′)−4.
Proof. For (i) we write ̟′ = s+ it for s and t real valued, and then
E +m−1x2m = s2 − t2 + 2ist.
Hence
s2 > s2 − t2 = αh2m/(m+1) +m−1x2m,
so that
t =
βh2m/(m+1)
2s
6
βh2m/(m+1)
2
√
h2m/(m+1)α+m−1x2m
.
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Then
| Im̟(x)| 6
∫ |x|
0
| Im̟′(y)|dy
6 C
∫ h1/(m+1)
0
hm/(m+1)dy + C
∫ x
h1/(m+1)
h2m/(m+1)y−mdy
=
{
O(h(1 + log(x/h1/2))), m = 1,
O(h), m > 1.
Parts (ii) and (iii) are simple computations.

In light of this lemma, |u(x)| is comparable to |̟′|−1/2 for all x for m > 2, and
provided |x| 6 Ch1/2 when m = 1. We are only interested in sharply localized
quasimodes, so let
γ = h1/(m+1),
choose χ(s) ∈ C∞c (R) such that χ ≡ 1 for |s| 6 1 and suppχ ⊂ [−2, 2]. Let
u˜(x) = χ(x/γ)u(x),
and, since |̟′(x)| ∼ hm/(m+1) for |x| 6 2h1/(m+1), we compute:
‖u˜‖2L2 =
∫
|x|62γ
χ(x/γ)2|u|2dx
∼
∫
|x|62γ
χ(x/γ)2|̟′|−1dx
∼ h1/(m+1)h−m/(m+1)
∼ h(1−m)/(1+m).
Further, u˜ satisfies the following equation:
(hD)2u˜ = χ(x/γ)(hD)2u+ [(hD)2, χ(x/γ)]u
= (̟′)2u˜+ fu˜+ [(hD)2, χ(x/γ)]u
= (̟′)2u˜+R,
where
R = fu˜+ [(hD)2, χ(x/γ)]u.
Lemma 3.2. The remainder R satisfies
(3.1) ‖R‖L2 = O(h2m/(m+1))‖u˜‖L2.
Proof. We have already computed the function f , which is readily seen to satisfy
‖f‖L∞(supp (u˜)) = O(h2m/(m+1)),
since supp (u˜) ⊂ {|x| 6 2h1/(m+1).
On the other hand, since ‖u˜‖L2 ∼ h(1−m)/2(1+m), we need only show that
‖[(hD)2, χ(x/γ)]u‖L2 6 Ch(3m+1)/2(m+1).
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We compute:
[(hD)2, χ(x/γ)]u = −h2γ−2χ′′u+ 2h
i
γ−1χ′hDu
= −h2γ−2χ′′u+ 2h
i
γ−1χ′
(
− h
2i
̟′′
̟′
+̟′
)
u
= −h2γ−2χ′′u+ 2h
i
γ−1χ′
(
− h
2i
x2m−1
(̟′)2
+̟′
)
u.
The first term is estimated:
‖h2γ−2χ′′u‖L2 = O(h2m/(m+1))‖u‖L2(supp (u˜)) = O(h(3m+1)/2(m+1)).
Similarly, the remaining two terms are estimated:∥∥∥∥2hi γ−1χ′
(
− h
2i
x2m−1
(̟′)2
+̟′
)
u
∥∥∥∥
L2
= O(hm/(m+1)h1h(2m−1)/(m+1)h−2m/(m+1))‖u‖L2(supp (u˜))
+O(hm/(m+1)h2m/(m+1))‖u‖L2(supp (u˜))
= O(h(3m+1)/2(m+1)).

3.1. Sharp local smoothing of quasimodes. In this subsection, we show that
the quasimode u˜ constructed above can be used to saturate the local smoothing
estimate of Theorem 1. We observe that due to the estimate (2.4), we have perfect
local smoothing in the “radial” direction x. Hence we only consider θ regularity.
Theorem 3. Let ϕ0(x, θ) = e
ikθ u˜(x), where u˜ ∈ C∞c (R) was constructed in the pre-
vious section, with h = |k|−1, where |k| is taken sufficiently large, and the parameter
m > 2 as usual. Suppose ψ solves{
(Dt + ∆˜)ψ = 0,
ψ|t=0 = ϕ0.
Then for any χ ∈ C∞c (R) such that χ ≡ 1 on supp u˜, and A > 0 sufficiently large,
independent of k, there exists a constant C0 > 0 independent of k such that
(3.2)
∫ |k|−2/(m+1)/A
0
‖ 〈Dθ〉χψ‖2L2dt > C−10 ‖ 〈Dθ〉m/(m+1) ϕ0‖2L2 .
Remark 3.3. The theorem states that on the weak semiclassical time scale |t| .
|k|−2/(m+1), the local smoothing estimate in this paper is sharp. Evidently this
implies that on any fixed finite time scale the theorem is sharp; the theorem stated
above gives more information. That is, it demonstrates that even on a semiclassical
time scale, the local smoothing estimate really cannot be improved.
In addition, as the proof will indicate, no weight χ is necessary, because on the
semiclassical time scale we have essentially finite propagation speed.
Remark 3.4. The analogue of Theorem 3 when the parameter m = 1, where a log
loss is expected, is contained in the work of Bony-Burq-Ramond [BBR10].
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Proof. The technique of proof is to simply evolve the stationary quasimode as
if the equation were separated. The advantage is that this separated stationary
“solution” remains compactly supported for all time. Of course this is not an exact
solution, and generates an inhomogeneous error which must be estimated using
energy estimates. It is here that we use the semiclassical time scale. Combining
the two estimates yields the theorem.
Let u˜ be as above for h = |k|−1 (after a suitable L2 normalization), and let
ϕ0(x, θ) = u˜e
ikθ ,
as in the statement of the theorem. Let
ϕ(t, x, θ) = eitτϕ0
for some τ ∈ C to be determined. Since the support of u˜ is very small, contained
in {|x| 6 h1/(m+1)/γ}, we have
A−2 = (1 + x2m)−1/m = 1− 1
m
x2m +O(h4m/(m+1))
on supp u˜. Then
(Dt + ∆˜)ϕ = (Dt + Pk)ϕ
= (τ −D2x −A−2k2 − V1(x))ϕ
= k2eitτeikθ
[(
τk−2 − (k−2D2x + 1−
1
m
x2m)
)
u˜+O(k−2)u˜
]
= k2eitτeikθ
[(
τk−2 − 1− E0
)
u˜+R+O(k−2)u˜] ,
where R satisfies the remainder estimate (3.1), i.e.,
‖R‖L2 = O(h2m/(m+1)).
Set
τ = k2 + k2E0 = k
2(1 + αk−2m/(m+1)) + iβk2/(m+1), α, β > 0
so that we have {
(Dt + ∆˜)ϕ = R˜,
ϕ(0, x, θ) = ϕ0
with
(3.3) R˜ = k2eitτeikθ(R(x, k) +O(k−2)u˜).
Thus, we obtain
(3.4) ‖R˜‖ 6 Ck2|eitτ |k−2m/(m+1)‖u˜‖
and since on every function in question, 〈Dθ〉 = 〈k〉 , we furthermore have
(3.5) ‖ 〈Dθ〉 R˜‖ 6 Ck2|eitτ |k−2m/(m+1)‖ 〈Dθ〉ϕ0‖
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We can readily verify that ϕ saturates the local smoothing estimate of Theorem
1 on any time scale:
‖ 〈Dθ〉ϕ‖2L2([0,T ])L2 =
∫ T
0
‖eitτ 〈Dθ〉ϕ0‖2L2dt
=
∫ T
0
e−2tβ|k|
2/(m+1)‖ 〈Dθ〉ϕ0‖2L2dt
=
1− e−2Tβ|k|2/(m+1)
2β|k|2/(m+1) ‖ 〈Dθ〉ϕ0‖
2
L2
=
1− e−2Tβ|k|2/(m+1)
2β
‖|Dθ|−1/(m+1) 〈Dθ〉ϕ0‖2L2
= B‖|Dθ|−1/(m+1) 〈Dθ〉ϕ0‖2L2 ,(3.6)
where we let
(3.7) B =
1− e−2Tβ|k|2/(m+1)
2β
.
What we aim to do, then, is show that ϕ is close enough to a solution of the
Schro¨dinger equation that the same form of estimate holds for the nearby solution
with initial data ϕ0.
Thus, let L(t) be the unitary Schro¨dinger propagator:{
(Dt + ∆˜)L = 0,
L(0) = id ,
and write using Duhamel’s formula:
ϕ(t) = L(t)ϕ0 + i
∫ t
0
L(t)L∗(s)R˜(s)ds =: ϕh + ϕih,
where ϕh and ϕih are the homogeneous and inhomogeneous parts respectively. We
want to show the homogeneous smoothing effect is saturated, for which we need to
show the inhomogeneous term is small and can be absorbed into the homogeneous
term.
For this, we use an energy estimate, and localize in time to a scale depending on
k. That is, if
E(t) = ‖ 〈Dθ〉ϕih‖2L2 ,
we have
E′ = 2Re 〈〈Dθ〉 ∂tϕih, 〈Dθ〉ϕih〉L2
= 2Re
〈
〈Dθ〉 (−i∆˜ϕih + iR˜), 〈Dθ〉ϕih
〉
L2
= 2Re
〈
i 〈Dθ〉 R˜, 〈Dθ〉ϕih
〉
L2
6 ν‖ 〈Dθ〉 R˜‖2L2 + ν−1E,
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for ν > 0 to be determined, so that
E(t) 6 eν
−1t
∫ t
0
e−ν
−1s
(
ν‖ 〈Dθ〉 R˜(s)‖2L2
)
ds
6 eν
−1t
(
ν‖ 〈Dθ〉 R˜‖2L2([0,T ])L2
)
6 Cνeν
−1t
(∫ T
0
|e2isτ |ds
)
(k2k−2m/(m+1))2‖ 〈Dθ〉ϕ0‖2L2
6 C(νeν
−1t)
(
1− e−2β|k|2/(m+1)T
2β
)
× |k|−2/(m+1)(k2k−2m/(m+1))2‖ 〈Dθ〉ϕ0‖2L2 .
Here we have used the estimate (3.5) in the middle inequality. Integrating in 0 6
t 6 T , we get
‖ 〈Dθ〉ϕih‖2L2([0,T ])L2 6 Cν
(∫ T
0
eν
−1tdt
)
B|k|2/(m+1)‖ 〈Dθ〉ϕ0‖2L2
6 Cν2(eν
−1T − 1)B|k|2/(m+1)‖ 〈Dθ〉ϕ0‖2L2 ,
where B is given by (3.7).
If ν = |k|−2/(m+1)/A for some large A > 0 independent of k, and if we take
T = ν, we have
‖ 〈Dθ〉ϕih‖2L2([0,T ])L2 6
C
A2
(e− 1)B|k|−2/(m+1)‖ 〈Dθ〉ϕ0‖2L2
= c0B‖|Dθ|−1/(m+1) 〈Dθ〉ϕ0‖2L2,(3.8)
where
c0 =
C
A2
(e − 1) 6 1
4
if we take A sufficiently large.
Now, since T depends on k, so does B in principle, but
B =
(
1− e−2β|k|2/(m+1)T
2β
)
=
(
1− e−2β/A
2β
)
> 0
independent of k. Hence, combining (3.6) with (3.8), we have for this choice of T
and A, and χ as in the statement of the theorem,
‖ 〈Dθ〉χL(t)ϕ0‖L2([0,T ])L2 > ‖ 〈Dθ〉χϕ‖L2([0,T ])L2 − ‖ 〈Dθ〉χϕih‖L2([0,T ])L2
> ‖ 〈Dθ〉ϕ‖L2([0,T ])L2 − ‖ 〈Dθ〉ϕih‖L2([0,T ])L2
>
1
2
B1/2‖|Dθ|−1/(m+1) 〈Dθ〉ϕ0‖L2
(using suppϕ ⊂ {χ = 1}), with B > 0 independent of k as above.
Thus, ψ = ϕh satisfies (3.2), since ϕ satisfies the estimate, while ϕih is small
enough to be absorbed. 
24 CHRISTIANSON AND WUNSCH
4. Sharp resolvent estimates with loss
We now prove Theorem 2.
We begin with the sharpness. By the TT ∗ argument (see, for example [Chr08a],if
a better resolvent estimate held true, then a better local smoothing estimate would
also hold true. But Theorem 3 shows the local smoothing estimate in Theorem 1
is sharp. Hence no better polynomial rate of decay in the resolvent estimate can
hold true.
In order to show the estimate is true in the first place, we conjugate the Laplacian
on X and decompose in Fourier modes as usual
(−∆˜− λ2) =
∞⊕
k=−∞
(Lk − λ2).
We break this sum into two pieces where either k2 6 λ2/2 or not. If k2 6 λ2/2,
then we use h = λ−1 as our semiclassical parameter, while if k2 > λ2/2, we use
h = |k|−1. We get
(−∆˜− λ2) =
⊕
k26λ2/2
λ2(L˜k − zk)⊕
⊕
k2>λ2/2
k2(L˜k − zk).
Here
L˜k =
{
−h2∂2x + k
2
λ2A
−2(x) + h2V1(x), if k
2 6 λ2/2,
−h2∂2x +A−2(x) + h2V1(x), if k2 > λ2/2,
and
zk =
{
1, if k2 6 λ2/2,
k−2λ2, if k2 > λ2/2.
In the case k2 6 λ2/2, the energy level zk is non-trapping, so by Proposition 2.2
the operator L˜k satisfies the estimate
‖χ(L˜k − zk)−1χ‖L2→L2 6 Ch−1 = Cλ,
with constants uniform as |k| and λ both go to infinity. In the case k2 > λ2/2, the
operator L˜k satisfies the estimate
‖χ(L˜k − zk)−1χ‖L2→L2 6 Ch−2m/(m+1) = C|k|2m/(m+1),
with constants independent of λ as |k| → ∞. Hence by orthogonality of the Fourier
eigenspaces,
‖χR(λ)χ‖L2→L2 6 max{ max
|k|26λ2/2
λ−2‖χ(L˜k − zk)−1χ‖,
sup
|k|>λ2/2
|k|−2‖χ(L˜k − zk)−1χ‖}
6 max{Cλ−1, C sup
|k|2>λ2/2
|k|−2/(m+1)}
6 Cλ−2m/(m+1). 
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Appendix A. Eigenfunction properties
In this section we recall some standard results on eigenfunctions.
We consider the classical eigenfunction problem
Pu = λu,
where
P = −∂2x + x2m,
with m ∈ Z, m > 2 and λ > 0.
The following is a standard result in spectral theory (see, for example, [RS78]).
Lemma A.1. As an operator on L2 with domain S(R), P is essentially self-adjoint.
It has pure point spectrum λj →∞, λ0 > 0, and every eigenfunction is of Schwartz
class.
We now remark the semiclassical anharmonic oscillator estimate, which follows
from Lemma A.1 via the rescaling X = h−1/(m+1)x.
Lemma A.2. Let Q = −h2∂2x + x2m for some m ∈ Z, m > 1. Then there exists
c = cm > 0 such that for any u ∈ L2(R),
‖Qu‖ > ch2m/(m+1)‖u‖.
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