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1 Introduction
Nowadays computer simulations are important tools to investigate, analyze, and predict
the behavior of real world processes and constructions. In engineering the complex
dynamics of electronic circuits, the aerodynamic behavior of planes, or the stability
of buildings are simulated, to just give a few practically relevant examples. Scientists
use simulations in various disciplines such as systems biology, solid state physics, or
geosciences to analyze or predict the outcomes of experiments.
For that, mathematical models are used where it is known or assumed that they
describe the process of interest sufficiently well. Nevertheless, a mathematical model
usually describes the reality only approximately. Predictions or simulations based on
these models contain errors. It is highly desirable to reduce them and, thereby, to
increase the accuracy of the simulations. A promising approach to achieve this is to
make use of observed data of the same or a comparable process one aims to simulate.
One can take advantage of them by using appropriate state and parameter estimation
methods [1–13] which adjust or control the mathematical model and its parameterization
by means of the data. An improved model may then lead to more realistic results of the
simulation.
Another field of application of state and parameter estimation methods is to recon-
struct full states of an only partially observed process. In many situations it is only
possible to measure some but not all quantities of a dynamical process. A complete ob-
servation might be too expensive or technically simply not feasible. This is, for example,
a common situation in climatology. It exist a huge amount of meteorological stations
including stations on the ground, satellites, and radar systems distributed allover the
planet. They provide an enormous amount of data within a period of time which are
then used to reconstruct the complete state of the atmosphere at the end of the time
interval. This state is then used to initialize a weather forecast [14–16].
To give another example, let us consider a neuron or a cardiomyocyte. Assume that
data of the membrane voltage are available. The different ion currents are not measured,
although one is interested in them. Nevertheless, they can be estimated using a mathe-
matical model of the cell which forms a link between the voltage and the currents [17].
This includes the estimation of the model parameters.
In general, a state and parameter estimation algorithm can be used to fit a math-
ematical model to data and estimate the model parameters as well as the full states
(including not measured quantities). Due to its practical importance the development
and investigation of estimation algorithms is an active research area. They were substan-
tially promoted during the last decades, among others, by the geoscientific (climatology,
oceanography, ...), the nonlinear dynamics, and in engineering communities.
In this context the question arises how accurate and unique the estimated solutions
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for the states and parameters would be. It is important to know whether the measured
signals contain enough information for a precise estimation. Hence, it is essential to
know about the observability [18–26]. This includes the identification of redundant
model parameters [27–29]. The knowledge about the observability can help to reduce the
complexity of the mathematical model without decreasing its accuracy in describing the
measured signal. Methods used to address this question are developed and investigated,
for example, in the control theory [21, 23].
This work covers both topics, state and parameter estimation and observability with
a focus on nonlinear dynamical systems. An optimization based estimation algorithm
is used where different strategies for its initialization are investigated and compared. It
is crucial for a reliable performance of the optimization algorithm to provide a correct
implementation of derivatives of the cost function (also called objective or error func-
tion). Hence, special attention is paid to a numerically exact computation of derivatives.
Furthermore, the observability of nonlinear systems discrete and continuous in time is
investigated to identify parameters and state variables which are difficult to reconstruct
or even redundant. This includes the question of how many quantities should be mea-
sured for a precise estimation of states and parameters. Finally, the suggested methods
are applied to experimentally measured data from the Shinriki oscillator [30] (a nonlinear
electronic circuit).
2
2 State and parameter estimation
In many scientific processes (time dependent) signals of certain quantities can be mea-
sured and other signals can not, or the effort is relatively high. Nevertheless, one is often
interested in these quantities that are difficult to access. For example, it is relatively
easy to measure the temperature, pressure, humidity, etc. on the ground, but measuring
these quantities directly in the higher atmosphere (e.g. by plane or weather balloons) is
much more sophisticated or expensive. Or, measuring the membrane voltage of a neuron
or a cardiomyocyte is more common than measuring currents through the ion channels
directly. If a mathematical model describing the process is available, then a state and
parameter estimation algorithm can be used to estimate the states, including the not
measured quantities, and the parameters based on the measured signals.
In geosciences, where state and parameter estimation is known as data assimilation
[3], estimation methods are operationally used to estimate states of the atmosphere by
means of large scale weather models from data measured on the ground, by radar, by
satellite, etc. [16]. The state of the atmosphere at the end of an estimation interval may
then be used as initial state for numerical weather forecast [14].
Dependent on the process, the mathematical models include (nonlinear) partial dif-
ferential equations, iterated maps, or ordinary differential equations (ODEs). Many
estimation methods have been developed in the past, as methods based on synchroniza-
tion [10, 11], particle filters [1–3], Kalman filters [4, 6–8], or optimization based methods
[9, 12, 13], to name but a few.
Different methods have various fields of application. A filter, e.g. a Kalman filter,
which estimates the state at the time t only uses data from past times t′ ≤ t [31]. Filters
can be applied if future data t′ > t are not available. For example, Kalman filters can
be used in navigation devices to estimate the position on earth based on a mathematical
model and (noisy) signals sent, for example, from satellites [32]. If future data at t′ > t
would be available, then they would not influence and, therefore, can not improve the
accuracy of the estimates at the time t.
Conceptually different are smoothers. They use data of the whole interval [t0, t1] to
estimate at time t, where t0 ≤ t,≤ t1[31]. Hence, future data at t′ > t can influence
(and hopefully improve) the accuracy of estimates at the time t. This situation usually
occurs in (physical) experiments and is, therefore, in the focus of this chapter. A typical
procedure is that, first, data (e.g. in form of time series) are measured in a time interval
[t0, t1], and, afterwards, within this interval, states and parameters of the system are
estimated. Therefore, future data at t′ > t exist and can be used to increase the accuracy
of estimates at the time t.
In the following chapters the optimization based state and parameter estimation
method from Ref. [33] is used which is similar to weak constraint 4D-Var [34–37]. As
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with smoothers, estimates at the time t ∈ [t0, t1] depend on data within the entire in-
terval [t0, t1]. One substantial advantage of this estimation method is that errors in the
model equations are allowed (no perfect model assumption), i.e. the estimated trajec-
tories do not have to fulfill the model equations exactly. This is especially important
when dealing with nonlinear and chaotic models. In Ref. [38] it was demonstrated for a
Lorenz 63 model [39] that the longer the estimation window is, the more local minima
the cost function exhibits (in their case, errors in the model equations are prohibited).
This estimation method is used in Chap. 4, Chap. 7, Chap. 8, and Chap. 9. The goal
of Sec. 2.2 is to provide its statistical (bayesian) background leading to a cost function
Eq. (2.24) or Eq. (2.27), where the minimizing trajectory and parameters are considered
as the solution of the estimation problem. In Sec. 2.1 some used probabilistic definitions
are provided. Properties of the cost function, including the role of its single terms, are
discussed in Sec. 2.3. The link to Chap. 4, Chap. 7, Chap. 8, and Chap. 9 is discussed
in Sec. 2.4.
2.1 Statistical definitions
The purpose of this section is to provide a few basic statistical definitions required for
the bayesian statistics presented in Sec. 2.2. This overview is based on the definitions
provided by the textbooks [8, 31].
We consider a real valued continuous random variable x. When performing a random
experiment the random variable x will take a specific value x. The probability of the
realization can be computed by means of the probability density function (PDF)
P (x) . (2.1)
Since x is continuous, the probability that x lies in a certain interval [xl, xu] can be
computed and is given by ∫ xu
xl
P (x)dx . (2.2)
Furthermore, the pdf is normalized,∫ ∞
−∞
P (x)dx = 1 . (2.3)
For a set of N continuous random variables x1, . . . , xN the joint PDF is defined by
P (x1, . . . , xN ) = P (x) (2.4)
with x = (x1, . . . , xN ) and defines the probability that all N random variables take
specific values.
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If x1, . . . , xN are independent, then
P (x1, . . . , xN ) =
N∏
n=1
P (xn) . (2.5)
Equivalently, if two vectors x and y of random variables are independent, then
P (x,y) = P (x)P (y) . (2.6)
The conditional PDF P (x|y) of random variables x and y describes the probability that
event x occurs if event y already occurred and is defined by
P (x|y) = P (x, y)
P (y)
. (2.7)
For two random vectors x and y the conditional PDF is defined by
P (x|y) = P (x,y)
P (y)
. (2.8)
Since for the joint PDF it is P (x,y) = P (y,x), we can directly derive the Bayes’
theorem
P (x|y) = P (y|x)P (x)
P (y)
. (2.9)
This theorem is the basis of the probabilistic approach of state and parameter estimation
presented in Sec. 2.2. In the context of Bayesian statistics P (x) is also called the prior
probability distribution, P (x|y) is called the posterior probability distribution, and
P (y|x) is the likelihood , see Ref. [8].
2.2 Probabilistic approach
In this section we want to consider a probabilistic background of state and parameter
estimation. To simplify the discussion we first focus on state estimation only. A detailed
discussion about this probabilistic approach based on Bayesian statistics can be found in
Refs. [8, 31, 40], for example. The goal of state estimation is to find a trajectory {x(n)},
n = 0, . . . , N for the estimation window, consisting of N + 1 model states x(n) =
[x1(n), . . . , xD(n)]
tr ∈ RD at the times n based on some data. Before introducing data
into the formalism, as in Ref. [40], first the time evolution of the model state is considered
without data. If the model evolving the state x(n) in time is deterministic, then x(n) is
fully determined given some other state x(m). In general, the model is not deterministic.
Hence, one can only use the joint PDF P (x(N),x(N−1), . . . ,x(n), . . . ,x(1),x(0)) of the
trajectory {x(n)} to compute statistical properties like, for example, expectation values
for single states or complete trajectories, or variances. Together with the definition of
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the conditional PDF Eq. (2.8) we compute [40]
P (x(N),x(N − 1), . . . ,x(n), . . . ,x(1),x(0))
= P (x(N)|x(N − 1), . . . ,x(n), . . . ,x(1),x(0))
· P (x(N − 1), . . . ,x(n), . . . ,x(1),x(0))
(2.10)
Now, we assume a Markov process of order one [8, 31, 40]. That is, the state x(n+ 1)
only depends on the state x(n) and not on earlier states x(n − 1),x(n − 2), . . . ,x(0).
Then, we obtain for the PDF, see Ref. [40],
P (x(N)|x(N − 1), . . . ,x(n), . . . ,x(1),x(0)) = P (x(N)|x(N − 1)) . (2.11)
Inserted into Eq. (2.10) and recursively applied the definition of the conditional proba-
bility Eq. (2.8), we obtain [8, 31, 40]




P (x(n+ 1)|x(n)) .
(2.12)
Now we consider data in form of a measured (noisy) time series {η(n)}, n = 0, . . . , N .
At the time n the data consist of the data vector η(n) = [η1(n), . . . , ηL(n)]
tr ∈ RL and
is given via the output of the measurement function h,
η(n) = h(x(n)) + ε(n) , (2.13)
where measurement noise ε(n) is assumed to be white [31]. That is, {ε(n)}, n = 0, . . . , N ,
is independent in time, which means that ε(n) and ε(m) are independent if n 6= m.
Therefore, if n 6= m, η(n) and η(m) are conditionally independent given {x(n)}. For




P (η(n)|{x(n)}) . (2.14)




P (η(n)|x(n)) . (2.15)
We are now interested in finding the PDF of {x(n)} given the data {η(n)},
P ({x(n)}|{η(n)}) . (2.16)
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Using Bayes’ theorem Eq. (2.9) we have
P ({x(n)}|{η(n)}) = P ({η(n)}|{x(n)})P ({x(n)})
P ({η(n)}) . (2.17)
Since the denominator does not depend on {x(n)} and hence is constant, together with
Eq. (2.12) and Eq. (2.15) it is [8, 31]






P (x(n+ 1)|x(n)) . (2.18)
The solution {x̂(n)} which maximizes P ({x(n)}|{η(n)}) is the most probable trajectory.
In the following it is assumed that the model describing the time evolution of the
trajectory is given by a nonlinear iterated map
x(n+ 1) = F(x(n)) + u(n) . (2.19)
By assumption the model error u(n) is independent in time. Furthermore, u(n) and
ε(n) (see Eq. (2.13)) are normally distributed with a mean of zero and the covariance





















[η(n)− h(x(n))]trΣ−1ε [η(n)− h(x(n))]
)
. (2.21)
For simplicity, Σu and Σε are are assumed to be constant over time n. Furthermore
we have to choose a PDF P (x(0)) for the initial values x(0). We assume that x(0) is








[xb − x(0)]trΣ−1b [xb − x(0)]
)
. (2.22)
The background state is then for example the final estimated state (or a short term
prediction) of a previous estimation window ending at n ≤ 0.
Due to the monotony of the logarithm the trajectory {x̂(n)} which maximizes Eq. (2.18)
is equal to the trajectory which minimizes the cost function [31]

















[x(n+ 1)− F(x(n))]trΣ−1u [x(n+ 1)− F(x(n))] . (2.24)
Minimizing Eq. (2.24) for state estimation is also known in the geosciences as weak-
constraint 4D-Var [34–37] and will be discussed more detailed in Sec. 2.3. The factors in
front of the exponential functions in Eq. (2.20), Eq. (2.21), and Eq. (2.22) are constant
and hence do not affect the minimizing trajectory {x̂(n)}. Since C({x(n)}) depends
on the whole trajectory {x(n)} and not only on the initial values x(0), minimizing
C({x(n)}) is a very high dimensional optimization problem.
Another approach to obtain statistical moments (expectation values, variances, ...) of
the PDF Eq. (2.18) is by means of path integrals and Monte Carlo simulations [1, 14,
41, 42].
2.3 4D-Var
In Sec. 2.2 a statistical background for state estimation, based on Bayesian statistics,
was presented. Finally, the cost function Eq. (2.24) was derived where the minimizing
trajectory {x̂(n)} maximizes the probability Eq. (2.18) and is hence considered as the
solution of the state estimation problem.
Now we also want to estimate the model parameters in addition to the model states.
Therefore, the model Eq. (2.19) and hence the cost function Eq. (2.24) additionally
depend on the parameter vector p ∈ RNp . Then, the (error free) model is given by
x(n+ 1) = F(x(n),p) (2.25)
and the model including errors u(n) is given by
x(n+ 1) = F(x(n),p) + u(n) , (2.26)
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[xb − x(0)]trΣ−1b [xb − x(0)]︸ ︷︷ ︸
C3
. (2.27)
The trajectory {x̂(n)} and the parameters p̂ which minimize C({x(n)},p) are considered
as the solution of the state and parameter estimation problem. In the geosciences this
state and parameter estimation algorithm is known as weak-constraint 4D-Var [34–37].
‘Weak-constraint’ means here that the model equations at the solution {x̂(n)} do not
have to be fulfilled exactly. Errors in the model equations are allowed by u(n) 6= 0 in
Eq. (2.26). ‘4D’ comes from the four dimensional atmospheric or oceanographic space
(three space and one time dimension) and hence shows the origin of the name in the
geosciences.
Its properties will be discussed in the following. Summand C1 penalizes the difference
between the output {h(x(n))} and the (noisy) data {η(n)}. The smaller the difference is,
the closer the trajectory is to the data. Σε is the covariance matrix of the measurement
noise (see Eq. (2.13)). Often one has knowledge about the noise in the data and can
hence define Σε. It was already stated that model errors u(n) are allowed having the
covariance matrix Σu. Model errors are penalized by the term C2. The smaller C2 is,
the better the model equations are fulfilled. C3 penalizes the difference between the
initial values x(0) of the trajectory and the background xb. As mentioned in Sec. 2.2
xb might be the final state or a short term prediction of a previous estimation window.
Σb is the covariance matrix of its distribution. If one has no knowledge about xb, then
one might drop this term by setting C3 = 0. Minimizing C({x(n)},p) is a very high
dimensional optimization problem where a full trajectory and the model parameters
(together D · (N + 1) +Np quantities) have to be estimated.
Often models are given by ODEs instead of iterated maps. Then one can discretize
the ODE (e.g. by Euler steps, or more accurate Runge-Kutta fourth order steps) and
replace F(x(n),p) in Eq. (2.26) by the discretization scheme.
It is also possible to formulate the cost function Eq. (2.27) in continuous time by
using models given by ODEs and replacing the sums by integrals and minimize the cost
function by solving the Euler-Lagrange equations [8, 13, 31]. This, however, has the
disadvantage that parameter estimation would not be easily possible. An approach to
estimate model parameters in the time continuous case is to interpret them as additional
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model variables with the trivial dynamics
ṗ = 0 . (2.28)
One might also assume a perfect model, i.e. prohibit errors in the model equations
by setting u(n) = 0 in Eq. (2.26). Then, the state and parameter estimation problem is











[xb − x(0)]trΣ−1b [xb − x(0)]︸ ︷︷ ︸
C3
subject to x(n+ 1) = F(x(n),p) , n = 0, . . . , N − 1 . (2.29)
State and parameter estimation by minimizing Eq. (2.29) is also known as strong con-
straint 4D-Var [43, 44], where the addition ’strong constraint’ comes from the fact that
the model equations at the solution {x̂(n)} have to be fulfilled exactly. As formulated
here, minimizing Eq. (2.29) is a much lower dimensional optimization problem because
only the initial values x(0) and the parameters p, i.e. in total D+Np quantities, have to
be estimated. In the nonlinear dynamics community state and parameter estimation by
minimizing a cost function like Eq. (2.29) is also known as a single shooting method [9].
Strong constraint 4D-Var has the disadvantage that the cost function can exhibit local
minima when the length of the estimation window is getting larger. This is demonstrated
in Ref. [38] using the Lorenz 63 model.
2.4 Relation to other chapters
Weak constraint 4D-Var, the state and parameter estimation algorithm discussed in
Sec. 2.3, is based on minimizing the cost function Eq. (2.27). The fact that the entire
model trajectory is estimated (and not only its initial values) in addition to the model
parameters makes the optimization problem to solve very high dimensional (∼ 105 and
more numerical values to estimate). Based on Bayesian statistics in Sec. 2.2 a probabilis-
tic background is provided for weak constraint 4D-Var assuming Gaussian measurement
noise in the data and Gaussian errors in the Markovian model.
To estimate variables and parameters of models given by ODEs an optimization based
estimation method [33] similar to weak-constraint 4D-Var is used in the following chap-
ters. The cost function suggested in Ref. [33] is revisited in Chap. 4, Eq. (5), Chap.7,
Eq. (10), and Chap. 8, Eq. (33). In these chapters, the probabilistic background of the
cost functions is not discussed. Instead, in each chapter the cost function is directly
defined with the aim, on the one hand, to penalize the difference between the data and
the model output (via measurement function) and, on the other hand, to penalize the
10
error in the model equations. In both cases the cost function is quadratic. Hence, the
structure of the weak constraint 4D-Var cost function can be considered as a motivation
of the cost functions used in Chap. 4, Chap.7, and Chap. 8.
In Chap. 4, Chap.7, and Chap. 8 the ODEs are discretized by a central difference
approximation which requires an additional term in the cost function to enforce a smooth
estimated trajectory by penalizing non-smooth trajectories via Hermite-interpolation
[33]. Furthermore, another term is added to the cost function which enforces model
parameters and the trajectory to stay in predefined bounds.
The focus of Chap. 4 is on the implementation of the optimization problem. Since
minimizing the cost function is a very high dimensional optimization problem it is crucial
to choose a suitable optimization algorithm. As in Ref. [33], the Levenberg-Marquardt
(LM) optimization algorithm [45, 46] is used for minimizing the cost function. The LM
algorithm requires a high dimensional Jacobian which, in our case, has a sparse structure
(i.e. most elements of the Jacobian are always zero). A correct implementation of the
Jacobian is important to obtain accurate estimates and a proper convergence of the LM
algorithm. In Chap. 4 automatic differentiation (AD) [47, 48] is discussed and used to
compute derivatives and sparsity patterns.
In Chap. 7 also the LM algorithm is used to minimize the cost function, where deriva-
tives are computed by means of AD. The LM algorithm has to be initialized with an
initial guess consisting of entire trajectories for all model variables and values for the
model parameters. Therefore, among other things, different strategies of creating an ini-
tial guess are compared in Chap. 7 using a 9-dimensional chaotic Lorenz-96 model [49].
Furthermore, it is also investigated how the success of state and parameter estimation
depends on the choice and the number of observed variables.
The focus of Chap. 8 is on a method for identifying redundant model parameters
and variables, where the results are then verified by using the estimation method from
Ref. [33].
In Chap. 9.4 the estimation method from Ref. [33] is used to estimate states and pa-
rameters of an experimentally observed time series from the electronic Shinriki oscillator.
Before applying the estimation method, redundant model variables and parameters are
identified and removed from the estimation problem.
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3 Observability
State and parameter estimation methods, as the optimization based algorithm described
in Sec. 2.3, are used to recover states and parameters of mathematical models based on
experimentally measured data. Therefore, it is important to know if the observed signal
contains enough information for a unique solution of the estimated quantities. If the same
signal can be described sufficiently well (via a measurement function) using different state
vectors or parameter values, then a unique reconstruction of these quantities is (almost)
not possible. Ways to improve the accuracy of the estimates include to provide more
data (e.g. measure more variables) or to reduce the number of parameters for estimation.
Hence, knowing about the observability of a system can help to improve the experimental
setup or the accuracy of state and parameter estimation.
The observability of linear systems was considered, for example, in Ref. [18–21]. It is a
global (state independent) property and can be investigated by means of the observability
matrix. Based on delay and derivative coordinates [50–53], the observability for linear
maps and ODEs is revisited in Sec. 3.1 with a brief introduction to this topic.
In contrast, the observability of nonlinear systems, considered for example in [21–26],
is often a local (state and parameter dependent) property only. As revisited in Sec. 3.2
for nonlinear ODEs, it can be computed based on derivative coordinates [25, 26, 54].
3.1 Observability in linear systems
Before considering the observability of nonlinear systems, it is useful to first consider
the observability of linear systems [18–21, 23]. We start with a system of linear ODEs
ẋ(t) = Fx(t) (3.1)
y(t) = Hx(t) , (3.2)
where x = (x1, . . . , xD)
tr ∈ RD are the model variables and F is a known real D × D
matrix. The measurement function Eq. (3.2) gives the linear relation between the model
variables and the output column vector y ∈ RL of the system by the L ×D matrix H.
The output y(t) of the system corresponds to a signal an experimentalist might measure
when performing an experiment. If, for example, an experiment can be described by
a D = 4 dimensional linear model and measured data from the experiment can be
described by the second model variable, then one would choose H =
(
0, 1, 0, 0
)
.




ẏ(t) = Hẋ(t) = HFx(t)
ÿ(t) = Hẍ(t) = HFẋ(t) = HF2x(t)
...
y(D−1)(t) = HFD−1x(t) .
(3.3)














 = O · x(t) . (3.5)
If x(t) is a unique solution of Eq. (3.5), then the system is observable. Suppose one
would experimentally measure {y(t), ẏ(t), . . . ,y(D−1)(t)} and the system is observable.
Then the state x(t) could be uniquely estimated from the measurement.
To find a condition for the uniqueness, suppose that two solutions x1(t) and x2(t)
fulfill Eq. (3.5). Then we have (see Ref. [20, Chap. 6.2.1])
O[x1(n)− x2(n)] = 0 . (3.6)
If O has full rank D, then, according to the rank-nullity theorem [55, Chap. 2.6.1], the
null space of O only contains the null vector. This implies x1(t) = x2(t) and, therefore,
x(t) in Eq. (3.5) is a unique solution. The states of the linear system Eq. (3.1) and
Eq. (3.2) are observable if the observability matrix O has full rank [20, 23].
Next, we consider a linear discrete map,
x(n+ 1) = Fx(n) (3.7)
y(n) = Hx(n) , (3.8)
with the model variable x = (x1, . . . , xD)
tr ∈ RD, the known D ×D matrix F, and the
L×D measurement matrix H.
To specify a criterion for observability in linear maps, we first consider m iterations
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of the model Eq. (3.7)
x(n+m) = Fmx(n) , (3.9)
where Fm = F · F · . . . are m matrix multiplications of F. Next, we consider D − 1
iterations of the model and its output,
y(n) = Hx(n)
y(n+ 1) = HF1x(n)
y(n+ 2) = HF2x(n)
...
y(n+D − 1) = HFD−1x(n) .
(3.10)














 = O · x(n) . (3.12)
As in the case of linear ODEs the state vector x(n) can be uniquely determined from
y(n) and its time delays if O has full rank. Note, that O in Eq. (3.11) has a similar
structure as O in Eq. (3.4). If O has full rank, then the system is globally observable
(globally because O is independent of a specific y(t) and x(t)).
3.2 Observability in nonlinear ODEs
In the following the observability analysis for nonlinear systems will be considered [21–
26, 54]. The nonlinear system is given by ODEs,
ẋ(t) = F(x(t)) (3.13)
y(t) = h(x(t)) , (3.14)
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with the model variables x ∈ RD, and the output of the system y ∈ RL. To analyze the


























































where ∂/∂x applied to a vector valued function denotes the Jacobian of the function








F(x(t)) with L0Fh(x(t)) = h(x(t)) . (3.16)
Based on the definition of the Lie derivatives, with DM = L ·K and by summarizing the
K − 1 time derivatives of y(t), see Eq. (3.15), we define the derivative coordinate map
[25, 26, 51]

















The function G(x(t)) tells us how the output y(t) of the system and its time derivatives
depend on x(t). If x(t) can be uniquely reconstructed from G(x(t)), that is, from y(t)
and its (higher) time derivatives (which are assumed to be experimentally accessible),
then the system is observable at x(t) [56]. In other words, if G is uniquely invertible at
x(t), then the system is locally observable at x(t). The invertibility can be investigated
by means of the rank of the Jacobian matrix DG(x) (see also Sec. 6.I). If the Jacobian
has full rank, then G is locally invertible, and therefore the system is locally observable
at x(t).
Model parameters p could be included in the observability analysis, if one interprets
15
them as additional model variables with the model equations
ṗ = 0 . (3.19)
3.3 Relation to other chapters
In Sec. 3.1 and Sec. 3.2 the concept of observability was introduced for linear and non-
linear systems. It was stated that for nonlinear ODEs the local invertibility of the
derivative coordinate map Eq. (3.17) is a criterion for observability. An advantage of
using derivative coordinates is that the map and its Jacobian matrix often can be derived
analytically. Nevertheless, due to the recursively defined Lie derivatives in Eq. (3.17)
the size of terms involved, when deriving higher order time derivatives, is often growing
rapidly. This might make it difficult to compute them in practice. Furthermore, in the
observability analysis presented in Sec. 3.1 and Sec. 3.2, statements are only made for
whole systems. The question how accurate individual model variables (or parameters)
can be reconstructed is not addressed.
This point is the main issue of Chap. 5 and Chap. 6. Based on the concept of observ-
ability, a local measure is suggested which quantifies how accurate model variables and
parameters can be reconstructed from the measured signal. Instead of using a derivative
coordinate map Eq. (3.17), the analysis is based on delay coordinates. An increase of the
dimension of the delay reconstruction map is, in principle, possible without running into
the previously mentioned problems regarding large terms when using time derivative
coordinates.
Additionally, the analysis suggested in Chap. 5 and Chap. 6 is applied in Chap. 7 to
Chap. 9 where the obtained results are, partially, compared to results from state and
parameter estimation.
Furthermore, the delay reconstruction map provides the basis for the analysis in
Chap. 8. The aim is to provide a method which can be used to identify locally re-
dundant model variables and parameters.
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a b s t r a c t
An optimization based state and parameter estimation method is presented where the
required Jacobian matrix of the cost function is computed via automatic differentiation.
Automatic differentiation evaluates the programming code of the cost function and pro-
vides exact values of the derivatives. In contrast to numerical differentiation it is not suf-
fering from approximation errors and compared to symbolic differentiation it is more
convenient to use, because no closed analytic expressions are required. Furthermore, we
demonstrate how to generalize the parameter estimation scheme to delay differential
equations, where estimating the delay time requires attention.
 2013 Elsevier B.V. All rights reserved.
1. Introduction
For many processes in physics or other fields of science mathematical models exist (in terms of differential equations, for
example), but not all state variables are easily accessible (measurable) and proper values of model parameters may be
(partly) unknown. In particular, detailed biological cell models (e.g., cardiac myocytes [1]) may include many variables
which are difficult to access experimentally and, in addition, depend on up to hundreds of physical parameters whose values
have to be determined. To estimate unobserved variables (as a function of time) and model parameters different identifica-
tion methods have been devised [2–14,16–18,20,19]. These methods have in common that an attempt is made to adjust the
model output (in general a function of the state variables) to some (experimentally) observed time series. To achieve agree-
ment, unobserved variables and unknown model parameters are suitably adjusted such that the model reproduces and fol-
lows the observed time series. In geosciences and meteorology (e.g., whether forecasting) this procedure is often called data
assimilation and describes the process of incorporating new (incoming) data into a computer model of the real system.
A general framework for state estimation provides, for example, the path integral formalism including a saddle point
approximation [15,16]. This formalism can be used to state the estimation problem as an optimization problem [19,12–
14,18]. If an optimization method is employed that is based on gradient descent (such as the well-known Levenberg–
Marquard method [21,22]), in general the Jacobian matrix of the cost function has to be provided, whose derivation may
be quite cumbersome (and error-prone), depending on the structure of the cost function and the underlying mathematical
model of the dynamical system. To estimate the Jacobian matrix one may approximate it by numerical derivatives (often
spoiled by unacceptably large truncation errors) or use symbolic mathematics, which requires, however, that the function
to be derived has to be given in closed form.
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A convenient alternative to both of these methods is automatic differentiation [24] where exact numerical values of the
required derivatives are computed by analyzing a given source code implementation of the cost function. As will be shown
here automatic differentiation leads in this context not only to a very flexible and efficient algorithm for computing the re-
quired Jacobian but also provides the sparsity pattern of the Jacobian which is exploited by suitable optimization methods. In
Section 2 we will give a formal description of the optimization problem to be solved for state and parameter estimation. Then
we briefly present in Section 3 the concept of automatic differentiation in the form used here. As an illustrative example we
show in Section 4 how to estimate the model parameters of the Lorenz-96 model. In Section 5 we discuss how to estimate
the delay time in delay differential equations and provide in Section 6 an example (Mackey–Glass model).
2. State and parameter estimation method
The method used here to adapt a model to a time series is based on minimizing a cost function and was introduced in Ref.
[19]. For completeness we present in the following an extended version covering also delay differential equations (DDEs).
We assume that a multivariate R-dimensional time series fgðnÞg is given consisting of N þ 1 samples gðnÞ¼̂gðtnÞ 2 RR
measured at times T ¼ ftn ¼ n  Dtjn ¼ 0;1; . . . ;Ng. For simplicity the observation times tn are equally spaced (with a
fixed time step Dt) and start at t0 ¼ 0. The estimation method can easily be extended to nonuniformly sampled obser-




¼ FðyðtÞ; ysðtÞ;p; tÞ; ð1Þ
with ysðtÞ ¼ yðt  sÞ. The state vector (s) yðtÞ ¼ ðy1ðtÞ; . . . ; yDðtÞÞ
T, the delay parameter s 2 R and the U model parameters
p ¼ ðp1; . . . ; pUÞ
T are unknown and have to be estimated from the time series fgðnÞg. Estimating s can not be conducted
as estimating p, because FðyðtÞ; ysðtÞ;p; tÞ does not explicitly depend on s. In fact FðyðtÞ; ysðtÞ;p; tÞ depends on ysðtÞ which
is a function of s. We shall later come back to this topic.
Note that (1) also describes (as a special case) models given by coupled ordinary differential equations (ODEs). In this case
the right-hand side of (1) is independent of ysðtÞ and thus can be replaced by FðyðtÞ;p; tÞ (see Ref. [19] for details).
To estimate the unknown quantities a measurement function
zðtÞ ¼ hðyðtÞ;q; tÞ; ð2Þ
is required to represent the relation between model states yðtÞ and the zðtÞ corresponding to the observations fgðnÞg. This
measurement function may contain V additional unknown parameters q ¼ ðq1; . . . ; qV Þ
T that also have to be estimated using
information from the given time series fgðnÞg.
2.1. Cost function
The goal of the estimation process is to find a set of values for all unknown quantities such that the model equations pro-
vide via measurement function (2) a model times series fzðtnÞg that matches the experimental time series fgðtnÞg. In other
words, the average difference between gðtnÞ and zðtnÞ should be small. Furthermore, the model equations should be fulfilled




¼ FðyðtÞ; ysðtÞ;p; tÞ þ uðtÞ: ð3Þ
The smaller uðtÞ is the better the model Eq. (1) are fulfilled. Next, for simplicity, uðtÞ and yðtÞ will be discretized at the
times in T . This means that yðtÞ will be sampled at the same time when data are observed. With yðnÞ¼̂yðn  DtÞ¼̂yðtnÞ and
Yða; bÞ ¼ fyðnÞjn ¼ a; aþ 1; . . . ; bg the set of values of the discretized model variables can be written as Yð0;NÞ. The quanti-
ties in Yð0;NÞ have to be estimated in addition to p and q. With the same discretization we have fuðnÞg ¼ fuðtnÞg. At this
point we assume a fixed (not to be estimated) delay s ¼ k  Dt with k 2 N which is not necessarily equal to the delay param-
eter of the physical process underlying the data. This simplifies the discretization of the delayed variable to
ysðtÞ ¼ yðn  Dt  k  DtÞ ¼ yððn kÞ  DtÞ ¼ yðn kÞ ¼ ykðnÞ. The set of the discretized delayed variable is then
Ykð0;NÞ ¼ Yðk;N  kÞ. Note that Yðk;N  kÞ ¼ Yðk;1Þ [ Yð0;N  kÞ. Since Yð0;N  kÞ  Yð0;NÞ, Yð0;N  kÞ contains
no additional quantities to be determined. Only the variables in Yðk;1Þ are additional quantities which have to be esti-
mated. Typically the delay time is much shorter than the length of the time series N  Dt and hence the number of elements in
Yðk;1Þ is much smaller than in Yð0;NÞ. Therefore the number of quantities to be estimated does not increase much com-
pared to a model given by ODEs (with similar D and N) where Yðk;1Þ has not to be estimated.





 FðyðnÞ; ykðnÞ;p; tnÞ; ð4Þ
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whereas the symbol DyDt

tn
stands for the finite difference approximation of dyðtÞdt at time tn. The goal of the adaption process is to
minimize (on average) the norm of uðnÞ and the norm of the difference gðtnÞ  zðtnÞ.
This leads to a cost function



























 qðw;wl;wuÞT  qðw;wl;wuÞ: ð9Þ
C1 penalizes the difference between gðnÞ and zðnÞ whereas C2 penalizes large magnitudes of uðnÞ. A;B, and E are weight
matrices that will be specified later. At the minimum of (5) the solution ðŶðk;NÞ; p̂; q̂Þ is obtained which is considered as the
solution of the estimation problem. In the term C3 a Hermite interpolation is performed to determine yaprðnÞ from neighbor-
ing points and the time derivatives which are, according to (3), given by
GðyðtÞ; ysðtÞ;p; tÞ ¼ FðyðtÞ; ysðtÞ;p; tÞ þ uðtÞ: ð10Þ




½yðn 2Þ þ yðnþ 2Þ þ 8
27
½yðn 1Þ þ yðnþ 1Þ þ Dt
18
½Gðyðn 2Þ; ykðn 2Þ;p; tn2Þ
 Gðyðnþ 2Þ; ykðnþ 2Þ;p; tnþ2Þ þ
4Dt
9
½Gðyðn 1Þ; ykðn 1Þ;p; tn1Þ  Gðyðnþ 1Þ; ykðnþ 1Þ;p; tnþ1Þ: ð11Þ
Smoothness of Yð0;NÞ is enforced by small differences yaprðnÞ  yðnÞ. The term C3 suppresses non-smooth (oscillating)
solutions which may occur without this term in the cost function. Let
w ¼ ðYð0;NÞ;Yðk;1Þ;p;qÞ ¼ ðYðk;NÞ;p;qÞ ¼ ðw1; . . . ;wLÞ; ð12Þ
be a vector containing all quantities to be estimated.1 Again, if the model is given by ODEs, Yðk;1Þ does not occur in w.
Hence for ODEs we obtain
w ¼ ðYð0;NÞ;p;qÞ: ð13Þ
To force w to stay between the lower and upper bounds wl and wu, respectively, qðw;wl;wuÞ ¼ ðq1; . . . ; qLÞ
T is defined as
qiðwi;wl;i;wu;iÞ ¼
wu;i wi for wi P wu;i
0 for wl;i < wi < wu;i
wl;i wi for wi 6 wl;i;
8><
>: ð14Þ
qi is zero if the value of wi lies within its bounds. To enforce this, the positive parameter b is set to a large number, e.g., 10
5. In
this paper the matrices A, B and E are diagonal matrices. The diagonal elements can be used for an individual weighting.
The homotopy parameter a can be used to adjust whether the solution should be close to data (a  1) or have a smaller
error in fulfilling the model equations (see Ref. [18]). In [20] a possible technique is described to find an optimal a. Further-
more one might use continuation (see Ref. [18]) where a is stepwise decreased. Starting with a  1 results in a solution close
to the data. Then, a is slightly decreased and the previously obtained solution is used as an initial guess and the cost function
is be optimized again. This procedure is repeated until the value a ¼ 0:5 is reached.




HjðwÞ2 ¼ kHðwÞk22; ð15Þ
where H(w) is a high dimensional vector valued function of the high dimensional vector w. To optimize (15) we use an
implementation of the Levenberg–Marquardt algorithm [21,22] called sparseLM [23]. Although CðwÞ will be optimized,
sparseLM requires H(w) and the sparse Jacobian of H(w) as input. In the next section we discuss how to derive the Jacobian
and its sparsity structure.
1 Here we assume that a fixed but arbitrary rule is used to order the elements of the sets Yð0;NÞ and Yðk;1Þ to define the elements of the vector w.
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3. Automatic differentiation
The technique used here to estimate the variables and the parameters of a model from time series is based on minimizing
the cost function (5) which can be written in the form of Eq. (15). The Levenberg–Marquardt algorithm used to minimize this
cost function needs the vector valued function H(w) and its Jacobian @H=@w with the elements @Hj=@wl as input. Remember
that the Jacobian has a sparse structure, i.e. it has many elements which are always zero. To compute this sparse Jacobian
there exist three different techniques: numerical differentiation, symbolic differentiation and automatic differentiation (sym-
bolic differentiation includes differentiation by hand). These techniques have particular advantages and disadvantages.
Numerical differentiation is easy to implement, but numerically not exact. Furthermore, the sparsity pattern can not be de-
tected reliably. Symbolic differentiation is numerically exact, but the function to be differentiated has to be available as a sin-
gle expression. Deriving the Jacobian by hand usually is very error prone. Symbolic differentiation tools may help at this
point, however, a change in the cost function requires deriving a new Jacobian. As an alternative the concept of automatic
differentiation can be used. It is easy to implement, numerically exact and the sparsity pattern of the Jacobian can be detected
automatically. Only the source code of the cost function is required by the automatic differentiation tool. Using automatic
differentiation requires additional computational resources.
After weighing up the pros and cons of the discussed methods for computing the Jacobian we came to the conclusion that
the concept of automatic differentiation is the most suitable one. Automatic differentiation is used here in terms of the tool
(library) ADOL-C [25,26]. ADOL-C provides functions to derive the numerical values of the Jacobian @H=@w of the function
H(w). Furthermore the sparsity pattern of @H=@w can be detected and the numerical values of the non-vanishing elements
can be derived (this functionality requires the graph coloring package ColPack [27]).
We used the Python interface [31] to ADOL-C wrapping functions of the ADOL-C library to Python. The advantage of using
the Python interface instead of the C interface is that the cost function can be coded directly in Python using [30] arrays.
ADOL-C is based on operator overloading. This means, that for computing the Jacobian the function to be differentiated
has to be available as source code, only, with an input w and return H(w). For evaluating the cost function usually the ele-
ments of w have a numerical data type (e.g., integer, float, . . .).
Typically deriving the sparsity pattern takes much more time than computing the non-zero values. However, this is more
or less negligible because the detection of the sparsity pattern only has to be performed once, whereas the computation of
the values of the non-zero elements occurs several times (always when the Jacobian has to be computed for a certain input
w, usually in each iteration of a numerical minimization routine).
For the examples in Sections 4 and 6 the time needed by ADOL-C used for computing the Jacobian of Eq. (15) was compared
with the time needed by the used minimization routine (sparseLM) and the results are shown in Table 1. It turned out that the
time needed by ADOL-C is much shorter than the time needed by sparseLM, i.e. the time needed to evaluate the cost function is
negligible. Hence using ADOL-C does not lead to a significant increase of CPU time needed to solve the estimation problem.
4. Lorenz-96 model
As described in Section 2 the estimation method can be used to adapt a system of ODEs to a time series (without time
delay). As our first example we use the Lorenz-96 model that was introduced by E. Lorenz in 1996 [28]. Here the D ¼ 80
dimensional system is used given by the set of ODEs
dyiðtÞ
dt
¼ yi1ðtÞ  ðyiþ1ðtÞ  yi2ðtÞÞ  yiðtÞ þ p; ð16Þ
whereas i ¼ 1; . . . ;D is a cyclic index. This means that for i ¼ D it is yiþ1 ¼ y1. For i ¼ 1 it is i 1 ¼ D and i 2 ¼ D 1. To
compare the results from the estimation process a twin experiment is performed. The time series fgðtnÞg with
tn 2 f0;0:01;0:02; . . . ;10g is generated by integrating a similar model
dxiðtÞ
dt
¼ xi1ðtÞ  ðxiþ1ðtÞ  xi2ðtÞÞ  xiðtÞ þ 8:17; ð17Þ
Table 1
CPU times needed for evaluation of the values of the sparse Jacobian compared
to the CPU time needed by the optimization routine. For the Mackey–Glass
model only the CPU time for s 2 ½2:3;2:4 from the second step of estimating
the delay time is shown. The time values were measured on a 1.3 GHz Dual core







cost function calls 1.07 s 31.8 s
Jacobian calls (ADOL-
C)
2.34 s 155 s
optimizer (sparseLM) 3.14 s 21845 s
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with the same dimension and cyclic index and taking the solution to build a noisy R ¼ D=2 ¼ 40 dimensional multivariate
time series by ‘‘observing’’ every second model variable,
gtsðtnÞ ¼ ðx1ðtnÞ; x3ðtnÞ; x5ðtnÞ; . . . xD1ðtnÞÞ: ð18Þ
A common type of noise in experimentally observed time series is white noise which is given by normally distributed ran-
dom numbers with a variance r2 and a mean which is zero. Adding the noise to the clean time series we obtain a noisy mul-
tivariate time series
gðtnÞ ¼ gtsðtnÞ þ rðtnÞ; rðtnÞ ¼ ðr1ðtnÞ; r2ðtnÞ; . . . ; rRðtnÞÞ with riðtnÞ  N ð0;r2Þ; ð19Þ
which is typical for experiments with measurement noise. To quantify the power of the clean signal and the noise one can
define the signal-to-noise-ratio (SNR in dB) for each time series as
SNRðfgiðtnÞgÞ ¼ 10  log10
PNþ1






(the overbar denotes the mean). The smaller the SNR the more measurement noise is present.
In this example the observed time series is given by
gðtnÞ ¼ ðx1ðtnÞ; x3ðtnÞ; x5ðtnÞ; . . . xD1ðtnÞÞ þ rð0;1:0Þ; ð21Þ
with a mean of the SNR of SNRðfgðtnÞgÞ ¼ 1=R 
PR
i¼1SNRðfgiðtnÞgÞ  10:7dB. The measurement function is given by
hðyðtÞ; tÞ ¼ ðy1ðtÞ; y3ðtÞ; y5ðtÞ; . . . yD1ðtÞÞ: ð22Þ
Next, the model (16) is adapted to fgðtnÞg and the model variables and the parameter are estimated from the time series. The
weighting matrices of the cost function (5) were fixed to: A ¼ 1D=2 (D=2 D=2 unity matrix), B ¼ 1D;E ¼ 105  1D and b ¼ 105.
As mentioned in Section 2.1, continuation with a is used here. This means that a was set to the following values:
0:9999;0:999;0:99;0:9;0:5. First, the cost function was optimized with a ¼ 0:9999, then the resulting solution was used
as the initial guess for the next optimization of the cost function with a ¼ 0:999. This procedure was repeated until
a ¼ 0:5 is reached. The solution of the optimization problem with a ¼ 0:5 was then considered as the solution of the esti-
mation problem. The results of the estimated solution for the model variables are shown in Fig. 1. One can see a good coin-
cidence of the model variables yðtÞ on the one hand and the ‘‘true’’ solution xðtÞ on the other hand. This is also the case for the
observations fgðtnÞg and hðyðtÞÞ. Furthermore the modeling error uðtÞ is small.
5. Delay differential equations and the estimation of delay parameters
An application where the cost function becomes rather complex and automatic differentiation turns out to be beneficial is
the estimation of parameters and states of DDEs. How to derive the delayed variable ykðnÞ ¼ yðn kÞ from yðnÞ for s ¼ k  Dt
with k 2 N was already discussed in Section 2.1. In this case Ykð0;NÞ can be computed from Yð0;NÞ without interpolation.
However, if k 2 Rþ this approach does not work anymore. One has to interpolate Yð0;NÞ to approximate Ykð0;NÞ. Because Dt
will be small a linear interpolation should be sufficient and hence is used here.
In the general case we have s ¼ ðk0 þ lÞ  Dt with s 2 Rþ; k0 2 N and l 2 ½0;1½. Note that, due to these restrictions on k0 and
l; k0 and l are uniquely defined for a given s. Using this substitution for s the delayed variable can be written as
ykðnÞ ¼ ysðtnÞ ¼ yðtn  sÞ ¼ yðtn  ðk
0 þ lÞ  DtÞ ¼ yðn  Dt  ðk0 þ lÞ  DtÞ ¼ yððn k0 þ lÞ  DtÞ ¼ yðn k0 þ lÞ; ð23Þ
and with linear interpolation between yðn k0Þ and yðn k0 þ 1Þ we obtain
ykðnÞ ¼ yðn k
0 þ lÞ ¼ yðn k0Þ þ yðn k
0 þ 1Þ  yðn k0Þ
Dt
 l  Dt ¼ yðn k0Þ þ yðn k0 þ 1Þ  yðn k0Þ
 
 l; ð24Þ
with ykðnÞ 2 ½yðn k
0Þ; yðn k0 þ 1Þ for n ¼ 0;1; . . . ;N. Note, that for l ¼ 0 we have s ¼ k0  Dt and hence the same situation as
in Section 2.1, were ykðnÞ ¼ yðn k
0Þ can be computed without an interpolation of the model variables.
One possibility to estimate s is discussed now. First, s must be added in Eq. (12) to the quantities to be estimated. Next,
bounds for s must be set in Eq. (9). This means that there are bounds to k0 so that (if the smallest bound of s is zero) we have
k0 2 ½1;K. If s and therefore k0 and l would be fixed and not estimated, w (Eq. (12)) would be w ¼ ðYðk0;NÞ;p;qÞ. When s
will be estimated, the number of elements in the history Yðk0;1Þ can vary during the optimization process due to varia-
tions in s (performed by the optimizer) and in k0. Because the number of elements of w has to stay constant during one opti-
mization process, the history with the largest possible number of elements, given by YðK;1Þ, must be added to w, which
then becomes w ¼ ðYðK;NÞ;p;q; sÞ. Estimating s with this approach has one major disadvantage. When the optimizer eval-
uates the cost function with a certain s, first k0 and l have to be derived from s. Next k0 is used as an index to define the inter-
vals ½yðn k0Þ; yðn k0 þ 1Þ with n ¼ 0;1; . . . ;N where to interpolate the model variables for deriving the delayed variables
ykðnÞ with n ¼ 0;1; . . . ;N. The cost function depends on the model equations, the model equations depend on the delayed
variable and the delayed variable is, as shown in Eq. (24), a function of the model variables. Only the latter ones are quan-
tities to be estimated. Hence the (sparse) Jacobian @HiðwÞ=@wj of H(w) (see Eq. (15)) depends on the (sparse) Jacobian
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@ykðnÞ=@yðnÞ of the delayed variables to the model variables. For any specific n there exist K possible intervals
½yðn ~kÞ; yðn ~kþ 1Þ with ~k 2 ½1;K where the linear interpolation might be performed although there is only the one inter-
val with ~k ¼ k0 where it finally will be performed. The derivative of the linear interpolation to the model variable can be writ-
ten as @ykðnÞ=@yðnÞ ¼ @yð~kþlÞDtðnÞ=@yðnÞ with ~k ¼ 0;1; . . . ;N. Since only for ~k ¼ k
0 a linear interpolation is performed, the
relevant elements of the Jacobian matrix corresponding to ~k – k are zero. Nevertheless, these elements which are zero at this
step are not necessarily zero during the entire optimization process. Therefore these elements must be included in the spar-
sity pattern of nonzero elements, although, most of the time, they are zero. The sparsity pattern must not change during an
optimization process. This fact would lead to a significant increase of (possible) nonzero elements in the Jacobian and hence
would remove the advantage of dealing with a sparse Jacobian.
To avoid these problems the estimation of the delay parameter is divided into two steps:
First step: The cost function is minimized for several fixed delays, s ¼ k  Dt with k 2 N. In this case, as described in Sec-
tion 2.1, no interpolation is necessary for computing the delayed variable. The solution of this step is ĈðsÞ. This means that
the assigned value is the value of the cost function in its minimum for a given s. ĈðsÞ has a global minimum close to
smin ¼ kmin  Dt.
Second step: From the first step we have values for the cost function only around the minimum at smin  Dt; smin and
smin þ Dt, as illustrated in Fig. 2. The global minimum at ŝ is either in the interval ŝ 2 ½smin  Dt; smin or in the interval
ŝ 2 ½smin; smin þ Dt. Now, s is estimated as well. As described at the beginning of this section, the delayed variable is com-
puted by linear interpolation of the model variable. The cost function is minimized two times: once with
s 2 ½smin  Dt; smin and then with s 2 ½smin; smin þ Dt. The solution (model variables, parameters, delay time) obtained for
the interval with the smallest value of the cost function after the optimization procedure is then taken as the final solution.
6. Example: Mackey–Glass model





1þ yðt  sÞ10
 p2yðtÞ; ð25Þ
and has the two model parameters p1; p2 beside the delay parameter s. To generate a data time series a twin experiment is









Fig. 1. Adaption of the 80 dimensional Lorenz96 model (Eq. (16)) to the time series fgðtnÞg (Eq. (17), green circles). Every second model variable was
observed. Left-hand side: The model output given by the measurement function hðtÞ (Eq. (22), blue lines) was adapted to fgðtnÞg ((a), (c)). (b) and (d) show
the ‘‘true’’ solution xi (red dashed lines) with the corresponding estimates yi (blue lines),whereas for these quantities there exist measurements gyi . Right-
hand side: (e), (f), (g) and (h) show estimates for the model variables yi (blue lines) and the ‘‘true’’ solutions xi (red dashed lines). Note that for all cases
shown on the right-hand side there exist no measurements. The model parameter is estimated to p ¼ 8:165, whereas 8.17 is used for generating the data by
(17). Note that only a few of the 80 estimated model variables (with and without data) are shown. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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dxðtÞ
dt
¼ 2  xðt  2:38Þ
1þ xðt  2:38Þ10
 1  xðtÞ; ð26Þ
was integrated first. The solution is then used to generate the (noisy) time series
gðtnÞ ¼ xðtnÞ þ N ð0;0:1Þ; ð27Þ
with tn 2 f0;0:1; . . . ;60g and N ¼ 601 with timesteps Dt ¼ 0:1 (SNR ¼ 8:0dB according to Eq. (20)).
Next the model (25) was adapted to fgðtnÞg using the measurement function
hðyðtÞ; 	; 	Þ ¼ yðtÞ: ð28Þ
The parameters p1, p2 and s were estimated in addition to the model variable. As described in Section 5 the estimation of s is
divided into two steps:
	 First s is fixed to several different values s ¼ k  Dt with k ¼ 3;4; . . . ;100 and Dt ¼ 0:1. For each fixed s the cost function is
minimized. The value of the cost function at its minimum is denoted by ĈðŶðk;NÞ; p̂; 	; sÞ. Its dependence on s is shown
in Fig. 3. One can see a clear minimum at s ¼ 2:3. Due to the step size of Dt ¼ 0:1 and the smoothness around this min-
imum one can expect that the global minimum is either at s 2 ½2:2;2:3 or at s 2 ½2:3;2:4.
	 Second the cost function is minimized two times (first with the bounds s 2 ½2:2;2:3 and second with s 2 ½2:3;2:4). In
each case the delayed variable is approximated by linear interpolation according to Eq. (24). Remember that due to
the bounds the index k0 does not change during each optimization process and hence does not have to be recomputed
from s in each iteration. Only l changes.
Fig. 2. Estimation of the delay parameter: An illustration of the cost function ĈðsÞ around the minimum at smin is shown. The values of ĈðsÞ shown by the
(blue) dots where obtained by the first step of estimating the delay parameter. The global minimum of ĈðsÞ at ŝ is either in the interval ŝ 2 ½smin  Dt; smin
or in the interval ŝ 2 ½smin; smin þ Dt, as illustrated by the (red) dashed and continuous lines. Both lines describe possible behaviors of ĈðsÞ between the
(blue) dots. To determine whether the global minimum is in ½smin  Dt; smin or ½smin; smin þ Dt both intervals are investigated separately in the second step
using linear interpolation of the state variable. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
this article.)
Fig. 3. Cost function for adaption of the Mackey–Glass (25) model to a time series generated in a twin experiment with Eq. (27).
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For all performed estimation processes the weighting matrices of the cost function (5) (in this cases they are scalar) and a
were fixed to: A ¼ B ¼ 1; E ¼ 103; b ¼ 105 and a ¼ 0:5. The results for the estimated parameters and the delay parameter are
shown in Table 2. For s 2 ½2:3;2:4 the cost function Ĉð. . . ; sÞ at its minimum has a smaller value than for s 2 ½2:2;2:3. Hence
the solution for s 2 ½2:3;2:4 was chosen as the final result. Furthermore the estimated values for p1; p2 and s coincide much
better with the ‘‘true’’ values used to generate fgðtnÞg (compared to the estimated values with s 2 ½2:2;2:3). The estimated
model variable for s 2 ½2:3;2:4 is shown in Fig. 4. One can see a good coincidence of the model variable yðtÞ on the one hand
and the ‘‘true’’ solution xðtÞ (Fig. 4b) and the data fgðtnÞg (Fig. 4a) on the other hand with a small modeling error uðtÞ (Fig. 4c).
7. Conclusions
Many optimization based system identification methods require information about derivatives of the underlying cost
function in order to converge to the desired optimum. In general this information has to be provided by the user (or
programmer) in terms of a Jacobian matrix, for example. Our examples show that this (typically cumbersome) task can
be conveniently handled by means of automatic differentiation. This versatile tool from applied mathematics and computer
science not only gives exact numerical values of the required derivatives, but also provides (and respects) the sparsity struc-
ture of the Jacobian matrix which may be exploited by any calling algorithm. These features have been demonstrated with a
particular optimization algorithm (SparseLM) that enabled parameter and state estimation of the high dimensional
Lorenz-96 system and the Mackey–Glass delay differential equation. A challenge for future research will be, for example,
a successful application of the proposed parameter estimation to electrophysiological models of cardiac myocytes.
Our implementation (Python, C) of the estimation algorithm and a Python wrapper for sparseLM are available for down-
load [32]. Other possible fields of application in nonlinear dynamics are bifurcation analysis and the computation of Lyapu-
nov exponents and (covariant) Lyapunov vectors [33].
Table 2
Model parameters p1 ; p2 and delay parameter s of the Mackey–Glass model (25) estimated by adapting
the model (25) to the time series given by Eq. (27). According to Fig. 3 the cost function ĈðŶðk;NÞ; p̂; 	; sÞ
has its global minimum either in s 2 ½2:2;2:3 or in s 2 ½2:3;2:4. Minimizing the cost function and
estimating s in addition to the model parameters and variables for both intervals results in a smaller
ĈðŶðk;NÞ; p̂; 	; sÞ for s 2 ½2:3;2:4.
ðp1;p2Þ s Ĉð. . . ; sÞ
data (2,1) 2.38
estim. s 2 ½2:2;2:3 (1.73,0.86) 2.300 5:41  103




Fig. 4. Adaption of the Mackey–Glass (25) model to the time series g (see (27), green circles) which was generated by the original ‘‘true’’ solution x (red
dashed line,) unknown to the estimation algorithm) using the measurement function hðyðtÞ; 	; 	Þ (blue line, see (28)). The estimated solution for the model
variable is y (blue line in (b)) and u (black line in (c)) is the error in the approximation of the model equation (see (4)). The delay time s 2 ½2:3;2:4 was also
estimated beside the model parameters and all estimated values are shown in tab. 2. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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Appendix A. Python example for automatic differentiation using ADOL-C
For illustration we present and discuss a Python example showing how to derive the sparse Jacobian of a function H(w) in
Listing 1.
Before ADOLC can compute the numerical values of the Jacobian data type an internal function representation of H (w),
called trace, is created in lines 15–22. To do this the data type of the elements of the input vector is changed to the ADOL-C
Fig. Listing. Simple Python example demonstrating the derivation of the (sparse) Jacobian of the function H(w) usind the automatic differentiation tool
ADOL-C.
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data type ’adouble’ (line 16). Many (mathematical) functions are overloaded for this data type and can hence be used in the
function to be differentiated. FOR-loops, WHILE-loops, IF . . .THEN statements, etc. are also allowed under certain conditions.
In lines 28 and 31 the function H (w) and its dense Jacobian are computed using the previously created trace for a new w. In
line 40 the sparsity pattern of the Jacobian is detected and used in line 52 to compute the numerical values of its non-zero
elements. The output in lines 33–35 and lines 55–59 show that the computed dense and sparse Jacobians are equal for the
same w.
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5 Quantifying uncertainty in state and
parameter estimation
The following pages contain the article
U. Parlitz, J. Schumann-Bischoff, and S. Luther. “Quantifying uncertainty in state
and parameter estimation”. In: Phys. Rev. E 89.5 (May 2014), p. 050902. doi:
10.1103/PhysRevE.89.050902.
The idea for the approach of how to quantify the uncertainties was devised by the
author U. Parlitz. I designed, implemented, and performed all required simulations in
this article, except the simulation underlying Fig. 1. Furthermore, I designed and created
all figures, with the exception of Fig. 1. The text was mainly written by U. Parlitz and
revised by the other authors.
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Observability of state variables and parameters of a dynamical system from an observed time series is analyzed
and quantified by means of the Jacobian matrix of the delay coordinates map. For each state variable and each
parameter to be estimated, a measure of uncertainty is introduced depending on the current state and parameter
values, which allows us to identify regions in state and parameter space where the specific unknown quantity
can(not) be estimated from a given time series. The method is demonstrated using the Ikeda map and the
Hindmarsh-Rose model.
DOI: 10.1103/PhysRevE.89.050902 PACS number(s): 05.45.Tp, 05.45.Xt
In physics and other fields of science including quantitative
biology, life sciences, and climatology, mathematical models
play a crucial role for understanding and predicting dynamical
processes. In the following we assume that such a model
exists and is known. But even in the ideal case of a model
obtained from fundamental physical laws this model typically
contains some parameters whose values have to be determined
depending on the physical context. Furthermore, not all
state variables of the model may be easily experimentally
accessible. To estimate the unknown parameters and state
variables you may either devise specific experiments focusing
on the quantity of interest or you can try to extract the required
information from a measured time series of the process to
be modeled. Technically, several estimation methods exist,
including observer or synchronization schemes [1–6], particle
filters [7], a path integral formalism [8,9], or optimization
based algorithms [10–12]. However, these methods may fail
and at this point the question arises whether the failure
is due to the specific algorithm used or due to a lack of
information in the available time series. In this article we
address the second option and present a general approach
for answering the question whether a given time series
enables the estimation of parameters or variables of interest
in a given model. The mathematical tool that is used to
answer this question is delay reconstruction [13–17] and
the basic criterion for local observability is the rank of the
Jacobian matrix of the delay coordinates map. This approach
was motivated by work of Letellier, Aguirre, and Maquet
[18–20] who studied the question which state variables can be
estimated or observed from a given time series using derivative
coordinates. Observability of (continuous) dynamical systems
is also a major issue in control theory [21–23] and nonlinear
time series analysis [24]. Here we consider discrete time and
delay coordinates, and we introduce a quantitative measure
of uncertainty, which in general varies on the attractor
and thus indicates where in state space estimation is more
efficient and less error prone. Furthermore, we focus not
only on state variables but also on observability of model
parameters.
Let’s assume, first, that our model of interest is a M-
dimensional discrete dynamical system,
x(n + 1) = g[x(n),p], (1)
given by an iterated function g depending on the state vector
x(n) = [x1(n), . . . ,xM (n)] ∈ RM at time n and K parameters
p = (p1, . . . ,pK ) ∈ RK . This system generates the times
series {s(n)} with s(n) = h[x(n)] (for n = 1, . . . ,N), where
h denotes a measurement or observation function. The time
series {s(n)} can be used to construct a D-dimensional delay
reconstruction [13–17],
y(n) = [s(n),s(n + 1), . . . .,s(n + D − 1)]
= G(x(n),p) ∈ RD, (2)
providing the delay coordinates map G : RM+K → RD .
To uniquely recover the full state x and the parameters p
from the observations represented by the reconstructed state
y, we require the map G to be smooth and locally invertible.
More precisely, let M + K  D and let (x,p) ∈ U where U ⊂
RM+K is a smooth manifold. Then G is locally invertible on
the image G(U) ⊂ RD if the D × (M + K) Jacobian matrix
DG(x,p) has full rank M + K (i.e., G is an immersion [15]).
The map from delay reconstruction space RD to the state
and parameter space RM+K is locally given by the (pseudo)
inverse of the Jacobian matrix DG of the delay coordinates
map G, which can be computed using a singular value
decomposition
DG = USV tr (3)
where S = diag(σ1, . . . ,σM+K ) is a (M + K) × (M + K)
diagonal matrix containing the singular values σ1 
σ2  · · ·  σM+K  0 and U = [u(1), . . . ,u(M+K)] and V =
[v(1), . . . ,v(M+K)] are orthogonal matrices, represented by
the column vectors u(i) ∈ RD and v(i) ∈ RM+K , respectively.
V tr is the transposed of V coinciding with the inverse
V −1 = V tr. Analogously, U tr = U−1 and the (pseudo) in-
verse Jacobian matrix reads DG−1 = V S−1U tr where S−1 =
diag(1/σ1, . . . ,1/σM+K ). Multiplying by U from the right we
obtain DG−1U = V S−1 or
DG−1u(j ) = 1
σj
v(j ) (j = 1, . . . ,M + K). (4)
In Fig. 1 the transformation of singular vectors Eq. (4)
is illustrated for the case M = 2 and K = 0 (no unknown
parameters). The diagram shows how small perturbations of y
in delay reconstruction space result in deviations from x in the
original state space. Most relevant for the local observability of
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tr
FIG. 1. (Color online) The (pseudo) inverse Jacobian matrix
DG−1(y) maps perturbations of y in delay reconstruction space to
deviations from the state x whose magnitudes depend on the direction
of the perturbation as described by Eq. (4).
the (original) state x is the length of the longest principal axis of
the ellipsoid given by the inverse of the smallest singular value
σ2 (see Fig. 1). Small singular values correspond to directions
in state space, where it is difficult (or even impossible) to locate
the true state x given a finite precision of the reconstructed state
y. The ratio σmin/σmax of the smallest and the largest singular
value is a measure of observability at the reference state x. By
averaging on the attractor we define (analogously to a similar









If the perturbations of y are due to normally distributed
measurement noise then they can be described by a symmetric
Gaussian distribution centered at y,
Q(ỹ) = exp
[− 12 (ỹ − y)tr−1y (ỹ − y)]√
(2π )D det(y)
, (6)
where ỹ is the perturbed state, y = diag(ρ2, . . . ,ρ2) = ρ2ID
denotes the D × D covariance matrix (ID stands for the
D-dimensional unit matrix), and the standard deviation ρ
quantifies the noise amplitude. For (infinitesimally) small
perturbations y = ỹ − y, this distribution is mapped by the
pseudo inverse of the linearized delay coordinates map to the
(nonsymmetrical) distribution
P (x̃) = exp
[− 12 (x̃ − x)tr−1x (x̃ − x)]√
(2π )M+K det(x)
, (7)
centered at x with the inverse covariance matrix





V S2V tr. (8)
The marginal distribution Pj of the j th state variable
centered a xj is given by











where the standard deviation ρj is given by the square root of
the diagonal elements of the covariance matrix ρj =
√
x,jj
that can be obtained by inverting −1x [given in Eq. (8)]. Since
the noise level ρ of the observations appears in Eq. (8) as a
FIG. 2. (Color online) Observability of the state variables x1 and
x2 of the Ikeda map Eq. (11) from a x1 time series (with known
parameters, K = 0, M = 2). (a), (b) Color-coded ratio of singular
values σmin/σmax vs. x1 and x2 for reconstruction dimension D = 2
(a) and D = 3 (b). The white curves in (a) indicate the location of
zeros of det(DG). (c), (d) Color-coded uncertainties ν1 (c) and ν2 (d)
of x1 and x2 estimates, respectively. Note the logarithmic color axes.
Black dots represent the Ikeda attractor.






[V S−2V tr]jj (10)
as a measure of uncertainty when estimating xj , which can be
interpreted as a noise amplification factor. The same reasoning
holds for the unknown parameters p.
To illustrate this quantification of observability, we first con-
sider the Ikeda map [25] z(n + 1) = p1 + p2z(n) exp[ip3 −
ip4/(1 + |z(n)|2)] with z(n) = x1(n) + ix2(n) ∈ C that can
also be written as
x1(n + 1) = p1 + p2[x1(n) cos θn − x2(n) sin θn]
x2(n + 1) = p2[x1(n) sin θn + x2(n) cos θn], (11)
where θn = p3 − p4/[1 + x21 (n) + x22 (n)]. For the standard
parameters p1 = 1, p2 = 0.9, p3 = 0.4, and p4 = 6, this map
generates the chaotic attractor shown in Fig. 2.
First, we consider a case where all parameters are known
and only the variables x1 and x2 have to be estimated from the
observable s(n) = x1(n) (i.e., M = 2 and K = 0). Figures 2(a)
and 2(b) show (color-coded) the ratio of the smallest singular
value σmin = σM and the largest singular value σmax = σ1 of the
Jacobian matrix DG(x) of the delay coordinates map versus
x1 and x2. Reconstruction dimensions are D = 2 in Fig. 2(a)
and D = 3 in Fig. 2(b), respectively. For D = 2, the white
curves indicate the zeros of the determinant of DG(x,p) that
are computed as contour lines. As can be seen, parts of the
Ikeda attractor cross these singularity manifolds or are close to
regions in state space where the ratio σmin/σmax is very close to
zero, indicating an almost singular Jacobian matrix DG. There,
state estimation is not possible, a fact that reconfirms previous
results indicating that reconstruction dimensions D > 2 are
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FIG. 3. (Color online) Histograms (color-coded) of uncertainties
ν1 (a) and ν2 (b) computed from a x1 time series of length N =
1 000 000 generated on the attractor of the Ikeda map Eq. (11) with
reconstruction dimensions ranging from D = 2 to D = 7. The state
variables x1 and x2 are estimated (M = 2), while all parameters are
assumed to be known (K = 0).
required for the Ikeda map [26]. For D = 3, the singularities
disappear and only some regions with relatively low ratios
σmin/σmax remain.
Figures 2(c) and 2(d) show ν1 and ν2 versus x1 and x2,
respectively. For both variables their uncertainties νk vary and
there are regions of low ν1 but relatively large ν2.
Figures 3(a) and 3(b) show histograms of ν1 and ν2 for
different reconstruction dimensions D, which were obtained
from an orbit of length N = 1 000 000 on the Ikeda attractor.
Due to the choice s(n) = x1(n) the uncertainty ν1 of x1 is for all
dimensions equal or less than one. For D = 2 the uncertainty
ν2 of x2 reaches very high values >106 when the orbit
passes those regions in state space where the Jacobian matrix
DG is (almost) singular [see Fig. 2(a)]. For reconstruction
dimensions D = 3 the ν2 histogram is bounded by ν2 < 103
indicating a significant improvement and for D = 4 the bound
reduces to ν2 < 10, a value that doesn’t change anymore if
the reconstruction dimension is increased furthermore. This
feature is in very good agreement with previous results
obtained when estimating Lyapunov exponents from Ikeda
time series [26].
To obtain the histograms shown in Fig. 3 and in the
following figures the model equations are used to generate a
trajectory which provides a representative sample and subset of
the attractor (similar to numerical computations of Lyapunov
exponents).
For the results shown in Figs. 3(a) and 3(b) only the state
variables are estimated and all parameters are assumed to be
known (M = 2, K = 0). Figure 4 shows also the uncertainties
ν3, ν4, ν5, and ν6 of the parameters p1, p2, p3, and p4 for
an estimation task where all variables (M = 2) and all pa-
rameters (K = 4) are unknown. For increasing reconstruction
dimension D, the distributions of all uncertainties converge
with monotonically decreasing upper bounds (largest ν values
quantifying large uncertainty of estimates at specific locations
on the attractor).
Delay reconstruction can also be applied to observables
s(t) = h[x(t)] from continuous dynamical systems,
ẋ = f(x,p), (12)
using a suitable delay time τ :
y = {s(t),s(t + τ ), . . . .,s[t + (D − 1)τ ]} = G(x,p) ∈ RD.
The Jacobian matrix DG(x,p) of the delay coordinates map
G can be computed by solving linearized equations providing
FIG. 4. (Color online) Histograms (color-coded) of uncertainties
of state and parameter estimates of the Ikeda map Eq. (11) for recon-
struction dimensions ranging from D = 6 to D = 12. Distributions
are computed from a x1 time series of length N = 1 000 000 generated
on the Ikeda attractor. All variables (M = 2) and all parameters
(K = 4) are assumed to be unknown.
the Jacobian matrices Dxφt (x,p) and Dpφt (x,p) of the flow
φt generated by the system Eq. (12) [27]. To demonstrate the
application of the proposed uncertainty analysis to continu-
ous time system we use the Hindmarsh-Rose (HR) neuron
model [28]
ẋ1 = −x31 + p1x21 + x2 − x3
ẋ2 = 1 − p2x21 − x2 (13)
ẋ3 = p3 [x1 + p4(p5 − x3)] .
For parameter values p1 = 3, p2 = 5, p3 = 0.004, p4 = 3.19,
p5 = 0.25 the HR model exhibits chaotic bursting of x1 and
x2 and slow variations of x3 [11].
Figures 5(a) and 5(b) show the dependence of probabil-
ity distributions (color-coded) of uncertainties ν2, and ν3,
respectively, on the delay time τ chosen for performing the
delay reconstruction. The reconstruction dimension equals
D = 7. With this example, all parameters are assumed to
be known (K = 0) and the first state variable is chosen as
measured time series s(tn) = x1(tn) with tn = nτ . Therefore,
the estimation of x1 is not much affected by the choice of
the delay time and ν1  1 (with ν1 ≈ 1 most of the time, not
shown here). As can be seen, the centers of both distributions
decrease monotonically with τ indicating an improvement of
the estimation accuracy for larger delay times. Figures 5(c)
and 5(d) show histograms (color-coded) of uncertainties
ν2 and ν3 versus reconstruction dimension D for τ = 0.1.
Larger D provides lower uncertainties νj and compared to
Figs. 5(a) and 5(b) very large νj do not occur anymore.
Note that corresponding columns of Figs. 5(a) and 5(b)
and Figs. 5(c) and 5(d), respectively, are computed using
delay coordinates covering the same window in time ranging
from τ (D − 1) = 0.1 × 6 = 0.6 to τ (D − 1) = 30.1 × 6 =
1806 × 0.1 = 180.6. The more densely sampling (τ = 0.1)
underlying Figs. 5(c) and 5(d) provides more information
about the underlying dynamics and results in lower uncertainty
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FIG. 5. (Color online) Probability distributions (color-coded) of
uncertainties ν2 and ν3 when estimating the state variables x1, x2,
and x3 of the HR model Eq. (13) from a x1 time series. In (a) and
(b) the delay reconstruction dimension is fixed at D = 7 and the
delay τ is varied. (c), (d) Distributions for τ = 0.1 and different
reconstruction dimensions D. Corresponding columns (histograms)
of all four diagrams show results for the same window in time (D −
1)τ used upon delay reconstruction. (e), (f) Observability index γ̄ (5)
(solid curve), σmin (dotted curve), and σmax (dashed curve) vs. τ and
vs. D.
values. Figures 5(e) and 5(f) show the observability index
γ̄ Eq. (5) and mean values of the smallest and the largest
singular values σmin and σmax versus τ and D, respectively.
While γ̄ exhibits a clear peak, σmin converges to an asymptotic
value, and σmax increases monotonically, i.e., the lengths of the
ellipsoid axes in Fig. 1 decrease (1/σmax) or converge (1/σmin).
If in addition to the three state variables x1, x2, and x3
also the five parameters p1, . . . ,p5 of the HR-model Eq. (13)
are to be estimated from the x1 time series then we have
to cope with an estimation task with M + K = 3 + 5 = 8
uncertainties whose distributions for τ = 0.1 are shown in
Fig. 6 for delay reconstruction dimensions ranging from D = 8
to D = 2008. For increasing D the uncertainties ν1, . . . ,ν6
corresponding to x1,x2,x3,p1,p2,p3 decrease to values close
to or below one. The uncertainties ν7 and ν8 of parameters
p4 and p5, respectively, remain rather large (>1000) even for
high-dimensional reconstructions. This feature indicates that
it is very difficult to estimate both parameters together. In fact,
if p4 (or p5) is known and only p5 (or p4) has to be estimated
(together with x1,x2,x3,p1,p2,p3) then the uncertainty values
of p5 (or p4) are much smaller and lie in the range of the
uncertainties of the other parameters. Applying a state and
parameter estimation algorithm [11,29] we also encountered
problems (in terms of large deviations from the true values)
when trying to estimate both parameters p4 and p5 together.
These two parameters are to some degree redundant in the
sense that different combinations yield (almost) the same
FIG. 6. (Color online) Distributions of uncertainties νj vs. recon-
struction dimension D obtained for the HR model Eq. (13) where all
three state variables and all five parameters are estimated from a x1
time series. The delay time τ = 0.1 is fixed.
x1 time series and thus cannot be clearly distinguished using a
x1 time series, only.
The presented approach for quantifying uncertainties of
model-based state and parameter estimation from time series
provides a general criterion whether and how reliably specific
model variables and parameters can be estimated from time
series. This method is independent from any particular
estimation method and it can be extended in several ways,
including unknown parameters in the measurement function
and multivariate time series. High uncertainty implies that the
corresponding quantity of the model has small impact on the
output and may thus be a candidate for reducing the formal
model complexity by pruning. Furthermore, the information
provided by the values of uncertainty can be exploited to
improve state and parameter estimation methods.
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Features of the Jacobian matrix of the delay coordinates map are exploited for quantifying the
robustness and reliability of state and parameter estimations for a given dynamical model using a
measured time series. Relevant concepts of this approach are introduced and illustrated
for discrete and continuous time systems employing a filtered Henon map and a R€ossler system.
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For many physical processes, dynamical models (differ-
ential equations or iterated maps) are available but often
not all of their variables and parameters are known or
can be (easily) measured. In meteorology, for example,
sophisticated large scale models exist, which have to be
continuously adapted to the true temporal changes of
temperatures, wind speed, humidity, and other relevant
physical quantities. To obtain a model that “follows”
reality, measured data have to be repeatedly incorpo-
rated into the model. In geosciences, this procedure is
called data assimilation, but the task to track state varia-
bles and system parameters by means of estimation meth-
ods occurs also in other fields of physics and applications.
However, not all observables provide the information
required to estimate a particular unknown quantity. In
this article, we consider this problem of observability in
the context of chaotic dynamics, where sensitive depend-
ence on initial conditions complicates any estimation
method. A quantitative characterization of local observ-
ability employing delay coordinates is used to answer the
question where in state and parameter space estimation
of a particular state variable or parameter is feasible and
where not.
I. INTRODUCTION
To describe and forecast dynamical processes in physics
and many other fields of science mathematical models are
used, like, for example, ordinary differential equations
(ODEs), partial differential equations (PDEs), or iterated
maps. Some of these models are derived from first principles,
while others are the result of a general black-box modeling
approach (e.g., based on neural networks). These models typi-
cally contain two kinds of variables and parameters: those
that can be directly measured or are known beforehand (e.g.,
fundamental physical constants) and others whose values are
unknown and very difficult to access.1,2 To estimate the latter
estimation methods have been devised that aim at extracting
the required information from the dynamics, here, represented
by the model equations and the experimentally observed dy-
namical evolution of the underlying process. Different
approaches for solving this dynamical estimation problem
have been devised in the past, including (nonlinear) observer
or synchronization schemes,3–13 particle filters,14 a path inte-
gral formalism,15,16 or optimization based algorithms.17–19
Before applying such an estimation method, one may
ask whether the available time series (observable) actually
contains the required information to estimate a particular
unknown value. In control theory, this is called observability
problem and it can for linear systems of ODEs be analyzed
and answered by means of the so-called observability ma-
trix.20,21 Using derivative coordinates, this approach can be
generalized for nonlinear continuous systems.20,22,23 For
state estimation of chaotic systems, Letellier et al.24–28 con-
sidered continuous dynamical systems
_x ¼ fðxÞ (1)
that generate some measured signal sðtÞ ¼ hðxðtÞÞ 2 R,
where x 2 U  RM is the state of the system, U is a smooth
submanifold of RM, and h : RM ! R denotes a measure-
ment or observation function. Consider now D-dimensional
derivative coordinates29–33 of the measured signal s(t)
y ¼ s; _s; €s;…; sðD1Þ
 
¼ FðxÞ 2 RD; (2)
where s(k) stands for the k-th temporal derivative of s(t), D is
the reconstruction dimension, and F is called derivative coor-
dinates map.31 If this map is (at least locally) invertible, then
we can uniquely determine the full state vector xðtÞ 2 U from
the signal s(t) and its higher derivatives.34 Furthermore, small
perturbations in y should correspond to small perturbations in
x and vice versa. Therefore, we want the map F : U !
FðUÞ  RD to be an immersion, i.e., a smooth map whose
derivative map is one-to-one at every point of U, or
equivalently, whose Jacobian matrix DF(x) has full rank on
the tangent space (here, rankðDFðxÞÞ ¼ M 8x 2 U). This
does not imply that the map F itself is one-to-one
(FðxÞ ¼ FðzÞ ) x ¼ z), since the derivative coordinates (2)
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separated by a finite distance. Therefore, the observability
analysis presented in the following is local, only, because it is
based on analyzing (the rank of) the Jacobian matrix DF. The
(global) one-to-one property of the map F is not checked
(what would be necessary, and for compact U also sufficient,
to show that F is an embedding31).
The DM Jacobian matrix DF(x) can be computed by
means of the vector field given in Eq. (1). In fact, for linear
ODEs, the Jacobian matrix DF(x) conforms with the observ-
ability matrix known from (linear) control theory.25 To esti-
mate the rank of DF(x), Letellier et al.24,25 suggest to
compute the eigenvalues lk 0 of the MM matrix
AðxÞ ¼ DFtrðxÞ  DFðxÞ: (3)
Nonzero eigenvalues of A(x) indicate full rank of DF(x) and,
thus, local invertibility of F at x. To quantify the (local) invert-
ibility of F(x) and, thus, the (local) observability of the full




where lmin(A) and lmax(A) denote the smallest and the larg-
est eigenvalues of the matrix A, respectively. Time averaging






Instead of derivative coordinates, we consider in the fol-
lowing delay coordinates.29–33 Furthermore, we extend the
observability analysis to parameter estimation and compute a
specific measure of uncertainty35 for each state variable or
parameter to be estimated. Last not least, we are not only
interested in quantifying the average observability (like d in
Eq. (5)) but also in local variations that can be exploited dur-
ing the state and parameter estimation process.
II. DELAY COORDINATES AND OBSERVABILITY
To motivate the concepts to be presented, in the follow-
ing, we shall first consider a discrete time system (iterated
map), where all model parameters are known and only state
variables have to be estimated from the measured time series.
A. Estimating state variables of a filtered Henon map
For an M dimensional discrete system
xðnþ 1Þ ¼ gðxðnÞÞ; (6)
which generates the times series {s(n)} with s(n)¼ h(x(n)),
where n¼ 1,…, N, we can construct D dimensional delay
coordinates29–33 with reconstructed states
yðnÞ ¼ sðnÞ; sðnþ 1Þ;…:; sðnþ D 1Þð Þ;
¼ GþðxðnÞÞ 2 RD: (7)
Again we assume that all states of interest x lie within a smooth
manifold U  RM. Here, we consider delay coordinates
forward in time. The function Gþ is therefore called forward
delay coordinates map Gþ : U ! GþðUÞ  RD. It is also pos-
sible to use delay coordinates backward in time, or mixed for-
ward and backward, and we shall address this issue in
Sec. II B.
As already discussed with derivative coordinates in
Sec. I, a state x¼ (x1,…, xM) is locally observable from the
time series {s(n)}, if Gþ is an immersion, i.e., if the Jacobian
matrix DGþ(x) has maximal (full) rank M at x. The corre-
sponding DM Jacobian matrix DGþ(x) can be computed
using the iterated map Eq. (6). If the Jacobian matrix
DGþ(x) has maximal rank M (assuming MD), then, Gþ is
locally invertible (on GþðUÞ). “Local” means that still a
delay vector y could possess different pre images (separated
by a finite distance).
To motivate and illustrate this analysis, we consider the
Henon map
x1ðnþ 1Þ ¼ 1 ax21ðnÞ þ bx2ðnÞ; (8)
x2ðnþ 1Þ ¼ x1ðnÞ (9)
with parameters a¼ 1.4 and b¼ 0.3. In the following, we
shall assume that the dynamics of this system is observed via
a filtered signal s(n) provided by an FIR-filter
sðnÞ ¼ x1ðnÞ þ cx1ðn 1Þ;
¼ x1ðnÞ þ cx2ðnÞ ¼ hðxðnÞÞ (10)
with filter parameter c.
For two dimensional delay coordinates, the delay coor-
dinates map reads
GþðxðnÞÞ ¼ ðsðnÞ; sðnþ 1ÞÞ;
¼ ðx1ðnÞ þ cx2ðnÞ; 1 ax21ðnÞ þ bx2ðnÞ þ cx1ðnÞÞ
or
GþðxÞ ¼ ðx1 þ cx2; 1 ax21 þ bx2 þ cx1Þ: (11)
The Jacobian matrix of the map Gþ is given by
DGþðxÞ ¼
1 c




detðDGþðxÞÞ ¼ 2acx1 þ b c2 (13)





For c ! 0, the FIR-filter is (asymptotically) deactivated and
the critical line disappears (c! 0) xs1 ! 1). For
0.0867< c< 3.66, however, the critical line crosses the cha-
otic attractor as shown for c¼ 0.5 in Fig. 1(a).
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B. Forward, backward, and mixed delay coordinates
Instead of using state space reconstruction based on for-
ward delay coordinates (7), one could also use backward
delay coordinates
yðnÞ ¼ sðnÞ; sðn 1Þ;…; sðn Dþ 1Þð Þ;
¼ GðxðnÞÞ 2 RD (15)
or more general, a combination of forward and backward
components
yðnÞ ¼ sðn DÞ;…sðn 1Þ; sðnÞ; sðnþ 1Þ;ð
…; sðnþ DþÞÞ;
¼ G6ðxðnÞ; D;DþÞ 2 RD (16)
called mixed delay coordinates in the following, with recon-
struction dimension D¼ 1þDþDþ. To obtain the back-
ward components s(n k)¼ h((x(n k), the inverse map
x(n 1)¼ g1(x(n)) and its Jacobian matrix are required
(here, we assume that the dynamics is time invertible). For
discrete time systems (like the Henon example), the underly-
ing map (6) has to be inverted and, for continuous time sys-
tems, the inverse of the flow can, in principle, be computed
by integrating the system ODEs (1) backward in time. In
both cases, however, problems may occur in practice,
because an explicit form of the inverse map may not exist
and backward integration of dissipative systems results in
diverging solutions and numerical instabilities (for longer
integration times). Despite these difficulties inclusion of
backward components turns out to be beneficial for the esti-
mation task as will be demonstrated in the following for the
Henon examples and the R€ossler system.
C. Noisy observations and uncertainty
At states (x1, x2) with x1 6¼ xs1, the delay coordinates
map G is, in principle, invertible, but the inverse can be very
susceptible to perturbations in y like measurement noise. To
quantify the robustness and the sensitivity of the inverse
with respect to noise, we consider the singular value decom-
position of the Jacobian matrix DG of the delay coordinates
map
DG ¼ U  S  Vtr; (17)
where S¼ diag(r1,…,rM) is an MM diagonal matrix con-
taining the singular values r1r2…rM 0 and
U¼ (u(1),…, u(M)) and V¼ (v(1),…, v(M)) are orthogonal mat-
rices, represented by the column vectors uðiÞ 2 RD and
vðiÞ 2 RM, respectively. Vtr is the transposed of V coinciding
with the inverse V1¼Vtr. Analogously, Utr¼U1 and the
inverse Jacobian matrix reads
DG1 ¼ V  S1  Utr; (18)
where S1¼ diag(1/r1,…,1/rM). Multiplying by U from the
right, we obtain DG1U¼V  S1 or
DG1uðmÞ ¼ 1
rm
vðmÞ ; ðm ¼ 1;…;MÞ: (19)
This transformation is illustrated in Fig. 2 and it
describes how small perturbations of y in delay reconstruc-
tion space result in deviations from x in the original state
space. Most relevant for the observability of the (original)
state x is the length of the longest principal axis of the ellip-
soid given by the inverse of the smallest singular value rM
(see Fig. 2). Small singular values correspond to directions
in state space, where it is difficult (or even impossible) to
locate the true state x given a finite precision of the recon-
structed state y. For the filtered Henon map, we find that the
closer the state x is to the critical line given by xs1 (14), the
more severe is this uncertainty. This is illustrated in Figs.
1(a) and 1(b), where at some points x, the ellipses spanned
by the column vectors of the matrix V  S1 are plotted.
Figure 3 shows (color coded) the logarithm of the ratio
smallest singular value rmin¼rM (here: M¼ 2) divided by
the largest singular value rmax¼r1 vs. state variables x1 and
x2 in a range of coordinates containing the chaotic Henon
attractor. In Fig. 3(a), D¼ 2 dimensional forward delay (7) is
considered, where at xs1, the smallest singular value
rmin¼rM¼ r2 vanishes indicating the singularity (14) illus-
trated in Figs. 1(a) and 1(b). If the reconstruction dimension
D is increased from D¼ 2 to D¼ 3, the singularity disap-
pears as can be seen in Fig. 3(b) showing the ratio rmin/rmax
FIG. 1. (a) and (b) Henon attractor and singular axes 1r1 v
ð1Þ (short, blue) and
1
r2
vð2Þ (longer, red) for filter parameter c¼ 0.5. (c) and (d) delay coordinates
for c¼ 0.5 (xs1 ¼ 0:0357) and c¼ 0.08 (xs1 ¼ 1:311).
FIG. 2. The inverse Jacobian DG1(y) maps perturbations of y in delay
reconstruction space to deviations from the state x whose magnitudes
depend on the direction of the perturbation as described by Eq. (19).
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(color coded) for D¼ 3 dimensional forward delay coordi-
nates. For comparison, Figs. 3(c) and 3(d) show results
obtained with mixed delay coordinates (16) and backward
delay coordinates (15), respectively. The white areas in Fig.
3(d) correspond to ratios rmin/rmax< 0.01 indicating poor
observability (due to fast divergence of backward iterates of
the Henon map). Further increase of the reconstruction
dimension (D¼ 4 or D¼ 5) results in larger values of
rmin/rmax (not shown here).
To assess the observability on the Henon attractor, we
computed histograms of ratios rmin/rmax at 10
6 points.
Figure 4 shows these histograms for the same coordinates
used to generate the corresponding diagrams in Fig. 3. The
best results (large ratios) provide mixed delay coordinates
(Fig. 4(c)). We speculate that this is due to the fact that for-
ward and backward components cover different directions in
state space (similar to Lyapunov vectors corresponding to
positive and negative Lyapunov exponents).
If the perturbations of the reconstructed state y are due
to normally distributed, independent measurement noise,
then they can be described by a symmetric Gaussian distribu-









where Ry¼ diag(q2,…,q2)¼q2ID denotes the DD covari-
ance matrix (ID stands for the D-dimensional unit matrix)
and the standard deviation q quantifies the noise amplitude.
For (infinitesimally) small perturbations Dy ¼ ~y  y, this
distribution is mapped by the (pseudo) inverse of the delay









centered at x with the inverse covariance matrix
R1x ¼ DGtr  R1y  DG ¼
1
q2
DGtr  DG; (22)
¼ 1
q2
V  S2  Vtr: (23)
The marginal distribution Pj of a given state variable ~xj











where the standard deviation qj is given by the square root of






Using Eq. (22), the standard deviation of the marginal distri-
bution Pj can be written
qj ¼ q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi




V  S2  Vtr½ jj
q
(26)
and we consider in the following the factor
j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi




V  S2  Vtr½ jj
q
(27)
as our measure of uncertainty when estimating xj, because it
quantitatively describes how the initial standard deviation q
is amplified when estimating variable xj.
35
Figure 5 shows the uncertainties 1 and 2 vs. (x1, x2)
for different D¼ 3 dimensional delay coordinates. In Figs.
4(a) and 4(b), results obtained with D¼ 3 dimensional for-
ward delay coordinates (7) are given. Large uncertainties
occur mainly in a vertical stripe located near the singularity
at xs1 (Eq. (14)) occurring for D¼ 2. Figures 5(c)–5(f) show
uncertainties of x1 and x2 obtained with mixed delay
FIG. 3. Local observability of the filtered Henon map (8)–(10). Logarithm
of the (color coded) ratio of the smallest singular value rmin¼rM (M¼ 2)
divided by largest singular value rmax¼r1 vs. coordinates x1 and x2 for
c¼ 0.5. (a) D¼ 2 dimensional forward delay coordinates (7), (b) D¼ 3
dimensional forward delay coordinates (7), (c) D¼ 3 dimensional mixed
delay coordinates (16) (D¼ 1¼Dþ), and (d) D¼ 3 dimensional backward
delay coordinates (15).
FIG. 4. Histograms of ratios rmin/rmax computed at 10
6 points of the Henon
attractor with: (a) D¼ 2 dimensional forward delay coordinates (7), (b) D¼ 3
dimensional forward delay coordinates (7), (c) D¼ 3 dimensional mixed
delay coordinates (16) (D¼ 1¼Dþ), and (d) D¼ 3 dimensional backward
delay coordinates (15). Compare corresponding diagrams in Fig. 3.
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coordinates ((c) and (d)) and backward delay coordinates
((e) and (f)). For mixed delay coordinates (Figs. 5(c) and
5(d)) areas with very high uncertainties occur near the origin,
but along the attractor 1 and 2 take only relatively low val-
ues. This is also confirmed by the -histograms on the attrac-
tor given in Fig. 6 for the same delay coordinates as used in
Fig. 4. Again, the mixed delay coordinates turn out to be
superior to the purely forward or backward coordinates.
Furthermore, the dependence of the range of uncertainty val-
ues on the type of coordinates is different for different varia-
bles. While the uncertainty 1 of x1 increases when changing
from forward to backward delay coordinates (Figs. 6(a) and
6(e)), the uncertainty of x2 exhibits the opposite trend (Figs.
6(b) and 6(f)).
D. State and parameter estimation
Until now, only the state variables x1 and x2 are consid-
ered as unknowns to be estimated and the parameters a and b
of the Henon map and c of the FIR filter are assumed to be
known. We shall now consider the general case including
unknown parameters p ¼ ðp1;…; pPÞ 2 RP of the dynamical
system and unknown parameters q ¼ ðq1;…; qQÞ 2 RQ of
the measurement function h(x, q). Let the dynamical model
be a M-dimensional discrete
xðnþ 1Þ ¼ gðxðnÞ; pÞ (28)
or a continuous
_x ¼ fðx; pÞ (29)
dynamical system generating a flow
/t : RM ! RM (30)
with discrete t ¼ n 2 Z or continuous t 2 R time.
Furthermore, let’s assume that a time series {s(n)} of length
N is given observed via the measurement function
sðtÞ ¼ hð/tðx; pÞ; qÞ (31)
from a trajectory starting at x.
This provides the D-dimensional delay coordinates
FIG. 5. Uncertainty (27) of the variables x1 and x2 of the Henon map for
c¼ 0.5 and different D¼ 3 dimensional delay coordinates. (a) and (b) for-
ward coordinates (7), (c) and (d) mixed coordinates (16), and (e) and (f)
backward coordinates (15).
FIG. 6. Histograms of uncertainties (27) of x1 and x2 on the Henon attractor
(computed at 106 points) for D¼ 3 and c¼ 0.5 with (a) and (b) forward, (c)
and (d) mixed, and (e) and (f) backward delay coordinates (compare Fig. 4).
FIG. 7. Logarithm of ratio smallest singular value rmin¼r3 divided by larg-
est singular value rmax¼r1 vs. x1 and x2 for the case of MþP¼ 3
unknowns (x1, x2, p1¼ a). The diagram shows the plane p1¼ a¼ 1.4 in the
three dimensional estimation space. The other parameters are b¼ 0.3 and
c¼ 0.5. Diagrams (a) and (b) show the results obtained with forward delay
reconstruction dimensions D¼ 3 and D¼ 4, respectively.
FIG. 8. Logarithm of the ratio of singular values rmin/rmax¼r4/r1 vs. x1
and x2 for the case of MþP¼ 4 unknown quantities (x1, x2, p1¼ a, p2¼ b).
The diagrams show the x1-x2 plane at fixed p1¼ a¼ 1.4 and p2¼ b¼ 0.3 in
the four dimensional estimation space for c¼ 0.5. Diagrams (a) and (b)
show the results obtained with forward delay reconstruction dimensions
D¼ 4 and D¼ 5, respectively.
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y ¼ sðDsÞ;…; sðsÞ; sð0Þ; sðsþÞ;…; sðDþsþÞð Þ;
¼ Gðx; p; q; D;Dþ; s; sþÞ 2 RD (32)
with D¼ 1þDþDþ. Here, the delay coordinates map G is
considered as a function of: (i) the state x and the parameters
p of the underlying system, (ii) the parameters q of the mea-
surement function, (iii) the dimension parameters D and
Dþ, and (iv) the delay times s and sþ in backward and for-
ward directions, respectively. The option to use different
delay times, s and sþ for the backward and forward itera-
tions is motivated by the fact that for dissipative systems
backward solutions /sðxÞ quickly diverge and therefore a
choice s< sþ may be more appropriate. For the same rea-
son, D has typically to be smaller than Dþ. Since the recon-
struction dimensions and the delay times are chosen a priori
and are not part of the estimation problem they shall not be
listed as arguments of G to avoid clumsy notation. The
Jacobian matrix DG(x, p, q) of G has the structure



















































































































FIG. 9. Estimation of uncertainties j (j¼ 1,…, M¼ 4) of variables (x1, x2)
and parameters (p1¼ a, p2¼ b) of the Henon map (8) obtained with D¼ 5
dimensional forward delay coordinates.
FIG. 10. Estimation of all variables x¼ (x1, x2) and model parameters
p¼ (p1, p2)¼ (a, b) of the Henon map (8), and the measurement function pa-
rameter q¼ c (FIR filter (10)). The output of the FIR filter is forward embed-
ded in D¼ 9 dimensions. (a) Ratio of smallest and largest singular values.
(b)–(f) Uncertainties j of state variables and parameters in the plane {(x1,
x2, p1, p2, q): ((x1, x2)  [1., 1.] [1., 1.], p1¼ a¼ 1.4, p2¼ b¼ 0.3,
q¼ c¼ 0.5}.
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and it can also be written as
DG¼





rxhð/sðx; pÞ; qÞ  Dx/sðx; pÞ rxhð/sðx; pÞ; qÞÞ  Dp/sðx; pÞ rqhð/sðx; pÞ; qÞ
rxhðx; qÞ 0 rqhðx; qÞ





























tðx; pÞ and Dp/tðx; pÞ denote the Jacobian matri-
ces of the flow /t whose elements are derivatives with
respect to the state variables x and the parameters p, respec-
tively. For discrete dynamical systems (28), the Jacobians
Dx/
tðx; pÞ and Dp/tðx; pÞ can be computed using the chain
rule and the recursion schemes
Dx/
tþ1ðx; pÞ ¼ Dxgð/tðx; pÞ; pÞ  Dx/tðx; pÞ; (37)
Dp/
tþ1ðx; pÞ ¼ Dxgð/tðx; pÞ; pÞ  Dpgð/tðx; pÞ; pÞ
þDp/tðx; pÞ; (38)
with Dx/
0ðx; pÞ ¼ ID (DD unit matrix) and
Dp/
0ðx; pÞ ¼ 0. If backward iterations are required (D> 0
and s> 0) similar recursion schemes exist based on the
inverse map g1 (providing /t) and its Jacobian matrices
Dxg
1 and Dpg
1. Instead of recursion schemes, one may
also use symbolic or automatic differentiation.36 For contin-
uous systems (29), the required Jacobians can be obtained by
simultaneously solving linearized systems equations as will
be discussed in Sec. II F. Inverse maps (D> 0 and s> 0)
may be computed via backward integration of the ODEs (at
least for short periods of time before solutions diverge signif-
icantly). An extension for multivariate time series is
straightforward.
E. Parameter estimation for the Henon map
We shall now extend the discussion to include not only
state estimation but also parameter estimation. For better
readability, only forward delay coordinates are considered in
the following, but all steps can also be done with mixed or
backward delay coordinates, of course. We first consider the
case, where b and c are assumed to be known and only a has
to be estimated. In this case, M¼ 2 unknown variables and
P¼ 1 unknown system parameter exists (while Q¼ 0).
Therefore, delay coordinates with dimension D¼ 3 or higher
will be used. Figure 7 shows the ratio of singular values
rmin/rmax¼r3/r1 vs. (x1, x2) in a plane in R3 given by
p1¼ a¼ 1.4 (and fixed parameters b¼ 0.3 and c¼ 0.5). For
reconstruction dimension D¼ 3, the ration rmin/rmax is very
small for extended subsets (x, p)¼ (x1, x2, p1) of the plane
(white stripes in Fig. 7(a)). If the delay reconstruction dimen-
sion is increased to D¼ 4 (Fig. 7(b)). These regions shrink or
disappear. If the dimension D is increased furthermore, the
delay coordinates map has full rank in the full range of x1
and x2 values shown in Fig. 7 (results not shown here).
Now, we include p2¼ b in the list of quantities to be
estimated. Figure 8 shows the ratio of singular values
rmin/rmax for reconstruction dimensions D¼ 4 and D¼ 5.
For D¼ 4 curves with very low singular value ratios
rmin/rmax exist crossing the Henon attractor, which disappear
for D¼ 5.
Figure 9 shows the uncertainties 1,…,4 (Eq. (27)) for
D¼ 5. As can be seen, the values of uncertainties vary
strongly in the x1–x2 plane and still some islands with rather
large uncertainties exist.
Similar results are obtained if we include the remaining
parameters c in the estimation problem. Scanning the two-
dimensional x1–x2 subspace (plane) of the MþP¼ 5 dimen-
sional estimation problem for (x, p)¼ (x1, x2, p1, p2, q) with
fixed p1¼ a¼1.4, p2¼ b¼ 0.3, and q¼ c¼ 0.5 indicates
(almost) vanishing smallest singular values as long as D 8.
With D¼ 9 dimensional delay coordinates, the Jacobian ma-
trix DG(x, p) has clearly full rank almost everywhere within
the chosen range (x1, x2)  [1., 1.] [1., 1.] as can be
seen in Fig. 10(a). Figures 10(b)–10(f) illustrate the uncer-
tainties 1,…,5 (Eq. (27)) of x1, x2, p1, p2, q, respectively.
F. Continuous dynamical systems
To compute the Jacobian matrix DG(x, p) (34) of the
delay coordinates map G, we have to compute the gradients
(35) and (36) of the observation function s¼ h(x, q) and the
Jacobian matrices Dx/
tðx; pÞ and Dp/tðx; pÞ containing deriv-
atives of the flow /t generated by the dynamical system (29)
with respect to variables xj and parameters pj, respectively.
The MM matrix Dx/tðx; pÞ can be computed by solving the
linearized dynamical equations in terms of a matrix ODE
d
dt
Y ¼ Dxf ð/tðx; pÞ; pÞ  Y; (39)
where /tðx; pÞ is a solution of Eq. (29) with initial value x
and Y is an MM matrix that is initialized as Y (0)¼ IM,
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where IM denotes the MM identity matrix. Similarly, the




Z ¼ Dxf ðxðtÞ; pÞ  Z þ Dpf ðxðtÞ; pÞ (40)
with Z(0)¼ 0. Solving (39) and (40) simultaneously with the
system ODEs (29) we can compute Dx/
sðxÞ; Dx/2sðxÞ, etc.
and use these matrices to obtain the Jacobian matrix DG of
the delay coordinates map G (34). For mixed or backward
delay coordinates the required components can be computed
by integrating the system ODE and the linearized ODEs
backward in time.
1. The R€ossler system
To demonstrate the observability analysis for continuous
systems, we follow Aguirre and Letellier25 and consider the
R€ossler system
_x1 ¼ x2  x3;
_x2 ¼ x1 þ ax2;
_x3 ¼ bþ x3ðx1  cÞ;
(41)
with a¼ 0.1, b¼ 0.1, and c¼ 14.
Time series of different observables x1, or x2, or x3 are
considered, all of them consisting of N¼ 10000 values
sampled with Dt¼ 0.1. Figure 11 shows the R€ossler attractor,
where color indicates the uncertainty of estimating the vari-
able x1 (first column), or x2 (second column), or x3 (third col-
umn) using forward delay coordinates. The results in the first
row are obtained when observing x1, while the diagrams in
the second and third rows show results for x2 or x3 time se-
ries, respectively. The reconstruction dimension equals
D¼ 7 and the delay time is s¼ 0.5. The bright yellow bullet
indicates the state with the lowest uncertainty. This state and
the D 1¼ 6 following states plotted as thick red bullets
indicating the time series values that are used for the delay
reconstruction. They span a window in time of length
(D 1)s¼ 6  0.5 ¼ 3, which is about one half of the mean
period of the chaotic oscillations T	 6. The lowest uncer-
tainties are obtained for states whose reconstruction involves
trajectory segments following the vertical x3-excursion on
the attractor. In contrast, trajectory segments starting from
states with poor observability (large uncertainty) are located
in the flat part of the R€ossler attractor. Figures 11(a) and
11(b) show that using x1 time series low values of 1 occur
on parts for the attractor, where 2 is high (and vice versa).
Interestingly, this is not the case for delay reconstructions
based on x2 time series as can be seen in Figs. 11(d) and
FIG. 11. Color coded R€ossler attractors, where colors of points representing states are given by logarithms of uncertainty values 1 in the first column, 2 in
the second column, and 3 in the third column. All results are computed using forward delay coordinates. The diagrams in the first row show results obtained
based on a reconstruction of a x1 time series, the second row using x2 as an observable, and the third row uncertainties of estimates from x3 data. The recon-
struction dimension is D¼ 7 for all nine diagrams. The bright yellow bullet indicates the state with the lowest -value (respectively). To estimate this state
time series, values at this state and at D 1¼ 6 subsequent states indicated by dark (red) bullets are used for delay coordinates.
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11(e), where low uncertainties of x1 and x2 occur in similar
regions on the attractor.
In Fig. 12, distributions of uncertainty values of the
R€ossler system are shown that were obtained along an orbit
of N¼ 10 000 states sampled with Dt¼ 0.1. The distributions
are shown as color coded histograms, estimated from the rel-
ative frequency of occurrence of the corresponding j (in %).
All diagrams show the dependence of the histograms on the
delay time s chosen for forward delay coordinates (horizon-
tal axis). The reconstruction dimension is for all cases D¼ 4
and all three parameters are assumed to be known (and are
not part of the estimation task, i.e., P¼ 0). In the first row
(Figs. 12(a), 12(d), 12(g)), estimations are based on a x1 time
series from the R€ossler system, and in rows two and three, x2
FIG. 12. Histograms of uncertainties j of the R€ossler system (41) vs. delay time s. All parameters are assumed to be known (M¼ 3, P¼ 0) and forward delay
coordinates with dimension D¼ 4 are used. In the first row, a x1 time series is given, in the second row x2 data, and in the third row, the delay reconstruction is
based on x3. The three columns show histograms of the (logarithm of the) uncertainties 1, 2, and 3, respectively.
FIG. 13. Histograms of uncertainties j of the R€ossler system (41) vs. delay time s. All parameters are assumed to be known (M¼ 3, P¼ 0) and mixed delay
coordinates with dimension D¼ 1þDþDþ¼ 4 are used (D¼ 1, Dþ¼ 2). In the first row, a x1 time series is given, in the second row x2 data, and in the
third row, the delay coordinates are based on x3. The three columns show histograms of the (logarithm of the) uncertainties 1, 2, and 3, respectively.
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and x3 time series are used, respectively. The uncertainties j
of the given observable xj (Figs. 12(a), 12(e), 12(i)) mostly
equal one (log10(j)	 0) or are smaller (due to the additional
information provided by the delay coordinates). In general,
lowest uncertainties for all variables are obtained when using
x1 time series (Figs. 12(a), 12(d), 12(g)), while x3 data pro-
vide highest uncertainties (Figs. 12(c), 12(f), 12(i)).
Figure 13 shows the same diagrams but now computed
using four dimensional mixed delay coordinates with D¼ 1
and Dþ¼ 2. Similar to the results obtained with the Henon
map, the uncertainties computed for mixed delay coordinates
are typically smaller than those obtained with forward coor-
dinates. Furthermore, the histograms shown in Fig. 13 sug-
gest that for mixed delay coordinates, using x2 as measured
variable provides the best results, followed by the x1 time se-
ries. This is in contrast to forward coordinates (Fig. 12),
where x1 data yield the smallest uncertainties for the other
variables (x2 and x3). Similar results have been obtained with
three dimensional forward or mixed coordinates.
The fact that mixed delay coordinates provide the lowest
uncertainties when using x2 time series is consistent with
results for derivative coordinates obtained by Letellier
et al.24 who found a ranking x2  x1  x3 (for a different set
of model parameters). For better comparison with their












that provides the delay reconstruction analog c of the observ-
ability index (4). Figure 14 shows c vs. the delay time s for
different delay coordinates (rows) and different measured
time series (columns). While for forward delay coordinates,
the largest values of the observability index occur if x1 is
measured (Fig. 14(c)), x2 time series provide best observabil-
ity if mixed delay coordinates are used (Fig. 14(d)). Note that,
in most cases, high observability occurs for s	 1, which is
very close to the first zero of the autocorrelation function (that
is often used as preferred value for delay reconstruction).
Fig. 15 shows similar histograms but now for the full
estimation problem (M¼ 3 variables and P¼ 3 parameters).
Forward delay coordinates are used and the reconstruction
dimension is increased to D¼ 13 and an x1 time series of
length N¼ 10 000 is used (with sampling time Dt¼ 0.1). For
delay times s that are an integer multiple of half of the mean
period T/2	 3 relatively high uncertainties occur, in particu-
lar, for 2, 4, 5, and 6. This is due to the well known fact
that for these delay times, the attractor reconstruction results
in points scattered near a straight (diagonal) line (an effect
that also occurs when considering delay coordinates of a si-
nusoidal signal).
III. CONCLUSION
Starting from the question “Does some particular (meas-
ured) time series provide sufficient information for estimat-
ing a state variable or a model parameter of interest,” we
revisited the observability problem for nonlinear (chaotic)
dynamical systems. In particular, we considered delay coor-
dinates and the ability to recover not measured state varia-
bles and parameters from delay vectors. This requires to
“invert” the delay coordinates construction process, which is
at least locally possible, if the Jacobian matrix of the delay
coordinates map has maximum (full) rank. Furthermore, we
investigated how states near the delay vector are mapped
back to the state and parameter space of the systems. In this
way, it is possible to quantify the amplification of small per-
turbations in delay reconstruction space in different direc-
tions of the state and parameter space. This reasoning gave
FIG. 15. Histograms of uncertainties j of the R€ossler system (41) vs. delay
time s. Both, all state variables (M¼ 3) and all parameters (P¼ 3) are
assumed to be unknown and have to be estimated from a x1 time series.
Results are obtained using forward delay coordinates with D¼ 13. The
uncertainties 1, 2, 3 correspond to state variables x1, x2, and x3, while 4,
5, 6 quantify uncertainties of estimated parameters p1, p2, and p3.
FIG. 14. Mean observability indices (42) of the R€ossler system (41) vs.
delay time s based on three dimensional (dashed lines) and four dimensional
(solid lines) delay coordinates. Left column ((a), (c), and (e)) forward delay
coordinates. Right column ((b), (d), and (f)) mixed delay coordinates with
D¼ 1 and Dþ¼ 1 (dashed lines) or Dþ¼ 2 (solid lines). The measured
time series is in the first, second, and third rows, the variable x1, x2, and x3,
respectively.
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rise to the concept of uncertainties of estimated variables and
parameters. Both, observability and uncertainties may vary
considerably in state space and on a given (chaotic) attractor.
This feature was demonstrated with a discrete time system
(filtered Henon map) and a continuous system (R€ossler sys-
tem). Local observability and uncertainties also depend on
the available measured variable (time series) and the type of
delay coordinates. Best results were obtained with mixed
delay coordinates, containing at least a one step backward in
time.
The obtained information about (local) uncertainties in
state and parameter estimation can be used in several ways
for subsequent analysis. First of all, it may help to decide
whether the planned estimation task is feasible at all or
whether another observable has to be measured instead. For
continuous time systems, relevant time scales (delay times)
can be identified, where uncertainties are minimal.
The strong variations of local uncertainty values in state
space (along a trajectory) occurring with the examples
shown here are typical and should be taken into account by
any estimation method. If the system is in a state where, for
example, the uncertainty 1 of the first variable is high then
it might be better not to try to estimate this variable in this
state or close to it, because the estimate might be poor and
may spoil the overall results. Instead it makes more sense to
wait until the trajectory enters a region of state space, where
x1 can be estimated more reliably from the given time series.
The concrete implementation of such an adaptive
approach depends on details of the estimation algorithm. For
Newton-like algorithms, for example, it may consist of a
simple strategy decreasing correction step sizes. Another
potential application of uncertainty analysis is the identifica-
tion of redundant parameters, i.e., parameter combinations
that provide the same dynamical output.
ACKNOWLEDGMENTS
The research leading to these results has received fund-
ing from the European Community’s Seventh Framework
Program FP7/2007-2013 under Grant Agreement No.
HEALTH-F2-2009-241526, EUTrigTreat. We acknowledge
financial support by the German Federal Ministry of
Education and Research (BMBF) Grant No. 031A147, by
the Deutsche Forschungsgemeinschaft (SFB 1002:
Modulatory Units in Heart Failure), and by the German
Center for Cardiovascular Research (DZHK e.V.).
1H. U. Voss, J. Timmer, and J. Kurths, Int. J. Bifurcation Chaos 14(6),
1905–1933 (2004).
2A. Raue, V. Becker, U. Klingm€uller, and J. Timmer, Chaos 20, 045105
(2010).
3H. Nijmeijer and I. M. Y. Mareels, IEEE Trans. Circuits Syst. I 44,
882–890 (1997).
4H. J. C. Huijberts, T. Lilge, and H. Nijmeijer, Int. J. Bifurcation Chaos
11(7), 1997–2006 (2001).
5U. Parlitz, L. Junge, and L. Kocarev, Phys. Rev. E 54, 6253–6529 (1996).
6D. Ghosh and S. Banerjee, Phys. Rev. E 78, 056211 (2008).
7H. D. I. Abarbanel, D. R. Creveling, and J. M. Jeanne, Phys. Rev. E 77,
016208 (2008).
8F. Sorrentino and E. Ott, Chaos 19, 033108 (2009).
9I. G. Szendro, M. A. Rodrıguez, and J. M. Lopez, J. Geophys. Res. 114,
D20109, doi:10.1029/2009JD012411 (2009).
10R. Konnur, Phys. Lett. A 346, 275–280 (2005).
11U. S. Freitas, E. E. N. Macau, and C. Grebogi, Phys. Rev. E 71, 047203
(2005).
12M. Chen and J. Kurths, Phys. Rev. E 76, 027203 (2007).
13R. E. Amritkar, Phys. Rev. E 80, 047202 (2009).
14P. J. van Leeuwen, Q. J. R. Meteorol. Soc. 136, 1991–1999 (2010).
15H. D. I. Abarbanel, Phys. Lett. A 373, 4044–4048 (2009).
16J. C. Quinn and H. D. I. Abarbanel, Q. J. R. Meteorol. Soc. 136,
1855–1867 (2010).
17D. R. Creveling, P. E. Gill, and H. D. I. Abarbanel, Phys. Lett. A 372,
2640–2644 (2008).
18J. Schumann-Bischoff and U. Parlitz, Phys. Rev. E 84, 056214 (2011).
19J. Br€ocker, Q. J. R. Meteorol. Soc. 136, 1906–1919 (2010).
20E. D. Sontag, Mathematical Control Theory: Deterministic Finite
Dimensional Systems, 2nd ed. (Springer, New York, 1998).
21H. Nijmeijer and A. J. van der Schaft, Nonlinear Dynamical Control
Systems (Springer, New York, 1990).
22R. Hermann and A. J. Krener, IEEE Trans. Autom. Control AC-22(5),
728–740 (1977).
23H. Nijmeijer, Int. J. Control 36(5), 867–874 (1982).
24C. Letellier, L. A. Aguirre, and J. Maquet, Phys. Rev. E 71, 066213
(2005).
25L. A. Aguirre and C. Letellier, J. Phys. A: Math. Gen. 38, 6311–6326
(2005).
26C. Letellier, L. A. Aguirre, and J. Maquet, Commun. Nonlinear Sci.
Numer. Simul. 11, 555–576 (2006).
27C. Letellier and L. A. Aguirre, Phys. Rev. E 79, 066210 (2009).
28M. Frunzete, J.-P. Barbot, and C. Letellier, Phys. Rev. E 86, 026205
(2012).
29H. Kantz and T. Schreiber, Nonlinear Time Series Analysis, Cambridge
Nonlinear Science Series Vol. 7 (Cambridge University Press, Cambridge,
1997).
30H. D. I. Abarbanel, Analysis of Observed Chaotic Data, 2nd ed. (Springer
Verlag, 1997).
31T. Sauer, J. A. Yorke, and M. Casdagli, J. Stat. Phys. 65(3/4), 579–616
(1991).
32D. Aeyels, SIAM J. Control Optim. 19(5), 595–603 (1981).
33F. Takens, Lect. Notes Math. 898, 366–381 (1981).
34C. Letellier, L. A. Aguirre, and U. S. Freitas, Chaos 19, 023103 (2009).
35U. Parlitz, J. Schumann-Bischoff, and S. Luther, Phys. Rev. E 89,
050902(R) (2014).
36J. Schumann-Bischoff, S. Luther, and U. Parlitz, Commun. Nonlinear Sci.
Numer. Simul. 18(10), 2733–2742 (2013).
37H. Kawakami, IEEE Trans. Circuits Syst. CAS-31(3), 248–260 (1984).
024411-11 Parlitz, Schumann-Bischoff, and Luther Chaos 24, 024411 (2014)
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
134.76.218.252 On: Tue, 01 Jul 2014 11:46:53
7 Basin structure of optimization based
state and parameter estimation
The following pages contain the article
J. Schumann-Bischoff, U. Parlitz, H. D. I. Abarbanel, M. Kostuk, D. Rey, M. El-
dridge, and S. Luther. “Basin structure of optimization based state and parameter
estimation”. In: Chaos: An Interdisciplinary Journal of Nonlinear Science 25.5
(May 2015), p. 053108. doi: 10.1063/1.4920942.
The content of this article was for the most part of my own conceptual design. I planned,
developed, performed, and analyzed all simulations. The underlying idea (described
roughly from Eq. (23) to Eq. (30) on page 7) leading to results presented in Tab.II was
contributed by the coauthor H.D.I. Abarbanel. I designed and created all figures and
tables in this article. Furthermore, I wrote the text of Sec. I to Sec. VI which was
then revised by the coauthors. The abstract was written collaboratively with the other
authors.
46
Basin structure of optimization based state and parameter estimation
Jan Schumann-Bischoff,1,2 Ulrich Parlitz,1,2,a) Henry D. I. Abarbanel,3,4,b) Mark Kostuk,3
Daniel Rey,3 Michael Eldridge,3 and Stefan Luther1,2,c)
1Biomedical Physics Group, Max Planck Institute for Dynamics and Self-Organization, Am Faßberg 17,
37077 G€ottingen, Germany
2Institute for Nonlinear Dynamics, Georg-August-Universit€at G€ottingen, Am Faßberg 17, 37077 G€ottingen,
Germany
3Department of Physics, University of California, San Diego, 9500 Gilman Drive, La Jolla,
California 92093-0374, USA
4Marine Physical Laboratory (Scripps Institution of Oceanography), University of California, San Diego,
La Jolla, CA 92093-0374, USA
(Received 12 December 2014; accepted 29 April 2015; published online 14 May 2015)
Most data based state and parameter estimation methods require suitable initial values or guesses to
achieve convergence to the desired solution, which typically is a global minimum of some cost
function. Unfortunately, however, other stable solutions (e.g., local minima) may exist and provide
suboptimal or even wrong estimates. Here, we demonstrate for a 9-dimensional Lorenz-96 model
how to characterize the basin size of the global minimum when applying some particular optimiza-
tion based estimation algorithm. We compare three different strategies for generating suitable ini-
tial guesses, and we investigate the dependence of the solution on the given trajectory segment
(underlying the measured time series). To address the question of how many state variables have to
be measured for optimal performance, different types of multivariate time series are considered
consisting of 1, 2, or 3 variables. Based on these time series, the local observability of state varia-
bles and parameters of the Lorenz-96 model is investigated and confirmed using delay coordinates.
This result is in good agreement with the observation that correct state and parameter estimation
results are obtained if the optimization algorithm is initialized with initial guesses close to the true
solution. In contrast, initialization with other exact solutions of the model equations (different from
the true solution used to generate the time series) typically fails, i.e., the optimization procedure
ends up in local minima different from the true solution. Initialization using random values in a
box around the attractor exhibits success rates depending on the number of observables and the
available time series (trajectory segment). VC 2015 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4920942]
For many physical processes, dynamical models are
available but often not all their state variables and (fixed)
parameters are known or easily accessible. In meteorol-
ogy, for example, sophisticated large scale models exist,
which have to be continuously adapted to the true tempo-
ral changes of temperatures, wind speed, humidity, and
other relevant physical quantities. In quantitative biol-
ogy, mathematical models of single neural or cardiac cells
or networks may contain many state variables and pa-
rameters, whose values are not easy to measure (without
destroying the system). In such cases, data based estima-
tion methods can be used to determine these unknown
states and a parameters by adapting a suitable model to
reproduce and predict the measured time series. This
approach can be successful only if two conditions are ful-
filled: (i) the available data have to provide sufficient in-
formation, i.e., the unknown state variables and
parameters have to be observable and (ii) the estimation
algorithm has to be properly initialized with initial
guesses sufficiently close to the true solution. Here, we
consider both problems for the Lorenz-96 model and
compare different initialization methods in terms of their
effective basin sizes.
I. INTRODUCTION
Estimation methods for state variables or (fixed) param-
eters can be implemented employing synchronization1–5 or
optimization methods,6–9 for example. In the literature, one
can find many examples with successful applications of state
and parameter estimation methods even for chaotic sys-
tems.10–14 In practice, however, attempts to fit a model (for
example, a set of nonlinear ordinary differential equations
(ODEs)) to given data may fail. There are many possible rea-
sons for such a failure, including inappropriate models, poor
quality of the measured time series (too noisy, too short), or
external perturbations not covered by the model. But even
with relatively clean data and the right model architecture,
estimation may turn out to be difficult, because the available
data do not contain sufficient information about the underly-
ing process. Therefore, in this article, we address how the
success of a given estimation algorithm for a given model
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(a) the number of available observables (in a multivariate
time series),
(b) the available time series (corresponding to some partic-
ular trajectory segment), and
(c) the way the estimation algorithm is initialized (using
guesses for the unknown quantities).




¼ F x tð Þ; p; tð Þ ; (1)
and a measurement function
yðtÞ ¼ hðxðtÞÞ 2 RL ; (2)
representing the model output with a state vector xðtÞ
¼ ðx1ðtÞ;…; xDðtÞÞtr 2 RD and model parameters p
¼ ðp1;…; pNPÞ
tr 2 RNP . Here, and in the following, the
superscript “tr” denotes the transpose. We assume that a
multivariate L-dimensional (experimental) time series fgðnÞg
is given consisting of Nþ 1 samples gðnÞ¼̂gðtnÞ 2 RL,
analogous to the model output, and measured at times T
¼ ftn ¼ n  Dtjn ¼ 0; 1;…;Ng. The observation times tn are
equally spaced (with a fixed time step Dt) and start at t0 ¼ 0.
Any solution of Eq. (1) at discrete times tn ¼ n  Dt with a
fixed time step Dt is denoted by fxðnÞg and consists of Nþ 1
samples xðnÞ¼̂xðtnÞ at times tn 2 T . If, from the context, Dt
and the range of n are clear, this information will be dropped
in the following. The same convention holds if a solution is
denoted by another symbol, for example, z instead of x: the
solution fzðnÞg consists of Nþ 1 samples zðnÞ¼̂zðtnÞ meas-
ured at times tn 2 T .
As an example, we use synthetic data from a 9-
dimensional Lorenz-96 system15 (Sec. II) and an optimiza-
tion based estimation algorithm8 (Sec. IV). We check the
observability of the state variables of the Lorenz-96 model
which are not “measured” (i.e., not contained in the multi-
variate time series) using a local analysis (Sec. III)
employing the Jacobian matrix of the delay coordinates
map.16,17 This analysis indicates that even with a single
observable (scalar time series) all state variables and the
parameter of the Lorenz-96 system are in principle
(locally) observable.
To investigate global convergence features (using initial
guesses that are not close to the true solution), we probe the
basin structure of the observability problem by considering
18 different trajectories of the Lorenz-96 system (on the
same chaotic attractor, but generated with different initial
conditions). From each trajectory, 15 different (multi-vari-
ate) time series are derived consisting of one, two, or three
observables. Then, a particular method for generating initial
guesses to initialize the optimization algorithm is chosen,
and the estimation algorithm is applied to each of these 15
time series 500 times (with different random initial guesses)
to obtain statistics of how often the estimation problem is
solved successfully. In other words, we compute the proba-
bility that a generated initial guess is located in the basin of
the true solution of the given optimization algorithm. This
method of estimating the “basin size” was adopted from
Menck et al.18
In Sec. II, we introduce the Lorenz-96 model, which will
serve as an example for the following studies. First, local
observability of the state variables and the parameter of the
Lorenz-96 model is investigated and confirmed in Sec. III.
Then, in Sec. IV, we present the estimation algorithm used
and in Sec. V our approach for characterizing the size of the
basin of the true solution is introduced. The true solution is a
stable fixed point of the optimization algorithm with a basin
of attraction and the desired estimation of the true solution is
only possible if the optimization algorithm is initialized with
guesses from this basin. To check the stability of this fixed
point, the optimization procedure was initialized by initial
guesses consisting of randomly perturbed true values. For all
these initial guesses, the optimization results converged to the
true solution. However, since, in general, the location of the
true solution is not known, the size and the structure of its ba-
sin are most important for any initialization strategy. Three
possible initialization methods (Sec. V B) are invested, in
detail, and compared in terms of their efficacy for finding the
true solution. All results are summarized in the conclusion
drawn in Sec. VI.
II. EXAMPLE: THE LORENZ-96 MODEL
As an example for demonstrating the proposed analysis




¼ xi1 tð Þ  xiþ1 tð Þ  xi2 tð Þð Þ  xi tð Þ þ p (3)
with p¼ 8.17 and a cyclic index i (xDþ1ðtÞ ¼ x1ðtÞ, x0ðtÞ
¼ xDðtÞ, and x1ðtÞ ¼ xD1ðtÞ). For the parameter value
p¼ 8.17, the model generates a chaotic attractor.
The Lorenz-96 model is chosen here as an example
because previous investigations showed that it is very diffi-
cult to estimate its state variables and the parameter p using
only a few observables.19 Recently, however, Rey et al.5
demonstrated successful state and parameter estimation
based on univariate time series consisting of a single Lorenz-
96 state variable and a synchronization scheme employing
delay coordinates. Law et al.20 applied the extended Kalman
filter and the 3D-VAR data assimilation technique to the cha-
otic Lorenz-96 model and also encountered difficulties in the
estimation of model state variables if only few model state
variables are observed.
Technically, the Lorenz-96 model (3) is used here in a
twin experiment for both (i) generating the “measured” time
series and (ii) as a model to be adapted to a (multivariate)
time series using the optimization based estimation method
described in Sec. IV.
To address the question how many observables have to
be known for successful state and parameter estimation, we
consider multivariate time series fgðnÞg with one, two, or
three state variables. More precisely, for the 9 dimensional
Lorenz-96 model, we consider all possible combinations of
one to three state variables as being “measured.” For exam-
ple, let us assume we can measure the state variables
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ðx1; x2; x5Þ. Due to the symmetry in Eq. (3), sampling
ðx1; x2; x5Þ is equal to measuring ðx3; x4; x7Þ or ðx7; x8; x2Þ.
Hence, checking the observability of all state variables and
the parameter p with the given multivariate time series
ðx1; x2; x5Þ is equivalent to checking the observability with
the time series ðx7; x8; x2Þ. Removing all mathematically
equivalent combinations results in the following 15 distinct
combinations of state variables: x1, (x1, x2), (x1, x3), (x1, x4),
(x1, x5), ðx1; x2; x3Þ; ðx1; x2; x4Þ, ðx1; x2; x5Þ; ðx1; x2; x6Þ;
ðx1; x2; x7Þ; ðx1; x2; x8Þ, ðx1; x3; x5Þ; ðx1; x3; x6Þ; ðx1; x3; x7Þ,
and ðx1; x4; x7Þ.
III. LOCAL OBSERVABILITY OF MODEL STATE
VARIABLES AND FIXED PARAMETERS
We consider models given by a set of D coupled ODEs,
Eq. (1), with a measurement function, Eq. (2), representing
the relation between model states xðnÞ and the model output
yðnÞ corresponding to the observations fgðnÞg. The state
vector(s) xðtÞ and the model parameters p are unknown and
have to be estimated from a (multivariate) time series. The
technique used in this article to adapt a model given by
ODEs (1) to a (multivariate) time series given by fgðnÞg
with a measurement function (2) will be described in Sec.
IV. Similar to other methods for state and parameter estima-
tion, this algorithm will provide estimates for the model state
variables and the (fixed) model parameters (except if, for
example, numerical problems arise). The fact, however, that
an algorithm produces some output does not mean that this
output is correct or useful. Therefore, a method is needed,
which indicates whether it is (in principle) possible to esti-
mate p and xðtÞ correctly from fgðnÞg. This question
addresses the general problem of observability, which is well
known from control theory.21–25 In Sec. III A, we shall
employ the time delay coordinates map of the observed time
series to investigate local observability following an
approach presented in Refs. 16 and 17.
A. The delay coordinates map
Let the dynamical system (1) generate a flow
/s : RD RNP ! RDðxðtÞ; pÞ 7! xðtþ sÞ (4)
mapping a state xðtÞ at time t 2 R to a (future) state
xðtþ sÞ. Furthermore, delay coordinates are given via the L
dimensional measurement function Eq. (2)
yðtþ sÞ ¼ hðxðtþ sÞÞ ¼ hð/sðxðtÞ; pÞÞ (5)
from a trajectory starting at xðtÞ with delay time s. If the
delay time is s¼ 0, then we obtain /0ðxðtÞ; pÞ ¼ xðtÞ and
recover yðtÞ ¼ hðxðtÞÞ. Taking into account K time steps, we
can define a DM ¼ K  L-dimensional delay coordinates map
s¼ SðxðtÞ;pÞ ¼ ðytrðtÞ;ytrðtþ sÞ;…;ytrðtþðK 1ÞsÞÞ: (6)
Here, the delay coordinates map S is considered as a function
of: (i) the state xðtÞ and the parameters p of the underlying
system and (ii) of the delay time s (not listed as an argument
of S here, because s is fixed and not part of the estimation
problem). All ytrðtþ i  sÞ; i ¼ 0;…;K  1 are row vectors.
Hence, the right hand side of Eq. (6) is a (row) vector con-
taining K  L elements.
If the delay coordinates map Eq. (6), S : RD RNP
! RDM , is locally invertible, then the full state xðtÞ and the
parameter vector p can be uniquely determined from the sig-
nal hðxðtÞÞ, which, in a real world experiment, corresponds
to the measured time series fgðtnÞg Eq. (2). Mathematically,
the delay coordinates map Eq. (6) has to be an immersion,26
i.e., the Jacobian matrix Dx;pS ¼ Dx;pSðxðtÞ; pÞ of the delay
coordinates map S has to have maximal (full) rank (see the
Appendix).
The accuracy and robustness of estimated state variables






of state variables (j ¼ 1;…;D) and parameters
(j ¼ Dþ 1;…;Dþ NP), which was introduced in Refs. 16
and 17. Perturbations of the measured time series are ampli-
fied by j, i.e., the larger j the less precise is the estimation
of the corresponding state variable or fixed parameter. Note
that the uncertainty j depends (via Dx;pSðxðtÞ; pÞ) on the
location in state and parameter space.
B. Local observability of the Lorenz-96 model
To assess the local observability of the states xðtÞ and
the (single) model parameter p of the D¼ 9 dimensional
Lorenz-96 model (3) their uncertainty is checked at 104 arbi-
trary reference points on the attractor. To obtain the refer-
ence points, the Lorenz-96 model was integrated 107 steps
with a step size of 0.01 using a Runge-Kutta-45 integration
scheme. Then, every 1000th point was picked as a reference
point xðtÞ for the observability analysis described in the
following.
As mentioned in Sec. II for the 9-dimensional Lorenz-
96 model, there are 15 different combinations of one to three
state variables constituting a multivariate time series. We
select the following two cases as representative examples:
(a) measurement function hðxðtÞÞ ¼ x1ðtÞ (i.e., L¼ 1) with
K¼ 12 and a resulting delay reconstruction dimension
of DM¼ 12 and
(b) measurement function hðxðtÞÞ ¼ ðx1ðtÞ; x3ðtÞ; x6ðtÞÞ
(i.e., L¼ 3) with K¼ 4 and hence a delay reconstruc-
tion dimension of DM¼ 12 (see Eq. (6)).
The reconstruction dimension DM ¼ L  K is the same
in both cases. Histograms of the uncertainties j, for
j ¼ 1;…; 10, Eq. (7), are computed for the 104 reference
points on the attractor. Figure 1 shows the histograms for 1,
5, and 10 which are plotted vertically using color coding
(relative frequencies of the corresponding uncertainties are
given in percent, see color bar). All distributions shown here
are unimodal. The left column shows the results for
hðxðtÞÞ ¼ x1ðtÞ and the right column for hðxðtÞÞ ¼ ðx1ðtÞ;
x3ðtÞ; x6ðtÞÞ. In both cases, the uncertainty 1 corresponds to
the “measured” state variable x1, 5 corresponds to the
“hidden” state variable x5 (not measured directly), and 10
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corresponds to the model parameter p. Histograms for the
other i are not shown, because they look very similar to the
histograms for 1 (if the corresponding state variable is
measured) and 5 (if the corresponding model state variable
is unmeasured). The reason for these similarities is the sym-
metry in the Lorenz-96 model equations (3).
For both measurement functions, one can see that the
uncertainty values of the maxima of the histograms exhibit a
U-shaped dependence on the delay time s. The smallest
uncertainties occur between s ¼ 0:11 and s ¼ 0:21 for the
unmeasured state variables (Figs. 1(c) and 1(d)). In both
cases, the distribution of the uncertainty 1 of the measured
state variable (and similar for 3 and 6 if R¼ 3, not shown)
possess a sharp peak around log10i ¼ 0. In this case, the
state variable x1 is an observed quantity, and therefore, the
delay reconstruction does not provide much further informa-
tion about its values. For relatively large delay times (s > 1
in (a) and s > 4 in (b)), the delay reconstruction becomes
rather “poor.” The measurement noise is amplified resulting
in a tail of the histogram with uncertainty values larger than
one (the yellow areas above the horizontal line at
logð1Þ ¼ 0). This result is not surprising, because in nonlin-
ear time series analysis, it is well known that the delay time
has to be chosen carefully and must not be too large for cha-
otic attractors, since otherwise, the reconstructed attractor
will be heavily distorted. In contrast, the -values of the cen-
ters of the distributions of the uncertainty 10 of the parame-
ter p decrease with increasing s until the maximum of the
distribution is below one (see Figs. 1(e) and 1(f)) (without
exhibiting a clear minimum).
As mentioned before, these two examples are represen-
tative for all multivariate time series from the Lorenz-96
model consisting of combinations of one to three state varia-
bles. The other 13 combinations show similar histograms. If
a certain state variable in one of the other combinations is
measured, then the corresponding histogram of the corre-
sponding uncertainty looks similar to the histograms of 1 in
Fig. 1(a). The same holds for state variables that are not con-
tained in the multivariate time series (and where the corre-
sponding  histograms look similar to the histograms of 5
in Fig. 1) and the model parameter p (the corresponding 10
histograms look similar to the histograms of 10 in Fig. 1).
With an increasing number of measured state variables (from
one to three), the maxima of the distributions at the mini-
mum of the histograms of  for unmeasured state variables
move only slightly in the direction of smaller  (see, for
example, Figs. 1(c) and 1(d)). This trend also holds for all
combinations of four measured state variables (not shown
here). The fact that the histograms for one to three observed
state variables look almost the same means that the local
observability of the model parameter and the unmeasured
state variables is maintained, even if only a single model
state variable is measured instead of three (or more). In the
following, we shall investigate whether this local result holds
for states that are not close to the true solution. Specifically,
we want to know if we can uniquely recover the true solution
using a univariate time series (from a single observable),
even if the initial guesses are far from the true solution.
Since the true solution is a stable fixed point of any optimiza-
tion based estimation algorithm, we are thus interested in the
“size” and the structure of the basin of attraction of this fixed
point. To address this question, we shall introduce in Sec. IV
a particular estimation algorithm which is used here as a pro-
totypical example for investigating the solution basin.
IV. STATE AND PARAMETER ESTIMATION
ALGORITHM
The method used in this study to adapt a model to a time
series is based on minimizing a cost function and in the con-
text of this paper it represents only one out of many different
FIG. 1. Probability distributions (color coded frequency in %, vertically plotted) of uncertainties 1, 5, and 10 vs. delay time s for the Lorenz-96 model. The
uncertainties 1 and 5 correspond to state variables x1 and x5, respectively, and 10 corresponds to the parameter p. In the left column ((a), (c), and (e)), a sca-
lar (L¼ 1 dimensional) measurement function hðxðtÞÞ ¼ x1ðtÞ is used for generating delay coordinates with K¼ 12. The right column ((b), (d), and (f)) shows
results for the L¼ 3 dimensional measurement function hðxðtÞÞ ¼ ðx1ðtÞ; x3ðtÞ; x6ðtÞÞ and a delay reconstruction (Eq. (6)) with K¼ 4. Hence, DM¼ 12 dimen-
sional delay coordinates (Eq. (6)) are constructed in both cases. The histograms for 1 are very similar to histograms obtained for other measured state varia-
bles (x3, x6 in the right column), not shown here. Similarly, the histograms of 5 are representative for histograms of the remaining unmeasured state variables
(not shown here).
053108-4 Schumann-Bischoff et al. Chaos 25, 053108 (2015)
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
134.76.218.252 On: Fri, 15 May 2015 16:04:24
state and parameter estimation methods,6,7 where the same
type of basin size analysis could be applied. The method was
introduced in Ref. 8 and will be summarized in the
following.
The goal of the estimation process is to find a set of val-
ues for the model state variables xðtÞ at each time step of its
discretization and the model parameters p such that the
model equations, given by a set of ODEs (see Eq. (1)), pro-
vide via the measurement function (2) a model times series
fyðnÞg consisting of Nþ 1 samples yðnÞ¼̂yðtnÞ 2 RL with
tn 2 T 8 n that matches the experimental time series fgðnÞg.
In other words, the average difference between gðnÞ and
yðnÞ should be small.
Furthermore, the model equations should be fulfilled as
well as possible. This means that modeling errors uðtÞ are
allowed, but should be small. Therefore, model (1) is
extended to include modeling errors uðtÞ
dx tð Þ
dt
¼ F x tð Þ; p; tð Þ þ u tð Þ (8)
so that when uðtÞ is small the model trajectory xðtÞ closely
matches the model equations. To incorporate model error
into the optimization, we discretize uðtÞ and xðtÞ at times
tn 2 T so that the state variables fxðnÞg; xðnÞ¼̂xðtnÞ, at each
time n must be estimated in addition to p. For simplicity, we
choose xðtÞ and yðtÞ to be sampled at the same time that the
data are observed. Similarly, uðtÞ is discretized to fuðnÞg
with uðnÞ¼̂uðtnÞ and tn 2 T . The discretization of (8) is
given by




 F x nð Þ; p; tnð Þ; (9)
where the symbol DxDt jtn stands for the finite difference
approximation of
dxðtÞ
dt at time tn.
The goal of the adaption process is to minimize (on av-
erage) the norm of uðnÞ and the norm of the difference
gðnÞ  yðnÞ for all n 2 T . Technically, this optimization
problem can be implemented in different ways11 and in the
following we use unconstrained optimization8 employing
automatic differentiation.9 The cost function used in this
study can be derived from a general probabilistic description
of the estimation problem assuming Gaussian distributions
(also called weakly constrained 4D-VAR in geoscien-
ces)12,27–29 and consists of four terms




N þ 1 
XN
n¼0
g nð Þ  y nð Þð ÞtrA g nð Þ  y nð Þð Þ; (11)
C2 ¼
1 a
N þ 1 
XN
n¼0
u nð ÞtrBu nð Þ; (12)
C3 ¼
1 a
N þ 1 
XN2
n¼3
xapr nð Þ  x nð Þ
 tr
E xapr nð Þ  x nð Þ
 
; (13)
C4 ¼ b  qðw;wl;wuÞtr  qðw;wl;wuÞ : (14)
The term C1 penalizes the difference between gðnÞ and yðnÞ
whereas C2 penalizes large magnitudes of uðnÞ. In the term
C3, a Hermite interpolation is performed to determine xaprðnÞ
from neighboring points and the time derivatives which are,
according to (8), given by FðxðtÞ; p; tÞ þ uðtÞ and provide
the approximate solutions
xapr nð Þ ¼
11
54




½x n 1ð Þ
þ x nþ 1ð Þ þ Dt
18
½F x n 2ð Þ; p; tn2
 
þ u tn2ð Þ  F x nþ 2ð Þ; p; tnþ2
 
 u tnþ2ð Þ
þ 4Dt
9
½F x n 1ð Þ; p; tn1
 
þ u tn1ð Þ
F x nþ 1ð Þ; p; tnþ1
 
 u tnþ1ð Þ : (15)
Smoothness of fxðnÞg is enforced by small differences
xaprðnÞ  xðnÞ. The term C3 suppresses non-smooth (oscillat-
ing) solutions, which may occur without this term in the cost
function. In this paper, the weight matrices A; B, and E are
diagonal matrices. The diagonal elements can be used for an
individual weighting.
The solution ðfx̂ðnÞg; p̂Þ obtained through the optimiza-
tion of the cost function (10) is taken to be the maximum
likelihood estimate.
Let
w ¼ ðfxðnÞg; pÞ (16)
be a vector containing all quantities to be estimated. To force
w to stay between the lower and upper bounds wl and wu,
respectively, the vector valued function qðw;wl;wuÞ ¼
ðq1;…; qLÞtr is defined as
qiðwi;wl;i;wu;iÞ ¼
wu;i  wi for wi  wu;i
0 for wl;i < wi < wu;i
wl;i  wi for wi  wl;i:
8><
>: (17)
qi is zero if the value of wi lies within its bounds. To enforce
this, the positive parameter b is set to a large number, e.g., 105.
The homotopy parameter a can be used to control whether
the solution should be close to data (a  1) or has a smaller
error in fulfilling the model equations. In Ref. 30, a technique
is described to find an optimal a. Furthermore, one might use
continuation (see Ref. 7), where a is stepwise decreased.
Starting with a  1 results in a solution close to the data. Then,
a is slightly decreased and the previously obtained solution is
used as an initial guess to optimize the cost function again.
This procedure is repeated until the value a ¼ 0:5 is reached.




HjðwÞ2 ¼ jjHðwÞjj22; (18)
where HðwÞ is a high dimensional vector valued function of
the high dimensional vector w. To optimize (18), we use an
implementation of the Levenberg-Marquardt algorithm31,32
called sparseLM.33 Although CðwÞ will be optimized,
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sparseLM requires HðwÞ and the sparse Jacobian of HðwÞ as
input which is computed using the automatic differentiation
tool ADOL-C,34,35 and described in more detail in Ref. 9.
V. DETERMINING THE BASIN SIZE OF THE TRUE
SOLUTION
In Sec. IV, we described a state and parameter estimation
algorithm that has to be initialized with guesses for all model
state variables xðtnÞ at each time step tn and all fixed model pa-
rameters p. This set of values forms an initial guess, which
must be supplied to the optimization algorithm. In this section,
three different methods for generating the initial guesses are
presented and simulations consisting of twin experiments are
performed to determine which of these methods gives the best
estimates for the model state variables and fixed parameters.
These estimates are then compared with the true solution,
which is known exactly in this case since this is a twin experi-
ment. Due to the fact that the methods for generating the initial
guesses, in a certain way, depend on random numbers and the
outcome of an estimation process is either successful (esti-
mated states and parameters are close to the ones used to gen-
erate the data time series) or not successful (estimated states
and parameters are not close to the ones used to generate the
data time series) the simulations can be considered as
Bernoulli experiments and the basin size of initial guesses lead-
ing to the true solution can be determined, as suggested by
Menck et al.18 in another context.
A. The simulation
First, we generate 18 “true” trajectories fizðnÞg with i ¼
1;…; 18 by integrating the 9-dimensional Lorenz-96 model
(3) with 18 different initial conditions zð0Þ on the attractor
with Dt ¼ 0:01 and N¼ 1500 using the model parameter
p¼ 8.17. Then, Niguess ¼ 500 initial guesses ðfihxðnÞg;hpÞ
(h ¼ 1;…;Niguess) of the model state variables and the
(fixed) parameter p are generated which are used for initializ-
ing the estimation procedure (the estimation algorithm was
described in Sec. IV). Three different methods for generating
the initial guesses will be presented in Sec. V B. The follow-
ing steps in the simulation do not depend on the specific
choice of the method for creating the initial guesses.
From each of the 18 true trajectories fizðnÞg with i ¼ 1;
…; 18, according to Sec. II, 15 multivariate time series were
extracted corresponding to the 15 different combinations of state
variables assumed to be measured. This gives 270 different mul-
tivariate time series with one, two, or three state variables
fiz1ðnÞg; fiðz1ðnÞ; z2ðnÞÞg; fiðz1ðnÞ; z3ðnÞÞg;
fiðz1ðnÞ; z4ðnÞÞg; fiðz1ðnÞ; z5ðnÞÞg;
fiðz1ðnÞ; z2ðnÞ; z3ðnÞÞg; fiðz1ðnÞ; z2ðnÞ; z4ðnÞÞg;
fiðz1ðnÞ; z2ðnÞ; z5ðnÞÞg; fiðz1ðnÞ; z2ðnÞ; z6ðnÞÞg;
fiðz1ðnÞ; z2ðnÞ; z7ðnÞÞg; fiðz1ðnÞ; z2ðnÞ; z8ðnÞÞg;
fiðz1ðnÞ; z3ðnÞ; z5ðnÞÞg; fiðz1ðnÞ; z3ðnÞ; z6ðnÞÞg;
fiðz1ðnÞ; z3ðnÞ; z7ðnÞÞg; fiðz1ðnÞ; z4ðnÞ; z7ðnÞÞg; (19)
with i ¼ 1;…; 18; Dt ¼ 0:01; n ¼ 0; 1;…;N, and N¼ 1500.
To make the simulation more realistic, white noise (nor-
mally distributed random numbers) is added to these 270
clean, multivariate times series. This results in 270 noisy
multivariate time series figcðnÞg with Dt ¼ 0:01; n
¼ 0; 1;…;N, and N¼ 1500.
Each noisy time series is computed by
igcðnÞ ¼ hcð izðnÞÞ þ rts incðnÞ ; (20)
where rts ¼ 0:2 and incðnÞ ¼ ð inc1ðnÞ;…;incLðnÞÞ 2 R
L are
independent, normally distributed random variables with
zero mean and a variance of one, incl ðnÞ 	 N ð0; 1Þ.
The index i ¼ 1;…; 18 describes the true trajectory
fizðnÞg from which the data time series was extracted. Index
c indicates which state variables were measured. For exam-
ple, c ¼ ð1–2–6Þ means that the state variables z1, z2, and z6
are the measured state variables. The label h ¼ 1;…;Niguess
describes with which initial guess the estimation algorithm
was initialized. The measurement function hcðxðtÞÞ is always
chosen according to the measured state variables defined by
c. If, for example, the state variables z1, z2, and z7 are meas-
ured (and therefore c ¼ 1 2 7), then the measurement
function is given by hcðxðtÞÞ ¼ ðx1ðtÞ; x2ðtÞ; x7ðtÞÞ.
To each of the 270 multivariate time series figcðnÞg, the
Lorenz-96 model is adapted Niguess ¼ 500 times, whereas
each of the Niguess estimation processes is initialized with one
of the previously generated Niguess different (random) initial
guesses using the estimation algorithms described in Sec. IV.
This means that Niguess  270 ¼ 500  270 ¼ 135000 estima-
tion problems are solved.
For each solution of the estimation processes, the differ-









c nð Þjj22 : (21)
The indices of ihE
c; izcðnÞ and ihx̂
cðnÞ have the same mean-
ing as for fihx̂
cðnÞg. The smaller the error measure ihEc, the
closer the estimated solution for the model state variables is
to the true solution and hence the more accurately the esti-
mation problem was solved. The estimation of state variables
is considered as successful if ihE
c < 102, else the estimation
is considered as not successful. The value for the estimated
fixed model parameter ihp̂
c is considered as successful, if
i
hp̂
c 2 ½8:16; 8:18 (remember, the true trajectories fiẑðnÞg
were generated with p¼ 8.17 in Eq. (3)).
We are interested in a quantity (in percentage) which
tells us how many estimations with a specific true trajectory,
i, and a specific combination of observed state variables, c,
of the model state variables are successful. In other words:
For how many of the Niguess ¼ 500 estimations using Niguess
different initial guesses with a specific true trajectory, i, and
a specific combination of observed state variables, c, is the
estimation of the model state variables successful, i.e.,
i
hE
c < 102? This quantity, which of course depends on the
true trajectory and the combination of measured state varia-
bles, is defined here as the success rate of the estimation of
the model state variables (in percentage)
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One can also define an error which depends on the estimated






N þ 1ð Þ  L
XN
n¼0




Assume one estimates the best possible solution. That is, if
the estimated solution is equal to the trajectory (without
noise) used to generate the data, ihx̂
cðnÞ¼ izðnÞ. In this case,






N þ 1ð ÞL
XN
n¼0

















Because incl ðnÞ are independent, standard normal random
variables, iQc is chi-squared distributed, iQc 	 v2ðNþ1ÞL, with
ðN þ 1ÞL degrees of freedom.36 The expectation value is




E½ ihEcobs;opt ¼ r2ts : (26)
The variance of the chi-square distribution is




















N þ 1ð ÞL (27)














N þ 1ð ÞL
r
: (28)
As described in Sec. V A, we use rts ¼ 0:2 and N¼ 1500.
For one observed state variable, L¼ 1, and a perfect solution








N þ 1ð ÞLÞ
s24
3
5  0:0460:00146 : (29)
Note that only the standard deviation depends on the number
of measurements (and is largest for L¼ 1), but not the expec-
tation value. This means that with a smooth estimate for the
model state variables one cannot go below this boundary. If
one goes below this threshold, the measurement noise is
modelled and one has not estimated a smooth solution for
the model variables. In this case, one should choose a smaller
a in the cost function Eq. (10). Note that the modelling of the
measurement noise is still possible if one does not fall below
this boundary. Because of the perfect model scenario in our
twin experiments, we can expect a value for ihE
c
obs which is
only slightly larger (due to small numerical errors) than the
lower boundary of 0:0461:46  103. To cover these cases,
we introduce an empirical margin of 0.005 which is added to
the lower bound of 0.04 and we consider an estimation as
successful if ihE
c
obs  0:045. Applying this bound to the error
















In a similar way, the success rate of the estimation of the
model parameter (in percentage) ihp̂
c is defined as











Note that in a real world experiment ihE
c, and hence h iEci,
typically cannot be computed due to the unknown true tra-
jectory fizðnÞg. Another possibility to compute the accuracy
of the estimated model state variables and the fixed model
parameters is to compare predictions of the model via the
measurement function hðxðtÞÞ, Eq. (2), with available (noisy)
data after the estimation window. To compute the prediction,
the model Eq. (1) must be integrated starting at the end of




model parameter and ihx̂
cðNÞ as initial guesses. Next, the
prediction fihxcðnÞg; n  N can be compared with observed




Npred þ 1ð Þ  L
XNþNpred
n¼N
jjigc nð Þ  hc ihxc nð Þ
 
jj22 (32)
for Npred time steps using the same step size Dt as for com-
puting the true trajectories. Due to noise in the data, the pre-
diction error cannot vanish and we consider a prediction as
successful, if ihPE
c < 0:5. Analogous to Eq. (22), we define
the success rate of the prediction (in percentage)











describing for how many of the different initial guesses with
the same true trajectory and the same combination of meas-
ured state variables the prediction was successful. In contrast
to ihE
c, the prediction error ihPE
c can be computed using
measured data only.
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B. Different methods for generating initial guesses
For the optimization process, initial guesses for the model
state variables and the fixed model parameter p have to be
chosen. In our simulation, we considered three methods for
preparing initial guesses according to rules specified below.
For each case, Niguess ¼ 500 different guesses ðfihxðnÞg;hpÞ
with h ¼ 1;…;Niguess are generated. In all three cases, the
model parameter hp is picked equally distributed from the
interval ½4; 20. In those cases, where the initial guess fihxðnÞg
for the model state variables does not depend on the true tra-
jectory fizðnÞg of the estimation problem, the index i will be
neglected (i.e., ihxðnÞ¼ hxðnÞ). In the following, three differ-
ent methods of choosing the initial guesses will be used and
evaluated:
(1) Uniformly distributed samples in a box: For each ini-
tial guess, each model state variable hxdðnÞ, d ¼ 1;…;D
at each time step tn is an equally distributed random
number in the interval ½9; 14. This interval has been
chosen because it is the range of typical oscillations of
all state variables of the Lorenz-96 model. Together with
the model parameter the initial guesses consist of D 
N þ 1 ¼ Diguess ¼ 13501 numerical values. In other
words, the initial guesses are uniformly distributed points
in a box in a Diguess dimensional space R
Diguess .
(2) Exact solutions of the model: Each initial guess
ðfhxðnÞg;hpÞ is an exact solution of the Lorenz-96 model
Eq. (3). The initial values hxð0Þ of these trajectories are
arbitrary points on the attractor generated with p¼ 8.17
(not coinciding with the initial conditions of the true
trajectories).
(3) Samples close to the true solution: These initial guesses
depend, in contrast to methods 1 and 2, on the “true
trajectories” fizðnÞg with i ¼ 1;…; 18 (see Sec. V A).
The estimation processes will be initialized with a
“noisy” version of fizðnÞg. More precisely, for each time
step tn uniformly distributed random numbers from the
interval ½15; 15 are added to the values of the true state
fizðnÞg to generate the initial guesses fihxðnÞg, Compared
to initial guess strategy 1 and 2, this strategy does depend
on the true trajectories. In a real world application, where
the true trajectories are not known, this strategy cannot be
used in contrast to methods 1 and 2.
C. Interpretation of the simulation as Bernoulli
experiment and error estimation
As described in Sec. V A for each of the 18 true trajecto-
ries and each of the 15 combinations of measured state varia-
bles, the Lorenz-96 model was adapted Niguess ¼ 500 times
to the corresponding (multivariate) time series using a spe-
cific method for choosing the initial guesses. If ihE
c < 102
(Eq. (21)), then the estimation of the model state variables is
considered as successful. This simulation can be interpreted
as a Bernoulli experiment, because each of the independent
Niguess estimations of the model state variables and the fixed
parameter is a Bernoulli trial with the outcome successful or









whereas ipc 2 ½0%; 100% is the expectation value of the
percentage of successful cases (index i describes the used
true trajectory and index c describes the combination of
measured state variables). Unfortunately, we do not know
ipc. However, we can determine the maximum of the stand-
ard error iec which occurs for ipc ¼ 50%. With Niguess ¼
500 trials, the maximal standard error equals iecmax  2:24%
and hence is sufficiently small.
D. Results
1. Estimation error
The simulation described in Sec. V A was performed
with all three methods for choosing initial guesses for the
model state variables and the fixed model parameters
ðfihxðnÞg;hpÞ, as described in Sec. V B. For each method of
choosing the initial guesses, the percentage of successful
estimations, h iEci, Eq. (22), was computed, where an estima-
tion of the model state variables is considered as successful
if ihE
c < 102, Eq. (21) (see Sec. V A). The estimation of
the model parameter is considered as successful if
i
hp̂
c 2 ½8:16; 8:18. The success rate for the fixed model
parameter, h ip̂ci, is defined in Eq. (31). The statistic (per-
centage of successful estimations) was created for each of
the 18 true trajectories fizðnÞg (indexed by i), each of the
15 combinations of observed state variables, c, and all
Niguess ¼ 500 initial guesses (indexed by h).
Table I shows the results for method 1 (uniformly dis-
tributed samples in a box). This table shows h iEci and h ip̂ci
for each combination of a true trajectory fizðnÞg and a par-
ticular choice of measured state variables. If three variables
are measured, the rate of successful estimations of the model
variables and the fixed parameter is (on average) higher for
all combinations of measured state variables compared to the
success rate for multivariate time series with only two varia-
bles. Nevertheless, certain combinations with two observed
variables (x1, x2), (x1, x3), or (x1, x4) also give success rates
that are only slightly lower than combinations of three
observed state variables. They just appear less often com-
pared to time series with three observed state variables.
When (x1, x5) are observed, the estimation of the model state
variables and the fixed parameter does not seem to work
very well. None of the 18 trajectories considered here exhibit
high success rate. If only x1 is observed, the estimation of
variables and the parameter fails for all 18 trajectories. As
one might expect, one can see a high correlation between the
success rate for the state variable estimation (Table I) and
the success rate for the parameter estimation (Table I). The
success rates depend not only on the combination of
observed variables only but also on the trajectory fizðnÞg
used to generate the time series (i.e., the starting points on
the attractor).
In Table II, the success rate of the error defined by Eq.
(30) is shown. Compared to Eq. (22) this success rate can be
computed from the data and the estimated model state
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variables only. One can see a high correlation between
Tables I and II indicating that ihE
c
obs is a good approximation
of ihE
c (at least in the absence of errors in the model equa-
tions, as in these simulations). There are, however, some dis-
crepancies. For example, if f5zðnÞg is the true trajectory and
c ¼ 1 2 is measured, Table I shows a much smaller suc-
cess rate, given by Eq. (22) (only the error of all model varia-
bles is considered), compared to the success rate, given by
Eq. (30), in Table II (the error of measured state variables is
considered only). This shows that a good estimation of meas-
ured variables does not necessarily mean that unmeasured
variables are also estimated correctly.
With initial guess method 1, the initial guess for each of
the 9 model variable at 1500 locations along the (initial) tra-
jectory is a random number (equally distributed) from the
interval ½9; 14 (see Sec. V B). With the guess for the
unknown parameter, the full initial guess is a point in a
Diguess ¼ 13501 dimensional box. Scanning this entire
TABLE I. These tables show the results of the simulation explained in Sec. V A with initial guess method in Sec. V B method 1. For the 9-dimensional
Lorenz-96 model Eq. (3), there exist 15 mathematically different combinations of one to three state variables constituting a multivariate time series (Sec. V A,
the first rows of the tables show all these combinations). Example: 1-2-4 means that the variables z1, z2, and z4 are measured. The 18 noise-free time series
fizðnÞg; i ¼ 1;…; 18 are generated by integrating the model equations with different initial conditions. For each i, from fizðnÞg, we extract 15 different time
series with different combinations of state variables. According to Eq. (20), some artificial noise is added (Sec. V A). This results in 15  18 ¼ 270 different
noisy multivariate time series (cf. Eq. (20)). To each of the 270 noisy time series the Lorenz-96 model is adapted Niguess ¼ 500 times using the state and param-
eter estimation algorithm described in Sec. IV with 500 different initial guesses for the model state variables and the fixed model parameter chosen according
to initial guess method 1 (uniformly distributed samples in a box) (Sec. V B). For each of the 500 solutions, ihE
c (Eq. (21)) is computed (h ¼ 1;…; 500). If
i
hE
c < 102, then the variables estimation is considered as successful. The values in the tables show the percentages of successful estimations of state varia-
bles, h iEci Eq. (22), and parameters, h ip̂ci Eq. (31).
Observed state variables c
True trajectory 1 1-2 1-3 1-4 1-5 1-2-3 1-2-4 1-2-5 1-2-6 1-2-7 1-2-8 1-3-5 1-3-6 1-3-7 1-4-7
Observability of model state variables (success rate h iEci)
f1zðnÞg 0 49.8 33 42.6 0 95.6 98.8 86.8 95.8 83.6 8.6 50.2 85.4 90.2 89.8
f2zðnÞg 0 3.6 0 1.6 0 2.6 89.8 90.2 18.4 65 17.4 8.6 5.2 15.6 64.8
f3zðnÞg 0 1.8 5.4 0 0.2 66.2 82.2 35 2 39.6 3.4 17.6 76.4 87.8 83.4
f4zðnÞg 0 1 0.4 0.2 0 77.8 94.2 90.2 2 87.8 34.6 34.8 31 28.8 18.2
f5zðnÞg 0 8.4 60.6 0.6 5.2 74.8 95 90 83.2 93 41 86.6 84.6 88.2 89.8
f6zðnÞg 0 37.4 0.2 0 0.2 58.2 77.6 80.8 94.6 56.2 78.8 7.8 27.8 14.4 25.4
f7zðnÞg 0 2.8 2.2 6.4 0 96.4 93.6 76.4 91.4 30 30.2 37.8 55.2 36.4 82.2
f8zðnÞg 0 95.2 5.2 0.8 1 97.2 98.2 92.4 85.6 86.6 94.4 83.2 65.2 59.8 89.2
f9zðnÞg 0.2 87.8 80.2 76 0.2 96.8 99.4 87.4 89 87.8 12.4 89.4 83.4 77.8 89.2
f10zðnÞg 0 92.4 28.4 1.2 2.8 98.2 98.4 94.8 85.4 50.4 81.8 81 68.4 6.2 4.2
f11zðnÞg 0 0 0.4 0.6 5.2 4 63.8 89.2 1.6 60.8 61.8 58.8 49.4 81 87.2
f12zðnÞg 0 24.8 1.2 1.6 0 88.6 95.4 89 1.6 3.6 12.2 20.8 2.6 0.6 86.4
f13zðnÞg 0 4.8 27.2 0.2 3.6 82.8 95.6 81 7.2 92.6 86 67.2 67.8 66.4 86
f14zðnÞg 0 30.6 7.8 1.4 0 90.6 95.8 78 83.8 6.6 79 56.2 68 42.6 88.6
f15zðnÞg 0 47.2 1 0.2 0 85 96.4 89.4 44.6 85.8 87.4 66.8 36.4 58.2 82.2
f16zðnÞg 0 14.4 14.2 0 0 95.4 96 94 59.4 76.6 96.6 27.6 9 15.6 7.2
f17zðnÞg 0 78.4 1.4 0.4 0.2 83.6 92.4 95 92.4 5.4 28.4 16.6 3.4 1.2 87.8
f18zðnÞg 0 37.6 2.2 1.6 0 87.6 96.6 86 86.2 71 32.8 16.4 22.8 71.8 86.2
Observability of the model parameter (success rate h ip̂ci)
f1zðnÞg 0 54.2 33 46.2 0 95.8 99 87 95.8 83.6 33.8 51.2 85.4 90.2 89.8
f2zðnÞg 0 4.2 0 6 0.6 32.2 89.8 90.2 18.4 65 17.6 8.8 5.2 16 65.4
f3zðnÞg 0.2 3.6 6 1.4 3.4 66.6 93.6 89.6 2 39.6 7.6 20.6 81.4 87.8 90
f4zðnÞg 0.2 1.4 0.6 0.4 0.8 77.8 94.2 90.2 2 88.4 46.4 35.2 31 30.6 18.4
f5zðnÞg 0.6 67.2 61.8 10.4 5.6 90.2 95.2 90 83.2 93 41.4 86.6 85.2 92.4 89.8
f6zðnÞg 0.2 37.4 0.4 0.2 0.2 58.2 77.6 80.8 94.6 56.2 78.8 7.8 28.2 15 25.4
f7zðnÞg 0.2 2.8 26 6.6 3.8 96.4 93.8 77 92 32.8 56 40 55.2 36.8 82.6
f8zðnÞg 0.4 95.2 6.2 1.2 1.8 97.6 98.4 92.4 85.6 86.8 95 83.8 69.2 61.6 94.4
f9zðnÞg 0.8 91 81.2 79.8 0.2 97 99.4 88.2 93.8 88 55.2 89.8 83.8 90.4 89.4
f10zðnÞg 0 92.4 59 4.2 18.6 98.2 98.4 94.8 87 50.4 81.8 84.6 68.4 53 92.6
f11zðnÞg 0.6 1.2 1.8 0.6 14.6 4.2 63.8 90.4 23 61.2 63.4 59.2 57.8 82 87.6
f12zðnÞg 0 53.8 1.4 5.8 1.2 88.8 95.4 89 2.4 4.2 14.8 45.8 3.8 0.8 88
f13zðnÞg 0.2 6.6 27.8 0.4 23.2 82.8 96.4 84 60.8 93 86 67.2 75.4 66.8 86.2
f14zðnÞg 1.4 31.4 11.6 2.8 0.8 93.8 97 83.4 83.8 6.8 83 57.6 68.2 42.8 89.4
f15zðnÞg 0.4 59 7 1.2 1.2 98.8 97 89.8 44.6 86.2 89 67 36.8 58.2 82.6
f16zðnÞg 0.8 15 14.4 10.4 0.8 95.6 96.6 94 59.4 83.2 97.4 36 9.8 85.6 9.8
f17zðnÞg 0.4 87.8 2 0.6 0.4 84.4 92.4 95 92.4 44 30 16.8 3.4 43.8 87.8
f18zðnÞg 0 39.6 2.4 2 1.6 88.4 96.6 86 86.2 92.4 32.8 16.6 23.2 72 86.8
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Diguess ¼ 13501 dimensional rectangular box containing the
initial is not an appropriate method to learn something about
the basin shape of the optimal solution. Nevertheless, one
can interpret the success rate h iEci as the ratio of the size of
the basin of successful estimates and the volume of the box
in the RDiguess space18 in percentage. Using the initial guess
method 2 (exact solutions of the model) in Sec. V B, one can
create a similar statistic (not shown here). We found that the
success rate for the state variables and parameter estimation
is almost zero in many if not most cases for all combinations
of observed state variables and all true trajectories, i.e.,
method 2 gives worse success rates compared to method 1
(uniformly distributed samples in a box).
As discussed in Sec. V B using initial guess method 3
(samples close to the true solution) is usually not applicable
in a real world estimation process, because the true trajecto-
ries are usually not given. We use it here to estimate the ba-
sin size around the true trajectories and it turns out that
initial guesses uniformly sampled in a “tube” around the true
trajectories with a radius of 15 (which is larger than the am-
plitude of the oscillations) provide correct estimates with a
very high success rate. This means that the optimal solution
is not only locally observable but also possesses a basin of
considerable size. However, this basin is bent/curved in a
very high dimensional space.
2. Prediction error
In contrast to considering h iEci and h ip̂ci only, we also
consider the success rate of the prediction, h iPEci, Eq. (33).
For initial guess method 1, the prediction success rate
h iPEci is shown in Table III. Remember that ihPEc can be
computed using the solution from the estimation process
and the measured data figcðnÞg only, provided data for N 
n  N þ Npred are available. The prediction was computed
for Npred ¼ 300 time steps. Here, due to noise in the data, an
estimate of the model state variables is considered as suc-
cessful if ihPE
c < 0:5. Note that “successful”’ here does not
necessarily mean that the prediction of unobserved state
variables is accurate nor that in the estimation window n 2
½0;…;N the observed and unobserved model variables and
the model parameter are estimated correctly (in the sense
that ihE
c is small and ihp̂
c 2 ½8:16; 8:18). One can see that
even for two measured variables there are many combina-
tions of fizðnÞg and the measured variables with a large
h iPEci showing successful predictions of observed varia-
bles. Furthermore, when only a single variable is measured,
the predictions fail for almost all true trajectories, as shown
by h iPEð1Þi  0%. These results are consistent with the
results obtained from Table I, although on average the per-
centages have smaller numerical values. Nevertheless, there
are cases where h iPEci is large and h iEci is small (example:
c ¼ ð1–2Þ, i¼ 3) and vice versa (example: c ¼ ð1–3Þ, i¼ 1).
For both cases, estimation and prediction examples
are shown in Fig. 2 left column ( 3385E
ð1–2Þ>3385PE
ð1–2Þ) and
Fig. 2 right column ( 1140E
ð1–3Þ<1140PE
ð1–3Þ). This means that
the correlation between h iEci and h iPEci is strong but not
perfect. A good prediction does not necessarily mean a
good estimation during the estimation window. It rather
indicates that if the prediction error is small then the
estimation of unobserved state variables and parameters is
good.
Using the initial guess method 2 (exact solutions of the
model), we found that the success rate h iPEci is almost zero
in many if not most cases for all combinations of observed
variables and all true trajectories, i.e., method 2 gives worse
success rates compared to method 1 (uniformly distributed
samples in a box). The same was observed when considering
TABLE II. Similar to Table I, except that the values in the tables show the success rate Eq. (30) which only depends on the estimated model state variables
and the data.
True trajectory
Observed state variables c
1 1-2 1-3 1-4 1-5 1-2-3 1-2-4 1-2-5 1-2-6 1-2-7 1-2-8 1-3-5 1-3-6 1-3-7 1-4-7
f1zðnÞg 0 49.8 33 42.6 0 95.6 98.8 86.8 95.8 83.6 33 50.2 85.4 90.2 89.8
f2zðnÞg 0 3.6 0 1.6 0 2.6 89.8 90.2 18.4 65 17.4 8.6 5.2 15.6 64.8
f3zðnÞg 0 1.8 5.4 0 0.2 66.2 82.2 35 2 39.6 3.4 17.6 76.4 87.8 83.4
f4zðnÞg 0 1 0.4 0.2 0 77.8 94.2 90.2 2 87.8 34.6 34.8 31 28.8 18.2
f5zðnÞg 0 67 60.6 0.6 5.2 74.8 95 90 83.2 93 41 86.6 84.6 88.2 89.8
f6zðnÞg 0 37.4 0.2 0 0.2 58.2 77.6 80.8 94.6 56.2 78.8 7.8 27.8 14.4 25.4
f7zðnÞg 0 2.8 2.2 6.4 0 96.4 93.6 76.4 91.4 30 30.2 37.8 55.2 36.4 82.2
f8zðnÞg 0 95.2 5.2 0.8 1 97.2 98.2 92.4 85.6 86.6 94.4 83.2 65.2 59.8 89.2
f9zðnÞg 0.2 87.8 80.2 76 0.2 96.8 99.4 87.4 89 87.8 12.4 89.4 83.4 77.8 89.2
f10zðnÞg 0 92.4 28.4 1.2 2.8 98.2 98.4 94.8 85.4 50.4 81.8 84.4 68.4 6.2 4.2
f11zðnÞg 0 0 0.4 0.6 5.2 4 63.8 89.2 1.6 60.8 61.8 58.8 49.4 81 87.2
f12zðnÞg 0 24.8 1.2 1.6 0 88.6 95.4 89 1.6 3.6 12.2 20.8 2.6 0.6 86.4
f13zðnÞg 0 4.8 27.2 0.2 3.6 82.8 95.6 81 7.2 92.6 86 67.2 67.8 66.4 86
f14zðnÞg 0 30.6 7.8 1.4 0 90.6 95.8 78 83.8 6.6 79 56.2 68 42.6 88.6
f15zðnÞg 0 47.2 1 0.2 0 85 96.4 89.4 44.6 85.8 87.4 66.8 36.4 58.2 82.2
f16zðnÞg 0 14.4 14.2 0 0 95.4 96 94 59.4 76.6 96.6 27.6 9 15.6 7.2
f17zðnÞg 0 78.4 1.4 0.4 0.2 83.6 92.4 95 92.4 5.4 28.4 16.6 3.4 1.2 87.8
f18zðnÞg 0 37.6 2.2 1.6 0 87.6 96.6 86 86.2 92.4 32.8 16.4 22.8 71.8 86.2
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h iEci. A possible explanation for this observation is the fact
that, for exact solutions, the term C1 (Eq. (11)) in the cost
function C is the only term significantly different from zero,
such that the initial values result in a relatively small value
of the total cost function and this may increase the probabil-
ity to be close to (and kept in) a local minimum.
When initial guess method 3 (samples close to the true
solution) was used, we observed that most success rates of
the prediction are close to h iPEci  100%. Nevertheless,
there are also combinations of a true trajectory and
measured state variables with a success rate close to zero
(especially for one and two measured variables) although
corresponding success rates h iEci are high. The most likely
reason is the chaotic dynamics of the model and therefore
the fast divergence from the data when computing the
predictions.
FIG. 2. This figure shows two examples, where the Lorenz-96 model Eq. (3) was adapted to a (multivariate) time series gj. The (unmeasured) model state vari-
ables xj and the fixed model parameter were estimated using the estimation method 1 described in Sec. IV. The output of the measurement function is yj and
the true trajectory is zj (unknown to the estimation algorithm). The estimation was performed for 0 < t < 15 and the prediction of the model variables for 15 
t < 18 (right of the vertical black dashed line at t¼ 15). Left column, (a), (c), (e), and (g): x1 and x2 are measured (c ¼ ð1 2Þ) and i¼ 3, h¼ 385. The estima-
tion error of model variables is larger than the prediction error, 3385E
ð12Þ ¼ 1:73>3385PEð12Þ ¼ 0:054. Right column, (b), (d), (f), and (h): x1 and x3 are meas-
ured (c ¼ ð1 3Þ) and i¼ 1, h¼ 140. The estimation error of model variables is smaller than the prediction error, 1140Eð13Þ ¼ 6:1  104<1140PEð13Þ ¼ 1:98.
TABLE III. This table shows the statistic of the prediction error for initial guess method 1. The table has to be interpreted in the same way as Table I. In con-
trast to Table I, the numbers show h iPEci, Eq. (33), which is the percentage of successful predictions by considering the prediction error ihPEc, Eq. (32). An
estimation is considered as successful if ihPE
c < 0:5. The length of the prediction window is Npred ¼ 300 and time steps of length Dt ¼ are used.
True trajectory
Observed state variables c
1 1-2 1-3 1-4 1-5 1-2-3 1-2-4 1-2-5 1-2-6 1-2-7 1-2-8 1-3-5 1-3-6 1-3-7 1-4-7
f1zðnÞg 0 0 0.2 50.4 0 0.2 0 90 1.2 84.2 0 52.8 88.8 91.6 90.4
f2zðnÞg 0 10.4 1.2 23.4 3 3.6 91.6 0.4 19 74.8 66.8 86 59 19.6 71.2
f3zðnÞg 0.2 37.6 22.4 4.6 28 66.6 95 89.8 71.6 98.8 31.2 21 87.2 95.4 95.6
f4zðnÞg 0 1.8 0.6 8.4 11.6 78.2 95.2 93.8 27.8 96.4 85 66 79.4 31.2 94.8
f5zðnÞg 0 67.2 63.4 0.8 5.4 92.2 96.6 90 84.2 93.4 0.6 92.4 90 92 92.8
f6zðnÞg 0 37.4 0.6 1.2 4.8 60.2 78 82.2 98.6 57.8 86 16.8 29.8 38.6 26.4
f7zðnÞg 0 0 2.2 7.4 0.6 1 94.2 4.2 1 37.6 30.4 41.2 57 36.6 82.6
f8zðnÞg 0 0 0 2.2 3 0.6 0.6 1.4 0 86.8 0 86.4 0 61.8 96.2
f9zðnÞg 0.2 94 83.4 82 1.6 0 99.4 87.4 91.4 98 88.4 91.4 88.8 93.8 96.4
f10zðnÞg 0 0 58.8 1.2 0 98.2 98.4 0 1.2 0 0 0 0.8 52.4 92.4
f11zðnÞg 0 3.6 2 2.2 18.8 5.4 67.2 91.2 23.2 61.6 64 85.6 51.8 86.2 91.6
f12zðnÞg 0 55.4 36 7.2 0.4 90.4 96.4 92.4 20.8 5.4 25.8 61 80.6 15.8 94.4
f13zðnÞg 0 0.2 38.2 3 28.6 83 1 1.2 0.8 0 0 68.6 77.8 78.4 2.8
f14zðnÞg 0 31.4 1.4 4.4 0.2 0 97.4 1.8 83.8 7.4 84.4 5.6 68.2 94.8 93.4
f15zðnÞg 0.2 70.6 29.2 11.4 4.4 99.8 99.2 98.8 97.8 99.8 96.4 72.6 57.6 92.2 94
f16zðnÞg 0 0.2 0 0 0 95.4 0 0 0.2 0 0 2 15.6 0 0.6
f17zðnÞg 0 78.4 2 10 0.4 0 0 0.2 1.4 0 0 50.2 3.4 43.8 2.8
f18zðnÞg 0 43.2 17.4 46.4 11.2 91 97.2 97.8 94 98.4 92.2 58.6 83.6 92.8 92
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VI. DISCUSSIONS AND CONCLUSIONS
Using a chaotic 9-dimensional Lorenz-96 model as a
prototypical example, we studied observability of all its 9
state variables xi and the fixed model parameter p using dif-
ferent multivariate time series consisting of one to three
observables. Local observability was characterized by a
recently introduced measure of uncertainty i given in
Eq. (7). This analysis indicates that all state variables and the
parameter can be reconstructed, even in cases where only a
univariate time system is available. It turned out that on aver-
age the values of i for unmeasured state variables are mini-
mal for a delay time s between s ¼ 0:11 and s ¼ 0:21 (see
Fig. 1). This is in agreement with results reported in Ref. 5,
where s  0:1 was found to be an appropriate delay time to
synchronize a Lorenz-96 model to an observed time series
using a delay coordinates based coupling scheme.
Histograms of the uncertainties i of the fixed model parame-
ter and the measured and unmeasured state variables look
similar, independent of the number of measured variables.
This means that the successful reconstruction of the state
xðtÞ and the parameter p should not depend on the number of
measured state variables in a (multivariate) time series, pro-
vided one initializes the estimation algorithm close enough
to the true solution (note that the observability analysis pre-
sented in Sec. III is only locally valid).
In Ref. 5, we showed that for the Lorenz-96 model
synchronization to the data is indeed possible with only a
single measured state variable, only, using a synchronization
scheme based on delay vectors of the data time series.
Hence, this result is in coincidence with the fact that the
uncertainty values i are relatively small already for univari-
ate time series from the Lorenz-96 system.
Furthermore, we addressed the question whether the
estimation of the model states is also possible if an estima-
tion algorithm is initialized further away from the true trajec-
tory of the dynamical system underlying the data. To probe
this global convergence, a statistical test was performed,
where an optimization based state and parameter estimation
algorithm8 was initialized with different initial guesses for
the entire trajectory and the model parameter. Three different
methods for generating the initial guesses were used (see
Sec. V B) and compared.
With method 1, initial guesses were chosen uniformly
distributed in a box. With this preparation of initial guesses
of the optimization algorithm state and parameter estimation
in the 9-dimensional Lorenz-96 model was possible with a
very high success rate if multivariate times series with (at
least) three observables are available, while for two meas-
ured state variables, only a fraction of estimation runs was
successful (see success rates summarized in Table I). Note
that the initial guesses generated by method 1 are typically
far off the trajectory underlying the data. As a consequence
state and parameter estimation based on univariate time
series failed in most cases. Therefore, for practical applica-
tion local observability is a necessary but not a sufficient
feature of the given estimation problem.
Furthermore, it was shown that an error definition based
on the difference between the estimated solution of the
model variables and the noise free true trajectory (of all vari-
ables), Eq. (21), gives comparable success rates as an error defi-
nition based on the difference between the measurement
function and the data, Eq. (23). For the latter, a lower bound was
derived, which is valid for a smooth solution. Note that in all
simulations the model equations have no errors. The question of
whether both error definitions would give comparable results if
errors in the model equations are present was not addressed.
Using exact trajectories (not coinciding with the true tra-
jectory underlying the data) as initial conditions (method 2)
turned out to result in very poor estimation results. Hence,
initializing the estimation algorithm with an arbitrary solu-
tion of the model equations is a disadvantage compared to
random initial guesses.
High success rates (close to 100%) were obtained using ini-
tial guess method 3, where the estimation algorithm is initialized
with samples close to true solutions. These results are consistent
with the low uncertainty observed in the local observability
analysis. Note, however, that usually this initialization method
cannot be applied with real world data, because the true trajecto-
ries used to generated the initial guess are typically unknown.
In addition to considering the success rate of the estima-
tion, Eq. (22), which can only be computed if the clean trajec-
tories of all state variables are known (often only one variable
can be measured), the success rate of prediction, Eq. (33), was
considered. This prediction error is more suitable for real
world applications, because it can be computed based on
measured data and the estimated model state variables and
does not require further information about the dynamics. In
the example considered here, a correlation between the pre-
diction error and the success rate of the estimation was
observed indicating that the prediction error is a good measure
for the success of the estimation procedure. Nevertheless, it
was also shown that a small estimation error does not neces-
sarily mean a small prediction error and vice versa.
Our results indicate that successful state and parameter
estimation crucially depends on the selection of available
observables (univariate vs. multivariate), on the trajectory seg-
ment underlying the time series (i.e., the region of the state
space the trajectory visits during measurements), and last but
not least, the initialization of the estimation algorithm. The first
two aspects are typically determined by and during the mea-
surement (or experiment) and cannot be changed afterwards.
Only the choice of the estimation method and of its initializa-
tion is (typically) in the hand of the person who is analyzing
the data. Using a representative algorithm from the class of
optimization based methods (similar to 4D-VAR), we demon-
strated that the success may crucially depend on a proper
choice of initial guesses. Finding suitable criteria and initializa-
tion strategies is thus an important open task for future research
on state and parameter estimation algorithms.
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APPENDIX: JACOBIAN MATRIX OF THE DELAY
COORDINATES MAP
The Jacobian of the delay reconstruction map Eq. (6)
with respect to xðtÞ and p is given by
Dx;pSðxðtÞ; pÞ ¼
DxhðxðtÞÞ 0
Dxhð/sðxðtÞ; pÞÞ  Dx/sðxðtÞ; pÞ Dxhð/sðxðtÞ; pÞÞÞ  Dp/sðxðtÞ; pÞ
































































































with s0 ¼ 0; s; 2s;…; ðK  1Þs. To compute the Jacobian
matrix DSx;pðxðtÞ; pÞ (A1) of the delay coordinates map
SðxðtÞ; pÞ, we have to compute the Jacobians (A2) where
Dx/
s0 ðxðtÞ; pÞ and Dp/s
0 ðxðtÞ; pÞ contain derivatives of the
flow /s
0
generated by the dynamical system (1) with respect
to state variables xj and parameters pj, respectively. The
D
D-matrix Dx/s
0 ðxðtÞ; pÞ can be computed by solving the
linearized dynamical equations in terms of a matrix ODE
d
ds
Y sð Þ ¼ DxF /s x tð Þ; pð Þ; pð Þ  Y sð Þ; (A3)
where /sðxðtÞ; pÞ is a solution of Eq. (1) with initial value
xðtÞ and YðsÞ is an D
D matrix that is initialized as
Yðs ¼ 0Þ ¼ 1D, where 1D denotes the D
D identity matrix.
Similarly, the D
P-matrix Dp/sðxðtÞ; pÞ is obtained as a
solution of the matrix ODE37
d
ds
Z sð Þ ¼DxF /s x tð Þ; pð Þ; pð Þ  Z sð Þ
þDpF /s x tð Þ; pð Þ; pð Þ (A4)
with Zðs ¼ 0Þ ¼ 0. DxFð…Þ and DpFð…Þ denote the
Jacobians containing derivatives @Fið…Þ=@xj and
@Fið…Þ=@pj, respectively. Solving (A3) and (A4) simultane-
ously with the system ODEs (1), we can compute
Dx/
sðxðtÞ; pÞ ¼ YðsÞ; (A5)
Dx/




sðxðtÞ; pÞ ¼ ZðsÞ; (A7)
Dp/
2sðxðtÞ; pÞ ¼ Zð2sÞ (A8)
..
.
and use these matrices to obtain the Jacobian matrix
Dx;pSðxðtÞ; pÞ Eq. (A1) of the delay coordinates map S
Eq. (6).
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In data driven system identification values of parameters and not observed variables of a given
model of a dynamical system are estimated from measured time series. We address the question
of observability, that is, whether unique results can be expected for the estimates or whether, for
example, different combinations of parameter values would provide the same measured output. This
question is answered by analysing the null space of the linearized delay coordinates map. Examples
with zero dimensional, one dimensional, and two dimensional null spaces are presented employing
the Hindmarsh-Rose model, the Colpitts oscillator, and the Rössler system.
I. INTRODUCTION
Computer simulations based on mathematical mod-
els are an important method for analyzing and applying
dynamical systems in Physics and many other scientific
fields. In many cases, models are given by a set of or-
dinary or partial differential equations (ODEs or PDEs)
including parameters which have to be specified by suit-
able measurements or using estimation methods based on
time series measured from the process the model aims at
describing.
The latter data driven state and parameter estima-
tion methods include synchronization and observer based
methods [1–4], different types of Kalman filters [5–7], or
particle filters [8, 9]. With optimization based methods
[10, 11], the unknown states and parameters are esti-
mated by minimizing a cost function (for example, by
using numerical optimization or by solving the Euler-
Lagrange equations [7, 12]). Its bayesian probabilistic
background is described, for example, in Refs. [7, 13, 14].
In the geosciences these data assimilation methods are
known as 4D-Var [15, 16],
All the above mentioned methods provide estimates
for the model variables and parameters. However, it is
also important to know how accurate and unique these
estimates are. If there are different solutions for certain
model variables and parameters which describe the mea-
sured data with a comparable accuracy, then this is a
hint that the data do not contain enough information for
achieving (almost) unique estimates. In many cases, it is
therefore desirable to identify those quantities which can-
not uniquely be estimated from the available time series,
in other words, to quantify their observability [17–26].
While this task is completely solved for linear systems, it
remains a challenge for nonlinear models. Therefore, in





ẋ(t) = F[x(t),p] (1)
with the model state x = (x1, x2, . . . , xD)tr and the pa-
rameter vector p = (p1, p2, . . . , pNp)tr. Furthermore, a
scalar measurement function is defined by
y(t) = h[x(t)] (2)
whose output signal y(t) represents measured data. One
way to investigate the observability is to consider deriva-
tive coordinates of y(t) [21, 22] and the invertibility of
the derivative coordinate map. In this article, however,
we make use of time delay coordinates [27–31] of y(t)
and consider the K-dimensional forward delay coordi-
nates map G,





y(t), y(t+ τ), . . . , y(t+ (K − 1)τ)
]
(4)
where τ is the delay time. If the map G is locally in-
vertible at given x and p, then x and p can be uniquely
reconstructed given y(t) at present and delayed times.
That is, x and p are locally observable. This is the case
if the K× (D+Np) Jacobian matrix DG = DG(x(t),p),
computed with respect to x and p, is locally invertible
at x,p, i.e. has full rank.
Instead of considering the observability of the full sys-
tem, here we focus on identifying the (local) observability
of individual variables and parameters. If some of these
unknown quantities (parameters and variables) are not
locally observable, we investigate their relationships and
address the question which parameters may be fixed to
obtain local observability for all (remaining) quantities.
The approach discussed in detail in Sec. II A is based on
investigating the null space of the Jacobian matrix DG
of the map G. Not observable quantities and their rela-
tionships are identified by a suitable choice of the basis
of the null space using methods adopted from Ref. [32].
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In Refs. [33, 34] it is investigated how small pertur-
bations of the delay reconstruction vector g are mapped
to small perturbations in the state and parameter space.
This approach is extended in Sec. II B to find out how
the unknown quantities are locally correlated.
In Sec. III the optimization based (weak-4D-Var type)
state and parameter estimation algorithm from Refs. [35,
36] is revisited. This estimation method is then used in
the subsequent examples to evaluate the results obtained
by the application of the previously suggested analyses.
In particular, we make use of the concept of a profile
likelihood [37, 38], where one model parameter is manu-
ally tuned and all others are estimated (beside the model
variables) by minimizing a cost function.
Three examples, the Colpitts oscillator [39], the
Rössler model [40–42], and the Hindmarsh-Rose neuron
model [43], are discussed in Sec. IV. In Refs. [41, 42],
based on derivative coordinates, an algebraic method was
presented which can be used to find functional relation-
ships between model parameters of polynomial models
(right hand side of Eq. (1) is a polynomial vector field)
so that the measured variable (and its higher order time
derivatives) remains unchanged. We demonstrate for the
Rössler model that our (more general) approach for iden-
tifying not observable variables and parameters and their
relations provides the same results as the method pre-
sented in Refs. [41, 42].
II. THEORY
We investigate the local observability of model vari-
ables and parameters of a model, Eq. (1), with a scalar
measurement function, Eq. (2), by means of a delay re-
construction map, Eq. (4).
Following the approach presented in Refs. [33, 34] we
consider how small perturbations of the reconstructed
state g are related to variations of the state vector x
and the parameters p. In principle the approach can be
easily extended to multivariate measurement functions
[44]. To simplify the discussion we introduce a vector of
all Nw = D + Np unknowns w = (w1, w2, . . . , wNw)tr =
(x,p)tr ∈ RNw . If perturbations ∆g = g̃ − g are (in-
finitesimally) small, then the unknowns w = G−1(g) and
the perturbed unknowns w̃ = G−1(g̃) can be used in the
linearization
G−1(g̃) = G−1(g) + DG−1(g̃− g) (5)
⇒ w̃−w = DG−1(g̃− g) (6)
to compute the (resulting) perturbation of unknown
quantities
∆w = w̃−w = DG−1∆g (7)
with ∆w = (∆w1,∆w2, . . . ,∆wNw). The Jacobian
DG−1 is the (pseudo) inverse of DG(w) = DG(x,p).
DG−1 can be computed by inversion of its singular value
decomposition[32, 45] (SVD)
DG = USVtr (8)
where the K×Nw matrix U and the Nw×Nw matrix V
are column orthogonal, i.e. Utr = U−1 and Vtr = V−1.
The elements of the Nw ×Nw diagonal matrix
S = diag(σ1, σ2, . . . , σNw) (9)
are the singular values σ1 ≥ σ2 ≥ · · · ≥ σNw ≥ 0 and the
pseudo inverse of DG is given by
DG−1 = VS−1Utr . (10)
A. Dependency analysis of variables and
parameters
The Jacobian matrix DG contains information about
the local observability of variables and parameters. To
obtain these information we rewrite Eq. (7) as
DG∆w = ∆g . (11)
If there exists a ∆w 6= 0 for which it is ∆g = 0, then
we know that there exist perturbations of w which do
not lead to perturbations of g, that is they do not affect
the output signal y(t). Since they have no impact on
the measured signal, the values of all quantities wi which
are involved in such perturbations cannot be uniquely
estimated from a y time series. To identify non observ-
able quantities we therefore want to find out whether any
∆w 6= 0 exists which fulfills
DG∆w = 0 , (12)
that is, we want to compute the null space (or ker-
nel) null(DG) of the matrix DG. If the dimension of
null(DG), the nullity, is DN = 0 then the null space only
contains the null vector and we know that any small vari-
ation of w leads to a perturbation of g and, hence, all
quantities in w are locally observable. If DN > 0, then
certain elements wi of w can be varied by ∆wi 6= 0 with-
out a perturbation of g (i.e., with ∆g = 0). Therefore,
these quantities wi are not locally observable and in the
following they are also called locally redundant. Its as-
sociated columns DG(i) of DG are linear dependent, as
one can see when expanding Eq. (12) to
DG(1)∆w1 + · · ·+ DG(Nw)∆wNw = 0 . (13)
To investigate the null space we exploit the SVD
[32, 45] of DG, Eq. (8). The nullity is given by the num-
ber of vanishing singular values (σi = 0). In cases where
DN > 0 the null space of DG can be spanned by DN
basis vectors. For ordered singular values σ1 ≥ σ2 ≥
· · · ≥ σNw−DN+1 = · · · = σNw = 0 a set of DN orthogo-
nal basis vectors v(i)B , i = 1, . . . , DN, of null(DG) is given
by the last DN columns of V. Therefore, we introduce
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a Nw × DN basis matrix VB =
[





columns are the last DN columns of V. If the ith com-
ponents of all DN basis vectors are zero, that is the ith
row of VB contains zeros only, then the ith component
wi of w can be uniquely reconstructed given g and hence
the corresponding variable or parameter is considered as
locally observable.
1. Making the system locally observable
In the case when locally not observable variables and
parameters were identified, the question arises which of
them may be removed from the analysis or the estimation
problem so that, as a result, all remaining quantities are
locally observable. We address this issue by considering
the situation for a one and a multi-dimensional null space
separately.
If the null space of DG is DN = 1 dimensional only
and, hence, can be spanned by the basis vector vB (last
column of V), then it contains any variation
∆w = a · vB , (14)
where a ∈ R. Let us consider the patterns of zero and
non-zero elements of vB and assume that the ith com-
ponent of vB is, among possibly other components, non
zero. In other words, wi is locally not observable. Fixing
wi by prohibiting its variation via ∆wi = 0, for example
by setting wi to a fixed value instead of estimating it in
an estimation problem, immediately sets a = 0. There-
fore, variations of all other quantities are also prohibited
because of ∆w = 0. Setting wi to a fixed value makes all
other quantities locally observable.
Next, we consider the situation where the null space
of DG is DN > 1 dimensional. That means, at least DN
quantities have to be fixed by prohibiting their variation
to make all quantities locally observable. The variation
within the null space can be expressed by means of the
basis vectors v(i)B constituting the basis matrix VB (ob-
tained via SVD, see Sec. II A), and the real coefficients
a = (a1, . . . , aD+Np)tr by
∆w = a1v(1)B + · · ·+ aDNv
(DN)
B (15)
= VBa . (16)
The question is now which quantities are to fix so that
as a result ai = 0 for all i, and with that ∆w = 0 and all
remaining quantities are made locally observable.
The approach to identify a set of suitable quantities
to be fixed is based on the patterns of zero and non-zero
elements of basis vectors. This has the advantage that in
practice these patterns can be easily read off from distri-
butions of components of basis vectors computed based
on SVDs of Jacobian matrices at different state vectors.
In numerical simulations we observed that usually all ba-
sis vectors obtained via SVD have the same patterns of
zero and non-zero elements. Based on these patterns,
however, we can not easily read off which quantities to
fix for obtaining local observability for all quantities. For
that reason, based on the basis provided by the SVD,we
want to find a new basis of the null space where all basis
vectors have different patterns of zero and non-zero ele-
ments. We follow the approach from Ref. [32] of finding
linear dependent columns of a matrix. Based on VB we
have
DG ·VB = 0 . (17)
First, we choose DN quantities and define the quadratic
DN × DN matrix VB,1 to contain the DN rows of VB
which are associated with these quantities, with the re-
striction that VB,1 is nonsingular. From this it follows
that the nullity of VB,1 is zero. Prohibiting the variations
of the chosen quantities wi via ∆wi = 0 immediately
sets all coefficients aj = 0 which makes every quantity
locally observable and, therefore, is already an answers
to the question which quantities to fix. Nevertheless, the
new basis to construct also allows to read off which other
quantities may be fixed instead to obtain local observ-
ability.
One possible strategy to choose DN quantities is to
try different sets of chosen quantities, compute the sin-
gular values of VB,1, and chose the combination with the
largest ratio σmin/σmax. VB,2 contains all rows of VB
not contained in VB,1. Similarly, we define DG1 which
contains the DN columns of DG which are associated
with the chosen quantities. DG2 contains all remain-
ing columns of DG. Next, as suggested in Ref. [32], we






= DG1 ·VB,1 + DG2 ·VB,2
= 0 , (18)
multiply with V−1B,1 from the right, and obtain









= 0 , (19)
where 1(DN) is the DN ×DN identity matrix. Now, we




to obtain DG again.
If we apply the same reordering to the rows of Ṽ′B, then
we obtain the Nw × DN matrix ṼB and therefore the
newly ordered version of Eq. (19) is
DG · ṼB = 0 . (20)
Due to the identity matrix in Ṽ′B the columns of Ṽ′B,
and hence the columns of ṼB, are linearly independent.
Since the number of columns of ṼB, DN, is equal to








form another basis (beside the
orthogonal basis VB) of the null space of DG. Further-
more, all basis vectors have a mutually different pattern
of non-zero elements. Every variation of w within the
null space of DG can then be expressed in terms of the
new basis vectors with the real coefficients ãi,




To reveal some local relationships between quantities
we consider variations along each basis vector ṽ(i)B =[
ṽ
(i)




. In the case of a one dimensional null
space it is ṽ(i)B = vB, see Eq. (14). For that we assume
that ãj = 0, i 6= j, in Eq. (21) and obtain for variations
along ṽ(i)B and within the null space of DG
∆w(i) = ãiṽ(i)B . (22)
This illustrates that simultaneous variations of all quan-
tities wk, where the corresponding components v(i)B,k are
non-zero, are possible without affecting the output of the
system at present and delayed times, ∆g = 0. All other
quantities are kept unchanged. That indicates a local de-
pendency between these quantities. A set of locally de-
pendent quantities exists for every basis vector and con-
tains all quantities where the corresponding component
of the basis vector is non-zero. Note, that such a set is
not unique because the patterns of non-zero elements of
ṽ(i)B depend of the choice of quantities to construct VB,1.
Furthermore, to investigate how quantities wj and wk
locally depend on each other (still assuming variations
along ṽ(i)B only), dividing the jth row of Eq. (22) by the









Whether an increase of wk leads to an increase or a de-
crease of wj depends on the signs of the components of
the basis vectors. It should be noted, that computing
Eq. (23) based on another basis vector than ṽ(i)B may
lead to a different dependency, but that would not be a
contradiction.
B. Correlation analysis
In Sec. II A we described a way to detect locally de-
pendent quantities (variables and parameters) by inves-
tigating the null space of DG for cases where the null
space is one- or higher dimensional. There, no assump-
tions were made about the distribution of perturbations
∆g in Eq. (11). Here, we follow Refs. [33, 34] and make
the assumption that the perturbations ∆g are normally
distributed with a covariance matrix Σg and a mean of
zero,
∆g ∼ N (0,Σg) . (24)
Since ∆g is locally mapped to ∆w via the linear func-
tion Eq. (7), ∆w is also normally distributed [13, theo-
rem 2.11] with a mean of zero and a covariance matrix
Σw,
∆w ∼ N (0,Σw) . (25)






Furthermore, the perturbed state w̃, see Eq. (7), is also
normally distributed [13, theorem 2.11],
w̃ ∼ N (w,Σw) , (27)
and has the same covariance matrix.
In Refs. [33, 34] it was assumed that the perturbations
of the delay reconstruction vector g are uncorrelated and
have the same strength ζ2 (a typical assumption for mea-
surement noise). That is, its covariance matrix is diago-
nal, Σg = ζ2 · 1, where 1 denotes the unity matrix. The
standard deviation of single parameters or variables is








where the square roots are meant to be computed
component-wise. Since ζ is a factor only, we set ζ = 1
and have defined the measure of uncertainty [33, 34] for
wk
νk = ν(wk) =
√
[VS−2Vtr]kk . (30)
The larger νk is, the larger is the uncertainty when esti-
mating wk and the worse wk can be estimated.
In contrast to Refs. [33, 34], we now consider the non-
diagonal elements to investigate the correlation between
two different quantities. This is done by considering the
Nw×Nw linear Pearson’s correlation matrix ρ consisting
of the correlation coefficients





∈ [−1, 1] (31)
and containing the variances var(wk) = Σw,kk. Since Σw
is the covariance matrix of both, ∆w and w̃, their corre-
lation matrix ρ is also equal. For the diagonal elements
holds ρkk = 1. Now, let us consider the following cases:
ρij = ±1: There is a perfect positive (∆wi > 0⇒ ∆wj >
0) or negative (∆wi > 0 ⇒ ∆wj < 0) correlation
between both perturbations. In this case there is a
locally linear relationship between both quantities.
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ρij = 0: Since ∆w and w̃ are normally distributed, this
implies that ∆wi and ∆wj as well as w̃i and w̃j are
statistically independent.
0 < |ρij | < 1: The larger |ρij | is, the stronger is the cor-
relation between ∆wi and ∆wj
To analyze the correlations between quantities, one can
compute ρ for different states and generate histograms
showing the distributions of the correlation coefficients
ρij . If, for example, ρij ≈ −1 for most of the ana-
lyzed states, then this is a hint that it is difficult to esti-
mate quantity wi and wj simultaneously when perform-
ing state and parameter estimation. One can expect, if
quantity wi is estimated to a too large value, that the
estimated value of quantity wj is too small.
It is known, see Ref. [32], that a large correlation co-
efficient |ρij | ≈ 1 implies an (almost) linear relationship
between ∆wi and ∆wj , but a linear dependency between
more than two perturbations does not necessarily lead to
a correlation coefficient |ρij | ≈ 1. Therefore, we suggest
to apply the dependency analysis from Sec. II A 2 first to
detect locally dependent quantities and quantities which
are in principle locally observable. If DG is non singular
(DN = 0), or if one fixes quantities in the analysis until
every variation ∆w 6= 0 leads to ∆g 6= 0, then we suggest
to apply the correlation analysis.
However, even in the case of a non-singular DG a weak
dependency might not be revealed by the correlation
analysis [32]. Another way to quantify weak dependen-
cies is the collinearity diagnostics suggested in Ref. [32].
III. STATE AND PARAMETER ESTIMATION
ALGORITHM
The task of state and parameter estimation is to find a
trajectory for the model variables {x(n)}, x(n) = x(tn) ∈
RD with tn = n ·∆t and n = 0, . . . , N −1 and a vector of
model parameters in such a way that the trajectory fits an
(here: univariate) experimental data time series {η(n)},
η(n) = η(tn) ∈ R with tn = n ·∆t and n = 0, . . . , N − 1,
(via a measurement function Eq. (2)) on the one hand,
and fulfills the model equations on the other hand. The
approach chosen here [35, 36] is similar to weak constraint
4D-VAR [7, 10, 13, 46, 47] and is based on minimizing
a cost function. Here, models in form of ODE Eq. (1)
are used. Approximating the time derivative by a fi-
nite difference ∆x(n)/∆t and introducing an error term
u(n) = u(tn) in the model, the discretized equations read
∆x(n)
∆t = F [x(n),p] + u(n) . (32)












+ C3 + C4
(33)
has to be minimized with respect to the entire trajec-
tory {x(n)} and the parameters p. The trajectory and
parameters which minimize C({x(n)},p) are then con-
sidered as the solution of the estimation problem. To
estimate a smooth trajectory, a Hermite interpolation is
performed by the additional sum C3 and to force vari-
ables and parameters to stay in predefined boundaries
the sum C4 is required. Both term are described more
detailed in Ref. [35, 36]. Furthermore, a homotopy pa-
rameter α ∈ (0, 1) is used to cope with local minima in
the cost function[12]. If α ≈ 1, the estimated trajectory is
very close to the data (large modeling errors u(n) are al-
lowed), and if α ≈ 0, the estimated trajectory fulfills the
model equations very well, but might not match the data.
Additionally, a matrix B is introduced for an individual
weighting of the error u(n). In the weak constraint 4D-
Var formulation B is the inverse covariance matrix of the
modeling error u(n). For optimization the Levenberg-
Marquard [48–50] algorithm is used, where derivatives
and sparsity structures are computed by means of the
automatic differentiation software ADOL-C [51–53].
IV. EXAMPLES
The aim of the examples is to demonstrate how the
dependency and correlation analysis of model states and
parameters discussed in Secs. II A and II B can be ap-
plied.
In case of the Colpitts oscillator (Sec. IV A) the null
space of DG, Eq. (11), is one dimensional and both, the
dependency and correlation analysis is applied. The re-
sults are then compared to results obtained by apply-
ing the state and parameter estimation algorithm from
Sec. III.
In Sec. IV B the dependency analysis from Sec. II A
is applied to the Rössler model. A two dimensional null
space of DG was found. Furthermore, it is demonstrated
how sets of dependent variables and parameters can be
found. These results are then compared to results pre-
sented in Ref. [42] where relationships between model
parameters were identified in polynomial vector fields.
In the third example the Hindmarsh-Rose model is
studied. It was found that the null space of DG is zero
dimensional. In theory, this means that all variables and
parameters should be observable. Applying the correla-
tion analysis from Sec. II B, however, shows that there
is still a strong correlation between certain model pa-
rameters. This correlation was also observed when the
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state and parameter estimation algorithm from Sec. III
is applied.
A. Colpitts oscillator
In this section we use the model of the chaotic Colpitts
oscillator[39] to investigate local dependencies of model
parameters and variables. The system is given by the
model equations
ẋ1 = p1x2
ẋ2 = −p2(x1 + x3)− p3x2
ẋ3 = p4
(
x2 + 1− e−x1
) (34)
with the parameters p = (5, 0.08, 0.7, 6.3) (equations and
parameter values are taken from Ref. [54]) and the mea-
surement function
h(x) = x1 . (35)
To generate states for the analysis the model Eq. (34) is
integrated 106 steps with a step size of 0.1 (no transient
included) using the parameters p = (5, 0.08, 0.7, 6.3).
Then, every 100th point from the trajectory is used for
the analysis resulting in 104 points. The dimension of
the delay coordinate vector, Eq. (4), is set to K = 10.
First, we compute histograms for the singular values
σi, i = 1, . . . , 7 of DG, Eq. (9), including all four model
parameters in the analysis, see Fig. 1. The histograms
are computed in the following way: (i) The delay time τ
is set to the smallest considered value τ = 0.1. (ii) Then,
all normalized singular values σi/σ1 (i = 1, . . . , 7) are
computed for each of the 104 different states on the at-
tractor using the fixed τ . (iii) A histogram for each σi/σ1
is computed and plotted vertically (color coded) in the
corresponding subplot. (iv) This process is repeated with
a slightly increased τ . We can see that for all investigated
states and independent on τ only the smallest normalized
singular values σ7/σ1 are very close to zero. This indi-
cates a one dimensional null space (DN = 1) of DG and
means that there exist ∆w 6= 0 with ∆g = 0, see Eq. (11)
and Eq. (12). Therefore, some of the model variables or
parameters are locally not observable because its varia-
tion does lead to a perturbation ∆g 6= 0 of the measured
signal y(t) at present time t and delayed times.
Since DN = 1, the last column of V (see Eq. (8)),
vB = v(7), is a basis vector of the null space of DG (see
Sec. II A). To simplify the association of the components
of vB, the associated variable or parameter is mentioned
in brackets. Since both vB and −vB are valid basis vec-
tors (and both variants may be obtained by the SVD
of DG), vB is normalized by the sign of the component
vB(p4), vB → sign(vB(p4)) · vB.
To check whether some variables or parameters are lo-
cally observable, we consider histograms of the compo-
nents of vB, vB(wi), for the same 104 states and delay















































































































Figure 1. Histograms (color coded) of the normalized singu-
lar values σi/σ1, Eq. (9), (computed with delay reconstruction
dimension K = 10) of DG computed with respect to all vari-
ables (D = 3) and parameters (Np = 4) of the Colpitts oscil-
lator, Eq. (34), where x1 is assumed to be measured, Eq. (35).
For each τ the singular values σi are computed for 104 points
on the attractor using p = (5, 0.08, 0.7, 6.3). The smallest
normalized singular values σ7/σ1 is of magnitude smaller than
10−15 for (almost) all states and τ and, hence, is numerically
very close to zero indicating a one dimensional null space of
DG, Eq. (11).
10−10 and |vB(p3)| < 10−10 are close to zero for all 104
states and all considered τ . This means that it is (almost)
impossible to vary x1 and p3 without changing g. Hence,
x1 and p3 are as locally observable. All other quantities
are locally redundant.
Local variations of the redundant quantities keeping g
unchanged are only simultaneously possible, see Eq. (14).
To find out how these quantities pairwise depend on each
other, see Eq. (23), we consider the ratio of the signs of
vB(wi) read off from Fig. 2. The histograms associated
with the model parameters show that there the signs of
vB(wi) are independent on the state and the delay time τ .
According to Eq. (23) we see that, (i) a positive variation
of p4, ∆p4 > 0, leads to a negative variation of p1 and
p2, ∆p1,∆p2 < 0, because of vB(p4)/vB(p1) < 0 and
vB(p4)/vB(p2) < 0 and vice versa. (ii) A variation ∆p4 6=
0 leads to no change of p3.
To confirm that only x1 and p3 are locally observable,
the measure of uncertainty ν(wi), Eq. (30), was com-
puted for the same 104 points from the attractor and
delay times τ as previously with K = 10. First, ν(wi)
was computed including all four model parameters in the
analysis. Histograms for all ν(wi) are shown in Fig. 3.
One can see that on average ν(wi) is very large (magni-
tude 1010 to 1015) for all i, except ν(x1) and ν(p3). This



































































































Figure 2. Histograms (color coded) of the components vB(wi)
of a basis vector spanning the one dimensional (see Fig. 1) null
space of DG (computed with delay reconstruction dimension
K = 10) computed with respect to all variables (D = 3)
and parameters (Np = 4) of the Colpitts oscillator, Eq. (34),
where x1 is assumed to be measured, Eq. (35). For each
τ the components vB(wi) are computed for 104 points from
the attractor using p = (5, 0.08, 0.7, 6.3). Only vB(x1) and
vB(p3) are within the interval [−10−10, 10−10] for (almost) all
states and delay times τ and numerically very close to zero
indicating that only x1 and p3 are locally observable.
However, estimating x1 and p3 should give more accurate
results due to much smaller ν(wi) (on average). This co-
incides with the results from investigating the null space
of DG which also indicated a good local observability
of x1 and p3 since variations of these quantities lead to
variations of g.
To check this result a twin experiment is performed
where all model parameters are estimated beside the
model variables from a x1 time series using the estimation
method from Sec. III. To obtain the data time series the
model Eq. (34) was integrated and the true solution z(t)
is used to generate the time series {η(tn)} (tn = n · 0.01,
n = 0, . . . , 6000) with
η(tn) = z1(tn) . (36)
The corresponding measurement function Eq. (35) is
then used for the estimation of all model variables and
all parameters. Figure 4 shows the estimated solu-
tion. In (a) one can see that the output of h(x) (blue
line) perfectly matches the data (light green line). In
(b), (d), and (e) one can see that the estimated solu-
tion of the corresponding model variable xi (blue line)
matches the true solution zi (red dashed line) only for
the first variable x1. Furthermore, one can see in (c),
a zoomed version of (b), that the magnitude of the es-





















































































































Figure 3. Histograms (color coded) of the measure of uncer-
tainty ν(wi), Eq. (30), (computed with delay reconstruction
dimension K = 10) of all variables (D = 3) and parameters
Np = 4 of the Colpitts oscillator where x1 is assumed to be
measured, Eq. (35). For each delay time τ the measure of
uncertainty ν(wi) (see Eq.(30)) is computed for 104 points on
the attractor using p = (5, 0.08, 0.7, 6.3). On average ν(wi) is
quite large for x2, x3, p1, p2, and p4, and much smaller for x1





















































Figure 4. State and parameter estimation of the Colpitts
oscillator Eq. (34) via measurement function h(x(t)), Eq. (35),
from the data time series {η(tn)}, Eq. (36). (a): Output
of h(x(t)) (blue line) matches the data {η(tn)} (light green
line). (b), (d), (e): Estimated model variables xi (blue line)
and the true solutions zi, i = 1, 2, 3, (red dashed line) used
to generate {η(tn)}. (c): Zoomed version of (b). Only x1
matches its true solution z1. Parameters are estimated to
p = (5573.7, 1.62 · 10−4, 0.700, 2.79). That is, only p3 was
estimated to the value used to generate the data.
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solution zi. The model parameters are estimated to
p = (5573.7, 1.62 · 10−4, 0.700, 2.79). Only p3 was es-
timated to the correct value used to generate the data.
These results were correctly predicted by the previously
computed measure of uncertainty (ν(p3) is much smaller
compared to the uncertainties of the other parameters),
Fig. 3, and the components vB(wi) of a basis vector of the
null space of DG, Fig. 2. The component vB(p3) is very
close to zero indicating that a variation of p3 is (almost)
impossible without a change of g.
There exists one set of locally dependent quantities
(since DN = 1) consisting of x2, x3, p1, p2, and p4. Pro-
hibiting variations of one of these quantities via ∆wi = 0
in Eq. (14), for example by setting wi to a fixed value
instead of estimating it in an estimation problem, sets
a = 0. As a result, variations of all other quantities are
not possible within the null space of DG, which means
that all other quantities became locally observable. For
example, fixing p3 does not set a to zero in Eq. (14) be-
cause, according to Fig. 2, vB(p3) is (very close to) zero.
Therefore, fixing p3 would not make all other quantities
locally observable.
We decided to remove p4 from the analysis. One can
verify that the null space of DG, with the column associ-
ated with p4 removed, is zero dimensional by considering
the singular values of DG (not shown here). Then, we
consider the correlation coefficients ρ(wi, wj), Eq. (31),
which describes local correlations between quantities.
The correlation analysis from Sec. II B was performed for
all model variables x1, x2, and x3, and the model param-
eters p1, p2, and p3. The computation of the correlation
coefficients is based on the same 104 states from the Col-
pitts attractor and the measurement function Eq. (35),
as previously. Figure 5 shows the histograms of all cor-
relation coefficients (without the diagonal elements of ρ,
because they are 1 anyway) for different τ and a recon-
struction dimension of K = 10. The plots (a) to (o)
show histograms of ρ(wi, wj) for different quantities wi
and wj using different delay times τ . In all plots the
correlation coefficients are, independent of τ , distributed
over the whole interval [−1, 1]. One can see that no per-
fect correlations occur because there is no histogram with
ρ(wi, wj) ≈ ±1 for all investigated states and delay times
τ . Therefore, state and parameter estimation should give
accurate results.
In a twin experiment in Ref. [35] the parameters p1,
p2, and p3 of the Colpitts oscillator were estimated from
a noisy time series of the first model variable x1. All es-
timated parameter values coincide with the values used
to generate the data and are hence estimated correctly.
This also coincides with results obtained when comput-
ing the measure of uncertainty only with the first three,
instead of all four, model parameters. To obtain this
result the previous computation of ν(wi) was repeated
including only x1, x2, x3, p1, p2, and p3 in the analysis.
Histograms of ν(wi) are shown in Fig. 6. We can see
that the uncertainties are of magnitude 1 (for larger τ)
and, hence, much smaller than in Fig. 3 (where all four
parameter are included in the analysis).
To confirm that the set of locally dependent quanti-
ties is correctly predicted by the dependency analysis,
the twin experiment from the beginning of this section
is repeated. There, the model of the Colpitts oscilla-
tor, Eq. (34), was adapted to a x1 time series (no mea-
surement noise) and all four parameters were estimated.
Instead of estimating all four parameters simultaneously,
we adapt the concept of a profile likelihood [37, 38]. Only
the first three parameters are estimated and p4 is set to
different values. The dependency of the estimated values
of p1, p2, and p3 on the parameter p4 is shown in Fig. 7.
In more detail, the simulation was performed in the fol-
lowing steps: (i) p4 is fixed to p4 = 4.0. (ii) Beside the
model variables, the parameters p1, p2, and p3 are esti-
mated, as shown (blue dots) in plot (a), (b), and (c). The
corresponding value of the cost function C, Eq. (33), for
the estimated solution is shown in (d). (iii) p4 is slightly
increased and the estimation is repeated. The red dashed
lines in (a) - (c) show the value of the corresponding pa-
rameter used to generate the data. In plot (a) - (d) the
vertical black line at p4 = 6.3 shows the value of p4 used
to generate the data.
First of all, one can see that for all values of p4 the cost
at the estimated solution is very small (order of magni-
tude of 10−8) so that it is likely that the estimated solu-
tions are in a global minimum of the cost function. A pos-
sible reason, why C is not exactly constant for different
p4, might be truncation errors. Further, for p4 = 6.3 the
estimated values of all other parameters coincide with the
values used to generate the data. If p4 is fixed to a value
slightly smaller than 6.3 (for example p4 = 5.5), then the
estimated values for p1 and p2 are larger than the values
used to generate the data (therefore ∆p1,∆p2 > 0), as
shown in Fig. 7(a), and Fig. 7(b), respectively. If now
p4 is fixed to a slightly larger value than 6.3 (for exam-
ple p4 = 7.0), then p1 and p2 are estimated to too small
values. In Fig. 7(b) one can see, that the dependencies
are only locally correct (around p4 = 6.3) because for
p4 < 5 the parameter p2 is estimated to too small values.
Furthermore, p3 is independent of p4.
This results coincide with the local dependencies found
in the dependency analysis when considering the ration
of the components of the basis vectors (see Fig. 2).
B. Rössler model
In this section we use the Rössler model [40] in a form
presented in Ref. [41, 42]. The model equations read
ẋ1 = p1x2 + p2x3
ẋ2 = p3x1 + p4x2 (37)
ẋ3 = p5 + p6x3 + p7x1x3
where in the following the parameter values p =






























































































































































































































Figure 5. Histograms (color coded) of the correlation coefficients ρ(wi, wj), Eq. (31), (computed with reconstruction dimension
of K = 10) of all variables and the parameters p1, p2, and p3 of the Colpitts oscillator, Eq. (34), where x1 is assumed to be
measured, Eq. (35). For each delay time τ the coefficients ρ(wi, wj) are computed for 104 points on the attractor. In all plot












































































































Figure 6. Similar to Fig. 3, but the measure of uncertainty,
ν(wi), was only computed for x1, x2, x3, p1, p2, and p3 (with-
out p4). For all quantities ν(wi) is very small (on average)
indicating that states and parameters can be estimated cor-
rectly.
our results with Ref. [42] we also assume that x2 is mea-
sured,
h(x) = x2 . (38)
To investigate the observability we first integrate the
Rössler model, Eq. (37), for 104 time steps with a step
size of 0.1. Then, every 10th state (1000 different states
in total) is used for the following analysis. For each state
and for different delay times τ the Jacobian DG, Eq. (8),
and its SVD of the K = 50 dimensional delay reconstruc-
tion map Eq. (4) were computed with respect to all three
model states and all 7 model parameters. Therefore, DG
is a 50× 10 matrix.
Histograms of the normalized singular values σi/σ1,































Figure 7. State and parameter estimation (using the algo-
rithm from Sec. III) of the Colpitts oscillator, Eq. (34), from
a clean x1 time series, Eq. (35). (a) - (c): To generate the data
the parameter values p1, p2, p3 indicated by the red dashed
lines and p4 = 6.3 (black vertical line in (a) - (d)) were used.
For each fixed p4 the other parameters (blue dots) and the
model variables were estimated (concept of profile likelihood
[37, 38]). (a), (b): The local dependency of p1 and p2 on p4
around p4 = 6.3 is consistent with the dependency analysis,
see Fig. 2, since ∆p4 > 0⇒ ∆p1,∆p2 < 0 and vice versa. (c):
p3 is estimated correctly independent of p4 (consistent with
the dependency analysis). (d): Cost function C, Eq. (33), is
very small at the estimated solutions indicating a relatively
flat valley in the minimum.
see that the smallest normalized singular values, σ9/σ1
and σ10/σ1 are, for almost all states and τ , smaller than
10−15 and, hence, are very close to zero. This means,
that the null space of DG is DN = 2 dimensional for all
investigated states and all τ , and it can be spanned by the
two basis vectors v(1)B = v(9) and v
(2)
B = v(10) (two last
columns of V), see Sec. II A. Both vectors are orthogonal
and constitute the 10× 2 basis matrix VB = [v(1)B ,v
(2)
B ],
see Eq. (17). If now the ith row of VB contains zeros









































































































































































Figure 8. Histograms (color coded) of the normalized singu-
lar values σi/σ1, Eq. (9), (computed with delay reconstruction
dimension K = 50) using all variables (D = 3) and param-
eters (Np = 7) of the Rössler-model, Eq. (37), where x2 is
assumed to be measured, Eq. (38). For each delay time τ
the normalized singular values σi/σ1 of DG are computed for
1000 states from the attractor. The two smallest normalized
singular values σ9/σ1 and σ10/σ1 are of magnitude smaller
than 10−15 for (almost) all states and τ and, hence, are nu-
merically very close to zero. This indicates a two dimensional
null space of DG and, therefore, the existence of redundant
variables or parameters.
a perturbation of this quantity is not possible inside the
null space of DG and, therefore, would lead to a pertur-
bation ∆g 6= 0, see Eq. (11).
In this example, all quantities are ordered by w =
[x1, x2, x3, p1, p2, p3, p4, p5, p6, p7]. Hence, the quantity
wi is associated with the components v(1)B,i and v
(2)
B,i of
the basis vectors. For example, v(1)B,5 and v
(2)
B,5 are associ-
ated with p2. To simplify the notation in the following
discussion, the associated quantities will be provided in
brackets, e.g. v(1)B,5 = v
(1)































































































Figure 9. Histograms (color coded) of the normalized singular
values σi/σ1 of the square matrix VB,1, Eq. (40), using all
variables (D = 3) and parameters (Np = 7) of the Rössler
model, Eq. (37), (based on the same states, delay times τ ,
etc. as in Fig. 8). Since for all states and τ the smallest
normalized singular values σ1/σ2 are relatively large, VB,1 is
not singular and has, therefore, a unique inverse.
To identify quantities where prohibiting its variation,
for example fixing them in an estimation problem, makes
all quantities locally observable, we apply the depen-
dency analysis suggested in Sec. II A. As already men-
tioned, we observed in numerical simulations that usually
the patterns of zero and non-zero elements of all basis
vectors obtained via SVD are equal. Therefore, we con-
struct a new basis of the null space of DG where all basis
vectors will have mutually different patterns of non-zero
elements. In the first step we chose the two quantities p5






























































Next, we split DG into the 50 × 2 matrix DG1 =
[DG(8),DG(10)] containing the 8th and the 10th column
of DG (the first column is associated with p5 and the sec-
ond column is associated with p7) and the 50× 8 matrix
DG2 containing the remaining columns of DG.
Histograms of both normalized singular values σi/σ1 of
VB,1, computed based on the same states and delay times
τ as previously, are shown in Fig. 9. Since the smallest
singular value is relatively large (larger than 10−2) for all
states and τ , V−1b,1 exists and is unique.
Therefore, we can compute Ṽ′B in Eq. (19) for each
considered state and τ . In the next step we reorder the
columns of [DG1,DG2] in a way such that we obtain DG



























































































































































Figure 10. Histograms (color coded) of the components of
the first basis vector ṽ(1)B , Eq. (42), of the two dimensional
null space of DG using all variables (D = 3) and parameters
(Np = 7) of the Rössler model, Eq. (37), (based on the same
states, delay times τ , etc. as in Fig. 8). (c),(e),(h): Only the
components associated with x3, p2, and p5 are non-zero for all
states and τ . (a),(b),(d),(f),(g),(i),(j): All other components
are within the interval [−10−10, 10−10] for (almost) all states
























































and fulfills Eq. (20). The vectors ṽ(1)B and ṽ
(2)
B con-
tain the components of the first and the second column
of ṼB, respectively. Due to the ones and zeros in ṼB
both vectors are linear independent and, since the null
space of DG is DN = 2, form a basis of DG with dif-
ferent patterns of non-zero elements. In this basis it is
ṽ
(1)
B (p5) = ṽ
(2)
B (p7) = 1 and ṽ
(2)
B (p5) = ṽ
(1)
B (p7) = 0.
To further investigate the structure of the null space
of DG we consider histograms of all components of ṽ(1)B
(Fig. 10) and ṽ(2)B (Fig. 11) computed using the same

























































































































































Figure 11. As Fig 10, but histograms of the components of
ṽ(2)B , Eq. (42), are shown. (a),(c),(d),(e),(f),(j): Only the com-
ponents associated with x1, x3, p1, p2, p3, and p7 are non-zero
for all states and τ . (b),(c),(g),(h),(i): All other components
are within the interval [−10−10, 10−10] and, hence, numeri-
cally very close to zero for (almost) all states and delay times
τ .
∆w within the null space of DG can be expressed as
∆w = ã1ṽ(1)B + ã2ṽ
(2)
B , (43)
see Eq. (21). ∆w is thus controlled by two scalars ã1
and ã2. By reading off the patterns of zero and non-zero
elements of ṽ(1)B and ṽ
(2)
B from Fig. 10 and Fig. 11, the















































A ‘0’ means that this component is zero and ‘∗’ means
that this component is non-zero for (almost) all investi-
gated states and τ .
One can read off from Eq. (44) that variations
∆x2,∆p4,∆p6 6= 0 are not possible without leaving the
null space of DG. Therefore, variations of x2, p4, and p6
lead to a perturbation ∆g 6= 0 and, thereby, to a per-
turbation of g in Eq. (4), that is, of the output of the
system at present and delayed times. This means that
these quantities are locally observable.
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One can also read off from Eq. (44) how all other
unknown quantities can be made locally observable by
prohibiting the variation of only two quantities. In a
state and parameter estimation problem these two quan-
tities would then be set to fixed values and not be esti-
mated. The goal is to prohibit variations of quantities
until ã1 = ã2 = 0. To accomplish that, in this example
there exist several ways. For examples, fixing p1 and p5
by ∆p1 = ∆p5 = 0 implies ã1 = ã2 = 0 because ṽ(1)B (p5)
and ṽ(2)B (p1) are non-zero. Or by setting ∆p3 = 0, which
sets ã2 = 0, and ∆p2 = 0, which then sets ã1 = 0.
This shows the advantage of considering the basis vec-
tors ṽ(1)B and ṽ
(1)





tained via SVD). Since, according to our observations in
numerical simulations, the patterns of non-zero elements
of the latter two basis vectors is usually equal, this way of
making all quantities locally observable would not work.
In Refs. [41, 42] the authors also assumed that x2 is
measured and they used an analytical calculation based









ẋ2 = bp3x1 + p4x2 (45)
ẋ3 = ap5 + p6x3 + bp7x1x3
with the (introduced) scaling parameters a, b ∈ R. This
model can produce the same dynamics of the second
model variable for arbitrary a and b. Therefore, a and
b have a comparable role as ã1 and ã2 in Eq. (43) and
Eq. (44). It should only be possible to uniquely recover
the parameters p4 and p6 from a x2 time series (only
these parameters have no scaling factors). This coincides
with our results from the dependency analysis that the
only locally observable parameters are p4 and p6.
With the scaling parameter a in Eq. (45) the same
model parameters can be varied as with ã1 in Eq. (44).
The same holds for b in Eq. (45) and ã2 in Eq. (44).
Furthermore, the way of how parameters pairwise lo-
cally depend on each other is predicted correctly by the
dependency analysis when using the same parameter val-
ues also used in the model Eq. (37) for the previous anal-
ysis, p = (−1, −1, 1, 0.1, 0.1, −14, 1). Let us start
with a = b = 1 and slightly change a 7→ a > 1. This
leads to the following variations: p5 7→ ap5 > p5 because
p5 > 0, and p2 7→ p2/a > p2 because p2 < 0. Hence, an
increase of p5 goes along with an increase of p2. Since,
according to Fig. 10, the ratio of the associated compo-




B (p5) > 0 for
all states and delay times τ , a small variation ∆p5 >
leads to a variation ∆p2 > 0, see Eq. (23). In the same
way one can verify, by considering a small variation of b
and the components of ṽ(2)B in Fig. 11, that the pairwise
local dependency between the other model parameters
is equally predicted by Eq. (45) and by the dependency
analysis.
It should be noted that choosing p5 and p7 is not the
only possible combination to construct VB,1, Eq. (40),
and with that a different ṼB. We repeated the depen-
dency analysis by choosing p2 and p7, checking that VB,1
is non-singular for the investigated states and delay times
τ , and were able to verify that the results of the anal-
ysis are consistent with a transformation of the model
Eq. (45). For that, we introduced new scaling parame-













p5 + p6x3 + fp7x1x3 .
Equation (46) was then used for the verification.
C. Hindmarsh-Rose model
In this example we use the Hindmarsh-Rose (HR) neu-
ron model [43], which generates typical neuronal activity
such as spiking and bursting governed by dynamics on
separated time scales. The system consists of the model
equations
ẋ1 = −x31 + p1x21 + x2 − x3
ẋ2 = 1− p2x21 − x2
ẋ3 = p3[x1 + p5(p4 − x3)]
(47)
and a measurement function
h(x) = x1 , (48)
where x1 denotes the membrane potential. x2 and
x3 describe slow and fast ion current rates, respec-
tively, and the values of the model parameters are p =
(3, 5, 0.004, 3.19, 0.25).
To obtain representative states of the system we first
integrate the model Eq. (47) for 106 steps with a step size
of 0.1. Then, every 100th state was used for the analysis
resulting in 104 states from the attractor. For each state
the Jacobian matrix DG of the delay reconstruction map
Eq. (4) was computed with respect to all D = 3 model
variables and all Np = 5 model parameters for different
delay times τ using a reconstruction dimension of K =
10.
Histograms of the normalized singular values σi/σ1
of DG, Eq. (9), computed based on all states and for
different τ are shown in Fig. 12. We can see that
even the smallest singular value σ8/σ1 is of magnitude
σ8/σ1 ≈ 10−7 > 0 for increasing τ . Because the example
using the Colpitts oscillator shows that in this context
singular values can numerically also be much closer to
zero (σ7/σ1 in Fig. 1 converges to values of magnitude
10−16) we interpret this result that for the smallest singu-































































































































Figure 12. Histograms (color coded) of the normalized singu-
lar values σi/σ1, Eq. (9), (computed with delay reconstruc-
tion dimension K = 10) using all variables (D = 3) and pa-
rameters Np = 5 of the HR-model, Eq. (47), where x1 is
assumed to be measured, Eq. (48). For each τ the singular
values σi are computed for 104 points on the attractor using
p = (3, 5, 0.004, 3.19, 0.25). The smallest normalized singu-
lar value σ8/σ1 is of magnitude σ8/σ1 ≈ 10−7 and, hence,
numerically greater than zero.
space of DG, see Eq. (11) and Eq. (12), is DN = 0. This
means, that for all investigated states and delay times τ
there exist no variation of model parameters or variables
∆w 6= 0 such that the output of the system at present
and delayed times is kept unchanged, ∆g = 0. Therefore,
in principle all quantities are locally observable.
Next, we consider histograms of the uncertainties
Eq. (30) for all 3 model variables and all 5 parameters
based on the same 104 states, K, measurement function
Eq. (48) and τ as previously, see Fig. 13. For large τ
on average ν(p4) and ν(p5) are relatively large. This is a
hint that the estimation of p4 and p5 from a x1 time series
is difficult. In Ref.[33] comparable histograms of ν(wi)
were considered for a fixed delay time and different re-
construction dimensions K (up to K ≈ 2000) giving the
same result that ν(p4) and ν(p5) converge to large values.
In the following we consider histograms of the corre-
lation coefficients ρ(wi, wj), Eq. (31), computed for all
D = 3 model variables and all Np = 5 model parameters
based on the same 104 states, K, measurement function
Eq. (48), and τ as previously, see Fig. 14. In Fig. 14(a)-
(g) the distributions of correlation coefficients between
all quantities and x1 are shown. One can see that for
most states and delay times τ the correlation coefficients
are numerically close to zero indicating only a weak cor-
relation between x1 and the other quantities. Taking into
account that the uncertainty of x1 is comparably small,






































































































































Figure 13. Histograms (color coded) of the measure of un-
certainty ν(wi), Eq.(30), (computed with delay reconstruc-
tion dimension K = 10) of all D = 3 variables and all
Np = 5 parameters for the HR-model, Eq. (47), where x1
is assumed to be measured, Eq. (48). For each delay time
τ , ν(wi) are computed for 104 points on the attractor using
p = (3, 5, 0.004, 3.19, 0.25). (a)-(f): Uncertainties of x1, x2,
x3, p1, p2, and p3 converge (on average) to comparatively
small values for larger τ . (g),(h): Uncertainties of p4 and
p5 converge (on average) to comparatively larger values in-
dicating a worse local observability compared to the other
quantities.
from a x1 time series.
In Fig. 14(h) to Fig. 14(a1) the distributions of the
correlation coefficients are spread over the whole interval
ρ(wi, wj) ∈ [−1, 1], almost independent of τ . Since for
many states and τ it is 1 < ρ(wi, wj) < 1, correlations
between the quantities exist, but are not all too strong
(on average).
Special attention should be payed to the distributions
of ρ(p4, p5) shown in Fig. 14(b1). ρ(p4, p5) is (close to)
-1 for almost all of the analyzed states and τ indicating
a relatively strong negative correlation between p4 and
p5. This is a hint of an almost linear relation between
both quantities. It is very likely that an increase of p4
leads to a decrease of p5 by keeping the delay reconstruc-
tion vector g in Eq. (4), that is the output of the system
at present and delayed times, almost unchanged. How-
ever, there are still analyzed states where ρ(p4, p5) is not
(close to) -1 (especially for smaller τ) indicating that the
negative correlation is not perfect. Hence, in principle
it should be possible to estimate p4 and p5 from a x1
time series, but one can expect that the estimation will
be difficult.
Hence, one can expects that the simultaneous estima-
tion of all variables and all parameters should give good

















































































































































































































































































































































































































































Figure 14. Histograms (color coded) of the correlation coefficients ρij (computed with K = 10) of all variables and parameters
of the HR-model, Eq. (47), where x1 is assumed to be measured, Eq. (48). For each τ the correlation matrix ρ, Eq.(31) is
computed for 104 points on the attractor using p = (3, 5, 0.004, 3.19, 0.25). (a)-(a1): The quantities are not very correlated
indicating that they should be estimable from a x1 time series. (b1): There is a strong, but not perfect, negative correlation
between p4 and p5.
p5 are sensitive with respect to small numerical (trunca-
tion) errors or small variations in the data (for example
the length of the time series, its underlying dynamics, or
a slightly different noise level).
To illustrate this effect, a twin experiment is per-
formed where all variables and parameters of the HR
model Eq. (47) are estimated from noisy artificial data
of the first model variable x1 using the estimation
method described in Sec. III. To generate the data,
the model was integrated using the parameters p =
(3, 5, 0.004, 3.19, 0.25). The solution z(t) (denoted as the
‘true solution’) is then used to create the noisy data time
series {η(tn)}, tn = 0, 0.5, . . . 1500, with
η(tn) = z1(tn) + ξ(tn) , ξ(tn) ∼ N (0, 0.004) (49)
(SNR = 18.3db). All model variables have to be esti-
mated at the times tm = 0, 0.05, . . . , 1500 using the mea-
surement function Eq. (48) together with all five model
parameters. Hence, data are only available at every tenth
time step. Figure 15(b),(c),(d) show that estimated so-
lutions of xi (blue lines) for the model variables and the
corresponding true solution zi (red dashed lines) match
quite well. In Fig. 15(a) one can see that the output
of the measurement function h(x(t)) (blue line) coin-
cides with the noisy data {η(tn)} (green circles). As
predicted by the correlation analysis, the estimated val-
ues of the first three parameters (p1 = 3.00, p2 = 4.99,




































Figure 15. State and parameter estimation (using the method
from Sec. III) of all D = 3 variables and all Np = 5 param-
eters of the HR-model Eq. (47), from a noisy x1 time se-
ries {η(tn)}, Eq. (49), using the measurement function h(x),
Eq. (48). (a): Output h(x) (blue line) matches the data
{η(tn)} (green circles). (b), (c), (d): Estimated model vari-
ables xi (blue lines) match the true solutions zi (red dashed
lines; used to generate {η(tn)}). Parameters are estimated to
p = (3.00, 4.99, 0.00402, 4.19, 0.191). That is, p1, p2, and p3
are estimated to values similar to those used to generate the
data. p4 and p5 are estimated to much less accurate values.
generate the data. However, p4 and p5 are estimated to
p4 = 4.19 and p5 = 0.191 which is a much larger devia-
tion to the values used to generate the data. This is in
coincidence with that the uncertainties of p4 and p5 are
larger compared to uncertainties of the other parameters
































Figure 16. State and parameter estimation (using algorithm
in Sec. III) of the HR model, Eq. (47), from a clean x1 time se-
ries. (a) - (d): The parameter values shown by the red dashed
lines were used, beside p4 = 3.19 (black vertical line in (a) -
(e)), to generate the data. For each fixed p4 all other param-
eters were estimated (blue dots) beside the model variables
(profile likelihood approach [37, 38]). That p5 is estimated to
a too small value, if p4 is too large, is consistent with the neg-
ative correlation between both parameters, see Fig. 14(b1).
Nevertheless, p1, p2, and p3 are estimated (almost) correctly
to values used to generate the data, (almost) independent of
the value of p4. (e): Although Cost function C, Eq. (33), is
very small for all p4, C exhibits a minimum around p4 ≈ 3.19
(used to generate the data).
The parameter p4 is estimated to a too large and p5
to a too small value. This relation coincides with the
negative correlation found in the correlation analysis, see
Fig. (14).
Although p4 and p5 are not estimated close to the cor-
rect values, its estimates are not completely wrong. An-
other twin experiment showed that it is possible to esti-
mate all five parameters close to the values used to gen-
erate the data, if one removes the measurement noise in
Eq. (49) and provides data at every time step the vari-
ables will be estimated. This confirms the hypothesis
that the simultaneous estimation of p4 and p5 should in
principle be possible, but it will not be very robust.
To confirm the predicted negative correlation of p4 and
p5 the twin experiment is repeated without measurement
noise in the data. Furthermore, data are available at
every time step where the model variables are estimated.
p4 is fixed to different values and p1, p2, p3, and p5 are
estimated beside the model variables. The dependency of
the estimated parameter values on p4 (profile likelihood
approach [37, 38]) is shown in Fig. 16.
The horizontal red dashed lines in Fig. 16(a) to
Fig. 16(d) show the parameter values p1, p2, p3, and
p5, respectively, used to generate the data. The value
of p4 used for generating the data is shown in Fig. 16(a)
to Fig. 16(e) by the vertical black line at p4 = 3.19. In
Fig. 16(a) to Fig. 16(c) one can see that the estimated
values of p1 and p2 coincide with true values (red dashed
lines) used to generate the data sufficiently well, indepen-
dently of the value of p4. Only a very weak dependency
of p3 on p4 was observed. Figure 16(d) shows that an
increase of p4 > 3.19 goes along with estimated values of
p5 < 0.25 which are smaller than the value used to gen-
erate the data. This dependency between both parame-
ters was predicted correctly by the negative correlation
ρ(p4, p5) ≈ −1 for most states and τ , see Fig. 14(b1).
Figure 16(e) shows that the value of the cost function
Eq. (33) at the estimated solution is relatively small for
all considered values of p4. Nevertheless, the cost func-
tion exhibits a minimum around p4 = 3.19. The fact,
that it is not very steep, makes the estimation process
not very robust. Errors in the estimation problem (mea-
surement noise, truncation errors, ...) may easily shift
the minimum to a different value of p4 and, hence, lead
to a wrong estimation of p4 and p5. This is likely to be
the reason why the state and parameter estimation from
a noisy time series with fewer data points, see Fig. 15,
gives worse results for p4 and p5.
V. CONCLUSION
Features of the null space of the Jacobian matrix of
the delay coordinates map were exploited to identify pa-
rameters and variables of dynamical model which cannot
be uniquely estimated from a measured times (generated
by the same model or a process the model aims at de-
scribing). This analysis not only provides those unknown
quantities which are not observable (in a strict sense),
but also information about their relations. Using this in-
formation one can specify the impact of setting one (or
more) of the unobservable quantities to fixed values. If
the dimension of the null space of the Jacobian matrix
of the delay coordinates map is DN then setting DN not
observable unknowns to fixed values makes all remain-
ing unknowns observable. Criteria for selecting these
DN unknowns are obtained from the structure of the
null space. These aspects were illustrated with (time se-
ries from) the Colpitts oscillator and the Rössler system.
Even if all parameters and not measured variables are
locally observable there may still be unknowns which are
strongly correlated. This case can be identified by a suit-
able correlation analysis, as shown with the Hindmarsh-
Rose model. All concepts presented and discussed can in
principle be generalized to multivariate time series and
spatially extended systems.
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9 Shinriki oscillator
The Shinriki oscillator [30] is a nonlinear oscillating electronic circuit which can be used
as an experimental setup to study nonlinear and chaotic phenomena [58, 59]. Here, the
oscillator is used as an experimental system to test the dependency analysis (see Chap. 8)
and the observability analysis (see Chap. 5 and Chap. 6). Finally, states and parameters
of a model of the oscillator are estimated from an experimentally measured time series
using the weak constraint 4D-Var like estimation method from [33] (this method is also
used in Sec. 4, and Sec. 7).
First, in Sec. 9.1 the oscillator is described and model equations for the oscillator are
provided. Then, the dependency, observability, and correlation analysis are applied in
Sec. 9.2, and Sec. 9.3 to experimental data from the oscillator. After identifying locally
redundant parameters it is demonstrated in Sec. 9.4 that the remaining parameters can
be uniquely estimated from an experimentally observed univariate time series.
In large parts, the notation used in this chapter is adopted from Sec. 8.
9.1 The oscillator
Figure 9.1 (replicated from Ref. [60, 61] and modified) shows the circuit layout of the
Shinriki oscillator used here. The RLC circuit, given by R3, L, and C2, has a resonance











≈ 889Hz . (9.1)
Two coupled Zener diodes D1 and D2, in parallel to the potentiometer R2, form the
nonlinearity.
In general, an omic resistor can only have a positive resistance. However, a negative
impedance converter (NIC), as used in the circuit, is an active electronic circuit which
acts as a resistor with a negative resistance [63, Chap. 12.5]. Hence, a NIC can be
described by V = −RNIC · I with RNIC > 0, where V is the voltage at the NIC, I the
current through the NIC, and −RNIC its resistance. According to Ref. [63, Chap. 12.5], in
our case the negative resistance of the NIC is given by −RNIC = (−4.7kΩ/4.7kΩ) ·6.8kΩ
and hence RNIC = 6.8kΩ. The operation amplifier TL071 is used here in the NIC.
The potentiometers R1 and R2 are the control parameters of the circuit. They can be
tuned to obtain chaotic dynamics [58].
To obtain the current-voltage characteristic ID(V ) of the two coupled Zener diodes

























Figure 9.1: Layout of the Shinriki oscillator (replicated from Ref. [60, 61] and modified).
The voltages V1 and V2 together with the current I3 = V3/R3 can be de-
scribed by Eq. (9.3). The potentiometers R1 and R2 can be used to change
the dynamical behavior.
was measured (Fig. 9.2b, blue dots). Due to the symmetry in the circuit the data are
mirrored at the center. The function





used here to describe the data depends on two parameters a and b. Both parameters were
estimated simultaneously by a least square fit (Fig. 9.2b, black line) to a = 2.295·10−5mA
and b = 3.003V−1.
The equations describing the oscillator can be derived from the circuit layout using




























(−I3R3 + V2) .
(9.3)
For simplicity the D = 3 model variables and the Np = 9 model parameters are summa-
rized in x = (V1, V2, I3) and p = (a, b, C1, C2, R1, R2, R3, RNIC, L). All model parameter
values are given in Tab. 9.1.
As in Ref. [61], each of both voltages V1 and V2 are measured by means of a voltage
buffer [64, Chap. 15.3] (see Fig. 9.3a). This minimizes the influence of the measurement
device on the Shinriki oscillator. For that, V1 and V2 in Fig. 9.1 are connected to Vin


























Figure 9.2: Test circuit (a) is used to measure the current voltage characteristic of the
coupled Zener diodes (blue circles in (b)) which can be described by Eq. (9.2).
Both parameters are estimated by a least-square fit (black line) to a = 2.295 ·
10−5mA and b = 3.003V−1.
Table 9.1: Model parameters of the Shinriki oscillator (values adopted from Ref. [60, 61])
and its model equations Eq. (9.3). The resistance of the potentiometers R1
and R2 can be set to arbitrary values within the specified range.
parameter value unit
a 2.295 · 10−5 [mA]
b 3.003 [V−1]
C1 0.01± 0.002 [µF]
C2 0.1± 0.02 [µF]
R1 0 to 100 [kΩ]
R2 0 to 25 [kΩ]

















Figure 9.3: In our application in both circuits Vin is connected to an electrical circuit
and Vout to an oscilloscope (or a voltmeter). (a): A voltage buffer [64,
Chap. 15.3] minimizes the influence of the measurement device on the circuit
and has the input-output relation Eq. (9.4). (b): The noninverting amplifier
[64, Chap. 15.4] amplifies the input voltage Vin by the input-output relation
Eq. (9.5).
Chap. 15.3]
Vout = Vin . (9.4)
To increase the signal to noise ratio, the voltage V3 (which has a relatively small
amplitude) is amplified using a noninverting amplifier [64, Chap. 15.4] (see Fig. 9.3b).
Therefore, V3 in Fig. 9.1 is connected to Vin. The output signal is given by the input-








Using the resistors Ra = 12kΩ and Rb = 1.3kΩ the output signal is Vout,3 = Vout ≈
10Vin = 10V3. Current I3 can then be computed from the measured voltage Vout,3 by
I3 = V3/R3 = 0.01Ω
−1 · V3 = 0.001Ω−1 · Vout,3.
Data time series of V1, V2, and V3 are measured using an oscilloscope (model: Tektronix
MDO3034).
The investigations in Sec. 9.2 to Sec. 9.4 are based on experimentally measured time
series of V1, V2, and I3 where the potentiometers are tuned to R1 = 22.05kΩ and
R2 = 16.92kΩ. A typical measured time series and the corresponding attractor are





























Figure 9.4: Experimentally measured time series (a) and the attractor (b) of the Shinriki
oscillator Fig. 9.1. The potentiometers are set to R1 = 22.05kΩ and R2 =
16.92kΩ.
9.2 Dependency and Observability analysis for the Shinriki
Oscillator
The observability of model variables and parameters and the dependencies between them
is investigated on the basis of experimentally measured states xdat = (Vdat,1, Vdat,2, Idat,3)
from the Shinriki oscillator, Sec. 9.1. Vdat,1, Vdat,2, and Idat,3 are measured at V1, V2, and
I3 in Fig. 9.1, respectively, by means of two voltage buffers for V1 and V2 (see Fig. 9.3a)
and a noninverting amplifier for I3 (see Fig. 9.3b). A description of the observability
analysis is provided in Sec. 5, Sec. 6, and Sec. 8. In Sec. 8, additionally, the dependency
and correlation analysis is described. The notation used in this section is mainly adopted
from Sec. 8.
For the analysis it is assumed that only the first model variable V1 of the D = 3
dimensional Shinriki oscillator Eq. (9.3) is observed leading to the measurement function
h[x(t)] = V1(t) , (9.6)
where x = (V1, V2, I3). The model parameter values from Tab. 9.1 are used here, beside
R1 = 22.05kΩ and R2 = 16.92kΩ. Since the dependency, observability, and correlation
analysis are based on a delay reconstruction map G of the measured signal, Sec. 8,
Eq. (3), we define the K = 50 dimensional delay reconstruction (see Sec. 8, Eq. (4))
G(x(t),p) =
[
V1(t), V1(t+ τ), . . . , V1(t+ (K − 1)τ)
]
= g , (9.7)
where τ is the delay time. If G is locally invertible, then x(t) and p can be uniquely
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reconstructed given the measured signal [V1(t), V1(t+ τ), . . . , V1(t+ (K − 1)τ)], i.e. x(t)
and p are locally observable. The local invertibility can be investigated by means of the
K × (Np +D) Jacobian matrix




















































computed with respect to the model variables and parameters. V1(t + iτ) denotes the
value of the first model variable computed by integrating the model Eq. (9.3) from the
time t to t + iτ using the initial values x(t) and the model parameters p. The partial
derivatives with respect to the model variables are extracted from the solution (i.e.
the flow) of the matrix ODE Sec. 6, Eq. (39). Similarly, the partial derivatives with
respect to the model parameters are extracted from the solution of Sec. 6, Eq. (40).
The observability, dependency, and correlation analysis are based on DG(x(t),p). For
simplicity (as in Sec. 8) all variables and parameters are summarized in the vector
w = (V1, V2, I3, a, b, C1, C2, R1, R2, R3, RNIC, L) of unknowns.
To investigate which quantities (model variables and parameters) are locally observ-
able, as suggested in Sec. 8.II, we consider how small perturbations ∆g on the delay
reconstruction vector g map to perturbations
∆w =
(




of w and vice versa. After linearization of Eq. (9.7) the relation between ∆g and ∆w
is given by Sec. 8, Eq. (11),
DG ·∆w = ∆g . (9.10)
The DN dimensional null space of DG contains all ∆w which fulfill Sec. 8, Eq. (12),
DG ·∆w = 0 . (9.11)
If DN ≥ 1, then there exist perturbations ∆w 6= 0 which do not affect the measured
signal g. In this case not all quantities are locally observable and, therefore, cannot
be uniquely reconstructed given the measured signal. As described in Sec. 8.II.A the
dimension DN of the null space of DG is computed by means of the singular value
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decomposition (SVD) Sec. 8, Eq. (8),
DG = USVtr , (9.12)
where U and V are orthogonal matrices and the diagonal elements of the diagonal matrix
S are the singular values σ1 ≥ σ2 . . . ≥ σD+Np . The dimension DN is then given by the
number of vanishing singular values, σi = 0 with i = D+Np−DN, . . . , D+Np, of DG.
For the following simulations we used a threshold of ∼ 10−13 to distinguish between
vanishing and not vanishing singular values.
In the experimental setup the values of the potentiometers of the electrical circuit of
the Shinriki oscillator Fig. 9.1 are tuned to R1 = 22.05kΩ and R2 = 16.92kΩ. The time
series of V1, V2, and I3 (see Fig. 9.1) consist of 10
6 samples each and are sampled with
a step size of 0.01ms. Every 1000th measured state xdat = [Vdat,1, Vdat,2, Idat,3] is then
used for the analyses to cover a large part of the attractor Fig. 9.4b. In other words,
every 10ms a state is extracted from the time series resulting in N = 1000 different
states in total.
To investigate the observability we first consider histograms of the singular values (see
Fig. 9.5) which are computed in the following way:
1. The delay time is fixed to τ = 0.01ms.
2. DG is computed for the N = 1000 different experimental states xdat with τ =
0.01ms using the parameter values from Tab. 9.1 and R1 = 22.05kΩ and R2 =
16.92kΩ.
3. For each DG the D +Np = 12 singular values σi are computed.
4. A histogram of each normalized singular value σi/σ1 is plotted vertically (color
coded) at τ = 0.01ms.
5. The procedure is repeated with a slightly increased delay time τ .
One can see that the for all investigated states and independent of τ the two smallest
normalized singular values σ11/σ1 and σ12/σ1 are of magnitude 10
−20 and are hence very
close to zero. All other singular values are order of magnitude larger. This indicates a
DN = 2 dimensional null space of DG. Therefore, not all quantities are locally observ-





B of V (see Sec. 8.II.A.1). Both vectors form a basis of the null space of
DG and are summarized in the D + Np × DN = 12 × 2 basis matrix VB = [v(1)B ,v
(2)
B ]





B is zero, i.e. the ith row of VB contains zeros only. In this case every
perturbation where ∆wi 6= 0 of wi leads to a perturbation ∆g 6= 0 and, therefore, one
would leave the null space of DG.




B to identify locally
observable quantities, we apply the dependency analysis described in Sec. 8.II.A which,



































































































































































































Figure 9.5: Histograms (color coded, vertically plotted) of normalized singular values
σi/σ1 of DG, Eq. (9.8), computed based on all D = 3 model variables and all
Np = 9 model parameters using the model of the Shinriki oscillator, Eq. (9.3),
and the measurement function Eq. (9.6) for different delay times τ and a delay
reconstruction dimension of K = 50. For each τ the histograms are computed
based on N = 1000 different experimentally observed states xdat (values
for the potentiometers in the circuit Fig. 9.1 and the model Eq. (9.3) are
R1 = 22.05kΩ and R2 = 16.92kΩ). The two smallest (normalized) singular
values σ11 and σ12 are on average significantly closer to zero than the others
which, therefore, indicate a DN = 2 dimensional null space of DG.
As mentioned in Sec. 8.II.A, the components of the basis vectors derived from the SVD
of DG usually do not contain the information about the local dependencies of model
variables and parameters for the case DN > 1 because either the ith, i = 1, . . . , 12,




B,i = 0 or v
(1)
B,i 6= 0 and v
(2)
B,i 6= 0. The idea
of the dependency analysis is to find new basis vectors of the null space of DG where
each basis vector contains a different pattern of zeros.
We start with Sec. 8, Eq. (17). First we choose both quantities R1 and L and split
DG into DG1 and DG2. DG1 consists of both columns of DG which are associated
with R1 and L. DG2 consists of all other columns. To simplify the discussion we







































Figure 9.6: Histograms (color coded, vertically plotted) of normalized singular values
σi/σ1 of VB,1, Eq. (9.13), using the model of the Shinriki oscillator, Eq. (9.3).
The setup (states, measurement function, delay reconstruction dimension,
etc.) is the same as in Fig. 9.5. Since the smallest (normalized) singular
value is larger than zero for all investigated states and τ , the inverse of VB,1





B (w5) = v
(2)




































































where VB,1 consists of the rows of VB associated with R1 and L and VB,2 consists
of all remaining rows. To evaluate Sec. 8, Eq. (19), the inverse of the square matrix
VB,1 is required. We verify the unique invertibility of VB,1 by considering histograms
of both (normalized) singular values of VB,1. The histograms shown in Fig. 9.6 are
computed based on the same state vectors (and hence Jacobian matrices DG), delay
reconstruction dimension K, measurement function, and delay times τ as in Fig. 9.5.
The smallest (normalized) singular value σ2/σ1 is of order of magnitude 1 to 10
−5 and,
hence, larger than zero. Therefore, VB,1 is uniquely invertible and Ṽ
′
B in Sec. 8, Eq. (19)
can be evaluated. Next, the columns of [DG1,DG2] are reordered to obtain DG again.
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can already see that due to the identity matrix in Ṽ′B (see Sec. 8, Eq. (19)), and hence




B do not have the same pattern of




B are linear independent and form a
new basis for the null space of DG. Every perturbation ∆w which is an element of the






where a1, a2 ∈ R. Using the basis vectors directly provided by the SVD of DG the same






where b1, b2 ∈ R. A substitution w → w + ∆w in the model Eq. (9.3) does not change
the measured signal g.
To reveal, which quantities are locally observable and the local dependencies between




B . The his-
tograms shown in Fig. 9.7a and Fig 9.7b are computed for the same experimentally
observed states xdat, delay reconstruction dimension K = 50, and different delay times
τ as previously.




















































































































































































































































































































































































































































(b) Components of ṽ
(2)
B
Figure 9.7: Histograms (color coded, vertically plotted) of the components of the two new
basis vectors ṽ
(1)
B (Fig. a) and ṽ
(2)
B (Fig. b) from Eq. (9.14) spanning the null
space of DG. The setup (states, measurement function, delay reconstruction
dimension, etc.) is the same as in Fig. 9.5. Since the components of both basis
vectors associated with V1, V2, and b are close to zero for most investigated
states and τ , only these quantities are locally observable.
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A ’0’ means that this component is numerically zero (i.e. within the interval [−10−10, 10−10])
and ’∗’ means that this component is non-zero for (almost) all investigated states and τ
(see Fig. 9.7). Equation (9.17) contains useful information about the local observability
and for state and parameter estimation. Since for every a1 and a2 it is ∆V1 = ∆V2 =
∆b = 0, a variation of V1, V2, and b is only possible by leaving the null space of DG
which, therefore, would lead to a perturbation of the measured signal g (∆g 6= 0 in
Eq. (9.10)). Hence, V1, V2, and b are locally observable. All other quantities are not
locally observable, i.e. they are locally redundant. As pointed out in Sec. 8.II.A: (i)
the columns of DG associated with non-zero elements in ṽ
(1)
B , namely R1 and RNIC,
are linear dependent. (ii) the columns of DG associated with non-zero elements in ṽ
(2)
B ,
namely I3, a, C1, C2, R2, R3, RNIC and L, are collinear.




b (where we know in advance that ṽ
(1)
B (R1) = ṽ
(2)
B (L) = 1
and ṽ
(1)
B (L) = ṽ
(2)




b have a less
































































































































































































































































Figure 9.8: Histograms (color coded, vertically plotted) of the uncertainties ν(wi), Sec. 8,
Eq. (30), computed based on all D = 3 model variables and all Np = 9
model parameters of the Shinriki oscillator Eq. (9.3). The setup (states,
measurement function, delay reconstruction dimension, etc.) is the same as
in Fig. 9.5. The small uncertainties of V1, V2, and b indicate a much better
observability of V1, V2, and b than of the other quantities.





(histograms not shown here). To identify locally observable quantities it is enough to













b associated with V1, V2, and b are also numerically zero for all states and
τ .
Next, we consider the measure of uncertainty ν(wi), defined in Sec. 8, Eq. (30) (or
Sec. 5, Eq. (10), or Sec. 6, Eq. (27)), for all D = 3 model variables and all Np = 9 model
parameters. The larger ν(wi) is, the worse the quantity wi can be reconstructed. Using
the same states, delay times τ , delay reconstruction dimension K = 50, measurement
function Eq. (9.6), etc., histograms of ν(wi) for the Shinriki oscillator are shown in
Fig. 9.8. The uncertainties of V1, V2, and b are of magnitudes 1 to 10 (at least for larger
τ) and hence orders of magnitude smaller than the uncertainties of the other quantities
(which are of magnitude 1010 to 1015). This indicates a good observability of V1, V2,
and b and a very bad observability of all other quantities. Therefore, this is consistent
with the result obtained by considering basis vectors of the null space of DG.
If one wants to estimate model states and parameters from a V1 time series, then it
is not possible to uniquely estimate the locally redundant quantities. It is only possible
to uniquely estimate V1, V2, and b. Hence, it is desirable to remove the redundancy of
as many quantities as possible and make them locally observable. The more quantities
are observable the more quantities can be uniquely estimated given the V1 time series
and the less quantities have to be determined from another source (literature, estimated
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using another experimental setup, ...). If one fixes a quantity to a certain value and does
not want to estimate it, then one prevents variations of this quantity. For example, if
one removes a from the list of quantities to estimate, then one prevents variations of this
quantity by ∆a = 0. According to Eq. (9.17) this sets a2 = 0 and reduces the dimension
of the null space of DG to DN = 1. Furthermore, this sets ∆I3 = ∆C1 = ∆C2 = ∆R2 =
∆R3 = ∆L = 0 for all states independent off τ and, therefore, makes I3, C1, C2, R2, R3,
and L locally observable because with perturbations of these quantities one would leave
the null space of DG. R1 and RNIC are still locally redundant. Removing RNIC from the
list of quantities to estimate, i.e. setting ∆RNIC = 0, sets a1 = 0 (and hence ∆R1 = 0)
and makes R1 locally observable. Then, the null space of DG contains only the null
vector ∆w = 0 and is zero dimensional. All quantities are then locally observable, i.e.
could in principle be estimated from a V1 time series.




B are equal (see
Eq. (9.16) and Eq. (9.18)), Eq. (9.16) does not provide the information which locally
not observable quantities could be removed from the estimation problem to make all re-
maining quantities locally observable. This illustrates one key advantage of considering









To verify that DN = 0 for all states and τ we consider histograms of the (normalized)
singular values of DG (based on the same states, delay time τ , etc. as previously)
where the Jacobian DG is computed with respect to all D = 3 model variables and all
parameters except a and RNIC. Figure 9.9 shows that the smallest (normalized) singular
value σ10/σ1 is of magnitude 10
−6 to 10−10 and hence of magnitudes greater than the
smallest (normalized) singular value shown in Fig. 9.5. Hence, DG is indeed non-singular
and has a zero dimensional null space for all investigated states and τ .
Figure 9.10 shows histograms of the uncertainties ν(wi) (Sec. 8, Eq. (30)) computed
for the same states and τ as in Fig. 9.8, but only based on all model variables and all
parameters except a and RNIC (Np = 7). The uncertainties ν(V1), ν(V2), and ν(b) are of
the same order of magnitude as in Fig. 9.8 (where all Np = 9 parameters are considered).
All other uncertainties are orders of magnitude smaller than in Fig. 9.8 and of comparable
order of magnitude as ν(V1), ν(V2), and ν(b). Accordingly, the observability of I3, C1,
C2, R1, R2, R3, and L has improved significantly and is comparable to V1, V2, and b.
Of course, removing a and RNIC from the list of quantities to estimate is not the only
possibility to make all remaining quantities locally observable. One can remove any
quantities until it is a1 = a2 = 0 in Eq. (9.17) and Eq. (9.15) (and therefore DN = 0).
Since the null space of DG is DN = 2 dimensional, at least two quantities have to
be removed. For example, removing C1 and R3 is not enough to make all remaining
quantities locally observable because setting ∆C1 = ∆R3 = 0 sets a2 = 0, but a1 can
still have an arbitrary value. Hence, the redundancy of R1 and RNIC would still be
present.
This redundancy can be directly found in the model equations Eq. (9.3). Both, R1 and
RNIC only appear in the expression pred := 1/RNIC−1/R1. It is clear that only pred can be
uniquely estimated, but not R1 and RNIC (in this case independent of the measurement





































































































































































Figure 9.9: Histograms of (normalized) singular values σi/σ1 of DG computed based on
all model variables and all parameters except a and RNIC of the Shinriki
oscillator, Eq. (9.3). The setup (states, measurement function, delay recon-
struction dimension, etc.) is the same as in Fig. 9.5. Since the smallest
(normalized) singular value is larger than zero for all investigated states and
τ , DG is non-singular and has a zero dimensional null space. Therefore, the
quantities V1, V2, I3, b, C1, C2, R1, R2, R3, and L are locally observable.
pred reduces the number of model parameters and, therefore, the complexity of the model.
For a2 = 0 in Eq. (9.15) and Eq. (9.17) small variations of R1 and RNIC are related

















B (RNIC) > 0 for all states and τ (see
Fig. 9.7a), a variation ∆R1 > 0 can be compensated with a variation ∆RNIC > 0 which
keeps pred constant. We summarize the quantities associated with non-zero elements of
ṽ
(1)
B , namely R1 and RNIC, in the first subset of redundant quantities.
For the case a1 = 0 only I3, a, C1, C2, R2, R3, RNIC, and L can be varied, where
the variations are controlled only by a2. Therefore, these quantities (associated with
non-zero elements of ṽ
(2)
B ) are summarized in the second subset of redundant quantities.
A variation of quantities in the first subset of redundant quantities is possible keeping
the quantities in the second subset unchanged (except RNIC because RNIC is an element
of both sets) and vice versa.






























































































































































Figure 9.10: Histograms (color coded, vertically plotted) of the uncertainties ν(wi),
Sec. 8, Eq. (30), computed based on all D = 3 model variables and all
model parameters except a and RNIC of the Shinriki oscillator Eq. (9.3).
The setup (states, measurement function, delay reconstruction dimension,
etc.) is the same as in Fig. 9.8. Compared to Fig. 9.8, the uncertainties
ν(wi) of I3, C1, C2, R1, R2, R3, and L are orders of magnitude smaller
indicating a much better observability beside V1, V2, and b.









B have, see Eq. (9.17)). Otherwise all subsets would contain
the same quantities (namely all locally not observable quantities).
9.3 Correlation analysis for the Shinriki Oscillator
In Sec. 9.2 we considered the observability of all D = 3 model variables and Np = 9
model parameters of the model of the Shinriki oscillator Eq. (9.3) assuming the first
model variable V1 is measured, Eq. (9.6). All considered statistics are based on N = 1000
different experimentally observed states and different delay times τ using the parameter
values R1 = 22.05kΩ and R2 = 16.92kΩ in the circuit Fig. 9.1 and in the model. The
remaining model parameters are taken from Tab. 9.1.
We observed that only V1, V2, and b are locally observable. All other quantities are
locally not observable because (i) only variations of V1, V2, and b leave the DN = 2
dimensional null space of DG, Eq. (9.11), and (ii) the uncertainties ν(V1), ν(V2), and
ν(b) are of order of magnitude 1 to 10 (see Fig. 9.8). The uncertainties of all other
quantities are of orders of magnitude 1010 to 1015 and hence considerably larger.
After removing the model parameters a and RNIC from the analyses, the dimension
of the null space of DG got DN = 0 (no vanishing singular values in Fig. 9.9) and the
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uncertainties ν(wi) of the previously not observable quantities decreased to values of
order of magnitude as V1, V2, and b (see Fig. 9.10). The conclusion was that then all
model variables and parameters, namely V1, V2, I3, b, C1, C2, R1, R2, R3, and L are
locally observable.
The question to address now is how well these quantities can be reconstructed mea-
suring only V1, Eq. (9.6). Although the quantities are in principle locally observable, in
practice there might still exist an ’almost’ redundancy between (some of) them. There-
fore, we perform the correlation analysis described in Sec. 8.II.B. The basis of the cor-
relation analysis is that small perturbations ∆g on the delay reconstruction vector g,
Eq. (9.7), are mapped to perturbations ∆w, Eq. (9.9) by the approximation (linear re-
lation) Sec. 8, Eq. (7). Assuming that ∆g is normally distributed with a zero mean and
a covariance matrix Σg, Sec. 8, Eq. (24), then ∆w is also normally distributed with a
zero mean and a covariance matrix Σw, Sec. 8, Eq. (25), where Σw is given by Sec. 8,
Eq. (26). Furthermore, assuming that Σg = ζ
2 ·1 with ζ ∈ R, the correlation matrix ρ of
Σw is given by Sec. 8, Eq. (31). An element ρij = ρ(wi, wj) ∈ [−1, 1] of the correlation
matrix describes the correlation between ∆wi and ∆wj . If |ρ(wi, wj)| = 1, then there
is a linear relation between ∆wi and ∆wj , and therefore between wi and wj indicating
redundancy. Also the case |ρ(wi, wj)| ≈ 1 might occur indicating almost redundancy.
To investigate if V1, V2, I3, b, C1, C2, R1, R2, R3, and L (a and RNIC are excluded)
are observable in practice, we consider the pairwise correlation coefficients ρ(wi, wj)
of these quantities based on the same (experimentally observed) states, measurement
function Eq. (9.6), delay times τ , etc. as in Sec. 9.2. Figure 9.11 shows histograms of
all ρ(wi, wj), except if the model variables V1, V2, and I3 are involved. In all plots we
see that |ρ(wi, wj)| ≈ 1 for many states if the delay times τ is small. For increasing
τ it is |ρ(wi, wj)| ≈ 1 for more and more states and for τ ≥ 0.2 all coefficients are
ρ(wi, wj) = ±1 indicating a redundancy. Therefore, it is likely that state and parameter
estimation is still difficult.
Accordingly, we remove two additional parameters, C1 and R3, from the analysis and
compute the correlation coefficients again, see Fig. 9.12. Compared to Fig 9.11 most
coefficients ρ(wi, wj) are more uniformly distributed, independent of τ . The correla-
tion between C2 and L forms an exception because it is ρ(C2, L) ≈ −1 for larger τ .
Nevertheless, in contrast to the plots in Fig 9.11 the correlation is somewhat less clear.
Figure 9.13 shows the uncertainties ν(wi), Sec. 8, Eq. (30), for the same quantities as
analyzed in Fig. 9.12. On average the uncertainties ν(wi) of I3, b, C2, R1, R2, and L
are smaller compared to Fig. 9.10 (where C1 and R3 are included). V1 and V2 are of
the same order of magnitude. Therefore, state and parameter estimation of all model
variables and the parameters b, C2, R1, R2, and L from a V1 time series should provide
accurate estimates.
It should be emphasized again that the correlation analysis can help to identify linear
relations. A correlation coefficient of ρ(wi, wj) = ±1 indicates a perfect linear relation,


























































































































































































































































































































Figure 9.11: Histograms (color coded, vertically plotted) of the correlation coefficients
ρ(wi, wj), Sec. 8, Eq. (31), computed based on all D = 3 model variables and
all model parameters except a and RNIC of the Shinriki oscillator Eq. (9.3).
The setup (states, measurement function, delay reconstruction dimension,
etc.) is the same as in Sec. 9.2. Coefficients where the model variables
V1, V2, and I3 are involved are not shown here. Although all considered
quantities are in principle locally observable (see Sec. 9.2), we see large
correlation coefficients |ρ(wi, wj)| ≈ 1 for many states for smaller delay
















































































































































Figure 9.12: Similar to Fig 9.11, but correlation coefficients ρ(wi, wj) are computed based
on all D = 3 model variables and all model parameters except C1, R3, a
and RNIC of the Shinriki oscillator Eq. (9.3). In contrast to Fig 9.11 in all
plots except (g) the coefficients are more equally distributed in the interval































































































































Figure 9.13: Histograms (color coded, vertically plotted) of the uncertainties ν(wi),
Sec. 8, Eq. (30), computed based on all D = 3 model variables and all model
parameters except C1, R3, a and RNIC of the Shinriki oscillator Eq. (9.3).
The setup (states, measurement function, delay reconstruction dimension,
etc.) is the same as in Fig. 9.12. Compared to Fig. 9.10, on average the
uncertainties ν(wi) of I3, b, C2, R1, R2, and L are smaller indicating a
better observability.
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9.4 State and parameter estimation using the Shinriki
Oscillator
Based on the analyses in Sec. 9.2 it was stated that state and parameter estimation of the
Shinriki oscillator, assuming V1 is measured, (circuit: Fig. 9.1, model: Eq. (9.3)) should
in principle be possible, even if all model variables and parameters (except a and RNIC)
are to estimate. Nevertheless, the correlation analysis from Sec. 9.3 has shown that
large correlations between quantities occur making state and parameter estimation still
difficult in practice. Removing the parameters C1 and R3 from the list of quantities to
estimate decreased the correlations and, therefore, makes state and parameter estimation
easier.
In this section results are presented where all model variables and the model parame-
ters b, C2, R1, R2, and L are estimated from an experimentally measured V1 data time
series
{η(tn)}, tn = 0ms, 0.1ms, . . . , 300ms, with η(tn) = Vdat,1(tn) (9.20)
consisting of 3001 samples. Here, and in the following, the subscript ‘dat’ of a quantity
means that the value of the quantity is experimentally measured. The corresponding
measurement function (see Eq. (9.6)) is
h(x) = V1 . (9.21)
Trajectories {V1(tm)}, {V2(tm)}, {I3(tm)}, tm = 0, 0.02ms, . . . , 300ms, of the model
variables are estimated beside the model parameters b, C2, R1, R2, and L using the
state an parameter estimation algorithm from Ref. [33]. This algorithm is similar to
weak constraint 4D-Var (see Sec. 2.3) and is briefly revised in Sec. 4.2, Sec. 7.IV, and
Sec. 8.III. To estimate the variables and parameters the cost function Sec. 8, Eq. (33),
is minimized (where B = 1 is the 3 × 3 identity matrix) with respect to the whole
trajectories {V1(tm)}, {V2(tm)}, {I3(tm)} and the parameters b, C2, R1, R2, and L
resulting in 45008 numerical values to estimate. As suggested in Ref. [33] we use the
Levenberg-Marquardt [45, 46] algorithm to minimize the cost function. The sparse
Jacobian is computed by means of automatic differentiation (see Sec. 4 for a discussion
about this method). Furthermore, continuation [13] is used here starting with α = 0.999
in the cost function. Then, the estimated solution for the variables and parameters
is used as initial guess and the cost function is optimized again with α = 0.99. This
process is repeated with α = 0.9 and α = 0.5. The solution obtained with α = 0.5 is
then considered as the solution of the estimation problem.
The parameter values of the circuit Fig. 9.1 and its estimates are summarized in
Tab. 9.2. Not estimated model parameters are fixed to the values of the data column.
Estimated parameter values coincide with the values used in the circuit quite well.
Figure 9.14 shows the solutions for the model variables. In Fig. 9.14.a we see that
the output of the measurement function h (blue line) matches the data η (light green
line). To evaluate the estimated solutions of the model variable, time series {Vdat,2}
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Table 9.2: Parameters of the electronic implementation of the Shinriki oscillator. data:
Values of the circuit Fig. 9.1 used to measure the data time series {Vdat,1},
{Vdat,2} and {Idat,3}. estimated: Estimated parameter values from an experi-
mentally measured V1 time series Eq. (9.20). Parameters with an empty entry
are not estimated but fixed in the model Eq. (9.3) to values from the ’data’
column.
parameter data estimated unit
a 2.295 · 10−5 [mA]
b 3.003 3.196 [V−1]
C1 0.01± 0.002 [µF]
C2 0.1± 0.02 0.112 [µF]
R1 22.05 25.63 [kΩ]
R2 16.92 16.45 [kΩ]
R3 0.1± 0.005 [kΩ]
RNIC 6.8 [kΩ]
L 0.32 0.307 [H]
and {Idat,3} are also measured beside {Vdat,1} (in the following considered as the ’true
solution’), but not provided to the estimation algorithm. Figure 9.14.b to Fig. 9.14.d
show the true solutions (red dashed lines) and for t < 300ms the estimated solutions
(blue lines) for the variables. In the estimation window t ∈ [0ms, 300ms] the estimated
solutions of all variables match the corresponding true solutions (shown in the figure
only for t ∈ [260ms, 300ms]).
The estimated state [V1(300ms), V2(300ms), I3(300ms)] at the end of the estimation
window at t = 300ms is then used as initial state for the prediction. For that, the
free running model Eq. (9.3) is integrated from t = 300ms to t = 310ms (blue lines
in Fig 9.14.b to Fig. 9.14.d for t > 300ms) using the estimated parameter values from
Tab. 9.2. Not estimated parameter values are set to the values from the data column.
Roughly the first two oscillations of the prediction match the true solutions. Then, due
to the chaotic nature of the oscillator, the prediction diverges from the true solution for
all variables.
Usually, the true solution in both the estimation and the prediction window is not
available to compare them with the estimated solution of the model variables. Then,
comparing the prediction of the measured variable (here V1) with the data (green line in
Fig 9.14.a and red dashed line in Fig 9.14.b) can give a hint about the correctness of the
estimated model variables and parameters. If the prediction matches the future data,
then it is likely that the estimated solutions of the model variables also match the cor-
responding (not measured) quantity of the experiment (if redundancies of variables and




































Figure 9.14: States and parameters of the Shinriki oscillator Eq. (9.3) are estimated from
an experimentally measured V1 time series for t ∈ [0ms, 300ms] using the
estimation algorithm from Ref. [33] (described e.g. in Sec. 8.III). (a): Data
time series {η(tn)}, Eq. (9.20), (light green line) matches the output of the
measurement function h, Eq. (9.21). (b), (c), (d), t < 300ms: Estimated
solutions of the model variables (blue lines) match the true solutions (red
dashed lines). The values of the estimated model parameters b, C2, R1,
R2, and L are summarized in Tab. 9.2 and match quite well the values
used in the circuit Fig. 9.1. (b), (c), (d), t > 300ms: Prediction of the
model variables by integrating the free running model Eq. (9.20) (blue lines)
matches the experimentally observed true solution (red dashed lines) for
roughly two oscillations.
9.5 Discussion
For the analyses in this chapter an electronic circuit of the three dimensional nonlinear
Shinriki oscillator was realized.
Before estimating the states and model parameters of an experimentally measured
time series of the Voltage V1 in Fig. 9.1 its observability is investigated in Sec. 9.2. For
that, the dependency analysis from Chap. 8 was applied first to different states from
the experimentally measured attractor and using different delay times. The analysis is
based on the delay reconstruction map Eq. (9.7) mapping from the state and parameter
space to the delay coordinates of the measured signal V1. Small perturbations of states
and parameters are mapped to small perturbation of the delay reconstruction vector via
the linear relation Eq. (9.10). It turned out that the Jacobian matrix Eq. (9.8) of the
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delay reconstruction map is singular for all investigated states and delay times and has
a two dimensional null space. Therefore, there exist small perturbations of model states
and parameters which do not lead to small perturbations of the delay reconstruction
of V1. Only the quantities V1, V2, and b are locally observable because perturbations
of these quantities necessarily lead to perturbations of the delay reconstruction vector
of V1. This is in agreement with the uncertainty analysis. The uncertainties of V1, V2,
and b are much smaller compared with the uncertainties of the other quantities (see
Fig. 9.8). All remaining variables and parameters are locally redundant and can not be
reconstructed from a V1 signal.
For successful state and parameter estimation some quantities have to be removed
from the estimation problem. The dependency analysis was used to identity RNIC and a
which are then removed from the analysis, so that the Jacobian matrix has full rank. In
principle all remaining states and parameters should be locally observable. This is con-
firmed by considering the uncertainty of these quantities which are orders of magnitude
smaller as if RNIC and a are included (compare Fig. 9.10 with Fig. 9.8).
To investigate whether the remaining quantities can be uniquely estimated from a V1
time series in practice, the correlation analysis from Sec. 8 is applied in Sec. 9.3. It
was assumed that the small perturbations on the delay reconstruction vector of V1 are
normally distributed. Then, the perturbations on the state and parameters are also nor-
mally distributed. Considering the correlation coefficients between model parameters,
see Fig. 9.11, we still find that many coefficients are ±1 for most states and τ indicating
an almost linear relationship between the parameters. Removing two further parame-
ters from the analysis, namely C1 and R3, leads to correlation coefficients spread more
regularly in the interval [−1, 1] (see Fig. 9.12). This indicate weaker linear relations and,
hence, a better local observability. The decreased uncertainties in Fig. 9.13 confirm this
result.
In Sec. 9.4 it was demonstrated that all model variables and the remaining parameters
can be estimated correctly from a V1 time series using the weak constraint 4D-Var like
estimation method from Ref. [33]. Since time series of V2 and I3 are also measured,
the estimated trajectories can be compared with the measured trajectories. The esti-
mated trajectories match the measured ones and the values of the five estimated model
parameters match the corresponding values in the circuit, see Fig. 9.14 and Tab. 9.2.
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10 Summary and Discussion
State and parameter estimation and observability with the focus on nonlinear models,
mainly ordinary differential equations (ODEs) and iterated maps, are the key issues in
this thesis.
Dynamical processes, such as the weather, cardiac dynamics, or electrical circuits,
form a large group of systems and play an important role in various fields like systems
biology, geosciences, or engineering. These processes have the property that their state
can change over time, so that dynamical systems, in general nonlinear, are appropriate
mathematical models to describe them. All to often there is the situation that one
is interested in the internal states of the process, but its direct measurement is not
feasible. Instead, based on (noisy) measured data of the process, one can estimate
the state variables and the parameters of the mathematical model using a state and
parameter estimation algorithm [1–13]. In the geosciences this procedure is also known
as data assimilation [8].
To estimate states and parameters an optimization based estimation method from
Ref. [33] is used in this thesis which is similar to a method known in the geosciences as
weak-constraint 4D-Var [16, 34, 35, 37, 66, 67]. Since this method is used in Chap. 4,
Chap. 7, Chap. 8 and Chap. 9, its probabilistic background based on bayesian statistics
is revisited in Chap. 2. An advantage of this method is that errors in the model equations
are allowed. In the cost function to minimize both, the deviation between the model
output and the data on the one hand and the error in the model equations on the other
hand, are penalized.
Of course the estimated model variables and parameters should have a unique solution.
If for different states and parameter values the model output would match the data with
a similar accuracy, then one would not know which solution is the best in the sense that
it describes the underlying process most precisely. Hence, it is desirable to know if the
measured signal is sufficient to uniquely reconstruct the model variables and parameters
[27–29]. In other words, one is interested in the observability [18–26, 68, 69]. As an
introduction to the topic, the observability for linear and nonlinear systems (ODEs and
iterated maps) is revisited in Chap. 3.
10.1 Chapter 4: Nonlinear system identification employing
automatic differentiation
Many optimization methods, as the Levenberg-Marquardt (LM) algorithm [45, 46] used
here to minimize a cost function for estimating model states and parameters, require
exact information about derivatives. The focus of Chap. 4, which contains the article
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Ref. [70], is on how the derivatives can be computed efficiently.
For example, one could use numerical or symbolical differentiation. However, the for-
mer is numerically not exact. Symbolic differentiation by hand and the implementation
of derivatives in a computer function, can be sophisticated and error prone. Tools might
help at this point, but the function to differentiate must still be available as a single
mathematical expression. Its implementation in a computer function is typically not
enough.
It turned out that a technique called automatic differentiation (AD) [47] is a powerful
alternative to compute derivatives which has many advantages. It is numerically exact
and only requires a source code implementation of the (multivariate and vector-valued)
function to differentiate. AD takes over the complete task of computing derivatives.
This may include the detection of sparsity pattern in cases were the Jacobian matrix of
a vector-valued function has a sparse structure. That is, most of its elements are always
zero. Only the function to differentiate has to be implemented which, in practice, is
usually a much less complex task than the implementation of derivatives. A suitable
implementation of the optimization algorithm, as SparseLM [71, 72] used here, may
then exploit the sparsity structure.
As an example the variables and the parameter of the nine dimensional chaotic Lorenz-
96 [49] model are successfully estimated from a multivariate noisy time series in a twin
experiment. This means, that the data are generated beforehand by integrating the
Lorenz-96 model and adding some noise. Since, due to AD, a manual implementation
of the Jacobian matrix occurring in the LM algorithm is not necessary any more, an
extension of the estimation method from ordinary to delay differential equations (DDE)
was possible with relatively little effort. The change of the Jacobian matrix and its
sparsity pattern is automatically accomplished by AD. As an example for DDEs the
Mackey-Glass [73] model is successfully fitted to noisy data in a twin experiment.
10.2 Chapter 5 and Chap. 6: Local uncertainty analysis of
states and parameters in nonlinear systems
An important question in the context of state and parameter estimation is whether
the measured signal is suitable to accurately reconstruct model variables and parame-
ters from it. A large uncertainty of a specific variable or parameter is a hint that the
considered signal contains only insufficient information about that quantity. Since it
is desirable to know how accurately quantities can be reconstructed, in Chap. 5 and
Chap. 6, which contain the articles Ref. [69] and Ref. [68], we suggest a measure to
quantify these uncertainties.
The approach chosen here is based on delay coordinates. For that, the delay coordi-
nate map, which maps the model variables and parameters via a measurement function
onto the model output (which might be experimentally accessible) at present and de-
layed times, is considered. In principle, all model variables and parameters can be
reconstructed from the delay coordinates if the map is (locally) invertible. That is, if its
Jacobian matrix has full rank.
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Based on the linearization of the delay coordinate map a local measure is suggested
which quantifies how small perturbations on the delay coordinates are locally mapped
to perturbations of individual variables and parameters. Large amplification of pertur-
bations are an indicator that the considered quantity is difficult to reconstruct from the
measured signal. This would make its estimation difficult.
As examples the local uncertainties of the 2D Ikeda [74] and Hénon [75] map and the
3D Rössler [76] and Hindmarsh-Rose [77] model are considered. Its distributions give a
hint about which model variables and parameters are easy to determine and which are
difficult to estimate. Furthermore, it is illustrated that the measure of uncertainty can
be used to identify regions in the state space with smaller and larger uncertainties. This
knowledge can help to plan and perform state and parameter estimation.
The uncertainties might also be used to search for redundant model parameters. This
topic is elaborated in Chap. 8, where the suggested analysis is also based on the lin-
earization of the delay reconstruction map.
10.3 Chapter 7: Basin structure of optimization based state
and parameter estimation
In Chap. 7, which contains the article [78], the nine dimensional chaotic Lorenz-96 [49]
model is used as an example system to investigate the observability of its model variables
and the parameter. This includes the dependency of the observability on the number and
combination of measured variables. First, the local uncertainty analysis from Chap. 5
and Chap. 6 is applied. Then, the weak constraint 4D-Var like state and parameter
estimation algorithm from Ref. [33] (which is also used in Chap. 4) is used in twin
experiments to compare three different strategies of initializing the algorithm. For that,
different measured signals consisting of one to three model variables are considered.
For each of the measured signals histograms of the uncertainties for all model variables
and the parameter are considered. It turned out that the uncertainties are sufficiently
small (at least for delay times around 0.1) and the form of the histograms are independent
of the number and combination of measured variables. Therefore, accurate state and
parameter estimation from multivariate as well as univariate data should be possible.
Indeed, a delay time of around 0.1 seems to be a good choice for state and parameter
estimation based on delay coordinates [79, 80].
The comparison of initialization strategies for the state and parameter estimation
algorithm are based on generated data which are extracted from a clean trajectory
(referred to as the ’true solution’ of the estimation problem) of the model. Since the
algorithm used here has to be initialized with an initial guess consisting of a trajectory for
each model variable (and not only its initial value) and a value for the model parameter,
the following three different initialization strategies are compared in a statistical analysis:
(i) The model parameter and each model variable at each time step is initialized with
uniquely distributed random value. (ii) Randomly chosen states from the attractor are
used as initial values for a model trajectory. (iii) The true solution, used to generate
the data, is used for initialization, where noise is added to the trajectories of each model
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variable at each time step. Of course, this strategy is usually not applicable in a typical
setup because the true solution is typically unknown.
It turned out that strategy (i) clearly outperforms strategy (ii), independent of the
number and combination of measured variables. That means, initial trajectories consist-
ing of random numbers lead much more often to correct estimates compared to exact
solution of the model equations. Using strategy (ii) estimated trajectories almost never
match the true solution, which, using strategy (i), was only observed for univariate data.
The best results are obtained with strategy (iii). Success rates close to 100% are
obtained even for univariate data. That means that in principle successful state and
parameter estimation from univariate data using a 9-dimensional Lorenz-96 model is
possible – at least if the initial guess is close enough to the true solution. The local ob-
servability based on a single measured variable was predicted by the uncertainty analysis
and demonstrates that local observability is a necessary, but not sufficient property for
successful state and parameter estimation.
The comparison of the estimated trajectories with the true solutions is only possible
if the latter are available, which, as pointed out before, is usually not the case. There-
fore, we also compare predictions computed with the model (initialized with the final
estimated state at the end of the estimation window) with future data. This is possible
without knowing the true solution. It turned out, that if the prediction is close to future
data, then it is very likely that the estimates of the model variables and the parameter
are close to the true solution. Therefore, comparing predictions with future data is a
good indicator for correct estimates.
10.4 Chapter 8: Dependency analysis of model parameters and
variables based on delay coordinates
Chapter 8, which contains a submitted manuscript, is about identifying redundant model
variables and parameters. A set of quantities is considered as redundant if a change of its
values does not lead to a change of the output of the model (via measurement function).
Then, the measured signal does not contain enough information to uniquely estimate
these quantities. A strategy is suggested to identify redundant quantities and, addition-
ally, to find a (maybe minimal) subset of them so that its removal from the analysis
or estimation task would make all remaining quantities in principle (locally) observable.
Nevertheless, in practice its estimation may still be difficult, so that a subsequent corre-
lation analysis is suggested which may be used to identify further ‘almost’ redundancies.
As in Chap. 5 and Chap. 6, the approach used here is based on time delay coordinates
of the measured signal. If there exist small perturbations in the state and parameter
space which locally do not lead to perturbations in the delay coordinate space, then the
perturbed quantities are locally redundant. To identify redundancies, we consider the
Jacobian matrix of the delay coordinate map, or, to be more precise, its null space.
In the case of a one dimensional null space, redundant quantities are identified by
considering the pattern of non-zeros of an basis vector. Removing an arbitrary redundant
quantity from the analysis makes all remaining quantities in principle locally observable.
104
If the null space is DN > 1 dimensional, then the situation is more sophisticated. To
identify a set of redundant quantities, so that their removal from the analysis makes all
remaining quantities in principle locally observable, an approach from detecting linear
dependent columns of a matrix is adapted from Ref. [65] and used to construct a special
basis of the null space. The basis vectors have the useful property that their patterns of
zeros are mutually different, so that the quantities can be identified.
Even if all quantities are in principle locally observable, it is still possible that some
quantities are ‘almost redundant’ in the sense that there exist strong relationships be-
tween them. For that reason, a correlation analysis is suggested where large correlation
coefficients are an indication for a strong relationships. Nevertheless, it is a property
of correlation coefficients that it is not guaranteed that the analysis reveals all strong
relationships.
The Colpitts oscillator [81], the Rössler model [29, 76] , and the Hindmarsh-Rose
model [77] are considered as examples for a one, two, and zero dimensional null space,
respectively. Quantities which are (almost) redundant are identified and the results are
confirmed by (i) the uncertainty analysis from Chap. 5 and Chap. 6, (ii) a profile likeli-
hood [27] based on the state and parameter estimation method [33], and (iii) analytical
results from the literature [29].
10.5 Chapter 9: The Shinriki oscillator
In Chap. 9 results are presented where the methods from the previous chapters were
applied to experimentally measured data. As an experimental system the Shinriki oscil-
lator [30], a nonlinear electronic circuit, is used for which a suitable three dimensional
model is available.
Based on an univariate measured signal, first, the dependency analysis from Chap. 8
is applied for experimentally measured states to identify locally redundant model vari-
ables and parameters. Removing some redundant quantities from the analysis makes all
remaining quantities in principle locally observable. Nevertheless, applying the correla-
tion analysis from Chap. 8 reveals some almost redundant quantities. Removing even
more quantities from the analysis finally makes the remaining variables and parameters
locally observable.
These results are confirmed by the uncertainty analysis from Chap. 5 and Chap. 6.
Before estimating states and parameters, time series of all variables are measured.
The remaining variables and parameters are then estimated from a time series of only
one variable using the estimation method from Ref. [33]. To evaluate the accuracy of
the estimates, the estimated solutions of all variables are compared with the available
experimentally measured time series. Similarly, the estimated values of the model pa-
rameters are compared with the corresponding values of the electronic elements in the
circuit. The estimated solutions of all model variables and parameters match with the
measured time series and parameters values from the circuit. Furthermore, predictions
using the free running model match future data for a few oscillations.
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