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Introduction
Following the recent outburst of genetic data offered by microarray
experiments and whole-genome sequencing, biological phenomena have
been screened through many large scale analyses. Genome-wide associa-
tion studies have investigated potential associations between a phenotype
of interest and particular genotypes in terms of single-nucleotide polymor-
phisms (SNPs). Differential analyses of transcriptomic datasets looked for
association between phenotypes and gene expression proﬁles. Contrary
to SNP datasets, which capture the variability of nucleotide sequences at
the individual level, transcriptomic or expression datasets aim to measure
the variability of gene activity over time and tissues. Transcribed mRNA
levels are used as a proxy for the levels of proteins used by the cell at a
given combination of time, tissue and environmental condition.
DNA
mRNA
Protein
Transcription
Translation
Figure 1 – Expression data: measurements of mRNA levels used as a proxy for gene
activity.
Despite great breakthroughs, those analyses stumble upon the fact that
the penetrance of single candidate alleles often remains very low (Vargh-
ese and Easton 2010) or gene signatures suffer from high variability (Ioan-
nidis 2005, Haury et al. 2011a). Among others, one explanation is that
they consider each gene independently and miss to take into account their
interactions. There is therefore an increasing interest for multivariate ap-
proaches, adopting the approach of systems biology.
From a mathematical viewpoint, graph theory provides an ideal frame-
work to model biological systems. A graph Γ is deﬁned as a couple (V , E)
of vertices and edges. Depending on whether the graph is directed or
not, that is to say whether the edges are directed or not, the set E de-
notes a set of ordered (resp. unordered) pairs of vertices. Many biological
phenomena can be represented under the form of a graph, or network3.
Roughly speaking, we can distinguish at least three types of well-modeled
3In the sequel, we use indifferently the vocabulary of “graph” or “network”. The former
is more familiar to the mathematical community while the latter is more often used in the
biological one.
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Figure 2 – Targeted model of regulatory mechanism: some genes code for proteins, called
transcription factors, which bind to the promoter region of other genes in order to regulate
their activity.
biological networks: protein-protein interaction (PPI) networks, metabolic
pathways, and gene regulatory networks.
PPI networks model how proteins bind to each other. Vertices consist
of proteins; edges are added between two proteins when those are known
to bind together. PPI networks are a fruitful source of information but
there is a huge variation among them depending on the deﬁnition used
for the binding and the techniques developed in order to identify them.
To illustrate the wide variety of PPI sources we could mention, among
others, physical experimentations with potential discrepancies between in
sillico or in vivo methods, and computational biology algorithms, based
for instance upon phylogeny and homology relationships, 3D structure
modeling, or supervised learning techniques.
Metabolic networks compile metabolic pathways, which are the chains
of chemical reactions responsible for speciﬁc biological functions taking
place in a cell. In metabolic networks, an edge links in chain substracts and
products of chemical reactions, such that products of one reaction play the
role of substracts to the next. Metabolites involved in chemical reactions
consist in gene products and transformation of gene products but also in a
large range of cofactors found in the environment. More reﬁned metabolic
networks also provide information on the enzymes required to catalyse
the reaction, which make them quite complex and heterogeneous.
Gene regulatory networks aims to describe the inhibition and activa-
tion relationships operated by transcription factors onto genes, as illus-
trated in Figure 2. As such, each vertex represents at the same time a gene
and its protein products as one while edges represent the fact that one of
the genes codes for a protein which binds to the promoter region of the
other in order to regulate its activity. If gene regulations can be identiﬁed
individually via biological experimentations like knock-outs, it is now an
important statistical challenge to recover those gene regulatory networks
on a large scale thanks to expression datasets.
This statistical issue is the main motivation of this thesis. In such a
case, our deﬁnition of gene regulatory networks is the biological target
that we try to model. Yet, the acurate interpretation of what we infer is
conditioned by two points: ﬁrst, by the statistical modeling, which will
be detailed and discussed along the manuscript, second by the data on
which we work. Indeed, we restrict ourselves to the observation of bio-
logical phenomena from the unique point of view of mRNA levels, omit-
ing the multiplicity of regulatory actors and the complexity of regulatory
mechanisms themselves.
Various statistical techniques have already been studied to tackle this
Introduction 3
issue, among which partial derivative equations and Bayesian dynamic
networks. In this thesis we adopt the framework of Gaussian graphi-
cal models (GGMs), which combines both assets of multivariate Gaussian
distributions and graph theory.
Chapter 1 recalls major recent developments in this area, when the
main objective is not to infer the distribution at known graphical structure
but to recover the graphical structure itself. In that respect, the leading
challenge resides in design proportions, since we face expression datasets
where the number of available microarrays is much smaller than the num-
ber of genes under study. This so-called high-dimensional setting most
certainly deﬁnes a new paradigm for recent statistical developments, at
the opposite end of the usual asymptotic framework which consists in al-
lowing the number of observations to grow to inﬁnity in order to obtain
the most accurate estimations. The ﬁrst challenge of high-dimensional
statistics is to even be able to provide an answer in a context where it
seems a priori impossible using classical methods. Chapter 1 therefore de-
scribes the main advances offered by regularized approaches to solve high-
dimensional problems. At the root of the high-dimensional paradigm is
the notion of sparsity, which assumes that the burden of dimension is
only apparent: the true size of the problem is actually much lower than it
seems, and it sufﬁces to look for a solution in subspaces of low dimension
where the problem is solvable. Regularization and shrinkage approaches
described in Chapter 1 provide a particularly efﬁcient way of exploring
those low dimension subspaces.
In that context, data heterogeneity might be an asset, particularly to
improve the quality of the answer when the sample size is low. Chapters 2
and 3 consider two different but possibly complementary deﬁnitions of
heterogeneous transcriptional data. In both cases, an adequate statistical
modeling can alleviate the burden of high-dimension.
Chapter 2 models heterogeneity at the network level, building upon
the assumption that biological networks are organized: genes known to
participate in the same biological functions are more likely to regulate
each other, while some of them coding for transcription factors are much
more likely to play the role of hubs in networks. Following the work of
Ambroise et al. (2009), Chapter 2 suggests to make use of prior informa-
tion about the topology of the network in the deﬁnition of a weighted-Lasso
estimator to improve the accuracy and robustness of the identiﬁcation of
regulations.
Chapter 3 models heterogeneity at the observation level, focusing on a
recent regularization term called the cooperative-Lasso designed to combine
observations from distinct but close datasets (Chiquet et al. 2011). Since
many transcriptomic experiments are led simultaneously in several close
conditions, as part of a more general experimental scheme, such as stress
experiments, case/control or placebo/treatment studies, a method which
allows the information to be shared across conditions without reducing
the estimation to a single average network as would be done by meta-
analysis is of high-interest. This chapter refers to regularization schemes
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which has nourished a lot of research in the machine learning community
under the term of multi-task learning.
Finally, Chapter 4 addresses the crucial question of uncertainty in an
ongoing work in collaboration with F. Villers and N. Verzelen. Chapter
1 details ways to provide an answer in awkward design sizes. Chapter
2 and 3 deﬁne ways to provide an hopefully improved answer. Theory
states conditions under which the answer is reliable and consistent, how-
ever there is a need to quantify the quality and certainty of the answer
on a given dataset. Particularly, if we want the networks we infer to be
used appropriately by clinicians who want to improve disease diagnostics
and prognostics and maybe eventually identify new drug targets, we need
to be able to conﬁrm that differences observed between two networks in-
ferred in distinct conditions are indeed signiﬁcantly different. Chapter 4
tackles this issue.
Our contribution to this chapter focuses on the adaptation of Verzelen
and Villers (2010) with the use of Fisher statistics, the adaptation of higher-
criticism, as well as numerical experiments and other practical aspects.
1High-dimensionalGaussianGraphicalModelsandGene
RegulatoryNetworks
Theobjectiveofthischapteristoclarifythestatisticalframeworkadoptedinthisthesistomodelandinfergeneregulatorynetworks.
WerecalthedeﬁnitionandinterpretationofGaussiangraphicalmodels,
intheirdirectedandundirectedforms. Wethendrawanintroductionto
1regularizationanditsadaptationtotheinferenceofhigh-dimensional
Gaussiangraphicalmodels.
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1.1 Introduction
Microarraytranscriptomicdataepitomizethechalengesraisedbythesta-
tisticalmodelingofcomplexbiologicalsystemsintherecenteraofhigh-
dimensionaldata.Thefolowingchapterprovidesinsightsintothetwo
fundamentalstonescombinedinthisthesisto meetthischalenge:the
modelingofgeneregulatorynetworksbyGaussiangraphicalmodelsand
1regularizationofhigh-dimensionalproblems.
Gaussiangraphical models(GGMs)provideatheoreticalywel de-
ﬁnedframeworktostudygeneregulatorynetworks. Admitedly,our
modelscannotreﬂectthecomplexrealityofregulatorymechanisms,but
atleastwecanstrictlyinterpretandcontrolwhatcomesoutthedatafrom
astatisticalpointofview. Theﬁrstsectionofthischapteratemptsat
clarifyingthestructureofconditionaldependencesexhibitedbyGaussian
graphicalmodels.
Inordertodealwithhigh-dimensionaldata,regularizedapproaches
havenourishedanoutstandingresearchefortinthelastdecades.Among
them,1regularizationliesattheboundarybetweenshrinkageconvexes-
timatorsandmodelselection. Wedevoteasecondsectiontothemechan-
imsalowing1regularizationtoperformsimultaneouslyestimationand
modelselectionandeventualycombine 1regularizationwiththeinfer-
enceofhigh-dimensionalGaussiangraphicalmodels.
1.2 StatisticalModeling of GeneRegulatoryNet-
works
AssumethatthevectorofexpressionlevelsX=(X1,...,Xp)folowsa
regularmultivariateGaussiandistributionwithexpectationµ∈Rpand
covariancestructureΣ∈S+,whereS+denotesthesetofsymmetricpos-
itivedeﬁnitematrices. GGMsprovidesagraphicalrepresentationofthe
conditionaldependencestructurebetweencomponentsofX.Thorough
deﬁnitionsandpropertiesofGGMscanbefoundinWhitaker(1990)and
Lauritzen(1996).BeforegoingfurtherintoGGMsweneedtoclarifywhat
wemeanbyconditionaldependencestructure.
Ingeneral,theindependenceoftwocomponentsXiandXjcondition-
nalyonaremainingsetofcomponentsCdescribesthefactthatknowing
XC,XjdoesnotbringanysupplementaryinformationonXithatisnot
alreadybroughtbyXC,andviceversa.IfXadmitsadensitywithregard
toacertainmeasureµ,thisconditionalindependencemeansthatthejoint
densityfi,j,C(xi,xj,xC)of(Xi,Xj,XC)factorizesintofi,C(xi,xC)fj,C(xj,xC),
orsimilarly,theconditionaldistributionf(Xi,Xj)|XC(xi,xj;xC)factorizesinto
fXi|XC(xi;xC)fXj,XC(xj;xC).
1.2.1 UndirectedGaussianGraphicalModels
Thecrucialpointinthedeﬁnitionofconditionalindependenceistheset
Conwhichtheconditionningistaken. Diferent Markovpropertiesil-
lustratedinFigure1.1distinguishtheconditionalindependencestructure
representedbyanundirectedgraphΓ.Startingfromthelessstringent
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deﬁnitiontowardsthestrongestassumption,itisinterestingtorecalthe
deﬁnitionsofpairwiseMarkovian,localMarkovianorglobalMarkovian,
al withrespecttoagivengraphΓ.Itiseasilycheckedthat1.3implies1.2
whichinturnimplies1.1.
Deﬁnition1.1(PairwiseMarkovproperty) TherandomvectorXispairwiseMarkovwithrespect
toagraphΓ=(V,E)ifandonlyif,foreverypairofnon-adjacentvertices,
i.e.foreverypair(i,j)∈V2suchthat(i,j)/∈E,XiisindependentfromXj
conditionnalyonalremainingcomponents:
i j ⇔ Xi⊥Xj|XV\{i,j}.
Deﬁnition1.2(LocalMarkovproperty) TherandomvectorXislocalMarkovwithrespecttoa
graphΓ=(V,E)ifandonlyif,foreveryvertexi,Xiisindependentfromalits
non-neighborsconditionnalyonitsneighborsneΓ(i):
i j ⇔ Xi⊥Xj|XneΓ(i).
Deﬁnition1.3(Global Markovproperty) TherandomvectorXisglobal Markovwithrespect
toagraphΓ=(V,E)ifandonlyif,foreverythreesubsetsdistinct(I,J,S)of
vertices,suchthatXseparatesIfromJinΓ,foreverypair(i,j)∈I×J,Xiis
independentfromXjconditionnalyonXS:
i j ⇔ Xi⊥Xj|XS.
Withthesedeﬁnitionsinmind,wecannowdeﬁneundirectedGaus-
siangraphicalmodels.
Deﬁnition1.4(Gaussiangraphicalmodel) AmultivariateGaussianvectorX=(X1,...,Xp)
folowsaGaussiangraphicalmodelwithrespecttoagraphΓ=(V,E)ifand
onlyifXsatisﬁesthepairwiseMarkovpropertywithrespecttoΓ.Foreverypair
ofvertices(i,j)∈V2suchthati=j,by:
i j⇔ Xi⊥Xj|XV\{i,j}
Now,thankstotheHammersleyandClifordtheorem(seeLauritzen
(1996),theexistenceofapositiveandcontinuousdensityimpliesthe
equivalence,inthisparticularcase,betweenthethree Markovproper-
ties.Inotherwords,ifXisaGGMwithrespecttoagraphΓ,itisnot
onlypairwiseMarkovwithrespecttoΓ,butalsolocalMarkovandglobal
Markov.Thisequivalenceisparticularlyinterestingintermsofinterpre-
tation.Indeed,theconsequenceofthelocalMarkovpropertyisthatthe
bestlinearpredictionofacomponentXiisgivenbyitsneighbours.Con-
ditionalonthesetofneighborsXneΓ(i),nosupplementaryinformationcanbeextractedfromremainingcomponentstoimprovethisprediction.The
consequenceoftheglobalMarkovpropertyisthatiftwogenesXiandXj
arelinkedthroughacertainpathofedges,thenconditionalonanygene
onthepath,andnotonlytheirneighbours,XjandXiareindependent.
Markovpropertiesclarifytheinterpretationofthegraphicalstructure
providedbytheapplicationofGGMsontranscriptomicdata.Thegraphi-
calstructureindicatesthatconditionalontheneighborsofagene,alother
genesinthedatasetareirrelevanttoexplainitsexpressionlevels.Among
asetofcorrelatedgenes,wecouldsaythatGGMsaimsatdiscovering
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Figure1.1–IfthevectorX=(X1,...,X5)folowsaGGMwithrespecttothegraphin
panel(a),thenitisequivalentlypairwiseMarkov,localMarkovandglobalMarkovwith
respecttothesamegraph.ConsiderforinstancetheverticesX1andX5.Thepairwise
Markovpropertystatesthattheyareindependentconditionalonalothervertices,that
istosay(X2,X3,X4,X6,X7).ThelocalMarkovpropertyilustratedinpanel(b)implies
thatconditionaloneithertheneighboursofX1ortheneighboursofX5thereisnodepen-
dencyleftbetweenX1andX5.TheconsequenceoftheglobalMarkovpropertyilustrated
inpanel(c)isthatitsufﬁcestoconditiononanysubsetofverticesseparatingX1from
X5toobtainindependence.Particularly,X1isindependentfromX5conditionalonX3
alone.
thedirectﬂowofinformationfromgenetogenethatbestexplainsthe
observedlevelsofexpression.
ThankstotheassumptionofGaussianity,distributionsofXi’scondi-
tionnalyonX\iadmitverysimpleexpressions.Thisfundamentalresult
wilbeatthebasisofmanyfurtherdevelopments.Forthesakeofclarity,
weassumeinthefolowingthatXiscentered. WedenotebyAi·(resp.
A·i)theithline(resp.column)ofanymatrixA.
Proposition1.1(Conditionaldistributions) LetX=(Xi)i∈VbeamultivariateGaussianvector
withzeromean,invertiblecovariancematrixΣ=Θ−1.ThedistributionofXi
conditionalonX\iisitselfaGaussiandistributionwithmeanµi|\iandcovariance
Vi|\i:
µi|\i=Σi\iΘ\i\iX\i Vi|\i=Σi−Σi\iΘ\i\iΣ\i.
Addingthefactthatforeveryi=j,Σi·Θ·j=Σi\iΘ\j+ΣiΘij=0,the
conditionaldistributionofXigivenX\jcanberewritenundertheform:
Xi|X\i=−∑
j∈V\i
ΘijΘ−1i Xj+εi,
whereεiisacenteredGaussiannoisewithvarianceΣi,i,independentfrom
X\j. Underthoseterms,theneighboursofXicanbedirectlyreadfrom
thesetofnonzeroentriesofΘ, whichleadstoaparticularlyfruitful
characterizationofGGMs.
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Proposition1.2(Graphofconditionaldependenciesexpressedviatheprecision matrix) Let
X=(X1,...,Xp)beamultivariateGaussianvectorwithzeromean,invertible
covariancematrixΣ=Θ−1.ThegraphΓ=(V,E)ofconditionaldependencies
betweenX1,...,Xpisdeﬁned,foreverypairofvertices(i,j)∈V2suchthat
i=j,by:
Θi,j=0
Inotherwords,ifforeveryvertexi,neΓ(i)describesthesetofneighborsofiin
thegraphΓ,thatistosaytheset{j∈V,(i,j)∈E},thedistributionofXi
conditionalonV\ionlydependsonXneΓ(i)
X1
X2
X4
X3 X5
X6
X7
.
X1
X1
X2
X2
X3
X3
X4
X4
X5
X5
X6
X6
X7
X7
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
(a)Graph (b)Precisionmatrix
Figure1.2–Thegraphofconditionaldependenciesischaracterizedbythepositionof
non-zeroentriesoftheprecisionmatrixΘ=Σ−1
Thisresultwilbeatthecenterofthefolowingsectionsandchapters,
sincestatisticalmethodstorecoverthegraphofconditionaldependencies
relyontheselectionofnon-zeroentriesoftheprecisionmatrix.
1.2.2 DirectedGaussianGraphicalModels
Whentheinterestliesinrecoveringgeneregulations,undirectedGGMs
provideasomewhatcircumsbribedmodeling:ﬁrst,thereisnoindication
ofwhichgeneactsasaregulatorontheother,secondsome motifsof
particularinterest,likeretro-activeloops,cannotbedetected.Directedin-
dependencegraphs,associatedwithtime-seriesdatasets,inparticulardi-
rectedGaussiangraphicalmodels,provideafruitfulframeworktomodel
those.However,theinterpretationofedgesintermsofMarkovproperties
isabittrickier.
Althoughitseemsatﬁrstsightincompletecontradictionwiththemo-
tivationabove,themainconstraintthatoneneedstoimposeondirected
independencegraphsistoforbidthepresenceofcycles,therebyworking
ondirectedacyclicgraphs(DAGs). Wewilexplainfurtheronhowto
solvethisapparentinconsistency.Fornow,remarkthatthepresenceof
cycleswouldraiseproblemsintermsoffactorizationofthejointdistribu-
tionintoachainofconditionnaldistributions.Considerafeed-backloop
suchthatX1regulatesX2,whichregulatesX3,whichinturnregulatesX1.
Therewouldonlybeafewdegeneratedcaseswherewecouldfactorize
f(X1,X2,X3)intofX3|X2fX2|X1fX1|X3.Astraighforwardwaytopreventcyclesistoprovideverticeswitha
completeordering≺,sothatanyedgei−jinthegraphcaneventualy
haveonlyonepossibledirection,suchthati→ jifi≺jandreversely
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i← jifj≺ j. Sinceanaturalorderingistime,notationsaboutdi-
rectedindependencegraphs,alsocaledrecursivegraphs,aretraditionaly
deﬁnedinanalogytogenealogictrees, withedgesgoingfromparent-
nodestochild-nodes.Everynodeiin{1,...,p}isendowedwithapast
past(i) ={1,...,i−1}, whichexcludesthepresentandfuturenodes
{i,...,p}. Giventhisordering,edgespointingtoicanonlycomefrom
thepast,andedgesleavingicanonlypointtofuturenodes.Forevery
nodei,wedeﬁneitsparentspa(i)asthesetofalnodes(inthepast),
withedgespointingtoi.Asaresult,thejointdistributionadmitsatrivial
recursivefactorizationaswehoped:
f(X1,..,Xp)(x1,...,xp)=
p
∏
i=1
fXi|Xpast(i)(xi;xpast(i))
Deﬁnition 1.5(Directed Gaussiangraphical model) A multivariateGaussianvectorX =
(X1,...,Xp)folowsadirectedGaussiangraphicalmodelwithrespecttoaDAG
Γ≺ =(V,E≺)ifandonlyif,foreverypairofvertices(i,j)∈V2suchthati
belongstopast(j),XjisindependentfromXiconditionalonitspast(excepti,
naturaly):
i j⇔ Xi⊥Xj|Xpast(j)\{i}
Thesetofnodesfrompast(j)suchthatXi⊥Xj|Xpast(j)\{i}iscaledthesetof
parentsofj,pa(j). Withthisnotation,adirectedGaussiangraphicalmodelwith
respecttoΓ≺equivalentlysatisﬁestheorderedMarkovproperty:foreveryvertex
i∈V,
Xi⊥Xpast(i)\pa(i)|Xpa(i).
Itfolowsthatthejointdistributionnowadmitsamorereﬁnedfactor-
izationthanthefactorizationabovewhichcorrespondedtothesaturated
graph:
f(X1,..,Xp)(x1,...,xp)=
p
∏
i=1
fXi|Xpa(i)(xi;xpa(i))
Deﬁnition1.5echoesthedeﬁnitionofundirectedGGMs1.4basedupon
thepairwiseMarkovproperty,exceptthattheconditionningonalnodes
butiandjisreplacedbytheconditioningonthepastofj(buti)only.
Thisdeﬁnitionreliesontheexistenceofanaprioriorderingofthenodes,
whichimplicitlybutstrictlygovernsthedirectionofedges. Assoonas
graphsareacyclic,itisalwayspossibletoreasontheotherwayround:for
everyDAG,thereexists(thoughitmightbeanNP-hardproblemtore-
coverit)anordering≺oftheverticeswhichiscompatiblewiththeDAG,
thatistosay,foreverytwoverticessuchthati→ j,i≺j.Thedirected
localMarkovpropertypresentstheadvantageofnotreferringtothisor-
deringtoprovideaninterpretationoftheedgesintermsofconditional
dependences.
Deﬁnition1.6(Directedlocal Markovproperty) ArandomvectorXsatisﬁesthedirectedlocal
MarkovpropertywithrespecttotheDAGΓ≺ifandonlifforeveryvertexi∈
vertices,Xiisindependentfromalitsnon-descendantsnd(i)(exceptitsparents)
conditionalonitsparents:
Xi⊥Xnd(i)\pa(i)|pa(i)
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How to obtain the directed global Markov property is less trivial
though. Figure 1.3 represents two basic examples chosen by Whittaker
(1990) that well illustrate the subtleties of the interpretation of directed
edges in terms of conditional dependencies.
X1 X2 X3 X4
(a)
X1
X2
X4X3
(b)
Figure 1.3 – Two examples of directed graphs. Deﬁnition 1.5 associates the two graphs
with the following set of conditional independences: in panel (a), X3 ⊥ X1|X2, X4 ⊥
X1|X2, X3 and X4 ⊥ X2|X1, X3; in panel (b), X1 ⊥ X2, X4 ⊥ X1|X2, X3, X4 ⊥
X2|X1, X3. Panel (a) satisﬁes the Wermuth condition while panel (b) does not because of
the motif highlighted by the light blue region.
Indeed, one would be tempted to interpret directed independence
graphs thanks to the useful local or global Markov property. In Figure 1.3,
panel (a), it seems natural that X4 should be independent from X1 condi-
tional on either X2 or X3 alone, as it would be the case, would the edges
be undirected. The independence conditional on X3, corresponding to the
local Markov property, can be obtained by combining X4 ⊥ X1|X2, X3 and
X4 ⊥ X2|X1, X3. Yet, there is no straighforward way to prove the inde-
pendence conditional on X2, which would correspond to a global Markov
property. Besides, interpreting the directed graph in panel (b) as an undi-
rected one clearly nourishes misleading interpretations. Indeed, in the
undirected case, conditioning on X3 leaves X1 and X2 independent while
this is absolutely wrong in the directed case.
The difference between the two graphs is the presence of the special
motif in panel (b), called Wermuth motif, where the two parents of X3 are
independent. To eliminate Wermuth conﬁgurations, the idea is to “marry”
the parents of the colliders and omit the direction of edges to form the
moral graph Γ˜ associated to the directed graph Γ≺. Then the directed in-
dependence graph Γ≺ shares the same Markov properties as its associated
moral graph Γ˜. Naturally, when the original directed graph satisﬁes the
Wermuth condition, then it possesses exactly the same Markov properties
as its undirected counterpart. The two moral graphs associated with the
directed graphs of Figure 1.3 are presented in Figure 1.4.
To state a directed global Markov property without resorting to the
moral graph, we need to ﬁnd out the right deﬁnition for a separating set
in the case of DAGs. Because of Wermuth conﬁgurations, the deﬁnition of
separating subsets requires a little more deﬁnitions than in the undirected
case. Along a given trail, let us distinguish collider from non collider
nodes: colliders are nodes where edges point to meet. A trail from i to j
is said to be blocked by S if and only if either there is a non-collider node
within S, or if there is a collider node outside S and its ancestor set (the
smallest subset containing all the parents of S and all the parents of those
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X1 X2 X3 X4
X1
X2
X4X3
(a) (b)
Figure1.4–MoralgraphsassociatedwiththegraphsofFigure1.3.Sincethedirected
graphinpanel(a)satisﬁestheWermuthcondition,theassociatedmoralgraphisnothing
morethanitsundirectedversion.Themoralgraphinpanel(b)marriesthetwoparents
X1andX2ofX3,ashighlightedbythelightblueregion.Thosemoralgraphsimplies
thattheoriginaldirectedgraphsalsoindicatethefolowingconditionalindependences:in
panel(a),X3⊥X1|X2,X4⊥X1|X3,X4⊥X1|X2,andX4⊥X2|X3;inpanel(b),
X4⊥X1|X3,X4⊥X2|X3butX1⊥X2|X3.
recusively).AsubsetSseparatestwosubsetsIandJonaDAGΓ≺ifand
onlyifSblocksaltrailslinkingItoJ.
Deﬁnition1.7(DirectedglobalMarkovproperty) ArandomvectorXsatisﬁesthedirectedglobal
MarkovpropertywithrespecttotheDAG Γ≺ifandonlyifforeverypairof
vertices(i,j)andsubsetSseparatingifromjinΓ≺,XiisindependentfromXj
conditionnalonXS:
Xi⊥Xj|XS
AtypicalexampleofdirectedGGMisgivenbyautoregressivetime-
series.ConsiderastationnaryautoregressiveprocessXoforder1.There
existsaparameterρ∈]−1,1[suchthatforeveryt=1,...,T−1,
Xt+1=ρXt+εt+1,
where εtistheGaussian white-noiseinnovationprocess. Theprocess
{Xt}Tt=1isadirectedGGMwithrespecttothegraphwithedgest→ t+1foreveryt=1,...,T−1.Sincetheyadmitthesamemoralgraph,itisalso
adirectedGGMwithrespecttothegraphwithreversededgest+1→ t.
Iftheformerisinadequationwiththenaturalorderingoftime,bothare
equivalentintermsofMarkovproperties.
Chapter2focusesontheinferenceofadirectedGGMassociatedwitha
stationnaryautoregressiverandomvectorX=(X1,...,Xp)oforderone.
ThereexistsamatrixA,witheigenvaluessmalerthan1inabsolutevalue,
suchthatforeveryt=1,...,T−1


X1t+1X2t+1...
Xpt+1

=A


X1tX2t...
Xpt

+


ε1t+1ε2t+1...
εpt+1

.
UndertheassumptionsofChapter2ontheGaussianwhitenoiseand
ontheabsenceofwithintimeefects,theprocess{Xt}Tt=1isnaturalya
directedGGMwithrespecttothefulgraphwithaledgesXit→ Xjt+1foreveryt=1,...,T−1,andeverypairofnodes(i,j). However,this
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fulgraphisnomoreusefulthanthesaturatedgraphintheundirected
case.Chapter2wildetailtherecoveryofaminimaldirectedGGM,repre-
sentingtheminimalacross-timeconditionaldependencystructureamong
nodes.
Toﬁnishwith,letuscomebacktotheoriginalparadoxandexplain
howthislongitudinalrepresentationalowsthe modelingoffeed-back
loopsdespitetheabsenceofcycles.Indeed,edgescaneitheral point
fromtimettotimet+1,orbealreversedaswesawintheprevious
example,hencetheabsenceofcycles.However,ifweomitthetime-lapse
andabusivelymergenodes{Xi1,...,XiT}correspondingtothesamecom-ponentiintoone,cyclescanappear,asilustratedonFigure1.5
...
X1t X1t+1
X2t X2t+1
X3t X3t+1
X4t X4t+1Γ≺
X5t X5t+1
...
.
X1
X2X3
X4
X5
(a)DirectedGGM (b)CondenseddirectedGGM
Figure1.5–AnextractfromadirectedGGMrepresentinganorder1autoregressive
randomvector,anditscondensedrepresentation,omitingthetime-lapseoverwhichthe
correlationstakeplace.Cyclesappearinthecondensedversionwhiletheactualdirected
GGMrepresentationisacyclic.
1.3 StatisticalInferenceofHigh-DimensionalGGMs
via 1Regularization
Sincewedealwithhigh-dimensionaldata,itisworthtakingashortdetour
andrecal whatsolutionshavebeendeveloppedinthelasttenortwenty
yearstotacklehigh-dimensionallinearregression,whenthenumberof
variablesisfarlargerthanthesamplesize. Nextsectionswilexplain
howtoadaptthosepreliminaryresultstotheinferenceofGGMs.Forthe
moment,considerthatweobserveasize-nsample(y,X)∈Rn× Mn,pof
thefolowingGaussianlinearregressionmodel:
Y=Xβ+ε
whereεisaGaussianwhitenoisewithvarianceσ2.
Inhigh-dimensionalsetings,theordinaryleastsquareestimator(OLS)
isnotdeﬁned.Assumingthatthetrueparameterβ liesinasubspaceof
smalerdimension,onewaytoprovideananswertotheminimizationof
thequadraticriskisnamelytorestricttheestimatortolieinasubspaceof
reduceddimensionwhereasolutionexiststhankstheadditionofpenalty
terms.Insteadofsolvingtheusualleastsquareproblem,solveforinstance
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aproblemoftheformof(1.1).
βˆ=argmin
β∈Rp
1
2y−Xβ
2n+λnpen(β). (1.1)
InProblem1.1,λntunestheamountofshrinkageimposedonβˆ.Ridge
regressionisaparticularcaseofregularizedleastsquareproblem,with
pen(β)= β22. Asanotherparticularcase,1regularization,presentedinEquation(1.2),hasdrawnmuchofresearchatentionsincethepubli-
cationsofDonohoandcoauthorsunderthetermsofbasispursuit(Chen
andDonoho1994)andTibshiraniunderthedenominationoftheLassofor
LeastAbsoluteShrinkageandSelectionOperator(Tibshirani1996).
βˆ=argmin
β∈Rp
1
2y−Xβ
2n+λn β1. (1.2)
Thespeciﬁcityof 1regularizationcomparedto2oranyother pregular-
izationwithp>1isthatitistheconvexrelaxationofthe 0pseudo-norm
regularizationpresentedinEquation(1.3).
βˆ=argmin
β∈Rp
1
2y−Xβ
2n+λn β0. (1.3)
The 0pseudo-normcountsthenumberofnon-zerocomponentsofβ.
Varyingtheamountonregularizationλn,Problem1.3isequivalentto
lookingforthebestlinearmodelwithonlykvariablesamongp:
βˆ=argmin
β∈Rp
1
2y−Xβ
2n (1.4)
s.t. β0≤k.
SolvingProblem1.3orequivalently1.4isactualythenumberofvariables
issmal. Withspeciﬁcchoicesofλn,respectivelyλn(AIC)=2/nand
λn(BIC)=2log(n)/n,Problem1.3boilsdowntoAICandBICcriteria
underassumptionofknownvariance,whichcanbeefﬁcientlycombined
toforward,backwardorforward-backwardalgorithmtoperformmodel
selection. Whenpgrows,thenumberofmodelstoinvestigategrowsas2p
andtheexhaustivesearchbecomesimpossible.Onthecontrary,Problem
1.2isconvexandbeneﬁtsfromefﬁcientconvexoptimizationalgorithms,
therebysolvinginonestepbothproblemsofestimationandmodelselec-
tion.Thefolowingofourthesiswilbebasedonvariationsuponsuch1
regularizedproblems.
Inlowasinhigh-dimension,atleastfourtypesofproblemscanbe
addressedtomeasurethequalityofthoseestimators:
P1:predictionofy,inwhichcaseβ isonlythefocusofatentionasa
blackboxleadingtoy.Performancesoftheestimatorβˆaremea-
suredintermsofadistancebetweentheoptimallinearpredictorof
ygivenX,Xβˆ,anditsestimationXβˆ.
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P2:estimationofβ,alsoknownasinverseprobleminwhichcaseβ isin
itselfthecenterofatention.Theobjectiveistodissecttheblackbox
andunderstanditsmechanisms.Performancesofβˆaremeasured
intermsofadistancebetweenβ andβˆ. Whenthesamplesizeis
smalerthanthenumberofvariables,thisproblemisparticularly
il-posed,sincemultipleˆβ’scanleadtothesamepredictionXβˆ.
P3:selectionofrelevantcomponentsofβ,alsoreferredtoassup-
portrecovery,whichisessentialtoprovideinterpretabilitytohigh-
dimensionalmodels.ThisproblemismoredemandingthanProb-
lem[P2],sinceincludingsmalfalse-positivecoefﬁcientsmightnot
impedethesuccessofProblem[P2]whileseverelydeterioratethe
successofProblem[P3].Yet,two-stepthresholdingapproachescan
adaptproceduressuccessfulinProblem[P2]toanswerProblem[P3].
P4:detectionanswersthequestionofwhetherthereisanysigniﬁcantsig-
nalinβ.ContrarytoProblem[P3],whichidentiﬁeswhereexactly
thesignalis,Problem[P4]onlylooksforthepresenceofanysig-
nalatal.Intermsofhypothesistesting,whileProblem[P3]would
amounttotestingforeachsinglehypothesesH0,i:βi=0,Problem[P4]amountstotestingtheglobalhypothesisthatβ =0.Inhigh-
dimension,itissometimesmuchmorerealistictotreatProblem[P4]
thanProblem[P3].
Theoreticalpropertiesof 1regularizationhavebeenstudiedinthelight
ofthosefourissues:necessaryconditionsandachievableresultsdifer.In
thefolowingparagraphs,weprovideimportantinsightsintothe1norm,
mainlyincomparisonwith 0and 2regularizations,andrecalthemain
necessaryconditionstotackleProblems[P1],[P2]and[P3].Chapter2and
3trytoimprovethequalityofanswerstoProblems[P2]and[P3]inthe
caseofGaussiangraphicalmodels. Chapter4tacklesProblem[P4]ina
two-sampleframework,wheretheobjectiveistodetectthepresenceof
heterogeneitybetweentwohigh-dimensionallinearregressions.
1.3.1 High-dimensionalvariableselectionviatheLasso
Astheconvexrelaxtionof 0regularizationtheLassoliesattheboundary
betweennon-convex γ,0<γ<1,regularizedproblemsoferingmodel
selectionpropertiesand γ,γ>1,regularizedproblemswhichhavethe
advantageofbeingconvexbutdonotinducesparsity.Therangeof γ
regularizationsdeﬁnethefamilyofBridgeestimators,forγ>0:
βˆγ=argminβ∈Rp
1
2y−Xβ
2n+λn βγγ. (1.5)
ItisinstructivetohavealookattheLassofromthisperspectiveand
compareittootherBridgeestimators,particularlythewel-knownRidge
regressionandmodelselection(1.3)asthelimitofγregularizationforγ
tendingto0.
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HowDoes 1RegularizationActasaSelectionandEstimationTool?
Underthelightofgeometrical,asymptoticandanalyticarguments,we
wanttoshedlightonwhy 1issodiferentfromotherconvexBridge
estimators,withγ>1,explainingwhy 1istheonlyconvexBridgeesti-
matorscapableofinducingsparsity.Thesethreeframeworksalsoclarify
itslimitationsasabiasedestimationtool.
TheGeometricPointofView:SingularitiesInduceSparsity. Theﬁrst
waytounderstandhowtheLassocanactasaselectiontoolistolookat
itfromageometricargumentfromconvexoptimizationtheory.Indeed,
whiletheleastsquarecriterionisdiferentiableeverywhereonRp,the1
normisnotdiferentiableat0.Theconsequenceisthatinsteadofaunique
derivativesatisfyingoptimalconditionsatpointswhichcrosstheaxes,
thereisanon-degenerateconvexrangeofpossiblesubgradientswhich
correspondtothesameoptimalsparsepoint.
Thesimplestwaytoseeitistoconsidertheconstrainedformulation
ofProblem1.5:
βˆ=argmin
β∈Rp
1
2y−Xβ
2n (1.6)
s.t. βγγ≤t.
Problem1.5isequivalenttotheLagrangianformulationoftheconstrained
formulation,andforeveryλnin1.5,thereexistsatin(1.6)suchthatboth
problemssharethesamesolution.
First-orderoptimalityconditionsforProblem1.6statethatapointβˆ∈
Rpisoptimalifandonlyiftheleastsquarederivative−∇ (ˆβ;y,X)=
−X(y−Xβˆ)deﬁnesasupportinghyperplanetothefeasiblesetatβˆ.In
otherwords,theoppositeoftheleastsquarederivativemustbelongtothe
normalconetothefeasiblesetatβˆ,wherethenormalconetoaconvex
setCatpointx0isdeﬁnedby{y∈Rp,y,x−x0 ≤0,∀x∈C}.Thereby,
foreveryβinthefeasibleset,theleastsquarederivativemustsatisfy
Xy−Xβˆ,ˆβ−β ≥0.
Inthecaseofγnormsorpseudo-norms,thefeasiblesetisnothingmore
thanthecorrespondingbalofradiust1/γinRp.Figure1.6picturesunit
balsR2for1and 2bals,alongwiththeirnormalconesat(1,0).Ifwe
thinkoftheleastsquarederivativeasacontinuousrandomvariable(as
functionoftheerrortermε),thenitwilalmost-neverfalintothenormal
conetothe2balat(1,0),whichisdegeneratedintoasinglehalf-lineof
zeroLebesguemass.Onthecontrary,thereisnonnegligeableprobability
forittofalintothenormalconetothe 1balat(1,0),thankstothe
singularity.
Inotherwords,contrarytothe2normwhichisdiferentiableonRp,
the1normfavorstheselectionofitspointsofsingularities,whichare
interestinglylocatedontheaxis,therebyshrunkingsomecoefﬁcientsto
exactly0.
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β1
β 2
B
NB(ˆβ)
βˆ
(a)Optimalpoint(1,0)onthe 1
β1
β 2
B
NB(ˆβ)βˆ
bal (b)Optimalpoint(1,0)onthe 2bal
Figure1.6–Optimalityconditionsforthesparsepoint(1,0)forconstrainedproblems
(1.6)fortheLasso(γ=1)andRidgeregression(γ=2)
TheAsymptoticPointofView. Aninterestingcomparisonbetween 0,
1and 2regularizersappearsinKnightandFu(2000). Althoughthe
analysisisledintheclassicaln>pseting,thecomparisonof 1toγ
withγ<1andγ>1limitingdistributionsisthought-provoking.In
thisframework,wecanassumethatXX/nconvergestoapositivedef-
initematrixΨwhenntendstoinﬁnity.ThenXε/nadmitsacentered
GaussianlimitdistributionW,withvarianceσ2Ψ.KnightandFu(2000)
suggesttheamountofregularizationfolowsa1/√ndecayrate,suchthat
λn√n→ λ0,thenforeveryγ>0,√n(ˆβ−β)convergesindistribution
toargmin(Vγ)whereVγisdeﬁnedby:
Vγ(θ)=−θW+12θΨθ+λ0penγ(θ;β).
AllimitingdistributionsdivergefromtheOLSlimitingdistributionby
thelimitingpenaltytermpenγ,functionofthetruesignalβ,whichdis-tinguishesthethreecasesγ<1,γ=1,γ>1.
StartwiththeLasso,thatistosayγ=1.
pen1(θ;β)=
p
∑
j=1
θjsign(βj)1{βj=0}+|θj|1{βj=0}.
Atthelimit,thesingularitybroughtbytheabsolutevalueisrestrained
inthelimitingobjectivefunctiontothepositionsoftruezeros.Thereis
nosingularityleftattruelyrelevantcoefﬁcients,butabiasremainstobe
paid.Incomparison,BridgeestimatorslikeRidgeregression,withγ>1
donotexhibitthissingularity,asexpectedfromthegeometricpointof
view. AnotherpointofdivergencewiththeLassoisthattheamountof
penaltyincreaseswiththemagnitudeofthecoefﬁcients,whichmaylead
tounacceptablylargebiasonmostrelevantandsigniﬁcantcoefﬁcients.
penγ>1(θ;β)=
p
∑
j=1
θjsign(βj)|βj|γ−1
1.3.StatisticalInferencevia1Regularization 19
Thepaperunderlinestheinterestingpropertiesof γpseudo-normswith
γ<1,whichcanswitchof unrelevantcovariateswhilestilestimating
truecoefﬁcientsattheusual√nratewithoutanybias,sincethelimiting
penaltytermremainsonlyactiveontruezeros.
penγ<1(θ;β)=
p
∑
j=1
|θj|1{βj=0}.
Themajorinconvenientof γregularizationswithγ<1isthattheyare
nonlongerconvex,loosingalefﬁcienttoolsofconvexoptimization,both
intermsofcomputingtimeandguaranteesofconvergingtoaglobalop-
timum.
BridgeEstimatorsasThresholding Operators. Thephenomenonob-
servedinlimitingdistributionisalsowelilustratedifweexpressbridge
estimatorsinfunctionoftheOLSestimatorunderanorthonormaldesign.
Inthisframework,bridgeestimatorswithγ≥1taketheexpressionof
simplethresholdingoperators,componentbycomponent,caledproximal
operatorsintheoptimizationcommunity.
Indeed,consideringanorthonormaldesignsuchthatXX=Ip,the
expressionoftheOLSestimatorβˆolsreducestotheproductXy,whilethe
oppositeleastsquarederivativeatβsimpliﬁesintothediferenceβˆols−βˆ.
Asaresult,wecanrewriteﬁrst-orderoptimalityconditionsoftheLasso
intermsofˆβlassoandβˆols:


|ˆβolsj −βˆlassoj |≤λn ifˆβlassoj =0,
βˆolsj =βˆlassoj (1+λn|ˆβlassoj |−1) ifˆβlassoj =0.
Inversethesecondequalitytoβˆlassoj =βˆols−λnsign(ˆβols)andcombineit
withtheconstraintoftheﬁrstinequalitytoobtainaclosedformforβˆlasso
asafunctionoftheOLSestimatorβˆols:
βˆlassoj =

1− λn
|ˆβolsj|
)


+
βˆolsj
Inotherwords,underorthonormalsetings,theLassooperatesasasoft-
thresholdingoperatoroneachcovariateindependentlyfromtheothers,
substractingλntoalcoefﬁcients(addingfornegativecoefﬁcients),and
switchingthemofassoonastheabsolutevalueoftheOLSestimator
goesbelowthethresholdingvalueofλn.
ToobtaintheproximaloperatorrelatedtoRidgeregression,rewrite
theobjectivefunctioninto
1
2yy−2yXβ+β(XX+2λnIp)β.
Asaresultoftheorthonormalityassumption,theﬁrst-orderoptimality
conditionleadstothefolowingproximalRidgeoperator,whichshrinks
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al OLScoefﬁcientsbyafactor1/(1+2λn):
βˆridgej = 11+2λnβˆ
ols
j.
Thesoft-thresholdingoperatorcorrespondingtotheLassoandthe
shrinkageoperatorofRidgeregresssionmustbecomparedtothemodel
selectionoperatedonthebasisofaBICorAICcriterion,orevenunivari-
atet-testthresholding(alongwithacorrectionformultipletesting).Those
modelselection(MS)approachescorrespondtothe 0regularizedprob-
lemandahard-thresholdingoperator,sothattherewouldexistaλnsuch
that:
βˆMSj =1|ˆβolsj|≥λn βˆ
ols
j.
AlthreeproximaloperatorsarerepresentedasafunctionoftheOLS
estimatorinFigure1.7.Asalreadyexhibitedbytheasymptoticandgeo-
metricanalyses,modelselectionseemslikeanidealtargetoperator,which
identiﬁesarestrictedsubsetofrelevantcovariates,estimating without
biasthecoefﬁcient,butremainscomputionalytoodemandingforhigh-
dimensionaldatasets. Ontheoppositeendofthespectrum,Ridgere-
gressionisrealisticbutonlyactsasashrinkageestimator,reducingthe
dimensionofthespaceinwhichthesolutionlieswithoutreducingthe
modelsize.Notonlytheﬁnalmodelistoocomplextointerpretinhigh-
dimention,butthelargerthecoefﬁcients,thelargerthebias. Asacom-
promisebetweenanintractablesolutionunder 0regularizationandan
2-regularizedsolutionwhichlacksinterpretability,1
βˆOLS
βˆM
S
regularizationof-
fersarealisticapproachsatisfyingbothneedsforatruelyreducedmodel
dimensionandareasonablybiasedestimation.
(a)Hard-thresholding0
βˆOLS
βˆL
as
so
λn
operator
(b)Soft-thresholding 1
βˆOLS
βˆR
id
ge
2λn1+2λnβˆOLS
operator
(c)Shrinkage2operator
Figure1.7–Proximaloperatorscorrespondingto 0(Modelselection),1(Lasso)and
2(Ridge)regularizations.
Nowthatwehaveexposedthereasonswhy 1regularizationcanpro-
videaninterestingshrinkageandselectionoperatorasTibhiraniputit,and
howthisselectionphenomenoncanoccur,itistimetoraisethequestion
ofhowgoodis1regularizationintermsofprediction,estimationandse-
lectioninthelinearregressionseting,correspondingtoaboveProblems
[P1],[P2],[P3].Forsimplicity,wewilreferto1regularizationinthis
setingastheLasso.
Anexhaustivesummaryofthevariousassumptionsrequiredtoguar-
anteeestimationandselectionpropertiesoftheLassointhenoiselesscase
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isgivenbyvandeGeer(2009).Figure1.8providesasimpliﬁedversionof
Figure1invandeGeer(2009
RestrictedIsometryProperty
(S,2s)RestrictedEigenvalue (S,s)RestrictedEigenvalue
SCompatibility(S,s)UniformIrrepresentability
ifβmin nottoosmal
Nofalsepositive Perfectselection Oracleinequalitiesforpredictionandestimation
).
Figure1.8– Summaryofcausallinksbetweenmainassumptionsrequiredtoprove
estimationandselectionpropertiesoftheLasso,inasimpliﬁedrepresentationofFigure
1,referencevandeGeer(2009).
Figure1.8highlightsthedistinctionbetweenirrepresentabilitycondi-
tionsrequiredforselectionconsistencyandlighterrestrictedeigenvalue
assumptionsrequiredforestimationandpredictionoracleinequalities.
Theformerhasnotablybeenprovednecessaryforselectionproperties,
andthelater,initscompatibilityformulationispossiblytheweakeras-
sumptionthatcanberequiredtoobtainatleastestimationandprediction
consistencies.Thenexttwosectionswilthereforebedevotedtotheanaly-
sisofthosetwoassumptions.Therestrictedisometrypropertyisalsoone
ofthemainassumptionsusualyusedtoproveconsistencyresults,butwe
wilnotdwelonthatonesincebothpreviousassumptionsareweaker.
Besides,theseassumptionswilbeatthebasisoftheassumptionsderived
forthecooperative-LassoinChapter3.
WhenDoestheLassoPerformWelasaSelectionOperator?
Theirrepresentablecondition,alsoknownasmutualincoherencecondi-
tioninthecommunityofsignalprocessing,appearssimultaneouslyina
largebodyofworkasasufﬁcientandnecessaryconditionforselection
propertiesof 1regularizedleastsquares(ZhaoandYu(2006)instatistics,
Donohoetal.(2006)andTropp(2006)intheﬁeldofsignalprocessing,
whileMeinshausenandBühlmann(2006)deﬁnestheequivalentassump-
tionofneighborhoodstability).Eventhougheachoftheseresultsdifer,
themainassumptionremainsthesameinbothitsdeterministicdesign
andGaussianrandomdesignforms. DenotebySthesubsetofrelevant
covariates,Scitscomplementarysubset.
Deﬁnition1.8(IrrepresentableconditionfortheLassounderdeterministicdesign) Considera
ﬁxeddesignstoredinan×pmatrixX.Thereexistsµ>0suchthat:
XScXS(XSXS)−1sign(βS)∞≤1−µ. (1.7)
Deﬁnition1.9(IrrepresentableconditionfortheLassounderGaussianrandomdesign) Consider
aGaussianrandomdesignsuchthateachrowofthen×pdesignmatrixXfolows
acenteredGaussiandistributionwithcovariancematrixΨ.Thereexistsµ>0
suchthat:
ΨScS(ΨSS)−1sign(βS)∞≤1−µ. (1.8)
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Parameterµissometimesreferredtoastheincoherenceparameterof
exactrecoverycoefﬁcient.Thisconditionstemsfromtheprimal-dualwit-
nessconstructionclearlyformulatedinWainwright(2009a)usedtoprove
selectionpropertiesoftheLasso,inparticulartoprovethatnoirrelevant
covariatecanbeincludedinthemodelontopofrelevantcovariates.Tech-
nicaly,itappearsinathree-stepreasonning:
1.Inferanoracleestimator˜βSrestrictedtothetruesupportS=S(β)andcompletetheestimatorbyzerosoutsidethetruesupport,sothat
thisoracleestimatorisbuilttosatisfyexactsupportrecovery;
2.Exhibitthesubgradientzassociatedtothisoracleβ˜;
3.Exhibitthe(dualfeasibility)constraintsrequiredonzsothatthe
primal-dualpair(˜β,z)isoptimalfortheoriginalunconstrained
problem,eitherasymptoticalyorwithlargeprobability.
Conditions1.7and1.8ensuresthat,conditionalontheinclusionofrele-
vantcovariatesandnon-inclusionofirrelevantones,thesubgradientsati-
ﬁesdualfeasibilityconstraints.
Quiteintuitively,theseconditions measureintermsofcorrelation
howcloseirrelevantcovariatesaretorelevantcovariates,sothatleast
squarescouldbe misguidedintoincludingthoseirrelevantcovariates,
hencetheregressiontermofirrelevantcovariatesontorelevantones
(XSXS)−1XSXSc. Moreprecisely,theirrepresentableconditiontakesthescalarproductofthisregressiontermwiththetruesignedsupport.In-
deed,ahigh-correlationbetweenrelevantandirrelevantcovariatesonly
presentsariskifitisofthesamesignasthetruecoefﬁcient.Figure1.9
representfourdiferentsituations,twoofwhichsatisfytheirrepresentable
condition,twootherswhichdonot.
Theﬁrstmainresultsbasedupontheirrepresentableconditionrequire
anasymptoticframework.Wainwright (2009a)introducesaprobabilistic
approachwhichalowstoworkatﬁxedn.
WhenDoestheLassoPerform WelasanEstimationorPredictionOp-
erator?
Theirrepresentableconditionisquitestrong,itisthereforeofinterestto
understandwhatotherpossiblygoodpropertiescouldtheLassodemon-
strateunderweakerconditions.Sparsityoracleinequalitiesactualyshow
thattheLassocanadaptitselftothetruesparsitylevelinordertoperform
atminimaxratesuptoalogarithmicfactorintermsofestimationandpre-
diction,underweakerconditionscaledrestrictedeigenvalueconditions.
Deﬁnition1.10(RestrictedEigenvalueassumption) Consideragivenamountofsparsitys≤p.
Thereexistsκ(s)>0suchthat:
min
S⊆{1,..,p},|S|≤s min∆=0,∆Sc 1≤3δS 1
X∆ 2√n∆S 2>κ(s).
Thisassumptionisbeterunderstoodifwebuilditstepbystep.Start
byassumingthattheGramorHessianmatrixXX/nispositivedeﬁnive,
sothattheproblemadmitsauniquesolution.Thisassumptionishighly
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Figure1.9–Conﬁgurations(a)and(c)satisfytheirrepresentablecondition,conﬁgura-
tions(b)and(d)donot.
unrealisticinhigh-dimension.Ifthetruesignalissparse,sayofsparsity
s,thenthesolutionisidentiﬁableifandonlyifalsubmatricesofsize2s
oftheHessianarepositivedeﬁnite,thatistosaytheminimumeigenvalue
ofalsubmatricesofsizelessthan2sispositive.
Ifwearenolongerinterestedintheidentiﬁcationofthetruesupport,
butinsharpestimationandpredictionproperties,thenwhatweneed
issomewhatstrongerthanpositiveeigenvalues,weneedlargepositive
eigenvalues.InclassicalstatisticaltermsandasilustratedbyFigure1.10,
weneedtheFisherinformationtobelargeenoughsothatanestimation
gap∆=β−βˆinducesadiferenceinlikelihoodofatleastκ∆ 2,or
reversely,thesmalerthelikelihooddiference,thesmalertheestimation
error.Inanalyticalterms,deriveasecond-orderTaylorseriesexpansion
nearβinthedirection∆,toobservethatthisstrongconvexityassumption
amountstouniformlylowerboundtheeigenvaluesoftheHessianmatrix
intheneighborhoodofthetrueparameterβ:
y−Xβˆ2n− y−Xβ 2n=−2nX(y−Xβ),∆ + X∆
2n+o(∆
22
n )
Thisuniformlowerboundisagaintoostronginhigh-dimensionalset-
tings.Thereforeontopofconsideringreducedsizematrices,wefocuson
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Figure1.10–Lossfunctionwithhighcurvature,orFisherInformation,inpanel(a),
lowcurvature,orFisherInformation,inpanel(b).
arestrictedneighborhood,whichisthecone{∆∈Rp,∆Sc 1≤3∆S 1},
whereweknowtheLassoerrorterm∆= β−βˆtoreside,hencethe
denominationrestrictedeigenvalue.
Theconsequenceoftherestrictiontotheconeisthatthereisnoguar-
anteethatthesolutionwilbeunique.However,withlargeprobability,al
solutionsareconcentratedwithinthesame 2or 1balaroundthetrue
parameterβ.Besides,undersupplementaryassumptionsonthemimi-
nalnonzerovalue,estimationorpredictionboundscanbecompletedby
thresholdingstepsinordertoprovidemodelselectionguarantees.
Thisassumptionistheweakestassumptionpossible,exceptbyaslight
modiﬁcation:changethe ∆S 2atthedenominatorintoa ∆S 1toobtain
thecompatilibyassumption,butwelosetheeigenvalueinterpretation.
Wereferto S.NegahbanandYu(2012)forageneralizationofthis
assumptiontoadressregularized M-estimatorsunderalargerspectrum
ofsparsityassumptionsonβ.
Howtocorrectlytunetheamountofregularization?
Intheprevioussections,theamountofregularizationλnwasconsidered
asgiven,andthequestionofitschoicewaspurposelyeluded. However,
whenusingtheLasso,thisisactualytheﬁrstpracticalquestionwhich
arises:whatisthecorrectamountofregularization.Alquestionsrelated
tocorrectestimationandmodelselectionareactualyconditionaltothe
correctchoiceofλn,sincethisvalueroughlyspeakingdeterminesthesize
ofthemodelselectedbytheLasso. WhenapplyingtheLasso,whatwe
obtainisbeterdescribedviaregularizationpaths:thesetofcoefﬁcients
obtainedovervaryingλn’s,fromthenul modeltothelargestpossible
modelgiventhenumberofobservationsavailable. Mostofthetime,the
LassobehavesasitsLars(Efronetal.2004)approximation,addingone
variableatatime. However,itsometimeshappensthatsomevariables
previouslyaddedtothesetofactivevariablesdisappearfromtheselected
model.
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Formaly,theregularizationpathprovidesacolectionof modelsof
increasingsizesM Λ={mλ,λ∈Λ}.Assuch,1regularizationprovides
aninteligentwayofexploringthemuchtoolargesetofpossiblemodels,
whichrecalsthefactthat 1regularizationisﬁrstandforemostaconvex
relaxationofthe0regularizedproblem.
Themainissueistotheselectthecorrectamountofregularizationand
chooseamodelalongthepath.Tibshirani(1996)suggeststheuseofcross-
validation.However,theobjectiveofcross-validationistheselectionofa
modelwhichguaranteestomaintaingoodpredictionsonnewdatasets,
basedonaminimizationofanestimationofthegeneralizationerror.Yet,
cross-validationofernotheoreticalguarantees.Incomparisaon,thepe-
nalizedcriteriondevelopedinBaraudetal.(2010)addressestheproblem
ofselectingtheestimatorwithsmalestEuclideanriskamonganyfamily
ofestimators.Inparticular,itanswersthequestionoftuningtheamount
ofregularizationofLassoestimators.Thiscriterionisvalidunderhigh-
dimensionalsetingsandisprovedtosatisfynon-asymptoticriskbounds
undernoassumptionsonthetruemodel.
Thosecriteriaprovideguidesonhowtotunetheamountofregu-
larizationinthelightofpredictionproblem[P1]butdoesnotprovidea
desirableguideinthelightofestimationproblem[P2]orselectionprob-
lem[P3].Inchapter4,though,wehappentoneedamodelwithgood
predictionproperties,andresorttotheprocedureofBaraudetal.(2010).
ThankstothecomputationoftheLassodegreesoffreedom(Zouetal.
2007,Dossaletal.2011),BICandAICcriteriaseemadaptable.Yet,their
justiﬁcationrelyonasymptoticapproximations,whichseemhighlyunre-
alistic,ifnotirrelevant,inhigh-dimensionalsetings.ExtendedBICcrite-
riahavebeensuggestedtocorrectfortheLaplaceapproximation.Fora
modelSofsizes,denotingbyβSthemaximumlikelihoodestimatorre-
strictedtomodelS,withcorrespondinglog-likelihood(βS),theextended
BICcriterionisdeﬁnedby
EBIC(s)=(βS)−s2logn−slogp.
EBICcomesfromtheadditionofauniformprioronmodelsS,suchthat
startingwithpvariables,eachmodelofsizesisgivenapriorprobability
of(p+1)−1(Csp)−1. TheconsistencyofEBIChasbeenprovedinhigh-dimensionalsparseﬁxeddesignlinearregression(ChenandChen2008)
andadaptedtoGaussiangraphicalmodels(Gaoetal.2012,Foygeland
Drton2010).
1.3.2 High-dimensionalvariableselectioninGGMs
TheinferenceofaGGMisbaseduponproposition1.2,whichstatesthat
theprecisionmatrixΘcaninfactbeinterpretedastheadjacencymatrix
ofanundirectedweightedgraphΓrepresentingthepartialcorrelation
structurebetweenvariablesX1,...,Xp.Thereforeinferringthegraphof
conditionaldependenciesΓamountstorecoveringthesupportofΘand
morethanestimatingΘ,themainissueinthisframeworkistoanswer
selectionproblem[P3]andcorrectlyselectthesetofnonzeroentriesofΘ.
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MaximumLikelihoodinference
Considerthat weobservenidenticalyandindependentlydistributed
(hereafteri.i.d.)observationsfromamultivariateGaussiandistribution
withcovarianceΣ,whicharestoredoncecenteredinamatrixX∈Rn×p.
Foreachobservationi,(i=1,...,n)andgeneg,(g=1,...,p),entryxig
containstheexpressionlevelobservedforgenegintheithsample.These
nobservationsmustbecolectedincloseenoughconditionssothatwecan
assumethattheyfolowtheexactsamedistributiononcecentered.Inde-
pendencyoftheobservationsalsoimpliesthattime-coursemeasurements
donotﬁtthisundirectedmodel.Chapter2isdevotedtomodelsdesigned
fortime-course,i.e.longitudinal,data.
GGMsfalinthefamilyofexponentialmodels,forwhichthewhole
rangeofclassicalstatisticaltoolsapply.Assoonasnisgreaterthanp,the
modellikelihoodadmitsauniquemaximumoverthesetS+p,deﬁningaMaximumLikelihoodEstimator(MLE).FolowingtheassumptionthatX
isGaussian,theMLEofΘisdeﬁnedby:
ΘMLE=argmax
Θ∈S+p
(2π)−p/2det(Θ)exp −12XΘX . (1.9)
LetusdenotetheempiricalcovariancematrixbyS=XX/n.Afterlog-
transformationanduseoftheTraceoperatorpropertyTr(ab)=Tr(ba),
foreverycompatiblevectorsaandb,Problem1.9becomes:
ΘMLE=argmax
Θ∈S+p
logdet(Θ)− Θ,S, (1.10)
where A,B denotesthe matrixinner-productassociated withthe
Frobiniusnorm, A,B =Tr(AB).
When nislargerthanp,Problem1.10admitsauniquesolutionequal
toS−1.AsthesquareproductofacenteredandscaledGaussianvector,S
folowsaWishartdistribution,whichisthemultivariategeneralizationof
thechi-squaredistribution.Asaresult,itsinverseS−1naturalyfolowsan
inverted Wishartdistributionwhoseparametersadmitananalyticalclose
form.
TherearetwomajorlimitationswiththeMLEregardingtheobjective
ofgraphreconstructionbyrecoveringzeroesintheestimateofΘ.Firstof
al,andnotoflitleimportance,weneedntobelargerthanptobeableto
evendeﬁnethisestimator,whichisneverthecaseinmicroarraystudies,
unlesswefocusonaveryrestrainedsubsetofcandidategenes.Second,
eveninthecasewherewewouldbeluckyenoughtogatherenoughdata,
the MLEprovidesanestimateofthesaturatedgraph:algenesarecon-
nectedtoeachother,whichisofnointerestatal.
Whatsavesushereisacommonpropertyofbiologicalnetworks,
namelysparsity: amongal p(p−1)/2possibleinteractionsbetween
genes,onlyafewactualytakeplace.Sparsitymakestheestimationfeasi-
bleinthecasewherenissmalerthanpsincewecanconcentrateonsparse
orshrinkageestimatorswithlessdegreesoffreedomthanintheoriginal
problem.Henceforth,thequestionofselectingthecorrectsetofedgesin
thegraphistreatedasaquestionofmodel(orcovariate)selection.
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BackgroundonHigh-DimensionalInferenceofGGM
Thediferentmethodsformodelselection/estimationinGGMsroughly
falintothreecategories.Theﬁrstcontainsconstraint-basedmethods,per-
formingstatisticaltests. We mentionthattheprocedureinDrtonand
Perlman(2007;2008)reliesonasymptoticconsiderations,aregimenever
atainedinrealsituations.Theforwardselectionmethodcombinedwith
permutationtestssuggestedinKiveri(2011)wouldfalintothiscate-
gory.Limited-orderpartialcorrelationswerealsoconsideredinWileand
Bühlmann(2006),CasteloandRoverato(2006).Thesecondofthesecate-
goriesiscomposedofBayesianapproaches,seeforinstanceDobraetal.
(2004),Jonesetal.(2005),Rauetal.(2011). However,constructingpriors
onthesetofconcentrationmatricesisnotatrivialtaskandtheuseof
MCMCprocedureslimitstherangeofapplicationstomoderate-sizednet-
works.Thethirdcategorycontainsregularizedestimators,whichadda
penaltytermtothelikelihoodinordertoreducethecomplexityordegrees
offreedomoftheestimator.Aﬁrstshrinkageestimatorwasproposedby
SchäferandStrimmer(2005).Thisapproachconsistsinusingaweighted
averageoftwodiferentestimators,theﬁrstbeingunconstrained(thus
havingsmalbiasbutlargevariance),thesecondbeinglow-dimensional
(andthusexhibitingsmalvariancebutlargebias).
Letusnowintroduceadaptationsof 1-regularizedprocedurestothe
inferenceofhigh-dimensionalGGMs.InMeinshausenandBühlmann
(2006),aﬁrstatemptwas madeunderthenameofneighborhoodselec-
tion.ThisapproachsolvespdiferentLassoregressionproblems,where
pisthenumberofgenesinthenetwork.Subsequentlytwootherarti-
cles,Banerjeeetal.(2008)andYuanandLin(2007a),independentlypro-
videdanimprovementoftheinitialworkofMeinshausenandBühlmann
(2006).Inbothworks,theproblemisseenasapenalizedmaximumlike-
lihood(PML)problemandissolvedasarecursive’Lasso-like’problem.
ThenextimprovementinthisveincomeswiththeGraphicalLasso,or
gLasso,ofFriedmanetal.(2008),whichmakesthispenalizedlikelihood
approachhighlyatractiveintermsofcomputationalcost,withveryrecent
improvementsforhigh-dimensiondevelopedinMazumderandHastie
(2011).Stil,theneighborhoodselectionapproachremainsalotcheaper,
computationalyspeaking.
Highlightson 1RegularizersforGGMs
LetusreviewinlitlemoredetailsthetwoLasso-typetechniquesonwhich
webuilduponinthisthesis,namelytheneighborhoodselectionandthe
Graphical-Lassoapproaches.
Ontheonehand,the 1-penalizedestimator,proposedinBanerjee
etal.(2008)andadvantageouslysolvedbythegLassoalgorithm,directly
considerstheoriginalpenalizedlikelihoodproblem:
Θλ=argmax
Θ∈S+p
logdet(Θ)− Θ,S−λ Θ 1. (1.11)
Inthisregularizedproblem,the1-normontheentriesoftheconcentra-
tionmatrixdrivessomecoefﬁcientstozero:itenforcessparsity.Thenon-
negativeparameterλtunestheglobalamountofsparsity:thelargerthe
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parameterλ,thefeweredgesinthegraph.Alargeenoughpenaltylevel
producesanemptygraph. Asλdecreasestowardszero,theestimated
graphtendstowardsthesaturatedgraphandtheestimatedconcentration
matrixtendstowardstheusualunpenalizedMLEΘMLE.Byconstruction,
thisapproachguaranteesawel-behavedestimatoroftheconcentration
matrix,thatistosaysparse,symmetricandpositive-deﬁnite.
Ontheotherhand,themorenaiveneighborhoodselectionprocedure
hasbeenreportedtobemoreaccurateintermsofedgedetection.The
readerisreferredtoVilersetal.(2008)andRochaetal.(2008).Thisap-
proachdeterminesthegraphofconditionaldependenciesΓbysolving
aseriesofpindependent1-penalizedregressionproblems,successively
estimatingeachgeneneighborhood.RecalthatXisthen×pmatrixof
observations,withcolumngcontainingthevectorXgofnobservations
forgeneg. MatrixX\gcontainsalcolumnsXexceptitsgthcolumn,
thatistosayobservationsonalgenesexceptexpressionlevelsofgeneg.
Concretely,foreachgeneg,expressionlevelsare“explained”bytheex-
pressionlevelsofremaininggenes. NeighborsofgeneginthegraphΓ
areestimatedbythenonzeroelementsofβˆgsolvingProblem1.12.
βˆg=argmin
β∈Rp−1
Xg−X\gβ
2
n+λ β1. (1.12)
Indeed,ifne(g)denotesthesetofneighborsofgeneginthegraphof
conditionaldependenciesΓassociatedtotheconcentrationmatrixΘ,then
proposition1.1impliesthatthebestlinearapproximationoftherandom
vectorXgbyremaininggeneexpressionsX\gisgivenby:
Xg= ∑
h∈ne(g)
βghXh=− ∑
h∈ne(g)
Θgh
ΘggXh.
Asaresult,Problem1.12aimstoestimatecoefﬁcientsβghproportionalto
theconcentrationmatrixentriesofinterestΘgh.
Actualy,solvingthepregressionproblemsdeﬁnedby(1.12)maybe
interpretedasinferringtheconcentrationmatrixinapenalizedmaximum
pseudo-likelihoodframework,asdepictedinRochaetal.(2008),Ambroise
etal.(2009),Ravikumaretal.(2010):thejointdistributionofXisapproxi-
matedbytheproductofthepdistributionsofthepvariables,conditional
ontheotherones,asifthesedistributionswereindependent,thatis
L(Θ;X)=
p
∑
g=1
n∑
i=1
logP(xig|Xi\g;Θg),
whereXi\gistheithobservationofthevectorXdeprivedofthegthco-
ordinate. Thispseudo-likelihoodisbaseduponthe(false)assumption
thatconditionaldistributionsofexpressionlevelsareindependent.Par-
ticularlythedistributionofgenegexpressionlevelsconditionalongene
hisassumedindependentfromthedistributionofgenehconditionalon
geneg,ignoringthesymmetryconditiononconcentrationmatrices.Be-
causetheneighborhoodsofthepgenesareselectedseparately,apost
symmetrizationmustbeappliedtomanageinconsistenciesbetweenedge
selections;MeinshausenandBühlmann(2006)suggestsANDorORrules.
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Asforthecomparisonoftheoreticalproperties,eventhoughthereisno
reasonfortheGraphicalLassoandtheneighborhoodselectionapproach
toresultinidenticalestimatesatﬁxedn,theyarebothshownasymp-
toticalyconsistentintermsofedgedetection(asngoestoinﬁnity)un-
dertheirrespectivestrongbutnecessaryirrepresentabilityassumptions.
Ravikumaretal.(2011)provideanirrepresentableormutualincoherence
assumptionsimilarto1.8forthegraphicalLasso.TheHessianXX/nof
theleastsquareproblemisnaturalyreplacedbytheHessianofProblem
1.11,namelyH=Σ⊗Σ.ThisHessiancorrespondsinfacttoacovari-
ance matrixattheedgelevel,sinceforeverypairofedges(i,j),(k,),
H(i,j),(k,)=cov(XiXj,XkX).Therefore,asirrepresentableconditionfor
linearregressioninvolvedcovariancesbetweenrelevantandirrelevantco-
variates,theirrepresentableconditionforthegraphicalLassoinvolvesthe
covariancesbetweenrelevantandirrelevantedges.DenotingbyEtheset
oftrueedgesE={(g,h)∈V2,g=handΘgh=0},wecanquotethe
correspondingirrepresentablecondition.
Deﬁnition1.11(IrrepresentableconditionforthegraphicalLassoRavikumaretal.(2011) There
existsη>0suchthat
maxe∈Ec HeEH
−1EE 1≤1−η
TheconclusionofRavikumaretal.(2011)isthatthemaindiferences
intermsofperformancesbetweenthetwomethodsfromaninformation
theoreticpointofviewliesinthishypothesis.However,despitetwopar-
ticularexampleswheretheirrepresentableconditionforneighborhood
selectionisseenlessrestrictivethanitsgraphicalLassocounterpart,there
isnogeneralruletobeknown.
1.4 AStepping-StoneTowardstheStructuredModel-
ingandInferenceofHigh-DimensionalGGMs
Theintroductionof 1regularizationhasrenderedpossibletheaddress
ofhigh-dimensionalproblems,whichareoutofreachofclassicalasymp-
totictheorybasedupontheparadigmofsmalp,largen. However,1
regularizationreachesitslimitsintermsofrobustness:supportrecovery
isonlyguaranteedunderstrongassumptionswithoutwhichalargenum-
beroffalsepositivescanbeintroduced.Inparticular, 1regularization
sufersfromdesignswithcorrelatedcovariates.Thisobservationhasmo-
tivatedthedevelopmentofavividﬁeldofresearchbuildingvariationson
1regularizationinthreemaindirections:combinationsof1regulariza-
tionandbootstrapsampling,weighted1regularizersandalargerangeof
sparsity-inducingnorms. Whilethenotionofsparsitytriggeredtheintro-
ductionof 1regularization,mostofthevariationson1regularizationare
stimulatedbytheideathatthesparsitypaternfolowsaparticularstruc-
ture.Byresortingtosparsity,1regularizationmakesitpossibletoanswer
statisticalproblemsthatwereoriginalyunthoughtof.Byinstilingstruc-
ture,variationson1aimatperfectlyﬁtingtheunderlyingstructureof
thedata,andtherebyincreasetherobustnessoftheanswer.
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BootstrapMethods. Theﬁrststatisticalanswertothelackofrobustness
presentedbytheLassocomesfrombootstrapsampling,inthespiritofthe
Bolasso(Bach2008a),orstabilityselection(MeinshausenandBühlmann
2010)intheﬁeldofhigh-dimensionalGGM.TheideaunderlyingtheBo-
lassoisthatforawel-chosenamountofsparsity,theLassoismostlikely
toselectaltruecovariateswithaprobabilitytendingtoone,whilemost
unrelevantcovariatesareselectedwithanonzerobutstrictlylessthanone
probability.Ifweinferthemodelonvariousbootstrapsamples,eachof
theestimatedsupportwilincludethetruemodelwithprobabilitytending
toone,alongsideafewfalsepositives.Therefore,takingtheintersection
ofthosesupportsshoulddiscriminatethetruesupportfromfalseinclu-
sions.Stabilityselectiontakesasofterstand,bydeﬁningforeachcovariate
theprobabilitythatitisselectedacrossthesetofbootstrapsamplesfora
givenamountofregularization,andretainscovariatesreachingacertain
selectionprobability.Eventhoughitrequiressomecomputingtime,these
bootstrapcorrectionshavebeenrecognizedtoimprovetheaccuracyof
selectedmodels(Hauryetal.2011b,Rohart2011).
Weighted 1Regularization. Anotherapproachdevelopedtoreducethe
inclusionoffalsepositivesistheﬁnetuningoftheamountofregulariza-
tion,covariatebycovariate. TheadaptiveLasso(Zou2006,Zhouetal.
2011),whichcorrectsthepenaltylevelλnbyweightsinverselypropor-
tionaltoaninitialestimatorβˆinit,aimsatreducingthebiasonlargeco-efﬁcients whilereducingtheprobabilityoffalselyselectingunrelevant
covariates.Insteadofadaptingtheweightsaccordingtoaninitialesti-
mate, Ambroiseetal.(2009)suggesttoadaptweightsaccordingtothe
speciﬁcbiologicalstructureofthedata. Focusingontheinferenceof
high-dimensionalGGMsfromi.i.d.transcriptomicdata,theirideaisto
modulatethepenaltylevelsaccordingtothetopologicalstructureofthe
network.Chapter2adaptsthisideatotheinferenceofGGMsfromtime-
coursetranscriptomicdata.
Sparsity-inducingRegularizations. Lastbutnotleast,wemustmention
thatawidevarietyofsparsity-inducingnormshavealreadydesignedin
ordertotackleasmanydiferentstatisticalissuesasthereareofconcrete
applicationframeworks.Infrontofthisoutburstofnewregularizers,ref-
erencesS.NegahbanandYu(2012),Bach(2010),Bachetal.(2012)form
atemptsatthedeﬁnitionofageneralizedtheory,toreplacethecaseby
caseanalysisofeachnewsuggestion.Someofthemrequireouraten-
tion.Firstofal,theelastic-net(ZouandHastie2005)providesananswer
totheproblematiccaseofcorrelatedsubsetsofcovariates.Bycombining
the1normtoan 2norm,theelastic-netaimstoselectalcorrelatedco-
variatesasone,contrarytotheLasso,whichwouldletthosecovariates
competetoenterthemodel.Asaresult,theelastic-nethasbeenregarded
asagoodsolutiontostabilizethesupportrecoveredbytheLassointhe
caseofcorrelateddesigns(AlassonnièreandGiraud2011).Beyondspar-
sityrequirements,themodelingofredondanciesthroughlowrankmatri-
ceshasbeenimplementedthroughnuclearnormregularizers,alowing
thedecompositionofmatricesintoalowrankandasparsecomponents.
Finaly,group-sparseregularizershavebeendesignedtotacklewhatis
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known in machine learning as multi-task settings, or could correspond
to panel datasets: redondant datasets, called tasks, are collected about
the same phenonemon, be it multiple cameras, multiple sensing channels,
multiple individuals, correlated covariates. The objective is to combine
those redundant tasks under the hypothesis that they share the same sig-
nal sparsity pattern, without merging them into a single dataset as if they
were strictly i.i.d. Chapter 3 focuses on this particular question.

2Weighted-LassoforStructuredNetwork
InferencefromTimeCourse
Data
Wepresentaweighted-Lassomethodtoinfertheparametersofaﬁrst-ordervectorauto-regressivemodelthatdescribestimecourseex-
pressiondatageneratedbydirectedgene-to-generegulationnetworks.
Thesenetworksareassumedtoownatopologicalstructurewhichhelps
deﬁneaweighted 1regularization.Thispriorstructurecanbeeitherde-
rivedfromexpertbiologicalknowledgeorinferredbythemethoditself.
Weilustratetheperformanceofthisstructure-basedpenalizationbothon
syntheticdataandontwocanonicalregulatorynetworks(theyeastcel
cycleregulationnetworkandtheE.coliS.O.S.DNArepairnetwork).
ThischapterismainlyinspiredfromreferenceCharbonnieretal.(2010).
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2.1 Introduction
Manytranscriptomicdatasetsdonotﬁtthei.i.d. setingsatal,no-
tablytimecourseexpressiondatasets.Assumingaﬁrst-ordervectorauto-
regressive(VAR1)model,severalauthorshavealreadyprovidedinference
methodshandlinghigh-dimensionalsetings:Opgen-RheinandStrimmer
(2007)suggestedashrinkageestimatewhileLèbre(2009)performedstatis-
ticaltestsonlimited-orderpartialcorrelationstoselectsigniﬁcantedges.
Inarecentwork,Shimamuraetal.(2009)proposedtodealwiththisVAR1
setupbycombiningideasfromtwomajordevelopmentsoftheLassoto
deﬁnetheRecursiveelastic-net.Asanelastic-net(ZouandHastie2005),
thismethodaddsan2penaltytotheoriginal 1regularization,thusen-
couragingthesimultaneousselectionofhighlycorrelatedcovariateson
topoftheautomaticselectionprocessduetothe 1norm. Asinthe
adaptive-Lasso(Zou2006), weightsarecorrectedonthebasisofafor-
merestimatesoastoadapttheregularizationparametertotherelative
importanceofcoefﬁcients. Notethat,inthiscontext,wearenolonger
lookingforanestimateoftheinverseofthecovariancematrixbutofthe
parametersoftheVAR1model,whichleadstoadirectedgraph.
Inthischapter,weaimtocoupleVAR1modelingoftimecoursedata
withan 1-regularizedapproachtakingthetopologicalstructureofthe
networkintoaccount. Asimpleexampleoftopologicalstructurewould
splitthegenesintotwogroups:agroupofhubsthatexhibitahighcon-
nectionprobabilitytoalothergenesandagroupofleavesthatonlyre-
ceiveedgesleavingfromthehubclass. Thisinformationcaneitherbe
inferredorrecoveredfrombiologicalexpertisesincerecoveringhubscon-
sistsroughlyinexhibitingtranscriptionfactorsinregulatorynetworks,a
largenumberofthembeingalreadyidentiﬁedbythebiologists.
Anotherreﬁnementofourmethodistobuiltontheadaptive-Lasso
(Zou2006,Zhouetal.2009)whichisknowntoreducefalsepositiverate
comparedtotheclassicalLasso. Assuch,our methodbelongstothe
largerfamilyofweighted-Lassomethods.Shimamuraetal.(2007)build
uponMeinshausenandBühlmann (2006)’sneighborhoodselectionand
theadaptive-Lassotoimproveinferenceofnetworksinani.i.d.context.
Theychooseseparatepenaltiesforeachneighborhoodselectionproblem
andadapteachindividualpenaltycoefﬁcienttotheinformationbrought
byaninitialridgeestimate.Here,wesuggesttolowerthebiasoftheLasso
bynotonlyusinginformationfromaninitialstatisticalinferencebutalso
frompriorknowledgeaboutthetopologyofthenetworkthatassumesthe
existenceofgeneswithhighconnectionprobabilitytoothergenes.
Therestofthechapterisorganizedasfolows:inthenextsection,
theVAR1modelandassociatedlikelihoodfunctionarebrieﬂyrecaled;
an 1-penalizedcriterionisproposedwhereeachparameteroftheVAR1
model,representingthegraphofinterest,isweightedaccordingtoaprior
structureofthenetwork.Theweightscanalsodependonapreviouses-
timatejustasintheadaptive-Lasso.InSection3,theinferenceprocedure
isdetailed: wepresenthowthetopologicalstructurecanberecovered;
fromthatpointon,networkinferencereducestoaconvexoptimization
problemwhichwesolvethroughanactive-setalgorithmbaseduponthe
approachofOsborneetal.(2000).Finaly,anexperimentalSectioninves-
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tigatestheperformancesofthemethod.First,simulateddataareconsid-
ered;then,wetrytorecoveredgesimpliedintwodiferentregulationpro-
cesses.Firstinyeastcelcycle,byanalyzingtheSpelmanetal.’sdataset
andcomparingtheselectededgestothedirectregulationscolectedfrom
theYeastractdatabase;secondinE.coli,byanalyzingU.Alon’sprecise
kineticdataonS.O.S.DNArepairsubnetwork.
2.2 ModelingStructuredRegulationNetworksfrom
Time-CourseData
2.2.1 Auto-RegressiveModelandSparseNetworks
ThedynamicsofRNAmeasurementsX0,X1,...,XTofpgenesatT+1
regulartimepointsarerepresentedbyaﬁrst-ordervectorautoregressive
modelVAR1asinequation(2.1).EachmeasurementXtisasizeprow
vectorcontainingtheexpressionlevelsofthepgenesofinterestattimet.
Xt=Xt−1A+εt, foralt≥1, (2.1)
wherematrixA=(Agh)g,h∈Pisap×pmatrixgoverningthedynamics
ofexpressionlevelsovertime.ToguaranteethatAisstationnaryandin
itscanonicalrepresentationweassumethatAhaseigenvaluesofabsolute
valuesstrictlysmalerthan1. Variationsawayfromthesedynamicsare
capturedbyawhiteGaussiannoise{εt}t=1,..,Tsatisfyingforeveryt,s≥1
assumptions(2.2)and(2.3).
E(εt)=0, (2.2)
E(εtεs)=δstσ2Ip. (2.3)
Undertheseassumptions,{Xt}t=0,..,Tfolowsaﬁrst-orderMarkovprocess
homogeneousintime:ifexpressionlevelsvaryovertimeaccordingto
equation(2.1),theregulatorystructureamongtheseexpressionlevelsis
assumedconstantovertime,asilustratedbyFigure2.1.
X11 X12 ... X1T
X21 X22 ... X2T
X31 X32 ... X3T
X41 X42 ... X4T
Γ Γ Γ
X51 X52 ... X5n
a12
a13
a14
a25
a12
a13
a14
a25
a12
a13
a14
a25
Figure2.1–ExampleofhomogeneousMarkovprocessonasetofﬁvegenes.
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Implicationsintermsofdatacolectionandnormalization First,be-
causeofthehomogeneityassumption,VAR1modelsapplytodynamic
measurementsbutdonotprovidedynamicnetworks.Regulationsareas-
sumedtobeconstantovertime.Therefore,thismodelisbetersuitedto
drawapictureofshort-termregulationdynamicsbaseduponmeasure-
mentstakenatclosetimepointstoguaranteethedetectionofdependen-
ciesbetweentime-pointsandoverashortperiodoftimetosatisfytheho-
mogeneityassumption. Modelstakingintoaccountpossibleevolutionsof
theregulatorynetworksovertimeandbetersuitedforlifecycledatasets
wereforinstancedevelopedinLèbreetal.(2010).Second,assumption
(2.3),statingthatthereisnocorrelationbetweencontemporaneousnoise
terms,isonlyreasonableifnoimportantgene,particularlyanygeneregu-
latingmultiplegenesinthedataset,hasbeenomitedandifthedatahave
beencorrectlynormalized,therebyannihilatinganycorrelatedmeasure-
menterrorsoverthemicroarrays.
Networkmodeling Inthisseting,matrixAplaystheroleoftheconcen-
trationmatrixΘinthei.i.d.frameworkpresentedinthepreviouschapter.
Indeed,eachentryaghisproportionaltothepartialcorrelationcoefﬁcient
betweenvariablesXgtandXht−1,thatistosaybetweentheexpressionofgenegattimetandtheexpressionofgenehattheprevioustimepoint,
conditionalonalothergeneexpressionsattimet−1,asexpressedin
equation(2.4).
Agh=
covXgt,Xht−1|X\ht−1
var Xht−1|X\ht−1
∝
covXgt,Xht−1|X\ht−1
var Xgt|X\ht−1 var Xht−1|X\ht−1
(2.4)
NotethatAssumption2.3bearstheimportantconsequencethatcon-
ditionalonthepast,contemporaneousgeneexpressionsarenecessarily
independent.
Proposition2.1(Absenceofcontemporaneouspartialcorrelations) Assume(2.1),(2.2)and(2.3).
Foreverypairofgenes(g,h)andtimepointt:
cov(Xgt,Xht|Xt−1)=0.
Asinthei.i.d.seting,nonzeroentriesofAcodeforagraphdescrib-
ingtheconditionaldependenciesbetweengeneexpressionlevels,except
thatthegraphisnowdirected,asinFigure2.2. Eventhoughtimeis
omited,thegraphicalrepresentationinFigure2.2isinfactequivalent
tothehomogeneousMarkovianrepresentationofFigure2.1.Proposition
2.1clearlystatesthatnoregulationcanexistbetweencontemporaneous
points. Anedgefromhtogisaddedtothegraphif,conditionalonal
geneexpressionsexceptgenehattimet−1,thecovariancebetweenXg,t
andXh,t−1isnonzero.IdentifyingthenonzeroentriesofAisagainequiv-
alenttoreconstructingthegraphofconditionaldependencies. However,
therearetwo maindiferencesbetweenthisdynamicversionofpartial
correlationandthenotionofpartialcorrelationexpressedintheprevious
chapter.First,theconditioningismadeuponalgeneexpressionsfrom
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theprevioustime-point,thereforeself-loopsarealowed.Second,thecor-
relationconsideredbetweenthetwogenesisasymmetric:weconsiderthe
correlationbetweenthepastexpressionlevelsofgenehandthepresent
expressionlevelsofgeneg,leadingnaturalytoanasymetricmatrixof
partialcorrelationsandadirectedgraphofconditionaldependencies.
X1
X2X3
X4
X5
Figure2.2–GraphofconditionaldependenciesassociatedwiththehomogenousMarkov
processrepresentedinFigure2.1.
Estimationinthecasep<T DenotebyXthe(T+1)×pmatrixofcen-
tered,scaledtounit-variancedata,whosetthrowcontainstheinformation
Xtrelativetothepvariablesattimet.Theempiricalvariance-covariance
matrixSandtheempiricaltemporalcovariancematrixVarethengiven
by
S=1TX\TX\T, V=
1
TX\TX\0,
whereX\kdenotesmatrixXdeprivedofitskthrow.
Thankstotheassumptions we makeonthe modeling,thelog-
likelihoodoftheVAR(1)factorizesintoasimpleexpression:
L(A;S,V)=
T∑
t=1
logf(Xt|Xt−1)
=− 12σ2
T∑
t=1
(Xt−AXt−1)(Xt−AXt−1)+c
=− 12σ2
T∑
t=1
Xt−1AAXt−1−2XtAXt−1+c
=− T2σ2[Tr(ASA)−2Tr(V A)]+c,
Asaresult,themaximumlikelihoodestimator(MLE)ofAiseasily
recoveredandrecaledinthefolowingproposition.
Proposition2.2(MaximumLikelihoodEstimator) Assumep< T. ThenSisinvertibleand
maximizingthelog-likelihoodoftheVAR1processisequivalenttothefolowing
maximizationproblem
max
A∈Mp(R)
Tr(V A)−12Tr(ASA) ,
whosesolutionisgivenby
Amle=S−1V. (2.5)
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Remark2.1 ThankstotheassumptionswemadeonnoisetermstheVAR1modelcanbefactorized
andseenasausualregressionproblem. DenotebyXp(respectivelyXf)theT
ﬁrst(respectivelylast)rowsofX.Aˆolsisnaturalygivenby(XpXp)−1XpXf=
S−1V= Aˆmle.The MLE(2.5)isstraightforwardlyequivalenttotheordinary
leastsquareestimate(OLS)ofA.
Estimationinthehigh-dimensionalcase Solution(2.5)requiresaco-
variance matrixSthatisinvertible,whichoccurswhenSisatleastof
rankp.InrealsituationstheactualnumberofobservationsTisoften
aboutorlowerthanthenumberofvariables,thusthe MLEneedstobe
regularized.Regularizationsuchas Moore-Penrosepseudoinversionor
1-regularizationcanbeappliedonmatrixSinordertomaketheinversion
alwaysachievable. AsharpestapproachisinvestigatedinOpgen-Rhein
andStrimmer(2007),wheretheOLSsolutionisregularizedbyshrinking
bothmatricesSandV.
Wesuggesttodrawinspirationfromthe 1-penalizedlikelihoodap-
proachdevelopedbyBanerjeeetal.(2008)inthecaseofi.i.d.samplesof
amultivariateGaussiandistribution:here,samplesarenolongeri.i.dyet
linkedthroughtimebytheVAR1model.Stil,thesparsitycanbecon-
troledwithapositivescalarλadjoinedtoan 1-normpenaltyonAby
solving
Aˆ1=argmaxA Tr(V A)−
1
2Tr(ASA)−λA 1 , (2.6)
wherethe 1-norm of matrixA issimply deﬁned by A 1 =
∑pi=1∑pj=1|Aij|.Since MLEandOLSareequivalentinthisframework,
solutiontothepenalized-likelihoodformulation(2.6)isequivalenttosolv-
ingpindependentLassoproblemsoneachcolumnofA,whichisexactly
MeinshausenandBühlmann (2006)’sapproach. Thediferenceisthat
itdoesnotrequireanypost-symmetrizationsincethereisnosymmetry
constraintonAinthepresentcontext.
2.2.2 AStructuredModelingoftheNetwork
AsinreferenceAmbroiseetal.(2009),wesuggestthatthegraphicalrep-
resentationofAownsaparticulartopologicalstructurewhichidentiﬁes
clustersofgeneswithcharacteristicconnectivitypaterns.Indeed,the1-
normregularizationencouragesaﬁrstrestrictiononthenetwork’stopol-
ogyinferredthroughcriteria(2.6),byencouragingsparsity.Yet,itiswel
knownthat,bypenalizingtrulysigniﬁcantentriesofAasmuchastruly
zeroentries,asingle 1penalizationleadstobiasedestimatesandapar-
ticularlystrongnumberoffalsepositives(KnightandFu2000,Zou2006).
Weighted-Lassoapproachescanlowerthisbiasbyadaptingpenaltiesto
priorinformationaboutwherethetruezeroentriesshouldbe,relyingon
possiblydata-drivenaswelasbiologicalinformation.Anexistingcorrec-
tionisgivenbytheadaptive-Lasso(Zou2006,Zhouetal.2009).Penalty
coefﬁcientsarealeviatedorincreasedusingindividualweightsreversely
proportionaltoaconsistentinitialestimateAinit.
Themainpurposeofthischapteristoshowtheinterestoftakinginto
accountinformationaboutthetopologyofthenetwork:notonlyshould
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wescalecoefﬁcientsindividualy,butalsoconsidertheunderlyingorga-
nizationofthegenesetP. Adaptationofweightsismadebyproviding
Awithawel-chosenpriordistribution,relyingontheorganizationofP.
Weassumethatgenesarespreadthroughapartitionof PintoQclasses
ofconnectivity.Bothexistencesandweightsofedges,describedbythe
elementsofA,dependontheconnectivityclasseachvertexbelongsto.
DenotebyZiqtheindicatorfunctionthatgeneibelongstoclassq.Con-
ditionalonthefactthatgeneibelongstoclusterqandgenejbelongsto
cluster,eachentryAijisprovidedwithanindependentpriordistribution
fijq.FolowingAmbroiseetal.(2009),wechooseLaplacedistributionsfor
fijqsinceitisthecorrespondinglog-priordistributiontothe 1termin
theLasso.Hence,bychoosing
fijq(Aij)= 12ρijqexp −
|Aij|
ρijq ,
where ρijq arescalingparameters, weexpecta model whoselog-
likelihoodwilnaturalymakeaspeciﬁc1-penalizationtermappear.
Theinterpretationof 1regularizationsasLaplaceBayesianpriordis-
tributionhasbeendiscussedinGribonval(2011). Despitethefactthat
manyotherpriordistributionscouldleadtothesame MAPexpression,
theLaplacianinterpretationisratherintuitive. AsilustratedonFigure
2.3,thelargertheregularizationweightρijq,thestrongertheconcentra-
tionofthepriorprobabilityaround0.
Modelingstar-shaped(orhub)networks. Manyconﬁgurationsﬁtinto
thisgeneralmodel.Ambroiseetal.(2009)focusedonanafﬁliationmodel.
Thisstructureopposesintratointer-clusterconnections,assumingthefor-
mertobefarmorelikelythanthelater.Inthepresentcontext,wheredy-
namicregulatorynetworksarerepresentedbydirectedgraphs,theafﬁli-
ationmodelunnaturalyassumessymmetricprobabilitiesfor“incoming”
and“outgoing”edgesandshouldbebanished.Indeed,adjacencymatri-
cesassociatedtodirectedgeneregulatorynetworksareasymmetrical.A
typicalstructureconsistsofstar-shapednetworks,inwhichgenesbelong
totwocompletelydiferentgroups. Whileagroupofhubsexhibitsahigh
connectionprobabilitytoalothergenes,theremainingsetofgenesal-
mostonlyreceivesedgesleavingfromtheﬁrstclass.Ilustrationofthis
phenomenonbyageneregulatorynetworkreconstructedonthebasisof
biologicalexperimentationsandcomputationalbiologytechniquesinthe
buddingyeastispresentedinSection2.4.Thissetupcanbesummarized
asfolows:
fijq=
fhub(·;ρhub)ifqisthehubclass,
fleaf(·;ρleaf) ifqisnotthehubclass.
Notethatthisstructureonlydiferentiatesedgesonthebasisoftheirori-
gin,whethertheyleavefromahubornot,whateverbetheclusteroftheir
arrivalpoints.Inthistypeofstructurebuiltaroundhubs,thenumberof
clustersisﬁxedat2.
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Figure2.3–Laplacedistributionsfortwoparametersρijq.Thelargervalueleadstothedistributionindashedredline,highlypeakedat0,whilethesmalervalueleadstothe
distributioninplaingreenline,moreevenspreadovernonzerovalues.
Alowingforindividualpriorinformationaboutiandj,thismodel
canbegeneralizedto
fijq=
fhub ·;ρijρhub ifqisthehubclass,
fleaf·;ρijρleaf ifqisnotthehubclass.
TheLikelihood. AsthematrixAhasbeengivenapriordistribution,our
aimistomaximizetheposteriorprobabilityofA,giventhedataX.Fora
ﬁxedstructureZ,thisisequivalenttomaximizingthejointprobability
Aˆ=argmaxA logP(X,A;Z).
Now,thelikelihoodP(X,A;Z)isstraightforwardlygivenby
logP(X,A;Z)=Tr(V A)−12Tr(ASA)− P
Z A 1+c, (2.7)
wherecisaconstanttermandthep×ppenaltymatrixisdeﬁnedby
PZ=(PZij)i,j∈P= ∑
q,∈Q
ZiqZj
ρijq . (2.8)
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Assumingastar-shapedstructure,Equation(2.8)takestheformofEqua-
tion(2.9)
PZij=ρ−1ij·ρ−1hubZi,hub+ρ−1leafZi,leaf =λ·λij·(λhub/leafZi,hub+Zi,leaf),
(2.9)
whereλ>0isacommonfactortoρ−1hubandρ−1leaf, whichcanvaryso
astoadaptoveralsparsityofthenetworkwhiletheratioρ−1hub/ρ−1leaf=λhub/leaf<1governsthedeﬂationofthepenaltyonedgesleavingfrom
hubs.Coefﬁcientλijcanbeheldﬁxedat1whennoindividualinformation
istakenintoaccountorreplacedbyanywel-chosentransformationofan
initialestimateofAinordertoprovideaccurateinformationonwhere
truezerosmightbe.
2.3 InferenceStrategy
ReferenceAmbroiseetal.(2009)developpedanEMalgorithmtoinferthe
latentstructureaswelasthenetworkinanelegantcompletelikelihood
framework. Thegreatadvantageofthisal-encompassing methodwas
thattheparametersofthelatentclusteringshouldguidethechoiceofreg-
ularizationlevel. However,inpracticethetuningparameterprovidedin
theE-step(inferenceofthestructure)werefartoostrongforthe M-step
(inferenceofthenetwork).AnotherworkbyMarlinetal.(2009)provides
areﬁnedBayesianalgorithmtoimplementthisapproach.Inthefolowing,
weadoptafastandstraightforwardtwo-stepapproachilustratedinFig-
ure2.4:1)deﬁnitionofthelatentstructureZandcorrespondingpenalty
matrixPZ,2)structureadaptiveinferenceofthenetwork. Detailsabout
thosetwostepsaregiveninthefolowingsections.
2.3.1 StructureInference
Comingupwithagraphicaltopology,inotherwordsaclusteringofthe
genesinformativewithrespecttothepositionofedges,canberealizedin
atleasttwoways.Theﬁrstoneistoﬁndbiologicalygroundedelements
ofstructurebaseduponvariouscomputationalbiologyorbibliographic
tools.Thesecondistoinferthelatentstructureusingmixturemodelsfor
graphsonaninitialgraphestimateΓ0.
ExamplesWheretoFindBiologicalInformationaboutLatentStructure
Manysourcescanbeusedaspriorbiologicalstructures,aslongasthey
provideinformationonthepaternofregulations. Weonlyprovidehere
somehintsatwhatcouldbeuseful. Howevertheseexpert-basedtopolo-
gieshighlydependonthebiologicalmodelunderstudyandtheextentof
expertknowledgeavailableatthetimeofresearch.
Aﬁrstsourceofinformationlieswithinmetabolicpathwaysasavail-
ablefromtheKEGGorBioCartadatabases.Genesbelongingtothesame
pathwayare morelikelytointeracttogetherandbeconnectedinthe
regulatorynetwork. Thisoption wasexploredbyJeanmouginetal.
(2011). Whenpossible,informationonwhichgenesinthedatasetcodefor
transcriptionfactorsishighlyrelevant,particularlyfortime-coursedata.
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Figure2.4–Overalinferencestrategyintwosteps:1)Deﬁnitionofthelatentstructure
bya)colectingpriorinformationonthestructureeitherbyinitialinferenceofthenetwork
viaausual 1regularizedGGMorexpertknowledge,b)deﬁningtheclusteringofgenes
baseduponstep1-a,c)designingthestructuredpenaltymatrix,2)Structureadative
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Whentheyexist,computationalpredictionsofthenumberofpotential
bindingsitesforeveryknowntranscriptionfactorinthedatasetisofeven
greaterusetoindicatewheretolookforpotentialedges.Suchinformation
isforinstanceavailableforS.cerevisiaeintheYeastractdatabase.
StatisticalInferenceoftheLatentStructure
Aninterestinggraphmodelingwhichcapturesthefeaturesofbiological
networksistheStochasticBlocModel(SBM)framework,providingmix-
turemodelsforrandomgraphs.Thismodelhasbeenrediscoveredmany
timesintheliteratureandanonexhaustivebibliographyshouldinclude
FrankandHarary(1982),SnijdersandNowicki(1997),NowickiandSni-
jders(2001),Talberg(2005),Daudinetal.(2008),MariadassouandRobin
(2007).Themostimportantparameter,alowingtodescribealargepanel
ofnetworktopologies,istheconnectivitymatrixπ=(πq)q,∈Q,describ-
ingP(i↔ j|i∈q,j∈ ),thatis,howgenesfromeachclusterconnectto
eachothers. NotethateventhoughSBMmodelsdescribehowtogener-
ateedgesconditionalontheclusteringofgenes,theuseofSBMmodels
folowsthereversepath:theobjectiveistorecovertheclusteringandcon-
nectivitycoefﬁcientswhichbestﬁttheobservednetwork.
Inferenceofsuch models,includingdirectedSBM,hasbeenimple-
mentedinvariousRpackages,forinstancemixerwhichisofstraightfor-
warduse. DetailsaboutalargepanelofmethodstoinferSBMcanbe
foundforinstanceinDaudinetal.(2008),Latoucheetal.(2011).
SBMstructuresareintegratedwithinstep1byﬁrst,inferringanini-
tialestimateA0anditscorrespondinggraphΓ0baseduponausualun-
weighted 1penaltyasinProblem1.11(step1ainFigure2.4);secondly,
inferringthelatentstructureviaanSBMalgorithmonΓ0(step1b);ﬁ-
nalyderivingthestructuredpenaltymatrixfromSBMparameters(step
1c).Variouspenaltyvaluescanbedeﬁnedasdecreasingfunctionsofthe
estimatedconnectivitymatrixπ.Supposegenesgandhareassignedto
theirmostprobableclustersqand ,thenanefﬁcientpenaltyweightfor
edgeΘghisλq=1−πq.
Ofcourse,giventhewidevarietyoftopologiesoferedbySBMs,in-
ferringsuchmodelscontainsariskofoverﬁtingifthenumberofobser-
vationsistoosmal.Instead,amuchsimpleryetmorerobustmodelcan
proveitselfefﬁcientinthetime-coursesetup,namelyrestrictingthemod-
elingofstructuretotheidentiﬁcationofhubs.Tothispurposewesuggest
averyintuitivepath. AﬁrstmatrixA0isestimatedusinganadequate
singleLassopenalty.Genesarethenclassiﬁedintotwogroups,hubsand
leaves,accordingtothevaluesofthe1-normsofthecorrespondingrows
inA0.Inordertoaccountfortheparticularlystrongheterogeneitybe-
tweenthetwogroups(diferencesinsizeanddispersion),ouradviceisto
relyonaGaussianmixturemodeltoobtainthepartitionofgenesbetween
thetwogroups.ThisdeﬁnestwosubmatricesA10andA20containingre-spectivelythelinescorrespondingtotheﬁrstandsecondgroups. Hubs
arethencharacterizedastheclasswiththemaximummeanabsolutevalue
ofAk0.
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2.3.2 ExactNeighborhoodSelectionforNetworkInference
Oncetheinternalstructurehasbeenrecovered,inferenceofAamounts
tooptimizingthepenalizedlikelihood(2.7)whereZareﬁxedparame-
ters.ThiscanbeachievedbysolvingsomepindependentweightedLasso
problemsinaneighborhoodselectionspirit(MeinshausenandBühlmann
2006).SincethereisnosymmetryconstraintonA,inthisparticularcase
andcontrarytothei.i.d.setingexposedinChapter1,theneighborhood
selectionapproachisexactlyequivalentto maximizingtheregularized
likelihoodofEquation(2.7).Detailsaboutthedeﬁnitionofanactive-setal-
gorithmadoptingthisapproacharespeciﬁedinCharbonnieretal.(2010).
Remark2.2 Withthisapproach,thesparsityconstraintonlyappliestoeachcolumnofA.This
constraintimpliesthatifweusen+1timepoints,Sisofranknandthusno
morethannconnectionscanbeactivatedbytheLassoatmostineachcolumn
(assumingthepenaltyislowenoughtoaccepttheactivationofalpossibleedges).
Consequently,thesparsityconstraintonlyappliestoincomingedgesandnot
tooutgoingones.Inthatsense,sparsityassumptionsimpliedby 1penaliza-
tiononlyassumethateachnodeisregulatedbyasmalsetofnodesanddonot
contradicttheexistenceofhubsregulatingahugesetofnodes.
2.4 ExperimentsandDiscussion
Inthissectionweapplyouralgorithmtobothsyntheticandrealdata.
Comparisonismadeﬁrstwithinthefamilyoftheweighted-Lasso. Weob-
servetheperformancesoftheLassowhenassociatedwithasingleLasso
penaltyoranadaptivepenalty. Fortheadaptive-Lasso,asingleLasso
penaltyisusedasinitialestimator. Wethentrytwodiferenthubpenal-
ties:onerelyingonlyontheknownhubstructureandanotheroneinfer-
ringthehubstructurefromtheinitialLassoestimator. Wedenotethese
estimatorsbyLasso,Adaptive,KnwCl,andInfClrespectively.Correspond-
ingpenaltiescanbesummarizedasfolows:
PLassoij ∝1
PAdaptiveij ∝ 1Aˆinitij
∨1
PKnwClij ∝(λhub/leafZi,hub+Zi,leaf)
PInfClij ∝ λhub/leafZˆi,hub+Zˆi,leaf,
wherex∨y=max{x,y}andZˆdenotestheinferredclassiﬁcation.Inthe
remainderofthissection,weﬁxtheratioλhub/leaf=2,thuspenalizing
twiceasmuchnodeslabeledasleavesasnodeslabeledashubs.Notealso
thatwechoosetomaintainthemodiﬁcationofadaptiveweightsadopted
inZhouetal.(2009)andpreventthealeviationofpenaltyparameters.
Thistrickensuresthattheadaptive-Lassowilselectasubnetworkfrom
thenetworkinferredbytheinitialLassoestimate. Noedgecanbein-
cludedifitwasalreadyexcludedbytheLasso.Inthisway,theadaptive-
Lassoguaranteesadecreaseinfalsepositives.
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Apart from our family of weighted-Lasso proposals, comparison will
be made with state-of-the art network inference methods in a VAR1 set-
ting: the Shrinkage method suggested by Opgen-Rhein and Strimmer
(2007), the Recursive Elastic Net method (Renet-VAR) developed by Shima-
mura et al. (2009) and the method based on dynamic Bayesian networks
proposed by Lèbre (2009), available in R within the G1DBN package.
Here, the interest of the inference lies in the recovery of the true edges,
in other words of whether the entries of A are correctly identiﬁed as
nonzero. Our estimators are mainly used for discriminating nonzero en-
tries from others. Quantities such as True Positives (TP), False Positives
(FP), True Negatives (TN) and False Negatives (FN) summarize the per-
formances of these classiﬁers. Precision TP/(TP + FP) is the ratio of the
number of true nonzero elements to the total number of nonzero elements
in the estimated matrix Aˆ. Recall TP/(TP + FN) denotes the proportion
of nonzero elements in A which were correctly recovered as nonzero in
the estimation, which corresponds to the usual statistical notion of power.
Fallout FP/(FP+TN) gives on the contrary the proportion of zero elements
in A which were falsely declared as nonzero in the estimation. In sta-
tistical terms, the Recall (or Hit Rate) would be the empirical equivalent
of the power of our classiﬁcation method considered as a test, while the
Fallout (or False Alarm Rate) would correspond to the ﬁrst type α error.
Note that, in the context of sparse network inference, the number of total
positives is small compared to the number of total negatives. Thus, small
variations of FP and TP will induce small variations in Fallout and large
variations in Recall. Hence, comparison between Precision and Recall is
generally more relevant than Fallout / Recall comparison in the present
sparse context. This is why we will generally choose to omit Fallout rates
when we need to alleviate the presentation of results.
These rates are easily obtained for the Lasso based methods since they
automatically produce null coefﬁcients. By increasing the penalty param-
eter we obtain sparser and sparser graphs. We start from a large enough
penalty to constrain all coefﬁcients of Aˆ to 0 and decrease the penalty until
we include as many variables as allowed by the ratio n/p. We then select
the best penalty from this list as the one maximizing either the BIC or the
AIC criterion.
Like the Lasso, Renet-VAR directly implements variable selection and
penalty choice is included in the algorithm. Concerning G1DBN, we fol-
low the author’s advice to tune the parameters of the test procedure as
described in the additional material of Lèbre (2009). When applying the
Shrinkage method developped by Opgen-Rhein and Strimmer (2007), a
supplementary step is required to transform continuous results into a bi-
nary solution. We follow Opgen-Rhein and Strimmer’s advice and rely
on local false discovery rates. This provides each edge with an existence
probability conditional on the corresponding entry in Aˆ. We declare as
inferred edge any edge with posterior probability exceeding the threshold
of 80% as the authors do.
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2.4.1 Simulated Data
Simulation Settings. To assess the performances of our approach, we
apply the VAR1 model to a very favorable setup, where existing models
already perform quite well. We then decrease the ratio n/p in order to
observe the response of each method to this increasing lack of information.
On top of that, we consider graphs of different sizes: small graphs of 20
nodes, larger graphs of 100 nodes and a setup with 800 nodes. For smaller
graphs, we consider three different amounts of observations: 10, 20 and
40. For medium sized graphs, we also consider the cases n = p/2 and
n = p but omit the case n = 2p as unrealistic. The setup p = 800, n = 20
is meant to mimic Spellman et al. (1998)’s dataset.
Simulation of the VAR1 process is based upon the simulation strategy
used by Opgen-Rhein and Strimmer (2007) in order to ease the compar-
isons, but introduces a structure based on hubs in order to better reﬂect
the structure we could expect from a real data set. A graph is ﬁrst sim-
ulated, with ﬁxed numbers of nodes and edges. Like Opgen-Rhein and
Strimmer (2007) we simulate sparse graphs, with K = 2p edges. Nodes
are split into two groups according to a multinomial distribution with
probabilities (0.1,0.9), leading to 10% of hubs in average. Edges are then
positioned in the graph according to a multinomial distribution, with 85%
of edges from hubs to leafs, and the remaining set within hubs. Exception
is made for the very large graph, for which we base the number of edges
and their distribution on Spellman et al. (1998)’s data. The matrix A is
synthesized on the basis of this graph: we attribute a random partial cor-
relation value uniformly distributed on [−1,−0.2] ∪ [0.2, 1] to all nonzero
coefﬁcients (corresponding to edges in the graph).
From this matrix, a VAR1 observation is generated, using a centered
Gaussian starting value and a centered Gaussian noise, both with variance
σ2 = 0.1. For computing time reasons, this is repeated 500 times for the
small graphs, 200 times for medium sized graphs and 100 times for the
large graph. Results are averaged over all samples.
To gain a better insight into the difﬁculty of these synthesized datasets
for a Lasso estimator, we checked whether the irrepresentability condition
(Zhao and Yu 2006, Meinshausen and Yu 2009) recalled in Chapter 1 was
validated in all these very simple simulations. First, note that the graph-
ical context requires the irrepresentability condition to be validated for
each of the p genes at the same time, which makes it much more difﬁcult
to hold than in the simple regression context where it is an already strong
hypothesis. In our context, since we solve p independent Lasso problems,
we can check the validity of the hypothesis in each of these individual
problems. For each gene, the irrepresentability condition is tested using
the true sign pattern extracted from the corresponding column of the true
adjacency matrix. Thus the sets of relevant and irrelevant covariates are
allowed to vary from one problem to another. Generating 100 samples of
each simulation setting, we observed that even in a favorable setup with
twice as many observations as variables (p = 20 genes) the irrepresentabil-
ity condition fails for 30% of genes in average. With p = 20 genes and only
n = 10 observations this assumption fails on average for 51% of the genes.
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Inotherwords,foraroundhalfofthegeneswecannotexpecttheLasso
torecovertheexactsignpatern.SeeTable2.1fordetails.Admitedly,the
irrepresentabilityconditionisarealystrongassumption,necessaryand
sufﬁcientforexactsignrecovery,thatistosaynotonlytheexactneigh-
borhoods(nofalsepositives,nofalsenegatives)butalsotheexactsignsof
thecorrelations.Yetsincethesimulatedvaluesarequitewelseparated
betweentruezerosandtruenonzeroswewouldhaveexpectedthatthis
hypothesiswouldhavebeenmuchmorevalidated.Informationaboutthe
validityoftherestrictedeigen-valueassumptions(Bickeletal.2009)wouldbe
greatlyappreciatedtocompensateforsuchpessimisticresults,butthese
arecomputationalyintractable.AdaptationofJuditskyandNemirovsky
(2008)’sresultstothepresentcontextcouldbeofgreatbeneﬁt.
n/p p 20 100
2 0.30(0.23) -
1 0.41(0.23) 0.37(0.15)
1/2 0.51(0.18) 0.42(0.12)
Table2.1–Averageproportionofgenesforwhichtheirrepresentabilityconditiondoes
notholdandstandarderrorineachsimulationseting(hencetheemptycelforp=
100,n=200).
DiscussionofSimulationResults. ResultsarepresentedinFigure2.5
undertheformofBarcharts.Figure2.6ilustratesthecasewherep=100
bygivingboxplotsforthedistributionsofPrecision,RecalandFalout.
Comparedmethodsdiferwiththetypeofseting.Firstofal,sincethe
Shrinkagemethod(particularlythelocalfalsediscoveryratestep)relieson
thehypothesisthatpislarge,wedonotconsideritfairtoapplyittothe
smalnetworkseting.Reversely,forcomputingtimereasonswedecided
torestricttheapplicationofG1DBNtothegraphsofsizep=20.
PenaltiesfortheLassobased methodswerechosenonthebasisof
eithertheBICorAICcriteria.AlthoughtheorystatesthattheBICought
tooutperformtheAICintermsofmodelselection(Zouetal.2007),we
observedthatinpracticetheBICcriterionmightbetooconservativewhen
nissmalcomparedtop.Inthatsituation,itmightbeinterestingtofavor
thelessstringentAICcriterionwhichwilinduceahigherrecalratefor
notsuchalargelossinprecision. Notethatthepenaltychoicebasedon
theAICortheBICcanleadtochoosethenul modelasbestmodel.Inthat
case,Precisioncannotbedeﬁned. Wethusshowtheresultsforprecision
overalsimulationswhereatleastonevariablewasincluded.
TheﬁrstpointworthnotinginFigure2.5isthatinalsetingsthe
Lassoisoutperformedbyweighted-Lassomethodsandothers.Thisquick
checkconﬁrmstheinterestofcompensatingforthebiasinducedby 1
regularizationonlargecoefﬁcients.Itisalsopossiblethatwhatweob-
serveaboutthevalidityoftheirrepresentabilityconditionjeopardizesthe
performancesofthesingle-penaltyLasso.InlinewithTable2.1,theLasso
performsparticularlybadlywhentheration/pisnotfavorable,withre-
calandprecisionratesunder20%whenp=20,n=10.Itevenperforms
sopoorlythatitdeprecatestheinferencebasedonadaptiveweights.Prior
informationonwherethetruezeros mightcompensateforthisappar-
entlackof“neighborhoodstability”,usingMeinshausenandBühlmann’s
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vocabulary, and explain why the KnwCl penalty is far more accurate (pre-
cision of 84% in average for a recall of nearly 50% in average for the same
simulation setting p = 20, n = 10).
As expected, in all settings (except when n is really too small com-
pared to p) the Adaptive penalty improves the precision but at the price of a
smaller recall rate. On the contrary, the inferred classiﬁcation InfCl allows
to improve the precision without undermining the recall rate. However,
both methods are highly dependent on the initial Lasso estimate. There-
fore, the gain in precision resulting from such methods decreases with the
n/p ratio.
Beneﬁtting from a certain amount of supplementary information, the
KnwCl penalty leads to a clear increase in both precision and recall. Partic-
ularly when little information is available in terms of number of observa-
tions, taking prior information about which genes are potential regulators
and which are not into account improves the results dramatically. This is
true when compared to all Lasso based methods but generalizes to Shrink-
age, Renet-VAR and G1DBN. Admittedly, Renet-VAR leads to higher preci-
sion values with medium sized graphs, but it is compensated by smaller
recall rates.
Table 2.5 shows naturally that we cannot expect too much from very
extreme settings (p = 800, n = 20, that is, the Spellman et al.’s settings).
Average Recall rate is less than 20% for all methods except the KnwCl
penalty. In this case, knowledge of potential hubs allows the recall rate
to almost double in average while increasing the precision. Note how-
ever that even with this supplementary information precision rates never
exceed 50%.
To ﬁnish with, we would like to lay the emphasis on computing times.
For this we let the number of nodes range from 5 to 185 and ﬁxed the
number of observations at half the maximum number of nodes, i.e. n = 92.
This leads to a ratio n/p ranging from 0.05 to 2. Computing times for the
weighted-Lasso with inference of the classiﬁcation InfCl and selection of
the best penalty, Renet-VAR and G1DBN are presented in the log-log scale
in Figure 2.7. We can see that running times for Renet-VAR and G1DBN
can become a handicap as soon as p gets large while computing times for
InfCl rarely exceed 2 minutes.
2.4.2 Yeast Data
We confronted our model to time measurements of Saccharomyces cerevisiae
gene expression data collected by Spellman et al. (1998). We focus on the
subset of genes they identiﬁed as periodic, i.e. genes whose transcription
levels over time show evidence that they are cell-cycle regulated.
Remarks on the Data Set. This dataset is one of the ﬁrst microarray ex-
periments. It is thus doomed to be rather noisy, contrary to the simulated
data sets. Besides, we had to face the problem of missing values, which
appeared on some of the most important genes. We imputed them as the
mean of the two closer known observations in time for the gene consid-
ered, before and after the time point of interest.
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Figure2.5–BarchartsofPrecisionandRecalratesforeachmethodandsimulation
seting,averagedoveralsimulationsamples.
Ontopofitsnoisiness,Spelmanetal.’sdatasetisparticularlyhardto
tacklefromastatisticalviewpoint.Informationisprovidedon786genes
foronly18timepoints.Thisimpliesthatusingouralgorithmwecannot
activate morethan17∗786= 13362edgesoutof789∗786= 617796
possibleones,thatistosay2.2%.
However,wecanrelyonexperimentalconclusionsonyeastgenereg-
ulationnetworkstocolecttargetinformationaboutthetrueedgesofthe
graph. Wecompareourresultstotheadjacencymatrixprovidedbythe
Yeastractdatabase(www.yeastract.com). Weretaininformationondocu-
menteddirectrelationships,thatistosaydirectregulationsconﬁrmedby
publishedexperimentalresults.
Notehoweverthatthistheoreticalbenchmarkisbiasedintwoways.
First,sometrueedgesmightbemissingbecausealregulationsmightnot
havebeenconﬁrmedbyexperimentsyet.Second,thisgraphgathersal
reportedregulations,whatevertheconditionsoftheexperiment.Some
mightnotactualyhappenduringthepreciseexperimentweconsider. We
cansupposetheefectoftheﬁrstbiastobelowinamodelorganismsuch
asSaccharomycescerevisiae. Theefectofthesecondbiasis much more
likelyhowever,since measurementsareal madewhilecelsareatthe
beginningoftheirgrowth,growinguntilreadyforDNAsynthesis. We
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Figure2.6–BoxplotsofPrecision,RecalandFaloutstatisticsforal methodsexcept
Shrinkageinasetupp=100,for200simulateddatasets.BestLassopenaltieschosen
onthebasisoftheBICcriterion.
cannotexpectthewholerangeofpossibleregulationstohappeninsuch
asmalportionofthecelcycle.
Thisdatasetilustratesquitewelthebiologicalpropertiesourmodel
isbasedupon. First,documentedinformationrevealstheexistenceof
1385trueedges(amongmorethan600000possibleonesintheory).The
theoreticalgraphisthusextremelysparse.Secondly,thehubstructureis
quiteclear:edgesleavefromonly26outof786genes.Henceknowledge
ofthehubsprovidescrucialinformationonthepositionofedges.This
phenomenonalsoclearlyappearsonFigure2.8.Incomingdegreesnever
exceed20butonly1isnul.Onthecontrary,outgoingdegreesarenulfor
thevastmajorityofgenes.Signiﬁcantdegreesappearasoutliersinthis
distribution,reachingupto150forsomeofthem.
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matrix
DiscussionoftheResults. Thesetingismuchharderthanintheﬁrst
simulateddatasets,witharation/p=2.3%aswelasharderthanthe
lastsimulateddatasetwithlessseparatedcorrelationsbetweenexisting
andnonexistingedges. ResultspresentedinTable2.2showquitewel
thedifﬁcultyal methodsencounterinfrontofthisdataset.Resultsfor
theShrinkageapproacharenotshownbecausethelocalfalsediscoveryrate
stepincludedinthismethodwasheavilyﬂawedbythelackofseparability
betweenedgesandnonedges. ExceptfortheKnwClpenalty,al Lasso
basedestimatorsarereducedtothenul model.BoththeBICandAIC
criteriadonotﬁndtheincreaseinlikelihoodlargeenoughtocompensate
forthecomplexityofany modelwithatleastoneedge. Performances
oftheKnwClpenaltyandRenet-VARremainlowerthanwhatwecould
expectfromsimulatedresults.
Manyreasonsforsuchbadperfomancescouldbethoughtof. Weal-
readymentionnedthenoisinessofthedata,whichquitehardlydiferenti-
atedtheedgesfromnonedges.Second,homogeneityoftheVAR1model
mightbetoostronganassumption.Lastbutnotleast,whenlookingmore
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Models Lasso Adaptive KnownCl InferCl Renet
Precision - - 0.082 - 0.004
Recall 0 0 0.068 0 0.003
Fallout 0 0 0.002 0 0.002
Table 2.2 – Precision, Recall and Fallout performances for all Lasso based methods and
Renet-VAR on Spellman et al.’s data set. Best Lasso penalties chosen on the basis of the
BIC criterion.
closely at how data were collected we noticed that measurements were
made every 7 minutes, which might be long enough for dependencies to
vanish. Also, since we measure values related to the cell cycle, measure-
ments were necessarily made on different cells each time, thus measuring
the expression levels on different individuals at each time point. In brief,
this apparently longitudinal data set might share more common points
with i.i.d. models than with VAR1 processes.
2.4.3 E. coli S.O.S. DNA Repair Network
In this section we quit the high dimensional setup and compare the per-
formances of all methods in a much easier framework. We focus on a
sub-network from E. Coli S.O.S. DNA repair network analyzed by Ronen
et al. (2002) 1. Data provide information on the main 8 genes of the S.O.S.
network (uvrD,lexA,umuD,recA,uvrA,uvrY,ruvA and polB) across 50 time
points. Measurements rely on precise expression kinetics which allow
Ronen et al. (2002) to monitor mRNA expression levels every 6 minutes
after exposition of the DNA to UV light at time 0. We will not dwell
on the measurement technology here (see Ronen et al. 2002, for details).
Note however that the authors do not measure the actual mRNA quantity
present in the cell at time t but the instant promoter activity of each gene.
Equivalence between the two measurements is guaranteed if the instant
quantity of mRNA in the cell roughly equals its production rate, that is to
say if there is no accumulation of mRNA in the cell. Under this assump-
tion, Ronen et al. (2002) ’s data can be used as any microarray dataset.
E. coli S.O.S. DNA repair network provides a precise benchmark: spe-
ciﬁc regulatory interactions in response to DNA damage have been char-
acterized. In other words, we can rely on a theoretical regulatory network
which represents the main direct transcriptory regulations actually taking
place during the experiment. According to the regularly updated Eco-
Cyc database, lexA is the only regulator in this subnetwork, regulating all
genes including itself. Concretly, the protein LexA is at the core of the reg-
ulation network, usually binding sites in the promoter regions of S.O.S.
genes to repress their expression. As soon as RecA senses DNA damage
(by binding to single-stranded DNA), it becomes activated and induces
LexA autocleavage. The decrease in LexA concentration alleviates the re-
pression of S.O.S. genes. When damage is repaired, the level of activated
RecA drops, LexA accumulates and represses again all S.O.S. genes.
Detailed results are presented in Figure 2.9. We can see that perfor-
mances differ a lot from one experiment to another. Particularly, experi-
1data downloadable on Uri Alon’s homepage, http://www.weizmann.ac.il/mcb/UriAlon/
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ments1and4leadtosigniﬁcantlypoorresultsalthoughnothingshould
aprioridistinguishthemfrom2or3(1and2,respectively3and4,share
thesameU.V.exposure).
Asonsimulateddata,theLassoleadstopoorresults.G1DBNshows
similarlypoorperformanceshere.Quitesurprisingly,Renet-VARdoesnot
performaswelaswecouldhaveexpectedfromsimulations.Itreaches
50%ofrecalattheexpenseofverylowprecisionrates.Adaptivepenalty
improvesmorethequalityoftheestimationthaninthesimulationstudies.
NowtheyincreasetheprecisionoftheLassowithoutrealyundermin-
ingtherecalrate.Inferenceoftheclassiﬁcationoutperformsthese,with
higherrecalandprecisionrates. Thisisquiteinterestingsinceexcept
inexperiments1and4wheretheLassoprovidealmostnoinformation,
inferenceoftheclassesseemsquitegoodalthoughtheinitialLassostil
showsmediocreresults.Toﬁnishwith,theKnwClpenaltybeneﬁtsquite
welherefromitsextrainformationsinceitoutperformsalothermeth-
odsandmanagestoreachhonestresultsevenindatasets1and4
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Figure2.9–BarchartsofPrecisionandRecalratesforeachmethodandexperiment.
Inferredgraphsonexperiment2areshowninFigure2.10.Theregu-
latoryactivityoflexAismoreorlessrecoveredbyal methods. Whatis
interestingisthatacommonstructurerecurentlyshowsupamongfalse
positives:regulationsduetouvrA.Thisregulationpaternisparticularly
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what dominates experiment 4 and leads to so poor results. Strangely, we
could not find any mention of this regulatory activity in the literature. Ei-
ther there is a need for further biological research on this gene or there
is an undirect regulation blurring the results. Another unknown regula-
tion dominates all inferred graphs: regulation of uvrY by polB. It is all
the more interesting as it survives the bad a priori that the KnwCl penalty
holds against it. Further biological investigation could want to look at this
couple of genes more closely.
In this respect, we could note that the regulatory effect of activated
RecA on LexA does not appear on these graphs, which we could see as a
good point since this is a post-transcriptional regulation. We would also
like to lay the emphasis on the fact that we here check selection consis-
tency of all the methods but not their sign consistency. We only check
whether we identify the right edges and not the activation/inhibition pro-
cesses associated to them. Looking more closely at the estimated matrices,
we can see that the (shrunk) correlations estimated between lexA and the
remaining genes are all positive and not negative as the literature would
tell. This would not be a flaw in all methods but a direct result of the limi-
tations of transcriptomic data. Indeed, we only observe mRNA production
rates. As a consequence, we cannot spot the decrease in concentration of
protein LexA and only observe that the expression of all genes suddenly
increases, lexA included.
2.5 Conclusion
This chapter presents a weighted-Lasso algorithm designed to tackle time
varying gene expression data taking into account an underlying structure.
In this particular framework, the proposed approach outperforms similar
methods. Even when regulators and regulatees cannot a priori been dis-
tinguished through analysis of the literature, inference of the classification
greatly improves the performances of the Lasso. It therefore seems good
to advice that, whenever available, knowledge about potential transcrip-
tion factors should be taken into account and that basic knowledge on the
topology of biological networks should not be omitted in the modeling
process.
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Figure 2.10 – Graphs inferred by the different methods on experiment 2 data. Lasso
penalties are chosen so as to maximize the BIC criterion. True positives are drawn in
black while false positives are shown in dashed gray.
3Consistency analysis of thecooperative-Lasso
The cooperative-Lasso was introduced by Chiquet et al. (2011) in thecontext of multiple Gaussian graphical models. More generally, the
cooperative-Lasso tackles the issues of estimation and selection of param-
eters endowed with a known group structure, when the groups are as-
sumed to be sign-coherent.
The present chapter sheds light on the derivation of optimality conditions
and consistency properties of this new regularization. We prove asymp-
totic consistency in terms of model selection and non-asymptotic oracle
inequalites in terms of estimation and prediction.
Finally, we provide an illustration of the beneﬁts of the cooperative-Lasso
in the context of multiple Gaussian graphical model inference on a lon-
gitudinal treatment/placebo experiment in Multiple Sclerosis and on a
case/control study in Breast Cancer.
The asymptotic model selection property has been published as part of
Chiquet et al. (2012), but the remaining of the chapter presents new results.
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Introduction
Theideaofthecooperative-LassooriginatesintheinferenceofjointGaus-
siangraphicalmodelsfromdistinctbutrelatedtranscriptomicdatasets,
asintroducedinChiquetetal.(2011).Indeed,manytranscriptomicex-
perimentsareledsimultaneouslyinmanycloseconditions,aspartofa
moregeneralexperimentalscheme.Stressexperiments,case/controlstud-
ies,placebo/treatmentstudiesformanon-exhaustivelistofsuchmultiple
conditionexperiments.
MultipleGaussiangraphicalmodelsareoneamongagrowinglistof
applicationswhereseveraldatasetsorcovariateswithinthesamedataset
provideindependantbutredundantinformationaboutasinglestatistical
problem: multichannelsignals,videodenoisingorinpainting, multiple
responseproblems(Turlachetal.2005),genesignaturesbaseduponclus-
tersofco-expressedgenes(Eisenetal.1998,Parketal.2006,Maetal.
2007),etc.Inthisconﬁguration,thereisacleargainincombininginfor-
mationfromaldatasetsinareﬁnedway,comparedtothetreatmentof
eachdatasetindependentlyfromtheothers.Inthesamespirit,thereis
anincreasinginterestincombininginformationprovidedbyhighlycor-
relatedorsomewhatredudantvariables,insteadofletingthemcompete
againsteachotherinthequestfortheuniquebestmodel.
Theseexamplesilustratemanysetingswherethereismuchmorein-
terestinconsideringsubsetsofcovariatesjointlyratherthanletingthem
competeinafalselyindependentframework. Whenthesamestatistical
modelisconsideredinclosebutdistinctexperiments,onemightbein-
terestedinkeepingtheinferenceofdistinctparameters,butjoininginfor-
mationacrossexperimentsinordertoaddrobustnesstotheselectionof
relevantfeatures. Whendatasetspresentlotsofhighlycorrelatedcovari-
ates,onemaywanttoavoidworkingonareducedsubsetofuncorrelated
butarbitrarilychosencovariates,andworkinsteadonthefulsetofco-
variates,takingadvantagefromtheredundanciesinplace.
Weadoptthelinearregression modelas mainframeworkfortheo-
reticaldevelopments. Assumeweobserveacontinuousresponsevari-
ableYthat we wanttopredictfromavectorofppredictorvariables
X=(X1,...,Xp)partitionedintoKgroups{Gk}Kk=1ofrespectivesizes{pk}Kk=1. Covariatesbelongingtothesamegrouppresentsomeredun-danceofinformation,beitdictatedaprioribytheexperimentaldesign
(samecovariatesin multipleconditions, multichannelsignals,several
probesrelatedtothesamegene,...)orbeitdecidedaposterioribecause
covariatesaretoocorrelatedwitheachothertobetreatedindependently.
Weworkonthefolowingmodel:
Y=Xβ+ε= XG1 XG2 ...XGK


βG1βG2...
βGK

+ε, (3.1)
Theerrortermεisassumedzero-meanGaussianwithvarianceσ2.The
estimationofβ isbasedonthevectory=(y1,...,yn)ofresponsesand
ann×pdesignmatrixXwhosejthcolumncontainsxj=(x1j,...,xnj),
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thenobservationsforvariableXj.Forclarity,weassumethatbothyand
{xj}j=1,..,parecenteredsoastoeliminatetheinterceptfromﬁtingcriteria.
Multitaskdatasetseasilyfalintothisframework,aswilbeilustratedon
jointGaussiangraphicalmodelsinSection3.4.
Manyregularizationtermshavebeensuggestedintherecentyears
inordertomeetatthesametimetherequirementsofhigh-dimensional
inferenceandjointsparsitypaterns. Mostofthemarebasedonmixed
1,αnorms,α>1,the 1normactingasaselectiontoolatthegroup-level
embeddingagroup-speciﬁc αnormwhichbreakstheindependenceof
covariateswithingroups. Amongthose, 1,2and 1,∞ arecertainlythe
mostpopular.
IndependentlyproposedbyGrandvaletandCanu(1999)andBakin
(1999)andlaterdevelopedbyYuanandLin(2006),the mixed1,2reg-
ularizationisoftenreferredtoasthegroup-Lassopenaltyorblock 1,2
regularization,henceforthequivalentlyreferredtoaspengroup(·)or ·1,2:
pengroup(β)=
K∑
k=1
wk βGk 2.
Weightswk>0adaptthelevelofpenaltywithinagivengroup.Typicaly,
onesetswk=√pk,wherepkisthecardinalityofGkinordertoadjust
shrinkageaccordingtogroupsizes.
FolowingthepropositionsbyTurlachetal.(2005),Troppetal.(2006)
therehasalsobeenanappealforblock1,∞regularizations.
penblock(β)=
K∑
k=1
βGk ∞=
K∑
k=1
maxj∈Gk|βj|.
However,theseregularizationscompletelyconditiontheselectionofaco-
variatetotheselectionofalothercovariateswithinitsgroup.Negahban
and Wainwright(2011)andHuangandZhang(2010)pointouttheper-
ilsofblock-regularizationswhichsuferfromdeterioratedperformances
comparedtoasimpleLassowhensparsitypaternswithingroupsget
blurred.Inordertoovercomethisrestriction,simulatenoussuggestions
weremadetocombinemixed 1,αnormstogetherwithan 1penalty,in
theveinofthehierarchicalpenaltiesofZhaoetal.(2009).Thisisthecase
ofthesparsegroup-LassobyFriedmanetal.(2010)orofdirtymulti-task
learningbyJalalietal.(2010;2011):
penspg(β)=αpengroup(β)+(1−α)pen1(β);
pendirty(β)=αpenblock(β)+(1−α)pen1(β).
Thesparsegroup-Lassoordirty modelingprovideadditionalﬂexi-
bilitytotheselectionofcovariateswithingroupsbutdemandanaddi-
tionaltuningparameterα.Chiquetetal.(2011)introduceanovelpenalty
thattakesadiferentstance,withthebeneﬁtofrequiringasingletun-
ingparameter. Thecooperative-Lasso,inshortcoop-Lasso,performsa
sign-adaptiveselectionofgroupedvariables,dissociatingtheactivationof
positiveandnegativecoefﬁcients.Letu+andu−denoterespectivelythe
positiveandnegativepartsofanyvectoru∈Rp.Thecooperativepenalty
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isdeﬁnedasthesumofthegroupnormsofthepositiveandnegative
partsofβ:
pencoop(β)=pengroup(β+)+pengroup(β−).
Thisstrategypresentstheadvantageofbeinginfuladequacywith
theexperimentaldesignofvariousstatisticalproblems,wheregroupsare
mostlikelytobesign-coherent. Chiquetetal.(2012)describesthreeap-
plicationswheresign-coherenceisasensibleassumption. Theﬁrstone
considersorderedcategoricaldata,whicharecommoninregressionand
classiﬁcation.Thecoop-Lassocanbeusedtoinduceamonotonicresponse
totheorderedlevelsofacovariate,withouttranslatingeachlevelofthe
categoricalvariableintoaprescribedquantitativevalue.Thesecondappli-
cationdescribesthesituationwhereredundancyinprobemeasurements
relatedtoasamegenecausessign-coherencetobeexpected.Similarbe-
haviorsshouldbeobservedwhenfeatureshavebeengroupedbyaclus-
teringalgorithmsuchasaveragelinkagehierarchicalclustering, which
arenowadaysroutinelyusedforgroupinggenesinmicroarraydataanal-
ysis(Eisenetal.1998,Parketal.2006,Maetal.2007).InSection3.4we
focusontheinferenceofjointGaussiangraphicalmodels,whereunderly-
ingbiologicalmechanismsmakeitsensibletoassumethatup-ordown-
regulationscandisappearinsomeconditions,butarealotlesslikelyto
reversefromonetotheother.
Theoreticalpropertiesof 1,2and 1,∞regularizationshavebeenstud-
iedquiteextensivelyinthepastfewyears,folowingthisenthusiasmfor
jointsparsitymodeling.Bach(2008b)providesaﬁrstasymptoticanaly-
sisofthegroup-Lassointermsofsupportrecovery,undersomeirrepre-
sentableconditionormutualincoherenceassumptiononthedesign,in
theclassicalframeworkwherethenumberofvariablespisﬁxedwhilethe
samplesizengrowstoinﬁnity.Theﬁrstresultstoﬁthigh-dimensional
setingsaretobeseeninMeieretal. (2008),whichderivesboundson
thegroup-Lassopredictionerroringeneralizedlinearmodels,andNardi
andRinaldo(2008),whichderivesboundsonthegroup-Lassoprediction
andestimationerrorinlinearregression.Lounicietal.(2009)provides
sharpestsparsityoracleinequalitiesforpredictionandestimationerrors
underrestrictedeigen-valueassumptionsinmulti-tasksetings,shedding
lightontheadvantageofblock-regularizationovertheLassowhenspar-
sitypaternscoincidewiththegroupstructure.Inthischapter,werecal
theclassicalasymptoticresultspublishedinChiquetetal.(2012)validat-
ingmodelselectionpropertiesofthecoop-Lasso,underlessstringentas-
sumptionsthanthegroup-Lasso.Toanswerthehigh-dimensionalchal-
lenge,weaddsparsityoracleinequalitiesforpredictionandestimation
errorsinthespiritofLounicietal.(2009),validforanysamplesizeand
numberofvariables.
Morerecently, Lounicietal.(2011)haveextendedsparseoraclein-
equalitiestolinearregressionswithgroupedvariablesingeneral,while
S.NegahbanandYu(2012)provideoracleinequalitiesunderlooseras-
sumptionsofsparsity. Ontopofthat,high-dimensionalmodelselection
guaranteesareprovidedbyObozinskietal.(2011),alongwithsample
complexityfunctions,quantifyingthereductioninsamplesizenrequired
forselectionconsistency,asafunctionofthenumberofvariablesp.Ne-
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gahbanandWainwright(2011)providesimilarresultsfor1,∞regulariza-
tion. Howthesestate-of-theartresultscanbeadaptedtoimproveour
theoreticalanalysisofthecoop-Lassowilbeaddressedindiscussion.
Theﬁrstpartofthischapterdescribesthecoop-norm,asasign-
adaptive mixed-norm,inordertoderiveequivalencerelationshipsand
dualboundswhichareessentialtofurthertheoreticaldevelopments.In
thesecondpartwederiveoptimalityconditionsforthecoop-Lassoas
welasoneofitsdualforms.Asymptoticmodelselectionpropertiesare
recaledinathirdsection,alongwithsparsityoracleinequalitiesonpre-
dictionandestimationerrorsinthespiritofLounicietal.(2009). An
applicationofthecoop-LassototheinferenceofjointGaussiangraphical
modelsisdetailedinthelastpart.
3.1 CooperativeNormsandRelatedAnalysisTools
Wetakeashortdetourintheanalysisofourproblemtostudyinmore
depththepropertiesofthecooperativenorm.Notonlysomeofthoseare
requiredtoproveoracleinequalitiesaboutthecooperativeLasso,butthis
alsoprovidesabeterinsightintothissign-adaptivegrouppenalty. We
startbyrecalingsomepropertiesofthegroup-Lassopenalty,considered
asamixed-norm,andderivesimilarpropertiesforthecooperativenorm
anditsvariants. Mostofthesedevelopmentsarelinkedtothecentral
notionofdualnorm · ,deﬁnedforthenorm·by:
x = sup
y≤1
x,y.
3.1.1 TheGroup-LassoPenaltyasaMixed-Norm
Thegroup-Lassopenaltyisaspecialcaseofgeneral mixed p,qnorms,
namelywithp=1andq=2. Thosenormswereintroducedinfunc-
tionalanalysisandarenowverypopularintheinferenceofjointsparse
problemsinstatistics,machinelearningandsignalprocessing(Zhaoetal.
2009,Kowalski2009,Szafranskietal.2010,Obozinskietal.2011).Besides
the1,2normpopularizedbythegroup-Lasso,the 1,∞normhasrecently
beenthefocusofincreasingatention(Jalalietal.2010;2011,Negahban
and Wainwright2011).Intheﬁnite-dimensionalcase,mixednormscor-
respondtothecompositionofanpandan qnormonvectorsequipped
withdoubleindices.Doubleindicesnaturalyariseinmanyﬁelds:forin-
stance,indivualsandtime-pointsinpaneldatasets,multichannelsignals
insignalprocessing,....Inthefolowing,wedeﬁneahierarchybetween
thosetwolabels,andrefertotheﬁrstlabelasagroupindex.
Considerp,q∈[1,∞].Themixedp,qnormassociatedtothegroup
structure{Gk}Kk=1isdeﬁnedbythepnormof qnormsongroupsGk.Foreveryx∈Rpwithassociatedgroupstructure{Gk}Kk=1,thep,qnormreads:
xp,q=
K∑
k=1
xGk pq
1/p
=
K∑
k=1
(∑
j∈Gk
|xj|q)p/q
1/p
. (3.2)
Inthecasewhereporqaresetto∞,thecorrespondingnormisreplaced
bythesupremum.
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ObservefromEquation(3.2)thatforeveryp>0,themixed p,pboils
downtotheusual pnorm.Equivalencerelationshipsbetweenmixed p,q
normscanbestraightforwardlyderivedfromusualequivalencerelation-
shipsbetween pnorms. Asaresultofthecompositionofthe pnorm
ontothe qnorm,thenumberofgroupsreplacesthetotalnumberofcom-
ponentsinthecompatibilityconstant.Foreveryxandy∈Rp,themixed
normsassociatedtothegroupstructure{Gk}Kk=1satisfy:
x2 ≤ x1,2 ≤ √K x2,
x∞,2 ≤ x1,2 ≤ K x∞,2,
x∞,2 ≤ x2 ≤ √K x∞,2.
Similarly,Hölder’sinequalitygeneralizestomixednorms.Forevery
xandy∈Rp,themixednormsassociatedtothegroupstructure{Gk}Kk=1satisfyforeverytwopairsofconjugates(p,q)and(p,q)suchthat1/p+
1/q=1and1/p+1/q=1thefolowingHölder’sinequality:
|x,y|≤xp,p yq,q. (3.3)
Inparticular,
|x,y|≤x1,2y∞,2.
ThedirectconsequenceofEquation(3.3)isthatthedualnormofanp,q
mixednormisthe p,qmixednorm,withpandqtherespectiveHölder
conjugatesofpandq.Dualnormsareofparticularinterestsincetheyare
closelylinkedtothedeﬁnitionofthesubdiferentialofouroptimization
problem.
Theanalyticnotionofdualityisanalogtothegeometricnotionof
polarity,whichisusefultogetageometricinsightintodualnorms. A
convexbodyC isapolarofanotherconvexbodyCifeverypointonits
boundarydeﬁnesasupportinghyperplaneforC:
C ={x∈Rp|x,z≤0,∀z∈C}.
Dualityandpolarityarelinkedtogetherbythefactthattwonormsare
dualsofeachotherifandonlyiftheirunitbalsarepolarsofeachother.
Somespecialcasesprovestraightforwardlythedualityoffamiliarpair
ofnorms.Inparticular,thepolarofasphereofradiusrisasphereof
radius1/r.Forinstance,the2normisitsself-dual. Also,thepolarof
anintersectionofclosedhalf-spacesalsosharesasimplecharacterization.
Ifthereexists(a1,...,aH)∈RpsuchthatC={x∈Rp,xai≤1,∀i=
1,...,H},thenthepolarisC =conv(a1,...,aH),whereconvdenotesthe
convexhul.Thisresulttypicalyprovesthedualitybetween 1and ∞
norms.
Asanilustration,Figure3.1providestheunitbalsofthreepairsof
dualnorms: 1− ∞,2/3− 3and 2− 2.
3.1.2 Cooperative-LassoPenaltiesasSign-AdaptiveMixedNorms
As pnormsandmixed p,qnorms,letusdeﬁneasetofcooperative p,q
normsasageneralizationofthecooperativenormintroducedinChiquet
etal.(2011). WeproveinthisSectionthatalthetoolboxavailableformp
andmixed p,qnormsextendtocooperativenorms.
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Figure3.1–UnitbalsinR2ofthreepairsofdualnorms:1and∞norms, 2/3and3norms, 2and2norm.Foreachnorm ·ptheboundaryoftheset{β∈R2,βp≤1}
isdrawn.
Deﬁnition3.1(Cooperativenorms) Considerp,q∈[1,∞].Foreveryx∈Rpassociatedwith
agroupstructure{Gk}Kk=1,thep,qcoop-normofxisdeﬁnedasasign-adaptivemixed p,qnormby:
xcoop,p,q=
K∑
k=1
x+ pq+ x− pq
1/p
.
Inparticular,
xcoop,1,2 = x+ 1,2+ x− 1,2 = xcoop
xcoop,2,2 = ∑Kk=1 x+ 22+ x− 22 = x2,
xcoop,∞,2 = max(x+ ∞,2,x− ∞,2)= xcoop
.
Itstemsfromthisdeﬁnitionthatthecooperativenormplaystherole
ofasign-adaptivemixednorm,the qnormbeingtakenonsignedsub-
groupsasiftheywereindependentfromeachother.
Similarlytomixednorms,equivalencerelationshipsgeneralizetoco-
operativenorms,exceptthatthereisafactor2tobepaidforthesign-
adpativityinthecompatibilityconstant.
Proposition3.1(Equivalencerelationshipsforcoop-norms) Foreveryx∈Rp,
x2 ≤ xcoop ≤ √2K x2
xcoop, ≤ xcoop ≤ 2K xcoop
xcoop ≤ x2 ≤ √2K xcoop
Proposition3.2statestheexistenceofdualboundsassociatedwithco-
operativenormsandidentiﬁesthedualnormassociatedto ·coop.
Proposition3.2(Dualnormanddualboundforthecoop-norm) Thedualnormofthecoop-norm
·coop= ·coop,1,2is·coop= ·coop,∞,2,sothatforeverypair(x,y)∈R2,
associatedwithagroupstructure{Gk}Kk=1,thefolowingdualboundholds:
|x,y|≤xcoopycoop.
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Ingeneral,foreverytwoconjugatepairs(p,q),(p,q),thecoop-p,qnormisthe
dualofthecoop-p,qnorm,andtheysatisfy:
|x,y|≤xcoop,p,p ycoop,q,q.
ThecompleteproofispostponedtoAppendixA.1.1,butFigure3.2
ilustratesthisdualityin2D,assumingβ1andβ2
β1
β 2
belongtoonesingle
group.Onthelefthandsideappearstheunitbalofthecooperative-norm,
ontherighthandsidetheunitbalofitsdual. Asilustrated,vectorsof
eachunitbaldeﬁnesupportinghyperplanestothedualnormbal.
(a)Coopbalandexampleofsup-
portinghyperplanesdeﬁnedbythe
Coop
β1
β 2
bal
(b)Coop
β1
β 2
balandexampleofnor-
malvectorstosupportinghyper-
planesoftheCoopbal
(c)Coopbalandexampleofnor-
malvectorstosupportinghyper-
planesoftheCoop
β1
β 2
bal
(d)Coopbalandexampleofsup-
portinghyperplanesdeﬁnedbythe
Coopbal
Figure3.2–Thecoopandcoop balsarepolarsofeachother.
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Nowthatavailabletoolsareclariﬁed,letusturntothecoop-Lassoopti-
mizationproblem:
βˆcoop=argmin
β∈Rp
1
2y−Xβ
2n+λn βcoop. (3.4)
Sincetheregularizationisanorm,theproblemisconvex,whichalowsthe
derivationofvariousefﬁcientoptimizationalgorithms.Howeverbecause
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ofthesingularitiesinthecooperative-norm,theobjectivefunctionisnot
diferentiable. Whereverthegradientisnotdeﬁnedweneedtoresortto
subgradients.
Inthissection,westartbyrecalingthedeﬁnitionofsubgradientsand
subdiferentialsinordertoexpresstheﬁrst-orderoptimalityconditionsof
Problem3.4.Thisleadsustotheanalysisofsparsitypaternsachievable
bythecoop-Lasso.Then,werecalthedeﬁnitionofFenchelconjugatesin
ordertoderiveananalyticalexpressionofﬁrst-orderoptimalityconditions
intermsofdualcooperative-norm. Weconcludeontheformulationof
adualproblemassociatedtoProblem3.4. Boththeexpressionofthe
subdiferentialandthedualproblemwilbeatthecoreoftheprooffor
modelselection.
3.2.1 SubdifferentialandAchievableSparsityPaterns
SubdifferentialandSubgradients. Wherethegradientprovidesalin-
earapproximationtotheobjectivefunction,Deﬁnition3.2recalsthatthe
subgradientprovidesalower-boundapproximation.
Deﬁnition3.2(Subgradientsandsubdiferential) Avectorθ∈Rpisasubgradienttofunction
f:Rp→(−∞,+∞]atx0∈Rpifandonlyifforeveryx∈Rp,(θ,−1)deﬁnes
asupportinghyperplanefrombelowtothecurverepresentingfatx0:
f(x)≥f(x0)+θ,x−x0.
Thesubdiferential∂f(x0)offatx0isthesetofalsubgradientsoffatx0.
Recalthattheepigraphofafunctionfisdeﬁnedbyepi(f)={(x,y)∈
Rp+1,y≥f(x)}andthatanormalconetoasetCatx0istheconvexcone
suchthatNC(x0)={y∈Rp,<y,x−x0>≤0,∀x∈C}.Ingeometric
terms,Deﬁnition3.2statesthatwhenfisconvex,itssubdiferentialis
linkedtothenormalconeofitsepigraph,asilustratedbyFigure3.3.
First-OrderOptimalityConditions. Naturaly,asthenotionofsubgra-
dientextendsthenotionofgradient,thesubdiferentialcanbeusedto
characterizetheoptimumofafunction.Yet,asexpressedinProposition
3.3andcontrarytothegradient,thelower-boundapproximationoperated
bythesubdiferentialdoesnotcharacterizeal(potentialylocal)optima,
butonlyglobalminima.
Proposition3.3(First-ordercondition:characterizationoftheoptimumviathesubdiferential)
Thevectorx isaglobalminimumtofunctionf:Rp→ (−∞,+∞]withnon-
emptydomainifandonlyif0belongstoitssubdiferentialatx:
0∈∂f(x).
When fisdiferentiable,thesubdiferentialreducestothederivative,
andProposition3.3boilsdowntotheusualﬁrst-ordercondition∇f(x)=
0.Thereforeintheconvexcase,thesubdiferentialisonlyofinterestwhen
thefunctiontominimizeshowssomesingularities.
Inourcase,Problem3.4isacombinationofaconvexanddiferentiable
function(β;X,y)= y−Xβn/2andaconvexbutnondiferentiable
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Figure3.3–Subgradientsθ1,...θ5tofatx0satisfytheconditionthatvectorsθ1=(θ1,−1),...,θ5=(θ5,−1)belongtothenormalconeNepi(f)(x0)totheepigraphoff
atx0,epi(f)={(x,y)∈Rp+1,y≥f(x)}
x
f(x
)
∇f(x0)=0
∇f(x1)=0
0∈∂f(x)
.
Figure3.4–Whenthefunctionfisnon-convex,thederivativecharactizeslocaloptima,
whilethesubdiferentialcharacterizesglobalminima.
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norm βcoop.Thevectorˆβisaglobalminimumtofunction(β;X,y)+
λf(β)ifandonlyif−∇ (ˆβ;X,y)belongstothesubdiferentialof βcoop
atβˆ:
−∇ (ˆβ;X,y)∈∂βˆcoop. (3.5)
Contrarytopointsβˆwhere βˆcoopisdiferentiableanditssubdif-
ferential∂βˆcoopreducestotheuniquederivative∇ βˆcoop,pointswith
singularitieshaveanon-zeroprobabilitytobeselectedasoptimal,since
aconvexsetofpossiblescorevectors∇ (ˆβ;X,y)satisfyoptimalitycondi-
tionswithrespecttothesameoptimalpointβˆ.Ifsingularitiesareplaced
atparticularpointsofinterest,admitingaspeciﬁcsupportforinstance,
thereisanincreasedprobabilityforthisparticularsupporttobeselected
asoptimal.
AninterestingwayofilustratingthisphenomenonistorephraseProb-
lem3.4intermsofconstrainedleastsquaresandamendEquation(3.5)ac-
cordingly.Insteadofsolving(3.4),minimizethesumofsquaredresiduals
undertheconstraintthat βcoopremainssmalerthant,t>0.Underthis
formulation,avectorβˆisoptimumifandonlyif
−∇ (ˆβ;X,y)∈NC(ˆβ), (3.6)
thatistosay,thescorevectorneedstobelongtothenormalconetothe
feasiblesetBcoop={β∈Rp,βcoop≤t}attheoptimum.Normalcones
tothecoopbalofradiustatsingularitiesarerepresentedonFigure3.5.
NotethatthenormalconetothefeasiblesetBcoopatx0isnothing
elsethanthepolarofthesetBcoop−x0,whichlinksoptimalityconditions
tothedualityandpolarityconsiderationsoftheprevioussection. The
subdiferentialassociatedwiththecoop-normisthepolarofthecoop-
normunitbal,inotherwordstheunitbalofthecoop-dualnorm.This
pointwilbemadeclearerinthenextsubsection.
SparsityPaterns. TheconstrainedminimizationformulationandEqua-
tion(3.6)impliesthatthesolutiontoProblem3.4correspondstotheor-
thogonalprojectionoftheordinaryleastsquareestimateβˆolsontoacoop
normbalofacertainradiust. Coefﬁcientswilbesetto0whenlevel
curvesofthelikelihoodhitthebalatsingularities,asilustratedinFigure
3.6.
Sincetheexistenceandpositionofsingularitiesinﬂuencetherangeof
amenablesparsitypaterns,itisworthcomparingthegroup,sparsegroup,
andcoopfeasiblesets.Considerforinstanceavectorβ=(β1,β2,β3,β4)
withtwogroupsG1={1,2}andG2={3,4}.Figure3.7presentscute3D
viewsoftheunitbalsaccordingto(β1,β2,β3)fortwodiferentvaluesof
β4,namely0and0.3.Toeasetheidentiﬁcationofsingularities,folowing
ﬁguresprovidevarious2Dcross-sections.
Figure3.8depictswithingroupcross-sectionsandilustratesthejoint
constraintsimposedon(β1,β2)forvaryingvaluesofβ4(0,and0.3),β3be-
ingheldat0.Clearlyinalthreecases,groupsareselectedindependently
fromeachother:theactivationofβ4hasnoefectwhatsoeveronthesin-
gularitiesofwithingroupbals,andthereforeontheselectionofeitherβ1
orβ2.Naturalythough,sinceweareundertheconstrainedformulation,
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β1
β 2
Bcoop
NBcoop(x)
NBcoop(y)
NBcoop(z)
NBcoop(w)
NBcoop(v) v w
x
y
z
Figure3.5–Thecoopnormbalofradiustin2DBcoop,ononegroupofsize2{β1,β2}.
NormalconestoBcoopatadiferentiablepointv=(−sqrt(t/2),−sqrt(t/2))and
speciﬁcpointsofsingularitiesw=(0,−t),x=(t,0),y=(0,t),z=(−t,0)arerep-
resentedinblue. Contrarytothenormalconesatw,x,y,
β1
β 2
βˆ
−∇(ˆβ,X,y)
βˆOLS
z,thenormalconeatvis
degenerated.
β1
β 2 βˆ
βˆOLS
−∇(ˆβ,X,y)
(a) (b)
Figure3.6–ProjectionβˆoftheOrdinaryLeastSquareestimateβˆolsonthecoopnorm
balofradiustin2D,withonegroupofsize2{β1,β2}.Onpanel(a),projectionhitson
theR+×R+quadrant:alvariablesareincluded.Onpanel(b),projectionhitsonthe
R+×R−quadrant:βˆ2canbesetto0.
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group-Lasso sparsegroup-Lasso coop-Lasso
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Figure3.7–Feasiblesetsforthecoop-Lasso,group-Lassoandsparsegroup-Lassopenal-
ties.Cutsthrough(β1,β2,β3)atβ4=0andβ4=0.3:(β1,β2)spanthehorizontal
planeandβ3isontheverticalaxis.These3DviewswererealizedbyYvesGrandvalet.
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Figure3.8–Feasiblesetsforthecoop-Lasso,group-Lassoandsparsegroup-Lassopenal-
ties.Cutsthrough(β1,β2)atvariousvaluesofβ4,andβ3heldﬁxedat0.3.These2D
viewswererealizedbyYvesGrandvalet.
theactivationofcoefﬁcientsinonegroupinﬂuencesthesizeofcoefﬁcients
intheother,hencethesmalerradiusofthe2Dbalswhenβ4>0.Asex-
pected,thegroupfeasiblesetpresentsnosingularities,therebyilustrating
thefactthatthegroupLassocannotbutactivatealcovariateswithinone
groupatthesametime.Thankstothe 1supplementaryregularization
thesparsegroupfeasiblesetpresentssingularitiesatalaxes:thefeasible
setofthegroup-lassogetsshrunktowardsthe 1bal.Thecoopfeasible
setaddsdiscontinuitesonalaxesbutonlyonthesidesofquadrantsof
divergingsigns,asemphasizedearlierbyFigure3.5.
Figure3.9focusesonacrossgroupcross-sections,representing(β1,β3)
forvariousvaluesofβ2andβ4.Onthetop-leftpanel,bothβ2andβ4are
switchedof,whileonthebotom-rightpanelbothofthemareactivated.
Withalthreetypesofnorms,therenaturalyisasimilarefectunderthe
activationofeitherβ2orβ4,withrotatedbutsimilarbalsontop-right
andbotom-leftpanels. Withthegroup-Lasso,singularitiesdisappearas
soonastheothermemberofthegroupisactivated.Singularitiesalowing
toswitchofβ1(resp.β3)disappearwhenβ2(resp.β4)isactivated. As
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(b)sparsegroup-Lasso
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Figure3.9–Feasiblesetsforthecoop-Lasso,group-Lassoandsparsegroup-Lassopenal-
ties.Cutsthrough(β1,β3)atvariousvaluesof(β2,β4).These2Dviewswererealized
byYvesGrandvalet.
plannedfor,thesparsegroup-Lassofeasiblesetsmaintainsingularitiesat
alcorners,whateverbethevalueofothercoefﬁcientsinthegroup,hence
itsabilitytodissociatetheselectionofanyvariablefromtheselectionof
othervariablesinthesamegroup.Thecoop-Lassoleadstomorecomplex
cuts. Here,singularitiesremainontheR−×R−quadrantinalpanels
sincevaluesconsideredforβ2andβ4arepositive,butsingularitiesonthe
positivesideoftheaxisdisappearwhenpositivecoefﬁcientsareactivated
inthegroup. Notethat,ingeneral,therearelessnewedgeswiththe
coop-lassothanwiththesparsegroup-Lasso,sincethenewopportunities
toswitchofsomecoefﬁcientsarelimitedtothecasewherethegroup-
Lassowouldhavealowedasolutionwithoppositesignswithinagroup.
Thecrucialdiferencebetweenthecoop-andthegroup-orsparsegroup-
Lassoisthelossoftheaxialsymmetrywhensomevariablesarenon-zero:
decouplingthepositiveandnegativepartsoftheregressioncoefﬁcients
favorssolutionswheresignsmatchwithinagroup.
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3.2.2 FenchelConjugateFunctionsandtheCoop-LassoSubdifferential
Wenowturntotheanalyticalexpressionofthecoop-Lassosubdiferen-
tial,whichwasﬁrstexhibitedinChiquetetal.(2011).Inthissection,we
derivethesubdiferentialforProblem3.4withthehelpofFenchelconju-
gatefunctionsandexhibitapossibledualformforProblem3.4inorder
toshedlightonfolowingconsistencyproofs.Thissectionhasbeenen-
richedbythereadingofBachetal.(2012),BoydandVandenberghe(2006),
BorweinandLewis(2006).
FenchelConjugation. Fenchelconjugatefunctionsareofgreathelp
whenderivingoptimalityconditionsanddualproblems.Asrepresented
onFigure3.10,theymeasurethesupremumgapbetweenalinearfunction
andthefunctionfofinterest.TheFenchelconjugatef:Rp→ [−∞,∞]
ofafunctionf:Rp→[−∞,∞]isdeﬁnedby:
f(z):=sup
x∈Rp
[z,x−f(x)]
x
f(x
)
−f(z)
z,x
x
z,x −f(x)
.
TheFenchelconjugateisalwaysconvex.
Figure3.10– ConstructionoftheFenchelconjugatef(z):= supx∈Rp[z,x−f(x)]=z,x −f(x). Whenfisdiferentiable,xisthepointwherethediferential
equalsz.
TheFenchelconjugateadmitsinterestingexpressionsinthecaseof
convexfunctions,normsinparticular:theFenchelconjugateofanorm
f:x∈Rp→ x istheindicatorfunctionoftheunitbalofitsdualnorm
· .ForeveryzinRp:
f(z)= 0 if z ≤1+∞ otherwise
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AnalyticExpressionoftheOptimalityConditions. Thelinkbetween
FenchelconjugationandoptimizationisoferedbyFenchel-Youngin-
equality.Theinequalityhasnorealvalueinitself,sinceitisastraightfor-
wardconsequenceofthedeﬁnitionoftheFenchelconjugate.Foreveryx
andzinthedomainofafunctionf:Rp→(−∞,+∞],then:
f(x)+f(z)≤ x,z. (3.7)
However,thisinequalityofersanefﬁcientcharacterizationofthesubd-
iferential.Indeed,equalityholdsin(3.7)ifandonlyifzbelongstothe
subdiferentialoffatx,∂f(x).Inparticular,iffisanorm·,weobtain
aconciseexpressionforthesubdiferentialintermsoftheassociateddual
norm · .ForeveryxandyinRp,
z∈∂f(x)⇔ z ≤1 ifx=0z =1andx,z= x otherwise. (3.8)
Itsufﬁcestocombinethischaracterizationofthesubdiferentialwith
Equation(3.5)andthedeﬁnitionofthedualcoopnormtoobtainexplicit
optimalityconditionsforthecooperative-Lasso.Sincethecoop-Lassoacts
asasign-adaptivegroup-Lasso,letusintroducesomenewnotationsto
clarifythefolowingresults.ForeachgroupGk,deﬁnes2k−1ands2kthe
signedsubsetsofrespectivelypositiveandnegativecoefﬁcientsinβˆGk.
Theorem3.4(Optimalityconditionsforthecooperative-Lasso) ThevectorβˆisoptimalforProb-
lem3.4ifandonlyifz=−X(y−Xβˆ)/wkλbelongstothesubdiferentialofthe
coop-normassociatedtogroups{Gk}Kk=1atβˆ,characterizedbyindicatorfunction
ofthecoop-dualnorm ·coop.Thevectorˆβisoptimalifandonlyif,forevery
groupGk,
max(z+Gk 2,z−Gk 2)≤1,
and,inparticular,foreverygroupGksuchthatpositiveand/ornegativecoefﬁ-
cientsareactivated:
zsj=βˆsj βˆsj −1 forj=2k−1or2k,suchthatsj=∅.
AstrongconsequenceofTheorem3.4isthatifbothpositiveandneg-
ativecoefﬁcientsareactivatedwithinthesamegroup,thennoothercoef-
ﬁcientscanbeshrunktozerointhatgroup.
3.2.3 TheDualProblem
Wedevoteasmalsubsectiontotheformulationofadualproblemasso-
ciatedwiththecoop-LassoderivedthankstoFenchelconjugation. Dual
problemscanbeusedinoptimizationalgorithmsinordertocheckthe
convergenceofthealgorithm.Themainmotivationherefortheformu-
lationofthisproblemistheprimal-dualwitnessconstructionofsupport
recoveryresults.
Bydeﬁnitionofthecooperativedualnorm,Problem3.4canberewrit-
tenunderthefolowingprimalform:
minβ∈Rp
1
2y−Xβ
2n+λ βcoop⇔ minβ∈Rp supαcoop≤λn
1
2y−Xβ
2n− α,β.
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ThisprimalproblemadmitsthedualformulationgiveninProposition
3.5.
Proposition3.5(Dualproblem) Problem3.4admitsthefolowingdualproblem:
sup
αcoop≤λn
−f(α).
wheref istheFenchelconjugateoff:β→ f(β)=y−Xβ2n/2.
Proof.Applyingthemin−maxinequalityandfolowingthedeﬁnitionsof
thecooperativedualnormandFenchelconjugateof
minβ∈Rp supαcoop≤λn
1
2y−Xβ
2n− α,β ≥ sup
αcoop≤λn
minβ∈Rp
1
2y−Xβ
2n− α,β
≥ sup
αcoop≤λn
−sup
β∈Rp
α,β−12y−Xβ
2n
≥ sup
αcoop≤λn
−f(α).
Notethatf(α)isobtainedatpointsβsuchthat
∇f(β)=X(y−Xβ)=α.
Moreover,bothtermsoftheprimal-dualinequalityareequalassoonas
thedomainoffhasnon-emptyinterior,andinthatcasethedualitygap
f(ˆβ)+αˆ,ˆβ−f(ˆα)betweentheleftandrighttermsoftheinequality
reducesto0.Inthatcondition,wesaythatstrongdualityholds. Asa
resultofFenchel-Younginequality,itappearsthatwhenstrongduality
indeedholds,thedualoptimalvariableˆαbelongstothesubdiferentialat
βˆ.Thisobservationisofupmostimportancetounderstandtheproofof
modelselectionconsistency.
3.3 Consistency
Beyonditssanity-checkvalue,aconsistencyanalysisbringsalonganap-
preciationofthestrengthsandlimitationsofanestimationscheme. We
providetwotypesofresults,baseduponbestachievableresultsforthe
Lasso.First,wederiveselectionpropertiesinanasymptoticlinearregres-
sionframework,baseduponanirrepresentableconditionwhichisthe
analogueofthesufﬁcientandnecessaryconditionfortheselectionconsis-
tencyoftheLasso.Secondly,weproveestimationandpredictionsparsity
oracleinequalities,validnon-asymptoticalyandbaseduponaRestricted
Eigenvalueassumption.
3.3.1 AsymptoticPropertiesasaSelectionTool
Hereweconcentrateontheestimationofthesupportoftheparameter
vector,thatis,thepositionofitszeroentries. Ourprooftechniqueis
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drawnfromthepreviousworksontheLasso(YuanandLin2007b)and
thegroup-Lasso(Bach2008b).
Inthistypeofanalysis,someassumptionsonthejointdistributionof
(X,Y)arerequiredtoguaranteetheconvergenceofempiricalcovariances.
Forthesakeofsimplicityandcoherence,wekeepassumingthatdataare
centeredsothatwehavezeromeanrandomvariablesandΨ=E[XX]is
thecovariancematrixofX.
(A1)XandYhaveﬁnite4thordermomentsE X 4 <∞,E Y4 <∞.
(A2)ThecovariancematrixΨ=E[XX]∈Rp×pisinvertible.
Inadditiontothesestandardtechnicalassumptions,weneedamore
speciﬁcone,substantialyavoidingsituationswherethecoop-Lassowil
almostneverrecoverthetruesupportS.Inthesequel,Sdenotesthetrue
supportofβ,whileSkdenotestheintersectionbetweenthesupportand
groupGk.
(A3)Alsign-incoherentgroupsareincludedinthetruesupport:∀k∈
{1,...,K},if(βGk)+ >0and (βGk)− >0,then∀j∈Gk,βj=0.
Notethatthislaterassumptionislessstringentthantheonerequired
forthegroup-Lassosinceitdoesnotrequirethateachgroupofvariables
shouldeitherbeincludedinorexcludedfromthesupport.Forthecoop-
Lasso,sign-coherentgroupsmayintersectthesupport.
Thespuriousrelationshipsthatmayarisefromconfoundingvariables
arecontroledbytheso-caledstrongirrepresentablecondition, which
guaranteessupportrecoveryfortheLasso(YuanandLin2007b)andthe
group-Lasso(Bach2008b). Wenowintroducesuitablevariantsofthese
conditionsforthecoop-Lasso.Theyresultintwoassumptions:ageneral
one,onthemagnitudeofcorrelationsbetweenrelevantandirrelevantvari-
ables,andamorespeciﬁconeforgroupswhichintersectthesupport,on
thesignofcorrelations.Theseconditionswilbeexpressedinacompact
vectorialformusingthediagonalweightingmatrixD(β)suchthat,
∀k∈{1,...,K},∀j∈Sk(β),(D(β))jj=wkϕj(βGk)−1, (3.9)
whereϕj(βGk)istherestrictionofβGktothesubsetofitscomponentswhichsharethesamesignasβj.
(A4)ForeverygroupGkincludingatleastonenulcoefﬁcient(thatis,
suchthatβj=0forsomej∈GkorequivalentlySck=∅),thereexistsη>0suchthat
1
wk (ΨSckSΨ
−1SSD(βS)βS)coop≤1−η, (3.10)
whereΨSTisthesubmatrixofΨwithlinesandcolumnsrespectively
indexedbySandT.
(A5)ForeverygroupGkintersectingthesupportandincludingeither
positiveornegativecoefﬁcients,letνkbethesignofthesecoefﬁcients
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(νk=1if (βGk)+ >0andνk=−1if (βGk)− >0),thefolowinginequalitiesshouldhold:
νkΨSckSΨ−1SSD(βS)βS 0, (3.11)
where denotescomponentwiseinequality.
Notethattheirrepresentableconditionforthegroup-Lassoonlyconsiders
correlationsbetweengroupsincludedandexcludedfromthesupport.It
isotherwisesimilarto(3.10),exceptthattheelementsoftheweighting
matrixDarewkβGk −1andthattheselfdual 2normreplacesthedualcooperativenorm.
Theorem3.6 Ifassumptions(A1-5)aresatisﬁed,thecoop-Lassoestimatorisasymptoticalyun-
biasedandhasthepropertyofexactsupportrecovery:
βˆcoopn P−→β and P S(ˆβcoopn )=S →1, (3.12)
foreverysequenceλnsuchthatλn=λ0n−γ,γ∈(0,1/2).
Comparedtothegroup-Lasso,theconsistencyofsupportrecoveryfor
thecoop-Lassodifersprimarilyregardingpossibleintersection(besides
inclusionandexclusion)betweengroupsandsupport. Thisadditional
ﬂexibilityappliestoeverysign-coherentgroup.Evenifthesupportisthe
unionofgroups,whenalgroupsaresign-coherent,thecoop-Lassohas
stilanedgeongroup-Lassosincetheirrepresentablecondition(3.10)is
weaker.Indeed,thenormin(3.10)isdominatedbythe 2normused
forthegroup-Lasso. Thenextparagraphilustratesthatthisdiference
canhaveremarkableoutcomes.Finaly,whenthesupportistheunionof
groupscomprisingsign-incoherentones,thereisnosystematicadvantage
infavorofoneortheothermethod. Whilethenormusedbythecoop-
Lassoisdominatedbythenormusedbythegroup-Lasso,theweighting
matrixDhassmalerentriesforthelater.
Remark3.1 ContrarytoNegahbanandWainwright(2011)andObozinskietal.(2011),those
resultsdonotapplytohigh-dimensionalsetingswherethenumberofvariables
exceedsthesamplesize.InordertoadaptTheorem3.6,onewouldneedtoadd
technicalassumptionsguaranteeingtheexistenceofconcentrationinequalities,
howeverassumptionsrequiredonthedesigntoobtainexactsupportrecovery
wouldremainthesameasin(A4)and(A5).Sincethelateraretheonlyassump-
tionsthatwoulddiferbetweenObozinskietal.(2011)andthecoop-Lasso,thereis
nomajorinterestinrewritingTheorem3.6accordingtothosenewdevelopments
exceptforthepleasureofreadingthemintheirup-to-dateformulation.
Ilustration Wegenerate datafromanordinaryregression model
with β =(1,1,−1,−1,0,0,0,0),equipped withthegroupstructure
{Gk}4k=1={{1,2},{3,4},{5,6},{7,8}}. ThevectorXisgeneratedasacenteredGaussianrandomvectorwhosecovariancematrixΨischosen
sothattheirrepresentableconditionsholdforthecoop-Lasso,butnot
forgroup-Lasso,which,werecal,aremoredemandingforthecurrent
situation,withsign-coherentgroups.Therandomerrorεfolowsacen-
teredGaussiandistributionwithstandarddeviationσ=0.1,inducinga
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Figure3.11–50%coverageintervalsforthegroup(left),sparsegroup(center),and
(right)Lassoestimatedcoefﬁcientsalongregularizationpaths:coefﬁcientsfromthesup-
portofβ aremarkedbycoloredhorizontalstripesandtheotheronesbygrayvertical
stripes.
veryhighsignaltonoiseratio(R2=0.99onaverage),sothatasymptotics
providearealisticviewoftheﬁnitesamplesituation.
Wegenerated 1000samplesofsizen=20fromthedescribedmodel,
computedthecorresponding1000regularizationpathsforthegroup-
Lasso,sparsegroup-Lasso,andcoop-Lasso.Figure3.11reportsthe50%
coverageintervals(lowerandupperquartiles)alongtheregularization
paths.Inthissetup,thesparsegroup-Lassobehavesasthegroup-Lasso,
leadingtonearlyidenticalgraphs. Estimationisdifﬁcultinthissmal
sampleproblem(n=20,p=8),andthetwoversionsofthegroup-Lasso,
whichﬁrstselectthewrongcovariates,neverreachthesituationwhere
theywouldhaveadecisiveadvantageuponOLS,whilethecoop-Lasso
immediatelyselectstherightcovariates,whosecoefﬁcientssteadilydom-
inatetheirrelevantones. Modelselectionisalsodifﬁcult,andtheBIC
criteriaprovidedinSection1.3.1selectoftentheOLSmodel(inabout10%
and50%ofcasesforthecoop-Lassoandthegroup-Lassorespectively).
Theaveragerootmeansquareerroronparametersisoforder10−1foral
methods,withaslightedgeforcoop-Lasso.Thesignerrorismuchmore
contrasted:31%forthecoop-Lassovs.46%forthegroup-Lasso,notfar
beterthanthe50%ofOLS.
3.3.2 Non-AsymptoticPropertiesforEstimationandPredictionPur-
poses
Inthehigh-dimensionalframework,wherethenumberofobservations
issmalcomparedtothenumberofvariables,itiscrucialtounderstand
thenon-asymptoticpropertiesoftheestimator.Inthatrespect,wede-
rivenon-asymptoticoracleinequalities,baseduponrestrictedeigenvalue
assumptions.
SimilarlytotheLasso,boundsonestimationandpredictionerrorfor
thecooperative-Lassoaresubjecttorestrictedstrongconvexityassump-
tions.Theassumptionisroughlyspeakingthesame,exceptthatthecone
onwhichtheassumptionreliesisdeﬁnedbythecooperative-norm,and
thesparsityconsideredisagroupsparsity.
Assumption3.1(Restrictedeigenvalue) Thereexistsκ(s)>0suchthat:
min Xu 2√nuS 2:|S|≤s,u∈R
p,uSc coop≤3uS coop ≥κ(s)
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Underassumption3.1andforagoodchoiceofthetuningparameter
λn,weobtainpredictionandestimationboundsasinTheorem3.7.
Theorem3.7(Oracleinequalities) UnderAssumption3.1,forachoiceofλn≥2Xε/n,any
solutiontoProblem3.4satisﬁesthefolowingpredictionandestimationoracle
inequalities:
X(β−βˆcoop)2n≤32λ
2n
κ(s)2s,
β−βˆcoopcoop≤32λnκ(s)2s,
β−βˆcoop2≤32λnκ(s)2s.
InordertoexplicittheboundsandorderofprobabilityinTheorem
3.7,letusrestrictourselvestothecasewherealgroupssharethesame
sizem.
Corolary3.8(Oracleinequalitieswithgroupsofequalsizes) UnderAssumption3.1andcon-
sideringthatthedatamatrixhasbeenscaledsothataldiagonalelementsof
XX/nareequalto1,forachoiceofλnequaltoσ
√m+√logK√n ,thenwithprob-
abilitylargerthan1−2/K2,anysolutiontoProblem3.4withgroupsofequal
sizesmsatisﬁesthefolowingpredictionandestimationoracleinequalities:
X(β−βˆcoop)2n≤ 32κ(s)2
s(m+logK+2 mlogK)
n , (3.13)
β−βˆcoopcoop≤ 32κ(s)2
s(√m+ logK)√n , (3.14)
β−βˆcoop2≤ 32κ(s)2
s(√m+ logK)√n . (3.15)
Remark3.2 Weneedtorestrictourselvestogroupsofequalsizebecausetheupperboundonthe
probabilityoftheevent{λn≥2Xε/n}forﬁxedλnreliesontailboundsof
themaximumofKchi-squaredistributions.Ifalgroupssharethesamesize,then
wecaneasilyuseaunionboundonthetailsofKindependentchi-squarewith
similardegreesoffreedom.Otherwise,eachoftheKchi-squaredistributionshas
itsowndegreeoffreedom,whichmakesitimpossibletoupper-boundexplicitely
theprobalitityoftheintersection,unlessweuseaveryrawupper-bound.
Inthecaseof multitaskdata,wherethenumberofgroupsactualy
correspondstothenumberofvariablesp,thegroupsizeisequaltothe
numberoftasksT,andthenumberofobservationsnisinfactequalto
NTwhereNisthenumberofobservationsgatheredbycondition,the2
boundreads:
β−βˆcoop2≤ 32κ(s)2
s√N 1+
logp
T .
Therate s√Nshowsthatlikethegroup-Lasso,thecoop-Lassoadaptstotheunknowngroup-sparsity,butnotwithoutpayingapriceoftheorder
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logpfornotknowinginadvancethetruelyrelevantgroups.TheTtask
replicatesaleviatethiscostbyafactor√T.
Remark3.3 Thereisnoimprovementcomparedtothegroup-Lassooracleinequalitiesbecausewe
cannotexploittheadvantagesofthecooperative-normontwofronts.First,the
probabilityofeventAusesanupper-boundofthedualcooperative-normbythe
dualgroup-norm,becausethedualcoop-normleadstochi-squaredistributionsof
unknowndegreesoffreedomwhichwecannotcontrolexplicitly.Second,what
appearsisactualyarateof2s,twicethegroup-sparsity:wecannotcountthe
numberofactivatedsigned-groupsinstead.Indeed,folowingthetermsofS.Ne-
gahbanandYu(2012)thecooperative-normisonlydecomposabletogroup-sparse
subsets,nottosignedquadrants:wecanwriteα+βcoop= αcoop+ βcoop
foreveryα∈ Mandβ∈ M⊥forsubsetsM ={x∈Rp,∀k∈Sc,xGk=0}deﬁnedbytheactivationofasubsetofgroups,butnotbytheactivationofasubset
ofsignedsubgroups.
RecentdevelopmentsinS.NegahbanandYu(2012)andLounicietal.(2011)
couldhelpimprovetheresults.Theformeralowstoconsiderweaklygroup-sparse
vectorsdeﬁnedas 2,qboundedvectorsinsteadofgroupsparsevectors.Thelater
alowstoworkwithgroup-speciﬁcpenaltiesλj,whichmightbeinterestingfor
atleasttworeasons:ﬁrst,inordertoadapttheamountofpenaltytothesizeof
thegroups,secondinordertoderiveoracleinequalitiesforweightedcooperative
regularizations. Again,themaindiferencebetweenthegroup-Lassoandcoop-
LassoresultsliesintheRestrictedEigenvalueassumptions.Asaresult,thereis
nomajornoveltytobelearntfromtheadaptationofthoserecentresultstothe
caseofthecoop-Lasso.
3.4 ApplicationtotheInferenceofMultipleGaussian
GraphicalModels
Asexposedinintroduction,theﬁrstmotivationofthecooperative-Lasso
istheinferenceofmultipleGaussiangraphicalmodelsasinChiquetetal.
(2011). Thissectiondetailstheadaptationofthecooperative-Lassofor
linearregressiontotheinferenceofmultipleGaussiangraphicalmodels.
Thisapplicationisilustratedontworealdatasets.
3.4.1 StatisticalModeling
Letus modelexpressionlevelsbycondition-speciﬁcGaussiandistribu-
tions withcondition-speciﬁc meansµ(c)– whichvanish whencenter-
ingthedataconditionbycondition–andcovariance matrixΣ(c). In
eachcondition,thedistributionoftheexpressionvectorX(c)is mod-
eledbyaGaussiangraphical model withgraphofconditionaldepen-
denciesΓ(c),whoseedgescorrespondtothenon-zeroentriesofthein-
versecovariance matrixΘ(c). Forclarityreasons, weassumethat we
gatherthesamenumbernofobservationsineachcondition,storedin
ann×pmatrix X(c). Underthenaturalassumptionofindependence
betweenconditions,thelog-likelihoodwithineachsamplecadmitsthe
sameformasinProblem1.10andthelog-likelihoodoftheoveralsample
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X=(X(1)...X(c)...X(C))∈ Mn×Cpfactorizesinto:
(X;Θ)=n2
C∑
c=1
logdetΘ(c)− S(c),Θ(c)−Cplog2π
whereΘ=(Θ(1)...Θ(c)...Θ(C))toaleviatenotationsandS(c)denotes
theempiricalcovariancematrixinconditionc.
Similarlytothei.i.d.seting,thisproblemcanbesolvedviaanappro-
priateregularizationofthelikelihood:
Θ=argminL(X;Θ)+λpen(Θ). (3.16)
Adoptinganeighborhoodselectionstrategy,regularizationspresented
intheprevioussectionsinthegenerallinearregressionframeworkare
directlytransposabletothecaseofmultipleGaussiangraphicalmodels.
InsteadofsolvingProblem(3.16),pindependentproblemslikeProblem
(3.18),oneforeachgeneg.
minβg
C∑
c=1
X(c)g −X(c)\gβ(c)g 2n+λnpen(βg). (3.17)
EachProblem(3.18)canberephrasedasauniquelinearregression
withpartionnedvariablesasoriginalyinEquation(3.1). DenotebyX\g
thenC×n(p−1)blockdiagonal matrixformed withthe{X(c)\g},c=
1,...,C,byXgthesize-nCvectorconcatenatingtheobservationsforgene
gintheCconditions,andﬁnalybyβgthesizen(p−1)vectorconcate-
natingalβ(c)g’s,forc=1,...,C.ThenProblem(3.18)isequivalentto
minβg Xg−X\gβg
2n+λnpenG(βg), (3.18)
usingthepartition
G=(1,2,...,C
p−1times
,1,2,...,C,...).
Thediferentregularizationtermspen(Θ)presentedintheprevious
sectionswilresultintheestimationofdiferentsparsitypaternslinked
todiferentassumptionsontheamountofheterogeneityacrossconditions.
Indeed,weassumethatmeasurementsinalconditionsfocusontheac-
tivityofthesamesetofgenesP,butneedtoloosenthefundamentali.i.d.
assumptionacrossconditionsindiferentwaysthatwedetailnow. Weare
focusonfourdiferentassumptionsonthesimilaritiesbetweenpartialcor-
relationsstructuresacrossconditions,asfourdiferentcondition-speciﬁc
variationsaroundacommonstructurerepresentedbyΣ,Θ andΓ.
(C1)Identicalydistributed:Alconditionssharethesamecovarianceand
thereforeconcentrationmatricesΣ andΘ.Foreveryconditionc
andeverypairofgenes(g,h)∈P2
θ(c)gh=θgh;
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(C2)Identicalpartialcorrelationstructures: Alconditionssharethesame
graphofconditionaldependenciesΓ. Foreveryconditioncand
everypairofgenes(g,h)∈P2,
θ(c)gh=0⇔ θgh=0, i.e. Γ(c)=Γ;
(C3)Almostidenticalpartialcorrelationstructures:Alconditionssharethe
samegraphofconditionaldependenciesΓexceptforasmalsetof
conditionspeciﬁcedges,suchthatforeveryconditioncandevery
pairofgenes(g,h)∈P2
θ(c)gh=0⇒ θgh=0, i.e. Γ⊆Γ(c);
Notethatthisassumptionencompassescaseswhereedgeswouldbe
missinginsomeconditionswhencomparedtothecommonbench-
markΓ.Thisconﬁgurationﬁtintoassumption(C3)aslongasΓ is
deﬁnedasthereunionofalcondition-speciﬁcgraphs.
(C4)Almostidenticalsign-coherentpartialcorrelationstructures: Alcondi-
tionssharethesamegraphofconditionaldependenciesΓ,withal
Θ(c)’ssharingtheexactsamesign-patern,exceptthat,foreachedge,
therecanexistasubsetofdisagreeingconditionswherethisedge
caneitherdisappearorswitchtotheoppositesign.Foreverypair
ofgenes(g,h)∈P2,theedge(g,h)eithersharesthemajoritysign
sign(θgh)ortheminoritysignsgh.Foreveryconditioncandpairof
genes(g,h)∈P2,
sign(θ(c)gh)∈{sign(θgh),sgh.}
Notethateventhoughthisassumptioniscaledsign-coherent,ital-
lowsforpositiveedgesinamajorityofconditionstocohabitwith
negativeedgesintheremainingconditions. Howeveritforbidssit-
uationswherethesameedgewouldbepositiveinsomeconditions,
negativeinothers,andabsentinalastsubsetofconditions.
Underanyofthosefourassumptions,combiningobservationsfrom
diferentconditionsintoonesingleinferenceproblemisawayofale-
viatingtheburdenofhigh-dimension,inthespiritofpaneldatasetsor
multi-taskexperiments. Assumption(C1)correspondstothehighlyun-
likelycasewherealconditionsactualyhappentoformalargeri.i.d.
dataset. Weonlyaddittostressthefactthatdiscardingtheheterogeneity
andnaivelymergingalinformationintoonesingleestimatorisdoomed
tobeincorrect.
Assumption(C2)aleviatesassumption(C1)byalowingedgestodif-
ferinintensityacrossconditions.Thissetingcorrespondstothegroup-
Lassopenalty:
pengroup(Θ)= ∑
(g,h)∈P2
C∑
c=1
(θ(c)gh)2
1/2
.
Asassumption(C2)suggests,thegroup-LassoresultsindiferentΘ(c)
estimatesbutinasinglecommonconditionaldependencystructure.If
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the objective in mind is to compare the regulatory networks inferred in
each condition, this is a momentous drawback. In the context of systems
biology, the identiﬁcation of modiﬁcations in the regulatory mechanisms
between different conditions is often the very purpose of the experimental
design. We can think of case/control studies comparing regulatory mech-
anisms in diseased patients and sane controls, placebo/treatment exper-
iments analysing the effect of a speciﬁc treatment on regulatory mecha-
nisms compared to the placebo group. Stress experiments can lead to a
large variety of gene expression proﬁles. More generally, even when the
experimental design does not deﬁne prior sets of conditions, any known
partition of some phenotypes can deﬁne a posteriori as many interesting
sets of conditions. In all these settings, differential analyses are often led
to identify the univariate variations in gene expression proﬁles that best
distinguish those conditions. In a similar way, GGMs can be used to iden-
tify variations in conditional dependency structures across distinct condi-
tions, hopefully unveiling changes in gene regulation mechanisms. This is
the ambition of the regularizations linked to assumptions (C3) and (C4),
namely the sparse group-Lasso and the cooperative-Lasso.
3.4.2 Illustration on Real Datasets
A thorough simulation study has been conducted by Chiquet et al. (2011),
we therefore refer to this paper for numerical experiments comparing the
performances of the cooperative-Lasso and group-Lasso in terms of edge
detections under various settings.
In this subsection, we illustrate the beneﬁts of the cooperative-penalty
on two datasets, ﬁrst of all a multiple sclerosis dataset issued from a
collaboration with J.C. Corvol which led to the presentation of a poster
at the European Comitee for Treatment and Research Multiple Sclerosis
(ECTRIMS 2012) and secondly, a cancer dataset kindly provided by M.
Jeanmougin. In both cases, the objective of the experiment is to compare
the gene regulatory networks of two subpopulations.
Multiple Sclerosis Dataset. Gene expression proﬁles were taken from
26 patients with secondary-progressive multiple sclerosis (MS) included
in a placebo-controlled, multiple-ascending dose, double-blind study (Ko-
valchin et al. 2010). Measurements were taken at baseline and once a
month over the next three months. Among them, 19 patients (active group)
were administered doses of amino acid copolymer PI-2301, which is en-
visaged as an alternative therapy for MS, while 7 patients (placebo group)
received a placebo. We adopt a candidate gene approach and infer a Gaus-
sian graphical model on 23 genes known or suspected to be genetically
associated with MS.
The speciﬁcity of this dataset is that it is longitudinal. We therefore
combine the VAR1 modeling and cooperative penalty. In order to correct
for patient-speciﬁc effect, the data is centered and scaled patient by pa-
tient. The networks presented in Figure 3.12 were selected according to
the BIC criterion.
The networks seem to share some of the paths, organized around
IL2RG and IL7, but disagree on the activation of JAK1 regulations. The
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Figure3.12–Gaussiangraphicalmodelsinferredbythecoop-Lassoonactive(top-left
panel)andplacebo(top-rightpanel)groups,common(botom-left)andcondition-speciﬁc
(botom-right)edges.TheamountofpenaltyischosenbyBIC.
mainquestioniswhetherthisdiscrepancyismerelyanestimationartefact,
orifthisdiscrepancyisstatisticalysigniﬁcantandcouldbeinterpretedas
areal(potentialyindirect)inhibitionofJAK1regulationsbytheadminis-
trationofthedrug.
CancerRelapsesDataset. Thedatasetconsistsin82transcriptomesfrom
patientssuferingfrombreastcancer,extractedfromthestudyconducted
byGuedjetal.(2012).Patientsaresplitintotwosubpopulations:31of
themsuferedfrommetastaticrelapses(notRFSgroup),51didnot(relapse-
freesurvival(RFS)group). Werestrictourselvestotheanalysisofasigna-
tureof62genesselectedbyM.Jeanmouginusingtheapproachdescribed
inJeanmougin(2012). ThenetworksselectedbyBICcriterionarepre-
sentedinFigure3.13.
Amongthebulkofedges,onlyone(CRAP2-MMP1)happenstodifer
betweenthetwosetsofpatients. Again,thequestioniswhetherthis
discrepancyissigniﬁcantornot.
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Figure 3.13 – Gaussian graphical models inferred by the coop-Lasso on RFS (top-left
panel) and notRFS (top-right panel) groups, common (bottom-left) and condition-specific
(bottom-right) edges. The amount of penalty is chosen by BIC.
4Homogeneity Tests forHigh-Dimensional Linear
Regression
This chapter presents some ongoing work in collaboration with F. Villersand N. Verzelen in an attempt at providing two-sample homogeneity
tests for high-dimensional linear regression, hence the heterogeneity in
the depth of analysis of the various methods explored.
We study an adaptation of the one-sample testing procedure described
in Verzelen and Villers (2010) to the two-sample framework, including
theoretical controls on type-I error and power.
We also include a more recent and less advanced investigation of an adap-
tation of higher-criticism to the two-sample testing problem, which we
think particularly interesting in terms of computing time when facing
high-dimensional dataset.
We provide numerical experiments illustrating the performances of those
testing strategy in a rather simple design setting. We hope to gather soon
some results under more complex designs.
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4.1 Introduction
Asexposedinpreviouschapters,therecentﬂoodofhigh-dimensional
datahasmotivatedthedevelopmentofavastrangeofsparseestimators.If
theoreticalguaranteeshavebeenprovidedintermsofprediction,estima-
tionandselectionperformances(amongalotofothersBickeletal.2009,
Wainwright 2009a,MeinshausenandYu 2009),onlyarathersmalpro-
portionoftheresearchefortfocusesonquantifyingtheuncertaintysur-
roundingtheestimateonagivendatasetwithgivendesignproportions,beit
intermsofconﬁdenceintervalsorparametrichypothesistestingschemes
guaranteeingacontrolontypeIerrors.Yet,quantifyingtheuncertaintyis
essentialinapplicationswherefurtherexperimentsordevelopmentsrely
onselectedmodelsandestimatedcoefﬁcients.
Thischapterismainlymotivatedbythevalidationofdiferencesob-
servedbetweenGaussiangraphical modelsinferredontranscriptomic
datafromtwosubpopulations,asmanypotentialynewdrugorknock-
outtargets. Ofcourse,graphtheorycomeswithavastliteratureabout
graphcomparisons. Yet, we wouldliketostressherethatourobjec-
tiveisnottocomparetwographicalstructurestakenforgranted,butto
testwhetherthedivergencesinestimatedgraphicalstructurescouldcome
fromestimationuncertainties.Folowingliteratureterms,weidentifythe
twosubpopulationsastwosamples,butthereadermightkeepinmind
thatthosetwosamplescanalsobereferredtoasconditionsortasks,asin
Chapter3,dependingontheresearchﬁeld.
Inthesequel,wekeepthismotivationinmindbutadoptthehigh-
dimensionallinearregressionmodelastheoreticalframework.Formaly,
weconsiderthefolowingstatisticalmodel
Y(1) = X(1)β(1)+ (1) (4.1)
Y(2) = X(2)β(2)+ (2),
wherethesizeprowvectorsX(1)andX(2)folowGaussiandistributions
N(0p,Σ(1))andN(0p,Σ(2)),whosecovariancematricesremainunknown.
Thenoisecomponents (1)and (2)areindependentfromthedesign
matricesandfolowacenteredGaussiandistributionwithunknownstan-
darddeviationsσ(1)andσ(2).
Theobjectiveistotestwhetherthemodels(4.1)and(4.2)arethesame,
thatis
H0:β(1)=β(2), σ(1)=σ(2), andΣ(1)=Σ(2).
Thisproblemalsoamountstotestwhether(Y(1)|X(1))∼(Y(2)|X(2))a.s.
andΣ(1)=Σ(2).
Remark4.1 TheadditionofΣ(1)=Σ(2)tothenulhypothesisisarguable,andclearlydepends
ontherandomdesignassumption. Thischoicecomesfromourmotivationto
derivetestsforGaussiangraphicalmodels.
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4.1.1 LiteratureinCloseFrameworks
Theliteratureonhigh-dimensionaltwo-sampletestsbeingverylight,most
ofthestate-of-the-artconcernstwoclosesubjects:high-dimensionaltests
fortheequalityofmeansandhigh-dimensionallinearregressiontestsfor
thenulityofcoefﬁcients.Sincetestsfortheequalityofmeanscorresponds
tolinearregressiondesignswhereX(1)andX(2)arebothequaltotheiden-
titymatrixI,theobjectiveistoextendtheformertonon-orthogonalde-
signs,exploitingideasfromthelater.Besides,sinceourmainmotivation
istodealwithGaussiangraphicalmodels,weneedtoﬁndoutatesting
strategyadaptedtorandomdesignregression.
Inbothscenariosasinhigh-dimensionalestimation,thefundamental
keytohigh-dimensionistheassumptionofsparsity. Howtointroduce
sparsityandexploititdistinguishesthediferentapproaches.
TestsfortheEqualityof Means. Intheclassicalmin(n1,n2)>pframe-
work,itisnaturaltotestfortheequalityofmeansviathemultivariate
formofthestudentt-statistic,theHotelingT2statistic. Denoterespec-
tivelyby¯Y(i)andΣtheempiricalmeanoftheY(i)andcommonempirical
covariance.TheHotelingstatisticisdeﬁnedby:
T2=n1+n2−p−1(n1+n2−2)p
n1n2
n1+n2(¯Y
(1)−Y¯(2))Σn(¯Y(1)−Y¯(2)),
whichfolowsaFisherdistributionwithparameterspandn1+n2−p−1
underthenulhypothesis.However,asunderlinedbyBaiandSaranadasa
(1996),theasymptoticpoweroftheHotelingteststatisticsufersfrom
theinaccurateestimationofΣwhenpisoftheorderofmin(n1,n2). As
aresult,themainchalengeistoimprovetheinferenceofthecommon
covariancematrixΣunderdifﬁcultdesignsizes.Someresultssuggestto
relyondiagonalestimates,likeBaiandSaranadasa(1996),ChenandQin
(2010),SrivastavaandDu(2008).Yet,thegaininpowerduetothefaster
convergenceofΣismadeatthepriceoftheomitionofpotentialcorre-
lationsinthedesign. Morerecently,toreﬁnetheestimationoftheful
covariancematrix,Lopesetal.(2011)makeuseofsparsityassumptions
andcomputerepeatedlytheHotelingteststatisticonsmalrandomsub-
setsofvariables,beforetakingtheaverageoveralrandomsubsets.This
randomprojection methodachievesgreaterpowerthan methodsbased
ondiagonalestimatesofΣlikeBaiandSaranadasa(1996),ChenandQin
(2010),SrivastavaandDu(2008)assoonasvariablesarecorrelatedand
mostofthevariancecanbecapturedbysmalsubsetsofvariables.
TestsfortheNulityofCoefﬁcients. Testsforthenulityofcoefﬁcients
inhigh-dimensionallinearregressionformaone-sampleanalogofour
problem.Itcanbeconsideredasalimitofthetwo-sampletestinthe
casewhereβ2isknownandequalto0,andthesamplesizen2iscon-
sideredinﬁnitesothatweperfectlyknownthedistributionofthesecond
sample.Aﬁrstseriesofpapersprovidehigh-dimensionalp-valuesforthe
nulityofcoefﬁcientsinthehigh-dimensionallinearregressionframework
H0,i :β(1)i = 0,intheobjectiveoftestingforthesigniﬁcanceofeachcoefﬁcientindividualy.
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Despitetheproblemofﬁtingamodelwithmorevariablesthanob-
servations,whichcanbesolvedusingregularizedregression,the main
probleminhigh-dimensionallinearregressionistocorrectlyestimatethe
varianceandcovariancecomponents,justasinthetestfortheequalityof
means.Folowingtheenthusiasmfor 1regularizedleastsquares,there
hasbeenatemptsatprovidingconﬁdenceintervalsfortheLassothrough
anestimationofthestandarderrors.Tibshirani(1996)adressesthisis-
suebutsuggestsanestimatorofthestandarderrorwhichinappropriately
givesanulvarianceforalcoefﬁcientswhicharesettozero.Osborne
etal.(2000)provideanewapproximationwhichcorrectsthisproblembut
cannotbeusedwhenthenumberofvariablesexceedsthesamplesize.
Besides,theyraisethequestionofwhethertheuncertaintysurrounding
Lassocoefﬁcientscanbeadequatelysummarizedbystandarderrors,since
theirdistributionislikelytobedistortedaroundzero. Asomewhatan-
swertothisissuewouldbeprovidedbyBayesianapproacheslikethe
BayesianLassoKyungetal.(2010),whichprovidesposteriorcrediblein-
tervalsforeachcoefﬁcient.
Inordertoovercometheburdenofdimension,anotherlineofwork
adoptsatwo-stepapproachthroughhalf-sampling.Indeed,Wasserman
andRoeder(2009)suggeststosplitthesampleinhalfandapplymodel
selectionontheﬁrsthalfinordertotestforthesigniﬁcanceofeachcoef-
ﬁcientusingtheusualcombinationofordinaryleastsquaresandStudent
t-testonamodelofreasonnablesizeonthesecondhalf.Toreducethe
dependencyoftheresultstothespliting,Meinshausenetal.(2009)advo-
catetousehalf-samplingBtimes,andaggregatetheBp-valuesobtained
forvariablejinawaywhichcontrolseitherthefamily-wiseerrorrateor
falsediscoveryrate.Theynotethatbothmethodsrequireaβmincondition
toguaranteethatrelevantcovariatesenterthemodelintheﬁrststep.Yet,
themainissuewiththeprocedurebaseduponhalf-samplingisthatthe
costofsplitingthesampleinhalfispaidtwice:ﬁrst,themodelselec-
tionsteplacksinrobustness,second,thetestingstepisrenderedstrongly
conservative.
Thelasttwopiecesofwork managetogetridoftheβmin assump-
tion. Theystartfromaregularizedregressionandbuildcompent-wise
conﬁdenceintervalsorp-valuesforregularizedestimatesoncecorrected
forbias. TheapproachbyZhangandZhang(2011)provideinaway
ananswertothequestionofconﬁdenceintervalsbasedupontheLasso.
TheydeﬁneaLow-DimensionalProjectionEstimator,folowingtheefﬁ-
cientscorefunctionapproachfromsemi-parametricstatistics.Underclas-
sicalrestrictedeigenvalueassumptionstoguaranteetheconvergenceof
theinitialLassoestimate,aswelasassumptionslinkedtothescaledLasso
(Antoniadis2010,SunandZhang2010;2011)toguaranteeaconsistentes-
timationofthenoisevariance,theyproviderobustconﬁdenceintervals
foreachindividualcomponentofβ.Bühlmann(2012b)developasimi-
laridea,buildingupontheRidgeestimator. Undermildconditionson
thedesign,thisworkderivescomponent-wiseconﬁdenceintervalsbased
uponstochasticupper-boundsforbias-correctedRidgeestimates. How-
ever,itseemsfromtheirsimulatedexperimentsthattheuseofstochastic
upper-boundsresultsinahighlyconservativetype-Ierrorcontrol.
Thesecond workalsoleadstop-valuesfortestsofjointnulity
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HS0 :βSc = 0,foragivensubsetofvariablesS⊆{1,...,p}.Thistestingschemealowstotestwhetherthetruemodellieswithinagivensubspace,
orwhethersomeimportantvariablesaremissing.Thisisthepointofview
adoptedbyVerzelenandVilers(2010).Yetinhigh-dimension,ifitispos-
sibletocomputeasparseenoughmodelunderthenulhypothesis,the
fulalternativemodelisstilintractablebyusualleastsquares.Theideaof
VerzelenandVilers(2010),basedupontheworkofBaraudetal.(2003),
istoapproximatethealternativeHS1 :∃j∈Sc,βj=0byacolection
oftractablealternatives{HS,m1 :∃j∈m⊂Sc,βj=0,m∈ M}work-
ingonmodelsmofreasonablesize.Thenulhypothesisisrejectedifthe
nulhypothesisHS0:β isrejectedagainstatleastoneofthealternatives
HS,m1 atlevelscorrectedformultipletesting.ThisapproachisinawayanalogtoLopesetal.(2011),sinceacolectionofreducedmodelsisused
toapproximateanuntractablehigh-dimensionalstatistic.
IfglobaltestingapproacheslikeinVerzelenandVilers(2010)is
clearlylessinformativethanapproachesprovidingindividualsigniﬁcance
testslikeMeinshausenetal. (2009),ZhangandZhang(2011),Bühlmann
(2012b),globalapproachescanreachbeterperformancesforfewersam-
plesizes. Atypicalandnowpopularexampleofthisphenomenonis
givenbyhigher-criticism,whichisknowntoreachoptimalratesforthe
detectionofrareandweaksignalsforanextremelycompetitivecomput-
ingtime. Higher-criticismwasoriginalyintroducedinorthonormalde-
signs(DonohoandJin2004,HalandJin2008),buthasbeenprovedto
reachoptimaldetectionratesinhigh-dimensionallinearregressionaswel
(Arias-Castroetal.2011,Ingsteretal.2010).Intheend,higher-criticism
iscertainlyhighlycompetitiveintermsofcomputingtime,butrequires
strongassumptionsonthedesign.ThestrategyadoptedinVerzelenand
Vilers(2010)isindeedmuchmoreintensiveintermsofcomputing,but
correspondingtheoreticalresultsremainvalidwithoutanyassumptions
onthedesign.
Lastbutnotleast,weneedmentionaquitepopularsolutionamong
biologistsbecauseofitsﬂexibility,whichistorunpermutationtests.Sam-
pleindicesarepermutedNtimesinordertocreateNﬁctivesamples
(X(1)π,X(2)π)mimickingthenulhypothesisthatthetwosamplescomefrom
thesamedistribution.ThestatisticofinterestT(x1,x2)iscomputedon
eachpermutedsampleinordertosimulateitsdistributionunderthenul.
ItthensufﬁcestocomparetheobservedstatisticT(X(1),X(2))toitsper-
mutedquantileqˆα(T(X(1)π,X(2)π)).Howeverefﬁcientempiricaly,permuta-
tiontestspresenttwomaindrawbacksbeyondtheircomputationalcost.
First,ifthestrategyseemsquitenatural,itisnotastrivialtojustifythem
fromatheoreticalpointofview.Second,performancesrelyonthecrucial
identiﬁcationofarelevantstatisticT(x1,x2),whichisagainnotastrivial
asitmightseem.
4.1.2 SuggestedApproach.
Werecalthatourmainobjectiveistotestforthehomogeneityofsample-
speciﬁccoefﬁcientsβ(1)=β(2)indesignproportionssuchthattheestima-
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tionofhigh-dimensionalparametersisonlyaccessibleviabiasedregular-
izedestimators,whosevariancetermsareevenhardertoestimate.
Toanswerthisquestion,webuildupontheprocedureofVerzelenand
Vilers(2010).Theideaistoprojectthemainstatisticaltestingproblem
ontoacolectionofsubspacesoflowerdimension,andcombinetheresults
oflowdimensionaltestsbymultipletestingcalibrations.Inordertoadapt
thisapproach,weneedtoprecisethreesteps:ﬁrst,theconstructionof
agoodparametricstatistictorunourtestsinlowdimension,second,
theselectionofagoodcolectionoflowdimensionsubspaces,third,the
choiceofanefﬁcientcalibrationprocedure. Hereisashortoverviewof
ouranswerstothesethreepoints.
ChoiceofaGoodParametricStatistic. Notethatthetwo-sampletest
problemcanberephrasedasaonesampletestproblemusingthenotation
Y(1)
Y(2) =
X(1) 0
0 X(2)
β(1)
β(2) +
(1)
(2) . (4.2)
Underthisformulation,itappearsquiteclearlythatasimpleFisherstatis-
tictestingforlinearconstraintsβ(1)=β(2)canbeusedunderclassical
designproportions,thatistosay,providedtheleastsquareestimator
isdeﬁned. Therefore,aﬁrstnaïveoptionistocombinetheprocedure
ofVerzelenandVilers(2010)withclassicalFisherstatistics. However,
morethantestingH0,theFisherstatisticsistestingforβ(1)=β(2)un-
dertheassumptionthatσ(1)= σ(2), andX(1)∼ X(2).Inorderto
testH0abitmoreaccuratelyandbeabletorejectthenulifσ(1)=σ(2)
orX(1)∼X(2),weintroduceanewlikelihood-ratio-typestatisticquan-
tifyingroughly-speakinghowmuchthesample-speciﬁcestimatesarefar
fromadequatelyﬁtingtheoppositesample. Weprovethattheprocedure
achievesoptimalratesinthe minimaxsense,adaptingitselftotheun-
knownsparsityofthediferenceβ(1)−β(2),underminimalassumptions
onthemaximalsparsitytoremaintractable.
SelectionofaPowerfulColectionofModels. Theidealcolectionmod-
elsorsubspacesinwhichtoleadtestsinsmaldimensionmustbeexhaus-
tiveenough,sothatwemissnoneofthemostinformativemodels.Yet,
thecomputingtimebeinglinearinthesizeofthecolection, weneed
tokeepthenumberofmodelsreasonablylow.Inordertoﬁndthebest
tradeofbetweenthosetwocompetingobjectives,weinvestigatetheuse
ofdeterministicaswelasdata-drivencolectionsofmodels.
Multiple-TestingCalibration. Theﬁnetuningofthislaststepiscrucial
tomaintainastrongcontrolontype-IErrorwithoutcompromisingthe
powerofthetest. WeﬁrstfocusonBonferronicalibrationforitssim-
plicityofimplementationaswelastoderiveﬁnetheoreticalcontrolson
type-Ierrorandpower. Yet,asexplainedinmoredetailinSection4.2,
thestrategyusedtocontrolthequantilesofthesuggestedlikelihood-ratio
statisticmakesBonferronicalibrationevenmoreconservativethanusual.
Thereforewealsoinvestigatetheperformancesofacalibrationbypermu-
tation,whichadmitedlytakesalotmorecomputingtime,butachieves
greaterpower.
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QuickLookatTwo-SampleHigherCriticism Giventhedetectionper-
formancesprovedforhigher-criticisminhigh-dimensionallinearregres-
sionforsuchacompetitivecomputingtime,weinvestigatethepossible
adaptationofhigher-criticismtothetwo-sampletestproblem. Yet,the
theoreticalsideoftwo-samplehigher-criticismisstiltobeexplored.
Afterashortclariﬁcationofthenotations,wedevoteSection4.2to
thedescriptionoftheadaptivelikelihood-ratioprocedure,alongwiththe-
oreticalcontrolsoftype-Ierrorandpower. Section4.3deﬁneshigher-
criticismandexploresitspossibleadaptationtotwo-samplestests.Sec-
tion4.4providessimulatedexperimentscomparingtheperformancesof
thesuggestedprocedures.Section4.6providesadditionaldetailsabout
thetechniqueusedinSection4.2tocontrolthequantilesofthelikelihood-
ratiostatistic.
4.1.3 Notation
Wementionheresomenotationtousedthroughoutthechapter. Wecon-
siderann1-sampleoftheﬁrst modelandann2-sampleofthesecond
model.Inthesequel,thesizen1(resp.n2)vectoroftheresponsesY(1)
(resp.Y(2))isdenotedY(1)(resp.Y(2)).Similarly,thedesignofsizen1×p
andn2×paredenotedX(1)andX(2). Moreover,YandXrespectively
standfortheconcatenationofY(1)andY(2)andofX(1)andX(2).
Y(1) = X(1)β(1)+ (1) (4.3)
Y(2) = X(2)β(2)+ (2).
Also,L(1)(resp.L(2))denotesthelog-likelihoodoftheﬁrst(resp.sec-
ond)samplenormalizedbyn1(resp.n2). GivenasubsetS⊂{1,...,p}
ofsizesmalerthann1∧n2,(β(1)S,σ(1)S )standsforthe maximumlikeli-
hoodestimatorof(β(1),σ1)withtheconstraintthatthesupportofβ(1)S is
includedinS.Similarly,wenote(β(2)S,σ(2)S )forthemaximumlikelihood
correspondingtothesecondsample,and(βS,σS)the maximumlikeli-
hoodcorrespondingtotheconstrainedmodel,poolingthetwosamples
intoone.Similarly,β(1)S andβ(2)S denotetherestrictionofβ(1)andβ(2)tomodelS.
Ingeneral,respectingthenotationsalreadyadoptedinpreviouschap-
ters, pnormsaredenoted ·p,exceptfortheEuclideannormwhich
issometimesreferredas.toaleviatenotations.Foranypositivedeﬁ-
nitematrixΣ,.ΣdenotestheEuclideannormassociatedwiththescalar
productinducedbyΣ:foreveryvectorx,xΣ=xΣx.Besides,forevery
setS,|S|denoteitscardinality.Foranyintegerk,Ikstandsfortheidentity
matrixofsizek.ForanysquarematrixA,ϕmax(A)andϕmin(A)denote
respectivelythe maximumand minimumeigenvaluesofA. Whenthe
contextmakesitobvious,wemayomittomentionAtoaleviatenotations
anduseϕmaxandϕmininstead.
Toﬁnishwith,Lreferstoapositivenumericalconstantthatmayvary
fromlinetoline.
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4.2 AdaptiveHomogeneityTests
Theoveraltestingschemeadoptedinthissectionisbaseduponthe
high-dimensionalparametrictestingproceduredescribedinVerzelenand
Vilers(2010),itselfadaptedfromthegeneralschemedesignedbyBa-
raudetal.(2003)inordertoderivestatisticaltestsagainstnon-parametric
alternatives. Thetestingprocedureapproximatestheuntractablehigh-
dimensionaltestofH0:β(1)=β(2)againstH1:β(1)=β(2)byamul-
tipletestingconstruction.Theapproximationreliesonthefundamental
assumptionthatthetruemodelissparseandliesinasubspaceofrea-
sonnabledimension,comparedtothesamplesizesn1andn2.IfSstands
foranysubsetof{1,...,p}thatsatisﬁes2|S|≤n1∧n2,weapproximate
thetestofH0againstH1byacolectionoftests{H0,Sv.s.H1,S}S∈Sinre-
duceddimension:
H0,S: β(1)S =β(2)S , σ(1)=σ(2), andΣ(1)S =Σ(2)S,
H1,S: β(1)S =β(2)S , orσ(1)=σ(2).
Lemma4.1 ThehypothesisH0impliesH0,SforanysubsetS⊂{1,...p}.
Proof.Under H0,therandomvectorsofsizep+1(Y(1),X(1))and
(Y(2),X(2))folowthesamedistribution.Hence,(Y(1)|X(1)S )∼(Y(2)|X(2)S )foranysubsetS.
Bycontraposition,itsufﬁcestorejectatleastoneoftheH0,Shypoth-
esistorejecttheglobalnul. Obviously,itwouldnotbereasonablein
termsofalgorithmcomplexitytotestforeachnulhypothesisofreduced
dimension,sincetherewouldbe2pofthem.Asaresult,wemustrestrain
ourselvestoarelevantreducedcolectionoftests{H0,S,S∈S},wherethe
colectionofsupportSispotentialydata-driven. Ontheonehand,by
addingacalibrationformultipletesting,wecanguaranteeacontrolon
typeIerror.Ontheotherhand,ifthecolectionSisjudiciouslyselected,
thenwecan managenottolosetoo muchpowercomparedtotheful
deterministiccolection.
Thisframeworkcanbedescribedthroughthreemajorsteps:
1.aparametricstatisticforthetestsofreducedhypothesesH0,S;
2.apowerfuldata-drivencolectionofmodelsS;
3.acalibrationprocedureguaranteeingthecontrolontypeIerror.
Thenextthreesectionsdiscussinterestingoptionsforthesethreesteps.
4.2.1 ParametricTestStatistic
NaïveFisherStatistic. Foragiven modelSofreasonablesize|S| ≤
Dmax=(n1∧n2)/2,testingH0,Sagainstthespeciﬁcalternativethat
H1,S:β(1)S =β(2)S , butσ(1)=σ(2) and X(1)S ∼X(2)S ,
onecannaturalyrelyonausualFisherstatistictestingforlinearcon-
straintsβ(1)S =β(2)S =βSonregressioncoefﬁcientsofmodel(4.2).Because
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thetwosamplesareindependent,theresidualsumofsquaresoftheun-
constrainedmodel(4.2)decomposesintothesumsofsquaresofthetwo
sample-speciﬁcmodels.TheFisherstatistic,with(p,n−2p)degreesof
freedomreads:
FiS= Y−XβS
2− Y(1)−X(1)β(1)S 2− Y(2)−X(2)β(2)S 2
Y(1)−X(1)β(1)S 2+ Y(2)−X(2)β(2)S 2
n−2p
p .(4.4)
Likelihood-RatioStatistic. However,ifwekeepinmindourobjective
toderivehomogeneitytestsforGGMs,theassumptionsthatσ(1)=σ(2)
andparticularlythatΣ(1)=Σ(2)canbeoverlyrestrictive,whichleads
ustointroduceanewparametricstatistictakingtheformofatwo-sample
likelihood-ratio,measuringhowfarthesample-speciﬁcestimatesdisagree
withtheoppositesample.Todoso,letusdeﬁnethelikelihoodratioat
(β,σ)withrespecttosamplei=1,2as
D(i)ni(β,σ):=L(i)ni β(i)S,σ(i)S −L(i)ni(β,σ).
Wecannowconsiderthefolowingstatistic:
FS=2D(1)n1(β(2),σ(2))+D(2)n2(β(1),σ(1)). (4.5)
ThestatisticFSamountstocomparingtheestimators(β(1)S,σ(1)S )and
(β(2)S,σ(2)S )throughtheircorrespondinglog-likelihoods.Inordertosim-plifytheanalysis,wedecomposetheteststatisticFSintothesumofthree
termsFS,1+FS,2+FS,3,where
FS,1 = −2+ Y
(1)−X(1)β(1)S 2/n1
Y(2)−X(2)β(2)S 2/n2
+ Y
(2)−X(2)β(2)S 2/n2
Y(1)−X(1)β(1)S 2/n1
FS,2 = X
(2)
S(β(1)S −β(2)S)2/n2
Y(1)−X(1)β(1)S 2/n1
FS,3 = X
(1)
S(β(1)S −β(2)S)2/n1
Y(2)−X(2)β(2)S 2/n2
.
While FS,1evaluatesthediscrepanciesintermsofconditionalvari-
ances,FS,2andFS,3compareβ(1)toβ(2).Proposition4.2characterizesthe
distributionofeachoftheseterms.Tosimplifynotations,letusdenoteby
gthenon-negativefunctiondeﬁnedonR+mappingxto−2+x+1/x.
Proposition4.2(ConditionaldistributionsofFS,1,FS,2andFS,3underH0)
1.LetZdenoteaFisherrandomvariablewith(n1−|S|,n2−|S|)degreesof
freedom.Then,underthenulhypothesis,
FS,1|XS ∼H0 gZ
n2(n1−|S|)
n1(n2−|S|).
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2.LetZ1andZ2betwocenteredandindependentGaussianvectorswith
covarianceX(2)S (X(1)∗S X(1)S)−1+(X(2)∗S X(2)S)−1 X(2)∗S andIn1−|S|.Then,
underthenulhypothesis,
FS,2|XS ∼H0
Z1 2/n2
Z2 2/n1.
AsymmetricresultholdsforFS,3.
Inordertocalibrateamultipletestingprocedurebasedonthesepara-
metricstatistics,weshalcomputethecorrespondingp-values.Although
thedistributionsidentiﬁedinProposition4.2arenotfamiliardistributions
withready-to-usequantiletables,theyalsharetheadvantagethatthey
donotdependonanyunknownquantity,suchasdesignvariancesΣ(1)
andΣ(2),noisevariancesσ(1)andσ(2),oreventruesignalsβ(1)andβ(2).
Inthesequel,wenoteQ1,|S|(u|XS)(resp.Q2,|S|(u|XS)andQ3,|S|(u|XS))for
theconditionalprobabilitythatFS,1(resp.FS,2andFS,3)islargerthanu.
Considersome0<x<1.ByProposition4.2,thequantileQ−11,|S|(x|XS)iseasilycomputedanalyticalyasafunctionofthequantileofaFisherdis-
tribution.SincetheconditionaldistributionofFS,2givenXSonlydepends
on|S|,n1,n2,andXS,onecouldcomputeQ¯2(u|XS)byMonte-Carlosim-
ulations.However,thisapproachiscomputationalyprohibitiveforlarge
colectionssubsetsS.Thisiswhyweshaluseanexplicitupperboundof
Q2,|S|(u|XS)basedonLaplacemethod,asgivenbyProposition4.3.
Proposition4.3(Upper-boundonFS,2andFS,3quantiles) Letusnotea=(a1,...,a|S|)theposi-
tiveeigenvaluesof
n1
n2(n1−|S|)X
(2)
S (X(1)∗S X(1)S)−1+(X(2)∗S X(2)S)−1 X(2)∗S .
Foranyu> a1,take
Q2,|S|(u|XS):=exp−12
|S|∑
i=1
log(1−2λ∗ai)−n1−|S|2 log1+
2λ∗u
n1−|S| ,
whereλ∗isexplicitelydeﬁnedinSection4.6.Then,foranyu> a1,
Q2,|S|(u|XS)≤Q2,|S|(u|XS).
Tosimplifynotations, wealsodeﬁneQ1,|S|asequaltoQ1,|S|. This
abusivenotationmustnotmasktheessentialdiferencebetweenQ1,|S|and
Q2,|S|orQ3,|S|.Indeed,Q1,|S|istheexactquantileofFS,1whileQ2,|S|and
Q3,|S|onlyareupper-boundsonFS,2andFS,3quantiles.Theconsequences
ofthisasymetryintermsofcalibrationofthetestwilbeadressedin
Subsection4.2.3.
4.2.2 ChoicesofTestColections
ManycolectionsScanbethought.TheidealcolectionSmustsatisfythe
besttradeofbetweentheinclusionofthemaximumnumberofrelevant
modelsSandareasonablecomputingtime,whichislinearinthesizeof
thecolection|S|.Inthefolowing,wedistinguishdeterministicanddata-
drivencolections,whichwediferentiatebyaddingahatondata-driven
colectionsS.
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DeterministicColections. Amongdeterministiccolectionsoftests,the
moststraightforwardcolectionsconsistofalsize-ksubsetsof{1,...,p},
whichwedenoteSk. Thiskindoffamilyisinterestinginatleasttwo
ways. First,itneglectsnoneofthevariables: wecannot missanysig-
nal.Second,itprovidescolectionsoftestswhichareindependentfrom
thedata,therebyreducingtheriskofoverﬁting. However,aswealow
themodelsizekortotalnumberofcandidatevariablesptogrow,these
deterministicfamiliescanrapidlyreachunreasasonblesizes.Admitedly,
S1alwaysremainsfeasible,butreducingthesearchtomodelsofsize1
canbecostlyintermsofpower. Asavariationonsizekmodels,anin-
terestingcolectionintermsoftheoreticaldevelopmentsisthecolection
ofal modelsofsizesmalerthank,denotedS≤k= kj=1Sj. Notethatdeterministiccolectionscanalsoincludepriorinformationonthemodel,
particularlyifpartofthemodelisalreadyknown.Themainpointisthat
priorinformationcannothavebeenextractedfromthesamedataset.
Data-drivenColections. Inordertoinvestigatemodelsofvaryingsizes
whilekeepingthesizeofthecolection moderate, wesuggesttode-
rivedata-drivencolectionsoftestsS. Theideaistostartfromade-
terministicfamilySanddeﬁneanalgorithmanalgorithm mapping
(X(1),X(2),Y(1),Y(2))tosomedata-drivencolectionS ⊂Sofrestricted
size.Inpractice, westartfromS≤Dmax, whereDmax = (n1∧n2)/2,
andderivethecolectionSfromtheLassoregularizationpathofa
reparametrizedjointregressionmodel,presentedinEquation(4.6).
Y(1)
Y(2) =
X(1) X(1)
X(2) −X(2)
θ(1)
θ(2) +
(1)
(2) . (4.6)
Inthisreparametrizedmodel,θ(1)capturesthemeanefect(β(1)+β(2))/2,
whileθ(2)capturesthediscrepancybetweenthesample-speciﬁcefectβ(i)
andthemeanefectθ(1),thatistosayθ(2)=(β(1)−β(2))/2. Combin-
ingthisreparametrizationwithvariableselectionbytheLasso,weaim
toselect,ontheonehand,variablespresentingstrongcommonefects
throughθ(1),ontheotherhand,variablespresentingstrongdivergingef-
fectsthroughθ(2). WedenotebyA(1)={a1,...,aDmax}theDmax-upleoftheﬁrstDmaxselectedvariablesbyorderofactivation(asthepenaltyterm
oftheLassoprogramdecreases),andbyA(2)={a1,...,aDmax,2}itsrestric-
tionofthevariablesactivatedwithinθ(2),ifatmostDmax,2 variablesare
selectedwithintheθ(2)part.
Webuildtwofamiliesofmodelsfromthisreparametrizedmodel:ﬁrst,
theincreasingfamilyM θ(2)ofvariablesincludedbytheLassointheθ(2)part,byorderofactivation,secondtheincreasingfamilyM ofvariables
includedbytheLarsalgorithm,independentlyfromitsactivationinthe
θ(2)orθ(1)part.
M θ(2)={
k
j=1
aj;k=1,...,Dmax,2}, M ={
k
j=1
aj;k=1,...,Dmax}.
Thejustiﬁcationoftheﬁrstmodelfamilyisthatwewanttofocusonvari-
ableswhichhavedisagreeingefectsbetweenthetwosamples.However,
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thedivergencebetweenefectsmightonlyappearconditionalyonother
variableswithsimilarefects,thisiswhythesecondfamilyischosento
includebothtypesofvariables.Intheend,weconsiderthecolection
SLasso,consistingofthereunionofbothmodelfamiliesandS1,
SLasso=M∪ M θ(2)∪S1.
Ofcourse,thispartofthetestingstrategyishighlyﬂexible:anyother
relevantmodelselectionstrategycanbeused.
4.2.3 CalibrationoftheTestingProcedure
SupposethatwearenowgivenadeterministiccolectionSofsubsetsand
analgorithmmapping(X(1),X(2),Y(1),Y(2))tosomedata-drivencolection
S⊂Sofrestrictedsize.ThepurposeofthisSectionistocalibrateamul-
tipletestingprocedurebasedontheparametricstatistics(FS,1,FS,2,FS,3),
S∈S,sothatthetype-Ierrorrateremainssmalerthanachosenlevelα.
Forthesakeofsimplicity,weﬁrstassumethat∅ S.
BonferroniCalibration(B). ThenulhypothesisH0isrejectedwhenthe
statistic
TBS:=minS∈S mini∈{1,2,3} Qi,|S|(FS,i|XS)−αS (4.7)
isnegative.Thecolectionofweights{αS,S∈S}satisﬁes
∑
S∈S
3αS≤α. (4.8)
ForthecolectionS≤k,anaturalchoiceis
αS= α3k
|S|
p
−1
, (4.9)
Alternatively,onecangiveaBayesianﬂavortothechoiceoftheweightsαS,
S∈S.Infact,TBScorrespondstoaBonferronimultipletestingprocedure,whichalowstocontrolthesizeofthecorrespondingtest,asexpressedin
Proposition4.4.
Proposition4.4(SizeofTBS) ThestatisticTBSsatisﬁesPH0[TBS<0]≤α.
Proof.Bydeﬁnition,wecontrolthedeviationsofQi,|S|foreachS∈Sand
eachi∈{1,2,3}underH0.
PH0 Qi,|S|(FS,i|XS})≤αS|XS ≤αS
ApplyingaunionboundandintegratingwithrespecttoXalowstocon-
trolthetypeIerror.
PH0[TBS<0]≤ ∑S∈S
3∑
i=1
P Qi,|S|(FS,i|XS})<αS
≤ ∑
S∈S
3∑
i=1
EXS P Qi,|S|(FS,i|XS})<αS
≤ ∑
S∈S
3αS≤α.
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Remark4.2(BonferronicorrectiononSandnotonS) Notethateventhoughwerestrictour-
selvestothecolectionS,theBonferronicorrectionmustbeappliedtotheinitial
deterministiccolectionSincludingS.Indeed,ifwereplacethecondition(4.8)by
thecondition∑S∈S3αS≤α,thenthesizeofthecorrespondingisnotconstrainedanymoretobesmalerthanα.Thisisduetothefactthatweusethesamedata
settoselectS⊂Sandtoperformthemultipletestingprocedure.Asasimple
example,considerS=S[1,p]and
S= argminS∈S
3
i=1
Qi,|S|(FS,i|XS) .
Then,computingTBαisexactlyequivalenttoperformingamultipletestingproce-dureonS.
ThesamedifﬁcultyhasbeentackleddiferentlybyWassermanandRoeder
(2009)andMeinshausenetal. (2009). Togetridofthedependencybetween
modelselectionandhypothesistesting,bothpapersrelyonhalf-sampling:model
selectionandhypothesistestingareledonseparatehalvesofthedataset. How-
ever,giventhesmalnumberofobversationsavailable,half-samplingsufersfrom
anevenmorereducedsamplesizeonbothfronts: modelselectionisrendered
unstable,whiletestingpowervanishes.
IfprocedureTBSiscomputationalyandconceptualysimple,thesizeofthecorrespondingtestcanbemuchlowerthanαbecauseofthreedifﬁ-
culties:
1.Independentlyfromourproblem,Bonferronicorrectionsareknown
tobetooconservative,especialywhenthenumberofparametric
testsislarge.
2.AsemphasizedbyRemark4.2, whiletheBonferronicorrection
needstobebasedonthe wholecolectionS,onlythestatistics
(FS,1,FS,2,FS,3),forS∈Sareconsidered. Providedwecouldaf-
fordthecomputationalcostoftestingal modelswithinS,thisloss
cannotbecompensatedforifweusetheBonferronicorrection.
3.AsunderlinedinSubsection4.2.1,forcomputationalreasons, we
donotconsiderin(4.7)theconditionalp-valueQ2,|S|(FS,2|XS)
andQ3,|S|(FS,3|XS)butonly upperbounds Q2,|S|(FS,2|XS)and
Q3,|S|(FS,3|XS)ofthem. WethereforeoverestimatethetypeIer-
rorduetoFS,2andFS,3.
Weaddressthethreeaforementionnedissuesapplyingapermutationap-
proach.
Calibrationbypermutation(P). Givenapermutation π oftheset
{1,...,n1+n2},onegetsYπandXπbypermutingthecomponentsof
YandtherowsofX.Thisalowstoustogetanewsample(Yπ,(1),Yπ,(2),
Xπ,(1),Xπ,(2)). Usingthisnewsample,onecomputesanewcolection
SπandparametricstatisticsFπS,1,FπS,2,FπS,3,respectively. WenotePtheuniformdistributionoverthepermutationsofsizen1+n2.
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Fori∈{1,2,3},deﬁneCi,Pasthe1−α/3-quantileswithrespecttoP
of
min
S∈Sπ
Qi,|S|FπS,i|XπS p|S| .
Inpractice,weestimatethequantilesCi,PbysamplingalargenumberN
ofpermutations. Given(C1,P,C2,P,C3,P),webuildthestatisticTPα. ThehypothesisH0isrejectedwhenthestatistic
TPS:=minS∈S mini∈={1,2,3} Qi,|S|(FS,i|XS)−Ci,P
p
|S|
−1
(4.10)
isnegative. Proposition4.5provesthattheprocedurebypermutation
alowstocontrolthetype-Ierrorrateatlevelα.
Proposition4.5(SizeofTPS) ThestatisticTPSsatisﬁes
α/3≤PH0 TPS<0≤α.
Proof.Consideri∈{1,2,3}.UnderH0,thedistributionof
min
S∈Sπ
Qi,|S|(FS,i(π)|XπS) p|S| .
isinvariantwithrespecttothepermutationπ.Hence,wederive
PH0 minS∈SQi,|S|(FS,i|XS)
p
|S|≤Ci,P XS =α/3.
ApplyingaunionboundandintegratingwithrespecttoXalowsusto
conclude.
Remark4.3 ThroughthethreeconstantsC1,P,C2,PandC3,P,thispermutationapproachcorrects
simultaneouslyforthethreelossesmentionedearlierduetotheBonferronicor-
rection,therestrictiontoadata-drivenclassSandtheupperboundsofQS,2and
QS,3.
Yet,thelevelofTPSisnotexactlyαbecausewetreatseparatelythestatisticsFS,1,FS,2andFS,3andapplyaBonferronicorrectionatthissecondlevel.Itwould
bepossibletocalibratealthestatisticssimultaneouslyinordertoconstrainthe
sizeofthecorrespondingtesttobeexactlyα.However,thislastapproachwould
favorthestatisticFS,1toomuch,becausewewouldputonthesamelevelthetrue
quantileQS,1andtheupperboundsQ˜S,2andQ˜S,3.
4.2.4 PoweroftheProcedure
Inthissection,weconsidersomenumberδ∈(0,1).Theobjectiveisto
provethatTBSreachespowersexceeding1−δonalargesetofvalues(β(1),σ(1),β(2),σ(2))inthealternative. Becauseofthedifﬁcultiesintro-
ducedbypermutations,wearestil workingontheproofsconcerningTPSandultimatelyTPS.Fornow,werelyonsimulatedexperimentstoilustratethatTPSandTPSactualyachievegreatpowervalues.Astheanalysisismorestraightforward,westartbyconsideringthe
powerofTBSwithadeterministiccolectionS.
100 Chapter4. High-dimensionalHomogeneityTests
PowerofTBSforaDeterministicColection Intuitively,TBSshouldre-
jectH0withlargeprobabilitywhen(β(1),σ1)isfarfrom(β(2),σ2)insome
sense.Aclassicalwayofmeasuringthedivergencebetweentwodistribu-
tionsistheKulback-Leiblerdiscrepancy.Inthesequel,wenote
K PY(1)|X;PY(2)|X . (4.11)
theKulbackdiscrepancybetweentheconditionaldistributionofY(1)
givenX(1)=XandconditionaldistributionofY(2)givenX(2)=X.Then,
K1denotestheexpectationofthisKulbackdivergence(4.11)withrespect
toX∼X(1).ExchangingtherolesofX(1)andX(2),wealsodeﬁneK2:
K1:=EX(1) K PY(1)|X;PY(2)|X , K2:=EX(2) K PY(2)|X;PY(1)|X .
ThesumK1+K2formsasemidistance withrespectto(β(1),σ1)and
(β(2),σ2)asprovedbythefolowingdecomposition
2(K1+K2)= σ
(1)
σ(2)
2
+ σ(2)σ(1)
2
−2+ β
(2)−β(1)2Σ(2)
(σ(1))2 +
β(2)−β(1)2Σ(1)
(σ(2))2 .
Wethereforeadoptthissemidistanceasameasureofproximitybetween
(β(1),σ1)and(β(2),σ2).
InthecasewhereX(1)andX(2)donotfolowthesamedistribution,
inotherwordsΣ(1)=Σ(2),wealsoneedtoquantifythedistancebetween
theirdistributions,equivalently measuredbythedistancebetweenthe
covariancematrices.GivenamodelS∈S,weusethefolowingmeasure
ofproximitybetweenΣ(1)S andΣ(2)S:
ϕS:=ϕmax Σ(2)S(Σ(1)S)−1 Σ(2)S + Σ(1)S(Σ(2)S)−1 Σ(1)S .
First,wecontrolthepowerofTBSforacolectionS=S≤kwithk≤(n1∧n2)/2andtheweights(4.9). WewriteS∪(1,2)fortheunionofthesup-
portsofβ(1)andβ(2).Furthermore,wedeﬁneS∆(1,2):={i,β(1)i = β(2)i}
asthesetofindicessuchthatthecomponentsofβ(1)andβ(2)arediferent.
Thefolowingproposition,whichgivestwodiferentconditionsun-
derwhichtestingprocedureTBSachievesgreaterpowerthan1−δ,isaconsequenceofamoregeneralresultstatedasTheorem4.7.Part(a)of
Proposition4.6providesageneralcondition,validwhenX(1)andX(2)do
notnecessarilyfolowthesamedistribution.Part(b)providesaweaker
condition,butwhichremainsvalidinthespecialcasewhereX(1)and
X(2)folowthesamedistributiononly.Remark4.4givesinsightsintothe
optimalityofthoseconditions.
Proposition4.6(PowerofTBSforS=S≤k) ThereexistspositivenumbersL1andL2(α,δ)suchthatthefolowingholds.Assumethatlog(1/(αδ))≤L1(n1∧n2)anddeﬁnek∗
asthelargestintegersatisfying
k∗log(p)≤L1(n1∧n2). (4.12)
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(a)ThehypothesisH0isrejectedbyTBSwithprobabilitylargerthan1−δfor
any(β(1),β(2))satisfying|S∪(1,2)|≤k∧k∗and
K1+K2≥L2(α,δ)ϕS∪(1,2)|S
∪(1,2)|∨1
n1∧n2 log(p), (4.13)
(b)IfΣ(1)=Σ(2)=Σ,thehypothesisH0isrejectedbyTBSwithprobability
largerthan1−δforany(β(1),β(2))satisfying|S∆(1,2)|≤k∧k∗and
β(1)−β(2)2Σ
∧2i=1Var Y(i)|X(i)S∆(1,2)
≥L2(α,δ)|S
∆(1,2)|∨1
n1∧n2 log(p), (4.14)
Remark4.4
•Assumethatthetruevectorsaresparse,thatis|S∪(1,2)| pandthat
ϕS(1,2)isbounded.Then,condition(4.13)telsusthatTBSispowerfulaslongas
K1+K2 |S
∪(1,2)|
n1∧n2log(p).
Theratedependsonthesparsityindexoftheunionofthesupports.
•IfΣ(1)=Σ(2),thenTBSispowerfulaslongas
β(1)−β(2)2Σ(1)
∧2i=1Var Y(i)|X(i)S∆(1,2)
|S∆(1,2)|
n1∧n2log(p). (4.15)
Here,therateonlydependson|S∆(1,2)|,whichcorrespondstothesparsity
ofthediferenceβ(1)−β(2).Thecardinality|S∆(1,2)|canbemuchsmaler
than|S∪(1,2)|,whenβ(1)andβ(2)sharemanycommoncoefﬁcients.Inthe
speciﬁccasewhereβ(2)=0,σ1=σ2andn2=∞(one-sampletesting
problem),(4.15)hasbeenproved(VerzelenandVilers2010)tobeoptimal
intheminimaxsense.InthissenseTBSisadaptivetotheunknownsparsity
ofthediferenceβ(1)−β(2).
•Condition(4.12)roughlytelsusthatthemaximalsparsityk∗shouldsatisfy
aconditionofthetypeklog(p) (n1∧n2). Thisconditionhasbeen
shownVerzelen(2012)tobeminimaltoobtainratesoftestingoftheform
(4.13)inthespeciﬁccasewhereβ(2)=0,σ1=σ2andn2=∞.
Letusturntoa moregeneralcontrolofthepowerofTBS forarbi-trarycolectionsS.Todoso,weneedtoconsidertheKulbackdiscrep-
ancybetweentheconditionaldistributionofY(1)givenX(1)S =XSand
theconditionaldistributionofY(2)givenX(2)S = XS, whichwedenote
K PY(1)|XS;PY(2)|XS .Forshort,werespectivelynoteK1(S)andK2(S)
K1(S) := EX(1)S K PY(1)|XS;PY(2)|XS ,
K2(S) := EX(2)S K PY(2)|XS;PY(1)|XS .
Intuitively,K1(S)+K2(S)correspondstosomedistancebetweenthere-
gressionofY(1)givenX(1)S andofY(2)givenX(2)S .
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Theorem4.7(PowerofTBSforanydeterministicS) ThereexistpositiveconstantsL1andL2(α,δ)suchthatthefolowingholds.ConsiderthesubcolectionS ⊂Sconsistingof
subsetsSthatsatisfy
log[16/(δαS)]≤ L1(n1∧n2). (4.16)
ThehypothesisH0isrejectedbyTBSwithprobabilitylargerthan1−δforany(β(1),β(2),σ1,σ2,Σ(1),Σ(2))belongingtotheset
FS(δ):= (β(1),β(2),σ1,σ2,Σ(1),Σ(2)),∃S∈S :K1(S)+K2(S)≥∆(S),
where
∆(S):=L3(α,δ)ϕS 1n1+
1
n2 [|S|+log(1/αS)]. (4.17)
Remark4.5 ThetestTBSispowerfulaslongasforsomeS∗∈S,K1(S∗)+K2(S∗)islargerthan∆(S∗).Theterm∆(S)playstheroleofavariancetermandincreaseswith
thecardinality|S|.Furthermore,thesemi-distanceK1(S)+K2(S)hasalsoa
tendencytoincreasewith|S|.Thus,TBSrejectsH0withlargeprobabilityifthetradeofbetween−[K1(S)+K2(S)]and∆(S)isnegative.Ourmultipletesting
approachalowsustorejectwithoutknowninginadvanceforwhichmodelS∗
thetradeofisachieved. Nevertheless,wehavetopayapriceforthisfeature
ofadaptation:∆(S)inEquation(4.17)becomeslogarithmicalylargerwiththe
sizeofSthroughthetermlog(1/αS).Thisphenomenonalsooccursinadaptive
testingintheGaussianlinearmodelBaraudetal.(2003).
PowerofTBSLassowiththeLassoColectionSLasso.ThetestTBSwiththecolectionS=S≤(n1∧n2)/2iscomputationalyexpensivesinceitssizeis
nonpolynomialwithrespecttop.ThecolectionSLassohasbeenintro-
ducedasawaytoﬁxthisissue,asitssizeislinearinn1∧n2.Theorem
4.8statesthatthepowerofTBSLassoisalsooptimalunderfurtherassump-
tionsonthecovariancematricesΣ(1)andΣ(2).Inthestatementbelow,
ψΣ(1),Σ(2)referstoapositivequantitythatonlydependsonthelargestand
thesmalesteigenvaluesofΣ(1)andΣ(2). TheexpressionofψΣ(1),Σ(2)ismadeexplicitintheproof.
Theorem4.8 ThereexistpositiveconstantsL1,L2andL3(α,δ)suchthatthefolowingholds.
Assumethat
log[24/(αδ)]≤L1(n1∧n2).
ThehypothesisH0isrejectedbyTBSLassowithprobabilitylargerthan1−δforany(β(1),β(2))satisfying
|S∪(1,2)|≤L2ψΣ(1),Σ(2)n1∧n2log(p), (4.18)
and
K1+K2≥L3(α,δ)ψΣ(1),Σ(2)|S
∪(1,2)|∨1
n1∧n2 log(p). (4.19)
Remark4.6
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•Theratesoftesting(4.19)andsparsitycondition(4.18)areanalogousto
whathasbeenobtainedinProposition4.6foradeterministiccolection.
•Dependenciesof(4.18)and(4.19)onΣ(1)andΣ(2)areunavoidablebecause
thecolectionSLassoisbasedontheLassoestimatorswhichrequiredesign
assumptionstoworkwel(CandesandPlan2007).Nevertheless,onecan
improve(4.18)and(4.19)byusingrestrictedeigenvaluesinsteadoflargest
eigenvalues(SeeSectionA.2.4forasharperstatement).
4.3 Higher-CriticismDetectionofHeterogeneity
Consideringthe growingcasesof high-dimensionalsamples,itis
worthconsideringcomputationalyefﬁcienttestingmethodslikeHigher-
Criticism(HC).Besides,Higher-Criticismisprovedoptimalintermsof
signaldetectioninone-samplelinearregressionbytwoindependentand
simultaneousworks,Ingsteretal.(2010)andArias-Castroetal.(2011),
whenthesignalissosparseandweakinintensity,thatusualANOVA
methodsormultipletestingfailtodetectit. Yet,itisoftenobservedin
genetics,beitwithSingleNucleotidePolymorphism(SNP)ortranscrip-
tomicdata,thatamongthethousand,ifnotmilions,ofcandidategenes,
onlyafewofthemsharetinyefectsontheoutcome. Higher-criticism
isbasedontheideathatfacingsuchstringentdesignproportionsand
rareandweaksignals,undersomeassumptionsonthedesign,onemight
notbeabletoidentifytheexactpositionofnonnulsignalcomponents,
butmightstilbeabletodetectthepresenceofanonnulsignalthrough
thedetectionofdistorsionsinthedistributionofp-values.Theobjective
isthereforetotestfortheglobalnul hypothesisthatH0:β = 0in
theone-samplelinearregressionscenario,withoutnecessarilybeingable
toidentify whicharetheexactcomponentsbeingresponsibleforthe
rejectionofthenul.
Inthesequel,werecaltheprincipleofhigher-criticisminone-sample
high-dimensionallinearregressionbeforesuggestinganadaptationtoour
two-sampletestingproblem.
4.3.1 One-SampleHigh-CriticismundertheRareandWeakModel
Beforesuggestinganadaptationofhigher-criticismtothedetectionofdif-
ferencesbetweensamples,letusrecaltheprincipleofhigher-criticismin
thecontextofone-samplelinearregression. Wearegivenasize-nresponse
vectorYandann×pdesignmatrixX,linkedthroughthefolowinglin-
earregressionmodel:thereexistsasignalβandaGaussiannoisevector
withunknowncovarianceσ2suchthat
Y=Xβ+ε.
TheRareand Weak Model. Therareandweakmodelfeaturestwopa-
rametersηandr,whichrespectivelydeterminethesparsityandstrength
ofthesignal.Thenumberofnonzerocomponentsofβ ismodeledby
s=p1−η,η∈]0,1[,whilealnonzerocomponentssharethesamevalue
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µ= 2rlogp,r∈]0,1[. Thisparametrizationmapstwoquantitiesde-
pendingonptothesquare]0,1[×]0,1[.
Thereasoningbehindtheparametrizationofnonzerocomponents
appearsclearlyifwemakethesimplifyingassumptionthatthedesignre-
ducestotheidentitymatrixX=I.Inthatcontext,keepingµsmalerthan
2logpensuresthatinexpectation,µremainssmalerthanthelargest
yiunderH0:β =0. Onthecontrary,ifonewouldalowµtoexceed
2logp,therewouldbesuchadistorsionofextremevaluesunderH1
thatthetestingproblemwouldgettrivialasymptoticaly.
Toprovidesomeinsightintothesparsityparametrization,itisuseful
torecalsomeoptimalityresultsintermsofdetectionboundaryderived
repeatedly,ﬁrstonthedetectionofGaussianmixtures(DonohoandJin
(2004),Caietal.(2007),DonohoandJin(2009),Hauptetal.(2008;2010)
andmorerecentlyextendedtolinearregressionunderdiferentalterna-
tivesandassumptionsonthedesignmatrixX(Ingsteretal.2010,Arias-
Castroetal.2011). Thequestionofthedetectionboundaryconsistsin
identifyingthesmalestsignalintensity(measuredinsomespeciﬁcsense)
suchthatitremainspossibletodetectit.Itisanasymptoticversionofsep-
arationdistancesstudiedinthepoweranalysisofSection4.2.4.Atesting
strategyisoptimalifitissuccessfulindetectingsignalslyingatthebound-
ary. Forinstance,testingthejointnulityofcoefﬁcientswithANOVA
isonlyoptimalundermildlevelsofsparsity,η∈]0,1/2[,thatistosay,
s∈]√p,p[.Ontheothersideofthespectrum,multipletestingcombined
withaBonferronicorrectionisonlyoptimalunderverystrongsparsity,
η∈]3/4,1[,ors∈]1,p1/4[.Onlyhigher-criticismreachesoptimalityinbe-
tween,forstrong,butalsoverystronglevelsofsparsity,withη∈]1/2,1],
s∈]1,√p[. Undertheadditionalassumptionthatp1−ηlogp= o(√n),
theoptimaldetectionratecanbeexpressedpreciselyforstronglevelsof
sparsity,coincidinginbothGaussianmixtureandlinearregressionframe-
works:
ρ(η)= η−
1
2 if12<η≤34,
(1− 1−η)2 if34<η≤1
.
Figure4.1representsthisphenomenonasaphasediagram,addingfor
comparisontheestimationboundaryasgiveninDonohoandJin(2004).
HCstatistic. FolowingIngsteretal.(2010),thehigher-criticism(HC)
statisticforlinearregressionisbasedupontheunivariatep-values
qj=P N(0,1)≥|y,xj|y , j=1,...,p
TheHCstatisticisdeﬁnedbyasthesupremumofthescaledandcentered
empiricalprocessofthep-values
HC = sup
0≤α≤αmax
√p
1
p∑pj=11qj≤α −α
α(1−α) .
Foragivenα,thisstatisticcanbeunderstoodasasecond-levelsigniﬁcance
test,answeringthequestion:aretheremanymoresigniﬁcantunivariate
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Figure4.1– Phasediagramrepresentingthedetectionandestimationboundaries
(DonohoandJin2004).
hypothesesatlevelαthan merelybychanceundertheglobalnul hy-
pothesis?HC takesthesupremumofthisquantityoverarangeoflevels
α∈[0,αmax].
Denotingbyq(j)theorderedp-values,theHCstatisticcanbeequiva-
lentlyfoundunderthefolowingform,whichisdirectlycomputablefrom
theorderedsequenceofp-values:
HC = sup
j=1,..,p|q(j)≤αmax
√p j/p−q(j)
q(j)(1−q(j))
.
Calibration. Asymptotictheoryofempiricalprocessesgivesthatunder
theglobalnulhypothesis
HC
2loglogp
P−→1, whenp→ ∞.
Thisconvergenceinprobabilityleadsmostpapers(DonohoandJin2004,
Ingsteretal.2010,HalandJin 2010,Arias-Castroetal.2011)toad-
vocatethefolowingdecisionrule:rejectH0assoonasHC exceeds
(1+ap) 2loglogp,withaptendingto0. Yetthisruledoesnotalow
ustocalibratethetestforagivenp.
Inthefolowingsubsection,wesuggestanadaptationofHCtothe
detectionofheterogeneityinthetwo-samplelinearregressionframework
andderiveacalibrationbasedonMonte-Carlosimulations.
4.3.2 Two-sampleHigher-criticism
Two-sampleHCstatistic. SincetheprincipleofHCistoreplaceahigh-
dimensional multivariatestatistic withthesecond-levelanalysisofthe
distributionofp-valuestestingforunivariatehypotheses,anyunivariate
statistictestingforβ(1)j =β(2)j hasapotentialinteresttoadaptHCtothe
two-sampletest.Inthesequel,wedeﬁnethetwo-sampleHCstatisticupon
theFisherstatisticstestingfortheequalityofcoefﬁcientsineachmodelof
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size1. DenotingbyRSSjtheresidualsumofsquaresofthepooledre-
gressionoftheconcatenationofY(1)andY(2)onXj,theconcatenationof
X(1)j andX(2)j,andrespectivelybyRSS(1)j andRSS(2)j theresidualsumsof
squaresinsample-speciﬁcregressions,thenewstatisticisgivenby
zFj:=
RSSj−RSS(1)j −RSS(2)j
RSS(1)j +RSS(2)j
n−2
1 .
SincezFjfolowsaFisherdistributionwithparameters(1,n−2)underthe
nulhypothesis,wecanconsiderthep-valueqFjassociatedwiththeFisher
distributionanddeﬁnethecorrespondingHCstatistic:
HCF:= sup
j=1,..,p|qF(j)≤αmax
√p j/p−q
F(j)
qF(j)(1−qF(j))
.
CorrectingforCommonEffects. ThemaindisadvantageoftheHCap-
proachinthedetectionofheterogeneouscomponentsinthetwo-sample
frameworkisthatheterogeneousefetsmightappearonlyconditionalyto
somecommonefectwithrespecttootherfeatures.Also,iflargecommon
coefﬁcientsarenotcorrectedfor,thentheirefectpassesthroughthenoise
vectorsε(1)andε(2).Asaresult,largerestimatedconditionalvariancesσ1
andσ2wil makeitmoredifﬁculttodetectsmalheterogeneousefectas
signiﬁcant.Atemptsatacorrectionforcommonefectswilbepresented
inSection4.4.
Calibration. Al HCstatisticsonlyrelyonasequenceofpp-values.If
onecanassumethatthoseareindependentfromeachother,thenthese-
quenceofp-valuesisarealizationofpi.i.d.uniformdistributions.There-
fore,foragivennumberofvariablesp,onecanestimatequiteefﬁciently
theright-hand-sidequantileoflevelαofanyHCstatisticunderH0. We
suggesttousethisquantiletocalibratethetestsbasedonHCstatistics.
Inpractice,numericalexperimentsasthosepresentedinSection4.4show
thatthiscalibrationworkswel.
4.4 NumericalExperiments
4.4.1 SyntheticLinearRegressionData
SimulationFramework. Inordertocalibratethedifﬁcultyofthetesting
task,wesimulateourdataaccordingtotheparametrizationoftheRare
andWeakframeworkpresentedinSection4.3. Wechoosealargebutstil
reasonablenumberofvariablesp=200,butrestrictourselvestocases
wherethenumberofobservationsremainsmalerthan p. Withequal
samplesizes,weletn1=n2=ntakethevaluesn=25,50,100,andfor
eachsimulatedsample,wegeneratetwosub-samples:
Y(1) = X(1)β(1)+ε(1),
Y(2) = X(2)β(2)+ε(2).
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Seting η common η2 β(2)speciﬁc Signals
H00 - 0 - β(2)
β(1)
0
H0 5/8 7 - β(2)
β(1)
0
1 - 0 5/ β(2)
β(1)
8 7
2 5/8 7 5/ β(2)
β(1)
8 7
3 7/8 1 5/ β(2)
β(1)
8 7
4 5/8 7 7/ β(2)
β(1)
8 1
Table4.1–Summaryofthesixdiferentsimulationscenariosunderstudy.
Inthischapter,wepresentpreliminaryresultswhereX(1)andX(2)are
alwaysgeneratedunderthesimplescenariowhereobservationfolowsa
standardmultivariateGaussiandistribution,X(j)i ∼N(0,Ip),andnoise
componentsε(1)i andε(2)i admitthesamevariancesσ(1)=σ(2)=1. Weex-pecttogathersoonsomenewsimulationresultsunderwiderassumptions
onthedesignmatricesX(1)andX(2).
WestudysixdiferentscenariossummarizedinTable 4.1. Theﬁrst
twocheckfortypeIerrorcontrol. Thelastfouralowustocompare
theperformancesofthevariousstatisticsunderdiferentsparsitylevels
andproportionsofsharedcoefﬁcients. Thesealternativescenariosare
parametrizedbythenumberofnonzerocommoncoefﬁcientsp1−η,the
numberofnonzerocoefﬁcientsp1−η2activatedinβ(2)only,andthemag-
nitudeµ= 2rlogpofalnonzerocoefﬁcients. Wechoosethesupport
ofβ(1)tobeincludedinβ(2),sothateithercoefﬁcientsarecommonto
bothcoefﬁcients,ortheyareactivatedinβ(2)only.TheParametersηand
η2arechosentogeneratestrongandverystronglevelsofsparsity.The
lastcolumnofTable4.1ilustratesthesignalsparsitypaternsofβ(1)and
β(2)associatedwitheachscenario.Thetwopaternsofscenario4areso
closethattheilustrationmightbemisleading:thetwopaternsnotequal
butactualydiferbyonlyonecovariate.Inalscenarios,themagnitude
rangesfromr=0tor=0.5.
Werepeattheexperiment 1000times,exceptforthecasen=100,for
whichweonlygathered500simulations.
WestartbyconsideringthethreestatisticsexposedinSections4.2and
4.3,namelythelikelihoodratiostatisticFS,theFisherstatisticFiSandthe
HCstatisticHCF.Theﬁrsttwostatisticsarecombinedwithadeterminis-
ticanddata-drivenmodelcolection,respectivelyS1andSLasso,aswelas
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withaBonferroni(B)orPermutation(P)calibration. Notethatinprac-
tice,weconsidertheLarsapproximationoftheLassoregularizationpath
(Efronetal.2004),inordertoclassifyvariablesaccordingtotheorderin
whichtheyentertheactivatedsetofvariablesandconstructSLasso.Figure
4.2
FS-S1-(B)
FS-S1-(P)
FS-SLasso-(B)
FS-SLasso-(P)
FiS-S1-(B)
FiS-S1-(P)
FiS-SLasso-(B)
FiS-SLasso-(P)
HCF
summarizesthelegendusedinthefolowinggraphicalrepresentations
forthoseseventestingstrategies.
Figure4.2–Colors,symbolsandlinetypesusedforrepresentingthesevenstrategiesin
Figures4.3,4.4,4.5,4.6
ValidationofTypeIErrorControl
ControlUnderH00.Table4.2presentslevelchecksunderarestricted
nulhypothesisH00,suchthatβ(1)=β(2)=0,alongwith95%Gaussian
conﬁdenceintervals.Notethatconﬁdenceintervalsforn=100arebased
upon500simulationsonly,andthereforelargerthanotherconﬁdencein-
tervals.
Asexpected,theBonferronicalibrationcombinedwiththemajoration
ofquantilesordata-driven modelcolectionsis,byfar, muchtoocon-
servative. EvenwiththeFisherstatistic,forwhichweknowtheexact
quantile,itisunthinkabletouseBonferronicalibrationassoonasadopt
data-drivenmodelcolectionsinsteadofdeterministicones.Lastbutnot
least,theMonte-Carlocalibrationworksquitewelforthetwo-sampleHC
statistic.
ControlUnderH0Only. Figure4.3presentslevelchecksunderH0but
withnonnul β(1)=β(2)=0. Conclusionsareperfectlysimilartothe
caseH00:al methodsbehavewel,excepttheBonferronicalibrationfor
FS(usingbothmodelcolections)andforFiSassoonasweusethedata-
drivenmodelcolectionSLassoinsteadofthedeterministiccolectionS1.
PowerAnalysis. Forclaritypurposes,wesplittheresultsintofourdif-
ferentﬁgures. Figure4.4representspowerperformancesforthelikeli-
hoodratiostatistic,Figure4.5focusesontheFisherstatisticwhileFigure
4.6comparestheprevioustwotoHC.Naturalysetings1and3areeasier
thansetings2and4,sincetherearefewercommoncoefﬁcients.
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(a)FSstatistic
Modelcolection S1 SLasso
Calibration (B) (P) (B) (P)
n=25 0.1±0.2 6±1.5 0.1±0.2 6±1.5
n=50 0.1±0.2 4.1±1.2 0.1±0.2 4.1±1.2
n=100∗ 0±0 6.5±2.2 0±0 6.5±2.2
(b)FiSstatistic
Modelcolection S1 SLasso
Calibration (B) (P) (B) (P)
n=25 5.1±1.4 5.3±1.4 0.8±0.6 5±1.4
n=50 5±1.4 5.6±1.4 0.3±0.3 4.8±1.3
n=100∗ 5.1±1.9 4.8±1.9 0±0 3.9±1.7
(c)HCstatistic
Statistic HCF
n=25 5.2±1.4
n=50 5.5±1.4
n=100∗ 5.5±2
Table4.2–Estimatedtestlevelsinpercentagealongwith95%Gaussianconﬁdence
interval(inpercentage)underH00forthesevendiferentstrategies,basedupon1000
simulations.∗:simulationsforn=100arebasedononly500simulatedsamples.
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Figure4.3–EstimatedtestlevelsinpercentageunderH0forthesevendiferentstrategies
forvaryingmagnitudesofcommonnonnulcoefﬁcients,basedupon1000simulations.
FocusingoneithertheusualFisherstatisticFiSinFigure4.5orthe
likelihoodratiostatisticFSinFigure4.4,theBonferronicalibrationisal-
wayslesspowerfulthanthecalibrationbypermutation,butresultsarenot
asbadaswewouldexpectfromthelevelvaluesobtainedinTable4.2and
Figure4.3insetings1and3forFS.
Theinﬂuenceofdata-drivenmodelcolectionsisstrongeronFisher
statistics,butisalwaysaleviatedinsetings1and3wherethereisnever
morethanonecommoncoefﬁcients.Indeed,underthesesetingsany
modelofsize1containingoneofthevariablesactivatedinonlyβ(2)can
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sufﬁcetorejectthenul,whichiswhycolectionS1performsactualyvery
wel.However,inmorecomplexsetings2and4,wherelargermodelsare
requiredtocorrectforcommonefects,modelcolectionSLassoperformsa
lotbeterthanthecolectionS1.
Figure4.6comparesthepreviousmultivariatestatisticstoHC.Both
thelikelihoodratioandFisherstatisticsarerepresentedwithcalibration
bypermutationanddata-drivenmodelcolection,whichperformedbest
ingeneral.Roughlyspeaking,thelikelihoodratiostatisticseemstoout-
performtheusualFisherstatisticinsetings1and3,especialywhenthe
numberofobservationsisverysmal(n=25).Yetassoonasthenumber
ofcommoncoefﬁcientsincreases,insetings2and4,theFisherstatis-
ticseemstocorrectbeterforcommonefects.TheHCstatistic,though
realyinterestingintermsofcomputingtime(comparedtothe1000per-
mutationsrequiredforthecalibrationofFSandFiS),wouldnotretainour
atentionbyitsperformancesonthisFigure. However,asmentionedin
Section4.3,contrarytootherstatistics,HCdoesnottakeintoaccountthe
correctionforcommonefects.Therefore,wewouldliketotryandcorrect
fortheseinatwo-stepapproach,describedandevaluatednumericalyin
thenextparagraph.
Two-StepStrategyCorrectingforStrongCommonEffects. Tocorrect
forstrongconfoundingcommonefects,wesuggesttoruntheHCtestin
two-stepapproach:ﬁrst,correctforpossiblecommonefectsbyﬁtinga
jointmodelofreduceddimention,second,applytheHCstrategyonthe
residuals.ThebestjointsubsetofcovariatesSischosenwiththepackage
LINselectbasedupontheproceduredevelopedbyBaraudetal.(2010),
inordertoselectthemodelwithminimumEuclideanriskalongtheLasso
regularizationpath. Wethenﬁtthejointordinaryleastsquareestimator
βS,andcomputeHCFontheresidualsYi=Y(i)−X(i)SβS,fori=1,2.SinceatleastFSseemstosuferfromtheexistenceofcommonefectsinsetings
2and4,forcomprehensivenesswealsotrythisstrategyonFSandFiS.
ThelegendassociatedwiththefolowingﬁguresappearsinFigure4.7.
Aswehavenotheoreticaldevelopmentsyettoguaranteethecontrolof
typeIerrorforthistwo-stepapproach,werelyonTable4.3andFigure4.8
toguaranteethattherequired5%levelissatisﬁed.Thetwo-stepstrategy
appearstobedeleterioustotheFisherstatistic,whichbecomesmuchtoo
conservativeassoonasthemagnitudeofcommonefectsincreases.
Figure4.9comparetheteststatisticsrepresentedinFigure4.6totheir
two-stepcounterpart. Fortunately,thetwo-stepapproachdoesnotim-
pairtheresultswhennocommonefectsshouldbedetectedinsetings
1,butimprovesalreadyalitletheresultsofHCinsetings3. Asseen
fromlevelchecks,thetwo-stepsapproachdamagestheperformancesof
theFisherstatisticswhencommonefectsaretobedetectedasinsetings
2and4.Onthecontrary,boththelikelihoodratiostatisticandHCstatistic
getimprovedbythetwo-stepapproach.Insetings2,thelikelihoodratio
statisticsoutperformstheusualFisherstatisticwhenn=25andperforms
asgoodwhenn=50or100.Finaly,boththelikelihoodratioandHC
statistics,whichhadalotoftroublesdealingwithsetings4,nowper-
formfarbeter,reachingrealyoutstandingpowersforn=50andeven
outperformingtheFisherstatistics.
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Figure 4.4 – Power for likelihood ratio statistics, comparing the inﬂuence of the choices
of model collection and calibration on power under different settings.
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Figure 4.5 – Power for Fisher statistics, comparing the inﬂuence of the choices of model
collection and calibration on power under different settings.
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Figure 4.6 – Power comparisons for likelihood ratio, Fisher and HC statistics.
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(a)FSstatistic
Modelcolection S1 SLasso
Calibration (P2) (P2)
n=25 6.3±1.5 6.4±1.5
n=50 4.3±1.3 4.1±1.2
n=100∗ 6.7±2.2 6.5±2.2
(b)FiSstatistic
Modelcolection S1 SLasso
Calibration (P2) (P2)
n=25 5.3±1.4 4.8±1.3
n=50 5.4±1.4 4.5±1.3
n=100∗ 5.1±1.9 4.2±1.8
(c)HCstatistic
Statistic HCF2
n=25 5.2±1.4
n=50 5.5±1.4
n=100∗ 5.5±2
Table4.3–LevelchecksunderH00fortwo-stepstrategiesinpercentages,alongwith
95%Gaussianconﬁdenceintervals(inpercentages). ∗:simulationsforn=100donefor
only500
FS-S1-(B)
FS-S1-(P)
FS-SLasso-(B)
FS-SLasso-(P)
FS-SLasso-(P2)
FiS-S1-(B)
FiS-S1-(P)
FiS-SLasso-(B)
FiS-SLasso-(P)
FiS-SLasso-(P2)
HCF
HCF2
simulatedsamples.
Figure4.7–Colors,symbolsandlinetypesusedforrepresentingthesevenstrategiesin
Figures4.8and4.9.
4.4.2 RealTranscriptomicData
TheproceduresdevelopedinSections4.2and4.3canbeadaptedtothe
caseGaussiangraphicalmodelsasinVerzelenandVilers(2009).Theidea
istorunforeachgeneinthenetworkaneighborhoodtestconductedat
levelα/pinordertocorrectformultipletesting.
Atﬁrstsight,wewouldliketotestfortheequalityofneighborhoods,
inotherwordstestingfortheequalityofthesupportsofβ(1)andβ(2).
However,intermsofbiologicalinterpretation,thetestforβ(1)=β(2)also
bringsarelevantanswertoquestionofwhethertheregulatoryrelation-
shipsarealteredinsample2comparedtosample1. Assuch,wecan
detectactivationsreplacedbyinhibitions,ordiferencesinthestrengthof
theactivationorinhibition.
WeapplytheproceduresonthecancerdatasetpresentedinChapter3.
WerunalpermutedtestsaswelastheHC-testintwostepsatlevelα/62,
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Figure4.8–EstimatedtestlevelsinpercentagesunderH0fortwo-stepstrategiesfor
varyingmagnitudesofcommonnonnulcoefﬁcients,basedupon1000simulations.
withα=5%. Neighborhoodsrejectedatthatlevelforatleastoneofthe
statisticsarereportedonTable4.4.
HCF2
FS FiS
S1 SLasso S1 SLasso
(P) (P) (P2) (P) (P) (P2)
PSMB8 0 0 0 0 1 0 0
TAP1 0 0 0 0 1 0 0
CXCL10 0 1 1 0 1 1 1
CXCL9 0 0 0 0 1 0 0
HLA-DOB 0 0 0 0 1 0 0
CYBB 0 0 0 0 1 0 0
NCF2 0 0 0 0 1 0 0
CXCL11 0 1 1 0 1 0 0
CD247 0 0 0 0 1 0 0
CD2 0 0 0 0 1 0 0
CD38 0 0 0 0 1 0 0
RYR2 1 0 0 0 0 0 0
RYR3 0 0 0 0 1 0 0
Table4.4–Summaryofrejectedneighbordhoodtestsatlevel5%correctedbyBonferroni,
accordingtothediferenttestingprocedures.
4.5 Discussion
Wedeveloptwodiferenttestingschemestacklingtheproblemoftwo-
samplehomogeneitytests. Wesuggestanadaptivelikelihood-ratiotest
whichreachesminimaxhigh-dimensionalratesoftesting,whichactualy
demonstratesgreatempiricalperformancesthankstoacalibrationbyper-
mutationwhichachievestherequiredtype-Ierrorrate. Wewouldliketo
conﬁrmthoseperformancesundermorecomplexsimulateddesigns.
Wenotethatthecalibrationbypermutationishighlytime-consuming,
whichcanbehighlyrestrictiveintherangeofpossibleapplications,par-
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ticularly if we think of Gaussian graphical models applied to the inference
of gene regulatory networks.
On the contrary, the two-step adaptation of higher-criticism looks
rather promising for an excellent performance over computing-time ra-
tio, as observed empirically. In the view of its interesting empirical perfor-
mances, we would like to explore the theoretical properties of the two-step
higher-criticism approach.
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4.6 TechnicalDetails
ThisSectionexplicitstheupperboundsQ2,|S|(u|XS)andQ3,|S|(u|XS).Be-
causeofthesymmetrybetweenF2,SandF3,S,weonlyprovidedevelop-
mentsforFS,2.Letusnotea=(a1,...,a|S|)thepositiveeigenvaluesof
n1
n2(n1−|S|)X
(2)
S (X(1)S X(1)S)−1+(X(2)S X(2)S)−1 X(2)S .
Deﬁnition4.1(Recalofthedeﬁnitionoftheupper-boundQ2,|S|(u|XS)) Considersomenumber
u> a1.Ifalthecomponentsofaareequal,thenwetake
λ∗= u− a12u(a∞+ a1n1−|S|)
Ifaisnotaconstantvector,thenwedeﬁneλ∗by
b := a1ua∞(n1−|S|)+u+
a22
a∞− a1,
∆ := b2− 4u(u− a1)(n1−|S|)a∞ a1−
a22
a∞ , (4.20)
λ∗ := 14u
n1− S a1−
a22a∞
b−√∆ (4.21)
WerecalthatQ2,|S|(u|XS)isdeﬁnedasfolows
Q2,|S|(u|XS):=exp−12
|S|∑
i=1
log(1−2λ∗ai)−n1−|S|2 log1+
2λ∗u
n1−|S| .
ProofofProposition4.3.Forthesakeofsimplicity,wenoteN=n1−|S|,
(Z1,...,Z|S|)astandardGaussianrandomvectorandWN aχ2random
variablewithNdegreesoffreedom. WeapplyLaplacemethodtoupper
boundP[F2,S≥u]:
P[F2,S≥u] =P
|S|∑
i=1
aiZ2i≥uWN/N ≤infλ>0Eexpλ
|S|∑
i=1
aiZ2i−λuWN/N
≤ inf
0<λ<|a|∞/2
exp[ψu(λ)],
where
ψu(λ)=−12
|S|∑
i=1
log(1−2λai)−N2log1+
2λu
N .
Thesharpestupper-boundisgivenbythevalueλ∗which minimizes
ψu(λ). Weobtainanapproximationofλ∗bycancelingthesecond-order
approximationofitsderivative.Derivingψugives
ψu(λ)=
|S|∑
i=1
ai
1−2λai−
u
1+2λuN
,
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whichadmitsthefolowingsecondorderapproximation:
a1+ 2λa
22
1−2a∞λ−
u
1+2λuN
. (4.22)
Cancelingthisquantityamountstosolvingapolynomialequationof
theseconddegree. Thesmalestsolutionofthisequationleadstothe
desiredλ∗.
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Figure 4.9 – Inﬂuence of the correction for common effects on the power performances of
the likelihood ratio, Fisher and HC statistics.

Discussion and Perspectives
This thesis investigates the inference of high-dimensional Gaussian
graphical models from non identically and independently distributed
transciptomic data in the objective of recovering gene regulatory net-
works. In the context of high-dimensional statistics, the heterogeneity of
the dataset fruitfully paves the way to the deﬁnition of structured regular-
izers via weighted and block-sparse penalties. We also examine the crucial
issue of validating the answers provided by high-dimensional estimators.
Admittedly, the application of Gaussian graphical models to real tran-
scriptomic dataset reveals the limitations of our modeling of regulatory
phenomena. As exempliﬁed by E. coli S.O.S. network in Chapter 2, the
multiplicity of actors and levels of regulation left out by transcriptomic
data compromises the interpretation of inferred networks. Yet, it is hard
to imagine a solid statistical model integrating data from all relevant ﬁelds
of data (proteomic, transcriptomic, genetic, methylation, etc).
Besides, it remains difﬁcult to correctly evaluate the performances of
our methods, even to deﬁne what a correct evaluation would be. Indeed,
simulated experiments provide a comparison of competing estimators in
perfectly identiﬁed and controlled settings. Yet they are too close to our
statistical modeling assumptions to provide a realistic evaluation of ac-
tual performances on real datasets. On the contrary, applications to real
datasets lack of trustful benchmarks: even for model species like E. coli, it
is not obvious to reconstruct the actual set of regulations that should take
place in a given condition. Available gene regulatory networks might still
miss some actual regulations or include some regulations that exclusively
happen under some particular stress but not in the conditions under study.
Those incertainties result in fuzzy estimations of false negatives and false
positives.
As a result, we are avidly waiting for the emergence of clear bench-
mark networks validated experimentally on small model species in order
to ﬁnally evaluate to what extent Gaussian graphical models actually cap-
ture the transcriptomic regulatory mechanisms in place.
As a by-product, there are some information theoretic questions still
pending as to how difﬁcult the question of infering Gaussian graphical
models really is, depending on the actual structure of biological networks.
Information theoretic limits in high-dimensional linear regression state
that depending on the number of observations available and the number
of variables considered, one cannot hope to recover more than a certain
number edges (Wainwright 2009b, Verzelen 2012).
Information theoretic results about model selection in Gaussian graph-
ical models underline the difﬁculty associated, again, with a growing
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numberofneighborsorthedetectionoftoosmalconditionaldependen-
cies(Wangetal.2010),butmostimportantlydifﬁcultiesarisingwithlarge
eigenvaluesofthepartialcorrelationmatrix(Anandkumaretal.2011).In
otherwords,star-shapednetworkswheresomefewgenesplaytheroleof
hubsorhighlycorrelatedsubsetsofgenes,bothhighlyprobablescenarios,
couldbetroublesometothestatisticalinference,evenundertheassump-
tionthatthedataperfectlyfolowssomeunknownGaussiangraphical
model.
Theseresultscouldexplainwhyinpracticeweoftenobservethatthe
inferrednetworksarehighlyunstablefromastrictpointofview,while
competingpathsinfactroughlyspeakingreﬂectthesameﬂowofinfor-
mation:apathfromitojbeingreplacedbyapathfromitoktoj.This
phenomenomleavesthefeelingthatconsideringthedesignproportions
availableorthehigh-levelsofcorrelationamonggenes,wemightbetoo
ambitiouslookingforgraphicalrepresentationsatasoﬁnelevel.Inother
words,itcouldbebeneﬁcialtolookforlesspreciserepresentationsbut
wherewecouldhopetoobtainmorerobustresults.
Inthatspirit,causalinferencebaseduponinterventiondatasets
(Maathuisetal. 2010,HauserandBühlmann2012,Bühlmann2012a)is
awaytoprovideefectiveanswerstobiologistswhilezoomingoutofthe
problemofdissectingregulatorymechanismsbyintegratingouttheun-
certaintiesabouttheprecisechainofregulations.
Anotherwaytochangethescaleofanalysiswouldbetobuildhierar-
chicalGaussiangraphicalmodels,consideringtoohighlycorrelatedgenes
asrepeated measurementsofasinglemetagene. The modelwouldig-
noretorecovertheconditionaldependencesamongthesehighlycorrelatd
subsetsgenesbutfocusinsteadonconditionaldependencesamongmeta-
genes. Wecouldhopethatcombiningredondantinformationaboutthe
samemainregulationswouldaddrobustnesstotheinferenceprocess. We
arecurrentlyinvestigatingtowhatextentsome 1,∞ block-regularization
couldsolvesuchhierarchicalmodels.
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A.1 ProofsforChapter3
A.1.1 Hölderinequalitiesforcooperativenorms(Proposition3.2)
Considerxandy∈Rp.Bydiscardingsuccessivelythenegativeterms,the
scalarproductcanbeupperboundedby:
x,y= x+,y+ x−,y
≤ x+,y+ + x−,y−
≤ x+,y+ + x−,y− ,
suchthat
|x,y|≤|x+,y+ |+|x−,y− |.
LetusnowapplyHölder’sinequalityformixednormsoneachofthetwo
terms:
|x,y|≤x+ p,qy+ p,q+ x− p,ay− p,q
≤ xcoop,p,qycoop,p,q.
Toprovethat ·coop,p,qactualyisthedualnormof ·coop,p,q,we
needtoexhibitxandysuchthatxcoop,p,q≤1and<x,y>= ycoop,p,q.
A.1.2 Optimalityconditionsforthecoop-Lasso(Theorem3.4)
Plugthecharacterizationofthesubdiferentialofanorm(3.8)incombi-
nationwiththedeﬁnitionofthecoopdualnormintoEquation(3.5)to
obtain:
maxk=1,..,K(z+Gk 2,z−Gk )≤1 ifˆβ=0
maxk=1,..,K(z+Gk 2,z−Gk )=1and βˆ,z= βˆcoop otherwise.
(A.1)
Now,recalthatby Hölder’sinequality, |ˆβ,z| ≤ βˆcoopzcoop.
Therefore,theequalityin(A.1)isonlypossibleifforeverygroupGksuch
thatβˆGk=0,Hölder’sinequalityissaturatedand zGk coop =1. Note
thatsincethecoop-normdissociatesthepositiveandnegativepartsofβˆ,
thesecondequalityconstraintisonlyactiveonsignedsubgroups,butthe
ﬁrstequalityaddsacompanionconstraintoncomplementaryindices.For
clarity,weintroduceanotationforsignedsubgroupssr,r=1,...,2K,
deﬁnedsuchthatforeveryk=1,...,K:
s2k−1={j∈Gk,ˆβj>0} and s2k={j∈Gk,ˆβj<0}.
Inthiscase,thesecondequalityconstraintimpliesforeveryactivated
signedsubgroupsk: βˆsk,zsk = βˆsk coop= βˆsk ,whichleadstotherequiredexpression
zsk=
βˆsk
βˆsk
.
Toguaranteeinturntheﬁrstequalityconstraint,thesubdiferentialre-
quiresthatforeveryactivatedsignsubgroupsk,coefﬁcientsfromadifer-
entsignorequaltozeroshouldcorrespondtoasubgradientwithopposite
sign:
sign(zGk\sk)=−sign(zsk). (A.2)
Since zsk coop=1,itsufﬁcestorequire zGk coop≤1toobtain(A.2).
126 AppendixA. Appendix
A.1.3 SupportRecovery(Theorem3.6)
Wefolowthethree-stepprooftechniqueproposedby YuanandLin
(2007b)fortheLasso,appliedbyBach(2008b)forthegroup-Lasso,and
referredtoasprimal-dualwitnessconstructionproofsinNegahbanand
Wainwright(2011),Obozinskietal.(2011),Wainwright(2009a),Jalalietal.
(2011):
1.restricttheestimationproblemtothetruesupportandcompletethis
estimateby0outsidethetruesupport,therebydeﬁningaprimal
solutionwithdesiredsupport;
2.exhibitthesubgradient(ordualsolution,asexplainedinSection
3.2.3)associatedwiththeprimalsolutionofstep1;
3.provethatthisprimal-dualpairisoptimalasymptoticaly.
The maindiferencesbetweenasymptoticresultsasinYuanandLin
(2007b)orBach(2008b)andnon-asymptoticresultsasinNegahbanand
Wainwright(2011),Obozinskietal.(2011),Wainwright(2009a),Jalalietal.
(2011)lieinstep3:thislastlineofworkgetsridoftheasymptoticcontrol
onerrortermsbyrestrictingthemselvestoeventsofhigh-probabilityon
whicherrortermsarecontroled.
Toendtheproof,remarkthatunderassumption(A2),thesolutionis
unique,leadingtotheconclusionthatthecoop-Lassoestimatorequalto
thisartiﬁcialestimatewithprobabilitytendingto1.
Asaﬁrststep,weprovetwosimplelemmas.LemmaA.1statesthat
thecoop-Lassoestimate,restrictedonthetruesupportS,isconsistent
whenλn→ 0.LemmaA.2providesthebasisfortheinequalities(3.10)
and(3.11)thatexpressourirrepresentableconditions.
LemmaA.1 Assuming(A1-3),letβ˜nSbetheuniqueminimizeroftheregressionproblemrestrictedtothetruesupportS:
β˜nS=argmin
v∈R|S|
1
2y−XSv
2n+λn ∑
k:Sk=∅
wk(v+Sk + v−Sk ),
where ·n= ·/ndenotestheempiricalnorm.
Ifλn→0,then˜βnS P−→βS.
Proof.ThislemmastemsfromstandardresultsofM-estimation(Vander
Vaart1998).Letε=y−Xβ,andwriteΨn=XX/n.Ifλn→ 0,then
under(A1-2),foranyv∈R|S|
Zn(v)=12y−XSv
2n+λn ∑
k:Sk=∅
wk(v+Sk + v−Sk )
=12(βS−v)Ψ
nSS(βS−v)−1nεXS(βS−v)+
εε
2n
+λn ∑
k,Sk=∅
wk(v+Sk + v−Sk )
tendsinprobabilityto
Z(v)=12(βS−v)ΨSS(βS−v)+
1
2σ
2.
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ItfolowsfromthestrictconvexityofZnthatargminZn(v) P−→argminZ(v)=βS(KnightandFu2000),whichendstheproof.
LemmaA.2 ConsiderasequenceofrandomvariablesSnsuchthatSn P−→S.Supposethere
existsδ>0suchthatforagivennormµthelimitSisboundedawayfrom1:
µ(S)≤1−δ.
Then,
P(µ(Sn)≤1)→1.
Proof.Bytriangularinequalityandthankstotheconstraintonµ(S):
P(µ(Sn)≤1)≥Pµ(Sn−S)≤1−µ(S)≥P(µ(Sn−S)≤δ),
ConvergenceinprobabilityofSntoSconcludestheproof:
P(µ(Sn−S)≤δ)→1, therefore P(µ(Sn)≤1)→1.
Letusconsiderthefulvectorβ˜nwithcoefﬁcients β˜nSdeﬁnedasin
LemmaA.1andothercoefﬁcientsnul,β˜nSc = 0. Wenowproceedto
thelaststepoftheproofofTheorem3.6,byprovingthat˜βnsatisﬁesthe
coop-Lassooptimalityconditionswithprobabilitytendingto1underthe
additionalconditions(A4-5).Theﬁnalconclusionthenresultsfromthe
uniquenessofthecoop-Lassoestimator.
First,consideroptimalityconditionswithrespecttoβS. Asaresult
ofLemmaA.1,theprobabilitythatβ˜nj=0foreveryj∈Stendsto1.
Thereby,β˜nSsatisﬁestheconditionsofTheorem3.4ontherestrictionof
XtocovariatesinSwithprobabilitytendingto1. Asβ˜nSc = 0,then
Xβ˜n=XSβ˜nSandforeveryj∈S,ϕj(˜βSk)n = ϕj(˜β
n
Gk),therefore
β˜nSsatisﬁesoptimalityconditionsofTheorem3.4intheoriginalproblemwithprobabilitytendingto1.
Second,β˜nScshouldalsoverifytheoptimalityconditionswithproba-bilitytendingto1. Withassumption(A3),weonlyhavetoconsidertwo
casesthatread:
•ifgroupkisexcludedfromthesupport,onemusthave
P max ((XSck)(Xβ˜
n−y))+ n,((XSck)(Xβ˜
n−y))− n ≤λnwk →1;
(A.3)
•ifgroupkintersectsthesupport,witheitherpositive(νk=1)or
negative(νk=−1)coefﬁcients,onemusthave
P {νk(XSck)(Xβ˜
n−y) 0}∩{(XSck)(Xβ˜
n−y)n≤λnwk} →1.
(A.4)
Toprove(A.3)and(A.4),westudytheasymptoticsof(XSck)(Xβ˜
n−y)/n
foranygroupsuchthatSckisnotempty.Asaconsequenceoftheexistence
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ofthefourthordermomentsofthecenteredrandomvariablesXandY,
themultivariatecentrallimittheoremapplies,yielding:
XX
n =
1
n
n∑
i=1
xixi=Ψ+OP(n−1/2), Xεn =
1
n
n∑
i=1
xiεi=OP(n−1/2)
(A.5)
Then,wederivefrom(A.5)andthedeﬁnitionofβ˜nthat
1
n(XSck)(Xβ˜
n−y)=1n(XSck)X(˜β
n−β)−1n(XSck)ε
=1n(XSck)XS(˜β
n
S−βS)+OP(n−1/2)
=ΨSckS(˜β
n
S−βS)+OP(n−1/2). (A.6)
Whilethecombinationof(A.5)andoptimalityconditions3.4onβ˜nSleadsto:
ΨSS(˜βnS−βS)=−λnD(˜βnS)˜βnS+OP(n−1/2), (A.7)
whereD(·)istheweightingmatrix(3.9).Put(A.6)and(A.7)togetherto
ﬁnalyobtain:
1
n(XSck)(Xβ˜
n−y)=−λnΨSckSΨ−1SSD(˜β
n
S)˜βnS+OP(n−1/2). (A.8)
Now,deﬁneforanyksuchthatSckisnotempty:
Rk,n= 1wkλn
1
n(XSck)(Xβ˜
n−y) and Rk=−1wkΨSckSΨ
−1SSD(βS)βS ,
Limits(A.3)and(A.4)areexpressed:
•ifgroupkisexcludedfromthesupport,onemusthave
P max R+k,n,R−k,n ≤1 →1;
•ifgroupkintersectsthesupport,witheitherpositive(νk=1)or
negative(νk=−1)coefﬁcients,onemusthave
P {νkRk,n 0}∩{(νkRk,n)+ ≤1}→1.
Remarkthat,asacontinuousfunctionofβ˜nS,D(˜βnS)˜βnSconvergesinprobabilitytoD(βS)βS. Therefore,withadecreaserateforλnchosensuchthatn1/2λn→ ∞,equation(A.8)implies
Rk,n P−→Rk. (A.9)
ItnowsufﬁcestosuccessivelyapplyLemmaA.2totheappropriate
vectorsandnormstoshowthatβ˜nScsatisﬁes(A.3)and(A.4):
•ifgroupkisexcludedfromthesupport,(A4)assumesthatthere
existsη>0,suchthat
max(R+k ,R−k )≤1−η,
andLemmaA.2appliedtoµ(u)=max(u+ ,u− )provides
P{max(R+k,n,R−k,n)≤1}→1.
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•ifgroupkintersectsthesupport,witheitherpositive(νk=1)or
negative(νk=−1)coefﬁcients,
P {(νkRk,n)+ ≤1}∩{νkRk,n 0}
=1−P {(νkRk,n)+ >1}∪{νkRk,n≺0}
≥1−P (νkRk,n)+ >1−P(νkRk,n≺0)
≥1−P max(R+k,n,R−k,n)>1 −P(νkRk,n≺0).
Aspreviously,theﬁrstprobabilityinthesumtendsto0becauseof
(A4)andLemmaA.2.Thesecondprobabilitytendsto0from(A5)
andoftheconvergenceinprobabilityofRk,ntoRk.Thereforethe
overalprobabilitytendsto1.
DenotebyAk,ntheseeventsonwhichcoefﬁcientsinSckaresetto0. Wejustshowedthatindividualyforeachgroupkwithtruenulcoefﬁcients,
P(Ak,n)→1.Thisimpliesthat,
P


k:Sck=∅
Ack,n

≤ ∑
k:Sck=∅
P Ack,n →0,
whichinturnconcludestheproof:
P


k:Sck=∅
Ak,n

→1.
A.1.4 OracleInequalitiesstatedinTheorem3.7andCorolary3.8
ThesketchoftheproofisverysimilartotheoneadoptedfortheLasso
Bickeletal.(2009)orgroup-LassoLounicietal.(2009).Particularlyinter-
estingimprovementshavemorerecentlybeensuggestedinLounicietal.
(2011)andS.NegahbanandYu(2012).Thoseresultsmakeuseofdual
boundsandequivalencerelationshipsbetweencoop-norms,asexhibited
inSection3.1.
LemmaA.3 Foreveryβ∈Rp,thecoop-Lassosolutionˆβcoopsatisﬁesthefolowinginequali-
tiesontheeventthat{Xε/ncoop,∞≤λn/2}:
X(β−βˆcoop)2n+λn β−βˆcoopcoop≤ X(β−β)2n+4λn βS(β)−βˆcoopS(β)coop,
XX(ˆβcoop−β)/ncoop,∞≤32λn.
ProofoflemmaA.3
Firstinequality Itfolowsfromthedeﬁnitionofthecoop-Lassogivenin
Equationthatforeveryβ∈Rp:
y−Xβˆcoop2n+2λn βˆcoopcoop≤ y−Xβ2n+2λn βcoop.
130 AppendixA. Appendix
FromthedecompositionofyintoXβ+εwededuce:
X(β−βˆcoop)2n+2λn βˆcoopcoop
≤ X(β−β)2n+2λn βcoop+2nεX(β−βˆ
coop). (A.10)
Now,thedualboundderivedforthecoop-normprovidesaboundonthe
scalarproductontherighthandsideofinequality(A.10).
2
nεX(β−βˆ
coop)≤2Xεn coop,∞ β−βˆ
coop
coop.
OneventA= 2Xε/ncoop,∞≤λn ,inequality(A.10)rewrites
X(β−βˆcoop)2n+λn β−βˆcoopcoop
≤ X(β−β)2n+2λn βcoop− βˆcoopcoop+ β−βˆcoopcoop
Acloselookatthelasttermontherighthandsideshowsthatalterms
correspondinggroupsGksuchthat βGk coop=0disappear.DenotingbyS(β)thegroupsupportofβ,thatistosay{k=1...,K|βGk coop>0},coop-normtriangularinequalitiesleadto:
βcoop− βˆcoopcoop+ β−βˆcoopcoop
= βS(β)coop− βˆcoopS(β)coop+ βS(β)−βˆcoopS(β)coop
≤2βS(β)−βˆcoopS(β)coop.
Alinal,weobtainthatforeveryβ∈Rp:
X(β−βˆcoop)2n+λn β−βˆcoopcoop
≤ X(β−β)2n+4λn βS(β)−βˆcoopS(β)coop. (A.11)
Secondinequality FromoptimalityconditionsgiveninTheorem3.4we
deducethatforeverygroupk∈{1,...,K}:
1
nX(y−Xβˆ
coop)coop,∞≤λn. (A.12)
Combininginequality(A.12)andthedeﬁnitionofeventAweobtain
thefolowingbound:
XX(ˆβcoop−β)/ncoop,∞≤ X(y−Xβˆcoop)/ncoop,∞+ Xε/ncoop,∞
≤λn+λn/2
≤32λn. (A.13)
ProofofTheorem3.7
PredictionError WeapplyLemma A.3withβ=β anddenotebyS=
S(β)thesetoftrueactivegroupindices. AssumeSisofcardinalityat
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mosts.OneventA,usingequivalencerelationshipsbetween·coopand
·coop,2,inequality(A.11)becomes:
X(β−βˆcoop)2n≤4λn(β−βˆcoop)S coop
≤4λn
√2s(β−βˆcoop)S coop,2
≤4λn
√2s(β−βˆcoop)S .
Now,remarkthatthanksto(A.11),anycoop-Lassosolutionsatisﬁes
(β−βˆcoop)Sc coop≤3(β−βˆcoop)S coop.
Therefore,ifAssumption3.1issatisﬁed,
X(β−βˆcoop)√n(β−βˆcoop)S
≥κ(s).
Inotherwords,
(β−βˆcoop)S ≤ X(β−βˆ
coop)√nκ(s) ,
whichleadsto
X(β−βˆcoop)2n≤4λn
√2sX(β−βˆ
coop)n
κ(s)
X(β−βˆcoop)n≤4λn
√2s
κ(s)
X(β−βˆcoop)2n≤32λ
2ns
κ(s)2,
EstimationError Similarly,applythepreviouslemmawithβ=β.On
eventA,inequality(A.11)leadsto:
λn β−βˆcoopcoop≤4λn(β−βˆcoop)S coop
CombiningAssumption3.1and(3.13),weobtain:
λn β−βˆcoopcoop≤4λn
√2s(β−βˆcoop)S
≤4λn
√2sX(β−βˆ
coop)n
κ(s)
≤32λ2nκ(s)2s
β−βˆcoopcoop≤32λnκ(s)2s.
ProofofCorolary3.8:ProbabilityofeventAwhengroupsarealof
equalsize.
ThechoiceofλnisguidedbyLemma5ofS.NegahbanandYu(2012),
whichwerecalhere,forα∗=2,forKgroupsofequalsizepk=m
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LemmaA.4(Lemma5ofS.NegahbanandYu(2012) SupposethatXsatisﬁestheblock
columnnormalizationcondition,andtheobservationnoiseεissub-Gaussian.
Thenwehave:
P maxk=1,..,K (Xε)Gk/n2≥2
σ√n(
√m+ logK)≤2K−2.
RecalthateventAisdeﬁnedby{Xε/ncoop,∞ ≤λn/2}. Now,be-
causeforeveryz∈Rp,max(z+ ,z− )≤ z
P (Xε)/ncoop,∞≥λn/2 =P maxk=1,..,Kmax((Xε/n)
+Gk ,(Xε/n)−Gk )≥λn/2
≤P maxk=1,..,K (Xε/n)Gk ≥λn/2
Choosingλn= σ√n(
√m+ logK),Lemma5fromS.NegahbanandYu
(2012)givesthedesiredlowerbound:
P(A)≥1−2K−2
A.2 ProofsforChapter4
TheseproofshavebeenestablishedbyN.Verzelen. Wejointhemtothe
manuscriptforthesakeofexhaustivity.
AdditionalNotations. GivenasubsetS,Π(1)S (resp.Π(2)S)standsforthe
orthogonalprojectionontothespacespannedbytherowsofX(1)S (resp.
X(2)S). Moreover,Π(1)S⊥ denotestheprojectionalongthespacespannedby
therowsofX(1)Sc.Besides,weadoptasmalchangeofnotationsinordertoaleviatethe
equations: pnormsarenowdenotedby|·|pinsteadof ·p,exceptfor
theEuclideannorm,whichremainsdenotedby ·,withomissionofthe
index2.
A.2.1 FS,1,FS,2andFS,3distributions(Proposition4.2)
LetusconsidertheregressionofY(1)(resp.Y(2))withrespecttoX(1)S (resp.
X(2)S ):
Y(1) = X(1)S β(1)S + (1)S
Y(2) = X(2)S β(2)S + (2)S ,
where X(1)S β(1)S = E[Y|X(1)S ]andX(2)S β(2)S = E[Y|X(2)S ]a.s. Wenote
(σ(1)S )2 = Var((1)S ) = Var[Y(1)|X(1)S ]and(σ(2)S )2 = Var((2)S ) =
Var[Y(2)|X(2)S ]. UnderH0,S, wehaveβ(1)S = β(2)S andσ(1)S = σ(2)S . Forthesakeofsimplicity,wewriteβS,σSforthesetwoquantities.
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DeﬁnetherandomvariableT1andT2as
T1= Π
(1)
S⊥
(1)
S 2
(n1−|S|)σ(1)S
2, T2=
Π(2)S⊥ (2)S 2
(n2−|S|)σ(2)S
2.
Conditionnalyto X, T1/T2 folows a Fisher distribution with
(n1−|S|,n2−|S|)degreesoffreedom.Observingthat
FS,1=−2+T1T2
n2(n1−|S|)
n1(n2−|S|)+
T2
T1
n1(n2−|S|)
n2(n1−|S|)
alowsustoprovetheﬁrstassertionofProposition4.2.
LetusturntothesecondstatisticF2,S
FS,2= n1n2(n1−|S|)
U
T1,
where
U= X
(2)
S(X(2)S X(2)S)−1X(2)S (2)S −X(2)S(X(1)S X(1)S)−1X(1)S (1)S 2
σ2S
ConditionnalytoX,UisindependentofT1sinceT1isafunctionof
Π(1)S⊥ (1)S whileUisafunctionof((2)S,Π(1)S (1)S).Furthermore,UisthesquarednormofacenteredGaussianvectorwithcovariance
X(2)S (X(1)S X(1)S)−1+(X(2)S X(2)S)−1 X(2)S .
A.2.2 PowerofTBSforaDeterministicColectionS(Theorem4.7)
TheobjectiveistoexhibitasubsetoverwhichthepowerofTBSislargerthan1−δ.Thissubsetissuchthatthedistancebetweenthetwosample-
speciﬁcdistributionsislargeenoughthatwecanactualyrejectthenul
hypothesiswithlargeprobability.AsexposedinSection4.2,thedistance
thatnaturalyarisesisthesumK1+K2,whichformsasemidistancebe-
tween(β(1),σ1)and(β(2),σ2). WerecalthatK1+K2decomposesinto
threetermswhichcorrespondrespectivelytothestatisticsFS,1,FS,2and
FS,3:
2(K1(S)+K2(S))= σ
(1)
S
σ(2)S
2
+ σ
(2)
S
σ(1)S
2
−2 (A.14)
+ β
(2)
S −β(1)S 2Σ(2)
(σ(2)S )2
+ β
(2)
S −β(1)S 2Σ(1)
(σ(1)S )2
.
Theproofissplitintoﬁve mainlemmas. First, weupperbound
Q−11,|S|(x|XS),Q−12,|S|(x|XS),andQ−13,|S|(x|XS)inLemmasA.5,A.6andA.7.
134 AppendixA. Appendix
Then, wecontrolthedeviationsofFS,1,FS,2,andFS,3aroundthethree
correspondingtermsof(A.14)underH1,SinLemmasA.8andA.9
Basedontheselemmas,wecanprovideconditionsoneachofthethree
termsofK1+K2inorderforthepowerofTBStoexceed1−δ.Throughoutthisproof,weassumethat,andS≤(n1∧n2)/2
log(12/δ)<2−13(n1∧n2), log(1/αS)≤2−10(n1∧n2), (A.15)
foranyS∈S.ThesetwoconditionsalowtoﬁxtheconstantLinthe
statement(4.16)ofTheorem4.7.
Lemma A.5(Upper-boundonQ−11,|S|(x|XS)) Considersome0 < x < 1suchthat
8log(2/x)≤ n1∧n2.ForanysubsetSofsizesmalerthan(n1∧n2)/2,
wehave
Q−11,|S|(x|XS)≤212
|S|(n1−n2)
n1n2
2
+log(2/x) 1n1+
1
n2 .(A.16)
Werecalthat a=(a1,...,a|S|)denotesthepositiveeigenvaluesof
n1
n2(n1−|S|)X
(2)
S (X(1)S X(1)S)−1+(X(2)S X(2)S)−1 X(2)S .
LemmaA.6(Upper-boundonQ−12,|S|(x|XS)) If|a|1<u≤(n1−|S|)|a|∞andif|S|≤2−6n1,
logQ2,|S|(u|XS)≤− (u−|a|1)
2
4|a|∞(u−|a|1)+|a|22
+ (u−|a|1)u32(n1−|S|)|a|∞(u−|a|1)+|a|222
.
Forany0<x<1,satisfying
29log(1/x)≤n1−|S|, (A.17)
wehavethefolowingupperbound
Q−12,|S|(x|XS)≤|a|∞ |S|+2 2|S|log(1/x)+8log(1/x) . (A.18)
LemmaA.7(Upper-boundon|a|∞) Considerδapositivenumbersastifyinglog(4/δ)<
(n1∧n2)2−7.Withprobabilitylargerthan1−δ/2,wehave
|a|∞ ≤ 100


1
n2+
ϕmax Σ(2)S(Σ(1)S)−1 Σ(2)S
n1

.
LemmaA.8(DeviationsofFS,1) Assumethatlog(1/δ)≤2−10(n1∧n2). Withprobability
largerthan1−δ,wehave
FS,1≥2−4 (σ
(1)
S )2−(σ(2)S )2
σ(1)S σ(2)S
2
−214 |S|2 1n21
+ 1n22
+log(1δ)
1
n1+
1
n2 .(A.19)
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LemmaA.9(DeviationsofFS,2) Assumethat
log(12/δ)<2−11(n1∧n2). (A.20)
Withprobabilitylargerthan1−δ/2,wehave
FS,2≥ β
(2)
S −β(1)S 2Σ(2)
8(σ(1)S )2
−log(6/δ)n2 200
σ2(2),|S|
σ2(1),|S|
+ϕS , (A.21)
where .Σ(2)istheeuclideannormrelativetoΣ(2).
Considersome S ∈ S. Combining LemmasA.5andA.8,
Q1,|S|(FS,1|XS)≤αSholdswithprobabilitylargerthan1−δif
((σ(1)S )2−(σ(2)S )2)2
(σ(1)S )2(σ(2)S )2
≥219 |S|2 1n21
+ 1n22
+log[1/(αSδ)] 1n1+
1
n2 .
Similarly,combiningLemmasA.6,A.7andA.9,Q2,|S|(FS,2|XS)≤αSwith
probabilitylargerthan1−δif
β(2)S −β(1)S 2Σ(2)
(σ(1)S )2
≥1600(ϕS+1) 1n1+
1
n2 [|S|+5log{6/(δαS)}]
+1600n2

σ
(2)
|S|
σ(1)|S|


2
log 6δ .
AsymmetricresultholdsforQ3,|S|(FS,3|XS).
Consequently, Q2,|S|(FS,2|XS)∧Q2,|S|(FS,2|XS)∧Q2,|S|(FS,2|XS)≤ αS
withprobabilitylargerthan1−δif
K1(S)+K2(S)≥ 221ϕS 1n1+
1
n2 [|S|+6log{6/(αSδ)}]
+1600log(6/δ) 1n1+
1
n2



σ
(2)
|S|
σ(1)|S|


2
+

σ
(1)
|S|
σ(2)|S|


2
.
Since6400log(6/δ)≤n1∧n2,thelastconditionisfulﬁledif
K1(S)+K2(S)≥ 222ϕS 1n1+
1
n2 [|S|+7log{6/(αSδ)}].(A.22)
Wenowproceedtotheproofoftheﬁvepreviouslemmas.
ProofofLemmaA.5.Letu∈(0,1)andF¯−1D,N(u)bethe1−uquantileofaFisherrandomvariablewithDandNdegreesoffreedom.Accordingto
Baraudetal.(2003),wehave
F¯−1D,N(u)≤ 1+2 1D+
1
N log
1
u +
N
2D+1 exp
4
Nlog
1
u −1 .
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Letusassumethat4/Nlog(1/u)≤1.Byconvexityoftheexponential
functionitholdsthat
F¯−1D,N(u)≤ 1+2 1D+
1
N log
1
u
4
D+
8
N log
1
u .
UnderthehypothesisH0,
T1
T2
n1(n2−|S|)
n2(n1−|S|)∼Fisher(n1−|S|,n2−|S|).
Considersomex>0suchthat[4/(n1−|S|)∨4/(n2−|S|)]log(2/x)≤1.
Then,withprobabilitylargerthan1−x/2wehave,
T1
T2 ≤ 1+
|S|(n1−n2)
n1(n2−|S|) 1+8
log(2/x)
n1−|S|+8
log(2/x)
n2−|S| ≤18
≤ 1+|S|(n1−n2)n1(n2−|S|)

1+12 log(2/x)n1 +12
log(2/x)
n2

 ,
since|S|≤(n1∧n2)/2.Similarly,withprobabilityatleast1−x/2,we
have
T2
T1≤

 1+|S|(n2−n1)n2(n1−|S|)

1+12 log(2/x)n1 +12
log(2/x)
n2



∧18.(A.23)
DependingonthesignofT1/T2−1,weapplyonethetwofolowingiden-
tities:
T1
T2+
T2
T1−2=
T1
T2−1
2T2
T1,
T1
T2+
T2
T1−2=
T2
T1−1
2T1
T2.
Combiningthediferentbounds,weconcludethatwithprobabilitylarger
than1−x,
T1
T2+
T2
T1−2 ≤ 2
12 |S|(n1−n2)
n1n2
2
+log(2/x)n1+n2n1n2 .
ProofofLemmaA.6.AsintheproofofProposition 4.3, wenoteN =
n1−|S|. RecalthatQ2,|S|(x|XS)isdeﬁnedasinf0<λ<|a|∞/2expψx(λ)=expψx(λ). Westartbyupper-boundingψu(λ),whichinotherwords
provestheﬁrstupper-boundonthelogarithmofthetailprobability
logQ2,|S|(u|XS). Wethenexhibitavalueuxsuchthatψux(λ)≤logx.
Upper-boundonthetailprobability. Sincetheequation(4.22)isin-
creasingwithrespecttoλandwithrespecttoN,λ∗decreaseswithN.
Consequently,
λ∗≤λ+:= u−|a|12|a|∞(u−|a|1)+|a|22
.
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Byconvexity,1−√1−x≥x/2forany0≤x≤1.Applyingthisinequal-
ity,weupperboundbound√∆andderivethat
λ∗≥λ−:= u−|a|12|a|∞(u−|a|1)+|a|22+|a|1uN
.
Sinceu≤N|a|∞,2λ∗u≤N. Observingthat−log(1−2x)/2≤x+
x2/(1−2x)forany0<x<1/2,wederive
ψu(λ∗)≤|a|1λ++ λ
2+|a|22
1−2|a|∞λ+−λ
∗u+2(λ∗)2u2N
≤ − (u−|a|1)24|a|∞(u−|a|1)+|a|22
+2λ
2+u2
N +(λ+−λ−)u
≤ − (u−|a|1)24|a|∞(u−|a|1)+|a|22
+ (u−|a|1)u32N |a|∞(u−|a|1)+|a|222
.
Upper-boundonthequantile. Letusturntotheupperboundof
Q−12,|S|(x|XS).Consideruxthesolutionlargerthan|a|1oftheequation
(u−|a|1)2
4|a|∞(u−|a|1)+|a|22
=2log(1/x),
andobservethat
2|a|2 log(1/x)≤ux−|a|1≤2
√2|a|2 log(1/x)+8|a|∞log(1/x).
ByCondition(A.17),ux≤N|a|∞. Wenowprovethatψux∨2|a|1(λ∗)≤logx.
Ifux≥2|a|1,thenu3x≤8(ux−|a|1)3anditfolowsthat
ψux(λ∗)≤ log(1/x)−2+2
8log(1/x)
N ≤−log(1/x)
byCondition(A.17).
Ifux≤2|a|1,then|a|21/(|a|∞|a|1+|a|22)≥8log(1/x)and
ψux∨|a|1(λ∗)≤ −
|a|21
4|a|∞|a|1+|a|22
1− 2
4|a|21
N |a|∞|a|1+|a|22
≤−log(1/x),
since|S|≤2−6n1.
Alinal,weconcludethat
Q−12,|S|(x|XS)≤ux∨2|a|1≤|a|1+ 2
√2|a|2 log(1/x)+8|a|∞log(1/x)∨|a|1.
LemmaA.7.UpondeﬁningZ(1)S = Σ(1)S
−1
X(1)S andZ(2)S = Σ(2)S
−1
X(2)S,it
folowsthatZ(1)S andZ(2)S folowstandardGaussiandistributions.
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|a|∞ ≤ n1n2(n1−|S|)1+ϕmax Z
(2)
S Σ(2)S(Σ(1)S)−1 Z(1)S Z(1)S
−1 (Σ(1)S)−1Σ(2)S Z(2)S
≤ 2n2+2
ϕmax[Z(2)S Z(2)S]
n2ϕmax[Z(1)S Z(1)S]
ϕmax Σ(2)S(Σ(1)S)−1 Σ(2)S .
Inordertoconclude,wecontrolthelargestandthesmalesteigenvalues
ofStandardWishartmatricesbyapplyingLemmaA.16.
LemmaA.8.Bysymmetry,wemayassumethat(σ(1)S )2/(σ(2)S )2≥1.
CASE1.SupposethatT1/T2≥1.
−2+(σ
(1)
S )2
(σ(2)S )2
T1
T2+
(σ(2)S )2
(σ(1)S )2
T2
T1 ≥
((σ(1)S )2−(σ(2)S )2)2
(σ(1)S )2(σ(2)S )2
+(σ
(1)
S )2
(σ(2)S )2
T1
T2−1 +
(σ(2)S )2
(σ(1)S )2
T2
T1−1
≥ ((σ
(1)
S )2−(σ(2)S )2)2
(σ(1)S )2(σ(2)S )2
. (A.24)
CASE2.SupposethatT1/T2≤1.
−2+(σ
(1)
S )2
(σ(2)S )2
T1
T2+
(σ(2)S )2
(σ(1)S )2
T2
T1 =
(σ(1)S )2
(σ(2)S )2
−T2T1
2(σ(2)S )2
(σ(1)S )2
T1
T2
≥ T1T2
((σ(1)S )2−(σ(2)S )2)2
4(σ(1)S )2(σ(2)S )2
1(σ(1)S )2
(σ(2)S )2
−1≥2 T2T1−1
.
Wenowneedtocontrolthedeviationsof T2/T1.Usingthebound(A.23),
weget
T2
T1≤ 1+
|S|(n2−n1)
n2(n1−|S|)

1+12 log(1/δ)n1 +12
log(1/δ)
n2

 ,
withprobabilitylargerthan1−δ.Since|S|≤(n1∧n2)/2,wederivethat
T2
T1−1≤
2|S|
n1 +24
log(1/δ)
n1 +24
log(1/δ)
n2 ≤3.
Inconclusion,wehave
−2+(σ
(1)
S )2
(σ(2)S )2
T1
T2+
(σ(2)S )2
(σ(1)S )2
T2
T1≥
((σ(1)S )2−(σ(2)S )2)2
16(σ(1)S )2(σ(2)S )2
, (A.25)
withprobabilitylargerthan1−δ,aslongas
((σ(1)S )2−(σ(2)S )2)2
(σ(1)S )2(σ(2)S )2
≥214 |S|2n21
+|S|2n22
+log(1/δ) 1n1+
1
n2 .(A.26)
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Combining(A.24),(A.25),and(A.26),wederive
−2+(σ
(1)
S )2
(σ(2)S )2
T1
T2+
(σ(2)S )2
(σ(1)S )2
T2
T1≥
((σ(1)S )2−(σ(2)S )2)2
16(σ(1)S )2(σ(2)S )2
−214 |S|2n21
+log(1/δ) 1n1+
1
n2 ,
withprobabilitylargerthan1−δ.
LemmaA.9.We wanttolowerboundtherandomvariable FS,2 =Rn1
(σ(1)S )2T1(n1−|S|)
whereRisdeﬁned
R:= X(2)S(β(2)S −β(1)S)+Π(2)S (2)S −(σ(1)S )2U1 2/n2.
LetusﬁrstworkconditionalytoX(1)S andX(2)S.UpondeﬁningtheGaus-sianvectorWby
W∼N 0,(σ(2)S )2Π(2)S +(σ(1)S )2X(2)S(X(1)S X(1)S)(−1)X(2)S ,
wegetR= X(2)S(β(2)S −β(1)S)+W 2/n2. Wehavethefolowinglowerbound:
R ≥ X(2)S(β(2)S −β(1)S)+ W,
X(2)S(β(2)S −β(1)S)
X(2)S(β(2)S −β(1)S)
2
/n2
≥ X
(2)
S(β(2)S −β(1)S)2
2n2 −
1
n2 W,
X(2)S(β(2)S −β(1)S)
X(2)S(β(2)S −β(1)S)
2
Therandomvariable X(2)S(β(2)S −β(1)S)2/β(2)S −β(1)S 2Σ(2) folowsaχ2 distribution withn2 degreesoffreedom. ConditionalytoXS,
W,X(2)S (β(2)S −β(1)S )X(2)S (β(2)S −β(1)S )
2
isproportionaltoχ2 distributedrandomvari-
able with1 degree offreedomandits varianceissmalerthan
(σ(2)S )2+ϕmax(X(2)S(X(1)S X(1)S)(−1)X(2)S )(σ(1)S )2.ApplyingLemmaA.15, wederivethatwithprobabilitylargerthan
1−x/6,
R ≥ β
(2)
S −β(1)S 2Σ(2)
2

1−2 log(12/x)n2


− 4log(12/x)n2 (σ
(2)
S )2+(σ(1)S )2ϕmax(X(2)S(X(1)S X(1)S)(−1)X(2)S ) .
Usingtheupperbound|S|≤(n1∧n2)/2andLemmaA.16,wecontrol
thelastterm
ϕmax X(2)S(X(1)S X(1)S)(−1)X(2)S ≤50ϕS,
withprobabilitylargerthan1−2exp[−(n1∧n2)0.042/2]. Bycondition
(A.20),
R ≥ β
(2)
S −β(1)S 2Σ(2)
4 −
log(12/δ)
n2 200σ
2(2),|S|+σ2(1),|S|ϕS ,(A.27)
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withprobabilitylargerthan1−δ/2.
LetusnowupperboundtherandomvariableT1(n1−|S|)/n1.Since
(n1−S)T1folowsaχ2distributionwithn1−|S|degreesoffreedom,we
derivefromLemmaA.15that
T1(n1−|S|)/n1 ≤ 1+2 log(6/δ)n1 +
2
n1log(6/δ)≤2,(A.28)
withprobabilitylargerthan1−δ/6. Gathering(A.27)and(A.28), we
concludethat
FS,2≥ β
(2)
S −β(1)S 2Σ(2)
8(σ(1)S )2
−log(6/δ)n2 2
16 σ2(2),|S|
σ2(1),|S|
+ϕS ,
withprobabilitylargerthan1−δ/2.
A.2.3 PowerofTBS≤k(Proposition4.6)
ThispropositionisastraightforwardcorolaryofTheorem4.7.Ifthecon-
stantL1in(4.12)islargeenough,thencondition(4.16)isfulﬁledfor
anysubsetsSofsizelessthank∧k∗. AssumeﬁrstthatS∪(1,2)=∅or
S∩(1,2)=∅. ApplyingTheorem4.7,wederivethatTBαrejectsH0withprobabilitylargerthan1−δwhenK1(S∪(1,2))+K2(S∪(1,2))≥∆(S∪(1,2))
orK1(S∩(1,2))+K2(S∩(1,2))≥ ∆(S∩(1,2)). WorkingoutK1(S∪(1,2))and
K1(S∩(1,2))alowsustoconclude.IfS∪(1,2)= ∅orS∩(1,2)= ∅,then
weconsideranysubsetofsize1.
A.2.4 PowerofTBSLasso(Theorem4.8)
Forsimplicity,weassumeinthesequelthatβ(1)=0orβ(2)=0,thecase
β(1)=β(2)=0beinghandledbyanysetS∈SLassoofsize1.
GivenamatrixX,anintegerk,andanumberM,thelargestandsmal-
esteigenvaluesoforderkandthecompatibilityconstantκ[M,k,X](see
Raskutietal.(2010)arerespectivelydeﬁnedby
Φk,+(X) = sup
θ,1≤|θ|0≤k
Xθ2
θ2 , Φk,−(X)= infθ,1≤|θ|0≤k
Xθ2
θ2 ,
κ[M,k,X] = min
T,θ:|T|≤k,θ∈C(M,T)
Xθ
θ ,
whereC(M,T)={θ:|θTc|1<M|θT|1}.Deﬁnek∗asthelargestinteger
thatsatisﬁes
2(k∗+1)log(p)≤2−15(n1∧n2). (A.29)
Wealsoconsiderthequantity
γΣ(1),Σ(2),β:= i=1,2
Φ2k∗,+(
√Σ(i))
i=1,2Φk∗,−(
√Σ(i)) i=1,2κ2[10,|β(1)|0+|β(2)|0, Σ(i)]
,
thatmeasurestheclosenesstoorthogonalityofΣ(1)andΣ(2).Thenext
propositionisasharperresultthanTheorem4.8.
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PropositionA.10 Thefolowingpositivenumericalconstantsc1,c2,andc3areintroducedinthe
proofofLemmaA.11belowAssumethat
log[(24∨c1)/(αδ)]<(2−14∧c2)(n1∧n2). (A.30)
ThehypothesisH0isrejectedbyTBαwithprobabilitylargerthan1−δforany(β(1),β(2))satisfying
i=1,2Φk∗,+(
√Σ(i))
i=1,2κ2 10,2|S∪(1,2)|,
√Σ(i)|S
∪(1,2)|≤2−14∧c−13 k∗. (A.31)
and
K1+K2≥LγΣ(1),Σ(2),β
|S∪(1,2)|∨1log(p)+log{1/(αδ)}
n1∧n2 .
ThisproofofPropositionA.10isdividedintwomainsteps.First,we
provethatwithlargeprobabilitythecolectionSLassocontainssomesetSλ
closeto
S∪(1,2)=supp(β(1))∪supp(β(2)).
Then,thestatistics(FSλ,1,FSλ,2,FSλ,3)alowtorejectH0withlargeproba-
bility.RecalthatthecolectionSLassoisbasedontheLassoregularization
pathofthefolowingheteroscedasticGaussianlinearmodel,
Y(1)
Y(2) =
X(1)/√n1 X(1)/√n1
X(2)/√n2 −X(2)/√n2
θ(1)
θ(2) +
(1)
(2) (A.32)
whichwedenoteforshort:
Y=Wθ0+ .
Givenatuningparameterλ,θλreferstotheLassoestimatorofθ:
θλ=arginfθ∈R2p Y−Wθ
2+λ|θ|1.
InordertoanalyzetheLassosolutionθλ,weneedtocontrolhowW acts
onsparsevectors.
LemmaA.11(ControlofthedesignW) Theevent
A := ∀θs.t.|θ|0≤k∗,1/2≤ X
(1)θ2
n1θ2Σ(1)
≤2and1/2≤ X(2)θ2n2θ2Σ(2)
≤2 .


κ10,|β(1)|0+|β(2)|0,X(1)/√n1
κ10,|β(1)|0+|β(2)|0,
√Σ(1)
κ10,|β(1)|0+|β(2)|0,X(2)/√n1
κ10,|β(1)|0+|β(2)|0,
√Σ(2) ≥2
−3


haslargeprobabilityP[A]≥1−δ/4.Furthermore,ontheeventA,
Φk,+(W)≤ 4Φk,+( Σ(1))∨Φk,+( Σ(2)) ,
Φk,−(W)≥ Φk,−( Σ(1))∧Φk,−( Σ(2)),
foranyk≤k∗.
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ThefolowinglemmaisaslightvariationofTheorem14inKoltchinski
etal.(2011)andLemma3.2inGiraudetal.(2012).
LemmaA.12(BehavioroftheLassoestimatorθλ) Theevent
B= |WT |∞≤2(σ1∨σ2) 2Φ1,+(W)log(p)
occurswithprobabilitylargerthan1−1/p.Assumethat
λ≥8(σ1∨σ2) 2Φ1,+(W)log(p).
Then,ontheeventA∩Bwehave
W(θλ−θ0)2≤ 2
6λ2
κ2[10,|θ0|0,
√Σ(1)]∧κ2[10,|θ0|0,
√Σ(2)]|θ0|0.(A.33)
|θλ|0≤212 Φk∗,+(
√Σ(1))∨Φk∗,+(
√Σ(2))
κ2[10,|θ0|0,
√Σ(1)]∧κ2[10,|θ0|0,
√Σ(2)]|θ0|0≤k∗/2,(A.34)
Inthesequel,weﬁx
λ=16(σ1∨σ2) 2Φ1,+( Σ(1))∨Φ1,+( Σ(2))log(p).
andweconsiderthesetSλ=supp(θ(1)λ )∪supp(θ(2)λ ).OntheeventA∩B,
thissetSλbelongstoSLassoanditssizeissmalerorequaltok∗byLemma
A.12. Weshalprovethat
min
i∈{1,2,3}Qi,|Sλ| FSλ,iXSλ <αSλ
withprobabilitylargerthan1−δ/2.Inthefolowinglemma,werelate
theK1(Sλ)+K2(Sλ)toK1+K2.
LemmaA.13 OntheeventA∩B,
K1(Sλ)+K2(Sλ)≥ 112[K1+K2]
−219 i=1,2Φk∗,+(
√Σ(i))
i=1,2Φk∗,−(
√Σ(i))
i=1,2Φ1,+(
√Σ(i))
i=1,2κ2[10,|θ0|0,
√Σ(i)]
|S∪(1,2)|
n1∧n2log(p).
Then,wecloselyfolowtheargumentsofTheorem4.7tostatethatTBαrejectsH0withlargeprobabilityaslongasK1(Sλ)+K2(Sλ).
LemmaA.14 IfontheeventA∩B,
K1(Sλ)+K2(Sλ)≥222ϕSλ
1
n1+
1
n2 15|Sλ|log(p)+7log{6/(αδ)}+2log(p),
then,mini∈{1,2,3}Qi,|Sλ|(FSλ,i|XSλ)<αSλwithprobabilitylargerthan1−δ/2.
Wederivefrom(A.34)thatontheeventA∩B,
|Sλ|≤29 i=1,2Φk∗,+(
√Σ(i))
i=1,2κ2[10,|θ0|0,
√Σ(i)]|S
∪(1,2)|0,
GatheringLemmasA.13andA.14alowsustoconclude.
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LemmaA.11.InordertoboundP(A),weapplyLemmaA.16tosimul-
taneouslycontrolϕmax(X(1∗)S X(1)S),ϕmax(X(2∗)S X(2)S),ϕmin(X(1∗)S X(1)S),and
ϕmin(X(2∗)S X(2)S)foralsetsSofsizek∗.CombininganunionboundwithConditions(A.29)and(A.30)alowsustoprovethat
P ∀θs.t.|θ|0≤k∗,1/2≤ X
(1)θ2
n1θ2Σ(1)
≤2and1/2≤ X(2)θ2n2θ2Σ(2)
≤2 ≥1−δ/6
ApplyingCorolary1inRaskutietal.(2010),wederivethatthereexist
threepositiveconstantc1,c2andc3suchthatthefolowingholds. With
probabilitylargerthan1−c1exp[−c2(n1∧n2)],wehave
i=1,2
κ10,|β(1)|0+|β(2)|0,X(i)/√ni
κ10,|β(1)|0+|β(2)|0,
√Σ(i) ≥2
−3,
if|β(1)|0+|β(2)|0 log(p)<c3 ∨i=1,2Φ1,+(
√Σ(i))
∧i=1,2κ210,|β(1)|0+|β(2)|0,
√Σ(i)(n1∧n2).Hence,
weconcludethatP[A]≥1−δ/3.
Consideranintegerk≤k∗andθak-sparsevector.UndertheeventA,
wehave
Wθ2 = X(1)/√n1(θ(1)+θ(2))2+ X(2)/√n2(θ(1)−θ(2))2
≤ 2(θ(1)+θ(2)2Σ(1)+2θ(1)−θ(2)2Σ(2)
≤ 4Φk,+( Σ(1))∨Φk,+( Σ(2)) θ2
Wθ2 ≥ 12 (θ
(1)+θ(2)2Σ(1)+ θ(1)−θ(2)2Σ(2)
≥ Φk,−( Σ(1))∧Φk,−( Σ(2))
LemmaA.12.AslightvariationofTheorem14inKoltchinskietal.(2011)
ensuresthat
W(θλ−θ0)2≤ λ
2
κ2[5,|θ0|0,W]|θ0|0 (A.35)
ontheeventB.ConsiderasetT⊂{1,...,2p}ofsizesmalerorequalto
kanddeﬁneT⊂{1,...,p}byi∈Tifi∈Tori+p∈T.Considersome
θ= θ(1)θ(2) ∈C(5,T),
theneitherθ(1)+θ(2)∈C(10,T)orθ(1)−θ(2)∈C(10,T).Hence,
Wθ2
θ2 =
X(1)(θ(2)+θ(1))2
n1θ2 +
X(2)(θ(2)−θ(1))2
n2θ2
≥ θ(2)+θ(1)2∨ θ(2)−θ(1)2θ2 i=1,2
κ2 10,k,X(i)/√ni
≥ κ2 10,k,X(1)/√n1 ∧κ2 10,k,X(2)/√n2
≥ 2−6 κ2 10,k, Σ(1) ∧κ2 10,k, Σ(2) ,
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wherethelastinequalityproceedsfromLemmaA.11.Hence,
26κ2[5,|θ0|0,W]≥ κ2 10,k, Σ(1) ∧κ2 10,k, Σ(2) .
Gatheringthisboundwith(A.35),itfolowsthat
W(θλ−θ0)2≤ 2
6λ2
κ2[10,|θ0|0,
√Σ(1)]∧κ2[10,|θ0|0, Σ(2)]
|θ0|0,
whichalowsustoprove(A.33).Lemma3.1inGiraudetal.(2012)telsus
thatontheeventB,
λ2|θλ|0≤16Φ|θλ|0,+(W)W(θλ−θ0)2.
GatheringthetwolastboundsandLemmaA.11,weobtain
|θλ|0≤210
Φ|θλ|0,+(W)
κ2[10,|θ0|0,
√Σ(1)]∧κ2[10,|θ0|0, Σ(2)]
θ0 0.
Theupper-boundΦ|θλ|0,+(W)≤ (1+ θλ 0/k∗)Φk∗,+(W)andLemmaA.11enforce
|θλ|0 ≤ 212 Φk∗,+(
√Σ(1))∨Φk∗,+(
√Σ(2))
κ2[10,|θ0|0,
√Σ(1)]∧κ2[10,|θ0|0,
√Σ(2)]|θ0|0 1+
|θλ|0
k∗(A.36)
≤ k∗+|θλ|0 /2,
wherethelastinequalityfolowsfrom(A.31)and|θ0|0≤|β(1)|0+|β(2)|0.
Hence,|θλ|0≤k∗.Comingbackto(A.36),weprove(A.34).
LemmaA.13.GiventheLassoestimatorθλofθ0inthemodel(A.32),we
deﬁneβ(1)λ andβ(2)λ by
β(1)λ =
θ(1)λ +θ(2)λ√n1 , β
(2)
λ =
θ(1)λ −θ(2)λ√n2 .
OntheeventA∩B,weupperboundthediferencebetweenβ(1)andβ(1)λ
andβ(2)andβ(2)λ
β(1)−β(1)λ 2Σ1+ β(2)−β(2)λ 2Σ2
≤ 2 X(1)√n1(β
(1)−β(1)2+ X(2)√n2(β
(2)−β(2)2
≤ 2n1∧n2 W(θ0−θλ)
2
≤ 217 i=1,2Φ1,+(
√Σ(i))
i=1,2κ2[10,|θ0|0,
√Σ(i)]
|S∪(1,2)|
n1∧n2log(p)(σ
(1)∨σ(2))2,
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wherethelastinequalityfolowsfromLemmaA.12. Letusnowlower
boundtheKulbackdiscrepansy2K1 Sλ +K2 Sλ whichequals
(σ(1)Sλ)2
(σ(2)Sλ)2
+
(σ(1)Sλ)2
(σ(2)Sλ)2
−2+
β(2)Sλ−β
(1)
Sλ
2
Σ(2)
(σ(1)Sλ)2
+
β(2)Sλ−β
(1)
Sλ
2
Σ(1)
σ22,Sλ
?
CASE1:(σ(1)∨σ(2))2(σ(1)∧σ(2))2≥2.Bysymmetry,wecanassumethatσ(1)>σ(2)
(σ(1)Sλ)
2 =(σ(1))2+ β(1)−β(1)Sλ
2
Σ(1)≥(σ(1))2
(σ(2)Sλ)
2 =(σ(2))2+ β(1)−β(1)Sλ
2
Σ(1)
≤ (σ(2))2+217 i=1,2Φ1,+(
√Σ(i))
i=1,2κ2[10,|θ0|0,
√Σ(i)]
|S∪(1,2)|
n1∧n2log(p)(σ
(1)∨σ(2))2
≤ (σ(2))2+(σ(1))24 ,
whereweusedconditions(A.29)and(A.31)inthelastinequality.This
enforces
2K1 Sλ +K2 Sλ ≥ 112
CASE2:(σ(1)∨σ(2))2(σ(1)∧σ(2))2<2.Letusnote
A=218 i=1,2Φ1,+(
√Σ(i))
i=1,2κ2[10,|θ0|0,
√Σ(i)]
|S∪(1,2)|
n1∧n2log(p)
ArguingasinCASE1,wederivethat
(σ(1)Sλ)
2≤(σ(1))2[1+A]≤2σ21,
σ22,Sλ≤(σ(2))2[1+A]≤2σ22.
LetuslowerboundK1(Sλ)+K2(Sλ)intermsofK1+K2.First,wecon-
sidertheratioofthevariances
(σ(1)Sλ)2
σ22,Sλ
+ σ
2
2,Sλ
(σ(1)Sλ)2
−2 ≥ (σ(1))2(σ(2))2+
(σ(2))2
(σ(1))2 /(1+A)−2
≥ (σ(1))2(σ(2))2+
(σ(2))2
(σ(1))2−2−
A
1+A
(σ(1))2
(σ(2))2+
(σ(2))2
(σ(1))2
≥ (σ(1))2(σ(2))2+
(σ(2))2
(σ(1))2−2−3A. (A.37)
LetusnowlowerboundtheremainingpartofK1(Sλ)+K2(Sλ)Fori=
1,2,thenumberofnonzerocomponentsofβ(i)−β(i)λ issmalerorequal
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tok∗.
β(1)−β(2)2Σ(2)
(σ(1))2 +
β(1)−β(2)2Σ(1)
(σ(2))2
≤ 3(σ(1))2∧σ22
2∑
i=1
β(1)−β(1)Sλ
2
Σ(i)+ β(2)−β(2)Sλ
2
Σ(i)+ β(1)Sλ−β
(2)
Sλ
2
Σ(i)
≤ 3(σ(1))2∧σ22
1+Φk∗,+(
√Σ(1))
Φk∗,−(
√Σ(2))
2∑
i=1
β(i)−β(i)λ 2Σ(i)+
2∑
i=1
β(1)Sλ−β
(2)
Sλ
2
Σ(i)
≤ 12

2∑
i=1
β(1)Sλ−β
(2)
Sλ
2
Σ(i)
σ2(i+1)mod2

+23 i=1,2Φk∗,+(
√Σ(i))
i=1,2Φk∗,−(
√Σ(i))A
Gatheringthelastinequalitywith(A.37)yields
K1(Sλ)+K2(Sλ)≥ 112[K1+K2]−3
i=1,2Φk∗,+(
√Σ(i))
i=1,2Φk∗,−(
√Σ(i))A.
LemmaA.14.ForanynonemptysetSofsizesmalerorequaltok∗,deﬁne
δS=δ2(|S|p)k∗
−1.Bydeﬁnition(A.29)ofk∗andbyHypothesis(A.30),
thefolowingconditionsaresatisﬁed
log(12/δS)<2−13(n1∧n2), log(1/αS)≤2−10(n1∧n2).
ArguingasintheproofofTheorem4.7,wehave
P min
i∈{1,2,3}Qi,|Sλ|(FSλ,i|XSλ)<αSλ ≥1−δS
aslongas
K1(Sλ)+K2(Sλ)≥222ϕSλ
1
n1+
1
n2 15|Sλ|log(p)+7log{6/(αδ)}+2log(p),
ApplyinganunionboundoveralsetsSofsizesmalerorequaltok∗
alowsustoconclude.
A.2.5 Technicallemmas
Inthissection,someusefuldeviationinequalitiesforχ2randomvariables
LaurentandMassart(2000)andforWishartmatricesDavidsonandSzarek
(2001)arereminded.
LemmaA.15 Foranyintegerd>0andanypositivenumberx,
P χ2(d)≤d−2√dx ≤ exp(−x),
P χ2(d)≥d+2√dx+2x ≤ exp(−x).
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LemmaA.16 LetZZbeastandardWishartmatrixofparameters(n,d)withn>d.For
anypositivenumberx,
P ϕmin(ZZ)≥n 1− dn−x ∨0 ≤exp(−nx
2/2),
and
P

ϕmax(ZZ)≤n 1+ dn+x
2
≤exp(−nx2/2).
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