A reliable, semi-automated method for estimation of a minimally-invasive image-derived input function is validated for human [
While the invasive gold-standard arterial blood sampling procedure to obtain the input function has long been suggested, its invasive nature has prevented its routine use in basic research, especially in clinical PET studies. Many research groups have proposed alternative methods. These include, not only for FDG but also for other tracers, those using population-based input functions, [3] , [7] , andothers that are based on use of arterialized venous blood sampling, [2] . Alternative techniques are focused on the construction of an imagederived input function, possibly combined with a limited blood sampling and/or simultaneous estimation of both the input function and the kinetic parameters for a limited number of brain regions, [8] [9] [10] [11] [12] [13] [14] [15] . Noting the risks and discomfort associated with any kind of blood sampling, the PET Neuroimaging Working Group [6] has recommended that, where possible, FDG-PET studies be accomplished through use of a completely image-derived input function. The work in this paper seeks to make further progress toward this end by extending an existing image-derived approach [10] .
We propose and validate a new method for the construction of an input function. The specific form is piecewise linear in the early phase of fast uptake of tracer. The piecewise linear approximation is found by fitting with data from an image-derived blood vessel carotid artery region of interest (CA-ROI). It is corrected for partial volume through continuity at a time point common to both windows. The parameters defining the analytic representation of the input function for the later window, including the partial volume coefficient, the rate constants of two representative tissue activity curves defined by cluster analysis, and spillover from blood to tissue, are estimated by a simultaneously estimated (SIME) nonlinear fitting. For fitting within the SIME three blood samples are still required. The approach accounts for partial volume effects and avoids the tissueto-blood spillover.
Details of the method are provided in the following sections. Briefly, the method proceeds as follows. Initially, CA-ROIs are identified via a semi-automated procedure, following that presented already in [10] . The method proposed here differs in that only CA-ROI data from very early time are utilized. While the measurement of the input function from image data is sure to be contaminated at all times by partial volume effects caused by the small size of the carotid artery, relative to the image resolution, spillover from tissue to blood from brain regions surrounding the carotid artery can be ignored during the first very short time window (less than one minute duration) because the initial uptake of the tracer by the tissue is essentially insignificant.
For the remaining large time interval, spillover from surrounding tissues will contaminate the measurement of the input derived from any region of interest containing the carotid artery. We thus assume that there are two phases of the input function and treat the initial short window differently from the later time measurements.
In particular, because the CA-ROI activity curve on the second window is contaminated by spillover, it is replaced in the SIME technique by an analytic representation of the input for this window, the parameters of which are obtained through the SIME by fitting against three intravenous blood samples, which are free of partial volume effects. Continuity of the input is imposed at the point common to both windows. The SIME approach uses data from dominant tissue time activity curves obtained by a clustering technique applied to the volumetric time course data [16] .
In the remainder of the paper the rationale for the new method is presented in Section II. All validation steps are performed with the available data from the clinical data set used in [10] , briefly described in Section II-A. Results of the clinical study are given in Section III, with a brief discussion of pertinent implementation details presented in Section IV. Finally our conclusions are summarized in Section V.
II. RATIONALE AND DEVELOPMENT OF THE PROPOSED METHOD

A. Clinical Data
PET data from 18 healthy subjects who participated in a previous study ( [10] ) was used to test the proposed technique. Subjects in this study provided their informed consent, and were studied under guidelines approved by Human-Subjects committees at Banner Good Samaritan
Regional Medical Center (Phoenix, AZ) and the Mayo Clinic (Scottsdale, AZ.)
The data used are retrospective and the data collection protocol is described precisely elsewhere [10] . Briefly, PET data was collected using a 951/31 ECAT scanner Practically, for new studies in which arterial sampling is not already intended, the use of venous, rather than arterial samples, as described also in [10] is recommended as a less invasive and less painful method of acquiring the necessary data. The use of late venous samples in order to provide additional information for obtaining an image-derived input function has also been validated in [17] , in which venous samples at 30 min and 60 min were used.
B. Estimation of the average image-derived blood time activity curve
Details of the method, which involves summing, slice by slice, the initial time frames up to time 2 minutes in order to emphasize those pixels showing the tracer in blood regions including the CA, are given in [10] . An average blood ROI image-derived input curve, denoted by v(t), is then obtained from all frames in which an individual blood time activity curve can be identified.
C. Evaluation of models for the input function
The curves presented in Figures 3, 4 illustrate the two phases of blood activity seen in the carotid artery. In the initial sub window W 1 = [0, τ ], where typically τ < 0.6, the imaged curve v(t) severely underestimates the tracer activity in the blood, due to partial volume effects. The average imaged blood activity curve v(t)
on W 1 provides crucial subject and situation dependent information on the input function, by providing the times at which the tracer reaches the CA-ROI, τ 0 , and then the time at which it peaks in the blood, τ p . For the window
, the impact of spillover on v(t) cannot be negligible. It is thus our premise that these two windows on the input function should be treated differently, using the identifiability of the time points τ 0 , τ p , and τ .
1) The input function on W 2 : To develop an appropriate formulation for modeling the input function on W 2 , we contrast four different input models.The formulation
was first introduced by [2] , and later used by [3] as a population-based input function, dependent on the 6 parameters A i , λ i , i = 1, 2, 3, and here is modified for decay from time τ . This formulation was modified by [1] , [17] for use in a SIME method, and is used here with the data shifted relative to τ 0 in order to obtain the best possible fit:
+A 2 e λ2(t−τ0) + A 3 e λ3(t−τ0) .
These two formulations are designed so as to provide a fit for the entire window of time activity W 1 ∪ W 2 , and may therefore be unnecessarily complicated when fitting just for W 2 . We consider a form with a very simple exponential decay after time τ :
and a more complicated form
To validate (4) as sufficient for fitting arterial data on W 2 based on just three measured data points and the point of continuity τ , we do a nonlinear fit for each of (1-4) using data points τ , and blood samples for time greater that 10 minutes. In this way we avoid difficulties in picking points between τ and 10 minutes for which recirculation in the blood input may be evident and may lead to difficulty in the data fitting. Moreover, this comparison is then consistent with our proposed SIME which only uses fitting based on both the value at τ and the blood samples. We evaluate the sensitivity of the fit relative to the choice of τ for four different choices of τ , the first four time points in each data set after τ p .
Results of the mean and standard deviation of the root mean square error (RMS) for all formulations, and the different choices of τ , denoted by choice 1 to 4, over all 18 subjects are reported in Table I . Here, and throughout, the notation x.ye − z indicates the number x.y × 10 −z .
We observe that there are too few degrees of freedom in (3) to provide a good fit, while (2) is more sensitive to the choice for τ than are (1) and (4). As judged by these results (4) performs slightly less well than (1).
On the other hand, we note that (4) requires only three points besides τ whereas (1) requires five, and from the actual fitting illustrated for one subject 5 in Figure 2 it is clear that the fit is better. The fit between time τ and 10 min underestimates the blood samples for (2) and is very sensitive to the choice of τ for (1). This does not contradict the results in Table I where the RMS reported does not use the time interval between τ and 10 min. In summary, (4) is relatively insensitive to the choice for τ in terms of the fit, and provides a good fit to the entire curve between τ and the final time point, even when no points between τ and 10 min are used.
Hence (4) provides an appropriate formulation for use in a nonlinear simultaneous estimation of the input.
2) Determination of time points
τ p is determined automatically as the point at which the highest intensity value v(τ p ) is achieved. While various methods have been proposed for the estimation of the initiation time of activity, τ 0 , prior to which there is effectively no signal, for example [18] , in this work we select τ 0 automatically as the point after which v(t) remains greater than 2% of the peak value v(τ p ).
Although τ can be chosen in a variety of ways, it was noted in Section II-C.1 that the fit is relatively insensitive to choice of τ . Therefore, we choose τ automatically as the time point at which v(t) is about 25% of the peak value v(τ p ).
3) A parametric model for the input function: Based on the discussion of the preceding paragraphs, we have developed a formulation for the input function, 
In the above model, v(τ p ) and v(τ ) are known and only the three parameters, θ, λ and δ, need to be determined, and could be obtained simply using the three blood samples for t > τ along with the value of v(τ ), so as to fit more than 2 parameters. This approach, however, can not compensate or determine the partial volume accurately, which is crucial because of the scaling everywhere due to θ. Instead, while more complicated, simultaneous estimation of the parameters defining the input together with the kinetic parameters of representative tissue TACs provides the necessary additional physical constraints.
D. Clustering the tissue time activity curves (TTACs)
The fast clustering method described in detail in [16] is utilized to find representative tissue TACs for the there is no need to additionally manually determine the tissue region of interest near the CA-ROI. In practice we automatically cluster to 5 groups and pick from these the two largest for the SIME.
E. Simultaneous estimation of the input function and cluster kinetic parameters
In the compartmental model [5] for FDG PET, the output y(t) at a given voxel, or for a specific brain tissue ROI, is given analytically by convolution (⊗) of the instantaneous response function (IRF) with the input
Here the IRF is the term within the parentheses and is location dependent through the location dependence of the kinetic parameters. K 1 is the transport rate from blood to extra-vascular space, k 2 is the transport rate back from extra-vascular space to blood, and k 3 is the phosphorylation rate of intra-cellular FDG by hexokinase enzymes to FDG-6-phosphate. In this study the scanning duration of 60 minutes is not long enough to provide a reliable estimate of the dephosphorylation rate of intra-cellular FDG-6-phosphate back to FDG, [4] , and which is relatively small compared with other three parameters thus assumed to be 0. Then, if the input u(t) in (6) is known and spillover effects can be ignored, the parameters defining y(t) for a given location may be estimated using nonlinear (NL) fitting of the measured TAC y TAC (t) to y(t).
Here, we seek to not only find the parameters of the tissue TACs but also recover the input function.
Thus, given representative clustered TTACs for p cluster groups, usually p = 2, y i (t) ≈ y TAC i (t), we obtain a weighted nonlinear least squares (WNLS) cost functional in terms of the unknown parameters θ and K
and α i ,
The weight w j is set to the time duration of each frame, and parameters α i correct for local spillover from blood to tissue, i.e. α i is the tissue fraction in y
T AC i
. To reduce the complexity of the expressions we introduce the notation α = (α 1 , . . . , α p ) and x = [θ, K
1 , k
]. There are in total 11 unknowns which define the SIME.
This expression for the cost functional Φ hides its actual dependence also on the parameters of the input u e (t). In particular, the evaluation of u e (t j , θ) occurring in Φ(x, α) for a given value θ, requires the nonlinear fit of u e for t > τ at points (t l , u bs (t l )) where blood sampled data, u bs (t l ), l = 1, . . . , 3, are obtained for
In other words, λ and δ are implicitly determined by these three blood samples and are not treated as independent variables for the cost functional Φ. As variable θ is adjusted for the cost functional Φ, λ and δ must be Φ(x, α) subject to (9)
To solve this minimization we use the Matlab function "fmincon", [19] , which uses a sequential quadratic programming (SQP) algorithm. Because of the dependence of Φ on the blood-sampled data the function call for update of Φ at each step of the iteration proceeds as follows:
Evaluation of objective function Φ(x, α)
given current updates for α, x and θ
1.
Update u e (t j , θ) using (5) and (8), in which blood samples are used to provide the fit in (8) leading to update of λ and δ for the current step.
2.
Update the estimates for the cluster TACs using (6) for the current micro parameters, to give y i (t j ), i = 1 and 2.
3.
Update the current value of the objective function Φ(x, α) using (7).
III. RESULTS
The resulting input functions obtained for the 18 subjects using the described method are compared and validated as follows.
A. Qualitative comparison for the input function
A comparison of the estimated input function u e with the blood-sampled input u bs is illustrated in Figure 3 .
The upper figure presents the portion within 1.5 minutes, and the middle figure the curves for the whole time duration, 45 minutes, on the logarithmic scale. Because these two curves come from different sources, namely estimation and actual blood samples, there is a time shift between them. In order to provide better comparison u bs is automatically shifted to match u e , see the lower graph in Figure 3 . As expected the tails of both curves are closer because the tail of the estimated curve is obtained by the fit with the blood samples. For all subjects u e (t)
is smoother for later time because it is evaluated using a functional form. Representative comparisons of u e with shifted u bs are shown in Figure 4 . The heights of the peaks u e (τ p ) match well in all cases, with differences in peak always less than 20%.
B. Estimation of the model parameters
The estimates obtained for θ, λ and δ are provided in Table II, here, in which we used 1 or 3 clusters in the SIME, provide very consistent results.
C. Quantitative validation with Patlak analysis using the recovered input function
To provide a comparison with the method presented in [10] , data from the entire brain volume are clustered to 50 clusters for each subject, and the recovered input then used in Patlak analysis for each cluster tissue TAC. Results are compared with those obtained using the blood sampled data, see Table III for all subjects and 
IV. DISCUSSION
A. The necessity of SIME for fitting parameters defining the input function
In Section II-C.3 we claimed that the fitting of the proposed model with just the three blood samples for t > τ used to determine the parameters without using SIME would yield an inaccurate estimate. Here we present a comparison between estimates obtained with and without information from the TACs. Specifically we compare the results in which we directly fit the model Comparing the two sets of parameters calculated by the estimated and the arterial blood sampled inputs for subject 1.
are 0.7150, 0.4487, 0.3130, resp. Supposing all blood samples for t > τ are shifted by 10 seconds to the right, the differences after fitting all data by (8) 
C. Advantage of utilizing two windows in defining the input function
The method requires the estimation of τ . This point of continuity between the two windows separates the short window W 1 on which there is rapid accumulation and fast washout of tracer in the input function, from the window W 2 on which the tracer concentration in the input decays smoothly. While τ can be easily defined automatically or manually, its significance is to assure that the most reliable data are used for W 1 and that W 2 can be well-modeled by (4) . The use of the linear interpolation on W 1 is a crude simplification, but it is a very good approximation to the real process when τ is very small. Clearly, it is also possible to use higher order fitting [3] rather than linear interpolation on W 1 but with τ < 1min. the impact will be insignificant. On the other hand, for later time, for which spillover from tissue to blood may contaminate the blood ROI TAC, three samples are utilized to obviate this difficulty. As compared to other image-based input function estimation methods, [8] , [9] , [10] , [11] , [13] and [12] , which use the entire CA-ROI TAC for recovery of the input function, the proposed method is more robust to noise in identification of the input function at later times. it avoids the need to superimpose the CA ROI on later time frames which can compound the difficulty with a poor signal to noise ratio due to potential subject movement over the time course of the study.
D. The SIME Procedure
In order to provide reasonable solutions in a cost effective manner, it is important that bounds on the parameters of the nonlinear minimization are provided. 
in which u e (t j , θ, δ, λ) has four independent variables and would be evaluated only using (5), and without the fit (8) . Here, however, we do not propose this approach because we suppose that the increased complexity of the minimization requires more computations and will not necessarily significantly improve accuracy. Moreover, the internal step (8) of obtaining λ and δ from the three blood samples at each iteration, is very fast because of the simplicity of that data fit.
V. CONCLUSIONS
A reliable semi-automated alternative for input function estimation which uses 3 blood samples has been presented and validated by FDG PET analysis for 18 healthy subjects. Macro parameter K, and micro parameters, K 1 , animal studies (microPET), [21] .
