Abstract-The availability of labeled image datasets has been shown critical for high-level image understanding, which continuously drives the progress of feature designing and models developing. However, constructing labeled image datasets is laborious and monotonous. To eliminate manual annotation, in this work, we propose a novel image dataset construction framework by employing multiple textual metadata. We aim at collecting diverse and accurate images for given queries from the Web. Specifically, we formulate noisy textual metadata removing and noisy images filtering as a multi-view and multi-instance learning problem separately. Our proposed approach not only improves the accuracy, but also enhances the diversity of the selected images. To verify the effectiveness of our proposed approach, we construct an image dataset with 100 categories. The experiments show significant performance gains by using the generated data of our approach on several tasks, such as image classification, cross-dataset generalization and object detection. The proposed method also consistently outperforms existing weakly supervised and web-supervised approaches.
INTRODUCTION
A S the computer vision community considers more visual categories and greater intra-class variations; it is clear that larger and more exhaustive datasets are needed. However, the process of constructing such datasets is laborious and monotonous. It is unlikely that the manual annotation can keep pace with the growing need for annotated datasets. To reduce the cost of manual annotation, automatically constructing image datasets by using the web data has attracted more and more people's attention [17] , [18] , [27] , [30] , [36] , [51] .
Compared to manually labeled datasets, web images are a richer and larger resource. For arbitrary categories, the possible training data can be easily obtained from an image search engine. Unfortunately, using image search engines are limited by the poor precision of the returned images and restrictions on the total number of retrieved images. For example, Schroff et al. [36] reported the average precision of Google Image Search engine on 18 categories is only 39%, and downloads are restricted to 1000 images for each query. In addition, the retrieved images from image search engine usually have the overlapping problem which results in a reduced intra-class variation. In general, there are three main problems during the process of constructing image datasets by leveraging image search engine:
Scalability. Since image search engine restricts the numbers of returned images for each query, Hare and Lewis [3] proposed to adopt social network Flickr for candidate images collection while methods [2] , [36] addressed the problem by using a web search instead of an image search. In [2] , topics were discovered based on words occurring in the webpages and image clusters for each topic were formed by selecting images where the nearby text is top ranked. Then images and the associated text from these clusters were used to learn a classifier to re-rank the candidate images. In [36] , Schroff et al. adopted text information to rank images and used these top-ranked images to learn visual classifiers to re-rank images once again. These methods can obtain thousands of images for each query. However, for all of these methods, the yield is limited by the poor accuracy of the initial candidate images.
Accuracy. Due to the error index of image search engine, even with the first few images, noises may still be included. Existing methods [4] , [5] , [27] , [39] improve the accuracy by re-ranking the retrieved images. Fergus et al. [4] , [5] proposed to use visual clustering of the images over a visual vocabulary while method [39] adopted multiple instances learning to learn the visual classifiers for images re-ranking. Li et al. in [27] leveraged the first few images returned from an image search engine to train the image classifier, classifying images as positive or negative. When the image is classified as a positive sample, the classifier uses incremental learning strategy to refine its model and collect more positive images. These methods can effectively purify the error indexed images. However, for all of these methods, the yield is significantly reduced by the limited diversity of the initial candidate images which were collected with one single query.
Diversity. Images collected with one single query tend to have a limited diversity, which is also referred as dataset bias problem [38] , [46] . To ensure the diversity of the collected images, methods [39] , [42] partitioned can-didate images into a set of clusters, treated each cluster as a "bag" and the images therein as "instances", and proposed multi-instance learning (MIL) based methods to prune noisy images. However, the yield for both of [39] and [42] is limited by the poor diversity of the initial candidate images which were obtained through one single query. To obtain lots of candidate images in a richer diversity, Divvala et al. [11] proposed to use multiple query expansions instead of a single query to collect images. However, the yield for [11] is restricted by the iterative mechanism in the process of noises removing and images selection.
Motivated by the situation described above, we seek to automate the process of collecting images in the condition of ensuring the scalability, accuracy, and diversity. Our motivation is to leverage multiple textual metadata to ensure the scalability and diversity of the collected images, and use multi-view and multi-instance learning based methods to improve the accuracy as well as to maintain the diversity. Specifically, we first discover a set of semantically rich textual metadata, from which the visual non-salient and less relevant textual metadata are removed. The selected textual metadata is used to retrieve sense-specific images to construct the raw image dataset. To suppress the search error and noisy textual metadata (which are not filtered out) induced noisy images, we further divide the retrieved noises into three types and use different methods to filter these noises separately. To verify the effectiveness of our proposed approach, we construct an image dataset with 100 categories, which we refer to as WSID-100 (web-supervised image dataset 100). Extensive experiments on image classification, cross-dataset generalization, and object detection demonstrate the superiority of our approach. The main contributions of this work are summarized as follows:
1) We propose a general image dataset construction framework that ensures the scalability, accuracy, and diversity of the image collections while with no need of manual annotation. 2) We jointly filter inter-class and intra-class noisy images in a linear programming multi-instance learning problem. Compared to existing iterative methods, our proposed approach can effectively improve the diversity while ensuring the accuracy. 3) We released our dataset on website 1 . We hope the scalability, accuracy and diversity of WSID-100 can help researchers further their study in the machine learning, computer vision, and other related fields. 4) We provide a benchmark platform for evaluating the performance of various algorithms in the task of pruning noise and selecting useful data. This paper is an extended version of [51] , which includes about 70% new materials. The substantial extensions include: treating semantic distance and visual distance as features from two different views and taking 1 . http://www.multimediauts.org/dataset/WSID-100.html multi-view learning based method to prune less relevant textual metadata; taking MIL based method instead of iterative mechanism in the process of inter-class and intra-class noises removing; comparing the image classification ability, cross-dataset generalization ability, and object detection ability of our dataset instead of only the accuracy; comparing our dataset with both of manually labeled and web-supervised datasets instead of only manually labeled datasets; and increasing the number of categories from 10 to 100.
The rest of the paper is organized as follows: Section 2 elaborates the related works for image dataset construction. We propose our framework and associated algorithms in Section 3. In Section 4, we compare the performance of our proposed approach with manually labeled, weakly supervised, and web-supervised baseline approaches. Section 5 concludes this paper.
RELATED WORKS
Lots of works have been involved in constructing image datasets. In general, these works can be roughly divided into two types: manual based methods and learning based methods.
Manual Based Methods
The traditional way to construct an image dataset is manually labeling (e.g., ImageNet [1] , STL-10 [41] , CIFAR-10 [23] and PASCAL VOC [15] ). Most of these datasets were built by submitting a query to image search engines and aggregating retrieved images as candidate images, then cleaning candidate images by human judgment. Manual labeling has a high accuracy but is limited in scalability and diversity. For example, a group of students has spent several months on manually constructing the Caltech 101 [43] dataset. However, Caltech 101 dataset is restricted by the intraclass variation of the images (centered objects with few viewpoint changes) and the numbers of images per category (at most a few hundred).
Learning Based Methods
To reduce the cost of manual labeling, works [44] , [48] also focused on active learning. In [44] , Li et al. proposed to randomly label some seed images to learn visual classifiers. Then the learned classifiers were used to classify unlabeled images and find unconfident images for manual labeling. The process will iterate until presetting classification accuracy is achieved. Grauman et al. in [48] proposed to learn object detectors by online learning. It refines its model by actively requiring manual annotations on the crawled web images. Active learning based methods still require manually labeling, which is one of the biggest limitations to construct a large-scale diverse image dataset.
To further reduce the cost of manual labeling, more and more peoples' attention has been paid to the automatic methods [17] , [27] , [36] . In [27] , Li et al. took the incremental learning mechanism to collect images for the given query. It utilizes the first few retrieved images to learn classifiers, classifying images into positive or negative. When the image is classified as a positive sample, it will be used to refine the classifier. With the increase of positive images accepted by the classifier, the learned classifier will reach a robust level for this query. Schroff et al. in [36] proposed to adopt text information to rank retrieved images, and leverage topranked images to learn visual models to re-rank images once again. Hua et al. [17] leveraged clustering based method and propagation based method for pruning "group" and individual noisy images separately. These methods eliminate the process of manual labeling and can alleviate the scalability problem. However, for all of these methods [17] , [27] , [36] , the diversity of the final collected images is restricted by the limited diversity of the initial candidate images which were collected with a single query.
Other Related Works
There is a lot of work associated with the generation of multiple textual metadata and noisy images removing, though their goal is not to construct an image dataset. For example, WordNet [32] , ConceptNet [49] and Wikipedia are often used to obtain related synonyms for overcoming the download restriction for each query. Synonyms derived from WordNet, ConceptNet and Wikipedia tend to be relevant to the target query and don't need to be purified [9] , [10] . The shortcoming is that synonyms derived from WordNet, ConceptNet and Wikipedia tend to be not comprehensive enough for modifying the target query. What's worse, candidate images collected through synonyms usually have the homogenization problem, which restricts the diversity of the collected images.
To obtain diverse candidate images as well as to alleviate the homogenization problem, recent work [11] leveraged Google Books Ngram Corpus (GBNC) [29] to obtain multiple textual metadata for initial images collection. Compared to WordNet, ConceptNet and Wikipedia, GBNC is much richer and general. It covers almost all related textual metadata at the textual level. The disadvantage of leveraging GBNC to discover multiple textual metadata is that GBNC may also bring noises. In our work, we take GBNC to discover a set of semantically rich textual metadatafor modifying the target query. Then we use the word-word and visual-visual similarity to remove noisy textual metadata.
In summary, existing learning based methods save human cost by leveraging the generalization ability of machine models. However, the generalization ability is affected by not only the scalability and accuracy but also the diversity of the selected images. The basic idea of this paper is to leverage learning based methods for improving the accuracy, and multiple textual metadata for enhancing the scalability and diversity. 
FRAMEWORK AND METHODS
We are targeting at automatically constructing image dataset in a scalable way while ensuring the accuracy and diversity. We automatize the three most labor cost steps. Fig. 2 shows the process of multiple textual metadata discovering and noisy textual metadata filtering. Fig. 3 demonstrates the process of noisy images filtering. The following subsections describe the details of our proposed framework.
Multiple Textual Metadata Discovering
Images returned from an image search engine tend to have a relatively higher accuracy (compared to Flickr and web search), but downloads are restricted to a certain number. In addition, the accuracy of rankingrearward images is also unsatisfactory. To overcome these restrictions, synonyms are often used to collect more images from image search engine. However, this method only works well for queries which have been defined in an existing ontology (e.g., WordNet [32] ). Apart from this, images collected by synonyms tend to have the homogenization problem [38] .
Inspired by recent work [21] , we can use GBNC to discover a set of semantically rich textual metadata for modifying the given query. Our motivation is to leverage multiple textual metadata for overcoming the download restriction of image search engine (scalability) and ensuring the greater intraclass variation of images (diversity). GBNC covers all variations of any concept the human race has ever written down in books [29] . Compared to WordNet and ConceptNet which only have NOUN metadata, GBNC is much more general and exhaustive. Following [29] (see section 4.3), we specifically use the dependency gram data with parts-of-speech (POS) for refinement textual metadata discovering. For example, given a query and its corresponding POS tag (e.g., 'jumping, VERB'), we find all its occurrences annotated with POS tag within the dependency gram data. Of all the gram dependencies retrieved for the given query, we choose those whose modifiers are tagged as NOUN, Fig. 2 : Illustration of the process for obtaining multiple textual metadata. The input is a textual query that we would like to find multiple textual metadata for. The output is a set of selected textual metadata which will be used for raw image dataset construction.
VERB, ADJECTIVE and ADVERB as the candidate textual metadata. We use these semantically rich textual metadata (corresponding images) to reflect the different visual distributions for the given query. The detailed candidate textual metadata discovered in this step can be found on website 1 .
Noisy Textual Metadata Filtering
Multiple textual metadata discovering not only brings all the useful data, but also some noises (e.g., "betting dog", "missing dog" and "hot dog" in Fig. 1 ). Using these noisy textual metadata to retrieve images will have a negative effect on the accuracy. To this end, we prune these noisy textual metadata before we collect candidate images for the target query. We divide the noisy textual metadata into two types (visual non-salient and less relevant) and propose to filter these two types of noises separately.
Visual non-salient textual metadata pruning
From the visual consistency perspective, we want to identify visual salient and eliminate non-salient textual metadata in this step (e.g., "betting dog" and "missing dog" in Fig. 1 ). The intuition is that visual salient textual metadata should exhibit predictable visual distributions. Hence, we can use the image classifier-based pruning method.
For each textual metadata , we retrieve the top N samples from Google Image Search Engine as positive images; then randomly split them into a training and validation set I i = {I value, we think textual metadata i is visually salient. We will analyze the parameter sensitivity of S i more details in Section 4.5.
Less relevant textual metadata pruning
Normalized Google Distance (NGD) [8] extracts the semantic distance between two terms by using the Google page counts. We denote the semantic distance of all textual metadata by a graph G semantic in which the target query is center y. Other textual metadata x has a score S xy corresponds to the NGD between term x and y. Semantically relevant textual metadata usually has a smaller semantic distance than less relevant (e.g., "yawning dog", "Eskimo dog" and "police dog" which has 0.388, 0.286 and 0.372 respectively is much smaller than "down dog" which has 0.703). However, this assumption is not always true from the perspective of visual relevance. For example, "hot dog" has a relatively smaller semantic distance 0.213, but it is not relevant to the target query "dog". Thus, we need to identify both of semantic and visual relevant textual metadata for the target query. Similar to the semantic distance, we denote the visual distance of all textual metadata by graph G visual in which the target query is center y. Other textual metadata x has a score V xy corresponds to the visual distance between term x and y. Similar to the previous step in Section 3.2.1, we obtain the visual distance between target query y and other textual metadata x by the score of the center y node classifier f y on the xth node retrieved images I x . The difference lies in the different test images.
By treating word-word (semantic) and visual-visual distance (visual) as features from two different views, we formulate less relevant textual metadata pruning as a multi-view learning problem. Our objective is to find both semantically and visually relevant textual metadata. During training, we model each view with one classifier and jointly learn two classifiers with a regularization term that penalizes the differences between two (2) . Given l labeled data (x 1 , y 1 ), ...(x l , y l ) ∈ X × {±1} and u unlabeled data x l+1 , ...x l+u ∈ X , we seek to find predictors f (1) * ∈ H K (1) and f (2) * ∈ H K (2) that minimize the following objective function:
The first term is loss function and the next two are the regularization terms. The last term is called "coregularization" which encourages the selection of a pair predictors (f (1) * , f (2) * ) that agree on the unlabeled data. During testing, we make predictions by averaging the classification results from both of two views and the prediction rule is:
Following [6] , [26] , we adopt the form of loss function as:
We give the solution to (1) in the Supplemental Material. After we obtain the models for two views, we use (2) to prune less relevant textual metadata.
Noisy Images Filtering
The selected textual metadata were used to collect images from image search engine to construct the raw image dataset. Due to the error index of image search engine, some noises may be included (artificial and intraclass noisy images). In addition, a few noisy textual metadata which are not filtered out can also bring some noises (inter-class noisy images). As shown in Fig. 3 , our process for filtering noisy images consists of three major steps: artificial images pruning, inter-class and intra-class noisy images pruning.
Artificial images pruning
As we are mainly interested in constructing image datasets for natural image recognition, we would like to remove artificial images from the raw image dataset. The artificial images contain "sketches", "drawings", "cartoons", "charts", "comics", "graphs", "plots" and "maps". Since artificial images tend to have only a few colors in large areas or sharp edges in certain orientations, we choose the visual features of color and gradient histogram for separating artificial images from natural images. We train a radial basis function SVM model by using the selected visual features. The artificial images were obtained by retrieving queries: "sketch", "drawings","cartoons", "charts", "comics", "graphs", "plots" and "maps" (250 images for each query, 2000 images in total), natural images were obtained by directly using the images in ImageNet (2000 images in total). After the pruning model was learned, we apply it to the entire raw image dataset to prune artificial images. The pruning model achieves around 94 percent classification accuracy on artificial images (using two-fold cross-validation) and significantly reduces the number of artificial images in the raw image dataset. There is some loss of the natural images, with, on average, 6 percent removed. Although this seems to be a little high, the accuracy of the resulting dataset is greatly improved.
Inter-class noisy images pruning
Inter-class noisy images were caused by the noisy textual metadata which are not filtered out. As shown in Fig. 3 "bronze dog" images, these noises tend to exist in the form of "groups". Hence we proposed to use multiinstance learning (MIL) based method to filter these "group" noisy images. Each selected textual metadata was treated as a "bag" and the images corresponding to the textual metadata were treated as "instances". We formulate inter-class noisy images pruning as a MIL problem. Our objective is to prune group noisy images (corresponding to negative "bags").
We denote the bags as B i , the positive and negative bags as B
. To characterize bags, we take the instance-based feature mapping method proposed in [14] , [19] . Specifically, we assume each bag may consist of more than one target concept and the target concept can be approximated by an instance in the bags. Under this assumption, the mostlikely-cause estimator can be written as:
where σ is a predefined scaling factor. s(x k , B i ) can be explained as a similarity between bag B i and concept x k . It is determined by the concept and the closest instance in the bag. Then the bag B i can be embedded with coordinates
Given a training set which contains l + positive bags and l − negative bags, we apply the mapping function (5) and obtain the following matrix representation of all training bags:
Each column corresponds to a bag, and the kth feature realizes the kth row of the matrix. Generally speaking, when x k achieves a high similarity to some positive bags and low similarity to negative bags, we think that the feature s(x k , ·) induced by x k provides "useful" information in separating the positive from negative bags.
Instance-based feature mapping tends to has a better generalization ability. The disadvantage is that it may require an expensive computational cost. Our solution is to construct 1-norm SVM classifiers and select important features simultaneously. The motivation is 1-norm SVM can be formulated as a linear programming (LP) problem and the computational cost will not be an issue. The 1- for (every instance x k ) 3:
Algorithm 1
the kth element of m(B i
The optimal solutions w * and b * , the bag classifier (10).
norm SVM is formulated as follows:
where ε and η are hinge losses. Choosing different parameters C 1 and C 2 will penalize on false negatives and false positives. We usually let C 1 = δ, C 2 = 1 − δ and 0 < δ < 1 so that the training error is determined by a convex combination of the training errors occurred on positive bags and on negative bags. To solve the 1-norm SVM (7) with linear programming, we rewrite w k = u k − v k , where u k , v k 0. Then we can formulate linear programming in variables u, v, b, ε and η as:
The solutions of linear programming (8) equivalent to those obtained by the 1-norm SVM (7). The reason is that for all k = 1, ..., n, any optimal solution to (8) has at least one of the two variables u k and v k equal to 0. Suppose w * = u * − v * and b * are the solutions of (8), then the influence of the kth feature on the classifier can be determined by the value of w * k . Specifically, we select features {s(x k , ·) : k ∈ φ} to meet the conditions:
Finally, we obtain the classification rule of bag B i to be positive or negative is:
The detailed process of learning the bag classifier is described in Algorithm 1. We apply the rule (10) to classify bags. When the bag is classified to be negative, the group images corresponding to the bag will be filtered out.
Intra-class noisy images pruning
After we prune inter-class noisy images, we then only care the intra-class noises corresponding to the positive bags. Intra-class noises were induced by the error index of image search engine. As shown in Fig. 3 , these noises usually exist in the form of "individuals". The basic idea of pruning intra-class noises in positive bags is according to their contributions to the classification of the bag. Instances (corresponding to images) in the bags can be divided into two types: positive class and negative class. An instance is assigned to the positive class when its contribution to k∈φ w * k s(x k , B i ) is greater than a threshold θ. For instance x ij in bag B i , we define an index set ϕ as:
(11) Then the bag classification rule (10) only needs the instances x ij * , j * ∈ ϕ. Removing an instance x ij * , j * / ∈ ϕ from the bag will not affect the value of (10) . There may exist more than one instance in bag B i maximizes exp(−
) for a given x k , k ∈ φ. We denote the number of maximizers for x k by ν k . We then rewrite the bag classification rule (10) in terms of the instances indexed by ϕ as:
determines the contribution of x ij * to the classification of the bag B i . Instance x ij * belongs to the positive class if g(x ij * ) > θ. Otherwise, x ij * belongs to the negative class. The choice of threshold θ is a application specific problem. In our experiments, the parameter θ is chosen to be bag dependent as − b * |ϕ| . The detailed process of pruning intra-class noises is described in Algorithm 2. We apply the rule (12) to prune negative instances (corresponding to the intra-class noises).
EXPERIMENTS
In this section, we first construct an image dataset with 100 categories and conduct experiments on image classification, cross-dataset generalization, and object detection to verify the effectiveness of our dataset. Then we quantitative analyze the contributions of different steps to the final results and the parameter sensitivity of our Algorithm 2 The algorithm for pruning intra-class noises
for (every k in φ j * ) 5 :
end 7: End 8: For (every x ij * with j * in ϕ)
Compute g(x ij * ) using (12) 10: End Output:
All positive instances x ij * satisfying g(x ij * ) > θ proposed approach. Finally, we introduce how to use our provided platform for evaluating various algorithms in the task of pruning noisy images.
Image Dataset Construction
We choose all the 20 categories in PASCAL VOC 2007 dataset plus 80 other categories as the target categories to construct our dataset WSID-100. The reason is existing weakly supervised and web-supervised methods were evaluated on this dataset. For each category, we first discover the multiple textual metadata from Google Books with POS. Then the first N = 100 images were retrieved for each discovered textual metadatato represent its visual distribution. In spite of the fact that noises may be contained, we treat the retrieved images as positive samples and split them into a training and validation set I i = {I
We gather a random pool of negative images and split them into a training and validation set I = {I t = 25, I v = 25}. Through experiments, we declare a textual metadata i to be visual salient when the classification result S i ≥ 0.6. We will discuss the parameter sensitivity of S i more details in Section 4.6. We have released the discovered textual metadata for 100 categories and the corresponding images (original image URL) on website 1 . To prune less relevant textual metadata, we calculate the word-word and visual-visual distance between visual salient textual metadata and target query. We label l 1 = 500 positive data and l 2 = 500 negative data. We use a total of l = l 1 + l 2 = 1000 labeled and u = 500 unlabeled data to learn the multi-view prediction rule (2) . This labeling work only needs to be done once and the prediction rule (2) will be used for pruning all less relevant textual metadata.
We construct the raw image dataset by using the textual metadata which are not filtered out. Specifically, we collect the top 100 images for each selected textual metadata. Since not enough textual metadata was found for query "potted plant", we collect the top 500 images for "potted plant" textual metadata. To filter artificial images, we learn a radial basis function SVM model by using the visual feature of color and gradient histogram. Although the color and gradient histogram + SVM framework that we use is not the prevailing stateof-the-art method for image classification, we found our method to be effective and sufficient in pruning artificial images.
By treating each selected textual metadata as a "bag" and the images therein as "instances", we formulate inter-class and intra-class noisy images pruning as a multi-instance learning problem. Our objective is to prune "group" (bag-level) inter-class noisy images and "individual" (instance-level) intra-class noisy images. To learn the bag prediction rule (10), we directly use the previously labeled l 1 = 500 positive textual metadata and l 2 = 500 negative textual metadata corresponding images as the l + = l 1 = 500 positive bags and l − = l 2 = 500 negative bags. We apply the prediction rule (10) to filter "group" inter-class noisy images. The value of g(x ij * ) in (12) determines the contribution of x ij * to the classification of the bag B i . In our experiment, we choose the threshold θ as bag dependent θ = − b * |ϕ| . That is we 
Comparison of Image Classification Ability and Cross-dataset Generalization Ability
The goal of these experiments is to compare the image classification ability and cross-dataset generalization ability of our dataset with other web-supervised and manually labeled datasets.
Experimental setting
For the comparison of image classification ability, we choose PASCAL VOC 2007 [15] as the testing benchmark dataset. The same categories among various datasets are compared. Specifically, we randomly select 500 images for each category from various datasets as the positive training samples. 1000 unrelated images are chosen as the negative samples to train SVM classification models. We test the classification ability of these models on PAS-CAL VOC 2007 dataset. The experiments are repeated for ten times and the average classification ability is taken as the final performance for various datasets. The experimental results are shown in Fig. 4, Fig. 5 and Table  1 . 
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A v e r a g e (f) For cross-dataset generalization ability comparison, we randomly select 200 images per category from various datasets as the testing data.
[200,300,400,500,600,700,800] images for each category from various datasets are sequentially chosen as the positive training samples. Similar to the comparison of image classification ability, we use the same 1000 unrelated images as the negative training samples to learn image classification models. Training and testing data for each category has no duplicates. Since dataset STL-10 [41] and CIFAR-10 [23] have only 6 same categories "airplane", "bird", "cat", "dog", "horse" and "car/automobile" with other datasets, they won't be compared with our dataset and other datasets in this experiment. For other datasets, we compare all the 20 same categories. The average classification accuracy on all categories illustrates the cross-dataset generalization ability of one dataset on another dataset [1] . The experimental results are shown in Fig. 6 .
For image classification and cross-dataset generalization ability comparison, we set the same options to learn classification models for all datasets. Specifically, we train SVM classifiers by setting the kernel as a radial basis function. The other settings use the default of LIB-SVM [7] . For all images, we extract the 4096 dimensional deep features based on AlexNet [13] .
Baselines
We compare our dataset with two sets of baselines:
Manually labeled datasets. This set of baselines consists of STL-10 [41], CIFAR-10 [23] and ImageNet [1] . STL-10 contains ten categories in which per category has 500 training and 800 testing images. Both of training and testing images are used to represent this dataset. CIFAR-10 includes 10 categories and each category contains 6000 images. ImageNet provides an average of 1000 images to represent each category, and is organized according to the WordNet hierarchy.
Web-supervised datasets. This set of baselines consists of DRID-20 [46] , Optimol [27] and Harvesting [36] . DRID-20 contains 20 categories and each category has 1000 images. For Optimol [27] , we select all the categories in PASCAL VOC 2007 as the target categories, and collect 1000 images for each category by taking the incremental learning mechanism. For Harvesting [36] , we first retrieve the possible images from Google web search engine, and rank the retrieved images through the text information. The top-ranked images are then leveraged to learn classification models to re-rank the images once again. In total, we construct 20 same categories as PASCAL VOC 2007 for Harvesting dataset.
Experimental results
Cross-dataset generalization ability and image classification ability on third-party testing dataset measure the performance of classifiers learned from one dataset and tested on another dataset. It indicates the diversity and robustness of the dataset [38] , [50] .
From Fig. 4 and 5, we observe that the categories "plant", "tv" and "airplane" present a relatively higher classification accuracy than other categories when using the same number of training images. One possible explanation is that the "diversity" of "plant", "tv" and "airplane" are simpler than other categories. The images are densely distributed in the feature space. For categories "plant", "tv" and "airplane", training and testing images overlaps much more easily.
According to the average accuracy over 6 common categories on the PASCAL VOC 2007 dataset in Table  1 , the performance of CIFAR-10 is much lower than other datasets. The explanation is that CIFAR-10 has a limited diversity and a serious dataset bias problem [38] . In CIFAR-10, the objects are pure and located in the middle of the images. However, in the testing dataset and other compared datasets, these images not only consist of target objects, but also plenty of other scenarios and objects.
By observing Table 1 and Fig. 6 , DRID-20 has a better image classification ability and cross-dataset generalization ability than ImageNet, Optimol and Harvesting but slightly worse than our dataset, possibly because the diversity of images in DRID-20 is relatively rich. DRID-20 was constructed by using multiple query expansions and the objects of its images have variable appearances, viewpoints and poses.
By observing Fig. 4, Fig. 5 , Fig. 6 and Table 1 , our dataset outperforms the web-supervised and manually labeled datasets in terms of image classification ability and cross-dataset generalization ability. Compared with STL-10, CIFAR-10, ImageNet, Optimol and Harvesting, our dataset which was constructed by multiple textual metadata has a better diversity and can well adapt to the third-party testing dataset. Compared with DRID-20, our method treats textual and visual relevance as features from two different views and takes multi-view based method to leverage both of textual and visual distance for pruning less relevant textual metadata. Our method can be more effective in pruning textual metadata, and then obtain a more accurate dataset. At the same time, we convert the inter-class and intra-class noises pruning into solving a linear programming problem, not only improves the accuracy but also the efficiency.
Comparison of Object Detection Ability
Due to the success of DPM [40] detector, training detection models without bounding boxes has received renewed attention. Since recently state-of-the-art websupervised and weakly supervised methods have been evaluated on PASCAL VOC 2007 dataset, we also test the object detection ability of our collected data on this dataset.
Experimental setting
We firstly remove images which have extreme aspect ratios (> 2.5 or < 0.4) and resize images to a maximum of 500 pixels. Then we train a separate DPM for each selected textual metadata to constrain the visual variance. Specifically, we initialize our bounding box with a sub-image in the process of latent re-clustering to avoid getting stuck to the image boundary. Following [40] , we take the aspect-ratio heuristic method to initialize our components. Some components across different textual metadata detectors share visual similar patterns (e.g., "police dog" and "guard dog" ). We take the method proposed in [11] to merge visual similar and select representative components. After we obtain the representative components, we leverage the approach proposed in [40] to augment and subsequently generate the final detector.
Baselines
Three sets of baselines are chosen to compare with our collected data: Weakly supervised methods. This set of baselines consists of [37] and [45] . Method [37] leverages image-level labels for training and initializes from objectness. Method [45] takes manually labeled videos without bounding box for training and presents the results in 10 out of 20 categories.
Web-supervised methods. The web-supervised method [11] leverages web information as a supervisor to train a mixture DPM detector.
Fully supervised method. The fully supervised method [40] is a possible upper bound for weakly supervised and web-supervised methods. Compared with method [37] and [45] which leverages weak supervision and [40] which requires full supervision, our method and [11] don't need to label the training data. Nonetheless, our method and [11] achieve a better detection results than previously best weakly supervised methods [37] and [45] . One possible explanation is our approach as well as [11] takes multiple textual metadata for images collection, the diversity of training data collected by [11] and our method is much richer than [37] and [45] . The training data collected by our approach and [11] contains more effective visual patterns.
Experimental results
Compared to method [11] which also leverages multiple textual metadata for images collection and web supervision, our method achieves the best results in most cases. Possibly because we take different methods to filter noisy textual metadata and images. Method [11] takes iterative approaches during the process of noisy textual metadata and images removing while our method leverages a multi-view based method for noisy textual metadata removing and multi-instance learning based method for noisy images removing. Our method can obtain a better diversity of the selected images in the condition of ensuring the accuracy. Our method discovers much richer as well as more useful linkages to visual descriptions for the target category.
Different Steps Analysis
Our proposed framework involves three major steps: multiple textual metadata discovering, noisy textual metadata filtering and noisy images filtering. To quantify the contribution of various steps to the final result, we construct two new frameworks.
One is based on multiple textual metadata discovering and noisy textual metadata filtering (which we refer to MD-NMF). The other is based on multiple textual metadata discovering and noisy images filtering (which we refer to TD-NIF). For framework MD-NMF, we first obtain the multiple textual metadata through searching in the Google Books Ngram Corpus. Then we apply the noisy textual metadata filtering procedure to get the selected textual metadata. We directly retrieve the top images from the image search engine for selected textual metadata to train image classifiers (without noisy images filtering). For framework TD-NIF, we also obtain the candidate multiple textual metadata by searching in the Google Books Ngram Corpus. Then we retrieve the top images from the image search engine for all candidate textual metadata (without noisy textual metadata filtering). We apply the noisy images filtering procedure to select useful images and train image classifiers.
The image classification ability among framework MD-NMF, TD-NIF and ours are compared. Specifically, category "airplane", "bird", "dog" and "horse" are selected as target categories to compare the image classification ability. We sequentially collect [200,400,600,800,1000] images per category as the positive data and leverage 1000 unrelated images as the negative data to train image classification models. We evaluate the image classification ability of MD-NMF, TD-NIF and ours on the PASCAL VOC 2007 dataset. The experimental results are presented in Fig. 7 . By observing Fig. 7 , we have the following observations:
Framework MD-NMF usually performs better than TD-NIF when the training image for each category is less than 600. One possible explanation is that the first few retrieved images tend to present a relatively high accuracy. When the number of training images is below 600, the final selected noisy images caused by noisy textual metadata are more severe than the image search engine. As the increase of numbers per category, the retrieved images contain more and more noises. In this condition, the noises induced by the error index of image search engine present a much worse influence than those caused by the noisy textual metadata.
Our proposed framework outperforms both of the MD-NMF and TD-NIF. The reason can be explained that our approach leverages a combination of noisy textual metadata and images removing, can be effective in filtering the noises caused by both noisy textual metadata and the error index of image search engine. Our proposed framework can filter the noisy images while maintaining the diversity of the selected images. 
Parameter Sensitivity Analysis
There are lots of parameters in the process of our experiments, we mainly analyze two parameters S i and δ in our proposed framework (C 1 = δ, C 2 = 1 − δ and 0 < δ < 1). To analyze parameter S i and δ, we choose 10 categories and manually label 50 textual metadata for each category. For each textual metadata, we retrieve the top 100 images from image search engine to represent the visual distribution. The value of S i is selected from the set of {0.3, 0.4, 0.5, 0.6, 0.7, 0.8} by applying the 3-fold cross-validation method. Table 3 demonstrates the average recall and precision for 10 categories corresponding to different S i . Finally, we choose the value of S i to be 0.6. The reason is we want to get a relatively higher recall while ensuring an acceptable precision. For the parameter δ, the value is selected from {10 −3 , 10 −2 , ..., 10 2 }. We also use the 3-fold crossvalidation to select the value of δ. Table 4 shows the average accuracy of inter-class noisy images filtering. By observing Table 4 , we found our method is robust to the parameter δ when it is varied in a certain range.
Platform Introduction
Due to the cost of manual labeling is too high, crawling data from the Internet and using the web data (without manual annotation) to train models for various computer vision tasks have attracted broad attention. However, due to the complex of Internet, the crawled data tend to have noise. Removing noise and choosing high-quality instances for training often plays a key role in the quality of the last trained model. To this end, we provide a benchmark platform for evaluating the performance of various algorithms in the task of pruning noise. The specific steps are as follows: step 1: obtaining the raw image data for 100 categories from our website 1 ; step 2: performing algorithms to prune noise and select useful data from the raw image data; step 3: running cross-dataset generalization experiments on the selected data and our publicly released dataset WSID-100. Algorithms which have a better cross-dataset generalization ability tend to have a better ability in the task of pruning noise and selecting high-quality data.
CONCLUSION
In this work, we presented an automatic diverse image dataset construction framework. Our framework mainly involves three successive modules, namely multiple textual metadata discovering, noisy textual metadata filtering and noisy images filtering. To verify the effectiveness of the proposed framework, we built an image dataset with 100 categories. Extensive experiments have shown the superiority of our dataset over manually labeled datasets STL-10, CIFAR-10, ImageNet and websupervised datasets Harvesting, Optimol and DRID-20 on image classification and cross-dataset generalization. In addition, we successfully applied our data to improve the object detection performance on the PASCAL VOC 2007 dataset. The experimental results showed the superiority of our proposed work to several web-supervised and weakly supervised state-of-the-art methods. We have publicly released our web-supervised diverse image dataset on website to facilitate the research in the web-vision and other related fields.
