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The Myhill–Nerode Theorem states that the equivalence relation ∼L given by a language
L has finite index if and only if L is accepted by a finite automaton. In this paper we give
several generalizations of the theorem which are algebraic in nature. In our versions, a
finiteness condition involving the action of a semigroup on a certain function plays the role
of the finiteness of the index of ∼L, while various algebraic structures including algebras,
coalgebras, and bialgebras play the role of the finite automatonwhich accepts the language.
We develop additional theory concerning the algebraic objects which so arise, and study
the minimal ones.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The celebrated Myhill–Nerode Theorem states that a set L of words in a finite alphabet is accepted by a finite automaton
if and only if the equivalence relation∼L, defined as x ∼L y if and only if xz ∈ L exactly when yz ∈ L for every word z, has
finite index (cf. [2, Section 3.4, Theorem 3.9], [1, Chapter III, Section 9, Proposition 9.2]). This fundamental result has been
generalized to a number of settings, such as trees [3], sequential transducers [4], and fuzzy languages and automata [5].
In the course of their work on hybrid systems, Grossman and Larson generalized the Myhill–Nerode Theorem under the
following conditions. Let G be a semigroup with unity, let K be a field, and let H = KG denote the semigroup bialgebra
with linear dual H∗. Let ‘‘⇀’’ denote the left action and ‘‘↼’’ the right action of H on H∗, defined for all p ∈ H∗, x, y ∈ H
by (x ⇀ p)(y) = p(yx) and (p ↼ x)(y) = p(xy), respectively. For a given p ∈ H∗, H ⇀ p = {x ⇀ p : x ∈ H},
p ↼ H = {p ↼ x : x ∈ H}, and H ⇀ p ↼ H = span{y ⇀ p ↼ x : x, y ∈ H} are subspaces of H∗.
We re-state [6, Section 5, Theorem 2] in light of [7, Proposition 6.0.3], which is stated below as Proposition 3.1.
Theorem 1.1 (Grossman and Larson). Let p ∈ H∗. The following are equivalent:
(i) dim(H ⇀ p) (equivalently, dim(H ⇀ p ↼ H) or dim(p ↼ H)) is finite, and there exists a nonzero polynomial
F(X) ∈ K [X] such that F(p) = 0.
(ii) There exists a finite dimensional commutative left H-module algebra R with augmentation α and f ∈ R such that p(h) =
α(h · f ) for all h ∈ H.
(iii) There exists a commutative left H-module algebra R ⊆ H∗ with augmentationα, with R isomorphic to the algebra of K-valued
functions on some finite set T , and f ∈ R such that p(h) = α(h ⇀ f ) for all h ∈ H.
In regarding Theorem 1.1 as a generalization of the Myhill–Nerode Theorem, the finiteness conditions of Theorem 1.1(i)
play the role of the finiteness of the index of ∼L, while the finite dimensional left H-module subalgebra R of H∗ in
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Theorem 1.1(iii) plays the role of the finite automaton which accepts the language L. Details are given in [6, Section 5]. We
provide a somewhat different correspondence below.We have both a new finiteness condition and awider class of algebraic
objects that correspond to automata; for us, the finite dimensional left H-module subalgebras of H∗ play no special role.
The main results of this paper are as follows. We present generalizations of the Myhill–Nerode Theorem in which an
appropriate finiteness condition on p ∈ H∗ plays the role of the finiteness of the index of∼L, and certain algebras, coalgebras,
and bialgebras (with additional structure) play the role of the finite automata. Among these, we distinguish by minimality
conditions the Myhill–Nerode coalgebra, algebra, and bialgebra. We determine some of the structure of these objects, and
present a detailed example, which provides an indication of the richness of the algebraic structures under consideration.
2. The Myhill–Nerode theorem
Let G be a semigroup with unity 1, and let X be a set. A right action of G on X is a function ‘‘ ·" : X × G → X such that, for
all x ∈ X and u, v ∈ G, (x · u) · v = x · uv and x · 1 = x.
For an arbitrary set T , let Map(G, T ) denote the collection of functions from G to T . Then there is a right action ‘‘↼’’ of G
on Map(G, T ) defined as (p ↼ x)(y) = p(xy) for all p ∈ Map(G, T ), x, y ∈ G. We refer to p ↼ x as the right translate of p by
the element x of G.
The concept of a finite automaton can be generalized as follows.
Definition 2.1. Let G be a semigroup with unity 1. A G-machine is a 5-tuple M = (Q ,D, ·, f , q0), where Q is a finite set of
elements called states, D is a finite set of elements called the output alphabet, ‘‘ ·’’ is a right action of G on Q , f is a function
from Q to D called the output function, and q0 ∈ Q is the initial state.
LetM = (Q ,D, ·, f , q0) be a G-machine. ThenM computes the function p : G → D given by p(x) = f (q0 · x) for all x ∈ G.
Let S0 be an alphabet. Then a G-machine in which G is the semigroup S of all words formed from S0 is a Moore machine
with input alphabet S0. A Moore machine is a finite automaton if the output alphabet is D = {0, 1}. The accepting states of the
finite automaton are those q ∈ Q with f (q) = 1.
Theorem 2.2 (Myhill–Nerode). Let G be a semigroup with 1, let T be a set, and let p : G → T be a function. The following are
equivalent:
(i) The set {p ↼ x : x ∈ G} of right translates of p is finite.
(ii) There exists a G-machine M = (Q ,D, ·, f , q0) with D ⊆ T and p(x) = f (q0 · x) for all x ∈ G.
Proof. (i)H⇒ (ii). Define a function f on Q = {p ↼ x : x ∈ G} by f (p ↼ x) = (p ↼ x)(1) = p(x) for all elements p ↼ x of
Q , and set q0 = p ↼ 1 = p. Since Q is finite, so is the range D of f . ThusM = (Q ,D,↼, f , q0) is a G-machine with D ⊆ T ,
and, for all x ∈ G, f (q0 ↼ x) = f (p ↼ x) = p(x).
(ii)H⇒ (i). For all x, y ∈ Gwe have (p ↼ x)(y) = p(xy) = f (q0 · xy) = f ((q0 · x) · y). This shows that there is a function
ϕ from the subset {q0 · x : x ∈ G} of Q to {p ↼ x : x ∈ G}, given by ϕ(q0 · x) = p ↼ x. Since Q is finite and ϕ is surjective,
{p ↼ x : x ∈ G} is finite. 
To connect Theorem 2.2 more closely to the usual Myhill–Nerode Theorem, we shall define an equivalence relation. For
p ∈ Map(G, T ), we define the relation∼p on G by the rule: x ∼p y if and only if p(xz) = p(yz) for all z ∈ G. Let [x]p denote
the equivalence class of x under∼p.
Proposition 2.3. There is a bijection φ : {[x]p : x ∈ G} → {p ↼ x : x ∈ G} given by φ([x]p) = p ↼ x for all x ∈ G.
Proof. There is a surjection ϕ : G → {p ↼ x : x ∈ G} given by ϕ(x) = p ↼ x for all x ∈ G. We see that y ∈ ϕ−1({p ↼ x})
if and only if x ∼p y, so ϕ−1({p ↼ x}) = [x]p and our result follows. 
Suppose that G = S, the semigroup with unity of words formed from the nonempty finite set S0 of letters . In light of
Proposition 2.3, Theorem 2.2 is in this situation equivalent to (i)⇐⇒ (iii) of [5, Theorem 7.1]. When p is the characteristic
function of the language L ⊆ S,∼p is the equivalence relation∼L. The S-machine (Q ,D, ·, f , q0) is the finite automatonwith
input alphabet S0 whose accepting states are defined as those q ∈ Q with f (q) = 1, so Theorem 2.2 is in this case equivalent
to the usual Myhill–Nerode Theorem.
We close this section with a comparison of the left action ‘‘⇀’’ and the right action ‘‘↼’’ of a semigroup G on the set of
functions from G to a set T . The left action ‘‘⇀’’ of G on Map(G, T ) is defined as: (x ⇀ p)(y) = p(yx) for all p ∈ Map(G, T ),
x, y ∈ G.
Proposition 2.4. Let G be a semigroup with 1, let T be a set, and let p ∈ Map(G, T ). Then p ↼ G is finite if and only if G ⇀ p is
finite.
Proof. Suppose p ↼ G is finite. Then p(G) = {p(x) : x ∈ G} = {(p ↼ x)(1) : x ∈ G} is finite. Since the functions z ⇀ p,
z ∈ G, are constant on each of the finitely many equivalence classes of∼p and take on values in p(G), there are only finitely
many such functions. Thus G ⇀ p is finite.
The converse follows by reversing the multiplication of G. 
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Fig. 1. State transition diagram for finite automaton (Q ,D, ·, f , 0).
Table 1
Value of left translate at selected elements.
1 b b2
1 ⇀ p 0 1 0
b ⇀ p 1 0 0
b2 ⇀ p 0 0 0
a ⇀ p 0 1 1
ba ⇀ p 1 1 0
It could be that |G ⇀ p| < ∞ and |p ↼ G| < ∞, yet |G ⇀ p| ≠ |p ↼ G|. We have the following example. Let
G be the free semigroup on {a, b}, whose identity 1 is the empty word. We consider the G-machine (Q ,D, ·, f , 0) whose
state transition diagram is given in Fig. 1. Here Q = {0 , 1 , 2 , 3}, the output alphabet is D = {0, 1}, f (q) is 1 if q = 1 and
0 otherwise, and the initial state is 0. This G-machine is a finite automaton. The characteristic function p : G → D of the
language accepted by the finite automaton is: for all x ∈ G, p(x) = 1 if 0 x = 1, 0 otherwise.
Since Q has 4 elements, the proof of Theorem 2.2 (ii)H⇒(i) shows that p ↼ G has at most 4 elements. Table 1 above
shows that G ⇀ p has at least 5 elements.
For the algebra case, see Proposition 3.1 and Remark 3.2 below.
3. Algebraic preliminaries
In this section we give some background information on algebras, coalgebras, and bialgebras.
Let A be a vector space over a field K , with scalar product ra for all r ∈ K , a ∈ A. Let IA : A → A denote the identity
map. A K-algebra is a triple (A,mA, ηA)wheremA : A⊗ A → A is a K -linear map which satisfiesmA(IA ⊗mA)(a⊗ b⊗ c) =
mA(mA⊗IA)(a⊗b⊗c), andηA : K → A is aK -linearmap forwhichmA(IA⊗ηA)(a⊗r) = ra = mA(ηA⊗IA)(r⊗a), for all r ∈ K ,
a, b, c ∈ A. ThemapmA is themultiplicationmapofA, andηA is theunitmapofA.WeusuallywritemA(a⊗b) as ab. The element
1A = ηA(1K ) is the unique element of A for which a1A = a = 1Aa for all a ∈ A. Let A, B be algebras. An algebra homomorphism
from A to B is a K -linear map φ : A → B such that φ(mA(a1⊗ a2)) = mB(φ(a1)⊗ φ(a2)) for all a1, a2 ∈ A, and φ(1A) = 1B.
In particular, for A to be a subalgebra of Bwe require 1A = 1B.
For K -algebras A, B, we have that A⊗ B is a K -algebra with multiplication defined by (a1 ⊗ b1)(a2 ⊗ b2) = a1a2 ⊗ b1b2
for all a1, a2 ∈ A, b1, b2 ∈ B, and 1A⊗B = 1A ⊗ 1B.
Let C be a K -vector space. A K-coalgebra is a triple (C,∆C , ϵC ) in which ∆C : C → C ⊗ C is K -linear and satisfies
(IC⊗∆C )∆C (c) = (∆C⊗IC )∆C (c), and ϵC : C → K is K -linearwith (IC⊗ϵC )∆C (c) = c⊗1 and (ϵC ⊗ IC )∆C (c) = 1⊗c = c,
for all c ∈ C . The maps ∆C and ϵC are the comultiplication and counit maps, respectively, of the coalgebra C . We use the
notation of Sweedler [7, Section 1.2] to write∆C (c) =∑(c) c(1) ⊗ c(2).
Let C be a K -coalgebra. A nonzero element c of C for which∆C (c) = c⊗ c (and thus, by the counit condition, ϵC (c) = 1)
is a grouplike element of C . The grouplike elements of C are linearly independent [7, Proposition 3.2.1].
Let C,D be coalgebras. A K -linear map φ : C → D is a coalgebra homomorphism if (φ ⊗ φ)∆C (c) = ∆D(φ(c)) and
ϵC (c) = ϵD(φ(c)) for all c ∈ C .
A K-bialgebra is a K -vector space B together with mapsmB, ηB,∆B, ϵB for which (B,mB, ηB) is a K -algebra and (B,∆B, ϵB)
is a K -coalgebra and for which∆B and ϵB are algebra homomorphisms. Let B, B′ be bialgebras. A K -linear map φ : B → B′ is
a bialgebra homomorphism if φ is both an algebra and coalgebra homomorphism.
Let B be a bialgebra, and let A be an algebra which is a left B-module with action denoted by ‘‘ ·’’ . Suppose that
b · (aa′) = ∑(b)(b(1) · a)(b(2) · a′) and b · 1A = ϵB(b)1A for all a, a′ ∈ A, b ∈ B. Then A is a left B-module algebra. A K -
linear map φ : A → A′ is a left B-module algebra homomorphism if φ is both an algebra and a left B-module homomorphism.
Let C be a coalgebra and a right B-module with action denoted by ‘‘·’’ . Suppose that, for all c ∈ C , b ∈ B, ∆C (c · b) =∑
(c),(b) c(1) · b(1) ⊗ c(2) · b(2) and ϵC (c · b) = ϵC (c)ϵB(b). Then C is a right B-module coalgebra. A K -linear map φ : C → C ′ is
a right B-module coalgebra homomorphism if φ is both a coalgebra and a right B-module homomorphism.
Let C be a right B-module coalgebra, and let C∗ denote the linear dual of C . Then C∗ is a left B-module algebra. The left
action of B on C∗ is induced by the right action of B on C: for all c ∈ C , b ∈ B, f ∈ C∗, we have (b · f )(c) = f (c · b).
If A is a finite dimensional left B-module algebra, then A∗ is a right B-module coalgebra with action given as: (f · b)(a) =
f (b · a) for all a ∈ A, b ∈ B, f ∈ A∗.
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Let A be an algebra and let A∗ be the linear dual of A. There are left and rights actions of A on A∗ defined (respectively) as
(a ⇀ p)(b) = p(ba), (p ↼ a)(b) = p(ab), for all a, b ∈ A, p ∈ A∗. Together they give A∗ the structure of an A-A bimodule.
An ideal I of A is cofinite if dim(A/I) <∞. The finite dual of A is defined as: A◦ = {f ∈ A∗ : f (I) = 0 for a cofinite ideal I
of A}.
Proposition 3.1 ([7, Proposition 6.0.3]). Let A be an algebra, and let A∗ be an A-A bimodule as above. If p ∈ A∗ the following are
equivalent:
(i) p ∈ A◦
(ii) (mA)∗(p) ∈ A◦ ⊗ A◦
(iii) (mA)∗(p) ∈ A∗ ⊗ A∗
(iv) A ⇀ p is finite dimensional
(v) p ↼ A is finite dimensional
(vi) A ⇀ p ↼ A is finite dimensional.
Remark 3.2. When any (hence all) of the above conditions hold, one may find n minimal for which there exist
f1, . . . , fn, g1, . . . , gn ∈ A∗ so that for all a, b ∈ A, p(ab) =∑ni=1 fi(a)gi(b). Then {f1, . . . , fn} is a basis of A ⇀ p, {g1, . . . , gn}
is a basis of p ↼ A, and each fi, gj is in A◦. We have that A◦ is a coalgebra, with∆A◦(p) =∑ni=1 fi ⊗ gi.
If A is a bialgebra, then so is A◦ [7, Section 6.2].
4. The Myhill–Nerode algebra/coalgebra
We shall give an algebra/coalgebra form of the Myhill–Nerode Theorem, which improves upon Theorem 1.1. We begin
with a standard result, whose proof is given for the convenience of the reader.
Lemma 4.1. Let W be a set, let K be a field, and let Map(W , K) denote the algebra of functions fromW to K . Let A be a subspace
of Map(W , K) of finite dimension n > 0. Then there exist elementsw1, w2, . . . , wn ∈ W and a basis {g1, g2, . . . , gn} of A so that
gi(wj) = δij for 1 ≤ i, j ≤ n. If A is closed under multiplication in Map(W , K), then g1, g2, . . . , gn are orthogonal idempotents.
Proof. We proceed to prove all but the last statement by induction on n. Let {f1, f2, . . . , fn} denote a basis of A. Since f1 is
nonzero, there exists an elementw1 ofW with f (w1) ≠ 0. Set g1 = f1(w1)−1f1. Then span{g1} = span{f1} and g1(w1) = 1,
and so the result holds when n = 1.
Assume that n > 1 and that there exist w1, . . . , wn−1 ∈ W and g ′1, . . . , g ′n−1 ∈ Map(W , K) for which g ′i (wj) = δij for
1 ≤ i, j ≤ n − 1 and span{g ′1, . . . , g ′n−1} = span{f1, f2, . . . , fn−1}. Since fn ∉ span{g ′1, g ′2, . . . , g ′n−1}, h = fn − fn(w1)g ′1 −
· · · − fn(wn−1)g ′n−1 is nonzero. Consequently, there exists wn ∈ W with h(wn) ≠ 0. Set gn = h(wn)−1h. Then gn(wi) = 0
for 1 ≤ i ≤ n − 1, and gn(wn) = 1. For 1 ≤ i ≤ n − 1, let gi = g ′i − g ′i (wn)gn. Then gi(wn) = 0. In fact, gi(wj) = 0 for
j < i, gi(wi) = 1, and gi(wj) = 0 for j > i. Moreover, span{g1, g2, . . . , gn} = span{f1, f2, . . . , fn}, and so {g1, . . . , gn} is the
required basis.
Now suppose that A is closed under multiplication. Given gi, gj, write gigj = a1g1 + . . .+ angn for some a1, . . . , an ∈ K .
Evaluating atwk, 1 ≤ k ≤ n, gives ak = gi(wk)gj(wk) = δikδjk. This yields gigj = δijgi, as required. 
Theorem 4.2 (The Myhill–Nerode Theorem (Algebra/Coalgebra Version)). Let G be a semigroup with 1, let K be a field, and let
H = KG denote the semigroup bialgebra. Let p ∈ H∗. Then the following are equivalent:
(i) The set {p ↼ x : x ∈ G} of right translates of p is finite.
(ii) The dimension of p ↼ H is finite, and the image p(G) = {p(x) : x ∈ G} of p is a finite set.
(iii) There exists a finite dimensional right H-module coalgebra C, a grouplike element α0 of C, and an element f of C∗ such that
p(h) = f (α0 · h) for all h ∈ H.
(iv) There exists a finite dimensional left H-module algebra R, an algebra map α0 : R → K , and an element f of R such that
p(h) = α0(h · f ) for all h ∈ H.
(v) The element p generates a finite dimensional left H-module subalgebra Ap of H∗.
Proof. The assertions are trivially true if p = 0, so we assume that p is nonzero.
(i)H⇒ (ii). Since {p ↼ x : x ∈ G} spans p ↼ H , dim(p ↼ H) <∞. Moreover, for all x ∈ G, (p ↼ x)(1) = p(x), so p(G)
is finite.
(ii) H⇒ (i). By Lemma 4.1, there exists a basis {g1, . . . , gn} of p ↼ H and elements x1, . . . , xn of G with gi(xj) = δij.
For each x ∈ G we have p ↼ x = a1g1 + · · · + angn for some a1, . . . , an ∈ K . Evaluating at x1, . . . , xn yields
ai = (p ↼ x)(xi) = p(xxi) ∈ p(G), for i = 1, . . . , n. Thus p has at most |p(G)|n right translates.
(i)H⇒ (iii). By Theorem 2.2 (i)H⇒ (ii), there exists a G-machineM = (Q ,D, ·, f , q0)with D ⊆ K and p(x) = f (q0 · x) for
all x ∈ G. Let C denote the finite dimensionalK -vector spacewith basis {gq : q ∈ Q } indexed by the elements ofQ .We endow
C with the structure of a K -coalgebra by declaring the basis elements gq to be grouplike. That is, we let ∆C : C → C ⊗ C
and ϵC : C → K be the linear transformations with ∆C (gq) = gq ⊗ gq and ϵ(gq) = 1 for all q ∈ Q . We extend the
action ‘‘·’’ of G on Q to a linear action of G on C , also denoted by ‘‘·’’, with gq · x = gq·x for all q ∈ Q , x ∈ G. We then
extend ‘‘·’’ linearly from G to H = KG, obtaining a right H-module structure on C . Since for all q ∈ Q , x ∈ G we have
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∆C (gq · x) = ∆C (gq·x) = gq·x ⊗ gq·x = gq · x⊗ gq · x, the compatibility conditions hold and C is a right H-module coalgebra.
We let α0 = gq0 , and extend f to a linear transformation from C to K with f (gq) = f (q) for all q ∈ Q . We obtain that
p(h) = f (α0 · h) for all h ∈ H , as required.
(iii)H⇒ (i). LetQ be the set of grouplike elements of C . Since C is finite dimensional, and sinceQ is a linearly independent
subset of C , Q is finite. Let D be the finite set {f (q) : q ∈ Q } ⊆ K . The action of H on C restricts to an action of G on Q which
we continue to denote as ‘‘·’’. Moreover, the map f : C → K restricts to give a map from Q to D, also denoted by f . Thus
M = (Q ,D, ·, f , α0) is a G-machine with p(x) = f (α0 · x) for all x ∈ G. By Theorem 2.2, {p ↼ x : x ∈ G} is finite.
(iii)H⇒ (iv). Take R = C∗, and consider α0 ∈ C to be an element of C∗∗.
(iv)H⇒ (iii). Take C = R∗, and consider f ∈ R to be an element of R∗∗.
(v)H⇒ (iv). Take R to be Ap, α0 to be evaluation at 1H , and f to be p. Then for all h ∈ H we have α0(h · f ) = (h ⇀ p)(1H) =
p(h).
(iv)H⇒ (v). Define φ : R → H∗ by φ(a)(h) = α0(h · a) for all a ∈ R, h ∈ H . Then φ is a homomorphism of left H-module
algebras, so φ(R) is a finite dimensional left H-module subalgebra of H∗ which contains φ(f ) = p. Thus the left H-module
subalgebra of H∗ generated by p is finite dimensional. 
Remark 4.3. We compare Theorem 4.2 with Theorem 1.1.
Condition (i) is new, and directly relates Theorem 4.2 to the Myhill–Nerode Theorem (Theorem 2.2).
We regard (ii) as a crisper version of Theorem 1.1(i): p(G) is finite if and only if F(X) exists. (For example, if p(G) =
{λ1, . . . , λn}, take F(X) = (X − λ1) · · · (X − λn).)
Condition (iv) generalizes Theorem 1.1(ii) by removing the commutativity hypothesis.
In [6], the left H-module subalgebras R of H∗ of the form given in Theorem 1.1(iii) play the roles of finite automata. These
H-module algebras have no special place in our development, so we have stated (v) using the smallest one which contains
p. Proposition 4.4 provides more details about the relationship between these H-module subalgebras of H∗ and Ap.
Proposition 4.4. Let G be a semigroupwith 1, let K be a field, and let H = KG denote the semigroup bialgebra. Let p be an element
of H∗ whose set Q = {p ↼ x : x ∈ G} of right translates is finite. Let R be a finite dimensional left H-module subalgebra of H∗,
α0 : R → K an algebra map, and f an element of R such that p(h) = α0(h ⇀ f ) for all h ∈ H. Then there exists z ∈ G such that
R ↼ z is a left H-module subalgebra of H∗ which includes Ap.
Proof. By Lemma4.1,Rhas a basis {g1, g2, . . . , gn} consisting of orthogonal idempotents. Then for some iwehaveα0(gi) = 1
and α0(gj) = 0 for all j ≠ i. Select z ∈ G with gi(z) = 1. Then α0(g) = g(z) for all g ∈ R. Thus the homomorphism of
left H-module algebras φ : R → H∗ with φ(f ) = p of Theorem 4.2 (iv) H⇒ (v) is given by φ(g)(h) = α0(h · g) = (h ⇀
g)(z) = g(zh) = (g ↼ z)(h) for all g ∈ R, h ∈ H , and so φ(g) = g ↼ z. Since p generates Ap as a left H-module algebra,
φ(R) = R ↼ z includes Ap. 
Let H = KG, p ∈ H∗, and assume that Q = p ↼ G is finite. By combining the constructions of Theorems 2.2 and 4.2,
we see that there exists a finite dimensional right H-module coalgebra Cp with basis of grouplikes {gp↼u : u ∈ G}, with the
action ofH on Cp specified by gp↼u · x = g(p↼u)↼x = gp↼ux for all u, x ∈ G.We shall refer to Cp as theMyhill–Nerode coalgebra
associated to an element p of H∗ whose set {p ↼ x : x ∈ G} of right translates is finite. The Myhill–Nerode coalgebra is a
right H-module coalgebra with a distinguished grouplike element α0 = gp↼1 = gp, and a distinguished element f of (Cp)∗
given by f (gp↼x) = (p ↼ x)(1) = p(x) for all x ∈ G, for which we have p(h) = f (α0 · h) for all h ∈ H .
Similarly, we refer to the Ap in Theorem 4.2(v) as theMyhill–Nerode algebra associated to p. With α0 : Ap → K given by
evaluation at 1, and f = p ∈ Ap, we have p(h) = α0(h ⇀ p) for all h ∈ H .
In the next result, we drop our finiteness restrictions on C and R.
Proposition 4.5. Let G be a semigroupwith 1, let K be a field, and let H = KG denote the semigroup bialgebra. Let p be an element
of H∗ whose set Q = {p ↼ x : x ∈ G} of right translates is finite.
(i) The Myhill–Nerode coalgebra Cp associated to p is isomorphic to the dual of the Myhill–Nerode algebra Ap.
(ii) Let C be a right H-module coalgebra. Suppose that there exists a grouplike elementα0 of C and f ∈ C∗ so that p(h) = f (α0 ·h)
for all h ∈ H. Then there exists a unique surjection ϕ : α0 · H → Cp of right H-module coalgebras such that ϕ(α0) = gp. In
particular, dim(Cp) ≤ dim(C). If dim(Cp) = dim(C) then α0 · H = C and ϕ is an isomorphism from C to Cp.
(iii) Let R be a left H-module algebra. Suppose that there exists an algebra map α0 : R → K and f ∈ R so that p(h) = α0(h · f )
for all h ∈ H. Let I = {a ∈ R : α0(h · a) = 0 for all h ∈ H}, an ideal and left H-submodule of R. Then there exists a
unique injection ϕ : Ap → R/I of left H-module algebras such that ϕ(p) = f + I . In particular, dim(Ap) ≤ dim(R). If
dim(Ap) = dim(R) then I = {0} and ϕ is an isomorphism from Ap to R.
Proof. (ii) Let C be a right H-module coalgebra, α0 a grouplike element of C , and f ∈ C∗ for which p(h) = f (α0 · h) for all
h ∈ H . For all u, x ∈ G we have (p ↼ u)(x) = p(ux) = f (α0 · ux) = f ((α0 · u) · x). Thus the grouplike element α0 · u of
C determines p ↼ u. The grouplike elements α0 · u form a basis of the H-module subcoalgebra α0 · H of C . Thus there is a
well-defined linear mapping ϕ : α0 ·H → Cp given by ϕ(α0 ·u) = gp↼u for all u ∈ G. Since ϕ sends grouplikes to grouplikes,
ϕ is a coalgebramap. Themap ϕ is clearly surjective. It is easy to verify that ϕ is anH-modulemap, and thus is amap of right
H-module coalgebras. Clearly ϕ is the unique map of right H-modules with ϕ(α0) = gp. The rest of (ii) follows immediately.
(i) We apply the above with C = H, α0 = 1, f = p, obtaining a surjection Ψ : H → Cp of right H-module coalgebras
with Ψ (h) = gp · h for all h ∈ H . The dual map Ψ ∗ : (Cp)∗ → H∗, defined as Ψ ∗(a)(h) = a(Ψ (h)) for all a ∈ (Cp)∗,
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h ∈ H , is an injection of left H-module algebras. The image Ψ ∗((Cp)∗) is a finite dimensional left H-module subalgebra of
H∗ which contains Ψ ∗(f ) = p, and thus includes Ap. As in (v)H⇒ (iv)H⇒ (iii) in Theorem 4.2, we see that (Ap)∗ is a right
H-module coalgebra with α0 : Ap → K being evaluation at 1H and f ∈ (Ap)∗∗ being evaluation at p, so that for all h ∈ H ,
f (α0 · h) = (α0 · h)(p) = α0(h ⇀ p) = (h ⇀ p)(1H) = p(h). Since dim((Ap)∗) = dim(Ap) ≤ dim(Ψ ∗((Cp)∗)) = dim(Cp),
we have equality by (ii). Thus Ψ ∗((Cp)∗) = Ap.
(iii) The mapping ξ : R → H∗ defined by ξ(r)(h) = α0(h · r) for all r ∈ R, h ∈ H , is a homomorphism of left H-module
algebraswith kernel I . Thus ξ(R) is a leftH-module subalgebra ofH∗which contains ξ(f ) = p and is isomorphic to R/I . Since
ξ(R) includes Ap, there is an injection ϕ : Ap → R/I of left H-module algebras in which, for all a ∈ Ap, r ∈ R, ϕ(a) = r + I
if and only if ξ(r) = a. In particular, ϕ(p) = f + I . Since p generates Ap as a left H-module algebra, ϕ is unique. The rest of
(iii) follows immediately. 
We next work out some of the structure of Ap.
We assume that p ↼ G = {p ↼ x0, . . . , p ↼ xn−1}has n elements. Then {gp↼x0 , . . . , gp↼xn−1} is the basis of Cp consisting
of grouplike elements. Let {g∗p↼x0 , . . . , g∗p↼xn−1} be the dual basis of (Cp)∗. Then the minimal idempotents ei = Ψ ∗(g∗p↼xi) of
Ψ ((Cp)∗) = Ap are given by: for all x ∈ G, ei(x) = 1 if p ↼ x = p ↼ xi, 0 otherwise.
We have ei(xj) = δij. It then follows that for all a ∈ Ap we have a = ∑n−1i=0 a(xi)ei, and thus that for all h ∈ H ,
h ⇀ a = ∑n−1i=0 a(xih)ei. In particular, for all y ∈ G, since ej(xiy) = 1 if and only if p ↼ xiy = p ↼ xj, we have
y ⇀ ej =∑p↼xiy=p↼xj ei.
Since H ⇀ Ap ⊆ Ap, we have Ap ⊆ H◦ by Proposition 3.1. For all a ∈ Ap, u, v ∈ G we have (∆H◦(a))(u⊗ v) = a(uv) =
(v ⇀ a)(u) = ∑n−1i=0 a(xiv)ei(u) = (∑n−1i=0 ei ⊗ (a ↼ xi))(u ⊗ v), so ∆H◦(a) = ∑n−1i=0 ei ⊗ (a ↼ xi). In particular,
we have ∆H◦(ej) = ∑n−1i=0 ei ⊗ (ej ↼ xi). The coassociativity condition implies that the elements cij = ej ↼ xi satisfy
∆H◦(cij) = ∑n−1k=0 cik ⊗ ckj; the counit condition gives ϵH◦(cij) = cij(1) = δij. The elements cij span the subcoalgebra
M = H ⇀ Ap ↼ H = Ap ↼ H generated by Ap. The algebra map ϕ : H → M∗ given by ϕ(h)(m) = m(h) for all
h ∈ H, m ∈ M is a surjection (by, for example, Lemma 4.1). Sincem(h) = (h ⇀ m)(1) and h ⇀ m =∑(m)m(1)ϕ(h)(m(2)),
we see that the kernel of ϕ is {h ∈ H : h ⇀ m = 0 for allm ∈ M}, the annihilator of M as a left H-module. Since
M = Ap ↼ H , this is the same as the annihilator I of Ap. We have that M is isomorphic as a coalgebra to the dual of the
algebra H/I .
We now show explicitly how p generates Ap as a left H-module algebra.
Let Q = p ↼ G = {p ↼ x0, . . . , p ↼ xn−1} as above. If n = 1, then for all x ∈ G we have p(x) = (p ↼ x)(1) = (p ↼
1)(1) = p(1), so p = p(1)ϵH and Ap = KϵH , a trivial case. So we assume n > 1.
Say p(G) = {λ1, . . . , λr} has r elements. Then r > 1. Let hi(X) = ∏j≠i(X − λj). Then ci = hi(λi) is nonzero, and
eλi = c−1i hi(p) satisfies: for all x ∈ G, eλi(x) = 1 if p(x) = λi, 0 otherwise. As p =
∑r
i=1 λieλi , it is clear that {eλ : λ ∈ p(G)}
is the set of minimal idempotents of K [p]. We now require a lemma.
Lemma 4.6. Let f1, . . . , fn be distinct functions froma set S to a set T . Then there exist s1, . . . , sn−1 ∈ S so that for f ∈ {f1, . . . , fn},
f = fi if and only if f (sj) = fi(sj) for j = 1, . . . , n− 1.
Proof. Our proof proceeds by induction on n, with the case n = 1 being trivial. Suppose n > 1 and the result holds for all
m < n. Since the functions are distinct, we can find s1 ∈ S so that f1(s1) = t ≠ fn(s1). By choice of notation, we may assume
that fj(s1) = t if and only if 1 ≤ j ≤ m < n. By induction, there exist s2, . . . , sm so that for f ∈ {f1, . . . , fm}, f = fi if and only
if f (sj) = fi(sj) for j = 2, . . . ,m, and there exist sm+1, . . . , sn−1 so that for f ∈ {fm+1, . . . , fn}, f = fi if and only if f (sj) = fi(sj)
for j = m+ 1, . . . , n− 1. Then s1, . . . , sn−1 are the required elements. 
By the lemma, there exist v1, . . . , vn−1 ∈ G so that if f ∈ Q then f = p ↼ xi if and only if f (vj) = (p ↼ xi)(vj) = p(xivj)
for all j. Let us write p(xivj) = λij. We can then calculate that, for all x ∈ G,∏n−1j=1 (vj ⇀ eλij)(x) = ∏n−1j=1 eλij(xvj) = 1 if and
only if p ↼ x = p ↼ xi, and thus that ei =∏n−1j=1 (vj ⇀ eλij).
5. The Myhill–Nerode bialgebra
In this section we give a version of the Myhill–Nerode Theroem in which a finite dimensional bialgebra (the Myhill–
Nerode bialgebra) plays the role of the finite automaton.
Let K be a field, let G be a semigroup with 1, and let p ∈ (KG)∗. Let Q = p ↼ G. In Section 2 we defined the
equivalence relation ∼p on G. We define another equivalence relation ≈p on G by the rule: u ≈p v if and only if p(xuy) =
p(xvy) for all x, y ∈ G. It is easy to see that u ≈p v implies u ∼p v, and thus that each equivalence class [x]p of∼p is a union
of equivalence classes [[x]]p of≈p. If G is commutative, then∼p and≈p coincide.
For each u ∈ G we define a right operator ru : Q → Q by the rule: (p ↼ x)ru = (p ↼ x) ↼ u = p ↼ xu. The next
lemma shows that the theory of this section could be based on either the operators ru or the equivalence classes [[u]]p.
Lemma 5.1. Let u, v ∈ G. Then ru = rv if and only if [[u]]p = [[v]]p.
Proof. We have u ≈p v if and only if p ↼ xu = p ↼ xv for all x ∈ G. This holds if and only if (p ↼ x)ru = (p ↼ x)rv for all
p ↼ x ∈ Q , which is true if and only if ru = rv. 
454 W.D. Nichols, R.G. Underwood / Theoretical Computer Science 412 (2011) 448–457
The set {ru : u ∈ G} is a semigroup under composition of operators; we have ((p ↼ x)ru)rv = (p ↼ xu)rv = p ↼ xuv =
(p ↼ x)ruv, so rurv = ruv for all u, v ∈ G.
Suppose that Q = p ↼ G is finite. Then the semigroup bialgebra Bp on {ru : u ∈ G} will be called the Myhill–Nerode
bialgebra associated to p. Explicitly, Bp is a coalgebra with basis consisting of the grouplikes ru, u ∈ G, which multiply
according to rurv = ruv .
In general, if Ψ : H → B is a bialgebra homomorphism, then B is a right H-module coalgebra via b · h = bΨ (h) for all
b ∈ B, h ∈ H . Define Ψp : KG → Bp by Ψp(u) = ru for all u ∈ G. Then Ψp is a bialgebra homomorphism. Consequently, Bp
has a right KG-module structure given as ru · x = ruΨp(x) = rux for all u, x ∈ G, which gives the Myhill–Nerode bialgebra Bp
the structure of a right KG-module coalgebra.
Recall that the Myhill–Nerode coalgebra associated to p is denoted by Cp.
Proposition 5.2. There is a right KG-module coalgebra surjection Ω : Bp → Cp defined by ru → g(p↼1)ru = gp↼u. If G is
commutative,Ω is an isomorphism.
Proof. We constructed in the proof of Proposition 4.5(i) a surjection Ψ : KG → Cp of right H-module coalgebras with
Ψ (u) = gp↼u for all u ∈ G. Since gp↼u = g(p↼1)ru , Ψ = Ω ◦ Ψp, whereΩ is as in the statement of the proposition.
Now suppose that G is commutative. If gp↼u = gp↼v , then [[u]]p = [u]p = [v]p = [[v]]p, so ru = rv by Lemma 5.1. Thus
Ω is injective. 
LetH be a bialgebra, let B be a finite dimensional bialgebra, letΨ : H → B be a bialgebra homomorphism, and let p ∈ H∗.
Suppose there exists f ∈ B∗ for which p(h) = f (Ψ (h)) for all h ∈ H . Then we say that the triple (B,Ψ , f ) produces p ∈ H∗.
Assume that Q = p ↼ G is finite, and let Bp be the Myhill–Nerode bialgebra associated to p. Recall that the bialgebra
homomorphism Ψp : H → Bp is defined by Ψp(u) = ru, u ∈ G. Let f be the element of (Bp)∗ defined by f (ru) = ((p ↼
1)ru)(1) = (p ↼ u)(1) = p(u), u ∈ G. Then p(u) = f (ru) = f (Ψp(u)) for all u ∈ G. Thus the triple (Bp,Ψp, f ) produces p.
If for a finite dimensional bialgebra B there exists a bialgebra homomorphism ξ : B → H◦ and an element f ∈ B for
which p(h) = ξ(f )(h) for all h ∈ H , we say that (B, ξ , f ) produces p in the dual sense. In this case, B is a left H-module
algebra via h · b =∑(b) b(1)ξ(b(2))(h) for all h ∈ H, b ∈ B.
Lemma 5.3. The notions of produces and produces in the dual sense are dual to each other.
Proof. Suppose that (B,Ψ , f ) produces p. Then B = B∗ is a finite dimensional bialgebra, and Ψ ∗ : B → H∗ is an algebra
map with Ψ ∗(f )(h) = f (Ψ (h)) = p(h) for all h ∈ H . We see that each element of Ψ ∗(B) vanishes on the cofinite ideal
ker(Ψ ) of H , so Ψ ∗ takes values in H◦. Let ξ be the map obtained from Ψ ∗ by restricting its codomain to H◦. It is easy to
check that ξ is a bialgebra map, and thus that (B, ξ , f ) produces p in the dual sense.
Suppose that (B, ξ , f ) produces p in the dual sense. Then B = B∗ is a finite dimensional bialgebra. Define Ψ : H → B
by Ψ (h)(g) = ξ(g)(h) for all h ∈ H, g ∈ B. Viewing f ∈ B as an element of B∗, we have, for all h ∈ H ,
f (Ψ (h)) = Ψ (h)(f ) = ξ(f )(h) = p(h). It is routine to check that Ψ is a bialgebra map, and we obtain that (B,Ψ , f )
produces p.
If we identify a finite dimensional bialgebra with its double dual, we find that the above correspondences are inverse to
each other. 
Theorem 5.4 (The Myhill–Nerode Theorem (Bialgebra Version)). Let G be a semigroup with 1, let K be a field, and let H = KG
denote the semigroup bialgebra. Let p ∈ H∗. Then the following are equivalent:
(i) The set Q = {p ↼ x : x ∈ G} of right translates of p is finite.
(ii) The dimension of p ↼ H is finite, and the image p(G) = {p(x) : x ∈ G} of p is a finite set.
(iii) There exists a finite dimensional bialgebra B, a bialgebra homomorphsimΨ : H → B, and an element f of B∗ so that (B,Ψ , f )
produces p.
(iv) There exists a finite dimensional bialgebra B , a bialgebra homomorphism ξ : B → H◦, and an element f of B so that
(B, ξ , f ) produces p in the dual sense.
(v) The element p lies in H◦, and generates a finite dimensional subbialgebraBp of H◦.
Proof. Note that (i)⇐⇒ (ii) was shown in Theorem 4.2.
(i)H⇒ (iii). It has already been observed that, when Q is finite, (Bp,Ψp, f ) produces p.
(iii) H⇒ (i). We recall that B is a right H-module coalgebra via b · h = bΨ (h) for all b ∈ B, h ∈ H . With α0 = 1B, we
have, for all h ∈ H , f (α0 · h) = f (1BΨ (h)) = f (Ψ (h)) = p(h). By Theorem 4.2, Q is finite.
(iii)⇐⇒ (iv) by Lemma 5.3.
(v)H⇒ (iv). We let ξ be the inclusion map, and take f = p.
(iv)H⇒ (v). If (B, ξ , f ) produces p in the dual sense, then ξ(B) is a finite dimensional subbialgebra ofH◦ which contains
ξ(f ) = p. Since ξ(B) thus includes the subbialgebra of H◦ generated by p, that subbialgebra must be finite dimensional as
well. 
Proposition 5.5. Let G be a semigroupwith 1, let K be a field, and let H = KG denote the semigroup bialgebra. Let p be an element
of H∗ whose set Q = {p ↼ x : x ∈ G} of right translates is finite.
(i) The subbialgebraBp of H◦ generated by p is isomorphic to the dual of the Myhill–Nerode bialgebra Bp associated to p.
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Table 2
Value of right translate at selected elements
1 a b
p ↼ 1 0 0 1
p ↼ b 1 1 0
p ↼ b2 0 1 0
p ↼ b3 0 0 0
(ii) Suppose (B,Ψ , f ) produces p. Then there is a unique bialgebra surjection ϕ : Ψ (H)→ Bp which is also a map of right
H-modules. In particular, dim(Bp) ≤ dim(B). If dim(Bp) = dim(B) then Ψ (H) = B and ϕ is an isomorphism from B to Bp.
(iii) Suppose (B, ξ , f ) produces p in the dual sense. Let I = ker(ξ). Then there is a unique bialgeba injection ϕ : Bp → B/I
which is also a map of left H-module algebras. In particular, dim(Bp) ≤ dim(B). If dim(Bp) = dim(B) then I = {0} and
ϕ is an isomorphism fromBp toB .
Proof. (ii) Suppose (B,Ψ , f ) produces p ∈ H∗, so that p(x) = f (Ψ (x)) for all x ∈ G. Then for all x, u, y,∈ G we have
((p ↼ x)ru)(y) = (p ↼ xu)(y) = p(xuy) = f (Ψ (xuy)) = f (Ψ (x)Ψ (u)Ψ (y)). Thus ru is determined by Ψ (u). Since
the set {Ψ (u) : u ∈ G} of grouplike elements forms a basis of Ψ (H), we obtain a coalgebra surjection ϕ : Ψ (H) → Bp
with ϕ(Ψ (u)) = ru for all u ∈ G. It is easy to check that ϕ is a bialgebra map which is also a map of right H-modules. If
ϕ′ : Ψ (H) → Bp is a map of bialgebras and right H-modules, then for all u ∈ G we have ϕ′(Ψ (u)) = ϕ′(1Ψ (H) · u) =
ϕ′(1Ψ (H)) · u = 1Bp · u = r1 · u = ru. Thus ϕ is unique. (In fact, the argument shows that there is a unique right H-module
map from Ψ (H) to Bp which preserves the identity.) The rest of (ii) follows immediately.
(i) Let (Bp,Ψp, f ) be as defined above. Since Ψp is a bialgebra surjection, the map ξ : (Bp)∗ → H◦ ( a restriction of (Ψp)∗ )
from Lemma 5.3 is a bialgeba injection. Since ξ((Bp)∗) is a finite dimensional subbialgebra of H◦ which contains p, we have
Bp ⊆ ξ((Bp)∗). To establish equality, it suffices to show dim(ξ((Bp)∗)) ≤ dim(Bp). By Lemma 5.3, the inclusion of Bp in
H◦ corresponds to a triple ((Bp)∗,Ψ , p) which produces p. Using (ii), we have dim(ξ((Bp)∗)) = dim(Bp) ≤ dim((Bp)∗) =
dim(Bp), as required.
(iii) This now follows from Lemma 5.3, but we shall sketch the simple direct proof. The map ϕ is defined by: for all
g ∈ Bp, b ∈ B, ϕ(g) = b+ I if and only if ξ(b) = g . To show uniqueness, it will suffice to show that the only left H-module
map fromBp to H◦ which preserves the counit is the inclusion. If ϕ′ is such a map, then for all g ∈ Bp we have, for all h ∈ H ,
g(h) = (h ⇀ g)(1) = ϕ′(h ⇀ g)(1) = (h ⇀ ϕ′(g))(1) = ϕ′(g)(h), so ϕ′(g) = g , as required. 
For the remainder of this section, we discuss the structure ofBp.
Let {r∗u : u ∈ G} denote the basis of (Bp)∗ which is dual to the basis {ru : u ∈ G} of Bp. Define eru = (Ψp)∗(r∗u ). Then{eru : u ∈ G} is the collection ofminimal idempotents ofBp. We have eru(v) = 1 if ru = rv , 0 otherwise. The comultiplication
ofBp is the restriction of∆(KG)◦ toBp. Either by direct verification, or by using the duality betweenBp and Bp, wemay show
∆(KG)◦(eru) =
∑
rxry=ru erx ⊗ ery .
We recall that the set of minimal idempotents of K [p] is {eλ : λ ∈ p(G)}, where, for all x ∈ G, eλ(x) = 1 if p(x) = λ, 0
otherwise. By Proposition 2.4, G ⇀ p is finite, so the set {y ⇀ p ↼ x : x, y ∈ G} is finite, and consists of, say, N elements
y1 ⇀ p ↼ x1, . . . , yN ⇀ p ↼ xN . Define λu,i = p(xiuyi) for all u ∈ G, i = 1, . . . ,N . By evaluating each side on each v ∈ G,
we may show that eru =
∏N
i=1(yi ⇀ eλu,i ↼ xi). This shows explicitly that ξ((Bp)
∗) ⊆ Bp, a fact that we obtained in
Proposition 5.5 by an abstract argument.
6. An example
We recall the finite automaton introduced after Proposition 2.4. The free semigroup G on {a, b} (whose identity 1 is the
empty word) acts on the set Q = {0 , 1 , 2 , 3} of states as given in Fig. 1. The starting state is 0, and the unique accepting
state is 1. The function p : G → D computed by this G-machine is: for all x ∈ G, p(x) = 1 if 0 x = 1, 0 otherwise.
We saw earlier that p ↼ G has atmost 4 elements. Table 2 above thus establishes that p ↼ G = {p ↼ 1, p ↼ b, p ↼ b2,
p ↼ b3} has exactly 4 elements.
The Myhill–Nerode coalgebra Cp has basis {gp↼1, gp↼b, gp↼b2 , gp↼b3} of grouplikes . To simplify notation, we shall use
the elements of Q = {0 , 1 , 2 , 3} as the subscripts. Our basis of Cp is now {g0, g1, g2, g3}. The right G-action on Cp is given
on the basis as: gi · x = gix for all i ∈ Q , x ∈ G. We have g0 · b = g1, g1 · b = g2, g2 · b = g3, g3 · b = g3, and
g0 · a = g0, g1 · a = g1, g2 · a = g1, g3 · a = g3.
The right KG-module structure on Cp is the G-action extended linearly. In order to describe the structure of Cp as a right
KG-module, we could, for example, look at its annihilator. We shall instead examine the dual structure of Ap. We note that
the annihilator of Cp as a right H-module is the same as the annihilator I of Ap as a left H-module, considered earlier. Our
calculations with Ap will provide a step towards the identification ofBp.
The Myhill–Nerode algebra Ap associated to p has minimal idempotents e0, e1, e2, e3, where ei(x) = 1 if 0 x = i, 0
otherwise. We note that p = e1.
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Table 3
Multiplication table for the grouplike elements of Bp .
r1 ra rb rab rba rb2 raba rbab rb2a rb3 rabab
r1 r1 ra rb rab rba rb2 raba rbab rb2a rb3 rabab
ra ra ra rab rab raba rb2 raba rabab rb2a rb3 rabab
rb rb rba rb2 rbab rb2a rb3 rba rb2 rb3 rb3 rbab
rab rab raba rb2 rabab rb2a rb3 raba rb2 rb3 rb3 rabab
rba rba rba rbab rbab rba rb3 rba rbab rb3 rb3 rbab
rb2 rb2 rb2a rb3 rb2 rb3 rb3 rb2a rb3 rb3 rb3 rb2
raba raba raba rabab rabab raba rb3 raba rabab rb3 rb3 rabab
rbab rbab rba rb3 rbab rb3 rb3 rba rb3 rb3 rb3 rbab
rb2a rb2a rb2a rb2 rb2 rb2a rb3 rb2a rb2 rb3 rb3 rb2
rb3 rb3 rb3 rb3 rb3 rb3 rb3 rb3 rb3 rb3 rb3 rb3
rabab rabab raba rb3 rabab rb3 rb3 raba rb3 rb3 rb3 rabab
The left KG-module structure of Ap is given by: for all x ∈ G, j ∈ Q , x ⇀ ej = ∑i x=j ei. Thus a ⇀ e0 = e0, a ⇀ e1 =
e1 + e2, a ⇀ e2 = 0, a ⇀ e3 = e3, and b ⇀ e0 = 0, b ⇀ e1 = e0, b ⇀ e2 = e1, b ⇀ e3 = e2 + e3.
From Section 4, the subcoalgebra M = Ap ↼ KG of (KG)◦ generated by Ap is spanned by elements cij = ej ↼ bi, i, j =
0, . . . , 3. We see that, for all x ∈ G, (ej ↼ bi)(x) is 1 if i x = j, 0 otherwise. We change notation, writing ej ↼ bi as
e[i : j]. Observe that the minimal idempotents of Ap can now be written as ej = e[0 : j] for j = 0, . . . , 3. We have
∆(KG)◦(e[i : j]) =∑k∈Q e[i : k] ⊗ e[k : j].
We now determine the structure ofM . We have 5 elements e[i : j]which are zero: 0 = e[1 : 0] = e[2 : 0] = e[3 : 0] =
e[3 : 1] = e[3 : 2]. Also, for any i ∈ Q , the counit map ϵ of KG is given as ϵ = e[i : 0] + e[i : 1] + e[i : 2] + e[i : 3]. In
particular, with i = 3, we have ϵ = e[3 : 3] ∈ M . Using the other 3 relations to ‘‘eliminate’’ e[i : 3] for i = 0, 1, 2, we see
that the dimension ofM is at most 16− 5− 3 = 8.
We set α = e[0 : 0], µj = e[0 : j] for j ∈ {1, 2}, and ϕij = e[i : j] for i, j ∈ {1, 2}.We shall see later that the 8 elements
α, ϕ22, ϕ12, ϕ21, ϕ11, µ1, µ2, ϵ are linearly independent; thus, they form a basis ofM .
We easily calculate that α is grouplike, that for i, j ∈ {1, 2}we have∆(ϕij) = ϕi1 ⊗ ϕ1j + ϕi2 ⊗ ϕ2j and ϕij(1) = δij, and
that for j ∈ {1, 2} we have ∆(µj) = α ⊗ µj + µ1 ⊗ ϕ1j + µ2 ⊗ ϕ2j and µj(1) = 0. Recalling that α = e0, µ1 = e1, and
µ2 = e2 are minimal idempotents, and that ϵ is the identity element, we see that the complete structure of Ap is very nicely
displayed using the basis {ϵ, α, µ1, µ2}. Dualizing, we have thatM∗ ∼= (KG)/I is the direct sum of a copy of K and an algebra
of dimension 7, which, modulo its two dimensional radical, is the direct sum a copy of K and a 2× 2 matrix algebra.
We now sketch the considerably more complicated structure of the Myhill–Nerode bialgebra Bp, and the subbialgebra
Bp of (KG)◦ generated by p.
It is a fairly simple matter to determine the dimension of Bp and the multiplication table for its basis of grouplikes. We
start with the right operators r1 = idQ , ra, rb on Q , and see what we can generate under composition. We find that there are
11 distinct operators, whose multiplication is given in Table 3 above.
We would like to determine the structure of this 11-dimensional algebra, and see, as explicitly as possible, the
algebra/coalgebra interaction. It turns out to be more convenient to first establish the dual structure ofBp.
Recall that the bialgebra surjection Ψp : KG → Bp induces a bialgebra injection (Ψp)∗ : (Bp)∗ → (KG)◦. We have
Bp = (Ψp)∗(Bp)∗. By transporting the structure from (Bp)∗, we obtain idempotents eru in (KG)∗ with eru(x) = 1 if ru = rx,
0 otherwise, for all x ∈ G. The 11 elements er1 , era , erb , erab , erba , erb2 , eraba , erbab , erb2a , erb3 , erabab form the basis of Bp
consisting of minimal idempotents. To find a basis of Bp which nicely displays its coalgebra structure, we need to find 3
elements extending our basis of M . Let us take η = er1 , ν = erb , and ω = erb + erab . It is a simple matter to express the
idempotents e[i : j] of M in terms of the minimal idempotents of Bp. Indeed, we see that erx occurs in e[i : j] if and only if
i x = j. We have
η = er1
α = er1 +era
ν = erb
ω = erb +erab
ϕ22 = er1 +erab +erabab
ϕ12 = erb +erab +erabab +erbab
ϕ21 = era +eraba
ϕ11 = er1 +era +eraba +erba
µ1 = erb +erab +eraba +erba +erb2a
µ2 = erabab +erbab +erb2
ϵ = er1 +era +erb +erab +erabab +erbab +eraba +erba +erb2a +erb2 +erb3 .
This shows that {η, α, ν, ω, ϕ22, ϕ12, ϕ21, ϕ11, µ1, µ2, ϵ} is a basis of Bp, and that {α, ϕ22, ϕ12, ϕ21, ϕ11, µ1, µ2, ϵ} is
linearly independent, as asserted earlier.
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Using Table 3, one may verify that∆(η) = η⊗ η, ∆(ν) = η⊗ ν + ν ⊗ η, and∆(ω) = α⊗ ω+ ω⊗ η. Thus, the basis
{η, α, ν, ω, ϕ22, ϕ12, ϕ21, ϕ11, µ1, µ2, ϵ} nicely displays the coalgebra structure ofBp. Using the above triangular form, we
may express the dual basis {Eη, Eα, Eν, Eω, Eϕ22 , Eϕ12 , Eϕ21 , Eϕ11 , Eµ1 , Eµ2 , Eϵ} of the Myhill–Nerode bialgebra Bp in terms of
the basis of grouplikes. We have
Eϵ = rb3
Eµ2 = −rb3 +rb2
Eµ1 = −rb3 +rb2a
Eϕ11 = −rb2a +rba
Eϕ21 = −rba +raba
Eϕ12 = −rb2 +rbab
Eϕ22 = −rbab +rabab
Eω = rb2 −rb2a −rabab +rab
Eν = −rbab +rabab −rab +rb
Eα = −rb3 +rb2a −raba +ra
Eη = −rba +raba +rbab −rabab −ra +r1.
Using the above basis, we have a Wedderburn-Malcev decomposition Bp = Sp ⊕ N , where Sp is simple with 3 minimal
central idempotents Eϵ, Eα, Eη , and a 2 × 2 matrix algebra with matrix units Eϕ11 , Eϕ12 , Eϕ21 , Eϕ22 . The radical N has basis
Eµ1 , Eµ2 , Eν, Eω , and satisfies N
2 = 0. The action of Sp on N is specified by the relations Eµj = EαEµj = Eµ1Eϕ1j =
Eµ2Eϕ2j , Eω = EαEω = EωEη, Eν = EηEν = EνEη . We note that a verification (using Table 3) that the basis of Bp given
above multiplies as stated also confirms that the coalgebra structure ofBp is as we have described.
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