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1. INTRODUCTION 
One of the most important classes of operators on a Hilbert space (and on 
more general spaces) is the class of spectral operators, i.e., operators with a 
countably additive resolution of identity (precise definitions will be given 
later). Included are all normal operators and many nonnormal operators of 
great practical importance such as differential, difference, and integral 
operators with a variety of boundary conditions. It is the case that an operator 
T on a Hilbert space is spectral, if and only if, it has a generalized Jordan 
form, i.e., T is similar to an operator S + N where S is normal and N is 
generalized nilpotent commuting with S. This of course includes the special 
case of complex rz x n matrices which represent spectral operators on complex 
n-space, @. It is natural to extend matrix techniques, whose validity depends 
on Jordan form, to the class of spectral operators. For a general treatment of 
spectral operators see [2]. 
We will consider the equation 
4, + 4X + 4X2 + .-a + A,,,-,X~~Z-~ + X” = 0, 
in which the Ai are spectral operators on a Hilbert space Z. If the generalized 
companion matrix of this polynomial is spectral and satisfies certain homo- 
geneity conditions relative to its spectrum, we will describe an algorithm for 
obtaining operator zeros for this equation and investigate convergence of the 
algorithm. We then interpret these results for some important special cases 
(including the finite dimensional and mutually commutative case). Finally, 
we apply the results to obtain a new convergence theorem for a periodic 
113 
Copyright Q 1975 by Academic Press, Inc. 
All righta of reproduction in any form reserved. 
114 BUSBY AND FAIR 
continued fraction with operator entries. For properties and convergence of 
such fractions see [3, 8 and 91. 
2. PREREQUISITES 
Here we shall summarize, for convenience, the required definitions and 
theorems (without proof) on spectral operators. Most of these can be found 
in [2] and the bracket preceding the statement of these theorems gives the 
chapter and section of [2] in which these proofs can be found. Also included 
are properties of operators on a ,Hilbert space in terms of operator valued 
matrices (relative to direct sum decompositions). Capital scripts, unless 
otherwise indicated, always denote a (generally complex) Hilbert space. 
Similarly capital letters will denote bounded linear operators on a Hilbert 
space. All vector space sums are direct unless otherwise indicated. 
Notations, Definitions and Simple Results. 
2.1. 5?(Z) will d enote the algebra of bounded linear operators on .8. 
2.2. Q will denote the complex plane, G denotes the closure of u C G?. 
2.3. If T E L?(H), sp(T) will denote the spectrum of T, 
T(T) = fZ’- sp(T) 
the resolvent of T, and R(A, T) = (U - T)-1, where h E s(T), the resolvent 
operator. 
2.4. L@(fZ’) will be the collection of Bore1 sets in !Z’. 
2.5. E is a resolution of the identity for T if E is a projection valued 
function on g’(c) such that 
(a) If a, , erg E .%(G’), then 
Eh n 4 = Ebb E(4 
and 
E(u, u 4 = El4 + EW - Eh) EW. 
(b) If {Us} is a countable mutdiy disjoint sequence in g(G?) and 
u = uzcl u, , then 
E(u) x = f E(u,J x for all x E Z. 
n=1 
(c) TE(u) = E(u) T for all a ~a@‘). 
(d) If T, is the restriction of T to the invariant subspace E(u) .#, 
then sp( TV) C ii. 
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2.6. T E S(X) is spectral if it has a (necessarily unique) resolution of 
the identity. 
2.7. If T E S’(H) is spectral with resolution of the identity E and 
T = se X &X(h), then T is said to be scalar. 
2.8. For T E S(X), F(T) will be the set of all functions analytic in 
some open set containing sp(T). With the identification of functions which 
agree on a neighborhood of sp(T), S(T) is an algebra under pointwise 
operations. 
2.9. LetfE S( T) be analytic in an open set N3 sp(T) and let C be a 
rectifiable Jordan contour containing sp( T) and lying in N n r(T). The 
contour integral (1/2ni) Jcf(A) ‘R(h, T) dh is independent of N and C and 
defines an element f( T) E U(X). 
PROPOSITION 2.10 [15.4, 15.61. Let T E 5?(X) then 
(a) T is spectral, if and only if, T = S + N (uniquely) where S is a 
scalar operator having the same resolution of the identity as T and N isgeneralized 
nilpotent (sp(N) = (0) OY equivalently limn+ca IjNn Ijlln = 0) commuting with S. 
(b) If T is spectral then T is similar to an operator S + N, as above, 
where S is normal. 
PROPOSITION 2.11. Let T E P(Z). 
(a) The mapf --+f (T)from 9(T) to A?(&‘) is an algebra homonrorphism. 
(b) If u is a component of sp(T) and f E .F(T) is identically zero on a 
netkhborhood of sp(T) n (C? - u) and identically one on a neighborhood of 0, 
then f(T) is a projection commuting with T. 
For proof, see [6, Chapter 3, Section 61. 
PROPOSITION 2.12 [15.5]. Let T E~(.x?‘), T = S + N as in Proposition 
2.10(a), and let f E F(T). Then 
where E is the resolution of the identity for T, aud the series converges in the 
operator norm. 
COROLLARY 2.13. Let a be a component of sp( T), T as above, and f as in 
Proposition 2.11(b). Then f(T) = E(a). 
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Now let Si, i = 1,2 ,..., n be closed mutually disjoint subspaces of ~9’ 
such that .# = x:c, Si, and each Xi is isomorphic to a iixed space X. 
For each i, choose an isomorphism Vi: X--t .#’ such that U,(X) = Hi. 
The choice of such a set {U, ,..., U,,} will be called a X-basis for X, and 
clearly determines the spaces @# . If Z is one dimensional (Z’ finite dimen- 
sional) we recover the usual definition of basis. 
Define vii: H--+X as follows: each x E Z? can be uniquely written as 
CL, xi , xi E Si. Then pi is defined to be Uy’(x,). Obviously giivi is the 
identity on .X and Uiui is the projection of X or Si determined by the 
complementary subspaces Xi, Zd where 
Each Z-basis (U, ,..., U,,} will induce a homeomorphism and algebraic 
isomorphism between 9(.X) (with the operator norm topology) and the 
algebra A(n, 3’) of all n x n matrices with entries from 9(X) (the entries 
having the operator norm and the matrices the corresponding matrix norm). 
To construct such a correspondence, let x E A? and 
O(x) = (q(x),..., q&(X)y E Lx?, 
where 37” is the space of n-tuples from X with the obvious inner product 
(T denotes transpose). It is easily seen that 
@-‘((x1 ,..., %>‘) = i Ui(%), 
i=l 
and that @ and its inverse are continuous. If T E S(.%‘), T corresponds to 
CDT@-l E .9(X”), and each element of 9(X”) is represented by a matrix of 
A(n, LX?) is the usual way. Computing, we have 
CDT@-l((x, ,..., x,>3 = @ (gl WW) 
where A, 7 (Aij) E.M(~, X), is given by: Ai3 = oiTUj . AT will be called 
the matrix representation of T in the X-basis (U, ,..., U,}. 
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We also need to consider the “change of basis” matrix in this setting. Let 
(Ul >-*., Unh (Vl ,**., V%} be two S-bases for .8, and T E Z(S). Let 
A, = (Aij) and B, = (Bij) be the matrix representations of T in these 
respective bases. A direct computation shows that if Qij = UiVj and 
Q = (Qij), then Q-IArQ = B, . In summary we have 
PROPOSITION 2.14. (a) Let {U, ,..., U,) be a S-basis for S-P. The COY- 
respondence T + A, = (Aii), where Aij = UiTUj , is a homeomorphism and 
algebra isomorphism from Z(S) to A!(n, X) = 5?(Xn). 
(b) Given two %-bases (UI ,..., .?I,} and {V, ,..., V,} and T E Z(8) 
with respective matrix representations A, and Br of T. If Q = (Qii) where 
Qij = UCVj, then Q-IArQ = B, for all T E Z(Z). 
The question naturally arises as to which matrices (Aij) in the above 
setting represent spectral operators on &- n. To be the best of our knowledge, 
this problem is not resolved. If, however, the entries are mutually commuta- 
tive, conditions are known which guarantee spectrality. In particular let m 
be a countably additive complete measure on a set X, and let x = L2(X, m). 
Each m-essentially bounded m-measurable function acts as a normal operator 
on .x by pointwise product. Thus, if A = (aij(x)) is a matrix of such func- 
tions on X, it can be regarded as an operator on P = 3”“. A detailed and 
involved analysis of the question of spectrality of A is given in [2], but we 
will require only some corollaries of this analysis. We regard A as a function 
which assigns to each x a scalar matrix (aij(x)). We have 
PROPOSITION 2.15 [15.10]. With notation as above, a su.cient condition 
for A to represent a spectral operator on 39 is that there be a constant k > 0 
such that 1 X - p 1-l < k for each pair of distinct eiegenvalues of the scalar 
matrix (aii(x)) for m-almost all x E X. 
It is shown in [2, Chapter 151 that, in the above situation, there exists a 
family n = {X,(x),..., h,(x)} of m-measurable complex valued functions on X 
such that for all x E X, sp(aSj(x)) = {X,(x),..., X,(x)} where the hi are not 
necessarily distinct and each eigenvalue appears as often as its algebraic 
multiplicity. We call A a spectral family. Given /1, let X, (1 < k < n) be 
the set of all x E X for which (a,$(x)) h as exactly k distinct eigenvalues. We 
record 
PROPOSITION 2.16 [15.10], Let A = (aJx)> a~ above, let X be a compact 
space and m be a regular Bore1 measure on X. If a spectral family A exists with 
each Xi continuous on X, and if the sets X, are closed, then A is spectral. 
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3. THE MAIN RESULT 
Consider the equation 
P(X) = 4 + 4X + -*- + A,,X-1 + X” = 0, (3.1) 
in which 5, E 9(Z) are spectral and X a fixed Hilbert space. Associated 
with (3.1) is the generalized companion matrix 
i 0  I 0  I 0  *-- a** 
A= ; ; i (3.2) 
-A, -A, -A, .*. -5,ml 
which we will consider to be an element of -Ep(&‘), % = LP (0 and I are 
respectively the zero and identity maps on X). The algorithm for operator 
solutions to (3.1) will involve the matrix 5, and conditions for convergence 
of the algorithm will be in terms of A. 
A preliminary lemma is needed which is the key to the convergence of 
the algorithm. 
LEMMA 3.1. Let W, and W, be spectral opmators on Z such that 
WI A I I h E WVd 2 6 > sup{1 h I I X E sp(Wd. 
Then W, is invertible and 
fE II Ws” II II K” II = 0. 
Proof. Suppose first that Wi = Sd + Ns , i = 1,2, where Si is normal 
and N2 is generalized nilpotent commuting with &. By the spectral theorem 
for normal operators 
II s, II = SUP4 x I I x E SP(W,>> and II SF1 II = Ml h I I ~~WCW. 
Thus, 
II &a” II II s;” II G 93 O<y<l. 
Set 
11 SFkNlk Ill” = Sk and 11 S;‘N,” (ll’k = fk?k . 
Since the generalized nilpotents in P(X) form an ideal, it follows that 
SOLUTION OF SPECTRAL OPERATOR POLYNOMIAL EQUATIONS 119 
Choose N so large that 6, < 1 - $I4 and /& < yA4(1 - ~114) for K > N. 
Thus for n > N (applying Proposition 2.3 to (Si + Ni)*m), 
II w,-* !i G II s;n II // i. (- 1)” (” + t - ‘) s;kN,k ji 
< jj SF” jj g (” + ; - ‘) 6,” + f 
k=O k=N+l 
(” + ; - ‘) (1 - Yr/q 
< j/ S;” /j (pNnN+l + y-n’4 + q) 
where p is a constant and q consists of the sum of terms of the form rjnj 
where rj are constants 0 <.j < N. The same procedure applied to W, yields 
s a constant and t consists of the sum of terms of the form u,nj, Us constants 
O<j<N. Thus, 
$ II W2” II II W” II < $$ II ssn II II SL” II {fJn2N+2  P2 + 4 = 0, 
since v depends on N, and w consists of the sum of terms of the form Wj+ni4, 
0 <j < 2N + 1 and the Wj depends only on N. Now suppose WI and W, 
are spectral operators as above. By Proposition 2.14(b) there are invertible 
operators Bi such that By’ WiBi = Si + Ni , i = 1,2, where Si is normal 
and the above analysis applies. 
DEFINITION 3.2. (a) Let 
p(X) = A, + A,X + *a* + Am-,X-l + X”. 
The h-operator associated with (3.5) is 
(3.5) 
p(h) = A, + AA, + -*’ + P-lA,-, + PI, (3.6) 
where h is a complex variable. For each such h we regard p(h) as a member of 
Z(Z). If Y- is finite dimensional, p(X) has been called a X-matrix, e.g., 
see [4]. 
(b) sp(p(X)) = {A E G? 1 (p(A))-l exists in s(x)}. 
We will show nov that p(h) is intimately related to the spectral analysis 
of the companion matrix A. Define an operator A by 
Awv) = WI@) - P(O)l* (3.7) 
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PROPOSITION 3.3. (a) The spectrum of p(X) is equal to sp(A) (A acting 
on X = JP), 
(3.8) 
0 . . . . . . 
--d2PN 
PC4 
. . . 0 
Proof. The proof of (a) follows directly by multiplying (3.8) on the right 
by A - AZ resulting in the identity matrix. The proof of (b) follows from 
computing the product of (3.8) with A - AI on both sides. 
DEFINITION 3.4. Let Ai, i = 0 ,..., m - 1, be spectral operators on the 
Hilbert space x, and let S? be the Hilbert space ~7”. 
(a) The polynomial (3.5) is of spectral type if the companion matrix A 
represents a spectral operator on A?. In this case, we denote by E, the unique 
resolution of the identity for A. 
(b) If p(X) is of spectral type, p(X) is homogeneous if there are m 
mutually disjoint subsets ur ,..., a, of sp(p(X)) such that the ranges of the 
projections EJq) (which necessarily have only 0 in their mutual intersections) 
are all isomorphic with s?. 
(c) If p(X) is a homogeneous, spectral type polynomial, we say p(X) 
is dominated if the subsets or ,..., a, can be chosen so that 
id{ I h I 1 X E ul} > sup{ I h I 1 h E uJ, i = 2,..., m. (3.9) 
Suppose now that p(X) in (3.5) is homogeneous of spectral type. If we 
choose isomorphisms Vi: x + E,(uJ S, i = I,..., m, the matrix of A (as in 
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(3.2)) relative to the X-basis {I’, ,..., I’,) (see Section 2) is of the form 
W = diag( Wi) with the Wi spectral on X’. Let {U, ,..., U,} be the canonical 
2” basis on Z = .X1”, i.e., U,(X) = (0 ,..., 0, x, 0 ,...,..., OF where the x 
occurs in the ith component. Relative to this basis, A has the matrix form in 
which it was originally given. Finally let Q = (Qij) be the change of basis 
matrix from the (Ui} to the {I’,}, i.e., Qij = ui’ilij . According to Section 2, 
Q-IAQ = W. 
LEMMA 3.5. If Q is as above, relative to A, and for some j, 1 <j < m, 
Qv is invertible, then QlkWkQ;i is an operator solution to the equationp(X) = 0. 
Proof. It follows from AQ = QW that 
Qkj = Qij Wj”-‘, k=2 ,..., m, j=l,2 ,..., m 
and 
Qm,Pk i- 5 4-lQjk = 0. 
j=l 
Combining, we have 
(3.10) 
(3.11) 
k = 1, 2,. .., m. (3.12) 
If Q;: exists, postmultiplication of (3.12) by this inverse shows 
as desired. 
P(Q~,, w,Q;;) = 0 
We can now state the fundamental algorithm. 
THEOREM 3.6. Let p(X) be as in (3.5) with coeficients which are spectral 
on SK and let &’ = xrn. Assume 
(LY) p(X) is a dominated, homogeneous polynomial of spectral type with 
corresponding spectral sets or ,..., a,,, . Let Q-lA& = W = diag( W,) where W 
is the matrix of A relative to some S-basis (Vi} of isomorphisms of Z onto the 
spaces E,(aJ 2f. Let U, = (U,, ,..., U,,,p be an m x 1 matrix with entries 
from Z(S). 
(/3) QII is invertible. 
(Y) If Q-W = CC, ,...> C,,$, then C, is invertible. 
Define the recurrence 
U k+l =AUk, k = 0, l,... (3.13) 
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and let U, = (U,,, ,..., U,J. Then for sufficiently large k, Uk.,,-r is inver- 
tible, lim,,, U,,,U;E.‘m-l exists and is an operator solution of p(X) = 0. 
Proof. U, = AkUo = Q WkC where C = Q-r U, . Thus, 
U k.m-1 = ~,Qm-l,jIY;IEC~ = 2 QljWf~“-2C~ 
j=l 
by (3.10) of Lemma 3.5. By assumption Qu and C, are invertible and W, is 
invertible since 0 $ sp( W,). We have 
Uk,,,,-, = [I + (Q12W~m-2C2C;1W;k-+2Q;;) + *** 
+ (Qlm W~+-2C,,,C,-1W;k-“+2Q;;‘)1 Q;~m-2Wf+“‘-2Cl 
= (I + Bk) Q,, W;+“-“G , 
where Bk denotes the sum of the quantities in parentheses, 
where c is an ap.propriate constant, independent of k, and so by Lemma 3.1, 
limk,, B, = 0. Thus for large k, (I + B&l exists and 
= [Q,,W,k”-‘Cl f q.. f Ql,,,W&+-lCm] C,-‘W;““‘“Q&I f B&)-l 
= [Q,, W,Q;1’ + Q12 W~~m-1C2C~1W;k-~~2Q~~ + **a 
-I- Q,mWm k+-1C,&;-1W;k-+2Q,1] (I + Bk)-l 
= [Q,,w,Qiil + Dkl (I+ Bk)-l> 
where, for an appropriate constant d, 
11 Dk II < d f II wf+?l /I W;k--m+211 
j-2 
Lemma 3.1 again shows lim,,, D, = 0 and so it follows that 
$5 uk.m”&-I = Q,,KQ& 
a solution to p(X) = 0 and the theorem is concluded. 
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We will now consider equivalent forms and special cases of the hypotheses 
of Theorem 3.6. Those listed under (a) are necessary geometric and analytic 
constraints allowing very little modification, especially the assumptions of 
domination and homogeneity. We do have Proposition 3.7. 
PROPOSITION 3.7. If S is finite dimensional, dim .X = t, then (CX) in 
Theorem 3.6 may be replaced by 
(CC’) the distinct e&nvalues of the companion matrix A fall into m sets 
such that the sum of the multiplicities of the eigenvalues in each set is t. 
In general the spectrality assumption in (a) is difficult to verify unless A 
is a particular type of operator for which conditions have been developed. 
If, however, the A, commute we can give several useful conditions. Suppose 
the coefficients in (3.5) are mutually commuting normal operators on A?. 
Let I’ be the set of characters of the commutative C*-algebra generated by 
the identity and the Ai . Then r is a compact T, space in the topology of 
pointwise convergence. For each x E r, xp(h) exists and is an polynomial in X 
with complex coefficients where p(A) is defined in (3.6). For each R, 
1 < k < m, let rk = (x E r 1 xp(X) has R distinct zeros}. Then 
PROPOSITION 3.8. With notation as above, assume 
(a) the sets I’, are closed in P 
(b) either (1) the zeros of xp(h) lie on a Jixed line in @for all x E T or 
(2) distinct elements of the collection of all zeros of polynomials xp(h), x E P, 
have distinct magnitudes. Then p(X) is of spectral type. 
Proof. By the Gelfand theorem for commutative C*-algebras, and related 
representation theory, [6; Chapter 2, 41, it follows that there is a positive 
regular Bore1 measure p on r, with support r, and an isomorphism of X 
with L2(r, p) so that each Ai becomes multiplication on L2(r, p) by a con- 
tinuous function a,(x). Thus A becomes a matrix of continuous functions, or 
equivalently a matrix with entries depending continuously on a parameter. 
Now, assume condition (b.1). It is shown in [7, Chapter 21 that in the above 
case, if A is self-adjoint, there is a spectral family A = {X,(x),..., h,(x)} with 
all Xi continuous. Examination of that proof reveals that the self-adjoint 
condition is used only to get real eigenvalues, and this condition is replaced 
by the hypothesis that all eigenvalues lie on a totally ordered subset (a straight 
line) of @. The result now follows from Proposition 2. 
Now assume condition (b, 2). It is proved in [2, Chapter 151 that there is 
always a spectral family A{&(x)} such that the functions 1 Xi(x)/ are continuous. 
This together with condition (a) and Proposition 2 yields the result. 
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COROLLARY 3.9. Ifp(X) is as above, and for each x E r the polynomial 
e(h) has k distinct roots, all real (k independent of x) then p(X) is of spectral 
09. 
As a final result we state a condition which will permit us to eliminate 
conditions (b) in Proposition 3.8. 
PROPOSITION 3.10. Given p(X), as usual, suppose there is a normal 
operator B E 9(x) and functions fO(z),..., fm.&) analytic on sp(B) such that 
Ai =fi(B), i = 0, l,..., m - 1. Let C, be the set of z in sp(B) such that 
m-1 
PC% 4 = c f&4 hi + A” 
i-0 
has exactly k distinct roots hj . Then if the C, are closed in $?, p(X) is of spectral 
type. 
Proof. A, all belong to the commutative C*-algebra generated by I and B, 
the character space of which is sp(B). Relative to L2(sp(B), p), for some 
measure p, A becomes a function valued matrix, in fact is 
Thus A may be regarded as a matrix depending analytically on a parameter x. 
By [5], there is a spectral family {hi(z)} with continuous & , and so the result 
follows as before. 
Returning to Theorem 3.6, we see that hypotheses (/3) and (y) (which is 
really an initial condition) are more algebraic and are in a certain sense 
unsatisfactory even when X is finite dimensional. The main objection to (/3) 
is that it involves a matrix QI1 not given in the initial data and its computation 
may require excessive work when the dimension of X is large relative to that 
of X. Assumption (r) has similar disadvantages. We will replace these 
assumptions by equivalent ones involving contour integrals of operators 
directly computable from the given Ai . The proof of the following lemma is 
omitted. 
LEMMA 3.11. Let P E S’(.%?) be a projection and JZ a closed subspace of .z?. 
Then P restricted to .M b a bijection from .&2 onto P(S), if and only if, x is the 
direct sum of the kernel of P and &‘. 
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DEFINITION 3.12. Let Pa E .Y(A?), i = 0, l,..., 2n - 2. This set is first 
n dependent if for any set x,, ,..., x,-r of n vectors in Z 
implies that 
n-1 
2 P,+i~k = 0, i .== I,..., n - 1. 
Now let p(X) with coefficients in Z(X) satisfy the conditions (a) of 
Theorem 3.6. Let C, be the curve 1 z j = 8 where 
inf{l A I I X E cl} > d> sup{\ X j 1 h E (TV, i = 2,...,4. 
It is easily seen from Proposition 2.11 that 
s (AZ - A)-l dh = E,(u,). Cl 
Define operators pk on Y by: 
1 
pk ==2rri J^ hk[p(h)]-l dA. Cl (3.14) 
Finally let 
4ti1 = {(x1 )..., x,)7 E 2 1 x1 = 0). 
PROPOSITION 3.13. The following conditions are pairwise equivalent (relatizje 
to condition p of Th. 3.6.): 
(a) Q;: exists, 
tb) z = -W,) 2 + A1 , 
(c) (i) any x E X can be written as CyEil pdxi , xi E X, 
(ii) b. ,..., t~~,,+~} is first-m dependent. 
Proof. In the notation of Theorem 3.6, let {U, ,..., U,} be the usual 
X-basis for X’, and (V, ,..., I’,,,} be a X-basis such that Vivi = &(a,). If 
A is the generalized companion matrix, the matrix of A in the Ui basis is 
just A, and in the Vi basis is W = diag( Wi). If Q is the corresponding change 
of basis matrix, then Qij = uiVj . It follows that Qrl is invertible, if and only 
if, Q,,rr = ~J,(u,) restricted to E,(u,) H is one-one onto X, i.e., i7, 
restricted to E,(u,) &’ is one-one onto X. Since A1 is the kernel of o1 , 
the equivalence of (a) and (b) follows from Lemma 3.11. According to above 
remarks, E,(u,) = SC, R(h, A) dA, and the formula for R(X, A) given in 
Theorem 3.3b coupled with the vector Cauchy theorem yields the formula 
ED(UI) =& J [P(X)]-l (Pij) dx, Cl 
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where 
Thus, 
p, = A”-Wp(A), &j=1,2 ,..., m. 
and (x1 ,..., x,,,>l E $’ . 
I 
Now u1 simply selects the first component of a vector, and so Qrl is invertible, 
if and only if, 
(i) every x E LX? can be written as 
& SC, @@)I-’ f dkp(h) xk dh 
k=l 
and 
(ii) if the expression in (i) is zero then so is 
j = l,..., m - 1. 
In terms of the operators pi and the form of p(h), we can write the first com- 
ponent of the typical vector in &(a,) .% as 
Po(A1x1+ *a- + &--1x,-1 + +a) + ~l(Azxl + --a + xm-1) + *-* 4 em-.1x1, 
and similar expressions hold for the other components. But the system of 
equations 
~1 =yo ,...,& + *-* + x-1 =~,,a.-z , ~4~x1 + **- + A,-,x,,,-, + x, =y,,+l 
can be uniquely solved for any set of yj in X and so 
and so Q1r is invertible, if and only if, {t~s ,..., ~s+,+s} is first -m dependent 
and each x in .X can be written as ~~D~l pjyj, which completes the theorem. 
We note that if there is a curve C, in r(A) surrounding only ok, 
K = 1, 2,..., m, the above proposition remains true when Qrr is replaced by 
Qrk , a, by ok , .&r , by Ak and C, by C, . The proof is the same. 
In the finite dimensional case Proposition 3.13 and its proof yield more 
detailed results. 
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COROLLARY 3.15. If 2Y is finite dimensional, then in Theorem 3.6 (assuming 
(a)), the following are equivalent: 
(a) Q1r is invertible, 
(b) S = &(a,) + A1 (not assumed a direct sum). 
(c) any x E 9’” can be written as Cy=;’ pFxi , xi E x, 
(d) any x E ZJ? can be written as 
(4 &I I...) P~,,,-~} is Jirst -m dependent. 
Proof. Consulting the proof of Proposition 3.13 and noting that, because 
of our homogeneity assumptions and the fact that S is finite dimensional, 
tr, restricted to E,(o,) S? is one-one into x, if and only if, it is onto Z-. 
The above corollary is quite interesting for ordinary matrices and we see 
no simple matrix theoretic way of proving it without the analytical machinery 
we have used. 
PROPOSITION 3.16. Suppose the entries Qij of Q mutually commute. Then 
condition (/I) always holds and so is superjuous. 
Proof. It is easy to show that if the Qij commute, Q-i,exists, if and only 
if, det Q (an element of 9(S) computed as usual) is invertible. Condition 
(3.10) of Lemma 3.5 show that Qri is a factor of det Q and we are done. 
We remark in passing that the above condition is difficult to verify and does 
not follow from the commutativity of the A, . It is easy to find an example 
where dim S? = 2, m = 2, and A is similar to a block diagonal matrix but 
none of the Qij are invertible. 
Finally we consider condition (y) of Theorem 3.6. As usual let p(X) satisfy 
conditions (a) and (8) in Th eorem3.6.Defineq,,j1 <k<m,O<j<m-1 
bY 
8s.i = & SC, (P(W-’ Xj&(h) dh. 
PROPOSITION 3.17. Let U, be the matrix (U,,, ,... , UW)T, UOi E 2(x). 
Let n be the subspace of % given by {(U&x),..., Uom(x)>’ ) x E Z}. Finally 
let p(X) satisfy (a) and (8) of Theoiem 3.6 and let C = Q-lU, = (C, ,..., C,,$. 
Then the following are equivalent: 
(a) C, is invertible, 
(b) sf’ = M + (I - &a(q)) *, 
409/50/r-9 
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(4 (i) CL, PW%,~ has no kern4 
(ii) for any xi ES, i = 1, 2 ,..., m, there is an x E Z such that 
Proof. We will omit details which are similar to those in Proposition 
3.13. With usual notation, (Q-l)ij = FiUj and so C, = rl(CL, UjlJ,,,). 
This will be invertible, if and only if, 
~l(Q-'u& = Ed4 (E quo,) 
is one-one from S onto E,(a,). The range of the last quantity in paraentheses 
is precisely &‘“, thus C, is invertible, if and only if, E,(u,) restricted to JV 
is one-one onto E,(a,) S’. Then (a) and (b) are equivalent by Lemma 3.11. 
The equivalence of (a) with (c) follows from the above criterion and a con- 
sideration of the form of E,(a,) as previously computed. 
As before we obtain the following corollary. 
COROLLARY 3.18. Let x be finite dimensional and p(X) satisfy conditions 
(4 and 09 of Th eorem 3.6. Then by following are equivalent: 
(a) Cl is invertible, 
(b) .z? = M + (I - E,(u,)) .@ (not assumed a direct sum). 
(c) CF=‘=, qkOUOk has no kernel (i.e., has rank t = dim S). 
4. AN EXAMPLE 
In order to illustrate some of the results of the preceding section, we will 
consider the quadratic case 
p(X) = A, + AX + x2, (4.1) 
in which A, and A, are commuting normal operators on Z. To avoid tri- 
viality we assume dim Z is infinite. We chose this example because of the 
completeness of the analysis. Assume S is separable. 
S is equivalent with L2(X, p), for some locally compact Hausdorff space X 
and regular Bore1 measure p, in such a way that A, and A, become multi- 
plication by continuous function uO(x) and a,(x), respectively. Thus A is the 
matrix 
A = Lao& -al;x, 1 ’ (4.2) 
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acting on # = L2(X, p) + L2(X, p). In [2, Chapter 15, Section 111 is found 
a complete analysis of two by two matrices with function entries with regard 
as to when they represent spectral operators. We merely translate this for our 
particular matrix (4.2). 
Let 6(x) be a measurable function on X such that 6”(x) == u:(x) - 4a,(x). 
If we let h,(x) = &(--a,(x) + 6(x)) and h,(x) = $(--a,(x) - S(x)) then these 
functions are measurable and for each x they are the roots of 
We then have: 
p(X) = a,(x) + a,(x) h + AZ. 
(1) A is spectral, if and only if, 1 S2(x)l is bounded below, if and only if, 
AI2 - 4A, in invertible. 
(2) If (1) holds, the resolution of the identity, E, , is given by 
(3) sp(A) = Urer {h(x), ~2W. 
Now let us investigate the hypotheses of Theorem 3.6 in this instance. If 
k>OletU(Zz)=(zE~j)Z)>k}andL(K)=(xE~lj/l<<K).Wehave 
Lemma 4.1. 
LEMMA 4.1. In order that p(X) be homogeneous and dominated, it is 
necessary and sujSnt that there be a constunt k > 0 such that 
(a) U(k) n sp(p(X)) undL(k) n sp(p(X)) are closed. 
@I If 
and 
X, = (x 1 at least one X,(x) E U(k)) 
X2 = (x ( at least one X,(x) EL(k)}, 
then L2(X, , p) is infinite dimensional, i = 1, 2 ,.... 
Proof. For p(X) to be homogeneous and dominated we must find k such 
that if ur = U(k) n sp(p(X)) and os = L(k) n sp(p(X)) the ui are closed and 
the E,(q) 2 are infinite dimensional. According to (2) above, E,(ai) is a 
matrix valued function and, since E,(q) is a projection, it follows that 
‘%‘i) ( ) x is a P J t ro’ec ion in M&Z’) for almost all x. Then E,(q) Z is the direct 
integral s: &(a,) (x) dp(x) (see [l, Chapter 21). It is easy to see that if Sji C X 
is the set where ED(oi) (x) has rank j, j = 0, 1, 2, then Sii are measurable 
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and ~??,(a~) S is isomorphic with L2(SIi, CL) +LS(Szi, p) + L2(S,i, p). For- 
mula (2) above shows that x E SO”, if and only if, neither AI(x) nor b(x) is in 
ai . Thus Sri u Sai = X, and condition (b) is equivalent with the infinite 
dimensionality of the I& &?. This completes the lemma. 
LEMMA 4.2. Suppose p(X) is homogeneous, dominated and of spectral type. 
Let h, U(h), L(h) b e as above. Then condition (/3) of Theorem 3.6 is satisfied, if 
and only if, for almost all x E X, exactly one of the hi(x) lies in each region 
U(h), L(h). 
Proof. According to Proposition 3.13, we must first calculate 
Ai dA 
p* = & c, (A - A,(x)) (A - h,(x))’ s 
where C, is an admissible curve surrounding U(k) n sp(p(X)). We consider 
cases 
(4 Ux) and U4 d o not lie within C, . Then clearly all pJ are zero. 
(b) X,(x) only lies within C, . Then by writing Xi as 
i (i, (A - Ux))i xi-“(x) 
and using Cauchy’s theorem, we find 
CLiw = h*(x) PO(X), I. > 0 and PO(X) = 0164 - ~2(xN”- 
(c) X,(x) only lies within C, . As in (b) I&) = ~2W ~~(4, i > 0, 
and &x) is just the negative of the one in (b). 
(d) X,(x) and h,(x) lie within C, . By residues, for all j, 
p,(x) = V(x) - x2*(4 
W) - Aa * 
Now Proposition 3.13 tells us that (in this case) Qrr is invertible, if and only if, 
(i) every g EL~(X, cl) can be written as 
I-Logo + Plg1‘1, gi E L2(X Ic1). 
(ii) tLogO + pa = 0 implies kg0 + p2gl = 0. 
Consideration of these cases shows that (a) and (d) are precluded almost 
everywhere, and (b) and (c) are both compatible with (i) and (ii), proving the 
kmma. 
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LEMMA 4.3. Suppose p(X) as abooe satisfies (a), @) in Theorem 3.b. Using 
Lemma 4.2 and renaming the Xi ;f necessary, for almost all x, X,(x) lies in U(k) 
and X,(x) lies in L(k). Let U, = (U,,, , Ue$, U,,i E S?(S). Then condition (y) 
of Theorem 3.6 is satis$ed relative to U, , if and only if, the operator 6 U,, f U,, 
is invertible (6 is multiplication by 6(x)). 
Proof. We use the criteria and notation of Proposition 3.17. A quick 
computation with the aid of Lemma 4.2 shows that 
k. = al(x) PM + ~dx), 42,o = PO(X), 
as1 = al(x) ~dx) + ~~(4 = W) M4 ~~(4 + 1441 
(due to our redefined h,) and 4a.i = pi(x) = h,(x) pa(x). Also from Lemma 
4.2 pa(x) = [A,(x) - h,(x)]-’ an d so represent an invertible operator on X. 
Now (a) of part (3) of Proposition 3.17 becomes the condition that 
IAx) ~~(4 + 111(x)1 UO, + PO(~) uo2 = cLoM4 + W41 UoI + ~~(4 VW2 
have no kernel. Since ,uo has an inverse this becomes the condition that 
6(x) U,, + U,, have no kernel. Similarly, a computation in part (3, b) shows 
that it is equivalent with the range of S(x) U,, + U,, being X and we are 
done. 
We summarize and complete our analysis (and reinterpret it) in Theorem 
4.4. 
THEOREM 4.4. Let p(X) be as in (4.1) and S infinite dimensional. Then 
conditions (a) and (18) of Theorem 3.6 hold, if and only if, 
(1) B = AI2 - 4A, is inwertible 
(2) A Bore1 measurable choice f(z) of the square root can be made on 
sp(B) such that if D = f(B) then A, + D is invertible and 
li(A, + 0)” (A, - D)ll < 1. 
When this is done, a matrix U, = (UoI , Uo2)T is an allowable starting 
vector for the algorithm of Theorem 3.6, if and only if, DUO, + U,, is 
invertible. 
Proof. Lemmas 4.1 and 4.2 together with the redefining of 6(x), as 
indicated prior to Lemma 4.3, yield the fact that (01) (p) are true, if and only 
if, there is a k such that 
h2(x) = al(x) - 6(x) EL(K) and h2(4 = al(x) + S(x) E U(k). 
It is then straightforward to show that this is possible for some positive k, 
if and only if, I[a,(x) + 6(x)1-l [al(x) - S(x)]1 exists and is less than some 
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constant less than one almost everywhere, which is equivalent to (2) above. 
Now (1) is just the condition that p(X) be of spectral type. The final statement 
of the theorem is immediate from Lemma 4.3. 
We remark that if (1) and (2) of the preceding theorem hold, we can always 
take (0, T)7 as a starting vector for the algorithm if T is invertible. If we take 
T = I, conditions (1) and (2) g uarantee that for each x, A(x) satisfies the 
conditions for convergence of the usual power method to the eigenvalue 
(of 44) 1 ar es in magnitude. In this case, Theorem 3.6 amounts to using g t 
the classical power method at each point. If, however, the initial vector U,, 
has entries which do not commute with the Ai , then we obtain an entirely 
non-classical result. 
5. CONVERGENCE OF A RELATED CONTINUED FRACTION 
Here again we consider p(X) h w en m = 2 but make no commutativity 
assumptions. For convenience write 
p(X)=X2-AAIX-A,,, (5.1) 
so that the companion matrix becomes 
A = (,“, i)’ (5.2) 
If the conditions of Theorem 3.6 hold with U,, = (0, 1)T as a starting vector, 
then we get a sequence of approximants, say {Q,,P,“>, converging to a solution 
of p(X) = 0. 
Formally, for the continued fraction solution of p(X) = 0, we have 
4 4 X=A,+A&-l=A,+A,+A,+y 
which we interpret as follows: associated with (5.3) are the sequences 
R n+l = R,A, + R,-,A, , &+I = %A + &-A 9 
R, = A,, s, =I, R,=A12+Ao and &=A,. 
(5.4) 
If S;’ exists for n large, we say that (5.3) converges if the sequence {R,S;l) 
converges. An easy induction yields 
Qn = R, and P, = s, . (5.5) 
SOLUTION OF SPECTRAL OPERATOR POLYNOMIAL EQUATIONS 133 
THEOREM 5.1. Ij(5.1) satisjes the conditions of Theorem (3.6) with starting 
vector U,, = (0, I>‘, the continued fraction (5.3) converges to a solution of 
p(X) = 0. 
This result is particularly interesting in the finite dimensional case, for 
even in this case (0, T)7 = Us is not always an allowable starting vector 
when all other conditions of Theorem 3.6 hold. We now investigate conditions 
under which the above is allowable (all other hypotheses being satisfied). 
If Q has commutative entries, the above Us is allowable, if and only if, 
Q;,’ exists. It is surprising that this also holds for p(X) as in (5.1) without 
the assumption of commutativity. 
PROPOSITION 5.2. Given (a) and (8) of Theorem 3.6 ure sati@ed with p(X) 
as above, the following are equivalent. 
(a) U,, = (0, I>’ satisjes (y) of Theorem 3.6. 
(b) Qysi exists. 
Proof. By Proposition 3.13 and the remark following it, Qi2 is invertible, 
if and only if, 2 = ,!&(u,) H+ J#, ( w h ere &a is the set of vectors with 
first component zero), since us must be a component of sp(A) when m = 2 
and or is a component of sp(A). Also by Proposition 3.17, U,, is a valid starting 
vector ((y) holds), if and only if, (I - &,((r,)) % + Us% = Z (where 
u,.x = {U&>,..., Uom(x) I x E zK}. Since m = 2, 1- &,(a,) = ,!&,(a,), and 
our choice of U, forces U,&- = AZ , which completes the proof. 
Finally, when .% is finite dimensional, the above result combines with 
Corollaries 3.15 and 3.18 to produce Proposition 5.3. 
PROPOSITION 5.3. If m = 2 and ~47 is Jinite dimensional, and if (a) and (p) 
of Theorem 3.6 are satisfied then the following statements are equivalent: 
(a) U,, = (0, I)7 satisfies (y) of Theorem 3.6, 
(b) Q;.j exists, 
(c) any x E 2 can be written as 
(Jc, (P(x))-’ dA) XI + (J^c, WW dA) x2 , xi E x, 
C, being an admissible curve around u2 
(4 SC, (PGW 4(4 d4 
has rank equal to dim %. 
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