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Abstract: In the Color Glass Condensate(CGC) effective theory, the physics of valence
gluons with large longitudinal momentum is reflected in the distribution of color charges
in the transverse plane. Averaging over the valence degrees of freedom is effected by in-
tegrating over classical color charges with some quasi probability weight functional W [j]
whose evolution with rapidity is governed by the JIMWLK equation. In this paper, we
reformulate this setup in terms of effective quantum field theory on valence Hilbert space
governed by the reduced density matrix ρˆ for hard gluons, which is obtained after properly
integrating out the soft gluon “environment”. We show that the evolution of this density
matrix with rapidity in the dense and dilute limits has the form of Lindblad equation.
The quasi probability distribution (weight) functional W is directly related to the reduced
density matrix ρˆ through the generalization of the Wigner-Weyl quantum-classical corre-
spondence, which reformulates quantum dynamics on Hilbert space in terms of classical
dynamics on the phase space. In the present case the phase space is non Abelian and is
spanned by the components of transverse color charge density j. The same correspondence
maps the Lindblad equation for ρˆ into the JIMWLK evolution equation for W .
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1 Introduction
This paper examines the status of the JIMWLK evolution equation [1–8] in relation to the
effective density matrix of a high energy hadronic system. We are motivated to address this
question by the discussion in a recent paper [9] which suggested an extension of JIMWLK
framework to include a wider set of observables other than just color charge density ja(x)
in the hadronic wave function. The starting point of [9] is the interpretation of JIMWLK
evolution equation as the equation for diagonal matrix elements of the density matrix in the
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color charge density basis. Although this interpretation is natural when the color charge
density is large, it is not quite clear how to formalize it for low density, since in this regime
the commutator of the color charge density operators is not negligible and a basis in which
all components of ja(x) are diagonal obviously does not exist. On the other hand, as shown
a while ago [10] the calculations of averages in this regime as well can be formulated in
terms of the functional integral over classical fields ja(x), which suggests that perhaps such
interpretation albeit possibly modified, can be put forward after all.
An interesting suggestion of [9] is that the rapidity evolution of the generalized CGC
density matrix is of the Lindblad type [11],[12]. This type of evolution is very general
in quantum mechanical systems where one follows only part of the degrees of freedom by
reducing the density matrix over the “environment” (the unobserved degrees of freedom
in the Hilbert space). If the “environment” degrees of freedom have only short range
correlation in time, the dynamics of the observed part of the system is Markovian and is
therefore governed by a differential equation. The Lindblad form of such evolution is the
most general one that preserves the properties of the density matrix stemming from its
probabilistic nature (normalization and positivity of all eigenvalues). Although Lindblad
equation naturally arises in time evolution of quantum systems, JIMWLK evolution is of a
somewhat different nature. It describes the change of the system with rapidity (or energy)
but not in time. It is thus not obvious whether one should expect Lindblad form to be
generic in this context and if yes, under what conditions.
In this paper we try to address these questions. We arrive at two basic results. First,
we show that JIMWLK evolution can indeed be understood as evolution of a density
matrix. Within the JIMWLK framework however, the density matrix is not generic, but is
rather assumed to depend only on the operators jˆa(x) which satisfy the standard SU(N)
commutation relations. The fact that ρˆ depends only on the generators of the SU(N) group
means that it has a quasi diagonal form - i.e. it does not connect states belonging to different
representations of SU(N). It is in this sense that the reduced density matrix is (almost)
diagonal even if the commutators of ja cannot be neglected. The consequence of this strong
assumption on the nature of the density matrix is that the states in the Hilbert space of
the reduced system are completely specified by their SU(N) transformation properties at
every transverse position x, and therefore in the reduced space one loses track of the gluon
longitudinal momentum as well as polarization.
Second, we show that on this Hilbert space the JIMWLK evolution is indeed equivalent
to Lindblad type equation for this restricted set of density matrices. The same applies to
the so called KLWMIJ evolution which describes the dilute regime. In analogy with time
evolution of quantum mechanical systems, the Lindblad equation arises in the situation
when the correlations in the “unobserved” part of the system are short range in rapidity.
However we also argue that in general (i.e. away from the dense - JIMWLK and dilute
- KLWMIJ limits) the high energy evolution is unlikely to be of Lindblad type. This
follows from certain general properties of our derivation of the evolution of the density
matrix based on the calculation of the CGC wave function presented in [13] . Although
the calculations of [13] are strictly valid only in the aforementioned limits, the general
features of the derivation are expected to be more universal. The reason that the Lindblad
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form is not expected to arise, is that in the high energy evolution framework, the rapidity
does not just play the role of the evolution parameter, but also that of the label on the
quantum states of the gluons which are integrated out. In this situation in general one
does not expect the Lindblad form for the differential equation. Thus to ensure Lindblad
form nontrivial conditions on dependence of the matrix elements on gluon rapidities have
to be satisfied. We discuss this point in detail in Section IV.
Another result of this paper is the precise mathematical relation between the effective
density matrix, and the “probability density function” W [j] that usually appears in the
literature as the subject of JIMWLK evolution. We confirm that the quantum mechanical
averaging with the density matrix ρˆ is mapped into the calculation of observables in terms
of functional integral over classical fields ja(x) with the weight functional W [j], as indeed
always done in the CGC literature. This functional integral must be regarded as an integral
over the phase space variables of the classical system, and not its configuration space vari-
ables. This quantum-classical correspondence between the quantum density matrix and the
classical functional of phase space variables W [j] is deeply related to the correspondence
between the density matrix and Wigner function in ordinary quantum mechanics. In the
context of high energy evolution we require a generalization of the original Wigner-Weyl
correspondence[14] since the phase space of the theory is spanned not by operators q and
p which constitute the Heisenberg algebra, but rather by operators ja with the SU(N)
algebra. Nevertheless the basic correspondence involves mappings between quantum oper-
ators and Hilbert space on one side and classical quantities and phase space on the other
side in the sense of Weyl’s correspondence rule. The weight functional W [j] is consequently
identified as the Wigner functional [14] and can indeed be considered as a quasi-probability
distribution on the phase space.
The outline of this paper is the following. In Sec. II, we give a brief review of the
Lindblad equation for density matrix of an open quantum system and a recap of the
Hamiltonian formalism of CGC effective theory. In Sec. III we explain how to define the
reduced CGC density matrix, and show that its rapidity evolution has the Kraus form,
which is a general evolution that preserves probabilistic interpretation of a density matrix,
but is not necessarily differential. In Sec. IV we derive the differential evolution of the
density matrix using the analog of Markovian porperty, i.e. the fact that the correlation of
the “environment” is short range in rapidity. We show that in the dilute (KLWMIJ) and
dense (JIMWLK) limits the differential evolution equation is indeed of the Lindblad type.
We also discuss the properties of the derivation which suggest that the standard Lindblad
form is bound to be modified away from these limits. To be clear, in this paper we do
not go beyond the original JIMWLK setup in the sense that we consider density matrices
that only depend on color charge density operators, and thus presently our derivation
does not extend to ideas put forward in [9]. In Sec. V, we derive the explicit relation
between the standard JIMWLK approach and the density matrix approach described in
this paper. We show that the two are related by a variant of the Wigner-Weyl quantum-
classical correspondence and spell out explicitly the correspondence rules which transform
one setup into the other. The JIMWLK and KLWMIJ equations are then reproduced by
mapping the Lindblad equation for the density matrix in the appropriate (dense and dilute)
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limits into the classical phase space. Finally Sec. VI contains a short discussion.
2 Review of Basics
2.1 Lindblad equation for open quantum systems
In this section we present a short review of Lindblad equation for open systems.
Lindblad equation is the most general Markovian and non-unitary evolution equation
for density matrix of an open quantum system. This equation preserves the properties
of density matrix: hermiticity, unit trace and positivity. Here we follow the heuristic
discussions by Preskill [15]. More physical derivations and applications can be found in the
books [16, 17].
Consider a bipartite system involving two subsystems: the “observed system” and
the “environment” with the Hamiltonians Hˆs and Hˆe, respectively. The two subsystems
interact via the Hamiltonian Hˆse. The total density matrix of the complete system evolves
according to the quantum Liouville equation
dρˆ
dt
= −i[Hˆ, ρˆ] (2.1)
with Hˆ = Hˆs + Hˆe + Hˆse. Formally, the solution can be expressed as
ρˆ(t) = Uˆ(t)ρˆ(0)Uˆ †(t) (2.2)
with Uˆ(t) = e−iHˆt. To obtain the density matrix of the observed subsystem after a finite
time, one traces over the Hilbert space of the environment. Let us assume that the initial
total density matrix is a direct product of the density matrices of the observed system and
the environment ρˆ(0) = ρˆs(0) ⊗ ρˆe(0) = ρˆs(0) ⊗ |0e〉〈0e|. For simplicity let us take the
environment to be initially in a pure state denoted by |0e〉, which can be thought of as the
ground state without loss of generality. The density matrix of the observed system is then
expressed as
ρˆs(t) = Treρˆ(t) =
∑
n
〈n|Uˆ(t)|0e〉ρˆs(0)〈0e|Uˆ †(t)|n〉 =
∑
n
Mˆn(t)ρˆs(0)Mˆ
†
n(t). (2.3)
Here {|n〉} represents a complete basis in the Hilbert space of the environment. The objects
Mˆn(t) = 〈n|Uˆ(t)|0e〉, sometimes called superoperators, are operators on the Hilbert space
of the observed system and govern the evolution of its density matrix. As far as the
dynamics of the environment is considered, Mˆn(t) represents the transition amplitude for
the environment, which is initially in the state |0e〉, to be in the state |n〉 after a finite time
t. They satisfy the property
∑
n Mˆ
†
n(t)Mˆn(t) = 1 following from the unitarity of Uˆ(t).
The time evolution of density matrix in Eq.(2.3) has been expressed in an operator
summation form which is also called a Kraus representation. It is easy to check that the
Kraus representation preserves the hermiticity, unit trace and positivity of the density
matrix. It is believed that any reasonable time evolution of density matrices should have
a Kraus representation.
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The general Kraus representation Eq.(2.3) does not have the form of a differential
equation for the evolution of the density matrix. It is only under the Markovian approxi-
mation that an equivalent expression in terms of a differential equation becomes possible.
The Markovian approximation holds if the typical correlation time between the environ-
ment degrees of freedom tcorr is shorter than the typical inverse frequency of the observed
system ∆ts, which is of the order of the relevant “discretization” time step for approxi-
mate differential time evolution. If this is the case the state of environment is only affected
by the state of the observed system at the particular time of observation (measured with
accuracy ∆ts), and thus the back reaction - the effect of the environment on the observed
system is local in time. We note that this is the typical Born-Oppenheimer situation, when
the environment is associated with fast degrees of freedom, while the observed system is
relatively slow. In the opposite regime it is clear that local (differential) time evolution is
impossible, since the backreaction of the environment on the system will depend on the
state of the system at some past time.
In Markovian regime one then proceeds as follows. For an infinitesimal period of
time, only terms linear in dt should be kept on the right hand side of Eq. (2.3). The
superoperators for n > 0, have the structure
Mˆn(dt) =
√
dtLˆn, n > 0 (2.4)
The argument here is that Mˆ †n(t)Mˆn(t) is the probability for the environment to ”jump” to
the state n during the time t. For small enough t (but such that t > tcorr) this probability
should grow linearly with t. The operators Lˆn are called Lindblad operators or jump oper-
ators as they involve transitions of the environment to different states after an infinitesimal
time.
The remaining superoperator has the form
Mˆ0(dt) = 1 + (−iHˆs + Kˆ)dt (2.5)
with Hs and K being Hermitian. This is the transition amplitude for the environment
to be in its original state after an infinitesimal time and should be linear in time for
small enough times. The operator Kˆ is related to the wave function renormalization effect
and Hˆs governs the unitary evolution of the system without causing any changes to the
environment.
The Kraus normalization condition
∑
n Mˆ
†
n(dt)Mˆn(dt) = 1 relates the wavefunction
renormalization operator Kˆ to the jump operators by
Kˆ = −1
2
∑
n>0
Lˆ†nLˆn . (2.6)
Taking the limit dt→ 0, the Kraus representation then becomes an differential equation
dρˆs
dt
= −i[Hˆs, ρˆs] +
∑
n>0
(
LˆnρˆsLˆ
†
n −
1
2
Lˆ†nLˆnρˆs −
1
2
ρˆsLˆ
†
nLˆn
)
. (2.7)
This is the Lindblad equation, or sometimes known as Gorini-Kossakowski-Lindblad-Sudarshan
master equation [11, 12].
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2.2 The soft gluon vacuum and the CGC
We now review the derivation of the high energy evolution[18] . There exist two equivalent
approaches to the derivation of the CGC effective theory. One is based on the Lagrangian
formalism [2–4, 6, 7, 19, 20] and the other on the Hamiltonian formalism [21, 22]. We
briefly review the Hamiltonian formalism as it will be the starting point for deriving the
Lindblad equation for the CGC density matrix.
The derivation of the JIMWLK evolution equation starts with establishing the ground
state wave function of soft gluon modes in the background of more energetic gluons which
are described by a color charge density field.
In the light cone gauge A+ = 0, the Hamiltonian of the pure gluonic sector of QCD is
H =
∫
dx−dx⊥
(
1
2
Π−a (x
−,x⊥)Π−a (x
−,x⊥) +
1
4
F aij(x
−,x⊥)F aij(x
−,x⊥)
)
(2.8)
with the chromoelectric and chromomagnetic parts being
Π−a (x
−,x⊥) = ∂−A−a (x
−,x⊥) =
1
∂−
(
Dabi ∂−A
b
i(x
−,x⊥)
)
,
F aij(x
−,x⊥) = ∂iAaj (x
−,x⊥)− ∂jAi(x−,x⊥)− gfabcAbi(x−,x⊥)Abj(x−,x⊥)
(2.9)
The covariant derivative is defined as Dabi = ∂iδ
ab − gfacbAci and ∂− = ∂/∂x− is the
longitudinal spatial derivative. The 1/∂− operator in the expression of the chromoelectric
field has to be regularized as it contains a singularity at vanishing longitudinal momentum,
k+ = 0. This singularity is ultimately related to the zero mode in the Aai (x
−,x⊥) fields
and is regulated by imposing a residual gauge fixing condition. We choose the residual
gauge fixing
∂iA
a
i (x
− → −∞) = 0 (2.10)
One separates the gluonic degrees of freedom imposing a longitudinal momentum sep-
aration scale Λ+. In the high energy limit, the dominant interaction between soft gluons
(k+ < Λ+) and hard gluons (k+ > Λ+) has the form of eikonal coupling A−a J+a with J+a
representing the color charge density of the hard gluons and A−a representing soft gluons.
This interaction term emerges from the chromoelectric part of the Hamiltonian and in-
volves the specific expressions J+a = −gfabcAbi∂−Aci and A−a = 1∂−Π−a . Furthermore, as far
as soft gluons are concerned, the hard gluon dynamics can be viewed as frozen in time so
that the color current J+a ≡ J+a (x−,x⊥) is time independent at the lowest order. All in all,
the Hamiltonian for the soft gluonic modes becomes
HCGC =
∫
dx−dx⊥
(
1
2
(Π−a (x
−,x⊥) +
1
∂−
J+a )
2 +
1
4
F aij(x
−,x⊥)F aij(x
−,x⊥)
)
(2.11)
Canonical quantization is implemented by promoting the normal modes of the full Aai
fields to operators and imposing the equal (light cone) time commutation relation
[Aˆai (x
−,x⊥), Aˆbj(y
−,y⊥)] = − i
2
(x− − y−)δabδijδ(x⊥ − y⊥) (2.12)
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with the sign function defined as (x) = 12(Θ(x) − Θ(−x)). In terms of the canonical
creation and annihilation operators, the normal modes Aˆai have the expansion
Aˆai (x
−,x⊥) =
∫ +∞
0
dk+
2pi
1√
2k+
(
aˆai (k
+,x⊥)e−ik
+x− + aˆ†ai (k
+,x⊥)eik
+x−
)
(2.13)
with [
aˆai (k
+,x⊥), aˆ
†b
j (p
+,y⊥)
]
= (2pi)δabδijδ(k
+ − p+)δ(x⊥ − y⊥) . (2.14)
The color charges in the leading order are taken to have the extreme Lorentz contracted
form J+a (x
−,x⊥) = δ(x−)ja(x⊥) with the transverse color charge density
jˆa(x⊥) = igfabc
∫
k+>Λ+
dk+
2pi
aˆ†bi (k
+,x⊥)aˆci (k
+,x⊥) (2.15)
The components of color charge satisfy the commutation relations of the SU(N) algebra[
jˆa(x⊥), jˆb(y⊥)
]
= igfabcjˆc(x⊥)δ(x⊥ − y⊥) . (2.16)
The Hamiltonian system Eqs. (2.11), (2.10), together with the commutation relations Eqs.
(2.12), (2.16) constitute the starting point for the derivation of the CGC effective theory.
The first goal is to find the ground state wave function of the soft glue. This is in
general a very complicated problem, but is simplifies in two parametric regimes. One
interesting regime is when the color charge density is small ja ∼ g (dilute limit). Here
one can treat the interaction with color charges perturbatively. The other regime is the
dense limit where the color charge is parametrically large ja ∼ 1g . Here the simplification
is that the commutator of the color charges is (almost) negligible and they can be treated
as (almost) classical fields.
In the dilute limit, the ground state wave function can be found by a direct perturbative
calculation. The resulting vacuum wave function can be written as
|ψ0〉 = Cˆ|0〉 (2.17)
with the coherent operator
Cˆ = Exp
{
i
∫
dx⊥bai (x⊥)
∫ Λ+
Λ+e−∆y
dk+
pi|k+|1/2
(
aˆ†ai (k
+,x⊥) + aˆai (k
+,x⊥)
)}
(2.18)
where E is the energy of the process.
Here bai (x⊥) satisfy the equations
∂ib
a
i (x⊥) = j
a(x⊥) ,
∂ib
a
j (x⊥)− ∂jbai (x⊥)− gfabcbbi(x⊥)bcj(x⊥) = 0 .
(2.19)
or, in the dilute regime
bai (x⊥) =
∫
d2y
∂i
∂2
(x, y)ja(y) (2.20)
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In the dense limit, similar analysis applies except now bai (x⊥) ∼ 1/g and additional order
O(1) quantum fluctuations on top of the bai fields need to be considered. One can still
use perturbative expansion in g, but resumming terms of order gb. In the leading order
the Hamiltonian is diagonalized by a nontrivial Bogoliubov transformation. The detailed
analysis appears in [22]. The resulting ground state wavefunction is
|ψ0〉 = CˆBˆ|0〉 . (2.21)
The additional Bogoliubov operator Bˆ can be formally expressed as
Bˆ = Exp
{
aˆ†αΛαβ aˆ
†
β + aˆαΛ
∗
αβ aˆβ
}
. (2.22)
Here α, β represent all the possible indices (color, spatial coordinates, polarization, and
longitudinal momentum which varies between Λ+e−∆y and Λ+). The explicit expression of
the symmetric matrix Mαβ is not available, however, the action of the Bogoliubov operator
on the fundamental degrees of freedom Aˆai and jˆ
a have been derived.
The nontrivial structure of the soft gluon ground state leads to appearance of induced
color charge density due to the soft gluons modes. This additional color charge density
serves as an additional source for even softer gluons which arise in the evolution to even
higher rapidities. This is the basic physics of the high energy evolution.
3 The Reduced CGC Density Matrix and Its Evolution
Having found the vacuum of the soft gluons, we can now address the evolution at high
energy. We take here a different perspective on this derivation than given in the literature,
and discuss the evolution from the point of view of quantum density matrix.
Given that we have separated our degrees of freedom into soft and hard gluons, we
can view our system naturally as bipartite. At some initial rapidity, the soft gluons are in
the perturbative vacuum state, and thus the total density matrix is separable
ρˆ = ρˆv ⊗ |0〉〈0| (3.1)
where the density matrix ρˆv is an operator on the hard gluon Hilbert space.
The assumption inherent in the derivation of the JIMWLK equation is that the only
relevant degrees of freedom on this Hilbert space are components of the color charge density
jˆa(x⊥). This is a crucial assumption. If the valence Hilbert space could be factorized into
a direct product of the space spanned by jˆa(x⊥) and its complement, reducing over the
complement would rigorously define ρˆv[j]. However the full Hilbert space of the valence
modes does not have such a direct product structure. It is thus not clear whether a well
defined mathematical procedure of “integrating out” exists which may reduce the density
matrix so that in general it depends only on jˆa(x⊥). Nevertheless one can simply assume
that at initial rapidity the density matrix indeed has such a form. It is then true (as we
will see below) that this form persists throughout the evolution to higher rapidities. We
will thus abide by this assumption and will treat ρˆv as an operator that depends only on
jˆa(x⊥).
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After boosting the system by a finite rapidity ∆y, the total density matrix changes
due to the emission of soft gluons into the newly opened rapidity interval.
ρˆ(∆y) = Ωˆ|0〉ρˆv〈0|Ωˆ† . (3.2)
The gluon emission operator as discussed above can be written as
Ωˆ ≡ Ω[jˆa, aˆa†i , aˆai ; ∆y] = CˆBˆ (3.3)
with Cˆ and Bˆ defined in eqs. (2.18) and (2.22), respectively. This form applies both for the
dilute and dense regime of the evolution. Note that Ωˆ depends on the soft gluon creation
and annihilation operators as well as the color charge density operator. While the aˆa†i , aˆ
a
i
act on the soft vacuum state |0〉, the jˆa acts on the valence (hard) density matrix ρˆv.
Dependence on ∆y of Ωˆ is crucial in obtaining the evolution equation. This point will be
elaborated in the following.
Our next goal is to derive the reduced density matrix by tracing over the “environment”
degrees of freedom. The purpose of this reduction of the Hilbert space is to integrate out all
the additional degrees of freedom associated with soft gluons that emerged after boosting
the wave function, except the additional color charge density that they contribute. The
reason for this exception is, that in the next step in the evolution the even softer gluons
will couple to the total color charge density, including that due to gluons in the rapidity
interval between y and y + ∆y. Our current soft gluons give a nontrivial contribution to
this charge density, and we have to keep this extra contribution explicitly, rather than
integrate it out.
3.1 Defining the charge shift operator
Put in different words, we are interested in a general set of observables that depend on
rapidity integrated color charge density. Before evolution those are averages of the form
〈O(jˆa)〉 = Tr[O(jˆa)ρˆv] (3.4)
while after a step ∆y of the evolution
〈O(jˆa + jˆasoft)〉 = Tr[O(jˆa + jˆasoft)ρˆ(∆y)] (3.5)
Here jˆasoft(x⊥) has the explicit expression eq.(2.15) with the longitudinal momentum inte-
gration restricted in the rapidity range ∆y.
It is thus clear that we should not simply reduce the density matrix over the Hilbert
space of soft gluons, but “partially” trace over the soft gluons integrating out all degrees of
freedom except the color charge density. To facilitate this partial tracing over soft gluons,
we introduce the operator Rˆ, which is defined by its action on jˆa,
Rˆ†jˆa(x⊥)Rˆ = jˆa(x⊥) + jˆasoft(x⊥) . (3.6)
so that
Rˆ†O(jˆa(x⊥))Rˆ = O(jˆa(x⊥) + jˆasoft(x⊥)) . (3.7)
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for any operator O. It may not be obvious that Rˆ can be properly defined as an operator on
the Hilbert space, given that different components of jˆa(x) are noncommuting operators.
As we show now, this nevertheless is the case.
Let us introduce the operator Φˆa(x⊥) via
Rˆ = Exp{−i
∫
d2x⊥jˆasoft(x⊥)Φˆ
a(x⊥)} (3.8)
We will look for Φˆa (we omit the transverse coordinate dependence for simplicity) as a
set of operators acting on the same Hilbert space as jˆa satisfying the following commutation
relations
[Φˆa, Φˆb] = 0 ,
[Φˆa, jˆb] = Mab(Φˆ)
(3.9)
with M chosen to satisfy the requirement
exp
{
ijˆasoftΦˆ
a
}
jˆe exp
{
−ijˆasoftΦˆa
}
= jˆe + jˆesoft . (3.10)
In calculating the action of Rˆ we assume that the operators jˆa satisfy SU(N) algebra, and
so do the operators jˆasoft, while the two set of operators commute with each other.
We use the Baker-Hausdorff formula
eXY e−X = Y +[X,Y ]+
1
2!
[X, [X,Y ]]+
1
3!
[X, [X, [X,Y ]]]+. . .+
1
n!
[X, [X, [. . . [X,Y ] . . .]]]+. . .
(3.11)
With the commutation relations eq.(3.9) we have (for adjoint representation −ifabc = T abc)
[ijˆasoftΦˆ
a, jˆe] = ijˆasoftM
ae(Φˆ) (3.12)
1
2!
[ijˆbsoftΦˆ
b, [ijˆasoftΦˆ
a, jˆe]] =
1
2!
ijˆasoft
(
igT bΦˆbM(Φˆ)
)
ae
(3.13)
1
3!
[ijˆcsoftΦˆ
c, [ijˆbsoftΦˆ
b, [ijˆasoftΦˆ
a, jˆe]]] =
1
3!
ijˆasoft
(
(igT bΦˆb)2M(Φˆ)
)
ae
(3.14)
Let us take the ansatz
Mab(Φˆ) = −i
∞∑
n=0
cn [χ
n]ab , with χ = igT
bΦˆb . (3.15)
Clearly, c0 = 1 follows from the requirement eq. (3.10). This requirement further imposes
the constraint
i+
∞∑
k=0
1
(k + 1)!
[
χkM(χ)
]ab
= 0 (3.16)
which after substituting the ansatz for M(χ) becomes
1 =
∞∑
k=0
∞∑
m=0
cm
(k + 1)!
χk+mab (3.17)
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which is equivalent to the following recursive relations
cN = −
N−1∑
m=0
cm
(N −m+ 1)! , with c0 = 1. (3.18)
These relations are satisfied by
Mab(χ) = −i
[χ
2
coth
χ
2
− χ
2
]ab
. (3.19)
One can check explicitly that Taylor expansion of eq. (3.19) in χ reproduces all the coeffi-
cients calculated using the recursive relations in eq. (3.18).
Once the function M in Eq.(3.19) has been determined, the algebra of jˆa and Φˆa is
completely defined.
We note that in order for this algebra to be consistent, the commutators have to satisfy
Jacoby identity
[[Φˆa, jˆb], jˆc] + [[jˆb, jˆc], Φˆa] + [[jˆc, Φˆa], jˆb] = 0 , (3.20)
which is equivalent to an additional constraint on M
[Mab, jˆc]− [Mac, jˆb] = igf bcdMad . (3.21)
In Appendix A we verify that the Jacoby identity is in fact satisfied at least to fourth
order in expansion of eq.(3.19) in powers of Φˆ. Although we do not have a complete all
order proof, one could in principle continue the order-by-order proof. We believe that the
algebra eqs.(3.9),(3.19) is in fact consistent and we will continue our analysis under this
assumption.
We have thus found the algebra of operators Φˆa and jˆa that implements eq.(3.7).
Note that expansion of M in powers of Φˆ can be recast as formal expansion of Φˆ in
powers of δ
δjˆa
. Thus to leading order we have Φˆa = −i δ
δjˆa
+ .... In the dense regime
where the commutators of charge densities can be neglected, our operator Rˆ therefore
reduces precisely to the shift operator exp{− ∫x⊥ jasoft(x⊥) δδja(x⊥)} used extensively in the
existing literature. The previous discussion puts its use also in the dilute regime on firm
mathematical basis, provided the commutation relations of Φˆa are modified according to
eq.(3.19).
3.2 The evolution
Having defined the charge density shift operator Rˆ we can write Eq.(3.5) in the form
Tr[O(jˆa + jˆasoft)ρˆ(∆y)] = Tr[Rˆ
†O(jˆa)Rˆρˆ(∆y)] = Tr[O(jˆa)Rˆρˆ(∆y)Rˆ†] (3.22)
The operator Rˆ in this expression can be understood as acting on the density matrix ρˆv
rather than on the observable O. Using this form we can define the reduced density matrix
which when traced with the operator O(jˆ) gives the same result as ρˆ(∆y) traced with
O(jˆ + jˆsoft). We thus define the evolved CGC reduced density matrix by tracing over soft
gluons
ρˆv(∆y) = Trs[Rˆρˆ(∆y)Rˆ
†] =
∑
n
〈n|RˆΩˆ|0〉ρˆv〈0|Ωˆ†Rˆ†|n〉 =
∑
n
MˆnρˆvMˆ
†
n (3.23)
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with Mˆn = 〈n|RˆΩˆ|0〉. The complete basis {|n〉} represents the Fock states in the soft gluon
Hilbert space. This procedure technically is very similar to the standard reduction of the
Hilbert space discussed in the previous section with ρˆv(∆y) playing the role of the reduced
density matrix in a bipartite system.
When formulated in this way, the rapidity evolution of the CGC density matrix is
formally very similar to the time evolution of the reduced density matrix of a bipartite
system with the operator RˆΩˆ playing the role of the time evolution operator Uˆ .
Eq.(3.23) gives the change of density matrix in the form of a Kraus representation. As
a consequence, ρˆv(∆y) has all the properties of a density matrix as long as ρˆv is a density
matrix initially. Note that,
∑
n Mˆ
†
nMˆn = 1 as both Ωˆ and Rˆ are unitary operators.
4 The Differential Form of the Evolution - the Lindblad Equation
To extract a differential equation from the Kraus representation, we need to evaluate
the superoperators Mˆn and analyze their ∆y dependence. The calculations of Mˆn can be
simplified by working in the Leading Logarithmic Approximation (LLA) so that only terms
that are proportional to αs∆y on the right hand side of eq.(3.23) are kept.
4.1 The dilute limit
We start by considering the dilute limit, i.e. assume that parametrically bai ∼ O(g). In
this regime the gluon emission operator is just the coherent operator and Λ = 0. This is
the so called KLWMIJ limit introduced in [23] .
Ω = Exp
{
i
∫
dx⊥bai (x⊥)
∫
dη
2pi
√
2
(
aˆ†ai (η,x⊥) + aˆ
a
i (η,x⊥)
)}
(4.1)
Note that we have changed the integration variable from longitudinal momentum k+ to
rapidity η and an explicit numerical factor
√
2 follows [13]. In this limit the dependence
on ∆y becomes very transparent
Mˆn = 〈n|RˆΩˆ|0〉 = Exp
{
−∆y
2pi
bαbα
}
〈n|RˆExp
{
i
√
2bα
∫
dη
2pi
aˆ†α(η)
}
|0〉 . (4.2)
Note that the operator Rˆ has a nontrivial action on the n-gluon state. It does not change
the number of soft gluons in a Fock state but rotates their color indices according to its
definition in eq.(3.8)
Rˆaˆbi(k
+,y⊥)Rˆ† = [Rˆ(y⊥)]bd aˆdi (k+,y⊥) ,
Rˆaˆb†i (k
+,y⊥)Rˆ† = [Rˆ(y⊥)]bd aˆd†i (k+,y⊥)
(4.3)
with
Rˆ(y⊥) = eigTaΦˆa(y⊥) (4.4)
In the LLA we need to collect terms which contribute at order O(αs) to the evolution.
For the virtual term we have
Mˆ0 = 1− ∆y
2pi
bαbα +O(g4) (4.5)
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and
Mˆ0ρˆvMˆ
†
0 = ρˆv −
∆y
2pi
(bαbαρˆv + ρˆvbαbα) +O(g4) . (4.6)
It is obvious that, for Fock states with even numbers of gluons, Mˆ2m is at least of order
O(g2) and thus will not contribute to the evolution at LLA. The same holds for Mˆ2m+1
associated with Fock states of odd numbers of gluons. The only exception is Mˆ1 related to
the single gluon Fock state. For a one-gluon Fock state |1{α1,w1,η1}〉 = a†α1(w1, η1)|0〉 with
transverse position w1, rapidity η1 and color index α1 we have,
Mˆ1{α1,w1,η1} = i
√
2bα(w1)Rαα1(w1) (4.7)
Summing over all possible one-gluon Fock states,∫
dη1
2pi
∫
dw1 Mˆ1{α1,w1,η1}ρˆvMˆ
†
1{α1,w1,η1} =
∆y
pi
b¯αρˆv b¯α (4.8)
with b¯α = R†αβbβ and again we used the compact notation with index α, β representing
colors, transverse coordinates and polarizations. The evolution equation for the density
matrix follows
dρˆv
dy
= − 1
2pi
(b¯αb¯αρˆv + ρˆv b¯αb¯α − 2b¯αρˆv b¯α) = − 1
2pi
∫
x
[b¯ia(x), [b¯
i
a(x), ρˆv]]. (4.9)
In this equation we have written the virtual terms in terms of b¯ rather than b, since the
unitary operator R drops out of this expression anyway. This is the Lindblad equation for
the CGC density matrix in the dilute limit.
Eq.(4.9) is written in a somewhat convoluted form in terms of the operators b¯, which
contain the operator R. It is perhaps worthwhile to make explicit the operational meaning
of various factors of R in the right hand side of eq.(4.9). As already mentioned, the virtual
terms do not actually involve R since for unitary R
b¯αb¯α = bαbα (4.10)
As for the real term, we have (suppressing the transverse coordinate)
b¯αρˆv b¯α = bγRγαρˆv[jˆ]R†αβbβ = bγ
[
ρˆv[jˆ
a − gT a]
]
γβ
bβ (4.11)
where the last term is defined by Taylor expanding of ρˆv, shifting the argument jˆ
a in every
term by the matrix T a and finally taking the γβ matrix element of the the whole expression
in all products of T ’s that arise.
In the above explicit calculation, the LLA automatically picks up terms that are linear
in ∆y thus making the extraction of a differential equation from the Kraus representa-
tion straightforward. Physically indeed we can understand this from the point of view of
Markovian nature of the process. The variable analogous to time in the present discussion
is rapidity. Thus the requirement of short range correlations in time of the “environment”
in the CGC case translates into the requirement of short range in rapidity correlations
for the soft gluons, which are integrated over. This is indeed the case. In the LLA the
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relevant “time” scale for the change of the density matrix is O(1/αs), as obvious from the
differential equation eq.(4.9). The soft gluons in our approximation do not interact with
each other, and thus their correlation function is free. The free propagator is proportional
to 1/k+ ∼ e−y, and thus the typical correlation length in rapidity space is O(1). The evo-
lution is therefore clearly in the Markovian regime which allows, at least naively speaking
for the existence of differential evolution in the Lindblad form. We will come back to the
discussion of Lindblad form later.
Equation eq.(4.9) may look slightly unfamiliar as it does not quite have the form of the
KLWMIJ equation discussed in [23] . This is because it is written for density matrix and
not the weight functional W [j]. To get to the latter form one needs to perform an extra
step, i.e. Weyl transformation. This will be the subject of the next section. But before we
do that, we consider the evolution of the density matrix in the dense regime.
4.2 The dense limit.
As we have seen, in the limit where the hadronic wave function contains a small number
of partons (the dilute limit), the Lindblad form of the evolution equation follows directly
using the straightforward perturbation theory at low x. We now turn our attention to the
dense limit, where we assume that the color charge density in the wave function is large,
parametrically of order 1/g. The wave function in this limit has been calculated several
years ago in [13]. In this section we use the results of that paper and reinterpret them from
our current point of view.
To prepare for the calculation, note that the soft gluon emission operator Ωˆ, when
acting on the vacuum state |0〉 can be written as
Ωˆ|0〉 = Exp
{
i
√
2bα
∫
dη
2pi
[aˆ†α(η) + aˆα(η)]
}
Exp
{
−1
2
∫
dη
2pi
dξ
2pi
Λβγ(η, ξ)aˆ
†
β(η)aˆ
†
γ(ξ)
}
N (Λ)|0〉
(4.12)
Here we write out the dependence on rapidity explicitly. Other indices (color, polarization,
transverse position) are collectively represented by the Greek letters α, β, γ. The matrix
Λabij (x⊥,y⊥, η1, η2) determines the amount of ”squeezing” of the soft gluon vacuum. As
we mentioned above, it has not been calculated explicitly in [13], however its properties
relevant to the JIMWLK limit are known (see later). The N (Λ) is a normalization constant
that only depends on Λ. Note that both bα and Λβγ are operators in the Hilbert space
of hard gluons as they depend on the color charge density j, and so in principle they do
not commute. In eq.(4.12) all the factors of Λ should be understood as placed to the right
of bα. In the JIMWLK limit however, where parametrically, b = O(1/g) while Λ = O(1),
as was shown in [13] the order of the factors does not matter. In fact in showing that
the operator Ωˆ Eq.(4.12) diagonalizes the QCD Hamiltonian to leading order, ref.[13, 22]
explicitly used this argument and assumed commutativity of the various factors of b and Λ.
We will not deviate from this assumption here and will treat these factors as commuting.
We further separate the annihilation operator aˆα(η) from the coherent state operator
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and move it to the far right acting on the vacuum state:
Ωˆ|0〉 =Exp
{
−∆y
2pi
bα(1− Λ0)αβbβ
}
Exp
{
i
√
2bα(1− Λ0)αβ
∫
dη
2pi
a†β(η)
}
× Exp
{
−1
2
∫
dη
2pi
dξ
2pi
a†α(η)Λαβ(η, ξ)a
†
β(ξ)
}
N (Λ)|0〉
(4.13)
where we have defined
Λ0,αβ =
∫ ∆y
−∆y
dζ
2pi
Λαβ(ζ, η) (4.14)
Since Λαβ(ζ, η) depends only on the rapidity difference ζ − η [13], Λ0,αβ is rapidity inde-
pendent. It does however have a nontrivial dependence on the width of the evolution step
∆y. The nature of this dependence is very important. As we discussed above, we expect
to have a bona fide differential evolution equation only if the correlations of the soft gluons
in rapidity are short range. The function Λ(η, ξ) is in fact the inverse of the correlator
of the soft gluon modes. It should therefore decrease exponentially for rapidity difference
greater than ∼ 1. For such a function Λ the dependence of Λ0 on ∆y should be smooth
with Λ0 approximately constant for 1 < ∆y < 1/αs. We will assume here that this is
indeed the case and will treat Λ0 as a constant independent of ∆y. The results of [13]
suggest that this is valid in the JIMWLK limit, i.e. when the dense hadron scatters on
a dilute target, which is the regime that concerns us in this paper. We note that going
beyond the JIMWLK limit posed some problems in [13], precisely for the reason that some
of the soft modes in general seemed to possess long range correlations in rapidity. Our
current understanding is that such long range correlations indeed are incompatible with
the differential form of the evolution. It is thus possible that in order to go beyond the
JIMWLK limit one would have to rethink the way in which the bipartitioning into the
“observable” system and “environment” is done. This is however beyond the scope of the
present paper.
In eq. (4.13), the first exponential represents wavefunction renormalization effects
that have an overall ∆y factor. The second exponential contains the single gluon emission
vertex ibα(1−Λ0)αβ which is “renormalized” relative to the dilute case by the presence of
the Bogoliubov operator B, while the third exponential contains the double gluon emission
vertex Λαβ(ξ, η).
Two gluons emitted from the same double gluon emission vertex are in general cor-
related in rapidity, while two gluons emitted from two single gluon emission vertexes are
uncorrelated.
We are now ready to calculate the superoperators. The fundamental difference with
the dilute case, is that now not only one gluon state, but states with arbitrary number of
soft gluons yield nontrivial jump operators that contribute to the evolution of the density
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matrix. For an n soft gluon state we have
Mˆn =〈n|RˆΩˆ|0〉 = Exp
{
−∆y
2pi
bαbβ(1− Λ0)αβ
}
N (Λ)
〈n|RˆExp
{
i
√
2bα(1− Λ0)αβ
∫
dη
2pi
aˆ†β(η)
}
Exp
{
−1
2
∫
dη
2pi
dξ
2pi
Λαβ(η, ξ)aˆ
†
α(η)aˆ
†
β(ξ)
}
|0〉
(4.15)
Depending on the Fock state |n〉 being considered, we separately discuss the situations when
the Fock state contains zero gluons, odd number of gluons and even number of gluons.
4.2.1 Wavefunction renormalization operator
The superoperator Mˆ0 represents the wavefunction renormalization effects
Mˆ0 = 〈0|RˆΩˆ|0〉 = Exp
{
−∆y
2pi
bαbβ(1− Λ0)αβ
}
N (Λ) . (4.16)
Up to terms linear in ∆y,
Mˆ0 ≈ 1− ∆y
2pi
[bαbβ(1− Λ0)αβ] +O(∆y2) (4.17)
Note that the wavefunction renormalization operator Mˆ0 is independent of Rˆ and we
have ignored the normalization N (Λ) factor, since it is irrelevant in the JIMWLK limit
[13]. The superoperator Mˆ0 contributes to the change of density matrix through the term
Mˆ0ρˆvMˆ
†
0 = ρˆv −
∆y
2pi
[
bαbβ(1− Λ0)αβ ρˆv + ρˆv (1− Λ†0)αβbαbβ
]
+O(∆y2) . (4.18)
4.2.2 Jump operators with odd number of gluons
For Fock states with odd numbers of gluons, one needs odd number of single-gluon-emission
vertices in calculating the jump operators. However, every single gluon emission brings an
extra power of ∆y, since gluons produced from different single-gluon-emission vertices are
uncorrelated in rapidity. The integral over rapidity of every such gluons in the amplitude
and conjugate amplitude brings therefore an extra power of ∆y. Thus one needs to keep
only one single-gluon-emission vertex in Mˆ2i+1 in order to calculate the relevant jump
operators that contribute to the differential form of the evolution equation.
The explicit expression for a jump operator follows from eq. (4.15)
Mˆn = 〈n|Rˆ
(
i
√
2bα(1− Λ0)αβ
∫
dζ
2pi
aˆ†β(ζ)
)
Exp
{
−1
2
∫
dη
2pi
dξ
2pi
Λαβ(η, ξ)aˆ
†
α(η)aˆ
†
β(ξ)
}
|0〉
=
(
iR†γδ[
√
2b(1− Λ0)]δ
)
〈n|
∫
dζ
2pi
aˆ†γ(ζ)Exp
{
−1
2
∫
dη
2pi
dξ
2pi
Λ¯αβ(η, ξ)aˆ
†
α(η)aˆ
†
β(ξ)
}
|0〉.
(4.19)
Here
Λ¯αβ(η, ξ) = R†αγΛγδ(η, ξ)Rδβ. (4.20)
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To arrive at this expression we have inserted the factor Rˆ†Rˆ = 1 next to the soft gluon
vacuum state |0〉, used the fact that Rˆ|0〉 = |0〉 and evaluated the action of Rˆ on the soft
gluon creation and annihilation operators using Eq.(4.3).
Importantly, the operator ordering in Eq.(4.19) is such that all the operators R are
understood to be placed to the left of all the factors of the bα and Λαβ. This follows from
the fact that the operator Rˆ in the original expression is acting directly on the n-gluon
state, and thus all the factors of Φˆ indeed are ordered to the left of all j-dependent factors
in the original expression. Thus for example in the definition Eq.(4.20) the action of Rδβ
on Λ is understood only as a color matrix rotation. This comment also applies to the rest
of the formulae in this section.
In the following, we explicitly calculate a few expressions of the jump operators and
their action on the density matrix. This will make the dependence on ∆y more transparent.
For a one-gluon Fock state |1{α1,w1,η1}〉 = a†α1(w1, η1)|0〉 with transverse position w1,
rapidity η1 and color index α1, the jump operator is
Mˆ1{α1,w1,η1} =
∫
d2z1i
√
2bα(z1)[1− Λ0]αβ(z1,w1)Rβα1(w1) (4.21)
Note that the jump operator associated with one-gluon Fock state is independent of the
rapidity index η1. Integration over all the one-gluon Fock states produces an overall factor
∆y in the evolution of the density matrix. The one-gluon jump operators contribute to
this evolution through
Mˆ1ρˆvMˆ
†
1 =
∑
α1
∫
dw1
∫
dη1
2pi
Mˆ1{α1,w1,η1}ρˆvMˆ
†
1{α1,w1,η1}
=
∆y
pi
∫
dz1dz2bα(z1)
[∫
dw1(1− Λ0)αβ(z1,w1)[RρˆvR†]βγ(1− Λ†0)γδ(w1, z2)
]
bδ(z2)
=
∆y
pi
[b¯(1− Λ¯0]αρˆv[(1− Λ¯†0)b¯]α
(4.22)
In the last line we have reverted to the convoluted notation where single index α represents
the transverse position, color and polarization. Barred quantities here and below indicate
the quantities that are rotated by the R matrix.
For a three-gluon Fock state |3{αi,wi,ηi;i=1,2,3}〉 = a†α1(w1, η1)a†α2(w2, η2)a†α3(w3, η3)|0〉,
the jump operator is
Mˆ3{αi,wi,ηi;i=1,2,3} = −
∫
d2z1i
√
2bα(z1)
(
[1− Λ0]αβ(z1,w1)Λκλ(w2, η2,w3, η3)
+ [1− Λ0]ακ(z1,w2)Λβλ(w1, η1,w3, η3) + [1− Λ0]αλ(z1,w3)Λβκ(w1, η1; w2, η2)
)
×Rβα1(w1)Rκα2(w2)Rλα3(w3)
(4.23)
It contains sum of all possible terms where two out of the three gluons are emitted from
the same two-gluon-emission vertex. Note that Λ is a symmetric matrix. The contribution
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of the three gluon jump operator to the evolution of the density matrix is
Mˆ3ρˆvMˆ
†
3 =
∑
α1,α2,α3
∫
dw1dw2dw3
∫
dη1
2pi
dη2
2pi
dη3
2pi
Mˆ3{αi,wi,ηi;i=1,2,3} ρˆvMˆ
†
3{αi,wi,ηi;i=1,2,3}
(4.24)
This expression has in principle nine terms. However, for terms that involve the same
two gluons connected to a two gluon emission vertex both in Mˆ3 and Mˆ
†
3 , integration over
rapidity produces higher than linear powers in ∆y. For example∫
dη1
2pi
dη2
2pi
dη3
2pi
Λκλ(w1, η1; w2, η2)Λ
†
ρδ(w1, η1; w2, η2) = (∆y)
2
∫
dζ
2pi
Λκλ(w1,w2; ζ)Λ
†
ρδ(w1,w2; ζ).
(4.25)
This term therefore does not contribute to the differential form of the evolution.
On the other hand, for the two-gluon-emission vertexes connected to different pairs of
gluons, only one explicit ∆y factor arises∫
dη1
2pi
dη2
2pi
dη3
2pi
Λκλ(w1, η1; w2, η2)Λ
†
ρδ(w1, η1; w3, η3) = ∆yΛ0,κλ(w1,w2)Λ
†
0,ρδ(w1,w3) .
(4.26)
These terms do contribute.
The contribution of the three gluon jump operators is thus
Mˆ3ρˆvMˆ
†
3 =
∆y
pi
∑
α1,α2,α3
∫
dw1dw2dw3[b¯(1− Λ¯0)]α1(w1)Λ¯0,α2α3(w2,w3)ρˆv
× Λ¯†0,α1α2(w1,w2)[(1− Λ¯
†
0)b¯]α3(w3)
=
∆y
pi
[b¯L(1− Λ¯0,L)]Λ¯†0,RΛ¯0,L[(1− Λ¯†0,R)b¯R]ρˆv
(4.27)
In the last line we have used superscripts L and R to indicate the position of various factors
relative to the density matrix ρˆv, thus Λ¯0,L indicates that this factor Λ¯0 is placed to the left
of ρˆv etc. The ordering is important as the various operators do not commute with ρˆv. The
reason to write the expression in this particular way is that we can use convenient matrix
notations, so that products in eq. (4.27) are matrix products over all indexes carried by
Λ¯0 and b¯, i.e. color, polarization and transverse coordinate.
This pattern clearly generalizes to any odd n. Linear in ∆y contributions arise only
from terms where no two gluons are emitted from the same two gluon emission vertex
both in Mn and M
†
n. Diagrammatically the terms that yield linear in ∆y contributions are
depicted in Fig.1.
Generalizing the above analysis to jump operators with 2m+ 1 numbers of gluons we
obtain
Mˆ2m+1{αi,wi,ηi;i=1,...,2m+1} =
∑
P={i1,...,i2m+1}
[i
√
2b(1− Λ0)]βi1 (wi1)
m∏
k 6=l 6=1
Λβikβil (wik , ηik ; wil , ηil)
×
2m+1∏
q=1
Rβiqαq(wq)
(4.28)
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b(1− Λ)
Λ
Λ
Λ
Λ
b(1− Λ)
...
...
...
...
Figure 1. The diagrams involving the odd number of gluons that contribute terms linear in ∆y to
the evolution of ρˆ.
Here i1, i2, . . . , i2m+1 is a permutation of 1, 2, . . . , 2m+1. The sum over P goes over all the
possible permutations.
The action of Mˆ2m+1 on the density matrix after summing over all the possible Fock
states with 2m+ 1 gluons and performing the rapidity integrations, becomes
Mˆ2m+1ρˆvMˆ
†
2m+1 =
∆y
pi
[b¯L(1− Λ¯0,L)](Λ¯†0,RΛ¯0,L)m[(1− Λ¯†0,R)b¯R]ρˆv . (4.29)
Here, just like for Mˆ3 the contribution comes only from those terms that do not contain a
single pair of gluons emitted from the same two gluon emission vertex in M2n+1 and M
†
2n+1
as illustrated on Fig.1.
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Now adding all the jump operators associated with odd numbers of gluons, their action
on the density matrix is∑
m=0
Mˆ2m+1ρˆvMˆ
†
2m+1 =
∆y
pi
[b¯L(1− Λ¯0,L)](1− Λ¯†0,RΛ¯0,L)−1[(1− Λ¯†0,R)b¯R]ρˆv . (4.30)
4.2.3 Jump operators with even number of gluons
If the number of gluons in the Fock state is even, the gluons can either be emitted from
a two-gluon-emission vertex or from even number of single-gluon-emission vertexes. Since
gluons emitted from single-gluon-emission vertexes are uncorrelated in rapidity, the more
single gluon emission vertexes are involved, the higher power of ∆y is generated. Recall
that we only need to keep terms linear in ∆y. To extract these terms, we allow either no
gluons or two gluons to be emitted from the single-gluon-emission vertexes. The rest of
the contributions, as we wil see are subleading in powers of ∆y.
The expression for the jump operators with even numbers of gluons by Mˆ2n follows
from eq. (4.15)
Mˆ2n =Mˆ
0
2n + Mˆ
2
2n = 〈2n|RˆExp
{
−1
2
∫
dη
2pi
dξ
2pi
Λαβ(η, ξ)aˆ
†
α(η)aˆ
†
β(ξ)
}
|0〉
+〈2n|Rˆ 1
2!
(
i
√
2bγ(1− Λ0)γδ
∫
dζ
2pi
aˆ†δ(ζ)
)2
Exp
{
−1
2
∫
dη
2pi
dξ
2pi
Λαβ(η, ξ)aˆ
†
α(η)aˆ
†
β(ξ)
}
|0〉 .
(4.31)
We have denoted the parts with no single-gluon-emission vertex and with two single-gluon-
emission vertexes by Mˆ02n and Mˆ
2
2n, respectively. The action on the density matrix becomes
Mˆ2nρˆvMˆ
†
2n = Mˆ
0
2nρˆvMˆ
0†
2n + Mˆ
0
2nρˆvMˆ
2†
2n + Mˆ
2
2nρˆvMˆ
0†
2n + Mˆ
2
2nρˆvMˆ
2†
2n (4.32)
Just like in the case of odd number of gluons, not all the terms in eq.(4.32) contribute to
differential evolution. The last term in eq.(4.32) contains an overall factor of (∆y)2 and
therefore can be discarded. The first term in eq.(4.32) does contain terms that are only
linear in ∆y, however in the dense limit it is suppressed by a power of αs relative to the
second and third terms, as in the dense limit b ∼ 1/g, while Λ ∼ 1. Similar terms arise
in the expansion of the normalization factor N (Λ), which we have neglected above. We
therefore discard these terms in the week coupling limit. Only the second and third terms
in eq. (4.32) are to be evaluated and contribute to the differential evolution of the density
matrix.
We first evaluate Mˆ02n. For example, for a two-gluon Fock state |2{α1,w1,η1;α2,w2,η2}〉 =
a†α1(w1, η1)a
†
α2(w2, η2)|0〉
Mˆ02{α1,w1,η1;α2,w2,η2}
= −Λκλ(w1, η1; w2, η2)Rκα(w1)Rλα2(w2) = −Λ¯α1α2(w1, η1; w2, η2)
(4.33)
Generalization to Fock states with 2m gluons is straightforward
Mˆ02m{αi,wi,ηi;i=1,...,2m}
=
(
−1
2
)m 1
m!
∑
P={i1,...,i2m}
m∏
k=1
Λ¯αi2k−1αi2k (wi2k−1 , ηi2k−1 ; wi2k , ηi2k)
(4.34)
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The summation is over all the permutations. The prefactor (1/2)m is needed to account
for the fact that Λ is a symmetric matrix. The factor 1/m! takes care of the fact that two
permutations that differ only by ordering of some pairs of indices and nothing else, give
identical contributions which only need to be counted once.
To calculate Mˆ22n we start with the simple situation of two-gluon Fock state
Mˆ22{α1,w1,η1;α2,w2,η2}
= −
∫
d2z1d
2z3bα(z1)bρ(z3)
(
[1− Λ0]αβ(z1,w1)[1− Λ0]ρδ(z3,w2)
)
×Rβα1(w1)Rδα2(w2)
= −[b¯(1− Λ¯0)]α1(w1)[b¯(1− Λ¯0)]α2(w2)
(4.35)
Generalization to Fock states with 2m gluons leads to
Mˆ22m{αi,wi,ηi;i=1,...,2m}
= − 1
(m− 1)!
(
−1
2
)m−1 ∑
P={i1,...,i2m}
[b¯(1− Λ¯0)]αi1 (wi1)[b¯(1− Λ¯0)]αi2 (wi2)
×
m∏
k=2
Λ¯αi2k−1αi2k (wi2k−1 , ηi2k−1 ,wi2k , ηi2k) .
(4.36)
The action of the two gluon jump operator on the density matrix is
Mˆ22 ρˆvMˆ
0†
2 =
∑
α1α2
∫
dw1dw2
dη1
2pi
dη2
2pi
[b¯(1− Λ¯0)]α1(w1)[b¯(1− Λ¯0)]α2(w2)ρˆvΛ¯†α1α2(w1, η1; w2, η2)
=
∆y
2pi
[b¯L(1− Λ¯0,L)]Λ¯†0,R[b¯L(1− Λ¯0,L)]ρˆv .
(4.37)
For the four gluon operator we similarly find
Mˆ24 ρˆvMˆ
0†
4 =
∆y
2pi
[b¯L(1− Λ¯0,L)]Λ¯†0,RΛ¯0,LΛ¯†0,R[b¯L(1− Λ¯0,L)]ρˆv . (4.38)
Summing up all the jump operators with even numbers of gluons, we get
∞∑
m=1
Mˆ22mρˆvMˆ
0†
2m =
∆y
2pi
[b¯L(1− Λ¯0,L)](1− Λ¯†0,RΛ¯0,L)−1Λ¯†0,R[b¯L(1− Λ¯0,L)]ρˆv . (4.39)
and its complex conjugate
∞∑
m=1
Mˆ02mρˆvMˆ
2†
2m =
∆y
2pi
[b¯R(1− Λ¯†0,R)]Λ¯0,L(1− Λ¯†0,RΛ¯0,L)−1[b¯R(1− Λ¯†0,R)]ρˆv . (4.40)
4.2.4 All together now.
We now put together the above results. The wave function renormalization operator and
the jump operators with even numbers of gluons contribute to what one might call “the
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virtual part” of the evolution:
Mˆ0ρˆvMˆ
†
0 +
∞∑
n=1
Mˆ2nρˆvMˆ
†
2n
=ρˆv −
(
∆y
2pi
)[
b¯L(1− Λ¯0,L)(1− Λ¯†0,RΛ¯0,L)−1(1− Λ¯†0,R)b¯L
]
ρˆv
−
(
∆y
2pi
)[
b¯R(1− Λ¯0,L)(1− Λ¯†0,RΛ¯0,L)−1(1− Λ¯†0,R)b¯R
]
ρˆv .
(4.41)
Adding contributions from jump operators with odd numbers of gluons we get
Mˆ0ρˆvMˆ
†
0 +
∞∑
n=1
Mˆ2nρˆvMˆ
†
2n +
∞∑
n=0
Mˆ2n+1ρˆvMˆ
†
2n+1
=ρˆv −
(
∆y
2pi
)[
(b¯L − b¯R)(1− Λ¯†0,R)(1− Λ¯0,LΛ¯†0,R)−1(1− Λ¯0,L)(b¯L − b¯R)
]
ρˆv .
(4.42)
4.2.5 Operator ordering.
As we have mentioned earlier, the relative ordering of operators of b and Λ0 in Eq.(4.42) is
not important. It is however important to keep track of the ordering of the classical fields
bL and bR relative to the density matrix. More precisely, in the JIMWLK limit one can
change the order of various factors in Eg.(4.42) as long as each factor (b¯L − b¯R) is kept as
a unit and is commuted with any other operator in question..
The argument for that was given in [13] , and we reproduce it here for completeness.
Recall that the JIMWLK limit is obtained when parametrically b ∼ O(1/g) and Λ0 ∼
O(1), and additionally the evolution equation should be expanded to order αs. The latter
expansion gives the leading contribution when the dense hadron scatters on a dilute target.
Since both b and Λ0 are functions of j, the commutator between b and Λ0 can be
estimated as
(bΛ0 − Λ0b) = δb
δja
[ja, jb]
δΛ0
δjb
= igfabc
δb
δja
jc
δΛ0
δjb
∼ O(g) . (4.43)
The difference b¯L − b¯R can also be estimated as
(bL − bR)ρˆv = (bρˆv − ρˆvb) = δb
δja
[ja, jb]
δρˆv
δjb
= igfabc
δb
δja
jc
δρˆv
δjb
∼ O(g)ρˆv (4.44)
and barred quantities are color rotated by Rˆ ∼ O(1).The difference between Λ0,L and Λ0,R
is estimated similarly
(Λ0,L − Λ0,R)ρˆv = Λ0ρˆv − ρˆvΛ0 = δΛ0
δja
[ja, jb]
δρˆv
δjb
= igfabc
δΛ0
δja
jc
δρˆv
δjb
∼ O(g2)ρˆv . (4.45)
Since the factor (b¯L− b¯R)2 on the right hand side of eq. (4.42) is already of order of αs, the
ordering between b and Λ0 and the difference between Λ0,L and Λ0,R contribute to higher
orders in αs and therefore can be ignored in the JIMWLK limit as long as one does not
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order the operators differently in the terms containing bL and bR. Thus for example, one
can substitute in Eq.(4.42)
(1− Λ¯†0,R)(1− Λ¯0,LΛ¯†0,R)−1(1− Λ¯0,L)→)(1− Λ¯†0,R)(1− Λ¯0,RΛ¯†0,R)−1(1− Λ¯0,R) (4.46)
or
(1− Λ¯†0,R)(1− Λ¯0,LΛ¯†0,R)−1(1− Λ¯0,L)→)(1− Λ¯†0,L)(1− Λ¯0,LΛ¯†0,L)−1(1− Λ¯0,L) (4.47)
as a whole, without breaking the factor (b¯L − b¯R)2 into separate pieces.
4.2.6 The Lindblad form, finally.
We now simplify eq.(4.42) using the results of [13]. First we note that the function of
Λ¯ appearing in eq.(4.42) can be represented as a square if we indeed forget about the
difference between ΛL and ΛR. Define formally
Θ =
√
(1− ΛΛ†)−1 (4.48)
We can then write
(1− Λ¯†)(1− Λ¯Λ¯†)−1(1− Λ¯) = N¯ †N¯ (4.49)
with
N = Θ(1− Λ) (4.50)
In fact the matrix Θ appears naturally in the calculation of [13]. Since the soft gluon
vacuum is a squeezed state due to the presence of the Bogoliubov operator Bˆ, it is the Fock
space vacuum of the Bogoliubov transformed set of creation and annihilation operators,
related to the original gluon operators a† and a by
βˆρ = Θρσaˆσ + Φρσaˆ
†
σ; βˆ
†
ρ = Θ
∗
ρσaˆ
†
σ + Φ
∗
ρσaˆσ (4.51)
where Θ and Φ are constrained by the unitarity condition
ΘΘ† − ΦΦ† = 1 (4.52)
The following relation was also derived in [13]
Λ = Θ−1Φ (4.53)
Using these relations we find
(1− Λ¯†)(1− Λ¯Λ¯†)−1(1− Λ¯) = (Θ¯† − Φ¯†)(Θ¯− Φ¯). (4.54)
with the usual definitions Θ¯ = R†ΘR and Φ¯ = R†ΦR. This is indeed the same as eq.(4.50)
with
N = Θ− Φ (4.55)
After integration over rapidities, eq. (4.54) becomes
∆y
2pi
(1− Λ¯†0)(1− Λ¯0Λ¯†0)−1(1− Λ¯0) =
∆y
2pi
N¯ †⊥N¯⊥ , (4.56)
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where N⊥ =
∫
dη(Θ− Φ) has been calculated in [13]
N⊥ = [1− l − L] =
[
δij − ∂i 1
∂2
∂j −Di 1
D2
Dj
]ab
(x⊥,y⊥) . (4.57)
where the covariant derivative is defined as Dabi = δ
ab∂i − igT ebabei .
Substituting eq.(4.56) into eq. (4.42) , we obtain
ρˆv(∆y) = ρˆv − ∆y
2pi
(b¯L − b¯R)N¯ †⊥N¯⊥(b¯L − b¯R)ρˆv . (4.58)
To write this explicitly as an operator equation we need to make the choice of whether to
place the factor N¯ †N¯ to the right or to the left of the density matrix, as both choices, as
well as some others are equivalent in the JIMWLK limit. Additionally we need to specify
the ordering between the operators b and Λ on one hand and factors of R on another, which
has been scrambled in the calculation above. It is not our goal here to carefully restore the
correct ordering, as only the JIMWLK limit of this expression is strictly speaking under
control. We therefore simply choose the specific ordering which reproduces JIMWLK as
well as gives an evolution equation which preserves the Hermiticity of the density matrix
also away from the JIMWLK limit.
We take
N¯ †⊥N¯⊥ = R†(N †⊥N⊥)R, b¯ = bR , b¯† = R†b (4.59)
where the operator ordering is now specified. With these definitions we write the evolution
as
dρˆv
dy
=− 1
4pi
(
ρˆv b¯α(N¯
†
⊥N¯⊥)αβ b¯
†
β + b¯
†
β b¯αρˆv(N¯
†
⊥N¯⊥)αβ − b¯αρˆv(N¯ †⊥N¯⊥)αβ b¯†β − b¯†β ρˆv b¯α(N¯ †⊥N¯⊥)αβ
)
+ h.c.
=− 1
4pi
[
b¯†β,
[
b¯α, ρˆv
]
(N¯ †⊥N¯⊥)αβ
]
+ h.c.
(4.60)
Written out explicitly
dρˆv
dy
=− 1
4pi
[
ρˆvbα(N
†
⊥N⊥)αβbβ +R†αωbωbρRρβ ρˆvR†βλ(N †⊥N⊥)λκRκα
− bρRραρˆvR†αω(N †⊥N⊥)ωβbβ −R†αωbωρˆvbβ(N †⊥N⊥)βκRκα
]
+ h.c. .
(4.61)
Several words on the nature of the evolution of ρˆv as given by (4.61). As we dis-
cussed earlier, the only relevant characteristic of a state in the valence Hilbert space is its
representation of the color SU(N) (at each spatial point). Therefore the valence Hilbert
space on which ρˆv is defined is a direct sum of all the possible subspaces labelled by dif-
ferent representations of SU(N), i.e. the values of all the Casimir operators at each point
J = {jˆa(x⊥)jˆa(x⊥), dabcjˆa(x⊥)jˆb(x⊥)jˆc(x⊥) ...}, so that H = ⊕HJ . Since the density
matrix itself depends only on ja, it is a block diagonal operator on this Hilbert space and
has nonvanishing matrix elements only between states that belong to the same represen-
tation J . The same is true for the operators bα and Nαβ since they also are functions of
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ja only. Thus if not for the operator R in Eq.(4.61) the evolution would mix the matrix
elements of ρˆv in a given representation J only between themselves. The presence of the
operator Rˆ changes the nature of the evolution. It shifts ja to ja+gT a and therefore mixes
matrix elements of ρˆv in one representation with those in another representation with an
additional adjoint added in. The operator Rˆ is thus the only source of communication
between subspaces of different J in the evolution. Note that even though such cross talk
between different representations exists throughout the evolution, the matrix ρˆv remains
block diagonal if it was chosen to be block diagonal at the initial rapidity, since for such
an initial condition the right hand side of eq.(4.61) is a function of ja.
Note that Eq.(4.61) is somewhat more general than the JIMWLK equation. To obtain
the original JIMWLK equation (apart from invoking quantum-classical correspondence
which is the subject of the next section) one has to expand (4.61) to second order in in
Φa. In fact eq.(4.61) as written here contains both, the JIMWLK limit when expanded
in Φa as well as the KLWMIJ limit when expanded in ja. It can therefore be viewed
as an interpolating form of the evolution equation for density matrix between the dense
and dilute regimes, just like the corresponding equation for the (quasi)probability density
functional W [j] in [13].
The expansion to leading order in Φˆa can be performed directly in Eq.(4.61). One
has to be careful however, since apart from expanding the explicit dependence on Φˆa in
operators R one also needs to expand the commutators of ρˆ and b. This is easier done in a
somewhat roundabout way, namely transforming the operator equation into the equation
for the quasi probability function, performing the expansion there, and then returning to
the operator equation using the Wigner - Weyl transformation. We will do precisely this in
the next section after introducing the quasiclassical correspondence between the quantum
dynamics and dynamics on classical phase space. Here we only present the result of this
exercise. The evolution equation in the JIMWLK limit turns out to be
dρˆv
dy
= − 1
2pi
∫
d2z⊥[Qˆai (z⊥), [Qˆ
a
i (z⊥), ρˆv]] (4.62)
where
Qˆai (x) =
∫
z
[
U(x)
(
Di
1
D2
− ∂i 1
∂2
)
D∂
]ab
(x, z)Φˆb(z) . (4.63)
and the matrix U is defined as
U(x⊥) = Pexp
[
ig
∫
C
d2y⊥ · bc(y⊥)T c
]
(4.64)
with the path C starting from infinity on the transverse plane and ending at some point
x⊥1.
We note that this is precisely the equation for density matrix proposed in [9].
1The most common form of the eikonal scatttering amplitude one finds in the literature is a lightlike
Wilson line. This is the right definition in a gauge which has a nonvanishing light cone component of the
vector potential A−. Our discussion here is set in the lightcone gauge in which A− = 0. In this gauge the
scattering amplitude is given by the transverse Wilson line at x+ →∞, which is defined in Eq.(4.64).
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A comment is in order on the form of the evolution equation. First we note that
Eq.(4.62) is of the Lindblad type. Thus we find that both in the dilute and dense limits
the CGC density matrix satisfies Lindblad type equations. Interestingly however, our
interpolating equation Eq.(4.60),(4.61) does not have the Lindblad form. One might wonder
if this absence of Lindblad form is simply an artifact of our approximation. After all, the
calculations that lead to Eq.(4.60) are under full control only in the two limits. However
the reason for deviation from Lindblad in rapidity evolution seems to be very general, and
it rather looks like very special conditions have to be satisfied in order for Lindblad form
to hold.
We drew an analogy from open quantum systems by treating the valence gluons as “the
system” and the soft guons as “the environment”. However, time evolution and rapidity
evolution are very different concepts. In the former situation, the system degrees of freedom
and the environment degrees of freedom are well specified from the beginning and do not
change over time. The interaction between the system and the environment is assumed to
be Markovian which holds if the system degrees of freedom are slow while the environment
degrees of freedom are fast. Time correlations of the environment degrees of freedom are
assumed to be local in time compared to the long time scale on which the changes of the
system occur, and this leads to Lindblad form of the evolution equation via Eq.(2.4).
In the case of rapidity evolution, however, the separation between the “environment” -
the fast soft gluonic degrees of freedom and the “system” - the slow valence partons is not
fixed, but instead the separation boundary moves together with the evolution parameter.
As the rapidity increases one therefore integrates over additional degrees of freedom, namely
those whose rapidity label is between the old and new values of the evolution parameter
- ∆y. The rapidity thus appears not only as a parameter of the evolution analogous
to time, but also as the label of the quantum states which are being integrated out in
the process. This integration over additional degrees of freedom is part and parcel of
rapidity evolution, and the increment in the density matrix ∆ρˆv proportional to ∆y arises
due to this integration. Thus the ”Markovian” regime (i.e. short correlation length of
the environment modes in rapidity) albeit sufficient to guarantee existence of differential
evolution, does not guarantee that this evolution is of Lindblad form. In fact it is easy to
trace that the additional integration over the rapidity label is in fact the reason why the
general argument that leads to Lindblad form for time evolution in quantum mechanics, is
violated in our calculation.
The crucial missing piece is Eq.(2.4). As discussed in Section II, in an evolving quantum
system for small ∆t the probability Mˆ †n(dt)Mˆn(dt) ∝ dt is proportional to dt for every
environment state n save the vacuum. One can then define the jump operator Lˆn via
Mˆn(dt) =
√
dtLˆn and the Lindblad form follows. On the other hand, in the case of rapidity
evolution the factor ∆y arises only as a result of the integration over rapidity label of the
gluon states in the rapidity window [y ; y + ∆y]. As a result we have∫ y+∆y
η=y
Mˆ †n(η,∆y)Mˆn(η,∆y) ∝ ∆y (4.65)
but the probabilities for individual states with fixed η do not scale with ∆y. It thus does
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not appear to be possible in general to define a jump operator unless Mˆn(η) has very special
properties. Indeed, examining our calculation, for example in Eq.(4.32), we realize that
the fact that only the terms Mˆ02nρˆvMˆ
2†
2n + Mˆ
2
2nρˆvMˆ
0†
2n contribute at linear order in ∆y is
precisely due to the integration over the rapidities of the 2n gluons. This is also the reason
this contribution cannot be written in the standard Lindblad form ∆yLˆ2nρˆvLˆ
†
2n. The same
is evidently true also for the odd gluon contributions.
Nevertheless in some special cases the Lindblad form may be attainable. For example,
if Mˆ(η,∆y) = Mˆ(∆y), i.e. if the probability of a particular state does not depend on
the rapidity of the gluon, the jump operator can indeed be defined. This is precisely the
situation we encounter in the derivation in the dilute (KLWMIJ) limit. In this case the
coherent operator C involves only the gluon creation operator integrated over rapidity and
as a result the probability Mˆ †nMn does not depend on the rapidity label of the gluons in
the state n. This then allows to take the ”square root” of the probability and define the
corresponding jump operator Lˆn which ensures that evolution is in Lindblad form. It is
more difficult to trace the origin of the Lindblad form in the dense limit. However, given
that JIMWLK and KLWMIJ limits are dual to each other, it is not surprising that such a
form indeed exists.
In this section we have discussed the energy evolution in terms of the CGC density
matrix. This is not the way it has been formulated in the literature so far. In the next
section we show how to relate the two formulations.
5 From the Lindblad Equation to the JIMWLK Equation via Quantum-
Classical Correspondence
In the previous section we have derived the rapidity evolution equation for the CGC density
matrix. To turn this into the conventional JIMWLK evolution equation we will invoke a
variant of the Quantum-Classical correspondence, which for simple quantum mechanical
systems has been studied 50 years ago, for review see [14]. To start with, we present this
analysis as it appears in [14, 24–26].
5.1 Quantum mechanics in phase space
For simplicity, consider a system with one degree of freedom equipped with the canonical
variables qˆ and pˆ that satisfy the cannonical commutation realtion [qˆ, pˆ] = i. The state of
the system is described by the density matrix operator ρˆ. Observables are expressed as
functions of qˆ, pˆ, e.g. Aˆ ≡ A[pˆ, qˆ].
Suppose we want to represent a calculation of quantum expectation values in a form
similar to averaging over classical distribution in phase space, i.e.
Tr(ρˆAˆ) =
∫
dpdqA[q, p]W [q, p] (5.1)
This can be achieved if one can find a one to one correspondence between an arbitrary
quantum operator A(qˆ, pˆ) and a corresponding classical function A(q, p), and additionally
similar correspondence for the density matrix ρˆ→W (q, p).
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In principle one can devise different mappings that achieve this goal. One widely
used mapping is the Wigner-Weyl transformation that maps fully symmetrized quantum
operators in the Hilbert space to the corresponding classical functions in the phase space
(and back). The familiar form of the Wigner transformation uses eigenstates of the qˆ
operator and defines the classical phase space functions via
W [q, p] =
∫
dzeipz〈q − z
2
|ρˆ|q + z
2
〉 (5.2)
and
Aw[q, p] =
∫
dzeipz〈q − z
2
|A[qˆ, pˆ]|q + z
2
〉 . (5.3)
The Wigner function W [q, p] that corresponds classically to the density matrix is often
called the quasi probability distribution function on the phase space. To formulate the
mapping in a basis-independent way, one follows Weyl’s correspondence rule which asso-
ciates fully symmetrized operators in Hilbert space to classical functions in phase space.
Consider the following representation of an operator G(pˆ, qˆ)
G[pˆ, qˆ] =
∫
f(u, v)ei(upˆ+vqˆ)dudv . (5.4)
This can be regarded as an operator Fourier transformation. First of all, note that the
operator G written in this form is necessarily symmetric under permutations of qˆ and
pˆ. This is straightforward to see by expanding the exponential in Taylor series. This is
however not a restriction on the set of operators one can consider, as any operator function
can be written in a symmetric form utilizing the commutation relation between pˆ and qˆ.
The simplest example of such symmetrization is pˆqˆ = 12(pˆqˆ + qˆpˆ) − i2 . One can easily
convince oneself that any polynomial of pˆ and qˆ can be written in a symmetric form of this
type.
Given the representation eq.(5.4) we define a classical function on the phase space via
F (p, q) =
∫
f(u, v)ei(up+vq)dudv . (5.5)
This is Weyl’s rule for correspondence between quantum operators and classical functions
on phase space. Note that under Weyl’s rule, the same Fourier kernel f(u, v) is used in eqs
(5.5) and (5.4).
From Eqs. (5.5) and (5.4), the mapping between F (p, q) and G[pˆ, qˆ] can be represented
as
G[pˆ, qˆ] =
∫
dp
2pi
dq
2pi
F (p, q)∆w(p− pˆ, q − qˆ) ,
F (p, q) = Tr
(
G[pˆ, qˆ]∆w(p− pˆ, q − qˆ)
) (5.6)
with
∆w(p− pˆ, q − qˆ) =
∫
dudve−i[u(p−pˆ)+v(q−qˆ)] . (5.7)
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The Weyl mapping kernel ∆w(p− pˆ, q − qˆ) is a functional of both canonical operators pˆ, qˆ
and phase space classical variables q, p. It has the following properties
∆w(p− pˆ, q − qˆ) = ∆†w(p− pˆ, q − qˆ); Tr[∆w(p− pˆ, q − qˆ)] = 1 (5.8)
Tr[∆w(p− pˆ, q − qˆ)∆†w(p′ − pˆ, q′ − qˆ)] = (2pi)2δ(p− p′)δ(q − q′). (5.9)
The basis independent mapping in eqs. (5.6) reproduces the familiar Wigner transfor-
mation eq. (5.3) when the eigenbasis of qˆ is used.
F (p, q) =
∫
dq′
2pi
〈q′|G[pˆ, qˆ]∆w(p− pˆ, q − qˆ)|q′〉
=
∫
dq′
2pi
∫
dudve−i(up+vq)eiv(q
′− 1
2
u)〈q′|G[pˆ, qˆ]|q′ − u〉
=
∫
dq′
2pi
∫
due−iup2piδ(q − q′ + 1
2
u)〈q′|G[pˆ, qˆ]|q′ − u〉
=
∫
due−iup〈q + 1
2
u|G[pˆ, qˆ]|q − 1
2
u〉
(5.10)
where we have used the Baker-Campbell-Hausdorff formula, and
eiupˆ|q′〉 = |q′ − u〉; ei(upˆ+vqˆ)|q′〉 = eiupˆeivqˆe− i2uv|q′〉 = eivq′e− i2uv|q′ − u〉 . (5.11)
Thus the Weyl’s correspondence rule provides a basis independent mapping between quan-
tum operators in Hilbert space and classical functions in phase space.
Using eq. (5.6) one finds that expectation values of quantum observables can be
calculated as weighted integrals in the phase space
Tr(ρˆAˆ) =
∫
dpdqAw[q, p]W [q, p] (5.12)
with
W (p, q) = Tr
(
ρˆ∆w(p− pˆ, q − qˆ)
)
(5.13)
Note that once the operator As[qˆ, pˆ] is written in a fully symmetrized form with
respect to qˆ, pˆ, its associated Wigner-Weyl mapped classical function can be obtained
by simply replacing the quantum operators qˆ, pˆ with their classical counterparts q, p,
As[qˆ, pˆ]→ As[q, p] = Aw[q, p].
Consider now a product of two operators Fˆ [qˆ, pˆ] = Aˆ[qˆ, pˆ]Bˆ[qˆ, pˆ]. Even if both Aˆ[qˆ, pˆ]
and Bˆ[qˆ, pˆ] are fully symmetrized, their product as a function of pˆ and qˆ does not necessarily
have a fully symmetrized form, and therefore the Wigner-Weyl transform of a product is
not equal to product of two Wigner-Weyl transforms. Instead, the correct procedure to
obtain the Wigner-Weyl transformation for a product of two observables is
Fw[q, p] = Aw[q, p]e
Λ
2iBw[q, p] = Bw[q, p]e
− Λ
2iAw[q, p] (5.14)
with Λ =
←−
∂
∂p
−→
∂
∂q −
←−
∂
∂q
−→
∂
∂p , where the derivatives act on functions on the left or on the right
as indicated by the arrows.
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An alternative representation for the transformation of products of operators can be
achieved by introducing the left and right Bopp operators
QL = q +
i
2
∂
∂p
, PL = p− i
2
∂
∂q
(5.15)
and
QR = q − i
2
∂
∂p
, PR = p+
i
2
∂
∂q
. (5.16)
The two sets of Bopp operators labelled by “L” and “R” are operators in phase space
rather than Hilbert space, as they act on classical functions of p and q. Note that the pairs
(QL, PL) and (QR,−PR) as operators in phase space form the same Heisenberg algebra as
do (qˆ, pˆ) in the Hilbert space. Using Bopp operators, the Wigner-Weyl transformation of
a product of two observables is expressed as
Fw[q, p] = As[QL, PL]Bw[q, p] = Bs[QR, PR]Aw[q, p] . (5.17)
Here As[QL, PL] is obtained by replacing qˆ and pˆ in As[qˆ, pˆ] by QL and PL, respectively, and
similarly for B[QR, PR]. One can use either set of Bopp operators, depending on whether
one uses them in the left factor or the right factor of the product. The two expressions
in eq.(5.17) are equivalent. The action of Bopp operators represents the additional sym-
metrization rearrangement necessary in order to represent a product of two symmetrized
operators in a completely symmetrized form.
As an application of the Wigner-Weyl transformation formalizm, consider the equation
of motion for classical quasi distribution W that follows for the quantum Liouville equation
for the density matrix
dρˆ
dt
= −i[Hˆ, ρˆ] (5.18)
with the Hamiltonian Hˆ ≡ H[qˆ, pˆ]. Performing the Wigner-Weyl transformation of eq.(5.18)
we obtain
dW [q, p]
dt
= −i(Hw[q, p]e Λ2iW [q, p]−W [q, p]e Λ2iHw[q, p])
= 2Hw[q, p] sin
(
Λ
2i
)
W [q, p]
(5.19)
or equivalently using the Bopp operators
dW [q, p]
dt
= −i (H[QL, PL]−H[QR, PR])W [q, p] . (5.20)
On the other hand, for a fully symmetrized observable As[qˆ, pˆ], the Heisenberg equation is
dAs[qˆ, pˆ]
dt
= i[Hˆ, As[qˆ, pˆ]] . (5.21)
Its phase space formulation becomes
dAs[q, p]
dt
= i(H(QL, PL)−H(QR, PR))As[q, p]
=
{
i[Hˆ, As[qˆ, pˆ]]
}
s
∣∣∣∣
qˆ,pˆ→q,p
(5.22)
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In the second line, symmetrization for H[qˆ, pˆ]As[qˆ, pˆ] and As[qˆ, pˆ]H[qˆ, pˆ] with respect to
qˆ, pˆ is performed before replacing qˆ, pˆ with q, p, respectively.
5.2 Quantum-classical correspondence for SU(N) charges
In the context of the JIMWLK evolution, the relation between the “probability density
functional” W [j] and the density matrix ρˆ is similar to that between W [p, q] and ρˆ in
quantum mechanics as described in the previous subsection. In this subsection we make
this relation explicit. Much of this discussion already appears in the literature, e.g. in [10],
but the relation to the classical-quantum correspondence and Wigner-Weyl transformation
has not been elucidated in the past.
Unlike the canonical case discussed above, we are now dealing with the system whose
phase space is spanned by the generators of the SU(N) group ja(x⊥). It is important to
stress that the components of color charge density are coordinates on the phase space, and
not on configurations space. The Hilbert space of the corresponding quantum system is
spanned by the quantum operators jˆa(x⊥) that satisfy the SU(N) commutation relations
[jˆa(x⊥, jˆb(y⊥)] = igfabcjˆc(x⊥)δ(x⊥ − y⊥). Note that although the full Hilbert space of
CGC requires introduction of the operators Φˆa(x⊥), the observables that are currently
considered in all calculations are only functions of the color charge density jˆa(x⊥). It is thus
sufficient for our purposes to discuss the quantum-classical correspondence for operators
that depend only on j(x⊥). One must keep in mind however that if one wishes to generalize
the framework along the lines of [9], this correspondence has to be extended to include also
functions of Φˆ(x⊥).
For quantum systems of spins, most notably the SU(2) group, the mapping between
the Hilbert space and the phase space has long been studied [27–30]. These studies mostly
rely on introducing a particular (over)complete basis (ususally generalized coherent states)
and working in a fixed representation of the underlying Lie group. Our situation is slightly
different, since as discussed above the valence Hilbert space is a direct sum of different
representations of SU(N). We therefore cannot fix the representation and instead will rely
on the operator properties of the quantum-classical correspondence. The purpose of this
section is, drawing analogy to the canonical case to provide the mapping between quantum
operators in valence Hilbert space and classical variables in non-Abelian phase space, as
well as relation between the quantum density matrix and “classical” quasi probability
distribution.
We concentrate on operators in the Hilbert space which can be written as functions
of jˆa(x) and that are fully symmetric with respect to interchange of the different color
components of jˆa. If an operator is not written in a fully symmetrized form, it can always
be brought into such form by repeated use of the basic commutation relations of jˆa. This
has been explicitly demonstrated in [10].
We will construct the analog of Weyl’s quantum-classical correspondence where the
classical counterpart of a quantum operator is obtained by replacing an operator jˆa with
its classical counterpart ja once a quantum operator Oˆ is expressed in terms of fully
symmetrized products of jˆai , so that Oˆ = Os(jˆa) , where the subscript “s” indicates a fully
symmetric function. This is the most straightforward generalization of Weyl’s quantum-
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classical correspondence. In the following the spatial coordinates of jˆa(x⊥) are suppressed
since jˆa(x⊥) with different transverse coordinates commute. All the nontrivial action
therefore happens at the same transverse coordinate.
In analogy with the discussion of the Weyl’s correspondence rules for canonical oper-
ators in the previous subsection, we adopt the following rules for correspondence between
an operator and a classical function on the phase space
F [j] =
∫
f(α)e iα·jdα , Gs [ˆj] =
∫
f(α)e iα·ˆjdα . (5.23)
Note that for SU(Nc), the color index runs from 1 to N
2
c − 1. The above Fourier trans-
formations are understood as N2c − 1-variate transformations. It is easy to see by Taylor
expanding the second of eq.(5.23) that Gs is a fully symmetric function of jˆ
a.
Note that eq.(5.23) is an operator relation, and is not limited to any particular repre-
sentation of the SU(N) group, but is rather valid on all the valence Hilbert space.
Eq. (5.23) leads to the following relation between Gs [ˆj] and F [j]
Gs [ˆj] =
∫
djF [j]∆W (j, jˆ) (5.24)
with the mapping kernel
∆W (j, jˆ) =
∫
dα e−iα·jeiα·ˆj . (5.25)
Our definition is such that the integration
∫
dj is over all real valued ja with a simple
integration measure on RN
2−1.
The ∆W (j, jˆ) maps classical functions F [j] to quantum operators Gs[jˆ
a]. By requiring
that for a fully symmetrized operator Gs [ˆj] the corresponding classical function in phase
space is just Gs[j], so that F [j] = Gs[j] we can also find the inverse mapping.
Let us write this mapping in the suggestive form:
Gs[j] = Tr
(
Gs [ˆj]∆˜W (j, jˆ)
)
. (5.26)
Substituting eq. (5.24) into eq. (5.26), one obtains the condition that ∆˜W [j, jˆ] must satisfy
Tr
(
∆W [j1, jˆ]∆˜W [j2, jˆ]
)
= δ(j1 − j2) . (5.27)
The following expression of ∆˜W [j, jˆ] solves this constraint:
∆˜W [j, jˆ] =
∫
dgα e
iα·j dr (ˆj) eiα·ˆj (5.28)
Here dgα is the Haar measure over the SU(N) group. Each group element gα is labelled by
the parameters α. The factor dr (ˆj) denotes the dimension of the particular representation
r and is viewed here as a function of jˆ which depends only on the Casimir operators of
the Lie algebra. The function is such that for a given representation its numerical value is
equal to the dimension of this representation.
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To prove that ∆˜W [j, jˆ] satisfies eq. (5.26), we use the Peter-Weyl theorem [31] for
representations of Lie group
∞∑
r=1
dr∑
j,k=1
drD
(r)T
jk (gα1)D
(r)
jk (gα2) = δ(gα1 − gα2). (5.29)
Here D(r)(gα) is the representation of group element gα and r indicates all the irreducible,
inequivalent representations. As above, dr is the dimension of the representation r.
Using eq.(5.28) in the left hand side of eq.(5.27), and remembering that summation
over all representations r is a part of tracing over the valence Hilbert space, we recover the
right hand side of eq.(5.27).
The above expression is the formal definition of the kernel ∆˜, however for all practical
purposes one does not need to know its explicit form. This is because the classical coun-
terpart of the operator G[ˆj] is simply obtained by substitution jˆ → j once the operator Gˆ
is written in the fully symmetrized form.
Now we can establish the relation between quantum average of operators in Hilbert
space and phase space weighted integrations
Tr(ρˆGs [ˆj]) =
∫
djGs[j] Tr(ρˆ∆W (j, jˆ)) =
∫
djGs[j]W [j] . (5.30)
with the classical weight functional
W [j] = Tr
(
ρˆ∆W (j, jˆ)
)
(5.31)
One can check that
∫
djW [j] = 1 using Trρˆ = 1 and so the classical weight function W [j]
has the interpretation of quasi probability distribution.
The mapping back from the classical weight functional to the density matrix is through
the kernel ∆˜W [j, jˆ]. Again, one does not need an explicit form of ∆˜ to perform this mapping.
The practical way to do it, is to expand W [j] in Taylor series, and then substitute in every
term
ja1 ...jan → 1
n!
∑
i1,...,in
jˆai1 ...jˆain (5.32)
where the summation goes over all possible permutations of (1, ..., n).
The other issue we need to understand in order to formulate evolution in the classical
phase space approach is how to extend the mapping for products of quantum operators.
In principle, this involves generalizing Moyal’s star-product to a general Lie algebra. How-
ever, rather than taking this general mathematical approach, the particular realization for
SU(N) algebra has been worked out in [10, 32]. Consider a product of two operators with
each one written in the symmetrized form
G[ˆj] = As [ˆj]Bs [ˆj] (5.33)
The analog of the transformation eq.(5.17) for the present case is
Gs[j] = As[jL]Bs[j] = Bs[jR]As[j] (5.34)
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where the appropriate Bopp operators are defined as
jaL =j
b
[τ
2
coth
τ
2
+
τ
2
]ba
=ja +
1
2
jb
(
gT e
δ
δje
)
ba
+
1
12
jb
(
gT e
δ
δje
)2
ba
− 1
720
jb
(
gT e
δ
δje
)4
ba
+ . . .
jaR =j
b
[τ
2
coth
τ
2
− τ
2
]ba
=ja − 1
2
jb
(
gT e
δ
δje
)
ba
+
1
12
jb
(
gT e
δ
δje
)2
ba
− 1
720
jb
(
gT e
δ
δje
)4
ba
+ . . .
(5.35)
with
τ = gT e
δ
δje
(5.36)
The Bopp operators jaL and j
b
R act on functions in the phase space rather than the
Hilbert space. It is straightforward if somewhat tedious to explicitly check that, similarly
to Bopp operators defined in Eqs.(5.15),(5.16), the SU(N) phase space Bopp operators
jaL and −jaR form the same SU(N) algebra as the operators jˆa on the Hilbert space. In
addition, jaL and j
b
R commute [j
a
L, j
b
R] = 0.
We find it interesting to note that the functional form of the Bopp operators jaR involves
exactly the same function as in eq.(3.19), which ensured correct operator properties of the
charge shift operator Rˆ.
As a corollary to this discussion consider Hermitian conjugation in Hilbert space
(AˆBˆ)† = Bˆ†Aˆ† (5.37)
As discussed above the classical correspondence is
AˆBˆ → As(JL)Bs(j); Bˆ†Aˆ† → B∗(j)A∗(JR) (5.38)
Thus the Hermitian conjugation operation is represented by complex conjugation in con-
junction with changing left (right) Bopp operators int right (left) Bopp operators
(...)† → (L↔ R)∗ (5.39)
5.3 The evolution equation for the quasi probability distribution.
Using the correspondence rules described above we can now rewrite the evolution equations
eq. (4.60),(4.61) for the density matrix as the evolution equation for the quasi probability
distribution W [j].
The right hand side of eq.(4.61) contains product of operators (N †⊥N⊥), b, R and
ρˆ. Performing Wigner-Weyl transformation the density matrix ρˆ becomes W [ja(x)]. The
operator b becomes bαL = b
α[jaL(x⊥); x⊥] or b
α
R = b
α[jaR(x⊥); x⊥], depending on its position
relative to the factor ρˆ in eq.(4.61). The operator N †⊥N⊥ becomes N
†
⊥,RN⊥,R with N⊥,R ≡
N⊥[jaR(x⊥)].
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Additionally we need to understand how the operator Rˆ is mapped to the phase space.
To do this, we note that for a fully symmetrized operator Oˆs[jˆa], the action of Rˆ operator
is
RˆOˆs[ja]Rˆ† = Oˆs[jˆa + gT a]→ RpOs[ja] (5.40)
with the phase space shift operator
Rp = egT
a δ
δja (5.41)
Therefore, we should simply replace the action of the operator Rˆ with the phase space
shift operator Rp.
It is now straightforward to write the equation for W . We obtain
dW [ja]
dy
= − 1
4pi
[
(b˜αL − bαR)†(N †⊥,RN⊥,R)αβ(b˜βL − bβR) + h.c.
]
W [ja] (5.42)
with b˜αL = b
β
LRβαp and hermitian conjugation defined in Eq.(5.39). Eq.(5.42) is the final
form of the evolution equation in the classical phase space formulation. When ja are
considered as coordinates on a classical phase space, this equation is interpretable as a
Focker-Planck equation for the quasi probability phase space distribution W .
One can now take various limits to reproduce the results known in the literature. In
particular, assuming that j is small and expanding the right hand side of eq.(5.42) to second
order in j one straightforwardly recovers the so called KLWMIJ equation [23],[33].
Alternatively, keeping all orders in j, but expanding to second order in δ/δj one re-
produces the JIMWLK equation. This last expansion is a little more involved, but it is
performed explicitly in [22]. We reproduce the derivation here for completeness.
To reproduce the JIMWLK kernel, we truncate Rp to first order in δ/δja and expand
bL and bR around b(j
a). We only need to keep first order terms, since Eq.(5.42) contains
a factor (b˜L − bR)2.
At this order there is no need to expand N⊥,R or N⊥,L so that both are substituted
by N⊥(j).We have
bLRp − bR = bai [jL]Rabp − bbi [jR]
'
(
bai [j] +
δbai
δje
(jeL − je)
)(
δab + gT
d
ab
δ
δjd
)
−
(
bbi [j] +
δbbi
δje
(jeR − je)
)
'gbai T dab
δ
δjd
+
δbbi
δje
gjcT dce
δ
δjd
=gbai (x⊥)T
d
ab
δ
δjd(x⊥)
+
∫
d2z⊥
δbbi(x⊥)
δje(z⊥)
gjc(z⊥)T dce
δ
δjd(x⊥)
=i
[
∂i −Di 1
∂D
D∂
]bd
(x, z)
δ
δjd(z⊥)
(5.43)
In the last line we have used igT ebab
e
i = δ
ab∂i − Dabi and igT ebaje = −(∂D − D∂)ab =
igjeT aeb as well as
δbbi (x⊥)
δje(z⊥)
=
[
Di
1
∂D
]be
(x⊥, z⊥) . Additionally using eq. (4.57), we calculate
Qai (x) ≡ [UN⊥(bLRp − bR)]ai (x) = −i
[
U(x)
(
Di
1
D2
− ∂i 1
∂2
)
D∂
]ab
(x, z)
δ
δjb(z)
. (5.44)
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where the standard eikonal scattering matrix U is defined in Eq.(4.64).
Eq.(5.42) now becomes
dW [j]
dy
= − 1
2pi
∫
x
Qa†i (x)Q
a
i (x)W [j] (5.45)
One can express the JIMWLK equation in terms of single gluon scattering matrix
U(x⊥)ab rather than the color charge density ja(x⊥). The relation between the two was
derived in [22]. Now we can relate functional derivatives with respect to the U matrix to
those with respect to the color current.
δ
δja(x⊥)
=
∫
dz⊥
δU cd(z⊥)
δja(x⊥)
δ
δU cd(z⊥)
(5.46)
with
δU cd(z⊥)
δja(x⊥)
=
∫
d2y⊥
δU cd(z⊥)
δbbl (y⊥)
δbbl (y⊥)
δja(x⊥)
= ig
∫
C
d2yl
(
U †bm(y⊥)Tmcn
)
Und(z⊥)
[
Dl
1
∂D
]ba
(y⊥,x⊥)
= ig
∫
C
d2yl
(
U †bm(y⊥)Tmcn
)
Und(z⊥)
[
U †∂lU
1
∂D
]ba
(y⊥,x⊥)
= igT ecnU
nd(z⊥)
∫
C
d2yl
[
∂lU
1
∂D
]ea
(y⊥,x⊥)
= igT ecnU
nd(z⊥)U eb(z⊥)
[
1
∂D
]ba
(z⊥,x⊥)
= igU cm(z⊥)Tmdb
[
1
∂D
]ba
(z⊥,x⊥)
= −ig
[
U(z⊥)T d
1
∂D
]ca
(z⊥,x⊥)
(5.47)
In the above we have used U †T aU = UabT b and Dl = U †∂lU . We have also used
δU cd(z⊥)
δbbl (y⊥)
=U ce(y⊥)(igT bef )
∫
C
dwlδ(y⊥ −w⊥)[U †(y⊥)U(z⊥)]fd
=ig
(
U †bm(y⊥)Tmcn
)
Und(z⊥)
∫
C
dwlδ(y⊥ −w⊥)
(5.48)
Finally, we obtain
δ
δja(x⊥)
=
∫
dz⊥
δU cd(z⊥)
δja(x⊥)
δ
δU cd(z⊥)
= ig
∫
dz⊥U cm(z⊥)Tmdb
[
1
∂D
]ba
(z⊥,x⊥)
δ
δU cd(z⊥)
= ig
∫
dz⊥Tr
(
U(z⊥)T b
δ
δU †(z⊥)
)[
1
∂D
]ba
(z⊥,x⊥)
= −ig
∫
dz⊥
[
1
D∂
]ae
(x⊥, z⊥)J eR(z⊥) .
(5.49)
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We have denoted
J bR(z⊥) = −Tr
(
U(z⊥)T b
δ
δU †(z⊥)
)
. (5.50)
Also recall that
∂i
1
∂2
(x⊥,y⊥) =
1
2pi
(x⊥ − y⊥)i
(x⊥ − y⊥)2 , Di
1
D2
(x⊥,y⊥) =
1
2pi
U †(x⊥)
(x⊥ − y⊥)i
(x⊥ − y⊥)2U(y⊥) .
(5.51)
Finally, eq. (5.44) becomes
Qai [x⊥;U ] = −
g
2pi
∫
dy⊥
(x⊥ − y⊥)i
(x⊥ − y⊥)2 [U(y⊥)− U(x⊥)]
ab J bR(y⊥) (5.52)
The standard JIMWLK kernel is reproduced as
− 1
2pi
∫
d2z⊥Q
a†
i [z⊥;U ]Q
a
i [z⊥;U ]
=− αs
2pi2
∫
z⊥,y⊥,x⊥
(z⊥ − x⊥)i
(z⊥ − x⊥)2
(z⊥ − y⊥)i
(z⊥ − y⊥)2J
e
R(y⊥)
× [1 + U †(y⊥)U(x⊥)− U †(y⊥)U(z⊥)− U †(z⊥)U(x⊥)]edJ dR(x⊥) .
(5.53)
5.4 From JIMWLK back to Lindblad.
Finally using Eq.(5.45) and Eq.(5.44) we can transform the evolution equation back to
Hilbert space. First we note, that the amplitude Qai is hermitian as an operator on the
phase space. This is obvious from Eq.(5.52), since J bR(y⊥) can be commuted to the left
through the factors of U , as the right color index on U is contracted with the index of
J bR(y⊥). One can then write the JIMWLK equation as
dW [j]
dy
= − 1
2pi
∫
x
[
Qai (x),
[
Qai (x),W [j]
]]
(5.54)
where the commutator is understood as the commutator of the operators on phase space.
Transforming this back to Hilbert space we see that to this order all we need to do is
substitute −i δδja(z) → Φˆa(z) and keep the structure of the double commutator. This
procedure gives Eq.(4.62) as claimed.
6 Discussion
This paper is devoted to analysis of the high energy limit of hadronic scattering, and its
energy evolution formulated as effective quantum theory.
The dynamics of this effective theory is governed by a density matrix. Here we were
able to define this ”reduced” density matrix in a way reminiscent to an open quantum
system, i.e. bi partitioning the degrees of freedom into the ”system” and ”environment”
and integrating over the environment. In the present case the bi partitioning is into the
“valence” gluons as the system and “soft” gluons as the environment. Despite some simi-
larities, there is a significant difference between the high energy limit considered here and
bi partitioning in a quantum open system. In a quantum system one normally integrates
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completely the environment and then considers only observables that depend on the de-
grees of freedom of the ”system”. This is not the case for the high energy limit, since the
soft gluons contribute nontrivially to the color charge density, which is the basic observable
in the effective theory. Defining the reduced density matrix is therefore rather nontrivial.
Nevertheless we were able to do it.
We have then followed the usual assumption made in the derivation of the high energy
evolution, i.e. that only the distribution of the color charge density in the transverse plane
is relevant for determining hadronic properties at high energy. Assuming that the reduced
density matrix of a hadronic system depends only on the components of the color charge
density results in a quasi diagonal density matrix in the sense that its matrix elements
between states belonging to different color representation vanish. This is true both in
dense and dilute limits, and generalizes the notion of diagonal density matrix discussed in
[9] to arbitrary parametric values of color charge density.
Under this assumption we have shown that the rapidity evolution of the reduced density
matrix is of the Lindblad type in the two limiting cases - the dense (JIMWLK) and the
dilute (KLWMIJ) limits. This is true even though the nature of the energy evolution is in
principle quite different from the nature of time evolution of a dynamical quantum system.
Interestingly the evolution equation that interpolates between the two limits, Eq.(4.60)
does not have a Lindblad form. Although the derivation of this interpolating equation is not
under parametric control, the basic features of the derivation are generic, and our analysis
shows that the absence of Lindblad form should be a rule rather than exception. The basic
reason is that the rapidity plays a dual role in high energy evolution: it is the analog of
the evolution time on one hand, and is a quantum number that labels the quantum states
of the environment that are integrated out on the other hand. This invalidates in principle
the usual argument for the Lindblad form of the differential evolution equation.
Finally, we have shown how to rigorously relate the reduced density matrix description
of the evolution with the approach used in most pertinent literature based on the probability
density functional W [j]. To this end we have explored the Wigner-Weyl transformation,
which maps the Hilbert space description of a quantum system in terms of density matrix
ρˆ into the classical phase space description in terms of quasi probability distribution W .
By adapting this transformation to the present case we have shown that the Lindblad
evolution equation for ρˆ is indeed equivalent to a Fokker-Planck type equation for W ,
where the components of the color charge density j are considered as coordinates on a
classical non Abelian phase space. This Fokker-Planck equation reduces to KLWMIJ and
JIMWLK equations in the appropriate dilute and dense limits.
In quantum optics, it has been known for decades that the Lindblad master equation
maps to the Fokker-Planck equation through quantum-classical correspondence. Here we
have established the same in the context of high energy evolution with the JIMWLK (or
KLWMIJ) playing the role of the Focker-Planck equation.
We stress again that this paper deals only with the conventional JIMWLK/KLWMIJ
setup, where the density matrix is assumed to depend only on the color charge density
degrees of freedom. Recently it was suggested that this framework may be too restrictive
and may not be adequate for studying some interesting observables at high energy [9].
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Such observables, like correlations between the transverse momentum and density in the
transverse plane may be formally subleading at high energy, but could be of great interest in
the study of correlations in particle production. In order to include these into consideration
one has to extend the conventional framework and allow for density matrices that depend
not just on color charge density jˆ, but also on their conjugate variables, which in the present
paper we have identified as the operators Φˆa. It was suggested in [9] that the evolution of
this more general density matrix is also given by the same Lindblad equation. Although
this seems very likely to be the case, our current derivation does not cover this interesting
more general situation. It should be possible to extend our current method to deal with
this intriguing problem. This investigation is currently under way.
We now comment on several questions/issues that arise from our results.
First, the fact that the evolution of the reduced density matrix beyond dense-dilute
limit is most likely not of Lindblad type begs an interesting general question. It is known
that Lindblad equation preserves the properties of the density matrix, namely normaliza-
tion and positivity. Is this also the case for Eq.(4.60) even though it is not in Lindblad
form? It is quite obvious that the normalization of the density matrix is preserved under
Eq.(4.60), since its right hand side is a commutator, and therefore has a vanishing trace.
As for the positivity, it is more difficult to establish. We note however, that the differential
evolution follows from the Krauss representation Eq.(3.23) which does preserve positivity
[15]. We therefore believe that the differential evolution Eq.(4.60) does indeed preserve
positivity and thus is a consistent evolution of a density matrix. If this is the case, one
is lead to a general conclusion that the set of possible differential evolutions of a density
matrix is not limited to equations of Lindblad type.
Second, we note that one of the useful perspectives on the JIMWLK evolution is that
of a Langevin equation for Brownian motion in the space of Wilson line Uab(x⊥) [34, 35].
The bi partitioning into the “system” of the hard gluons and “environment” due to the
soft gluons harmonizes nicely with the random walk picture. After a boost by ∆y, the
soft gluons can be emitted into any of the multigluon Fock states {|n〉}. This emission
contributes to a random addition to the color charge density jay+∆y ∼ jay + δja with δja
being a random variable, which therefore random walks in the color space. The Langevin
equation is a reformulation of the Focker-Planck equation, which is equivalent to JIMWLK.
It is then interesting to ask whether such a Langevin description can be extended beyond
the leading order. The NLO JIMWLK equation has been derived some years ago [36–
39]. Naturally the derivation involves integration over gluon and quark degrees of freedom
in the rapidity interval ∆y. As opposed to the leading order, where as we discussed the
probability to create all single gluon states is equal, independent of their rapidities, at NLO
there is a genuine integration over rapidity of two soft parton states. This suggests that
the evolution equation for the density matrix is not of Lindblad type for the same reason
Eq.(4.60) is not. If that is the case one does not expect it to be equivalent to a Focker-
Planck equation for the quasi probability function and thus the Langevin description may
well not be possible.
We hope that the new perspective on high energy evolution discussed in this paper
will be useful not only for a more fundamental understanding of JIMWLK equation but
– 39 –
will also prove useful for future developments.
A The Operator Φˆa
In this Appendix we present the derivation of the quantum “phase” operator Φˆa, which
via eq.(3.8) defines the quantum shift operator of the color charge density. Part of this
derivation appears in the text, but we keep here all the details for completeness.
We are looking for Mab(Φ), as a functinal of operator Φˆa that satisfies the commutation
relations
[Φˆa, Φˆb] = 0 ,
[Φˆa, jˆb] = Mab(Φ)
(A.1)
so that the color charge density shift operation is
exp
{
ijˆasoftΦˆ
a
}
jˆe exp
{
−ijˆasoftΦˆa
}
= jˆe + jˆesoft . (A.2)
Using the Baker-Hausdaurff formula
eXY e−X = Y +[X,Y ]+
1
2!
[X, [X,Y ]]+
1
3!
[X, [X, [X,Y ]]]+. . .+
1
n!
[X, [X, [. . . [X,Y ] . . .]]]+. . .
(A.3)
and expanding eq.(A.2) in commutators, the first three terms are
[ijˆasoftΦˆ
a, jˆe] = ijˆasoftM
ae(Φ) , (A.4)
1
2!
[ijˆbsoftΦˆ
b, [ijˆasoftΦˆ
a, jˆe]] =
1
2!
[jˆbsoft, jˆ
a
soft]i
2ΦˆbMae(Φ) =
1
2!
igf bacjˆcsofti
2ΦˆbMae(Φ)
=
1
2!
ijˆcsoft
(
igT bcaΦˆ
b
)
Mae(Φ)
=
1
2!
ijˆasoft
(
igT bΦˆbM(Φ)
)
ae
,
(A.5)
1
3!
[ijˆcsoftΦˆ
c, [ijˆbsoftΦˆ
b, [ijˆasoftΦˆ
a, jˆe]]] =
1
3!
ijˆasoft
(
(igT bΦˆb)2M(Φ)
)
ae
. (A.6)
Here we have used −ifabc = T abc.
From the above explicit calculations, it is natural to make the following ansatz
Mab(Φ) = −i
∞∑
n=0
cn [χ
n]ab , with χ = igT
bΦˆb . (A.7)
Clearly, c0 = 1 follows from the requirement eq.(A.2). This requirement further imposes
the constraint
i+
∞∑
k=0
1
(k + 1)!
[
χkM(χ)
]ab
= 0 (A.8)
which after substituting the ansatz for M(χ) becomes
1 =
∞∑
k=0
∞∑
m=0
cm
(k + 1)!
χk+mab . (A.9)
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Note that for k = 0,m = 0, the c0 = 1 automatically satisfies the above condition. For
N = k +m ≥ 1, the coefficients of χN have to be vanishing, one then obtains
N∑
m=0
cm
(N −m+ 1)! = 0 (A.10)
which is equivalent to the following recursive relations
cN = −
N−1∑
m=0
cm
(N −m+ 1)! , with c0 = 1. (A.11)
A few examples can be explicitly calculated
c1 = −c0
2!
= −1
2
,
c2 = −c0
3!
− c1
2!
=
1
12
,
c3 = −c0
4!
− c1
3!
− c2
2!
= 0 ,
c4 = −c0
5!
− c1
4!
− c2
3!
− c3
2!
= − 1
6!
= − 1
720
,
c5 = −c0
6!
− c1
5!
− c2
4!
− c4
2!
= 0 ,
c6 = −c0
7!
− c1
6!
− c2
5!
− c4
3!
=
1
6
1
7!
=
1
30240
,
c7 = −c0
8!
− c1
7!
− c2
6!
− c4
4!
− c6
2!
= 0 ,
c8 = −c0
9!
− c1
8!
− c2
7!
− c4
5!
− c6
3!
= − 1
30
1
8!
= − 1
1209600
.
(A.12)
It turns out that these numbers correspond to the coefficients in expanding the function
Mab(χ) = −i
[χ
2
coth
χ
2
− χ
2
]ab
. (A.13)
One can now explicitly check that Taylor expansion of eq. (A.13) in χ reproduces all the
coefficients calculated using the recursive relations in eq. (A.11).
In addition one needs to check the consistence of the Lie algebra constructed from Φˆa
and jˆa. This consistency requires that the following Jacobi identity holds
[[Φˆa, jˆb], jˆc] + [[jˆb, jˆc], Φˆa] + [[jˆc, Φˆa], jˆb] = 0 , (A.14)
which is equivalent to
[Mab, jˆc]− [Mac, jˆb] = igf bcdMad . (A.15)
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On the left hand side
[Mab, jˆc] = −i
∞∑
n=0
cn[χ
n
ab, jˆ
c]
= −i
∞∑
n=1
cn
n−1∑
k=0
χkae1 [χe1e2 , jˆ
c]χn−1−ke2b
= −i
∞∑
n=1
cn
n−1∑
k=0
χkae1 igT
d
e1e2 [Φˆ
d, jˆc]χn−1−ke2b
= −i
∞∑
n=1
cn
n−1∑
k=0
χkae1 igT
d
e1e2 χ
n−1−k
e2b
Mdc
= (−i)2
∞∑
n=1
cn
n−1∑
k=0
χkae1 igT
d
e1e2 χ
n−1−k
e2b
∞∑
m=0
cmχ
m
dc .
(A.16)
On the right hand side
igf bcdMad =
∞∑
N=0
gf bcdcNχ
N
ad . (A.17)
We here check the consistency condition eq. (A.15) order by order to verify that it indeed
is satisfied. We do not have a proof for the case of general N, but we believe the same
procedure can be carried out to high order terms.
The left hand side of eq.(A.15) has N = m+ n− 1 in terms of power of Φˆa. Also note
that m ≥ 0 and n ≥ 1. In the following, we calculate the cases N = 0, 1, 2, 3 in details.
N = 0
For N = 0, the right hand side is gf bcdc0δad = gf
bca, the left hand side can have n =
1,m = 0
(−i)2c0c1δae1
(
igT de1e2
)
δe2bδdc − (b↔ c)
=
1
2
igT cab − (b↔ c) =
1
2
ig(−if cab)− (b↔ c)
=gfabc .
(A.18)
For N = 0 terms eq.(A.15) holds.
N = 1
For N = 1, the right hand side becomes
gf bcdc1χad = −1
2
gf bcd(igT eadΦ
e) =
1
2
g2T dbcT
e
adΦ
e . (A.19)
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For the left hand side N = m + n − 1 = 1, we have two possibilities n = 1,m = 1 and
n = 2,m = 0.
− c0c2
1∑
k=0
χkae1(igT
d
e1e2)χ
1−k
e2b
δdc − c1c1δae1(igT de1e2)δe2bχdc − (b↔ c)
=− c0c2[δae1(igT de1e2)(igT ee2bΦe)δdc + (igT eae1Φe)(igT de1e2)δe2bδdc]− c21(igT dab)(igT edcΦe)− (b↔ c)
=− c0c2(ig)2[−T cae2T be2e + T eae1T ce1b]Φe − c21(ig)2T badT cdeΦe − (b↔ c)
=− c0c2(ig)2[−(T cT b)ae + T eae1T e1bc ]Φe − c21(ig)2(T bT c)aeΦe − (b↔ c)
=− c0c2(ig)2[−if cbdT dae + 2T eae1T e1bc ]Φe − c21(ig)2if bcdT daeΦe
=− g2 (−3c0c2 − c21)T dbcT eadΦe = 12g2T dbcT eadΦe .
(A.20)
Therefore for N = 1 terms eq.(A.15) holds.
N = 2
For N = 2, the right hand side becomes
gf bcdc2χ
2
ad = (ig)
3c2T
d
bc(T
e1T e2)adΦ
e1Φe2 . (A.21)
For the left hand side N = m + n − 1 = 2, there are three possibilities n = 1,m = 2;
n = 2,m = 1; n = 3,m = 0. From c3 = 0, we can only consider the first two possibilities.
(−i)2c1c2
1∑
k=0
χkae1(igT
d
e1e2)χ
1−k
e2b
(igT e3dcΦ
e3) + (−i)2c2c1δae1(igT de1e2)(igT e3Φe3igT e4Φe4)dcδe2b
=− (ig)3c1c2(T dae2T e3dc T e4e2b + T e4ae1T de1bT
e3
dc )Φ
e3Φe4 − (ig)3c2c1T dab(T e3T e4)dcΦe3Φe4
=− (ig)3c1c2[−(T bT aT c)e4e3 + (T cT bT a)e3e4 + (T bT e3T c)ae4 ]Φe3Φe4
=− (ig)3c1c2[2(T cT bT a)e3e4 − (T bT e4T c)ae3 + (T bT e3T c)ae4 ]Φe3Φe4
(A.22)
Note that e3 and e4 are symmetric. The last two terms in last equality cancel. After
subtracting the (b↔ c) part, one obtains
− (ig)3c1c22if cbe(T eT a)e3e4Φe3Φe4 = −(ig)32c1c2T ebc(T e3T e4)aeΦe3Φe4 (A.23)
Since c1 = −1/2, clearly for N = 2 terms eq.(A.15) holds.
N = 3
For N = 3 the right hand side vanishes because c3 = 0. We have to show that the left
hand side also vanishes. First note that for N = m+n− 1 = 3, there are four possibilities:
(n = 1,m = 3); (n = 2,m = 2); (n = 3,m = 1) ; (n = 4,m = 0). Only the two cases
n = 2,m = 2 and n = 4,m = 0 contribute. We then need to show that the following terms
cancel.
− c22
[
(T dT d3)ab(T
d1T d2)dc + (T
d3T d)ab(T
d1T d2)dc
]
− c0c4
[
(T cT d1T d2T d3)ab
+ (T d1T cT d2T d3)ab + (T
d1T d2T cT d3)ab + (T
d1T d2T d3T c)ab
]
− (b↔ c)
(A.24)
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The guiding principles of organizing these terms are the following:
• d1, d2, d3 are symmetric indices, we are free to interchange among them.
• We rearrange terms according to their b, c indices. If b, c are indices of the same
matrix like Tmbc , there is no need for further simplication. If we have T
b, T c in adjacent
position like T bT c, the b↔ c subtraction gives a commutator, which results in placing
b, c indices on the same matrix T . Then no further simplification is needed.
• If T b, T c are not directly in the adjacent position, we rearrange the b, c as the indices
of matrix element not the label of T matrix.
• We use the cancellations between terms like (T aT d1T d2T d3)bc and (T d1T d2T d3T a)cb.
First note the last two terms in the second bracket
(T d1T d2T d3T c)ab − (b↔ c) = 2(T d1T d2T d3)aeT ebc (A.25)
and
(T d1T d2T cT d3)ab − (b↔ c)
=− (T d1T d2T cT b)ad3 − (b↔ c)
=(T d1T d2T d3)aeT
e
bc .
(A.26)
the first two terms in the second bracket
(T cT d1T d2T d3)ab + (T
d1T cT d2T d3)ab − (b↔ c)
=2(T cT d1T d2T d3)ab − T ed1c(T eT d2T d3)ab − (b↔ c)
=− 2(T aT d1T d2T d3)cb + (T d1T aT d2T d3)cb + 2(T aT d1T d2T d3)bc − (T d1T aT d2T d3)bc
=− 2ifad1e(T eT d2T d3)cb − 2ifad2e(T d1T eT d3)cb − 2ifad3e(T d1T d2T e)cb + ifad2e(T d1T eT d3)cb
=− 5ifad2e(T d1T eT d3)cb − 2ifad1eifed2h(T hT d3)cb − 2ifad3eifd2eh(T d1T h)cb
=− 5ifad2e(T d1T eT d3)cb − 2ifad1eifed2hifhd3dT dcb
=− 5ifad2e(T d1T eT d3)cb + 2(T d1T d2T d3)adT dbc
(A.27)
In obtaining the third equality, we have moved the T a matrix in the first term gradually
to the far right so that the resulting term will cancel the third term. We also moved the
T a matrix in the second term passing T d2 , which then will cancel the fourth term. Now
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consider the terms in the first bracket.
(T dT d3)ab(T
d1T d2)dc + (T
d3T d)ab(T
d1T d2)dc − (b↔ c)
=− (T d3T aT d1T d2)bc − (T d3T bT d1T d2)ac − (b↔ c)
=− (T d3T aT d1T d2)bc − (T bT d3T d1T d2)ac + T ed3b(T eT d1T d2)ac − (b↔ c)
=− 2(T d3T aT d1T d2)bc + (T aT d3T d1T d2)bc + 2(T d3T aT d1T d2)cb − (T aT d3T d1T d2)cb
=− 2ifad1e(T d3T eT d2)bc + ifad3e(T eT d1T d2)bc + ifad1e(T d3T eT d2)bc + ifad2e(T d3T d1T e)bc
=ifad1e(T d3T eT d2)bc + if
ad3eifed1h(T hT d2)bc + if
ad2eifd1eh(T d3T h)bc
=ifad1e(T d3T eT d2)bc + if
ad3eifed1hifhd2dT dbc
=ifad1e(T d3T eT d2)bc + (T
d3T d1T d2)adT
d
bc
(A.28)
Note that c22 = (1/12)
2 = 56! and c0c4 = − 16! . Therefore for N = 3 terms eq.(A.15) holds.
We have checked four leading terms in the expansion of the Jacobi identity. The
same explicit procedure can be followed for higher order terms as well, but it becomes
increasingly cumbersome. We therefore stop at this point.
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