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Abstract. Load Test on Microservice implementing CQRS and Event Sourcing. In 
developing an application, determining the architecture is a very important job. This 
research implements microservice architecture with CQRS pattern and event sourcing on 
OpenAPI, API-driven and event-driven integration between services. Applying the right 
architecture can make the performance of the application faster. There are two test 
activities that are useful to find out the difference in the frequency of requests for API-
driven and event-driven that can affect response time, error rate and throughput, as well 
as analyze which architecture has better performance. The test is carried out using a load 
test technique using the JMeter tool. This study proves that microservices with CQRS and 
Event Sourcing patterns have 3.7% faster performance compared to API-driven, and 
communication between services has no effect on error rate and throughput. 
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Abstrak. Dalam pengembangan sebuah aplikasi, penentuan arsitektur merupakan 
pekerjaan yang sangat penting. Penelitian ini mengimplementasikan arsitektur 
microservice dengan pola CQRS dan event sourcing pada OpenAPI, integrasi antar 
service berbasis API-driven dan event-driven. Penerapan arsitektur yang tepat dapat 
membuat performansi dari aplikasi menjadi lebih cepat. Terdapat dua aktivitas pengujian 
yang  berguna untuk mengetahui perbedaan frekuensi request pada API-driven dan event-
driven yang dapat mempengaruhi response time, error rate dan juga throughput, serta 
menganalisis arsitektur mana yang memiliki performa yang lebih baik. Pengujian 
dilakukan dengan teknik load test yang menggunuakan tool JMeter. Penelitian ini 
membuktikan bahwa microservice dengan pola CQRS dan Event Sourcing memiliki 
performansi lebih cepat 3,7% dibandingkan dengan API-driven, serta komunikasi antar 
service tidak berpengaruh pada error rate dan throughput. 
Kata Kunci: microservice, load Test, CQRS, event sourcing, software arsitektur 
 
1. Pendahuluan 
Dalam pembuatan sebuah aplikasi, salah satu yang dipertimbangkan adalah arsitektur 
perangkat lunak [1]. Penerapan arsitektur perangkat lunak yang tepat dapat membawa manfaat 
bagi aplikasi [2]. Microservice merupakan salah satu contoh arsitektur perangkat lunak yang 
memecah aplikasi menjadi beberapa bagian kecil dan aplikasi kecil tersebut adalah service [3]. 
Tidak ada aturan baku dalam pemecahan aplikasi, tetapi biasanya pemecahan dilakukan 
berdasarkan proses bisnis [4]. Dengan memecah aplikasi, developer dapat menggunakan 
teknologi dan menerapkan pola yang berbeda pada setiap service sesuai dengan kebutuhan. 
Pada microservice terdapat pola yang bernama Command Query Responsibility Segregation 
(CQRS) [5]. CQRS memisahkan proses command dan juga query [6]. Command bertugas untuk 
menangani proses modifikasi data, sedangkan query bertanggung jawab untuk proses membaca 
data [7]. CQRS sangat cocok dikombinasikan dengan Event Sourcing [8]. Komunikasi pada 
event sourcing menggunakan event-driven dan setiap perubahan disimpan didalam message 
broker sebagai event [9]. 
Penelitian ini akan memecah sebuah service menjadi dua, yaitu command service dan 
query service, serta menerapkan database per service agar tidak saling ketergantungan [10]. 
Kegunaan kedua service ini mengikuti aturan CQRS. Komunikasi kedua service menggunakan 
API-driven dan event-driven dengan tujuan mengetahui komunikasi mana yang memiliki 
performa yang lebih baik. Implementasi arsitektur perangkat lunak yang baik dapat 
Fansha, Load Test pada Microservice yang menerapkan CQRS dan Event Sourcing    127 
 
mempengaruhi performansi dari service. Pengujian dilakukan dengan lingkungan client to 
server menggunakan teknik load test dan teknik ini akan mengukur response time dari berbagai 
kondisi [11]. Salah satu tool yang digunakan untuk load test adalah JMeter [12]. JMeter akan 
melakukan request pada server, lalu output yang dihasilkan akan menjadi data untuk dianalisis 
agar dapat membuktikan komunikasi mana yang lebih cepat. Terdapat dua aktivitas yang 
dilakukan dalam pengujian. Aktivitas pertama dilakukan request sebanyak 200 dalam jangka 
waktu 60 detik dan aktivitas kedua dilakukan sebanyak 1000 request selama 60 detik. Perbedaan 
frekuensi request pada aktivitas pertama dan kedua bertujuan untuk mengetahui apakah terdapat 
pengaruh response time, error rate, dan throughput terhadap komunikasi antar service. 
Response time merupakan jumlah waktu server mengirimkan response terhadap response client. 
Error rate adalah rata-rata error yang terjadi ketika proses request dilakukan, sedangkan 
throughput adalah banyaknya data yang dapat diproses dalam satuan waktu. 
 
2. Tinjauan Pustaka 
2.1. Load Test 
Load test berguna sebagai performance testing serta memastikan perangkat lunak 
bekerja dengan semestinya. Teknik ini akan mengukur response time dari berbagai kondisi [11]. 




Microservice memecah aplikasi menjadi bagian-bagian kecil yang saling berintegrasi 
[14]. Mengimplementasikan arsitektur microservice mempunyai banyak manfaat, seperti 
masing-masing service dapat menggunakan teknologi yang berbeda sesuai dengan 
kebutuhannya [15]. Saat menangani request yang jumlahnya cukup besar, arsitektur 
microservice memiliki perfomansi yang lebih baik daripada monolitik [16]. 
 
2.3. Command Query Responsibility Segregation (CQRS) 
CQRS memisahkan proses command dan query, sehingga performansi service akan 
lebih baik. CQRS sangat ideal untuk aplikasi yang memerlukan proses modifikasi data dan 
informasi yang besar [17]. Database pada command dan query harus berbeda dan command 
akan mengisolasi dari operasi query. Biasanya CQRS dikombinasikan dengan event sourcing 
[18]. 
 
2.4. Event Sourcing 
Event sourcing menangani operasi di data yang berdasarkan oleh urutan kejadian [19] 
dan data tersebut disimpan di tempat penyimpanan yang bernama message broker. Ketika 
perubahan terjadi, perubahan tersebut akan disimpan pada message broker. 
 
3. Metodologi Penelitian 
Mendefinisikan langkah-langkah yang dikerjakan dalam pengujian untuk mengetahui 
dampak dari perbedaan arsitektur perangkat lunak, adapun langkah-langkah tersebut mengacu 
pada flowchart berikut: 




Gambar 1. Metodologi Penelitian 
 
Langkah-langkah pekerjaan dalam pengujian yang ditunjukkan pada Gambar 1 dijelaskan 
sebagai berikut: 
3.1. Menentukan Request 
HTTP request yang dilakukan oleh client akan diarahkan pada obyek penelitian. Objek 
pada penelitian ini adalah OpenAPI. OpenAPI merupakan service utama pada aplikasi 
dokumentasi API. Aplikasi dokumentasi API ini menerapkan OpenAPI Specification (OAS) 
dalam pembuatan dokumen API. Pembuatan dokumen API dilakukan dengan cara menulis code 
atau coding. Aplikasi yang menerapkan OAS disebut sebagai OpenAPI service.  
1) Arsitektur Perangkat Lunak 
Penelitian ini memecah OpenAPI service menjadi dua bagian sesuai kaidah arsitektur 
microservice dan CQRS. Integrasi antar service menggunakan event-driven dan API-driven. 
OpenAPI service dibangun menggunakan teknologi express sebagai framework nodeJS dan 
MongoDB sebagai database-nya. 
Gambar 2 menjelaskan kombinasi arsitektur CQRS dan event sourcing dengan 
komunikasi event-driven. 
 
Gambar 2. Kombinasi CQRS dan Event Sourcing 
Pada arsitektur CQRS dan event sourcing, command service berperan sebagai producer. 
Ketika user melakukan perubahan data, data tersebut akan dipublish oleh command service ke 
message broker sebagai event [20] dan disimpan dalam database. Lalu query service bekerja 
sebagai consumer, yang berguna untuk subscribe atau menerima data. Setelah data tersebut di 
diterima, data akan dimasukkan kedalam database. Komunikasi event-driven ini bersifat 
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asynchronous [21]. Karena bersifat asynchronous, command service dapat mengembalikan 
response segera mungkin ketika sudah mengirimkan data pada message broker [19]. Gambar 3 
menjelaskan penerapan API-driven pada pola CQRS. 
 
 
Gambar 3. Aristektur CQRS dengan API-driven 
Komunikasi pada arsitektur CQRS menggunakan REST API yang bersifat synchronous 
[22]. Ketika user melakukan request berupa modifikasi data, command service akan menyimpan 
data tersebut kedalam database dan melakukan API call ke query service. Lalu, query service 
akan menyimpan ke database, sehingga data akan up to date. Karena komunikasi ini bersifat 
synchronous, client akan menunggu proses API call dari command ke query service selesai, lalu 
bisa mendapatkan response. 
2) Endpoint 
Tiga target endpoint dilakukan pada pengujian dengan sampel HTTP method GET dan 
PUT. Method GET akan mendapatkan source code dari pembuatan dokumen API dan method 
PUT akan melakukan update pada source code. Pada aplikasi dokumentasi API, setiap 
melakukan perubahan pada source code, sistem akan secara otomatis melakukan proses get 
source code. Method POST digunakan untuk menambahkan dokumen, sedangkan method 
DELETE digunakan untuk menghapus dokumen yang merupakan wadah  penampung informasi 
source code. Ketika dokumen dihapus, secara otomatis source code juga akan terhapus dari 
database, serta penamaan dokumen harus unik. 
Secara default, JMeter akan dieksekusi secara parallel. Karena itu penelitian ini 
mengecualikan method POST dan DELETE. Apabila memakai keempat method tersebut yang 
diharuskan sesuai dengan alur, menyebabkan eksekusi pada JMeter tidak lagi parallel 
melainkan berurutan. Karena penamaan dokumen harus unik, pembuatan dokumen dengan cara 
coding akan lebih memiliki banyak proses yang menggunakan method GET dan PUT. Tabel 1 
berisi informasi mengenai request yang digunakan untuk mendapatkan source code pada thread 
group API-driven. 
 





Type Name Value 
Path documentName api-driven 
Request 
Send 202 bytes 
Response 
Size per Request Number of Request 
9077 bytes 200 
9077 bytes 1000 
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Tabel 2 berisi informasi mengenai request yang berguna untuk mendapatkan source 
code pada thread group event-driven. 
 





Type Name Value 
Path documentName event-driven 
Request 
Send 202 bytes 
Response 
Size per Request Number of Request 
9077 bytes 200 
9077 bytes 1000 
 
Hanya ada satu method GET. Tetapi, terdapat perbedaan path parameter dalam thread 
group API-driven dan thread group event-driven. Method GET ini berguna untuk mendapatkan 
source code sesuai dengan value pada path parameter. 
Tabel 3 berisikan informasi mengenai request yang dilakukan oleh client yang berguna 
untuk memperbarui source code pada thread group API-driven. 
 





Type Name Value 
Path documentName api-driven 
Request 
Send 8965 bytes 
Response 
Size per Request Number of Request 
362 bytes 200 
362 bytes 1000 
 
Tabel 4 menjelaskan mengenai request yang dilakukan oleh client, request ini berguna 
untuk memperbarui source code pada thread group event-driven. 
 





Type Name Value 
Path documentName event-driven 
Request 
Send 8965 bytes 
Response 
Size per Thread Number of Thread 
362 bytes 200 
362 bytes 1000 
 
Dua buah endpoint dengan method PUT berguna untuk memperbarui source code via 
API-driven dan juga event-driven. Perbedaan endpoint tersebut bisa dilihat pada Tabel 3 dan 
Tabel 4. 
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3.2. Melakukan Load Test 
Pengujian dilakukan menggunakan tool JMeter dengan teknik load test. Terdapat dua 
buah aktivitas. Aktivitas pertama dan kedua memiliki jumlah sample request yang berbeda. 
Tujuannya ialah mengetahui perbedaan jumlah frekuensi request dapat mempengaruhi kinerja 
event-driven dan API-driven, serta menganalisa komunikasi yang memiliki performa yang lebih 
cepat. JMeter Ramp-up per periode diisi dengan 60 detik. Aktivitas pertama berjumlah 200 dan 
aktivitas kedua berjumlah 1000. Load test diatur selama satu menit untuk mengetahui 
kemampuan service dalam menangani request yang menggunakan server Heroku. Spesifikasi 
server ditampilkan pada Tabel 5. 
 
Tabel 5. Spesifikasi Server 
Spesifkasi Keterangan 
RAM 512 MB 
Always On Yes 
Slug 500 MB 
Bandwidth 2 TB / bulan 
Number Apps Max 5 apps (tanpa kartu debit) 
 
3.3. Hasil dan Pembahasan 
Hasil merupakan keluaran atau output yang berasal dari tool JMeter. Output tersebut 
akan dijadikan data yang nantinya akan dianalisis untuk mengetahui arsitektur yang memiliki 
response time yang lebih cepat. Output JMeter berupa summary report yang berisi rata-rata 
waktu menjalankan semua request, error rate terjadinya error ketika request, dan throughput 
data yang dapat diproses dalam satuan waktu. 
 
4. Hasil dan Diskusi 
Pada JMeter dibuat dua buah thread group yang dikelompokkan berdasarkan 
komunikasi. Thread group pertama menangani komunikasi API-driven dan thread group kedua 
bertanggung jawab untuk komunikasi event-driven.  
Informasi mengenai summary report yang didapatkan dari JMeter berisikan average 
atau rata-rata waktu menjalankan serangkaian request, error rate (jumlah terjadinya error ketika 
melakukan request dalam persen), dan throughput (jumlah request yang dapat diproses dalam 
hitungan detik). 
 
Tabel 6. Summary Report API-driven Aktivitas Pertama 
Label Sample Average (ms) Error Rate (%) Throughput 
Update Source Code  100 710 0 1,7/sec 
Get Source Code 100 598 0 1,7/sec 
 
Tabel 6 menunjukan laporan aktivitas pertama thread group API-driven. Pengujian 
aktivitas pertama tersebut dilakukan dengan sample request sebanyak 200 dengan rata-rata 
waktu eksekusi semua request 654 ms. Error rate sebesar 0% yang artinya tidak ada error 
sedikit pun dalam memproses total data sebanyak 3,4 per detik.  
 
Tabel 7. Summary Report Event-driven Aktivitas Pertama 
Label Sample Average (ms) Error Rate (%) Throughput 
Update Source Code  100 650 0 1,7/sec 
Get Source Code 100 611 0 1,7/sec 
 
Tabel 7 menunjukan laporan aktivitas pertama thread group event-driven. Pengujian 
aktivitas pertama tersebut dilakukan dengan sample request sebanyak 200 dengan rata-rata 
waktu eksekusi semua request 630 ms. Error rate sebesar 0%, yang artinya tidak ada error 
sedikit pun dalam memproses total data sebanyak 3,4 per detik. 
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Dari Tabel 6 dan Tabel 7 dapat diambil kesimpulan bahwa event-driven memiliki rata-
rata response time 3,7% lebih cepat daripada API-driven, sedangkan error rate dan throughput 
tidak terlihat adanya perbedaan. Proses get source code pada API-driven memiliki response 
time yang lebih baik, sedangkan proses update source code dan response time dari komunikasi 
event-driven lebih unggul. 
 
Tabel 8. Summary Report API-driven Aktivitas Kedua 
Label Sample Average (ms) Error Rate (%) Throughput 
Update Source Code  500 725 0 8,3/sec 
Get Source Code 500 597 0 8,3/sec 
 
Tabel 8 menunjukan laporan aktivitas kedua thread group API-driven. Pengujian  
aktivitas kedua tersebut dilakukan dengan sample request sebanyak 1000 dengan rata-rata 
waktu eksekusi semua request 661 ms. Error rate sebesar 0%, yang artinya tidak ada error 
sedikit pun dalam memproses total data sebanyak 16,6 per detik. 
 
Tabel 9. Summary Report Event-driven Aktivitas Kedua 
Label Sample Average (ms) Error Rate (%) Throughput 
Update Source Code  500 650 0 8,3/sec 
Get Source Code 500 599 0 8,3/sec 
 
Tabel 9 menunjukan laporan aktivitas kedua thread group event-driven. Pengujian 
aktivitas kedua tersebut dilakukan dengan sample request sebanyak 1000 dengan rata-rata 
waktu eksekusi semua request 625 ms. Error rate sebesar 0% yang artinya tidak ada error 
sedikit pun dalam memproses total data sebanyak 16,6 per detik. 
Dari Tabel 8 dan Tabel 9 dapat diambil kesimpulan bahwa event-driven memiliki rata-
rata response time 5,4% lebih cepat dari pada API-driven dengan jumlah request sebesar 1000 
per menit, sedangkan error rate dan throughput tidak menunjukkan perbedaan. HTTP method 
GET pada API-driven memiliki response time yang lebih cepat, tetapi HTTP method PUT pada 
event-driven menujukkan performa yang lebih baik.  
HTTP method GET tidak memerlukan komunikasi API-driven maupun event-driven, 
karena method GET dapat mengambil data secara langsung dari database. Berbeda dengan 
method PUT, PUT harus menggunakan API-driven atau event-driven untuk mengirimkan data 
pada service yang lain, agar data pada database service lain itu sinkron. Terjadi kenaikan rata-
rata response time sebesar 1,05% pada aktivitas kedua API-driven yang mempunyai request 
yang lebih banyak dari aktivitas pertama. Sedangkan pada aktivitas kedua, pada event-driven 
terjadi penurunan rata-rata response time sebesar 0,79% dari aktivitas pertama. 
Berikut grafik response time pada JMeter. Sumbu x pada grafik menandakan waktu 
terjadinya request dengan format HH:mm:ss, sedangkan sumbu y melambangkan response time 
dalam miliseconds. 
 
Gambar 4. Grafik Thread Group API-driven Aktivitas Pertama 
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Grafik pada Gambar 4 menunjukkan bahwa update source code berada memiliki 
response time yang lebih lama dibandingkan dengan get source code, tetapi kedua request 
cukup stabil. 
 
Gambar 5. Grafik Thread Group Event-driven Aktivitas Pertama 
 
Line pada Gambar 5 memperlihatkan kedua request tidak terlalu berbeda dan cukup 
stabil, tetapi update source masih tetap memiliki response time yang lebih lama dibandingkan 
dengan get source code. 
 
Gambar 6. Grafik Thread Group API-driven Aktivitas Kedua 
 
Line get source code pada Gambar 6 cenderung stabil dibandingkan dengan update 
source code. Awal request pada update source code memiliki request yang tinggi dan terjadi 
penurunan yang signifikan, tetapi penurunan tersebut masih diatas line get source code. 
 
Gambar 7. Grafik Thread Group Event-driven Aktivitas Kedua 
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 Sesuai Gambar 6, pada line update source code terdapat penurunan yang signifikan, 
kemudian mulai stabil. Bahkan, perbedaan response time request antara keduanya tidak terlalu 
mencolok. Get source code dari awal sampai akhir tetap stabil. 
 Gambar 4 sampai dengan Gambar 6 menunjukan event-driven menampilkan 
performansi yang lebih cepat dibandingkan API-driven. Pada thread group event-driven, grafik 
Gambar 5 dan Gambar 7 menunjukan bahwa perbedaan kedua request tidak terlalu berbeda, 
bahkan terdapat garis yang bersentuhan. Sedangkan pada API-driven, terdapat area kosong pada 
tengah-tengah garis get source code dan update source code. Sehingga, memperjelas bahwa 
response time dari get source code lebih cepat. 
 
5. Kesimpulan dan Saran 
Setelah dilakukan pengujian pada aktivitas pertama dan kedua, event-driven memiliki 
3,7% lebih cepat daripada API-driven, sedangkan aktivitas kedua memiliki rata-rata response 
time lebih cepat sebanyak 5,4%. Perubahan frekuensi request pada aktivitas pertama ke aktivitas 
kedua hanya mempengaruhi response time, tidak halnya dengan error rate dan throughput. 
Penelitian ini telah membuktikan proses command lebih cepat lebih cepat 0,094% 
dengan menggunakan arsitektur CQRS dan event soucing dengan komunikasi event-driven dari 
pada API-driven. Sedangkan proses query data pada API-driven lebih cepat lebih cepat 0,012% 
dari pada event-driven. Tetapi ini tidak ada kaitannya dengan komunikasi antar service, karena 
proses query langsung mengambil data dari database tanpa komunikasi antar service. 
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