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ABSTRACT 
Materials with unprecedented properties are necessary to make dramatic changes in 
current and future aerospace platforms. Hybrid materials and composites are increasingly 
being used in aircraft and spacecraft frames; however, future platforms will require an 
optimal design of novel materials that enable operation in a variety of environments and 
produce known/predicted damage mechanisms. Nanocomposites and nanoengineered 
composites with CNTs have the potential to make significant improvements in strength, 
stiffness, fracture toughness, flame retardancy and resistance to corrosion. Therefore, these 
materials have generated tremendous scientific and technical interest over the past decade 
and various architectures are being explored for applications to light-weight airframe 
structures. However, the success of such materials with significantly improved 
performance metrics requires careful control of the parameters during synthesis and 
processing. Their implementation is also limited due to the lack of complete understanding 
of the effects the nanoparticles impart to the bulk properties of composites. It is common 
for computational methods to be applied to explain phenomena measured or observed 
experimentally. Frequently, a given phenomenon or material property is only considered 
to be fully understood when the associated physics has been identified through 
accompanying calculations or simulations. 
The computationally and experimentally integrated research presented in this 
dissertation provides improved understanding of the mechanical behavior and response 
including damage and failure in CNT nanocomposites, enhancing confidence in their 
applications. The computations at the atomistic level helps to understand the underlying 
mechanochemistry and allow a systematic investigation of the complex CNT architectures 
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and the material performance across a wide range of parameters. Simulation of the bond 
breakage phenomena and development of the interface to continuum scale damage captures 
the effects of applied loading and damage precursor and provides insight into the safety of 
nanoengineered composites under service loads. The validated modeling methodology is 
expected to be a step in the direction of computationally-assisted design and certification 
of novel materials, thus liberating the pace of their implementation in future applications.  
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1. INTRODUCTION 
1.1. Background and Motivation 
Nanotechnology is rapidly emerging as one of the most promising areas with potential 
benefit to aerospace and civil applications. In a broad sense, nanotechnology includes fields 
such as surface science, biomedical science, semiconductor physics, molecular engineering, 
etc. Research in this area is equally diverse ranging from extending the knowledge base of 
current device physics, to advanced approaches involving molecular manufacturing and 
developing new materials with dimensions on the nanoscale for direct control of matter at 
the atomic scale. In materials science, nanotechnology leverages the advances in synthesis 
and the understanding of mechanochemistry for the infusion, dispersion and integration of 
nanometer sized particles into existing material host platforms resulting in ‘nanomaterials’. 
Materials with structure at the nanoscale often have unique optical, electronic, or 
mechanical properties. Although the controlled synthesis and integration of nanoparticles 
is associated with modern science, metallic nanoparticles have been discovered and used 
for several centuries in pottery and glass making (e.g. Lycurgus cup) due to their unique 
optical properties. Nanomaterials constitute nano-sized structures that can be three 
dimensional (e.g. nanoparticles), two dimensional (e.g. nanowires, nanorods), or one 
dimensional (nanofilms) in nature. The unique physiochemical properties of these 
materials arise from their high surface to volume ratio.  
Nanocomposites used in engineering are solid multiphase materials comprising 
inorganic/organic nanoparticles dispersed/arranged in a matrix phase. The large amount of 
reinforcement surface area from the nanoparticles means that a relatively small amount (by 
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weight or volume) of nanoscale reinforcement can lead to a significant effect on macroscale 
properties of the composites. The percentage by weight (mass fraction) of the nanoparticles 
integrated into the matrix material remain low (0.5% to 5%) due to the low percolation 
threshold [1]. The type of nanoparticle introduced in the composite depends severely on its 
compatibility with the host matrix material.  In ceramic matrix nanocomposites, metallic 
nanocomposites are dispersed as particulates in the matrix volume occupied by a ceramic. 
In metal matrix composites (MMC) and polymer matrix composites (PMC), crystalline 
carbon structures at the nanoscale are commonly used as nanofillers. These crystalline 
nanostructures include graphene, carbon nanotubes (CNTs); furthermore, tungsten 
disulphide nanotubes are also incorporated into MMCs and PMCs. Carbonaceous 
nanofillers such as graphene, carbon nanotubes (CNTs) play a very promising role due to 
their better structural and functional properties such as high aspect ratio, high mechanical 
strength high electrical properties etc. than others [2-5]. Graphene has been the center of 
research in various fields since its discovery. Due to its extraordinary electrical, chemical, 
optical and mechanical properties, graphene was found to be an effective nanofiller in 
several host materials, metallic and otherwise [6-11]. But the primary challenge still 
remains to be the large-scale production of high quality graphene sheets. Several 
approaches have now been devised and optimized for the synthesis of large quantities of 
graphene on commercial scale. One can find various review papers published on the 
synthesis, processing and applications of graphene [6, 12-22]. According to published 
literature, it was noted that the synthesis of single-atom thick graphene was attempted as 
early as 1975 [14, 15]. Presently, three main synthesis routes of graphene exist: mechanical 
and chemical exfoliation, and chemical vapor deposition (CVD). 
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Carbon nanotubes are basically graphene sheets (hexagonal structures) that are rolled 
up into cylindrical form and capped with half shape of fullerene structure. CNTs, due to 
their unique mechanical properties have generated tremendous scientific and technical 
interest in the past decade [23, 24]. Single-walled carbon nanotubes (SWCNT) and multi-
walled carbon nanotubes. (MWCNT) have radii on the order of nanometers, and lengths 
ranging from less than one micrometer to several millimeters. Figure 1.1 (a) and (b) depict 
images of SWCNT and MWCNT, respectively, obtained from a transmission electron 
microscope. Properties of carbon nanotubes are highly dependent on morphology, size and 
diameter. CNTs can be metallic or semiconducting depending on their atomic arrangement. 
Techniques such as arc discharge method, laser ablation method and most commonly, CVD, 
are employed for the careful and controlled synthesis of CNTs. Heterogenous composites 
often employ dispersed CNTs in their matrix phase to improve transverse and interlaminar 
properties.  
 
 
(a) 
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(b) 
Figure 1.1 Transmission Electron Microscopy (TEM) Images of (a) Single Walled CNT; 
(b) Multiwalled CNT with Each Concentric Layer Corresponding to a Wall of Rolled 
Graphite (from [25]) 
 
CNT-dispersed composites have the potential to make significant improvements in 
strength, stiffness [26], corrosion resistance [27], and damage sensing [28], which are all 
desirable characteristics to aerospace applications. Furthermore, CNT nanocomposites 
have exhibited improved bonding and adhesive properties at metal-composite interfaces, 
which leads to tougher carbon fiber-metal hybrid structures with stronger interfaces [29]. 
A significant research effort has been directed towards understanding the properties of 
CNTs dispersed in polymer matrix [30]. Studies have shown that a small weight fraction 
of multi-walled CNTs in the polymer matrix reduced cyclic delamination crack 
propagation rates by a factor of two to three in glass-fiber composites. A preliminary 
investigation showed that the use of a small weight fraction (~2%) of CNTs in the polymer 
matrix, used in structural hot spots of complex carbon fiber composite stiffener sections 
improved the through-thickness capability in stringer/skin configurations [31, 32]. A 
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number of studies show that after a critical CNT content in matrix mechanical properties 
decrease with increasing critical loading of CNTs and sometimes, these properties decrease 
below the neat matrix material [33-36]. Biercuk et al. reported monotonic increase in 
hardness up to a factor of 3.5 by loading 2 wt.% of SWNT into epoxy matrix [37]. Recently, 
Zhao et al. reported a significant decrease in friction coefficient and increase in wear 
resistance by loading CNTs into hydroxyapatite composites [38].  
 Fiber reinforced nanocomposites offer some key advantages, such as low percolation 
threshold (0.1~5 vol.%), large number of particles per unit volume, extensive interfacial 
area per unit volume and short distances between particles, that can make significant 
improvements to a wide range of properties including mechanical, electrical, thermal and 
fire safety. However, a number of factors affect the property of CNT-dispersed composites; 
these include spatial and compositional nature of the CNTs, size, orientation and spatial 
distribution in composites, fiber and matrix properties, interfacial region between CNTs 
and matrix and constituent weight fractions. The dispersion of CNTs plays very crucial 
role in preparation of CNT nanocomposites; a homogenous dispersion and alignment 
prevents agglomeration and gives better load transfer to filler material which results in 
better mechanical properties. Environmental effects such as temperature are also critical to 
assessing the potential degradation of the properties. Studies on different CNT 
architectures, such as CNT ropes and highly aligned CNT ribbons (illustrated in Figure 1.2) 
replacing the traditional carbon fiber, show noteworthy improvements in the material 
properties of the host matrix, leading to ultra-lightweight and high strength composite 
structures [30]. Aligned CNTs grown on microfibers (‘fuzzy fibers’) exhibit increased in-
plane strengths, exceptional interlaminar shear strength, and fracture properties [39]. The 
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superior out-of-plane characteristics of these nanomaterials can lead to the replacement of 
traditional out-of-plane reinforcement systems such as Z-pins [40]. Therefore, a valuable 
opportunity exists in the use of CNTs, with various architectures, to develop 
nanocomposites and nanoengineered composites for a range of structural components with 
improved performance and multifunctional capabilities. 
 
 
(a)                                    (b) 
 
 (c) 
Figure 1.2: TEM Images of (a) CNT Ropes [41]; (b) Aligned CNT Ribbon [41]; (c) 
CNTs Aligned Radially on Glass Fibers [42] 
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Although nanocomposites have been under development for several years, their 
implementation remains limited due to a lack of understanding of the effects the 
nanoparticles impart to the bulk properties of composite, especially the polymer. A 
significant amount of work has been reported on experimental characterization and 
fabrication of nanocomposites [43]. The most simplistic approach to the fabrication of 
polymeric nanocomposites involves the addition and dispersion of CNTs to the polymer 
solution prior to curing [44, 45]. In case of thermoplastics, the polymer melt is generated 
first followed by the dispersion of nanofillers [46]; the dispersion of the nanoparticles is 
improved with the use of techniques such as shear mixing [35], ultrasonication [12], etc. 
Insoluble polymers that are grafted on to CNTs by means of in situ polymerization have 
better dispersion coefficients [47]. The techniques involving grafting and/or 
functionalization require controlled synthesis of the nanocomposite, and the techniques 
involving simple shear mixing and/or ultrasonication induce severe defects on the CNT 
walls. Characterizing the defects and dispersion of CNTs through Scanning Electron 
Microscopy (SEM) / TEM imaging requires more strenuous sample preparation. On the 
other hand, attributing the variation in the mechanical properties of nanocomposites to 
nanoscale parameters such as wall defects, CNT dispersion, etc. and quantifying their 
effects is critical [34]. Furthermore, macroscale experiments conducted on CNT 
nanocomposites cannot sufficiently resolve the effects of the numerous nanoscale 
parameters. Thus, despite the enormous benefits offered by these materials, a major 
technology barrier that is limiting their use in critical applications is the lack of a complete 
understanding of these nanoscale constituents and their impact on the composite and 
structural response under service conditions. 
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Several modeling techniques have also been developed to provide important 
constitutive formulations from microscale continuum approximations. These models are a 
key to understanding material response at the lower length scale. However, a major 
challenge is how to scale material behavior from the nano-, micro- and mesoscales to the 
macroscale in order to accurately model full scale structural response including damage 
and failure under service conditions. Inherent to each length scale is variation and 
uncertainty in the constituent material property and architecture. These variations at the 
constituent level can be significant enough to result in a stochastic response at the 
macroscale. Therefore, characterization and modeling of these phenomena at the 
fundamental length scale and their propagation across the length scales are critical to 
predicting accurate response at the structural level. Advances in nanoscience and 
nanotechnology can be accelerated by the use of a broad array of computational methods 
such as quantum mechanics (QM) calculations, numerical approaches from first principles, 
atomistic models and coarse-grained (CG) simulations. This is primarily due to the fact 
that physical and chemical mechanisms in these nanoparticle infused composites are 
extremely difficult to capture in experiments. However, sub-microscale modeling methods 
effectively capture the intermolecular/interatomic interactions that manifest as the origins 
of material behavior in these multiphase systems. An atomistic viewpoint also allows the 
seamless communication of various scientific disciplines with one another, especially 
during the study of deformation and fracture. In atomistic modeling, the discreteness of 
matter is explicitly considered. For example, the discreteness of an atomic lattice in a metal 
where atoms occupy their equilibrium crystal positions. Spatial discretization is 
unnecessary since atomic distances provide the natural measure for discretization. Since 
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atomic models cannot be solved analytically, numerical simulations that track the motion 
of each particle (atom) carried out by a step-by-step integration at each timestep, are used. 
The collective behavior of the atoms provides an understanding of how materials deform, 
undergo phase changes and many other phenomena. 
The development of a high-fidelity computational framework initiating at the atomistic 
scale to address nanoscale interactions and subsequent effects arising from these 
interactions is critical to obtain a holistic understanding of the behavior of CNT-dispersed 
nanocomposites. Such a framework will also enable the understanding of the origins of 
material degradation and failure and provide a link between molecular level features and 
structure/property relationships at the continuum level. This will lead to a new 
computational paradigm that allows evaluation of the properties, constitutive behavior and 
damage precursors in nanocomposites under specific operational conditions. Modeling the 
mechanochemistry of CNT nanocomposites, which initiates at the sub-atomic scale, will 
help build simulation tools capable of predicting important material characteristics that are 
crucial for the health and safety of a wide range of systems where composites are 
increasingly being used. 
1.1.1. Computationally-Assisted Design of Materials 
Carefully controlled synthesis of nanoengineered architectures cannot be trial-and-
error processes because they can be time consuming and expensive. The science of 
computational design of materials could dramatically accelerate the way technologies 
develop, and mitigate its current dependence on the unpredictability of trial-and-error 
experiments. Recent advances in computational modeling allow to study and tune the 
properties of materials and interfaces at atomic scale, encompassing the research fields of 
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physics, chemistry and materials science. Simulation and modeling of nanoarchitectures 
helps to understand the feasibility of their application to specific environments, and 
quantify the sensitivity of their response to various geometric and ambient parameters. 
Although processes applied for synthesis of nanostructures are complicated, complex 
chemical reactions can also be dynamically simulated and optimized with computational 
models. There have been enormous advances in efficient and accurate QM methods to 
study chemical kinetics and reaction feasibility, accurate force fields for MD to simulate 
the formation, reorganization and breakage of chemical bonds, coarse grain descriptions 
for treating large systems, and techniques to couple scales and paradigms. Furthermore, 
coupling these advances in methods with the enormous growth of computing power has 
enabled studies with millions to billions of particles. 
The ability to design a material with desired properties a priori using computational 
methods has been a promise of the field of computational materials science for many years. 
This promise relies on designing materials that do not currently exist or with properties that 
are desired from compositions that are largely unknown. Frequently, a given phenomenon 
or material property is only considered to be fully understood when the associated physics 
has been identified through accompanying calculations or simulations. Therefore, the 
potential of computational material design for nanocomposites is two-fold: first, it explains 
the underlying physics and interfacial mechanics in the nanocomposite; second, it provides 
a means of optimizing the constituents, interphases and architecture, thus giving rise to 
other novel nanocomposites. The physical responses of nanostructured materials were 
widely investigated in atomic-scale simulations using reactive empirical potentials well 
before they were produced in sufficient quantities and purities for experimental testing. For 
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example, the formation and properties [48, 49] of metal nanowires were being quantified 
in simulations before they were produced and tested experimentally. In addition, the unique 
electrical dependence of CNTs on their helical structure was predicted [50] several years 
before being experimentally verified. Thus, these computational tools for the prediction, 
design, and optimization of material behavior fall in line with the Materials Genome 
Initiative (MGI); MGI is focused on the integration of computational tools to simulate 
manufacturing processes and materials behavior [51, 52]. These computational simulations 
will be utilized to gain understanding of processes and materials behavior to accelerate 
process development and certification to more efficiently integrate new materials into 
relevant operating platforms. The approach includes physics-based modeling to guide 
material design; multiscale modeling to predict the influence of materials design on 
mechanical properties and durability, and material data management to support robust 
material design methodology. 
1.2. Objectives of the work 
The overarching objective of this research is to construct a foundational computational 
methodology that is based on fundamental physics-based models. The high-fidelity 
nanoscale model should shed light on interactions in complex heterogenous multiphase 
materials, and enable the integration of information from the nanoscale to higher length 
scales within a multiscale framework. The framework should account for uncertainty at the 
nanoscale, and address the complex coupled effects of different parameters on the overall 
response and performance of the nanocomposite. This research is focused on fulfilling the 
following principal objectives: 
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1. Develop a molecular model of thermally stable CNTs dispersed in the thermoset 
polymer matrix and incorporate a physics and chemistry-based epoxy curing process; 
Simulate the formation of physical network between resin and hardener molecules 
surrounding CNTs with appropriate force fields and evaluate the crosslinking degree. 
Utilize a stochastic approach to predict the distribution of crosslinking degree based 
on the inclusion of CNTs in the nanocomposite mixture. 
2. Investigate the influence of CNTs on the crosslinking degree of the epoxy matrix 
and quantify the effects of CNT weight fraction, and epoxy crosslinking degree on 
the mechanical properties of the epoxy polymer; Obtain an understanding of the 
physical interactions between the CNT and the cured epoxy; Verify the numerical 
model by comparing parameters such as glass transition temperature, density, etc.  
3. Implement reactive MD simulation with an appropriate force field to capture post 
yield behavior in the nanocomposite caused by chain slippage and bond breakage 
events; Investigate the dominant interactions that serve as damage precursor and 
lead to material failure; Quantify an atomistically informed potential/functional 
capable of formulating damage events at the continuum scale   
4. Develop a methodology to model the interphase between the carbon fiber and the 
CNT dispersed thermoset matrix using MD simulation; Obtain mechanical response 
of the fiber/matrix interphase including a molecular physics-based traction 
separation behavior for various modes of interphase separation and pullout 
5. Identify the effects of nanoarchitecture design on the performance and properties; 
Implement the physics-based nanoscale modeling framework to investigate a 
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predetermined nanoarchitecture of CNTs, and compare properties and damage 
mechanisms with dispersed CNT nanocomposites 
6. Provide a foundation to computationally-assisted design of materials from models 
that integrate computational chemistry, materials science and continuum mechanics 
for top-down and bottom-up traceability of bulk structural response  
1.3. Outline 
This dissertation is composed of seven chapters and structured as follows: 
Chapter 2 introduces the modeling of individual constituents of the nanocomposite 
system: thermally stable CNTs, the resin and the hardener molecules. Appropriate force 
fields are determined for the modeling of the thermoset epoxy and the CNTs. The 
advantages and disadvantages of MD simulations are elaborated on, and the choice of force 
field for the nanocomposite is verified from preliminary experimental data. Fundamental 
explanation about the MD algorithm is provided, followed by the need for a hybrid force 
field.  
The numerical curing simulation using a stochastic cut-off distance is introduced in this 
Chapter 3. The stochastic distributions of the curing/crosslinking degree are obtained for 
various weight fractions of dispersed CNTs. Furthermore, virtual deformation tests are 
performed through MD simulations to quantify the dependence of mechanical properties 
such as Young’s modulus, bulk modulus and shear modulus on epoxy crosslinking degree 
and CNT weight fraction. The elastic response and the stochastic distributions from the 
MD simulations are used to construct the matrix phase of a microscale model by 
implementing a standard data fit process. Variational distributions in the fiber geometry 
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and packing fraction are obtained from confocal microscopy images and included in the 
continuum model. 
Chapter 4 presents the need for bond order-based force fields and explains the choice 
and verification of an appropriate bond order-based force field for the CNT-epoxy system. 
Furthermore, a novel method high strain rate approach to simulate chain slipping and bond 
scission are discussed in this chapter. A stochastic microscale continuum model is 
introduced based on the concepts of continuum damage mechanics using the bond 
dissociation energy density obtained at the nanoscale. The damage parameter in the 
continuum model is defined based on the energy dissipated in the amorphous molecular 
system from the elongation and subsequent dissociation of bonds. 
In Chapter 5, molecular interphases are characterized namely the CNT/polymer 
interphase and the fiber/matrix interphase. Using pullout simulations and various modes of 
loading, the mechanical properties of the interphase are obtained. Furthermore, an 
atomistically informed traction separation law is formulated based on the results of the 
interphase failure simulations. Valuable insights are obtained, and suggestions are provided 
to better design the material interphase and delay the onset of interphase separation under 
in-plane and out-of-plane loading. 
Chapter 6 presents various nanoengineered CNT architectures, following which, an 
implementation of the computational framework to investigate a fuzzy fiber 
nanocomposite architecture is detailed. A polymeric functional coating for the carbon fiber 
surface, which also serves as a substrate for the CNT growth, is explicitly modeled. The 
tensile and transverse moduli of the fuzzy fiber/epoxy interphase is computed from virtual 
deformation simulations. Furthermore, the effect of the polymer substrate is studied by 
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modeling the local interphase mechanics. Various modes of virtual loading provide the 
cohesive behavior of the local substrate/epoxy interphase. Conclusions are presented by 
comparing the material response of the interphase with and without the polymeric substrate.   
In the concluding chapter, the novel contributions and findings from this research are 
detailed. The importance of computational frameworks for improving materials science 
research is highlighted; ideas are also presented to expand this modeling framework to 
enable the computational design of materials, which is in line with the vision of the 
Materials Genome Initiative. Potential ideas and recommendations for future research 
work are also discussed at the end of the chapter.   
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2. MOLECULAR DYNAMIC SIMULATIONS WITH HYBRID FORCE FIELDS 
2.1. Introduction 
The physical and chemical mechanisms that arise at the sub-microscale in complex 
heterogeneous materials are difficult to resolve and understand through experimental 
investigations. Although the use of powerful microscopes such as SEM, TEM and atomic 
force microscope (AFM) and other nanoscale experimental studies like X-ray photon 
spectroscopy (XPS) and Fourier transform infra-red spectroscopy (FTIR) have 
tremendously advanced the knowledge base in fundamental materials science, these 
techniques involve laborious sample preparation under carefully controlled environments. 
The hurdles of time and cost associated with experiments have driven the need for 
computational models that accurately capture the underlying physics. Recently, QM-based 
methods have shown significant success in characterizing physical-chemical interactions 
and the behavior of electrons in the system of interest. These methods help circumvent the 
limitations of experimental investigations [53]. Hmamou et al. applied the QM method to 
study the corrosion of carbon steel in a hydrochloric acid system. Quantum chemical 
calculations based on density functional theory (DFT) were performed to investigate the 
corrosion reaction, and molecular dynamic (MD) simulations were carried out to establish 
the mechanism for corrosion inhibition [54]. Ge et al. calculated the bond dissociation 
energy (BDE) required to break chemical bonds in polyurethane-based polymer; they also 
employed their sub-atomic modeling technique to understand the relation between external 
thermal energy and chemical structure deformation for polyurethane-based polymer [55]. 
These works demonstrate the effectiveness of using QM-based methods to capture 
chemical kinetics, however, QM-calculations are computationally intensive. Therefore, the 
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analysis is severely restricted to systems with a few hundred atoms at most. The mechanical 
response of a material, on the other hand, is a bulk phenomenon determined by 
intermolecular interactions.    
Atomistic simulations have gained a lot of traction in many research areas such as 
materials science, biophysics and molecular topology, and biomaterial analysis in 
pharmaceutics especially in capturing fundamental phenomena produced due to 
intermolecular effects. Atomistic simulations use Newtonian equations to describe 
interactions between atoms and provide important insight into its macroscopic behavior 
and the material properties. There are multiple computational techniques that capture 
molecular behavior such as Monte Carlo (MC) simulations, kinetic Monte Carlo methods, 
molecular mechanics (MM), electronic structure based approaches and molecular 
dynamics. The MC method was developed by Metropolis et al. in the early 1950s [56]. The 
Metropolis implementation of the MC method, the one that is common use in 
computational science, requires an algorithm for generating a new configuration by 
changing a previous configuration by generating a random number. Any change in the 
configuration or atomic ensemble will give a change in energy. If the energy change ΔE is 
negative, leading to a lowering of the energy, the change is automatically accepted. On the 
other hand, if the energy change is positive, the configuration is only accepted with 
probability 𝑒𝑥𝑝(−𝛥𝐸/𝑘𝐵𝑇) . This procedure is repeated for a large number of steps, 
leading to an evolution of the ensemble through the multi-dimensional phase space. This 
approach ensures that the sampling procedure is consistent with thermodynamics [57]. 
Since a random number decides the subsequent energy configuration of the system, it is 
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useful in low density systems with multiple energy minima; however, the Metropolis MC 
provides no transient information of the molecules/constituents.  
MM was developed to analyze stereochemical conformation of a molecular system 
with a particular arrangement of atoms using the potential energy surface. The potential 
energy surface, as seen in Figure 2.1, is calculated by a set of parameters and potential 
functions (also known as ‘force field’) obtained by quantum chemistry and experiments. 
The MM method is especially useful for the study of equilibrium geometry of systems with 
large molecules such as proteins; it is also resourceful in comparing different 
configurations of a molecule to study molecular stability and reaction pathways. MM 
assumes the bonds between molecules to be elastic springs and cannot account for bond 
formation and dissociation. Furthermore, MM does not capture temperature effects induced 
by thermal vibrations. Therefore, in this research, the focus will be on MD simulations 
because they are capable of providing time dependent information on material evolution.  
Classical MD simulations calculate time evolution of the system by integrating 
Newton’s laws of motion using a timestep to compute the equilibrium properties of a 
system. Most classical MD simulations use a harmonic force field to describe the bonded 
and non-bonded interactions and solve the equations of motion for the trajectories of N 
particles, of mass mi. Bonded atoms in the system interact through bond stretching, angle 
bending, dihedral and improper torsions whereas, non-bonded atoms interact due to the 
van der Waals forces. Coulombic interactions are effective in long ranges and are 
accounted for between each pair of atoms. For computational feasibility, the force field is 
pairwise additive, and often multi-body and higher order interactions can be integrated into 
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an effective pair potential. All interactions between each atom pair in the molecular system 
should be addressed with the right potential values defined by a collective force field.  
 
 
Figure 2.1: Sample Potential Energy Surface Showing Minima, Transition States and 
Reaction Paths That Lead to Various Products [58] 
 
There is an abundance of literature on the use of MD simulations for an improved 
understanding of mechanics, which has paved the way for multiscale analysis of materials. 
In 1999, Smith et al. explained the toughness of natural adhesives and composites such as 
nacre, and natural fibers such as spider silk, from a molecular perspective [59]. Using the 
AFM, Smith and co-workers stretched the organic molecules of nacre with forces in the 
order of piconewtons to cause stepwise elongation in the adhesion fibers due to folded 
loops being pulled open. They explained that toughness in natural adhesives and fibers 
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could be generally attributed to this modular elongation mechanism. Although this study 
was experimental in nature, it revealed the molecular mechanistic origin of macroscopic 
material properties. Meyers et al. employed MD simulations to establish connections 
between material architecture and mechanics in various biomaterials and recommended 
techniques to improve the design of structural bio-inspired materials [60]. Combining MD 
with theoretical analysis, Buehler demonstrated a fibrillar strengthening mechanism by 
mineralizing the collagen fibrils that increases tolerance to microcracks and delays fracture 
in bones and bone tissue [61]. MD revealed a dislocation nucleation-controlled softening 
mechanism in nano-twinned metals that governed the maximum strength; a relationship 
between the grain size and twin-boundary spacing was formulated from atomistic 
simulations to determine the strength of face-centered-cubic FCC metals [62]. Abraham 
and co-workers performed a multi-million atom MD simulation on parallel computers to 
study the crack-tip dynamic instability on a 2-dimensional notched solid. Phenomena that 
occurred at scales of tens of nanometers within pico to nanoseconds of time were captured, 
and the profile of the fractured surfaces were predicted from simulations and validated with 
experiments [63, 64]. Komanduri and co-workers revealed the origin and phenomenon of 
friction from an atomistic perspective by virtually simulating a nanoindentation process on 
single-crystal Aluminum. Important inferences were drawn based on the calculated values 
of the friction coefficient, and the dependence of the friction coefficient on the normal force 
and the depth of indentation [65]. In addition to mechanics, thermal effects have also been 
studied using atomistic methods. The negative thermal expansion observed in Scandium 
trifluoride (ScF3) over a wide range of temperatures was investigated and attributed to the 
phonon stiffening phenomenon by a study that employed nanoscale and sub-nanoscale 
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approaches; MD simulations were performed, and first principles calculations were used 
to obtain the phonon properties [66]. These examples demonstrate the versatility of virtual 
deformation via MD simulations to investigate mechanical properties, softening/hardening 
mechanisms, temperature- and rate-dependent mechanisms, fracture and material failure in 
a range of systems including crystalline, semi-crystalline, and amorphous.  
This study seeks to elucidate the inception of mechanics and material behavior in a 
heterogenous multiphase composite system using atomistic simulations. Modeling 
constituent phases, using the appropriate force field parameters (to compute the potential 
functions), and obtaining the right molecular configuration are critical to a reliable and 
successful MD simulation. In this chapter, modeling the individual constituents of the 
nanopolymer phase is discussed first. The creation of aligned and dispersed CNTs in a 
simulation volume containing the epoxy resin and hardener molecules is explained. The 
subsequent section describes the fundamental procedures to perform an MD simulation, 
and the implicit mathematical steps involved. In order for the results from molecular 
simulations to be scaled up, the concepts of periodic boundary conditions and the 
assumptions in ergodic theory need to be understood. In the last section of the chapter, the 
simulations are performed on the individual constituents and the combined system to 
choose an appropriate force field that can capture the overall nanoscale response. The 
choice of the hybrid classical force fields and their combination is discussed and verified 
based on comparison with experimental results found in literature.  
2.2. Modeling Constituents of the System 
The polymer phase consists of tubular single walled CNTs randomly dispersed in a 
matrix medium containing resin and hardener molecules. Pristine CNTs are essentially 
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rolled graphene sheets and they contain carbon atoms forming a crystalline structure with 
sp2 bonds C-C bonds. However, pristine CNTs that are not capped (open ends) are not 
thermally stable; therefore, terminal carbon atoms in uncapped CNTs are often attached to 
elements such as hydrogen or boron with an sp3 covalent bond to ensure thermal stability. 
Chirality indices (n, m) define how the graphene sheet is wrapped; the integers n, m are 
unit vectors along two directions in the crystalline graphene. If m=0, the CNTs are zigzag, 
and if n=m, they are called armchair nanotubes; Figure 2.2 contains a schematic of zigzag, 
armchair and chiral CNTs. The chirality indices and the aspect ratio of the nanotube 
determines its dimensions. The diameter d of a single walled carbon nanotube can be 
estimated from Equation 2.1, where a = 0.246 nm. In this study, the CNT with terminal 
hydrogen atoms is generated using NanoEngineer-1, an open-source 3D modeling and 
simulation program for nanomaterials [67], by specifying the chirality indices and the 
aspect ratio (to determine length). The CNTs have a mean diameter of 1 – 2 nm, and an 
average length of 50 – 60 nm.   
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Figure 2.2: Schematic of Different Types of CNTs Based on Chirality Indices [68] 
 
 
𝒅 =
𝒂
𝝅
√(𝒏𝟐 + 𝒏𝒎 + 𝒎𝟐)     (2.1) 
 
The molecular structures of the epoxy resin and the hardener that constitute the polymer 
used in this study are DGEBF (Di-Glycidyl Ether of Bisphenol F) and DETA (Di-Ethylene 
Tri-Amine), respectively. The popularity of epoxy-based thermoset systems in polymer 
matrix composites arises from their heat resistance, corrosion resistance and low cure 
shrinkage; they also require no solvent and create no by-products during reactions [69]. 
The ratio of constituents by weight in the nanoscale simulation volume containing neat 
epoxy is shown in Table 2.1 and the ratio is same as prescribed by the manufacturer.  The 
molecular/chemical structure of hydrogenated CNTs, the DGEBF resin and the DETA 
hardener are shown in Figure 2.3 (a), (b), and (c), respectively.  
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Table 2.1: Ratio of Nanoscale RUC Constituents by Weight 
Constituent Weight (g/mol) Chemical Formula 
DGEBF (epoxy resin) 313 C19H20O4 
DETA (hardener) 103 C4H13O6 
 
 
 
(a) 
 
(b) 
 
  
 (c) 
 
Figure 2.3: Chemical Structure of (a) Open Uncapped CNT with End Hydrogen; (b) 
DGEBF Resin; (c) DETA Hardener 
 
The resin molecules in the simulation volume form covalent bonds with the hardener 
(crosslinker) during the numerical curing process, which will be discussed in the 
subsequent chapter. In order to react with the hardener, the C atom at the end of the resin 
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monomer is activated by removing one of the ring bonds with oxygen, as seen in Figure 
2.4. 
 
Figure 2.4: Activated DGEBF Resin Molecule  
 
2.3. Molecular Dynamics Simulations 
As mentioned in the previous section, the MD simulation algorithm uses the Newton’s 
equations (the number of particles: N) and the force is calculated by the negative spatial 
gradient of potential energy of the system,  
𝑚𝑖
𝜕2𝒙𝑖
𝜕𝑡2
= 𝑭𝑖 = −
𝜕𝑉
𝜕𝒙𝑖
, 𝑖 = 1 … 𝑁. (2.2) 
Equation 2.2 is solved using a numerical scheme in MD simulations to obtain the position 
vector 𝒙𝒊 and the instantaneous velocity vector 
𝝏𝒙𝒊
𝝏𝒕
 of each atom. The numerical scheme 
widely used in MD simulations to solve the set of partial differential equations is the Verlet 
algorithm. Using Taylor expansion, the position vector of atoms can be represented as 
follows  
Substituting Equations 2.2 into 2.3, acceleration at the time instant t+∆t is obtained,   
From the forward difference numerical scheme, acceleration at t is expressed as 
𝒙𝑖(𝑡 + ∆𝑡) = 𝒙(𝑡) +
?̇?𝑖(𝑡)∆𝑡
1!
+  
?̈?𝑖(𝑡)∆𝑡
2
2!
+ 𝑂(∆𝑡4). (2.3) 
?̈?𝑖(𝑡 + ∆𝑡) = −
1
𝑚𝑖
𝜕𝑉(𝒙𝑖(𝑡 + ∆𝑡))
𝜕𝒙𝑖
, 𝑖 = 1 … 𝑁. (2.4) 
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Using the midpoint methods, Equation 2.5 can be modified to  
Since the right-hand side of the Equation 2.5 can be considered as the average acceleration 
like,  
The left-hand side of Equation 2.6 and the right-hand side of Equation 2.7 can be further 
reduced as described by Equation 2.8. 
Using the position at t and acceleration at t and t+∆t, velocity at t+∆t will be calculated by  
By applying the set of equations to a configuration of molecular system with initial 
positions known, the states of atoms at t+∆t such as acceleration, velocity, and position 
can be obtained; the trajectory and dynamics of the molecular system can be determined. 
It is important to note that MD is a deterministic approach whereas the Monte Carlo method 
is a stochastic one; i.e., performing MD on a specific initial configuration of atoms multiple 
times will result in the same end configuration. Although integrating the Newtonian 
equations allows the exploration of the constant energy surface of the molecular system, 
maintaining the temperature and pressure constant during the simulation is often more 
useful to mimic experimental conditions. Therefore, design constraints can be imposed on 
?̇?𝑖(𝑡 + ∆𝑡) − ?̇?(𝑡)
∆𝑡
= ?̈?𝑖(𝑡).
 (2.5) 
?̇?𝑖(𝑡 + ∆𝑡) − ?̇?(𝑡)
∆𝑡
= ?̈?𝑖 (𝑡 +
∆𝑡
2
). (2.6) 
?̈?𝑖 (𝑡 +
∆𝑡
2
) =
?̈?𝑖(𝑡 + ∆𝑡) + ?̈?(𝑡)
2
. (2.7) 
?̇?𝑖(𝑡 + ∆𝑡) − ?̇?(𝑡)
∆𝑡
=
?̈?𝑖(𝑡 + ∆𝑡) + ?̈?(𝑡)
2
. (2.8) 
?̇?𝑖(𝑡 + ∆𝑡) = ?̇?(𝑡) +
∆𝑡
2
(?̈?𝑖(𝑡 + ∆𝑡) + ?̈?(𝑡)).
 (2.9) 
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the simulations to produce averages that are consistent to represent the same state of the 
system as in experiments; these design constraints are imposed in the form of statistical 
ensembles for equilibration. The four popular ensembles used in MD are:   
▪ NVE ensemble (Microcanonical ensemble): The number of particles (N), volume 
(V), and total energy (E) are conserved. This ensemble does not impose any pressure 
or temperature control. NVE is not recommended for equilibration because of its 
inability to achieve a desired temperature. However, it is useful for the study of 
energy exchange among various forms. 
▪ NVT ensemble (Canonical ensemble): The number of particles (N), volume (V), and 
temperature (T) are constant. This ensemble conserves temperature of the system 
through temperature scaling or numerical thermostats. This ensemble serves as an 
appropriate choice for studies carried out in vacuum without periodic boundary 
conditions (explained in the next section) and for systems related to 
exothermic/endothermic processes. 
▪ NPT ensemble (Isothermal-Isobaric): The number of particles (N), pressure (P), and 
temperature (T) remain constant. This ensemble allows control over both 
temperature and pressure although the unit cell vectors are not allowed to change. 
This constraint serves as the right choice for studies when specific pressure, 
temperature and densities are important in the simulation.  
▪ NPH ensemble (Isoenthalpic-Isobaric): The number of particles (N), pressure (P) 
and enthalpy (H) are conserved. This ensemble is an analogue to the constant 
volume, constant energy ensemble. The enthalpy H = E + PV is kept constant while 
the internal energy E and the kinetic energy PV are allowed to change. 
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It is important to note that all MD simulations as a part of this research are performed in 
the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) framework. 
2.4. Periodic Boundary Conditions and Ergodic Theory  
To make statistically valid conclusions from MD simulations, the time span simulated 
should match the kinetics of the natural process of interest. The timesteps involved in 
atomistic simulations range in the order of picoseconds – nanoseconds. Similarly, the 
computational feasibility limits the range of unit cell volumes to a few hundred nm3. 
Therefore, from the dynamics, time averages of functions pertinent to the problem must be 
obtained. The quantities of principal interest to this research such as temperature, pressure, 
atomic forces, and virial stresses need to be sufficiently averaged using an appropriate 
ensemble to obtain reliable values. Conceptually, the relation between time averages and 
ensemble averages can be best thought of in the context of a ‘real’ experiment (rather than 
a computer experiment). When performing a real experiment, one does not measure the 
positions and velocities of a many particle system, but instead ‘coarse-grained’ or 
‘macroscopic’ properties. Based on the language of ensembles in statistical mechanics, the 
microstate of a system is irrelevant. Rather, the system could be in any given microstate 
consistent with the experimentally imposed external conditions. This leads to the idea of 
the ensemble average, which is used as a tool to calculate the bulk properties observed 
experimentally. Since the equations of motion (Newton’s equations) and their numerical 
implementation in MD (e.g., the velocity Verlet algorithm) are energy conserving and since 
the number of particles N and volume of the simulation box V are held constant, the 
microscopic configuration of laboratory experiments is clearly a representation of a 
microstate in the microcanonical (constant N, V, E) ensemble. Therefore, by computing a 
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certain physical quantity (a function of the positions and velocities of the particles) at every 
timestep and averaging, an approximation to the ensemble average of that quantity over 
the microcanonical ensemble is attained. The intuitive discussion above is formalized by 
the ergodic hypothesis [70, 71]. Equation 2.10 is the essential link that allows the quantities 
of interest to be computed with MD: the time average of any thermodynamic quantity or 
energy quantity X from MD is taken as the ensemble average, < X >.  
< 𝑿 >𝜏−→ ∞= lim
𝜏−→∞
1
𝜏
∫ 𝑿 𝑑𝑡
𝜏
0
     (2.10) 
In this research, computing the bulk properties of the CNT-epoxy system is of primary 
interest; more formally, properties in the thermodynamic as the number of particles, N  
∞. However, only systems with a finite and relatively small number of particles can be 
simulated. This introduces the problem of surface effects. For example, in a simulation of 
a simple cubic crystal consisting of 1000 particles, 512 will be at the surface. The usual 
way to mitigate the problem of surface effects is to impose periodic boundary conditions. 
In this scheme, it is imagined that the cubic simulation box containing the particles is 
replicated throughout space to form an infinite lattice. This is illustrated in the two-
dimensional case (2D) in Figure 2.5. If a particle moves out of the main simulation box, 
one of its periodic replicas from a neighboring box moves in to replace it. Preliminary 
studies for the CNT-epoxy system indicates that a system size of ~50000 atoms is more 
than sufficient for the size effects to be neglected.  
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Figure 2.5: Illustration of Periodic Boundary Conditions in MD Simulations (from [70]) 
 
2.5. Choice of Force Fields for Classical MD 
The selection of the right potential parameter set is critical to obtain reliable dynamics 
of the system from the simulations. Force field contains a functional form and parameter 
sets to estimate the potential energy of the system in molecular models. The parameters are 
derived from experiments in chemistry, or quantum mechanics, or both. All atom force 
fields define parameters for each atom in the system including hydrogen, whereas united 
atom potentials provide parameters for functional groups. Course-grained potentials 
provide parameters for macromolecules such as proteins and complex molecules to provide 
cruder representation for higher computational efficiency. Classical force fields contain 
functional forms for two potentials: bonded and non-bonded. Bond, angle, dihedral, and 
improper potential are included in bonded potential; van der Waals and Coulomb potential 
are including in non-bonded potential. Changes in bond potential arises from the 
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extension/contraction of the bond from its equilibrium bond length r0. Angle potential is 
defined by angle bending/distortion between two bonds from their equilibrium angle 
configuration θ0. A dihedral angle is the angle between planes through two sets of three 
atoms, having two atoms in common. A perturbation of this angle results in changes to the 
potential energy from dihedral contributions. Improper torsion corresponds to an out-of-
plane motion for a planar group of atoms; four atoms are required to measure the energy 
variations resulting from improper torsion. The various geometric distortions causing 
changes in the potential energy are illustrated in Figure 2.6. 
 
 
(a) 
 
(b) 
 
(c)  
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(d) 
 
(e) 
 
(f) 
 
Figure 2.6: (a) Bond Stretching/Contraction; (b) Angle Bending; (c) Dihedral Torsion; (d) 
Improper Distortions; (e) van der Waals Interaction; (f) Coloumbic Interaction 
 
Equation 2.11 describes the calculation of total energy from components. In the case 
of bonded potential, the functional form and coefficients are optimized around an 
equilibrium point; therefore, the optimized topology information are invalid if the quantity 
of interest is characterized from events occurring away from the equilibrium point. All the 
coefficients are dependent on the atoms type and geometries. 
𝐸 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑎𝑛𝑔𝑙𝑒 + 𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 + 𝐸𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟 + 𝐸𝑣𝑑𝑊 + 𝐸𝑐𝑜𝑢𝑙𝑜𝑚𝑏  (2.11) 
The appropriate classical force field for the epoxy system was determined to be the 
Merck Molecular Force Field (MMFF)[72]. MMFF is derived from computational data 
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calculated using ab initio QM-based methods and has been validated by chemists and 
crystallographers. Through these calculations, MMFF-based MD simulations have enabled 
to reproduce experimental results accurately in the pharmaceutical and chemical 
engineering research field [73, 74]. The experimental data, which come from X-ray and 
neutron diffraction, microwave spectroscopy, and electron diffraction, are maintained by 
the Cambridge Crystallography Data Centre (CCDC), a major international resource for 
chemical and pharmaceutical research [75]. Based on MMFF, topologies and force field 
parameters of all the molecules are provided by a web-based molecular structure generator, 
which is developed by Swiss Institute of Bioinformatics (SIB)- an international research 
foundation providing organic chemistry resources [76].The selection of the force field was 
confirmed based on the comparison of Tg, density, and crosslinking degree (conversion 
degree) of neat epoxy obtained from MD simulation to those from experiments and 
reported literature. The Tg of the neat epoxy obtained from the simulation was found to be 
within 2% error of reported values [77]. The focus of this study is to similarly identify a 
parameter set best suited to describe the dynamics of the CNT molecules in the simulation. 
Since CNT is a crystalline molecule, its density is not clearly defined. Therefore, the choice 
of force field was dependent on the prediction of accurate tensile modulus values. The all 
atom version of the Optimized Potential for Liquid Simulations (OPLS-AA) parameter set 
[78] was chosen based on the potential energy calculations for a single CNT molecule. 
However, the OPLS-AA only contains functional forms for bond, angle, and dihedral 
deformations among bonded interactions. In CNTs, the out-of-plane distortions (improper 
distortions) play a non-negligible role in the potential calculations. Therefore, the improper 
functional was included from the Consistent Valence Force Field (CVFF) parameter set 
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[79]. Thus, the bond and angle distortions are described by a harmonic functional form, 
whereas the dihedral and improper distortions are described between quadruplets of atoms. 
The non-bonded van der Waals interactions are described by a standard Lennard-Jones 
potential. Table 2.2 provides the functional forms of all interactions described for the atoms 
in the CNT molecules.  
Table 2.2: Functional Form for Potential Energy Calculations 
 
 Using the combination of the OPLS-AA and the CVFF potential set, a simple 
equilibration was simulated and the corresponding energy components in the equilibrated 
state of a single CNT molecules are shown in Figure 2.7. A large majority of the total 
energy (in kCal/mol) consists of bonded interactions: 60.42% due to bonds, 5.94% from 
dihedral distortions, 3.9% from angle deformations, and 0.62% from out-of-plane 
 Functional form 
Bond 
Ebond = 𝐾𝑏𝑜𝑛𝑑(𝑟 − 𝑟0)
2  
Angle 
Eangle = 𝐾𝑎𝑛𝑔𝑙𝑒(𝜃 − 𝜃0)
2 
Dihedral 
Edihedral =
1
2
𝐾1(1 + 𝑐𝑜𝑠𝜙) +
1
2
𝐾2(1 − 𝑐𝑜𝑠2𝜙) +
1
2
𝐾3(1 + 𝑐𝑜𝑠3𝜙)
+
1
2
𝐾4(1 − 𝑐𝑜𝑠4𝜙)  
Improper 
Eimproper = Kimproper[1 + 𝑑𝑖 cos(𝑛𝑖𝜔)] 
van der 
Waals 
EvdW = 4 𝜀[(
𝜎
𝑟
)
12
− (
𝜎
𝑟
)
6
] 
Coulomb Ecoulomb = 𝐾𝑐𝑜𝑢𝑙𝑜𝑚𝑏
𝑞1 𝑞2
𝑟
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distortions (improper). Meanwhile, pair interactions from van der Waals forces contribute 
to 28.91% of the total energy. Since a single CNT molecule is electrically balanced, the 
Coulomb forces do not contribute to the total energy.  
 
 
Figure 2.7: Energy Distribution for CNT During Equilibration 
 
The mechanical response of a single CNT molecule under tension was simulated via 
MD. Note that since this is for a single CNT molecule, the boundary conditions for this 
simulation are non-periodic along all three dimensions. A ‘fix move’ command was 
imposed on the edge atoms of the CNT on one end while the other end was constrained, as 
seen in Figure 2.8. This simulates a displacement-controlled elongation test. It is to be 
noted that the CNT molecule was equilibrated (using the NPT ensemble) prior to 
deformation until the temperature values converged around 300K within an average energy 
tolerance of 1×10-4 kCal/mol. However, during the deformation test, controlling the 
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temperature to be precisely around 300K is difficult even with very small timesteps (1×10-
15 s). The virial stresses (discussed in detail in the next chapter) were sufficiently averaged 
to obtain the stress-strain response illustrated in Figure 2.9. It is critical to note that classical 
force fields can only capture phenomena in the vicinity of equilibrium bond lengths in 
atomistic simulations. This is because the bonded interactions are described by a 
harmonic/quadratic functional form, and this approximation holds true only in a small 
range of bond extensions/contractions near the equilibrium bond length. Therefore, 
although Figure 2.9 shows very high strains of up to 16%, only the data below ~3% strain 
can be used to yield the tensile modulus.  
 
 
Figure 2.8: Boundary Conditions for CNT Tensile Deformation  
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Figure 2.9: Averaged Stress-Strain Response for Single CNT from MD Simulations 
 
In order to estimate the stresses from atomic forces in MD simulations, a wall thickness 
for the CNTs needs to be defined. There is significant variance in the value of tensile 
modulus of CNTs in reported literature (1 – 6 TPa) [80]; this scatter came to be known as 
Yakobson’s paradox. It was explained that large variance could be attributed to the choice 
of nanotube wall thickness. Most continuum models of CNTs assume a wall thickness of 
~3.4 Å, which corresponds to the equilibrium interlayer separation between graphene 
layers. Since rolled graphene sheets also maintain the same interlayer distance to avoid 
repulsive van der Waals forces, this study also uses 3.4 Å as the wall thickness of CNTs. 
The choice of this wall thickness was validated by a MD simulation containing two CNTs 
aligned parallel to each other; the simulation was initiated with an average distance of ~2.5 
– 3 Å between the CNTs (see Figure 2.10(a)). The non-bonded van der Waals interactions 
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alone were considered during the simulation. An equilibration was performed on the dual-
CNT system and the average distance was measured to be ~6.9 Å subsequently, as shown 
in Figure 2.10 (b). Following this, the CNTs were forced closer to each other; this was 
accomplished by moving one CNT molecule in a direction perpendicular to its central axis 
towards the other molecule (using fix move command in LAMMPS). Due to the repulsive 
nature of the Lennard-Jones potential beyond a critical distance, highly repulsive forces 
between the CNTs caused defects to the walls, as seen in Figure 2.10 (c). Thus, the range 
of van der Waals influence between the two CNTs was determined to be ~6.9 Å; i.e., the 
“wall thickness” of each CNT is nearly 3.45 Å.   
 
 
(a) 
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(b) 
 
 
(c) 
Figure 2.10: (a) Initial Configuration of CNTs; (b) Equilibrated Configuration with van 
der Waals Interactions; (c) Configuration Due to Repulsive Forces 
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Table 2.3: Results from Deformation Simulations on CNTs 
Chiral Indices (n,m) Aspect Ratio 
Tensile Modulus (TPa)  
(10,5) 3.465 1.23 
(10,5) 5.567 1.36 
(30,15) 1.521 1.38 
(11,6) 8.477 1.41 
(11,6) 22.345 1.38 
 
CNTs of different chiralities were modeled and the corresponding values of tensile 
modulus are listed in Table 2.3. The average tensile modulus was calculated to be 1.352 
TPa; this value is in good agreement with theoretical and analytical predictions in reported 
literature for single walled CNTs [81]. Experimental results for single walled CNTs have 
large variance in tensile modulus values because of the possibility of defects and the 
limitation in resolution. Several studies have, however, used AFM to estimate the tensile 
modulus of CNTs by suspending it as a cantilever beam and measuring the frequency of 
vibration under a point load (from the AFM) [80, 82]. The tensile modulus values obtained 
from the MD simulations are well within the range of experimentally characterized values 
of Young’s moduli.  
2.6. Summary 
The functional forms for classical MD simulations were defined based on energy 
contributions from bonded and non-bonded interactions. CNTs of various chiralities were 
modeled and equilibrated; a breakdown of potential energy contributions from van der 
Waals, Coulombic and distortional mechanisms were quantified. The choice of force field 
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was determined by the energy breakdown that matched best with literature. The wall 
thickness of the CNTs was found using pair energy-dominated molecular simulations 
containing two CNTs. Virtual deformation of the CNTs with one fixed end yielded an 
average stress-strain curve. Discrete atomic forces were converted to continuum level 
stresses (because the underlying definition of stress assumes material continuum) based on 
a uniform wall thickness for each CNT. The tensile modulus of the CNTs were calculated 
and found to be fairly independent of the chirality. It was also found that there is large 
scatter in the reported values of nanotube elastic modulus in literature, which could be 
attributed to the choice of wall thickness value. 
 The chemical structures of the DGEBF resin and the DETA hardener were modeled; 
the epoxy mixture was generated by randomly dispersing the resin and the hardener in the 
simulation unit cell. However, the molecular ratio of components by weight in the 
simulation was the same as the mixing ratio of the resin and the hardener as prescribed by 
the manufacturer. The simulation of thermoset epoxy can be complete only subsequent to 
the process of curing (formation of bonds between the resin and the hardener). The 
identification of active sites in the resin and hardener allowed for the calculation of total 
possible bonds between the constituents. It was concluded that a combination of multiple 
classical force fields (MMFF for thermoset, and OPLS-AA and CVFF for CNT) was 
required to capture the behavior of the matrix phase of the nanocomposite.   
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3. MODELING ELASTIC BEHAVIOR OF CNT-DISPERSED EPOXY 
POLYMER 
3.1. Introduction 
Advancing the fundamental knowledge of relationships between chemistry, structure, 
and performance of polymers is necessary to accelerate the development of enabling 
materials. Due to challenges in conducting experiments to probe molecular-level 
mechanisms, computational investigations to predict key trends and identify critical 
inter/intramolecular interactions are necessary. To model polymeric systems integrated 
with nanoparticles, several computational approaches have been developed [83, 84]. These 
include micromechanics and homogenization techniques, MD and MC simulations and the 
Mori-Tanaka approach. Homogenization techniques [85-87] are limited to the microscale 
and are not suitable for describing the interface effect between nanoparticle and the matrix 
material. MD simulations study the interactions among a group of atoms or molecules and 
have been widely employed to understand the formation, breaking, and properties of 
crosslink bonds in amorphous polymers with appropriate force field potentials [88]. A 
review of modeling techniques to determine the mechanical properties of polymeric 
nanocomposites has been presented by Valavala and Odegard [89]. The authors discuss the 
need for the integration of computational chemistry and multiscale techniques to provide a 
basis for computational mechanics, which can in turn predict the structure-property 
relationships in materials. In their extensive review, both continuum and molecular 
methods for polymer systems with various nanofillers are presented. The emphatic 
conclusion is that the complex interactions between constituent phases at the atomic scale 
affect the bulk response of the material significantly, and hence, the effects of discrete 
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molecular structures should be included into computational mechanics frameworks. 
Another review by Han and Fina focuses on the thermal conductivities and temperature-
dependent properties of nanocomposites. The authors indicate the role of interfaces 
between the nanofiller and the polymer phase in determining the overall thermal 
conductivity of the nanocomposite, in spite of the nanofiller in itself possessing a large 
value of thermal conductivity [90-92]. The strict control of nanostructure and a detailed 
knowledge of the physical phenomena for conduction are required to take advantage of the 
nanofiller properties and transfer of those properties to the polymeric nanocomposite. This 
conclusion further intensifies the case for a nanoscale/molecular investigation of 
nanocomposites, which can shed light on the underlying physical and chemical 
mechanisms for mechanical load bearing, thermal and electrical conduction.  
Li and Strachan [93] performed MD simulations to predict the thermo-mechanical 
response of an epoxy thermoset polymer by studying the role of various factors such as the 
degree of polymerization, strain rate, temperature, etc. MD was employed on bead-spring 
models of polymer melts by Desai et al. to study chain diffusivity, particle concentration 
and particle transport. A Lennard-Jones potential was used to characterize non-bonded 
interactions and the system was equilibrated under hydrostatic pressure. It was concluded 
that subtle nanoscale phenomena such as the motion of polymer chains affects the transport 
properties of polymer melts significantly [94]. Adnan et al. investigated the effect of 
nanofiller size on the elastic material properties of polymer nanocomposites. Fullerene 
buckyballs were modeled at various sizes and embedded in a polyethylene matrix with a 
constant volume fraction. Unidirectional and hydrostatic virtual deformation tests were 
implemented via MD simulations and mechanical properties were extracted. The 
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simulations showed that the nanofiller-polythene interphase energy played a critical role in 
imparting improved properties to the nanocomposite [95]. An extensive review was 
presented by Meysam and Hubert [96] on the nanoscale interactions between CNTs and 
the polymer in nanocomposites by exploring both experimental and modeling techniques. 
The authors investigated experimental methods such as spectroscopy and probe 
microscopy to measure interaction forces and interfacial stresses between the constituent 
materials. They also examined modeling techniques ranging from QM-based approaches 
to molecular and CG models and concluded that MD model predictions for thermo-
mechanical properties compared remarkably well with experimental measurements. 
Furthermore, MD simulations also provide valuable insights into the dispersion and 
aggregation of nanoparticles in nanocomposites; the study identified three states of 
nanofiller spatial organization as a function of the constituent interactions, and also 
succeeded in guiding a fabrication process by grafting polymer chains on the nanofiller to 
ensure better dispersion [97]. Thus, the MD method has tremendously contributed to the 
study of interactions in multiphase materials. Furthermore, meaningful advancements can 
be achieved only by addressing some key deficiencies of existing literature on molecular 
modeling for amorphous polymers and nanocomposites, as detailed in the following 
paragraph.  
 The simulation of thermoset polymer involves curing/crosslinking between the resin 
and the hardener. Most studies start the simulation with an already cured configuration, or 
employ a deterministic bond formation technique (between the active sites of the resin and 
the hardener) that results in a desired crosslinking degree/conversion degree. However, 
curing is a stochastic process that heavily depends on a variety of factors such as the mixing 
 45 
ratio, ambient temperature, pressure, etc. Therefore, this research utilizes an approach to 
stochastically simulate the chemical curing process in epoxy polymers under virtually set 
ambient conditions based on a cut-off distance between the active sites of the resin and the 
hardener. Furthermore, research efforts in the past for graphene/CNT nanocomposites 
account only for pairwise interactions and distortions caused by bond extension and angle 
bending. Since the nanocomposite system consists of crystalline nanoparticles physically 
dispersed in amorphous polymer medium, the waviness and curvature of CNT 
walls/graphene layers induce dihedral and out-of-plane distortions as well. Therefore, this 
study includes the effects of in-plane and out-of-plane torsion of bonds and bond clusters, 
in addition to pairwise interactions, bond and angle deformation, to enable the accurate 
calculation of potential energy. 
 Another significant limitation is the high computational cost incurred by large-scale 
MD simulation that restricts its use beyond the nanoscale. To overcome this limitation, 
micromechanical homogenization techniques have been widely implemented to compute 
the effective properties of polymer matrix composites at the microscale; however, such 
homogenization techniques in a multiscale framework can propagate large errors across 
length scales. Another critical aspect of multiscale approaches that has been investigated 
is the bridging of information across length scales, especially from the discrete atomistic 
level to continuum models. Subramaniyan and Sun [98] showed that sufficient spatial and 
temporal averaging of the atomistic virial stresses from MD simulation provided a good 
estimate of continuum level Cauchy stresses. The authors used multiple numerical 
examples with systems of about 3000 atoms and performed MD with thermal loading under 
different ensembles to show that the averaged virial stress values converged to the 
 46 
continuum stress values. Hence, in this study, multiple equilibration stages are introduced 
in MD simulations on large atomic systems to obtain well-averaged values of virial stresses. 
This approach serves as a reliable bridging mechanism from the discrete nanoscale to the 
continuum microscale. 
In this chapter, MD simulations reproduce the stochastic chemical crosslink formation 
between the resin and the hardener molecules resulting in a cured epoxy system. The epoxy 
crosslink formation is performed in the presence of dispersed CNTs; thus, the effect of 
CNTs on the conversion degree of the epoxy is evaluated by comparing to a neat epoxy 
system. It is important to note that the CNTs are physically dispersed in the epoxy system, 
and no covalent bond exists between the CNT and the epoxy (no functionalization). The 
effect of the inclusion of CNTs in the matrix and the corresponding probability distribution 
of conversion degree/crosslinking degree is generated using statistical data from MD 
simulations. The cured epoxy polymer is further subjected to uniaxial deformation, triaxial 
compression, and plastic deformation to obtain relevant mechanical properties. It is also 
explained how to incorporate the results from the MD simulations into a microscale, 
continuum model in a finite element (FE) framework. 
3.2. Modeling Epoxy Curing with CNTs 
MD simulations are performed to characterize the linear and nonlinear material 
response of the nanocomposite at the molecular level. The simulation results account for 
pair-, bond-, charge-, and geometric torsional distortion-related interactions described by a 
force field. These results are used as inputs to a continuum-based representative unit cell 
(RUC) at the microscale. As mentioned in the previous chapter, a combination of the 
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MMFF, OPLS-AA and CVFF force fields are used to characterize the elastic behavior of 
the CNT-dispersed polymer system. 
The term ‘crosslinking degree’ is equivalent to the degree of conversion and it is 
calculated from the simulation as the percentage of actual crosslinked bonds (between the 
resin and the hardener molecules) over all possible crosslink bonds to saturate the resin 
active sites. These crosslink bonds are an effective means of load transfer as they enable 
the polymer chains to entangle and form a polymer network; hence, it is critical to 
investigate the relationship between polymer crosslinking degree and the mechanical 
properties of interest. A stochastic approach based on a cut-off distance between active 
sites in the resin and the hardener molecules is used to simulate the variability in 
crosslinking degree and mechanical properties of the polymer system. The epoxy resin 
molecule possesses two active sites for bond formation whereas the hardener molecule 
contains five active sites. A covalent bond is generated when the distance between the 
active sites of the epoxy resin and the hardener is shorter than a critical cut-off value. Each 
RUC is cured using a bond formation command in LAMMPS and a crosslinking cut-off 
distance of 4.5 Å. Figure 3.1 plots the crosslinking degree calculated from simulations with 
various predefined cut-off values. From this analysis, a cut-off distance of 4.5 Å for all 
future simulations was chosen for two reasons; (i) this cut-off distance resulted in a 
crosslinking/conversion degree that matched well with the experimentally measured 
degree of cure in the epoxy samples using differential scanning calorimetry (DSC) at room 
temperature [99]; (ii) this distance is almost twice the equilibrium length of a carbon-
nitrogen covalent bond (the same covalent bond formed between the resin and the 
hardener).  
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Figure 3.1: Variation of Crosslinking Degree with Predefined Cut-Off Distance 
 
The probability distribution of crosslinking degree for the neat polymer is determined 
from 500 MD simulations with random initial positions of molecules. The simulation 
implements periodic boundary conditions and an isobaric-isothermal (NPT) ensemble (300 
K and 1 atm) to equilibrate the system for 1000 ps. During the equilibration, when atoms 
in the active site approach closer than 4.5 Å, appropriate bond information is assigned to 
the system; at the end of the equilibration, the number of newly formed bonds are counted, 
and normalized with the total number of possible bonds (this is known because the number 
of active sites are known a priori). Figure 3.2 shows the resulting statistical distribution of 
crosslinking degree. Using the Kolmogorov-Smirnov (KS) test on the crosslinking degree 
data, the maximum difference of the means is found to be 0.047; this value is much below 
the 99% confidence level KS parameter of 0.073. Hence, the crosslinking degree is 
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assumed to be distributed normally. The red line depicts the normal distribution that serves 
as the best fit. The mean crosslinking degree for the neat epoxy system is calculated to be 
56.02% and the standard deviation is 4.1%.  
The inclusion of CNT molecules in the polymer system is expected to interfere with 
the polymer curing process. This effect of CNT inclusion needs to be investigated because 
a polymer matrix with low crosslinking degree may not transfer loads effectively and 
therefore, could serve as a damage precursor. Hence, a total of 150 MD simulations are 
performed to determine the most likely crosslinking degree of the polymer in the presence 
of CNT molecules in the system. Figure 3.3 and Figure 3.4 illustrate the resulting 
probability distribution with the mean crosslinking degree value decreasing as the inclusion 
of CNTs by weight increases. For example, the most likely crosslinking degree is 31.16% 
at 5% CNT weight fraction, with a standard deviation of 2.73% and the mean crosslinking 
degree is 17.35% at 10% CNT weight fraction, with a standard deviation of 5.54%. 
 
 
Figure 3.2: Distribution of Most Likely Crosslinking Degree in Neat Epoxy 
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Figure 3.3: Distribution of Most Likely Crosslinking Degree in CNT-Epoxy System with 
5% CNT by Weight  
 
 
Figure 3.4: Distribution of Most Likely Crosslinking Degree in CNT-Epoxy System with 
10% CNT by Weight  
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3.3. Prediction of Mechanical Properties Based on MD Simulation 
Virtual deformation simulations are also performed on the CNT-dispersed, crosslinked 
polymer systems to obtain the tensile and shear moduli. The equilibrated RUCs (each 
containing about ~100,000 atoms) are deformed along the x, y, and z axes independently 
under the NPT ensemble (300 K and 0 atm) with a strain rate of 1010s-1. A Nose-Hoover 
thermostat and a Berendsen barostat are employed to control the pressure and temperature 
to set values. The raw stress-strain data contains huge fluctuations and noise arising from 
the thermal/molecular vibrations, and the thermostat trying to control the temperature. The 
raw stress data is then subject to a noise filter and the smooth data set is used to calculate 
relevant mechanical properties.  Based on the results, the Young’s modulus of the 
nanocomposite is calculated from the slope of the polymer stress-strain response in the 
linear elastic region. Triaxial deformation test simulations are conducted to determine the 
bulk modulus, K, based on Equation 3.1 by varying the hydrostatic pressure from 0 atm to 
5000 atm (Δp) at room temperature. The shear modulus, G, of the CNT-epoxy system is 
calculated using Equation 3.2 under the assumption of isotropy, which is valid because the 
mechanical response of the nanocomposite is found to be independent of the axis of 
deformation in a system with randomly oriented and well-dispersed CNTs. The variation 
of mechanical properties with change in crosslinking degree, as shown in Figure 3.5 (a), 
(b) and (c), appears to be linear. As the crosslinking degree increases, the matrix phase has 
higher stiffness and load carrying ability due to higher density of chemical bonds. 
𝐾 =
∆𝑝
∆𝑉/𝑉0
      (3.1) 
𝐺 =
3𝐾𝐸
9𝐾−𝐸
       (3.2) 
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 (c) 
 
Figure 3.5: Variation of Mechanical Properties with Crosslinking Degree in Neat 
Polymer (a) Tensile Modulus (b) Bulk Modulus (c) Shear Modulus 
 
The addition of CNT molecules to the epoxy system not only alters its mechanical 
response but also affects the probability of crosslink formation between the resin and the 
hardener. It is important to note that the orientation of a single CNT affects the load 
carrying capacity of the RUC in that direction; hence, a system with randomly distributed 
and oriented CNTs is generated to investigate the effect of the nanoinclusions by weight. 
Using these stochastic models, a larger range of CNT weight fractions are studied to 
understand their effect on elastic mechanical properties. The simulation methodology is 
the same as before; an equilibration under an NPT ensemble is performed prior to virtual 
deformation. The stress-strain data is subject to a noise filter, and properties are extracted 
from the smoothed data set. The variation of mechanical properties with changes in CNT 
weight fraction is shown in Figure 3.6. Multiple simulations with random initial 
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configurations pertaining to each CNT weight fraction are performed, and the 
corresponding variability in data is also presented in Figure 3.6 in the form of error bars.  
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 (c) 
Figure 3.6: Variation of Mechanical Properties with CNT Weight Fraction (a) Tensile 
Modulus (b) Bulk Modulus (c) Crosslinking Degree 
 
It can be inferred from Figure 3.6(a) that there is no significant improvement in the 
value of tensile modulus of the system at CNT weight fractions beyond 6%. An 
improvement in the bulk modulus is observed due to the inclusion of CNTs in the 
polymeric phase up to a weight fraction of 10%; beyond this weight percentage, the 
mechanical properties appear to degrade due to ineffective load transfer between molecules. 
The inclusion of CNTs also affects the formation of bonds between the resin and the 
hardener (see Figure 3.6(c)). At lower weight fractions, CNTs act as a barrier in space and 
reduce the probability of crosslinking. This is the region of interference, where the presence 
of CNTs interfere with the crosslink formation between the resin and the hardener. 
However, the gradient of reduction in crosslinking degree reduces with increase in weight 
fraction; at a CNT weight percentage of 15%, there is a rise in effective crosslink formation. 
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This is because the CNTs form a cluster at the center of the RUC due to their high 
intermolecular forces, and leave the remaining volume in the RUC available for the 
polymer to form bonds. This phenomenon of CNT clustering, however, leads to ineffective 
load transfer between molecules and a corresponding deterioration in mechanical 
properties. The formation of CNT clusters/agglomerates also creates other epoxy-rich 
regions in the unit cell, whose local stiffness is much lower; this mismatch in stiffness 
within the unit cell could act as a damage nucleation zone/ precursor to damage.  
The percolation threshold of a nanofiller in a host material corresponds to the minimum 
weight percentage of the nanofiller due to which the nanofiller forms a geometric 
interconnected network in the host material, generally resulting in increased electrical 
conductivity. For CNTs in an epoxy matrix, the percolation threshold varies from ~0.1 wt.% 
to about 6 wt.% depending on the aspect ratio of the CNT. The study of equilibration 
dynamics of CNTs in the cured epoxy network using MD simulations sheds light into the 
determination of percolation threshold. The CNTs used in this study are low aspect ratio, 
since the size of the unit cell limits the length of dispersed CNTs in the volume. From 
Figure 3.6(c), it is evident that beyond 5 wt.%, the CNTs start clustering due to extremely 
high intermolecular forces of attraction. Below 5 wt.% the CNTs are fairly well dispersed 
and mix in uniformly among the cured epoxy network. Therefore, from the equilibration 
dynamics and the output trajectory of the simulation, it can be inferred that ~5 wt.% is the 
percolation threshold for the CNTs used in this study (aspect ratio ~100). 
The results clearly illustrate the deviation of mechanical properties from conventional 
homogenization techniques that assume a linear relationship between weight fraction and 
tensile modulus. The traditional Mori-Tanaka approximation was performed to evaluate 
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the tensile modulus of the nanocomposite at various weight fractions, and the error between 
the MD results and the homogenized values was found to be 0.05% at 1% CNT weight 
fraction, 8.4% at 5% CNT weight fraction, and 43.5% at 10% CNT weight fraction. The 
high error margins reinforce the need for physics-based modeling approaches that capture 
fundamental physical and chemical interactions in the CNT-dispersed epoxy polymer 
3.4. Continuum Level Scaling and Validation  
This section demonstrates the implementation of MD-acquired data into a microscale 
continuum model in collaboration with Mr. Ashwin Rai1. It is well known that the direct 
validation of atomistic scale results through experiments is difficult. Therefore, the scaling 
of atomistic scale results to the continuum level allows for experimental validation, and 
easy comparison to reported values in literature.   
3.4.1. Microscale Continuum Model 
A three-dimensional (3D) stochastic microscale model is developed and implemented 
under periodic boundary conditions within an FE framework using the commercial package 
ABAQUS 6.9. The micromechanics model accounts for the stochasticity in fiber placement 
and fiber geometry as well as the randomness in material properties of the polymer matrix 
dispersed with CNTs. Parameters pertinent to fiber geometry and matrix mechanical 
properties are sampled from relevant probability distributions in order to construct the 
micromechanical model.  The uncertainty in the material properties of the fiber is assumed 
to follow a normal distribution based on standard tests and data presented in manufacturer 
                                                 
 
1 It should be noted that the continuum model presented in this work was constructed by Mr. Ashwin Rai. 
All the continuum simulations and post-processing of the results from the microscale model are credited to 
him 
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datasheets [100]. The material properties of the CNT-polymer matrix are obtained from the 
nanoscale MD simulations. The atomistic simulations provide a distribution of most likely 
material properties that serves as the input to the FE based micromechanics model. The 
effects of stochastic crosslinking degree and the corresponding changes in material 
properties due to the variation in crosslinking degree are also incorporated into the 
microscale model. Each unit cell in the microscale continuum model contains a single fiber 
embedded in an epoxy matrix section. A representative volume element (RVE) for the 
model is generated by organizing multiple unit cells in a 3D array. By adopting a stochastic 
approach to the estimation of matrix properties, the epoxy section in each unit cell of the 
RVE is characterized by unique material properties, thus taking into account the local 
variations in the crosslinking degree and the CNT weight fraction using the probability 
distributions obtained from the MD simulations. 
The fiber is modeled as a perfectly elastic orthotropic material with mechanical 
properties extracted from IM7 fiber datasheets [100]. The micromechanical model 
determines the effective material property of the microscale volume element by applying 
a small displacement load and calculates the effective resistance of the volume element to 
the applied displacement. The model also assumes perfect adhesion between the fiber and 
the matrix at the interface. The triply periodic RVE is constructed of several unit cells with 
randomly sampled matrix properties and fiber geometry. The microscale continuum model 
is validated with material data from available literature for a system containing IM7 fibers 
and the 8552-epoxy system [101]. Figure 3.7 shows the stress contours from an initial study 
performed on an RVE with 4×4×4 unit cells with perfectly ordered fiber geometry.  
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Figure 3.7: Stress Maps from Microscale Model with Perfectly Ordered Fiber 
Microstructure 
 
3.4.2. Characterization of Fiber Geometry Distribution 
The initial study in the above section utilizes a deterministic fiber volume fraction value 
of 0.6; therefore, stochasticity in fiber volume fraction and fiber geometry is introduced 
into the model based on results from confocal microscopy performed on an AS4/EPON 
832 laminate microstructure. The AS4/EPON 832 sample was manufactured using a hot 
press; hence, the consolidation of the fibers was high in the laminate. A four-ply [0/90/90/0] 
plate was prepared, and five samples were generated and polished for microscopy. Images 
were obtained perpendicular to the direction of the fibers in the composite under 20x, 50x 
and 100x magnification with fluorescence filters in the LSM 700 confocal microscope. 
Figure 3.8 shows a sample image obtained at 50x magnification. 
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Figure 3.8: Microscopy Image of Carbon Fiber Composite (50x Magnification) 
 
The images were post-processed to calculate the stochastic distribution of fiber 
diameter in the samples. This is performed with the help of a measure distance tool from 
the Zeiss image analysis suite. About 20-30 fiber diameters were measured in each image 
and tabulated. Similarly, five to ten images were obtained from each of the five polished 
microscopy samples. The volume fraction was also characterized by taking the fraction of 
area occupied by the opaque fiber phase to the fluorescent matrix phase using contrast 
difference in the image. Figure 3.9 (a) and (b) illustrate the stochastic distributions of fiber 
diameter and volume fraction in the composite. The characteristic parameters of the 
Gaussian distributions that define the uncertainty in fiber volume fraction and fiber 
diameter calculated from the microstructural study are tabulated in Table 3.1. The 
distributions of the stochastic parameters are found to be near-Gaussian in nature, and a 
KS test is performed to confirm and justify the normality of the distributions. The results 
 61 
from the variability characterization were used as input to the microscale continuum model 
to account for stochasticity in fiber radius and packing fraction. 
 
(a) 
 
 
(b) 
Figure 3.9: (a) Stochastic Distribution of Fiber Diameter; (b) Stochastic Distribution of 
Fiber Volume Fraction 
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Table 3.1: Parameters of the Gaussian Distributions for Stochastic Variables 
Property Mean σdev 
Fiber Volume Fraction 73.75% 4.67% 
Fiber Diameter 6.99 µm 0.3209 µm 
 
3.4.3. Continuum Level Validation  
The microscale continuum model in Section 3.4.1 is extended to include variability in 
fiber diameter and volume fraction. The sampling of variations using a Gaussian sampling 
scheme from the probability distribution functions (PDFs) enables every run to contain 
unique values pertaining to matrix material property and fiber geometry. This algorithm is 
implemented to generate multiple microscale RVEs to effectively capture microstructural 
variability in the composite material system. Studies are performed on microscale RVEs 
with sections of neat epoxy surrounding fibers of variable diameters and volume fraction 
and RVEs containing fibers embedded in CNT-dispersed polymer. In the case studies with 
CNT-dispersed polymer, the weight fraction of the CNT in each unit cell of the matrix 
phase is sampled around a specific mean value (1% or 3%). The homogenized material 
properties obtained from the FE simulations are compiled to generate Table 3.2. 
 
Table 3.2: Results from Stochastic Microscale Continuum Model 
Weight fraction 
CNT in matrix (%) 
Mean E1 
(GPa) 
σdev in E1 
(GPa) 
Mean E2 
(GPa) 
σdev in E2 
(GPa) 
0 183.4 11.483 11.73 0.5179 
1 184.8 11.511 12.95 0.3556 
3 185.3 10.783 14.31 0.3499 
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As expected, the inclusion of CNTs in the matrix phase does not cause a significant 
change in the expected value of the tensile modulus along the fiber direction. The average 
improvement in the tensile modulus of the nanocomposite along the fiber direction is 0.77% 
for 1% CNT weight fraction in the matrix, and 1.04% for 3% CNT weight fraction. This 
validates the hypothesis that the fibers carry most of the load elastically; however, there is 
a 10.4% increase in the average transverse modulus of the RVE with an addition of 1% 
CNT by weight, and a 22% increase in transverse modulus of the RVE with an addition of 
3% CNT by weight to the matrix phase. Along the transverse directions, the matrix tends 
to be the major load carrying constituent; hence, the addition of CNTs has a significant 
stiffening effect on the entire composite material system. Thus, the exercise of continuum 
level scaling of MD results provides a basis for the validity and reliability of the atomistic 
scale results.  The values of tensile and transverse moduli from the continuum model, 
incorporating the properties of the CNT-epoxy matrix from MD and the fiber properties 
from manufacturer data sheets, compares well with published literature.  
3.5. Summary 
Atomistic simulations were performed to study the behavior of CNT-dispersed epoxy 
polymer by characterizing the elastic response under tensile and triaxial loading conditions. 
Stochastic RUCs containing CNTs of random distribution and orientation were analyzed 
and the corresponding mechanical properties were calculated. Furthermore, the maximum 
load carrying capacity of the CNTs in the matrix was estimated using an ideal RUC with 
the CNT aligned along the loading direction. The effect of polymer crosslinking on the 
mechanical properties of neat epoxy, and the effects of CNT weight fraction on the 
conversion degree of the polymer and the mechanical properties of the nanocomposite were 
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quantified. The fiber-centered microscale model utilized published values of material 
properties for the fiber obtained from manufacturer datasheets whereas the distributions 
for fiber diameter and volume fraction were characterized through experimental 
microstructural studies. The elastic response and the stochastic distributions from the MD 
simulations were used as input to the matrix phase of the model at the microscale by 
implementing a standard data fit process. Samples were collected of the input parameters 
from the stochastic distributions and the corresponding local material property of the 
matrix was calculated from a curve fit of MD simulation data. Variational distributions in 
the fiber geometry and packing fraction were characterized from confocal microscopy 
results and included in the continuum model. Results indicate that the microscale model 
can effectively capture the elastic mechanical response of the nanocomposite system using 
accurate data from molecular level simulations without resorting to a simple 
homogenization approach. The information obtained from the physical and chemical 
phenomena occurring at the molecular level is transferred across length scales and the 
stochastic microscale model serves as an excellent bridging platform to understand the 
effects that the nanoparticles impart to the bulk properties of advanced nanocomposites at 
the structural scale. 
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4. MOLECULAR DYNAMICS BASED MULTISCALE DAMAGE INITIATION 
MODEL 
4.1. Introduction 
The high-fidelity modeling approach, described in the previous chapter successfully 
captured the near-equilibrium behavior of the nanocomposite molecular system with 
scalable periodic boundary conditions. However, although the linear elastic response of 
CNT- epoxy polymers has been extensively studied [88, 89, 102, 103], fundamental 
behavior at the molecular level causing inelastic response of the nanocomposite material is 
not yet well understood. Amorphous polymers at temperatures well below their glass 
transition temperature (T << Tg) exhibit brittle behavior whereas semi-crystalline polymers 
tend to exhibit ductile behavior prior to failure at temperatures that fall between melting 
and glass transition (Tm < T < Tg), thus, clearly demonstrating the different mechanisms 
of damage initiation in crystalline and amorphous materials. Fundamental research on the 
origin of polymer failure was conducted by Mott et al. who investigated the molecular 
mechanisms that cause plastic behavior in glassy polymers through atomistic models [104]. 
Extensive studies by Rottler and Robbins shed light on damage nucleation mechanisms 
such as the segmental motions in the polymer chain that causes plastic flow followed by 
fully developed plastic events in the molecular system and bond dissociation leading to 
craze formations [105, 106]. Brown provided a molecular interpretation to the failure of 
glassy polymers in the crazing regime. A simple crack tip stress amplification model was 
used to predict the fracture toughness of bulk, high molecular weight glassy polymer. An 
important conclusion of the study was that the toughness was found to vary as a square of 
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the breaking force of the polymer chain molecules [107]. A billion-atom study to simulate 
brittle material fracture was performed on a supercomputer with crack speeds exceeding 
the speed of sound. The interface of two face-centered cubic (FCC) crystals was the 
material of interest in the study, and an anharmonic tethered potential was used for the MD 
simulations. Under various loading modes, the initiation and time-dependent evolution of 
daughter cracks from the mother crack was captured through the molecular simulations 
and compared to continuum theories. The molecular mechanisms causing hyperelastic 
response in rubbery polymers at high strain rates were also better understood with these 
simulations [63].  A recent study by Lyulin et al. employed atomistic simulations to capture 
and compare the strain hardening and softening moduli among ductile polycarbonate and 
brittle polystyrene [108]. The authors studied segmental mobility and local dynamics to 
correlate the role of the polymer structure and intra/intermolecular interactions on the 
mechanical behavior of the material.  
Gersappe analyzed the molecular mechanisms by which nanosized filler particles 
reinforce polymer matrices and inferred that the increase in toughness due to the inclusion 
of the nanofiller arises from the equivalence of time scales of motion for the polymer chain 
and filler. The mobility of the nanofiller as a function of its size and strength of interactions 
with surrounding polymer was found to be key for the toughening mechanism. Furthermore, 
the role of the nanofiller was not limited to its ability to stiffen the material, rather its ability 
to dissipate energy even after failure has occurred [109]. Yashiro and co-workers used MD 
to study the nucleation of chain entanglements in long chain polymers under uniaxial 
tension by employing a united model [110]. The results attributed the strain hardening 
phenomenon to the extension and entanglement of molecular chains of different 
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orientations. However, bond dissociation occurring past the yield stress was not considered 
in both these studies and the effects of bond rotation and van der Waals interactions alone 
were addressed. Roy and co-workers investigated the nonlinear behavior of polymers 
through molecular simulations using the atomistic J-integral based on Hardy estimates of 
continuum stresses [111]. While a few approaches involving the use of the finitely 
extensible nonlinear elastic (FENE) force field [112] have captured fracture successfully, 
the strains at which failure is observed do not correlate with experimental results. 
To model strain softening and subsequent material degradation leading to damage at 
the microscale, several approaches have been explored to date. De Borst and Sluys 
computed the width of a finite plastic localization zone and the corresponding dissipation 
energy for an elasto-plastic, strain softening Cosserat continuum [113]. The study 
incorporated a von Mises plasticity model formulated within the framework of a Cosserat 
continuum. Sayers and Kachanov developed an approach to estimate the elastic stiffness 
tensor for an arbitrary orientation distribution of cracks at finite crack densities [114]. Their 
approach relied on a tensorial transformation of the effective elastic constants for isotropic 
orientation statistics through the use of a second-order crack density tensor. Recent studies 
have shown the successful implementation of a continuum damage mechanics (CDM) 
model within a simple multiscale framework for composite materials, especially to 
examine matrix failure [115, 116]. However, most of these studies use homogenization 
approximations, such as the Mori-Tanaka method, to estimate the effective degraded 
material properties at damage sites. The CDM approach has its roots in metal plasticity, 
but has been developed for many other applications, such as ceramic matrix composites in 
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a multiscale framework [116] and to describe microcrack distributions in the form of a 
fourth-order damage included fabric tensor [115].  
In this chapter, a novel computationally feasible approach for the simulation of 
molecular chain sliding and bond breakage in neat epoxy polymer is presented. 
Furthermore, this approach, which serves as an alternative to expensive zero temperature 
simulations [117], is extended to investigate CNT-dispersed epoxy systems, and the 
nanoscale results are integrated with a comprehensive micromechanics based matrix failure 
model. A hybrid force field MD simulation methodology is adopted to form crosslink 
bonds between the resin and the hardener molecules in the presence of CNTs, and to 
simulate damage initiation. The effect of thermal vibration of bonds on the strain applied 
at the nanoscale is investigated, following which the bond vibration frequency of a few 
individual bonds is calculated from the simulations. The correlation between temperature 
and strain rate of the simulation, and the corresponding variations in potential energy 
observed in the epoxy polymer system during post-yield deformation are also addressed. 
Zero temperature simulations based on the quasi-continuum approach are used to estimate 
the long-term spatial and temporal average of the atomic virial stresses, which eventually 
converges to the value of the continuum Cauchy stress [98]. However, zero temperature 
simulations are computationally intensive and time consuming. An approach whereby a 
combination of high strain rate and low temperature MD simulations are performed to 
extract bond dissociation energy is adopted in order to better understand damage initiation 
[117]. The dissipated energy due to bond breakage calculated at the atomistic level is used 
to develop a material parameter that defines damage at the continuum level. A constitutive 
law for thermoset polymers based on the framework of CDM with the damage evolution 
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equation is developed from the results of elastoplastic MD simulations. This procedure 
allows damage mechanisms to be physically described from the fundamental damage 
simulations of CNTs in a polymer matrix. The constitutive equations are derived from the 
thermodynamic framework proposed by Coleman and Gurtin [118] and the classical CDM 
methodology as described by Lemaitre [119]. Additionally, hardening equations are based 
on polymer physics and special consideration for volumetric damage, and stress 
triaxialities is applied. The atomistically-derived material parameter describes the degree 
of damage in various sections of the epoxy polymer in the form of a new constituent with 
degraded material properties; hence, this continuum approach simulates damage in an 
explicit manner at the microscale. This framework integrating a computationally efficient 
numerical approximation to a physics-based damage initiation phenomenon and a 
simplistic continuum damage mechanics model demonstrates the scalability of results from 
atomistic simulations and provides valuable insights into damage precursor and 
performance of polymeric nanocomposites. 
4.2. Choice of Bond Order-Based Force Field 
The molecular model in the study consists of randomly dispersed CNTs among the 
resin and hardener molecules (230 molecular chains of DGEBF and 192 chains of DETA 
– determined based on the mixing ratio prescribed by epoxy manufacturer), and 
subsequently, the epoxy is cured in the presence of the CNTs. Figure 4.1 shows a cured 
epoxy system containing randomly dispersed CNTs (3 wt.% CNT). Although the CNTs in 
the molecular simulation are not functionalized and chemically bonded to the surrounding 
polymer, the van der Waals forces between the CNTs and the epoxy are fully considered. 
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It is well known that classical force fields are not capable of capturing behavior 
occurring farther from equilibrium bond length leading to plasticity. Classical force fields 
assume a quadratic form that leads to an increase in bond energy with elongation of bonds, 
which is not physically meaningful. Bond order based force fields, on the other hand, 
assume a critical bond length beyond which the energy curve flattens out, indicating the 
dissociation of the bond, as illustrated in Figure 4.2. 
 
 
Figure 4.1 CPK Representation of a Simulation Cell with Cured Epoxy Polymer with 
Randomly Dispersed CNTs 
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Figure 4.2:  Comparison Between Classical and Bond Order-Based Force Fields 
 
The covalent bonds elongate during deformation and transfer the external forces from 
one molecule to another in the CNT and the matrix. Therefore, quantifying the effective local 
force in the deformed thermoset matrix helps in identifying covalent bond breakage, which 
manifests as brittle behavior of the material system at continuum scales. In this research, 
classical force fields are employed to simulate epoxy curing whereas a bond order based 
potential is introduced to capture bond elongation and subsequent dissociation of covalent 
bonds. Bond order based potentials use an enormous amount of time to perform 
curing/bond formation and bond order update on a bulk polymer system. The cured and 
equilibrated thermoset bulk polymer system obtained with classical MMFF and OPLS has 
accurate configuration; this has been validated by comparing the Tg estimated by classical 
MD for the thermoset with experiments, as described in Chapter 3. The numerical 
instability and bad dynamics issues that arise from integrating and switching between 
potentials are well documented. Therefore, after the final cured configuration is obtained 
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from the classical MD simulations, the unit cell is thoroughly equilibrated for 10 ns with 
the bond order based potential to ensure a consistent molecular configuration and avoid 
unstable dynamics. The potential energy contributions from pair interactions do not vary 
between classical and reactive potentials because they both use similar formulations to 
calculate the energy from van der Waals interactions. Therefore, the pair energy difference 
of the same system at the beginning and at the end of equilibration was calculated using 
classical and reactive force fields, and were matched to a tolerance of 1×10-2 kCal/mol. 
Several bond order-based potentials have been developed for various material systems: 
FENE, Embedded Atom Method (EAM) for crystallographic materials like metals, Tersoff 
potential and Reactive Empirical Bond Order (REBO) for graphene based materials. 
However, due to the complexity of polymer structure, these bond order-based potentials 
are not well suited to capture deformation and bond scission in epoxy thermosets. Recently, 
van Duin and coworkers [120] developed a reactive force field (ReaxFF) for organic 
hydrocarbons. This force field has shown tremendous success in simulating organic 
reactions, thermal decomposition of polymers, oxidation of high temperature hydrocarbons, 
[121-124] and models involving CNTs. ReaxFF has also been used to study crazing and 
chain sliding in glassy polymers (ductile materials). However, the mechanism of failure 
resulting from bond elongation and subsequent bond dissociation in amorphous epoxy 
polymer (brittle materials) is very different, and has not been explored appropriately. The 
configuration of ReaxFF potential is very similar to the empirical force field. The total 
energy in ReaxFF is calculated based on Equation 4.1, where Eover, Eunder, Epen, and Econj 
potentials are added not as a topology-based potential but as correction factors for 
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exceptional cases related to a specific atom type. Eval is equivalent to angle potential and 
Etorsion is equivalent to dihedral and improper potentials. 
All the potential energy consists of a bond-order term described in Equation 4.2, 
where pbo,1~ pbo,6 are bond-order parameters obtained from optimization process, which is 
finding parameters to minimize the error between ReaxFF and DFT. The terms 
𝑟𝑜
𝜎, 𝑟𝑜
𝜋, 𝑎𝑛𝑑 𝑟𝑜
𝜋𝜋 are at the cut-off distance for different bond formation (single, double or 
triple bonds) and 𝑟𝑖𝑗 is the current bond length.  
Identifying optimal parameters for the bond order based potential that can accurately 
characterize the post-elastic response of a material system requires a significant amount of 
computational effort with DFT based on the theories of quantum chemistry. Such DFT-
based calculations have been performed for generic hydrocarbons and crystalline graphene 
systems; as a result, several bond order based potential parameter sets exist for organic 
systems and hydrocarbons [120, 125-128]. In this work, the most appropriate bond order 
based potential for the CNT-dispersed polymer system under consideration is determined 
by a bond elongation test of a specific C-H bond in a CNT with end-Hydrogen atoms. This 
is followed by estimation of the corresponding BDE from MD simulations. The BDE 
𝐸 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑜𝑣𝑒𝑟 + 𝐸𝑢𝑛𝑑𝑒𝑟 + 𝐸𝑣𝑎𝑙 + 𝐸𝑝𝑒𝑛 + 𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛 + 𝐸𝑐𝑜𝑛𝑗
 
                + 𝐸𝑣𝑑𝑊  +  𝐸𝑐𝑜𝑢𝑙𝑜𝑚𝑏.
   
(4.1) 
𝐵𝑂𝑖𝑗 = 𝑒𝑥𝑝 [𝑝𝑏𝑜,1 (
𝑟𝑖𝑗
𝑟0
𝜎)
𝑝𝑏𝑜,2
] + 𝑒𝑥𝑝 [𝑝𝑏𝑜,3 (
𝑟𝑖𝑗
𝑟0
𝜋)
𝑝𝑏𝑜,4
]
+ 𝑒𝑥𝑝 [𝑝𝑏𝑜,5 (
𝑟𝑖𝑗
𝑟0
𝜋𝜋)
𝑝𝑏𝑜,6
] , 
(4.2) 
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calculated from MD simulations using different potentials is compared to the bond strength 
of the C-H bond in CNTs reported in literature. The bond strength of the C-H bond in CNTs 
was calculated using DFT to be −2.39 eV (equivalent to −55.11 kcal/mol) as reported in 
literature [129]. The bond dissociation energy calculated through MD simulations 
employing different bond order based potential parameter sets is tabulated in Table 4.1. 
Based on the values in Table 4.1, the force field parameter set reported by Singh and co- 
workers shows the best correlation with DFT results and will be employed in all the 
deformation simulations in this study. 
 
Table 4.1: Comparison of Bond Dissociation Energy 
 
Bond order-based potential BDE (kcal/mol) 
Chenoweth et al. -86.45 
Weismiller et al.  -89.66 
Singh et al. -57.04 
Mattsson et al.  -145.22 
 
4.3. Thermal Vibration of Bonds 
The application of temperature to a molecular system excites the system and causes the 
atoms to vibrate about their mean positions. The increase in temperature leads to an 
increase in the amplitude of molecular vibrations.  In polymers, thermal degradation occurs 
when the energy of vibration exceeds the primary bonding between atoms, while the 
transitional phenomena associated with glass transition are related to rotation and vibration 
of molecular chains [130]. The frequency of vibration of a bond is directly proportional to 
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its strength. For e.g., a C-C bond has a lower bond vibration frequency than a C-H bond. 
The higher the bond vibration frequency, the higher the energy required for breaking the 
bond. The deformation of a simulation volume by an external force causes remapping of 
atoms and subsequent bond extension/contraction based on the local force experienced by 
the atoms; however, it has been demonstrated in previous work that the bond length 
variation is re-equilibrated between timesteps due to thermal vibration [117]. This re-
equilibration of bond lengths is attributed to the frequency of bond vibrations being much 
higher than the rate at which the strain is experienced by the simulation volume. Therefore, 
in order to efficiently simulate bond elongation and dissociation between atoms, the effect 
of thermal vibration needs to be decoupled from the mechanical strain imparted to the 
simulation volume. It is important to note that the strain in the simulation volume is not 
equal to the macroscopic strain observed during a deformation test. 
The bond vibration frequencies of several bonds in the constituent material system is 
investigated first. In order to calculate the bond vibration frequency, the molecular system 
is equilibrated in an NPT ensemble for 100 ps at 300 K and 1 atm. The bond length 
fluctuation for several bonds about their equilibrium bond length value is plotted with time, 
and the data is mapped to the frequency domain using fast Fourier transform (FFT). In the 
frequency domain, the peak value corresponds to the primary vibrational frequency of the 
specific bond. Since the molecular system is at a near- equilibrium state throughout the 
equilibration, MD simulations with a classical force field can be used to extract the bond 
vibration frequency. The bond stretching vibration frequency calculated for a carbon-
carbon double bond (C=C) using FFT is shown in Figure 4.3. 
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Figure 4.3: Bond Stretching Vibration Frequency for C=C Bond in Ethane 
 
The C=C bond vibration frequency in ethene calculated from the aforementioned 
technique is 51.56 THz. This technique to calculate the bond stretching vibration frequency 
from bond length variation during equilibration is validated by comparing the frequency 
value to spectroscopy data published in the literature. Based on the results from 
spectroscopy, the C=C bond frequency in ethane was found to be about 49.2 – 51 THz 
[131]. The bond stretching vibration frequency analysis is further extended to specific 
bonds in the CNT-epoxy system and the results are summarized in Table 4.2. The 
calculation of bond stretching vibration frequency provides better insight into thermally 
induced vibration in the system. In the following sections, the values of bond vibration 
frequency will be used as a guideline to develop a computationally efficient numerical 
framework to simulate bond breakage in the CNT-polymer system. 
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Table 4.2: Bond Stretching Vibrational Frequency at 300 K for Various Bonds in the Unit 
Cell 
Bond type Bond vibrational frequency (THz) 
C=C (sp2, CNT) 21.48 
C-H (sp3, CNT) 63.48 
C-C (benzene ring, resin); data 
from [117] 
33.45 
C-O (resin); data from [117] 
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4.4. Fracture at the Atomic Scale 
The importance of atomic scale effects on microscopic fracture has been well 
recognized over the past few decades, yet the focus of most reported research has been 
limited to the understanding of atomic scale fracture in crystalline lattice-based material 
systems such as metals [132], and graphene [133]. Karger-Kocsis provided an analytical 
formulation to study the influence of fundamental molecular variables on the essential 
work to fracture in amorphous polymers; however, the essential work to fracture was not 
quantified using a discrete molecular model [134]. In order to relate discrete atomic level 
parameters to a continuum phenomenon such as fracture, approaches that assume an 
embedded atomistic crack tip in a bulk continuum material have been widely adopted. The 
deformation of crystalline materials is founded on the Cauchy-Born approximation, a 
hypothesis that relates the movement of atoms in the crystal lattice to the overall 
deformation in a bulk solid. The atomistic deformation of the lattice follows the same trend 
as continuum deformation due to fixed equilibrium distances between atoms. This method 
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serves as a mapping technique for strain from the continuum mechanics framework to the 
discrete atomic framework. This assumption, however, is not appropriate for amorphous 
material systems, and the displacement of atoms does not follow the overall deformation 
in the bulk solid. The molecular chains in amorphous materials are not arranged in an 
ordered fashion, the deformation of the unit cell does not cause a proportional stretching 
of the chains. Instead, the local force experienced by atom clusters dictates the motion and 
displacement of individual atoms and molecules in amorphous solids. 
4.4.1. Zero-temperature MD Simulations 
The quasi-continuum (QC) approach is widely accepted to study material failure and 
can be compared to quasi-static experiments. In the LAMMPS framework, the zero-
temperature simulation algorithm based on the quasi-continuum concepts presented by 
Tadmor et al. simulates quasi-static loading discarding temperature effects and uses energy 
minimization to find ground-state configurations at each strain step [135]. The simulation 
volume is deformed using the ‘change_box’ command; the coordinates of atoms in the 
volume are remapped from a previously defined unit cell volume shape/size to a new one 
using an affine transformation [136, 137]. The method can also simulate an absolute zero 
temperature condition in the atomic system thereby discarding all the effects of thermal 
vibration of bonds. Thus, the zero-temperature simulation approach is appropriate for 
investigating bond elongation and bond breakage due to pure mechanical loading. However, 
the energy minimization associated with each strain step makes the method 
computationally intensive and time-consuming. A CNT-epoxy unit cell with 25,700 atoms 
is constructed and the zero-temperature method is applied to the unit cell for 10000 tensile 
strain steps. A computing node with Intel(R) Xeon(R) CPU E5-2640 v2 @ 2.00GHz 
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processors using eight CPU cores was used to perform this simulation, which lasted a total 
wall clock time of over 100 hours. Therefore, the prohibitively large computational time 
associated with zero temperature MD simulations warrants the use of a numerical 
framework that can simulate fracture in amorphous solids in a reliable and computationally 
efficient manner. 
4.4.2. Ultra-high Strain Rate Approach to Capture Bond Dissociation 
The addition of heat increases the amplitude of vibration of atoms and the kinetic 
energy also causes the atomic bonds to stretch and relax about their equilibrium lengths. 
Table 4.3 shows the reduction in bond vibration frequency obtained from MD simulations 
performed on the unit cell at near-zero temperature. In order to mitigate the influence of 
bond vibration on bond elongation in amorphous materials, and to provide an alternative 
to the computationally intensive zero temperature simulation method, two approaches are 
explored in this chapter. The first approach implements MD simulation with hybrid force 
fields (empirical force field for equilibration and curing, and bond order based force field 
for deformation and bond breakage) at near-zero temperatures. The second approach uses 
MD simulation to perform deformation tests at extremely high strain rates. These strain 
rates are higher than the average bond vibration frequency; hence, the application of 
successive strain steps occurs faster than bond vibrations, and thus, thermal effects cannot 
re-equilibrate the lengths of bonds in the system. 
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Table 4.3: Comparison of Bond Vibration Frequencies at Different Temperatures 
Bond type Bond vibration frequency (THz) 
300 K ~1 K 
C-C (benzene ring, resin) 33.45 0.8 
C-O (resin) 38 0.7 
 
A tensile deformation simulation is performed on a unit cell with 3% CNT by weight 
(total 26,000 atoms) imposed with periodic boundary conditions. The CNTs are randomly 
dispersed among the resin and hardener molecules with no covalent bonding. The CNTs 
are short (~100 nm in length) and have a diameter of ~10 nm; they are open ended, and the 
end carbon atoms are hydrogenated to ensure thermal stability. An absolute zero 
temperature condition leads to zero kinetic energy, and the atoms in the system cannot 
move; therefore, MD simulations are not possible at zero temperature. The deformation 
test to capture bond breakage in this study is a non-equilibrium MD simulation (NEMD) 
method. Adequate equilibration is performed on the system prior to deformation. 
Intermediate equilibration states are not obtained during or subsequent to strain application. 
Equilibration plays an important role in the spatial conformation study of the molecular 
system. However, virtual deformation tests in MD simulations to extract mechanical 
properties are always based on NEMD approaches. Here, subsequent to the equilibration 
of the system for 100 ps, with a timestep of 1 fs, in an NPT ensemble at 1 atm pressure and 
near-zero temperature (~ 1K, controlled by a Nose-Hoover thermostat), a tensile 
deformation is performed until 100% strain and the corresponding temperature value and 
variation in potential energy resulting from elongation, distortion, and dissociation of 
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bonds is calculated at each strain step. Figure 4.4 illustrates the variation in potential energy 
during the tensile deformation simulation performed at different strain rates ranging from 
1×10
9 
s
-1 
to 1×10
12 
s
-1
. 
 
 
Figure 4.4: Potential Energy Variation during Tensile Deformation at Different Strain 
Rates 
 
The temperature at the end of the equilibration stage is calculated to be 1.86 K, 
following which the tensile deformation is applied on the simulation volume at different 
strain rates. For higher strain rate cases, the fluctuation of temperature during the 
application of strain is higher. This high fluctuation is because the magnitude of applied 
perturbation (strain, in this case) from the equilibrium state is larger for high strain rate 
simulations. Thus, low strain rate simulations with a lower magnitude of perturbation, and 
a longer run time maintain a value of temperature close to the target temperature, whereas 
high strain rate cases are only able to achieve a stable temperature of 5.89 K. Typically, an 
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increase in temperature is expected to raise the kinetic energy of the system; however, the 
kinetic energy induced in the system could lead to multiple modes of vibration such as 
bond stretching, bond angle bending, and bond dihedral and bond improper torsion. These 
geometric changes could increase the potential energy of the system, although this change 
may not be as significant as the change in kinetic energy. 
In order to quantify the effect of temperature on potential energy variations caused by 
geometric distortions, MD simulations were performed with equilibration at two different 
temperatures – 1 K and 300 K. The tensile deformations were applied at multiple strain 
rates at these two temperatures. Figure 4.5 (a) – (d) show the variation of potential energy 
with strain at different strain rates ranging from 1×1011 s-1 to 1×1014 s-1. 
       
 
(a)                                                               (b) 
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(c)                                                                      (d) 
Figure 4.5: Effect of Temperature on Potential Energy at Strain Rate: (a) 1×1011 s-1;           
(b) 1×1012 s-1; (c) 1×1013 s-1; (d) 1×1014 s-1 
 
The plots illustrate that the systems that were equilibrated at a higher temperature 
possess higher potential energy during the initial steps of the tensile test although the 
simulation volume was constructed with the same initial configuration of molecules. This 
phenomenon is seen to be true at all strain rates that were applied. The variation in potential 
energy due to increase in the average temperature of the molecular system confirms the 
hypothesis that temperature indirectly contributes to an increase in potential energy by 
causing geometric bond distortions as a result of atomic vibrations. The trends observed 
from Figure 4.5 (a) – (d) are the result of two distinct phenomena causing variation in 
potential energy: (i) the increase in temperature (by adding kinetic energy) causes 
geometric distortions in the molecular system due to more vibration and indirectly leads to 
an increase in potential energy, and (ii) the addition of strain to the simulation volume leads 
to bond length variations and a corresponding change in potential energy. 
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In Figure 4.5 (a) to (b), the applied strain rate is lower than the vibrational frequency 
of bonds at ~1 K and 300 K; therefore, the applied strain does not result in potential energy 
changes because the bonds get re-equilibrated, i.e., the effect of (i) is more significant than 
that of (ii). At higher strain rates (~1013 s-1), as shown in Figure 4.5 (c) and (d), the effect 
of average temperature of the molecular system is mitigated because the applied strain rate 
is higher than the bond vibrational frequencies in the ~1 K and the 300 K simulations. If 
the strain rate of the deformation is higher than the bond stretching vibration, re-
equilibration of stretched bonds does not occur. The applied strain on the unit cell translates 
to the elongation of the atomic bonds and the effects of (ii) is more dominant than that of 
(i).  Figure 4.5 (d) illustrates the convergence of the potential energy values of the two 
CNT-epoxy systems despite their average temperature being different, indicating that the 
increase in potential energy with strain is invariant to temperature. The thermostat becomes 
ineffective because the thermal vibrations are decoupled from the mechanical deformation. 
For e.g., the raw stress-strain data from simulations at ~1K at two different strain rates – 
1011 s-1 and 1014 s-1 of a system with 3% CNT wt. are presented in Figure 4.6. The noise in 
the 1011 s-1 simulation arises from thermal vibrations. Also, note that the stress-strain curve 
does not drop with increase in strain; this forms the basis of the initial hypothesis that bond 
breakage does not occur at this strain rate. Although the chosen ReaxFF potential is 
appropriate, bond breakage is not observed because thermal fluctuations tend to re-
equilibrate the bond lengths; thus, the strain imposed on the simulation volume is not 
imparted to the bonds at strain rate of 1011 s-1. However, the raw data from the 1014 s-1 
simulations is smooth indicating that the thermal effects have been decoupled, and what is 
observed is a quasi-continuum-equivalent deformation of the molecular system. This ultra-
 85 
high strain rate required to decouple thermal effects varies from one material system to 
another and needs to be independently found for each material system. Simulations to 
model bond dissociation in amorphous polymers with dispersed CNTs can now be 
performed even at finite temperatures without a computationally intensive zero 
temperature simulation method. 
 
 
Figure 4.6: Raw Stress-Strain Data from MD Simulations at 1011 s-1 and 1014 s-1 of the 
Same Molecular System   
 
Snapshots from the tensile deformation tests causing bond dissociation in molecular 
clusters at different strains are shown in Figure 4.7. The stresses in the MD simulations are 
obtained from the spatial and temporal averaging of virial stresses, and the deformation is 
imposed with a boundary strain method. The stress-strain response of the CNT-epoxy 
system with various CNT weight fractions from the virtual deformation test at 1014 s-1 strain 
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rate is plotted in Figure 4.8. During deformation, the covalent bonds elongate from their 
equilibrium lengths – this corresponds to the linear elastic portion of the stress-strain curve. 
The yield point is immediately followed by softening due to stretching of molecular 
clusters and dissociation of the weaker covalent bonds. The first dip in the stress-strain 
curve corresponds to bond breakages initiating in clusters of low polymer crosslinking. 
Subsequently, the polymer chains become taut and molecular chain sliding initiates, 
resulting in the second hardening phase observed in the stress-strain curve. The final stress 
drop indicates successive bond dissociation of polymer chains followed by CNT bonds in 
the molecular system resulting in complete material failure. The average stress-strain curve 
appears to be consistent and follows the same trend despite the variation in the quantity of 
CNT inclusion.  
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Figure 4.7: Snapshots of Tensile Deformation at 1014 s-1 Strain Rate; Highlights Indicate 
Bond Dissociation of Molecular Clusters: (a) 0% Strain
 
(b) 10% Strain
   
(c) 50% Strain 
 
(d) 100% Strain 
 
Figure 4.8: Stress-Strain Response from Tensile Test at 1014 s-1 Strain Rate 
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Since chain sliding and bond dissociation are the fundamental origins of material 
fracture, it is possible to relate the variation of bond energy in molecular systems under 
deformation to damage precursors at the higher length scales. Bond energy increases due 
to bond elongation and decreases suddenly due to dissociation of the covalent bond. The 
variation of bond energy between the undeformed, unbound state of the molecular system 
and at each timestep of the deformation test is used to quantify the bond dissociation energy 
(BDE). The value of bond energy is recorded before the deformation simulation initiates; 
furthermore, as deformation occurs the bond energy lost (converted to pair energy) due to 
bond scission events is calculated and defined as BDE. Since the bond strength of each 
bond is known a priori, the number of bond scission events and their individual 
contribution to BDE per volume is defined as the bond dissociation energy density. Figure 
4.9 (a) – (d) illustrate the variation of BDE density with CNT weight fraction in the polymer 
matrix, for different strains, during the deformation test. The plots are generated from six 
MD simulations with the same CNT weight fraction but with random initial molecular 
configurations; the variance in results is included as error bars in the plot. It is interesting 
to note that the spread in data is large at high strains (for Figure 4.9 (a) – (d)); this could be 
due to material failure causing unstable dynamics in the simulations.  
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(a)       (b)  
 
    
(c)       (d) 
Figure 4.9: Variation of BDE Density with CNT Weight Fraction and Strain (a) 2% CNT 
wt.; (b) 3% CNT wt.; (c) 4% CNT wt.; (d) 5% CNT wt.  
 
The BDE density is now used as a critical parameter in the microscale CDM model to 
define a damage index to understand matrix damage and failure. A brief description of the 
coupling and scaling of MD-acquired results to a basic CDM framework is presented in 
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the following section for the purpose of demonstration and validation, in collaboration with 
Mr. Ashwin Rai2. 
4.5. Atomistically Informed Continuum Damage Model  
A simple CDM formulation is used to demonstrate the bridging mechanism. The 
material parameter for damage defined from molecular bond breakage events transforms 
the damaged material in the continuum simulation to a new constituent with altered 
material properties. The multiscale CDM approach also makes computation in an FEA 
framework convenient as the need to develop exclusive damage elements, such as in 
extended FEM (XFEM), is averted.  
From the BDE density quantified at the molecular level, a nonlinear curve fitting 
method is adopted to obtain a mathematical relationship between BDE density, CNT 
weight fraction in the epoxy matrix, and applied strain as described in Equation 4.1, where 
B is the BDE density calculated from MD simulations, ρ is the weight fraction of CNT, and 
𝜖 is the strain. 
𝐵(𝜖, 𝜌) = (𝑝𝜌3 + 𝑞𝜌2 + 𝑟𝜌 + 𝑠)𝜖3 + (𝑒𝜌3 + 𝑓𝜌2 + 𝑔𝜌 + ℎ)𝜖2
+ (𝑖𝜌3 + 𝑗𝜌2 + 𝑘𝜌 + 𝑙)𝜖 
(4.1) 
A damage parameter d is formulated to define and quantify material degradation as follows. 
𝑑 =
𝐵(𝜖,𝜌)−𝐵𝑖𝑝
𝐵𝑐−𝐵𝑖𝑝
           (4.2) 
                                                 
 
2 It should be noted that the continuum damage model (CDM) was constructed by Mr. Ashwin Rai. The 
results from the CDM model are credited to him.  
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Bc, in Equation 4.2, represents the critical value of BDE density at which the material loses 
load carrying capacity; in this work, Bc is the point where the tangent to the curve, made 
by B with respect to the variation of strain (𝜕𝐵(𝜌, 𝜖)/𝜕𝜖) is zero. Bip denotes the BDE 
density corresponding to the onset of damage in the material. It is estimated as the BDE 
density at the elastic limit of the material from the MD simulation stress-strain curves. 
𝐵𝑖𝑝 = 𝐵(𝜖
|
𝜕2𝜎
𝜕𝜖2
|>0
𝑖 , 𝜌)         (4.3) 
The BDE density required to initiate brittle response is the critical value at which the 
second differential of the stress-strain curve exceeds zero ( 𝜕2𝜎/𝜕𝜖2 > 0 ).  At the 
continuum level, a damage tensor is introduced, which can be simplistically defined along 
the principal directions for the special case where the loading direction is consistently 
parallel along the principal directions; the damage parameter defined along each principal 
direction is calculated as a function of the weight fraction of CNT and the principal strain 
along the direction at the current timestep. Although each damage parameter is a function 
of the strain in that direction, the damage function that each damage parameter follows is 
the same. It should also be noted that the pristine polymer and the polymer nanocomposite 
systems are isotropic at the continuum level. Hence, the material constitutive matrix can 
be easily calculated using two material constants calculated from MD simulations; however, 
directional damage in the polymer nanocomposite may lead to a non-isotropic system. For 
example, a uniaxial load produces a 3D strain state due to Poisson's effect, three damage 
parameters evolve, one for each principal direction as a function of the strain along that 
direction. A biaxial load will act as a superposition of uniaxial loading states and the 
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damage evolution will also be a superposition of uniaxial cases with corresponding 
Poisson’s coupling effects.  
The principle of strain equivalence, as shown in [115] and [116], is used to formulate 
the degraded elastic material properties as a function of the damage parameters. 𝐸?̅? and 𝜈?̅? 
are the degraded material properties, whereas 𝐸𝑝  and 𝜈𝑝  represent the pristine material 
properties of the CNT-dispersed epoxy system. The softened material properties are further 
employed to formulate the kinematics and update the material constitutive equations 
(Equations 4.4 and 4.5). 
?̅?𝑖 = 𝐸𝑝(1 − 𝑑𝑖)     (4.4) 
?̅? = 𝜈𝑝 [1 + 𝑑𝑖 (
0.5
𝜈𝑝
− 1)]                (4.5) 
The CDM equations are integrated into the stochastic continuum model presented in 
Section 3.4.1 to evaluate the damage and subsequent failure of the microscale RVE under 
uniaxial tensile loading. A 3D RVE containing 1000 epoxy matrix cells (10×10×10 unit 
cells) accounting for the uncertainty in CNT weight fraction in the epoxy matrix is 
generated. Due to the random sampling process explained in Section 3.4.3, no two unit 
cells will likely have the same CNT weight fraction and polymer crosslinking degree. The 
normalized damage parameter for each epoxy section varies between 0 (pristine) to 1 (fully 
damaged). Figure 4.10 (a) and (b) show the damage parameters and the stress-strain curve 
calculated for an RVE when the stochastic microscale model with the CDM formulation is 
implemented with a mean CNT weight fraction of 2%, 3%, and 4%. Nonlinear behavior is 
exhibited at low strains; the damage parameter increases steeply until a critical strain of 
10%-15% is reached, followed by a flattening trend.  
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(a) 
 
 
(b) 
Figure 4.10: (a) Damage Parameter Values (b) Stress-Strain Curves for Microscale RVE 
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It is important to note that in general epoxy polymers fail at much lower strains during 
experiments. The hypothesis is that this strain discrepancy could be due to presence of 
voids and other local variations which are not included in this analysis. The following 
section presents the experimental characterization of void distribution in the epoxy polymer 
through confocal microscopy to improve the fidelity of the existing stochastic continuum 
model. The important conclusions from the CDM results are: (i) the increase in CNT 
weight fraction improves the elastic and inelastic properties of the CNT-dispersed matrix, 
as seen from the stress-strain curves; (ii) however, the critical strain for damage rate 
increase remains unchanged. Thus, it is reasonable to conclude that the initiation of damage 
is more closely attributed to the matrix properties than the inclusion of CNTs. 
4.5.1. Void Characterization 
Microscopy images, as shown in Figure 3.8, revealed the presence of several resin rich 
regions in the composite. It is well known that resin rich regions also contain a large portion 
of voids and several studies in literature have attributed the mismatch of results between 
experiment and micromechanics/FE predictions to the presence of voids not being 
accounted for. Therefore, it is important to address and incorporate void content and 
distribution in the FE model in addition to the results from atomistic simulations to obtain 
accurate predictions of the mechanical response. Neat polymer samples were created and 
allowed to cure under room temperature to characterize the distribution and size of 
naturally occurring voids to be integrated into the microscale continuum model. The cured 
samples were polished using a Struers LaboPol 5 polisher with up to 1µm gratings. Figure 
4.11 shows the voids present in a neat epoxy matrix sample captured with transmission 
microscopy in a Zeiss LSM 700 confocal microscope. Figure 4.12 shows the distribution 
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of void size (area) in the samples characterized. The mean void fraction in the samples was 
about 12.3% in neat epoxy. It is important to note that a similar void characterization is 
difficult to perform on a CNT-epoxy mixture because of its opacity. Therefore, a 
reasonable assumption was made that the void distribution and void volume fraction 
characterized from a neat epoxy sample can be also used for the CNT-epoxy matrix. The 
integration of void geometry characterization and distribution into an atomistically driven 
high-fidelity damage framework showed good correlation with experiments and several 
other numerical damage models such as the Lemaitre CDM model and the Gurson-
Tvergaard-Needleman (GTN) damage model [138]. The comparison of the MD-integrated 
CDM model correlated accurately with physical evidence that damage evolution initiates 
at a slow rate, but gets accelerated as cracks coalesce and slows down subsequently as the 
damaged state saturate. 
 
 
Figure 4.11: Imaging of Voids in Neat Epoxy with Transmission Microscopy 
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Figure 4.12: Distribution of Void Areas in Neat Epoxy 
 
4.6. Summary 
A numerical methodology was developed to simulate bond breakage and damage 
initiation in amorphous polymeric systems with dispersed CNTs. The study primarily 
addressed the effects of temperature-induced bond vibrations on the molecular system 
during deformation simulations. It was evident that bond vibrations led to relaxation of 
bonds and reduced the probability of bond dissociation during tensile simulations. An 
alternative technique to the zero-temperature simulation method, previously developed by 
the author, that enables the study of bond dissociation by decoupling the effects of 
temperature and strain was extended to characterize damage in CNT-epoxy systems. It is 
important to reiterate that this method is not focused on capturing the high strain-rate 
response of the CNT-dispersed polymer; this study only uses the ultra-high strain rate 
method as a computational alternative to simulate quasi-continuum response. Much like 
zero temperature simulations that are unphysical, and how the widely-used quasi-
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continuum method provides an alternative to study behavior of materials free from any 
thermal effects. The MD simulations at near-zero temperatures revealed that temperature 
also causes an indirect increase in potential energy by inducing geometric distortions to 
molecular structure. Additionally, the effects of temperature and strain on the variation in 
potential energy were quantified and decoupled by exploring high strain rate ranges for 
MD simulations. The tensile deformation simulations performed using a combination of 
low temperature (~ 1 K) and high strain rate (~1013 s-1) not only allow to observe bond 
breakage but also offer significant computational advantages. This alternative 
methodology also provides a platform to quantify the BDE in the molecular system and 
capture the brittle fracture regime of the CNT-dispersed polymer. 
The CDM method was modified to account for atomistically obtained BDE data. A 
stochastic microscale continuum model was implemented based on CDM using the BDE 
density obtained at the nanoscale. The damage parameter in the continuum model was 
defined based on the energy dissipated in the amorphous molecular system from the 
elongation and subsequent dissociation of bonds. The stochastic microscale model captured 
the effects of local variations on the overall inelastic response and damage initiation in the 
polymer nanocomposite. Results indicate that the inclusion of CNTs improves the overall 
mechanical response of the CNT-epoxy polymer; however, the damage initiation 
phenomenon in polymer nanocomposite is primarily driven by the physics and chemistry 
of the polymer arising from a fundamental level due to the elongation and dissociation of 
covalent bonds. The significance of including the effects of matrix voids was realized; 
therefore, an extensive characterization of void geometry size and distribution was 
performed using transmission microscopy.  
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5. ATOMISTICALLY DERIVED COHESIVE BEHAVIOR OF INTERPHASES 
IN CARBON FIBER REINFORCED CNT NANOCOMPOSITE 
5.1. Introduction  
The carbon fiber/polymer matrix interphase region plays an important role in failure 
initiation and accurate modeling techniques are integral to study the effects of this complex 
region on the composite response. In composites infused with nanoparticles such as carbon 
nanotubes (CNT), the interphase region is more complex due to the presence of multiple 
constituents and their interactions with each other. An atomistic methodology to simulate 
the constituent interphases in carbon fiber reinforced CNT/epoxy nanocomposites is 
presented in this chapter.  
CNT nanocomposites have exhibited improved bonding and adhesive properties at 
metal-composite interfaces, which leads to hybrid structures with reliable interfaces [29]. 
However, nanoengineered composites have multiple interfaces that play a significant role 
in the load transfer mechanism between constituent phases. Experimental investigations at 
nanoscale interfaces are challenging due to the limitations in direct measurement 
techniques, test specimen size and preparation, and uncertainty in the data from indirect 
measurements [139-141]. Computational methods using atomistic simulations have been 
used in literature to understand the physical and chemical parameters that affect the 
mechanical response of interphases in multiphase materials [142, 143]. Molecular models 
have been employed to study interfacial behavior of hydroxyapatite composites, which are 
potential bone-replacement materials; the effect of polyacrylic acid on the surface of 
hydroxyapatite showed the potential for chelation and bond formation. The study of 
mineral-polymer interfaces detailed potential interfacial modifications that can be made 
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with specific functional groups in order to create composite biomaterials with improved 
properties. The study, however, used classical force fields and the interactions were limited 
to near-equilibrium and could not capture deformation and degradation of materials [144].  
Researchers also investigated the interfacial interactions between poly-methyl 
methacrylate (PMMA) and a variety of glassy polymers or their blends. The atomistic 
simulations were used to explain the equilibrium behavior of the polymer – polymer 
systems. Furthermore, the adsorption of various metal oxides was studied to determine the 
adhesion of PMMA surfaces. The research emphasized the role of physical interfacial 
processes and interfacial chemistry to design and synthesize nanoclusters [145]. Although 
micromechanics models for the CNT-polymer interface have been developed [146, 147], 
the effect of the interfacial covalent bonds on the system response cannot be characterized 
accurately. Guru and co-workers quantified the effect of explicitly accounting for the 
interface on the linear elastic properties of CNT nanocomposites. Interfacial gap and 
energy due to non-bonded interactions at the CNT-epoxy interface were included in the 
calculations to determine the tensile modulus of the nanocomposite [148]. Odegard et al. 
[149, 150] developed an effective CNT-polymer interphase model based on coarse-grained 
atomistic simulations for functionalized interfaces. This CG model enabled the simulation 
of continuum level time scales; however, load transfer mechanism at the CNT-polymer 
interface was not addressed, and damage initiation due to interface debond were not 
considered in both the studies discussed above.  
The cohesive zone modeling (CZM) approach has been explored in recent literature for 
modeling various interface zones, such as adhesive debonding [151], delamination in 
composites [152], fracture in asphalt concrete [153] and fatigue crack growth [154]. The 
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CZM method presents several advantages in the modeling of interface debonding such as 
the accurate prediction of debonding in pristine interfaces, elimination of singularity issues 
and the capability to include plasticity based debonding behavior [155]. The validity of the 
CZM approach for any application relies critically on the traction-separation behavior of 
the interface. Furthermore, for CZM methods, prior knowledge of the damage location and 
type is required. The challenges posed by the resolution of existing experimental 
techniques lead most researchers to utilize an inverse approach to formulate an empirical 
traction-separation behavior and phenomenologically tuning the parameters by comparing 
with macroscale experimental observations. However, such approaches fail to capture the 
physics behind interfacial damage nucleation and evolution. Urata and Li presented a 
modified Cauchy-Born formulation for the analysis of deformation in amorphous materials 
as a first-order approximation, and integrated it with MD simulations and a multiscale 
CZM for studying fracture in amorphous Silicon and Lennard-Jones binary glass. The 
results were correlated with continuum models; the comparison fared well for amorphous 
materials at quasi-static condition with a slow and constant deformation rate [156]. 
However, the accurate estimation of the traction-separation behavior, without relying on 
phenomenological models, requires characterization of the atomistic process of debonding. 
Recently, Chandra [157] applied the CZM approach to model debonding of the 
CNT/polymer interphase by estimating the traction-separation behavior using atomistic 
models of nanoscale fracture formation. Jiang and coworkers formulated an interfacial 
cohesive law for the CNT/polymer interphase based on molecular simulations accounting 
for van der Waals interactions between the nanotube and the polymer chains [146, 158]. 
Although this framework provided a physically meaningful traction-separation law, the 
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covalent bonds and other chemical interactions that affect mechanical response were not 
considered.  
This chapter presents a multiscale approach to characterize the interface between the 
fiber and the CNT-dispersed epoxy polymer in nanocomposites by obtaining an 
atomistically informed traction separation behavior. As explained before, MD simulations 
have tremendously contributed to the study of physical and chemical interactions in 
multiphase materials. However, the high computational cost associated with the atomistic 
simulations limits their use beyond the nanoscale. Hence, the modeling of carbon/graphite 
fibers that have diameters in the order of microns is not feasible via MD simulations. In 
the latter half of this chapter, the relevant section of the fiber (at the interface) is modeled 
using irregularly stacked graphene layers with induced voids. The epoxy resin and hardener 
molecules penetrate these voids and form crosslink bonds in the presence of dispersed 
CNTs. Thus, the molecular model captures the physical entanglements formed by the 
polymer chains with graphene layers representing adhesion at the semi-crystalline fiber 
surface. It is noteworthy that existing literature on nanoscale-driven cohesive laws only 
account for non-bonded van der Waals forces [146, 158, 159] and are not suitable for 
interfaces with functionalization or mechanical interlocking. Fiber pullout tests in this 
study are realized by the relative sliding of the graphene layers with the CNT-dispersed 
polymer phase. The bonded and non-bonded interactions and the resulting geometric 
distortions at the three-constituent interphase during the pullout simulations are quantified 
to formulate a cohesive law for the fiber/matrix interface. The atomistically informed 
cohesive law can be integrated to a continuum micromechanics model to obtain the overall 
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response at the microscale. This multiscale interface model is expected to be a valuable 
tool in identifying damage precursors at the interface in polymer matrix nanocomposites. 
5.2. CNT-Polymer Matrix Interphase 
The CNT-polymer interphase has been modeled in previous research efforts via pullout 
simulations. However, during the CNT pullout, it is critical to take into account the 
variations in bond, angle and improper distortions in addition to changes in pair interactions. 
Similarly, the possibility of bond scission on the CNT surface and the surrounding polymer 
network during the CNT pullout should also be captured by the model. Therefore, the bond 
order-based parameter set from Singh et al. [127] is introduced to capture bond elongation 
and subsequent dissociation of covalent bonds in all the interphase models during the 
virtual pullout tests. The CNT is physically dispersed in the matrix medium without 
forming covalent bonds with the polymer molecules. Non-periodic boundary conditions 
are imposed along the x-direction whereas periodic boundary conditions are used to 
characterize the behavior along the y and the z axes. The simulation volume is energy 
minimized and equilibrated at 300K, 1 atm conditions for 10 ns with a time step of 1 fs. 
During equilibration, the potential energy of the interphase model converges to a mean 
value with minimal variance which is considered to be the initial, equilibrated state. Figure 
5.1 depicts the pullout test performed on an equilibrated unit cell with a single CNT 
oriented along the x-axis. The energy variation (Δ𝐸𝑡𝑜𝑡) during the pullout simulation is 
calculated from individual components as described in Equation 5.1; a change in the 
average distances between atoms(Δ𝐸𝑝𝑎𝑖𝑟), angular(Δ𝐸𝑎𝑛𝑔𝑙𝑒), dihedral(Δ𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙)  and 
improper distortions (Δ𝐸𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟) contribute to the variation in energy during the pullout. 
A work-energy formulation is implemented as follows to calculate the shear stress at the 
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CNT-polymer interphase from the total energy variation data. In Equation 5.2, τ is the 
interfacial shear stress, r is the radius of the CNT, and d is the total displacement of the 
CNT in the x-direction. Note that the values of r and d are obtained from MD simulations 
and are not the equivalent continuum parameters. 
 
Δ𝐸𝑡𝑜𝑡 = ΔEpair + Δ𝐸𝑎𝑛𝑔𝑙𝑒 + Δ𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 + Δ𝐸𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟         (5.1) 
𝜏 =
Δ𝐸𝑡𝑜𝑡
𝜋𝑟𝑑2
               (5.2)      
   
 
Figure 5.1: CNT Pullout Simulations 
 
The pullout simulations are performed on CNTs with four different chirality values 
(diameters) under six different slide velocities ranging from 10 m/s to 250 m/s, modeling 
quick crack growth leading to debonding of the matrix and CNTs. The effect of CNT 
diameter on the interfacial shear stress appears to be more significant than the effect of 
slide velocity. Figure 5.2 illustrates the change in the shear stress at the interface for CNT 
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of different diameters at a constant slide velocity of 100m/s. The trend is best described by 
an inversely proportional relationship between the interfacial shear stress and CNT 
diameter, as shown in Equation 5.2. Hence, it can be concluded that the total change in 
energy during the pullout (ΔEtot) remains the same for CNTs of different diameters. A 
higher slide velocity of the CNT during the pullout tends to increase ΔEtot in general, 
leading to higher stresses at the interface, as it causes more angular, dihedral and improper 
distortions in the surrounding polymer molecules (see Figure 5.3). The isolation of the total 
energy surrounding the interphase provides important insights into the contribution of 
interphasial effects to the overall properties of the CNT-nanocomposite.  
 
 
Figure 5.2: Variation of Interfacial Shear Stress with CNT Diameter 
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Figure 5.3: Variation of Interfacial Shear Stress with Slide Velocity 
  
5.3. Fiber-Matrix-CNT Interphase 
5.3.1. Model Set-up 
This interphase model captures the fiber/matrix/CNT interphase at the molecular level. 
The semi-crystalline structure of carbon fiber surface, which introduces roughness, is 
simulated by deliberately inducing defects in irregularly stacked crystalline, protruded 
graphene layers.  The carbon fiber surface model is constructed by stacking several 
crystalline graphene layers with hydrogenated graphene layers with voids as shown in 
Figure 5.4 (a). The graphene layers with induced voids to simulate the irregularities and 
roughness on the carbon fiber surface Figure 5.4 (b). Note that typical carbon fiber surfaces 
contain residual nitrogen from polyacrylonitrile, oxidization residues, and compounds 
from surface treatment. However, this preliminary molecular investigation of the 
interphase assumes the fiber surface to be free from chemical residues other than terminal 
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hydrogen atoms. Although the graphene layers appear to be perfectly stacked at the onset 
of the simulation, the energy minimization and equilibration processes in MD render them 
to be irregular, thereby capturing the surface waviness and roughness of the fiber. The 
model enables mechanical interlocking of the polymer molecules through the voids in the 
graphene layers. It is also capable of simulating the mechanical and chemical entanglement 
between the fiber and the matrix phases in the composite material. 
 
 
(a) 
 
 
Figure 5.4: (a) Schematic of Carbon Fiber Surface; (b) Voids Created in Graphene Layers 
(from [160]) 
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Since the graphene layers with induced defects are not thermally stable, it is necessary 
to hydrogenate the defect sites before implementing them in the interphase model. The 
defects are induced by selectively removing sp2 carbon atoms and activating them. The 
void induced graphene layer is equilibrated primarily at 300K, 1 atm for 50 ps (controlled 
by a Berendsen thermostat and barostat) with the NPT (isobaric-isothermal) ensemble 
using a timestep of 1 fs. The sp2 carbon atoms and the activated carbon atoms are 
differentiated by assigning different atom types. Hydrogen atoms are introduced in the 
simulation volume after equilibration, and a cut-off distance based bond formation 
methodology, similar to the crosslinking of epoxy resin and hardener, is implemented to 
ensure the saturation of active sites with hydrogen. The cut-off distance used for bond 
formation is 9Å, which is large enough to ensure that all the active sites are hydrogenated. 
Figure 5.5 illustrates the graphene layer with voids after the hydrogenation of active sites. 
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Figure 5.5: Hydrogenated Graphene Layer, Where Cyan Spheres Represent sp2 Carbon 
Atoms, Red Spheres Represent sp3 Carbon Atoms, and Yellow Ones Represent Hydrogen 
Atoms 
 
5.3.2. Boundary and Loading Conditions 
The pristine graphene layers and the hydrogenated graphene layers are stacked 
irregularly, and the epoxy resin and hardener molecules are dispersed in the simulation 
volume with the CNT molecules protruding out in the x-direction. This arrangement of 
CNT represents a configuration with radially grown CNT on the fiber surface, similar to 
that of a fuzzy fiber architecture [161]. The numerical crosslinking of the resin and 
hardener allows the polymer network to penetrate the voids in the graphene layers 
capturing entanglement between the carbon fiber surface and the polymer matrix.  This 
entanglement of polymer chains with the graphene layers acts as a mechanical 
reinforcement in addition to the non-bonded interactions simulated by the Lennard-Jones 
potential.  It is important to note that the MD simulations of the interphase models are 
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designed to prevent the polymer chains from penetrating the graphene layers.  The initial 
dimensions of the interphase model are 130×100×50 Å3, containing 58,000 atoms in the 
simulation volume. Periodic boundary conditions are applied along the y- and z-directions; 
however, the simulation is considered to be non-periodic along the x direction. Energy 
minimization is performed using the conjugate gradient method followed by NPT ensemble 
equilibration is performed at 300K and 1 atm for 10 ns (1fs timestep) controlled by a 
Berendsen thermostat/barostat. The cut-off distance based method is applied to the 
equilibrated model to generate crosslink bonds between the carbon atoms in the resin and 
the nitrogen atoms in the hardener (C-N bond). The defined cut-off distance is 4Å, which 
is approximately the sum of the van der Waals radii of C and N. Figure 5.6 illustrates the 
cured interphase model and the corresponding loading conditions for the different modes 
of loading used to characterize the fiber/matrix interphase. Figure 5.6 (a) represents a 
virtual pullout test where the left ends of all the graphene layers are constrained along the 
x-direction, allowing movement only in the y- and z-directions. A displacement boundary 
condition is applied to the polymer matrix along the x-axis with the CNT molecule 
following the displacement of the polymer chains (0.0001 Å/fs). Figure 5.6 (b) illustrates 
the fiber shear mode where the polymer phase is displaced along the y-direction (0.0001 
Å/fs). During the shear displacement, the stacked graphene layers are allowed to follow the 
polymer phase, thus simulating fiber rotation under shear. In Figure 5.6 (c) the boundary 
conditions for a simple fiber pullout test are depicted in which the fiber phase moves 
relative to a stationary polymer phase along the z-direction.   
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(a) 
 
 
(b) 
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(c) 
Figure 5.6: Loading and Boundary Conditions on the Fiber/Matrix Interphase Model (a) 
Mode-I Loading; (b) Mode-II Loading; (c) Mode-III Loading 
 
5.3.3. Results and Discussion 
The local curing (numerical crosslinking) of the epoxy polymer in the vicinity of the 
interphase is investigated first. A stochastic distribution of the crosslinking degree for the 
polymer was obtained in Chapter 3. Following a similar procedure, the mean crosslinking 
degree of the polymer in local regions near the interphase is determined to be 30.15% from 
multiple MD simulations with different initial configuration of molecules. This reduction 
in the crosslinking degree shows that the presence of graphene layers and CNT at the 
interphase impedes the formation of crosslink bonds in the polymer molecules, thus, 
making the polymer network weaker. The weaker interactions at the molecular level can 
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scale up to the fiber/matrix interface region rendering this region weaker and prone to 
damage initiation.  
The transverse pullout simulations are performed on multiple unit cells with different 
initial configuration of molecules. The stress-strain curve from a virtual pullout test is 
shown in Figure 5.7. The average modulus of the interphase is determined to be 9.69 GPa 
with a standard deviation of 0.84 GPa. The elastic response of the interphase is limited to 
a strain of ~3.9%. The elastic region corresponds to the polymer chains being stretched 
under the displacement load. The sudden stress drop following the yield point indicates the 
quick dissociation of weak bonds in polymer network. Subsequently, a hardening phase is 
observed as a result of the mechanically entangled polymer chains stretching further under 
the load. This mechanism leads to effective load transfer between the polymer chains, the 
CNT and the carbon fiber surface. The strain hardening extends to ~16% strain, following 
which, the polymer chains break in quick succession leading to the complete failure of the 
interphase. The intermediate fluctuations in the stress-strain curve could be attributed to 
local failure arising from chain breakages in regions of poor epoxy crosslinking degree.  
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Figure 5.7: Stress-Strain Response During Interphase Pullout Test 
 
The bonded and non-bonded interactions at the interphase are also monitored during 
the pullout simulations. Figure 5.8 and Figure 5.9 show the variation of pair/van der Waals 
energy and bond energy during the simulations, respectively. The consistent rise in non-
bonded pair energy could be attributed to the breakage of covalent bonds, converting 
bonded interaction to a non-bonded interaction if the atoms previously involved in the 
covalent bond are within the van der Waals cut-off distance. The final drop in pair energy 
is due to the total failure of the interphase due to massive bond dissociation and atoms 
escaping the field of van der Waals radius.  
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Figure 5.8: Pair Energy Variation During Pullout Simulation 
 
 
Figure 5.9: Bond Dissociation Energy During Pullout Simulation 
 
The extension, relaxation, and dissociation of bond clusters are captured by the 
variation in BDE, which represents the variation of bond energy with reference to the 
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ground state. The bond energy corresponding to the bound, ground state of the interphase 
after equilibration is set to be zero. The increase in BDE indicates bonds breakage under 
the applied load; the fluctuations are due to relaxation of local bond clusters subsequent of 
bond breakage in chains. 
5.3.4.  Atomistically Informed Cohesive Law for Interphases 
The data from molecular interphase simulations can be integrated into a continuum 
model by defining a cohesive traction-separation law for the fiber/matrix interface. The 
cohesive zone model implemented in this study is a modified formulation of the equations 
derived by Tvergaard [162], which enables the linking between cohesive zone parameters 
to equivalent plastic strain and void growth processes. The response of the fiber/matrix 
interface that needs to be captured by the cohesive law is obtained from the MD simulations 
of the interphase debonding, fiber shear, and fiber pullout modes. In continuum models 
involving CZM, the cohesive stresses are dominant until the interface fails. Subsequent to 
interface failure, the mechanics of the interface is dictated by the frictional forces. However, 
in MD, the interactional potentials between the phases cause variations in potential energy 
during pullout/deformation that manifest as cohesion and friction at the continuum level. 
Therefore, the cohesive forces in this study are calculated as negative gradients of potential 
energy due to non-bonded van der Waals interactions and bonded distortions. 
The cohesive behavior of the fiber/CNT-dispersed matrix phases is dependent on the 
debond mode. Mode-I debonding occurs when the matrix separates from the fiber in 
tension (as shown in Figure 5.6(a)), equivalent to mode-I crack-opening in fracture 
mechanics. Mode-II corresponds to the relative shear of the polymer phase with respect to 
the graphene layers along the y-direction, resulting in fiber rotation. Mode-III debonding 
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results from a fiber pullout along the length of the fiber due to relative shear loading. All 
modes of failure are simulated using the fiber/matrix interphase molecular model presented 
in the Section 5.3.1. Figure 5.10, Figure 5.11, and Figure 5.12 illustrate the force-
displacement relationship in the molecular system under mode-I, mode-II, and mode-III 
loading conditions, respectively. Note that the mode-I, mode-II and mode-III deformation 
simulations are performed on five random initial molecular configurations. The results in 
Figure 5.10, Figure 5.11, and Figure 5.12 are the averaged response from the five 
configurations.  
  
 
Figure 5.10: Force-Displacement Response under Mode-I Loading Causing Matrix 
Debond 
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Figure 5.11: Force-Displacement Response under Mode-II Loading Causing Fiber 
Rotation 
 
 
Figure 5.12: Force-Displacement Response under Mode-III Loading Causing Fiber 
Pullout 
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As shown in Figure 5.10, the cohesive behavior of the fiber/CNT-dispersed matrix 
interphase under mode-I loading exhibits a bimodal relationship between the interfacial 
tractions and the corresponding opening displacements. Under mode-II and mode-III 
loading, in Figure 5.11 and Figure 5.12, respectively, the cohesive behavior appears to be 
approximately trapezoidal in nature. Note that the mode-II and mode-III loading were 
performed along a periodic boundary (y- and z-direction, respectively) of the molecular 
unit cell. Hence, the final drop in load corresponding to total failure of the interphase is not 
captured.  
Figure 5.10 shows the nature of interphase response during matrix debond from the 
fiber, transverse to the fiber direction. The first kink (red dot) in the plot corresponds to the 
yield point when the weak bonds in the interphase break. However, this breakage of weak 
bonds does not occur as a cluster in the unit cell. Therefore, the yield point is followed by 
a strain-hardening region where the polymer chains in the mechanically entangled 
interphase elongate under the applied load. The first drop (green dot) in the cohesive force 
occurs at a displacement of ~17 Å. This corresponds to the breaking of physically entangled 
polymer chains at the graphene/polymer interphase. Subsequently, the polymer chains slide 
along the x-direction and the loads are transferred to the remaining bulk of the polymer 
chains, leading to the second hardening region. The final drop (black dot) in load indicates 
the failure of the polymer phase itself indicating no more possibility of load transfer to the 
fiber (graphene layers). The degree of surface roughness in the fiber can be represented by 
the size of the void regions in the current molecular interphase model. The results indicate 
that an increase in surface roughness (larger voids in graphene layers) would lead to a 
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higher spacing between the two peaks in the cohesive behavior. A higher degree of 
entanglement would result in a higher peak value of cohesive forces.  
Figure 5.11 illustrates the response of the fiber-matrix interphase under mode-II 
loading. This loading represents relative shear along the y-direction, capturing the rotation 
of the fiber leading to failure. The critical cohesive force (red dot) corresponds to the bond 
breakage in the entangled region causing local interphase failure. Post the local failure 
event, the cohesive force gradually decreases allowing the relative rotation of the fiber with 
ease. The response along the z-direction, representing mode-III shear loading leading to a 
fiber pullout is illustrated in Figure 5.12. The pullout force remains fairly constant once the 
yield point (red dot) is crossed. This is because the mechanical interlocking of the polymer 
chains with the graphene layers is broken at the yield point. Following this, the polymer 
chains slide smoothly in shear relative to the irregular graphene layers. From a continuum 
perspective, this is similar to overcoming the static friction (or adhesion) between the two 
phases. Once the static friction is overcome, the two phases slide with respect to each other 
under dynamic friction. It is noteworthy that the peak cohesive forces in mode-III are 
significantly higher than in the mode-I and mode-II responses. This is due to the fact that 
the fiber (graphene layers) is the major load carrying constituent under mode-III loading 
whereas the matrix (polymer chains with CNT) is the major load carrying constituent phase 
under mode-I. Under mode-II loading, although the fiber is a major load carrying 
constituent, the load is transverse to the fiber orientation, and it is well known that fibers 
are weak in the transverse direction.  
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The cohesive formulations are developed to represent the traction-separation response 
under the different modes of loading. With [𝑢𝑖] as the opening/sliding displacements along 
the loading direction, 𝑇𝑖, the corresponding tractions, 𝑇𝑖𝑚𝑎𝑥 the maximum traction, and 𝛿𝑖 
the critical displacement, the interface tractions are represented by: 
𝑇𝑖 =
[𝑢𝑖]
𝛿𝑖
𝑇𝑖𝑚𝑎𝑥𝐹(𝜓, ∅, 𝜃)          (5.3) 
If the interphase at the continuum scale is represented by a very thin layer of interphase 
elements of thickness ℎ, and further assuming uniform strains along the thickness, the 
strains are expressed as: 
{𝜀11 𝜀12 𝜀13} =
1
ℎ
{𝑢1 𝑢2 𝑢3}     (5.4) 
The critical strains are also defined as: 
{𝜀11
𝑐  𝜀12
𝑐  𝜀13
𝑐  } =
1
ℎ
{𝛿1 𝛿2 𝛿3}    (5.5) 
Equation 5.3 is then modified to obtain the constitutive law: 
𝜎𝑖𝑗 =
𝜀𝑖𝑗
𝜀𝑖𝑗
𝑐 𝜎𝑚𝑎𝑥𝐹(𝜓, ∅, 𝜃)            (5.6) 
The function 𝐹(𝜓, ∅, 𝜃)  describing the overall cohesive behavior with 𝛼  as the mode 
mixity parameter is obtained by the superposition of cohesive responses under each loading 
mode.  
𝐹(𝜓, ∅, 𝜃) = 𝛼1𝜓(𝑢1) + 𝛼2∅(𝑢2) + (1 − 𝛼1 − 𝛼2)𝜃(𝑢3)  (5.7) 
In Equation 5.7, functions  𝜓(𝑢1), ∅(𝑢2), 𝜃(𝑢3)  describes  the mode-I, mode-II and mode-
III cohesive behavior, respectively. As an initial attempt, due to the nature of the mode-I 
response, 𝜓(𝑢1)  is represented using a bimodal approximation. In order to employ a 
bimodal Gaussian function, the data is transformed to a univariate space (u1, 𝜓(𝑢1)) and 
the corresponding histogram is obtained.  
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The values of mean of the first peak (𝜇1) and the mean of the second peak (𝜇2) 
correspond to the means of the two normal distributions; physically, this corresponds to 
the points of maximum traction causing local interphase failure initiation (green dot) and 
total loss of load transfer capacity (black dot) in Figure 5.10. The S1 and S2 correspond to 
the root mean square (RMS) width of the two Gaussian functions. From a physics-based 
perspective, the RMS width deviation relates to the degree of entanglement of the 
molecular interphase; the higher the mechanical interlocking between the polymer chains 
and the graphene layers, the higher will be the RMS width of each distribution. Figure 5.13 
shows the approximated bimodal Gaussian function.  
 
 
Figure 5.13: Bimodal approximation to Mode-I Cohesive Behavior 
 
The approximation of the bimodal Gaussian function applied to the mode-I data yielded 
the displacement values corresponding to 𝜇1 and 𝜇2 of 16.007Å and 30.67Å, respectively. 
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The S1 and S2 values were calculated to be 7.47 and 3.62, respectively, and the p value to 
be 0.722. Although the bimodal function is able to capture the maximum tractions and their 
corresponding critical displacements accurately, the tractions in the region between the 
local interphase failure and complete loss of load transfer is underestimated. The initiation 
of failure is captured accurately using the bimodal Gaussian function.  
A bivariate polynomial function is also explored to approximate the mode-I traction-
separation behavior. The parameters of the function are obtained through a constrained 
minimization algorithm forcing the curves to pass though the break points of the piecewise 
sections, and imposing continuity constraints at the break points (numerical continuity 
through a tolerance condition).  
 
 
Figure 5.14: Piecewise Polynomial Approximation to Mode-I Cohesive Behavior 
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Trapezoidal distributions are used to approximate the functions ∅(𝑢2)𝑎𝑛𝑑 𝜃(𝑢3)  due 
to the nature of shear loading and the results from Figure 5.11 and Figure 5.12. The mode-
II/mode-III response is also represented using piecewise approximation by identifying 
meaningful cut-off regions. The response is a trapezoidal traction-separation law, as shown 
in Figure 5.15 and Figure 5.16, with the critical displacement (𝛿2𝑐, 𝛿3𝑐) representing the 
point where static friction is overcome, and parameters 𝛿2𝑓 , 𝛿3𝑓  indicating loss of load 
transfer capability between the fiber and the matrix. As mentioned earlier, the mode-II and 
mode-III loading were performed under periodic boundary constraints; hence, the final 
drop in load corresponding to total failure is not captured by these formulations. 
 
 
Figure 5.15: Piecewise Polynomial Approximation to Mode-II Cohesive behavior 
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Figure 5.16: Piecewise Polynomial Approximation to Mode-III Cohesive Behavior 
 
The simulation results provide a comprehensive understanding of the interphase 
mechanics which is driven by nanophysics. Experimental studies on matrix debonding 
performed at the macroscale involve a pre-existing crack to characterize the interface 
cohesive mechanics. FE models with cohesive elements [163] and XFEM studies [164] 
often utilize a bilinear cohesive law to fit the experimental curve, as illustrated in Figure 
5.17(a). The bilinear cohesive law fails to capture damage initiation at the fiber/matrix 
interface and only accounts for damage propagation. Figure 5.10, on the other hand, 
captures the traction causing damage initiation at the local interphase and its propagation 
leading to interphase failure through matrix debond. Micromechanics [146, 158] and MD 
based cohesive laws in literature [157, 165] have also been investigated for modeling 
debond in finite thickness interphases. They exhibit quadratic or cubic behavior with a 
single peak (see Figure 5.17 (b) and (c)) and do not capture the bimodal behavior due to 
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the exclusion of bonded distortions in these studies. Especially in the matrix debond mode, 
the inclusion of bonded distortions is critical because the bonded effects dominate the 
failure mechanism; as the deformation of the interphase progresses, the non-bonded van 
der Waals interactions diminish with distance.  
 
    
(a) 
 
 
 (b) 
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 (c)  
Figure 5.17: (a) Cohesive law for Normal Tractions in Fiber Debonding with friction 
(data from [163]); (b) Cohesive Law for CNT-Polymer Interface Based on van der Waals 
Interactions (data from [158]); (c) Traction Separation from Atomic Simulations for 
CNT-Epoxy Interface (data from [157]) 
 
The fiber pullout mode, however, is dominated by van der Waals forces subsequent to 
the dissociation of entangled networks at the interphase because the distance between the 
two phases remains fairly constant. Therefore, the MD studies with only non-bonded 
interactions [157] are able to capture the trapezoidal behavior exhibited in Figure 5.12. 
This also shows good correlation with experimental results from a single fiber pullout test 
reported in literature and plotted in Figure 5.18 [166].   
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Figure 5.18: Trapezoidal Traction-Separation Behavior Obtained from Experiments 
During Fiber Pullout (data from [166]) 
 
The explicit multimodal traction-separation curves form the basis of analytical 
equations, which can be used to calculate the failure load for the fiber/matrix interphase. 
This formulation also shows potential to be used in conjunction with numerical methods 
such as with FE analysis. Interphase elements that are defined by the constitutive behavior 
represented in Equation 5.6 can be developed using user material subroutines and 
commercial FE solvers. A significant advantage of this approach is that the cohesive law 
can be incorporated within any multiscale framework for computational nanocomposite 
analysis, including the ones developed by the author [103, 138, 167]. Such a framework 
can be used to study damage initiation and propagation at the interface, fiber debonding, 
fiber pullout, matrix cracks in the polymer and the interaction of matrix damage with the 
interphase damage which lead to rapid structural failure.    
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5.4. Summary 
A computational methodology was developed to characterize the molecular interphases 
in carbon fiber reinforced CNT/epoxy nanocomposites. Hybrid force field MD simulations 
were implemented to study near-equilibrium and bond breakage effects. A novel 
fiber/matrix molecular interphase was generated using irregularly-stacked graphene layers 
that represents the irregular roughness of the carbon fiber surface; the interphase model 
consisting of voids in multiple graphene layers enabled the physical entanglement between 
the polymer matrix and the carbon fiber surface.  The voids in the graphene layers were 
generated by intentionally removing carbon atoms and hydrogenating the active sites for 
thermal stability. The transverse modulus and nonlinear response of the fiber/matrix 
interphase were determined by virtual pullout MD simulations under three different modes 
of loading. Results from the molecular interphase models indicate that the penetration of 
polymer chains through the voids in the irregular fiber surface leads to stronger bonded 
and non-bonded interactions between the carbon fiber/polymer/CNT. The variation of pair 
energy and BDE were quantified during the transverse pullout simulation.  
Cohesive behavior at the interphase was characterized in order to formulate a traction-
separation curve; the equations to non-parameterize the traction separation curves are 
presented. The obtained cohesive force-displacement curves were compared to 
experimental, analytical and micromechanics-based traction separation laws published in 
literature. It was inferred that the molecular modeling of the interphase provided insight 
into the entanglement phenomena and variations in the cohesive behavior that have not 
been captured by micromechanical approximations or studies in literature that have 
disregarded bond distortion effects. The non-parameterized traction-separation behavior 
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can be included in continuum FE-based models to understand damage initiation and 
propagation at the fiber/matrix interface in carbon fiber nanocomposites. Multiscale failure 
and microdamage theories for complex composites can also be improved with the 
understanding of this physics-based traction-separation behavior at the interface.  
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6. INTEGRATED COMPUTATIONAL FRAMEWORK FOR ANALYSIS OF 
FUZZY FIBER COMPOSITE ARCHITECTURE  
6.1. Introduction 
The potential of nanocomposites for mechanical, thermal, electrical, and biological 
applications has been widely researched. With computational models serving as guidelines 
for material design, novel nanomaterials with improved functionalities can be designed and 
synthetized with atomic-scale precision, opening new frontiers in nanotechnology. The 
exceptional properties of CNT nanocomposites, in particular, can be truly leveraged by 
being able to carefully control the parameters for their synthesis, resulting in specific, high-
precision morphology and architecture. However, the commercial production and 
applications of nanocomposites have not yet reached their full potential as scientists and 
researchers continue their efforts to resolve the challenges posed by the synthesis, 
processing, purification and characterization of these new materials. Various approaches 
have been developed to control process parameters for fabrication of nanostructures 
through top-down and bottom-up synthesis techniques. The top-down process involves 
material wastage and is limited by the resolution of the tools employed. The smallest size 
of the structures made by these techniques is also restricted [168]. The bottom-up approach 
for creating nanoparticles is generally carried out through chemical reaction, and strong 
covalent bonds hold the constituent phases together. This approach is preferred for its 
efficiency in the fabrication of a wide variety and architecture of CNT with controllable 
size and properties.   
The stress non-homogeneity introduced by the dispersion of CNTs in fiber reinforced 
PMCs is governed by the morphology of the CNT network. Results from the computational 
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studies presented in previous chapters elucidate that conventional strategies for the 
introduction of CNTs in fiber reinforced PMC, such as CNT dispersion in the matrix 
improve the elastic-plastic response, fracture toughness, and stiffen the fiber/matrix 
interphase by providing an alternate load path under debonding. However, studies have 
also shown that local agglomeration of CNTs cause microscopic stress concentrations in 
the matrix zones and lead to early damage [167, 169]. Selective reinforcement of matrix 
zones has been attempted by adding CNTs as “bridges” to inter-fiber areas to cause crack 
arrest. Although the study showed more homogenized spatial distribution of stress values 
and delay in damage initiation, the results are highly sensitive to the direction of applied 
load. Furthermore, the authors concede that the practical realization of complex 
nanoparticle arrangements rely significantly on advancements in the principles of directed 
self-assembly of nanoparticles [170].  
Researchers are also investigating specific nanoarchitectures for CNT growth that 
yields specific performance gains in predetermined loading and service conditions. The 
choice of the types and arrangements of CNTs extends the potential design space, resulting 
in tunable material behavior. Various architectures such as CNT fuzzy fibers, CNT ropes 
and CNT tapes are being explored for potential applications to light-weight airframe 
structures [171-173]. Qian et al. studied the nature of load transfer in a SWCNT bundle 
consisting of seven (10, 10) CNTs using MM and MD. They found that the surface tension 
and the inter-tube corrugation contributed to load transfer in the parallel bundle and the 
twisting of nanotubes in the bundle system could significantly enhance the load transfer 
[174]. Due to strong van der Waals interactions between CNTs, predefined architectures 
could prove to be game-changing in the transfer of their excellent nanoscale properties to 
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bulk structure.  However, the successful optimization of such architectures with 
significantly improved performance metrics still remains a challenging endeavor. 
Supplementary to empirical and synthesis efforts, computational approaches can provide a 
means to investigate potential carbon nanotube structures, indicating possible systems and 
configurations that warrant experimental and physical realization. 
6.1.1. Aligned CNTs and Nanoforests 
Carbon nanotube forests refer to the conglomeration of 1D CNT populations that self-
assemble into vertical cellular arrays during their growth. Although nanoforests have been 
reported for a few metal oxides such as ZnO [175], TiO2 [176], the most widely studied 
architecture of this type has been CNTs due to their excellent thermoelectric [177], 
mechanical [178], and optical properties [179]. Carbon nanotube forest morphologies are 
generally aligned to the growth axis, with persistently wavy CNTs intermixed with aligned 
and straight ones. This depends on the height of the forest, the CNT diameter, surface 
density, and growth conditions. The length of some CNTs may exceed the height of the 
forest; different CNTs in the same forest can be different in tortuosity and length [180]. 
Vertically aligned CNTs possess a peculiarity of waviness, regardless of the control of their 
fabrication process. Study of this phenomenon using classical MD simulations showed that 
this inherent waviness is the primary cause for the reduction of the effective modulus of 
the CNTs by several orders of magnitude. The high compliance of the CNT forests was 
found to be because of the CNTs under mechanical compression [181]. Maschmann 
presented a mechanical model that simulated the active growth of the nanoforest and its 
response to subsequent compression loading. CNTs were explicitly modeled with finite 
element nodes, and van der Waals forces between individual tubes were considered. The 
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model predicted the average and statistical distribution of nanoforest height as a function 
of the forces opposing van der Waals interactions [182]. However, the study does not 
account for the distortions within individual CNTs, caused by bonded, angular and dihedral 
distortions, that result in the variation of material response.  
 Aligned CNT arrays have also been incorporated into 3D hierarchical composites, both 
polymer matrix [183] and ceramic matrix [178], as shown in Figure 6.1. These 3D 
hierarchical nanocomposites showed significantly improved fracture toughness, flexural 
modulus, and flexural toughness properties compared to fiber-reinforced composites 
without compromising in-plane properties. The shear response of carbon fiber composites 
with vertically-aligned CNTs improved drastically in typical bonded joints. Composites 
with carbon plain weaves were compared with and without CNT nanoforests inserted 
between them; lap joints with the nanoforests exhibited 12% higher stress and 16% higher 
strain-to-failure. SEM images post-failure revealed cohesive failure; however, 
computational models are warranted to better understand the reinforcement and failure 
mechanisms that result in improved properties and delayed failure of these 
nanoarchitectured materials.  
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Figure 6.1: (1) Aligned CNTs Grown on Fiber; (2) Stacking of CNT-Grown, Matrix 
Impregnated Prepreg; (3) 3D Nanocomposite Fabrication by Hand Lay-Up (from [178]) 
  
6.1.2. CNT Ropes, Ribbons and Membranes 
Due to their strong inter-molecular interactions, SWCNTs and MWCNTs often exist 
in the form of parallel or intertwined bundles. Terranova et al. presented a graphitic-based 
self-assembling method by which commercially available CNTs were recondensed and 
aligned into macroscopic rectangular CNT ribbons. However, the potential application of 
these ribbons for electrical or mechanical properties is still unknown. Macroscopic CNT 
membranes, also known as buckypapers, have been used for strain-sensing based on the 
variation in their resistivity [184]. These brittle membranes contain CNTs highly-
compacted under pressure and are often a few microns thick; the alignment of the CNTs 
are not of concern in these membranes. The inclusion of buckypaper membranes in glass-
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fiber composites also showed an improvement in their fatigue life due to the CNTs 
activating crack-arrest mechanisms [185].  
 A bundle of CNTs from a super-aligned array, several hundred micrometers high and 
grown on a silicon substrate, were pulled out into a continuous yarn [186]; a similar 
approach was used to assemble CNTs continuously from arrays into ropes of several 
centimeters in length. SEM imaging and subsequent mechanical testing reveal a tensile 
modulus of ~150 GPa for these ropes [187].  Another study on the tensile loading of CNT 
ropes with an AFM mounted on an SEM estimated a Young’s modulus ranging between 
320 – 1070 GPa for these CNT ropes [188]. Qian et al. used MD to investigate load transfer 
mechanisms in CNT bundles and identified two critical factors affecting load transfer: 
inter-tube coagulation and surface tension. The authors concluded that contrary to perfectly 
parallel bundles, the twisting of CNTs can significantly enhance load transfer; they also 
quantified the improvement in load transfer as a function of the twist angle [174]. This 
study clearly highlights the usefulness of computational models in identifying critical 
intermolecular mechanisms that can guide the design of nanoarchitectures.  
Composites of CNT ropes embedded in an epoxy matrix, as depicted in Figure 6.2, 
were tested under tensile fatigue loading to study the damage and failure modes. The 
observed phenomena such as splitting of CNTs in the bundle, kink formation, and fracture 
of bundles were reproduced through MM simulations [189]. Gou et al. also employed MD 
simulations to study load transfer in CNT rope nanocomposites using 3-tube, 7-tube, 10-
tube and 13-tube ropes in epoxy. Pullout simulations were performed to compute the shear 
stresses and interfacial energy between the rope and the epoxy using classical force fields. 
The study concluded that the shear stresses between the nanotubes within the rope were 
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higher than the shear stresses between the rope and the epoxy, and recommended the 
functionalization of ropes to the epoxy in order to improve load transfer [190]. 
 
 
Figure 6.2: Schematic of CNT Ropes and CNT Rope Composites 
 
6.1.3. CNT-modified Fuzzy Fibers  
The fuzzy fiber architecture contains a microfiber core, made of carbon, glass, ceramic 
or alumina, coated with radially oriented CNTs prior to matrix impregnation. The fiber in 
itself is hierarchical, and fuzzy fiber composites (see Figure 6.3) are shown to have 
enhanced mode-I fracture toughness, interlaminar shear strength, thermal and electrical 
properties. However, researchers have observed a trade-off between high-yield CNT 
growth on the fiber, and the tensile properties of the carbon fiber, which is critical to the 
in-plane response of composites. In order to produce circumferential CNT growth without 
degrading fiber properties, a catalyst adhesion that does not damage fiber exteriors was 
explored. A polymeric functional coating with Poly(styrene-alt-dipotassium-maleate) (K-
PSMA) for carbon fiber with radial CNTs resulted in a fuzzy fiber composite that 
maintained its in-plane properties in comparison to baseline fiber reinforced PMCs.  
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Figure 6.3: Schematic of Fuzzy Fiber Composite (from [39]) 
 
Several studies have been carried out to investigate the effective properties of fuzzy 
fiber composites based on nanomechanics and homogenization approaches [191-193], 
effective thermoelastic properties using the Mori-Tanaka approach [194], piezoresistive 
behavior using a 3D computational micromechanics model within an FE framework [195]. 
These studies consider CNTs to be perfectly straight radial structural elements with a 
uniform density of growth. The inclusion of stochasticity becomes difficult in these models 
and deterministic outputs show significant discrepancies, especially for complex 
nanoarchitectures. Kundalwal and Ray implemented sinusoidal functions (with wavelength 
and angle as variables) to capture the waviness of the CNTs and its effects on the coefficient 
of thermal expansion (CTE). Their analytical constitutive model showed an improvement 
in CTE for wavy CNT fuzzy fibers [196]. However, a holistic atomistically informed model 
of the fuzzy fiber, including the polymeric functional coating has not been explored yet to 
the best of the author’s knowledge.  
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6.2. Fuzzy Fiber Nanocomposites Modeling 
The atomistic modeling of the fuzzy fiber nanocomposite architecture including the 
functional coating and its critical interphases is presented in this section. The mechanical 
properties of the nanocomposite interface are evaluated through virtual deformation 
simulations, and the effect of the polymer coating is quantified by formulating 
atomistically-informed cohesive law for the interface. Based on the literature reviewed in 
Section 6.1.3, it is evident that there are several continuum level micromechanics 
formulations such as homogenization techniques, Mori-Tanaka method, etc. to model the 
fuzzy fiber architecture. There is also an abundance of experimental data, both at the micro 
level (single fiber tests) and at the meso level (nanocomposite tests), for this architecture. 
This wealth of reported literature from modeling and experimental sources provide a 
valuable opportunity to explore the implementation and validity of the atomistically 
informed computational framework (detailed in Chapters 3 – 5) for specific 
nanoengineered architectures. Furthermore, the performance and property gains (and 
losses) from the fuzzy fiber architecture are compared with nanocomposites containing 
dispersed CNTs. Potential suggestions for improving the design of the architecture, 
acquired from the simulations, are provided.  
6.2.1. Fiber Surface Coating 
In the experimental studies that focused on the growth of CNTs directly on the carbon 
fiber or the carbon fiber cloth, various fiber coatings were used to improve quality of 
growth and resulting properties. These coatings could be polymeric (e.g. polyvinyl alcohol 
[197], PSMA) or ionic (e.g. ferrocene [198]), and led to denser packing of CNTs on the 
carbon fiber surface. In this subsection, the atomistic modeling of a polymeric functional 
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coating material – PSMA, is introduced. Although the emphasis here is to model all 
constituent phases in the fuzzy fiber nanocomposite, the ion exchange processes on the 
carbon fiber surface and the by-products from catalytic CVD processes that results in the 
growth of the CNTs are not included in this simulation. PSMA is a thermoplastic polymer 
built up of styrene maleic anhydride monomers – the chemical structure which is shown in 
Figure 6.4 (a). The polymerization process results in a chain of repeating monomers, and a 
schematic of a chain with eight monomer units is presented in Figure 6.4 (b). 
 
 
(a) 
 
 (b) 
Figure 6.4: (a) Chemical Structure of Styrene Maleic Anhydride Monomer; (b) Schematic 
of PSMA Polymer Chain with Eight Monomer Units 
 
 140 
The chemical and topological structure and force-field parameters of PSMA were 
created via an open-source platform from Swiss Institute of Bioinformatics and refined 
using another open-source package called Open Babel for 3D molecular co-ordinates. The 
force field parameters were generated based on the MMFF potential after careful 
considerations of its usability for organic thermoplastic polymers. It is important to note 
that the PSMA chain was not generated by explicitly simulating the polymerization process. 
Instead, a chain connecting monomers were generated and the MMFF force field 
parameters for the polymer chain were directly included in the simulations. This is justified 
because the polymerization process of PSMA is not relevant to the growth or the behavior 
of CNTs. In the physical experiments, the coating material consists of the polymer that is 
the end result of the polymerization process; therefore, the simulation of polymerization is 
found to be outside the scope of this study. PSMA, subsequent to the polymerization 
process, is included in the atomistic model on the fiber surface.  
6.2.2. Nanoscale Constituents 
Model Set-up 
The fuzzy fiber nanocomposite model at the nano scale is orginally comprised of five 
constituents: carbon fiber surface, polymeric functional coating, radially-grown CNTs, the 
epoxy resin, and the hardener. A schematic, in Figure 6.5, illustrates the nanocomposite 
with ideal and uniform CNT growth and fiber arrangement, where the pale yellow 
represents the epoxy matrix in which the fuzzy fibers are embedded. 
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Figure 6.5: Ideal Fuzzy Fiber Nanocomposite 
 
The nanoscale simulation volume is generated using PackMol. However, PackMol 
does not generate *.pdb (protein data bank) format files for unit cells containing over 
100,000 atoms. Therefore, the source code was modified to create larger system sizes. The 
carbon fiber surface is represented by void-induced, irregularly-stacked, graphene layers 
to simulate surface roughness; the graphene layers are also saturated with hydrogen for 
thermal stability, as detailed in Section 5.3.1. The graphene layers are placed at 
predetermined locations using ‘fixed’ command in PackMol with an interlayer spacing of 
3.45 Å. The polymer coating is made up of PSMA chains as described in Section 6.2.1. 
The ‘inside box’ command defined the region in which the PSMA chains are dispersed 
randomly without overlapping. Radially-grown CNTs of chirality (10, 10) are embedded 
in the PSMA chains using the ‘inside cylinder’ PackMol; they are physically dispersed 
with no functionalization. The epoxy phase consists of DGEBF resin and DETA hardener 
molecule, prior to crosslink formation, dispersed randomly in the unit cell inside a 
predefined box (‘inside box’ command). Figure 6.6 depicts the various interphases in this 
complex nanoengineered architecture, and the unit cell generated from PackMol is shown 
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in Figure 6.7. The unit cell dimensions are 40 × 45 × 35 nm3; however, the y- and z-
directional dimensions are not of critical relevance due to periodic boundary conditions 
imposed in simulations.  The model, currently with over 200,000 atoms, can be easily 
modified to adjust CNT height and density, fiber surface roughness, and PSMA coating 
thickness.  
 
 
Figure 6.6: Fuzzy Fiber Interphases 
 
The MD simulations for the fuzzy fiber nanocomposite are performed with hybrid 
classical force fields, initially. The crystalline CNT and graphene molecules utilize the 
OPLS-AA and the CVFF (for improper interactions) force fields, whereas the 
thermoplastic PSMA chains and the thermoset polymer use the MMFF force field 
parameters. The simulations implement periodic boundary conditions along the y- and z-
directions. However, PBC are not appropriate along the x-direction, as shown in Figure 6.7, 
due to the phase discontinuity that arises if the unit cell were to be repeated infinitely in 
that direction. 
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Figure 6.7: Fuzzy Fiber Nanocomposite Unit Cell Generated from PackMol 
 
Crosslinking and Equilibration 
Prior to crosslinking of the epoxy, an energy minimization of the unit cell is performed 
using the conjugate gradient approach. Subsequently, equilibration is performed under an 
NPT (isobaric-isothermal) ensemble at 300K and 1 atm for 30 ns (1fs time step) using the 
Nose-Hoover thermostat and barostat. During equilibration, the potential energy of the unit 
cell converges to a mean value with minimal variance, which is considered to be the initial, 
equilibrated state. However, it is important to note that a much longer equilibration period 
is required for this simulation volume due to the large size of the system, and the presence 
 144 
of multiple constituent phases with hybrid force fields. For e.g., the systems in Chapters 3 
– 5 use a total equilibration period of 10 ns to ensure a stable value of potential energy and 
density; however, the density and energy values do not converge to a stable value until ~25 
ns for this large system. It is also important to note that although the graphene layers are 
stacked in an ordered fashion during packing, the equilibration creates an irregular 
sequence of layers based on their molecular interactions (see Figure 6.8). This is useful in 
representing/modeling the inherent peaks and valleys present on the fiber surface. 
Subsequent to the equilibration, the epoxy resin and hardener molecules are numerically 
crosslinked using the cut-off distance based approach described in Section 3.2. Also, note 
that there is a yellow molecule in the epoxy phase in Figure 6.7 and Figure 6.8. This is not 
an anomaly; this molecule is a cured polymer molecule, where the crosslinking between 
the resin and the hardener is complete. A single cured molecule is added to the simulation 
cell in order to assign the correct bond type from this molecule for all the other resin and 
hardener sites when the crosslinking process takes place.  
During the numerical crosslinking simulation, an NVT ensemble equilibration (at 300 
K, 1 atm, for 1000 ps) is performed to promote the intermixing of molecules; this creates 
proximity between the active sites leading to new bond formation. The crosslinking 
degree/conversion degree of the epoxy phase is calculated based on the number of new 
bonds formed and the total number of potential bonds between the active sites. In Chapter 
3, over 100 simulations were performed to obtain the most-likely crosslinking degree. 
However, due to the large system size and associated computational cost, only 50 
simulations were performed on the fuzzy fiber nanocomposite to evaluate the mean 
conversion degree. The result, as seen in Figure 6.9, is a non-smooth normal distribution, 
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(more simulations could smoothen the distribution) with a mean of 37.12% and a standard 
deviation of 0.73%. Although the mean conversion degree of this epoxy is about 56%, as 
seen in Figure 3.2, the CNTs that protrude into the epoxy phase act as a barrier for their 
crosslinking [103]. However, it is interesting to note that the mean crosslinking degree 
(37.12%) of epoxy in the fuzzy fiber nanocomposite is fairly close to the dispersed CNT 
nanocomposite with 4% CNT wt., as observed in Figure 3.6 (c). In the current 
configuration, the CNT weight fraction is over 5%. Since, the CNTs are arranged at the 
edge of the epoxy phase instead of being randomly dispersed in the midst of the epoxy 
molecules, the crosslinking is not significantly impeded. Therefore, although the weight 
fraction is over 5%, the conversion degree of the epoxy is not as low as the value predicted 
in Figure 3.6 (c).  
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Figure 6.8: Fuzzy Fiber Nanocomposite Unit Cell after NPT Equilibration 
 
 
Figure 6.9: Distribution of Crosslinking Degree for Epoxy in Fuzzy Fiber Nanocomposite 
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Boundary and Loading Conditions 
The unit cell is subjected to virtual deformation simulations along the x-, y- and z-
directions. Prior to the deformation test, an NPT equilibration is performed for 10 ns to 
remove stresses from the molecular system, while the temperature is maintained at 300K. 
The virtual deformation tests are performed on the fuzzy fiber nanocomposite using 
ReaxFF force fields. The choice of ReaxFF for the new constituent – PSMA, is determined 
by the approach described in Section 4.2. While switching potential, the configurations 
were re-equilibrated using the force field parameters from Singh et al. [127]. The pair 
energy difference of the fuzzy fiber nanocomposite system at the beginning and at the end 
of equilibration was calculated using classical and reactive force fields, and were matched 
to a tolerance of 1×10-2 kCal/mol. This ensures the validity of the choice of reactive 
potential parameters because the energy from van der Waals interactions are calculated 
using similar formulations in both classical and reactive force fields.  
As demonstrated in Figure 6.10 (b) and (c), the ‘fix deform’ command is used to apply 
a tensile load to the simulation box causing the atoms to be remapped based on an affine 
transformation, along the y- and z-directions, respectively. An NPT equilibration is 
performed during the tensile deformation to control the temperature. Since the simulation 
volume is non-periodic along the x-direction, a region of atoms in the graphene layer are 
constrained, and a region of atoms in the epoxy phase are moved with a constant velocity 
in the x-direction (as illustrated in Figure 6.10 (a)) using the ‘fix_move’ command. The 
atoms that are not part of these two regions are allowed to move freely based on the local 
atomic forces acting on them; this is implemented using the ‘fix_move NULL’ command. 
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A Berendesen thermostat is also employed in conjunction with the ‘fix_move’ commands 
to monitor and maintain the temperature of the fuzzy fiber molecular system.  
 
 
(a) 
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(b) 
 
 
 (c) 
Figure 6.10: Loading of Fuzzy Fiber Nanocomposite along (a) x-direction; (b) y-
direction; (c) z-direction 
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Results of Virtual Deformation Simulations 
The virtual deformation along the x-direction (Figure 6.10) is performed by displacing 
a region of epoxy polymer at the interphase; Johnston et al. [199] performed MD 
simulations of the fiber/matrix interphase and obtained elastic properties to incorporate into 
a subcell-based micromechanics model. The authors concluded that displacing a portion of 
the polymer region, as opposed to the entire polymer phase, yields a better estimate of the 
tensile and transverse moduli. The loads leading to material failure originate away from 
the interphase, and are transferred to the constituents at the interphase through the physical 
and chemical links; thus, displacing a portion of the polymer captures the load transfer 
mechanisms through the polymer chains and entanglements. Figure 6.11 illustrates the 
smoothed stress-strain response from the x-directional deformation of the fuzzy fiber 
nanocomposite. The modulus obtained from the elastic region of the stress-strain data set 
corresponds to the transverse modulus of the fuzzy fiber/matrix interface, with a value of 
15.45 GPa. A tabular comparison of transverse moduli presented in Ref [199] ranges from 
3.37 GPa to 34 GPa estimated through various micromechanics models. The transverse 
modulus calculated by Johnston et al. from their molecular simulations is 8.28 GPa for a 
neat fiber/matrix interface. In comparison, the transverse in-plane modulus of the fuzzy 
fiber/matrix interface shows an improvement at 15.45 GPa. This improvement is attributed 
to the orientation of the CNTs along the debond direction, thus leading to an efficient load 
sharing mechanism, even as the polymer fails. The initial load-drop at ~7% strain 
corresponds to the failure of the polymer chains; the load is subsequently transferred to the 
CNTs, the graphene layers and the PSMA layer, thus, leading to a slow deterioration of the 
interface, instead of a sudden failure and load-drop. Figure 6.12 plots the cumulative bond 
 151 
dissociation energy during the x-directional deformation. It is important to note that the 
BDE is affected predominantly by the polymer chains due to the presence of weak as well 
as strong bonds. The increase in BDE up to a strain of ~7% indicates the scission of weak 
polymer bonds; the bonds in the CNTs and the graphene layers are relatively too strong to 
be broken under this loading. Therefore, subsequent to the failure of the polymer matrix, 
the slope of the BDE curve drastically reduces. The gradual increase in the BDE curve 
beyond 10% strain could be attributed to the cleaving of bonds in the PSMA layer. It is 
worth mentioning that the absolute value of tensile transverse strength, ~745 MPa as 
inferred from Figure 6.11, is overestimated by MD simulations. Although functional trends 
(and therefore modulus estimates) are accurately obtained from MD, the value of stress 
itself is often overestimated due to the high strain rate simulations.  
 
 
Figure 6.11: Stress-Strain Curve from Deformation along x-direction 
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Figure 6.12: BDE Curve from Deformation along x-direction 
 
The stress-strain and BDE results from y-directional (relative shear-induced out-of-
plane) deformation are plotted in Figure 6.13 and Figure 6.14, respectively.  The out-of-
plane modulus of the interphase is found to be 10.4 GPa, and compares well with the 
transverse modulus for the fiber/matrix interface found in literature (~10-13 GPa) [200]. 
Note that for a typical fiber/matrix interface, the transverse moduli along x- and y-
directions (as defined in this study) are assumed equal. Thus, the transverse modulus value 
from this study (10.4 GPa) compares well with the value of 8.28 GPa for the fiber/matrix 
interface from [199]. Furthermore, the transverse modulus of fuzzy fiber composites was 
calculated by Rafiee to be 10.00 ±  1.36  GPa using an elaborate effective property 
approach with stochastic effects, and the value from the current model compares perfectly 
[201]. There is a clear yield point, followed by a softening and a hardening phenomenon 
in Figure 6.13. The strain softening occurs due to the failure of the polymer chains; the 
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stress drops as the polymer chains break in quick succession. The strain hardening occurs 
when CNTs, upon polymer failure, orient themselves along the loading direction in the 
newly generated voids. The reorientation of the CNTs causes a hardening phenomenon 
with a slope almost as steep as the slope of the elastic region. Unlike traditional fiber/matrix 
composite interfaces that have equal moduli along the two transverse directions (x and y), 
the fuzzy fiber/matrix interface has a higher transverse modulus along the direction of the 
CNTs (x). The y-direction in this model, being also transverse to the orientation of the 
CNTs, has a lower modulus. In Figure 6.12, the BDE curve was bilinear due to the polymer 
phase failing first followed by the transfer of load to the other constituent phases. However, 
the BDE curve along the y-direction (see Figure 6.14) is smooth because all the phases are 
deformed simultaneously. The combination of polymer chains breaking in the PSMA and 
the epoxy thermoset phases creates a smooth BDE curve. It is worth noting that as complete 
material failure occurs, the saturated BDE value (~14000 kCal/mol) is quite comparable 
along the x- and y-directions.  
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Figure 6.13: Stress-Strain Curve from Deformation along y-direction 
 
 
Figure 6.14: BDE Curve from Deformation along y-direction 
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The results from the virtual deformation along the fuzzy fiber direction are presented 
in Figure 6.15 and Figure 6.16. The longitudinal modulus of the fuzzy fiber/matrix 
interface is calculated to be 17.32 GPa from Figure 6.15; note that along this direction, the 
infinitely long graphene layers (due to periodic boundary conditions along z) act as 
dominant load carrying constituents. A fairly large elastic region (~7% strain) and the 
absence of a softening mechanism indicating polymer failure, attest to the load carrying 
role of the graphene layers. The modulus is therefore, higher than the x- and the y-
directions. The values of longitudinal moduli in literature for fuzzy fiber nanocomposites 
calculated from Mori-Tanaka and concentric cylinders based approaches tend to be much 
higher ranging from ~50 GPa [191] to ~150 GPa [201]. Furthermore, there are no explicitly 
reported properties for the fuzzy fiber interface since the models assume material properties 
for the individual constituents such as CNT, epoxy and carbon fiber. This model, however, 
only simulates the external surface of the fiber through graphene layers, which corresponds 
to a low fiber volume fraction value at the continuum level. Therefore, the longitudinal 
modulus of the fuzzy fiber nanocomposite interface can only be compared to rule-of-
mixtures estimates that are obtained with low fiber volume fraction assumptions for the 
interface. The BDE curve in Figure 6.16 exhibits a trend different from a matrix-dominated 
damage mechanism. The BDE is not fully saturated at ~20% strain, indicating that 
complete polymer failure has not occurred, and further proved by the fact that the value of 
maximum BDE (~9000 kCal/mol) is also significantly lower than in the x- and y-directions.   
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Figure 6.15: Stress-Strain Curve from Deformation along z-direction 
 
 
 
Figure 6.16: BDE Curve from Deformation along z-direction 
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6.2.3. Effect of Surface Coating 
This subsection presents the studies conducted to isolate the effects of the polymeric 
surface coating on the interface mechanics of the nanocomposite. In order to quantify the 
influence of the polymer coating, the local interphase labeled as ‘C’ in Figure 6.6 is 
modeled separately. This local interphase consists of the PSMA substrate and the epoxy 
polymer phase with CNTs grown on the substrate protruding in to the epoxy, as depicted 
in Figure 6.17. The construction of the unit cell utilized the ‘inside_box’ command within 
PackMol to randomly disperse PSMA and epoxy molecules in adjacent boxed regions. The 
x-direction of the local interphase model runs perpendicular to the boundary separating the 
two phases. This, once again, results in a non-periodic boundary along x, whereas y- and 
z-directions could be assumed to be periodic.  
 
 
Figure 6.17: Local Interphase between PSMA Coating and Epoxy Matrix 
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By analyzing this local interphase in Figure 6.17, and comparing the cohesive behavior 
to the results presented in Section 5.3.3 and 5.3.4, important conclusions can be drawn 
about the mechanics at the carbon fiber/matrix interface and the fuzzy fiber/matrix 
interface. To ensure consistent comparison, the local interphase is subject to the same 
loading and boundary conditions as illustrated in Figure 5.6 – consisting of a fiber matrix 
debond, out-of-plane fiber rotation, and fiber pullout modes [202]. The system size is 
~60,000 atoms which is consistent with the interphase model in Section 5.3.1. In the current 
model, the graphene layers are replaced with a region of PSMA chains; this allows the 
entanglement of PSMA chains with the thermoset polymer chains during equilibration. 
However, the initial set up consists of the two phases clearly demarcated into two non-
overlapping regions. The big question that serves as the motivation for this analysis is 
whether the inclusion of the polymeric coating improves (or degrades) interface properties 
and why. Another contention that needs to be settled is the trade-off between in-plane and 
out-of-plane response of the fuzzy fiber nanocomposite; several studies have reported a 
loss of in-plane transverse modulus, while showing a significant improvement in out-of-
plane (interlaminar) strength. The local interphase model is expected to provide insight on 
whether specific modes of response are degraded while resulting in improvements 
elsewhere.  
Based on the boundary conditions and loads illustrated in Figure 5.6, simulations are 
performed on PSMA/epoxy interphase. During the deformation, equilibration is performed 
on the local interphase system under an NPT ensemble (300 K, 0 atm for stress-free 
boundaries); an added Berendsen thermostat is implemented to maintain the temperature 
around 300 K. The pullout along the x-direction corresponds to the matrix debond failure 
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mode; the deformations along the y-direction and z-direction correspond to relative shear-
induced out-of-plane rotation and in-plane fiber pullout, respectively.  
Figure 6.18 depicts the variation of the cohesive force with x-directional displacement 
at the PSMA/epoxy interphase during matrix debond. The cohesive behavior is a unimodal 
smooth curve; the initial peak (depicted by a red dot) corresponds to the stretching of 
polymer chains causing interphase separation. The final frame shows the separation of the 
interphase due to polymer chain breakage. It is interesting to note that the cohesive forces 
between the PSMA and polymer phase is stronger than the intermolecular forces in the 
polymer itself. In Chapter 5, a bimodal traction-separation curve was illustrated in Figure 
5.10. It was explained that the second peak occurred due to the separation of physically-
entangled polymer chains from the graphene voids. In this case, since there are no physical 
entanglements, the interphase strength is determined by the van der Waals forces between 
the two phases. It is also important to point out that the CNT embedded at the interphase 
acts as a significant load carrying constituent, and the polymer chains break prior to the 
failure of the interphase. A comparison of the maximum cohesive force presented in Figure 
5.10 (~3.5 nN) and Figure 6.18 (~4.6 nN) shows that the PSMA/epoxy interphase has a 
higher value of peak load. This indicates that the polymer coating improves the mechanics 
of the local interphase under matrix debond failure mode. The growth of CNTs on the 
polymer coating/substrate improves the load carrying capacity of the interface along the 
transverse direction, and delays debond failure by preventing interface separation.  
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Figure 6.18: Local Interphase (PSMA/Epoxy) Debond along x-direction 
 
The interphase separation along the y-direction corresponds to the relative shear-
induced rotation and subsequent failure; this failure mechanism is dominated by 
overcoming the intermolecular interactions between the two phases, since they are not 
physically entangled or chemically bonded. The resulting traction-separation behavior is 
trapezoidal as shown in Figure 6.19. The red dot represents the cohesive force and 
displacement at which the van der Waals forces are overcome, and the two phases start to 
slide past smoothly. The slight increase in resistance (higher cohesive force) around 15 Å 
is hypothesized to be due to the bending of CNTs as the polymer phase slides. The 
 161 
maximum cohesive force value of ~4 nN, along the y-direction, is higher than the value 
(~2.5 nN) observed in the fiber/matrix interphase in Figure 5.11. This once again, leads to 
the conclusion that the out-of-plane properties show significant improvement with the 
introduction of the polymer coating between the fiber and the matrix. The final drop in load 
is not observed because the y-direction is periodic, and therefore, represents an infinitely 
long interphase.  
 
 
Figure 6.19: Local Interphase (PSMA/Epoxy) Debond along y-direction 
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Figure 6.20: Local Interphase (PSMA/Epoxy) Debond along z-direction 
 
The trapezoidal traction-separation behavior along the z-direction (seen in Figure 6.20) 
is similar to the behavior along the y-direction. This is because the relative shear in these 
two phases is similar along both directions due to the dominant van der Waals’s forces. 
The values of maximum cohesive force in Figure 6.20 and Figure 6.19 are comparable. 
However, the fiber pullout response from Figure 5.12 showed a maximum cohesive force 
of ~12 nN due to the presence of graphene sheets. Since the fiber is not explicitly modeled 
in this local interphase, the expected transverse behavior along the y- and z-directions are 
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comparable. As explained earlier, the slight increase in cohesive force beyond the red dot 
could be attributed to the resistance created by the bending of the CNT within the polymer 
as the two phases slide past each other. When the bending of the CNT is complete (~ 30 
Å), the load is seen to drop gradually. The final drop in load is not observed due to the 
periodic boundary condition along the z-direction.  
6.3. Summary 
The significance of predetermined nanoengineered architectures were highlighted in 
this chapter, in addition to the development of reliable computational tools that can 
accelerate the development of these architectures. Various CNT architectures such as 
nanoforests, CNT bundles and ropes, fuzzy fibers, etc. were explored, and their response 
under various loading conditions were compared based on data from reported literature. 
Among the CNT nanoarchitectures, a fuzzy fiber composite was chosen to demonstrate the 
versatility of the developed computational framework to investigate linear elastic behavior, 
damage mechanisms and interface mechanics, owing to the abundance of multiscale 
experimental results and micromechanics model predictions in literature.  
An atomistic model of the fuzzy fiber nanocomposite was generated by explicitly 
modeling the various phases such as the carbon fiber, polymeric coating for the fiber 
surface, radially-grown CNTs, and the thermoset polymer matrix. Irregularly-stacked 
graphene layers with voids were included to represent the carbon fiber surface, and PSMA 
was chosen as the surface coating. Subsequent to the virtual curing of the epoxy phase, the 
fuzzy fiber model was deformed along the x-, y-, and z-directions to obtain the stress-strain 
response. Critical parameters such as the longitudinal and transverse moduli were extracted 
from the results of the virtual deformation simulations. More importantly, the BDE 
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variation was obtained as a function of strain, which provided insights into the unique 
damage mechanisms in these nanoengineered architectures along the different directions. 
The mechanism of load transfer was found to vary based on the direction of loading. Along 
the matrix debond direction (x-direction in the current model), the polymer matrix was 
found to fail first and subsequently, the loads were transferred to the other constituent 
phases. Along the out-of-plane transverse direction (y-direction), the CNTs reoriented 
along the loading direction upon polymer failure. The stacked graphene layers were found 
to be the major load carrying constituents along the longitudinal fiber direction (z-
direction). The results of the deformation simulations indicate that the out-of-plane 
properties of the composite is improved by the fuzzy fiber, while the in-plane properties 
are maintained. The elastic material parameters along with the BDE curve can be used in 
a generalized method of cells (GMC) based continuum micromechanics model to define 
the interphase subcells surrounding the carbon fiber [199]; the damage mechanics of the 
fuzzy fiber nanocomposite interface at the continuum level can also be defined based on 
the BDE functional, as detailed in Chapter 4 [203]. Furthermore, an atomistically-informed 
traction-separation law was also developed to define interface failure in the continuum 
model. 
In order to isolate the effects of the polymeric surface coating, a local interphase model 
was developed. This local interphase containing the PSMA, an embedded CNT, and the 
epoxy phase were subjected to three modes of loading. The results were post-processed to 
isolate the cohesive forces at the interphase, and an atomistic traction-separation curve was 
generated for each mode of loading. These traction-separation curves were compared to 
those obtained in Chapter 5 for the fiber/matrix interface without the presence of the fiber 
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surface coating. A unimodal curve represented the matrix debond mode, and trapezoidal 
curves were obtained for the shear-induced rotation and fiber pullout modes at the local 
interphase. The results showed that fuzzy fiber nanocomposites with the fiber surface 
coating impart enhanced out-of-plane interface properties that could delay the onset of 
interlaminar failure. Furthermore, the in-plane transverse properties of the interface were 
also improved due to the high cohesive forces between the PSMA and the epoxy, with the 
CNT oriented along the debond direction as a load carrying member. The results also 
highlighted that a thicker layer of surface coating acting as a substrate for CNT growth, 
would result in higher in-plane tensile strength and out-of-plane interface strength. Thus, 
the computational framework could serve as a useful tool to guide the design of 
nanoengineered architectures with improved performance metrics for mission-specific 
applications. 
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7. SUMMARY AND FUTURE WORK 
7.1. Summary and Contributions 
Over the course of this dissertation, an atomistically-driven, physics-based modeling 
strategy has been presented for multiphase nanomaterials with complex mechanochemical 
interactions. The overarching motivation behind the development of this modeling 
framework is to serve as a tool for the computationally-assisted design of novel materials 
for future aerospace platforms. With this broad objective, nanocomposites with CNTs were 
studied using the atomistically-informed multiscale modeling framework. Traditional 
nanocomposites with dispersed CNTs and nanoengineered composites with predefined 
CNT architecture were investigated. Four major tasks were accomplished pertaining to 
dispersed CNT nanocomposites: i) simulation of the epoxy curing process in the presence 
of dispersed CNTs; ii) characterization of the effects of CNTs on the epoxy crosslinking 
and the nanocomposite mechanical properties; iii) simulation of chain sliding and bond 
scissions leading to damage initiation in the CNT-epoxy thermoset; (iv) capturing damage 
initiation through separation of the fiber/matrix interface through an atomistically-
informed traction-separation law under various modes of loading. These tasks combined, 
have provided a comprehensive understanding of the elastic and plastic behavior of the 
nanofiller-dispersed matrix phase, and the constituent interphases. The effects of various 
parameters such as weight fraction and geometrical configuration of the CNTs on the 
overall material response of the matrix phase and the interphases were quantified with the 
help of the computational framework. Results indicated improvements in the mechanical 
properties of conventional nanocomposites with dispersed CNTs when included in small 
weight fractions. However, the damage mechanics of the nanocomposite was dominated 
 167 
by matrix failure and was not significantly altered by the CNTs despite enhancements in 
the overall stress-strain response and material strength. Furthermore, the out-of-plane 
properties exhibited degradation while the in-plane response improved.  
Nanoengineered CNT architectures were explored in the penultimate chapter of this 
dissertation, and the physics-based computational framework was employed to investigate 
fuzzy fiber nanocomposites. The fuzzy fiber nanocomposite interface was specifically 
studied, and the material properties of the interface were extracted to be integrated with a 
GMC approach at the continuum level with explicitly defined interface subcells. In addition 
to capturing the role of individual phases in this complex architecture, the model was able 
to shed light on the damage mechanics, and the out-of-plane interface strengthening 
mechanism as a result of radially-grown CNTs on the fuzzy fiber. The study highlighted 
the importance of the polymeric fiber surface coating in improving both the in-plane and 
out-of-plane properties of the fuzzy fiber nanocomposite.  
The integration of nanoscale physical-chemical phenomena into continuum models 
administers the link between chemistry, molecular behavior and mechanics. A methodical 
scheme to trace the role of nanoparticles and nanoarchitectures on the overall material and 
structural response is the emerging result of this research. If extended to understand 
chemical reactions from first principles and thermal effects, this computational setup can 
be a holistic tool to investigate reaction feasibility, chemical aging, and thermal 
degradation in complex materials used in extreme environments.  
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7.2. Future Work 
While the research presented in this dissertation serves to improve the fidelity of 
nanocomposite modeling and provides insights into the role of nanoparticles and 
nanoarchitectures on the overall response of the composite, additional developments and 
features can broaden the application of this computational platform. Following are some 
future directions that can be pursued based on the potential that emerged from this research.  
1. Understanding the molecular origins of the viscoelastic response of CNT 
nanocomposites remains a critical issue. The linear viscoelastic spectrum is one of 
the primary signatures of polymer solutions and melts, conveying information on 
the relaxation processes in the system. The William-Landel-Ferry (WLF) equation 
is a relationship used to describe the dependence of relaxation times on temperature 
at atmospheric pressure. The underlying assumption in the WLF equation is that the 
relaxation rates depend on the free volume.  Therefore, most molecular models that 
characterize viscoelastic behavior in polymers track the evolution of free volume 
subsequent to the removal of an applied virtual load. However, the characteristic 
relaxation time of the equilibrated system above but near the glass transition 
temperature is shown to diverge with a power-law form rather than the WLF 
relationship. An implementation of a molecular ‘potential energy clock’ must be 
included to study the viscoelastic evolution and recovery under various modes of 
loading. The molecular material clock employs a single mechanism, the acceleration 
of relaxation rates with increasing potential energy, to determine enthalpy relaxation, 
free volume recovery, nonlinear stress relaxation and mechanical yield. 
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2. The success of functionalization and grafting techniques on CNTs needs to be 
studied using DFT-based reaction kinetics. Kinetic analysis may effectively assist 
in probing bond formation mechanisms between reactants and identify successful 
reaction pathways. DFT needs to be used to analyze the chemical reaction and its 
required activation energy, and predict chemical structures of a range of possible 
products, including the most likely ones. Thus, computational chemistry can aid in 
devising new grafting mechanisms without time consuming trial-and-error 
experiments.  
3. It is important to evaluate material degradation (both physical and chemical) as a 
function of temperature, especially if oxygen is present, and capture thermo-
oxidative degradation that leads to accelerated damage evolution in CNT-dispersed 
polymer materials. Once the reaction of the CNT-epoxy nanocomposite is analyzed 
using the DFT-based reaction kinetics analysis, the bulk properties need to be 
estimated as a function of temperature. The reaction between the nanocomposite and 
oxygen will be modeled similar to the numerical epoxy curing technique, and virtual 
loading simulations must be performed over a range of temperatures to obtain 
thermal effects on mechanical properties.  
4. Other multifunctional properties of nanocomposites and nanoengineered 
composites with CNTs can also be investigated with molecular simulations. 
Studying thermal effects and deformation mechanisms induced by temperature 
could shed light on the damage sensing and deicing applications of CNT polymers. 
The piezoelectric behavior of CNT-epoxy nanocomposites has already been studied 
by a co-worker at the continuum scale, based on the bond dissociation information 
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from molecular simulations. Similarly, deformation induced heating or changes in 
electrical resistance could also be modeled from information arising at the atomistic 
length scale.  
5. Although MD simulations are not appropriate tools for parametric studies, 
performing a systematic set of simulations with predetermined parameters such as 
CNT weight fraction, dispersion index, CNT height and density on the fuzzy fiber, 
polymer crosslinking density, etc. can add to an existing dictionary of data. Data 
informatics and machine learning are quintessential tools for the successful 
computational design of novel materials with unprecedented properties. A multi-tier 
reduced order model (ROM) combined with supervised learning techniques needs 
to be generated using existing MD data to improve the computational efficiency of 
the multiscale framework and length-scale bridging. A Gaussian Process based 
Machine Learning (GPML) approach must be used to train the first tier of the ROM 
in order to predict the outcome of an MD simulation (using existing MD data as 
training data). The variation of features such as pair energy, bond energy, 
Coulombic energy, total energy and average temperature (from kinetic energy of 
molecules) will be predicted by the machine learning framework using existing MD 
data. For a new configuration of molecules, once the initial values of the features 
are calculated, the entire variational trend can be predicted without running the MD 
simulation. A confidence level will be estimated for each prediction made by the 
ROM; if the confidence of the prediction is below a predetermined threshold, an 
MD simulation will be performed with that specific molecular configuration and the 
results of the simulation will be added to the dictionary. 
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