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Climate Warming Trends in the U.S. Midwest Using Four Thermal Models
Abstract
Thermal time (TT) is an agro-climate index widely established and used in predicting plant development
based on temperature. This index is a powerful tool for measuring multi-faceted changes in temperature
occurring from climate change. In the present study, TT was calculated for the entire frost-free period and
individual spring, summer, and fall seasons using growing degree day (GDD), general thermal index (GTI),
crop heat unit (CHU), and heat stress degree day (HSDD) models for 1054 counties across 12 Midwest states
on a daily basis from 1950 to 2017. The temporal trend for each county was fit with a linear regression model
for percent change per year. During the frost-free period, warming occurred in 260 to 489 counties with 0.06
to 0.34% gain per year dependent on model and county selected. Warming has occurred in northern and
eastern counties primarily from gains in the fall season and partially from the spring. These TT gains are from
additional calendar days from an expanded frost-free period and secondarily from a change in maximum
temperature (fall only). Heat stress (>30°C) during the frost-free period has decreased for 212 counties in the
west-central region. Overall, the CHU model detected the most counties warming and had the lowest error
particularly compared to the GDD model. Compared to 1950, some counties showed up to 1.2-fold increase
in frost-free TT and are projected to 1.8-fold by end of the 21st century. Current warming trends are related to
projected TT trends such that adaptation planning can be guided by the trajectory from the past 68 yr.
Disciplines
Agriculture | Agronomy and Crop Sciences | Climate | Meteorology | Statistical Models
Comments
This article is published as Abendroth, Lori J., Fernando E. Miguez, Michael J. Castellano, and Jerry L.
Hatfield. "Climate Warming Trends in the US Midwest Using Four Thermal Models." Agronomy Journal
111(2019):1-14. doi: 10.2134/agronj2019.02.0118.
Rights
Works produced by employees of the U.S. Government as part of their official duties are not copyrighted
within the U.S. The content of this document is not copyrighted.
This article is available at Iowa State University Digital Repository: https://lib.dr.iastate.edu/agron_pubs/597
Agronomy Journa l  •  Volume 111,  I s sue 6 •  2019 1
ABSTRACT
Thermal time (TT) is an agro-climate index widely established 
and used in predicting plant development based on tempera-
ture. This index is a powerful tool for measuring multi-faceted 
changes in temperature occurring from climate change. In the 
present study, TT was calculated for the entire frost-free period 
and individual spring, summer, and fall seasons using growing 
degree day (GDD), general thermal index (GTI), crop heat unit 
(CHU), and heat stress degree day (HSDD) models for 1054 
counties across 12 Midwest states on a daily basis from 1950 to 
2017. The temporal trend for each county was fit with a linear 
regression model for percent change per year. During the frost-
free period, warming occurred in 260 to 489 counties with 
0.06 to 0.34% gain per year dependent on model and county 
selected. Warming has occurred in northern and eastern coun-
ties primarily from gains in the fall season and partially from the 
spring. These TT gains are from additional calendar days from 
an expanded frost-free period and secondarily from a change 
in maximum temperature (fall only). Heat stress (>30°C) dur-
ing the frost-free period has decreased for 212 counties in the 
west-central region. Overall, the CHU model detected the 
most counties warming and had the lowest error particularly 
compared to the GDD model. Compared to 1950, some coun-
ties showed up to 1.2-fold increase in frost-free TT and are pro-
jected to 1.8-fold by end of the 21st century. Current warming 
trends are related to projected TT trends such that adaptation 
planning can be guided by the trajectory from the past 68 yr.
Core Ideas
• Northern and eastern counties in the Midwest have up to 1.2-fold 
increase in frost-free thermal time since 1950 while central and 
southern counties do not.
• The growing degree day model results in fewer counties detected and 
lower rates of warming compared to the general thermal index and 
crop heat unit models.
• The gain in thermal time is primarily from the fall season and sec-
ondarily from the spring.
Climate change is altering the environment and pro-ductivity of Midwest agriculture through alterations in temperature, precipitation, and indirect or cascad-
ing effects on other system components (Portmann et al., 2009; 
Hatfield et al., 2011; Urban et al., 2012; Deutsch et al., 2018; 
Kukal and Irmak, 2018). With projected future temperature 
increases of 2°C or more above the current levels, yield loss and 
yield variability are expected to increase (Butler and Huybers, 
2013; Challinor et al., 2014; Hatfield, 2016; Jin et al., 2017). 
Under the highest greenhouse gas emissions scenario for Midwest 
rainfed agriculture, higher temperatures and heat stress are pro-
jected to be the primary drivers of yield loss by the end of the 21st 
century (Riahi et al., 2011). However, given the variation in tem-
peratures currently across the region, future increases in tempera-
ture are expected to produce differing responses in maize (Zea 
mays L.) yields. Generally, the central and southern areas of the 
Midwest are projected to have yield reductions while the north-
ern areas will likely see increases or experience minimal change 
(Southworth et al., 2000; Kucharik and Serbin, 2008; Butler 
and Huybers, 2013; Rosenzweig et al., 2014; Jin et al., 2017). The 
sensitivity of the maize crop to higher temperatures ultimately 
depends on the length and timing of exposure relative to develop-
mental processes, as reproductive phases are more sensitive than 
vegetative (Hatfield et al., 2011; Hatfield and Prueger, 2015).
Agro-climate indices incorporate measures of temperature 
relevant to crop production during the growing season such as 
spring and fall frost dates, frost-free period, prevalence of extreme 
temperatures, and TT (Kunkel et al., 2004; Mueller et al., 2016; 
Kukal and Irmak, 2018). These indices have been used in climate 
change research including: maize phenology (Anandhi, 2016; 
Hatfield and Prueger, 2015; Prasad et al., 2018), yield loss and 
adaptation (Butler and Huybers, 2013; Butler et al., 2018), and 
expansion of cropping areas (Bootsma et al., 2005). In particular, 
TT can serve as a multifaceted assessment of the changes in tem-
perature when summed across a period of time meaningful for 
crop production. Daily TT is typically summed across a period 
of calendar days (Terando and Easterling, 2012), related to 
planting or harvest operations (Bootsma et al., 2005; Butler and 
Huybers, 2013), or related to crop development (Jin et al., 2017). 
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Maize development advances predictably based on heat accu-
mulated with crop phenology progressing more rapidly when 
daily minimum (Tmin) and/or maximum (Tmax) temperatures 
are increased (Porter and Semenov, 2005; Hatfield and Prueger, 
2015; Schauberger et al., 2017).
Four TT models are commonly used in the Midwest to 
describe maize development: GDD, CHU, GTI, and HSDD. 
Other crops such as soybean [Glycine max (L.) Merr.] or wheat 
(Triticum aestivum L.) utilize the same thermal models with 
minimal, if any, adjustments. Therefore, these models are rep-
resentative for the region. These polynomial (linear to cubic) 
thermal models differ in their lower and upper temperature 
boundaries and the rules which are used to translate air temper-
ature to TT (Stewart et al., 1998; Kumudini et al., 2014). The 
equations used to convert daily temperature into meaningful 
units for crop development are framed around the temperatures 
applicable for maize growth and development in which the opti-
mum temperature from sowing to anthesis is between 28 and 
30°C and grain filling is around 26°C; the plant’s upper lethal 
limit is 46°C (Sánchez et al., 2014). The GDD model has the 
narrowest temperature range compared to GTI and CHU with 
TT having a linear relationship with temperature. The tempera-
ture boundaries for GDD vary in the literature but are generally 
from 8 to 10°C (lower) and 29 to 32°C (upper) (Schlenker and 
Roberts, 2009; Abendroth et al., 2011; Jin et al., 2017). The 
CHU model uses a different equation for night and day such 
that TT is related linearly for Tmin and quadratic for Tmax 
(Brown, 1975). Accumulation of TT in the CHU model begins 
at 4.4°C with no upper temperature boundary, although high 
temperatures result in a reduced accumulation of TT. The GTI 
model has two different equations based on crop developmental 
stage with silking date as the transition (Stewart et al., 1998; 
Dwyer et al., 1999a). The vegetative model follows a sigmoidal 
curve starting below a mean temperature of 5°C and maximum 
accumulation between mean temperatures of 25 and 30°C. The 
reproductive model is minimally responsive to temperatures 
below a mean of 12°C with substantial accumulation above. The 
GTI and CHU models have resulted in improved precision in 
predicting maize development compared to the GDD model 
(Stewart et al., 1998; Kumudini et al., 2014). The three models 
differ in relative daily TT accumulation across time and loca-
tions, as illustrated for counties in North Dakota and Missouri 
(Fig. 1). Cooler environments and seasons, such as spring and 
fall, will have greater GTI and CHU accumulation relative to 
GDD while warmer environments and seasons will have greater 
relative GDD accumulation.
Heat stress is summarized in the literature using several 
models such as HSDD, heat stress index, extreme degree days, 
or killing degree days (Gourdji et al., 2013; Lobell et al., 2013; 
Schauberger et al., 2017; Prasad et al., 2018). These models 
differ in nomenclature to some degree and more importantly in 
the temperatures defined as “stressful” and whether accumula-
tion is on an hourly or daily basis. The starting temperature for 
these models begins from 29 to 35°C and continues upward 
with no upper boundary (Terando and Easterling, 2012; Butler 
and Huybers, 2013; Gourdji et al., 2013; Jin et al., 2017). The 
HSDD model is an extension of the GDD model but it starts 
at a higher minimum temperature (30°C). The output from 
HSDD cannot be compared directly with GDD, GTI, or CHU 
since high temperatures do not occur every day and may rarely 
occur in some counties.
Indicators of climate change that are applicable to agriculture 
have often included frost dates, minimum or maximum tempera-
ture, diurnal range between minimum and maximum tempera-
ture, whether variability is increasing, and presence of extreme 
high temperatures. Thermal time is a robust means to aggregate 
across all of these components to characterize the total magni-
tude of change relevant for crop production. The changes to-date 
in TT can also equip climate adaptation efforts by establishing 
relationships between current and projected rates of warming.
Fig. 1. Relative thermal time accumulated per day in Barnes County, North Dakota, in 2011 and Chariton County, Missouri, in 2016. Each 
day is a proportion of thermal time for the entire frost-free period such that summation of all daily values equal 1 for each model.
Agronomy Journa l  •  Volume 111, Issue 6 •  2019 3
In the present study, we use four thermal models to represent 
changes in temperature occurring during the frost-free period 
across the U.S. Midwest. Our research questions are: (i) Has 
frost-free thermal time changed?; (ii) Does model choice affect 
the detection and magnitude of change?; (iii) Which season has 
contributed most to the change in frost-free thermal time?; and 
(iv) Are current and projected thermal time related?
METHODOLOGY
Geographic Coverage
Twelve states in the U.S. Midwest region were included in this 
analysis: Kansas, Illinois, Iowa, Indiana, Michigan, Minnesota, 
Missouri, Nebraska, North Dakota, Ohio, South Dakota, and 
Wisconsin. The boundaries extend in latitude from 35.99° N 
to 49.38° N and in longitude from 104.07° W to 80.51° W. 
These states comprised 83% of total U.S. maize area planted in 
2017 and encompass the region referred to as the “Corn Belt” 
(Laingen, 2017; USDA NASS, 2018). Some areas in this region 
are not suitable for or do not grow maize, but each state had more 
than 2% of U.S. total maize acreage in 2017. The Midwest is 
predominately rain-fed with the majority of counties having less 
than 5% irrigated maize although some have more than 50% in 
states such as Nebraska and Kansas (USDA NASS, 2012).
Calculating Thermal Time
The weather data spanned 1054 counties from 1 Jan. 1950 
to 31 Dec. 2017 for a total of 68 yr, 71,536 county-years, and 
26,160,280 daily observations of Tmin and Tmax. A 0.125° lati-
tude by 0.125° longitude analysis grid was produced by the Iowa 
Environmental Mesonet of daily observations and then spatially 
sampled to provide area-based averages per county (IEM, 2018). 
During this 68-yr period, the minimum Tmin was – 44°C and 
the maximum Tmax was 46°C.
The frost-free period was defined by the last occurrence of 
temperatures less than or equal to 0°C in the spring and the first 
occurrence of temperatures less than or equal to 0°C in the fall 
(EPA, 2015; Kunkel et al., 2004). Thermal time was calculated 
on a daily basis during the frost-free period for each county-year. 
Daily TT summation was performed until the day prior to the 
fall frost date to eliminate the contribution of warmer tempera-
tures that would have occurred in the time following 0°C. Thus, 
the frost-free TT is the summation of daily TT beginning on 
the spring frost date (Ds) and ending the day prior to the fall 
frost date (Df-1).
Frost-free TT was also divided into specific periods (spring, 
summer, and fall) based on meteorological seasons: March–
April–May, June–July–August, and September–October–
November, respectively (NOAA NCEI, 2016). Therefore, spring 
TT began on the frost date and ended 31 May, summer TT began 
1 June and ended 31 August, and fall TT began 1 September and 
ended the day prior to the fall frost date. In cases where the spring 
freeze occurred after day of year (DOY) 152 or the fall freeze 
occurred before DOY 244, the respective periods had no TT.
Four linear (GDD and HSDD) or quadratic/cubic (CHU 
and GTI) TT models were used (Gilmore and Rogers, 1958; 
Brown 1975; Stewart et al., 1998; Kumudini et al., 2014). In 
addition to differences in the linearity of the functions, the 
models differ in whether minimum and maximum temperature 
boundaries are applied prior to performing the calculation 
(Eq. [1]–[4]). The GDD, HSDD, and CHU models have tem-
perature boundaries used to adjust daily Tmin when the tem-
perature is below that considered valid by the model. The GDD 
model also has a Tmax boundary. Temperature adjustments are 
not applicable in the GTI model.
In the GDD model, the boundaries applied to daily Tmin 
and Tmax prior to deriving the mean were 10 and 30°C (Eq. [1]) 
(McMaster and Wilhelm, 1997). In the HSDD model, ther-
mal accumulation began at 30°C with daily Tmin and Tmax 
values below 30°C adjusted to 30°C (Eq. [2]). The CHU model 
has a linear model for Tmin and a quadratic model for Tmax 
(Eq. [3]). The temperature boundaries applied to Tmin and 
Tmax were 4.4 and 10°C. The GTI model is differentiated by 
crop development stage, vegetative or reproductive, with the 
transition based on silking date. Here, the median date of the 
frost-free period for each county-year served as the transition 
from using the vegetative to reproductive equation. The median 
date is similar to the date when 50% of the frost-free TT is accu-
mulated as determined using the GDD and CHU models (data 
not shown). Also, the thermal requirement for hybrids grown 
in the Midwest are generally equivalent between vegetative and 
reproductive development (Nielsen et al., 2002; Abendroth et 
al., 2011). Therefore, the front half of the season was calculated 
with the GTI vegetative model (Eq. [4a]) and the second half 
with the GTI reproductive model (Eq. [4b]). The GTI model 
does not have temperature boundaries applied to Tmin or Tmax 
so no adjustments were made prior to performing the calcula-
tions. Tmin values were automatically >0°C since the frost-free 
period excludes temperatures below freezing.
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Regional Variation
The mean frost dates and TT were calculated for the 68-yr 
period to understand overall variation across the region 
(Table 1, Supplemental Fig. S1 and S2). The mean spring frost 
date ranged from DOY 91 (1 April) to DOY 144 (24 May) 
for the 1950 to 2017 period. The mean fall frost date ranged 
from DOY 265 (22 September) to DOY 304 (31 October). 
The length of the frost-free period ranged from 123 to 213 d. 
The mean FFTT was more than a twofold difference across the 
GDD, GTI, and CHU models with it increasing from the NW 
to the SE (Table 1, Supplemental Fig. S1). The HSDD model 
increased from NE to the SW. The range in mean HSDD indi-
cates many counties with almost no temperatures above 30°C 
(i.e., 2 HSDD) while areas in Kansas have up to 217 HSDD.
Statistical Analysis
Each county’s temporal trend was statistically analyzed with 
estimated marginal means fit to a linear regression model for the 
following variables of interest: spring frost date, fall frost date, 
spring TT, summer TT, fall TT, frost-free TT, minimum tem-
perature, and maximum temperature. The linear model was Y = 
β0 + β1x with Y = variable of interest, x = year, β0 = intercept, 
and β1 = slope. Years were adjusted to begin at 0 rather than 1950 
to provide a meaningful intercept. Thermal time was put on a 
relative percent basis by dividing the absolute FFTT value by the 
intercept value from the regression model. All trends were consid-
ered statistically significant from zero when p ≤ 0.05; significance 
of p ≤ 0.10 are included in figures throughout but not discussed. 
We tested for temporal autocorrelation of FFTT (CHU) and 
nearly all counties (1025 of 1054) had correlation errors not dif-
ferent from zero and the remainder were individually investigated 
and not practically meaningful. Thus, autocorrelation was not a 
concern for the time-series regression analyses performed.
All data analysis, graphing, and model fitting were performed 
within the statistical package R using R Studio (version 3.5.0, R 
Core Team, 2018; RStudio Team, 2016) with data migrated to 
and from SQLite (Hipp et al., 2015). Packages installed in addi-
tion to base R included the following; Overall functionality: 
plyr (Wickham, 2011), dplyr (Wickham et al., 2018), reshape2 
(Wickham, 2007), tidyverse (Wickham, 2017); Data configura-
tion: splitstackshape (Mahto, 2018), lubridate (Grolemund and 
Wickham, 2011), data.table (Dowle and Srinivasan, 2019); 
Database: DBI (R Special Interest Group on Databases et al., 2018), 
RSQLite (Müller et al., 2018), dbplyr (Wickham and Ruiz, 2019); 
Statistics: car (Fox and Weisberg, 2011), emmeans (Lenth, 2019), 
lme4 (Bates et al., 2015), nlme (Pinheiro et al., 2018); ModelMetrics 
(Hunt, 2018); Plotting: ggplot2 (Wickham, 2016), ggpubr 
(Kassambara, 2018), colorspace (Ihaka et al., 2019), RColorBrewer 
(Neuwirth, 2014), maps (Becker et al., 2018b), mapdata (Becker et 
al., 2018a), HousingData which contains geocounty (Hafen, 2016), 
ternary (Smith, 2017), and ggtern (Hamilton and Ferry, 2018).
Model Performance
The residual values for FFTT were assessed for normality 
using the Shapiro–Wilk test with the null hypothesis of non-
normality rejected when p-values were <0.01. The test for nor-
mality was conducted for each county across GDD, CHU, GTI, 
and HSDD models. There was not a strong departure from 
normality for the majority of counties in the GDD, GTI, or 
CHU models; with only 5, 7, and 9 significant counties respec-
tively (Supplemental Table S1). All but one of the counties were 
in Wisconsin and had a prominent outlier in 1992. Residuals 
for neighboring counties were reviewed to verify similar residual 
trends albeit not significant. With the HSDD model, the major-
ity of counties (n = 850) had residuals that did not resemble a 
normal distribution (Supplemental Fig. S3). The counties with 
non-normal distributions are those where temperatures above 
30°C occur less consistently year to year while those that are 
not significant have more frequent occurrences of high tempera-
tures. The lack of normality among the 850 counties is due to a 
handful of years with some HSDD TT accumulation compared 
to most years with negligible accumulation; non-normality was 
expected and therefore the HSDD model was not altered.
The performance of GDD, GTI, and CHU models was 
evaluated using relative root mean square error (RRMSE) as a 
measure of goodness of fit between observed values and those 
fitted by a simple linear regression model. We fitted a separate 
simple linear regression for each thermal model and county, 
which results in a different estimate of the root mean square 
error (RMSE). The RMSE was computed for each county 
between the measured and regression-based FFTT values 
and then divided by mean TT per county to derive RRMSE. 
Stronger relationships result in lower RRMSE and are assumed 
to describe TT trends better. The RRMSE values were assessed 
using analysis of variance and estimated marginal means 
(least-square means) (Supplemental Table S2). The RRMSE 
values were also analyzed by mean temperature environments 
to evaluate residuals across the range of temperatures within 
the region. Temperatures were categorized into bins centered 
on the median value and extended outward in increments of 
1 for minimum, maximum, and average temperature (refer to 
Supplemental Fig. S4 for county temperature means).
Three temperature variables (i.e., minimum temperature, 
maximum temperature, and frost dates) were analyzed for their 
contribution to spring and fall TT. To determine which of the 
three components were driving the change observed in seasonal 
TT, each were analyzed for temporal change as noted earlier 
with a linear regression model. To measure change in the mean 
minimum and maximum temperatures per county-season, the 
number of days was fixed within a county based on the median 
length of the frost-free period. Ternary plots were developed to 
show the contribution per component to spring or fall TT for 
counties with significant warming.
Table 1. Mean frost dates, frost-free (FF) period length, and frost-free thermal time (FFTT) for each thermal model across the 12-state 
region for 1950 to 2017. Thermal time is shown in absolute units per model.
Range Spring frost date Fall frost date FF Length FFTT GDD† FFTT GTI FFTT CHU FFTT HSDD
—————– DOY –————— d ————————————– °C –————————————
Minimum 91 265 123 912 1023 2379 2
Maximum 144 304 213 2406 2289 5276 217
Difference (Max.–Min.) 53 39 90 1494 1266 2897 215
† GDD, growing degree day; GTI, general thermal index; CHU, crop heat unit; HSDD, heat stress degree day; DOY, day of year.
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Future Climate Data
Future climate data were retrieved for a subset of counties based 
on their FFTT trends for 1950 to 2017. Using the percent change 
in FFTT, counties were selected at the 10th, 30th, 50th, 70th, 
and 90th percentile of those with significant warming as well as 
the 10th percentile of nonsignificant counties. These counties are: 
Sherman, KS (ns); Cole, MO (10th percentile); Barry, MI (30th 
percentile); Shiawassee, MI (50th percentile); Seneca, OH (70th 
percentile); and Richland, ND (90th percentile). The major-
ity of climate models in the Coupled Model Intercomparison 
Project Phase 5 have limitations in predicting the “warming hole” 
phenomenon associated with the Midwest region (Kumar et al., 
2013). The warming hole is an area with depressed summer maxi-
mum temperatures; this area is further described in the Discussion 
section. The Hadley Global Environment Model 2- Carbon 
Cycle projection was selected for use here as it aligns more closely 
in this summer temperature trend (Kumar et al., 2013). Daily 
time series data were obtained for the centroid of each county 
from the Southwest Climate and Environmental Information 
Collaborative for 1 Jan. 2018 to 31 Dec. 2099 (Oakley and 
Daudert, 2016; SCENIC, 2018). These data had been statistically 
downscaled from 250 to 6 km resolution from the Coupled Model 
Intercomparison Project Phase 5 data set and Representative 
Concentration Pathways 4.5 and 8.5 (SCENIC, 2018).
RESULTS
Has Frost-Free Thermal Time Changed?
Frost-free TT increased in many counties with detection and 
magnitude differing by thermal model. Counties exhibited a 
positive trend in FFTT or no trend; no counties had a negative 
trend (Table 2). Counties with a significant increase in FFTT 
since 1950 are predominately located in the northern and eastern 
areas of the Midwest and are fairly consistent across GDD, GTI, 
and CHU models (Fig. 2). The CHU model is distinct from 
GDD and GTI in the warming identified along the southern 
border. The models differed in the range of warming identified 
across the counties with the CHU and GTI models measuring a 
greater change than with the GDD model. The maximum per-
cent change in FFTT was 0.33% (CHU) and 0.34% (GTI) gain 
per year compared to 0.26% with GDD (Table 2). The median 
values are similar across the models although the absolute dif-
ference between maximum and minimum change detected is 
greater for GTI and CHU models than with GDD. Since 1950, 
counties have had an increase in FFTT by up to 1.17-, 1.23-, or 
1.22-fold using the GDD, GTI, and CHU models, respectively.
In contrast to FFTT, the occurrence of high temperatures 
during this frost-free period measured with HSDD has decreased 
or remain unchanged except for one county in the far southwest 
corner of Nebraska which has increased (Fig. 2). Thermal time 
originating from temperatures of 30°C or higher has decreased 
since 1950 primarily over counties in the west-central corridor of 
the Midwest from North Dakota down to Kansas. The HSDD 
has been reduced by –0.44 to –1.08% across the counties cooling 
and has increased by +0.67% in the county warming (Table 2). 
Very few counties east of the corridor have changed in HSDD but 
this region also has fewer occurrences of high temperature days.
Does Model Choice affect  
the Detection and Magnitude of Change?
The ability to detect change is based on two aspects within 
and across the GDD, GTI, and CHU models: the slopes 
derived from the linear regression models and the interannual 
variability. As shown in the previous section, the GDD, GTI, 
and CHU models differ in identification of counties warming 
and the magnitude of warming. To compare relative change, 
the analysis was a further subset to those significant across 
all models which was driven by the limiting model, GDD, at 
260 counties. The maximum percent change per year for this 
subset of counties is the same as when all significant coun-
ties were included for each model (0.34 and 0.33%; GTI and 
CHU, respectively) (Table 2). However, the minimum warming 
detected is less for this subset at 0.11% for GTI and 0.12% for 
CHU. Thus, the models differ in detection of FFTT because of 
counties with less warming not identified with the GDD model.
To understand the difference in sensitivity among the models, 
the RRMSE was used as a measure of goodness of fit between 
observed FFTT and those fitted from the linear regression 
model across all 1054 counties. The CHU model had the lowest 
RRMSE mean (7.19) and GDD model had the highest (8.09) 
with GTI in-between (7.76); summary statistics are included in 
Supplemental Table S2. The distribution for CHU is weighted 
toward lower RRMSE values which contributes to the higher 
model significance and detection of warming in Fig. 2.
The county-level RRMSE values were also evaluated by mean 
temperatures as a way to determine consistency across the 
region such that cooler counties have similar error as warmer 
counties. Ideally, RRMSE values would be consistent across 
the differing temperatures so the error was similar between 
observed and fitted values regardless of a county’s background 
climate. However, RRMSE differed across temperatures and 
thermal models (p < 0.001; model × temperature) (Fig. 3). As 
temperatures warm from left to right in each of the temperature 
subsets, RRMSE decreases meaning that warmer counties have 
less error between the observed and fitted FFTT values. Each 
Table 2. Number of counties with a significant change in frost-free thermal time (FFTT) for the growing degree day (GDD), general ther-
mal index (GTI), crop heat unit (CHU), and heat stress degree day (HSDD) models as the relative change per year and x-fold difference 
for the 68-yr period.
Thermal 
model
No.  
counties
Relative FFTT change per year Change since 1950
Min. Median Max. Difference (Max.–Min.) Min. Median Max.
————————————— % ————————————— ———————— x-fold ————————
GDD 260 0.10 0.15 0.26 0.16 1.07 1.10 1.17
GTI 381 0.09 0.16 0.34 0.25 1.06 1.11 1.23
CHU 489 0.07 0.15 0.33 0.25 1.05 1.10 1.22
HSDD 212 –0.44 –0.65 –1.08†
+0.67
1.76 –1.74 –1.44 1.46
† Two maximum values are listed for HSDD: the maximum value for counties cooling and the maximum value for the county warming.
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model has greater error at cooler temperatures although CHU 
and GTI have less error than GDD.
The CHU model has the highest precision between observed 
and fitted FFTT values when assessed on a county-basis 
(Supplemental Table S2) and across a range of temperatures 
(Fig. 3); it will therefore, be solely used in the following analyses.
Which Season Contributed Most  
to the Change in Frost-Free Thermal Time?
The warming of specific seasons within the frost-free 
period provides insight into which particular timeframes are 
contributing to the observed changes in FFTT. The spring and 
fall seasons are constructed by each county’s frost date and flank 
the summer period of DOY 152 to 243 (1 June–31 August). The 
seasons differ substantially in the number of counties warm-
ing and magnitude of warming; there is no evidence of cooling 
trends. The greatest magnitude of warming occurs in the fall 
and spring with the summer having little warming (Table 3). A 
total of 635 counties (60% of counties) have warming occurring 
in one or more season. Only 29 counties (3%) are warming in 
all three seasons and 39 to 132 counties (4–13%) are warming 
in two seasons: spring and summer (n = 102), summer and fall 
Fig. 2. Change in frost-free thermal time for counties with the growing degree day, general thermal index, crop heat unit, and heat stress 
degree day models as: (a, c, e, g) percent change per year and (b, d, f, h) p-value for the slope parameter from the linear regression model.
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(n = 132), and spring and fall (n = 39). Warming in the spring is 
less concentrated geographically than warming during the sum-
mer or fall (Fig. 4). The summer months have the most counties 
with detectable warming and are on the outer perimeter of the 
Midwest. The fall season has the highest median change per year 
and is found primarily in counties across the North. The spring 
season has slightly less warming overall compared to the fall 
season except for the maximum value which is from counties in 
the upper peninsula of Michigan, off of the Great Lakes.
The increase in TT detected during the spring and fall sea-
sons is associated with counties that also have earlier and later 
frost dates, respectively (Supplemental Fig. S5). The spring frost 
date has become earlier for 476 counties while the fall frost date 
has become later for 321 counties (Table 3). However, there are 
more counties with a change in spring or fall frost date than a 
change in the respective TT.
The contributing sources to increased TT in the spring and 
fall were assessed across three components: change in Tmin, 
change in Tmax, and change in Frost Date. For nearly all coun-
ties, the change in Frost Date was the primary contributor to 
increased TT rather than a change in minimum or maximum 
temperature (Fig. 5); this is reflected in the points congregat-
ing in the lower right of Fig. 5a and 5b. Of the counties with 
increased spring TT (n = 113), all had Frost Date as a significant 
source and, in addition, one county also had Tmin significant. 
Thus, the increase in spring TT is largely attributed to an ear-
lier frost date, not from an increase in minimum or maximum 
temperatures on those additional days. Of the counties with 
increased fall TT (n = 279), 277 had at least one of the com-
ponents significant with most (n = 257) having Frost Date. 
Nineteen counties had all three components which is reflected 
in the points that do not fall along one of the axes in Fig. 5b. 
However, the change in fall TT for many counties was solely due 
to one variable with Tmin, Tmax, and Frost Date responsible for 
contributions in 18, 1, and 121 counties, respectively (Fig. 5b).
Are Current and Projected 
Thermal Time Related?
The FFTT data from 1950 to 2017 was paired with future 
downscaled climate data for 2018 to 2100 using the Hadley 
Global Environment Model 2- Carbon Cycle projection with 
low and high emission scenarios (Representative Concentration 
Pathways 4.5 and 8.5, respectively). Counties for this exercise 
were selected based on current warming in FFTT as the 10th, 
30th, 50th, 70th, and 90th percentile counties in addition to a 
county not significantly (ns) warming. Frost-free thermal time 
Fig. 3. Relative root mean square error values for growing degree day, general thermal index, and crop heat unit thermal models across 
the mean (a) average, (b) minimum, and (c) maximum temperatures for the frost-free period. The number of counties falling into each 
temperature bin change per temperature subset and are listed at the top of each box in black and shown in Supplemental Fig. S4. Boxes 
with different letters represent significantly different means (red circles) across the models within each temperature subset.
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is projected to increase under the low (blue line) and high (red 
line) emission scenarios for all counties (Fig. 6). Here, the relative 
TT by the end of the century is approximately 1.4- to 1.8-times 
that in 1950. Counties with greater gain in FFTT currently also 
have greater gain in future FFTT. Notably in the nonsignificant 
county, there is a definitive departure between the lack of change 
in FFTT currently and the projected FFTT in the future.
DISCUSSION
We have shown TT to be a robust agro-climate index that 
characterizes the warming to-date in the Midwest. Our findings 
highlight key areas that have warmed significantly such that 
more heat is available to produce crops than in past decades. 
These counties with an increase in FFTT are also those pro-
jected to warm more dramatically in the future. The use of TT 
models in climate change research can aid in synthesizing the 
combined effect from temperature changes and aid in climate 
adaptation planning.
Has Frost-Free Thermal Time Changed?
Yes, the FFTT has increased particularly across northern and 
eastern counties with 260 to 489 counties detected based on 
the model (Fig. 2). Thus, 25 to 46% of Midwest counties have 
a significant increase in FFTT since 1950. For counties that 
are warming, the measurable increase begins at approximately 
+0.06% FFTT per year for GDD, GTI, and CHU models. 
However, the GTI and CHU models have a higher maximum 
than the GDD model; 0.34%, 0.33%, compared to 0.26% 
increase in FFTT per year, respectively (Table 2). When these 
yearly changes in FFTT are aggregated for the 68-yr period, 
several counties today have more than a 1.2-fold increase in 
FFTT compared to 1950. Translating the maximum rate of 
warming for each model back into absolute TT units results in 
an additional 200 GDD, 245 GTI, and 565 CHU units avail-
able during the frost-free period.
Many Midwest counties have seen a decrease in heat stress TT 
especially in the west-central region (Table 2, Fig. 2). This reduc-
tion in HSDD is beneficial for maize production. Butler et al. 
(2018) identified favorable weather, particularly the cooling of 
summertime maximum temperatures, as the driver for 28% of 
the yield trend since 1981. Here, heat stress has only increased in 
the far southwest corner of Nebraska which is likely because it is 
more climatically similar to trends observed in the western U.S. 
Areas west of 100° W are increasing in heat stress due to increas-
ing temperatures and decreasing precipitation and have a different 
climate response than east of 100° W (Terando and Easterling, 
2012; Kukal and Irmak, 2018).
The trends in FFTT are similar to that of a climatological 
warming hole, which is a term that has been used to describe 
climate change in the Midwest (Terando and Easterling, 2012; 
IPCC, 2014; Pan et al., 2014). The warming hole terminology, 
introduced in the climatology literature, refers to a geographical 
area with depressed warming during the summer months relative 
to other areas of the United States (Pan et al., 2014). The drivers 
behind this phenomenon are currently debated and the long-term 
response may vary in concert with other atmospheric cycles, for 
example, the Atlantic multidecadal oscillation, Pacific Ocean 
interdecadal oscillation, Pacific decadal oscillation, anthropo-
genic aerosol pollution, regional-scale hydrologic processes, and 
agricultural intensification (Portmann et al., 2009; Leibensperger 
et al., 2012; Mueller et al., 2016; Alter et al., 2018). The Midwest 
counties with particularly intensive production of maize and 
soybean have had increased rainfall and surface humidity with 
decreased air temperatures during the summer months (Feng and 
Hu, 2004; Alter et al., 2018). Field operations may also provide 
feedbacks that alter the local climatic conditions. Operations such 
as no-tillage or irrigation can reduce local temperatures by up to 
2°C particularly in high temperature events because of the albedo 
effect (Lobell et al., 2006; Davin et al., 2014). Here, the magni-
tude of gain in TT during the summer months is much less than 
spring or fall (Fig. 4c) which relates to this dampening effect of 
summer temperatures noted by previous researchers.
Does Model Choice Affect the Detection 
and Magnitude of Change?
A similar magnitude of warming is detected with the GTI and 
CHU thermal models whereas, a narrower range is measured 
with the GDD model (Table 2). When the analysis was subset 
to only those counties common across all models (n = 260), the 
results for GTI and CHU shifted upward because counties with 
less warming were removed. This difference in magnitude of 
warming identified across the models was compounded by the 
difference in error across the thermal models. The higher sensi-
tivity is a function of the range of temperatures included in the 
models and the resultant residual error between observed and 
fitted TT across environments. The CHU model had the lowest 
RRMSE values when assessed across all counties (Supplemental 
Table S2) and differing mean temperature environments (Fig. 
3); GTI was next. In previous research, when thermal models 
were evaluated by their ability to predict crop development stages 
relative to observed crop stages, the GTI and CHU models 
performed better (lower CV) than GDD (Dwyer et al., 1999b; 
Kumudini et al., 2014). The GDD model has most frequently 
represented the impact of climate change to-date although the 
Table 3. Change in spring and fall thermal time (TT) and frost dates for counties with significant warming (p ≤ 0.05). Negative values for 
spring frost date represent the frost date becoming earlier.
Season of interest
No.  
counties
Change per year Change since 1950
Min. Median Max. Min. Median Max.
————————— % ————————— ———————— x-fold ————————
Spring TT 113 0.28 0.51 2.81 1.18 1.34 2.91
Summer TT 487 0.03 0.05 0.12 1.02 1.04 1.08
Fall TT 279 0.27 0.62 1.40 1.19 1.42 1.95
———————————————————— d ————————————————————
Spring frost date 476 –0.12 –0.17 –0.30 –8.1 –11.6 –20.3
Fall frost date 321 0.11 0.18 0.28 7.2 12.1 19.3
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CHU model has been used in Canada (Bootsma et al., 2005); 
literature using the GDD model may not capture the full extent 
of change in thermal time given our findings.
Here, the CHU model was selected as most sensitive in 
detecting changes in FFTT. The selection of CHU is partially 
a result of the region evaluated and time period selected for 
analysis. The frost-free period includes temperatures not cap-
tured by the GDD model and given that the spring and fall 
were detected as the primary seasons contributing to a change 
in FFTT, it is particularly useful to select a model that captures 
these temperatures fully. The CHU and GTI models accumu-
late TT at higher relative rates in cooler environments than 
GDD. Model selection may be different if summer TT was 
increasing substantially due to rising maximum temperatures. 
In that scenario, it is plausible the GTI model would be more 
appropriate than CHU which was initially developed for more 
northern production areas (Brown and Bootsma, 1993). At 
higher temperatures, the GTI model has a reduced accumula-
tion of TT to better reflect the damaging impacts of heat on 
maize development.
Which Season Contributed Most  
to the Change in Frost-Free Thermal Time?
An increase in TT during the fall and spring seasons are the 
primary seasons contributing to the thermal warming in the 
region. The fall season influences the rate of change in FFTT 
more than spring and is detectable in more counties. For coun-
ties that are warming, the increase in TT observed during 
summer (0.05% gain per year) is a 10th of that observed during 
spring (0.5% gain per year) or fall (0.6% gain per year) (Table 3). 
Consistent with the warming hole concept, the summer has 
minimal influence on the change in FFTT for the region. 
Maximum temperatures have been suppressed in the summer 
and are associated with the hydrologic cycle overall (Portmann 
et al., 2009) bringing about increased rainfall, local soil moisture 
conditions, and surface humidity (Alfaro et al., 2006; Alter et al., 
2018). Although the warming is relatively minimal in the sum-
mer season, a greater number of counties are detected because 
of less variability relative to the spring and fall seasons. Daily 
temperatures in the summer have a decreasing diurnal range over 
time with minimum temperatures increasing and maximum 
Fig. 4. Spring, summer, and fall thermal time as (a, c, e) percent change per year and (b, d, f) corresponding p-value for the slope 
parameter from the linear regression model.
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temperatures decreasing; this is not occurring in spring or fall. 
The length of the spring and fall seasons also vary due to the frost 
dates which increases variability from year-to-year.
Seasonal models indicated warming in one or more seasons 
for 635 counties compared to 489 counties identified as warm-
ing for the frost-free period, resulting in a difference of 146 
counties. In these counties, the increase detected in TT for a 
particular season must have been offset by a reduction (albeit 
not significant) in another. The increase in spring and/or fall 
TT in many counties may enable some slight shifting of the crop 
window as a climate adaptation strategy.
Notably the frost-free period has lengthened by ~12 d since 
1950 for a third of counties in the fall and half of counties in 
the spring (Table 3, Supplemental Fig. S5). More counties have 
a significant change in frost date compared to their respective 
changes in spring or fall TT (Table 3). This expansion of the 
frost-free period in calendar days is worth pointing out but not 
necessarily impactful in terms of gained TT and farm oper-
ability. Additional frost-free days can result in more TT but 
this may be muted particularly in the spring due to lower TT 
accumulations per day. The temperature curve rises more slowly 
in the spring such that when viewing TT as a distribution for the 
year, it is negatively skewed with daily TT greater in the fall than 
spring. More frost-free days were primary contributors to the 
gain in TT for the spring and fall although an increase in mini-
mum and maximum temperatures during the fall were also con-
tributing (Fig. 5). While an expansion of the frost-free period is 
a clear indicator of climate change (Kunkel et al., 2004; Kunkel, 
2015), there may be limitations in utilizing the additional days 
for production agriculture. Constraints may include suitability 
of soil conditions and solar radiation which have been limiting 
factors in Canadian agriculture (Qian et al., 2009).
Are Current and Projected 
Thermal Time Related?
Observed FFTT and future FFTT projections differ based on 
the county and rate of warming to-date. An increase in future 
FFTT was consistent across all counties examined and under a 
low and high greenhouse gas emission scenario. Counties that 
are warming more dramatically currently also have greater rela-
tive gains in future FFTT. While counties that are currently 
warming little to none have a greater disparity with their future 
projections. To-date, Midwest counties have up to a 1.2-fold 
increase in FFTT compared to 1950. A continued increase in 
FFTT is projected with many counties having up to 1.8-fold 
increase by end of century. Current trends in FFTT align rela-
tively closely to future trends especially for counties warming 
in the higher percentile (Fig. 6); this relationship can be useful 
to aid in climate adaptation plans. A substantial gain in FFTT 
will require farmers to make changes in their cropping practices 
such as crops grown, rotations, and best production methods. 
Counties that are not currently experiencing much warming may 
face a distinctly different set of climatic conditions in the future 
if the trajectory changes to that projected.
The projection selected (Hadley Global Environment Model 
2- Carbon Cycle) is more capable of identifying the Midwest 
warming hole compared to others within the Coupled Model 
Intercomparison Project Phase 5. If this warming hole phenom-
enon is reduced in the future, the counties with minimal rates of 
warming to-date could increase substantially in a relatively short 
time. Continued research on factors hypothesized to be contrib-
uting to this warming hole (oceanic oscillations, regional scale 
hydrologic processes, aerosol pollution, and agricultural intensi-
fication) will inform researchers whether this localized negative 
climate feedback is expected to continue or if an accelerated rate 
of warming may begin. If these drivers discontinue and future 
temperature trends escalate, we would expect climate adapta-
tion practices for the near- and long-term to differ substantially.
CONCLUSION
Half of the counties in the Midwest, particularly in the 
North and East, have an increasing trend in FFTT. However, 
for much of central Midwest, the frost-free thermal time has 
minimally changed which results in distinct climate responses 
for the region. The increase in FFTT is associated primarily 
with an increase in TT during the fall season followed by the 
Fig. 5. Contributing sources to change in thermal time for (a) spring and (b) fall. The axes reflect the percent contribution of each variable 
to either spring or fall thermal time (TT). A county with a change in TT coming entirely from an earlier frost date will have a red circle in 
the lower right at 100%.
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spring. These seasons have lower temperatures overall such that 
an increase in TT is not expected to have negative consequences 
for maize production or farm operability. This is in contrast to 
the conclusion that would be drawn if the gain in FFTT was 
primarily coming from an increase in maximum temperatures 
during the summer months resulting in stressful conditions for 
the maize crop. The current amount of TT during the frost-free 
period has increased up to 1.2-fold compared to 1950. Based 
on future climate projections, these counties will increase up to 
1.8-fold by end of the 21st century. It is particularly noteworthy 
that areas most strongly warming now will be those to increase 
most under future climate conditions.
SUPPLEMENTAL MATERIAL
Fig. S1. Mean frost-free thermal time for 1950–2017: (a) GDD, (b) 
GTI, (c) CHU, and (d) HSDD.
Fig. S2. Midwest mean frost dates as Day of Year for 1950–2017: (a) 
spring frost date and (b) fall frost date.
Fig. S3. County residual significance with the HSDD model: 850 
counties are significant at p < 0.001 or p < 0.01 and 204 counties not 
significant.
Fig. S4. Midwest mean temperatures for (a) average, (b) minimum, 
and (c) maximum during the frost-free period for 1950-2017.
Fig. S5. Change in spring and fall frost dates as (a,c) days per year and 
(b,d) p-value for the slope parameter from the linear regression model.
Table S1. Counties resembling a non-normal distribution for frost-
free thermal time in the Growing Degree Day, General Thermal Index, 
and Crop Heat Unit thermal models. Counties not included here had a 
p-value greater than 0.01 and met assumptions of normality.
Table S2. Fit between observed FFTT and predicted FFTT using 
Relative Root Mean Square Error. Significance is denoted only for the 
mean RRMSE value.
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