For singular perturbation problems, the renormalization group (RG) method of Chen, Goldenfeld, and Oono [Phys. Rev. E. 49 (1994) 4502-4511] has been shown to be an effective general approach for deriving reduced or amplitude equations that govern the long time dynamics of the system. It has been applied to a variety of problems traditionally analyzed using disparate methods, including the method of multiple scales, boundary layer theory, the WKBJ method, the Poincaré-Lindstedt method, the method of averaging, and others. In this article, we show how the RG method may be used to generate normal forms for large classes of ordinary differential equations. First, we apply the RG method to systems with autonomous perturbations, and we show that the reduced or amplitude equations generated by the RG method are equivalent to the classical Poincaré-Birkhoff normal forms for these systems up to and including terms of O( 2 ), where is the perturbation parameter. This analysis establishes our approach and generalizes to higher order. Second, we apply the RG method to systems with nonautonomous perturbations, and we show that the reduced or amplitude equations so generated constitute time-asymptotic normal forms, which are based on KBM averages. Moreover, for both classes of problems, we show that the main coordinate changes are equivalent, up to translations between the spaces in which they are defined. In this manner, our results show that the RG method offers a new approach for deriving normal forms for nonautonomous systems, and it offers advantages since one can typically more readily identify resonant terms from naive perturbation expansions than from the nonautonomous vector fields themselves. Finally, we establish how well the solution to the RG equations approximates the solution of the original equations on time scales of O(1/ ).
Introduction
Normal form theory offers a powerful method for putting vector fields into their simplest algebraic form in the neighborhood of invariant sets, so that every term contains essential geometric information. The nonessential terms, labeled nonresonant terms, are removed from the vector fields by sequences of near-identity coordinate changes. For example, the classical Poincaré-Birkhoff normal form theory [1, 2, 7, 14, 17, 33, 36] , which applies to C k smooth, autonomous vector fields in the neighborhood of fixed points, begins with the linear part of the system in its simplest, Jordan canonical form and then systematically employs near-identity coordinate changes to remove the nonresonant quadratic, cubic, and higher order nonlinear terms up through order k from the vector field. Only resonant nonlinear terms remain. These are completely determined by the linear part, and they satisfy an equivariance property (see for example [19, 49] ).
The classical normal form theory has been extended to vector fields with periodic orbits and to vector fields with time-periodic terms by applying the classical ideas to the Poincaré maps defined by the periodic orbits. More recently, examples have been found of normal forms for a few other nonautonomous vector fields and even for a handful of partial differential equations (PDEs) (see for example [43, 8, 9, 42] ). However, as yet, there is no systematic procedure for finding normal forms for general nonautonomous vector fields or for PDEs.
In this article, we demonstrate that renormalization group theory (RG) of the type presented by Chen, Goldenfeld, and Oono in [5, 6] offers a systematic method for finding normal forms for large classes of finite-dimensional vector fields. We now state our results separately for autonomous and nonautonomous systems.
Statement of the results for autonomous systems
In the first part of this article, we apply the RG method to autonomous differential equations
where x ∈ C n , 0 < 1, A is a constant, diagonal n × n matrix, with purely imaginary eigenvalues, and f is smooth. Many of the perturbation problems treated in [5, 6] are of this type or can be recast in this form; it will be clear below how to extend the results to the case in which A is diagonalizable.
We prove that the reduced equation generated by the RG method is equivalent to the classical Poincaré-Birkhoff normal form of (1.1). Moreover, we prove that the near-identity coordinate changes employed in both methods -the coordinate change that renormalizes the naive expansion in RG theory, and the change of dependent variables in the vector field in NF theory -are equivalent, up to translation between the spaces in which they are defined. We carry out the calculations explicitly up to and including O( 2 ) and note that the procedure may be generalized to higher order.
For autonomous systems (1.1), the RG method has advantages over NF theory. Chief among these is the fact that the secular terms can be identified more readily by inspection of the naive asymptotic expansion than by inspection of the vector field. We also illustrate all of these analytical results on the example of the Rayleigh oscillator.
It is important to note that, to first order in , the connection between the RG method and Poincaré-Birkhoff NF theory for autonomous equations (1.1) was established in [49] . Our article extends the results of [49] in that we show that the RG and NF methods are equivalent to second and higher order. Furthermore, we extend the analysis of the RG method to systems with nonautonomous perturbations, as we now describe.
Statement of the results for nonautonomous systems
In the second part of this article, we apply the RG method to nonautonomous differential equations of the form x = Ax + f (x, t), (1.2) where again x ∈ C n , 0 < 1, A is a constant, diagonal n × n matrix, with purely imaginary eigenvalues, and f is smooth. We show that the reduced or amplitude equations generated by the RG method constitute time-asymptotic normal forms for these systems, which are based on a Krylov-Bogolyubov-Mitropolsky (KBM) average.
Along the way to proving this, we also show that the coordinate change used to renormalize the naive expansion in the RG method naturally generates the near-identity change of dependent variables needed to put the nonautonomous vector field into the asymptotic normal form. Then, as a result of this equivalence, one can also show using standard methods that the solutions of the reduced equations are O(φ( )) close to those of the original equation on time scales of O(1/ ) for (1.1) and (1.2), where 0 < φ( ) 1 and φ depends on the order to which the method is applied, as well as on the rate at which the KBM average is attained.
Finally, we observe that the RG method offers an advantageous technique for deriving normal forms for these nonautonomous systems, because it is typically simpler to spot resonant terms in the naive expansions than directly from the time-dependent vector fields. This advantage is more pronounced here than it is for autonomous systems (1.1).
Implications of the main results for normal form theory
Mathematically, the RG method may be described as follows. Let V be any suitable space of vector fields that admit a naive perturbation expansion in powers of , for example those in Eqs. (1.1) and (1.2), and let S be the space of asymptotic expansions that formally satisfy such equations. One may assume that these expansions are truncated at a finite order, but in general they will not be asymptotically valid for all time, due to secular terms. The RG procedure consists of three steps: The first step, RG 1 , is the map between the space of vector fields V and the space of truncated asymptotic expansions S, defined by taking a naive perturbation series, plugging it into the differential equation, and solving order by order.
Step RG 2 maps S to S and consists of the coordinate transformation defined on the resulting asymptotic series in which all bounded, time-independent terms in the original naive expansion are absorbed into the initial condition. As we show below, this coordinate change is near-identity on time scales of O(1/ ). The last step, RG 3 , maps S back to V and is frequently referred to as the RG condition. In practice, the RG condition involves setting the derivative of the asymptotic series obtained in RG 2 with respect to the initial time t 0 equal to zero. These three steps produce reduced forms of the initial equations which are typically easier to solve. This formulation of the RG method is the same as that originally proposed in [5, 6] for broad classes of vector fields, including (1.1) and (1.2).
Our results show that the relationship between the RG method and NF theory for systems (1.1) and (1.2) may be summarized by the following diagram:
where NF denotes the change of coordinates central to the NF method.
This view of the RG method reveals that the essential reductive step is the change of coordinates, RG 2 . This change of coordinates is near-identity and is applied to the initial conditions in the asymptotic expansions. It removes nonresonant terms from the asymptotic expansion, and it is the analog of the coordinate change involving the dependent variables that is done in NF theory to remove nonresonant terms from the vector field. In this sense, the RG method carries out reduction on naive expansions, rather than on the vector field directly, as NF theory does.
The RG method is a priori much broader in scope than the current normal form theory. In particular, the RG method generates good asymptotics for many other classes of systems, beyond (1.1) and (1.2). Furthermore, it is in principle simpler to identify the divergent (resonant) terms from the naive expansions with which one works in the RG method than it is to do so from the vector fields with which one works in NF theory, as we stated above. Therefore, we think that the RG method will be useful as a technique for generating normal forms of systems for which there is as yet no normal form theory.
Remark 1.
Our results about the equivalence of the RG and NF approaches for (1.1) also suggest that the normal form to all orders is a fixed point of the RG operator. In particular, the normal form of system (1.1) -when obtained to all orders in the perturbation parameter -is invariant under the sequence of near-identity coordinate changes employed in the normal form procedure, and hence it is also invariant under the RG operator. Questions about the dimensions of the stable and unstable manifolds of this fixed point of the RG operator are the subject of current work.
Relation of this analysis to other results about the RG method in the literature
The RG method [5, 6] offers a unified, formal approach to deriving asymptotic expansions for the solutions of a wide variety of singularly perturbed ordinary differential equations (ODEs).
It is motivated by renormalization group methods used in solid state physics, quantum field theory, and other areas of physics, see for example [11] , and it has been applied to derive reduced approximating equations of ordinary and partial differential equations in problems with boundary layers, with fast and slow time scales, with and without turning points, and numerous others. It offers a versatile alternative to classical perturbation methods, such as the Poincaré-Lindstedt method [26, 34] , the method of matched asymptotic expansions [15, 18, 25, 39] , the method of multiple time scales [15, 18, 29, 39] , the method of averaging [3, 41] , and the WKBJ method [35] which were each developed for specific types of problems. In numerous examples the results obtained using the RG method are shown to agree [5, 6, 30, 37, 49] with those obtained from classical methods. Moreover, it apparently automatically introduces -where needed -the appropriate gauge functions, such as fractional powers of and logarithmic terms in , in the expansions, avoiding the need for the user to 'see' that they should be used.
There are several other articles in which the RG condition and the RG method have been analyzed and applied, and we conclude this introduction with brief descriptions.
Independently and concurrently to [5, 6] , Woodruff in [45, 46] developed a method based on an infinitesimal invariance condition that is analogous to the RG condition. This method has many similar features to the RG method, and it yields similar results to the RG method. Starting from a discrete invariance condition, that encodes the precise circumstances in which two naive asymptotic expansions (centered at different, nearby initial times) represent the same solution, a continuous, or infinitesimal, invariance condition is derived in the limit where the initial times approach each other. Woodruff developed his method to treat WKBJ type problems, as well as weakly perturbed systems in which the linear part is slowly varying with matrix A( t).
Fundamental analysis of the RG condition, RG 3 , and the RG method is presented in [20] [21] [22] [23] 10] . First, it was shown that RG 3 is an envelope equation in the sense of classical differential geometry. In particular, given a family of curves representing naive approximations for a given solution of a perturbed ODE based at different initial times, the condition RG 3 yields the envelope of this family. In addition to the insight that this approach offers for RG, it has also been used to advance the applications of RG. A notable example is presented in [22] , where the asymptotic wave forms are found for the Schrödinger equation of the quantum anharmonic oscillator. In addition, it is shown in [10] that the RG method is a technique of reduction for systems possessing an attracting slow manifold. For equations in which the unperturbed system is assumed to have an attracting slow manifold, the renormalization of the initial condition (step RG 2 ) is equivalent to choosing initial data on the slow manifold. All of the fast components of the initial data are eliminated, and a natural reduction is achieved, along the lines of the results of [24] , as the authors note. The analysis is carried out to second order, and extensions are presented for problems with autonomous perturbations in which there are some zero eigenvalues.
Fundamental asymptotic analysis of the RG method has also been presented in [30] [31] [32] for systems subject to small-amplitude, time-periodic perturbations and for weakly nonlinear, autonomous perturbations of planar oscillators. In these works, a simplified version of the RG method is presented. A central new feature is a multiple-time scale ansatz in which a slow time τ = t is explicitly introduced and in which the initial data is replaced by a slowly varying amplitude. This work has been recently generalized in [38] , with an emphasis on the relationship to the methods of averaging and multiple time scales.
In [44] , the energy preserving and dissipation preserving properties of RG are studied. It is shown that for dissipative problems where the eigenvalues of the matrix A all have negative real part, the renormalized equations are also dissipative. Moreover, it is shown that the size of the attracting ball depends in a nontrivial manner on the order of truncation as well as on . In [40] , the RG method is investigated, with special emphasis on the distinctions between the Wilson RG approach and the Gell-Mann and Low formulation, and examples are given for which the RG method fails due to slow modulation of the perturbation term. A number of examples are also studied in [37] , and a proto-RG method is introduced that simplifies the sometimes onerous task of finding naive perturbation expansions. In the context of Hamiltonian systems subject to small-amplitude Hamiltonian perturbations, it has been shown [47, 48] that the RG method yields results equivalent to those obtained from canonical Hamiltonian perturbation theory, up to and including O( 2 ). Finally, for completeness, we note that RG has also been applied to derive reduced or amplitude equations for certain nonlinear partial differential equations; see [4] [5] [6] 12, 13, 10, 24, 28 ].
Outline of the article
The article is organized as follows: In Section 2 we review the renormalization group method of Chen, Goldenfeld and Oono [5, 6] , which we will refer to as CGO-RG for the remainder of the article. In Section 3, we apply an equivalent RG procedure to the autonomous systems (1.1) to derive asymptotic expansions of solutions up to and including O( ) and show the equivalence to the classical Poincaré-Birkhoff NF theory in this context. In Section 4, we extend the analysis of the RG method to second order for equations of the form (1.1), and prove that the RG and NF methods yield the same normal form equations to second order. In Section 5, we use Rayleigh's equation as an example to illustrate the general analytical results for autonomous systems. Then, in Section 6, we turn our attention to equations with nonautonomous perturbations of the form (1.2) and apply the RG method to first order. In Section 7, we show that the reduced equation derived by applying the RG method is equivalent to the time-asymptotic normal form for these systems, based on a KBM average. In Section 8, we illustrate the equivalence between the RG method for nonautonomous equation (1.2) and the time-asymptotic normal form theory on the example of the Mathieu equation. Finally, in Section 9 we state a theorem about how well solutions of the reduced equations derived by RG and NF theory approximate solutions of the original systems (1.1) and (1.2).
The CGO-RG method
In this section, we describe the CGO-RG method and review how it is implemented on autonomous initial value problems of the form
where f (x) = α,i C α,i x α e i , α is a multi-index, i runs from 1 to n, e i is the standard Euclidean basis vector, 1, the sum is finite, and T 0 denotes the initial time. We further assume that x ∈ C and that the matrix A is diagonal. The goal is to derive asymptotic expansions of solutions of this differential equation on time scales of O(1/ ). The CGO-RG method consists of the following five steps:
1. Derive a naive perturbation expansion for the solution of the given differential equation. 2. Make a preparatory change of variables to remove all instances of the initial condition. An exception is made for secular terms in which a factor of T 0 exists explicitly.
3. Introduce an arbitrary time τ in between t and T 0 . 4. Renormalize the solution to remove those terms involving (τ − T 0 ).
Apply the RG condition
to the renormalized solution, since the solution of the differential equation should be independent of the arbitrary parameter τ . One begins by supposing a naive perturbation expansion for the solution to (2.1),
and by substituting this expansion into the differential equation (2.1). Equating like powers of , one obtains the following sequence of differential equations:
etc. For the time being, we are only interested in the solutions up to first order. The solutions are
where
Thus, the naive expansion to first order is
Notice that those terms with Λ α,i = 0 in the naive expansion are secular terms that, due to their unbounded nature, cause the asymptotic property of (2.3) to be lost on time scales of O(1/ ). The CGO-RG procedure was created to treat such terms.
With the naive solution in hand, one now proceeds to make a preparatory change of variables. This change of variables is aimed at absorbing all instances of the initial condition into our integration constant. The exception occurs within the secularity (t − T 0 ). For these terms, one does not absorb the initial condition into an integration constant. Explicitly, this change of variables is
After some calculations, the naive expansion becomes
Next, one introduces an arbitrary time τ into the secular term between t and T 0 ,
The idea is to absorb those terms with (τ − T 0 ) that are secular into the integration constant v(T 0 ). To do this, one renormalizes the constant of integration by introducing a new integration constant depending on τ . Explicitly,
The renormalized expansion is now
Finally, one applies the RG condition. In particular, one differentiates the renormalized expansion with respect to τ ,
and then evaluates this derivative at τ = t which removes the third term in the right of the above equation. Then the resulting expression is set equal to zero to yield
Finally, multiplying by e −At and noting that dV dτ = O( ), one absorbs the final term into O( 2 ) and hence obtains dV dτ =
This is precisely the first-order amplitude equation of (2.1), and it governs the solutions, free of secularities, at this order on time scales up to and including O(1/ ).
An equivalent RG method
In this section, we introduce an equivalent, simplified version of the procedure discussed in Section 2. The purpose of this simplification is to highlight the mathematical underpinnings of the CGO-RG method. The focus of the remainder of the article will be the application and analysis of this method.
We make the following observations concerning the CGO-RG method of Section 2. First, we note that Eqs. (2.5) and (2.6) are equivalent, except with T 0 replaced with τ and v(T 0 ) replaced with V (τ ). Thus, effectively in steps 2-4 of the CGO-RG method the given initial time and initial condition, T 0 and w(T 0 ), are replaced by an arbitrary initial time τ and integration constant V (τ ), respectively.
The second observation concerns the RG condition (2.2). We note that evaluation of the derivative in the RG condition (2.2) at τ = t is unnecessary to obtaining the final equation, since dV dτ = O( ) in (2.7). In this case, evaluation at τ = t serves to rename the independent variable in the final equation (2.7).
On the basis of these observations, we distill the CGO-RG method into the following three steps:
1. Derive a naive perturbation expansion for the solution of the given differential equation with an arbitrary initial time t 0 and initial condition w(t 0 ). 2. Renormalize the initial condition by absorbing those terms in the naive expansion that are time independent and bounded (or that grow sublinearly) into w(t 0 ). 3. Apply the RG condition
We henceforth refer to this procedure as the RG method. Note that the three steps correspond to steps RG 1 , RG 2 , and RG 3 in the commutative diagram (1.3).
The main result of this section is that the RG method yields the NF equations for (2.1) up to and including O( ). We show this in Section 3.1. Later in Section 3.2, we discuss the role that the RG condition (3.1) plays in the RG procedure.
RG yields the Normal form equation up to and including O( )
In this section, we apply the simplified three-step RG method to the system given in (2.1). As in the CGO-RG method, the first step is to derive a naive perturbation expansion of the solution to the differential equation. In this case, however, we will solve the initial value problem for an arbitrary initial time, t 0 , and initial condition w(t 0 ). We find
Next, we renormalize the solution to isolate the resonant terms. The object to be renormalized is w(t 0 ), which is replaced by an integration constant
where a k is an n-dimensional vector. We are free to choose a k : R × C n → C n as we please provided that the resulting series is an asymptotic series (see Remark 2) . Thus, with the choice
we push the autonomous part of the nonresonant term in (3.2) to higher order. This leaves us with the first-order renormalized expansion
For ease of notation we are writing W for W (t 0 ). We now apply the RG condition (3.1) to produce an evolution equation for W (t 0 ). Differentiating (3.5) with respect to t 0 , we find dx
Setting this quantity equal to zero and clearing the exponentials, we find to O(1),
. Also, we observe that the matrix A in the fourth and sixth terms may be pulled inside the sum to obtain Ae i = λ i e i . Thus,
which simplifies to
since the sum is over terms for which Λ α,i in the third term, and since the fourth term vanishes by the definition of Λ α,i . Therefore, to first order the RG equation is
The RG equation (3.6) is precisely the NF equation of (2.1) up to and including O( ); see (A.4) in Appendix A. Furthermore, the change of coordinates executed in (3.3) is related to the change of variables performed in NF theory. Recall from (3.3) and (3.4) that the change of coordinates in RG is
Comparing this with the NF change of coordinates given in (A.3),
we see that the two changes of coordinates have exactly the same form. The only difference is that the RG method makes the change of variables on the initial condition, whereas in NF theory it is made on the dependent variables of the original equation. Hence, we have demonstrated the main point of this section: that the RG method and NF theory are equivalent up to and including O( ). For completeness, we refer the reader to Section 9 where a precise theorem is stated about how well solutions of the RG equation, or equivalently the normal form equation, approximate solutions of the original differential equation.
Remark 2. We renormalize w(t 0 ) in (3.3) to leading order as W (t 0 ) and not e −At 0 W (t 0 ) as was done in Section 2. This difference is not of great importance as our approach produces the NF equations while the CGO-RG approach produces the amplitude equations. We make the choice not to absorb the exponential e −At 0 because we prefer to think of RG as an operator that fixes the linear part of the vector field. Of course, in some applications, see for example Section 8, the amplitude equations are preferable. Also, the use of the word renormalize in step 2 is slightly different from that in the CGO method.
The RG condition
In this section, we discuss the RG condition (3.1) and its role in the RG method. Our interpretation of the RG condition is similar to that of [46] and [10] among others, but our interpretation of its role in the RG method differs. We will discuss the impact of the RG condition on both solutions of differential equations and their asymptotic approximations.
Consider, for a moment, the general ODE
where x ∈ R n and F is globally Lipschitz. Let w(t 0 ) : R → R n be an arbitrary function. We denote the solution of (3.7) by x(t, t 0 , w(t 0 )), where the solution is evaluated at time t, with initial time t 0 and initial condition w(t 0 ). We are interested in the conditions on w(·) that insure the invariance of the solution. In other words, we are interested in when two solutions of (3.7) are equal,
where t 0 and t 0 are two different initial times. The unsurprising answer, due to existence and uniqueness, is that the solutions are equal if and only if w(t 0 ) and w(t 0 ) lie on the same solution curve, or equivalently, if the evolution of w(t 0 ) is given by (3.7). Note that the right hand side of (3.8) does not depend on t 0 . This suggests that -for solutions of (3.7) -the invariance condition is equivalent to the RG condition dx dt 0 = 0. To show this, we write the solution in integral form as
Applying the RG condition, we find
Since dx dt 0 = 0 for all s, we obtain
recovering the original ODE, (3.7). Thus, applying the RG condition to a family of solution curves parameterized by their initial data simply recovers the ODE which generates the family. What we have just seen is that if we are given a solution curve, then the RG condition gives back the corresponding differential equation. In the current RG method, the situation is slightly different as we deal with asymptotic approximations of solution curves and not the curves themselves. As a result, we are confronted with two additional considerations. First, these approximations are truncated at a finite order and therefore do not exactly solve any ODE as they are only flows up to the order of truncation. Second, in general, these naive approximations will contain secular terms that limit the domain of validity to bounded time intervals.
The first consideration is readily addressed by observing that if we substitute a naive perturbation series into (3.7) and asymptotically expand the right hand side, we are left with a recursive sequence of differential equations to solve. Therefore, up to any finite order (i.e. the order of truncation), we can apply the same analysis as we did above and reproduce the sequence of differential equations up to the order of truncation.
Secondly, if the naive approximation contains secular terms then the approximation is only valid locally, i.e. there exists a C > 0 such that the approximation is valid for |t − t 0 | < C. Hence, the RG condition is only applied locally as well.
The RG procedure makes good use of the above simple observation in the following manner. Consider an arbitrary change of coordinates,
where W : R → R n and φ : R n → R n is a diffeomorphism. The physical interpretation given to φ is that it is the relationship between the initial condition w(t 0 ) and an integration constant W (t 0 ). Using again the integral form of the solution (3.9) we find
Applying the RG condition again, we find
This reduces to
Thus, the RG procedure produces an evolution equation for the integration constant W (t 0 ). Moreover, if the same change of coordinates is applied to the original dependent variables, i.e.
then we find that X satisfies the same differential equation as W (t 0 ),
The principal advantage to using asymptotic expansions is that in many cases we can write them down in closed form provided that the leading order problem is solvable. In turn, this makes selection of a change of coordinates like φ straightforward because we only have to collect instances of the initial condition into an integration constant. This change of coordinates can be applied also in the original vector field, but without solving for the naive approximation we may not be able to guess the form of this transformation a priori. It is in this sense that RG 2 may be viewed as the essential reductive step of the RG method.
Remark 3. At first glance, the RG condition appears to be a needlessly complicated way to produce a differential equation from the corresponding solution curve. A much more straightforward method would be to simply differentiate the solution with respect to time. However, in this case the solution curve x(t, t 0 , w(t 0 )) is a function of three variables and hence differentiation with respect to time produces an equation given strictly in terms of t, t 0 , and w(t 0 ) without any explicit dependence on x. We must then invert the relationship between x and t, t 0 and w(t 0 ) to produce the differential equation. In general, such a computation will not be trivial.
The RG method to second order
In this section, we extend the RG analysis of Section 3.1 up to and including O( 2 ). We begin by finding the naive approximation at second order. As shown in (2.4), the second-order differential equation iṡ
The essential step is to obtain a computable expression for the second term on the right hand side of (4.1). The matrix D x f is an n × n matrix whose (i, j)th component is
Evaluating x at x 0 (t) = e A(t−t 0 ) w(t 0 ), we find
Next, multiplying the matrix D x f (x 0 ) by the vector x 1 (t), we obtain the vector
Now that we have an expression for (D x f (x 0 ))x 1 , we proceed to solve (4.1) with the aid of an integrating factor to obtain
The impact of the exponential on the right hand side of the previous equation is to replace e (Λ α, j +λ j )(t−t 0 ) by e Λ α,i (t−t 0 ) in (D x f (x 0 ))x 1 ; see (4.2). We now solve the differential equation, noting that x 2 (t 0 ) = 0 by assumption. For ease of integration, we split the two double sums in (D x f (x 0 ))x 1 into six double sums according to whether or not the arguments of the exponentials vanish. Thus, the corresponding solution is
Upon integrating each of these terms, we obtain the following quantities:
The terms A through F comprise the coefficients on 2 in the naive expansion. Next, we renormalize the naive expansion, which up to and including second order is given by (3.2) and (4.3). The renormalization of the O( ) terms follows exactly what was done in Section 3.1. However, this renormalization at first order introduces two terms at second order that arise after expanding (W + a 1 ) α in (3.2). We will call these terms R 2 (resp. N 2 ) corresponding to the second-order terms that come from expanding the first-order resonant (resp. nonresonant) terms. Performing this expansion, we find
Thus,
Notice that R 2 and N 2 are the same as F and E up to O( 3 ) respectively, but with opposite signs. Therefore, their difference is O( 3 ). Hence, the second-order expansion, renormalized up to and including O( ) but not yet to O( 2 ), is
where terms A through D are all evaluated at w(t 0 ) = W (t 0 ) + O( ). Next, we choose a 2 so as to absorb all the constant homogeneous terms at second order into a single integration constant. We choose
This leaves us with the second-order renormalized expansion
The final step is to apply the RG condition (3.1). We make the following observation: if one pulls the exponential e A(t−t 0 ) into the sums and double sums in (4.5) one gets e λ i (t−t 0 ) and therefore to leading order
where we have used the fact that to leading order dW dt 0 = AW . Applying the RG condition, clearing exponentials, and recalling that the O( ) terms were computed earlier, we find
Cancelling five pairs of terms and setting the above expression equal to zero, we find that the RG equation to second order is
This differential equation is equivalent to the NF equation for (2.1) which we review in Appendix A. In particular, see Eq. (A.8). Therefore, we have shown that for the autonomous vector field given by (2.1) the RG procedure produces equivalent results to NF theory at second order. In addition, we recall that the second-order coordinate change in the RG procedure was given in (4.4). Likewise, the nonresonant terms at second order in the NF procedure are given in (A.6) and (A.7) after removing the resonant terms (A.8). A short calculation reveals that a coordinate change equivalent to (3.3) with (4.4) removes the nonresonant terms at second order. We have therefore shown that the normal form and RG equations are equivalent up to and including O( 2 ).
The RG equation (4.6) is an evolution equation for the integration constant W (t 0 ). The solution of this evolution (or normal form) equation may then be used to obtain an approximation of the solution w(t 0 ) of the original problem, (2.1), that is valid up to and including O( 2 ). In particular, we plug W (t 0 ) into (3.3) with a 1 and a 2 specified as in (3.4) and (4.4).
Example
In this section, we illustrate the RG method of Sections 3 and 4 on the Rayleigh oscillator, given by the following differential equation:
One may convert (5.1) into a system of the form (1.1). This is done using the complex coordinate z = x + iy and its complex conjugate as new variables so that the linear part of the new system is diagonal with eigenvalues −i and i. We elect to, equivalently, work directly with the second-order scalar equation (5.1).
Substituting the naive expansion
into the differential equation, we find at each order
The solutions are
Here we have chosen the homogeneous parts of the solutions to y 1 and y 2 so that the solutions vanish at that initial time, i.e. y 1 (t 0 ) = y 2 (t 0 ) = 0. We next renormalize the integration constant A, absorbing the homogeneous parts of the solution into it and creating a new integration constant A = A(t 0 ). We begin at first order by requiring
Applying this change of variables we are left with In turn, we select a 2 so to remove the homogeneous terms at second order so that the total renormalization transformation is
We now apply the RG condition, which isolates the resonant terms at second order to leave the RG equation, correct to O( 3 ),
This equation is exactly the normal form of (5.1). If we let A = R 2 e iθ and substitute into (5.2) then we get the following system of amplitude and phase equations:
Since the fixed point R * = 2 of the truncated system (5.3) is hyperbolic, the untruncated equation has a hyperbolic limit cycle which deviates at most by O( 2 ) from a circle of radius 2. Standard techniques show that (5.3) gives a valid approximation of the radial variable for all time; however, Eq. (5.4) can only be expected to be valid on time scales of O(1/ 2 ).
RG applied to nonautonomous equations (1.2)
We now apply the RG methodology to nonautonomous systems (1.2), to which classical NF theory does not apply. In Section 7.1, we use the RG method to guide us in developing a normal form theory for these same vector fields, and then we show that the two methods produce identical results to first order.
We revisit the problem posed in (1.2),
1)
where x ∈ C n , A is an n × n constant diagonal matrix with purely imaginary eigenvalues, e i is the ith unit vector, and the sum is finite. Also, α ∈ N n is a multi-index so that
n , and we will assume that the f 's satisfy the KBM condition defined in (6.3) .
Substituting a naive perturbation expansion again produces a sequence of differential equations as in (2.4). The naive expansion to first order is therefore
In the autonomous case, a term in the expansion was considered resonant if it grew like (t − t 0 ). We carry the same definition of resonance over to the nonautonomous case, formalized by the notion of a KBM λ average. The KBM λ average of a function is defined as
for λ ∈ C. A function f (t) is said to be KBM λ if the KBM λ average converges for all choices of T 0 . The notion of KBM vector fields was introduced in [3] and developed in [27, 41] , where KBM 0 was used. We follow [41] in calling this the Krylov-Bogolyubov-Mitropolskii average. We will assume that all f α,i in (6.1) are KBM Λ α,i . Given this definition, we consider a term f α,i to be resonant if it has nonzero KBM Λ α,i average. We can therefore split f α,i into resonant and nonresonant parts as
With this in mind, we split the O( ) term in the expansion (6.2) into two integrals based upon whether the term f α,i is resonant or not. Thus (6.2) becomes
Since Eq. (7.3) for g is linear, it is clear that if we define
then substituting (7.5) into (7.2) and truncating at O( ) leaves the first-order NF equatioṅ (7.6) This is the same equation as was produced by the RG method; see (6.6).
The relationship between the RG method and NF theory
For the nonautonomous vector fields (6.1) there is a clear connection between RG and NF theory, just as there was in the autonomous case, as shown in Sections 3 and 4. We have shown in Sections 6 and 7.1 that the two methods produce identical results. In this subsection, we also highlight that the mechanics by which they produce these results are equivalent by comparing the change of coordinates used in the two methods.
The RG procedure renormalizes arbitrary initial conditions. In the nonautonomous case, this renormalization was given in (6.5) by
On the other hand, the NF transformation was given in (7.1), (7.4) and (7.5) by
The only difference between the two transformations is that t 0 is replaced with t in the NF case. This difference corresponds to the fact that the RG method solves the backwards problem by finding evolution equations for integration constants, while NF theory works in forward time with the solution itself.
Nonautonomous example
In this section, we consider the Mathieu equation [18] . It is a second-order nonautonomous differential equation given by
Here is taken to be a small, positive parameter, and a is a real parameter. We are interested in the stability of (8.1) as and a vary. For small , the ( , a) plane is filled with stable solutions except for tongues emanating from the points a = n 2 /4 for n a positive integer. We focus on the case n = 1 and attempt to find an asymptotic expansion for the boundary of the stability region above a = 1/4, i.e. we suppose a = 1/4 + a 1 + 2 a 2 + · · ·, where we note that the use of a i in this expansion is traditional, and we do not expect them to be confused with the coefficients a i in the near-identity coordinate change used in the RG method.
We begin by lettingẏ = x/2 and transforming (8.1) into a system of first-order nonautonomous differential equations given bẏ
This system is better studied in complex notation, so we make the following invertible change of coordinates:
Applying the RG condition (3.1), we find the following differential equation:
which is equivalent to the normal form of (8.3) if one takes into account (8.4) . Thus, this example illustrates the main result of Sections 6 and 7 that the RG and NF approaches for nonautonomous perturbations are equivalent.
To determine the stability of the original problem we follow the same procedure as in NF and the method of averaging and convert into rotating coordinates via the transformation Z = e i 2 t 0 W . This yields the autonomous amplitude equation
Splitting W into its real and imaginary parts, W = W R + iW I , we convert the complex differential equation into a real planar differential equation
Standard linear analysis shows that the rotational orbit is stable if 2 (a 2 1 − 1) > 0 or equivalently if |a 1 | > 1.
Validity of normal form theory
We have opted to compare the RG method to NF theory not only because of the similarities between the two approaches but also because NF theory can be rigorously justified. In particular we have the following theorem which states that, given a nonlinear system (6.1), there is a canonical "simplest" equation which can be used to approximate the original equation on time scales of O(1/ ). Theorem 9.1 can be applied whenever A has purely imaginary eigenvalues and is conjugate to a diagonal matrix, after applying the linear change of coordinates that diagonalizes A. Generalization of this theorem to higher orders as well as cases in which A is allowed to vary slowly, and has eigenvalues with negative real parts, will be treated in a forthcoming article. Finally, despite the fact that this approach can be extended to obtain higher order approximations, it typically does not provide approximations on time scales longer than O(1/ ).
In this section, we recall the basic normal form procedure for a system of first-order, autonomous differential equations. The approach that we take here is equivalent to the classical Poincaré-Birkhoff normal form except that we grade the vector field in powers of and not based upon the degree of the polynomials in the vector field. We shall go up to and including terms of O( 2 ) so that we may compare the NF equation to the RG equation derived earlier.
We begin with the differential equation given by (2.1) oṙ
and compute to first order. In particular, we suppose a near-identity change of variables of the form x = y + w 1 (y) for some function w 1 and plug into (A.1). After some manipulation, we finḋ
A term in f (y) is nonresonant if it lies in the range of the linear operator [Ay, w 1 ] = (Dw 1 (y)Ay − Aw 1 (y)). Conversely, a resonant f lies in the complement of the range of this operator. We will take as a basis for the space of possible vector fields those vector fields of homogeneous monomials. Taking a different basis will yield a different normal form. For a general element of this basis, y α e i , we observe that
Therefore, if Λ α,i = 0 then y α e i lies in the complement to the range of [Ay, y α e i ] and is resonant. On the other hand, if Λ α,i = 0 then those terms are nonresonant and may be removed. Returning to the normal form for the specific f given in (2.1), we notice that if Λ α,i = 0, then the terms are nonresonant and may be removed by an appropriate choice of w 1 . Here we choose
Hence, the nonresonant terms in f lie in the range of the operator [Ay, w 1 ]. Substituting (A.3) into (A.2) we find that the NF equation to first order iṡ
which is equivalent to Λ α,i + Λ β, j = 0. Notice that it is not possible for any term in Dg 1 (y) f R (y) to satisfy Λ α,i + Λ β, j = 0, and we are left with
We have now completed the derivation of the NF equation up to and including O( 2 ). Moreover, as observed at the end of Section 4, it is equivalent to the RG equation (4.6).
Remark 5. Solutions of the resulting equation will remain O( 2 ) close to solutions of the first-order normal form for times up to and including O(1/ ). Of course, to get an O( 2 ) approximation to the original equation we must transform the solution by the change of coordinates
with a given initial condition z(T 0 ) = z 0 such that |z 0 | ≤ R. Assume that A is diagonal with imaginary eigenvalues, f (z, t) is continuous in z and bounded in t, lim →0 φ 1 ( ) = 0, and φ 1 ( ) > 0. Pick δ > 1, and let K be any compact set which properly contains the ball of radius δ R. Then there is a T > 0 such that z ∈ K for all |t| ≤ T /φ 1 ( ).
Proof. Given any compact K , there is a C > 0 such that f (z, t) ≤ C|z|. Then, we compute
Since A is diagonal with imaginary eigenvalues, Az, z + z, Az = 0. Thus we have
and this estimate holds as long as z(t) ∈ K . Applying Gronwall's Inequality, we have
This estimate holds for all t such that z(t) ∈ K . Let T = (ln δ)/2C. The first possible time that z could leave the set K is given by exp(2Cφ 1 ( )t) ≥ δ, or t ≥ T /φ 1 ( ). Therefore, for all t ≤ T /φ 1 ( ), the solution z(t) stays in K .
Let T (z 0 , R) be the largest T for which Lemma B.2 holds given an initial condition z 0 and a compact set B(R), the closed ball of radius R. We will see below that it is not important which compact set we work on, only that there be a compact set on which we can obtain the necessary estimates. T (z 0 , R) is a nondecreasing function of R. Define for each initial condition z 0 a new number
When we have a fixed equation with fixed initial condition, we will abuse notation and drop the dependence on the initial data; thus for an initial value problem we will speak of T * , which is the longest O(1/ ) time scale for which a solution of Eq. (B.2) with initial condition z 0 is defined. It should be noted that T * < ∞ for many equations of the form (B.2). This means that there exists a compact set on which the approximation will be valid for all t ≤ T / only as long as T < T * . There is one last lemma which relates solutions of the NF equation to its truncated counterpart.
Lemma B.3. Consider the two equationṡ y = Ay + φ 1 ( ) f (y, t) + φ 2 ( )g(y, t), (B.3) z = Az + φ 1 ( ) f (z, t), (B.4)
where A is a diagonal matrix with imaginary eigenvalues, φ 1 ( ) and φ 2 ( ) are positive order functions of with φ 2 ( ) = o(φ 1 ( )), and f (y, t), g(y, t) are bounded in t and continuously differentiable in y. Let T * denote a time given by Lemma B.2 such that solutions of (B.4) stay in a compact set K for any 0 ≤ T < T * . If is chosen sufficiently small, then for all |t| ≤ T /φ 1 ( ), we have
Proof. We use an argument known as bootstrapping or continuous induction, following [49] . See also [34] for another example of this argument in a similar context, and [16] for its use in another context in perturbation theory. Define ξ = y − z, and note that the differential equation for ξ iṡ ξ = Aξ + φ 1 ( )( f (y, t) − f (z, t)) + φ 2 ( )g(y, t).
Solving this we find ξ(t) = φ 1 ( )e |D z g((1 − β)ξ + z, t)||ξ |. Clearly, if we can estimate χ on this time domain, we will be done. We now use the bootstrapping argument. It is clear from the definitions that ξ(T 0 ) = χ (T 0 ) = 0. Therefore, for sufficiently small, there is a U > 0 such that for |t| ≤ U, ξ(t) < 1. Let us choose U 1 ( ) < 0 < U 2 ( ) to be the largest interval so that for t ∈ [U 1 , U 2 ], |ξ(t)| ≤ 1. We will assume that |U 1 | < T /φ 1 ( ) and |U 2 | < T /φ 1 ( ) and try to derive a contradiction. For t ∈ [U 1 , U 2 ], we know that z and ξ stay in some compact set. Also, since η (z, ξ ) is a continuous function of its arguments, there is a C 2 so that |η (z, t)| ≤ C 2 , and we recall that |g(z, t)| ≤ C 1 . Using these estimates in (B.5), we obtain 6) where U 3 = max(|U 1 |, |U 2 |). By assumption, U 3 < T /φ 1 ( ) and we get |χ (t)| ≤ C 3 φ 2 ( ) (φ 1 ( )) 2 .
(B.7)
Thus we have
Since φ 2 ( ) = o(φ 1 ( )), this is much smaller than 1 for sufficiently small, contradicting the maximality of U 1 and U 2 . Therefore |ξ(t)| < 1 for all |t| ≤ T /φ 1 ( ). But if this is true, then (B.6) holds for all |t| ≤ T /φ 1 ( ), or, in short, (B.7) holds for all |t| ≤ T /φ 1 ( ). Applying (B.5) says that (B.8) holds for all |t| ≤ T /φ 1 ( ), and we are done.
Remark 6. One can see from the mechanics of the proof why the time scale O(1/φ 1 ( )) is optimal. Notice that in the proof, we see that, roughly, χ (t) = O φ 2 ( ) (φ 1 ( )) 2 e φ 1 ( )t and ξ(t) = O φ 2 ( ) φ 1 ( ) e φ 1 ( )t .
It follows that once we go beyond the 1/φ 1 ( ) time scale, the exponential growth takes over, and we cannot control this term. In short, it is usually not possible to "trade error for time scale."
On the other hand, we can also see from the mechanics of the proof that we can "trade time scale for error," i.e. if we are willing to shorten our time scale by some amount, then we can improve our estimate by exactly the same amount. In short, if we choose φ 3 ( ) to be any order function such that φ 1 = o(φ 3 ), then we can get an error estimate of O(φ 2 φ 3 /φ 1 ) on a time scale of O(φ 3 /φ 1 ). Simply note that if we multiply the time scale of interest by some function of , then the Gronwall estimates in the proof will all be multiplied by the same factor.
