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Abstract
Online reinforcement learning (RL) is increasingly popular for the personalized mobile health (mHealth)
intervention. It is able to personalize the type and dose of interventions according to user’s ongoing statuses
and changing needs. However, at the beginning of online learning, there are usually too few samples to
support the RL updating, which leads to poor performances. A delay in good performance of the online
learning algorithms can be especially detrimental in the mHealth, where users tend to quickly disengage
with the mHealth app. To address this problem, we propose a new online RL methodology that focuses
on an effective warm start. The main idea is to make full use of the data accumulated and the decision
rule achieved in a former study. As a result, we can greatly enrich the data size at the beginning of online
learning in our method. Such case accelerates the online learning process for new users to achieve good
performances not only at the beginning of online learning but also through the whole online learning
process. Besides, we use the decision rules achieved in a previous study to initialize the parameter in our
online RL model for new users. It provides a good initialization for the proposed online RL algorithm.
Experiment results show that promising improvements have been achieved by our method compared with
the state-of-the-art method.
Index Terms
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2I. INTRODUCTION
W
ITH billions of smart device (i.e., smart-phones and wearable devices) users worldwide,
mobile health (mHealth) interventions (MHI) are increasingly popular among the behav-
ioral health, clinical, computer science and statistic communities [1], [2], [3], [4]. The MHI aims to
make full use of smart technologies to collect, transport and analyze the raw data (weather, location,
social activity, stress, urges to smoke, etc.) to deliver effective treatments that target behavior
regularization [2]. For example, the goal of MHI is to optimally prevent unhealthy behaviors,
such as alcohol abuse and eating disorders, and to promote healthy behaviors. Particularly, JITAIs
(i.e., Just in time adaptive intervention) is especially interesting and practical due to the appealing
properties [1]: (1) JITAIs could make adaptive and efficacious interventions according to user’s
ongoing statuses and changing needs; (2) JITAIs allow for the real-time delivery of interventions,
which is very portable, affordable and flexible [5]. Therefore, JITAIs are widely used in a wide
range of mHealth applications, such as physical activity, eating disorders, alcohol use, mental
illness, obesity/weight management and other chronic disorders etc., that aims to guide people to
lead healthy lives [4], [2], [6], [3], [7].
Normally, JITAIs is formed as an online sequential decision making (SDM) problem that is
aimed to construct the optimal decision rules to decide when, where and how to deliver effective
treatments [4], [2], [5]. This is a brand-new topic that lacks of methodological guidance. In 2014,
Lei [1] made a first attempt to formulate the mHealth intervention as an online actor-critic contextual
bandit problem. Lei’s method is well suited for the small data set problem in the early stage of
the mHealth study. However, this method ignores the important delayed effects of the SDM—the
current action may affect not only the immediate reward but also the next states and, through
that, all subsequent rewards [8]. To consider the delayed effects, it is reasonable to employ the
reinforcement learning (RL) in the discount reward setting. RL is much more complex than the
contextual bandit. It requires much more data to acquire good and stable decision rules [5]. However
at the beginning of the online learning, there are too few data to start effective online learning.
A simple and widely used method is to collect a fixed length of trajectory (T0 = 10, say) via
the micro-randomized trials [4], accumulating a few of samples, then starting the online updating.
Such procedure is called the random warm start, i.e. RWS. However, there are two main drawbacks
of the RWS: (1) it highly puts off the online RL learning before achieving good decision rules;
3(2) it is likely to frustrate the users because the random decision rules achieved at the beginning
of online learning are not personalized to the users’ needs. Accordingly, it is easy for users to
abandon the mHealth app.
To alleviate the above problems, we propose a new online RL methodology by emphasizing
effective warm starts. It aims to promote the performance of the online learning at the early stage
and, through that, the final decision rule. The motivation is to make full use of the data and the
decision rules achieved in the previous study, which is similar to the current study (cf. Sec. III).
Specifically, we use the decision rules achieved previously to initialize the parameter of the online
RL learning for new users. The data accumulated in the former study is also fully used. As a
result, the data size is greatly enriched at the beginning of our online learning algorithm. When
the online learning goes on, the data gained from new users will have more and more weights to
increasingly dominate the objective function. Our decision rule is still personalized according to
the new user. Extensive experiment results show the power of the proposed method.
II. MARKOV DECISION PROCESS (MDP) AND ACTOR-CRITIC REINFORCEMENT LEARNING
MDP: The dynamic system (i.e. the environment) that RL interacts with is generally modeled as
a Markov Decision Process (MDP) [8]. An MDP is a tuple {S,A, P, R, γ} [9], [10], [11], where S
is (finite) state space and A is (finite) action space. The state transition probability P : S×A×S 7→
[0, 1], from state s to the next state s′ when taking action a, is given by P (s, a, s′). Let St, At
and Rt+1 be the random variables at time t representing the state, action and immediate reward
respectively. The expected immediate reward R (s, a) = E (Rt+1 | St = s, At = a) is assumed to be
bounded over the state and action spaces [2]. γ ∈ [0, 1) is a discount factor to reduce the influence
of future rewards.
The stochastic policy π (· | s) decides the action to take in a given state s. The goal of RL is to
interact with the environment to learn the optimal policy π∗ that maximizes the total accumulated
reward. Usually, RL uses the value function Qpi (s, a) ∈ R|S|×|A| to quantify the quality of a policy
π, which is the expected discounted cumulative reward, starting from state s, first choosing action
a and then following the policy π: Qpi (s, a) = E {
∑∞
t=0 γ
tR (st, at) | s0 = s, a0 = a, π} . The value
Qpi (s, a) satisfies the following linear Bellman equation
Qpi (s, a) = Es′,a′|s,a,pi {R (s, a) + γQ
pi (s′, a′)} (1)
4The parameterized functions are generally employed to approximate the value and policy functions
since [9] the system usually have too many states and actions to achieve an accurate estimation of
value and policy. Instead they have to be iteratively estimated. Due to the great properties of quick
convergences [10], the actor-critic RL algorithms are widely accepted to esimate the parameterized
value Q
w
(s, a) = wTx (s, a) ≈ Qpi and stochastic policy πθ (· | s) ≈ π
∗ (· | s), where x (s, a) is
a feature function for the Q-value that merges the information in state s and action a. To learn
the unknown parameters {w, θ}, we need a 2-step alternating updating rule until convergence: (1)
the critic updating (i.e., policy evaluation) for w to estimate the Q-value function for the current
policy, (2) the actor updating (i.e., policy improvement) for θ to search a better policy based on
the newly estimated Q-value [10], [4].
Supposing the online learning for a new user is at decision point t, resulting in t tuples drawn
from the MDP system, i.e., D = {(si, ai, ri, s
′
i) | i = 1, · · · , t}. Each tuple consists of four elements:
the current state, action, reward and the next state. By using the data in D, the Least-Squares
Temporal Difference for Q-value (LSTDQ) [11], [8] is used for the critic updating to estimate ŵt
at time point t:
ŵt =
[
ζcI+
1
t
t∑
i=1
xi (xi − γyi+1)
⊺
]−1(
1
t
t∑
i=1
xiri
)
, (2)
where xi = x (si, ai) is the feature at decision point i for the value function;
yi+1 =
∑
a∈A
x (si+1, a)πθˆt (a | si+1)
is the feature at the next time point; ri is the immediate reward at the i
th time point. By maximizing
the average reward, i.e., a widely accepted criterion [10], we have the objective function for the
actor updating (i.e., policy improvement)
θ̂t = argmax
θ
1
t
t∑
i=1
∑
a∈A
Q (si, a; ŵt) πθ (a|si)−
ζa
2
‖θ‖2
2
(3)
where Q (si, a; ŵt) = x (si, a)
⊺
ŵt is the newly estimated value; ζc and ζa are the balancing
parameters for the ℓ2 constraint to avoid singular failures for the critic and actor update respectively.
Note that after each actor update, the feature at the next time point yi+1 has to be re-calculated based
on the newly estimated policy parameter θ̂t. When the discount factor γ = 0, the RL algorithm in
(4), (5) is equivalent to the state-of-the-art contextual bandit method in the mHealth [1].
5III. OUR METHOD
The actor-critic RL algorithm in (4), (5) works well when the sample size (i.e. t) is large. However
at the beginning of the online learning, e.g., t = 1, there is only one tuple. It is impossible to
do the actor-critic updating with so few samples. A popular and widely accepted method is to
accumulate a small number of tuples via the micro-randomized trials [4] (called RWS). RWS is
to draw a fixed length of trajectory (T0 = 10, say) by applying the random policy with probability
0.5 to provide an intervention (i.e., µ (1 | s) = 0.5 for all states s). RWS works to some extent,
they are far from the optimal. One direct drawback with RWS is that it is very expensive in time
to wait the micro-randomized trials to collect data from human, implying that we may still have
a small number of samples to start the actor-critic updating. This tough problem badly affects
the actor-critic updating not only at the beginning of online learning, but also along the whole
learning process. Such case is due to the actor-critic objective functions is non-convex; any bad
solution at the early online learning would bias the optimization direction, which easily leads some
sub-optimal solution. Besides, the random policy in micro-randomized trials and the decision rules
achieved at the early online learning is of bad user experience. Such problem makes it possible
for the users to be inactive with or even to abandon the mHealth intervention.
To deal with the above problems, we propose a new online actor-critic RL methodology. It
emphasizes effective warm starts for the online learning algorithm. The goal is to promote decision
rules achieved at the early online learning stage and, through that, guide the optimization in a better
direction, leading to a good final policy that is well suited for the new user. Specifically, we make
full use of the data accumulated and decision rules learned in the previous study. Note that for
the mHealth intervention design, there are usually several rounds of study; each round is pushed
forward and slightly different from the former one. By using the data and policy gained in the
former study, the RL learning in current study could quickly achieve good decision rules for new
users, reducing the total study time and increasing the user experience at the beginning of the
online learning.
Supposing that the former mHealth study is carried out in an off-policy, batch learning set-
ting, we have N¯ (40, say) individuals. Each individual is with a trajectory including T¯ = 42
tuples of states, actions and rewards. Thus in total there are NT = N¯ × T¯ tuples, i.e., D¯ =
{(s¯i, a¯i, r¯i, s¯
′
i) | i = 1, · · · , NT}. Besides the data in D¯, we employ the decision rule achieved in
6the former study to initialize the parameters in the current online learning. Note that we add a bar
above the notations to distinguish the data obtained in the previous study from that of the current
study.
At the tth decision point, we have both the data D¯ collected in the former study and the t new
tuples drawn from the new user in D to update the online actor-critic learning. It has two parts:
(1) the critic updating for ŵt via
ŵt =
{
ζcI+
1
t + 1
[
1
NT
NT∑
j=1
x¯j (x¯j − γy¯i+1)
⊺ +
t∑
i=1
xi (xi − γyi+1)
⊺
]}−1
(4)[
1
t+ 1
(
1
NT
NT∑
j=1
x¯j r¯j +
t∑
i=1
xiri
)]
and (2) the actor updating via
θ̂t = argmax
θ
1
t + 1
{
1
NT
NT∑
j=1
∑
a∈A
Q (s¯j, a; ŵt)πθ (a|s¯j) +
t∑
i=1
∑
a∈A
Q (si, a; ŵt) · π (a|si)
}
−
ζa
2
‖θ‖2
2
,
(5)
where {x¯j}
NT
j=1
is data in the previous study; (xi)
t
i=1 is the data that is collected from the new
user; x¯i = x¯ (si, ai) is the feature vector at decision point i for the value function; y¯i+1 =∑
a∈A x (s¯i+1, a) πθˆt (a | s¯i+1) is the feature at the next time point; r¯i is the immediate reward
at the ith point; Q (s¯i, a; ŵt) = x (s¯i, a)
⊺
ŵt is the newly updated value.
In (4) and (5), the terms in the blue ink indicate the the previous data, which is with a normalized
weight 1
NT
. In this setting, all the data obtained in the former study is treated as one sample for the
current online learning. When current online learning goes on (i.e., t increases), the data collected
from the new user gradually dominates the objective functions. Thus, we are still able to achieve
personalized JITAIs that is successfully adapted to each new user.
IV. EXPERIMENTS
To verify the performance, we compare our method (i.e., NWS-RL) with the conventional RL
method with the random warm start (RWS-RL) on the HeartSteps application [3]. The HeartSteps
is a 42-day mHealth intervention that encourages users to increase the steps they take each day by
providing positive interventions, such as suggesting taking a walk after sedentary behavior. The
7actions are binary including {0, 1}, where a = 1 means providing active treatments, e.g., sending
an intervention to the user’s smart device, while a = 0 means no treatment [2].
A. Simulated Experiments
In the experiments, we draw T tuples from each user, i.e.,
DT = {(S0, A0, R0) , (S1, A1, R1) , · · · , (ST , AT , RT )}
, where the observation St is a column vector with p elements . The initial states and actions are gen-
erated by S0 ∼ Normalp {0,Σ} and A0 = 0, where Σ =
 Σ1 0
0 Ip−3
 and Σ1 =

1 0.3 −0.3
0.3 1 −0.3
−0.3 −0.3 1
.
For t ≥ 1, we have the state generation model and immediate reward model as follows
St,1 = β1St−1,1 + ξt,1,
St,2 = β2St−1,2 + β3At−1 + ξt,2, (6)
St,3 = β4St−1,3 + β5St−1,3At−1 + β6At−1 + ξt,3,
St,j = β7St−1,j + ξt,j , for j = 4, . . . , p
Rt = β14 × [β8 + At × (β9 + β10St,1 + β11St,2) + β12St,1 − β13St,3 + ̺t] , (7)
where −β13Ot,3 is the treatment fatigue [4], [2]; {ξt,i}
p
i=1
∼ Normal (0, σ2s) at the t
th point is the
noise in the state transition (6) and ̺t ∼ Normal (0, σ
2
r) is the noise in the immediate reward
model (7). To generate N different users, we need N different MDPs specified by the value of
βs in (6) and (7). The βs are generated in the following two steps: (a) set a basic βbasic =
[0.40, 0.25, 0.35, 0.65, 0.10, 0.50, 0.22, 2.00, 0.15, 0.20, 0.32, 0.10, 0.45, 1.50, 800]; (b) to obtain N
different βs (i.e., users or MDPs), we set the {βi}
N
i=1 as βi = βbasic + δi, for i ∈ {1, 2, · · · , N} ,
where δi ∼ Normal (0, σbI14), σb controls how different the users are and I14 is an identity matrix
with 14×14 elements. To generate the MDP for a future user, we will also use this kind of method
to generate new βs.
B. Experiment Settings
The expectation of long run average reward (ElrAR) E [ηpiθ̂ ] is used to evaluate the quality of
an estimated policy π
θ̂
on a set of N=50 individuals. Intuitively, the ElrAR measures how much
8average reward in the long run we could totally get by using the learned policy π
θ̂
for a number
of users. In the HeartSteps application, the ElrAR measures the average steps that users take each
day in a long period of time; a larger ElrAR corresponds to a better performance. The average
reward ηpiθ̂ is calculated by averaging the rewards over the last 4, 000 elements in a trajectory of
5, 000 tuples under the policy π
θ̂
. Then ElrAR E [ηpiθ̂ ] is achieved by averaging the 50 ηpiθ̂’s.
In the experiment, we assume the parameterized policy in the form
πθ (a | s) = exp [aθ
⊺φ (s)] / {1 + exp [θ⊺φ (s)]}
, where θ ∈ Rq is the unknown variance and φ (s) = [1, s⊺]⊺ ∈ Rq is the feature function for policies
that stacks constant 1 with the state vector s. The number of individuals in the former study is
N¯ = 40. Each is with a trajectory of T¯=42 time points. For the current study (cf., Table I), there
are N = 50 individuals. RWS has to accumulate tuples till T0 = 5 and 10 respectively to start the
online learning. Our method (i.e., NWS) has the ability to start the RL online learning algorithm
immediately when the 1st tuple is available. Since the comparison of early online learning is our
focuses, we set the total trajectory length for the online learning as T = 30 and T = 50, respectively.
The noises are set σs = σr = 1 and σβ = 0.005. Other variances are p = 3, q = 4, ζa = ζc = 10
−5.
The feature processing for the value estimation is x (s, a) = [1, s⊺, a, s⊺a]⊺ ∈ R2p+2 for all the
compared methods. Table I summarizes the experiment results of three methods: RWS-RLT0=5,
RWS-RLT0=10 and NWS-RLT0=1. It includes two sub-tables: the left one shows the results of early
online learning results, i.e., T = 30 and the right displays the results when T = 50. As we shall
see, the proposed warm start method (NWS-RL) has an obvious advantage over the conventional
RWS-RL, averagely achieving an improvement of 67.57 steps for T = 30 and 69.72 steps for
T = 50 compared with the 2nd best policy in blue.
V. CONCLUSION AND Discussion
In this paper, we propose a new online actor-critic reinforcement learning methodology for the
mHealth application. The main idea is to provide an effective warm start method for the online
RL learning. The state-of-the-art RL method for mHealth has the problem of lacking samples to
start the online learning. To solve this problem, we make full use of the data accumulated and
decision rules achieved in the former study. As a result, the data size is greatly enriched even at
the beginning of online learning. Our method is able to start the online updating when the first
9TABLE I: The average reward of three online RL methods as discount factor γ rises from 0 to
0.95: (a) Random Warm Start RL (RWS-RL) when T0 = 5 and T0 = 10 respectively; (b) the
proposed New Warm Start RL (NWS-RL) is able to start the online learning when the 1st tuple is
available, i.e., T0 = 1. The Red value is the best and the blue value is the 2
nd best.
γ
Average reward when trajectory length T = 30 Average reward when trajectory length T = 50
RWS-RLT0=5 RWS-RLT0=10 NWS-RLT0=1 RWS-RLT0=5 RWS-RLT0=10 NWS-RLT0=1
0 1152.9±18.8 1349.7±13.9 1367.6±8.30 1152.6±19.8 1335.8±8.50 1365.2±8.30
0.2 1152.4±22.2 1320.2±26.8 1339.3±13.6 1153.8±19.9 1325.4±14.2 1361.4±8.70
0.4 1149.1±23.8 1300.6±32.6 1337.7±23.9 1149.7±17.5 1308.0±19.7 1335.1±15.8
0.6 1155.2±29.0 1301.1±32.7 1405.4±49.1 1160.2±21.3 1281.2±27.3 1387.6±48.3
0.8 1267.8±43.3 1326.7±29.8 1481.9±31.6 1263.0±37.1 1333.3±43.1 1501.2±35.5
0.95 1327.9±46.0 1354.9±27.5 1426.7±30.6 1320.8±47.2 1427.7±33.7 1479.3±39.7
Avg. 1200.9 1325.5 1393.1 1200.0 1335.2 1405.0
The value of γ specifies different RL methods: (a) γ = 0 means the contextual bandit [1], (b) 0 < γ < 1 indicates the discounted
reward RL.
tuple is available. Experiment results verify that our method achieves clear gains compared with
the state-of-the-art method. In the future, we may explore the robust learning [12], [13] and graph
learning [14], [15] on the online actor-critic RL learning algorithm.
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