Monitoring dense areas, where the density of moving objects is higher than the given threshold, has many applications like traffic control, bandwidth management, and collision probability evaluation. Although many studies have been done on density queries for moving objects in highly dynamic scenarios, they all focused on how to answer snapshot density queries. In this paper, we focus on continuously monitoring dense regions for moving objects. Based on the notion of safe interval, we propose effective algorithms to evaluate and keep track of dense regions. Experimental results show that our method can achieve high efficiency when monitoring dense regions for moving objects.
INTRODUCTION
Continuing advances in embedded systems, mobile communications, and positioning technologies have given rise to new applications like vehicle fleet tracking, watercraft and aircraft navigation, and emergency E911 services for cellular phone users. Such applications have triggered new research towards supporting location-based services in mobile environments. Current work in this area focuses mainly on modeling and indexing of moving objects, and optimizing spatio-temporal range and aggregation queries, k -nearestneighbor queries, and selectivity estimation.
In this paper, we focus on density queries, which are important but have received attention only recently [2, 4, 7] . A region is dense if it has a high concentration of moving objects. Identifying dense regions is valuable for many applications like traffic control, resource scheduling, and collision probability evaluation [2] . For example, traffic congestion in large cities may be alleviated if traffic databases have been enhanced with the ability to predict dense regions that might Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. be developed in the near future, and commuters could thus choose their routes to avoid jams.
Hadjieleftheriou et al. [2] introduced the problem of density queries, and presented several algorithms to evaluate such queries. Jensen et al. [4] have defined effective density queries. In both studies, a dense region is defined using the notion of region density: the density of a region in a 2-dimensional space is defined as the ratio of the number of moving objects in this region to its area. A density query returns the regions with a density higher than some userspecified threshold. Recently, Ni et al. [7] pointed out some drawbacks when answering density queries, such as ambiguity of answers, regions with no arbitrary shape or size, and no local density guarantees. The reason is that the previous work [2, 4] did not use an appropriate definition of dense regions. Ni et al. proposed a new definition of density, called Pointwise-Dense Regions (PDRs). Under this definition, they can answer density queries unambiguously and report all dense regions, regardless of shape and size. Moreover, PDR queries represent a more general class of density queries than dense-cell queries in [2] and the effective density queries in [4] , since under proper conditions the answer to a PDR query includes the answer to those queries.
However, most of the prior work studied snapshot density queries only. In [4] , for each cell, they maintain a histogram and record the number of objects in the cell. Once the objects update their locations, the histograms need to be updated. In this paper, we study continuous density queries for moving objects. In the beginning, we partition the space into a grid and compute initial dense regions. We then construct a Quad-tree upon grid cells. In the Quad-tree, we record the state of each cell, i.e., dense or sparse, based on which dense regions can be computed. Furthermore, we compute for each dense region the interval during which the region will keep the current state, which we call safe interval of the region. Comparing with maintaining histograms, the cost of maintaining safe intervals is expected to be lower. In [4] , every cell has a histogram that records the object numbers at time instances t0, t1, t2, · · · , tm, where t0 is the query issuing time and (tm − t0) is the duration of the query. In contrast, our method only maintains (tm − t0) as a safe interval if the object numbers at those time instances are all above the dense threshold. Moreover, when an object updates, all histograms that the object corresponds to need to be re-calculated even if the update does not influence the state of the cell. In our approach, however, we only need to re-calculate the safe intervals of the regions that are influenced by the updated object.
Our contributions in this paper can be summarized as follows:
• We propose an efficient method to monitor continuous density queries based on a notion of safe interval.
• We present a Quad-tree based scheme to maintain safe intervals for dense regions, which improves the efficiency of answering continuous density queries.
• Experimental results show that our method can achieve high efficiency when monitoring dense regions for moving objects.
The rest of the paper is organized as follows. Section 2 surveys the related work. Section 3 gives the definition and the algorithms of the continuous density queries. Experimental evaluation is presented in Section 4. Finally, Section 5 concludes the paper.
RELATED WORK

Snapshot Density Queries
Querying dense regions for moving objects was first investigated in [2] . The objective is to find the regions in space and time with a density higher than the given threshold. They found difficult to answer general density queries and hence simplified the definition of dense regions. Specifically, they partition the data space into disjoint cells, and density queries return cell-based regions, instead of arbitrary regions that satisfy the query conditions. This scheme may lead to loss of answers. To solve this problem, Jensen et al. [4] defined an effective density query (EDQ) to guarantee that there is no answer loss. Nevertheless, there might be multiple overlapping dense regions. Jensen et al. suggested reporting only a set of non-overlapping dense regions to an EDQ. However, this proposal still suffers from the drawbacks such as lack of unique answers and lack of local density. Ni et al. [7] argued that these drawbacks arise because of inappropriate definition of dense regions. They proposed the use of Pointwise-Dense Regions (PDRs), a new definition of dense regions, which helps avoid all the aforementioned problems. Nevertheless, the prior work all focused on snapshot density queries only, where the results are found based on a snapshot of the location dataset [1] . In contrast, in this paper we investigate continuous density queries for moving objects.
Continuous Spatio-Temporal Queries
Continuous queries are usually repeatedly evaluated with the available location information and their answers are changed with location updates of the moving objects [1] . In [11] the server returns a valid region of the answer, and in [12] the server returns a valid time. In general, these two approaches return the validity of the results. Assuming computational and storage capabilities at the client side, Xu et al. [10] proposed to cache the previous result in the client side with a validity mechanism. Previously cached results can be used to prune the search for new results of k -nearest-neighbor queries and range queries [5] . Precomputing the result was investigated in [9] . If the trajectory of the query movement is known previously, then by using computational geometry for stationary objects or velocity information for moving objects, the objects that will be nearest neighbors can be identified. If the trajectory information is changed, the query needs to be reevaluated. Monitoring continuous queries have been investigated in [6, 3] . Mokbel et al. [6] proposed evaluating the query incrementally. Instead of reevaluating the query and producing the whole query answer when the locations change, the query processor outputs positive and negative updates of previously reported answers. A positive update refers to an object being added to the query answer, whereas a negative update indicates an object being removed from the answer. Hu et al. [3] proposed a generic monitoring framework for range and kNN queries. The above studies are interested in proximate objects around query points, whereas density queries evaluate localized distributions of the objects. To the best of our knowledge, this is the first work to investigate continuous density queries. We provide a definition of continuous density queries for moving objects, which returns useful answers and is amenable to efficient computation. Furthermore, we propose the notion of safe interval for dense/spare regions to support efficient processing of continuous density queries.
CONTINUOUS DENSITY QUERIES
We assume that a collection of objects are moving on the space under consideration, where each object is capable of transmitting its location and velocity to the central server. The central server can predict the object positions based on the location and velocity information, and continuously answer density queries. When an object changes its velocity, it updates the new velocity to the central server.
Definition 1 (Continuous Density Query): A continuous density query returns all the regions that satisfy the following three conditions:
1. The density of the region is no less than ρ;
2. The minimum area of our interest is s and any subarea of the region with an area larger than s must be dense;
3. No two regions in the result set overlap with each other.
Conditions 1) and 2) indicate that each dense region must have more than ρ · s objects. Condition 3) is provided to simplify the search of dense regions, as did in the previous work.
We use the TPR-tree to index the moving objects [8] . In the TPR-tree, the position of a moving object is represented by a vector including the reference position and the velocity -(p(t ref ), v). We can predict the future location at time t using the following formula:
In order to find local dense regions, we recursively partition the space by a Quad-tree. The Quad-tree is used to store the state (i.e., dense or sparse) of a subspace, as well as the validity in time which we call safe interval of the subspace. Thus, a node in the Quad-tree is represented as ((row, col ), level, state, safe interval ), where (row, col ) is an index to identify the node, and level denotes the level of the tree that the node belongs to. If the node is a leaf, the state can be 0 or 1, which indicates the region represented by the node is sparse or dense. For a non-leaf node, the state can be 0, 1, or 2, where 0 indicates all its children nodes are sparse, 1 indicates all its children nodes are dense, and otherwise the state is 2. The safe interval is the valid time of the state, which is formally defined as follows:
The safe interval is the time period for which the region keeps its current state. For example, if the region is dense, it will remain dense for at least a time period of safe interval. After that, the state of the region may or may not change.
Next we will proceed to discuss how to build a Quad-tree and compute the safe intervals, followed by how to answer continuous density queries using the Quad-tree.
Building the Quad-Tree
As aforementioned, to facilitate searching dense regions, we partition the space into a grid by employing a Quadtree. More specifically, the space is recursively divided into four quadrants until the area of the subspace is less than the threshold s given in the density query definition. We set s as the stop condition since it is the minimum area we should consider for a dense region according to the definition. Given a space with an area of S, the depth of the Quad-tree is:
In the Quad-tree, each node corresponds to a cell in the grid. Recall that a node is represented by ((row, col ) , level, state, safe interval ). The cell can be easily determined by some of these parameters. More specifically, the left-bottom point of the cell is given by:
The right-upper point of the cell is given by: Figure 1 shows an example of the Quad-tree. Given S =32, s=2, and ρ=1.5, based on Equation (1), the level number of the Quad-tree is 3. The root of the Quad-tree corresponds to the largest cell c1. Its level number is 0, the row value is 1, and the col value is also 1. Each internal node is one quadrant of the root, including c2, c3, c4, and c5. The leaf nodes correspond to the minimum cells (called leaf cells hereafter), such as c6, c7, c8, and c9.
Based on the Quad-tree, initially we count the number of moving objects for each leaf cell and determine if the cell is dense or spare. By definition, a high-level cell is dense if and only if all the leaf cells below it are dense. For example, in Figure 1 , if c6 through c9 are dense while some other leaf cell is sparse, then c2 is returned as a dense region but c1 is not.
Safe Interval Computation
A safe interval of a dense (sparse) cell means the minimum time period for which the cell is still dense (sparse). Due to the movement of objects, a dense cell may turn into a sparse one, and vice versa. Thus, to support continuous density queries, we maintain the safe intervals for leaf cells of both types, but the safe intervals for high-level cells only if they are dense (i.e., only for dense regions). In the following, we discuss how to compute the safe intervals for dense and sparse leaf cells. The safe interval of a dense high-level cell can be recursively set as the smallest one of its child nodes.
Safe Interval of Dense Leaf Cell
For a dense leaf cell, to simplify the computation, we only focus on the objects leaving from it, without considering the entering objects. This is because an entering object will not change the state of a dense cell. It can only change the state of a sparse cell, that is, makes the sparse cell to be dense. Thus, we compute the shortest time interval for which the cell remains dense. Figure 2 gives an example, where cell C is dense. There are totally five objects in C, i.e., o1, o2, o3, o4, and o5. Let the object number threshold for a dense cell to be three. We compute the time before each object will leave this cell to obtain the safe interval of the dense cell. Suppose the leaving times of these objects are t5, t3, t1, t4, and t2, sorted in an ascending order. Then t1 is the safe interval of the dense cell since this cell may become sparse after o1 leaves. Algorithm 1 formally describes how to compute the safe interval for a dense leaf cell cell, where (xmin, ymin) and (xmax, ymax) are the bounding coordinates of cell, (x, y) is the coordinate of obj at time t, and (vx, vy) is the object's speed in the x and y dimensions. We use a heap H to store the last several objects leaving from the cell. Let S cell be the area of the cell. The size of H is set to ρ · S cell , which is the density threshold of the cell in terms of the number of objects. For every object in the cell, we compute its leaving time and push the time into H. After processing all the objects, when the object who has the minimum leaving time in H leaves from the cell, the object number in the cell will be fewer than the density threshold if not considering the objects potentially entering from the outside. Hence, the minimum value in H is the earliest possible time that the cell changes its state. This value is returned as the safe interval of cell. Note that the safe interval of a dense leaf cell we compute is the shortest time interval for which the dense state remains. Hence, when the safe interval expires, the state of the cell may not be changed if there have been some other objects entering into this cell. Thus, the state of this cell and the corresponding safe interval need to be re-calculated upon expiration.
Safe Interval of Sparse Leaf Cell
Similar to the dense leaf cell, we only focus on the entering objects for sparse cell, without considering the leaving objects. Suppose that N is the density threshold for the sparse cell, and that presently there are M objects in the cell. Then after (N -M ) objects move into this cell, its state might be changed. To reduce the cost of scanning outside objects, we expand the cell level by level until the expanding region contains (N -M ) objects. When all the objects in this expanding region enter into the cell, the cell's state may be changed. On the other hand, a fasting moving object outside this expanding region may have also entered into the cell. Such earliest time is given by
where Vmax is the known maximum moving speed and L is the length of the expanding distance. Thus, within the interval to, we only need to scan the objects in the expanding region and estimate whether these objects can change the state of this sparse cell by computing their entering times.
Algorithm 2 describes how to compute the safe interval for a spare leaf cell cell. Again we use a heap H to store the first several objects that will enter into cell. The size of H is (N -M ). The cell is expanded to a larger region denoted as Cell which includes at least ρ · S cell objects. We then compute the entering times of these additional objects in Cell. If object i's entering time, denoted by ti, is longer than to, given in Equation (2), ti is set to to. After processing all the additional objects in Cell, the maximum value in H is returned as the safe interval of cell.
Algorithm 2 SIofSparse(cell)
1: H is a max-heap, whose size is (ρ · S cell )-(number of objects in cell ) 2: Expand cell to Cell, which includes at least (ρ · S cell ) objects. L is the expanded distance and Vmax is the maximum velocity of all the objects 3: for every additional object obj in Cell do 4:
if 
end if 23:
Push t into H 24: end for 25: Return the maximum value in H Figure 3 shows an example, where C is a sparse region. In the expanding region, the objects o1, o2, o3, o4, and o5 are moving towards C. Suppose that their entering times are t2, t1, t5, t3, t4, sorted in descending order, and that they are all smaller than to. If the region would change to a dense one after three objects move into it, we will then use t5 as its safe interval.
Similar to the case for a dense leaf cell, the state and the safe interval of a sparse cell have to be re-computed when the safe interval expires.
Update of Objects
There are two cases in which we need to update the safe interval of a dense/sparse leaf cell: (i) when the safe interval expires, we need to recompute the state and safe interval of the cell, as discussed in last two subsections; (ii) when the velocity of the object updates, we need to recompute the states and safe intervals of those cells affected by this update. Below we discuss how to deal with the second case.
When the updating object is in a sparse cell, we do not
Figure 3: An example of sparse region.
need to recompute the safe interval of this cell since we consider only the entering objects from the outside. However, the object may affect the safe intervals of other sparse cells which the object's moving trajectories cross. We remark that we only need to recompute the sparse cells which the object's new trajectory crosses. For those sparse cells intersected with the old trajectory, we do not need to recompute their safe intervals until they expire, because before the current safe intervals their states would remain unchanged. When the updating object is in a dense cell, the safe interval of this cell may be changed because we compute the safe interval for a dense cell based on the objects inside the cell. The sparse cells which intersect with the object's new trajectory also need to be recomputed . shows an example for how to find the sparse cells whose safe intervals need to be recomputed, where S1, S2, S3, S4, S5 are sparse cells, D1, D2, D3, D4 are dense cells, and o1 is an updating object with its velocity changed. We need not to consider the sparse cells in its old moving direction, i.e., S3. In the new moving direction, we identify the sparse cells that o1 may affect its safe interval. In order to reduce the computing cost, the formula
can be used to determine the length of the trajectory, where v1 is the new speed of o1 and SImax is the maximum safe interval among all cells. We only update the safe intervals of the sparse cells that intersect with the segment Lu (e.g., S4 in Figure 4 ).
Query Processing
Having computed the states and safe intervals for all leaf cells, we are ready to find dense regions. We search the Quad-tree in a bottom-up manner. For an intermediate node, if all its child nodes are dense (i.e., with the state value of 1), this node is also dense, otherwise it is not by definition. The bottom-up search of a dense region stops until an ancestor is not dense. Then its child nodes that are dense are returned as answers. The safe interval of the dense region is set as the smallest interval of the leaf cells contained in the dense region. When the safe interval expires, this means the safe interval of a leaf cell expires. The state and safe interval of that leaf cell will be updated, based on which the dense region is also reevaluated. The formal procedure is described in Algorithm 3. 
Experimental Settings
This section experimentally evaluates the efficiency of our proposed Quad-tree based algorithm. The Snapshot algorithm, with repeated execution, is included for comparison. All the experiments were run on a 3.20G Pentium (R) desktop with 512MB of memory.
We assume a 100×100 space for the moving objects to move around, following a random movement model. The experiments study the impact of a variety of system factors, including the density threshold ρ, the minimum region area s, and the number of moving objects #mo. The parameters used in our experiments are reported in Table 1 , where the values in bold denote the default settings. In each experiment, only one parameter varies while the others are fixed at their default values, and 100 continuous density queries with random durations are tested. The results reported below represent the average cost per query. 
Results
The first set of experiments studies the impact of ρ on the efficiency of the two algorithms under comparison. Figure 5 shows the CPU time as a function of ρ. Figure 5(a) plots the initialization time for the Quad-tree algorithm, i.e., the Quad-tree building time. Figure 5(b) compares the query answering time for the two algorithms. Both algorithms are not much influenced by ρ, this is because both of them have to search the whole object space, regardless of the value of ρ. Nevertheless, clearly the Quad-tree algorithm is more efficient than the Snapshot algorithm in terms of the query answering time. In Figure 6 , we show the effect of the minimum region area s. From Figure 6 (b), both algorithms get a longer query answering time with decreasing s. This is because the whole area is divided into more regions for a smaller value of s. Thus, we have to compute the results for more cells. That is the same reason why the initialization time grows (see Figure  6 (a)). More nodes and safe intervals have to be computed in this case. In terms of the query answering time, we can see the Quad-tree algorithm is more efficient than the Snapshot algorithm, and their performance gap enlarges for a smaller value of s. Next, we examine the impact of the number of moving objects #mo. As shown in Figure 7 , when the number of moving objects grows, the performance degrades for both algorithms as expected. Nevertheless, the Quad-tree algorithm is still much more efficient than the Snapshot algorithm.
To summarize, the Quad-tree algorithm does not need to recompute the result each time a location update occurs. As such, it outperforms the Snapshot algorithm in all cases tested, although it needs some time to initialize the Quadtree. The good thing is that the initialization time is not too long, which should be acceptable to the queries. Figure 8 shows the influence of the query interval (i.e., the time interval between two continuous queries) on the CPU time. From the result, we can see that the performance gap of the two algorithms decreases when the query interval becomes larger. For the Snapshot algorithm, because of the TPR-tree structure, more objects have to be visited when computing a cell's state. And for the Quadtree algorithm, the CPU time increases because of more safe intervals expired and recomputed.
CONCLUSIONS
In this paper, we investigated the problem of monitoring continuous density queries for moving objects. We have proposed the notion of safe interval, and introduced a Quadtree based scheme to evaluate and keep track of dense regions. Experimental results demonstrate that our method can achieve high efficiency when monitoring dense regions for moving objects.
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