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Abstract. For an embedded conformal hypersurface with boundary, we construct
critical order local invariants and their canonically associated differential operators.
These are obtained holographically in a construction that uses a singular Yamabe
problem and a corresponding minimal hypersurface with boundary. They include an
extrinsicQ-curvature for the boundary of the embedded conformal manifold and, for its
interior, the Q-curvature and accompanying boundary transgression curvatures. This
gives universal formulæ for extrinsic analogs of Branson Q-curvatures that simulta-
neously generalize the Willmore energy density, including the boundary transgression
terms required for conformal invariance. It also gives extrinsic conformal Laplacian
power type operators associated with all these curvatures. The construction also gives
formulæ for the divergent terms and anomalies in the volume and hyper-area asymp-
totics determined by minimal hypersurfaces having boundary at the conformal infinity.
A main feature is the development of a universal, distribution-based, boundary calculus
for the treatment of these and related problems.
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1. Introduction
For closed, even dimension conformal manifolds, the study of Branson’s Q-curvature
invariant [B95] has been a major focus in areas including conformal geometry, geometric
analysis and physics, see for example [Cha97, Mal98, HS98, GrW99, And01, FG02, FH03,
Cha08, Cha081, DM08, BJ10, FG12]. Partly motivating these studies is the result that
the integral of the Q-curvature over the manifold is a global conformal invariant. The
analog for a dimension d − 1 > 2 manifold Σ˜ with boundary ∂Σ˜ = Λ, is given by a
Q-curvature–transgression pair (Q,T ) whereˆ
Σ˜
Q+ (d− 2)
ˆ
Λ
T ,
is then a global conformal invariant [Cha97] (see for example [Cha081, Ndi08, Cas18,
GP18] for subsequent T -curvature studies). Any attempt to handle these objects using
standard Levi-Civita calculus is immediately frustrated by the fact that (i) the formulæ
are extremely complicated and (ii) the indirect definition of the Q-curvature. An aim of
the current work is to solve this problem. In fact, we will treat a generalization.
It has emerged recently that there is a nice link between Q-curvature and the Will-
more energy as well as its higher dimensional analogs. This is in the form of a hierarchy
where for conformally embedded hypersurfaces there is a curvature quantity, also de-
noted Q, that gives a Willmore-type energy density for hypersurfaces which specializes
to the usual Branson Q-curvature for suitable even-dimensional embeddings. When Σ˜
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is the boundary of any conformal compactification, the Q-curvature generalizes canoni-
cally [GW14]. In the case when the conformal compactification obeys a suitable singu-
lar Yamabe problem [ACF92], this Q-curvature is a distinguished, extrinsically coupled
curvature invariant, determined by the conformal embedding and a choice of bound-
ary metric with integral again a conformal invariant. (See also [Maz91] for a general
study of singular Yamabe problems.) When Σ˜ is a surface, the integral of this extrinsic
Q-curvature is the Willmore energy functional; in general this provides a higher dimen-
sional analog [GW13, GW15, GW16b, Gra16, GW16a]. The Willmore functional plays
an important rôle in both mathematics and physics (see e.g. [Riv08, Pol86, AM10]); re-
cently the celebrated Willmore conjecture [Wil65] concerning absolute minimizers of this
energy was settled in [Mar14]. The Willmore energy is also linked to physical observ-
ables [GrW99] and in particular entanglement entropy [RT06, RT061]. We expect higher
Willmore energies to be similarly important.
Recently the existence of a corresponding canonical, transgression for the extrinsic Q-
curvature was established [GW19]. Once again, the Levi-Civita and its accompanying
Gauß–Codazzi–Ricci extrinsic calculus are inadequate for developing a general theory.
We also treat this problem.
We attack all these problems holographically. This term originated in physics [tHo93,
Sus95] where it was concretely realized in the AdS/CFT correspondence of [Mal98].
This relates spacetime theories to theories living on the boundary of spacetime. Here
this means that the geometry of Σ˜ will be studied by embedding it in a conformal
manifold M of one dimension higher. The gain is simple formulæ on M that encode
the complicated information of (Q,T )-pair; upon restriction to Σ˜ these simple formulæ
produce the quantities of interest.
The Branson Q-curvature was initially defined as an intrinsic quantity. However, the
holographic approach is a natural setting to study a generalizing analog that includes
extrinsic embedding data, and for this extrinsic Q-curvature, the corresponding trans-
gression T . For a manifold Σ˜ with boundary Λ, we consider a conformal embedding, as
depicted below:
Σ˜
Λ
↪→ (M, c)
Thus we study the sequence of submanifold embeddings
Λ ↪→ Σ ↪→ (M, c) ,
where M is a dimension d conformal manifold, Σ is a hypersurface (meaning dimen-
sion d − 1), Λ is a closed hypersurface in Σ (so dim(Λ) = d − 2) with interior Σ˜.
Throughout this paper we assume d > 3 (the cases d = 1, 2 are easily handled by more
naïve methods). To facilitate the study of these embeddings we consider two classical
PDE problems:
First, the data of the conformal embedding Σ ↪→M determines an approximate met-
ric go that is singular along Σ. Given g ∈ c, then go = σ−2g; this is determined
canonically up to terms of order σd where σ is a defining function for Σ (meaning that Σ
is the zero locus of σ and dσ|Σ 6= 0). This is achieved via a singular Yamabe problem
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which requires the scalar curvature to obey
Scg
o
= −d(d − 1 ) +O(σd ) .
Second, the singular metric go can be used to determine the asymptotics of a hyper-
surface Ξ anchored along Λ (so ∂Ξ = Λ that is minimal so that its mean curvature Hg
o
Ξ
vanishes, again to some order in σ:
Hg
o
Ξ = O(σd−1) .
We term Ξ an asymptotically minimal hypersurface. Furthermore, the defining function µ
for Ξ can be canonically determined up to terms of order µd by the singular Yamabe
problem for the embedding Ξ ↪→M . This geometry is depicted below:
Σ
Σ˜
Λ
Ξ
↪→ (M, c)
This set-up allows us to study the embedding sequence Λ ↪→ Σ ↪→ (M, c) holographically.
The above geometry was partly inspired by seminal work of Graham and Witten
[GrW99] (see also [GR17]) who study the embedding of closed submanifolds in Σ by
considering the volume asymptotics of a minimal submanifold in M whose boundary is
the given submanifold in Σ. For this they considered the special case where the metric
go obeys a Poincaré–Einstein condition; this effectively removes the information of the
embedding Σ ↪→ (M, c). In Section 3 we further develop the theory of aymptotically
minimal hypersurfaces, including results of independent interest.
Returning to our general setting, note that even in the case that Ξ and Σ˜ close off a
compact region D, the volume of this is infinite with respect to go. Nevertheless, in the
case of any suitably singular measure such as the one of go, there is a notion of a regulated
volume Volε. This is defined by the volume of a one parameter family of regions Dε ⊆ D
approximating that enclosed and such that D0 = D. (See Equation (4.1) and preceding
text for the precise definition of the regulated volume.) The asymptotic behavior of Volε
is then given by
Volε =
1∑
k=d−1
vk
εk
+ V log ε+ Volren +O(ε) ,
with details as follows: The coefficients of the poles in ε are local integrals (meaning
their integrands are functions determined by finitely many jets of the given data) along
Σ˜ = Σ ∩ D, these poles are termed divergences. These depend on the choice of regu-
lating regions Dε; we give universal holographic formulæ for them in Theorem 6.1. The
constant term Volren is called the renormalized volume. The coefficient V of the loga-
rithm is the volume anomaly. It is the non-derivative term in an anomaly operator (see
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for example [GW19]) that measures the dependence of the renormalized volume on the
choice of regulator and hence the metric in cΣ. Here cΣ is the conformal class of metrics
induced on Σ by c. The volume anomaly is conformally invariant and expressed as a sum
of local integrals along Σ˜ and Λ = ∂Σ˜. In fact, distinguished integrands are canonically
determined by our construction and give the extrinsic Q-curvature and corresponding
transgression introduced above. As discussed above, explicit formulæ for Q-curvatures
and their extrinsic generalizations explode in complexity beyond the simplest low dimen-
sional examples (see [GP03]). However, our first main theorem establishes that these
have remarkably simple and universal holographic formulæ in all dimensions.
In the following theorem we determine the regulated region Dε by introducing a
nowhere vanishing positive conformal density τ , termed a true scale or regulator. This
additional data can be used to determine a metric in c, and hence an induced metric
along Σ. These notions are explained in Sections 2.1 and 4.
Theorem 1.1. The anomaly in the regulated volume Volε is determined by the embed-
dings Λ ↪→ Σ ↪→ (M, c) and is conformally invariant. For any regulator τ , it is given by
V = (−1)
d−1
(d− 1)!
[
1
(d− 2)!
ˆ
Σ˜
QτΣ↪→(M,c) +
1
(d− 3)!
ˆ
Λ=∂Σ˜
T τΛ↪→Σ↪→(M,c)
]
,
where (Q,T ) are local (density-valued) curvatures depending on the regulator τ and the
conformal embeddings indicated. Given unit and minimal unit conformal defining densi-
ties σ and µ for Σ and Ξ, respectively, these have holographic formulæ
QτΣ↪→(M,c) = L
d−1
σ log τ
∣∣∣
Σ
, T τΛ↪→Σ↪→(M,c) =
d−3∑
j=0
(LTσ)
j L′µL
d−j−3
σ log τ
∣∣∣
Λ
.
In the above, the conformal densities σ and µ obey a unit and minimal unit property.
This means that σ = στ and µ = µτ with τ = [g; 1], where g, σ and µ obey the singular
Yamabe and minimal hypersurface conditions that we just defined. The logarithm of a
conformal density is defined in Sections 2.1. The operators Lσ, LTσ and L′µ are all variants
of the Laplace–Robin operator; these are distinguished Laplacian-type operators on the
manifold M that are degenerate along boundaries Σ, Λ or Ξ respectively, where they
become the conformally invariant Robin-type combination of Dirichlet and Neumann
operators of Cherrier [Che84], see Sections 2.4 and 5.2. Theorem 6.1 gives analogous
results for the divergences in the regulated volume.
A nice feature of this set-up is that it encodes a second geometric problem of inde-
pendent interest (see [GrW99]). Namely, the corresponding “area” of the minimal hyper-
surface Ξ (meaning its volume with respect to the induced singular metric; throughout
we use “volume” to refer to volumes of codimension zero regions and “area” for volumes
of codimension one regions) is also infinite, but again can be regulated using the same
method as employed above for the volume problem. Here also the family of regulating
regions Ξε ⊂ Ξ are described in terms of the true scale τ . The details of this construction
may be found in Section 4. The asymptotic behavior of their areas is then given by
Areaε =
1∑
k=d−2
ak
εk
+A log ε+ Arearen +O(ε) ,
where the coefficients of poles are regulator-dependent local integrals over Λ = Σ ∩ Ξ;
we give universal holographic formulæ for them in Theorem 6.2. The constant term
Arearen is the renormalized area. The coefficient A of the logarithm is the area anomaly.
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It also measures the response of the renormalized area to the choice of regulator and is
itself conformally invariant. The integrand also generalizes Branson’s Q-curvature to this
structures to what we shall call a submanifold Q-curvature. Even for the case where Λ is
a four-manifold and M is specialized to be Poincaré–Einstein, the classical treatment of
this requires a computational tour de force [GR17]. Our next theorem gives a universal
holographic formula for the area anomaly.
Theorem 1.2. The anomaly in the regulated area Areaε is determined by the embeddings
Λ ↪→ Σ ↪→ (M, c) and is conformally invariant. For any regulator τ , it is given by
A = (−1)
d−2
(d− 2)!(d− 3)!
ˆ
Λ
QτΛ↪→Σ↪→(M,c) ,
where the holographic formula for the local (density-valued), τ -dependent, submanifold Q-
curvature QτΛ↪→Σ↪→(M,c), is
QτΛ↪→Σ↪→(M,c) = (L
T
σ)
d−2 log τ
∣∣
Λ
,
where σ and µ are unit and minimal unit conformal defining densities for Σ and Ξ,
respectively.
The proofs of Theorems 1.1 and 1.2 are given in Section 6.2. Key to these proofs is
a calculus, both integral and differential, for conformal geometries coupled to multiple
scales; this is described in Section 5.
A strong motivation for our work is that the volume and area problem not only leads to
interesting global conformal invariants of the structure Λ ↪→ Σ ↪→ (M, c), but also yields
a rich local invariant theory surrounding the Q and T integrands. Of particular interest
are conformally invariant differential operators that measure how Q and T curvatures
depend on the choice of metric in the conformal class. For the special case of Branson’s
Q-curvature, these are the (critical) conformally invariant Laplacian powers of [GJMS92].
Their generalizations follow immediately from our construction upon remembering that
the choice of regulator τ also amounts to a choice of metric g ∈ c and that log(efτ ) = f+
log τ for any smooth function f . For example, the extrinsic Q-curvature of Σ ↪→ (M, c)
obeys
Qe
fτ
Σ↪→(M,c) = Q
τ
Σ↪→(M,c) + PΣfΣ ,
where fΣ = f |Σ and the conformally invariant operator PΣ := P(d−1)Σ↪→(M,c) is the last
member of a sequence of conformally invariant extrinsically coupled Laplacian powers,
as described by simple holographic formulæ in the next Theorem.
Theorem 1.3. The operator defined by
P
(k)
Σ↪→(M,c) : Γ
(EΣ[k−d+12 ]) → Γ(EΣ[−k−d+12 ]) ,
∈
f 7→
∈
(Lkσfext)
∣∣
Σ
,
for k ∈ {1, . . . , d − 1} and fext any extension of f to M , is canonically determined
by the embedding data Σ ↪→ (M, c). When k is even, this has leading derivative term(
(k − 1)!!)2(∆Σ) k2 , where ∆Σ is the intrinsic Laplacian of Σ as determined by a choice
of gΣ ∈ cΣ.
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Because the extrinsic Q-curvature pairs with a transgression T for manifolds with
boundary, the critical extrinsic Laplacian power PΣ pairs with a conformally invariant
boundary operator UΛ↪→Σ that measures how the T -curvature responds to changing the
choice of metric in the conformal class:
T e
fτ
Λ↪→Σ↪→(M,c) = T
τ
Λ↪→Σ↪→(M,c) + UΛ↪→ΣfΣ .
The sum of the integral of the extrinsic Q-curvature Q along Σ˜ and (d − 2) times that
of the transgression T along Λ is conformally invariant; this implies an integral identity
for the (PΣ,UΛ↪→Σ) pair. This and the holographic formula for UΛ↪→Σ are given in the
next theorem.
Theorem 1.4. The differential operator defined by
UΛ↪→Σ : Γ(EΣ[0]) → Γ
(EΣ[2− d])∣∣
Λ
,
∈
f 7→
( d−3∑
j=0
(
∈
LTσ)
j L′µL
d−j−3
σ fext
)∣∣∣
Λ
,
where fext is any extension of f to M , is canonically determined by the embedding data
Λ ↪→ Σ ↪→ (M, c) and for any f ∈ C∞Σ obeysˆ
Σ˜
PΣf + (d− 2)
ˆ
Λ=∂Σ˜
UΛ↪→Σf = 0 .
Moreover, when d is odd, UΛ↪→Σ has leading derivative term
(d− 2)!!(d− 4)!!∇mˆ
(
∆gΣ
)d−3
2 + LTOTs ,
for any g ∈ c, where mˆ is the unit outward normal to Λ and “LTOTs” denotes terms of
lower transverse order, meaning lower order in ∇mˆ.
The dependence on the choice of metric g ∈ c for the submanifold Q-curvature is
also controlled by a conformally invariant extrinsically coupled Laplacian power PΛ :=
P
(d−2)
Λ↪→Σ↪→(M,c) (see Equation (6.6)). This operator is also the last member of a sequence
of invariant operators. These are described holographically in our next theorem:
Theorem 1.5. The differential operator defined by
P
(k)
Λ↪→Σ↪→(M,c) : Γ
(EΛ[k−d+22 ]) → Γ(EΛ[−k−d+22 ]) ,
∈
f 7→
∈(
(LTσ
)k
fext
)∣∣
Λ
,
for k ∈ {1, . . . , d−2}, is canonically determined by the embedding data Λ ↪→ Σ ↪→ (M, c).
When k is even, this has leading derivative term
(
(k − 1)!!)2(∆gΛ) k2 for any g ∈ c.
Moreover, when ∂Λ = ∅, for any f ∈ C∞Λ,ˆ
Λ
PΛf = 0 .
The proofs of Theorems 1.3, 1.4 and 1.5 are given in Section 7.
The simple holographic formulæ for the (Q,T )-curvature pair of Theorems 1.1 and 1.2
explode in complexity when expressed in terms of standard Riemannian invariants along Σ
and Λ. For example, even the intrinsic Q-curvature for a conformal eight-manifold takes
easily a page when expressed this way [GP03]. In the situation when one is given explicit
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data for the sequence of hypersurface embeddings Λ ↪→ Σ ↪→ (M, c) in higher dimensions
but where Riemannian formulæ are unwieldy, one can employ our holographic formulæ
and computer software to compute these curvatures and operators. Examples of how to
set up this kind of computation are given in [GW16a, GW19]. When the bulk M is a
three or four-manifold, explicit Riemannian formulæ are still relatively compact; these
are given in following pair of theorems, the first of which gives the volume expansion, its
anomaly and related curvatures and invariant operators. Any new notations appearing
in these two theorems as well as their proofs are given in Section 8.
Theorem 1.6. Given the sequence of hypersurface embeddings Λ ↪→ Σ ↪→ (Md, c) and
g ∈ c (which induces gΣ ∈ cΣ) the (QgΣ↪→(M,c),T gΛ↪→Σ↪→(M,c)) curvature pair and associ-
ated (PΣ↪→(M,c),UΛ↪→Σ↪→(M,c)) operator pair are given by
QgΣ = J
gΣ − 1
2
I˚IΣabI˚I
ab
Σ , T
g
Λ = −HgΣΛ↪→Σ ,
PΣ = ∆Σ , UΛ =∇mˆ ,
when d = 3, and
QgΣ = −4∇aΣ∇bΣI˚IΣab − 8I˚I abΣ FΣab , T gΛ = −2mˆa∇bΣI˚IΣab + 2δΛ↪→ΣR I˚IΣmˆmˆ− 2I˚IΣabI˚I abΛ↪→Σ ,
PΣ = 8∇Σa ◦I˚I abΣ ◦∇Σb , UΛ = 4mˆaI˚IΣab∇bΣ ,
when d = 4.
Accordingly, the regulated volume expansion (4.3) is given by
Volgε =
1
2ε2
ˆ
Σ˜
dVgΣ +
1
ε
ˆ
Σ˜
dVgΣH
g
Σ + log ε
[
piχ
Σ˜
− 1
4
ˆ
Σ˜
I˚IΣabI˚I
ab
Σ
]
+ Volren +εR(ε) ,
when d = 3, and
Volgε =
1
3ε3
ˆ
Σ˜
dVgΣ +
1
ε2
ˆ
Σ˜
dVgΣH
g
Σ −
1
2ε
ˆ
Σ˜
dVgΣJ
gΣ +
1
2ε
ˆ
Λ
dVgΛH
gΣ
Λ↪→Σ
+
2
3
log ε
[ˆ
Σ˜
I˚I abΣ FΣab −
1
2
ˆ
Λ
(
δλ↪→ΣR I˚I
Σ
mˆmˆ − I˚IΣabI˚I abΛ↪→Σ
)]
+ Volren +εR(ε) .
when d = 4.
The area expansion, its anomaly and related curvatures and invariant operators are
given in our final theorem.
Theorem 1.7. Given the sequence of hypersurface embeddings Λ ↪→ Σ ↪→ (Md, c)
and g ∈ c (which induces gΛ along Λ), the QΛ↪→Σ↪→(M,c) curvature and associated
PΛ↪→Σ↪→(M,c) operator are given by
QΛ↪→Σ
Λ
= C := −I˚IΣmˆmˆ , PΛ = 0 ,
when d = 3 and
QgΛ↪→Σ
Λ
= JgΛ +
1
2
KΛ↪→Σ +
1
4
KΣ − 2FΣmˆmˆ − 2I˚IΣmˆagabΛ I˚IΣmˆb − C2 , PΛ = ∆Λ ,
when d = 4.
Accordingly, the regulated area expansion (4.7) is given by
Areagε =
1
ε
ˆ
Λ
dVgΛ + log ε
ˆ
Λ
I˚IΣmˆmˆ + Arearen +εR(ε) ,
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when d = 3 and
Areagε =
1
2ε2
ˆ
Λ
dVgΛ +
1
ε
ˆ
Λ
dVgΛ
(
HΣ −I˚IΣmˆmˆ
)
+ log ε
[
piχΛ +
1
4
ˆ
Λ
(
KΛ↪→Σ − 4FΣmˆmˆ − 4I˚IΣmˆagabΛ I˚IΣmˆb − 2C2
)]
+ Arearen +εR(ε) ,
when d = 4.
Many of our constructions and results have origins in tractor calculus techniques for
hypersurfaces, see in particular [GW15, GW16b]. They allow the Laplace–Robin tech-
nology to be extended to any conformally compact structure as well as to higher rank
tensors. Moreover, these techniques suggest a natural generalization of our method to
problems involving higher codimension embeddings; the key is to develop suitable analogs
of the tangential Laplace–Robin operator LTσ. We plan to present the details of a higher
codimension tractor calculus for conformally embedded submanifolds and related volume
and area problems in a separate manuscript.
1.1. Conventions. We employ the notationMd to indicate the dimension d of a smooth
manifold M and drop the superscript when this is clear from context. The Euler charac-
teristic of a manifold M is denoted by χM , and the exterior derivative is denoted by d.
When M is equipped with a metric g, the corresponding volume element is denoted dVg.
We will often employ an abstract index notation for tensors on M , where for example,
va denotes a section of TM but no choice of coordinates is implied (see, for exam-
ple [PR84]). Canonical operations such as contraction of a vector field va and a one-form
ωa ∈ Γ(T ∗M), are then given by expressions such as vaωa. In this notation the squared
length |v|2g of a vector va with respect to a metric g is vagabvb, but we will often abbre-
viate this quantity by v2. In the same vein, u.v denotes gabuavb = g(u, v). Throughout
we work with Euclidean signature metrics, but many of our results generalize directly to
a pseudo-Riemannian setting. The Levi–Civita connection of a metric g is denoted ∇g
(again the superscript g will be dropped when context makes this clear). The Riemann
tensor R of ∇ is defined by R(u, v)w = ∇u∇vw−∇v∇uw−∇[u,v], where [·, ·] is the Lie
bracket and u, v, w are arbitrary vector fields. In the abstract index notation R is denoted
by Rabcd and the Ricci tensor is Rabad =: Ricbd. In d > 3 dimensions, this is related to the
Schouten tensor P by the trace-adjustment Ricab = (d−2)Pab+gabJ , where J := Paa and
the scalar curvature Sc = Ricaa = 2 (d−1 )J . When d = 2, we define J := 12Sc. In dimen-
sions d > 4, the Weyl tensor is defined byWabcd = Rabcd−Pacgbd+Pbcgad−Pbdgac+Padgbc.
Moreover WΩ2gabcd = W gabcd for any smooth function Ω. As for the quantity zero, we
denote 0! = 1 and any operator A raised to the zeroth power is the identity map: A0 = Id.
2. The Calculus of Scale
An effective method for handling geometric problems holographically is to treat the
bulk as a conformal manifold. In this approach, asymptotically hyperbolic (or anti
de Sitter) metrics are treated as a coupling of conformal geometry to a singular scale.
This allows us to utilize potent hidden symmetries because the bulk conformal structure
extends smoothly to the boundary even when the hyperbolic metric does not.
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2.1. Conformal geometry. A conformal manifold (Md, c) is a manifold equipped with
a conformal class of metrics
c := [g] = [Ω2g] ,
where Ω is any smooth, strictly-positive function. Conformal densities are fundamental
objects on conformal manifolds: A (conformal) density of weight w ∈ R is a double
equivalence class of metrics and smooth functions defined by
ν := [g; ν] = [Ω2g; Ωwν] .
Conformal densities may also be treated as sections of the line bundle EM [w] induced
from the corresponding R+ representation where one views the conformal structure as a
ray subbundle of 2T ∗M and in turn as an R+ principal bundle over M [GP03, CG03].
Weight zero densities f = [g; f ] = [Ω2g; f ] may be treated as functions and thus we
often use the notation f for these. We will also be interested in operators between
sections of line bundles A : Γ(EM [w1]) → Γ(EM [w2]). In this case we will refer to the
difference w2 − w1 =: w(A) as the operator weight of A and also use the terminology
“A is an operator of weight w2−w1”. We also need the notion of a log density. These are
(see [GW14]) equivalence classes of functions defined by an additive R+ representation
λ = [g;λ] = [Ω2g;λ+ ` log Ω] .
The number ` is called the (log)-weight of λ. A log density is a section of a log-density
bundle FM [`] for some ` ∈ R. A more detailed description of the algebra and calculus
of conformal densities and their tensor analogs may be found in [GW14, GW16a]. For
example, va = [g; va] ∈ Γ(TM [w]) denotes a vector-valued density of weight w and its
corresponding section space.
When τ = [g; τ ] is a weight w = 1 density and the smooth function τ is strictly
positive, we call τ a true scale. Given this, we can define a weight ` = 1 log-density
log τ := [g; log τ ] and any weight ` = 1 log density can be written this way for some true
scale.
A true scale canonically determines a Riemannian geometry (M, gτ ) via the equiva-
lence class representative τ = [gτ ; 1]. Conversely, given a true scale τ and a density f ,
this canonically determines a function f by expressing f = [gτ , f ]. Thus one may also
regard a true scale as a choice of metric gτ ∈ c. Alternatively, defining (tautologically)
the symmetric cotensor-valued conformal metric gab = [g; gab] ∈ Γ(2T ∗M [2]) (which
we denote by g in an index-free notation), the metric given by the choice of scale τ is
gτ =
g
τ 2
.
It is often propitious to perform computations involving densities by making such a
choice, we shall term this operation working in a scale and label it either by a choice of
metric or a true scale, and use unbolded symbols for the corresponding equivalence class
representatives for densities. Similarly, an unbolded notation will be used for operators
acting on densities when a choice of scale has been made. Once a scale been chosen we
may (or may not according to convenience) use this to trivialize density bundles.
For submanifolds embedded in a conformal manifold, density bundles of the induced
conformal structure agree with the restriction of ambient density bundles of the same
weight. We shall use this frequently without further mention.
2.2. Defining densities. The data of a conformal manifold and a true scale is equivalent
to a Riemannian geometry. The situation becomes far more interesting when one admits
scales with a non-trivial zero locus.
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Given an embedded hypersurface Σ ↪→ M , a defining density σ is a weight w = 1
density σ = [g;σ ] with zero locus
Z(σ) := {p ∈M |σ(p) = 0} = Σ ,
and such that dσ(p) 6= 0, ∀p ∈ Σ (so the function σ is a defining function for Σ). For a
given hypersurface a defining density always exists locally.
A defining density defines a Riemannian metric go via σ = [go; 1] away from the zero
locus Σ where go is singular. The scalar curvature of this singular metric is determined
by the conformal metric g and the defining density σ = [g;σ] through the weight zero
density
(2.1) Sσ :=
[
g; |dσ|2g −
2σ
d
(
∆gσ + σJ
)]
,
termed the S-curvature. Here ∆g denotes the (negative energy) Laplacian of g and J is
the multiple of scalar curvature given by J := Scg/
(
2(d − 1)) (here and elsewhere we
will drop super and subscripts g and σ when these are clear from context). Away from Σ
(and up to a negative multiplicative constant) the S-curvature is the of go,
Scg
o
= −d(d− 1)Sσ.
This shows that the scalar curvature Scgo of the metric go extends smoothly to Σ,
where go is singular.
When working in a scale g, we will denote n := dσ and
ρσ := −1
d
(∆g + J)σ .
The S-curvature [g;S] is then given by the function
(2.2) S = n2 + 2ρσ .
Hence, along the hypersurface Σ, the S-curvature determines the length of the conor-
mal n and Sσ is necessarily non-vanishing in a neighborhood of Σ. Since our considera-
tions concern such a neighborhood, throughout and without loss of generality we assume
that Sσ is everywhere non-vanishing.
2.3. The singular Yamabe problem. Every Riemannian metric g on a closed man-
ifold M can be conformally rescaled to one of constant scalar curvature [Tru68, Sch84,
Au76], and the problem of finding Ω ∈ C∞M such that ScΩ2 g is constant is termed
the Yamabe problem [Yam60]. Compact manifolds with boundary and a singular metric
go = g/σ2, where the boundary and singularity of go of M are given by the zero locus of
the defining function σ ∈ C∞M , are termed conformally compact. A Yamabe-type prob-
lem for the metric go was considered in [ACF92]. Such and related problems were called
the singular Yamabe problem in [Maz91]. When the metric go is in addition Einstein
on M\∂M , we say that (M, go) is Poincaré–Einstein.
Actually it will be convenient to consider conformal manifolds (M, c) with defining
density σ for an embedded, oriented, separating hypersurface Σ. On each side of Σ, the
defining density gives a canonical singular metric go via σ = [go; 1]; or equivalently
go =
g
σ2
.
The hypersurface Σ is termed a conformal infinity for the metric go and we may again
ask whether there exists a defining function for Σ such that its singular metric has
constant scalar curvature. We shall also use the singular Yamabe problem moniker for
this problem.
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Whether Σ is a boundary component or hypersurface, the requirement that Scgo is
constant may be phrased in terms of the S-curvature. In particular, for negative constant
scalar curvature equaling −d(d− 1) we must solve
(2.3) Sσ = 1 ,
for σ given Σ ↪→ (M, c). Of relevance to us here is that this problem is intimately related
to the study of invariants of the conformal embedding Σ ↪→ (M, c) (see [GW13, GW15,
GW16b]). Indeed, as demonstrated in [ACF92] (see also [GW15]) the singular Yamabe
problem cannot in general be solved smoothly, but rather is obstructed. However there
does exist an asymptotic solution for σ such that
(2.4) Sσ = 1 + σdF ,
where F is a smooth, weight −d density known as the obstruction density. The quan-
tity FΣ = F |Σ is a non-trivial invariant of Σ ↪→ (M, c). When M is a conformal
three-manifold this gives the Willmore invariant which is the functional gradient of the
Willmore energy functional [GW13]. A defining density solving Equation (2.4) is termed
a (conformal) unit defining density. Unit defining densities always exist and are unique
up to addition of terms σd+1A =: O(σd+1) where A is any smooth weight −d density.
In general, given any weight one density ν, we use the notation O(νk) to denote νkA
where A is any smooth density of the appropriate weight and tensor type determined by
context.
2.4. The Laplace–Robin operator. Natural Laplace-type equations on conformal ge-
ometries coupled to scale enjoy a hidden solution generating algebra [GW14]. To uncover
this, inspired by the tractor calculus based approach of [Gov07, GSW08, GW14], we in-
troduce an operator that combines a bulk Laplace operator and a conformally invariant
boundary operator:
Let σ = [g;σ] be a weight 1 density. Then the corresponding Laplace–Robin operator
Lσ : Γ(EM [w]) −→ Γ(EM [w − 1]) ,
maps weight w densities to weight w − 1 densities f = [g; f ] according to
(2.5) Lσf :=
[
g; (d+ 2w − 2)(∇n + wρ)f − σ(∆ + wJ)f
]
.
The Laplace–Robin operator also maps weight ` log-densities λ to weight −1 densities:
(2.6) Lσλ :=
[
g; (d− 2)(∇nλ+ `ρ)− σ(∆λ+ `J)
]
.
It is not difficult to verify that if the log density λ = log(efτ ) where τ > 0 is a density
of any non-vanishing weight, and f ∈ C∞M , then
Lσ log(e
fτ ) = Lσ log τ + Lσf ,
where the right hand side is computed using the definitions given in Equations (2.5)
and (2.6).
The operator Lσ is a Laplacian-type operator that is degenerate along the zero locus
of σ. It arises naturally in a tractor calculus description of (pseudo)Riemannian geome-
tries and related physical wave equations from a conformal perspective [Gov07, GSW08].
In the case that σ is a defining density for a hypersurface Σ, this operator restricted to Σ
is proportional to a conformally invariant Robin-type (i.e., Dirichlet plus Neumann) op-
erator along the corresponding hypersurface Σ. When the defining density additionally
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obeys Sσ = 1 +O
(
σ2
)
then, on weight w 6= 1− d2 densities f = [g; f ], along Σ one has
(2.7)
1
d+ 2w − 2Lσf
∣∣∣
Σ
= [g; (∇nˆ − wHg)f ]
∣∣
Σ
=: δΣRf .
The operator δΣR is well-defined by the above display for all weights w, and is termed
the conformal Robin operator [Che84]. Here nˆ is the unit conormal to Σ, and Hg is the
mean curvature of Σ with respect to the metric g. The quantity δΣRf is an example of a
conformal hypersurface invariant. These are invariants of the conformal embedding Σ ↪→
(M, c). The precise definition is given in [GW15, Section 6.1]. We use a boldface notation
for these invariants, other examples include the trace-free second fundamental formI˚IΣab ∈
Γ(2T ∗Σ[1]) of the hypersurface Σ and its unit conormal nˆa ∈ Γ(T ∗Σ[1]).
Away from the hypersurface Σ, when computed in the scale go corresponding to the
scale σ, the Laplace–Robin operator gives the Laplacian-type operator
−∆o − 2J
o
d
w(d+ w − 1) ,
where ∆o is the Laplacian of the singular metric go and similarly for Jo. Moreover,
acting on a weight w = 1− d2 density f , the Laplace–Robin operator obeys
Lσf = −σf ,
where  is the conformally invariant Yamabe operator
(2.8)
 : Γ(EM [1− d2 ]) −→ Γ(EM [−1− d2 ])∈ ∈
[g; f ] 7−→ [g; ∆f + (1− d2)Jf] .
We will refer to the distinguished weight w = 1− d2 as the Yamabe weight.
The utility of the Laplace–Robin operator is based on the following solution generat-
ing sl(2) triple (see [GW14]): Define the operators
x : Γ(EM [w]) −→ Γ(EM [w + 1])
∈ ∈
[g; f ] 7−→ [g;σf ] ,
h : Γ(EM [w]) −→ Γ(EM [w])
∈ ∈
[g; f ] 7−→ [g; (d+ 2w)f ] ,
and, supposing the S-curvature is nowhere vanishing,
y : Γ(EM [w]) −→ Γ(EM [w + 1])
∈ ∈
[g; f ] 7−→ [g;−Lσf/S] ,
where Lσf := (d + 2w − 2)(∇n + wρ)f − σ(∆ + wJ)f . Note that the operator y =
−(1/Sσ)Lσ and x is multiplication by σ. Then, a key result of [GW14] is that for
any conformal class of metrics c, the operator triple (x, h, y) obeys the standard sl(2)
commutator relations
(2.9) [x, y] = h , [h, x] = 2x , [y, h] = 2y .
In particular, we will rely heavily on the U(sl(2)) enveloping algebra identities
(2.10) [y, xk] = −xk−1k(h+ k − 1) , [yk, x] = −yk−1k(h− k + 1) .
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Observe that acting on densities of weight w = 12 (k − d− 1), the right hand side of the
second identity above vanishes, which implies that the operator yk acting on densities f
of weight 12 (k − d+ 1) has the special property
yk(f + σf ′)|Σ = ykf |Σ ,
where here f ′ is any smooth density of weight 12 (k− d− 1). So along Σ, the action of yk
is independent of the choice of extension f of the boundary data f |Σ. We encode this
notion in a general definition:
Definition 2.1. Let A : Γ(EM [w])→ Γ(EM [w′]). Then we call the operator A tangen-
tial to Σ = Z(σ) if it obeys
(2.11) A(f + σf ′)|Σ = Af |Σ ,
for any f ∈ Γ(EM [w]) and f ′ ∈ Γ(EM [w − 1]).
For operators acting on log-densities, we say A : Γ(FM [1])→ Γ(EM [w]) is tangential
to Σ when for any true scale τ ,
A( log(fτ ))|Σ = A( log(τ ))|Σ ,
for all 0 < f ∈ C∞M such that f |Σ = 1.
Remark 2.2. Since f and f ′ are smooth and A is linear, the requirement in Equa-
tion (2.11) can be restated as
A(σf ′) = σh ,
for some smooth h ∈ Γ(EM [w′ − 1]), and analogously for operators on log densities.
Tangential operators are useful for expressing operators along Σ holographically because,
as a consequence of the above definition, a tangential operator A defines an operator
A : Γ(EΣ[w])→ Γ(EΣ[w′])
according to
Af := Afext
∣∣
Σ
,
where fext is any smooth extension of f ∈ Γ(EΣ[w]) to M .
Definition 2.1 and its consequences remarked upon above, extend naturally to higher
codimension embedded submanifolds. In particular for a codimension two embedded
submanifold Λ defined as the zero locus of a pair of defining densities σ and µ, we
require
A(f + σf ′ + µf ′′)|Λ = Af |Λ ,
for any f ′,f ′′ ∈ Γ(EM [w − 1]). We call such operators tangential to Λ = Z(σ,µ); they
define operators Γ(EΛ[w]) → Γ(EΛ[w′]). We will also encounter the intermediate case
where tangentiality of an operator only holds along a hypersurface Λ ↪→ Σ with respect
to a single defining function σ, so that
A(f + σf ′)|Λ = Af |Λ ,
for any f ′ ∈ Γ(EM [w − 1]). Here we will say that A is tangential to Σ along Λ. This
defines a conformally invariant operator along Λ that may take derivatives in directions
normal to the embedding of Λ in Σ. When Λ is the intersection of two hypersurfaces Σ
and Ξ, tangentiality to Σ along Λ and tangentiality to Ξ along Λ together imply tangen-
tiality to Λ.
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2.5. Leibniz rules. Because it is a scale-coupled conformal analog of the Laplace opera-
tor, the Laplace–Robin operator does not obey the Leibniz rule when acting on products
of densities. To handle this feature we proceed as follows. For weight w 6= 1 − d2 densi-
ties f and weight ` log densities λ we define
(2.12)
{
L̂σf :=
1
d+2w−2Lσf ,
L̂σλ :=
1
d−2 Lσλ .
The first of these operators obeys a generalized Leibniz rule.
(2.13) L̂σ(ff ′) = (L̂σf)f ′ + f L̂σf ′ − 2σ
d+ 2(w + w′)− 2 〈f ,f
′〉 .
In the above f and f ′ are densities of weight w 6= 1− d2 6= w′ and w + w′ 6= 1− d2 . The
bracket 〈·, ·〉 is defined by
〈f ,f ′〉 =
[
g; (∇f).∇f ′ − wd+2w′−2f∆f ′ − w
′
d+2w−2f
′∆f − 2ww′(d+w+w′−2)(d+2w−2)(d+2w′−2)Jff ′
]
∈ Γ(EM [w + w′ − 2]) .
(2.14)
In the case that w = w′ = 1 we will often use an unbolded notation for the resulting
function-valued symmetric bracket. Indeed, when σ and µ are defining densities for
hypersurfaces Σ and Ξ intersecting along a codimension two submanifold Σ ∩ Ξ, then
〈σ,µ〉√〈σ,σ〉〈µ,µ〉
∣∣∣∣∣
Σ∩Ξ
computes the cosine of the angle between the respective conormals to Σ and Ξ. Note
also that
〈σ,σ〉 = Sσ .
Moreover, when f has weight w 6= 1− d2 , it follows that
(2.15) 〈σ,f〉 = L̂σf .
We will also need analogs of the generalized Leibniz rule (2.13) at certain critical
weights. First, when w + w′ = 1− d2 but w 6= 1− d2 6= w′ we have
(2.16) Lσ(ff ′) = −2σ〈f ,f ′〉 .
The case when w = 1 − d2 6= w′, w + w′ is more delicate. For that we focus on the case
that σ is a defining density for a hypersurface Σ. Then we observe that the space of
equivalence classes with respect to the equivalence f ∼ f+σf ′ for any f ′ ∈ Γ(EM [w−1]),
denoted by
(2.17) ΓΣ(EM [w]) :=
{
[f ] : f ∈ Γ(EM [w])} ,
is congruent to the space Γ(EM [w]) of conformal densities along the hypersurface with
conformal class of metrics cΣ induced by c. Observe that operators that are tangential
along Σ are canonically well-defined on the space ΓΣ(EM [w]).
Now we note that along the hypersurface Σ, the operator ∇n + (1 − d2)ρσ is the
conformal Robin operator δΣR at the weight 1 − d2 . Therefore we have the following
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well-defined operator
(2.18)
L˜σ : Γ(EM [1− d2 ]) −→ ΓΣ(EM [−d2 ])∈ ∈
[g; f ] 7−→ [g;∇nf + (1− d2)ρσf] .
In the last expression in the above display we have used the square brackets to indicate
equivalence classes with respect to both metric rescalings and the addition of smooth
terms proportional to σ.
Given a defining density µ = [g;µ] for a second hypersurface Ξ, it is possible to build
invariant operators along Ξ from combinations and compositions of representatives of the
operators L˜σ and L˜µ, as well as analogs for the bracket of Equation (2.14). A key example
is the combination (which by a slight abuse of notation will be) denoted by L˜σ−σL̂µL˜µ
with domain Γ(EM [1− d2 ]). This can be made well-defined with codomain ΓΣ(EM [−d2 ])
by suitably interpreting the second term, which in any case does not contribute. In
fact, one can also make it well-defined with codomain ΓΞ(EM [−d2 ]) via a continuation
argument in the weight w by simultaneously using the corresponding representatives of
the two tilded operators. Indeed there is a pole 1/(d + 2w − 2) when extending the
operator L̂· defined in Equation (2.12) to the critical weight w = 1 − d2 , but this then
cancels for the particular combination L˜σ−σL̂µL˜µ. Hence, along Ξ, we may invariantly
define
(2.19)
L˜σ−σL̂µL˜µ :Γ(EM [1− d2 ])−→ ΓΞ(EM [−d2 ])∈ ∈
[g; f ] 7−→ [g; (∇n+(1− d2)ρσ−σ(∇m− d2ρµ)(∇m+(1− d2)ρµ))f],
where m := dµ.
Along similar lines, we define a modified “bracket”, whose codomain depends on its
second argument:
(2.20) 〈−f ,f ′〉 :=
[
g; (∇f).∇f ′ + d−22(d+2w′−2) f
(
∆ + w′J
)
f ′
]
∈ cokerf ′ .
In the above, cokerf ′ is the cokernel of f ′ viewed as the linear operator mapping
Γ(EM [−1 − d2 ]) → Γ(EM [−1 − d2 + w′]) that acts by multiplication. In these terms,
we then have the Leibniz-type rule for the critical case w = 1− d2 6= w′, w + w′:
(2.21) L̂σ(ff ′) =
(
(L˜σ +
1
2w′
Lσ)f
)
f ′ + f L̂σf ′ − σ
w′
〈−f ,f ′〉 ∈ Γ(EM [−d2 + w′]) .
It is not difficult to use a weight continuation argument similar to that discussed above
(and employing a similar abuse of notation) that the operator L˜· and the modified
bracket 〈−·, ·〉 combine in this formula to produce a density-valued result.
In the doubly critical case, w = 1− d2 = w′ one has
L̂σ(ff
′) =
(
L˜σf − 1d−2 Lσf
)
f ′ + f
(
L˜σf
′ − 1d−2 Lσf ′
)
+ 2d−2 σ 〈−f ,f ′−〉(2.22)
∈ Γ(EM [1− d]) ,
where the doubly-modified “bracket” is defined similarly to above by
〈−f ,f ′−〉 = [g; (∇f).∇f ′] ∈ coker(f ,f ′) ,
where the coker notation above means we quotient by the linear span of the images of f
and f ′.
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Given a pair of scales σ and τ we may also form the invariant differential operator
Lσ,τ : Γ(EM [w])→ Γ(EM [w]) defined by
(2.23) Lσ,τ f =
[
g; τ(∇n + wρσ)f − σ(∇k + wρτ )f
]
,
where k := dτ . At weight w = 0, in the τ scale this operator maps functions f to ∇nf ,
and thus was denoted by ∇nτ and dubbed the coupled conformal gradient operator
in [GW19]. Note also that at weight w 6= 1− d2 one has
Lσ,τ = τ L̂σ − σL̂τ .
At the critical weight w = 1 − d2 , the above identity still holds (abusing notation as
above) upon replacing L̂· with L˜· .
2.6. Distributions and integral theory. A weight w = −d density f = [g; f ] can
be invariantly integrated over a conformal d-manifold (or some region D ⊂ M thereof)
since the volume element dV g of g ∈ c defines a weight d measure-valued density [g; dV g].
Thus we define the conformally invariant integral of f over D byˆ
D
f :=
ˆ
D
dV gf .
Given a hypersurface Σ ↪→M and a function fΣ ∈ C∞Σ, it is propitious to treat the
integral of fΣ over Σ in terms of a defining function σ for Σ. In particular, given g ∈ c,
we have (see, for example, [OF03] or [GGHW15])
(2.24)
ˆ
Σ
dV gΣfΣ =
ˆ
M
dV g|dσ|g δ(σ)f .
In the above display, gΣ is the metric along Σ induced by g, f denotes any (smooth)
extension of fΣ to M and δ(σ) is the Dirac-delta distribution.
The distributional identity δ(Ωσ) = Ω−1δ(σ) (valid for any 0 < Ω ∈ C∞M) implies
that if σ = [g;σ] is any weight w = 1 density, then
δ(σ) := [g; δ(σ)]
is a weight w = −1 distribution-valued conformal density (see [GW16a] for details). Thus
δ(σ−ετ ) where ε ∈ R and τ ∈ Γ(EM [1]) gives a one parameter family of weight w = −1
densities. Successively differentiating this k times with respect to ε and subsequently
setting ε to zero establishes that δ(k)(σ) = [g; δ(k)(σ)] is a weight w = −k−1 distribution-
valued density. Moreover, the conformally invariant integral of a weight 1 − d density
fΣ = [gΣ; f |Σ] along Σ may be expressed in terms of any smooth extension f of this
density via
(2.25)
ˆ
Σ
fΣ =
ˆ
M
δ(σ)
√
Sf .
This relation reduces to Equation (2.24) upon expressing it in a choice of metric.
We will employ standard distributional identities (on R) for the Dirac delta δ(x) and
Heaviside step function θ(x) such as
θ′(x) = δ(x) , xδ(x) = 0 , xδ′(x) = −δ(x) ,
and
xδ(n)(x) := xd
nδ(x)
dxn = −nδ(n−1)(x) , n ∈ Z>1 ,
where n ∈ Z>1. These are valid when integrating against suitable test functions. In
particular we will need to consider the situation where the coordinate x is replaced by
a defining function σ. Again, this is discussed in detail in [GW16a, GW19], the key
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maneuvre is to assume that in a neighborhood of Σ, the bulk manifold M can be treated
as a product Σ× I where I is an open interval about 0 and the defining function σ pulls
back to a coordinate x on I. Thus, integrals over such neighborhoods can be handled
using Fubini’s theorem.
Remark 2.3. The distributional calculus is also well adapted hypersurface computations.
For example, when σ is a defining density for a hypersurface Σ, we have the operator
identity relating the Laplace–Robin and Robin operators
δ(σ)L̂σ = δ(σ)δ
Σ
R ,
valid acting on any density of weight w 6= 1− d2 . At the critical weight we may use the
operator L˜σ of Equation (2.18) to write the identity
δ(σ)L˜σ = δ(σ)δ
Σ
R ,
because δ(σ)Γ(EM [w]) = δ(σ)ΓΣ(EM [w]).
One integral result will play a key role, namely that the Laplace–Robin operator is
formally self-adjoint [GW16a]. Hence, if M is a closed conformal manifold, f a weight
1− d− w density and g a weight w density, then
(2.26)
ˆ
M
fLσg =
ˆ
M
gLσf .
The same conclusion holds if f or g have compact support. We will use the notation † for
the formal adjoint along M , which ignores boundary terms, so that the above equation
reads
Lσ = L
†
σ .
The boundary terms are given in [GW16b, Theorem 4.3].
3. Minimal Hypersurfaces for Singular Metrics
Here we begin with the data of a sequence of conformal hypersurface embeddings
(3.1) Λ ↪→ Σ ↪→ (M, c) ,
meaning that Λ is a hypersurface in Σ and in turn Σ is a hypersurface in M . Then,
given a choice of defining density σ for Σ and thus a metric go that is singular along Σ,
we consider the problem of determining, at least asymptotically, an oriented hypersur-
face Ξ (with boundary) that meets Σ transversely with intersection Λ = ∂Ξ, and such
that Ξ is minimal with respect to go. We will often refer to Λ as the anchoring hyper-
surface/submanifold. This situation is depicted below:
(M, c)
Σ
Λ
Ξ
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As discussed earlier, in the case that the singular metric go is Poincaré–Einstein, this
problem has been studied by Graham and Witten [GrW99] (see also [GR17]) using a
different approach.
A minimal hypersurface Ξ is characterized by the vanishing of its mean curvature HgΞ
with respect to the ambient metric g. Our treatment of minimal surfaces relies on
formulating this condition in terms of defining densities. This is achieved by the next
proposition. In what follows we use the notation A µ∼ B when smooth densities A, B
and µ obey A = B + µC for some smooth density C.
Proposition 3.1. Let µ and σ be defining densities for embedded hypersurfaces Ξ and Σ,
respectively, Then, away from Λ, the mean curvature of Ξ with respect to the metric
go = g/σ2 is given by
(3.2) Hg
o
Ξ = −
Hσµ√Sµ
∣∣∣∣∣
Ξ
,
where
(3.3) Hσµ = 〈σ,µ〉+
1
2(d− 1)(d− 2) σLµ logSµ ,
and hence Hg
o
Ξ is extended smoothly to Λ by the right hand side of Equation (3.2). More-
over, if f is any smooth, strictly positive function, then
Hσfµ µ∼ fHσµ and Sfµ µ∼ f2Sµ .
Proof. Given any defining function µ and metric go, the mean curvature of Ξ ↪→ (M, go)
is given by
(3.4) Hg
o
Ξ =
∇go. mˆ∣∣
Ξ
d− 1 ,
where mˆ is the extension of the unit conormal to Ξ given by
mˆ =
dµ
|dµ|go .
Now, the divergence of mˆ with respect to the Levi–Civita connection of go = g/σ2 is
related to that of the metric g via
gabo ∇g
o
a mˆb = σ
2 gab∇amˆb − (d− 2)σ gabnamˆb .
Calling m = dµ, we have mˆ = σ−1m/|m|g so that
gabo ∇g
o
a mˆb =
1
|m|g
(
σgab∇amb − (d− 1)gabnamb − 1
2
σgabma∇b log |m|2g
)
.
Hence we have (using an index-free notation now that all explicit metric dependence is
through g)
Hg
o
Ξ
µ∼ −
m.n+ σρµ + µρσ +
1
2(d−1)(d−2) σ
(
(d− 2)∇m − µ∆
)
log
(|m|2g + 2ρµµ)√
|m|2g + 2ρµµ
.
Comparing the above display with the definition of the bracket 〈·, ·〉 in Equation (2.14),
the S-curvature in Equation (2.1) and the Laplace–Robin operator in Equation (2.5),
gives the result claimed in the first two displays of the proposition.
To prove the second claim, we could rely on the fact that Equation (3.4) gives the
mean curvature for any defining function µ and only compute the homogeneity of the
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S-curvature. Here, we give a detailed proof to further develop our hypersurface calculus.
First we note that for any weight w = 1 densities µ and σ, given a smooth function f ,
it is not difficult (using that, away from critical weights, 〈σ, ·〉 = L̂σ· and the Leibniz
rule (2.13)) to verify that
〈σ, fµ〉 = f〈σ,µ〉+ µ〈σ, f〉− 2d σ〈f,µ〉
µ∼ f(〈σ,µ〉 − 2dσ L̂µlog f) .
Thus, since Sµ = 〈µ,µ〉 it follows, applying the above display twice, that
Sfµ := 〈fµ, fµ〉 = f2〈µ,µ〉+ 2(d−2)d µf〈µ, f〉+O(µ2)
µ∼ f2Sµ ,
which gives the claimed result for the S-curvature. The above display and the additive
property for logarithms of products of densities allows us to compute
Lfµ logSfµ µ∼ fLµ
[
logSµ + 2 log f + log
(
1 + 2(d−2)d
µ
Sµ L̂µ log f
)]
µ∼ fLµ logSµ + 4(d−1)(d−2)d f L̂µ log f .
Here we have used that logSfµ is a weight zero density and that Lµ is a derivation
along the zero locus of µ. Combining the last and next to last displays gives the required
result. 
Given a hypersurface Σ ↪→ (M, c), we may always find a conformal unit defining
density µ solving the singular Yamabe problem Sµ = 1 + O(µd). In that case the
minimal surface condition
(3.5) Hσµ µ∼ 0
simplifies to
〈σ,µ〉 µ∼ 0 .
This implies that if a minimal hypersurface Ξ for a singular metric go = g/σ2 intersects
the zero locus Σ of σ = [g;σ], it does so at right angles.
In general the minimal surface condition (3.5) for a singular metric go determined
by σ cannot be solved smoothly, so instead we solve this problem asymptotically, in the
following sense:
Problem 3.2. Let σ be a defining function for Σ = Z(σ) ↪→ (M, c) and let Λ ↪→ Σ be an
embedded hypersurface. Find a hypersurface Ξ such that
Hg
o
Ξ = σ
kA|Ξ ,
where go is the singular metric determined by σ, Λ = Ξ ∩ Σ, the density A is smooth,
and the order k ∈ Z>1 is as high as possible.
The key to solving this problem is the following lemma:
Lemma 3.3. Let k ∈ Z>1 and µ′ = µ+ σk+1µk+1, for any µk+1 ∈ Γ(EM [−k]). Then
Hσµ′ µ
′∼Hσµ
(
1 +O(σk))+ (k + 1)(d− 1− k)
d− 1 Sσσ
kµk+1 +O(σk+1) .
Proof. The proof is an elementary application of the Leibniz rules developed in Sec-
tion 2.5. The details are as follows: First we use the sl(2) identity obeyed by the
Laplace–Robin operator in (2.10) to compute
(3.6) 〈σ,µ′〉 − 〈σ,µ〉 = 1dLσ(σk+1µk+1) = (k+1)(d−k)d σkSσµk+1 +O(σk+1) .
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Then we note that acting on a weight w = 0 density f , we have
Lµ′f − Lµf = (k + 1)σkµk+1Lσf +O(σk+1) .
This identity is easily established by examining the definition of the Laplace–Robin
operator in Equation (2.5). Thus, because σLµ logSµ is itself a weight w = 0 density,
(3.7) σLµ′ logSµ′− σLµ logSµ = σLµ log
(Sµ′
Sµ
)
+O(σk+1) .
Moreover, using
L̂µσ
k+1 = (k + 1)σk〈σ,µ〉 − k(k+1)d+2k σk−1Sσ µ ,
and
〈σk+1,µk+1〉 = (k + 1)σk L̂σµk+1 + k
2(k+1)
d+2k σ
k−1Sσ µk+1 ,
we have
Sµ′ − Sµ = 2〈µ,σk+1µk+1〉+ 〈σk+1µk+1,σk+1µk+1〉
= 2µk+1
(
(k + 1)σk〈σ,µ〉 − k(k+1)d+2k σk−1Sσ µ
)
+ 2σk+1L̂µµk+1
− 4d µ
(
(k + 1)σk L̂σµk+1 +
k2(k+1)
d+2k σ
k−1 Sσ µk+1
)
+O(σ2k)
= −µ(2k(k+1)d σk−1Sσ µk+1 +O(σk))+Hσµ O(σk) +O(σk+1) .
(3.8)
Now, acting on weight w densities—again thanks to the Laplace–Robin sl(2) algebra—we
have the operator identity
Lµ ◦ µ µ
′∼ (d+ 2w)Sµ +O(σk+1) ,
so that Equations (3.7) and (3.8) imply
σLµ′ logSµ′ µ
′∼ σLµ logSµ − 2k(k+1)(d−2)d σkSσ µk+1 +Hσµ O(σk) +O(σk+1) .
Here we used that Lµ ◦ σk µ
′∼ O(σk−1) and the identity log(A/B) = log(1 + A−BB ).
Employing Equation (3.6) and the above display to compute Hσµ′ as defined by Equa-
tion (3.3) gives the quoted result. 
The above lemma is the basis for an iterative solution to the minimal surface condi-
tion (3.5). First consider a defining density for a hypersurface that meets Σ transversely
along Λ. Working locally, it is straightforward to improve this to a defining function µ0
for a hypersurface Ξ0 such that Σ and Ξ0 intersect along Λ at right angles. Moreover,
without loss of generality, assume that µ0 is a conformal unit defining density, so that
Sµ0 = 1 +O(µd0). Then
Hσµ0
µ0∼ 〈σ,µ0〉 = 1dLσµ0
µ0∼ O(σ) ,
since 〈σ,µ0〉 vanishes along Λ. Hence, we consider an improved defining density
µ = µ0 + σ
2µ2 .
By the above lemma we should choose µ2 that solves
1
dLσµ0 +
2(d−2)
d−1 Sσσµ2
µ∼ O(σ2) .
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It is not difficult to verify that Lσ(µf)
µ∼ O(σ) for any density f . Thus, dividing the
above display by Sσ (as remarked earlier this is well defined, at least in some neighbor-
hood of Σ) and then acting with Lσ, with the help of the sl(2) algebra (see Section 2.4)
we find
1
dLσ ◦ S−1σ ◦ Lσµ0 + 2(d−2)
2
d−1 Sσµ2
µ∼ O(σ) .
Hence we have proved the following Lemma:
Lemma 3.4. Let µ0 be a defining density for a hypersurface Ξ0 that intersects Σ = Z(σ)
at right angles. Then the density
µ = µ0 − d−12d(d−2)2 σ2 (S−1σ ◦ Lσ)2µ0
obeys
Hσµ µ∼ O(σ2) .
The preceding two lemmas are the induction and base steps that establish the following
theorem:
Theorem 3.5. Given the conformal embedding data Λ ↪→ Σ ↪→ (M, c) and a defining
density σ for Σ, there exists a conformal unit defining density µ such that
(3.9) Hσµ µ∼ σd−1B .
Moreover, the weight w = 1− d density along
BΛ := B|Λ
is uniquely determined by the above data.
The quantity BΛ obstructs smooth solutions to the singular minimal hypersurface
problem and is therefore termed the minimal obstruction density. It is an invariant of
the conformal embedding data Λ ↪→ Σ ↪→ (M, c) and the defining density σ. Then if σ
is determined, to sufficient order, in terms of these embeddings via a suitable problem
it follows that BΛ is determined in terms of the conformal embeddings. For example,
the singular Yamabe problem determines σ modulo terms of order σd+1, and so achieves
this. In the special case that (M, go) is Poincaré–Einstein, BΛ is an invariant of Λ ↪→
(Σ, cΣ). This is another hierarchy in the same vein as that discussed in the introduction.
Moreover, for Poincaré–Einstein structures, it is known thatBΛ is the functional gradient
of the area anomaly for the minimal surface Ξ [GR17].
Remark 3.6. A useful tool for computations with Poincaré–Einstein structures is to
choose a canonical metric g ∈ c. Writing σ to denote the function in σ determined
by g, which may be taken to equal the arc length x for a suitable geodesic shooting
problem, one obtains the Graham–Lee normal form [GL91] for the singular metric
go =
dx2 + h(x)
x2
.
The Poincaré–Einstein condition then gives that h(x) has an even expansion in x. This
facilitates a simple proof of vanishing theorems for anomalies and obstructions in ap-
propriate dimension parities. For example, this implies the area anomaly and hence the
minimal obstruction density BΛ vanishes in this case when d is odd [GrW99, GR17].
Noting that the Laplace–Robin operator is odd under the interchange x ↔ −x, when
expressed in the Graham-Lee normal form, it is not difficult to check that Lemmas 3.3
and 3.4 also lead to an even expansion in x for the function µ corresponding to µ, and
in turn vanishing obstruction for d odd.
Conformal geometry of embedded manifolds 23
We will employ the term minimal defining density for densities µ obeying the mini-
mal condition (3.9) given the data Λ ↪→ Σ ↪→ (M, go) where the singular metric go is
determined by the unit defining density σ (given the conformal class). When we need
to emphasize the choice of σ, we will use the term σ-minimal. This condition restricts
the zero locus Z(µ) to be a hypersurface Ξ that solves Problem 3.2 to order k = d− 1.
We will term such a hypersurface an asymptotically minimal hypersurface. When µ is
also chosen to further obey the singular Yamabe condition Sµ = 1 +O(µd), we term µ
a minimal unit defining density. A minimal defining density may always be improved to
a minimal unit one (while keeping Ξ in the zero locus) with the same zero locus Ξ (see
Section 2.3 and [GW15, GW16b]).
Equation (3.9) implies that (generically) the failure ofHσµ to vanish along Σ is propor-
tional to the minimal defining density µ; this leads to another invariant of the embedding
data Λ ↪→ Σ ↪→ (M, c), which we record in the following lemma.
Lemma 3.7. Let the conformal data Λ ↪→ Σ ↪→ (M, c) be given and let σ be a corre-
sponding unit defining density for Σ. Moreover let µ be a σ-minimal unit defining density
for Ξ with ∂Ξ = Λ. Then
Hσµ = µC + σd−1B
for some C ∈ Γ(EM [−1]), and CΛ := C|Λ is a uniquely defined invariant of the embedding
data Λ ↪→ Σ ↪→ (M, c) given by
CΛ = I˚I
Σ
mˆmˆ|Λ ,
where mˆ is the unit conormal for the hypersurface embedding Λ ↪→ Σ.
Proof. Together, the minimal unit and unit defining density definitions for µ and σ imply
(3.10) Hσµ = 〈σ,µ〉+ σµd−1C′ = µC + σd−1B ,
for some smooth, weight w = −1 density C and some weight −d density C′ (coming from
the log term in Equation (3.3)). Uniqueness of CΛ = C|Λ is guaranteed by Theorem 3.5
and the uniqueness property of unit defining density solutions to the singular Yamabe
problem. In particular this determines µ uniquely to O(µd), which suffices for uniqueness
of C|Λ.
Now let us denote µ = [g;µ], σ = [g;σ], m := dµ, n := dσ. From the minimal unit
and unit defining density definitions (see Equations (2.1), (2.14) and (3.3)) we then have
(3.11) m2 + 2µρµ = 1 +O(µd) , n2 + 2σρσ = 1 +O(σd) ,
and
(3.12) m.n+ µρσ + ρµσ = µC +O(σµd−1) +O(σd−1) .
Here C denotes C in the scale g. Differentiating the last display along the conormal m
and restricting to Λ (which we indicate by a superscript Λ above the equals sign) we
have
∇m(m.n) + ρσ Λ= C .
Here we used ∇mµ = m2 Λ= 1 and ∇mσ = m.n Λ= 0. Now in general for unit defining
densities (see [GW16b, Lemma 3.3]) one has
(3.13) ρσ
Σ
= −HΣ , ∇anb Σ= I˚IΣab +HΣgab ,
and thus ∇mma Ξ= maHΞ. Hence, since m.n Λ= 0 we have
C Λ= I˚IΣmm .
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Along Λ we have that m = mˆ; this gives the quoted result for C|Λ. 
There are various conformally invariant relations obeyed by extrinsic quantities associ-
ated to an asymptotically minimal hypersurface Ξ along its boundary Λ. The first of these
was discussed above, namely that unit conormals mˆ and nˆ of Ξ and Σ obey mˆ.nˆ Λ= 0.
Another example is given in the following Lemma:
Lemma 3.8. Let Ξ be an asymptotically minimal hypersurface determined by the se-
quence of embeddings (3.1) where nˆ is the unit conormal to Σ. Then the trace-free
second fundamental form of Ξ obeys
(3.14) I˚IΞnˆnˆ
∣∣
Λ
= 0 .
Proof. This is a corollary of Equation (3.20) below, but a direct proof can also be given:
Without loss of generality we can take Ξ to be the zero locus of a minimal unit defining
density µ. This means that we can use Equations (3.11) and (3.12) of the previous proof.
So now we compute
nanb(∇amb + ρµgab) = ∇n(m.n)− namb∇anb + n2ρµ .
Along Λ, the left hand side above equals I˚IΞnˆnˆ while for the right hand side we find
∇n
(− σρµ − µρσ + µC +O(σµd−1) +O(σd−1))+ ρµ Λ= 0 .
Here we have used Equation (3.13) and m.n|Λ = 0 to show that namb∇anb|Λ = 0.
Similarly ∇nµ|Λ = 0. This completes the proof. 
Remark 3.9. When the singular metric go = g/σ2 is Poincaré–Einstein, the hypersur-
face Σ is necessarily umbilic [LeB82, Gov10], so the invariant C|Λ then vanishes. Also
note that Equation 3.14 implies that nˆaI˚IΞab|Λ is a covector tangent to Λ.
The following Lemma explains the significance of the result in Equation (3.14), and in
particular demonstrates that along Λ, the mean curvatures of Ξ equals that of Λ when Ξ
is an asymptotically minimal hypersurface determined by the embedding sequence (3.1).
Lemma 3.10. Let Ξ and Σ be hypersurfaces in a Riemannian d-manifold (M, g) that
intersect at right angles along a submanifold Λ. Then the following relation on mean
curvatures holds along Λ,
HΛ↪→(Σ,gΣ) = HΞ↪→(M,g) − 1d−2 I˚I
Ξ↪→(M,g)
nˆnˆ ,
where gΣ is the induced metric on Σ, and nˆ is the unit conormal to Σ.
Proof. Let ma be any extension to M of the unit conormal mˆa of Ξ. Then the mean
curvature of Λ ↪→ (Σ, gΣ) is given along by
1
d− 2 ∇
Σ
a
(ma
|m|
∣∣∣
Σ
)
=
1
d− 2
(
(∇a − na∇n)
(ma
|m|
))∣∣∣∣
Σ
,
where n is any extension of the unit conormal of Σ. Without loss of generality (see [GW15,
Proposition 2.5]) we may choose m = dµ where |m|g = 1 in M (i.e., µ is a unit defining
function for Ξ). This further implies that IIΞab equals ∇amb along Ξ. Hence the above
display becomes
1
d− 2
(
(d− 1)HΞ↪→(M,g) − IIΞ↪→(M,g)nˆnˆ
)
.
The proof is completed by using that IIΞ↪→(M,g)ab = I˚I
Ξ↪→(M,g)
ab + g
Ξ
abHΞ↪→(M,g).

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We now turn to the problem of computing the minimal obstruction density. This
may be achieved using a variant the idea behind the recursion developed in [GW15] for
calculating the obstruction to smoothly solving the singular Yamabe problem. The key
is to compute d− 1 derivatives normal to Σ of the canonical extension Hσµ of the mean
curvature of the singular metric defined in Equation (3.2). When µ is chosen to solve
the singular Yamabe problem we may instead study 〈σ,µ〉 (see Equation (3.10)). The
following result is underlies a recursion for that computation.
Lemma 3.11. Let σ = [g;σ] be a unit defining density, µ = [g;µ] be a σ-minimal unit
defining density, and suppose k ∈ {1, . . . , d− 1}. Then for a given g ∈ c and k > 1,
(∇>n )k〈σ,µ〉+ (d−k−1)(∇>n )k−1ρµ Λ= −(∇>n )k−1
(
Iab∇amb
)− (k−1)(∇>n )k−2A+ LOT,
where m = dµ, n = dσ, Iab := gab−mamb−nanb smoothly extends the first fundamental
form IΛab = g
Λ
ab to M , ∇> = ∇ −m∇m, A = ∇mρσ − ρµρσ − ρµma∇mna, and “LOT”
denotes terms involving at most k − 2 powers of the operator ∇>n acting on ρµ. When
k = 1, the result is (d− 2)ρµ Λ= −Iab∇amb.
Proof. The weight zero density 〈σ,µ〉 is given in any scale g ∈ c by
m.n+ σρµ + µρσ .
However, along Ξ we have ∇>nµ|Ξ = 0. Hence we only need study powers of ∇>n acting
on m.n+ σρµ. Moreover, by assumption, Equations (3.11) and (3.12) hold. It therefore
follows that
(3.15) ∇>n (m.n)− nanb∇>amb = ma∇>nna µ∼
1
2
∇mn2 + σρµma∇mna +O(σd−1)
µ∼ −σ(∇mρσ − ρµρσ − ρµma∇mna) +O(σd−1) .
The second term on the left hand side of the previous display gives
−nanb∇>amb = Iab∇>amb −∇>ama +mamb∇>amb .
Observe that ∇>ama = ∇ama − 12∇mm2
µ∼ −(d − 1)ρµ and mamb∇>amb µ∼ 0 , because
ma∇>a = ∇m −m2∇m and m2 = 1− 2µρµ +O(µd) µ∼ 1. Thus we have
∇>n (m.n) µ∼ −Iab∇>amb − (d− 1)ρµ − σ(∇mρσ − ρµρσ − ρµma∇mna) +O(σd−1) .
So far we have found that
(3.16) (∇>n )k〈σ,µ〉 Λ= (∇>n )k−1
(− Iab∇>amb − (d− 1)ρµ − σA)+ (∇>n )k(σρµ) .
Now ∇>n σ = n2 − (m.n)2 µ∼ 1− 2σρσ − σ2ρ2µ +O(σd). Hence along Λ, (∇>n )k−1(σA)
can be replaced with (k − 1)(∇>n )k−2A modulo terms involving fewer than k − 2 powers
of ∇>n acting on ρµ. Similarly, (∇>n )k(σρµ) can be replaced with k(∇>n )k−1ρµ modulo
terms involving at most k−2 powers of ∇>n acting on ρµ. The k = 1 case follows directly
from the above display and explanation. 
Remark 3.12. Observe, that when k < d−1, the first term displayed in the above lemma
(∇>n )k〈σ,µ〉 Λ= 0, because µ is a minimal unit defining density. Hence, for these k, the
lemma determines then (∇>n )k−1ρµ in terms of terms involving lower powers of ∇>n acting
on ρµ. When k = d− 1, we have
(∇>n )k〈σ,µ〉 Λ= (d− 1)!BΛ ,
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so the lemma instead determines the minimal obstruction density.
The above recursion can be used to compute the minimal obstruction density for
three-manifolds, as given in the following proposition.
Proposition 3.13. Given the data Λ ↪→ Σ ↪→ (M, c), where M is a three-manifold, the
minimal obstruction density BΛ is given by
BΛ =
[
g;
(
∇bΛ(mˆaI˚IΣacIcb)+ 12(mˆamˆb∇ΣmˆI˚IΣab +HΛ↪→ΣI˚IΣmˆmˆ))∣∣∣Λ ] .
Proof. Without loss of generality we may always choose µ to be a minimal unit defining
density. When k = 1, Lemma 3.11 simply says that
ρµ
Λ
= −Iab∇amb Λ= −HΞ ,
where the last equality uses Equations (3.14) and (3.13). This is a particular case of the
more general result ρµ|Ξ = −HΞ (see [Gov10, Proposition 3.5]). Now we proceed to the
case k = 2 which determines the obstruction. We must now be careful to record the
terms labeled “LOT” in Lemma 3.11. For that we return to Equation (3.16) which for
k = 2 gives
2B Λ= (∇>n )2〈σ,µ〉 Λ= −∇>n (Iab∇>amb)−∇mρσ + ρµρσ + ρµma∇mna + ρµ(∇>n )2σ
Λ
= −∇n(Iab∇amb)−∇mρσ −HΞI˚IΣmˆmˆ − 2HΣHΞ ,
where in the last line we used that ∇n
(
n2 − (m.n)2) Λ= −2ρσ as well as Equation (3.13).
Now we note that
(3.17) ∇nna Σ= naHΣ , ∇nma Ξ= nbI˚IΞab + naHΞ , ∇mma Ξ= maHΞ .
These identities follow from Equation (3.13). Applying them and remembering that
I˚IΞnˆnˆ|Λ = 0, we find that along Λ, the quantity −∇n(Iab∇amb) equals
−Iab∇n∇amb + 2HΣ na∇nma Λ= −Iab∇n∇amb + 2HΣHΞ .
So far we have found
2B Λ= −Iab∇n∇amb −∇mρσ −HΞI˚IΣmˆmˆ .
We now attack the first term on the right hand side along Λ and find
−Iab∇a∇nmb − IabncRcabdmd + Iab(∇anc)∇cmb .
Each term above is easily handled. For the first we note that, because the operator Iab∇a
is tangential along Λ, by virtue of Equation (3.17) we may replace ∇nmb in the first
term by any extension of nˆaI˚IΞab + nˆbHΞ. Then remembering that nˆ
aI˚IΞab gives a tangent
covector to Λ, and using that for any smooth extension va of a covector vΛa ∈ T ∗Λ it
holds that Iab∇avb Λ= ∇bΛvΛb , we have −Iab∇a∇nmb
Λ
= −∇bΛ(nˆaI˚IΞab) + (I˚IΣmˆmˆ−HΣ)HΞ .
Along Λ, the second term of the above display equals Ricnˆmˆ = Pnˆmˆ. For the third
term, using Equation (3.13), we find gacgbdI˚IΣabI˚I
Ξ
cd −HΣI˚IΞnˆnˆ −HΞI˚IΣmˆmˆ +HΣHΞ. Using
Equation (3.14), the identity
(3.18) ∇mρσ Λ= −∇ΣmˆHΣ ,
and orchestrating these results gives
2B Λ= −∇bΛ(nˆaI˚IΞab)−HΞI˚IΣmˆmˆ +I˚IΣabI˚I abΞ +∇ΣmˆHΣ + Pnˆmˆ .
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By the Codazzi–Mainardi equation specialized to d = 3 (see for example [GW15, Equa-
tion (2.9)]) the last two terms obey the identity
(3.19) ∇ΣmˆHΣ + Pnˆmˆ Σ= mˆa∇bΣI˚IΣab .
We now want to rewrite the above in a form similar to the first term in 2B, this is done
as follows: First we note that it equals the restriction to Λ of
ma(∇b − nb∇n)I˚IΣ,extab = (∇b − nb∇n)
(
maI˚IΣ,extab
)−I˚IΣab∇bma ,
where I˚IΣ,extab is any smooth extension to M of the trace-free second fundamental form
of Σ. Using Equation (3.13), the derivatives of m in the last term can be replaced by I˚IΞ
while for first term we convert the leading derivative to one tangential to Λ. Then the
the above display becomes
Ibc∇c
(
maI˚IΣ,extab
)
+mb∇m
(
maI˚IΣ,extab
)−I˚IΞabI˚IΣab
Λ
= ∇bΛ(mˆaI˚IΣacIcb)+ Iab(∇amb)I˚IΣmˆmˆ + mˆamˆb∇ΣmˆI˚IΣab +HΞI˚IΣmˆmˆ −I˚IΞabI˚IΣab .
Noting that along Λ we have Iab∇amb = HΞ, collecting terms gives
2B Λ= −∇bΛ(nˆaI˚IΞab) +∇bΛ
(
mˆaI˚IΣacI
c
b
)
+ mˆamˆb∇ΣmˆI˚IΣab +HΞI˚IΣmˆmˆ .
The proof is completed upon using Lemmas 3.8 and 3.10, and then demonstrating the
following identity (which in fact holds in any dimension d) along Λ
(3.20) nˆaI˚IΞab + mˆ
aI˚IΣacI
c
b = 0 .
This is established by computing ∇Λa (mˆ.nˆ) and noting that this quantity must vanish
since mˆ and nˆ are perpendicular along Λ.

Remark 3.14. The above proposition shows that the three-manifold minimal obstruction
vanishes when Σ is umbilic. In particular this is the case when (M, go) is Poincaré–
Einstein. Also, we note that the quantity∇bΛ(mˆaI˚IΣacIcb)+ 12(mˆamˆb∇ΣmˆI˚IΣab+HΛ↪→ΣI˚IΣmˆmˆ)
is a weight −2 boundary invariant for a conformally embedded surface Σ, which is new
to the best of our knowledge. A straightforward computation shows that under the
transformation g 7→ Ω2g, invariance requires all three terms to be present. That this
invariant is non-trivial can be verified by checking that the obstruction is non-vanishing
for a sample geometry; an example is given below.
Example 3.15. Let M = R3 with conformal class of metrics c containing the metric
ds2 = dx2 + (1 + αx)dr2 + (1 + βx)r2dθ2 ,
where (x, r, θ) are cylindrical coordinates and α, β are constant parameters inserted to
deform the geometry away from Euclidean 3-space. Take Σ to be the plane x = 0
and Λ to be the circle x = 0 = r − 1. Then for the asymptotically singular Yamabe
metric go = ds2/(x[1 + 18(α+β)x− 124(2α2−αβ+ 2β2)x2])2, the asymptotically minimal
surface Ξ is given by r = 1 − 12x2 and the obstruction BΛ = 18(α − β). The trace-free
second fundamental form I˚I = 14(α − β)(dr2 − r2dθ2), the mean curvature HΛ↪→Σ = 1
and the unit conormal to Λ in Σ is mˆ = dr. Only the last term in the result for BΛ in
Proposition 3.13 is non-vanishing for this simple example; it produces the quoted result
for the obstruction.
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4. Renormalized Volumes and Areas
Here we consider the sequence of conformal embeddings Λ ↪→ Σ ↪→ (M, c) where Σ
is an orientable hypersurface in M and Λ is a closed orientable hypersurface in Σ. The
closure of the interior of Λ in Σ is denoted by Σ˜. We assume that Σ˜ is compact and that
Σ˜∩∂M = ∅, this may involve a choice of interior for Λ. In addition we consider a second
orientable hypersurface Ξ ↪→ (M, c) anchored along Λ = ∂Ξ such that the union Ξ∪ Σ˜ is
closed with interior denoted by D. For technical reasons we require some subset of D to
be a collar neighborhood of Σ˜. At this point we do not require any of these hypersurfaces
to be minimal. This geometry is depicted below:
(M, c)
Σ
Λ
Ξ
Σ˜ D
We now input the additional data of a defining density σ = [g;σ] for Σ which deter-
mines a metric go on M\Σ that is singular along Σ. We assume σ is positive on the
side of Σ occupied by D. We wish to study the “volume” of D and the “area” of Ξ with
respect to this singular metric. These diverge so we must regulate them suitably.
To begin with, we introduce a unit defining density µ = [g;µ] for Ξ where
D = {p ∈M |µ(p) 6 0 6 σ(p)} ,
and
Ξ = Z(µ) ∩ {p ∈M |σ(p) > 0} .
Then we pick any true scale τ = [g; τ ] and define a regulating hypersurface
Σε = Z(σ/τ − ε) ,
where 1 ε ∈ R+. Then the metric go is non-singular in the region
Dε := {p ∈M |µ(p) < 0 < τ(p)ε < σ(p)} .
The choice of τ determines the regulating hypersurface, hence we call it the regulator.
Of key interest are quantities that are independent of the choice of regulator.
The regulated volume Volε of D is defined as the volume of the region Dε with respect
to the singular metric go. This is regulator-dependent and given by
(4.1) Volε =
ˆ
Dε
1
σd
.
It turns out to be advantageous to write this result in terms of Heaviside step functions
and an integral over the manifold M :
Volε =
ˆ
M
θ(µ)θ(σ/τ − ε)
σd
.
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In what follows we will assume that ∂M = ∅ (alternatively one can multiply the measure
of integration by a smooth unit cut-off function that vanishes far from the region D).
This leads to no loss of generality for our purposes.
The regulated area of Ξ is computed by integrating the volume element of the pullback
of go along the hypersurface Ξε := {p ∈ Ξ |σ(p) > ετ(p)} . This could be computed
(inefficiently) by recycling the renormalized volume computations of [GW16a] for the
conformal manifold (Ξ, cΞ) where cΞ is the conformal class of metrics induced by c.
Instead it is propitious to also write the regulated area in terms of distributions; indeed
using Equation (2.25) and that µ is a unit defining density, we have
(4.2) Areaε =
ˆ
M
δ(µ)θ(σ/τ − ε)
σd−1
.
4.1. The ε expansion. By using the distributional identity
dθ(σ/τ − ε)
dε
= −δ(σ/τ − ε) ,
in [GW16a, GW19] it was proved that
(4.3) Volε =
1∑
k=d−1
vk
εk
+ V log ε+ Volren +εR(ε) ,
where R(ε) is smooth. The ε-independent term Volren defines the renormalized volume.
The poles in ε (which we denote Poles(Volε)) are called divergences and have coefficients
given by local (along Σ), but regulator-dependent, formulæ
(4.4) vk =
(−1)d−1−k
(d− 1− k)!k
ˆ
M
θ(µ) δ(d−1−k)(σ)
τ k
.
The coefficient of the log ε term is called the anomaly. It is again local but in addition
regulator-independent and given by
(4.5) V = (−1)
d
(d− 1)!
ˆ
M
θ(µ) δ(d−1)(σ) .
Analogous results may be derived for the regulated area using the methods developed
in [GW16a, GW19], a sketch goes as follows: First we differentiate Equation (4.2) with
respect to ε to obtain
−εd−1 dAreaε
dε
=
ˆ
M
δ(µ)δ(σ − ετ )
τ d−2
.
The right hand side is manifestly an analytic function of ε, and hence we may compute
its Taylor series coefficients by taking successive ε derivatives and setting ε to zero. This
gives
(4.6)
− εd−1 dAreaε
dε
=
ˆ
M
δ(µ)δ(σ)
τ d−2
− ε
ˆ
M
δ(µ)δ′(σ)
τ d−3
+ · · ·+ (−ε)
`
`!
ˆ
M
δ(µ)δ(`)(σ)
τ d−`−2
+ · · · ,
whence we have
(4.7) Areaε =
1∑
k=d−2
ak
εk
+A log ε+ Arearen +εR(ε) ,
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where R(ε) is smooth and Arearen is the constant of integration. The coefficients of the
divergences are given by
(4.8) ak =
(−1)d−2−k
(d− 2− k)!k
ˆ
M
δ(µ)δ(d−2−k)(σ)
τ k
,
while the anomaly is
(4.9) A = (−1)
d−1
(d− 2)!
ˆ
M
δ(µ)δ(d−2)(σ) .
The renormalized area Arearen is not determined by Equation (4.6) and thus is not forced
to be local along Σ. A main aim of this article is to compute holographic formulæ for
the area and volume anomalies A and V as well as the divergence coefficients ak, vk.
5. Distributional Calculus
In this section we develop the general calculus required for handling products of distri-
butions involving multiple defining densities such as those appearing in (4.4), (4.5), (4.8)
and (4.9). Just as for single scale problems, main ingredients are the sl2 algebra involving
the Laplace–Robin operator described in Section 2.4, and formal self-adjointness of the
Laplace–Robin operator (2.26).
5.1. Multiscale calculus. In the previous section, we showed that the divergences and
anomalies we are interested in computing are written in terms of integrals of the form
(5.1)
ˆ
M
θ(µ)δ(k+1)(σ)f and
ˆ
M
δ(µ)δ(k)(σ)f ,
where k is a non-negative integer and f is some weight −d + k + 2 density, or possibly
log density when k = d− 2. Our aim is to rewrite integrals of the above form as
(5.2)
ˆ
M
θ(µ)δ(σ)F and
ˆ
M
δ(µ)δ(σ)G ,
where F andG have weight 1−d and 2−d, respectively. The integrands in Equation (5.1)
have support along the compact hypersurface and submanifold Σ˜ and Λ, respectively.
This will allow us to discard boundary terms when integrating by parts because we
uniformly assume either that ∂M ∩ Σ˜ = ∅ or that we are dealing with integrals where a
cut-off function has been inserted to ensure vanishing support there. Moreover, when σ
is a unit defining density, the first integral in Equation (5.2) becomes
´
Σ˜
F , and when in
addition the density µ is unit defining, the second integral is
´
ΛG. Hence F and G are
holographic formulæ in the sense discussed in the introduction.
We will mainly focus, partly because it is canonical and simplifying, on the case
that σ = [g;σ] is a unit defining density; the method to handle to general σ is described
in [GW16a]. Our main interest is in the case where Ξ is the zero locus of a minimal unit
defining density µ. In other words the singular metric go has asymptotically constant
scalar curvature and Ξ is an asymptotically minimal surface:
Scg
o
= 1 +O(σd) , HgoΞ
Ξ
= O(σd−1) .
A key tool is the following (single scale) recursive identity for derivatives of delta
functions of unit defining densities (see [GW16a, Proposition 3.3])
(5.3) (Lσ)kδ(σ) = (d− k − 1)(d− k − 2) · · · (d− 2)δ(k)(σ) , k ∈ {1, . . . , d− 1} .
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Turning to the multiscale setting, our starting point is the following identity for
Laplace–Robin operators acting on the Heaviside function:
Lemma 5.1. Let µ and σ be arbitrary weight w = 1 densities, then
Lσθ(µ) = −σSµδ′(µ) + (d− 2)〈σ,µ〉 δ(µ) .
Proof. This is a simple application of the distributional identity dθ(x)/dx = δ(x) and
the definition (2.5) of the Laplace–Robin operator. Calling σ = [g;σ] and µ = [g;µ] one
has
Lσθ(µ) = Lσ[g; θ(µ)] = [g; (d− 2)∇nθ(µ)− σ∆θ(µ)]
= [g; (d− 2)m.n δ(µ)− σ(m2δ′(µ) + δ(µ)∆µ)] .
Here, as usual, we denoted n = dσ and m = dµ. To write the first term on the last line
of the above display in terms of 〈σ,µ〉, we would need to add −1d(σ∆µ+ µ∆σ + 2Jσµ)
to m.n (see Equation (2.14)). But µδ(µ) = 0 = µ2δ′(µ), so this addition is canceled
by a term d−2d δ(µ)σ∆µ = −d−2d δ′(µ)σµ∆µ + 2dδ′(µ)σµ2J . Writing the last term of the
above display as σδ′(µ)µ∆µ, the coefficient of −σδ′(µ) is m2 − 2dµ(∆µ+ Jµ) which (see
Equation (2.1)) correctly produces the required S-curvature contribution. 
The above lemma has the following corollary:
Corollary 5.2. Let σ be a weight w = 1 density, then
Lσθ(σ) = (d− 1)Sσδ(σ) .
Exactly the same proof technique as used for the above lemma and corollary extends
to the Laplace–Robin operator acting on differentiated delta functions:
Lemma 5.3. Let µ and σ be arbitrary weight w = 1 densities. Then, if k ∈ Z>1,
Lµδ
(k−1)(σ) = −µSσδ(k+1)(σ) + (d− 2k − 2)〈σ,µ〉 δ(k)(σ) .
Remark 5.4. The central result (5.3) is a corollary to the above lemma, since replacing µ
by σ and using σδ(k+1)(σ) = −(k + 1)δ(k)(σ) gives (for k ∈ Z>0)
(5.4) Lσδ(k−1)(σ) = (d− k − 1)Sσδ(k)(σ) .
In the above, we have employed the notation δ(0)(σ) := δ(σ). Also, calling δ(−1)(σ) :=
θ(σ), Lemma 5.1 extends Lemma 5.3 to the case k = 0.
5.2. Multiple distributions. Lemmas 5.1 and 5.3 provide the basic identities required
to handle integrals of the type (5.1), which include distributions with codimension two
support that are built from distributions with support along hypersurfaces. The cen-
tral relations we need to derive are Equations (5.9) and (5.17); these underlie the key
Proposition 5.18.
To begin with we observe that generically the product of a differentiated delta function
multiplied by a Heaviside function lies in the span of images of Laplace–Robin operators:
Proposition 5.5. Let σ be a unit defining density and µ a minimal unit defining density.
If d2 6= k ∈ {1, . . . , d− 2}, then
θ(µ)δ(k)(σ) =
1
d− k − 1
[
Lσ
(
θ(µ)δ(k−1)(σ)
)− k − 1
d− 2kLµ
(
δ(µ)δ(k−2)(σ)
)]
,
where the second term is absent when k = 1.
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Proof. Since our strategy relies on the Leibniz rules of Section 2.5 we first assume k 6=
d
2 − 1 and use Equation (2.14) to compute (again much along the lines of the proof of
Lemma 5.1)
〈θ(µ), δ(k−1)(σ)〉 = 〈σ,µ〉 δ(µ)δ(k)(σ) + kd−2Sµδ′(µ)δ(k−1)(σ) = kd−2 δ′(µ)δ(k−1)(σ) .
Here we used the unit and minimal unit defining properties imply 〈σ,µ〉 µ∼ O(σd−1).
Combining this display with Lemma 5.1, Equation 5.4 and the Leibniz rule of Section 2.5
we find
Lσ
(
θ(µ)δ(k−1)(σ)
)
= (k − 1)δ′(µ)δ(k−2)(σ) + (d− k − 1)θ(µ)δ(k)(σ) ,
where the first term is absent when k = 1. Although the above display was computed
when k 6= d2 − 1, it is not difficult to choose a scale g ∈ c and verify that it holds for any
k ∈ {1, . . . , d− 2}.
Next we address the other term on the right hand side of the result. Because δ(µ)
has Yamabe weight in four dimensions, we first consider d 6= 4 and compute (again using
Equation (2.14) and taking k > 2)
(5.5)
〈δ(µ), δ(k−2)(σ)〉 = 〈σ,µ〉 δ′(µ)δ(k−1)(σ) + k−1d−4 δ′′(µ)δ(k−2)(σ) + 1d−2k δ(µ)δ(k)(σ) ,
in order to use the generalized Leibniz rule (2.13) (away from k = d2 − 1 and d = 4),
which then gives
(5.6) Lµ
(
δ(µ)δ(k−2)(σ)
)
= (d− 2k)δ′(µ)δ(k−2)(σ) .
In fact the last display holds for any integer k ∈ {2, . . . , d − 2} and for d = 4; this can
be checked by direct computation in a choice scale g ∈ c. Combining the above displays
completes the proof. 
Corollary 5.6. Let σ be a unit defining density and µ a minimal unit defining density.
If f is a weight w = k + 1− d 6= 1− d2 density with k ∈ {1, . . . , d− 2}, thenˆ
M
θ(µ)δ(k)(σ)f =
1
d− k − 1
[ˆ
M
θ(µ)δ(k−1)(σ)Lσf + (k−1)
ˆ
M
δ(µ)δ(k−2)(σ) L̂µf
]
.
The second term on the right hand side is absent when k = 1.
Proof. The above result is a direct corollary of Proposition 5.5, the vanishing of ∂M ∩ Σ˜
(or the support of the integrands there) and the formal self-adjointness of the Laplace–
Robin operator (see Equation (2.26)). 
There is a critical value of k excluded from the above proposition and corollary, at
which the density f has bulk Yamabe weight w = 1 − d2 . At this weight the operator
L̂µf becomes ill-defined. However, observe that in the above display, the product δ(µ)L̂µ
appears; this suggests the replacement
L̂µ → L˜µ ,
when k = d2 , where the operator L˜ is defined in (2.18). This is executed as follows:
Lemma 5.7. Let σ be a unit defining density and µ a minimal unit defining density.
Suppose d > 4 is even, and let f be a weight w = 1− d2 density, thenˆ
M
θ(µ)δ(
d
2
)(σ)f =
2
d− 2
[ˆ
M
θ(µ)δ(
d
2
−1)(σ)Lσf +
d− 2
2
ˆ
M
δ(µ)δ(
d
2
−2)(σ) L˜µf
]
.
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Proof. We begin by using δ(
d
2
)(σ) = 2d−2Lσδ
( d
2
−1) (see Equation (5.4)) and formal self-
adjointness of the Laplace–Robin operator to obtainˆ
M
θ(µ)δ(
d
2
)(σ)f =
2
d− 2
ˆ
M
δ(
d
2
−1)(σ)Lσ
(
θ(µ)f
)
.
Because f has critical weight we encounter the bulk Yamabe operator
Lσ
(
θ(µ)f
)
= −σ(θ(µ)f) .
Now we pick a g ∈ c and compute(
∆g + [1− d2 ]J
)(
θ(µ)f
)
=
(|m|2g δ′(µ) + (∇g.m)δ(µ))f + 2δ(µ)∇mf + θ(µ)f
= δ′(µ)f + 2δ(µ)
(∇m − d−22 ρµ)f + θ(µ)f .
Here m := dµ and the second line used that µ is a unit conformal density so that
|m|2g + 2ρµµ = 1 +O(µd) with ρµ := −1d(∇g.m+ Jµ). Using µδ(µ) = 0, it follows that
Lσ
(
θ(µ)f
)
= −σδ′(µ)f − 2σδ(µ)L˜µf + θ(µ)Lσf ,
and henceˆ
M
θ(µ)δ(
d
2
)(σ)f =
2
d− 2
ˆ
M
[
θ(µ)δ(
d
2
−1)(σ)Lσf + (d− 2)δ(µ)δ( d2−2)(σ)L˜µf
+
d− 2
2
δ′(µ)δ(
d
2
−2)(σ)f
]
.
We still need to deal with the last term above and find ourselves in the situation where
Equation (5.6) cannot be used. Therefore we use the same method just employed to
computeˆ
M
δ′(µ)δ(
d
2
−2)(σ)f =
1
d− 2
ˆ
M
δ(µ)Lµ
(
δ(
d
2
−2)(σ)f
)
= −
ˆ
M
δ(µ)L̂µ
(
δ(
d
2
−2)(σ)f
)
.
The last integrand is easily calculated in some scale g ∈ c and gives
δ(µ)
(∇m − (d− 2)ρµ)(δ( d2−2)(σ)f) = δ(µ)δ( d2−2)(σ)(∇m − d−22 ρµ)f .
Here we used that m.n + σρµ (where n := dσ) vanishes along Ξ to order O(σd−1) and
σδ(
d
2
−1)(σ) = −d−22 δ(
d
2
−2)(σ). The above display corresponds to δ(µ)δ(
d
2
−2)(σ)L˜µf so
that
(5.7)
ˆ
M
δ′(µ)δ(
d
2
−2)(σ)f = −
ˆ
M
δ(µ)δ(
d
2
−2)(σ)L˜µf ,
and this completes the proof. 
Corollary 5.6 and its critical extension, Lemma 5.7 are the two basic integrated recur-
sive relations required to handle integrals involving the product of distributions θ(µ)δ(k)(σ).
Adopting a unified notation by introducing the operator family
(5.8) L′µf :=
{
(d+ w − 2) L̂µf , w 6= 1− d2 ,
d−2
2 L˜µ f , w = 1− d2 ,
both cases can be described by a single expression
(5.9)
ˆ
M
θ(µ) δ(k)(σ)f =
1
d− k − 1
ˆ
M
[
θ(µ)δ(k−1)(σ)Lσ + δ(µ)δ(k−2)(σ)L′µ
]
f ,
where k ∈ {1, . . . , d−2} and the second term on the right hand side is absent when k = 1.
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We will later need the following technical Lemma giving the algebra obeyed by L′µ
and σ along Ξ.
Lemma 5.8. Let f be a weight w−1 6= 2−d density, σ be a unit defining density and µ
a minimal unit defining density. Then along Ξ, the operator L′µ obeys
(d+ w − 3)L′µ(σf) Ξ= (d+ w − 2)σL′µf +O(σd−1) .
Moreover, when w = 3− d one has L′µ(σf) Ξ= O(σ).
Proof. The simplest proof is based on a choice of scale g ∈ c where f = [g; f ]. In that
case, for all weights w (including w = 1− d2 and w = 3−d) we have that L′µ(σf) along Ξ
is given by
(d+ w − 2)(∇m + wρµ)(σf) = (d+ w − 2)(σ∇mf +m.nf + wρµσf)
= (d+ w − 2)σ(∇m + (w − 1)ρµ)f +O(σd−1) .
In the above, we used that µ vanishes along Ξ, as well as the minimal condition (3.12).
It is not difficult to assemble the quoted results from this display. 
For the particular case of the volume anomaly in three dimensions (see Section 8.1),
we shall also need the action of the operator L′ on the log of a true scale τ . Hence in
that case we extend Definition 5.8 to read
(5.10) L′µ log τ := (d− 2)L̂µ log τ = Lµ log τ .
We now proceed to develop the analogous machinery needed for handling densities
integrated against the product distribution δ(µ)δ(k)(σ). Performing the δ(µ) integration
these give integrals along the hypersurface Ξ. Therefore, to deal with the operators that
appear in this case, we rely on the notion of tangentiality developed in Section 2.4, see
in particular Definition 2.1.
Definition 5.9. Let σ be a unit defining density and µ a minimal unit defining density.
The tangential Laplace–Robin operator for the hypersurface Ξ = Z(µ) is defined as
follows:
In the case where f is a weight w 6= 1− d2 , 2− d2 density,
LTσ : Γ(EM [w])→ Γ(EM [w − 1])
according to
(5.11) LTσf :=
[
d+ 2w − 3
d+ 2w − 2 Lσ − w
(
L̂µ〈σ,µ〉
)
+
σL2µ
(d+ 2w − 4)(d+ 2w − 2)
]
f .
When the density f has bulk Yamabe weight w = 1− d2 , we define the map
LTσ : Γ(EM [1− d2 ])→ ΓΞ(EM [−d2 ])
by (see Display (2.17) and Equation (2.19))
(5.12) LTσf :=
[
Lσ +
d−2
2
(
L̂µ〈σ,µ〉
)
+ σL̂µL˜µ − L˜σ
]
f .
For f of weight w = 2− d2 we define
LTσ : Γ(EM [2− d2 ])→ ΓΞ(EM [1− d2 ])
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by
(5.13) LTσf :=
[
L̂σ +
d−4
2
(
L̂µ〈σ,µ〉
)
+ σL˜µL̂µ
]
f .
Remark 5.10. Note that although the codomain of the map LTσ depends on whether
acting at a critical weight or not, we are mostly interested in computing of LTσf
∣∣
Ξ
.
The tangential Laplace–Robin operator can also be defined acting on log densities:
Definition 5.11. Let σ and µ be unit defining and minimal unit defining densities
respectively, and let τ be an arbitrary true scale. Then, if d 6= 4, we define the tangential
Laplace–Robin operator acting on log densities
LTσ : Γ(FM [1])→ Γ(EM [−1])
by
LTσ log τ := (d− 3) L̂σ log τ − (L̂µ〈σ,µ〉) + σL̂2µ log τ .
In the case when d = 4, the tangential Laplace–Robin operator operator acting on log
densities
LTσ : Γ(FM [1])→ ΓΞ(EM [−1])
is defined as
LTσ log τ := L̂σ log τ − (L̂µ〈σ,µ〉) + σL˜µL̂µ log τ .
Remark 5.12. Observe that, just as in the case of Definition 5.9 for the tangential
Laplace–Robin operator acting on standard densities, the codomain of the map LTσ acting
on log τ is forced to be differently defined in dimension four, since in this case L̂µ log τ
has critical Yamabe weight w = 1− d2 = −1 (see Remark 5.10).
The key property of the Laplace–Robin operator LTσ is that it is tangential along Ξ in
the sense of Definition 2.1 and the obvious variant for codomains ΓΞ(EM [w]) :
Lemma 5.13. Let σ be a unit defining density and µ a minimal unit defining density.
Then the operators LTσ of Definitions 5.9 and 5.11 are tangential along Ξ.
Proof. Tangentiality of the operator LTσ acting at weights w 6= 1− d2 and 2− d2 is proved
in [GW16b, Proposition 4.7] (see also [GLW15]). Hence only the two critical weights
remain. For the case w = 1− d2 , consider f ′ to be an arbitrary weight w = −d2 density.
Then, the non-vanishing contributions to LTσ(µf ′) along Ξ are given by
LTσ(µf
′)
∣∣
Ξ
=
(
Lσ − L˜σ + σL̂µL˜µ
)
(µf ′)
∣∣
Ξ
.
We need to show that the quantity in the above display in fact vanishes. For that,
picking g ∈ c, a direct calculation using the various definitions of the Laplace–Robin
operator and its decorated extensions introduced in Sections 2.4 and 2.5, yields
Lσ(µf
′)
∣∣
Ξ
= [g;−σf ′∆µ− 2σ∇mf ′] ,
−L˜σ(µf ′)
∣∣
Ξ
= [g; ρµσf
′] ,
σL̂µL˜µ(µf
′)
∣∣
Ξ
= [g; 2σ∇mf ′ − (d+ 1)ρµσf ′] ,
with m := dµ, and where we have used Equation (2.2) to express m2 = 1−2ρµµ+O(µd).
Adding the three pieces above (remembering that ∆µ|Ξ = −dρµ) we obtain LTσ(µf ′)
∣∣
Ξ
=
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0, as required from Definition 2.1. A completely analogous computation, now using a
density f ′ of weight w = 1 − d2 , proves tangentiality of LTσ at weight w = 2 − d2 . The
proof of tangentiality in the log-density case follows from the previous cases specialized
to weight w = 0, because if 0 < f ∈ C∞M and f |Σ = 1 we may write f = eµω where
ω ∈ Γ(EM [−1]) and use log(fτ ) = log τ +µω. This reduces the required computations
to the previous cases. 
Because the operator LTσ is tangential, we may define an analog of the Laplace–Robin
operator along the hypersurface Ξ by the following holographic formula:
L Ξσ : Γ(EΞ[w])→ Γ(EΞ[w − 1])
with
(5.14) L Ξσ fΞ = L
T
σf
∣∣
Ξ
,
where fΞ ∈ Γ(EΞ[w]) and f ∈ Γ(EM [w]) is any extension of fΞ to M . The operator L Ξσ
underlies an sl(2) algebra analogous to that constructed for the Laplace–Robin operator
in Section 2.4. The key relation for this is given below:
Lemma 5.14. Let fΞ ∈ Γ(EΞ[w]). Then
L Ξσ (σΞfΞ)− σΞL Ξσ fΞ = (d+ 2w − 1)fΞ +O(σd−1Ξ ) ,
where σΞ is the restriction of σ to Ξ.
Proof. There many ways to prove this result, an expedient method is to first establish
the result along the interior of Ξ because this allows us to calculate using the scale
determined by the singular metric go for which (away from Σ) σ = [go; 1]. In particular,
in this scale, when w 6= 1− d2 , 2− d2 , using Equation (5.11) we find
LTσf
Ξ
= (d+ 2w − 3)(− wd Jgo)f − d+2w−3d+2w−2(∆ + wJgo)f − wf∇m(ρµ − µdJgo)
+
(∇m + (w − 1)ρµ)(∇m + wρµ − µd+2w−2(∆ + wJgo))f
= −(∆−∇2m + (2w − 1)HgoΞ ∇m)f + (w(w − 1)(HgoΞ )2 − 2w(d+w−2)d Jgo)f .
Here we used that in this scale n = ∇σ = ∇ 1 = 0 and ρσ = ρ1 = −1dJg
o
. We also used
that ρµ|Ξ = −Hg
o
Ξ . The second equality of the above display shows that the singularities
at weights 1 − d2 , 2 − d2 of LTσ as defined by Equation (5.11) are removable. Indeed, it
is straightforward to use Equations (5.12) and (5.13) to establish that LTσf along Ξ is
as stated above for these critical weights. In the go scale, the above display also gives
the result for σLTσf along Ξ. Moreover, to compute LTσ(σf) we only need write out the
above display replacing w by w+1 because σf ∈ Γ(EM [w+1]). Hence for the difference
of these we find
σLTσf − LTσ(σf) Ξ=
2Jg
o
d
(d+ 2w − 1)f + 2HgoΞ (∇mˆ − wHg
o
Ξ )f .
In the interior −2dJg
o
= Sσ and −Hg
o
Ξ = 〈σ,µ〉. The former of these equals 1 +O(σd)
while along Ξ, the latter is O(σd−1
Ξ
). This establishes the quoted result on the interior
of Ξ. Since both the left and right hand sides of this result are smoothly defined along Ξ,
the above interior computation suffices to establish their equality along all of Ξ.

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The tangential Laplace–Robin operator LTσ introduced in Definition 5.9 is built from
formally self adjoint Laplace–Robin operators; see Equation (2.26). When integrating
over manifolds without boundary (or integrands with no support there), we encounter
the formal adjoint (LTσ)† of the tangential operator LTσ. This is easily computed using
formal self-adjointness of the L–operator:
(5.15) (LTσ)
†f =
[
d+ 2w + 1
d+ 2w
Lσ + (d+w− 1)
(
L̂µ〈σ,µ〉
)
+
L2µ ◦ σ
(d+ 2w + 2)(d+ 2w)
]
f ,
when f is a density of weight w 6= −1− d2 ,−d2 .
Remarkably, the product δ(µ)δ(k)(σ) can be expressed in terms of the formal adjoint
given in (5.15) acting on a product of delta functions with one fewer derivatives. This
result, given in the lemma below, may also be viewed as an generalization of the key
recursive relation (5.4) to products of distributions.
Proposition 5.15. Let σ be a unit defining density and µ a minimal unit defining
density. If d2 ,
d
2 − 1 6= k ∈ {1, . . . , d− 3}, then
δ(µ)δ(k)(σ) =
1
d− k − 2
(
LTσ
)†(
δ(µ)δ(k−1)(σ)
)
.
Proof. We proceed along similar lines to the proof of Proposition 5.5. First we use
the generalized Leibniz rule (2.13), Lemma 5.3 and Equation (5.5), avoiding special
dimensions and values of k, to compute
(5.16) Lσ
(
δ(µ)δ(k−1)(σ)
)
= (d− k − 3)δ(µ)δ(k)(σ)
+ (d− 4)〈σ,µ〉δ′(µ)δ(k−1)(σ) + (k − 1)δ′′(µ)δ(k−2)(σ) .
The above display in fact holds in all dimensions and for k ∈ {2, . . . , d − 3}. When
k = 1, the last term is absent. Equation (5.6) gives Lµ
(
δ(µ)δ(k−1)(σ)
)
= (d − 2k −
2)δ′(µ)δ(k−1)(σ), so it remains to employ our Leibniz identities to calculate (when k 6= 1)
L2µ
(
δ(µ)δ(k−2)(σ)
)
= (d− 2k)Lµ
(
δ′(µ)δ(k−2)(σ)
)
= (d− 2k)[δ(µ)δ(k)(σ) + (d− 2k)〈σ,µ〉δ′(µ)δ(k−1)(σ)
+ (d− 2k − 1)δ′′(µ)δ(k−2)(σ)] ,
where again the last term is absent when k = 1. In the above we used the identity
µ〈δ′(µ), δ(k−2)(σ)〉= −2〈σ,µ〉δ′(µ)δ(k−1)(σ)− 2d−2kδ(µ)δ(k)(σ)− 3(k−1)d−6 δ′′(µ)δ(k−2)(σ) ,
which can be derived from Equation (2.14). However once again, the display before last
in fact holds for k ∈ {2, . . . , d− 3}.
Simple algebra now gives
δ(µ)δ(k)(σ) =
1
d− 2k − 2
([d− 2k − 1
d− k − 2 Lσ − 〈σ,µ〉Lµ
](
δ(µ)δ(k−1)(σ)
)
− k − 1
(d− k − 2)(d− 2k)L
2
µ
(
δ(µ)δ(k−2)(σ)
))
.
Here, using that Lµ
(〈σ,µ〉δ(µ)δ(k−1)(σ)) = 0 together with the Leibniz rule (2.13) (for
which one needs to use that µ〈〈σ,µ〉, δ(µ)δ(k−1)(σ)〉 = −(L̂µ〈σ,µ〉) δ(µ)δ(k−1)(σ)), we
can then rewrite the second term in the above expression as
〈σ,µ〉Lµ
(
δ(µ)δ(k−1)(σ)
)
= −(d− 2k − 2)(L̂µ〈σ,µ〉)δ(µ)δ(k−1)(σ) ,
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while (for k 6= 1) the third term can be combined with the first two by means of
σδ(k−1)(σ) = −(k − 1)δ(k−2)(σ), producing
δ(µ)δ(k)(σ) =
1
d− k − 2
[
d− 2k − 1
d− 2k − 2 Lσ + (d− k − 2)
(
L̂µ〈σ,µ〉
)
+
L2µ ◦ σ
(d− 2k)(d− 2k − 2)
](
δ(µ)δ(k−1)(σ)
)
.
Expressing the factors within the square bracket in terms of the weight w = −k− 1, one
identifies the formal adjoint operator (5.15), and thus completes the proof.

Remark 5.16. Proposition 5.15 may also be read as saying
1
d− k − 2
(
LTσ
)† (
δ(µ)δ(k−1)(σ)
)
=
1
d− k − 1 δ(µ) Lσδ
(k−1)(σ) .
Notice that the right hand side integrated against a density-valued test function f is
independent of the extension of f off of the zero locus of µ. This explains why the
formal adjoint of a tangential operator must appear on the left hand side. Moreover, the
above display suggests an obvious extension to higher codimension problems where the
anchoring submanifold is the zero locus of a set of defining densities {µ1, . . . ,µ`} and
one deals with products of delta distributions δ(µ1) · · · δ(µ`).
We now develop the integrated analog of Proposition 5.15 and extend this to include
critical weights.
Proposition 5.17. Let σ be a unit defining density and µ a minimal unit defining
density. Then if f is a weight w = k + 2− d density with k ∈ {1, . . . , d− 3} and d > 4,
(5.17)
ˆ
M
δ(µ)δ(k)(σ)f =
1
d− k − 2
ˆ
M
δ(µ)δ(k−1)(σ) LTσ f .
Proof. The proof for non-critical weights w 6= 1− d2 , 2− d2 follows directly from Proposi-
tion 5.15. For critical weights, first observe that by virtue of Equation (5.4) and formal
self-adjointness of Lσ we have
(5.18)
ˆ
M
δ(µ)δ(k)(σ)f =
1
d− k − 1
ˆ
M
δ(k−1)(σ)Lσ
(
δ(µ)f
)
.
We now break the computation of Lσ
(
δ(µ)f
)
into the two cases of interest.
Case (i) w = 1− d2 and thus k = d2 − 1: We begin by computing Lσ
(
δ(µ)f
)
using the
method of proof of Lemma 5.7. We pick a scale g ∈ c and find
(5.19) − 2f(∇n − ρσ)δ(µ)− 2δ(µ)(∇n + [1− d2 ]ρσ)f − σ(∆g − d2J)
(
δ(µ)f
)
= −2f(m.n+ µρσ + σρµ)δ′(µ)− 2δ(µ)(∇n + [1− d2 ]ρσ)f − σ(m2 + 2µρµ)δ′′(µ)f
− 2σδ′(µ)(∇m + [1− d2 ]ρµ)f − σδ(µ)(∆g + [1− d2 ]J)f .
Thus, using that σ and µ are unit and minimal unit defining densities respectively, we
have
Lσ
(
δ(µ)f
)
= δ(µ)(Lσ − 2L˜σ)f − 2δ′(µ)
(
σ L˜µ + 〈σ,µ〉
)
f − σδ′′(µ)f .
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Using the identities σδ(
d
2
−2)(σ) = −12(d − 4) δ(
d
2
−3)(σ) and Lσf = −σf , we so far
have
ˆ
M
δ(µ)δ(
d
2
−1)(σ)f =
2
d
ˆ
M
(
− 2δ( d2−2)(σ)[δ(µ)L˜σ + δ′(µ)〈σ,µ〉]f
+
1
2
(d− 4)δ( d2−3)(σ)
[
δ(µ)+ 2δ′(µ)L˜µ + δ′′(µ)
]
f
)
.
We can handle the terms involving δ(
d
2
−2)(σ)δ′(µ) and δ(
d
2
−3)(σ)δ′(µ) in the above ex-
pression using Equations (5.7) and (5.6), respectively; remembering that 〈σ,µ〉|Ξ =
O(σd−1) and that Lµ is formally self-adjoint, we thus have
ˆ
M
δ(µ)δ(
d
2
−1)(σ)f =
2
d
ˆ
M
(
− 2δ( d2−2)(σ)δ(µ)
[
L˜σ −
(
L̂µ〈σ,µ〉
)]
f
+
1
2
(d− 4)δ( d2−3)(σ)
[
δ(µ)
(
− 2L̂µ L˜µ
)
+ δ′′(µ)
]
f
)
.
To handle the last term above, we recall that Lµδ′(µ) = (d− 3)δ′′(µ) and so perform a
computation similar to that of Display (5.19) to obtain
Lµ
(
δ(
d
2
−3)(σ)f
)
= δ(
d
2
−3)(σ)
(
Lµ − (d− 4)L˜µ
)
f
− δ( d2−2)(σ)(2µL˜σ + (d− 4)〈σ,µ〉)f − µδ( d2−1)(σ)f .
Using Equations (5.4), (5.7) and (5.6) again, as well as µδ′(µ) = −δ(µ) and δ(µ)L̂µLµf =
−δ(µ)f , gives
ˆ
M
δ(
d
2
−3)(σ)δ′′(µ)f =
1
d− 3
ˆ
M
δ(µ)
(
δ(
d
2
−3)(σ)
(
+ (d− 4)L̂µL˜µ
)
f
+ δ(
d
2
−2)(σ)
(
2L˜σf + (d− 4)f L̂µ〈σ,µ〉
)
+ δ(
d
2
−1)(σ)f
)
.
Collating the above calculations yields
ˆ
M
δ(µ)δ(
d
2
−1)(σ)f =
1
d− 2
ˆ
M
δ(µ)
(
δ(
d
2
−2)(σ)
[
− 2L˜σ + (d− 2)
(
L̂µ〈σ,µ〉
)]
− (d− 4)δ( d2−3)(σ) [L̂µL˜µ −])f .
Here, using the identity δ(
d
2
−3)(σ) = − 2d−4σδ(
d
2
−2)(σ) and the fact that acting on a
critical density Lσf = −σf , we can rewrite the previous display asˆ
M
δ(µ)δ(
d
2
−1)(σ)f =
2
d− 2
ˆ
M
δ(µ)δ(
d
2
−2)(σ)
[
Lσ +
d−2
2
(
L̂µ〈σ,µ〉
)
+
(
σL̂µL˜µ−L˜σ
)]
f .
Then the quoted result follows by virtue of Equation (5.12) in Definition 5.9.
Case (ii) w = 2− d2 and k = d2 : Note that this case only pertains to d > 4. We begin
by first noting that
Lσ
(
δ(µ)f
)
= −σ(δ(µ)f) .
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Now the proof again proceeds along the lines of Lemma 5.7. Choosing a scale g ∈ c we
compute 
(
δ(µ)f
)
and find (using δ(µ) = −µδ′(µ))(
∆+[1− d2 ]J
)(
δ(µ)f
)
=
(
m2δ′′(µ)+∇.mδ′(µ))f +2δ′(µ)∇mf +δ(µ)(∆+[1− d2 ]J)f .
= δ′′(µ)(m2 + 2ρµµ)f + δ′(µ)
[
2(∇m + [2− d2 ]ρµ)f − µ(∆ + [2− d2 ]J)f
]
.
Thus, using the unit conformal property of µ and Equation (5.4), it follows that
Lσ
(
δ(µ)f
)
= −σδ′′(µ)f − 2σδ′(µ)L̂µf = − σ
d− 2
( 1
d− 3 fLµ + 2(L̂µf)
)
Lµδ(µ) .
In turn via formal self-adjointness of Lµ and the identity σδ(
d
2
−1)(σ) = −12(d−2)δ(
d
2
−2)(σ),
it follows from Equation (5.18) that
(5.20)ˆ
M
δ(µ)δ(
d
2
)(σ)f =
1
d− 2
ˆ
M
δ(µ)
( 1
d− 3L
2
µ
(
δ(
d
2
−2)(σ)f
)
+ 2Lµ
(
δ(
d
2
−2)(σ)L̂µf
))
.
Care is now needed because the delta distribution δ(
d
2
−2)(σ) has Yamabe weight 1− d2 .
A simple computation in a choice of scale shows that because the defining density µ is
minimal unit, we have
(5.21) δ(µ)δΞRδ
(k)(σ) = 0 ,
for any positive integer k 6 d − 3. Here δΞR is the Robin operator defined in Equa-
tion (2.7). In particular this implies that δ(µ)L˜µδ(
d
2
−2)(σ) = 0. Then using this fact in
Equation (2.22) applied to the last term in Equation (5.20) we have
L̂µ
(
δ(
d
2
−2)(σ)L̂µf
)
=
(
L˜µδ
( d
2
−2)(σ)− 12µδ(
d
2
−2)(σ)
)
L̂µf
+ δ(
d
2
−2)(σ)
(
L˜µL̂µf − 12µL̂µf
)
+ µ 〈−δ( d2−2)(σ), L̂µf 〉− ,
so
δ(µ)Lµ
(
δ(
d
2
−2)(σ)L̂µf
)
= −(d− 2)δ(µ)δ( d2−2)(σ)L˜µL̂µf .
This handles the last term in Equation (5.20) so we now have
ˆ
M
δ(µ)δ(
d
2
)(σ)f =
1
d− 2
ˆ
M
δ(µ)
( 1
d− 3L
2
µ
(
δ(
d
2
−2)(σ)f
)−2(d−2)δ( d2−2)(σ)L˜µL̂µf) .
To treat the first term on the right hand side of the above display, we first note that
L2µ
(
δ(
d
2
−2)(σ)f
)
= (d− 2)(d− 4)L̂2µ
(
δ(
d
2
−2)(σ)f
)
, so
(5.22) δ(µ)L2µ
(
δ(
d
2
−2)(σ)f
)
= (d− 2)(d− 4)δ(µ)δΞR L̂µ
(
δ(
d
2
−2)(σ)f
)
.
Note that because the Robin operator δΞR is first order, it obeys the standard Leibniz
rule. Then we use Equation (2.21) to compute
L̂µ
(
δ(
d
2
−2)(σ)f
)
=
((
L˜µ− 1d−4Lµ
)
δ(
d
2
−2)(σ)
)
f+δ(
d
2
−2)(σ)L̂µf+
2µ
d− 4 〈−δ
( d
2
−2)(σ),f〉
=
1
d− 4µδ
( d
2
)(σ)f + δ(
d
2
−2)(σ)L̂µf + δ(
d
2
−1)(σ)
[ 2µ
d− 4 L̂σf + 〈σ,µ〉f
]
.
The terms in square brackets in the last line above come from the first and last terms on
the right hand side of the previous line. This requires a computation in a choice of scale
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of the type performed above, relying on Equation (2.20). The remaining terms on last
line above used Lµδ(
d
2
−2)(σ) = −µδ( d2−2)(σ) and that σ is unit defining so
 δ( d2−2)(σ) = δ( d2 )(σ) .
Now using Equations (5.22) and (5.21), and δ(µ)δΞRµ = δ(µ) it follows that
δ(µ)L2µ
(
δ(
d
2
−2)(σ)f
)
= (d− 2)δ(µ)δ( d2 )(σ)f + (d− 2)(d− 4)δ(µ)δ( d2−2)(σ)L˜µL̂µf
+ (d− 2)δ(µ)δ( d2−1)(σ)
[
2L̂σf + (d− 4)f L̂µ〈σ,µ〉
]
.
Orchestrating the above gives
ˆ
M
δ(µ)δ(
d
2
)(σ)f =
ˆ
M
δ(µ)
(
− d− 2
d− 4 δ
( d
2
−2)(σ)L˜µL̂µf
+
1
d− 4δ
( d
2
−1)(σ)
[
2 L̂σf + (d− 4)f L̂µ〈σ,µ〉
])
.
Using the identity δ(
d
2
−2)(σ) = − 2d−2σδ(
d
2
−1)(σ) one recognizes (from Equation (5.13))
the action of the tangential operator on f . The final result then follows. 
We have now established the two main recursive relations needed to compute integrals
of the type (5.1) and in turn the regulated volume and area expansions in Equations (4.3)
and (4.7). The proposition below gives our result for such integrals. Its proof follows
simply by iterating the recursions given in Equations (5.9) and (5.17).
Proposition 5.18. Let σ be a unit defining density and µ a minimal unit defining
density. Then, if f is a weight w 6= 0 density and 1 6 k 6 d− 3, d− 2, respectively, the
following relations holdˆ
M
δ(µ) δ(k)(σ)f =
(d− k − 3)!
(d− 3)!
ˆ
M
δ(µ) δ(σ)(LTσ)
kf ,
ˆ
M
θ(µ) δ(k)(σ)f =
(d− k − 2)!
(d− 2)!
[ ˆ
M
θ(µ)δ(σ) Lkσf
+ (d− 2)
k−2∑
j=0
ˆ
M
δ(µ)δ(σ) (LTσ)
j L′µ L
k−2−j
σ f
]
,
where the second term on the right hand side of the last displayed equality is absent
when k = 1.
6. Holographic Formulæ
6.1. Divergences. We now deduce results in arbitrary dimensions for the volume and
area divergences of the regulated volume Volε and area Areaε defined in Section 4. Recall
that in distributional form their coefficients are given (from Equations (4.4) and (4.8))
by:
vk =
(−1)d−1−k
(d− 1− k)!k
ˆ
M
θ(µ) δ(d−1−k)(σ)
τ k
, ak =
(−1)d−2−k
(d− 2− k)!k
ˆ
M
δ(µ)δ(d−2−k)(σ)
τ k
.
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The following pair of theorems express the above expressions as integrals over Σ˜ and Λ,
with local holographic formulæ for integrands. These follow immediately from Proposi-
tion 5.18 by setting f = τ−k, where the regulator τ is an arbitrary true scale.
Theorem 6.1. The divergences in the regulated volume Volε determined by the sequence
of embeddings Λ ↪→ Σ ↪→ (M, c) and the regulating hypersurface Σε are local integrals
given by
Poles(Volε) =
1∑
k=d−1
(−1)d−k−1
(d− k − 1)!kεk
(k − 1)!
(d− 2)!
[ ˆ
Σ˜
vk+(d− 2)
ˆ
Λ
v′k
]
.
The integrands are given in terms of the unit and minimal unit defining densities σ and µ
for Σ and Ξ, respectively, and the regulator τ , by the holographic formulæ
vk = L
d−1−k
σ τ
−k
∣∣∣
Σ˜
, v′k6d−3 =
d−k−3∑
j=0
(LTσ)
j L′µ L
d−k−3−j
σ τ
−k
∣∣∣
Λ
, v′d−2 = 0 = v
′
d−1 .
Theorem 6.2. The divergences in the regulated area Areaε determined by the sequence
of embeddings Λ ↪→ Σ ↪→ (M, c) and the regulating hypersurface Σε, are the local integrals
Poles(Areaε) =
1∑
k=d−2
(−1)d−k−2
(d− k − 2)!kεk
(k − 1)!
(d− 3)!
ˆ
Λ
ak .
The integrands are given holographically in terms of the unit and minimal unit defining
densities σ and µ for Σ and Ξ, respectively, and the regulator τ , by
ak = (L
T
σ)
d−k−2 τ−k
∣∣∣
Λ
.
Remark 6.3. Note that the results stated in the two previous Theorems hold upon per-
forming delta integrations according to Equation (2.25); the measure factors
√S usually
incurred when integrating along submanifolds, with respect to their induced conformal
structures, are both one because the defining densities σ and µ are conformal unit and
minimal conformal unit, respectively.
6.2. Anomalies. We now study the critical log ε divergences appearing in the regulated
volume and area expansions. In particular, in this section we prove Theorems 1.1 and 1.2.
In arbitrary dimensions, the volume and area anomalies are given, respectively, by the
integrals
V = (−1)
d
(d− 1)!
ˆ
M
θ(µ) δ(d−1)(σ) , A = (−1)
d−1
(d− 2)!
ˆ
M
δ(µ)δ(d−2)(σ) ;
see Section 4. In the volume case, the recursion (5.4) gives
Lσδ
(d−2)(σ) = 0 ,
and so cannot be used to handle δ(d−1)(σ). Instead one must introduce a log density
into the problem (see [GW16a] and [GW19]). This relies on the following proposition.
from [GW19, Proposition 4.4] specialized to assume that σ is a unit defining density and
written in the notation of Section 2.5.
Proposition 6.4. Let f be a weight zero density, where fδ(d−1)(σ) is compactly sup-
ported, and let τ be any true scale, thenˆ
M
fδ(d−1)(σ) = −
ˆ
M
δ(d−2)(σ)
(
fLσ log τ + τ
−1Lσ,τ f
)
.
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Note that the proof of [GW19] was for the case that f is a smooth function, but it is
easily seen to extend to the particular instance where f = θ(µ), because Σ˜ is compact.
Thus the proposition can be applied to recast the V-integral as
(6.1) V = − (−1)
d
(d− 1)!
ˆ
M
δ(d−2)(σ)
(
θ(µ)Lσ log τ + τ
−1Lσ,τ θ(µ)
)
.
The differentiated Dirac delta distribution δ(d−2)(σ) in the first term on the right hand
side above may now handled using Equation (5.9) and Proposition 5.18, while the second
term is discussed below.
As for the area anomaly A, the distributional identity δ(d−2)(σ) = 11−dσδ(d−1)(σ)
implies that
A = (−1)
d
(d− 1)!
ˆ
M
σδ(µ)δ(d−1)(σ) ,
which in turn can be rewritten using Proposition 6.4 for the case where f = σδ(µ), as
(6.2) A = (−1)
d−1
(d− 1)!
ˆ
M
δ(d−2)(σ)
(
σδ(µ)Lσ log τ + τ
−1Lσ,τ
(
σδ(µ)
))
.
Here we have again extended the scope of Proposition 6.4 to the case where f is a weight
zero, distribution-valued density. The proof appliesmutatis mutandis to this case because
Λ = ∂Σ˜ is closed. Again, the first term on the right hand side can be treated using
Proposition 5.18. For the remaining terms involving Lσ,τ operators in Equations (6.1)
and (6.2), we need the following lemma:
Lemma 6.5. Let σ be a weight one density, µ a hypersurface defining density, and τ a
true scale. Then
τ−1Lσ,τ θ(µ) = δ(µ)
(
〈σ,µ〉 − σ
d− 2Lµ log τ
)
,
τ−1Lσ,τ (σδ(µ)) = δ(µ)
(
Sσ − σ
d− 2Lσ log τ
)
+ σδ′(µ)
(
〈σ,µ〉 − σ
d− 2Lµ log τ
)
.
Proof. The first equality can be demonstrated directly from the definition of the opera-
tor Lσ,τ acting on the weight zero density θ(µ). Indeed, (2.23) implies that
τ−1Lσ,τ θ(µ) =
[
g;∇nθ(µ)− στ−1∇kθ(µ)
]
=
[
g; δ(µ)
(
n.m− στ−1m.k)] ,
where we have denoted the triple of one-forms (m,n, k) := (dµ, dσ, dτ) and used the
distributional identity θ′(x) = δ(x). Remembering the distributional identity xδ(x) = 0,
and that 〈σ,µ〉 := [g; 〈σ, µ〉] = [g;σρµ +n.m+µρσ] as well as the definition of L̂µ log τ
in Equation (2.6) and (2.12), we can write the expression above as
τ−1Lσ,τ θ(µ) =
[
g; δ(µ)
(〈σ, µ〉 − σ(∇m log τ + ρµ))] = δ(µ)(〈σ,µ〉 − σL̂µ log τ) ,
as required.
The second equality of the lemma can be obtained via a similar route: From (2.23)
and recalling that the product σδ(µ) has weight zero, it follows that
τ−1Lσ,τ (σδ(µ)) =
[
g;∇n(σδ(µ))− στ−1∇k(σδ(µ))
]
.
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The above can be further developed using our distributional calculus:
∇n(σδ(µ))− στ−1∇k(σδ(µ)) = δ(µ)
(∇nσ − στ−1∇kσ)+ σ(∇nδ(µ)− στ−1∇kδ(µ))
= δ(µ)
(
n2 − σ∇n log τ
)
+ σδ′(µ)
(
n.m− σ∇m log τ
)
= δ(µ)
(Sσ − σρσ − σ(∇n log τ + ρσ))+ σδ′(µ)(〈σ, µ〉 − µρσ − σ(∇m log τ + ρµ)) .
Observe that the second and sixth terms above cancel each other. Next, using the action
of the Laplace–Robin operator on log-densities (2.5), the last expression of the previous
display may be written as
δ(µ)
[
Sσ−σ
(
L̂σ log τ−σ
d
(∆ log τ + J)
)]
+ σδ′(µ)
[
〈σ, µ〉−σ(L̂µ log τ−µ
d
(∆ log τ + J)
)]
.
Once again, thanks to the identity xδ′(x) = −δ(x), the terms with coefficient 1/d cancel,
so we obtain
τ−1Lσ,τ (σδ(µ)) = δ(µ)
(
Sσ − σL̂σ log τ
)
+ σδ′(µ)
(
〈σ,µ〉 − σL̂µ log τ
)
,
again as required. 
We are now ready to complete the proofs of our first two main results.
Proof of Theorems 1.1 and 1.2. We begin with the volume anomaly. By virtue of Lemma
6.5, the volume anomaly integral (6.1) may be written as
V = (−1)
d−1
(d− 1)!
ˆ
M
δ(d−2)(σ)
(
θ(µ)Lσ log τ + δ(µ)〈σ,µ〉 − σ
d− 2δ(µ)Lµ log τ
)
.
Here the second term under the integral vanishes due to the minimal surface condition
(as formulated in Equation (3.10)) while the last one can be rewritten by means of the
identity σδ(d−2)(σ) = −(d− 2)δ(d−3)(σ); this gives
(6.3) V = (−1)
d−1
(d− 1)!
ˆ
M
(
θ(µ)δ(d−2)(σ)Lσ + δ(µ)δ(d−3)(σ)Lµ
)
log τ .
Likewise, Lemma 6.5 applied to the surface anomaly integral (6.2) yields
A = (−1)
d−1
(d− 1)!
ˆ
M
δ(d−2)(σ)
[
σδ(µ)Lσ log τ + σδ
′(µ)
(
〈σ,µ〉− σ
d− 2Lµ log τ
)
+δ(µ)
(
1− σ
d− 2Lσ log τ
)]
,
where we used that Sσ = 1 +O(σd). Applying the same set of distributional identities
as used earlier, the integral above can be re-expressed as
A = (−1)
d
(d− 1)!
ˆ
M
[
(d− 3)δ(µ)δ(d−3)(σ)Lσ log τ + (d− 2)δ′(µ)δ(d−3)(σ)〈σ,µ〉
(6.4)
− δ(µ)δ(d−2)(σ) + (d− 3)δ′(µ)δ(d−4)(σ)Lµ log τ
]
.
Observe that the third integrand is proportional to the original anomaly (4.9), subtracting
this from the left hand side yields (1 − 1d−1)A there. The second term on the right can
be handled using (5.6), which implies
δ′(µ)δ(d−3)(σ) = − 1
d− 2Lµ
(
δ(µ)δ(d−3)(σ)
)
.
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When d 6= 4, the very last term can also be treated using (5.6). When d = 4, however, the
density δ(σ) has critical weight and the integrated formula (5.7) is needed. This distinc-
tion between critical (d = 4) and non–critical (d 6= 4) weights fits with that for the tan-
gential Laplace–Robin operator LTσ acting on log–densities as given in Definition 5.11. In-
deed, by using this definition directly in Equation (6.4) and performing computations that
rely on formal self-adjointness of Lµ and the identity σδ(d−3)(σ) = −(d − 3)δ(d−4)(σ),
we obtain
A = (−1)
d−2
(d− 2)!
ˆ
M
δ(µ)δ(d−3)(σ)LTσ log τ .(6.5)
Equation (6.5) is a nice analog of the key Lemma 3.8 of [GW16a].
Applying Proposition 5.18 to Equations (6.3) and (6.5) completes the proof of our
results for the volume and area anomalies. 
The regulated volume and area anomalies V and A do not depend on the choice of
regulator τ , even though their corresponding extrinsic Q and T curvature integrands do.
Remember that the choice of a true scale τ = [g; 1] is equivalent to a choice of metric g
in the conformal class c. (In what follows we sometimes abbreviate our notation for the
dependence of Q and T curvatures and related operators on the underlying data that
determines them, for example writing T gΛ for T τΛ↪→Σ↪→(M,c).) Changing the regulator τ
to a new true scale τˆ = efτ where f ∈ C∞M , the identity log(efτ ) = log τ + f implies
QτˆΣ↪→(M,c) −QτΣ↪→(M,c) = Ld−1σ f
∣∣
Σ
,
T τˆΛ↪→Σ↪→(M,c) − T τΛ↪→Σ↪→(M,c) =
d−3∑
j=0
(LTσ)
j L′µL
d−j−3
σ f
∣∣∣
Λ
,(6.6)
QτˆΛ↪→Σ↪→(M,c) −QτΛ↪→Σ↪→(M,c) = (LTσ)d−2f
∣∣
Λ
.
The above formulæ encode how extrinsic (and submanifold) Q and T curvatures trans-
form when moving to a conformally related metric e−2fg. Necessarily the sum of the
integral over Σ˜ of the right hand side of the first equation displayed above plus (d − 2)
times the integral over Λ = ∂Σ˜ of the right hand side of the second equation must vanish
because V does not depend on f . Similarly, the integral of the right hand side of the
third equation over Λ vanishes because A is also independent of f . The three operators
acting on f above are conformally invariant and canonically determined by the structure
Λ ↪→ Σ ↪→ (M, c), and are therefore of independent interest. They are the subject of the
following section.
7. Extrinsic Conformal Laplacian Powers and Associated Boundary
Operators
Theorems 1.1 and 1.2 suggest that, given the data of a minimal defining density σ and
unit minimal defining density µ determined by the sequence of embeddings Λ ↪→ Σ ↪→
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(M, c), we define the following operators
P(k)Σ↪→(M,c) := Lkσ : Γ
(EM[k−d+12 ])→ Γ(EM[−k−d+12 ]) , k ∈ {1, . . . , d− 1} ,
UΛ↪→Σ↪→(M,c) :=
d−3∑
j=0
(LTσ)
j L′µL
d−j−3
σ : Γ(EM [0])→ Γ(EM [2− d]) ,
P(k)Λ↪→Σ↪→(M,c) :=
(
LTσ
)k
: Γ
(EM[k−d+22 ])→ Γ(EM[−k−d+22 ]) , k ∈ {1, . . . , d− 2} .
The first important property of these operators are that they are tangential (see Def-
inition 2.1 and the text that follows there). This means that they give holographic
formulæ for operators along Σ or Λ. These tangentiality properties are stated in the
next proposition.
Proposition 7.1. The operator P(k)Σ↪→(M,c) is tangential along Σ = Z(σ), the opera-
tor UΛ↪→Σ↪→(M,c) is tangential with respect to Σ along Λ = Z(σ,µ), and the opera-
tor P(k)Λ↪→Σ↪→(M,c) is tangential along Λ = Z(σ,µ).
Proof. Tangentiality of the operator P(k)Σ↪→(M,c) is a special case of a result proved in
[GW14, Theorem 4.1] using the sl(2) algebra in Equation (2.9) and its enveloping algebra
identities (2.10). The result there pertains to general tractor bundles and so applies to
conformal densities. The quantity I2 in that article is the S-curvature, which equals
one to order O(σd) in the present context because σ is a unit defining density (see
Equation (2.4)). It is not difficult to verify (again using the sl(2) algebra) that the
S-curvature can be replaced by unity without destroying tangentiality so long as the
power k of the Laplace–Robin operator is in {1, . . . , d− 1}.
Tangentiality of the operator P(k)Λ↪→Σ↪→(M,c) along Λ follows from a similar argument to
that for P(k)Σ↪→(M,c). The codimension two submanifold Λ is the intersection of Ξ and Σ
so it suffices to check tangentiality to each of these hypersurfaces along Λ separately.
Tangentiality to Ξ is guaranteed because already the operator LTσ is tangential to Ξ.
Then Lemma 5.14 provides the analog of the sl(2) algebra used in the previous argument.
Only the proof of tangentiality of the operator UΛ↪→Σ↪→(M,c) to Σ along Λ remains.
For that we need to show that
d−3∑
j=0
(LTσ)
j L′µL
d−j−3
σ (σf)
vanishes along Λ for any smooth weight −1 density f . We first use the sl(2) algebra
identities (2.10) to show
Ld−j−3σ (σf) = σL
d−j−3
σ f + (d− j − 3)(j + 2)Ld−j−4σ f +O(σj+4) .
The term O(σj+4) appears because Sσ = 1 + O(σd). Now, along Ξ when j 6= 0,
Lemma 5.8 gives
L′µ(σL
d−j−3
σ f)
Ξ
=
j + 1
j
σL′µL
d−j−3
σ f +O(σd−1) .
When j = 0, Lemma 5.8 says L′µ(σL
d−3
σ f)
Ξ
= O(σ), so this term in the sum does not
contribute along Λ.
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To compute (LTσ)j(σL′µL
d−j−3
σ f) along Ξ for j > 1, we note that along Ξ the oper-
ator LTσ equals L Ξσ (see Equation (5.14)), which obeys Lemma 5.14. Thus, using again
the sl(2) algebra identities (2.10) adjusted to account for the factor d + 2w − 1 (rather
than d+ 2w) appearing in Lemma 5.14, along Λ we have
(LTσ)
j(σL′µL
d−j−3
σ f)
Λ
= −j(d− j − 2)(LTσ)j−1L′µLd−j−3σ f .
Assembling the above three displays gives
d−3∑
j=0
(LTσ)
j L′µL
d−j−4
σ (σf)
Λ
= −
d−3∑
j=1
(j + 1)(d− j − 2)(LTσ)j−1L′µLd−j−3σ f
+
d−4∑
j=0
(d− j − 3)(j + 2)(LTσ)j L′µLd−j−4σ f .
Reindexing one of the summations shows that the right hand side above vanishes as
required. 
As a consequence of this proposition, we can define the following differential operators
holographically:
P
(k)
Σ↪→(M,c) : Γ
(EΣ[k−d+12 ]) → Γ(EΣ[−k−d+12 ]) , k ∈ {1, . . . , d− 1} ,
∈
f 7→
∈
(Lkσfext)
∣∣
Σ
,
UΛ↪→Σ↪→(M,c) : Γ(EΣ[0]) → Γ
(EΣ[2− d])|Λ ,(7.1)
∈
f 7→
( d−3∑
j=0
(
∈
LTσ)
j L′µL
d−j−3
σ fext
)∣∣∣
Λ
,
P
(k)
Λ↪→Σ↪→(M,c) : Γ
(EΛ[k−d+22 ]) → Γ(EΛ[−k−d+22 ]) , k ∈ {1, . . . , d− 2} ,
∈
f 7→
∈(
(LTσ
)k
fext
)∣∣
Λ
.
In the above the subscript “ext” denotes an arbitrary smooth extension to the bulk
manifoldM . The operators P(k)Σ↪→(M,c) are the extrinsically coupled, conformal Laplacian
powers introduced in [GW15] (in that work these operators are also generalized to act
not only on densities but also on general tractors, moreover the integer k can be extended
to include any positive even k). Also here we have defined the operators P(k)Σ↪→(M,c) with
an additional factor of (−1)k as compared to [GW14] in order simplify later expressions.
For the case when the interior conformal class of metrics includes a formal Poincaré–
Einstein metric (in the sense of [FG84, FG07]), it was proved in [GW14] that the operator
P
(k)
Σ↪→(M,c) reduces to the Laplacian powers of [GJMS92]. Those results were summarized
in Theorem 1.3.
The operator PΣ := P
(d−1)
Σ↪→(M,c) is of particular significance because it determines the
conformal transformation property of the QΣ↪→(M,c) curvature. It naturally pairs with
48 Arias, Gover & Waldron
the operator UΛ↪→Σ↪→(M,c) because together they satisfy Theorem 1.4, whose proof we
are now ready to give.
Proof of Theorem 1.4. That UΛ↪→Σ↪→(M,c) is canonically determined by the stated em-
bedding data, follows by uniqueness of the unit and minimal unit defining densities σ
and µ up to higher order terms in σ, which cannot contribute by virtue of the sl(2)
algebra of Equation (2.9) and its analog along Ξ in Lemma 5.14.
As explained at the end of Section 6.2, because the volume anomaly V is independent
of the choice of regulator τ , it follows from Theorem 1.1, upon replacing τ by efτ where
f ∈ C∞M and the identity log(efτ ) = f + log τ , that
ˆ
Σ˜
Ld−1σ f + (d− 2)
ˆ
Λ
d−3∑
j=0
(LTσ)
j L′µL
d−j−3
σ f = 0 .
The integral formula of the theorem now follows directly by using the definition of the
(PΣ↪→(M,c),UΛ↪→Σ↪→(M,c))-pair given in Equation (7.1) (and text directly thereafter).
The first of the leading derivative terms can be deduced from a counting argument
and the divergence theorem which implies thatˆ
Σ˜
∆Σf˜ =
ˆ
Λ
∇mˆf˜ ,
for any smooth function f˜ on Σ˜ where mˆ is the outward unit normal to Λ. Since
the smooth function f is arbitrary and PΣ↪→(M,c) has leading derivative term
(
(d −
2)!!
)2(
∆Σ
) d−1
2 , this implies that the operator UΛ↪→Σ↪→(M,c) has the leading derivative
term stated modulo terms that are total derivatives. To establish that the latter are of
lower transverse order, it suffices to write out the holographic formula for UΛ↪→Σ↪→(M,c)
in a flat limit. More precisely for M = Rd with its standard conformally flat structure,
take Σ to be a hyperplane. Moreover, since we are considering the leading derivative
terms, we take Λ to be a hyperplane in Σ. It is then easy to verify that the minimal
surface Ξ is the hyperplane in M intersecting Σ along Λ at right angles. We leave it to
the reader to compute UΛ↪→Σ in this setting and complete the proof.

Remark 7.2. Observe that the operator UΛ↪→Σ↪→(M,c) is order d − 2 in derivatives ∇mˆ
normal to Λ. Choosing (M, go) to be Poincaré–Einstein, Theorem 1.4 solves holograph-
ically the problem of finding a canonical, conformally invariant operator of this order
acting on functions, determined by the embedding Λ ↪→ (Σ, cΣ) when dim(Σ) is even.
We can also now give the proof of Theorem 1.5.
Proof of Theorem 1.5. A somewhat tedious direct computation in a choice of scale shows
that along Ξ, the operator LTσ differs only by terms involving multiplication by extrinsic
curvatures from the Laplace–Robin operator intrinsic to Ξ depending on the defining
density σ|Ξ. (Alternatively, this result is an immediate consequence of the fact that
the Laplace–Robin operator can be constructed from the Thomas D-operator of [Tho26,
BEG94] as well as the results for the Thomas D-operator along hypersurfaces given
in [GW16b, Section 4.2].) Canonical determinedness of P(k)Λ↪→Σ↪→(M,c) and its leading
derivative behavior can then be proved following mutatis mutandis the proof method
of Theorem 1.3. The displayed integral formula follows via the reasoning given below
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Equation (6.6). (This logic is also the same as that used to prove the analogous statement
with boundary in Theorem (1.4).) 
8. Examples
We now give the proofs of Theorems 1.6 and 1.7, which give examples of our results
when the bulk M is a three- or four-manifold. The proofs are direct computations of the
holographic formulæ of Theorems 6.1 and 6.2 determining the divergences in the regulated
volume and area expansions, as well as Theorems 1.1 and 1.2 which give the extrinsic
(Q,T )-curvature pair. The critical extrinsic Laplacian powers and the corresponding
conformally invariant boundary operators are directly computed from Definition 7.1. In
general, Q and T curvatures yield integrated conformal invariants so involve a mixture
of terms that are either dependent or independent of the choice of g ∈ c (or equivalently
a true scale τ ). We will use a mixed bolded and unbolded notation to keep track of
these dependencies. We also suppress the full extrinsic embedding data dependence
appearing as subscripts on curvatures and operators. We organize these calculations by
dimensionality and start with dimension three where we encounter at most two powers
of the Laplace–Robin L· operator. We will conclude by computing four-dimensional
quantities that involve the action of no more than three L· operators.
8.1. Three bulk dimensions.
8.1.1. Divergences. In this case dim(Λ) = 1. The non-critical divergences in the regu-
lated volume expansion (4.3) are determined by Theorem 6.1. These are given by
Poles(Volε) =
1
2ε2
( ˆ
Σ˜
v2 +
ˆ
Λ
v′2
)
− 1
ε
( ˆ
Σ˜
v1 +
ˆ
Λ
v′1
)
.
Here, the two integrals along Λ vanish because v′2 = 0 = v′1. Next, computing in the
scale τ = [g; 1] we find
v2 = 1 , v1 = Lστ
−1
∣∣∣
Σ˜
= −HΣ .
Thus
Poles(Volε) =
1
2ε2
ˆ
Σ˜
dVgΣ +
1
ε
ˆ
Σ˜
dVgΣH
g
Σ .
For the divergences in the regulated area expansion (4.7), Theorem 6.2 gives
Poles(Areaε) =
1
ε
ˆ
Λ
dVgΛ ,
where gΛ is the metric induced along Λ by g.
8.1.2. (QgΣ,T
g
Λ) pair. The corresponding extrinsically coupled Q-curvature along Σ in-
volves two powers of the Laplace–Robin operator and was calculated in [GW16a] and is
given by
QgΣ = J
gΣ − 1
2
KΣ ,
where KΣ denotes the rigidity density of a conformally embedded hypersurface Σ which
is defined (in any dimension d > 3) by
KΣ := I˚I
Σ
abI˚I
ab
Σ ∈ Γ(EΣ[−2]) .
From Theorem 1.1 and using Equations (5.10,2.6), the transgression is
TΛ = L
′
µ log τ
∣∣
Λ
= Lµ log τ
∣∣
Λ
g
= ρµ
∣∣
Λ
= −HΞ
∣∣
Λ
.
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In the above, g is the metric determined by τ . The Chern–Gauß–Bonnet theorem states
that the Euler characteristic χ
Σ˜
of a surface Σ˜ is given by
2piχ
Σ˜
=
ˆ
Σ˜
JgΣ +
ˆ
∂Σ˜
(−H
∂Σ˜↪→Σ˜
)
,
where the mean curvature H
∂Σ˜↪→Σ˜ is given by the divergence of any extension of the
inward unit conormal to ∂Σ˜ (this quantity is minus the geodesic curvature of ∂Σ˜). Thus,
using that Lemmas 3.8 and 3.10 give thatHΛ↪→Σ = HΞ|Λ (note that the defining density µ
is positive on the interior of Ξ so that dµ is the inward conormal), Theorem 1.1 then
yields the volume anomaly
(8.1) V = piχ
Σ˜
− 1
4
ˆ
Σ˜
I˚IΣabI˚I
ab
Σ .
This establishes the regulated volume expansion and (Q,T ) curvatures of Theorem 1.6
when d = 3.
8.1.3. (PΣ,UΛ) pair. The extrinsic conformal Laplacian PΣ was computed in [GW16b]
and equals the Laplacian intrinsic to Σ,
PΣ = ∆Σ .
We have written the Laplace operator in bold because, for surfaces, it is conformally
invariant acting on weight zero densities fΣ. When f is any smooth extension of fΣ
to M , the corresponding U operator has holographic formula
UΛfΣ = L
′
µf
∣∣
Λ
.
Using Equation (5.8), and choosing a scale g ∈ c, the above equals ∇mf . Hence we have
UΛ =∇mˆ .
This is manifestly conformally invariant and, because mˆ is the inward pointing unit
normal, the divergence theorem gives
´
Σ˜
PΣf +
´
Λ UΛf = 0 in concordance with Theo-
rem 1.4. This establishes the (PΣ,UΛ) operator pair when d = 3 in Theorem 1.6.
8.1.4. QΛ and PΛ. Our holographic formula for the Q-curvature of Λ in three bulk
dimensions is given by (see Theorem 1.2)
QΛ = L
T
σ log τ
∣∣
Λ
= −L̂µ〈σ,µ〉
∣∣
Λ
= −I˚IΣmˆmˆ|Λ .
In the above we used Definition (5.11) and Lemma (3.7). Hence the area anomaly is
given by
A =
ˆ
Λ
I˚IΣmˆmˆ .
Observe that this vanishes when the embedding of Σ is umbilic, and thus also when
the singular metric go is (asymptotically) Poincaré–Einstein. Moreover, the above inte-
grand is manifestly conformally invariant, and hence it is possible that the corresponding
extrinsic Laplacian power may vanish; indeed this is the case:
PΛ = 0 .
To see this, it is easy to verify using Definition 5.9 that LTσf |Λ = 0 for f ∈ C∞M , and
hence that Theorem 1.5 gives a vanishing result for PΛ.
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8.2. Four bulk dimensions.
8.2.1. Divergences. Theorem 6.1 indicates that the divergences in the regulated volume
expansion are
Poles(Volε) =
1
3ε3
ˆ
Σ˜
v3 − 1
4ε2
ˆ
Σ˜
v2 +
1
4ε
( ˆ
Σ˜
v1 + 2
ˆ
Λ
v′1
)
,
where v′3 = 0 = v′2. In the τ scale, the expansion coefficients are
v3 = 1 , v2 = Lστ
−2
∣∣∣
Σ˜
= −4HgΣ , v1 = L2στ−1
∣∣∣
Σ˜
= −2JgΣ .
(These have been calculated in [GW16a].) The boundary contribution is computed as
follows:
v′1 = L
′
µτ
−1∣∣
Λ
= L˜µ τ
−1∣∣
Λ
= −ρµ
∣∣
Λ
= HgΣΛ↪→Σ ,
where we have made use of Definitions 5.8 and 2.18 as well as the identity HΛ↪→Σ = HΞ|Λ
(which in turn follows from Lemmas 3.8 and 3.10) to compute the action of the critical
operator L′µ on the bulk Yamabe weight −1 density τ−1. Altogether this gives
Poles(Volε) =
1
3ε3
ˆ
Σ˜
dV gΣ +
1
ε2
ˆ
Σ˜
dV gΣHgΣ −
1
2ε
ˆ
Σ˜
dV gΣJgΣ +
1
2ε
ˆ
Λ
dV gΛHgΣΛ↪→Σ .
Turning to the divergences in the d = 4 area expansion, Theorem 6.2 says that
Poles(Areaε) =
1
2ε2
ˆ
Λ
a2 − 1
ε
ˆ
Λ
a1 ,
where the expansion coefficients
a2 = 1 , a1 = L
T
σ τ
−1∣∣
Λ
=
(
L̂µ〈σ,µ〉 − L˜σ
)
τ−1
∣∣
Λ
= I˚IΣmˆmˆ −HΣ .
In the computation of a1 we used the definition of the critical tangential operator LTσ
given in Equation 5.12 as well as Lemma 3.7. Thus we have
Poles(Areaε) =
1
2ε2
ˆ
Λ
dVgΛ +
1
ε
ˆ
Λ
dVgΛ
(
HΣ −I˚IΣmˆmˆ
)
.
8.2.2. (QΣ,TΛ) pair. Here Λ is a surface without boundary. In four dimensions, the
extrinsic Q-curvature involves three powers of the Laplace–Robin operator and was cal-
culated in [GGHW15, GW16a]. It is given for some choice of g ∈ c by
QΣ = −4∇aΣ∇bΣI˚IΣab − 8I˚I abΣ FΣab ,
where FΣab ∈ Γ(2T ∗M [0]) is the Fialkow tensor [Fi44] (see also [Vya13, Gra03, Sta05,
GW15]) and equals (in any dimension d > 4)
FΣab :=
1
d− 3
(
I˚IΣac g
cd
Σ I˚I
Σ
bd −
1
2(d− 2) g
Σ
abKΣ −Wcabd nˆcnˆd
)
.
The transgression again follows from Theorem 1.1 and Equations (5.8 ,5.10):
TΛ↪→Σ =
(
L′µLσ + L
T
σL
′
µ
)
log τ
∣∣∣
Λ
=
(
L˜µLσ + 2L
T
σL̂µ
)
log τ
∣∣∣
Λ
.
Using (2.6), the first term on the right is
L˜µLσ log τ
∣∣
Λ
g
=
(∇m − ρµ)(2ρσ − σJ)∣∣Λ
=
(
2∇mρσ − 2ρµρσ
)∣∣
Λ
= −mˆa∇bΣI˚IΣab + 2Pmˆnˆ − 2HΣHΞ .
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In the above g is the metric determined by τ . We also used ∇mσ|Λ = m.n|Λ = 0, and
that ∇mρσ Λ= −∇ΣmˆHΣ as well as the trace of the d = 4 Codazzi–Mainardi equation
(see [GW15, Equation (2.9)]) along Λ:
mˆa∇bΣI˚IΣab = 2
(∇ΣmˆHΣ + Pmˆnˆ) .
The remaining term in TΛ can be similarly handled using Equation (5.12):
2LTσL̂µ log τ
∣∣∣
Λ
= 2
((
L̂µ〈σ,µ〉
)− L˜σ)L̂µ log τ ∣∣∣
Λ
g
= 2
(
I˚IΣmˆmˆ −∇nˆ + ρσ
)(
ρµ − 1
2
µJ
)∣∣∣
Λ
= −2I˚IΣmˆmˆHΞ + nˆa∇bΞI˚IΞab − 2Pmˆnˆ + 2HΣHΞ .
Orchestration gives
TΛ
g
= −mˆa∇bΣI˚IΣab + nˆa∇bΞI˚IΞab − 2I˚IΣmˆmˆHΞ .
We want to write this expression in terms of the embedding sequence Λ ↪→ Σ ↪→ (M, c).
Recalling that Lemmas 3.8 and 3.10 imply that HΛ↪→Σ = HΞ|Λ, so we only need deal
with the second term in the above (note that along Λ, the unit conormal mˆ is determined
by the embedding Λ ↪→ Σ). For this we first note that the trace of the d = 4 Codazzi–
Mainardi equation (see for example [GW15, Equation (2.9)]) along Λ gives
nˆa∇bΞI˚IΞab = 2
(∇ΞnˆHΞ + Pmˆnˆ) .
Therefore, we need to study ∇ΞnˆHΞ which we can write along Λ in terms of our canonical
extensions n and m of nˆ and mˆ, as (using that ρµ = −14(∇.m+ µJ) and m.n|Λ = 0)
1
4
∇n(∇.m+ µJ) Λ= 1
4
(
∇b∇nmb −Ricmn − (∇bna)∇amb
)
Λ
=
1
4
(
∆(m.n)−ma∆na − 2Pmˆnˆ − 2(I˚IΣab + gabHΣ)(I˚I abΞ + gabHΞ)
)
.
Hence
∇ΞnˆHΞ + Pnˆmˆ Λ=
1
2
Pmˆnˆ − 1
2
I˚IΣabI˚I
ab
Ξ − 2HΣHΛ↪→Σ +
1
4
∆(m.n)− 1
4
ma∆na .
The last term above is easily computed using similar techniques:
ma∆na = m
a∇b∇anb = ∇m∇.n+ Ricmn Λ= 4∇ΣmˆHΣ + 2Pmˆnˆ .
Moreover,
∆(m.n) = ∆
(− µρσ − σρµ + µC +O(σ3))
Λ
= 8HΣHΞ + 2∇ΣmˆHΣ + 2∇ΞnˆHΞ + 4HΞC + 2∇ΣmˆC .
Here we used ∆µ Ξ= 4HΞ and ∆σ
Σ
= 4HΣ. It follows, using the traced Codazzi–Mainardi
equation along Σ, that
∇ΞnˆHΞ + Pmˆnˆ Λ= −∇ΣmˆHΣ − Pmˆnˆ + (∇Σmˆ + 2HΛ↪→Σ)I˚IΣmˆmˆ −I˚IΣabI˚I abΞ
Λ
= −1
2
mˆa∇bΣI˚IΣab + (∇Σmˆ + 2HΛ↪→Σ)I˚IΣmˆmˆ −I˚IΣabI˚I abΞ .
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We still need to develop the last term above. For that we compute using the same
methodology as above as follows:
I˚I abΣ I˚I
Ξ
ab
Λ
= I˚I abΣ (∇amb + gabρµ) Λ= I˚I abΣ∇amb Λ= I˚I abΣ
(
[∇a −ma∇m]mb + 1
2
ma∇bm2
)
Λ
= I˚I abΣ
(
[∇Σa −ma∇Σm]mb +
1
2
ma∇bm2
) Λ
= I˚I abΣ
(
IIΛ↪→Σab + mˆamˆbHΞ
)
= I˚I abΣ I˚I
Λ↪→Σ
ab .
Thus, noting that the definition of the Robin operator in Equation (2.7) gives ∇ΣmˆI˚IΣmˆmˆ+
HΛ↪→ΣI˚IΣmˆmˆ
Λ
= δΛ↪→ΣR I˚I
Σ
mˆmˆ, we finally obtain
TΛ
g
= −2mˆa∇bΣI˚IΣab + 2δΛ↪→ΣR I˚IΣmˆmˆ − 2I˚IΣabI˚I abΛ↪→Σ .
Remembering that mˆ is the inward normal to Λ, then the divergence theorem together
with Theorem 1.1 yields the volume anomaly
(8.2) V = 2
3
ˆ
Σ˜
I˚I abΣ FΣab −
1
3
ˆ
Λ
(
δΛ↪→ΣR I˚I
Σ
mˆmˆ − I˚IΣabI˚I abΛ↪→Σ
)
.
Here the integrands of the above result are manifestly conformally invariant because
the scale dependent terms in the T -curvature conspire to precisely cancel those in the
extrinsic Q-curvature. Notice that this anomaly vanishes when Σ is umbilic and in
particular when the bulk is Poincaré–Einstein.
8.2.3. (PΣ,UΛ) pair. The extrinsic conformal Laplacian power was calculated in [GW16b]
(see also [GGHW15]) and, acting on weight zero densities, is given by (not forgetting a
factor (−1)d−1 = −1 accounting for differing sign conventions)
PΣ = 8∇Σa ◦I˚I abΣ ◦∇Σb .
Observe that although Σ has dimension three so that there is no intrinsic conformally
invariant Laplacian power at this weight [GJMS92], the above operator is Laplacian-like
with the trace-free second fundamental form appearing in place of the inverse metric.
We have used a bold notation for both gradient operators because the gradient of a
function and the divergence of a weight −3 vector are conformally invariant operations
in three dimensions. It follows from the above display and the divergence theorem that
if f ∈ C∞M , then ˆ
Σ˜
PΣf = −8
ˆ
Λ
mˆaI˚I
ab
Σ∇Σb f ,
where mˆ is the inward unit normal to Λ.
The UΛ operator associated to PΣ can be computed from Equation (7.1). First note
that when d = 4 we have
d−3∑
j=0
(LTσ)
j L′µL
d−j−3
σ = L
T
σL
′
µ + L
′
µLσ
Λ
= 2(C − L˜σ)L̂µ + L˜µLσ .
To achieve the last equality we used the definitions of L′µ and LTσ in Equations (5.8)
and (5.12) of LTσ, as well as Equation (3.10) in conjunction with the identity L̂µµ
Ξ
= 1.
We now choose a scale g ∈ c and write out the operators appearing on the right hand
side above. Working along Λ this gives
2(C−∇n + ρσ)∇m + (∇m − ρµ)(2∇n − σ∆) Λ= 2[∇m,∇n]− 2HΣ∇m+2HΞ∇n + 2C∇m .
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Recalling that ∇mna Λ= mbI˚IΣba + maHΣ and ∇nma
Λ
= nbI˚IΞba + naHΞ, the commutator
term yields [∇m,∇n] Λ= mbI˚IΣba∇aΣ+HΣ∇m−nbI˚IΞba∇aΞ−HΞ∇n, where along Λ and acting
on scalars we have used that ∇aΞ = ∇a −ma∇m and ∇aΣ = ∇a − na∇n. In concordance
with the tangentiality result of Proposition 7.1, applying this commutator result to the
above display, all instances of the gradient operator ∇n along the conormal to Σ cancel,
and we are left with the operator
2mbI˚IΣba∇aΣ − 2nbI˚IΞba∇aΞ + 2C∇m .
Using the identity of Equation 3.20 and Lemma 3.7, we have the conformally invariant
result for the operator UΛ
UΛ = 4mˆ
aI˚IΣab∇bΣ .
Indeed, as proved in Theorem 1.4ˆ
Σ˜
PΣf + 2
ˆ
Λ
UΛf = 0 .
We observe that just as for the PΣ operator, the UΛ operator is obtained from its d = 3
counterpart ∇mˆ by replacing the inverse metric with the trace-free second fundamental
form.
8.2.4. QΛ and PΛ. The holographic formula for the Q curvature of Λ in four bulk di-
mensions is given by (see Theorem 1.2)
QΛ = (L
T
σ)
2 log τ
∣∣
Λ
.
In four dimensions LTσ log τ has bulk Yamabe weight w = −1, so we must use Equa-
tion (5.12) of Definition 5.9 as well as Definition 5.11. This yields
LTσ
2 log τ
Λ
=
(
(L̂µ〈σ,µ〉)− L˜σ
)(
L̂σ log τ − L̂µ〈σ,µ〉+ σL˜µL̂µ log τ
)
Λ
= −L˜µL̂µ log τ − L˜σL̂σ log τ + L˜σL̂µ〈σ,µ〉+ C (L̂σ log τ − C) .
Here C is as given in Lemma 3.7 and we have also used L˜σσ|Σ = 1. We now calculate
each of the four terms above for the choice of g ∈ c determined by τ . First, using
Equations (2.12) and (2.6) and ∇mµ|Ξ = 1,
−L˜µL̂µ log τ
∣∣
Λ
= −(∇m − ρµ)(ρµ − 12µJ) Λ= −∇mρµ + ρ2µ + 12J .
Similarly
−L˜σL̂σ log τ Λ= −∇nρσ + ρ2σ +
1
2
J .
For the second last of the abovementioned four terms we use that L̂σ log τ
Λ
= ρσ. That
leaves the term
L˜σL̂µ〈σ,µ〉 Λ= ∇n∇m
(
m.n+ σρµ + µρσ
)− ρσC
Λ
= ∇n∇mm.n+ ρµ∇nm.n+∇mρµ +∇nρσ − ρσC .
Here we used ∇nµ = m.n Λ= 0. Using that ∇mm = 12∇m2 = −∇(µρµ) +O(µ3) we have
∇n∇mm.n Λ= ∇n
(−∇n(µρµ) +ma∇mna) Λ= −ρµ∇nm.n+∇n(ma∇mna) .
Collating the above computations we find
(LTσ)
2 log τ
Λ
= J +H2Σ +H
2
Ξ − C2 +∇n(ma∇mna) .
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We now focus on the last term on the line above:
∇n(ma∇mna) Λ= I˚IΞnˆagabI˚IΣmˆb +ma[∇n,∇m]na −ma∇m∇a(σρσ)
Λ
= I˚IΞnˆag
abI˚IΣmˆb +m
a(∇nmc)∇cna −ma(∇mnb)∇bna
+Rnˆmˆmˆnˆ + (C +HΣ)HΣ
Λ
= 2I˚IΞnˆag
abI˚IΣmˆb −I˚IΣmˆagabI˚IΣmˆb −HΣC −Wnˆmˆnˆmˆ − Pmˆmˆ − Pnˆnˆ .
In the above we used ∇n Σ= I˚IΣ + gHΣ as well as the analogous relation and ∇m. Also
∇nn = −∇(σρσ) + O(σ3). This implies that ma∇mna Σ= I˚IΣmˆmˆ + HΣ
Λ
= C + HΣ, which
was used to reach the second equality. Moreover n|Σ = nˆ, m|Ξ = mˆ, ρσ|Σ = −HΣ
and ρµ|Ξ = −HΞ. To achieve the last line we additionally employed Equation (3.17).
Altogether we now get
(LTσ)
2 log τ
Λ
= J − Pmˆmˆ − Pnˆnˆ +H2Σ +H2Ξ
+ 2I˚IΞnˆag
abI˚IΣmˆb −I˚IΣmˆagabI˚IΣmˆb −Wnˆmˆnˆmˆ − C(C +HΣ) .
Employing Equation (3.20) and that HΛ↪→Σ = HΞ|Λ (see Lemma 3.10), we then have
QΛ = H
2
Λ↪→Σ + Pabg
ab
Λ +H
2
Σ −HΣC − 2C2 − 3I˚IΣmˆagabΛ I˚IΣmˆb −Wnˆmˆnˆmˆ .
Along Σ, the Fialkow–Gauß Equation [GW15, Equation 2.7] gives
Pab − nˆaPnˆb − nˆbPaˆ + nˆanˆbPnˆnˆ = PΣab −HΣI˚IΣab −
1
2
(gab − nˆanˆb)H2Σ + FΣab ,
where the Fialkow tensor in d = 4 is given by FΣab = I˚IΣacgcdΣ I˚IΣbd − 14gΣabKΣ +Wnˆanˆb.
Note that gabΣ FΣab = 14KΣ. Thus, along Λ,
Pabg
ab
Λ = JΣ − PΣmˆmˆ +HΣC −H2Σ +
1
4
KΣ −FΣmˆmˆ .
Using Wnˆmˆnˆmˆ = FΣmˆmˆ −I˚IΣmˆagabΛ I˚IΣmˆb − C2 + 14KΣ, this gives
QΛ = H
2
Λ↪→Σ + JΣ − PΣmˆmˆ − 2FΣmˆmˆ − 2I˚IΣmˆagabΛ I˚IΣmˆb − C2 .
A necessary condition for the singular metric go to be Poincaré–Einstein is that the
embedding Σ ↪→ (M, c) is umbilic so that I˚IΣab = 0. Moreover the Fialkow tensor
vanishes, this is easily verified by demonstrating that Wnˆanˆb
Σ
= 0 for Poincaré–Einstein
structures. In that case only the first three terms on the right hand side of the above
display survive and the area anomaly (see Theorem 1.2) is given by A = 12
´
Λ
(
H2Λ↪→Σ +
JΣ − PΣmˆmˆ
)
. This is in concordance with the original expression for the log coefficient of
Graham and Witten [GrW99] (noting that their mean curvature is the sum, not average
of the eigenvalues of the second fundamental form).
To see that QgΛ is an extrinsically coupled Q-curvature type invariant for the subman-
ifold Λ, we recall that the Gauß equations imply
JΣ − PΣmˆmˆ = JΛ −H2Λ↪→Σ +
1
2
KΛ↪→Σ ,
where JΛ := 12ScΛ. Thus we have
QgΛ = JΛ +
1
2
KΛ↪→Σ − 2FΣmˆmˆ − 2I˚IΣmˆagabΛ I˚IΣmˆb − C2 .
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Hence, using the Gauß–Bonnet theorem, the area anomaly is given by
A = piχΛ + 1
4
ˆ
Λ
[
KΛ↪→Σ − 4FΣmˆmˆ − 4I˚IΣmˆagabΛ I˚IΣmˆb − 2C2
]
.
The first term above is proportional to the integral over the intrinsic Q-curvature of the
manifold Λ and gives the three manifold anomaly in the regulated volume when the bulk
is Poincaré–Einstein.
Finally we turn to the operator PΛ. From Theorem 1.5 and Equations (5.12,5.13) of
Definition 5.9, the extrinsic Laplacian power associated to the submanifoldQ-curvatureQΛ
has holographic formula
PΛ
Λ
=
(
LTσ
)2
=
(C − L˜σ) ◦ (L̂σ + σL˜µL̂µ) = CL̂σ − L˜σL̂σ − L˜µL̂µ .
Proceeding in a choice of g ∈ c the above operator becomes (along Λ)
C∇n − (∇n − ρσ) ◦
(∇n − 12σ∆)− (∇m − ρµ) ◦ (∇m − 12µ∆)
= ∆−∇2n −∇2m + (C −HΣ)∇n −HΞ∇m .
It is not difficult to verify that the Laplacian ∆Λ along Λ acting on scalars has holographic
formula
gab(∇a −ma∇m − na∇n)(∇b −mb∇m − nb∇n)
Λ
= ∆−∇2m −∇.m∇m −∇2n −∇.n∇n
+ (∇mma)∇a +ma(∇mma)∇m +ma(∇mna)∇n
+ (∇nna)∇a + na(∇nma)∇m + na(∇nna)∇n .
Note that ma∇mma = 12∇mm2
Ξ
= HΞ
Ξ
= 14∇.m and ∇mma = 12∇am2
Ξ
= mˆaHΞ. Analo-
gous identities hold replacingm with n. Alsomamb∇anb Λ= C+HΣ and nanb∇amb Λ= HΞ.
This establishes that
PΛ = ∆Λ .
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