Abstract. We generalize the Plesken-Fabiańska L2-quotient algorithm for finitely presented groups on two or three generators to allow an arbitrary number of generators. The main difficulty lies in a constructive description of the invariant ring of GL(2, K) on m copies of SL(2, K) by simultaneous conjugation. By giving this description, we generalize and simplify some of the known results in invariant theory. An implementation of the algorithm is available in the computer algebra system Magma.
Introduction
The Plesken-Fabiańska L 2 -quotient algorithm [PF09] takes as input a finitely presented group G on two generators and computes all quotients of G which are isomorphic to PSL(2, q) or PGL(2, q). The algorithm finds all possible prime powers q, and also deals with the case when there are infinitely many. This was adapted by Fabiańska [Fab09] to allow finitely presented groups on three generators. In particular, the algorithm can decide whether G has infinitely many quotients isomorphic to PSL(2, q) or PGL(2, q), so in some cases it can be used to prove that a finitely presented group is infinite. This has been applied for example in [CHN11] . In this paper, we generalize the algorithm to allow finitely presented groups on an arbitrary number of generators.
The method of Fabiańska and Plesken uses the character of representations F 2 → SL(2, K), where F 2 is the free group of rank 2 and K is an arbitrary field. The character is fully determined by the traces of the images of the two generators of F 2 and their product. This observation goes as far back as to Vogt [Vog89] and Fricke and Klein [FK65] . Horowitz [Hor72] gives a rigorous proof of this fact, and generalizes it to representations F m → SL(2, K) for an arbitrary m, by proving that a character is fully determined by 2 m − 1 traces. While the traces for m = 2 are algebraically independent (that is, for every choice of traces for the images of the two generators and their product, there always exists a representation with these traces), this is no longer true for m > 2. The problem is thus to describe all relations between the traces, or equivalently, to give a presentation for the invariant ring K[SL(2, K) m ] GL(2,K) , where GL(2, K) acts on m copies of SL(2, K) by conjugation. Furthermore, we need this description to be independent of the characteristic of the field K. This problem has a long history. Procesi [Pro76] proves that the invariant ring K[(K n×n ) m ] GL(n,K) is finitely generated if K has characteristic zero, and Donkin [Don92] generalizes this to arbitrary fields K. However, their results are non-constructive. Procesi [Pro84] gives an implicit description of the invariant ring C[(C 2×2 ) m ] GL(2,C) , and Drensky [Dre03] gives an explicit description, however, their results are not valid for fields of characteristic 2. Magnus [Mag80] uses Horowitz's results to to give a description of the quotient ring of the invariant ring.
We will use the approach of Horowitz and Magnus to get a partial description of the invariant ring. The methods are constructive and the arguments are shorter than the original arguments; at the same time we get more precise results, needed for the algorithm. This theory is developed in Section 2.
Sections 3-7 are adaptations of [PF09] , where we have to generalize results on characters and traces to work for arbitrarily many generators. Up until the end of Section 7, all results assume that representations restricted to the subgroup generated by the first two generators is absolutely irreducible. The results in Section 8 show how the general case can be reduced to this special case. In Section 9, a new test to recognize epimorphisms onto A 4 , S 4 , and A 5 is developed, since the test described in [PF09] is inefficient for more than two generators. Section 10 describes the proper notation and theory to deal with an infinite number of L 2 -quotients. The algorithm is given in Section 11, with several examples in Section 12.
Fricke characters
Througout the paper, K is an arbitrary field and m ≥ 2 an integer, unless specified otherwise. In this section, we adopt the following notation.
Notation 2.1. Given matrices A 1 , . . . , A m ∈ SL(2, K) and a list i 1 , . . . , i k ∈ {±1, . . . , ±m}, we set t i1,...,i k := tr(A i1 · · · A i k ), where A −i := A −1 i for i ∈ {1, . . . , m}. If I = {i 1 , . . . , i k } ⊆ {1, . . . , m} with i 1 < i 2 < · · · < i k , then t I := t i1,...,i k .
Let A 1 , A 2 , A 3 ∈ SL(2, K). The traces satisfy the following basic identities. t 1,1,2 = t 1 t 1,2 − t 2 ,
(1) t −1,2 = t 1 t 2 − t 1,2 ,
t 1,2,1,3 = t 1,2 t 1,3 + t 2,3 − t 2 t 3 , (3) t 1,3,2 = −t 1,2,3 + t 1 t 2,3 + t 2 t 1,3 + t 3 t 1,2 − t 1 t 2 t 3 .
The first two identities are easy consequences of the Cayley-Hamilton Theorem, and the others are easy consequences of the first two (for (3) consider tr((A 1 A 2 ) 2 (A −1 2 A 3 )); for (4) consider tr(A −1
2 A 3 )) = tr((A 2 A 1 ) −1 A 3 )). We first prove that all traces of words in the A i are consequences of the t I with ∅ = I ⊆ {1, . . . , m}. This was already observed by Vogt [Vog89] and later by Fricke and Klein [FK65] . The first rigorous proof of this fact was given by Horowitz [Hor72] , and a shorter proof by Fabiańska and Plesken [PF09] .
Let F m be the free group of rank m, generated by g 1 , . . . , g m . 
where ε A : Z[X m ] → K is the evaluation map which sends x I to t I .
Since the proof in [Hor72] is lengthy, and the result in [PF09] is not as general, we present a short proof here in its entirety. The basic idea is that of [PF09, Lemma 2.1].
Proof. We assume that w is freely and cyclically reduced and proceed by induction on the length of w. If w is conjugate to g
. Thus we may assume that all exponents of w are positive. If w is conjugate to
We are left to deal with the case where w is of the form w = g i1 · · · g i k where the i j are pairwise distinct. We may assume i 1 < i j for all j ∈ {2, . . . , k}. The case i 1 < · · · < i k is the induction basis, so there is nothing to do. Otherwise, let j be the smallest index with i j > i j+1 . Set w 1 := g i1 · · · g ij−1 , w 2 := g ij , and w 3 := g ij+1 · · · g i k , so w = w 1 w 2 w 3 . By equation (4) we may set τ (w) := −τ (w 1 w 3 w 2 ) + τ (w 1 )τ (w 2 w 3 ) + τ (w 2 )τ (w 1 w 3 ) + τ (w 3 )τ (w 1 w 2 ) − τ (w 1 )τ (w 2 )τ (w 3 ). Either w 1 w 3 w 2 is of the desired form, or we repeat this process. This terminates after finitely many steps.
We call τ (w) the trace polynomial of w. If n > 2, then τ (w) is not unique. For example, define the Fricke polynomial
Then ε A (φ) = 0 for every choice of A. Proofs appear for example in [Hor72, Section 2] and [Mag80, Lemma 2.2]. We will see below that φ is simply a determinant condition (see Proposition 2.4 and Corollary 2.5).
A lot of effort has been put into describing all polynomial relations between the traces. More precisely, let 
, and an explicit presentation of the invariant ring with generators and relations is given by Drensky [Dre03, Theorem 2.3]. However, these results are not valid for fields of characteristic 2, and hence cannot be applied to describe Φ m .
Our first aim is to partially describe Φ m ; we give a presentation of a localisation of Φ m , which will be enough for our algorithmic applications. By doing that, we will also find new and shorter proofs of some of the results mentioned above.
We will use the following basic result. [PF09] ), a result which we will also use several times. The main result in this section shows that two matrices A 1 , A 2 uniquely determine an arbitrary matrix by the specification of four traces; it also shows that the Fricke polynomial is really a determinant condition. The basic idea of the proof has already been used by Brumfiel and Hilden [BH95, Proposition B.4].
Proposition 2.4. Let A 1 , A 2 ∈ SL(2, K) such that A 1 , A 2 is absolutely irreducible, and let i ≥ 3.
More precisely, let
Thus if A i exists as in the statement, then A i = µ 0 I 2 + µ 1 A 1 + µ 2 A 2 + µ 12 A 1 A 2 for some µ i ∈ K. Multiplying the equation A 1 with eigenvalue α. Set v 2 := A 2 v 1 , and let M ∈ GL(2, K) be the matrix with columns v 1 and v 2 . Set
which concludes the proof. Proof. We may assume without loss of generality that K is algebraically closed. By Proposition 2.4, the statement is true for the Zariski-open subset
so by continuity, it is true for all elements in SL(2, K) 3 .
The following is a generalization of [Mag80, Theorem 2.2] and [PF09, Proposition 3.1]. Set
Corollary 2.6. Let T I ∈ K for I ∈ I m such that
Let L be the splitting field of
m such that t I = T I for all I ∈ I m , and A is unique up to conjugation by GL(2, L).
There exists A ∈ SL(2, K) m such that t I = T I for all I ∈ I m if and only if ρ( This result implies that the traces t J with J ∈ I m can be expressed in the traces t I with I ∈ I m if ρ(t 1 , t 2 , t 12 ) = 0. The next result gives the precise formulae.
Proposition 2.7. Let A 1 , . . . , A n ∈ SL(2, K). Let 3 ≤ i < n and ∅ = j ⊆ {i + 1, . . . , n}. The tuple t = (t I | ∅ = I ⊆ {1, . . . , n}) is a zero of the polynomials
Proof. It is enough to prove the statement if ρ = 0 (see proof of Corollary 2.5). By Proposition 2.4, we see A i = Λ 0 I 2 + Λ 1 A 1 + Λ 2 A 2 + Λ 12 A 1 A 2 . Multiplying from the right by A j and from the left by I 2 , A 1 , A 2 , A 1 A 2 and taking traces yields the result.
For a ring R and r ∈ R, let R r denote the localisation of R at the set {1, r, r 2 , . . . }. While we do not have an explicit description of the ring Φ m of Fricke characters, we have one for a localisation of Φ m . 
Trace tuples
The ultimate goal is to get a bijection between prime ideals of Φ ′ m and equivalence classes of representations F m → SL(2, K), where K ranges over all fields. Definition 3.2. Let Γ be a group generated by γ 1 , . . . , γ m . Let
Remark 3.3. The set R(F m , K) is in bijection to the set of matrices A ∈ SL(2, K) m such that A 1 , A 2 is absolutely irreducible, so we may talk about trace tuples of ∆ and regard representations as realizations of trace tuples.
We will first prove the results for finite fields and then generalize to arbitrary fields.
Finite fields
be trace tuples. Let L and L ′ be the subfields of F q generated by t and t ′ , respectively. We say that t and t
Remark 3.5. By Corollary 2.6, every trace tuple t ∈ F Im q has a realization A ∈ SL(2, F q ) m .
Let t ∈ F
Im q be a trace tuple. Define a ring homomorphism
, and set (t P ) I := x I + P ∈ F q for I ∈ I m . Then t P := ((t P ) I | I ∈ I m ) ∈ F Im q is a trace tuple.
Theorem 3.6. The maps P → t P and t → P t induce mutually inverse bijections between MaxSpec(Φ ′ m ) and the set of equivalence classes of trace tuples over finite fields.
Proof. Let P ∈ MaxSpec(Φ ′ m ). Since α tP (x I ) = x I + P by definition, we see P = P tP . Now let t ∈ F Im q be a trace tuple; we may assume that F q is generated by t. Then Φ ′ m /P t is a field with q elements. Define a homomorphism F q → Φ ′ m /P t by t I → x I + P t . By definition of P t this is well-defined and it is clearly surjective, hence an isomorphism; it maps t to t Pt , so t is equivalent to t Pt .
If q|q
Corollary 3.7. There is a bijection between MaxSpec(Φ ′ m ) and q R(F m , F q )/ΓL(2, q), where q ranges over all prime powers.
Proof. This follows by Theorem 3.6 and Corollary 2.6.
Arbitrary fields
Definition 3.8. Let K and K ′ be fields. Let t ∈ K Im and t ′ ∈ (K ′ ) Im be trace tuples, and let S and S ′ be the rings generated by t and t ′ , respectively. We say that t and t ′ are equivalent if there exists a ring isomorphism α :
Remark 3.9. By Corollary 2.6, every trace tuple t ∈ K Im has a realization, but in general we must allow field extensions. That is, there exist matrices
where L is either K or a quadratic extension of K.
Let t ∈ K
Im be a trace tuple. Define a ring homomorphism
Im is a trace tuple. 
Actions
Definition 4.1. Let Σ m := {±1} m , the group of sign changes. Let ∆ ∈ R(F m , K), and let χ : F m → F q : w → tr(∆(w)) be the character of ∆. Let t ∈ K Im be a trace tuple.
This defines actions of Σ m on representations, characters, and trace tuples. 3. Let α ∈ Gal(K). Define
This defines actions of Gal(K) on representations, characters, and trace tuples. 
for all σ ∈ Σ m , and
for all α ∈ Gal(K).
Projective representations and finitely presented groups
Definition 5.1. Let Γ be a group generated by γ 1 , . . . , γ m . Set 
. . , g m | w 1 , . . . , w r be a finitely presented group. For s ∈ {±1} r define
the trace presentation ideal of G with respect to the sign system s. 
The trace tuple t is a zero of I(G).

The prime ideal P contains I(G).
Proof. The equivalence of (2) and (3) is immediate. We prove the equivalence of (1) and (2). Let A i := ∆(g i ). Then ∆ induces a projective representation of G if and only if w i (A 1 , . . . , A m ) = s i I 2 for some s = (s 1 , . . . , s r ) ∈ {±1} r . Since the trace bilinear form is non-degenerate, this is equivalent to tr(w i (A 1 , . . . , A m )B) − s i tr(B) = 0, where B runs through a basis of K 2×2 . Since A 1 , A 2 is absolutely irreducible, we can choose the basis (I 2 , A 1 , A 2 , A 1 A 2 ).
Corollary 5.5. There is a bijection between the maximal elements of
where q ranges over all prime powers.
Subgroups
Corollary 5.5 describes a bijection between classes of maximal ideals and classes of absolutely irreducible projective representations. In this section, we establish criteria to decide whether a maximal ideal is mapped to a surjective projective representation.
According to Dickson's classification (see for example [Suz82, Section 3.6]), an absolutely irreducible subgroup U PSL(2, q) is
• a dihedral group, or
• isomorphic to PGL(2, q ′ ) for some q ′ |r if q = r 2 is a square, or
• isomorphic to PSL(2, q ′ ) for some q ′ |q.
For a finite group H let J(H) := G I(G), where G ranges over all presentations of G on m generators.
where Q ranges over all proper quotients of H.
Let ∆ ∈ R(F m , SL(2, K)) with trace tuple t ∈ K Im and prime ideal P = P t ∈ Spec(Φ ′ m ). The following are equivalent:
1. The representation ∆ induces a projective presentation δ such that im(δ) ∼ = H.
The trace tuple t is a zero of J
′ (H).
The prime ideal P contains J ′ (H).
Proof. It suffices to prove the equivalence of (1) and (2). By Proposition 5.4, δ factors over H if and only if t is a zero of J(H), and it factors over Q if and only if t is a zero of J(Q). But t is a zero of J ′ (H) if and only if it is a zero of J(H) but not a zero of J(Q) for any proper quotient Q of H, which proves the proposition.
We will later let H be one of the groups A 4 , S 4 , or A 5 , which deals with the first kind of subgroups. We handle the dihedral groups in a slightly more general context. Proof. Assume I ∈ I m with |I ∩ J| odd. We proceed by induction on |I|. We assume that I ∩ {1, 2} = ∅; the other cases are analogous. Let i be the minimum of I, and let j := I − {i}. By Proposition 2.7,
There are eight cases to consider; we give the proof for two of them, the other six are analogous. The first case is 1, 2, i ∈ J; the sets j, {1} ∪ j, {2} ∪ j, and {1, 2} ∪ j have odd intersection with J, thus t j = t 1j = t 2j = t 12j = 0 by induction. The formula for t ij shows that t ij = 0. The second case is 1 ∈ J but 2, i ∈ J; now t 1 = t 2 = t i = t 12 = t 1i = t 2i = t 12i = t j = t 2j = t 12j = 0. By Proposition 2.4, λ i 1 (t) = 0, so t ij = 0. The condition is obviously necessary; we show that it is sufficient. By Lemma 6.2 we may assume that t I = 0 for all ∅ = I ⊆ {1, . . . , m} with |I ∩ J| odd. Let w ∈ F m with ψ J (w) = −1. We prove χ(w) = 0 by induction on |w|, proceeding along the lines of the proof of Theorem 2.2. Note that χ(w) = ε A (τ (w)), where A = (∆(g 1 ), . . . , ∆(g m )). If w is conjugate to g −1 i w ′ for some i ∈ {1, . . . , m} and some w ′ ∈ F m with |w
Similar considerations apply to the other cases of the proof of Theorem 2.2, so we conclude χ(w) = 0.
The definition of imprimitivity depends on the field of definition. By abuse of notation we call a representation imprimitive if it is imprimitive after field extension. In other words, the imprimitive representations correspond to the elements of the closed subset
The dihedral subgroups of PSL(2, q) are precisely the images of imprimitive subgroups of SL(2, q). 
7 The PSL-PGL-decision Definition 7.1. A finite group is of L 2 -type if it is isomorphic to PSL(2, q) for some q > 5 or to PGL(2, q) for some q > 4. A quotient of a finitely presented group is an L 2 -quotient if it is of L 2 -type.
Theorem 6.5 gives a characterization of L 2 -quotients purely in algebro-geometric terms. To decide whether an L 2 -quotient is isomorphic to PSL(2, q) or PGL(2, q) for some q, we use arithmetic tools.
Let M ∈ Q(G) be a maximal ideal, and let t M be the trace tuple defined by M . Let ∆ : Together with Theorem 6.5 we get the following result. 
The image H of δ 1 × δ 2 is a subdirect product of PGL(2, q 1 ) × PGL(2, q 2 ). Since N 1 = N 2 , this subdirect product is amalgamated either in C 2 or in the trivial group, and in the latter case the product is direct. There is a unique epimorphism ε i : PGL(2, q i ) → C 2 , where ε i (δ(g j )) = 1 if and only if δ i (g j ) ∈ PSL(2, q i ). By the proof of [Jam14, Theorem 4.1], this is equivalent to σ (i) j = 1. Hence ε 1 (δ 1 (g j )) = ε 2 (δ 2 (g j )) if and only if σ (1) = σ (2) , which proves the proposition.
Arbitrary representations
Until now, we only considered representations ∆ : F m → SL(2, K) such that ∆ | g1,g2 is absolutely irreducible. We now show how the case of arbitrary absolutely irreducible representations can be reduced to this one. . We may assume that K is algebraically closed, so absolute irreducibility coincides with irreducibility. Clearly if some restriction of ∆ is irreducible, then ∆ is irreducible. So assume now that all given restrictions are reducible. We show that ∆ is reducible. Since ∆ i,j is reducible, ∆(g i ) and ∆(g j ) have a common eigenspace. If the minimal polynomial of some ∆(g i ) is not square-free, then ∆(g i ) has a unique eigenspace of dimension 1, which has to be a common eigenspace for all ∆(g j ). Thus ∆ is reducible. So assume now that the minimal polynomials of all ∆(g i ) are square-free. We may further assume that all ∆(g i ) have two distinct eigenvalues; for if ∆(g i ) is a scalar matrix, then ∆ is reducible if and only if ∆ | g1,..., gi,...,gm is reducible. Let E i be the set of eigenspaces of ∆ i and E := {E i | 1 ≤ i ≤ m}. By our hypothesis, |E i ∩ E j | ≥ 1 for all i, j. Note that |E i | = 2, so if |E| ≥ 4, then the E i must have a common element, that is, the matrices have a common eigenspace. The same is trivially true if |E| ≤ 2. Assume now that |E| = 3. Consider first the case
We claim that v 1 is a common eigenspace for all ∆(g i ). For suppose that v 1 is not an eigenspace of ∆(g i ) for some i; then v 2 must be an eigenspace of ∆(g i ), since |E 1 ∩ E i | ≥ 1. Since ∆ 1,2i is reducible, ∆(g 1 ) and ∆(g 2 g i ) have a common eigenspace. This is either v 1 or v 2 . In the first case, ∆(g 2 g i ) and ∆(g 2 ) have eigenspace v 1 , so ∆(g i ) has eigenspace v 1 , contradicting our assumption. In the second case, ∆(g 2 g i ) and ∆(g i ) have eigenspace v 2 , so ∆(g 2 ) has eigenspace v 2 , again a contradiction. Thus the assumption that v 1 is not an eigenspace of ∆(g i ) is impossible. We conclude the proof by showing that E 1 = E 2 is not possible. Since |E| = 3, there exist i < j with E = {E 1 , E i , E j }. All sets have at least one element in common, so we may assume E 1 = { v 1 , v 2 }, E i = { v 1 , v 3 }, and E j = { v 2 , v 3 }. Since ∆ 2,ij is reducible, ∆(g 2 ) and ∆(g i g j ) have a common eigenspace. Assume that this is v 1 ; then v 1 is also an eigenspace of ∆(g j ), a contradiction. If it is v 2 , then v 2 is also an eigenspace of ∆(g i ), also a contradiction. Thus
For every u = (u 1 , u 2 ) ∈ U m , let α u ∈ Aut(F m ) with α u (g u1 ) = g 1 and α u (g u2 ) = u 2 , where
is absolutely irreducible for some u ∈ U m . By abuse of notation, if α ∈ Aut(F m ) and G is a group generated by elements g 1 , . . . , g m , then we denote the automorphism of G defined by 
We now present the main result. Proof. This follows by Proposition 8.1 and Theorem 7.5. In this section, we describe a more efficient test, using the absolutely irreducible subgroups of A 4 , S 4 , and A 5 . Set A i := ∆(g i ) and let a i ∈ PSL(2, K) be the projective image, for 1 ≤ i ≤ m. We assume that A 1 , A 2 is absolutely irreducible. Define H := a 1 , . . . , a m . If H ∼ = A 4 , then a 1 , a 2 ∈ {V 4 , A 4 }; if H ∼ = S 4 , then a 1 , a 2 ∈ {V 4 , S 3 , D 8 , A 4 , S 4 }; and if H ∼ = S 4 , then a 1 , a 2 ∈ {V 4 , S 3 , D 10 , A 4 , S 4 }. It is easy to check whether a 1 , a 2 ∈ {V 4 , S 3 , D 8 , D 10 , A 4 , S 4 , A 5 }; for example, a 1 , a 2 = V 4 if and only if tr(A 1 ) = tr(A 2 ) = tr(A 1 A 2 ) = 0. If a 1 , a 2 is one of the seven groups, then we can always find matrices B 1 = w 1 (A 1 , A 2 ) , B 2 = w 2 (A 1 , A 2 ) such that tr(B 1 ) = tr(B 2 ) = 0 and w 1 (a 1 , a 2 ), w 2 (a 1 , a 2 ) is a dihedral group of order 4, 6, or 10. In the latter two cases we may also assume that tr(B 1 B 2 ) = 1 or tr(B 1 B 2 ) is a root of X 2 + X − 1, respectively. For B = (B 1 , B 2 ) ∈ SL(2, q) 2 and X ∈ SL(2, q) let
Subgroup tests
If B 1 , B 2 is absolutely irreducible, then X is uniquely determined by θ B (X), see Proposition 2.4. We give details of an A 4 -test. Fix B, and let b i ∈ PSL(2, q) be the projective image of B i . Assume b 1 , b 2 ∼ = V 4 ; let b 1 , b 2 ≤ Γ ≤ PSL(2, q) with Γ ∼ = A 4 and let Γ ≤ SL(2, q) be the full preimage of Γ. Now X ∈ SL(2, q) maps onto an element of Γ if and only if θ B (X) ∈ θ B ( Γ) = {θ B (Y ) | Y ∈ Γ}, thus for an effective subgroup test it is enough to compute the sets θ B ( Γ). The subgroups of PSL(2, q) isomorphic to A 4 are all conjugate in PGL(2, q), and θ ( M B) ( Γ) = θ B ( M −1 Γ) for all M ∈ GL(2, q), so it is enough to compute θ B ( Γ) for a fixed Γ and all possible B. Furthermore, θ ( M B) ( Γ) = θ B ( Γ) for all M ∈ N GL(2,q) ( Γ), so it suffices to compute θ B ( Γ) for a fixed Γ and all N GL(2,q) ( Γ)-conjugacy classes of pairs B ∈ Γ mapping onto generators for V 4 . Finally, the subgroups Γ are up to conjugation images of SL(2, 3) ≤ SL(2, Z[i]) modulo a prime ideal of Z[i], so θ B ( Γ) can be computed uniformly for all prime powers q by a single computation over Z.
Summarizing, we get the following result.
Proposition 9.1. Let G = PSL(2, q) for an odd prime power q, let a 1 , a 2 ∈ G be generators of a Klein four group V , and let z ∈ G. Let A i ∈ SL(2, q) be a preimage of A i , and let Z ∈ SL(2, q) be a preimage of z.
There is a unique H ≤ G isomorphic to A 4 which contains V , and z ∈ H if and only if θ B (Z) is one of the 24 elements It is straight-forward to give similar conditions for S 4 and A 5 , utilizing the subgroups S 3 and D 10 in addition to V 4 .
L 2 -ideals
. Let P ∩ Z = p , and let d be the Krull dimension of P .
is trivial, and of type PGL(2, p k/2 ) otherwise.
If d > 0 and p
For an L 2 -ideal P let t P be the trace tuple, ∆ P a realization of t P , and δ P the projective representation induced by ∆ P .
Proposition 10.2. Let P be an L 2 -ideal.
Moreover, the set of maximal elements of V(P ) which are not L 2 -ideals is finite.
Moreover, the set of prime ideals in V(P ) which are not L 2 -ideals form a closed set of dimension at most d − 1.
, then for all but finitely many primes p there exist infinitely many
Proof. First note that the set of prime ideals in V(P ) which are not L 2 -ideals are precisely the elements of the set
and P is prime, P P + D ∩ A 4 ∩ S 4 ∩ A 5 , so the Krull dimension of the latter ideal is smaller than that of P . This settles all claims about the size of V(P ).
We prove the other claims.
1. This follows by Theorem 7.5. 
The first point follows since dim
But the prime ideals which are not L 2 -ideals form a set of Krull-dimension d − 1, so this approach yields an L 2 -ideal for almost all Q. The result now follows by part (2).
The algorithm
Definition 11.1. Let G = g 1 , . . . , g m | w 1 (g 1 , . . . , g m ), . . . , w r (g 1 , . . . , g m ) be a finitely presented group. Then Σ m acts on the set {±1} r of sign systems by This allows us to reduce the computations by a factor up to 2 m .
Algorithm 11.3 (L2Quotients).
Input: A finitely presented group G.
Output: For every u ∈ U m , a set of representatives for the Σ m -orbits of minimal L 2 -ideals of Q u (G).
1. Set A := U m and R := ∅.
2. Let u be the smallest element in A. Let T be the kernel and S a set of representatives for the orbits of the action of Σ m on the sign systems of α u (G).
3. Let P be the set of minimal elements in s∈S MinAss(I u s (G)), where MinAss(I) denotes the minimal associated prime ideals of I. Remove from P all elements which contain one of the ideals D, A 4 , S 4 , or A 5 .
4. Choose a set P ′ of representatives of T -orbits on P.
5. Add (P ′ , u) to R, and remove u from A. If A = ∅, go to step 2; otherwise return R.
Remark 11.4. 1. The output of the algorithm describes the L 2 -quotients of G as follows. For every N G with G/N of L 2 -type there exists u ∈ U m and σ ∈ Σ m such that M N ⊇ P for some P .
2. If all prime ideals returned by the algorithm are maximal, then G has only finitely many L 2 -quotients, and the normal subgroups N G with G/N of L 2 -type are in bijection to the maximal ideals.
3. If the algorithm returns at least one prime ideal of positive Krull dimension, then G has infinitely many L 2 -quotients.
The algorithm has been implemented in Magma [BCP97] .
Remark 11.5. [Jam11] to compute the minimal associated primes of an ideal replaces Gröbner basis computations over the integers by several Gröbner basis computations over prime fields, resulting in a much faster algorithm.
Adaptation to Coxeter groups
Coxeter groups are a special class of finitely presented groups, where the only relations are (g i g j ) Cij = 1 for a symmetric matrix C = (C ij ) ∈ (Z ∪ {∞}) m×m with 1's along the diagonal (if C ij = ∞, then we simply omit the relation). We call C a Coxeter matrix and denote the finitely presented group by G C . We are often only interested in smooth quotients of Coxeter groups, that is, those for which the images also have the prescribed orders (unless the prescribed order is ∞). In this case, the L 2 -quotient algorithm can be simplified, which also results in a considerable speed-up of the computation. This is based on the following.
For n ∈ N let ζ n ∈ C be a primitive n-th root of unity. Set η n := ζ n + ζ −1 n , and let Ψ n ∈ Z[T ] be the minimal polynomial of η n . For convenience, we define Ψ ∞ := 0.
Remark 11.6. Let A ∈ SL(2, K) where k is a field of characteristic p ≥ 0, and let n ∈ N.
1. If p = 0 or (n, p) = 1, then Ψ n (tr(A)) = 0 if and only if |A| = n.
2. If n = p, then Ψ n (tr(A)) = 0 if and only if |A| ∈ {1, p}.
3. If n = 2p = 4, then Ψ n (tr(A)) = 0 if and only if |A| ∈ {2, 2p}.
For a Coxeter matrix
where
Remark 11.7. Let a 1 , a 2 ∈ L 2 (q) with |a 1 | = |a 2 | = 2 and |a 1 a 2 | = 1. Then a 1 , a 2 is absolutely irreducible if and only if (q, |a 1 a 2 |) = 1.
Theorem 11.8. Let C ∈ (Z ∪ {∞}) m×m be a Coxeter matrix.
1. Let q = p d , and let ∆ : F m → SL(2, q) be a representation which induces a smooth projective representation δ :
Proof. This follows easily by the preceeding remarks.
This can be easily turned into an algorithm. We leave the details to the reader.
Computing realizations
The L 2 -quotient algorithm returns a set of L 2 -ideals, which contain a lot of information, for example, the isomorphism types and number of L 2 -images. However, in certain cases one will want to compute an explicit epimorphism G → PSL(2, q) encoded by an L 2 -ideal. We now present an algorithm to accomplish that. This algorithm works for representations of arbitrary degree, so we present it in this generality.
Proposition 11.9. Let G be a finitely generated group, and let χ : G → K be the character of an absolutely irreducible representation ∆ of degree n. There is a probabilistic algorithm with input χ and n which constructs an extension field L/K of degree at most n and a representation
Proof. We assume first that G = F m is a free group on g 1 , . . . , g m . We first find words w 1 , . . . , w n 2 ∈ F m such that (∆(w 1 ), . . . , ∆(w n 2 )) is a basis of K n×n . Let W i := {w ∈ F m | |w| ≤ i}, where |w| denotes the length of the word w.
stabilizes after at most n 2 steps, so ∆(W n 2 −1 ) is a generating set of K n×n . Let C be a subset of W n 2 −1 of n 2 elements; define the matrix Σ := (χ(v, w)) v,w , where v and w run through C. Since the trace bilinear form S :
is a basis of K n×n if and only if Σ is non-singular. By running through all n 2 -element subsets of W n 2 −1 we can find the w 1 , . . . , w n 2 . Now let V := K n×1 be the KF m -module induced by ∆. We first construct the KF m -module
To determine the action of F m on K n×n , it is enough to determine values λ We now use an adaptation of [GLGO06] to find a simple factor of the KF m -module K n×n . If K is finite, choose random elements a ∈ KF m until Γ(a) has an eigenspace of dimension n. Since the image of ∆ is isomorphic to K n×n , this terminates with high probability by a result of Holt and Rees (see [HR94, Section 2.3]). Set L := K, and let λ ∈ L be an eigenvalue of Γ(a) of multiplicity n. If K is infinite, then choose random a ∈ KF m until the characteristic polynomial of Γ(a) is an n-th power of a separable polynomial (that is, the characteristic polynomial of ∆(a) is separable). The characteristic polynomial of a matrix is inseparable if and only if its discriminant is zero, so the set of matrices with inseparable characteristic polynomial is Zariski closed in K n×n . Thus the matrices with separable characteristic polynomial are Zariski dense in K n×n . Since the image of ∆ is isomorphic to K n×n , the probability of finding a suitable a is very high. Let L/K be a field extension such that the characteristic polynomial has a root λ in L.
Let v ∈ L n×n be an eigenvector of Γ(a) with eigenvalue λ. Then Γ(a)v = (∆(a)v 1 , . . . , ∆(a)v n ) = λv = (λv 1 , . . . , λv n ).
We may assume without loss of generality that v 1 is non-zero. Since the λ-eigenspace of ∆(a) is onedimensional, there exist ξ 2 , . . . , ξ n ∈ L such that v i = ξ Now assume that G is an arbitrary finitely generated group generated by m elements, and let ν : F m → G be an epimorphism. Let ∆ := ∆ • ν and χ := χ • ν. We construct an extension field L/K and a representation ∆ ′ such that ∆ ∼ ∆ ′ . But then ∆ ′ : G → GL(n, F ) defined by ∆ ′ (g) := ∆ ′ ( g), where g ∈ F m with ν( g) = g is arbitrary, is a representation of G, equivalent to ∆.
In our special setting, we can use the trace polynomials to compute all character values. Furthermore, we always assume that ∆ g1,g2 is absolutely irreducible, so we can choose (w 1 , . . . , w 4 ) = (1, g 1 , g 2 , g 1 g 2 ) in the first part of the algorithm.
Examples
For the results in this section we use our implementation of the L 2 -quotient algorithm in Magma [BCP97] .
Groups with L
The other kind of L 2 -ideals of Krull dimension 1 are the ones containing a prime p. They seem to occur far less frequently in practice than ideals of type L 2 (∞ k ). However, when they occur, we can again make precise statements about the quotients. Proof. The algorithm returns the single L 2 -ideal P = 3, x 1 + 1, x 2 + 1, x 12 − 1, x 13 − x 3 , x 23 − x 3 , x 2 123 − x 3 x 123 + 1 of type L 2 (3 ∞ ), so L 2 -quotients can only occur in characteristic 3, proving the 'only if' parts. It remains to show that every 3-power occurs. The zeroes of P are the trace tuples of the form t = (t 1 , t 2 , t 3 , t 12 , t 13 , t 23 , t 123 ) = (2, 2, ξ + ξ −1 , 1, ξ + ξ −1 , ξ + ξ −1 , ξ) with ξ ∈ F 3 . Let k = [F 3 [ξ] : F 3 ], and let δ : G → PSL(3, 3 k ) be a realization of t. If k = 2ℓ and ξ
