Abstract-We present a new 2-phase symbolic execution driven strategy that achieves high branch coverage in software quickly. Phase 1 follows a greedy approach that quickly covers as many branches as possible by exploring each branch through its corresponding shortest path prefix. Phase 2 covers the remaining branches that are left uncovered if the shortest path to the branch was infeasible. In Phase 1, a basic conflict-driven learning is used to skip all the paths that may have any of the earlier encountered conflicting conditions, while in Phase 2, a more intelligent conflict-driven learning is used to skip regions that do not have a feasible path to any unexplored branch. This results in considerable reduction in unnecessary SMT solver calls. Experimental results show that significant speedup can be achieved, effectively reducing the time to detect a bug and providing higher branch coverage for a fixed time-out period than previous techniques.
I. INTRODUCTION
Testing of software plays a critical role in ensuring the quality of the product and nowadays testing accounts for about 50% of the development cost [1] . For effective testing of a software program, the desire is that all possible behaviors of the program can be exercised by the test suite. This is not achievable by applying random inputs or manual test generation, not to mention that many such tests may exercise the same execution paths.
Symbolic execution [2] is gaining popularity for automated test generation of software. In this technique the program is instrumented using an intermediate language like CIL [3] . When the instrumented program is executed with symbolic inputs, it generates a trace of the path followed by the program. This trace consists of the symbolic expressions of the conditions encountered along the path. The conjunction of the symbolic expressions along the path forms a path constraint. By negating one of the symbolic expressions along the current path, the path constraint of a target path is constructed. This path constraint is then converted into a formula that is solved by an underlying solver, such as a Satisfiability Modulo Theory (SMT) solver [4] , [5] . If the SMT solver returns a set of assignments that satisfy the formula, then the test input can be extracted from the assignment for which the formulated path supported in part by an Intel grant.
can be exercised. If the SMT solver does not find a satisfying assignment then the path is declared infeasible, i.e., the path cannot be exercised by any valid input. By negating one of the conditional expressions in the previous path, a new path can be formed, which is again given to the SMT solver. Thus the test generation continues by finding test inputs for every possible path in the program.
Various strategies have been proposed in recent years for symbolic execution driven path exploration. Many tools like DART [6] , CUTE [7] , CREST [8] are available which use these strategies. DART and CUTE are based on the conventional depth-first search (DFS) strategy for path exploration. However, such path exploration strategies are not scalable because the number of paths increases exponentially with the number of conditions in the program. To tackle this path explosion problem, techniques like branch coverage, condition coverage or statement coverage are used. CREST has a number of heuristic search strategies to tackle the path explosion, namely, Control-Flow directed search, uniform random search and random branch search.
A DFS-based reachability guided strategy was proposed in [9] which performs a branch coverage using the static reachability graph of a program. This strategy makes use of a reachability graph of the given program, and after each execution, starting from the terminal node, it checks if the counter edge can reach any unexplored branch. This is achieved by performing a DFS on the sub-tree at the node of the counter edge with the help of the reachability graph. The proposed strategy was able to achieve complete branch coverage in a shorter execution time, as compared to the earlier strategies. However, the performance of such an approach can be limited by focusing on trying to reach the unexplored branches from the current execution path. In other words, there may exist better paths to reach the unexplored branches.
In this paper, we address the aforementioned challenges by favoring short paths first and then cleverly targeting the remaining unexplored branches. To do so, we propose a 2-phase strategy that explores each branch through the shortest path to that branch in Phase 1, and then explores the branches that were infeasible in Phase 1 through other available paths. To reduce the computational cost further, in Phase 1, a basic conflict-driven learning is used to skip all the paths that may have any of the earlier encountered conflicting conditions, while in Phase 2, a more intelligent conflict-driven learning is used to skip regions that do not have a feasible path to any unexplored branch. This results in considerable reduction in unnecessary SMT solver calls. Experimental results show that significant speedup can be achieved, effectively reducing the time to detect a bug and providing higher branch coverage for a fixed time-out period compared to previous techniques.
The rest of the paper is organized as follows. Section II presents the motivation of our work by emphasizing the importance of efficient strategies for testing programs running on an Automatic Test Equipment. Section III describes the disadvantages of the DFS-based reachability guided strategy. Section IV describes the proposed strategy for Phase 1 for achieving high branch coverage quickly. It also explains the advantages of the proposed Phase 1. Section V explains Phase 2 of the proposed strategy. Section VI presents the experimental results. Section VII concludes the paper.
II. MOTIVATION
In order to achieve high yields and satisfy the ever-changing market demands, the number of SKUs (Stock Keeping Units) associated with a micro-processor product has risen sharply over the last decade. This is also driven by the number of components that are being integrated into the die along with the processor(s). SKU provides a different configuration option to the end consumer to build a platform while simultaneously ensuring that each manufactured die can be sold as belonging to one of these SKUs.
Silicon units need to be tested before they can be shipped to the market. This is done using testers or ATEs (Automated Test Equipment). A test program is embedded software that runs on top of the tester operating system. It interacts with the tester software API functions in order to provide stimulus to the Silicon unit and obtain its corresponding response. The primary objectives of a test program are:
• Determine whether a Silicon unit is defective or faulty.
• For a defect-free unit, determine the SKU that the Silicon unit belongs to.
• For a defective unit, determine the failure type for faster debug and diagnosis. In order to meet the above objectives, a test program consists of a large number of tests that are connected in a complex fashion. These tests are diverse in nature such as DC tests, structural (scan-based) tests, functional tests, I/O tests, powerbased tests, thermal tests etc. They are executed in a specific sequence in order to meet the above objectives in as short a time as possible (longer test times have an adverse impact on time-to-market). Given the nature and complexity of the test program, the threshold for a bug to creep into a test program is quite high. A test program bug can have disastrous consequences, such as:
• Defective unit being shipped to market resulting in customer returns.
• A good unit being binned to a wrong SKU which may result in customer returns and bad end user experience.
• A good unit being discarded as a defective unit affecting yield. The test programs running on the ATE can be modeled as loop-free, stateless but control intensive programs. The symbolic execution based strategies can be efficiently used to generate intelligent test inputs for the ATE programs. Achieving complete branch coverage of the program effectively means generating inputs that will cover all the corner cases and comprehensively test the ATE program. However, the previous strategies have some drawbacks which make them inefficient for validation of these test programs.
III. DISADVANTAGES OF THE DFS-BASED STRATEGY
Even though the DFS-based reachability-guided strategy achieves complete branch coverage in a reduced execution time, it has some disadvantages which degrade its performance, explained below: 1) Since the strategy is reachability-based, it sometimes can get stuck in a subspace of the reachability graph. This occurs when a node has many paths but very few (or none) of them are feasible. Consider the reachability graph in Figure 1 . Here the initial path taken
After reversing the last condition according to DFS we try to explore the path (n0,
which turns out to be infeasible. Now, we backtrack and continue with the path exploration. It can be seen that the node n7 is reachable from the nodes n0 to n6. So with the DFS-based search, node n7 is attempted from 
, node n7 is reachable from (n3, T ), so this path is considered just to explore (n7, T ). And it might take multiple hops to reach (n7, T ). By intelligent observation it can be seen that in the worst case around 15 SMT solver calls can be made just to attempt to explore (n7, T ) while the nodes beneath (n0, T ) remain unexplored for a long time. Thus, the branch exploration can be confined to a subspace and this reduces the efficiency of the DFS-based reachability-guided strategy and makes it less scalable for larger programs.
2) The DFS-based strategy tries to explore every node, n, in the reachability graph and the sub-tree under n through the first path that reaches n. Thus, it may often fail to take into account the fact that multiple paths may exist to a given node, and hence a target node can be accessed through alternative paths that may be superior with regard to test generation time and complexity. Because of the lack of this consideration, the reachability-guided strategy may sometimes end up exploring a target node through longer paths even though a shorter path exists to that node. Consider the reachability graph in the previous example, i.e., Figure 1 . The initial path prefix to node n7 is
Suppose (n7, T ) is not a terminal branch then according to the DFS-based strategy the nodes beneath (n7, T ) are explored through this path prefix. But it can be observed that there exists a shorter path prefix for n7, i.e., (n0, F ) → (n1, T ) → (n4, T ). The DFS-based technique does not take this shorter path into account when extending the test generation from the current path. 3) While trying to explore an unexplored branch, the DFSbased strategy may often find many paths infeasible due to same set of conflicting conditions. For example, in the previous example the branch (n7, T ) was tried to be explored through path (n0, were {(n0, F ), (n7, T )} then all the paths that start with branch (n0, F ) and reach (n7, T ) will be infeasible because of the same set of conflicting branches. Our aim is to overcome these disadvantages and propose a strategy which achieves very high branch coverage quickly by first exploring every node only through the shortest path and which is not bogged down by regions that consume excessive search due to presence of infeasible paths.
IV. THE PROPOSED STRATEGY FOR PHASE 1
The proposed 2-phased strategy makes use of the reachability graph of the program and tries to explore every node only through the shortest path to that node in Phase 1.
In the proposed new strategy, we first perform a quick breadth-first search (BFS) on the reachability graph as a preprocessing step. We mark those input edges to any node, n, which do not form the shortest path prefixes to n and the nodes beneath n. This information is used to make sure that each node and the sub-tree under it are explored only through the shortest possible path in Phase 1.
In Phase 1, we start with the path obtained after executing the code with an initial test input (could be randomly generated). After execution of the initial input, we check if the path taken contains any of the edges that were previously marked. If so, we truncate the path upto a marked edge closest to the root of the graph, and we record the coverage only till that marked edge. We now find the next path by flipping the direction of the last node if it has not been already covered. Otherwise, we backtrack to the previous node. A detailed algorithm of our approach is given in Algorithm 1.
An example of the procedure followed in Phase 1 is shown in the Figure 2 . Here, a portion of a reachability graph is shown (nodes below n6 are not shown). After performing the BFS on the reachability graph the edges that are marked as not to be explored are {(n2, T ), (n3, T ), (n3, F ), (n5, T )}. These are marked because they are not a part of shortest path to any of nodes.
The initial inputs take the path (n0, Figure 2a . The edge (n3, F ) was marked as not to be explored for n5 and nodes beneath n5. Hence, we truncate the path till (n3, F ) and then record the coverage of the truncated path. Then we backtrack and explore the other edge of n3. The path taken in this case Figure 2b . Again (n3, T ) is a marked edge. We truncate the path up to (n3, T ) and record the coverage. Since both the edges of n3 have been explored we backtrack and explore the other edge of n2 and take path (n0, Figure  2c . This path contains two marked edges (n2, T ) and (n5, T ). We truncate the path till (n2, T ) because it is the edge that is closest to the root node n0. We now backtrack and explore other edge of n0. The path taken is (n0, T ) → (n4, F ) → (n5, F ) as shown in Figure 2d . Now, (n0, T ) is the shortest path prefix for node n4. So, all the nodes beneath n4 will be explored through this path prefix. Similarly (n0, T ) → (n4, F ) is the shortest path for n5. Since this path does not have any marked edge, we record the coverage of the entire path and then explore the other edge of n5. The path taken is Figure  2e . This path has a marked edge (n5, T ). So we truncate the path till this edge and we backtrack to explore other edge of n4. Now the path taken is (n0, T ) → (n4, T ) → (n6, F ) as shown in Figure 2f . This path does not have any marked edge which means this is the shortest path to node n6. We continue to explore the nodes beneath n6 in a similar way by using the smallest path prefix to each node.
A. Conflict-Driven Learning
As explained earlier, during path exploration some paths may be infeasible. Many of these infeasible paths may have the same set of conflicting conditions. To avoid unnecessary time spent by the SMT solver to solve a path constraint which can be predetermined to be unsatisfiable, a simple conflict-driven learning such as that introduced in [9] is sufficient for Phase 1. Every time the SMT solver determines a path constraint to be infeasible we extract the unsat core which is the set of conflicting clauses that make the formula unsatisfiable. We then map the extracted unsat core to the corresponding branches in the program. These are the conflicting branches in the path that make the path infeasible. Here each branch is a true or false direction of a condition in the program being tested. We then store these conflicting branches in a database. Henceforth, we will use the term unsat constraint for each set of conflicting branches and unsat constraint list for an entire list of such unsat constraints. Before invoking the SMT solver, we check if the path whose formula is to be solved contains any of the unsat constraints already present in the (e) database. If so, we assume the path to be infeasible and skip the solver call and move on to explore the next path. This conflict-driven learning works because of the stateless nature of the program. The stateless nature of the program guarantees that the values of variables do not change and hence are path independent. Hence, if the same set of conflicting conditions are encountered by some other path then that path is also infeasible. This conflict-driven learning saves considerable amount of time because for long paths with large number of branches, the solver call can be expensive.
B. Advantages of Proposed Phase 1
The advantages of the proposed Phase 1 are listed below. 1) Phase 1 quickly explores every node through the shortest path to the node, thereby reducing the time needed to explore a large portion of the nodes. 2) As Phase 1 covers only the shortest path to every node in the reachability graph, this strategy is scalable because the number of paths explored will increase linearly rather than exponentially with the increase in number of conditions in the program. 3) Since every node is explored through only one fixed path in Phase 1, the search will not be stuck in a specific region due to infeasible paths. If the shortest path to the node is found to be infeasible we move on to next node. 4) By using a simple low-cost conflict-driven learning, unnecessary SMT solver calls are avoided.
V. THE PROPOSED PHASE 2
If there are no infeasible paths during Phase 1, then Phase 1 will guarantee maximum possible branch coverage in the least amount of time. In that case, Phase 2 is unnecessary. However, it is possible that for some nodes the shortest path is infeasible. For those unexplored branches, we need a Phase 2 to explore them through alternative paths. Phase 2 uses a DFS-based reachability guided strategy similar to previous approaches, with an intelligent conflict-driven learning. We note that since the DFS-based reachability guided technique has been shown to be complete, maximum possible coverage will be achieved at end of Phase 2.
A. Need for an intelligent conflict-driven learning
The simple conflict-driven learning used in Phase 1 is not efficient for Phase 2. Consider Figure 3 , where the last executed path is (n0, F ) → (n1, F ) → (n2, F ) and the only unexplored branch remaining is (n7, T ). The branch (n7, T ) was infeasible in Phase 1 because of the conflicting conditions {(n0, F ), (n7, T )}. Now, the counter edge of (n2, F ) (i.e., (n2, T )) reaches node n5. So, according to the DFS-based strategy, we perform a DFS on the sub-tree under node n5 and find that branch (n7, T ) is reachable. So the new path prefix chosen is (n0, F ) → (n1, F ) → (n2, T ). The SMT solver solves the path prefix and generates the inputs for which the program will follow this path prefix. After running the program with these inputs the path taken is F ) . Following the same procedure the next path taken is (n0, F ) . Now, by changing the last condition we reach the unexplored branch (n7, T ). The path prefix to be solved by SMT solver for this path is
However, after applying the basic conflict-driven learning we find that this path consists of the conflicting conditions present in the database {(n0, F ), (n7, T )}. So we avoid the solver call and look for the next available path to reach (n7, T ). Thus, although the basic conflict-driven learning can help us avoid one solver call, the earlier two solver calls made to reach this particular path were also unnecessary. We explain this as follows. Since (n0, F ) is already present in the path prefix of n2, there is no feasible path to (n7, T ) from (n2, T ). So the DFS-based strategy needs to be modified with a more intelligent conflict-driven learning which not only checks if branch (n7, T ) is reachable from (n2, T ) but also checks if it is reachable by avoiding all the conflicting conditions in the database. 
B. Phase 2 Algorithm with intelligent conflict-driven learning
The intelligent conflict-driven learning in Phase 2 currently assumes the stateless property of the program. However, the learning can be extended to general programs by ensuring that the variables and the paths associated with the conflict exhibit stateless property. During path exploration in Phase 1, we choose the next path by reversing the direction of some condition in the path that was currently taken. The new path constraints are then formulated and given to the SMT solver. If the SMT solver returns the formula unsatisfiable, then the new branch with the reversed direction will be a part of the unsat core since the direction of only one condition was changed between the last path and the new path. Since each branch is explored through only one path in Phase 1, each unsat constraint generated (in Phase 1) would include an unexplored branch. In particular, the unexplored branch is the last branch in the unsat constraint. So at the end of Phase 1 the branches left to be explored are the last branches in every set of unsat constraints as well as the nodes below these branches. Now, Phase 2 only needs to target these unexplored branches. The procedure followed in Phase 2 is described in Algorithm 2.
In Phase 2, after each execution we check if the counter branch of the last branch is unexplored. If it is unexplored, we choose the new path by reversing the direction of last branch. If it has been explored, we perform a reachability check on the counter branch to check if the counter branch reaches any unexplored branch by avoiding all the unsat constraints in the database. The detailed procedure for checking the reachability of a branch (n, V ) is explained in Algorithm 3. If no conclusion about the presence of a feasible path can be made at the branch (n, V ), then this algorithm recursively performs the reachability check on the child nodes. This process is continued till a conclusion about the presence of feasible path is reached.
We explain Algorithms 2 and 3 with the following example. Let the current path prefix for node nj be
By looking at the last branches of each of the unsat constraints, the branches (nm, T ), (ns, F ), (nz, F ) and the sub-trees following these branches are unexplored after Phase 1 based on our previous discussion. Further, let the nodes under the sub-tree of nj be nk, nl, nm, no, np, nr, ns, nv, nw and nz.
For each of the three unsat constraints, it may either fall within or outside of the current path. We can thus examine each unsat constraint and make certain deductions. For example, consider the first unsat constraint {(nc, F ), (nm, T )}. Since (nc, F ) is on the current path, and the fact that {(nc, F ), (nm, T )} is unsat, we can readily deduce that (nm, T ) is not feasible along the current path.
To generalize the technique, each unsat constraint can be reduced to a trimmed unsat constraint in the following manner. For every unsat constraint, we first check if the root branch matches the first branch in an unsat constraint. If so, we delete the branch from that unsat constraint. We then follow the same procedure for every branch along the path prefix. For above example, the three trimmed unsat constraint would be
If only one branch remains in a trimmed unsat constraint after trimming the unsat constraint list with the current path prefix, then that branch is guaranteed to not have a feasible path with the current path prefix.
Proof: Follows from the preceding discussion on branch (nm, T ).
Hence, we classify branch (nm, T ) and all such branches that satisfy Lemma 1 as an unreachable branch with the current path prefix.
Lemma 2: If a trimmed unsat constraint has multiple branches and if any branch in the trimmed unsat constraint is unreachable from the ending node of the current path prefix, then that unsat constraint is said to be irrelevant with respect to the current path as it cannot be present in any path that has this current path prefix.
Proof: For any unsat constraint to be present in a path, all the branches in that unsat constraint must be in the path. Hence, if the first branch of the trimmed unsat constraint is unreachable from the ending point of the current path prefix, then that unsat constraint cannot be present in any path starting from the current path prefix. Likewise, if the second branch of the trimmed unsat constraint is unreachable from the current path prefix, then the unsat constraint is also irrelevant, and so
Algorithm 3 Algorithm for reachability check of branch (n, V )
Let m be the node at the end of branch (n, V ) if sub-tree at node m has at least one unexplored branch then trim the unsat constraint list with path prefix up to (n, V ) divide the infeasible branches into the three groups if reachable branch list is not empty then return true else if possibly reachable branch list is not empty then return reachability check (child branches with (n, V ) added to path prefix) else return does m reach any totally unexplored node by avoiding all unreachable branches end if end if end if return false on for other branches in the trimmed unsat constraint.
If the last branch of such an irrelevant unsat constraint is reachable from the ending node of current path prefix, then we term the last branch of that unsat constraint as a reachable branch as the current path prefix has a path to that branch that avoids the unsat constraint in question. In our running example, consider the second trimmed unsat constraint {(na, F ), (nd, T ), (ns, F )}. Since node na is not in the subtree of nj (end point of current path prefix), this constraint is irrelevant with respect to the current path prefix. However, node ns is in the subtree of nj, hence branch (ns, F ) of the second unsat constraint is a reachable branch, since there exists a path from nj to ns that avoids this second unsat constraint.
Lemma 3: If the trimmed unsat constraint has multiple branches and if the first branch in a trimmed unsat constraint is reachable from the ending node of the current path prefix, then there definitely exists a topological path to each of the following branches in the constraint. (Note that this topological path may or may not be sensitizable.)
Proof: Since the unsat constraint is obtained after solving a path constraint, there is at least one path that has all the branches in the unsat constraint. So if the first branch in the trimmed unsat constraint is reachable from the ending point of the current path prefix, there definitely exists at least one topological path that can lead to all the remaining branches in the trimmed unsat constraints.
But we cannot guarantee that the topological path will be a feasible path, because all the paths with the current path prefix leading to the last branch of the unsat constraint may have the unsat constraint in it. Hence, we term the last branch of the unsat constraint as possibly reachable. In the above example, since no is reachable from nj, (nz, F ) (from the third trimmed unsat constraint) is a possibly reachable branch.
When dividing the infeasible branches into the above three groups we must make sure that each branch is present in only one of the three groups. Hence, we prioritize the lists in descending order of priority as unreachable branches, possibly reachable branches and reachable branches. From Algorithm 3 it can be seen that the reachability check can be computationally intensive for some reachability graphs. To avoid some unnecessary reachability checks, we use the no feasible path nodes list. To keep the algorithm listings simple, no feasible path nodes list is absent in the Algorithm 2 and 3.
The no feasible path nodes list is a list of nodes that do not lead to any feasible paths to any unexplored branch for the current path prefix. It is used to improve the speed of the reachability check in a heavily connected graph as shown in Figure 4 . Here, consider the current path is (n1,
We are performing a reachability check for branch (n9, T ) under the path prefix up to (n7, F ). When the reachability check is performed on branch (n10, T ) it recursively covers nodes in the sub-tree, namely n12, n14, n15, n17 and n18. Again, when the reachability check is performed on branch (n10, F ), it will also recursively perform the reachability check on the corresponding sub-tree, which includes nodes n11, n13, n14, n16, n17 and n18. Here, we notice that the reachability check will be performed twice on nodes n14, n17 and n18. Now, if the unsat constraint list trimmed with path up to (n10, T ) remains unchanged when branch (n10, T ) is removed from the path, the nodes which have returned false while recursively performing the reachability check of (n10, T ) will definitely remain false during reachability check of (n10, F ). This is because the outcome of reachability check depends only on the trimmed unsat constraint list, rather than the complete path. But if there is a change in any of the trimmed unsat constraint after removing branch (n10, T ), then some branch that did not have any feasible path earlier through (n10, T ) may now have a feasible path through (n10, F ). Hence, if removing branch (n10, T ) does not affect any of the trimmed unsat constraint, then we pass the no feasible path nodes list obtained after performing reachability check on branch (n10, T ), when performing reachability check on branch (n10, F ). This allows us to avoid many unnecessary reachability checks on nodes that are reachable from both (n10, T ) and (n10, F ). By using the same reasoning, we continue to hold the no feasible path list when we backtrack to the previous node in the current path if removing the last branch from the path does not affect the trimmed unsat constraint list. Thus by using the no feasible path list a considerable time is saved in the reachability check.
VI. EXPERIMENTAL RESULTS
We implemented the DFS-based reachability guided strategy and our 2-phase strategy on Intel's internal tool. The two strategies were tested on several test cases derived from the test programs used in high volume manufacturing of Intel's semiconductor devices. As mentioned earlier, these test cases are stateless, loop free but control intensive C programs. We further compared the number of SMT solver calls needed by our 2-phase strategy with the iterations needed by the CFG directed strategy of CREST [8] which is an open source automatic test generation tool for C. Our tool can use any SMT solver. Since CREST uses Yices [10] as the solver, to make a fair comparison we chose the same solver. The experiments were performed on 3.2GHz Intel R Core TM Duo machine with 1 GB RAM. Table I shows the coverage obtained after Phase 1. The name of each test case reported in column 1 denotes the number of conditions present in that test case. For example test case tc100 has 100 conditions, i.e., 200 branches. We then report the number of iterations (# of SMT solver calls) performed in Phase 1, the % of branch coverage achieved, # of the branches covered, # of infeasible paths encountered and the time taken in Phase 1. The next 2 columns report the branches covered by the CFG and uniform random strategies of CREST in the same number of iterations as that of our Phase 1. It can be clearly seen that in most of the cases the coverage achieved by Phase 1 is over 80% and this coverage is achieved in a very short amount of time. Also, the # of branches covered by Phase 1 is already greater than that of the strategies of CREST for the same number of iterations for most cases. Table II shows the results after Phase 2 is applied. The first column reports the name of the test case. The next 4 columns report the # of iterations, # of branches covered, # of infeasible paths encountered, and the time taken by the basic DFS-based reachability guided strategy. The next 4 columns report the corresponding numbers for the 2-phase strategy. However, the numbers reported in all columns of our 2-phase approach are cumulative and include both Phase 1 and Phase 2. The next column shows the speed up of our 2-phase strategy over the DFS-based reachability guided strategy. The last column reports the number of iterations needed for achieving complete coverage by the CFG strategy of CREST. A time-out of 2 hrs was set while performing the experiments.
By comparing the execution time and the number of iterations (i.e., # of SMT solver calls) needed by both the strategies, we found that for the same number of solver calls, the new strategy is often faster because of smaller path prefixes used in Phase 1. For example, consider test case tc160 in Table II , the DFS-based reachability-guided strategy took 24.88 sec for 151 solver calls whereas the new strategy took just 16.54 sec for 152 solver calls. Also, as discussed earlier, if no infeasible path is encountered in Phase 1, then complete coverage is achieved in Phase 1. For example, consider test case tc100 in Table I and Table II . The number of iterations reported in Phase 1 and at the end of Phase 2 for tc100 are same because as there are no infeasible paths in Phase 1, complete coverage is achieved in Phase 1 and there was no need for Phase 2.
It can also be seen that for all the test cases having 200 or more conditions, the DFS-based reachability guided strategy timed out. This is because of the huge number of infeasible paths encountered by the basic DFS strategy. In contrast, the 2-phase strategy encountered only a minimal number of infeasible paths and was able to achieve complete coverage with a significant speed-up (generally > 10×).
From the last column in Table II , it can be seen that for some test cases such as tc750 and tc875 our 2-phase strategy outperforms CREST. This is mainly because of the intelligent conflict-driven learning used in Phase 2. We do not compare the actual execution time between the two tools, because of the difference in the implementation of the two tools.
VII. CONCLUSION
In this paper, we proposed a 2-phase strategy for achieving high branch coverage quickly. We first identify edges and paths in the reachability graph that ought to be avoided in Phase 1, thus allowing us to avoid searching through longer paths that are deemed less promising. Phase 2 then explores the remaining branches using a DFS-based approach with an intelligent conflict-driven learning. Experimental results show that Phase 1 alone achieves very high branch coverage in a very short time. Also, for the same number of solver calls, the 2-phase strategy takes less time than the DFS-based strategy because of smaller path prefixes. Finally, the total number of SMT solver calls needed to achieve complete branch coverage is significantly lower for our strategy.
