Abstract: Low Density Parity Check (LDPC) codes are among the most popular channel codes used nowadays because of their ability to achieve near channel capacity performances. However, with the ever-increasing demand for reliable transmission of data at higher data rates, there is a need to narrow down the gap between the performance of LDPC codes and the channel capacity. LDPC codes and Quadrature Amplitude Modulation (QAM) have been widely deployed in wireless communication standards such as the IEEE 802.11n and Digital Video Broadcasting-Second Generation Terrestrial (DVB-T2). Recently, several Unequal Error Protection (UEP) schemes have been used to enhance the performance of LDPC codes. In this paper an UEP scheme is proposed for NonBinary LDPC codes with QAM. The scheme uses the statistical distribution of the source symbols to obtain a more efficient statistical QAM constellation. Additionally, it uses the degree distribution of the nodes of the LDPC codeword to achieve prioritized QAM mapping. Simulations revealed that the proposed scheme can provide E b /N 0 gains of up to 0.78 dB and 1.24 dB with 16-QAM and 64-QAM respectively in the range BER≤10 -2 .
DVB-T2 [6] and IEEE 802.11n [7] . The IEEE 802.11n standard consists of QAM combined with LDPC codes and uses code lengths ranging from 648 to 1944 bits, and code rates ranging from 5/6 to 1/2 [7, 8] . Various recent papers have shown that the use of UEP can provide significant performance gains with LDPC codes. An overview of UEP schemes developed for LDPC codes as well as schemes which make use of NB-LDPC codes to enhance the performance of systems is given next.
UEP can be performed on QAM constellations by the bit-reordering scheme proposed in [9] . The authors [9] combined LTE Turbo codes with QAM and then UEP was used to protect the systematic bits more than the parity bits. This provided significant performance gains [9] . In [10] , the authors extended the work of [9] with joint source channel decoding for LTE Turbo codes. The same UEP principle was applied to IEEE 802.11n LDPC codes along with a modified hybrid ARQ scheme in [11] . In [12] , UEP was used with schemes such as Optimized Scaling Factor (OSF) and Failed Check Nodes (FCN) to enhance the overall error performance. In [13] , a scheme was introduced whereby UEP was performed by mapping the more important bits of an image to the variable nodes with higher degrees in irregular LDPC codes. After performing LDPC encoding, the parity check bits were mapped onto a spectrally efficient 16-QAM constellation and systematic bits were mapped onto a power efficient QAM constellation. The scheme provided significant performance gains [13] . Additionally, in a NB-LDPC coded modulation system, the authors of [14] employed an UEP scheme based on the principle of bit reliability. At a BER of 10 -5 , the scheme achieved a gain between 0.1 to 0.5 dB [14] . In [15] , the complexity of the Belief-Propagation algorithm for NB-LDPC decoding was reduced by incorporating FFT at the horizontal step. A hybrid of the Belief-Propagation algorithm and the Most Reliable Basis algorithm for NB-LDPC decoding was proposed in [16] for improving error performance but at the cost of a slight increase in complexity. NB-LDPC codes were concatenated with Reed-Solomon (RS) codes in [17] to lower the error floor of the iterative double-reliability-based majority-logic decoding (IDRB-MLGD) algorithm. First, the IDRB-MLGD algorithm was used to decode the NB-LDPC codeword and then remaining errors were set into RS code blocks which were decoded using a low-complexity RS decoder to further reduce the amount of errors. In [18] , a statistical QAM based modulation scheme for low complexity video transmission was proposed. The rationale behind the scheme was to map the most frequent pixel values onto the QAM constellation points with the lowest energy. Consequently, the average energy needed for image transmission was much smaller and allowed for increasing the spacing between QAM constellation points for the same average energy thus improving the BER [18] . Finally, in [19] , a novel hybrid UEP scheme was proposed for LDPC codes with QAM. The scheme used the statistical distribution of the source symbols to map the systematic bits of the LDPC encoded symbols on the QAM constellation. Essentially, systematic symbols having highest probabilities of occurrence are mapped onto the low power region of the QAM constellation and those with low probability of occurrence are mapped onto the high power region. The decrease in overall transmission power allows for an increased spacing between the QAM constellation points. Additionally, the scheme used the distribution of the bit nodes' degree of the LDPC codeword to map the parity bits having the highest degree onto prioritized QAM constellation points.
In this paper, the hybrid UEP scheme of [19] is extended to NB-LDPC codes. In general the hybrid UEP scheme combines the concepts of statistical QAM, prioritized constellation mapping and uneven degree distribution of variable nodes with LDPC codes. To employ the scheme with NB-LDPC, the UEP reordering process was modified so that it can be used with Galois-field symbols instead of bits. Simulations are performed with the IEEE 802.11n LDPC codes parity check matrices. Results showed that the proposed hybrid scheme can provide gains ranging from 0.58 dB to 1.24 dB in E b /N 0 for code rates of 1/2, 2/3 and 3/4 as compared with other UEP schemes for a range of Bit Error Rate (BER) values. Compared with LDPC codes of [19] , when the proposed UEP scheme is applied to NB-LDPC codes, additional gains of up to 0.17 dB and 0.22 dB are obtained when using 16-QAM and 64-QAM respectively. This paper is structured as follows. Section 2 gives the transmitter and receiver system models with the hybrid UEP scheme. Section 3 presents the simulation results and analysis. Section 4 concludes the paper.
2 Transmitter and Receiver Systems for UEP with Non-Binary LDPC codes
Transmitter
The block diagram of the transmitter is shown in Fig. 1 . It is based on the transmitter proposed in [19] with the exception that NB-LDPC has been used in this case. Only one of the two optional multiplexing modes labelled as "Mode 1" and "Mode 2" is used at a time, depending on which mode is selected.
A random alphabet source inputs data not having an equiprobable probability distribution. Table 1 gives the probabilities of the alphabet present in the alphabet source. Variable length coding (VLC), such as Huffman coding, is then performed on the generated alphabet to assign codewords to them. Table 1 gives an example of Huffman codes assigned to a list of alphabet with respect to their probabilities [20] .
The alphabet in the stream are fitted into packets such that the number of bits obtained after performing VLC on the alphabet in each packet is equal to the number of systematic bits required for NB-LDPC encoding [19] . [19] .
Table 1
The alphabet source and their VLC codewords. S-QAM (Statistical QAM) mapping is then performed on the message bitstream using the same method as in [19] . The block of message bits in each packet is labelled as m p . With S-QAM, the a-priori probabilities of the QAM symbols are derived by first obtaining the a-priori probabilities of systematic bit 1 and 0 from Table 1 . The statistically transformed block of bits is labelled as m s . Table 2 gives the probabilities of the whole set of QAM symbols when 16-QAM is used [19] .
Alphabet Probability
The probabilities of the message symbols are then used to generate the S-QAM transformation lookup table in the statistical transformation block [19] . This block transforms the most probable symbols obtained from m p to the lowest power symbols and the least probable ones into the highest power symbols, hence reducing the overall transmission power [19] . The S-QAM transformation table for the considered case is the same as in [19] and is given in Table 2 . The proposed system leads to an increase in complexity as it requires a statistical QAM transformation at the transmitter side. The look-up table for the S-QAM transformation can in fact be pre-computed before data transmission to minimize the transmission delay. A slight increase in complexity is also brought about by the symbol re-ordering and multiplexing blocks. However, the overall increase in computational complexity is acceptable as it does not lead to significant transmission delays.
Then, for GF(2 k ) NB-LDPC code encoding of m s , each set of k bits in m s must first be converted to GF(2 k ) elements and then encoded using (1) with
where, c is the NB-LDPC codeword; u is the message row vector and G is the NB-LDPC generator matrix. In this work, the generator matrix used is as per the IEEE 802.11n LDPC codes [8] .
Note that a NB-LDPC matrix over GF(q) may be constructed from the IEEE 802.11n LDPC matrix by simply replacing every non-zero elements in the LDPC matrix with randomly selected elements of the GF(q) [21] . A section of the IEEE 802.11n LDPC matrix converted to a GF (16) 
After the NB-LDPC encoding process, the NB-LDPC codeword is converted back to the binary form for modulation and transmission
The parity symbols of NB-LDPC codeword are reordered so that they can benefit from UEP due to a prioritized mapping in the QAM constellation. The reordering is performed based on the degree distribution of the parity variable nodes [14] . Basically, variable nodes which have higher degrees are given more protection than those with lower degrees by placing them onto prioritized constellation points [19] . For NB-LDPC, the bit reordering process from [19] is modified to perform the reordering of GF symbols instead of bits. In the modified process matrix A 2 and A 3 have GF symbols in the last row as shown below:
Reordering of the symbols is performed such that the highest priority symbols are given maximum protection by placing them on prioritized constellation points as explained next [10] . The symbols are first converted to bits prior to performing the following reordering process.
Mode 1 Multiplexing
After the reordering process, when using Mode 1, the bits corresponding to systematic symbols are modulated using S-QAM and those corresponding to parity symbols are modulated using the conventional Gray-coded QAM. For S-QAM, the separation distance between the constellation points, d s for the S-QAM constellation is the same as that in [19] and is given in Table 3 for both 16 and 64 QAM for the Mode 1. For Mode 2, the values of d s for the different LDPC code-rates and QAM modulation orders are calculated using the same method as for Mode 1 but with the probabilities of the QAM symbols obtained from the whole codeword [19] . Table 4 contains the values of d s obtained for 16 and 64 QAM with different code-rates for Mode 2 as calculated in [19] .
Mode 2 Multiplexing

Separation distance with Mode 1 and Mode 2 Multiplexing
It is observed from Tables 3 and 4 that in Mode 1, the values of d s are obtained larger than in Mode 2 due to the exclusion of parity bits in S-QAM, hence leading into an improved protection of the systematic bits. On the other hand, in Mode 2, where the values of d s are lower than in Mode 1 but which are still higher than in conventional Grey Coded QAM, provides the S-QAM protection to both parity and systematic bits.
The modulated signal is then transmitted over the AWGN channel to the receiver. [19] .
Receiver
Mode 1 De-multiplexing
When operating in Mode 1, the received QAM symbols, R t , are first demultiplexed into the systematic and parity symbols. The S-QAM demodulator is then used to demodulate the systematic symbols and the conventional QAM demodulator is used to demodulate the parity symbols, as shown in Fig. 3. 
Mode 2 De-multiplexing
In Mode 2, the S-QAM demodulator is first used to demodulate R t which is then de-multiplexed into the systematic and parity parts.
Bit-reordering process
Soft bit reordering is performed to reorder back the parity soft bits into their original positions prior to sending them to the NB-LDPC decoder with the systematic soft bits.
NB-LDPC decoding process
NB-LDPC decoding is then performed using the Fast-Fourier-Transform based Sum-Product Algorithm (FFT-SPA) which can be summarized as follows [22] :
Step 1: Initialization
Step The probabilities that the n-th received bit in a codeword is binary 0 or 1 are obtained by using (2) and (3) respectively.
where, r n is the n th demodulated bit and σ is the noise distribution's standard deviation. For GF(q), the probability of each q symbols is the product of each demodulated bits which constitute the symbol [22] . For example, when GF(2 4 ) is used, every consecutive 4 bits make up one Galois field element. The probability that the first 4 bits in the codeword make up the GF(2 4 ) symbol '5' (0101 in binary) is computed as follows:
A matrix Q, containing values for probabilities q mn (x) is initialized. q mn (x) is the probability of the n-th Galois field symbol is x given that the parity checks linked to it excluding the m-th parity check are satisfied [22] . For all non-zero positions (m, n) in H:
Otherwise, at zero positions (m, n) in H, q mn (x) = 0.
Step 2: Permutation Step Each element in each column vector of likelihood in matrix Q are cyclically shifted downwards except the elements corresponding to the probabilities of the coded symbol being zero. The number of cyclic shifts is equal to the power of the primitive element in the parity check matrix that is multiplied with the coded symbol [23] .
Step 3: Horizontal Step In this step, each check node m is updated using the channel reliability message from adjacent variable nodes except this check node m [23] as follows:
where, F is the Fourier transform and F -1 is the inverse Fourier transform.
Step 4: Depermutation Step The inverse of Step 2 is performed by cyclically shifting downwards each element in each column vector of likelihood. The elements corresponding to the probabilities of the coded symbol being zero are not involved in the process.
Step 5: Vertical Step In this step, variable node n is updated adjacent check node's message. The message transfer from the check node to the variable node is found as follows [23] :
If the syndrome calculated using ˆn c and H is not 0, the next iteration which begins with the horizontal step using the updated Q matrix is performed until either the maximum iteration is reach or until the syndrome becomes 0 [23] .
The decoded systematic bits is sent to the Statistical De-mapping block whereby they are grouped into blocks of log 2 (M) consecutive bits. The inverse S-QAM transformation is then performed as per the statistical transformation, lookup Table 2 , so that the message bit-stream is recovered.
Finally, the message bit-stream is decoded using a VLC decoder to recover the alphabet stream.
Results and Discussion
In order to observe the extent by which the proposed hybrid scheme is able to enhance the performance of the IEEE 802.11n LDPC codes, the scheme was implemented on MATLAB ® R2013a to assess its performance through simulations. The MATLAB model used is based on Monte Carlo Simulations. It consists of a series of m-files and functions for simulating the different blocks of the transmitter and receiver systems given in Figs. 1 and 3 . The alphabet were generated randomly and the average BERs obtained from several simulations at each E b /N 0 were used the plot all graphs. The simulations have been performed mainly to observe performance in the waterfall region as in [19] .
The schemes tested are similar to those in [19] but with NB-LDPC and different multiplexing methods. These are given in Table 5:   Table 5 Simulated schemes. Scheme Description 1 NB-LDPC codes with S-QAM and UEP using Mode 1 multiplexing. 2 NB-LDPC codes with S-QAM and UEP using Mode 2 multiplexing. 3 NB-LDPC codes with S-QAM using Mode 1 multiplexing. 4 NB-LDPC codes with S-QAM using Mode 2 multiplexing.
5
Conventional QAM with UEP involving bit reordering of both systematic and parity symbols.
6
Conventional NB-LDPC encoding and decoding with conventional QAM and without UEP.
In all of these schemes, a total of 476191 alphabet were packetised and transmitted. The code-length used for all the schemes is 648 GF symbols.
Simulation Results using NB-LDPC codes with 16-QAM
The graphs of BER against E b /N 0 for the six schemes using NB-LDPC codes of different code-rates with 16-QAM are shown in Fig. 4 -6 .
It is observed from the graphs in Fig. 4 -6 that scheme 2 slightly outperforms scheme 1 by 0.1 dB with code-rates 1/2 and 2/3 in the range 3 4 10 BER 10     and when R=3/4, scheme 2 is found to converge with scheme 1. Scheme 2 provides significant gains of 0.78 dB, 0.58 dB and 0.6 dB over scheme 6 with code-rates 1/2, 2/3 and 3/4 respectively in the range 2 4 10 BER 10     . However, the hybrid scheme with both modes does not provide gains with BER values greater than 10 -2 . This is because with statistical transformation, if one bit is in error, the whole transformed symbol of 4 bits is transformed to a wrong initial symbol during the inverse S-QAM transformation process.
Fig. 6 -BER performance of schemes using 16-QAM with NB-LDPC codes and R=3/4.
Simulation Results using NB-LDPC codes with 64-QAM
The graphs of BER against E b /N 0 for the six schemes using NB-LDPC codes of different code-rates with 64-QAM are shown in Fig. 7 -9 . From the results obtained in Fig. 7 -9 , it is found that scheme 5 gives larger gains over scheme 6 compared to when LDPC is used, as observed in [19] . This may be because with NB-LDPC, as the codeword contains more bits and that each variable node degrees may be considered to be shared with every 4 bits constituting the node, more variation in degree is obtained and this makes the UEP scheme perform better. Scheme 5 is also found to outperform the proposed hybrid scheme in both modes by approximately 0.2 dB when coderate 1/2 is used. The two modes of the hybrid scheme provide almost similar performances over the whole E b /N 0 range. They provide significant gains of 1.24 dB, 1.05 dB and 1 dB over scheme 6 in the range 2 4 10 BER 10
    with code-rates 1/2, 2/3 and 3/4 respectively. 
Performance Comparison of UEP schemes
with NB-LDPC and LDPC codes Fig. 10 shows the performances of schemes 1 and 2 with NB-LDPC and LDPC from [19] when using 16-QAM and 64-QAM with LDPC code-rate 3/4. The code-lengths used for LDPC and NB-LDPC are 648 bits and 648 GF symbols respectively.
Fig. 10 -Comparison between LDPC and NB-LDPC codes results with R=3/4.
It is observed from Fig. 10 that both schemes 1 and 2 with NB-LDPC codes outperform those with LDPC codes with gains which increases with decreasing BER. This may be due to the enhanced performance that NB-LDPC inherently provides over LDPC [3] . A gain of up to 0.17 dB is observed in the region BER≤10 -3 with 16-QAM. With 64-QAM, a similar trend is observed. The schemes with NB-LDPC codes outperform their LDPC codes counterparts with gains which increase with decreasing BER as seen in Fig. 10 . In the region BER≤10 -3 , scheme 1 with NB-LDPC codes provides a maximum gain of 0.22 dB over scheme 1 with NB-LPDC codes over scheme 1 with LDPC codes and scheme 2 with NB-LDPC codes provides a maximum gain of 0.05 dB over scheme 2 with LDPC codes.
Conclusion
This paper proposed an enhanced UEP scheme for IEEE 802.11n with NB-LDPC codes by extending the work of [18] . The proposed scheme with NB-LDPC codes was devised by modifying the binary parity check matrix of the IEEE 802.11n LDPC code. Also, the re-ordering process was modified so that Galois-field symbols could be considered instead of bits. Simulations were performed with NB-LDPC with 16 and 64 QAM. With NB-LDPC codes modulated using 16-QAM, the UEP scheme provided a maximum gain of 0.78dB in E b /N 0 in the range 2 4 10 BER 10     and when modulated using 64-QAM, a maximum gain of 1.24 dB in E b /N 0 was obtained in the same BER region. Simulations results also showed that the UEP scheme works better with NB-LDPC codes than with LDPC codes in the region BER≤10 -3 , providing gains of up to 0.17 dB with 16-QAM and 0.22 dB with 64-QAM over the LDPC codes counterpart. An interesting future work would be to extend the performance analysis with other modulation schemes and LDPC decoding algorithms.
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