Due to the exponentially increasing size of design space of microprocessors and time-consuming simulations, predictive models have been widely employed in design space exploration (DSE). Traditional approaches mostly build a program-specific predictor that needs a large number of program-specific samples. Thus considerable simulation cost is required for each program. In this paper, we study the novel problem of transferring knowledge from the labeled samples of previous programs to help predict the responses of the new target program whose labeled samples are very sparse. Inspired by the recent advances of transfer learning, we propose a transfer learning based DSE framework TrDSE to build a more efficient and effective predictive model for the target program with only a few simulations by borrowing knowledge from previous programs. Specifically, TrDSE includes two phases: 1) clustering the programs based on the proposed orthogonal array sampling and the distribution related features, and 2) with the guidance of clustering results, predicting the responses of configurations in design space of the target program by a transfer learning based regression algorithm. We evaluate the proposed TrDSE on the benchmarks of SPEC CPU 2006 suite. The results demonstrate that the proposed framework is more efficient and effective than state-of-art DSE techniques.
INTRODUCTION
Ever-increasing advances of integrated circuit and parallelism techniques make the size of processor design space growing exponentially. Finding the promising architectural configurations in design space to meet the performance, power and cost requirements is called design space exploration (DSE). Cycleaccurate simulators are generally used to evaluate different processor design parameter combinations. However, the software simulator is time-consuming and several orders of magnitude slower than the execution on real hardware. Therefore, it is infeasible to completely evaluate the large design space. In order to reduce the simulation time and cost of DSE, previous works mainly focus on two directions. One direction is to investigate fast simulation techniques, e.g., Simpoint [18] and SMARTS [19] . Although the time of per simulation is reduced, the size of design space is still extremely huge. The other direction is to use machine learning techniques to build predictive models with a set of simulation results of some configurations to predict the unknown responses of new architectural configurations. The combination of fast simulation techniques and machine learning techniques could usually achieve desirable results. [1, 3, 4, 6, 7, 8, 13, 14, 15] . For instance, Ϊpek et al. [1] proposed to employ artificial neural network (ANN) to build predictive model for architectural DSE. Guo et al. [3, 4] proposed to employ semi-supervised learning regression approach and active learning approach with M5P (model tree) as the base predictor to improve the accuracy of prediction. The issue is that when a new program is considered, a large number of new simulations on the program are needed to obtain the corresponding responses as the training data. These data are then used to build a program-specific predictive model to predict the responses of those configurations not simulated. Figure 1 (a) shows this traditional learning process of previous works. The simulation results of one program are independent of those of other programs. Given a program, only the labeled samples of this program are used as the training data, but the labeled samples of other programs are ignored. The labeled samples refer to the architectural configurations with the corresponding simulated responses, while the unlabeled samples refer to those that are not simulated and thus the corresponding responses are unknown. As the simulations are usually extremely time-consuming, there is a large overhead of obtaining the labeled samples for each program.
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To address this problem, recently some works proposed to build cross-program predictors [9, 10, 11, 12] . Khan et al. [9] proposed a reaction-based cross-program predictive model by employing ANN as the base predictor. Dubach et al. [10, 11] proposed a linear regression model as the meta model above some program-specific models built via ANNs. Guo et al. [12] applied M5P as predictor and incorporated the inherent program characteristics as a part of the training data to build the predictive model. Although the experimental results showed the superior performance of the above methods compared to traditional program-specific methods, their performances are still not promising due to the following limitations. 
The off-line training cost is very high. That is, they require a large number of training data of each previous program (e.g. Khan et al. [9] , Guo et al. [12] and Dubach et al. [10, 11] require 1000, 500 and 512 training instances of each prior program, respectively). In addition, a lot of previous programs (e.g. [9] requires 17 programs, [12] requires 24 programs and [10, 11] requires 5 programs) are needed.
Although the number of simulations on the new program is reduced, the off-line training cost is very high.

The assumptions in [9] and [10, 11] are that similar programs should present similar responses on the same configurations.
That is a too coarse-grained knowledge transfer. Once two programs are dissimilar, the effectiveness of their models is undesirable or even worse than the methods without knowledge transfer.  Previous works are not able to transfer knowledge from the sample granularity. That is they cannot select the helpful samples and filter the harmful ones from the previous programs for the new program. Even for two dissimilar programs, it's possible that some samples in one program could be potentially helpful to predict the simulation responses of the other program.
To address above mentioned problems, for the first time we study how to select useful samples and transfer the knowledge from one or several programs to help us build a better predictive model for the target program whose labeled samples are very sparse. Transfer learning has achieved significant success in many machine learning tasks including classification, regression, and clustering to address the problem of lacking enough training data in the target domain [22] [23] [24] [25] [26] . Figure 1(b) gives an illustration of transfer learning, which is different with traditional machine learning. It aims to transfer the knowledge from some source domains to a target domain when the latter has very few highquality training data. Following the terms in transfer learning, we call the new program to be predicted as target domain program and the prior programs as the source domain programs. At the meantime, we study how to select source domain programs that are similar to the target domain program in order to improve the effectiveness of knowledge transfer. The intuition is that similar programs may contain more samples that present similar configurations and corresponding responses. Motivated by this idea, we propose a two-phase DSE framework TrDSE that includes the program clustering phase and the knowledge transfer phase. In the clustering phase, we firstly use orthogonal array sampling to sample a very small number of configurations for each benchmark for simulation, and then we propose to extract five distribution related features based on the simulation responses for each benchmark. With the extracted features, the hierarchical clustering algorithm is applied to cluster the benchmarks. In the knowledge transfer phase, based on the clustering results, a transfer learning based regression algorithm is employed to transfer knowledge from source domain programs to the similar target domain program. The program clustering phase provides us with guidance for the transfer learning among programs. The goal of TrDSE is to improve the prediction accuracy on the target program with a very few simulations by transferring the helpful labeled training samples of source domain programs.
To summarize, this paper makes the following contributions:
(1) A new program clustering algorithm is proposed based on orthogonal array sampling. We extract five data distribution related features for program clustering. The insight is that the programs with similar distributions of response could share more common knowledge.
(2) To our knowledge, this is the first work that employs transfer learning algorithm in DSE to transfer helpful samples from source domain programs to help predict the responses of the configurations in the target program, thereby significantly reducing the simulation cost.
(3) Experimental results demonstrate the effectiveness, efficiency as well as robustness of TrDSE. Different from the previous cross-program predicting models [9, 10, 11, 12] , TrDSE does not firmly require a relatively large number of training data of the source domain programs, thus is more efficient and robust. Compared with two state-of-art DSE techniques, TrDSE significantly reduces the number of simulations and improve the prediction accuracy.
The rest of the paper is organized as follows. Section 2 details our approach. Section 3 introduces the experimental setup. Section 4 shows the evaluation results. We review related work in Section 5 and conclude this paper in Section 6. Figure 2 . Framework of TrDSE In this section we introduce the novel two-phase framework TrDSE for efficient design space exploration. TrDSE effectively combines program clustering technique and transfer learning technique in order to reduce the simulation cost in DSE and at the mean time train a more accurate prediction model. Figure 2 presents the framework of TrDSE. In the program clustering phase, we firstly propose to use OA sampling strategy to sample 12 configurations for simulation for each program, and then from these processor response dataset, we extract the values of five distribution related features constituting the datasets for clustering. Based on the distribution related dataset of each program, a hierarchical clustering algorithm is applied to cluster all the programs. In the knowledge transfer phase, according to the program clustering results, we propose a transfer learning algorithm to transfer the knowledge of similar source domain programs to the target program for training a better prediction model. To elaborate our proposal, we next give a brief introduction on orthogonal design.
PROGRAM CLUSTERING AIDED TRANSFER LEARNING FOR DSE
Orthogonal Design
The program clustering phase is the basis and guidance for the transfer learning phase. It does not necessarily provide very accurate results, i.e. a relative similarity among programs is enough for guiding transfer learning. Therefore, in order to reduce the simulation cost, one efficient sampling strategy for computing the similarity between two programs is critical.
An efficient design of experiment (DoE) method is essential to investigate the relationship between parameters and responses, and the sampling strategy is the key of DoE. The widely used DoE methods in statistical domain include full factorial, random, Latin hypercube sampling (LHS), Plackett-Burman design (PB design) and orthogonal design [16] . Here, we give a brief introduction and comparison on these techniques. 1) A full factorial experiment is an experiment which takes on all possible combinations of all values (levels) across all factors (parameters). But in DSE, it is obviously infeasible to sample all the configurations in the huge design space for simulation. 2) Random sampling strategy may lead to uncertainty and some redundant [20] or less informative design points are included, which results in high cost. 3) LHS is a statistical method for generating a sample of plausible collections of parameter values from a multidimensional distribution. In the context of statistical sampling, a square grid containing sample positions is a Latin square if (and only if) there is only one sample in each row and each column. However, the number of samples should be determined by designer subjectively. 4) The goal of PB design [2] is to find an experimental design where each combination of levels for any pair of factors appears the same number of times. But each parameter is only associated with two levels, it is not suitable for microarchitectural design space with multiple parameters and levels.
Instead of testing all possible parameter combinations like the factorial design, orthogonal design conducts a minimum amount of representative experiments according to orthogonal array (OA) to cover the entire design space and investigate how each parameter affects responses. As the selected representative experiment number is usually very small, time and resources cost can be significantly reduced. The OA can be derived from deterministic algorithms [16] or looked up online. The arrays are selected by the number of parameters and the number of levels. For example, a design space of the target architecture considering 5 parameters, one with 4 levels and four with 2 levels, would require 64 ( , as shown in Table 1 . Each row in this array represents a combination of levels, that is, a simulation. For example, the last row stands for a simulation in which parameter A is at level 4, parameter B at 2, parameter C and D at 1, and parameter E at 2.
OA follows the balance principle with the following two properties. , the possible level combinations (1,1), (1,2), (2,1), (2,2), (3,1), (3,2), (4,1) and (4,2) occur and they occur once. According to the two balancing properties, it can be shown that OA has the characteristics of representativeness and orthogonality (i.e., two columns are statistically independent). The OA based sampling strategy (OA sampling for short) has three advantages comparing with the other four designs of experiments methods. Firstly, it can evenly cover the entire design space and the samples are representative for the distribution of design space [16] . Secondly, the orthogonal design is an experiment design of multiple parameters with multiple levels. Thirdly, OA sampling is more efficient and is able to catch the relationship between the parameters with the responses via the minimum samples. Thus, we choose the OA sampling strategy in orthogonal design as the sampling strategy to reduce the simulation cost.
Generally, we can easily find the exact appropriate orthogonal array online. When the corresponding orthogonal array with the same number of parameters and values in design space cannot be obtained online exactly, we make some accommodation and the highest value will be taken or the difference will be split. For example, the levels of 5 parameters are 3, 2, 2, 2, 2, but we could still select the OA 8 1 4 (4 2 ) × L and the appropriate strategy is to fill in the two entries for A=4 with 1, 2 or 3 randomly.
If the parameters are all with 2 levels, the corresponding OA generally is called 2-level OA. For example, 11 parameters with 2 levels, the corresponding 2-level OA is 11 12 (2 ) L , just needing 12 experiments. When the levels of parameters are different, the corresponding OA generally is called mixed-level OA.
Program Clustering
We take the program similarity as the metric to measure the transferability between source and target domains. The intuition is that similar programs should share more knowledge in general. TrDSE aims to transfer the knowledge from the source domain programs that are similar to the target domain program. Thus program clustering is considered to help us select source domain programs for the target domain program. It could provide guidance for source domain program selection and clustering results, i.e., selecting more similar source domain programs for the target domain program.
In DSE, if the distributions of the simulation responses of two programs are similar on the same configurations, many samples of one program could be helpful and used to build the predictive model of the other program. Thus we compute the similarities between programs based on the distribution of simulation responses of programs. Our method is significantly different from previous works on measuring program similarities [27, 28] , where the used features of programs are architecture irrelevant (such as instruction mix or branch direction). The purpose of program clustering is to provide a coarse guidance for knowledge transfer in TrDSE. The program clustering phase mainly includes the following 3 steps.
Step1. We propose to apply 2-level OA sampling (only considering the highest and lowest values of each parameter) to sample configurations from the entire design space, and then simulate each program on these configurations. For 11 investigated parameters in our paper, 2-level OA only needs to sample 12 configurations ( 11 12 (2 ) L ). Table 2 
. Five data distribution related features for clustering
No.
Distribution related Features 1
The maximum value 2
The minimum value 3
The difference between maximum value and minimum value 4
Average value 5 Standard variance
Step 2. Based on the simulation results of Step 1, we extract five features related to response distribution for charactering each program. In this paper, we only consider instruction per cycle (IPC) as the processor response or simulation results on the program. The five features are extracted based on the response values, and are shown in Table 2 , i.e., the maximum response value, the minimum response value, the difference between maximum value and minimum value, the average value and the standard variance. The values of the five features are extracted from the 12 samples of each program and they constitute the dataset for clustering.
Step 3. The hierarchical clustering algorithm [21] is utilized to cluster the program. It is a method of cluster analysis which seeks to build a hierarchy of clusters and the results are usually presented in a dendrogram. Based on the response distribution related features extracted from the samples of all the investigated programs, Euclidean distance is used as the measure of distance between pairs and centroid linkage clustering is applied as the linkage criterion. The similarity of two programs is expressed as the distance of the respective five feature data of them.
The related works about program clustering based on simulation response are Yi et al. [2] and Dubach et al. [11] . Yi et al. [2] apply PB design to sample configurations for each program, and then compute the effect of each parameter on response and rank them. They take the rank as the clustering data of each program, and calculate the Euclidean distance of any two programs for clustering. The method is effective, but loses some information of the response values. For example, although the ranks of parameter significance are the same for the two programs, the responses of the two programs on the same configuration may be different significantly. In this case, the training data of one program can't help predict the responses of the other program. Dubach et al. [11] propose to measure the program similarity by directly using the results of running benchmarks on 3000 randomly selected configurations. Then Euclidean distance is also used as the measure of distance. The simulation cost is too high, and it does not mine the distribution information of the data.
Transfer Knowledge among Different Programs
Based on the program clustering, we consider employing the knowledge of source domain programs to help train the predictive model of the target domain program. The intuition is that part of the labeled data in the source domain can be reused in the target domain after re-weighting. We propose to apply an instancetransfer learning algorithm Two-stage TrAdaBoost.R2 [22] to select the helpful samples and remove the harmful samples of source domain programs. However, we need to address the following three problems to apply this method to our task. How to sample the labeled samples from the source domain programs? How to sample the labeled samples from the target domain program? How to transfer the knowledge from source domain programs to the target domain program? We will address the three problems in three steps respectively as follows.
Step 1. Based on program clustering results, we select one or several similar programs that are in the same cluster of the target program, and select some labeled samples from these programs. The samples can be sampled randomly. The sample size can be flexible, because the instance-transfer learning is fine-grained.
Step 2. As the useful samples of source domain programs are selected based on the very limited number of labeled samples in the target domain program, these sampled labeled samples of the target program should be representative and informative. We apply the mixed-level orthogonal array sampling strategy to sample configurations for simulation in the target domain program. For the design space in Section 3.2, the corresponding mixed-level OA is Step 3. We select one or several programs that are similar to the target domain program as the source domain programs for knowledge transfer. We then leverage the labeled training data of the source domain programs and the target domain program to select the helpful samples. Finally, a predictive model is trained by the samples of the target program and the helpful samples transferred from the source domain programs.
We propose to employ the instance-transfer learning algorithm two-stage TrAdaBoost.R2 [22] to leverage the training samples of source domain programs to help us build the predictive model for the target domain program. Two-stage TrAdaBoost.R2 is a variant algorithm of TrAdaBoost [23] for regression. TrAdaBoost aims to address the classification problem in the inductive transfer learning setting. It assumes that due to the difference in distributions between the source and target domains, some of the source domain data may be useful in learning for the target domain but some of them may not and could even be harmful. TrAdaBoost attempts to iteratively re-weight the source domain data to reduce the effect of the "bad" source data while encouraging the "good" source data to contribute more for the target domain. To avoid the overfitting problem in TrAdaBoost, Two-Stage TrAdaBoost.R2 is proposed to adjust the weights of the samples in two stages. 
EXPERIMENT SETUP
Simulator and Benchmarks
Using the state-of-art cycle-accurate simulator GEM5 [17] , we conduct our simulations on 27 benchmarks from the SPEC CPU 2006 suite. Aided by SimPoint [18] , 100 million instructions of each benchmark are simulated to collect statistics. IPC (Instruction-per-Cycle) is used as the performance metric for processor response.
The Explored Design Space
In this paper, we investigate 11 important parameters for processor performance. The design space is shown in Table 3 . We fix CPU clock as 2GHz and branch predictor as tournament. As architectures with ROB size less than the instruction queue size is impossible to achieve optimal performance, we can directly remove such architectures and reduce the design space from 8.3 million to 7 (8.3-1.3) million configurations. For the design space, the corresponding mixed-level OA is Thus, 12 configurations are cycle-accurate simulated as the dataset for program clustering. We use uniform random sampling to pick 3000 architectural configurations and simulate them for each benchmark. Unless otherwise stated, all our predictors are validated using these 3000 samples, i.e., they are used as the test dataset in all following experiments.
Evaluation Methodology
In order to evaluate the performance of the predictive model, we use the relative mean absolute error (RMAE) defined as 
Competitive Methods
Some input parameters should be set first in two-stage TrAdaBoost.R2. In our experiment, the number of cross-validation folds F is set to 10 and the number of iterations S is set to 200. The M5P algorithm [29] is chosen as the base learner in AdaBoost.R2'. The maximum number of boosting iterations N of AdaBoost.R2' is set at 20.
We compare TrDSE with the following baselines.  A state-of-art program-specific predictive model based on artificial neural networks proposed by Ϊpek et al. [1] (PSM for short). Following the setting in [1] , the ANN adopts one 16-unit hidden layer, a learning rate of 0.001.

We also compare TrSDE with an empirical architecturecentric approach based on linear model proposed by Dubach et al. [10, 11] (EAC for short). EAC predicts the new program using knowledge of previous programs. As the most relevant work to TrDSE, we choose it as a baseline. Another cross-program predicting related work, Khan et al. [9] proposed a cross-program reaction-based predictive model. Their experiments are preceded using 17 previous benchmarks with 1000 training samples per benchmarks to predict a new program. Although they proposed that only 8 further simulations for a new program are needed, the off-line training time cost is very high. Therefore, we do not compare our method with it due to its large number of previous benchmarks and training samples.
EVALUATION 4.1 Evaluation of Program Clustering
The proposed program clustering approach utilizes the extracted distribution related feature data based on 2-level OA sampling. For the 11 parameters in the design space, the corresponding 2-level OA is 11 12 (2 ) L requiring 12 simulations of each program. In order to evaluate the effectiveness of 2-level OA sampling, we compare the program clustering results based on 3000 randomly selected samples. Figure 3 shows the dendrogram results by applying a hierarchical clustering method on the two different datasets of SPEC CPU 2006 benchmarks. The horizontal lines join two branches together and the height on the y-axis gives the average distance between them. The higher separation between branches, the less similar the programs in each branch are from each other. For example, the benchmarks libquantum, bzip2, hmmer are far away from other benchmarks, i.e., they are significantly different with other programs. We can see that the dendrograms of the two clustering results are almost the same, despite there are some differences, e.g., the nearest benchmark of mcf is astar in (a), while the nearest benchmark of mcf is namd in (b). The small differences between the two results can be ignored because the three benchmarks are all similar with each other. Here, we only consider the relative similarities between benchmarks. As shown in Table 4 , the clustering results on the two program datasets are the same when we cluster the 27 benchmarks to 3 clusters. Thus one can conclude that the proposed 2-level OA sampling can effectively select the most representative samples, and can achieve the comparable clustering results with only a very small number of simulations for each program. 
Evaluation of Knowledge Transfer
When transferring knowledge from source domain programs to the target domain program, the following three variables may significantly affect the prediction performance: the number of source domain programs, the available training data size of source domain programs, and the training data size of the target program.
In order to evaluate the effectiveness of TrDSE, we conduct experiments to test the performance with different settings of the three variables separately.
Knowledge Transfer from Multi Source Domain Programs
For TrDSE, the source domain programs that are most similar to the target domain program are selected for knowledge transfer based on the clustering result. For example, if we select 3 source domain programs for the target domain program bzip2, the programs hmmer, libquantum and lbm (or, soplex) are selected since they are the most similar 3 programs to bzip2.
In this section, we evaluate the performance of TrDSE by varying the training set size of the target program and the source domain program number. The training set size of the target program, i.e., the simulation number of the target program, is set to 10, 20, 30 and 40, respectively. The number of source domain programs varies from 1 to 5. The training set size of each source domain program is fixed at 50, i.e., the available training dataset of 5 source programs totally includes 250 samples. Thus for each program we need to conduct 20 experiments with each one associated with a variable setting. Figure 4 shows the average RMAE of TrDSE of all the benchmarks. PSM is the baseline approach. As can be seen, on average the RMAE of TrDSE with 10 training samples of the target program and one source domain program is only 7.36%, while the number for PSM is 22.7%, which shows a very significant improvement. The prediction error of TrDSE reduced to 5.38% with only 20 training samples of target domain program. One can conclude that the significant improvement of TrDSE benefits from transferring knowledge from similar source domain programs. One can also see that for TrDSE, more source domain programs could transfer more knowledge for the target program, but due to the limit training samples of the target program, the common knowledge that can be transferred is limit. That is why the decreasing trend of the prediction error becomes slow when the source domain program number is larger than 3. Figure 4 also shows that, when the training set size of the target program increases to 20, the prediction error is greatly reduced compared to the case with only 10 available training samples, and the prediction error is reduced to about 5.3% on average. When the training sample size of the target program keeps rising, the reduction of the prediction error becomes less significant.
Due One can see that 3 source domain programs is good option for knowledge transfer as the performance improvement in such a case is most significant. For many benchmarks, when the number of source domain programs is larger than 3, the prediction accuracy increases slowly. The reason could be that some dissimilar programs are included, which makes the knowledge transfer more difficult. In addition, the available knowledge from source domain programs is limit due to the very sparse training data of the target program. To evaluate the effectiveness of TrDSE with various simulation numbers (training dataset size) of the target program, we compare TrDSE with PSM by increasing the number of simulations from 10 to 500. We aim to compare the performance of TrDSE and PSM given the equal number of simulations from the target program. For TrDSE, we fix the number of source domain programs at 3, and use 50 training samples per source domain program. Figure 6 shows the average prediction error and Pearson correlation coefficient over all the programs of the two methods. One can see that TrDSE reduces the prediction error from 15% to 8.6% with only 10 simulations and improves the Pearson correlation coefficient from 0.3 to 0.7. When the number of simulations increases to 20, the prediction error of TrDSE drops to 4.5%, and the Pearson correlation coefficient increases to 0.92. With the increase of simulation number, the prediction performance of the two approaches both improves. By transferring knowledge from source domain programs, only 30 simulations of the target program are needed for TrDSE to achieve a 0.93 of Pearson correlation coefficient, while PSM needs 200 simulations to get the similar result.
Varying the Simulation Size of Target Program
Robustness Analysis
In this section we study the robustness of TrDSE by transferring knowledge among programs that are not very similar. We set the source domain program number to 1, and training set size of target program to 20. We investigate the prediction accuracy of TrDSE by varying the training set size of source domain program. Figure 7 shows the average prediction error and Pearson correlation coefficient of all the 27 benchmarks of the four approaches. As the training data size of target domain program is fixed, the prediction error of PSM is constant and thus the curve in the figure is a line. One can see that, TrDSE is most correlated with the actual data. When the training set size of source domain programs increases to 140, the prediction error decreases to 4.2%, and Pearson correlation coefficient increases to 0.95.
One can see the performance of NoTrans is better than PSM. That demonstrates that the effectiveness of program clustering and there are some samples could be transferred and applied between the similar programs. The reason that NoTrans is not competitive with NoClu is that despite the two programs are similar, their response distributions are not exactly the same. That is there are a lot of helpful samples for the target domain program, but meanwhile some harmful ones also exist. The helpful samples could improve the prediction accuracy of NoTrans, while the harmful ones could lower the accuracy. Thus directly using the samples of source program may not be always helpful to the target program. The transfer learning algorithm of NoClu could filter the harmful samples for the predictive model of target program. The program clustering can guide the selection of source domain programs for transfer learning, which helps to sample the data from the source program that has the similar training data distribution with the target program.
One can also see the prediction accuracy of NoClu is a little bit worse than TrDSE, but still much better than program-specific model PSM. This verifies the effectiveness of our method in transferring useful samples form the source domain program to the target domain program. Note that the prediction performance of NoClu is close to TrDSE. The reason is that the result given in Figure 7 is the average prediction error on the 27 benchmarks, and many of the benchmarks in SPEC CPU 2006 are similar. However, when NoClu selects the most dissimilar benchmark libquantum for gcc, the prediction error is 8.8% with 200 training samples of libquantum, while the error drops to 2.9% when TrDSE selects the very similar benchmark gobmk. The prediction error of PSM is 15%. In this case, NoClu is much worse than TrDSE but still outperforms PSM. It demonstrates the robustness of transfer learning and the necessity of program clustering.
Comparison with Cross-Program Model
To further study the effectiveness and efficiency of TrDSE, we compare it with the state-of-art cross-program predicting model EAC proposed by Dubach el at. [10, 11] . EAC uses prior knowledge from 5 benchmarks to help predict the new program. Notably, EAC requires 512 training samples for each of the 5 benchmarks. On this basis, 32 further simulations for the new program are also needed for building the predictive model. One critical drawback of EAC is that the cost of off-line training is too high, requiring 512 training data for each of 5 benchmarks.
For fairness, we also select 5 source domain programs for knowledge transfer, 32 training samples of the new target program for prediction. When varying the training set size per source domain program, we compare the performance of TrDSE with EAC. Note that the training set size of the 5 benchmarks is always the same and increases from 32 to 512 with an increase step of 30. Figure 8 shows the average prediction accuracy over all the 27 programs of the three DSE approaches. As can be seen, EAC is remarkably inferior to TrDSE when the training set size of source programs is relatively small. It is even worse than PSM when the training set size of source domain programs is less than 182. Even with only 32 samples per source domain program, the prediction error of TrDSE is 5.1%, and the Pearson correlation coefficient is 0.9, a very promising result. When the training set size is larger than 182 per source program, EAC becomes better than PSM. When the training set size per source program increases to 512, EAC can also achieve promising performance with 4.5% prediction error and 0.9 Pearson correlation coefficient. To achieve the similar result, only 92 samples per source domain program are enough for TrDSE (prediction error of 4.3% and Pearson correlation coefficient of 0.92). With a similar prediction performance (about 4.5%), the simulation cost and training cost of TrDSE, EAC and PSM are shown in Table 5 . In general, a simulation for 100 million instructions requires an execution time of more than 10 minutes, which may be different depending on the program. For the sake of simplicity, we take the number of simulations as the metric to measure the simulation cost. According to Section 4.2.2, PSM needs about 200 training samples for each program to achieve a comparable prediction accuracy. For the 27 benchmarks used in our experiments, the 5 source programs are considered as the previous programs and the other 22 programs are the target programs. Thus the total number of simulations for TrDSE and EAC includes the number of simulations on both source programs and target programs. One can also see that, the training time of the three methods are all less than 1 minute, which could be ignored in DSE compared with the time consuming simulations. TrDSE is much more efficient than PSM and EAC to achieve a similar prediction performance, as TrDSE only needs less than one fifth simulations of PSM and one third simulations of EAC. Therefore, TrDSE could dramatically reduce the simulation time in DSE. This is mainly because TrDSE is a fine-grained knowledge transfer method that focuses on selecting the most useful training samples from the source domain programs, while EAC is a coarsegrained knowledge transfer method that aims to transfer the entire source domain programs.
Optimal Configuration
In general, the actual optimal configuration cannot be obtained unless simulating the entire design space, which is infeasible. A compromise is using TrDSE to explore test dataset space as a case study to evaluate its effectiveness. We predict the configurations of test set and sort them with the predicted IPC value, and the one with the largest IPC is considered as the optimal configuration predicted by the model. We next compare it with the actual best simulation configuration of the entire test set. Here, we fix the training set size of the target program as 50 and the number of source programs as 3. Since the prediction accuracy of EAC is lower than PSM when the training set size of source domain program is small, we only compare the performance of TrDSE with PSM in this section. Table 6 shows the optimal simulation configuration, and the optimal predicted configurations and prediction error of TrDSE and PSM for benchmark libquantum and wrf.
One can see that although the optimal predicted configuration of TrDSE is not totally the same with the optimal simulation configuration, most of the parameters are the same. And they do not yield significant performance differences. It is notable that on the benchmark wrf, the optimal predicted performance and the optimal simulation performance are very close, and meanwhile its prediction error is low (1.6%). Compared with PSM, TrDSE is more effective. 
RELATED WORK
1) Program-specific predictor for DSE. Ϊpek et al. [1] proposed to employ ANNs to predict the performance of architectural configurations. Lee et al. [7] derived spline-based regression models for architectural performance and power prediction. Later Lee et al. [8] proposed a composable performance regression model for multiprocessor. Joshep et al. [5, 6] proposed to build linear regression models and a Radial Basis Function (RBF) nonlinear regression model to predict the microprocessor performance. Guo et al. [3, 4] combined semisupervised learning with active learning to build a predictive regression model. Guo et al. [15] also proposed a framework which built several distinct base regression models and then construct a metamodel to output the final prediction results. Palermo et al. [13] proposed to combine the design of experiments and response surface modeling techniques for managing systemlevel constraints and identifying the Pareto front. Later Xydis, Palermo et al. [14] proposed spectral-aware pareto iterative refinement for supervised high-level synthesis. 2) Cross-program predictor for DSE. Program specific models cannot transfer useful knowledge from previous programs to a new program. Thus, some cross-program predictive models are proposed [9, 10, 11, 12] .
Transfer Learning (TL). TL aims to transfer the knowledge from some previous tasks to a target task when the latter has fewer high-quality training data. Generally, it can be classified into three different settings: inductive transfer learning, transductive transfer learning, and unsupervised transfer learning [25] . Dai et al. [23] proposed a boosting algorithm TrAdaBoost, which is an extension of the AdaBoost algorithm, to address the inductive transfer learning problems. TrAdaBoost assumes that the source and target domain data use exactly the same set of features and labels, but the distribution of the data in the two domains are different. Pardoe and Stone [22] presented a two-stage algorithm TrAdaBoost.R2 to extend the TrAdaBoost algorithm for regression problems. The idea is to apply the techniques which have been proposed for modifying AdaBoost for regression [24] on TrAdaBoost. Furthermore, to avoid the overfitting problem in TrAdaBoost, [22] proposed to adjust the weights of the data in two stages.
CONCLUSION
This paper made the first attempt to combine program clustering and transfer learning techniques for more efficient chip design space exploration. We proposed a novel program clustering approach which extracted five distribution related features based on orthogonal array sampling, and then applied hierarchical clustering algorithm to cluster the programs. This approach could efficiently cluster programs with only 12 simulations for each program. Then we proposed a program clustering aided DSE approach via transfer learning techniques, which could transfer knowledge from other previous programs to the new target program. Empirical evaluation demonstrates TrDSE could significantly reduce the number of simulations in DSE and has strong robustness, and thus it is more efficient and effective comparing with other state-of-art approaches.
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