Abstract-We consider multiarmed bandit problems with switching cost, define uniformly good allocation rules, and restrict attention to such rules. We present a lower bound on the asymptotic performance of uniformly good allocation rules and construct an allocation scheme that achieves the bound. We discover that despite the inclusion of a switching cost the proposed allocation scheme achieves the same asymptotic performance as the optimal rule for the bandit problem without switching cost. This is made possible by grouping together the samples in a certain fashion. Finally, we illustrate an optimal allocation scheme for a large class of distributions which includes members of the exponential family.
I. INTRODUCTION

WELL investigated class of resource allocation problems is
A the multiarmed bandit problem which in its simplest form can be described as follows. There are p 1 2 statistical populations whose distributions are parametrized by an unknown 8 E 8. How should we sample x I , x2, * sequentially from the p populations in order to maximize, in some sense, the expected value of the sum Jn = xI + x2 + -+ X, as n + a?
Various versions of the above problem have been addressed in the recent control and statistics literature. Solutions have been obtained by Lai and Robbins [l] , [2] , and by Anantharam, Varaiya, and Walrand [5] . To the best of our knowledge none of the formulations of the multiarmed bandit problem presented so far addresses the issue of switching cost.
In this paper we formulate a multiarmed bandit problem with switching cost and present asymptotically optimal allocation schemes. The idea we exploit is the following. Since the introduction of a switching cost obviously discourages frequent switching, we need to sample in blocks. The surprising result we discover is that despite the inclusion of such an additional cost, our allocation schemes achieve the same asymptotic performance as the optimal solutions for the problem with no switching cost.
The paper is organized as follows. In Section I1 we precisely formulate a multiarmed bandit problem with switching cost and introduce the total regret associated with an allocation rule. In Section I11 we present a lower bound on the total regret, and in Section IV we construct allocation rules which achieve this lower bound. In Section V we illustrate such an allocation scheme for a large class of distributions which includes some members of the exponential family.
PROBLEM FORMULATION
Let ill, * e , II, be statistical populations specified, respectively, by univariate density functionsf(x; t ! $ ) , * * * , f(x; 0,) with Manuscript received May 14, 1987; revised March 23, 1988 We want to maximize, in some sense, (EJ,, -SW,,) which is equivalent to minimizing the total regret &(e). 
A.4:
The parameter configuration 8 = (e,, -. e , 0,) is such that
The assumption Z(0, A) > 0 is automatically satisfied whenever p(A) > p(0). The condition Z(0, A) < 00 implies that the distribution of the samples under the parameter 8 is absolutely continuous with respect to the distribution of the samples under any parameter A such that p(A) > p(8). Such a condition can be expected to be satisfied for most parametric families of distributions which are mutually absolutely continuous. Assumption A2 is a right continuity condition on Z(0, A) for fixed 0 and p(h) 2 p(0). Assumption A3 is a denseness condition on the space 0. Assumptions A2-A3 are needed to obtain the lower bound on the total regret. Assumption A4 implies that there is a unique best population among all of the p populations. This assumption is essential in obtaining the upper bound on the total regret. there exists 6 > 0, such that
A LOWER BOUND FOR THE TOTAL REGRET
In this section we note the extension of the lower bound obtained by Lai and Robbins [l] to our problem. We state this in the form of Theorem 3.1.
Theorem 3. I:
Assume that Assumptions Al-A3 hold. Let qi be any uniformly good allocation rule, i.e., qi satisfies (2.10). Then Proof: Follows from Theorem 1 of Lai and Robbins [l] . U We shall call rules that attain the above lower bound asymptotically efficient, i.e., 
IV. CONSTRUCTION OF ASYMPTOTICALLY EFFICIENT RULES
In the first part of Section IV-A we motivate the idea of block allocation and then introduce a specific block allocation scheme. In this scheme we employ upper confidence bounds that are constructed in Section IV-B. Finally, in Section IV-C we derive an upper bound on the total regret of our allocation scheme. This bound is asymptotically equal to the lower bound of Theorem 3.1. Consequently, the proposed allocation scheme is asymptotically efficient.
A . Block Allocation Scheme
In view of Theorem 3.1, if 6 is an asymptotically efficient rule, then the number of samples that qi takes from any inferior population II, up to stage n is about (log n)/Z(O,, e*). With no knowledge of the time instants at which the samples are taken from the inferior populations, all we can infer about the contribution from population II, to the switching regret up to stage n is that it is at most about (2 log n)/Z(0,, e*). (The largest contribution to the switching cost occurs when every sample from population II, involves switching to and from it.) Clearly any asymptotically efficient rule must ensure that the samples chosen from any population are grouped together in blocks in such a fashion that the contribution to the switching cost is much smaller than the above upper bound, in fact o(1og n). Furthermore, the block lengths must increase with n.
With this idea in mind we construct a "block allocation scheme" in two steps. We first determine, a priori, intervals of time, and over each interval we sample from the same population. Then, at the beginning of each interval we adaptively decide which population to sample from. The intervals are chosen so that if we ensure the expected numbers of samples from each inferior population is O(1og n), the expected number of switches is automatically controlled to o(1og n).
Step 1: To facilitate analysis, time is first divided into "frames" numbered 0, 1, 2, . . . Each frame f is further subdivided into "blocks" numbered 1 , 2 , 3 , -. . All the blocks in a frame are of equal length. Each such block can thus be uniquely identified by (f, i ) where f is the frame number to which it belongs, and i is the block number.
Furthermore, let
Nr denote the time instant at the end of frame f, b, denote the block length of each block in frame f, kf denote the number of blocks in frame f.
We choose the block lengths and frame lengths (N' -Nf-,) as follows:
Such a block allocation scheme is illustrated in Fig. 1 for p = 4.
I'
We now derive lower and upper bounds for Nf, the time instants at the end of frame f. These bounds will be used extensively in subsequent analysis. Therefore, NJ -p2f2, and log NJ -f 2 . On the other hand, the block lengths b~ = f.
Step 2: To start up our allocation scheme, in frame 0 we sample once from each population. From then on we proceed as follows.
The beginning of each block (f, i ) is a comparison instant, n( f, i ) ( = Nf-+ (i -l)bf); at that time we decide which population to sample from. We sample from the chosen population for the entire block (f, i ) , i.e., bf times. To decide what population to sample from, at each comparison instant n we employ upper confidence bounds U,,( j ) for p(0,), the mean of each population II,. We define the leader as the population IIjn for which u n ( j n ) z u n ( j ) v j E (1, * * * , P } .
At each comparison instant we choose to sample from the leader. for each j E ( 1 , * . . , p } .
and IV-B.
Denote by 4* the allocation rule constructed in Sections IV-A Heuristics: Conditions (4.4)-(4.6) Now we extend this result for any arbitrary n. Let I be such that < n I NI.
Clearly
This completes the proof of i).
Proof of 4. I ii):
Let I be such that NI-I < n 5 NI. Then, and Therefore, for any given
Hence, by (4.3)
Thus, for n > Nfo 
0
In view of Theorems 3.1 and 4.1 the block allocation scheme 4* that we propose in this section is asymptotically efficient, i.e., J*J* Hence, by (2.9), (4.11), and (4.12), iii) follows.
(p*-p(eJ))/z(eJ9 e*) log n.
[ J P (~J ) < P *
1
Thus, despite the imposition of a switching cost we are able to recapture the same asymptotically optimal performance as Lai and Robbins [l] achieve in the nonswitching cost case. The block allocation scheme proposed in this section is crucial in achieving this performance. By grouping together samples from each inferior population in blocks, we manage to maintain the number of samples from each inferior population at about log n/Z(OJ, e*) and to limit the number of switches to o(1og n).
V. UPPER CONFIDENCE BOUNDS FOR SPECIAL DISTRIBUTIONS
In this section we construct umer confidence bounds for a for some ir 1).
establishing i)
.
0, choose 0 < 6 < X -0 so that (Z(0, w )~< E i f e < w < e + 6 .
[This is possible due to Assumptions A2, A3, and (5.2).] We now bound EoLK from below. Define the stopping time iii) g,, is nondecreasing in n 2 i for fixed i. 
VI. CONCLUSIONS
Despite the inclusion of a switching cost, our allocation scheme achieves the s h e asymptotic performance as the optimal solutions for the case without switching cost. This is made possible by grouping together samples into blocks of increasing sizes, thereby reducing the number of switches to o(log n).
Notice that the block length and frame lengths are prescribed in advance and not generated adaptively from the data. With our block scheme if we can ensure that the number of samples from an inferior population is O(1og n), then we automatically control the number of switches to o(log n).
Although in our problem formulation we consider a fixed switching cost, we can equally well handle switching costs which vary with time and with the pair of populations between which switching occurs, provided the switching cost is bounded.
Assumption A4 is essential to obtain asymptotic efficiency. If we do not have a unique best population, then the number of switches among superior populations can be arbitrarily large. 
