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Abstract—The recent decades have seen the growth in the fields 
of wireless communication technologies, which has made it 
possible to produce components with a rational cost of a few cubic 
millimeters of volume, called sensors. The collaboration of many 
of these wireless sensors with a basic base station gives birth to a 
network of wireless sensors. The latter faces numerous problems 
related to application requirements and the inadequate abilities of 
sensor nodes, particularly in terms of energy. In order to 
integrate the different models describing the characteristics of the 
nodes of a WSN, this paper presents the topological organization 
strategies to structure its communication. For large networks, 
partitioning into sub-networks (clusters) is a technique used to 
reduce consumption, improve network stability and facilitate 
scalability. 
 
Keywords—clustering algorithms, DEBC, heterogeneous 
networks, LEACH, Wireless Sensor Network  
I. INTRODUCTION 
HE use of wireless sensor network (WSN) is often 
correlated with the lack of infrastructure. Thus their 
operation requires the use of collaborative protocols. To 
best manage these networks, it is essential to discover 
cooperation between the constraints inherent to the sensors and 
the needs expressed by the applications. The literature 
describes two approaches, namely: either the flat network in 
which one directly deploys adapted communication protocols 
or a self-organized structure that will offer effective support 
for a great variety of protocols like the routing, the 
localization, discovery of services, etc. [1-3].  
After this short introduction, we discuss in Part 2the main 
generic models and definitions describing the communication 
components (sensor node model, communication model, 
detection model, consumption model). Section 3 is then 
devoted to the specific architectures needed by large WSNs. It 
is particularly developing the principles of network 
partitioning (or "clustering") as well as the main algorithms 
adapted to the topological organization of such networks. 
Finally, the last section provides a summary of the different 
approaches in the literature and their shortcomings concerning 
our issues. This makes it possible to position the work and to 
introduce it in the following heading. 
II. NODES AND THEIR COMMUNICATION 
To better understand the physical systems and, 
subsequently, the different strategies adopted to size and 
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architect a WSN, we will use models as simple as possible. 
This section defines numerous prototypes that are used in the 
WSN. For example, we use node models, communication 
models, detection or acquisition models, and energy 
consumption models. 
A. Node Model 
Depending on the application and structure chosen, a WSN 
contains different types of nodes: 
• A regular node is a node with a transmission unit and a 
data processing unit. The data transmission unit is responsible 
for all data transmissions and receptions via a wireless 
communication medium that can be of optical type (as in 
Smart Dust nodes) or radiofrequency type (as in Stargate 
nodes) [4]. The data processing unit is composed of a memory, 
a microcontroller and a specific operating system (such as Tiny 
OS, developed at the University of Berkeley and currently 
used by more than 500 universities and research centers 
worldwide [5]). It is responsible for the processing of data 
from or transmission. Depending on the field of application, a 
node can be equipped with additional or optional units such as 
a GPS to determine its position, or an energy generating 
system (photovoltaic cell, etc.), or a mobile system to allow it 
to change its position or configuration if necessary. 
• A sensor node or source node is a regular node 
equipped with an acquisition or detection unit. The acquisition 
unit is equipped with a sensor or several sensors that obtain 
analog measurements (physical and physiological) and an 
Analog / Digital converter that converts the information 
recorded into a digital signal understandable by the unit of 
treatment [6]. 
• An actuator node or robot is a regular node with a unit 
allowing it to perform specific tasks such as mechanical tasks 
(moving, fighting a fire, driving a PLC, etc.). 
• A sink node is a regular node with a serial converter 
connected to a second communication unit (GPRS, Wi-Fi, 
WiMax, etc.). The second communication unit provides 
transparent retransmission of data from sensor nodes to an end-
user or other networks such as the internet [7]. 
• A gateway node is a regular node for relaying traffic in 
the network on the same communication channel [8]. 
• For optimizing network lifetime or data delivery time 
parameters, some work focused on the architecture (flat, 
hierarchical, multilevel) of the WSN. These architectures most 
often define the roles played by the nodes in a WSN [9-10]. 
• Source Node (NS): whose main role is to detect the 
physical or physiological phenomena occurring in its 
immediate environment to transmit them, directly or via 
multiple nodes, to an end-user. It's a sensor node [11]. 
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B. Detection Model 
The simplest of the detection models are also the "binary 
disc" model. This model assumes that a node can detect only 
the phenomena found in its detection range (and not outside). 
In this model, the detection range of each node is confined in a 




Fig. 1. Detection model: "Probabilistic sensing model" [13] 
 
 A more realistic extension of the "binary disc" model is the 
"probabilistic sensing model" (see Figure 1), proposed by [13]. 
This probabilistic model reflects the uncertain behavior of the 
detection of sensor nodes such as infrared or ultrasonic 
sensors. In such a model, if 𝑟𝑢defines an uncertain detection 
zone of a sensor𝑛  such that 𝑟𝑢 < 𝑟𝑑 then a node could detect 
with probability𝑃 a point or an object lying in an interval 
between 𝑟𝑑 − 𝑟𝑢 𝑎𝑛𝑑 𝑟𝑑 + 𝑟𝑢. The probability of coverage of a 




0,               𝑟𝑑 + 𝑟𝑢   ≤ 𝑑(𝑛𝑖 , 𝑃)
𝑒−𝑤𝛼
𝛽
,        𝑟𝑑 − 𝑟𝑢 < 𝑑(𝑛, 𝑝) < 𝑟𝑑 + 𝑟𝑢
1,                𝑟𝑑 − 𝑟𝑢 ≥ 𝑑(𝑛𝑖 , 𝑃)
   (1) 
 
Where  𝛼 = 𝑑(𝑛𝑖 , 𝑃) − (𝑟𝑑 − 𝑟𝑢), 𝑤and 𝛽 are parameters that 
measure the probabilities of detecting an object at a distance 
from a sensor node. We can say that all points are 1-covered 
by a given sensor node if they are at a distance under 𝑟𝑑 − 𝑟𝑢of 
this sensor node, and all those in the meantime [𝑟𝑑 − 𝑟𝑢 , 𝑟𝑑 +
𝑟𝑢]have a coverage (<1) that decreases exponentially with 
distance. Beyond a distance𝑟𝑑 + 𝑟𝑢, all points are 0-covered or 
uncovered. 
Let Ψ = {𝑛, 𝑖 = 1,2, … … . . 𝑘}be the set of sensor nodes whose 
detection ranges cover the point𝑃(𝑥𝑖 , 𝑦𝑖). As 𝐶𝑥𝑖𝑦𝑖
(𝑛𝑖) is the 
probability of coverage of a point P by a node 𝑛𝑖, then the 
expression(1 − 𝐶𝑥𝑖𝑦𝑖
(𝑛𝑖)defines the probability that point P is 
not covered by at least one of the neighboring nodes is defined 
by the expression: 
 ∏ (1 − 𝐶𝑥𝑖𝑦𝑖
(𝑛𝑖)
𝑘
𝑖=1 ).                    (2) 
As the probabilities of coverage of a point by the nodes are k 
independent of each other, so, the total coverage of a point P or 
the probability that the point P is covered by at least one of the 
neighboring nodes is defined by the expression  
 
𝐶𝑥𝑖𝑦𝑖
(Ψ) = ∏ (1 − 𝐶𝑥𝑖𝑦𝑖
(𝑛𝑖)
𝑘
𝑖=1 )             (3) 
C. Energy Consumption Model 
Energy consumption strongly depends on the specific type of 
node. For example, in [14], the authors showed that the 
characteristics of a Mote-Class node are completely different 
from those of a Stargate node. However, whatever the node, 
the predominant dissipation of energy in a sensor node is 
generally during the detection, communication, and processing 
of data [15]. Thus, the model of energy consumption in a 
sensor node is defined as follows: 
Event detection energy: this is the energy consumed by a 
sensor node during the activation of its acquisition and data 
collection unit. The cost of this energy depends on the specific 
type of sensor (image, sound, temperature, etc.) and tasks 
(sampling and conversion of physical signals into electrical 
signals, signal conditioning and analog-to-digital conversion, 
etc.) assigned. 
Data processing energy: it is the energy consumed by a node 
during the activation of its data processing unit (operations, 
read/write in memory) [16]. 
The energy of the radio transmitter: it is the energy 
consumed by a node during the activation of its transmission 
unit. This energy is much higher than that dissipated by the 
processing unit. It has been demonstrated in [17] that the 
transmission of a bit of information can consume as much as 
the execution of a few thousand instructions. The simplest and 
most widely used model for estimating only the energy 
consumed by one node to transmit data to another node at a 
distance d is given as follows: 𝐸(𝑑) = 𝑑𝛼 + 𝑐, where 𝛼 ≥ 2 is 
the exponentiation of exponentiation depending on the 
environment, and 𝑐 ≥ 0  is a constant that represents the 
energy required to transmit a given amount of information [18] 
[19]. This simplistic model simply estimates transmission 
energy consumption while a node also consumes energy in 
reception and even when it is at rest or listening without 
reception. Therefore, the cost of the energy consumed by the 
transmission unit must depend on the operating mode (or state) 
of the radio transmitter. There are 4 modes of operation 
(transmission, reception, "idle" or listening without 
communication, and "sleep" or sleep) and a state of transition 
between the modes of operation. 
III. TOPOLOGICAL ORGANIZATION OF A LARGE WSN 
In a very large network, it is not possible to organize the 
network structure according to the centralized approach or flat 
approach. Because the centralized approach is too expensive in 
terms of energy and flat network structures has several issues 
in scaling up. Among other things, it aims to reduce [20] [21]: 
• The size of the routing table per node. 
• The number of (re-) transmissions. 
• The bandwidth occupation. 
• Energy consumption per node. 
The role of each node cannot be defined a priori; the 
communication structure that we want to define must self-
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question of introducing a hierarchy in the network by creating 
a virtual structure on the physical topology of the network. A 
virtual structure is most often formed from interactions or local 
rules. A partial solution to the problems mentioned above, and 
very well summarized in [22], is the topological control (see 
Figure 2). It consists of reducing the transmission power of the 
nodes and thus reducing their communication range. 
 
 
Fig. 2. Formation of a virtual structure by topological control [22] 
 
In this kind of structure, the nodes try to join a BS by 
communicating gradually by diffusion. This approach, while 
simplifying routing and limiting interference and power 
consumption, maintains a flat structure. Clustering techniques 
are more adapted to our problem. After the major 
characteristics defining the principles of clustering, we will 
discuss the main strategies for forming clusters  
A. Clustering Principles 
The most common solution for organizing a very large WSN 
is to group the nodes into clusters (see Figure 3). This type of 
organization of communication-based on intra-cluster and 
inter-cluster routing reduces the number of nodes participating 
in long-distance communications. Each cluster of nodes is 
identified by a leader, called cluster leader or cluster-head, to 
coordinate the activities of their group, such as data routing, 
aggregation, synchronization, and so on. The nodes that are 
members of a cluster can be active or, on the contrary, sleepy 
(to preserve their energy). Upon detection of an event or on-
demand, active members transmit their data (consisting of 
measured physical quantities) to the cluster-head with which 
they are associated. The cluster heads then form the higher 
hierarchical level structure relaying these data to the well. The 
entire communication structure represented by the arrows in 
Figure 3 is called the backbone [23]. 
 
Fig. 3. Example of a cluster-based topology [23] 
 
1) Building a Cluster Topology 
Many clustering techniques have been proposed in the 
scientific literature. They vary according to the mode of 
deployment of the nodes (deterministic or random), the process 
of election of the cluster-heads, the size of the clusters, the 
model of functioning of the network, etc. The general principle 
of building a self-organized cluster structure is described in 
Figure 4. After a neighborhood discovery phase (b), the WSN 
constructs its structure into groups of nodes (d) and a dominant 
communication path called dorsal (c). Note that steps (c) and 
(d) are chronologically interchangeable and can even be 
performed at the same time. Classically a simple clustering 
algorithm can be described as: 
• Each node discovers its neighborhood through the 
"Hellos" messages it broadcasts to its neighborhood. 
This will allow him to calculate his metric (Figure 4b). 
• Except for cluster-head pre-designation, a node 
determines whether it is cluster-head or not depending 
on its metric and that of its neighborhood (immediate or 
not) (Figure 4c). 
• A node chosen as cluster-head broadcasts it's status to 
its neighborhood to notify its desire to form a cluster 
and invite its unaffiliated neighbors to join it in its 
cluster (Figure 4d). 
• Any change in status is notified by a message broadcast. 
 
Fig. 4. Steps for building a cluster topology [24] 
 
The groups formed may have different characteristics 
depending on the strategy adopted: clusters of homogeneous or 
non-overlapping sizes, overlapping or not, passive or active, 
etc. If the clusters are overlapping, then a node can belong to 
several clusters (this is the case in Figure 3). In general, these 
nodes will have a gateway role in the communication between 
clusters. Otherwise, a node is associated with only one group 
(Figure 4). In a cluster, any member can be at most one node 
or k breaks from its cluster-head (see Figure 5). In a node-1 
cluster, the cluster-head is directly connected to any member 
node. This choice, as we will see later, proves to be important 
to have a satisfactory data delivery time. Indeed, while the 
backbone can be likened to a highway for information, the 
competition for access to the medium and a high number of 
nodes closer together the intra-cluster communication of a city 
center at peak times (with k intersections) [24]. 
 
Fig. 5. 1-node or k-node clusters [24] 
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2) Maintenance of the Communication Structure 
Maintenance of the structure is particularly necessary for 
overlapping clusters (some nodes can belong to several 
clusters) where a local restructuring of the topology can cause 
a chain reaction constantly questioning the whole of the 
communication structure and inducing a significant load. Some 
authors propose to create completely dissociated clusters to 
avoid chain reactions as a result of a local restructuring of the 
structure and to offer more stability to the cluster structure. To 
further optimize the persistence of clusters and minimize the 
number of changes in the virtual topology, some propose to 
keep the state of a cluster-head as long as possible even if it 
does not have the highest weight in its cluster. Others propose 
to adapt the frequency of the questioning of the structure: do 
not spend more energy than necessary, especially if the service 
is rendered. Some works propose to make "rotate" the role of 
cluster manager to balance the energy expenditure between the 
nodes[25]. 
To avoid maintenance and avoid the traffic that follows, 
some research has proposed to initiate the construction of the 
cluster each time a node wants to disseminate information. The 
main idea is to identify the set of nodes to participate in the 
routing of the information as the information spreads in the 
network. However, such a mechanism cannot be applied in 
large networks because the number of broadcast messages and 
the latency to discover the routes can be enormous. And this 
could be in contradiction to the requirements of certain 
applications such as emergency applications where the 
delivery time is essential. 
In the following section, we present a state of the art review 
of the main clustering techniques proposed in the literature. 
B.  Clustering Strategies 
There are several ways to classify clustering algorithms: 
depending on whether the deployed nodes are homogeneous or 
heterogeneous, that the intra-cluster communication is one or k 
nodes, according to the criteria that determine the cluster-
heads, according to the policy maintenance of the structure. In 
order to introduce the positioning of our proposal, we have 
chosen to structure this part by answering the following 
question: How is a node defined as cluster-head? The first 
possibility is that this decision stems from an elective process. 
Another strategy is that it is the very nature of the node that 
defines it as cluster-head. 
1) Cluster Election Process 
Cluster heads are chosen through an election process using a 
decision criterion. The latter is usually a metric or a 
combination of metrics such as the node identifier, the degree, 
density of neighboring nodes[27], the residual energy of the 
node, the mobility of the nodes [28], a weighted sum of all 
these elements or still a probabilistic function [28]. 
The process of electing a cluster-head in a k-node cluster is 
as follows: 
• If the node u has the strongest metric in its k-
neighborhood, then it declares itself cluster-head and 
spreads its status to its k-neighbors in order to invite them 
to join it in its cluster. 
• Otherwise, the node u waits for all its k-neighbors to 
broadcast their status. 
▪ If one of them declares itself cluster-head, then the 
node u attaches itself to it and declares itself an 
ordinary node. Then, it diffuses its status to its k-
neighborhood 
▪ If several of its k-neighbors have declared 
themselves cluster-heads, the node u declares itself 
a gateway node and diffuses its status to its k-
neighborhood 
▪ Otherwise, the node u declares itself cluster-head 
and spreads its status to its k-neighborhood 
One way to classify clustering algorithms is, for example, to 
differentiate construction metrics that consider energy from 
those that do not. 
a. Algorithms that do not take into account energy 
Historically, clustering algorithms formed node-1 clusters. 
One of the oldest is "the algorithm of the smallest identifier" or 
Lowest Common Ancestor (LCA) proposed by [29]. The 
ability of a node to become cluster-head is based on its own 
identifier and those of its direct neighborhood. In LCA, nodes 
can have three different states: cluster-head, gateway (node 
belonging to multiple clusters), or ordinary node (default state 
of a node) [30]. In the formed virtual structure, only cluster-
heads nodes and gateway nodes are used to relay control and 
data messages. 
To provide more stability to the virtual structure formed by 
the LCA algorithm, the authors in [31] proposed the 
connectivity-based LEACH-MEEC routing protocol, which 
uses the degree of the nodes as the criterion of the election of 
the cluster -heads. This metric favors the nodes with the most 
neighbors to become cluster-heads. In case of conflict, it is the 
weaker identifier that is elected. In [32], the authors propose a 
generalization to k nodes of the HCC algorithm. 
Another variant of the LCA algorithm called WCA (Weight 
Clustering Algorithm) [33]. WCA uses the same principle as 
LCA but with a different metric referenced as a weight. This 
weight is a weighted sum of several metrics such as degree, 
Euclidean distance, relative mobility, and time of service as 
cluster-head. The node with the lowest weight among its 
neighborhood becomes cluster-head. The weight of a node 𝑢  
is defined as follows [33]: 
𝑊𝑒𝑖𝑔ℎ𝑡(𝑢) = 𝛼.𝐷𝑢+𝛽.𝑃𝑢+𝜆.𝑀𝑢
+𝜎.𝑇𝑢 𝑤𝑖𝑡ℎ 𝛼+𝛽+𝜎
= 1             (4)   
- 𝐷𝑢 is the difference between the degree of the node 𝑢  and 
the maximum size of a cluster; 
- 𝑃𝑢 is the sum of the distances between the node 𝑢  and its 
neighbors; 
- 𝑀𝑢 is the average relative mobility of the node 𝑢 ; 
- 𝑇𝑢 are the service time as a cluster-head. 
 
Cluster maintenance in WCA considers only the node 
identifier and not the main metric. This increases the temporal 
persistence of cluster heads. This heuristic is very complex 
because it requires the nodes to calculate their weight before 
initiating the clustering process. Weight calculation requires a 
lot of traffic. Also, it uses GPS for calculating distances 
(expensive and very energy-intensive). Such a heuristic cannot 
be used in a WSN where, in most applications, it is impossible 
to replace the node batteries. 
In [34], the authors propose the 3hbac algorithm (node-2 
between adjacent cluster-heads) which impose 3 nodes 
between neighboring cluster-heads. Compared to overlapping 
1-cluster algorithms, the 3hBAC algorithm minimizes the 
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average number of clusters, reduces inter-cluster 
communication and delivery time. Also, it optimizes the 
temporal persistence of the clusters because a local 
reconstruction does not generate the total reconstruction of the 
structure. In the same vein, [36] propose the Min-Max d-
cluster algorithm that requires each node to be at most d breaks 
from its cluster-head. It optimizes inter-cluster routing by 
reducing the number of clusters and building non-overlapping 
d-clusters. The algorithm is based on the identifier of the nodes 
for the election of cluster-heads. The resulting clusters are 
more robust than those of the two 1-clustering algorithms 
(LCA and HCC). Nevertheless, they introduce latency and 
exchanges of messages not insignificant because they require a 
knowledge of the neighborhood with nodes. Also, no 
maintenance is proposed for the latter approach. 
In [37], the authors rely on the k-density metric of nodes for 
the election of cluster-heads. The k -density of a node u is the 
ratio of the number of links by the number of nodes in his k-
neighborhood. The resulting clusters, non-overlapping and of 
varying sizes, are more robust and adapt to small changes that 
may occur in the vicinity of a node. This reduces maintenance 
costs and provides more stability to the structure (this metric 
promotes the re-election of old cluster-heads when possible). 
Moreover, these authors have shown that among the various k-
densities, the most robust and least expensive in terms of 
exchange of control messages is that of 1 - density since it 
requires only the knowledge of 2 - density. neighborhood. 
Some authors like [38] propose to build k-clusters after 
creating a dorsal. A backbone is by definition a connected set 
of strong nodes called "dominant" whose function is to collect 
data traffic and relay it to an end-user. There are several types 
of backbones, namely the CDS (Connected dominant set) [39], 
and variants such as MCDS (Minimum connected dominating 
set) [40], the k -CDS (k -connected dominant set) [41]. The 
authors in [38] propose to create the k -CDS backbone. The 
authors define four different states (dominant: a member of the 
dorsal, dominated: node at most k dominant, active: node 
competing to be elected dominant, ordinary: the default state 
of a node) and a stability weight associated with each node. 
This weight for a node is a nonlinear combination of three 




                (5) 
If 𝑁𝑡is the set of neighbors of a node N at time t, its 
reserve of energy ( 𝜉), its distance with an optimal degree of 
connectivity Δ (equal to the difference between the number of 
real neighbors and an optimal degree chosen for the 
application). The weight of a Node is thus defined by weights. 
𝑃𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 𝜉(𝛼. (1 + Δ)
−1 + 𝛽. (1 + 𝑀)−1        (6) 
Where 𝛼 𝑎𝑛𝑑 𝛽 are weighting coefficients. 
 
Due to the historical context of ad hoc networks that are not 
necessarily large but have strong mobility constraints, the 
algorithms presented so far take very little account of the 
energy of the nodes for the designation of cluster heads. The 
large WSNs do not necessarily have this constraint of taking 
mobility into account but require, in order to improve their 
lifetime, to be able to optimize energy expenditure. 
b. Algorithms based on the node’s residual energy  
Energy consumption is minimized by several clustering 
techniques suggested in the literature, and LEACH is widely 
used among them. The random selection of cluster heads in the 
LEACH algorithm for some time and according to a "Round-
Robin" policy to maintain the energy dissipation between the 
nodes [42]. The resulting topology of this algorithm is shown 
in Figure 6. 
 
 
Fig. 6. Topology based on LEACH: 1 intra-cluster node and 1 node to the 
sink [42] 
 
The HEED protocol proposed in [43] uses the cluster radius 
which is responsible for the transmission power required in the 
intra-cluster distribution. The degree and residual energy of a 
node decide the probability of becoming a cluster-head. The 
goal of HEED is to standardize the distribution of cluster heads 
in the network to generate clusters balanced in size, and 
therefore to balance energy consumption. 
Several improvements have been made to LEACH. We can 
cite the M-LEACH algorithm (Multi-node LEACH) [44]. M-
LEACH assumes that members of a cluster can be more than 1 
node from its cluster-head. Also, it allows for inter-cluster 
multi-node communications (see Figure 7). The goal of M-
LEACH is to increase the stability of the structure compared to 
LEACH by reducing the energy dissipated by cluster-head. 
Nevertheless, M-LEACH does not solve the problem of a low 
energy node that can become cluster-head and thus weaken the 
robustness of the structure. To remedy this, another LEACH 
variant called LEACH-C has been proposed [44]. LEACH-C 
involves the amount of residual energy of the nodes in the 
election measure of cluster-heads. However, this approach is 
centralized because the base station governs the entire 
clustering approach. 
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Fig. 7. Multi-node topology intra- and inter-cluster [44] 
 
The authors in [45] proposed EEHC (Energy Efficient 
Heterogeneous Clustered), an energy-efficient clustering 
algorithm. Like LEACH, the criterion of cluster-head election 
is probabilistic. However, the election process incorporates the 
residual energy of the nodes. It thus makes it possible to 
standardize the energy consumption between the nodes and 
thus to prolong the lifetime of the network. 
In [46] [47], the authors propose, respectively, the DEEC 
(Distributed Energy-Efficient Clustering) and DEBC 
(Distributed Energy Balance Clustering) algorithms, also based 
on LEACH. The criterion for selecting cluster heads is 
probabilistic. The idea is to allow each node to dissipate its 
energy uniformly by distributing, in turn, the cluster-head 
function. Any node can pretend to become cluster-head if its 
probability is greater than a threshold. This probability is 
calculated based on initial energy, average energy and the 
energy reserve of the network. The authors assume that the 
value of the average energy of the network is estimated and 
broadcast at each turn by the base station to all the nodes of the 
network. This centralized operation increases the complexity 
of the algorithm in terms of message exchange and makes it 
difficult to use for large networks. 
An improved version of DEEC called SDEEC (Stochastic 
DEEC) has been proposed in [48] to reduce intra-cluster 
communications. For that, it proposes a strategy to put to sleep 
the non-chosen nodes like cluster-head. This policy requires 
that any member node sends its data to the cluster-head within 
a defined time interval. Then, they can fall asleep to conserve 
their energy while cluster-heads nodes aggregate all data. 
 
2) Cluster heads are different nodes (heterogeneous network) 
Nodes with higher capabilities than basic nodes are "by 
nature" intended to be cluster-heads. It is called hardware 
heterogeneity: these nodes differ in terms of processor, 
processing capacity, transmission power, bandwidth, and so 
on. Given the technological advances and for certain types of 
applications, it is more and more common to integrate these 
"super-nodes" to improve performance network. The 
communication network thus defined is a hierarchical structure 
with two levels as in Figure 8. A study by [49] showed that a 
properly deployed heterogeneous network could triple the 
average delivery rate and can extend network lifetime by up to 
five times. The use of super-nodes in large WSNs is therefore 
seen as a possible way to facilitate the management and to 
scale-up of the network, to shorten transmission delays, but 
also to improve connectivity and network lifetime. Such WSNs 
are usually partitioned into subnets with one super-node per 
cluster. They perform specific tasks such as aggregating and 
relaying data, or coordinate the activities of their members, and 
so on. Cluster formation strategies in such networks are 
numerous and vary according to the purpose. For example, in 
[50], the authors propose a Scalable Self-configuration and 
Self-healing (GS3) algorithm to self-configure and provide 
spatial coverage of the network of super-mobile nodes and 
ordinary nodes. The resulting structure is similar to a 
hexagonal cell structure. 
 
 
Fig. 8. Hierarchical communication architecture at 2 levels [50] 
 
The clustering process is initiated by one of the super-nodes 
that chooses the cluster-heads of the neighboring hexagonal 
cells. Unselected super-nodes then become cell members. 
Super-nodes selected as cluster-heads are relocated to the 
center of their cells and then start selecting neighboring 
cluster-heads. This process is repeated until there are no more 
cells to add. GS3 uses the geographic radius of the cluster 
instead of the logical radius. This increases the spatial 
coverage by increasing the number of clusters in areas where 
the degree of connectivity is high. However, changes in the 
topology of the super-nodes require a total reconstruction of 
the clusters, and therefore a cost of not insignificant 
communication. Also, GS3 requires supernodes to be equipped 
with a directional antenna to allow them to reposition 
themselves in the center of their hexagonal cell. Such 
hypotheses (mobility + directional antenna) are complex and 
expensive, and therefore excluded for most conventional 
applications. 
For load balancing, several clustering techniques have been 
proposed. The Load Balanced Clustering (LBC) [51] and 
GLBCA (Greedy Load Balanced Clustering Algorithm) [52] 
algorithms are proposed. GLBCA and LBC control the 
network load distribution between the super-nodes by creating 
clusters. Each cluster is connected with a super-node that acts 
as a cluster-head. They use an offline and centralized method 
to find the ideal size of the clusters. For this, the super-nodes 
must collect the information of all the nodes of the network. 
LBC uses the energy reserve and the geographical position of 
the nodes. Then, the super-nodes must transmit the partitioning 
information so that the nodes can join their respective cluster. 
This approach is not flexible because nodes can be subject to 
temporary or permanent failures. It leads to problems because, 
at each change, the super-nodes must recalculate the best 
partitioning and retransmit these decisions to the nodes. This 
generates a significant protocol overhead in terms of messages 
and latency. Also, GLBCA and LBC are not "scalable" (not 
suitable for very large dimensions) because they require super-
nodes to have a universal understanding of the network at all 
times (to balance the network load in case of topological 
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changes). And this requires a lot of information gathering time 
especially if the network is large. Besides, GLBCA and LBC 
require nodes to be able to determine their geographic position 
through a location system (such as GPS) that is financially 
costly [53]. Table 1 shows the comparative analysis of 
different clustering algorithms based on various parameters.  
 
TABLE I 
 COMPARISON OF VARIOUS CLUSTERING ALGORITHMS 
Algorithm Abbreviation Heterogeneity Advantages 




Balanced Centroids Clustering 
Algorithm 
BCCA [54] No 
Network Lifetime Node ID Analytical 
Base station Controlled 
Dynamic Clustering protocol 
BCDCP [55] No 
Energy Saving, 
Network Lifetime 
Initial Energy Iterative 
Cluster optimized cooperative 




Energy Saving Residual Energy Analytical 
Cross-layer approach 





Multi PSO algorithm 
DCBMPSO [58] No 
Energy Saving Residual Energy Analytical 
Distributed Source Coding based 
algorithm 
DSCB [59] No 
Efficient Data 
Correlation 
Max-Min Hop Number Analytical 
Gustafson-Kessel clustering GK- 
Clustering [62] 
No 
Energy Saving N/A Fuzzy Clustering 
 
Hybrid, Energy-Efficient, and 
Distributed Clustering Approach 
HEED [63] No 
Energy Saving Residual Energy Iterative 
Low Energy Adaptive 
Clustering Hierarchy 
LEACH [64] No 
Energy Saving Residual Energy Analytical 
Improved LEACH I-LEACH [65] No Energy Saving Residual Energy Experimental 
Optimal Placement of Cluster 
heads algorithms 
OPC [43] No 
Network Lifetime Initial Energy Analytical 
Particle Swarm Optimization 
algorithm 
PSO [68] No 
Energy Saving Residual Energy Theoretical 
Step Wise Adaptive Clustering 
Hierarchy 
SWATCH [70] No 
Energy Saving Residual Energy Analytical 
Time Controlled Clustering 
Algorithms 
TCCA [71] No 
Energy Saving Residual Energy Analytical 
Virtual Grid-Based  Clustering 
Routing protocol 
VGCR [72] No 
Energy Saving, 
Network Lifetime 
Residual Energy Analytical 
Energy-Efficient Heterogeneous 
Clustered Scheme 
EEHC [60] Yes 
Energy Saving Residual Energy Analytical 
Energy-Efficient Cluster Head 
Election Method 
EECHE [61] Yes 
Energy Saving Residual Energy Analytical 
A level Based Clustering 
algorithm 
LBC [66] Yes 
Energy Saving Residual Energy Analytical 
Stable Election Protocol 
SEP [69] Yes 
Provides Network 
Stable Region 
Residual Energy Analytical 
Distributed Energy Efficient 
Clustering 
DEEC[46] Yes 
Increased stable region Residual Energy Analytical 
IV. CONCLUSION 
The algorithms (LCA, WCA, HCC, 3hBAC, etc.) do not 
take (or very little) into account the energy of the nodes in the 
construction of the clusters, despite the fact that this is a strong 
constraint for embedded systems. They are, therefore, unsuited 
to our needs because the main branches of our communication 
tree must not be too weak or unstable. 
The algorithms (LEACH-C, LEACH-M, HEED, DEBC, 
etc.) use the residual energy of the nodes in their topological 
organization policy. But they were designed for WSN 
involving homogeneous nodes. However, given technological 
advances and application needs, it is increasingly common to 
use heterogeneous nodes (energy and/or physical capabilities). 
Also, they deliver overlapping clusters, which can be 
problematic in terms of the temporal persistence of the 
communication structure. 
The heuristics proposed algorithms (GS3, GLBCA / LBC) 
are based on structures hierarchical involving multiple levels 
and nodes with different capabilities (heterogeneous  
 
networks). Cluster leaders are here named because of their 
very nature (the notion of "super-nodes"). This structuring of 
the communication brings undeniable benefits to the overall 
performance of the quality of service of the network. Still, the 
proposed variations are not extensible to the very large WSN. 
This is due to their protocol complexity in terms of messages 
exchanged or the fact that these heuristics are based on a 
centralized approach. Also, some algorithms require super-
nodes to know, at any time, the geographical position of all the 
nodes of the network. The collection of this information can be 
very long and very expensive in terms of message exchange 
and therefore energy consumption particularly if the network is 
large. The GLBCA / LBC approach assumes that collectors 
can be mobile. This is not always applicable in large networks 
as it is difficult for a collector to move throughout the 
surveillance zone. And while they may have access to the set, 
the sink travel time could result in significant communication 
latency and data loss caused by the limited storage capacity. 
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This study allowed us to highlight the need for a new 
approach taking advantage of the assets considered in the 
different categories of algorithms. 
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