Abstract. We introduce a new lattice growth model, which we call boundary sandpile. The model amounts to potential-theoretic redistribution of a given initial mass on Z d (d ≥ 2) onto the boundary of an (a priori) unknown domain. The latter evolves through sandpile dynamics, and has the property that the mass on the boundary is forced to stay below a prescribed threshold. Since finding the domain is part of the problem, the redistribution process is a discrete model of a free boundary problem, whose continuum limit is yet to be understood.
the heading aggregation models, in particular cases boil down to (harmonic/Poisson) redistribution of a given initial mass (sandpile) according to some prescribed governing rules. The most famous and well-known model is the Poincaré's Balayage, where a given initial mass distribution µ (in a given domain D) is to be redistributed (or mapped) to another distribution ν on the boundary of the domain (1.1)
Bal : µ −→ ν, where ν is uniquely defined through µ, and D. This model uses continuous amounts of mass instead of discrete ones; the latter is more common in chip firing on graphs (see [7] for instance). A completely different model called partial-balayage (see [15] ) 1 aims at finding a body (domain) that is gravi-equivalent with the given initial mass. This problem, in turn, is equivalent to variational inequalities and the so-called obstacle problem. The discrete version of this problem was (probably for the first time) studied by D. Zidarov, where he performed (what is now called) a divisible sandpile model; see [31] page 108-118. 2 Levine [26] , and Levine-Peres [24] , [25] started a systematic study of such problems, proving, among other things, existence of scaling limit for divisible sandpiles. Although Zidarov was the first to consider such a problem, the mathematical rigour is to be attributed to Levine [26] , and Levine-Peres [24] , [25] .
The divisible sandpile, which is of particular relevance to our paper, is a growth model on Z d (d ≥ 2) which amounts to redistribution of a given continuous mass. The redistribution of mass takes place according to a (given) simple rule: each lattice point can, and eventually must topple if it already has more than a prescribed amount of mass (sand). The amount to topple is the excess, which is divided between all the neighbouring lattice points equally or according to a governing background PDE. The scaling limit of this model, when the lattice spacing tends to 0, and the amount of mass is scaled properly, leads to the obstacle problem in
The divisible sandpile model of Zidarov, and Levine-Peres also relates to a wellknown problem in potential theory, the so-called Quadrature Domains (QD) [8] . A quadrature domain D (with respect to a given measure µ) is a domain that has the same exterior Newtonian potential (with uniform density) as that of the measure µ. Hence, potential theoretically µ and χ D are equivalent in the free space; i.e. outside the support of D one has U µ = U χ D , where these are the Newtonian potentials of µ, respectively χ D . The odometer function u of Levine-Peres (which represents the amount of mass emitted from each lattice site) corresponds to the difference between the above potentials (up to a normalization constant), i.e. c d u(x) = U µ −U χ D , where u is C 1,α (R d ) and u = |∇u| = 0 in R d \ D. This, expressed differently, means that
for all h harmonic and integrable over D (see [8] ). In many other (related) free boundary value problems (known as Bernoulli type) the zero boundary gradient |∇u| = 0 in the above takes a different turn, and is a prescribed (strictly) non-zero function, and the volume potential U χ D in (1.2) is replaced by surface/single layer potential (of the a priori unknown domain) U χ ∂D . In terms of sandpile redistribution this means to find a domain D such that the 1 The term partial-balayage was first coined by Ognyan Kounchev as was pointed to us by Björn Gustafsson at KTH. 2 Actually Zidarov (at page 109 in his book) claims to prove that the model is abelian. We have not attempted to verify the correctness of his claim.
given initial mass µ in (1.1) is replaced by a prescribed mass ν = g(x)dH ∂D on ∂D. Here H ∂D is the standard surface measure on ∂D, and g a given function; for the simplest case g(x) ≡ 1 the counterpart of (1.2) would be (1.3) h(x)dµ = ∂D h(x)dH ∂D , for all h harmonic on a neighbourhood of D. Such domains are referred to as Quadrature Surfaces, with corresponding PDE ∆u = −µ + dH ∂D with c d u = U µ − U χ ∂D , where c d is a normalization constant. This problem is well-studied in the continuum case and there is a large amount of literature concerning existence, regularity and geometric properties of both solutions and the free boundary, see [4] , [16] , and the references therein.
In our search to find a model for the sandpile particle dynamics to model (1.3) we came across a few models that we (naively) thought could and should be the answer to our quest. However, running numerical simulations (without any theoretical attempts) it became apparent that the models we suggested are far from the Bernoulli type free boundaries 3 . In particular, redistribution of an initial point mass does not converge (numerically) to a sphere, but to a shape with a boundary remotely resembling the boundary of the Abelian sandpile (see Figure  4 1; cf. [28, Figure 1 ], or [24, Figure 2 ] for instance).
Notwithstanding this, our model seems to present a new alluring and fascinating phenomenon not considered earlier, neither by combinatorics nor free boundary communities. Hence the "birth" of this article.
Boundary sandpile model.
Since the boundary of a set will be a prime object in the analysis of the paper, we will assume throughout the text that d ≥ 2 to avoid uninteresting cases.
Given an initial mass µ on Z d , we want to find a model that builds a domain D ⊂ Z d such that the corresponding (discrete) balayage measure ν on the boundary ∂D (see (1.1)) is prescribed. Such a model seems for the moment infeasible for us. A slight variation of it asks to find a "canonical" domain such that the boundary mass ν stays below the prescribed threshold. Since larger domains (with reasonable geometry) have larger boundaries, and hence a greater amount of boundary points, we should expect that one can always find a solution to our problem by taking a very large domain containing the initial mass. This, in particular, suggests that a canonical domain should be the smallest domain among all domains with the property that the boundary mass ν is below the prescribed mass, which we shall assume to be uniform mass.
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Departing from the above point of view of canonicity one may ask whether there is a natural lattice growth model which corresponds to this minimality. 6 It turns 3 Although uniqueness (in general) fails for Bernoulli type free boundary problems, it is well-known that in the case of good geometry of data (here Dirac mass) and (partial) smoothness of the free boundary one obtains uniqueness of the solution. In particular a domain D admitting quadrature identity (1.3) , in continuum case, should be a sphere. 4 This of course is far from a reasonable shape for a Bernoulli free boundary! 5 Solving the above problem in R d results in a so-called Bernoulli free boundary problem, where the Green's potential Gµ,D of the mass µ, in the sought domain D, has boundary gradient |∇Gµ,D| = 1, in case of uniform distribution, i.e. ν = dH ∂D . 6 It should be remarked that the divisible sandpile related to the obstacle problem corresponds to smallest (super)solution to ∆w ≤ 1 with w ≥ G−µ. Figure 1 . From top left to bottom right are the sets of visited sites on Z 2 of the 2-dimensional BS with initial mass n concentrated at the origin and equal to 10 3 , 10 4 , 10 5 and 10 6 respectively, where in all cases the boundary capacity is set to n 1/2 . The gray region is the set where the odometer is harmonic. On the boundary, darker colors indicate higher concentration of mass, and the black dot at the center represents the origin.
out that there actually is a model which seemingly is more complicated than the divisible sandpile model described above. To introduce our model, which we call boundary sandpile, we need a few formal definitions 7 .
1.2.1. Constants. Through the text various letters c, C, c 1 , ... will stand for constants which may change from formulae to formula. We use lower case c to denote small constants, and upper case C for large constants.
Lattice notation.
Call two lattice points x, y ∈ Z d neighbours and write x ∼ y if ||x − y|| l 1 = 1, where l 1 -norm of x ∈ R d is the sum of absolute values of its coordinates. Clearly x ∼ y iff x = y ± e i for some 1 ≤ i ≤ d where e i is the i-th vector of the standard basis of R d . For any non-empty set V ⊂ Z d , this concept of lattice adjacency induces a natural graph G having vertices on V . We call such G the lattice graph of V . Next, for a set V ⊂ Z d define ∂V := {x ∈ V : ∃ y ∼ x such that y / ∈ V } and
and call them respectively the boundary of V and the interior of V . For the convenience of the exposition we have chosen to include the boundary into the set.
For h > 0 recall the definition of the discrete Laplace operator denoted by ∆ h and acting on a function u :
where y ∼ h x, as for h = 1, means that y is a neighbour of x in the lattice hZ d .
Throughout the text, when h = 1, i.e. on a unit scale lattice, we will write ∆ for ∆ 1 unless explicitly stated otherwise. For R > 0 we set
for the closed discrete ball of radius R including its 1-neighbourhood. It is clear from the definition that x ∈ Z d is from the interior of Z R iff |x| ≤ R.
1.2.3.
Definition of the process. Let now µ 0 be a given (mass) distribution on Z d , i.e. a non-negative function supported on finitely many sites of Z d . Fix also a threshold κ 0 > 0. For each integer k ≥ 0 we inductively construct a sequence of sets V k , mass distributions µ k , and functions u k as follows. Start with V 0 = suppµ 0 and u 0 = 0. For an integer time k ≥ 0 a particular site x ∈ Z d is called unstable if either of the following holds:
Otherwise a site is called stable. We call the number κ 0 the (boundary) capacity of the model and refer to V k as the set of visited sites at time k.
Any unstable site can topple by distributing all its mass equally among its 2d lattice neighbours. More precisely, for each k ≥ 0 we choose an unstable site x ∈ V k and define
and u k+1 (y) = u k (y) + µ k (y)δ 0 (y − x), y ∈ Z d , where δ 0 is the Kronecker delta symbol at the origin, i.e. δ 0 (x) equals 1 if x = 0 and is zero otherwise for x ∈ Z d . We call u k the odometer function at time k. For the sake of convenience, we do allow the toppling to be applied to a stable site, as an identity operator, i.e. if at time k a toppling is applied to a stable site x, then we set V k+1 = V k , u k+1 = u k and µ k+1 = µ k . We say that toppling x is legal, if x is unstable. If for some k there are no unstable sites, the process is terminated. We call this model boundary sandpile (BS) and denote by BS(µ 0 , κ 0 ), where µ 0 is the initial distribution, and κ 0 is the boundary capacity of the model. It is clear that the triple (V k , µ k , u k ) ∞ k=1 may depend on the choice of the unstable sites, i.e. the toppling sequence. Later on we will see that for a suitable class of toppling sequences stable configurations exist and are identical (see Propositions 2.1 and 2.3). Observe that from the definition of discrete Laplacian and (1.5) we easily see that for each k ≥ 0 one has
i.e. the Laplacian of u k represents the net gain of mass for a site x at time k. We further define a few concepts needed for our analysis. For a BS(µ 0 , κ 0 ), and a (toppling) sequence
x ∈ V appears in the sequence T infinitely often. If the set on which T is infinitive is not specified, then it is assumed to be the entire Z d .
1.3.
Main results. Our main results concern general qualitative analysis of the boundary sandpile model, introduced in this paper. For any initial mass distribution we prove well-posedness of the model (Propositions 2.1 and 2.3), and canonical representation of the model in terms of the smallest super-solution among a certain class of functions (Theorem 4.2). Specifying our analysis for point masses and using this minimality of the model, we show directional monotonicity of the odometer function (Theorem 4.5). We then determine the reasonable size of the boundary capacity (subsection 4.4.1) and estimate the growth rate of the model in Lemma 4.12. We prove a uniform Lipschitz bound for the scaled odometer function in Proposition 5.2. Using these results obtained in discrete setting, in the final part of the paper, Section 5 we study the scaling limit of the model in continuum space.
In particular, we show that (along a subsequence) the scaled odometers, and hence the visited sites, converge to a continuum limit (Theorem 5.3 parts (i) and (iii)).
We also prove that the free boundary of (any) scaling limit of the model is locally a Lipschitz graph (Theorem 5.3 part (v)).
In subsection 4.3 we apply our methods developed for boundary sandpile model to classical Abelian sandpile. Most notably, we show that the boundary of the scaling limit of Abelian sandpile corresponding to initial configuration of chips at a single vertex, has Lipschitz boundary. Remark 1.1. It is worthwhile to remark that the boundary sandpile described above can be represented slightly differently, using discrete partial derivatives. Indeed, our model generates a set V ⊂ Z d whose Green's function u (corresponding to the given initial distribution of mass) satisfies
In light of this observation one may consider a wider class of problems in terms of general prescribed boundary mass given by
+ has to satisfy some properties (ellipticity and other), yet to be found. The methods developed in this paper seem to have a good chance to go through for at least "nice enough" function F . This aspect we shall leave for interested reader to explore.
Well-posedness of the model
In this section we prove two basic properties of the boundary sandpile model. Namely, that the model needs to visit a finite number of sites in Z d to reach a stable state, and that the final stable configuration is independent of the toppling sequence. For the proofs we will use some ideas from [24, Proof. Let n := x∈Z d µ 0 (x) be the total mass of the sandpile, and set V 0 = supp µ 0 . For each k ∈ N let V k be the set of visited sites after invoking k-th toppling in T . Let also u k and µ k be respectively the odometer function and the distribution of mass after the k-th site in T has toppled.
We first show that for any k ∈ N and for each x ∈ ∂V k satisfying µ 0 (x) = 0 one has
Indeed, let 1 ≤ i ≤ k be the smallest integer such that x ∈ V i \ V i−1 , and let y ∈ V i−1 be the neighbour of x that topples at time i. Since y ∈ V i−1 and y ∼ x / ∈ V i−1 we have y ∈ ∂V i−1 , but as toppling of y is legal (since it is producing a previously unvisited site x), we must have µ i−1 (y) > κ 0 . Consequently we get µ i (x) > 1 2d κ 0 , and since x did not topple at steps i + 1, ..., k, as otherwise x will be in the interior of V k , we get µ k (x) = µ i (x) and hence (2.1). Comparing (2.1) with the total mass n, for any k ≥ 0 we get
as an upper bound for the number of newly emerged 8 boundary points of visited sites at any time of the process. Now assume that V k is connected as a lattice graph. Fix 1 ≤ α ≤ d and let a, b ∈ ∂V k be such that a α = min 
hence the process occupies a finite region of Z d independently of 9 k. It is clear that assuming connectedness of V k resulted in no loss of generality, as we can employ the scanning procedure by hyperplanes on each connected component of the lattice graph of V k .
Since the toppling is infinitive, for each k ≥ 1 all unstable sites on ∂V k will topple eventually, by so extending the set of visited sites. But (2.3) shows that after finite number of topplings, the boundary of visited sites will become stable and will remain so throughout. Precisely, there is k ≥ 1 and a set V ⊂ Z d such that V i = V for all i ≥ k. By (1.6) for any integer k ≥ 0 we have
The r.h.s. of the last expression, as well as each u k are supported in V for all integer k ≥ 0. We thus have that the functions x → ∆u k (x), independently of k ∈ N, are uniformly bounded on Z d , and have compact supports. Take any x ∈ ∂V , then u k (x) = 0 and µ k (x) ≤ κ 0 in view of the stability of V . Hence
Here one can only estimate the number of boundary points of the visited sites which were not initially in the support of µ0. The simple reason is that in general µ0 may have, say, arbitrarily large number of isolated points with small mass, which may never be visited again in the course of the process. 9 Later on in Lemma 4.12 we will obtain more precise bounds for the set of visited sites. However, the bound in Lemma 4.12 uses a priori boundedness of the set of visited sites.
which shows that {u k (y)} ∞ k=1 is uniformly bounded for any y ∼ x. This uniform bound on u k propagates into each connected component of the lattice graph of V . Hence we get u k (x) ≤ C for any x ∈ Z d and any k ≥ 1 with some constant C = C(d, n).
Since for each x ∈ Z d , the sequence {u k (x)} ∞ k=1 is increasing and bounded above, it has a finite limit which we denote by u(x). Clearly u is non-negative and compactly supported. It also follows that the l.h.s. of (2.4) must have a limit everywhere in Z d . Passing to the limit in (2.4) as k goes to infinity, we get ∆u = µ − µ 0 in Z d where by µ we denote the limit distribution of µ k .
To complete the proof it is left to observe that the final distribution µ is stable. As we saw above, µ is stable on ∂V , hence it remains to show that µ = 0 in the interior of V . Fix any x ∈ • V , since T is infinitive we get µ k (x) = 0 for infinitely many k. But as µ(x) = lim k→∞ µ k (x) and the limit exists, we obtain µ(x) = 0 completing the proof of the proposition.
Remark 2.2. It is clear from the proof of Proposition 2.1 that one can require the toppling to be infinitive only on the set of visited sites. We do not do so as the final domain is not known a priori.
We call the function u constructed in the proof of Proposition 2.1 the odometer and the distribution µ the final configuration corresponding to the given toppling sequence. Proposition 2.3. (Abelian property) For a given BS(µ 0 , κ 0 ) and any two infinitive toppling sequences T 1 and T 2 , one has u 1 = u 2 for the corresponding odometer functions.
Proof. As in Proposition 2.1 by n denote the total mass of the system. In view of Proposition 2.1 each T i is stabilizing and has well-defined odometer function, call it u i . We will prove that u 2 (x) ≥ u 1 (x) for any x ∈ Z d , which by symmetry will imply the desired result.
For i = 1, 2 by u i,k denote the odometer function and by µ i,k the distribution corresponding to the sequence T i after the k-th toppling occurs. Let
Observe that (2.5) is enough for our purpose since the site x (k) appears infinitely often in T 1 and u 1,k converges to u 1 pointwise as k tends to infinity. Thus, in what follows we prove (2.5) which we will do by induction on k. When k = 1, (2.5) is trivially true. Now assume that it holds for any time 1 ≤ i < k. We divide the analysis into two cases. Case 1. Toppling x (k) in T 1 at time k is not a legal move.
In this case we have
So, if x (k) has never toppled in T 1 prior to time k, then u 1,k−1 (x (k) ) = 0 and we are done. Otherwise, let i ≤ k − 1 be the last time x (k) has toppled in T 1 . We thus have
, hence, using the inductive hypothesis, we conclude
where the last equality follows from (2.6). This completes the induction step for the case of a non-legal move.
We first show that for any x = x (k) one has
There are two possible sub-cases, either x was never toppled in T 1 up to time k, which implies u 1,k (x) = 0 and we get (2.7), or x was toppled at some time before k. In the latter case let i ≤ k be the last time x has toppled prior to time k. Observe that i < k since x = x (k) . Then we have
where the second inequality follows by inductive hypothesis. We thus have proved (2.7) for all x = x (k) . Consider the following inequality
To complete the induction step suppose for a moment that (2.8) holds true. Then 1 2d
Rearranging the first and the last terms leads to
where the last inequality is due to (2.7). This completes the induction. Thereby, to finish the proof of the proposition, we need to verify (2.8) which we do next. To prove (2.8) we will assume that x (k) is on the boundary of the visited sites generated by T 2 , call it V 2 ⊂ Z d , as otherwise the l.h.s. of (2.8) vanishes and the inequality is trivial. Recall, that we are in Case 2, hence there are two possible reasons for x (k) to topple in T 1 at time k. Namely, (a) x (k) was on the boundary of visited sites of T 1 at time k − 1 and had mass strictly greater than κ 0 , (b) x (k) was in the interior of visited sites of T 1 at time k − 1 and had positive mass. We show that either of the cases leads to a contradiction. Assume (a), then
which is a contradiction. Now consider the case when
) > 0 which is false. Next let i < k be the first time when the toppling of T 1 produces a vertex outside V 2 , and let y be the site that topples at time i. On one hand y has to be on the boundary of the set visited by T 2 , on the other hand, as we saw already, y must be different from x (k) . Hence by (2.7) and the fact that y ∈ ∂V 2 we get u 1,i (y) ≤ u 1,k (y) = 0 meaning that y cannot topple. We arrive at a contradiction, hence (2.8) is proved, and so is the proposition.
A simple consequence of the abelian property is the following lattice symmetries of the sandpile. Consider the set of directions
and for a given e ∈ N let T e be the hyperplane through the origin with a normal vector collinear with e. Then, T e is a mirror symmetry hyperplane of the unit cube
, and any symmetry hyperplane of this cube is of the form T e for some e ∈ N. Mirror reflections with respect to a hyperplane T e preserve the lattice Z d . These symmetries are inherited by sandpile with single source as we see next.
Corollary 2.4. (lattice symmetries of the model) Let the initial distribution µ 0 be a point mass supported at the origin, and let V be its final domain of visited sites, and u be the odometer function. Then both V and u are symmetric with respect to any hyperplane T e where e ∈ N.
Proof. Fix e ∈ N and for each x ∈ Z d denote [x] = {x, x e }, where x e ∈ Z d is the mirror reflection of x with respect to the hyperplane T e . Take any infinitive toppling
, where each x (k) in T is replaced by its corresponding 2-element class [x] . Clearly the new toppling sequence [T ] is infinitive, and hence stabilizing in view of Proposition 2.1. Notice that since x and x e are not lattice neighbours, then the topplings of x and x e do not interfere, and can be toppled in any order. Also, if u k is the odometer function after toppling both elements of [
, then it is symmetric with respect to hyperplane T e by construction, namely u k (x) = u k (x e ) for any x ∈ Z d . Since the odometer u corresponding to [T ] is the pointwise limit of u k , we get the symmetry of the odometer and the set of visited sites with respect to T e .
As e ∈ N was arbitrary, the abelian property of the sandpile completes the proof of the corollary.
Remark 2.5. One can see, in a similar way, that for any initial distribution µ 0 , its final configuration V and odometer function u inherit lattice symmetries of µ 0 . We do not formulate this rigorously, as later on we will be using the symmetry for point masses only.
Toppling procedure on graphs
It is apparent that our boundary sandpile process requires infinite number of toppling steps to reach a stable configuration (see Remark 3.3 below). Nonetheless, it is not hard to observe that the process can be stabilized effectively in finite number of steps by absorbing part of the topplings into certain linear operators acting on graphs. This fact might also be useful for numerical simulations.
Let G = (V, E) be a finite connected, simple (i.e. without loops and multiple edges) graph. Partition V into two non-empty subsets V 0 and V 1 which we call source and sink respectively. For a given function µ : V 0 → R + , in analogy with (1.5), consider the toppling transformation T acting on a vertex v ∈ V 0 by
where deg(v) is the degree of the vertex v in G, which is always positive in view of the connectedness of the graph. We also denote
for the average of µ. With these preparations we easily obtain the following.
Lemma 3.1. For any map σ : N → V 0 such that the pre-image of each v ∈ V 0 is infinite, for all v ∈ V 0 we have
Proof. We will assume without loss of generality that the subgraph on V 0 is connected, as otherwise we can apply the argument that follows to each connected component of the subgraph. Set d * := max v∈V 0 deg(v) and let ρ be the diameter of the subgraph on V 0 , i.e. the maximal length of the shortest path between any two vertices. Assume that the maximum of µ is attained at some v ∈ V 0 , and take any shortest path from v to the sink V 1 through the vertices of V 0 . Let
From the definition of σ we can choose N ∈ N large enough such that the sequence
. But after toppling v 1 , ..., v k the total mass of V 0 is decreased by at least µ(v 1 )/d ρ * , and as µ(v 1 ) = max v∈V 0 µ(v), we have
Since the average is reduced by a constant multiple the claim follows.
Remark 3.2. By adapting the proof of Proposition 2.3 (in fact in a simpler form) one can easily show that the amount of mass each vertex of the sink receives is independent of the toppling order, as long as each source vertex is toppled infinite number of times.
Remark 3.3. Take a graph with two vertices and a single edge connecting them. Let also each of these two vertices be attached to any number of sinks (possibly none, but not simultaneously). Then clearly one has to topple each vertex infinitely often in order to entirely transfer any given mass to the sinks. Hence the requirement on each vertex to topple infinite number of times cannot be eliminated.
We will see shortly that one can avoid a straightforward application of topplings to transform mass from source to sink. By realizing this transference as a linear operator we will perform the mass transportation from source to sink effectively in one step.
Keeping the notation of Lemma 3.1 let the source be V 0 = {v 1 , ..., v N } and the mass vector be equal to µ 0 = (m 1 , ..., m N ). Consider the toppling T = T v N • ... • T v 1 and for k ∈ N let T k denote the k-th iterate of T . Then by Lemma 3.1 we have that T k µ 0 → 0 as k → ∞ and the goal is to determine how much mass each sink vertex will receive in the limit. Due to the abelian property (Remark 3.2) the amount of mass distributed to the sinks is independent of the toppling sequence, hence specifying the toppling order results in no loss of generality. To compute the final distribution of the mass on the sink we introduce matrices M, D ∈ M N (R) where we call M the mass transformation matrix, and D the mass distribution matrix. More precisely M ij shows the proportion of µ 0 (v j ) which is present at vertex v i after we have applied the transformation T to the graph. Namely if T µ 0 is the new mass-vector after applying T , then
In a similar fashion D ij shows the proportion of µ 0 (v j ) transferred to its neighbours by v i . Thus each sink (if any) attached to v i gets mass equal to
A simple bookkeeping procedure illustrated below in Algorithm 1 allows us to compute these coefficients when we consequently topple
Algorithm 1 Computation of the transformation matrices
corresponds to the toppling of v i 3:
for j = 1 to N do 4:
for p = 1 to N do 6: for j with v j ∼ v i do 7:
Output: Matrices M and D Now observe that after the toppling T k , k ∈ N, is applied, the mass vector distributed to sinks becomes
To sum the series in (3.3) we need the following. Proof. Take any vector µ 0 ∈ R N with all coordinates being non-negative. By virtue of (3.2) there exists an integer k ≥ 1 and a constant 0 < c < 1 such that
Since M has non-negative entries due to construction by Algorithm 1, from the last inequality we get
is an eigenvector of M corresponding to an eigenvalue λ, we get
which implies |λ| k ≤ (1 − c) < 1 completing the proof of the lemma.
Lemma 3.4 implies that the matrix Id − M is invertible, where Id is the N × N identity matrix. Hence the Neumann series of M , as we have in (3.3), is convergent. Passing to limit in (3.3) as k → ∞ demonstrates that the total mass µ distributed to the sinks equals
Observe that all mass is being transferred to the sink by Lemma 3.1, and hence there is no loss of mass. This shows that the linear operator defined by (3.4) is non-degenerate. Hence, the matrix D is invertible as well. Finally, each sink vertex attached to v i gets mass equal to the i-th component of the vector
Based on the above discussion, we next present a simple pseudocode, which allows to stabilize the given initial distribution in finite number of steps.
Algorithm 2 Boundary sandpile in finite steps
Input: Initial distribution µ 0 and boundary capacity κ 0 1: Initialize V , the set of visited sites, as the support of µ 0 2: Populate a stack V of sites from V that need to be toppled. while V is NOT empty do 5:
v is the top element of the stack 6:
if mass at w is strictly larger than κ 0 then 8:
include w in V if not there already 9: remove v from V
10:
for each connected component V k of the visited sites V do 11: construct G, the lattice graph on vertices of
construct the distribution matrices M and D for G by Algorithm 1 13: use M and D to distribute the mass from
Re-populate the stack V by elements of ∂V that need to be toppled 15: until V is empty Output: Final set of visited sites and stable mass distribution on the boundary
In Algorithm 2 we simply move the boundary of the set of visited sites as long as there is a possibility. Then, we transfer at once all mass from the interior onto the boundary which requires a passage to the limit in a toppling procedure. Consequently, the fact that this will produce the same final configuration as the original boundary sandpile process, is not a direct corollary of abelian property of the sandpile, but follows from Lemma 4.4. In particular, due to Lemma 4.4 each iteration of the algorithm resuming from Step 3, starts with an initial distribution µ for which the two sandpiles BS(µ, κ 0 ) and BS(µ 0 , κ 0 ) produce the same final configurations. This fact, coupled with Proposition 2.1 implies that Algorithm 2 terminates in finite number of steps since the set of visited sites cannot grow to infinity 10 . 10 We do not attempt to estimate the complexity of Algorithm 2 depending on µ0 and κ0, however, it is interesting to observe, that the same approach can stabilize the divisible sandpile of Levine-Peres [24] in finite number of steps. 
The proof of this important statement is an easy exercise (see e.g. [21, Exercise 1.4.7]). We now show that the boundary sandpile requires the smallest possible domain in the discrete space, where it can stabilize itself.
Definition 4.1. (Stabilizing pair) For an initial distribution µ 0 and a boundary capacity κ 0 , we say that the pair (V, u) is stabilizing for BS(µ 0 , κ 0 ) if the following holds:
In this setting, we will call u odometer function. Proof. The set of stabilizing pairs is non-empty in view of Remark 4.1. Hence if V * is the intersection in the formulation of the theorem, then V * is finite and contains the support of µ 0 .
First, we show that for some u * the pair (V * , u * ) is stabilizing. To see this for V * , it is enough to prove that for any two stabilizing pairs (V i , u i ), i = 1, 2 the set V := V 1 ∩ V 2 has the property. To this end, consider the function v(x) := min{u 1 (x), u 2 (x)} in V . Clearly
from which we get v = 0 on ∂V . It is also clear that ∆v ≤ −µ 0 in • V . Next, using the fact that v vanishes on ∂V and is the pointwise minimum of u 1 and u 2 , from (4.1) we have Since w − v is a subsolution in the interior of V , from DMP we have w ≤ v in V . Combining this with the fact that both w and v vanish on ∂V we arrive at ∆w ≤ ∆v on ∂V.
where the last inequality is due to (4.2). Hence, the pair (V, w) is stabilizing and the claim for V * follows.
We are now in a position to show V 0 = V * . By definition of V * we have V * ⊂ V 0 .
Take any toppling sequence
Observe that if T is stabilizing for the original BS, then V * = V 0 as the final configuration is unique by abelian property of the sandpile. Hence, it is left to prove that T is stabilizing. Assume it is not. Invoking T , we get that all mass from the interior of V * is being redistributed onto ∂V * by Lemma 3.1. We have V * ⊂ V 0 , and since T is not stabilizing it follows that the distribution of mass on V * obtained after applying T is not stable. Since no mass remains in the interior of V * it follows that the boundary of V * is unstable. Let u be the odometer function corresponding to the toppling T . Then, by definition we have Let also u * be the odometer for which (V * , u * ) is stabilizing, whose existence was established above. By definition, u * satisfies (4.3) hence, due to uniqueness of solutions, we get that u = u * . But then
where the inequality follows since the pair (V * , u * ) is stabilizing. This shows, that (V * , u) is stabilizing as well, which contradicts our assumption that the toppling T was not stabilizing, and completes the proof of the theorem. 
A useful corollary of the minimality principle, which is being used in Algorithm 2 above, is the following. 
Then the final configurations of BS(µ 0 , κ 0 ) and BS(∆u 0→1 + µ 0 , κ 0 ) are identical.
The lemma states that if we balayage µ 0 to ∂V 1 first, and then balayage the resulting measure from ∂V 1 to ∂V 0 , the boundary measure produced on ∂V 0 will be the same as if we had balayaged µ 0 on ∂V 0 . This is obvious from a potential theoretic and balayage perspective. It is however not straightforward from a BS dynamic point of view.
Proof of Lemma 4.4. Set µ 1 := ∆u 0→1 + µ 0 , which, by the definition of u 0→1 , is a distribution supported on ∂V 1 . Let (V 2 , u 2 ) be the stabilizing pair for BS(µ 1 , κ 0 ).
Observe that
• V * might be empty, in which case T is empty as well, that is no toppling occurs. This corresponds to the case, when the initial distribution µ0 is already stable.
The aim is to show that V 2 = V 0 and that the final configurations for BS(µ 0 , κ 0 ) and BS(µ 1 , κ 0 ) coincide. The latter is equivalent to equality µ 0 + ∆u 0 = µ 1 + ∆u 2 on Z d , which in turn is equivalent to
which we will prove below. We have
as well as
hence the pair (V 2 , u 0→1 + u 2 ) is stabilizing for BS(µ 0 , κ 0 ). As a consequence of Theorem 4.2 we obtain V 0 ⊂ V 2 . We now prove the reverse inclusion. Since V 1 ⊂ V 0 , it follows that µ 1 is supported in V 0 . Hence, we may define u 1→0 as the unique solution of
Since V 1 ⊂ V 0 it follows that u 0→1 +u 1→0 = 0 on ∂V 0 . This implies that the function w := u 0 − (u 0→1 + u 1→0 ) is vanishing on ∂V 0 . But we also have
and by the uniqueness of solutions to the Dirichlet problem, we infer that w = 0 in V 0 . In particular it follows that
which, by the stability of u 0 , implies that (V 0 , u 1→0 ) is stabilizing for BS(µ 1 , κ 0 ). Again, by the minimality principle we get V 2 ⊂ V 0 , consequently V 2 = V 0 . It is left to show (4.4). Since V 2 = V 0 , the function u = u 2 + u 0→1 − u 0 vanishes on ∂V 0 and is identically 0 outside V 0 . Hence in the interior of V 0 we have
which shows that u = 0 on Z d and hence (4.4). The lemma is proved.
Directional monotonicity for point masses.
Yet another important consequence of the minimality principle of Theorem 4.2 is a special directional monotonicity of the odometer function corresponding to an initial distribution concentrated at a single point. This key property of the boundary sandpile will prove crucial in studying the regularity of the boundary of scaling limit of the process. Let S be the set of mirror symmetry hyperplanes of the unit cube [0, 1] d . More precisely, S consists of the hyperplanes {x i = 1/2}, {x i = x j } and {x i = −x j } where i, j = 1, ..., d with i = j. In particular, S has d 2 elements in total, and the set of vectors (2.9) represents the set of all directions of unit normals to elements of S.
Theorem 4.5. (Directional monotonicity) Assume (V, u) is the stabilizing pair of BS(nδ 0 , κ 0 ) where n > 0 and κ 0 > 0. Fix any hyperplane T ∈ S. Then, for any X 1 , X 2 ∈ Z d , such that X 1 − X 2 is a non-zero vector orthogonal to T , we have
This result formalizes the intuition that moving away from the origin, where the total mass of the sandpile was concentrated initially, emissions of mass should become smaller. There are however restrictions, partially due to our proof, on the way one moves on the lattice. Namely the theorem allows to compare points lying on a "lattice-line". The proof is motivated by A.D. Alexandrov's celebrated moving plane method [2] , see also [29] .
Proof of Theorem 4.5. We will assume |X 1 | ≤ |X 2 | and will show that u(X 1 ) ≥ u(X 2 ). This clearly implies the claim of the theorem.
There is a unique translated copy of T , call it T 0 , having equal distance from X 1 and X 2 . For a given x ∈ R d denote by x * its mirror reflection with respect to the hyperplane T 0 . Due to the choice of T and X 1 , X 2 it follows that each lattice point is being reflected in this way to a lattice point, and since reflection is an involution, we have that (
Set V * := {x * : x ∈ V } for the reflection of V , and similarly define the reflected odometer function by u * (x) := u(x * ), where x ∈ Z d . From the discussion above, we have that u * is defined on Z d and V * ⊂ Z d . Let H − be the closed halfspace of R d determined by T 0 and containing the origin, and let
Our first goal is to show that V T = V . By definition V T ⊂ V , so we need to establish the reverse inclusion. Consider the function
We claim that
Indeed, fix x in the interior of V T . There are two possibilities. Case 1. x ∈ V − . In this case (4.5) follows from ∆u T (x) = 1 2d
Case 2. x ∈ V + . We have two sub-cases here, namely either u T (x) = u(x) or u T (x) = u * (x). In the former case, (4.5) follows as in Case 1 above. We will therefore assume that
Then we have
Observe, that if the first sum on the last row of (4.7) is empty, then we get ∆u T (x) ≤ ∆u(x * ). Otherwise, there are two possible scenarios treated below. The first one occurs when the hyperplane T is orthogonal to a coordinate axis, i.e. T is one of {x ∈ R d : x i = 1/2} for some 1 ≤ i ≤ d. By assumption there is y ∈ V − such that y ∼ x ∈ V + . But due to the choice of T this is possible if and only if y = x * and x * ∼ x. In particular, the above-mentioned sum contains a single element, namely the one arising from y = x * . Taking into account (4.6), from (4.7) we obtain ∆u T (x) ≤ ∆u(x * ).
Consider the second scenario, when the symmetry hyperplane T is not orthogonal to any of the coordinate axes, and assume that there exists y ∈ V − such that y ∼ x ∈ V + . Here as well, in view of the choice of T , such y must lie on the hyperplane T 0 , and hence y ∼ x * . Thus the first sum in the last row of (4.7) covers all lattice neighbours of x * lying on T 0 . Observe that all lattice neighbours of x * are in V − , so they are either on T 0 , or are obtained as reflections of lattice neighbours of x from V + . The first class of neighbours is covered by the first sum, and the second class by the second sum of of the last row of (4.7). Hence, the last row of (4.7) equals 2d∆u(x * ).
We conclude that in Case 2
Finally, notice that for x ∈ V + lying in the interior of V T we have that x * is from the interior of V T . Hence, ∆u(x * ) ∈ {0, −n} since the origin is in V − . We thus get (4.5) from (4.8). Next, we proceed to the final stage of the proof, where we show that u ≤ u T everywhere on Z d . It is easy to observe that u T = 0 on ∂V T and ∆u T ≤ κ 0 on ∂V T . Now let v be the solution to ∆v = −nδ 0 in the interior of V T and v = 0 on ∂V T . By DMP we get v ≤ u T everywhere on V T , hence ∆v ≤ ∆u T ≤ κ 0 on ∂V T as both v and u T vanish on the boundary of V T . It follows that the pair (V T , v) is stabilizing for BS(nδ 0 , κ 0 ) (notice that the origin lies in V T ), hence the minimality principle due to Theorem 4.2 in conjunction with the inclusion V T ⊂ V implies V T = V . In particular we get u ≤ u T everywhere on V since the difference u T − u defines a supersolution in V with zero boundary data. Lastly, since both u and u T vanish outside V , we get that u ≤ u T on Z d . From here, the desired inequality follows easily. Indeed, since |X 1 | ≤ |X 2 | and the origin lies in V − , we must have X 2 ∈ V + . Due to construction we also have X 1 = (X 2 ) * , hence
The proof of the theorem is completed.
4.3.
Applications to classical Abelian sandpile. The main aim of this subsection is the analysis of the well-known Abelian sandpile model (ASM) via tools developed in this paper. In particular, we will show that the scaling limit of ASM generated from an initial configuration of chips placed at a single vertex has Lipschitz boundary. While some aspects of the local (inner) geometry of ASM were analysed in [23] , we believe that this is the first occurrence addressing the geometry of the boundary.
We briefly recall the definition of the process. ASM is a lattice growth model for configurations of chips distributed on vertices of Z d . A vertex carrying at least 2d chips topples giving a single chip to all its 2d lattice neighbours, and losing 2d chips itself. If there are no sites with more than 2d − 1 chips, the process terminates.
For any finite non-negative initial configuration of chips, subsequently toppling all sites with at least 2d chips, the process terminates in finite steps. This process is abelian in the sense that the final configuration of chips is independent of the order of topplings.
Fix n ∈ N, and let u be the odometer function for the starting configuration of chips nδ 0 . That is, for each x ∈ Z d the value u(x) is the number of topplings required to reach stable configuration in ASM. Due to abelian property the function u n is well-defined. Let also s : Z d → Z + be the final (stable) configuration of chips. Similarly to (1.6) one can easily see that
We will need the following characterization proved by Fey, Levine, and Peres [9] .
Least Action Principle. Let n and u be as above. Then
We have the analogue of Theorem 4.5 for ASM. For the definition of S see the paragraph above Theorem 4.5.
Theorem 4.6. (Directional monotonicity for ASM) For a given n ∈ N let u be the odometer for initial distribution nδ 0 . Fix any hyperplane T ∈ S. Then, for any X 1 , X 2 ∈ Z d , such that X 1 − X 2 is a non-zero vector orthogonal to T , we have
Proof of Theorem 4.6. We will only sketch the proof as it is a simplification of the proof of Theorem 4.5. Assuming |X 1 | ≤ |X 2 | will show that u(X 1 ) ≥ u(X 2 ), which implies the claim of the theorem.
Let T 0 be as in the proof of Theorem 4.5, and for a given x ∈ R d denote by x * its mirror reflection with respect to the hyperplane T 0 . Recall that we have X 1 = (X 2 ) * . Define also the reflected odometer function by u * (x) := u(x * ), where x ∈ Z d . We have that u * is defined on Z d with values in Z + . Let H − be the closed halfspace of R d determined by T 0 and containing the origin, and let
and define the function
We aim at showing that
First observe, that this inequality clearly implies the result of the theorem. Indeed, from (4.9) and the least action principle formulated above we obtain u ≤ u T on Z d . Next, since |X 1 | ≤ |X 2 | and the origin lies in V − , we must have X 2 ∈ V + . Due to construction we also have X 1 = (X 2 ) * , hence
and the result follows. It is thus left to establish (4.9), which we do next. Fix any x ∈ Z d . There are two possibilities. Case 1. x ∈ V − . Similarly to Case 1 of Theorem 4.5 we get
where the last inequality is due to definition of u.
Case 2. x ∈ V + . Exactly, as in Case 2 of Theorem 4.5 we get
For each integer n ∈ N let u n and s n be respectively the odometer, and final configuration of chips for initial distribution nδ 0 . Define u n (x) = n −2/d u n (n 1/d x) and s n (x) = s n (n 1/d x) where x ∈ n −1/d Z d . It was proved by Pegden and Smart [28] that there exists a non-negative and compactly supported function
) and ∆u 0 = s 0 − δ 0 in the sense of distributions, where ∆ is continuous Laplacian and δ 0 is Dirac delta at the origin. The reader is referred to [28] for the details.
Concerning ASM, we prove the following statement.
Theorem 4.7. For u 0 as above set u 0 (0) = +∞ and let the set of directions N be defined as in (2.9). The following is true: (a) for any X 1 , X 2 ∈ R d with the property that X 2 − X 1 is non-zero and is collinear to any of the vectors of N, we have
(b) ∂{u 0 > 0} is a locally Lipschitz graph.
The reason for defining u 0 (0) = +∞ is mainly for the mathematical rigour in the proof. Apart from monotonicity of the limiting odometer function, this result shows that the boundary of the scaling limit is Lipschitz. We postpone the proof of this theorem until subsection 5.2. 4.4.1. Heuristics. It seems intuitively clear that the value κ 0 of boundary capacity should influence the size of the visited sites. Specifically, the smaller κ 0 the greater number of boundary points will be necessary in the stable configuration, resulting in a larger domain of visited sites. Our aim is to determine, for initial distributions concentrated at the origin, the size of the boundary capacity which will leave a chance for existence of a scaling limit. To proceed, let (V n , u n ) be the stabilizing pair for BS(nδ 0 , κ 0 ), with n > 1 large. Let σ n be the mass distribution in the stable configuration. By definition we have that σ n is concentrated on ∂V n , and the odometer function u n satisfies
After scaling the lattice by a small factor h = h(n) > 0 we will get
where u n (x) := h 2 u n (h −1 x) is the scaled odometer defined on hZ d . The scaling limit amount to taking n → ∞. We then want nδ 0 to converge in the sense of distributions to a continuous Dirac at the origin. Since the volume element at the scale h > 0 is h d dx we need nh d = 1 hence the correct order of scaling would be h = n −1/d . But as h → 0 we want hV n to neither shrink to a lower dimensional object, nor escape to infinity, hence V n should be of uniform size 12 h −1 . The size of V n will be determined by κ 0 . Indeed, the argument of Lemma 4.12 shows that for given κ 0 , and n > 1 large, V n would have size R where κ 0 ≈ nR 1−d . But for the size R we require R ≈ h = n 1/d , therefore κ 0 ≈ n 1/d is the only choice for boundary capacity to facilitate this requirement.
In the light of these arguments, in dimension d ≥ 2 we will set κ 0 = n 1/d for initial mass n > 1 at the origin.
Lemma 4.9. (Monotone and unbounded growth) For n ≥ 1 let V n be the set of visited sites of BS(nδ 0 , n 1/d ). We have the following assertions:
Proof. We start with (a). Let ∂V m = {x (i) } k i=1 for some k ∈ N. Since the Laplacian is a linear operator (cf. (3.5)), there is a collection of weights {α i } k i=1 with all α i > 0 such that for any mass N > 0 at the origin and ∂V m as target set, each site x (i) receives mass α i N .
By definition we have that V m is stable, hence α i m ≤ κ 0 (m) = m 1/d and we get
which means that V m is stable for mass n at the origin. But as V n is the smallest among all stable domains for mass n in view of Theorem 4.2, we get V n ⊂ V m , completing the proof of part (a).
We proceed to part (b). Let n ≥ 1 be fixed, then in view of (a) we have V n ⊂ V m for any m > n. Hence from Lemma 4.4 to produce V m we may topple mass m from the origin to ∂V n and then stabilize ∂V n in V m . As in part (a) we know that each x (i) ∈ ∂V n gets mass α i m. Therefore, for m > n large enough, we will get α i m > m 1/d = κ 0 (m) for all 1 ≤ i ≤ k. As a result, all points on ∂V n have to topple in order to stabilize V m . This proves (b), and finishes the proof of the lemma. Lemma 4.10. For n ≥ 1 let (V, u) be the stabilizing pair of BS(nδ 0 , κ 0 ). If B is a subset of V containing the origin in its interior and v : B → R is such that
Proof. Assume for contradiction that there exists x 0 ∈ ∂V ∩ ∂B, and consider the function w = u − v with u, v as above. Then clearly ∆w ≤ 0 in
• B and w ≥ 0 on ∂B, hence by DMP we get w ≥ 0 in B, i.e. u ≥ v in B. Since both u and v vanish at x 0 we obtain
12 By size h −1 we mean that B(0, c1h
where B(0, r) is the Euclidean ball centred at the origin, and having radius r > 0, and 0 < c1 < c2 are absolute constants.
where the last inequality follows by stability of the sandpile. This leads to a contradiction and completes the proof.
For R > 0 let G R be the Green's function with pole at the origin for the discrete ball Z R defined in (1.4) , i.e. Lemma 4.11. There exist constants R 0 > 0 depending on dimension only, and 0 < c 1 < C 1 depending on R 0 and dimension d, such that for any R > R 0 one has
Proof. The proof is a straightforward consequence of the random walk counterpart of the problem. Let g(x, y) :
The following asymptotics is well-known [13] , [30] , [21] (4.11)
where γ 0 is a constant, and ω d is the volume of the unit ball in
where τ R is the first exit time from
Expanding the expectation in (4.12) and using the fact that the simple random walk started inside a finite set of Z d will almost surely exit it in finite time, we get
For x ∈
• Z R satisfying |x| ≥ R/2, applying (4.11) to the last formula for G R we obtain
where (4.14)
and c d is a constant depending on d. Now things are reduced to some elementary computations.
We start with a lower bound of the lemma. Consider the case of
In view of the definition of Z R , the neighbour of M 0 having the largest norm among all 4 neighbours must be on the boundary of Z R . Since we also have |a| ≥ |b|, it follows that as M 1 one can take (a + 1, b) for a > 0 and (a − 1, b) for a < 0. Assume we have M 1 = (a + 1, b), i.e. a > 0. Then
Observe that P M 0 {S τ R = M 1 } ≥ 1/4 since the random walk can exit from
• Z R in one step through M 1 if started at M 0 . On the other hand, from the definition of Z R we have |x| < |z| for any x ∈ • Z R and any z ∈ ∂Z R , hence all terms in the sum of G R are non-negative. Using this, for M 0 and M 1 as above we get
• Z R having a neighbour on ∂Z R . Since G R vanishes on ∂Z R the bound of the lemma follows.
The lower bound in case of d ≥ 3 is handled similarly. The upper bound of the lemma follows directly from (4.13)-(4.14) and definition of the ball Z R . The details, which we will omit, are elementary. The proof of the lemma is complete.
Lemma 4.12. There are dimension dependent constants 0 < c 1 < C 1 such that if V n is the set of visited sites of BS(nδ 0 , n 1/d ), with n > 1 large, then
Proof. By Lemma 4.9 part (b) every site of Z d is eventually visited by the sandpile if we keep increasing n. Thus we will assume that n > 1 is so large that the discrete ball Z 2R 0 is inside V n , where R 0 is fixed from Lemma 4.11. Let us also remark, that if for some n > 1 we have the inclusion Z 2R 0 ⊂ V n , then for all n > n we get Z 2R 0 ⊂ V n in view of Lemma 4.9 part (a).
Let G R be as above (see (4.10)). Then, the function G R,n := nG R satisfies
From Lemma 4.11 we have ∆G R,n ≥ c 1 nR 1−d everywhere on ∂Z R . Observe that if Z R ⊂ V n and n and R are chosen so that ∆G R,n > n 1/d on ∂Z R , then by Lemma 4.10 we have ∂Z R ∩ ∂V n = ∅, i.e. Z R stays strictly inside V n . We now choose a sequence of radii R 0 < R 1 < ... < R k , where R 0 is as above, and for each 1
, where the latter simply means that we enlarge the balls by 1 lattice step at most. Given this, as long as we have c 1 nR
We can therefore increase the radius up to c 1/(d−1) 1 n 1/d obtaining by so the first inclusion of the current lemma. The upper bound can be obtained similarly, by starting with a ball of sufficiently large radius, containing V n , then shrinking the ball by at most 1 lattice step at a time and using the upper bound of Lemma 4.11 instead. The proof of the lemma is complete.
Our next result gives a uniform lower bound on the odometer function, which will be needed in the analysis of the shape of scaling limit. For the proof we need a discrete version of Harnack's inequality. 
where (V n , u n ) is the stabilizing pair of BS(nδ 0 , n 1/d ).
Proof. We first observe that the bound of the lemma holds near the origin, i.e. there exist dimension dependent constants α 0 > 0 and c 0 such that for any n > 1 one has
Indeed, by Lemma 4.12 and DMP we have u n (x) ≥ nG c 1 n 1/d (x) for some constant 
, since otherwise the estimate follows by (4.15). Suppose |a d | = max 1≤i≤d |a i |, and denote β 0 := min{α 0 /4, r 0 /4}, where α 0 is fixed from (4.15) and r 0 from the formulation of the lemma. We get that the ball
By directional monotonicity of Theorem 4.5 applied to the direction e d , and axial symmetry of the odometer given by Corollary 2.4, we have (4.16)
If the cylinder C d intersects the ball Z α 0 n 1/d , the estimate of the lemma follows by Harnack's inequality of Theorem 4.13 and upper estimate of Lemma 4.12, where the latter is used to estimate the length of Harnack chain. Otherwise, if
We have, due to Harnack's inequality, that u n (x (1) ) ≥ Cu n (x (0) ) with a constant C = C(d, r 0 ), hence it is enough to prove the lemma for x (0) replaced by x (1) . For that, we apply the same argument as we had for x (0) to x (1) . Since x (1) has at most d − 1 non-zero coordinates, this reduction procedure on coordinates will terminate in at most d − 1 number of steps, where in the last step, the corresponding cylinder (4.16) will intersect the ball Z α 0 n 1/d implying the desired estimate of the lemma. The proof is complete.
Shape analysis
The purpose of this section is the study of scaling limit of the model when the initial distribution is concentrated at a point. We will show that after proper scaling of mass and the underlying lattice, there is a convergence along subsequences. The approach is via uniform gradient bounds for the odometers. Combined with some results of the previous section, we will prove a certain non-degeneracy result of the converging shapes, as well as Lipschitz regularity of the boundary of scaling limit.
Throughout this section, we assume that initial distribution of the sandpile equals nδ 0 , where n > 1 and boundary capacity of the model is n 1/d . For all n > 1, by u n we denote the corresponding odometer function and by V n the set of visited sites.
5.1. Gradient bounds. First, we establish uniform Lipschitz bounds on the odometer functions away from the origin.
Lemma 5.1. Let r 0 > 0 be any fixed number. Then, there exists a constant C = C(r 0 ) such that for any n > 1 one has
for any x, y ∈
• V n and G(x, y) = 0 if x ∈ ∂V n or y ∈ ∂V n . From [22, Proposition
where as before g is defined from (4.11), and τ is the first exit time from
• V n of the simple random walk {S k } ∞ k=0 started at x. From the definition of G n we have
where C is a dimension dependent constant, and we have used the asymptotics (4.11) and Mean-Value Theorem along with the choice of x and y to bound the first summand. From Lemma 4.12 and the choice of x, y we get that |x − w| ≥ c d n 1/d for any w ∈ ∂V n . This, coupled with (4.11) and Mean-Value Theorem, for any w ∈ ∂V n implies
Combining this estimate with (5.1) we obtain
Since G n (x, y) = G n (y, x) we get from the definition of u n that u n (x) = nG n (0, x) for all x ∈ V n , which together with (5.2) completes the proof of the lemma. Proof. Recall that V n ⊂ Z d is the set of visited sites for mass n > 1. Define
where dist is the combinatorial distance. For each 1 ≤ i ≤ d consider the discrete derivative of u, namely ∂ + i u(x) := u(x + e i ) − u(x) with x ∈ Z d . Clearly ∂ + i u is harmonic in V n,0 . Now, in view of the stability of the sandpile, for any x ∈ V n such that dist(x, ∂V n ) ≤ 1 we have |∂ For the general case, take any x, y such that |x|, |y| > r 0 n 1/d , and consider the shortest lattice path connecting x and y and staying outside the ball B r 0 n 1/d . Namely, let
where X i ∈ Z d and |X i | > r 0 n 1/d . Clearly such path exists. It is also clear that for the length of the path we have k ≈ |x − y| where equivalence is with dimension dependent constants. Using this and the 1-step Lipschitz bound already proved above, we obtain
completing the proof of the proposition.
Scaled odometers.
For n ≥ 1 set h = n −1/d , and define the scaled odometer by u h (x) = h 2 u n (h −1 x) where x ∈ hZ d . Let also V h := hV n ⊂ hZ d be the scaled set of visited sites for mass n. Clearly, u h is supported in the interior of V h . Moreover, in view of Lemma 4.12 we have that the sets {V h } 0<h≤1 , are uniformly bounded and contain a ball of some fixed radius. We will need a few notation. For 0 < h ≤ 1 and
and for a given set
In order to study the scaling limit of the model, we need to extend each u h to a function defined on R d . We will use a standard extension of u h which preserves its ∆ h -Laplacian. Namely, for fixed 0 < h ≤ 1 define a function u h : R d → R + , where for each ξ ∈ hZ d and any x ∈ C h (ξ) we have set u h (x) = u h (ξ). Clearly ∆ h u h (x) = ∆ h u h (ξ) for all x ∈ C h (ξ). Note that we are using the same notation for extended odometers. In what follows u h will stand for this extension. Also, for a given set E ⊂ R d we write
• E for the interior of E in the next theorem. The following is our main result concerning scaling limit of the model. Theorem 5.3. There exists a sequence h k → 0, and compactly supported nonnegative function u 0 ∈ C(R d \ {0}) which is Lipschitz outside any neighbourhood of the origin, such that
(ii) ∆u 0 = −δ 0 in {u 0 > 0} in the sense of distributions, where δ 0 is the Dirac delta at the origin and ∆ denotes the continuous Laplace operator,
(iv) if we set u 0 (0) = +∞, and let the set of vectors N be defined as in (2.9), then for any x (1) , x (2) ∈ R d with the property that x (2) − x (1) is non-zero and is collinear to any of the vectors of N, we have
(v) the boundary of V 0 is locally a Lipschitz graph.
Proof. Fix ρ > 0 small, and for 0 < h ≤ 1 set
Extend each u h as 0 outside V h . From Proposition 5.2 and definition of u h , there exists a constant C ρ = C(ρ, d) independent of h such that
For y ∈ ∂V h we have u h (y) = 0, hence for any x ∈ E ρ (h) ∩ V h thanks to (5.4) we obtain
where the second inequality with a constant C 1 = C 1 (d) follows from Lemma 4.12.
Thus each u h , 0 < h ≤ 1, when restricted to E ρ (h), is bounded uniformly in h due to (5.5) and is C ρ -Lipschitz in view of (5.4). Next, we extend each u h from E ρ (h) to a Lipschitz function on R d having the same Lipschitz constant. Namely, for a given h > 0 define
This is a well-known method of Lipschitz extension, and it is not hard to verify that U ρ h is a C ρ -Lipschitz function on R d (see e.g. [17, Theorem 2.3] ) and coincides with u h on E ρ (h). Moreover, by construction we have that the family {U ρ h } 0<h≤1 is uniformly bounded and is non-negative everywhere. Observe also that for 0 < h ≤ 1, ξ ∈ E 2ρ (h) and x ∈ C h (ξ) (see (5. 3)) by construction we have
To prove this take any x from the l.h.s. of (5.8). Since U 
for all k > k 0 . In particular, x is from the r.h.s. of (5.8) .
To see the reverse inclusion fix any x from the r.h.s. of (5.8). There exists k 0 ∈ N large and r > 0 small such that
. We get, in particular, that dist(x, ∂V h k ) ≥ r for all k > k 0 . Hence, by Lemma 4.14 and definition of u h k one gets u h k ≥ c 0 > 0 on B r (x) with a constant c 0 uniform in k > k 0 . This bound, together with (5.7) implies U ρ 0 (x) ≥ c 0 , accordingly x lies in the l.h.s. of (5.8). This completes the proof of (5.8).
We next prove that
0 (B r (x)) be any. Since U ρ 0 is continuous, to prove its harmonicity in B r (x) it suffices, due to Weyl's lemma, to show that 
where the first equality comes from definition of U ρ 0 and smoothness of ϕ, the second is in view of (5.7), the third one follows from discrete integration by parts. The last equality is a consequence of the fact that for large enough k 0 ∈ N due to (5.8) one has
Taking the parameter ρ → 0 and applying a diagonal argument we conclude that there is a non-negative function u 0 ∈ C(R d \ {0}), and a sequence h k → 0 such that (a) u h k → u 0 locally uniformly outside any neighbourhood of 0, These properties give us parts (i) and (iii) of the theorem, as well as the claim of (ii) except at the origin. To finish the proof of part (ii) it remains to study the Laplacian of u 0 at 0. To this end, let Φ h be the fundamental solution for ∆ h in hZ d , i.e. ∆ h Φ h = −h d δ 0 . Here as well, following the convention above, suppose that Φ h is extended to R d so that to preserve its ∆ h -Laplacian. It is well-known (see [22] ) that Φ h → Φ 0 as h → 0 locally uniformly in R d \ {0}, where Φ 0 is the fundamental solution to continuous Laplacian. Observe, that in view of (b) and Lemma 4.12 there is r > 0 small such that the ball B r ⊂ supp u 0 . Using this and the definition of u h k we have
But since both u h k and Φ h k converge locally uniformly away from 0 to continuous functions, then the difference |u h k − Φ h k | ≤ C on ∂B r for all k ∈ N where C > 0 is some large constant. By DMP we get that |u h k − Φ h k | ≤ C in B r , hence, the limit |u 0 − Φ 0 | is also bounded by C in B r \ {0}. But as ∆(u 0 − Φ 0 ) = 0 in B r \ {0} we get that 0 is a removable singularity for u 0 − Φ 0 , in particular ∆u 0 = ∆Φ 0 at 0, and the proof of part (ii) is now complete.
The proof of part (iv) of the theorem is a direct consequence of Theorem 4.5, and convergence of u h k to u 0 .
It remains to show (v), the last assertion of the Theorem. We will show that at each x (0) ∈ ∂V 0 there exists a double cone, with its size (opening and height) independent of x (0) , having vertex at x (0) and intersecting ∂V 0 at x (0) only
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. This clearly implies (v).
Applying the monotonicity of (iv) in directions {e i } d i=1 we obtain u 0 (x) = u 0 (−x) for all x ∈ R d . Due to this symmetry, to prove (v) it is enough to treat the part of ∂V 0 where all coordinates are non-negative. In addition, we will also assume that the point
The rest of the cases are similar. Observe that due to (iii) and Lemma 4.12 there is a constant c 0 > 0 such that
Now the choice of x (0) and (5.9) together imply
We first determine a certain monotonicity region for x (0) . Let V ⊂ R d be a finite set of vectors containing e d and having the rest of its elements chosen by the following rule: for each 1
It is easy to check from definition of V that it contains d linearly independent vectors. For a given v ∈ V consider the halfspace H v = {x ∈ R d : x · v > 0}. We have the following monotonicity of u 0 in H v .
Indeed, decomposing X i into tangential and normal components in H v , one gets X i = τ 0 + t i v, where i = 1, 2, t i ≥ 0 and τ 0 ∈ H v is the same for both X 1 , X 2 due to assumption. Then, |X i | 2 = |τ 0 | 2 + t 2 i |v| 2 , hence |X 1 | ≤ |X 2 | if and only if |t 1 | ≤ |t 2 | but since t i ≥ 0 the latter reduces to t 1 ≤ t 2 . It remains to apply the monotonicity result of part (iv) to get (5.11). We thus obtain that u 0 is non-increasing in H v in the normal direction.
Consider the cone
It is easy to see that the bound (5.10) and definition of V imply the existence of a constant c 1 > 0 independent of x (0) such that
As a direct corollary of (5.11) the cone C inherits the following property. If X 1 , X 2 ∈ C 0 and X 2 − X 1 = t 1 v 1 + ... + t k v k where t i ≥ 0, v i ∈ V for all 1 ≤ i ≤ k, and k is the cardinality of V, then (5.13) u 0 (X 1 ) ≥ u 0 (X 2 ). 13 Observe that ∂V0 is the 0-level set of u0 which is a Lipschitz function on compact subsets away from the origin, and in particular in a neighbourhood of ∂V0. But this fact alone is not enough to conclude that ∂V0 is Lipschitz, see for instance [3] .
Along with C 0 consider as well the cone generated by V
Since V has d linearly independent vectors, the cone C V is d-dimensional. We claim that C := (x (0) − C V ) ∩ C 0 is the sought cone, for which we need to show that the truncated cone C has uniform size and that u 0 is positive in the interior of C and is zero in the interior of (x (0) + C V ) ∩ C 0 . We will only show the former claim, as the latter follows similarly. It is clear, thanks to (5.12), that C is of uniform size. Now assume for contradiction, that there is x * ∈
• C such that u 0 (x * ) = 0. Consider the cone C * = (x * +C V )∩C 0 . Let us see that (5.14) u 0 (x * ) ≥ u 0 (x), ∀x ∈ C * and x (0) is in the interior of C * .
The first assertion of (5.14) follows directly from (5.13) since x * ∈ C 0 by definition and any element x ∈ C * is from C 0 as well, and has the form x = x * + t 1 v 1 + ... + t k v k with all t i ≥ 0. The second one is simply a consequence of the definition of x * . Armed with (5.14) the proof of (v) follows readily, since we simply get that u 0 is zero in an open neighbourhood of x (0) , which violates the condition that x (0) ∈ ∂V 0 . This contradiction finishes the proof of (v), and the proof of the theorem is now complete.
Proof of Theorem 4.7. Assertion (a) follows from convergence result of PegdenSmart discussed in subsection 4.3 in conjunction with Theorem 4.6. The proof of part (b) follows from part (a) by the same argument as for part (v) of Theorem 5.3. The proof is complete.
5.3.
Concluding remarks and open problems. We finish the paper with a few remarks and open problems which we think are interesting.
Remark 5.4. (On monotonicity) Observe that monotonicity of the odometer proved in Theorems 4.5, 4.6, 4.7, and 5.3 is not strict. Namely, we expect the odometer to be strictly monotone on its support. Such statement can be proved for the boundary sandpile model relying on harmonicity of odometer and the strong maximum principle, however for the classical Abelian sandpile model (ASM) it seems to require a more careful analysis, which we leave open. We also think that the "Boundary Abelian sandpile" described below in the text following Problem 2, should enjoy the monotonicity property of the odometer. But to actually prove that, one needs to work out the analogue of the least action principle (see subsection 4.3).
Next, we remark there are a few interesting (and not hard to prove) corollaries of the discrete monotonicity of the odometer of the ASM proved in Theorem 4.6. First, the monotonicity of the odometer function implies that the visited set of the ASM with n ∈ N chips at the origin, is simply connected for any n, meaning that its complement in Z d is connected as a graph. This recovers the result of Fey and Redig [12, Proposition 4.12] by a different method. Next, relying on monotonicity of the odometer, one can show that the visited set of the ASM contains a diamond (a convex hull of the points {±e i , i = 1, ..., d} restricted to Z d ) scaled by a factor of R ≈ n 1/d , and is contained in a cube of size R ≈ n 1/d (cf. [1, Proposition 3.7] ). Of course this result is not new, and moreover the constants we can get in these embeddings are slightly worse than the ones obtained by Fey and Redig [12] , and imporved later by Levine and Peres [24] . What we think is interesting here, is that the method is different, and seems to be of a general nature, relying mainly on the monotonicity of the odometer. Hence, similar embeddings should be possible to obtain for the boundary sandpile, or the boundary abelian sandpile, without much difficulty.
The details of this discussion will be given elsewhere.
Problem 1. Does the boundary sandpile process, for initial distributions concentrated at a point, have a scaling limit?
It is clear from the proof of Theorem 5.3 that for any sequence of scalings h := {h k } ∞ k=1 , where h k → 0, one may extract a subsequence {h km } such that the corresponding sequence of scaled odometers will have a limit, call it u h , satisfying the same properties as the function u 0 of Theorem 5.3. In particular, by Theorem 5.3 (ii) we have that any such u h is C ∞ on its positivity set away from the neighbourhood of the origin, and is Lipschitz continuous up to the boundary of that set. However, we do not know if scaling limits generated by different scaling sequences must coincide.
For several lattice-growth models the existence of scaling limit, and in some cases its geometry, are known; for divisible sandpile see [26] , [24] and [25] , for rotor-router see [26] , [24] , [25] , and [12] , and for Abelian sandpile see [28] . The internal diffusion limited aggregation (IDLA), which is a stochastic growth model, is studied in [19] , [20] , [5] , [18] . For the IDLA in critical regime, one may consult [14] . Growth models involving continuous amounts of mass similar to divisible sandpile model, are studied in [11] , [27] , and [10] , where the last paper considers a non-abelian growth model. It is interesting to observe, that the strong flat patterns appearing on the boundary of a sandpile as can be seen in Figure 1 , might be a result of a significant increase of the role of the free boundary, rather than the PDE problem in the interior. It is remarkable that a similar geometry of the boundary as in Figure 1 , in particular the flatness, arises also from the classical Abelian sandpile, see Figure 2 , if one treats the boundary of the growth cluster likewise, i.e. allowing each boundary point to accumulate many particles however not exceeding the given threshold. Nevertheless, the PDE problem of the Abelian sandpile in the set of visited sites, is very different from that of the boundary sandpile considered here. It seems very interesting to understand the emergence of the flatness on the boundary rigorously.
Yet another surprising property of the boundary sandpile is the discontinuity of its geometry under small perturbations of the initial mass distribution, and a certain tendency of the sandpile dynamics towards generating convex sets (see Figure 3) . A rigorous explanation of these phenomena seems to be a very interesting problem. Problem 3. Is there a boundary sandpile type process, leading to that the total mass of the system is being redistributed onto the combinatorial free boundary (possibly with a different background rules) which has a sphere as its scaling limit?
In fact, this problem does not exclude, as a possible candidate, the boundary sandpile process considered in this paper. It is apparent from numerical simulations (see Figure 1) , that the shape of BS divaricates from a sphere. However, we do not have a rigorous proof of this fact. 2 , all having mass 40 000, and the boundary capacity is set to 400. The clusters barely survive intersection by one lattice site. On the right, is a BS having capacity 400, where mass 40 000 is concentrated on each of the sites (±33, 0) and (0, ±33). The colouring scheme is identical to that of Figure 1 .
Months after the submission of this paper, the current authors found a new sandpile redistribution rule [1] , which partially answers the quest of Problem 3, at least for single sources. The relevance of Problem 3, however, remains in place, as there is no reason to believe that there does not exist a more natural rule than the one obtained in [1] .
