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Abstract
The readout of Hera-B has been unied to a large ex-
tend. Only the HELIX and ASD8 chips with correspond-
ing readout electronics were used and the data acquisition
is constructed entirely with Sharc DSPs. This approach
minimized the work load and was successful. The feedback
of the ASD8 digital outputs to the analog inputs caused
oscillations and the eorts to solve this problem still con-
tinued in the commissioning phase. The electronics of the
sophisticated hardware trigger was commissioned success-
fully while some problems remain with the self-made 900
Mbit optical data transmission.
I Introduction and Overview
Hera-B is a xed-target experiment at the HERA stor-
age ring at DESY, Hamburg [1]. Protons interact with thin
target wires of dierent materials. The wires and hence the
rate of interactions are steerable. A silicon vertex detector
(VDS) is located downstream of the target. A dipole mag-
net with tracking chambers inside and after the magnetic
eld follow. Because of the anticipated particle ux and
radiation damage the tracking chamber are divided into
an inner part with high track density (ITR, micro strip gas
chambers with gas electron multiplier foils) and an outer
part (OTR, honeycomb drift chambers). Kaon identica-
tion is performed with a ring imaging Cherenkov detec-
tor (RICH). An electromagnetic calorimeter (ECAL) and
a muon detector (MUON) allow for lepton identication.
A special set of three layers of tracking chambers (HighPt)
are foreseen inside the magnetic eld. Their signals allow
fast triggering on tracks with large transverse momentum.
Table 1 gives an overview over the applied detector tech-
nologies, readout chips, front-end technologies and whether
the subdetector is used by the hardware trigger (FLT).
With the exception of the ECAL only two readout chips
were applied (HELIX and ASD8) and consequently only
two versions of front-end electronics had to be developed.
1
The TDCs for the ASD8 digitization are on the detec-
tor while the data of the HELIX chips are digitized in the
trailer. The latter is always accessible in a low radiation
1
The TDC chip could be operated in a binary readout mode for
MUON, RICH and HighPt.
area and houses in addition all components of the data ac-
quisition (sect. VII) and of the hardware trigger (sect. VI).
Hera-B was largely assembled by the end of 1999 and
commissioning took place in 2000. The goal of measur-
ing CP violation in the neutral B meson system was not
reached. The shortcuts due to problems with the electron-
ics and some of the experiences gained during the construc-
tion are described in this article. For a detailed description
of the electronics components itself the reader is referred
to the references.
From September 2000 to July 2001 the accelerator was
shut down for a luminosity upgrade for the collider experi-
ments H1 and ZEUS. Hera-B has used this time to solve
most of the identied problems.
II Vertex Detector and Inner Tracker
The Vertex Detector (VDS) and the Inner Tracker (ITR)
both use the HELIX readout chip [2]. Hence most of the
electronics like the digital control signal generation (includ-
ing their optical transmission to the detector), the analog
optical data transmission to the trailer and the digitization
of the data is common for both systems. The low voltage
power supplies and the technique of programming the HE-
LIX chips diered.
The VDS was fully commissioned by 2000 [3]. For the
electronics an important feature of the HELIX was used
intensively for monitoring: the analog data is stored inter-
nally in a pipeline and upon a trigger the data together
with the pipeline location is available at the output. By
comparing this location from all chips the synchronization
of the VDS can be guaranteed.
In 1998 a rst version of the optical transmission for the
digital control signals was installed using commercial com-
ponents. The receivers were located in a low radiation area
under the magnet. Particles hitting the receiver's pin diode
generated spurious digital signals because of low switching
threshold. Consequently within minutes of operation parts
of the VDS became asynchronous. The self-made receiver
for the analog optical signals in conjunction with a com-
parator did not show this problem and is used instead.
During the 2000 operation several HELIX chips ceased
functioning correctly. The fraction increased with time
from about 1% at the beginning to 4% at the end. Most of
Table 1: Characterization of the readout electronics for all subdetectors.
subdetector technology readout chip chn digitization data transm. to trailer used by FLT
VDS silicon microstrip HELIX 150k FADC analog optical no
ITR MSGC with GEM HELIX 130k FADC analog optical yes
OTR honeycomb drift ASD8 120k TDC LVDS digital yes
RICH Cherenkov + PMT ASD8 28k binary(TDC) LVDS digital no
MUON tube,pad,pixel ASD8 30k binary(TDC) LVDS digital yes
HighPt pad,pixel ASD8 25k binary(TDC) LVDS digital yes
ECAL shashlik PMT 8k ADC analog coaxial yes
these chips were however not broken. Several procedures
were tried to revive them (changing the phase between sig-
nals, turning them o/on) with varying success. Because
of the redundancy of layers in the VDS these losses did
not seriously aect the tracking eciency. A clear under-
standing of the problem is not yet reached but recently
some problems in the download software were found which
explain some observations.
The Inner Tracker [4] was delayed by two years because
of radiation hardness problems of the MSGC technology.
The 2000 run was thus its rst commissioning period. The
initial grounding scheme asked for one central point per
chamber as a "reference ground" to avoid ground loops.
The backside of the MSGC, the PCBs with the HELIX
chips and other boards had a ground connection to this
point. Further optimization studies showed that a massive
direct ground connection between the MSGC and the HE-
LIX PCB and using a large surface ground bar with short
connections is much more favorable. Especially when the
prompt digital trigger outputs of the HELIX (open col-
lector) are activated the new grounding reduces crosstalk
of the digital outputs to the analog inputs substantially.
Modications on the HELIX and a reduction of the collec-
tor pull-up voltage reduces the crosstalk further.
The low voltage power supplies have a "power factor cor-
rection" (PFC) circuit to ensure that the phase between
current and voltage is not distorted by the device under
load. While these power supplies have been operated in
the lab routinely for long time the PFC broke repeatedly
during the 2000 operation in the experiment. It is known
from other HERA experiments that the 240 Volt power
lines have spikes in the experimental halls close to the ac-
celerator. It was therefore advised to add lters and ferrite
rings to reduce spikes in the power lines. Whether this
cures the PFC failures is not yet known but seems likely.
III The ASD8 Commissioning
The ASD8 [5] is used by the gaseous detectors (Outer
Tracker, Muon detector and HighPt detector) and by the
RICH detector (for PMT signal readout). It consists
for each of 8 channels of a dierential input amplier,
a two-stage shaper, a discriminator with externally pro-
grammable threshold and an open collector dierential out-
put stage. The shaping time is below 10 nsec.
Figure 1 shows the OTR on-detector electronic compo-
nents as an example [6]. The anode wire is at high voltage
and connected via a coupling capacitor to one ASD8 in-
put. The second ASD8 dierential input is connected to
the cathode, i.e. to the ground of the chamber. The con-
nection between the analog ground of the ASD8 board and
the chamber ground was found to be very important for
noise reduction, especially the Copper-Beryllium springs
which hold the board at the chamber make good contact.
Another problematic item is the crosstalk (feedback) be-
tween the digital output of the ASD8 and its analog input.
The size of this eect depends on the exact conguration
and the number of the cables and hence can not be easily
estimated in the lab. Operation of the ASD8 at a thresh-
old with large hit eciency is however impossible without
special eorts.
The subdetectors have followed dierent strategies to re-
duce the crosstalk. All groups use shielding over the rst
meters of the twisted-pair cables from the ASD8 to the
TDC. In most congurations a good connection of the ca-
ble shield to the digital ground of the ASD8 is sucient
while for some HighPt chambers this method is not ade-
quate. Instead the connection is made with a 50 
 resistor.
A possible explanation of this behavior is that the phase
of the feedback to the analog ASD8 input is changed by
the resistor and thus a constructive interference and oscil-
lations are avoided. In case of the Muon detector [7] large
eorts went into the routing of the cables and spacers were
added to avoid crosstalk from one cable to the next.
All chambers could be operated in 2000 with hit ecien-
cies well above 90% but for the Muon pad chambers the
above mentioned eorts were not sucient. Each Muon
pad is connected to a preamplier mounted directly on the
chamber. The signal is then driven by a dierential ECL
line driver via a 3 m twisted-pair cable to the inputs of
the ASD8. In the original design the backside of the pad is
oating. Connecting this plane to ground reduces the noise
substantially but the signal size is deteriorated as well such
that the hit eciencies are limited to around 90%. Since
the pad chambers were too noisy (oscillating) without this





























Figure 1: Schematic of the on-detector electronics of the OTR.
struction phase. The unmodied ones as well as some oth-
ers with poor grounding (about 20% of the channels) were
noisy in 2000.
Recently test beam measurements were performed to
nd a reliable solution. The most promising one is to ex-
change the preamp and some modules have been modied
in Hera-B .
In the 2000 commissioning an additional source of feed-
back to the analog input of the ASD8 was observed. The
TDC board has digital outputs for the connection to the
hardware trigger (FLT in gure 1) and when those ca-
bles were plugged ASD8 oscillations were observed. In
this case the crosstalk could occur via spikes on the TDC
ground.
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Ferrite rings were added on the cables and the
driver strength of the TDC signals was reduced. Test mea-
surements indicate sucient suppression of the feedback
after these modications.
IV OTR High Voltage Channels Loss
During the 2000 run about 0.5% of the OTR anode wires
developed a "short" and had to be disconnected. This
corresponds to a rate of one per 7 hours. Because of the
grouping of HV channels about 8
The HERA luminosity shutdown was used to disassem-
ble all chambers and the cause for the shorts were identi-
ed: remnants from the soldering of lter capacitors on the
backside of the HV board became conductive with time.
This problem was not observed in the pre-series produc-
tion since the soldering technique applied at that time was
dierent. In addition the time constant of this problem is
50000 hours and it would have been dicult to discover
the failure with the pre-series boards in any case. By now
all 14000 aected capacitors have been replaced and the
losses are an order of magnitude smaller.
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The pull-up resistors for the open collector outputs of the ASD8
are located on the TDC board with a pull-up voltage of 1.25 Volt.
The 2 mA current per channel ows through one of the wires of the
twisted-pair cable to the ASD8 and back via the ground connection
of the power supplies to the TDC. Obviously any disturbance on the
ground level and/or pull-up voltage will couple to the ASD8. A LVDS
driver on the ASD8 board would have been a more robust solution
but impossible to implement at the time the problem was discovered.
V ECAL Noise
The signals from the electromagnetic calorimeter are
transmitted with (8000) coaxial cables to the ADC boards
in the trailer. The calorimeter is oating with respect to its
frame in the experimental area and the ground is dened
via the connections of the cable shielding. Each signal is
terminated at both ends with 50 
 to avoid reections.
During last year's running an excess of noise was ob-
served corresponding to a voltage of a few mV at the input
of the ADCs. This noise limited the resolution of the ECAL
but had litte impact on the pretrigger performance. The
origin of the noise was traced back to dierent ground lev-
els of the readout crates in the trailer and hence dierent
ground levels along a coaxial cable. Via the 50 
 termi-
nation on the PMT side any ground bounce will couple
to the signal line and hence create noise. All terminators
were exchanged on the PMT side by 10 k
 resistors and
rst measurements indicate a sucient suppression of the
noise.
VI The Hardware Trigger
The main thrust of Hera-B was to nd CP violation




. Since the anticipated
rate of 5 proton interactions every 96 nsec is large, a so-
phisticated hardware trigger (First Level Trigger) [8, 9] was
designed to reduce the event rate to 50 kHz, a level which
can be handled by the data acquisition and a PC farm for
further processing.
The basic idea is to detect both electrons or both muons
from the J=	 decay, calculate their momenta and the in-
variant mass. The search starts with a pre-trigger for elec-
trons (looking for ECAL towers above threshold) and for
muons (calculating coincidences in the pad chambers of the
last two superlayers).
The "work horse" of the trigger is the track nding unit
(TFU). There are 72 TFUs in the entire system, typically
10 per superlayer of the tracking chambers. The TFUs of
one layer receive the hit information of the corresponding
chambers for every bunch crossing. In addition they re-
ceive messages from the TFUs of the previous layer and
transmit messages to the TFU of the next layer. A mes-
sage contains the current parameters of track candidates
and their uncertainties. From the incoming message the
TFU calculates a region-of-interest where the track should
have passed through the superlayer and use the informa-
tion from the chamber to search for conrmation hits in
three stereo views.
3
If found the track parameters will be
updated and a new message will be sent to the next TFU
layers. If no conrmation hit is found (in one or more
stereo views) no output message will be generated.
3
There are two layers of tracking chambers per stereo view and
the OR is used in the trigger.
The search direction is opposite to the particle direction
and starts with the pre-triggers at the downstream end of
the detector. It ends at the chamber closest to the magnet.
At this point the track parameters are well determined and
the momentum can be calculated (with a track parameter
unit) assuming that the track comes from the target. For
two tracks the invariant mass can be determined (with the
trigger decision unit). The trigger hence consists only of
3 dierent types of boards and the total processing time
including the pre-triggers is less than 10 sec. Its data in-
put is 1 Tbit/sec from the tracking chambers and at design
rate about 500 million track candidates per second are fol-
lowed through the hardware. The rate reduction should be
at least 200. Hence the 10 MHz bunch crossing frequency
is reduced to a trigger rate of 50 kHz.
The TFU is the most complicated board of Hera-B
(23000 solder pads). The hardware and rmware is de-
signed such that software tests allow rigorous debugging of
the entire board and the detailed identication of problems
like bad solder points. These boards were tested for one
week before they arrived at DESY and showed no prob-
lems.
The large amount of data transmitted from the tracking
chambers to the trigger (1 Tbit/sec) is realized with about
1500 self-made 900 Mbit optical links [10]. At the time
of the design there was no commercially available solution
at this speed available. Our design uses the Autobahn
spanceiver from Motorola to serialize a 20 MHz 32-bit wide
input. The serial (dierential PECL) Autobahn output is
transmitted with a VCSEL from the experiment to the
trailer. The optical receiver converts the light back into
a serial (dierential PECL) signal and a second Autobahn
recovers the parallel data.
The requirement of the hardware trigger is that close
to 100% of these data links have to work perfectly since a
single missing hit causes ineciencies of the trigger. Unfor-
tunately about 5% of the links were periodically unstable,
i.e. had a large bit error rate. Ineciencies were neverthe-
less avoided since the TFU hardware could articially set
all hits to \1" for the identied links. The most relevant
data link problems were due to instabilities of the VC-
SEL (changes of the light output and poor eye pattern),
mechanical problems with the ST-connectors and the fact
that the duty cycle of the serial bit stream varies
4
which
reduces the stability of the transmission line.
Recently remotely programmable DACs have been added
to adjust the amplitude and oset of the VCSELs. Thus
some of the problems should be solved. However the data
transmission remains a worry for the next data taking.
The muon pre-trigger [11] nds track seeds by calculating
coincidences of the pad (and pixel) chambers signals of the
last two superlayers. Since several pad modules were un-
4
The duty cycle is almost identical to the occupancy since the
Autobahn simply serializes the input data stream.
stable and individual channels became noisy for some time
during the operation, those channels contributed largely to
the coincidence rate and had to be masked. The identi-
cation was relatively easy because of a build-in feature of
the hardware: a small fraction of the coincidence messages
were not only sent to the hardware trigger but also writ-
ten to a VME accessible register. The online software was
hence able to locate those channels quickly and mask them
online without stopping the data acquisition.
The online masking is an involved task since the updated
mask has to be stored in a database and the information
of the new version has to be distributed to all PCs of the
Second Level Trigger farm. In total the online software
consists of about 20 dierent processes running on 10 dif-
ferent computers. About 10 man years have been invested
in the software (including oine monitoring) which almost
equals the eort for building the hardware (15 man years).
For the ECAL pre-trigger [12] online masking was also
needed. Here the origin was a dierent one: the quality
of the commercially produced boards was very poor which
caused long delays and for the installed boards bit errors
in the cluster energy. Hence local hot towers were observed
and had to be masked.
VII The Data Acquisition
While the hardware trigger is processing hits of a given
bunch crossing the detector front-end keeps the full data in
a pipeline. When a trigger is issued the digitized event is
stored in the Second Level Buers (SLB) with a depth of
270 events. The maximum event input rate is 50 kHz. The
Second Level Trigger (a farm of 240 PCs) then accesses the
event data via the Switch from the SLBs and performs a
partial event reconstruction based on the tracks found by
the hardware trigger [13]. Another process (called Event
Controller) keeps track of the free buers on the SLB and
the idle PCs.
The Event Controller, the SLBs and the Switch are re-
alized with Sharc DSPs from Analog Devices. Each Sharc
has six 40 MB/sec input ports, a 32-bit bus for Sharc-to-
Sharc connections, a 40 MHz CPU and 4 Mbit dualported
memory. For Hera-B a custom made VME board with
6 DSPs was developed of which about 200 are in use. The
board worked reliably.
The challenge is to guarantee that no message from the
Second Level Trigger to the SLBs and back is lost, i.e. to
back pressure messages and not to loose any interrupt on
a Sharc. For speed consideration Assembler was used for
the Switch programming while the language C was used
elsewhere [14].
The advantage of the unied hardware approach for the
data acquisition is the easy connectivity in the entire ex-
periment and the minimal amount of man power needed
for development (6 man years) and maintenance.
The maximum bandwidth of the Switch is 1 GB/sec and
the limit on message rate is 2.6 MHz. This is according the
specications and the same is true for the SLBs and the
Event Controller.
VIII Summary
Hera-B was largely completed at the end of 1999. The
electronic commissioning in 2000 revealed some surprises
(like the feedback from the TDC-FLT connection to the
ASD8). Prior to the installation and during the com-
missioning oscillation problems of the ASD8 readout chip
caused problems and delays. Perfect grounding could re-
duce the noise in most cases to an acceptable level. For
the Muon pad system this could only be accomplished by
grounding the backside of the pads which let a smaller hit
eciency. During the HERA shutdown most of these prob-
lems could be xed or reduced and for the next data taking
period a large improvement is expected.
The electronic of the hardware trigger was working reli-
ably, especially the TFUs. The only exception is the op-
tical data transmission from the tracking chambers to the
trigger which remains problematic for future running.
The data acquisition and the front-end electronics
(FADC boards for the HELIX digitization and the TDC
boards for ASD8 digitization) were largely unied in the
experiment and worked successfully.
The example of the trigger shows that the hardware de-
sign has to support debugging and online monitoring. High
quality software tools are needed for commissioning and
the amount of man years equals the time used to build the
hardware.
Let me conclude with two personal recommendations.
The experience shows that many small design mistakes
can have a large impact on the quality of the experiment.
To nd them regular reviews by experts from other ex-
periments would help. Although this is a big eort the
knowledge about problems and solutions would spread fast
within the HEP community. One example is the usage of
open collector outputs. They should be avoided and be
replaced by LVDS signals.
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