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THE STOCHASTIC ENCOUNTER-MATING MODEL
ONUR GU¨N AND ATILLA YILMAZ
Abstract. We propose a new model of permanent monogamous pair formation in zoological
populations with multiple types of females and males. According to this model, animals
randomly encounter members of the opposite sex at their so-called firing times to form
temporary pairs which then become permanent if mating happens. Given the distributions
of the firing times and the mating preferences upon encounter, we analyze the contingency
table of permanent pair types in three cases: (i) definite mating upon encounter; (ii) Poisson
firing times; and (iii) Bernoulli firing times. In the first case, the contingency table has a
multiple hypergeometric distribution which implies panmixia. The other two cases generalize
the encounter-mating models of Gimelfarb (1988) who gives conditions that he conjectures
to be sufficient for panmixia. We formulate adaptations of his conditions and prove that
they not only characterize panmixia but also allow us to reduce the model to the first case
by changing its underlying parameters. Finally, when there are only two types of females
and males, we provide a full characterization of panmixia, homogamy and heterogamy.
1. Introduction
1.1. Overview. In a 1988 paper [13], Gimelfarb studies two models of permanent monogamous
pair formation in zoological populations comprised of k ≥ 2 types of females and males. In
both models, males randomly encounter females to form temporary pairs which then become
permanent if mating takes place. In the first model (called individual encounter), only one
random single male initiates an encounter at any time, whereas in the second one (called mass
encounter), all single males do. The probability of mating upon encounter depends on the types
of the female and the male, and is denoted by pij for type-ij pairs. Gimelfarb is interested in how
the mating preference matrix P := (pij) determines the mating pattern, i.e., the contingency
table of pair types once all animals mate. He focuses on the concept of panmixia which refers
to female and male types being uncorrelated in the expected mating pattern, and proposes a
sufficient condition for it in terms of P for each of the two models.
Motivated by Gimelfarb’s work, we introduce a new model of permanent monogamous pair
formation, called the stochastic encounter-mating (SEM) model, where both females and males
initiate encounters at their so-called firing times which are determined by independent point
processes whose distributions depend on the sex and the type of the animals. We start by
considering the case of definite mating upon encounter (i.e., pij = 1) with general firing time
distributions, and prove the following results:
(i) the mating pattern has a multiple hypergeometric distribution which implies panmixia;
(ii) the mating pattern is independent of the firing times.
Then, we provide formulas for the distribution and the expectation of the contingency table of
pair types at any time.
When the point processes are Poisson with intensity αi (resp. βj) for type-i females (resp.
type-j males), the SEM model is a continuous-time Markov chain and its infinitesimal generator
depends on P = (pij), α1, . . . , αk and β1, . . . , βk only through Π = (πij) with πij := pij(αi+βj).
We use Π to formulate the so-called Poisson fine balance condition which we show to be necessary
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for panmixia. Moreover, when this condition is satisfied, the underlying parameters can be
changed (if necessary) to yield definite mating upon encounter, and our results for that case
carry over. In particular, the Poisson fine balance condition characterizes panmixia. Similarly,
when the point processes are Bernoulli with success probability αi (resp. βj) for type-i females
(resp. type-j males), the SEM model is a discrete-time Markov chain and its transition kernel
involves Π = (πij) with πij := pij(αi + βj − αiβj). Analogous to the previous case, we use Π
to formulate the so-called Bernoulli fine balance condition which characterizes panmixia and
allows us to reduce the model to definite mating upon encounter.
Gimelfarb’s individual (resp. mass) encounter model corresponds to SEM when the point
processes are Poisson (resp. Bernoulli) with αi = 0 and βj = 1, and his sufficient condition for
panmixia implies the Poisson (resp. Bernoulli) fine balance condition. Thus, in this paper we
not only unify and generalize Gimelfarb’s models but also rigorously prove stronger versions of
his panmixia conjectures. Moreover, for both of the Poisson and Bernoulli cases, when k = 2,
we establish a trichotomy for Π that fully characterizes heterogamy/panmixia/homogamy, that
is, negative/zero/positive correlation of same type females and males in the expected mating
pattern.
The rest of this paper is structured as follows. Section 1.2 gives a precise description of the
SEM model. Section 1.3 defines the key concepts of panmixia, homogamy and heterogamy.
Section 1.4 surveys the previous results on similar models (including a detailed account of
Gimelfarb’s aforementioned work [13]), and provides biological background, motivation and
references. Section 1.5 summarizes our results which are grouped under the following headings:
(i) general firing times; (ii) Poisson firing times; and (iii) Bernoulli firing times. The full
statements and the proofs of these results are presented in Sections 2, 3 and 4, respectively.
Finally, Section 5 is devoted to some concluding remarks, observations and open problems.
1.2. The SEM model. Consider an animal species comprised of k ≥ 2 types of females and
males forming permanent monogamous heterosexual pairs. Label the types 1, . . . , k. Take a
population consisting of xi ≥ 0 type-i females and yj ≥ 0 type-j males for every i, j ∈ {1, . . . , k},
such that
(1.1) n := x1 + · · ·+ xk = y1 + · · ·+ yk ≥ 1,
i.e., there are an equal number of females and males in the population. Denote the set of females
(resp. males) by Zf = {ϕ1, . . . , ϕn} (resp. Zm = {µ1, . . . , µn}), and the whole population by
Z := Zf ∪ Zm.
Associated to each ζ ∈ Z, there is a simple point processN(ζ) on the real half-line [0,∞) with
time points (τs(ζ))s≥1. These point processes are mutually independent and the distribution
of N(ζ) depends on the sex and the type of ζ. For the sake of convenience, we will refer
to (τs(ζ))s≥1 as the firing times of ζ. At these times, ζ initiates an encounter (i.e., forms
a temporary pair) with a random member of the opposite sex. Whether such an encounter
results in mating (i.e., the formation of a permanent pair) is also random, and the conditional
probability of this event (upon encounter) depends on the types of the female and the male
involved. Because of these two stages of encounter and mating, we will call this model of
permanent pair formation the stochastic encounter-mating (SEM) model.
Let us now give a precise description of the model. We start with imposing certain conditions
on the firing times.
Definition 1.1. A two-dimensional array t := (ts(ζ))s≥1,ζ∈Z of positive extended real numbers
is said to be a proper family of firing times if it satisfies the following conditions:
(a) ts(ζ) ≤ ts+1(ζ) and the inequality is strict whenever ts(ζ) <∞;
(b) t1(ζ) < t2(ζ) < · · · <∞ for every ζ ∈ Zf or for every ζ ∈ Zm.
The set of all proper families of firing times is denoted by Φ.
Our technical assumptions (see Section 2.1) on the distributions of the firing times will ensure
that τ := (τs(ζ))s≥1,ζ∈Z ∈ Φ almost surely.
THE STOCHASTIC ENCOUNTER-MATING MODEL 3
For every t ≥ 0, let Sf (t) (resp. Sm(t)) denote the set of single females (resp. males) at that
time. We will refer to S(t) := Sf(t)∪Sm(t) as the singles’ pool. Initially, all of the animals are
single, i.e., S(0) = Z. Given any t ∈ Φ, the distinct times at which at least one single animal
fires are recursively defined as
(1.2) t∗r = t
∗
r(t) := min{ts(ζ) : s ≥ 1, ζ ∈ S(t
∗
r−1), ts(ζ) > t
∗
r−1}
for r ≥ 1, where t∗0 := 0 as a convention. These are the times of the so-called firing rounds.
The encounter and mating stages at the rth firing round are as follows.
Stage I: Encounter. If exactly one element of S(t∗r−1), say a female, fires at t
∗
r , then it samples
a male from Sm(t
∗
r−1) uniformly at random and initiates an encounter with it. If two or more
elements of S(t∗r−1) fire at t
∗
r , then each of them samples a single member of the opposite sex
uniformly at random and without replacement. Here is exactly how this is done: The elements
of S(t∗r−1) that fire at t
∗
r are ordered in an arbitrary way. (For the sake of definiteness, order
them with respect to their labels and let the females go first if any. However, as we will see in
Remark 2.2, this order does not matter.) Assume without loss of generality that the first one is
a female ϕa ∈ Sf (t
∗
r−1) and it samples a male µb ∈ Sm(t
∗
r−1). Then, neither ϕa nor µb can be
sampled by the subsequent elements of S(t∗r−1) that fire at t
∗
r . Moreover, even if µb fires at t
∗
r ,
it is not allowed to sample a female from Sf (t
∗
r−1) when its turn comes, because it is already
in a temporary pair with ϕa. This procedure continues until all the elements of S(t
∗
r−1) that
fire at t∗r are in a temporary pair. The collection of these pairs is denoted by (∆L)
′(t∗r). This
choice of notation will become clear in the next two paragraphs.
Stage II: Mating. After the encounter stage at the rth firing round is completed, independent
Bernoulli random variables are assigned to the pairs in (∆L)′(t∗r) to determine whether they
become permanent (i.e., if the courtship results in mating). The probability of mating for each
such type-ij pair (i.e., if the female and the male are of type-i and type-j, respectively) is equal
to some pij > 0. The k × k matrix
P := (pij)
is called the mating preference matrix of the species. The collection of permanent pairs formed
at the rth firing round is denoted by ∆L(t∗r) ⊂ (∆L)
′(t∗r). The singles’ pool S(t
∗
r) is obtained
by removing from S(t∗r−1) the animals in the pairs constituting ∆L(t
∗
r). Note that the animals
in the pairs in (∆L)′(t∗r)\∆L(t
∗
r), i.e., the ones that have formed temporary but not permanent
pairs at the rth firing round, remain in the singles’ pool.
This two-stage procedure is iteratively carried out at t∗1, t
∗
2, . . . and it naturally stops at
T := min{t > 0 : S(t) = ∅} = min{t∗r : r ≥ 1, S(t
∗
r) = ∅},
i.e., when the singles’ pool is depleted. Since pij > 0 and every female or every male fires
infinitely many times in [0,∞) by Definition 1.1, the terminal time T is almost surely finite.
For any t ∈ [0, T ], let
L(t) :=
⋃
r≥1:
t∗r≤t
∆L(t∗r)
be the collection (or unordered list) of permanent pairs formed by time t. Similarly, for any
i, j ∈ {1, . . . , k}, let Qij(t) be the number of permanent type-ij pairs formed by time t. The
set-valued process L(·) and the k × k matrix-valued process Q(·) := (Qij(·)) are called the
pair-list process and the pair-type process, respectively. The terminal value Q(T ) of the latter
is referred to as the mating pattern of the population. For the sake of convenience, we set
L(t) = L(T ) and Q(t) = Q(T ) for every t > T .
Let ν be the probability measure that the firing times τ = (τs(ζ))s≥1,ζ∈Z induce on (Φ,F),
where F is the Borel σ-algebra corresponding to the product topology. Given any t ∈ Φ, let
P
t be the probability measure that (i) the sequence ((∆L)′(t∗r))r≥1 of temporary pairs and (ii)
the pair-list process L(·) induce on some appropriate measurable space (Ω,B) that is common
for all t ∈ Φ. We prefer not to explicitly define (Ω,B) since we will never directly refer to
it. Finally, define P as the semi-direct product measure of ν and Pt on (Φ × Ω,F ⊗ B), i.e.,
4 ONUR GU¨N AND ATILLA YILMAZ
P(dt, dω) := ν(dt)Pt(dω). Note that Pt(·) = P(· | τ = t) for t ∈ supp(ν). We write Et (resp. E)
to denote expectation under Pt (resp. P).
The firing time distributions and the mating preference matrix are jointly referred to as the
encounter-mating (EM) law. In this paper, we will consider the following EM laws:
(Def) general firing times & definite mating upon encounter (Section 2);
(Poi) Poisson firing times & general mating preferences (Section 3);
(Ber) Bernoulli firing times & general mating preferences (Section 4).
As we outline in Section 1.4, cases (Poi) and (Ber) are generalizations of models that have been
previously introduced in the literature, whereas our main purpose in analyzing case (Def) is to
unify and clarify the other two.
1.3. Panmixia, homogamy and heterogamy. Given the EM law of the species and a popu-
lation with the number of animals of each sex and type satisfying (1.1), we would like to analyze
the distribution of the pair-type process Q(·). In our analysis, for any i, j ∈ {1, . . . , k}, we will
frequently refer to the following quantities:
uij(t;x1, . . . , xk; y1, . . . , yk) := E [Qij(t)] for any t ≥ 0;(1.3)
u∗ij(x1, . . . , xk; y1, . . . , yk) := E [Qij(T )] for the terminal time T ; and(1.4)
u∗ij(x1, . . . , xk; y1, . . . , yk | t) := E
t[Qij(T )] for any t ∈ Φ.(1.5)
Among these, (1.4) will play a pivotal role.
We start with two observations. First, since all the animals mate by the terminal time T , the
mating pattern Q(T ) is a random k × k contingency table whose ith row sum and jth column
sum are equal to xi and yj , respectively. In particular, it has
(1.6) k · k − (k + k) + 1 = (k − 1)2
degrees of freedom. Second, if there is definite mating upon encounter, i.e., if pij = 1 for every
i, j ∈ {1, . . . , k}, then all of the n! possible terminal pair-lists should be equally likely. (We will
prove this later.) In particular, each of the xi type-i females forms a permanent pair with a
type-j male with probability yj/n. This motivates the following definition.
Definition 1.2. A population is said to be panmictic if
u∗ij(x1, . . . , xk; y1, . . . , yk) =
xiyj
n
for every i, j ∈ {1, . . . , k}, where xi ≥ 0 (resp. yj ≥ 0) is the number of type-i females (resp.
type-j males), satisfying (1.1). The species is said to be panmictic if every population of animals
from the species is panmictic.
In words, panmixia for a species refers to having (on average) zero correlation between female
and male types in permanent pairs in any population.
To complement the concept of panmixia, homogamy (resp. heterogamy) is defined as females
and males of similar types having positive (resp. negative) correlation in E [Q(T )]. However,
in order to make these definitions precise, one has to choose an appropriate metric on the set
{1, . . . , k} of types. Also, note that the definitions of panmixia, homogamy and heterogamy are
not a priori collectively exhaustive even for a fixed population. For example, type-1 females
and males can be positively correlated while type-2 females and males are negatively correlated.
However, when k = 2, i.e., there are only two types of females and males, these potential issues
are ruled out. Indeed, there is a unique choice of metric on the set {1, 2}, and Q(T ) has only one
degree of freedom by (1.6). In particular, finding u∗11(x1, x2; y1, y2) is sufficient for determining
the other three. Therefore, the following concise definitions make sense.
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Definition 1.3. For k = 2, a population is said to be
homogamous if u∗11(x1, x2; y1, y2) >
x1y1
n
, and
heterogamous if u∗11(x1, x2; y1, y2) <
x1y1
n
,
where xi ≥ 1 (resp. yj ≥ 1) is the number of type-i females (resp. type-j males), such that
n = x1 + x2 = y1 + y2. The species is said to be homogamous (resp. heterogamous) if every
population of animals from the species is homogamous (resp. heterogamous).
Remark 1.4. In the definition above, we have not allowed x1x2y1y2 to be 0 because, in that
case, the mating pattern Q(T ) is deterministic and we trivially have
u∗11(x1, x2; y1, y2) =
x1y1
n
.
1.4. Previous results and related literature. As mentioned in Section 1.1, Gimelfarb [13]
introduces two models of encounter-mating (EM) for permanent monogamous pair formation.
Both of these models are in discrete time, and they differ from each other only in the firing
times of the animals. In the first one, called individual EM, exactly one uniformly sampled
single male (and no female) fires at each t ∈ N = {1, 2, 3, . . .}, whereas in the second one,
called mass EM, all single males (and no females) fire at each t ∈ N. Given the firing times, the
encounter and mating stages at each firing round of these models are as described in Section 1.2.
Therefore, they are special cases of our SEM model. Indeed, for individual EM, the pair-type
process is the discrete-time process embedded in Q(·) when {N(ζ)}ζ∈Z are Poisson processes
with intensity 0 (resp. 1) for each ζ ∈ Zf (resp. ζ ∈ Zm). Similarly, mass EM corresponds to
the SEM model when {N(ζ)}ζ∈Z are Bernoulli processes with success probability 0 (resp. 1)
for each ζ ∈ Zf (resp. ζ ∈ Zm).
In order to simplify the analysis, Gimelfarb replaces all of the quantities such as Q(·) with
their expectations. He says that, because of the law of large numbers (LLN), this is a good
approximation when n is large, but he does not rigorously justify this claim. He defines the
concepts of panmixia, homogamy and heterogamy, but only in an asymptotic sense as n→∞.
He then asserts that the species is (asymptotically) panmictic whenever
pij = α¯i + β¯j for some α¯1, . . . , α¯k, β¯1, . . . , β¯k in the individual EM model, and(1.7)
pij = 1− γ¯iδ¯j for some γ¯1, . . . , γ¯k, δ¯1, . . . , δ¯k in the mass EM model.(1.8)
He says that he was unable to prove that (1.7) is a sufficient condition for panmixia, and instead
provides numerical evidence to back up this claim. In contrast, he does give an argument to
show that (1.8) is a sufficient condition for panmixia. However, this argument is not rigorous
because of his underlying LLN approximation (i.e., replacing quantities with their expectations).
Gimelfarb draws two main conclusions from the sufficient conditions (1.7) and (1.8) for
panmixia. First, for either model, given a population, there is a many-to-one correspondence
between mating preference matrices and expected mating patterns. This is a very important
point; not only theoretically, but also practically. Indeed, the mating pattern of a population can
be observed in its habitat whereas the mating preferences have to be determined by laboratory
experiments which are relatively costly. It is therefore tempting to try to infer the latter from
the former, but Gimelfarb concludes that this inverse problem cannot be solved. His second
conclusion is that knowing just the mating preference matrix is not enough for predicting the
mating pattern. We need to also know whether we have, say, individual EM or mass EM. On
a related note, Gimelfarb mentions that these two are of course not the only possible models.
They are the extreme ones in some sense, and various intermediate cases can be considered,
too. We will come back to this point later in Section 5.
Gimelfarb was not the first author to propose an earlier version of the SEM model. In-
deed, what he calls individual EM was previously introduced by Romney [22] in the context
of anthropology to model marriages in a community. Mosteller [21] analyzed Romney’s model
and gave recursive equations for the expected mating pattern, which can be iteratively solved
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when n is sufficiently small. What is particularly important about Mosteller’s approach is that
he did not make the LLN approximation of Gimelfarb, as the latter replaces the SEM model
with a deterministic one. On this note, prior to Gimelfarb, such a deterministic EM model
was proposed by Taylor [23] who gave a system of ordinary differential equations describing the
evolution of Q(t). However, he could provide only numerical solutions for this system. Also,
neither Mosteller nor Taylor mentioned panmixia in their papers.
Panmixia is one of the fundamental concepts in population genetics. In particular, it is
one of the main assumptions underlying the Hardy-Weinberg law which states that genotype
frequencies remain constant in a population to which no evolutionary force acts on, see, e.g.,
[10] for details. In the literature, panmixia is also referred to as random mating. Gimelfarb [13]
points out that the latter term is rather misleading especially for a bottom-up approach (i.e.,
from mating preferences to mating patterns) such as in the SEM model. Indeed, random mating
suggests that the animals do not have any preferences, i.e., there exists a constant p ∈ (0, 1]
such that pij = p for every i, j ∈ {1, . . . , k}. However, as we have already said, panmixia is
about the expected mating pattern and there are many mating preference matrices that give
rise to it.
In the cases of homogamy and heterogamy, the genotype frequencies might differ greatly from
the ones predicted by the Hardy-Weinberg law, see [11, Chapter 4] and the references therein.
The prevalence of these cases is studied in detail across species in [17]. Also, for the effect of
homogamy and heterogamy on the genetical evolution of a finite population, see e.g., [8], which
is inspired by [16]. In these works, the terms positive and negative assortative mating are used
to mean homogamy and heterogamy, respectively. Again, one should keep in mind that these
terms refer to the expected mating pattern and not to the mating preferences. Indeed, (say)
type-1 females in a homogamous population need not necessarily prefer mating with type-1
males. See Section 5 for a class of examples.
In the population dynamics literature, most models of pair formation assume that the females
unilaterally accept or reject the males. This assumption is generally realistic (see [3] for the
empirical aspects of sexual selection), and its various consequences have been studied in, e.g.,
[18], [19], and recently in [9]. Therefore, on one hand, the fact that the SEM model removes
this assumption might seem unnecessary. On the other hand, not specifying which sex accepts
or rejects the other one extends the scope of the model and makes it potentially suitable for
two-sided matching problems that also have applications outside of biology. Such problems are
typically studied using game theory, see the survey paper [4] and the series of papers [1, 2]
regarding assortative mating. Moreover, in contrast to Gimelfarb’s EM models, allowing both
females and males to fire at prescribed rates not only makes the SEM model more versatile, but
also introduces degrees of freedom in the EM law which then can be exploited to yield exact
formulas under certain conditions. This is precisely what we will do in our analysis.
Having mentioned some of the advantages of the SEM model, we should point out that it
clearly has limitations, too, as it is a model for permanent monogamous pair formation without
births, deaths or offsprings. In his aforementioned paper [13], Gimelfarb also considers models
where either one or both sexes are allowed to be polygamous. These models turn out to be
much easier to analyze and less interesting in their behavior. Moreover, in another paper [12],
he introduces a simple model of pair formation that allows separation of pairs and analyzes
it using information theoretical concepts. Regarding models incorporating births, deaths and
offsprings, we refer the reader to the recent paper by Hadeler [15] and the references therein.
From a biological point of view, the fact that our model does not include these factors can be
partially justified by assuming that everything takes place in one breeding season.
Finally, as the aforementioned work of Romney [22] attests, the scope of the SEM model
is not restricted to non-human animals. Indeed, the demographic, cultural, and technological
changes of the last 10,000 years did not preclude the potential for natural and sexual selection in
our species [5]. Determining the mating patterns of human populations has crucial applications,
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e.g., modelling how sexually transmitted diseases spread, see [7]. However, we can attempt to
answer such questions only after incorporating separations and/or polygamy into our model.
1.5. Summary of our results. Before giving the precise statements of our results on the SEM
model in Sections 2, 3 and 4, which require technical assumptions and further notation, we will
summarize them below. While doing so, we will provide motivation for them, and explain how
they are related to each other as well as to the previous results in the literature.
1.5.1. General firing times. Recall that, while describing the SEM model in Section 1.2, we have
made certain assumptions regarding the joint distribution of the point processes {N(ζ)}ζ∈Z
which give the firing times τ = (τs(ζ))s≥1 of the animals. There, we have also said that we will
make further technical assumptions to ensure that τ ∈ Φ (see Definition 1.1) almost surely. We
start Section 2 by listing all of these assumptions which hold throughout the paper.
The sampling procedure at the encounter stage (see Section 1.2) is the most complicated
aspect of the SEM model. In Section 2.2, we give an alternative representation of the model
which amounts to decomposing the encounter stage at any firing round into two steps: at the
first one, we pair up all of the single animals uniformly and without replacement; and at the
second one, we discard the pairs that do not have any animals that have fired in that round.
We make repeated use of this representation in our arguments.
In Section 2.3, we consider the SEM model under the assumption of definite mating upon
encounter, i.e., we take pij = 1 for every i, j ∈ {1, . . . , k}. In this special case, it is possible
to give a detailed analysis and provide exact formulas for (1.3), (1.4) and (1.5). This is due
to the fact that the mating stages at the firing rounds are trivial, i.e., the two-stage structure
of the model is reduced to one. Our first result is Theorem 2.3 which says that the terminal
pair-list L(T ) is uniformly distributed under Pt for every t ∈ Φ. In particular, L(T ) and
τ = (τs(ζ))s≥1 are independent under P. This is very intuitive. Indeed, no animal rejects
the member of the opposite sex that it is randomly paired with, and therefore the order with
which the pairs are formed should not matter. This elementary result has many important
consequences. First of all, since the mating pattern Q(T ) is a function of the terminal pair-list
L(T ), the distribution of Q(T ) under Pt for every t ∈ Φ can be easily computed and turns out to
be multiple hypergeometric. Therefore, the expected mating pattern under Pt is a contingency
table in product form for every t ∈ Φ. In particular, the species is panmictic as one would
predict.
Our main result in the case of definite mating upon encounter is Theorem 2.6 which gives
the distribution of Q(t) under P for any t ≥ 0 (rather than just the terminal time T ). This
result is yet another consequence of Theorem 2.3. Indeed, the proof of Theorem 2.6 uses the
alternative representation of the model, and relies on the observation that the pair-list process
L(·) is measurable with respect to L(T ) and τ = (τs(ζ))s≥1 which are independent under P (as
shown in Theorem 2.3). Finally, for any t ≥ 0, once the distribution of Q(t) under P is known,
the expected pair-type matrix E[Q(t)] is easily computed.
We are able to obtain all of these exact formulas in the special case of definite mating upon
encounter, but this is unfortunately not representative of the generic case. In Section 2.4, as a
first step in dealing with nontrivial mating preferences, we consider the SEM model under the
assumption that, for every i, j ∈ {1, . . . , k}, pij = 1 holds if and only if i 6= j. In words, there
is definite mating upon encounter for mixed-type temporary pairs only. Here and throughout,
pure-type (resp. mixed-type) refers to animals in a pair having the same (resp. different) types.
In this case, the expectation of Qii(T ) under P for pure-type pairs should be strictly less than
what it was in the previous case. This prediction turns out to be true even under Pt for every
t ∈ Φ, and its precise statement constitutes Theorem 2.10.
At first sight, the special cases of mating preferences considered in Sections 2.3 and 2.4
seem to be limited in their scope. However, as we will outline below, when the point processes
{N(ζ)}ζ∈Z are Poisson or Bernoulli, it is possible to generalize our results for definite mating
upon encounter to a wide class of mating preferences.
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1.5.2. Poisson firing times. In Section 3, we consider the SEM model under the assumption
that the point processes {N(ζ)}ζ∈Z are Poisson. For any ζ ∈ Z, we denote the intensity of
N(ζ) by αi (resp. βj) if ζ is a type-i female (resp. type-j male). In this case, it is clear that
Q(·) is a continuous-time pure jump Markov chain under P. Moreover, its entries have jumps
of size exactly 1 since there are no multiple firings at any time. In Section 3.1, we give the
infinitesimal generator of Q(·) which turns out to depend on pij , αi and βj only through
(1.9) πij := pij(αi + βj).
Therefore, we have the freedom to change these parameters as long as the k × k matrix
Π := (πij)
stays the same. This observation plays a key role in our analysis. We finish Section 3.1 by
giving recursive equations for uij(t;x1, . . . , xk; y1, . . . , yk) and u
∗
ij(x1, . . . , xk; y1, . . . , yk).
Next, in Section 3.2, we introduce the so-called Poisson fine balance condition on Π which
requires that πij +πi′j′ = πij′ +πi′j for every i, j, i
′, j′ ∈ {1, . . . , k}. We motivate this condition
by showing that it is necessary for panmixia. Then, we prove that the Poisson fine balance
condition holds if and only if there exist α¯1, . . . , α¯k, β¯1, . . . , β¯k ≥ 0 such that
(1.10) πij = α¯i + β¯j
for every i, j ∈ {1, . . . , k}.
Our main result in Section 3 is Theorem 3.6 which assumes that the Poisson fine balance
condition is satisfied, and gives the distribution of Q(t) under P for every t ≥ 0. The proof of
Theorem 3.6 uses the aforementioned change-of-parameters technique. Indeed, by comparing
(1.9) and (1.10), we can assume without loss of generality that
pij = 1, αi = α¯i and βj = β¯j
for every i, j ∈ {1, . . . , k}. Then, we have definite mating upon encounter and Theorem 2.6
gives the desired result. The corollaries of Theorem 2.6 carry over, too. In particular, the
Poisson fine balance condition characterizes panmixia in the Poisson case.
As we have mentioned in Section 1.4, Gimelfarb’s individual EM model corresponds to
having Poisson firing times with intensities αi = 0 and βj = 1 for every i, j ∈ {1, . . . , k}. Recall
condition (1.7) which Gimelfarb conjectures to be sufficient for (asymptotic) panmixia. Note
that, if (1.7) holds for some α¯1, . . . , α¯k, β¯1, . . . , β¯k, then
πij = pij(αi + βj) = (α¯i + β¯j)(0 + 1) = α¯i + β¯j ,
i.e., the Poisson fine balance condition is satisfied by (1.10). Therefore, the species is indeed
panmictic. At this point, we would like to emphasize that we thereby not only settle Gimelfarb’s
panmixia conjecture, but also strengthen and generalize it in the following ways:
• We prove that the Poisson fine balance condition is sufficient for panmixia (and not
only for asymptotic panmixia).
• We show that, in fact, the Poisson fine balance condition characterizes panmixia, i.e.,
it is also necessary.
• We allow the intensities α1, . . . , αk, β1, . . . , βk of the Poisson firing times to be arbitrary.
• When the Poisson fine balance condition is satisfied, we give an explicit formula for the
distribution of Q(t) under P for any t ≥ 0.
Finally, in Section 3.3, we assume that k = 2, i.e., there are only two types of females and
males. Now that panmixia is characterized by the Poisson fine balance condition, it is natural
to ask if homogamy and heterogamy can be similarly characterized. We accomplish this in
Theorem 3.9 which says that the species is
heterogamous if π11 + π22 < π12 + π21,
panmictic if π11 + π22 = π12 + π21, and(1.11)
homogamous if π11 + π22 > π12 + π21.
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The proof of Theorem 3.9 uses the change-of-parameters technique, too. Indeed, for example
when π11 + π22 < π12 + π21, we can assume without loss of generality that we have definite
mating upon encounter for mixed-type temporary pairs only, and the desired result follows
from Theorem 2.10. The significance of Theorem 3.9 lies in the fact that it provides a full
characterization of panmixia, homogamy and heterogamy. Every Π satisfies exactly one of the
three conditions in (1.11), i.e., we have a trichotomy.
1.5.3. Bernoulli firing times. In Section 4, we consider the SEM model under the assumption
that {N(ζ)}ζ∈Z are Bernoulli point processes. This means that, for any ζ ∈ Z, N(ζ) is a
random subset of N = {1, 2, 3, . . .} formed by independent Bernoulli trials assigned to the
natural numbers. We denote the success probability of these Bernoulli trials by αi (resp. βj) if
ζ is a type-i female (resp. type-j male).
Our results in the case with Bernoulli firing times are very similar to those in the previous
case with Poisson firing times. In order to emphasize this similarity, we have chosen to use
the same wording (wherever possible) and parallel numbering for the theorems and displays in
Sections 3 and 4. This way, these two sections can be read independently of each other, and
their contents can be easily compared and contrasted.
Having said this, here are some of the important points where the Bernoulli case differs from
the Poisson case.
• The pair-type process Q(·) is a discrete-time (as opposed to continuous-time) Markov
chain under P. The entries of Q(·) can have integer jumps of size greater than 1 since
multiple firings are possible at any time t ∈ N.
• The transition kernel of Q(·) depends on pij , αi and βj only through
πij := pij(αi + βj − αiβj),
and therefore, we have the freedom to change these parameters as long as Π := (πij) is
the same.
• The Poisson fine balance condition is replaced by the so-called Bernoulli fine balance
condition which requires that
(1− πij)(1− πi′j′) = (1− πij′ )(1− πi′j)
for every i, j, i′, j′ ∈ {1, . . . , k}.
• The Bernoulli fine balance condition holds if and only if ∃ α¯1, . . . , α¯k, β¯1, . . . , β¯k ∈ [0, 1]
such that
1− πij = (1− α¯i)(1− β¯j)
for every i, j ∈ {1, . . . , k}.
Our main result in Section 4 is Theorem 4.6 which is completely parallel to Theorem 3.6.
Its proof uses the change-of-parameters idea and thus reduces the model to definite mating
upon encounter. The distributions that Theorems 3.6 and 4.6 provide for Q(t) under P are
almost identical, except for the natural difference due to continuous-time vs. discrete-time. In
particular, the Bernoulli fine balance condition characterizes panmixia in the Bernoulli case.
Recall from Section 1.4 that Gimelfarb’s mass EM model corresponds to having Bernoulli
firing times with success probabilities αi = 0 and βj = 1 for every i, j ∈ {1, . . . , k}. His sufficient
condition (1.8) for panmixia implies the Bernoulli fine balance condition. Indeed, if (1.8) holds
for some γ¯1, . . . , γ¯k, δ¯1, . . . , δ¯k, then
1− πij = 1− pij(αi + βj − αiβj) = 1− (1− γ¯iδ¯j)(0 + 1− 0 · 1) = γ¯iδ¯j = (1 − α¯i)(1 − β¯j)
with α¯i = 1− γ¯i and β¯j = 1− δ¯j . Therefore, we not only provide a rigorous proof of Gimelfarb’s
panmixia result, but also strengthen and generalize it as in the previous case.
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Finally, we assume that k = 2, and prove in Theorem 4.9 that the species is
heterogamous if (1− π11)(1− π22) > (1− π12)(1− π21),
panmictic if (1 − π11)(1 − π22) = (1− π12)(1 − π21), and
homogamous if (1− π11)(1 − π22) < (1− π12)(1− π21).
Note that this trichotomy is completely parallel to (1.11) from the previous case.
2. General firing times
2.1. Assumptions and further notation. In this section, we will make the following rather
general assumptions regarding the firing times of the animals.
(Gen1) {N(ζ)}ζ∈Z are mutually independent simple point processes on [0,∞).
(Gen2) N(ζ) are identically distributed for all type-i females (resp. type-j males).
(Gen3) N(ζ){0} is almost surely zero for every ζ ∈ Z.
(Gen4) N(ζ)[0,∞) is almost surely either zero or infinite for each ζ ∈ Z. Moreover, if it is zero
for a female (resp. male), then it is infinite for all males (resp. females).
Explanation: (Gen1) and (Gen2) were already mentioned in Section 1.2. (Gen3) is equivalent
to saying that the firing times are almost surely positive, which implies that L(0) = ∅. Finally,
on one hand, (Gen4) allows certain animals to not fire at all, on the other hand, in combination
with the pij > 0 assumption, it ensures that such animals eventually mate (upon an encounter
initiated by a member of the opposite sex). Recall Definition 1.1 and note that (Gen1)–(Gen4)
imply τ ∈ Φ almost surely. Here and throughout, as a convention, if N(ζ) has no time points,
i.e., N(ζ)[0,∞) = 0, we set τs(ζ) =∞ for every s ≥ 1.
LetMk×k(N∪{0}) be the set of k×k matrices with nonnegative integer entries, equipped with
the following partial order: M ≤M ′ if and only if mij ≤ m
′
ij for every i, j ∈ {1, . . . , k}. Denote
the ith row sum, the jth column sum and the grand total of any M = (mij) ∈Mk×k(N∪ {0})
by
mi,· =
k∑
j′=1
mij′ , m·,j =
k∑
i′=1
mi′j and mtot =
k∑
i′=1
k∑
j′=1
mi′j′ ,
respectively. With this notation, the pair-type process Q(·) takes values in
(2.1) E = E(x1, . . . , xk; y1, . . . , yk) = {M ∈M
k×k(N ∪ {0}) : mi,· ≤ xi and m·,j ≤ yj}
and its initial value is Q(0) = 0, the zero matrix.
At any time t ∈ [0, T ], the number of single type-i females, the number of single type-j males
and the total number of single females (or males) are equal to
xi −Qi,·(t), yj −Q·,j(t) and n−Qtot(t),
respectively. In particular, the mating pattern Q(T ) takes values in the set
E ′ = E ′(x1, . . . , xk; y1, . . . , yk) = {M ∈M
k×k(N ∪ {0}) : mi,· = xi and m·,j = yj}
of all k× k contingency tables with ith row sum (resp. jth column sum) equal to xi (resp. yj).
Note that |E ′| > 1 if and only if
|{i = 1, . . . , k : xi > 0}| > 1 and |{j = 1, . . . , k : yj > 0}| > 1.
It is clear that the pair-type matrix Q(t) at any t ≥ 0 is measurable with respect to the
pair-list L(t). Indeed, define a function γ1 : {ϕ1, . . . , ϕn} → {1, . . . , k} by setting γ1(ϕa) = i if
ϕa is of type-i. Similarly, define a function γ2 : {µ1, . . . , µn} → {1, . . . , k} which encodes the
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type of each male. Finally, let Γ(ϕa, µb) := (γ1(ϕa), γ2(µb)). With this notation,
xi =
n∑
a=1
1I{γ1(ϕa)=i}, yj =
n∑
b=1
1I{γ2(µb)=j} and
Qij(t) =
n∑
a=1
n∑
b=1
1I{(ϕa,µb)∈L(t),Γ(ϕa,µb)=(i,j)}.(2.2)
Observe that the terminal pair-list L(T ) consists of exactly n pairs, i.e., |L(T )| = n, and
that no two pairs in it have a common animal. We will refer to the latter property as being
admissible. Each realization of L(T ) can be identified with an element σ of the symmetric
group Σn (i.e., a permutation of {1, . . . , n}) in the following way:
(2.3) σ(a) = b ⇐⇒ (ϕa, µb) ∈ L(T ).
We will abbreviate this identification as L(T ) = Cσ. With this notation, L(T ) is sampled from
Λn := {Cσ : σ ∈ Σn}.
2.2. An alternative representation of the SEM model. Recall (1.2) and the sampling
procedure at the encounter stage of the first firing round. The following lemma gives the
probability measure this procedure induces on the set of admissible collections of pairs.
Lemma 2.1. Given any t ∈ Φ, fix an admissible collection C of pairs such that
(i) each ζ ∈ Z with t1(ζ) = t∗1 is in a pair in C, and
(ii) each pair (ϕa, µb) ∈ C satisfies t1(ϕa) ∧ t1(µb) = t∗1.
Then,
(2.4) Pt((∆L)′(t∗1) = C) =
1
n(n− 1) · · · (n− |C|+ 1)
=
(n− |C|)!
n!
.
Proof. We will show this by induction on n ≥ 1. If n = 1, then there is only one possible
collection C := {(ϕ1, µ1)}, which is consistent with
(n− |C|)!
n!
=
(1− 1)!
1!
= 1.
For any n ≥ 2, assume that the desired result holds for n − 1. The probability that the first
animal (with respect to the order on {ζ ∈ Z : t1(ζ) = t∗1}), say ϕa, indeed samples whoever
it is paired up with in C, say µb, is equal to
1
n
. If |C| = 1, then we are done; if not, then we
have the following left: (i) n− 1 females and males for the subsequent samplings at t∗1; and (ii)
|C| − 1 pairs in C \ {(ϕa, µb)}. Therefore, the sought probability is equal to the right-hand side
of (2.4) by the induction hypothesis. 
Remark 2.2. It is evident from this proof that the distribution of (∆L)′(t∗1) under P
t does not
depend on the order imposed on {ζ ∈ Z : t1(ζ) = t∗1}.
Observe that if we sample a σ ∈ Σn uniformly at random and identify it with an admissible
collection Cσ of n pairs via (2.3), then the probability that it contains (as a subset) a given
admissible collection C is equal to the right-hand side of (2.4). This simple observation provides
us with the following alternative representation of the SEM model: Right before the rth firing
round starts, the pair-list is equal to L(t∗r−1), and there are n −Qtot(t
∗
r−1) ≥ 1 single females
and males. At t∗r , relabel these animals 1, . . . , n−Qtot(t
∗
r−1) and pair them up according to Cσ
where σ ∈ Σn−Qtot(t∗r−1) is sampled uniformly at random. Next, form (∆L)
′(t∗r) by temporarily
keeping only those pairs that have at least one animal that fires at the rth round. Finally, for
each such type-ij temporary pair, sample a Bernoulli random variable with success probability
pij and discard the pair in the event of failure. This gives us the set ∆L(t∗r) of new permanent
pairs which are then added to L(t∗r−1) to form the pair-list L(t
∗
r) = L(t
∗
r−1) ∪∆L(t
∗
r).
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Although the rather top-down encounter mechanism in this representation of the SEM model
is perhaps not natural from a biological point of view, it will turn out to be very convenient for
mathematical analysis.
2.3. Definite mating upon encounter. Assume that pij = 1 for every i, j ∈ {1, . . . , k}.
Then, the two stages of the SEM model are reduced to one since every encounter definitely
results in mating. In particular, each animal mates by its first firing time at the latest, and
therefore its subsequent firing times are irrelevant. In this case, it is intuitively clear that the
terminal pair-list L(T ) should be uniformly distributed on Λn = {Cσ : σ ∈ Σn} under P. In
fact, we have a much stronger result.
Theorem 2.3. If pij = 1 for every i, j ∈ {1, . . . , k}, then the terminal pair-list L(T ) is uniformly
distributed on Λn under P
t for every t ∈ Φ. In particular, L(T ) and τ = (τs(ζ))s≥1,ζ∈Z are
independent under P.
Proof. We will prove this by strong induction on n ≥ 1. The case n = 1 is trivial since there is
only one possible collection {(ϕ1, µ1)} of pairs. For any n ≥ 2, assume that the desired result
holds for all 1 ≤ n′ ≤ n− 1. Fix a σ ∈ Σn and let
Cσ(t
∗
1) = {(ϕa, µb) ∈ Cσ : τ1(ϕa) ∧ τ1(µb) = t
∗
1}.
Since L(0) = ∅ and every encounter results in mating, we have L(t∗1) = ∆L(t
∗
1) = (∆L)
′(t∗1).
Therefore,
P
t(L(t∗1) = Cσ(t
∗
1)) =
(n− |Cσ(t∗1)|)!
n!
by Lemma 2.1 (or, equivalently, the alternative representation of the model). If |Cσ(t∗1)| = n,
then Cσ = Cσ(t∗1), T = t
∗
1, and we are done; if not, we have the following left: (i) n − |Cσ(t
∗
1)|
single females and males; and (ii) n− |Cσ(t∗1)| pairs in Cσ \ Cσ(t
∗
1). Therefore,
P
t(L(T ) = Cσ) = P
t(L(t∗1) = Cσ(t
∗
1))P
t(L(T ) = Cσ | L(t
∗
1) = Cσ(t
∗
1))
=
(n− |Cσ(t∗1)|)!
n!
1
(n− |Cσ(t∗1)|)!
=
1
n!
by the induction hypothesis. 
Since the mating pattern Q(T ) is a function of the terminal pair-list L(T ), we immediately
obtain the following corollaries.
Corollary 2.4. Take a population with x1, . . . , xk females and y1, . . . , yk males of types
1, . . . , k, respectively, such that (1.1) holds. If pij = 1 for every i, j ∈ {1, . . . , k}, then
P
t(Q(T ) =M) =
(∏
i xi!
)(∏
j yj!
)
n!
(∏
i,j mij !
)
for every t ∈ Φ and M ∈ E ′, i.e., the distribution of Q(T ) under Pt (and, therefore, under P)
is multiple hypergeometric.
Proof. By Theorem 2.3, this is just a counting exercise. See [6, p. 247] for the multiple hyper-
geometric distribution which appears in the tests of randomness for contingency tables. Our
desired result is stated on that page, too. Its proof is easy and we leave it to the reader. 
Corollary 2.5. If pij = 1 for every i, j ∈ {1, . . . , k}, then
u∗ij(x1, . . . , xk; y1, . . . , yk | t) = E
t[Qij(T )] =
xiyj
n
for every t ∈ Φ and every x1, . . . , xk, y1, . . . , yk ≥ 0 satisfying (1.1). Consequently, the species
is panmictic.
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Proof. By Corollary 2.4, this follows from the formula for the mean of a multiple hypergeometric
distribution which is stated in [6, p. 247] and derived exactly in the same way as that of a
hypergeometric distribution. 
Under our current assumption of definite mating upon encounter, the pair-list process L(·) is
measurable with respect to the terminal pair-list L(T ) and the firing times τ = (τs(ζ))s≥1,ζ∈Z .
Indeed, L(T ) is the list of “who is destined to be with whom”, and
(2.5) L(t) = {(ϕa, µb) ∈ L(T ) : τ1(ϕa) ∧ τ1(µb) ≤ t}
for t ≥ 0. Due to the independence of L(T ) and (τs(ζ))s≥1,ζ∈Z (established in Theorem 2.3),
this approach is not only conceptually elegant but also computationally practical, as we will
see in the theorem below.
Note that, naturally, only the first firing time of each animal appears in (2.5). Denote the
cumulative distribution function of these times by
Fi(t) := ν(τ1(ϕa) ≤ t) if γ1(ϕa) = i and Gj(t) := ν(τ1(µb) ≤ t) if γ2(µb) = j.
Since the pair-type process Q(·) is measurable with respect to L(·) via (2.2), we have the
following result.
Theorem 2.6. Take a population with x1, . . . , xk females and y1, . . . , yk males of types 1, . . . , k,
respectively, such that (1.1) holds. If pij = 1 for every i, j ∈ {1, . . . , k}, then
P (Q(t) = M) =
(∏
i xi!
)(∏
j yj !
)
n!
(∏
i,j mij !
) ∑
M ′∈E′:
M ′≥M
∏
i,j
(λij(t))
mij (1− λij(t))
m′ij−mij
(m′ij −mij)!
for every t ≥ 0 and M ∈ E, where
(2.6) λij(t) := 1− (1 − Fi(t))(1 −Gj(t)) = Fi(t) +Gj(t)− Fi(t)Gj(t).
Proof. For every t ≥ 0 and M ∈ E , we have
P (Q(t) = M) =
∑
M ′∈E′:
M ′≥M
P (Q(T ) = M ′)P (Q(t) = M |Q(T ) = M ′)
=
∑
M ′∈E′:
M ′≥M
P (Q(T ) = M ′)
∏
i,j
(
m′ij
mij
)
(λij(t))
mij (1− λij(t))
m′ij−mij(2.7)
=
∑
M ′∈E′:
M ′≥M
(∏
i xi!
)(∏
j yj!
)
n!
(∏
i,j m
′
ij !
) ∏
i,j
(
m′ij
mij
)
(λij(t))
mij (1− λij(t))
m′ij−mij(2.8)
=
(∏
i xi!
)(∏
j yj !
)
n!
(∏
i,j mij !
) ∑
M ′∈E′:
M ′≥M
∏
i,j
(λij(t))
mij (1− λij(t))
m′ij−mij
(m′ij −mij)!
.
Explanation: Q(T ) and (τs(ζ))s≥1,ζ∈Z are independent by Theorem 2.3. Recall (2.5) and note
that each type-ij pair in L(T ) is contained in L(t) with probability λij(t) and independently of
all other pairs. Therefore, the conditional distribution of Qij(t) given Qij(T ) is binomial with
parameters Qij(T ) and λij(t). This gives (2.7). Finally, (2.8) follows from Corollary 2.4. 
Corollary 2.7. If pij = 1 for every i, j ∈ {1, . . . , k}, then
uij(t;x1, . . . , xk; y1, . . . , yk) = E[Qij(t)] =
xiyjλij(t)
n
for every t ≥ 0 and x1, . . . , xk, y1, . . . , yk ≥ 0 satisfying (1.1), where λij(t) is defined in (2.6).
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Proof. We have seen in the proof of Theorem 2.6 that
Qij(t) |Qij(T ) ∼ B(Qij(T ), λij(t))
where B denotes the binomial distribution. Therefore,
E[Qij(t)] = E[E[Qij(t) |Qij(T )]] = E[Qij(T )]λij(t) =
xiyjλij(t)
n
by the law of total expectation and Corollary 2.5. 
2.4. Definite mating upon encounter for mixed-type temporary pairs only. Assume
that, for every i, j ∈ {1, . . . , k}, pij = 1 holds if and only if i 6= j. In words, there is definite
mating upon encounter for mixed-type temporary pairs only. In this case, it is intuitively clear
that the expected number of pure-type pairs should be strictly less than what it was when we
had definite mating upon encounter for all temporary pairs. This assertion turns out to be true
not only under P but also under Pt for every t ∈ Φ. We start with two simple observations.
Lemma 2.8. For x′1, . . . , x
′
k, y
′
1, . . . , y
′
k ≥ 0 with n
′ := x′1 + · · ·+ x
′
k = y
′
1 + · · ·+ y
′
k, define
(2.9) H(x′1, . . . , x
′
k; y
′
1, . . . , y
′
k) =
{
x′1y
′
1
n′
if n′ 6= 0, and
0 if n′ = 0.
Then, on the domain 0 ≤ c1 ≤ x′1 ∧ y
′
1, . . . , 0 ≤ ck ≤ x
′
k ∧ y
′
k,
(2.10) H(x′1 − c1, . . . , x
′
k − ck; y
′
1 − c1, . . . , y
′
k − ck) + c1
is increasing in ci for every i ∈ {1, . . . , k}. Moreover, if x′1x
′
2y
′
1y
′
2 6= 0, then (2.10) is strictly
increasing in c1 (resp. c2) when c2 < x
′
2 ∧ y
′
2 (resp. c1 < x
′
1 ∧ y
′
1).
Proof. It is clear from (2.9) that (2.10) is increasing in ci for every i 6= 1. Moreover, if
x′1x
′
2y
′
1y
′
2 6= 0, then (2.10) is strictly increasing in c2 when c1 < x
′
1 ∧ y
′
1 since the latter implies
(x′1 − c1)(y
′
1 − c1) 6= 0. Finally, regarding c1, observe that
d
dc1
(
(x′1 − c1)(y
′
1 − c1)
n′ − (c1 + · · ·+ ck)
+ c1
)
=
(
x′1 − c1
n′ − (c1 + · · ·+ ck)
− 1
)(
y′1 − c1
n′ − (c1 + · · ·+ ck)
− 1
)
≥ 0.
If x′1x
′
2y
′
1y
′
2 6= 0, then this inequality is strict when c2 < x
′
2 ∧ y
′
2. This concludes the proof. 
Lemma 2.9. For every mating preference matrix P and every t ∈ Φ, we have
P
t(Q(t∗1) 6= 0) ≥ min
1≤i,j≤k
pij > 0.
Proof. Consider the first animal that fires at the first round. If it forms a permanent pair at
that time, then Q(t∗1) 6= 0. The former event occurs with probability at least min
1≤i,j≤k
pij . 
Theorem 2.10. Assume that, for every i, j ∈ {1, . . . , k}, pij = 1 holds if and only if i 6= j.
Recall the definitions (1.4) and (1.5). Then, we have the following results:
(a) For every i ∈ {1, . . . , k}, x1, . . . , xk, y1, . . . , yk ≥ 0 satisfying (1.1), and t ∈ Φ,
u∗ii(x1, . . . , xk; y1, . . . , yk | t) ≤
xiyi
n
.
In particular,
u∗ii(x1, . . . , xk; y1, . . . , yk) ≤
xiyi
n
.
(b) The inequalities in part (a) are strict whenever xixi′yiyi′ 6= 0 for some i′ 6= i.
Proof. Since we can relabel the types, it suffices to prove the desired results for u∗11. We start
with part (a) and proceed by strong induction on n ≥ 1. The case n = 1 is trivial. Indeed,
u∗11(x1, . . . , xk; y1, . . . , yk | t) =
{
0 if x1y1 = 0, and
1 if x1y1 = 1.
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For n ≥ 2, let
(2.11) u¯∗11(x1, . . . , xk; y1, . . . , yk) := sup
t∈Φ
u∗11(x1, . . . , xk; y1, . . . , yk | t).
With this notation, for every t ∈ Φ,
u∗11(x1, . . . , xk; y1, . . . , yk | t)
≤
∑
M∈E\(E′∪{0})
P
t(Q(t∗1) = M)
[
(x1 −m1,·)(y1 −m·,1)
n−mtot
+m11
]
(2.12)
+
∑
M∈E′
P
t(Q(t∗1) = M)m11 + P
t(Q(t∗1) = 0)u¯
∗
11(x1, . . . , xk; y1, . . . , yk)
=
∑
M∈E:
M 6=0
P
t(Q(t∗1) =M)[H(x1 −m1,·, . . . , xk −mk,·; y1 −m·,1, . . . , yk −m·,k) +m11]
+ Pt(Q(t∗1) = 0)u¯
∗
11(x1, . . . , xk; y1, . . . , yk)
=
∑
M∈E
P
t(Q(t∗1) =M)[H(x1 −m1,·, . . . , xk −mk,·; y1 −m·,1, . . . , yk −m·,k) +m11]
− Pt(Q(t∗1) = 0)
x1y1
n
+ Pt(Q(t∗1) = 0)u¯
∗
11(x1, . . . , xk; y1, . . . , yk)
=
∑
M∈E
∑
M ′
P
t(Q(t∗1) = M,Q
′(t∗1) =M
′)(2.13)
× [H(x1 −m1,·, . . . , xk −mk,·; y1 −m·,1, . . . , yk −m·,k) +m11]
− Pt(Q(t∗1) = 0)
x1y1
n
+ Pt(Q(t∗1) = 0)u¯
∗
11(x1, . . . , xk; y1, . . . , yk)
≤
∑
M∈E
∑
M ′
P
t(Q(t∗1) = M,Q
′(t∗1) =M
′)(2.14)
× [H(x1 −m
′
1,·, . . . , xk −m
′
k,·; y1 −m
′
·,1, . . . , yk −m
′
·,k) +m
′
11]
− Pt(Q(t∗1) = 0)
x1y1
n
+ Pt(Q(t∗1) = 0)u¯
∗
11(x1, . . . , xk; y1, . . . , yk)
=
∑
M ′∈E
P
t(Q′(t∗1) =M
′)[H(x1 −m
′
1,·, . . . , xk −m
′
k,·; y1 −m
′
·,1, . . . , yk −m
′
·,k) +m
′
11](2.15)
− Pt(Q(t∗1) = 0)
x1y1
n
+ Pt(Q(t∗1) = 0)u¯
∗
11(x1, . . . , xk; y1, . . . , yk)
=
x1y1
n
− Pt(Q(t∗1) = 0)
x1y1
n
+ Pt(Q(t∗1) = 0)u¯
∗
11(x1, . . . , xk; y1, . . . , yk)(2.16)
= Pt(Q(t∗1) 6= 0)
x1y1
n
+ Pt(Q(t∗1) = 0)u¯
∗
11(x1, . . . , xk; y1, . . . , yk).(2.17)
The inequality in (2.12) follows from the induction hypothesis since n−mtot ≤ n−1 for M 6= 0.
(Technically, one should first condition on L(t∗1), and then use the induction hypothesis with
the shifted firing times (ts(ζ)− t∗1)s≥1,ζ∈S(t∗1) of the single animals.) Q
′(t∗1) is the k × k matrix
with ijth entry
Q′ij(t
∗
1) :=
n∑
a=1
n∑
b=1
1I{(ϕa,µb)∈(∆L)′(t∗1),Γ(ϕa,µb)=(i,j)}
which is the number of type-ij temporary pairs formed at the first firing round. Since there
is definite mating upon encounter for mixed-type temporary pairs, the second sum in (2.13) is
over all M ′ ∈ E such that M ′ ≥M and m′ij = mij for every i 6= j. Lemma 2.8 with
x′i = xi −mi,·, y
′
j = yj −m·,j and ci = m
′
ii −mii
gives (2.14). Note that M does not appear inside the square brackets in (2.14), so we can
change the order of summation and obtain (2.15). Finally, the equality in (2.16) follows from
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Corollary 2.5. Indeed, in the case of definite mating upon encounter for all temporary pairs,
we have Q′(t∗1) = Q(t
∗
1) and
u∗11(x1 −m
′
1,·, . . . , xk −m
′
k,·; y1 −m
′
·,1, . . . , yk −m
′
·,k | t)
= H(x1 −m
′
1,·, . . . , xk −m
′
k,·; y1 −m
′
·,1, . . . , yk −m
′
·,k)
for every M ′ ∈ E and t ∈ Φ. The decomposition of u∗11(x1, . . . , xk; y1, . . . , yk | t) =
x1y1
n
via
conditioning on Q(t∗1) gives the desired equality.
For every ǫ > 0, there exists a t′ ∈ Φ such that
u¯∗11(x1, . . . , xk; y1, . . . , yk) ≤ u
∗
11(x1, . . . , xk; y1, . . . , yk | t
′) + ǫ,
and (2.17) gives
P
t
′
(Q(t∗1) 6= 0)u¯
∗
11(x1, . . . , xk; y1, . . . , yk) ≤ P
t
′
(Q(t∗1) 6= 0)
x1y1
n
+ ǫ.
By Lemma 2.9, we get
u¯∗11(x1, . . . , xk; y1, . . . , yk) ≤
x1y1
n
+
ǫ
min{p11, . . . , pkk}
.
Since ǫ > 0 is arbitrary, we deduce that
(2.18) u¯∗11(x1, . . . , xk; y1, . . . , yk) ≤
x1y1
n
.
This concludes the proof of part (a).
We prove part (b) by strong induction, too. The case n = 1 is vacuous since x1xiy1yi = 0
for every i 6= 1. For n ≥ 2, note that if the supremum in (2.11) is not attained, then (2.18)
implies the desired strict inequality. If the supremum in (2.11) is attained at some t′ ∈ Φ, then
we will assume without loss of generality that x1x2y1y2 6= 0 and consider two subcases:
(i) If no type-1 or type-2 animal fires at the first round, then there exists an M ∈ E such
that M 6= 0,
(2.19) (x1 −m1,·)(x2 −m2,·)(y1 −m·,1)(y2 −m·,2) 6= 0,
and Pt
′
(Q(t∗1) = M) > 0. (Indeed, in the alternative representation of the SEM model,
with positive probability, at least one type-1 (resp. type-2) female is paired up with a
type-1 (resp. type-2) male. Since none of these animals fire at the first round, these
pairs are discarded at the encounter stage.) Therefore, the inequality in (2.12) is strict
by the induction hypothesis.
(ii) If at least one type-1 or type-2 animal fires at the first round, then there existM,M ′ ∈ E
such that m11 = m22 = 0, m
′
11 ∨m
′
22 6= 0, (2.19) holds, and
P
t
′
(Q(t∗1) = M,Q
′(t∗1) = M
′) > 0.
(Indeed, with positive probability, at least one type-1 (resp. type-2) female is paired up
with a type-1 (resp. type-2) male and each of these pairs is discarded at the encounter
stage or the mating stage.) Therefore, the inequality in (2.14) is strict by Lemma 2.8.
In both of these subcases, we deduce that (2.18) holds with strict inequality. This concludes
the proof of part (b). 
Remark 2.11. The key step in the proof of Theorem 2.10 is the inequality in (2.14) which
follows from Lemma 2.8. This lemma says that, in the case of definite mating upon encounter,
the expected number of type-11 pairs in the terminal pair-list would decrease if we were to
interfere with the process at any time and discard some pure-type pairs. This is precisely how
we are viewing what happens (with positive probability) at the first firing round.
Remark 2.12. It is perhaps natural to look for an easier proof of Theorem 2.10 via a coupling
with definite mating upon encounter. However, there are some obstacles to such approaches.
For example, consider the following setup: k = 2, n = 3, x1 = y1 = 2, x2 = y2 = 1,
γ1(ϕ1) = γ1(ϕ2) = γ2(µ1) = γ2(µ2) = 1, and γ1(ϕ3) = γ2(µ3) = 2. Suppose the firing
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times are ordered as t1(ϕ1) < t2(ϕ1) < t1(µ1) < t1(µ2) < · · · and ϕ1 samples µ1 at t∗1 = t1(ϕ1).
In the case of definite mating upon encounter, if µ2 samples ϕ3 at t
∗
2 = t1(µ2), then Q11(T ) = 1.
However, in the case of definite mating upon encounter for mixed-type temporary pairs only, if
(i) the pair (ϕ1, µ1) is discarded, (ii) ϕ1 samples µ2 at t
∗
2 = t2(ϕ1) and (iii) µ1 samples ϕ2 at
t∗3 = t1(µ1), then Q11(T ) = 2 > 1, i.e., the inequality is in the reverse direction.
Remark 2.13. Theorem 2.10 can be slightly generalized. For example, if we assume that k ≥ 3,
p11 < 1, p22 ≤ 1, pii = 1 for every i ∈ {3, . . . , k}, and pij = 1 for every i, j ∈ {1, . . . , k} such
that i 6= j, then
(2.20) u∗11(x1, . . . , xk; y1, . . . , yk | t) ≤
x1y1
n
still holds, and this inequality is strict when p22 < 1 and x1x2y1y2 6= 0. However, the inequality
in (2.20) is not necessarily strict when p22 = 1 and x1x2y1y2 6= 0. As a counterexample, assume
that all males fire at the first round. Since pij < 1 if and only if i = j = 1, there are only
type-1 females and males in the singles’ pool S(t∗1), and these animals have no option other
than eventually forming type-11 permanent pairs. Therefore, the distribution of Q(T ) under
P
t is identical to what it was in the case of definite mating upon encounter for all temporary
pairs. In particular, we have equality in (2.20).
3. Poisson firing times
3.1. The infinitesimal generator. In this section, we will make the following assumptions
regarding the firing times of the animals.
(Poi1) {N(ζ)}ζ∈Z are mutually independent Poisson processes on [0,∞).
(Poi2) The intensity of N(ζ) is equal to some αi ≥ 0 (resp. βj ≥ 0) for all type-i females (resp.
type-j males).
(Poi3) αi + βj > 0 for every i, j ∈ {1, . . . , k}.
Note that (Poi1)–(Poi3) are stronger than (Gen1)–(Gen4) in Section 2. Indeed, (Gen3) is
automatically satisfied for Poisson processes, and (Poi3) implies (Gen4).
In this case, since {N(ζ)}ζ∈Z are memoryless, it is clear that the pair-type process Q(·)
is a continuous-time pure jump Markov chain under P, with state space E defined in (2.1).
Moreover, the jumps of Qij(·) are of size 1 because almost surely one animal fires at each firing
round. Therefore, Q(·) may be regarded as a multidimensional pure birth process, see [20].
Proposition 3.1. Assume (Poi1)–(Poi3). Take a population with x1, . . . , xk females and
y1, . . . , yk males of types 1, . . . , k, respectively, such that (1.1) holds. The infinitesimal generator
of the continuous-time Markov chain Q(·) has the following formula: for every M,M ′ ∈ E,
ρ(M,M ′) := lim
∆t→0+
1
∆t
P (Q(t+∆t) =M ′|Q(t) = M)
=
{
piij(xi−mi,·)(yj−m·,j)
n−mtot
if M ′ =M + Iij , and
0 otherwise.
(3.1)
Here, Iij ∈Mk×k(N∪{0}) denotes the k×k matrix whose entries are zero except its ijth entry
which is 1, and
(3.2) πij := pij(αi + βj).
Proof. Conditioned on Q(t) = M , there are xi −mi,· single type-i females at time t and each
of them fires independently with probability αi∆t + o(∆t) in [t, t + ∆t]. Conditioned on the
latter event, each single type-i female samples a single type-j male with probability
yj−m·,j
n−mtot
.
This is one of the two ways of forming a temporary type-ij pair. The other way is obtained by
switching the roles of females and males. Combining these two ways, we see that the conditional
probability of forming a temporary type-ij pair in [t, t+∆t] given Q(t) = M is
(αi∆t+ βj∆t+ o(∆t)) (xi −mi,·) (yj −m·,j)
n−mtot
.
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Finally, each temporary type-ij pair becomes a permanent pair with probability pij , and this
implies (3.1). 
Remark 3.2. It follows readily from (3.1) that the distribution of the pair-type process Q(·)
depends on P = (pij), α1, . . . , αk and β1, . . . , βk only through the k × k matrix
Π := (πij)
whose entries are defined in (3.2). In other words, we have the freedom to change these param-
eters as long as Π stays the same. Therefore, under the assumption of Poisson firing times, the
EM law of the species can be identified with Π.
Since the pair-type process Q(·) is a time-homogeneous Markov chain with infinitesimal
generator ρ as in (3.1), the Kolmogorov backward equation for (1.3) is
∂
∂t
uij(t;x1, . . . , xk; y1, . . . , yk)
=
k∑
i′=1
k∑
j′=1
πi′j′xi′yj′
n
[uij(t;x1 − δ1i′ , . . . , xk − δki′ ; y1 − δ1j′ , . . . , yk − δkj′ ) + δii′δjj′ ](3.3)
−
z
n
uij(t;x1, . . . , xk; y1, . . . , yk).
Here, δ·· denotes the Kronecker delta function, and
z :=
k∑
i=1
k∑
j=1
πijxiyj.
Note that (3.3) is a closed system of recursive ordinary differential equations.
Similarly, using the strong Markov property, we can decompose (1.4) with respect to the
possible values of Q(t∗1(τ)) and thereby obtain the following recursion:
u∗ij(x1, . . . , xk; y1, . . . , yk)
=
k∑
i′=1
k∑
j′=1
πi′j′xi′yj′
z
[
u∗ij(x1 − δ1i′ , . . . , xk − δki′ ; y1 − δ1j′ , . . . , yk − δkj′ ) + δii′δjj′
]
.(3.4)
This was previously given by Mosteller [21].
The recursive equations (3.3) and (3.4) can be solved numerically, especially when n is not
too large. However, it is not clear if they can be solved analytically. Next, we will provide
explicit solutions to these equations when the EM law Π satisfies the so-called Poisson fine
balance condition.
3.2. Poisson fine balance and panmixia.
Definition 3.3. The EM law Π is said to satisfy the Poisson fine balance condition if
(3.5) πij + πi′j′ = πij′ + πi′j
for every i, j, i′, j′ ∈ {1, . . . , k}.
The motivation behind this definition is the following observation.
Proposition 3.4. Assume (Poi1)–(Poi3). If the species is panmictic, then the EM law Π
satisfies the Poisson fine balance condition.
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Proof. Assume that the species is panmictic. Observe that (3.5) is trivial if i = i′ or j = j′.
Take a population with n = 2 and x1 = x2 = y1 = y2 = 1. Use recursion (3.4) to write
1
2
=
x1y1
n
= u∗11(x1, . . . , xk; y1, . . . , yk)
=
k∑
i=1
k∑
j=1
πijxiyj
z
[u∗11(x1 − δ1i, . . . , xk − δki; y1 − δ1j , . . . , yk − δkj) + δ1iδ1j ]
=
1
z
(π11[0 + 1] + π12[0 + 0] + π21[0 + 0] + π22[1 + 0])
=
π11 + π22
π11 + π12 + π21 + π22
.
Therefore, π11 + π22 = π12 + π21. This is (3.5) with i = j = 1 and i
′ = j′ = 2. By relabeling
the types, the same argument works for any i, j, i′, j′ ∈ {1, . . . , k} such that i 6= i′ and j 6= j′,
and we are done. 
It is natural to ask if the converse is true, i.e., whether the species is panmictic whenever
the EM law satisfies the Poisson fine balance condition. This turns out to be true and can be
verified by induction and (3.4). However, we will prove it by taking a much more conceptual
approach. First, we need a lemma.
Lemma 3.5. The EM law Π satisfies the Poisson fine balance condition if and only if there exist
α¯1, . . . , α¯k, β¯1, . . . , β¯k ≥ 0 such that
(3.6) πij = α¯i + β¯j
for every i, j ∈ {1, . . . , k}.
Proof. Assume that (3.6) indeed holds with some α¯1, . . . , α¯k, β¯1, . . . , β¯k ≥ 0. Then,
πij + πi′j′ = (α¯i + β¯j) + (α¯i′ + β¯j′) = (α¯i + β¯j′) + (α¯i′ + β¯j) = πij′ + πi′j
for every i, j, i′, j′ ∈ {1, . . . , k}, i.e., the Poisson fine balance condition is satisfied.
Conversely, if the Poisson fine balance condition holds, then assume without loss of generality
(i.e., up to relabeling the male types) that π11 = min{π11, . . . , π1k}. Define
α¯i := πi1 > 0 and β¯j := π1j − π11 ≥ 0.
With this notation, we have
πij = πi1 + π1j − π11 = α¯i + β¯j ,
where the first equality follows from (3.5). This concludes the proof. 
Theorem 3.6. Assume (Poi1)–(Poi3). Take a population with x1, . . . , xk females and y1, . . . , yk
males of types 1, . . . , k, respectively, such that (1.1) holds. If the EM law Π satisfies the Poisson
fine balance condition, then
(3.7) P (Q(t) = M) =
(∏
i xi!
)(∏
j yj !
)
n!
(∏
i,j mij !
) ∑
M ′∈E′:
M ′≥M
∏
i,j
(1− e−piijt)
mij (e−piijt)
m′ij−mij
(m′ij −mij)!
for every t ≥ 0 and M ∈ E. Similarly,
P (Q(T ) =M) =
(∏
i xi!
)(∏
j yj!
)
n!
(∏
i,j mij !
) for M ∈ E ′,(3.8)
u∗ij(x1, . . . , xk; y1, . . . , yk) =
xiyj
n
, and(3.9)
uij(t;x1, . . . , xk; y1, . . . , yk) =
xiyj
n
(
1− e−piijt
)
.(3.10)
20 ONUR GU¨N AND ATILLA YILMAZ
Proof. If the EM law satisfies the Poisson fine balance condition, then Lemma 3.5 implies that
(3.6) holds with some α¯1, . . . , α¯k, β¯1, . . . , β¯k ≥ 0. In the light of Remark 3.2, as far as the
distribution of the pair-type process Q(·) is concerned, we can change (if necessary) P = (pij),
α1, . . . , αk and β1, . . . , βk, and assume that
pij = 1, αi = α¯i and βj = β¯j
for every i, j ∈ {1, . . . , k}. But then, we have definite mating upon encounter and Theorem 2.6
is applicable. Since τ1(ζ) is exponentially distributed with rate α¯i (resp. β¯j) if ζ is a type-i
female (resp. type-j male), we have
λij(t) = 1− (1− Fi(t))(1 −Gj(t)) = 1− e
−α¯ite−β¯jt = 1− e−piijt
and this implies (3.7). Similarly, Corollaries 2.4, 2.5 and 2.7 give (3.8), (3.9) and (3.10),
respectively. 
Corollary 3.7. Assume (Poi1)–(Poi3). The species is panmictic if and only if the EM law
Π satisfies the Poisson fine balance condition.
Proof. This is immediate from Proposition 3.4 and Theorem 3.6. 
3.3. Full characterization of panmixia, homogamy and heterogamy in the 2×2 case.
Lemma 3.8. For k = 2, the EM law Π satisfies π11 + π22 < π12 + π21 if and only if there exist
α¯1, α¯2, β¯1, β¯2 ≥ 0 such that
(3.11) π11 < α¯1 + β¯1, π12 = α¯1 + β¯2, π21 = α¯2 + β¯1 and π22 < α¯2 + β¯2.
Proof. Assume that (3.11) indeed holds with some α¯1, α¯2, β¯1, β¯2 ≥ 0. Then,
π11 + π22 < (α¯1 + β¯1) + (α¯2 + β¯2) = (α¯1 + β¯2) + (α¯2 + β¯1) = π12 + π21.
Conversely, if π11 + π22 < π12 + π21, then pick Π¯ = (π¯ij) such that
π11 < π¯11, π12 = π¯12, π21 = π¯21, π22 < π¯22 and π¯11 + π¯22 = π¯12 + π¯21.
The desired result follows from Lemma 3.5 applied to Π¯. 
Theorem 3.9. Assume (Poi1)–(Poi3). For k = 2, the species is
(i) heterogamous if π11 + π22 < π12 + π21,
(ii) panmictic if π11 + π22 = π12 + π21, and
(iii) homogamous if π11 + π22 > π12 + π21.
Proof. Let us prove part (i). If π11 + π22 < π12 + π21, then Lemma 3.8 implies that (3.11)
holds with some α¯1, α¯2, β¯1, β¯2 ≥ 0. In the light of Remark 3.2, as far as the distribution of the
pair-type process Q(·) is concerned, we can change (if necessary) P = (pij), α1, α2 and β1, β2,
and assume that
p11 < 1, p12 = 1, p21 = 1, p22 < 1, αi = α¯i and βj = β¯j
for every i, j ∈ {1, 2}. But then, we have definite mating upon encounter for mixed-type
temporary pairs only, and Theorem 2.10 is applicable. This concludes the proof of part (i).
We have already shown part (ii) in Corollary 3.7. Finally, part (iii) follows from part (i) by
relabeling the male types. 
4. Bernoulli firing times
4.1. The transition kernel. In this section, we will make the following assumptions.
(Ber1) {N(ζ)}ζ∈Z are mutually independent Bernoulli processes on N = {1, 2, 3, . . .}.
(Ber2) The success probability of the Bernoulli trials of N(ζ) is equal to some αi ∈ [0, 1] (resp.
βj ∈ [0, 1]) for all type-i females (resp. type-j males).
(Ber3) αi + βj > 0 for every i, j ∈ {1, . . . , k}.
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Note that (Ber1)–(Ber3) are stronger than (Gen1)–(Gen4) in Section 2. Indeed, (Gen3) is
automatically satisfied as the Bernoulli processes are defined on N, and (Ber3) implies (Gen4).
Similar to the Poisson case, since {N(ζ)}ζ∈Z are memoryless, it is clear that the pair-type
process Q(·) is a discrete-time Markov chain under P, with state space E defined in (2.1).
However, the jumps of Qij(·) are not necessarily of size 1 because more than one animal can
fire at each firing round.
Proposition 4.1. Assume (Ber1)–(Ber3). Take a population with x1, . . . , xk females and
y1, . . . , yk males of types 1, . . . , k, respectively, such that (1.1) holds. The transition kernel of
the discrete-time Markov chain Q(·) has the following formula: for every M,M ′ ∈ E,
ρ(M,M ′) := P (Q(t+ 1) = M ′ | Q(t) =M)
=
(∏
i(xi −mi,·)!
)(∏
j(yj −m·,j)!
)
(n−mtot)!
(∏
i,j(m
′
ij −mij)!
) ∑
M ′′∈E′:
M ′′≥M ′
∏
i,j
(πij)
m′ij−mij (1− πij)
m′′ij−m
′
ij
(m′′ij −m
′
ij)!
(4.1)
if M ′ ≥M , and 0 otherwise. Here,
(4.2) πij := pij(αi + βj − αiβj) ∈ (0, 1].
Proof. By the Markov property, conditioning on Q(t) = M is equivalent to taking t = 0 and
assuming that there are initially xi − mi,· single type-i females and yj − m·,j single type-j
males for every i, j ∈ {1, . . . , k}. We would like to find the distribution of Q(1) under these
assumptions. To this end, let Q′(·) be the pair-type process in the case of definite mating upon
encounter. As we have seen in the proof of Theorem 2.6,
Q′ij(1) |Q
′
ij(T ) ∼ B(Q
′
ij(T ), λij(1)),
where B denotes the binomial distribution and
λij(1) = Fi(1) +Gj(1)− Fi(1)Gj(1) = αi + βj − αiβj .
Now, recall that
Qij(1) |Q
′
ij(1) ∼ B(Q
′
ij(1), pij).
Therefore, by thinning,
Qij(1) |Q
′
ij(T ) ∼ B(Q
′
ij(T ), πij),
with πij = pijλij(1) as in (4.2), and (4.1) is obtained by modifying the proof of Theorem 2.6
accordingly. 
Remark 4.2. It is evident from (4.1) that the distribution of the pair-type process Q(·) depends
on P = (pij), α1, . . . , αk and β1, . . . , βk only through the k× k matrix Π := (πij) whose entries
are defined in (4.2). In other words, we have the freedom to change these parameters as long
as Π stays the same. Therefore, under the assumption of Bernoulli firing times, the EM law of
the species can be identified with Π.
Since the pair-type process Q(·) is a time-homogeneous Markov chain with transition kernel
ρ as in (4.1), the Kolmogorov backward equation for (1.3) is
uij(t+ 1;x1, . . . , xk; y1, . . . , yk)
=
∑
M∈E
ρ(0,M) [uij(t;x1 −m1,·, . . . , xk −mk,·; y1 −m·,1, . . . , yk −m·,k) +mij ] .(4.3)
Note that (4.3) is a closed system of recursive ordinary difference equations.
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Similarly, using the strong Markov property, we can decompose (1.4) with respect to the
possible values of Q(t∗1(τ)) and thereby obtain the following recursion:
u∗ij(x1, . . . , xk; y1, . . . , yk)
=
∑
M∈E:
M 6=0
ρ(0,M)
1− ρ(0, 0)
[
u∗ij(x1 −m1,·, . . . , xk −mk,·; y1 −m·,1, . . . , yk −m·,k) +mij
]
.(4.4)
The recursive equations (4.3) and (4.4) can be solved numerically, especially when n is not
too large. However, it is not clear if they can be solved analytically.
4.2. Bernoulli fine balance and panmixia.
Definition 4.3. The EM law Π is said to satisfy the Bernoulli fine balance condition if
(4.5) (1− πij)(1− πi′j′) = (1− πij′ )(1− πi′j)
for every i, j, i′, j′ ∈ {1, . . . , k}.
Proposition 4.4. Assume (Ber1)–(Ber3). If the species is panmictic, then the EM law Π
satisfies the Bernoulli fine balance condition.
Proof. Assume that the species is panmictic. Observe that (4.5) is trivial if i = i′ or j = j′.
Take a population with n = 2 and x1 = x2 = y1 = y2 = 1. Use recursion (4.4) to write
1
2
=
x1y1
n
= u∗11(x1, . . . , xk; y1, . . . , yk)
=
∑
M∈E:
M 6=0
ρ(0,M)
1− ρ(0, 0)
[u∗11(x1 −m1,·, . . . , xk −mk,·; y1 −m·,1, . . . , yk −m·,k) +m11]
=
1
2 (π11(1− π22)[0 + 1] + (1 − π11)π22[1 + 0] + π11π22[0 + 1])
1
2 (π11(1 − π22) + (1− π11)π22 + π11π22) +
1
2 (π12(1 − π21) + (1− π12)π21 + π12π21)
=
π11 + π22 − π11π22
(π11 + π22 − π11π22) + (π12 + π21 − π12π21)
.
This follows from computing ρ(0,M) for every
M ∈ E =
{(
1 0
0 0
)
,
(
0 0
0 1
)
,
(
1 0
0 1
)
,
(
0 1
0 0
)
,
(
0 0
1 0
)
,
(
0 1
1 0
)
,
(
0 0
0 0
)}
and observing that only the first three of these matrices contribute to the sum above. Therefore,
π11 + π22 − π11π22 = π12 + π21 − π12π21. This is (4.5) with i = j = 1 and i′ = j′ = 2. By
relabeling the types, the same argument works for any i, j, i′, j′ ∈ {1, . . . , k} such that i 6= i′
and j 6= j′, and we are done. 
Lemma 4.5. The EM law Π satisfies the Bernoulli fine balance condition if and only if there
exist α¯1, . . . , α¯k, β¯1, . . . , β¯k ∈ [0, 1] such that
(4.6) 1− πij = (1− α¯i)(1− β¯j)
for every i, j ∈ {1, . . . , k}.
Proof. Assume that (4.6) indeed holds with some α¯1, . . . , α¯k, β¯1, . . . , β¯k ∈ [0, 1]. Then,
(1− πij)(1 − πi′j′ ) = (1− α¯i)(1− β¯j)(1 − α¯i′)(1− β¯j′ )
= (1− α¯i)(1− β¯j′ )(1− α¯i′)(1 − β¯j) = (1− πij′ )(1 − πi′j)
for every i, j, i′, j′ ∈ {1, . . . , k}, i.e., the Bernoulli fine balance condition is satisfied.
Conversely, assume that the Bernoulli fine balance condition holds. If πij = 1 for every
i, j ∈ {1, . . . , k}, then (4.6) holds with α¯i = β¯j = 1. Otherwise, assume without loss of
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generality (i.e., up to relabeling the female and male types) that π11 = min{π11, . . . , π1k} < 1.
Define
α¯i := πi1 ∈ (0, 1] and β¯j := 1−
1− π1j
1− π11
∈ [0, 1].
With this notation, we have
1− πij =
(1 − πi1)(1− π1j)
1− π11
= (1− α¯i)(1− β¯j),
where the first equality follows from (4.5). This concludes the proof. 
Theorem 4.6. Assume (Ber1)–(Ber3). Take a population with x1, . . . , xk females and y1, . . . , yk
males of types 1, . . . , k, respectively, such that (1.1) holds. If the EM law Π satisfies the Bernoulli
fine balance condition, then
(4.7) P (Q(t) = M) =
(∏
i xi!
)(∏
j yj !
)
n!
(∏
i,j mij !
) ∑
M ′∈E′:
M ′≥M
∏
i,j
(1− (1− πij)
t)
mij ((1− πij)
t)
m′ij−mij
(m′ij −mij)!
for every t ∈ N ∪ {0} and M ∈ E. Similarly,
P(Q(T ) =M) =
(∏
i xi!
)(∏
j yj!
)
n!
(∏
i,j mij !
) for M ∈ E ′,(4.8)
u∗ij(x1, . . . , xk; y1, . . . , yk) =
xiyj
n
, and(4.9)
uij(t;x1, . . . , xk; y1, . . . , yk) =
xiyj
n
(
1− (1− πij)
t
)
.(4.10)
Proof. If the EM law satisfies the Bernoulli fine balance condition, then Lemma 4.5 implies
that (4.6) holds with some α¯1, . . . , α¯k, β¯1, . . . , β¯k ∈ [0, 1], which is equivalent to
πij = α¯i + β¯j − α¯iβ¯j .
In the light of Remark 4.2, as far as the distribution of the pair-type process Q(·) is concerned,
we can change (if necessary) P = (pij), α1, . . . , αk and β1, . . . , βk, and assume that
pij = 1, αi = α¯i and βj = β¯j
for every i, j ∈ {1, . . . , k}. But then, we have definite mating upon encounter and Theorem 2.6
is applicable. Since τ1(ζ) is geometrically distributed with success probability α¯i (resp. β¯j) if ζ
is a type-i female (resp. type-j male), we have
λij(t) = 1− (1− Fi(t))(1 −Gj(t)) = 1− (1− α¯i)
t(1− β¯j)
t = 1− (1− πij)
t
and this implies (4.7). Similarly, Corollaries 2.4, 2.5 and 2.7 give (4.8), (4.9) and (4.10),
respectively. 
Corollary 4.7. Assume (Ber1)–(Ber3). The species is panmictic if and only if the EM law
Π satisfies the Bernoulli fine balance condition.
Proof. This is immediate from Proposition 4.4 and Theorem 4.6. 
4.3. Full characterization of panmixia, homogamy and heterogamy in the 2×2 case.
Lemma 4.8. For k = 2, the EM law Π satisfies (1 − π11)(1 − π22) > (1 − π12)(1 − π21) if and
only if there exist α¯1, α¯2, β¯1, β¯2 ∈ [0, 1] such that
1− π11 > (1− α¯1)(1− β¯1), 1− π12 = (1− α¯1)(1 − β¯2),(4.11)
1− π21 = (1− α¯2)(1− β¯1) and 1− π22 > (1 − α¯2)(1− β¯2).
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Proof. Assume that (4.11) indeed holds with some α¯1, α¯2, β¯1, β¯2 ∈ [0, 1]. Then,
(1 − π11)(1 − π22) > (1− α¯1)(1 − β¯1)(1 − α¯2)(1− β¯2)
= (1− α¯1)(1 − β¯2)(1 − α¯2)(1− β¯1) = (1− π12)(1− π21).
Conversely, if (1− π11)(1 − π22) > (1− π12)(1− π21), then pick Π¯ = (π¯ij) such that
π11 < π¯11, π12 = π¯12, π21 = π¯21, π22 < π¯22 and (1− π¯11)(1− π¯22) = (1− π¯12)(1− π¯21).
The desired result follows from Lemma 4.5 applied to Π¯. 
Theorem 4.9. Assume (Ber1)–(Ber3). For k = 2, the species is
(i) heterogamous if (1− π11)(1 − π22) > (1 − π12)(1 − π21),
(ii) panmictic if (1− π11)(1− π22) = (1− π12)(1− π21), and
(iii) homogamous if (1− π11)(1 − π22) < (1− π12)(1− π21).
Proof. Let us prove part (i). If (1− π11)(1− π22) > (1− π12)(1− π21), then Lemma 4.8 implies
that (4.11) holds with some α¯1, α¯2, β¯1, β¯2 ∈ [0, 1]. In the light of Remark 4.2, as far as the
distribution of the pair-type process Q(·) is concerned, we can change (if necessary) P = (pij),
α1, α2 and β1, β2, and assume that
p11 < 1, p12 = 1, p21 = 1, p22 < 1, αi = α¯i and βj = β¯j
for every i, j ∈ {1, 2}. But then, we have definite mating upon encounter for mixed-type
temporary pairs only, and Theorem 2.10 is applicable. This concludes the proof of part (i).
We have already shown part (ii) in Corollary 4.7. Finally, part (iii) follows from part (i) by
relabeling the male types. 
5. Some concluding remarks, observations and open problems
Main features of the model. Gimelfarb [13, p. 873] says: “Comparing first the applicability of
the two encounter-mating models to real populations, it would seem that model 1 (individual
encounters) is better suited for populations in which individuals are dispersed and search for
potential mates individually, whereas model 2 (mass encounters) is better for populations in
which individuals aggregate in search for potential mates, for example, mating swarms or leks.
It is also possible that in some populations more than one encounter may take place at a time,
and yet not all of the individuals available for mating participate in encounters simultaneously;
thus, neither of the two models will describe such a population correctly.” The SEM model
unifies and generalizes the individual and mass EM models, and thereby removes the aforesaid
limitation regarding their scope. Moreover, by tuning the parameters α1, . . . , αk and β1, . . . , βk
in the cases of Poisson and Bernoulli firing times, possible differences in the vigor of animals
searching for mates can be incorporated, cf. [13, p. 870]. However, it still remains to add other
important features to the SEM model such as separation, births, deaths and offsprings in order
to study the evolutionary aspects of mating behavior.
The key ideas. We would like to recapitulate that the following observations have been of
fundamental importance throughout this paper.
(i) In the case of definite mating upon encounter, L(·) is measurable with respect to L(T )
and τ = (τs(ζ))s≥1,ζ∈Z which are independent (see Theorem 2.3 and display (2.5)).
(ii) In the Poisson and Bernoulli cases, we have the freedom to change P , α1, . . . , αk and
β1, . . . , βk as long as Π stays the same (see Remarks 3.2 and 4.2).
Indeed, the first one provides us with a convenient way of decomposing L(·) into independent
components, and the second one (which we have been referring to as the change-of-parameters
technique) allows us to reduce the model to definite mating upon encounter if the corresponding
fine balance condition is satisfied.
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On generic EM laws. For Poisson firing times, the expectations uij(t;x1, . . . , xk; y1, . . . , yk) and
u∗ij(x1, . . . , xk; y1, . . . , yk), which were defined in (1.3) and (1.4), solve the recursive equations
(3.3) and (3.4), respectively. When the EM law Π satisfies the Poisson fine balance condition,
Theorem 3.6 provides formulas for (1.3) and (1.4). Similarly, in the Bernoulli case, (1.3) and
(1.4) solve the recursive equations (4.3) and (4.4), respectively, and Theorem 4.6 provides
formulas for them when Π satisfies the Bernoulli fine balance condition. One can also verify all
of these statements by elementary combinatorics.
In either the Poisson or the Bernoulli case, if the corresponding fine balance condition is
not satisfied, then we do not have formulas for (1.3) and (1.4), i.e., it is not known whether
the aforementioned recursive equations can be solved. These constitute interesting but rather
difficult open problems. Alternatively, one can try to formulate and prove categorical results
regarding (1.3) and (1.4), such as Theorems 3.9 and 4.9 in which we use Π to characterize
heterogamy/panmixia/homogamy for k = 2. It remains to figure out how these results can be
generalized to k ≥ 3.
Three interesting observations regarding mating preferences. First, as we have emphasized in
Section 1.4, the terms panmixia, homogamy and heterogamy refer to the expected mating
pattern and not to the mating preferences. Indeed, in the k = 2 case with Poisson or Bernoulli
firing times, homogamy does not imply that (say) type-1 females prefer mating with type-1
males. For example, take
0 < p11 < p12 = p21 ≤
1
2
< p22 = 1
with α1 = α2 = 0 and β1 = β2 = 1. Then,
π11 + π22 > π12 + π21 and (1− π11)(1 − π22) < (1− π12)(1− π21),
and we have homogamy both for Poisson and Bernoulli firing times by Theorems 3.9 and 4.9.
Second, in the k = 2 case, there exist mating preference matrices that give heterogamy for
Poisson firing times and homogamy for Bernoulli firing times (or vice versa). For example,
suppose
p12 = p21 =
1
2
<
3
4
≤ p22 < p11 + p22 < 1
with α1 = α2 = 0 and β1 = β2 = 1. Then,
π11 + π22 < π12 + π21 and (1− π11)(1 − π22) < (1− π12)(1− π21),
and the claim follows from Theorems 3.9 and 4.9.
Third, let us assume that there exists c ∈ (0, 1) such that pij = c for every i, j ∈ {1, . . . , k}.
In words, animals have uniform preferences over types. This case is rather similar to definite
mating upon encounter, i.e., when c = 1. Therefore, one might predict that panmixia holds.
This prediction is indeed true in the Poisson case with arbitrary α1, . . . , αk and β1, . . . , βk since
we get
πij = c(αi + βj)
which satisfies the Poisson fine balance condition and Corollary 3.7 applies. However, in the
Bernoulli case with arbitrary α1, . . . , αk and β1, . . . , βk, we get
πij = c(αi + βj − αiβj) = c[1− (1− αi)(1− βj)].
It is easy to check that this EM law satisfies the Bernoulli fine balance condition if and only if
(αi − αi′)(βj − βj′) = 0 for every i, j, i′, j′ ∈ {1, . . . , k}. Therefore, by Corollary 4.7, panmixia
is equivalent to having α1 = α2 = · · · = αk or β1 = β2 = · · · = βk. Moreover, in the k = 2
case, it follows from Theorem 4.9 that there is homogamy when (α1 − α2)(β1 − β2) < 0 and
heterogamy when (α1 − α2)(β1 − β2) > 0.
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Asymptotics of the model. As we have mentioned in Section 1.4, Gimelfarb carries out his
analysis of the individual and mass EM models in [13] after replacing all quantities such as
Q(T ) with their expectations, and says that this approximation is justified by the law of large
numbers when the population is large. Therefore, it is natural to ask if the law of large numbers
indeed holds for the SEM model as x1, . . . , xk and y1, . . . , yk with (1.1) go to infinity in a suitable
way. In a recent paper [14], we establish the functional version of this limit theorem in the case
of Poisson firing times, and describe the asymptotic mean of Q(·) as the solution of an ordinary
differential equation system which we turn into Lotka-Volterra and replicator equations from
population dynamics. We pay particular attention to the k = 2 case with π12 = π21 and x1 = y1,
and provide an explicit formula for the asymptotic (normalized) mating pattern without any
fine balance assumption. We intend to do the same for Bernoulli firing times in the near future.
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