Introduction

25
In current batch processes, on-line measurements of process variables are usually collected at different 26 sampling points for process understanding, optimization and monitoring [1, 2] . Complex physiological 27 behavior, operational changes, intrinsic biological variability in microorganisms or seasonal effects cause 28 batches to have different duration. In addition, time points at which the biochemical reactions and physical of the warping path, namely a band fit to the batch variability that limits the search space of such path, and 126 local constraints (or predecessors), which restricts the warping function as monotonic and continuous. In 127 addition, a cumulative weighted distance matrix D(f n ) is assessed by estimating the cumulative matching 128 costs of each of the allowed warping paths f n (also called warping profile). The optimal warping path f * n is 129 assessed by obtaining the path that minimizes the cumulative distance from a start point, which can be fixed is carried out within a moving window ζ of defined width, which is optimized by cross-validation. Further details can be found [33] . is estimated from the synchronized calibration batch data at (1-α) confidence limit.
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v. Off-line post-batch monitor all the synchronized calibration batches for fault detection. 
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Off-line post-batch monitor is empty? Figure 1 : Flow diagram of the iterative batch synchronization/abnormalities detection procedure. Note that X B is the three-way array containing the synchronized faulty batches isolated at the l-th iteration whereas X B is the three-way containing all the raw faulty batches isolated in the L iterations of the iterative procedure.
v.3 If the number of batches exceeding SP E lim,α N f is greater than R, the first B l = N f − R The multisynchro approach is devoted to synchronize the key process events ensuring the same evolution 205 across batches, no matter the type of asynchronism present in batch data. The algorithm takes as inputs 206 the three-way array arranging the calibration batches, the technique to weight the process variables and the 207 strategy to select the reference batch. The procedure returns the synchronized batch data array and the 208 warping time profiles that indicate how to warp the batch trajectories to make them synchronized.
209
The multisynchro algorithm is composed of a high-level and low-level routine (see Figure 2 ). The high- Figure 2(b) ). In the following, the algorithm is described. 
Asynchronism detection
215
The high-level routine is divided into two steps (see Figure 2(a) ). The first step is devoted to recognize 216 the different types of asynchronous trajectories, which is carried out by using the warping time profiles ii. Synchronize all batches using the DTW algorithm giving the same weight to the process variables that carried out by the synchronization algorithm at the first time period of the n-th batch as follows:
iii.2 Count the number of consecutive vertical transitions denoting the number of expansions carried 231 out by the synchronization algorithm at the last time period of the n-th batch as follows:
F
Estimation of horizontal h and vertical v transitions, and threshold ψ
Iterative DTW-based synchronization/abnormality detection DTW-based synchronization with relaxed end point TSR-based imputation and trajetory reconstruction
Arrange batch data into a three-way matrix
DTW-based synchronization with relaxed start/end point ii.2 If only the number of expansions at the end of the batch v n is greater than or equal to the threshold 257 ψ v , arrange the n-th raw batch into the three-way array X 2 , which contain batches affected by class
258
III asynchronism.
259
ii.3 If only the number of compressions at the start of the batch h n is greater than or equal to threshold 260 ψ h arrange the n-th raw batch into the three-way array X 3 by class IV asynchronism.
261
ii.4 If the number of compressions h n and expansions v n are greater than or equal to their respective 262 thresholds, arrange the n-th raw batch into the data matrix X 4 by class III and IV asynchronisms. ii Synchronize the three-way batch data array X 2 using the DTW algorithm with the relaxed end point 3 This measure of statistical dispersion is used due to its robustness to outliers and extreme values. Even though κ is a heuristic value dependent on the distribution of the transitions, it is recommended that κ does not exceed 0.5. 
283
The procedure returns the three-way arrayX 3 containing the synchronized batch trajectories.
284
iv Synchronize the three-way batch data array X 4 using the DTW algorithm with the relaxed start and 285 end point constraint using those parameters estimated in the iterative synchronization. The procedure 286 returns a three-way arrayX 4 containing the synchronized batch trajectories.
287
At this point, it is worth emphasizing that the iterative synchronization/abnormalities detection proce-
288
dure is only performed when batch data are affected by class I and class II asynchronisms. In this case,
289
occurrences at unrelated times are caused by external and/or internal process factors that can be straight- the subsequent multivariate analysis.
296
After synchronizing batch data using Multisynchro, all the resulting submatrices need to be merged into 
302
The real-time application of the Multisynchro approach is straightforwardly done by using the RGTW to the measured activity), specific oxygen uptake rate and specific carbon dioxide evolution rate. The 316 original time of processing from simulation is also added to the batch data matrix. In order to make the 317 simulation realistic, gaussian noise of low magnitude in the initial conditions (10%) and measurements (5%) 318 are introduced. In addition, the intrinsic biological variability of a population of the microorganism is taken 319 into account in the simulation. As a result, batches with different duration and evolution pace are obtained.
320
At the end of the simulation, the three-way arrays X 1 (N 1 ×J ×K n1 ) and X 2 (N 2 ×J ×K n2 ) are returned,
321
where K n1 and K n2 are the different sampling points at which the measurement of J = 11 process variables 
325
The first data set is synchronized by using the DTW algorithm. For that, batch #12, the closest one 326 to the median length from the first data set with K ref = 209 sampling points, is selected as reference.
327
The process variables are equally weighted to get a non-optimized synchronization, where the key process Table 1 : Batch data composing the four data sets with different asynchronisms.
Asynchronism case Batch data Explanatory text
Random cut sampling point of batches: #184, #193, #183, #173, #168, #141, #156, #185, #192 and #184.
Random length of shift for batches: #2, #5, #7, #11, #13, #14, #22, #23, #28 and #37.
No data manipulation
Cut sampling point of each batch based on those set in case #1: #174, #171, #161, #158, #173, #128, #156, #169, #202 and #151
No data manipulatioñ synchronized batch data (see Table 1 ). The resulting asynchronous batches are depicted in the acetate (see case #2 in Table 1 ). Finally, these measurements are added to each process variable and the resulting point in the actual batch time is reconstructed by using the warping information (see case #3 in Table 1 ).
353
Afterwards, the N Figure 3 : Trajectories of the process variable acetate concentration corresponding to 40 NOC batches in four different scenarios of asynchronism: a) case #1: different batch duration produced by incomplete batch runs and key process events overlapping at the same sampling point across batches; b) case #2: different batch duration produced by a delay in measurements collection (shift) and their trajectory profiles show the same evolution pace over all batches; c) case #3: different batch duration produced by natural variability and incomplete batch runs, and key process events not overlapping at the same sampling point across batches; and d) case #4: equal batch duration and key process events not overlapping at the same sampling point in the last process stage across batches. The batch trajectories with different asynchronism patterns for each scenario are distinguished by black and grey lines.
Results
360
The objective of this section is to illustrate i) the performance of the novel Multisynchro approach for 361 batch synchronization in scenarios of multiple asynchronisms and ii) the effect of inappropriate synchroniza-362 tion on the batch trajectories.
363
Batches with four different types of asynchronism (see Table 1 ) are synchronized by using the Multisyn-364 chro approach. The high-level routine is executed for asynchronism detection. As a result of this step, a set 365 of 40 warping profiles for each scenario of asynchronism is derived (see Figure 4) . Looking at these profiles,
366
in which every action taken by the synchronization algorithm is fingerprinted, insight into the nature of 367 asynchronism present in batch data can be obtained. for batch synchronization, causing severe and undesirable changes in the profiles of the process variables.
383
To illustrate the effect of applying a general synchronization approach in these batches, the three-way batch 384 data array X c#3 is synchronized by using the DTW algorithm in a regular way. Also, the low-level routine replicated values of the last actual value) are introduced (see Figure 5 ). This is an artifact since the batches
396
were not actually finished and the remaining trajectory till completion is computed in an inappropriate way.
397
In addition, these inaccuracies are inherited in the synchronization of that stage. Note that when a batch is finished earlier than the historical batches, the addition of artifacts in data may be higher. This would cause 399 a possible change of the trajectory profile. In the batch data simulated, the largest cut was approximately 400 60 sampling points. As can be observed in Figure 5 , it produces changes in the shape of the profiles in the 401 second half of the batch runs and, consequently, in the normal process pace.
402
The higher the addition of artifacts, the higher the uncertainty inherited. This variability may severely do not show these horizontal transitions since no compression is carried out (not shown).
432
As was explained, there is a wrong conception about the importance of asynchronism. When some key 
450
In case #4, batch synchronization is seldomly applied because batches have already the same duration.
451
There is commercial software for batch process monitoring, e.g. SIMCA Release 13.0.3 [43] , that only demand are illustrated (see Figure 7) . As can be observed, the raw trajectories of the process variable specific oxygen 456 uptake rate (see Figure 7 (a)) and specific carbon dioxide evolution rate (see Figure 7 (c)) belonging to 10 457 out of the 40 raw batches (black lines) differ with those corresponding to the rest of batches (grey lines).
458
Mainly, these differences are shown at the last stage of the process, from the 120th sampling point onwards.
459
This reflects that the fermentation at the second half of the process took less time than in the rest of the (N 1 × J × K n1 ) three-way array containing the measurements of J process variables measured at K 1 different sampling points in N 1 batches with class I and/or II asynchronism. X 2 (N 2 × J × K n2 ) three-way array containing the measurements of J process variables measured at K 2 different sampling points in N 2 batches with class III asynchronism. X 3 (N 3 × J × K n3 ) three-way array containing the measurements of J process variables measured at K 3 different sampling points in N 3 batches with class IV asynchronism. X 4 (N 4 × J × K n4 ) three-way array containing the measurements of J process variables measured at K 4 different sampling points in N 4 batches with class III and IV asynchronism. 
