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ABSTRACT
Kinetic Ising models are powerful tools for studying the non-equilibrium dynamics of complex
discrete systems and analyzing their experimental recordings. However, the behaviour of the model
is in general not tractable for large networks; therefore, mean field theories are frequently used to
approximate its statistical properties. Many variants of the classical naive and TAP (i.e., second-order)
mean field approximations have been proposed, each of which makes unique assumptions about
time evolution of the system’s correlation structure. This disparity of methods makes it difficult
to systematically advance the mean field approach over previous contributions. Here, we propose
a unified framework for mean field theories of the dynamics of asymmetric kinetic Ising systems
based on information geometry. The framework is built on Plefka expansions of the model around
a simplified model obtained by an orthogonal projection to a sub-manifold of tractable probability
distributions. This approach not only unifies previous methods but allows us to define novel methods
that, in contrast with traditional mean-field approaches, preserve correlations of the system, both
in stationary and transient states. By comparing analytical approximations and exact numerical
simulations, we show that the proposed methods provide more accurate estimates for the evolution of
equal-time and delayed covariance structures than classical equations, and consequently outperform
previous mean field theories for solving the inverse Ising problem. In sum, our framework unifies and
extends current mean-field approximations of kinetic Ising model, constituting a powerful tool for
studying non-equilibrium dynamics of complex systems.
Introduction
Advances in high-throughput data acquisition technologies for very large complex systems are providing unprecedented
possibilities to uncover their complex, non-equilibrium dynamics. For example, optical recordings from genetically
modified neural populations make it possible to simultaneously monitor activities of the whole neural network of
behaving C. elegans [1] and zebrafish [2], as well as hundreds of thousands of neurons in the mouse visual cortex
[3]. Such networks of neurons generally exhibit out-of-equilibrium dynamics [4], in which temporal evolution of
the system is continuously driven by its past activities via recurrent connections, and inputs from the environment.
Furthermore, neural networks are often found to self-organize into the critical regime at which their fluctuations are
maximized [5, 6]. Evolution of such systems cannot be faithfully captured by methods that assume an asymptotic
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equilibrium state. Therefore, in general, there is a pressing demand for mathematical tools to study dynamics of
large-scale non-equilibrium complex systems and analyze large data sets recorded from them.
The kinetic Ising model is a prototypical model for studying non-equilibrium dynamics, with capabilities to exhibit
critical dynamics. In this discrete dynamical model, the probabilistic binary state of each element is determined by
weighted sum of the unit states at a previous time-step via a nonlinear activation function; a procedure that closely
resembles nonlinear neural dynamics. Studies on retinal and cortical neurons show that the models with such history
dependency capture more faithfully the neuronal dynamics than those without it [7, 8]. This kinetic Ising model is
a generalization of its equilibrium counterpart [9], displaying the same stationary state at equilibrium in the case of
symmetric connections and a sequential update rule [10]. With asymmetric connections and parallel updates, the kinetic
Ising model can exhibit transient or steady-state non-equilibrium dynamics.
Investigating the dynamics and behavior of statistical properties such as mean firing rate of neurons (mean magnetization
of spins) and correlations of the model given its parameters is known as the direct Ising problem. In contrast, inference
of the model parameters from data is called the inverse Ising problem [10]. In this respect, kinetic Ising models [11, 12]
and their equilibrium counterparts [13, 14, 15] have become popular tools for analyzing experimental recordings from
physical/biological systems. However in large networks, due to combinatorial explosion of possible patterns or a large
number of samples, exact analytical solutions of the direct and inverse problems often become computationally too
expensive. Therefore, approximate methods are necessary for analysing the behavior of large systems. In this endeavour,
mean field methods have emerged as powerful tools to track down the otherwise intractable statistical quantities.
A variety of mean field approximations have been proposed to study the Ising models [e.g. 16, 17], and some of them
have been also employed to solve the inverse Ising problem [e.g. 18, 19, 20, 21]. In the symmetric Ising models, mean
field approximations can be derived using the power series expansion of the free energy with respect to the spin coupling
strength as proposed by Plefka, which is now called Plefka expansions [22]. This expansion leads to derivation of the
naive mean field (nMF) and Thouless-Anderson-Palmer (TAP) mean field approximations. The Plefka expansion was
later formalized and clearly explained by Tanaka in the framework of information geometry [16, 23].
In asymmetric networks, however, the free energy is not directly defined and therefore it is not obvious how to apply the
Plefka expansions. Kappen and Spanjers [17] proposed an information geometric approach to mean field solutions of the
asymmetric Ising model with asynchronous dynamics. They showed that their approximation for an asymmetric model
in the stationary state is as accurate as the TAP approximation for symmetric models at equilibrium. More recently,
second order approximations (TAP equations) were derived for non-stationary states using a Legendre transformation
of the generating functional corresponding to the probability of the set of trajectories of the model [24]. Yet another
interesting mean field method approximates the local fields by the Gaussian distribution according to the central limit
theorem. In comparison to other approximations, this approach yields more accurate results for fully asymmetric kinetic
Ising models [25]. Other works have extended mean-field equations to provide expressions for the non-stationary
delayed correlations [20] assuming the presence of equal-time correlations at the previous step. This variety of methods
and assumptions makes it difficult to systematically advance the mean field approach over previous contributions.
Here, we propose a unified approach to define a family of mean field approximations of the Ising model. While our
method is applicable to symmetric and equilibrium models, we focus on asymmetric kinetic Ising models. Our approach
is defined as a family of the Plefka expansions in an information geometric space. This approach allows us to unify and
relate existing mean field methods, and provide more accurate expressions for other variables of the models such as
correlations of the system. Furthermore, our approach can also be extended beyond the classical mean field assumptions
and can propose novel approximations. Here, we introduce pairwise approximations that better capture the correlations
between elements of a system, and demonstrate that these approximations outperform in the direct and inverse Ising
problem.
Kinetic Ising model and its statistical properties
The kinetic Ising model is the least structured statistical model containing delayed pairwise interactions between
its binary components [i.e., a maximum caliber model, 26]. The system consists of N interacting binary variables
(Ising spins) si,t ∈ {−1,+1}, i = 1, 2, .., N , evolving in discrete time steps t with parallel dynamics. Given the
configuration of spins at t− 1, st−1 = {s1,t−1, s2,t−1, . . . , sN,t−1}, spins si,t at time t are conditionally independent
random variables:
P (si,t | st−1) = e
si,thi,t
2 coshhi,t
, (1)
hi,t = Hi +
∑
j
Jijsj,t−1. (2)
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Parameters H = {Hi} and J = {Jij} represent the local external fields at each spin and the couplings between pairs of
spins respectively. Given the probability mass function of the previous state P (st−1), the distribution of the current
state is:
P (st) =
∑
st−1
P (st|st−1)P (st−1) . (3)
Thus, the marginal distribution P (st) is no longer an independent model (except at J = 0) but has a complex statistical
structure, generally containing higher-order spin interactions. Note that we can apply this equation recursively and, e.g.,
decompose P (st−1) in terms of st−2.
In this article, we use variants of the Plefka expansion to calculate the following statistical properties of the system,
namely the average activation rates mt, correlation between pairs of units (covariance function) Ct, and delayed
correlations Dt:
mi,t =
∑
st
si,tP (st), (4)
Cik,t =
∑
st
[si,t −mi,t][sk,t −mk,t]P (st), (5)
Dil,t =
∑
st,st−1
[si,t −mi,t][sl,t−1 −ml,t−1]P (st, st−1). (6)
Note that mt and Dt are used in solving the inverse Ising problem (see Materials and Methods).
Approximation by the Plefka expansion
Using the language of information geometry, we introduce our method for mean field approximations. Let Pt =
{P (st|H,J)} be the manifold of all the probability distributions at time t that can be obtained from Eq. 3. The manifold
Pt can generally contain sub-manifolds Qt = {Q(st|Θt)} of probability distributions with analytically tractable
statistical properties, where Θt is the vector of parameters that are describing the probability functions on Qt (See
Fig. 1).
As an example of classical mean field approximations, we may use the manifold of independent models as Qt:
Q (st) =
r∏
i=1
esi,tΘi,t
2 cosh Θi,t
. (7)
For any point P (st,H,J) of the manifold Pt, we can find the closest point Q(st|Θ∗t ) by an orthogonal projection toQt. As in the approaches presented for a stationary equilibrium [16, 23] and non-equilibrium [17] Ising models, this
orthogonal projection results in the minimum Kullback-Leibler (KL) divergence between the marginal distribution
P (st) (from Eq. 3) and Q(st):
D(P ||Q) =
∑
st
P (st) log
P (st)
Q(st)
. (8)
The mean field approximation that minimizes the KL divergence between P (st) and Q(st) is the one that satisfies
∂D(P ||Q)
∂Θi,t
=−
∑
st
si,tP (st) + tanh Θ
∗
i,t
=mQ
∗
i,t −mPi,t = 0, (9)
where mPi,t and m
Q∗
i,t are respectively expectation values of si,t by P (st) and Q(st|Θ∗). In the rest of this paper we
drop the superscripts for simplicity: mPi,t = mi,t. Note that mi,t = tanh Θ
∗
i,t. Eq. 9 states that the closest factorized
model has its first moments equal to the first moments of the target distribution P (st). This is in agreement with
the fact that the first order expectation values (mt) are kept constant in the orthogonal projection to the manifold Qt
of independent models. The geodesic connecting the points P (st) and Q(st) under this constraint is known as the
m-geodesic, A(m) in Fig. 1.
Computation of expectation values for P (st) is analytically intractable for large networks due to the combinatorial
explosion when computing the marginal distribution in Eq. 3. To reduce this computational cost, we approximate
3
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Qt
Q(st)
P(st)
A(mt) PtPα(st)
α=0
α=1
Figure 1: A geometric view of the approximations based on Plefka expansions. Pt is the set of possible asymmetric
kinetic Ising models at time t. Qt is the set of independent distributions. A(mt) is the probability distributions with
mean values mt that includes P (st) and Q(st). The Plefka expansions are defined by expanding the α-dependent
distribution Pα(st) that satisfies Pα=0(st) = Q(st) and Pα=1(st) = P (st).
the marginal probability distribution (Eq. 3) by computing its Taylor expansion around the point specified by Θ∗t on
the manifold Qt. This expansion will be defined using a new conditional distribution introducing a parameter α that
connects the manifold Q(st|Θ∗) with the original distribution P (st):
Pα(si,t|st−1) = e
si,thi,t(α)
2 coshhi,t(α)
, (10)
where
hi,t(α) = (1− α)Θi,t + α(Hi +
∑
j
Jijsj,t−1).
When α = 0, Pα=0(st|st−1) = Q(st), and α = 1 leads to Pα=1(st|st−1) = P (st|st−1). Using this alternative
conditional distribution Pα(si,t|st−1), we construct an approximate marginal distribution for the Plefka expansion (see
Fig. 1).
In this example, we used the distribution P (st) marginalized at previous time step for defining the manifold P and a
manifold of independent distributionsQ. As we will show in the next sections, different approximations of the marginal
distribution in Eq. 3 can be constructed by replacing P (si,τ |sτ−1) with Pα(si,τ |sτ−1) at specific values of τ (here we
will explore the cases of τ = t and τ = t− 1). More generally, we show in SI.1 that the approach can be extended to a
marginal path of arbitrary length k + 1, P (st−k, . . . , st). In addition, the reference distributions Q(st−k, . . . , st) are
not restricted to independent distributions, rather we may use the model with arbitrary pairwise couplings between
elements (see also [27]). By systematically defining these marginal distributions, we will provide a unified approach to
derive Plefka approximations of mt, Ct and Dt.
Plefka[t− 1, t]: Expansion around independent models at times t− 1 and t
Here, as an explanatory example, we derive the known results of the standard naive mean field (nMF) and Thouless-
Anderson-Palmer (TAP) approximations for the kinetic Ising model [17, 24]. In order to derive these classical mean-field
equations, we make a Plefka expansion around the points Θ∗t and Θ
∗
t−1 that are respectively obtained by orthogonal
projection to the independent manifolds Qt and Qt−1, computed as in Eq. 91. In this way, we derive the nMF and TAP
equations of a model defined by a marginal probability distribution P [t−1:t]α . Using Eqs. (3) and (10), we write
P [t−1:t]α (st) =
∑
st−1
st−2
Pα(st|st−1)Pα(st−1|st−2)P (st−2). (11)
Where P [t−1:t]α=0 (st) = Q(st) and the original distribution is recovered for P
[t−1:t]
α=1 (st) = P (st). Consequently, all
expectation values with respect to P [t−1:t]α (st) are functions of α. We thus write then the statistical moments of the
system as mt(α), Ct(α) and Dt(α).
1Assuming an approximation where previous (e.g. t− 2, t− 3, . . . ) are also independent yields the exactly same result. See
details of calculations in SI.2.
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The Plefka expansion is defined as the Taylor series expansion of these functions around α = 0. In the case of the mean
activation rate, the expansion up to the nth-order leads to:
mt(α) = mt(α = 0) +
n∑
k=1
αk
k!
∂kmt(α = 0)
∂αk
+O(α(n+1)), (12)
where O(α(n+1)) stands for the residual error of the approximation of order n + 1 and higher. For the n-order
approximation, we neglect the residual terms as O(α(n+1))∣∣
α=1
≈ 0. Note that all coefficients of expansion are
functions of Θt. The mean field approximation is computed by setting α = 1 and finding the values of Θ∗t that
satisfies Eq. 12. Note that since the original marginal distribution is recovered at α = 1, the equality of Eq. 9 holds:
mt(α = 1) = mt(α = 0). This leads to:
n∑
k=1
1
k!
∂kmt(α = 0)
∂αk
= 0, (13)
which should be solved with respect to the parameters Θt. For the first order approximation we have
∂mi,t(α = 0)
∂α
=(1−m2i,t)(−Θi,t +Hi +
∑
j
Jijmj,t−1). (14)
By solving ∂mi,t(α=0)∂α = 0, we find Θ
∗
i,t = Hi +
∑
j Jijmj,t−1 that leads to the naive mean-field approximation:
mi,t ≈ tanh[Hi +
∑
j
Jijmj,t−1]. (15)
Moreover we can apply the same expansion to approximate the correlations Ct(α) and Dt(α). Here, the approximations
are obtained by expanding Cik,t(α) and Dil,t(α) around α = 0 up to the first order using Θi,t = Θ∗i,t. Then we obtain
Cik,t ≈0, i 6= k (16)
Dil,t ≈Jil(1−m2i,t)(1−m2l,t−1). (17)
Detailed calculations are presented in SI.2. Note that the delayed correlations are important in solving the inverse Ising
problem for network reconstruction [20].
To obtain the second order approximation, we need to solve ∂mi(α=0)∂α +
1
2
∂2mi(α=0)
∂α2 = 0 from Eq. 13. Here the second
order derivative is given as
∂2mi,t(α = 0)
∂α2
= −2mi,t(1−m2i,t){(−Θi,t +Hi +
∑
j
Jijmj,t−1)2 +
∑
j
J2ij(1−m2j,t−1)}
≈ −2mi,t(1−m2i,t) +
∑
j
J2ij(1−m2j,t−1) (18)
To obtain the last approximation, we dropped the square term as this is smaller compared to the first order term (Eq. 14),
given that the solution is close to the previous naive mean field solution, Eq. 15 (See SI.2 for further explanations).
From these equations, we find Θ∗i,t ≈ Hi +
∑
j Jijmj,t−1 −mi,t
∑
j J
2
ij(1−m2j,t−1) that leads to the TAP equation:
mi,t ≈ tanh[Hi +
∑
j
Jijmj,t−1 −mi,t
∑
j
J2ij(1−m2j,t−1)]. (19)
Having Θ∗i,t, we can similarly incorporate the TAP approximations of the correlations by expanding Cik,t and Dil,t as:
Cik,t ≈(1−m2i,t)(1−m2k,t)
∑
j
JijJkj(1−m2j,t−1), i 6= k (20)
Dil,t ≈Jil(1−m2i,t)(1−m2l,t−1)(1 + 2Jilmi,tml,t−1). (21)
Derivations of these results are given in SI.2.
In this approximation, mean field equations for the activity rate mt (Eqs. 15 and 19) correspond to the classical nMF
and TAP equations of the kinetic Ising model [17, 24]. Mean field equations for the equal-time and delayed correlations
(Eqs. 16, 17 and 20, 21) are novel contributions from applying the Plefka expansion to computing correlations of the
system. We note that, using the above equations, we can compute the approximate statistical properties of the system at
t, (mt,Ct,Dt) from mt−1. Therefore, the system evolution is described by recursively computing mt from an initial
state m0 (for both transient and stationary dynamics), although approximation errors accumulate over the iterations.
After we introduce the unified view on the mean field approximations in the next section, we will numerically examine
approximation errors of these various methods in predicting statistical structure of the system at distant future.
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si,t
st-1st-2
si,t
st-1st-2
A Original model B Plefka[t-1,t]
si,t
st-1st-2
si,t
st-1st-2
C Plefka[t] D Plefka[t-1]
st-1st-2
E Plefka[Ct]
si,t
sk,t
si,t
st-1st-2
F Plefka[Dt]
sl,t-1
Figure 2: Original model P and the family of generalized Plefka expansions. Grey lines represent connections that are
removed in the approximated model to perform the Plefka expansions, solid black lines are conserved in the model and
dashed lines represent connections that are created in the model. Plefka[t− 1, t] retrieves the classical nMF and TAP
equations [17, 24]. Plefka[t] results in a novel method incorporating some expressions similar to [20]. Plefka[t− 1] in
its first approximation reproduces and extends the results in [25]. Plefka[Ct] and Plefka[Dt] represent novel pairwise
approximations for estimating correlations more accurately.
Generalization of mean-field approximations
In the previous section, we described a Plefka approximation that uses a model containing independent units at time
t− 1 and t to construct a marginal probability distribution P [t−1:t]α (st). This is, however, not the only possible choice
of approximation. As we mentioned above, other approximations have been introduced in the literature. In [24] an
expression is obtained for the non-stationary state, and in [20] expressions are provided for the non-stationary delayed
correlations Dt as a function of Ct−1. In [25], more precise approximation is obtained by assuming that the units at
state st−1 are independent while correlations at st are conserved.
In this section, we show that various approximation methods, including those mentioned above, can be unified as
Plefka expansions. Each method of the approximation corresponds to a specific choice of the sub-manifold Qt at each
time step. Fig. 2 shows the corresponding sub-manifolds Q of different possible approximations (including the ones
described above), where grey lines represent interactions that are affected by α in the Plefka expansion. The mean-field
approximations in the previous section were obtained by using the model represented in Fig. 2B, where the couplings
at time t − 1 and t are affected by α. Below, we present systematic applications of the Plefka expansions around
other possible reference models in order to approximate the original distribution (Fig. 2C-F). By doing so, we not only
unify the previously reported mean field approximations but also provide novel solutions that can provide more precise
approximations than known methods.
Plefka[t]: Expansion around an independent model at time t
For the P [t−1:t]α approximation, explained above, the system becomes independent for α = 0 at t as well as t − 1.
This leads to approximations of mt,Ct,Dt being specified by mt−1, while being independent of Ct−1 and Dt−1. In
[20], the authors describe a mean field approximation by performing new expansion over the classical nMF and TAP
6
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equations that takes into account previous correlations Ct−1. Here, our framework allows us to obtain similar results by
considering only a Plefka expansion over the sub-manifold Qt of Pt while assuming that we know the properties of
P (st−1) (Fig. 2C). Therefore, we denote this approximation as P
[t]
α and consider
P [t]α (st) =
∑
st−1
Pα(st|st−1)P (st−1), (22)
In SI.3 we derive the equations for this approximation. For the first order approximation:
mi,t ≈ tanh[Hi +
∑
j
Jijmj,t−1], (23)
Cik,t ≈0, i 6= k (24)
Dil,t ≈(1−m2i,t)
∑
j
JijCjl,t−1. (25)
Note that Eqs. 23 and 24 are the same as the nMF Plefka[t− 1, t] equations. Eq. 25 includes Ct−1, being exactly the
same result obtained in [20, Eq. 4]. The second order approximations leads to:
mi,t ≈ tanh[Hi +
∑
j
Jijmj,t−1 −mi,t
∑
jl
JijJilCjl,t−1], (26)
Cik,t ≈(1−m2i,t)(1−m2k,t)
∑
h
JijJklCjl,t−1, i 6= k (27)
Dil,t ≈(1−m2i,t){
∑
j
JijCjl,t−1 − 2mi,t
∑
jk
JijJikCjkl,t−1}
≈(1−m2i,t)
∑
j
JijCjl,t−1{1− 2mi,t(Jijmj,t−1 + 2Jilml,t−1)}. (28)
In all update rules, the role of Ct−1 is observed. It is also easy to verify that if we use the covariance matrix of the
independent model at t − 1 we can recover the results of P [t−1:t]α presented in previous section. In contrast with
[20], we obtain approximations that depend on previous correlations by a single expansion (instead of two subsequent
expansions), and provide a novel method with equations for computing also equal-time correlations.
Plefka[t− 1]: Expansion around an independent model at time t− 1
In [25], a mean field method is proposed by approximating the effective field ht as the sum of a large number of
independent spins following a Gaussian distribution, yielding exact results for fully asymmetric networks in the
thermodynamic limit. In our framework, we describe this approximation as an expansion from the submanifold Qt−1
of Pt−1, using a model where only st−1 are independent (Fig. 2.D). In this case (see SI.4), the effective field ht at the
submanifold is a sum of independent terms, which for large N yields a Gaussian distribution. Defining
P [t−1]α (st, st−1) =
∑
st−2
P (st|st−1)Pα(st−1|st−2)P (st−2), (29)
See that now the expansion is defined for the marginal distribution of the path {st−1, st} (see SI.1). The first order
equations for this method are
mi,t ≈
∫
Dx tanh[Hi +
∑
j
Jijmj,t−1 + x
√
∆i,t], (30)
Cik,t ≈
∫
DxDye
ρikxy√
1− ρ2ik
tanh[Hi +
∑
j
Jijmj,t−1 + x
√
∆i,t]
· tanh[Hk +
∑
l
Jklml,t−1 + y
√
∆j,t], i 6= k, (31)
Dil,t ≈
∑
j
JijCjl,t−1
∫
Dx
(
1− tanh2[Hi +
∑
j
Jijmj,t−1 + x
√
∆i,t]
)
. (32)
Here we use Dx = dxe
− 1
2
x2
√
2pi
, ∆i,t =
∑
j J
2
ij(1 − m2j,t−1) and ρxy =
∑
j JijJkj(1 − m2j,t−1)/
√
∆i,t∆j,t. These
results are exactly the same as those presented in [25], adding an expression for Ct. For this approximation, we do not
consider the second order equations since they are computationally much more expensive than other approximations.
7
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Plefka[Ct]: Expansion around an equal-time pairwise model
Considering the fact that different choices of the sub-manifold Qt leads to different approximations of the marginal
probability P (st), we introduce a Plefka expansion considering the sub-manifold of correlated pairwise models at time
t. First we consider the sub-manifold of the equal-time pairwise models to approximate the equal-time correlations
(Fig. 2.E). We will also consider the sub-manifold of the time-delayed pairwise models in the next subsection for
approximating delayed correlations (Fig. 2.F). As we will see, in some cases a pairwise Plefka expansion can lead to a
more accurate approximation of the correlations. From Eq.3, the marginal joint probability of two spins is
P (si,t, sj,t) =
∑
st−1
P (si,t|st−1)P (sk,t|st−1)P (st−1). (33)
We approximate it by considering a sub-manifold Qt = {Q(si,t, sk,t|Θi,t,Θk,t,Λik,t)} of pairwise distributions:
Q(si,t, sk,t) =
esi,tΘi,t+sk,tΘk,t+si,tsk,tΛik,t
Z
, (34)
where Θi,t,Λik,t are parameters of Q and Z is a normalization term. As in Eqs. 8,9, the orthogonal projection to Qt
leads to:
∂D(P ||Q)
∂Θi,t
=mQ
∗
i,t −mPi,t = 0, (35)
∂D(P ||Q)
∂Λik,t
=〈si,tsk,t〉Q∗ − 〈si,tsk,t〉P = 0. (36)
Given this, we consider a model Pα(si,t, sk,t|st−1) connecting P (si,t, sk,t) and Q(si,t, sk,t) defined as:
Pα(si,t, sk,t|st−1) =e
si,thi,t(α)+sk,thk,t(α)+(1−α)Λik,tsi,tsk,t
Zα,st−1
. (37)
and the normalization term Zα,st−1 is also a function of α. As in the above models our goal is to find the first and
second order approximations for the statistical properties of the system. It is straightforward to provide approximations
of the equal-time correlations. This can be done by approximating the parameters Θi,t,Θk,t,Λik,t under the constraints
of Eqs. 35, 36. Details of calculations are presented in SI.5. The first order approximation yields Λ∗ik,t ≈ 0 and
Θ∗i,t ≈ Hi +
∑
j Jijmj,t−1 as in the first order approximations by Plefka[t] and Plefka[t− 1, t] (see SI.5). The second
order approximation leads to
Θ∗i,t ≈Hi +
∑
j
Jijmj,t−1 −mi,t
∑
jl
JijJilCjl,t−1 −mk,t
∑
jl
JijJklCjl,t−1, (38)
Λ∗ik,t ≈
∑
jl
JijJklCjl,t−1. (39)
Having these parameters, we calculate the second order approximation of Ct as
Cik,t ≈
∑
si,t,sk,t
(si,t −mi,t)(sk,t −mk,t)Q(si,t, sk,t), (40)
where mi,t =
∑
si,t,sk,t
si,tQ(si,t, sk,t).
Plefka[Dt]: Expansion around a delayed pairwise model
Here, we provide a novel Plefka expansion to approximate the delayed correlations more accurately. We consider the
joint pairwise probability of spins si,t and sl,t−1
P (si,t, sl,t−1) =
∑
{sj,t−1}j 6=l
st−1
P (si,t|st−1)P (st−1|st−2)P (st−2). (41)
We also consider the pairwise manifold
Q(si,t, sl,t−1) =Q(si,t|sl,t−1)Q(sl,t−1)
=
esi,t(Θi,t+∆il,tsl,t−1)
2 cosh(Θi,t + ∆il,tsl,t−1)
esl,t−1Θl,t−1
2 cosh Θl,t−1
. (42)
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defined by parameters Θi,t,∆il,t. Orthogonal projection to Qt is equivalent to minimizing the KL divergence D(P ||Q)
with respect to the parameters:
∂D(P ||Q)
∂Θi,t
=mqi,t −mi,t = 0, (43)
∂D(P ||Q)
∂Θl,t−1
=mql,t−1 −ml,t−1 = 0, (44)
∂D(P ||Q)
∂∆il,t
=〈si,tsl,t−1〉q − 〈si,tsl,t−1〉p = 0. (45)
As in the previous approximations P (si,t, sl,t−1) is connected to Q(si,t, sl,t−1) through an α-dependent probability
Pα(si,t, sl,t−1) =
∑
{sj,t−1}j 6=l
st−2
Pα(si,t|st−1)Pα(sl,t−1|st−2)P ({sj,t−1}j 6=l|st−2)P (st−2) (46)
where the conditional probabilities are:
Pα(si,t|st−1) = e
si,thi,t(α)+(1−α)(Θi,t+∆il,tsl,t−1)
2 coshhi,t(α)
, (47)
Pα(sl,t−1|st−2) = e
sl,t−1hl,t−1(α)
2 coshhl,t−1(α)
, (48)
Similar to the above, we can calculate the equations for the first and second order approximations (see SI.5). Here, we
focus on the second order approximations, which are more accurate than the first orders, where the parameters Θ∗i,t,
Θ∗l,t−1 and ∆
∗
il,t are approximated as:
Θ
∗(sl,t−1)
i,t ≈Hi +
∑
l 6=j
Jilml,t−1 −ml,t−1
∑
j 6=l,n
JijJlnDjn,t−1
− tanh
[
Θ
∗(sl,t−1)
i,t + ∆
∗
il,tsl,t−1
] ∑
ln6=j
JilJinCln,t−1 (49)
Θ∗l,t−1 ≈Hl +
∑
n
Jlnmn,t−2 −ml,t−1
∑
mn
JlmJlnCmn,t−2 (50)
∆∗il,t ≈Jil +
∑
j 6=l,n
JijJlnDjn,t−1 (51)
Note that Θi,t depends on the previous state sl,t−1. Approximated delayed correlations are now calculated as:
Dil,t ≈
∑
sl,t−1
(tanh[Θ
∗(sl,t−1)
i,t + ∆
∗
il,tsl,t−1]−mi,t)(sl,t−1 −ml,t−1)Q(sl,t−1). (52)
where mi,t =
∑
sl,t−1 tanh[Θ
∗(sl,t−1)
i,t + ∆
∗
il,tsl,t−1]Q(sl,t−1) and ml,t−1 = tanh Θ
∗
l,t−1 Here, for this approximation
we need to know Ct−1 and Ct−2. Therefore, it has to be performed in combination with an approximation of the
equal-time correlations. In this respect, Plefka[t], Plefka[Ct] and Plefka[Dt] can compatibly approximate the temporal
evolution of mt, Ct and Dt. We will label this combined approximation as Plefka[Ct,Dt].
Comparison of the different approximations
In order to compare the family of Plefka approximation methods described here, we test their performance in the direct
and inverse Ising problems. More specifically, we compare the second order approximation of Plefka[t− 1, t], Plefka[t],
the first order approximation of Plefka[t− 1], and the combination of pairwise approximation, Plefka[Ct,Dt]. We
set the parameters of an Ising model as those of the asymmetric version of the kinetic Sherrington-Kirkpatrick model
around a ferromagnetic phase transition. Bias terms (external fields) Hi are sampled from an independent uniform
distribution U(−βH0, βH0), H0 = 0.5, whereas coupling terms Jij are sampled from an independent Gaussian
distribution N (β J0N , β2 J
2
σ
N ), J0 = 1, Jσ = 0.1, where β is a scaling parameter (i.e., an inverse temperature).
Generally, mean field methods are suited to approximate properties of systems with small fluctuations. However, there
is evidence that many biological systems operate in the highly fluctuating regimes [6, 5]. In order to examine different
9
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Figure 3: Direct Ising problem. Top: Evolution of Ising model average magnetizations (A), correlations (B) and
couplings (C) found by different mean field models for β = βc. Middle: Comparison of the of Ising model magneti-
zations (D), correlations (E) and couplings (F) found by different mean field models (ordinate) with the true values
(abscissa) for β = βc and t = 128. Bottom: Average squared error of the magnetizations mt = 〈〈(mri,t −mmi,t)2〉i〉t
(G), equal-time correlations Ct = 〈〈(Crik,t − Cmik,t)2〉ik〉t (H) and delayed correlations Dt = 〈〈(Drik,t −Dmik,t)2〉il〉t
(I) for 11 values of β in the range [0.7βc, 1.3βc].
approximations in such a biologically plausible yet challenging situation, we select the model parameters around a
point displaying large fluctuations. To find such conditions, we employed the replica method used in the analysis of the
symmetric Sherrington-Kirkpatrick model (SI.6.A). We find that (assuming replica symmetry) the stationary solution of
the asymmetric model has the same form as its symmetric counterpart [see also 28]. This solution displays an analogue
of a critical point for a ferromagnetic phase transition, which takes place at βc ≈ 1.1123 in thermodynamic limit (see
SI.6.B, Fig. S1). Note that the uniformly distributed bias terms H shifts the transition point from β = 1 obtained at
H = 0 (leading to the non-trivial, non-zero behaviour of the spin-glass order parameter in a high-temperature region,
see SI.6.B, Fig. S1 B,D). By simulation of the finite size systems, we confirmed that the maximum fluctuations in the
model are found near the theoretical βc, which shows maximal covarinace values (see SI.6.B, Fig. S2).
Direct Ising problem
We examine the performance of different Plefka expansions in predicting the evolution of an asymmetric Sherrington-
Kirkpatrick model of size N = 512 with random H and J. To study the non-stationary transient dynamics of the model,
we start from s0 = 1 (all elements set to 1 at t = 0), and recursively update its state until t = 128. We repeated this
stochastic simulation for R = 105 times (trials). Using the R samples, we computed statistical properties of the system
at each time step t, namely mt, Ct, and Dt. We then computed their averages over the system units, i.e., 〈mi,t〉i,
〈Cik,t〉ik and 〈Dil,t〉il, where the angle bracket denotes average over indices of its subscript.
The black solid lines in Fig. 3A,B,C display non-stationary dynamics of these averaged statistics from t = 0 to 128,
simulated by the original model. In comparison, lines with markers display these statistics predicted by the family
of Plefka approximations that are recursively computed using the obtained equations, starting from the initial state
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m0 = 1, C0 = 0 and D0 = 0. We observe that the recursive application of all the approximation methods provide
good predictions for the transient dynamics of the mean activation rates mt until its convergence (Fig. 3A), although
the predictions using Plefka[t] and the proposed Plefka[Ct,Dt] approximations are closer to the true dynamics than the
others. Evolution of the mean equal-time correlations Ct are not precisely captured by any method, but deviations of
the trajectories at the initial transient period are minimized by Plefka[t− 1] and Plefka[Ct,Dt]. Importantly, temporal
evolution of the mean delayed correlations Dt is precisely predicted only by our Plefka[Ct,Dt] method. Remember
that, for pairwise approximations, mt,Ct and Dt are computed using a combination of Plefka[t], Plefka[Ct] and
Plefka[Dt], respectively.
Performance of the methods in predicting individual activation rates and correlations are displayed in Fig. 3D, E, F
by comparing vectors mt, Ct and Dt at the last time step (t = 128) of the original model and those of the Plefka
approximations. For activation rates mt, the proposed Plefka[Ct,Dt] and Plefka[t] perform slightly better than the
others (Fig. 3D) (see also Fig. 3G). The equal-time correlations Ct are overestimated by Plefka[t] and Plefka[Ct,Dt]
while being underestimated moderately by Plefka[t− 1] and significantly by Plefka[t− 1, t] (Fig. 3E). In Fig. 3F, we
confirm that Plefka[Ct,Dt] performs the best in predicting individual delayed correlations among others.
The above results are obtained for β = βc, the most challenging point for mean field approximations. In order to further
show that our novel approximations systematically outperform the others in a wider parameter range, we repeated
the analysis for different inverse temperatures β (the same random configuration is applied for all β). Fig. 3G,H,U
respectively show the averaged squared errors of the activation rates mt , equal-time correlations Ct and delayed
correlations Dt between the original model and approximations, averaged over units and time for different values
of β in the range [0.7βc, 1.3βc]. Fig. 3G,H show that Plefka[Ct,Dt] and Plefka[t] behave similarly in estimating
magnetizations and equal-time correlations, systematically outperforming the classical Plefka[t− 1, t]. Errors of these
three approximations are reduced when the system is away from βc while Plefka[t−1] are not. Note that Plefka[Ct,Dt]
and Plefka[t] perform better than Plefka[t− 1] if the system is away from βc. More importantly, Fig. 3I for delayed
correlations Dt shows that the proposed Plefka[Ct,Dt] outperforms Plefka[t], presenting low error values even around
βc. In summary, results show that Plefka[Ct,Dt] estimates mt and Ct as good as Plefka[t], while outperforming
Plefka[t− 1, t] and Plefka[t− 1]. Moreover, Plefka[Ct,Dt] beats Plefka[t] in estimating Dt.
Inverse Ising problem
We apply the approximation methods to the inverse Ising problem by using the data generated above for the trajectory
t = 1, . . . , 128 to infer the parameters of the model, H and J. The model parameters are estimated by the Boltzmann
learning method under the maximum likelihood principle: H and J are updated to minimize the differences between
the average rates mt or delayed correlations Dt of the original data and the model approximations (see Materials and
Methods). At β = βc, we observe that the classical Plefka[t − 1, t] approximation adds significant offset values to
the fields and couplings H and J (Fig. 4A,B). Interestingly, the external fields are well predicted by Plefka[t] and
Plefka[Ct,Dt] while the former’s performance in prediction of the couplings is not comparable to the very good
performance of the latter.
Fig. 4C,D show the mean squared error H, J for bias terms and couplings between the original model and the inferred
values for different values of β. In this case, errors are large in the estimation of J for Plefka[t] and Plefka[t− 1], since
the approximated expressions does not allow the gradient ascent algorithm to converge correctly. For Plefka[t− 1, t]
the method presents large errors in the estimation of H while estimation error of J is smaller than Plefka[t] and
Plefka[t− 1]. However, accuracy of the estimation decreases at the critical point. In comparison, Plefka[Ct,Dt] works
remarkably well even in the critical case, as expected from its better estimation of delayed correlations.
Discussion
Based on information geometry, we proposed a framework that unifies different mean-field approximations for the
evolving statistical properties of the non-equilibrium Ising networks. Each approximation is premised on specific
assumptions about the correlation structure of the system. Furthermore, our framework allowed us to develop
new approximations (Plefka[Ct] and Plefka[Dt]) using atypical assumptions for mean field methods, such as the
maintenance of equal-time and delayed correlations in the system. These pairwise approximations outperform existing
ones in solving the direct and inverse Ising problems in an asymmetric Sherrington-Kirkpatrick model.
The suggested unified framework offers data analysis tools in diverse data-driven research fields. In neuroscience,
the inverse Ising techniques have been popular tools to study joint activities of neurons. These studies fit equilibrium
Ising models with homogeneous (fixed) parameters [13] or inhomogeneous (time-dependent) parameters [29, 15] to
empirical data, and extended analyses reported that neurons operate near a critical regime [6, 5]. However, analyses on
aspects of non-equilibrium dynamics for neural spike trains are scarce [7, 8] (see also [30] for a review). This is partly
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Figure 4: Inverse Ising problem. Top: Inferred external fields (A) and couplings (B) found by different mean
field models plotted versus the real ones for β = βc. Bottom: Average square error of Inferred external fields
H = 〈(Hri −Hmi )2〉i (D) and couplings J = 〈(Jrij − Jmij )2〉ij (E) for 11 values of β in the range [0.7βc, 1.3βc].
due to the lack of systematic methods for analysing large-scale non-equilibrium data recorded from neurons exhibiting
large fluctuations. The proposed pairwise models (Plefka[Ct] and Plefka[Dt]) are suitable for analyzing such network
activities because they are more accurate than the other methods in inferring the model parameters at the maximally
fluctuating regime (Fig. 4C,D), generated near the ferromagnetic phase transition point predicted by replica theory (see
SI.6, Fig. S1, S2).
The current form of the non-equilibrium kinetic Ising model aims to describe binary activities only from their own
past states. Since measured elements are often embedded in a larger network, one of the important questions is to
ask if such a model that neglects inputs from unobserved elements can explain the observed dynamics [31, 32]. Such
considerations are inevitable when we model stimulus-evoked activities of neurons, where the stimulus-effect is dictated
by changes of the model parameters. Sudden stimulus-dependent change in the model parameters results in transient
non-equilibrium network activities in the kinetic Ising systems. Simulation results (Fig. 3 and 4) demonstrated that the
mean field approximations successfully predicted the transient dynamics and inferred the system from the transient
data. Alternatively, however, similar transient activities may be caused by gradual increase of inputs from unobserved
neurons, which can be described by smooth changes of the parameters without causal interactions among the observed
neurons [29, 15]. Identifying these two distinct scenarios allows us to tell if the temporal integration is happening
internally in the observed cortical microcircuit, or it already exists in the input dynamics. Quantification of the origin of
temporal integration using large-scale data should tell us how the slower dynamics hierarchically emerges from sensory
to prefrontal cortices [33].
More generally, the fluctuation theorem on irreversible non-equilibrium dynamics [34, 35] dictates precise relations
on probabilities for the forward and backward processes, and reveals that ensemble average of entropy production is
bounded to be non-negative (i.e., the second-law of thermodynamics). This bound for systems with feedback control or
causal networks can be tightened by mutual information and/or transfer entropy [36, 37]. Thus, applied to analysis of
entropy production, the mean field analysis of large-scale kinetic Ising systems could offer the possibility to estimate
the bound for information that the nonlinear systems exchange with external environments (see [38, 39] for estimation
of entropy production rate in small nonlinear systems).
Materials and methods
Boltzmann learning in the inverse Ising problem
Let Srt for t = 1, . . . , T be observed states of a process described by Eq. 1 at the r-th trial (r = 1, . . . , R). We also
define S1:T to represent the processes from all trials. The inverse Ising problem consists in inferring the external fields
H and couplings J of the system. These parameters can be estimated by maximizing the log-likelihood l(S1:T ) of the
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observed states under the model:
l(S1:T ) = log
T∏
t=1
R∏
r=1
P (Srt |Srt−1)
=
∑
t
∑
r
∑
i
(
Sri,th
r
i,t − log 2 coshhri,t
)
(53)
with hri,t = Hi +
∑
j JijS
r
j,t−1. The learning steps are obtained as:
∂l(S1:T )
∂Hi
=R
∑
t
(〈Sri,t〉r − 〈tanhhri,t〉r), (54)
∂l(S1:T )
∂Jil
=R
∑
t
(〈Sri,tSrl,t−1〉r − 〈tanhhri,tSrl,t−1〉r), (55)
where 〈·〉r denotes the trial average. We solve the inverse Ising problem by applying these equations as a gradient ascent
rule adjusting H and J. The second terms of Eqs. 54, 55 need to be computed at every iteration. Their computational
cost grows linearly with N × R. Still, the use of mean field approximations can reduce significantly the cost since
generally a very large number of samples R is needed for correctly estimating rates and correlations in large networks
[20]. Here the second terms are given as
〈tanhhri,t〉r =〈
∑
st
si,tP (st|Srt−1)〉r ≈ mi,t, (56)
〈tanhhri,tSrl,t−1〉r =〈
∑
st
si,tS
r
l,t−1P (st|Srt−1)〉r ≈ Dil,t +mi,tml,t−1, (57)
where we replaced the trial average by expectation over St−1, assuming a large number of trials. We then approximate
mi,t and Dil,t by the Plefka expansions. To compute them, we use the empirical averages and correlations at t− 1. In
our numerical tests, gradient ascent was executed using learning coefficients ηH = 1/(RT ), ηJ = 5/(RNT ), starting
from J = 0, where H was analytically fitted to match the values of mT .
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SI1 General Plefka approach
Let st = {si,t}i, i = 1, . . . , N be the state of the system at time t and s1:T = {si,t}i,t, i = 1, . . . , N, t = 1, . . . , T a
trajectory of the system. Given an initial state s0, the probability of a trajectory s1:T of a kinetic Ising model is:
P (s1:T ) =
∑
s0
∏
t
P (st|st−1)P (s0) =
∑
s0
∏
t
exp(
∑
i
si,thi,t − ψ)P (s0), (58)
hi,t =Hi +
∑
j
Jijsj,t−1, (59)
ψ =
∑
t,i
log 2 coshhi,t (60)
Note that ψ depends on the specific trajectory s0:T . The manifold P = {P (s1:T |H,J)} defines the family of probability
distributions of the trajectories of all kinetic Ising models. Within this manifold, we consider a submanifold P0 in
which the probability distributions of a set of elements of the system {{si,t}i∈It}t is tractable and independent from
the rest of the elements of the system. Here It denotes the indices of the tractable elements of the system at time t.
Trajectories in the submanifold are defined as:
P0(s1:T ) =
∑
s0
∏
t
P0(st|s1:t−1)P (s0) =
∑
s0
∏
t
exp(
∑
τ
∑
i∈It
si,tθi,t +
∑
i∈It
si,thi,t − ψ0)P (s0), (61)
ψ0 =
∑
t
log
∑
si,t,∈It
exp(
∑
i∈It
si,tθi,t) +
∑
t,i∈It
log 2 coshhi,t (62)
where It is the complement set of It for the elements at time t. The mean field definition of the new effective field
is θi,t = Θi,t, although other definitions are possible. We restrict the function θi,t to maximum caliber functions
composed of individual fields and pairwise couplings
θi,t =
∑
I∈Ci,t
Θi,t,IsI , (63)
where Ci,t is a set of couplings {(j, τ)}, τ ≤ t, j ∈ Iτ between si,t and other nodes sj,τ from the set of nodes with
tractable properties. We define the individual field of a unit with Θi,t,∅ ≡ Θi,t, by defining s∅ = 1. In general, the effect
from the past spiking activities at τ < t− 1 can be modeled by this equation, which includes the generalized linear
model for conditionally independent Bernoulli processes. Here, however, we focus on the effect from the immediate
past τ = t− 1 or τ = t (in the case of same-time pairwise approximations).
Different approximations are defined through different definitions of θi,t using a model connecting P and P0. This
model is defined through a parameter α:
Pα(s1:T ) =
∑
s0
∏
t
Pα(st|s1:T−τ−1)P (s0) (64)
=
∑
s0
∏
t
exp(
∑
i∈It
si,t((1− α)θi,t + αhi,t) +
∑
i∈It
si,thi,t − ψα)P (s0) (65)
ψα =
∑
t
log
∑
si,t,∈It
exp(
∑
i∈It
si,t((1− α)θi,t + αhi,t)) +
∑
t
∑
t,i∈It
log 2 coshhi,t, (66)
such that P1(s1:T ) = P (s1:T ).
The model P0 that better approximates P is the one that minimizes the Kullback Leibler divergence:
DKL(P ||P0) =
∑
s
P (s1:T ) log
P (s1:T )
P0(s1:T )
. (67)
Thus its parameters Θi,t,I meet
∂DKL(P ||P0)
∂Θi,t,I
=−
∑
s1:T
P (s1:T )
∑
t
∑
i∈It
si,tsI +
∑
s1:T
P (s1:T )
∑
st
P0(st|s1:t−1)
∑
t
∑
i∈It
si,tsI (68)
=
∑
t
∑
i∈It
∑
I∈Ci,t
(〈si,tsI〉0 − 〈si,tsI〉1) = 0, (69)
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where 〈. . . 〉α =
∑
s1:T
. . . Pα(s). Thus, the closest approximation P0 to P is the one in which 〈si,tsI〉0 = 〈si,tsI〉1,∀I .
Furthermore, models P0 are tractable for indices {It}, in the sense that knowing Θi,t,I , it is easy to compute 〈si,tsI〉0.
The value of parameters Θi,t,I cannot be computed directly in general, but they can be approximated by computing a
Plefka expansion. Approximating 〈si,tsI〉1 by the Taylor expansion of 〈si,tsI〉α from α = 0, we have
〈si,tsI〉α = 〈si,tsI〉α=0 +
n∑
k=1
αk
k!
∂k〈si,tsI〉α=0
∂αk
+O(α(n+1)). (70)
Evaluating it at α = 1 knowing that 〈si,tsI〉0 = 〈si,tsI〉1,∀I , we have
n∑
k=1
[
αk
k!
]
α=1
∂k〈si,tsI〉0
∂αk
= 0 +
[
O(α(n+1))
]
α=1
. (71)
Defining ∆hi,t = −θi,t + hi,t, we have that
∂Pα(s)
∂α
=
∑
t
∑
i∈It
(si,t∆hi,t − 〈si,t∆hi,t〉t,α)Pα(s), (72)
∂2Pα(s)
∂α2
=
(∑
t
∑
i∈It
si,t∆hi,t − 〈si,t∆hi,t〉t,α
)2
Pα(s)
−
∑
t
〈(∑
i∈It
si,t∆hi,t
)2〉
t,α
−
〈∑
i∈It
si,t∆hi,t
〉2
t,α
Pα(s) (73)
=
∑
t
((∑
i∈It
si,t∆hi,t
)2
−
〈(∑
i∈It
si,t∆hi,t
)2〉
t,α

− 2
〈∑
i∈It
si,t∆hi,t
〉
t,α
∑
k∈It
sk,t∆hk,t −
〈∑
k∈It
sk,t∆hk,t
〉
t,α
)Pα(s), (74)
where 〈. . . 〉t,α =
∑
st
. . . Pα(st|s1, . . . , st−1), we can derive the first and second order approximations.
For the first order term, we have
∂〈si,tsI〉α=0
∂α
=
∑
t
∑
k∈It
(〈si,tsI(sk,t∆hk,t − 〈sk,t∆hk,t〉t,0)〉0) . (75)
The second order term is:
∂2〈si,tsI〉α=0
∂α2
=
〈
si,tsI
((∑
k∈It
sk,t∆hk,t
)2
−
〈(∑
k∈It
sk,t∆hk,t
)2〉
t,0

− 2
〈∑
k∈It
sk,t∆hk,t
〉
t,0
∑
m∈It
sm,t∆hm,t −
〈∑
m∈It
sk,t∆hm,t
〉
t,0
)〉. (76)
Using the equations above to solve Eq. 71 for different orders and choices of P0 will give us the different Plekfa
approximations.
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SI2 Plefka[t− 1, t]
This approximation uses the following approximated marginal probability distribution.
P [t−1:t]α (st−1:t) =
∑
st−2
Pα(st|st−1)Pα(st−1|st−2)P (st−2), (77)
where
Pα(si,t|st−1) = e
si,thi,t(α)
2 coshhi,t(α)
, (78)
hi,t(α) =(1− α)Θi,t + α(Hi +
∑
j
Jijsj,t−1).
Here by changing α from 0 to 1, one can smoothly connect the independent and interacted models. Further, hi,t(α) can
be written as
hi,t(α) = Θi,t + α∆hi,t, (79)
where ∆hi,t = −Θi,t +Hi +
∑
j Jijsj,t−1 represents deviation from the independent model. We approximate mt by
using its α-dependent approximation, whose element is defined as
mi,t(α) =
∑
st−1:t
si,tP
[t−1:t]
α (st−1:t) =
∑
st−1,st−2
tanhhi,t(α)Pα(st−1|st−2)P (st−2). (80)
Approximating its value by expanding around α = 0 yields
mt(α) = mt(α = 0) +
n∑
k=1
αk
k!
∂kmt(α = 0)
∂αk
+O(α(n+1)), (81)
By noting that mt(α = 0) = mt(α = 1), we evaluate it at α = 1. This results in[
n∑
k=1
αk
k!
∂kmt(α = 0)
∂αk
]
α=1
= 0 +
[
O(α(n+1))
]
α=1
. (82)
The approximation yields the nMF equations when we ignore quadratic terms and higher in solving this equation, and
the TAP equations when ignoring third and higher order terms. The first order derivative of mi,t(α) is given as
∂mi,t(α)
∂α
=
∑
st−1,st−2
[
∂ tanhhi,t(α)
∂α
Pα(st−1|st−2) + tanhhi,t(α)∂Pα(st−1|st−2)
∂α
]
P (st−2). (83)
Using the following equations,
∂ tanhhi,t(α)
∂α
= (1− tanh2 hi,t(α))∆hi,t, (84)
∂Pα(st−1|st−2)
∂α
=
∑
k
(sk,t−1 − tanhhk,t−1(α))∆hk,tPα(st−1|st−2), (85)
the first order derivative is given as
∂mi,t(α)
∂α
=
∑
st−1,st−2
[
(1− tanh2 hi,t(α))∆hi,t
+ tanhhi,t(α)
∑
k
(sk,t−1 − tanhhk,t−1(α))∆hk,t−1
]
Pα(st−1|st−2)P (st−2) (86)
Expectation of the first term at α = 0 is∑
st−1,st−2
(1− tanh2 hi,t(0))∆hi,tP0(st−1) = (1−m2i,t)(−Θi,t +Hi +
∑
j
Jijmj,t−1). (87)
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The second term becomes zero at α = 0, since for P0(st−1|st−2) we have that sk,t−1 and hk,t−1 are independent. Thus
we have
∂mi,t(α = 0)
∂α
= (1−m2i,t)(−Θi,t +Hi +
∑
j
Jijmj,t−1). (88)
From here, we obtain the nMF equations, yielding
[
α(−Θi,t +Hi +
∑
j Jijmj,t−1)
]
α=1
= 0 +
[O(α2)]
α=1
and
Θi,t = Hi +
∑
j
Jijmj,t−1 +
[O(α1)]
α=1
, (89)
mi,t ≈ tanh[Hi +
∑
j
Jijmj,t−1]. (90)
The second order derivative of mi,t(α) is given as
∂2mi,t(α)
∂α2
=
∑
st−1,st−2
[
∂2 tanhhi,t(α)
∂α2
Pα(st−1|st−2) + 2∂ tanhhi,t(α)
∂α
∂Pα(st−1|st−2)
∂α
+ tanhhi,t(α)
∂2Pα(st−1|st−2)
∂α2
]
P (st−2). (91)
Here we note that
∂2 tanhhi,t(α)
∂α2
= −2 tanhhi,t(α)(1− tanh2 hi,t(α))∆h2i,t, (92)
∂ tanhhi,t(α)
∂α
∂Pα(st−1|st−2)
∂α
=
∑
k
(1− tanh2 hi,t(α))(sk,t−1 − tanhhk,t−1)∆hi,t∆hk,tPα(st−1|st−2), (93)
∂2Pα(st−1|st−2)
∂α2
=
(∑
k,m
(sk,t−1 − tanhhk,t−1)(sm,t−1 − tanhhm,t−1)∆hk,t∆hm,t−1
−
∑
k
(1− tanh2 hk,t−1(α))∆h2k,t
)
Pα(st−1|st−2). (94)
From these equations, the second derivative is computed as
∂2mi,t(α)
∂α2
=
∑
st−1,st−2
(
− 2 tanhhi,t(α)(1− tanh2 hi,t(α))∆h2i,t
+ 2
∑
k
(1− tanh2 hi,t(α))(sk,t−1 − tanhhk,t−1)∆hi,t∆hk,t
+
∑
km
tanhhi,t(α)(sk,t−1 − tanhhk,t−1)(sm,t−1 − tanhhm,t−1)∆hk,t∆hm,t−1
−
∑
k
tanhhi,t(α)(1− tanh2 hk,t−1(α))∆h2k,t
)
Pα(st−1|st−2)P (st−2). (95)
We evaluate the second derivative at α = 0. Here at α = 0 the second term in the derivative becomes zero and third and
forth terms cancel out (the third term is equal to the fourth at k = m and zero otherwise). Thus we have
∂2mi,t(α = 0)
∂α2
=− 2mi,t(1−m2i,t)((−Θi,t +Hi +
∑
j
Jijmj,t−1)2 +
∑
j
J2ij(1−m2j,t−1)). (96)
Note that the second order term in Eq. 96 contains the expression
[
α2(−Θi,t +Hi +
∑
j Jijmj,t−1)
2
]
α=1
that is very small and can be neglected as a term of order higher than quadratic. This is due to the fact
that the second-order approximation is in the proximity of naive mean field solution which is in the first or-
der of α. Therefore, we expect that
[
α(1−m2i )(−Θi,t +Hi +
∑
j Jijmj,t−1)
]
α=1
=
[O(α2)]
α=1
and thus
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[
α2(−Θi,t +Hi +
∑
j Jijmj,t−1)
2
]
α=1
=
[O(α4)]
α=1
which can be neglected for the second order approxima-
tion.
The combination of the first and second order derivatives of mi,t evaluated at α = 0 allows to solve Eq. 82 for order
n = 2, yielding the TAP equations:
Θi,t = Hi +
∑
j
Jijmj,t−1 −mi,t
∑
jl
J2ij(1−m2j,t−1) +
[O(α2)]
α=1
, (97)
mi,t ≈ tanh[Hi +
∑
j
Jijmj,t−1 −mi,t
∑
jl
J2ij(1−m2j,t−1)]. (98)
These results have a similar form to the TAP equations obtained for symmetric networks and asymmetric networks
[17, 24].
SI2.1 Correlations
When i = k, Cii,t(α) = 1 − mi,t(α)2. When i 6= k, correlations in the system can be obtained by expanding
Cik,t(α) =
∑
st−1:t(si,t −mi,t(α))(sk,t −mk,t(α))P
[t−1:t]
α (st−1:t around α = 0:
Cik,t(α) =
m∑
n=0
αn
n!
∂nCik,t(α = 0)
∂αn
+O(α(m+1)). (99)
The derivatives with different orders, and their values evaluated at α = 0 are obtained as follows.
The zeroth order term is:
Cik,t−1(α) =
∑
st−1,st−2
(tanhhi,t(α)−mi,t(α))(tanhhk,t(α)−mk,t(α))Pα(st−1|st−2)P (st−2), (100)
Cik,t−1(α = 0) =(mi,t −mi,t)(mk,t −mk,t) = 0. (101)
The first order term is:
∂Cik,t−1(α)
∂α
=
∑
st−1,st−2
((
(1− tanh2 hi,t(α))∆hi,t − ∂mi,t(α)
∂α
)(
tanhhk,t(α)−mk,t(α)
)
+
(
(1− tanh2 hk,t(α))∆hk,t − ∂mk,t(α)
∂α
)(
tanhhi,t(α)−mi,t(α)
)
+
∑
m
(tanhhi,t(α)−mi,t(α))(tanhhk,t(α)−mk,t(α))(sm,t−1
− tanhhm,t−1(α))∆hi,t
)
Pα(st−1|st−2)P (st−2), (102)
∂Cik,t(α = 0)
∂α
= 0. (103)
Therefore the nMF equation is obtained as Cik,t−1(α) = 0 +O(α2).
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The second order term is:
∂2Cik,t−1(α)
∂α2
=
∑
st−1,st−2
(
2
(
(1− tanh2 hi,t(α))∆hi,t − ∂mi,t(α)
∂α
)(
(1− tanh2 hk,t(α))∆hk,t − ∂mk,t(α)
∂α
)
+
(− 2 tanhhi,t(α)(1− tanh2 hi,t(α))∆h2i,t − ∂2mi,t(α)∂α2 )( tanhhk,t(α)−mk,t(α))
+
(− 2 tanhhk,t(α)(1− tanh2 hk,t(α))∆h2k,t − ∂2mk,t(α)∂α2 )( tanhhi,t(α)−mi,t(α))
+
∑
mo
(tanhhi,t(α)−mi,t(α))(tanhhk,t(α)
−mk,t(α))(sm,t−1 − tanhhm,t−1(α))∆hm,t−1(so,t−1 − tanhho,t−1(α))
+
∑
m
(
(1− tanh2 hi,t(α))∆hi,t − ∂mi,t(α)
∂α
)
(tanhhk,t(α)
−mk,t(α))(sm,t−1 − tanhhm,t−1(α))∆hm,t−1
+
∑
m
(tanhhi,t(α)−mi,t(α))
(
(1− tanh2 hk,t(α))∆hk,t
− ∂mk,t(α)
∂α
)
(sm,t−1 − tanhhm,t−1(α))∆hm,t−1
−
∑
m
(tanhhi,t(α)−mi,t(α))(tanhhk,t(α)−mk,t(α))(1
− tanh2 hk,t(α))∂hm,t−1(α)
∂α
)
Pα(st−1|st−2)P (st−2), (104)
∂2Cik,t(α = 0)
∂α2
= 2(1−m2i,t)(1−m2k,t)
∑
j
JijJkj(1−m2j,t−1). (105)
Hence the TAP equation of the correlations can be described as:
Cik,t(α) = Cik,t(α = 0) + α
∂Cik,t(α = 0)
∂α
+
α2
2
∂2Cik,t(α = 0)
∂α2
+O(α3)
= α2(1−m2i,t)(1−m2k,t)
∑
j
JijJkj(1−m2j,t−1) +O(α3). (106)
SI2.2 Time-delayed correlations
Similarly to the equal-time correlations, we describe time-delayed correlations of the system Dil,t(α) =∑
st−1:t(tanhi,t(α)−mi,t(α))(sl,t−1 −ml,t−1(α))P
[t−1:t]
α (st−1:t) using an expansion:
Dil,t(α) =
n∑
k=0
αk
k!
∂kDil,t(α = 0)
∂αk
+O(α(n+1)) (107)
Likewise, the zeroth order term yields:
Dil,t(α) =
∑
st−1,st−2
(tanhhi,t(α)−mi,t(α))(sl,t−1 −ml,t−1(α))Pα(st−1|st−2)P (st−2), (108)
Dil,t(α = 0) = 0. (109)
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The first order term is:
∂Dil,t(α)
∂α
=
∑
st−1,st−2
((
(1− tanh2 hi,t(α))∆hi,t − ∂mi,t(α)
∂α
)
(sl,t−1 −ml,t−1(α))
+ (tanhhi,t(α)−mi,t(α))
(
(sl,t−1 −ml,t−1(α))
∑
m
(sm,t−1 − tanhhm,t−1(α))∆hm,t−1
(110)
− ∂ml,t−1(α)
∂α
))
Pα(st−1|st−2)P (st−2), (111)
∂Dil,t(α = 0)
∂α
= (1−m2i,t)Jil(1−m2l,t−1). (112)
Therefore the nMF equation is obtained as:
Dil,t ≈ Jil(1−m2i,t)(1−m2l,t−1). (113)
The second order term is:
∂2Dil,t(α)
∂α2
=
∑
st−1,st−2
(
− 2 tanhhi,t(α)(1− tanh2 hi,t(α))∆h2i,t −
∂2mi,t(α)
∂α2
)
(sl,t−1 −ml,t−1(α))
+ 2
(
(1− tanh2 hi,t(α))∆hi,t − ∂mi,t(α)
∂α
)(
(sl,t−1
−ml,t−1(α))
∑
m
(sm,t−1 − tanhhm,t−1(α))∆hm,t−1 − ∂ml,t−1(α)
∂α
)
+ (tanhhi,t(α)−mi,t(α))
((
(sl,t−1 −ml,t−1(α))
∑
m
(sm,t−1 − tanhhm,t−1(α))∆hm,t−1
− ∂ml,t−1(α)
∂α
)∑
o
(so,t−1 − tanhho,t−1(α))∆ho,t−1
− (∂ml,t−1(α)
∂α
∑
m
(sm,t−1 − tanhhm,t−1(α))∆hm,t−1
+ (sl,t−1 −ml,t−1(α))
∑
m
(1− tanh2 hm,t−1(α))∆h2m,t−1
+
∂2ml,t−1(α)
∂α2
)))
Pα(st−1|st−2)P (st−2), (114)
∂2Dil,t(α = 0)
∂α2
= 4mi,t(1−m2i,t)J2ilml,t−1(1−m2l,t−1). (115)
Hence the TAP equation for the time-delayed correlations can be described as:
Dil,t ≈ Jil(1−m2i,t)(1−m2l,t−1)(1 + 2Jilmi,tml,t−1). (116)
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SI3 Plefka[t]
This approximation uses the following approximated marginal probability distribution:
P [t]α (st−1:t) = Pα(st|st−1)P (st−1), (117)
where
Pα(si,t|st−1) = e
si,thi,t(α)
2 coshhi,t(α)
, (118)
hi,t(α) =(1− α)Θi,t + α(Hi +
∑
j
Jijsj,t−1).
Again, we define ∆hi,t = −Θi,t +Hi +
∑
j Jijsj,t−1. We approximate mt by using its α-dependent approximation,
whose element is defined as
mi,t(α) =
∑
st−1:t
si,tP
[t]
α (st−1:t) =
∑
st−1
tanhhi,t(α)P (st−1). (119)
Approximating its value by expanding around α = 0 yields
mt(α) = mt(α = 0) +
n∑
k=1
αk
k!
∂kmt(α = 0)
∂αk
+O(α(n+1)), (120)
By noting that mt(α = 0) = mt(α = 1), we evaluate it at α = 1. This results in[
n∑
k=1
αk
k!
∂kmt(α = 0)
∂αk
]
α=1
= 0 +
[
O(α(n+1))
]
α=1
. (121)
The approximation yields the nMF equations when we ignore the quadratic term and higher, and the TAP equations
when ignoring the third and higher order terms. The terms at each order and its evaluation at α = 0 are obtained as
follows.
The first order term is:
∂mi,t(α)
∂α
=
∑
st−1
(
1− tanh2 hi,t(α)
)
P (st−1)∆hi,t, (122)
∂mi,t(α = 0)
∂α
=
(
1− tanh2 Θi
)(
−Θi +Hi +
∑
j
Jijmj,t−1
)
. (123)
The first order or naive mean field approximation is obtained when we insert these equations into the first order Taylor
expansion for α = 1
mi,t(α)|α=1 = mi,t(α = 0) + ∂mi,t(α = 0)
∂α
+O(α2)|α=1, (124)
from which, knowing that mi,t(α)|α=1 = mi,t = tanh Θi, we obtain
Θi,t = Hi +
∑
j
Jijmj,t−1 +
[O(α1)]
α=1
(125)
mi(t) ≈ tanh [Hi +
∑
j
Jijmj,t−1]. (126)
For the second order approximation, we have
∂2mi,t(α)
∂α2t
, = −2
∑
st−1
tanhhi,t(α)
(
1− tanh2 hi,t(α)
)
∆h2i,tP (st−1) (127)
∂2mi,t(α = 0)
∂α2t
= −2 tanh Θi
(
1− tanh2 Θi
)[(
Hi +
∑
j
Jijmj,t−1 −Θi
)2
+
∑
j,k
JijJikCjk,t−1
]
. (128)
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Then we solve the following second order equation:
mi,t(α)|α=1 = mi,t(α = 0) + ∂mi,t(α = 0)
∂α
+
∂2mi,t(α = 0)
∂α2
+O(α3)|α=1. (129)
To compute the second order approximation, we can take advantage of the fact that the second order term contains
the expression
[
α2(−Θi +Hi +
∑
j Jijmj)
2
]
α=1
. We know that
[
α(1−m2i )(−Θi +Hi +
∑
j Jijmj)
]
α=1
=[O(α2)]
α=1
and thus
[
α2(−Θi +Hi +
∑
j Jijmj)
2
]
α=1
=
[O(α4)]
α=1
. This yields the TAP equations:
Θi = Hi +
∑
j
Jijmj,t−1 −mi,t
∑
j,k
JijJikCjk,t−1 +
[O(α2)]
α=1
(130)
mi(t) ≈ tanh [Hi +
∑
j
Jijmj,t−1 −mi,t
∑
j,k
JijJikCjk,t−1]. (131)
These results have a similar form to the TAP equations obtained for symmetric networks and asymmetric networks,
which generally take the form Θi ≈ Hi +
∑
j Jijmj,t−1 −mi,t
∑
j J
2
ij(1−m2j ) [17, 24]. The only difference is that
previous results approximated either the stationary state of the network, or the probability of trajectories over several
updates of the network dynamics. The consequence of these is that previous results ignored correlations at previous
states (since they were also expanded from the independent model, thus Cjl terms become zero when i 6= j and 1−m2i
otherwise.
SI3.1 Correlations
When i = j, Cii,t = 1−mi,t(α)2. When i 6= j, correlations in the system can be obtained by expanding Cik,t(α) =∑
st−1:t(si,t −mi,t(α))(sk,t −mk,t(α))P
[t]
α (st−1:t) over α = 0:
Cik,t(α) =
m∑
n=0
αn
n!
∂nCik,t(α = 0)
∂αn
+O(α(m+1)). (132)
The different terms of the expansion are as follows.
The zeroth order term is:
Cik,t(α) =
∑
st−1
(tanhhi,t(α)−mi,t(α))(tanhhk,t(α)−mk,t(α))P (st−1), (133)
Cik,t(α = 0) =(mi,t −mi,t)(mk,t −mk,t) = 0. (134)
The first order term yields
∂Cik,t(α)
∂α
=
∑
st−1
((
(1− tanh2 hi,t(α))∆hi,t
− ∂mi,t(α)
∂α
)(
tanhhi,t(α)−mk,t(α)
)
+
(
(1− tanh2 hk,t(α))∆hk,t
− ∂mk,t(α)
∂α
)(
tanhhi,t(α)−mi,t(α)
))
P (st−1), (135)
∂Cik,t(α = 0)
∂α
= 0. (136)
Therefore the nMF Equation is obtained as
Cik,t(α) = 0 +O(α2)
∣∣
α=1
. (137)
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The second order term is:
∂2Cik,t(α)
∂α2
=
∑
st−1
(
2
(
(1− tanh2 hi,t(α))∆hi,t
− ∂mi,t(α)
∂α
)(
(1− tanh2 hk,t(α))∆hk,t − ∂mk,t(α)
∂α
)
+
(− 2 tanhhi,t(α)(1− tanh2 hi,t(α))∆h2i,t
− ∂
2mi,t(α)
∂α2
)(
tanhhk,t(α)−mk,t(α)
)
+
(− 2 tanhhk,t(α)(1− tanh2 hk,t(α))∆h2k,t
− ∂
2mk,t(α)
∂α2
)(
tanhhi,t(α)−mi,t(α)
))
P (st−1), (138)
∂2Cik,t(α = 0)
∂α2
= 2(1−m2i,t)(1−m2k,t)(
∑
ln
JilJjnCln,t−1). (139)
So the TAP equation for the correlations can be described as:
Cik,t = (1−m2i,t)(1−m2k,t−1)
∑
ln
JilJjnCln,t−1 +O(α3)
∣∣
α=1
. (140)
The obtained expression has a form that is similar to the equations in [20] but presents some differences since is computed
from the same expansion as the TAP equations, instead of performing a new expansion from the approximation of Θi.
Similarly, correlations of order 3 (and more) Cijk =
∑
st
(si,t − mi,t)(sj,t − mj,t)(sk,t − mk,t)P (st) =
0 + O(α3)∣∣
α=1
, i 6= j 6= k are ignored in the TAP equations. Otherwise Ciik,t = −2mi,tCik,t and Ciii,t =
−2mi,t(1−m2i,t) .
SI3.2 Time-delayed correlations
We introduce the α-dependent time-delayed correlations as Dil,t(α) =
∑
st−1:t(si,t − mi,t(α))(sl,t−1 −
ml,t−1)P
[t]
α (st−1:t). We approximate Dil,t by expanding this equation around α = 0.
The zeroth order term yields:
Dil,t(α) =
∑
st−1
(tanhhi,t(α)−mi,t(α))(sl,t−1 −ml,t−1)P (st−1), (141)
Dil,t(α = 0) =0. (142)
The first order term is:
∂Dil,t(α)
∂α
=
∑
st−1
∑
st−1
((
(1− tanh2 hi,t(α))∆hi,t
− ∂mi,t(α)
∂α
)
(sl,t−1 −ml,t−1)
)
P (st−1) (143)
∂Dil,t(α = 0)
∂α
= (1−m2i,t)
∑
j
JijCjl,t−1, (144)
therefore obtaining that for the nMF equation:
Dil,t ≈ (1−m2i,t)
∑
j
JijCjl,t−1. (145)
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The second order term is:
∂2Dil,t(α)
∂α2
=
∑
st−1
((− 2 tanhhi,t(α)(1− tanh2 hi,t(α))∆h2i,t
− ∂
2mi,t(α)
∂α2
)
(sl,t−1 −ml,t−1)
)
P (st−1), (146)
∂2Dil,t(α = 0)
∂α2
= −2mi,t(1−m2i,t)
∑
jk
JijJikCjkl,t−1. (147)
Thus the TAP equation for time delayed correlations can be described as:
Dil,t(α) = (1−m2i,t)
(∑
j
JijCjl,t−1 −mi,t
∑
jk
JijJikCjkl,t−1
)
. (148)
The nMF Equation for time-delayed correlations is similar to the first order approximation obtained by [20]. The second
order approximation differs since they do a new expansion over one time step of the obtained TAP expression obtained
for the whole trajectory. In our case, since we apply the TAP expansion for one-step updates in all cases, we can derive
an expression from the same expansion that obtains the TAP equation for updating the mean fields of the system.
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SI4 Plefka[t− 1]
This approximation uses the following approximated marginal probability distribution.
P [t−1]α (st−1:t) =
∑
st−2
P (st|st−1)Pα(st−1|st−2)P (st−2), (149)
where
Pα(si,t−1|st−2) = e
si,t−1hi,t−1(α)
2 coshhi,t−1(α)
, (150)
hi,t−1(α) =(1− α)Θi,t−1 + α(Hi +
∑
j
Jijsj,t−2).
Computing the values of Θt−1 is equivalent to the calculations in Section SI3. However, since we are interested in the
values at time t, we only need to know that tanh Θi,t−1 = mi,t−1.
Now, we calculate mt by using its α-dependent approximation, defined as
mi,t(α) =
∑
st−1:t
si,tP
[t−1]
α (st−1:t) =
∑
st−1,st−2
tanhhi,tPα(st−1|st−2)P (st−2). (151)
Approximating its value by expanding around α = 0 yields
mt(α) = mt(α = 0) +
n∑
k=1
αk
k!
∂kmt(α = 0)
∂αk
+O(α(n+1)). (152)
We solve this equation at α = 1. The approximation yields the nMF equations when we ignore quadratic terms and
higher, and the TAP equations when ignoring third and higher order terms. However, in this case we will only compute
the terms in the nMF equation, since the second order yields marginals that are complicated to evaluate. In the case of
the first order term, we show how to estimate the corresponding marginals in Subsection SI4.3.
The zeroth order term is:
mi,t(α) =
∑
st−1,st−2
tanhhi,tPα(st−1|st−2)P (st−2), (153)
mi,t(α = 0) =
∑
st−1
tanhhi,tQ(st−1). (154)
The first order terms:
∂mi,t(α)
∂α
=
∑
st−1,st−2
tanhhi,t
∑
k
(sk,t−1 − tanhhk,t−1(α))∆hk,t−1Pα(st−1|st−2)P (st−2), (155)
∂mi,t(α = 0)
∂α
=
∑
k
(Hk −Θk,t−1 +
∑
l
Jklml,t−2)Γ
(k)
i,t . (156)
Since [α(Hk −Θk,t−1 +
∑
l Jklml,t−2)]α=1 = 0 +
[O(α1)]
α=2
(Appendix SI3) we can ignore the first order terms.
Moreover, applying the central limit theorem we can approximate a large sum of independent terms as a Gaussian
distribution, yielding
mi,t = Γi,t +
[O(α2)]
α=1
, (157)
where Γi,t =
∑
st−1 tanhhi,tQ(st−1).
SI4.1 Correlations
When i 6= j, correlations in the system are calculated as Cik,t(α) =
∑
st−1:t(si,t − mi,t(α))(sk,t −
mk,t(α))Pα(st−1|st−2)st−1:t(st−1:t). Again, we compute this using a Plefka expansion:
Cik,t(α) =
m∑
n=0
αn
n!
∂nCik,t(α = 0)
∂αn
+O(α(m+1)). (158)
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Otherwise when i = j, Cii,t = 1−m2i,t.
The zeroth order term:
Cij,t(α) =
∑
st−1,st−2
(tanhhi,t −mi,t(α))(tanhhk,t −mk,t(α))Pα(st−1|st−2)P (st−2), (159)
Cij,t(α = 0) = Γij,t =
∑
st−1
tanhhi,t tanhhk,tQ(st−1)−mi,tmk,t. (160)
The first order term yields:
∂Cij,t(α)
∂α
=
∑
s(t−1)
(
(tanhhi,t −mi,t(α))(tanhhj,t −mj,t(α))
∑
m
(sm,t−1 − tanhhm,t−1(α))∆hm,t−1 (161)
− ∂mi,t(α)
∂α
(tanhhj,t −mj,t(α))− (tanhhi,t −mi,t(α))∂mj,t(α)
∂α
)
Pα(st−1|st−2)P (st−2),
(162)
∂Cij,t(α = 0)
∂α
=
∑
m
(Hm −Θm,t−1 +
∑
n
Jmnmn,t−2)Γ
(m)
ik,t . (163)
Since [α(Hm −Θm,t−1 +
∑
n Jmnmn,t−2)]α=1 = 0 +
[O(α1)]
α=2
(Appendix SI3), the nMF equation is:
Cij,t(α) = Γij,t. (164)
SI4.2 Time-delayed correlations
Time-delayed correlations in the system are calculated as Dil,t(α) =
∑
st−1:t(si,t − mi,t(α))(sl,t−1 −
ml,t−1(α))P
[t−1]
α (st−1:t). Again, we compute this using a Plefka expansion:
Dil,t(α) =
m∑
n=0
αn
n!
∂nDil,t(α = 0)
∂αn
+O(α(m+1)). (165)
The zeroth order terms are:
Dil,t(α) =
∑
st−1,st−2
(tanhhi,t −mi,t(α))(sl,t −ml,t(α))Pα(st−1|st−2)P (st−2), (166)
Dil,t(α = 0) =
∑
st−1
(tanhhi,t −mi,t(α))(sl,t −ml,t(α))Q(st−1) = Γ(l)i,t . (167)
The first order terms are:
Dil,t(α) =
∑
st−1,st−2
(
(tanhhi,t −mi,t(α))(sl,t−1 −ml,t−1(α))
∑
m
(sm,t−1 − tanhhm,t−1(α))∆hk,t−1
− ∂mi,t(α))
∂α
(sl,t−1 −ml,t−1(α))− (tanhhi,t −mi,t(α))∂ml,t−1(α)
∂α
)
Pα(st−1|st−2)P (st−2),
(168)
Dil,t(α = 0) =
∑
m
∑
st−1
(tanhhi,t −mi,t(α))(sl,t−1 −ml,t−1(α))(sm,t−1
− tanhhm,t−1(α))(Hm −Θm,t−1 +
∑
n
Jmnmn,t−2)Q(st−1) (169)
=
∑
m
Γ
(lm)
i,t (Hm −Θm,t−1 +
∑
n
Jmnmn,t−2)−mi,t(1−m2l,t−1)(Hl −Θl,t−1 +
∑
n
Jlnmn,t−2).
(170)
Since [α(Hm −Θm,t−1 +
∑
n Jmnmn,t−2)]α=1 = 0 +
[O(α2)]
α=1
(Appendix SI3), the nMF equation is:
Dil,t(α) = Γ
(l)
i,t . (171)
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SI4.3 Gaussian approximations
The integrals for computing the first order means and correlations can be directly obtained applying the central limit
theorem to approximate a set of independent binary signals to a Gaussian distribution.
Thus we obtain
Γi,t =
∑
st−1
tanhhi,tQ(st−1) ≈
∫
Dx tanh[gi,t + x
√
∆i,t] (172)
with Dx = dx√2pi exp
− 12x2 , with gi,t = Hi +
∑
j Jijmj,t−1 and ∆i,tVar[hi,t]α=0 =
∑
j J
2
ij(1−m2j,t−1).
Similarly, we have
Γij,t =
∑
st−1
tanhhi,t tanhhj,tQ(st−1)
≈
∫
Dρijxy tanh[gi,t + x
√
∆i,t] tanh[gj,t + y
√
∆j,t]
≈
∫
Dxy tanh[gi,t + (x
√
1 + ρij
2
+ y
√
1− ρij
2
)
√
∆i,t] tanh[gj,t + (x
√
1 + ρij
2
− y
√
1− ρij
2
)
√
∆j,t],
(173)
where Dρxy =
dxdy
2pi exp
− 12 (x2+y2)+2ρxy, Dxy = dxdy2pi exp
− 12 (x2+y2) is a bivariate Gaussian distribution under an
orthogonal transformation with x = hi,tσhi,t
+
hj,t
σhj,t
and y = hi,tσhi,t
− hj,tσhj,t . Where ρij =
∆ij,t√
∆i,t∆j,t
, with ∆ij,t =
Cov[hi,t, hk,t]α=0 =
∑
j JijJkj(1−m2j,t−1).
The integrals of the Gaussian approximations of Γi,t and Γij,t are easy to compute. The problem becomes when we the
more complex terms Γ(k)i,t or Γ
(kl)
i,t , which can be computed by similar approximations but multiplies exponentially the
number of integrals to be solved.
For large system sizes, terms obtained from the first and second order expressions like Γ(k)i,t can be obtained by assuming
that the values of individual weights are small (e.g. Jij = O(1/N)). We can compute that that
Γ
(l)
i,t =
∑
st−1
(sl,t −ml,t) tanhhi,tQ(st−1). (174)
Then we can approximate ∑
l
JklDil,t =
∑
st−1
∑
l
Jkl(sl,t−1 −ml,t−1) tanhhi,tQ(st−1) (175)
=
∑
st−1
∑
l
hl,t − 〈hl,t〉) tanhhi,tQ(st−1) (176)
≈
∫
Dρikxy y
√
∆k,t tanh[gi,t + x
√
∆i,t]. (177)
As in [25], if we assume that ρik is small,D
ρij
xy can be approximated as:
Dρijxy ≈ Dxy(1 + ρikxy). (178)
Then ∑
l
JklDil,t ≈
∫
Dρijxy y
√
∆j,t tanh[gi,t + x
√
∆i,t] (179)
≈
∫
Dxy(y + ρikxy
2)
√
∆k,t tanh[gi,t + x
√
∆i,t] (180)
=ρik
√
∆k,t
∫
Dxx tanh[gi,t + x
√
∆i,t] (181)
=ρik
√
∆i,t∆k,t
∫
Dx
(
1− tanh2[gi,t + x
√
∆i,t]
)
, (182)
30
A unifying framework for mean field theories of asymmetric kinetic Ising systems A PREPRINT
where in the last step we used the integration by parts method.
As ρik
√
∆i,t∆k,t =
∑
jl JijJklCjl,t−1 we have that∑
l
JklDil,t ≈ ai,t
∑
jl
JijJklCjl,t−1, (183)
where
ai,t =
∫
Dx
(
1− tanh2[gi,t + x
√
∆i,t]
)
. (184)
Therefore, we have that
Dil,t ≈ ai,t
∑
j
JijCjl,t−1. (185)
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SI5 Pairwise plefka expansions
Consider a manifold Q of pairwise probability distributions:
Q(si,t, sk,t) =
1
Z
e(Θi,tsi,t+Θk,tsk,t+Λik,tsi,tsk,t) (186)
Z =
∑
si,t,sk,t
e(Θi,tsi,t+Θk,tsk,t+Λik,tsi,tsk,t). (187)
We use Q to approximate the distribution, which can be factorized as
P (si,t, sk,t) =
∑
st−1
P (si,t, sk,t|st−1)P (st−1) =
∑
st−1
P (si,t|st−1)P (sk,t|st−1)P (st−1), (188)
for parallel updates of the spins. Similarly to previous cases, we want to find an approximation of the probability
distribution at time t that minimizes the relative entropy:
D(P (si,t, sk,t)||Q(si,t, sk,t)) =
∑
si,t,sk,t
P (si,t, sk,t) log
P (si,t, sk,t)
Q(si,t, sk,t)
=
∑
si,t,sk,t
P (si,t, sk,t) logP (si,t, sk,t)−
∑
si,t,sk,t
P (si,t, sk,t) logQ(si,t, sk,t). (189)
Specifically, the mean field approximation that minimizes the relative entropy is the one in which
∂D(P (si,t, sk,t)||Q(si,t, sk,t))
∂Θi,t
= −
∑
si,t,sk,t
si,tP (si,t, sk,t)−
∑
st
si,tQ(si,t, sk,t) = 〈si,t〉q − 〈si,t〉p = 0, (190)
∂D(P (si,t, sk,t)||Q(si,t, sk,t))
∂Λik,t
= −
∑
si,t,sk,t
si,tsk,tP (si,t, sk,t)−
∑
si,t,sk,t
si,tsk,tQ(si,t, sk,t) (191)
= 〈si,tsk,t〉q − 〈si,tsk,t〉p = 0. (192)
This equation states that the closest factorized model has its first and second order moments equal to the first and
second order moments of the target distribution p. That is, 〈si,t〉q = 〈si,t〉p = mi,t and 〈si,tsk,t〉q = 〈si,tsk,t〉p =
Cik,t +mi,tmk,t. This is equivalent to having the marginalized distribution for spins i and k equal to the model Q, i.e.
P (si,t, sk,t) = Q(si,t, sk,t). If we assume that the distribution P (si,t, sk,t) is close to Q(si,t, sk,t), we can compute
P (si,t, sk,t) as an expansion respect to α of the probability distribution:
Pα(si,t, sk,t|st−1) = 1
Zα,st−1
ehα(si,t,sk,t,st−1), (193)
hα(si,t, sk,t, st−1) = (1− α)(Θi,tsi,t + Θk,tsk,t + Λik,tsi,tsk,t)
+ α(si,t(Hi +
∑
j
Jijsj,t−1) + sk,t(Hk +
∑
l
Jklsl,t−1)),
Zα,st−1 =
∑
si,t,sk,t
ehα(si,t,sk,t,st−1). (194)
When α is set to zero, P0(si,t, sk,t|st−1) = Q(si,t, sk,t), whereas when α is set to one, P1(si,t, sk,t|st−1) =
P (si,t, sk,t|st−1) = P (si,t|st−1)P (sk,t|st−1).
Finally, we define:
Pα(si,t, sk,t) =
∑
st−1
Pα(si,t, sk,t|st−1)P (st−1), (195)
which we use to compute the Plefka expansion from Q to P .
Since we know that P (si,t, sk,t) = Q(si,t, sk,t), we can find the parameters Θ,Λ by computing the Taylor expansion
of Pα(si,t, sk,t) at α = 0:
Pα(si,t, sk,t) = Pα(si,t, sk,t)
∣∣
α=0
+
n∑
m=1
αm
m!
∂mPα(si,t, sk,t)
∂αk
∣∣∣
α=0
+O(α(n+1)), (196)
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up to order n and computing the approximations Θi,t,Θk,t,Λik,t that meet the equality for α = 1 when O(α(n+1))
terms are dismissed. The equation above is a system of four equations, one for each combination of si,t, sk,t. Still, the
system has only three degrees of freedom, since
∑
si,t,sk,t
Pα(si,t, sk,t) = 1. This system of equations is equivalent to
considering a system of three equations obtained by the Plefka expansion with respect to the first and second moments
as in other sections. Since both options are equivalent (there is a linear relation between the pairwise distribution and
first and second order moments), here we choose to directly expand Pα(si,t, sk,t) to solve the equations in a more
compact way.
In order to compute the Plefka expansion, we compute the derivative of Equation 193 as:
∂Pα(si,t, sk,t)
∂α
=
∑
st−1
∂Pα(si,t, sk,t|st−1)
∂α
P (st−1)
=
∑
st−1
(∂hα(si,t, sk,t, st−1)
∂α
− 〈∂hα(si,t, sk,t, st−1)
∂α
〉)Pα(si,t, sk,t|st−1)P (st−1). (197)
Here, the derivative of hα(si,t, sk,t, st−1) and its expectation are
∂hα(si,t, sk,t, st−1)
∂α
= −Λik,tsi,tsk,t + si,t(−Θi,t +Hi +
∑
j
Jijsj,t−1) + sk,t(−Θk,t +Hk +
∑
l
Jklsl,t−1),
(198)
〈∂hα(si,t, sk,t, st−1)
∂α
〉 =
∑
si,t,sk,t
∂hα(si,t, sk,t, st−1)
∂α
Pα(si,t, sk,t|st−1). (199)
For α = 0, we have P0(si,t, sk,t|st−1) = Q(si,t, sk,t). Then the second term evaluated at α = 0 for a given value of
st−1 becomes
〈∂hα(si,t, sk,t, st−1)
∂α
〉
∣∣∣
α=0
= −Λik,t〈si,tsk,t〉+mi,t(−Θi,t +Hi +
∑
j
Jijsj,t−1) (200)
+mk,t(−Θk,t +Hk +
∑
l
Jklsl,t−1). (201)
Using these expressions, we compute the first and second order terms of the Plefka expansion. From Equation 197, the
first order term is
∂Pα(si,t, sk,t)
∂α
∣∣∣
α=0
=
(− Λik,t(si,tsk,t − 〈si,tsk,t〉) + (si,t −mi,t)(−Θi,t +Hi +∑
j
Jijmj,t−1) (202)
+ (sk,t −mk,t)(−Θk,t +Hk +
∑
l
Jklml,t−1)
)
Q(si,t, sk,t). (203)
By solving the system of equations above for the values of si,t, sk,t, we can obtain the nMF equations:
Θi,t = Hi +
∑
j
Jijmj,t−1 +
[O(α1)]
α=1
, (204)
Θk,t = Hk +
∑
l
Jklml,t−1 +
[O(α1)]
α=1
, (205)
Λik,t = 0 +
[O(α1)]
α=1
. (206)
Using these approximated parameters, we can compute the mean rates and correlations of the system using Eq. 186:
mi,t ≈ tanh [Hi +
∑
j
Jijmj,t−1)], (207)
Cik,t ≈
∑
si,t,sk,t
si,tsk,t
1
Z
exp [si,t(Hi +
∑
j
Jijmj,t−1) + sk,t(Hk +
∑
l
Jklml,t−1)]−mi,tmk,t = 0. (208)
33
A unifying framework for mean field theories of asymmetric kinetic Ising systems A PREPRINT
The TAP equations can be obtained by expanding:
∂2Pα(si,t, sk,t)
∂α2
= −
∑
st−1
(∂hα(si,t, sk,t, st−1)
∂α
− 〈∂hα(si,t, sk,t, st−1)
∂α
〉)2
− 〈∂hα(si,t, sk,t, st−1)
∂α
(∂hα(si,t, sk,t, st−1)
∂α
−
〈∂hα(si,t, sk,t, st−1)
∂α
〉)〉Pα(si,t, sk,t|st−1)P (st−1)
= −
∑
st−1
(∂hα(si,t, sk,t, st−1)
∂α
)2 − 〈(∂hα(si,t, sk,t, st−1)
∂α
)2〉
− 2〈∂hα(si,t, sk,t, st−1)
∂α
〉(∂hα(si,t, sk,t, st−1)
∂α
− 〈∂hα(si,t, sk,t, st−1)
∂α
〉)〉Pα(si,t, sk,t|st−1)P (st−1), (209)
∂2Pα(si,t, sk,t)
∂α2
∣∣∣
α=0
= −Λik,t((sk,t −mk,t)Wi,t + (si,t −mi,t)Wk,t)
+ 2((si,tsk,t − 〈si,tsk,t〉)(Wi,tWk,t + Vik,t)
− 2(Λ2ik,t〈si,tsk,t〉(si,tsk,t − 〈si,tsk,t〉)
− Λik,t〈si,tsk,t〉((si,t −mi,t)Wi,t + (sk,t −mk,t)Wk,t)
− (mi,tWi,t +mk,tWk,t)Λik,t(si,tsk,t − 〈si,tsk,t〉)
+mi,t(si,t −mi,t)(W 2i,t + Vii,t) +mk,t(sk,t −mk,t)(W 2k,t + Vkk,t)
+mi,t(sk,t −mk,t)(Wi,tWk,t + Vik,t) +mk,t(si,t −mi,t)(Wi,tWk,t + Vik,t)
)
, (210)
where Vik,t =
∑
jl JijJklCln,t−1 and Wi,t = −Θi,t +Hi +
∑
j Jijmj,t−1.
We know that
[
(αΛik,t)
2 ]
α=1
= 0 +
[O(α4)]
α=1
, that
[
α2Λik,tWi,t
]
α=1
= 0 +
[O(α4)]
α=1
and that[
α2Wi,tWk,t
]
α=1
= 0 +
[O(α4)]
α=1
. This allows us to dismiss many terms of the equations above.
We now compute TAP equations by solving Equation 196 for the second order:
∂Pα(si,t, sk,t)
∂α
∣∣∣
α=0
+
1
2
∂2Pα(si,t, sk,t)
∂α2
∣∣∣
α=0
= 0. (211)
When dismissing the terms with order
[O(α3)]
α=1
, the above equation becomes a system of linear equations
(− Λik,t(si,tsk,t − 〈si,tsk,t〉) + (si,t −mi,t)(−Θi,t +Hi +∑
j
Jijmj,t−1)
+ (sk,t −mk,t)(−Θk,t +Hk +
∑
l
Jklml,t−1)
)
Q(si,t, sk,t)
+
(
(si,tsk,t − 〈si,tsk,t〉)Vik,t +mi,t(si,t −mi,t)Vii,t +mk,t(sk,t −mk,t)Vkk,t
+mi,t(sk,t −mk,t)Vik,t +mk,t(si,t −mi,t)Vik,t
)
Q(si,t, sk,t) = 0. (212)
This equation directly solves the TAP approximation:
Θi,t = Hi +
∑
j
Jijmj,t−1 −mi,t
∑
jl
JijJilCjl,t−1 −mk,t
∑
jl
JijJklCjl,t−1 +
[O(α2)]
α=1
, (213)
Θk,t = Hk +
∑
l
Jklml,t−1 −mk,t
∑
jl
JkjJklCjl,t−1 −mk,t
∑
jl
JijJklCjl,t−1 +
[O(α2)]
α=1
, (214)
Λik,t =
∑
jl
JijJklCjl,t−1 +
[O(α2)]
α=1
. (215)
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We can use these approximated parameters for computing the mean rates and correlations of the system.
mi,t ≈
∑
si,t,sk,t
si,t
1
Z
exp[Θi,tsi,t + Θk,tsk,t + Λik,tsi,tsk,t], (216)
Cik,t ≈
∑
si,t,sk,t
(si,t −mi,t)(sk,t −mk,t) 1
Z
exp[Θi,tsi,t + Θk,tsk,t + Λik,tsi,tsk,t]. (217)
SI5.1 Time-delayed correlations
Consider a manifold Q with a pairwise probability distribution:
Q(si,t, sl,t−1) = Q(si,t|sl,t−1)Q(sl,t−1) = e
si,t(Θi,t+∆il,tsl,t−1)
2 cosh(Θi,t + ∆il,tsl,t−1)
esl,t−1Θl,t−1
2 cosh Θl,t−1
, (218)
where Q(sl,t−1) is the independent probability distribution for sl,t−1 computed as in Appendix SI3, and Q(si,t|sl,t−1)
is a conditional probability distribution we use to construct the pairwise probability distribution Q(si,t, sl,t−1) using
the Bayes rule.
We use this pairwise model to approximate the distribution
P (si,t, sl,t−1) =
∑
{sj,t−1}j 6=l
P (si,t, st−1) =
∑
{sj,t−1}j 6=l
P (si,t|st−1)P (st−1). (219)
As in previous cases, we want to find an approximation of the probability distribution at time t that minimizes the
relative entropy
D(P (si,t, sl,t−1)||Q(si,t, sl,t−1)) =
∑
si,t,sl,t−1
P (si,t, sl,t−1) log
P (si,t, sl,t−1)
Q(si,t, sl,t−1)
(220)
Specifically, the mean field approximation that minimizes the relative entropy is the one in which
∂D(P (si,t, sl,t−1)||Q(si,t, sl,t−1))
∂Θi,t
= −
∑
si,t,sl,t−1
(
si,t − tanh(Θi,t + ∆il,tsl,t−1)
)
P (si,t, sl,t−1)
= 〈si,t〉q − 〈si,t〉p = 0, (221)
∂D(P (si,t, sl,t−1)||Q(si,t, sl,t−1))
∂∆il,t
= −
∑
si,t,sl,t−1
(
si,tsl,t−1 − tanh(Θi,t + ∆il,tsl,t−1)sl,t−1
)
P (si,t, sl,t−1)
= 〈si,tsl,t−1〉q − 〈si,tsl,t−1〉p = 0. (222)
This equation states that the closest factorized model has its first moments equal to the first moments of the target
distribution p. That is, 〈si,t〉q = 〈si,t〉p = mi,t and 〈si,tsl,t−1〉q = 〈si,tsl,t−1〉p = Dil,t + mi,tml,t−1. This is
equivalent to having the marginalized distribution for spins i and k equal to the model Q, i.e. P (si,t, sl,t−1) =∑
st−1 P (si,t|st−1) = Q(si,t, sl,t−1). If we assume that the distribution P (si,t, sl,t−1) is close to Q(si,t, sl,t−1), we
can compute P (si,t, sl,t−1) as an expansion respect to α of the probability distribution:
Pα(si,t, sl,t−1) =
∑
{sj,t−1}j 6=l,st−2
Pα(si,t|st−1)Pα(sl,t−1|st−2)P ({sj,t−1}j 6=l|st−2)P (st−2) (223)
with
Pα(si,t|st−1) = e
si,thi,t(α)
2 coshhi,t(α)
(224)
hi,t(α) = (1− α)(Θi,t + ∆il,tsl,t−1) + α(Hi +
∑
j
Jijsj,t−1) (225)
and
Pα(sl,t−1|st−2) = e
sl,t−1hl,t−1(α)
2 coshhl,t−1(α)
, (226)
hl,t−1(α) = (1− α)Θl,t−1 + α(Hl +
∑
n
Jlnsn,t−2). (227)
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When α is set to zero, Pα=0(si,t, sl,t−1) = Q(si,t, sl,t−1), whereas when Pα=1(si,t, sl,t−1) = P (si,t, sl,t−1). We
approximate the values of Θi,t,Θl,t−1,∆il,t as follows:
∂Pα(si,t, sl,t−1))
∂α
=
∑
{sj,t−1}j 6=l,st−2
(
(si,t − tanhhi,t(α))(−Θi,t −∆il,tsl,t−1 (228)
+Hi +
∑
j
Jijsj,t−1) + (sl,t−1 − tanhhl,t−1(α))(−Θl,t−1 (229)
+Hl +
∑
n
Jlnsn,t−2)
)
Pα(si,t|st−1)Pα(sl,t−1|st−2)P ({sj,t−1}j 6=l|st−2)P (st−2),
(230)
∂Pα(si,t, sl,t−1)
∂α
∣∣∣
α=0
=
(
(si,t − tanhhi,t(0))(−Θi,t −∆il,tsl,t−1 +Hi +
∑
j
Jijsj,t−1) (231)
+ (sl,t−1 −ml,t−1)(−Θl,t−1 +Hl +
∑
n
Jlnmn,t−2)
)
Q(si,t, sl,t−1). (232)
From here, we obtain the nMF equations:
Θi,t = Hi +
∑
l 6=j
Jilml,t−1 +
[O(α1)]
α=1
, (233)
Θl,t−1 = Hl +
∑
n
Jlnmn,t−1 +
[O(α1)]
α=1
, (234)
∆il,t = Jil +
[O(α1)]
α=1
. (235)
The second order expressions are obtained by expanding:
∂2Pα(si,t, sl,t−1)
∂α2
=
∑
{sj,t−1}j 6=l,st−2
(
− (1− tanh2 hi,t(α))(−Θi,t −∆il,tsl,t−1 +Hi +
∑
j
Jijsj,t−1)2
(236)
− (sl,t−1 − tanhhl,t−1(α))(−Θl,t−1 +Hl +
∑
n
Jlnsn,t−2)2 (237)
+
(
(si,t − tanhhi,t(α))(−Θi,t −∆il,tsl,t−1 +Hi +
∑
j
Jijsj,t−1) (238)
+ (sl,t−1 − tanhhl,t−1(α))(−Θl,t−1 +Hl +
∑
n
Jlnsn,t−2)
)2)
(239)
· Pα(si,t|st−1)Pα(sl,t−1|st−2)P ({sj,t−1}j 6=l|st−2)P (st−2), (240)
∂2Pα(si,t, sl,t−1)
∂α2
∣∣∣
α=0
=
(
− 2 tanhhi,t(0)(si,t − tanhhi,t(0))
(
(Wi,t + (Jil −∆il,t)sl,t−1)2 + Vii,t
)
(241)
− 2ml,t−1(sl,t−1 −ml,t−1)
(
W 2l,t−1 + Vll,t−1
)
(242)
+ 2(si,t − tanhhi,t(0))(sl,t−1 −ml,t−1)
(
(Wi,t + (Jil −∆il,t)sl,t−1)Wl,t−1 (243)
+
∑
j 6=l,n
JijJlnDjn,t−1
))
Q(si,t, sl,t−1), (244)
where Vii,t =
∑
jk 6=l JijJikCjk,t−1, Vll,t−1 =
∑
mn JlmJlnCmn,t−2, Wi,t = −Θi,t + Hi +
∑
j 6=l Jijmj,t−1 and
Wl,t−1 = −Θl,t−1 +Hl +
∑
n Jlnmn,t−1
We know that
[
(α(Wi,t + (Jil −∆il,t)sl,t−1))2
]
α=1
= 0 +
[O(α4)]
α=1
, that
[
(αWl,t−1)
2 ]
α=1
= 0 +
[O(α4)]
α=1
and
[
α2(Wi,t + (Jil −∆il,t)sl,t−1)Wl,t−1
]
α=1
= 0 +
[O(α4)]
α=1
. This allows us to dismiss terms of the equations
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above, yielding the TAP equations. Different combinations of the TAP equations are possible, for example:
Θi,t(sl,t−1) = Hi +
∑
l 6=j
Jilml,t−1 −ml,t−1
∑
j 6=l,n
JijJlnDjn,t−1 (245)
− tanh [Θi,t(sl,t−1) + ∆ijsl,t−1]
∑
ln6=j
JilJinCln,t−1 +
[O(α2)]
α=1
, (246)
Θl,t−1 = Hl +
∑
n
Jlnmn,t−2 −ml,t−1
∑
mn
JlmJlnCmn,t−2 +
[O(α2)]
α=1
, (247)
∆il,t = Jil +
∑
j 6=l,n
JijJlnDjn,t−1 +
[O(α2)]
α=1
. (248)
With these parameters we can compute system’s quantities as follows:
mi,t ≈
∑
sl,t−1
tanh[Θi,t(sl,t−1) + ∆il,tsl,t−1]P (sl,t−1), (249)
ml,t−1 ≈ tanh Θl,t−1 (250)
Dil,t ≈
∑
sl,t−1
(tanh[Θi,t(sl,t−1) + ∆il,tsl,t−1]−mi,t)(sl,t−1 −ml,t−1)P (sl,t−1), (251)
where P (sl,t−1) =
1+sl,t−1mj,t−1
2 .
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SI6 Solution of the asymmetric Sherrington-Kirkpatrick model
The infinite kinetic Ising model with Gaussian couplings and uniform weights that we used in the paper, is generally
referred in its symmetric version as the Sherrington-Kirkpatrick model. The Sherrington-Kirkpatrick model behaviour
is well studied in statistical mechanics, and its solution can be obtained using the replica trick [40, Chapter 2.2]. Here,
we extend the solution to the asymmetric version of the model.
SI6.1 Replica trick
The asymmetric Sherrington-Kirkpatrick model can be solved using the replica trick in a similar fashion than in the
symmetric model, adding a mathematical trick to define Gaussian integrals [28].
Given a probability distribution P (st−1), we define the partition function of the asymmetric kinetic Ising model as:
Z =
∑
stst−1
exp
∑
i
si,t
Hi +∑
j
Jijsj,t−1
+ logP (st−1)
. (252)
The coupling Jij is a quenched variable with the Gaussian distribution function
P (Jij) =
1√
2piJ2σ/N
exp
[
1
2J2σ/N
(
Jij − J0
N
)2]
. (253)
where the mean and the variance are proportional to 1/N .
According to the prescription of the replica method, one first has to take the configurational average of the nth power of
the partition function
[Zn] =
∫ ∏
ij
dJijP (Jij)
∑
stst−1
exp
∑
a
∑
i
sai,t
Hi +∑
j
Jijs
a
j,t−1
+ logP (sat−1)
. (254)
The integral can be carried out independently over each Jij . We find the following form
[Zn] =
∑
stst−1
exp
∑
i
Hi
∑
a
sai,t +
∑
ij
J0
N
∑
a
sai,ts
a
j,t−1 +
J2σ
2N
(∑
a
sai,ts
a
j,t−1
)2+∑
a
logP (sat−1)

=
∑
stst−1
exp
∑
ia
His
a
i,t +
J0
N
∑
a
∑
ij
sai,ts
a
j,t−1 +
J2σ
2N
∑
ab
∑
ij
sai,ts
b
i,ts
a
j,t−1s
b
j,t−1 +
∑
a
logP (sat−1)
.
(255)
Here, we introduce variables qab,t−1 = 1N
∑
i s
a
i,t−1s
b
i,t−1, a 6= b and ma,t−1 = 1N
∑
i s
a
i,t−1. In addition, we will
introduce the assumption that the distribution P (st−1) is such that it yields a delta distribution of P (mt−1) and
P (qt−1), allowing us to remove the P (st−1) terms in the equation.
[Zn] =
∫ ∏
ab
dqab,t−1P (qab,t−1)
∫ ∏
a
dma,t−1P (dma,t−1)
∑
st
· exp
[∑
i
(
Hi
∑
a
sai,t + J0
∑
a
sai,tma,t−1 +
J2σ
2
∑
ab
sai,ts
b
i,tqab,t−1
)]
=
∑
st
exp
[
nNJ2σ
2
]
exp
[∑
i
(∑
a
sai,t (Hi + J0ma,t−1) + J
2
σ
∑
a<b
sai,ts
b
i,tqab,t−1
)]
. (256)
We will later show that assuming delta distributions for mt−1 and qt−1 will produce similar delta distributions of mt
and qt. Thus, our results hold as long as the initial state has this property (e.g. computing the dynamics of the system
starting from a single spin state s0).
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SI6.1.1 Gaussian Integral
Here we will use a Gaussian integral to perform a change of variables, this will have the form:
1 =
1√
2pi
∫
dm exp (−0.5(m− x)2) = 1
2pi
∫
dm exp (−0.5m2 − 0.5x2 + xm), (257)
exp (0.5x2) =
1√
2pi
∫
dm exp (−0.5m2 + xm). (258)
We make a change of variable using a Gaussian integral defined above, following the solution reported by [28] we
denote σ(sat ) =
1
N
∑
i s
a
i,t, σ(s
a
t , s
b
t) =
1
N
∑
i s
a
i,ts
b
i,t and we define:
exp
[
NJ0σ(s
a
t )m
a
t−1
]
= exp
[
NJ0((x
a
t,+)
2 + (xat,−)
2))
]
=
NJ0
2pi
∫
dmat,+dm
a
t,− exp
[
−NJ0((mat,+)2 + (mat,−)2)
+ 2NJ0(m
a
t,+x
a
t,+ +m
a
t,−x
a
t,−)
]
,
=
NJ0
2pi
∫
dmat,+dm
a
t,− exp
[
−NJ0((mat,+)2 + (mat,−)2)
+NJ0(σ(s
a
t )(m
a
t,+ + im
a
t,−) +m
a
t−1(m
a
t,+ − imat,−))
]
(259)
xat,+ =
1
2
(
σ(sat ) +m
a
t−1
)
, (260)
xat,− =i
1
2
(
σ(sat )−mat−1
)
, (261)
where xat,+, x
a
t,− are auxiliary variables.
Similarly, we obtain
exp
[
NJ2σσ(s
a
t , s
b
t)q
ab
t−1
]
= exp
[
NJ2σ((y
ab
t,+)
2 + (yabt,−)
2)
]
=
NJ2σ
2pi
∫
dqabt,+dq
ab
t,− exp
[
−NJ2σ((qabt,+)2 + (qabt,−)2)
+ 2NJ2σ(q
ab
t,+y
ab
t,+ + q
ab
t,−y
ab
t,−)
]
=
NJ2σ
2pi
∫
dqabt,+dq
ab
t,− exp
[
−NJ2σ((qabt,+)2 + (qabt,−)2)
+NJ2σ(σ(s
a
t , s
b
t)(q
ab
t,+ + iq
ab
t,−) + q
ab
t−1(q
ab
t,+ − iqabt,−))
]
, (262)
yabt,+ =
1
2
(
σ(sat , s
b
t) + q
ab
t−1
)
, (263)
yabt,− =i
1
2
(
σ(sat , s
b
t)− qabt−1
)
, (264)
where yabt,+, y
ab
t,− are auxiliary variables.
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The change of variables above yields the following Gaussian integral:
[Zn] =
NJ0
2pi
NJ2σ
2pi
exp
[
nNJ2σ
2
] ∫
dmat,+dm
a
t,−dq
ab
t,+dq
ab
t,− exp
log∏
i
∑
si,t
eLi

· exp
[
−NJ0
∑
a
(
(mat,+)
2 + (mat,−)
2 − (mat,+ − imat,−)mat−1
)
−NJ2σ
∑
a<b
(
(qabt,+)
2 + (qabt,−)
2 − (qabt,+ − iqabt,−)qabt−1
) ]
, (265)
where
Li =
∑
a
sai,t
(
Hi + J0(m
a
t,+ + im
a
t,−)
)
+ J2σ
∑
a<b
sai,ts
b
i,t(q
ab
t,+ + iq
ab
t,−). (266)
The exponent of the above integrand is proportional toN , so that it is possible to evaluate the integral by steepest descent.
With Mat =
(
(mat,+)
2 + (mat,−)
2 − (mat,+ − imat,−)mat−1
)
and Qabt =
(
(qabt,+)
2 + (qabt,−)
2 − (qabt,+ − iqabt,−)qabt−1
)
, we
find that in the thermodynamic limit N →∞
[Zn] ≈ exp
−NJ0∑
a
Mat −NJ2σ
∑
a<b
Qabt +
∑
i
log
∑
si,t
eLi +
Jσ
2

≈ 1 + nN
−J0n ∑
a
Mat −
J2σ
n
∑
a<b
Qabt +
1
nN
∑
i
log
∑
si,t
eLi +
Jσ
2
 , (267)
where the values of mat,+, t,−a, qabt,+, qabt,− are chosen to extremize (maximize or minimize) the quantity between the
braces {}. The last step was considered in the limit n→ 0, taking N to be very large but finite.
The replica method therefore gives the normalized free energy as
[f ] = lim
n→0
[Zn]− 1
nN
= lim
n→0
−J0n ∑
a
Mat −
J2σ
n
∑
a<b
Qabt +
1
nN
∑
i
log
∑
si,t
eLi +
Jσ
2
 . (268)
40
A unifying framework for mean field theories of asymmetric kinetic Ising systems A PREPRINT
The saddle-point condition that the free energy is extremized with respect to the variables mat,+, t,−a, qabt,+, qabt,− is
mat,+ =
1
2N
∑
i
mat−1 + 1J0 ∂∂mat,+ log
∑
si,t
eLi
 = 1
2N
∑
i
(∑
si,t
∑
i s
a
i,te
Li∑
si,t
eLi
+mat−1
)
=
1
2N
∑
i
(〈sai,t〉L +mat−1) (269)
mat,− =
1
2N
∑
i
−imat−1 + 1J0 ∂∂mat,− log
∑
si,t
eLi
 = i
2N
∑
i
(∑
si,t
∑
i s
a
i,te
Li∑
st
eLi
−mat−1
)
=
i
2N
∑
i
(〈sai,t〉L −mat−1) (270)
qabt,+ =
1
2N
∑
i
qabt−1 + 1J2σ ∂∂qabt,+ log
∑
si,t
eLi
 = 1
2N
∑
i
(∑
si,t
∑
i s
a
i,ts
b
i,te
Li∑
si,t
eLi
+ qabt−1
)
=
1
2N
∑
i
(〈sai,tsbi,t〉L + qabt−1) (271)
qabt,− =
1
2N
∑
i
−iqabt−1 + 1J2σ ∂∂qabt,− log
∑
si,t
eLi
 = i
2N
∑
i
(∑
si,t
∑
i s
a
i,ts
b
te
Li∑
si,t
eLi
− qabt−1
)
=
i
2N
∑
i
(〈sai,tsbi,t〉L − qabt−1) . (272)
This allows us to redefine Li as:
Li =
∑
a
sai,t
(
Hi + J0m
a
t−1
)
+ J2σ
∑
a<b
sai,ts
b
i,tq
ab
t−1, (273)
and recombine the four variables into two order parameters:
mat =m
a
t,+ − imat,− =
1
N
∑
i
mai,t =
1
N
∑
i
〈sai,t〉 (274)
qabt =q
ab
t,+ − iqabt,− =
1
N
∑
i
qabi,t =
1
N
∑
i
〈sai,tsbi,t〉, (275)
where m correspond to the order parameter, which yields in turn:
Mat =m
a
tm
a
t−1 (276)
Qabt =q
ab
t q
ab
t−1. (277)
SI6.1.2 Replica-symmetric solution
The variables above constitute the order parameters of a infinite-range ferromagnetic model with a Hamiltonian defined
from Li. These four parameters can be linearly combined into just two order parameters of an infinite-range model
with mean activity mat,L = m
a
t,+ − imat,− and a spin glass order parameter qabt,L = qabt,+ − iqabt,−. Since the model is
fully symmetric, it seems natural to assume replica symmetry and mat,L = mt, and q
ab
t,L = qt, a 6= b (although replica
symmetry will not apply in all cases, in the stationary Sherrington-Kirkpatrick model replica-symmetric solutions are
unstable for certain low temperature regions if Jσ is large compared with J0). Being the replica-symmetric solution
[f ] = lim
n→0
−J0mtmt−1 − J2σ2 (n− 1)qtqt−1 + 1nN ∑
i
log
∑
si,t
eLi +
J2σ
2
 . (278)
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The third term on the right hand side can be evaluated using the definition of Eq. 266, and a Gaussian integral
z = Jσ
√
qabt−1
∑
ia s
a
i,t as
log
∑
si,t
eLi = log
∑
si,t
exp
[∑
a
sai,t
(
Hi + J0m
a
t−1
)
+ J2σ
∑
a<b
sai,ts
b
i,tqt−1
]
= log
∑
si,t
exp
∑
a
sai,t
(
Hi + J0m
a
t−1
)
+
J2σ
2
qt−1
(∑
a
sai,t
)2
− nJ
2
σ
2
qt−1

= log
∑
si,t
∫
Dz
∏
a
exp
[
sai,t
((
Hi + J0m
a
t−1
)
+ Jσ
√
qt−1z
)− nJ2σ
2
qt−1
]
= log
∫
Dz exp
[
n log cosh(H˜(z))− nJ
2
σ
2
qt−1
]
≈n
∫
Dz log cosh(H˜(z))− nJ
2
σ
2
qt−1 +O[n2], (279)
where H˜i(z) = Hi + J0mt−1 + Jσz
√
qt−1 and the last step was taken considering the limit n→ 0 of log
(
1 + ef(n)
)
.
We have then
[f ] =
{
−J0mtmt−1 − J
2
σ
2
(1 + (qt − 1)qt−1) + 1
N
∑
i
∫
Dz log cosh(H˜i(z))
}
. (280)
The extremization of the free energy respect mt−1 yields
(281)
mt =
1
N
∑
i
∫
Dz tanh H˜i(z). (282)
Similarly, extremization respect qt−1 and applying partial integration gives
J2σ
2
(qt − 1) = 1
N
∑
i
∫
Dz
Jσz
2
√
qt−1
tanh(H˜i(z)) (283)
qt =
1
N
∑
i
∫
Dz tanh2 H˜i(z)). (284)
These are exactly the same solutions obtained for the symmetric Sherrington-Kirkpatrick model [40, Chapter 2.2].
SI6.2 Ferromagnetic critical phase transition in the infinite kinetic Ising model with Gaussian couplings and
uniform weights
We define an Ising network of infinite size, with randomly defined bias Hi with a distribution U(−H0β,H0β) and
couplings Jij with a Gaussian distribution N (β 1N , β2 J
2
σ
N ). Thus, there β operates as an inverse temperature rescaling
the values of the parameters Hi and Jij . We choose a value of H0 = 0.5, Jσ = 0.1
In the thermodynamic limit N →∞, the mean field activation rate can be defined as a uniform integral:
mt =
1
2H0
∫ H0
−H0
dh
∫
Dz tanh
[
h+ J0mt−1 + Jσz
√
qt−1
]
dh (285)
=
1
2H0
∫
Dz log
[
cosh
[
H0 + J0mt−1 + Jσz
√
qt−1
]
cosh
[−H0 + J0mt−1 + Jσz√qt−1]
]
. (286)
Similarly, the spin glass order parameter:
qt =
1
2H0
∫ H0
−H0
dh
∫
Dz tanh2
[
h+ J0mt−1 + Jσz
√
qt−1
]
(287)
=1− 1
2H0
∫
Dz
(
tanh
[
H0 + J0mt−1 + Jσz
√
qt−1
]− tanh [−H0 + J0mt−1 + Jσz√qt−1]) . (288)
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Figure 5: Analytical results of the behaviour of the infinite kinetic Ising model. A critical point is found for approximately
β = 1.1015 with parameters J0 = 1, Jσ = 0.1 and H0 = 0.5
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Figure 6: Experimental results of the behaviour around the critical point (βc = 1.1015)of an asymmetric Ising model
with N = 512 and parameters J0 = 1, Jσ = 0.1 and H0 = 0.5
In Figure 5 we compute the order parameters for J0 = 1, Jσ = 0.1 and H0 = 0.5. As in the case with Hi = 0, there is
a ferromagnetic transition. In this case however, the high temperature phase is not a paramagnetic phase with q = 0,
meaning that although the spatial average of the magnetization over sites is zero, the the time average of the orientation
of any given spin is non-zero. The system shows a second order critical point at approximately βc = 1.1123, marked by
a singularity in the derivative of m.
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