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1. INTRODUCTION 
Consider the problem of minimizing the functional 
(1.1) 
where x and y are connected by the equation 
x’ = h(% Y), x(0) = c. U.2) 
In many processes of interest, not all of the components of x are equally 
important, nor are all easily observable. Hence, it is desirable to obtain 
approximate control policies which take account of these facts. 
Let x1 , xa ,..., xk be the critical components of x. We want an approxi- 
mate solution to the foregoing minimization problem of the form 
y = Y(X, , x2 ,***, x~). Let us show that dynamic programming provides a 
systematic mechanism for deriving policies of this nature. 
2. LINEAR EQUATIONS 
To illustrate the general method, let us begin with the linear equation 
Ax=b, (2.1) 
assumed to arise from the minimization of the quadratic form 
J(x) = (x, Ax) - 2(x, b). (2.2) 
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The matrix A is taken to be positive definite. Let us suppose that 6, , b, ,..., bk
are the important variables, and write b = b(l) + b(%), where 
b(l) = 
‘b,’ 
b, 
4 
0 
b 
(2.3) 
Then the solution of (1) has the form 
x = A-lb =&lb(l) + A-lb(21. (2.4) 
Let us now assume that bt2) ranges over some region R with a distribution 
function dG(b(2)). Then, to obtain an approximation of the desired kind, we 
can replace b(2) by its average over the region 
b(2) g E(b’2’) = 1 b’WG(b’2’), (2.5) 
R 
so that (4) leads to 
x z A-lb(l) + A-W(b@)). (2.6) 
In place of this approach, let us proceed as follows. Let b range over S with 
the distribution function M(b). Write 
x = Rbf’) + c, (2.7) 
where R and c are to be determined by the minimization of 
Q(R, c) = 1 J(Rb(l’ + c) &Y(b). v-9 
This requires no calculation of the inverse of A. One virtue of the foregoing 
is that it allows b(l) and bc2) to be correlated. 
3. DISCUSSION 
If the linear equation, (2.1), does not arise directly from a minimization 
problem, we can consider the problem of minimizing the quadratic expression 
J1(x) = (Ax - b, Ax - b). (3.1) 
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Instead of an average, we can use maxbo) J(RP + c) and then nonlinear 
programming to determine R and c. 
4. CONTROL PROCESS 
Let us discuss a relatively simple case to illustrate he technique. Consider 
the minimization of 
J@> = (-I(& 4 + (x, Ax)] 4 (4.1) 
where A > 0 and the minimization is over x’ EL~(O, T), x(0) = c. Write 
f(c, T) = min, J(X). Then [l] we have 
fT = m;m[br) + (G 4 + bfJl> (4.2) 
where f (c, T) = (c, R(T) c) with 
R' =A -R2, R(0) = 0. (4.3) 
The optimal policy is determined by the relation x’ = R(T) X. Suppose 
that we want an approximate policy of the form 
Y = R,(T) dk) + r,(T), (4.4) 
where F, as before, depends only on the first k components of c. Then, 
following the foregoing lines, we minimize the function 
s NY> Y) + Cc, 4 + (Y, R(T) 41 dfW (4.5) 
with respect to RI and Y, where y is as given in (4.4). 
5. DISCUSSION 
The method can be extended to nonlinear control processes as well as 
stochastic and adaptive processes. This will be discussed in subsequent 
papers. 
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