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The inference of correlated signal fields with unknown correlation structures is of high scientific and
technological relevance, but poses significant conceptual and numerical challenges. To address these,
we develop the correlated signal inference (CSI) algorithm within information field theory (IFT) and
discuss its numerical implementation. To this end, we introduce the free energy exploration (FrEE)
strategy for numerical information field theory (NIFTy) applications. The FrEE strategy is to let
the mathematical structure of the inference problem determine the dynamics of the numerical solver.
FrEE uses the Gibbs free energy formalism for all involved unknown fields and correlation structures
without marginalization of nuisance quantities. It thereby avoids the complexity marginalization
often impose to IFT equations. FrEE simultaneously solves for the mean and the uncertainties of
signal, nuisance, and auxiliary fields, while exploiting any analytically calculable quantity. Here, we
develop the FrEE strategies for the CSI of a normal, a log-normal, and a Poisson log-normal IFT
signal inference problem and demonstrate their performances via their NIFTy implementations.
PACS numbers: 02.30.Zz, 02.50.Tt, 07.05.Pj, 89.70.-a
I. INTRODUCTION
A. Correlated signal inference
Correlated signal fields appear in many contexts as
descriptions of properties of some spatial or temporal
domain, like the atmospheric temperature and veloc-
ity, the magnetic field in the Galaxy, a population
density, the evolution of a stock price, etc. The de-
tailed knowledge of such fields is of high scientific,
technological, sociological, economical, or other inter-
est and rests on data converted into field estimates.
As measurements sample the fields usually in a sparse
fashion, such estimates require interpolations and ex-
trapolations of field values. Such interpolations are,
thanks to the correlation most fields exhibit, usually
justified. However, the optimal reconstruction scheme
requires precise knowledge about the field correlation
structure in order to optimally suppress the measure-
ment noise without over-smoothing the signal. This
correlation structure is usually not known a priori and
has to be inferred along with the signal field. This
complicates the inference substantially, even in case
the field statistics is simply Gaussian. Here we will
address this correlated signal inference (CSI) prob-
lem within the framework of information field theory
(IFT) [1], the information theory for fields, which is
from a mathematical perspective a statistical field the-
ory.
The CSI problem has already been addressed within
IFT successfully by renormalization calculations [2],
which led to well functioning signal estimators. In or-
der to improve the accuracy and most importantly the
efficiency of such estimators, we re-investigate their
derivation in a slightly different manner than done be-
fore. In particular, the novel approach provides also
uncertainty information on the correlation structure,
and takes the impact of this uncertainty for the field
estimate into account.
The problem of estimating the mean of a Gaussian
random variable from independent samples under an
unknown covariance was addressed in a Bayesian set-
ting previously [3, 4]. The here discussed method can
be regarded as an extension of those works to the mul-
tidimensional case with independent variables (here
field values). Also this extended problem has been
addressed by previous works, most notably by means
of the Gibbs sampling technique [5–9]. This latter ap-
proach differs from the here used minimal Gibbs free
energy approach, but shares with it that the field and
its spectrum are inferred simultaneously, and for both
uncertainty information is provided.
B. Structure of this work
The structure of this work is as follows. Sect. II in-
troduces IFT and the Gibbs free energy formalism.
Sect. III discusses the challenges of numerical IFT
and the free energy explorer (FrEE) strategy to face
them. In Sect. IV all the available information on the
fields we investigate here is mathematically summa-
rized in an information Hamiltonian. In Sect. V the
Gibbs free energy is constructed for the normal field
measurement problem. The corresponding log-normal
and the Poisson log-normal problems are treated in
Appendices A and B, respectively. The FrEE strat-
egy for the CSI is developed in Sect. VI and verified
with simulations in Sect. VII. Sect. VIII contains our
conclusions.
II. INFORMATION FIELD THEORY
A. Basics
The reconstruction of a physical field from observa-
tional data faces the problem, that the field degrees of
freedom outnumber the constraints given by the data
by a huge, if not infinite factor. There are infinitely
many field configurations that are fully consistent with
any finite set of measurements, even in the absence
of measurement noise. Most of those configurations
would be discarded as not being plausible. For exam-
ple in many physical fields strong gradients are rare,
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2as they either require an improbable concentration of
energy, or are rapidly erased by the field evolution.
To diminish the number of possibilities and to
exclude unlikely or even nonphysical configurations
the plausibility of field configurations should be in-
cluded in the field reconstruction process. The cor-
rect language to combine measurement information
and prior knowledge on any quantity is probability
theory [10, 11].
IFT is just probability theory for fields. It takes
advantage of the rich pool of methods developed for
quantum field theory for the derivation of optimal field
reconstruction methods, which use all available infor-
mation. This is achieved by a simple identification of
the posterior probability P(ϕ|d, I) of a field ϕ, con-
strained by measurement data d and prior informa-
tion I, with the Gibbs-Boltzmann distribution of a
hypothetical energy functionH(d, ϕ|I) at temperature
T = 1,
P(ϕ|d, I) = P(d, ϕ|I)P(d|I) =
e−H(d,ϕ|I)/T
Z(d|0, I) , with
H(d, ϕ|I) ≡ − lnP(d, ϕ|I) and (1)
Z(d|j, I) ≡ P(d|I) =
ˆ
Dϕe−H(d,ϕ|I)/T+j†ϕ.
Here, the field scalar product j†ϕ =
´
dx j∗(x)ϕ(x) is
used, which we, for notational convenience, assume to
be symmetric by implicitly using a†b ≡ 12
(
a†b+ b†a
)
.
The function H(d, ϕ|I) therefore summarizes all in-
formation on the field, and is thus called the infor-
mation Hamiltonian in IFT. The partition function
Z(d|j, I), which is given by a path integral over all
field configurations, is simultaneously a moment gen-
erating function, from which any field moment of in-
terest can be calculated via derivation with respect
to the information source term j. For example the
posterior mean is given for T = 1 as
m = 〈ϕ〉(ϕ|d) ≡
ˆ
DϕϕP(ϕ|d)
=
1
Z(d|j)
δ
δj
ˆ
Dϕe−H(d,ϕ|I)+j†ϕ
∣∣∣∣
j=0
=
δ lnZ(d|j)
δj
∣∣∣∣
j=0
(2)
and its uncertainty covariance as
D = 〈(ϕ−m) (ϕ−m)†〉(ϕ|d, I)
=
δ2 lnZ(d|j)
δj δj†
∣∣∣∣
j=0
. (3)
Unfortunately, the partition function can only be
calculated analytically for a limited class of proba-
bility density functionals (PDFs), most notably the
Gaussian distribution
P(ϕ|Φ) = G(ϕ,Φ) ≡ 1√|2piΦ| exp
(
−1
2
ϕ†Φ−1ϕ
)
,
(4)
where here Φxy = 〈ϕx ϕ†y〉(ϕ) is the prior field covari-
ance structure. For other PDFs perturbation theo-
retic, renormalization, or other approximation tech-
niques have to be invoked.
The prior Hamiltonian of a Gaussian field with
known covariance
H(ϕ|Φ) = 1
2
(
ϕ†Φ−1ϕ+ ln |2piΦ|) (5)
is quadratic in ϕ, and therefore contributes only to a
free field theory, which can be tackled by linear meth-
ods. However, the CSI problem addressed in this work
is how to infer a Gaussian field ϕ for which the covari-
ance Φ is not known a priori and has to be estimated
from the same data used to estimate ϕ. This lack
of knowledge alone renders an otherwise often eas-
ily analytical solvable problem into a complex, non-
Gaussian problem, beyond the reach of simple pertur-
bation methods.
The available knowledge on the covariance Φ is sum-
marized by the hyper-prior P(Φ). The prior knowl-
edge on the field is then
P(ϕ) =
ˆ
DΦP(ϕ|Φ)P(Φ), (6)
which turns the corresponding effective Hamiltonian
H(ϕ) = − ln
ˆ
DΦP(ϕ|Φ)P(Φ) (7)
= − ln
ˆ
DΦ e− 12ϕ†Φ−1ϕ P(Φ) + 1
2
ln |2piΦ|
into a non-quadratic function of ϕ unless there is
certainty about the correlation structure, P(Φ) =
δ(Φ− Φ0), in which case Eq. 5 is recovered.
All relevant information is stored in the partition
function Z. Any moment of the field can be extracted
from Z. However, the calculation of this can be diffi-
cult and therefore approximations are used to calcu-
late field estimates.
B. Maximum a posteriori
One popular approximation is the maximum a pos-
teriori (MAP) approximation, which is equivalent to
minimizing the joint HamiltonianH(d, ϕ) with respect
to the field,
δH(d, ϕ)
δϕ
∣∣∣∣
ϕ=mMAP
= 0. (8)
Ref. [2] showed that this leads to poorly performing
signal reconstruction schemes in case the uncertainty
on Φ is on logarithmic scale. Minimizing H(d, ϕ,Φ)
simultaneously with respect to ϕ and Φ gives even
worse results. On the MAP level, the only well
working strategy was to estimate Φ from maximiz-
ing P(Φ|d) = ´ DϕP(d, ϕ,Φ) and then to use this
as given in P(d, ϕ|Φ). This empirical Bayes approach
neglects the uncertainties in Φ and therefore provides
overconfident estimates of ϕ.
When using the MAP approach we just need to
minimize the Hamiltonian. This has the advantage
that suboptimal steps during the minimization get
corrected by later steps and therefore do not affect
the outcome. A similar guiding function property is
desired for a more accurate estimator of the signal
mean. It exists in the form of the Gibbs free energy.
3C. Gibbs free energy
The Gibbs free energy can be used to approximate
a complex posterior P(ϕ|d) with a simpler probability
function P˜(ϕ|d) [12],1 for example a Gaussian
P˜(ϕ|d) = G(ϕ−m, D).
For this, the form
G(m,D|d) = U(m,D|d)− T S(D|d)
≡ 〈H(d, ϕ)〉P˜(ϕ|d) + T 〈ln P˜(ϕ|d)〉P˜(ϕ|d)
is most convenient, as its construction requires only
Gaussian averaging to get the internal energy U and
the entropy S. The Gibbs free energy has the desired
property of being a guiding objective function since
its minimum is at the posterior mean and in addition
to this its curvature there encodes the uncertainty dis-
persion:
δG
δm
= 0⇒ m = 〈ϕ〉(ϕ|d) (9)(
δ2G
δmδm†
)−1∣∣∣∣∣
m=〈ϕ〉(ϕ|d)
T = 〈ϕϕ†〉(ϕ|d). (10)
The Gibbs free energy was successfully used in
Ref. [16] to minimize the effective Hamiltonian in Eq.
(7) approximately. To lowest order, the result was
identical to that of the empirical Bayes approach dis-
cussed above. In order to obtain a more accurate
field and covariance estimation, including uncertainty
information for both, and hopefully also a numeri-
cally more efficient algorithm, we make a different de-
sign choice here. We will not use the field covariance
marginalized effective theory as given by Eq. (7), but
keep the covariance explicit by investigating
P(ϕ,Φ|d, I) = P(d|ϕ, I)P(ϕ|Φ, I)P(Φ|I)P(d|I) .
Thus, the unknown “signal” to be estimated by the
Gibbs formalism will be the field ϕ and its prior co-
variance Φ. The latter is described for homogeneous
statistics by a strictly power spectrum Pϕ(k). As this
function of the Fourier wavevector k varies often over
orders of magnitude, and to enforce its positivity, we
actually use the logarithm of the spectrum in com-
parison to some pivot amplitude r as our unknown
parameter τk = ln [Pϕ(k)/r]. Together with the un-
known field this forms the combined signal vector
s = (ϕ†, τ †)†. For the log-power spectrum a Gaussian
approximation of the uncertainty is more appropriate,
as it can be positive or negative equally well.
1 The minimal Gibbs free energy approach used here is math-
ematical identical to the concept of variational inference [13]
based on minimal Kullback-Leibler distance of probability
distributions [14]. Given that the oldest of these similar, if
not identical concepts is the Gibbs free energy [15], we stick
to this term in our naming conventions.
III. NUMERICAL INFORMATION FIELD
THEORY
A. Basics
The equations of IFT have to be solved numeri-
cally. These usually involve high dimensional linear
or non-linear operators acting on fields, which can not
be represented explicitly by handling their matrix ele-
ments in computer memory. Instead, these operators
have to be represented implicitly by computer rou-
tines that perform the action of the operator without
representing its matrix elements explicitly. For ex-
ample the Fourier transformation operator F , with
Fkx = e
i k x, can be represented by the Fast Fourier
Transform (FFT) algorithm. The inverse of such an
implicit operators A applied to a vector b has then
to be done by a numerical solver for Ax = b that
is able to use such implicit operator representations.
One such solver is the famous conjugate gradient (CG)
method for solving linear systems of equations [17].
IFT equations usually do not depend explicitly on
the size, coordinate system, number of dimensions, or
topology of the space the field of interest is living on.
They look the same for fields over Cartesian spaces
and fields over spheres if the corresponding harmonic
spaces are automatically used to express spatial cor-
relation structures. In order to benefit from space in-
variance and in order to facilitate the implementation
of IFT algorithms numerical information field theory
(NIFTy) was developed [18, 19]. NIFTy permits the
user to specify field inference algorithm in a coordinate
free manner, so that those can easily be applied to
reconstruct fields over varying dimensions and space
topologies. It has successfully been used in a number
of imaging and signal inference problems [20–28].
NIFTy already contains an implementation of
the empirical Bayes CSI, the so called critical filter
method to retrieve a field and its unknown spectrum
[2, 20, 22]. This, however, has three short comings we
want to overcome here:
First, the critical filter is relatively slow, as the field
and the spectrum estimates are performed separately
by iterations. These variables have a large inertia
since the mutual dependencies require a combined so-
lution for those. Abstractly speaking, there exists a
diagonal and curved valley in the information Hamil-
tonian of combined field and spectrum Hilbert space.
This should be followed downhill, but the critical filter
performs only steps in orthogonal directions of which
none is parallel to the valley.
Second, the critical filter has no notion of spectral
uncertainty. Uncertainty of the spectrum should how-
ever be manifest in the inference equations since a field
estimator should be more conservative as larger this
uncertainty is.
Third, the critical filter is not adapted to non-linear
measurement situations. It has been used for such,
though, but without a strict IFT derivation.
To address all these issues, but also as a design prin-
ciple for efficient and consistent signal inference algo-
rithms with NIFTy, we introduce here the free energy
exploration (FrEE) strategy.
4B. FrEE strategy
The FrEE strategy proposes to address signal field
inference problems based on the following design prin-
ciples:
Form follows function: The optimal numerical
scheme should derive from the properties of a suitable
objective function, which is the Gibbs free energy for
a given inference problem. We exploit the analytic
form of this function as much as possible.
Free energy exploration: The Gibbs energy
measures the information distance of an assumed, ap-
proximate probability distribution from the correct
one. Minimizing this distance provides a nearly infor-
mation optimal approximate (see [29] for a discussion
of this), from which a good estimate of the posterior
mean and uncertainty can be read off.
Free fields: A free field follows Gaussian statis-
tics. Information about field values can then be eas-
ily propagated from one location to another. Con-
sequently, inference of Gaussian fields conditional to
other fields is easier than inference of self-interacting,
non-Gaussian fields. Complex interaction terms in an
information Hamiltonian often result from marginal-
ization of nuisance fields. These are better regarded
as signal fields to be estimated as well than being
marginalized. It can be more efficient numerically to
have an explicit representation of a nuisance field than
to recalculate its effective forces from the signal field
in every computational step. If necessary, we can in-
troduce additional, auxiliary fields to keep track of
and/or accumulate knowledge on field properties that
are otherwise expensive to re-calculate. If our approx-
imate posterior is free, i.e. Gaussian, marginalization
of nuisance parameters can easily be done after the
calculation.
Force-free configurations: The negative gradi-
ent of the Gibbs energy is the force which drives the
inference. If, however, a location for which some of
the force components vanish can be reached directly,
we adapt it.
No unnecessary accuracy: The free energy ex-
tremal principle guides the inference to the optimal
solution from any location in the Hilbert space of the
field. Intermediate errors can be corrected later. If
the situation is rapidly changing, there is no need to
accurately plan for the perfect next step or to accumu-
late statistics for a stochastically estimated quantity.
It is more beneficial to keep moving quickly.
Stability: The tight coupling between degrees of
freedom of the inference problem, and most notably
the concaveness of interesting problems can easily
destabilize a finite step size numerical scheme. We
propose to increase stabilizing “mass terms” of the
dynamics for degrees of freedom that exhibit sign
changes of their steps.
In the following, we will construct efficient CSI al-
gorithms based on the FrEE strategy, while trying to
be pragmatic.
C. FrEE recipe
The recipe to tackle inference problems via the
FrEE strategy is as follows:
1. Identification of the relevant quantities to be in-
ferred, the signal s in the following. For the
CSI problem this is the combined vector s =
(ϕ†, τ †)† describing the field and its log power
spectrum.
2. Construction of H(d, s) = − lnP(d|s)− lnP(s),
the joint information Hamiltonian, out of likeli-
hood P(d|s) and prior lnP(s).
3. Choosing an Ansatz for the approximate pos-
terior, here and usually a Gaussian P˜(s|d) =
G(s − s, S). The choice for the representation
of the posterior uncertainty dispersion S might
require a trade off between accuracy and com-
plexity.
4. Calculation of the internal energy
U(s, S|d) = 〈H(d, s)〉P˜(s|d)
=
ˆ
DsG(s− s, S)H(d, s),
entropy
S(s, S|d) =
ˆ
Ds P˜(s|d) ln P˜(s|d)
=
1
2
Tr [1 + ln (2piS)] ,
and Gibbs free energy
G(s, S|d) = U(s, S|d)− T S(s, S|d),
where T = 1.2
5. Calculation of the information forces
fs = −δG
δs
and fS = −δG
δS
.
For the latter the force-free solution, fS = 0,
can often be found analytically and adapted im-
mediately to specify S. This might require the
evaluation of trace terms, for which we propose
the usage of stochastic probing (App. (C)).
2 For T = 1 the Gibbs free energy is – up to an irrelevant con-
stant – identical to the cross information or Kullback-Leibler
distance of the posterior approximation P˜(s|d) to the exact
posterior P(s|d, I). For this reason, the temperature T will
typically be set to the canonical value of 1. For T = 0 the
approximate posterior becomes a delta function at the max-
imum of the correct posterior. For problems with nuisance
parameters, as here the field covariance, maximum a pos-
terior estimates can be very sub-optimal [2]. We will keep
T in the formula, as it permits the exploration of inference
schemes in between maximum a posteriori (T = 0) and max-
imal cross information (T = 1) or even to increase the uncer-
tainty estimate in a systematic and self consistent fashion in
case conservative estimates are required (T > 1).
56. Translation of the forces into an optimal step
s ← s + ∆s according to a Newton scheme for
s:
∆s = −
(
δ2G
δsδs†
)−1
δG
δs
= T −1S fs.
7. Eventually, modification of S−1 in the above
step size calculation to ensure spectral positivity
needed for a stable numerical Newton scheme.
This modification should not prevent the scheme
to converge towards the minimum of G as char-
acterized by fs = 0.
8. Implementation and testing of the resulting
FrEE solver.
We will follow this FrEE recipe in the following con-
struction of our CSI, and extend it where appropriate.
IV. FIELD KNOWLEDGE
A. Unknown Gaussian field
A continuous field ϕ : Ω→ K over a metric space Ω
is assumed to be drawn from a homogeneous Gaussian
random process P(ϕ|Φ) = G(ϕ,Φ) with harmonic co-
variance structure Φ = 〈ϕϕ†〉(ϕ). The corresponding
information Hamiltonian is
H(ϕ|Φ) ≡ − lnP(ϕ|Φ) = 1
2
ϕ†Φ−1ϕ+
1
2
ln |2piΦ|.
(11)
The signal covariance Φ is unknown, but we will
assume that it to be harmonic, it commutes with the
Beltrami-Laplace operator ∆. This means for Ω = Rn
that
Φxy = 〈ϕ(x)ϕ(y)〉(ϕ) = Cϕ(x− y) (12)
is translation invariant and only depends on the vector
between locations x and y. Furthermore, we will as-
sume statistical isotropy, such that Φxy = Cϕ(|x− y|)
only depends on the distance of x and y, but not on
their orientation. As a consequence, the covariance
Φ is characterized by a single 1D function, the cor-
relation function Cϕ(r), and the covariance is diago-
nal in the harmonic or Fourier space, with the power
spectrum Pϕ(k) on its diagonal. In the following we
parametrize this power spectrum in a way that is con-
venient for the FrEE approach.
B. Unknown harmonic correlation structure
We assume the covariance Φ to be diagonal in the
harmonic basis of the space Ω the field ϕ lives over, as
this is the best generalisation of translation invariant
statistics. Harmonic means that the basis functions
ak′ : Ω 7→ K are eigenvectors of the Laplace operator
∆. For a Cartesian space Ω = Rn this is the Fourier
basis, for the sphere Ω = S2, this is the basis given by
the spherical harmonic functions.
Let {ak′}k′ be a set of orthonormal harmonic eigen-
vectors ak′ : Ω → K, with corresponding eigenval-
ues {λk′}k′ , such that −∆ak′ = λk′ ak′ , sorted as
λk′+1 ≥ λk′ > λ0 = 0 for all k′ > 0, and the ak′ ’s be-
ing orthonormal according to a†k′al′ = δk′l′ . The index
k′ in principle only labels the different modes, but for
the Fourier space, it can be identified with the Fourier
wavevectors ~k = ~k(k′), such that ak′(~x) = ei
~k·~x and
for the spherical harmonic space with the angular mo-
mentum quantum numbers usually (but not here) de-
noted by ` and m. The reason for the prime in the
notation k′ will become clear soon.
Then any harmonic covariance can be expressed as
Φ =
∑
k′
pk′ak′a
†
k′ =
∑
k′
pk′Pk′ ≡ p†P, (13)
where p = (pk′)k′ is the unknown spectrum of Φ (the
set of eigenvalues of Φ ordered by k′, the index of
the harmonic operator) and ak′a
†
k′ ≡ Pk′ are spectral
projectors onto the individual basis vectors. We de-
note with P = (Pk′)k′ the vector of all such spectral
projectors. The inverse covariance is then
Φ−1 =
∑
k′
p−1k′ ak′a
†
k′ =
∑
k′
p−1k′ Pk′ = p
−1†P, (14)
where we used the notation convention that a function
is applied to a vector component wise in the vector’s
natural basis. This also applies to the multiplication
or division of vectors, such as a b = (aibi)i and a/b =
(ai/bi)i.
C. Spectral bands
It can be convenient to group several harmonic
modes together, e.g. in case their eigenvalues
are so similar that a similar spectral amplitude
can be assumed. To this end, we define dis-
joint and covering sets of spectral modes bk =
{k′ik , k′ik+1, . . . k′ik+%k} with similar harmonic eigen-
values {λik , λik+1, . . . λik+%k} and %k entries. A pro-
jector into such spectral bands is then
Pk =
∑
k′∈bk
ak′a
†
k′ (15)
and its trace %k = TrPk provides the number of modes
per band k. From now on we assume that this group-
ing has happened and that every k labels a different
λk. Furthermore, if the number nP of spectral bands
is small the nP × nP matrices can be managed explic-
itly in computer memory. We also use the notation
P = (Pk)k for the vector of spectral projector. This
implies, e.g. P†1 =
∑
k Pk =
∑
k
∑
k′∈bk ak′a
†
k′ =∑
k′ ak′a
†
k′ = 1. Here and in the following, we use the
primed variables k′, l′, and q′ to denote the original
harmonic modes, and the not primed variables k, l,
and q for harmonic bands.
The spectral vector p parametrizes the covariance
Φ = Φ(p). Our a priori knowledge of the covariance
6can hence be expressed as P(Φ(p)|I) = P(p|I),3 where
I encodes the set of our a priori assumptions. These
should encode (i) the unknown magnitude of the spec-
tral amplitudes and (ii) their spatial scale-invariance,
such that i, ii ∈ I.
i. Unknown magnitude of the spectral amplitudes
Without any prior information on the magnitude
of the spectral band amplitudes p = (pk)k, these
should be modeled as a falling power law distributions
P(pk|i) ∝ (pk/r)−αk with spectral indexes α = (αk)k
and reference power scale r. A magnitude-agnostic
prior would be given by αk = 1, a pessimistic by
αk ≥ 1, and an optimistic by αk ≤ 1.
We permit for a lower cut-off of the amplitudes by
introducing the dimensionless parameters q = (qk)k
and the inverse Gamma-distributions
P(pk|i) ∝
(pk
r
)−αk
exp
[
−qk
(pk
r
)−1]
. (16)
Since the spectral magnitudes ln (pk/r) ≡ τk, play a
special role we provide their information Hamiltonian
H(τk|i) = − ln
(
P(pk|i)
∥∥∥∥∂pk∂τk
∥∥∥∥)
=̂ (αk − 1) τk + qk e−τk (17)
without any irrelevant τk-independent constants. For
later reference, we state
p = r eτ (18)
and note that except for units, r could be absorbed
by a redefinition of τ ←[ τ + ln r. This, however, can
easily lead to confusion and therefore we better track
r through the formalism.
The Hamiltonian combined for all modes k is
H(τ |i) =̂ (α− 1)†τ + q†e−τ , (19)
where α†τ = α†kk τk ≡
∑
k αkτk denotes the scalar
product in the band-harmonic space.
The purely agnostic magnitude prior i with (α, τ) =
(1, 0) does not provide any constraints on the magni-
tudes, since H(τ |i, agnostic) = const.
ii. Spatial scale-invariance of spectral amplitudes
We further assume that the amplitudes are spatially
scale-invariant. The spatial scale Lk of a harmonic
mode k is encoded in its eigenvalue with respect to
−∆ according to λk = L−2k , and the magnitude of
its inverse as κk = lnL−1k = 1/2 lnλk. For Euclid-
ian spaces, κ would be the logarithmic length of the
Fourier-vector of a mode.
3 Here the functional determinant of the transformation p →
Φ(p) was taken into account. This is |∂Φ(p)/∂p| =
|∑k aka†k| = |1| = 1 by the orthonormality of the chosen
harmonic basis.
We postulate the existence of a smooth, but un-
known function τˇ(κ) such that τk = τˇ(κk). Smooth-
ness is enforced by the prior energy
H(τˇ |ii) =̂
ˆ ∞
−∞
dκ
2σ2
(
∂2τˇ(κ)
∂κ2
)2
≡ 1
2
τˇ †Tˇ τˇ ≈ 1
2
τ †T τ =̂H(τ |ii) (20)
where σ regulates the strength of the smoothness en-
forcing. σ = ∞ encodes no smoothness, since then
H(τ |ii, rough) = const, σ = 0 enforces a single power-
law spectrum of pk, and σ = 1 seems to be a reason-
able compromise between these regimes, permitting
the spectral index of the power spectrum to change
typically by one per e-folding in the length scale.
T represents a discretization of the integro-
differential operator Tˇ onto the spectral grid {κk}k.
A straightforward discretization Tˇ 7→ T of the differ-
ential operator Tˇ = ∆†∆ in Eq. (20) can be found in
Refs. [2, 22].
Note that the zero mode k = 0 with a0(x) = const,
λ0 = 0, and thus κ0 = 1/2 lnλ0 = −∞ is infinitely
distant to all the other modes, which have k > 0,
λk > 0, and thus κk = 1/2 lnλk > −∞. Therefore the
spectral smoothness prior leaves the zero completely
unconstrained. Its value has to be determined fully
from the data or other prior knowledge.
Combined spectral Hamiltonian
The combined spectral Hamiltonian is
H(τ |I) = H(τ |i) +H(τ |ii)
=̂
1
2
τ †T τ + (α− 1)†τ + q†e−τ , (21)
where the direct information sum reflects the indepen-
dence of the two assumptions i and ii.
D. Measurements
Measurements source our knowledge on the field
and its spectrum. Here, we investigate three measure-
ment situations, the normal field measurement (N),
which is the linear measurement of a Gaussian field
as given by Eq. (4), the log-normal field measure-
ment (LN), and the Poisson log-normal field measure-
ment (PLN). To focus the discussion, we investigate
the normal case in the main text and treat the LN
and PLN cases in Appendices A and B, respectively.
1. Normal field measurement
A normal field measurement apparatus applies a
known linear response R to the Gaussian field ϕ. The
response transforms the continuous field into a dis-
crete data vector to which noise adds, assumed here
to be Gaussian with signal independent and known
covariance N . Therefore, we have
d =
N
Rϕ+ n, (22)
7where =
N
is used to indicate that this relation holds
only for the normal (N) field measurement, if this is
not noted directly in the equation. Consequently, the
likelihood is (after a marginalization of the noise)
P(d|ϕ, N) = G(d−Rϕ, N) (23)
as well as
H(d|ϕ, N)=̂1
2
(d−Rϕ)†N−1 (d−Rϕ) , (24)
where we dropped as usual unessential constants.
In case the field covariance Φ is known, the joint
Hamiltonian of data and field is
H(d, ϕ|Φ, N) = H(d|ϕ, N) +H(ϕ|Φ)
=̂
1
2
(d−Rϕ)†N−1 (d−Rϕ)
+
1
2
ϕ†Φ−1ϕ
=̂
1
2
(ϕ−m)†D−1 (ϕ−m) , (25)
with
D−1 =
N
Φ−1 +R†N−1R (26)
the so called posterior precision matrix and
m =
N
DR†N−1d (27)
the posterior mean. D−1 is read of from the Hamil-
tonian and m is found by quadratic completion. The
posterior is then Gaussian with mean m and uncer-
tainty covariance D,
P(ϕ|d, Φ, N) =
N
G(ϕ−m, D). (28)
In this case of known covariance Φ, the mean m is a
linear function of the data. The mean m is also called
the Wiener filter solution and D the Wiener variance.
In case the field covariance Φ is unknown, the linearity
between m and d is not the case any more as we will
see later on.
E. Full information Hamiltonian
The information Hamiltonian of the field and its
spectrum
H(d, ϕ, τ |I) = H(d|ϕ, I) +H(ϕ|Φ(τ), I) +H(τ |I)
=̂
N
1
2
(d−Rϕ)†N−1 (d−Rϕ)
+
1
2
ϕ†Φ−1τ ϕ+
1
2
ln |2piΦτ |
+
1
2
τ †T τ + (α− 1)†τ + q†e−τ , (29)
with Φ−1τ = r
−1 e−τ†P,
consists of Eqs. (4), (21), and (24), (A4), or (B3) for
the normal, log-normal, or Poisson log-normal mea-
surement, respectively. Calculating the correspond-
ing posterior mean and uncertainty poses a complex
problem that we address approximately by using the
FrEE recipe.
V. FREE ENERGY CONSTRUCTION
A. Gaussian Ansatz
For the construction of the Gibbs free energy we use
an approximate Gaussian Ansatz for the posterior of
our signal vector s† = (ϕ†, τ †), consisting of the field
an its log-spectrum:
P˜(s|d) = G(s− s, S) with (30)
s =
(
m
t
)
, the posterior mean, and
S =
(
D C
C† Θ
)
,
the posterior uncertainty covariance.
The posterior mean s consists of the mean field m =
(mx)x = 〈ϕ〉P˜ and the mean log-spectrum t = (tk)k =〈τ〉P˜ .
The signal covariance S = 〈(s − s) (s − s)†〉P˜ con-
sists of four blocks: 1) the field uncertainty covari-
ance D = 〈(ϕ − m) (ϕ − m)†〉P˜ , which is a position
space operator, D = (Dxy)xy, 2) the log-spectrum
uncertainty covariance Θ = 〈(τ − t) (τ − t)†〉P˜ , which
is a harmonic-band space operator, Θ = (Θkl)kl, 3)
the cross correlation C = 〈(ϕ −m) (τ − t)†〉P˜ , which
is an operator that transforms a function over har-
monic bands into one in position space, C = (Cxk)xk,
and 4) its adjoined, C† = 〈(τ − t) (ϕ −m)†〉P˜ , which
transforms from position space into harmonic bands,
C† = (C†kx)kx.
The unknown parameters m, D, t, Θ, and C depend
in a still to be specified fashion on the data d. The
Gibbs free energy is given in terms of these parameters
as
G(s, S|d) = U(s, S|d)− T S(s, S|d). (31)
Here
U(s, S|d) = 〈H(d, ϕ, τ |I)〉P˜ (32)
is the internal energy, the full non-Gaussian Hamilto-
nian of Eq. (1) averaged by the approximate posterior
Ansatz Eq. (30). The entropy of the approximate pos-
terior is
S(s, S|d) = −
ˆ
DsP(s|d, I) lnP(s|d, I)
= 〈H(s|d, I)〉P˜ . (33)
The unknown parameters m, t, D, Θ, and C de-
rive from a minimization of G(s, S|d) with respect to
them. Ref. [16] provides implicit formula for this min-
imum, under certain approximations which seem to be
equivalent to setting C = 0 and Θ = 0. These implicit
formula have to be solved numerically. A frequently
used strategy in applications is to iterate the individ-
ual implicit formula and to hope for finding a fix point
of the coupled system of equations within an accept-
able computational time. This strategy is used for
example in the D3PO code for photon imaging [25],
the RESOLVE code for radio interferometry [24, 27],
and the tomography code for Galactic reconstruction
8[28]. This iterative strategy is computationally expen-
sive as it converges only slowly.
Here, the minimization of the Gibbs free energy
should provide us directly with an implicit numeri-
cal scheme in which the different equations are solved
simultaneously, not iteratively. This is more efficient
and more accurate, if we maintain the spectral uncer-
tainty information as encoded in Θ and C.
B. The building blocks
The Gibbs free energy consists of an entropy term
and an internal energy, which is composed of three
terms according to the three Hamiltonian components
in Eq. (29) resulting from the likelihood, the field
prior, and the spectral hyperprior, respectively.
1. Entropy
Thanks to the Gaussian Ansatz in Eq. (30), the
entropy is independent of s,
S(s, S|d) =1
2
Tr [1 + ln (2piS)] (34)
and therefore the gradients of S with respect to m and
t vanish,
δS
δm
= 0,
δS
δt
= 0. (35)
For later usage, we also provide the gradient of the
entropy with respect to the unknown covariance S,
δS
δS
=
1
2
S−1 (36)
and its sub-covariances D, Θ, and C. For the latter
we need
S−1 =
(
E−1 −D−1C F−1
−Θ−1C†E−1 F−1
)
, with
E ≡ D + C Θ−1C† and (37)
F ≡ Θ + C†D−1C.
In case C = 0, we would have E = D and F = Θ, but
otherwise, the matrix inversion mixes between D and
Θ.
The entropy-gradients with respect to the unknown
sub-covariances are
δS
δD
=
δS
δS
· δS
δD
= E−1 =
(
D + C Θ−1C†
)−1
,
δS
δΘ
=
δS
δS
· δS
δΘ
= F−1 =
(
Θ + C†D−1C
)−1
, (38)
δS
δC
=
δS
δS
· δS
δC
= −E−1C Θ−1, and
δS
δC†
=
δS
δS
· δS
δC†
= −F−1C†D−1.
Here, A ·B = Tr (A†B) is the matrix scalar product.
We expect (
δS
δC
)†
=
δS
δC†
(39)
and therefore
E−1C Θ−1 = D−1C F−1, (40)
which is easily verified by inserting the definitions of
E and F in Eq. (37).
The entropic forces fSD = −δS/δD and fSΘ =
−δS/δΘ ensure for T > 0 non-vanishing uncertainty
covariances, as they push for larger covariances as one
can read off from
fSD ·D = T Tr
[(
1 +DC Θ−1C†
)−1]
> 0 and
fSΘ ·Θ = T Tr
[(
1 + ΘC†D−1C
)−1]
> 0. (41)
In contrast, the entropic force fSC = −δS/δC† reduces
the magnitude of C as
fSC · C = −T Tr
[
Θ−1C†E−1C
] ≤ 0. (42)
All these forces try to increase the entropy. If not
counterbalanced by other forces, they would lead to a
state of complete lack of certainty, D = ∞, Θ = ∞,
and C = 0.
2. Hyperprior
The spectral prior P(τ) is the hyperprior of our
problem. Its internal energy is
Uτ (s, S|d) = 〈H(τ)〉P˜
=̂
1
2
t†T t+
1
2
Tr (T Θ) (43)
+(α− 1)†t+ q†e−t+Θ˜/2.
Here and elsewhere, a dropped † between two vec-
tors indicates component wise multiplication, (q t)k =
qktk, a tilde on a tensor means its diagonal vector in
band harmonic basis, Θ˜k = Θkk, and a tilde on a vec-
tor denotes a tensor with the vector on the diagonal in
band harmonic basis, t˜kl = δkltk. As a consequence of
this notation we find ˜˜t = t always, but ˜˜Θ = Θ only for
Θ being diagonal in the harmonic basis. Similarly we
define m̂xy = δxymx as an operator which is diagonal
in position basis and D̂x = Dxx the diagonal of D in
position basis.
The corresponding non-vanishing gradients of the
hyperprior internal energy are
δUτ
δt†
=
1
2
[
T t+ (α− 1)− q e−t′
]
,
δUτ
δΘ
=
1
2
[
T + q˜ e−t′
]
, with (44)
t′ ≡ t− Θ˜/2.
3. Prior
The field prior P(ϕ|Φτ ) provides the internal energy
Uϕ(s, S|d) = 〈H(ϕ|Φτ , I)〉P˜
=̂
1
2
%†t +
1
2r
∑
k
e−t
′
k wk,with (45)
wk ≡ Tr
{
Pk
[
(m− Ck) (m− Ck)† +D
]}
,
9and Ck = (Ckx)x.
4 The term 12 %
†t results from the
log-determinant ln |2piΦ| in H(ϕ|Φ, I). The multiplic-
ity %k = TrPk of a spectral band k sharing the same
harmonic eigenvalue λk enters since the different har-
monic modes count separately in the determinant in
Eq. (11). This internal energy would simplify in case
C = 0 to
Uϕ(s, S|d) =̂ 1
2
[
%†t +m†Φ−1τ m+ Tr
(
Φ−1τ D
)]
with Φ−1t′ ≡ r−1
∑
k
Pke
−t′k ≡ r−1P†e−t′ . (46)
In the general case of C 6= 0, the associated gradients
are
δUϕ
δm†
=
1
2
Φ−1t′ m−
1
2r
∑
k
e−t
′
k Pk Ck, (47)
δUϕ
δt
=
1
2
(
%− r−1w e−t′
)
,
δUϕ
δD
=
1
2
Φ−1t′ ,
δUϕ
δΘkl
=
δkl
4
r−1e−t
′
kwk, and
δUϕ
δC†k
=
1
2r
e−t
′
kPk (Ck −m) .
It is interesting that C can diminish the m-gradient
generated by the prior precision matrix Φ−1t′ . Know-
ing that a more extreme m will imply a higher inferred
spectrum and therefore a smaller prior precision ma-
trix, the system reduces the restoring force of the cur-
rently assumed spectrum. The last equation states,
that in the absence of any other information forces, C
would adapt such that PkCk = Pkm, which is fulfilled
by C°k = Pkm as PkPk = Pk. C = C
° would remove
any restoring forces on m from the precision matrix
Φ−1t′ . There is, however, an entropic force on C given
by Eq. (38), which counteracts the pull towards C°
and ensures that the prior precision matrix influences
the field inference to an appropriate degree.
4 This result required the calculation of
〈e−τϕϕ†〉P˜ = 〈e−t−δτ (m+ δϕ) (m+ δϕ)†〉P˜
= e−t〈e−δτ 〉P˜mm†
+e−tm〈e−δτ δϕ†〉P˜
+e−t〈e−δτ δϕ〉P˜m†
+〈e−δτ δϕ δϕ†〉P˜
= e−t
′ (
mm† −mC† − Cm† +D + C C†
)
with t′ ≡ t− 1
2
Θ˜
by usage of a Taylor expansion of e−δτ , of the Wick theorem,
and by a re-summation of the resulting series providing the
e
1
2
Θ˜ term. Alternatively, the operator formalism of Ref. [30]
can be used to obtain this result.
4. Likelihood
The internal energy of the likelihood term should be
denoted by UL with L ∈ {N, LN, PLN} for the three
likelihoods under investigation here. For the linear
measurement of a normal field we have
UN(s, S|d) = 〈H(d|ϕ, N)〉(s|d, I)
=̂
1
2
Tr
[(
mm† +D
)
R†N−1R
]
−m†R†N−1d,
δUN
δm
= R†N−1 (Rm− d) , (48)
δUN
δD
=
1
2
R†N−1R,
and all other gradients vanish. The corresponding re-
sults for ULN and UPLN can be found in Appendices A
and B, respectively. The likelihood provides a pull on
the mean field towards m° = (R†N−1R)−1R†N−1d,
where (R†N−1R)−1denotes the pseudo inverse of
R†N−1R.
C. Gibbs free energy
The Gibbs free energy G = G(s, S|d) is then
G =̂UL +
1
2
%†t +
1
2r
∑
k
e−t
′
k wk
+
1
2
t†T t+
1
2
Tr (T Θ) + (α− 1)†t+ q e−t′
−T
2
Tr [ln (S)] , (49)
with L ∈ {N, LN, PLN} and in particular
UL =̂
N
1
2
Tr
[(
mm† +D
)
R†N−1R
]
−m†R†N−1d. (50)
VI. FREE ENERGY EXPLORATION
A. FrEE dynamics
The solution of the inference problem should be
driven by the Gibbs free force. If G(s, S|d) is the
Gibbs free energy of an inference problem, its nega-
tive gradient
f =
(
fs
fS
)
= −
(
δG
δs
δG
δS
)
(51)
in terms of the signal mean s and its uncertainty dis-
persion S should be the force which drives the dynam-
ics. These forces will now be calculated for the CSI
problem of the normal field measurement situation.
The corresponding forces are composed according to
Eq. (31) from Eqs. (36), (44), (47), and (48).
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B. Signal mean
The mean field evolution is driven by the force
fm =
N
R†N−1 (d−Rm)− r−1
∑
k
Pke
−t′k(m− Ck)
(52)
and stops evolving for a static Φ as soon as
m =
N
(Φ−1t′ +R
†N−1R)−1R†N−1 ×(
d− r−1
∑
k
Pke
−t′kCk
)
(53)
is reached. This is the Wiener filter solution in case
C = 0. However, Φ−1t′ = r
−1∑
k Pke
−t′k evolves as
well due to the force
ft = θ −
(
α− 1 + %
2
+ T t
)
, with (54)
θ ≡
{
q +
w
2 r
}
e−t
′
.
This stops evolving once
et
′
k =
qk +
1
2r Tr
[(
(m− C) (m− C)† +D
)
Pk
]
(
α− 1 + %2 + T t
)
k
.
(55)
This formula reduces to the critical filter formula de-
veloped in Refs. [2, 16, 20, 22] in case C = 0 and
Θ˜ = 0, the latter implying t = t′. For a fixed m, D,
Θ˜, and C this implicit formula can be solved e.g. by
iteration. However, these quantities evolve themselves
and therefore it is advisable to solve the dynamics of
all these quantities simultaneously.
Note, that while t′ = t − 12 Θ˜ appears as the effec-
tive log spectrum in Φ−1t′ the dynamics is for t and also
the smoothness enforcing term T t does not involve Θ˜.
The required quantity w needs that D˜ = Tr (PD) as
well as C are available according to Eq. (45). Also
this requests that we investigate the uncertainty co-
variances D, C, and Θ next.
C. Uncertainty covariances
1. Field uncertainty covariance
The field uncertainty covariance force
fD =
N
1
2
[
T (D + C Θ−1C†)−1 − (Φ−1t′ +R†N−1R)]
(56)
vanishes – for fixed Φ−1t′ , C, and Θ – for the stationary
force-free solution
D = D° =
N
T (Φ−1t′ +R†N−1R)−1︸ ︷︷ ︸
=E
−C Θ−1C†︸ ︷︷ ︸
≡AD
. (57)
It is reasonable to adapt this solution instantaneously
at every time step. First, in most applications, there
is no hope to store D in a computer memory. Second,
adapting the force-free solution for D will immediately
put us closer to the minimum of the Gibbs free energy
G and therefore speed up the inference.
The term E = T (Φ−1t′ +R†N−1R)−1 to which D
reduces for C = 0 was encountered already in Eq.
(26) for the natural choice T = 1.5 For this term,
an implicit representation is possible, as all operator
terms in E−1 can be represented as computer rou-
tines, and the application of E to a vector j, m = E j,
can therefore be obtained from a CG based solving of
E−1m = j. If C and Θ are available, D can therefore
be applied to any vector. For later reference, we note,
that
D−1 = (E −AD)−1
=
(
1− E−1AD
)−1
E−1 (58)
can as well be represented by an implicit routine,
based on a CG inversion of 1 − E−1AD. A numer-
ical necessity is that E−1C Θ−1C† < 1 all the time
and therefore that Θ stays sufficiently large.
The impact of implicitly solving δGδD = 0 forD has to
be taken into account by adding the effect any chang-
ing quantity affecting D has on G. Relevant quantities
are t, C, and Θ, since those affect D according to Eqs.
(57), (46), and (44). However, we find the relevant
gradients are not changed, as the implicit solution for
D is at a (constrained) minimum of G:
δG
δtk
∣∣∣∣
D=D°
≡ δG
δD︸︷︷︸
=0
·δD
δtk
= 0 as well as
δG
δΘ
∣∣∣∣
D=D°
= 0 for the same reason, (59)
and so forth.
2. Spectral uncertainty covariance
The uncertainty covariance of the spectral field τhas
the force
fΘ =
1
2
[
T (Θ + C†D−1C)−1 − (T + θ˜)] , (60)
acting on it, which drives the Θ-evolution until it
reaches a stable configuration at
Θ° = T
(
T + θ˜
)−1
︸ ︷︷ ︸
=F
−C†D−1C︸ ︷︷ ︸
≡AΘ
. (61)
We should again adapt the fix point solution Θ = Θ°
immediately at every step of the dynamics. No other
5 The extra term AD = C Θ
−1C† seems to reduce the field un-
certainty covariance D with respect to E and the value D has
in case of known spectrum (Eq. (26)). However, this conclu-
sion is not correct, as the effective spectrum r et
′
appearing
in D and E is also decreased in the presence of C ∼ Pm, as
an inspection of w as given by Eq. (45) reveals. Thus, this
extra term just compensates for some otherwise too strong
enlargement of the field uncertainty covariance caused by the
reduced inferred effective spectrum.
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dynamical equation has to be changed in this case for
exactly the same reason as the one we encountered
when adapting the temporary fix points for D.
For most application, it should be possible to invert
T+θ˜ numerically at every time step, so that an explicit
representation of F = T
(
T + θ˜
)−1
is available. Its
contribution to Θ˜ can be read off, however, the contri-
bution from the term AΘ = C
†D−1C is more tricky,
as it contains D−1 =
(
E − C Θ−1C†)−1 that again
depends on Θ. We propose to shortcut this infinite
recursion by using the following approximations:
AD = C Θ
−1C† ≈ C F−1C†
AΘ = C
†D−1C ≈ C†E−1C (62)
3. Uncertainty covariance of field and spectrum
The C-force is
fC =
1
2r
e−t
′
[P (m− C)]− T
2
E−1C Θ−1, (63)
Setting the force fC to zero, we can solve for the op-
erator C. To do this, we change into the orthonormal
eigenbasis of the Θ operator, with eigenvalues λi and
corresponding eigenvectors ai, where we can write:
Θ−1 =
∑
i
λ−1i ai a
†
i (64)
The operator C can be expressed as:
C =
∑
i
ci a
†
i (65)
Multiplying the force fC by the eigenvector ai gives
us the force on the map ci:
fC ai =
1
2r
e−t
′ [
P(mai −
∑
j
cj a
†
j ai)
]
−1
2
T E−1
∑
j
cj a
†
j
∑
l
λ−1l al a
†
l ai (66)
Setting this equation to zero and using orthonormality
of the eigenvectors, we get:
0
!
=
1
2r
e−t
′ [
P(mai − ci)
]− 1
2λi
T E−1 ci (67)
1
2r
e−t
′
Pmai =
[ 1
2r
e−t
′
P +
1
2λi
T E−1] ci (68)
This can be solved and rewritten as
ci =
λi
r
[
(1 +
λi
r
)Φ−1 +R†N−1R
]−1
Φ−1 a†iPm (69)
the force free operator C can now be constructed out
of all maps ci with corresponding eigenvectors ai. Cal-
culating the whole off-diagonal operator involves the
numerical inversion of an operator for each band i. For
large problems, this computationally expensive task
is impracticable and slows down the inference. There-
fore we propose using only the ci corresponding to the
largest eigenvalues λi of Θ, or to drop C completely.
4. Precision matrix
The global signal posterior precision matrix can now
be written as
S−1 =
(
E−1 −E−1C Θ−1
−Θ−1C†E−1 F−1
)
, with
E−1 = T −1 (Φ−1t′ +R†N−1R) and (70)
F−1 = T −1
(
T + θ˜
)
being well applicable and therefore also numerically
invertible operators. The non-diagonal blocks were
written in a form that avoids the operator D−1 and
particularly ensures that S−1 is always self-adjoined.
D. Fixing the fix point
The fix point of the system of equations worked out
above exhibits a defect. Eqs. 54 and 55 state that at
the fix point we should have
θ = α− 1 + %
2
+ T t.
To simplify matters, let us assume we have an uninfor-
mative spectral hyperprior (α = 1, q = 0), standard
temperature (T = 1), and the obtained spectrum is
power-law like (T t ≈ 0). Then the spectral uncer-
tainty covariance is Θ =
(
T + %˜/2
)−1
− AΘ, which
turns out to be very narrow. First, we note that
the term −AΘ only tightens an already tight vari-
ance F =
(
T + %˜/2
)−1
. The latter does not depend
on the data, as T and % are completely predefined.
Thus, the spectral uncertainty seems to be nearly in-
dependent of how the measurement was performed,
except for a small correction by −AΘ, which only
worsens the problem of a too tight uncertainty co-
variance. The spectral uncertainty should, however,
depend on the data quality and be larger for less in-
formative data. Here it seems, that all signal field
degrees of freedom provide confidence to the spec-
tral determination, irrespectively whether they were
directly determined by the prior and data (the term
q + 12r Tr[(m− C) (m− C)† P] in w) or only guessed
by a covariance (the term 12r Tr [D P] in w).
In order to fix this, we propose to modify the for-
mula for F to
F = T
(
T + θ˜′
)−1
with
θ′ =
{
q +
w′
2 r
}
e−t
′
and (71)
w′ = Tr
[
(m− C) (m− C)† P
]
= w − Tr [D P] .
This way, the uncertainty information D is not
counted when the certainty of τ is estimated. Effec-
tively, this corresponds to using a reduced number of
degrees of freedom %′ < % while estimating the spec-
tral uncertainty. For our simplified case (α = 1, q = 0,
T t ≈ 0) we have %′/% = w′/w.
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Figure 1. CSI of a normal field. Top left: Normal field ϕ and noisy data d. Top right: Reconstructed signal m. Bottom
left: Reconstruction error s−m and one sigma uncertainty from D̂1/2. Bottom right: Real and reconstructed log-power
spectra τ and t, the latter augmented by its 1-σ uncertainty from Θ˜
1/2 , the uncorrected uncertainty (narrow, dark gray),
and by Θ˜′1/2, the corrected uncertainty (wider, light gray).
The deeper reason for this defect delivers also
a justification for our fixing strategy. The Gibbs
free energy approach is equivalent to minimizing the
Kullback-Leibler divergence
dKL(P˜||P) =
ˆ
Ds P˜(s|d) ln
[
P˜(s|d)/P(s|d)
]
(72)
of our approximated posterior P˜(s|d) = G(s − s,D)
to the correct one, P(s|d). This is, however, only an
approximation, and not even the most optimal one.
It was shown from first principles in [29] that the in-
formation optimal scheme would minimize the inverse
Kullback-Leibler divergence, dKL(P||P˜). It turns out
that this demands that the first and second moments
of P(s|d) are calculated and used to specify the Gaus-
sian approximation P˜(s|d). The Gibbs free energy
approach was, however, just introduced to facilitate
the calculation of these moments, which are otherwise
hard to calculate.
Fortunately, the spectral uncertainty σ2k of a Gaus-
sian random field in a spectral band k of which %′k
modes were measured turns out to be σ2k = 2/%
′
k in
the absence of any prior information (α = 1, q = 0,
T = 0). The fix proposed above just introduces a
correction so that only the number of effectively mea-
sured spectral degrees of freedom, %′, and not the to-
tal number, %, are used in the calculation of spectral
uncertainty such that in the prior free case the well
known result σ2k = 2/%
′
k is recovered.
E. Numerical steps
1. Notation
Let z = (m, t , c, D,Θ) be the argument vector of
the Gibbs free energy G(z) we intend to minimize,
or, alternatively, the vector of the fields we track dy-
namically, z = (m, t, c, Ac, AΘ, D̂, Θ˜, . . .). We split
z = (x, y) into the part for which we follow explic-
itly the gradient dynamics, x = (m, t ) = s, and the
part evolving implicitly or estimated stochastically
y = (c, Ac, AΘ, D̂ , Θ˜, . . .).
The FrEE dynamics for x is driven by its Gibbs
free energy force
f = −∂G(x, y)
∂x
, (73)
which imposes on x the velocity
dx
dt
= Γ f . (74)
Here, Γ is a positive definite, inverse friction coeffi-
cient matrix, which fixes the different units of energy
(G), time (t), and space (x) in this equation, which
will be specified next.
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Figure 2. Top Left: Corrected spectral uncertainty matrix Θ′ for the normal field. The large scale modes are in the top left
corner. Note the anti-correlations (dark blue). Top right: Eigenspectrum of Θ’. Bottom left: Largest two eigenvectors
of Θ′. Bottom right: Corresponding c fields of the spectral-spatial uncertainty cross correlation C, superimposed on
re-scaled field reconstruction m (gray).
2. Steering
The operator Γ steers the algorithm. We get a New-
ton scheme if Γ = S = (δ2G/δx δx†)−1 and the time
steps are δt = 1, such that
x← x+ Γf . (75)
In case of non-convex problems, S can develop tem-
porarily negative eigenvalues, which would spoil the
numerical scheme.
To avoid this problem, we propose to steer the de-
grees of freedom of x individually by adding a mass
matrix-like term,
Γ =
(
S−1 + η̂
)−1
, (76)
with a suitably chosen damping vector η with η > 0
in all components. η = λ with a global tuning param-
eter λ would correspond to Levenberg’s algorithm [31]
and η̂ = λf f † would to the Levenberg–Marquardt al-
gorithm [32]. Here, we pragmatically propose to tune
the components of η on the fly.
To this end, we set η = Ŝ−1 η′ to introduce with
Ŝ−1 = (Ê−1, F˜−1)† typical scales, so that η′ is dimen-
sionless. The latter is component wise steered via
η′ ← η′
{
fη′, acc δxnδxn−1 > 0
fη′, break δxnδxn−1 ≤ 0 , (77)
where δxn is the update vector of step n and fη′, acc =
0.5 and fη′, break = 3 are our empirical choices for the
numerical tuning parameters. η′ ≥ 0.3 is ensured in
every step, to keep the scheme ready to damp any
degree of freedom that starts to get unstable.
This way, any oscillating parameter gets damping.
When the scheme reached the minimum, all parame-
ters will oscillate around the equilibrium position and
δxnδxn−1 will have random signs.
3. Implementation simplifications
Not all the discussed terms are essential in every
situation. The related critical filter scheme for CSI
lacks many of the here discussed terms, but provides
acceptable results. Therefore, a number of simplifi-
cations are adapted here to reduce the computational
complexity:
• The terms AΘ and AD are approximated as in
Eq. 62. This truncates the mutual dependence
of the D and Θ operators.
• The field-to-spectrum uncertainty cross-
correlation term C is set to zero in most
numerical runs, as no significant effect of it on
the numerical speed, or the results could be
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Figure 3. Top Left: Sky brightness as a realization of a LN
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Figure 4. Power spectra of the signal realization shown in
Fig. 3 (solid line) and of the statistical process, which gen-
erated it (dotted). The spectrum reconstruction (dashed)
including its uncertainty (gray) is shown as well.
detected. An inspection of C in Sect. VII A 2
reveals that it is of a low relative amplitude in
the test cases we investigate.
• Steering was only applied to the t-dimension,
the spectral components of x. In case of very
stiff problems, an extension to m might be nec-
essary. This will be used for the LN problem
presented below, which is stiff due to a response
function mimicking a radio interferometer.
• The CG used to calculate steps of the Newton
scheme was run with moderate accuracy, as all
steps are only intermediate. Experiments with
low accuracy CG had a worse performance.
The implementation of the CSI algorithm was done in
NIFTy 1.0 [19].
VII. EXAMPLES
To illustrate the performance for normal (N), log-
normal (LN), and Poisson-log-normal (PLN) fields,
the CSI algorithm was applied to mock data generated
with such statistics. We report about the results.
A. Normal field
1. Spatial and spectral reconstruction
A normal field, the power spectrum of its gener-
ating statistical process, noisy data tracing a Gauss-
convolved version of the field, and the reconstruction
of the field and its spectrum are displayed in Fig.
1. The field is well reconstructed within the uncer-
tainties, which are much smaller than the scatter of
the data. The power spectrum, however, is recon-
structed with an overconfidence in the higher spectral
bins (darkly shaded in the bottom right panel of Fig.
1) unless the fix to the effectively measured degrees of
freedom as described in Sect. VI D is applied (lightly
shaded). It is very apparent that this correction is
necessary as the Gaussian point spread function has
erased a large part of the information of the signal
field spectrum on small spatial scales. We will adapt
this correction for the remaining discussion of the N
example and also for the LN and PLN examples.
2. Spectral uncertainty structure
The CSI algorithm provides the full spectral uncer-
tainty covariance matrix, which in its corrected form
(see discussion in Sect. VI D) is displayed for our ex-
ample in the top left panel of Fig. 2. The large uncer-
tainty of the highest Fourier band powers is obviously
correlated, as the spectral smoothness prior prevents
these from varying independently. The eigenvalues of
this uncertainty covariance matrix span two orders of
magnitude (top right panel). The eigenvector a0 cor-
responding to the largest eigenvalue (see bottom left
panel) expresses the substantial and correlated uncer-
tainty of the small-scale power spectrum (see bottom
right corner of top left panel). The next important
eigenvector a1 allows for structure in this part of the
spectrum via a sign change and captures the main
spectral uncertainty for large spatial scales (see top
left corner of top left panel).
Finally, Fig. 2 displays the corresponding c-fields,
that were calculated according to Eq. (69), and which
form, together with their eigenvectors, the spectral-
spatial uncertainty covariance operator C according
to C =
∑
i cia
†
i (Eq. (65)). The ci-field expresses how
the reconstruction m changes with a change of the
spectrum according to the corresponding spectral un-
certainty eigenvector ai and vice versa. As the c-fields
are filtered versions of the reconstruction m, a scaled
version of this is displayed in Fig. 2 for comparison.
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right: Signal field ϕand its reconstruction m including the remaining uncertainty. Note the higher fidelity in the high
count regions. Bottom left: Reconstruction errors ϕ−m. Bottom right: Correct and reconstructed power spectrum.
B. Log-normal field
A LN field is a good representation of diffuse emis-
sion on the celestrial sphere, as it is strictly positive,
spatially correlated, and varies over orders of magni-
tude in intensity. To present the performance of the
CSI algorithm for LN fields with non-trivial measure-
ment response, we adapt an idealized radio interfer-
ometric measurement situation. The brightness field
(top left panel of Fig. (3)) is measured in its Fourier
representation at the Fourier locations indicated (top
right panel). This is a very incomplete coverage, with
about 80% of the necessary image information miss-
ing. Consequently, the back projected data (bottom
right panel), the so called dirty image in radio as-
tronomical language, is a relative poor representation
of the true sky. In particular it contains areas with
nonphysically negative flux densities. The CSI recon-
struction (bottom left) managed to recover all brighter
structures well, and a good fraction of the dim emis-
sion regions.
The simultaneously recovered power spectrum is
shown in Fig. (4). Although the power spectrum un-
certainty correction of Sect. (VI D) is applied, the true
and reconstructed spectra deviate by a few sigma for
some of the intermediate spectral bands. The origin
of this discrepancy is not completely clear, as it could
be due to the neglected C terms, just a statistical fluc-
tuation, an expression of the strong non-Gaussianity
of the underlying probabilities, or – most likely – a
combination of such factors.
C. Poisson Log-Normal Field
Finally, the performance of CSI on PLN reconstruc-
tion problems should be shown. Such problems oc-
cur for example in astronomical imaging with photon
counts. Fig. (5) shows a PLN field, data drawn from
it, and the reconstruction of the field and its spec-
trum. The real signal and spectrum lie well within
the corresponding uncertainties.
VIII. CONCLUSION
Correlated signal inference (CSI) poses numerical
challenges. We address these by the Free Energy Ex-
ploration (FrEE) strategy. This proposes to simplify
the inference problem via the construction of a Gaus-
sian approximation of the posterior, to reconstruct
nuisance and hyper-prior quantities explicitly, and to
use stochastic probing of expensive operator proper-
ties, as well as to automatically steer the step size of
the individual signal and power spectrum components.
The resulting NIFTy implementation of CSI accu-
rately reconstructed normal, log-normal, and Poisson
log-normal fields as well as the power spectra of their
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generative processes. Uncertainty information on all
these quantities is provided alongside. CSI is there-
fore mature for the usage on real data applications,
since prototypes of a radio interferometric and a pho-
ton count imaging algorithm performed well. Further-
more, the FrEE strategy seems also to be sufficiently
robust to be applied to other signal inference problems
in information field theory.
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Appendix A: Log-normal model
1. Field measurement
Many measured signal fields are strictly positive
and vary rather in magnitude than on a linear scale.
An example for such is the sky brightness s. Here a
log-normal model is more appropriate where a Gaus-
sian field ϕ = ln s is exponentiated before linearly
measured. Thus, we have
d = Reϕ + n (A1)
and consequently
P(d|ϕ, LN) = G(d−Reϕ, N) (A2)
as well as
H(d|ϕ, LN)=̂1
2
(d−Reϕ)†N−1 (d−Reϕ) . (A3)
In case of known field covariance Φ, the joint Hamil-
tonian
H(d, ϕ|Φ, LN) =H(d|ϕ, LN) +H(ϕ|Φ)
=̂
1
2
ϕ†Φ−1ϕ (A4)
+
1
2
(d−Reϕ)†N−1 (d−Reϕ) .
does not permit a linear estimate of the posterior
mean field m = 〈ϕ〉(ϕ|d,Φ,LN) or mean signal s =
〈eϕ〉(ϕ|d,Φ,LN). An unknown covariance further com-
plicates this problem considerably.
2. Likelihood contribution
The LN-likelihood internal energy and its gradients,
ULN(m, D|d) = 〈H(d|ϕ, LN)〉(ϕ|d, I)
=̂
1
2
ˆ
dx
ˆ
dy
(
R†N−1R
)
xy
×em′x+m′y+Dxy
− em′ †R†N−1d, with
m′ = m+
1
2
D̂, and (A5)
δULN
δmx
= em
′
x
[ˆ
dy
(
R†N−1R
)
xy
em
′
y+Dxy
− (R†N−1d)
x
]
,
δULN
δDxy
=
δxy
2
em
′
x
[ˆ
dz
(
R†N−1R
)
xz
em
′
z+Dxz
− (R†N−1d)
x
]
,
+
1
2
(
R†N−1R
)
xy
em
′
x+m
′
y+Dxy
are a bit intricate due to the eDxy terms. These would
require, in principle, an explicit calculation of all these
matrix elements, which is currently completely out of
reach for megapixel sized field inference problems re-
quiring to track 1012 entries of D. We will therefore
replace Dxy → 2
(
D̂x + D̂y
)
, with  ∈ [0, 1].  = 1 is
a reasonable approximation if the field correlation vol-
ume exceeds largely the footprint of the point spread
function (and the noise covariance is diagonal). This
might be the case for highly resolving imaging instru-
ments.  = 0 should be a suitable approximation in
case it is exactly the other way around, as it is the
case in interferometry and tomography, where the in-
strument data are influenced by extended integration
regions.
With this approximation, we define m′′ = m′ +

2 D̂ = m+
1+
2 D̂ and Rm = R ê
m so that
δULN
δm
= R†m′′N
−1Rem
′′ −R†m′N−1d ≡ −j,
δULN
δDxy
=
1
2
(
R†m′′N
−1Rm′′ − ĵ
)
. (A6)
During the Gibbs free energy decent of the algorithm,
the term −ĵ is omitted in the last equation, to ensure
positive definiteness of S.
Appendix B: Poisson Log-normal model
1. Field measurement
Here, the signal s = eϕ is again log-normal, but
the measurement is Poissonian and therefore subject
to signal dependent shot noise. The signal response R
only determines the expected number µ = 〈d〉(d|s,PLN)
of counts according to
µ = Reϕ + b, (B1)
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where b is the background count rate, here assumed
to be known. An individual datum di ∈ N0 follows
the Poisson distribution
P (di|µi) = µ
di
i
di!
e−µi (B2)
independently of the other data. Therefore,
H(d|ϕ, PLN)=̂1†Reϕ − d† ln (Reϕ + b) , (B3)
where the logarithm has to be applied component
wise. The joint Hamiltonian in case of know covari-
ance
H(d, ϕ|Φ, PLN) =H(d|ϕ, PLN) +H(ϕ|Φ)
=̂
1
2
ϕ†Φ−1ϕ (B4)
+ 1†Reϕ − d† ln (Reϕ + b)
also does not permit simple linear estimate of the pos-
terior mean field m = 〈ϕ〉(ϕ|d,Φ,PLN) or mean signal
s = 〈eϕ〉(ϕ|d,Φ,PLN).
It is interesting to note that in case of no back-
ground b = 0, a local response Rix = riδ(x− xi) and
a restriction of the field to the measured locations,
φ = (ϕ(xi))i its Hamiltonian
H(d, φ|Φ, PLN, b = 0, r)=̂1
2
φ†Φ−1φ+ln |Φ|−d†φ+r†eϕ
(B5)
becomes structurally similar to that of the log-
spectrum given by Eq. (21).
2. Likelihood contribution
The PLN-likelihood internal energy is
UPLN(m, D|d) = 〈H(d|ϕ, LN)〉(ϕ|d, I) (B6)
=̂ 1†Rem
′ − d† 〈ln (Rem+φ + b)〉G(φ|D) ,
where〈
ln
(
Rem+φ + b
)〉
i
= ln
(
R†i e
m′ + bi
)
(B7)
+
〈
ln
(
R†i e
m+φ + bi
R†i em
′ + bi
)
︸ ︷︷ ︸
(1+εi)
〉
with
〈ln (1 + εi)〉 = 0 + 〈εi〉︸︷︷︸
=0
−1
2
〈
ε2i
〉
+ . . .
=
´
dx
´
dy em
′
x+m
′
y
(
1− eDxy)RixRiy
2
(
R†i em
′ + bi
)2
+ . . . (B8)
as correction term.
The gradients are then
δUPLN
δmx
≈ em′x
[(
1− d
µ
)†
R
]
x
−
∑
i
di
µ2i
em
′
xRix
ˆ
dy em
′
y
(
1− eDxy)Riy
+
∑
i
di
µ3i
Rixe
m′x
×
[ˆ
dz
ˆ
dy em
′
z+m
′
y
(
1− eDzy)RizRiy] ,
with µ = Rem
′
+ b, and
δUPLN
δDxy
≈ 1
2
δxy e
m′x
[(
1− d
µ
)†
R
]
x
−
∑
i
di
2µ2i
δxy e
m′x Rix
ˆ
dy em
′
y
(
1− eDxy)Riy
+
∑
i
di
2µ3i
δxy e
m′x Rix
×
[ˆ
dz
ˆ
dy em
′
z+m
′
y
(
1− eDzy)RizRiy]
+em
′
x+m
′
yeDxy
∑
i
di
µ2i
RixRiy (B9)
Using as for the LN case the approximation Dxy ≈

2 (Dxx +Dyy) in exponents, the notation m
′′ = m′ +

2 D̂ = m+
1+
2 D̂ and Rm = R ê
m , we get
δUPLN
δm
≈
(
1− d
µ
)†
Rm′ (B10)
−d†µ−2
(
Rm′Re
m′ −Rm′′Rem′′
)
+d†µ−3Rm′
[(
Rem
′)2 − (Rem′′)2]
≡ j
δUPLN
δDxy
≈ 1
2
(
R†m′′ d̂ µ−2Rm′′ − ĵ
)
. (B11)
In the implementation of the PLN reconstruction only
the first term in Eq. (B10) is actually used, as the
others are small corrections. During the Gibbs free
energy decent of the algorithm, the term −ĵ is omitted
in the last equation, to ensure positive definiteness of
S. It is, however used when the minimum is reached,
to calculate the correct covariances. Note that
j ≈
(
1− d
µ
)†
Rm′
+2 d†µ−2Rm′D̂ Rm′
−2 d†µ−3Rem′Rm′D̂ Rm′ +O(2) (B12)
=
(
1− d
µ
)†
Rm′ + 2 d
†µ−3b
(
Rm′D̂
)
Rm′ +O(2)
has only a significant contribution of order O() if the
background b is large.
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Appendix C: Operator probing
We propose to treat terms like D̂ as independent,
dynamically evolving quantities. Since we rarely have
an explicit representations of D, which explicitly car-
ries matrix elements required for these quantities of
interest, an expensive and noisy stochastic estimation
invoking the implicit representation of D has to be
performed. While doing this, we should take care
to retain any already obtained information on these
quantities for the sake of reducing noise and compu-
tational costs.
As detailed below, each such quantity A ∈
{D̂, A˜c, AΘ} can be estimated stochastically by cal-
culating the trace of a specific operator OA by probing
A ≡ Tr [OA] = 〈ξ†OA ξ〉(ξ), (C1)
where we will use only a finite number of white noise
samples ξ ←↩ P(ξ) = G(ξ,1) to estimate the average.
The diagonal D̂ of the field uncertainty dispersions
provides diagnostically valuable uncertainty quantifi-
cation, as ϕx = mx±D̂1/2x in colloquial language. Fur-
thermore, knowing D̂ is also required by the FrEE
dynamics in case of the LN- and PLN-likelihoods (see
Appendices A and B). We write
D̂x ≡ Dxx = Tr [∗xD] = 〈ξ†∗xD ξ〉(ξ) ≡ 〈ξx (D ξ)x〉(ξ),
(C2)
where the ∗ operator vector projects out the position
space diagonal of a matrix D if applied to this with
the matrix scalar product Tr (∗D) = D̂. Thus we have
OD̂ = ∗D. Since D̂ ∈ [0, Φ̂t′ ], we clip at these values.
The harmonic space field uncertainty
D˜k ≡ Tr [PkD] = 〈ξ†PkD ξ〉(ξ)
can be obtained by stochastic probing the operator
OD˜ = PD. While doing so, we should use a minimum
of prior information on the values of D˜. First D˜ ≥ 0
since D is a covariance. From D ≤ Φ = r P†et′ we
conclude
D˜ ≤ Tr [PΦ] = r % et′ ≡ Φ˜t′ (C3)
and therefore enforce D˜k ∈ [0, Φ˜k] by clipping any
value outside of this interval.
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