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Chapter 1
Historical and Motivational
Introduction
Noncommutativity is an old subject in the realm of physics, the, with little doubt,
most famous example of noncommutativity being the commutation relations of
the Heisenberg momentum and position operators in quantum mechanics
[xˆ, pˆ] = i~. (1.1)
The success of quantum mechanics gives a lot of value to this relation as it leads,
as is well known, to the uncertainty relations of momentum and position
∆xˆ∆pˆ =
~
2
, (1.2)
or mathematically to the ”pointless” geometry by von Neumann, which is a cor-
nerstone of the mathematical description of noncommutative algebraic spaces (see
e.g. [1]).
More precisely, von Neumann tried to describe the phase space of noncommuting
momentum and position operators, which is a subject he baptised ”pointless”
since the notion of a point is lost in phase space, as a natural consequence of
the commutation relation (1.2). Mathematically the von Neumann algebra is a *-
algebra of bounded operators on a Hilbert space that is closed in the weak operator
topology, and contains the identity operator. These algebras are a certain kind of
C* algebras.
The noncommutativity of momentum and position operators is certainly not the
only one in quantum mechanics. For instance [Li, Lj] = i~ijkLk, the operators
of angular momenta and spin1 also do not commute. However, the operators of
position commute in the formulation of quantum mechanics while in NonCom-
mutative Field Theory (NCFT) they do not. This makes NCFT different from
quantum mechanics not only because it is high energy compatible Quantum Field
Theory (QFT), but also because the operators of position do not commute.
1For spin, just replace the L:s with S:s.
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The noncommutativity of the position operators was in fact first proposed by
Heisenberg [2], in an attempt to renormalize his non-linear spinor theory. The
idea was that the noncommutativity of space itself would produce a high mo-
mentum cutoff so that his theory would remain UltraViolet(UV)-finite. However,
Heisenberg never wrote a paper on this. Instead his idea went down a long and
winding road all the way to H.S. Snyder who wrote the first paper on the subject
[3].
Snyder pointed out that Lorentz invariance does not require a continuous space-
time, so he formulated the following commutation relations that would preserve
Lorentz invariance
[xµ, xν] =
ia2
~
Lµν ,
with a the basic unit of length and Lµν the Lorentz group generators. Snyder’s
main hope with this paper was that of Heisenberg, to regularize QFT. There is
however a problem with this formulation, namely that translational invariance is
lost. C.N. Yang tried to salvage this problem in [4]. In fact, a more close analysis of
noncommutative field theoretical models show that in general the idea of removing
the UV-divergences does not hold and so this approach was left on hold.
The ideas on noncommutativity were revived in the 1980s by Connes, Drinfel’d
and Woronowicz [5]. One of the achievements of this period was a formulation of
the Standard Model of particle physics (SM), called the Connes-Lott model [6].
This geometric interpretation led to nothing essentially new from the point of view
of physics, but some heavier restrictions on the parameter space of the SM.
A more basic motivation for the noncommutativity of space-time arrived with the
papers by Doplicher, Fredenhagen and Roberts [7]. They showed that a combi-
nation of Heisenbergs uncertainty principle with classical General Relativity (GR)
leads to the noncommutativity of space-time. That is, if one tries to measure a
space-time coordinate very precisely with the precision , one is left with a huge
uncertainty in momentum (according to (1.2)). This momentum is of the order
1

and gives off an energy of the order 1

, neglecting rest masses, to the system
in consideration. This energy remains concentrated for some time in this specific
region and creates a gravitational field, through the energy-momentum tensor in
the Einstein equation of GR, so strong that we will have black hole-creation when
the measurement of position is precise enough. Since we cannot probe distances
shorter than the diameter of this hole (the hole will not return any signal sent into
it) we can say that the usual commutative space-time does not describe physics
at these distances, when we have a lot of black hole-creation, anymore. Instead,
a noncommutative space-time becomes a better way to describe physics at very
short distances.
If one sets a limitation on the possible localization measurement, so that black hole
creation should not be possible by measurement, one arrives at the commutation
relations
[xµ, xν ] = iQµν ,
5where Qµν are the components of a tensor, which commute among themselves and
with each xµ, so that Lorentz invariance is preserved.
Another motivation for the closer study of a noncommutative space-time is pro-
vided by string theory. In string theory the strings have a finite length ls and
if one tries to observe phenomena at short distances, it is not possible to probe
to length-scales of shorter distance than the string-length, as pointed out in [8].
These papers actually imply a stringy Heisenberg uncertainty relation of the form
∆x =
~
2
(
1
∆p
+ l2s∆p
)
, (1.3)
at very high energy. If ls is set to 0, one recovers the usual Heisenberg uncertainty
relation, but more generally it also follows from (1.3) that the size of a string
grows with its momentum and minimizing (1.3) with respect to ∆p leads to a
lower bound on the measurability of distances in space-time. Thus, this study of
high energy scattering in string theory also leads to something that supports the
idea of the noncommutativity of space-time.
Furthermore, and also more importantly, an actual realization of noncommutativ-
ity arising from string theory, has been put forward in [9]. In this paper, Seiberg
and Witten show that if open strings have allowed endpoints on D-branes in a
constant background field B, then these endpoints find themselves dwelling on a
noncommutative space-time, determined by a commutation relation of the form
[xµ, xν] = iθµν ,
where θµν is an antisymmetric constant matrix. Thus, we see that NCQFT is a
low-energy effective limit of open string theory in a constant background field.
These different motivations (especially the work by Seiberg and Witten) have re-
spawned the interest in studying the noncommutativity of space-time. It is also
firmly believed that non-locality (of which the noncommutativity of space-time is
perhaps the most clear-cut example) is in connection with a working theory of
quantum gravity. Therefore the study of noncommutativity and its implications
may well help us get a better view of the subject of non-locality.
There exist several good reviews of what has been discovered in the field of non-
commutativity so far (see e.g. [10] or [11]). I will be following these to some extent
in this work.
This work is organized as follows. In chapter 2 the Weyl-quantization and Moyal
product are introduced. Here, I follow very closely the works [12] and [13]. Chap-
ter 3 concerns the phenomena of UV/IR mixing. In chapter 4 I present what
follows if one assumes that the noncommutative groups are the central objects
of constructing a noncommutative gauge theory. In particular the problems of
charge quantization and the restricted number of groups as compared to the com-
mutative case are discussed. In chapter 5 an introduction to the Seiberg-Witten
map is given, albeit not focusing on the string theoretical derivation of it. An ac-
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count of the different solutions to it is given and in particular the standard model
constructed in this approach is presented. All of this is done in order to be able
to compare with the standard model constructed using noncommutative groups.
Chapter 6 deals with the, yet young, subject of noncommutative gravity and chap-
ter 7 is a rounding up of what has been presented in this work and what the future
of noncommutativity might bring about.
Chapter 2
The Mathematical Framework of
a Noncommutative Space-Time
To be able to draw any conclusions in field theory formulated on a noncommutative
space-time, we should find a way to couple it to the fields in field theory, and decide
upon which type of commutator we use1. The latter of these problems is dealt with
by just specifying
[x̂µ, x̂ν] = iθµν , (2.1)
where θµν is real, constant and antisymmetric. This will be the only commutator
of a noncommutative space-time used in this work and it is precisely also the com-
mutation relation arising from the string theoretical considerations, emphasizing
the comparison of the NCFT-results to string theoretical ones in this work. I will
also require that the matrix θ be invertible, which in its turn requires that the
number of coordinates in the relations (2.1) necessarily be even. In this case θ can
be chosen to reside in a frame where it takes the form
θ =

0 Θ1 0 . . . 0 0
−Θ1 0 0 . . . 0 0
0 0 0 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 0 ΘD/2
0 0 0 . . . −ΘD/2 0

(2.2)
which is a canonical form, where D is the dimension of the space-time. We can
immediately see that a θ-matrix of rank n is linked to a space-time with n/2 pairs
of noncommuting coordinates. The remaining D − n coordinates commute with
each other.
It can be seen from the form of θ in (2.2), that the largest subgroup of the Lorentz
1This need not strictly be done, see e.g. [14], but it simplifies the train of thought towards
the goal of this work considerably.
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group preserving the commutation relation (2.1) is SO(1, 1)×
(D−2)/2∑
l=1
SO(l)(2), or
in the 4-dimensional case we will be considering
SO(1, 1)× SO(2). (2.3)
This is problematic because the representation content of the subgroup (2.3) does
not contain all the representations of the usual Lorentz group. In fact, SO(1, 1)×
SO(2) only contains the scalar representations of particles and one might wonder
whether the usual classifications of particles can be used compatibly with the
commutator (2.1). The answer is yes, at least if we are working in the group
theoretical picture of a field theory on a noncommutative space-time. It has been
proven in [15] that field theory on a noncommutative space-time can be interpreted
in a Lorentz invariant2 manner, by realizing that the maximal symmetry of the
theory is the twisted Poincare´ symmetry, whose representation content is identical
to that of the usual Poincare´ algebra. The difference is that in the noncommutative
case the co-product of the Lorentz generators is deformed by a twist, whilst the
Poincare´ representations remain the same.
It is well known that Lorentz invariance seems to be a very exact symmetry, no
breaking of it has ever been observed. However, the subject of noncommutativity
introduces a commutator (2.1) of the coordinates which obviously breaks Lorentz
invariance and thus, is a big part of noncommutativity as a physical theory. The
Lorentz symmetry breaking has been tested to some degree in accelerators and by
observing cosmic rays, and one can calculate upper bounds on the possibility of the
breaking of Lorentz symmetry in these [80]. However, further testing is necessary
in order to determine the final fate of Lorentz invariance.
Should Lorentz invariance break down at some high energy scale, the twisted
Poincare´ symmetry will most likely play an important role, in that it keeps the
Lorentz representations of the particles. Therefore one of the important present
day directions of the subject of noncommutativity will be to develop and learn
to understand the twisted Ponicare´ symmetry better. As mentioned in chapter
6, it might even give us a theory of noncommutative gravity through the gauging
method of [77].
It may also well be that Lorentz invariance is not broken in experiment and then
noncommutativity in the formulation (2.1) cannot be pursued. From a theorists
point of view this is nevertheless not severe because noncommutativity, in the
simple form (2.1), provides a study of non-locality, which is strongly believed to
enter our physical theories at very high energies. Thus, even if this theory does
not work, it still gives a good stand point for further developments and ideas
concerning non-locality that then have to be developed in a Lorentz invariant way.
2Although it is not Lorantz invariant.
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2.1 Weyl Quantization
To link the noncommutativity of the space-time directly to the fields there is one,
generally accepted, way to proceed. The recipe starts by Weyl quantization [16],
namely, the procedure of associating an operator with a classical distribution (or
function) of the phase space variables. To do it, we need a commutative algebra
of complex valued functions on a Euclidean space RD, with the product defined
as the usual point-wise multiplication of functions. This is where the fields will
be defined. These fields will be assumed to dwell in a Schwartz space of sufficient
decrease at infinity, that is, those functions whose derivatives vanish at infinity
to whatever order in position and momentum space. The Schwartz condition also
allows the Fourier transform of any function f(x) as
f˜(k) =
∫
dDxe−ikµx
µ
f(x), (2.4)
where f˜(−k) = f˜(k)∗ when f(x) is real valued.
The noncommutative space will be defined by changing the local coordinates xµ
of RD, into the operators in (2.1). These Hermitian operators then generate an
algebra of noncommutative operators. This is the Weyl quantization procedure
and it gives us a one-to-one correspondence between the algebra of fields on RD,
and the position operators (2.1). The Weyl operator is introduced as
Ŵ [f ] =
∫
dDk
(2pi)D
f˜(k)eikµx̂
µ
, (2.5)
with the symmetric Weyl operator ordering prescription chosen, i.e. Ŵ [eikµx
µ
] =
eikµx̂
µ
. f(x) is usually called the Weyl symbol of the Ŵ [f ] operator.
To how this formalism works, let us use the definitions to obtain a few new ex-
pressions. Firstly, we can write the relation (2.5) in terms of an explicit map ∆̂(x)
between operators and fields with the help of (2.4) as
Ŵ [f ] =
∫
dDxf(x)∆̂(x), (2.6)
where we have defined
∆̂(x) =
∫
dDk
(2pi)D
eikµx̂
µ
e−ikνx
ν
. (2.7)
∆̂(x) is a Hermitian operator and introduces a mixed basis for operators and fields
on the space-time. Thus we can interpret the field f(x) as the coordinate space
representation of the operator Ŵ [f ], which is what we want to do. Next we notice
that setting θµν = 0, results in Ŵ [f ]|θ=0 = f(x̂), since ∆̂(x) reduces itself to the
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delta function δD(x̂ − x). This is of course as it should. More generally, when
θµν 6= 0, one has to resort to the Baker-Campell-Hausdorff formula.
”Differentiation” of operators can be introduced via an anti-Hermitian linear dif-
ferentiation ∂̂i, defined by the commutation relations
[∂̂µ, x̂
ν ] = δνµ, (2.8)
[∂̂µ, ∂̂ν] = 0. (2.9)
From this it follows straightforwardly that
[∂̂µ, ∆̂(x)] = −∂µ∆̂(x), (2.10)
which upon insertion into (2.6) and once integrating by parts gives
[∂̂µ, Ŵ [f ]] =
∫
dDx∂µf(x)∆̂(x) = Ŵ [∂µf ]. (2.11)
From the relation (2.10), it follows directly that the unitary operators ev
µ ∂̂µ , v ∈ RD
can represent translation generators, since
ev
µ∂̂µ∆̂(x)e−v
ν ∂̂ν = ∆̂(x + v). (2.12)
This in its turn suggests that any cyclic trace defined on the algebra of Weyl
operators has the property that Tr ∆̂(x) is independent of x ∈ RD. This means
that using (2.6), the trace is given uniquely by
Tr Ŵ [f ] =
∫
dDxf(x), (2.13)
with the normalization Tr ∆̂(x) = 1. Thus, one could say that the operator trace
is equivalent to integrating over the noncommuting coordinates x̂µ.
Using the Baker-Campbell-Hausdorff formula
eikµx̂
µ
eik
′
ν x̂
ν
= e−
i
2
θµνkµk′νei(k+k
′)µx̂µ , (2.14)
together with relation (2.6), the products of the operators ∆̂(x) can be formed as
∆̂(x)∆̂(y) =
∫
dDk
(2pi)D
dDk′
(2pi)D
ei(k+k
′)µx̂µe−
i
2
θµνkµk′νe−ikµx
µ−ik′νxν
=
∫
dDk
(2pi)D
dDk′
(2pi)D
∫
dDzei(k+k
′)µ ẑµ∆̂(z)e−
i
2
θµνkµk′νe−ikµx
µ−ik′νxν ,(2.15)
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where Ŵ [ei(k+k
′)µzµ ] = ei(k+k
′)µ ẑµ has been inserted.
If θ is invertible, the integrations in (2.15) over the momenta k and k′ can be
worked out to get
∆̂(x)∆̂(y) =
1
piD| det θ|
∫
dDz∆̂(z)e−2i(θ
−1)µν(x−z)µ(y−z)ν . (2.16)
Taking the trace of this and remembering the trace normalization and the anti-
symmetry of θ−1 we get
Tr (∆̂(x)∆̂(y)) = δD(x− y), (2.17)
so that the operators ∆̂(x) form an orthonormal set. This indicates that the
transformation f(x) → Ŵ [f ] is invertible with an inverse
f(x) = Tr (Ŵ [f ]∆̂(x)). (2.18)
If a function is obtained in this way from a quantum operator, it is a Wigner
distribution function [17]. Thus we have achieved a one-to-one correspondence
between Wigner fields and Weyl operators by the introduction of the operator
∆̂(x). This is what we set out for. However, since there is a simpler3 way to
implement the effects of the noncommutative space-time, we will not leave this
chapter yet, but jump to the next section.
2.2 The Star-Product
It is convenient to introduce the notion of a star product4 [20] in order to simplify
explicit calculations. This we do by noting that the product of two Weyl operators
can be written
Ŵ [f ]Ŵ [g] = Ŵ [f ? g], (2.19)
where the notation f ? g stands for
(f ? g)(x) =
∫
dDk
(2pi)D
dDk′
(2pi)D
f˜(k)g˜(k′ − k)e−
i
2
θµνkµk′νeik
′
σx
σ
= f(x)e
i
2
←−
∂ µθµν
−→
∂ νg(x) (2.20)
= f(x)g(x) +
∞∑
n=1
(
i
2
)n
1
n!
θµ1ν1 · · · θµnνn∂µ1 · · ·∂µnf(x)∂ν1 · · ·∂νng(x).
3Simpler for the sake of calculations.
4In our case this particular star product is also called the Moyal or Groenewold-Moyal product.
This and other star products can be defined in deformation quantization [18, 19].
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This clearly reduces to the ordinary product of functions in the limit θµν → 0. The
?-product (2.21), as it will be called hereafter, is associative and noncommutative
and can only be defined in the exponential form in the case of constant θ.
With the ?-product one can make up a new type of commutator called the Moyal
bracket. It is defined as
[f(x), g(x)]? = f(x) ? g(x)− g(x) ? f(x). (2.21)
It will become useful later on in this work.
Relation (2.21) can be extended to include functions at different points
f1(x1) ? · · · ? fn(xn) =
∏
a<b
e
i
2
θµν ∂
∂x
µ
a
∂
∂xν
b f1(x) · · · fn(x). (2.22)
So we can conclude by saying that there are two equivalent ways of describing the
noncommutative space-time in the framework of field theory: it may be done by
the Weyl operators or by the ?-product, the choice usually being dictated by the
problem at hand.
We also note that
Tr (Ŵ [f1] · · · Ŵ [fn]) =
∫
dDxf1(x) ? · · · ? fn(x), (2.23)
is invariant under cyclic permutations of the functions fa and as a special case we
have
∫
dDxf(x) ? g(x) =
∫
dDxf(x)g(x), (2.24)
which follows upon integrating by parts over RD.
Until now, we have only mentioned how the noncommutative field theory can be
obtained, but before we head on it is instructive to see this once in practice, in
order to better understand the following chapters. The φ4-theory shall be my
example.
Ordinarily (in the commutative case) one defines the action for φ4-theory as
S =
∫
d4x
(
1
2
(∂µφ)(∂µφ) +
1
2
mφ2 +
λ
4!
φ4
)
. (2.25)
But according to the previous, in order to make a theory noncommutative, we must
replace the ordinary products of fields by the ?-product. However, since we have
the property (2.24), we can leave out the ?-products between two fields under the
integral over the whole space-time. Thus the noncommutative φ4 action becomes
The Star-Product 13
SNC =
∫
d4x
(
1
2
(∂µφ)(∂µφ) +
1
2
mφ2 +
λ
4!
φ ? φ ? φ ? φ
)
. (2.26)
This is precisely as simple as this procedure gets.
It should also be mentioned that physically acceptable NCFT:s are the ones with-
out time-space noncommutativity (θ0i = 0). The reasons for this are the following:
Firstly, from the string theoretical point of view, the commutator arriving from
the considerations of the low energy excitations of D-branes in the presence of a
magnetic field [9], is one with space-space noncommutativity. There is, as far as
we know today, no sensible way of getting a commutator with θ0i 6= 0 to fall out
of string theory (see e.g. [21]). Secondly, from the field theoretical point of view,
commutators where θ0i 6= 0 violate causality [22], gauge invariance and the Ward
identities [23]. Thus these theories with time-space noncommutativity are at the
present considered as ruled out and subsequently, only space-space noncommuta-
tivity will be dealt with in this work.
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Chapter 3
The UV/IR Mixing
Before we turn to describing the problems associated with a noncommutative for-
mulation of gauge theory, it is in order to devote one chapter to the, perhaps, most
intriguing effect of NCFT. It is, as the name of the chapter suggests, called the
UV/IR mixing.
The UV/IR mixing of the noncommutative field theories was first discovered in
[24] in the context of scalar field theory. There, it was noticed that regulating
the integrals, as in the commutative theory, leads to a new kind of mixing of the
UltraViolet (UV) and InfraRed (IR) regimes. That is, the field theory does not
give the same result independently of the order in which the UV and IR limits are
taken. Hence the name UV/IR mixing. To state this in a more specific way, let us
look at a scalar noncommutative field theory with the Euclidean action given by
S =
∫
d4x
(
1
2
(∂µφ)(∂µφ) +
1
2
mφ2 +
λ
4!
φ ? φ ? φ ? φ
)
. (3.1)
In noncommutative field theory this action contributes two Feynman diagrams to
the 1-Particle-Irreducible (1PI) two-point function at one loop order, as opposed
to the commutative case where we only have one kind of loop. This is because the
noncommutativity of space-time modifies the Feynman rules of scalar field theory
at the vertices to have the additional phase factor of
V (p1, p2, . . . , pn)e
− i
2
∑
i,j
Iijkikj
(3.2)
where V (p1, p2, . . . , pn) = e
− i
2
∑
i<j
pi×pj
and Iij is +1 if ki crosses kj when kj is moving
to the left and -1 if kj is moving to the right. If there is no crossing, Iij = 0. For
further details see e.g. [24, 25].
The contribution of this new phase factor can be seen clearly from the 1PI diagrams
of scalar φ4 theory in the first loop order (see fig. (3.1)).
We can see that there are now two Feynman diagrams contributing to the first
loop order, as opposed to the commutative case where there is only one. The
15
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p
k
>
>
>
>
k
p
Figure 3.1: The two Feynman diagrammatic contributions of scalar φ4 theory to
first loop order.
diagram similar to the commutative case is of course the one to the left in fig.
(3.1). The diagram to the right is a non-planar diagram, a diagram that cannot be
drawn in 2D because it contains lines that must cross each other but not intersect.
Something which is impossible to draw in 2D. The contributions of these two
diagrams are very different as we will shortly discover.
The 1PI two-point function is to first order given by
Γ
(2)
0 = p
2 +m2, (3.3)
which is the inverse propagator. The corrections it receives at one loop order come
from the diagrams in fig. (3.1). These diagrams give
Γ
(2)
1 planar =
g2
3(2pi)4
∫
d4k
k2 +m2
, (3.4)
Γ
(2)
1 nonplanar =
g2
6(2pi)4
∫
d4k
k2 +m2
eik×p, (3.5)
where k × p = kµθ
µνpν. A standard computation of these, using a Schwinger
parameter α and regulating by multiplying the resulting integrals by e−
1
Λ2α gives
Γ
(2)
1 planar =
g2
48pi2
∫
dα
α2
e−αm
2− 1
Λ2α , (3.6)
Γ
(2)
1 nonplanar =
g2
96pi2
∫
α
α2
e−αm
2−
|pµθ2µνp
ν |+ 1
Λ2
α (3.7)
and we finally have
Γ
(2)
1 planar =
g2
48pi2
(Λ2 −m2 ln
Λ2
m2
+O(1)), (3.8)
Γ
(2)
1 nonplanar =
g2
96pi2
(Λ2eff −m
2 ln
Λ2eff
m2
+O(1)), (3.9)
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with Λ2eff =
1
Λ2+|pµθ2µνpν | . From this we can calculate the one loop 1PI quadratic
action to become
S
(2)
1 PI =
∫
d4p
1
2
[
p2 +M2 +
g2
96pi2(|pµθ2µνp
ν |+ 1
Λ2
)
−
g2M2
96pi2
ln
( 1
M2(|pµθ2µνp
ν|+ 1
Λ2
)
)
+ . . .
+O(g4)
]
φ(p)φ(−p) (3.10)
with M2 = m2 + g
2Λ2
48pi2
− g
2Λ2
48pi2
ln Λ
2
m2
+ . . . . It is then easy to see that taking the
two limits, Λ → ∞ and the zero momentum limit in different order, produces a
different result. That is, if we start by taking the zero momentum limit, we get
S
(2)
1 PI =
∫
1
2
d4p
(
p2 +M ′2
)
φ(p)φ(−p) (3.11)
where M ′2 = M2 +3g
2Λ2
96pi2
− 3g
2m2
96pi2
ln Λ
2
m2
+ . . . , which diverges along with S
(2)
1 PI if M
is fine tuned to be cutoff independent and the limit Λ →∞ is taken.
On the other hand, if we begin by taking the limit Λ → ∞ in (3.10), we uncover
the action
S
(2)
1 PI =
∫
1
2
d4p
(
p2+M2+
g2
96pi2|pµθ2µνp
ν|
−
g2M2
96pi2
ln
1
m2|pµθ2µνp
ν|
+· · ·+O(g4)
)
φ(p)φ(−p),
(3.12)
which, in the zero momentum limit, diverges, but in another way than in (3.11)
when we take the Λ → ∞ limit. This phenomenon has been dubbed UV/IR
mixing, because it exhibits an interesting mixing of the UV and IR regimes.
This phenomenon is also present in gauge theories [41] and leads to problems if one
tries to make a realistic noncommutative gauge theory, such as the noncommuta-
tive standard model. More precisely speaking, the UV/IR mixing casts its shadow
over the usual UV renormalization procedure, as it is not at all clear whether non-
commutative gauge theories are at all renormalizable. It is easy to understand this,
since in the procedure of removing the UV-divergences one might instead uncover
some IR-divergences, as a consequence of UV/IR mixing. Therefore the renormal-
ization procedure will need some revising in order to work in the noncommutative
gauge theories. Some work has been devoted to this study and at present there are
some new proposals for the renormalization procedure e.g. a new way of regulariz-
ing [26] or the noncommutative hard re-summation [27]. Nevertheless, the issue of
renormalization still remains largely unclear in the framework of noncommutative
field theory.
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Chapter 4
The Group Theoretical Approach
to NC Gauge Theories
There are two main approaches to considering noncommutative geometry in gauge
field theory. One is by simply extending the notions of the usual gauge groups,
to those of noncommutative groups. The other is to use the SW-map [9], arising
from string theory, and solve the map perturbatively through an expansion in the
noncommutativity parameter θµν and then replace the usual fields in the noncom-
mutative theory considered, by their expansions in θµν . Both approaches begin by
replacing the usual products of fields by the ?-product, as for the φ4-theory of the
previous section. In this chapter, the first approach, which hereafter will be called
the group theoretical approach, will be considered, whilst the next chapter deals
with the string theoretical approach.
4.1 Noncommutative Groups
To make a noncommutative extension of the usual gauge field theories in the group
theoretical approach we must consider noncommutative groups. This is far from
trivial since the minimal extension, just making the group product a ?-product,
most often destroys the closure condition. In fact, out of the groups most interest-
ing to physicists, SU(N), SO(N), Sp(N) and U(N), U(N) is the only group allow-
ing a minimal extension1 [9]. There are other ways to construct noncommutative
extensions of the usual algebras, as has been done for SO(N), Sp(N), USp(N) and
O(N) [28, 29], but these constructions are more intricate and we will not consider
them more in this work.
U?(N) is defined by specifying its algebra u?(N) which is generated by N × N
hermitian matrices in which the elements of the matrices are multiplied by the
?-product. If we then denote the usual N × N generators of su(N) by Ta, a =
1, . . . , N2 − 1 and normalize them as Tr(T aT b) = 1
2
δab, we can add the element
T 0 = 1√
2N
1N×N to them so that all N × N hermitian matrices of u?(N) can be
1A minimal extension of a group to its noncommutative counterpart means here that we
only consider groups whose Lie-algebra remains closed under replacing the usual Lie-brackets by
Moyal-brackets.
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covered by the expansion
f =
N2−1∑
A=0
fA(x)TA. (4.1)
The u?(N) Lie-algebra is then defined by by the Moyal bracket
[f, g]? = f ? g − g ? f, f, g ∈ u?(N), (4.2)
which clearly closes in the u?(N) algebra.
Another problem, encountered first in [30], also has to be mentioned. It bears the
name of charge quantization and it is strongly linked to the representation content
of the gauge groups. Within the context of NCQED it can be exemplified in the
following way.
If we chose to work in the minimal noncommutative extension of QED, we must
extend the usual gauge covariant derivative
Dµψ = ∂µψ − iQψAµψ (4.3)
by squeezing in a ?-product between the gauge field and the matter field. This
works fine if we only work with the fundamental, anti-fundamental and adjoint
representations of U?(1). That is the minimal extensions
ψ → ψ′ = U ? ψ
Dµψ = ∂µψ − iAµ ? ψ (4.4)
with charge Qψ = +1
ψ → ψ′ = ψ ? U−1
Dµψ = ∂µψ + iψ ? Aµ (4.5)
with charge Qψ = −1, and finally
χ → χ′ = U ? χ ? U−1
Dµχ = ∂µχ+ i[χ,Aµ]? (4.6)
with charge Qψ = 0, although they carry a dipole moment as discussed in [31, 32].
However, should we wish to extend this procedure further, coupling it to quarks
for instance, which have fractional charges, we run into trouble. The trouble stems
from the fact that the simple extension
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ψ(n) → ψ′(n) = U?n ? ψ(n)
Dµψ
(n) = ∂µψ
(n) − inAµ ? ψ
(n) (4.7)
where n is an integer multiple, does not transform covariantly [30]. This means
that in order to construct a realistic version of NCQED we must find a way to
overcome the problem of charge quantization.
The way out of this dead end was further restricted in [33], where it was shown that
the local NC u(n) algebra only allows the irreducible n×n matrix-representations
and thereby the gauge fields must also be in the n× n form, whereas the matter
fields can only be in the fundamental, adjoint or singlet states.
This restriction is due to the difficulty in closing the noncommutative algebras. If
we take an irreducible N ×N representation and set N ≥ n, then the enveloping
algebra of u(n) closes in u(N), but not u(n), unless n = N or the representation
is reducible. Thus the irreducible representation N ×N (N > n) is not forming a
proper basis for the u?(n) gauge fields.
Furthermore, in [33] it was also shown that once we consider gauge groups consist-
ing of many simple group factors, the NC matter fields can transform non-trivially
under at most two NC group factors. This means, practically speaking, that the
matter fields can at most carry two gauge group charges. It is easy to see this
restriction if we consider the group G = G1 ×G2, defined in the usual way
g = g1 × g2 g ∈ G, gi ∈ Gi
g′ = g′1 × g
′
2 g
′ ∈ G, g′i ∈ Gi
so that
g · g′ = (g1 × g2) · (g′1 × g
′
2) = (g1 · g
′
1)× (g2 · g
′
2), (4.8)
· being the group multiplication. If we now want this to be true for the groups
G1 = U?(n) and G2 = U?(m), we must remember that the groups U?(n) and U?(m)
involve the ?-product and the group elements cannot be re-arranged in the sense
of (4.8). Consequently, it is not possible to have a matter field in the fundamental
representation of both U?(n) and U?(m) group factors at the same time. However,
it is possible to have a matter field in the fundamental representation of one group
factor and in the anti-fundamental of another. Thus we can at most charge a
matter field under two group factors.
This no-go theorem [33] has been used in the following group theoretical approach
to a noncommutative standard model [34].
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4.2 Noncommutative Gauge Field Theory
In constructing a minimal extension out of the usual SUc(3)×SUL(2)×U(1) stan-
dard model, the first obstacle is to replace the SU(N) groups, by some noncommu-
tative groups. Since SU(N) cannot be minimally extended to a noncommutative
group and this is the objective we pursue, we have to use the U?(N), because the
theory still has to be unitary (i.e. conserve probability). This, however, introduces
an interesting feature into the construction: if we replace SUc(3)× SUL(2)×U(1)
by U?(3)×U?(2)×U?(1), we automatically get two extra U(1) factors to fall out of
the construction and as a consequence, we cannot obtain the usual SM from this
construction in the θµν → 0 limit. It is however enough to demand the same parti-
cle content of the SM at low-energies and this will be one of the guiding principles
in the construction of a noncommutative SM.
In [34] the problem was partly overcome by the introduction of a Higgs mechanism,
which reduces the three extra U(1) factors. The new fields introduced to reduce
the symmetry of the three extra U(1) factors to one were called Higgsac fields.
This reduction results in that two extra gauge bosons acquire a mass, so that at
low energies we have the usual particle content of the SM. Nevertheless, there was
a problem with this model [35]. It was no longer unitary. This unitarity violation
was traced back to the fact that the Higgs mechanism initially introduced in [34]
was not a spontaneous, but an explicit symmetry reduction. This mechanism
was then fixed in [36, 49] by using half infinite Wilson lines. The solution is the
following.
In [34] the Higgsac fields transformed according to the trace-U(1) part of U?(N),
but these kinds of fields do not give gauge invariant Lagrangians. Hence, the
unitarity violation. In [36] the procedure was changed by using half infinite Wilson
lines. In this approach the definition of the n-index antisymmetric representation
under U(n)
φ(x) =
1
n!
i1i2...inφ
[i1i2...in](x), (4.9)
transforming as
φ[i1i2...in](x) → (φ[i1i2...in])U(x) = U i1i′1
U i2i′2
· · ·U ini′n φ
[i′1i
′
2...i
′
n]. (4.10)
is altered to
Φ(x) =
1
n!
i1i2...inW
i1
j1
? W i2j2 ? · · · ? W
in
jn
? φ[j1j2...jn](x), (4.11)
where
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W = P?e
ig
∫ 1
0 dσ
dξµ
dσ
Aµ(x+ξ(σ)) (4.12)
= 1n×n +
∞∑
n=1
(ig)n
n!
∫ 1
0
dσ1 . . .
∫ 1
σn−1
dσn
∂ξµ
∂σ1
· · ·
∂ξµ
∂σn
Aµ1(x+ ξ(σ1)) ? · · · ? Aµn(x+ ξ(σn))
and the path ordering is defined with respect to the ?-product, with the contour
C given as
C = {ξµ(σ), 0 < σ < 1|ξµ(0) = ∞, ξµ(1) = 0},
and φ[j1j2...jn](x) transforms now as
φ[j1j2...jn](x) → (U ?W−1)jnj′n ? (U ?W
−1)jn−1j′n−1 ? · · · ? (U ?W
−1)j2j′2 ? (U ?W
−1)j1j′′1
?W
j′1
j′′1
? W
j′2
j′′2
? W
j′3
j′′3
? · · · ? W
j′n
j′′n
? φ[j
′′
1 j
′′
2 ...j
′′
n ], (4.13)
provided we choose to work with a half infinite Wilson line that begins at infinity
x1 = ∞ and ends at x2 = x so that the gauge transformation of (4.12) is
W (x) →W (x) ? u−1(x). (4.14)
This can be done since the shape of the Wilson line is unimportant and can be
chosen arbitrarily.
The advantage of this new definition of the field (4.11) is that now the Φ(x) field is
by construction gauge-invariant [37] and carries charge n under its Tr-U(1) part.
The condensation of this field causes the spontaneous breaking of the Tr-U(1)
subgroup of U?(n).
If we then Taylor expand the Wilson lines in (4.11) we get
Φ(x) = φ(x) + . . . , (4.15)
which we can see gives the Higgsac field used in [34] as a first term, and the other
terms make the field Φ(x) a gauge-invariant object. In [36] it was shown that the
symmetry breaking mechanism for the Higgsac field indeed works fine with the
newly defined scalar field Φ(x), that is the reduction of U?(n) goes along fine as
the trace-U(1) field picks up a mass during the process. This procedure can also
be extended to products of groups such as U?(3) × U?(2) × U?(1) of the SM, by
the introduction of two Higgsac fields. These break the direct product of groups
U3(1)×U2(1)×U1(1), subgroup of U?(3)×U?(2)×U?(1), to the hypercharge gauge
group UY (1). The first Higgsac field can be chosen to be charged under any of
the three group factors, but we will follow [49] and start by chosing it to break
U2(1) × U?(1) to U’(1) and the second Higgsac field will break U
′(1) × U3(1) to
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UY (1). The first of these Higgsac fields, carrying charge 2 coupled to tr-U(1) of
U?(2) and charge -1 coupled to U?(1), looks like
Φ(z)U∗(2)×U∗(1) =
1
2!
i1i2
(
WU∗(2)
)i1
j1
∗
(
WU∗(2)
)i2
j2
∗ φ(z)
[j1j2]
k , (4.16)
where φ(z)
[j1j2]
k transforms as
φ
[j1j2]
k → (U2 ∗W
−1
U∗(2)
)j2j′2
∗ (U2 ∗W
−1
U∗(2)
)j1j′1
∗ (WU∗(2))
j′1
j′′1
∗ (WU∗(2))
j′2
j′′2
∗ φ
j′′1 j
′′
2
k ∗ (U
−1
1 )
k ,(4.17)
where U2 is the element of U∗(2) and U1 is the element of U∗(1).
The second Higgsac field, charged under tr-U(1) of U∗(2) and U∗(3) and also under
U∗(1) (and after the first symmetry reduction, under U(1)′ × U3(1)) is given by
Φ(z)U∗(3)×U∗(2)×U∗(1) =
1
2!3!
i1i2
l1l2l3
(
WU∗(2)
)i1
j1
∗
(
WU∗(2)
)i2
j2
∗
(
WU∗(1)
)
k
∗ φ(z)
[j1j2k]
[n1n2n3]
∗
(
W−1U∗(3)
)n1
l1
∗
(
W−1U∗(3)
)n2
l2
∗
(
W−1U∗(3)
)n3
l3
,(4.18)
where
φ(z)
[j1j2k]
[n1n2n3]
→ (U1 ∗W
−1
U∗(1)
)k ∗ (U2 ∗W
−1
U∗(2)
)j2j′2
∗ (U2 ∗W
−1
U∗(2)
)j1j′1
∗(WU∗(2))
j′1
j′′1
∗ (WU∗(2))
j′2
j′′2
∗ (WU∗(1))
k ∗ φ(z)
[j′′1 j
′′
2 k]
[n′′1n
′′
2n
′′
3 ]
∗(W−1U∗(3))
n′′1
n′1
∗ (W−1U∗(3))
n′′2
n′2
∗ (W−1U∗(3))
n′′3
n′3
∗(WU∗(3) ∗ U
−1
3 )
n′3
n3
∗ (WU∗(3) ∗ U
−1
3 )
n′2
n2
∗ (WU∗(3) ∗ U
−1
3 )
n′1
n1
,(4.19)
where U3 is an element of the gauge group U∗(3).
Another problem with the model [34], namely that of anomaly cancellation, was
solved in [36]. In [38] it was shown that in order to cancel chiral anomalies, the
matter content of the noncommutative gauge theory must be vector-like. Mixed
anomalies do not exist in these types of theories according to [39]. Therefore the
authors of [36] proposed an annomaly free theory by the addition of two multiplets
of U?(2) lepton fields. One for the U?(1) sector and one for the U?(2) sector. After
this change, the common particles sitting in their respective representations for
the weak hypercharges, i.e.
L =
(
ν
e−
)
L
∼ (1, 2, 0), E = ecL ∼ (1, 1,−1)
Q =
(
u
d
)
L
∼ (3, 2¯, 0), U = ucL ∼ (3¯, 1,+1), D = d
c
L ∼ (3¯, 1, 0),(4.20)
and similarly for the other generations, are accompanied by
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L′ =
(
E+
N ′
)
L
∼ (1, 2,−1), L′′ =
(
N ′′
E−
)
L
∼ (1, 2, 0). (4.21)
The most noteworthy property of these new lepton doublets is that both of them
are vector-like under the subgroup GSM of the initial gauge group GNCSM . Thus,
they could pick up masses and decouple from the low-energy regime, with Yukawa
interactions of the form
(WU?(2) ? L
′ ? W−1U?(1))
T ? (WU?(2) ? L
′′) ? ΦU?(2)×U?(1) + h.c. (4.22)
h.c. being the hermitian conjugate of the expression on the left-hand side of h.c.,
WU?(n) the appropriate Wilson lines and ΦU?(2)×U?(1) a composite Higgsac field.
Therefore, what we have in [36] is a theory free of anomalies and which also spon-
taneously reduces the GNCSM group, providing masses to the new leptons, intro-
duced for chiral anomaly cancellation. Other particular properties of this model
include NC corrections to the ρ = ( mZ
mW
)2 cos2 θ0W parameter, changing the mass of
the Z-boson and the dipole moment associated with every particle of the theory.
These new features can be translated into lower bounds on the noncommutativity
scale and the masses of the new gauge bosons. These would be
mG0 , mW0 ≥ 25mZ (4.23)
for the new gauge bosons, arising from the comparison of the one-loop commutative
(usual SM) corrections to the NC corrections. Using the experimental bounds on
the dipole moment of the neutron, one has, by a crude estimate, the lower bound
of the NC scale as
ΛNC ≥ 10
3GeV. (4.24)
The main achievement of this model is that, given the no-go theorem for NC gauge
groups, and the Higgsac symmetry reduction, the particles of the SM aquire the
correct electric charges and these are the only possible charges they can have. It
is well known that there is no explanation of the electric charges of the particles in
usual QED, since U(1) is an Abelian gauge group and the corresponding charges
are not quantized.
One final remark is in order. It is not absolutely clear at present whether the
Higgsac mechanism is indeed unitary, but it has been presented here because it
lies at the heart of the problems of the group theoretical view of NCFT. It may
be that it needs to be completely revised or only partially, but whatever the case,
it is central to the building of a working NCSM.
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4.3 A Noncommutative Minimal Supersymmet-
ric Model
Even after the introduction of the gauge invariant Wilson lines to the scalar fields in
the Higgsac mechanism [36], another problem was found (see e.g. [40, 41, 42, 43])
with the proposed NCSM model. This problem arises as a consequence of the
UV/IR mixing phenomena of NCFT. More precisely, there exist unavoidable
UV/IR effects in the trace-U(1) factors of a U?(N) gauge theory, which unfor-
tunately bring about too severe quadratic singularities, for the sake of renormal-
izability and also give rise to tachyonic behavior in the theory. Mathematically
this fact stems from the polarization tensor of the gauge bosons in a U?(N) gauge
theory, which takes the form [41, 44, 45]
ΠABµν = Π
AB
1 (k
2, k˜2)(k2gµν − kµkν) + Π
AB
2 (k
2, k˜2)
k˜µk˜ν
k˜2
, (4.25)
taking into account the one-loop corrections. Here k˜µ = θµνk
ν and A,B =
0, 1, ..., N2−1 are the adjoint labels of the U(N) gauge fields AAµ , such that A,B = 0
correspond to the overall subgroup, that is, the trace-U(1) factor.
The problem is the Lorentz non-invariant term k˜µk˜ν
k˜2
which is not present in the
commutative case. It clearly has an unacceptable IR singularity and moreover
causes the trace-U(1) gauge field to become tachyonic, if the ”photon” with mo-
mentum kµ is polarized in the direction of k˜µ with a plane wave field f(k)k˜
µeikx
[43]. This means in practice that we would observe vacuum birefringence, a po-
larization dependent propagation speed, implying that whatever the trace-U(1)
gauge field, it cannot be the photon.
These problems led the authors of [46] to try to correct this problem by proposing
a U?(4) × U?(3) × U?(2) model where the ”photon” would be constructed from
traceless U(1) subgroups. Unfortunately, it turns out [40] that the trace and
traceless parts mix and the trace parts contribute their Lorentz symmetry violating
properties to the mixed particle. So it seems that the only way to evade the
problems of the ΠAB2 term in eqn. (4.25), is to somehow cancel it. Since it is
known [41, 42] that this term is absent in an exact supersymmetric theory, the
construction of this has become the next step in the group theoretical approach
to NCQFT.
If exact SUSY is incorporated into the theory, none of the aforementioned prob-
lems occur. However, as is well known, since we do not observe degenerate mass
multiplets of bosons and fermions, SUSY cannot be exact at low energies. If we
take this into account and somehow try to break noncommutative supersymme-
try, we are not far from being back at square one. Breaking NCSUSY results in
that we still have the polarization problem and tachyonic behavior [47, 40, 42] of
the theory. However, if SUSY is broken by soft terms, the IR-singularity cancels
[41], and it seems that we have a somewhat milder problem at hand than in the
noncommutative gauge theories without SUSY.
All of this has led to a construction of noncommutative superfields [48] and to an
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attempt to construct a noncommutative minimal supersymmetric model in [49].
In this model the argument provided against the tachyonic behavior of the theory,
is that it might be such a small effect, that at low energies, when SUSY is broken,
the term ΠAB2 is effectively zero, and at higher energies when SUSY is restored
it is zero as a consequence of exact SUSY. By setting these breaking scales to
appropriate values, it is possible to avoid violating experimental bounds for this
effect.
Another reason why a NCSUSY gauge theory is interesting is that it could be
compared with the theory obtained from the Seiberg-Witten approach, so that
in a sense one would be comparing string theory predictions with field theory
predictions. However, at present, this cannot yet be done, since there is some
question concerning the unitarity of the Higgsac mechanism introduced in [36]
and used in [49]. There is also another problem, present in the string theoretical
approach to NCGFT, which is that using the field expansions coming from the
SW-map in a supersymmetric field theory, seems to be, carefully put, difficult,
since the SW-map does not allow the definition of a superfield [50].
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Chapter 5
The String Theoretical Approach
In [9] it was shown that there is a way to map noncommutative gauge theory
to commutative gauge theory. More precisely speaking, noncommutative gauge
theory appears if open strings ending on D-branes are quantized in a background
B-field and the map between the noncommutative and commutative fields arises
as a consequence of using two different regularizations. That is, if one uses Pauli-
Villars regularization for this string theory, the result is a noncommutative field
theory expressed via commutative fields and if one resorts to a point splitting
regularization, the result is a noncommutative field theory expressed through non-
commutative fields. This map is called the Seiberg-Witten map (or SW-map) and
it can be found as follows.
Since we will not delve into the mysteries of string theory, we will start from
a point where we have accepted the string theoretical arguments presented in
[9] and we now know that there must exist a map between the commutative and
noncommutative gauge fields in this resulting field theory. Because we get the same
noncommutative theory expressed both with noncommutative and commutative
fields, depending on the regularization used, there must be a map that maps the
usual gauge invariance of commutative gauge theory to the gauge invariance of
noncommutative gauge theory. Mathematically stated this requirement becomes
Â(A) + δ̂λ̂Â(A) = Â(A+ δλA)
1 (5.1)
where the variations δλ and δ̂λ̂ signify a commutative variation w.r.t. the com-
mutative parameter and a noncommutative variation w.r.t. the noncommutative
parameter respectively. The variations of the gauge fields are given, for the com-
mutative and noncommutative gauge fields respectively, by the expressions
δλAi = ∂iλ+ i[λ,Ai] (5.2)
δ̂λ̂Âi = ∂iλ̂+ i[λ̂, Âi]?, (5.3)
1We will follow the usual notation adopted in the string theoretical approach, where hated
Â fields and parameters λ̂ are the noncommutative fields and parameters, whilst the non-hated
fields and parameters will be the commutative ones.
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where the commutator i[λ̂, Âi]? means that the product between the parameter and
gauge field is the ?-product and subsequently the commutator i[, ]? is the Moyal
bracket (2.21). Truthfully, we do not need more than the condition (5.1) to start
solving the SW-map via the Kontsevich map [18], but before that, we will derive
some useful results that can be used to solve the SW-map in a couple of other
approaches.
It may seem that in order to satisfy this condition we need a field redefi-
nition Â = Â(A, ∂A, ∂2A, . . . , θ) and a simultaneous reparametrization λ̂ =
λ̂(λ, ∂λ, ∂2λ, . . . , θ). However this condition must be relaxed, because in the form
given above (5.1), the condition of the equivalence of the gauge invariances of the
two expressions of the same theory would result in that the gauge group of the
commutative gauge theory would be isomorphic to the noncommutative one. This
is clearly not possible, because e.g. for rank 1, the commutative gauge theory is
Abelian, but its noncommutative counterpart is not and an Abelian group cannot
be isomorphic to a non-Abelian group. In the present case it will thus be enough
to only consider preserving the gauge equivalence relation (5.1) even though the
two gauge groups are different. In practice this means that if the fields A and
A′ are equivalent by a commutative gauge transformation U = eiλ, then their
noncommutative counterparts Â and Â′ will be equivalent by a noncommutative
gauge transformation Û = eiλ̂, where λ̂ depends on both A and λ and not only
λ. In summary, we do not get a well defined mapping between the gauge groups
in the commutative and noncommutative cases, but only an identification of the
gauge equivalence relation (5.1) in both cases.
The condition (5.1) can be solved to first order in θ by inserting the ansatz Â = A+
A′(A) and λ̂ = λ+λ′(λ,A), A′ and λ′ being of first order in θ, into condition (5.1),
using the expressions (5.2), (5.3) and finally expanding all ?-products between
fields to first order in θ. The resulting expression is
A′i(A+δλA)−A
′
i(A)−∂iλ
′−i[λ′, Ai]−i[λ,A′i] = −
1
2
θkl(∂kλ∂lAi+∂lAi∂kλ)+O(θ
2).
(5.4)
The equation (5.4) can be solved up to first order in θ by the expressions
A′i(A) = −
1
4
θkl
{
Ak, ∂lAi + Fli
}
+O(θ2) (5.5)
λ′(λ,A) =
1
4
θij
{
∂λ, Aj
}
+O(θ2), (5.6)
and inserting Âi(A) = A + A
′
i(A) = A−
1
4
θkl
{
Ak, ∂lAi + Fli
}
+O(θ2) into F̂ij =
∂iÂj − ∂jÂi − i[Âi, Âj]? we get
F̂ij = Fij +
1
4
(
2
{
Fik, Fjl
}
−
{
Ak, DlFij + ∂lFij
})
+O(θ2) (5.7)
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with DlFij = ∂lFij − i[Al, Fij].
Furthermore, if we consider mapping noncommutative gauge fields Â(θ) defined
for one choice of θ to noncommutative gauge fields Â(θ + δθ) defined for a nearby
choice of θ, we can extract some more information out of the formulas (5.5), (5.6)
and (5.7). In fact, to first order in δθ, we have already solved the problem. We
only need to verify the associativity of the ?-product, which we know is associative,
and that the ?-product for any variation δθij satisfies
δθij
∂
∂θij
(f ? g) =
i
2
δθij
∂f
∂xi
?
∂g
∂xj
(5.8)
to first order in δθ at θ = 0. This is actually true for any value of θ, which can
easily be verified using the formula
f(x) ? g(x) = e
i
2
θij ∂
∂ξi
∂
∂χj f(x + ξ)g(x+ χ)
∣∣∣
ξ=χ=0
, (5.9)
which is equivalent to the definitions (2.21) given earlier, and thus we can straight-
forwardly use the formulas (5.5), (5.6) and (5.7) to describe how Â(θ) and λ̂(θ)
change when θ is varied. This is then given by
δÂi(θ) = δθ
kl ∂
∂θkl
Âi(θ) = −
1
4
[
Âk ? (∂lÂi + F̂li) + (∂lÂi + F̂li) ? Âk)
]
(5.10)
δλ̂(θ) = δθkl
∂
∂θkl
λ̂(θ) =
1
4
(∂kλ ? Al + Al ? ∂kλ) (5.11)
δF̂ij(θ) = δθ
kl ∂
∂θkl
F̂ij(θ) =
1
4
δθkl
[
2F̂ik ? F̂jl + 2F̂jl ? F̂ik
−Âk ? (D̂lF̂ij + ∂lF̂ij)− (D̂lF̂ij + ∂lF̂ij) ? Âk
]
. (5.12)
The equations (5.10), (5.11) and (5.12) are called the Seiberg-Witten equations.
5.1 Finding the SW-map
Now with the condition (5.1) at hand or equivalently, the equations (5.10), (5.11)
and (5.12), we can obtain the SW-map from them. Up until now, there have been
found three ways to proceed, either by solving the Seiberg-Witten differential equa-
tion (5.10) directly order by order in a power series expansion [51, 52], or by first
expressing the map as a functional integral and then evaluating it perturbatively
[57], or by using the Kontsevich map to express the SW-map and then quantizing
it [60, 63]. We will explore all these ways more closely in the following subsections.
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5.1.1 The Direct Method
Within this approach one can simply integrate the Seiberg-Witten eqn. (5.12) to
find a solution. In [51] this was done by integrating both sides of (5.12) on a
special path θij = αθij from α = 0 to α = 1. This gives
Fij = F̂ij −
1
2
θkl
(
F̂ik ?
′′ F̂jl + F̂jl ?′′ F̂ik− Âk ?′′ ∂lF̂ij − ∂lF̂ij ?′′ Âk
)
+O(Â3), (5.13)
where the noncommutative ?′′-product is given by
f(x) ?′′ g(x) =
e
i
2
θij∂ix′∂
j
x′′ − 1
i
2
θij∂
i
x′∂
j
x′′
f(x′)g(x′′)
∣∣∣
x′=x′′=x
. (5.14)
For the Abelian U(1) gauge field, this becomes simply
Fij = F̂ij − θ
kl
(
F̂ik ?
′ F̂jl − Âk ?′ ∂lF̂ij
)
+O(Â3) (5.15)
and the ?′-product is defined as
f(x) ?′ g(x) =
sin(1
2
θij∂
i
x′∂
j
x′′)
1
2
θij∂ix′∂
j
x′′
f(x′)g(x′′)
∣∣∣
x′=x′′=x
. (5.16)
We can see that we suddenly have a new sort of ?-product involved in the theory.
Other ?-products2 than ?′ have also appeared (see e.g. [52, 53]) within this ap-
proach of integrating the Seiberg-Witten equations. It seems that this approach
leads to more and more ?-products for every higher order of the noncommutative
fields, the true origin of these being unclear. Also, terms in the effective action
which contain the generalized ?-products do not manifestly respect the noncom-
mutative U(1) gauge symmetry.
In [52, 54] it was proposed that open Wilson lines could provide an answer to this
problem, as they also exhibit the generalized ?-products and can be defined in a
gauge invariant way.
It was shown that if we take the Wilson line in the form
W (x, C) = P?e
−i ∫ 10 dσ dζidσ Âi(x+ζ(σ)), (5.17)
where C is the path parametrized by ζ i(σ) = θijkjσ, so that ζ
i(0) = 0 and
ζ i(1) = li, and P? is the path ordering with respect to the ?-product, this quantity
transforms as
W (x, C) → U(x)W (x, C)U †(x+ l) (5.18)
2Generally called generalized ?-products.
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under noncommutative U(1) gauge transformations. If we then chose li = θijkj,
an operator
O˜(k) =
∫
d4xÔ ? W (x, C) ? eikx = Tr
∫
d4xP?[W (x, C)O˜(y)] ? e
ikx (5.19)
will be invariant under the noncommutative U(1) gauge transformations [56], pro-
vided Ô transforms as
Ô→ U(x) ? Ô ? U †(x) (5.20)
where y is some point on the path C. Generalizing this concept to operators of the
kind
Q(k) =
∫
d4x
( n∏
i=1
∫ 1
0
dτi
)
P?
[
W (x, C)
n∏
i=1
O˜i(x+ ζ(τi))
]
? eikx
=
∫
d4xL?
[
W (x, C)
n∏
i=1
Ôi(x)
]
? eikx (5.21)
we can expand in powers of Â to obtain
Q(k) = q0(k) + q1(k, Â) + · · · . (5.22)
The terms of this power series can then be written [54] in coordinate space as
qm(x) =
1
m!
θi1j1∂j1 . . . θ
imjk∂jk ?m+n [O˜1(x), . . . , O˜n(x), Âi1(x), . . . , Âim(x)], (5.23)
which exhibits the new generalized ?-products in ?m+n. By the use of this, the
authors of [54] then proposed a solution to the Seiberg-Witten equation (5.12) in
the form
Fij =
∫
d4xL?
[√
det(1− θf̂)
( 1
1− f̂ θ
f̂
)
ij
W (x, C)
]
? eikx, (5.24)
where the part
√
det(1− θf̂)
(
1
1−f̂θ f̂
)
ij
is to be interpreted as a power series in
f̂ij =
∫ 1
0
F̂ij(x + lτ)dτ . This equation is not explicitly proven in [54], but it is
gauge invariant and proven correct to second order in Â. Later, this result has
been proven correct [55] when the noncommutative space is 2n dimensional, by
finding a solution which can be written precisely in the form (5.24). This solution
is
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Fij(k) + θ
−1
ij δ(k) =
1
Pf(θ)
∫
dx ?
[
eikx(θ − θf̂θ)n−1ij Pe
i
∫ 1
0 Âi(x+lτ)l
idτ
]
, (5.25)
where
∫
dx =
∫
dx1...dx2n
(2pi)2n
, (θ − θf̂θ)n−1ij = −
1
2n−1(n−1)!iji1i2...i2n−2 ×
∫ 1
0
dτ1(θ −
θF̂ (x+lτ1)θ)
i1i2 · · ·
∫ 1
0
dτn−1(θ−θF̂ (x+lτn−1)θ)i2n−3i2n−2 and the pfaffian is Pf(θ) =
1
2nn!
i1...i2nθ
i1i2 . . . θi2n−1i2n .
Finally we can say that the direct method of integrating the Seiberg-Witten equa-
tions has given us an exact solution to the SW-map formulated through the open
Wilson lines, but at present the method is only applicable to the gauge group
U(1). Furthermore, it would be more useful to obtain a map where noncommuta-
tive fields are expressed through their expansions in θ and the commutative fields,
since noncommutative field theory is what we want to try out. Therefore we will
not pursue this section further.
5.1.2 The Functional Integral Method
In [57] the SW-map was formulated in terms of a path integral when the gauge
group is U(1). The fact that the two regularizations that lead to the SW-map can
be interpreted as a different gauge fixing of the world volume diffeomorphism [58]
was used to construct two descriptions in two gauges, the static gauge and the
constant field strength gauge. The boundary states of these were then related to
each other via the world volume diffeomorphism, giving a path integral form of
the SW-map for the gauge group U(1). This path integral is given by
∫
Dξ(σ)ei
∫
dσ[ 1
2
ωijξ
i∂σξj+Ai(y+ξ)∂σ(y
i+ξi)] =
∫
Dξ(σ)ei
∫
dσ[ 1
2
ωijξ
i∂σξj+Âi(y+ξ)∂σy
i],
(5.26)
where ωij = θ
−1
ij and y
i(σ) is an arbitrary function.
To be able to use this to solve the Seiberg-Witten equation we notice that expand-
ing the exponential on the right-hand side and performing a Wick contraction of
ξ using the two-point function
〈ξi(σ)ξj(σ′)〉ξ = [(−iω∂σ)
−1]ij =
i
2
θij(σ − σ′) (5.27)
produces
Ŵ (Â) = 1+
∞∑
n=1
in
n!
∫
dσ1 · · ·dσnT(Âi1 ?· · ·?Âin)∂σ1y
i1 · · ·∂σny
in ≡ Te
i
∫
dσÂi(y)∂σy
i
? ,
(5.28)
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Ŵ (Â) being the right-hand side of eqn. (5.26) and T being the time ordering
operator.
On the other hand it can also be shown that the left-hand side of eqn. (5.26) can
be written in a similar form by expanding its exponential, noting that it also can
be written in a time ordered fashion and renormalizing it by adding a counter-term
to obtain
W fin(A) =
∫
Dξe
∫
dσ
[
i
2
ωijξ
i(∂σ− ∂
3
σ
Λ2
)ξj+iAi(y+ξ)∂σ(y
i+ξi)−
∞∑
n=1
(
ωdivn (A(y+ξ),Λ)+ω
′
n(A(y+ξ),Λ)
)]
,
(5.29)
where ω′n(A(y + ξ),Λ) is the newly added counter-term. This can also be written
in a time ordered way defining the renormalized Wilson loop to be
W fin(A) = Te
i
∫
dσ
∞∑
n=1
A
(n)
i (y)∂σy
i
? . (5.30)
Since the two expressions (5.28) and (5.30) are related by the path integral (5.26),
a quick comparison gives us the solution of the equation W fin(A) = Ŵ (Â) as
Â =
∞∑
n=1
A(n), (5.31)
which is the solution of the SW-map. The explicit expressions in terms of θ can
be found by Wick contraction on the right-hand side of equation (5.31) to any
order, at least in principle. The major drawback of this method is that it is only
applicable, in this form, to the gauge group U(1). The first couple of terms in this
approach become
A
(1)
i = Ai
A
(2)
i = −
1
2
θkl(Ak, ∂lAi + Fli) (5.32)
where the bracket (f, g) of two functions in A
(2)
i is defined as
(f, g) =
1
2
∫ 1
−1
dt
(
fet
i
2
←−
∂iθ
ij−→∂jg
)
=
∞∑
n=0
1 + (−1)n
2(n + 1)!
( i
2
)n
θi1j2 · · · θinjn
(
∂i1 . . . ∂inf
)(
∂j1 . . . ∂jng
)
.
(5.33)
and again it seems that we obtain some kind of generalized ?-products. This is
indeed the case and we are lead to an open Wilson line formulation as in the
previous subsection [59], but in this case it is the noncommutative field which is
mapped through a power series in Â and we have achieved something compared
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to the direct method. However, this method is still only applicable to the gauge
group U(1) and we will not consider it more, since a formulation of the SW-map
has been given irrespective of gauge group.
5.1.3 The Kontsevich Map Method
This is the most powerful method and is due to [60, 61, 62]. It is claimed to apply
to non-Abelian gauge theory for any Lie-group and we are no longer restricted to
just U(1) and neither do we encounter problems from the generalized ?-products.
In fact, this general approach works for any ?-product, and we will look at the
derivation of the result in this approach, although our main interest is only in the
Moyal ?-product. It employs the concept of deformation quantization [18] along
with a few other technical details which we will explore in a while.
This subsection follows very closely the paper [63] as this is the most transparent
explanation of the details of the Kontesevich map method. It should be noted
that the results presented in [63] have been constructed mostly in the papers
[60, 61, 62]. In [60] the map is constructed for Abelian gauge fields on symplectic
Poission manifolds, in [61] it is extended to arbitrary Poisson manifolds and finally
in [62, 63] it is discussed in the context of non-Abelian gauge fields and arbitrary
Poisson manifolds. The idea for the construction is the following:
The inverse B-field in the string theoretical approach gives rise to a Poisson struc-
ture θ, which then upon quantization becomes the Moyal bracket of the coordinates
and this is how the Moyal ?-product is introduced in the string theoretical ap-
proach. To get the Seiberg-Witten gauge equivalence map, the B-field is perturbed
by the addition of fluctuations f = da to the B-field and this, upon quantization,
gives the two equivalent descriptions in terms of commutative or noncommutative
fields via the two regularizations, as discussed previously. However, the addition
of the fluctuations f also defines another Poisson structure θ′, as compared to the
non-fluctuated case. The two Poisson structures are related by the flow ρ?a which
depends on the classical gauge potential a and will be part of a generalized gauge
potential A. This generalized gauge potential will be our main quantity for the
construction of the SW-map. We have to change to this more general gauge po-
tential A because we want a more general proof of the Seiberg-Witten condition
where the type of ?-product does not matter. The problem with the usual gauge
potential is that it does not remain a covariant quantity under noncommutative
gauge transformations if an arbitrary ?-product is used, hence the necessity for
the introduction of the more general gauge potential A.
When the Poisson structures θ and θ′ are quantized via deformation quantization
the resulting star-products ? and ?′ will be related by a gauge equivalence map D.
This quantity will be a part of the generalized gauge potential as we will define
it in terms of D = D ◦ ρ? = id + A. The map D can be interpreted as a gauge
equivalence map between the ?-products combined with a change of coordinates
ρ?.
If we then add one more gauge transformation defined as δa = dλ this will not
produce a new Poisson structure because δf = 0, but it will still give rise to
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an infinitesimal canonical transformation. When this transformation is quan-
tized, it becomes an inner derivation of the ?-product and thus a noncommutative
gauge transformation δλ̂. This allows us to calculate the gauge potential when
the (Abelian) gauge transformation is as usual a → a + dλ and thereby what it
becomes in terms of the definition of the generalized gauge potential A, which
directly produces the condition
Aa+dλ = Aa + δλ̂Aa, (5.34)
which is the Seiberg-Witten condition written in terms of the generalized gauge
potential A, giving the usual gauge potential Ai as A(x
i) = Ai. As can be seen
by the gauge transformation used, this method applies as such only to an Abelian
gauge theory, but it will later be generalized to be applicable also to non-Abelian
theories. Let us now look at this procedure more concretely.
First of all, since we want a more general approach applicable to any ?-product,
we must modify the concept of gauge potential. This in its turn is a consequence
of the fact that in general, the left multiplication3 of a field (the gauge potential)
by a coordinate function f ∈ Ax, where Ax is a noncommutative space endowed
with the ?-product, is not a covariant object as a result of the noncommutativity
of Ax. The remedy for this is the introduction of covariant functions
Df = f + fA, (5.35)
which transform covariantly by conjugation as
Df → Λ ?Df ? Λ−1 (5.36)
so that the gauge potentials fA transform as
fA → Λ ? [f,Λ
−1]? + Λ ? fA ? Λ−1. (5.37)
Another covariant object which can be constructed within this formalism is
F(f, g) = [Df,Dg]? −D([f, g]?). (5.38)
This can simply be identified with a covariant (noncommutative) field strength. If
we chose the algebra Ax to be generated by the commutation relation
[xi, xj] = iθij, θij ∈ C, (5.39)
the covariant functions become ”covariant coordinates” and
3We could also take right multiplication, but since the idea is only to exemplify, we chose only
one multiplication and it happens to be the left one.
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Dxi = xi + xA = x
i + θijÂj. (5.40)
Using this in relation (5.37) together with (5.39), the transformation of the covari-
ant gauge potential becomes
Âj → iΛ ? ∂j(Λ
−1) + Λ ? Âj ? Λ−1, (5.41)
which in infinitesimal form is just
δÂj = ∂jλ+ i[λ, Âj]?. (5.42)
Likewise, from (5.38) and relations (5.39), (5.40) we get the field strength familiarly
as
F̂kl = ∂kÂl − ∂lÂk − i[Âk, Âl]?. (5.43)
That is, in this more general approach, we also get the correct relations for the
gauge potential and field strength when using the particular Moyal ?-product.
To be able to use this new observation we must resort to other formalism that
applies to the more general gauge potentialA and field strength F , as these objects
will remain covariant under noncommutative gauge transformations. These new
objects A ∈ C1 and F ∈ C2 where Cp = Hom(A∧p,Axx ), C
0 = Ax, and thus we
need a formalism applicable to this situation. To introduce it, it is simpler to
introduce this formalism through the one for Hochschild complexes defined in our
case as Hp(Ax,Ax) = Hom(A
⊗p
x ,Ax), where the values in Ax are considered as
a left module of Ax. From this formalism the formulas for the case C
p can be
obtained simply by antisymmetrization. In terms of the Hochschild complexes, we
now have a coboundary operator d? defined as
d?C = −[C, ?]G (5.44)
where [, ]G, the Gerstenhaber bracket, is defined as
(d?)(f1, . . . , fp+1) = f1 ? C(f2, . . . , fp+1)− C(f1 ? f2, f3, . . . , fp+1) + C(f1, f2 ? f3, . . . , fp+1)
+ . . . (−1)pC(f1, . . . , fp ? fp+1) + (−1)
p+1C(f1, . . . , fp) ? fp+1, (5.45)
and we also have a cup product ? : Hp1 ⊗Hp2 → Hp1+p2, defined as
(C1 ? C2)(f1, . . . , fp1+p2) = C1(f1, . . . , fp1) ? C2(fp1+1, . . . , fp1+p2). (5.46)
If we try to evaluate the coboundary operator for a function λ ∈ H0 ≡ Ax we
obtain
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(d?λ)(f) = f ? λ− λ ? f. (5.47)
Since also the cup product for this case reduces to the ?-product ofAx in an obvious
way, we have decided to use the same symbol, ?, for both the cup product and
the ?-product of Ax, although they are different. However, no confusion should be
possible within our present case.
In (5.35) we introduced a quantity D to obtain covariant functions. Remembering
this definition and (5.40) it would seem plausible to define the generalized gauge
potential A ∈ H1 as
A = D− id. (5.48)
This operator indeed gives the correct relation for the coordinates A(xi) = Ai, so
it seems we are on the right track. If we compute the behavior of A under a gauge
transformation we obtain
A → Λ ? d?Λ
−1 + Λ ? Λ−1, (5.49)
using (5.36), (5.45) and (5.46). The infinitesimal version of this is
δA = i(−d?λ+ λ ?A−A ? λ). (5.50)
We continue by introducing a field strength FH ∈ H
2, which we define in terms of
A as
FH = d?A+A ?A. (5.51)
It can also be written for two functions f, g as
FH(f, g) = Df ?Dg −D(f ? g) (5.52)
and it satisfies a Bianchi identity
d?FH +A ? FH −FH ?A = 0 (5.53)
and transforms covariantly under noncommutative gauge transformations
FH → Λ ? FH ? Λ
−1 (5.54)
or infinitesimally
δFH = i(λ ? FH − FH ? λ). (5.55)
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Comparing (5.52) and (5.38) we can see that we need to antisymmetrize (5.52) in
order to obtain our noncommutative field strength F introduced earlier. This can
be done by antisymmetrizing the Hochschild formalism where we consider Ax as
a Lie algebra with the bracket [a, b]? = a ? b − b ? a. This is called the Chevalley
cohomology of Ax with values in Ax : C
p = Homk(A
∧p
x ,Ax). Thus we find what we
seek by replacing Hp by Cp and using antisymmetrized formulas for the coboundary
operator and cup-product hereafter denoted by ∧. We then see that e.g. equation
(5.38) can within this formalism be written
F ≡ d?A+A∧ A (5.56)
and similarly the infinitesimal transformations (5.50) and (5.55) are given by
δA = i(−d? + λ ?A−A ? λ) (5.57)
δF = i(λ ∧ F − F ∧ λ) (5.58)
respectively.
Now we have what we need to construct the SW-map in the case of Abelian gauge
theory
a = aidx
i, f =
1
2
fijdx
i ∧ dxj = da, fij = ∂iaj − ∂jai, δλa = dλ. (5.59)
We will begin by constructing a semi-classical SW-map, and then quantizing it to
obtain the SW-map.
The Semi-classical SW-map
The semi-classical limit of the Gerstenhaber bracket (5.44) is the Schouten-
Nijenhuis bracket
dθ = −[·, θ]S (5.60)
where θ = 1
2
θij∂i ∧ ∂j is the Poisson bivector. If we evaluate dθ on a function f , it
gives the corresponding Hamiltonian vector field as
dθf = {·, f} = θ
ij(∂j)f∂i. (5.61)
This suggests to define a new vector field
aθ = aidθx
i = θjiai∂j (5.62)
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corresponding to the Abelian gauge potential a and a bivector field
fθ = dθaθ = −
1
2
θikfkl∂i ∧ ∂j (5.63)
corresponding to the Abelian field strength f = da. If we then perturb the Poisson
structure θ by a one-parameter deformation θt, t ∈ [0, 1], we get
∂tθt = fθt = dθtaθt = −[aθt , θt]S (5.64)
with the initial condition θ0 = θ. This is a Lie derivative and can be integrated to
become a flow between the different Poisson structures given by
ρ?a = e
aθt
+∂te−∂t
∣∣∣
t=0
. (5.65)
As this relates the Poisson structures θ′ = θ1 and θ = θ0, we can, as done previously,
obtain the semi-classical generalized gauge potential as
Aa = ρ
?
a − id, (5.66)
since ρ?a is the map that relates the different Poisson structures. If we take an
infinitesimal gauge transformation a→ a+ dλ, the vector field (5.62) will change
by a Hamiltonian one dθλ = θ
ij(∂jλ)∂i, so that
aθ → aθ + dθλ. (5.67)
Calculating the effect of this on the flow we obtain (to first order in λ)
ρ?a+dλ = (id+ dθλ˜) ◦ ρ
?
a (5.68)
Aa+dλ = Aa + dθλ˜ + {Aa, λ˜} (5.69)
where λ˜ =
∞∑
0
(aθt + ∂t)
n(λ)
(n+ 1)!
∣∣∣
t=0
. (5.70)
Equations (5.70) and (5.66) with (5.65) now form the semi-classical SW-map. The
semi-classical field strength can be obtained when evaluated on two functions to
give just
Fa(f, g) = {ρ
?
af, ρ
?
ag} − ρ
?
a{f, g}. (5.71)
Quantization via the Kontsevich formality theo-
rem
42 The String Theoretical Approach
Now that we have the SW-map semi-classically we would like to obtain the real
thing by quantization. The missing link is provided by Kontsevich formality map
[18]. The Kontsevich map is a collection of skew symmetric multilinear maps Un
that take tensor products of n ki-vector fields and make them an m-differential
operator, with m determined by
m = 2− 2n +
n∑
i=1
ki. (5.72)
For the case of a k-vector field taken into a k-differential operator, U1 is defined as
U1(ξ1 ∧ · · · ∧ ξk)(f1, . . . , fk) =
1
k!
∑
σ∈Σk
sgn(σ)
k∏
i=1
ξσi(fi) (5.73)
and U0 is the ordinary multiplication of functions i.e. U0(f, g) = fg. These Un
satisfy the formality condition
dµUn(α1, . . . , αn) +
1
2
∑
ItJ=(1,...,n)
±[U|I|(αI), U|J |(αJ)]G =∑
i<j
±Un−1([αi, αj]S, α1, . . . , α̂i, . . . , α̂j, . . . , αn) (5.74)
where I, J 6= ∅, dµC ≡ −[C, µ]G, µ has the ordinary multiplication of functions
µ(f, g) = f · g and the hat denotes an omitted vector field. Actually, stating this
map in its full mathematical rigor requires the mentioning of a few more details,
like the signs of the equation, but we shall omit this discussion (see [18] for the
full details) because it will not be needed for our purpose. The map is only given
for completeness.
If we consider a formal series
Φ(α) =
∞∑
n=0
(i~)n
n!
Un+1(α, θ, . . . , θ) (5.75)
we can see, using (5.72) that Un(α, θ, . . . , θ) is a bidifferential operator for every n
if α is a bivector field and a differential operator for every n if α is a vector field,
etc. θ is assumed to be a bidifferential operator. Thus we can obtain the ?-product
by taking a Poisson bivector θ and using the formality map. It gives us
f ? g =
∞∑
n=0
(i~)n
n!
Un(θ, . . . , θ)(f, g) = fg +
i~
2
θij∂if∂jg + . . . , (5.76)
which is the ?-product. The formality condition implies
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d?? = i~Φ(dθθ), (5.77)
which via [?, ?]G = i~Φ([θ, θ]S) implies the associativity of the ?, if θ is Poisson.
Furthermore, we can define a linear differential operator
Φ(ξ) = ξ +
(i~)2
2
U3(ξ, θ, θ) + . . . (5.78)
where ξ is the vector field. This gives, for θ Poisson,
d?Φ(ξ) = i~Φ(dθ) (5.79)
via the formality condition. If the vector field is furthermore a Hamiltonian one
i.e. dθf , then defining a new function
f̂ = Φ(f) = f +
(i~)2
2
U3(ξ, θ, θ) + . . . (5.80)
we can write
d?f̂ = i~Φ(dθf), (5.81)
which evaluated on one function g reads
[Φ(dθf)](g) =
1
i~
[g, f̂ ]?, (5.82)
so that the Hamiltonian vector field dθf is mapped to an inner derivation
i
~
[f̂ , ·]?.
Having this in mind and the construction of the semi-classical SW-map, the rest of
the construction is straightforward. We begin by defining the differential operator
a? =
∞∑
i=0
(i~)n
n!
Un+1(aθ, θ, . . . , θ) (5.83)
from the vector field aθ by using the formality map (5.78). After that we define a
bidifferential operator by using the coboundary operator (5.44)
f? = d?a?, (5.84)
which is the image of fθ = dθaθ under the formality map. Thus
f? =
∞∑
n=0
(i~)n+1
n!
Un+1(fθ, θ, . . . , θ). (5.85)
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On the other hand, a t-dependent Poisson structure brings about a t-dependent
?-product. Using (5.76) we get
g ?t h =
∞∑
n=0
(i~)n
n!
Un(θt, . . . , θt)(g, h). (5.86)
Taking the t-derivative of this equation and comparing it to (5.85) we obtain the
equation
∂t(g ?t h) = f?t(g, h) = d?ta?t(g, h) = −[a?t , ?t]G(g, h), (5.87)
which just like in the semi-classical case can be integrated to a flow
Da = e
a?t+∂te−∂t
∣∣∣
t=0
. (5.88)
This relates the star-products ?′ and ? and gives us the generalized gauge potential
Aa = Da − id. (5.89)
If we compute the change of a? under an infinitesimal Abelian gauge transformation
a→ a+ dλ we obtain with the help of (5.67) and (5.81)
a? → a? +
1
i~
d?λ̂, (5.90)
which in its turn gives us, when put it into Da,
Da+dλ = (id +
1
i~
d?Λ̂) ◦ Da (5.91)
Aa+dλ = Aa +
1
i~
(
d?Λ̂− Λ̂ ?A+A ? Λ̂
)
(5.92)
with Λ̂(λ, a) =
∞∑
n=0
(a? + ∂t)
n(λ̂)
(n+ 1)!
. (5.93)
We also note that the generalized parameter Λ̂ in (5.93) satisfies the equation
δαΛ̂(β, a)− δβΛ̂(α, a) =
i
~
[Λ̂(α, a), Λ̂(β, a)]?, (5.94)
where δα(ai) = ∂iα and δα(β) = 0. This equation will in fact be more important
to us in working out an action for the theory to first order, than the equations
(5.92) and (5.93).
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So finally we have obtained what we set out to find. The SW-map is given by
(5.93) and (5.89) using (5.88) [62, 63]. The generalized field strength is given by
Fa(f, g) = Da([f, g]?′ − [f, g]?). (5.95)
Evaluating the generalized gauge potential A on xi and generalized parameter Λ̂
to second order in θ we get from eqns. (5.92) and (5.93)
Aa(x
i) = θijaj +
1
2
θklal(∂k(θ
ijaj)− θ
ijfjk) + . . . (5.96)
Λ̂ = λ+
1
2
θijaj∂iλ+
1
6
al(∂k(θ
ijaj∂iλ)− θ
ijfjk∂iλ) + . . . (5.97)
respectively. This result is now valid for Abelian gauge theory, but in order to
extend it to the non-Abelian case, we encounter a few extra issues. F.i. in non-
Abelian theory we would now have the noncommutativity of the gauge group and
the noncommutativity of the space-time and thus this case must be treated with
extra care because we have a mixture of the ?-product and matrix multiplication.
It would be possible, for some groups like GL(N) and U(N) in the defining repre-
sentation, to absorb the matrix factor into the definition of the noncommutative
space-time Ax and then just follow the solution to the Abelian case, but this does
not work for any Lie-group and hardly gives us any more information about the
non-Abelian structure of the theory in question.
More explicitly, there arise two problems if we try to quantize the SW-map for non-
Abelian gauge-theory via the procedure just outlined. The first problem is that
if we want to interpret the background fields B and B ′ in the string theoretical
formulation as giving rise to two Poisson structures θ and θ′, the B-fields must
be closed two-forms. However, since B ′ = B + f , and we would like to replace
f (the gauge fluctuations or Abelian field strength) by F (the non-Abelian field
strength) so that we have B ′ = B + F , we encounter a problem because generally
dF = −A ∧ A 6= 0 if F is non-Abelian and thus dB ′ 6= 0 and both B and B′
cannot be closed two-forms and cannot be both related to Poisson structures. In
this case the proof would not work because we need Poisson structures to perform
a deformation quantization.
The second problem arises, if we ignore the first, and just proceed as if both
structures were Poisson. If we then try to find a vector field that by generating a
coordinate transformation relates B and B ′, we could try a natural generalization
from the Abelian case
χ = ΘµνAνDµ (5.98)
with Dµ = ∂µ + i[Aµ, ·] and Aν is the non-Abelian gauge potential. The trouble
is that we do not know exactly how to act with χ on ”coordinates”. χ is not a
vector field or a derivation.
A solution to these problems was proposed in [63] where the problems were cir-
cumvented by introducing extra dimensions so that the space we work in becomes
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the direct sum of the external one of noncommutative space-time coordinates xµ
and the internal one of the non-Abelian Lie-algebra generators ta
4. χ can then
be seen as the projection of a true vector field onto the space-time, and Θ and
Θ′ are Poisson structures on the enlarged space. The SW-map is then obtained
by quantizing both structures simultaneously. This method gives θ (the complete
enlarged space) expanded noncommutative gauge fields in terms of non-Abelian
gauge fields at lowest nontrivial order in Θ (the external space), but to all orders
in ϑ (the internal space). In [63] it is also claimed, but not proven, that a re-
summation of the θ series would in fact give Θ-expanded noncommutative gauge
fields in terms of non-Abelian fields.
Now we have what we need in order to construct an action from the solution of
the SW-map. But since we did not prove the SW-map for a non-Abelian noncom-
mutative gauge theory explicitly, we will take a slight detour before we work out
the action for a non-Abelian gauge theory. To do this we note the importance of
the condition (5.94) (see [64]), which continues to be true for a non-Abelian gauge
theory, with a slight modification. With the modification, it looks as follows
iδαΛ̂(β, a)− iδβΛ̂(α, a) + [Λ̂(α, a), Λ̂(β, a)]? = iΛ̂(α× β, a). (5.99)
Here, the notation α × β = −i[α, β]?. This slight modification to equation (5.94)
can be understood when we consider the Lie-algebra in question. In a Lie-algebra
the transformation law for matter fields is given by
δαψ
0(x) = iα(x)ψ0(x), α(x) = αa(x)T
a, (5.100)
where T a are the generators satisfying [T a, T b] = if abc T
c. From (5.100) one can
straightforwardly obtain the equation
(δαδβ − δβδα)ψ
0(x) = iαa(x)βb(x)f
ab
c T
c ≡ δ−i[α,β]ψ0(x). (5.101)
However, when we turn to noncommutative gauge transformations, we must re-
place (5.100) by
δΛψ(x) = iΛ(x) ? ψ(x) (5.102)
and as a consequence if we try to perform the same thing we did to obtain (5.101)
we run into trouble, because the calculation simply becomes
(δΣδΛ−δΛδΣ)ψ(x) = (Λ(x)?Σ(x)−Σ(x)?Λ(x))?ψ ≡ [Λ(x),Σ(x)]??ψ(x), (5.103)
because the ?-product does not commute and we cannot reduce the Moyal bracket
in (5.103) to the matrix commutator of the Lie-algebra. Therefore these parameters
4Actually ta here is symbol for any generator and not a specific generator as none needs to
be chosen within this approach.
Obtaining an Action 47
cannot be Lie-algebra valued, but have to dwell in the enveloping algebra. This
will ensure that the algebra is closed, i.e. the Moyal bracket of two enveloping
algebra valued functions will remain in the enveloping algebra. Therefore, in view
of condition (5.101) one demands [64]
(δαδβ − δβδα)ψ(x) ≡ δ−i[α,β]?ψ(x), (5.104)
which can be written as (5.99) if we take into account the transformations (5.102),
hence the modified condition which we shall now use to construct an action from
the SW-map.
5.2 Obtaining an Action
To construct an action within this approach to first order in θ, we need the appro-
priate fields and gauge parameters expanded to this order and the usual expansion
in terms of θ from the Moyal ?-product. Actually we shall work with a little dif-
ferent expansion where we expand in a parameter h, but practically this amounts
to the same thing as expanding in θ. More explicitly, the parameter h presents
itself in the ?-product given by
(f ? g)(x) = e
i
2
h ∂
∂xi
θij ∂
∂yj f(x)g(y)
∣∣∣
y→x
= f(x)g(x) +
i
2
hθij∂if(x)∂jg(x) +O(h
2).
(5.105)
We shall hereafter assume that the noncommutative gauge parameters, fields and
matter fields also can be given by an expansion in h. That is
Λ̂(α, a) = α + hΛ1(α, a) + h2Λ2(α, a) +O(h3), (5.106)
Âi(a) = ai + hA
1
i (a) + h
2A2i (a) +O(h
3), (5.107)
ψ̂(a) = ψ0 + hψ1(a) + h2ψ2(a) +O(h3). (5.108)
The reason for Λ̂(α, a) depending also on α and not only the gauge field a was
the one stated in the introduction of this chapter, namely that we do not want an
identification (isomorphism) of the gauge groups in the SW-map in the noncom-
mutative and commutative case, as this would not be mathematically possible.
In order to solve condition (5.99) we expand it in h and insert (5.106) to first order
in h to obtain (5.101) to zeroth order (with the solution (5.100)) and to first order
iδαΛ
1(β, a)−iδβΛ
1(α, a)+[α,Λ1(β, a)]−[β,Λ1(α, a)]−iΛ1(−i[α, β], a) = −
i
2
θij{∂iα, ∂jβ},
(5.109)
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where the brackets [, ] and {, } are the usual commutator and anti-commutator,
respectively. Inspired from the terminology of differential equations we will call the
left-hand side, if we equate it to zero, the homogeneous equation. Then, by adding
the term − i
2
θij{∂iα, ∂jβ} to the right-hand side of the homogeneous equation, the
whole equation becomes an inhomogeneous one. Our problem has thus become
to find a solution of the inhomogeneous equation and possibly add solutions of
the homogeneous equation to it, if they are needed. The solution to the equation
(5.109) can simply be obtained by an appropriate ansatz. This ansatz can be
found by inspection of the number of ai:s and α:s in each term in the equation
and then, by remembering the transformation properties of the usual non-Abelian
gauge potential ai, guessing an appropriate ansatz. We shall not do this here, as
the procedure is tedious but straightforward, instead we state the result found in
[64]. It is
Λ1(α, a) =
1
4
θij{∂iα, aj}, (5.110)
which reduces to the second term of (5.97) in the Abelian case. More importantly
we also realize that it is possible to add solutions of the homogeneous equation to
this solution. Some of these can simply be obtained via a redefinition of the gauge
potential, whilst others cannot. As an example of the first type
Λ˜1(α, a) = cθij{∂iα, θ
lk(∂l − ial)F
0
kj}, (5.111)
where F 0kj is the ordinary non-Abelian field strength and c is a constant, is a solu-
tion of the homogeneous equation, but can also be obtained by a field redefinition,
since when we add it to (5.110) we get
Λ1(α, a) = θij{∂iα,
1
4
aj + cθ
lk(∂l − ial)F
0
kj} (5.112)
and the ”extra” term, as compared with the inhomogeneous solution, can be viewed
as a redefinition of the gauge potential by
a˜i = ai + 4cθ
lk(∂l − ial)F
0
kj, (5.113)
which will not change the transformation properties of ai.
Another possibility is solutions of the type
Λ˜′1(α, a) = cθij[∂iα, aj], (5.114)
which cannot be obtained by a redefinition of the gauge potential. Both types of
solutions are important as they stress the freedom of the SW-map, but especially
important are the ones which can be obtained as field redefinitions. It has been
shown [65] that these solutions, in the form of field redefinitions, can come to
contribute significantly in making the theory obtained in this way, renormalizable.
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At present, we will however skip this discussion because we are only interested in
obtaining an action.
Now that we have the solution (5.110) to first order, we can use it to obtain the
field expansions for the gauge and matter fields also to first order. We proceed by
using the noncommutative transformation laws for the gauge and matter fields
δαÂi = ∂iΛ̂(α, a) + i[Λ̂(α, a), Âi]? (5.115)
δαψ̂ = iΛ̂(α, a) ? ψ̂. (5.116)
These we expand to first order in h and insert the expansions (5.107) and (5.108)
to first order. This results, to zeroth order in h, in the usual transformation
laws (5.100) and δαai(x) = ∂iα(x) + i[α(x), ai(x)] and to first order we obtain the
equations
δαA
1
i (a) = ∂iΛ
1(α, a) + i[Λ1(α, a), ai] + i[α,A
1
i (a)]−
1
2
θkl{∂kα, ∂lai},(5.117)
δαψ
1(a) = iαψ1(a) + iΛ1(α, a)ψ0 −
1
2
θij∂iα∂jψ
0, (5.118)
respectively. We can then insert the solution (5.110) into these and find solutions
to these equations by the same method applied to the parameter equation (5.109).
Again, we only state the result
A1i (a) = −
1
4
θkl{ak, ∂lai + F
0
li} (5.119)
ψ1(a) = −
1
2
θijai∂jψ
0 +
i
4
θijaiajψ
0. (5.120)
We can then obtain the field strength to first order by just taking the noncom-
mutative field strength F̂ij = ∂iAj − ∂jAi − i[Ai, Aj]?, expanding it to first order
in h and inserting the expansion (5.107) into it. To zeroth order we get the usual
non-Abelian field strength F 0ij and to first order we get, by using (5.119)
F 1ij =
1
2
{
F 0ik, F
0
jl
}
−
1
4
{
ak, DlF
0
ij + ∂lF
0
ij
}
(5.121)
with the covariant derivative DlF
0
ij = ∂lF
0
ij − i[al, F
0
ij], which is the same as the
solution obtained in (5.12) by Seiberg and Witten.
We could have derived the solution for the noncommutative field strength also
from the transformation property
δαF̂ij = i[Λ̂(α, a), F̂ij]? (5.122)
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as we did for the gauge and matter fields, but this results in another expression for
F̂ij than (5.121) which will give us a noncovariant action and thus we will do as
Seiberg and Witten and consider the solution (5.121). A good question is definitely
why this is so, but since it has no satisfactory answer at present, the question will
be left as an interesting remark.
To get the final action we use the actions invariant under noncommutative gauge
transformations. The ones relevant to us are
Sgauge = −
1
4
Tr
∫
d4xF̂ij ? F̂
ij (5.123)
and
Smatter =
∫
d4x̂¯ψ ? (γiDi −m)ψ̂, (5.124)
where Diψ̂ = ∂iψ̂ − iÂi ? ψ̂
5. This gives us the actions [64] to first order in h
−
1
4
Tr
∫
d4xF̂ij ? F̂
ij = −
1
4
Tr
∫
d4xF 0ijF
ij0 +
1
8
hθklTr
∫
d4xF 0klF
0
ijF
ij0
−
1
2
hθklTr
∫
d4xF 0ikF
0
jlF
ij0 (5.125)∫
d4x̂¯ψ ? (γiDi −m)ψ̂ = ∫ d4xψ¯0(γiD0i −m)ψ0 − 14hθkl
∫
d4xψ¯0F 0kl(γ
iD0i −m)ψ
0
−
1
2
hθkl
∫
d4xψ¯0γiF 0ikD
0
l ψ
0 (5.126)
where the properties of cyclicity of the trace and the vanishing of the surface terms
at infinity have been used.
5.3 The Standard Model using the SW-map
We are now almost ready to present the standard model in the SW-map approach
[66]. There are only a few small obstacles to overcome before we can do that. First
of all, we need a solution to the charge quantization problem [30] noted in chapter
3. The solution turns out to be rather simple in this approach as we will soon
see. Secondly, we need a way to express the direct product of groups through the
SW-map, this neither being too difficult. Finally we need to extend the SW-map,
straightforwardly, to fields that transform through one gauge group on the left
and another on the right, to be able to construct the Yukawa terms. After these
5This is the only covariant derivative we will need in the final expressions for the action.
However, it should be noted that the covariant derivatives for ̂¯ψ and F̂ij are given by D′i ̂¯ψ =
∂i
̂¯ψ+ î¯ψ ? Âi and DlF̂ij = ∂lF̂ij − i[Âl, F̂ij ]? and they are also extensively used in the derivation
of the expressions for the action.
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modifications, we will be able to present a noncommutative SUc(3) × SUL(2) ×
UY (1) extension of the standard model, but first, let us address the modifications.
The problem of charge quantization is rather tedious in the field theoretical ap-
proach as we have seen, but through the SW-map it becomes relatively simple.
The idea is that the SW-map gives the dependence of the noncommutative fields
through expansions in θ of the ordinary gauge fields. Therefore the SW-map au-
tomatically depends on the correct number of ordinary commutative fields even
when we introduce a few more ”noncommutative gauge fields”. This is not possi-
ble in the group theoretical approach, where the problem of charge quantization
is more severe. More explicitly speaking,
Dµψ̂
(n) = ∂µψ̂
(n) − ieq(n)Âµ ? ψ̂
(n), (5.127)
does not transform covariantly under
δλ̂ψ̂
(n) = ieq(n)λ̂ ? ψ̂(n), (5.128)
because there is only one gauge field Âµ. But if we introduce n gauge fields Â
(n)
µ
Dµψ̂
(n) = ∂µψ̂
(n) − ieq(n)Â(n)µ ? ψ̂
(n), (5.129)
transforms covariantly under
δλ̂ψ̂
(n) = ieq(n)λ̂ ? ψ̂(n), δλ̂Âµ = ∂µλ̂
(n) + ieq(n)[λ̂(n), Â(n)µ ]?. (5.130)
It may seem that we have introduced very many new gauge fields now, but this is
not the case. This is because the SW-map relates every Â
(n)
µ to the commutative
fields Aµ and this map will depend on the charges q
(n) of each commutative field,
i.e.
Â(n)σ = Aσ −
eq(n)
4
θµν
{
Aµ, ∂νAσ + Fνσ
}
+O(θ2), (5.131)
where this expression is taken using that of (5.119). This provides a way out
of the charge quantization problem but leaves us with a choice. From the non-
commutative point of view it would seem natural to give kinetic terms to every
noncommutative field Â
(n)
µ , but as these fields now, according to the solution of
the charge quantization problem, are no longer independent, it may not seem all
that natural to do this any more. We will take the choice of [66]6, as this is the
model we follow.
The next step is to give the SW-maps for direct products of enveloping algebras.
This was done in [66] by the choice
6The authors of this paper actually also give the model when kinetic terms are provided for
each Â
(n)
µ in an appendix.
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Vν = g
′Aν(x)Y + g
3∑
a=1
Bνa(x)T
a
L + gS
8∑
b=1
Gνb(x)T
b
S (5.132)
Λ = g′α(x)Y + g
3∑
a=1
αLa (x)T
a
L + gS
8∑
b=1
αSb (x)T
b
S, (5.133)
where Y, T aL and T
b
S are the generators of u(1)Y , su(2)L and suc(3) respectively. Vν
is the commutative gauge potential and Λ is the commutative gauge parameter.
In this way we do not need to define the direct product of groups in terms of
noncommutative fields, but they shall be given to us by inserting the expressions
(5.132) and (5.133) into the SW-maps.
V̂σ = Vσ −
1
4
θµν
{
Vµ, ∂νVσ + F
V
νσ
}
+O(θ2) (5.134)
Λ̂ = Λ +
1
4
θµν
{
∂µΛ, Vν
}
+O(θ2), (5.135)
where the field strength is defined to be F Vµν = ∂µVν − ∂νVµ − i[Vµ, Vν]. This
procedure also gives us ψ̂(n) from (5.120) as
ψ̂(n) = ψ(n) +
1
2
θµνρ(n)Vν∂µψ
(n) +
i
8
θµν [ρ(n)Vµ, ρ(n)Vν]ψ
(n) +O(θ2), (5.136)
where ρ(n) is the representation of the matter field ψ
(n).
Thus we have addressed two problems and shall now deal with the third. Namely,
to construct Yukawa terms. These need a special treatment because the noncom-
mutative gauge parameters of U(1) and SU(3) do not commute as they do in the
ordinary commutative standard model. This is also an easy problem to deal with,
we only need to introduce a SW-map which transforms on the left through one
gauge group Aµ and on the right through another A
′
µ. This can be achieved by
the following SW-map to first order
Φ̂[Φ, A,−A′] = Φ+
1
2
θµνAν
(
∂µΦ−
i
2
(AµΦ−ΦA
′
µ)
)
+
1
2
θµν
(
∂µΦ−
i
2
(AµΦ−ΦA
′
µ)
)
A′ν+O(θ
2).
(5.137)
It transforms covariantly under
δΦ̂ = iΛ̂ ? Φ̂− iΦ̂ ? Λ̂ (5.138)
together with
The Standard Model using the SW-map 53
δΦ = iΛΦ− iΦΛ′, δAν = ∂νΛ + i[Λ, Aν], δA′ν = ∂νΛ
′ + i[Λ′, A′ν], (5.139)
and a covariant derivative given by
D̂µΦ̂ = ∂µΦ̂− iÂµ ? Φ̂ + iΦ̂ ? Â
′
µ. (5.140)
With these ingredients the noncommutative standard model Lagrangian is written
in [66] using the usual particle spectrum as
SNCSM =
∫
d4x
3∑
i=1
̂¯ψ(i)L ? iγµD̂µψ̂(i)L + ∫ d4x 3∑
i=1
̂¯ψ(i)R ? iγµD̂µψ̂(i)R (5.141)
−
∫
d4x
1
2g′
Tr1F̂µν ? F̂
µν −
∫
d4x
1
2g
Tr2F̂µν ? F̂
µν
−
∫
d4x
1
2gS
Tr3F̂µν ? F̂
µν +
∫
d4x
(
ρ0(D̂µΦ̂)
† ? ρ0(D̂µΦ̂)
−µ2ρ0(Φ̂)
† ? ρ0(Φ̂)− λρ0(Φ̂)† ? ρ0(Φ̂) ? ρ0(Φ̂)† ? ρ0(Φ̂)
)
+
∫
d4x
(
−
3∑
i,j=1
W ij
(
(̂¯L(i)L ? ρL(Φ̂)) ? ê(j)R + ̂¯e(i)R ? (ρL(Φ̂)† ? L̂(j)L ))
−
3∑
i,j=1
Giju
(
( ̂¯Q(i)L ? ρQ¯(̂¯Φ)) ? û(j)R + ̂¯u(i)R ? (ρQ¯(̂¯Φ)† ? Q̂(j)L ))
−
3∑
i,j=1
Gijd
(
( ̂¯Q(i)L ? ρQ(Φ̂)) ? d̂(j)R + ̂¯d(i)R ? (ρQ(Φ̂)† ? Q̂(j)L ))),
with Φ¯ = iτ2Φ
∗. The matrices W ij, Giju and G
ij
d are the Yukawa couplings. The
gauge fields in the SW-maps and covariant derivatives of the fermion terms are
summarized in table 5.1 and
ψ
(i)
L =
(
L
(i)
L
Q
(i)
L
)
, ψ
(i)
R =
 e
(i)
R
u
(i)
R
d
(i)
R
 , Φ = ( φ+
φ0
)
(5.142)
where (i) ∈ {1, 2, 3} is the index of the generation in question and φ+ and φ0 are the
complex scalar fields of the scalar Higgs doublet. Here Y is in the representation
Y =
1
2
(
1 0
0 −1
)
, (5.143)
in the definition of Tr1. The traces Tr2 and Tr3 are the usual SU(2) and SU(3)
traces respectively. When the SW-maps for the different fields are then inserted
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ψ(i) ρ(i)(Vν)
eR −g
′Aν(x)
LL =
(
νL
eL
)
−1
2
g′Aν(x) + gBνa(x)T aL
uR
2
3
g′Aν(x) + gSGνb(x)T bS
dR −
1
3
g′Aν(x) + gSGνb(x)T bS
QL =
(
uL
dL
)
1
6
g′Aν(x) + gBνa(x)T aL + gSGνb(x)T
b
S
Table 5.1: The gauge fields in the Seiberg-Witten maps of the fermions and in
the covariant derivatives of the fermions in the non-commutative Standard Model.
(The symbols T aL and T
b
S are here the Pauli and Gell-Mann matrices, respectively.)
in their appropriate places in the noncommutative Lagrangian, the theory can be
quantized through the BRST quantization procedure [67].
Although one uses the same groups and particle spectrum as in the commutative
standard model we find some very peculiar new interactions such as point-like in-
teractions between gluons, electroweak bosons and quarks, new couplings between
Higgs bosons and the electorweak bosons and the charged and neutral currents are
altered in this model.
This can, nevertheless, not be the full story because as the authors of [66] noted,
this model contains nonrenormalizable terms. A solution to this problem could
be provided by the ideas of [65] and further extended in [68]. Recently, an action
renormalizable to first loop order for this particular model has been proposed in
[69] based on [70]. The renormalizability of this model is therefore still an open
question.
Another, more troubling result, is that superfields cannot be formulated in the
Seiberg-Witten approach [50]. This makes it very hard to compare a noncommu-
tative supersymmetric standard model derived in the group theoretical approach7
with a noncommutative supersymmetric standard model derived from the SW-
map. This is unfortunate, but not fatal for introducing supersymmetry via the
SW-map. One may however ask in what way the Seiberg-Witten map is a good
map if it does not allow the notion of a superfield, and yet it is an object coming
from a theory which is manifestly supersymmetric.
One more question can also be mentioned, before we move on, and it is: Does the
Seiberg-Witten map have any relation to some experimentally verified physics?
That is, can it be derived from some basic principle of physics? Of course these
questions are leading and we anticipate them by knowing where we are headed,
they are the result of an interesting paper [71] where the SW-map is found to be
the map between the Eulerian formulation of fluid mechanics and the Lagrangian
formulation of the same. Thus, one is lead to wonder about the relation between
field theory and fluid mechanics, because if the SW-map could be found from some,
as said, experimentally verified physics, maybe we could justify (and explain) its
presence better and thereby the results it produces. We will elaborate more on
7Here one can use superfields [48].
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this in the following section.
5.4 The SW-map and Fluid Mechanics
An important area of research in the subject of noncommutativity connected to
the SW-map is providing an explanation of the later. One important step towards
this was taken in [71] where it was shown that the Eulerian formulation of fluid
mechanics can be brought to the Lagrangian formulation of fluid mechanics by an
SW-map.
It was shown that the algebra (2.1) is preserved by the coordinate transforma-
tions that leave θ invariant. These are unit jacobian diffeomorphisms and it so
happens that the equations for an ideal fluid in the Lagrange formulation also
are left invariant under unit jacobian coordinate transformations. Thus it is only
logical to elaborate more on this coincidence. One can then incorporate a vector
potential describing co-moving coordinates in the Lagrangian formulation and in-
terpret the Poisson structure of the Lagrangian formulation as a precursor of the
noncommutativity in our formulation. When one then generalizes this to study
how noncommutative gauge fields respond to coordinate transformations, it can
be seen that the SW-map corresponds to the map between the Lagrange and Euler
formulations of fluid mechanics. We will now look at this formulation more closely,
starting with a look at the idea in low dimensions.
Demanding that the commutator
[xi, xj] = iθij (5.144)
remains unchanged under infinitesimal coordinate transformations
δx = −f(x) (5.145)
is demanding that the f i:s are given by
f i = θij∂jφ even (5.146)
fµ =
{
f(t) µ = 0
θij ∂
∂xj
φ(t, x) µ = i
odd (5.147)
in even and odd dimensions respectively. If we then parametrize the evolution of
X i, the coordinates of the particles, in the Lagrange fluid description as
X i = xi + θijÂj (5.148)
where Âj will be later shown to be an Abelian noncommuting vector potential,
and introduce a Poisson bracket defined by
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{O1,O2} = θ
ij ∂O1
∂xi
∂O2
∂xj
. (5.149)
Setting O1 = x
i and O2 = x
j, we have
{xi, xj} = θij, (5.150)
from which it follows that
{X i, Xj} = θij + θikθjlF̂kl, (5.151)
where
F̂kl =
∂Âj
∂xi
−
∂Âi
∂xj
+ {Âi, Âj}. (5.152)
If we now look at the infinitesimal transformation δ of X (not x), we get
δX = θij
∂X
∂xi
∂φ(x)
∂xj
(5.153)
which with the help of a new notation δ = δφ (referring to (5.146) and (5.147))
and (5.149) becomes
δφX = {X, φ(x)}, (5.154)
where we should note that we are presently working in even dimensions (5.146).
Since we know that δφX compares the transformed and untransformed X at the
same argument, it follows that δφÂi = ωijδφX
j with ωij being the inverse of θ
ij
and we find a gauge transformation of Â and F̂ij
δφÂ(x) = ∇φ(x) + {Â(x), φ(x)} (5.155)
δφF̂ij = {F̂ij(x), φ(x)}. (5.156)
Now we have transformations of the fields that preserve θ, but in order to describe
fluid mechanics we also need dynamical transformations. These will be infinitesi-
mal transformations that depend only on the target space X. That is,
δfX = −f(X). (5.157)
Transverse transformations of this kind leave
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Cn(X) =
1
2nn!
i1j1···injn{X
i1, Xj1} · · · {X in , Xjn} (5.158)
invariant, since it transforms under (5.157) as
δfCn(X) = −∇ · f(X)Cn(X). (5.159)
If we now combine the two transformations (5.145) and (5.157), choosing their
form to be
f i(X) = θij
∂φ(x)
∂Xj
, (5.160)
we can consider a new transformation ∆ ≡ δf + δφ
∆X i = {X i, φ(x)} − θij
∂φ(X)
∂Xj
. (5.161)
This transformation is nevertheless not gauge covariant, because φ(x) is not, al-
though X is. This can be cured by introducing one more gauge transformation
δgaugeX = {X, φ(X)− φ(x)}, (5.162)
so that ∆ + δgauge = δ̂ becomes
δ̂X i = {X i, φ(X)} − θij
∂φ(X)
∂Xj
, (5.163)
which clearly is a covariant transformation law. From this we easily find that Â
transforms as
δ̂Âi = ωij{X
j, φ(X)} −
∂φ(X)
∂X i
. (5.164)
As we will also want to obtain the type of transformations in odd dimensions,
we must now do the same analysis for this case. Using (5.147) we find a δφ
transformation in odd dimensions
δφX(tx) = θ
ij ∂
∂xj
φ(t,x)
∂
∂xi
X(t,x) + f(t)
∂
∂t
X(t,x)
= {X(t,x), φ(t,x)}+ f(t)X˙(t,x). (5.165)
We then use the target space diffeomorphism form (5.160) and obtain a ∆ ≡ δφ+δf
noncovariant transformation rule
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∆X i = {X i, φ(t,x}+ f(t)X˙ i(t,x)− θij
∂φ(X)
∂Xj
. (5.166)
To make it covariant we introduce a further gauge transformation defined by
δgaugeX = {X, φ(t,X)− φ(t,x)} − {X, f(t)Â0(t,x)} (5.167)
so that we have the covariant transformation δ̂ ≡ ∆ + δgauge given by
δ̂X i = {X i, φ(t,X)} − θij
∂φ(t,X)
∂Xj
+ f(t)DX i, (5.168)
where DX i = X˙ i + {Â0, X
i}, and Â0 has been introduced to make the time-
derivative covariant under time-dependent gauge transformations generated by φ.
This implies a transformation law
δφÂ0 = φ˙+ {Â0, φ} (5.169)
for Â0. This finally gives us the transformation law
δ̂Âi = ωij{X
j, φ(t,X)} −
∂φ(t,X)
∂X i
+ ωijf(t)DX
j (5.170)
δ̂Â0 =
∂φ(t,X)
∂X i
∂X i
∂t
+ {Â0, φ(t,x)}, (5.171)
if we specify δf Â0 as
δf Â0 = −
∂φ(t,X)
∂t
(5.172)
guided by δf Âi = −
∂φ(t,X)
∂Xi
.
Quantization
When we then turn to quantizing, all we need to do is replace Poisson brackets by
Moyal brackets (times −i). We will do this only in even dimensions because the
odd dimensional case is no different.
In even dimensions we have the corresponding equations of (5.151) and (5.152)
given by
[X i, Xj]? = iθ
ij + iθikθjlF̂kl (5.173)
F̂ij =
∂Âj
∂xi
−
∂Âi
∂xj
− i[Âi, Âj]? (5.174)
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respectively. The covariant transformation rules (5.163) and (5.164) can be used
within this context if the φ(X) are given an ordering prescription. This can be
done by the definition
Φ =
∫
dxφ(X) (5.175)
φ(X) = c + ciX
i +
1
2
cijX
i ?Xj +
1
3
cijkX
i ?Xj ?Xk + . . . (5.176)
where the c-coefficients have cyclic invariance so that Φ and φ have the same
number of free parameters. φ will also be required to be Hermitian, which gives
us the transformations
δ̂X i = −i[X i, φ(X)]? − θ
ij δΦ
δXj
, (5.177)
δ̂Âi = −iωij[X
j, φ(X)]? −
δΦ
δX i
, (5.178)
where we have introduced a functional derivative defined by
δΦ
δX i
= ci + cijX
j + cijkX
j ? Xk + . . . . (5.179)
The same can be done for the odd dimensional case, turning (5.168), (5.170) and
(5.171) noncommutative, with the same ordering prescription for φ(X) as in the
even dimensional case.
This has now all been given in the Lagrange formulation of fluid mechanics, but
to relate it to the Eulerian formulation where ρ(t, r) and v(t, r) are the relevant
variables (fields), we note that
X(t,x)
∣∣∣
x=χ(t,r)
, (5.180)
where χ(t, r) is the inverse mapping, will give us the Eulerian density as
ρ(t, r) =
∫
dxρ0(x)δ(X(t,x)− r), (5.181)
where ρ0(x) is a reference density, which is usually taken to be homogeneous
ρ0(x) = ρ0. The Eulerian velocity field will be defined as
v(t, r) = X˙(t,x)
∣∣∣
x=χ(t,r)
, (5.182)
where we can define the current for a homogeneous reference density as
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j(t, r) = ρ(t, r)v(t, r) = ρ0
∫
dxX˙(t,x)δ(X(t,x)− r), (5.183)
which obeys a continuity equation
ρ˙ +∇ · j = 0. (5.184)
We do not need more than this to construct the SW-map in 2 and 2+1 dimensions.
We note that (5.184) confirms that we can write the current as the curl of a
potential in 2 dimensions. That is, it will satisfy
µναj
α ∝ Fµν + constant (5.185)
Fµν = ∂µAν − ∂νAµ, (5.186)
and we can write
∂
∂ri
Aj(r)−
∂
∂rj
Ai(r) = Fij(r) = −ij(ρ− ρ0)
= ijρ0
∫
dx
(
δ(X(t,x)− r)− 1
)
. (5.187)
Since X depends on Â and the integral is noncommutatively gauge invariant,
we have constructed an Abelian (inverse) SW-map between commuting (A) and
noncommuting (Â) gauge fields. An ordering prescription also needs to be given to
the δ-functions containing X for this to be complete. The Weyl ordering is used,
such that
∫
dreik·rFij(r) = −ijρ0
∫
dx(eik·X(x)? − e
ik·x), (5.188)
where eik·X? = 1+ik ·X+
1
2
k ·X?k ·X+ . . . is the ?-exponential. If this exponential
is then written in terms of (5.148), factored properly and the Baker-Campbell-
Hausdorff formula is used, one obtains a form that coincides with the known the
solution to the SW-map obtained when simply integrating the SW-equation [55].
When we want to do the same in 2+1 dimensions we notice that the conserved
current (5.184) must be gauged with Â0, so that we obtain
j(t, r) =
∫
dx(X˙ + {Â0,X})δ(X− r). (5.189)
Turning over to the noncommutative case we use the same Weyl ordering as before
to obtain
j(t,k) ≡
∫
dreik·rj(t, r) =
∫
dxeik·X? (X˙− i[Â0,X]?), (5.190)
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and the 3-current is conserved. Its dual µναj
α thus satisfies a Bianchi identity and
the SW-mapping can be given as
∫
dreik·r(1−
1
2
θijFij) =
∫
dxeik·X?∫
dreik·rF0i = ωij
∫
dxeik·X? (X˙
j − i[Â0, X
j]?) =
∫
dxeik·X? F̂0i.(5.191)
That is, we have by now confirmed the SW-map of fluid mechanics in the lowest
dimensions in (5.188) and (5.191) respectively. When we want to extend this dis-
cussion to higher dimensions we no longer have the correspondence of the Bianchi
identities and the conserved particle current. We must instead resort to other
currents, whose duals are two-forms. This can also be done (and has been done
in [71]), but we will not elaborate more on this. It can be said that both the
even and odd dimensions can be linked to each other, in contrast to treating them
separately in this introduction, by using dimensional reduction between the even
and odd dimensions.
The most important point of all of this, is the questions it raises. If the SW-map
can be obtained from fluid mechanics, what is the relation of field theory to fluid
mechanics? It is generally accepted that fluid mechanics is a sort of classical field
theory, but can these fluids somehow justify the usage of the SW-map in field
theory or is it perhaps possible to generalize field theory to contain an SW-map?
An idea spawned (actually re-spawned) by this could be to quantize the perfect
fluid equation and obtain a theory of quantum fluid mechanics. This has in fact
been attempted in [81] and the problem, noted by R.P. Feynman in [82]8, that
the perfect fluid equation does not support different statistics, seems to have been
overcome to some marginal degree. Nevertheless this description, what comes to
statistics, is not satisfactory yet and needs some further development. However, if
this were possible, one could no doubt have much use for the SW-map.
Moreover, if any of this is not possible, it may still be that noncommutativity as
developed through the commutator (2.1) has some relevance to fluid mechanics
through the existence of noncommutative fluids (e.g. a fluid in a strong magnetic
field [83]), and one can speculate even further that, noncommutativity may have
some relevance to the phenomenon of turbulence, especially since it is well known
that the phenomenon of turbulence is non-local.
8Specifically, Feynmans criticism concerns the attempts to quantize hydrodynamics to obtain
a quantum description of superfluids.
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Chapter 6
Noncommutative Gravity
Introducing quantum effects into a theory of gravity has eluded theoretical physi-
cists for decades, and so it still shall after this short introduction to noncommu-
tative gravity, but some, perhaps important, results should be mentioned since
some-kind of noncommutativity, through the papers [7], seems to be a prereq-
uisite for introducing quantum effects into a theory of gravity. That is, stating
their result once more, if we wish quantum mechanics, the Heisenberg position-
momentum commutator specifically, to be ”compatible” with General Relativity
(GR), we must introduce noncommuting coordinates.
The simple idea of introducing the commutator (2.1) into GR turns out to be quite
a task. One idea has been to replace the diffeomorphism invariance of classical GR
with a twisted one. Most of the trouble, in providing a straightforward extension
in this manner stems from the difficulty of using the Abelian twist element (6.1),
used in the formulation of the Poincare´ twist [15], in this new environment. In [72],
it was nevertheless used on the algebra of diffeomorphisms in the hope to obtain
general coordinate transformations on this new, more general, noncommutative
space-time. However, the Abelian twist element
F = e−
i
2
θµν∂µ⊗∂ν (6.1)
is a frame dependent object and the general coordinate transformations should, as
is well known from classical GR, be obtained in a frame-independent way. Thus
this method is inconsistent and in fact produces a completely different result from
that obtained from String Theory [73].
Since (6.1) is frame-dependent, it is clear that it should transform somehow under
the action of general coordinate transformations and cannot remain the same. This
idea was tested to some extent in [74] where a covariant twist was proposed as a
twisted symmetry. Unfortunately, the resulting ?-product is no longer associative,
the associativity of the products of operators being an important prerequisite in
QFT.
Another approach to noncommutative gravity was taken in [75], where the effects
of noncommutativity were studied on Riemannian surfaces from which they then
were generalized to n-dimensional surfaces. This development provides us with a
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noncommutative analogue of Riemannian geometry on surfaces from which it is
hoped that one can produce a theory of noncommutative gravity by formulating
an appropriate ?-product (more general than the Moyal product) that remains
invariant under general coordinate transformations, so that an equation for non-
commutative gravity could be formulated. At present this is only an idea, as all of
the work has not yet been done in [75] but a noncommutative Riemannian geom-
etry is developed and a suggestion for a more general ?-product, invariant under
general coordinate transformations, is given in this work. The results of the paper
[75] are presented in the following section.
6.1 Noncommutative Riemannian Geometry
First we give a name to the noncommutative n-dimensional surface which we shall
call X. Then we define a quantity Ei by
Ei = ∂iX, i = 1, 2, . . . , n, (6.2)
where ∂i is as defined in the, not yet generalized, Moyal product
f ? g = lim
t→t′
e
h¯
∑
ij
θij∂i∂′j
f(t)g(t′), (6.3)
with h¯ being just a real indeterminate like in the Moyal product used to obtain
the h-expansions for the SW-map in chapter 5. This way ∂i certainly satisfies the
Leibniz rule
∂i(f ? g) = ∂if ? g + f ? ∂ig. (6.4)
One then defines the left and right tangent bundles on the noncommutative surface
X to be
TX = {
n∑
i=1
ai ? Ei|ai ∈ A}, (6.5)
T˜X = {
n∑
i=1
Ei ? ai|ai ∈ A}, (6.6)
respectively, whereA is the formal power series in h¯ with coefficients as real smooth
functions in a region U ∈ Rn. One can then proceed to define operators ∇i by
∇i : TX → TX, i = 1, 2, . . . , n (6.7)
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and the requirement that ∇iZ is the left tangential component of ∂iZ for all
Z ∈ TX. By an exactly analogue requirement one can define ∇˜i. Through these
definitions one can then easily define the connections Γkij and Γ˜
k
ij as
∇iEj = Γ
k
ij ? Ek, ∇˜iEj = Ek ? Γ
k
ij (6.8)
or, because the metric is invertible, as
Γkij = ∂iEj • E˜
k, Γ˜kij = E
k • ∂iEj (6.9)
where the •-product: An ⊗R[[h¯]] A
n → A, is defined by
A •B =
n∑
i=1
ai ? bi, (6.10)
where R[[h¯]] is the ring of formal power series in h¯. As we can see, • could well
be referred to as a dot-product with a Euclidean signature1. The noncommutative
Riemann curvature tensors can now be obtained from
[∇i,∇j]Ek = (∇i∇j −∇j∇i)Ek = R
l
kji ? El, (6.11)
[∇˜i, ∇˜j]Ek = (∇˜i∇˜j − ∇˜j∇˜i)Ek = El ? R˜kij. (6.12)
We see immediately that we now have two curvature tensors, as compared with
the commutative case where we only have one. However, because they coincide in
the sense that
Rlkij = R
p
kij ? gpl = −gkp ? R˜
p
lij = R˜lkij, (6.13)
it will make sense to only use one of these curvature tensors in the future. We
chose to use Rlkij. With the help of the Riemann-tensor we can then obtain Bianchi
identities. They are found to look like
Rlijk +R
l
jki +R
l
kij = 0 (6.14)
Rlkij;p +R
l
kjp;l +R
l
kpl;j = 0 (6.15)
where
Rlkij;p = ∂pR
l
kij − Γ
r
pk ? R
l
rij − Γ
r
pl ? R
l
rjk − Γ
r
pj ? R
l
rki +R
r
kij ? Γ
l
rp. (6.16)
1This signature can obviously easily be changed to the Minkowskian one.
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We can now use the second Bianchi identity to obtain a suggestion for the cor-
rect form of the Einstein equation, as in classical GR. Before we do this we will
introduce the Ricci curvature as
Rlklj = R
l
j = g
li ? Rij (6.17)
and the scalar curvature Rii = R. One more object is also needed, namely
Θlj = g
ik ? Rlkji. (6.18)
This object does not appear in classical GR because it coincides with Rlj, but in
the noncommutative case it is another object. One can still note that
Θll = g
ik ? Rlkli = g
ik ? Rki = R. (6.19)
If we now take (6.15) and contract the indices j and l and then multiply by gik
from the left, do the sums and write ω¯p = g
ik ?Rrkpl ?Γ
l
ri− Γ˜
i
lr ? g
rk ?Rlkpi, we have
another identity,
∂iR
i
p − Γ˜
i
pr ? R
r
i + Γ˜
i
ir ? R
r
p + ∂lΘ
l
p − Θ
r
l ? Γ
l
rp + Θ
r
p ? Γ
l
rl − ω¯p − ∂pR = 0, (6.20)
or defining
Rip;i = ∂iR
i
p − Γ˜
i
pr ? R
r
i + Γ˜
i
ir ? R
r
p
Θlp;l = ∂lΘ
l
p −Θ
r
l ? Γ
l
rp + Θ
r
p ? Γ
l
rl − ω¯p
equation (6.20) can be rewritten as
Rip;i + Θ
l
p;l − ∂pR = 0. (6.21)
This suggests, together with (6.19), that Einsteins equation in vacuum takes the
form
Rij + Θ
i
j − δ
i
jR = 0. (6.22)
As this is only mere speculation, we would like to find the noncommutative Ein-
stein equation in a more elaborate approach. One such approach, would be to
find the equation invariant under some appropriately defined general coordinate
transformations. Some work like this, along general lines, was done in [75], but
from this it seems that the coordinate transformations need to be formulated more
precisely in order to obtain a noncommutative Einstein equation. It is however,
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hard to obtain such an equation from general coordinate transformations because
in noncommutativity a transformation of this kind will alter the algebraic struc-
ture of A. Thus in the noncommutative case we must compare elements in two
different algebras and it is not yet clear how this should be done.
In [75], a more general ?-product is introduced in order to obtain a ?-product,
invariant under general coordinate transformations. It is defined through gauge
transformations defined as
φ(1) = 1, φ = e
∑
i
i∂i
modh¯ (6.23)
with  being smooth functions on the region U and φ is R[[h]]-linear map φ : A →
A. The set of these maps will be denoted G(A). In view of this, one can then
define another R[[h]]-linear map as
?φ : A⊗R[[h]] A → A, f ⊗ g 7→ f ?φ g := φ
−1(φ(f) ? φ(g)), (6.24)
which can be shown to be associative and to respect the group structure of G(A). In
this sense, using the terminology of quantum groups by Drinfel’d, an automorphism
φ ∈ G(A) will be called a gauge transformation, G(A) the gauge group and the
new star-product ?φ will be gauge-equivalent to the Moyal ?-product. The general
coordinate transformations of U can be given by t 7→ u when we use the notation
ui := φ−1(ti), i = 1, 2, . . . , n. (6.25)
If we also define R[[h]]-linear operators as
∂φi = φ
−1 ◦ ∂i ◦ φ, (6.26)
we can obtain all the relevant formulas of noncommutative GR, by simply replacing
the ? by the ?φ-product and also replacing the ∂i-operator by the ∂
φ
i -operator. This
way we e.g. introduce the new •φ-product and the covariant derivatives ∇i and
∇˜i by
∇φi E
φ
j =
φ Γkij ?φ E
φ
k , ∇˜
φ
i E
φ
j = E
φ
k ?φ
φΓkij, (6.27)
to be compared with (6.8). The extension of the noncommutative Riemann-tensors
of (6.11) to φRlijk and to the Bianchi identities is also straightforward.
If we then look at how a noncommutative surface X = (X1, X2, . . . , Xn), an
element of An, transforms under general coordinate transformations, we have the
noncommutative surfaces
X̂ = (φ(X1), φ(X2), . . . , φ(Xn)), over (A, ?)
Xφ = (X1, X2, . . . , Xn), over (A, ?φ).
68 Noncommutative Gravity
We then proceed by writing ĝ for the metric, Γ̂kij and
̂˜Γkij for the Cristoffel symbols
and R̂lijk and
̂˜Rlijk for the Riemann curvature tensors of X̂. Since we have just
given the way to compute these when using Xφ, that is ?φ instead of ? and ∂
φ
i
instead of ∂i, we can compare the two geometries of the surfaces X̂ and X
φ. The
following relations are then found
φgij = φ
−1(ĝij), φgij = φ
−1(ĝij)
φΓkij = φ
−1(Γ̂kij),
φΓ˜kij = φ
−1(̂˜Γkij)
φRlijk = φ
−1(R̂lijk),
φR˜lijk = φ
−1( ̂˜Rlijk).
Using these, one can show that the classical transformation rules for these objects
are found in the limit h¯ → 0. All of this can also be extended, more or less
straightforwardly, to arbitrary unital associative algebras with derivations.
We have introduced a noncommutative kind of Riemannian geometry in this sec-
tion, but physically the most interesting part would be to be able to formulate
an Einstein equation from this, but as mentioned earlier, for this we would need
to consider general coordinate transformations that take us from one algebra to
another and it is not clear how to compare the elements of the two different alge-
bras consistently. Therefore we will leave this section and we will next concentrate
on one classical (not noncommutative) result that may be very important for the
construction of a noncommutative theory of gravity.
6.2 Classical GR as a Gauge Theory
All fundamental interactions, electromagnetic, weak, strong and even gravita-
tional, can be formulated through gauge theories. Therefore, these types of theories
must also be very important in the formulation of NCFT. In a gauge theory one
requires that the global invariance of the Lagrangian also holds locally - it should
be possible to perform the symmetry transformation in a region of space-time
without affecting other regions of space-time. This requirement can be thought
of as a generalized version of the principle of equivalence in classical GR and it
gives us the interaction terms of the theory in question. In this section we will
make a gauge symmetry out of the Poincare´ symmetry [77], and obtain classical
GR, with slight modifications to the formulation given by Einstein, and discuss
the application of this procedure in the case of noncommutativity.
It is well known how the Einstein equations can be obtained by a variation of the
Palatini action or in Einsteins, more argumentative approach, but they can also be
obtained as a gauge theory, where the gauge group is the Poincare´ group. Actually,
this approach does not give exactly the Einstein equations in his formulation,
but they give a generalized set of equations where the effects of intrinsic angular
momentum (spin) are included, something that the original Einstein equations do
not concern themselves with. These equations are in fact exactly the same as in
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the Einstein-Cartan formulation. This approach was first attempted in [76], but
only using the Lorentz group as gauge group, and then later extended in [77] to
the whole Poincare´ group2. It is hoped that the gauging of the twisted Poincare´
symmetry3 will deliver a noncommutative version of the Einstein-Cartan theory,
but this has not yet been done and therefore we will only look at the theory as
formulated in [77].
To to make the Poincare´ symmetry a gauge symmetry, we begin by noting one
fact that differs slightly from the gauging of the usual internal symmetries: after
making the parameters functions of position, in the usual formulation everything
can be made covariant under the gauge symmetry by using an appropriate covari-
ant derivative. This is however not the case in gauging the Poincare´ group. The
difference arises because the transformations that are relevant in the Poincare´ case
δxµ = µνx
ν + ν ≡ ξµ (6.28)
δχ =
1
2
ijSijχ (6.29)
δSij = ilS
l
j + jlS
l
i, (6.30)
where µν are the Lorentz rotations and boosts, 
ν are the Lorentz translations and
Sij are the infinitesimal spin generators, include transformations of coordinates in
(6.28) which we do not encounter in the usual gauge groups of internal symmetries.
This in its turn implies that the action changes as
I ′(Ω) =
∫
Ω
L′(x′)|
∂x′µ
∂xν
|d4x, (6.31)
from I(Ω) =
∫
Ω
L(x)d4x, under (6.28), (6.29) and (6.30). So if we require that the
action integral over an arbitrary region Ω is invariant under these transformations,
it is equivalent to requiring
δL + L(δxµ),µ ≡ 0, (6.32)
which is the transformation law of an invariant density and thus it is not enough to
consider only a covariant derivative, but we must also somehow achieve the form
(6.32). This does not effectively make the gauging of the Poincare´ symmetry a
more difficult task, but it makes the procedure a little bit different from what we
may be used to see. One more result we need before moving on is
δχ,µ = (δχ),µ − (δx
ν),µχ,ν, (6.33)
2Actually it was later noticed that D.W. Sciamma had obtained the same equations in a
formulation similar to that of Einstein and Cartan, and thus this theory is usually referred to as
Einstein-Cartan-Kibble-Sciamma theory or ECKS-theory.
3This idea was first mentioned in [75].
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where the commas denote partial differentiation w.r.t. the index after the comma,
as is common in the literature of classical GR. It can be calculated straightfor-
wardly from χ′(x′) − χ(x) = δχ, using (6.28). Our programme is then the fol-
lowing. First, we introduce a covariant derivative to achieve the invariance of δL
in (6.32). Then we multiply L by an appropriate function S which satisfies the
requirement
δS + ξµ,µS ≡ 0, (6.34)
so that L = SL becomes the invariant Lagrangian according to (6.32). During
this course we will use the notation of Kibble in [77], where χk = δ
µ
kχ,µ.
The transformation (6.33) now becomes, when we make the parameters functions
of position,
δχ,µ =
1
2
ijSijχ,µ +
1
2
ij,µSijχ− ξ
ν
,µχ,ν. (6.35)
To obtain the first goal of a covariant derivative, we note that we must produce
an object that transforms like
δχ;k =
1
2
ijSijχ;k − 
i
kχ;i. (6.36)
This can be done in two steps. First we eliminate the ij,µ terms by introducing
χ|µ ≡ χ,µ +
1
2
Aijµ Sijχ, (6.37)
where Aijµ = −A
ji
µ are new gauge fields. If we then require that
δχ|µ =
1
2
ijSijχ|µ − ξ
ν
,µχ|ν, (6.38)
we have determined the transformation properties of the new gauge fields to be
δAijµ = 
i
kA
kj
µ + 
j
kA
ik
µ − ξ
ν
,µA
ij
ν − 
ij
,µ. (6.39)
This has eliminated the ij,µ-terms, but we still have the ξ
µ
,ν-terms left. They can be
eliminated by multiplying the expression (6.37) by a new gauge field hµk , so that
we have
χ;k = h
µ
kχ|µ, (6.40)
which transforms according to (6.36) and we have found the covariant derivative
sought for. From (6.40) and (6.36), the transformation properties of hµk can be
determined to be
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δhµk = ξ
µ
,νh
ν
k − 
i
kh
µ
i . (6.41)
The final step is to find a function of the new gauge fields satisfying (6.34) and
then multiply the Lagrangian with it, where the usual derivative has been changed
to the covariant one in (6.36), by this function. It is found to be
S = [det(hµk)]
−1, (6.42)
if we look for the simplest such function that does not involve derivatives of the
gauge fields. As a result, the Lagrangian has become
L(χ, χ,µ, h
µ
k , A
ij
µ ) ≡ SL(χ, χ;k). (6.43)
It should be remarked that this type of Lagrangian is not uniquely determined
by the gauging procedure because if we have two Ls that differ by an explicit
divergence, the modified versions Ls, need not do so anymore (see [77]) and we
would get two different modified Lagrangians by the same procedure.
In order to build a gauge symmetry of the Poincare´ group completely, we still have
to specify a free Lagrangian for the new gauge fields. This we shall do soon, but
first we notice that
χ|µν − χ|νµ =
1
2
RijµνSijχ (6.44)
where
Rijµν = A
i
jµ,ν − A
i
jν,µ − A
i
kµA
k
jν + A
i
kνA
k
jµ. (6.45)
Then we calculate the commutator of covariant differentiations χ;kl−χ;lk and find
that
χ;kl − χ;lk =
1
2
RijklSijχ− C
i
klχ;i, (6.46)
with
Rijkl = h
µ
kh
ν
l R
ij
µν , (6.47)
Cikl = (h
µ
kh
ν
l − h
µ
l h
ν
k)b
i
µ|ν . (6.48)
Now it is easier to build up a free Lagrangian. Since we know that in this case we
must have an invariant density, we look for a free Lagrangian of the type
L0 = SL0, (6.49)
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which basically says that if L0 transforms covariantly, so does L0 and we only
need consider covariant quantities of the new gauge fields. As can be seen from
(6.46), the only quantities of the new gauge fields which transform covariantly are
Rijkl and C
i
kl. These can be combined in many different ways in order to obtain a
free Lagrangian, but as we will require it to be of lowest degree possible, there is
one choice which is favored in front of others. If we simply contract the indices
of Rijij we have a linear invariant that suits our purpose perfectly. Thus our free
Lagrangian becomes
L0 =
1
2
SR. (6.50)
Now we can simply derive the Euler-Lagrange field equations for this Lagrangian:
S(Rikjk −
1
2
δijR) = −I
i
µh
µ
j , (6.51)
−[S(hµi h
ν
j − h
µ
j h
ν
i )]|ν ≡ S(h
µ
kC
k
ij − h
µ
jC
k
ik − h
µ
i C
k
kj) = G
µ
ij, (6.52)
where I iµ =
∂L
∂hµi
and Gµij = −2
∂L
∂Aµij
. From these we can relate the fields Aµij and h
µ
k
by solving equation (6.52) for Aµij. This can be done by e.g. writing G
µ
ij ≡ Sh
µ
kS
k
ij
with the solution
Aijµ =
1
2
bkµ(ckij − cijk − cjki − Skij + Sijk + Sjki + ηkiS
l
lj + ηkjS
l
il), (6.53)
where ckij = (h
µ
i h
ν
j − h
µ
j h
ν
i )b
k
µ,ν and b
k
µ satisfies h
µ
kb
k
ν = δ
µ
ν . Equation (6.53) is an
explicit solution if the Lagrangian L is of first order in the derivatives, otherwise
Aµij also appears on the right hand side of (6.53).
Now that we have constructed a gauge theory using the Poincare´ group as a gauge
group, we can do a geometrical interpretation of our results in order to compare
with Einsteins formulation of GR. As we know that the transformations (6.28) are
general coordinate transformations we can immediately see that (6.41) is the trans-
formation law of a contravariant vector, thus, using its inverse bkµ we can construct
a symmetric covariant tensor, because bkµ transforms as a covariant vector,
gµν = b
k
µbkν , (6.54)
and obviously interpret it as the metric tensor of a Riemannian space4. In view
of the newly defined relation (6.54), hµk and b
k
µ are the contravariant and covariant
vierbein components of this Riemann space. This means that the ij transforma-
tions can be interpreted as vierbein rotations. Moreover, the greek indices are
the world indices whereas the latin ones are the Lorentzian or local ones, that is,
the latin ones are raised and lowered by ηij, ηij and the greek ones by g
µν, gµν,
respectively.
4Actually what we have in this case is a Riemann-Cartan space, but we will find out this a
bit later
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The field Aµij can be seen as the local affine connection for the vierbein system
because it gives the covariant derivatives of local tensors as
vi|ν = v
i
,ν + A
i
jνv
j (6.55)
vj|ν = vj,ν − A
i
jνvi (6.56)
and similarly, if we make the indices greek by the use of the vierbeins, we get the
world covariant derivative specified by
vλ;ν ≡ h
λ
i v
i
|ν = v
λ
,ν + Γ
λ
µνv
µ (6.57)
vµ;ν ≡ b
i
µvi|ν = vµ,ν − Γ
λ
µνvλ, (6.58)
where the connection Γλµν is given by
Γλµν ≡ h
λ
i b
i
µ|ν ≡ −b
i
µh
λ
i|ν. (6.59)
Here we can see the first clear difference between Einsteinian GR and GR as a
gauge theory. The connection Γλµν is no longer the Christoffel one as it does not
need to be symmetric in the indices µ and ν. However, the vierbeins still satisfy
hµi;ν ≡ 0, b
i
µ;ν ≡ 0, (6.60)
so that we have
gµν;ρ ≡ 0 (6.61)
and Γλµν can be interpreted as an affine connection in a Riemannian space. We can
of course also put greek indices on the quantities (6.47) and (6.48) to obtain
Rρσµν = Γ
ρ
σµ,ν − Γ
ρ
σν,µ − Γ
ρ
λµΓ
λ
σν + Γ
ρ
λνΓ
λ
σµ (6.62)
Cλµν = Γ
λ
µν − Γ
λ
νµ, (6.63)
which clearly are the Riemann and torsion tensor, respectively. From these, the
Ricci tensor Rµν = R
λ
µλν and the curvature scalar R = R
µ
µ can be defined in the
usual sense so that the Euler-Lagrange field equations (6.51) and (6.52) can be
rewritten as
S(Rµν −
1
2
gµν)R = −Iµν (6.64)
SCλµν = G
λ
µν −
1
2
δλµG
ρ
ρν −
1
2
δλνG
ρ
µρ (6.65)
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and we finally have the equations in the form wanted. We can directly see that
we have a kind of Riemanninan GR, but with torsion. It seems that the affine
connection, determined from (6.65), becomes symmetric in the absence of matter,
so that we then acquire the usual formulation of GR. However, if matter is present
the connection does not need to be symmetric anymore and we have a difference
to the Einsteinian formulation. This difference is nevertheless very small and does
not contribute significantly to any observation of classical GR done so far. Thus,
effectively, this is classical GR as formulated by Einstein.
This form of GR is in fact called the Einstein-Cartan [78] theory. It is an extension
of classical GR to space-times with torsion and where the torsion is related to the
density of intrinsic angular momentum. That is, a theory containing matter with
spin. This theory also casts a slight shadow of doubt on the centrality of the metric
tensor gµν in classical GR, where it is usually taken for granted, as gµν is not the
most central object in this formulation of GR, but the vierbein components hµk
are.
In this formulation of GR it may be possible to construct a noncommutative version
of gravity by the use of the twisted Poincare´ symmetry despite the fact that in [74]
it was shown that the Poincare´ symmetry and internal gauge symmetries cannot be
unified under a common twist. The reason is simply that the Poincare´ symmetry
is an external symmetry and it is not clear whether the result of [74] applies in this
case. The idea is to apply the gauging of the Poincare´ symmetry and the Poincare´
twist at the same time to obtain noncommutative gravity. However, this simple
idea must also contain the general noncommutative coordinate transformations,
and as mentioned earlier, there is yet not a good method for how these should be
obtained.
As a curiosity it can be mentioned that Einstein-Cartan theory can be incorporated
in supergravity and is in fact equivalent to simple supergravity with a massless
Rarita-Schwinger field as source (see e.g. [79]). However, to us, it means the most
as a potential candidate framework for constructing a noncommutative model of
gravity via the twisted Poincare´ symmetry.
Chapter 7
Conclusion
This work has reviewed the most important results in the subject of noncommu-
tativity after the renewed interest in the subject in the late 1990s, especially due
to the discovery by Seiberg and Witten [9]. We have seen how to construct a
formalism that implements the noncommutativity of space-time in field theory,
the ?-product. We have explored the two directions it gives rise to: the group
theoretical approach of the noncommutative groups and the Seiberg-Witten map
approach. We have also discussed some new applications of these. Namely the
SW-map in fluid mechanics and the construction of a theory of noncommutative
gravity.
These noncommutative theories have some good properties, like the one that we
can get the right charges for the particles in the noncommutative minimal stan-
dard model produced in the group theoretical approach, and some less attractive
properties, like the open question of the renormalizability of these theories.
The problem that the two different approaches to noncommutativity seem to give
rise to different theories is a fascinating feature of the noncommutative theories.
It can easily be seen by comparing the noncommutative minimal standard model
constructed in the two approaches. Why this is so, is an open question, but the
presentation of the two results of the two different theories in this work may help
to shed some light on the difference between string theory and field theory.
Whatever the solution to these less attractive properties, noncommutativity pro-
vides an excellent opportunity to study the effects of the possible non-locality
and/or Lorentz non-invariance of space-time. Two issues that need clarifying,
are we to find a theory or theories of the fundamental interactions at very high
energies.
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