ABSTRACT The Internet of Things (IoT) is a promising technology for the collection data among the seamless connectivity with massive physical devices for future 5G networks. While device-to-device (D2D) communication is an emerging technique, which potentially tends to promote the machine-type communications developments of the IoT. In this paper, we consider a wireless distributed storage network where the IoT devices cache decentralized data in each memory and use D2D links to share the whole content, and to save the bandwidth and energy consumptions compared to traditional base station cellular network. We analyze and compare the energy costs of regenerating codes and maximum distance separable (MDS) codes for data downloading and repairing processes with the different parameter configuration. We also define a target named D2D link availability to measure the download and repair efficiency, and obtain the optimal repair intervals of various schemes for the lowest energy cost. Furthermore, we propose a novel caching scheme, termed double replication MDS (DR-MDS), which can modify the repair bandwidth by utilizing more storage occupation, and improve the D2D link availability in the system. The simulation results have shown that the DR-MDS caching significantly outperformed the MDS caching in the energy saving, that also verifies the practicability and the feasibility of our D2D distributed caching system for the low-power IoT scenarios.
to be connected, exchanged and processed by the MTC among massive devices and equipments [12] [13] [14] . Therefore, the relevant studies of D2D communications have an important effect on the green and energy-saving communication developments of the big data and IoT [15] .
Underlay D2D distributed caching has attracted rising research interest due to its potential to offload cellular traffic, which improves the spectral-efficiency and energyefficiency, also reduces the transmission delay [19] . The content can be cached in modern devices and downloaded using D2D links across each other. Hypergraph framework was also used to design the local allocation of the terminal idle storage resources to increase the capacity in [20] and [21] . The popular video content is frequently shared among the users. The optimal of devices' collaboration distance, interference and transmission power to the maximize frequency reuse are analyzed based on a Zipf distribution of a demands/requests model in [22] and [23] . In [24] , the theoretical asymptotic scaling limit of the amount of data necessary to transmit to satisfy the file demands is investigated using index-coded D2D broadcasts under the cases of the file sizes, the number of files, and the number of users.
However, the content cannot keep permanent stability in the mobile devices since the high-speed mobility and frequent switching of the crowd or vehicles [25] . It is worth to address the problem of repairing the lost data when storage devices left the system's coverage. An effective solution to this problem is the reliable redundancy [26] . The simplest redundancy scheme is the replication of that the divided data in multiple different storage nodes. If one node has left, a new node may directly be copied from any existing storage node. Of course, the disadvantages are lower reliability and higher storage occupation. Besides, erasure code is a potentially way to improve the reliability and storage efficiency. Initially file is separated into k blocks with an (n, k) Maximum Distance Separable (MDS) code. Blocks are encoded into n code symbols and stored in n nodes. However, it has to retrieve the size of data (k nodes' data) equal to the whole file. While regenerating codes (RGC) [27] are proposed by Dimakis and lie on the tradeoff of the storage and repair bandwidth. There are two extremal points on the tradeoff curve, i.e., the minimum storage regenerating (MSR) code and the minimum bandwidth regenerating (MBR) code [28] . RGC has the lowest repair bandwidth in the traditional distributed storage system. The lower repair and download bandwidths mean the better energy-saving performance for the IoT distributed storage networks.
Redundancy for D2D caching methods in wireless networks are investigated in many literatures [29] [30] [31] [32] [33] recently. In [29] , depart node is instantaneous repaired. Both request and repair in the system can always be performed by D2D communications. For instantaneous repair, 2-replication can get the smallest communication energy cost. Reference [30] studies the periodic repair of lost data and finds that MDS performs better under certain conditions. There exist an optimal repair interval of the MDS codes for D2D repairing system. In particular, [31] indicates that the use of interval repair for MDS code can get less communication energy. In [32] , the repair schemes including MDS, RGC and local repairable codes (LRC) are investigated in a D2D devices arrive-depart model. The analytical expressions for the overall communication cost are derived. They found that the required repair frequency depends on the network parameters and the code choices. Pedersen et al. [33] consider the caching of content in a dense D2D wireless network with MDS code. They also optimize the MDS code to minimize the network load under a cache size constraints. Summing up the above, we find that RGC and MDS codes are both extensive studied in the wireless D2D storage network for the respective advantages.
In this paper, we consider a fault-tolerant IoT data storage system with the D2D devices, considering the device mobility with a arrive-depart Poisson process, which is similar to the model in [32] . Different from [32] , we further study the effects of various system parameters (request ratio, cost ratio and node number) and different coding parameters (repair locality, download locality and code-rate) on the total energy cost of repairing and downloading from the BS or IoT devices for several coding schemes, i.e., replication, MDS and RGC. And we attempt to find a solution to further reduce the energy cost in IoT applications. The main contributions of our work can be summarized three aspects: 1) We derive the relationship between the repair interval and the energy cost, based upon several redundancy schemes in the mobile IoT storage networks. Then, we verify that the MDS code has the most potential value to reduce the energy expenditure of repairing and downloading.
2) We find the optimal repair time interval of MDS scheme for higher energy-efficiency by defining a measurable indicator, named D2D link availability. It describe the highest probability that the number of D2D links is enough to repair and download the whole file in the caching system.
3) We further propose a novel energy-efficient coding scheme, named double replication MDS codes (DR-MDS), which utilizes more storage occupation to reduce the repair bandwidth and improve D2D link availability. Simulation results proof that it can save the energy cost compared with MDS scheme in IoT and D2D caching scenarios.
The remainder of the paper is organized as follows: Section II explains our D2D caching IoT network model and gives some definitions. Section III analyzes the effects of parameters in different situations to the energy cost, and obtains the approximate values of the optimal repair interval of MDS code based on D2D link availability. In Sections IV, we illustrate the repair and download mechanism of the proposed DR-MDS codes by deriving analytical expressions and verify its significant improvements by simulation. Finally, we conclude our work in Section V. depart off the network following a Poisson random process. We assume the initial number of nodes in the coverage is N . Nodes will request data from the BS. We further assume that only one file of size F bits is stored in the system. The nodes can cache data and communicate with each other by D2D links. Blue nodes are storage nodes, green node is the requester. While gray nodes represents empty nodes and red node represents generated node to be repaired by others.
II. NETWORK MODEL AND ENERGY COST

1) ARRIVE AND DEPART MODEL
Nodes arrive in the system following a Poisson process with exponentially independent and identically distributed (i.i.d) random time intervals. The probability density function (pdf) of the interval arrival time T a is
where N λ is the arrive rate and t is the time with time unit (t.u.). The lifetime T s of the node is an i.i.d. exponential distribution with pdf as
where µ is expected departure rate of a node. The number of nodes in the network can be described by an M /M /∞ [34] , where the probability that there are i nodes in the network is
2) FILE STORAGE
The file in BS is divided into k blocks using an (n, k) erasure code, each block having F k bits data. Generate n coded symbols to put in m storage nodes (blue nodes) where 2 ≤ m ≤ n, and m < n means that one node may store multiple encoded symbols. Data is uniformly allocated, and each storage node actually stores α bits, i.e.
For simplicity, we assume the number of nodes in the network is N m, which guarantees the probability that the number of nodes in the system being less than m is almost zero. That is
For example, when m ≤ 9 and N ≥ 30, the value of Eq. (5) is less than 2.1 × 10 −6 . So the file has a very high probability cached in the mobile devices.
3) DOWNLOAD PROCESS
Nodes randomly request the file at a rate ω with i.i.d request interval time T r with pdf
When user requests a file, the whole file can be transmitted from different storage nodes through D2D links or from the BS directly. The transfer cost incurred by download file is called download cost. The amount of data transmitted through D2D links when downloading file is hα ≥ F, where h is download locality. In other words, D2D links are available if h or more storage nodes still exist in the network. If the number of storage nodes is smaller than h, F bits are downloaded from the BS.
4) REPAIR PROCESS
When a storage node leaves the system, the lost data of the node should be recovered to maintain the IoT caching system stability. Similar to download process, there are two repair methods, as D2D repairing and BS repairing. Define the amount of transmitting data to repair a single storage node as the repair bandwidth, denoted by γ . Denote γ D2D and γ BS as the repair bandwidth through D2D devices and BS, respectively. Assume that each repair process is performed independently. When using D2D repair, r storage nodes need to be connected. So the precondition of using D2D communication is that there are at least r storage nodes, and the VOLUME 7, 2019 amount of data transmitted by each node is represented by β, i.e., γ D2D = rβ and γ BS = α.
5) COMMUNICATION ENERGY COST
Assume that the energy costs for BS and storage node are different. We denote ρ BS and ρ D2D as the energy costs (cost unit per bit (c.u.), [c.u./bit]) of transmitting 1 bit of data through the BS and the storage node, respectively. Therefore, the cost of downloading file from the BS and storage nodes are ρ BS F and ρ D2D hα, respectively. Further, we define ρ = ρ BS ρ D2D > 0 is the communication cost ratio, where ρ > 1 indicates that the energy cost of 1 bit of data from the BS is higher than D2D link.
Regardless of the download or repair processes, we assume the error-free transmission without the interference of multiple accesses [35] . The parameters m, h, r, α and β depend on the choices of caching schemes. In a distributed storage system, the erasure codes are usually represented by [m, h, r] . The relationships between these parameters will be explained in the later section.
B. REPAIR AND DOWNLOAD ENERGY COSTS
In this section, we mainly derive the expressions among the repair interval , the average repair costC r , the average download costC d and subsequently the total communication costC, whereC =C r +C d . We denote that as the interval time between two repairs. = 0 corresponds to the situation of instantaneous repair, i.e., the lost data will be repaired as soon as the node departs from the network. b i (m, p) is the probability mass function (pmf) of the Bernoulli distribution with the parameters of the number of storage nodes m and the node available probability p.
1) EXPECTED REPAIR ENERGY COST
As the lifetime T s are exponentially distributed, we denote by the probability p that a storage data node has not departed and can serve for repair, i.e.,
The probability that i storage nodes exist in the network is b i (m, p). In this case, repairing m − i nodes needs to be performed. Repairing through D2D links if i ≥ r, otherwise repairs are performed by BS. The expected number of nodes repaired by D2D links and BS are expressed as:
Thus, the overall expected repair energy cost is
FIGURE 2. The number of the storage nodes in the network with a Poisson birth-death process for the repair intervals.
2) EXPECTED DOWNLOAD ENERGY COST
Similar to theC r , theC d also has two parts, corresponding to the situation where the data is downloaded by D2D and BS. The probability p BS and p D2D denote that the file are downloaded from BS and from D2D, respectively. Obviously,
During a repair interval , no repair process is performed. In a repair interval, m(t) denotes the number of storage nodes remains in the system, where t ∈ [0, ), which can be described by a Poisson birth-death process shown as Fig. 2 . At some time, when there are too many nodes have left, which makes the number of available storage nodes smaller than h, it is impossible to download the file through D2D links. When a request occurred, the probability of more than i nodes available in the network is
where p D2D = S i . Therefore, the expected download cost is
where ρ BS F and ρ D2D hα are the download costs from the BS and the nodes, respectively. N ω denotes as the overall request rate (t.u.). According to Eq. (11) and Eq. (13), we can get the overall expected communication energy cost isC = C r +C d . The communication energy cost for → 0 which corresponds to instantaneous repair is
C. CONVENTIONAL DISTRIBUTED CACHING SCHEMES
As for conventional distributed caching system, the number of storage nodes m, download locality h, and repair locality r, i.e., [m, h, r] are typically used to describe an erasure code. In this part, we mainly analyses n-replication, MDS codes and RGC for D2D storage network. Since a node may store more than one coded symbols, we need to derive the expression of the relationships between [m, h, r] and (n, k).
In the case that using an (n, k) MDS code, one storage node denote one code symbol, i.e., m = n, α = F/k. D2D download and repair are both required to connect h = r = k storage nodes due to the MDS property. Thus, the MDS code can be expressed as [n, k, k]. Moreover, β = α = F/k and γ = F. The disadvantage of MDS code is that if we want to repair a storage node, we have to retrieve the size of the overall file. N -replication is the simplest MDS code. In such a case, each storage node cache the whole file copy, i.e., α = F and r = h = k = 1.
2) REGENERATING CODES
RGC is a network coding designed to reduce the repair bandwidth to the MDS code, but it increases the number of nodes connected. RGC is divided as two classical codes, MSR and MBR. The storage cost of each node of MSR code is the smallest as minimized α, and MBR obtains the minimum repair bandwidth as minimized γ . RGC is also divided into functional repair and exact repair based on the repair methods. Functional repair only repairs the same system reliability as the initial state, but the data after repair is not lost data. This article only analyzes the exact-repair, since it is more valuable in D2D networks. Using exact-repair minimum storage regenerating (MSR) code, k = h(r −1), n = m(r −h−1), and r ∈ [2(h−1), m−1], and then, we can get h ≤ (m + 1)/2, thus maximum code-rate for MSR is (1/2 + 1/m). We also can get
).
MBR codes with parameters [m, h, r] and (n, k) can further reduce repair bandwidth at the cost of increasing α, MBR
III. COMPARISON AND ANALYSIS
In this section, we evaluate the overall communication energy costs for the caching schemes discussed previously. Without loss of generality, we set the leaving rate µ = 1, ρ D2D = 1, so the cost ratio ρ = ρ BS , and the repair interval = 1 which indicates that the repair interval is equivalent to the lifetime of a node in the system.C is normalized to the cost of downloading directly from BS, N ωρ, i.e.,C/FN ωρ. In this case, the value ofC/FN ωρ is more than 1, it means that distributed caching data increases communication cost; otherwise, it means that caching file in the mobile devices is less energy cost than downloading data directly from the BS. There will always exist a normalized communication energy cost value less than 1 when does not exceed a certain threshold. Define max as the maximum repair interval for normalized communication energy cost to be less than 1, that is max = sup{ :C < N ωFρ}.
Downloading files directly through BS has a lower communication energy cost when > max , and the value of max depends on the environment parameters as N , ω, µ, ρ and the coding parameters as m, h, r. Define opt as the repair time interval asC/N ωFρ obtains the minimum values. Fig. 3 shows the relationship betweenC/N ωFρ and for the different caching schemes. The code-rate is R = 1 3 (except for 2-replication), the request rate of each node is ω = 0.02, the total number of nodes in the system is N = 50. That is, the total request frequency per unit time is N ω = 1, and the cost ratio is ρ = 40. It can be seen from Fig. 3 that, the max of MSR is the smallest while the one of MDS is larger, which means that the system must provide a sufficiently high repair frequency to obtain the energy cost gain for MSR, but the MDS has a lower requirement for repair frequency.
The difference between [9, 3, 3] MDS and [9, 3, 8] MSR is fault-tolerance m − r, which means how many storage nodes can leave but the system still repair the data through D2D links. The [9, 3, 3] MDS allows up to 6 storage nodes leaving the system, while [9, 3, 8] MSR can only allow 1 storage node leaving the system. It can be seen from Fig. 3 that only the optimal repair time interval of [9, 3, 3] MDS is greater than 0, i.e., opt > 0. The optimal repair intervals of other coding schemes are opt = 0, which means that the normalized communication energy cost will be minimized for the instantaneous repair.
A. EFFECT OF SYSTEM PARAMETERS
For the [9, 4, 6 ] MBR, we set ρ = 40 and N = 50. Fig. 4 shows how normalized communication costC/N ωFρ is affected by request rate ω. We can see that for all repair VOLUME 7, 2019 intervals , with the increasing of request rate ω,C/N ωFρ decreases, and max increases. When ω exceeds a certain value,C/N ωFρ is always less than 1. The same behavior also can be observed for the MSR and MDS mentioned previous. Fig. 5 shows howC/N ωFρ is affected by total number of nodes N , where we set ρ = 40 and ω = 0.02. We can see that for all repair intervals , with the increasing of N ,C/N ωFρ decreases, and max also increases with N , and the same result also can be observed for the MBR and MDS. Both ω and N effect the total request rate, so caching high frequency downloaded files can effectively improve energy costs seen from Fig. 4 and Fig. 5 . And we can also conclude that, the download cost is dominant when the request frequency is high, and the caching scheme with a small download bandwidth will get lower communication energy cost. seen from Fig. 6 , as the communication cost ratio ρ increases, the normalized communication cost decreases at any repair interval , and max increases with ρ. Moreover, it can be seen that the MDS code has optimal repair interval of nonzero. In addition, for the same caching schemes, the cost ratio effects the value ofC/N ωFρ without the influences of the values of optimal repair interval. Fig. 7 shows the effect of the repair locality r on the [9, 3, 8] MSR normalized communication energy costC/N ωFρ, and we set the communication cost ratio ρ = 40 and the node request rate ω. From Fig. 7 , we can see that when → 0, theC/N ωFρ is the smallest for r = 8, because the repair bandwidth of MSR is smallest when r = m − 1. However, as the repair interval increases, lower r will result in lower normalized communication energy cost. The reason is that, if the lost data is not repaired in time, the node will spend more energy to download the file or repair the data from BS. On the other hand, when the repair frequency is high, repair bandwidth γ is not as important as r. There is a tradeoff between γ and r, the two parameters depends on the repair frequency provided by the network model. When the system can provide a high repair frequency, larger r can get lower normalized communication energy cost. Fig. 8 shows the relationship between the total energy cost of the MSR and the repair intervals at different h. It can be seen that the communication energy cost of h = 5 is the lowest when is small while it is the highest when h = 2. But when is larger, h is larger, the communication cost will become higher. This is because the repair bandwidth γ is affected by h, and when m and r are fixed, larger h can produce a smaller repair bandwidth. When the repair interval is small, the repair energy cost is the main cost, otherwise, the download energy cost is dominant. 
B. EFFECT OF CODE PARAMETERS
C. D2D LINK AVAILABILITY AND OPTIMAL REPAIR INTERVAL
As we known traditionally, RGC is better than MDS in repair bandwidth. However, it can be seen that the performance of RGC does not outperform MDS from the energy cost results in our system. This is related to the opportunity to communicate by the D2D devices, when one node need download or repair data. In this part, we define D2D link availability as the probability of communication through D2D links for repairing or downloading. The D2D successful repair probability is the probability of repairing data through the D2D links. Similarly, the D2D successful download probability indicates the probability of downloading files through the D2D links.
For a [m, h, r] caching scheme, D2D successful repair probability is equivalent to the probability that there are at least r storage nodes. Similarly, the probability of repairing data through BS link is equivalent to the probability that the number of storage nodes in the system being less than r. Denote by P D2D r and P BS r the D2D successful repair probability and BS successful repair probability, respectively, where P D2D r + P BS r = 1. From the Section II-B, we can get P D2D r and P BS r as
and
As the same as repair process, there are at least h storage nodes in the system to download files through D2D links when a request occurs, so D2D successful download probability is equivalent to that at least h storage nodes in the system. The probability of downloading files through the BS link is equivalent to that the number of storage nodes is less than h in the system. Denote by P D2D d and P BS d the D2D successful download probability and BS successful download probability, respectively, where
Section II-B, we can get
and, the probability of downloading through the BS is
Based on the above analysis, as long as D2D successful repair probability or D2D successful download probability is less than 1, the interval time is the optimal repair time interval. Denote by r p max the maximum repair interval for D2D successful repair probability not less than 1, and denote by d p max the maximum repair interval for D2D successful download probability not less than 1, i.e.,
Only the MDS has an optimal repair interval of non-zero value as mentioned in Section II-C. In this part, we analyze the optimal repair interval of the MDS codes with the same fault tolerance conditions. Fig. 9 shows the relationship betweenC/N ωFρ and repair intervals of four groups of (n, k) MDS codes with the same redundancy of 6. We set N = 100, when m ≤ 20 and N ≥ 100, the value Eq.(5) is less than 3.7 × 10 −23 . Fig. 9 also shows these MDS codes have an opt of non-zero values. Fig. 10 and Fig. 11 show the successful repair probability and successful download probability of the four MDS codes in Fig. 9 , respectively. In the Fig. 9, the (20, 14) MDS code achieves the minimum normalized communication cost when ≈ 0.1, i.e., opt ≈ 0.1. In addition, D2D successful repair probability of (20, 14) MDS begins to be less than 1 when ≈ 0.1 (Fig. 10 ) and the D2D successful download probability to be less than 1 when ≈ 0.13 ( Fig. 11) . That is, for (20, 14) MDS,
and this rule also can be applied to all MDS codes.
IV. DOUBLE REPLICATION MDS CODES
The simulation results in Section III can be used to find that MDS code scheme is more suitable for our IoT D2D caching system. However, a known disadvantage of MDS code is that the size of the overall file has to recovered to repair a single node's data. Communication energy cost is also related to D2D link availability. Repair bandwidth can be greatly reduced if an amount of data equal to the size of the lost data to repair a node, and the energy efficient caching scheme implements it as the Double Replication MDS (DR-MDS) scheme. The idea of this scheme makes full use of the advantage of the replication based on original MDS code, which ensures smaller repair energy cost and higher reliability of the network system.
A. ILLUSTRATION OF DR-MDS CODES
DR-MDS is defined by using the notation (2n, k), where parameter 2n is referred to as the number of storage nodes in the network, while parameter k is the number of storage nodes connected for retrieving file or repairing a depart node's data. Taking (8, 2) DR-MDS code as an example to illustrate the storage and repair processes as shown in Fig. 12 . In this situation, firstly, the file of size F = 2Mb is partitioned into 2 (k = 2) blocks of size α = F k = 1Mb with encoding them into 4 coded symbols by using an MDS code. Secondly, caching the 4 encoded symbols and its backup on the 8 mobile devices (storage nodes), where 4 of them are storage nodes and others are backup nodes. In the case that any one of storage nodes is lost, we can repair it by backup and obviously transmit the data of size α = 1Mb. However, there are two cases to repair the lost data in the case of 2 nodes departed from the system. One case is that transferring the backup data to new node to repair when two left storage nodes contain different data. In this case, the size of transmitted data is 2α = 2Mb; The other case is that using MDS code to repair a node and then repair the other by backup, and the total transmitted FIGURE 12. DR-MDS codes and its repair process. (F + α = 3Mb) . Requesters can retrieve the original file by connecting any k different storage nodes. Since the DR-MDS coding scheme has to connect k different storage nodes as repairing and downloading, we derive expressions of repair cost and download cost in the following two sections.
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B. ENERGY COST OF DR-MDS 1) REPAIR ENERGY COST OF DR-MDS
Assume the use of DR-MDS codes for our system. DR-MDS codes have three repairing ways, replication repair, MDS code repair and BS repair. Denote by P The system can repair lost data by D2D links (replication and MDS) in the case of k Diff ≥ k and there are (i − 2j) nodes repaired by copying codes. Therefore, the probability of repairing by replication is
where f (x) is an indicator function, and its expression is
f (x) equals 1 in the case of x ≥ k, its indicated that there are at least k different nodes in the network. Similarly, the probability of repairing by MDS is
The probability is influenced by the ratio that the number of left same data nodes to the overall number of left nodes. Assume the use of MDS to repair, a node might repair by MDS and the other can repair by replication. Thus, the communication cost of repairing a pair of equivalent nodes by MDS is 2 2 (γ MDS + γ Rep ). The system must retrieve lost data (including replication node) through BS if k Diff < k, and the probability is
DefineC ri as the repair cost of lost i storage nodes, and we can get
The probability that i storage nodes is available during a repair interval is b i (2n, p). A (2n, k) DR-MDS code in a D2D caching system has to repair the lost data by BS if the number of nodes available is less than k, otherwise use other repair methods. Therefore, we can get
2) DOWNLOAD ENERGY COST OF DR-MDS
The download cost has two parts, corresponding to the case of D2D download and BS download. In other words, at the time of a file request, the file can be downloaded from the D2D links if there are at least k different available storage nodes in the network, otherwise from BS link. When there are more than 2k − 2 nodes available in the system, there must be k different nodes, in this case requester download file by D2D links. However, it is necessary to discuss whether there are k distinct nodes in the system when the number of nodes available in the system is k + 1, k + 2, . . . , 2k − 2. Among i available storage nodes in the system, the probability of k different nodes is P 
During a repair interval , the probability of i available storage nodes in the network at the time of a file request is s i = S i − S i+1 from formula (10), thus the download cost per unit time is 
D. NUMERICAL ANALYSIS AND COMPARISON
In this section, we evaluate the total communication energy cost discussed in the previous section for the DR-MDS coding scheme and compare to MDS coding scheme. The fact is that the lost data must be repaired by BS if there are fewer nodes available than k in the coverage. The probability of repairing data (resp. downloading file) is influenced by the parameters of 2n, as for DR-MDS, k represents that there are more than k available storage nodes. Although we cannot write explicit expression of probability, we get the values by 50,000 Monte Carlo simulation. Fig. 13 shows the D2D link availability for MDS and DR-MDS. Fig. 14 shows a comparison of repair cost, download cost, and Fig. 15 shows total communication cost comparison. Dashed curve is the MDS code and solid curve is the DR-MDS scheme in Fig. 13 , Fig. 14 and Fig. 15 . The parameter settings are as follows, N = 100, µ = 1, ρ D2D = 1 and ω = 0.5. Fig . 13 shows the probability of repair and download. The dashed curve is the probability of the MDS, and the solid curve is the probability of the DR-MDS. The red curve represents the probability of repairing data and downloading file through the D2D links with the repair interval and the purple curve represents through the BS link. We chose (10, 6) MDS and (20, 6) DR-MDS for analysis. Fig. 13 (a) shows that the probability of repairing data through D2D link becomes smaller as the repair interval increases, and the probability is almost zero when > 2.5, that is, the data can only be repaired from the BS. The probability that the DR-MDS repairs data through the D2D links is higher than the MDS for same repair interval, which explains the communication cost of the DR-MDS is less than the MDS when the repair interval is small. Fig. 13 (b) shows that DR-MDS significantly improves D2D successful download probability. The amount of data transmitted during MDS and DR-MDS download is the file size F, so the greater the probability of downloading files through the D2D links, the smaller the download cost at the same repair interval. Fig. 14(a) shows repair cost for MDS and DR-MDS normalized to the cost of repairing only from the BS, and we see that the repair cost for DR-MDS is always the smallest within a cerified repair interval. However, the cost for DR-MDS starts to increase as the repair interval increases. This is the reason why double storage nodes can reduce the average number of nodes repaired by BS. Fig. 14(b) shows the download cost of MDS and DR-MDS. It is worth noticing that the download cost of the DR-MDS is lower than the MDS. This is because DR-MDS increases the chances of downloading files through the D2D links when fixed repair interval, thereby reducing download cost. Fig. 15 shows how the repair interval affects normalized communication cost for MDS and DR-MDS. The communication cost of DR-MDS is always lower than MDS for any repair interval, which shows that the use of DR-MDS for D2D caching system can effectively reduce the communication energy cost in the case that the download cost is the main cost. 
V. CONCLUSIONS
In this work, we considered a problem of the effect of the system parameters on the communication energy cost in an IoT wireless caching network, where the file content is shared in a distributed way among the D2D devices. In particular, based upon the analysis of D2D link availability, we showed that MDS codes have a better performance for energy saving in the D2D distributed storage, compared to RGC caching schemes, such as MBR and MSR. Moreover, we found that there exist the optimal repair interval of the MDS code for the lowest communication energy cost in the IoT D2D caching networks. Furthermore, we presented a novel energy-efficient caching scheme, named DR-MDS, which could enhance the D2D link availability and reduce the repair bandwidth compared to conventional MDS code. Simulation results proved that, our DR-MDS code was promising to lower the communication energy cost than MDS code under the scenarios with different parameter configurations. The practicability and the feasibility of DR-MDS code were fully validated in this paper. Our distributed caching scheme gave an effective solution to the energy-saving problem of the future IoT MTC developments. VOLUME 7, 2019 
