Abstract: Handwritten words can never complement printed words because the former are mostly written in either skewed or slanted form or in both. This very nature of handwriting adds a huge overhead when converting word images into machine-editable format through an optical character recognition system. Therefore, slope and slant corrections are considered as the fundamental pre-processing tasks in handwritten word recognition. For solving this, researchers have followed a two-pass approach where the slope of the word is corrected first and then slant correction is carried out subsequently, thus making the system computationally expensive. To address this issue, we propose a novel one-pass method, based on fitting an oblique ellipse over the word images, to estimate both the slope and slant angles of the same. Furthermore, we have developed three databases considering word images of three popular scripts used in India, namely Bangla, Devanagari, and Roman, along with ground truth information. The experimental results revealed the effectiveness of the proposed method over some state-of-the-art methods used for the aforementioned problem.
Introduction
Though the world is rapidly moving towards the electronic era from the traditional manual processing systems, paper documents are still in use for various applications. Digitalization of such documents can bridge the gap between past and present technologies. However, the digitalization of such handwritten documents may become useless if the existing optical character recognition (OCR) system does not convert the corresponding documents into machine-editable form properly. Generally, the task of an OCR system becomes more complex not only for the varying styles of writing but also the skewedness of transcriptions. In handwritten documents, slope and slant are inevitably introduced depending on various factors such as writing style, writing speed, or even the mood of the writer. Such complexities make the OCR process more challenging and result in poor recognition accuracy. Hence, a necessity arises to normalize such documents to an acceptable level so that the recognition system yields optimal outcome.
Slope and slant corrections are the basic pre-processing steps that have been addressed by various researchers in the last few decades. Slope-correction algorithms first measure the angle between the horizontal axis and the line along which the word image is aligned; then, the de-sloped image is generated by rotating the original image inversely according to the slope angle. On the other hand, slant-correction algorithms, in general, first find out the angle between the vertical axis and the most dominant vertical stroke of the slope corrected word, thereafter shearing the image by that angle to provide its de-slanted form.
Various attempts have been taken for page-level skew or text-line level slant correction, where a limited number of works are found for the same at the word level. We present a brief description of recent works related to our problem. Hough transform [8] is one of the most popular techniques used for correcting the slope and slant angles of a word image; however, it becomes computationally expensive when the size of Hough space or data pixels in the word image increases. To cope up with this issue, numerous works [2, 4, 15, 16, 21, 31, 32] have been adopted to reduce the size of Hough space; however, its computational cost remains high. Most recently, Progressive Probabilistic Hough Transform was introduced in Ref. [4] to identify the most prominent lines in a scanned document, and then a special procedure was applied in order to estimate the global skew angle. Limonova et al. [20] used a fast Hough transform to find out the character's slant angle by analyzing its vertical stroke, extracted with the help of the x-derivative of text line in Russian passport recognition. The projection profile-based slope-and slant-correction methods use the projection features of the word image. In their work [5] , Cai and Liu computed the slope angle by arbitrarily rotating the document image to fix up the mean square deviation of the projection histogram to be maximized. A major application of projection profile has been found in Refs. [17, 18] , where the Winger-Ville distribution was used on both horizontal and vertical projection profiles to find out the slope and slant angles, respectively. However, this approach may suffer from erroneous estimations while handling noisy word images as well as words having condensed regions of ascenders and/or descenders. Haji et al. [12] tried to find the skew angle by splitting the entire word into two vertical slices and then joining their centers. The piece-wise painting algorithm was used in Ref. [1] for skew angle detection. The minimum entropy [10] and maximum variance [28] of the arbitrarily sheared image were used in estimating the slant angles. Papandreou and Gatos [27] centered on core region detection and best-fitting line to find the slant angle. Apart from these, some researchers used the linear regression [11] or maximum eigenvectors of covariance matrix [25] to find a best-fitted line along which the word image is aligned.
From the literature survey, it can be concluded that most of the existing methods are computationally expensive, as they cross over two stages to estimate slope and slant angles. These methods are, in some cases, script dependent [29] , which means that a method developed for Matra-based scripts (e.g. Bangla) may not be applicable for non-Matra-based scripts (e.g. Roman) or vice versa. Hence, in a multi-lingual country like India where many scripts are used [23, 24] , this kind of script-dependent nature of an algorithm would not serve the practical needs. Furthermore, it may be noted that most of the slant estimation algorithms [18, 27] were developed by conceptualizing words without having any skewedness. However, practically, it is impossible to have such type of de-skewed handwritten text words. To overcome the said problems, two alternatives might be taken: the first one is to rotate the input word image to make its baseline parallel to the X-axis then the slant angle estimation process can be applied on slope-corrected images, and the second one is to find out the slant angle even in the skewed condition. The slant estimation techniques, applied after de-sloping the text word, may suffer from the distortion (salt-and-pepper noise) caused by rotating the word image. In addition to this, it needs two-level de-noising, one after each transformation (i.e. rotation and shear). Along with these, most of the mentioned research works experimented on in-house database and have provided qualitative measures.
As a remedy, we have proposed a one-pass algorithm based on estimating the best-fitted oblique ellipse on the core region of a word image. The selection of the core region not only removes the unbalanced portions [ascendant(s), descendant(s), and elongated character shapes] but also reduces some noise pixels belonging to the portion of the word image beyond the core region (see Figure 1A -C). Moreover, the proposed approach has the potential to work on the handwritten word images written in any script to find out the slope and slant angles most efficiently. Also, we have prepared three databases of isolated handwritten word images written in three different scripts (Bangla, Devanagari, and Roman) and the corresponding ground truth (GT) information (slope and slant angles).
This paper is organized in five sections including this part that narrates the several existing methods related to skew and slant corrections along with a brief introduction to the proposed work. In Section 2, we present the proposed work that describes the estimation and correction processes of word-level obliquity in detail. Section 3 describes the processes of data collection (isolated word samples) and preparation of GT information. The experimental results of the quantitative evaluation process and comparison of our method with some state-of the-art slope and slant estimation methods are presented in Section 4. Finally, the epilogue, followed by future plans, is reported in Section 5. 
Materials and Methods
This section details the proposed slope-and slant-correction methods. The entire procedure is described in the block diagram shown in Figure 2 . Given a handwritten word image, first, we binarize it by using Otsu's thresholding method [26] . Here, the objectives are to estimate the accurate slope (θ) and slant (ϕ) angles in a single attempt, at which a word is originally written. Most of the dictionary words in any language have dimension longer in X-axis than the same in Y-axis, i.e. in general, the ratio of height to width of a word image is <1. Bhowmik et al. [30] suggested that handwritten words, in general, can be best enclosed by an elliptical region to estimate different information about the shape of the word image. Keeping these facts in mind, a best-fit oblique ellipse [3] is conceptualized over the word image for estimating both θ and ϕ. However, the presence of elongated parts of characters in handwritten words may lead to erroneous estimation of such oblique ellipse (see in Figure 3A -C). Therefore, a best-fit straight-line algorithm is applied here prior to ellipse fitting. This method helps in locating the core region of a word image by discarding the other relatively insignificant parts (for slope estimation) of a word image. At the subsequent stage, we use the major and minor axes to find out the longest stroke near the minor axis by using the longest run length of text pixels. Finally, we decide the actual slope and slant angles in reference to the two axes. 
Pre-processing the Word Images
In the first step, we convert each input 24-bitmap word image I(x, y) in its corresponding gray-scale (say, W g (x, y)) form and then convert it to a binary image (say, W m (x, y)) using Otsu's thresholding method [26] . Next, this binary word image is passed through a morphological close operator [21] with a structuring element of dimensions 3 × 3 to get rid of unwanted pixels. This image is here termed as W b (x, y). The gray-scale and binary versions of an input word image are shown in Figure 4B and C.
Approximate Core Region Detection
Here, the binary word W b (x, y) is first cropped to its minimal bounding box to avoid extra manipulation required for processing the non-informative part of the word image. Let B = {f (x, y) :
} be the minimally bounded binarized word, where H is the height and W is the width of minimal rectangular bounding box enclosing all the data pixels of B. The values of f (x, y) are "1" and "0," which represent data and non-data pixels, respectively. Using the information of minimal bounding box of B, W g (x, y) is also cropped into the minimal boundary box to generate a gray-scale word image with minimal boundary (say, G).
The dense region (D) of word image is cropped by traversing a structuring rectangle on the minimally bounded binarized word to avoid the non-informative portions of word images.
Also
be the set of coordinates of data pixels of B. The best-fit straight line (L) of the form q = mp + c, where m and c are the slope and the Y intercept value, respectively, is estimated by calculating m and c using the least-square estimating method [30] . We have chosen this algorithm because the best-fitted straight line represents the regression line for a set of random points. Here, consideration of only the data pixel positions of B as a random variable leads to detecting a L, which partitions the data pixels of it into two regions. The square distances from L to the data pixels of these two regions become least. The values of m and c are calculated by using the formulas defined below:
and
|P| , and |P| represents the cardinality of set P.
Next, the mean (µ d ) and standard deviation (σ d ) of all these distances are determined by Now, a new set of points P′, formed from P that contains all the points, appears within
Here, ρ is a scalar multiplier. The value of ρ can be adjusted to obtain the core region in a better way. In the current work, the value of ρ is set experimentally. In Figure 5 , the approximate core region of B along with the best-fitted line is shown by the shaded region that contains the pixels belonging to P′. In this figure, ρ = 0 is considered. The process of approximate core region estimation is described in Algorithm 1.
Algorithm 1:
Approximate core region detection.
Pre-requisite:
Br*c: The binary word image enclosed in a minimum bounding box Ensure:
Cp*q: The core region of Br*c Procedure: ApproxCoreRegDet(Br*c)
1. Identifying the denser region D as the concise rectangle, confining dense region of
Traverse the rectangle from top to bottom and calculate the total pixels Sum i iv. totalSum = totalSum + Sum i v. end for vi. averageSum = totalSum/(r − recHeight) vii. Get the start and end rows of traversing rectangle for Sum i > averageSum viii. Get D by cropping B for the positions start and end rows with width c.
Approximating core region on
end if ix. end for End Procedure
Oblique Ellipse Fitting
In this section, an oblique ellipse is fitted to cover most of the data points of P ′ . The direction of the major axis of this ellipse infers the slope angle. A number of works [3, 9] found in the literature have dealt with fitting an oblique ellipse covering a set of random points. Out of these works, that by Fitzgibbon et al. [9] conceptualized an oblique ellipse from a covariance matrix of random variables. The eigenvector of the largest eigenvalue indicates the direction of the major axis of the fitted ellipse, whereas the direction of minor axis officiates to the eigenvector of the minimum eigenvalue of the covariance matrix. We have chosen this process as it claims that it is a faster technique than the others. In our work, points in P ′ are considered as random variables and thereby the covariance matrix (say, C) obtained from points P ′ is defined as
where E(x) and E(y) are expectations of random variables for x and y coordinates, respectively. Instances of such estimated ellipse on a sample handwritten word are shown in Figure 6 . The contour of the oblique ellipse is generated by factorizing C into upper (U)/lower (L) triangular matrix such that C = U T U or C = LL T using the Cholesky matrix factorization method, which is faster than the traditional LU factorization method. The process of oblique ellipse fitting [9] is described in Algorithm 2. 
Finding the Longest Stroke about the Minor Axis
As the word images predictably introduce skewedness, the vertical axis should be corresponded to the minor axis of the ellipse rather the vertical axis of word image itself. Here, the longest stroke near the minor axis is approximated by the run length-based method [13] . Each pixel on the major axis is taken into consideration to find out the longest stroke passing on it; the longest stroke means the longest run of data pixels. For the sake of simplicity and common nature of handwritten text words, we restrict the stroke angle in the range of 45-135°about the major axis, so that any slant angle in between +45°and −45°can be taken care of. The complete procedure for computing the longest stroke and corresponding angle about the minor axis is shown in Algorithm 3. 
Pre-requisite:
Br*c: The binary word image enclosed in a minimum bounding box α: The angle between X-axis and the major axis of the fitted ellipse Mr: The set of row indices corresponding to data pixel positions on the major axis Ensure:
δ: The angle between the longest stroke and the minor axis of the fitted ellipse Procedure LongStrkAngEst (Br*c, Mr, α)
1. Skeletonization of Br*c to reduce the computation cost i. Get the skeletonized image SIr*c corresponding to Br*c 2. Finding the longest run and corresponding angle of individual points on L i.
if α ≥ 90 then iv.
for th = α + 45 to α + 135 do v.
Detect all points of line passing through targetPoint and angle = th vi.
Get the maximum continuous text pixels, runLength on the line vii.
if tempCount < runLength then viii. tempCount = runLength, tempTh = th ix.
end if x.
end for xi. else xii.
for th = α + 45 to α + 13 do xiii.
Detect all points of line passing through targetPoint and angle = th xiv.
Get the maximum continuous text pixels runLength on the line xv.
if tempCount < runLength then xvi. tempCount = runLength, tempTh = th. xvii.
end if xviii.
end for xix.
end if xx.
record(1, i) = th xxi.
record(2, i) = tempLength xxii. end for xxiii. for i = 3 to c − 3 do xxiv. record (3, 
end for 3. Finding the longest run length and the corresponding angle i. temp = 0; ii.
end if vii. end for End Procedure
Estimation of Slope and Slant Angles
The directions of major and minor axes of the ellipse are used to estimate the slope angle (θ) and slant angle (ϕ), respectively, as shown in Figure 7A and B. Let α be the angle (in degree) formed by the major axis and β be the angle (in degree) formed by minor axis with the positive direction of X-axis. α and β are estimated from eigenvectors corresponding to the largest and smallest eigenvalues of C. The slope angle (θ) is the angle formed by the major axis with the positive direction of X-axis. Therefore, θ can be calculated as ϕ is the angle between the minor axis and longest stroke near it. Let this stroke form an angle (δ) with the positive direction of X-axis (see Figure 7) . Therefore, ϕ is calculated as
where
Correction of Slope and Slant
At this stage, first, G is rotated at angle −θ using affine transformation. New pixel positions after affine transformation are decided by applying the cubic interpolation algorithm [19] . Next, the slope-corrected word is passed through the slant-correction mechanism. Slant correction is carried out by sharing the image at angle −ϕ. Figure 8 shows the slope-corrected (B) and subsequently the slant-corrected (C) word images.
Database and GT Preparation
Database plays a vital role in any document image processing research. The methods proposed in the literature for word-level slope and slant correction are mostly experimented on in-house databases. Few authors have also claimed about preparing GT information to assess their proposed mechanism quantitatively. However, none of such databases as well as GT is freely available for further experiments. Therefore, we have prepared three databases consisting of sloped and slanted handwritten word images of three different scripts.
Database Preparation
To test the script-invariant nature of the proposed algorithm, we have collected word images of the three most popular scripts used in India, namely Bangla, Devanagari, and Roman. The first two scripts are "Matra"-based scripts while the last one is a "non-Matra"-based script. Words in the database have been written by several writers belonging to different age groups, starting from school-going children to elderly people. Different people have different writing styles, and all these variations make the database realistic as well as make it challenging to prove the robustness of our algorithm.
To collect the writing samples, we made 30 equal-sized blocks in A4-sized white sheet, and the writers were requested to write inside the blocks. They had some restrictions in choosing the words to write; for example, non-dictionary words were avoided. Once these filled-in A4 sheets were scanned in 300 dpi as 24bit RGB images (.bmp), individual words were cropped programmatically from the scanned sheets. We have considered 250 handwritten words for each of the said scripts, which means the three databases contain a total of 750 isolated handwritten word samples. The databases are named as Database-A, -B, and -C for Bangla, Devanagari, and Roman scripts, respectively. Some of the sample images taken from the databases are shown in Figure 9 . It has been noticed that most of the word samples are skewed as well as slanted naturally.
GT Preparation
To the best of our knowledge, proper slope and slant estimations of freestyle words can only be done by human beings. Thus, we have prepared the GT (i.e. slope and slant angles) of the handwritten words in a semiautomatic way. To determine the slope angle, we first used the algorithm defined by Gupta and Chanda [11] , wherein we found proper results for most of the cases, measured in terms of visual perception. The remaining cases where the resultant angles were not as predicted were handled using a well-known tool, IrfanView444. Similarly, to determine the slant angle, we first used the algorithm defined by Kavallieratou et al. [18] ; then, the erroneous cases were dealt with by manually shearing the image by different angles. In most cases, it has been seen that the skew angles were varied from 0°to 25°, whereas the slant angles were varied from 0°to 40°on analysis of 750 handwritten words.
Experimental Results
We have implemented our algorithm using MATLAB2013 software on a PC with 6 GB RAM and Intel Core i3-2328M CPU @ 2.20 GHz processor. For the assessment of a slope/slant angle estimation algorithm, we have relied only on quantitative analysis. The evaluation parameter considered here is the absolute error from the GT angle. On the other hand, for the assessment of the correction algorithms of the said problems, we have relied on the qualitative outcome of the same.
Evaluation Process
The resultant slope and slant angles from an estimation technique are compared with the corresponding GT angles. Let the slope angle estimated by some slope detection algorithm and GT slope angle information for a word image be θ R and θ GT , respectively. Therefore, error in detection by this technique for the word image under consideration is calculated as AE = |θ R − θ GT |, where the function |x| returns the absolute value of the variable x and AE indicates the absolute error. Finally, the estimation parameter, which is considered here as average error (µ AE ), is calculated as
where n and AE i are the total number of words considered here and absolute error for the i th word in the database. Thus, a smaller average error implies more accuracy. A similar calculation is done for the assessment of slant angle detection method.
Parameter Selection for Core Region Estimation
As mentioned in Section 2.2, a constant multiplier ρ is used to obtain an approximate core region. It is worth mentioning that better approximation of the core region would lead to better estimation of the slope and slant angles. Therefore, to set the optimal value of ρ, we have randomly selected 100 sample words from each of the above-mentioned databases. Next, we applied the present slope angle detection mechanism with varying ρ values. The experimental outcome is depicted in Table 1 . The average errors in detecting slope angle (µ 
Performance of the Proposed Method on Noisy Data
We performed a set of experiments to check how the present technique performs under a noisy environment. We added three different kinds of noises, namely salt and pepper, Gaussian, and Poisson, to gray-scale word images. Instances of a gray-scale image with added noise are shown in Figure 10B -D. Then, these noisy word images were processed using the mechanism described in Section 2.1 to obtain the binary form. Instances of such binary versions of the noisy word images are depicted in Figure 10 . The experimental outcomes are shown in Table 2 , which confirms that the proposed method performs well even under a noisy environment. 
Comparison with State-of-the-Art Methods
Most of our collected word samples are sloped as well as slanted in nature. The present algorithm takes all such original word images as inputs and subsequently corrects the slope and slant angles. We implemented three slope-correction and three slant-correction techniques [11, 18, 21, 25, 27, 28] to make a comparison with state-of-the-art slope/slant angle estimation methods. For all these algorithms, we calculated the average error for both cases in degrees. Table 3 demonstrates that our method outperforms the state-of-the-art slopeand slant-correction methods considered. The pictorial disparity of state-of-the-art methods with the proposed method, shown in Figure 11 , indicates that the outcomes of the proposed method are much closer to the GT word images than the others.
Performance on Digit String
The robustness and generalness of the present slope-and slant-correction technique can be established if the same is performed equally well on digit string or numeral word images [22] . This is why we conducted an experiment on handwritten digit string samples taken from an openly available dataset, which is made available to the research community through the Handwritten Document Recognition Competition (HDRC) 2013 [7] . HDRC 2013 was organized in conjunction with the International Conference on Document Analysis and Recognition 2013 for the recognition of handwritten digits. This dataset contains 1262 numeral strings. Of these, we have selected 100 words that are mostly slanted in nature. Next, each of these digit strings were rotated at different angles and then fed as input to our method. The outcomes are really impressive. Some sample outputs are shown in Figure 12 . [21] , and (D) Okun et al. [25] ; (E) Proposed Slope-Correction Approach; Slant-Corrected Words by (F) Pastor et al. [28] , (G) Kavallieratou et al. [18] , and (H) Papandreou and Gatos [27] ; (I) Proposed Slant-Correction Approach; and (J) GT words. 
Error Analysis
Although our approach produced impressive results in almost every case, it failed in two exceptional cases: (i) when the height of the core region of a given word exceeds its width, the eigenvector of the largest eigenvalue in the covariance matrix cannot fit the oblique ellipse properly over the word image. The same may occur in erroneous estimation of the core region when the horizontal pixel density looks the same altogether, and (ii) the absence of strong near vertical strokes makes an improper estimation of the slant angle. Figure 13 shows some examples where a pictorial explanation of these shortcomings of the proposed method can be understood easily. It is to be noted that our method was designed to be useful for tri-script text words, and it deals with almost all possible complexities observed therein. The above argument on error analysis reveals that some of the bottlenecks found in this method occur due to the improper formation of ellipse and the absence of prominent near-vertical strokes with respect to the minor axis of the fitted ellipse. Due to the freestyle writings, these cases may occur in any text word irrespective of the script in which it is written.
Conclusion
In this paper, we have presented a simple but effective method for slope and slant estimations of handwritten word images. The uniqueness of the approach is that it is a one-pass approach used to handle slope as well as slant of both Matra-based and non-Matra-based word images. The comparative study with some existing methods reveals that the proposed method is rather efficient as well as effective in finding out the slope and slant angles of unconstrained handwritten text words. Hence, it can be said that this algorithm would certainly make the subsequent OCR or word recognition much easier. In the future, we must address the remaining flaws in our algorithm, like a concise ellipse fitting in accurate direction and best ever core region detection, even in noisy environments. An adequate binarization like that in Refs. [6, 14] will then be needed for binarization of such noisy word images. We also plan to incorporate more sample words for different scripts in the database to establish the robustness of the proposed method.
