L(S)
for the number of lattice-points in S. Here, and throughout this paper, a lattice-point is a point with integral coordinates. If 5 is a Borel set of finite volume V(S), one would expect that L(S) is of about the same order of magnitude as V(S). Hence we define the "discrepancy" D(S) by ( 
1) D(S) = \ L(S)V(S)-> -1\ .
As a companion for 7(5), we introduce P(S), the number of primitive lattice-points in 5. (A lattice-point is primitive, if its coordinates are relatively prime.) We put (2) E(S) = | P(5)r(«)F(5)-> -11 .
Next, let $ be a family of Borel sets with finite volumes, such that (i) If SQ$, FG*, then either SQT or TQS.
(ii) There exist SQQ with arbitrarily large V(S). This corollary was first proved by C. A. Rogers [8] in case re>2. In fact, for w>2 our results will follow very easily from methods of Rogers [8] and Cassels [2] . The proof of Theorem 2 is more difficult. It was shown by Lekkerkerker [5] , that the corollary does not hold in Pi. Therefore Theorem 1 has no analogon in Ru For the proof of Theorem 2 we shall need the 2-dimensional case of Theorem 3. Let S be a Lebesgue-measurable set in Rn with characteristic function piX) and volume V. By ||Xi, -• • , Xf\\ we denote the absolute value of the nXn-determinant, whose row-vectors are Xi,
for every non-negative, nonincreasing function x(0, defined for t^O, whose integral foXil)dt converges.
Probably, it would be possible to prove Theorem 3, with re2n replaced by a smaller constant if re> 2, using Steiner symmetrization and the methods of § §22-26 in [l] . Our proof will be shorter.
We shall first prove Theorem 1, then Theorem 3, finally Theorem 2. 1. We have to use the invariant measure piA) over the space of matrices A of determinant 1, defined by Siegel [10] and further developed in [6; 8] and [9] . uiA) is normalized such that fduiA) = 1, where P is a fundamental region of matrices with respect to the subgroup of unimodular matrices.
We mention the following equations, proved in the papers cited above: If S is a Borel set not containing the origin 0, with characteristic function piX), volume V, then
The second inequality was proved in [8] in the same way. We also mention the following integral identity, established by Rogers [8] :
(11) f a(A)dA = c.(ra) f "n_1 j f o-(vllnA)dp(A)\ dv.
Here, C is the cone of matrices A which satisfy \AQF for some X^ 1. dA is the euclidean volume element in the «2-dimensional space of matrices, and oiA) a matrix-function integrable with respect to dA. c^n) is a constant depending on re only. We obtain immediately
where ||^4|| is the absolute value of the determinant of A.
2. Lemma 1. To every set $ satisfying (i), (ii), there exists a set >IO$, which satisfies (i), (ii) and Si, S2 with ViSi) = Vi, ViS2) = Vt. We write St-Si for the set of all XES2, XESi and iS2-Si)t for the set of all XES*-Si with \X\ St. Then F(5iW(52 -Si)/) is a continuous function of t which equals F(5i) when t = 0 and approaches F(52) when t -* oo. Hence there exists a to such that 7(SAJ(S,-Si)") = V. We introduce SiV) =SiVJiSi-Sf)t, and take ^ to be the union of X and all sets 5(F).
3. According to Lemma 1, we may assume that $ satisfies (i), (ii) and (iii).
Hence for every positive integer N, we may pick a SE® with F(5) =N and denote it by SiN). Write Pjv(-X") for the characteristic function of SiN) and N^NiiX) for the characteristic function of SiNf)-SiNf). Finally, we introduce, following Cassels [2] , i1) We may assume that the null set belongs to X, such that 0G«(X). for ewery A7fg2r and all AQC, but A QBT.
Proof. If we take BT to be the set consisting of all AQC for which it is not true that 
Thus
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use RNiA) = E NiRN,iA), where the sum is over at most P pairs (iV"i, Nf) EKT. Using (16a) and Cauchy's inequality, we obtain RliA) S TiT+l)2TypiTlog2-1).
4. Proof of Theorem 1. The set of A EC belonging to BT has measure at most C8(w)^_1(P log 2 -1). Since The general case follows after applying a linear transformation of determinant 1.
Lemma 5.
[■-j P(Xi) ■ ■ ■ P(Xf)dXi ■ ■ ■ dX" fg »2»/F»"1. The second equation is proved in the same way, but with Theorem 324 of [4] replaced by Theorem 330.
Remark. By using a result announced in [7] , namely that E *(*) = s2i(2)/2 + 0(5(log* log logs)3/4) la&_;s instead of Theorem 324 of [4] , it would be possible to improve the first equation of Lemma 7, and finally to improve equation (5) of Theorem 2 so that log2 V is replaced by log16'8 V log log3'8 V.
8. If X(xw, x(2)) is a point in Ri and x real, then xX is the point with coordinates xx(1), xx (2) . With every point X^O we associate a point X satisfying \X, X\ =1.
As an analogue to (10) for the F2 we mention Lemma 8. If S is a Borel set with characteristic function p(X) and E an equivalence class with d(E) =k, then f E [(gu «») e E]p(Agi)P(Agi)dp(A) = I A|-1f(2)-1 f j f P(X)p(kX + xX)dx\dX.
Proof. Lemma 8 was proved as Satz 3 in [9] . The integral on the right hand side of Lemma 8 is 3-dimensional.
Integrating dx first we note that it does not depend on a particular choice of X.
As an immediate consequence of Lemmas 6, 8 we obtain f Til gUf\2 n~\p(Agi)P(Agi)dp(A) (20) Jf lu*'*ii*oJ = E <K I * I) I * h1r(2)-1 j j j p(x)P(kx + xx)dx\ dx. 
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Proof. Using (7), which is also true for re = 2, we have Ii = f viVv-^dv = V. 12. Proof of Theorem 2. From here on, the proof proceeds exactly as the proof of Theorem 1. We only have to observe that cL4 and dm(A) are equivalent measures.
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