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Abstract
Johansson, Jordan, O¨berg and Pollicott ( Israel J. Math.(2010))
has studied the multifractal analysis of a class of one-dimensional non-
uniformly hyperbolic systems, by introducing some new techniques, we
extend the results to the case of high dimension.
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1 Introduction
In this note we extend recent work on multifractal analysis of non-uniformly
hyperbolic system, conducted by Johansson, Jordan, O¨berg and Pollicott
[5] to higher dimension. Although the results are quite similar, our methods
are different from theirs in several aspects. We will explain it more precisely
after we present the main results.
We start with an introduction about the basic settings. Let T :
⋃m
i=1 Ii →
[0, 1] be a piecewise C1 map satisfies the following condition:
• Ii ⊂ [0, 1], i = 1, · · · ,m such that Ii and Ij does not overlap for i 6= j.
• T |Ij : Ij → [0, 1] is onto and C
1 map, for all 1 ≤ j ≤ m. There is a
unique xj ∈ Ij such that T (xj) = xj.
• T ′(x) > 1 for x 6∈ {x1, · · · , xm}.
∗mgz09@mails.tsinghua.edu.cn
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We remark that since the map T is C1, we have T ′(xj) ≥ 1 for j = 1, · · · ,m.
If for some j, T ′(xj) = 1, we call xj a parabolic fixed point.
Define the attractor of T as
Λ = {x ∈
m⋃
j=1
Ij|T
n(x) ∈ [0, 1],∀n ≥ 0}.
It is well known that Λ is invariant under T and we get a dynamic system
T : Λ→ Λ.
The above system has a symbolic coding which can be defined as follows.
Let Ti be the inverse map of T |Ii : Ii → [0, 1] for i = 1, · · · ,m. Let A =
{1 . . . ,m} and Σ = AN. There is a shift map σ : Σ → Σ defined by
σ((ωn)n≥1) = (ωn)n≥2. Define a projection Π : Σ→ [0, 1] as
Π(ω) = lim
n→∞
Tω1 ◦ Tω2 ◦ · · · ◦ Tωn([0, 1]).
Then Π(Σ) = Λ and moreover
Π ◦ σ(ω) = T ◦ Π(ω).
Given F ∈ C(Λ,Rd) and α ∈ Rd one can define the level set as
Λα =

x ∈ Λ : limn→∞ 1n
n−1∑
j=0
F (T jx) = α

 .
Not every Λα is nonempty. Indeed it is also classical that Λα 6= ∅ if and only
if
α ∈ LF :=
{∫
Fdµ : µ ∈ M(Λ, T )
}
where M(Λ, T ) is the set of all invariant probability measures on (Λ, T ).
The central problem in multifractal analysis is to determine the size of
Λα, especially the Hausdorff dimension of it.
Similarly given f ∈ C(Σ,Rd) and α ∈ Rd one can define the level set as
Xα =

ω ∈ Σ : limn→∞ 1n
n−1∑
j=0
f(σjω) = α

 .
If we denote by M(Σ, σ) the set of all invariant probability measures on
(Σ, σ) and define
Lf =
{∫
fdµ : µ ∈ M(Σ, σ)
}
.
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Then Xα 6= ∅ if and only if α ∈ Lf .
Two kinds of level set are related in the following way. Given F : Λ→ Rd
continuous. Define f := F ◦ Π, then f : Σ→ Rd is continuous and
Π(Xα) = Λα.
Define g(ω) := − log T ′ω1Π(σω) and let
Σ˜ = {ω ∈ Σ : lim inf
n→∞
1
n
n−1∑
j=0
g(σjω) > 0}.
Let h(µ, σ), λ(µ, σ) be the metrical entropy and Lyapunov exponent of µ.
We have the following theorem:
Theorem 1. Assume f : Σ→ Rd is continuous. Then for α ∈ Lf ,
dimHΠ(Xα ∩ Σ˜) = sup
µ∈M(Σ,σ)
{
h(µ, σ)
λ(µ, σ)
∣∣∣∣
∫
fdµ = α, λ(µ, σ) > 0
}
.
Now we will use the above theorem to the non-uniformly hyperbolic
system. Consider the system T : Λ → Λ. Let I ⊂ {x1, · · · , xm} be the
set of parabolic fixed points. Given F : Λ → Rd continuous and define
A = Co{F (x) : x ∈ I}, which is the convex hull of {F (x) : x ∈ I}.
Theorem 2. Assume that (Λ, T ) is a system defined as above. Given F
continuous and define A as above. If for any ǫ > 0, there exists ν ∈ M(Λ, T )
with λ(ν, T ) > 0 and h(ν,T )
λ(ν,T ) > dimH Λ− ǫ. Then for α ∈ LF \A, we have
dimH Λα = sup
µ∈M(Λ,T )
{
h(µ, T )
λ(µ, T )
∣∣∣∣
∫
Fdµ = α
}
,
and for all α ∈ A we have dimH Λα = dimH Λ.
To present the next result, we need several notations from convex anal-
ysis. Given C ⊂ Rd, the affine hull of C is the smallest affine subspace of
R
d containing C and is denoted by aff(C). For a convex set C, we define
ri(C), the relative interior of C as
ri(C) := {x ∈ aff(C) : ∃ǫ > 0, (x + ǫB) ∩ aff(C) ⊂ C},
where B = B(0, 1) ⊂ Rd is the unit open ball.
Write D(α) = dimH Λα. We have
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Corollary 1. Under the assumption of Theorem 2, we have D(α) = dimH Λ
for α ∈ A. D(α) is continuous in ri(LF ) \ A.
Remark 1. Our result is a generalization of that in [5]. Indeed in [5], they
deal with the scalar potential F : Λ → R, while here we deal with vector
potential F : Λ→ Rd.
In the following we will explain that in the higher dimension case some
extra difficulties occur and the argument given in [5] will no longer work.
We will also give the idea that how we overcome these difficulties.
Remark 2. The first difficulty comes from the proof of the lower bound
in Theorem 1. In [5], for each α in the interior of Lf = [αmin, αmax] and
each µ ∈ M(Σ, σ) such that
∫
fdµ = α and λ(µ, σ) > 0, they can con-
struct a sequence n-level Bernoulli measures µn, which is σ
n-ergodic, with∫
Anfdµn = α and λ(µn, σ
n) > 0 such that
h(µn, σ
n)
λ(µn, σn)
→
h(µ, σ)
λ(µ, σ)
(see [5] Lemma 3). The ergodicity of µn implies that µn(Xα ∩ Σ˜) = 1 and
dimH µn =
h(µn,σn)
λ(µn,σn)
. Now it is known that (see [5] Lemma 2) the average of
µn will give a σ-invariant and ergodic measure νn and satisfies
∫
fdνn = α
and
h(µn, σ
n)
λ(µn, σn)
=
h(νn, σ)
λ(νn, σ)
.
Then the result follows by combining all the facts. For α be the endpoints,
due to the extremity property the proof is easy.
For our case Lf ⊂ R
d is a compact convex set. If α ∈ ri(Lf ), it is possible
to follow the line in [5] to give a lower bound. If α ∈ Lf is an extreme point,
the argument in [5] also works. But now for α which is not in the relative
interior and nor an extreme point, it seems quite hard to construct such an
ergodic sequence µn which satisfies
∫
Anfdµn = α. The extremity argument
is also not available in this case.
We will adapt a measure concatenation technique appeared in [1] to
construct a Moran subsetM ⊂ Xα, on which we support a suitable measure,
whose dimension can be estimated. By this way we obtain a unified way to
treat the lower bound. The construction of the Moran set also uses ideas
from [3]. See Section 3 for the technical details.
Remark 3. The second difficulty comes from the proof of the lower bound
in Theorem 2 when α ∈ A. For the one dimensional case considered in [5],
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A is still a compact interval A = [a1, a2]. They deal with the lower bound
by considering the boundary points and interior points separately. When α
is an interior point, by a suitable reduction, they can still use the argument
presented in the former case. To deal with the boundary point case they
adapt an approach appeared in [6], which in essence is very closed to the
one used in [1].
Go back to higher dimensional case, we face with essentially the same
difficulty, that is, for α ∈ A which is neither in the relative interior or not
an extreme point of A, we can not apply the argument in [5] directly.
By carefully examining the proof in [5], we find that indeed it can be
modified a bit to give a unified proof of the lower bound for all α ∈ A.
The rest of this note is organized as follows. In Section 2 we give some
preliminary results and lemmas which are needed for the proof. In Section
3 we prove the lower bound of Theorem 1. In Section 4 we prove the upper
bound of Theorem 1. In Section 5 we prove Theorem 2. In Section 6 we
prove Corollary 1.
2 Preliminaries
In this section, we will give the notations and the lemmas needed in the
proof.
Assume T : X → X is a topological dynamical system. Denote by
M(X,T ) the set of all invariant probability measures and E(X,T ) the set
of all ergodic probability measures. Given µ ∈ M(X,T ), let h(µ, T ) be the
metric entropy of µ. Given f : X → Rd continuous, we write
Snf(x) =
n−1∑
j=0
f(T jx) and Anf(x) =
Snf(x)
n
.
Snf(x) is called the ergodic sum of f at x and Anf(x) is called the ergodic
average of f at x.
Recall that A = {1, 2 . . . m} and Σ = AN. Write Σn = {w = w1 · · ·wn :
wi ∈ A}. For ω = {ωn}
∞
n=1 ∈ Σ, write ω|n = ω1 · · ·ωn. For w ∈ Σn define
the cylinder [w] := {ω : ω|n = w}. For a continuous potential f : Σ → R
d,
define the n-th variation of f as
varn f = sup
ω|n=τ |n
|f(ω)− f(τ)|,
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where | · | is the Euclidean norm in Rd. Given f : Σ → Rd continuous, let
‖f‖ := sup
τ∈Σ
|f(τ)|. For f : Λ → Rd continuous we define ‖f‖ similarly. We
have the following standard result:
Lemma 1. If f : Σ→ Rd is continuous, then varnAnf → 0.
Consider the projection Π : Σ→ Λ. Let Λ˜ := {x ∈ Λ : #{Π−1(x)} = 2}.
In other words Λ˜ is the set of such x with two codings. By our assumption
on Ij, we know that both Λ˜ and Π
−1Λ˜ are at most countable. Moreover
Π−1Λ˜ ⊂ {ω : ω = wm∞ or w˜1∞}. (1)
Then it is seen that
Π : Σ \ Π−1(Λ˜)→ Λ \ Λ˜
is a bijection. We will need this fact in the proof of the lower bound of
Theorem 1.
For w = w1 · · ·wn, write Iw = Tw1 ◦ · · · ◦ Twn [0, 1]. Especially for ω ∈ Σ,
we write In(ω) = Iω|n . Let Dn(ω) = diam(In(ω)). Recall that we have
defined g(ω) := − log T ′ω1Π(σω) and
Σ˜ = {ω ∈ Σ : lim inf
n→∞
Ang(ω) > 0}.
Dn(ω) can be estimated via Ang(ω) by the following lemma:
Lemma 2 ([7, 5]). Under the assumption on T , Dn(ω) converges to 0 uni-
formly. Moreover
lim
n→∞
sup
ω∈Σ
{
| −
1
n
logDn(ω)−Ang(ω)|
}
= 0.
By this lemma we can understand that Σ˜ is the set of such points ω such
that the length of In(ω) tends to 0 exponentially. To simplify the notation
we write λ˜n(ω) = − logDn(ω)/n.
Given µ ∈ M(Σ, σ), let λ(µ, σ) :=
∫
gdµ be the Lyapunov exponent of
µ. Similarly given µ ∈ M(Λ, T ), let λ(µ, T ) :=
∫
log |T ′|dµ be the Lyapunov
exponent of µ. For a µ ∈M(Σ, σ), we let Π∗µ = µ ◦Π
−1 in this paper.
The following lemma, which is a combination of Lemma 2 and Lemma
3 in [5], is very useful in our proof.
Lemma 3. For any µ ∈ M(Σ, σ), there exists a sequence of ergodic mea-
sures {µn : n ≥ 1} such that µn → µ in the weak star topology and
h(µn, σ)→ h(µ, σ); λ(µn, σ)→ λ(µ, σ).
We remark that from their proof each ergodic measure µn is continuous,
i.e. µn has no atom.
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3 Lower bound for Theorem 1
This section is devoted to the proof of the lower bound for Theorem 1. At
first we show that the equality in Theorem 1 makes sense.
Lemma 4. Assume that Xα ∩ Σ˜ 6= ∅, then there exists a µ ∈ M(Σ, σ) such
that
∫
fdµ = α, and λ(µ, σ) > 0.
Proof. In fact, for any ω ∈ Xα∩ Σ˜, we can take a subsequence {nk}
∞
k=1 such
that
lim inf
n→∞
Ang(ω) = lim
k→∞
Ankg(ω) = lim
k→∞
∫
gd
(
1
nk
nk−1∑
i=0
δσiω
)
.
Without loss of generality, we can assume that 1
nk
nk−1∑
i=0
δσiω converges to
some µ inM(Σ, σ) weakly. Since ω ∈ Σ˜, we have λ(µ, σ) > 0. Since ω ∈ Xα
we have
∫
fdµ = α.
Recall that Λ˜ is the set of x ∈ Λ which has two codings. The lower
bound is a direct consequence of the following lemma:
Lemma 5. Given µ ∈ M(Σ, σ), such that
∫
fdµ = α and λ(µ, σ) > 0. We
can construct a Moran set M ⊂ (Xα ∩ Σ˜) \Π
−1Λ˜ together with a probability
measure ν supported on it such that
dΠ∗ν(x) ≥
h(µ, σ)
λ(µ, σ)
for all x ∈ Π(M), where dΠ∗ν(x) is the lower local dimension of Π∗ν at x.
Proof of Theorem 1: lower bound. It follows from Lemma 5 that for
any µ ∈ M(Σ, σ) such that
∫
fdµ = α and λ(µ, σ) > 0 we can construct a
measure ν such that ν(M) = 1 and satisfies
dΠ∗ν(x) ≥
h(µ, σ)
λ(µ, σ)
for Π∗ν a.e. x. This implies that dimH Π∗ν ≥ h(µ, σ)/λ(µ, σ)(see for exam-
ple [2]). Since Π : Σ \ Π−1Λ˜ → Λ \ Λ˜ is bijection and M ∩ Π−1Λ˜ = ∅, we
conclude that Π∗ν(Π(M)) = ν(M) = 1. Then
dimH Π(Xα ∩ Σ˜) ≥ dimH Π(M) ≥ dHΠ∗ν ≥
h(µ, σ)
λ(µ, σ)
.
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Take a supremum we get the desired lower bound. 
It remains to prove Lemma 5. As mentioned in the introduction, we
will apply Lemma 3 to get some building blocks. Then we will concatenate
them in such a way that we can construct a Moran set M sitting inside
the level set and supporting our limit measure. On the other hand during
the concatenating process we can also control the size of the measure in
cylinders, that finally we can also get the desired local dimension estimation.
Proof of Lemma 5. By Lemma 1 and Lemma 2, we can choose a decreasing
sequence ǫi ↓ 0 such that for all n ≥ i,
varnAnf < ǫi, varnAng < ǫi and |λ˜n(ω)−Ang(ω)| < ǫi(∀ω ∈ Σ). (2)
By Lemma 3 we can pick a sequence of νi ∈ E(Σ, σ), such that
|
∫
fdνi−α| < ǫi, |h(νi, σ)−h(µ, σ)| < ǫi and |λ(νi, σ)−λ(µ, σ)| < ǫi. (3)
Since νi is ergodic, for νi a.e. ω,
Anf(ω)→
∫
fdνi, Ang(ω)→ λ(νi, σ) and −
log νi[ω|n]
n
→ h(νi, σ). (4)
Fix δ > 0. Since νi is continuous as we remarked after Lemma 3, there
exists ℓi ≥ i such that νi(
⋃m
j=1[j
ℓi ]) ≤ δ/2. By Egorov’s theorem, there exists
Ω′(i) ⊂ Σ such that νi(Ω
′(i)) > 1 − δ/2 and (4) holds uniformly on Ω′(i).
Then there exists li ≥ ℓi ≥ i such that for all n ≥ li and ω ∈ Ω
′(i), we have

|Anf(ω)−
∫
fdνi| < ǫi
|Ang(ω) − λ(νi, σ)| < ǫi
| − log νi[ω|n]/n − h(νi, σ)| < ǫi
(5)
Let
Σ(i) = {ω|li | ω ∈ Ω
′(i)} \ {1li , · · · ,mli}.
Let Ω(i) =
⋃
w∈Σ(i)[w]. Then
νi(Ω(i)) ≥ νi(Ω
′(i))− νi(
m⋃
j=1
[jli ]) ≥ 1− δ/2 − δ/2 = 1− δ.
It is seen that we can take li such that li ↑ ∞ and still satisfies all the
above property. Let Ni = li+2, i ≥ 1. Let
M =
∞∏
i=1
Ni∏
j=1
Σ(i).
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By the definition of Σ(i) and (1), it is ready to see that M ∩ Π−1Λ˜ = ∅. In
the following we will construct a measure supporting on it and show that
M ⊂ Xα ∩ Σ˜.
Relabel the following sequence
l1 · · · l1,︸ ︷︷ ︸
N1
· · · , li · · · li,︸ ︷︷ ︸
Ni
· · ·
as {l∗i : i ≥ 1}. Relabel the following sequence
Σ(1) · · ·Σ(1),︸ ︷︷ ︸
N1
· · · ,Σ(i) · · ·Σ(i),︸ ︷︷ ︸
Ni
· · ·
as {Σ∗(i) : i ≥ 1}. Accordingly we get {Ω′∗(i)}, {Ω∗(i)}, {ν∗i )}, {ǫ
∗
i }. Let
nk =
k∑
i=1
l∗i . For any n > 0, there exists J(n) ∈ N such that
J(n)∑
i=1
l∗i ≤ n <
J(n)+1∑
i=1
l∗i . There also exists r(n) ∈ N such that
r(n)∑
i=1
Ni ≤ J(n) <
r(n)+1∑
i=1
Ni. It
is seen that
J(n) ≤ J(n+ 1) ≤ J(n) + 1, l∗J(n)+1 = lr(n)+1 and l
∗
J(n)+2 ≤ lr(n)+2, (6)
then, for j = 1, 2,
l∗
J(n)+j
J(n)∑
i=1
l∗i
≤
lr(n)+j
Nr(n)lr(n)
=
lr(n)+j
lr(n)+2lr(n)
.
Since li is increasing to ∞, we also have
J(n)+1∑
i=1
l∗i /
J(n)∑
i=1
l∗i → 1 and l
∗
J(n)+j/
J(n)∑
i=1
l∗i → 0, j = 1, 2. (7)
At first we define a probability ν supported on M . For each w ∈ Σ∗(i)
define
ρiw =
ν∗i [w]
ν∗i (Ω
∗(i))
.
It is seen that
∑
w∈Σ∗(i) ρ
i
w = 1. Write Cn := {[w] : w ∈
∏n
i=1Σ
∗(i)}.
It is seen that σ(Cn : n ≥ 1) gives the Borel-σ algebra in M. For each
w = w1 · · ·wn ∈ Cn define
ν([w]) =
n∏
i=1
ρiwi .
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Let ν be the Kolmogorov extension of ν to all the Borel sets. By the con-
struction it is seen that ν is supported on M.
Next we show that M ⊂ Xα ∩ Σ˜. Write n0 = 0 and ni =
∑i
j=1 l
∗
i for
i ≥ 1. Fix any ω ∈ M . By the construction we have σni−1ω ∈ [w] for some
w ∈ Σ∗(i), consequently there exists ωi ∈ Ω′∗(i) ∩ [w] such that (5) holds.
So we have
|Snf(ω)− nα|
=|
J(n)∑
i=1
l∗i (Al∗i f(σ
ni−1ω)− α) + Sn−nJ(n)f(σ
nJ(n)ω)− (n− nJ(n))α|
≤|
J(n)∑
i=1
l∗i
(
Al∗i f(σ
ni−1ω)−Al∗i f(ω
i) +Al∗i f(ω
i)−
∫
fdν∗i +
∫
fdν∗i − α
)
|
+ l∗J(n)+1(α+ ||f ||)
≤
J(n)∑
i=1
l∗i (ǫ
∗
i + ǫ
∗
i + ǫ
∗
i ) + l
∗
J(n)+1(α + ||f ||),
where for the last inequality we use (2), (3) and (5). Then
|Snf(ω)− nα|
n
≤
3
J(n)∑
i=1
l∗i ǫ
∗
i
J(n)∑
i=1
l∗i
+
l∗
J(n)+1(α+ ||f ||)
J(n)∑
i=1
l∗i
.
By (7) and the fact that ǫ∗i ↓ 0 we conclude that Anf(ω)→ α, which implies
x ∈ Xα. Thus M ⊂ Xα.
Now we check that lim inf
n→∞
Ang(ω) > 0 for all ω ∈ M . Let ω
i defined as
above, then
Ang(ω) =
1
n
J(n)∑
i=1
l∗iAl∗i g(σ
ni−1ω) +
1
n
Sn−nJ(n)g(σ
nJ(n)ω)
≥
1
n
J(n)∑
i=1
l∗i [Al∗i g(σ
ni−1ω)−Al∗i g(ω
i) +Al∗i g(ω
i)− λ(ν∗i , σ)
+ λ(ν∗i , σ)− λ(µ, σ) + λ(µ, σ)]−
1
n
l∗j(n)+1||g||
≥
1
n
J(n)∑
i=1
l∗i (λ(µ, σ) − 3ǫ
∗
i )−
1
n
l∗j(n)+1||g||
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≥J(n)∑
i=1
l∗i (λ(µ, σ) − 3ǫ
∗
i )
J(n)+1∑
i=1
l∗i
−
l∗
j(n)+1||g||
J(n)∑
i=1
l∗i
,
where for the second inequality we again use (2), (3) and (5). Now by (7) we
get lim inf
n→∞
Ang(ω) ≥ λ(µ, σ) > 0. Thus ω ∈ Σ˜ and we conclude that M ⊂ Σ˜.
Finally we compute the local dimension of Π∗ν. we will show that for
all x ∈ Π(M)
lim inf
r↓0
log Π∗ν(B(x, r))
log r
≥
h(µ, σ)
λ(µ, σ)
.
Fix ω ∈M . At first we find a lower bound for Dn(ω). Define ni and ω
i
as before. Recall that Dn(ω) = e
−nλ˜n(ω). By (2) we have
nλ˜n(ω)
≤n(Ang(ω) + ǫ
∗
J(n))
≤
J(n)∑
i=1
l∗i (Al∗i g(σ
ni−1ω) + ǫ∗i ) + (n− nJ(n))
(
An−nJ(n)g(σ
nJ(n)ω) + ǫ∗J(n)
)
≤
J(n)∑
i=1
l∗i
{
Al∗i g(σ
ni−1ω)−Al∗i g(ω
i) +Al∗i g(ω
i)− λ(νi, σ)+
λ(νi, σ)− λ(µ, σ) + λ(µ, σ) + ǫ
∗
i
}
+ l∗J(n)+1(||g|| + ǫ
∗
J(n))
≤
J(n)∑
i=1
l∗i (λ(µ, σ) + 4ǫ
∗
i ) + l
∗
J(n)+1(||g|| + ǫ
∗
J(n)) =: ρ(n).
Then Dn(ω) ≥ e
−ρ(n). It is seen that ρ(n) is increasing.
Now fix x ∈ Π(M) and some r > 0 small. Then there exists a unique
n = nr such that
e−ρ(n+1) ≤ r < e−ρ(n). (8)
Consider the set of n-cylinders
C := {In(ω) : ω ∈M and In(ω) ∩B(x, r) 6= ∅}.
By the bound Dn(ω) ≥ e
−ρ(n), the above set consists of at most three
cylinders, i.e. #C ≤ 3.
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Choose ω ∈ M such that In(ω) ∈ C. Write ω|n = w1 · · ·wJ(n)v, then
wi ∈ Σ
∗(i) and v is a prefix of some v˜ ∈ Σ∗(J(n) + 1). Then
Π∗ν(In(ω)) = ν[ω|n] =
J(n)∏
i=1
ν∗i [wi]
ν∗i (Ω
∗(i))
·
ν∗
J(n)+1[v]
ν∗
J(n)+1(Ω
∗(J(n) + 1))
≤ (1− δ)−J(n)−1
J(n)∏
i=1
ν∗i [wi].
Then we conclude that Π∗ν(B(x, r)) ≤ 3(1 − δ)
−J(n)−1
J(n)∏
i=1
ν∗i [wi]. Conse-
quently
logΠ∗ν(B(x, r))
≤ −
J(n)∑
i=1
l∗i
(
−
log ν∗i [wi]
l∗i
)
− (J(n) + 1) log(1− δ) + log 3
≤ −
J(n)∑
i=1
l∗i (h(µ, σ) − 2ǫ
∗
i )− (J(n) + 1) log(1− δ) + log 3,
where for the second inequality we use (3) and (5). Notice that r→ 0 if and
only if n→∞. By (6) we have J(n+ 1) ≤ J(n) + 1. Together with (8) and
(7) we get
lim inf
r↓0
log Π∗ν(B(x, r))
log r
≥ lim
n→∞
J(n)∑
i=1
l∗i (h(µ, σ) − 2ǫ
∗
i ) + (J(n) + 1) log(1− δ)− log 3
J(n+1)∑
i=1
l∗i (λ(µ, σ) + 4ǫ
∗
i ) + l
∗
J(n+1)+1(||g|| + ǫ
∗
J(n+1))
=
h(µ, σ)
λ(µ, σ)
.
Then the result follows. 
4 Upper bound for Theorem 1
The proof of the upper bound is essentially the same with that given in [5].
We include it for completeness.
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For each n ∈ N define
Σ˜(n) = {ω ∈ Σ : lim inf
n→∞
Ang(ω) ≥ 1/n}.
For α ∈ Lf , N, k, n ∈ N define
X(α,N, k, n) = {ω ∈ Σ˜(n) : Apf(ω) ∈ B(α, 1/k), for all p ≥ N}.
We need the following lemma:
Lemma 6 ([5]). For ǫ > 0 sufficiently small, k, n ∈ N sufficiently big and
N ∈ N, we can find a measure µ ∈ M(Σ, σ), such that
∫
fdµ ∈ B(α, 2/k),
λ(µ, σ) > 1/n and
dimH Π(X(α,N, k, n)) ≤
h(µ, σ)
λ(µ, σ)
+ ǫ.
At first we have
Xα ∩ Σ˜ =
∞⋃
n=1
Xα ∩ Σ˜(n).
Fix n ∈ N. For all k ∈ N we also have
Xα ∩ Σ˜(n) ⊂
⋃
N≥k
X(α,N, k, n).
Consequently for all k ∈ N
dimH Π(Xα ∩ Σ˜(n)) ≤ sup
N≥k
dimH Π(X(α,N, k, n)) =: β(k).
For each k, choose X(α,Nk , k, n) such that
β(k) ≤ dimH Π(X(α,Nk , k, n)) + ǫ/2.
By Lemma 6, we can choose µk ∈ M(Σ, σ) such that
∫
fdµk ∈ B(α, 2/k)
λ(µk, σ) ≥ 1/n such that
dimH Π(X(α,Nk, k, n)) ≤
h(µk, σ)
λ(µk, σ)
+ ǫ/2.
Let µ∗ be any weak star limit of µk, it is clear that
∫
fdµ∗ = α and λ(µ∗, σ) ≥
1/n. Without loss of generality we assume µk → µ∗ weakly. We note that
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in the symbolic case the metric entropy is upper semi-continuous, then we
have
dimH Π(Xα ∩ Σ˜(n)) ≤ lim sup
k
h(µk, σ)
λ(µk, σ)
+ ǫ
≤
h(µ∗, σ)
λ(µ∗, σ)
+ ǫ
≤ sup
µ∈M(Σ,σ)
{
h(µ, σ)
λ(µ, σ)
:
∫
fdµ = α;λ(µ, σ) > 0
}
+ ǫ.
Since we have
dimH Π(Xα ∩ Σ˜) = sup
n
dimH Π(Xα ∩ Σ˜(n))
and ǫ > 0 is arbitrary, the desired upper bound holds. 
5 Proof for Theorem 2
We want to apply Theorem 1 to this situation. At first we define f = F ◦Π,
then f is a continuous function on Σ, moreover in this case Λα = Π(Xα).
Assume I = {xi1 , · · · , xik} be the set of parabolic fixed points. Then xil has
coding il := i
∞
l . So
A = Co{F (xil) : l = 1, · · · , k} = Co{f(il) : l = 1, · · · , k}.
To apply Theorem 1 we need to know what is the relation between Xα
and Σ˜. The following lemma proved in [5] make this relation clear:
Lemma 7 ([5]). Let {nj} be a subsequence of N. If limj→∞Anjg(ω) =
0 for some ω ∈ Σ, then we have that limn→∞Anjf(ω) ∈ A, if the limit
exists. In particular, this shows that lim infn→∞Ang(ω) = 0 means that
limn→∞Anf(ω) ∈ A, if the limit exists.
We remark that although in present case f is a vector valued function,
the proof is essentially the same, so we omit it.
We also need the following property which establishes the relation be-
tween M(Σ, σ) and M(Λ, T ).
Lemma 8 ([4]). Let Xi, i = 1, 2 be compact metric spaces and let Ti : Xi →
Xi be continuous. Suppose Π : X1 → X2 is a continuous surjection such
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that the following diagram commutes:
X1
T1−→ X1yΠ yΠ
X2
T2−→ X2.
Then Π∗ : M(X1, T1) → M(X2, T2) is surjective. If furthermore, there is
an integer m > 0 such that Π−1(y) has at most m elements for each y ∈ X2;
then
h(µ, T1) = h(Π∗µ, T2)
for each µ ∈ M(X1, T1).
We also remark that, applying to our case, it is easy to check that for
any µ ∈ M(Σ, σ) we have λ(Π∗µ, T ) = λ(µ, σ)
Proof of Theorem 2 when α 6∈ A. If α 6∈ A and ω ∈ Xα, then Anf(ω)→
α. By Lemma 7, we have lim infn→∞Ang(ω) > 0. Thus Xα ⊂ Σ˜. Conse-
quently
Λα = Π(Xα) = Π(Xα ∩ Σ˜).
Given µ ∈ Σ(Λ, T ) such that
∫
Fdµ = α. We claim that λ(µ, T ) =∫
log T ′dµ > 0. In fact if otherwise, we have
∫
log T ′dµ = 0. However by our
assumption log T ′(x) ≥ 0 and log T ′(x) = 0 if and only if x ∈ I. Thus µ is
supported on I. But this obviously implies that
α =
∫
Fdµ =
∑
x∈I
F (x)µ(x) ∈ A,
which is a contradiction.
Now by Lemma 8, it is ready to see that if α 6∈ A, then Theorem 2 is a
direct consequence of Theroem 1. 
So it remains to prove Theorem 2 when α ∈ A. The only nontrivial
part is the lower bound. As we will see soon, our solution is quite similar
with that has given in the proof of Theorem 1, we still need to concatenate
measures and construct Moran sets, except in this case we will concatenate
some narrow cylinders for certain stage.
Proof of Theorem 2 when α ∈ A. The upper bound is trivial in this
case. So we only prove the lower bound. By the assumption of Theorem
2, for any ǫ > 0, there exists ν˜ ∈ M(Λ, T ) with λ(ν˜, T ) > 0 such that
h(ν˜,T )
λ(ν˜,T ) > dimH Λ − ǫ. By Lemma 8 and the remark after it, there exists
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ν ∈ M(Σ, σ) such that Π∗(ν) = ν˜ with λ(ν, σ) > 0 and
h(ν,σ)
λ(ν,σ) > dimH Λ− ǫ.
By Lemma 3, there exists a measure µ ∈ E(Σ, σ) such that λ(µ, σ) > 0 and
h(µ,σ)
λ(µ,σ) > dimH Λ− 2ǫ.
We will construct a Moran set M ⊂ Xα and a probability measure η
such that η(M) = 1 and dimHΠ∗η ≥
h(µ,σ)
λ(µ,σ) . This will end the proof since
then Π(M) ⊂ Π(Xα) = Λα and consequently Π∗η(Λα) ≥ Π∗η(Π(M)) ≥
η(M) = 1. Thus
dimH Λα ≥ dimHΠ∗η ≥
h(µ, σ)
λ(µ, σ)
> dimH Λ− 2ǫ.
Since ǫ can be arbitrarily small, we get the lower bound.
Now we begin to constructM and η. Note that A is a convex polyhedron.
Since α ∈ A, we can find extreme points of A such that α is a strict convex
combination of them. After relabeling the extreme points, without loss of
generality we assume that there exist real numbers {ri}
s
i=1 such that
ri > 0,
s∑
i=1
ri = 1 and α =
s∑
i=1
rif(i). (9)
By Lemma 1 and Lemma 2, we can choose a decreasing sequence ǫ′i ↓ 0
such that for all n ≥ i,
varnAnf < ǫ
′
i, varnAng < ǫ
′
i and |λ˜n(ω)−Ang(ω)| < ǫ
′
i(∀ω ∈ Σ). (10)
Assume
∫
fdµ = β. Since µ is ergodic, for µ a.e. ω,
Anf(ω)→ β, Ang(ω)→ λ(µ, σ) and −
log µ[ω|n]
n
→ h(µ, σ).
Fix δ > 0. By Egorov’s theorem, we can choose another decreasing
sequence ǫ˜i ↓ 0 such that there exists Ω
′(i) ⊂ Σ with µ(Ω′(i)) > 1 − δ and
for all n ≥ i and ω ∈ Ω′(i), we have

|Anf(ω)− β| < ǫ˜i
|Ang(ω) − λ(µ, σ)| < ǫ˜i
| − log µ[ω|n]/n − h(µ, σ)| < ǫ˜i
(11)
Let
Σ(i) = {ω|i | ω ∈ Ω
′(i)}.
Let Ω(i) =
⋃
w∈Σ(i)[w]. Then
µ(Ω(i)) ≥ µ(Ω′(i)) ≥ 1− δ.
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Let ǫi = max{ǫ
′
i, ǫ˜i}. We can select integer sequence (ki)i≥1 such that
ki →∞, kiǫi → 0, ki min
1≤j≤s
{rj} ≥ 1 and lim
i
ki
ki+1
= 1. (12)
For each i ≥ 1 define
vij = j · · · j︸ ︷︷ ︸
[rjiki]
, (j = 1 · · · s− 1) and vis = s · · · s︸ ︷︷ ︸
mi
where [rjiki] is the integral part of rjiki and mi = iki −
s−1∑
j=1
[rjiki]. Write
vi = vi1 · · · v
i
s. Now we can define M as
M =
∞∏
i=1
(
Σ(i) · vi
)
.
Now we define the probability η supported on M . For each w ∈ Σ(i) define
ρiw =
µ([w])
µ(Ω(i))
.
It is seen that
∑
w∈Σ(i) ρ
i
w = 1. Write Cn := {[w] : w ∈
∏n
i=1Σ(i) · v
i}.
It is seen that σ(Cn : n ≥ 1) gives the Borel-σ algebra in M. For each
w = w1v
1 · · ·wnv
n ∈ Cn define
ηˆ([w]) =
n∏
i=1
ρiwi .
Let η be the Kolmogorov extension of ηˆ to all the Borel sets. By the con-
struction it is seen that η is supported on M. In the following we only need
to show that
M ⊂ Xα and dimH Π∗η ≥
h(µ, σ)
λ(µ, σ)
.
Let n0 = 0 and nq =
q∑
i=1
i(1 + ki) for q ≥ 1. Let nq,0 = nq−1 + q and
nq,i = nq−1 + q +
i∑
l=1
[rlqkq] for i = 1, · · · , s− 1.
Fix ω ∈ M . Note that since f is bounded and lim
q
nq−nq−1
nq
= 0, to show
ω ∈ Xα, we only need to consider the limit along the subsequence of nq.
By the construction we have σni−1ω ∈ [w] for some w ∈ Σ(i), consequently
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there exists ωi ∈ Ω′(i) ∩ [w] such that (11) holds. Write til := [rliki] for
l = 1, · · · , s− 1 and tis = iki − (ti1 + · · ·+ ti(s−1)). We have∣∣Snqf(ω)− nqα∣∣
=
∣∣∣∣∣
q∑
i=1
(
Sni−ni−1f(σ
ni−1ω)− (ni − ni−1)α
)∣∣∣∣∣
=
∣∣∣∣∣
q∑
i=1
[
(Sif(σ
ni−1ω)− iα) +
s∑
l=1
(Stilf(σ
ni,l−1ω)− tilα)
]∣∣∣∣∣
≤
∣∣∣∣∣
q∑
i=1
i
(
Aif(σ
ni−1ω)−Aif(ω
i) +Aif(ω
i)− β + β − α
)∣∣∣∣∣+
q∑
i=1
∣∣∣∣∣
s∑
l=1
til
(
Atilf(σ
ni,l−1ω)−Atilf(l) + f(l)− α
)∣∣∣∣∣ (Atilf(l) = f(l))
≤
q∑
i=1
i(2ǫi + |β − α|) +
q∑
i=1
s∑
l=1
tilǫi +
q∑
i=1
|
s∑
l=1
tilf(l)− ikiα|
≤
q∑
i=1
i(2ǫi + |β − α|) +
q∑
i=1
(ikiǫi + 2(s− 1)||f ||)
=
q∑
i=1
[i(2ǫi + |β − α|+ kiǫi) + 2(s − 1)||f ||]
where for the second inequality we use (10) and (11), for the last inequality
we use (9). Now by (12) we have
1
nq
|Snqf(ω)−nqα| ≤
q∑
i=1
[i(2ǫi + |β − α|+ kiǫi) + 2(s− 1)||f ||]∑q
i=1 iki
→ 0 (q →∞).
Then we have lim
q
Anqf(ω) = α. This in turn implies limn→∞Anf(ω) = α.
Thus ω ∈ Xα. Consequently M ⊂ Xα.
Now we will estimate the local dimension of Π∗η. At first fix any ω ∈M ,
we estimate the length and η-measure of Inq(ω). We have
nqλ˜nq (ω)
≤Snqg(ω) + nqǫq
=
q∑
i=1
Sni−ni−1g(σ
ni−1ω) + nqǫq
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≤q∑
i=1
i
(
Aig(σ
ni−1ω))−Aig(ω
i) +Aig(ω
i)− λ(µ, σ) + λ(µ, σ)
)
+
q∑
i=1
s∑
l=1
til(Atilg(σ
ni,l−1ω)−Atilg(l)) + nqǫq (g(l)) = Atilg(l)) = 0)
≤
q∑
i=1
i(λ(µ, σ) + 2ǫi) +
q∑
i=1
ikiǫi +
q∑
i=1
i(1 + ki)ǫi
≤
q(q + 1)
2
λ(µ, σ) + 5
q∑
i=1
ikiǫi =: ρ(q).
Then Dnq(ω) ≥ e
−ρ(q). Write ω|nq = w1v
1 · · ·wqv
q, we also have
Π∗η(Inq (ω)) = η([ω|nq ]) =
q∏
i=1
µ[wi]
µ(Ω(i))
≤ (1− δ)−q
q∏
i=1
µ([wi]).
Now fix any x ∈ Π(M) and any small r > 0. Then there exists a unique
q such that
e−ρ(q+1) ≤ r < e−ρ(q). (13)
It is seen that B(x, r) can intersect at most 3 such nq-level cylinders.
Thus by (11)
log Π∗η(B(x, r)) ≤ log 3− q log(1− δ) +
q∑
i=1
log µ([wi])
≤ log 3− q log(1− δ) +
q∑
i=1
iǫi −
q(q + 1)
2
h(µ, σ).
Then by (12) and (13) we have
lim
r↓0
log Π∗η(B(x, r))
log r
≥ lim
q→∞
q(q+1)
2 h(µ, σ)− log 3 + q log(1− δ)−
q∑
i=1
iǫi
(q+1)(q+2)
2 λ(µ, σ) + 5
∑q+1
i=1 ikiǫi
=
h(µ, σ)
λ(µ, σ)
.
Then the desired result follows. 
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6 Proof for Corollary 1
We only need to show that D(α) is continous in ri(LF )\A. At first we show
that D(α) is upper semi-continuous on LF \ A. Fix α ∈ LF \ A. Assume
αn ∈ LF \A, and limn→∞ αn = α. By theorem 2, for any ǫ > 0, there exists
µn ∈ M(Λ, T ) such that∫
Fdµn = αn and D(αn) <
h(µn, T )
λ(µn, T )
+ ǫ.
Assume µn converges to µ weakly. Recall that the metrical entropy is upper
semi-continuous, thus lim supn→∞ h(µn, σ) ≤ h(µ, σ). We also have
lim
n→∞
λ(µn, σ) = λ(µ, σ) and
∫
fdµn = lim
n→∞
∫
fdµ = α,
thus we have
lim sup
n→∞
D(αn) ≤
h(µ, σ)
λ(µ, σ)
+ ǫ ≤ D(α) + ǫ.
Since ǫ is arbitrary, D(α) is upper semi-continuous.
Now we assume α ∈ ri(LF ) \ A. Since A is closed, ri(LF ) \ A is a
relative open set in LF . Assume LF has dimension l. Thus there exists an
l dimensional simplex ∆ ⊂ ri(LF ) \ A such that α is at the center of ∆.
Assume ∆ = Co{x0, · · · , xl}. Define ∆i = Co{α, x0, · · · , xi−1, xi+1, · · · , xl}.
Then {∆0, · · · ,∆l} form a partition of ∆.
Take αn → α, without loss of generality, we assume αn ∈ ∆ for all n ≥ 1.
Assume αn ∈ ∆in = Co{α, xn,1, · · · , xn,l}, then
αn = tn,0α+
l∑
j=1
tn,jxn,j.
Since lim
n→∞
αn = α we have lim
n→∞
tn,0 = 1 and lim
n→∞
tn,j = 0 for j = 1, · · · , n.
Now fix any µ such that
∫
Fdµ = α and λ(µ, T ) > 0. For each xn,j
find µn,j such that
∫
fdµn,j = xn,j and λ(µn,j , T ) > 0. Define µn = tn,0µ+∑l
j=1 tn,jµn,j. thus we have∫
Fdµn =tn,0α+
l∑
j=1
tn,jxn,j = αn
h(µn, T ) =tn,0h(µ, T ) +
l∑
j=1
tn,jh(µn,j, T )
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λ(µn, T ) =tn,0λ(µ, T ) +
l∑
j=1
tn,jλ(µn,j , T ).
Since lim
n→∞
tn,0 = 1 and lim
n→∞
tn,j = 0 for j = 1, · · · , n, we have
lim
n→∞
h(µn, T ) = h(µ, T ), lim
n→∞
λ(µn, T )→ λ(µ, T ).
Thus by Theorem 2 we have
h(µ, T )
λ(µ, T )
= lim
n→∞
h(µn, T )
λ(µn, T )
≤ lim inf
n→∞
D(αn).
Now use Theorem 2 again we conclude that D(α) ≤ lim infn→∞D(αn).Thus
D(α) is lower semi-continuous.
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