Abstract. The paper is devoted to the study of weak positive solutions of two-parametric families of Dirichlet problems for system of equations with p, q-Laplacians and indefinite nonlinearities. A continuous curve Γ on the parametric plane λ × µ which separates exactly two domains of existence and nonexistence of weak positive solutions has been found. The threshold curve Γ is expressed via explicit minimax variational principles which is obtained by developing the extended functional approach for the two-parametric problems. The explicit formulas allow us to draw up more precisely the shape of the curve Γ on the plane and thereby to find new exact sufficient and necessary conditions of the existence and nonexistence of weak positive solutions. In addition, a maximal domain on the parametric plane λ × µ of the applicability of the Nehari manifolds and fibering methods has been found by developing our previous work [8] .
Introduction
In this article we are concerned with existence and nonexistence of positive solutions of Dirichlet problem for the following system of equations
Here Ω is a bounded domain in R n , n ≥ 1, with the boundary ∂Ω which is C 1,δ -manifold, δ ∈ (0, 1); parameters λ and µ are real numbers. The nonzero function f ∈ L ∞ (Ω) possibly changes the sign and c 1 , c 2 > 0. We assume that p, q > 1 and α, β ≥ 1.
The p-and q-Laplacian operators in (D) are the special cases of divergence-form operator div(a(x, ∇u)) which appears in many nonlinear diffusion problems (see [16] and [39] for discussions of some physical background for the system equations with p-Laplacians). However, we note that the results of the present article are new even for the case of simple Laplace operators, i.e. p, q = 2. The general case p, q = 2 is included for the sake of completeness.
The main feature of the problem (D) is that the nonlinearity on the right-hand side has a priori indefinite sign, due to the fact that f may change the sign in Ω. Problems with such nonlinearities possess more complicated and interesting geometrical structure of branches of solutions. In particular, scalar problems of type (D) have been extensively studied in last decades, see, e.g. Alama, Tarantello [1] , Bandle, Pozio, Tesei [5] , Berestycki, Capuzzo-Dolcetta, Nirenberg [7] , Del Pino, Felmer [15] , Drábek, Pohozaev [19] , Ouyang [35, 34] . From these investigations much is known about the existence, nonexistence and multiplicity of solutions of the scalar problems. Furthermore, the structure of the branches of positive solutions of scalar analogues of (D), including the existence of turning points and the blow up behavior of the branches at limit values of λ has been also investigated (see e.g. Alama, Tarantello [1] , Il'yasov [27, 29] , Ouyang [35, 34] ).
The systems (D) and similar ones have been studied, among others by Alves, de Morais Filho, Souto, [3] , Bartsch, Guo [6] , Boccardo, de Figueiredo [9] , Bozhkov, Mitidieri [10] , Clement, de Figueiredo, Mitidieri [11] , Costa [12] , Felmer, Manasevich, de Thelin [20] and surveys by de Figueiredo [13, 14] . In these works under The main goal of the present article is to allocate in quadrant IV a maximal domain of the existence of weak positive solutions for (D). In addition, we are focused on finding the so-called threshold curve which separates exactly the domain of existence and nonexistence of positive solutions of (D). To solve this problem, we develop the extended functional approach [21, 29] for two-parametric family of systems of equations. This approach allows us to express precisely the threshold curve by minimax type variational principles. A remarkable property of these variational principles is that it allows to find numerically the corresponding critical minimax values (see [30] ). Furthermore, they may be useful in the investigation of the corresponding nonstationary problems [23, 28] and equation with supercritical exponent of nonlinearities [25] . In addition, we improve the results obtained in [8] . In particular, we introduce the second threshold curve which allocates the maximal domain in λ × µ where the fibering and Nehari methods are applicable to (D).
The paper is organized as follows. In Section 2, we present the main results of the paper. Section 3 is devoted to the development of the extended functional method applied to (D). In Section 4, we prove the main theorems concerning the existence and nonexistence of positive weak solutions for (D). In Section 5, we construct the threshold curve of the fibering method and prove its properties.
Main results
Let us introduce the notationsλ = (λ, µ) and
We denote by ν(U ) the Lebesgue measure of a set U ⊂ R n , and say that U has nonempty interior a.e. if it contains an open subset, after redefinition on a set of measure zero. The spaces W 
, respectively, and they are equipped with the norms
We will study the existence solutions of (D) under the assumptions
where p * and q * are the critical Sobolev exponents of W 1,p (Ω) and W 1,q (Ω), respectively.
Throughout the paper, (λ 1 , ϕ 1 ) and (µ 1 , ψ 1 ) stand for the first eigenpairs of the operators −∆ p and −∆ q in Ω with the zero Dirichlet data, respectively. It is known that λ 1 , µ 1 are positive, simple and isolated, and [4, 17, 33] .
We say that a weak solution
in Ω we say that (u, v) is positive. Furthermore, if both u, v ≡ 0 in Ω then we call it nontrivial. Note that due to regularity results (see Lemma C.1 and Corollary C.2 below), any weak solution
In our approach, the following family of extended functional critical points (see [29] ) plays a crucial role
where by the definition
and D u , D v stand for the Fréchet derivatives with respect to u ∈ W 1,p 0 and v ∈ W 1,q 0 , correspondingly. Henceforth we will assume that {(0, 0)} ∈ S × S to circumvent the case of zero denominator in (2.3).
The following set Γ = (λ * 1 (r), µ * 1 (r)), r > 0, where λ * 1 (r) := λ 1 + σ(r), µ * 1 (r) := µ 1 + σ(r) r, we call a threshold curve. This term will be justified by the fact that Γ separates domains of existence and nonexistence of nonneagative weak solutions to (D).
The main properties of the threshold curve Γ are given in the following
If the set Ω 0 ∪ Ω + has nonempty interior a.e., then Γ(r) < +∞ for all r ∈ (0, +∞).
is non-increasing and µ * 1 (r) is non-decreasing on (0, +∞).
Here and subsequently, −∞ < Γ(r), 0 < Γ(r), Γ(r) < +∞ and Γ(r) > (λ 1 , µ 1 ) for r ∈ (0, +∞) mean −∞ < σ(r), 0 < σ(r) , σ(r) < +∞ and σ(r) > 0, respectively. Furthermore, we will say that the threshold curve Γ exists if Γ(r) < +∞ for all r ∈ (0, +∞).
In addition to Theorem 2.1, we show another important property of the threshold curve, namely the invariance of Γ under a change of parameters c 1 , c 2 .
Let us introduce the following sets (see Fig. 2 ):
Note that in view of statements (4), (3) of Theorem 2.1 one has R σ = ∅ if and only if Γ(r 0 ) < +∞ for some r 0 ∈ (0, +∞), and Σ * 1 = ∅ if and only if Γ(r 0 ) > (λ 1 , µ 1 ) for some r 0 ∈ (0, +∞). Below we will see that it is reasonable to call Σ * 1 and R σ maximal domains of the existence and nonexistence of positive weak solution (supersolution) of (D), respectively.
The main properties of R σ and Σ * 1 are given in the following Theorem 2.3. Assume α, β ≥ 1. Then
In Lemma 3.2 below, under more general conditions (without assumption α p + β q > 1) we prove that Γ is a threshold for the domains of existence and nonexistence of positive C 1 -supersolutions of (D).
Theorem 2.3 implies that to obtain precise results on existence and nonexistence of corresponding weak solutions of (D) it is necessary and sufficient to know whether Σ * 1 = ∅ and R σ = ∅. In fact, statement (2) of Theorem 2.1 provides almost complete information on when R σ = ∅. In view of the analogous property ( [21, 29] ) for the scalar version of (D), it can be supposed that ν(Ω 0 ∪ Ω + ) = 0 is sufficient and necessary condition for the nonemptiness of R σ . For partial confirmation of this conjecture we have the following result.
However, the study of the maximal existence set Σ * 1 is a more delicate problem requiring special investigation and, in fact, this is the subject of the second part of the paper. Our main result on the condition
Notice that for the scalar version of (D) the condition F (ϕ 1 ) := Ω f |ϕ 1 | γ dx < 0 with γ = α + β, is sufficient and necessary for the nonemptiness of the set Σ * 1 := {λ ∈ R : λ 1 < λ < λ * } (see [21, 29] ). We suspect that for system (D) the condition F (ϕ 1 , ψ 1 ) < 0 is also sufficient and necessary for Σ * 1 = ∅, i.e. to satisfy Γ(r) > (λ 1 , µ 1 ) for all r ∈ (0, +∞).
Summarizing the above and taking advantage of the assumption (2.1), we have the following result on the existence and nonexistence to (D) in quadrant IV (see Fig. 2 ). Theorem 2.6. Assume (2.1) is satisfied and F (ϕ 1 , ψ 1 ) < 0. Then (1) the set Σ * 1 is nonempty and problem (D) has a positive weak solution (uλ, vλ) for anyλ ∈ Σ *
∪ Ω + has nonempty interior a.e., then there exists the threshold curve Γ so that R σ is nonempty and problem (D) has no nonnegative weak solutions for anyλ ∈ R σ .
As an additional nonexistence result to (D) in quadrants II, III and IV we give the following Theorem 2.7. Assume that α, β > 0 and
has no nontrivial weak solutions for everyλ ∈ Σ 0 , where
, then problem (D) has no nonnegative weak solutions for anyλ ∈ R 2 such that λ > λ 1 (µ > µ 1 ).
The second part of this article, Section 6, is devoted to clarifying Lemma 2.5. In the main result, Theorem 5.4, we introduce the so-called maximal domain of applicability of the Nehari manifolds and fibering methods Σ * f to (D) and show that (D) has a positive weak solution for any (λ, µ) ∈ Σ * f , which implies Σ * f ⊆ Σ * 1 . We provide this idea by improving results of our previous work [8] , where the part of Σ * f has been obtained for variational form of (D), i.e. in case c 1 = α and c 2 = β. The domain Σ * f is allocated by an additional invariant threshold curve
and σ * f (z) is defined by the variational principles of the spectral analysis with respect to the fibering method (see [8, 26, 27, 22, 24] ):
The curve Γ f , which we call the threshold of the fibering method, is of the independent interest. In particular, due to the fact that Γ f ≤ Γ, we are able to estimate the critical values σ * (r) from below by σ * f (z). Furthermore, in comparison with asymptotics of Γ f (see Lemmas 5.5 and 5.6 below) we are able to get a more detailed description for the shape of Γ. For instance, we have (see Fig. 2 ) Corollary 2.8. Assume (2.1) is satisfied. Suppose that ν(Ω 0 ∪ Ω + ) = 0 and Γ(r) < +∞ for all r > 0. Then
Extended functional critical points
In this section, we apply the extended functional method [29] to problem (D) and introduce the threshold curve Γ. Thereafter we derive some preliminarily properties of it and prove Theorem 2.1 and Lemma 2.2.
Let us write (D) in the form
where ϑ, θ ∈ R, ϑ·θ ≥ 0. To study the set of positive C 1 -solutions of (D) we consider the extended functional Φ (ϑ,θ) : (S × S) × (S × S) → R which is defined as follows
Let r > 0. Consider the line (ϑ, θ) = (σ, σ r), σ ∈ R and the set
which is called a zero level surface of Φ (ϑ,θ) (u, v; ξ, η) in the extended space (see [29] ). Resolving the corresponding equations with respect to σ, we obtain
Now, similar to the study of the scalar equations [21, 29, 25, 23, 28] , we introduce for each r > 0 the extended functional critical point (2.2):
First we prove the auxiliary property of σ(r), namely, the boundedness of σ(r) from below on (0, +∞).
Proposition 3.1. σ(r) > −∞ for all r > 0 and α, β ∈ R, provided α + β > 1.
and ψ ∈ W 1,q 0 be weak solutions of
ϕ| ∂Ω = 0, and
respectively. Note that such solutions exist due to the coercivity of the corresponding energy functionals and their weakly lower semicontinuity on W 
with some δ ∈ (0, 1) by [32] and ϕ, ψ > 0 in Ω by [38] . Therefore, ϕ, ψ ∈ S and for all ξ, η ∈ S we have
At the same time, we note that there exists constant C 1 ∈ R such that
for all ξ ∈ S, since ϕ, ψ, f are bounded and |ϕ(x)| α−2 |ψ(x)| β ϕ(x) → 0 as dist(x, ∂Ω) → 0, due to α + β > 1. By a similar argument, there exists C 2 ∈ R such that for all η ∈ S we get
Using now (3.4), (3.5), (3.6), we conclude that
for all r > 0, due to Proposition A.2.
Notice that Proposition 3.1 implies the nonemptiness of the following set:
Observe that (u, v) ∈ S × S is a positive C 1 -supersolution of (D) with λ = λ 1 + σ and µ = µ 1 + σ r if and only if
or, equivalently,
The main result for the set of extended functional critical points is contained in the following (cf.
Proof. Note first that if u, v is a positive weak supersolution of (D) with some (λ 0 , µ 0 ) ∈ R 2 , then it is also a positive weak supersolution of (D) for all λ < λ 0 , µ < µ 0 .
(1) As noted above, Σ = ∅. Then for any (λ, µ) ∈ Σ there exists r 0 > 0, such that λ < λ * 1 (r 0 ) and µ < µ * 1 (r 0 ). Fix some (λ, µ) ∈ Σ. It is easy to see that there exists σ < σ(r 0 ), such that λ < λ 1 + σ < λ * 1 (r 0 ) = λ 1 + σ(r 0 ) and µ < µ 1 + σ r 0 < µ * 1 (r 0 ) = µ 1 + σ(r 0 ) r 0 . At the same time, the definition of (2.2) yields that for any σ < σ(r 0 ) there exists (u, v) ∈ S × S such that
Hence L r0 (u, v; ξ, η) > σ for all (ξ, η) ∈ S × S and consequently (u, v) is a positive C 1 -supersolution of (D) with λ = λ 1 + σ and µ = µ 1 + σ r 0 .
(2) Let R σ = ∅. Suppose, contrary to our claim, there exists a positive C 1 -supersolution (uλ, vλ) of (D) for someλ ∈ R σ . This implies the existence of r 0 > 0, such that λ > λ * 1 (r 0 ) and µ > µ * 1 (r 0 ). It is easy to see that there exists σ > σ(r 0 ), such that
and consequently, by (3.7),
Thus we have
which is impossible.
We now prove the main properties of the threshold curve Γ given by Theorem 2.1. 
At the same time, there exists some constant
Therefore, combining (3.8) with (3.9) and using the fact that B ⊂ Ω + ∪ Ω 0 a.e., we conclude
Likewise, we can find some C 2 = C 2 (ϕ), independent of v, such that
Using now (3.10) and (3.11) we get the following chain of inequalities:
for all u, v ∈ S and r ∈ (0, +∞), where the penultimate inequality is obtained by Proposition A.2. Consequently, we conclude that σ(r) < +∞ on (0, +∞) and statement (2), Theorem 2.1 is proven.
(3) Let r 0 > 0 such that σ(r 0 ) > 0. Then the following set is nonempty
Observe that if r 1 ≤ r 0 , then it satisfies
Consequently, σ(r 1 ) = sup
Thus, we have proved that if σ(r 0 ) > 0 for some r 0 > 0, then σ(r) ≥ σ(r 0 ) > 0 for any r ∈ (0, r 0 ].
Thus, for any r 1 ≥ r 0 we find that
Consequently, if σ(r 0 ) > 0 for some r 0 > 0, then σ(r) ≥ σ(r 0 )r 0 /r > 0 for any r ∈ [r 0 , +∞). Thus, we have σ(r) > 0 for all r ∈ (0, ∞), and therefore Γ(r) > (λ 1 , µ 1 ).
(4) Let r 1 > 0 such that σ(r 1 ) < +∞. If S + r given by (3.12) is empty for any r > 0, then evidently σ(r) ≤ 0 for all r > 0 and the assertion of the theorem is true. Assume now that there exists r 0 = r 1 , such that S + r0 = ∅. Then inequalities (3.13) and (3.14) imply that σ(r 0 ) ≤ σ(r 1 ) < +∞ or σ(r 0 ) ≤ σ(r 1 ) r 1 /r 0 < +∞, respectively. Therefore, Γ(r) < +∞ for all r > 0, and the proof is complete.
(5) Let (λ 1 , µ 1 ) < Γ(r) < +∞, r ∈ (0, ∞). Then inequality (3.13) implies that σ(r) is nonincreasing on (0, +∞). Hence, at every r 0 ∈ (0, +∞) there exist one-sided limits of σ(r) and
On the other hand, (3.14) yields that σ(r) r is nondecreasing on (0, +∞) and therefore
Consequently lim r↑r0 σ(r) ≤ σ(r 0 ) ≤ lim r↓r0 σ(r). Comparing this with (3.15) we see that one-sided limits are equal to the value of σ(r) for each r ∈ (0, +∞), and this fact establishes the desired continuity of σ(r).
is nonincreasing and µ * 1 (r) is nondecreasing on (0, +∞), due to (3.13) and (3.14), respectively.
Let us now prove Lemma 2.2. To reflect the dependence of the problem on the constants c 1 , c 2 ∈ R + , we will temporarily use the notations (D)(c 1 , c 2 
Proof. Assume, contrary to our claim, there exists r 0 > 0 such that d 2 )(r 0 ). Hence, Proposition A.1 yields that (D)(c 1 , c 2 ) has also a positive C 1 -supersolution for the same (λ, µ). However, by statement (2) of Lemma 3.2, problem (D)(c 1 , c 2 ) has no positive C 1 -supersolutions as λ > λ * 1 (c 1 , c 2 )(r 0 ) and µ > µ * 1 (c 1 , c 2 )(r 0 ). This contradicts our assumption.
We mention that problem (D) in case c 1 = α, c 2 = β, i.e.
is in variational form. Indeed, in this case any weak solution of (D) corresponds to a critical point of the energy functional Under assumption (2.1) we are able to refine the statement (1) of Theorem 2.1.
Proposition 3.4. Assume (2.1) is satisfied. Then Γ(r) ≥ 0 for all r ∈ (0, +∞).
Proof. Assume first that ν(Ω
for any ξ, η ∈ S. Therefore,
for all r ∈ (0, +∞). Thus, we obtain the required. 
, which contradicts the existence result.
Proof of the existence and nonexistence of solutions to (D)
This section is devoted to the proofs of Theorems 2.3, 2.6, 2.7 and Lemmas 2.4, 2.5.
Proof of Theorem 2.3.
It is readily seen that the proof of statements (1) and (2) follows easily from Lemma 3.2. The task is now to show that (u 0 , v 0 ) is nontrivial. To this end it is sufficient to find an appropriate pair
in Ω, and Eλ(u 1 , v 1 ) < 0, where Eλ is the corresponding to (3.16) energy functional, given by (3.17).
Let us take some open set Ω 0 such that Ω 0 ⊂ Ω and λ 1 (Ω 0 ) ∈ (λ 1 , λ), µ 1 (Ω 0 ) ∈ (µ 1 , µ), and consider
Here, the narrowed domain Ω 0 has been taken to bypass the case ∂uλ ∂ν = 0 on ∂Ω, where ν is an outward normal vector to ∂Ω. Moreover, we can make
for small enough ε > 0, since 
for any λ > λ 1 . At the same time, it is easy to see that (u λ , u λ ) becomes a positive weak solution of system (D) with p = q, λ = µ and c 1 , c 2 = 1, i.e.
Proposition A.1 implies the existence of some t 0 , s 0 > 0, independent of λ, such that (t 0 u λ , s 0 u λ ) becomes a positive weak solution of D. Using (t 0 u λ , s 0 u λ ) as testing functions for L r (·, ·; ξ, η) we get
as λ → +∞ for any r > 0. Hence, σ(r) = +∞ for all r > 0, which completes the proof.
Proof of Lemma 2.5.
As noted in Remark 3.3 above, it is sufficient to give a proof only for variational problem (3. for anȳ
where Proof of Theorem 2.6.
Assume (2.1) is satisfied and F (ϕ 1 , ψ 1 ) < 0.
(1) By Lemma 2.5 we know that Σ * 1 = ∅. Hence, statement (3) of Theorem 2.3 yields the existence of non-negative weak solution (uλ, vλ) of (D) for anyλ ∈ Σ * 1 . Since (2.1) is satisfied, we apply Lemma C.1 and Corollaries C.2, C.3 to conclude that uλ, vλ ∈ C 1,α (Ω), α ∈ (0, 1), and uλ, vλ > 0 in Ω. Thus, statement (1) of Theorem 2.6 is proven.
(2) Let Ω 0 ∪ Ω + has nonempty interior a.e. Then by statement (2) of Theorem 2.1 there exists the threshold curve Γ and R σ = ∅. Suppose, contrary to our claim, that (D) has a non-negative weak solution (uλ, vλ) for λ ∈ R σ . Then Lemma C.1 and Corollaries C.2, C.3 imply that uλ, vλ ∈ C 1,α (Ω), α ∈ (0, 1), and uλ, vλ > 0 in Ω, i.e (uλ, vλ) is a positive C 1 -solution (D). However this contradicts statement (2) of Theorem 2.3.
Proof of Theorem 2.7.
(1) Assume ν(Ω + ) = 0. Suppose, contrary to our claim, there exists nontrivial weak solution (uλ, vλ) ∈ W 1,p 0 × W 1,q 0 of (D) forλ ∈ Σ 0 . In this case, either λ < λ 1 or µ < µ 1 . Without loss of generality, we can assume λ < λ 1 . Note that Proposition C.1 implies u, v ∈ L ∞ (Ω), due to assumptions α, β > 0 and α p * + β q * < 1. Using this facts, we test the first equation in (D) by uλ and get
Thus we obtain a contradiction.
(2) Let α > p. In view of the assumptions α, β > 0 and
, statements (a) and (c) of [25, Theorem 1.1, p. 947] yield nonexistence of nonnegative weak solutions for any λ > λ 1 , and consequently for anyλ from quadrants III and IV. The same proof works for the case β > q.
On the threshold of the fibering method
In this section we study the threshold of the fibering method Γ f (z) = (λ * f (z), µ * f (z)), z > 0, defined by means of (2.4), (2.5) . Observe that σ * f (z) at z = 1 coincides with the critical point σ * that has been introduced in [8, (2.2) , p. 4] and the corresponding point (λ * f (z), µ * f (z))| z=1 lies on the line (λ, µ) = (σλ 1 , σzµ 1 )| z=1 , σ ∈ R (see Fig. 1 ). Thus the variational principle (2.5) for σ * f (z) at z > 0 can be obtained by straightforward generalization of the variational principle for σ * from [8, (2.2), p. 4] through consideration of corresponding line (λ, µ) = (σλ 1 , σzµ 1 ), σ ∈ R. Note that the extended functional critical points σ(r), r > 0 (see (2.2)), were determined in another way, namely at every line (λ, µ) = (λ 1 +σ, µ 1 +σr), σ ∈ R, r > 0.
The curve Γ f allocates the set
To understand the properties of Σ * f let us recall some facts from [8] . Consider the variational case of (D), that is, (3.16) . In [8] the weak positive solution of (3.16) was obtained by means of Nehari manifolds minimization problem
is the Nehari manifold. Consider the Hessian of Eλ(u, v):
The following two lemmas are the basis of spectral analysis by the fibering method (see [8, 27, 22] ).
Lemma 5.1. Letλ ∈ R 2 and (u 0 , v 0 ) be a minimization point of (5.1) such that det Hλ(u 0 , v 0 ) = 0.
Then (u 0 , v 0 ) is a critical point of Eλ(u, v), i.e. a weak solution of (3.16).
Proof is a simple consequence of the Lagrange multiplier rule applied to (5.1) (see [8, Lemma 3.1 p. 6]).
Proof is a direct consequence of construction of the threshold Γ f (z) = (λ * f (z), µ * f (z)), z > 0, and can be obtained similar to [8, Corollary 4.5, p. 9] .
Thus these lemmas in the case (λ, µ) ∈ Σ * f ensure a finding of a weak solution of (3.16) by means of the Nehari manifolds minimization problem (5.1). On the other hand, one cannot directly use (5.1) to get a weak solution of (3.16) Figure 3 . Ω + ∪ Ω 0 has nonempty interior
f there exists a positive weak solution (uλ, vλ) of (D). Moreover, uλ, vλ ∈ C 1,α (Ω), α ∈ (0, 1).
Proof. (1)
The lower bound follows from the following estimation:
The proof of σ f (z) < +∞, z > 0, is straightforward, since the admissible set of (2.5) is nonempty. The last is true, since for any nontrivial u ∈ W (2) It is sufficient to prove the continuity of σ * f (z) on (0, +∞). Observe that the minimization problem (2.5) has identical admissible set {F (u, v) ≥ 0, (u, v) ∈ W } for all z > 0. Furthermore, note that for any (u, v) ∈ W we have: if z ≤ z 0 , then conditions. By construction, supp u k ∩ supp ψ 1 (B k ) = ∅ for any k ∈ N, and hence F (u k , ψ 1 (B k )) = 0. Therefore, (u k , ψ 1 (B k )) is an admissible point for σ * f (z), and for all z > λ 1 µ 1 (B k )/ (λ(u k ) µ 1 ) we have
where the first inequality is obtained from (i). Combining this fact with (5.4), we deduce that σ *
The same method can be applied to prove statement (iii).
Appendix A. Additional properties
We use the temporary notation (D)(c 1 , c 2 ) to reflect the dependence of (D) on parameters c 1 , c 2 .
Proposition A.1. Let p, q > 1, λ, µ, α, β ∈ R and Evidently, h(y/x) = f (x, y). It is not hard to show that h(s) is monotone for s ≥ 0. Therefore, the extremal values of h on [0, +∞) will be achieved either for s = 0 or s = +∞. Finding the corresponding limits of h(s) we obtain the desired result.
Owing to the fact that ν(Ω ε ) → 0 as ε → 0, absolute continuity of the Lebesgue integral asserts that
where o(ε)/ε → 0 as ε → 0. By the similar arguing we conclude that Proof. The assumption α, β ≥ 1 and the boundedness of (u, v) yield that the right-hand side of (D) is bounded. Therefore, the regularity result of [32] implies u, v ∈ C 1,α (Ω) for some α ∈ (0, 1).
Lemma C.1 and the weak Harnack inequality from [37] imply be a nontrivial nonnegative weak solution of (D). Then this solution is strictly positive a.e in Ω.
