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Resum
Una NOW (Network of Workstations) és un conjunt d’estacions de treball de propòsit general,
dissenyades per executar aplicacions sense grans requeriments de còmput interconnectades entre
si mitjançant una xarxa d’àrea local.
Diferents estudis han demostrat que la majoria d’aquestes NOWs normalment estan desocupa-
des. De fet, tot i que algun usuari estigui utilitzant alguna estació de treball, la majoria del
recursos estaran ociosos. Aquest fet porta a pensar que es podrien aprofitar els recursos lliures
d’aquestes estacions de treball per executar-hi aplicacions paral·leles, formant així un cluster.
Un cluster és un conjunt de computadores construïdes mitjançant la utilització de components
hardware comuns i que es comporten com si fossin una única computadora.
L’augment constant de les necessitats de les aplicacions paral·leles actuals, provoca que excepte
els grans centres de computació, la resta de plataformes existents no puguin donar el servei que
de vegades requereixen algunes d’aquestes aplicacions. Es per aquest motiu que la computació
en Grid esta tenint una acceptació molt important en l’actualitat. El motiu principal d’aquest
gran interès en els sistemes Grid és que el nombre de recursos que ofereix és ilimitat.
Una altra alternativa és la utilització de sistemes Multicluster. Un Multicluster es defineix com
un conjunt de clusters interconnectats entre si en una intranet i que es comporten com una sola
computadora.
El projecte M-CISNE es presenta com una eina de planificació per entorns Multicluster no de-
dicats i heterogenis, amb una arquitectura jeràrquica de dos nivells.
L’objectiu principal és aprofitar els recursos ociosos de les NOWs d’organitzacions, empreses,
institucions públiques o universitats, per executar tasques paral·leles sense que aquestes perju-
diquin negativament el rendiment de les tasques locals de cada estació de treball.
En aquest treball es vol dotar a aquest sistema d’una plataforma client/servidor que permeti la
comunicació remota entre els dos subsistemes a través de la xarxa i d’una eina que gestioni els
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1.1.1 Les NOWs i les aplicacions paral·leles
Una NOW (Network of Workstations) està formada per un conjunt d’estacions de treball de
propòsit general, interconnectades entre si mitjançant una xarxa d’àrea local (LAN: Local Area
Network). Aquest tipus d’estacions de treball, estan dissenyades per desenvolupar i executar
aplicacions locals sense grans requeriments de còmput.
Diferents estudis [2, 3] han demostrat que la majoria de les NOWs que composen les diferents
organitzacions, empreses, institucions públiques o universitats, normalment estan desocupades.
De fet, tot i que algun usuari estigui utilitzant una estació de treball, la major part del temps
la CPU1 no estarà computant. Aquest fet porta a pensar que seria possible i interessant poder
aprofitar els recursos computacionals ociosos d’una NOW, per poder realitzar tasques de comput
paral·leles. A més, també seria possible la unió dels recursos de diferents NOWs per poder
executar aplicacions paral·leles amb grans requeriments.
Històricament, els avenços en l’àmbit de la computació científica han ocasionat un increment de
les necessitats de còmput, augmentant també el de les aplicacions paral·leles, tan amb capacitat
de còmput com amb nombre d’unitats de processament. Aquest increment ha provocat que a
diferència dels grans centres de còmput, la resta de plataformes existents, no puguin donar el
servei que de vegades requereixen les aplicacions paral·leles amb grans requeriments de recur-
sos. És per aquest motiu, que aquestes plataformes estan tenint una acceptació molt important
en l’actualitat, formant en elles sistemes de computació distribuïda com els Clusters o els Grids.
1En anglès, Central processing unit (Unitat central de procesament). És el component d’una computadora digital
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Figura 1.1: Esquema d’un sistema Multicluster
1.1.2 El Clusters i els Multiclusters
Un Cluster és una col·lecció de recursos de computació, format normalment per ordinadors
comuns de sobretaula, connectats mitjançant xarxes de comunicacions d’alta velocitat, arribant
a tenir un rendiment comparable al d’un supercomputador.
Així doncs, un Multicluster es defineix com un conjunt de clusters interconnectats per una xarxa
compartida (Figura 1.1). La idea del Multicluster és diferent a la dels sistemes Grid, bàsicament
la diferència radica en el seu abast. L’abast d’un Multicluster està limitat a un campus univer-
sitari, mentres que els Grids acostumen a tindre nodes localitzats en àmbits de nivell nacional o
internacional.
Un Multicluster té una característica arquitectònica distintiva: les xarxes internes dels clusters es
connecten entre si mitjançant enllaços dedicats. Aquest fet té diferents implicacions importants
que fa interessant l’estudi i l’ús d’aquests tipus de sistemes. La primera és l’existència d’un
ample de banda fiable entre els recursos del cluster, contràriament al que passa amb els Grids,
connectats a Internet. La segona és que la fiabilitat i el major control sobre els recursos que
proporciona aquest tipus de sistemes permet formular sistemes de predicció. Aquests sistemes
s’acostumen a utilitzar principalment en el disseny de planificadors més eficients, encarregats
de, per exemple, minimitzar el temps de retorn de les aplicacions paral·leles i augmentar el
rendiment del sistema. També cal destacar que la configuració d’un Multicluster permet una
gran flexibilitat en la distribució de les tasques entre els diferents clusters, tot i que per altra
banda augmenta la dificultat en un maneig efectiu dels recursos de computació i comunicació.
1.1.2.1 Classificació dels sistemes Multicluster
La classificació dels sistemes Multicluster és extensa, ja que es pot analitzar des d’una gran
quantitat de punts de vista diferents. A continuació s’explica dues de les classificacions que es
2
CAPÍTOL 1. INTRODUCCIÓ
poden aplicar a un Multicluster, necessàries per entendre el treball realitzat: segons la composi-
ció dels recursos i segons el servei d’execució.
Composició dels recursos
La composició dels recursos fa referència a la combinació de recursos que formen el sistema
Multicluster. Un Multicluster homogeni està format per un conjunt de clusters amb el mateixos
recursos (CPU, memòria, xarxa d’interconnexió, etc) i configuració (sistema operatiu, midd-
leware, etc). D’altra banda, un Multicluster heterogeni està format per clusters amb diferents
recursos i configuracions.
Un sistema homogeni facilita la gestió dels recursos i la planificació de les tasques, mentre que
un sistema heterogeni permet l’execució de diferents tipus d’aplicacions, amb necessitats molt
diferents dins d’un mateix sistema. Disposar d’un conjunt de recursos de diferent naturalesa és
una cosa molt habitual en entorns distribuïts i per tant un factor important a tenir en compte.
Servei d’execució
El servei d’execució defineix la disponibilitat dels recursos. Un sistema Multicluster dedicat
és aquell que els usuaris paral·lels tenen plena disposició en tot moment de qualsevol recurs
del sistema. En un sistema no dedicat, els recursos no sempre estan disponibles per un usuari
paral·lel, poden estar assignats, per exemple, a tasques d’usuaris locals, de manteniment, etc. En
un sistema Multicluster existeix la possibilitat de disposar de varies particions dels recursos amb
diferents serveis d’execució.
1.1.2.2 El planificador en sistemes Multicluster
Un dels components més estudiats i que ocupa una funció fonamental en els sistemes distribuïts
és el planificador. La tasca principal del planificador és determinar quan i on s’ha d’executar una
tasca, obtenint el major rendiment possible. Hi ha una gran quantitat de tècniques de planificació
que defineixen el comportament i el rendiment que es vol maximitzar.
Topologia d’un Multicluster











Figura 1.3: Esquema d’un sistema Multicluster descentralitzat
Un Multicluster amb un esquema centralitzat (Figura 1.2), disposa d’un únic planificador que
administra de forma centralitzada tots els recursos i tasques del sistema. Un Multicluster amb
un sistema descentralitzat (Figura 1.3) disposa de més d’un planificador repartit pel sistema,
on cada un se’n encarrega de la gestió i planificació d’un subconjunt de recursos i tasques.
El principal inconvenient d’un sistema descentralitzat és la seva complexitat, ja que els plani-
ficadors necessiten comunicar-se entre si per intercanviar informació sobre el seu estat. Tot i
això, aquests sistemes són fàcilment escalables, evitant així la saturació produïda per una gestió
centralitzada de tota la informació, suportant, a més, una millor tolerància a les fallades.
L’esquema centralitzat, en canvi, disposa d’un coneixement global de tot el sistema guardat en
una única ubicació de fàcil accés pel planificador. Això permet una gestió eficient dels recursos i
facilita les actualitzacions produïdes pels canvis en el sistema. Com més gran és el sistema, més
alta és la probabilitat de que es saturi, i per tant menys escalable i menys tolerant a les fallades.
En els dos casos, cada sistema ofereix avantatges i inconvenients. La utilització d’un o l’altre
dependrà de l’entorn de producció del sistema.
Una solució intermitja que permet resoldre alguns dels inconvenients del sistema centralitzat,







Figura 1.4: Esquema d’un sistema Multicluster jeràrquic
En un sistema jeràrquic, la planificació i la gestió dels recursos es reparteix en diferents nivells.
Al nivell més alt, hi ha un planificador global, encarregat de gestionar un conjunt de planificadors
de nivell inferior. Els planificadors de nivell inferior, controlen a la vegada altres planificadors
de nivells encara més inferiors, i així successivament fins arribar als recursos finals. Mitjançant
aquesta arquitectura, un planificador de nivell superior veu als planificadors de nivells inferiors
com un conjunt de recursos a gestionar, però no interacciona directament amb els recursos finals.
D’aquesta manera, la informació que ha de gestionar cada planificador és molt menor, quedant
distribuïda al llarg de tota la jerarquia. Això afavoreix l’escalabilitat del sistema i la possibilitat
d’aplicar tècniques de tolerància a les fallades.
La tendència actual és la utilització d’entorns centralitzats o jeràrquics dins d’una mateixa orga-
nització, on les comunicacions entre els components del sistema són d’àmbit local. En canvi, és
aconsellable utilitzar sistemes descentralitzats quan s’han de compartir recursos entre sistemes
remots amb un àmbit de comunicacions major.
1.2 El projecte M-CISNE
El projecte M-CISNE (Meta Cooperative & Integral Scheduling for Non-dedicated Environ-
ments) es presenta com una eina de planificació per entorns Multicluster no dedicats i heteroge-
nis, amb una arquitectura jeràrquica de dos nivells.
L’objectiu principal és aprofitar els recursos ociosos de les NOWs que composen organitzaci-
ons, empreses, institucions públiques o universitats, per executar tasques paral·leles sense que
aquestes perjudiquin negativament el rendiment de les tasques locals de cada estació de treball.
Aquesta eina està formada per dos subsistemes: MetaLoRaS i LoRaS.
Al primer nivell es troba el planificador global MetaLoRaS, encarregat de rebre les aplicacions
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paral·leles, escollir a quin cluster s’ha d’executar la tasca i lliurar-la al planificador del següent
nivell.
Al segon nivell hi ha el LoRaS, que se’n encarrega de planificar les tasques a nivell de cluster,
seleccionant els recursos més adequats per l’execució de les aplicacions paral·leles, respectant
sempre uns recursos mínims per a l’usuari local de cada estació de treball.
Actualment, MetaLoRaS només es pot comunicar amb LoRaS definint instàncies locals del sis-
tema de cues d’aquest subsistema. Aquest fet comporta que sigui un planificador jeràrquic amb
una gestió centralitzada, provocant un overhead computacional2 al node en que s’executa. En
aquest treball es vol dissenyar i implementar una plataforma client/servidor que permeti la co-
municació entre LoRaS i MetaLoRaS a través de la xarxa.
En aquest sistema, s’han definit una sèrie d’events perquè LoRaS i MetaLoRaS es puguin co-
municar quan, per exemple, s’executa, finalitza o hi ha un error d’una tasca. Aquests events són
una part fundamental del sistema de planificació del MetaLoRaS, ja que fan que es reactivi tot el
sistema de planificació. El problema que es presenta és que actualment no hi ha cap mecanisme
que els gestioni correctament. Un altre dels objectius d’aquest treball és la implementació d’un
gestor d’events que els gestioni i ordeni, assegurant el bon funcionament del sistema.
Per no sobrecarregar la xarxa ni els nodes que formen el Multicluster, hi ha establert un temps
de refresc en cada un dels dos subsistemes. Això vol dir que, si per exemple, MetaLoRaS
demana l’estat dels recursos a un LoRaS i el temps que ha transcorregut desde l’última consulta
és inferior al temps de refresc establert, LoRaS enviarà l’estat dels nodes de la consulta anterior,
enlloc de torna-los a consultar. Aquest fet pot provocar en algunes ocasions una situació de
bloqueig que es vol solucionar amb la implementació d’un nou tipus d’event.
1.3 Objectius
Tal i com s’ha exposat a la secció 1.2, actualment MetaLoRaS només permet crear instàncies
locals de LoRaS, provocant un overhead computacional al node on s’executa. Un dels objectius
d’aquest treball és dissenyar i implementar una plataforma client/servidor que permeti la
connexió remota entre els subsistemes LoRaS i MetaLoRaS a través de la xarxa, aconse-
guint descentralitzar completament el planificador. A més, es vol aconseguir que MetaLoRaS
cursi les peticions de simulació als LoRaS paral·lelament, reduint així el temps emprat en
obtenir una estimació del temps d’execució d’una tasca.
Finalment, es vol dissenyar i implementar un gestor d’events, proporcionant així un me-
canisme que permeti gestionar les peticions d’accés a les cues del MetaLoRaS. També es vol
2El overhead computacional es considera qualsevol combinació del temps excedit o indirecte del còmput, memò-
ria, ample de banda, o altres recursos que requereixen ser utilitzats o ampliats per aconseguir un objectiu particular.
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implementar un nou tipus d’event, l’event IDLE, la funció del qual serà desbloquejar el siste-
ma en el cas de que es produís una situació de bloqueig.
1.4 Continguts
La memòria està composada de quatre capítols. A continuació s’exposa el seu contingut.
El Capítol 1 ens dona una visió global dels conceptes que intervenen en la realització del treball.
S’explica que és un cluster, un Multicluster i el projecte M-CISNE.
Al Capítol 2 es descriu el disseny i la implementació de la plataforma client/servidor per la co-
municació remota entre LoRaS i MetaLoRaS i el disseny i la implementació del gestor d’events.
Al Capítol 3 es valida el funcionament tan de la nova plataforma client/servidor com del gestor
d’events. Així mateix, també s’estudia la millora del rendiment del sistema quan MetaLoRaS
realitza les peticions de simulació paral·lelament.
Finalment en el Capítol 4 presentarem les conclusions obtingudes de l’anàlisis dels resultats




2.1 Arquitectura del sistema MetaLoRaS
El subsistema de primer nivell, MetaLoRaS, rep les aplicacions de l’usuari paral·lel i selecciona
el cluster on s’han d’executar. A més a més, proporciona informació a l’usuari paral·lel sobre
l’estat dels recursos i de les aplicacions paral·leles llençades. Quan un usuari desitja llençar una
tasca, especifica l’aplicació a partir d’una interfície definida per aquest efecte. La informació
que s’ha de definir és de dos tipus: d’una banda la informació sobre la ubicació i els parametres
necessaris per llençar l’aplicació (directori, executable, paràmetres, llibreria de comunicacions,
etc), d’altra banda, les característiques sobre el tipus d’aplicació i els recursos que consumeix.
Com es pot observar a la figura 2.1, els components principals del MetaLoRaS són:
• El sistema de cues (Input Queue)
• El planificador del Multicluster (Metascheduler)
• El sistema d’admissió (Admission)
• El mòdul de polítiques (Policies)
• El despatxador d’aplicacions (Dispatcher)
• El mòdul de control de clusters (SCC)
Quan entra una aplicació, el sistema de cues (Input queue) s’encarrega d’emmagatzemar l’a-
plicació a la cua corresponent. MetaLoRaS implementa un sistema capaç de definir multiples
cues en funció de les característiques de l’aplicació. Les aplicacions es poden classificar segons
la quantitat de recursos consumits o en funció de la seva orientació, és a dir, depenent de si són
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Figura 2.1: Arquitectura del sistema MetaLoRaS
CPU intensives o comunicació intensives. Actualment, ja que l’objectiu principal és basa en el
disseny de l’eina de planificació, només s’utilitza una cua.
El Metascheduler, el planificador del MetaLoRaS, és l’encarregat d’escollir la següent tasca a
executar de la Input Queue i determinar el cluster al que s’ha d’assignar. Aquesta decisió es pren
segons la política de planificació aplicada. Per poder dur a terme decisions de planificació que
milloren el rendiment de les aplicacions i/o del sistema general, el Metascheduler es comunica
amb el LoRaS per obtenir informació sobre l’estat dels recursos i la utilització dels motors de
predicció dels sistemes LoRaS. A més a més, s’han definit un conjunt d’events que permeten a
LoRaS i MetaLoRaS comunicar-se i dur a terme un control constant del procés de planificació i
de l’estat dels recursos.
El Sistema d’admissió és el responsable d’admetre les noves tasques al sistema. Quan una
tasca arriba al sistema, aquesta es assignada a una de les cues. Una vegada el Metascheduler
ha decidit la següent tasca a executar, el Sistema d’Admissió comprova si existeix al menys un
cluster amb la quantitat de nodes necessaris per executar l’aplicació paral·lela. Si no n’existeix,
la tasca es eliminada de la Input Queue. Si existeix al menys un cluster amb aquests requisits,
la tasca es acceptada pel Sistema d’Admissió i retornada al Metascheduler perquè comenci el
procés de planificació.
El Mòdul de Polítiques (Policies) proporciona els mecanismes de gestió de la política de pla-
nificació que utilitza el sistema segons la seva configuració. Una política de planificació està
composta d’un conjunt molt variat de processos: selecció de la següent tasca a la cua d’espera,
eliminació dels clusters per limitació de recursos, ordenació de la llista de clusters candidats i
9
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selecció del cluster dins de la llista de candidats.
El Dispatcher és l’encarregat de lliurar la tasca al mòdul del LoRaS seleccionat pel Metasche-
duler mitjançant la política de planificació aplicada.
El Sistema de Control de Clusters (SCC), és el sistema encarregat de gestionar els clusters
que composen el Multicluster. SCC manté una llista actualitzada del clusters que composen el
Multicluster gestionat pel MetaLoRaS. Per cada cluster manté informació de l’estat dels seus
recursos i l’estat de les aplicacions paral·leles que s’estan executant. El SCC proporciona me-
canismes de comunicació amb els mòduls del LoRaS, notificacions sobre els canvis d’estat tan
dels recursos com de les aplicacions. Això permet al Metascheduler poder determinar en temps
real la disponibilitat de recursos al moment de planificar una nova tasca.
2.1.1 El sistema d’events
Tal i com s’ha descrit a la secció 2.1, s’han definit un conjunt d’events per permetre que LoRaS i
MetaLoRaS es puguin comunicar correctament i controlin constantment el procés de planificació
i l’estat dels recursos. Aquests events són fundamentals en el projecte M-CISNE, ja que fan
que s’activi tot el sistema de planificació i obtenció d’informació dels nodes que formen el
Multicluster. N’hi ha de 5 tipus:
• ARRIVE: Quan s’intenta executar una nova tasca en el sistema, aquesta es avaluada pel
Sistema d’Admissió. Si el sistema disposa de la quantitat de recursos que requereix, és
acceptada generant aquest event.
• REJECT: Si els requeriments de la tasca sobrepassen els recursos oferts pel sistema,
el Sistema d’Admissió la rebutja i es genera aquest event per informar-n’he a l’usuari
paral·lel.
• SCHED: Es genera quan l’event s’ha lliurat correctament a un dels subsistemes de segon
nivell (LoRaS) que formen el Multicluster.
• FINISH: Es genera quan una tasca ha finalitzat la seva execució.
• ERROR: Quan hi ha qualsevol error d’una tasca en el sistema.
Cada vegada que algun dels subsistemes genera un event, aquest s’ha de notificar a la cua corres-
ponent del MetaLoRaS perquè el processi. Això vol dir que per exemple, per un event del tipus
FINISH s’haurà de borrar la tasca del mòdul de monitorització, obtenir noves dades sobre l’estat
del cluster, etc. El fet d’accedir a la cua, també implica accedir a una zona crítica1, ja que per
1Es defineix zona crítica com un mateix espai de memòria compartit per diferents tasques en execució.
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cada event que rep el MetaLoRaS es crea un nou fil d’execució2 per tractar-lo perquè és normal
que es rebin multiples peticions al mateix temps. A més, el temps de tractament d’alguns events
és considearable. Tot això fa que es creï una situació en que diferents fils d’execució s’esperin
per accedir a la cua del MetaLoRaS sense cap tipus d’ordre.
Així doncs, es fa necessària la implementació d’un mecanisme que guardi els events en una
cua independent i els tracti d’una forma ordenada, regulant així els accessos a les cues del
MetaLoRaS: un gestor d’events.
Un altre dels problemes que es vol solucionar amb la implementació del gestor d’events, és la
situació de bloqueig produïda a causa del temps de refresc de l’estat dels nodes del cluster. Per
no sobrecarregar la xarxa ni els nodes que formen el Multicluster, hi ha establert un temps mínim
de refresc de les dades consultades entre els diferents subsistemes (MetaLoRaS i LoRaS). Això
implica que per sota d’aquest temps mínim de refresc, els LoRaS no tornaran a sol·licitar als
nodes que els formen el seu estat, prenent com a estat actual les dades de l’última consulta.
Imaginem la situació en que el temps de refresc als LoRaS és de 60 segons. Aleshores quan
el MetaLoRaS fa una petició d’estat a un LoRaS, aquest demanarà l’estat a cada un dels nodes
que el formen i el retornà a MetaLoRaS. Però si transcorreguts 30 segons MetaLoRaS tornés
a demanar l’estat al mateix LoRaS, aquest no tornaria a sol·licitar l’estat a cada un dels nodes,
sinó que enviaria les dades de la consulta anterior. Aleshores MetaLoRaS prendria decisions en
base a un estat irreal del cluster.
2.1.1.1 La situació de bloqueig
Tal i com s’ha explicat a la secció 2.1.1, quan es vol executar una tasca en el sistema, en finalitza
alguna o hi ha un error, es genera un event. Són aquests events els que fan que el MetaLoRaS,
a través del Metascheduler comprovi la següent tasca a executar, reactivant tot el procés de
planificació (obtenció de la informació dels recursos de cada cluster, assignació de la tasca,
etc.). Partint d’aquesta premissa, es podria imaginar la situació de bloqueig mostrada a la figura
2.2.
2Un fil d’execució es defineix com la manera de partir un procés creant un subprocés que permet a un aplicació
realitzar diferents tasques concurrenment.
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Figura 2.2: Situació de bloqueig
Explicació per passos de la situació de bloqueig de la figura 2.2
1. Es vol executar una tasca al sistema que necessita tots el recursos d’un cluster. Meta-
LoRaS, a través del Sistema d’Admissió comprova que es pot executar i la retorna al
Metascheduler perquè decideixi en quin cluster s’ha d’assignar.
2. La tasca es enviada a un dels clusters, però en aquell moment els recursos necessaris per
executar-la no estan disponibles, així que LoRaS la guarda a la seva cua.
3. Les tasques que s’estaven executant en aquell cluster van finalitzant, generant events del
tipus FINISH que fan que es reactivin tots el sistema de planificació. Però recordem que
l’aplicació paral·lela que es vol executar, necessita tots els recursos del cluster, per tant,
LoRaS continua guardant-la a la cua.
4. L’última tasca que s’estava executant finalitza, generant una vegada més un event del tipus
FINISH. MetaLoRaS indica a LoRaS que comprovi si ara pot executar la tasca, però no
ha passat el temps necessari perquè demani nova informació als nodes, així que es queda
amb la informació anterior (en la que s’estava executant la tasca que acaba de finalitzar).
L’aplicació paral·lela es queda un cop més a la cua del LoRaS.
5. Aquí és quan es produeix la situació de bloqueig, ja que si en aquest punt no arribessin
noves tasques al sistema que generessin un event del tipus ARRIVE, no se’n generaria cap
altre, quedant el sistema bloquejat.
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Figura 2.3: Arquitectura del sistema LoRaS
2.2 Arquitectura del sistema LoRaS
El subsistema de segon nivell (LoRaS) rep les aplicacions del MetaLoRaS, selecciona els nodes
per la seva execució i les executa respectant l’ús de recursos de l’usuari local. A més a més pro-
porciona a MetaLoRaS informació tan de l’estat dels nodes que controla com de les aplicacions
que executa.
Bàsicament, LoRaS és un gestor de cues desenvolupat per proporcionar un mecanisme de plani-
ficació d’espai compartit per sistemes cluster no dedicats.
LoRaS també monitoritza l’activitat de l’usuari local. El MPL3 dels nodes on hi ha activitat
local s’incrementa en una unitat. D’aquesta forma, també es tenen en compte les tasques locals
quan s’assignen les aplicacions paral·leles als nodes del cluster.
Tal i com es mostra a la figura 2.3, els components més importants del LoRaS són:
• El sistema de cues (Input Queue)
• El planificador del cluster (Scheduler)
• El predictor o simulador (Predictor)
3MPL és el nombre de tasques paral·leles executant-se en un node
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Les tasques de la Input Queue estan ordenades de forma FCFS. LoRaS selecciona de la Input
Queue la següent tasca a ser executada utilitzant una de les següents polítiques: Best Fit o First
Fit.
L’Scheduler del LoRaS selecciona els nodes on s’ha d’executar la tasca escollida considerant
el nivell d’ocupació dels recursos. Això significa que no s’ha de sobrecarregar cap node si es
perjudica la interactivitat dels usuaris locals que hi estan treballant.
El Predictor és el mecanisme que proporciona una predicció del temps d’execució de les tasques
paral·leles a cada cluster. Aquesta predicció es realitza per mitjà de la simulació. El simulador
és el component més important del LoRaS perquè també és la base del sistema de metaschedu-
ling del projecte M-CISNE. Per realitzar aquesta estimació, LoRaS utilitza la informació de les
aplicacions paral·leles i l’estat del cluster.
Per obtenir la informació de les aplicacions paral·leles, cada tasca s’executa de forma aïllada.
La informació que s’obté de cada tasca és la següent:
• Nombre de nodes sol·licitats
• Temps d’execució
• Percentatge utilitzat tan de CPU com de memòria
Aquesta informació es passa com a paràmetre al sistema LoRaS en execucions successives. Al
tenir en compte aquesta informació, el sistema pot implementar polítiques de planificació més
eficients.
L’estat del cluster es modela a partir de la informació següent obtinguda de cada node:
• Promig de la càrrega
• Ocupació de memòria
• Activitat de l’usuari local
• Nivell de multiprogramació (MPL). Si LoRaS estableix N com el MPL, no es poden exe-
cutar més de N tasques paral·leles a cada node del cluster.
Un dels problemes que s’ha presentat amb el Predictor és el temps que triga en obtenir la esti-
mació d’una aplicació paral·lela. Actualment, MetaLoRaS fa les peticions als diferents LoRaS
del sistema seqüencialment. Un altre dels objectius d’aquest treball és que el MetaLoRaS cursi
les peticions de simulació als LoRaS paral·lelament.
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Capítol 3
Implementació de millores al projecte
M-CISNE
3.1 Disseny i implementació d’una plataforma client/servidor
En aquest capitol es descriu el disseny i la implementació de la plataforma client/servidor per la
comunicació remota entre els subsistemes LoRaS i MetaLoRaS a través de la xarxa.
3.1.1 Disseny
El disseny de la plataforma client/servidor es va realitzar tenint en compte que s’utilitzaria la
capa de transport UDP sobre la capa de xarxa IP, ja utilitzades en les comunicacions entre
LoRaS i LoRaSd1.
Les avantatges principals d’utilitzar el protocol UDP són afegir menys trànsit extra a la xarxa que
altres protocols com per exemple TCP, i poder implementar un control de xarxa personalitzat als
requeriments del sistema.
3.1.1.1 Anàlisi de les peticions
Abans de començar a dissenyar la plataforma client/servidor, s’havia de realitzar un anàlisi de
les peticions que s’envien/reben. A continuació es detallen realitzant una breu descripció d’a-
questes:
• DISPATCH: És la petició per executar una tasca al cluster que controla el servidor.
1LoRaSd és un petit servidor que serveix per enviar informació a LoRaS i executar les aplicacions paral·leles en
la estació de treball on s’executa.
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• FINISH: Tot i que actualment aquesta no té cap acció associada, es va implementar ja que
la seva finalitat és controlar l’eliminació de tasques que s’estan executant.
• NODE_STATUS: És una petició per demanar l’estat del cluster, es a dir, dels nodes que
componen cada cluster i l’estat dels seus recursos.
• JOB_STATUS: Serveix per consultar l’estat d’una tasca específica del cluster.
• GET_SIMULATION: Obté la estimació del temps d’execució d’una tasca enviada per
MetaLoRaS.
• CONFIG_SERVER: Aquesta petició és la que envia MetaLoRaS al servidor per configurar-
lo quan aquest s’ha executat sense cap arxiu de configuració.
3.1.1.2 Disseny del servidor (LoRaS)
Tal i com s’ha comentat a la secció 2.1, per crear un planificador jeràrquic, MetaLoRaS creava
una instància local del Gestor de Cues del LoRaS. Així doncs, el servidor s’havia de dissenyar
com una capa intermitja entre MetaLoRaS i el Gestor de Cues del LoRaS.
El disseny es va fer en base a 3 requeriments:
• Havia de ser concurrent. Per aconseguir aquesta finalitat, cada vegada que el servidor
rebés una petició del MetaLoRaS, havia de crear un subprocés independent que l’atengués
individualment perquè el procés principal lliure per rebre’n de noves.
• Quan s’executés, el Gestor de Cues s’havia de quedar “pendent de configurar”, ja que
MetaLoRaS està dissenyat de tal manera que quan arranca envia peticions de configuració
als diferents LoRaS que formen el sistema.
A més, tot i que en el moment de dissenyar el servidor, MetaLoRaS no disposava de
cap mecanisme que detectés la configuració dels LoRaS, es va voler implementar un
mecanisme que configurés el Gestor de Cues del LoRaS quan s’executés.
• S’havia de poder configurar el port pel que escoltaria. Tot i que en el moment del
disseny, a MetaLoRaS tampoc es podia especificar el port pel que escoltaven els servidors
LoRaS, també es volia que es pogués especificar el port pel que escoltaria el servidor.
Aquesta funcionalitat podria ser interessant per dos motius
– Es podrien executar diferents servidors LoRaS en una mateixa màquina.
– MetaLoRaS i LoRaS podrien desvincular totalment els codis font, ja que actualment
MetaLoRaS també ha de compilar el codi font de LoRaS per poder-lo instanciar.
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Figura 3.1: Diagrama UML de les estructures toServerData i toClientData
3.1.1.3 Disseny del client (MetaLoRaS)
El disseny del client ja estava establert. Quan MetaLoRaS es volia comunicar amb un LoRaS,
aquest obtenia la referència de la classe genèrica MTMetaNodeControl. La funció d’aquesta
classe era detectar la configuració del LoRaS amb el que MetaLoRaS es volia comunicar.
Si el LoRaS era local, instanciava la classe MTMetaNodeControlLOCAL i retornava la referència
a MetaLoRaS. En canvi, si era remota creava la instància de MTMetaNodeControlREMOTE.
Així doncs, es va implementar les accions necessàries per la comunicació a la classe MTMeta-
NodeControlREMOTE, que fins llavors havia estat buida.
3.1.2 Implementació
La plataforma client/servidor, igual que tot el projecte M-CISNE, s’ha implementat sobre el
llenguatge de programació C++.
3.1.2.1 Implementació de les estructures
Per poder dur a terme correctament la comunicació, s’han d’utilitzar dues estructures de dades
diferents. Una per les peticions (toServerData) i una per les respostes (toClientData). El
diagrama UML d’aquestes es pot observar a la figura 3.1.
Implementació de l’estructura toServerData
L’estructura toServerData està formada per les següents variables:
• int type: Indica el tipus de petició (descrites a la secció 3.1.1.1).
• int sequence: Aquesta variable serveix per identificar el paquet retornat pel servidor.
Abans d’enviar el paquet es genera un número aleatori i es guarda en aquesta variable
perquè quan el servidor enviï la resposta el copiï aquí.
• union data: Una unió de les variables següents:
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– TJobDispatchData dispatchData: La estructura necessària per quan es vol executar
una tasca.
– int finishData: El identificador de la tasca que es vol finalitzar.
– int stopType: El tipus de parada del servidor.
– TFileData fileData: Es utilitzada per enviar informació d’un arxiu.
– TJobStatusReq jobStatus: El identificador de la tasca de la que es vol obtenir infor-
mació.
– TNodeInitialConfig nodeInitialConfig: Es utilitzada per establir el identificador d’un
node i el nombre de nodes que formen el cluster.
– char hostIP[STRING_IP_LEN]: L’adreça IP.
Implementació de l’estructura toClientData
L’estructura toClientData està formada per les següents variables:
• int type: Indica el tipus de petició (descrites a la secció 3.1.1.1).
• int sequence: Aquesta variable serveix perquè el client pugui identificar el paquet de
resposta. Abans d’enviar el paquet el servidor copia aquí el número de seqüència enviat
pel client desde l’estructura toServerData.
• union data: Una unió de les variables següents:
– int dispatchStatus: La resposta a una petició d’execució d’una tasca. El valors que
pot contindre són l’identificador de la tasca o un codi d’error.
– error finishStatus: La resposta a una petició de finalització d’una tasca.
– error stopStatus: La resposta a una petició de parada del servidor.
– TExecData execData: Informació sobre una tasca finalitzada.
– TNodeStatusData nodeStatus: Informació sobre l’estat d’un node.
– TJobStatusData jobStatus: Informació sobre l’estat d’una tasca.
– error serverError: Un error del servidor.
– TQMStatus TNodeStatus: La resposta a una petició d’estat del cluster.
– MTJobStatusData TJobStatus: La resposta a una petició sobre l’estat d’una tasca.
– TsimulaData TSimula: La resposta a una petició de simulació.
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Figura 3.2: Diagrama UML de la classe TLServerJobControl.h
3.1.2.2 Implementació del servidor
A la part del servidor s’ha implementat la classe TLServerJobControl.h, encarregada del con-
trol del servidor, i l’arxiu LServer.cpp que és el executable en si. El diagrama UML es mostra
a la figura 3.2.


































(b) Execució del servidor sense un arxiu de confiugura-
ció
Figura 3.3: Possibles execucions del servidor
Tal i com es mostra a la figura 3.3, si el servidor s’executa amb les comandes “-c <Arxiu
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Figura 3.4: Diagrama UML de la classe MTMetaNodeControlREMOTE.h
de configuració>” crearà el Gestor de Cues amb el fitxer de configuració especificat, a
continuacio crearà un fil d’execució per atendre les peticions i per cada petició rebuda es crearà
un nou fil d’execució per atendre-les concurrentment.
En canvi, si s’executa sense arguments, el servidor es quedarà “pendent de configurar” fins que
rebi la petició de MetaLoRaS. A partir d’aquí actuarà de la mateixa manera.
Mètodes públics de la classe TLServerJobControl.h
• TLServerJobControl(): La constructora de la classe.
• ~TLServerJobControl(): La destructora de la classe.
• error startWithConfig (string ConfFile, int portParam): Aquesta és la funció encarre-
gada d’inicialitzar el servidor amb un arxiu de configuració donat pel paràmetre ConfFile
sobre el port portParam.
• error startWithOutConfig(int portParam): Executa el servidor sense un arxiu de con-
figuració sobre el port portParam.
3.1.2.3 Implementació del client
El diagrama UML es mostra a la figura 3.4.
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Mètodes públics de la classe MTMetaNodeControlREMOTE.h
• MTMetaNodeControlREMOTE(MTNode *Node): La constructora de la classe.
El paràmetre Node és una referència necessària perquè la classe pugui saber amb quin
node s’ha de comunicar.
• virtual int dispatch(TDispatchData *dispatchData): Envia una petició d’execució d’u-
na tasca al servidor definida al paràmetre dispatchData.
• virtual error finish(TFinishData finishData): Envia una petició de finalització d’una
tasca al servidor definida al paràmetre finishData.
• virtual TQMStatus getNodeStatusData(MTNode *Node): Envia una petició d’estat al
servidor del cluster definit per Node.
• virtual MTJobStatusData jobStatus(MTJob *Job, int reset): Envia una petició d’estat
per una tasca específica definida al paràmetre Job.
• virtual TsimulaData getSimulationData(MTJob *Job): Envia una petició de simulació
per una tasca específica definida al paràmetre Job.
• virtual error configureNode(int position, MTNodes *Nodes, MTNode *Node): Envia
una petició de configuració al servidor del cluster definit per Node.
3.1.2.4 Implementació de les peticions de simulació paral·leles
Per aconseguir que MetaLoRaS realitzés les peticions de simulació paral·lelament, s’ha modi-
ficat la classe genèrica MTNodeOrdering.h i les classes derivades MTNodeOrderingTAT.h i
MTNodeOrderingTLP.h, perquè creessin un nou fil d’execució per cada petició de simulació.
El diagrama es mostra a la figura 3.5.
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MTNodeOrderingTA+MTNodeOrderingTA(orderingyp:it,limit:int)nextClust(Nodes:MTNs*,MinIdex:it*,MaxIndex:int*):intordrNode(:ode,miI:int,I:it):MTNodes*#cmpas(Node1:TN*,Node2:TNode*):MTNode*
MTNodeOrderingTLP#maxNodesLA:intEstimatdT:longbalncigFctor:flat+MTNodeOrdeingTLP(orderingType:int,limit:int,bFactor:float)orrs(Nodes:MTNs*,miIdex:it,xIndex:int):MTNodes*nextCluter(:ode,MinI:int*,MaI:it*):int#comparNods(Node1:TN*,Node2:TNode*):MTNodegetMticValue(imDat:simulaDta):float
Figura 3.5: Diagrama UML de la classes MTNodeOrdering.h, MTNodeOrderingTAT.h i MT-
NodeOrderingTLP.h
Mètodes afegits a la classe MTNodeOrdering.h
• error getNodesInfo (MTNodes *Nodes, int minIndex, int maxIndex): Aquesta fun-
ció és l’encarregada de llençar els fils d’execució quan es volen enviar les peticions de
simulació als LoRaS.
El paràmetre Nodes és una llista ordenada de tots els clusters que formen el sistema.
Els paràmetres minIndex i maxIndex defineixen el subgrup de clusters on s’han d’enviar
les peticions.
• static void *getSimInfo (void *param): Aquesta funció és la que s’executa per cada fil
d’execució. Rep com a paràmetre una estructura getInfo convertida a tipus void*. Aquesta
estructura conté les següents dades:
– MTNode *Node: Un apuntador al cluster.
– MTNodeOrdering *This: Un apuntador a la classe perquè els fils d’execució puguin
accedir als mètodes d’aquesta.
Mètodes modificats a les classes MTNodeOrderingTAT i MTNodeOrderingTLP
Perquè s’executessin els nous metodes implementats a la classe MTNodeOrdering és va modi-
ficar la funció virtual MTNodes *orderNodes (MTNodes *Nodes, int minIndex, int maxIn-
dex), que és l’encarregada d’ordenar els nodes dels que disposa el sistema, de millor a pitjor, per
executar la tasca seleccionada.
22
CAPÍTOL 3. IMPLEMENTACIÓ DE MILLORES AL PROJECTE M-CISNE
3.2 Disseny i implementació d’un sistema gestor d’events
En aquest capitol es descriu i el disseny i la implementació del gestor d’events.
3.2.1 Disseny
El disseny del gestor d’events es va fer en base a 3 requeriments:
• L’admissió dels events havia de ser ràpida, ja que sinó es produiria una situació de
desordre com la explicada a la secció 2.1.1 quan el fils d’execució hi volguessin accedir.
• Implementar un mecanisme que a través del gestor d’events solucionés una possible
situació de bloqueig com la explicada a la secció 2.1.1.1.
• Establir una prioritat a cada tipus d’event per poder tractar events més importants
o menys costos abans d’uns altres. Aquest fet obligava a que s’haguessin d’analitzar i
classificar els events que realment tractaria el gestor per posteriorment assignar-los-hi la
prioritat adequada.
3.2.1.1 Tractament dels events
Per aconseguir el primer dels requeriments, el procés principal no podia enviar l’event directa-
ment a les cues del MetaLoRaS, ja que es quedaria bloquejat fins que aquest fos tractat. Així
doncs, feia falta una estructura que emmagatzemes els events temporalment i que un procés
independent els enviés ordenadament a les cues del MetaLoRaS.
3.2.1.2 El sistema de desbloqueig
Alhora de dissenyar el sistema de desbloqueig, s’havia de pensar en un mecanisme que reac-
tivés el sistema de planificació de MetaLoRaS, sense que realment hi hagués cap element per
planificar.
Així doncs, no es podia utilitzar cap dels events ja descrits. La opció va ser la creació d’un nou
tipus d’event: l’event IDLE. Aquest s’enviaria a les cues del MetaLoRaS, indicant-los-hi que
realitzessin totes les tasques que feien quan els hi arribava un event normal, sense fer res més.
Amb això ni hauria prou per desbloquejar el sistema.
El segon plantejament va ser quan s’havia d’enviar. No es podia enviar sense comprovar si el
gestor tenia o havia rebut events recentment, ja que sinó es podria donar el cas en que s’afegís
una càrrega innecessària al sistema.
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Així doncs, es va optar per un sistema que actues com temporitzador. Tindria un temps prefixat
que es restabliria cada cop que arribés o es tractés un event al gestor. Si aquell temps arribés a
0, generaria un event del tipus IDLE i l’enviaria al gestor d’events.
3.2.1.3 Anàlisi i classificació del events
Dels 5 events que hi havia definits al projecte M-CISNE, en un principi només 2 accedirien al
gestor d’events: FINISH i ERROR.
L’event SCHED es generava internament a les cues del MetaLoRaS quan la funció que volia as-
signar una tasca a algun del LoRaS ho aconseguia correctament, i el event REJECT és generava
al Sistema d’Admissió.
L’event ARRIVE era un cas especial, ja que tot i generar-se també internament a les cues del
MetaLoRaS, la funció que volia executar la tasca era externa a aquestes. Així doncs, un altre del
objectius era crear el event abans de que la funció accedís a les cues i, obviament, modificar la
funció que l’executava perquè envies aquest event al gestor.
Aquest fet obligava a crear un nou tipus d’event amb la intenció d’homogeneïtzar els que hi
havia fins llavors i alhora dotar-lo de nous atributs necessaris pel gestor que no es contemplaven
a l’estructura utilitzada fins llavors.
Assignació de les prioritats als events
Tal i com s’ha explicat a la secció 2.1.1, quan una tasca finalitza LoRaS envia un event del tipus
FINISH a MetaLoRaS, però aquest no el dóna per finalitzat fins que la cua corresponent no l’ha
tractat. Aquest fet fa que aquest event hagi de tenir la màxima prioritat, ja que sinó es podria
donar el cas en que si el gestor té, per exemple, 3 events del tipus ARRIVE a la cua, i cada event
té un temps de tractament de 2 segons, la tasca no es donaria per finalitzada fins com a mínim
6 segons després del temps en que realment ha acabat. Això faria que el temps de turnaround2
del sistema baixes, sense que aquesta dada fos certa.
Un altre dels events que havien de tenir la màxima prioritat era l’event ERROR. Aquest event
es genera quan hi ha hagut algun error en l’execució d’una tasca. Tornan al exemple anterior,
si l’event ERROR no es tractés abans dels 3 events ARRIVE, i aquest està indicant que un dels
nodes que formen el Multicluster ha caigut, es podria donar el cas en que el Metascheduler
assignés la tasca a un cluster que ja no està en el sistema.
El event SCHED havia de tenir una prioritat més baixa, pels motius explicats anteriorment.
La prioritat més baixa de totes havia de ser per l’event IDLE, ja que aquest és un event de
reactivació del sistema.
2és el temps que tarda una tasca en executar-se
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Figura 3.6: Diagrama UML de la classes MTEvent.h MTEventsManager.h
3.2.2 Implementació
El gestor d’events, igual que tot el projecte M-CISNE, s’ha implementat sobre el llenguatge de
programació C++.
S’han implementat dues classes: MTEvent.h i MTEventsManager.h.
El diagrama UML d’aquestes es mostra a la figura 3.6.
3.2.2.1 La classe MTEvent.h
La funció principal d’aquesta classe és la de homogeneïtzar tots els events per poder-los guardar
a la cua del gestor. A més, afegeix nous atributs que no es contemplaven a l’estructura anterior i
que són necessaris pel correcte funcionament del gestor d’events.
Mètodes públics de la classe
• MTEvent(): Crea un event buit.
• MTEvent (struct TEvent pEventT): Crea un event a partir de l’estructura TEvent. Aques-
ta estructura és la que utilitzen els events FINISH i ERROR.
• MTEvent (struct MTEventJob pEventJob): Crea un event a partir de la estructura
MTEventJob. Aquesta estructura es la utilitzada per l’event ARRIVE.
• int getEID(): Retorna l’identificador de l’event.
• void setEID (int pEID): Assigna l’identificador de l’event a partir del parametre pEID.
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• int getEventType(): Retorna el tipus d’event que conté (TEvent o MTEventJob).
• struct TEvent getTEvent(): Retorna l’estructura TEvent continguda dins l’event.
• struct MTEventJob getMTEventJob(): Retorna l’estructura MTEventJob continguda
dins l’event.
3.2.2.2 La classe MTEventsManager.h
La classe MTEventsManager es l’encarregada de rebre, guardar, ordenar i enviar a les cues
els events. Els elements principals són la cua prioritzada, i dos mòduls que s’executen com
fils d’execució quan es instanciada: el despatxador d’events i el generador d’events IDLE.







Figura 3.7: Esquema lògic del gestor d’events
Quan arriba un event al gestor, el procés principal crea un MTEvent i li assigna un identificador.
A continuació bloqueja la cua, l’insereix i la torna a desbloquejar, quedant lliure perquè el des-
patxador d’events el pugui agafar i tractar. Després reseteja el contador del generador d’events
i desbloqueja el despatxador d’events perquè el tracti. Com es pot observar, el procés principal
en cap moment el tracta, quedant disponible ràpidament per poder rebre nous events.
Per altra banda, el despatxador d’events comprova si hi ha events a la cua, en cas afirmatiu
bloqueja la cua, el guarda, el borra de la cua i la desbloqueja. A continuació l’envia a les cues
del MetaLoRaS perquè el tractin i reseteja el contador del generador d’events. Si la cua està
buida, es bloqueja fins que algun altre procés el desbloquegi, indicant-li que hi ha elements nous
per enviar.
Per ultim hi ha el generador d’events IDLE. Aquest procés actua com una conta enrere. Cada
segon va restan una unitat del contador que s’ha definit anteriorment. Si el contador arriba a 0,
crea i afegeix a la cua un event del tipus IDLE.
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Mètodes públics de la classe
• MTEventsManager (MTQueuesManager *pQueuesManager): És la constructora de
la classe. És l’encarregada d’engegar tot el gestor d’events: reseteja el contador dels
identificadors d’events, agafa el temps actual per utilitzar-lo com el temps de referència,
crea el fitxer de registre, inicialitza els semàfors, i llança el fils d’execució del despatxador
d’events i del generador d’events IDLE.
El paràmetre pQueuesManager és una referència necessària per poder accedir a les cues
del MetaLoRaS.
• ~MTEventsManager(): La destructora de la classe. Se’n encarrega de tancar el fitxer de
registre, cancel·lar el fils d’execució i destruir el semàfors.
• error addEvent (TEvent pEventT): Afegeix un MTEvent a la cua del gestor a partir
d’una estructura pEventT.
• error addJob (MTJob *pEventJob, int now, int pQueueNumber): Afegeix un MTE-
vent a la cua del gestor a partir d’una estructura pEventJob. A més també necessita el
temps en que s’ha volgut executar la tasca i la cua a la que s’ha decidit que s’ha d’execu-




Les proves realitzades ens permetran observar i avaluar les dues implementacions realitzades en
aquest treball.
A continuació es descriu el mètode utilitzat pel modelat del conjunt de tasques executades. En
segon lloc, es descriu l’entorn d’experimentació en el que s’han realitzat les proves. En tercer
lloc es descriuen les mètriques utilitzades per l’anàlisis dels resultats i el seu significat. Per
últim, es descriuen i analitzen els resultats obtinguts.
4.1 Modelat de les càrregues
Tenint en compte que el projecte M-CISNE és un sistema de planificació per entorns Multicluster
no dedicats, s’ha de modelar dos tipus de càrregues, les paral·leles i les locals.
4.1.1 Caracterització de la càrrega paral·lela
Per realitzar la experimentació d’aquest treball, s’ha utilitzat un model sintètic de càrregues.
En aquest tipus de models, els paràmetres principals (temps d’arribada, mida de la càrrega i
temps d’execució) es generen a partir de distribucions aleatòries. Aquest mètode permet l’ús de
distribucions com la Uniforme o Poisson. L’avantatge principal d’aquests models és que perme-
ten modelar de forma senzilla el comportament del sistema, facilitant l’anàlisis dels resultats i
l’identificació dels reajustos necessaris.
El conjunt d’aplicacions paral·leles que modelen la càrrega paral·lela són uns benchmarks de
la NAS, el IS i el MG. La diferència entre ambdos es basa en que mentres IS és una aplicació
paral·lela orientada a la comunicació, MG està orientada al còmput. Això permet una major
diversitat en el conjunt de probes i per tant una major representativitat en l’experimentació.
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XWindows 0.15% 35% 67 -17 608 - 30
Internet 0.2% 60% 99 - 52 3154 - 496
Shell 0.25% 20% 13 - 12 108 - 3
Taula 4.1: Descripció dels possibles perfils de càrrega local
4.1.2 Caracterització de la càrrega local
Tenint en compte que el sistema Multicluster en el que es realitzen les proves és un entorn no
dedicat, s’ha de disposar d’una caracterització de la càrrega local que permeti introduir al sistema
algun tipus d’activitat que representi a l’usuari local.
Per modelar aquesta activitat, s’executa un benchmark parametritzable segons el perfil d’usuari
que es vol emular. Aquests perfils estan representats a la taula 4.1.
4.2 Entorn d’experimentació
La informació més rellevant de l’entorn en el que s’ha realitzat l’experimentació és la següent:
• Memòria del node: Quantitat total de memòria principal de la que disposa el node.
Aquest paràmetre és fundamental per verificar i limitar l’ús d’aquest recurs. En el nostre
entorn és de 1GB.
• Potència de còmput del node: L’entorn d’experimentació es basa en un sistema homo-
geni de 18 elements de còmput amb un processador de 3GHz.
• Xarxa de comunicacions: Els nodes utilitzats es connecten a través d’un switch Giga-
ethernet.
• Sistema operatiu: La versió del sistema operatiu que s’ha utilitzat ha set una RedHat 9
amb el nucli 2.4.22. El nucli és una versió adaptada que inclou el mòdul de coplanificació
dinàmica de CSC que utilitza LoRaS.
• Middleware de comunicacions: El sistema M-CISNE suporta l’execució d’aplicacions
PVM (versió 3.4 o superior) i MPI (versió 1.2.7 o superior).
4.3 Mètriques utilitzades
Per poder obtenir informació sobre el comportament del sistema durant la seva execució, M-
CISNE genera durant l’execució de les aplicacions paral·leles un conjunt de fitxers de registre
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de monitorització en el que consta: l’instant d’arribada de les aplicacions, l’instant de la planifi-
cació, els temps d’espera i execució, així com un ampli conjunt d’informació que permet avaluar
tan el rendiment com el comportament del sistema.
En el estudi de la planificació de tasques paral·leles hi ha un ampli conjunt de mètriques utilit-
zades per avaluar el rendiment d’una tècnica de planificació determinada.
Una de les mètriques més utilitzades és el temps de turnaround. El temps de turnaround és
la quantitat de temps que una tasca inverteix esperant a les cues del sistema més el temps que
inverteix en executar-se. Aquesta mètrica proporciona informació important per l’anàlisis del
rendiment individual de cada tasca.
Una altra mètrica ampliament utilitzada és el makespan. El makespan és la quantitat de temps
transcorregut desde que entra la primera tasca d’una càrrega al sistema fins que s’acaba d’exe-
cutar l’última. Això permet analitzar com afecta una determinada tècnica al rendiment global
del sistema i no al rendiment individual de cada tasca.
4.4 Resultats obtinguts
En aquesta secció es presenten els anàlisis dels resultats obtinguts en les diferents experimenta-
cions realitzades.
4.4.1 Plataforma client/servidor
Els objectius principals de l’experimentació realitzada en aquest apartat són:
• Comprovar que la implementació de la plataforma client/servidor no empitjora el rendi-
ment del sistema ni el de les tasques.
• Comprovar que la implementació de les peticions paral·leles de simulació contribueix a
millorar el temps emprat en obtenir una estimació del temps d’execució d’una tasca.
Per dur a terme aquesta experimentació, s’han emprat càrregues de 60 tasques sobre diferents
variacions del sistema. A continuació es detallen els diferents paràmetres que s’han utilitzat i
com s’han variat:
• Execució del LoRaS. Per comprovar que la implementació de la plataforma client/servidor
no afectés al rendiment del sistema, s’ha variat la forma d’executar el LoRaS. S’ha execu-
tat com una instància local en el mateix node en el que s’executa el MetaLoRaS i com un
servidor remot en un node diferent.
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• Peticions de simulació seqüencials i paral·leles. Per comprovar si es millorava el temps
emprat en obtenir una estimació del temps d’execució d’una tasca, també s’ha variat la
forma en que MetaLoRaS realitzava aquestes peticions.
• Configuració del sistema. S’han emprat dues configuracions dels clusters que componen
el Multicluster. La primera, denominada 88, està composta per 2 clusters de 8 nodes cada
un. La segona, denominada 444, està composada per 3 clusters de 4 nodes cada un.
• Quantitat de càrrega local en el sistema. S’ha variat el percentatge entre 0% i 100% dels
nodes que disposen de càrrega local amb el perfil XWindows del sistema (Veure la taula
4.1).
Val a dir que en la configuració del sistema 88 utilitzant la plataforma client/servidor, s’han fet
les proves amb un LoRaS i un LoRaSd en el mateix node.
4.4.1.1 Anàlisi del temps de turnaround i makespan
Per comprovar que la implementació de la plataforma client/servidor no afecta al rendiment del
sistema, interessa obtenir el makespan i el temps de turnaround. Quan més baixos siguin el
promitjos d’aquests temps, més bo serà el rendiment del sistema.
A les gràfiques de les figures 4.1 i 4.2 es poden observar els resultats obtinguts del makespan
i el temps de turnaround. Cada gràfica representa una configuració del Multicluster diferent i
per cada configuració s’ha modificat la càrrega local i el tipus d’execució del LoRaS (com una
instància local o com un servidor remot).
En la configuració del 444, es pot observar que amb els LoRaS executant-se com a servidors
remots, el rendiment és lleugerament inferior respecte als LoRaS instanciats localment amb una
diferència global del 6%. Tot i així, aquesta tendencia s’inverteix quan els nodes del cluster es
troben força més carregats, com és el cas de la configuració del 88, on el fet d’utilitzar tasques
de 8 nodes fa que la càrrega global del sistema sigui força superior.
És important notar que amb una configuració 88 es produeix certa inestabilitat a causa de que
en els nodes on s’executen els servidors dels LoRaS també s’executen tasques paral·leles.
4.4.1.2 Anàlisi del temps de simulació
Per comprovar que el temps de simulació disminueix quan el MetaLoRaS envia les peticions pa-
ral·lelament, és necessari obtenir el temps emprat en obtenir una estimació del temps d’execució
d’una tasca. Quan més baix sigui aquest més bo serà el temps de la simulació.
A les gràfiques de la figura 4.3 es poden observar els resultats obtinguts en l’experimentació.
Cada gràfica representa una configuració del Multicluster diferent i per cada configuració s’ha
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Makespan amb una configuració 88
LoRaS instanciat localment LoRaS en un servidor remot















Makespan amb una configuració 444
LoRaS instanciat localment LoRaS en un servidor remot
(b) Makespan amb una configuració 444
Figura 4.1: Makespan de l’experimentació amb la plataforma client/servidor
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Temps de turnaround amb una configuració 88
LoRaS instanciat localment LoRaS en un servidor remot

















Temps de turnaround amb una configuració 444
LoRaS instanciat localment LoRaS en un servidor remot
(b) Temps de turnaround amb una configuració 444
Figura 4.2: Temps de turnaround amb la plataforma client/servidor
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modificat la càrrega local, el tipus d’execució del LoRaS (instanciat localment o com un servidor
remot) i la forma de realitzar les peticions de simulació (seqüencials o paral·leles).
En totes dues configuracions es pot apreciar una millora substancial en el temps de simulació,















Temps de simulació amb una configuració 88
LoRaS instanciat localment amb peticions seqüencials
LoRaS en un servidor remot amb peticions seqüencials
LoRaS instanciat localment amb peticions paral·leles
LoRaS en un servidor remot amb peticions paral·leles















Temps de simulació amb una configuració 444
LoRaS instanciat localment amb peticions seqüencials
LoRaS en un servidor remot amb peticions seqüencials
LoRaS instanciat localment amb peticions paral·leles
LoRaS en un servidor remot amb peticions paral·leles
(b) Temps de simulació amb una configuració 444
Figura 4.3: Temps de simulació de l’experimentació amb la plataforma client/servidor
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4.4.2 Gestor d’events
L’objectiu principal de l’experimentació realitzada en aquest apartat és comprobar que el gestor
d’events no empitjora el rendiment del sistema ni el de les tasques.
Per dur a terme aquesta experimentació, s’han emprat càrregues de 60 tasques amb una configu-
ració del sistema 444 (composada per 3 clusters de 4 nodes cada un) i configurant MetaLoRaS
perque realitzi les peticions de simulació paral·lelament. A continuació es detallen els diferents
paràmetres que s’han utilitzat i com s’han variat:
• Estat del gestor d’events. Per comprovar que la implementació del gestor d’events no
afectés al rendiment del sistema, s’han realitzat les proves amb el gestor activat i desacti-
vat.
• Execució del LoRaS. S’ha executat com una instància local en el mateix node en el que
s’executa el MetaLoRaS i com un servidor remot en un node diferent.
• Quantitat de càrrega local en el sistema. S’ha variat el percentatge entre 0% i 100% dels
nodes que disposen de càrrega local amb el perfil XWindows del sistema (Veure la taula
4.1).
4.4.2.1 Anàlisi del temps de turnaround i makespan
Per comprovar que la implementació del gestor d’events no afecta al rendiment del sistema,
interessa obtenir el makespan i el temps de turnaround. Quan més baixos siguin els promitjos
d’aquests temps, més bo serà el rendiment del sistema.
A les gràfiques de les figures 4.4 i 4.5 es poden observar els resultats obtinguts del makespan
i el temps de turnaround. Per cada gràfica s’ha modificat la càrrega local i l’estat del gestor
d’events.
En general, en les dues gràfiques es pot observar un comportament del sistema molt similar
independentment de l’estat del gestor d’events.
La diferència més notable la trobem quan el gestor d’events està activat i amb carreges locals
superiors al 50%, arribant a obtenir un guany de fins a un 32% en el millor dels casos i en promig
una millora del rendiment de fins a un 4%.
A més a més s’ha aconseguit millorar el funcionament del sistema evitant els casos de bloqueig
de les tasques en les cues.
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Makespan amb una configuració 444
Amb el gestor d’events activat
Sense el gestor d’events
(a) Makespan amb una configuració 88
















Temps de turnaround amb una configuració 444
Amb el gestor d’events activat
Sense el gestor d’events
(a) Temps de turnaround amb una configuració 88
Figura 4.5: Temps de turnaround amb el gestor d’events
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Capítol 5
Conclusions i treball futur
Tal i com s’ha demostrat en l’experimentació, la utilització de la plataforma client/servidor dis-
senyada i implementada en aquest treball no afecta negativament al rendiment global del sistema
amb situacions de baixa carrega local i permet millorar el rendiment en situacions amb càrrega
local elevada.
També s’ha pogut demostrar que l’execució de tasques paral·leles en el mateix node on s’executa
un servidor del subsistema LoRaS provoca certa inestabilitat en els resultats obtinguts i s’obte-
nen millors resultats en els casos en que els servidors LoRaS s’executen en altres màquines.
Per altra banda, s’ha aconseguit reduir el temps emprat en obtenir una estimació del temps
d’execució d’una tasca en el Multicluster, realitzant les peticions de simulació paral·lelament,
arribant a obtenir un guany promig en el temps d’un 29% en la configuració 88 i un 43% en la
configuració 444. Aquests resultats fan pensar que els guanys obtinguts amb l’ús de peticions
paral·leles seran superiors a messura que augmenti el nombre de clusters que formen el sistema.
Finalment, també s’ha pogut demostrar que el gestor d’events dissenyat i implementat en aquest
treball no afecta negativament al rendiment del sistema, i proporciona una millora del rendiment
per a situacions de càrrega local alta. A més a més, el sistema gestor d’events permet una gestió
eficient i prioritzada del events generats pel sistema. Finalment, la implementació del nou tipus
d’event IDLE, evita la situació de bloqueig de treballs a les cues, exposada a la secció 2.1.1.1.
Algunes línies de treball futur que se’n desprenen d’aquest estudi són les següents:
• Implementar un control més eficient en les comunicacions a través de la xarxa, ja que
amb una reducció del temps de refresc i consulta de l’estat dels recursos, el sistema de
comunicació dona alguns problemes de saturació de missatges.
• Implementar un sistema perquè es pugues especificar a l’arxiu de configuració del Me-
taLoRaS el port pel que està escoltant el servidor del LoRaS. D’aquesta forma s’aconse-
guiria que es poguessin executar diferents servidors del subsistema LoRaS en un mateix
node.
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• Modificar les classes necessàries del MetaLoRaS perquè el servidor del LoRaS pogués ser
totalment independent d’aquest. Això vol dir que el servidor del LoRaS es podria executar
amb una configuració del Gestor de Cues predeterminada, i que fos el MetaLoRaS qui la
detectes i s’hi adaptés.
• Implementar algun mecanisme per permetre introduir events de notificació d’errors quan
hi hagués errors interns en les cues del MetaLoRaS.
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