Abstract: For 3D active measurement methods using video projector, there is the implicit limitation that the projected patterns must be in focus on the target object. Such limitation set a severe constraints on possible range of the depth for reconstruction. In order to overcome the problem, Depth from Defocus (DfD) method using multiple patterns with different in-focus depth is proposed to expand the depth range in the paper. With the method, not only the range of the depth is extended, but also the shape can be recovered even if there is an obstacle between the projector and the target, because of the large aperture of the projector. Furthermore, thanks to the advantage of DfD which does not require baseline between the cameras and the projector, occlusion does not occur with the method. In order to verify the effectiveness of the method, several experiments using the actual system was conducted to estimate the depth of several objects.
Introduction
Various active 3D shape measurement methods have been researched to measure 3D shape with single shot which is suitable for capturing moving objects. As a representative method of active 3D measurement method, two dimensional pattern projector and a camera based system is known. This method projects unique pattern to the object, then captures the scene with a camera to finally obtain correspondences. The correspondences are then analyzed for depth estimation using triangulation method. In order to obtain wide measurement range of depth, methods using laser have been proposed [5] .
Since the narrow and straight nature of a laser beam, it makes possible to achieve wider range of depth on measurement. However, if there are obstacles between the target object and the laser source, it is easily affected by them, thus resulting in unstable and sparse measurement. On the other hand, since a projector based 3D scanning system (i.e., the projector with a point light source), which is also a major active 3D measurement method [11] , is usually equipped with a large aperture. Therefore, the emitted light from the system diffracts around the obstacles and enables to achieve measurements without being affected by presence of obstacles. However, the measurement range of the system is narrow and has less depth of field, because of the large aperture.
In order to increase the depth of field on projector based system, Depth from Defocus (DfD) based method, which estimates the depth from defocus blur on the projected pattern, has been proposed [2] . This method estimates the depth value by using the point light source with a coded aperture installed in the projector, ryo-f@hiroshima-cu.ac.jp and analyzes the size and shape of the blur which is projected by the projector. However, the expansion of the measurement range of this method is limited, because possible blur size for depth estimation is not large.
To overcome the above problem, we propose a DfD based method to expand the measurement range of depth by using multiple patterns for projector with various in-focus distances. The proposed method makes use of in-focus distances of each projected pattern which is generated by transparent glass with multiple types of line pattern placed between the light source and the lens. The depth value of the projected pattern is then estimated by identifying the in-focus pattern on the target object in the captured image. Since the large aperture can be used to this type of projector, 3D measurement even in presence of an obstacle between the projector and the target is possible. In addition, by using multiple patterns, 3D measurement range of depth becomes longer than a general projector. In this paper, we discuss the proposed method in detail as well as showing its effectiveness to obtain depth value in the real experiments.
Related Work
DfD is generally known as a method based on defocus blur of camera, which estimates the depth value from single image [9] . However, in order to achieve successful DfD result, it requires high-frequency texture on the measurement target thus limits applicable scenes. Nayar et al. proposed a DfD method based on defocus blur of the projected light pattern [8] . It projects a number of points and DfD is done from the blur of them, which does not require texture on the target. Their research does not focus on acquiring the depth value, but rather on refocusing the captured image using the result obtained from DfD as a reference map. For this reason, light points are positioned sparsely, where each of them is separated distantly, making it difficult to directly be used for shape measurement.
Zhang et al. analyzed the defocus blur of the projected image from a projector, which measures depth information on the projected surface [12] . They used half-mirrors and placed a projector and a camera on the same axis, allowing having successful depth measurement. By using coaxial projector-camera system, it allows to calculate depth value for each pixel without any missing parts. However, this is ineffective for capturing a moving object because of time consuming process for scan, since it requires 24 images to illuminate the entire scene by shifting the pattern. Recently, in computational photography field, various new methods analyzing camera blur and light reflectance and their practical applications have been researched [4] , [7] , [9] , [10] . For example, by changing the shape of the aperture of the camera from circular to unique shape and analyzing the degree of blur, the methods to realize efficient deblurring or depth estimate have been proposed. However, there still are only few researches that utilize computational photography technique on the projector. Grosse et al. proposed a system that uses programmable coded aperture on a video projector [1] . Since it is impossible to make entire projected image to be in-focus when projecting the pattern to ordinary scenes, the paper proposed the method to minimize the blur in the areas that is out of focus by dynamically adjusting the coded aperture as well as deliberately designing the shape of aperture; note that such condition is often used for AR system when patterns are projected over the scene.
Horita et al. proposed a method that measures accurate and dense depth value by using coded aperture on a projector [3] . Our proposed method resembles the method of Horita et al. in respect to acquiring the depth value using defocus blur of the projector. However, it differs in terms of optical design and algorithm for reconstruction.
Overview of the System

Configuration of the Optical System
The configuration of the proposed system is shown in Fig. 1 (a). Since it is based on DfD, it is constructed to realize coaxial system on a projector and a camera by using a half mirror [6] . By using half mirror, although there are several drawbacks such as the amount of light drastically decreases and it requires precise adjustment on optics, we used the half mirror since it does not cause distortion even when projecting multiple patterns with different focal distance.
The projected light from the light source passes through the multiple patterns placed in front, then through the half mirror and reflected back from the measurement target and lens ( Fig. 1 (a) ). In order to capture the projected pattern on the target object without any distortion, the optical axis of the camera and the projector were matched to each other. Furthermore, in order to avoid the leakage light from the opposite side of the half-mirror, black curtain was placed behind. The actual system looks like Fig. 1 (b) .
Configuration of Multiple Patterns
If multiple transparent glasses which are drawn with line patterns are placed between the lens and the light source, each projected pattern forms an in-focus image at different distance form the optical system depending on the position of the glass respectively as shown in Fig. 2 . The proposed method analyzes the shape and the degree of blur on its appearance on captured image and determines the depth by comparing with the original pattern.
In terms of relation between pattern position and its in-focal position, the pattern positioned at the farthest from the lens (pattern in a red box in Fig. 2 ) forms a in-focus pattern closest to the lens. In case of constructing the measuring system, the pattern position and its number is set according to the system requirement on accuracy and the range of measurement depth.
Data Acquisition Process
The light emitted from the light source is captured by a camera by the following procedure.
( 1 ) The pattern is projected by passing through the pattern, the lens, and the half mirror, respectively. ( 2 ) Then, the patterns are reflected on the target object. ( 3 ) Finally, the reflected patterns are then coming back through the half mirror to be captured by a camera. Since the proposed method uses a half mirror, if the luminance of light source is too strong, the projected light will be directly reflected back to the camera through the half mirror. To solve this problem, we first capture the background image without the reflection from the target object, then subtract the background image from the captured image to produce the image unaffected by the self-reflection of half mirror. Here we show the actual captured image, the background image and the reflection-free image by the background subtraction in Fig. 3 (a)-(c) as for example. It is confirmed that the contrast of the pattern is drastically improved by the process. Rest of the processes are assumed to use the reflection-free image.
Shape Reconstruction Algorithm
Design of the Projected Pattern
Multiple patterns are created by rotating the parallel-line pat- tern by changing the rotation angles as shown in Fig. 2 . Each pattern is placed between the light source and the lens and positions of them are spaced so that interference of projected patterns becomes small. In addition, to decrease the interference of the pattern, we put the largely different angle of line direction for adjacent depth pair to be as shown in Fig. 4 . This is because two patterns of adjacent depth are easily overlapped on the surface of the target object and it is difficult to decompose them if those two angles are close each other. As for the interval between parallel lines, even though it is beneficial to extract spectrum information robustly and accurately using the pattern with high frequency, we used sparse patterns in our method, since the amount of light passing through the pattern is drastically reduced by dense pattern. Combination of dense and sparse pattern is our future research topic.
Spectrum Analysis on Projected Pattern
The proposed method estimates the depth value of each pixel position by extracting the in-focus patterns obtained from the image captured by the camera. In our technique, pattern detection is done through spectrum analysis of the captured image. This is done by calculating 2D Fourier transformation for the image to retrieve power spectrum of the image, and extracting the quantity of the spectrum for specific direction by the following procedure. First, for an input image such as Fig. 5 (left) , we define a search area in which a search window is shifted by one pixel along x and y directions to estimate the depth for all pixels. For each search window image (Fig. 5 (middle) ), 2D Fourier transformation is calculated and its power spectrum image (Fig. 5 (right) ) is obtained. Then, we determine the direction in which strongest spectrum appears. To calculate the amount of the power spectrum of the certain direction from the image, we used the sum of luminosity value within the narrow rectangular region placed at the center of the image. The actual size of rectangular region used for the calculation as shown in Fig. 5 (right) red box is 3×11. By rotating the rectangular region to the certain degree and calculating the sum of luminosity value, the amount of the power spectrum for the direction is obtained.
Depth Estimation from Spectrum Analysis
The depth is determined by extracting an angle which is the maximum direction of the power spectrum image. The actual process for depth estimation is as follows. First, the rectangular region is rotated by five degrees and the power spectrum is calculated each time to create the histogram as shown in Fig. 6 . Since the angle that peaks in the histogram is the dominant direction of the spectrum image, the focal length of the pattern that has the same direction of the peak is considered depth of that position.
Since the single peak detection approach can estimate only a limited number of discrete depths, solution is required to increase the resolution of depth estimation. In this paper, we use the second peak from the histogram and the ratio of the first and second peaks as shown in Fig. 7 . Since there is a bias on power spectrum, if the second peak is smaller than the threshold, we consider there is no second peak and depth is only estimated by single peak. If the second peak is larger than threshold, the depth is calculated by
where T is the threshold and n is the height of second peak normalized by the height of the first peak, respectively.
Experiment
The experiments were conducted by using the optical system shown in Fig. 1 (b) . Five patterns were used with two sets of line directions. The first set consists of two patterns with ±45 degrees and two patterns with ±22.5 degrees from perpendicular direction and one pattern of horizontal direction. The second set consists of directions with the same interval degree between them, i.e., 36 degrees.
Evaluation of the Method
The first set of pattern was used for the evaluation. Images were captured by shifting the target screen placed on a motorized stage. The range of the screen position is 280 mm-420 mm from the half mirror, and the image capturing interval was 2.5 mm. Under the condition, a total of 57 images ware captured. The depth value was estimated using the proposed method, and Fig. 8 shows the result. Estimated depth was calculated by averaging 100 points of estimated depth of each frame. In the graph, we can find several accurate depths followed by a number of inaccurate depths estimation. Accurate depths are estimated near the in-focus depth of each pattern and inaccurate depths are estimated between them. We consider that the inaccuracy comes from the overlapping two blurry patterns. Figure 9 (a)-(j) show the five selected images corresponding to the red circle in Fig. 8 . We can confirm that depths are robustly estimated near in-focus depth except 290 mm depth. In the 290 mm depth image, since the error has occurred with the different pattern which has similar direction of the pattern of 362.5 mm depth, more precise estimation of angle is required to solve the problem and this is our important future research.
In the Fig. 9 (a)-(j), the decrease of the amount of light intensity is clearly observed when the distance between light source and object increases. However, there were no large differences in accuracy. This is most likely due to the fact that the proposed method is based on spectral analysis and not affected by intensity; this is one of the advantage of our method.
Depth Estimation of Slanted Plane
Next, we measured the slanted plane using the second set of pattern. We tilted the plane with 45 degrees so that the closest screen position to be 280 mm and furthest position to be 325 mm from the half mirror. Actual set up of the system and the captured image are shown in Figs. 10 (a) and (b), respectively. Since the depth of the slanted plane from the half mirror is continuously changing, we can observe that the projected patterns are also changing continuously. The result of the depth estimation with our method is shown in Fig. 11 (a) and its profile of the depth along the yellow line in (a) is shown in Fig. 11 (b) . From the both figures, we can confirm that the depth is correctly estimated near in-focus distance. We can also confirm that the depths between in-focus distances are also estimated to some extent. 
Depth Estimation for Scenes with Obstacles
Finally, we measured the target object in an environment with obstacles. Figure 12 shows the measuring environment. We placed a water tank in which bubbles are emerging continuously as the obstacle in front of the target object as shown in Fig. 13 . When the patterns were projected to the target object with the proposed system, clear patterns are observed due to a wide aperture of the projector even in the presence of obstacles as shown in Fig. 14 (a) . The result of the depth estimation using the captured image is shown in Fig. 14 (b) . Here, we can confirm that the depth was correctly estimated for three objects with different depth. However, error occurred near the boundary of the objects. This is due to the fact that the window size used for the spectrum analysis was large, and was affected by occluding boundary, which is clearly shown in zoom-up view in Fig. 14 (b) ; note that vertical strong line is observed in the zoom-up view, whereas patterns of both depths are inclined. Further research utilizing adaptive window is necessary for solution.
Conclusion
We propose a DfD method that projects multiple patterns with different focal length to extend the range of depth and decrease the effect of obstacles in front of the object. In the proposed method, we place multiple patterns at different distances from the lens to actualize multiple focal length, and analyzing the corresponding patterns being projected for depth estimation. Furthermore, since it is based on DfD, baseline is not necessary which makes it possible to measure the shape without occlusion. In the future, better method on angle detection to improve the depth resolution as well as efficient interpolation method between two patterns is important.
