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Abstract
The content of this thesis includes results describing the asymptotic behavior of extremal polynomials
in a variety of settings. Special attention will be paid to the orthonormal and monic orthogonal
polynomials. Given a finite measure µ with compact and infinite support in the complex plane, let
{pn(z;µ)}∞n=0 be the associated orthonormal polynomials. We will study the asymptotic behavior
of these polynomials. More precisely, we will consider so-called ratio asymptotics:
lim
n→∞
pn−1(z;µ)
pn(z;µ)
,
and Szego˝ asymptotics:
lim
n→∞
pn(z;µ)
ϕ(z)n
,
for an appropriate analytic function ϕ. If the measure µ is supported on the unit circle ∂D = {z :
|z| = 1} or a compact subset of the real line, then both of these properties are well understood in
terms of the coefficients appearing in the recurrence relation for the polynomials {pn(z;µ)}n≥0. We
will work in settings where no such recurrence relation exists and prove analogous results.
We will prove Szego˝ asymptotics when the measure is supported on an analytic region and is
of a certain very general form, of which area measure is a special case. For this class of measures,
we will prove analogs of several theorems from orthogonal polynomials on the unit circle such as
describing when the probability measures {|pn(z;µ)|2dµ(z)}n≥0 converge weakly to the equilibrium
measure for the support of µ and positivity of the Christoffel function λ∞(z;µ) at all points inside
the region.
We will prove ratio asymptotics in a variety of settings including the closed unit disk D = {z :
|z| ≤ 1} and a region with sufficiently smooth boundary whose complement is simply connected
in the extended plane. The key tool for our ratio asymptotic results will be a nonlinear formula
involving the polynomials {pn(z;µ)}n≥0 that was recently introduced by Saff.
This material is based upon work supported by the National Science Foundation Graduate Re-
search Fellowship under Grants No. DGE-0703267 and DGE-1144469.
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Index of Notation
an, bn n
th Jacobi parameters
αn n
th Verblunsky coefficient
C C ∪ {∞}, the one point compactification of the complex plane
ct(γ) the tth moment of the measure γ
cap(X) the logarithmic capacity of the set X
ch(µ) the convex hull of the support of the measure µ
D the unit disk {z : |z| < 1} ⊆ C
Dr the disk {z : |z| < r} ⊆ C
∂X the boundary of the set X
X the closure of the set X
Fn the Faber polynomial of degree n
gΩ(z,∞) the Green function for the region Ω with pole at infinity
κn the leading coefficient of the orthonormal polynomial
κn(µ, q) the leading coefficient of pn(z;µ, q)
Kn(z, w;µ) the L2(µ) reproducing kernel for polynomials of degree at most n
λn(z;µ, q) the nth Lq(µ) Christoffel function
λ∞(z;µ, q) the limiting Lq(µ) Christoffel function
µˆ balayage of the measure µ
µn the Bernstein-Szego˝ approximating measure for OPUC
µx the Uvarov transform of the measure µ with added pure point at x
N0 N ∪ {0}
νx the Christoffel transform of a measure with corresponding zero at x
νn the normalized zero counting measure for Pn(z;µ, 2)
Pn(z;µ, q) a polynomial of degree n having minimal Lq(µ)-norm
pn(z;µ, q) the polynomial Pn(z;µ, q) divided by its Lq(µ)-norm
Pch(µ) the polynomial convex hull of the support of the measure µ
φ the inverse to the map ψ
ψ a conformal map initially defined on C \ D
ρn the Geronimus-type approximating measure for OPRL
S(z) the Szego˝ function
supp(µ) the support of the measure µ
Uµ the potential funtion of the measure µ
ωK the equilibrium measure for a compact set K
1Introduction
This text is devoted to the general theory of orthogonal polynomials in one complex variable. We be-
gin our study by fixing some notation and basic terminology. Let µ be a finite measure with compact
and infinite support supp(µ) in the complex plane C. By performing Gram-Schmidt orthogonaliza-
tion on the sequence {1, z, z2, z3, . . .} in the space L2(µ), one obtains a sequence of orthonormal
polynomials {pn(z;µ)}n≥0, which satisfy∫
supp(µ)
pn(z;µ)pm(z;µ)dµ(z) = δnm, (0.0.1)
and are normalized so that pn(z;µ) has positive leading coefficient κn. The polynomial pn(z;µ)κ−1n
is a monic polynomial of degree n, which we refer to as the monic orthogonal polynomial of degree
n and denote by Pn(z;µ). This polynomial satisfies an extremal property, namely
‖Pn‖L2(µ) = inf{‖Q‖L2(µ) : Q = zn + lower order terms}. (0.0.2)
We will find this extremal property very useful in our investigation.
We will be interested in describing the asymptotic behavior of the polynomials {pn(z;µ)}n≥0
and {Pn(z;µ)}n≥0 as n tends to infinity. One usually studies the asymptotics of pn(z;µ) in one of
three ways; the first is root asymptotics:
lim
n→∞ |pn(z;µ)|
1/n;
the second is ratio asymptotics:
lim
n→∞
pn(z;µ)
pn−1(z;µ)
;
and the third is Szego˝ asymptotics:
lim
n→∞
pn(z;µ)
ϕ(z)n
, ϕ(z) analytic on C \ ch(µ),
where ch(µ) denotes the convex hull of the support of the measure µ. It is easy to see that the
existence of the limit for Szego˝ asymptotics implies the existence of the limit for ratio asymptotics,
2which in turn implies the existence of the limit for root asymptotics, and in general none of the
converse statements hold. Perhaps the most useful tools for studying the root asymptotic behavior
of the orthonormal polynomials have their foundations in potential theory, which we will discuss in
Section 1.1. The book [65] by Stahl and Totik contains many deep results on root asymptotics that
are proved using potential theoretic techniques. Our main focus in Chapter 3 will be on ratio and
Szego˝ asymptotics.
In Chapter 3, we will present recent results, most of which directly address one of the following
questions:
• If κn is the leading coefficient of pn(z;µ), what is the asymptotic behavior of κn as n→∞?
• Is there an analytic function φ(z) so that the sequence of functions
{
Pn(z;µ)
φ(z)n
}
n∈N
approaches a limit as n→∞ and what is the maximal domain of convergence?
• What are the weak limits of the sequence of probability measures {|pn(z;µ)|2dµ(z)}n≥0?
• What is the asymptotic behavior of the sum
n∑
j=0
|pj(z;µ)|2
as n→∞, and how does the limit depend on z?
• What is the asymptotic behavior of the ratio pn(z;µ)/pn−1(z;µ) as n→∞?
• What properties of the measure µ, if changed, do not change the answer to some of the above
questions?
The two most heavily studied classes of orthogonal polynomials are those whose measure of
orthogonality is supported on a compact subset of the real line and those whose measure of orthog-
onality is supported in the unit circle {z : |z| = 1}. These two “classical” settings are commonly
referred to as orthogonal polynomials on the real line (OPRL) and orthogonal polynomials on the
unit circle (OPUC) respectively. In both cases, one of the fundamental properties of the orthonormal
polynomials is that they satisfy a finite term recurrence relation, i.e., the polynomial pn(z;µ) can be
expressed in a concise way in terms of pn−1(z;µ) and pn−2(z;µ). This recurrence relation has been
an invaluable tool in the study of OPRL and OPUC, and the current state of knowledge in both
settings is very advanced. Indeed, the answers to many of the aforementioned questions are already
known for OPRL and OPUC. Much of this thesis is devoted to taking known theorems from the
3settings of OPRL and OPUC and adapting them to more general situations where the orthonormal
polynomials do not satisfy a finite term recurrence relation.
Aside from examining the asymptotics for orthonormal and monic orthogonal polynomials, we
can consider a related problem of examining the monic polynomials that minimize the expression
∫
C
∣∣∣∣∣∣zn +
n−1∑
j=0
ajz
j
∣∣∣∣∣∣
q
dµ(z)
1/q , (0.0.3)
where q ∈ (0,∞). A short compactness argument shows that a minimizer exists and if q > 1, the
strict convexity of the norm implies that the minimizer is unique. If q ∈ (0, 1], the minimizer need
not be unique (see Proposition 3.2.1 below). We will denote a minimizer of (0.0.3) by Pn(z;µ, q)
and denote the integral in (0.0.3) by ‖Pn(·;µ, q)‖Lq(µ) and refer to it as the Lq-norm of Pn(·;µ, q)
(this is an abuse of terminology since it is technically not a norm when q ∈ (0, 1), but we give it this
name for convenience). If we divide Pn(z;µ, q) by ‖Pn(·;µ, q)‖Lq(µ), we get a degree n polynomial
having Lq(µ)-norm equal to 1, which we denote by pn(z;µ, q). For many of the questions that we
mentioned above concerning the polynomials pn(z;µ) = pn(z;µ, 2) and Pn(z;µ) = Pn(z;µ, 2), we
will investigate analogous questions for the polynomials pn(z;µ, q) and Pn(z;µ, q) for all q ∈ (0,∞).
Before we dive into the more technical matters, let us briefly summarize the main idea of the
results that follow. Recall that the polynomials {Pn(z;µ)}n≥0 satisfy the extremal property (0.0.2).
This would lead one to believe that the polynomial Pn(z;µ) is smallest where the measure µ has
greatest density and is largest where the measure has smallest density (to the extent this is possible).
One would therefore expect that under reasonable hypotheses, the measures {|pn(z;µ)|2dµ(z)}n≥0
converge to a measure that is somehow as uniformly distributed as possible. The extremal charac-
terization of the equilibrium measure given in Section 1.1 will show that the equilibrium measure
for the support of µ is a likely candidate. In the settings of OPUC and OPRL, a precise description
of the measures for which this convergence property holds is well-known. We will show that this
convergence property often holds in more general settings. Although not every measure has this
convergence property, the intuition is helpful and also leads one to guess that the orthonormal poly-
nomial pn resembles the function engC\supp(µ)(z;∞) in some ways (here gC\supp(µ)(z;∞) is the Green
function, which we define in Section 1.1). The main idea of our results is to make this resemblance
as precise as possible under the weakest possible assumptions on the measure µ.
Throughout this paper, C will denote the extended complex plane C ∪ {∞}. We will often omit
one or more parameters in our notation for pn(z;µ, q) if we feel there is no possibility for confusion.
In particular, pn(z;µ) will always mean pn(z;µ, 2) and similarly for Pn(z;µ).
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Tools and Methods
“All men by nature desire knowledge.”
– Aristotle
This chapter is meant to be an introduction to many of the ideas and tools we will employ
in Chapter 3 to prove our new results. The material we present here will be relevant both for
understanding existing results in the literature and for proving new theorems. We assume the
reader has at least some familiarity with the concepts of analysis presented in standard texts such
as [46, 47, 51] and we will not review this material here. Much of the notation that we introduce in
this chapter will be retained for the remainder of this work.
We start this chapter by surveying some potential theoretic techniques in Section 1.1. Such
methods are very useful for studying root asymptotic behavior of orthonormal polynomials by con-
sidering the corresponding zero counting measure. Potential Theory will also naturally lead us to
define objects such as the equilibrium measure and the Green function, which will be important
in our later analysis. In Section 1.2 we will discuss some important results about conformal maps
that we will make extensive use of in Chapter 3. We then turn our attention to Chebyshev and
Faber polynomials in Section 1.3. Chebyshev and Faber polynomials are sequences of polynomials
that can be canonically defined for any simply connected and bounded domain. In Section 1.4 we
define the Szego˝ function, which is an analytic and nonvanishing function whose boundary values
are determined by the absolutely continuous part of a measure. Our discussion of the Szego˝ function
in this chapter will provide the framework we need to understand Szego˝’s Theorem on the unit
circle and some of its generalizations, which we will discuss in Section 2.3. Finally, we conclude this
chapter with a complete proof of the Keldysh Lemma, which provides us with a useful criterion for
convergence in Hardy space. Further details on all of these topics may be found in the references
provided.
61.1 Potential Theory
We begin our discussion with an introduction to potential theory. The tools we discuss here have
been used extensively to study orthogonal polynomials (see for example [16, 49, 58, 65, 72, 73, 74]),
especially in deriving root asymptotics and exploring the consequences of the notion of regularity
(see (1.1.6) below). Throughout this thesis, we will often make reference to objects such as the
equilibrium measure, logarithmic potential, and Green function of a compact set; all of which will
be discussed in this section. We refer the reader to the books [14, 45, 50] for additional background
in potential theory.
Given a finite measure γ of compact support, we can define its logarithmic potential
Uγ(z) :=
∫
C
log
1
|z − w|dγ(w),
though for some values of z, the integral may be +∞. We define the equilibrium measure of a
compact set K as the unique probability measure ωK satisfying∫
K
∫
K
log
1
|z − w|dωK(z)dωK(w) = inf
{∫
K
∫
K
log
1
|z − w|dγ(z)dγ(w) : γ(K) = 1 = γ(C)
}
provided the right-hand side is finite. In this case we call the left-hand side the logarithmic energy
of ωK and denote it by E(ωK). It is always true that the support of the equilibrium measure ωK
is contained in the boundary of K (see Theorem 3.7.6 in [45]). If a compact set K admits an
equilibrium measure ωK , we define the logarithmic capacity of K to be e−E(ωK) and denote it by
cap(K). If K does not admit an equilibrium measure (for example, if K is a single point), then
we define the capacity of K to be 0. A straightforward argument using the minimizing property
of the equilibrium measure shows that the support of the equilibrium measure of a compact set K
is always contained in the boundary of the set. It is also customary to say that a property holds
quasi-everywhere if the set of points where the property fails has logarithmic capacity zero.
The physical intuition behind the equilibrium distribution is quite simple. In two dimensions,
the electrostatic interaction is given by a logarithmic repulsion. Therefore, if a large collection of
charged particles is confined to a perfect conductor in the shape of a particular compact set K ⊆ C,
then the equilibrium measure describes the distribution of charge over the boundary of the set K
when the system has reached equilibrium. While this reasoning is not mathematically rigorous, it
is often extremely useful for developing intuition and understanding deeper mathematical results.
Armed with the notions of equilibrium measure and capacity, we can define the Green function
with pole at infinity of a compact set K (of positive capacity) as
gC\K(z;∞) := −UωK (z)− log(cap(K)). (1.1.1)
7It follows from Theorem 4.4.4 in [45] that the Green function is conformally invariant, i.e., if K1
and K2 are simply connected compact sets in the plane and F is the conformal map that sends
the complement of K1 to the complement of K2 mapping ∞ to itself and having positive derivative
there, then
gC\K1(z;∞) = gC\K2(F(z);∞). (1.1.2)
Example. Let K = D = {z : |z| ≤ 1} and let us consider the quantities just defined. From the
uniqueness property of the equilibrium measure, we know that ωD must be rotation invariant. Since
ωD must be supported in ∂D = {z : |z| = 1}, we must have
dωD(z) =
d|z|
2pi
.
We then calculate
E(ωD) =
∫
D
∫
D
log
1
|z − w|dωD(z)dωD(w) =
∫ 2pi
0
∫ 2pi
0
log
1
|eit − eis|
d|s|
2pi
d|t|
2pi
= 0
by Example 0.5.7 in [50]. Therefore, cap(D) = 1. Using this calculation, from (1.1.1) we calculate
gC\D(z;∞) = log |z|.
It follows from (1.1.2) that if K is any compact set of positive capacity such that C \K is simply
connected in C, then
gC\K(z;∞) = log |φ(z)|, (1.1.3)
where φ is any conformal map from C \K to C \ D satisfying φ(∞) =∞.
In the above example, we heavily relied on the fact that the equilibrium measure of a compact
set is always supported on the boundary of the set. If we consider normalized arc-length measure on
the circle centered at zero and of radius 1/2, then this measure has the same potential as ωD at all
points outside of D. Indeed, to any measure ν supported in D we can associate a measure supported
on ∂D that has the same potential on {z : |z| > 1}. We call this measure the balayage of ν and
it is the content of our next theorem. Before we state this theorem, we must introduce additional
terminology and notation.
Definition. Given a domain G and a bounded function f ∈ C(∂G), the Dirichlet problem for f on
G is to find a function f0 that is continuous on G, equal to f on ∂G, and harmonic on G. If G is
unbounded, we also require that f0 is continuous at infinity.
8It is not true that the Dirichlet problem admits a solution on every domain. For example,
D \ {0} does not admit a solution to the Dirichlet problem for certain continuous functions f , the
difficulty being that f(0) cannot be chosen arbitrarily (see page 269 in [8]). If a domain does admit
a solution to the Dirichlet problem for every bounded and continuous f , we say that the domain is a
Dirichlet Region (following terminology from [8]). Several conditions that are intimately connected
to solvability of the Dirichlet problem are discussed in Section III.6 of [14] and Section I.4 in [50].
One such condition involves the Green function and can be described as follows. Let Ω be the
unbounded component of C \G. For a point z ∈ ∂Ω, consider the condition
lim
ζ→z
ζ∈Ω
gC\G(ζ;∞) = 0. (1.1.4)
Any point z ∈ ∂Ω for which (1.1.4) holds is called a regular point for G (regularity will usually
mean something different throughout this text (see (1.1.6) below); this abuse of terminology – while
unfortunate – is in agreement with standard terminology in the literature). Now we can state our
theorem asserting the existence of the balayage measure.
Theorem 1.1.1. Let G be a bounded domain whose closure is simply connected. Assume furthermore
that ∂G is a Jordan curve and G is a Dirichlet Region. Let ν be a probability measure with support
in G. There exists a probability measure νˆ supported on ∂G so that
1. if h is continuous on G and harmonic on G then
∫
hdν =
∫
hdνˆ,
2. if z 6∈ G or z ∈ ∂G and z is regular for G then Uν(z) = U νˆ(z).
Remark 1. We will discuss uniqueness of the balayage measure in Section 1.2.
Remark 2. One can assert the existence of a balayage measure under more general hypotheses than
those given in Theorem 1.1.1. See Section II.4 in [50] for details.
Proof. We will only prove (1) since most of (2) can be recovered from (1) because log |t − z| is a
bounded harmonic function of t ∈ G when z 6∈ G. Also observe that it suffices to show that (1) is
true when ν = δt for some t ∈ G for then the general result follows by setting
νˆ =
∫
δˆtdν(t).
By this we mean that for every f ∈ C(∂G) we set
∫
∂G
f(z)dνˆ(z) =
∫
G
∫
∂G
f(z)dδˆt(z)dν(t).
Therefore, we may assume ν = δt. If t ∈ ∂G then ν = νˆ so we may also assume t 6∈ ∂G.
9Let f be a bounded continuous function on ∂G. Since G is a Dirichlet Region, we may extend
f to a harmonic function f0 that is harmonic on G and continuous on G. The maximum principal
easily implies that if f is positive, then f0(t) is also positive. Therefore, the map f → f0(t) is a
positive linear functional on the set of continuous functions on ∂G. By the Riesz-Markov Theorem,
there exists a measure δˆt supported on ∂G with the desired properties.
The measure δˆt from the above proof is often called the harmonic measure at t. Harmonic measure
can also be defined in terms of the hitting distribution of a Brownian motion. More specifically, if
E ⊆ ∂G is a Borel measurable set, then δˆt(E) is the probability that a two-dimensional Brownian
motion that begins at t leaves G for the first time by passing through a point of E. This realization
of harmonic measure is a beautiful result due to Kakutani and is discussed in detail in Appendix
F in [14]. Furthermore, it makes sense to discuss the Dirichlet problem in unbounded domains in
the extended plane C. In this sense, the equilibrium measure for the boundary of a set K is the
harmonic measure at infinity (see Theorem 4.3.14 in [45]). If ν is a measure that can be written as
ν1 + ν2 where supp(ν1) ⊆ G and supp(ν2) ⊆ C \G, then we define the balayage of ν onto C \G as
ν2 + νˆ1, where νˆ1 is the balayage of ν1 onto ∂G.
In the study of orthogonal polynomials, potential theoretic methods play an important role for
the following reason: outside the convex hull of K, we know pn does not vanish and so we can write
log
(
|pn(z;µ)|1/n
)
=
1
n
log(κn)− Uνn(z)
(recall κn is the leading coefficient of pn(z;µ)), where νn is the normalized zero counting measure
for the polynomial pn(z;µ), i.e., it is a point measure of total mass 1 that assigns weight n−1 to each
zero of pn(z;µ) (where we repeat each zero a number of times equal to its multiplicity as a zero of
pn(z;µ)). It is then clear that the asymptotics of |pn(z;µ)|1/n can be deduced from the asymptotics
of the leading coefficient κn and the asymptotic behavior of the measures {νn}n∈N. We refer the
reader to references such as [49, 65, 74] for examples of results obtained in this way. A typical result
of this nature is contained in Theorem 1.1.4 in [65] and reads as follows:
Theorem 1.1.2 (Stahl & Totik, [65] pg. 4). Let µ be a finite measure with compact support K.
Then locally uniformly in C \ ch(µ) one has
lim inf
n→∞ |pn(z;µ)|
1/n ≥ egC\K(z;∞). (1.1.5)
In fact, in [65] Stahl and Totik prove much more. They introduce the notion of regularity by
saying that a measure µ is a regular measure if
lim
n→∞κ
−1/n
n = cap(supp(µ)). (1.1.6)
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They then use potential theoretic methods to prove that regularity is equivalent to equality in the
limit (1.1.5) (with the lim inf replaced by a true limit; see Theorem 3.1.1 in [65]).
Another elegant application of potential theoretic techniques was used to prove the following:
Theorem 1.1.3 (Saff & Totik, [49]). Let Ωµ be the unbounded component of C \ supp(µ) and let
γ ⊆ Ωµ be a Jordan curve. Let Nn(γ) denote the number of zeros of pn(z;µ) inside γ. If the interior
of γ contains infinitely many points of supp(µ), then limn→∞Nn(γ) = ∞. If γ contains exactly
k ∈ N ∪ {0} points of supp(µ), then lim infn→∞Nn(γ) ≥ k.
Remark. Although not explicitly stated in [49], the same proof shows that we can make the same
conclusion about the polynomials {pn(z;µ, q)}n≥0.
In [49], explicit examples are provided to show that in Theorem 1.1.3, one cannot replace γ ⊆ Ωµ
with γ ⊆ C \ supp(µ) and still arrive at the same conclusion.
1.2 Conformal Maps
The discussion of conformal maps usually begins with the most relevant result: the Riemann Map-
ping Theorem, which establishes the existence of a conformal map from a simply connected region
G ( C to the unit disk. Furthermore, such a map is unique if we further specify the preimage of 0
and the argument of the derivative at this point.
Given a compact set K ⊆ C, let Ω denote the unbounded component of C \K. The boundary of
Ω will also be called the outer boundary of K. Let us assume that Ω is simply connected in C and
K is not equal to a single point. In this case, the Riemann Mapping Theorem implies that there is
a unique conformal map φ that maps Ω to C \ D and satisfies φ(∞) = ∞ and φ′(∞) > 0. Let us
denote the inverse to φ by ψ.
One is often interested in studying properties of conformal maps such as the existence of an
analytic continuation to a larger domain or continuity properties of the map φ as a function of the
domain Ω (we will make this precise shortly). The first relevant result is the following theorem due
to Carathe´odory:
Theorem 1.2.1. Let ϕ be a conformal map from the unit disk D onto a Jordan domain G. Then
ϕ has a continuous extension to D and the extension is an injective mapping from D to G.
It is also true that ϕ−1 can be extended to a homeomorphism of G onto D (see page 12 in [13]).
For a proof of Theorem 1.2.1, see page 13 in [14]. The utility of this result rests in the mild hypothesis
it requires, namely only that of being a Jordan domain, meaning its boundary is a Jordan curve.
Theorem 1.2.1 clearly applies also for mappings of regions in the extended plane, so it applies to the
map φ in the setting considered above provided the outer boundary of K is a Jordan curve. This is
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very useful because it gives us a way to understand the equilibrium measure for the compact set K.
This is the content of the following result:
Theorem 1.2.2 (Totik, [71]). Let K be a compact set whose boundary is a Jordan curve and let φ
be the conformal map as described above. Then for any Borel measurable set E, it holds that
ωK(E) =
|φ(E)|
2pi
,
where | · | denotes arc-length measure on the unit circle ∂D.
Theorem 1.2.2 tells us that the equilibrium measure for the compact set K is the pull-back of
arc-length measure on the unit circle under the conformal map φ. Indeed, the injectivity of φ on ∂Ω
allows us to pull back any measure on ∂D to ∂Ω. Similarly, if one has a measure µ defined on ∂Ω,
one can push it forward to a measure φ∗µ on ∂D using the map φ. This is done by setting
(φ∗µ)(A) = µ(ψ(A))
for all measurable sets A ⊆ ∂D. We can integrate with respect to this measure by using the formula
∫
∂D
f(w)d(φ∗µ)(w) =
∫
∂Ω
f(φ(z))dµ(z)
for every f ∈ C(∂D). We can similarly take a measure ν on ∂D and push it to ∂Ω using ψ and obtain
the measure ψ∗ν. From our definitions, it is clear that φ∗(ψ∗ν) = ν and ψ∗(φ∗µ) = µ. Theorem
1.2.2 can then be recast in this notation to read
ωK = ψ∗ωD.
Furthermore, we can now determine the uniqueness of the balayage measure in Theorem 1.1.1.
Assume the hypotheses of that theorem and let ϕ be any conformal map from G to D. Since ∂G
was assumed to be a Jordan curve, we may extend ϕ continuously and injectively to all of G. Since
ν is given and we know νˆ exists, we have
∫
G
ϕ(z)kdν(z) =
∫
∂G
ϕ(z)kdνˆ(z)
for every k ∈ N0. Pushing the measure forward to ∂D using ϕ, we get∫
G
ϕ(z)kdν(z) =
∫
∂D
zkd(ϕ∗νˆ)(z).
In other words, the moments of ϕ∗νˆ are uniquely determined, and since the moments of a measure
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on ∂D determine the measure, we have established uniqueness of νˆ.
Just as Theorem 1.2.2 establishes a relationship between exterior conformal maps and equilib-
rium measures, there exists a similar relationship between arbitrary conformal maps and harmonic
measures. We first need the following definition:
Definitiion. Let G ( C be a simply connected domain and fix z0 ∈ G. The conformal map
ϕ : G→ D is called the canonical conformal map at z0 if ϕ(z0) = 0 and ϕ′(z0) > 0.
Given a Dirichlet Region G and a point z0 ∈ G, let ωG,z0 denote the harmonic measure for the
boundary of G at the point z0. Our result is the following:
Theorem 1.2.3. Let G ( C be a Jordan domain and a Dirichlet Region and fix any z0 ∈ G. Assume
further that ∂G is rectifiable and that ωG,z0 is mutually absolutely continuous with arc-length measure
on ∂G and has a continuous density function. If ϕ is the canonical conformal map at z0 then
dωG,z0(z) = |ϕ′(z)|
d|z|
2pi
, (1.2.1)
where d|z| is arc-length measure on ∂G.
Proof. Let χ denote the inverse map to ϕ. Theorem 1.2.1 implies χ can be extended to ∂D con-
tinuously. Let ω′
G,z0
be the derivative of ωG,z0 with respect to arc-length measure on ∂G. If f is a
continuous function on D that is harmonic on D then we get
∫
∂D
f(χ(z))
d|z|
2pi
= f(χ(0)) = f(z0) =
∫
∂G
f(w)dωG,z0(w) =
∫
∂G
f(w)ω′
G,z0
(w)d|w|. (1.2.2)
Taking the far right-hand side of (1.2.2) and setting w = χ(x), we get
∫
∂D
f(χ(x))ω′
G,z0
(χ(x))|χ′(x)|d|x|.
Therefore,
ω′
G,z0
(χ(x))|χ′(x)| = 1
2pi
for almost every x ∈ ∂D and hence for all such x by continuity. This is easily seen to be equivalent
to (1.2.1).
We know now that under very mild hypotheses we can extend the conformal map φ to the
boundary of Ω. Under stronger hypotheses, we can make a more powerful conclusion. The notions
of analytic Jordan curve and analytic region will be very important for us throughout this thesis, so
we take the time here to define them rigorously.
Definitiion. We define an analytic Jordan curve to be the image of ∂D under a map that is injective
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and analytic in a neighborhood of ∂D (see page 42 in [14]). If Γ is an analytic Jordan curve and G
is the bounded component of C \ Γ, then we say G is an analytic region.
It follows from a simple argument using the reflection principle that if Γ is an analytic Jordan
curve, then ψ can be univalently (that is, injectively and analytically) continued to be analytic on
the exterior of a disk of radius ρ˜ < 1.
Theorem 1.2.3 establishes a connection between canonical conformal maps and harmonic mea-
sures. The intuition derived from the Brownian Motion definition of harmonic measure suggests that
similar domains should have similar harmonic measures at a given point and hence similar canonical
conformal maps at that point. In other words, one expects the conformal maps to exhibit some kind
of continuity as a function of the domain.
To make this idea precise, we first need to define an appropriate notion of convergence of sets.
All of our notation will be consistent with the notation in [13]. Let {Dn}n∈N be a sequence of simply
connected domains, all of which contain 0 and none of which are equal to C. Let fn be the conformal
map from D to Dn satisfying fn(0) = 0 and f ′n(0) > 0. If 0 is an interior point of the intersection
of the domains Dn then we define the kernel D of {Dn}n∈N to be the largest open subset with the
property that every compact subset of D is contained in all but finitely many of the domains Dn.
If 0 is a boundary point of the intersection of the domains Dn then we define the kernel to be {0}.
The sequence {Dn}n∈N is said to converge to its kernel D if every subsequence has the same kernel.
The result we need is the following (see Theorem 3.1 in [13]):
Carathe´odory Convergence Theorem. With the above notation, {fn}n∈N converges uniformly
on compact subsets of D to a function f if and only if {Dn}n∈N converges to its kernel D. In the case
of convergence there are two cases. If D = {0}, then f = 0. If D 6= {0} then D is a simply connected
domain, f maps D to D conformally with f(0) = 0 and f ′(0) > 0, and {f−1n }n∈N converges to f−1
uniformly on each compact subset of D.
We will not prove the Carathe´odory Convergence Theorem here and we refer the reader to a
complete and straightforward proof presented in [13]. One important consequence of this result is
that if the domains Dn are nested with the closure of their union compact, then the conformal maps
converge to the conformal map of their union. Under some additional (but mild) assumptions on
the domains {Dn}n∈N, Snipes and Ward in [64] are able to prove convergence of the maps {fn}n∈N
uniformly on D.
1.3 Chebyshev and Faber Polynomials
In this section, we will explore two special sequences of polynomials. This first sequence we will
study is the sequence of Chebyshev polynomials and the second is the sequence of Faber polynomials.
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Each of these sequences is useful in applications for a particular reason. The Chebyshev polynomials
are defined by the fact that they have minimal supremum norm and so are useful as trial functions
when solving an extremal problem. The Faber polynomials are polynomial approximations to a
particular conformal map and hence serve as an analog for the monomials {zn}n≥0 for regions other
than the unit disk. We begin with a formal definition.
Definition. Let K ⊆ C be a compact and infinite set. The nth Chebyshev polynomial is the unique
monic polynomial Tn of degree n satisfying
‖Tn‖L∞(K) = min
{‖Q‖L∞(K) : Q = zn + lower order terms} .
Basic compactness results imply that the minimum in the definition of Tn is actually attained
and a simple argument using the triangle inequality implies the minimizer is unique (though we
must assume K is infinite for this to be true). Computing the Chebyshev polynomial explicitly
for an arbitrary compact set K is in general a very difficult problem. However, it is known that
limn→∞ ‖Tn‖1/nL∞(K) = cap(K) (see Theorem III.3.1 in [50]). Let us consider some examples.
Example. If K = D, then Tn(z) = zn. This is an easy consequence of the uniqueness of the degree
n Chebyshev polynomial.
Example. If K = [−1, 1], then the Chebyshev polynomials are given by the formula
Tn(x) =
1
2n
[(
x+
√
x2 − 1
)n
+
(
x−
√
x2 − 1
)n]
, (1.3.1)
which is in fact a polynomial. It is often the case that if one refers to the Chebyshev polynomials
without reference to a compact set, then it is understood to be this particular sequence of Chebyshev
polynomials.
Now we turn our attention to Faber polynomials. Let K be a compact and simply connected set
that is not equal to a single point and let Ω = C \K. As in Section 1.1, φ will denote the conformal
mapping from the region Ω to the complement of the closed unit disk in the extended plane. The
injectivity of φ implies that its Laurent expansion around infinity can be written as
φ(z) = ξ−1z + ξ0 +
ξ1
z
+
ξ2
z2
+ · · · .
We then define the degree n Faber polynomial as the polynomial part of φn and denote it by Fn(z).
More precisely, we can write
φ(z)n = Fn(z) + `n(z),
where Fn(z) is a polynomial and `n(∞) = 0. The leading coefficient of Fn is ξn−1. It will be important
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for us that ξ−1 = cap(K)−1.
One can also use alternative methods and formulas to characterize the Faber polynomials (see
[35]). For example, let ψ : C \ D → Ω be the conformal map that is inverse to φ. One may also
define the Faber polynomials using a generating function and the formula
ψ′(w)
ψ(w)− z =
∞∑
n=0
Fn(z)
wn+1
. (1.3.2)
If we let
Γr = {ψ(z) : |z| = r} (1.3.3)
(for appropriate r > 0), then if z lies interior to Γr, a simple application of the Cauchy Integral
Formula yields
Fn(z) =
1
2pii
∮
{|t|=r}
tnψ′(t)
ψ(t)− z dt. (1.3.4)
If z lies exterior to Γr, then (1.3.4) and the Residue Theorem imply
Fn(z) = φ(z)n +
1
2pii
∮
{|t|=r}
tnψ′(t)
ψ(t)− z dt. (1.3.5)
Equation (1.3.5) easily implies that if {z : |z| = r} is inside the domain of ψ then all of the
accumulation points of zeros of {Fn}n∈N are inside Γr. Furthermore, as mentioned in Section 1.2, if
∂Ω is an analytic Jordan curve, then it is well-known that the map ψ can be univalently extended
to the exterior of a disk with radius ρ˜ smaller than 1. In this case, formula (1.3.5) remains true if
we take as our contour {|z| = r} for any r > ρ˜. It easily follows from this that if ∂Ω is an analytic
Jordan curve, then in the region {z : |z| > ρ > ρ˜}, one has
Fn(ψ(z)) = zn +O(ρn), (1.3.6)
where the implied constant is independent of z for z in this region. It is in this sense that the
sequence {Fn}n≥0 is a suitable analog of {zn}n≥0 for regions other than the unit disk.
Equation (1.3.6) impies that in the closed region Ω, the functions Fn(z) − φ(z)n converge uni-
formly to 0. This is often a convenient property to exploit in applications and occurs under even
more general circumstances. In [17], Geronimus lists several conditions on the boundary of Ω that
imply this convergence property holds – analyticity of the boundary being one of them (see also [42]).
One meaningful consequence of this property is the conclusion that ‖Fn‖L∞(K) → 1 as n→∞.
Let us consider some examples:
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Example. Let K = D. In this case φ(z) = z and so Fn(z) = zn for every n ∈ N0.
Example. Let K = [−2, 2] so that φ(z) = 12 (z+
√
z2 − 4). It is an easy exercise using the binomial
theorem to show that (
z +
√
z2 − 4
2
)n
+
(
z −√z2 − 4
2
)n
(1.3.7)
is a polynomial in z, while the Laurent expansion of 12 (z −
√
z2 − 4) contains only negative powers
of z. Therefore, (1.3.7) is the expression for the Faber polynomial Fn corresponding to [−2, 2].
However, we recall from (1.3.1) that (1.3.7) is also equal to 2nTn(z/2) where Tn is the degree n
Chebyshev polynomial for [−1, 1]. Therefore – just as in the case of the unit disk – the Faber
polynomials and Chebyshev polynomials are the same for the interval [−2, 2].
Example. This example is based on Example 3.8 in [35]. Fix m ∈ N and let K = {z : |zm−1| ≤ 1}
(a lemniscate). In this case φ(z)m = zm − 1 so if j ∈ N0 and ` ∈ {0, . . . ,m− 1}, then
Fmj+`(z) =
j∑
k=0
(−1)k
(
j + `/m
k
)
zs(j−k)+`,
where
(
a
b
)
stands for the generalized binomial coefficient Γ(a + 1)Γ(b + 1)−1Γ(a − b + 1)−1. This
immediately implies Fkm(z) = (zm − 1)k for all k ∈ N.
Further examples of Faber polynomials with explicit formulas can be found in [25].
By using the generating function (1.3.2), one can define generalized Faber polynomials, which we
denote by Fn(z; g), where g : Ω → C is an analytic function satisfying g(∞) > 0. In this case, one
has
g(ψ(w))ψ′(w)
ψ(w)− z =
∞∑
n=0
Fn(z; g)
wn+1
so that Fn(z) = Fn(z; 1). We will not use generalized Faber polynomials to prove any of our new
results, but they are an essential ingredient in many proofs in [37, 68]. Further properties of Faber
polynomials are discussed in [9, 35].
1.4 The Szego˝ Function
To prove many of our results, we will need to treat certain equalities as two simultaneous inequalities
and prove each inequality separately. We will often use the extremal property to derive an upper
bound on ‖Pn(z;µ, q)‖Lq(µ). To obtain a lower bound, we will often use inequalities concerning the
measure or subharmonicity of certain functions. The key will be to use well-known results from the
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theory of Hq spaces to realize the absolutely continuous part of a measure µ as the boundary values
of the absolute value of an analytic function, often called the Szego˝ function, which was introduced
in [69].
The Szego˝ function will take on different forms in different settings. One common form will
be the function that we denote S(z), which is defined on C \ D and is useful in the context of
OPUC. However, in order to define S(z), we need to make some assumptions about the measure in
question. As just indicated, the function S(z) will depend only on the absolutely continuous part of
the measure µ, so we will require the measure µ to have an absolutely continuous component, but
we must assume even more. For a measure µ defined on the unit circle, we can analogously define
a measure on [0, 2pi) (which we also call µ) and write
dµ(θ) = w(θ)
dθ
2pi
+ dµs(θ), (1.4.1)
where dµs is singular with respect to the linear Lebesgue measure on [0, 2pi) and w(θ) is the Radon-
Nikodym derivative of µ, which we may also denote by µ′(θ). To define the Szego˝ function, we
require
∫ 2pi
0
log(w(θ))
dθ
2pi
> −∞. (1.4.2)
We refer to (1.4.2) as the Szego˝ condition and any measure for which (1.4.2) holds will be called a
Szego˝ measure on the unit circle. For reasons discussed in [22], if (1.4.2) holds we will also say µ has
finite entropy. Since log(x) < x for all x > 0, the finiteness of µ implies that the integral in (1.4.2)
cannot diverge to +∞, so (1.4.2) is equivalent to saying log(w(θ)) ∈ L1( dθ2pi ).
Before we define the Szego˝ function, we must define some notation that we will retain throughout
this work. For any q ∈ (0,∞), we say that a function f is in the Hardy space Hq(D) if it is analytic
in the unit disk and
lim
r→1−
(∫ 2pi
0
|f(reiθ)|q dθ
2pi
)1/q
<∞. (1.4.3)
We call the limit in (1.4.3) the Hq-norm of f and denote it by ‖f‖Hq(D). We say that a function g
is in the Hardy space Hq(C \ D) if f(z) = g(1/z) ∈ Hq(D) (as in [19]) and define
‖g(z)‖Hq(C\D) = ‖g(1/z)‖Hq(D) = lim
r→1+
(∫ 2pi
0
|g(reiθ)|q dθ
2pi
)1/q
.
We refer the reader to the references [12, 47] for more information on the Hardy spaces Hq.
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Now, for a Szego˝ measure µ on ∂D, we define the function S(z) as follows:
S(z) = exp
(
− 1
4pi
∫ 2pi
0
log(µ′(θ))
eiθ + z
eiθ − z dθ
)
, |z| > 1, (1.4.4)
which is analytic in the region C\D. If we want to make the dependence on µ explicit, we will write
S(z;µ). The importance for us comes from the following result, which is contained in Theorem 2.4.1
in [56]:
Theorem 1.4.1 ([56], pg. 144). Let S(z) be defined as in (1.4.4). Then
1. S(z) is analytic and nonvanishing in C \ D.
2. S(z) lies in the Hardy Space H2(C \ D).
3. limr→1+ S(reiθ) = S(eiθ) exists for Lebesgue almost every θ ∈ [0, 2pi] and
|S(eiθ)|2 = µ′(θ). (1.4.5)
Proof. The theorem is proven using a short argument from [56], which we reproduce here. The
property (1) is two statements. The analyticity is obvious while the fact that it is nonvanishing in
C\D follows from the fact that it is the exponential of a function with finite real part for each z 6∈ D.
We will prove properties (2) and (3) at the same time. If log(µ′(θ)) is bounded, then
|S(reiθ)|2 = exp
(∫ 2pi
0
log(µ′(t))
r2 − 1
|eit − reiθ|2
dt
2pi
)
.
We recognize this as the exponential of the Poisson extension of log(µ′) to C \ D. Therefore,
limr→1+ |S(reiθ)|2 = µ′(θ) and since log(µ′) is bounded, Dominated Convergence shows that S ∈ H2.
If log(µ′) is not bounded, then a simple double approximation argument proves the general result
whenever µ is a Szego˝ measure.
When we consider the polynomials Pn(z;µ, q) in Section 3.2, it will be convenient to generalize
our definition of the Szego˝ function by defining
S(z; q) = exp
(
− 1
2qpi
∫ 2pi
0
log(µ′(θ))
eiθ + z
eiθ − z dθ
)
, |z| > 1. (1.4.6)
In this case, the proof of Theorem 1.4.1 shows that S(·; q) ∈ Hq(C \ D) and |S(eiθ)|q = µ′(θ).
The Szego˝ function can also appear in the context of measures supported on curves other than
the unit circle. If G is an analytic region and µ is supported on ∂G, we let w(z) = dµ(z)/d|z| be
the Radon-Nikodym derivative of µ with respect to arc-length measure on ∂G. Let ϕ : G → D be
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any conformal bijection and let its inverse be denoted by χ. If
1
2pii
∫ 2pi
0
log(w(χ(eiθ)))
dθ
2pi
> −∞,
then for any q ∈ (0,∞) we define (as in [34])
∆q(z) = exp
(
1
2qpii
∮
∂G
log(w(ζ))
1 + ϕ(ζ)ϕ(z)
ϕ(ζ)− ϕ(z) ϕ
′(ζ)dζ
)
, z ∈ G. (1.4.7)
The argument in the proof of Theorem 1.4.1 can be easily adapted to this setting to show that
∆q(z) ∈ Hq(G) (see Chapter 10 in [12] for a discussion of Hq spaces for regions other than the
unit disk) and |∆q(z)|q = w(z) for almost every z ∈ ∂G with respect to arc-length measure. In the
special case G = D and q = 2, the function ∆2(z) is the function D(z) used throughout [56, 57].
1.5 The Keldysh Lemma
Recall that the polynomial Pn(z;µ, q) is defined in terms of an extremal property for a particular
integral. Consequently, it is often the case that the asymptotic behavior of Pn(z;µ, q) must be
determined by the behavior of the corresponding integral. The situation is not dire since convergence
in the space Hq(D) is determined by the behavior of an integral and is stronger than pointwise
convergence in D. Therefore, if one wants pointwise asymptotics of Pn(z;µ, q), it is useful to have a
general convergence criterion that can be applied to functions in Hq(D).
Fortunately, such a result exists, and is known as the Keldysh Lemma (see [19]). This result tells
us that a sequence {fn}n∈N converges in Hq(D) whenever the norms {‖fn‖Hq}n∈N and the values
at zero {fn(0)}n∈N converge to the same limit. In the case q = 2, this is a triviality because of the
isometry between H2(D) and `2(N0) realized by the Taylor coefficients. It is not as easy to see that
the result holds for all q, but it does and we will prove it in this section. The Keldysh Lemma was
applied to obtain orthogonal polynomial asymptotics in [19] and we will use it in several places in
this thesis, including in Chapter 3. Additionally, Theorem 3.3.2, which is the key to many of our
relative and ratio asymptotic results in Chapter 3, will be reminiscent of the Keldysh Lemma.
We begin with a statement of the result.
Keldysh Lemma. Let q ∈ (0,∞) be fixed and suppose {fn}n∈N is a sequence of functions in Hq(D)
with boundary values fn(eiθ). If fn(0) → 1 and ‖fn‖Hq → 1 as n → ∞, then fn → 1 in Hq as
n→∞.
The remainder of this section will be devoted to the proof of this result. We begin with a
discussion of the simplest case, namely q = 2. This case is especially simple because g ∈ H2 if and
only if the Taylor coefficients of g around 0 are in `2(N0) (see Theorem 17.12 in [47]) and in fact the
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H2 norm of g is the same as the `2 norm of its Taylor coefficients. Let us write
fn(z) =
∞∑
j=0
a
(n)
j z
j .
We are assuming a(n)0 → 1 and
∑∞
j=0 |a(n)j |2 → 1. Therefore,
∑∞
j=1 |a(n)j |2 → 0, which is equivalent
to saying the H2 norm of fn − 1 converges to 0, which concludes the proof in the case q = 2.
The proof for arbitrary q ∈ (0,∞) comes in two steps. The first step is to show that fn → 1
uniformly on compact subsets of D and the second step is to show that this and the convergence
of norms (to the same limit) implies convergence in Hq. We begin with a lemma showing that
convergence in Hq implies uniform convergence on compact subsets (note that the following lemma
does not take the qth power of ‖f‖Hq as is done in [19]).
Lemma 1.5.1 (Kaliaguine, [19]). Let K ⊆ D be a compact set. There exists a constant CK such
that for all f ∈ Hq(D) one has
sup
K
|f(z)| ≤ CK‖f‖Hq .
Proof. If q ≥ 1, we may apply Jensen’s inequality. Indeed, if t < 1 and K ⊆ {z : |z| < t}, then
uniformly for z ∈ K we calculate
|f(z)|q ≤
∣∣∣∣∣ 12pii
∮
{|z|=t}
f(ζ)
ζ − z dζ
∣∣∣∣∣
q
≤ CqK
∫ 2pi
0
|f(teiθ)|q dθ
2pi
.
Since this last integral is increasing in t (see Theorem 17.8 in [47]), we may further bound this by
‖f‖qHq as desired.
For arbitrary q ∈ (0,∞), we define fr(z) = f(rz) for r ∈ (0, 1) and let gr be the harmonic
extension of |fr|q to D, that is,
gr(z) =
∫ 2pi
0
|fr(eiθ)|q 1− |z|
2
|eiθ − z|2
dθ
2pi
.
We clearly have
sup
K
|gr(z)| ≤ CqK‖fr‖qHq (1.5.1)
by the uniform boundedness of the Poisson Kernel on compact subsets of the disk. Let us now write
fr(z) = Br(z)hr(z) where Br is a Blaschke product and hr is nonvanishing. Then
gr(z) =
∫ 2pi
0
|fr(eiθ)|q 1− |z|
2
|eiθ − z|2
dθ
2pi
≥
∣∣∣∣∫ 2pi
0
hr(eiθ)q
1− |z|2
|eiθ − z|2
dθ
2pi
∣∣∣∣ = |hr(z)|q
since hqr is analytic in D. Now, hr(z)Br(z) = f(rz) so |hr(z)| ≥ |f(rz)| and hence gr(z) ≥ |f(rz)|q.
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Combining this with (1.5.1) and noting that CK is independent of r, we get
|f(rz)|q ≤ CqK‖fr‖qHq
for each r < 1. Sending r to 1 gives the desired result.
Lemma 1.5.1 tells us that the sequence {fn}n∈N as in the statement of the Keldysh Lemma is
uniformly bounded on compact subsets of D and hence forms a normal family. Let f be a limit –
which exists by Montel’s Theorem – and let N ⊆ N be a subsequence so that fn converges to f
uniformly on compact sets as n → ∞ through N . It is clear that f(0) = 1. Since the convergence
is uniform on compact subsets, then for every r < 1 we calculate
∫ 2pi
0
|f(reiθ)|q dθ
2pi
= lim
n→∞
n∈N
∫ 2pi
0
|fn(reiθ)|q dθ2pi ≤ limn→∞
n∈N
‖fn‖qHq = 1
and so f ∈ Hq and ‖f‖Hq = 1. This and the fact that f(0) = 1 easily imply that f ≡ 1.
Furthermore, since the same reasoning can be applied to any subsequence of {fn}n∈N, we conclude
fn → 1 uniformly on compact subsets of D.
The next lemma shows that we can deduce the desired convergence in Lq(∂D).
Lemma 1.5.2 (Duren, [12] pg. 21). Suppose {gn}n∈N is a sequence in Lq(∂D) and g ∈ Lq(∂D) is
such that gn converges to g almost everywhere and ‖gn‖Lq → ‖g‖Lq . It follows that gn → g in Lq.
We include Duren’s proof so as to provide here a complete proof of the Keldysh Lemma.
Proof. For a measurable set E ⊆ ∂D, let Jn(E) =
∫
E
|gn(eiθ)|q dθ2pi and J(E) =
∫
E
|g(eiθ)|q dθ2pi . Let
Y = ∂D \ E. Then
J(E) ≤ lim inf
n→∞ Jn(E) ≤ lim supn→∞ Jn(E) ≤ limn→∞ Jn(∂D)− lim infn→∞ Jn(Y ) ≤ J(∂D)− J(Y ) = J(E),
which shows Jn(E)→ J(E) for every E.
Given  > 0, choose E ⊆ ∂D so that J(Y ) < . Choose δ > 0 so that J(Q) <  for every Q ⊆ E
satisfying |Q| < δ. By Egorov’s Theorem, there exists a set Q ⊆ E of measure less than δ such that
gn → g uniformly on E′ = E \Q. Therefore,∫
∂D
|gn − g|q d|z|2pi =
∫
Y
|gn − g|q d|z|2pi +
∫
Q
|gn − g|q d|z|2pi +
∫
E′
|gn − g|q d|z|2pi
≤ 2q(Jn(Y ) + J(Y ) + Jn(Q) + J(Q)) +
∫
E′
|gn − g|q d|z|2pi .
The last integral tends to 0 as n→∞ by the uniform convergence on E′. Also, we know Jn(Y )→
J(Y ) and Jn(Q) → J(Q) as n → ∞ and J(Y ) and J(Q) are both less than . Since  > 0 was
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arbitrary, we get the desired result.
We now conclude the proof of the Keldysh Lemma with the following special case of a theorem
from [3].
Theorem 1.5.3 ([3]). Suppose q ∈ (0,∞) and {fn}n∈N is a sequence of functions in Hq(D) satis-
fying limn→∞ ‖fn‖Hq = 1 and for all z ∈ D we know limn→∞ fn(z) = 1 where the convergence is
uniform on compact subsets of D. Then fn → 1 in Hq(D).
Proof. Our proof is based on ideas presented in [3]. If q ∈ (1,∞), the result is easily obtained by
noting that
lim
n→∞
∥∥∥∥fn + 12
∥∥∥∥
Hq
= 1
and so the uniform convexity of the norm implies
lim
n→∞
∥∥∥∥fn − 12
∥∥∥∥
Hq
= 0
as desired.
If q ∈ (0, 1], then we again divide the proof into two cases. First, we suppose fn(z) 6= 0 for any
n ∈ N and any z ∈ D. Let s be any real number in (0, q) so that s−1 ∈ N. In this case, we may
define fs/2n , which is an analytic function. The Ho¨lder inequality shows that f
s/2
n ∈ H2(D) and since
f
s/2
n (0) → 1, a simple calculation shows ‖fs/2n ‖H2 → 1. By our previous discussion, we know that
f
s/2
n converges to 1 in H2. By Theorem 3.12 in [47], we know that there is a subsequence N ⊆ N so
that fs/2n (eiθ) converges to 1 almost everywhere as n→∞ through N , which in turn implies fn(eiθ)
converges to 1 almost everywhere as n→∞ through N (since 2s−1 ∈ N). Lemma 1.5.2 then implies
fn → 1 in Lq(∂D) and hence in Hq(D) (see Theorem 17.11 in [47]) as n → ∞ through N . Since
this reasoning can be applied to any subsequence of the functions {fn}n∈N, we conclude fn → 1 in
Hq(D) as claimed.
The final step is to consider the case when 0 < q ≤ 1 and fn is allowed to have zeros in D. In
this case, we write fn = Bnhn where Bn is a Blaschke product and hn is nonvanishing and satisfies
‖hn‖Hq = ‖fn‖Hq . By Lemma 1.5.1, the families {hn}n∈N and {Bn}n∈N are normal. Therefore, our
above arguments imply there exists a subsequenceN ∈ N so that limn∈N hn = h and limn∈N Bn = B
uniformly on compact subsets of D with B, h ∈ Hq, Bh = 1, and ‖h‖Hq ≤ 1. Clearly ‖B‖L∞ ≤ 1,
so
‖h‖Hq ≤ 1 = ‖Bh‖Hq ≤ ‖h‖Hq ,
so ‖h‖Hq = 1. However, |h(0)| ≥ 1 so we must have h ≡ 1 ≡ B. Our previous considerations imply
that hn → 1 in Hq. Furthermore, we have shown Bn → 1 uniformly on compact subsets of D as
n → ∞ through N . Combining this with the fact that ‖Bn‖L∞(D) ≤ 1 shows that ‖Bn‖H2 → 1 as
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n→∞ through N so our previous considerations imply we have convergence in H2. Now we apply
Theorem 3.12 in [47] again to conclude there is a subsequence N ′ ⊆ N so that hn(eiθ) → 1 and
Bn(eiθ)→ 1 almost everywhere as n→∞ through N ′. This means fn(eiθ)→ 1 almost everywhere
as n→∞ through N ′, which by Lemma 1.5.2 implies we have Hq convergence as n→∞ through
N ′. Since the same reasoning can be applied to any subsequence of the functions {fn}n∈N, we get
the desired conclusion.
The Keldysh Lemma tells us that if we have a sequence of functions that converges at a particular
point and the norms of those functions converge in the space Lq(∂D, dθ2pi ) to the same limit, then
in fact we have convergence in the space Hq. A variant of this theme will be prominent when we
discuss our new results concerning ratio and relative asymptotics in Sections 3.3.2, 3.3.3, and 3.3.4.
Furthermore, the map z → z−1 induces a bijection between Hq(D) and Hq(C \ D) in such a way
that we can easily adapt the results of this section to the setting of Hq(C\D). Namely, if a sequence
{fn}n∈N in Hq(C \D) satisfies fn(∞)→ 1 and ‖fn‖Hq(C\D) → 1 as n→∞, then fn → 1 as n→∞
in Hq(C \ D).
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Chapter 2
Overview of Polynomial
Asymptotics
“Those who cannot remember the past are condemned to repeat it.”
– George Santayana
In this chapter, we will motivate and introduce the problems that we will tackle in Chapter
3. Many of these problems are motivated by well-known theorems in the subject of OPUC and
OPRL that we wish to adapt to more general settings. A prominent theme in this chapter will be
to precisely state these known results so that we may draw meaningful comparisons to them in later
sections.
We begin our exposition in Section 2.1 with a brief summary of some basic properties of OPUC
and OPRL. In Section 2.2, we will discuss regularity and some associated ideas from potential theory.
In Section 2.3, we will state Szego˝’s Theorem on the unit circle and explore some consequences
and generalizations of this important result. We then turn to Bergman polynomials in Section
2.4, which are polynomials that are orthogonal with respect to area measure on a domain. Our
discussion of Bergman polynomials will include one of the most important applications of Bergman
polynomials, which is the Bergman Kernel method for numerically approximating conformal maps.
We will discuss this method in Section 2.6 and state some of the key results. In Section 2.5 we
define Christoffel functions and the associated minimization problem and describe the relationship
between the solution to this problem and orthogonal polynomials. Our focus in Section 2.7 will be on
ratio asymptotic results while we will discuss a related phenomenon in Section 2.8 when we consider
relative asymptotics. Finally, in Section 2.9 we will examine the problem of finding the weak limit
points of the measures {|pn(z;µ, 2)|2dµ(z)}n≥0, which we call the weak asymptotic measures.
Throughout this chapter, we will write pn(z;µ) for pn(z;µ, 2).
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2.1 OPUC and OPRL: A Brief Introduction
Any discussion of the history of orthogonal polynomials must begin with the classical settings of
the unit circle and the real line. Our exposition here will be very brief and we refer the reader
to the references [38, 56, 57, 63, 69] for extensive background and additional results on this topic.
Of central importance to the theory of both OPUC and OPRL is the existence of a finite term
recurrence relation satisfied by the orthonormal polynomials. If µ is is a probability measure on a
compact subset of the real line, then there are two bounded sequence {an}n∈N and {bn}n∈N such
that
xpn(x;µ) = an+1pn+1(x;µ) + bn+1pn(x;µ) + anpn−1(x;µ). (2.1.1)
For each n ∈ N it is true that an > 0 and bn ∈ R. These sequences are often called the recursion
coefficients or Jacobi parameters for the measure µ. If µ is a probability measure on the unit circle,
then there is a sequence of complex numbers {αn}n≥0 such that
pn+1(z;µ) =
1√
1− |αn|2
(zpn(z;µ)− αnp∗n(z;µ)) , (2.1.2)
where p∗n(z;µ) = z
npn(z¯−1;µ). For each n ∈ N0 it is true that αn ∈ D. The numbers {αn}n≥0 have
many names in the literature, including recursion coefficients, Verblunsky coefficients, and Schur
parameters. Furthermore, there is an inverse Szego˝ recursion:
zPn(z;µ) =
Pn+1(z;µ) + αnP ∗n+1(z;µ)
1− |αn|2 . (2.1.3)
Since αn = −Pn+1(0;µ), (2.1.3) allows us to recover the Verblunsky coefficients α0, . . . , αn if we are
given Pn+1(·;µ).
The existence of the recurrence relation (2.1.1) enables one to prove Favard’s Theorem, which
asserts that there is a bijection between pairs of bounded sequences {an, bn}n∈N ⊆ (0,∞)N × RN
and compactly supported probability measures on the real line with infinite support. Similarly, the
relation (2.1.2) allows one to establish Verblunsky’s Theorem, which states that there is a bijection
between DN and probability measures on the unit circle with infinite support. A key step in one
approach to proving both Favard’s Theorem and Verblunsky’s Theorem is to use the recursion
coefficients to construct a particular operator, which is self-adjoint when we are given {an, bn}n∈N
and unitary when we are given {αn}n≥0. These operators are respectively called Jacobi matrices
and CMV matrices, and the measure corresponding to the recursion coefficients is realized as the
spectral measure of this operator. Since the correspondence between measures and sequences is
established through the use of the recursion coefficients, it should not be surprising then that there
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are many results relating properties of the measure to properties of the corresponding sequence(s)
(see for example [5, 7, 10, 22, 23, 32, 55, 56, 57, 61, 63, 66, 75] among many others).
In the classical settings of OPUC and OPRL, the orthonormal polynomials also enable one to
study the corresponding measure by providing a sequence of measures that approximate the measure
of orthogonality and are defined in terms of the orthonormal polynomials. In the case of OPUC,
the approximating measures – which we denote by µn – are defined by
dµn(eiθ) =
1
|pn+1(eiθ;µ)|2
dθ
2pi
. (2.1.4)
These measures are called the Bernstein-Szego˝ Approximating measures and are in fact probability
measures on the unit circle. Theorem 1.7.8 in [56] tells us that the measures {µn}n∈N converge
weakly to the measure µ as n → ∞. More precisely, if Q is a polynomial of degree at most n + 1
then
∫
∂D
Q(z)dµn(z) =
∫
∂D
Q(z)dµ(z).
Furthermore, it is trivial to see that pn+1(z;µn) = pn+1(z;µ) and so by (2.1.3), we conclude that
the Verblunsky coefficients α0, . . . , αn are the same for µ and µn and so in fact pm(z;µn) = pm(z;µ)
for all m ≤ n+ 1.
In the case of OPRL, there is more than one sequence of approximating measures, some of which
are discussed in [26, 28]. We will be interested in the measures defined by
dρn(x) =
1
pi(a2n+1p
2
n+1(x;µ) + pn(x;µ)2)
dx, (2.1.5)
which are analyzed in [59] where it is shown that the measures {ρn}n∈N converge weakly to the
measure µ as n→∞. It is well-known that the zeros of pn(x;µ) and pn+1(x;µ) strictly interlace for
OPRL (see Section 1.2.5 in [56]) so the denominator on the right-hand side of (2.1.5) is never zero.
As discussed in Section 2 in [59], it holds that
∫
R
x`dρn(x) =
∫
R
x`dµ(x), ` = 0, 1, . . . , 2n. (2.1.6)
Notice that for ` > 2n, the left-hand side of (2.1.6) is infinite. However, we can still construct the
orthonormal polynomials pm(z; ρn) for m ≤ n and we easily see that pm(z; ρn) = pm(z;µ) for all
m ≤ n.
We will continue to discuss OPRL and OPUC throughout this chapter and our exposition will
often make reference to the recurrence relations (2.1.1) and (2.1.2). In the Introduction, we men-
tioned some questions that will guide our investigation. In the remainder of this chapter, we will
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discuss some of these problems in more detail and state explicitly much of what is known about
these problems in the context of OPUC and OPRL.
2.2 Regularity
Recall that in (1.1.6), we said that a measure is called regular if the leading coefficients of its
corresponding orthonormal polynomials satisfy
lim
n→∞κ
−1/n
n = cap(supp(µ)).
For a measure µ with compact support supp(µ), we recall the notation ch(µ) for the convex hull
of the support of µ and we will let Pch(µ) denote the polynomial convex hull of the support of µ,
where the polynomial convex hull of a set X is defined as in [65] by
Pch(X) =
⋂
polynomials p 6= 0
{
z : |p(z)| ≤ ‖p‖L∞(X)
}
.
It is not difficult to see that if Ω is the unbounded component of C\supp(µ) then Pch(µ) = C\Ω (see
[65]). If K is a compact set, then a measure µ is said to be regular on K if µ is regular, supp(µ) ⊆ K,
and the boundary of Pch(K) is contained in supp(µ). Generally speaking, a measure is regular if
it is sufficiently dense near the support of the equilibrium measure for supp(µ). There are many
ways to understand what is meant by “sufficiently dense” and we will discuss some of them in this
section.
As a motivating example, consider the case when µ is area measure on the unit disk. Let {Qn}n∈N
be a sequence of polynomials satisfying deg(Qn) ≤ n. Suppose also that lim infn→∞ ‖Qn‖1/nL∞(D) =
α > 1. In this case, for any Λ ∈ (1, α) it is true that for every sufficiently large n there is a zn ∈ ∂D
so that |Qn(zn)| = ‖Qn‖L∞(D) > Λn. Bernstein’s Theorem (see Theorem 2.2.5 in [56]) tells us that
|Qn(z)| ≥ Λn/2 for all z ∈ {w : |w − zn| ≤ (100n)−1, |w| ≤ 1}. Therefore, lim inf ‖Qn‖1/nL2(µ) ≥ Λ
and since this is true for every Λ ∈ (1, α), we get lim inf ‖Qn‖1/nL2(µ) = α. One might guess that
this phenomenon always occurs, namely that if a sequence of polynomials has L∞-norm growing
exponentially quickly, then the L2(µ)-norms must grow exponentially quickly and at the same rate.
This is in fact not always the case, but when it is, we call the measure regular. The result is the
following:
Theorem 2.2.1 (Stahl & Totik, [65] pg. 66). A measure µ is regular if and only if for every
sequence of nonzero polynomials {Qn}n∈N satisfying deg(Qn) ≤ n we have
lim sup
n→∞
( |Qn(z)|
‖Qn‖L2(µ)
)1/n
≤ egΩ(z;∞)
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locally uniformly for z ∈ C.
Remark. Our use of the phrase “locally uniformly” is the same as in [65], i.e., for every z ∈ C and
sequence {zn}n∈N converging to z, we have
lim sup
n→∞
( |Qn(zn)|
‖Qn‖L2(µ)
)1/n
≤ egΩ(z;∞).
Now we will consider some conditions on a measure that imply regularity. In keeping with
the above observations, all of these conditions will imply some amount of density near the outer
boundary of the measure’s support. First we need to define the notion of a carrier of a measure.
Definition. A carrier of a measure µ is a measurable set X such that µ(C \X) = 0.
We call a measure µ an Ullman measure if for every carrier X of µ it is true that
cap(X ∩ supp(µ)) = cap(supp(µ)).
Now we can state our first regularity criterion.
Proposition 2.2.2 (Stahl & Totik, [65] pg. 102). If µ is an Ullman measure, then µ is regular.
A condition equivalent to being an Ullman measure is known asWidom’s criterion and is satisfied
if for any carrier C of µ, there exists a sequence of compact sets {Xn}n∈N (possibly depending on
C) such that ωXn(C)→ 1 and cap(Xn)→ cap(supp(µ)) as n→∞.
Proposition 2.2.3. Let µ be a measure on the unit disk of the form w(z)dA(z) where dA(z) is
area measure and w ∈ L1(dA) satisfies w(z) > 0 whenever |z| ∈ (1 − , 1) for some  > 0. Then µ
satisfies Widom’s criterion.
Proof. Fix a representative of the equivalence class w ∈ L1(dA) and also denote it by w. Let X be
a carrier of µ. It must be the case that X has full measure in the annulus {z : 1−  < |z| < 1} since
otherwise X would not be a carrier of µ. Therefore, without loss of generality we may assume w is
the characteristic function of this annulus.
Let Cr = {z : |z| = r} and suppose for contradiction that there is some r1 ∈ (1 − , 1) and
1 > 0 so that for almost every r ∈ (r1, 1) one has |X ∩Cr|r < 1− 1 (here | · |r denotes normalized
arc-length measure on Cr). This clearly contradicts the fact that X is a carrier of µ, so we can find
a sequence of circles {Crn}n∈N such that limn→∞ rn = 1 and |X ∩ Crn |rn → 1 as n → ∞, which
means µ satisfies Widom’s criterion.
There are various other criteria that imply regularity and some of them are listed in Section 4.2
in [65]. One of the weakest such conditions is known as condition Λ∗ and is satisfied precisely when
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there exists a constant L > 0 such that
lim
r→0
cap
({
z : µ ({w : |w − z| < r}) ≥ rL}) = cap(supp(µ)).
The relevant result is the following:
Theorem 2.2.4 (Stahl & Totik, [65] pg. 109). If every point in the boundary of Pch(µ) is a regular
point with respect to the Dirichlet problem in C \ Pch(µ), then criterion Λ∗ implies µ is regular.
The condition of regularity has many important consequences. As mentioned in Section 1.1, it is
a necessary and sufficient condition for root asymptotics of the orthonormal polynomials. It also has
important implications for the location of the zeros of the orthonormal polynomials. If νn denotes
the normalized zero counting measure for the polynomials pn(z;µ) (that is, the measure with a point
mass of weight n−1 at each zero of pn(z;µ)) and we let νˆn denote its balayage onto the unbounded
component of C \ Pch(µ), then the regularity of µ implies that the measures νˆn converge weakly to
the equilibrium measure for supp(µ) as n → ∞ (see Theorem 3.6.1 in [65]). If Pch(µ) has empty
interior, then the weak convergence of νn to the equilibrium measure for supp(µ) is in fact equivalent
to regularity provided every carrier of µ has capacity bounded away from 0 (see Theorem 3.1.4 in
[65]). In Section 3.3 we will observe some further consequences of regularity.
2.3 Szego˝’s Theorem
One of the motivations for the present body of work is to explore generalizations of Szego˝’s Theorem
on the unit circle. This is a very profound result, several proofs of which are presented in Chapter
2 of [56]. The result can be stated as follows:
Szego˝’s Theorem. If µ is a probability measure on the unit circle, then
lim
n→∞κ
−1
n = exp
(
1
4pi
∫ 2pi
0
log(µ′(θ))dθ
)
= S(∞;µ).
Perhaps one of the deepest consequences of this result is given as Theorem 2.7.14 in [56], where
a large list of quantities related to orthogonal polynomials are (perhaps surprisingly) shown to be
equal. This theorem relates the limiting behavior of the monic orthogonal polynomial norms to
several other properties of the measure such as its entropy (see Section 2.3 in [56]) or the behavior of
the associated Christoffel functions (see Section 2.5 below). This list of equivalences invites one to
think about generalizations of Szego˝’s Theorem to settings where recursion coefficients do not exist.
One of the earliest generalizations was achieved in [17], where Geronimus generalized Szego˝’s
Theorem to the case of a sufficiently smooth Jordan curve Γ. His result can be stated as follows:
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Theorem 2.3.1 (Geronimus, [17]). Let µ be a finite measure on an analytic Jordan curve Γ where
cap(Γ) = 1. If φ∗µ is a Szego˝ measure on the unit circle and q ∈ (0,∞), then
lim
n→∞ ‖Pn(·;µ, q)‖
q
Lq(µ) = exp
(∫ 2pi
0
log((φ∗µ)′(θ))
dθ
2pi
)
. (2.3.1)
Before we proceed with the proof of Theorem 2.3.1, we need to make an observation. The
upper bound will be obtained using the extremal property, while for the lower bound we will invoke
subharmonicity of a particular integrand. This is simple enough when q ≥ 1 because every H1(C\D)
function is the Poisson integral of its boundary values (see Theorem 17.11 in [47]). However, some
care is required when 0 < q < 1. We simply note here that Theorem 17.11(c) in [47] combined with
a well-known Lq inequality (see page 74 in [47]) imply that if f ∈ Hq(C \ D), then
∫ 2pi
0
|f(eiθ)|q dθ
2pi
≥ |f(∞)|q. (2.3.2)
Now we are ready to prove Theorem 2.3.1. The proof we present here is essentially the same as the
proof from [17]. We present it here in english for the reader’s convenience.
Proof. We begin with the proof of the lower bound. By definition of φ∗µ, we have
‖Pn(·;µ, q)‖qLq(µ) =
∫
Γ
|Pn(z;µ, q)|qdµ(z) =
∫
∂D
|Pn(ψ(w);µ, q)|qd(φ∗µ)(w)
=
∫
∂D
∣∣∣∣Pn(ψ(w);µ, q)wn
∣∣∣∣q d(φ∗µ)(w)
≥
∫
∂D
∣∣∣∣Pn(ψ(w);µ, q)S(w;φ∗µ, q)wn
∣∣∣∣q d|w|2pi .
Now, notice that the integrand in this last expression is analytic in C\D and hence we are integrating
a subharmonic function around a circle. Therefore, (2.3.2) implies that we can bound this integral
from below by the value of the integrand at infinity. Since Γ has capacity 1, Pn(ψ(w);µ, q) grows
like wn at ∞, so we end up with
‖Pn(·;µ, q)‖qLq(µ) ≥ |S(∞;φ∗µ, q)|q = exp
(∫ 2pi
0
log((φ∗µ)′(θ))
dθ
2pi
)
,
which is the desired lower bound.
For the upper bound, we need to first recall a generalization of Szego˝’s Theorem. For any measure
ν, define the quantity
λn(z; ν, q) = inf
{∫
C
|Q(w)|qdν(w) : deg(Q) ≤ n , Q(z) = 1
}
(2.3.3)
and we also define λ∞(z;µ, q) = limn→∞ λn(z;µ, q) (the limit clearly exists as the limit of a non-
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increasing sequence of positive real numbers). We will discuss this object in greater detail later (see
Section 2.5). Its importance for us in this section is derived from Theorem 2.5.4 in [56], which tells
us the following:
Theorem 2.3.2 ([56]). If ν is supported on the unit circle, then
λ∞(0; ν, q) = S(∞; ν, q)q. (2.3.4)
We note here that the right-hand side of (2.3.4) is independent of q. The proof of Theorem
2.3.2 is in fact quite elementary and requires only two facts. The first is that for the case q = 2,
the polynomial P ∗n(z;µ, 2) = z
nPn(z¯−1, µ, 2) is the unique minimizer of λn(0; ν, q). The second
ingredient is the fact that P ∗n(z;µ, 2) has all of its zeros outside D, so (P ∗n(z;µ, 2))2/q is an analytic
function in a neighborhood of D and hence can be uniformly approximated by polynomials. These
two realizations make proving Theorem 2.3.2 quite simple, though Theorem 2.5.4 in [56] is, in fact,
much more general because it applies to λ∞(z; ν, q) for any z ∈ D.
Returning to the proof of the upper bound, recall that since Γ is an analytic Jordan curve, we
know Fn(z) − φ(z)n → 0 uniformly for z in the closure of the unbounded component of C \ Γ. To
see this, we use (1.3.5) to get
|Fn(z)− φ(z)n| ≤ 12pi
∫
{|z|=r}
∣∣∣∣ tnψ′(t)ψ(t)− z
∣∣∣∣ d|t|.
Analyticity of Γ implies we may take r < 1 in this integral and see that for z in the desired set we
in fact have convergence to 0 at an exponential rate.
As is often the case, we exploit the extremal property of Pn(·;µ, q) to derive an upper bound on
its norm. We know that Fn is a monic polynomial, so for any m ∈ N and any choice of constants
γ1, . . . , γm ∈ C we have
‖Pn(·;µ, q)‖qLq(µ) ≤
∫
Γ
∣∣∣∣∣∣Fn(z) +
m∑
j=1
γjFn−j(z)
∣∣∣∣∣∣
q
dµ(z)
=
∫
∂D
∣∣∣∣∣∣Fn(ψ(w)) +
m∑
j=1
γjFn−j(ψ(w))
∣∣∣∣∣∣
q
d(φ∗µ)(w)
=
∫
∂D
∣∣∣∣∣∣wn +
m∑
j=1
γjw
n−j
∣∣∣∣∣∣
q
d(φ∗µ)(w) + o(1)
=
∫
∂D
∣∣∣∣∣∣1 +
m∑
j=1
γjw
j
∣∣∣∣∣∣
q
d(φ∗µ)(w) + o(1)
= λm(0;φ∗µ, q) + o(1)
33
if we choose the constants γ1, . . . , γm correctly. Therefore,
lim sup
n→∞
‖Pn(·;µ, q)‖qLq(µ) ≤ λm(0;φ∗µ, q)
and since m ∈ N was arbitrary, the desired conclusion follows from Theorem 2.3.2.
Remark. The same proof works if Γ is any curve for which Fn − φn tends to zero uniformly on the
curve Γ and outside it. This is how Geronimus stated his result in [17], where he provides several
smoothness conditions on Γ that imply this convergence property holds.
Notice that in deriving the lower bound in Theorem 2.3.1, we only used the absolutely continuous
part of the measure µ (with respect to arc-length measure). Since this lower bound matches the
upper bound, we have proven the following:
Corollary 2.3.3. Under the assumptions of Theorem 2.3.1, if µsing is the component of µ that is
singular with respect to arc-length measure, then one has
lim
n→∞ ‖pn(·;µ, q)‖Lq(µsing) = 0.
Furthermore, in the proof of Theorem 2.3.1, we showed that
lim
n→∞
∥∥∥∥pn(ψ(z);µ, q)S(z;φ∗µ, q)zn
∥∥∥∥
Hq(C\D)
= 1, lim
n→∞
pn(ψ(z);µ, q)S(z;φ∗µ, q)
zn
∣∣∣∣
z=∞
= 1.
Therefore, the Keldysh Lemma (see Section 1.5 above) proves the following:
Theorem 2.3.4. If µ is as in Theorem 2.3.1, then
lim
n→∞
pn(ψ(z);µ, q)
zn
=
1
S(z;φ∗µ, q)
, |z| > 1
and the convergence is uniform on compact subsets of C \ D.
Theorem 2.3.4 gives a very clear picture of the behavior of the orthonormal polynomials when
the measure µ has sufficiently nice properties. The leading order behavior of the polynomials is
S(z)φ(z)n for an explicitly computable function S that is independent of the singular component of
the measure µ. This is precisely the kind of statement that we will try to make about orthonormal
polynomials whose measure of orthogonality has a more general support.
2.4 Bergman Polynomials
One of the main themes of this thesis is to study orthogonal polynomials in the most general
possible setting, in particular in settings where the orthonormal polynomials do not satisfy a finite
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term recurrence relation. The simplest and most natural such setting is when the measure is area
measure on a region of the plane. The corresponding orthonormal polynomials are called Bergman
polynomials. The earliest substantial results concerning Bergman polynomials were obtained by
Carleman in [6]. His main result can be stated as follows:
Theorem 2.4.1 (Carleman, [6]). Let G be a bounded region in the plane whose boundary is an
analytic Jordan curve. Let µ be area measure on G and suppose the conformal map ψ has a univalent
extension to the exterior of the circle of radius ρ˜ < 1. Then uniformly for z ∈ Ω we have
pn(z;µ) =
√
n+ 1
pi
φ′(z)φ(z)n
(
1 +O(
√
nρn1 )
)
, (2.4.1)
where ρ1 ∈ (ρ˜, 1) and the implied constant in the error term depends on ρ1.
Since Carleman’s paper [6], there have been many generalizations that have extended Carleman’s
result by either relaxing the smoothness conditions on the boundary of the region G (see [67]) or
allowing for more general measures (see [68]). A brief description of many such generalizations can
be found in the introduction to [68]. One of the strongest such results is the following, which is
Theorem 3.1 in [68]:
Theorem 2.4.2 (Suetin, [68]). Let G be a bounded region in the plane whose boundary is an analytic
Jordan curve having capacity 1. Let µ be the measure on G defined by h(z)dA(z) where dA(z) is
area measure on G and h(z) is Lipschitz continuous of order α < 1 on G. There is a function g(z),
which is analytic in C \G, so that if z 6∈ G then
pn(z;µ) =
√
n+ 1
pi
g(z)φ(z)n
(
1 +O
((
log(n)
n
)α/2))
,
where the implied constant may be chosen uniformly on compact subsets of C \G.
Due to the importance of Theorem 2.4.2, we will now sketch its proof (from [68]).
Sketch of proof of Theorem 2.4.2. Define the function
D(w) = exp
(
− 1
4pi
∫ 2pi
0
log(h(ψ(eiθ)))
eiθ + w
eiθ − wdθ
)
, |w| > 1
and define g(z) = φ′(z)D(φ(z))−1 for z ∈ C \ G. Let {qn}n∈N be a sequence of numbers that
monotonically increases to 1 so that {z : |z| = q1} is in the domain of ψ. Let Xn be the image of
{z : |z| = qn} under the map ψ and let Gn be the region bounded by Xn. If we define
g(z, qn) =
φ′(z)
D
(
φ(z)
qn
) ,
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then a key estimate is given by Lemma 3.1 in [68], which states
A(qn) := max
z∈G\Gn
h(z)|g(z, qn)|2
|φ′(z)|2 ≤ 1 +O[(1− qn)
α],
B(qn) := min
z∈G\Gn
h(z)|g(z, qn)|2
|φ′(z)|2 ≥ 1−O[(1− qn)
α].
In other words, the Lipschitz continuity of the weight function h enables is to use the same Szego˝
function D to approximate the weight up to an acceptable error.
A second key step is an analysis of the generalized Faber polynomial Bn(z, qm), which is the
polynomial part of g(z, qm)φ(z)n. It is a simple estimate to conclude that there is a constant C1 > 0
so that
|Bn(z, qm)| ≤ C1qnm, z ∈ Gm.
A more subtle estimate comes from equation (3.10) in [68], which tells us that there is a constant
C2 > 0 so that
|Bn(z, qm)− g(z, qm)φ(z)n| ≤ C2q
n
m log(n)
nα
, |z| ≥ qm.
With this estimate, it is a short argument using basic harmonic analysis techniques to show that
∫
G\Gm
∣∣∣∣Bn(z, qm)g(z, qm)
∣∣∣∣2 |φ′(z)|2dA(z) ≤ pin+ 1
(
1 +O
(
log(n)2
n2α
))
(see Lemma 3.2 in [68]).
Now we have the necessary estimates to finish the proof relatively easily. Let g0 = g(∞) so that
by the extremal property, we conclude
∫
G
h(z)|Pn(z;µ)|2dA(z) ≤
∫
G
h(z)
∣∣∣∣Bn(z, qn)g0
∣∣∣∣2 dA(z).
Therefore,
g20κ
−2
n ≤
∫
Gn
h(z)|Bn(z, qn)|2dA(z) +A(qn)
∫
G\Gn
∣∣∣∣Bn(z, qn)g(z, qn)
∣∣∣∣2 |φ′(z)|2dA(z)
≤ C1q2nn + (1 +O[(1− qn)α])
pi
n+ 1
[
1 +O
(
log(n)2
n2α
)]
.
Meanwhile
1 =
∫
G
h(z)|pn(z;µ)|2dµ(z) ≥ B(qn)
∫
G\Gn
∣∣∣∣pn(z;µ)g(z, qn)
∣∣∣∣2 dA(z).
Now we make the change of variables z = ψ(w) and switch to polar coordinates (w = reiθ). For
each fixed r, the angular integral is the integral of the absolute value of an H2 function around its
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boundary circle, so we bound this integral from below by the value at infinity as in (2.3.2). We then
integrate in the variable r and use our previous estimates on B(qn) to get
1 ≥ (1−O[(1− qn)α]) pi
n+ 1
(1− q2n+2n )κ2ng−20 .
Using these estimates, the desired conclusion follows by setting qn = 1− n−1 log(n).
2
Theorem 2.4.2 is in many ways still the strongest result of its kind. We will generalize it in the
sense that we will consider a more general class of measures, but we will pay the price of replacing
the error term in the expression for pn(z;µ) by simply o(1). However, notice that even with this
slightly weaker conclusion we still have enough information to determine the asymptotic behavior
of the leading coefficient of pn(z;µ) as n→∞ as well as the ratio and root asymptotic behavior of
the orthonormal polynomials.
2.5 Christoffel Functions
In this section we will consider an important minimization problem. While the nature of this
problem may at first appear unremarkable, its solution in terms of the orthonormal polynomials is
of substantial importance because it provides a very useful tool for proving universality estimates
(see for example [27]) and a shape reconstruction algorithm (see Section 5 in [18]). In this section
we will explicitly state the problem at hand and explain its connection to orthogonal polynomials.
We will then state some important results on this subject in the setting of OPUC. We conclude with
a description of a generalized version of the problem.
The Christoffel function is defined as the limit of a sequence of functions that are defined in
terms of a very natural minimization problem. For each n ∈ N, define
λn(z;µ) = inf
{∫
C
|Q(w)|2dµ(w) : deg(Q) ≤ n , Q(z) = 1
}
. (2.5.1)
A simple compactness argument shows that in fact the infimum is a minimum and a convexity
argument shows that there is a unique minimizer. It is clear that the sequence {λn(z;µ)}n≥0 is
non-decreasing in n and so the sequence has a limit, which we denote by λ∞(z;µ). Our definitions
obviously imply that
λ∞(z;µ) = inf
{∫
C
|Q(w)|2dµ(w) : Q a polynomial , Q(z) = 1
}
. (2.5.2)
The definition of the function λ∞ makes it a natural object to consider. Its relationship to
orthogonal polynomials comes from our next theorem, but before we state it we must define some
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additional notation. For every n ∈ N, define
Kn(z, w;µ) =
n∑
j=0
pj(z;µ)pj(w;µ). (2.5.3)
Notice that Kn(z, w) is a polynomial in z of degree n and Kn(z, w;µ) = Kn(w, z;µ). Its most
important property is the reproducing property, which is described in the following:
Proposition 2.5.1. If Q is a polynomial of degree at most n, then
∫
C
Q(w)Kn(z, w;µ)dµ(w) = Q(z). (2.5.4)
Proof. Since deg(Q) ≤ n, we write Q(w) =∑nj=0 djpj(w;µ) for some complex numbers d0, . . . , dn.
We then use (0.0.1) to calculate
∫
C
Q(w)Kn(z, w;µ)dµ(w) =
n∑
j=0
n∑
k=0
∫
C
djpj(w;µ)pk(z;µ)pk(w;µ)dµ(w) =
n∑
j=0
djpj(z;µ) = Q(z)
as desired.
We can now state the relevant result.
Theorem 2.5.2 ([63] pg. 124). The unique minimizer of the right-hand side of (2.5.1) is
Kn(w, z;µ)
Kn(z, z;µ)
and
λn(z;µ) =
1
Kn(z, z;µ)
. (2.5.5)
Proof. The key to the proof is the reproducing property of the kernelKn(z, w;µ). Indeed, if deg(Q) ≤
n and Q(z) = 1, then
1 =
∫
C
Q(w)Kn(z, w;µ)dµ(w).
Applying the Schwarz inequality yields
1 ≤ ‖Q‖2L2(µ)‖Kn(z, ·;µ)‖2L2(µ).
However,
‖Kn(z, ·;µ)‖2L2(µ) =
∫
C
Kn(z, w;µ)Kn(w, z;µ)dµ(w) = Kn(z, z)
since Kn(w, z;µ) is a polynomial in w of degree n. Therefore, ‖Q‖2L2(µ) ≥ Kn(z, z;µ)−1. It is easily
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checked that we have equality if Q(w) = Kn(w, z;µ)Kn(z, z;µ)−1, which is what we wanted to
show.
Theorem 2.5.2 tells us that we can deduce the behavior of the Christoffel function in any case
where we have sufficiently detailed information about the orthonormal polynomials. Conversely, if
we know something about the behavior of the Christoffel function, than we know something about
the behavior of the orthonormal polynomials. For example, if λ∞(z0;µ) > 0, then we know that
the sequence {pn(z0;µ)}n≥0 lies in `2(N0), implying the orthonormal polynomials tend to zero very
rapidly at z0. Therefore, studying the properties of the Christoffel function is a natural problem
associated to the general study of orthogonal polynomials and we will study it more in Chapter 3.
In the case of OPUC, much is known about the Christoffel function. For example, the following
theorem comes from Section 2.2 in [56].
Theorem 2.5.3 ([56]). Let µ be a probability measure on the unit circle. The following hold
1. If z ∈ ∂D then λ∞(z;µ) = µ({z}).
2. If |z| > 1 then λ∞(z;µ) = 0.
3. Either λ∞(z;µ) is identically zero on D or it is never zero on D. The latter case holds if and
only if µ is a Szego˝ measure on ∂D, in which case λ∞ is given by
λ∞(z;µ) = exp
(∫ 2pi
0
1− |z|2
|eiθ − z|2 log(µ
′(θ))
dθ
2pi
)
.
Items (1) and (2) continue to hold in much more general settings and with essentially the same
proof. As the statement suggests, the usual proof of (3) uses the Szego˝ function, so generalizing it
to measures with more general support is not immediate. We will prove a result analogous to item
(3) in Section 3.2.3. The main step in the proof will be to derive some amount of uniformity in the
harmonic measures for a sequence of nested domains whose union carries the measure µ.
In fact we will consider a more general problem that admits the same solution. We will consider
a more generalized Christoffel function by defining
λn(z;µ, q) = inf
{∫
C
|Q(w)|qdµ(w) : deg(Q) ≤ n , Q(z) = 1
}
. (2.5.6)
and letting λ∞(z;µ, q) = limn→∞ λn(z;µ, q) as in (2.3.3). We will see that obtaining a result
comparable to Theorem 2.5.3 for this more general function is no more difficult than considering
only λ∞(z;µ) = λ∞(z;µ, 2), although when q 6= 2, there is no obvious connection to orthonormal
polynomials. Indeed, the full version of Theorem 2.5.4 in [56] (which was cited earlier in Theorem
2.3.2), tells us that if µ is supported on ∂D and z ∈ D, then λ∞(z;µ, q) is independent of q.
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2.6 The Bergman Kernel Method
In this section we will take a more detailed look at one of the many applications of Bergman
polynomials. This application is a tool for numerically estimating a conformal map from a given
region to the unit disk and is called the Bergman Kernel Method. Recall (1.1.3), which tells us that
one can express the Green function for a region in terms of the corresponding conformal map of the
exterior domain. Therefore, if one wants to numerically estimate the Green function – which is often
the case in applications – one can approach the problem by estimating the conformal map and the
Bergman kernel method gives an explicit algorithm for doing so. Much of the material we present
here can be found in [30].
Let G be a bounded simply connected domain whose boundary is a Jordan curve. If we let dA(z)
denote two dimensional Lebesgue measure, then we may define the Hilbert space
L2a(G) =
{
f : f analytic in G ,
∫
G
|f(z)|2dA(z) <∞
}
,
which is known to be a reproducing kernel Hilbert space, and so has a reproducing kernel K(z, w).
For any fixed z0 ∈ G, we will consider the minimization problem given by
λ˜(z0) = inf
{∫
G
|f ′(z)|2dA(z) : f ∈ L2a(G), f(z0) = 0, f ′(z0) = 1
}
.
If we let χ be the inverse to the canonical conformal map at z0, then for any f ∈ L2a(G) we have∫
G
|f ′(z)|2dA(z) =
∫
D
|f ′(χ(w))|2|χ′(w)|2dA(w) =
∫
D
|(f ◦ χ)′(w))|2dA(w) ≥ pi|(f ◦ χ)′(0))|2,
with equality in this last inequality if and only if (f ◦ χ)′(z) is constant on D. It follows that if f is
an extremizer of λ˜(z0) then f is a conformal map from G to some disk of radius r0 > 0 satisfying
f(z0) = 0 and f ′(z0) = 1. Let us denote this conformal map by ϕ0.
Now consider the problem of finding an extremizer for the function λ˜n(z0), which is defined
similarly to λ˜(z0), except now we also insist that f is a polynomial of degree at most n. In this case,
a similar analysis to the one in Section 2.5 shows that if pin is an extremizer of λ˜n(z0), then
pi′n(z) =
Kn−1(z, z0;AG)
Kn−1(z0, z0;AG)
, pin(z) =
1
Kn−1(z0, z0;AG)
∫ z
z0
Kn−1(ζ, z0;AG)dζ,
where AG denotes area measure on the region G. The polynomials {pin}n∈N are known as the
Bieberbach polynomials for the region G and the point z0. Given the nature of the extremal problems
defining λ˜ and λ˜n, it is natural to wonder if the Bieberbach polynomials converge to the conformal
map ϕ0. It is known that this convergence does hold when ∂G is a Jordan curve, and one can
estimate the rate of convergence given various smoothness conditions on ∂G (see page 76 in [68]).
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Indeed, it is true that
ϕ′0(z) =
K(z, z0)
K(z0, z0)
, ϕ0(z) =
1
K(z0, z0)
∫ z
z0
K(ζ, z0)dζ
The Bieberbach polynomials are an extremal sequence of polynomial approximations to the map ϕ0
in that
‖ϕ′0 − pi′n‖L2a(G) = inf{‖ϕ′0 −Q′‖L2a(G) : deg(Q) ≤ n , Q(z0) = 0 , Q′(z0) = 1},
(see Section 1 in [30]). Note that the Bieberbach polynomials are not intrinsic to the region G, but
are determined by the region and a fixed point z0 ∈ G.
The Bieberbach polynomials provide an explicit application of the Bergman polynomials to an
important problem in approximation theory, namely that of numerically approximating the confor-
mal map of an arbitrary simply connected Jordan domain to the unit disk. One can then ask how
good the approximation is and where the sequence of approximants convergences. This problem has
a long and ongoing history (see Chapter 5 in [68]) with many deep results. One very general result
is the following theorem, which is given as a remark following Theorem 5.2 in [68].
Theorem 2.6.1 (Suetin, [68]). Let Γ be the boundary of G and suppose Γ is p times differentiable
and the pth derivative is Lipschitz continuous of order α ∈ (0, 1). If p + α > 7/4, then there is a
constant C > 0 so that
|ϕ0(z)− pin(z)| ≤ C log(n)
np+α
for all z ∈ G.
We conclude that if the boundary of the region in question is sufficiently smooth, then we have
convergence of the polynomials pin to the conformal map ϕ0 in the closed region G and a reasonable
estimate on the rate of convergence.
2.7 Ratio Asymptotics
Ratio asymptotics for orthonormal polynomials on the unit circle or an interval have been studied
extensively (see for example [1, 2, 11, 38, 43, 44, 55, 56, 57, 70]). In particular, in [55], Simon gives
necessary and sufficient conditions for the existence of the limit
lim
n→∞
pn(z;µ)
pn−1(z;µ)
when the measure of orthogonality is (compactly) supported on the real line. The criteria he provides
are in terms of the recursion coefficients for the polynomials {pn(z;µ)}n≥0. Similarly, in [56, 57]
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Simon shows that if the measure µ is supported on the unit circle, then the ratio pnp−1n−1 tends to z
outside D = {z : |z| < 1} if and only if the recursion coefficients decay to 0.
For measures with more general support, the problem of ratio asymptotics is more difficult and
there are fewer results in the literature. The Szego˝ asymptotic results discussed in Section 2.4 clearly
imply ratio asymptotic results, but substantial results devoted specifically to ratio asymptotics
have arisen only recently. A recent paper of Saff (see [48]) develops some interesting and powerful
techniques that allow him to prove the existence of ratio asymptotics along a subsequence for a large
class of measures with very general compact support. His approach is relatively straightforward and
is based on showing that {zpn−1(z;µ)pn(z;µ)−1}n≥0 is a normal family on the domain {z : |z| > R}
for some sufficiently large R. In Section 3.3, we will present many new results concerning ratio
asymptotics when the measure of orthogonality has very general support. Special attention will be
paid to the closed unit disk D and to the lemniscate Em = {z : |zm − 1| ≤ 1} for technical reasons
that will be explained later.
When µ is supported on the unit circle or real line, there are detailed results regarding ratio
asymptotic behavior. The following two theorems are simple consequences of the proofs presented
in [55] and Section 1.7 in [56] respectively.
Theorem 2.7.1. Let µ be a probability measure supported on a compact subset of the real line and let
{an, bn}n∈N be the recursion coefficients from the three-term recurrence relation for the orthonormal
polynomials {pn(x;µ)}n≥0. Let N ⊆ N be a subsequence so that for every m ∈ Z, one has
lim
n→∞
n∈N
an+m = 1, limn→∞
n∈N
bn+m = 0.
For any x 6∈ supp(µ) it is true that
lim
n→∞
n∈N
pn(x;µ)
pn−1(x;µ)
=
x+
√
x2 − 4
2
. (2.7.1)
Theorem 2.7.2. Let µ be a probability measure supported on the unit circle with Verblunsky coef-
ficients {αn}n≥0. Let N ⊆ N be a subsequence so that
lim
n→∞
n∈N
αn−1 = 0.
For any z satisfying |z| > 1 we have
lim
n→∞
n∈N
pn(z;µ)
pn−1(z;µ)
= z.
In both of Theorems 2.7.1 and 2.7.2, the ratio pn/pn−1 converges to the conformal map φ. A
similar result was obtained in [2]. Although the proof of Theorem 2.7.2 is very simple, we will
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present here the proof of Theorem 2.7.1 since it is not explicitly stated in this way in [55]. However,
we use essentially the same argument as in the second proof of Theorem 2.1 in [55].
Proof of Theorem 2.7.1. First note that the theorem is known to be true in the case when an ≡ 1,
and bn ≡ 0 (the so-called free case) due to the results in [55]. Let J be the self-adjoint matrix defined
by
J =

b1 a1
a1 b2 a2
a2 b3 a3
. . . . . . . . .

(where all entries away from the three main diagonals are 0) and let J (n) be the upper left n × n
block of J . It is well-known that Pn(x;µ) = det(x − J (n)). Since an → 1 as n → ∞ through N , it
suffices to prove the ratio asymptotics for the monic orthogonal polynomials. By Cramer’s rule
Pn−1(x;µ)
Pn(x;µ)
= (x− J (n))−1nn = (x− J˜ (n))−111 ,
where J˜ (n)ij = J
(n)
n+1−i,n+1−j . Our hypotheses clearly imply that J˜
(n) converges strongly to the free
Jacobi matrix J0 as n→∞ through N , and hence (x− J˜ (n))−1 converges strongly to the resolvent
of the free Jacobi matrix for any x satisfying lim infn→∞,n∈N dist(x, spectrum(J (n))) > 0. It is
well-known that this property holds for any x not in the spectrum of J (as mentioned in [55]) and
so for any such x we have
lim
n→∞
n∈N
Pn−1(x;µ)
Pn(x;µ)
= (x− J0)−111 .
The result now follows from formula (2.25) in [55].
2
By using the argument in the proof of Theorem 2.9.4 (see below), Theorem 2.7.1 implies that if
µ has compact support in R, is regular, and has essential support equal to [−2, 2] then we have ratio
asymptotics along a sequence of asymptotic density 1. We will discuss generalizations of Theorem
2.7.1 to the setting when the measure µ is supported on the closed unit disk in Section 3.3.2.
2.8 Relative Asymptotics
Let µ and ν be two measures with compact (though not necessarily identical) support. One expects
that if the measures µ and ν are very similar, then this similarity would manifest itself in some way
in the polynomials pn(z;µ) and pn(z; ν). This reasoning inspires the study of the quantity
lim
n→∞
pn(z;µ)
pn(z; ν)
, (2.8.1)
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a quantity referred to as relative asymptotics.
Relative asymptotics have been studied in a variety of contexts. A typical relative asymptotic
result is Theorem 2.3.4. In that theorem, one starts with the equilibrium measure on an analytic
Jordan curve and then perturbs it by adding a weight function satisfying (1.4.2) and a singular
component. Theorem 2.3.4 exhibits two properties that are typical of relative asymptotic results.
First, it shows that a particular perturbation – in this case the singular component – does not affect
the leading order behavior of the orthonormal polynomials. It also provides an explicit formula
for the limit (2.8.1) in terms of the relationship between µ and ν. These are features of relative
asymptotic results that we will also try to capture in Section 3.3.
Additional relative asymptotic results on the unit circle can be found in [2, 33]. In a more general
setting, some recent results of Saff have appeared in [48]. We will use techniques similar to those of
Saff later in this text and much of our work is motivated by the conjecture in [48], so we mention
some of his results here. His main result on relative asymptotics is phrased in terms of varying
weights, that is, he considers a sequence of measures {µn}n∈N where
dµn(z) = wn(z)dA(z) (2.8.2)
and dA(z) is area measure on the unit disk. His main result is the following theorem, which in
a qualitative sense tells us that if wn has some reasonable constraints on it, then the correspond-
ing orthonormal polynomials cannot differ too greatly from the orthonormal polynomials for area
measure.
Theorem 2.8.1 (Saff, [48]). Let µn be defined by (2.8.2) and let κn,n be the leading coefficient of
pn(z;µn). If there exist positive constants M1 and M2 so that
κn,n ≤M1
√
n and wn(z) ≤M2,
then for any closed set E ⊆ C \ D there exist positive constants c1 and c2 so that
c1 ≤
∣∣∣∣pn(z;µn)√nzn
∣∣∣∣ ≤ c2, z ∈ E.
We will consider relative asymptotics in several different settings. For example, we will consider
the Uvarov Transform of a measure, which is obtained by adding a pure point to the measure:
µx = µ+ tδx, t > 0. (2.8.3)
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A straightforward computation reveals (see Proposition 8 in [15]):
Pn(z;µx) = Pn(z;µ)− tPn(x;µ)1 + tKn−1(x, x;µ)Kn−1(z, x;µ) (2.8.4)
(recall the definition of Kn(z, w;µ) in (2.5.3)). While the extremal property suggests that the
polynomials {Pn(z;µx)}n∈N will have a zero very close to x when n is large, Theorem 2 in [49] tells
us that this is often not the case and provides examples where the point x is not a limit point of the
zeros of {Pn(·;µx)}n∈N.
We will also consider the Christoffel Transform, which is obtained by multiplying the measure
by the square modulus of a monomial:
dνx(z) = |z − x|2dµ(z). (2.8.5)
A straightforward computation reveals (see Proposition 3 in [15]):
Pn(z; νx) =
1
z − x
(
Pn+1(z;µ)− Pn+1(x;µ)
Kn(x, x;µ)
Kn(z, x;µ)
)
. (2.8.6)
The Christoffel Transform has a second interpretation that makes it a natural object to study. Recall
that the monic polynomial Pn(z;µ) satisfies the extremal property of having the smallest L2(µ) norm
of any monic polynomial of degree n. The polynomial Pn−1(z; νx) is such that (z−x)Pn−1(z; νx) has
the smallest L2(µ) norm of any monic polynomial of degree n with a zero at x. Therefore, a relative
asymptotic result in this case will give us some idea about how changing the extremal problem in
this way manifests itself in the corresponding extremal polynomials. It may be helpful to keep the
following example in mind:
Example. Consider the case when µ is area measure on the unit disk and we take the Christoffel
Transform ν1. In this case then, we have (by the example in Section 4.6 in [68])
pn(z;µ) =
√
n+ 1
pi
zn,
pn(z; ν1) =
2√
pi(n+ 1)(n+ 2)(n+ 3)
n∑
k=0
(k + 1)zk(1 + z + z2 + · · ·+ zn−k).
Clearly all of the zeros of pn(z;µ) are located at 0. Figure (2.1) shows a Mathematica plot of the
zeros of p17(·; ν1). We see that the zeros of pn(z; ν1) are not near 0 and further analysis shows
that the zeros of pn(·; ν1) migrate to the unit circle as n tends to infinity. However, in spite of
this apparent lack of similarity, a simple calculation (see the example in Section 3.3.4) shows that
(z − 1)pn(z; ν1)pn+1(z;µ)−1 tends to 1 outside D as n→∞. Indeed this is a special case of a more
general result that we will prove in Section 3.3.4.
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Figure 2.1: A Mathematica plot of the zeros of p17(·; ν1).
The above example shows that it is interesting to consider not only the value of the limit in
(2.8.1), but also to specify those values of z for which the limit exists.
2.9 Weak Asymptotic Measures
As mentioned in the Introduction, one expects the orthonormal polynomials to behave in such a way
that the resulting measures {|pn(z;µ)|2dµ(z)}n≥0 are asymptotically as equidistributed as possible
over the support of µ. This intuition does not always lead to the right conclusions, but it is helpful in
understanding the behavior of the polynomials to some extent. In fact one can make a precise study
of the collection of weak limits of {|pn(z;µ)|2dµ(z)}n≥0 and when the measure of orthogonality is
on the unit circle, we have the following two theorems:
Theorem 2.9.1 ([57] pg. 523-524). There is an explicit collection of measures {ν{k}a,b,λ} indexed
by parameters k ∈ N, 0 < a ≤ b ≤ 1, and λ ∈ ∂D so that if there is a unique weak limit point
of the probability measures {|pn(z;µ)|2dµ(z)}n≥0, then this weak limit must be from the collection
{ν{k}a,b,λ} ∪ { dθ2pi}. Furthermore, the weak limit is exactly ν{k}a,b,λ if and only if there exists an r ∈
{0, 1, . . . , 2k − 1} so that as n→∞
1. α2nk+r+j → 0 if j 6= 1, 2, . . . , k − 1, k + 1, . . . , 2k − 1,
2. |α2nk+2| → a,
3. |α2nk+r+k| → b,
4. α2nk+r+k/α2nk+r → λb/a.
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The weak limit is dθ2pi if and only if for every k ∈ N, αnαn+k → 0 as n→∞.
Theorem 2.9.2 ([56] pg. 408). There is a probability measure µ on the unit circle such that the
collection of weak limit points of {|pn(z;µ)|2dµ(z)}n≥0 is every probability measure on the unit circle.
The proofs of Theorems 2.9.1 and 2.9.2 can be found in [56, 57] and we will not include them here.
However, we will state and prove Theorem 2.9.4 below, which provides a set of sufficient conditions
for the equilibrium measure on [−2, 2] to be among the weak asymptotic measures for OPRL. Before
we can state and prove that result, we need to introduce a technical lemma. We recall that for a set
of natural numbers N ⊆ N, we define its asymptotic density as
lim
n→∞
#{N ∩ {1, 2, . . . , n}}
n
provided this limit exists.
Lemma 2.9.3. Let N ⊆ N be a subsequence with asymptotic density 1. There exists a subsequence
N1 ⊆ N also of asymptotic density 1 so that if ` ∈ Z is fixed then every sufficiently large m ∈ N1
can be written as q + ` for some q ∈ N .
Remark. An equivalent condition on N1 in the statement of the lemma is that if ` ∈ Z is fixed then
for all sufficiently large m ∈ N1, the set {m− |`|,m− |`|+ 1, . . . ,m+ |`|} is contained in N .
Proof. The idea is to think of the set N \ N as being gaps in the set N and then to widen the gaps
in smart way. More precisely, let M = N \ N and let [n] = {1, 2, . . . , n}. If k ∈ N is fixed, then by
definition of asymptotic density, one has
lim
n→∞
k|M ∩ [n]|
n
= 0,
where |X| denotes the cardinality of the set X. Therefore, by a standard argument, we can find a
sequence of natural numbers {kn}∞n=1, which is non-decreasing and is unbounded so that
lim
n→∞
kn|M ∩ [n]|
n
= 0.
For every m ∈M, let Um = {m− (km − 1), . . . ,m, . . . ,m+ km − 1} and define
M˜ =
⋃
m∈M
Um.
Then
lim sup
n→∞
|M˜ ∩ [n]|
n
≤ lim sup
n→∞
2kn|M ∩ [n]|
n
= 0,
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so N \ M˜ has density 1. Define N1 = N \ M˜and let ` ∈ Z be fixed. Clearly M˜ is divided into blocks
so that the first and last |`| elements of any sufficiently large block are not in M. In other words, if
we shift every block of N1 to the left or right by |`|, all but finitely many blocks land in N , which
is the desired conclusion.
The relevant theorem is the following theorem that is proven using an argument from [55]:
Theorem 2.9.4. Let µ be a measure supported on some compact subset of the real line. Assume
further that µ is regular and has essential support equal to [−2, 2]. There exists a subsequence N ⊆ N
of asymptotic density 1 so that
w- lim
n→∞
n∈N
|pn(x;µ)|2dµ(x) = dω[−2,2](x). (2.9.1)
Proof. Let {an, bn}n∈N be the recursion coefficients for the orthonormal polynomials (see Section
2.1). First note that Theorem 2 in [55] combined with formula (5.23) in [55] imply the result
holds with N = N when the orthonormal polynomials have recursion coefficients given by an = 1
and bn = 0 for all n ∈ N. Let t = (t0, t1, t2, . . .) be a walk on the lattice {0, 1, 2, . . .} so that
|tj − tj+1| ≤ 1. Define
W (t) =
`−1∏
j=0
w(tj , tj+1),
where
w(tj , tj+1) =

bk+1, if tj+1 = tj = k,
ak+1, if tj+1 = tj + 1 = k + 1,
ak, if tj+1 = tj − 1 = k − 1.
Let Qn,m,j be the set of all paths of length j with t0 = n and tj = m. We claim∫
x`|pn(x;µ)|2dµ(x) =
∑
t∈Qn,n,`
W (t).
To see this, recall (2.1.1):
xpn(x;µ) = an+1pn+1(x;µ) + bn+1pn(x;µ) + anpn−1(x;µ).
By induction then, we easily recover
x`pn(z;µ) =
∑
m
 ∑
t∈Qn,m,`
W (t)
 pm(x;µ),
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from which the claim follows since
∫
x`|pn(x;µ)|2dµ(x) = 〈pn(x;µ), x`pn(x;µ)〉µ.
With this claim in hand, we need to show that W (t) converges for every t ∈ Qn,n,` as n → ∞
through some subsequence of asymptotic density 1. For this, we recall Theorem 1 in [61], which tells
us that there is a subsequence N ′ ⊆ N of asymptotic density 1 so that
lim
n→∞
n∈N′
an = 1, limn→∞
n∈N′
bn = 0.
Lemma 2.9.3 then implies that we can find a subsequence N ⊆ N ′ also of asymptotic density 1 so
that for every m ∈ Z fixed, we have
lim
n→∞
n∈N
an+m = 1, limn→∞
n∈N
bn+m = 0
(this can be interpreted in terms of right limits; see Section 7.1 in [63]). For each t ∈ Qn,n,`, the
quantity W (t) is defined in terms of a set of recursion coefficients with indices having a bounded
distance from n, which implies that
lim
n→∞
n∈N
∫
x`|pn(x;µ)|2dµ(x) = limn→∞
n∈N
∑
t∈Qn,n,`
W (t)
exists for each ` ∈ N and the limit is the same as when an = 1 and bn = 0 for all n ∈ N. Since the
moments of a compactly supported measure on the real line determine the measure uniquely, this
implies the desired conclusion.
Because of Theorems 2.9.1 and 2.9.2, we will consider the problem of characterizing the weak
asymptotic measures on the unit circle solved. We have necessary and sufficient conditions for a
unique weak limit to exist, when a unique weak limit does exist then we know what the possible
limiting measures are, and we know that without these conditions the collection of weak limit points
need not have any restrictions at all. Therefore, we will turn our attention to a related problem,
namely understanding the weak limit points of the probability measures
dµn(z) =
1
n+ 1
n∑
j=0
|pj(z;µ)|2dµ(z).
In the context of this problem, we require substantially weaker hypotheses to reach a conclusion. In
fact we can consider measures with arbitrary compact and infinite support. The following result is
Proposition 2.3 in [62].
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Theorem 2.9.5 (Simon, [62]). Let N(µ) = sup{|z| : z ∈ supp(µ)} and let νn be the normalized zero
counting measure for the polynomial Pn(z;µ). For any k ∈ N, we have∣∣∣∣∫
C
zkdµn(z)−
∫
C
zkdνn+1(z)
∣∣∣∣ ≤ 2kN(µ)kn+ 1 . (2.9.2)
We will now sketch Simon’s elegant proof of this result. Later, we will present an alternate proof
in the setting of OPUC and OPRL (see Section 3.1 below).
Sketch of Proof. Let Mz be the multiplication by z operator on the space L2(µ) and let Qn be
the orthogonal projection onto the polynomials of degree at most n. Then it is a straightforward
calculation (given as Proposition 2.2 in [62]) to show that
1
n+ 1
Tr((QnMzQn)k) =
∫
zkdνn+1(z), Tr(QnMkzQn) =
∫
zkKn(z, z;µ)dµ(z).
Next, one shows that QnMkzQn − (QnMzQn)k is an operator of rank at most k and norm at most
2N(µ)k. This is very easy to show because the operator in question is zero on ran(1 − Qn) and
ran(Qn−k), which implies it has rank at most k. The statement about the norms follows from
‖Mz‖ = N(µ). This then implies
∣∣Tr((QnMzQn)k)− Tr(QnMkzQn)∣∣ ≤ 2kN(µ)k,
which is the desired conclusion.
2
Theorem 2.9.5 is especially helpful because one is often able to prove something about the asymp-
totics of the measures {νn}n∈N under very weak hypotheses (indeed just regularity, as mentioned
in Section 2.2). This allows us to make conclusions about the measures µn under similarly weak
hypotheses, while making conclusions about the measures {|pn(z;µ)|2dµ(z)}n∈N requires stronger
hypotheses. In Section 3.1, we will provide a new proof of Theorem 2.9.5 in the case when the
measure µ has compact support on the real line or the unit circle.
From our discussion so far, we see that the measures {|pn(z;µ)|2dµ(z)}n≥0 are well-studied and
well-understood in the literature when the measure µ is supported on the unit circle or a compact
subset of the real line. However, it is also reasonable to consider the measures {|pn(z;µ, q)|qdµ(z)}n≥0
for any q ∈ (0,∞) and measures µ with arbitrary support in the plane. None of the results from
this section extend easily to this more general case due to the lack of a recurrence relation satisfied
by the polynomials pn(z;µ, q). We will consider this problem again in Sections 3.2.2 and 3.3.2.2.
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Chapter 3
Results
“The greatest results in life are usually attained by simple means
and the exercise of ordinary qualities. These may for the most
part be summed in these two: common-sense and perseverance.”
– Owen Feltham
In this, the final chapter of this thesis, we will present new results. The results we present here
can be found in [52, 54, 53], though in many instances our presentation or exposition differs from
that given in the journal articles. Many of these results are generalizations of theorems from Chapter
2 and we will repeatedly mention the similarities between our results and those mentioned above.
We will begin in Section 3.1, where we present a new proof of Theorem 2.9.5 when µ is a
probability measure supported on the unit circle or a compact subset of the real line (see also
[52]). In Section 3.2, we will present several new results concerning the polynomials Pn(z;µ, q)
for arbitrary q > 0 when the measure of orthogonality has a certain form and is supported on an
analytic region (see also [54]). These results include the asymptotic behavior of the Lq(µ)-norm of
these polynomials, strong asymptotic behavior outside the region of orthogonality, a description of
the weak asymptotic measures, and the behavior of the Christoffel functions. Finally, in Section 3.3,
we will present new results on relative and ratio asymptotics for orthonormal polynomials (see also
[53]). In Section 3.3, we make no assumptions about the support of the measure of orthogonality
except that it is infinite and compact.
Throughout this chapter, we will often abbreviate our notation for clarity. We will often denote
Pn(z;µ, q) by Pn(µ; q) or just Pn(µ) if there is no possibility for confusion. We will also use notation
from Chapters 1 and 2 throughout this chapter.
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3.1 Weak Convergence of CD Kernels: A New Approach on
the Circle and Real Line
In this section we will provide a new proof of Theorem 2.9.5 when µ is a probability measure
supported on the unit circle or a compact subset of the real line. We recall that Theorem 2.9.5 is
originally due to Simon and can be found in [62]. If the measure is supported on a compact subset
of the real line, Totik has a different proof, which can also be found in [62]. The key idea in our
proof will be to look at Pru¨fer phases of the appropriate ratio of the orthonormal polynomials.
If µ is supported on ∂D, we define ηn(θ) : [0, 2pi]→ R to be a continuous function so that
eiηn(θ) =
pn+1(eiθ;µ)
p∗n+1(eiθ;µ)
, (3.1.1)
where p∗n+1(z) = z
n+1pn+1(z¯−1) (so that the right-hand side of (3.1.1) is a Blaschke product). If µ
is supported on R (we always assume compact support), then we may define θn(x) : R→ (−pi/2,∞)
to be a continuous function so that
tan(θn(x)) =
anpn(x;µ)
pn−1(;µ)
, (3.1.2)
(see Proposition 6.1 in [23]) where an is as in (2.1.1). In our proofs, we will use the functions ηn and
θn (and their derivatives) to obtain measures that approximate the measure µ in a sense suitable
for our purposes. More precisely, we will use the measures µn and ρn defined in (2.1.4) and (2.1.5)
respectively.
In the next section we discuss some properties of the measure ρn that will be relevant to our proof
in Section 3.1.3. In Section 3.1.2, we provide our new proof of Theorem 2.9.5 when µ is supported
on the unit circle. In Section 3.1.3 we consider µ supported on the real line and prove Theorem 2.9.5
with the right-hand side of (2.9.2) replaced by O(n−1).
Throughout this section, µ will always be a probability measure.
3.1.1 Gaussian Quadrature
Before we move on to the proof of our results in this section, let us take a moment to better
understand the measures defined in (2.1.5). Recall the measure ρn is defined by
dρn(x) =
1
pi(a2n+1p
2
n+1(x;µ) + pn(x;µ)2)
dx.
To understand the origins of this measure, we must introduce the notion of Gaussian Quadrature
for orthogonal polynomials on the real line. Let us fix some N ∈ N. The orthogonality relation for
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OPRL ∫
R
pn(x;µ)pm(x;µ)dµ(x) = δmn, m, n ≤ N
determines the first 2N moments of the measure µ and knowing these first 2N moments uniquely
determines the orthonormal polynomials {pn}Nn=0. Therefore, any measure having the same first
N + 1 orthonormal polynomials has the same first 2N moments. In fact, this reasoning applies to
any measure with at least N + 1 points in its support, since for such measures it still makes sense
to talk about orthonormal polynomials up to degree N .
Let {ej}∞j=0 be the standard basis for `2(N ∪ {0}). An example of a measure with N + 1 points
in its support is the spectral measure of the upper (N + 1) × (N + 1) block of the Jacobi matrix
corresponding to the measure µ (call this block J (N)) and the vector e0. Since the orthonormal
polynomials are determined by the recursion coefficients, it follows that this spectral measure has
the same first 2N moments as the measure µ.
Notice that the matrix J (N)b defined by
J
(N)
b = J
(n) + b〈·, eN 〉eN
has the same entries as J (N) except in the bottom right-hand entry, where we have added b. Since
this coefficient is only used to determine pN+1, we see that the spectral measure of J
(N)
b and e0
(call it ρN,b) has the same first N + 1 orthonormal polynomials as µ and hence the same first 2N
moments as µ. To summarize, we have
∫
R
xkdµ(x) =
∫
R
xkdρN,b(x), k = 0, 1, . . . , 2N. (3.1.3)
The measure ρN,0 is often called the degree N + 1 quadrature measure for the measure µ. The
following facts can all be found in [60]:
• The measure ρN,b is a pure point measure supported on N + 1 distinct points. The measure
ρN,0 is supported on the zeros of the polynomial pN+1(·;µ).
• The supports of ρN,b and ρN,b′ strictly interlace if b 6= b′. Additionally, if b > b′ then the
largest value of a point in the support of ρN,b is larger than the largest value of a point in the
support of ρN,b′ .
• If x ∈ supp(ρN,b) then ρN,b ({x}) = KN (x, x;µ)−1.
Now, let us integrate both sides of (3.1.3) along R with respect to the measure dbpi(1+b2) , which
is a probability measure. Obviously the left-hand side is unchanged since it is independent of b.
On the right-hand side, we get the kth moment of a weighted average of the spectral measures of
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the matrices J (N)b . This weighted average is precisely the measure ρN . For a proof of this fact, see
Theorem 2.1 in [59]. It follows that
∫
R
xkdµ(x) =
∫
R
xkdρN (x), k = 0, 1, . . . , 2N,
which proves (2.1.6).
3.1.2 The Unit Circle Case
Our goal in this section is to provide a new proof of Theorem 2.9.5 when µ is supported on the
unit circle. We begin our proof by noting that the theorem is equivalent to the statement that the
moments of the signed measures dνˆn+1−dµn converge to 0 at a certain rate where νˆn is the balayage
of the measure νn onto ∂D. Let {z(n)j }nj=1 be the (not necessarily distinct) zeros of pn(z;µ). It is
easy to check that (see equation (8.2.8) in [56])
dνˆn+1 =
1
n+ 1
n+1∑
j=1
1− |z(n+1)j |2
|eiθ − z(n+1)j |2
dθ
2pi
.
If we define ηn : [0, 2pi]→ R as in (3.1.1) above, then equation (6.10) in [66] implies that
d
dθ
ηn(θ) =
n+1∑
j=1
1− |z(n+1)j |2
|eiθ − z(n+1)j |2
.
Furthermore, equation (10.8) in [23] tells us that
d
dθ
ηn(θ) =
Kn(eiθ, eiθ;µ)
|pn+1(eiθ)|2
so we conclude that
dνˆn+1 =
Kn(eiθ, eiθ;µ)
n+ 1
dµn(θ).
Therefore, if k ∈ N, we can write
∫
D
zk dνn+1(z)−
∫
∂D
zkdµn(z) =
1
n+ 1
n∑
j=0
[〈pj(z;µ), zkpj(z;µ)〉µn − 〈pj(z;µ), zkpj(z;µ)〉µ] .
Since µ and µn have the same first n moments, at most k of these summands are nonzero and each
nonzero summand has absolute value at most 2. We have therefore proven∣∣∣∣∫
D
zk dµn(z)−
∫
∂D
zk dνn+1(z)
∣∣∣∣ ≤ 2kn+ 1 ,
exactly as in Theorem 2.9.5.
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Example. Let µ be the normalized arc-length measure on the unit circle. In this case we have
pn(z;µ) = zn for all n and µn = µ for all n. The measures {νn}n∈N are all simply the point mass
at 0 with weight 1. This example illustrates the fact that, in general, the measures µn and νn need
not resemble each other as measures on D, so it really is important that we consider the balayage.
3.1.3 The Real Line Case
Our goal in this section is to provide a new proof of Theorem 2.9.5 when µ is supported on a compact
subset of the real line and with the right-hand side of (2.9.2) replaced by O(n−1) where the implied
constant depends on k. There is a proof of this result due to Totik, also appearing in [62], but with
the right-hand side of (2.9.2) replaced by o(1) (though it can be modified to produce the same O(n−1)
discrepancy estimate for the moments as in (2.9.2) above). Totik’s proof uses Gaussian quadratures
and the monotonicity (in n) of the sequence Kn(x, x;µ) to establish the weak convergence result
for all polynomials that are positive on the convex hull of the support of µ. The proof we present
here will be analogous to the proof in Section 3.1.2 and will rely on the sequence of approximating
measures ρn (see (2.1.5) above). We will make use of formula (3.1.4) below, which relates a set of
perturbed zero-counting measures to a set of perturbed quadrature measures. Combining this with
an interlacing property will allow us to derive the O(n−1) estimate in (2.9.5).
Our computation will be a bit longer than in the unit circle case partly because in Section 3.1.2,
the most difficult calculation was already done for us in [23] and partly because the high moments
of the measure ρn defined in equation (2.1.5) are infinite, so we need to use a cutoff function.
Let us assume µ has support contained in [−M,M ] and define
τ(x) = χ[−M−1,M+1](x).
Let νn,b be the measure placing weight n−1 on each point in the support of ρn,b (so that νn,0 = νn).
It follows from formula (6.16) in [60] that
1
n+ 1
dρn,b =
1
Kn(x, x;µ)
dνn+1,b. (3.1.4)
Therefore for any fixed k ∈ N, we have
∫
R
xkτ(x)dνn+1,b =
1
n+ 1
∫
R
xkτ(x)Kn(x, x;µ)dρn,b. (3.1.5)
After taking a suitable average (in b), the expression on the left-hand side of (3.1.5) approximates
the kth moment of νn+1 as n → ∞ while the right-hand side approximates the kth moment of µn
as n → ∞. Indeed, our first step is to integrate the left-hand side of (3.1.5) from −∞ to ∞ with
respect to dbpi(1+b2) . Notice that for any value of b, at most one point in the support of ρn+1,b lies
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outside [−M − 1,M + 1] because of the interlacing property. Therefore, we have
∫ ∞
−∞
∫
R
xkτ(x)dνn+1,b(x)
db
pi(1 + b2)
=
∫
R
xkτ(x)dνn+1,0(x) +O(n−1) (3.1.6)
as n→∞.
If we integrate the right-hand side of (3.1.5) in the same way, this becomes
1
n+ 1
∫
R
xkτ(x)Kn(x, x;µ) dρn(x) (3.1.7)
by Theorem 2.1 in [59]. Notice that this integral would be infinite without the cutoff function τ . As
an aside, we note that by Proposition 6.1 in [23], (3.1.7) is just
1
n+ 1
∫
R
xkτ(x)
1
pi
dθn+1(x)
dx
dx,
which is why we call this the analog of the proof in Section 3.1.2. Notice that for any fixed m ≤ n
we have ∫
R
xkτ(x)|pm(x;µ)|2 dρn(x) ≤ (M + 1)k.
This follows from the fact that pm is also the degree m orthonormal polynomial for the measure dρn
by (2.1.6). Therefore, we can rewrite (3.1.7) as
1
n+ 1
∫
R
xkτ(x)Kn−k(x, x;µ) dρn(x) +O(n−1)
as n→∞. We can rewrite this again as
1
n+ 1
∫
R
xkKn−k(x, x;µ) dρn(x)− 1
n+ 1
∫
|x|>M+1
xkKn−k(x, x;µ) dρn(x) +O(n−1) (3.1.8)
as n→∞. Notice that xkKn−k(x, x;µ) is a polynomial of degree 2n− k while the denominator of
the weight defining the measure ρn is a polynomial of degree 2n + 2. Therefore, both integrals in
(3.1.8) are finite. The first term in (3.1.8) is equal to
1
n+ 1
∫
R
xkKn(x, x;µ)dµ(x) +O(n−1) =
∫
R
xk dµn(x) +O(n−1)
as n→∞ again by (2.1.6). We will be finished if we can show that the second term in (3.1.8) tends
to zero like O(n−1) as n→∞ and for this it suffices to put a uniform bound on∣∣∣∣∣
∫
|x|>M+1
xkKn−k(x, x;µ) dρn(x)
∣∣∣∣∣ . (3.1.9)
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To do this, we rewrite the integral in (3.1.9) as
∫ ∞
−∞
∫
|x|>M+1
xkKn−k(x, x;µ) dρn,b(x)
db
pi(1 + b2)
.
Recall that for each fixed b, at most one point in the support of ρn,b has absolute value larger than
M + 1. Let us denote this point (if it exists) by xn+1,b. Therefore, the above integral is just∫
A
xkn+1,b
Kn−k(xn+1,b, xn+1,b;µ)
Kn(xn+1,b, xn+1,b;µ)
db
pi(1 + b2)
, (3.1.10)
where we used (3.1.4) and the integral is taken over some set A ⊆ R such that xn+1,b exists if and
only if b ∈ A. Using the Christoffel Variational Principal (Theorem 9.2 in [60]), it is easily seen that
Kn−k(xn+1,b, xn+1,b;µ)
Kn(xn+1,b, xn+1,b;µ)
≤
(
M
|xn+1,b|
)2k
.
Therefore, we can bound (3.1.10) from above in absolute value by
∫
A
M2k
|xn+1,b|k
db
pi(1 + b2)
,
which is uniform in n since |xn+1,b| > M + 1. This completes the proof.
Although the proof we just presented is analogous to the proof in Section 3.1.2, an alternate
(though not dissimilar) proof follows from (3.1.5) evaluated at the value b = 0. In this case, we have
∫
R
xkdνn+1 =
1
n+ 1
∫
R
xkKn(x, x;µ)dρn,0 (3.1.11)
because the cutoff function plays no role here. As mentioned in Section 3.1.1, the polynomial pm(x;µ)
is also the degree m orthonormal polynomial for ρn,0 if m ≤ n. Therefore, by the reasoning of the
above proof, we can rewrite the right-hand side of (3.1.11) as
1
n+ 1
∫
R
xkKn−k(x, x;µ)dρn,0 + n, |n| ≤ kM
k
n+ 1
.
The expression xkKn−k(x, x;µ) is a polynomial of degree 2n − k, and since ρn,0 has the same first
2n moments as µ, we can rewrite this again as
1
n+ 1
∫
R
xkKn−k(x, x;µ)dµ(x) + n =
1
n+ 1
∫
R
xkKn(x, x;µ)dµ(x) + ˜n,
where |˜n| ≤ 2kMkn+1 , exactly as in (2.9.2). This is our desired conclusion.
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3.2 Lp-Extremal Polynomials on Analytic Regions
In this section, we will consider the behavior of the polynomials {Pn(z;µ, q)}n≥0 for arbitrary q > 0
when the measure µ is of a certain form. We will be interested in describing the behavior of the
polynomials Pn(z;µ, q) in several ways. The first step will be to determine the asymptotic behavior
of the leading coefficient of pn(z;µ, q) (which we denote by κn(µ, q)) as n tends to infinity. Then using
the Keldysh Lemma (see Section 1.5) and related ideas, we will deduce the Szego˝ asymptotics of the
polynomials {Pn(z;µ, q)}n≥0 as n→∞. We will also discuss the behavior of the Christoffel functions
λ∞(z;µ, q) (see Section 2.5) and the weak asymptotics of the measures {|pn(z;µ, q)|qdµ(z)}n≥0. If
the measure µ is a Szego˝ measure on the unit circle, then a concise description of all of these objects
can be found in [56, 57], so our investigation here can be interpreted as a generalization of those
critical results.
Before we begin our investigation, a word is required concerning the case q ≤ 1, where the
polynomial Pn(z;µ, q) is not uniquely defined. On page 84 in [65], it is stated that one does not have
uniqueness of the Lq-extremal polynomial when 0 < q < 1 and the following proposition extends
this to include the case q = 1:
Proposition 3.2.1. If µ is a finite measure supported on [−2,−1] ∪ [1, 2] and µ(A) = µ(−A) for
all measurable sets A, then one does not have uniqueness of the L1-extremal polynomial Pn(µ, 1) for
every odd n.
Proof. Suppose for contradiction that P2n+1(µ, 1) can be uniquely defined. By the symmetry of the
measure, we must have that P2n+1(0;µ, 1) = 0. We may then write P2n+1(z;µ, 1) = zQn(z), for
some polynomial Qn of degree 2n and satisfying Qn(x) = Qn(−x) for all x ∈ R. For a ∈ (−1, 1),
define
P
(a)
2n+1(z) = (z − a)Qn(z)
so that P (0)2n+1(z) = P2n+1(z;µ, 1). We then have
∂
∂a
‖P (a)2n+1‖L1(µ) =
∂
∂a
(∫ −1
−2
(a− z)|Qn(z)|dµ(z) +
∫ 2
1
(z − a)|Qn(z)|dµ(z)
)
=
∫ −1
−2
|Qn(z)|dµ(z)−
∫ 2
1
|Qn(z)|dµ(z) = 0,
which contradicts our uniqueness assumption.
Remark. If in Proposition 3.2.1 we also assume µ has no pure points then an alternative proof can
be found by appealing to Theorem 2.1 in [41].
Therefore, in the case q ≤ 1, we will always let Pn(z;µ, q) denote some monic polynomial with
minimal Lq(µ)-norm (we use the word “norm” here loosely as it is not technically a norm when
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q < 1).
We will consider measures whose support is contained in some compact and simply connected
set G along with finitely many points not in G. We will also assume that G is a region with analytic
boundary and that the logarithmic capacity (see Section 1.1) of G is equal to 1. The analyticity of
∂G allows us to univalently extend the conformal map ψ to the exterior of a disk of radius ρ˜ < 1.
Therefore, if a measure µ is carried by the set {z : |z| > ρ˜}, then we may define the measure ψ∗µ
as in Section 1.2. Similarly, we may define the measure φ∗µ when µ is carried by the exterior of
Γρ˜ := {ψ(z) : |z| = ρ˜}. Henceforth, we will always assume that ρ is some fixed number in the
interval (ρ˜, 1).
Throughout this section, for a measure γ (on any set), we denote
ct(γ) =
∫
C
|z|t dγ(z), (3.2.1)
where we do not insist t ∈ N. We will see that these “moments” provide the appropriate rate of
decay of the norms of the extremal polynomials. One of our main results is the following:
Theorem 3.2.2. Consider the measure µ˜(reiθ) = h(reiθ) (ν(θ)⊗ τ(r)) + σ2(reiθ) where
1. h(z) is a continuous function on D that is nonvanishing in a neighborhood of ∂D,
2. σ2 is a measure carried by {z : ρ ≤ |z| ≤ 1} that satisfies limt→∞ ct(σ2)ct(τ)−1 = 0,
3. ν is a measure on the unit circle such that ν′(θ) > 0 Lebesgue almost everywhere,
4. τ is a measure on [ρ, 1] such that 1 ∈ supp(τ).
Let µ be the measure on C be given by
µ = ψ∗µ˜+ σ1 +
m∑
j=1
djδzj +
∑`
j=1
βjδζj ,
where supp(σ1) ⊆ G, dj > 0, βj > 0, zj 6∈ G for all j ∈ {1, . . . ,m}, and ζj ∈ ∂G for all j ∈
{1, . . . , `}. Then
lim
n→∞
‖Pn(z;µ, q)‖qLq(µ)
cqn(τ)
= exp
(∫ 2pi
0
log
(
h(eiθ)ν′(θ)
) dθ
2pi
) m∏
j=1
|φ(zj)|q. (3.2.2)
If the logarithmic capacity of G is equal to γ > 0, then Theorem 3.2.2 still allows us to deduce
the asymptotic behavior of the extremal monic polynomial norms. Observe that the region γ−1G =
{x : γx ∈ G} has logarithmic capacity 1 (see Theorem 5.1.2 in [45]). If Mγ−1 : C → C is given
by Mγ−1(z) = γ−1z, then we define the measure (Mγ−1)∗µ as usual. Notice that for any monic
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polynomial Q of degree n, the polynomial γ−nQ(γz) is also monic and
γ−n ‖Q(z)‖Lq(µ) =
∥∥γ−nQ(γz)∥∥
Lq((Mγ−1 )∗µ)
. (3.2.3)
Taking the infimum of both sides of (3.2.3) over all monic polynomials Q of degree n and invoking
Theorem 3.2.2, we conclude that if cap(G) = γ, then
lim
n→∞
‖Pn(z;µ, q)‖qLq(µ)
cqn(τ)γn
= exp
(∫ 2pi
0
log
(
h(eiθ)ν′(θ)
) dθ
2pi
) m∏
j=1
|φ(zj)|q.
Therefore, we suffer no loss of generality by only considering regions G with capacity 1.
During the preparation of [54], we discovered the recent announcement of Baratchart and Saff,
which is described in [4]. They consider measures on the unit disk that in may ways resemble the
measures we consider in Theorem 3.2.2. They obtain a similar description of the asymptotic behavior
of the monic orthogonal polynomial norms, though Theorem 3.2.2 seems to be more general.
The factor of
∏m
j=1 |φ(zj)|q in (3.2.2) is exactly what one would expect given the results of
[19, 20, 21, 22, 37, 24, 40]. We will call a measure µ as in the statement of Theorem 3.2.2 a push-
forward of a product measure. Let us consider some examples of measures to which we can apply
Theorem 3.2.2.
Example. If we set q = 2, dν = dθ2pi , dτ = 2rdr, σ1 = σ2 = 0, and ` = m = 0, then we are
dealing with measures of the form h(z)d2z for a function h continuous and nonvanishing on D.
Such measures with an added Ho¨lder continuity assumption on h were considered by Suetin in [68].
Theorem 3.2.2 recovers the leading term in the conclusion of Theorem 2.4.2.
Example. If we set G = D, τ = δ1, and h = 1, then we recover a result similar to that of [37]
(when q = 2) that allows for a singular component of the measure on ∂D, but only finitely many
pure points outside D. If we further set σ1 = σ2 = 0, then we can recover the result from Theorem
2.2 in [19] (for any G with analytic boundary).
Example. Let us set G = D and τ = 6pi2
∑∞
j=1 j
−2δ1−2−j , dν = dθ2pi , h = 1, ` = m = 0, and
σ2 = σ1 = 0. If s is a sufficiently large power of 2, then
cs(τ) =
6
pi2
∞∑
j=1
j−2(1− 2−j)s ≥ 6
pi2 log2(s)2
(
1− 1
s
)s
≥ C
log2(s)2
for some constant C > 0. Theorem 3.2.2 implies that in this example, the extremal polynomial
norms do not decay like O(n−1) as n→∞.
Example. Let us set G = D, τ = (1− r)dr, dν = dνac, ` = m = 0, and σ2 = σ1 = 0. In this case,
we have dµ(z) = w(z)d2z, where the weight w vanishes on the boundary. Theorem 3.2.2 still applies
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to this measure, and we will see below that we can still derive Szego˝ asymptotics for the extremal
polynomials outside D.
Theorem 3.2.2 provides the asymptotic behavior of the norms of the Lq(µ)-extremal polynomials
for every q ∈ (0,∞). We can also deduce the behavior of the extremal polynomials outside the
compact set G, i.e., we can prove Szego˝ asymptotics. If µ is of the form considered in Theorem 3.2.2
with ν a Szego˝ measure on ∂D, then we can prove the following:
1. there are polynomials {yn}n∈N (depending on Pn(µ, q) and q) of degree m and a function
S = Sq analytic and nonvanishing in C \ D and positive at ∞ so that
lim
n→∞
Pn(ψ(z);µ, q)S(z)
yn(ψ(z))zn−mS(∞) = 1
uniformly on compact subsets of C \ D,
2. the probability measures |pn(z;µ, q)|qdµ(z) converge weakly to the equilibrium measure for G
as n→∞,
3. for any z ∈ G, we have ∑∞n=0 |pn(z;µ, 2)|2 <∞.
Item (3) follows from an argument based on Christoffel functions and the associated minimization
problem. We will discuss this in more detail in Section 3.2.3 and for all values of q > 0. The function
S in item (1) will be of the form given in (1.4.6). We will see that the polynomial yn in item (1) has
a single zero near each zi for i ∈ {1, . . . ,m} and shares all of its zeros with Pn(z;µ, q).
The remainder of the section is organized as follows. In Section 3.2.1, we prove Theorem
3.2.2. One key step will be to use Faber polynomials and look at weak limits of the measures{
|Fn(z)|qdµ
cqn(τ)
}
n∈N
. In Section 3.2.2 we will discuss Szego˝ asymptotics of the extremal polynomials
for measures of the form considered in Theorem 3.2.2. In Section 3.2.3 we will discuss Christoffel
functions and their behavior on the set G, especially inside the region G. A major theme throughout
will be the many similarities with the theory of orthogonal polynomials on the unit circle. Many of
our results produce interesting corollaries and we will point these out as we go.
Throughout this section, we will let Γr be the contour given by {ψ(z) : |z| = r} for r > ρ˜, Gr
will denote the region bounded by Γr, and Gr will denote G \ Gr.
3.2.1 Push-Forward of Product Measures on the Disk
In this section, we will derive norm asymptotics for the extremal polynomials corresponding to
measures of the form considered in Theorem 3.2.2. We will use Faber polynomials in conjunction
with the extremal property to eventually derive an upper bound in the proof of Theorem 3.2.2 and
we will use subharmonicity of appropriate functions to derive a lower bound. For the remainder of
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this section, we will let q > 0 be fixed but arbitrary, and we will denote Pn(z;µ, q) by Pn(µ) and
‖Pn(µ)‖Lq(µ) by ‖Pn(µ)‖µ when there is no possibility for confusion. We begin with the following
crude estimate, which applies even when ν is not a Szego˝ measure:
Proposition 3.2.3. If µ is as in Theorem 3.2.2 then µ is regular.
Proof. We will in fact show that µ satisfies Widom’s criterion (see Section 2.2) from which regularity
immediately follows by Theorem 4.1.6 in [65].
For each r ∈ (ρ, 1], the equilibrium measure of the curve Γr is absolutely continuous with respect
to arc-length measure with continuous derivative bounded above and below by positive constants
(see Theorem II.4.7 in [14]; the constants are allowed to depend on r). Let C be a carrier of µ. Since
ν′(θ) > 0 Lebesgue almost everywhere, we conclude that
λr(C ∩ Γr) = `(Γr)
for τ almost every r ∈ (ρ, 1] where λr is arc-length measure on Γr and `(Γr) is the length of the curve
Γr. It follows that there is a sequence rn → 1 such that ωΓrn (C) = 1 while clearly cap(Γrn) → 1.
This shows µ satisfies Widom’s criterion.
We will now begin developing the ideas necessary to prove the more refined estimate of ‖Pn(µ)‖qµ
given in Theorem 3.2.2. Let {Fn}n∈N be the sequence of Faber polynomials corresponding to the
region G. Since we are assuming cap(G) = 1, we recover from our earlier discussion of Faber
polynomials (see Section 1.3) the following two facts:
1. Fn(z) is a monic polynomial of degree n,
2. for ρ < |z| ≤ 1 we have
Fn(ψ(z)) = zn +O(ρn0 ), (3.2.4)
where ρ0 ∈ (ρ˜, ρ) and the implied constant is uniformly bounded from above in the annulus
considered.
We will henceforth assume that some value of ρ0 ∈ (ρ˜, ρ) has been fixed so that (2) holds.
We begin with a lemma that immediately highlights the importance of these important polyno-
mials to our results.
Lemma 3.2.4. Let N ⊆ N be a subsequence such that
w-lim
n→∞
n∈N
|Fn(z)|qdµ(z)
an
= dγ
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where γ is a measure on ∂G and {an}n∈N is a sequence of positive real numbers satisfying limn→∞ ana−1n+1 =
1. Then for any fixed k ∈ N, we have
w-lim
n→∞
n∈N
|Fn−k(z)|qdµ
an
= dγ.
Proof. Recall our notation Gρ = {ψ(z) : ρ ≤ |z| ≤ 1}. It is clear from our observations above
(specifically (3.2.4)) that all weak limits in question are measures on ∂G and that Fn has no zeros
in Gρ for all sufficiently large n. Now, let f be a continuous function on Gρ. We have∫
Gρ
f(z)
|Fn(z)|q
an
dµ(z)−
∫
Gρ
f(z)
|Fn−k(z)|q
an
dµ(z) =
=
∫
Gρ
f(z)
(
1− |Fn−k(z)|
q
|Fn(z)|q
) |Fn(z)|q
an
dµ(z)
=
∫
Gρ
f(z)
(
1− |φ(z)|
q(n−k) +O(ρn0 )
|φ(z)|qn +O(ρn0 )
) |Fn(z)|q
an
dµ(z)
→
∫
∂G
f(z)
(
1− |φ(z)|−qk) dγ(z)
= 0
since |φ(z)| = 1 when z ∈ ∂G.
Our next lemma will identify some ideal choices for the sequence {an}n∈N of Lemma 3.2.4.
Lemma 3.2.5. Let γ be a probability measure on the unit interval [0, 1] and let ct = ct(γ) be defined
as in (3.2.1). The following are equivalent:
1. 1 ∈ supp(γ),
2. limt→∞ c
1/t
t = 1,
3. limn→∞ cq(n+1)c−1qn = 1.
Proof. It is obvious that (1)⇒(2) and (3)⇒(1) so we need only prove that (2)⇒(3). To this end, we
have
cqn+q
cqn
= 1 +
∫ 1
0
rqn(rq − 1)dγ(r)∫ 1
0
rqndγ(r)
.
If limt→∞ c
1/t
t = 1, then the measures
rqndγ(r)R 1
0 r
qndγ(r)
converge weakly to the point mass at 1 as n→∞,
which implies the desired conclusion.
Now we can prove the following lemma, which will be of critical importance in our proof of
Theorem 3.2.2.
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Lemma 3.2.6. Let κ be a measure on G and γ a measure on ∂D and let N ⊆ N be a subsequence
such that
w-lim
n→∞
n∈N
|Fn(z)|q
an
dκ = d(ψ∗γ),
where {an}n∈N is as in Lemma 3.2.4. Then
lim sup
n→∞
n∈N
‖Pn(κ)‖qκ
an
≤ exp
(∫ 2pi
0
log(γ′(θ))
dθ
2pi
)
.
Proof. By the extremal property, we have ‖Pn(κ)‖qκ ≤ ‖Fn−k(z)Pk(ψ∗γ)‖qκ. By Lemma 3.2.4, we
can write ∫
G
|Pk(z;ψ∗γ)|q|Fn−k(z)|q
an
dκ(z)→
∫
∂G
|Pk(z;ψ∗γ)|qd(ψ∗γ)
as n→∞ through N . Therefore
lim sup
n→∞
n∈N
a−1n ‖Pn(κ)‖qκ ≤ ‖Pk(ψ∗γ)‖qψ∗γ
for every k > 0. Since k here is arbitrary, we can take the infimum over all k, which is no larger
than the limit as k tends to infinity. The result now follows from Theorem 2.3.1.
The following calculation will be useful also.
Proposition 3.2.7. If x 6∈ G and r ∈ [ρ, 1], then
∫ 2pi
0
log |ψ(reiθ)− x|q dθ
2pi
= log |φ(x)|q.
Proof. First, consider the case when x 6∈ G. It is clear that cap(Gr) = r. Define ψr(z) = ψ(rz) on
{z : |z| > ρ˜r−1}. Then we calculate
log |φ(x)|q =
∫ 2pi
0
log |eiθ − φ(x)r−1|q dθ
2pi
+ q log(r)
= −qUωD
(
φ(x)
r
)
+ q log(r)
= qgC\D(φ(x)r
−1,∞) + q log(r)
= qgC\Gr (x,∞) + q log(cap(Gr))
=
∫
Γr
log |y − x|qdωGr (y)
=
∫ 2pi
0
log |ψr(eiθ)− x|q dθ2pi .
The first line follows from Example 0.5.7 in [50]. The second line is just the definition of the
logarithmic potential. The third line then follows from (1.1.1) above and the fact that D has
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logarithmic capacity 1. The fourth line then follows from the conformal invariance of the Green’s
function (see Section 1.1). The fifth line follows as the third did from the first. Finally, the last line
follows from the definition of equilibrium measure as given in Theorem 3.1 in [71].
The case x ∈ ∂G follows by dominated convergence as in Example 0.5.7 in [50].
Now we are ready to prove Theorem 3.2.2.
Proof of Theorem 3.2.2. For now, let us assume that ` = m = 0 in our definition of µ. We will
appeal to Lemma 3.2.6 to prove our upper bound. As mentioned in the proof of Lemma 3.2.4, all
weak limits of the measures considered there are supported on ∂G, so it suffices to consider functions
that are continuous in a neighborhood of ∂G. For any k ∈ N0, we have
lim
n→∞
∫
Gρ
φ(z)k|Fn(z)|q
cqn(τ)
dµ(z) = lim
n→∞
∫ 1
ρ
∫ 2pi
0
rk+qneikθh(reiθ)dν(θ)dτ(r)
cqn(τ)
+ lim
n→∞
∫
D z
k|zn|qdσ2
cqn(τ)
=
∫ 2pi
0
eikθh(eiθ)dν(θ) =
∫
∂G
φ(z)kd(ψ∗(hν)).
It follows that the measures |Fn(z)|
2
cqn(τ)
dµ converge weakly to d(ψ∗(hν)) as measures on G. The upper
bound in this case now follows from Lemma 3.2.6.
If we add finitely many pure points outside G, we get the desired upper bound by placing a single
zero at each zi and ζi. More precisely, if we define the polynomials y∞(z) and Υ∞(z) by
y∞(z) =
m∏
j=1
(z − zj) , Υ∞(z) =
m∏
j=1
(z − ζj), (3.2.5)
then we have
‖Pn(µ)‖qµ ≤ ‖y∞Υ∞Pn−m−`(|y∞(z)Υ∞(z)|qµ)‖qµ = ‖Pn−m−`(|y∞(z)Υ∞(z)|qµ)‖q|y∞(z)Υ∞(z)|qµ
and then proceed as in the case when ` = m = 0 and apply Proposition 3.2.7.
For the lower bound we will use an argument inspired by the proof of Theorem 2.4.2. Recall
that Theorem 1.1.3 (and the remark following it) implies that for each zi, we can choose a sequence
{wi,n}n∈N so that Pn(wi,n;µ) = 0 and limn→∞ wi,n = zi (we will establish later that such a sequence
has a unique tail, but we do not need this now). Define
yn(z) =
m∏
j=1
(z − wj,n) (3.2.6)
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(so that yn(z)→ y∞(z) pointwise). We now can calculate
‖Pn(z;µ)‖qµ ≥
∫ 1
ρ
∫ 2pi
0
∣∣∣∣Pn(ψ(reiθ))yn(ψ(reiθ))
∣∣∣∣q m∏
j=1
|ψ(reiθ)− wj,n|qh(reiθ)dνac(θ)dτ(r) (3.2.7)
For |z| > 1 and r ∈ [ρ, 1], define the functions
Sr,n(z) = exp
− 1
2qpi
∫ 2pi
0
log
 m∏
j=1
|ψ(reiθ)− wj,n|qh(reiθ)ν′(θ)
 eiθ + z
eiθ − z dθ
 .
By our discussion in Section 1.4, we can rewrite (3.2.7) as
‖Pn(z;µ)‖qµ ≥
∫ 1
ρ
∫ 2pi
0
∣∣∣∣ Pn(ψ(reiθ))ei(n−m)θyn(ψ(reiθ))
∣∣∣∣q |Sr,n(eiθ)|q dθ2pidτ(r)
(notice that we arbitrarily added a factor of e−i(n−m)θ to the integrand, which is acceptable since it
is inside the absolute value bars). For each fixed r, we invoke the subharmonicity of the integrand
(or equation (2.3.2)) to obtain
‖Pn(z;µ)‖qµ ≥
∫ 1
ρ
rqn−qmSr,n(∞)qdτ(r). (3.2.8)
Since wj,n converges to zj as n→∞ for each j (by construction), we find that
lim inf
n→∞
‖Pn(z;µ)‖qµ
cqn(τ)
≥ exp
(∫ 2pi
0
log
(
h(eiθ)ν′(θ))
) dθ
2pi
) m∏
j=1
|φ(zj)|q
by Proposition 3.2.7. This is the desired lower bound.
2
The proof of Theorem 3.2.2 produces several interesting corollaries. The first of these shows that
certain parts of the measure µ contribute only negligibly to the norm of the extremal polynomial.
The following corollary is reminiscent of Theorem 2.4.1(vii) in [56].
Corollary 3.2.8. If µ is as in Theorem 3.2.2 with ν a Szego˝ measure on ∂D, then
lim
n→∞
(∫
D
|pn(ψ(reiθ);µ)|q h(reiθ)dνsing(θ)dτ(r) +
∫
G
|pn(z;µ)|qdσ1(z)+
+
∫
D
|pn(ψ(reiθ);µ)|q dσ2(reiθ) +
m∑
j=1
bj |pn(zj ;µ)|q +
∑`
j=1
βj |pn(ζj ;µ)|q
)
= 0.
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Proof. Let us write µ = µ0 + µ1 where µ0 = ψ∗(h(ν ⊗ τ)) +
∑m
j=1 djδzj . Then
‖Pn(µ)‖qµ
cqn(τ)
=
‖Pn(µ)‖qµ0
cqn(τ)
+
‖Pn(µ)‖qµ1
cqn(τ)
. (3.2.9)
The proof of Theorem 3.2.2 shows that the left-hand side of (3.2.9) and the first term on the right-
hand side of (3.2.9) both converge to the right-hand side of (3.2.2). This shows that everything
except µ0 contributes only negligibly to the norm of pn(z;µ). To show that the pure points outside
G contribute only negligibly to the norm, we keep our definition of w1,n from the proof of Theorem
3.2.2 and we write µ0 = µ01 + w1δz1 . We can now calculate
1 ≥
∫
C
∣∣∣Pn(z;µ)z−w1,n ∣∣∣q |z − w1,n|qdµ01
‖Pn(µ)‖qµ + d1|pn(z1)|
q
≥
‖Pn−1(|z − w1,n|qµ01)‖q|z−w1,n|qµ01
‖Pn(µ)‖qµ + d1|pn(z1)|
q
=
cqn(τ) exp
(∫ 2pi
0
log
(
h(eiθ)ν′(θ)|ψ(eiθ)− w1,n|q
)
dθ
2pi
)∏m
j=2 |φ(zj)|q
cqn(τ) exp
(∫ 2pi
0
log (h(eiθ)ν′(θ)) dθ2pi
)∏m
j=1 |φ(zj)|q
+
+ d1|pn(z1)|q + o(1)
= 1 + o(1) + d1|pn(z1)|q,
which implies the desired conclusion for z1. An identical proof works for each zj for j = 2, 3, . . . ,m.
Remark. As a consequence of Corollary 3.2.8, we see that if K ⊆ G is compact and µ is of the form
considered in Theorem 3.2.2 with ν a Szego˝ measure on ∂D, then
∫
K
|pn(z;µ, q)|qdµ(z)→ 0
as n→∞.
An additional consequence of Theorem 3.2.2 is the following corollary, which is a refinement of
Theorem 1.1.3.
Corollary 3.2.9. Let µ be as in Theorem 3.2.2 with ν a Szego˝ measure on ∂D. There exists a δ > 0
and N ∈ N such that for all n ≥ N , the polynomial Pn(µ) has a single zero in {u : |u− zi| < δ} for
each i ≤ m. If we denote this zero by wi,n, then there is an a > 0 so that |wi,n − zi| ≤ e−an for all
large n.
Proof. Theorem 1.1.3 (and the remark following it) establishes the existence of at least one zero of
Pn(µ) in {u : |u−zi| < δ} for all i and all large n. Now, fix  > 0 (but small) and let {w1, . . . , wt(n)}
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denote the collection of zeros of Pn(µ) outside Γ1+.
Define for |z| > 1 the functions
Sr,n(z) = exp
− 1
2qpi
∫ 2pi
0
log
t(n)∏
j=1
|ψ(reiθ)− wj |qh(reiθ)ν′(θ)
 eiθ + z
eiθ − z dθ
 .
As in the proof of Theorem 3.2.2, we calculate
‖Pn(z;µ)‖qµ
cqn(τ)
≥
∫ 1
ρ
rqn−qt(n)Sr,n(∞)qdτ(r)
cqn(τ)
≥
∫ 1
ρ
rqn−qt(n)Sr,n(∞)qdτ(r)
cqn−qt(n)(τ)
=
∫ 1
ρ
rqn−qt(n) exp
(
1
2pi
∫ 2pi
0
log
(
h(reiθ)ν′(θ)
)
dθ
)
dτ(r)
cqn−qt(n)(τ)
t(n)∏
j=1
|φ(wj)|q, (3.2.10)
where we used Proposition 3.2.7. From this expression, it follows that n− t(n) tends to infinity as
n→∞, for if it did not, then since |φ(wj)| > 1+ for every j ≤ t(n), we would have ‖Pn(z;µ)‖1/nµ >
1+  for all n in some subsequence N ⊆ N, which violates the fact that cap(G) = 1 and µ is regular
(see Theorem III.3.1 in [50]).
Since n − t(n) → ∞, the first factor in (3.2.10) converges to exp
(
1
2pi
∫ 2pi
0
log
(
h(eiθ)ν′(θ)
)
dθ
)
as n → ∞ while the left-hand side has limit given by the right-hand side of (3.2.2). If for each
i ∈ {1, . . . ,m} we pick a sequence {wi,n}n∈N as in the proof of Theorem 3.2.2, then the corresponding
factor in the product (3.2.10) converges to |φ(zi)|q as n→∞. Therefore, it must be that
lim sup
n→∞
t(n)∏
j=1,wj 6=wi,n
|φ(wj)|q ≤ 1.
However, each factor in this product is larger than (1 + )q. We conclude that t(n) = m for all
sufficiently large n. This implies Pn(µ) has a single zero near each zj for j = 1, . . . ,m when n is
sufficiently large.
The proof of the exponential attraction now proceeds exactly as in the last portion of the proof of
Theorem 8.1.11 in [56] and we provide it here for completeness. For each i ∈ {1, . . . ,m}, let {wi,n}n∈N
be as above. We have just shown that this sequence has a unique tail. Suppose for contradiction
that there exists i ∈ {1, . . . ,m} so that for all a > 0 it is true that |wi,n − zi| > e−an for infinitely
many values of n ∈ N. Then we can find a subsequence n(j) so that |wi,n(j)−zi|1/n(j) → 1 as j →∞.
The above proof shows that all accumulation points of the zeros of the extremal polynomials are in
Pch(µ). Therefore, Corollary 1.1.5 in [65] (whose proof only depends on the extremal property and
not orthogonality) implies that
lim inf
j→∞
|pn(j)(z;µ, q)|1/n(j) ≥ exp (−UωG(z)) (3.2.11)
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for all z in some punctured neighborhood of zi, and in particular, uniformly on some small circle
Ci centered at zi. It is then clear that we retain the uniformity on Ci in (3.2.11) if we replace
pn(j)(z;µ, q) by pn(j)(z;µ, q)/(z − wi,n(j)). Our above analysis implies that for all sufficiently large
n ∈ N, the polynomial pn(j)(z;µ, q)/(z −wi,n(j)) has no zeros in a neighborhood of zi, and all other
zeros tend to G ∪ {z`}` 6=i. Therefore, pn(j)(z;µ, q)/(z − wi,n(j)) is free of zeros inside Ci, and so the
minimum principle implies
lim inf
j→∞
∣∣∣∣pn(j)(z;µ, q)z − wi,n(j)
∣∣∣∣1/n(j) ≥ exp (−UωG(z)) (3.2.12)
uniformly for all z in some open set containing zi. By our definition of the subsequence {n(j)}j∈N,
we conclude that
lim inf
j→∞
|pn(j)(zi;µ, q)|1/n(j) ≥ exp (−UωG(zi)) > 1,
which is clearly impossible by the normalization of pn. This contradiction gives us the desired
conclusion.
Remark 1. We can actually quantify the parameters δ and a in the statement of Corollary 3.2.9.
The proof of Corollary 3.2.9 shows that we may take δ to be any positive real number so that
{w : |w − zi| ≤ δ} ∩ supp(µ) = {zi} for each i ≤ m. Furthermore, equation (3.2.12) shows that
lim sup
n→∞
|zi − wi,n|1/n ≤ exp (UωG(zi))
for all i ≤ m.
Remark 2. Corollary 3.2.9 tells us that the polynomial Pn(µ, q) has a single zero extremely close to
zi for each i ∈ {1, . . . ,m} and the remaining n −m zeros are placed so as to minimize the Lq(µ)
norm with respect to a varying – yet converging – weight. It would be interesting to look at the
measure µ on D∪{z1, . . . , zm} given by dµ = dA(z)+
∑m
j=1 δzj (where dA(z) refers to area measure
on the unit disk) and see if the results from [36] continue to hold in this case, where the polynomial
weight would be y∞(z) (see (3.2.5) above).
The upper bound in the proof of Theorem 3.2.2 came from Lemma 3.2.6, which applies to
arbitrary finite measures (not just product measures). We can also state the lower bound used in
the proof of Theorem 3.2.2 in a more general form.
Proposition 3.2.10. Let µ˜ be a measure on G so that µ˜ ≥ µ and µ is the push-forward (via ψ) of
the measure w(reiθ) dθ2pidτ(r) where 1 ∈ supp(τ) and w ∈ L1( dθ2pi ⊗ dτ(r)). Then
‖Pn(µ˜)‖qµ˜ ≥
∫ 1
0
rnq exp
(∫ 2pi
0
log(w(reiθ))
dθ
2pi
)
dτ(r).
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Remark. The statement here is very general because we do not insist on any continuity of w.
Proof. By the inequality of the measures and the extremal property, we have
‖Pn(µ˜)‖qµ˜ ≥ ‖Pn(µ˜)‖qµ ≥ ‖Pn(µ)‖qµ,
so it suffices to put the desired bound on ‖Pn(µ, q)‖qLq(µ). Let X ⊆ [0, 1] be the collection of all r
so that w(reiθ) dθ2pi is a Szego˝ measure on ∂D. The proposition is trivial unless τ(X) > 0. Therefore,
we assume this is the case, and for r ∈ X we define
Sr(z) = exp
(
− 1
2qpi
∫ 2pi
0
log
(
w(reiθ)
) eiθ + z
eiθ − z dθ
)
, |z| > 1
and write
‖Pn(µ)‖qµ ≥
∫
X
rnq|Sr(∞)|qdτ(r)
as in (3.2.8). This is the desired lower bound.
We conclude this section with an example showing how one can apply Lemma 3.2.6 to a region
without analytic boundary.
Example. Let G be the region
{
z : |z3 − 1| < 1} and assume q > 1. Notice that G has capacity
1 since φ(z)3 = z3 − 1 (see Example 3.8 in [35]). Therefore, when n is a multiple of 3 we have
F3m(z) = (z3 − 1)m.
Figure 3.1: The region G of the example.
Let τ be a probability measure on (0, 1) with 1 ∈ supp(τ). The region G can be decomposed
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into level sets Ξr where
Ξr =
{
z : |z3 − 1| = r}
and r runs from 0 to 1. Let νr be arc-length measure on each component of Ξr and let h(z) be
a function that is continuous on G and is invariant under rotations by 2pi3 so that φ∗(hν1) has Z3
symmetry as a measure on ∂D as in Example 1.6.14 in [56]. Let us define µ by
∫
G
f(z)dµ(z) =
∫ 1
0
∫
Ξr
f(z)h(z)dνr(z)dτ(r).
Consider the measure hν1 on ∂G. If m ∈ N is fixed, then by the extremal property we have that for
any choice of complex numbers a0, . . . , am−1 and am = 1
‖P3n(hν1, q)‖qLq(hν1) ≤
∥∥∥∥∥∥
m∑
j=0
ajF3(j+n−m)(z)
∥∥∥∥∥∥
q
Lq(hν1)
=
∥∥∥∥∥∥
m∑
j=0
ajφ(z)3(j+n−m)
∥∥∥∥∥∥
q
Lq(hν1)
.
Following the proof of the upper bound in Theorem 7.1 in [17] we get
‖P3n(hν1, q)‖qLq(hν1) ≤
∫ 2pi
0
∣∣∣∣∣1 +
m∑
k=1
γke
3kiθ
∣∣∣∣∣
q
dφ∗(hν1) (3.2.13)
for any m ≤ n and any choice of constants γ1, . . . , γm. The assumed Z3 symmetry of the measure
implies that P3m(z;φ∗(hν1), q) = Rm(z3) for some monic polynomial Rm of degree m (this follows
from the uniqueness of the extremal polynomial in the case q > 1; see Example 1.6.14 in [56]).
Therefore, we can choose γ1, . . . , γm appropriately so that the right-hand side of (3.2.13) is equal to
‖P3m(φ∗(hν1), q)‖qφ∗(hν1). The reasoning of Lemma 3.2.6 then implies
lim sup
n→∞
‖P3n(hν1, q)‖qLq(hν1) ≤ exp
(∫ 2pi
0
log (φ∗(hν1)′(θ))
dθ
2pi
)
.
Now, as in Lemma 3.2.6, we calculate (for f ∈ C(G))
cqm(τ)−1
∫
G
f(z)|F3m(z)|qdµ(z) = cqm(τ)−1
∫ 1
0
(∫
Ξr
f(z)h(z)dνr(z)
)
rqmdτ(r)
→
∫
Ξ1
f(z)h(z)dν1(z)
as m→∞. Therefore, the measures |F3m|qcqm(τ)dµ converge weakly to hdν1 and the reasoning of Lemma
3.2.6 implies
lim sup
n→∞
‖P3n(z;µ, q)‖qLq(µ)
cqn(τ)
≤ exp
(∫ 2pi
0
log(φ∗(hν1)′(θ))
dθ
2pi
)
.
2
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In the next section, we explore more detailed asymptotic properties of the polynomials Pn(z;µ, q)
and pn(z;µ, q).
3.2.2 Szego˝ Asymptotics for Extremal Polynomials
The main idea of Theorem 3.2.2 is that the asymptotic behavior of the extremal polynomial norms
is comparable to the behavior of the Lq norms {‖φ(z)n‖Lq(µ)}n∈N. It should not be surprising then
that in some cases we can make a stronger statement about the extremal polynomials’ resemblance
to φ(z)n in certain regions of the plane, which is the essence of what we call Szego˝ asymptotics.
Theorems 3.2.11 and 3.2.12 will provide us with detailed information about the behavior of Pn(z;µ, q)
outside of G and near the boundary of G. In the next section we will see how Pn(z;µ, 2) behaves
inside G (see Corollary 3.2.18).
In the previous section we established that the polynomial Pn(µ, q) has a single zero near each
pure point of µ outside of G (for large n) and asymptotically, all other zeros tend to G. If we label
the zero of Pn(µ, q) near zj as wj,n,q, let us define
yn(z; q) =
m∏
j=1
(z − wj,n,q),
which can be uniquely defined for all sufficiently large n by Corollary 3.2.9. It will be convenient for
us to define
Λn(z;µ, q) =
Pn(z;µ, q)
yn(z; q)
(3.2.14)
for all sufficiently large n. We also recall the definition
Sr,n(z; q) = exp
(
− 1
2qpi
∫ 2pi
0
log
(
h(reiθ)ν′(θ)|yn(ψ(reiθ); q)|q
) eiθ + z
eiθ − z dθ
)
(3.2.15)
for r ∈ [ρ, 1] and z ∈ C \ D. We begin by considering the behavior of Pn(z;µ, q) when z 6∈ G and
any q > 0. We will prove a result reminiscent of the convergence result in Theorem 2.4.1(iv) in [56]
and the corollary in [37].
Theorem 3.2.11. Let Sr,n(z; q) be defined as in (3.2.15). If µ is a measure as in Theorem 3.2.2
with ν a Szego˝ measure on ∂D and q > 0, then
Λn(ψ(z);µ, q)S1,∞(z; q)
zn−mS1,∞(∞; q) → 1
as n→∞ uniformly on compact subsets of C \ D.
Proof. Let q > 0 be fixed throughout this proof and denote Sr,n(z; q) by Sr,n(z) and Λn(z;µ, q) by
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Λn(z;µ).
We showed in Section 3.2.1 (or see equation (2.3.2)) that if r ∈ [ρ, 1], then
rq(n−m)Sr,n(∞)q ≤
∫ 2pi
0
|Λn(ψ(reiθ);µ)Sr,n(eiθ)|q dθ2pi (3.2.16)
for all r ∈ [ρ, 1]. Let us fix some t < 1. If we divide both sides of (3.2.16) by cqn(τ) and then integrate
in the variable r from t to 1 with respect to τ , then both sides converge to S1,∞(∞)q as n→∞ (by
Theorem 3.2.2). Therefore, (3.2.16) is optimal in that we cannot multiply the right-hand side by
a factor smaller than 1 and have the inequality remain valid for all r ∈ [t, 1] when n is sufficiently
large. It follows that for any  > 0, there exists a sequence {rn}∞n=1 converging to 1 from below as
n→∞ so that
rq(n−m)n Srn,n(∞)q ≥ (1− )
∫ 2pi
0
|Λn(ψ(rneiθ);µ)Srn,n(eiθ)|q
dθ
2pi
. (3.2.17)
By a standard argument, we can choose our sequence {rn}∞n=1 converging to 1 from below so that
(3.2.17) remains true for some sequence n tending monotonically to 0 from above. Let an :=
‖Λn(ψ(rneiθ);µ)Srn,n(eiθ)‖Lq( dθ2pi ). By using (3.2.16) and (3.2.17) we see that
1− n ≤
∣∣∣∣ limz→∞ Λn(ψ(rnz);µ)Srn,n(z)anzn−m
∣∣∣∣q ≤ 1. (3.2.18)
Let
fn(z) =
Λn(ψ(rnz);µ)Srn,n(z)
anzn−m
.
Clearly, ‖fn‖Hq(C\D) = 1 for all n and equation (3.2.18) shows that limn→∞ fn(∞) = 1. Therefore,
the Keldysh Lemma (see Section 1.5) implies {fn}n∈N converges to 1 in Hq(C \D) as n→∞ so fn
converges to 1 uniformly on compact subsets of C \ D. Equations (3.2.16) and (3.2.17) show that
an = (1 + δn)r
(n−m)
n Srn,n(∞) with δn → 0 as n→∞. Therefore, if |z| > 1, we have
Λn(ψ(rnz))Srn,n(z)
(rnz)(n−m)Srn,n(∞)
→ 1 (3.2.19)
and the convergence is uniform on compact subsets of C \D. By plugging in z = w/rn into (3.2.19)
and using the uniformity of convergence on compact subsets we recover
Λn(ψ(w))Srn,n(w/rn)
wn−mSrn,n(∞)
→ 1, (3.2.20)
and the convergence is uniform on compact subsets. Equation (3.2.20) is sufficient to guarantee that
the sequence {Λn(ψ(w))w−(n−m)}n∈N is a normal family on C \ D. Dominated Convergence easily
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implies that
Srn,n(w/rn)
Srn,n(∞)
→ S1,∞(w)
S1,∞(∞) , |w| > 1
pointwise as n→∞, so we must have the desired uniform convergence on compact subsets.
Remark. Notice that Theorem 3.2.11 tells us that the leading-order Szego˝ asymptotic behavior of
the polynomials Pn(µ, q) is independent of τ .
Now that we have some information about the behavior of Pn(z;µ, q) outside G, we will consider
what happens close to the boundary of G. Our next result is motivated in part by Theorem 9.3.1
in [57]. As in Theorem 3.2.11, we will consider all q > 0.
Theorem 3.2.12. If µ is as in Theorem 3.2.2, q > 0, and ν is a Szego˝ measure on ∂D, then
w-lim
n→∞ |pn(z;µ, q)|
qdµ(z) = dωG(z)
as measures on C.
Proof. Let q > 0 be fixed and denote by pn the polynomial pn(z;µ, q). Corollary 3.2.8 and the remark
following it imply that any weak limit of the measures {|pn|qdµ}n∈N must be a measure on ∂G and
that we may, without loss of generality, assume that σ1 = σ2 = 0, ` = 0, and ν is purely absolutely
continuous with respect to Lebesgue measure. Let us recall the definition of Sr,n(z) = Sr,n(z; q)
from (3.2.15) for r ∈ [ρ, 1] and z ∈ C \ D.
We showed in Theorem 3.2.2 that
∫ 1
ρ
∫ 2pi
0
∣∣e−i(n−m)θΛn(ψ(reiθ))∣∣q |Sr,n(eiθ)|q
cqn(τ)S1,n(∞)q
dθ
2pi
dτ(r)→ 1 (3.2.21)
as n→∞.
For fixed n ∈ N and r ∈ [ρ, 1], let {u1, . . . , uηn(r)} be the zeros of Λn(ψ(rz)) (ηn ∈ N0) lying
outside of D, each listed a number of times equal to its multiplicity as a zero. We may then define
the Blaschke product
Br,n(z) =
ηn(r)∏
j=1
z − uj
zu¯j − 1 ·
u¯j
|uj | .
With this notation, we may define Jr,n(z) so that
z−(n−m)Λn(ψ(rz))Sr,n(z) = Br,n(z)Jr,n(z). (3.2.22)
From (3.2.22), we know that Jr,n(z) is analytic and nonvanishing in C \ D, so we may write
Jr,n(z)q/2 = Jr,n(∞)q/2 + gr,n(z) =
(
rn−mSr,n(∞)
Br,n(∞)
)q/2
+ gr,n(z), (3.2.23)
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where gr,n(z) is in H2(C \ D) and is orthogonal to the constant functions in H2(C \ D) (that is,
gr,n(z) ∈ H20 (C \ D) in the notation of [12]). Notice that
|e−i(n−m)θΛn(ψ(reiθ))Sr,n(eiθ)|q = |Jr,n(eiθ)q/2|2.
If we plug (3.2.23) into (3.2.21), we get
∫ 1
ρ
rqn−qmSr,n(∞)q
cqn(τ)S1,n(∞)qBr,n(∞)q +
‖gr,n‖2H2
cqn(τ)S1,n(∞)q dτ(r)→ 1 (3.2.24)
as n → ∞. However, Br,n(∞)−q > 1 and the second term is always nonnegative, so we conclude
that the first term in (3.2.24) has integral tending to 1 as n→∞, and hence
∫ 1
ρ
‖gr,n‖2H2
cqn(τ)S1,n(∞)q dτ(r)→ 0 (3.2.25)
as n→∞.
Now fix k ∈ N. We have
∫
Gρ
φ(z)k|pn(z)|qdµ(z) (3.2.26)
=
∫ 1
ρ
∫ 2pi
0
rkeikθ|e−i(n−m)θΛn(ψ(reiθ))|q|Sr,n(eiθ)|q
cqn(τ)S1,n(∞)q
dθ
2pi
dτ(r) + o(1)
=
∫ 1
ρ
∫ 2pi
0
rkeikθ|rq(n−m)/2Sr,n(∞)q/2Br,n(∞)−q/2 + gr,n(eiθ)|2
cqn(τ)S1,n(∞)q
dθ
2pi
dτ(r) + o(1)
=
∫ 1
ρ
∫ 2pi
0
rk+q(n−m)eikθSr,n(∞)q
cqn(τ)S1,n(∞)qBr,n(∞)q
dθ
2pi
dτ(r) +
∫ 1
ρ
∫ 2pi
0
rkeikθ|gr,n(eiθ)|2
cqn(τ)S1,n(∞)q
dθ
2pi
dτ(r) (3.2.27)
+
∫ 1
ρ
∫ 2pi
0
rk+q(n−m)/2eikθSr,n(∞)q/2 · 2Re[gr,n(eiθ)]
cqn(τ)S1,n(∞)qBr,n(∞)q/2
dθ
2pi
dτ(r) + o(1)
as n→∞. If we send n to infinity, the first term in (3.2.27) converges to 0 since k ∈ N. The second
term in (3.2.27) can be bounded from above in absolute value by
∫ 1
ρ
‖gr,n‖2H2
cqn(τ)S1,n(∞)q dτ(r), (3.2.28)
which tends to 0 by (3.2.25). By applying the Schwarz inequality, the third term in (3.2.27) can be
bounded from above in absolute value by
(∫ 1
ρ
r2k+q(n−m)Sr,n(∞)q
cqn(τ)S1,n(∞)qBr,n(∞)q dτ(r)
)1/2(∫ 1
ρ
4| ∫ 2pi
0
eikθ Re[gr,n(eiθ)] dθ2pi |2
cqn(τ)S1,n(∞)q dτ(r)
)1/2
.
The first factor tends to 1 as n → ∞ (as in (3.2.24)). After applying Jensen’s inequality to the
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second factor, we can bound it from above by twice the square root of (3.2.28). Therefore, the
integral (3.2.26) tends to 0 as n→∞.
We conclude that if γ is a weak limit point of the measures {|pn(µ)|qdµ}n∈N, then for every k ∈ N
we have ∫
∂G
φ(z)kdγ = 0.
This implies that γ is induced (via ψ) by a measure κ on ∂D with no nontrivial moments, i.e.,
dκ = dθ2pi and it follows that γ is the equilibrium measure for G (see Theorem 3.1 in [71]).
Theorem 3.2.12 yields the following corollary, which can be interpreted in terms of the Christoffel
functions discussed in Section 2.5 (see (2.5.5)).
Corollary 3.2.13. Under the hypotheses of Theorem 3.2.12, we have
w-lim
n→∞
Kn(z, z)
n+ 1
dµ(z) = dωG
as measures on C.
Remark. Since µ is regular, one can use a polynomial approximation argument, Corollary 3.2.8, and
Theorem 2.9.5 to arrive at a different proof of Corollary 3.2.13. Theorem 3.2.12 is of course much
stronger.
In the next section, we will consider the behavior of the Christoffel functions on G.
3.2.3 Christoffel Functions
In this section we will turn our attention to the Christoffel function λ∞(z;µ, q) = limn→∞ λn(z;µ, q)
where λn(z;µ, q) is defined as defined in (2.5.6). The behavior of λ∞(z;µ, q) is particularly easy to
describe when z ∈ ∂G.
Proposition 3.2.14. If µ is any measure with support in G and G has analytic boundary, then
λ∞(x;µ, q) = µ({x}) for all x ∈ ∂G and all q > 0.
Remark. For Proposition 3.2.14, we do not need to assume cap(G) = 1.
Proof. Fix x ∈ ∂G. It is obvious that λn(x;µ, q) ≥ µ({x}) for every n ∈ N, so it remains to show the
reverse inequality holds in the limit. Since ∂G is analytic, we can define a conformal map ϕ : G→ D
satisfying ϕ(x) = 1. By a well-known argument, this map ϕ has an analytic continuation to some
open set U ⊇ G. Define
fn(z) := 3−n(ϕ(z) + 2)n, z ∈ U
so that fn(x) = 1 = ‖fn‖L∞(G). By Theorem 2.5.7 in [51] there exists a sequence of polynomials
{Wn}n∈N so that ‖Wn − fn‖L∞(G) < n−1 (we do not assume Wn has degree n). It follows that
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for each n ∈ N there is a constant an = 1 + o(1) (as n → ∞) so that anWn(x) = 1. Then (with
En =Wn − fn)
λdeg(Wn)(x;µ, q) ≤
∫
G
|anWn(z)|qdµ(z) = (1 + o(1))
∫
G
|fn(z) + En|qdµ(z)→ µ({x})
as n→∞ by Dominated Convergence.
Remark. For results producing more precise asymptotics of λn(z;µ, 2) for z ∈ ∂G under stronger
hypotheses on µ, see [27, 71].
Now let us focus on x ∈ G. For measures supported on the unit circle, recall the discussion
in Section 2.5, where we said that if ν is a Szego˝ measure, then λ∞(z; ν, q) > 0 for all z ∈ D and
q ∈ (0,∞). We will prove an analog for the kinds of measures considered in Theorem 3.2.2. Before
we can do this, we need to define some auxiliary notation. For x interior to Γ1, define
ξ(x) =
1
2
(1 + inf{r : x ∈ Gr , r ≥ ρ}) .
For each r ∈ [ξ(x), 1], let ϕr,x be the canonical conformal map at x from Gr to D (see Section 1.2).
Denote the inverse to ϕr,x by χr,x. The following lemma will be useful:
Lemma 3.2.15. With the above notation, it holds that ϕr,x converges to ϕ1,x uniformly on some
open set containing G as r → 1 and there is an s ∈ (ξ(x), 1) and positive constants λ1 and λ2 such
that
λ1 < |ϕ′r,x(z)| < λ2
for all r ∈ [s, 1] and z ∈ G.
Remark. The proof of the lemma will actually show that when r is sufficiently close to 1, ϕr,x is
defined on all of G so the statement of the lemma makes sense.
Proof. By the Carathe´odory Convergence Theorem (see Section 1.2), the maps ϕr,x converge to
ϕ1,x uniformly on compact subsets of G as r → 1−. Since G has analytic boundary, a simple
argument shows that each ϕr,x can be univalently continued outside of G when r is sufficiently
close to 1 and in fact all such ϕr,x have a common domain of holomorphy containing G. A normal
families argument then implies ϕr,x converges to ϕ1,x uniformly on some open set containing G
as r → 1. We can then use the Cauchy integral formula to conclude that ϕ′r,x converges to ϕ′1,x
on a smaller open set containing G. This means that when r is sufficiently close to 1, we have
‖ϕ′r,x‖L∞(Γ1) ≤ 2‖ϕ′1,x‖L∞(Γ1). The same arguments can be applied to {χr,x}r∈[ξ(x),1], which proves
the claim.
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As a final preparatory step, we will need the following lemma, which is a slight refinement of
Lemma 1.1 in [19] (see also Lemma 1.5.1).
Lemma 3.2.16. If q ∈ (0,∞) and w ∈ Gr, then there is a constant βw so that for every f ∈ Hq(Gr),
|f(w)|q ≤ βw
∫
Γr
|f(z)|qd|z|.
Furthermore, the constant βw may be taken uniform for all r sufficiently close to 1 (but perhaps
depending on w).
Proof. The inequality follows from Lemma 1.1 in [19] and the equivalence of the spaces Eq(Gr)
and Hq(Gr) (see Chapter 10 in [12]), so we need only focus on the uniformity. If q ≥ 1, then
this is a simple consequence of Jensen’s inequality and the fact that H1 functions are the Cauchy
integral of their boundary values (see Theorem 10.4 in [12]), so we need only focus on the case
0 < q < 1. To this end, let g be the function harmonic in Gr satisfying g(ψ(reiθ)) = |f(ψ(reiθ))|q
almost everywhere on Γr. Let ωr,w be the harmonic measure for the region Gr and the point w.
Then by the subharmonicity of f , we have
|f(w)|q ≤ g(w) =
∫
Γr
g(z)dωr,w(z) ≤
∥∥∥∥dωr,wd|z|
∥∥∥∥
L∞(Γr)
∫
Γr
g(z)d|z| ≤ ∥∥ϕ′r,w∥∥L∞(Γr)
∫
Γr
|f(z)|qd|z|,
where we used Theorem 1.2.3. We can now apply Lemma 3.2.15 with x = w to provide uniformity
in the constant βw.
Now we are ready to prove the main theorem of this section.
Theorem 3.2.17. If µ and G are as in Theorem 3.2.2 with ν a Szego˝ measure on ∂D, then
λ∞(z;µ, q) > 0 for all z ∈ G and q ∈ (0,∞).
Proof. Since h is bounded from below and λn(z;µ, q) increases as we increase µ, we may assume
that µ = νac ⊗ τ . In the region Gρ we may write (for f continuous)
∫
Gρ
f(z)dµ(z) =
∫ 1
ρ
∫
Γt
f(z)w˜(z)d|z|, dτ(t) (3.2.29)
where w˜ is a weight on Gρ. In fact, we can write explicitly
w˜(z) =
1
2pi
· ν′
(
φ(z)
|φ(z)|
) |φ′(z)|
|φ(z)| (3.2.30)
(we identify ν′(eiθ) and ν′(θ)). As in (1.4.7), define ∆r,q(z) by
∆r,q(z) = exp
(
1
2qpii
∮
Γr
log (w˜(ζ))
1 + ϕr(ζ)ϕr(z)
ϕr(ζ)− ϕr(z) ϕ
′
r(ζ)dζ
)
(3.2.31)
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for each r ∈ [ρ, 1] so that ∆r,q ∈ Hq(Gr) and |∆r,q(ζ))|q = w˜(ζ) for almost every ζ ∈ Γr ((3.2.30)
implies the integral in (3.2.31) converges).
Now fix y ∈ G and let Q(z) be any polynomial so that Q(y) = 1 (we make no assumptions about
the degree of Q). Let s ∈ (ρ, 1) be so that y is interior to Γs and so the constant βy of Lemma 3.2.16
may be chosen independently of t ∈ [s, 1]. We calculate
‖Q‖qLq(µ) ≥
∫ 1
s
∫
Γt
|Q(z)∆t,q(z)|q d|z|dτ(t) ≥ β−1y
∫ 1
s
|∆t,q(y)|qdτ(t) (3.2.32)
by Lemma 3.2.16. The function ∆t,q(y) is expressed as an exponential so the fact that ν is a Szego˝
measure on ∂D implies ∆t,q(y) is never equal to 0 for any t. Therefore, |∆t,q(y)|q is not the zero
function and so the integral on the far right of (3.2.32) is not equal to zero. We have therefore
obtained a lower bound for the far left-hand side of (3.2.32) that is independent of the degree of Q.
Taking the infimum over all such Q proves the theorem.
If we combine Theorem 2.5.2 and Theorem 3.2.17 for the case q = 2 we arrive at a proof of the
following corollary:
Corollary 3.2.18. If µ˜ ≥ µ and µ is as in Theorem 3.2.2 with ν a Szego˝ measure on ∂D, then
∞∑
n=0
|pn(z; µ˜, 2)|2 <∞
for all z ∈ G.
Now that we have some understanding of λ∞(x;µ, q) for all x ∈ G when µ is of the form
considered in Theorem 3.2.2, we want to try to calculate it exactly. Our next result will show that
one can reduce the problem to considering only measures on G = D and only the point x = 0.
Indeed, take any x0 ∈ G and let ϕ : G→ D be the canonical conformal map at x0 (see Section 1.2).
By the injectivity of ϕ on G (we used Carathe´odory’s Theorem here; see Section 1.2), we can push
any measure µ on G forward via ϕ to get a measure ϕ∗µ on D as in Section 1.2. With this notation,
we can prove the following result:
Proposition 3.2.19. With x0, µ and ϕ as above, we have λ∞(x0;µ, q) = λ∞(0;ϕ∗µ, q) for all
q ∈ (0,∞).
Remark. We do not exclude the possibility that G = D and ϕ is an automorphism of the disk.
Remark. If τ 6= δ1, the resulting measure ϕ∗µ may not be of the form considered in Theorem 3.2.2.
Proof. Fix q ∈ (0,∞). Given  > 0, let T be a polynomial so that ‖T‖qLq(ϕ∗µ) < λ∞(0;ϕ∗µ, q) + 
and T (0) = 1. Then Q˜ := T ◦ϕ is a function on G satisfying ‖Q˜‖qLq(µ) = ‖T‖qLq(ϕ∗µ) and Q˜(x0) = 1.
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Now let Q be a polynomial satisfying ‖|Q|q − |Q˜|q‖L∞(G) <  and Q(x0) = 1 (such a Q exists by
the same reasoning as in the proof of Proposition 3.2.14). It follows at once that λ∞(x0;µ, q) ≤
λ∞(0;ϕ∗µ, q)+2 and one direction of the inequality follows by sending → 0. The reverse inequality
follows by an argument symmetric to the one just given.
Remark. If we set τ = δ1, Proposition 3.2.19 can be used to provide a new proof of Proposition 2.2.2
in [56] and a new proof of Theorem 2.5.4 in [56].
Proposition 3.2.19 allows us to calculate λ∞(x;µ, q) by considering only measures on D and
only the point 0. If µ happens to be supported on ∂G, then ϕ∗µ is supported on ∂D so that
λ∞(0;ϕ∗µ, q) is in fact independent of q (see Theorem 2.5.4 in [56]) so the same must be true of
λ∞(x;µ, q). However, the following example shows that the value of λ∞(0;µ, q) is in general not as
easily calculated when supp(µ) * ∂G.
Example. Let us consider the special case of Corollary 3.2.18 where G = D, h = 1, and z = 0.
Let us further assume τ and ν are both probability measures. Fix any N ∈ N and let QN (z) be a
polynomial of degree at most N satisfying QN (0) = 1. Then for any r < 1 we have
∫ 2pi
0
|QN (reiθ)|2dν(θ) ≥ λN (0; ν, 2)
because QN (rz) is still a polynomial of degree N in z that is equal to 1 at 0. Integrating both sides
in the variable r with respect to τ from 0 to 1, we obtain λN (0;µ, 2) ≥ λN (0; ν, 2). Sending N →∞
we obtain λ∞(0;µ, 2) ≥ λ∞(0; ν, 2) > 0 (see equation (2.2.3) in [56]).
However, if 0 ∈ supp(τ) then the reverse inequality is false unless dν = dθ2pi (we still assume ν is
a Szego˝ measure on ∂D), i.e., it is true that λ∞(0;µ, 2) > λ∞(0; ν, 2). To see this, recall Proposition
2.16.2 in [63], which tells us that Qn,z(w) := Kn(w, z;µ)Kn(z, z;µ)−1 satisfies Qn,z(z) = 1 and
‖Qn,z‖2µ = λn(z;µ, 2). If G = D and q = 2, then by appealing to Theorem 2.5.4 in [56] and our
above arguments, one can conclude that {Qn,0(w)}n∈N is uniformly bounded on {u : |u| ≤ r1} for
any r1 < 1. By Montel’s Theorem this is a normal family so we may take n → ∞ through some
subsequence N ⊆ N so that {Qn,0(w)}n∈N converges uniformly to a function Q∞,0(w), which is
analytic in {z : |z| < r1} and Q∞,0(0) = 1. By continuity and the fact that if dν 6= dθ2pi then
λ∞(0; ν, 2) < 1, it must be that
∫ 2pi
0
|Q∞,0(reiθ)|2dν(θ) > 1 + λ∞(0; ν, 2)2
for all r sufficiently small (say r < r0). By Dominated Convergence, the same must be true for all
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Qn,0(z) for n sufficiently large and n ∈ N . We conclude that for sufficiently large n ∈ N , we have
λn(0;µ, 2) = ‖Qn,0(z)‖2µ =
∫ r0
0
∫ 2pi
0
|Qn,0(reiθ)|2dν(θ)dτ(r) +
∫ 1
r0
∫ 2pi
0
|Qn,0(reiθ)|2dν(θ)dτ(r)
>
1 + λ∞(0; ν, 2)
2
τ([0, r0]) + λ∞(0; ν, 2)τ((r0, 1])
=
1− λ∞(0; ν, 2)
2
τ([0, r0]) + λ∞(0; ν, 2).
Since λn(0;µ, 2) is decreasing in n, τ([0, r0]) > 0 and λ∞(0; ν, 2) < 1, the desired conclusion follows.
2
3.3 New Results on Ratio and Relative Asymptotics
This section will be devoted to the new results on ratio and relative asymptotics for orthonormal
polynomials presented in [53]. Recall that regularity is a necessary and sufficient condition for the
existence of root asymptotics (see Theorem 3.1.1 in [65]). Although ratio asymptotics need not
hold for regular measures (see the example in Section 3.3.2.1), we can say something about the
asymptotic behavior of pn/pn−1 when µ is regular. We will prove that if the measure µ is regular on
D, then the ratio zpn−1(z;µ)/pn(z;µ) converges to 1 uniformly on compact subsets of {z : |z| > 1}
as n tends to infinity through a subsequence of asymptotic density 1. This can be thought of as a
unit disk analog of Theorem 2.7.1. We also show that if the measure µ is regular on the lemniscate
Em = {z : |zm − 1| ≤ 1}, then the ratio (zm − 1)pn−m(z;µ)/pn(z;µ) converges to 1 uniformly on
compact subsets of C \ ch(µ) as n tends to infinity through a subsequence of asymptotic density 1.
The advantage of working on a lemniscate is that there is a monic polynomial whose L∞-norm is
1 on the lemniscate, while for more general supports this is not necessarily the case. If this is not
the case, then we cannot obtain convergence of pn/pn−1 by our methods, but we can describe the
behavior of pn/pn−kn for a possibly unbounded sequence {kn} (see Section 3.3.3 for details).
The strength of our results is rooted in the weak assumptions we place on the measure µ in order
to arrive at a ratio asymptotic result. Many ratio asymptotic results arise as a consequence of Szego˝
asymptotics (see Theorems 2.4.2 and 3.2.2), which is a stronger conclusion than ratio asymptotics
and hence requires stronger hypotheses on the measure. In [48], Saff places bounds on |pn/pn−1| for
arbitrary compactly supported measures using methods similar to ours. The results in [11] concern
orthogonal polynomials on the real line and are in the same spirit as our Theorem 3.3.2, though
Theorem 3.3.2 is much more general.
In addition to studying ratio asymptotics for consecutive orthonormal polynomials, we will also
consider ratios of orthonormal polynomials corresponding to different but related measures. In
particular, we will study the Uvarov Transform and the Christoffel Transform, both of which were
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introduced in Section 2.8. In both cases, we show that the asymptotic behavior of the orthonormal
polynomials outside of ch(µ) is unchanged provided the pure point (for the Uvarov Transform) or
the zero of the monomial (for the Christoffel Transform) satisfies the condition
lim
n→∞
|pn(x;µ)|2∑n−1
j=0 |pj(x;µ)|2
= 0 (3.3.1)
(see (3.3.15) in Section 3.3.4). The condition of regularity is equivalent to
lim sup
n→∞
|pn(z;µ)|1/n = 1
for every z in the outer boundary of the support of µ, except perhaps on a set of capacity 0 (see
Theorem 3.1.1 in [65]). Therefore, condition (3.3.1) – when applied to a point x in the outer boundary
of supp(µ) – qualitatively tells us that x is not a point at which |pn(x;µ)| grows exponentially (see
also Theorem 1.3 in [5]).
After proving the key fact about ratios of polynomials in the next section, we will apply it in
the case when the orthonormal polynomials correspond to a measure supported on the closed unit
disk in Section 3.3.2. We also include a brief digression where we show that if µ is any regular
measure on D, then there is a subsequence N ⊆ N of asymptotic density 1 so that the probability
measures {|pn(z;µ)|2dµ(z)}n≥0 converge weakly to normalized arc-length measure on the unit circle
as n→∞ through N , which is a unit disk analog of Theorem 2.9.4. In Section 3.3.3, we will apply
the results of Section 3.3.1 to orthonormal polynomials whose measure of orthogonality has a more
general support. The main theorem in Section 3.3.3 is analogous to results in Section 3.3.2, but
requires a small sacrifice in the strength of the conclusion due to the added generality. Finally,
in Section 3.3.4, we will apply the results of Section 3.3.1 to prove our stability results concerning
orthonormal polynomials when the measure is perturbed in specific ways. The foundation for all
that follows is Theorem 3.3.2 in the next section.
Throughout this section, pn(z;µ) will be used to denote pn(z;µ, 2) and Pn(z;µ) will denote
Pn(z;µ, 2).
3.3.1 The Key Fact
We begin by recalling a formula originally due to Saff (see [48]) that will be essential to the proof of
our key result. Let Q be a polynomial of degree at most n and let z ∈ C be fixed. The orthogonality
relation implies ∫
C
Q(z)pn(w;µ)−Q(w)pn(z;µ)
z − w pn(w;µ)dµ(w) = 0.
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By rearranging this equality, we recover
Q(z)
pn(z;µ)
=
∫
C
pn(w;µ)Q(w)
z−w dµ(w)∫
C
|pn(w;µ)|2
z−w dµ(w)
, (3.3.2)
whenever both denominators in (3.3.2) are nonzero.
At first glance, the utility of (3.3.2) is not obvious, though some applications are discussed in
[48]. We will apply this formula in cases where Q(z) = Qn(z) is also n-dependent. The key to
our calculations will be to write the numerator on the right-hand side of (3.3.2) as a perturbation
of the denominator and – under suitable hypotheses – show that the perturbation tends to zero
as n → ∞ while the denominator does not. In order to do so, we will require that the left-hand
side of (3.3.2) tends to 1 at infinity as n → ∞ and also that Qn(z) has L2(µ)-norm tending to 1
as n → ∞. Obviously Qn(z) = pn(z;µ) satisfies these conditions, but we will show that for any
sequence {Qn}n∈N of polynomials satisfying these conditions, the left-hand side of (3.3.2) tends to
1 as n→∞ when |z| is sufficiently large.
Before we prove our main result of this section, we make the following simple calculation:
Lemma 3.3.1. Let µ be a measure with compact support supp(µ) ⊆ C and suppose z satisfies
z 6∈ ch(µ). There is a constant Az > 0 so that∣∣∣∣∫
C
|pn(w;µ)|2
z − w dµ(w)
∣∣∣∣ > Az
for every n ∈ N. Furthermore, the constant Az may be bounded uniformly from below on any compact
subset of C \ ch(µ).
Proof. Since z 6∈ ch(µ), we can find a θ ∈ R so that minw∈ch(µ)Re[eiθz − eiθw] = dist(z, ch(µ)).
Therefore
Re
[
e−iθ
∫
C
|pn(w;µ)|2
z − w dµ(w)
]
=
∫
C
|pn(w;µ)|2
|z − w|2 Re[e
−iθ z¯ − e−iθw]dµ(w) ≥ dist(z, ch(µ))
supw∈supp(µ) |z − w|2
as desired. The uniformity in Az is now obvious.
Remark. Lemma 3.3.1 assures us that the denominator on the right-hand side in (3.3.2) is nonzero
for appropriate z.
Now we can prove the critical result. The following theorem will be used heavily for the applica-
tions in the remainder of this section. It tells us that the behavior of the orthonormal polynomials
when |z| is large is determined only by its normalization and its leading coefficient.
Theorem 3.3.2. Suppose µ is a (finite) and compactly supported measure on C. For each n ∈ N,
choose a polynomial Qn of degree exactly n and leading coefficient τn so that the following properties
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hold:
1. limn→∞ ‖Qn‖L2(µ) = 1,
2. limn→∞ τn/κn = 1.
Then
lim
n→∞
Qn(z)
pn(z;µ)
= 1 (3.3.3)
for all z 6∈ ch(µ). Furthermore, the convergence is uniform on compact subsets of C \ ch(µ).
Remark 1. The proof will show that we get the same conclusion if we only define Qn for n in some
subsequence and then send n→∞ through that subsequence.
Remark 2. By evaluating Qn(·)/pn(·;µ) at infinity, we see that the second condition in Theorem
3.3.2 is necessary for (3.3.3) to hold. Additionally, since κ−1n = ‖Pn(·;µ)‖L2(µ), the second condition
and the extremal property imply
lim inf
n→∞ ‖Qn‖L2(µ) ≥ lim infn→∞ τn‖Pn(·;µ)‖L2(µ) = 1,
so the first condition of Theorem 3.3.2 is really a statement about the lim sup.
Remark 3. We will show by means of an example in Section 3.3.4.2 that we cannot extend the
conclusion of Theorem 3.3.2 to include the boundary of Pch(µ). However, we will be able to say
something about what happens at points z that are outside Pch(µ), but inside the convex hull of
the support of µ (see the end of Section 3.3.2).
Proof. Fix z 6∈ ch(µ). By (3.3.2), we have
Qn(z)
pn(z;µ)
=
∫
C
pn(w;µ)Qn(w)
z−w dµ(w)∫
C
|pn(w;µ)|2
z−w dµ(w)
=
∫
C
|pn(w;µ)|2
z−w dµ(w) +
∫
C
pn(w;µ)(Qn(w)−pn(w;µ))
z−w dµ(w)∫
C
|pn(w;µ)|2
z−w dµ(w)
. (3.3.4)
By Lemma 3.3.1, the denominator and the matching term in the numerator in (3.3.4) stay away
from 0, so we need only show the second term in the numerator goes to 0 as n → ∞. For this, we
apply the Schwarz inequality to see that
∣∣∣∣∣
∫
C
pn(w;µ)(Qn(w)− pn(w;µ))
z − w dµ(w)
∣∣∣∣∣
2
≤
‖Qn(w)− pn(w;µ)‖2L2(µ)
infw∈ch(µ) |z − w|2 . (3.3.5)
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The norm can be expanded as
‖pn(·;µ)‖2L2(µ) + ‖Qn‖2L2(µ) − 2Re [〈Qn(w), pn(w;µ)〉µ] .
Our first hypothesis on Qn implies that the sum of the first two terms tends to 2 as n → ∞. By
the orthogonality relation, we may replace Qn(w) in the inner product by τn‖Pn(·;µ)‖L2(µ)pn(w;µ).
We now apply the second hypothesis on Qn and arrive at (3.3.3).
To prove the statement concerning uniformity, notice that Lemma 3.3.1 proves that convergence
holds uniformly on compact subsets of C \ ch(µ) so by the maximum modulus principle, we get
uniformity on any closed set in C \ ch(µ), even those that include infinity.
Before we turn our attention to applications of Theorem 3.3.2, we conclude this section by
exploring the behavior of the ratio (3.3.2) when z is inside the convex hull of the support of µ but
outside the support of µ. The calculations in the proof of Proposition 3.3.2 imply that the second
term in the numerator on the right-hand side of (3.3.4) still tends to 0 in this case, so we can obtain
the same conclusion as Theorem 3.3.2 (without the uniformity) if we can show that the denominator
on the right-hand side of (3.3.4) stays away from zero, perhaps on some subsequence.
It is clear that if z 6∈ supp(µ) then the sequence
{∫
C
|pn(w;µ)|2
z − w dµ(w)
}
n≥0
is bounded uniformly on compact subsets of C \ supp(µ), so Montel’s Theorem implies that some
subsequence converges uniformly on compact subsets to an analytic function h(z). It is possible that
the limiting function h(z) vanishes at a point inside the convex hull of the support of the measure.
For example, let µ be a measure supported on [−2,−1] ∪ [1, 2] satisfying µ(A) = µ(−A) for all
measurable sets A. Since the measure is symmetric about zero, so are the orthonormal polynomials
so we conclude ∫
supp(µ)
|pn(w;µ)|2
w
dµ(w) = 0,
i.e., the limiting function h(z) satisfies h(0) = 0. However, this example tells us how we can look
for the zeros of h(z); the relevant fact being that in this example any weak limit of the measures
{|pn(z;µ)|2dµ(z)}n≥0 is an even measure.
In a general setting, suppose σ is a weak limit point of the measures {|pn(z;µ)|2dµ(z)}n≥0 with
corresponding subsequence Nσ. Let Bσ(z) denote the Borel Transform of the measure σ with domain
given by C \ supp(µ). If Bσ(z) 6= 0, then
lim inf
n→∞
n∈Nσ
∣∣∣∣∫
C
|pn(w;µ)|2
z − w dµ(w)
∣∣∣∣ > 0, (3.3.6)
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which is exactly what we need to carry out the proof of Theorem 3.3.2. We have therefore proven
the following result:
Proposition 3.3.3. Suppose a sequence of polynomials {Qn}n≥0 is defined so that the hypotheses
of Proposition 3.3.2 are satisfied. Let σ be a weak limit point of the measures {|pn(z;µ)|2dµ(z)}n≥0
with corresponding subsequence Nσ. The conclusion (3.3.3) holds for all z outside the zero set of
Bσ as n tends to infinity through Nσ.
Example. Proposition 2.3 in [62] tells us that if µ is a regular measure and cap(supp(µ)) > 0, then
for any function f that is analytic in a neighborhood of Pch(µ) we have
lim
n→∞
1
n+ 1
n∑
j=0
∫
C
f(w)|pj(w;µ)|2dµ(w) =
∫
C
f(w)dωµ(w),
where ωµ is the equilibrium measure for the support of µ (we used Theorem 3.6.1 in [65] here).
Therefore, if
∫
C
1
z − wdωµ(w) 6= 0, (3.3.7)
then we can find a subsequence Nz ⊆ N of positive density such that
inf
n∈Nz
{∣∣∣∣∫
C
|pn(w;µ)|2
z − w dµ(w)
∣∣∣∣} > 0.
We conclude that if µ is regular, z 6∈ Pch(µ), (3.3.7) holds, cap(supp(µ)) > 0, and the conditions of
Theorem 3.3.2 are satisfied, then we can establish convergence as in (3.3.3) along a subsequence of
positive density.
The next several sections are devoted to applications of Theorem 3.3.2.
3.3.2 Application: Measures Supported on the Unit Disk
Let us recall Theorems 2.7.1 and 2.9.4, which assert ratio asymptotics and weak convergence of the
measures {|pn(z;µ)|2dµ(z)}n∈N along a subsequence of asymptotic density 1. The proofs of both of
these results depend heavily on the existence of a recurrence relation satisfied by the orthonormal
polynomials. Our main goal in this section is to prove analogs of (2.7.1) and (2.9.1) for measures
on the closed unit disk, a setting in which the orthonormal polynomials do not, in general, satisfy a
finite term recurrence relation.
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3.3.2.1 Ratio Asymptotics on the Disk
We begin with a result that is related to the conjecture in [48]. There, it is conjectured that for
a measure µ of a certain form on D, one has pn(z;µ)/(zpn−1(z;µ)) → 1 for all z in C \ D. As a
corollary, one then concludes that κnκ−1n−1 → 1 as n → ∞ (recall κn is the leading coefficient of
pn(·;µ)). We will show that in fact the corollary implies the conjecture. More precisely, we will
show that we need only verify the ratio asymptotic behavior at infinity to deduce it for all of C \D.
This can be viewed as a unit disk analog of Theorem 1.7.4 in [56].
Theorem 3.3.4. Let µ be a measure on D and N ⊆ N a subsequence so that
lim
n→∞
n∈N
κnκ
−1
n−1 = 1. (3.3.8)
Then
lim
n→∞
n∈N
zpn−1(z;µ)
pn(z;µ)
= 1
uniformly on compact subsets of C \ D.
Remark. The condition (3.3.8) does not imply ∂D ⊆ supp(µ). Indeed there are examples of measures
whose essential support is exactly two points and (3.3.8) holds with N = 2N+1 (see Example 1.6.14
in [56]).
Proof. We will apply Theorem 3.3.2 with Qn = zpn−1(z;µ). We need only verify the first condition
in Theorem 3.3.2; the other condition is immediate from our hypotheses. The upper bound
lim sup
n→∞,n∈N
‖Qn‖L2(µ) ≤ 1
is obvious while the lower bound follows from Remark 2 following Theorem 3.3.2.
From Theorem 3.3.4, we deduce the following corollary, which is an analog of (2.7.1) for regular
measures on the unit disk. By appealing to Proposition 2.2.3, it also tells us that if the conjecture
in [48] is false, then it can only fail along a sparse subsequence.
Corollary 3.3.5. Let µ be a regular measure on D. There exists a subsequence N ⊆ N of asymptotic
density 1 so that
lim
n→∞
n∈N
zpn−1(z;µ)
pn(z;µ)
= 1 (3.3.9)
uniformly on compact subsets of C \ D.
Remark 1. We will generalize this result in the example in Section 3.3.3.
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Remark 2. In Proposition 3.4 in [48], Saff verifies boundedness of the ratio (3.3.9) under related
hypotheses.
Proof. To apply Theorem 3.3.4, we need to verify that κnκ−1n−1 → 1 along some subsequence
of asymptotic density 1. If we define γn = κnκ−1n−1, then each γn ≥ 1. Regularity implies(∏n
j=1 γj
)1/n
→ 1 so γn tends to 1 along a subsequence of asymptotic density 1 as desired.
Corollary 3.3.5 cannot be improved to give us convergence as n tends to infinity through all of
N as the following example shows.
Example. Let µ be a probability measure supported on the unit circle and let {αn(µ)}n≥0 be the
corresponding sequence of Verblunsky coefficients. The recurrence relation (2.1.2) easily implies
κ−2n =
n−1∏
j=0
(1− |αj |2) (3.3.10)
(see formula (1.5.12) in [56]). Let us define the measure µ by defining
αn(µ) =

1
2 , if n = 2
j for some j ∈ N,
0, otherwise.
One can easily check that this measure is regular. However
zp2j (z;µ)
p2j+1(z;µ)
∣∣∣∣
z=∞
=
√
3
2
,
so we can only apply Corollary 3.3.5 to the subsequence N = N \ {2j + 1 : j ∈ N}.
Now let us turn our attention to measures supported on the unit circle ∂D. In this case, since the
polynomials do satisfy a recurrence relation we can actually strengthen the conclusion of Theorem
3.3.2.
Theorem 3.3.6. Let µ be a probability measure supported on the unit circle and let Qn be as in
Theorem 3.3.2. Then
Qn(·)
pn(·;µ) → 1
in L2(∂D, dθ2pi ).
Proof. We use the Bernstein-Szego˝ Approximation Theorem (Theorem 1.7.8 in [56]) to calculate
∫ 2pi
0
∣∣∣∣ Qn(eiθ)pn(eiθ;µ)
∣∣∣∣2 dθ2pi =
∫
∂D
|Qn(z)|2 dµ(z)→ 1
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by hypothesis. Theorem 3.3.2 establishes uniform convergence on compact subsets of C \ D and we
have just established convergence of norms. The result now follows from Theorem 1.5.3.
Example. Let µ be a probability measure supported on the unit circle and suppose µ is normal in
the sense defined in [32]. This means that
lim
n→∞
∥∥∥∥p′n(z;µ)n
∥∥∥∥
L2(µ)
= 1.
This clearly implies ‖zp′n(z;µ)n−1‖L2(µ) → 1 while it is also clear that the leading coefficient of
zp′n(z;µ)n
−1 is κn. Therefore, Theorem 3.3.6 implies
lim
n→∞
∥∥∥∥ zp′n(z;µ)npn(z;µ) − 1
∥∥∥∥
H2(C\D)
= 1
when µ is normal.
3.3.2.2 Weak Asymptotic Measures on the Disk
Consider now the unit disk analog of (2.9.1). Lemma 2.9.3 tells us that if µ is a regular measure on
D, then there exists a subsequence M⊆ N of asymptotic density 1 so that for every m ∈ Z we have
lim
n→∞
n∈M
κn+mκ
−1
n = 1.
To see this, we let N be the subsequence as in Corollary 3.3.5 and let M be the subsequence of N
constructed by Lemma 2.9.3. Then if m > 0, we have
κn+m
κn
=
κn+m
κn+m−1
· κn+m−1
κn+m−2
· · · · · κn+1
κn
.
Since {n, n+ 1, . . . , n+m} ⊆ N whenever n ∈ M (for large n), we see that all of the ratios in the
above equality tend to 1 as n→∞ through M. A similar argument works if m < 0.
This observation will allow us to make further conclusions about regular measures supported on
D. More specifically, we will address possible weak limits of the sequence of probability measures
{|pn(z;µ)|2dµ(z)}n∈N. Recall our discussion in Section 2.9, where we saw that without any restric-
tions, the set of weak limit points can be hard to control. Also recall Theorem 2.9.5 and Section 3.1
where we learned that if µ is supported on ∂D and is regular, then
1
n+ 1
n∑
j=0
|pj(z;µ)|2dµ(z)→ dθ2pi
weakly as n→∞. This suggests convergence along a sequence of density 1 and we will show this is
the case. In fact, we will show that if µ is any regular measure on D, then there is a subsequence
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N ⊆ N of asymptotic density 1 so that
w-lim
n→∞
n∈N
|pn(z;µ)|2dµ(z) = dθ2pi .
The first step is to show that the weak limits we are interested in are measures on ∂D. This is the
content of the following lemma.
Lemma 3.3.7. Let µ be a measure on D, m ∈ N fixed, and N ⊆ N a subsequence so that
lim
n→∞
n∈N
κn+mκ
−1
n = 1.
If K ⊆ D is a compact set, then
lim
n→∞
n∈N
∫
K
|pn(z;µ)|2dµ(z) = 0.
Proof. Let K ⊆ D be a fixed compact set and assume K ⊆ {z : |z| < R < 1}. For contradiction, let
us suppose that there is a subsequence N1 ⊆ N and β > 0 such that∫
K
|Pn(z;µ)|2dµ ≥ β‖Pn(µ)‖2L2(µ)
for all n ∈ N1. Then for these n, we have∫
D\K
|Pn(z;µ)|2dµ ≤ (1− β)‖Pn(µ)‖2L2(µ).
We then use the extremal property to calculate
‖Pn+m(µ)‖2L2(µ) ≤
∫
K
|zmPn(z;µ)|2dµ+
∫
D\K
|zmPn(z;µ)|2dµ
≤ R2m
∫
K
|Pn(z;µ)|2dµ+
∫
D\K
|Pn(z;µ)|2dµ
= R2m
∫
K
|Pn(z;µ)|2dµ+R2m
∫
D\K
|Pn(z;µ)|2dµ+ (1−R2m)
∫
D\K
|Pn(z;µ)|2dµ
≤ R2m‖Pn(µ)‖2L2(µ) + (1−R2m)(1− β)‖Pn(µ)‖2L2(µ)
=
(
1− β(1−R2m)) ‖Pn(µ)‖2L2(µ),
which contradicts our hypothesis when n ∈ N is sufficiently large.
Now we can prove an analog of (2.9.1) for regular measures on the closed unit disk.
Theorem 3.3.8. Let µ be a regular measure on D. There is a subsequence N ⊆ N of asymptotic
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density 1 so that
w-lim
n→∞
n∈N
|pn(z;µ)|2dµ(z) = dθ2pi .
Proof. As mentioned above, we may begin with a subsequence N ⊆ N of asymptotic density 1 so
that for every m ∈ N we have
lim
n→∞
n∈N
κn+mκ
−1
n = 1.
It then follows from Lemma 3.3.7 that if K ⊆ D is compact, we have
lim
n→∞
n∈N
∫
K
|pn(z;µ)|2dµ(z) = 0.
We conclude that any weak limit of the measures {|pn(z;µ)|2dµ(z)}n∈N is supported on ∂D.
Let σ be such a weak limit point and Nσ ⊆ N the corresponding subsequence. Then for every
fixed k ∈ N we have (by the extremal property)
κ2nκ
−2
n+k ≤
∫
D
|Pk(z;σ)pn(z;µ)|2dµ(z). (3.3.11)
As n → ∞ through Nσ, the left-hand side of (3.3.11) tends to 1 while the right-hand side tends to
‖Pk(·;σ)‖2L2(σ). However, clearly ‖Pk(·;σ)‖2L2(σ) ≤ ‖zk‖2L2(σ) = 1, so we must have ‖Pk(·;σ)‖2L2(σ) =
1, which implies the Verblunsky coefficients for the measure σ satisfy
αj(σ) = 0, j = 0, 1, 2, . . . , k − 1.
Since k ∈ N was arbitrary, this implies σ is normalized arc-length measure on ∂D as desired.
3.3.3 Application: Measures Supported on Regions
If a measure µ is supported on an arbitrary bounded region G, we cannot prove a result quite as
precise as Theorem 2.7.1 or Corollary 3.3.5 using our methods. The main difficulty is that the
conformal maps sending the exterior of D to the exterior of D or the complement of [−2, 2] have
finite Laurent expansions, which simplifies matters computationally. To make up for this, we will
approximate the exterior conformal map with polynomials. The price we will pay is that we will
reach a conclusion about pn/pn−kn for a possibly unbounded sequence {kn} (but see the example
below).
Our proof in this setting will require use of Faber polynomials. Given a bounded region G ⊆ C
whose boundary is a Jordan curve, let Ω be the unbounded component of C \ G, which is simply
connected in the extended complex plane. Let φ denote the conformal map sending Ω to C \ D
satisfying φ(∞) = ∞ and φ′(∞) > 0. There are three conditions given in [17] that guarantee the
uniform convergence of Fn − φn to 0 on Ω as n → ∞. Whenever this convergence property holds
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(for example if G satisfies any of the three conditions in [17]), we will say G is of class K and write
G ∈ K.
Our result is the following:
Theorem 3.3.9. Let µ be a measure on the closure of a bounded region G ∈ K with logarithmic
capacity 1. Let N ,M⊆ N be infinite subsequences so that for each j ∈ M, κnκ−1n−j → 1 as n→∞
through N . Then there exists a non-decreasing and unbounded sequence {kn}n∈N of elements of M
such that
lim
n→∞
n∈N
φkn(z)pn−kn(z;µ)
pn(z;µ)
= 1 (3.3.12)
for all z 6∈ ch(µ). Furthermore, the convergence is uniform on compact subsets of C \ ch(µ).
Proof. We will apply Theorem 3.3.2 with Qn(z) = Fkn(z)pn−kn(z;µ) for some appropriate kn ∈M.
First note that our hypotheses imply that if the sequence {kn}n∈N grows slowly enough, then
κnκ
−1
n−kn tends to 1 as n → ∞ through N . Therefore, the second condition of Theorem 3.3.2
is satisfied by Qn. Remark 2 following Theorem 3.3.2 puts a lower bound on the lim inf of the
L2(µ)-norm of Qn. To put an upper bound on the lim sup, we see∫
G
|Fkn(z)pn−kn(z;µ)|2dµ(z) ≤ ‖Fkn‖2L∞(G)
for every n ∈ N. Therefore, ‖Qn‖L2(µ) ≤ 1 + n where n ≥ 0 tends to 0 as n → ∞ through N
provided {kn}n∈N is unbounded (this is because G ∈ K and |φ(w)| = 1 for all w ∈ ∂Ω). By invoking
Theorem 3.3.2, we conclude that
lim
n→∞
n∈N
Fkn(z)pn−kn(z;µ)
pn(z;µ)
= 1 (3.3.13)
for all z 6∈ ch(µ), and the convergence is uniform on compact subsets of C \ ch(µ). Since Fn − φn
tends to 0 on Ω as n→∞, (3.3.13) implies (3.3.12).
Although Theorem 3.3.9 is an analog of Theorem 3.3.4 for more general supports, proving an
analog of Corollary 3.3.5 or Theorem 2.7.1 is more challenging. The difficulty lies in the fact that
it is possible to have ‖Pn(·;µ)‖L2(µ) > ‖Pn−1(µ)‖L2(µ) when the support of the measure is not the
closed unit disk. The following example shows that we can strengthen the conclusion of Theorem
3.3.9 to more closely resemble that of Theorem 2.7.1 if some power of the conformal map φ is a
monic polynomial.
Example. Consider the set Em := {z : |zm − 1| ≤ 1} (pictured below for m = 3). In this case,
Fm(z) = zm − 1 (see example 3.8 in [35]) so that if µ is a measure supported on Em, we can write
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Figure 3.2: The boundary of the set E3.
‖Pn+m(·;µ)‖L2(µ) ≤ ‖Pn(·;µ)‖L2(µ) for all n ∈ N. If µ is regular, then we have
1 = lim
n→∞ (κnκn+1 · · ·κn+m−1)
1/n = lim
n→∞
κ1 · · ·κm n−1∏
j=1
κj+mκ
−1
j
1/n .
We can now apply the same reasoning as in the proof of Corollary 3.3.5 to conclude that there is
a subsequence N ⊆ N of asymptotic density 1 so that limn→∞,n∈N κnκ−1n−m = 1. Furthermore,
‖Fm(z)‖L∞(Em) = 1 so the proof of Theorem 3.3.9 shows that in fact we have
lim
n→∞
n∈N
Fm(z)pn−m(z;µ)
pn(z;µ)
= lim
n→∞
n∈N
(zm − 1)pn−m(z;µ)
pn(z;µ)
= 1
for all z 6∈ ch(µ). Notice that if we set m = 1 we recover Corollary 3.3.5. The same calculation
applies in any situation where some power of the conformal map φ is a monic polynomial.
3.3.4 Application: Stability Under Perturbation
3.3.4.1 The Uvarov Transform
Another application of Theorem 3.3.2 is to show that the behavior of the polynomials {pn(z;µ)}n≥0
is stable under certain perturbations of the measure. In the following example, we consider the
Uvarov Transform of a measure (see [15]), meaning we add a single point mass to the measure µ.
Example. Let µ be a measure with compact support and x ∈ C. We will show that for any t > 0
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we have
lim
n→∞
pn(z;µ+ tδx)
pn(z;µ)
= 1 (3.3.14)
uniformly on compact subsets of C \ ch(µ) if and only if
lim
n→∞
|pn(x;µ)|2
Kn−1(x, x;µ)
= 0, (3.3.15)
where Kn(y, z;µ) is defined as in (2.5.3). We will apply Theorem 3.3.2 with Qn = pn(z;µ + tδx).
The proof of Theorem 10.13.3 in [57] applies in this setting also to show that
‖Pn(·;µ+ tδx)‖2L2(µ+tδx)
‖Pn(·;µ)‖2L2(µ)
=
1 + tKn(x, x;µ)
1 + tKn−1(x, x;µ)
(3.3.16)
= 1 +
|pn(x;µ)|2
Kn−1(x, x;µ)
· t
t+Kn−1(x, x;µ)−1
.
Notice that,
lim
n→∞
t
t+Kn−1(x, x;µ)−1
always exists and lies in the interval (0, 1]. Therefore, if we assume (3.3.15) holds then (3.3.16)
verifies the second condition in Theorem 3.3.2 for Qn. To verify the first condition, write Qn =
τnPn(·;µ+ tδx) and notice
‖Pn(·;µ+ tδx)‖2L2(µ+tδx) ≥ ‖Pn(·;µ)‖2L2(µ) + ‖Pn(·;µ+ tδx)‖2L2(tδx).
Dividing through by ‖Pn(·;µ+tδx)‖2L2(µ+tδx) and using our above calculations, we get ‖Qn‖L2(tδx) →
0 as n→∞, which verifies the first condition in Theorem 3.3.2 and hence proves (3.3.14).
If (3.3.15) does not hold, then (3.3.16) shows that we do not even get the the desired convergence
at infinity so we cannot possibly have (3.3.14).
Remark. The Uvarov Transform on the unit circle was studied extensively by Wong in [75].
As an aside, we note here that the condition (3.3.15) is well studied in the context of OPUC and
OPRL (see Theorem 10.13.5 in [57] and also [5]). In the context of OPRL, when x ∈ supp(µ) it is
equivalent to the Nevai condition, which was introduced in [38]. It holds at x precisely when
w-lim
n→∞
Kn(x, y;µ)2
Kn(y, y;µ)
dµ(y) = δx.
In [5], it is conjectured that the Nevai condition holds for µ almost every x. There is an extensive
literature on the Nevai condition and related phenomena. Further results can be found in [5, 29, 38,
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39] and references therein.
The calculations in the above example prove our next result. It shows that if a measure is
perturbed in a way that does not affect the asymptotic behavior of the monic orthogonal polynomial
norms, then it also does not affect the asymptotic behavior of the orthonormal polynomials outside
ch(µ).
Corollary 3.3.10. Let µ1 and µ2 be two measures with compact support such that
lim
n→∞
‖Pn(·;µ1)‖L2(µ1)
‖Pn(·;µ1 + µ2)‖L2(µ1+µ2)
= 1.
Then
lim
n→∞
pn(z;µ1 + µ2)
pn(z;µ1)
= 1
for all z 6∈ ch(µ1).
3.3.4.2 The Christoffel Transform
A second kind of perturbation we will consider is the Christoffel Transform of a measure (see [15]),
where we multiply the measure by the square modulus of a monomial; that is, we define
dνx(z) = |z − x|2dµ(z). (3.3.17)
The location of the point x will not be arbitrary; indeed we will have to place a hypothesis on the
point x as in (3.3.15). We will see later (Corollary 3.3.13 below) that this forces x to lie in the
convex hull of the support of µ.
For every n ∈ N, we recall the definition of Kn(y, z;µ) given in (2.5.3). A very simple calculation
provides us with the following formula (see Proposition 3 in [15]):
Pn(z; νx) =
1
z − x
(
Pn+1(z;µ)− Pn+1(x;µ)
Kn(x, x;µ)
Kn(z, x;µ)
)
. (3.3.18)
We can now prove the following result:
Theorem 3.3.11. Let µ be a measure with compact support and let νx and µ be related by (3.3.17)
where x satisfies (3.3.15). Then
lim
n→∞
(z − x)pn−1(z; νx)
pn(z;µ)
= 1 (3.3.19)
uniformly on compact subsets of C \ ch(µ).
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Proof. We wish to apply Theorem 3.3.2 with Qn(z) = (z − x)pn−1(z; νx). First notice that
‖Qn‖2L2(µ) =
‖(· − x)Pn−1(·; νx)‖2L2(µ)
‖Pn−1(·; νx)‖2L2(νx)
= 1
by definition, which verifies the first condition of Theorem 3.3.2. By formula (3.3.18), we calculate
‖Pn−1(·; νx)‖2L2(νx) = ‖(· − x)Pn−1(·; νx)‖2L2(µ) = ‖Pn(·;µ)‖2L2(µ) +
|Pn(x;µ)|2
Kn−1(x, x;µ)
.
The leading coefficient τn of Qn is just ‖Pn−1(·; νx)‖−1L2(νx) so we have
τn = ‖Pn(·;µ)‖−1L2(µ)(1 + o(1))
as n → ∞ by our assumption (3.3.15). This verifies the second condition of Theorem 3.3.2 and
hence the desired conclusion follows.
Remark. By Theorem 3.3.6, if the measure µ in Theorem 3.3.11 is supported on the unit circle, then
in fact we get H2 convergence in (3.3.19).
The hypotheses of Theorem 3.3.11 are presented in terms of the measure µ, but we can also state
a condition on νx that implies relative asymptotics. We will follow the notation and terminology
from [31], where µ is called the Geronimus Transform of the measure νx. As in [31], let us define
qn(x) =
∫
C
pn(z; νx)
x− z dν
x(z), n(x) = νx(C)−
n∑
j=0
|qj(x)|2. (3.3.20)
We saw in the proof of Theorem 3.3.11 that ‖(z − x)pn−1(z; νx)‖L2(µ) = 1, so we need only verify
the condition on the leading coefficients to apply Theorem 3.3.2. To this end, we apply Corollary 2
in [31], which tells us that
‖Pn(z;µ)‖2L2(µ)
‖Pn−1(z; νx)‖2L2(νx)
=
n−1(x)
n−2(x)
.
Therefore, we see that (3.3.19) holds uniformly on compact subsets of C \ ch(µ) provided x satisfies.
lim
n→∞
|qn−1(x)|2
n−2(x)
= 0. (3.3.21)
Combining Theorem 3.3.11 with the example in Section 3.3.4.1, we deduce the following corollary:
Corollary 3.3.12. Let µ be a measure with compact support, x ∈ C, and t > 0. If x satisfies
(3.3.15), then
lim
n→∞
(z − x)pn−1(z; νx)
pn(z;µ+ tδx)
= 1
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uniformly on compact subsets of C \ ch(µ).
The following example illustrates Theorem 3.3.11 and shows that in general we cannot hope to
extend the results of Theorem 3.3.2 to the boundary of Pch(µ).
Example. Let us reconsider the example from Section 2.8. Let µ be two-dimensional area measure
on the unit disk D so that pn(z;µ) =
√
n+1
pi z
n. It is easily seen that in this case, the point 1 satisfies
(3.3.15) so we will consider the Christoffel Transform given by ν1. We recall that by the example in
Section IV.6 in [68] (or equation (3.3.18) above), we know that
pn(z; ν1) =
2√
pi(n+ 1)(n+ 2)(n+ 3)
n∑
k=0
(k + 1)zk(1 + z + z2 + · · ·+ zn−k).
We then see that
(z − 1)pn(z; ν1)
pn+1(z;µ)
=
=
2(z − 1)
zn+1(n+ 2)
√
(n+ 1)(n+ 3)
n∑
k=0
(k + 1)zk(1 + z + z2 + · · ·+ zn−k)
=
2
(n+ 2)
√
(n+ 1)(n+ 3)
(
(n+ 1)(n+ 2)
2
− n+ 1
z
− · · · − 2
zn
− 1
zn+1
)
,
which clearly tends to 1 as n→∞ if |z| > 1, in accordance with Theorem 3.3.11.
It is clear that
(z − 1)pn−1(z; ν1)
pn(z;µ)
∣∣∣∣
z=1
= 0,
so we cannot in general hope to extend the conclusion of Theorem 3.3.2 to include convergence on
the boundary of Pch(µ). However, in this example all of the zeros of pn(z;µ) are contained in D so
(z − 1)pn−1(z; ν1)pn(z;µ)−1 is a function in H∞(C \ D) and as such
∫ 2pi
0
(eiθ − 1)pn−1(eiθ; ν1)
pn(eiθ;µ)
dθ
2pi
=
(z − 1)pn−1(z; ν1)
pn(z;µ)
∣∣∣∣
z=∞
=
κn−1(ν1)
κn(µ)
→ 1
as n → ∞, which suggests we do have convergence to 1 almost everywhere on ∂D in this example.
A short calculation reveals that this is the case.
Theorem 3.3.11 also yields the following (see also Theorem 1.3 in [5]):
Corollary 3.3.13. If x 6∈ ch(µ) then (3.3.15) fails along every subsequence.
Proof. Since all zeros of pn(·;µ) are contained in ch(µ), we have
(z − x)pn−1(z; νx)
pn(z;µ)
∣∣∣∣
z=x
= 0
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for every n ∈ N, which means (3.3.15) cannot possibly hold along any subsequence for otherwise, by
Theorem 3.3.11 (applied along the subsequence) this expression would have to converge to 1.
It is interesting to observe that we can derive a different proof of Theorem 3.3.2 (without the
uniformity) if we assume Corollary 3.3.13. To see this, notice that (3.3.15) failing along every
subsequence is equivalent to the statement that
lim sup
n→∞
Kn−1(x, x;µ)
|pn(x;µ)|2 <∞. (3.3.22)
Therefore, if we have {Qn}n∈N as in the statement of Theorem 3.3.2, then we can write each Qn as
Qn(z) =
n∑
j=0
λ
(n)
j pj(z;µ)
for appropriate λ(n)j ∈ C, j ∈ {0, 1, . . . , n}. The hypothesis, τnκ−1n → 1 implies λ(n)n → 1. Since
‖Qn‖2L2(µ) =
∑n
j=0 |λ(n)j |2, the hypothesis ‖Qn‖L2(µ) → 1 implies
∑n−1
j=0 |λ(n)j |2 → 0. Therefore,
Qn(z)
pn(z;µ)
= λ(n)n +
∑n−1
j=0 λ
(n)
j pj(z;µ)
pn(z;µ)
.
We have already seen that λ(n)n → 1, while the remaining term can be bounded by the Cauchy-
Schwarz inequality:
∣∣∣∣∣
∑n−1
j=0 λ
(n)
j pj(z;µ)
pn(z;µ)
∣∣∣∣∣
2
≤
n−1∑
j=0
|λ(n)j |2
(Kn−1(z, z;µ)
|pn(z;µ)|2
)
,
which tends to 0 as n→∞ since we are assuming (3.3.22). Therefore, Qnp−1n tends to 1 outside of
ch(µ) as in (3.3.3).
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