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NONCOMMUTATIVE POSITIVSTELLENSA¨TZE FOR
PAIRS REPRESENTATION-VECTOR
JAKA CIMPRICˇ
Abstract. We study non-commutative real algebraic geometry
for a unital associative ∗-algebra A viewing the points as pairs
(pi, v) where pi is an unbounded ∗-representation of A on an inner
product space which contains the vector v. We first consider the
∗-algebras of matrices of usual and free real multivariate polyno-
mials with their natural subsets of points. If all points are allowed
then we can obtain results for general A. Finally, we compare
our results with their analogues in the usual (i.e. Schmu¨dgen’s)
non-commutative real algebraic geometry where the points are un-
bounded ∗-representation of A.
1. Introduction
Classical real algebraic geometry is interested in positivity sets of
real multivariate polynomials, i.e. sets of the form
KS = {a ∈ R
d | p(a) ≥ 0 for every p ∈ S}
where S is a finite subset of Pd := R[X1, . . . , Xd]. The main question
is to compute the set
Sat>(S) = {q ∈ Pd | q(a) > 0 for all a ∈ KS}
of all positive polynomials on KS and the set
Sat≥(S) = {q ∈ Pd | q(a) ≥ 0 for all a ∈ KS}
of all nonnegative polynomials on KS. The answer is given by Stengle’s
Positivstellensatz, see [15, Prop. 2.2.1]. Better answers are known un-
der various compactness assumptions, see e.g. Jacobi’s representation
theorem [15, Theorem 5.4.4]. We are interested in noncommutative
generalizations of this theory.
Our first result, Theorem 2.1, extends the classical theory to matrix
polynomials. Fix n ∈ N and write Mn(Pd) (resp. Sn(Pd)) for the set
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of all (resp. all symmetric) n × n matrices with entries from the set
Pd. Write Σn for the set of all n×n real positive semidefinite matrices.
Let us define the positivity set of a finite subset S ⊆ Sn(Pd) by
K ′S = {(a, B) | a ∈ R
d, B ∈ Σn \ {0} and Tr(p(a)B) ≥ 0 for all p ∈ S}.
Theorem 2.1 computes the set
Sat′>(S) = {q ∈ Sn(Pd) | Tr(q(a)B) > 0 for all (a, B) ∈ K
′
S}
under the additional assumption that S contains an element of the
form (K2 −
∑d
i=1X
2
i )In where K is a nonzero real number and In is
the identitity matrix of size n.
Note that this result is a variant of a theorem of Scherer and Hol
(see [14, Theorem 13] which extends [19, Theorem 2]; a more general
result follows from [1, Theorem 3 and Lemma 5]), where the positivity
set of S is defined by
KhsS = {a ∈ R
d | p(a) is positive semidefinite for all p ∈ S}
and the question is to compute the set
Saths> (S) = {q ∈ Sn(Pd) | q(a) is positive definite for all a ∈ K
hs
S }.
For n = 1 both results reduce to Jacobi’s representation theorem, see
[15, Theorem 5.4.4].
Our second result, Theorem 3.1, extends the classical theory to free
∗-polynomials, i.e. elements of the free algebra
Fd = R〈X1, . . . , Xd, Y1, . . . , Yd〉
with the involution defined by
Y ∗1 = X1, . . . , Y
∗
d = Xd.
It also covers matrix versions of such polynomials, i.e. elements of the
algebra Mn(Fd) with involution [fij ]
∗ = [f ∗ji]. Let S be a finite subset
of Sn(Fd) = {f ∈Mn(Fd) | f
∗ = f}. Its positivity set is
K ′′S = {(A1, . . . , Ad, B) | ∃m ∈ N : A1, . . . , Ad ∈Mm, B ∈ Σmn \ {0}
and Tr(f(A1, . . . , Ad, A
T
1 , . . . , A
T
d )B) ≥ 0 for all f ∈ S}
where Mm is the set of all real m×m matrices and the evaluations are
performed entrywise. Theorem 3.1 computes the set
Sat′′≥(S) = {f ∈ Sn(Fd) | Tr(f(A1, . . . , Ad, A
T
1 , . . . , A
T
d )B) ≥ 0
for all (A1, . . . , Ad, B) ∈ K
′′
S}.
For S = ∅, it extends the main theorem of [16] (which extends [9]).
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The closest result in literature is probably a theorem of Helton and
McCullough, see [10, Theorem 1.2]. Here, the positivity set of S is
KhmS = {(A1, . . . , Ad) ∈ B(H)
d | f(A1, . . . , Ad, A
∗
1, . . . , A
∗
d)
is positive definite for all f ∈ S},
where B(H) is the set of all bounded operators on a real separable
Hilbert space H and evaluations are performed entrywise. The set
Sathm> (S) = {f ∈ Sn(Fd) | f(A1, . . . , Ad, A
∗
1, . . . , A
∗
d)
is positive definite for all (A1, . . . , Ad) ∈ K
hm
S }
is computed under the additional assumption that (K2−
∑d
i=1X
∗
iXi)In
belongs to S for some nonzero real number K.
While the results of Scherer & Hol and Helton & McCullough fit into
Schmu¨dgen’s approach to noncommutative real algebraic geometry [21]
our results do not. In the last section we will formulate an alternative
approach, motivated by a paper of Helton, McCullough and Putinar
[12], and explain its relation to our results. The difference is in the
definition of a noncommutative real point.
2. Matrix Polynomials
Let n and d be fixed natural numbers. WriteMn(Pd) for the algebra
of all n× n matrices with entries from Pd = R[X1, . . . , Xd], Sn(Pd) for
the set of symmetric matrices fromMn(Pd) and Σn(Pd) for the set of all
finite sums of elements of the form P (X)TP (X) where P (X) ∈Mn(Pd).
Write also Mn (resp. Sn, Σn) for the set of all (resp. all symmetric, all
positive semidefinite) n × n matrices with real entries. Let In be the
identity n× n matrix.
The aim of this section is to prove the following theorem:
Theorem 2.1. Pick
P0(X), P1(X), . . . , Pk(X), Q(X) ∈ Sn(Pd)
where P0(X) = (K
2 −
∑d
i=1X
2
i )In for some nonzero real K. Suppose
that for every a ∈ Rd and for every nonzero B ∈ Σn such that
Tr(P0(a)B) ≥ 0,Tr(P1(a)B) ≥ 0, . . . ,Tr(Pk(a)B) ≥ 0
we have that Tr(Q(a)B) > 0. Then, writing T for all sums of squares
of elements from Pd, there exists ε ∈ R
>0 such that
Q(X)− εIn ∈ Σn(Pd) + T · P0(X) + T · P1(X) + . . .+ T · Pk(X).
For n = 1 we get exactly Jacobi’s Representation Theorem [15, The-
orem 5.4.4].
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Proof. We say that a subset N of Sn(Pd) is a weakly quadratic module
(abbr. wqm) if
N +N ⊆ N, T ·N ⊆ N and Σn(Pd) ⊆ N.
The set Σn(Pd) is the smallest wqm. Clearly, the set
NS := Σn(Pd) + T · P0(X) + T · P1(X) + . . .+ T · Pk(X)
is the smallest wqm containing the set S = {P0(X), P1(X), . . . , Pk(X)}.
A wqm N is said to be archimedean if for every A ∈ Sn(Pd) there
exists a real r > 0 such that rIn ± A ∈ N . In the sequel, we will
abbreviate In to I.
Step 1. The wqm NS is archimedean.
Write B(NS) = {A ∈ Sn(Pd) | ∃r ∈ R
+ : rI ± A ∈ NS}. Note that
the set NS ∩ PdI is a quadratic module on PdI = {pI | p ∈ Pd} which
contains (K2 −
∑d
i=1X
2
i )I for some nonzero real K. By [15, Corollary
5.2.4], NS ∩PdI is archimedean in PdI. It follows that B(NS) contains
PdI. On the other hand, it is clear that Sn ⊆ B(NS). Suppose now
that p ∈ Pd and A ∈ Sn. Pick k, l ∈ R
+ such that (k − p)I ∈ NS and
lI ±A ∈ NS. It follows klI ± pA = l(k− p)I + p(lI ±A) ∈ NS, so that
pA ∈ B(NS). Clearly, B(NS) is closed for addition. It follows that
Sn(Pd) ⊆ B(NS), by decomposing each element of Sn(Pd) as a sum of
products of elements from T and Sn. This proves the claim.
Step 2. If M ⊆ Sn(Pd) is a wqm maximal subject to −I 6∈ M and if
M is archimedean, then M ∪ −M = Sn(Pd).
This is almost the same as [15, Theorem 5.2.5, part (1)]. If there
exists A ∈ Sn(Pd) such that A 6∈M ∪−M , then M +TA and M −TA
are wqm which strictly containM . By the maximality ofM , −I ∈M+
TA and −I ∈M −TA, so −I = B1+At1 and −I = B2−At2 for some
t1, t2 ∈ T and B1, B2 ∈M . Multiplying the first equality by t2 and the
second by t1 and adding them, we get −(t2 + t1)I = B1t2 +B2t1 ∈ M .
It follows that −t1I ∈ M . Now pick l ∈ R
+ such that lI + A ∈ M . It
follows that −I = B1 + t1(lI + A) + l(−t1I) ∈ M + TM + TM ⊆ M .
This is a contradiction with −I 6∈M .
For every wqm N write KN for the set of all mappings α : Sn(Pd)→
R such that
(1) α(N) ≥ 0,
(2) α(I) = 1,
(3) α(A+B) = α(A) + α(B) for every A,B ∈ Sn(Pd) and
(4) α(tA) = α(tI)α(A) for every t ∈ Pd, A ∈ Sn(Pd).
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For every α ∈ KN , the set α
−1(R+) is clearly an archimedean wqm
containing N .
Step 3. IfN ⊆ Sn(Pd) is an archimedean wqm then−I 6∈ N iff KN 6= ∅.
If there is an α ∈ KN , then α(N) ≥ 0 and α(−I) = −1, hence
−I 6∈ N . Conversely, if −I 6∈ N , then there exists by Zorn’s Lemma
a wqm M containing N and maximal subject to −I 6∈ M . Since N is
archimedean, M is also archimedean. By Step 2, M ∪ −M = Sn(Pd),
so we can define a mapping α : Sn(Pd)→ R by
α(A) := sup{r ∈ R | A− rI ∈M} = inf{r ∈ R | rI − A ∈M}.
Clearly, α(N) ≥ 0 and α(I) = 1. The same argument as in [15,
Theorem 5.2.5, part (2)] shows that (3) is true for every A,B ∈ Sn(Pd)
and that (4) is true for every t ∈ T ,A ∈M . Since α(−A) = −α(A) for
every A ∈M (by (3)) and since T − T = Pd and M −M = Sn(Pd), it
follows that (4) is true for every t ∈ Pd and A ∈ Sn(Pd). Thus α ∈ KM .
Step 4. A mapping α : Sn(Pd) → R belongs to KΣn(Pd) iff there exists
a matrix B ∈ Σn with Tr(B) = 1 and a point a ∈ R
n such that
α(P (X)) = Tr(P (a)B) for every P (X) ∈ Sn(Pd).
Clearly, the homomorphism α|PdI is the evaluation at the point a =
(α(X1I), . . . , α(XdI)) ∈ R
n and α|Sn is a positive functional, hence
of the form A 7→ Tr(AB) for some B ∈ Σn. Since α(I) = 1, we
have that Tr(B) = 1. By additivity, α(P (X)) = Tr(P (a)B) for every
P (X) ∈ Sn(Pd). The converse is clear.
Step 5. Suppose that N is an archimedean wqm and A = A(X) ∈
Sn(Pd) is such that α(A) > 0 for every α ∈ KN . Then A ∈ εI +N for
some ε > 0.
The proof is the same as in [15, Theorem 5.4.4]. Write N1 = N−TA.
Since N ⊆ N1, N1 is archimedean. The assumption α(A) > 0 for
every α ∈ KN implies that KN1 = ∅. By Step 3, −I ∈ N1. Pick
S = S(X) ∈ N and t ∈ T such that −I = S − tA, so tA− I = S ∈ N .
Since N is archimedean, there exists k ∈ R+ such that (2k−1)I−t2A ∈
N and (2k − t)I ∈ N . Consider the identity: k2A + (k2r − 1)I =
(k−t)2(A+rI)+2k(tA−I)+rt(2k−t)I+((2k−1)I−t2A). This shows
that A + rI ∈ N implies that A+ (r − 1
k2
)I ∈ N . Repeating this step
several times, we eventually find an ε > 0 such that A− εI ∈ N . 
We can extend Theorem 2.1 to the non-compact case.
Theorem 2.2. Suppose that P1(X), . . . , Pk(X), Q(X) ∈ Sn(Pd) are
homogeneous polynomials of even degree such that for every a ∈ Rd\{0}
6 JAKA CIMPRICˇ
and for every B ∈ Σn \ {0} which satisfy
Tr(P1(a)B) ≥ 0, . . . ,Tr(Pk(a)B) ≥ 0
we have that Tr(Q(a)B) > 0. Then there exists m ∈ N such that
(
d∑
i=1
X2i )
mQ(X) ∈ Σn(Pd) +
k∑
j=1
TPj(X).
A variant of this result (corresponding to Schmu¨dgen’s approach) is
proved in [1]. For n = 1 both results reduce to a theorem of Putinar
and Vasilescu, see [18].
Proof. Write P0(X) = (1 −
∑d
i=1X
2
i ) · 1. From the assumption, it
follows that Tr(Q(a)B) > 0 for every point a ∈ Rn and for every
nonzero B ∈ Σn such that
Tr(P0(a)B) = 0,Tr(P1(a)B) ≥ 0, . . . ,Tr(Pk(a)B) ≥ 0.
By Theorem 2.1 there exist q0(X) ∈ Pd, q1(X), . . . , qk(X) ∈ T and
S(X) ∈ Σn(Pd) such that
Q(X) = S(X) + q0(X)P0(X) + q1(X)P1(X) + . . .+ qk(X)Pk(X).
From now on we compute in the localization of Pd by ‖X‖ =
√∑
X2i .
Every elements of this localization can be written uniquely as
g(X) + h(X)‖X‖
‖X‖l
where g(X), h(X) ∈ Pd and l ∈ N. Since P0(
X
‖X‖
) = 0, we get
Q(
X
‖X‖
) = S(
X
‖X‖
) +
k∑
j=1
qj(
X
‖X‖
)Pj(
X
‖X‖
).
By clearing denominators and comparing components at 1 and ‖X‖,
we get (because Q(X) and Pj(X) are homogeneous of even degree) that
‖X‖2mQ(X) ∈ Σn(Pd) +
k∑
j=1
TPj(X)
for some m ∈ N. 
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3. Matrix free ∗-polynomials
Let n and d be fixed natural numbers. Write Fd for the free ∗-
algebra in d variables as defined in the introduction and Mn(Fd) for
the ∗-algebra of n × n matrices with entries from Fd with involution
defined by [fij]
∗ = [f ∗ji]. Write Sn(Fd) for the real vector space of all
elements f ∈ Mn(Fd) such that f
∗ = f and Σn(Fd) for the set of all
finite sums of elements of the form f ∗f , f ∈ Mn(Fd). Let Mn, Sn and
Σn be as in the previous section.
For every d-tuple C = (C1, . . . , Cd) ∈ (Mm)
d, we define the mapping
evC : Fd → Mm by
evC(f(X1, . . . , Xd, X
∗
1 , . . . , X
∗
d)) = f(C1, . . . , Cd, C
T
1 , . . . , C
T
d )
and the mapping (evC)n : Mn(Fd)→Mmn
(evC)n([fij]) = [evC(fij)].
The aim of this section is to prove the following theorem.
Theorem 3.1. Pick n and d. For every elements p1, . . . , pk, q ∈ Sn(Fd),
the following are equivalent:
(1) Tr((evC)n(q)B) ≥ 0 for every m ∈ N, C ∈ (Mm)
d and B ∈ Σmn
such that Tr((evC)n(pi)B) ≥ 0 for every i = 1, . . . , k.
(2) q ∈ Σn(Fd) + R+p1 + . . .+ R+pk, where the closure refers to
the finest locally convex vector space topology of Sn(Fd).
The proof will depend on some rather elementary observations about
∗-representations that we are going to recall now. Recall that a ∗-
representation of A is an ordered pair (pi,Dpi) where Dpi is a real inner
product space and pi is a unital real algebra homomorphism from A
into the algebra of all linear operators on Dpi such that 〈pi(a)v1, v2〉 =
〈v1, pi(a
∗)v2〉 for every a ∈ A.
Example 3.2. For every m ∈ N and C ∈ (Mm)
d, the mapping
evC : Fd → Mm defines a ∗-representation (evC,R
m) of the ∗-algebra
Fd. Conversely, every ∗-representation (pi,Dpi) of Fd for which m =
dimDpi <∞ comes from evC with C = (pi(X1), . . . , pi(Xd)) ∈ (Mm)
d.
Let A be a ∗-algebra and (pi,Dpi) a ∗-representation of A. We can
equip Dpi with the structure of a left A-module by setting av := pi(a)v
for every a ∈ A and v ∈ Dpi. Equivalently, we can start with a
left A-module D equipped with a real valued inner product satisfy-
ing 〈av1, v2〉 = 〈v1, a
∗v2〉 for every a ∈ A and v1, v2 ∈ D and de-
note its action by pi. We say that the ∗-representations (pi,Dpi) and
(ψ,Dψ) are unitarily equivalent if there exist mutually inverse isome-
tries S : Dpi → Dψ and T : Dψ → Dpi such that Spi(a) = ψ(a)S and
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Tψ(a) = pi(a)T for every a ∈ A. Equivalently, S and T are mutu-
ally inverse left A-module homomorphisms between Dpi and Dψ that
preserve inner products.
Lemma 3.3. (GNS construction) Let A be a ∗-algebra, Sym(A) =
{a ∈ A | a = a∗} and ΣA the set of all finite sums of elements a
∗a,
a ∈ A. Let f be a real linear functional on Sym(A) such that f(ΣA) ≥
0. Then there exists a ∗-representation (pif , Df) of A and a vector
vf ∈ Df such that f(a) = 〈pif (a)vf , vf〉 for every a ∈ Sym(A).
Proof. The set If = {a ∈ A | f(a
∗a) = 0} is a left ideal in A and
Df := A/If is a left A-module with inner product 〈x + If , y + If〉 :=
1
2
f(y∗x+ x∗y). Let pif be the action of Df and vf := 1 + If ∈ Df . See
Theorem 8.6.2 in [20] for details. 
Lemma 3.4. (Morita equivalence) Let n be a natural number, A a
∗-algebra and Mn(A) the ∗-algebra of n × n matrices with entries in
A with involution [aij ]
∗ := [a∗ji]. Every ∗-representation (pi,Dpi) of A
induces a ∗-representation (pin, Dpin) of Mn(A) where Dpin := (Dpi)
n
and pin([aij ]) := [pi(aij)]. Moreover, every ∗-representation of Mn(A)
is unitarily equivalent to a ∗-representation induced from A as above.
Proof. The first part is clear. Write Eij for the element ofMn(A) which
has 1 at (i, j)-th place and zeros elsewhere. Pick a ∗-representation
(ψ,Dψ) of Mn(A) and note that D := E11Dψ is a left A-submodule
of Dψ. We equip D with the inner product inherited from Dψ. Write
pi be the action of D and note that Dpin = D
n. The mappings v 7→
(E11v, . . . , E1nv) from Dψ toDpin and (v1, . . . , vn) 7→ E11v1+. . .+En1vn
from Dpin to Dψ are mutually inverse homomorphisms of left Mn(A)-
modules which preserve inner products. 
The following is similar to Proposition 4 in [21]. For every element
of Fd we can define its degree as the total degree in Xi and X
∗
j . Write
Fd,K for the set of all elements of Fd of degree ≤ K.
Lemma 3.5. For every ∗-representation (pi,Dpi) of Fd, every finite sub-
set {v1, . . . , vn} of Dpi and every K ∈ N there exists a ∗-representation
(ρ, V ) of Fd where V = pi(Fd,K)v1+. . .+pi(Fd,K)vk is a finite-dimensional
subspace of Dpi containing {v1, . . . , vn} and ρ(b)vi = pi(b)vi for every
b ∈ Fd,K and i = 1, . . . , n.
Proof. LetH be the Hilbert space completion ofDpi and let P be the or-
thogonal projection ofH to V . For every x ∈ {X1, . . . , Xd, X
∗
1 , . . . , X
∗
d}
write ρ(x) = Ppi(x)|V . For every u, u
′ ∈ V , we have that 〈ρ(x)u, u′〉V =
〈ρ(x)u, u′〉H = 〈Ppi(x)u, u
′〉H = 〈pi(x)u, P
∗u′〉H = 〈pi(x)u, u
′〉H =
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〈u, pi(x)∗u′〉H = 〈u, pi(x
∗)u′〉H = 〈P
∗u, pi(x∗)u′〉H = 〈u, Ppi(x
∗)u′〉H =
〈u, ρ(x∗)u′〉H = 〈u, ρ(x
∗)u′〉V , hence ρ(x
∗) = ρ(x)∗. Since Fd is a free
∗-algebra, we can extend ρ to a ∗-representation of Fd.
Fix i between 1 and n. To prove that ρ(b)vi = pi(b)vi for every
b ∈ Fd,K we may assume that b is a monomial in Xi and X
∗
j and
proceed by induction on deg b. If b = 1, this is clear. Suppose that
b = xc where b, c ∈ Fd,K and x ∈ {X1, . . . , Xd, X
∗
1 , . . . , X
∗
d}. By the
inductive hypothesis, we have that ρ(c)vi = pi(c)vi. It follows that
ρ(b)vi = ρ(x)ρ(c)vi = ρ(x)pi(c)vi. Since pi(c)vi ∈ V , we have that
ρ(x)pi(c)vi = Ppi(x)pi(c)vi by the definition of ρ(x). Since b ∈ Fd,K ,
we have that pi(b)vi ∈ V , hence Ppi(x)pi(c)vi = Ppi(b)vi = pi(b)vi.
Therefore, ρ(b)vi = pi(b)vi. 
We are now able to give the proof of Theorem 3.1.
Proof. Recall that the finest locally convex topology of a real vector
space is the topology whose fundamental system of neighbourhoods of
zero consists of all convex absorbing sets. In particular, every real linear
functional on Sn(Fd) is continuous in this topology. By the Separation
theorem, an element q of Sn(Fd) belongs to the closure of a convex cone
C ⊆ Sn(Fd) if and only if f(q) ≥ 0 for every real linear functional f on
Sn(Fd) such that f(C) ≥ 0. For C = Σn(Fd) + R
+p1 + . . .+ R
+pk, we
get that (2) is equivalent to
(A) f(q) ≥ 0 for every real linear functional f on Sn(Fd) such that
f(Σn(Fd)) ≥ 0 and f(p1) ≥ 0, . . . , f(pk) ≥ 0.
For every ∗-representation pi of A and for every v ∈ Dpi, the real linear
functional f(pi,v)(a) := 〈pi(a)v, v〉, a ∈ Sn(Fd), satisfies f(pi,v)(Σn(Fd)) ≥
0. Conversely, for every real linear functional f on Sn(Fd) such that
f(Σn(Fd)) ≥ 0 there exist by Lemma 3.3 a ∗-representation (pif , Df) of
Mn(Fd) and a vector vf ∈ Df such that f(a) = 〈pif(a)vf , vf〉 for every
a ∈ Sn(Fd). It follows that (A) is equivalent to:
(B) 〈pi(q)v, v〉 ≥ 0 for every ∗-representation (pi,Dpi) ofMn(Fd) and
every v ∈ Dpi such that 〈pi(p1)v, v〉 ≥ 0, . . . , 〈pi(pk)v, v〉 ≥ 0.
By Lemma 3.4 every ∗-representation ofMn(Fd) is unitarily equivalent
to a ∗-representation of the form ψn. Therefore, (B) is equivalent to
(C) 〈ψn(q)u, u〉 ≥ 0 for every ∗-representation (ψ,Dψ) of Fd and
every u ∈ (Dψ)
n such that 〈ψn(pi)u, u〉 ≥ 0 for all i = 1, . . . , k.
For every ∗-representation (ψ,Dψ) of Fd and every u = (u1, . . . , un) ∈
(Dψ)
n, there exists by Lemma 3.5 a finite-dimensional ∗-representation
(ρ,Dρ) such that φ(a)ui = ρ(a)ui for every a ∈ Fd,K and every i =
1, . . . , n. It follows that 〈ψn(a)u, u〉 = 〈ρn(a)u, u〉 for every a ∈ Fd and
every u ∈ (Dψ)
n, hence (C) is equivalent to
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(D) 〈ρn(q)u, u〉 ≥ 0 for every finite-dimensional ∗-representation
(ρ,Dρ) of Fd and every u ∈ (Dψ)
n such that 〈ρn(pi)u, u〉 ≥ 0
for all i = 1, . . . , k.
If (ρ,Dρ) is a finite-dimensional ∗-representation of Fd and C1, . . . , Cd
are matrices that belong to the operators ρ(X1), . . . , ρ(Xd) in some
orthonormal basis of Dρ, then (ρ,Dρ) is unitarily equivalent to the ∗-
representation (evC,R
m), where C = (C1, . . . , Cd), and (ρn, (Dρ)
n) is
unitarily equivalent to ((evC)n,R
mn). Hence, (D) is equivalent to
(E) 〈(evC)n(q)v, v〉 ≥ 0 for every m ∈ N, every C ∈ (Mm)
d and
every v ∈ Rmn such that 〈(evC)n(pi)v, v〉 ≥ 0 for all i.
For every d-tuple C = (C1, . . . , Cd) ∈ (Mm)
d, write mn ⊕ C for the
d-tuple (mn ⊕ C1, . . . , mn ⊕ Cd) ∈ (Mm2n)
d. Substituting (C, v) →
(mn⊕C, (u1, . . . , umn)) in one direction and (mn⊕C, (u1, . . . , umn))→
(mn ⊕ C, v ⊗ e1) in the other direction, where u1, . . . , umn ∈ R
mn,
e1 = (1, 0, . . . , 0) ∈ R
mn and ⊗ is the Kronecker product, we see that
(E) is equivalent to
(F) 〈(evmn⊕C)n(q)(u1, . . . , umn), (u1, . . . , umn)〉 ≥ 0 for every m ∈
N, every C ∈ (Mm)
d and every (u1, . . . , umn) ∈ (R
m)mn such
that 〈evmn⊕C(pi)(u1, . . . , umn), (u1, . . . , umn)〉 ≥ 0 for all i.
We claim that (F) is equivalent to (1). Let P be the matrix of the
transpose mapping onMmn in the basis E11, . . . , E1n, . . . , En1, . . . , Enn.
Note that P is a permutation (hence orthogonal) matrix such that
B ⊗ Imn = P
T (Imn ⊗ B)P for every B ∈ Mmn. In particular, we have
that evmn⊕C(f) = evC(f) ⊗ Imn = P
T (Imn ⊗ evC(f))P = P
T (mn ⊕
evC(f))P for every f ∈ Mn(Fd). Writing u = (u1, . . . , umn) and
v = Pu = (v1, . . . , vmn), we get that 〈(evmn⊕C)n(q)u, u〉 = 〈P
T (mn ⊕
(evC)n(q))Pu, u〉 = 〈(mn ⊕ (evC)n(q))v, v〉 =
∑mn
i=1 v
T
i (evC)n(q)vi =
Tr((evC)n(q)B) where B =
∑mn
i=1 viv
T
i belongs to Σmn. Conversely,
every element B of Σmn has a decomposition B =
∑mn
i=1 viv
T
i with
vi ∈ R
mn and for u = P T (v1, . . . , vn) we have that 〈(evmn⊕C)n(q)u, u〉 =
Tr((evC)n(q)B). 
A subset C of a real vector space V is a convex cone if C + C ⊆ C
and R+C ⊆ C. Write C for the closure and C◦ for the interior of C in
the finest locally convex topology of V . Write C∨ for the set of all real
linear functionals f on V such that f(C) ≥ 0. The following is well
known and easy to prove.
Proposition 3.6. Let C be a convex cone in real vector space V . An
element e ∈ V belongs to C◦ if and only if for every element v ∈ V
there exists n ∈ N such that ne + v ∈ C. If one of these equivalent
conditions is true then for every v ∈ V the following are equivalent:
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(1) v ∈ C,
(2) v + εe ∈ C for every real ε > 0, and
(3) f(v) ≥ 0 for every f ∈ C∨.
Under the same assumptions, the following are equivalent:
(1’) v ∈ C◦,
(2’) v − εe ∈ C for some real ε > 0, and
(3’) f(v) > 0 for every f ∈ C◦.
The following is the archimedean version of Theorem 3.1.
Theorem 3.7. Pick n and d. For every elements p1, . . . , pk ∈ Sn(Fd)
such that the cone C := Σn(Fd) + R
+p1 + . . . + R
+pk is archimedean
(i.e. 1 ∈ C◦) the following are equivalent for every q ∈ Sn(Fd):
(a) Tr((evC)n(q)B) ≥ 0 for every m ∈ N, C ∈ (Mm)
d and B ∈ Σmn
such that Tr((evC)n(pi)B) ≥ 0 for all i = 1, . . . , k.
(b) q + εIn ∈ C for every real ε > 0.
Under the same assumptions, the following are equivalent:
(a’) Tr((evC)n(q)B) > 0 for every m ∈ N, C ∈ (Mm)
d and B ∈
Σmn \ {0} such that Tr((evC)n(pi)B) ≥ 0 for all i = 1, . . . , k.
(b’) q − εIn ∈ C for some real ε > 0.
Proof. By Theorem 3.1, (a) is equivalent to q ∈ C and by Proposition
3.6 applied to V = Sn(Fd) and e = In, q ∈ C is equivalent to (b).
To prove the second part, consider the following claim:
(A’) f(q) > 0 for every real linear functional f on Sn(Fd) such that
f(Σn(Fd)) ≥ 0 and f(p1) ≥ 0, . . . , f(pk) ≥ 0.
We can prove that (A’) is equivalent to (a’) by following the proof
of Theorem 3.1 (the equivalence of assertions (A) and (1)). Applying
Proposition 3.6 as above, we see that (A’) is equivalent to (b’). 
4. General ∗-algebras
Let A be a fixed ∗-algebra and Rall = Rall(A) the class of all ∗-
representations of A. In K. Schmu¨dgen’s approach to noncommuta-
tive real algebraic the elements of Sym(A) = {a ∈ A | a = a∗} are
considered as ‘noncommutative real polynomials’ and the elements of
some fixed subclass R of Rall are considered as ‘noncommutative real
points’. Interesting choices for R include the class Rfin of all finite-
dimensional ∗-representations of A and the class Rbnd of all bounded
∗-representations ofA. The positivity set of a given subset S of Sym(A)
is defined by
KR,schS := {(pi,Dpi) ∈ R | pi(s)  0 for all s ∈ S}
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and the problem is to compute the saturations
SatR,sch> (S) := {q ∈ Sym(A) | pi(q) ≻ 0 for all (pi,Dpi) ∈ K
R,sch
S }
SatR,sch≥ (S) := {q ∈ Sym(A) | pi(q)  0 for all (pi,Dpi) ∈ K
R,sch
S }
and
Satsch,R6≤ (S) := {a ∈ Sym(A) | pi(a) 6 0 for all (pi,Dpi) ∈ K
sch,R
S }.
Example 4.1. If A = Mn(Pd), S ⊆ Sym(A) and R(A) is the set of
all mappings eva : A →Mn, eva(P (X)) = P (a), where a ∈ R
d, then
Saths> (S) = Sat
R(A),sch
> (S).
If B =Mn(Fd) and S ⊆ SymB then
Sathm> (S) = Sat
Rbnd(B),sch
> (S).
The sets Saths> (S) and Sat
hm
> (S) were defined in the introduction.
Recall that a subset M of Sym(A) is called a quadratic module in A
if M +M ⊆M , 1 ∈M and a∗Ma ⊆M for every a ∈ A. Write M for
the closure and M◦ for the interior of M in the finest locally convex
topology of the real vector space Sym(A). A quadratic module M is
archimedean if for every a ∈ Sym(A) there exists a real positive k such
that k · 1 + a ∈M . By Proposition 3.6, M is archimedean iff 1 ∈M◦.
Theorem 4.2. Let A be a ∗-algebra and S ⊆ Sym(A). Write MS for
the smallest quadratic module in A which contains S. Then
SatRall,sch≥ (S) =MS
Moreover, if MS is archimedean then
SatRbnd,sch> (S) = {a ∈ Sym(A) | ε·1+a ∈MS for some ε ∈ R
>0} = (MS)
◦,
SatRbnd,sch≥ (S) = {a ∈ Sym(A) | ε · 1 + a ∈MS for all ε ∈ R
>0} =MS ,
SatRbnd,sch6≤ (S) = {f ∈ Sym(A) | −1 ∈MS∪{−f} }.
The proof of the first part is almost the same as the proof of (i) ⇔
(ii) in [21, Proposition 3] or the proof of (2) ⇔ (B) in our Theorem
3.1. The second part is the same as [3, Theorem 12] and [4, Theorem
5], or Propositions 14-16 in [21]. Note that the theorem of Helton &
McCullough follows from Theorem 4.2 and Example 4.1. For Scherer
& Hol you also need an observation from the proof of [14, Theorem 13]
that Sat
R(A),sch
> (S) = Sat
Rbnd(A),sch
> (S) when MS is archimedean.
Our main results do not fit into Schmu¨dgen’s approach but they
fit instead into the approach that was outlined (in the case of free
algebras) by Helton, McCullough and Putinar in [12]. In this approch
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‘noncommutative real polynomials’ are the same as above, i.e. elements
of Sym(A), but ‘noncommutative real points’ are different - they are
triples (pi,Dpi, v), where (pi,Dpi) belongs toR and v belongs toDpi\{0}.
Write pt(R) for the set of all such triples.
Let S be a subset of Sym(A). Its positivity set is defined by
KR,hmpS := {(pi,Dpi, v) ∈ pt(R) | 〈pi(s)v, v〉 ≥ 0 for all s ∈ S}
and the corresponding saturations are defined by
SatR,hmp> (S) := {q ∈ Sym(A) | 〈pi(q)v, v〉 > 0 for all (pi,Dpi, v) ∈ K
R,hmp
S }
and
SatR,hmp≥ (S) := {q ∈ Sym(A) | 〈pi(q)v, v〉 ≥ 0 for all (pi,Dpi, v) ∈ K
R,hmp
S }.
Example 4.3. Recall the definition of the set Sat′≥(S) from the intro-
duction. If A =Mn(Pd), S ⊆ Sym(A) and R
′(A) = {n⊕eva | a ∈ R
d}
where (n⊕ eva)(P ) = n⊕ P (a) for every P = P (X) ∈ A, then
Sat′≥(S) = Sat
R′(A),hmp
≥ (S).
This follows from the identity 〈(n⊕ eva)(P )(v1, . . . , vn), (v1, . . . , vn)〉 =∑n
i=1 v
T
i eva(P )vi = Tr(eva(P )B) where B =
∑n
i=1 viv
T
i ∈ Σn. (Com-
pare with equivalence (F) ⇔ (1) in the proof of Theorem 3.1.)
We would like to point out that in general
Sat
R(A),hmp
≥ (S) ) Sat
R′(A),hmp
≥ (S) ) Sat
Rfin(A),hmp
≥ (S)
Both inclusions are clear (because larger representation class means
larger positivity set and so smaller saturation); we just have to prove
that they are proper.
(a) For the following constant elements of S2(Pd)
p1 =
[
1 0
0 −1
]
, p2 =
[
0 −1
−1 1
]
and Q =
[
0 −1
−1 −1
]
we have that
Q ∈ SatReval(A),hmp≥ ({p1, p2}) \ Sat
R(A),hmp
≥ ({p1, p2}).
Proof. We claim that for every v = [x, y]T ∈ R2 such that v∗p1v ≥ 0
and v∗p2v ≥ 0. we also have that v
∗Qv ≥ 0. The claim is clearly true
if x = 0. If x 6= 0, then we can assume that x = 1. We get v∗p1v ≥ 0 iff
y2 ≤ 1, v∗p2v ≥ 0 iff (y − 1)
2 ≥ 1 and v∗Qv ≥ 0 iff (y + 1)2 ≤ 1, which
implies the claim. On the other hand, note that eT1 p1e1 + e
T
2 p1e2 ≥ 0
and eT1 p2e1 + e
T
2 p2e2 ≥ 0 but e
T
1Qe1 + e
T
2Qe2 < 0 where e1, e2 is the
standard basis of R2.
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(b) For p = X1 and q = X
3
1 from A = R[X1] we have that
q ∈ Sat
R(A),hmp
≥ ({p}) \ Sat
Rfin(A),hmp
≥ ({p}).
Proof. Since a1 ≥ 0 implies that a
3
1 ≥ 0 for every a1 ∈ R, it follows that
q ∈ Sat
R(A),hmp
≥ ({p}). On the other hand, for pi : u(X) 7→ [u(−2)] ⊕
[u(1)] and v = [1, 2], we have that 〈pi(p(X))v, v〉 = p(−2)12 + p(1)22 =
2 ≥ 0 and 〈pi(q(X))v, v〉 = q(−2)12 + q(1)22 = −4 < 0, hence q 6∈
Sat
Rfin(A),hmp
≥ ({p}).
Example 4.4. Recall the definition of the set Sat′′≥(S) from the in-
troduction. If B = Mn(Fd), S ⊆ SymB and R(B) is the set of all
mappings (evC)n where C is a d-tuple of same size matrices then
Sat′′≥(S) = Sat
R(B),hmp
≥ (S).
By the proof of Theorem 3.1 we also have that
Sat
R′(B),hmp
≥ (S) = Sat
Rfin,hmp
≥ (S) = Sat
Rall(B),hmp
≥ (S).
A subset N of Sym(A) will be called a quadratic cone in A ifN+N ⊆
N , R≥0 ·N ⊆ N and a∗a ∈ N for every a ∈ A. The following general
result can be extracted from the proofs of Theorems 3.1 and 3.7. It is
an analogue of Theorem 4.2.
Theorem 4.5. Let A be a ∗-algebra and S ⊆ Sym(A). Write NS for
the smallest quadratic cone in A which contains S. Then
SatRall,hmp≥ (S) = NS.
Moreover, if NS is archimedean then
SatRbnd,hmp≥ (S) = {a ∈ Sym(A) | ε · 1 + a ∈ NS for all ε ∈ R
>0} = NS
and
SatRbnd,hmp> (S) = {a ∈ Sym(A) | ε·1+a ∈ NS for some ε ∈ R
>0} = (NS)
◦.
For A = Mn(Fd), Theorem 4.5 extends Theorem 3.1. However, if
A = Mn(Pd), it extends neither Theorem 2.1 nor the solution of (the
usual or the matrix) Hilbert’s 17th problem. The matrix version of the
Hilbert’s 17th problem was solved independently by [6] and [17]. For
a constructive proof see Proposition 10 in [20] which precedes [13].
For S = ∅, Theorem 4.5 is the same as Theorem 4.2. The case
N∅ archimedean (i.e. A algebraically bounded) is known as Vidav-
Handelman theory, see [8, Section 1] and [22].
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