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aEscuela Politécnica Superior, Universidad Autonoma de Madrid, Madrid, Spain.
bTECNALIA, 48160, Derio, Spain.
cUniversity of the Basque Country (EHU/UPV), 48013 Bilbao, Spain.
dBasque Center for Applied Mathematics (BCAM), 48009 Bilbao, Spain.
Abstract
Constraint Satisfaction Problems (CSP) belong to a kind of traditional NP-hard problems with a high impact on both research and
industrial domains. The goal of these problems is to find a feasible assignment for a group of variables where a set of imposed
restrictions is satisfied. This family of NP-hard problems demands a huge amount of computational resources even for their simplest
cases. For this reason, different heuristic methods have been studied so far in order to discover feasible solutions at an affordable
complexity level. This paper elaborates on the application of Ant Colony Optimization (ACO) algorithms with a novel CSP-graph
based model to solve Resource-Constrained Project Scheduling Problems (RCPSP). The main drawback of this ACO-based model
is related to the high number of pheromones created in the system. To overcome this issue we propose two adaptive Oblivion Rate
heuristics to control the number of pheromones: the first one, called Dynamic Oblivion Rate, takes into account the overall number
of pheromones produced in the system, whereas the second one inspires from the recently contributed Coral Reef Optimization
(CRO) solver. A thorough experimental analysis has been carried out using the public PSPLIB library, and the obtained results
have been compared to those of the most relevant contributions from the related literature. The performed experiments reveal that
the Oblivion Rate heuristic removes at least 79% of the pheromones in the system, whereas the ACO algorithm renders statistically
better results than other algorithmic counterparts from the literature.
Keywords: Oblivion Rate, Pheromone Control, Ant Colony Optimization, Project Scheduling Problems, Constraint Satisfaction
Problems, Coral Reef Optimization
1. Introduction
From a mathematical perspective there is a wide number of complex industrial problems that can be modeled
as Constraint Satisfaction Problems (CSP) [1, 2]. The main techniques, algorithms and methods stemming from
this research area have been utilized over the last decades in real application scenarios with an increasing level of
complexity, such as scheduling and planning [3, 4], travel and car routing [5, 6], among others. Within all these
applications, one of the critical issues when tackling CSP relates to the exponential growth of the computational
resources needed to solve problem instances with a realistic dimensionality.
Any CSP builds upon a set of objects or variables that must be assigned a particular value while satisfying, at the
same time, a number of posed constraints. Therefore, a CSP instance is composed of a set of variables (X) that can
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take on binary, integer or real values from their domain (D). The values assigned to these objects must fulfill several
constraints (C) that represent restrictions to the values that this variable could be given. Therefore, any CSP can be
represented as a triple < X,D,C > where X is the set of objects of the problem, D denotes the set of domains that
establish the different values or alphabets for the objects described in X, and C represents the set of constraints that
restrict the values that the objects can take from their domains [1, 2].
Seminal algorithmic approaches for solving this family of problems are based on the application of linear pro-
gramming [7], which are effective only when dealing with small problem instances. In order to handle and alleviate
part of the combinatorial complexity of the searching process, heuristic (informed) search has been extensively studied
to date in the related literature, such as branch-and-bound [8], Tabu Search [9], Simulated Annealing [10], Genetic Al-
gorithms [11] and Swarm Algorithms, among others [12]. Some of these algorithms have been specifically designed
to tackle CSP paradigms, such as chronological backtracking (CBT), back-jumping, conflict-directed backtracking,
learning or look-ahead techniques, e.g. Forward Checking. These approaches are usually combined with other tech-
niques like constraint propagation techniques (i.e. node, arc and path consistency [1]) so as to modify the constraint
satisfaction problem ensuring its local consistency conditions (those related to the consistency of subsets of variables
and constraints). For example, a popular approach utilized to maintain consistency in a CSP is the AC-3 algorithm
[13]. Previous search and consistency ensuring algorithms are usually combined with a set of heuristics to improve
the system performance. During the search procedure, these heuristics can be applied to select the next variable to be
assigned (minimum width, maximum degree or maximum cardinality, amongst others), or to select a value for a given
variable (e.g. min-conflicts, promise, max-domain-size, weighted-max-domain-size and point-domain-size [14]).
In this application context, there are other kinds of bio-inspired algorithms that can be exploited for search and
optimization purposes. Examples abound: from Evolutionary Algorithms (EA) [15] to Swarm Intelligence (SI) [16,
17], among others. These families belong to the so-called Computational Intelligence (CI) research field. As such,
techniques and solvers in the SI portfolio allow for the generation of collective behavior in self-organizing systems
[18], where the interactions among individuals produce collective knowledge of social colonies. Some examples
of these algorithms are Ant Colony Optimization (ACO, [19, 20]), Particle Swarm Optimization (PSO, [21, 22]) or
Bee Colony Optimization (BCO, [23, 24]). These search techniques are composed by a population that traverses
the solution space by means of different – usually stochastically controlled – operators. When applying any of the
previous EA or SI techniques to CSP problems, a goal of utmost importance is to derive a suitable representation and
modeling of the CSP problem for the selected algorithm, which impacts directly on its search efficiency.
This being said, this paper gravitates on how to optimally design the constituent solution encoding strategy of
the popular ACO algorithm so as to efficiently tackle Resource-Constrained Project Scheduling Problems (RCPSP),
a particular subclass of CSP problems towards which an upsurge of research activity has been devoted in the last
decade. Besides the design of a graph model suited to the particularities of this problem formulation, this work
delves into the incorporation of side heuristic procedures – hereafter referred to as Oblivion Rate heuristics – to the
naı̈ve ACO scheme so as to control the exponential growth of the number of pheromones created in the system. In
particular two adaptive Oblivion Rate approaches will be under analysis and subsequent discussion: a dynamic rate
and a bio-inspired approach based on the Coral Reefs Optimization (CRO) solver, correspondingly coined as Dynamic
and CRO-based Oblivion Rate heuristics.
The research work presented in this manuscript builds upon preliminary results and findings presented in [25],
where a CSP-graph based representation for ACO algorithms was first described to solve CSP models. In [26] an
initial description of this model and its application to the classical N-Queens problem were discussed; different,
simple mathematical functions were used to analyze the performance of a static Oblivion Rate heuristic. In [26] the
model was applied to a reduced subset of RCPSP problems extracted from the public PSPLIB repository. Only the
performance of the ACO model without any Oblivion Rate was evaluated against the best-known solution. The main
contributions of this work can be summarized as follows:
• A thorough analysis and description of both our model and the ACO algorithm.
• The Dynamic Oblivion Rate: a new heuristic that takes into account the number of pheromones created in the
system to determine the percentage of pheromones to be removed.
• A new Oblivion Rate heuristic based on the bio-inspired Coral Reef Optimization algorithm.
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• A complete analysis of both heuristics, i.e. CRO-based Oblivion Rate and Dynamic Oblivion Rate, using the
Single-Mode datasets extracted from PSPLIB dataset.
• A detailed analysis of the ACO model when these dynamics heuristics are applied to CSP and Scheduling
problems.
The remainder of the paper is structured as follows. First a brief introduction to the principles of the naive ACO
algorithm can be found in Section 2, followed by a description of classical ACO models for solving CSP problems
in Section 3. In Section 4 a brief introduction to Resource-Constrained Project Scheduling Problems (RCPSP) is
provided as an example of CSP problems, whereas the adaptation of the proposed model to solve RCPSP problems is
detailed in Section 5. The Oblivion Rate heuristic proposed in this work is described in Section 6, whose performance
is discussed and compared to other algorithms in the literature in Section 7. Finally, several concluding remarks are
drawn in Section 8.
2. Introduction to ACO Algorithms
As anticipated in the previous section, in this work the classical Ant Colony Optimization (ACO) algorithm [27] is
applied to solve CSP problems. From a general perspective, ACO is used to find the shortest path between two nodes
in a graph G = (V, E) , where V is the set of nodes that compose the graph, and E represents the connections between
nodes. The goal of the deployed ants is to travel from a source node (the nest) to a destination node (the food) using
the shortest path through the graph. Communication among ants is based on the stigmergy mechanism [28], which
enables an indirect communication through the environment by allowing ants to deposit pheromones that will guide
other ants in their corresponding search for food. When a given ant has finished its path, it returns to the nest node
depositing pheromones on the followed path. The quantity of pheromones deposited in the graph will depend on the
quality of the solution found by the ant at hand. This means that better solutions (better paths) will be represented by
pheromones of higher value.
Pheromones are used to guide the ants during their search. This means that the pheromone value will bias the
routing decision of the ants. Initially, when there are no pheromones in the graph ants select uniformly at random
the next destination of its path along the graph. When the system contains pheromones, those paths with higher
pheromone values will have more chances of being selected. This characteristic and the representation of the solution
as pheromones give rise to a self-organizing behavior [27]. Mathematically speaking, the probability of moving from
node i to node j (provided that both nodes are connected, otherwise the probability is 0) will be given by:
pi j =








whereNki is the set of feasible nodes connected to node i for ant k; τi j represents the pheromone value deposited on the
edge from node i to node j; and ηi j represents the heuristic value of moving from node i to node j. In this expression,
α and β are two parameters in charge of controlling the influence that the pheromones and the heuristic function exert
over the behavior of ants. On the one hand, if β  α, ants will be guided mainly by the heuristic function. On the
other hand, if β  α, the ants will follow the first discovered path and thus the algorithm will show a fast convergence
to suboptimal routes.
To allow for the exploration of new solutions pheromones are assumed to evaporate according to a specific evap-
oration rate. This procedure can be understood as a decreasing rate in the pheromone values, and is computed as:
τi j(t) = (1 − ρ) · τi j(t − 1), (2)
where the parameter ρ defines the evaporation rate, and τi j(t) represents the pheromone value between nodes i and j
in a given moment t. The evaporation rate defined as ρ ∈ [0, 1] avoids the selection of the worst solutions found by
the ACO algorithm due to their low pheromone value.
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3. Ant Colony Optimization Algorithms applied to Constraint Satisfaction Problems
The application of ACO algorithms to solve CSPs has been studied in the research community over the last years
[26, 29, 30]. When undertaking this task, the first step is to model the CSP as a graph over which the ACO is executed.
The CSP, defined by the triple 〈X,D,C〉, is usually modeled using a graph G = (V, E) such that







∈ V2|Xi , X j
}
(3)
where nodes V represent the variable/value pairs < variable, value >, and E represents edges connecting those nodes
whose associated variables X are different from each other.
Although several approaches have been applied to the CSP obtaining promising results [29, 30], it has not been
until recently when several pitfalls were identified in the way the CSP is modeled as a graph [26]. These problems
spring from the size of the resulting graph and the type of CSPs that can be represented. Regarding the size of the
resulting graph, if the problem has N variables and each of them can take M different values, the resulting graph
will contain N · M nodes. As the graph is almost fully connected, the number of edges is (N · M) · (M · (N − 1)) =
N2 ·M2 − N ·M2  N2 ·M2. This observation implies that problems composed by many variables or by variables that
could take on a high number of different values would become really difficult to model and almost computationally
prohibitive to handle due to the size of their underlying graph.
Another limitation related to this approach is that continuous problems cannot be represented, i.e. only those
problems with a finite set of values for the variables can be modelled. Examples of discrete problems are Binary
Constraint Satisfaction Problems, i.e. SAT problems, or integer CSP problems with finite domains such as the N-
Queens Problem. This representation has been used by Solnon in [31]. In this case each queen is defined by the row
and the column of the square where it is placed and the values for both variables goes from 1 to N. Therefore, the
number of nodes in each graph is N · (2 ·N) = 2 ·N2 and the number of edges is (2 ·N2) · ((2 ·N2)−N)  4 ·N4. Another
approach again for the N-Queens Problem is the one proposed in [30]. In this case, the graph consists of N layers and
each layer contains N2 nodes. By using this representation the graph contains a layer for each queen, and each layer
is composed by all the squares of the chess board. Then each node of a given layer i is connected to all nodes of layer
i + 1 with a directional edge going from layer i to layer i + 1, except for the last layer whose nodes are not connected
to any other. Therefore, the resulting graph for N queens contains N · N2 nodes and (N2 · N2) · (N − 1)  N5 edges.
The CSP graph representation selected in this paper was initially proposed in [26]. This representation focuses
on the reduction of the graph size resulting from the modeling of the CSP as a graph. In this approach, the size
of the resulting graph is drastically reduced because each variable in the problem is represented only by one node,
independently of the number of values that can be assigned to this variable (as it is traditionally represented in CSP
solvers). In this manner, given any problem composed by N variables whose value can be drawn from a set of M
different values, the resulting graph will have only N nodes, instead of N ·M nodes created in classical graph models.
This representation was applied to the N-Queens Problem, though it can be used in other CSP instances arising in e.g.
video games [32].
The restrictions of the problem are represented in the edges of the graph. Two nodes will be connected if there
is at least one restriction that involves the variables represented by the nodes. For example, given the nodes N1 (that
represent the variable x1) andN2 (correspondingly, variable x2) there will be an edge connecting both nodes if there is
at least one constraint involving the values of x1 with the values of x2. Under this representation approach the number
of edges is drastically reduced due to the decrease of the number of nodes.
This simplification in the graph size entails a change in the behavior of the ants. In classical ACO approaches ants
select the next node to visit using Expression 1. As the node itself contains the assignment, ants only deposit a small
quantity of pheromone on the graph and repeat the process until they finish their execution. When adopting the new
representation the ant behavior becomes more complex because ants are in charge of selecting a specific value for the
variable encoded in the node (see Algorithm 1).
In Algorithm 1 ants evaluate different values that can be assigned to the variable encoded in the corresponding
node (Line 1). This evaluation is performed by using the heuristic function defined for the specific problem. Then
the pheromone information deposited in the graph is used in Line 2. Once the pheromone and the heuristic values
are obtained, ants select one value for the variable encoded in the node (Line 3). Every ant updates its personal
assignments, i.e. its local solution, and retrieves the possible nodes to visit. If there is at least one possible destination,
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Algorithm 1: Ants’ behavior needed in the proposed graph representation.
1 EvalValList ← getEvaluatedValues(currentNode)
2 PherList ← getPheromoneInformation()
3 selectedVal← selectValue(EvalValList,PherList)
4 updatePersonalAssignment(selectedVal)
5 D ← getPossibleNodes(currentNode)






the ant selects one of them to visit in the next time step. Otherwise, the ant finishes its execution and goes back to the
nest updating, at the same time, the pheromone information that has deposited through the graph (Line 10).
Another consequence of the graph reduction is the increase in the number of pheromones deposited in the graph.
Pheromones are placed on the edges of the graph because the validity of a specific value in a node depends on the given
values to the rest of variables in the other nodes. Thereby, the edge connecting nodes i and j stores all pheromones
related to the variables and values for these nodes. Depending on the complexity of the problem being tackled, the
number of pheromones stored in the graph might saturate the system. The total number of different pheromones
in an edge is proportional to the size of the domains of the variables involved in the constraint represented by the
edge. That is, if |D(vars)| denotes the different values that the source variable can take, and |D(vard)| represents
different values for the destination variable, the edge connecting source and destination node could store, a maximum
of |D(vars)| · |D(vard)| different pheromones.
In order to reduce the number of pheromones stored in the graph an Oblivion Rate heuristic is incorporated to the
system. This heuristic removes a subset of pheromones from the network. It is important to note that this heuristic
must be carefully designed, because it impacts directly on the system performance. Consequently, the design of this
heuristic depends on the problem being addressed. In this work, two new adaptive Oblivion Rate heuristics have been
analyzed. Both of them, the CRO-based Oblivion Rate and the Dynamic Oblivion Rate, are described in detail in
Section 6.
4. Resource-Constrained Project Scheduling Problem
This work gravitates on the use of ACO algorithms to the Resource-Constrained Project Scheduling Problem
(RCPSP) [33]). The goal of this class of problems is to find an optimal schedule of the activities that compose a
project subject to the availability and demand of different resources required to undertake these tasks. In mathematical
terms, a project is composed by a set of activities J = {0, . . . , n + 1}, a set of resource types Q = {1, . . . , q} and a
specific number of resources for each resource type rq∀q ∈ Q. A project composed by n activities has always n + 2
activities in the set J because activity 0 and n + 1 are dummy activities explicitly included to represent the start and
end of the project and do not imply any duration nor need for resources.
Each activity can be executed in one or more different modes. If activities can be executed only in one mode,
the problem is labeled as Single-Mode. Likewise, if activities can be executed in more than one mode, the problem
is called Multi-Mode. The modes of a given activity represent different ways to execute this activity. For the same
activity, modes differ in both the duration needed to complete the activity and the set of resources required for its
accomplishment. Formally, the set of different modes of the activity j is denoted as Mode j, the duration of activity
j executed with mode m is denoted as d jm and it requires r jmq units of the resource q ∈ Q. Moreover, s j denotes
the time when activity j started the execution, and f j denotes the time when such an activity has finished. Note that
f j = s j + d jm because the execution of any activity cannot be interrupted.
Each project may also contain precedence constraints that establish relations of time interdependence between the
different activities that compose the project. If a given activity j has a precedence constraint with activity i, activity
5
A. Gonzalez-Pardo et al. / Applied Soft Computing 00 (2017) 1–25 6
i cannot be executed until activity j has finished (i.e. si ≥ f j). By considering these constraints each activity can be
assigned two lists, namely, P j and S j, which contain its direct predecessors and successors. It is relevant to note that
activity 0 is the only start activity and hence has no predecessors. Likewise, activity n + 1 is the only end activity and
consequently, has no successors.
A solution for a RCPSP is schedule for the different activities that compose the project. This schedule is composed
by the start time for all the activities that compose the project, S = {sx | ∀x ∈ J} and the different execution modes
for the activities. For a given schedule, the start time is the initial time for activity 0 (s0) and the finish time is the
time for activity n + 1 ( fn+1). The best solution is those with a minimum makespan [34], i.e. the difference between
its finishing and starting times ( fn+1 − s0). A schedule will be declared feasible if it satisfies the following constraints:
• Any activity must not be started before all its predecessors have finished. si ≥ f j | ∀ j ∈ Pi, i ∈ J .
• At any time t, the sum of resources required for the activities in execution must not exceed the resource capaci-
ties of the project.
The mathematical formulation of the RCPSP problem also requires the definition of two further binary variables:
xmjt and y
m
j . The first defines whether activity j is executed at time step t using the execution mode m, whereas the
second variable indicates if activity j is executed in mode m. By considering these defined variables and the previous
notation, the RCPSP problem is formulated as follows:




xmjt = n ∀m ∈ Mode j, ∀t, (5)∑
m∈Mode j
xmjt = 1 ∀ j ∈ J , ∀t, (6)∑
m∈Mode j




xmjt · r jmq ≤ rq ∀t, (8)
s j ≤ fi ∀i ∈ P j. (9)
As stated in Expression (4), the goal of any RCPSP is to minimize the makespan of the project, i.e. to minimize
the ending time for the last activity that composes the project. The constraints imposed in the problem are represented
by Expressions (5) through (9). These constraints establish that all the activities must be executed – Expression (5) –
and that each activity must be executed once (Expression (6)). Likewise, Expression (7) represents the requirement
that each activity have to be executed in only one mode. Furthermore, as indicated by the inequality in (8), at any t the
overall amount of resources demanded by the activities in execution must not exceed the total quantity of resources
available for the project. Finally, the last constraint in Expression (9) takes into account precedence constraints within
activities.
5. Modelling a RCPSP using a CSP Graph-Based Representation
The solution to any RCPSP consists of a schedule of the timesteps when the different activities should start.
Moreover, if the activities have different execution modes the solution of the problem must include the selected
execution mode for each activity. To model any RCPSP as a graph using the classical approaches, two set of nodes
must be created for each activity: the first one maps the variable startTime to its corresponding value, whereas the
second one indicates the execution mode for each activity. The resulting graph is extremely large due to the high
number of possible variable-value combinations, as well as to the number of involved activities. For example, given a
problem composed by X activities (each with M modes) the graph will have (X ·M) + 2 nodes related to the execution
modes. Note that the “+2” corresponds to the start and end activities of the problem. These special nodes have
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only one execution mode, its duration is always 0 and they do not require any resources to be completed. Regarding
the nodes related to the variable startTime (s), an issue arises because this variable is defined as s ∈ [0,∞). As a
workaround this variable can be upper-bounded by the due date of the project, i.e. the maximum allowed makespan.
Assuming that the due date of any RCPSP is dd, the startTime for any activity is redefined as s ∈ [0, dd]. Following
this rationale the variable startTime of any activity can take dd + 1 different values, and the total number of nodes in
the graph is given by
|V | = (X · M) + 2 + X · (dd + 1), (10)
from which, since the graph is fully connected, i.e. each node is connected to the rest of nodes, the total number of
edges in the graph results in
|E| = |V | · (|V | − 1) (11)
By using the approach described in [26], the number of nodes in the graph is equal to the number of activities that
compose the problem. The task of scheduling those activities corresponds to the assignment of the startTime and the
execution mode for all of them.
In order to create the edges of the graph, the Activity-On-Node (AoN) network is used. An example for the AoN
for a simple RCPSP is depicted in Figure 1(a). It can be seen in this figure that nodes represent activities and edges
represent the precedence constraint that relates different activities. For example, the edge connecting activity 1 to
activity 3 represents the precedence constraint that establishes the execution of activity 3 once activity 1 has been
completed. Right over the node representing every activity there are two numbers, indicated as d/r, that represent
the duration of the activity (d) and the number of resources needed (r) to complete this activity. Finally, the optimal
schedule for the project represented in Figure 1(b) can be found in Figure 1(b). The x-axis represents the duration of
the project, whereas the utilization of the resources available are represented by the y-axis. The different boxes of this
figure represent the different activities, where the width of the box defines the duration, starting and ending time of
the activity; and the height of the box evinces the number of resources needed to complete this activity. The number


































Figure 1. (left) Activity-On-Node (AoN) graph used to represent the precedence constraints in a simple RCPSP problem composed by (5 + 2)
activities and 4 resources; (right) Optimal solution.
The application of a naı̈ve ACO algorithm to this AoN is not straightforward because:
1. Parallelism is not allowed. This means that the AoN (shown in Figure 1(a)) only permits the execution of one
of the branches of the graph, namely, either the execution of activities 1−3 or 2−4−5. Ants could not execute,
at the same time, activities 1 and 2 as dictated by the optimal solution in Figure 1(b).
2. There are some activity orderings that are not represented in the AoN. For example, in Figure 1(b) once activity
4 has finished, activity 3 starts its execution, but these activities are not connected in the AoN because they are
not predecessors.
For the above reasons the final graph is composed by the AoN and a set of new edges that overcome these noted
issues. In order to create the final graph, the list of indirect predecessors (P∗) and indirect successors (S∗) for each
activity must be computed. Regarding the example in Figure 1(a) the single direct successor of activity 2 is 4, i.e.
S2 = {4}. The indirect successors set is composed by the direct successors of activity 4, and the direct successors of
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Figure 2. Resulting graph for the simple RCPSP problem showed in Figure 1(a). The solid arrows represents the precedence constraints of the
project, whereas the dotted arrows are the special edges included to allow the parallelization of different activities.
all direct successors of activity 4, i.e. S∗2 = {5, 6}, 5 because it is the direct successor of activity 4 (and 4 is the direct
successor of activity 2) and 6 because it is the direct successor of 5.
Once the lists of indirect successors and indirect predecessors have been computed for all activities in the project,
the final graph can be arranged (see Figure 2) as follows:
1. The graph contains as many nodes as activities contained in the project.
2. An edge from activity i to activity j is added if both nodes are connected in the corresponding AoN, i.e. if
activity j is a direct successor of activity i ( j ∈ Si). This type of edges represents the precedence constraints of
the problem.
3. Another type of edges is required to allow for the parallel execution of activities (i.e. at the same time). This new
type of edge does not represent constraints in the project and they connect those activities that are independent
from each other. In other words, the execution of one activity does not require that the other activity has been
finished. More formally, an edge from activity i to activity j is added if activity j is neither a direct successor nor
an indirect successor of activity i. This means, the edge from activity i to activity j will exist if j < Si ∧ j < S∗i .
Finally, the new decision graph created for the RCPSP showed in Figure 1(a) is depicted in Figure 2. In this graph
any ant located in activity i can execute any activity j if the following conditions are met:
1. There exists an edge from activity i to activity j.
2. All direct and indirect predecessors of activity j have finished, i.e. currentTime ≥ fx ∀x ∈ P j,P∗j .
3. There are enough resources to execute activity j in any of its execution modes.
Once the graph has been created, the next step is to define the ants’ behavior for solving the problem. The goal is
to minimize the makespan of the project, i.e. to minimize the finish time f(n + 1) of the last activity assuming, without
loss of generality, that s0 = 0. The ant behavioral procedure is described in Algorithm 2.
Algorithm 2: One-step ant behavior in the ACO algorithm applied to the RCPSP.
1 A ← getPossibleActivities(currentAct)
2 whileA , NULL do
3 act ← selectRandomActivity(A)
4 M← getModes(act)
5 values← evaluateModes(M)
6 PherList ← pheromoneInformation(act)
7 selectedMode← selectMode(values,PherList)
8 updateLocalSolution(act,selectedMode)
9 currentAct ← act
10 A ← getPossibleActivities(currentAct)
11 end
In the previous algorithm ants compute the possible activities that can be executed (Line 1), and check whether
there is any pair (activity, mode) that can be executed taking into account:
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• The number of resources that are used in the current step given the local scheduled created by the ant.
• The assigned activities that have finished their execution.
If one or more activities can be executed ants select randomly one of them. Then ants assign an execution mode
for the selected activity (Line 7) taking into account the heuristic of the problem (Line 5) and the pheromones (Line
6). Given execution mode m of a given activity i, the heuristic function is defined as





where it can be noted that the heuristic value is composed by the time required to finish the activity in this mode
(dim) and the number of resources needed in the execution (
∑
q∈Q riq). Parameters γ and µ are introduced to tune the
influence that the duration and the resources have on the heuristic function. The goal of the problem is to minimize
the makespan of the schedule, therefore execution modes with lower duration should be preferential for execution
with respect to other modes that require more time to be completed. Once the ant at hand has selected the mode for
the current activity, it updates its local solution (Line 8). The update consists of adding the current activity with the
selected mode to its local schedule.
Finally, every ant must assign the resources demanded by the activity. This is a key concept in the ant behavior,
because the ant will execute a new activity only if it has enough resources to do so. This check is performed in Line
10: once the ant has updated its position in the graph it retrieves the set of possible activities to be executed. If there is
at least one activity, the ant repeats the process again. This approach allows ants to execute activities concurrently, i.e.
two or more activities can be executed at the same time if the sum of needed resources does not exceed the amount of
unassigned resources of the project.
6. The Oblivion Rate Heuristic
The reduction in the size of the graph affects the number of pheromones created in the ACO model. In the selected
model, pheromones are placed on the edges of the graph because the validity of a specific value in a node depends on
those given to the rest of nodes. Hence, the edge connecting node i to node j stores all the pheromones related to the
variables and values for these nodes.
Depending on the problem it could be the case that the number of pheromones in the graph collapse the system.
The total number of different pheromones in an edge is proportional to the size of the domains of the variables involved
in the constraints represented by the edge. That is, if |D(vars)| denotes the different values that the source variable can
take, and |D(vard)| represents different values for the destination variable, the edge connecting source and destination
node could store at maximum |D(vars)| · |D(vard)| different pheromones.
In every step of the algorithm (see Algorithm 3) a heuristic approach will be used to remove a variable number
of pheromones. This heuristic, named Oblivion Rate, is designed to avoid that the number of pheromones stored in
the graph could generate performance issues during the execution of the algorithm due to an overload of memory
consumption in the system. We will hereafter refer to these performance problems as saturation. The definition of
Oblivion Rate is a critical for the model because it will determine the behavior of the ACO algorithm. This heuristic
must satisfy several requirements:
1. The oblivion function must reduce the number of pheromones contained in the graph in order to avoid the
saturation of the system.
2. The number of pheromones should decrease gradually for a well-behaved, smooth convergence of the search
procedure.
3. There must be always pheromones in the graph because if in any step the system removes all the pheromones,
the “history” of the execution would be lost, hence it would be similar to launching the execution from scratch.
4. In order to converge to potentially good solutions, the system should remember the best set of pheromones
(those with the highest pheromone values).
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The Oblivion Rate is executed at every step of the algorithm following Algorithm 3. The Oblivion Rate compiles
all pheromones in the graph and sorts them by the pheromone value. Then it computes the number of pheromones that
must be forgotten (n) using an Oblivion percentage (p). This parameter is a key concept for the proposed heuristic, as
it establishes the percentage of pheromones that must be removed from the system. Finally, the n pheromones with
worst values are removed from the system.
Algorithm 3: Description of the Oblivion Rate heuristic.
1 P ← getAllPheromones()
2 sortPheromones(P)
3 p← getOblivionPercentage()
4 n←P · p
5 i← 1
6 while i ≤ n do
7 removeWorstPheromone(P)
8 i← i + 1
9 end
In this work two different Oblivion Rate heuristics have been analyzed and applied to RCPSP problems: the
Dynamic Oblivion Rate, and the CRO-based Oblivion Rate.
6.1. Dynamic Oblivion Rate
This Oblivion Rate function takes into account the number of pheromones created in the system to determine the
percentage of pheromones that are to be removed. This heuristic is driven by a negative exponential function that
uses an adaptive exponent value that depends on the saturation of the system. This saturation is defined taking into
account the total number of possible pheromones in the system to compute the percentage of pheromones that will be
removed. This heuristic applied at step t is defined as:




where S (t) represents the saturation of the system at step t. This saturation takes into account the number of






In order to compute the maximum number of pheromones, Expression 15 provides an upper bound value using the
classical graph-based representation described in Section 3. This upper bound is computed by estimating the number
of nodes and edges that the graph would contain by using the classical representation, i.e.
MaxPher( j,m) = j · m · ( j − 1) · m = j · m2 · ( j − 1). (15)
Using this classical representation, each activity can be executed in m different ways, hence the classical graph
would have j · m nodes. The resulting graph is highly connected and only the nodes representing the same variable
are not connected. This means that each node is connected to m · ( j − 1) nodes and the total number of edges is
j ·m · ( j − 1) ·m = j ·m2 · ( j − 1). This overall number of edges will be adopted as the upper bound for the maximum
number of pheromones in our model.
6.2. CRO-based Oblivion Rate
The Coral Reef Optimization (CRO) is a novel heuristic approach based on the formation and reproduction of the
coral reefs [35]. The main problem of corals is to find a place on the reef where they can settle and grow. The space in
the reef is a limited resource [36] when compared against the high reproduction rates typically featured by corals. For
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this reason, corals must fight to obtain a place on the reef [37, 38]. The result of this fight is that some individuals die
because they cannot defend the place where they are located, or because they do not find any place on the reef where
to settle.
The CRO algorithm emulates the life of corals in the reef during a maximum of Gmax generations. For each
generation, corals reproduce and fight for the space as shown in Algorithm 4. The algorithm includes 1) a replica
control procedure that avoids the best coral to populate the whole reef; 2) a reproduction phase where new corals
(solutions) are created; 3) the larvae setting where newly produced solutions try to settle in the coral; and finally 4) a
predation procedure by which worse corals can die and disappear from the reef.
Algorithm 4: General Coral Reef Optimization algorithm
1 coralInitialization
2 g← 0
3 while g < Gmax do
4 Reproduction phase
5 Evaluation of the new corals
6 Larvae setting
7 Predation process
8 Replica Control Procedure
9 g← g + 1
10 end
11 Return the best coral in the reef
The reef (Λ) is defined by a set of corals (Λ = {C1, ...,Cn}), where each coral represents a possible solution (I) for
the problem addressed. An evaluation function measures the health or goodness of each coral f (Ci) : I ⇒ R. This
evaluation permits to compare different corals, and is used in several constituent processes of the solver such as the
selection or reproduction procedures. Corals are located in an empty N xM square grid that represents the reef and
they are randomly initialized. The number of corals created in the initialization of the coral (Line 1) is defined by the
size of the reef and a parameter that determines the initial population density (ρ). Thus, the initial number of corals in
the reef is computed as N ·M · ρ.
In this research work the larvae setting process is utilized to control the number of pheromones in the system.
This process allows new corals to find a place into the reef. New corals are not placed on the reef immediately upon
their creation. When a new coral larva is created, it is kept in a pool where the rest of the larvae will be temporally
stored. Once all the reproduction processes have finished and all larvae have been added to the aforementioned pool,
larvae competitively attempt at settling in a randomly selected square space of the reef. If the square is empty the
coral is settled; on the contrary, if the position is not empty the new coral will be settled only if its health is better than
the health of the coral already placed on the selected location. In such a case, the old coral dies and is removed from
the reef. In the case that the new coral has worst value than the one placed on the reef the new coral starts the process
again looking for a new place to be settled. This process is repeated during Nt attempts, where Nt is a parameter
defined before the execution of the algorithm. If the new coral is not able to find a location after Nt attempts, the new
coral dies. This process is described in Algorithm 5, where Nc is the set of new larvae that is going to search a position
11
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in the reef.
Algorithm 5: Larvae setting procedure
Data: Nc pool containing the new larvae
1 foreach l ∈ Nc do
2 settled← false;
3 t ← 0;
4 while settled = false ∧ t < Nt do
5 pos← selectRandomPosition;
6 C ← coralInPosition(pos);

















In Line 11 the health comparison between the coral settled in the reef and the new coral larvae depends on the
goal of the problem. If the goal is to maximize the health of the corals, the comparison would be f (l) > f (C) rather
than the generic IsBetterThan. Likewise, if the problem is to minimize the health function, the comparison would be
f (l) < f (C), where l is the new coral larvae and C is the coral placed on the selected position of the reef.
The adaptation of CRO to the Oblivion Rate heuristic simplifies the algorithm because part of the procedures
contained in the nominal CRO are not required to control the growth of pheromones in the ACO model. Under this
adaptation each coral represents a pheromone created by the ants, whereas the health of a coral corresponds to the
value of the pheromone. This work uses a simplified version of the CRO algorithm because the corals (or pheromones)
are produced by ants and there is no reproduction procedure. Therefore, there is no need for including replica control
procedures because if any ant adds a coral (or pheromone) that already exists, the health of the existing coral is
updated.
Bearing the above remark in mind, the ACO graph features a reef where the different corals – namely, pheromones
– are stored. Initially, the reef is empty because there is no pheromone in the graph, and no initialization procedure
is hence needed. Ants start their execution and place some pheromone in the reef. At this point, pheromones start
with the larvae setting procedure: they try to find a place on the reef within a given number of trials determined
by parameter. If the pheromone finds an empty place on the coral, the pheromone is settled. But if the position
contains an old pheromone both pheromones fight for space. This fight consists of a comparison of the health of the
pheromones competing for space. If the old pheromone has better health than the new one, the latter keeps looking
for a new position. In the case where the new pheromone is better than the one found in the reef, the new pheromone
is settled in the position and the old one is removed. Finally, the depredation process generates free spaces in the reef
by removing those corals with the lowest health.
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Table 1. Description of the different problems available in the RCPSP dataset.
7. Experimental Results
The main goal of the experimental results discussed in this section is to analyze the performance of both Oblivion
Rate heuristics described previously when tackling RCPSP problems. The performance will be measured as the
quality of the solutions found by the ACO model, as well as the number of pheromones stored in the system. The
dataset used in this work has been extracted from the PSPLIB library [39] by selecting different types of problems, i.e.
problems that differ in the number of activities and complexity. An overview of the different RCPSP problems that
compose the PSPLib dataset can be found in Table 1. For each problem, the number of instances (different realizations
of the same problem), the number of activities that compose the project and the number of execution modes for each
activity are given. All experiments have been carried out on a Xeon Haswell-EP E5-2650 V3 2.3 GHz with 10 cores
and 256 GB of memory DDR4/2133 MHz.
Despite the diversity of problem instances within the PSPLib dataset, we will focus exclusively on the most
difficult problems (which are those problems composed by Single-Mode instances). The selected problems (i.e.
j30.sm, j60.sm, j90.sm and j120.sm) have been solved using the proposed model without Oblivion Rate (called
normal ACO), with the Dynamic Oblivion Rate and with the CRO-based Oblivion Rate. There are several parameters
of the ACO algorithm that have been fixed for all the experiments carried out in this work. One of these parameters
is the evaporation rate that has been fixed to 5% (ρ = 0.05). As described in Section 5, Expression 12 that defines the
ants’ behavior depends on two parameters, γ and µ. In order to fix the values for both parameters the ACO model has
been executed to solve 10% of the different PSPLIB datasets – selected uniformly at random – using a value grid for
γ and µ. These values fall within the range from 0 to 1 in such a way that γ+ µ = 1 because both parameters establish
the influence of the duration of the activity and the usage of the resources in the decisions made by ants. In all the
cases the configuration of the ant colony is the same: the stopping criteria is 1000 solutions, the colony is composed
by 10 ants, α is 1, and the value for β is 2. For each configuration, each problems is solved 10 different times, we
measure the average deviations (%) from the critical path lower bound and the best parameter configuration is the one
that provides lower deviation. The results are showed in Table 2, but before analyzing these results, a brief description
of the measure used is provided.
The average deviations (%) from the critical path lower bound is the most common metric used by the research
community for comparing the different algorithms. The critical path of a project is defined as the longest sequence of
activities to be completed in time to avoid delays during the project execution. This means that if any of the activities
that belongs to the critical path is delayed, the whole project will suffer this delay. An example about this concept is
shown in Figure 3. This figure contains an Activity-On-Node network where the nodes represent the activities of the
project, the edges represent the precedence constraints, and the number above the nodes denotes the duration of the
corresponding activity.
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Figure 3. AoN graph of a project composed by 11 activities where the numbers above the nodes represent the time needed to complete the activity.
The colored nodes and the dashed edges compose the critical path of this project.
γ µ Average deviation (%)
0 1 3.0439 ± 0.6
0.1 0.9 2.9262 ± 0.81
0.2 0.8 2.9716 ± 0.73
0.3 0.7 3.0273 ± 0.41
0.4 0.6 2.7171 ± 0.11
0.5 0.5 3.0475 ± 0.67
0.6 0.4 2.9574 ± 0.38
0.7 0.3 3.1471 ± 0.57
0.8 0.2 2.8777 ± 0.84
0.9 0.1 2.9088 ± 0.53
1 0 2.9893 ± 0.66
Table 2. Average deviation (%) from the critical path lower bound for 48 instances of j60.sm using different values for γ and µ. This table also
contains the standard deviation of the Average deviation. The bold value corresponds to the best configuration that is the one that provides the
lower Average deviation from the critical path lower bound and also, the lowest standard deviation.
As can be observed in this figure, there are three different branches in the project: the first branch is composed by
activities 1, 2, 3, 6 and 9, the second branch contains the activities 1, 2, 4 and 7, and finally, the last branch involves
activities 1, 2, 5, 8, and 10. If we analyze the time needed to complete the different branches, the first branch needs
21 time units, the second branch requires 17, and the third branch needs 19 time units. This means that activity 11
cannot start until 22 time units are reached, because any delay in the activities that compose the first branch will result
in a delay in the whole project. Nevertheless, small delays on the other two branches will not alter significantly the
completion of the project. Based on this analysis, the first branch will be the “critical path” of the project.
In this work, the critical path lower bound (LB) for each problem is known a priori and given in the PSPLIB web-
page. The deviation (%) from this critical path of a specific problem (Pi) given a solution S (denoted as desv(S , Pi))
can be computed as follows:
desv(S , Pi) =
S m − LBi
LBi
· 100 (16)
where Pi represents the problem to be solved, LBi is the critical path lower bound for problem i, and S m represents
the makespan of the corresponding solution.
In the four datasets under analysis the minimum deviation was obtained when the value of γ and µ was fixed to 0.4
and 0.6, respectively. This evaluation is shown in Table 2, where the average deviations from the critical path obtained
for the j60.sm dataset are listed with their corresponding standard deviation.
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Problem Normal Dynamic ReductionACO Oblivion pct.
j30.sm 1352 225 83.35%
j60.sm 3789 767 79.75 %
j90.sm 11262 1791 84.09 %
j120.sm 24781 4813 80.57%
Table 3. Comparison of the number of pheromones created in the system with and without using the Dynamic Oblivion Rate. The value in italics
corresponds to the lowest reduction percentage, whereas the higher reduction is highlighted in bold.
Parameter Value






Table 4. Configuration of the ACO model used to evaluate the computational resources needed by the pheromones.
7.1. Experiment 1: Memory Consumption Analysis
Once the parameters of the ACO model have been optimized, a first set of experiments focus on the reduction in
the number of pheromones handled by the system when the Dynamic Oblivion Rate is used. On this purpose, the
number of pheromones created in the system without Oblivion Rate is compared to that created with the Dynamic
Oblivion Rate. These results are shown in Table 3.
As shown in the above table, the reduction obtained in the system when the Dynamic Oblivion Rate is used is
around 80%. This yields that the computational resources (i.e. memory) needed to solve the problems decreases
dramatically when the Dynamic Oblivion Rate is used. In order to measure the computational resources required
by the ACO algorithms in the benchmark, we have compared the memory used to store the pheromone table by the
Normal ACO (i.e. the ACO algorithm without Oblivion Rate) to the memory required by the model using the Dynamic
Oblivion Rate. For this experiment we have analyzed the size of the pheromone table required by both algorithms for
each execution step. The configuration for the ACO models can be observed in Table 4.
The size of the pheromone table registered for the different datasets can be seen in Figure 4. In this Figure the blue
lines represent the memory required by the Normal ACO algorithm, whereas the memory consumption performed
by the ACO model with the Dynamic Oblivion Rate is described by the red lines. As it can be observed in the
four datasets, there is a significant improvement in terms of the size of the pheromone table required for solving the
problem when the ACO model with the Dynamic Oblivion Rate is utilized. In the early steps of the algorithm the size
of this table is similar for both algorithms. However, as the algorithm iterates further remarkable differences in terms
of size of the pheromone table appear between solvers. It can be also observed that this difference depends on two
different factors: the problem size (i.e. the complexity of the problem) and the execution steps of the algorithm.
This important reduction in the number of pheromones generated by the system could affect to the diversity of the
solution. For this reason, it is important to analyze the diversity of the solutions in order to check whether the inclusion
of the Oblivion Rate reduce the diversity and thus the solutions found by the model are guided by the Oblivion Rate.
Initially, the diversity of the solutions should not be affected by the use of the Oblivion Rate. This heuristic
is in charge of removing some pheromones from the graph to alleviate the cost of storing all these structures in
memory. Also, the Oblivion Rate heuristic removes from the graph those pheromones with the lowest value, i.e. only
pheromones representing the worst solutions are the ones selected. This characteristic ensures the convergence of
the algorithm. Nevertheless, solutions not represented by the pheromones, or solutions whose pheromones have been
already removed, can also be discovered again due to the ACO algorithm contains a stochastic component.
In order to tackle this issue we have measured the mean number of different solutions found by the different
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Figure 4. Size of the pheromone table required for the datasets j30.sm,j60.sm,j90.sm and j120.sm. For each dataset, we have registered the
size of the pheromone table required by the Normal ACO (dashed lines) and the ACO model with the Dynamic Oblivion Rate (solid lines). The
configuration for both ACO models is provided in Table 4.
models for the datasets used in this work. As it can be observed in Table 5, there are not any significant difference in
terms of ”diversity of solutions” among the different models used in this work. For this reason, we can conclude that
the the Oblivion Rate does not affect to the diversity of the solutions found by the ACO algorithm.
Problem Normal Dynamic CRO-basedACO Oblivion Oblivion
j60.sm 18.66 18.70 18.73
j90.sm 20.79 21.80 21.88
j120.sm 45 43.78 43.85
Table 5. Mean number of different solutions found by the different ACO models.
7.2. Experiment 2: Analysis of the Quality of the Solutions
This second experiment analyzes the correspondence between the reduction in the number of pheromones and
the quality of the solutions found by the solver (given by the makespan). In this new experiment the best makespan
published in the related literature is compared to the average makespan obtained by the Normal ACO model, the model
using the Dynamic Oblivion Rate and the model using a CRO-based Oblivion Rate.
In this experiment three different ACO algorithms are considered. The first one is the classical ACO algorithm
without any Oblivion Rate, the second one is an ACO algorithm with a Dynamic Oblivion Rate and the last one
is the ACO algorithm using the CRO-based Oblivion Rate. These three ACO algorithms share the same parameter
configuration for the colony, which is given in Table 6.
With this configuration, the different ACO algorithms are executed until the first 1000 solutions are found for each
instance of the dataset. As such, for the dataset j30.sm composed by 480 instances, each ACO algorithm will stop
once 480000 solutions have been found.
In order to fairly compare the results of the Dynamic and the CRO-based Oblivion Rates, the size of the coral reef
has been defined as the square root of the maximum number of pheromones created by the Dynamic Oblivion Rate for
the same problem. When using the Dynamic Oblivion Rate, the simulation framework records the maximum number
of pheromones created for each instance of the dataset. In this way, when the ACO algorithm uses the CRO-based
16
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Parameter Value






Table 6. This table contains the configuration of the different ACO algorithms executed in the second experiment.
Dataset Best Normal Dynamic CRO-basedMakespan [40] ACO Oblivion Oblivion
j30.sm 58.99 ± 14.07 59.98±14.66 59.88 ± 16.2 59.88 ± 14.61
j60.sm 79.8 ± 17.42 82.09 ± 20.93 82.44±20.26 82.48 ± 20.30
j90.sm 94.94 ± 20.57 99.45 ± 25.13 98.85 ± 25.27 98.82±25.31
j120.sm 122.19 ± 39.75 138.44 ± 48.62 134.74±48.38 136.59 ± 49.19
Table 7. Results for the PSPLIB dataset, composed by the average minimum makespan published by the research community [40], the average
minimum makespan obtained by the proposed model without using the Oblivion Rate (Normal ACO), using the Dynamic Oblivion Rate, and using
the CRO-based Oblivion Rate. The best value obtained for the different datasets are highlighted in bold.
Oblivion Rate, the simulation environment retrieves the maximum number of pheromones produced for the problem
instance to be solved and computes the size of the reef. Then, the number of trials that will be set to a new coral to
find a place on the reef is defined as:
Trials = (ReefSize · 0.1) + 1 (17)
where ReefSize is the size of the reef defined as the square root of the maximum number of pheromones created by
the Dynamic Oblivion Rate.
In order to analyze the performance of the model with the different Oblivion Rates, the makespan rendered by the
different approaches is compared to the minimum makespan reported by the research community for each problem
in the benchmark [40]. The different problems are composed by a large number of instances (see Table 1), for this
reason Table 7 contains the average minimum makespan published in the literature (i.e. the mean makespan published
for all the instances that compose each problem), the average minimum makespan obtained by the system without the
Oblivion Rate and the average minimum makespan obtained with the Oblivion Rate schemes described in this paper.
The minimum makespan obtained by the different ACO algorithms is quite similar in all cases, and the results are
very close to the minimum makespan published by the research community. These results are even more interesting
in light of the high pheromone reduction percentage obtained when the Oblivion Rate is used (see Table 3).
When analyzing the standard deviation of the average makespan it can be observed that when the size of the
problem increases – and so does its complexity – the standard deviation increases as well. However, the values of
the standard deviations obtained by the model using the different Oblivion Rates are quite similar to those obtained
without using this heuristic.
For the sake of statistical consistency of the conclusions drawn above, statistical tests must be performed in order
to assess whether the obtained differences between Normal ACO, Dynamic and CRO-based Oblivion in terms of
average and standard deviation of the estimated makespans must be deemed statistically significant. In particular this
significance has been analyzed by means of a Wilcoxon rank sum test, which is a non-parametric hypothesis test that
allows checking the null hypothesis that two given samples correspond to continuous distributions with equal medians.
It is similar to the widely utilized t-test, but does not require any assumption made on the underlying distributions of
the compared data. By using this test we have found that the comparison in terms of mean and standard deviation
of the normal ACO, Dynamic Oblivion and CRO-based Oblivion cannot be claimed as conclusive. In other words,
the hypothesis that all result samples come from distributions with equal medians cannot be rejected. This interesting
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Problem Num. Normal ACO Dynamic Oblv. CRO-ObvInstances Total (%) Total (%) Total (%)
j30.sm 480 280 (58.33%) 280 (58.33%) 279 (58.13%)
j60.sm 480 243 (50.63%) 257 (53.54%) 262 (54.58%)
j90.sm 480 257 (53.54%) 256 (53.33%) 258 (53.75%)
j120.sm 600 56 (9.33%) 53 (8.83%) 55 (9.17%)
Table 8. This table contains the number of instances that compose the j30.sm, j60.sm, j90.sm and j120.sm problems from PSPLIB, and for
each ACO model analyzed in this paper this table shows in how many instances the corresponding ACO model obtains the best makespan published
and its corresponding percentage. The best value obtained for the different datasets are highlighted in bold.
result has a twofold interpretation: on the negative side, there is no statistically relevant difference in makespan
performance between the Dynamic and the CRO-based Oblivion Rate; on the positive side, the dramatic pheromone
reduction resulting from the application of the Oblivion Rate does not have any statistically valuable impact on the
computed makespan scores.
Analyzing the results showed in Table 7, it seems that the ACO algorithm never finds the optimal solution for
the different instances of the PSPLib dataset. For this reason, we have carefully delved into these results. First, we
have quantified over how many problem instances the different ACO models obtain the best makespan reported by the
research community. Table 8 shows for each problem, the number of instances that compose each problem and for
each ACO model, the number of instances where the corresponding model obtains the best makespan, as well as its
relative percentage.
In this table it can be noted that the Normal ACO, the ACO model using Dynamic Oblivion Rate and the ACO
model with the CRO-based Oblivion Rate obtain the best makespan in more than 50% of the instances within j30.sm,
j60.sm and j90.sm by exploring only the first 1000 obtained solutions for each problem instance. For the most com-
plex problem (j120.sm), the number of instances where the algorithms in the benchmark obtain the best makespan
decreases significantly. Nevertheless, the number of instances where the best makespan is reached for any problem
remains almost constant independently of the ACO model used. This fact suggests that the usage of the Oblivion Rate
does not have any impact on the quality of the solution found by the model.
We have also analyzed the deviation from the best makespan and the best solution found by the algorithms for
the problems belonging to the Single-Mode datasets (i.e. j30.sm, j60.sm, j90.sm and j120.sm). In this case, only
the performance of the ACO model using the Dynamic Oblivion Rate and the CRO-based Oblivion Rate is analyzed.
Once these algorithms have found the first 1000 solutions, we have computed the deviation between the best solution
found and the optimal makespan known for each problem instance. Then, we have analyzed the histograms describing
the distribution of the aforementioned deviation for each problem.
Such histograms are shown in Figure 5. When assessing these figures, it can be noticed that for j30.sm, j60.sm
and j90.sm the distribution graphs using both algorithms are centered around Deviation = 0% which means that the
best solutions found by these algorithms for the corresponding problems are close to the best makespan. Besides,
these histograms support the main conclusions inferred from the information shown in Table 8: both algorithms find
the best solution in the majority of problems belonging to j30.sm, j60.sm and j90.sm. In addition, the complexity
of the problems degrades the quality of the solutions; as the complexity of the problem increases, the histogram has a
bigger right tail that penalizes the optimality of the solutions discussed in Table 7, and also the frequency decreases.
Finally, we have also registered the time needed by each ACO algorithm to find the first 1000 solutions for each
problem instance of the different datasets. The goal is to analyze whether the usage of any Oblivion Rate provides any
advantage in terms of computational time needed to solve the different problems.
Table 9 contains the mean time (seconds) needed by each algorithm to find the first 1000 solutions in each instance
for the datasets. The time needed to find the first 1000 solutions is higher when the ACO model does not use any
Oblivion Rate. This degradation is due to the high number of pheromones deployed in the solution graph when the
Oblivion Rate is not used. These pheromones saturate the system and penalize the execution of the algorithm in terms
of computation time.
Besides the time needed to find the solutions, we have observed that the execution of the Oblivion Rate does
not affect to the quality of the solutions found. This means that the quality of the solutions is the almost the same
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Figure 5. Distribution of the best solutions found by the ACO model when the Dynamic Oblivion Rate (Figures a, c, e and g) and the CRO-based
Oblivion Rate (Figures b, d, f and h) are used for solving j30.sm, j60.sm, j90.sm and j120.sm. The x-axis represents the deviation (%) from
the best makespan.
j30.sm j60.sm j90.sm j120.sm
Normal ACO 2.78 85.96 293.92 2609.08
Dynamic Oblv. Rate 0.68 2.41 5.23 14.05
CRO-based Oblv. 0.89 3.26 7.69 18.51
Table 9. This table shows the average time required (Seconds) by the different ACO algorithms to find the first 1000 solutions in the different
instances of the datasets.
independently of the Oblivion Rate used (if any). For all of this, the next experiment performs a comparison against
some of the well-known algorithm extracted from the State-of-the-Art, but only the ACO model using the Dynamic
Oblivion Rate and the CRO-based Oblivion Rate have been taken into account.
7.3. Experiment 3: Comparison to the State-of-the-Art
Once the performance of the proposed algorithm has been analyzed in terms of both, the reduction in the num-
ber of pheromones and makespan of the solutions, the third experiment compares the performance of the proposed
algorithm versus some of the algorithms existing in the related literature. In this context, we have discarded those
instances belonging to j30.sm because results reported in the literature for this family of RCPSP problems do not
allow for any margin of improvement due to the relatively low complexity of its compounding problems. For this
reason, we will focus on the results obtained from j60.sm, j90.sm and j120.sm datasets. To the knowledge of the
authors, and according to [41], only j60.sm and j120.sm have been under discussion within the research commu-
nity. Nevertheless, for the sake of completeness results for j90.sm obtained with the different ACO models have been
included in Table 11.
We have compared our algorithm to the best heuristic algorithms found in the literature. This set of heuristics
include works that use Genetic Algorithms (GA) [42, 43, 44], ACO algorithms for solving the RCPSP problem [45],
and the majority of these works include other methods such as Forward-Backward improvement (FBI), or the Latest
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Algorithm Max. #Schedules1000 5000 50000
ACO - Dyn. Oblv. (min) 3.51 3.18 2.82
ACO - CRO-based Oblv. (min) 3.55 3.17 2.80
ACO - Dyn. Oblv. (mean) 11.51 11.51 11.50
ACO - CRO-based Oblv. (mean) 11.41 11.40 11.40
HGA [42] − 11.14 10.63
GA - bi-population [43] − 10.95 10.68
GA-MBX [44] 11.33 10.94 10.65
ACOSS [45] 11.75 10.98 10.67
GAPS [48] 11.72 11.04 10.67
enhanced scatter search [46] − 11.10 10.71
scatter Search - FBI [47] 11.73 11.10 10.71
Hybrid GA [49] 11.56 11.10 10.73
AHS [42] − 11.33 10.85
Table 10. Average deviation (%) from the critical path lower bound for j60.sm. Each column highlights in bold the best result that corresponds to
the lower deviation obtained by the different algorithms.
Finish Time (LFT) [46, 47] priority rule, among other. In this new set of experiments we have used the ACO model
using the Dynamic Oblivion Rate and the proposed CRO-based Oblivion Rate. The reason being that as it has been
stated in the previous set of experiments, the use of the Oblivion Rate reduces significantly the number of pheromones
in the system and the quality of the solutions is not affected.
The stopping criteria for the algorithm is the number of schedules (solutions) found. As stated in [41], this
stopping criteria is based on the assumption that the computational effort for constructing one schedule is similar
among different heuristics. Another advantage of this stopping criteria is that it is independent of the programming
language used, or the hardware characteristic of the computer where the algorithm is executed. As for the parameters
of the Oblivion Rate, the CRO colony is composed by 100 ants that are executed until the specific number of schedules
are found. Regarding the values for α and β we have performed a parametrical study combining all the possible values
for both parameters ranging from 1 to 3, i.e. for each instance of any dataset the system has found 50000 for each of
the 9 different configurations for α and β.
It is important to note that the ACO using the Dynamic Oblivion Rate has been executed first in order to fix the size
of the reef to the same number of pheromones created by the Dynamic Oblivion Rate. Regarding the configuration of
the best heuristic algorithms found in the literature, we use the configuration than can be found in the corresponding
paper for each specific algorithm.
The numerical comparison against the proposed model and the different heuristic algorithms for the j60.sm,
j90.sm and j120.sm are shown in Table 10, Table 11 and Table 12, respectively. These tables include a short
description of the algorithm, the reference where it was first reported, and the average deviations (in %) from the
critical path lower bound for 1000, 5000 and 50000 schedules using all the instances of the corresponding dataset. All
these algorithms are sorted by increasing deviation for 50000 schedules.
As it can be observed in these tables we provide two different evaluations for the ACO models. Once the algorithms
obtain 1000, 5000 or 50000 solutions for each instance of the problem, we compute the average deviation using all the
solutions found in all the instances of the problem (these results are identified by the word “mean” in the Algorithm
column), and also we compute the average deviation using the best solution found in each instance (in this case, the
word “min” identify these results). This distinction is performed due to the lack of information about what solutions
contribute to the computation of the deviation from the critical path lower bound in the published literature.
Analyzing the results contained in these tables, it can be observed that ACO model using the proposed Oblivion
Rate (i.e. the CRO-based Oblivion Rate) provides better results that the ACO model using Dynamic Oblivion Rate.
The reason for this result can be found in the fight process that pheromones must perform in order to stay in the reef.
This procedure makes that not only pheromones are removed from the graph but also only good pheromones remains
20
A. Gonzalez-Pardo et al. / Applied Soft Computing 00 (2017) 1–25 21
Algorithm Max. #Schedules1000 5000 50000
ACO - Dyn. Oblv. (min) 4.50 4.17 3.74
ACO - CRO-based Oblv. (min) 4.46 4.12 3.74
ACO - Dyn. Oblv. (mean) 12.28 12.279 12.27
ACO - CRO-based Oblv. (mean) 12.216 12.214 12.21
Table 11. Average deviation (%) from the critical path lower bound for j90.sm. Each column highlights in bold the best result that corresponds to
the lower deviation obtained by the different algorithms.
Algorithm Max. #Schedules1000 5000 50000
ACO - Dyn. Oblv. (min) 12.757 11.97 11.02
ACO - CRO-based Oblv. (min) 14.28 13.18 11.94
ACO - Dyn. Oblv. (mean) 26.58 26.57 26.55
ACO - CRO-based Oblv. (mean) 26.532 26.53 26.51
ACOSS [45] 35.19 32.48 30.56
HGA [42] − 32.75 30.66
GA - bi-population [43] − 32.34 30.82
Hybrid GA [49] 34.07 32.54 31.24
GA-MBX [44] 34.02 32.89 31.30
enhanced scatter search [46] − 32.61 31.37
GAPS [48] 35.87 33.03 31.44
scatter Search - FBI [47] 35.22 33.10 31.57
AHS [42] − 33.54 31.97
Table 12. Average deviation (%) from the critical path lower bound for the j120.sm dataset. Each column highlights in bold the best result that
corresponds to the lower deviation obtained by the different algorithms.
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in the reef.
If we analyze the results for the j60.sm dataset, the best results for 1000 and 5000 solutions are obtained by the
algorithm called GA-MBX proposed by Zamani et. al. [44]. Using the 50000 solutions, the best result is achieve by
HGA [42]. Taking into account the mean deviation of all the solutions, the ACO models is not the best solution. Nev-
ertheless, analyzing only 1000 solutions the ACO model using the CRO-based Oblivion is the second best algorithm
whereas the ACO model using the Dynamic Oblivion Rate is the third one. This indicates that both models are good
approaches if a small number of solutions are taken into account.
As it was previously said, for j90.sm the ACO model using the CRO-based Oblivion Rate provides better results
than the ACO with the Dynamic Oblivion Rate. This is produced by the fight process included in the CRO algorithm
that makes pheromones fight to remain in the system.
For the j120.sm the ACO model using the CRO-based Oblivion Rate is the algorithm that outperforms the results
provided by the research community. The second algorithm is the ACO model using the Dynamic Oblivion Rate. Both
heuristics works in a similar way, although CRO-based Oblivion Rate obtains the best results. It is quite interesting to
see how the improvement made by the Oblivion Rate heuristic under these two new configurations allows to achieve
excellent results (26.51 for CRO-based Oblivion Rate and 26.55 for Dynamic Oblivion Rate) in the most complex
dataset. All these results can be produced due an improved guidance of the ants through the solution space as a result
of a more efficient usage and better quality of the deployed pheromone trails.
Finally, analyzing the results showed in Tables 10, 11 and 12 it seems that the ACO algorithm using any Oblivion
Rate reaches suboptimal solutions and, thus, there are not any significant improvement in the critical path deviation
when 1000, 5000 or 50000 solutions are built. This behaviour is observed only when all the solutions are taken into
account to compute the critical path deviation. On the contrary, if the best solutions found for each problems are used,
the algorithm converges (as it can be observed in the “min” rows of Tables 10, 11 and 12).
8. Concluding remarks
Constraint Satisfaction Problems provide an interesting framework to test and prove new heuristic approaches
such as those belonging to the Swarm Intelligence (SI) field. One of the best known SI algorithms is Ant Colony
Optimization (ACO), proposed in [27] and ever since applied to a wide number of application scenarios. In order
to apply ACO to Constraint Satisfaction Problems, the problem must be modeled as a graph over which the ACO
algorithm is executed. The current procedure to do so is by creating a fully connected graph containing as many nodes
as pairs < variable, value > in the problem formulation. This approach has several disadvantages:
1. Depending on the dimensionality of the problem, i.e. its number of variables and domain cardinalities, it could
yield a high number of nodes.
2. The number of edges in the graph may grow very fast.
3. This representation is not suitable to deal with problems defined by continuous variables.
In order to solve this problem a new CSP graph-based representation was proposed in [26]. This approach is based
on the reduction of the resulting graph complexity by reducing the number of nodes and connections. The idea is to
create as many nodes as different variables compose the problem and create edges between those nodes involved in
at least, one restriction. However, its main drawback is the high number of created pheromones. In order to solve
this problem, a new heuristic called Oblivion Rate has been designed. The goal of this heuristic is to remove from the
graph a specific number of pheromones in such a way only the most relevant ones remain in the graph.
The performance of two adaptive Oblivion Rate heuristics has been analyzed. On the one hand, the Dynamic
Oblivion Rate heuristic corresponds to a negative exponential function that depends on the number of pheromones
created in the system in order to determine the percentage of pheromones that will be removed. On the other hand the
CRO-based Oblivion Rate heuristic inspires from the Coral Reef Optimization algorithm, which establishes a fight
between pheromones to remain in the system. This fight is performed in terms of the quality of the pheromone.
Both heuristics have been applied to the well-known family of Resource-Constrained Project Scheduling Problems
(RCPSP). In this type of problems a project is defined by a set of activities that require a certain type of resources
during their execution. The goal is to find a schedule with the minimum makespan in such a way the precedence
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relationships between the activities are satisfied and the number of assigned resources to all the activities in a given
time step is less than the total amount of resources in the project.
The evaluation of both heuristics, and also the evaluation of the model without using any Oblivion Rate (i.e. the
standard ACO algorithm), has taken into account two different factors: the reduction percentage in the number of
pheromones in the system and the quality, i.e. the makespan, obtained by each algorithm. Such quality scores have
been compared against the best makespan published by the research community and results have been validated by
using statistical tests. The experimental results reveal that the use of the Oblivion Rate heuristic is relevant because
it provides a significant reduction in the number of pheromones at a statistically negligible quality degradation. The
Oblivion Rate heuristic has been found to remove at least 79% of the pheromones in the system without affecting
significantly the quality of the produced solutions. This reduction in the number of pheromones is important because
as it has been experimentally shown, it directly affects the computational resources (i.e. memory and time) needed by
the program to solve the different problems. We have also analyzed the deviation between the best solutions found
by the ACO models and the best makespan published in the literature for each problem. The ACO model (using the
Dynamic Oblivion Rate and the CRO-based Oblivion Rate) is able to find the optimal solution in more than 50% of
the instances that compose j30.sm, j60.sm and j90.sm problems, whereas the rest of solutions found for the same
problems are close to its corresponding optimum.
Finally the performance of the model using the different Oblivion Rate heuristics is compared to some of the
algorithms published in the related literature. This last set of experiments reveals that the proposed model outperforms
the results from the literature with the most complex Single-Mode dataset of the PSPLIB repository (j90.sm and
j120.sm). The reason behind this remarkable performance gain is the enhanced capability of the system to converge
towards better solutions due to the removal of pheromones that represent the worst solutions by the Oblivion Rate
heuristic.
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