ABSTRACT. Let (R, m, k) be a Noetherian three-dimensional Cohen-Macaulay analytically unramified ring and I an m-primary R-ideal. Write X = Proj ⊕ n∈N I n t n . We prove some consequences of the vanishing of H 2 (X, O X ), whose length equals the the constant termē 3 (I) of the normal Hilbert polynomial of I. Firstly, X is Cohen-Macaulay. Secondly, if the extended Rees ring A := ⊕ n∈Z I n t n is not Cohen-Macaulay, and either R is equicharacteristic or I = m, thenē 2 (I) − length R I 2 I I ≥ 3; this estimate is proved using Boij-Söderberg theory of coherent sheaves on P 2 k . The two results above are related to a conjecture of S. Itoh (J. Algebra, 1992)
RESULTS
Let R be a commutative Noetherian local ring and R = I 0 ⊇ I 1 ⊇ I 2 ⊇ · · · a filtration of R by ideals. Several authors have studied homological properties of the Rees ring ⊕ n∈N I n t n of this filtration (t is an indeterminate). Duong Quôc Viêt [Viê93, Theorem 1.1], and S. Goto and K. Nishida [GN94, Theorem (1.1)] independently determined a criterion for the Cohen-Macaulayness of the Rees ring (under a mild hypothesis) in terms of the local cohomology modules of the associated graded ring ⊕ n∈N (I n /I n+1 )t n ; see also [Lip94b, Theorem 4.4] .
Take a Noetherian three-dimensional Cohen-Macaulay local ring (R, m, k) whose completion has no nilpotents (i.e., R is analytically unramified) and an m-primary R-ideal I, and consider the filtration I n , n ∈ N; here (.) denotes integral closure. In this situation, the criterion of Viêt and Goto-Nishida is that the Rees ring R := ⊕ n∈N I n t n is Cohen-Macaulay if and only if the associated graded ring G := ⊕ n∈N (I n /I n+1 )t n is Cohen-Macaulay and H Our results, of which the following theorem is the principal one, concern the vanishing of e 3 (I) = length R (H 2 (X, O X )). For the benefit of the reader, and for putting certain assertions in context, we have stated some of them in various equivalent forms. [Ito88, Ito92] , C. Huneke [Hun87] and Corso-Polini-Rossi [CPR14] .
R) I). (c) Suppose that I has a reduction generated by three elements x, y, z. Then there exist exact sequences (which are restatements of each other):
We now exhibit the relation of the hypothesis that length R (H 2 (X, O X )) = 0 to two conjectures of J. Lipman. Suppose that S is a regular local ring. Denote the adjoint [Lip94a, Definition (1.1)] of an S-ideal J by J. In [Lip94a, Conjecture (1.6)], he asserted that J n = J J n−1 for all n ≥ ℓ(J), where ℓ(J) is the analytic spread of J. In [Lip94a, Conjecture (2.2)] (from which the first conjecture would follow), he asserted that if Y is any regular S-scheme that is obtained by a sequence of blow-ups at non-singular centres and on which JO Y is invertible, then with Y 0 denoting the closed fibre of A word about the proofs. First we prove the vanishing H 3 n (A) = 0 asserted as part of Theorem 1.1(a); this result is vital to our proof and connects Theorems 1.1 and 1.3. Theorem 1.1(a)-(c) follow from this vanishing and some homological algebra. The non-vanishing of H 1 (X, O X (1)) implies the non-vanishing of H 2 (E, O E (1)). This, taken with the results obtained in Section 3, gives the proof of Theorem 1.1(d). The first assertion of Theorem 1.3 is deduced from the vanishing of H 3 n (A); the second assertion follows from this, and a result of Lipman. This paper is organized as follows. Various preliminary facts are reviewed in Section 2. In Section 3, we prove some results on the cohomology groups of certain coherent sheaves on the projective plane over a field. Section 4 is devoted to the proofs of the results asserted above. In Section 5, we collect some examples that illustrate the use of our results. Notation 2.1. Let (R, m, k) is a Noetherian three-dimensional Cohen-Macaulay analytically unramified local ring and I = (x, y, z) an m-primary R-ideal. Let R = ⊕ n∈N I n t n , A = ⊕ n∈Z I n t n and G = A/(t −1 ). Write n for the A-ideal ItA + (t −1 )A and G + for the G-ideal generated by the homogeneous elements of G of positive degree. Write X = Proj R and E = Proj G; it is an effective Cartier divisor of X, defined by the invertible sheaf of ideals O X (1) := IO X . For any coherent sheaf F on X and m ∈ Z, we will write For every m ∈ Z, there is an exact sequence 
be a complex of graded A-modules with maps of degree zero. Then we get a second-quadrant double-complex with L i ⊗ A C j at position (−i, j). Note that all the maps in this complex are of degree zero. There are two associated spectral sequences ′ E * , * * and ′′ E * , * * with
Since all the maps in the double-complex have degree zero, the maps in the two spectral sequences above have degree zero. Now, suppose that L • = K • (a 1 , . . . , a r ; M) for some homogeneous elements a 1 , . . . , a r and a graded A-module M. Then the ′ E 1 page consists of the Koszul complexes
. Discussion 2.3. We quote some facts, chiefly from Itoh's papers. While some of these statements hold mutatis mutandis in more generality, we keep to dimension three. There is an exact sequence (see [Ito88,  Appendix 2])
from which we see that the natural map
There is an exact sequence of graded A-modules: 
Finally we remark that whenē 3 (I) = length R (H 2 (X, O X )) = 0, A is Cohen-Macaulay if and only if I n+2 = I n I 2 for all n ≥ 0; see [Ito92, Corollary 16] . (Itoh uses this condition to state his conjecture and many results in his paper.) We note that I n+2 = I n I 2 for all n ≥ 0 if and only if I n+1 = I I n for all n ≥ 2. This can be proved by induction on n.
We remark that (2.6) holds in dimension two also; we will need this in the proof of Lemma 4.1(a).
COHERENT SHEAVES ON THE PROJECTIVE PLANE
In this section let k be any field. Let F be a coherent sheaf on P 2 := P 2 k . We use BoijSöderberg theory for coherent sheaves on projective spaces [ES10] to make some observations about dim k H 1 (P 2 , F (m)), m > 0, for certain sheafs F (see (3.1)). We begin with a review of BoijSöderberg theory, keeping ourselves to P 2 .
Let F be a coherent sheaf on
(a) for every m ∈ Z, there exists at most one i such that H i (F (m)) = 0; and, (b) the Hilbert polynomial of F i.e., the polynomial that gives the function
has distinct integral zeros. If F has super-natural cohomology, then we denote the zeros of its Hilbert polynomial by z 1 > · · · > z s (with s = 1 or s = 2), and call the sequence (z 1 , . . . , z s ) the zero sequence of F . Given any sequence z = (z 1 > · · · > z s ) of integers, (with s = 1 or s = 2), set z s+1 = · · · = z 3 = −∞ and z 0 = ∞. Then there exists a sheaf F with super-natural cohomology satisfying the following:
otherwise.
(To get this, apply [ES09, Theorem 6.1] with m 1 = · · · = m k = 1.) We write γ z = γ(F ) for this F . Moreover, such a sheaf F may be taken to be locally free on a linear subvariety P
for the homogeneous coordinate ring of P 2 k and S + = (u, v, w)S. We are interested in a coherent sheaf F on P 2 such that 
be the Koszul complex on P 2 , which is a locally free resolution of 0. Apply − ⊗ F (m) to this complex and consider the hypercohomology spectral sequence for the functor H 0 (X, −). The ′ E 1 -page of this spectral sequence is
(We have used the fact that m ≥ 2 to get the three zeros in the top row.) This spectral sequence abuts to zero, whence follows the surjectivity of ψ m . 3.2(b): Immediate from 3.2(a). 3.2(c): Let Z be a chain of zero sequences and a z , z ∈ Z be non-negative real numbers such that
see [ES10, Theorem 0.2] and the discussion leading to it. Since we are over P 2 , z could be of the form z = (z 1 ) or of the form z = (z 1 > z 2 ). In the former case, γ z is the cohomology table of a locally free sheaf on a projective line P 1 embedded inside P 2 as a linear subspace; in the latter case, it is the cohomology table of a locally free sheaf on P 2 . First suppose that z = (z 1 ) and that a z > 0. Then H 1 (F (m)) = 0 for all m < z 1 and H 0 (F (m)) = 0 for all m > z 1 . It follows at once from (3.1) that z 1 ∈ {0, −1}. Such cohomology tables do not contribute to H 1 (F (m)) for any m > 0. Now suppose that z = (z 1 > z 2 ) and that a z > 0. Then for every m such that z 2 < m < z 1 , H 1 (F (m)) = 0. It follows again from (3.1) that z 2 ≤ 0, that z 1 ≥ −1 and that if γ z contributes to H 1 (F (m)) for any m > 0, then z 2 = 0. Hence we need only consider the finite subset of Z consisting of all the zero sequences of the form (0 < z 1 ). Label these zero sequences z (i) = (0 < i + 1), i = 1, . . . , r. By abusing notation, write a i for the non-negative real coefficient with which γ z (i) appears in γ(F ). These coefficients are in fact rational [ES10, Theorem 0.2]. We may assume that a r > 0. Therefore
In particular,
3.2(d):
First we show that dim k H 1 (F (m)) ≤ 1 for every m ≥ 3. Since ψ 2 is surjective, we see that, without loss of generality, the multiplication map
is non-zero; since dim k H 1 (F (1)) = dim k H 1 (F (2)) = 1, this map is an isomorphism. Write H for the hyperplane (isomorphic to P 1 ) defined by the equation u = 0 inside P 2 . Use (3.1) to see that
, from which we see that the map
is surjective for every m ≥ 3. Therefore dim k H 1 (F (m)) ≤ 1 for every m ≥ 3. Now let m 0 := max{m : H 1 (F (m)) = 0}. Then 3.2(b) implies that
We want to show that m 0 ≤ 2. Let r, z (i) , a i be as in the proof of 3.2(c). Then (3.3) implies that m 0 = r; hence we want to show that r ≤ 2. Note that
Since a r−1 ≥ 0 and a r > 0, we see that r ≥ 2(r − 1), or equivalently, that r ≤ 2. 3.2(e): From 3.2(c), we see that there exists i such that a i > 0, so dim k ker ψ 2 > dim k H 1 (F (1)) > 0; since dim k ker ψ 2 and dim k H 1 (F (1)) are integers, dim k ker ψ 2 ≥ 2. We will show that dim k ker ψ 2 = 2.
Suppose that dim k ker ψ 2 = 2. Then by 3.2(c), dim k H 1 (F (1)) = 1 and, hence, dim k H 1 (F (2)) = 1. Thus using 3.2(d) we can refine the information from (3.1) to the following: It suffices to show that there does not exist a coherent sheaf F satisfying (3.4).
Assume to the contrary and let M = m∈Z H 0 (P 2 , F (m)). Recall that S = k[u, v, w] and S + = (u, v, w)S. Consider the hypercohomology spectral sequence from the proof of 3.2(a), for m = 3 and m = 4. For m = 3, using (3.4), we get the ′ E 1 -page to be (F (3) ).
This abuts to zero, so the map k ⊕3 −→ k ⊕3 is surjective, hence also injective. Therefore the map H 0 (F (2)) ⊕3 −→ H 0 (F (3)) is surjective, i.e.,
For m = 4, the ′ E 1 -page is
Since ψ 2 is surjective, at least one of the maps given by multiplication by u, v, w is non-zero, so the map k −→ k ⊕3 of the second row in the above spectral sequence is injective. Hence 
From this we get a graded isomorphism (of degree 0) 
be a minimal graded S-free resolution of N. We may extend (3.7) to a (possibly non-minimal) graded S-free resolution of Ext 1
S (M, S(−3)). Note that G • is a summand of this resolution of Ext 1 S (M, S(−3)). In particular G 1 is a summand of Hom S (F 0 , S(−3)).
If N = N −2 ⊕ N −1 as S-modules, then ⊕3 is a summand of G 1 and hence of Hom S (F 0 , S(−3)). Equivalently, S(−4) ⊕3 is a direct summand of F 0 contradicting (3.6). On the other hand, if N is generated by N −2 as an S-module, then without loss of generality,
from which it follows that S is a summand of Hom S (F 0 , S(−3)). Equivalently, S(−3) is a summand of F 0 , contradicting (3.5).
PROOFS
As we remarked in Section 1, we first prove the vanishing H 3 n (A) = 0, whence, using some homological algebra, follow Theorem 1.1(a)-(c) . The non-vanishing of H 2 (X, O X (1)), taken with the results obtained in the previous section, gives the proof of Theorem 1.1(d). The first assertion of Theorem 1.3 is deduced from the vanishing of H 3 n (A). The rest of the proofs are more or less standard computations using spectral sequences.
In the next lemma, we do not need the assumption thatē 3 (I) = 0. Thereafter thatē 3 (I) = 0 will be the standing hypothesis. Write
Since t −1 is a non-zero-divisor on A and B, we have an exact sequence
Upon breaking this into two short exact sequences and applying H 0 n (−), we obtain the exact sequence
Since M n = 0 for all n ≤ 1, (N 0 ) n = 0 for all n ≤ 1. Hence to prove the proposition, it suffices to show that
for all n ≤ −1. Note, however that
From (2.6) (using the remark at the end of Discussion 2.3), we know that H 2 n (B) n+1 = 0 for all n ≤ −1. This finishes the proof of 4.1(a). (t −1 , zt)A) ) for j ∈ {0, 1, 2}. Comparing the two spectral sequences, we see that the associated graded object of H 1 n (A/ ((t −1 , zt)A) ) with respect to the ′ E spectral sequence is ′ E As we mentioned in the beginning of this section, the vanishing asserted in the next proposition is in some sense the first step in the proofs of our results. 
Since H 2 (O X (m)) = 0 for every m ≥ 0 (by hypothesis and (4.6)), we get the first assertion. The second one follows from (4.7).
Proposition 4.9. We have the following: 
Moreover, if this set is non-empty, then it is
Using these facts, one can immediately prove the following assertions: if either of these sets given in the proposition is non-empty, then the other is also non-empty; if the sets are non-empty, their maxima are same.
We are now ready to prove Theorem 1.1. Recall that we have reduced the problem to the case of I being generated by three elements x, y, z. 
Notice that the natural map (B (m) ) u −→ (A (m) ) u is an isomorphism; similarly for v and w also. Therefore, to show that X is Cohen-Macaulay, it suffices to show that A (m) is Cohen-Macaulay for some m.
We claim that A (m) is Cohen-Macaulay for all m ≫ 0. Write n ′ for the homogeneous maximal ideal of A (m) . Notice that for all i and for all m, 
see, for example, [Ito92, p. 114] . Thereforē
We saw in Corollary 4.4 that H 1 (E, O E (−1)) = 0. Now consider the exact sequence 
with exact columns. Applying − ⊗ R O X to any finite R-free presentation of k, we see that mO X is generated by global sections; by Proposition 4.8, φ mO X 2 is surjective, so the rows of (4.13) are surjective. Now there is a finite map ν : E 0 −→ P 2 . Note that ν * O E 0 is a coherent sheaf on P 2 .
Arguing as in the proof of Theorem 1.1(d), we conclude that dim k ker φ
Proof of Corollary 1.2. Use Theorem 1.1(b), 1.1(c) and 1.1(d).
Proof of Theorem 1.3. Write U = X E = Spec R {m}. Then, for every m ∈ Z, we have exact sequences (4.14) 
