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Diffusive motion of regulatory enzymes on biopolymers with eventual capture at a reaction site
is a common feature in cell biology. Using a lattice gas model we study the impact of diffusion
and capture for a microtubule polymerase and a depolymerase. Our results show that the capture
mechanism localizes the proteins and creates large-scale spatial correlations. We develop an analytic
approximation that globally accounts for relevant correlations and yields results that are in excellent
agreement with experimental data. Our results show that diffusion and capture operates most
efficiently at cellular enzyme concentrations which points to in vivo relevance.
The diffusive motion of proteins on filamentous struc-
tures in the cell is vital for several cellular functions such
as gene regulation [1] and cytoskeletal dynamics [2, 3]:
To find their target sites, transcription factors are likely
to employ one-dimensional diffusion on the DNA and the
dynamics of this process largely determine the kinetics of
gene regulation [4, 5]. Similarly, actin and microtubule
(MT) binding proteins diffuse on the respective filaments
and fulfill regulatory functions primarily at the filament
ends. Adam and Delbru¨ck [6] suggested that a reduc-
tion in dimensionality of the diffusive motion enhances
the effective rate of association of particles with binding
sites on the membrane or on DNA and filaments, and
this concept has been widely applied and extended [7, 8],
see also Refs. [9] for recent reviews on the topic.
With regard to cytoskeletal architectures, efficient as-
sociation and localization of enzymes to specific sites is
relevant for a variety of cellular processes throughout the
cell cycle and for cell motility and dynamics [10]. It was
recently shown experimentally that one-dimensional dif-
fusion is utilized [2, 11] by two proteins with important
roles in the regulation of MT dynamics [12–15], MCAK
and XMAP215. These proteins strongly localize at their
respective reaction sites and show association rates for
these sites that are significantly higher than expected for
binding via three-dimensional diffusion [11, 16]. Both
proteins carry out vital tasks, with MCAK acting as de-
polymerase of tubulin protofilaments [17] and XMAP215
as a poylmerase [16] when bound to ends of MTs. Note
that similar mechanisms are also assumed to be rele-
vant for actin associated proteins [18]. However, diffu-
sive motion on filaments does not lead to a localization
and efficient association of proteins per se: As we have
shown previously [19], it is crucial to include a captur-
ing mechanism at the reaction site, which suppresses
the one-dimensional diffusive motion of a protein that
reaches this site; without such a capturing mechanism
no increase in the effective association rate for the tip
occurs. For MCAK and XMAP215 protein capturing is
observed in experiments: Diffusive motion stops once the
proteins reach the MT tip [11, 16]. Yet, the underlying
interactions with the MT tip are still elusive and being
studied [20].
Here we present a theoretical description of enzyme
diffusion and capture at MT tips where the enzymes cat-
alyze filament polymerization or depolymerization. Pre-
vious studies of similar systems have lacked either a cap-
turing mechanism [21, 22] or a dynamic filament [19], al-
though both features are critical. To overcome both lim-
itations, we employ a one-dimensional lattice gas [23, 24]
with particle capturing in a dynamic system, in which
growth or shrinkage of the filament is triggered by the
interactions of particles with the lattice end. Our moti-
vation is twofold: Firstly, we seek for a detailed mathe-
matical understanding of the capturing mechanism. Sec-
ondly, based on a fully quantitative model, we wish
to elucidate the specific biomolecular mechanisms em-
ployed by XMAP215 and MCAK. Our results show that
the capturing process induces large-scale spatial correla-
tions in the protein distribution along the filament. We
develop a mathematical framework that systematically
includes relevant correlations on a global scale. This
conceptual advancement allows us to quantitatively ex-
plain the results of in vitro experiments with XMAP215
and MCAK [16, 25]. We demonstrate that the diffusion
and capture mechanism strongly localizes XMAP215 and
MCAK at the MT tip and that the process operates op-
timally under physiological conditions for both proteins,
which suggests that it is relevant in vivo.
Model definition. We consider a one-dimensional lat-
tice with lattice spacing a and a semi-infinite geometry
which corresponds to one protofilament, as depicted in
Fig. 1. In the case of MTs, a is the length of a tubulin
heterodimer, 8.4 nm. The configuration of enzymes on
the lattice is described by occupation numbers ni, taking
values ni=0 for empty, and ni=1 for occupied sites. The
particles symmetrically hop to neighboring sites at rate
, and interact via hard-core repulsion. We implement
Langmuir kinetics to model a surrounding reservoir of
particles with a constant concentration c. Particles at-
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2tach to and detach from the lattice at rates ωac and ωd,
respectively [27, 28]. Sites i≥3 are considered as bulk
sites. There the dynamics differs from that in the bulk
as we implement a protein capturing mechanism: Hop-
ping from site i=1 to site i=2 is disallowed, as suggested
experimentally for MCAK and XMAP215 [11, 16]. In
this way, detailed balance is broken which leads to strong
tip-localization due to a particle flux along the filament;
in equilibrium models such a significant localization is
absent, see Fig. S1 in the Supporting Material [26]. Par-
ticles detach from the first lattice site at a distinct off-
rate, ωd 6=ωd. We refer to site i=1 as a reaction site at
which new lattice sites may be added or removed. For
the moment, we specify our discussion to polymerases
such as XMAP215 [16]. However, our considerations are
largely independent of whether polymerization or depoly-
merization occurs—an equivalent formulation can also be
found for the depolymerase MCAK [26]. For XMAP215,
we specify that lattice growth is triggered at rate δ if
the protein is bound to the first lattice site. Hence, the
average speed of lattice growth v for the MT is propor-
tional to the average particle occupation 〈n1〉 and the
XMAP215 polymerization rate: v=δa〈n1〉. Here we as-
sume one catalyzing protein per protofilament end at
saturating conditions [26]. The actual maximum num-
ber of catalytically active proteins is unknown; in exper-
imental literature approximately 10 XMAP215 proteins
at the MT tip are estimated at 50 nM XMAP215 [16].
As shown in recent experiments, XMAP215 acts proces-
sively, i.e. one molecule adds multiple tubulin dimers
to the growing MT end [16]. To implement such behav-
ior in our model the particle at the tip is transferred
to newly incorporated lattice sites. In our analysis we
neglect uncatalyzed tubulin addition or removal as typi-
cal corresponding experiments [11, 16, 25, 29] were per-
formed under conditions where these processes did not
occur with a significant rate. An extension is, however,
possible in a straightforward fashion and does not affect
tip-localization significantly; see Fig. S5 and S6 in the
FIG. 1. Illustration of the model for XMAP215. Particles
bind to empty lattice sites with rate ωac, where c is the par-
ticle concentration in solution, and detach with rate ωd. The
proteins hop symmetrically to neighboring sites at rate  but
exclude each other. We assume a distinct off-rate ωd at the
first site. Particles bound there cease hopping but add new
lattice sites at rate δ. The particle which stimulates poly-
merization moves with the tip. An analogous model can be
defined for MCAK, where depolymerization occurs if the lat-
tice end is occupied, see Supporting Material for details [26].
Supporting Material [26]. Therefore we expect validity of
our further considerations also with intrinsic MT dynam-
ics, for example as a consequence of hydrolysis of tubulin
bound GTP which was studied extensively in previous
models [30].
Mathematical analysis. We set up the equations of
motion for the average occupation numbers of the
stochastic process defined above. All equations will be
formulated in the frame of reference comoving with the
dynamic lattice end. In the bulk of the lattice, i≥3, we
obtain
d
dt 〈ni〉 = 
(〈ni+1〉−2〈ni〉+〈ni−1〉)+ δ(〈n1ni−1〉−〈n1ni〉)
+ωac
(
1−〈ni〉
)− ωd〈ni〉 . (1)
This equation comprises contributions from hopping
while obeying the exclusion principle [31] (terms propor-
tional to ) and a displacement current due to polymer-
ization (terms proportional to δ) as well as particle at-
tachment and detachment (terms proportional to ωa and
ωd, respectively). The tip occupations complement these
bulk dynamics in the following manner:
d
dtρ1 = (ρ2−g2) + ωac(1−ρ1)− ωdρ1 , (2)
d
dtρ2 = (ρ3−2ρ2+g2)− δg2 + ωac(1−ρ2)− ωdρ2 ,
d
dtg2 = (g3−g2) + δg2 + ωac(ρ1+ρ2−2g2)− (ωd+ωd)g2 .
Here we have defined the average density, ρi:=〈ni〉, and
the correlation function, gi:=〈n1ni〉. Moreover, since the
polymerization process facilitated by XMAP215 is pro-
cessive, an empty lattice site at i=2 is created and site
i=1 remains occupied each time a new site is added.
We fully quantify our model with the experimental data
available for XMAP215 [16, 29]; see Supporting Material
for parameter values [26].
In the first step we test the quality of standard ap-
proximation techniques for driven lattice gases against
stochastic simulation data obtained from Gillespie’s al-
gorithm [32]. The set of equations which determines the
lattice occupations (Eq. 1 and Eqs. 2) is not closed; the
dynamics of the density ρi and the correlation functions
gi=〈n1ni〉 are coupled. In fact, there is a hierarchy of
equations, which, in general, precludes the derivation
of an exact solution for many driven lattice gas sys-
tems. A common and often quite successful approxi-
mation scheme for exclusion processes is to assume that
there are no correlations and that one may factorize all
correlation functions, 〈n1ni〉≈〈n1〉〈ni〉. In this mean-field
(MF) approximation one obtains a closed set of differen-
tial equations for the particle density ρi which may be
solved subject to proper boundary conditions; see Sup-
porting Material for details. Fig. 2 shows the average
occupation number of the first site, 〈n1〉, as a function
of the protein concentration in solution c. A comparison
with our stochastic simulation data shows that the MF
solution strongly overestimates 〈n1〉 and thus the average
polymerization speed v.
3FIG. 2. Average occupation of the first lattice site 〈n1〉.
The MF approach as well as the FSMF approximation for
segment sizes of N=2, 5 deviate strongly from stochastic sim-
ulation data (open circles), in complete contrast to the CMF
approximation. Parameter values are detailed in the Support-
ing Material [26].
One possible reason for the failure of the MF calcula-
tion lies in correlations that arise close to the reaction
site. Local correlations can efficiently be accounted for
by employing a finite segment mean-field (FSMF) the-
ory [33, 34]. Here, the idea is to retain all correlations
close to the catalytic site by solving the full master equa-
tion for the first N sites and to use the MF assump-
tion only outside of this segment. The density profile is
then obtained by matching the tip solution and the MF
solution [21, 35]; see Supporting Material [26]. While
the results show the right trend towards the numerical
data, the improvement over the MF results is insignifi-
cant. These observations suggest that correlations extend
far beyond the immediate vicinity of the reaction site.
To account for such correlations we extend the MF
theory by retaining both the density and the correlation
function as dynamic variables. In order to close the set of
equations we employ the following factorization scheme:
〈n1n2ni〉≈〈n1n2〉〈ni〉, and 〈n2ni〉≈〈n2〉〈ni〉 for i≥3, i.e.
we retain correlations with respect to the reaction site
but neglect them within the bulk of the lattice. We con-
firmed this approximation scheme for typical biological
parameter values by stochastic simulations; see Fig. S2
in the Supporting Material [26]. With the above closure
relations one obtains for the bulk dynamics in a contin-
uous description
∂tρ(x, t) = D∂
2
xρ− v0∂xg + ωac(1−ρ)− ωdρ , (3a)
∂tg(x, t) = D∂
2
xg − v0∂xg + ρ
(
ρ2−g2
)
+ωac
(
ρ+ρ1−2g
)− (ωd+ωd)g , (3b)
where we defined ρ(x, t)=〈ni+1〉 and g(x, t)=〈n1ni+1〉
with x=a(i−1) for i≥3. We have further introduced
the macroscopic diffusion constant D=a2 and the max-
imum polymerization speed v0=δa. Equations 3 can
be derived from the discrete equations for the density
ρi, Eq. 1, and the correlation function gi; for details
see the Supporting Material [26]. Due to the capturing
mechanism a continuous description is not valid at sites
i=1, 2, and we retain the local dynamics there, Eqs. 2.
These equations constrain the boundary conditions of
ρ(x) and g(x) at x=a. We further impose that the density
equilibrates asymptotically at the Langmuir isotherm,
limx→∞ ρ(x)=ρLa=ωac/(ωac+ωd), and that correlations
vanish, limx→∞ g(x)=〈n1〉ρLa. Solving the equations of
this correlated MF (CMF) theory for the steady state
tip density we obtain the results shown in Fig. 2, which
are in excellent agreement with the stochastic simulation
data. We therefore conclude that there are long-ranged
correlations along the MT and that they are essential
in explaining the observed average tip density and the
ensuing polymerization speed.
Fig. 3(a) shows the density profile along the lattice ob-
tained by stochastic simulations and the CMF approach.
The particle occupation is obtained with high precision
within the CMF framework along the whole lattice. The
density profiles also agree with recent data from time
and ensemble averaged high resolution fluorescence in-
tensity profiles for XMAP215 [36]. Notably, there is a
discontinuity at sites i=1, 2, which is due to particle cap-
ture and which demonstrates the strong tip-localization
of the proteins.
FIG. 3. Comparison of density and tip-bulk correlation pro-
files obtained by the CMF approximation (lines) and stochas-
tic simulations (symbols) for XMAP215 concentrations of 10
and 100 nM (see Supporting Material [26] for parameter val-
ues [16, 29]). (a) XMAP215 strongly localizes to the MT tip
and the density profile drops abruptly at sites i=1, 2. (b)
The correlation coefficient corr(n1, ni) (see Eq. (4)) along the
lattice shows the significance of tip-bulk correlations over hun-
dreds of lattice sites.
In Figure 3(b), the Pearson product-momentum corre-
lation coefficient
corr(n1, ni) =
cov(n1, ni)
σ(n1)σ(ni)
, (4)
which quantifies the correlations between the tip site i=1
and sites i≥2 in the bulk, is plotted against lattice posi-
tion. Here cov(·, ·), and σ(·) signify the covariance and
the standard deviation, respectively. The correlation co-
4FIG. 4. Panel (a) demonstrates excellent agreement of poly-
merization and depolymerization velocities obtained from our
theoretical analysis (CMF approximation) with existing ex-
perimental data for XMAP215 [16, 29] and MCAK [25],
respectively. Panel (b) depicts the difference between the
occupation density at the tip ρ1 with and without diffu-
sion on the MT, where ρno diffusion1 = ωac/(ωd + ωac), and
shows the impact of diffusion and capture on tip localization
of MCAK (blue) and XMAP (orange). The concentration
range for maximum efficiency coincides with the physiologi-
cal concentration range for each protein: 100 − 1000 nM for
XMAP215 [13] and 10 − 100 nM for MCAK [37] (shaded ar-
eas). In (c) the reaction site density with lattice diffusion (ρ1,
solid lines) and without lattice diffusion (ρno diffusion1 , dashed
lines) is depicted. Kinetic parameters are given in the Sup-
porting Material [26].
efficient decays very slowly over a broad region at the
tip. The capturing mechanism and the resulting particle
flux towards the filament tip ensue strong positive cor-
relations with respect to the first lattice site and sites
in its vicinity. This effect is antagonized by weak nega-
tive correlations caused by the creation of empty lattice
sites due to polymerization. With diffusion taking place
on a faster time scale than polymerization, the positive
correlations dominate. This is confirmed by stochastic
simulations where either capturing or growth is switched
off: We find anti-correlations if capturing is turned off,
and positive correlations if there is no growth of the lat-
tice; see Fig. S3 in the Supporting Material [26]. Note
that for higher growth rates the correlation profile can
also become negative. We conclude that the spatial cor-
relations which emerge over several hundred lattice sites
are a direct consequence of protein capture and proces-
sive growth. Further, it becomes evident why the MF
and the FSMF approaches do not lead to the correct tip
density: Correlations extend into the system on a length-
scale which exceeds the scope of these and other previous
approaches [19, 21, 22]. In contrast the CMF approx-
imation captures and quantifies significant correlations
and successfully reproduces simulation data. Note that
also higher order correlations of the form 〈n1njnk〉 and
〈njnk〉 with j, k≥2 and k>j, which are neglected in the
CMF approximation, might be of relevance when par-
ticle interactions become important for lattice diffusion.
This explains the deviations in the computed correlation
profile, Fig 3(b). As the CMF method is based on a
non-perturbative ansatz there is no analytic expression
that exactly quantifies its error. However, we observe
very good agreement with our Gillespie algorithm based
simulations over a very broad parameter range and, im-
portantly, for typical biological parameters, see Fig. S4
in the Supporting Material [26].
Comparison with experimental data. We now turn to
a comparison with experimental data for the polymeriza-
tion velocity [16, 29] and, to supplement the results for
XMAP215, we apply our methods to an analogous model
for MCAK particles which depolymerize MTs [11, 25]. In
essence, we adapt the above model to account for lattice
shrinkage triggered by an occupied reaction site, see Sup-
porting Material for details [26]. Similar to the processive
polymerization of XMAP215 also MCAK is assumed to
depolymerize processively [11, 25]. The parameters em-
ployed in the model are again drawn from available exper-
imental data [25]. For both MCAK and XMAP215, we
find excellent quantitative agreement between our the-
oretical approach and experimentally determined poly-
merization and depolymerization velocities; see Fig. 4(a).
This quantitative agreement is achieved without an ad-
justable parameter; see Supporting Material [26]. We
then used the quantified models to investigate the im-
pact of the diffusion and capture process for XMAP215
and MCAK. Fig. 4(b) shows the increase of protein lo-
calization at the reaction site due to diffusion and cap-
ture on the filament: We plot the difference between tip
densities in the presence (ρCMF1 ) and absence of diffu-
sion on filaments (ρno diffusion1 =ωac/(ωd+ωac)). For both
enzymes, diffusive motion and subsequent capturing at
the MT lattice strongly increases the occupation den-
sity at the tip and therefore constitutes a highly efficient
means of increasing the effective attachment rate to the
reaction site. Moreover, the ensuing curve shows a pro-
nounced maximum, indicating an optimal concentration
range at which the enhancement of tip occupancy due
to diffusion on the MT reaches its peak. Strikingly, this
maximum coincides with the physiological concentration
range for each protein: 100−1000 nM for XMAP215 [13]
and 10−100 nM [37] for MCAK. This strongly supports
the importance of diffusion and capture for MCAK and
XMAP215 in vivo.
It is interesting to speculate about possible biomolecu-
lar mechanisms that could generate particle capturing at
the MT tip as such a mechanism would probably require
an energy source to drive the system out of equilibrium.
Concerning MCAK, it was recently hypothesized, that
an ATP is required to stop its diffusive motion at the
MT tip [20] which is consistent with our proposed non-
equilibrium model. Since XMAP215 does not bind nu-
cleotides such as ATP or GTP itself [16], one might spec-
ulate that a non-equilibrium capturing mechanism relies
5on tubulin polymerization or depolymerization. Possi-
bly, a conformational change of XMAP215 coupled to
processes involved in MT depolymerization or polymer-
ization could lead to protein capture.
Summary and Conclusion. In this work, we studied
the regulatory influence of an explicit capture process on
the distribution of MT polymerases and depolymerases
that are subject to one-dimensional diffusion on MTs.
To model these biologically relevant situations we em-
ployed a model based on a symmetric simple exclusion
process [24] extended by a detailed balance breaking cap-
turing process at the lattice end, which acts as a biasing
mechanism. Our results show that the occupation of the
MT tip with a protein spatially correlates with the oc-
cupation of the MT lattice. This is a direct consequence
of protein capturing which in turn strongly localizes the
proteins at the MT tip. Correlations decay slowly along
the lattice and have a large impact on the occupation of
the MT tip. This is of relevance as the latter quantity de-
termines the velocity of enzyme-dependent MT growth or
shrinking. We derive a generalized set of hydrodynamic
equations which couple the evolution of the particle den-
sity with the evolution of relevant correlations. In that
way it is possible to account for those correlations on
a global scale. Similar correlations have been identified
in two-dimensional diffusive systems [38] or in diffusive
systems with a small, local drive [39].
Our findings are not limited to MTs and their asso-
ciated enzymes, but might also be applicable to other
enzymatic processes with spatial degrees of freedom and,
quite generally, non-equilibrium physics.
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TIP LOCALIZATION DUE TO PARTICLE CAPTURING
In this work, we investigate a model where the diffusive motion of particles on a filament ceases as soon as they
arrive at a reaction site. This feature, which we refer to as particle capturing, is a key element of our model, as it
drives the system out of thermal equilibrium. In order to investigate the impact of particle capture on tip localization
of particles, we also investigated a model where particles are not captured at the tip, but where a hopping from the
tip into the bulk occurs such that detailed balance is not broken. In detail, we introduce a release rate , at which
particles hop from site i = 1 to site i = 2. Then, to implement equilibrium conditions for particle hopping (i.e. with
respect to a system without lattice growth or shrinkage), we impose / = ωd/ωd. This condition ensures detailed
balance in a static system and for a constant on-rate along the lattice. Since we also implement lattice growth,
detailed balance is still broken, which manifests itself in a net particle drift away from the tip in the comoving frame
of reference. In Fig. S1 we compare density profiles of the hopping-equilibrium model and the one with strict (i.e.
irreversible) particle capturing as defined in the main text with parameters as for XMAP215. In the equilibrium
model, the density profile is almost constant whereas in the model with capturing a strong tip-localization occurs (1-2
orders of magnitude increase in the tip-density). Although an irreversible capturing is, of course, a simplification, we
expect similar effects to occur for release rates much smaller than the equilibrium release rate,  eq := ( ωd)/ωd.
In this case, capturing generates a particle current towards the MT tip which conversely leads to spatial correlations
subject of this work.
FIG. S1. Diffusion and capture ensures tip-localization. Density profiles from MC simulations (open symbols) of (a) a model
where particle hopping obeys detailed balance with respect to a static lattice and (b) the model from the main text. In an
“equilibrium” model no localization occurs and the density profile is almost constant due to fast diffusion. With strict (i.e.
irreversible capturing), the tip is highly occupied as compared to its equilibrium occupation (dotted lines). Note that in both
models we implement off-rates which differ at the tip and lattice growth which results in non-constant density profiles also when
particle hopping obeys detailed balance. Further, also the “equilibrium” model is out of equilibrium due to lattice growth. In
(a)  = 3.0× 103 s−1, in (b)  = 0. Other parameters as for the XMAP215 model, see Table I.
2MEAN-FIELD (MF) APPROXIMATION
In the mean-field approximation all correlations are neglected; we set 〈ninj〉 = 〈ni〉〈nj〉. This closes the hierarchy
of equations stated in the main text:
d
dt 〈ni〉 = (〈ni+1〉 − 2〈ni〉+ 〈ni−1〉) + δ(〈n1〉〈ni−1〉 − 〈n1〉〈ni〉) + ωac(1− 〈ni〉)− ωd〈ni〉 for i ≥ 3 (S1)
d
dt 〈n1〉 = (〈n2〉 − 〈n1〉〈n2〉) + ωac(1− 〈n1〉)− ωd〈n1〉 (S2)
d
dt 〈n2〉 = (〈n3〉 − 2〈n2〉+ 〈n1〉〈n2〉)− δ〈n1〉〈n2〉+ ωac(1− 〈n2〉)− ωd〈n2〉 . (S3)
Instead of solving the recurrence relation, we use a continuous description for Eq. S1. At sites i = 1, 2 such an
approximation is not valid due to a discontinuity in the density profile. Performing a Taylor expansion for small
lattice spacings a up to second order we obtain
∂tρ(x, t) = a
2∂2xρ(x, t)− δa∂xρ(x, t)〈n1〉+ ωac(1− ρ(x, t))− ωdρ(x, t) . (S4)
In the above equation the continuous labeling x = a(i − 1) is used for ρ(x, t) = 〈ni+1〉. Further, we use that for
typical biological systems  δ holds true and neglect the second order term due to the particle drift in the comoving
frame, 12δa
2∂2xρ(x). Since we are only interested in the steady state solution we set the time derivative to zero. As
boundary condition, we impose that the density equilibrates at the Langmuir density for large distances to the tip,
limx→∞ ρ(x) = ρLa = ωac/(ωac + ωd). The boundary condition at x = a has to be consistent with the solution of
Eqs. S2 and S3, ρ(a) = 〈n2〉. We can use the continuous solution to express 〈n3〉 = ρ(2a) and solve Eqs. S2 and S3.
This self-consistent solution can be obtained numerically and determines the MF density profile along the whole
lattice.
THE FINITE SEGMENT MEAN-FIELD (FSMF) APPROXIMATION
The finite segment mean-field approach is based on the idea to account for correlations locally within a small
segment. In detail, all correlations within this segment are retained whereas outside the segment correlations are
neglected. An efficient implementation is achieved by using the transition matrix corresponding to the master equation
for occupations of the segment. Since in our model correlations are strongest close to the tip, we choose to keep
correlations with respect to the first N sites. For example, for N = 2 the corresponding transition matrix Mij with
i, j ∈ {0, . . . , 3} reads
M =

−2ωac− 〈n3〉 ωd + 〈n3〉 ωd 0
ωac+ 〈n3〉 −ωd − ωac− (1 + 〈n3〉) 0 ωd
ωac  −ωd − ωac− 〈n3〉 δ + 〈n3〉+ ωd
0 ωac ωac+ 〈n3〉 −ωd − ωd − 〈n3〉 − δ
 .
Here we introduced 〈n3〉 = (1 − 〈n3〉). Further, the enumeration of states is chosen such that it corresponds to the
respective binary number, e.g. M01 describes transitions from state (n1 = 0, n2 = 1) to state (n1 = 0, n2 = 0).
Note that correlations with respect to nN+1 are already neglected. The eigenvector of M with eigenvalue 0 is then
computed, which yields steady state occupations within the segment in dependence of 〈nN+1〉. A self-consistent
solution of these occupations and those for sites i > N is obtained in analogous fashion to the MF procedure: We
use the continuous MF solution for densities with i > N and the discrete solutions for sites in the segment to express
all densities in terms of 〈nN+1〉. The master equation for 〈nN+1〉 (given by Eq. S1) is then solved numerically in the
steady state to compute the complete density profile. This procedure is, however, strongly limited by the size of the
finite segment as the corresponding transition matrix is of size 2N × 2N .
THE CORRELATED MEAN-FIELD (CMF) APPROXIMATION
In the following we will show how to perform the CMF approximation for the model presented in the main text.
This approach systematically includes the relevant correlations arising due to the capturing mechanism.
The CMF calculations can be separated in three steps: a) Computation of the continuous solution for the density
ρ(x) and correlation profile g(x) in the bulk, i ≥ 2. b) Computation of the discrete solution for i = 1. c) Matching of
the continuous solution and the discrete solution.
3We start with deriving the continuous bulk solutions. The density profile is governed by Eq. 1 of the main text:
d
dt 〈ni〉 = 
(〈ni+1(1− ni)〉−〈ni(1− ni+1)〉+〈ni−1(1− ni)〉 − 〈ni(1− ni−1)〉)+ δ(〈n1ni−1〉−〈n1ni〉)
+ωac
(
1−〈ni〉
)− ωd〈ni〉
= 
(〈ni+1〉−2〈ni〉+〈ni−1〉)+ δ(〈n1ni−1〉−〈n1ni〉)+ ωac(1−〈ni〉)− ωd〈ni〉 . (S5)
Here, we account for particle hopping with exclusion (terms ∝ ), lattice growth (terms ∝ δ), particle attachment
(terms ∝ ωa), and particle detachment (terms ∝ ωd). In the main text we show that it is essential to account for
tip-bulk correlations on a large scale. In the CMF approach this is achieved globally by coupling the evolution of
the density with the one for tip-bulk correlations. The discrete equation governing the evolution of correlations with
respect to the reaction site reads
d
dt 〈n1ni〉 = (〈n1ni−1〉 − 2〈n1ni〉+ 〈n1ni+1〉+ 〈n2ni〉 − 〈n1n2ni〉) + δ(〈n1ni−1〉 − 〈n1ni〉)
+ωac(〈n1〉+ 〈ni〉 − 〈n1ni〉)− (ωd + ωd)〈n1ni〉. (S6)
The above equation, which follows from the master equation, describes changes of the joint probability for a simulta-
neous occupation of the first and the i-th site: All probabilities for processes that lead to a simultaneous occupation
of both lattice sites multiplied with the respective rate are added and all probabilities for processes where one of
the two sites is emptied multiplied with the respective rate are subtracted. Again, contributions arise from particle
hopping with exclusion (terms ∝ ), lattice growth (terms ∝ δ), particle attachment (terms ∝ ωa), and particle
detachment (terms ∝ ωd), respectively. For example, for particle hopping we have contributions from hopping pro-
cesses with respect to the i-th site (〈n1ni−1〉 − 2〈n1ni〉 + 〈n1ni+1〉) as well as the capturing of a particle at the
first site (〈n2ni〉 − 〈n1n2ni〉). Note that higher order correlators can be obtained in complete analogy. In order to
close the hierarchy of moments, we use the factorization scheme stated in the main text: 〈n1n2ni〉 ≈ 〈n1n2〉〈ni〉 and
〈n2ni〉 ≈ 〈n2〉〈ni〉 for i ≥ 3. Fig. S2 shows that this is justified, as the corresponding correlation coefficients are one
to two orders of magnitude lower than corr(n1, ni). In the continuous limit a → 0 the recurrence relations given by
the dynamic equations for 〈ni〉 and 〈n1ni〉 translate into a set of coupled differential equations. Up to a second order
Taylor expansion we obtain
∂tρ(x, t) = a
2∂2xρ(x, t)− δa∂xg(x, t) + ωac(1− ρ(x, t))− ωdρ(x, t) (S7)
∂tg(x, t) = (a
2∂2xg(x, t) + 〈n2〉(t)ρ(x, t)− 〈n1n2〉(t)ρ(x, t))− δa∂xg(x, t) + ωac(〈n1〉(t) + ρ(x, t)− 2g(x, t))
−(ωd + ωd)g(x, t) . (S8)
Here, we used again a continuous labeling x = a(i − 1) and neglected second order terms due to lattice growth
(∝ 12δa2∂2xg(x)) since   δ for typical biological situations. In this work, we are interested in the steady state
properties of the system, ∂tρ(x, t) = 0 and ∂tg(x, t) = 0. Under this condition, Eqs. S7 and S8 are solved for the
continuous solutions ρ(x) and g(x). Further, we impose the following boundary conditions to obtain a meaningful
solution: limx→∞ ρ(x) = ρLa = ωac/(ωac + ωd), limx→∞ g(x) = 〈n1〉ρLa, ρ(a) = 〈n2〉 and g(a) = 〈n1n2〉. Note that
the solutions depend on the yet unknown variables 〈n1〉, 〈n2〉 and 〈n1n2〉.
In the second step, we solve the equation for the occupancy of the reaction sites, i = 1,
d
dt 〈n1〉 = 0 = (〈n2〉 − 〈n1n2〉) + ωac(1− 〈n1〉)− ωd〈n1〉 , (S9)
to express 〈n1〉 in terms of 〈n2〉 and 〈n1n2〉.
Lastly, we self-consistently match the discrete and continuous solutions in that we determine the values of 〈n2〉 and
〈n1n2〉. To this end we employ the “master equations” for the latter variables.
d
dt 〈n2〉 = 0 = (〈n3〉 − 2〈n2〉+ 〈n1n2〉)− δ〈n1n2〉+ ωac(1− 〈n2〉)− ωd〈n2〉 (S10)
d
dt 〈n1n2〉 = 0 = (〈n1n3〉 − 〈n1n2〉) + δ〈n1n2〉+ ωac(〈n1〉+ 〈n2〉 − 2〈n1n2〉)− (ωd + ωd)〈n1n2〉. (S11)
We insert the continuous bulk solutions derived in the first step for 〈n3〉 = ρ(2a) and 〈n1n3〉 = g(2a). Finally, the
discrete solution for 〈n1〉 is used to express all variables in terms of 〈n2〉 and 〈n1n2〉. This allows us to solve Eqs. S10
and S11 numerically which, as a consequence, fixes the entire density and correlation profile.
The behavior of correlations is also demonstrated in Fig S3: Without a capturing mechanism, correlations are
purely negative due to the creation of empty sites resulting from the processive polymerization scheme. Opposed to
that, purely positive correlations arise in a static lattice with capturing.
The CMF approach neglects correlations within the diffusive compartment (i.e. we assume 〈ninj〉 = 〈ni〉〈nj〉 and
〈n1ninj〉 = 〈n1ni〉〈nj〉 for i, j ≥ 3 and i < j). As this approximation is a non-perturbative ansatz, it is in general not
4FIG. S2. In panel (a) and (b) we show that correlations corr(n2, ni) and corr(n1n2, ni) for i ≥ 3 are negligible since they are
one to two orders of magnitude smaller than the tip bulk correlations, corr(n1, ni). Parameters as for the XMAP215 model.
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FIG. S3. Tip-bulk correlation profile obtained from stochastic simulations. Without particle capturing (orange data points)
correlations are negative due to the processive growth of the lattice and the resulting creation of empty lattice sites. Correlations
are positive in a static system with a capturing mechanism (blue points). Parameter values are equal to the ones used for the
XMAP215 model; concentrations are c = 10 nM for the case without polymerization and c = 5000 nM for the case without
capturing.
possible to quantify its error. In order to ensure the validity over a broad and biologically relevant parameter range,
we performed extensive MC simulations and compared the result with CMF computations. In detail, we performed
parameter sweeps for  (from 300− 10000 s−1), ωd (from 0.1− 10 s−1), δ (from 5− 95 s−1) and c (for each parameter
point at five equidistant values between c1 and c5, such that ρ
CMF
1 (c1) = 0.1 and ρ
CMF
1 (c5) = 0.9). The results are
shown in Fig. S4. The CMF approximation delivers good results over this very broad parameter range; the maximum
relative deviation for ρ1 over the 1000 different tested parameter sets is 6.5%.
In a previous publication, we derived an effective theory that allows for the calculation of reaction site occupations
that are subject to a diffusion and capture mechanism in a static lattice (i.e. without lattice growth or shrinkage) [R1].
While both approaches consider protein diffusion and capture on filaments, they differ significantly on a conceptual
level and with respect to the scope of their predictions: Whereas the previous approach is based an on a heuristic
theory and a priori only valid in the absence of polymerization and depolymerization, respectively, the CMF ap-
proach specifically accounts for lattice growth and shrinkage. Further, the CMF approximation is derived from more
conceptual considerations: It assumes that diffusion and capture creates correlations which primarily affect the tip
5FIG. S4. Error of CMF approximation. We compared results for the tip density obtained from the CMF approximation (ρCMF1 )
and MC simulations (ρMC1 ) for 1000 different parameter sets. For each set {, δ, ωa, ωd, ωd} we determined five equidistant
concentrations between c1 and c5, such that ρ
CMF
1 (c1) = 0.1 and ρ
CMF
1 (c5) = 0.9. For these concentrations, we computed the
average relative deviation between simulation results and analytic approximation to get an estimate ∆CMF of the error along a
ρ1− c curve (right side). Note that we expect the error to vanish for very low and very high occupations. We performed sweeps
with respect to  and δ (a), and  and ωd (b). Deviations are small, with the maximal c-averaged deviation being 5% and the
maximal relative deviation being 6.5%. Color encodes the c-averaged deviations ∆CMF with white denoting 0% deviation and
dark blue denoting more significant deviations. As expected, we observe a small trend of increasing errors whenever interactions
in the lattice bulk become more frequent, i.e. for high , small δ and small ωd. Opposed to Eq. S8 we include the second order
term that arises due to lattice polymerziation, 1
2
δa2∂2xg(x), as δ does not necessarily hold true any more.
occupation while the diffusive motion of proteins on the MT depends less significantly on mutual correlations [R2].
As a consequence, the CMF approach yields density and tip-bulk correlation profiles for protein occupations along
the MT, which are beyond the scope of our previous approach. As shown in the main text, the latter quantities are
key to a quantitative understanding of tip-localization due to diffusion and capture and related processes.
UNCATALYZED GROWTH AND SHRINKAGE OF MTS
The model described in the main text does not account for MT growth or shrinkage in the absence of depoly-
merziation or polymerization factors like MCAK or XMAP215. The reason for this assumption is twofold: a) In
the experiments with XMAP215 [R3] and MCAK [R4] low concentrations of free tubulin were used such that no
6spontaneous MT growth was observed. Also, the measurements in Widlund et al. [R3] suggest that the rate of tubulin
detachment in the corresponding experiments is negligible. b) Concerning MT depolymerization, we aim for a descrip-
tion of protein induced tubulin removal from stabilized MTs in analogy to in vitro experiments with MCAK [R4, R5].
In this way, our model neglects the dynamic instability seen for unstabilized MTs [R6, R7], but provides a description
how a stabilizing structure at the MT tip (e.g. GTP-tubulin) can be removed by regulatory enzymes.
That being said, let us emphasize that an extension towards uncatalyzed tubulin attachment and detachment is
feasible based on the model described in the main text. To this end we include further processes in the model: If the
terminal lattice site is unoccupied, a new site can be added at rate δpolyspont or removed at rate δ
depoly
spont . For completeness,
we also include catalyzed (processive) growth and shrinkage with corresponding rates δpolycat and δ
depoly
cat , respectively.
The resulting equations for the CMF framework then read
∂tρ(x, t) = 0 = (δ
depoly
spont − δpolyspont)a∂xρ(x, t) + (+
1
2
δdepolyspont +
1
2
δpolyspont)a
2∂2xρ(x, t)
+(δdepolycat − δpolycat + δpolyspont − δdepolyspont )a ∂xg(x, t) +
1
2
(δpolycat + δ
depoly
cat − δpolyspont − δdepolyspont )a2∂2xg(x, t)
+ωac(1− ρ(x, t))− ωdρ(x, t) , (S12)
∂tg(x, t) = 0 = (δ
depoly
spont + )(〈n2〉(t)− 〈n1n2〉(t))ρ(x, t) + δdepolyspont (〈n2〉(t)− 〈n1n2〉(t))(a∂xρ(x, t) +
1
2
a2∂2xρ(x, t))
+(δdepolycat − δpolycat )a∂xg(x, t) + (+
1
2
δpolycat +
1
2
δdepolycat )a
2∂2xg(x, t) + ωac(〈n1〉(t)− ρ(x, t)− 2g(x, t))
−(ωd + ωd)g(x, t) , (S13)
d
dt 〈n1〉(t) = 0 = (〈n2〉(t)− 〈n1n2〉(t)) + δdepolyspont (〈n2〉(t)− 〈n1n2〉(t)) + ωac(1− 〈n1〉(t))− ωd〈n1〉(t) , (S14)
d
dt 〈n2〉(t) = 0 = (〈n3〉(t)− 2〈n2〉(t) + 〈n1n2〉(t))− δpolycat 〈n1n2〉(t) + δdepolycat (〈n1n3〉(t)− 〈n1n2〉(t))
−δpolyspont(〈n2〉(t)− 〈n1n2〉(t)) + δdepolyspont (〈n1n2〉(t)− 〈n1n3〉(t) + 〈n3〉(t)− 〈n2〉(t)) + ωac(1− 〈n2〉(t))− ωd〈n2〉(t) ,
(S15)
d
dt 〈n1n2〉(t) = 0 = (〈n1n3〉(t)− 〈n1n2〉(t))− δpolycat 〈n1n2〉(t) + δdepolycat (〈n1n3〉(t)− 〈n1n2〉(t))
+δdepolyspont (〈n2〉(t)〈n3〉(t)− 〈n1n2〉(t)〈n3〉(t)) + ωac(〈n1〉(t) + 〈n2〉(t)− 2〈n1n2〉(t))− (ωd + ωd)〈n1n2〉(t). (S16)
The equations are solved in analogy to the case without spontaneous lattice dynamics.
As mentioned above, our models neglect intrinsic MT dynamics such as dynamic instability. However, we expect
validity of our results for tip-localization also under such circumstances. We studied the extended model with spon-
taneous growth and shrinkage rates over a variety of parameter values (up to spontaneous growth and shrinkage rates
of 24µm/min). For a comparison, we estimated the rate of spontaneous MT growth (vspont = a(δ
poly
spont − δdepolyspont ))
at tubulin concentrations slightly above 5 µM from the experiments performed by Widlund et al. [R3]. At such
tubulin concentrations, MTs were observed to start growing also without the presence of XMAP215 at a speed of
approximately vspont = 0.5 µm/min. Given this resulting spontaneous MT growth rate, we compared a model with
and without fast intrinsic MT dynamics (δpolyspont = 1 s
−1 and δdepolyspont = 0 for a stable lattice; δ
poly
spont = 51 s
−1 and
δdepolyspont = 50 s
−1 for a dynamic lattice). The results are shown in Figs. S5 and S6. They show the robustness of the
protein distribution ρ(x) and, in particular, the tip occupation against changes in the lattice growth or shrinkage rates.
Moreover, the CMF approximation is also applicable for rapidly fluctuating MT lengths. Note that XMAP215 also
catalyzes tubulin removal under certain conditions [R8] which could readily be accounted for in the above approach.
MCAK MODEL
Similar to the model for XMAP215 stated in the main text we can set up a model for the depolymerase activity of
MCAK, see Fig. S7. The ensuing set of equations corresponding to the CMF approach in the bulk are a special case of
Eqs. S12-S16 with δpolyspont = δ
depoly
spont = δ
poly
cat = 0. We implement a processive depolymerization scheme [R4, R5, R9]. In
detail, MCAK particles stay at the terminal site during depolymerization (i.e. move along with the tip) whenever the
neighboring site is empty. Otherwise, they dissociate from the tip during depolymerization. This means that MCAK
particles fall off the MT tip whenever they hit another particle during the depolymerization process. The results
of the CMF approach for the MCAK model agree excellently with simulation data, as shown in Fig. S8. Further,
also for the MCAK model the MF approximation and FSMFT produce results that deviate from simulation data at
intermediate concentrations.
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FIG. S5. Extended model that accounts for uncatalyzed growth and shrinkage of MTs. We compare diffusion and capture
on a slowly growing lattice (δpolyspont = 1 s
−1, δdepolyspont = 0, δ
depoly
cat = 0, δ
poly
cat = 9.5 s
−1, blue) with diffusion and capture on a
lattice with fast intrinsic dynamics but the same average growth speed (δpolyspont = 51 s
−1 , δdepolyspont = 50 s
−1, δdepolycat = 50 s
−1,
δpolycat = 59.5 s
−1, orange). The average MT growing velocity, and therefore also the tip density, deviate little which implies the
validity of our results also on dynamic lattices. MC simulations (symbols) agree well with solutions of the CMF approximation
(lines). Other parameter values are as for the XMAP215 model, see Table I.
FIG. S6. Density profiles of an adapted model with an intrinsically dynamic lattice (orange) in comparison to the model
presented in the main text (blue) for c = 10 nM and c = 100 nM. Tip-localization occurs also on a lattice with fast spontaneous
growth and shrinkage. The tip-density is almost unaffected by rapid fluctuations of the MT length, suggesting the validity of
our results also for dynamic MTs. The results of our simulations (symbols) agree well with the CMF results (lines). Model
parameters are δpolyspont = 51 s
−1 , δdepolyspont = 50 s
−1, δdepolycat = 50 s
−1, δpolycat = 59.5 s
−1 for the dynamic lattice. Other parameters
and parameters for the stable lattice as for the XMAP215 model.
8FIG. S7. Illustration of the MCAK model. Particle movement is identical to the XMPAP215 model. Depolymerization occurs
whenever the first lattice site is occupied. Particles depolymerize processively in that they move along with the shrinking tip.
When the second site is occupied, a particle on the tip that stimulates shrinkage falls off together with the first lattice site.
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FIG. S8. Comparison of different analytic approaches (lines) with simulations of the MCAK model (circles). Whereas the MF
and FSMFT approaches (dashed lines) predict the depolymerization velocity insufficiently, the CMF approximation (solid line)
delivers results which are in excellent agreement with simulation data. Model parameters are given in Table I.
PARAMETER VALUES
The parameter values used for the XMAP215 and MCAK model were extracted from experimental data [R3, R4, R8].
Model parameters were computed based on measured diffusion coefficients (for ), particle dwell times on the MT
tip (for ωd) and bulk (for ωd), attachment rates (for ωa), and maximal (de)polymerization velocities at saturated
(de)polymerase concentrations (for δ). A conversion factor ntubulins from µm into tubulin subunits was adapted to the
assumed protofilament numbers nprotofilaments of the MTs used in the respective experiments: 1625 tubulin dimers/µm
for XMAP215 [R3] and 1750 tubulin dimers/µm for MCAK [R4]. Note that the polymerization velocity refers to one
MT tip [R3, R8], wheres the depolymerization rate refers to the average shrinkage rate of both ends [R4]. Opposed
to the measurements for MCAK, where the maximal depolymerization velocity was determined [R4], Widlund et al.
do not directly state the maximal MT polymerization velocity due to XMAP215 induced growth [R3]. To get a good
estimate for the maximal growing velocity vmax of MTs at saturating polymerase (XMAP215) concentrations, we fitted
a Michaelis-Menten curve to the experimental data. The rate of tubulin attachment and detachment per regulating
9Experiment
D kon koff vmax KM
(µm)2 s−1 events /(s µm nM) events/s µm/min µm/(min nM)
MCAK-FL 7.6 ×10−2 4.56 ×10−1 1.70 5.0 ×10−1 4.3
D kon koff vmax Koff
(µm)2 s−1 events /(s µm nM) events/s µm/min s−1
XMAP215 3.0 ×10−1 1×10−1 4.1×10−1 4.6 2.6 ×10−1
Theory
 ωa ωd δ ωd
s−1 (nM s)−1 s−1 s−1 s−1
MCAK-FL 1.2 ×103 2.61 ×10−4 1.70 5.2 ×10−1 3.0 ×10−2
XMAP215 4.7 ×103 6 ×10−5 4.1 ×10−1 9.5 2.6 ×10−1
TABLE I. Rate constants for MCAK-FL [R4] and XMAP215 [R3, R8]. The diffusion constant D and the on- and off-rates of
enzymes to the MT lattice, kon and koff , were measured directly. The measured depolymerization and polymerization profiles
yield the maximal depolymerization and polymerization velocities vmax and the effective Michaelis constant KM . Conversion to
the theoretical values was achieved by translating kon, koff , and vmax, into appropriate lattice units. The hopping rate is related
to the diffusion coefficient by  = D/a2. The off-rate at the first site for MCAK was, in contrast to the one for XMAP215, not
measured directly. It can, however, be estimated from KM by using the depolymerization behavior at low concentrations and
a MF argument which exploits the fact that the system is uncorrelated at asymptotically low occupations [R1].
protein δ depends on the maximal number of catalytically active proteins at the MT tip ntip: vmax = δ ntip n
−1
tubulins.
Since the specific number for ntip is elusive (there are estimates for approximately 10 XMAP215s at the MT tip at
50 nM XMAP215. [R8]), we have to make an assumption. Here, we choose one protein per protofilament, ntip =
nprotofilaments. In doing so the MT tip velocity then reduces to v = 〈n1〉 δ nprotofilaments n−1tubulins = 〈n1〉 δ a, where a is
the length of a tubulin dimer.
As the dwell time of proteins on the tip (i.e. 1/ωd) was not measured for MCAK particles, we used the measured
Michaelis constant KM to estimate this value: Since the Michaelis constant determines the linear increase in the
depolymerization velocity for asymptotically low MCAK concentrations, vlow c = 1/KM × c+O(c2), we can use it to
estimate the tip-dwell time for MCAK particles. In detail, we analytically computed the depolymeriztion velocity for
asymptotically low concentrations using a MF and low-density approximation of our model up to first order in c [R1].
As correlations vanish under these conditions, we expect the result to be exact which allows us to infer the MCAK
off-rate at the tip ωd. The list of ensuing parameters is given in Table I.
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