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Resumo
Nesta dissertação estudamos uma probabilidade obtida a partir de conceitos
da Mecânica Estat́ıstica Quântica do ponto de vista da Teoria Ergódica. A
probabilidade é obtida a partir de um estado KMS sobre um lattice unidimen-
sional de spins quânticos. Mostramos que esta probabilidade é mixing para
o shift. Além disso, mostramos que vale um prinćıpio dos grandes desvios
para uma certa classe de funções e exploramos algumas propriedades do Jaco-
biano. Iremos considerar o estado KMS associado a um certo Hamiltoniano
espećıfico agindo sobre o lattice de spins quânticos. Nas seções iniciais vamos
apresentar alguns conceitos e prerequisitos básicos (como operadores densi-
dade, produto tensorial, C∗-algebras e estados KMS) para o entendimento
do resultado principal
Palavras-chave: Operador Densidade, Estado KMS, Probabilidades de
Spin Quântico, Prinćıpio dos Grandes Desvios.
Abstract
In this dissertation we study a probability derived from Quantum Statistical
Mechanics through the viewpoint of Ergodic Theory. The probability is
obtained from a KMS state acting on a one dimensional lattice of quantum
spins. We show that this probability is mixing for the shift map. Moreover,
we show that a large deviation principle is true for a certain class of functions
and we explore some properties of the Jacobian. We will consider the KMS
state associated to a certain specific Hamiltonian acting on the quantum spin
lattice. In the initial sections we will present some concepts and prerequisites
(such as density operators, tensor product, C∗-algebras and KMS states) for
the understanding of our main results.
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No presente trabalho analisamos do ponto de vista da Teoria Ergódica uma
probabilidade µβ que aparece de maneira natural em um problema de na-
tureza quântica. Primeiramente especificamos o problema na linguagem
da Mecânica Estat́ıstica Quântica, depois constrúımos uma medida sobre
o espaço de Bernoulli Ω = {1, 2}N, que depende de um parâmetro β que é
o inverso da temperatura, via Teorema da Extensão de Kolmogorov e por
fim analisamos propriedades dessa medida µβ. Mostramos que µβ é mixing
e também um Prinćıpio de Grandes Desvios para esta medida. Como fonte
de inspiração temos o artigo [3] onde o mesmo processo é feito para estudar
medidas à temperatura zero. No presente trabalho, analisamos o caso de
temperatura positiva.
Esta dissertação é estruturada em dois caṕıtulos, neste primeiro vamos in-
troduzir alguns conceitos importantes e relembrar alguns resultados clássicos.
No caṕıtulo seguinte apresentamos nosso objeto de estudo e exploramos suas
propriedades.
1.1 Preliminares
Este caṕıtulo tem o intuito de mostrar ou relembrar algumas definições e
comentários que são importantes para o entendimento do que segue. Não
faremos nenhuma discussão profunda já que este não é o nosso objetivo.
Considere H um espaço de Hilbert sobre o corpo dos complexos munido com
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Um vetor ψ ∈ H de norma 1 é denominado de estado. Ele vai descrever
a distribuição estat́ıstica de uma determinada part́ıcula quântica.
Por exemplo, se H = C2, seja v1, v2 base ortonormal de C2. Suponha
que a part́ıcula quântica possa assumir só dois valores 1 e 2. Uma part́ıcula
quântica será descrita por um estado ψ = a1v1+ a2v2, tal que |ψ| = 1 e onde
a1, a2 ∈ C. Neste caso a probabilidade da part́ıcula ao ser observada resultar
no valor 1 será |a1|2 e probabilidade da part́ıcula ao ser observada resultar
no valor 2 será |a2|2.
Definição 1.1.1. Dizemos que {φn, n ∈ N} é um conjunto ortonormal com-
pleto em H se,
1. ∥φn∥ = 1, para todo n;
2. ⟨φn |φm ⟩ = 0, para todo n ̸= m;






Os espaços de Hilbert que vamos considerar em nossos resultados prin-
cipais são de dimensão finita, ou seja H = Cd. Neste caso os operadores
lineares L : H → H podem ser identificados com o conjunto das matrizes
complexas d por d que denotaremos por Md.
De agora em diante, nesta seção, vamos considerar H = Cd.
Definição 1.1.2. Seja ρ : H −→ H um operador autoadjunto, que possua
um conjunto ortonormal completo de autovetores φn, n ∈ N. Então seu traço




⟨φn | ρφn ⟩.
Mais geralmente, dado um operador A (não necessariamente autoadjunto)






onde {φn, n ∈ N} é um conjunto ortonormal completo. O fato de que o
traço está bem definido, isto é, não depende do conjunto ortonormal completo
escolhido é feito em [16].
Definição 1.1.3. Um operador autoadjunto A é positivo se ⟨ψ |Aψ ⟩ ≥ 0
para todo ψ ∈ H e é estritamente positivo se ⟨ψ |Aψ ⟩ > 0 para todo ψ ̸= 0.
Definição 1.1.4. Um operador ρ : H → H é dito operador densidade se
ele é autoadjunto, possui um conjunto ortonormal completo de autovetores,
é positivo e possui traço igual a 1.
Os operadores densidades correspondem na Mecânica Quântica às prob-
abilidades clássicas. É natural associar o vetor ψ no espaço de Hilbert ao
operador projeção ortogonal Pψ, ∥ψ∥ = 1. Este é definido de forma que
Pψ(v) = ⟨ v |ψ ⟩ψ.
Dado um operador densidade ρ : Cd → Cd, pelo Teorema da decom-
posição espectral para matrizes complexas d por d, podemos escrever ρ =∑d
n=1 pnPφn , onde
∑
pn = 1, pn ≥ 0, os operadores Pφn são projeções ortog-
onais e os vetores φn formam uma base ortonormal.
Operadores densidade Pψ que são projeções ortogonais são denominados
de estados puros. Assim, todo operador densidade é uma combinação convexa
de estados puros.
Definição 1.1.5. Um observável é um operador autoadjunto A agindo no
espaço de Hilbert H.
Em f́ısica quântica, um observável descreve um tipo de medição, que
extráı alguma informação sobre nosso sistema quântico.
Definição 1.1.6. Dado um observável A, por definição, Tr (Aρ) é o valor
esperado de A quando o sistema quântico é descrito pelo operador densidade
ρ. É usual denotar por ⟨A⟩ρ ou Eρ(A).
Os operadores autoadjuntos desempenham na Mecânica Quântica o papel
das funções na Teoria das Probabilidades. Dessa forma, Eρ(A) corresponde
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a “integrar” a “função”A com respeito a ”probabilidade”ρ. Ainda, note que
Tr (Aρ) = Tr (ρA). Além disso, como observado em [16], quando ρ é um
operador densidade e A um operador positivo, então Tr (Aρ) é um número
positivo. Uma discussão geral sobre a classe de operadores com traço (trace
class) pode ser encontrada em [16] e não será feita aqui.




entropia de von Neumann de ρ como
S(ρ) = −Tr (ρ log ρ)










isto é imediato já que {φn}n são autovetores ortonormais de ρ.
Note que a entropia de um estado puro, isto é, um operador projeção é






sua entropia log 2 é máxima.
Um Hamiltoniano é um operador autoadjunto H : Cd → Cd que de-
screve o nosso sistema quântico. Dado um operador densidade ρ, o seu valor
esperado é definido por E(ρ) = Tr (Hρ) = ⟨H ⟩ρ.
Definição 1.1.8. Fixada uma temperatura T , a energia livre de Helmholtz
do operador ρ é, por definição,
FT (ρ) = E(ρ)− T S(ρ).
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O operador de equiĺıbrio à temperatura T para H seria o operador den-
sidade ρ que minimiza FT (ρ) entre todos os posśıveis operadores densidade.




entre os posśıveis ρ. Pode-se mostrar (feito na Seção 2.6 de [16]) que o












É usual denotar β = 1
T
.
Agora definiremos formalmente o produto tensorial V ⊗W . Sejam V e
W espaços vetoriais complexos de dimensão finita.
Indicamos ao leitor [23], [2] ou [16] para mais detalhes sobre o tópico a
ser coberto no que segue.
No produto cartesiano V × W considere os pares (u, v) onde u ∈ V e
w ∈ W .
Seja C(V,W ) o subespaço gerado por todos os elementos da forma
(v1 + v2, w)− (v1, w)− (v2, w)
(v, w1 + w2)− (v, w1)− (v, w2) (1.1)
(rv, w)− r(v, w)
(v, rw)− r(v, w)
onde vi ∈ V , wi ∈ W e r ∈ R.
Agora definimos a relação de equivalência z ∼ y se z − y ∈ C(V,W ).
Como é usual, a partir desta relação ∼ se pode criar classes de equivalência.
Dados v ∈ V e w ∈ W a classe de (u, v) é denotada por u⊗ w.
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O conjunto das classes é V ⊗W .
O objetivo de assumir a relação de equivalência é que neste novo espaço
vetorial quociente serão verdadeiras certas propriedades desejadas. As operações
nas classes estão bem definidas.
Um elemento v ⊗ w (uma classe de equivalência), v ∈ V,w ∈ W, no con-
junto assim obtido V ⊗W , vai descrever o objeto matemático que buscamos.
O objetivo de considerar a relação de equivalência acima é que o produto
tensorial é linear em cada entrada, ou seja, para todo α, β ∈ C, ψ, ϕ ∈ V e
ξ ∈ W ,
(αψ + βϕ)⊗ ξ = (αψ)⊗ ξ + (βϕ)⊗ ξ.
Ainda, α(ψ ⊗ ϕ) = (αψ)⊗ ϕ = ψ ⊗ (αϕ).
Se 0 denota o elemento neutro em V ou W , então 0⊗ 0 é o neutro para
a soma neste novo espaço.
Seja {vi, i = 1, 2, .., n}, base ortogonal de Cn e wj, j = 1, 2, ..,m, base
ortogonal de Cm.





aij(vi ⊗ wj), aij ∈ C.
Note que Cn ⊗ Cm é isomorfo a Cnm.
Suponha que o estado ϕ em C2 seja dado por ϕ = a1v1 + a2v2, e o estado
ψ em C3 seja dado por ψ = αawa + αbwb + αcwc.
Se considerarmos o estado composto obtido a partir de ϕ e ψ, em que
podem ocorrer interferências das distintas probabilidades, devemos descrever
um novo estado φ em C2 ⊗ C3.
Seja o estado φ = ϕ⊗ ψ, que pode ser expresso na forma
c1a(v1 ⊗ wa) + c1b(v1 ⊗ wb) + c1c(v1 ⊗ wc) + c2a(v2 ⊗ wa) + c2b(v2 ⊗ wb) + c2c(v2 ⊗ wc).
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Então, por exemplo, a probabilidade de ocorrer (vi ⊗ wa) é |cia|2. Esta
afirmação descreve o que ocorre de fato no fenômeno f́ısico associado quando
consideramos o sistema composto. O produto tensorial permite descrever em
termos matemáticos a interferência de medição no sistema composto.
Existe uma estrutura natural de produto interno em Cn ⊗ Cm: dados
(a1 ⊗ a2) e (b1 ⊗ b2) em Cm ⊗ Cn definimos
⟨ (a1 ⊗ a2) | (b1 ⊗ b2) ⟩ = ⟨ a1 | b1 ⟩ ⟨ a2 | b2 ⟩.
A operação acima deve ser estendida linearmente em Cm ⊗ Cn.
Desta forma podemos definir uma norma ∥x∥ =
√
⟨ x |x ⟩, para x ∈
Cm ⊗ Cn, o que torna Cm ⊗ Cn um espaço de Hilbert.
Note que se ϕ1, ϕ2 é base ortonormal de C2 e ψ1, ψ2 também é base
ortonormal de C2 então
ϕ1 ⊗ ψ1 , ϕ1 ⊗ ψ2 , ϕ2 ⊗ ψ1 , ϕ2 ⊗ ψ2
é base ortonormal em C2 ⊗ C2 segundo o produto interno acima definido.
Considere os operadores lineares A1 : Cm → Cm e A2 : Cn → Cn, Então,
por definição, o operador linear A1 ⊗A2 age em Cm⊗Cn da seguinte forma:
dado a1 ⊗ a2 temos
A1 ⊗ A2(a1 ⊗ a2) = A1(a1)⊗ A2(a2).
A ação deve ser estendida linearmente em Cm ⊗ Cn.






2) ∈ C2 ⊗ C3, cj ∈ C, então,
A1 ⊗ A2(x) =
∑
j
cj (A1 ⊗ A2)(aj1 ⊗ a
j
2).
Usando o produto interno descrito acima podemos definir o conceito de
dual. O operador dual de (A1 ⊗ A2) é o operador (B1 ⊗ B2) tal que para
quaisquer (a1 ⊗ a2) e (b1 ⊗ b2) vale
⟨ (A1 ⊗ A2)(a1 ⊗ a2) | (b1 ⊗ b2) ⟩ = ⟨ (a1 ⊗ a2) | (B1 ⊗B2) (b1 ⊗ b2) ⟩.
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É fácil ver que o dual de (A1 ⊗ A2) é (A∗1 ⊗ A∗2).
Se A1 e A2 forem autoadjuntos, então A1 ⊗ A2 é autoadjunto. Ainda, se
A1 e A2 forem positivos, então A1 ⊗ A2 é positivo e assim por diante.
Por definição a composta do operador A1 ⊗ A2 com B1 ⊗ B2 age em
Cm ⊗ Cn da seguinte forma: dado a1 ⊗ a2 então
(A1 ⊗ A2) ◦ (B1 ⊗B2) (a1 ⊗ a2) = (A1 ◦B1)(a1)⊗ (A2 ◦B2)(a2).
O elemento neutro para a operação de composição é I ⊗ I. Se A1 e A2
são inverśıveis então (A−11 ⊗ A−12 ) é o inverso de (A1 ⊗ A2). Com isso, se U1
e U2 são unitários então (U1 ⊗ U2) é unitário.
Observamos que se ϕ1, ϕ2 é base ortonormal de autovetores de A1 : C2 →
C2, associados respectivamente aos autovalores λ1, λ2, e ψ1, ψ2 é base ortonor-
mal de autovetores de A2 : C2 → C2, associados respectivamente aos auto-
valores β1, β2, então
ϕ1 ⊗ ψ1 , ϕ1 ⊗ ψ2 , ϕ2 ⊗ ψ1 , ϕ2 ⊗ ψ2
é base ortonormal de autovetors de A1 ⊗ A2 : C2 ⊗ C2 → C2 ⊗ C2. Os
correspondentes autovalores são λ1 β1, λ1 β2, λ2 β1 e λ2 β2.
Existe uma generalização natural de todas estas propriedades para um
produto tensorial H1⊗H2⊗ ...⊗Hn de espaços de Hilbert Hj, j = 1, 2, .., n.
Deixamos a cargo o leitor estabelecer esta generalização.
Dado duas matrizes A (m por m) e B (n por n) que respectivamente
descrevem operadores lineares então A ⊗ B também descreve uma matriz
agindo em Cm ⊗ Cn que é isomorfo a Cmn. É útil algumas vezes usar a
expressão matricial de A⊗B em Cmn.
Vamos apresentar a representação matricial, chamada produto de Kro-




A11B A12B · · · A1nB





Am1B Am2B · · · AmnB

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A11B11 A11B12 A12B11 A12B12
A11B21 A11B22 A12B21 A12B22
A21B11 A21B12 A22B11 A22B12
A21B21 A21B22 A22B21 A22B22
 .
É fácil ver que neste caso o traço de A⊗B é igual a (traço A× traço B).
O mesmo vale no caso geral.
1.2 C∗-Algebras e estados KMS
Referimos o leitor a [1] [22] [12] [2] para mais detalhes sobre o material
apresentado na presente seção.
Definição 1.2.1. Uma álgebra A sobre C é um espaço vetorial complexo
equipado com uma operação bilinear e associativa • : A × A → A, dita
multiplicação. Para a, b ∈ A, denotaremos •(a, b) simplesmente por ab.
Nesta seção as definições e conceitos são para um espaço de Hilbert H







A álgebra que estaremos interessados aqui é a dos operadores lineares
A : H → H agindo num espaço de Hilbert H. Neste caso a operação •
corresponde a composição de operadores.
Definição 1.2.2. Uma álgebra normada é uma álgebra A sobre C equipada
com uma função norma a ∈ A 7→ ∥a∥ ∈ R, que torna A um espaço normado,
ou seja, para a, b ∈ A e λ ∈ C, temos
1. ∥a∥ ≥ 0, e ∥a∥ = 0 ⇒ a = 0.
2. ∥λa∥ = |λ|∥a∥, onde |λ| denota o módulo do número complexo λ.
3. ∥a+ b∥ ≤ ∥a∥+ ∥b∥. (Desigualdade Triangular)
4. ∥ab∥ ≤ ∥a∥∥b∥.
Se existir um elemento, denotado por 1 tal que, para qualquer a vale
a 1 = a = 1 a, dizemos que ele é a identidade multiplicativa. Dado a, se
existir b tal que a b = 1 = b a, dizemos que a é inverśıvel.
Note que a 0 = 0 = 0 a, para qualquer a ∈ A.
Quando a álgebra normada for a dos operadores limitados A : H → H






No caso em que a álgebra é a dos operadores lineares agindo em Cd temos
que todos os operadores são limitados.
Naturalmente, podemos nos referir à distância entre dois elementos de
uma álgebra normada, bastando para isso considerar a métrica induzida pela
norma.
Definição 1.2.3. Uma álgebra de Banach é uma álgebra normada com-
pleta. Ou seja, toda sequência de Cauchy converge.
Definição 1.2.4. Seja A uma álgebra de Banach. Uma involução em A
é uma função ∗ : A → A tal que, para todo a, b ∈ A, λ ∈ C, e denotando
c∗ := ∗(c), ∀ c ∈ A, temos
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1. (a+ b)∗ = a∗ + b∗.
2. (λa)∗ = λa∗.
3. (ab)∗ = b∗a∗.
4. (a∗)∗ = a.
5. ∥a∗∥ = ∥a∥.
Note que a é inverśıvel, se e só se, a∗ é inverśıvel.
Definição 1.2.5. Uma C∗-álgebra é uma álgebra de Banach equipada com
uma involução para o qual vale
∥a∗a∥ = ∥a∥2, ∀ a ∈ A.
Para álgebras de operadores a operação ∗ vai denotar o adjunto do oper-
ador.
Um exemplo que satisfaz o descrito acima seria a álgebraMd das matrizes
de ordem d com entradas em C que é uma C∗-álgebra se considerarmos as
matrizes como sendo operadores no espaço euclideano Cd e se tomarmos a
norma de operadores ∥ · ∥ sobre matrizes. A involução é dada pela matriz
transposta conjugada.
Seja um espaço de Hilbert H e o conjunto dos operadores limitados sobre
H, munidos da operação ∗ (A∗ seria tomar o adjunto do operador A) e da
norma de operadores (isto é, convergência no sentido forte). Neste caso, o
conjunto dos operadores limitados com a operação de composição formam
uma C∗-álgebra e o leitor deve tomar este como o exemplo canônico.
Outra C∗-álgebra importante é a dos operadores limitados (munida da
norma de operador descrita anteriormente) agindo no espaço de Hilbert com-
plexo L2(Rn) onde ∗ denota tomar o adjunto do operador. A operação • é a
composta de operadores.
Um homomorfismo entre duas C∗-álgebras A1 e A2 é uma aplicação linear
G : A1 → A2 tal que, para quaisquer a1, b1 ∈ A1 temos que G(a1 • b1) =
G(a1) •G(b1) e ainda que G(a∗1) = G(a1)∗.
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No caso particular das C∗-álgebras de operadores limitados isto significa
que para os operadores A1 e B1 vale G(A1 ◦B1) = G(A1) ◦G(B1).
Um isomorfismo entre duas C∗-álgebras é um homomorfismo bijetivo.
A identidade multiplicativa (o elemento 1 na álgebra) é o operador iden-
tidade.
Note que se A é da forma A =
∑
j λjPψj , onde ψj, j ∈ N, forma um
conjunto ortonormal completo, então A∗ =
∑
j λjPψj e AA
∗ =
∑
j |λj|2 Pψj .
Note que ∥A∥ = ∥A∗∥.
Vamos voltar ao caso geral de um operador limitado A. Observamos que
tomar o sup de |A(w)|, onde w ∈ H tem norma menor que um, significa
maximizar
|A(w)|2 = ⟨A(w), A(w)⟩ = ⟨A∗A(w), w⟩ ≤ ∥AA∗∥ ≤ ∥A∥ ∥A∗∥ = ∥A∥2.
Desta forma ∥AA∗∥ = ∥A∥2. Ou seja, estão satisfeitas as condições da
definição 1.2.5 para o caso da álgebra das matrizes d por d.
Vamos falar agora de alguns resultados em Mecânica Estat́ıstica Quântica
(maiores detalhes em [24] e [1]) que de certa forma generalizam os resultados
e perguntas naturais oriundas da Mecânica Estat́ıstica.
Vamos denotar por U uma C∗-álgebra fixada.
Denotamos por Aut(U) o conjunto dos automorfismos lineares na C∗-
álgebra U .
Um elemento G em Aut(U) deve ser tal que G(a b) = G(a)G(b). Ainda,
assumimos que G(a)∗ = G(a∗).
Definição 1.2.6. Dada uma C∗-álgebra U , um homomorfismo de grupo é
uma famı́lia continua σt, indexada por t ∈ R onde σt ∈ Aut(U) e tal que,
para quaisquer t, s ∈ R vale σt+s = σt ◦ σs.
σt, t ∈ R, descreve o análogo não comutativo do que é um sistema
dinâmico clássico.
Vamos apresentar um exemplo: seja H um operador autoadjunto então
etH i define um homomorfismo de grupo σt através de σt(B) = e
tH i ◦ B ◦
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e−tH i que age em operadores limitados B. Observe que, de fato, para todo
t vale σt(AB) = σt(A)σt(B). Ainda, para todo operador A vale σt+s(A) =
etH i (esH i ◦B ◦ e−sH i ) e−tH i = σt(σs(A)). Ainda, σt(A∗) = (σt(A))∗.
Neste caso o gerador infinitesimal seria A→ i [H,A].
Outro exemplo: podemos tomarH autoadjunto scomo o gerador infinites-
imal. Este será o caso considerado aqui. Neste caso, em termos do formal-
ismo de C∗-sistemas dinâmicos, o operador H define a evolução temporal
et iH , para cada t ∈ R. Fixado um valor positivo β real vamos analisar em
breve o sistema para o operador t i (β i)H, ou seja, o sistema dinâmico e− t βH .
O valor β vai desempenhar o papel do valor do inverso da temperatura em
Mecânica Estat́ıstica Quântica.
Definição 1.2.7. Um elemento a na C∗-álgebra é positivo, se ele é da forma
a = bb∗ onde b é um elemento da C∗-álgebra.
Definição 1.2.8. Por definição um estado C∗-dinâmico é um funcional lin-
ear ϕ : U → C, tal que
a) ϕ(I) = 1.
b) ϕ(a) é um número positivo para cada elemento positivo a na C∗-álgebra
U .
Se ϕ é tal que ϕ(a a∗) = 0, se e só se a = 0, dizemos que ϕ é fiel.
Um exemplo simples é o seguinte: seja a C∗-álgebra Md, d ∈ N, das
matrizes d por d com entradas em C. Seja ρ : Cd → Cd um operador
densidade fixado. Então defina ϕ : Md → C dado por
ϕ(A) = Tr (ρA).
Tal ϕ é um estado C∗-dinâmico.
Note que se ρ = Pψ fosse operador projeção, então, como vimos
ϕ(A) = Tr (Pψ A) = E(A)ψ = ⟨A(ψ) |ψ ⟩.
Um estado C∗-dinâmico ϕ agindo em uma C∗-Álgebra desempenha o
papel de uma probabilidade ν na Mecânica Estat́ıstica ou no Formalismo
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Termodinâmico. Podemos pensar que ϕ(A) é o valor obtido ao integrar o
observável A pelo estado C∗-dinâmico ϕ.
O estado ϕ vai agir em observáveis a (operadores autoadjuntos que per-
tencem a C∗-álgebra U). Note que ϕ(a) é real se a é autoadjunto (ver [1]).
Assim, ϕ(a) é a “integral”da “função”a ∈ U via a “probabilidade”ϕ (um
estado C∗-dinâmico).
Dado um estado C∗-dinâmico ϕ agindo nos operadores lineares no espaço
de Hilbert H = Cd, ou seja, ϕ : Md → C, então existe uma matriz densidade
ρϕ : Cd → Cd tal que para todo A ∈ Md vale ϕ(A) = Tr (ρϕA).
Se o sistema quântico em consideração é descrito pelo estado C∗-dinâmico
ϕ e vamos fazer medições utilizando um operador autoadjunto L que tem
decomposição espectral L =
∑
n λn Pϕn , então ϕ(Pϕn) é a probabilidade de
se observar λn.
Vamos explicar este fato num caso bem simples (em dimensão 2). Seja
ρ = Pψ e o estado C
∗-dinâmico ϕ : M2 → C dado por
ϕ(L) = Tr (ρL) = ⟨Lψ |ψ ⟩.
Seja L : C2 → C2 operador autoadjunto tal que sua decomposição espec-
tral é L = λ1Pϕ1 + λ2Pϕ2 .
Assim ϕ1 é ortogonal a ϕ2 e os dois vetores tem norma 1.
Seja ψ = a1ϕ1+a2ϕ2, se o sistema está no estado ψ então a probabilidade
de se medir λ1 é |a1|2.
Por outro lado
ϕ (Pϕ1) = Tr (ρPϕ1) = ⟨Pϕ1ψ |ψ ⟩ =
⟨ a1ϕ1 | a1ϕ1 + a2ϕ2 ⟩ = ⟨ a1ϕ1 | a1ϕ1 ⟩ = ∥a1∥2.
Assim faz sentido dizer que se o C∗-estado é ϕ então ϕ(Pϕ1) é a probabil-
idade de ocorrer λ1 através da medição via L.
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Dizemos que B : C → U é uma função anaĺıtica se existem aj ∈ U , j ∈ N,






Definição 1.2.9. Um elemento a ∈ U é dito anaĺıtico para o homomorfismo
de grupo a um parâmetro definido por σt, t ∈ R, se σt(a) tem uma extensão
anaĺıtica da variável t ∈ R para a variável t ∈ C.
A definição acima diz que a é anaĺıtico se a função de variável real t →
σt(a) ∈ U pode ser estendida a uma função B(z) que é anaĺıtica em z.
Sob condições muito gerais os elementos anaĺıticos a ∈ U são densos em
U (ver [22]). Muitos resultados na teoria das C∗-álgebras são demonstrados
da seguinte forma: se prova primeiro a propriedade para os a anaĺıticos, e
depois, via limite, se mostra a propriedade desejada para todos elementos de
U .
Em dimensão finita, isto é quando a C∗-algebra for a das matrizes d por
d, todos os elementos são anaĺıticos.
Note que se A é anaĺıtico e σt(A) = e
tH iAe−tH i, t ∈ R, então, fica bem
definido e−sH AesH , onde s é real. De fato, estenda o t de etH iAe−tH i ao
complexo si.






obtido da quantização do oscilador harmônico.
Neste caso a C∗-Álgebra U é o conjunto dos operadores lineares limitados
A : L2(R3)(dx) → L2(R3)(dx). A operação ∗ corresponde a tomar o adjunto
do operador. O estado ϕ age em tais operadores.
Sabemos que H tem autovalores da forma (n + 1/2) ~w. Os autovalores









e−β (n+1/2) ~w =
e−(1/2)β ~w
1− e−β ~w
é finito se β > 0.
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que tem traço 1 e é positivo.
C é um operador densidade. Desta forma B → Tr (C B) define um estado
C∗-dinâmico.
O resultado acima exibe um exemplo de grande importância na teoria da
Mecânica Estat́ıstica Quântica.
Definição 1.2.11. Se β ∈ R e σt é um grupo de automorfismos indexados
por t ∈ R, então, por definição, ϕ é um C∗-estado KMS associado ao
grupo de automorfismos σt e a β na C
∗-Álgebra U , se ϕ é um estado
C∗-dinâmico, tal que para todo b ∈ U e todo a ∈ U anaĺıtico, temos que
ϕ(a · b) = ϕ(b · σβi(a)).
Para H fixado, se σt é da forma A → σt(A) = etH iAe−tH i, para todo
t, então fixado β, é usual denotar por ϕH,β o estado KMS associado. Num
certo sentido, como veremos, ϕH,β corresponde a medida de Gibbs associada
ao potencial H na temperatura 1
β
(ver [24]).
A sigla KMS se refere a Kubo, Martin and Schwinger que deram con-
tribuições muito importantes na formalização desta Teoria.
Denotamos por ϕ um estado C∗-dinâmico qualquer.
Suponha fixado o grupo de automorfismos σt, t ∈ R. É fácil ver que para
β fixado, a condição
ϕ(a · b) = ϕ(b · σβi(a)),
é equivalente a: ∀τ ∈ C,
ϕ(στ (a) · b) = ϕ(b · στ+βi(a)).
Segue da Seção 8.12 em [22] que se ϕ é um estado KMS para β, então para
todo a ∈ U anaĺıtico fixado, temos que τ → ϕ(στ (a)) é uma função anaĺıtica
16
limitada definida em todo plano, sendo portanto uma constante (ver [9]).
Neste sentido podemos dizer que ϕ é estacionário (não muda com a variação
de t). Fazendo um paralelo com o setting clássico, esta afirmação seria como
dizer que para uma certa medida µ (que seria estacionária), para qualquer f
continua, a integral
∫
f ◦ στ dµ, seria constante, independente de τ , onde στ
é o fluxo (sistema dinâmico) de alguma equação diferencial fixada. Assim,
a “integral”ϕ(στ (a)) da “função”στ (a) (que descreve a evolução dinâmica da
“função”a através do “fluxo”στ ) é constante, se a é um elemento anaĺıtico
em U .
Um estudo mais profundo dos estados KMS dentro da Mecânica Quântica
pode ser encontrado em [12].
Vamos elaborar um pouco sobre a condição KMS para o homomorfismo
de grupo σt, t ∈ R, onde σt(A) = eitH Ae−itH . Tome t = β i. Note que
σβi(A) = e
−βH AeβH . Vamos supor que e
−βH
Tr (e−βH)
seja um operador densidade
como no exemplo acima.
Estamos interessados, para todo valor real β fixado, nos estados ρ tais
que para todo A,B
ρ(Aσβi(B)) = ρ(BA).
É natural esperar, para um β fixo, que isto vá estar de alguma forma asso-
ciada ao operador densidade 1
Tr (e−βH)
e−βH . Isto de certa forma é o análogo do
que acontece na Mecânica Estat́ıstica. O operador densidade 1
Tr (e−βH)
e−βH
se denomina de operador densidade de Gibbs (operador KMS) asso-
ciado a −βH .
Isto é de fato verdade no seguinte sentido: considere o estado C∗- dinâmico











































Lattice de spins quânticos em
temperatura positiva
2.1 Estados C∗-dinâmicos em lattices de spin
Vamos considerar operadores agindo em C2, denotamos M2 os operadores
lineares agindo em C2. Neste caso iremos denotar por
ωn : M2 ⊗M2 ⊗ ...⊗M2︸ ︷︷ ︸
n
−→ C,
um estado C* -dinâmico. Note que se L1, ..., Ln ∈ M2 forem positivos,
ωn(L1 ⊗ ...⊗Ln) deve ser positivo. Isto porque estamos considerando o pro-
duto interno natural, isto é, se H1, ...,Hn são espaços de Hilbert de dimensão
finita com produto interno ⟨ · | · ⟩1, ..., ⟨ · | · ⟩n (respectivamente) então, temos
que ⟨ a1 ⊗ ... ⊗ an | b1 ⊗ ... ⊗ bn ⟩ = ⟨ a1 | b1 ⟩1...⟨ an | bn ⟩n é o nosso produto
interno e por isso L1 ⊗ ...⊗ Ln é positivo em H1 ⊗ ...⊗Hn.
Para definir cada ωn, antes vamos fixar a nossa temperatura T > 0,
definimos β = 1
T
> 0 e fixamos H : C2 ⊗ C2 −→ C2 ⊗ C2. Agora, para cada




I⊗j ⊗H ⊗ I⊗(n−j−2).






finalmente, definimos ωn o C* -estado associado como
ωn(L1 ⊗ ...⊗ Ln) =
1
Tr (e−βHn)
Tr [e−βHn(L1 ⊗ ...⊗ Ln)]
= Tr (ρβ,nL1 ⊗ ...⊗ Ln). (2.1)
Uma cadeia quântica de Ising é definida por um Hamiltoniano da forma
H = −J(σx1 ⊗ σx2 )− h(σz1 ⊗ I),

















enquanto σxi , é a matriz de Pauli σ
x agindo na posição i do produto tensorial.




[ −J (σxi ⊗ σxi+1 )− h (σzi ⊗ I ) ].
No caso h = 0 dizemos que a cadeia quântica de Ising não possui termo
magnético. Este será o caso que iremos considerar aqui.
Seja L um observável (operador autoadjunto) com autovalores λ1, λ2, e
β > 0 fixado. Suponha que {ψ1, ψ2} é uma base ortonormal de autovetores
para L e que P1, P2 são as projeções ortogonais sobre os subespaços gerados
por ψ1 e ψ2, respectivamente. Para qualquer n ∈ N, o observável
L⊗n := (L⊗ L⊗ ....⊗ L) : (Cd ⊗ Cd ⊗ ....⊗ Cd) → (Cd ⊗ Cd ⊗ ....⊗ Cd),
tem autovetores ψj1 ⊗ ...⊗ψjn associado ao autovalor λj1λj2 ...λjn . Qualquer
autovalor de L⊗n é desta forma.
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O valor obtido por uma medição f́ısica (associada ao observável L⊗n) nas
configurações da Mecânica Quântica finito-dimensional são os autovalores de
L⊗. A informação importante é a probabilidade de cada posśıvel resultado
obtido pela medição por L⊗n. Neste caso, vamos denotar Ωn = {1, 2}n e
definir a probabilidade µβ,n sobre Ωn por




Tr[ e−βHn(Pψj1 ⊗ Pψj2 ⊗ ...⊗ Pψjn ).
Com estas informações, vamos tentar produzir uma probabilidade µβ so-
bre Ω = {1, 2}N. Isto será feito via Teorema da Extensão de Kolmogorov.
2.2 A Hipótese A
Neste trabalho estamos assumindo a cadeia quântica de Ising sem termo
magnético que é definida pelo Hamiltoniano H = σx1 ⊗ σx2 . Vamos considerar
operadores auto-adjuntos (observáveis) da forma:
L =
(
cos2(θ)− sin2(θ) 2 cos(θ) sin(θ)
2 cos(θ) sin(θ) sin2(θ)− cos2(θ)
)
,
onde1 θ ∈ (0, π/2).
Os autovalores são 1 e −1.
Os correspondentes autovetores são
v1 = (cos(θ), sin(θ))
e
v2 = (− sin(θ), cos(θ)).
De fato, o fundamental não é a escolha de L mas dos respectivos sube-
spaços gerados por v1 e v2.
1O caso θ = 0 corresponde a L = σz e o caso θ = π/2 corresponde a L = −σz, nós
vamos excluir estes casos.
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Vamos denotar P1 : C2 → C2 a projeção sobre v1 e P2 : C2 → C2 a









sin(θ)2 − cos(θ) sin(θ)
− cos(θ) sin(θ) cos(θ)2
)
.







tem traço β1 := sin(2 θ) ∈ R e,
σx(P2) =
(
− cos(θ) sin(θ) cos2(θ)
sin2(θ) − cos(θ) sin(θ)
)
,
tem traço β2 := − sin(2 θ) ∈ R. Portanto, Tr (σx(P2)) = β2 = −β1. Note
que, se θ ̸= π
4
, então β1, β2 tem módulo menor do que 1.
Definição 2.2.1.
β1 := sin(2θ) e β2 := − sin(2θ).
2.3 A definição da probabilidade quântica µβ
Nesta seção, constrúımos uma medida µβ sobre Ω = {1, 2}N a partir das µβ,n
que já definimos. Para isso, usamos o Teorema da Extensão de Kolmogorov,
neste caso as µβ,n nos darão o valor da probabilidade µβ em cada um dos
cilindros e a Proposição 2.3.5 nos dará a hipótese que precisamos para utilizar
o Teorema.
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Inicialmente, vamos computar U = eiz H para H = σx ⊗ σx e para z
complexo. A relação σx ◦ σx = I será muito útil para esta tarefa. Note que












= cos(z) (I ⊗ I) + i sin(z) (σx ⊗ σx).
Em Mecânica Estat́ıstica Quântica (veja [1]) é natural tomar z = iβ, onde
β é um número real.
Neste caso,
B = e−β σ
x⊗σx = cos(i β) (I ⊗ I) + i sin(i β) (σx ⊗ σx).
Vamos fixar uma notação:
Notação 2.3.1. Para n ≥ 3 fixo,
(σxi ⊗ σxi+1)n =

σx ⊗ σx ⊗ I ⊗ ...⊗ I︸ ︷︷ ︸
n−2
, i = 1
I ⊗ ...⊗ I︸ ︷︷ ︸
n−2
⊗σx ⊗ σx, i = n− 1
I ⊗ ...⊗ I︸ ︷︷ ︸
i−1
⊗σx ⊗ σx ⊗ I ⊗ ...⊗ I︸ ︷︷ ︸
n−i−1
, 1 < i < n− 1
.
Agora, podemos calcular e−βHn : (C2)⊗n → (C2)⊗n. Como (σxi ⊗ σxi+1)n
comuta com (σxj ⊗ σxj+1)n, i, j ∈ {1, ..., n− 1}, temos













[cos(iβ) I⊗n + i sin(iβ) (σxi ⊗ σxi+1)n],
onde o produto acima é a composição de operadores.
Se n = 4, por exemplo, temos
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e−βH4 = e−β [ (σ
x⊗σx⊗I⊗I)+(I⊗σx⊗σx⊗I)+(I⊗I⊗σx⊗σx) ] =
e−β (σ
x⊗σx⊗I⊗I) ◦ e−β (I⊗σx⊗σx⊗I) ◦ e−β (I⊗I⊗σx⊗σx) =
[ cos(iβ) (I ⊗ I ⊗ I ⊗ I) + i sin(iβ) (σx ⊗ σx ⊗ I ⊗ I) ] ◦
[ cos(iβ) (I ⊗ I ⊗ I ⊗ I) + i sin(iβ) (I ⊗ σx ⊗ σx ⊗ I) ] ◦
[ cos(iβ) (I ⊗ I ⊗ I ⊗ I) + i sin(iβ) (I ⊗ I ⊗ σx ⊗ σx) ]. (2.2)





[cos(iβ) I⊗n + i sin(iβ) (σxi ⊗ σxi+1)n],
que resulta em uma soma com 2n−1 termos. Apenas o termo cosn−1(iβ) (I⊗n)
não contém um produto de σx. Como Tr (σx) = 0 e
Tr (L1 ⊗ ...⊗ Ln) = Tr (L1) · · ·Tr (Ln),
assim, todos os outros termos exceto cosn−1(iβ) (I⊗n), produzirão traço nulo.
Além disso, como Tr (I) = 2, então
Tr (e−βHn) = cosn−1(iβ)Tr (I⊗n) = cosn−1(iβ)2n.
Agora, considerando L como na Hipótese A, a probabilidade µβ,n de um
elemento (j1, ..., jn) ∈ {1, 2}n é dada por





















, podemos obter uma forma mais conveniente para




Portanto podemos escrever µβ,n da forma:
















Tr [(I ⊗ I − (σx1 ⊗ σx2 )2 + Φβ (σx1 ⊗ σx2 )2)(Pa ⊗ Pb)] =
1
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Tr [Pa ⊗ Pb]−
1
22













Também não é dif́ıcil calcular para os cilindros de tamanho 3.




 (I ⊗ I ⊗ I + (−1 + Φβ)(σx1 ⊗ σx2 )3)◦(I ⊗ I ⊗ I + (−1 + Φβ)(σx2 ⊗ σx3 )3)◦






1 + (−1 + Φβ)βaβb + (−1 + Φβ)βbβc + (−1 + Φβ)2βaβc
]
.
Observação 2.3.4. Note que 0 < Φβ < 1, para todo β ∈ (0,∞). De fato,














Agora podemos provar o seguinte resultado
Proposição 2.3.5. Para todo n ∈ {2, 3, ...},
µβ,n+1(j1, ..., jn, 1) + µβ,n+1(j1, ..., jn, 2) = µβ,n(j1, ..., jn).
Prova. Basta usar (2.3):
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[I⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1] ◦









[I⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1] ◦









[I⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1] ◦









[I⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1] ◦









[I⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1] ◦









[I⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1] ◦
(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn ⊗ I) ◦
(σxn ⊗ σxn+1)n+1
 .
Observe que todos os produtos das ultimas duas parcelas terminam com
um σx na última entrada. Nesse caso, como o traço separa o tensorial em
produto, isto é Tr (L1 ⊗ · · · ⊗Ln) = Tr (L1) · · ·Tr (Ln). E como Tr (σx) = 0,
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temos que:









I⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1
]
◦
(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn ⊗ I)
 .
Agora observe que o último termo no tensorial é sempre a identidade e
ainda que Tr (I) = 2. Dáı:









I⊗n − (σxi ⊗ σxi+1)n + Φβ (σxi ⊗ σxi+1)n
]
◦
(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)

= µβ,n(j1, ..., jn).
Analogamente pode-se provar que:
Proposição 2.3.6. Para todo n ∈ {2, 3, ...},
µβ,n+1(1,j1, ..., jn) + µβ,n+1(2, j1, ..., jn)
= µβ,n+1(σ
−1([j1, ..., jn]))
= µβ,n(j1, ..., jn).
Teorema 2.3.7. Suponha H e L satisfazem a Hipótese A. Então existe uma
única probabilidade µβ sobre Ω := {1, 2}N, invariante pelo σ (shift), tal que,
para qualquer n ∈ {2, 3, ...} e qualquer cilindro [j1, ..., jn], temos que:
µβ([j1, ..., jn]) = µβ,n(j1, ..., jn).
Notação 2.3.8. µβ(j1, ..., jn) := µβ([j1, ..., jn]).
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Demonstração. A existência e unicidade segue do Teorema da Extensão de
Kolmogorov (ver [5]). A hipótese deste teorema é assegurada na Proposição
2.3.5. Com isso temos a existência e unicidade desta medida. A invariância
pelo σ por outro lado, segue da Proposição 2.3.6. Esta garante que a medida
é invariante para cilindros. Os cilindros formam uma semi-álgebra, o Lemma
1.1.3 em [5] prova que a álgebra gerada por uma semi-álgebra é simplesmente
as uniões finitas de conjuntos dois a dois disjuntos. Note que se A,B são dis-
juntos, com funções caracteŕıstica XA,XB, e valem
∫
XA ◦ σ dµβ =
∫
XA dµβ,∫
XB ◦ σ dµβ =
∫
XB dµβ. Como XA∪B = XA + XB, vale que
∫
XA∪B ◦ σ dµβ =
∫
(XA + XB) ◦ σ dµβ =
∫
XA ◦ σ dµβ +
∫








Por indução, vale para as uniões finitas de elementos dois a dois disjuntos.
Então vale para a álgebra gerada pelos cilindros. Finalmente, dado que
µβ(σ
−1(A)) = µβ(A) para todos os elementos A na álgebra gerada pelos
cilindros então pelo Lema 1.3.1 em [6] obtemos que µβ é invariante na sigma-
álgebra gerada pelos cilindros.
Obtivemos assim a medida µβ que será nosso objeto de estudo nas próximas
sessões.
2.4 Sobre a probabilidade de spin quântico
em temperatura positiva
Neste caṕıtulo iremos explorar as propriedades da medida µβ constrúıda na
Seção 2.3. Os resultados apresentados são de grande aux́ılio para as seções
seguintes.
Teorema 2.4.1. Suponha H e L de acordo com a Hipótese A. Seja µβ a
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probabilidade definida no Corolário 2.3.7. Então, para n ≥ 2, temos:















Demonstração. Usando a equação (2.3) e que a µβ coincide com a µβ,n nos
cilindros, temos:







[I⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦









[I⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦
(Pk ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
+






[I⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦
(σx1 ⊗ σx2 )n+1 ◦









[I⊗n + (−1 + Φβ ) (σxi ⊗ σxi+1)n] ◦
(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
+






[I⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦
(σx1 ⊗ σx2 )n+1 ◦













[I⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦












[I⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦
(σx1Pk ⊗ σx2Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
+






[I⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦
(σx2 ⊗ σx3 )n+1 ◦





µβ(j1, ..., jn) +
(−1 + Φβ )βkβj1
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µβ(j2, ..., jn)+






[I⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦
(σx2 ⊗ σx3 )n+1 ◦







µβ(j1, ..., jn) +




(−1 + Φβ )n−2βkβjn−2
2n−1
µβ(jn−1, jn)+




(I⊗n+1 + (−1 + Φβ )(σxn ⊗ σxn+1)n+1) ◦

















Observação 2.4.2. Usamos diversas vezes a propriedade já conhecida de
que Tr (L1 ⊗ · · · ⊗ Ln) = Tr (L1) · · ·Tr (Ln) e ainda a linearidade do traço.
Proposição 2.4.3. Para n ≥ 1,
































































que podem ser verificados diretamente do Exemplo 2.3.3 usando que µβ(k) =
1/2, k = 1, 2.
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Para n ≥ 2, do Teorema 2.4.1 obtemos as equações


































(−1 + Φβ)µβ(k1, ..., kn)
βk1
=





























2µβ(k0, k1, ..., kn)
βk0







































2.5 µβ é mixing
Nesta seção, vamos mostrar que a medida µβ é mixing. Mais especificamente
vamos mostrar o teorema abaixo.





µβ(a1, ..., ak, j1, ..., jn, b1, ..., bl) = µβ(a1, ..., ak)µβ(b1, ..., bl). (2.4)
Em particular, µβ é mixing.




µ(A ∩ σ−nB) = µ(A)µ(B).
É fácil estender essa expressão para conjuntos mensuráveis quaisquer.
Isso mostra que µβ é mixing.
Vamos provar (2.4) por indução em k. Para k = 1, do Teorema 2.4.1,
como β2 = −β1, nós obtemos∑
j1,...,jn



































































Uma vez que pela observação 2.3.4, | − 1 + Φβ| < 1. Como µβ(a1) = 12 ,
temos que para k = 1 vale a equação (2.4).
Para k = 2 obtemos∑
j1,...,jn




µβ(a2, j1, ...jn, b1, ..., bl)
2
















Analogamente ao caso k = 1 obtemos:∑
j1,...,jn





























Vemos que os termos vão pra zero, procedendo de modo similar ao caso





µβ(a1, a2, j1, ..., jn, b1, ..., bl) = µβ(a1, a2)µβ(b1, ..., bl).
Agora, supomos que para k0 fixo e quaisquer a1, ..., ak, k ≤ k0, a equação
(2.4) vale. Queremos provar que para qualquer a ∈ {1, 2}, e quaisquer





µβ(a, a1, a2, ..., ak,j1, ..., jn, b1, ..., bl) = µβ(a, a1, ..., ak)µβ(b1, ..., bl).
Da proposição 2.4.3,∑
j1,...,jn


























µβ(a2, ..., ak, j1, ..., jl, b1, ..., bl).
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= µβ(a, a1, ..., ak)µβ(b1, ..., bl).
Isso mostra que a afirmação vale para todos os cilindros como nós queŕıamos.
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2.6 Grandes Desvios para a medida µβ
Nesta seção vamos propomos um prinćıpio dos grandes desvios para µβ. Ini-
cialmente vamos definir precisamente o que isto significa.
Definição 2.6.1. Sejam x = (x1, x2, · · · ) ∈ Ω = {1, 2}N e A : Ω → R,




A(σj(x)) = A(x) + A(σ(x)) + · · ·+ A(σn−1(x)).
Definição 2.6.2 (Prinćıpio dos Grandes Desvios). Dizemos que existe um
prinćıpio dos grandes desvios para a probabilidade µβ sobre Ω e para a função
A : Ω → R, se existir uma função semicont́ınua inferiormente I : R → R
satisfazendo que:






























I é denominada função de desvio.
O item a) pode ser provado com bastante generalidade através da De-
sigualdade de Chebyshev (veja [10] ou a Seção 5 em [18]).
Nos concentraremos em provar o item b). Uma vez que isso for feito,
podermos enunciar o seguinte Teorema.
Teorema 2.6.3. Suponha que H e L satisfazem a Hipótese A e tome µβ
a probabilidade definida pelo Corolário 2.3.7. No caso em que A : Ω →
R satisfaz que A(x1, x2, ...) = A(x1) (isto é, depende apenas da primeira
coordenada em Ω), então existe um prinćıpio dos grandes desvios para µβ e
A.
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Antes de mostrar este Teorema, vamos a algumas definições importantes.














et (A(x0)+A(x1)+...+A(xn)) µβ(x0, x1, ...xn).













para cada t ∈ R.
A função c(t) é chamada de energia livre no ponto t para a probabilidade
µβ e o observável clássico A (veja [10]). Um resultado clássico é que se c é
diferenciável então vale um Prinćıpio dos Grandes Desvios para µβ e A (veja
[18] para mais detalhes). Neste caso, a função de desvio I é a transformada
de Legendre de c(t) (veja [10] ou [18]).
Vamos exibir uma expressão expĺıcita para c(t) que é claramente uma









Observação 2.6.5. Note que |α(t)| < |δ(t)|, uma vez que |βj| ≤ 1 e β1 =
−β2. Além disso, note que δ(t) > 0.
Finalmente enunciamos a proposição.
Proposição 2.6.6. Se A : {1, 2}N → R depende apenas da primeira coorde-









Antes de prová-la, precisaremos de alguns resultados. Primeiramente
vamos calcular um exemplo.
Exemplo 2.6.7. Vamos computar Q3(t). Usando o Teorema 2.4.1, temos




















































































No caso geral, podemos notar que vale o seguinte Teorema.
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δ(t)2 α(t)2 Qn−4(t) +
(−1+Φβ)4
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et (A(j0)+A(j1)+...+A(jn)) µβ(j0, j1, ...jn).
do Teorema 2.4.1
µβ(j0, j1, j2, ..., jn) =
µβ(j1, j2, ..., jn)
2
+





µβ(j3, j4, ..., jn) +
(−1 + Φβ)3βj0βj3
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δ(t)2 α(t)2 Qn−4(t) +
(−1 + Φβ)4
32
δ(t)3 α(t)2 Qn−5(t) + ...+
(−1 + Φβ)n−3
2n−2






















δ(t)2 α(t)2 Qn−4(t) +
(−1 + Φβ)4
32
δ(t)3 α(t)2 Qn−5(t) + ...+
(−1 + Φβ)n−3
2n−2




























δ(t)2 α(t)2 Qn−4(t) +
(−1 + Φβ)4
32
δ(t)3 α(t)2 Qn−5(t) + ...+
(−1 + Φβ)n−3
2n−2
























































A Proposição 2.6.9 é possivelmente a maior diferença em relação ao tra-
balho original. No caso de temperatura zero, o que seria equivalente a





que é um pouco mais fácil de resolver. No nosso caso, onde Φβ > 0, temos






δ(t) não dependem de n e constantes se fixado t e β. Assim, para cada
t temos uma relação de recorrência de segunda ordem que vamos resolver
usando o seguinte resultado apresentado por Scheinerman em [4].
Teorema 2.6.10. Sejam s1, s2 números e que r1, r2 são ráızes da equação
x2 − s1x− s2 = 0. Se r1 ̸= r2, então, toda a solução da recorrência








com c1, c2 constantes.
Vejamos que a relação de recorrência definida pela Proposição 2.6.9 satis-





















2 + 4(−1 + Φβ)(α(t)2 − δ(t)2)
4
e















2 + 4(−1 + Φβ)(α(t)2 − δ(t)2)
4
.
Pela observação 2.6.5 decorre que Φβδ(t) > 0 e além disso 4(−1+Φβ)(α(t)2−
δ(t)2) > 0, uma vez que Φβ ∈ (0, 1). Com isso, r1 ̸= r2. Além disso,
r1 > −r2 > 0. Pois,√
Φ2βδ(t)
2 + 4(−1 + Φβ)(α(t)2 − δ(t)2) >
√
Φ2βδ(t)
2 = Φβδ(t) > 0.

























Logo basta resolver o sistema{















Com c1(t) > 0 já que Q1(t) > 0, δ(t) > 0, −r2 > 0 e r1 > r2. Assim,
provamos a seguinte proposição.















Agora podemos provar a Proposição 2.6.6.































O primeiro termo é limitado, o segundo é o logaritmo de uma constante














Como c é diferenciável pelo Teorema [40 da referência [18]], vale o Teorema
2.6.3.
2.7 Uma expressão em fração cont́ınua para
o Jacobiano
Continuamos supondo que H e L satisfazem a Hipótese A. Vamos explorar


























valores posśıveis de a(k0, k1) e b(k0, k1) são:
a) Se k0 = k1, então



















(−1 + Φβ)(−1 + β2k1) =
1
4




b) Se k0 ̸= k1, então



















(−1 + Φβ)(−1 + β2k1) = −
1
4
(1− Φβ)(1− β2k1) < 0.
Da Proposição 2.4.3 obtemos que
µβ(k0, k1, ..., kn) = a(k0, k1)µβ(k1, ..., kn) + b(k0, k1)µβ(k2, ..., kn).
Proposição 2.7.1. Suponha θ ̸= π
4
. Então µβ é positiva em cilindros.
Demonstração. Para cilindros de tamanho 1, 2 e 3 a prova é por exame direto
(veja o exemplo 2.3.3). Suponha agora que µβ seja positiva para qualquer
cilindro de tamanho menor ou igual a n. Como a medida é σ-invariante,
temos
µβ(x0, x1, ..., xn) = µβ(1, x0, ..., xn) + µβ(2, x0, ..., xn) ≥ µβ(x0, x0, x1, ..., xn)
= a(x0, x0)µβ(x0, ..., xn) + b(x0, x0)µβ(x1, ..., xn) > 0.
Assim o resultado segue por indução.
Vamos obter também um corolário sobre o Jacobiano J da medida µβ.












quando o limite existe. É conhecido que para qualquer medida invariante ν,
o Jacobiano Jν é bem definido em quase toda a parte x e pode ser visto como
a derivada de Radon-Nikodym de ν sobre os ramos inversos de σ (veja [26],
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[20], [18] ou [27]). Além disso, a entropia h(µβ) = −
∫
log Jµβdµβ.
Da Proposição 2.4.3, segue que
µβ(k0, k1, ..., kn)
µβ(k1, ..., kn)




Com isso temos o seguinte resultado.
Corolário 2.7.2. Para todo n ≥ 1, com k0, ... , kn ∈ {1, 2}, temos




Além disso, tomando o limite n→ ∞ em (2.6), obtemos




Observação 2.7.3. Note ainda que repetindo o argumento da prova da
Proposição 2.7.1, temos
Jn(x0, x1, ...) ≥ b(x0, x0) > 0.
Além disso, note que Jn(1, x1, ...) + J
n(2, x2, ...) = 1. Assim, temos que
b(x0, x0) ≤ Jn(x0, x1, ...) ≤ 1− b(x0, x0).
Finalmente, observe que J(x) = lim
n→∞
Jn(x), se o limite existe. Portanto
1
4




Lema 2.7.4. Para todo n ≥ 1, com k0, ... , kn ∈ {1, 2}, temos






a(k0, k1) + b(k0, k1) 1
a(k1, k2) + b(k1, k2)
1





Demonstração. Do Corolário 2.7.2 segue que




Note que da Proposição 2.4.3,




Agora lembre que J(x) = lim
n→∞
Jn(x) e assim fica provado o Lema.
2.8 Um caso mais simples
Vamos abordar nesta seção o caso em que θ = π
4
no observável. Neste caso










Vimos ainda na Seção 2.7 que a Proposição 2.4.3 equivale a
µβ(k0, k1, ..., kn) = a(k0, k1)µβ(k1, ..., kn) + b(k0, k1)µβ(k2, ..., kn).
Portanto, no caso em que θ = π
4
, temos
µβ(k0, k1, ..., kn) = a(k0, k1)µβ(k1, ..., kn).








Assim, µβ(1, 1) = µβ(2, 2) =
Φβ
4






Além disso, a(k0, k1) > 0 para quaisquer k0, k1 ∈ {1, 2} e portanto µβ é
positiva em cilindros.
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Mais do que isso,
µβ(k0, ..., kn) =
1
2
a(k0, k1)a(k1, k2) · · · a(kn−1, kn).
De fato, pois vale para n = 1 e supondo µβ(k1, ..., kn) =
1
2
a(k1, k2) · · · a(kn−1, kn),
é claro que µβ(k0, k1, ..., kn) = a(k0, k1)µβ(k1, ..., kn) =
1
2
a(k0, k1)a(k1, k2) · · · a(kn−1, kn).
Além disso temos uma expressão para o Jacobiano, onde
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