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Abstract
The objective of this study is the development of a theoretical framework for treating the flow
stress response of two-phase alloys as emergent behaviour arising from fundamental dislocation
interactions. To this end a field dislocation mechanics (FDM) formulation has been developed
to model heterogeneous slip within a computational domain representative of a two-phase nickel-
based superalloy crystal at elevated temperature. A transport equation for the statistically stored
dislocation (SSD) field is presented and implemented within a plane strain finite element scheme.
Elastic interactions between dislocations and the microstructure are explicitly accounted for in this
formulation. The theory has been supplemented with constitutive rules for dislocation glide and
climb, as well as local cutting conditions for the γ′ particles by the dislocation field. Numerical
simulations show that γ′ precipitates reduced the effective dislocation mobility by both acting
as discrete slip barriers and providing a drag effect through line tension. The effect of varying
microstructural parameters on the crystal deformation behaviour is investigated for simple shear
loading boundary conditions. It is demonstrated that slip band propagation can be simulated
by the proposed FDM approach. Emergent behaviour is predicted and includes: domain size
yield dependence (Hall-Petch relationship), γ′ volume fraction yield dependence (along with more
complex γ′ dispersion-related yield and post-yield flow stress phenomena), and hardening related
to dislocation source distribution at the grain boundary. From these simulations, scaling laws are
derived. Also, the emergence of internal back stresses associated with non-homogeneous plastic
deformation is predicted. Prediction of these back stresses, due to sub-grain stress partitioning
across elastic/plastic zones, is an important result which can provide useful information for the
calibration of phenomenological macroscale models. Validation for the presented model is provided
through comparison to experimental micro-shear tests that can be found in published literature.
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Chapter 1
Introduction
“The general feature exposed by the electron microscopic observations is that work
hardened dislocation structures are heterogeneous on a mesoscopic scale. This set two
new problems for the theory: to deduce the flow stress from the starting point of a given
observed heterogeneous structure; and to explain the formation of these structures and
their evolution with plastic strain. The first of these has proved to be the easier and
more fully developed.” - Alan Cottrell [1]
1.1 Heterogeneity in Micro-scale Plasticity
Plastic deformation of precipitate strengthened alloys is fundamentally heterogeneous due to lo-
calised plastic shear propagating along crystallographic slip systems that activate non-uniformly
under a given applied stress field. These regions, termed ‘slip bands’, are not uniformly distributed
within the material grains at the microscale, and their spatial distribution means that the locali-
sation of strain varies from grain to grain. Furthermore, dislocation slip, the cause of these plastic
shear bands within a material, may be obstructed by second phase features such as the precipitate
distribution in nickel-based superalloys [2]. The resultant state is that microstructural features will
control the number and position of the shear bands, causing them to evolve in a non-uniform way
across a deforming volume. Observations of this heterogenity have been made in literature, for
example, using High Resolution EBSD and Digital Image correlation for the polycrystaline super-
alloys René 88DT [3] and Udimet 720Li [4].
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At present, a popular approach to modelling plasticity in metallic systems, at length scales where
individual grains are spatially resolved, is to employ crystal plasticity (CP). The various CP for-
mulations reported in the literature focus on the development of the constitutive description of
the shear rates on active slip systems. Within these constitutive descriptions the key length scale
dependencies, such as grain size or precipitate spacing, are ‘hard-wired’ into the models. Such
an approach has limitations on the ability to truly predict component behaviour, since model pa-
rameters are then calibrated to experimental data. Furthermore, current CP formlations are not
capable of modelling the heterogeneous nature of slip at the grain length scale. Fundamentally
the component-level behaviour of alloys arises from the complex interactions between dislocations
and the material microstructure. These interactions enter due to the elastic fields associated with
the dislocations and the presence of precipitates, as well as grain boundaries. It follows that a
potentially fruitful way of treating macroscale properties, such as the yield strength and work
hardening, is to model them as emergent phenomena. In this way, scaling laws may be derived
that explicitly connect dislocation-microstructure interactions to macroscale behaviour. These, in
turn, may be used to inform/develop higher length scale models of plasticity for finite element (FE)
component-level analysis.
1.2 Aims of this Work
The current work aims to develop a Field Dislocation Mechanics (FDM) formulation for the evolu-
tion of deformation slip bands arising from the transport of the dislocation field, and in particular, to
develop a theory of heterogeneous slip relevant to typical precipitate strengthened nickel-based su-
peralloys, from which the macroscale behaviour may be derived from the dislocation/microstructure
interactions. For the latter, the presence of the intermetallic γ′ precipitates will influence the de-
velopment of the deformation slip bands. A modelling capability for handling these interactions
at the scale of the grains is important for the ability to derive component-level properties. This
will be achieved by constructing a series of representative volume elements (RVEs) that are rep-
resentative of γ′ strengthened nickel-based superalloys used in turbine disc applications. Through
homogenisation of predicted microscale mechanical fields the macroscale flow stress responses of
the simulated material domains were obtained. Such a procedure has been used in this work to
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extract emergent behaviour, such as yield stress dependency on grain size, and the development of
back stresses associated with the development of slip bands.
With the above in mind the individual targets of this work are to:
• Develop a transport equation for the field of statistically stored dislocations (SSDs) within a
domain
• Determine appropriate interaction and mobility terms for dislocations within a precipitate
strengthened nickel-base superalloy
• Implement the equation set within a finite element (FE) model, tracking SSD density and
velocity as state variables and determining the resultant plastic deformation and microstress
states
• To study numerically dislocation-microstructure interactions predicted by the theory and un-
derstand component-level flow stress behaviour in terms of these interactions, i.e., as emergent
phenomena.
• Provide benchmarking for the developed model through comparison to micro-shear tests of a
CMSX-4 type alloy available in the literature
To begin a brief review of the necessary literature concerning superalloy deformation behaviour,
dislocation theory and applied dislocation models will be presented in Chapter 2. This will be
followed by a comprehensive development of the proposed FDM formulation from basic dislocation
theory in Chapter 3. This is followed by Chapter 4 which focuses on application of the FDM to
nickel-based superalloys. Details of the numerical implementation within the FE model shall follow
this in Chapter 5. Full-field simulation results are presented in Chapter 6 for pure-γ microstructure
and Chapter 7 for γ − γ′ microstructure, encompassing both predicted flow stress responses and
strain maps showing slip band development, finishing with a a benchmarking comparison against
experiment. The discussion is widened to encompass emergence of internal backstresses within
the RVE in Chapter 8, where the separated stress evolution in elastic and plastic domains is
considered for selected cases. The discussion ends with a final round-up and quantification of the
microstructure to macro-property relations that emerge from the fundamental dislocation reactions
in Chapter 9. Key conclusions and areas for future research are given in Chapter 10.
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Chapter 2
Literature Review
2.1 Nickel-based Superalloy Overview
2.1.1 Brief introduction to Nickel-based Superalloys
The term “superalloy” is a classification of alloy defined by its high concentration of either nickel,
iron or cobalt and good high temperature properties under high load [5]. Showing good all-round
resistance to static, fatigue and creep loading, nickel-based superalloys have become the alloy of
choice for use within gas turbine engines where internal conditions can be severe [6]. These alloys
are well suited for use within turbine engines where components may be required to tolerate lo-
calised temperatures of up to 1200◦C approaching a homologous temperature of ∼ 0.9 [7]. Titanium
alloys could not be expected to survive these temperatures in service due to much poorer oxida-
tion resistance, but nickel-based superalloys may resist this deterioration through the formation of
protective Al2O3 / Cr2O3 scales [8].
Progress in superalloy development from the 1960s has brought about signifcant improvements
to fuel efficiency within gas turbine engines as polycrystal superalloys were succeeded by first
directionally solidified and then single-crystal alloys [9], allowing the engines to run at higher tem-
perature. The newer single crystal alloys have generally demonstrate a much greater creep strength,
which also improves component life within engines allowing longer service [10].
At the crystal structural level nickel-based superalloys comprise of a Face Centred Cubic (FCC)
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disordered matrix, referred to as the gamma phase (γ), and precipitates with an ordered L12
structure based on Ni3(Al,Ti). This second phase is known as gamma-prime (γ
′), which forms
a coherent interface with very similar lattice parameters (∼ 0.1%) to the matrix, allowing ener-
getically favouable precipitation throughout the matrix [6] [11]. Although coherent, with closely
aligned 〈110〉 slip directions, the γ′ phase has a larger Burgers vector due to the larger space be-
tween repeating atomic arrangement. This precipitate acts as a barrier to dislocation slip (discussed
later), providing the primary strengthening mechanism at high temperature conditions. Another
observed phase is gamma double prime (γ′′) caused by Body Centred Tetragonal (BCT) ordering
of Ni3Nb. This phase can provide a nickel-based superalloy with high strength up until ∼ 650◦C
where it begins to break down [12]. This γ′′ phase will not be considered within this work as the
temperature range of interest is higher than its stable range.
2.1.2 γ/γ′ microstructures
The distribution of γ′ precipitates within a disc superalloy is typically described by a size distri-
bution with three modal sizes, the particles associated with each mode are known as: fine tertiary
particles (<50nm), intermediate secondary particles (50-400nm) and much larger primary particles
(>400nm) [13]. A good example of the distinct particles sizes that can be observed is found in
the work of Anderson et al. [14], created with scanning electron backscatter micrographs of heat
treated nickel-based superalloy IN738LC: this is reproduced in Fig. 2.1.1. Precipitate distributions
and morphologies such as these are specific to a given alloy following its precise thermal history.
A high energy state exists due to the presence of matrix-particle interfaces within the lattice.
This state is larger for smaller particles with a high surface area to volume ratio, and thus diffusive
processes are inclined to lower this state through coarsening a particle structure [15] [16]. This term
describes the growth of larger particles at the expense of the smaller particles, and is also known as
Ostwald ripening. In most alloy systems the γ′ shape is observed to be equiaxed and to take spheri-
cal shape for small particles, with more cuboidal shapes found within the primary size range [15][17].
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Figure 2.1.1: Representation of different particle sizes for alloy IN738LC in the post- heat treatment
condition [14].
In 1959 Lifshitz and Slyozov defined a critical length dimension, x, above which particles grow
and below which they dissolve away for a supersaturated solution undergoing internal diffusion pro-
cesses [18]. The particle growth laws they predicted gave rise to the burgeoning field of precipitate
modelling which can later be used to inform alloy design [15][14][17].
The gamma prime dispersion may be controlled through heat treatments designed to push par-
ticle growth in a particular direction [19]. Disc alloys typically have complex thermal histories to
evolve the trimodal particle dispersion from which they gain their creep resistance properties and
fatigue strength [20][21]: the primary particles are typically found at the grain boundaries, while the
secondary and tertiary particles are transgranular. These heat treatments involve aging alloys for
a number of hours at high temperature before quenching rapidly to lock in a particular precipitate
microstructure. The size, distribution and shape of particles has been shown to be sensitive to the
cooling rate from the solvus temperature [22]. For some turbine discs the bore and rim regions can
undergo separate heat treatments (utilising heat sinks) to secure desirable properties in these areas.
The bore region will experience a greater stress state so requires good tensile properties and fatigue
resistance, while the rim is closer to the high temperature gas and must resist creep and ther-
mal gradients. To this end, dual microstructure heat treatments (DMHT) can be used to produce
fine grains with fine particles at the bore, and coarse grains with coarser particles at the rim [23][24].
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An example of the particle-coarsening effect induced by heat treatment can be found in the work
of A. Sato [8], who produced scanning electron micrographs of high chromium nickel-superalloy
SCA425+ at different stages during a range of treatments. These images, reproduced in Fig. 2.1.2,
show the large γ′ particles coarsening with increasing temperature and hold time. The distribution
develops to a unimodal state by sub-figure (h).
Figure 2.1.2: Primary particle growth in SCA425+ Nickel-Superalloy for different indicated first-
stage heat treaments [8].
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2.1.3 Characterising deformation
Plastic deformation in nickel-based superalloys is inherently heterogeneous due to plastic slip ac-
tivity being confined to specific crystallographic planes and directions. These slip systems will
activate preferentially according to the resolved shear stress upon them, which in turn will depend
upon crystal orientation. This leads to a state where non-uniform distribution of slip activity will
naturally occur [25].
Recent Digital Image Correlation (DIC) performed on high-resolution SEM images, both in-situ
and post-situ, has observed slip bands distributed heterogeneously throughout samples of deform-
ing nickel-based superalloys at room temperature [3][26][27][28]. Stinville et al. [3], observing
superalloy Rene 88DT, found localised strain upon {111} planes near and parallel to annealing
twin boundaries. In similar observations of Udimet 720Li Larrouy et al. [4] have noted that when
intense slip bands meet a grain boundary with limited slip transmission then significant lattice ro-
tations can occur. This gives rise to high stress concentrations in a small volume at the boundary,
which will act as an initiation point for fatigue cracks.
Figure 2.1.3: Strain maps created using DIC for polycrystalline powder-HIPed disc alloy LSHR,
showing max shear strain εmaxxy . Both images share the same scale bar. [28].
Fig. 2.1.3, produced by R. Jiang et al. [28], neatly maps the dislocation shear bands developing
across the width of a number of grains within a polycrystaline disc alloy with increasing fatigue
cycles. This result shows both the non-uniform distribution of slip bands generally across the de-
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forming grain and the preferential formation of new slip bands next to existing bands (towards the
right hand side of grain 8).
Within the single crystal superalloy CMSX-4, B. Chen et al. [27] have produced single-slip defor-
mation through careful control of the sample orientation during fatigue bending. This is reproduced
in Fig. 2.1.4, where the highly localised strain is shown to develop considerably with increasing
peak applied force (ranging 2000N-2900N). Again new slip bands are shown predominantly to form
adjacent to existing bands. Recreation of this type of behaviour from underlying dislocation-stress
field interactions could be considered a good initial test for a new heterogeneous dislocation model
under development.
Figure 2.1.4: Strain maps created using DIC for single-crystal CMSX-4, showing lateral strain εxx.
Each image shares the same scale bar. [27].
A significant barrier to slip transfer is caused by γ′ particles inhibiting slip. These particle ob-
stacles may be overcome through particle cutting (shearing), the mechanism of which is discussed
later, but which will occur at stress thresholds defined by the particle size and spacing [29]. Exam-
ples of particle shearing may be observed using SEM on post-situ samples: this was carried out by
M. Preuss et al. [30] and the result is reproduced in Fig. 2.1.5. Here secondary particles are seen
to have been sheared by slip along a {111} plane, occurring at ∼ 45◦ to the tensile loading axis.
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Fine tertiary particles may also be seen in the interstitial space between the larger particles.
Figure 2.1.5: SEM micrograph of RR1000 nickel-based superalloy after loading, showing precipitates
clearly being sheared at ∼ 45◦ to the loading axis [30]
2.1.4 Influence of particle dispersions on emergent properties
Solid-solution strengthening and precipitate strengthening are mechanisms by which nickel-based
superalloys gain their characteristic strength and therefore become appropriate for use within gas
turbine engines. Both rely on restricting dislocation movement within the lattice; the former
through the introduction of new alloying elements that produce local strain fields and the latter
through creation of precipitate dispersions that act as hard obstacles [6][31]. Here the strengthening
from γ′ particles will be considered.
The heat treatments mentioned in Section 2.1.2 are used to create desirable particle distributions
within a given alloy. As such, much work has gone into quantifying the link between macroscale
properties and given precipitate parameters. Sondhi et al. [19] have observed that the coarsening
of bimodal particle distributions to remove tertiary particles will cause a loss of creep strength.
In the same work investigation into tensile/compression behaviour found that plastic deformation
was mainly confined within the matrix, which already contains compressive internal stress that was
15
put down to volumetric mismatch between the phases. This led to markedly higher yield stress in
tension than in compression.
M. Preuss et al. [30] have studied the effect of secondary γ′ particle size on flow stress for samples
of RR1000 polycrystalline superalloy with carefully controlled unimodal microstructures of mean
radius: 40nm (fine), 60nm (medium) and 75nm (coarse). The findings for tensile loading were that
the fine particles provided higher yield stress at all temperatures, but that the strength difference
was particularly prominent at higher temperatures (∼ 750◦C). These results are displayed in Fig.
2.1.6.
Figure 2.1.6: Flow stress of polycrystal RR1000 superalloy with unimodal secondary distribution
with different mean radius: fine - 40nm radius, medium - 60nm radius, coarse - 75nm radius. Left
hand side at 500◦C and right hand side at 750◦C [30]
Begining with Kocks [32] in 1967 efforts have also been made to model the particle strengthening
effect. The basis of these models was to capture the relationship between the local cutting thresh-
old of particles within a distribution and the macroscale critical flow stress of a volume. Kocks
argued that one of the most important parameters in such a model must be the distibution of local
flow stresses at each particle, which would give a flow stress curve its characteristic yield. With
the increase in available computing power, later simulations began to apply dislocation dynamics
rather than constitutive models, initially in 1D [33], followed by 2D [2] [34] and specifically for
nickel-based superalloys [35]. All of these models include a random distribution of particles with a
16
threshold stress value for cutting.
More intuitive relations could be supposed by taking the average particle radius and spacing and
assuming that the averaged cutting threshold may be representative of the macro-scale yield prop-
erty. Equations relating the volume fraction, particle radius and threshold cutting stress are defined
for a lattice square spacing of uniform particles in [6] (p78 & p81). This approach may be useful as
a fast first approximation, but does not account for any of the localised stress fields of dislocations
and so cannot be relied upon as an accurate prediction of yield.
2.1.5 Deformation in CMSX-4 type alloys under shear loading
While this work will predominantly consider the behaviour of a non-specific nickel-based superal-
loy with generalised precipitate microstructures, a comparison to experiments upon the real alloy
ERBO/1 will also be considered. As such a brief summary of this pedigree of alloy will follow.
ERBO/1 is a CMSX-4 type alloy that has undergone a specifc heat treatment to promote creep
resistance [36]. CMSX-4 is a well known second generation nickel-based superalloy designed for
increased high-temperature capability over first generation predecessors, due the additional 3%
composition of Rhenium [37]. In practice the alloy has peak operation temperature of at least
1163◦C making it appropriate for hot-section rotative components within gas-turbine engines [38].
The nominal chemistry is provided in Table 2.1.1.
Table 2.1.1: Nominal composition of CMSX-4 alloy [39]
Element Cr Co W Re Mo Al Ti Ta Hf Ni
Weight % 6.5 9.6 6.4 3.0 0.6 5.6 1.0 6.5 0.1 Balance
CMSX-4 typically shows microstructural heterogeneities following casting which spawn from
segregation of dendritic and interdendritic regions during solidifcation [40]. To attempt to ho-
mogenise the as-cast material complex heat treatments are applied to dissolve the larger eutec-
tics and arrive at a final microstructure with ∼70% volume fraction of γ′ (i.e ERBO/1). The
microstrucutre following such an optimised treatment is show in Fig. 2.1.7. In this state the
precipitate distribution exists as cuboidal particles and have been characterised in ERBO/1 as
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having an edge length scatter of between 50-750nm and a γ-channel scatter of between 15-125nm
[41]. The average edge length in this instance was 442nm and the channel width was 65nm. Even
following the homogenisation treatments differences between the microstructure of the dendritic
and interdendritic regions remain, with γ′ volume fractions of 72±1% and 77±1% being observed
post-treatment [42].
Figure 2.1.7: γ/γ′ microstructure of ERBO/1 following optimised heat treatment [40]
Laplanche et al [41] have studied room temperature shear deformation of ERBO/1 in configu-
rations promoting single, double and multiple (eight) slip system deformation. For microsamples
loaded at constant strain rate, the characteristic early stage deformation feature was a minor de-
viation from elastic behaviour before total yield. This deviation was associated with in-grown
dislocations upon the {111} glide planes gliding across the wider γ-channels (∼125nm), equivalent
to a slip distance of 180nm. The shear stress τel at which this feature occurred did not differ between
dendritic and interdendritic regions, leading the authors to believe that γ-channel width (and not
total volume fraction) dominated this behaviour. Following yield, subsequent strain hardening was
observed before sudden deformation events (SDEs) occured, causing large plastic strains and shear
steps in the samples. The SDE intervals were interpreted to be due to the γ-channel dislocations
bowing out and cutting through the precipitate particles at shear stress τSDE : this released large
amount of dislocations as the particles were sheared. The largest SDEs were observed in single slip
setups, where τSDE was also the largest. The double-slip setup saw smaller, but evident, plastic slip
events and generally lower yield stresses due to the additional capacity for plastic slip. The setup
with eight slip systems active saw no SDEs as the slip systems did not align with the axis of shear
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loading, thus the plastic deformation was spread more evenly and could not lead to a large localised
event. The dominant deformation mode was due to particle shearing for every tested orientation.
2.2 Dislocations and Plasticity
2.2.1 Dislocations within crystals
In metals there are two main methods of plastic deformation: twinning and dislocation glide. The
first is a process by which the crystal arrangement flips along a twinning boundary to become a
mirror image of the arrangement on the other side. This effectively means that a new separate
crystal is formed with coincident lattice points along the boundary. Twinning is normally associ-
ated with low temperature deformation, in materials with low stacking fault energy, and occurs in
cubic and hexagonal crystals alike [43]. The second is the sole form considered in this work and
involves dislocation slip along atomic planes.
Dislocations exist as line defect symmetry faults within a periodic crystal. This defect causes
a physical displacement of lattice points in a direction which is denoted by the Burgers vector b.
As illustrated in Fig. 2.2.1, the vector may be determined by drawing a closed circuit (Burgers
circuit) around an area of lattice without a dislocation then observing the non-closure condition
of the same circuit when dislocation content is added. Vector b will act to close the circuit. A
dislocation line also has a directional component given by the line tangent vector ξ at each point
upon the line. The combination of these vectors may describe any local point upon a dislocation
line [43][44][45].
Two pure forms of dislocation are identified, depending on if the b and ξ vectors are perpendicular
or parallel; these are termed edge type and screw type respectively. It can be mathematically
convenient to consider the forms in isolation; however in reality dislocation will generally exist as
closed loops containing components of both type. The edge type dislocation refers to the situation
when an extra half-plane of atoms exists within a crystal section. The point at which the half-plane
ends and gives way to the original crystal structure is the point of maximum lattice distortion and
is termed the dislocation core, see Fig. 2.2.1. Graphically an edge dislocation can be represented by
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⊥ if the half plane extends upwards from the core location and > if it extends downwards. A screw
dislocation does not involve an extra plane of atoms, but rather the twisting of an existing perfect
lattice region so that the area above a given line of atoms is displaced in a direction parallel to the
line while the area below is displaced anti-parallel. This type of dislocation will not be considered
within the current work.
Figure 2.2.1: Burgers circuit drawn around a lattice before and after the introduction of a single
edge dislocation. Burgers vector b is required to close the circuit containing the dislocation.
Dislocations exist and move upon the close-packed planes of a crystal, called the glide planes
or slip planes. In the case of FCC nickel-based alloys these are the four {111} planes, e.g. a plane
defined by normal vector n = [111]. Each plane has three close-packed 〈110〉 slip directions, along
which a dislocation may travel, which is parallel with the dislocation Burgers vector b. For the
n plane one such direction could be given by s = [1̄10]. Finally the dislocation line itself will lie
parallel with the line tangent vector ξ, which is perpendicular to the other two. This is illustrated
in Fig. 2.2.2 for a single {111} plane. In total three slip directions upon four planes gives a family
of twelve slip systems for the FCC unit cell.
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Figure 2.2.2: The three slip systems (and accompanying direction vectors) upon a {111} plane in
an FCC crystal.
2.2.2 Dynamics of dislocations
Dislocation slip (or glide) involves the dislocation line moving along a glide plane in direction s,
displacing the material in its wake by n as it moves to a new lattice site. The dislocation moves
stepwise one Burgers vector at a time, minimising the number of atomic bonds that need to be
broken during transport. The motion is activated by shear stresses resolved along the slip plane.
Typically a slipping dislocation will move until an obstruction checks the motion and prevents
further shearing [25][45].
Dislocation glide velocity has been described with numerous relationships to shear stress [44][46][47],
some of the simplest being
vg =
(τb
B
)
[44] (2.2.1)
vg =
( τ
τ0
)m
[46] (2.2.2)
vg =

sign τ(|τ | − τ̂)b+ Tk , for |τ | > τ̂
0 , for |τ | 6 τ̂ [48]
(2.2.3)
vg =
τb
B
+
Tcos(θ)
B
∂θ
∂X
[48] (2.2.4)
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where τ is critically resolved shear stress, B is a drag coefficient, τ0 and m are characteristic ma-
terial constants, τ̂ is the shear yield stress, T is line tension, and θ is the angle between tangent ξ
and an axis X1. The first of these, containing the linear relationship to applied force τb scaled by
a drag coefficient, is often associated with the lattice self-friction or phonon drag. More dislocation
mobility and velocity terms are found in the works cited in Section 2.3.3.
Further to glide, there is also an out-of-plane movement available to the dislocation termed disloca-
tion climb. This mechanism involves the migration of vacancies within the crystal lattice towards
the dislocation core by diffusion. When a vacancy reaches the dislocation, the dislocation may move
in the s direction up or downwards by a single plane. As vacancy diffusion is a slow and thermally
activated process, movement by climb is not so rapid as dislocation glide, often occurring orders of
magnitude slower. Nevertheless, over long timescales or at extreme temperatures the mechanism
allows dislocations to overcome obstacles in the lattice by climbing planes until there is no longer
an obstruction [44][45].
2.2.3 Dislocation interactions
Dislocations-dislocation interactions
The distortion created by the presence of a dislocation within a lattice creates a displacement field
that emanates from a dislocation line, decaying as a function of distance. This was laid out in
Mura’s formula given by eqn. (2.2.9) in the next section. The displacement gives rise to a stress
field with well-defined shape [49][44], determined early in the 20th century, and a magnitude deter-
mined through material specific stiffness constants. The standard stress field equations are covered
within the FDM application section of this work (see eqn 4.3.3) and so will not be unnecessarily
repeated here, however field shape is illustrated in Fig. 2.2.3. Between dislocations of the same
sign (e.g. two positive edge dislocations) these fields are repulsive in the shear direction and so
concentrations of dislocations upon a slip plane will attempt to diffuse away from each other. When
shear stress is externally applied to a system, dislocations will tend to pile-up against each other
with predictable distribution shape depending on the density of dislocations present [50][51]. Given
enough time to move, dislocations will tend towards an arrangement that provides the lowest stress
state, in some cases forming sub-grain dislocation cell structures [52][53]. Dislocation stress fields
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may also cause a dislocation pinning effect when low-stress regions occur in a grain [54].
The force f upon a dislocation segment caused by stress σ is given by the Peach-Koehler rela-
tionship [44]
f = ξ × (σ · b) (2.2.5)
Figure 2.2.3: Illustration of the three components of the stress field for a straight edge-type dislo-
cation at the origin, with green and red indicating tensile or compressive stress [55].
Dislocation-environment interactions
Dislocation mobility may be reduced by the presence of hard obstacles to slip in the form of grain-
boundaries, dislocations upon other slip systems or second-phase microstructure. In the case of
nickel-based superalloys the main slip-limiting factor is the presence of γ′ particles, which act as
barriers to dislocation slip until the local stress reaches a critical condition for which the dislocation
may make the energetically unfavourable advancement. This leaves the precipitate particle sheared
[6]. The full mechanism by which this occurs is discussed later in Section 4.4.
Before the particles are sheared a dislocation line under applied stress may begin to bow out
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between two points that are pinning it. This pinning has been shown to cause a line tension
(restorative force) which acts against further bowing. From a dynamics point of view this effec-
tively provides a drag on the dislocation slip velocity in the bowing regions [56][57]. Line tension
is further discussed in Section 4.3.2.
At a grain boundary slip transmission to another grain is possible if the orientation of the two
grains is close, as observed at the top of grain 8 in Fig. 2.1.3. When this orientation does not allow
the slip systems of the two grains to align, then the grain boundary becomes a hard barrier to slip
[58]. Dislocations under shear stress will pile-up against this type of boundary, which can cause a
considerable stress concentration at the grain wall and eventually form crack tips [59][60].
A Frank-Read source is created when a dislocation segment bows out between two pinning points
until the line folds back on itself forming a new self-contained dislocation loop while preserving the
original segment between the pinning points [49][61]. In this manner many dislocation loops may
be created from a single source given enough applied shear stress to cause extensive dislocation
bowing. This point is normally modelled with a threshold stress value for critical bowing [62]. A
source that begins to generate dislocations is said to have “activated”. Similar generation mecha-
nisms may apply wherever dislocations can be pinned. R. A. Varin et al [63] have identified grain
boundary sources as a key source of plasticity in polycrystals.
2.2.4 Continuum dislocation theory
In 1952 J. F. Nye [64] introduced the second rank dislocation density tensor α to describe the
combined dislocation state from multiple dislocations averaged over a volume. This was given by
α = n b ξ (2.2.6)
for one dislocation type, where n is the number of dislocations. For multiple dislocation types a
summation is carried out with different n for each type. This was related to an associated curvature
tensor κ within the volume through
κ = αT − 1
2
tr(α) (2.2.7)
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Bilby et al. [65] built upon this by extending the Burgers circuit formally to a continuum of
dislocations and defining the generation of deformation as applied to an undeformed reference
crystal state. This was especially useful a decade later in 1968 when E. H. Lee suggested the
decomposition of deformation into separate plastic and elastic components [66] [67]: with the plastic
deformation gradient tensor F (p) first applied to the reference crystal to form an intermediate
plastically deformed state, then the elastic deformation deformation gradient tensor F (e) applied
to complete the deformation.
F = F (e) · F (p) (2.2.8)
Mura [68] proposed a theory for calculating the distortion at point x from a moving, continuous
dislocation field at x′ through integrating the distortion components from dislocation segments
around a line integral of the dislocation loops of length L. The Mura formula [69] was then given
(in index notation) by:
βji(x) =
∫
L
εjnh Cpqmn Gip,q(x− x′) bm ξh dl(x′) (2.2.9)
where β is the displacement gradient tensor, C is the material stiffness tensor, G is the Green’s
function which gives the field shape (and the subscripts are indices for the tensor operation order).
Within this relationship it is shown that
α = −∇× β (2.2.10)
Much of the continuum theory for dislocation evolution within a volume that is recognisable today
was put down by Soviet-Ukranian physicist A. M. Kosevich, from 1965 onwards [70] [71]. Beginning
with an arbitrary contour drawn around a single dislocation loop he developed, at length, a wave
equation for continuity. This assumed the general dislocation density tensor moving as a continuous
field which could flux through a given contour and would cause deformation in an isotropic medium.
The final equation for a scalar dislocation density ρ evolving over time t was [70]
∂ρ
∂t
+
∂
∂r
(ρV0) +
∂
∂rm
(ρvm) = 0 (2.2.11)
where V0 is the slip velocity, r is a spatial coordinate, rm is the dislocation length and vm is the
material velocity during deformation. In England, N. Fox [72] undertook similar work at this time,
considering infinitesimal strains and producing continuity equation ρ̇+ ρ ∂mvm = 0. Equations of
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this type underpin most Field Dislocation Mechanics models.
More recently, as increased computer processing power has allowed solutions to these wave equa-
tions to be iterated relatively cheaply, there has been further advancement of the theory. El-Azab
[73] has looked into the boundary conditions of the dislocation dynamics problem, treating dislo-
cation microstructure as a defect field interacting with applied elastic stress fields and boundary
conditions at the edges of the volume. This edge was taken as either a free surface or the edge of
a small volume in a larger volume deforming homogeneously. For single crystals it was found to
be important to consider the effect of surface dislocations (at the edge of crystal) which may form
large steps when stored at the boundary (surface dislocations are described in [74]).
Follow-up work by Acharya et al. [75] developed a theory of Crystal Plasticity based upon the
instantaneous distribution of dislocation density. This was further improved through consideration
of the dislocation driving force [76] and plausible boundary conditions [77] setting up a closed set
of equations for the dynamics of a continuous dislocation system, the implementation of which will
be discussed in Section 2.3.3.
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2.3 Computational Material Modelling
2.3.1 Constitutive models
Constitutive models mathematically describe how materials will respond to given applied loading
conditions. In modern times this is obviously processed digitally. Computational modelling of the
stress state evolution across a domain may be achieved, provided well-defined external boundary
conditions for a domain, using one of a number of time-iterative solvers. Common commercially
available software packages such as Abaqus Unified FEA (previously ABAQUS) [78] and DEFORM-
3D [79] provide stress solutions to material modellers using Finite Element Analysis: whereby a
domain is discretised with a fine mesh and the stress equilibrium is solved for each element of
the mesh [80]. The FE domain may be termed the Representative Volume Element (RVE) of the
modelled material.
The use of internal state variables, which may be ascribed to elements as a group or individu-
ally, can allow microstructural parameters to be tracked locally as a response to local conditions
[81]. In 1981 Mecking and Kocks [82] suggested the use of a mechanical threshold stress, applied
to all elements, which would describe the stress at yielding if no thermal effects were assumed (i.e
the yield stress at 0K) for use in capturing the strain hardening effect.
Since these early days, constitutive models concerned with plastic flow now contain many more
microstructural state variables [83][84][85][86], most with their own independent evolution rate and
all of which will contribute to a final equation for the plastic strain rate ε̇(p) [87]. As total strain
rate ε̇ is given by the sum of the elastic ε̇(e) and plastic contributions: ε̇ = ε̇(e) + ε̇(p), then the
stress rate is given by
σ̇ = C : (ε̇− ε̇(p)) (2.3.1)
Amongst the examples is a strong tendency towards models that predict creep rates in order to
estimate the potential life of high-cost aerospace turbine components. In this regard in 2004, H.
C. Basoalto et al. introduced coarsening of the γ′ precipitate, mobile dislocation density evolution
and development of grain boundary cavities as state variables for a constitutive model for creep in
Nickel-based Superalloys. Backstress evolution between particles and matrix was also incorporated,
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building on the formulation laid down by J. C. Ion et al. in 1986 [88]. The basic relation for a
homogenised backstress σb within a volume, and its place in the plastic strain evolution, was
described by:
H =
σb
σ
, Ḣ =
(h
σ
)( H
H∗
)
ε̇(p) (2.3.2)
ε̇(p) = ε̇
(p)
0 sinh
(σ(1−H)
σ0
)
(2.3.3)
where H is the normalised backstress, and h, H∗ and ε̇
(p)
0 are functions of material constants such
as particle fraction. Using this type of model predictions for creep rate and creep fracture strain
could be extracted.
2.3.2 Deformation kinematics - CP
Great efforts within the material modelling community have been applied towards the prediction
of component-level flow stress behaviour from the deformation of individual grains using Crystal
Plasticity (CP) approaches [89][90][91][92]. The CP formulations require the value of plastic shear
rate upon active slip systems to be defined by constitutive descriptions. These descriptions, as
considered above, may be based on empirical or phenomenological state variable evolution theories,
ideally accounting for the evolution of scalar dislocation density upon a plane and subsequent
interaction with microstructure within the grain. Within CP formulations the plastic shear rate γ̇
is related to plastic deformation through
L(p) = Ḟ
(p) · F (p)−1 =
N∑
k=1
γ̇ s n (2.3.4)
where L(p) is the plastic velocity gradient tensor and N is the number of active slip planes. From
this point multiple methods may be taken to arrive at the associated stress state, one of these
combines eqn (2.3.4) with (2.2.8) to determine the elastic deformation gradient. This may be
related to the elastic strain and stress within the RVE respectively through
ε(e) =
1
2
(
F (e)T · F (e) − I
)
(2.3.5)
σ = C : ε(e) (2.3.6)
where I is the identity tensor [91]. An alternative relation uses the symmetric stretch component
of L(p) to determine the stress increment between steps [89].
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For the case of Keshavarz and Ghosh [91] a hierarchical framework has been used to bridge length
scales between the polycrystal and sub-grain domains (see Fig. 2.3.1). Information from lower-
scale models with discrete particle microstructure informed the γ channel width and grain boundary
spacing, which was used to inform the state variables for the higher-scale homogenised grain model.
This setup is commonly termed Multi Scale Modelling.
Figure 2.3.1: Multiple scales of a Crystal Plasticity finite element model for Ni-based superalloys
showing: a) Polycrystal microstructure, b&c) Sub-grain γ′ particles d) The homogenised FE model
for a single grain [91].
Macroscale behaviour is obtained through homogenisation across an RVE composed of an ag-
gregate of grains subjected to appropriate boundary conditions. However, limitations exist with
current CP formulations which may prove significant to the development of component-level consti-
tutive models. Firstly, the highly heterogeneous and localised nature of slip band evolution (shown
in Section 2.1.3) is not attended to, meaning backstresses caused by associated localised strains
are not directly included (unless through phenomenolgical Fredrick-Armstrong description [93]).
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Secondly CP formulations do not directly account for elastic interactions between dislocations and
microstructure of discrete geometry (i.e grain boundary seperation and particle distributions). Such
reactions are likely to cause emergent properties on the macroscale.
2.3.3 Modelling dislocation dynamics
Discrete Dislocation Dynamics - DDD
Plasticity as emerging directly from dislocation interactions has provided a well-trodden research
ground since the early 1990’s. Discrete dislocation dynamics has proven useful in determining the
wider behaviour of collections of dislocations; this is accomplished through discretising individual
dislocation lines into segments and processing long-range interactions from each segment explicitly
[94][95][62][96][97]. Such models require accurate description of individual dislocation velocities
with relation to local stress states.
Pioneers in the field include Van Der Giessen and Needleman [94] who created a planar model
containing discrete dislocation points which could form order from initial homogeneous arrange-
ment. Flow stress curves could also be derived from this domain, showing jerky behaviour associated
with large slip events: these are shown in Fig. 2.3.2. Further applications to 3D domains have
been made in order to capture hardening effects through jog-formation and cross slip [96] (though
models have historically been limited to high strain rates ∼ 10s−1, domain sizes of ∼ 10µm and
low dislocation content due to significant CPU requirements).
In 2012 work by Huang et al. [97] looked at DDD within single crystal nickel-based superal-
loys. Simulations results were produced for the uniaxial loading (1s−1) of a small domain RVE
(< 500nm) representative of CMSX-4 alloy containing a single γ′ particle. The gamma channel
width was altered in this model, producing the expected result that lower channel width led to
a higher predicted flow stress for the RVE. Realistic yield strengths were achieved through the
threshold for particle cutting.
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Figure 2.3.2: Jerky flow stress curves produced by Van Der Giessen and Needleman’s planar discrete
dislocation model, emerging through internal dislocation reactions, vs the smooth curves produced
by early continuum model with different hardening parameters [94]
Mobile and sessile dislocation populations may be separately considered through these methods.
However, when applied only to single slip scenarios H. Mughrabi [98] has shown that geometrically
necessary dislocations (GNDs) are not required to predict macroscopic flow stress. The contribution
of GNDs becomes non-zero but small, he argues, when more slip systems are included.
Continuum Dislocation Dynamics - CDD
By contrast Continuum Dislocation Dynamics (CDD) - a term used interchangeably with Field Dis-
location Mechanics (FDM) - is inherently able to handle much larger dislocation content through
homogenisation into a singular scalar dislocation density value for each spatial element in the model.
The ability to resolve more localised heterogeneous phenomena may be maintained by using ap-
propriately small element dimensions. Roy and Acharya [99] have implemented their equation set
from [77] within a FE model to simulate a 1 µm grain representative of aluminium under simple
shear (strain rate 1s−1). Attention was drawn to the low processing time for CDD compared to
DDD, predicting this model to be faster by a factor of ∼ 40. Density within this model, however,
evolved as an amorphous mass within the grain, leaving considerable room for improvement in
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intergranular strain localisation.
This work has been continued into the 2000’s [48][100][101][102][103][104][105] with additions often
added to retain some semblance of short-range interactions (that are lost through homogenisation)
by tracking local line tension and curvature within an element (as in eqn (2.2.4)). Considerable
mention must go to Hochrainer et al. [102] who in 2014 advanced a hd-CDD theory (higher di-
mensional CDD) to include the scalar curvature associated with the density at each element (this
is sometimes referred to as 2.5D CDD theory in literature). In this work short simulations were
carried out over 13.5µs, viewing a uniform distribution of dislocation loops top-down upon a slip
plane during deformation, tracking the density to its inevitable pile-up against zero-flux bound-
aries. Further simulations recreated compression tests of a nickel micro-pillar with “six” active slip
systems, producing a predicted flow stress curve - although it should be noted that the six systems
response was created by only one CDD simulation which represented plasticity on multiple planes.
Amongst others anisotropic dislocation mobilities were discussed as a key area for future work in
this field. Dislocation patterning has been investigated amongst these works, albeit with a minimal
model [103] not designed to recreate realistic patterns, and which has formed only “blobs” (to quote
the authors) of dislocation density in heterogeneous internal patterns. The hd-CDD theory was
governed by:
∂ρ
∂t
= −∇ · (vκ) + vq (2.3.7)
where v is the magnitude of dislocation velocity (with sign), κ is the dislocation density vector
(which may contain information about dislocation character) and q is the scalar curvature density.
In 2015 Sandfeld et al. [106] performed side-by-side comparisons of consistent discrete and con-
tinuum models, finding that the continuum model, carefully designed with appropriate boundary
conditions, could accurately resolve almost the same detail as the discrete simulation, but at much
lower processing costs. The paper argues that computing costs scale with the square of the number
of dislocation segments present in 3D DDD simulations, but have no such processing increase in
CDD. In the same year Xia and El-Azab [53] implemented a continuum formulation for density
evolution within a finite element solver to simulate cross-slip within single crystal copper (5µm3).
These 3D simulations produced flow stress curves and dislocation cell patterning, though there was
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no investigation into the effect of localised plastic strains.
Recently in 2017 Wu et al. [107][108] have used 2D continuum dislocation dynamics coupled
with a phase-field model of particle growth to look into plasticity and precipitate coarsening dur-
ing deformation of nickel-based superalloys. Discrete particle morphologies are included within a
2.5 µm domain; however localised slip bands are not specifically investigated. The simple linear
drag velocity from eqn (2.2.1) is implemented, with the shear stress amended by backstress terms
compensating for short range interactions.
Phase Field Dislocation Dynamics (PFDD) is also used to model physical behaviour through evolv-
ing scalar parameters. Here it is assumed that plastic strain is related directly to the number of
gliding dislocations through [109]
ε
(p)
ij =
1
2
N∑
k=1
b ξk δm(s
k
i n
k
j + s
k
jn
k
i ) (2.3.8)
where δm is the Dirac delta function upon slip plane m.
In 2016 Zeng et al. [110] modelled the transmission of single pure dislocations across FCC ele-
mental boundaries (i.e Ni-Cu) using PFDD, finding screw dislocations require less shear stress to
transmit. Fig. 2.3.3 shows snapshots from this work effectively modelling a single slip band in 2D.
Figure 2.3.3: Single dislocation modelled travelling across a Cu-Ni boundary in 2D using PFDD
[110].
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The gap within the literature, therefore, appears to be that strain localisation due to well-
defined slip bands has not been thoroughly investigated through a field (continuum) dislocation
dynamics model, particularly not within multi-phase microstuctures that can affect the band evo-
lution. Furthermore, specific application of continuum models to nickel-based superalloy systems
with realistic microstructures, for the purpose of macro-property prediction for different internal
parameters, has not to the author’s knowledge been assessed (though discrete modelling in [97] has
shown potential in small domains).
Note: Shear band strain localisation has been found previously investigated within literature on
FE models [111]; however this was in regard to Bulk Metalic Glasses deforming through amorphous
plasticity. Shear bands patterning and avalanche rates were predicted for a dimensionless domain
under pure and simple-shear loading conditions.
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Chapter 3
Field Dislocation Mechanics I:
General Formulation
In this chapter a mathematical framework is developed to describe the evolution of the statisically
stored dislocation state within a system. The proposed theory follows from the work of Basoalto
[112] and Basoalto and Little 2019 [113], which seeks to develop a field dislocation mechanics de-
scription rooted in metallurgical physics.
Note on mathematical representation: For clarity the equations in this section have been duplicated
in both vector notation (left hand side) and index notation (right hand side). For longer equations,
when space will not neatly permit both forms, the index notation has been preferred.
3.1 Development of General Theory
3.1.1 The Burgers Vector
The deformation of a domain from an initial state Ω0 to a final state ΩF is described by the
mapping F , also known as the deformation gradient tensor. This deformation may be decomposed
into separate plastic and elastic contributions [66][67], making use of an intermediate configuration
ΩP concerned with advection of the dislocation field in the lattice. As depicted in Fig. 3.1.1, the
map from Ω0 → ΩP is given by F (p), which leaves the lattice structure unchanged. The second
mapping ΩP → ΩF is given by F (e), which elastically distorts the lattice and arrives at the final
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state. These tensors are related by
F = F (e) · F (p) Fik = F
(e)
ij F
(p)
jk
(3.1.1)
The evolution of the dislocation field will be calculated between the initial and intermediate sate.
Consider a material domain defined by the set of points Ω0 = {X ∈ R3}. Within this domain
let a dislocation loop be defined by the set of points L = {q ∈ R3 | q = (q1, q2, q3)}, where a loop
segment may described by line tangent vector ξ, slip direction s∗ and slip plane normal n. A con-
tour C may be arbitrarily drawn around a section of the loop, such that the dislocation penetrates
the surface of the contour S. An element of this contour has a tangent vector t and unit normal
m. The points upon the dislocation line may be parameterised into points p on a second line I,
such that ψ : I → L, where I ⊂ R, p ∈ I and q = q(p). A deformation within this domain will
cause a displacement u(p) which translates an initial point at X to a new point at x. The graphical
representation of this setup is presented in Fig. 3.1.2.
Figure 3.1.1: Mapping between undeformed and deformed lattice configurations.
The total Burger’s vectorB within a contour is defined as the sum of the enclosed displacements
du(d) within (where basis vectors are labelled e∗):
B =
∫
c
du(d) Bi ei =
∫
c
dui ei
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Figure 3.1.2: Dislocation loop with accompanying contour and vectors.
If the coordinates of the reference (undeformed) system are given by X, then the integral may be
rewritten as follows∫
c
du(d) =
∫
c
du(d) · dX
dX
=
∫
c
du
dX
(d)
· dX
=
∫
c
(∇ u(d)) · dX
=
∫
c
β(d) · dX
∫
c
dui ei =
∫
c
dui ·
dXk
dXk
ei
=
∫
c
( dui
dXk
ei ek
)
· (dXk ek)
=
∫
c
(∂ku
(d)
i ei ek) · (dXk ek)
=
∫
c
β
(d)
ik dXk ei
Where β(d) is the displacement gradient tensor
β(d) = ∇ u(d) β(d)ik = ∂ku
(d)
i
(3.1.2)
Applying Stoke’s theorem can convert the contour integral into a surface integral. This surface dS
will now describe a membrane penetrated by the dislocation lines, causing the contained displace-
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ment field∫
c
β(d) · dX =
∫∫
s
(
∇× β(d)
)
· dS
∫
c
β
(d)
ik dXk =
∫∫
s
εpkm ∂m β
(d)
ik dSp
Here the Nye (1953) dislocation density tensor α may be introduced∫∫
s
(
∇× β(d)
)
· dS =
∫∫
s
α · dS
∫∫
s
εpkm ∂m β
(d)
ik dSp =
∫∫
s
αip dSp (3.1.3)
This tensor may be defined equivalently as a measure of distortion within a domain, using the curl
of the displacement gradient tensor
α =
(
∇× β(d)
)
αip = εpkm ∂m β
(d)
ik
or as a measure of amount of dislocation within a system, using a count of the dislocation quantity
within that domain
α = ρ b⊗ ξ αip = ρ bi ξp (3.1.4)
where ρ is the scalar dislocation density within a domain and b is the Burgers vector of a single
dislocation.
The important finding from this arrangement is that the total Burgers vector across a surface
is given by the integral of the density tensor at that surface
B =
∫∫
s
α · dS Bi =
∫∫
s
αip dSp (3.1.5)
This relationship is the starting point for the continuum model used in this work.
3.1.2 Evolution of Burgers Vector through the Time Derivative
The aim of this section is to derive the transport equation for a continuous field of dislocations.
The approach follows that proposed by Basoalto [112]. From eqn (3.1.5), the rate of change in the
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Burgers vector is given by
Ḃ =
d
dt
∫∫
s
α · dS Ḃi =
d
dt
∫∫
s
αip dSp
and exchanging the integral and derivative operations gives the following
Ḃ =
∫∫
s
{
α · Ṡ + α̇ · dS
}
Ḃi =
∫∫
s
{
αip Ṡp + α̇ipdSp
}
(3.1.6)
To proceed the quantities Ṡ and α̇ need to be determined.
Surface Element Evolution - Ṡ
With reference to Fig. 3.1.1, plastic deformation gradient is defined by
F (p) =
∂x
∂X
F (p)mp =
∂xm
∂Xp
Using Nanson’s formula [114] the change between the reference state dS(0) and the intermediate
state dS of an area element is given by
dS = |F (p)| F (p)−T · dS(0) dSp = |F (p)| F (p)−Tpm dSm(0) (3.1.7)
it follows that the rate of change of an infinitesimal area element dS in the intermediate configuration
is
Ṡp = |Ḟ
(p)| F (p)−Tpm dSm(0) + |F (p)| Ḟ (p)−Tpm dSm(0) (3.1.8)
The rate of change of the Jacobian |Ḟ (p)| vanishes since the volume is conserved during dislocation
slip.
By definition the deformation gradient tensor is orthogonal, i.e.,
F (p) · F (p)−1 = I F (p)im F
(p)−1
mj = δij (3.1.9)
where I is the identity tensor. Taking the time derivative of this expression gives
Ḟ
(p) · F (p)−1 + F (p) · Ḟ (p)−1 = 0 ˙Fim
(p)
Fmj
(p)−1 + F
(p)
im (Ḟ
(p)−1
mj ) = 0
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Noting the definition of the plastic velocity gradient tensor as L
(p)
ij = Ḟ
(p)
im F
(p)−1
mj (see eqn (2.3.4))
the terms may be rearranged to give an expression for Ḟ
(p)−T
L(p) + F (p) · Ḟ (p)−1 = 0
F (p)−1 ·L(p) + F (p)−1 · F (p) · Ḟ (p)−1 = 0
F (p)−1 ·L(p) + I · Ḟ (p)−1 = 0
F (p)−1 ·L(p) + Ḟ (p)−1 = 0
Ḟ
(p)−1
= −F (p)−1 ·L(p)
L
(p)
ij + F
(p)
im (Ḟ
(p)−1
mj ) = 0
L
(p)
ij F
(p)−1
qi + F
(p)
im F
(p)−1
qi (Ḟ
(p)−1
mj ) = 0
L
(p)
ij F
(p)−1
qi + δmq (Ḟ
(p)−1
mj ) = 0
L
(p)
ij F
(p)−1
qi + (Ḟ
(p)−1
qj ) = 0
(Ḟ
(p)−T
jq ) = −L
(p)T
ji F
(p)−T
iq
and the indices can be relabelled to fit with eqn (3.1.8), with n chosen as the arbitrary repeating
index.
Ḟ (p)−Tpm = −L(p)Tpn F (p)−Tnm (3.1.10)
Entering eqn (3.1.10) into (3.1.8) gives
Ṡ = −|F (p)| dS(0) · F (p)−1 ·L(p) Ṡp = −|F (p)| L(p)Tpn F (p)−Tnm dSm(0) (3.1.11)
This allows eqn (3.1.7) to be substituted in
Ṡ = −dS · I ·L(p)
Ṡ = − dS ·L(p) = − L(p)T · dS
Ṡp = − L(p)Tpn dSn
Ṡp = − L(p)Tpn dSn
(3.1.12)
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Rate of change of the Burgers vector
The definition of surface evolution determined in eqn (3.1.12) may now be reinserted into the
Burgers rate integral eqn (3.1.6) to give
Ḃi =
∫∫
s
{
− αip L(p)Tpn dSn + α̇ip dSp
}
Ḃi =
∫∫
s
α̇ip dSp −
∫∫
s
αip L
(p)T
pn dSn
The repeating indices of the right-hand term can now be relabelled to complement the left-hand
integral
Ḃi =
∫∫
s
α̇ip dSp −
∫∫
s
αin L
(p)T
np dSp
Ḃ =
∫∫
s
{
α̇ − α ·L(p)T
}
· dS Ḃi =
∫∫
s
{
α̇ip − αin L(p)Tnp
}
dSp (3.1.13)
This equation, now fully expanded, is the first of two definitions for the Burgers rate. It will act as
one side of the equation for continuity of the system.
3.1.3 Deformation Kinematics of the Dislocation Field
An expression connecting plastic velocity gradient L(p) (defined in eqn (2.3.4)) and the dislocation
density tensor will now be derived.
The plastic displacement of material points at X by a single dislocation of Burgers vector b = b s∗
may be given by
δu(p)(X) =
δq
d
b H(X · n) δu(p)i =
δq
d
bi H(Xknk) (3.1.14)
where δq refers to a small advancement of a dislocation line and d is the mean free path for slip.
When the dislocation advances this path length then δq = d and the material at X is displaced by
a single Burgers vector
δu(p)(X) = b H(X · n) δu(p)i = bi H(Xknk)
where H(X · n) is a Top Hat (boxcar) function describing the region above the slipped surface
S, and n is the plane normal. The function is defined such that H(X · n) = 1 for X between
41
q → q + δq and X · n ≥ 0 , else H(X · n) = 0.
The local plastic displacement gradient associated with such a displacement is therefore
∇ δu(p) = b n δ(S −X) ∂ku
(p)
i = bi nk δ(S −Xk) (3.1.15)
where δ(.) is the Dirac delta function.
The volume average of the plastic part of the displacement gradient is then given by
〈∇ δu(p)〉 = 1
V (Ω)
∫∫∫
Ω
b n δ(S −X) d3X 〈∂ku
(p)
i 〉 =
1
V (Ω)
∫∫∫
Ω
bi nk δ(S −Xk) d3X
(3.1.16)
where the volume average of the Dirac delta function picks out only the slipped surface∫∫∫
Ω
δ(S −X) d3X =
∫∫
S
dS (3.1.17)
and the slipped area may in turn be described by the total length of the dislocation line L multiplied
by the distance advanced δq ∫∫
S
dS =
∮
L
δq(p) ‖t(p)‖ dp = δq L (3.1.18)
Applying eqns (3.1.17) and (3.1.18) sequentially to eqn (3.1.16) gives
〈∇ δu(p)〉 = b n
V (Ω)
δq L 〈∂ku
(p)
i 〉 =
bi nk
V (Ω)
δq L
where the scalar dislocation density may be introduced as ρ = L/V (Ω), the normal vector can be
defined by the right handed set n = ξ × s∗ and the definition of α from eqn (3.1.4) has been used
〈∇ δu(p)〉 = b (ξ × s∗) ρ δq
= α× δq
〈∂ku
(p)
i 〉 = bi εkmn ξm s
∗
n ρ δq
= εkmn αim δqn
Finally, taking the rate of change of this quantity, a definition for the plastic velocity gradient is
formed
〈∇ u̇(p)〉 = L(p)
∴ L(p) = α× q̇
〈∂ku
(p)
i 〉 = L
(p)
ik
∴ L(p)ik = εkmn αim q̇n
(3.1.19)
where q̇ denotes the dislocation velocity, given by the rate of change of the coordinates of a point
on the dislocation line.
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3.1.4 The Dislocation Flux
Considering a group of dislocation lines crossing a contour element of length dl, the local rate of
change of the Burgers vector dḂ will be scaled by the density of dislocations crossing (q̇ ·m) ρ dl.
dḂ = b (q̇ ·m) ρ dl dḂi = bi (q̇kmk) ρ dl (3.1.20)
The contour is set such that the unit vector m is related to the dislocation tangent and contour
tangent through a right-handed set (see Fig. 3.1.2)
m = t× ξ mi = εinp tnξp
And this identity may be applied to form
dḂ = b q̇ · (t× ξ) ρ dl
= b q̇ · (dl× ξ) ρ
dḂi = bi q̇k (εknp tn ξp) ρ dl
= bi q̇k (εknp dln ξp) ρ
Here a cyclic permutation can reorder the triple product so that it matches with the form of the
dislocation density tensor definition in eqn. (3.1.4).
dḂ = ρ b ξ · (q̇ × dl)
= ρ b (ξ × q̇) · dl
= (α× q̇) · dl
dḂi = bi εpkn q̇k dln ξp ρ
= bi εnpk ξp q̇k dln ρ
= εnpk αip q̇k dln
(3.1.21)
The total Burger vector flux across the contour C is therefore
Ḃ =
∫
c
(α× q̇) · dl Ḃi =
∫
c
εnpk αip q̇k dln
where the definition for L(p) in eqn (3.1.19) may be inserted
Ḃ =
∫
c
L(p) · dl Ḃi =
∫
c
L
(p)
in dln (3.1.22)
Stoke’s theorem may be applied again on the contour integral of the flux, to convert this to a
surface integral.
Ḃ =
∫∫
s
(∇×L(p)) · dS Ḃi =
∫∫
s
εlnm ∂m L
(p)
in dSl (3.1.23)
As before, this surface is a hypothetical membrane pierced by dislocation tangent lines as they
traverse the crystal. This equation is the second definition for the Burgers vector evolution and so
acts as the second side of the continuity equation.
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3.1.5 Transport Equation of the Dislocation Field
From eqns (3.1.13) and (3.1.23), the following holds∫∫
s
{
α̇ip − αin L(p)Tnp
}
dSp =
∫∫
s
εlnm ∂m L
(p)
in dSl
As the domains of integration are identical then the contents of the integral must be equal
α̇ip − αin L(p)Tnp = εpnm ∂m L
(p)
in (3.1.24)
This is the transport equation of the dislocation density tensor within a system. If all transport
terms are moved to the left side then any source or sink terms for dislocation density may be added
or subtracted to the right hand side to balance the equation
α̇ − α ·L(p)T − ∇×L(p) = Ġ+ − Ȧ−
α̇ip − αin L(p)Tnp − εpnm ∂m L
(p)
in = G
+
ip − A
−
ip (3.1.25)
in this instance Ġ
+
and Ȧ
−
are tensors describing the generation and annihilation of dislocations.
3.2 Elastic interactions from the Dislocation field
Elastic distortions β(d) created by the presence of a dislocation field will give rise to an associated
stress field π(d) through the stiffness relationship
π(d) = C : β(d) (3.2.1)
where C is the fourth rank stiffness tensor of the material.
It is desirable then that a direct relation between the dislocation density tensor and the dislo-
cation stress be determined. This can be achieved using Mura’s (1963) formula [69] for elastic
distortion at position X arising from the contributions of points X ′ along dislocation line L, this
is often represented in literature as:
βji(X)[ei ej ] =
∮
L
εjnk Cpqmn Gip,q(X −X ′) bm tk dl(X ′)[ei ej ] (3.2.2)
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where G is a Green’s function for isotropic elasticity. The notation Gip,q refers to the gradient of
the Green’s function, taken such that ∇ G ≡ Gip,q [ei ⊗ ep] ⊗ [eq]. Making use of the dot-cross
operator ×̇; defined such that (a b)×̇(c d) = (a · c)(b × d); it is possible to write eqn (3.2.2) in
vector notation:
β(X) =
∮
L
∇ G(X −X ′) : C ×̇ (b t) dl(X ′)
The full form of G is given by
G(X −X ′) = 1
8πµ
[
I ∇2R − 1
2(1− ν)
∇ ∇R
]
(3.2.3)
where µ is the shear modulus, I is identity, ν is Poisson’s ratio and R =‖X −X ′ ‖. The points X
and X ′ exist within the domain Ω.
In order to homogenise the Mura formula it is beneficial to consider a dislocation distribution
within a small volume element ω ⊂ Ω centred at X, with volume δVω(X). This volume surrounds
a dislocation segment of length δl. A dislocation distribution function D(X) may be introduced
across Ω such that the dislocation content at point X is described by
D(X) = b δ(X −X ′)
if a single dislocation is present. The Dirac delta function equals 1 whenever the point X falls on
a dislocation line, and 0 otherwise. For a number of parallel dislocations (with the same Burgers
vector) at the same point, the distribution function becomes a sum across these dislocations
D(X) =
N∑
k=1
b δ(X −X ′ k) (3.2.4)
where N is the number of dislocations and k is the index for the different dislocation lines.
The volume average of the distribution function over small element ω becomes
〈D(X)〉ω =
b
δVω(X)
N∑
k=1
∫∫∫
ω
δ(X −X ′ k) d3X (3.2.5)
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For straight parallel dislocation segments on the same slip plane the coordinates along a dislocation
segment will vary in only one dimension, collapsing the volume integral into a line integral along
the segment length δl, i.e:∫∫∫
ω
δ(X −X ′ k) dX1 dX2 dX3 =
∫
δl
δ(X −X ′ k) dX3 = δl (3.2.6)
Using this equivalence eqn (3.2.5) becomes
〈D(X)〉ω =
b N(X) δl
δVω(X)
= b ρ(X) (3.2.7)
where the scalar dislocation density ρ(X) is introduced as the total length of dislocation contained
in element ω.
If Mura’s formula is now considered for a number of identical dislocations N , following line L
β(X) =
∮
L
∇ G(X −X ′) : C ×̇ (Nb t) dl(X ′)
then the distortion at X contributed by a line segment at point X ′ is
δβ(X −X ′) = ∇ G(X −X ′) : C ×̇ (N(X ′) b t(X ′)) δl(X ′) (3.2.8)
Using the definition in eqn (3.2.7) the distribution function may now be introduced, allowing the
distortion from volume element ω to be calculated
δβ(X −X ′) = ∇ G(X −X ′) : C ×̇ (〈D(X ′)〉ω t(X ′)) δVω(X ′)
and the expression for dislocation density to be introduced
δβ(X −X ′) = ∇ G(X −X ′) : C ×̇ α(X ′) δVω(X ′) (3.2.9)
α(X ′) = 〈D(X)〉ω t(X ′) (3.2.10)
The total dislocation stress at X relates to the sum of the distortions from all other points in the
Ω domain, indexed as X ′ m
π(d)(X) = C :
∑
m∈Ω
δβ(X −X ′ m)
π(d)(X) =
∑
m∈Ω
C : ∇ G(X −X ′ m)) : C ×̇ α(X ′ m)) δVω(X ′ m)) (3.2.11)
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If all volumes δVω are the same, then taking the limit δVω → 0 forms the integral
π(d)(X) =
∫∫∫
Ω
C : ∇ G(X −X ′) : C ×̇ α(X ′)) dV
j(X −X ′) = C : ∇ G(X −X ′) : C (3.2.12)
where the third rank tensor j(X −X ′) is introduced to collect material specific terms.
The dislocation stress field may now be directly defined at any point in a domain by a function of
the dislocation density at all other points
π(d)(X) =
∫∫∫
Ω
j(X −X ′) ×̇ α(X ′)) dV (3.2.13)
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Chapter 4
Field Dislocation Mechanics II:
Application to Nickel-based
Superalloys
This chapter will apply the general FDM formulation to the specific case of a nickel-based super-
alloy material deforming under plane strain conditions. Plane strain simplifications for the SSD
density α, dislocation velocity and stress fields, and interaction with appropriate microstructural
features will all be considered. Finally the integration within a crystal plasticity formulation is
described.
Note: The contributions from geometrically necessary dislocations (GNDs) are omitted from this
work, but will provide grounds for future extension of this model. It is assumed that for the single
crystal, single-slip arrangement in this work the GND effect would be minimal as the deformation
gradients on a slip plane are not severe. This assumption is later discussed in Section 9.3.
4.1 Adapting the Transport Equation to Plane Strain
This section will see the FDM transport equation simplified to 2D plane strain conditions. The
plane of interest is the X1 - X2 plane. The out-of-plane strain components are all removed apart
from ε33, which is also small enough to be negligible.
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It has been stated earlier in eqn (3.1.4) that the dislocation density tensor can be defined as
α = ρ b⊗ ξ αip = ρ bi ξp
in the general case. However if only edge type dislocations are considered with tangent vector
parallel to the X3 axis then the equations can be reduced to a 2D form. All Burgers vectors are set
parallel to the X1 axis, meaning the system contains density that evolves along a single slip plane
(aligned to this axis). This gives the dislocation density the parameters:
b = [b 0 0]
ξ = [0 0 1]
α = ρ

0 0 b
0 0 0
0 0 0
 α13 = ρ b (4.1.1)
Here it can be seen that the α tensor is reduced to a single component α13. As the Burgers
magnitude will be constant upon a single slip system then the dislocation density is now described
by a scalar field ρ(X). A graphical representation of the dislocation alignment is shown in Fig.
(4.1.1), with the slip velocity vector q̇1 indicated.
Figure 4.1.1: Geometry of a single straight edge dislocation within the model.
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If the density tensor in the general form eqn (3.1.24) is replaced with α13 then a scalar continuity
equation can be developed
∂α13
∂t
− α13 L(p)33 − ε3nm ∂m L
(p)
1n = 0
As there is no velocity in the X3 direction within the plane strain setup then L
(p)
33 = 0
∂α13
∂t
− ε3nm ∂m L(p)1n = 0 (4.1.2)
It now remains to evaluate the flux tensor in plane strain. This involves first calculating the value
of the curl of the dislocation flux in general space, then reducing to the scalar setup.
Expanding the Dislocation Flux Term
Expanding the dislocation flux term fully using the definition L
(p)
ik = εkmn αim q̇n from eqn (3.1.19)
gives the following components:
L
(p)
11 = α12 q̇3 − α13 q̇2
L
(p)
12 = α13 q̇1 − α11 q̇3
L
(p)
13 = α11 q̇2 − α12 q̇1
L
(p)
21 = α22 q̇3 − α23 q̇2
L
(p)
22 = α23 q̇1 − α21 q̇3
L
(p)
23 = α21 q̇2 − α22 q̇1
L
(p)
31 = α32 q̇3 − α33 q̇2
L
(p)
32 = α33 q̇1 − α31 q̇3
L
(p)
33 = α31 q̇2 − α32 q̇1
Meaning that for the plane strain setup in eqn (4.1.1), where q̇3 = 0, only two terms survive
L
(p)
11 = − α13 q̇2
L
(p)
12 = α13 q̇1
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Expanding the curl of the flux tensor using placeholder tensor Aip = εpnm ∂m L
(p)
in gives the following
components:
A11 = ∂3 L
(p)
12 − ∂2 L
(p)
13
A12 = ∂1 L
(p)
13 − ∂3 L
(p)
11
A13 = ∂2 L
(p)
11 − ∂1 L
(p)
12
A21 = ∂3 L
(p)
22 − ∂2 L
(p)
23
A22 = ∂1 L
(p)
23 − ∂3 L
(p)
21
A23 = ∂2 L
(p)
21 − ∂1 L
(p)
22
A31 = ∂3 L
(p)
32 − ∂2 L
(p)
33
A32 = ∂1 L
(p)
33 − ∂3 L
(p)
31
A33 = ∂2 L
(p)
31 − ∂1 L
(p)
32
As only L
(p)
11 and L
(p)
12 exist, and because the spatial differential in the third direction has no value
(i.e ∂3 = 0), this leaves only
A13 = ∂2 L
(p)
11 − ∂1 L
(p)
12
ε3nm ∂m L
(p)
1n = A13 = − ∂1 (α13 q̇1) − ∂2 (α13 q̇2) (4.1.3)
The Plane Strain Scalar Continuity Equation
Now the expanded flux term in eqn (4.1.3) can be inserted into eqn (4.1.2)
∂α13
∂t
+ ∂1 (α13 q̇1) + ∂2 (α13 q̇2) = 0
substituting for the scalar density introduces the Burgers magnitude to every term. As this is a
constant for a single dislocation variety then it has no effect on the continuity.
b
∂ρ
∂t
+ b ∂1 (ρ q̇1) + b ∂2 (ρ q̇2) = 0
∂ρ
∂t
+ ∂1 (ρ q̇1) + ∂2 (ρ q̇2) = 0
Using the chain rule and collecting terms now gives a more concise form:
∂ρ
∂t
+ ∇ · (q̇ ρ) = 0 ∂ρ
∂t
+ ∂k (q̇k ρ) = 0 (4.1.4)
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This equation now describes the transport of a field of parallel dislocations within a 2D plastic
state. It requires only the input of the dislocation velocity field within the domain and the boundary
conditions associated with the environment in order to function as a model for dislocation behaviour.
4.2 Dislocation Velocity Contributions
4.2.1 Separation into principle directions
The 2D system and reference frame outlined in the previous section allows the dislocation velocity
term q̇ to be split into the perpendicular components of glide vg and climb vg which are aligned
with the principle axes of the coordinate system, e1 and e2. By expanding the divergence term
within eqn (4.1.4) the scalar value of the glide and climb velocity can then be associated with the
differential in each direction.
q̇ = vg + vc = vg e1 + vc e2
∂ρ
∂t
+
∂(ρvg)
∂x1
+
∂(ρvc)
∂x2
= 0 (4.2.1)
Similarly the motive force upon the dislocation fmot can be split into components fmot1 and f
mot
2 ,
resolved in the principle directions. The term motive force is used to discern the force that is
driving dislocation movement after factors such as line-tension drag and internal stress fields are
accounted for. fmot1 arises from shear stresses upon the slip plane, while f
mot
2 is normal to the
plane. The full derivation of these forces within the current work is provided in Section (4.3.2), but
it is sufficient here to assume this as the resultant force upon the dislocation.
4.2.2 Glide Velocity
The dislocation glide velocity can be calculated assuming one of two mobility conditions: either
a lattice phonon drag based mobility or a jog-controlled mobility. Both velocities are functions of
fmot1 , but each applies within a different shear stress regime. The largest drag contribution will
supersede the smaller, meaning that the lowest calculated velocity should be used within the con-
tinuity equation.
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The lattice vibration/phonon drag coefficient B can be approximated through molecular dynamics
simulations or inferred from experimental observations of in-situ deformation, with varying degrees
of agreement in the literature [50][53][115][116][117]. This drag coefficient is also expressed as a
mobility factor M which linearly relates the force on the dislocation to a free-glide velocity vphonong
following:
vphonong = M f
mot
1 , M =
1
B
(4.2.2)
Molecular dynamics simulations by Dongsheng Li et al [115] have produced values ofM ≈ 2800Pa−1s−1
(B = 3.57x10−4Pa s) at room temperature, for a Fe-Ni alloy with 20% nickel composition. The
trend for this alloy system assumed a reduction in mobility as temperature or % nickel composition
increased. Urabe and Weertman [116] undertook experiments on similar FCC single crystal iron
samples in the mid 1970s, where rapid stress pulses were used to spur dislocation movement and
the distances travelled during the pulse duration were converted into mobility measurements. At
room temperature a value of M = 2940Pa−1s−1 (B = 3.4x10−4Pa s) was determined.
Another method for predicting the phonon drag is derived from the Debye frequency of the lattice.
The Debye frequency of a crystal is given by [118]
νDebye = νsound
( 3
4πΩatom
) 1
3
(4.2.3)
where νDebye is the Debye frequency of the lattice, vsound is the speed of sound in the material and
Ωatom is the atomic volume. The drag coefficient B is then calculated by [119]
B =
kBT
ΩatomνDebye
(4.2.4)
where kB is the Boltzman constant and T is the material temperature. This equation calculates a
mobility of M = 5076Pa−1s−1 (B =1.97×10−4 Pa s) at 973K for a CMSX-6 type superalloy, using
the material parameters from Section 5.5. This value is almost double the simulated/measured
values quoted above, however the predicted dislocations velocities for each value fall within the
expected orders of magnitude found within literature [25]. For an applied stress of 200MPa the
molecular dynamics value would give dislocation velocity of 142.2 ms−1, the experimentally ob-
served value would give dislocation velocity of 149.4 ms−1 and the calculated value would give
dislocation velocity of 258.1 ms−1.
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Noted CDD modeller Thomas Hochrainer has discussed dislocation mobility in a recent paper
[120], he writes frankly “Another open problem is the form of the mobility function which remains
on the level of an educated guess so far.”. The author goes on to suggest that a dimensionless
prefactor with a narrow range could be used to adjust the dislocation mobility as required to yield
smooth transition to plastic flow around the yield stress.
The jog-controlled velocity is derived from the diffusion of jogs through the lattice. Jogs on a
dislocation gliding on the 〈1̄10〉{111} system will not have a burgers vector parallel with the slip
direction and therefore will not easily undergo slip. Vacancy diffusion is required to move these
jogs. Smaller jog spacing means there will be a greater number of jogs per unit length and more
vacancy diffusion is required to move a given length of dislocation line, thus a lower line velocity
vjogg is calculated. The relationship has an exponential form [44][121]
vjogg =
4πDs
hjog
exp
(fmot1 bλjog
kBT
− 1
)
(4.2.5)
where Ds is the diffusion coefficient, b is the magnitude of the burgers vector, λjog is the jog
spacing and hjog is the mean jog height (taken here as the close-packed inter-plane spacing for
FCC hjog =
√
2√
3
b ). The diffusion coefficient may be determined for a given temperature using an
Arrenhius relationship:
Ds = Ds,0 exp
(−Q
RT
)
(4.2.6)
where Ds,0 is the maximal diffusion coefficient at infinite temperature, Q is the activation energy
and R is the molar gas constant.
Having calculated both potential velocities at any given instant, a Heaviside function is used to
determine the value which shall be used within the continuity equation:
vg =

vjogg , if v
jog
g ≤ vphonong
vphonong , if v
jog
g > v
phonon
g
In practice this means that for low shear stresses the jog-controlled term initially dominates, causing
very low vjogg velocities in the flat region before the exponential function curves. As the stress
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increases the exponential function approaches an asymptote and the velocities rapidly increase,
surpassing the vphonong velocities calculated for the internal lattice drag method. From this point
onwards the lattice drag is preferred as the dominant drag system. Fig. 4.2.1 provides the calculated
velocities vs shear stress for a nickel-based superslloy with a range of jog-spacings at 700oC, the
latter Fig. 4.2.2 shows the same data with a different scale (materials parameters for the alloy
can be found in Section (5.5.2)). Fig. 4.2.3 shows an example of the resultant velocity profile
chosen within single phase λjog = 300b simulations. A similar velocity profile has been presented
by Gurrutxaga-Lerma et al [122] in a comprehensive discussion of dislocation mobility regimes.
Figure 4.2.1: Plot showing Shear Stress vs Velocity of Dislocations at 700oC. Coloured lines indicate
the jog-controlled velocities for different jog spacings while the dotted line is the phonon-drag
controlled velocity.
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Figure 4.2.2: Plot showing Shear Stress vs Velocity of Dislocations at 700oC. Coloured lines indicate
the jog-controlled velocities for different jog spacings while the dotted line is the phonon-drag
controlled velocity.
Figure 4.2.3: Plot showing glide velocity profile used within single-phase simulations with λjog =
300b.
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4.2.3 Climb Velocity
The mechanism for dislocation climb is vacancy driven, requiring an unoccupied lattice site to
migrate towards the bottom of the extra atomic plane that makes-up an edge dislocation. This
effectively causes the half-plane to move ‘upward’ one atomic spacing perpendicular to the glide
direction.
The physical mechanism has been defined in terms of the concentration gradients of vacancies
moving from the bulk material and towards dislocation cores. In this way the crystal attempts to
minimise the Gibbs free energy, giving the basis for the diffusion driven climb velocity term within
the model [25]
vc =
4π
b
Dv
[
exp
(fmot2 Ωatom
b kB T
)
− 1
]
(4.2.7)
where Dv is the vacancy diffusivity of the material and Ωatom the vacancy/atomic volume. The
vacancy diffusivity can be found through the Arrhenius relationship with the self-diffusivity constant
Ds,0.
Dv = Ds,0 exp
(
− Q
kBT
)
(4.2.8)
where Q is the activation energy for diffusion (∼ 310 kJ).
Though the climb velocity has strong temperature dependency, it will generally be orders of mag-
nitude lower than the glide velocity.
4.3 Calculation of the 2D Stress Field
Within this model the stress at an element of the FDM domain has two contributing terms. The first
contribution is that which a Finite Element (FE) solver calculates from the deformation gradients
using the CP formulation (i.e the deformation kinematics from the applied boundary conditions
and moving dislocation field). The second accounts for dislocation interactions required to correctly
evaluate the transport equation, this contribution must be handled explicitly (via the internal dislo-
cation stress fields) and is not part of traditional CP. This stress formulation is typical in literature
concerning both discrete and continuous dislocation modelling [94][123][124][125]. The terms add
linearly as they are both expressed in the same plane strain reference frame.
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The local stress required to solve the FE boundary value problem π∞ can be extracted from
the FE solver and mapped directly to the FDM material point for each timestep in an iterative
scheme. The local internal dislocation stress field πd is independent of applied conditions, and must
be calculated from the current dislocation positions at the start of each increment. The traditional
stress symbol “σ” will be reserved for the macro-scale stress state of the domain, while the current
“π” nomenclature will refer to a local stress or microstress state.
The stress from a field of dislocation density was discussed in Section 3.2 for a generalised 3D
system. In that case the stress was determined by a third rank tensor acting upon the dislocation
density field. For a simplified 2D system containing only parallel edge dislocations, however, the
stress at X due to dislocations at X0 may be described by a scalar material constant A, scalar
density ρ and a second rank tensor describing the field shape g.
πd(X) = −A ρ(X0) g(X −X0) (4.3.1)
A =
µb
2π(1− ν)
(4.3.2)
where µ is the shear modulus of the material and ν is the Poissons ration. This relationship and
the field shapes for screw and edge-type dislocations are well known to literature [44][49][126].
Taking the standard formulas for an edge dislocation in Cartesian coordinates, where X = (x, y)
and X0 = (x0, y0), the individual terms of the tensor are described in 2D by
g11(X −X0) = (y − y0)
3(x− x0)2 + (y − y0)2
((x− x0)2 + (y − y0)2)2
g22(X −X0) = (y − y0)
(x− x0)2 − (y − y0)2
((x− x0)2 + (y − y0)2)2
g12(X −X0) = g21(X −X0) = (x− x0)
(x− x0)2 − (y − y0)2
((x− x0)2 + (y − y0)2)2
g13 = g23 = g31 = g32 = 0
g33(X −X0) = v (g11(X −X0) + g22(X −X0)) (4.3.3)
Combining eqns (4.3.1), (4.3.2) and (4.3.3) will describe the stress field at all points X within the
domain, emitted from a single location X0. A surface integral may be used to sum for the total
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field at X emitted from every other point within the domain. The fields are then layered atop one
another to find the complete internal stress field (as illustrated in Fig. 4.3.1).
πd(X) = A
∫∫
ρ(X0) g(X −X0) d2X0 (4.3.4)
The total local stress on a dislocation at each element location X is given by the sum of externally
applied, π∞, and internal dislocation, πd, stress contributions
π(X) = π∞(X) + πd(X) (4.3.5)
Figure 4.3.1: Plotting the g11 component of the g-field for nine random points of dislocation density
within a 10 µm domain. The emitted fields sums into a continuous description across the domain.
4.3.1 Force on the dislocation field
The force acting on a dislocation within an element is found using the Peach-Koehler relationship
[126]
f∞(X) = ξ × (π∞(X) · b)
fd(X) = ξ × (πd(X) · b)
f(X) = f∞(X) + fd(X) (4.3.6)
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where ξ and b are the line tangent and Burgers vectors within the simulation reference frame.
No out-of-plane force vector along e3 will exist for the chosen dislocation type (eqn 4.1.1), leaving:
f∞(X) = f∞1 e1 + f
∞
2 e2
fd(X) = fd1 e1 + f
d
2 e2
From these force components the local glide and climb velocities can be determined.
4.3.2 Line tension force from dislocation pinning
A commonly observed phenomenon of dislocation dynamics is the pinning effect caused by inho-
mogeneities in the crystal matrix as they obstruct sections of a dislocation line. When a section
of dislocation line is pinned, the unpinned sections may continue to move, bowing out between
obstructions. This causes the dislocation line to curve and introduces a restorative force due to line
tension, which acts to stop further bowing [6] [56]. This line tension must be overcome before a bow-
ing dislocation segment can advance. Causes of pinning may generally include precipitate phases
in the bulk material in the form of particles or lathes; grain or sub-grain boundaries between non-
complimentary orientations and entanglement with fellow dislocation lines on different slip systems.
In the case of nickel-based superalloys, the γ′ phase particles provide a significant pinning effect. As
such, before introducing the discrete particles to the 2D domain (in Section 5.4.3) and considering
the cutting mechanism, it is important to appreciate the out-of-plane effect of the non-resolved
particles. These obstacles exist outside of the resolved plane, meaning the individual interactions
cannot be addressed and the effect must be approximated through a mean-field drag term. This
term supposes a hypothetical curvature κ of the dislocation line segment between the out-of-plane
pinning points, from this curvature a line tension is derived and then applied as a drag force f lt
against the motion of the dislocation.
This drag force works only in the glide direction and is given by
f lt = Tκ e1 = f lt1 e1 (4.3.7)
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where T is a material-specific tension approximated by T ≈ 12µb
2.
Curvature is calculated for all elements within the domain at the start of each timestep using
the geometrical relations of the circle segment bounded by a dislocation line arcing between two
pinning points. The pinning point spacing is given by λpin and may take values of either the edge-
to-edge particle spacing or the grain size depending on criteria that will be discussed later.
Deriving the dislocation curvature
Consider two pinning points lying upon an axis described by coordinate x, as illustrated in Fig.
4.3.2. A dislocation bowing between these points will originally be flat with the axis before each
point on the line begins to displace away from its original position by displacement u(x). The force
required to cause this displacement is
Figure 4.3.2: Illustration of geometry for calculating hypothetical curvature and drag effects caused
by dislocations bowing between pinning points
f1 = −T
∂2u
∂x2
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From this the equation for the displacement at each point along the axis can be found
∂2u
∂x2
= −f1
T
∂u
∂x
= −f1
T
x + c
u(x) = − f1
2T
x2 + c x + a (4.3.8)
where c and a are integration constants. Inserting the edge of the curve limits x =
−λpin
2 and
x =
λpin
2 into the function for u is known to give zero displacement:
0 = − f1
2T
(λpin
2
)2
+ c
(λpin
2
)
+ a (4.3.9)
0 = − f1
2T
(−λpin
2
)2
+ c
(−λpin
2
)
+ a (4.3.10)
Taking eqn (4.3.10) from eqn (4.3.9) can determine the value of the constants
c = 0
a =
f1
2T
(λpin
2
)2
Applying these to eqn (4.3.8) gives:
u(x) = − f1
2T
x2 +
f1
2T
(λpin
2
)2
u(x) = − f1
2T
(λ2pin
4
− x2
)
(4.3.11)
As maximum displacement umax occurs when x = 0, then this displacement is found to be
umax =
f1 λ
2
pin
8T
umax =
(f∞1 + f
d
1 ) λ
2
pin
8T
(4.3.12)
Considering the circle upon which the pinning points and dislocation line lie, in Fig. 4.3.2, then the
chord length is equivalent to the pinning spacing. The sagitta is given by Umax and will therefore
change with the applied force f1. Knowing both the chord and the sagitta, known geometrical
relations may be applied in order to calculate the radius r of the circle, and therefore the curvature
of the dislocation segment.
r =
umax
2
+
λ2pin
8 umax
(4.3.13)
κ =
1
r
(4.3.14)
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Applying the line tension drag force
In this framework the pinning spacing has a number of potential contributors. For a perfect defect-
free homogeneous matrix the spacing is set to default to the dimension of the domain λgrain. When
gamma prime particles are introduced to a matrix, the average spacing of the large secondary par-
ticles λL or small tertiary particles λs may be used as the pinning point spacing. The smaller of the
available spacings is the appropriate choice for such calculations, as smaller spacings will lead to a
greater drag effect and supersede the effect of the others. When included, the tertiary γ′ normally
account for the smallest pinning spacing, however it is important to note that high stresses the
particles can be sheared and so lose their effect as obstacles in the mean-field calculations. It is
therefore necessary to change the pinning point spacing dynamically with the local stress conditions
in the model.
If the forces required to cut a tertiary or secondary particle are ftert and fsec respectively, then the
choice of pinning point spacing to use in eqns (4.3.12) and (4.3.13) is given by a logical function
relating to the domain of the simulation in question. The functions (listed below) are formulated
so that when reading from top to bottom the first applicable case should be chosen.
For a pure-matrix simulation:
λpin = λgrain
For a simulation with a unimodal particle distribution (in this example only secondaries):
λpin =

λL , if f
∞
1 + f
d
1 < fsec
λgrain , else
For a bimodal secondary and tertiary particle distribution:
λpin =

λs , if λs ≤ λL and f∞1 + fd1 < ftert
λL , if f
∞
1 + f
d
1 > ftert and f
∞
1 + f
d
1 < fsec
λgrain , else
(4.3.15)
The combination of forces from external conditions, internal dislocation stress fields and line tension
drag gives the resultant force contribution that drives the dislocation motion. This force will be
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termed the motive force fmot as it pertains only to the local force moving the dislocations within
an element.
fmot(x) = fmot1 e1 + f
mot
2 e2
fmot1 = f
∞
1 + f
d
1 − f lt1
fmot2 = f
∞
2 + f
d
2 (4.3.16)
As the line tension drag force is acting as a response to an applied force trying to push a dislocation
between two pinning points, it is not physically possible for it to exceed the force being applied. To
guard against this eventuality the condition fmot1 = 0 is applied for elements where f
∞
1 + f
d
1 < f
lt
1 .
This stops the line tension from erroneously reversing the direction of motion and instead creates
a situation where dislocation motion will cease if the line tension cannot be overcome.
Figure 4.3.3 illustrates how the motive force vector varies for a dislocation in a domain with and
without a particle field, when moving under three different applied external forces. The topmost
image depicts the hypothetical interaction with the non-resolved particles, while the bottommost
image shows the corresponding information handled by the model. The effect of jogs, grain bound-
aries and further particles sizes are omitted for simplicity. Situation A considers a dislocation
travelling unperturbed through a matrix without particles under some force f∞ [1]. Situation B
introduces a particle field where the line tension drag exceeds f∞ [1] and so stops the dislocation.
Situation C applies a larger force f∞ [2], such that the line tension can be overcome and the disloca-
tion can bow between the particles and progress onwards (experiencing the drag term). Situation
D further increases the external force to f∞ [3], which is greater than the cutting threshold for
the particle distribution, meaning the particles are sheared and no longer act as pinning points or
impose a line tension.
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Figure 4.3.3: An illustration of four potential conditions within the model, determined by the
applied force and the particle field present. The resultant motive force vector appears below the
dislocation as the black arrow.
The motive force components acting within an element are fed into the appropriate glide and
climb velocity equations (4.2.2), (4.2.5) or (4.2.7) in order to find the velocities for the dislocation
density. In this way the velocity of the density changes in real time as a response to the local
conditions and environment. These values may then be implemented within the finite difference
scheme in order to advect the density around the domain.
4.4 Shearing of γ′ Precipitates
4.4.1 Background to the precipitate strengthening effect
The gamma γ matrix and gamma prime γ′ precipitate phases of nickel-base superalloys have a
coherent crystal structure, meaning the precipitate slip systems are closely aligned to the parent
matrix (± 0.1 % [11]). This allows dislocations to move between phases without the creation of a
residual dislocation or complex Burgers vector reactions; the only obstruction to slip transfer is the
necessary creation of an anti-phase boundary (APB) within the particle.
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The matrix phase is a disordered FCC arrangement with randomly distributed constituent atoms
across the lattice sites, while the precipitate is an ordered FCC with the nickel atoms taking the
face centre positions and either aluminium or titanium taking the corners. As the ordered γ′ has
a larger distance between repeating elements in the slip driection, the Burgers vector (while com-
plimentary to the direction of the matrix vector) is larger by a factor of ∼ ×2. A single matrix
dislocation moving into the precipitate is therefore not enough to slip the more ordered structure
by a full Burgers vector and so instead creates a high-energy situation with an APB between the
slipped and non-slipped regions. A second matrix dislocation following the first can restore order
to the precipitate and eliminate the APB [6] [127].
In the γ′ phase the energy per unit area required to create an anti-phase boundary eapb is ∼ 0.2
Jm−2, typically this prevents shearing until high stress regimes, when dislocations push on particle
surfaces with considerable force. The energy barrier allows the precipitate phase to be used to
delay yield by effectively acting as a barrier to plastic flow, causing dislocation pile-up. When a
matrix dislocation manages to pass through the cross-section of a particle the particle is said to be
“sheared” or “cut”.
4.4.2 Approach to modelling particle shear
The model for shearing a precipitate particle involves equivalating the work done in advancing a
dislocation line to the energy required to create the associated area of APB. Only the first of a pair
of shearing dislocation is considered in this model, for it is this dislocation that comes up against
the energy barrier while the second has an energetically favourable progression as it restores the
crystal to the lower energy state.
The work done δW in moving a dislocation segment of length L is given by
δW = τ b L δq (4.4.1)
where τ is the shear stress along the plane and δq is displacement of the dislocation into the particle.
The energy deficit δE for the creation of an APB is given by
δE = 2R eapb δq (4.4.2)
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where particle cross sections are modelled as squares with R as the radius. Thus 2Rδq is the area
of an APB surface. Fig. (4.4.1) illustrates the set-up graphically.
Figure 4.4.1: Cutting of a single particle - Single dislocation waiting at particle face (grey) moving
distance δq to new location (black) and creating an area of APB (dark blue)
Singular size distribution of particles
A particle distribution of average radius r̂ may be described by two particle spacings: the edge-
to-edge spacing λ and the centre-to-centre spacing λ∗. The two are related simply via λ∗ = 2 r̂ + λ.
Taking the average centre-to-centre spacing λ∗ of these particles as the dislocation segment length,
and using the average particle radius r̂ for the distribution, it is possible to create a repeating unit
cell to model cutting events. Fig. (4.4.2) depicts the centre-to-centre spacing and the small lateral
displacement that creates the repeating cell (two equivalent cells are labelled). With L = λ∗ and
R = r̂ and setting δW = δE, the condition for cutting a given particle may be obtained.
τ b λ∗ δq = 2 r̂ eapb δq (4.4.3)
This means the shear stress threshold τcut above which a particle can be cut is given by
τcut ≥
2 r̂ eapb
b λ∗
(4.4.4)
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Figure 4.4.2: Distribution of larger secondary particles with interstitial smaller tertiary particles.
Multi-modal size distribution of particles
When multiple particle sizes are introduced to a domain then it is necessary to calculate the total
contribution of interstitial particles which would be cut during the cutting of a larger particle. This
is accomplished by assuming that both particles sizes will be encountered across the line segment
L, and during the advancement δq2 through a secondary particle the dislocation line will move a
uniform δq3 through any tertiaries encountered.
If the larger particles are taken to be secondary particles of radius r̂2 with centre-to-centre spacing
λ∗2 and the smaller are taken as tertiaries with corresponding parameters r̂3 and λ
∗
3 then the work
done in advancing the dislocation line across the secondary unit cell has the same form as eqn
(4.4.1):
δW = τ b λ∗2 δq2 (4.4.5)
where the larger spacing is used as the dislocation segment length.
The APB energy term appears as before, but with an additional term to account for the effect
of a number of tertiaries δN3 which exist in the gaps between secondaries. Fig. (4.4.3) illustrates
the situation.
δE = 2 r̂2 eapb δq2 + 2 r̂3 eapb δq3 δN3 (4.4.6)
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The number of tertiaries encountered by the line segment is calculated from the relative spacing
information
δN3 =
λ∗2
λ∗3
(4.4.7)
Thus the energy term becomes
δE = 2 r̂2 eapb δq2 + 2 r̂3 eapb δq3
λ∗2
λ∗3
= 2 eapb
[
r̂2 δq2 + r̂3 δq3
λ∗2
λ∗3
]
(4.4.8)
and the work - energy balance is
τ b λ∗2 δq2 = 2 eapb
[
r̂2 δq2 + r̂3 δq3
λ∗2
λ∗3
]
(4.4.9)
giving the cutting threshold for combined secondaries and interstitial tertiaries as
τcut =
2 eapb
b
[ r̂2
λ∗2
+
r̂3
λ∗3
δq3
δq2
]
(4.4.10)
It is assumed for this model that the shearing displacement into the secondaries and the tertiaries
is approximately equal, meaning δq2 ≈ δq3 and the stress threshold for cutting the larger particle
in a bimodal distribution is just the linear addition of the effects of two unimodal distributions:
τcut =
2 eapb
b
[ r̂2
λ∗2
+
r̂3
λ∗3
]
(4.4.11)
Figure 4.4.3: Cutting of a multiple particles - Single dislocation waiting at large particle face (grey)
moving distance δq to new location (black) and creating an area of APB (dark blue)
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Considering now the forces acting upon a dislocation, the local cutting condition becomes
fmot1 ≥ 2 eapb
[ r̂2
λ∗2
+
r̂3
λ∗3
]
(4.4.12)
More information on the implementation of this cutting condition is covered in the discussion of
environmental boundary conditions in Section 5.4.3.
4.5 Reaction Terms
The terms Ġ+ and Ȧ− in eqn (3.1.25) have been neglected for simplicity during the adaptation to
plane strain in Section 4.1. Perfect conservation of dislocation density has been assumed such that
the continuity equation balances against a net flux of zero across the domain (with 0 appearing on
the right hand side of most equations). This balance can be altered reaction terms, which account
for dislocation density entering and leaving the domain. The scope of these terms could potentially
cover a broad spectrum of dislocation source/sink mechanisms, but essentially rely on separate
functions for the addition or removal of density in a local area.
Within this work the Ġ+ term refers to the generation of dislocation density at a source loca-
tion using the mechanism of a Frank-Read source [44][128]. The generation conditions for a given
source at location x are taken from the work of Benzerga et al. in 2004 [123]
Ġ+(X) = ρsource Γ
n,+(X, τ, lFR) (4.5.1)
with lFR as Frank-Read source length, Γ
n,+ as the frequency of generation and ρsource as the amount
of density introduced in each generation.
Source generation frequency is given by the inverse of the nucleation time tnuc, which in turn
is approximated by the time taken for a dislocation to bow out to a critical distance y∗ between
two obstacles separated by lFR, as shown in Figure 4.5.1. The critical distance is here set to
lFR
2 :
Γn,+(X, τ, lFR) =
1
tnuc
tnuc =
y∗
vg
=
lFR
2 vg
(4.5.2)
The threshold stress at which source activation occurs, τgen, is given by
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Figure 4.5.1: A new dislocation bowing between two pinning points.
τgen = α
G |b|
lFR
(4.5.3)
where G is the shear modulus of the material and α is a constant (here α = 0.25).
Annihilation of dislocations may occur when opposite-signed dislocation density is present upon the
same node. In this instance a fraction of the density is removed from the simulation according to
a constant that describes the probability of annihilation occurring Pann (between two dislocations
within the interaction distance associated with a single node). The positive and negative density
can be described by ρ+,n(X) and ρ−,n(X) respectively.
Ȧ−(X) = Pann ρ
+,n(X) ρ−,n(X) (4.5.4)
The simulations within this work will contain only positive edge statisically stored dislocations
(SSDs), thus ρ−,n(X) = 0 at all times.
4.6 Crystal Plasticity Framework for the UMAT subroutine
A crystal plasticity framework may be used to determine the stress within an element of a FE
model. Recalling eqn (2.3.6), the definition of the stress at a point X is a function of the local
elastic strain ε(e)(X) at that point
π∞(X) = C : ε(e)(X) (4.6.1)
It follows that the elastic strain field ε(e) must be defined at all points for each increment within
the FE solver. As all the tensors in the CP equations have a spatial dependency, the notation ∗(X)
will henceforth be dropped.
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Using the definition for the Green-Langrangian strain tensor, elastic strain can be expressed in
terms of the elastic deformation gradient F (e):
ε(e) =
1
2
(
F (e)
T
F (e) − I
)
(4.6.2)
where I is the second-order identity matrix.
The elastic component F (e) can be separated from the total deformation gradient tensor F us-
ing the principle of Lee decomposition:
F = F (e) · F (p) → F (e) = F · F (p)−1 (4.6.3)
where F (p) is the plastic deformation gradient tensor.
The finite element software automatically finds the total deformation gradient F at each new
time increment, leaving only the plastic component F (p) to be determined in order to find the
updated stress state. The output from the FDM formulation can be used to find this unknown
quantity.
The dislocation density and glide velocity at a given location produce the local plastic shear rate
γ̇ during each FDM timestep
γ̇(X) = b ρ(X) vg(X) (4.6.4)
These shear rates may be averaged across a larger FE timestep using eqn (5.4.1), to produce the
FE shear rate γ̇abq.
The sum of the plastic shear rates upon each of the different slip systems gives the plastic ve-
locity gradient tensor L(p)
L(p) =
∑
m=1,12
γ̇ mabq s
m ⊗ nm (4.6.5)
where sm and nm are the slip and normal unit vectors for the slip system denoted by the index m.
Of the twelve available primary slip systems in a FCC crystal, the 〈1̄10〉 direction on the (111) plane
is the only system considered for the plane strain implementation. The slip and normal vectors
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expressed within this reference frame are s = [1 0 0] and n = [0 1 0], meaning that only the shear
component L
(p)
12 of the plastic velocity gradient is non-zero (see Fig. 5.2.3)
L(p) =

0 γ̇abq 0
0 0 0
0 0 0

and consequently all plastic deformation has only shear components.
The plastic velocity gradient tensor may also be expressed through the plastic deformation gradient
L(p) = Ḟ
(p) · F (p)−1 (4.6.6)
The rate of change Ḟ
(p)
can be approximated using the change of value between the previous
timestep F (p)
0
and the current timestep F (p)
1
Ḟ
(p) ≈
F (p)
1
− F (p)
0
∆tabq
(4.6.7)
Inserting eqn (4.6.7) into eqn (4.6.6) and rearranging allows the updated plastic deformation gra-
dient to be calculated from the plastic velocity gradient
F (p)
1
= F (p)
0
(
∆tabqL
(p) + I
)
(4.6.8)
The initial value of F (p)
0
before deformation has started may be taken as identity, as the simulations
will begin in a state without plastic deformation. The instantaneous value of L(p) is calculated di-
rectly from eqn (4.6.5) and the sequence may be iterated for each FE timestep.
The updated F (p)
1
can then be fed back into eqn (4.6.3) and (4.6.2) in order to receive the up-
dated elastic strain state and solve for the stress of the system.
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Chapter 5
Numerical Implementation
5.1 Constitutive Model Framework and Boundary Value Problem
This section presents a summary of the constitutive framework and boundary value problem (BVP)
which will be solved. The following sections will focus on the numerical implementation and pa-
rameter identification.
The spatial/temporal evolution of dislocation density within the crystal lattice is determined using
eqns (3.1.19), (3.1.25) and (4.5.1). The dislocation velocity q̇ will evolve according to the local
motive force using eqns (3.2.12), (4.3.7) and (4.3.16), where this force takes contributions from
the applied stress π(∞), internal dislocation stress fields π(d) and dislocation line tension f lt. The
dislocation transport equations are:
α̇ = α · (α× q̇)T + ∇× (α× q̇) + Ġ+ (5.1.1)
q̇ = q̇(fmot,X)
fmot = f − f lt
f = t ×
(
π(∞)(X) + π(d)(X)
)
· b
π(d)(X) =
∫∫∫
Ω
j(X −X ′) ×̇ α(X ′) dV (5.1.2)
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The deformation kinematics and stress update are calculated using eqns (3.1.19), (4.6.1) and (4.6.2):
L(p) = α× q̇ =
∑
m=1,12
γ̇ mabq s
m ⊗ nm
L(p) = Ḟ
(p) · F (p)−1 , F (e) = F · F (p)−1
π(∞)(X) =
1
2
C :
(
F (e)
T · F (e) − I
)
The microscale fields are assumed to satisfy quasi-equilibrium conditions:
∇ · π(∞) = 0 (∀ X ∈ Ω)
Te present study will focus on shear modes of deformation (as described in Section 5.2.1). Thus
the BVP is subject to the following boundary conditions:
u̇ = u̇(∞) (∀ X ∈ ∂Ω)
It was shown through Sections 4.1 and 4.5 that within the 2D plane strain setup, using single
slip and positive edge dislocations without any dislocation sink terms, eqn (5.1.1) becomes the
scalar density evolution (of SSDs):
∂ρ
∂t
+ ∇ · (q̇ ρ) = Ġ+ (5.1.3)
This is the equation which will be solved at each node within the spatial domain.
The plane-strain setup also allows the stress field in eqn (5.1.2) to reduce to the 2D form given in
Section 4.3
π(d)(X) = A
∫∫
ρ(X ′) g(X −X ′) d2X (5.1.4)
The implementation of the FDM code, the UMAT and the Abaqus FE model will now be expanded
upon.
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5.2 RVE Finite Element Implementation
A finite difference (FD) scheme has been developed to solve the transport equation numerically
for the dislocation density tensor and has been coupled to the commercial finite element software
ABAQUS v6.13-1 through a user-defined material subroutine (UMAT).
The UMAT outputs the stress state in the current configuration and the stiffness tangent ma-
trix. These are calculated from the material constitutive descriptions which must be specified. At
the start of each increment input to the routine includes: the increment time ∆t, element tempera-
ture T , element deformation gradient tensor at the start of the increment F
0
, element deformation
gradient tensor at the end of the increment F
1
and the range of chosen state variables.
In this setup the model requires a state variable for the shear rate γ̇ to be calculated for each
increment. This variable can be used within the CP calculations to define the plastic deformation
state. A bespoke FORTRAN code was created to handle the FD scheme for dislocation transport;
this code was called through a second routine, URDFIL, which can access the state variable values
of all elements at the end of each step.
Within this routine the FDM code takes the current increment stress state as an input, allow-
ing the dislocation state to evolve for a single timestep and the shear rate to be calculated. The
shear rate is saved to the COMMON memory block which is shared between subroutines and is
available for the UMAT to call at the start of the next increment. The process is mapped out
graphically in Fig. 5.2.1.
As well as the shear rate the COMMON block also carries other variables from the FDM code
which are not of direct use in calculations, but which may be of interest when visualised using the
ABAQUS viewer (i.e dislocation density, source location etc.). These are saved as state variables
on entering the UMAT on the next increment.
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Figure 5.2.1: Flow chart for a single time increment of the FE-FDM model.
5.2.1 RVE model and boundary conditions
In the present study RVEs subject to plane strain conditions have been set up with ABAQUS.
The domain size and shape was chosen to match the grains of a disc nickel-based superalloy, which
typically lie in the range 5-50 µm [13][129], with the average grain shape being equiaxed. A square
domain was deemed a reasonable 2D approximation, and side lengths in this work range from 5-30
µm.
The grain was meshed using equally sized tetragonal plane strain elements with reduced inte-
gration points (of type CPEG4R). This element type was appropriate for 2D displacement analysis
using a UMAT. The enhanced hourglass control and discontinuous analysis options were used to
assist in convergence.
With attention to the typical trade-off between element density and processing time, a mesh was
selected that would resolve both secondary particles and slip bands but still remain coarse enough
77
to run simulations to a reasonable strain (∼ 5%) in a cluster wall time of less than fourteen days.
A typical slip band width of approximately 100nm has been observed in nickel-based superalloys
during the SEM analysis of tensile [130] or compressive [131] tests, and previous CDD simulations
have used 100nm as a slip band width for simulations of aluminium crystals [132]. As such a 100nm
grid division was employed for the presented simulations, such that a 5 µm grain would contain
2,500 elements.
The following boundary conditions were imposed on the computational domain to reproduce a
simple shear mode of deformation: for nodes along y = 0 the displacements u1 = u2 = 0; for nodes
along y = Y0 the displacement u2 = 0 and the imposed velocity V
app
1 , where X0 and Y0 are the
lateral and vertical side lengths of the domain respectively. The strain rate is given by ε̇ =
V app1
Y0
.
This is depicted in Fig. 5.2.2 for Y0 = X0 = 10µm.
Figure 5.2.2: Boundary conditions applied within Abaqus.
The counterpart nodes of the left- and right-hand sides, where x = 0 and x = X0, were linked via
a Periodic Boundary Condition (PBC) for displacement. This ensured homogeneous stress fields
during elastic deformation by preventing stress concentrations around the pinned corner nodes. In
Abaqus this setup is achieved via an intermediary Reference Point node, to which the displacement
of both counterpart nodes is linked using an equation constraint.
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Figure 5.2.3: Indication of the FDM simulation plane within the standard Crystal reference system
Crystallographically, the planes of both the Abaqus domain and the FDM domain are identical and
regard a surface described by the plane normal [112]. This vector is also the tangent vector for the
straight edge-type dislocations within the simulations, meaning an element of dislocation density
represents a quantity of dislocations viewed end on. The x-axis of the plane is aligned with the
slip direction [110] and the y-axis is aligned with the slip plane normal [111]. This is useful in that
it confines glide and climb only to the x and y directions respectively (covered in Section 5.3.1).
Fig. 5.2.3 illustrates this arrangement more clearly, with the simulation plane depicted as the pink
square membrane through which dislocations can penetrate.
Stiffness constants were required to be expressed within the simulation reference frame. To ac-
complish this a rotation matrix R was calculated
R =

− 1√
2
1√
3
1√
6
1√
2
1√
3
1√
6
0 1√
3
− 2√
6

(5.2.1)
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This matrix was applied to the elastic stiffness constants C so that the tensor could be expressed
within the desired orientation as C∗. This requires the operation
C∗ = R ·R ·C ·RT ·RT (5.2.2)
The C∗ constants were used for all elastic calculations within the UMAT.
5.3 Solving PDEs Numerically with Finite Difference
The handling of the dislocation density fields within this model is achieved using the Finite Dif-
ference (FD) method. The Partial Differential Equations (PDEs) that make up the continuity
equation are approximated and then rearranged to produce the dislocation density locations at
future times.
5.3.1 Discretising the domain and approximating the differentials
The continuity equation
∂ρ
∂t
+ ∇ · (q̇ ρ) = 0
from eqn (4.1.4) refers to the evolution of a closed system with pre-existing density. As the com-
puter cannot solve the equation analytically, in order to find the solution at time t2, first the state
at a given time t1 must be known and then a numerical scheme must be chosen to iterate for-
ward/backwards.
To iterate temporally, the time differential for a variable can be broken into a function of the
states before and after a short time interval ∆t has elapsed. These density states are given by ρt
and ρt+∆t respectively.
∂ρ
∂t
≈ (ρt+∆t − ρt
∆t
) (5.3.1)
To iterate spatially first the divergence operator must be expanded into its x and y components
∇ · (q̇ ρ) = ∂(q̇xρ)
∂x
+
∂(q̇yρ)
∂y
(5.3.2)
Then the spatial domain must be discretised into a grid of known spacing. In this case a uniform
grid was chosen, with spacing ∆x in the horizontal dimension and ∆y in the vertical dimension.
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The local information (dislocation density etc.) that exists for each grid location is stored within
the computer memory as a 2D array with indices [j, i]. The array is set up such that the i index
scans across the array locations in the x-direction, the j scans in the y-direction, and the coordinate
location is merely the index multiplied by the grid spacing.
x = [x, y] → x = x[
i
] e1 + y[j] e2
q̇ = q̇(x) → q̇ = q̇
x
[
j,i
] e1 + q̇y[j,i] e2
ρ = ρ(x) → ρ = ρ[
j,i
] (5.3.3)
With this discretisation in place, a number of schemes are available for approximating spatial dif-
ferentials in eqn (5.3.2). Each scheme will calculate the spatial gradient at a point in the same
manner, using the values of surrounding array points to approximate the gradient over short dis-
tances. The degree of accuracy in this approximation can differ according to the points used.
The simplest approximation, analogous to the temporal approximation in eqn (5.3.1), would involve
looking at the array value at [j, i] and one other neighbouring point [j, i − 1]. The value change
between these points can give an estimate of the gradient of a function, as long as the function is
continuous.
∂(q̇xρ)
∂x
[
j,i
] ≈ q̇x[j,i] ρ[j,i] − q̇x[j,i−1] ρ[j,i−1]
∆x
(5.3.4)
This is termed a backwards two-point scheme. Backwards refers to the fact that the neighbouring
point [j, i−1] has been chosen in the negative x direction. Two-point refers to the number of array
locations sampled within the scheme. FD schemes can be either forward facing, backward facing
or two-sided depending on the points chosen. One scheme may suit a particular function more
than another due to the characteristics of the chosen function. For example, for a very smooth
continuous function it can be desirable to sample multiple points to improve the accuracy of the
approximation. In general this is a way to lower the error associated with the final value [133].
However, for a jagged function in which the values change abruptly near the location of interest
then the same approximation could sample an area of points much wider than a sharp feature and
so the approximation would not provide an accurate local gradient measurement.
Substituting the temporal and spatial differentials into the continuity equation, and solving for
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ρt+∆t, provides the updated dislocation density value at location [j, i] after a short interval. If this
calculation is performed at all locations then the dislocation density across the entire domain is
updated and the quantity is said to have advected across the domain (at velocity q̇).
Depending on the advection direction of the density there is a preferable direction for the spa-
tial FD scheme to face, in order to produce a better approximation. Backwards differencing is
preferred when the direction of travel is in the positive direction along a principal axis and forward
differencing is preferred when the travel is in a negative direction. In the case of an edge dislocation
within a crystal it is possible for the direction of movement to be either positive or negative, as
its velocity has been shown to depend upon the forces applied to it. These forces may also flip
direction as a reaction to applied or internal stresses during the course of a FE simulation; there-
fore using a uni-directional scheme would not be appropriate to model this behaviour. To allow for
this dynamic behaviour an Upwind approach was chosen. The upwind method switches between
forward and backward schemes depending on the direction of travel, a decision which can be made
simply by inspection of the sign of the velocity vector at the point of interest; this guarantees the
best approximation under the local conditions.
For this model the forward and backward three-point schemes were found to be most appropri-
ate for advection of dislocation density across the bulk material. Trials found this approximation
best conserved the total density over long distances of advection and was less prone to numeri-
cal instability forming unwanted density spikes. The three-point scheme weights the contribution
of different local points with a numerical constant and samples over a distance of 2∆x or 2∆y.
As the majority of motion within this model is in the positve direction then only the backwards
differencing equations are displayed below:
∂(q̇xρ)
∂x
[
j,i
] ≈ 3 q̇x[j,i] ρ[j,i] − 4 q̇x[j,i−1] ρ[j,i−1] + q̇x[j,i−2] ρ[j,i−2]
2∆x
∂(q̇yρ)
∂y
[
j,i
] ≈ 3 q̇y[j,i] ρ[j,i] − 4 q̇y[j−1,i] ρ[j−1,i] + q̇y[j−2,i] ρ[j−2,i]
2∆y
(5.3.5)
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Substituting eqns (5.3.1), (5.3.2) and (5.3.5) into continuity eqn (4.1.4) gives
ρ
t+∆t
[
j,i
] − ρ
t
[
j,i
]
∆t
+
( 3 q̇
x
[
j,i
] ρ
t
[
j,i
] − 4 q̇
x
[
j,i−1
] ρ
t
[
j,i−1
] + q̇
x
[
j,i−2
] ρ
t
[
j,i−2
]
2∆x
)
+
( 3 q̇
y
[
j,i
] ρ
t
[
j,i
] − 4 q̇
y
[
j−1,i
] ρ
t
[
j−1,i
] + q̇
y
[
j−2,i
] ρ
t
[
j−2,i
]
2∆y
)
= 0 (5.3.6)
Solving for local ρt+∆t gives the final equation for updating the density each iteration
ρ
t+∆t
[
j,i
] = ρ
t
[
j,i
] − ∆t ( 3 q̇x[j,i] ρt[j,i] − 4 q̇x[j,i−1] ρt[j,i−1] + q̇x[j,i−2] ρt[j,i−2]
2∆x
)
− ∆t
( 3 q̇
y
[
j,i
] ρ
t
[
j,i
] − 4 q̇
y
[
j−1,i
] ρ
t
[
j−1,i
] + q̇
y
[
j−2,i
] ρ
t
[
j−2,i
]
2∆y
)
(5.3.7)
This equation may estimate the evolution of dislocation density across the regular grid (left-hand
side), using the state of the current system as input (right-hand side). Once an estimation is made
the dislocation state can be recycled into the equation again, using the new velocity fields, until
the required time period has been achieved through small timesteps.
Examples of different schemes are displayed graphically in Fig. 5.3.1. The point of interest in
each case is denoted by a black dot and any points included in the gradient approximation (the
reference domain) are highlighted as circles. Case A shows the Two-Point backwards scheme in
the x direction around ρ
t
[
5,2
]. Case B shows the Three-Point backwards scheme in the x direction
around ρ
t
[
5,3
], while case C shows the same scheme in y direction around ρ
t
[
7,4
]. Case D shows
the combined possible reference domains (red or black), around ρ
t
[
5,6
], for the Three-Point Upwind
Scheme used in this model.
NOTE: The narrower two-point schemes of the type in eqn (5.3.4) were used at hard boundaries
and obstacles. These were implemented in the same way as the three-point schemes, but were
necessary due to the large discontinuity of the density function across these barriers. As discussed,
highly localised phenomena require a smaller reference domain for an accurate gradient estimation.
It is also significant that at the edges of the grid the upwind behaviour was dropped, such that the
scheme might always look inwards and not search for points outside of the domain.
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Figure 5.3.1: Discretised grid showing the reference domain for the spatial gradient calculation
used in different FD schemes.
5.3.2 Error tolerance and iteration within Fortran
With the variable update equation having been derived in the previous section it remains for the
iterating process to be set up within a computational environment: stepping forward through time
steadily with a new prediction of a future state after interval ∆t. This is achieved within a Fortran
environment by setting up two nested loops for the indicies i and j which calculate the updated
values for the entire grid. The loops contain logical operators to check the direction of the velocity
at each grid location and choose the x and y FD scheme direction and type appropriately.
As the accuracy of the differential approximations is not known then eqn (5.3.7) may not just
be applied once per timestep without check, in case the approximation errors build up to a large
extent and invalidate the future predictions of the model. Instead it is necessary to check that
the change in value at a grid-point after each time increment ρ%∆ does not exceed a chosen error
tolerance etol.
ρ%
∆
[
j,i
] = ρt+∆t[j,i] − ρt[j,i]
ρ
t+∆t
[
j,i
] (5.3.8)
If the change in value is very large, and greater than the tolerance value, it can be a sign that
the mobile quantity (the dislocation density) is moving too fast to be properly modelled by the
FD equations; that the differential approximations are over-estimating and not properly capturing
the dynamic system. In this eventuality both the timestep and the grid spacing may be altered
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in order to bring the ρ%∆ below tolerance and to an acceptable value for progression to the next step.
The current model utilises a dynamic time step for instances when tolerance is breached. Af-
ter the initial update attempt is made the new values in the grid are checked using eqn (5.3.8) and
if the change is greater than the allowed tolerance at any grid-point then the time step is halved
and loops are reset with the original values. This is repeated until every ρ%
∆
[
j,i
] is less than etol
and the FD subroutine can close, passing on the updated values and timestep.
The ideal value of etol was determined through trials using a 1D version of the dislocation conti-
nuity equation in a 10µm domain. This experiment found the value of 1E-4 was appropriate to
prevent numerical instability. Such instabilities are immediately evident when viewing a plotted
1D function, appearing as jerky linear regions within the otherwise smooth function. The unstable
regions may begin as small patches of “noise”, but locally these have much larger gradients than
the smooth areas and the oscillating nature introduces a positive/negative gradient flip for adjacent
points. In practice this means that small errors quickly influence neighbouring regions, introducing
errors to the gradient approximation of neighbouring points and travelling across the grid with
successive iterations until the function is lost to the noise.
Similarly, the Gauss-Seidel iterative method was found to give the best results in a 1D testing
environment. This method acknowledges the fact that during the progress of a FD loop some
regions of the grid may be updated while other regions are yet to be calculated; it then states that
any updated values for a current time step may be used in the approximation of the gradients for
the remaining grid points [133].
This is achieved computationally through initialising ρ
t+∆t
[
j,i
] = ρ
t
[
j,i
] at the start of each
timestep, and then proceeding into the update loop with equation:
ρ
t+∆t
[
j,i
] = ρ
t+∆t
[
j,i
] −∆t( 3 q̇x[j,i] ρt+∆t[j,i] − 4 q̇x[j,i−1] ρt+∆t[j,i−1] + q̇x[j,i−2] ρt+∆t[j,i−2]
2∆x
)
− ∆t
( 3 q̇
y
[
j,i
] ρ
t+∆t
[
j,i
] − 4 q̇
y
[
j−1,i
] ρ
t+∆t
[
j−1,i
] + q̇
y
[
j−2,i
] ρ
t+∆t
[
j−2,i
]
2∆y
)
(5.3.9)
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This method coped adequately with the advection of the large (∼1014) density values contained
within this model as well as velocities from 0 - 1000 ms−1.
5.3.3 Avoiding density conservation problems
One significant problem that is encountered when using Finite Difference Methods to model dis-
location density is keeping the density contained within a slip plane if that plane is inclined away
from the axis of the grid.
A physical dislocation system has glide and climb movements confined to perpendicular direc-
tions and along paths which can be considered perfectly straight within the plastic domain. This
setup lends itself well to the FD grid system if the velocities are defined parallel to the grid axes
and the two relative velocities may be progressed in separate terms. In practice this means that
for instances where climb is negligible then the gliding dislocation density (having only velocity in
the x-direction) will remain constrained within a single row of the grid and not leave the slip plane.
Similarly for an element containing dislocation density that is climbing the side of an obstacle (with
no glide velocity), all the density is constrained to a single column in the grid and does not progress
along the slip plane. The movements are progressed discretely and the density is well conserved by
the 1D nature of travel.
If the slip direction is set at an angle to the x-axis then the glide velocity has both x and y
components. The density then travels across the grid points in a diagonal manner, passing density
to adjacent i and j locations simultaneously, best approximating the route of a slip plane which
does not necessarily line up with the majority of the FD gridpoints (see Fig. 5.3.2). Density can
only be passed along rows and up or down columns of the grid; in this way for each timestep the
majority of the density will advect along the required path; however a small amount of density
will be passed into locations that do not lie upon the plane. This is an error associated with the
non-conformity of the velocity vector and the grid points. The errant density in these locations
will then be advected with the same velocity during the next step, such that a proportion will be
moved even further from the original slip plane. The process continues for each timestep such that
the density will appear to diffuse slightly from the desired slip plane. This numerical diffusion,
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separate from the diffusion terms found within the governing equation, is a feature of the gridded
FD method and, while acceptable for some unconstrained cases (i.e. modelling of gas diffusing
through free space), it is not desirable in such a highly constrained system as dislocation dynamics.
Figure 5.3.2: Illustration of the errors inherent in using a slip direction that is non-complementary
with the FD grid.
In this work, choosing to investigate a single slip system aligned with the x axis of the grid simplifies
the velocity components of eqn (5.3.9) to q̇x = vg and q̇y = vc, which prevents these approximation
errors and keeps the density conserved upon the slip plane.
5.4 Environmental Boundary Conditions For FDM
The boundary conditions within the Abaqus model can be used to simulate a range of experimental
testing conditions for the external nodes of the single grain domain. Further internal microstructure
boundary conditions can disrupt the dislocation flow and influence the plastic deformation within
the domain. Together these conditions (along with the material constants used) will define the
material stress response.
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5.4.1 Applied strain rate and timesteps
In Section 5.2.1 the external boundary conditions have been described for the recreation of simple
shear testing along the x-axis. For the chosen slip system and corresponding model plane these con-
ditions promote the maximum shear stress σ12 that can be obtained through deformation, which in
turn causes greater dislocation activity through increased generation and dislocation driving force
f1.
The applied velocity V on the top face of the domain has been set as an exponent of 10 mul-
tiplied by the height Y0 of the domain, so that the strain rate ε̇ =
V
Y0
itself becomes an exponent of
10. For Y0 = 5µm a strain rate of ε̇ = 0.1 s
−1 is achieved by applying V = 0.5 µms−1 to the top face.
The current work contains simulations for strain rates of 0.01 s−1 - 100 s−1. These values, while
somewhat higher than the values typically experienced during the manufacturing or operating
conditions of a nickel-based superalloy, were chosen due to limitations imposed by the timestep
requirements of the FDM code (which have been noted in the literature for similar models [96]).
The continuum dislocation dynamics and reactions from Sections 4.2 and 4.3 both occur over a
very short length and time scale, forcing a much lower timestep than the Abaqus FE deformation.
Consider an element of dislocation density, within a 5 µm grain, experiencing a (high shear stress)
phonon drag-controlled velocity of 500 ms−1. The density would travel a 5 µm distance in 10 ns.
This would mean the system would require a timestep of less than 10 ns in order to resolve details
of the intermediate journey and prevent the density crossing the length of the grain in a single
step. Furthermore, to resolve progress and interaction of the dislocation field between discrete
particles spaced 100 nm apart a timestep of 0.2 ns or lower is required. The rapid acceleration
of dislocations has been remarked upon by Gurrutxaga-Lerma et al [122] where simulations have
shown dislocations reach speeds of ∼3000ms−1 in times increments under 10−12s.
In this work the FDM code starts with an initial timestep of 2 ns which changes dynamically
with the velocity of the dislocations, down to a minimum of 0.005 ns.
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The Abaqus UMAT is not similarly restrictive regarding the selection of an appropriate timestep.
The equations for stress evolution (detailed in Section 4.6) require only the value of the shear rate
during a given time interval in order to progress to the next step, and so the Abaqus FE section
of the model may run at a larger timestep of ∆tabq. The shear rate γ̇abq over this time period may
be calculated as the sum of the shear increments from the FDM timesteps divided by the larger
Abaqus timestep.
γ̇abq =
∆tabq∑
t=0
γ̇ ∆t
∆tabq
(5.4.1)
This split timestep allows the model to save a significant amount of computational walltime and
calculation by reducing the number of calls to the FE solver. However, for simulations modelling
a long time period, the speed of the simulations is still limited by the smaller FDM timestep. For
this reason the relatively high strain rates were investigated in this work, bringing down the total
simulation time and allowing simulations to progress to an appreciable amount of total strain before
hitting a walltime limit.
5.4.2 Edge conditions
At the left and right edges of the domain, within the FE setup, Periodic Boundary Conditions
(PBCs) for displacement have been implemented. These PBCs produce a uniform elastic stress
state across the domain in the pre-plastic deformation period.
Within the FDM code the domain edges may be handled in different ways depending on how
the dislocation content interacts with the boundary. The first case, in this work termed the open
coundary condition, is the case when the dislocation density is free to leave the simulation domain
by travelling up to the edge-most gridpoint and proceeding unperturbed. As the Finite Difference
grid has no points outside the domain, it is necessary for the numerical scheme to always look
inwards at the domain edges regardless of the Upwind direction. The density information is lost
as the density leaves the domain. This is analogous to the case when a single crystal is deformed
and edge dislocations that reach the edge of the crystal disappear to become physical steps on the
exterior.
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The second case is the closed boundary condition where the dislocation density is stopped at the
edge of the domain. This is achieved within the FDM code by installing the condition vg = 0, for
the duration of a simulation, at grid-points along the edges. The domain edge then becomes a hard
barrier to slip, causing dislocation density to pile-up against it. This is similar to the situation when
a grain is part of an agglomerate and the neighbouring grain has non-complementary orientation
meaning that dislocations cannot slip across the grain-boundaries. The analogy is not exact in this
case as the model does not account for the external tractions applied by these neighbouring grains
within the Abaqus setup, only for the obstacle effect on dislocation slip in the FDM.
5.4.3 Microstructure using Obstacle files
The material domain within the FDM code exists as a bulk γ matrix, initiated at all elements,
which can be overlayed with γ′ particles in the form of obstacle elements. These obstacle elements
are assigned a State Dependent Variable (SDV) flag which causes the UMAT to specify a different
set of stiffness constants to the bulk material when calculating the local stress states.
Within the FDM code this obstacle flag also causes specific velocity conditions to be set for disloca-
tion density at flagged grid-points. After the calculation of the local velocity from the motive force
in Section 4.3, the initial condition vg = 0 is set at all obstacle points. This causes moving density
to pile up against the γ′ elements as they act as hard obstacles to slip. The velocity condition is
removed when the shear stress exceeds the threshold given in eqn 4.4.11.
The obstacle locations are generated using a placement code which produces a random distri-
bution of particles for a specified radius r and volume fraction φL (see Fig. 5.4.1). The minimum
resolution for an obstacle is the size of the FE element. As the elements within this work are
100 nm square then the particles are modelled as planar cross-sections of cuboidal shapes with a
minimum radius of r = 50nm. TEM observations have shown that secondary particle radii can
range from 40nm - 500nm [14][13], allowing all but the smallest possible secondary particles to be
modelled. The tertiary particles, much smaller still, are instead included through the mean-field
line tension effect detailed in Section 4.3.2.
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Figure 5.4.1: Example 2D distributions of uniformly sized particles for constant volume fraction
φ = 0.35 and differing radii r
5.4.4 Dislocation sources
Source operation
Dislocation sources are assigned to a given element in the same way as γ′ obstacles, using an SDV
flag. Each source element is assigned a Frank-Read source length lFR from a random distribution
with an average value of 76.2 nm (300b) ±12.7nm (50b). This value is used within generation
threshold equation (eqn (4.5.3)) to determine the shear stress above which a source will activate
and begin emitting dislocation density. Using the typical model conditions within this work (T =
973K, b = 0.254 nm) the average shear stress source generation threshold becomes 46.3 MPa.
A nucleation time tnuc applies to a Frank-Read source, signifying the time spent for the dislo-
cations to bow out to a critical distance value. As the local glide velocity increases from 1 ms−1
to 100 ms−1 then the corresponding nucleation time decreases from 37.5 ns to 0.375 ns. This time
period is interpreted within the model as the waiting time between individual generation events i.e
after a generation an activated source will go inactive for a time equal to tnuc.
Because the nucleation time at any instance changes with the local dislocation velocity at the
source, which is in turn related to the stress in that element, then the period of time that source
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remains inactive is changing dynamically with each time increment as the local conditions change.
To handle this then the waiting time since the last generation, twait, is recorded for each source.
The changing nucleation time is also tracked for each source at each increment. When the waiting
time exceeds the nucleation time twait > tnuc then the source will generate again. If the local
nucleation time changes between two increments then the lower of the two nucleation times is used
for the comparison.
The amount of density ρsource added to an element per generation event is 10
14 m−2. This was
established by defining a unit cell for the mean area that contains one γ′ particle as being 100nm2:
from such a definition the density of a single dislocation in this cell is on the order of 1014 m−2.
This value aligns with the SEM and TEM observations of nickel-based superalloys LEK 94 and
CMSX-4 which have seen densities of 5×1013 ∼ 5×1014 m−2 at γ/γ′ boundaries [134][135][136],
and also with density values produced in recent CDD models for this type of alloy [107]. Further
observations of slip bands in deformed nickel-based superalloys have seen band widths of ∼ 100nm
[130][131], which ties neatly with the dimensions of the unit cell (as at least one dislocation must
have been present in these bands).
As the tetragonal element size in this model is also ∆x = ∆y = 100 nm, the ρsource density
over this element area leads to the value ρsource∆x∆y = 1. By analogy to previous planar DDD
models which average dislocation densities through the number of edge dislocations N divided by
the height Y0 and width X0 of the domain ρ =
N
X0Y0
(e.g. Van Der Giessen and Needleman in 1995
[94]), this ρsource value is equivalent to creating one single positive edge dislocation in an element
per generation event. The total dislocation density in the domain ρtot can then be calculated using
ρtot =
1
X0Y0
∫∫
Ne
ρ(X)∆x∆y d2X (5.4.2)
where Ne is the collection of elements composing the domain. This approach has been adopted in
2D DDD/CDD comparison work before [124] and resultant flow stress curves and dislocation den-
sity profiles have shown to be comparable. Other CDD models have tied quasi-discrete FR source
generation density to the minimum resolution of the model, with Sandfeld et al [137] choosing
8× 1012 m−2 as this constituted the shortest dislocation loop length available in their 2.5D model.
Further values for initial element densities have ranged from 1×1014 to 2×1016 m−2 depending on
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the simulation domain [102][106][132].
Generally the timestep between increments adapts to be less than the nucleation time. How-
ever, in instances when the timestep is larger than the nucleation time then the amount of density
generated at a source element is scaled up by ∆ttnuc to account for multiple generation events in a
single increment.
Source location
The work of R. A. Varin et al. [63] has cited grain boundary sources as the key source of plastic
deformation in metal polycrystals. This work further states that any model of grain boundary
sources must satisfy two criteria: first, to generate at applied shear stresses of between G1000 and
G
400 ; second, to be capable of generating a large number of dislocations from a single source. The
sources within this work meet both of the above criteria, with the quoted shear stress range trans-
lating to 55-140 MPa for standard model conditions and each source able to generate as frequently
as permitted by the nucleation time.
Figure 5.4.2: Example of applied boundary conditions, and SDVs used, for a simulation of a 5 µm
grain with coarse particles of 150nm radius and positive-edge sources on the left-hand side.
Sources are assigned to elements near the domain edge. As it is positive edge type dislocations that
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have been predominantly modelled, then the positive sources have been located on the left-hand
side of the grains. A dislocation with a positive Burgers vector will move from left to right along
the slip plane so this source positioning allows for maximum potential slip across the grain before
the dislocation meets the opposite grain wall. Figure 5.4.2 shows the Finite Element setup of the
boundary conditions and SDVs for a simulation with 150nm particles.
In all instances sources have been spaced at least 100nm apart, so as not to physically overlap
or grossly interfere with each other. Source proximity can however have a significant effect on
source operation as the repulsive stress fields of new dislocations may reduce the local stress at
nearby sources; the effect of spacing and number of sources has been investigated in Section 6.2.
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5.5 Material Parameters
The material parameters for this work have been sourced from literature. The aims of this work are
to generate the general physics appropriate to the broader class of precipitate strengthened nickel-
based superalloys, rather than to emulate a specific alloy. As such the chosen material constants
are assumed to be representative of typical first/second generation alloys from this class, and the
numerical investigation will focus more directly on the influence of different microstructural features
on dislocation evolution (a common approach adopted for dislocation modelling for these materials
[83][97][107][108]). Details of other assumptions, along with the constants and parameter ranges
used for all simulations in the results section, are provided below.
5.5.1 Stiffness of Matrix and Particles
The elastic stiffness constants that describe the elastic stress-strain relation of a crystal exist as
a fourth rank stiffness tensor C. Making use of the isotropy in FCC crystals this tensor can be
reduced to the second rank tensor C, which applies more readily to a 2D plane strain setup:
C =

C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44

(5.5.1)
The three distinct components of this tensor C11 C12 and C44 may be measured experimentally
using Acoustic Emission Transmission (AET) [138] or dynamic resonance technique [139], often
giving quite different results for similar alloy compositions depending on the method used [140].
More recently there have been efforts to calculate these constants from first principles using Density
Function Theory (DFT) and a number of different solvers. Generally the calculated values of C11
and C12 come in marginally higher than experimental values. In 2018 Luan et al. [141] used the
Cambridge Sequential Total Energy Package (CASTEP) software to determine a room temperature
C11 value for Ni3Al that was more than 15 GPa greater than the experimental value of 224 GPa.
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The shear component C44 in this case was better aligned with the experimental value and within 2
GPa. The constants change with temperature, and so valid definitions over the operational temper-
ature range of a given superalloy are required in order to study temperature effects within the model.
In some literature [140] the experimental data is taken from samples containing agglomerates of
grains, making the findings unsuitable for the modelling of a single grain with this model. The dis-
crete precipitate regions in the domain also require separate constants. No single literature source
was found that contained extensive data for both the γ and γ’ phases of a nickel superalloy over the
temperature range under investigation (773K-1273K). Furthermore, in many instances the material
history is not presented and experiments were carried out only at room temperature or very high
temperature (∼ 1273K), which would have required an undesirable linear interpolation between
two data points from multiple authors. The matrix and precipitate data was therefore collected
seperately from papers which did cover the required range. The matrix data was sourced from
the experimental work of L. Di Masso et al. [138] who tested single crystal CMSX-6 superalloy at
high temperature using ultrasound reflection. CMSX-6 is a typical particle strengthened alloy used
with aircraft turbine manufacture [142] [143], and so is an appropriate choice for use as the base
of a general two-phase model. The values for the precipitate were taken from S. V. Prikhodko et
al. [144], who tested a similar temperature range for single crystal ordered Ni3Al, a constituent of
the second phase. A polynomial line was fitted to these results to yield a function of temperature
which could interpolate stiffness constants for subsequent simulations.
For the bulk matrix material the temperature dependence of the stiffness was calculated as:
C11 = −2E−5 T 2 − 1.89E−2 T + 241.16
C44 = −1E−5 T 2 − 1.53E−2 T + 129.17
C∗ = −9.2E−3 + 49.33
C12 = − (2C∗ − C11) (5.5.2)
where temperature T is in units of Kelvin and the constants are expressed in GPa.
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For the γ′-precipitate the same functions were calculated as:
C ′11 = −1E−5 T 2 − 1.74E−2 T + 235.31
C ′12 = −1E−5 T 2 − 5.30E−3 T + 153.12
C ′44 = −4E−6 T 2 − 2.54E−2 T + 131.64 (5.5.3)
5.5.2 Dislocation transport parameters
In this work both the internal characteristics of the material domain and the applied external con-
ditions are altered to investigate how this affects the trends in deformation behaviour. A control
configuration of the system was required in order to base the comparisons in the following FDM
results sections. This configuration is created using the control parameters. For all simulations that
are presented, any model parameter that is not explicitly defined in the text or figure caption is
assumed to take the control value.
The control parameters are given in Table 5.5.1. Some parameters, including Burgers vector mag-
nitude, jog height, activation energy and anti-phase boundary energy have been kept constant
universally, while others such as grain size and temperature are varied in later results sections.
Most results are presented for a variety of jog spacings between 100 - 1000b (25.4 - 254nm), as ex-
perimental observations of jog spacing are seen to vary significantly depending on the work history
of an alloy [145] [146]. A spacing between dislocation sources of 200nm was used as standard as
this was found to produce a good plastic response.
To maintain accuracy within these simulations, the Finite Difference timestep within the model is
required to be less than 2 ns (see Section 5.4.1): a limitation due to the high glide velocity over a
short domain. Because this velocity scales with the local stress, it does not change significantly for
a lower applied strain rate, and so the small FD timestep must be maintained in all simulations.
For low strain rates, when the timescale for the deformation increases, more timesteps are required
to reach a given strain and so the simulation becomes more computationally expensive (e.g taking
over 3 weeks to produce the 0.01 s−1 curve). To reduce this computational expense this work uses
a standard strain rate of 100s−1.
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A value of 2.56x103 Pa−1s−1 has been used for the dislocation mobility parameter M . This was
based upon both the simulations of Dongsheng Li et al [115] and the experimental work of Urabe
and Weertman [116], which were considered in Section 4.2.2 . This value is half of that predicted
by eqn (4.2.4), but is far closer to the measured values for this type of FCC alloy, and produces
velocities within the expected range [25].
Table 5.5.1: Details of the control parameters (used in all simulations unless stated otherwise)
Parameter Value Reference
b (m) 2.54×10−10 [113]
ν 0.33 [147]
av (m
3) 1.64×10−29 Calculated as 43π
(
b
2
)3
Ds,0 (m
2s−1) 10−4 [148]
Q (kJ) 310 [113]
EAPB (J) 0.2 [113]
hjog (m) 2.07×10−10 Calculated as
√
2√
3
b
λjog (m) 2.54×10−8 [145] [146]
T (K) 973 -
µ [at 973K] (GPa) 54.69 [138]
Material density % (gcm−3) 7.98 [143]
vsound (ms
−1) 2.61×103 Calculated as
√
µ
%
M (Pa−1s−1) 2.56×103 [115]
Grain size d (m) 5×10−6 -
LFR 250b↔ 350b [149]
Source spacing (m) 2×10−7 -
Number of sources 23 -
Generation density ρsource (m
−2) 1014 Section 5.4.4
Applied strain rate ε̇ (s−1) 100 -
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Chapter 6
Full-field Simulations I: Pure Matrix
Assumed geometry for this chapter
Within this chapter the numerical results from Abaqus FE simple shear tests are presented for the
case of a single crystal domain containing only γ phase. The model geometry is in plane-strain as
depicted in Fig. 5.2.2, with the XLength/YLength edge dimensions set to 5 µm (except in Section 6.6).
The control parameters for the simulations are established in the previous Section 5.5.2. These
parameters are taken as the default while individual parameters are varied in each section. The
default applied strain rate rate was 100s−1 and the temperature was 973K. As this setup describes
a crystal of only the bulk matrix phase, these simulations will be referred to as either Pure-Matrix
or Open-Matrix interchangeably.
Results analysis
Results will be presented largely in the form of domain-averaged (macro) flow stress curves. If the
microstress and microstrains at position X are π(X) and ε(X) respectively, then the macro-value
counterparts can be given by the volume average over the domain Ω
σ =
1
VΩ
∫∫∫
Ne
π∞(X) d3X ε =
1
VΩ
∫∫∫
Ne
ε(X) d3X (6.0.1)
where VΩ is the volume of the domain and Ne is the collection of elements that compose it. As this
model is applied within a plane-strain setup then the area average over the 2D simulation domain
is used to calculate the macrostress. (Shear stress τ ≡ σ12 is plotted against applied shear strain).
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6.1 Penetrable and Impenetrable Grain Boundaries
The effect of imposing closed and open α flux boundary conditions on the flow stress at 973K and
100s−1 is shown in Fig. 6.1.1 for a 5µm square grain. For both cases yield occurs after 0.36 %
applied strain with a shear stress of 170 MPa. The open boundary grain has a post-yield behaviour
that is almost ideally plastic - running on to 3% strain with only a small stress increase of ∼ 25 MPa.
The closed boundary grain shows considerable hardening post-yield, with the stress increasing by
∼ 400 MPa. The hardening rate in latter case is linear. The contrast between the two simulations
is stark as the dislocation content flows unobstructed out of the open boundary domain but is
caused to pile-up on the grain wall of the closed boundary domain. In this instance the stress field
from the large static dislocation content produces two mechanisms for hardening within the grain.
Firstly, the motive force upon a dislocation approaching the pile-up is reduced due to the repulsive
stress from the pile-up, lowering the velocity of the mobile dislocation. Secondly, the dislocation
backstress will also lower the effective stress at the dislocation sources behind the pile-up, causing
fewer generation events within the grain. A combination of slower moving dislocations and less
dislocation content available within the grain significantly lowers dislocation activity and so also
the plastic shear rate.
Fig. 6.1.2 shows the total dislocation source activity within the grain during these simulations.
In both instances initial generation events are seen to occur at ∼ 0.1% strain, followed by a pe-
riod of inactivity until yield. Activation of the dislocation sources occurs at the generation stress
threshold (see Section 5.4.4), thereafter dislocations are emitted and propagate at a jog-controlled
velocity. For this simulation, the jog-controlled velocity after initial generation is low and the
dislocation stress fields render the sources inactive until the density field can be advected away.
Once the stress has built to ∼170 MPa the jog-controlled velocity of the emitted field ahead of
the sources is large enough and the density begins to move across the domain more effectively. At
this point the sources can resume operation and generation events begin to occur at a steady rate
in both simulations. As expected the rate of generation is lower for a grain with an impenetrable
boundary, due to the back stress acting on sources as dislocation pile-ups develop.
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Figure 6.1.1: Flow stress response for identical grains with open or closed grain-wall boundary
conditions (λjog = 25nm).
Figure 6.1.2: Number of dislocation generation events during deformation for identical grains with
open or closed grain-wall boundary conditions (λjog = 25nm).
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6.2 Effect of Dislocation Sources on Flow Stress Behaviour
6.2.1 Number of sources
The effect of dislocation source concentration within a grain was investigated by varying the num-
ber of grain-boundary sources on the domain wall. Fig. 6.2.1 shows slip band formation after 3%
applied strain for the source spacings ranging between 200nm and 1 µm. Regions of plastic defor-
mation are clearly defined and seperated by interstitial elastic regions with no dislocation activity
which have F p12 values of 0.
Figure 6.2.1: Plasticity maps (showing the shear component of the plastic deformation gradient
tensor) for simulations with a differing number of sources placed across the left-hand grain wall
(λjog = 25nm)
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The average magnitude of the F p12 values within the slip bands increases as the number of
sources is reduced. This is expected as the same strain is applied to all grains, but the number
of slip bands available to share the plastic deformation is reduced. In the simulation with only 5
available sources the plastic deformation in each band is the largest, with the individual sources
generating at the highest observed rate and the 5 slip bands sharing the plastic shear evenly. As
the number of sources is increased the plastic shear is spread over more bands and the deformation
sharing becomes less even. In the 10 source simulation the slip bands near the top and bottom of
the domain contain more slip activity than those in the middle.
Fig. 6.2.2 shows the variance of the local shear stress (π∞12 + π
d
12) along the left-hand domain
boundary. It can be seen that the stress undulates with changing height such that the minima cor-
respond with the locations of the boundary sources, since the plastic shear reduces the elastic strain
in this vicinity, dropping the local stress. The maxima fall within the elastic domains between the
slip bands. Both the minima and maxima follow a trend that they are lowest towards the middle
of the grain, aligning precisely with the regions of low plasticity in Fig. 6.2.1. The minima vary
over a small stress range of 110-140 MPa, occurring just below the threshold at which a dislocation
will accelerate through the jog-drag and cause yield (see Section 4.2.2). The maxima, however, in
the regions without the mitigating effect of plasticity, vary over a much wider stress range and the
absolute stress values increase as source number is reduced. For the 10 and 5 source case, where
there is wide enough spacing to resolve stress changes between slip bands, it can be seen that the
stress is highest directly adjacent to the slip band and forms a local minima in the centre of the
elastic region.
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Figure 6.2.2: Shear stress fields for a verticle cross section of the domain, taken level with the
dislocation sources, for increasing applied strain, when different numbers of sources are present.
The accompanying flow stress behaviour and source generation count for these simulations is
shown in Fig. 6.2.3. The simulations all yield at the same point, but softening post-yield is shown
to increase with source concentration. When fewer sources are present the domain must still ac-
commodate the same amount of deformation, associated with the fixed strain rate, but with less
plasticity available due to reduced source activity this leads to an increase in the strain hardening
rate. The 23 source simulation showed the most ideally plastic behaviour and so was used as the
control setup for all simulations in later sections. It has been shown in Fig. 6.2.1 that the amount
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of sources present does not necessarily equate to the total active slip bands at a given time, but the
use of 23 evenly spaced sources allows the maximum opportunity for slip to occur during deforma-
tion without sources occupying adjacent elements and negatively impacting source operation. This
choice of maximum source density is justified by the fact that the 2D model deals with a single slip
system, where in reality further out-of-plane slip systems would offer more opportunity for plastic
flow.
The total dislocation generation within the grain is shown in Fig. 6.2.4 where it can be seen
that the greater dislocation source activity corresponds with softer flow stress curve. It is also evi-
dent that the amount of dislocation generation does not scale linearly with the number of sources
available. For the 5 source simulation the total generation after 3% applied strain (620 events) is
approximately half of the generation for the simulation with 23 sources (1248 events). This result is
consistent with the higher flow stress for the 5 source grain, but implies that the individual sources
are generating at a greater rate than those in the 23 source grain. Averaging to find the number of
generations by an individual source in each of these simulations gives 124 for the 5 source case, 87
for the 10 source, 69 for the 15 source, 59 for the 20 source and 54 for the 23 source. This implies
that when fewer dislocation sources are available within a grain, those sources will generate more
often than in a grain with higher source density.
The data in Fig. 6.2.2 is consistent with this observation, with the average stress at the dislo-
cation sources being lower for the simulations with higher source density: 137.9 MPa for the 23
source case and 145.9 MPa for the 5 source case, at 0.5% strain.
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Figure 6.2.3: Flow stress response for the a grain with a differing number of sources placed across
the left-hand grain wall (λjog = 25nm).
Figure 6.2.4: Number of dislocation generation events for the a grain with a differing number of
sources placed across the left-hand grain wall (λjog = 25nm).
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6.2.2 Distribution of sources
By keeping the number of sources uniform, and changing only their location, the influence of
the distribution of slip bands on the deformation kinematics of the computation domain can be
investigated. Fig. 6.2.5 shows the slip activity for three distinct arrangements of 10 boundary
sources within a 5 micron grain. The initial domain shape is indicated by the dotted area, deviation
from this original state naturally increases with applied strain, as does F p12. Shear deformation in the
FE model is greatest where the dislocation activity is high. This is best observed in arrangements
B and C when the slip bands are grouped together more closely; in these cases there is an elastic
region at the top of the grain where no sources are active and a plastic region below where the
grain walls are seen to slope at a greater angle. The source spacing for arrangement A is 500nm,
for arrangement B is 300nm and for arrangement C is 200nm.
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Figure 6.2.5: Plasticity maps evolving with applied strain (showing the shear component of the
plastic deformation gradient tensor) for simulations with different placement of sources (λjog =
25nm): Initial state is illustrated by the dotted square.
Non-uniform deformation also effects the flow stress of the crystals, plotted in Fig. 6.2.6, with
the highest flow stress response occurring when the sources are spaced evenly 500nm apart. In
the simulations where the sources are arranged in closer proximity to each other the curves have
increasingly soft responses. Each time the source spacing is increased the corresponding increase in
flow stress becomes smaller, until the difference between the curves with 400nm and 500nm spaced
sources is relatively small. Each curve shares the same yield point, after which the differences
become apparent, in agreement with Fig. 6.2.5 a higher level of plasticity is shown in Arrangement
B and C, causing lower stress at a given applied strain. At high strains of > 4% the curves begin
to show a similar hardening rate.
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Figure 6.2.6: Flow stress response grains with a differing placement of 10 sources across the left-
hand grain wall (λjog = 25nm).
The source activity plot in Fig. 6.2.7 has the inverse trend from the flow stress plots, with the
evenly spaced sources generating less frequently. As each simulation contains the same number
of sources, the curves are comparable without the need for averaging. Following the yield strain
of 0.36% the sources in closer proximity to one another begin generating at a higher rate. The
increase in rate moving from 300 → 200nm source spacing is considerably larger than the increase
moving from 500 → 300nm, which implies that the phenomenon is non-linear with source spacing
and relates to close-range interactions of the dislocations. When greater dislocation content is
generated, there is greater plastic shear created and consequently the softer observed flow stress
responses.
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Figure 6.2.7: Number of generation events for the a grain with a differing placement of 10 sources
across the left-hand grain wall (λjog = 25nm).
6.3 Effect of Jog Spacing
As described in eqn (4.2.5) and illustrated in Fig. 4.2.1, the jog-controlled glide velocity increases
exponentially with motive force and jog spacing until the latent phonon drag from the crystal
takes over as the limiting factor for dislocation mobility. This rapid dislocation acceleration within
the jog-controlled glide scheme, from near-stationary to phonon-controlled speeds (> 100 ms−1) is
shown to be closely associated with the macro yield of the grain.
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Figure 6.3.1: Flow stress response when varying the jog spacing within the matrix, for both Open
and Closed grain-wall boundary conditions.
Fig. 6.3.1 shows flow stress curves for simulations with both open (black) and closed (red)
boundary conditions and differing values of jog spacing, which are kept constant for the duration
of the deformation. The yield points for the simulations are unchanged by the domain boundary
condition, with the post-yield behaviour following the example in Section 6.1, but yield is shown to
increase significantly as jog spacing reduces. This is understandable as the closer jog spacing means
a higher density of jogs upon a dislocation line which reduces the effective dislocation mobility.
For the open boundary simulations with λjog > 100b the post-yield flow stress behaviour is not as
smooth as the 100b (25nm) case. The curves contain small fluctuations around an average value
which occur due to the heterogeneous source activity. Small drops in flow stress correspond to
periods when the shifting dislocation stress fields arrange in such a way that multiple sources gen-
erate large dislocation content at the same time. After this the local stress drops at the sources,
ceasing operation and allowing the curve to recover. This behaviour is more evident in the simula-
tions with wider jog spacing, as the dislocation velocity is greater and so the plastic shear created
by any arbitrary dislocation content is greater. At the widest jog spacings of 500b (127nm) and
1000b (254nm) the bursts of sudden plasticity caused the model to end prematurely, leading to the
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curtailed curves. These fluctuations are not witnessed in the closed boundary simulations as the
pile-up of dislocations leads to much lower velocities. As an example, the dislocation glide velocity
at 1% strain in the central element of the central slip band for λjog = 1000b simulations can be
compared: with open boundaries the value is 10.1 ms−1, with closed boundaries the velocity is 0.03
ms−1.
Plotting 0.1% yield stress vs jog spacing, in Fig. 6.3.2, reveals the exponential dependency of
the macro yield upon the jog content. For jog spacings above ∼ 500b (127nm) the yield stresses
are relatively low, ranging from 30-40 MPa. Narrowing below this value the added drag upon the
dislocation lines strengthens the material considerably, almost tripling the yield stress as the jog
spacing reduces from 300b (76nm) to 100b (25nm).
Figure 6.3.2: Yield stress vs jog spacing for open-matrix simulations.
It is significant that for every simulation in this work the source generation stresses range be-
tween 39 - 55 MPa. This means that in simulations when λjog < 500b (127nm) the first dislocation
density that is generated must face a waiting period before reaching a stress where the jog-drag
is overcome and it may accelerate to gliding speed. Consequently the jog spacing (and not the
generation threshold) is seen to control the plastic yield in these single phase crystals. For simu-
112
lations when λjog > 500b the dislocation density may immediately begin to glide after generation,
producing slip bands rapidly as individual source activate. Here the source threshold stress dictates
yield, and causes a more gradual slip band development which is discussed further in Section 8.1.1.
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6.4 Effect of Temperature
Fig. 6.4.1 shows the effect of temperature upon a single phase, single crystal (with open boundary
conditions). The shear modulus (gradient of the pre-yield curve) is seen to reduce with an increase
in temperature, from 54.19 GPa at 773K to 48.79 GPa at 1173K. The yield stress is also reduced by
this temperature increase. The 0.1% offset yield stress is twice reduced by 31 MPa as the material
temperature is increased in increments of 200K, which implies a linear relationship between the
variables within single phases. The softening of the high temperature material is naturally expected,
however the scale of the softening is greatly increased when dealing with multi-phase materials
where microstructural features can vary dramatically with temperature (see Section 7.3.4). It
is possible that there are less emphasised temperature effects here than observed in experiment
because quantities like grain size and jog spacing are kept constant.
Figure 6.4.1: Flow stress response when varying the temperature of the material (λjog = 25nm).
6.5 Effect of Strain Rate
Varying the velocity boundary condition on the top face of the domain will effectively alter the strain
rate of the applied simple shear system. By varying the velocity between 500µms−1 and 0.05µms−1
the simple shear strain rate is varied between 102 s−1 and 10−2 s−1 for a 5µm domain. Fig. 6.5.1
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shows the simulated flow stress responses for these conditions. The post-yield behaviour is linear
in all cases, with the yield stress decreasing uniformly by 20 MPa for each order of magnitude the
strain rate is reduced. This means for this investigation a log proportionality is predicted for strain
rate and yield.
Figure 6.5.1: Flow stress response when varying the applied Strain Rate of the Boundary Conditions
(λjog = 25nm)
It is expected from literature that lower strain rates should produce lower flow stress responses. The
rationale for this phenomenon is that with a lower applied strain rate there is more time available
for time-dependent mechanisms like glide and climb to occur while progressing towards a given
strain, and more plastic flow is observed. This model has partially captured this behaviour, with
greater plasticity in the lower strain rate simulations, however a change in curve shape is expected
in the literature. Sharp yield features typically occur for strain rates >1 s−1 and give way to a
smooth yielding for lower deformation rates [150]. Within Fig. 6.5.1 all curves contain the same
sharp yield features which are evidence of a sudden burst of plasticity entering the matrix.
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6.6 Effect of Grain Size
The effect of computational domain size on the yield stress will now be investigated for the case of
impenetrable boundaries, as no effect is observed for open boundary conditions. Simulations were
carried out for jog spacings of 300b (76nm) and 100b (25nm) to discern whether differing jog content
will effect Hall-Petch strengthening. Only the x-dimension was varied while the y-dimension was
maintained at 5µm.
Predictions of the 0.1 and 0.2% offset yield stress are shown in Fig. 6.6.1(a) as a function of
domain size. For domain sizes between 5 - 12.5 µm the yield stress appears to follow a linear
decrease with grain size; the larger grain sizes of 15 - 30 µm do not follow this trend however,
revealing a non-linear relationship. Plotting the same offset stresses against (domain size)−0.5 in
Fig. 6.6.1(b) gives a more obvious linear trend. The R2 coefficients for the points are 0.962 for 0.1%
offset and 0.993 for 0.2% offset, justifying that the relationship is of Hall-Petch type: i.e τy ∝ 1√
dg
[151] where τy is the shear yield stress and dg is grain size (diameter).
Figure 6.6.1: a) Yield stress vs the domain/grain size using impenetrable boundaries (λjog = 76nm).
b) Yield stress vs the inverse root of the grain size, displaying the equations for a linear fit to the
data.
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Figure 6.6.2: Number of source generation events when varying the grain dimensions using impen-
etrable boundaries (λjog = 76nm).
Rationale for the grain size hardening effect can be found through considering the number of
generation events within each grain. This is displayed in Fig. 6.6.2. It can be seen that the gen-
eration rate increases with domain size and will therefore result in a reduction in the flow stress.
As already stated, the boundary source generation rate can be affected by pile-up stresses, which
vary with an inverse square of the distance from the end of the pile-up. The larger the domain, the
greater the distance between pile-up and source and therefore the backstress acting on the source
is lower.
The dislocation shear stress fields πd12 evolution with applied strain for the 5µm and 15µm do-
mains are shown in Fig. 6.6.3. The magnitude of the stresses can be seen to evolve with the
applied strain as a result of the increasing dislocation content. Initially at 0.3% strain the disloca-
tion stress fields are small and confined close to either the left hand boundary, near the dislocations
being generated at the sources, or the right hand boundary near the pile-ups. As more dislocations
join the pile-ups, at higher applied strains, the dislocation stresses (∼ 100 MPa) build along the
right hand boundary of both domains. To the left of these pile-ups, reaching back across the domain
is the repulsive stress field; this is best observed in the 15 µm domain at 0.9% strain as the large
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blue region dominating more than half the grain. The effect of this repulsive stress will be to lower
the velocity of dislocations in the system and, by association, to increase the nucleation time of the
dislocation sources. It can be seen that for the 5 µm grain the repulsive field in the locale of the
sources is greater at any given strain than it is for the 15 µm domain. This is naturally due to the
shorter distance between the sources and the pile-ups, and shows that the repulsive stress fields are
an important factor in generation activity.
The dislocation density α13 and the shear component of the plastic deformation gradient F
p
12 for
these same simulations are shown in Figs. 6.6.4 and 6.6.5 respectively. The dislocation density is
greatest at the right-hand boundary edge where the applied stress field holds the dislocations in
large pile-ups. These pile-up grow gradually larger with strain. Some small amounts of density
(∼ 1014m−2) equivalent to a single dislocation may be seen on the left side of the domain at higher
strains, where dislocation sources have recently finished generating and the density has not yet
moved away. The plastic deformation is shown also to increase with strain and it is greatest along
the slip bands that end in the largest pile-ups. This is understandable as more dislocations will
have have passed along these bands and so the cumulative shear will have been greater.
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Figure 6.6.3: Evolution of the dislocation stress fields, at increasing applied strains, for grains of size
5 µm and 15 µm. Dislocations emit from the left boundary and pile-up on the right. (λjog = 76nm).
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Figure 6.6.4: Evolution of the dislocation density field, at increasing applied strains, for grains
of size 5 µm and 15 µm. Dislocations emit from the left boundary and pile-up on the right.
(λjog = 76nm).
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Figure 6.6.5: Evolution of the plasticity F p12, at increasing applied strains, for grains of size 5 µm
and 15 µm. Dislocations emit from the left boundary and pile-up on the right. (λjog = 76nm),
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Figure 6.6.6: Number of generation events vs the domain/grain size using impenetrable boundaries
(λjog = 76nm).
Fig. 6.6.6 shows the number of generation events plotted against (domain size)−0.5 for two
set shear strain levels. It can be seen that this relationship is also linear. This suggests that
the Hall-Petch behaviour can be linked directly to the declining dislocation source activity within
the grain. The R2 coefficients are 0.9605 and 0.9722 for the 0.5% and 0.66% strain data respectively.
For a narrower jog spacing similar trends are observed. The yield offset plot in Fig. 6.6.7(a)
follow the same trends as for the wider jog spacing, but with less variation in yield stress across
the simulations. The difference between the yield stress of the 5µm and 15µm grains at 0.2%
offset is 12.2 MPa for the λjog = 25nm case, as opposed to 18.3 MPa for the λjog = 76nm case.
Fig. 6.6.7(b) maintains the linear Hall-Petch relationship seen for the wider jog spacing, but with
shallower gradients on the linear fit. The R2 values are 0.958 and 0.972 for the 0.1% and 0.2% yield
offsets respectively.
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Figure 6.6.7: a) Yield stress vs the domain/grain size using impenetrable boundaries (λjog = 25nm).
b) Yield stress vs the inverse root of the grain size, displaying the equations for a linear fit to the
data.
The number of generation events for these simulations is plotted against (domain size)−0.5 in
Fig. 6.6.8. The linear relationship applies again for these variables, though the generation rate
is different. Fewer dislocation generation events occur by 0.66% strain in the narrow jog spacing
simulations than by the same point in the wider jog spacing simulations, which is understandable
as the yield point is later for the narrow jog spacing, leaving a shorter period of time for sources
to generate. The R2 coefficients are 0.946 and 0.9901 for the 0.66% and 1% strain data respectively.
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Figure 6.6.8: Number of generation events vs the domain/grain size using impenetrable boundaries
(λjog = 25nm).
In the simulations within this section it has been shown that Hall-Petch behaviour can be repro-
duced in a single slip model. The prerequisite is only that a hard grain boundary should exist that
results in the formation of stable dislocation pile-ups. Full field simulations presented in this section
illustrate how the repulsive stress arising from piled-up dislocations will reduce the mobilities of
the advancing dislocation field and consequently reduce the resultant stress (π∞12 + π
d
12) acting on
sources. This will in turn lower the generation rate of the source by either dropping below the
generation threshold or increasing the nucleation time (see eqn (4.5.2)). For a smaller domain size
the distance between pile-up and boundary source is naturally smaller, so the generation rate is
reduced to a greater extent, and the material is plastically harder.
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Chapter 7
Full-field Simulations II:
Particle-Matrix
Assumed geometry for this chapter
This chapter will build on the previous chapter by presenting results from another set of FE simple
shear tests (in plane-strain) with second phase particles now introduced to the simulation domain.
The geometry is a square single crystal as depicted in Fig. 5.4.2, with the precipitate particle
positions handled discretely element-by-element using an obstacle state dependent variable. The
obstacles disrupt the dislocation flux as described in Section 5.4.3. The simulation domain again
is 5µm square and the control parameters are adopted unless otherwise stated (see Table. 5.5.2).
These tests had a default applied strain rate rate of 100s−1 and temperature of 973K (apart from
benchmarking Section 7.4).
For disc nickel-based superalloys the γ′ have a multimodal size distribution. The present study
will focus on full field simulations representative of a unimodal and bimodal γ′ strengthened alloy.
For the latter, the small particles have a mean radius rs = 10nm while the large particles have a
radius of rL > 50nm. Due to the size difference between the fine and large particle populations
in the bimodal distribution, only the large particles will be spatially resolved in the computational
domain. The small particles are treated implicitly by the line tension force on the dislocation field.
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7.1 Unimodal Fine Particle Distribution
The effects of introducing a distribution of tertiary particles to the domain has been investigated.
TEM images of NR3 high temperature disc alloy have shown the spacing of tertiary particles to vary
widely over a short distance [20]; in some areas the smallest tertiaries may cluster while in others
they are spread sparsely in the gaps between the larger secondaries. Edge-to-edge tertiary spacings
of λs = 25, 35 and 45nm have been used in these simulations as being approximate averages of the
distributions observed.
Fig. 7.1.1 shows flow stress curves for hypothetical systems containing only fine particles of mean
radius rs = 10nm, with different particle spacings. In the λjog = 300b or 1000b (dotted green or
black) curves it can be seen that the fine particles have increased the yield stress of the metal by
impeding the dislocation flow, while for the very narrow 100b jog spacing all the curves follow an
identical profile with no effect produced by the tertiaries. In the former cases, once the critical stress
for cutting the tertiaries is reached a sharp drop in flow stress follows the plastic yield: this drop
is more pronounced compared to the post-yield behaviour seen in single phase simulations. The
reasoning for this stress drop is due to the high shear rates which occur following the release of the
small particle line tension. The dislocations accelerate from stationary to gliding speed more rapidly
than previously seen, as the stress regime following cutting is high enough to discount the drag
from widely spaced jogs. For the very narrow 100b jog spacings (overlapping red curves), the jog
spacing is still the dominant yield controlling factor, yielding at ∼160 MPa. As the small particles
are cut between 105 and 155 MPa then the effect of the line tension is not observed in these systems.
Where fine particles do effect yield, the yield stresses are seen to increase with reduction to the
particle spacing. This has been more clearly indicated in Fig. 7.1.2. There is negligible difference
between the yield stress of the λjog = 300b and 1000b simulations for a given fine particle spacing,
evidencing that the particle cutting threshold is the dominant slip-limiting factor in these cases.
At the narrow 100b jog spacing, when the jog drag is still the dominant slip-limiting factor, the
yield is almost unchanged by the presence of a unimodal distribution of small particles.
The cause of the particle-spacing strengthening effect is apparent when considering the work re-
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quired to cut a particle: the magnitude of this work changes only with particle cross-section (mean-
ing in this investigation the work is always the same), but the work is performed by a length of
dislocation line equivalent to the centre-to-centre particle spacing. As the length of dislocation line
is reduced then the shear stress must be increased to maintain the same work. Through equation
(4.4.4) it can be seen that this will increase the threshold stress at which the cutting takes place.
The calculated shear stress cutting thresholds for the spacings of 25nm, 35nm and 45nm are 156
MPa, 125 MPa and 105 MPa respectively, which is reflected by the yield points of each system.
Figure 7.1.1: Flow stress response for a matrix containing fine particles rs = 10nm, with varying
particle spacing λs.
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Figure 7.1.2: Yield stress vs fine particle spacing for the simulations within this section.
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7.2 Unimodal Large Particle Distribution
7.2.1 Effect of γ′ volume fraction
Observed volume fractions for transgranular large particles in nickel-based superalloys typically
range between φL = 0.0 and 0.5. Simulations investigating the influence of γ
′ volume fraction on
the flow stress behaviour will now be presented. These assumed a unimodal particle dispersion
with radius of rL = 50nm at 700
◦C.
The flow stress curves for unimodal dispersions with volume fractions of φL = 0.15, 0.25, 0.35 and
0.45 are presented in Fig. 7.2.1. The inclusion of particles is seen to greatly increase the strength of
the material compared to the γ matrix solutions, with yield stress increasing with volume fraction.
The particle distribution used in each simulation has been included as an overlay on the left-hand
plasticity map for each volume fraction. In each case, at the macro-yield point, the plasticity
maps show short bands of plastic shear in the vicinity of the sources, which are quickly pinned by
the precipitates. These initial shear bands have a negligible effect on the macroscale deformation
behaviour. As the stress increases the pinning particles are sheared and the slip bands progress
through the distribution towards the right edge of the domain, triggering the macro plastic yield.
The first slip bands can be viewed at yield offsets of 0.02-0.06% in the figure and are seen to occur in
different locations for each particle distribution; forming at the areas of greatest initial micro-shear
after dislocation pile-ups have grown sufficiently for their stress fields to cut the leading particle.
For lower volume fractions these localised shear bands may reach a greater length before hitting
the first particle, and so typically contain more dislocation content in the particle boundary pile-up.
The number of slip bands appears to correlate with the γ′ volume fraction. At the 0.1% yield
stress there are 5 full slip bands formed for φ = 0.15, while 4 bands formed for the φ = 0.25 and
3 bands for φ = 0.35. The softening is manifested through significant, discrete (∼ 25 MPa) drops
in flow stress as the applied strain increases. These align precisely with instances of increased
dislocation generation in active bands or the cutting of particles to develop new bands. For higher
volume fractions of 50nm particles the distribution becomes more homogeneous and less discrete
phenomena are observed, thus a smoother flow stress curve is produced.
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Figure 7.2.1: Flow stress curves and corresponding maps of plastic development over the yield
period, for a unimodal γ′ dispersion alloy containing rL = 50nm particle distributions at different
volume fractions (λjog = 254nm / 1000b).
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It is significant here that, regardless of the precipitate fraction in the domain, new slip bands
tend to form in the vicinity of existing bands. These bands clump to form larger shear bands, show-
ing short range interaction between bands. This behaviour was noted in single-slip deformation of
the CMSX-4 alloy [27] displayed in the EBSD strain maps in Fig. 2.1.4, and is being reproduced
here as an emergent property of the model.
Figs 7.2.2 and 7.2.3 show the effect of jog spacing on the unimodal dispersion flow stress. The
most noticeable effect of jog spacing is the increased jerky character of the flow stress response
with decreasing separation of jogs. The reason for this is linked to how jog spacing influences the
slip band development in each case. For the wide jog spacing of 1000b the jog-drag is overcome
at shear stresses 40-60 MPa before the particle cutting threshold, and so the micro-shear bands
(evidenced in the plasticity maps) are allowed to form between the dislocation sources and particles.
The dislocation sources are unobstructed and so generate density steadily. This leads to localised
pile-ups which gradually cut their adjacent particles and form slip bands one by one, giving a slower
macro-yield behaviour. For the narrower jog spacing the jog-drag immobilises the dislocations at
the sources, preventing the micro-shear bands and pile-ups from developing, and restricting further
generation. At the particle cutting threshold the line-tension is released and, with the increased
motive force, the dislocations can overcome the jog-drag, rapidly accelerating from the sources to
the domain edge without obstruction. In this instance multiple slip bands form at the same time,
and multiple dislocation sources activate in unison, causing plastic events which register on the
macro-scale flow stress curve.
Using the example of the φ = 0.35 distribution: for 1000b jog spacing the first plastic bands
are observed at 0.4% applied strain and the first plasticity within a particle is observed at 0.52%.
The cutting of the initial particles is accompanied by 25 dislocation generations over a 0.02% strain
increment. For 100b jog spacing the first plastic bands are observed much later at 0.52% applied
strain and the first plasticity within a particle is observed at 0.58%. Following the cutting of the
initial particles 46 dislocation generations occur over a 0.02% strain increment. This shows that
the yield is delayed by narrower jog spacings, eventually occurring over a shorter strain interval
and with increased dislocation generation rate.
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Figure 7.2.2: Flow stress response for a unimodal γ′ dispersion alloy with varying volume fraction
and constant radius of 50nm (λjog = 76nm / 300b).
Figure 7.2.3: Flow stress response for a unimodal γ′ dispersion alloy with varying volume fraction
and constant radius of 50nm (λjog = 25nm / 100b).
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Figure 7.2.4: Yield stress vs volume fractions for the simulations within this section.
The increase in yield stress with volume fraction of particles is displayed in Fig. 7.2.4 for all
jog spacings. A linear relationship is predicted in each case for φL ≥ 0.15, except for a deviation in
the 0.1% offset yield stress for the φL = 0.45 / λjog = 300b. This is associated with the formation
of a new slip band at 0.7% applied strain, lowering the flow stress for a brief period over the 0.1%
yield offset.
The volume fraction strengthening effect derives from the γ′ shearing conditions. An increase
in the cutting stress is created by an increase in volume fraction as the inter-particle spacing is
reduced. The effect of particle spacing on cutting threshold has been discussed in the previous
section. Table 7.2.1 shows the particle spacing and cutting threshold for the distributions used
in the simulations above, calculated using the methodology discussed in Section 4.4.2. Compar-
ing the yield stresses predicted in Fig. 7.2.4 with the cutting thresholds in this table it can be
seen that there is good agreement for the narrower jog spacings at low volume fraction. For the
wide jog spacing at low volume fraction the yield is predicted lower than the cutting threshold, as
heterogeneous dislocation stress fields cause local yield to be reached earlier than the bulk domain.
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Table 7.2.1: Details of particle spacings and associated cutting thresholds for the 50nm particle
distributions used in this section
Volume fraction Edge to edge Centre to centre Cutting threshold
spacing spacing
φL λL (nm) λ
∗
L (nm) τc(MPa)
0.15 105.2 186.8 172.1
0.25 63.1 144.7 222.1
0.35 40.7 122.3 262.8
0.45 26.2 107.9 298.0
7.2.2 Effect of Particle Size
In this section particle size effects are investigated at constant volume fraction φL = 0.35. Again
the case is presented for three different jog spacings.
Numerical results for these cases are shown in Figs. 7.2.5, 7.2.6 and 7.2.7. From these results
it is evident that the smaller particles result in a higher flow stress, though the magnitude of the
effect that the particle radii have on yield stress varies significantly across the figures. For the
widest jog spacing of 1000b the particle radius has the greatest effect on the yield strength. A
difference of 75 MPa is observed between the 0.1% offset yield of 50nm and 100nm particles. For
narrower spacings of 300b and 100b the same yield differences are 42 MPa and 3 MPa respectively.
This model suggests that unimodal systems with large jog content may see less strength benefit
from particle refinement than others. Differences in curve shape are also observed as the dislocation
density interacts with the simulated microstructure. In Fig. 7.2.5 flow stress undulations related
to shear avalanches are observed when the particle radius is increased.
A direct comparison of the rL = 100nm particle distribution with different jog spacings is pre-
sented in Fig. 7.2.8, illustrating that for the coarser particle systems the yield stress increases with
jog spacing. This strengthening effect of the jog spacing is noticeably different for the two-phase
system (solid lines) and the pure matrix system (dotted lines).
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Figure 7.2.5: Flow stress response for a unimodal γ′ dispersion alloy with constant volume fraction
but varying radius (λjog = 254nm / 1000b).
Figure 7.2.6: Flow stress response for a unimodal γ′ dispersion alloy with constant volume fraction
but varying radius (λjog = 76nm / 300b).
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Figure 7.2.7: Flow stress response for a unimodal γ′ dispersion alloy with constant volume fraction
but varying radius (λjog = 25nm / 100b).
Figure 7.2.8: Flow stress response comparison for both wide and narrow jog spacings, for a unimodal
γ′ dispersion alloy with constant volume fraction but varying radius.
The evolution of both dislocation density α13 and the shear component of plastic deformation
gradient F p12 can be seen in Fig. 7.2.9 for a system with 100nm radius particles. (These images
136
correspond to the solid red and green flow stress curves plotted in Fig. 7.2.8). For the λjog = 76nm
system, at 0.5% strain, before the macro yield, the density can be seen piling up against the particle
distribution at the left side of the domain and causing micro-shear bands between the sources and
the particles. By 1.0% those initial particles have been cut and the density is seen spread across the
domain, piling up against other particles along the path of the slip band. At this point a jerky-glide
dislocation motion is occurring within the model as the mobile density glides through the γ phase
then waits at the edges of the γ’ precipitate for the stress to rise high enough to shear and proceed.
The locations of the waiting dislocation density corresponds with the developing slip bands within
the F p12 maps.
A slower slip band development is seen for the λjog = 25nm system. At 0.5% strain the initial
dislocation density is held near the sources by the stronger jog-drag. Consequently there are no
micro-shear bands created, no pile-ups at the particles and less dislocation density in the domain
because the sources are impeded. At 1.0% strain some slip bands have fully developed, however
there are fewer present than at the equivalent time in the previous system and they are concen-
trated at the top half of the domain. By 1.5% strain more slip bands have activated at the bottom
of the domain and their positions match those of the wider-spaced jog system. The total F p12 in
the domains has become roughly equivalent at this point. The macro-scale flow stress behaviour
matches well with these images, as the 100b (solid red) curve in Fig. 7.2.8 is seen to undergo a
large shear avalanche shortly after 1.0% strain when the lower slip bands activate in unison. The
flow stresses of the two systems become much closer after this point.
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Figure 7.2.9: Evolution of dislocation density α13 and plastic deformation F
p
12 (slip bands) with
increasing strain, for a 5µm domain with a unimodal distribution of secondary particles r2 = 100nm.
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Figure 7.2.10: Yield stress vs volume fractions for the simulations within this section.
The yield stress vs particle radius is shown in Fig. 7.2.10 for constant volume fraction φL = 0.35.
The relationship between yield stress and particle size appears non-linear for lower jog spacings.
This results matches well with the reuslts of experimental tension tests of M. Preuss et al. [30],
performed at 750◦C upon RR1000 samples with controlled secondary particle size. Despite the
lower strain rate in the mentioned work the trend in yield stress vs secondary particle size appears
as predicted by the FDM model. In both cases the fine secondary γ′ shows the highest yield stress
at all tested conditions.
It should be noted that if the yield stress was derived entirely from the shear cutting thresh-
old in eqn (4.4.4) then the particle size would have no effect on yield at constant volume fraction.
Assuming lattice square spacing is used to calculate the inter-particle space, a given increase in
particle size is balanced by the increase in the spacing of the dispersion: giving the same cutting
threshold stress in each case. This is demonstrated in Table 7.2.2. The differing yield stresses
arise in this model from the line tension of the dislocations, which increases when the particles
are closer together. The macro yield stresses in the flow stress curves may also occur lower than
the calculated cutting stress threshold, as they represent the average of the applied stress π∞12
across the domain, whereas locally at the matrix/particle boundaries the total internal stress field
π∞12 + π
d
12 can be higher.
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Table 7.2.2: Details of particle dispersion and associated cutting threshold for this section
Particle radius Mean radius when Edge to edge Centre to centre Cutting threshold
intersected by plane spacing spacing
rL (nm) RL (nm) λL (nm) λ
∗
L (nm) τc(MPa)
50 40.8 40.7 122.3 262.8
100 81.6 81.3 244.6 262.8
150 122.5 122.0 367.0 262.8
7.3 Bimodal Distributions of Particles
Until now a unimodal particle dispersion has been considered within an FDM framework for the
prediction of the flow stress. In real applications, disc nickel-based superalloys are given complex
heat treatments that are designed to generate in multimodal γ′ size distributions. The aim of the
following sections is to study the effects of a bimodal dispersion on the flow stress in the context
of the proposed FDM theory.
As a representative γ′ dispersion of a disc nickel alloy, the following size distribution for small
particles has been used: volume fraction φs = 0.03, radius rs = 10nm, spacing λs = 35nm. In what
follows, simulations will use these dispersion parameters for the small particles and assess the effect
these particles have when introduced to the large particle dispersions considered in the previous
sections.
7.3.1 Effect of large particle volume fraction
Fig. 7.3.1 shows the flow stress curve for particle distributions with and without small particles,
with λjog = 1000b. Large particle radius is kept at 50nm. The fine γ
′ have the effect of increasing
the flow stress while introducing a more gradual yield behaviour. Fig. 7.3.2 shows the yield stress
increase when moving from the unimodal large particle system to the bimodal case. The yield
strength of the bimodal system appears to rise linearly with volume fraction of large particles, but
at a higher gradient than for the unimodal case: the increase in the 0.1% offset yield when the fine
particles are added is 53 MPa at φL = 0.25, 69 MPa at φL = 0.35 and 82 MPa at φL = 0.45.
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Figure 7.3.1: Flow stress response for a matrix with different unimodal or bimodal particle distri-
butions and large particle radius of 50nm (λjog = 254nm / 1000b).
Figure 7.3.2: Yield stress vs volume fraction of large particles, with and without the presence of
fine γ′ (λjog = 254nm / 1000b).
The flow stress plots for the same distributions with jog spacing λjog = 300b are presented
in Figs. 7.3.3. There is an immediate difference between the flow stress curves of the unimodal
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and bimodal simulations, as the jerky curves with discrete shear avalanches (black lines) become
smoother in the presence of fine γ′ (red lines). The yield behaviour is also more gradual as the
slip bands develop more slowly. Fig. 7.3.4 plots the dislocation source activity for the simulations
corresponding to these flow stress curves. Comparing the two it can be seen that the macro-yield
points in the flow stress curves occur at the same applied strain as the onset of continuous dis-
location generation in the source activity curves. The presence of fine γ′ particles is observed to
delay the point at which the sources begin to generate and also reduce the rate of generation, this
occurs through the increased cutting threshold and additional line tension which lowers the motive
force on the dislocation. The combination of these effects means the abrupt plastic bursts from the
unimodal curves are no longer seen.
Fig. 7.3.5 displays the linear relationship between yield stress and increasing large particle vol-
ume fraction for the bimodal dispersion. The strengthening effect of the fine particles is greater
for the narrower jog spacing: the increase in the 0.1% offset yield when the fine γ′ are added is 82
MPa at φL = 0.25, 115 MPa at φL = 0.35 and 168 MPa at φL = 0.45. Comparing to Fig. 7.3.2, the
effect of jog spacing on yield stress is shown to be greater for a system containing fine precipitates.
For unimodal distributions (black markers) the strength increase moving from λjog = 1000b to 300b
averages at 25 MPa, while for bimodal (red markers) the same increase averages at 56 MPa.
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Figure 7.3.3: Flow stress response for a matrix with different unimodal or bimodal particle distri-
butions and large particle radius of 50nm (λjog = 76nm / 300b).
Figure 7.3.4: Number of dislocation generations in the domain for a matrix with different unimodal
or bimodal particle distributions and large particle radius of 50nm (λjog = 76nm / 300b).
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Figure 7.3.5: Yield stress vs volume fraction of large particles, with and without the presence of
fine γ′ (λjog = 76nm / 300b).
Figs. 7.3.6 and 7.3.7 contain the flow stress and yield stress plots for the same distributions
with a narrow jog spacing of λjog = 100b. Domain strength still increases with the introduction
of small particles, but the smooth curves from the previous figures are not seen. The narrower
jog spacing here is restricting plasticity sufficiently to stop the slow development of slip bands and
keep the more abrupt shear avalanches occurring. The increase in the 0.1% offset yield when the
tertiaries are added is 126 MPa at φL = 0.25, 139 MPa at φL = 0.35 and 143 MPa at φL = 0.45.
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Figure 7.3.6: Flow stress response for a matrix with different unimodal or bimodal particle distri-
butions and large particle radius of 50nm (λjog = 25nm / 100b).
Figure 7.3.7: Yield stress vs volume fraction of large particles, with and without the presence of
fine γ′ (λjog = 25nm / 100b).
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7.3.2 Effect of large particle size
In Figs. 7.3.8 and 7.3.9 tertiary particles are added to different size distributions of the large
particles with a constant volume fraction of φL = 0.35. The yield stresses, which had appeared to
decrease linearly with increasing particle size in the unimodal case (black lines), no longer follow a
linear trend in the bimodal case (red lines). The 0.1% offset yield difference between the 150nm and
100nm radius distributions is 34 MPa, while the difference between the 100nm and 50nm radius
distributions is almost three times larger at 95 MPa. The interstitial fine γ′ increase the shear
stress cutting threshold at which the large particles are cut and also act as the dislocation pinning
spacing in low stress regimes. The combination of multiple possible spacings for the line tension
(see eqn (4.3.15)), each dependent on the local stress and whether the particle type at a given
element may be sheared, create this non-linear emergent behaviour.
Figure 7.3.8: Flow stress response for a matrix with different unimodal or bimodal particle distri-
butions and large particle volume fraction of φL = 0.35 (λjog = 76nm / 300b).
For the narrow 100b jog spacing case, in Figs. 7.3.10 and 7.3.11, the addition of fine γ′ widens
the gap between the flow stress curves for different large γ′ radii. In the unimodal case (black) the
yield stresses are relatively similar and do not follow a clear trend, but with the introduction of
the distribution of fine particles the yields follow a linear trend, decreasing with increasing particle
size. There is increased work hardening when the precipitate radius is smaller, as this distribution
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Figure 7.3.9: Yield stress vs radius of large particles, with and without the presence of fine γ′
(λjog = 76nm / 300b).
provides more impediment to both slip band development and dislocation movement.
The changing trend of the yield stresses depending on the jog spacing in the system is an emergent
property of the model, arising non-trivially through competing mobility and line tension terms and
the subsequent effect on internal dislocation stress fields and source generation rates.
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Figure 7.3.10: Flow stress response for a matrix with different unimodal or bimodal particle distri-
butions and large particle volume fraction of φL = 0.35 (λjog = 25nm / 100b).
Figure 7.3.11: Yield stress vs radius of large particles, with and without the presence of fine γ′
(λjog = 25nm / 100b).
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7.3.3 Trimodal dispersions
This section will present results corresponding to bimodal and trimodal γ′ dispersion. For simpli-
fication of the model set-up, the large particle populations investigated in the previous section will
be decomposed into two size populations. The large particle volume fraction will remain constant
at φL = 0.35, with individual particles radii being either 50nm or 100nm. The fine particles of rs =
10nm cannot be resolved spatially in the current computational domains and will be treated as in
the previous section. Fig. 7.3.12 shows the dispersions analysed.
Figure 7.3.12: Key for the particle distributions implemented within this section.
Figs. 7.3.13 and 7.3.14 show the flow stress curves for the combined 50 and 100nm particle
distributions, both without and with the presence of the fine 10nm particles. For Fig. 7.3.13,
the case without the small tertiaries, a variety of different curve shapes are produced: Dist. 2
(r̂L = 50nm) and Dist. 3 (r̂L = 62.5nm) show the jerky curve progress that indicate significant
shear avalanches occur during the deformation; Dist. 4 (r̂L = 75nm) and Dist. 5 (r̂L = 82.5nm)
show smooth curves with gradual yielding that has been associated in the previous sections with
micro-shear bands in early deformation; Dist. 6 (r̂L = 100nm) has a smooth curve, but with
an abrupt yield at 250 MPa, making it most similar in shape to pure matrix curve, but with a
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higher yield point. Those distributions with a mixture of particle sizes (3, 4 and 5) show a higher
flow stress response than those composed of a single uniform size. The highest strength is seen
in Dist. 3 (r̂L = 62.5nm) which contains mainly 50 nm particles with 25% of larger 100nm particles.
In Fig. 7.3.14, when fine particles are included in the domain, the flow stress curves become smooth
for each distribution. The shear avalanches from Dist. 2 (r̂L = 50nm) and Dist. 3 (r̂L = 62.5nm)
are no longer seen, replaced by a gradual yielding. All yield points are increased from the previous
case and Dist. 3 (r̂L = 62.5nm) retains the highest flow stress for applied strains above 1%. A key
difference with the inclusion of fine γ′ is that the bimodal Dist. 2 (r̂L = 50nm) shows higher yield
than the trimodal Dist. 4 (r̂L = 75nm) and Dist. 5 (r̂L = 82.5nm).
Figure 7.3.13: Flow stress response for particle distributions in Fig. 7.3.12, with constant volume
fraction φL = 0.35 (λjog = 76nm / 300b).
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Figure 7.3.14: Flow stress response for particle distributions in Fig. 7.3.12, with constant volume
fraction φL = 0.35 and fine γ
′ (λjog = 76nm / 300b).
The yield stress vs distribution number is presented in Fig. 7.3.15. Those flow stress curves
that showed more gradual yield behaviour are reflected in this plot by the larger distance between
0.1 and 0.2% offset. Contributions to the yield stress in this model include the line tension that
acts upon a dislocation segment from out-of-plane interactions and the obstructions caused by
in-plane particles which must be overcome. The line tension is calculated as a mean field effect
which is inversely proportional to the average particle spacing for the distribution λ̂L. This average
spacing decreases moving from Dist. 6 → 2, meaning Dist. 2 (r̂L = 50nm) has the highest line
tension acting on a dislocation segment, followed by Dist. 3 (r̂L = 62.5nm). The cutting threshold
calculation also uses this average particle spacing, but the particle radius value used is appropriate
to the individual obstacle being cut in each instance (not the mean radius). Table 7.3.1 lists the
mean particle spacings and cutting thresholds for the particles present in each distribution. For
Dist. 3 (r̂L = 62.5nm) it can be seen that introducing a small quantity of larger 100nm particles to
a domain with low particle spacing means the cutting threshold for the large particle rises signifi-
cantly. This provides the increased strength observed in these simulations. Dist. 6 (r̂L = 100nm),
by contrast, has a large particle spacing and a lower cutting threshold, giving it the lowest yield
strength in both unimodal and bimodal situations.
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Figure 7.3.15: Yield stress vs particle distribution for the simulations within this section.
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Table 7.3.1: Details of large particle dispersion and associated cutting threshold for this section
(without fine γ′)
Dist. Mean radius Mean edge to Distribution Cutting threshold
number in distribution edge spacing composition
r̂L (nm) λ̂L (nm) τc (MPa)
2 50 40.7 rL = 50nm (100%) 262.8
3 62.5 50.8 rL = 50nm (75%) 257.5
rL = 100nm (25%) 515.0
4 75 61.0 rL = 50nm (50%) 214.5
rL = 100nm (50%) 429.1
5 82.5 67.2 rL = 50nm (25%) 195.0
rL = 100nm (75%) 390.1
6 100 81.2 rL = 100nm (100%) 262.8
7.3.4 Influence of temperature
Temperature is shown to have a significant effect on the deformation behaviour of superalloys at
> 700◦C. Amongst other properties, thermal conditions can influence the elastic stiffness constants
of the material, the dynamics (both glide and climb) of the dislocation content and the microstruc-
ture. As these influences each apply concurrently it is difficult to experimentally separate the
contribution to the deformation behaviour of the changing microstructure and the temperature-
dependent thermophysical parameters. However, through the proposed computation mechanics
approach it is possible to isolate these factors.
In Fig. 7.3.16 flow stress prediction at a number of different temperatures are presented for the
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same γ′ dispersion parameters. For these constant γ′ dispersion simulations the effect of tempera-
ture on the predicted flow stress is not significant. The shear modulus for the domain (gradient of
the pre-yield curve) is shown to decrease marginally with rising temperature, beginning at 52.72
GPa for 500◦C and ending at 45.85 GPa for 1000◦C. The 0.1% offset yield drops by only 25 MPa
over the same temperature increase.
Figure 7.3.16: Flow stress response for a nickel-based superalloy at different temperatures, for a
constant bimodal dispersion with parameters rL = 50nm / φL = 0.35 and rs = 10nm / φs = 0.03.
(λjog = 76nm / 300b).
In real alloys, the γ′ dispersion will change with increasing temperature and eventually complete
dissolve at the solvus temperature. The work of Dyson in 2009 [84] has described a formula by
which the equilibrium volume fraction of precipitate phase φp within a superalloy may be predicted
at a given equilibrium temperature T , if the γ′ solvus temperature Tsolvus is known. This is based
on a lever-rule representation given by
C0(T ) = 17 exp
(−7250
Tsolvus
)
Ce(T ) = 17 exp
(−7250
T
)
φp =
C0 − Ce(T )
0.23− Ce(T )
(7.3.1)
where C0 is the concentration of γ
′ formers and Ce their total equilibrium matrix solute concentra-
tion. The numerical constants were chosen to fit experimental data for seven different superalloys,
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including CMSX-4. Employing this formula, the volume fraction of γ′ has been determined and
plotted in Fig. 7.3.17 for two solvus temperatures of 1100◦C and 1060◦C . The fraction of pre-
cipitate is shown to be relatively stable (for both solvus temperatures) up until a temperature of
∼ 700◦C, whereby it falls away rapidly towards a pure-matrix state.
Computational domains were constructed based on particle distributions with a solvus temper-
ature of Tsolvus = 1100
◦C or 1060◦C between 500◦C - 1000◦C. In practice the size of the γ′ particles
will also decrease with increasing temperature. However, this will not be considered in the present
calculations and the particle radius of the large particles will be taken as 50nm for all simulations
reported in this section.
Figure 7.3.17: Predicted Volume Fractions verse temperature for two different solvus temperatures.
Fig. 7.3.18 shows the predicted flow stress curves at a number of temperatures. In this model
setup the alloy strength varies considerably, dropping 195 MPa over the temperature range investi-
gated. Comparing this to the 25 MPa drop seen for the simulations with a constant particle fraction
indicates that the shifting microstructure is a more dominant factor in controlling softening at high
temperature than the thermophysical properties. The curves for 500◦C and 600◦C are of similar
shape with close yield points (< 9 MPa apart). This follows with the fact that the volume fraction
changes by only 0.007 over this range. At 700◦C the curve starts to soften as the volume fraction of
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precipitate is reduced by another 0.015. After this point the volume fraction falls away increasingly
rapidly with each incremental temperature increase, and the yield stress of the domain follows this
drop-off. At 1000◦C, when the volume fraction takes its lowest value of φL = 0.17, the curve shows
signs of shear avalanches as slip bands develop, this occurs at 0.6%, 1.4% and 2.1% applied strain.
Figure 7.3.18: Flow stress response for a nickel-based superalloy with temperature-appropriate
volume fractions for a Tsolvus of 1100
oC. (λjog = 76nm / 300b).
When the solvus temperature is reduced to Tsolvus = 1060
◦C, the flow stress curves in Fig. 7.3.19
follow the same trend as the previous case, softening increasingly with temperature. The volume
fraction of γ’ present at a given applied temperature is lower for the lower Tsolvus value, which
creates flow stress curves with lower yields. The drop in volume fraction is largest between 900◦C
and 1000◦C, falling from φL = 0.199 to 0.097. At this low volume fraction there are significant shear
avalanches after the yield point, when the first particles are cut, this introduces fast dislocation
reactions which require prohibitively small time steps to stabilise in the FD implicit scheme. For
this reason the final curve is curtailed early after yield.
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Figure 7.3.19: Flow stress response for a nickel-based superalloy with temperature-appropriate
volume fractions for a Tsolvus of 1060
oC. (λjog = 76nm / 300b).
The yield stresses from the curves for Tsolvus = 1100
◦C and 1060◦C are plotted against tempera-
ture in Fig. 7.3.20. The figure also contains the yields from the simulations with constant φL = 0.35
and the pure-matrix case, all taken from domains with a jog spacing of 300b. Trend lines (using
a linear or 4th-order polynomial fit) are added for ease of interpretation. It is clear that the yield
stress decreases linearly with temperature for systems where the microstructure remains unchanged
(green and blue lines), and that this softening seems negligible in comparison to the effect when
the microstructure is changed (red and black line). For the realistic volume fraction simulations
the yield stresses decrease in a linear manner between 500◦C and 700◦C, above this temperature
the yields drop away rapidly as the solvus temperature is approached. The yield stress decreases
with a curve shape which closely parallels the volume fraction over the same temperature range
(from Fig. 7.3.17). For lower Tsolvus the yield stresses drop away more quickly with temperature,
and are lower in general. Note that if the changes to the particle size with increasing temperature
were to be taken into account, the high temperature strength will be further reduced.
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Figure 7.3.20: Yield stress vs temperature for a Nickel-Superalloy with temperature-appropriate
volume fractions for different Tsolvus (λjog = 76nm / 300b).
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7.4 Benchmarking Model Against Published Experiments
Single crystal shear testing of a nickel-based superalloy has been reported recently by G. Laplanche
et al [41]. This work is atypical in that it reports flow stress curves rather than creep curves, and
this has been discussed in context of similar shear creep tests by G. Eggler et al [152]. Laplanche’s
experiment involved the focused ion-beam (FIB) machining of sample pieces from larger crystals
of known orientation, then the subsequent micro double shear (MDS) testing of those crystals with
an in-situ SEM micromechanical test rig. An example specimen is shown in Fig. 7.4.1. The MDS
method has been previously established, by the same group, for other materials and the exact
geometry of the test specimens is provided in Fig. 1 of a paper by J.-K. Heyer et al [153].
Figure 7.4.1: The MDS test specimen before deformation, showing the overlayed crystallographic
orientation and shear area highlighted in blue. Reproduced from G. Laplanche et al [41].
The material in Laplanche’s experiment was alloy ERBO/1, a variant of CMSX-4 [42], with
micro-samples being taken from both interdendritic and dendritic regions of the casting. The ele-
mental composition of the ERBO/1 alloy was listed as 5.8 wt.% Al, 9.4 wt.% Co, 6.2 wt.% Cr, 0.1
wt.% Hf, 0.6 wt.% Mo, 2.9 wt.% Re, 6.9 wt.% Ta, 1.0 wt.% Ti, 6.3 wt.% W, with Ni to balance.
The material had two solution heat treatments at 1290◦C (for 1h) and 1300◦C (for 6h), followed by
two precipitation heat treatments at 1140◦C (for 4h) and 870◦C (for 16h). The dendrite spacing
was on average 500µm, and the composition of the γ channels/γ′ precipitate was found to be almost
constant across the dendritic/interdendritic regions [42]. The γ′ particle content comprised of a
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unimodal distribution of cuboidal particles, with a volume fraction of φ = 0.72 in the dendritic
regions and φ = 0.77 in the interdendritic regions. The particles had an average edge length of
442nm (r = 221nm) and average spacing of 65nm.
A load was applied in the [011] direction of the test specimens using a flat punch indenter with
a constant displacement rate equivalent to 0.05s−1 (shear rate). This loading condition promoted
[011](111) single slip across the 24µm2 shearing surfaces. From the resultant load, shear displace-
ment and shear zone width, a number of flow stress curves are published [41].
The data from these published curves has been extracted and used for comparison against the
FDM model developed in this work. The FDM domain was set up as defined in Section 5.2.1 using
a 5µm grain size to give a comparable 25µm2 shear surface and open boundary conditions for dislo-
cation flux to emulate single crystal conditions. A constant shear strain rate of 0.05s−1 was applied
to the edges of the domain (following Fig. 5.2.2) and single slip was induced in the [110](111) system
(equivalent to the experiment). Simulation domains were created using parameters representative
of the dendritic/interdenritic microstructures reported above (r = 221nm, φ = 0.72/0.77), an ap-
plied temperature of 298K and the standard 200nm FR source spacing from the previous chapters.
Fig. 7.4.2 shows flow stress curves for simulations with dendritic and interdendritic microstructural
parameters (solid lines) alongside the corresponding experimental flow stress curves extracted from
the literature (dotted lines) [41]. The experimental curves were reproduced by digitising the high-
resolution images published alongside the original paper and replotting the data. Two experimental
curves are provided from each region to give an idea of the experimental scatter. It can be seen that
these simulations give a good agreement with the experimental data, with the predicted macro yield
points occurring very close to the observed values for the dendritic and interdendritic material. The
post-yield curve shape is quite good, mostly laying within the scatter of the provided experimen-
tal curves. The general agreement between predicted and measured flow stresses reflects that the
experiments of Laplanche et al. have truly activated single slip (on [011](111)), matching the condi-
tions currently being simulated. The simulation of dendrite material, with a lower volume fraction
of γ′, begins to macro yield at 548 MPa while the interdendritic simulation yields at 591 MPa:
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this is consistent with the fact that the interdenritic material has a smaller particle spacing and
thus a greater stress threshold for precipitate shearing and extra line tension on gliding dislocations.
Figure 7.4.2: Comparison of model and experiment for simulations with dendritic and interdentritic
volume fraction [41] (r = 221nm), loaded with a strain rate of 0.05−1 (λjog = 76nm / 300b).
The graphics in Fig. 7.4.3 show the development of dislocation density α13, and the accompa-
nying plastic shear deformation gradient F p12, for the simulations from the previous plot. Images
are provided for increasing applied strain levels. It can be seen that at the first strain level (1.06%)
the dendritic material has a single slip band forming across the length of the domain, shearing
through the γ′ particles near the top of the domain. At the same strain level within the interden-
dritic material the particles are not yet sheared and only micro-slip bands are seen between the
dislocation sources (left boundary) and the precipitates: this corresponds to the later yield point in
the interdendritic simulation. At the next strain level (1.20%) both materials show two slip bands
running across the full domain, however F p12 is higher in the dendritic simulation, lowering the rate
of stress increase. This is mirrored in the lower hardening rate observed in Fig. 7.4.2 (blue solid
line) for this period. At the final strain level (1.64%) the interdendritic simulation has developed
a higher number of slip bands, but each carries less F p12 than those in the dendritic simulations.
At this point both materials reach similar, constant hardening rates in the flow stress curves. In
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general more dislocation density is seen in the dendritic simulations, leading to more plastic slip.
Figure 7.4.3: Maps of dislocation density α13 and plastic band evolution F
p
12, at given applied
shear strains, for the simulated dendritic and interdendritic material domains. (Images taken from
simulation repeat no. 1. Particle distributions are overlaid on the left-hand images.)
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In Laplanche et al’s [41] original analysis of their experimental curves, the stress value at which
linear elastic behaviour ended was recorded as τel. The mean value of τel was 490 ± 20 MPa for
the dendritic curves and 490 ± 5 MPa for the interdendritic curves. The stress at which a sudden
deformation event (SDE) first occured was recorded as τSDE . Here a SDE was characterised by a
significant strain increase in a short period of time. The mean value of τSDE was 630 ± 20 MPa
for the dendritic curves and 700 ± 40 MPa for the interdendritic curves.
In order to compare against this analysis, three repeat simulations were performed for each material
type (with different discrete particle distributions), the results from these simulations are provided
in Table 7.4.1. This table includes the 0.1% yield stress τy, the stress when linear elastic behaviour
ends τel, the stress when the first particles are sheared τγ′shear, the stress before the first sudden
deformation event τSDE and the stress drop during this event ∆τSDE . (As the FE boundary con-
ditions apply a constant total strain rate to the simulation domain it was not possible to see the
sudden strain increase from the experiments. It was possible, however, to see large stress drops
associated with sudden slip band formation and this criteria for τSDE was used instead.)
Table 7.4.1: Stresses observed in shear simulations of dendritic/interdendritic CMSX-4 domains.
Dendritic
Repeat No. τy (MPa) τel (MPa) τγ′shear (MPa) τSDE (MPa) ∆τSDE (MPa)
1 548 380 484 636 23
2 554 383 515 639 14
3 496 373 452 - -
average 533 ± 32 378 ± 5 484 ± 31 638 ± 2 18 ± 6
Interdendritic
Repeat No. τy (MPa) τel (MPa) τγ′shear (MPa) τSDE (MPa) ∆τSDE (MPa)
1 591 394 553 717 57
2 552 403 522 704 39
3 565 403 529 688 36
average 569 ± 20 400 ± 5 535 ± 16 703 ± 14 44 ± 12
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From Table 7.4.1 it can be seen that the first deviation from linear elastic behaviour τel is under-
estimated by more than 90 MPa in all cases compared to experiment. This underestimate is likely
because the numerical model can determine very minor yield phenomena associated with the small
dislocation slip between sources and particles before precipitate shearing (τ < τγ′shear), as shown in
the bottom left image of Fig. 7.4.3. The precipitate shearing stress τγ′shear occurred around ∼100
MPa higher than τel for both materials and this quantity falls more in line with the experimental
values of τel. The predictions for the stresses at which sudden plastic deformation occurs τSDE
agree very closely with the experimental findings. In two of the dendritic simulations a plastic
slip band was seen to develop rapidly, following the shearing of a line of precipitate particles, at
domain shear stresses of 636 and 639 MPa respectively (the third repeat simulation saw no SDEs).
These stress values line up comfortably within the 630 ± 20 MPa range observed in experiment. In
the interdendritic material simulations a wider range of τSDE values were predicted, averaging at
703 MPa. This increased magnitude and widened range closely mirrors the real experiment, where
τSDE was observed as 700 ± 40 MPa. Finally, the experimental analysis found significantly larger
strain intervals for SDEs in the interdendritic material. This was associated with the higher stresses
created in these samples. An equivalent behaviour was observed within the FE-FDM model, where
the interdendritic domains saw much larger stress-drops ∆τSDE following the SDEs. An example is
clearly seen at 717 MPa of the solid red curve in Fig 7.4.2, where the ∆τSDE is 57 MPa. The largest
∆τSDE stress-drop in the dendritic simulations was 23 MPa. The greater size of the interdendritic
stress-drops reflects the greater amount of plastic shear strain developed within a single event for
those simulations. The experimental work states [41]: “due to the higher γ′-volume fraction, higher
stresses are required to initiate sudden deformation events (SDEs), which represent larger scale de-
formation processes.”. These phenomena were found not to be observed in tests of larger mm-scale
samples [154], which implies that they are due to very localised (discrete) strain band formation.
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Chapter 8
Emergent Behaviour I: Backstress
Development
The heterogeneous development of slip bands within this model causes a redistribution of stresses
across the domain. As each band forms the local plastic strain within it increases and by association
the elastic stress in the slip band is reduced, effectively creating a softer material in the slipping
region. To balance this the purely elastic zones between the slip bands will take more of the
applied load, analogous to the dispersed phase in a composite material. By summing the local
stresses π∞(X) in the plastically active and inactive elements separately and dividing by the total
volume, the homogenised stress contributions from the plastic zones σPZ and the elastic zones
σEZ may be individually defined in the usual way as
σPZ =
1
VΩ
∫∫∫
Nplastic
π∞(X) d3X σEZ =
1
VΩ
∫∫∫
Nelastic
π∞(X) d3X (8.0.1)
where Nplastic are the volume elements containing plastic strains and Nelastic are the pure elastic
volume elements. These regions are depicted in Fig. 8.0.1 for a simulation containing 5 sources. PZ
or EZ are used to refer to the plastic or elastic zones respectively, and when used in sub-script or
super-script indicate that the associated quantity pertains to this zone. The volume averaged stress
state for the entire domain, that was defined in eqn (6.0.1) and used in previous results sections, is
simply the summation of the homogenised stress contributions from each zone σ = σPZ + σEZ .
The partitioned stresses may also be represented by the volume average over the volumes of the
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individual zones
〈π〉PZ =
1
VPZ
∫∫∫
Nplastic
π∞(X) d3X 〈π〉EZ =
1
VEZ
∫∫∫
Nelastic
π∞(X) d3X (8.0.2)
where 〈π〉PZ may be considered the effective stress within the slip bands. The expressions in eqns
(8.0.1) and (8.0.2) are then related by the the volume fractions φ∗ of the elastic and plastic zones
within the domain
σPZ = φPZ 〈π〉PZ σEZ = φEZ 〈π〉EZ (8.0.3)
The volume averaged stress within the slip bands may be expressed as the averaged total stress of
the domain minus some perturbation or backstress χ(S) which accounts for the stress transfer away
from the plastic zone
〈π〉PZ = σ − χ(s) (8.0.4)
σPZ = φPZ (σ − χ(s)) (8.0.5)
The elastic backstress (or “internal stress” [84]) has been defined in this form in literature concerned
with nickel-based superalloy creep [88] [155], developed over the last 30 years. However, using eqn
(8.0.2) the effective stress and backstress may now be plotted directly for any simulation, using:
χ(s) = σ − 〈π〉PZ (8.0.6)
Figure 8.0.1: Elastic and Plastic zones within a domain with 5 sources.
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8.1 Backstresses in γ-only Domains
8.1.1 Jog spacing
In Fig. 8.1.1 stress-strain curves are shown for the stress contributions from the plastically de-
forming and purely-elastic zones of the single phase material, volume averaged across the whole
Ω domain. Three jog spacing conditions are considered. During initial elastic deformation at low
strains the elastic zone stress (dotted line) is equal to the total flow stress (solid line), as the entire
domain is purely elastic at this stage. At yield the plastic zones are created and the plastic zone
stress (dashed line) rises rapidly from zero. A corresponding fall is seen in the stress of the elastic
zones as the plastic bands take on some of the total stress. For Fig. 8.1.1(a), where λjog = 1000b,
once the plastic zones are created the stress within is seen to develop slowly with applied strain,
increasing 7.3MPa over the following 1% strain.
For the narrower jog spacings of 300b (Fig. 8.1.1(b)) and 100b (Fig. 8.1.1(c)) the stress in the
plastic zones stabilises at the initial value that is reached and does not develop significantly with
increasing strain. Here the maximum of σPZ12 stress is reached within a single (0.02%) strain in-
crement; during which the FE simulations show that slip bands form rapidly from every available
source. The behaviour is captured in the plasticity maps (bottom) in Fig. 8.1.3. This is not the
case for the λjog = 1000b simulation, where slip bands are created over a range of strain increments
(top Fig. 8.1.3), building slowly and causing a slower increase of σPZ12 stress. Slow slip band de-
velopment is seen here as plastic yield occurs at stresses before the majority of dislocation sources
are active (below the average source generation threshold of 46.3 MPa). At this point only the
sources at the upper end of the Frank-Read length distribution (see Section 5.4.4) have activated,
and further plastic bands will develop as and when the other sources reach generation stress.
For comparison, Fig. 8.1.2 display the data from Fig. 8.1.1 averaged over the individual plas-
tic and elastic domain volumes. The pre- and post-yield curve trends for 〈π〉EZ and 〈π〉PZ in shear
are similar to σEZ and σPZ , with the plastic zone stress developing quickly then levelling off while
the elastic zone stress steadily increases. With this representation, however, the stress within the
elastic domains becomes greater than the total flow stress, while the plastic zone stress levels off
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at roughly the yield stress. These values reflect the average elemental values of stress for each
zone within the FE simulations. The backstress on the slip bands (from eqn (8.0.6)) is plotted
in Fig. 8.1.4, showing backstress initiation tracking with the yield of the respective simulations.
For λjog = 300b and 100b, after and initial peak the backstress increases steadily and at similar
rates. As the total flow stress is increasing, it follows that the backstress increases proportionally
for the effective plastic band stress 〈π〉PZ to remain saturated. Due to the differences in slip band
development indicated in Fig. 8.1.3, the backstress for λjog = 1000b does not fall in with the trend
of the other two, and increases more slowly to match the plastic band development.
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Figure 8.1.1: Flow stress response for a Pure-matrix domain, showing the stress contributions from
the elastic/plastic regions: a) λjog = 254nm / 1000b b) λjog = 76nm / 300b c) λjog = 25nm / 100b.
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Figure 8.1.2: Flow stress response for a Pure-matrix domain, with stress contributions from the
elastic/plastic regions averaged over the elastic/plastic domain volumes: a) λjog = 1000b b) λjog =
300b c) λjog = 100b.
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Figure 8.1.3: Plasticity maps showing different slip band development predicted for simulations
using different jog spacing parameters.
171
Figure 8.1.4: Backstress χ
(s)
12 evolution with strain, for open matrix with different jog spacings.
8.1.2 Source distribution
Both the number and the positioning of boundary sources within the domain have been shown
to have effect on the total plasticity produced within the simulations in Section 6.2. The simula-
tions from this section are now further investigated with regard to the internal partitioning of stress.
Fig. 8.1.5 shows the stress partitioning for simulations containing different source numbers. The
axis scales are the same in each case for ease of comparison. Despite similar yield points in the
flow stress curves (solid lines), the plastic zones (dashed lines) are shown to clearly contain a larger
contribution of the total stress when the source number is higher and there are more plastic bands
available. Post-yield the plastic zone stress increases minutely in each case, meaning that the elastic
zones accommodate the majority of the stress increase associated with hardening. Fig. 8.1.5(a),
containing 20 sources, shows the elastic zone stress rise 47.0 MPa in the 2% strain following yield,
while the plastic zone stress rises only 1.5 MPa in this interval. In Fig. 8.1.5(c), containing 5
sources, the elastic zone stress rises 491 MPa in the 2% strain following yield, while the plastic zone
stress rises 24 MPa.
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The stress partitioning at different strain intervals is shown in Fig. 8.1.6, plotted against the
number of sources in the simulation. First taking Fig. 8.1.6(a) and considering the partitioning im-
mediately after the yield point (diamond markers), it can be seen that the stress within the plastic
zones rises linearly with source number. The elastic zone stress, meanwhile, declines linearly. After
a further 2% applied strain (cross markers) the stresses in the elastic zones rise considerably, and
no longer hold a linear relationship with source number. The stress in the plastic zones increases
by a much smaller amount, levelling off at a value of 62 ± 2 MPa for source numbers ≥ 10 (the
dashed blue line on the figure marks 62 MPa). This is significant as it suggests a saturation of the
stress partitioned within the plastic domain once a threshold number of slip bands is reached. This
could propose a criteria for an upper limit to the homogenised stress σPZ12 driving plastic flow.
Fig. 8.1.6(b) represents the stress partitioning as a percentage of the total stress in each zone
plotted against the source number. For both yield and post-yield strain levels the percentage stress
in the plastic zones is seen to rise linearly with source number. Mirroring this, percentage stress in
elastic zones decreases with the negative gradient. In all cases the linear trendlines have R2 values
> 0.999.
The backstresses for this case are plotted in Fig. 8.1.7, showing similar shaped peaks at yield
followed by a more rapid development of backstress χ
(s)
12 when the number of sources (i.e slip
bands) is lower.
Fig. 8.1.8 shows the stress-strain curves for simulations with 10 sources and different source place-
ment. It can be seen that the stress gap between the plastic and elastic zones at yield does not
change with source placement. Behaviour post-yield shows that the stress within the plastic zones
increases at the greatest rate when the sources are further apart. For the case when source spacing
is 200nm, in Fig. 8.1.8(a), the plastic zone stress is seen to decrease with increasing strain. It has
already been shown in Fig. 6.2.7 that this setup with closely arranged sources produced increased
dislocation generation in comparison to more distantly spaced sources; this increased generation
evidently serves to increase shear rate in the slip bands and decrease the stress within the plastic
zones - lowering σPZ12 .
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Fig. 8.1.9 shows similar backstress evolution for each source spacing up until ∼ 1% strain, where
the rate of increase becomes greater for closer source spacing. In general at high strains the back-
stress is, therefore, larger at smaller source spacing.
As these backstresses influence the effective stress acting upon dislocations within the crystal,
they will have direct effects upon the evolution of plasticity within a crystal, as stress is transferred
away from the slip bands. In the context of nickel-based superalloys this effect would be even
greater, due to mechanical yield being tightly linked to the stress at which dislocations will cut
the precipitates. It is therefore a matter of high importance for superalloy deformation models to
accurately capture the correct backstresses.
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Figure 8.1.5: Flow stress response for a pure-matrix domain with different source numbers, showing
the stress contributions from the elastic and plastic regions: a) 20 sources b) 10 sources c) 5 sources
(λjog = 25nm / 100b).
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Figure 8.1.6: Stress partitioning measures at two strain levels, within a 5µm domain with different
numbers of grain boundary sources (λjog = 25nm / 100b).
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Figure 8.1.7: Backstress χ
(s)
12 evolution with strain, for open matrix with different source numbers.
177
Figure 8.1.8: Flow stress response for a Pure matrix domain with 10 sources, showing the con-
tributions from the elastic and plastic regions: source spacings a) 200nm b) 300nm c) 500nm
(λjog = 25nm / 100b).
178
Figure 8.1.9: Backstress χ
(s)
12 evolution with strain, for open matrix with different source locations.
8.2 Backstresses in γ-γ′ Domains
In this section the presence of the second phase will be considered in relation to backstress devel-
opment between elastic and plastic regions.
8.2.1 Volume fraction
Fig. 8.2.1 shows the stress-strain curves for simulations with 50nm large particles with different
volume fractions and fine γ′ (λs = 35nm / rs = 10nm). These are the same simulations which
produced the red curves in Fig. 7.3.3. The immediate difference from the open-matrix results in
the previous sections is that the stress within the plastic zones develops over an extended period,
rather than in a sharp rise. For Fig. 8.2.1(a) the stress within the plastic zones rises from zero to
a stable value of 200 MPa during the strain interval from 0.80% to 1.38%. The stress develops in
discrete jumps which correspond to periods of slip bands formation. In-between are short step-like
intervals (< 0.1% strain) when slip bands stop forming and the stress stops increasing. Once the
maximum number of slip bands is achieved the stress in the plastic zones saturates for all further
strains.
179
Moving through sub-figures (a) to (c), decreasing the volume fraction of particles with each plot,
the homogenised stress σPZ12 is seen to take a greater strain interval to reach its maximum value.
In Section 7.2.1 it was noted that the simulations with lower volume fractions contained longer
bands of localised shear in the period before particles were cut, it was also argued that these bands
permitted dislocation pile-ups which in turn allowed the gradual cutting of particles and a slower
yield. The slower yield can now be associated with a slow development of the plastic zone stress.
Fig. 8.2.2 plots the stress partitioning at plastic saturation as both an average stress contribu-
tion (a) and a percentage of the total stress in the domain (b). As the trend in (a) merely follows
that of the total yield stress, increasing with volume fraction, and there is no strong trend in the
total stress sharing in (b), it is assumed that within this model there is no connection between
volume fraction of particles and the ultimate value of effective plastic stress in the domain. The
addition of particles does not effect the fractional partitioning in these simulations.
The backstress development in Fig. 8.2.3 shows a wide peak at plastic initialisation which dies
to a local minimum then begins to increase again steadily when the maximum plastic bands have
been developed and the plastic zone stress is saturated. The interval between the first backstress
peak and the period of steady increase decreases with increasing particle fraction, following the
speed of development of plastic bands. The magnitude of the backstress during the interval is large
(χ
(s)
12 = 18± 0.4 MPa) for the low volume fraction of φL = 0.15 but appears to converge towards a
lower value (χ
(s)
12 = 4.2± 0.2 MPa) as the fraction increases to φL = 0.45. After moderate applied
strains (> 3%), when the backstress begins to increase again, the values begin to become similar
for each case.
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Figure 8.2.1: Flow stress response for bimodal distributions with large particle radius rL = 50nm,
showing the contributions from the elastic and plastic regions (λjog = 76.2nm / 300b).
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Figure 8.2.2: Stress partitioning measures at plastic saturation, for bimodal distributions with
different secondary particle volume fraction (λjog = 76.2nm / 300b).
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Figure 8.2.3: Backstress χ
(s)
12 evolution with strain, for bimodal distributions with different large
particle volume fraction (λjog = 76.2nm / 300b).
8.2.2 Particle radius
Fig. 8.2.4 shows the stress-strain curves for simulations with varying large particle radii, constant
secondary volume fraction (φL = 0.35) and fine γ
′ (λs = 35nm / rs = 10nm). These are the
same simulations which produced the red curves in Fig. 7.3.10. The plastic zone stress is shown
to evolve more slowly as the particle radius is increased, moving from sub-figure (a) to (c). The
longest interval between plastic onset and plastic saturation within this results section is observed
for Fig. 8.2.4(c) when the particle radius is at a maximum.
In Fig. 8.2.4(a) during the strain interval 0.7− 1.4%, associated with the burst of plasticity imme-
diately after yield, it can be seen that only the elastic domains are contributing to the oscillations
that appear in the total flow stress curve. The elastic zone stress decreases in a jerky manner
while the plastic domains have a comparatively smooth increase in stress during this period. As
flow stress oscillations are a phenomenon directly concerned with changes in plastic shear, but the
plastic zone stress does not oscillate noticeably during this time, it suggests that there is significant
stress transfer occurring between the slip band and elastic domain. Further it appears that stable
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plastic flow is maintained through passing stress back and forth to the elastic zones between slip
bands.
Plotting the partitioning at plastic saturation point, using the same two methods as before, Fig.
8.2.5 is produced. The average stress contributions in (a) appear to follow the trend for decreas-
ing yield stress with increasing particle radius, without exhibiting further relationship between the
elastic and plastic zones. The percentage share of stress in each domain follows a very minor trend
whereby the percentage stress in the plastic zones decreases 1.6% as the particle radius increases
50 → 150nm.
The backstresses plotted in Fig. 8.2.6 for different particle radii show a more consistent inter-
val between the initial peak and the subsequent increase than for changing particle fraction. The
height of the peak increases with particle size and the backstress between slip bands and elastic
zones is shown to be larger at low strains (< 2%), when the particles are larger. At higher strains
the backstresses for each simulation become similar.
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Figure 8.2.4: Flow stress response for bimodal distributions with constant large particle fraction
φL = 0.35, showing the contributions from the elastic and plastic regions (λjog = 25nm / 100b).
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Figure 8.2.5: Stress partitioning measures at at plastic saturation, for distributions with different
secondary particle radius (λjog = 25nm / 100b).
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Figure 8.2.6: Backstress χ
(s)
12 evolution with strain, for for bimodal distributions with different large
particle radii (λjog = 25.4nm / 100b).
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Chapter 9
Emergent Behaviour II:
Microstructure-Property relations
9.1 Yield Dependence on Microstructure
9.1.1 Varying particle distributions at constant temperature
Volume Fraction
Fig. 7.2.1 has shown a stark difference in slip band development can be caused through vary-
ing the volume fraction of a unimodal distribution of large γ′ particles (radius 50nm). Slip bands
were shown to form earlier when the precipitate fraction was lower; a phenomena observed due
to the associated reduction to the threshold stress for particle cutting, the reduction to the line
tension on a given dislocation segment and the increased space for dislocation pile-ups between
sources and particles; all of which lower the yield stress. Fig. 8.2.3 has related slow slip band
development to larger backstresses between elastic and plastic zones during the post yield period
of these simulations.
The FDM model predicts a linear relationship between yield stress and volume fraction, which
would not occur for a model with plastic yield dictated solely by the particle cutting stress. Fig.
9.1.1 displays this yield trend and line equation (black and green lines) with comparison to the
calculated cutting stresses, which are best fit by a polynomial (blue line). The yield stress trend
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line intercepts the vertical axis at approximately the yield stress of the open-matrix simulations.
A simple relationship may be drawn, whereby if the yield stress of the particle-free matrix τ0y is
known for a material then the yield stress τy with a given particle fraction of small (rL = 50nm)
secondaries is predicted as:
τy = c φL + τ
0
y (9.1.1)
where c is a material constant.
Figure 9.1.1: Comparison of simulation yield stress and calculated particle cutting stress for uni-
modal distributions of 50nm particles.
Particle size
It has also been shown, in Fig. 7.2.10, that increasing the size of the large particles at con-
stant volume fraction will lower the yield stress of the RVE. This effect was ascribed to the larger
particle distribution having a larger inter-particle spacing and therefore less line tension acting on
the dislocation segments in the γ matrix. This means the cutting stress may be achieved sooner.
The increased space between the sources and pile-ups (which were depicted at the top of Fig. 7.2.9)
is also a factor, allowing more dislocation generation to occur at lower stresses. The particle radii
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had a notably larger effect on yield stress when the line tension from the particles was the dominant
slip-limiting term within the matrix; this occurred when the jog spacing was widest (λjog = 1000b).
Again the FDM model predicted yields do not follow the calculated cutting stress of the parti-
cles, which is invariant at constant volume fraction. Fig. 9.1.2 displays this comparison. The trend
is non-linear for λjog = 1000b, when dislocation mobility is not heavily tied to the transport of
jogs, suggesting that above 150nm a further increase in particle size would not greatly diminish
the yield stress. At the other end, this behaviour would imply a high upper boundary to the yield
stress if the particles were made progressively finer than 50nm. This is most likely not the case,
however, as the simulations with narrower jog spacing, with a significantly larger resistance to slip,
would always be expected to yield at higher stress than those with λjog = 1000b. These data points
(red and green) show a more linear relationship to particle radius, so yield stresses would not be
expected to grossly exceed those values shown for 50nm with further particle refinement. This
figure evidences how the combination of parameters effecting dislocation velocity can bring about
different emergent behaviours in this model.
Figure 9.1.2: Comparison of simulation yield stress and calculated particle cutting stress for uni-
modal distributions with secondary fraction φL = 0.35.
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Bimodal dispersion of large (>50nm) and fine (<50nm) particles
The addition of a distribution of fine γ′ particles (λs = 35nm / rs = 10nm) to existing unimodal
distributions of 50nm particles was shown by Figs. 7.3.2 - 7.3.7 to increase the yield strength
by varying amounts, depending on the jog spacing and volume fraction of large particles in the
domain. Fig. 9.1.3 plots the yield strength increases from fine γ′ at 0.1% strain offset. It can
be seen that for all jog spacings the yield stress increase rises proportional to the volume fraction
of large particles present. The exact relationship changes with jog spacing, appearing linear for
wide jog spacing (1000b, black). The fine γ′ strength increase also increases with narrowing jog
spacing, except for one anomaly at φL = 0.45, when shear avalanches caused by 100b jog spacing
cause the 0.1% yield stress to appear artificially lower. When the same fine distribution is added
to unimodal distributions with different large particle radii, the strength increase falls away with
increasing large particle size. This is shown in Fig. 9.1.4. Again the narrower jog spacing led to a
greater strength increase from fine γ′. Both of these relationships show the trend that decreasing
the large particle spacing, through either increasing volume fraction or refining the particles, causes
a greater increase in fine γ′ strengthening.
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Figure 9.1.3: Predicted increase in 0.1% yield stress when moving from unimodal to bimodal particle
distributions, for varying volume fraction of 50nm large particles.
Figure 9.1.4: Predicted increase in 0.1% yield stress when moving from unimodal to bimodal particle
distributions, for φL = 0.35 large particles with varying radius.
The strengthening effect of the particles arrives through both the energy penalty for the ad-
vancing dislocation to create an anti-phase boundary as it shears the γ′ and the extra line tension
created by particles acting as pinning points before they are sheared. These separate strength
contributions may be observed by running the FDM model with and without the line tension term
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for dislocation motive force in eqn (4.3.16). The flow stress curves for this theoretical situation
without line tension are plotted with blue lines in Fig. 9.1.5, next to the usual results in black. In
Fig. 9.1.5(a), considering first the unimodal distribution when λjog = 300b, the 0.1% yield strength
increase from the open matrix case (dotted black line) to the case with large particles and no line
tension (solid blue line) is 152 MPa. Switching on the line tension term then further increases
the yield strength by another 73 MPa (solid black line). The same process in Fig. 9.1.5(b), for
λjog = 100b, shows a strength increase of 113 MPa for large particles without line tension, followed
by a further increase of only 6 MPa when line tension is introduced. This result suggests that
the main strengthening effect from large particles is due to the large associated cutting thresholds
and that the lesser effect of the line tension from these particles diminishes when there are already
existing slip-limiting factors with the matrix, i.e high jog concentration.
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Figure 9.1.5: Flow stress curves for unimodal and bimodal particle distributions, with φL = 0.35 /
rL = 50 nm, showing the influence of removing the out-of-plane line tension terms due to particles.
For the bimodal distributions in Fig. 9.1.5(a), the simulation without line tension (dashed blue
line) unfortunately would not run stably within the FDM model. The cutting stress of 263 MPa
for the large particle distribution and 125 MPa for the small particle distribution combine linearly
in eqn (4.4.11) to form a shearing threshold of τc = 415 MPa. At such high shear stress, without
drag to temper the speed of the dislocations, the rapid acceleration when the waiting dislocation
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density cuts the particles causes an improbably high shear rate which cannot be handled by this
model setup. When the jog concentration is higher for Fig. 9.1.5(b), however, the acceleration is
not so great and the bimodal simulation without line tension runs smoothly. Here the 0.1% yield
strength increase from the open matrix case (dotted black line) to the bimodal distribution without
line tension (dashed blue line) is 191 MPa. The further increase when the line tension is reactivated
is 67 MPa. Where previously the line tension in a system with only large particles had little effect
on the yield stress, here the effect is ×10 larger in the presence of fine γ′ particles. This result
suggests that an appreciable amount of the strengthening from fine γ′ particles can arise through
line tension on dislocation segments from the narrow particle spacing.
Bimodal dispersion of large particles (> 50nm)
Another emergent property demonstrated by the the FDM model is that the yield stress is highest
for particle distributions containing mainly 50nm particles with a small amount of 100nm particles.
This was shown in Fig. 7.3.15 where the 0.2% yield stress was highest for Dist. 3 (75% 50nm,
25% 100nm). The logic is presented that the separate strengthening effects of the inter-particle line
tension and the particle cutting threshold reach a combined maximum for this type of distribution;
utilising the low mean particle spacing λ̂L to increase tension and the occasional larger particle with
higher cutting threshold τc to form a hard barrier to slip. This behaviour could not be observed
without the particles being discretely modelled and assigned with individual radii.
A full parametric study of the type in Fig. 7.3.15 could establish the exact ratio of rL = 50nm/100nm
particles that provides the highest yield stress for this system. It may therefore be possible in the
future to use this type of model as a tool to inform alloy design processes towards increasing strength
of superalloy systems. Within this limited study the trends show the ideal ratio lies somewhere
between Dist. 2 (100% 50nm) and Dist. 4 (50% 50nm, 50% 100nm).
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9.1.2 Varying particle distributions with increasing temperature
Within this model increasing the domain temperature was shown to produce a small and linear
decrease in yield stress for systems with constant microstructure. By far the larger temperature
effects were observed when the particle distribution was evolved with temperature, as shown in Fig.
7.3.20. This would suggest that for a γ/γ′ system undergoing a temperature increase 500→1000◦C
the associated decrease in the stiffness constants produced by eqns (5.5.2) and (5.5.3) do not sig-
nificantly effect the flow stress of the lattice. Nor does the lattice drag coefficient in eqn (4.2.4)
or jog-controlled velocity in eqn (4.2.5) effect dislocation motion enough to register more than a
25 MPa drop in stress. The yield stress reduction comes almost entirely from the change to the
precipitate microstructure, increasing the particle spacing which lowers the cutting threshold and
allows dislocations to shear through at lower stresses.
The curves for yield stress vs temperature in Fig. 7.3.20 (black and red lines) were best fit by
high-order polynomials, however the shape is similar to the corresponding volume fraction profiles
from Fig. 7.3.17. The FDM model predicts that the dependence of yield on volume fraction of γ′
is strong enough that the volume fraction profile predicted by Dyson’s formula in eqn (7.3.1) [84]
may be overlayed upon a single yield point for a known temperature (with a complimentary x-axis
scale) to produce a rough tool for yield prediction at other temperatures. This is demonstrated in
Fig. 9.1.6, with the curve overlayed to cross the data point for 500◦C.
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Figure 9.1.6: Axis 1: Shear yield stress vs temperature for a nickel-based superalloy with
temperature-appropriate volume fractions for Tsolvus = 1060
◦C (λjog = 76nm / 300b). Axis 2:
Volume fraction predictions for Tsolvus = 1060
◦C.
It should be noted that, while dislocation climb velocity was included in this model, the model
was loaded in shear and at high strain rate. This created a small force component f∞2 for driving
the climb mechanism and provided little time for the vacancy diffusion required, which meant that
dislocation climb played only a small role in the deformation in this work. If the simulations had
not been restricted to a high strain rate due to computation time it is predictable that climb would
have played an increased role in overcoming obstacles and so could have increased the effect of
temperature at constant microstructure.
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9.2 Post-yield Flows Stress Dependence on Microstructure
In some instances microstuctural parameters have been shown to have negligible effect on the
initiation of plastic yield, but considerable effects on post-yield flow stress behaviour. Examples
include penetrable/impenetrable grain boundary conditions, source distribution and domain size.
9.2.1 Opening/closing domain boundaries to dislocation flux
The difference between simulations with boundaries either fully open or impenetrable to dislocation
flux is stark. It was shown in Fig. 6.1.1 that the use of closed boundaries introduces a hardening-
type behaviour post-yield, which is attributed to the reduced generation rate revealed in Fig. 6.1.2.
Later, in the discussion of domain size, the reduced source generation was shown to result from
repulsive dislocation stress fields from boundary pile-ups, presented in Fig. 6.6.3. Similar modelling
work by Hamid et al [105] in 2017 has previously concluded that the boundary conditions at grain
boundaries have significant effect on the macroscale flow stress, but that the internal stress field
from the dislocation pile-ups is negligible due to the rate at which this falls away across the grain.
This work argues that the dislocation stress fields are not negligible, and that the two phenomena
are linked through source activity.
All dislocation density generated was retained within the domain for these conditions, meaning
the dislocation content at a given strain is equivalent to the number of generations that have oc-
curred to that point during the simulation. Using this principle and averaging across the whole
domain using eqn (5.4.2), the FDM model predicted a dislocation density of 1.14×1013 m−2 within
the 5µm crystal after 1% applied strain, rising to 3.98× 1013 m−2 after 3%.
With open boundaries (and no obstacles to hinder dislocation slip) no pile-ups are observed within
the simulation domain and thus the only source of internal stress field is from the much lower density
of mobile dislocations. This density is transient, existing for the short period between generation
at one boundary and the moment it leaves the domain at the other boundary, and consequently
it holds a smaller, steady value of ∼ 5× 1012 m−2 when the generation rate becomes steady post-
yield. This impedes the sources to a lesser extent and allows more generation and greater shear
rate within the open boundary domain.
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The above values of dislocation density fall within typical norms for DDD simulations after simiilar
deformation [103].
9.2.2 Source distribution
The number of sources was shown in Fig. 6.2.3 to have a profound effect on the flow stress of open
boundary simulations, with curves showing hardening-type behaviour when the source number was
lowered below ∼20 for a 5 µm domain. The hardening in this case does not spawn from repulsive
dislocation stress fields, but from the dislocation sources being unable to produce the required
dislocation density for plastic deformation to entirely accommodate the increasing strain.
As the strain rate is the same in each simulation, then the total strain increase in the domain
for a given time increment will also be the same. The dislocation sources, however, may only
generate during this increment as often as their nucleation time tnuc will allow (see eqn (4.5.3)).
If the same plastic strain were to be maintained when the number of dislocation sources within
a domain is reduced, then the average tnuc of the remaining sources would be required to reduce
also. As tnuc is inversely proportional to glide velocity vg, which has defined limits, then the re-
quired reduction in nucleation time may not necessarily be achieved. The surplus strain that is
not accommodated plastically becomes elastic strain, which increases the stress state of the domain.
Fig. 9.2.1 demonstrates the non-linear relationship between the number of sources NS within
a domain and the average number of generations 〈NG〉S each source performs. As expected, with
less sources the number of generations per source increases. The relationship follows a power law:
〈NG〉S = c N −mS (9.2.1)
where c is a constant which increases approximately linearly for small strains (ε < 4%), and m is
an exponent that decreases approximately linearly for small strains (ε < 4%).
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Figure 9.2.1: Average number of dislocation generation events per source vs the total number of
sources within the domain, at varying strain levels within the simulation (λjog = 25nm / 100b).
Relationships between the post-yield hardening and the number of sources in the domain may
also be drawn. Considering the approximately linear sections of the flow stress curves between 2
and 4% in Fig. 6.2.3, the hardening modulus EH for this period may be calculated. Plotting this
modulus against the number of sources in the simulation, in Fig. 9.2.2, gives a log relationship.
Plotting this modulus against the total number of generations NG at 3% applied strain (during
this hardening period) gives linear trend which intercepts the y-axis at approximately the shear
modulus (i.e the modulus when no dislocations are present). The FDM model therefore provides
trends that may associate source activity to hardening.
EH ∝ −ln(Ns)
EH = a NG + µ (9.2.2)
NG = 〈NG〉S NS (9.2.3)
where a is a material constant and µ is the shear modulus.
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Figure 9.2.2: Modulus of the linear hardening of the flow stress for simulations with different
source numbers plotted against: a) the number of sources in the simulation b) the total number of
generation events. (λjog = 25nm / 100b).
The spacing of sources has also been shown to effect generation rates when the total number
of sources is constant. This was observed in Fig. 6.2.7. Here it was found that sources close to
one another generated at higher rates than those spread apart. This interaction between sources
was shown to occur over short range < 400nm, as increasing the spacing beyond this value caused
very small decrease in generation events for the domain. The effect is assumed to relate to dis-
location stress fields as the strength of these fields increases significantly over this range. The
repulsive shear stress from a single dislocation, calculated with eqn (4.3.3), falls away 16.4 MPa
→ 10.9 MPa → 8.2 MPa → 6.6 MPa respectively as the distance from the dislocation increases
200nm→300nm→400nm→500nm.
As all sources were aligned at exactly the same x-coordinate then the shear stress field of a newly
generated dislocation on a given slip plane at (x0, y0) could not possibly have increased the stress
state at the source above or below it at (x0, y1). This is a consequence of the shape of the shear
stress field of an edge dislocation, given in eqn (4.3.3), which has no value directly above or below
the singularity. It is however possible for the shear stress field from a newly generated dislocation
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to effect a second dislocation that has previously been generated and has moved slightly away from
its boundary source. The second dislocation would feel a repulsive stress and begin to increase
velocity, moving away from it’s source more quickly than if there had been no interaction. This
would effectively increase the speed at which the space adjacent to a source is evacuated, allowing
another generation to occur more quickly and meaning that tnuc is reduced. This mechanism is
illustrated in Fig. 9.2.3 where the stress field of new dislocation generated at (1, 3) provides a ve-
locity increase to the dislocation at (3, 1) and (4, 5). The dislocation at (4, 5) also receives further
velocity increase from the repulsion from the dislocation at (2, 7). In this manner the dislocations
will move faster away from close-packed boundary sources, and these sources will be less impeded
from further activity.
Figure 9.2.3: Illustration of how dislocations generated at neighbouring sources within the FDM
model will increase the velocity of a given dislocation leaving a source.
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9.2.3 Calculating Hall-Petch relationship constants
The Hall-Petch relationship proposes a link between yield stress σy and grain size dg of the form
[156][51]
σy = σy,0 +
k√
dg
(9.2.4)
where σy,0 is taken to be a friction stress for dislocations pile-up in the pre-yielded grain and k is
a constant for microstructural stress intensity.
In Section 6.6 grain-size dependency was discussed for pure-matrix domains with closed bound-
ary conditions: here it was found that, while the stress at which the plastic deformation begins was
the same in each case, rapid post-yield hardening led to different 0.1% offset yield stresses. These
yield stresses followed the 1dg relationship and provided the following Hall-Petch constants (in shear
form):
For 300b jog spacing
τy(0.1%) = 55.45 +
37.52√
dg
(9.2.5)
τy(0.2%) = 52.54 +
95.52√
dg
(9.2.6)
For 100b jog spacing
τy(0.1%) = 167.91 +
17.47√
dg
(9.2.7)
τy(0.2%) = 167.79 +
68.71√
dg
(9.2.8)
This result shows that the friction shear stress increases when the jog spacing is decreased and
dislocations can move less easily. The microstructural stress intensity decreases for similar reduction
in jog spacing.
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9.3 Limitations of Current Model
Despite the potential of the macro-property predictive capabilities of this model there are also
outstanding limitations that must be addressed:
One of the main limitations arrives through the numerical implementation, in that simulations
are required to take place at high strain rates due to processing time restrictions. This lowers
the amount of climb that can occur over the course of a given strain increment. Climb would be
expected to assist dislocations in overcoming slip barriers, and so at lower strain rates (and high
temperatures) a particle-matrix simulation would be expected to yield much earlier than at high
strain rates. This behaviour has unfortunately not been captured within this work.
The effect that geometrically necessary dislocations (GND) will have on the evolution of the mobile
density field has not been addressed in this work. GNDs are the dislocations required to accommo-
date the bending of the lattice planes to make deformation compatible, and this bending would be
expected to effect the mobility of the dislocations which slip along these planes. Furthermore the
local stress fields from GNDs should have an effect upon the mobile SSD population and influence
the general density field evolution. As well as simplifying computer processing time, a single slip
(and single crystal) arrangement was adopted within this model in order to reduce the potential
effects of the missing GNDs; as the generated deformation gradients are not severe along the slip
planes and the lattice rotations are minimal. In a real world polycrystal the effect should be much
greater, as the dislocations piling at grain boundaries arrange into GNDs that accommodate the
deformation. In the current state this model is therefore not appropriate for the modelling of poly-
crystal systems, and this will form a basis for future work.
A further limitation is that with only a single slip system there can be no sessile dislocations
formed through interactions with dislocations from other slip planes. Sessile dislocations could be
expected to act as a source of work hardening within simulations, as dislocation pile-up against the
slip-barrier [157]. Multiple slip planes would also allow discrete, local jog formation to be modelled.
An increase to the density of jogs within the RVE would be expected to create further hardening
effect. For the same reason cross-slip cannot be captured in this model, and so Kear-Wilsdorf
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locking and the subsequent anomalous yield behaviour in L12 ordered alloys cannot be observed
with the current plane strain setup [158].
Gamma-prime misfit, and the related effects on dislocation motion and primary creep proper-
ties have also not been considered in the current model [159].
Finally a number of material parameters in this model have been taken from literature data for
a specific nickel-based alloy (e.g. matrix stiffnesses C11, C12 and C44 from CMSX-6 [138]) and
adopted as representative of the wider alloy class in general. In order to allow better comparison
against experimental results then such input parameters should be sourced from as similar an alloy
as possible to the tested material.
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Chapter 10
Conclusions and Future Work
10.1 Conclusion
The aim of this study was to produce a Field Dislocation Mechanics (FDM) formulation capable of
interrogating the effects of microstructure on the evolution of a dislocation field within two-phase
nickel-based superalloys, and the consequent deformation behaviour that emerges from the under-
lying physics. To this end a FDM theory has been presented for the transport of a continuous field
of dislocations (eqn (5.1.1)). An implicit finite difference approach was then developed for solving
this dislocation transport equation numerically in a plane strain setup, and coupled to a commercial
finite element scheme, where the dislocation density tensor reacts to the applied stress field and
microstructure. A square computational domain representative of a single crystal of a nickel-based
superalloy was shear loaded at constant strain rate and high temperature (100s−1 and 973K) for
various microstructural parameters, with slip bands being individually resolved. Inter-dislocation
interactions were enabled through long range dislocation stress fields, which evolved heterogeneously
across the simulation domain. Interaction with second-phase γ′ particles was modelled both as an
averaged drag effect from line tension and through cutting conditions on discrete obstacles.
Slip bands were found to evolve non-uniformly within two-phase simulations as a result of short
range stress interactions between bands. This caused new bands to form near pre-existing bands,
and reproduced the experimental observations of the strain maps in Section 2.1.3 as a behaviour
emergent from the underlying physics. Sub-grain phenomena such as shear avalanches, from the
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rapid generation or release of trapped dislocations, was shown to translate to stress drops within
the average flow stress of the grain.
When applying shear loading to single crystal domains representative of generalised nickel-based
superalloys, the FDM model has predicted a range of emergent properties at the grain-scale. The
results have been mainly presented through the flow stress curves and plastic slip-traces from these
domains. Conclusions from single-phase γ-matrix simulations, loaded at 100s−1 and 973K, include:
• Setting grain boundaries to be impenetrable to dislocation flux will result in increased harden-
ing rate compared to open boundary solutions. This hardening can be directly associated with
a reduction in dislocation generation, due to internal stress fields from dislocation pile-ups,
and to a reduction in dislocation velocity (see Fig. 6.1.2 and Section 9.2.1).
• Impenetrable boundaries promote the emergence of a Hall-Petch dependency of shear yield
stress on simulation domain size (see Fig. 6.6.1). Again this is related to repulsive stress field
from dislocation boundary pile-ups reducing the generation activity of sources on the other
side of the grain, thus in smaller domains the sources generate less frequently (see Fig. 6.6.2).
• The imposed jog concentration is seen to dominate the yield stress when the jog spacing
is sufficiently narrow. In single-phase simulations the yield stress became jog-controlled for
spacings below 127nm (see Fig. 6.3.2). In these cases fewer shear avalanche were observed.
• As the total number of dislocation sources within a domain was reduced the hardening rate
in the domain proportionally increased following a log relationship (see Fig. 9.2.2).
• The generation activity of a given boundary source increases as the number of other sources
in the domain is reduced (see Fig. 9.2.1). This increased activity does not necessarily offset
loss in plasticity through source reduction, due to limitations in source nucleation time, thus
the hardening is still observed.
• The spacing of dislocation sources can have a significant effect on generation activity, for a
constant total source number. The closer packed sources were observed to generate more
frequently and thus cause softer flow stress behaviour in the domain (see Figs. 6.2.6 and
6.2.7): with a 200nm source spacing producing considerably lower flow stress than 300nm or
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400nm. This effect was related to the interacting dislocation stress field between slip bands,
which decay rapidly over this same 200-300nm distance (see Section 9.2.2).
Conclusions following the extension to two-phase γ/γ′ single crystal shear simulations, with con-
trollable discrete precipitate particle microstructures, were as follows:
• Increasing the secondary γ′ volume fraction, for a constant unimodal particle radius, causes
the yield stress to increase linearly with volume fraction (see Fig. 9.1.1)
• Increasing secondary γ′ particle radius (unimodal), for constant volume fraction, cause par-
ticles to be cut at a lower shear stress and reduces yield stress non-linearly. This relationship
would not predicted directly by the precipitate shearing stress threshold alone (see Fig. 9.1.2).
• Precipitate distributions with a mix of discrete secondary particle sizes were capable of causing
higher flow stress than a uniform particle field of either size, at constant volume fraction (see
Fig. 7.3.14). This behaviour spawned from the combined effect of the mean particle spacing
on both the dislocation line tension and the particle cutting stress threshold.
• Bimodal γ′ distributions containing precipitates of typical tertiary and secondary size ranges
were predicted to produce a higher yield stress than corresponding unimodal secondary dis-
tributions (see Fig. 7.3.6). This occurs through the increased drag effect from closer spaced
particles and the additional stress required to cut the distribution. The latter was found to
provide the main strength increase (see Section 9.1.1).
• A higher number of shear avalanches (more jerky flow stress curves) were observed in the
two-phase simulations from domains with imposed jog spacings of 76nm or less (see Figs.
7.3.2, 7.3.5 and 7.3.7).
• Temperature effected the yield stress of two-phase structures primarily through the associated
change in microstructure rather than the change to the lattice parameters (see Section 7.3.4).
Yield stress is predicted to drop with increasing temperature at the same rate as the volume
fraction of γ′ drops (see Fig. 9.1.6).
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• Stress is found to saturate within the slip bands shortly after yield in all simulations. The
interval until saturation may be increased by introducing a distribution with large γ′ particles
or low volume fraction (see Fig. 8.2.1 and 8.2.4)).
• The backstress between the slip bands and the elastic regions of the domain may be calculated
using local volume averages (see eqn (8.0.2); the largest backstresses were produced in domains
with large γ′ particles, low volume fractions or very few dislocation sources (see Chapter 8).
Finally, the model has been benchmarked against single crystal micro-shear tests (of a CMSX-
4 type alloy) found in published literature [41]. Simulations of similar shear domains at room
temperature and strain rate 0.05s−1 produced flow stress curves that compared well with these ex-
perimental results for both dendritic and interdendritic material types (see Fig. 7.4.2). The model
predicted the onset of sudden deformation events (SDEs), due to rapid plastic shear avalanches, at
average shear stresses of 638 MPa and 703 MPa for the two materials respectively. By comparison
the experimentally observed values were 630±20 MPa and 700±40 MPa, showing very good align-
ment between prediction and reality. The model also yielded a prediction that the SDEs would
be significantly more pronounced for the interdendritic material, which was again reflected in the
experimental observations and offers good validation to this work.
Based on the portfolio of simulation results presented within this work, which have demonstrated a
range of deformation features emergent from the underlying physics of dislocation-dislocation and
dislocation-microstructure interaction, it is submitted that the objectives stated in Chapter 1 of
this work have been met.
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10.2 Future work
Further work is required to extend the numerical implementation to 3D. The general FDM formula-
tion for SSD evolution would not need to be altered for this extension, but additional contributions
from GNDs need to be included to accommodate large deformations, especially within polycrystals
or when further slip systems are activated. The extension to 3D implementation will mean that
multiple slip systems can be resolved, allowing mechanisms such as cross-slip and jog formation to
be modelled through reaction terms on the transport equation.
In particular this would allow modelling of Kear-Wilsdorf locking within the γ′ particles, as cross
slip occurs between {111} and {010} planes, which would mean the anomalous yield behaviour
typcial to disc nickel-based superalloys could be captured as a further emergent behaviour [158].
Gamma-prime misfit must also be introduced to this model in the future as this has been shown
to have effect on dislocation motion and primary creep properties [159].
Finally, any future implementation would benefit greatly from improved processing parallelisa-
tion, possibly through extension of the FDM FORTRAN code to us MPI parallel programming
methods. This would decrease processing wall-time and allow lower strain rate simulations to be
carried out in a reasonable time frame.
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10.2.1 Considerations for extension to multiple slip systems
G. Laplanche et al [41], referenced in Section 7.4, have also conducted MDS tests of crystals in
the [211](111) and [010](100) orientations. The former orientation activated two FCC slip systems
(double slip) with a Schmid factor of 0.87 while the latter activates up to eight systems (multiple
slip) with a Schmid factor 0.41. Simulations of these orientations are not possible within the 2D
plane strain setup of this work, as dislocation line tangents would not be orthogonal to the sim-
ulation plane, however the results of the experiments can be briefly discussed as a prelude to the
future work for this model.
The double slip MDS experiments produced flow stress curves with similar linear elastic devia-
tion stresses τel to the single-slip curves. In the dendrite material τel was 490±10 MPa while in the
interdendritic samples was 480± 10 MPa. The second value is 10 MPa lower than was previously
recorded for the interdendritic material. A larger difference is seen in the post-yield deformation
behaviour, where the double slip experiments show sudden deformation events (SDEs) occurring at
stresses (τSDE) of 620±30 MPa for dendritic samples and 610±20 MPa for interdendritic samples.
This represents a considerable change from single slip behaviour, as the sudden slip events in the
interdendritic samples occur at average stresses 90 MPa earlier for a double coplanar slip arrange-
ment. This also causes generally lower flow stresses in these samples. It is also noted that the strain
increments over which the SDEs occur in the double slip experiments are one order of magnitude
smaller than the single slip experiments for the dendritic samples, and two orders of magnitude
smaller for the interdendritic samples. This is likely because with two slip systems activated any
deformation can be spread across more potential slip bands and so the need for single slip bands
to suddenly accommodate large strains is reduced.
The multiple slip MDS experiments, with eight activated slip systems, showed much higher flow
stresses for both material types and considerable strain hardening post-yield. In both material types
τel was 850± 10 MPa: this is associated with the reduced stress transfer onto the slip systems due
to the reduced Schmid factor (less than half of the values from previous experiments). No sudden
deformation events (or discrete shear steps) were observed in this setup, signifying that the extra
slip systems share plastic deformation more evenly and avoid discrete plastic events. The average
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shear stress at 1% plastic strain was found to be 950 MPa for both material types in this orienta-
tion. It is suggested that the dislocation interactions from different slip systems are having a larger
effect on the deformation behaviour than the small microstructural differences in the materials [41].
The analysis of these experiments suggest that if the current single slip FDM model is extended to
include further slip systems then generally higher flow stresses are to be expected when applying
shear loads. The highly discrete stress-drop behaviour evidenced throughout this chapter, when
particles are sheared and slip bands form (very clear in Fig. 7.2.8), would become less frequent
and have smaller magnitudes. Further to the long-range dislocation stress fields, the model would
require the addition of short-range dislocation interaction terms in order to capture the observed
strain hardening from the multiple slip experiments. The correct material behaviour could not
be expected without added dislocation generation/sink terms acting on the dislocation transport
equation (eqn (5.1.1)), accounting for the multiplication and locking effects of dislocation content
on these other slip systems.
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