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(affinity) ([AT91],[L90]) (R\’enyi )
–
– 2 $0$ $([\mathrm{A}95])$
2 $([\mathrm{A}91\mathrm{b}])$
$\iota_{2}$ .
$(\mathcal{X}, B)$ $P,$ $Q$ $\sigma$- $\mu$
$P,$ $Q$





$I^{(\alpha)}(P, Q):=- \frac{8}{1-\alpha^{2}}\log\int_{\mathcal{X}}(\frac{dP}{d\mu})^{()}1-\alpha/2(\frac{dQ}{d\mu})^{(1+\alpha})/2d\mu$ (22)
$([\mathrm{A}95])$ $\mu$
$\alpha=0$
– (2.2) (2.1) – $I^{(0)}(P, Q)=I(P, Q)$
916 1995 189-195 189
$X_{1},$
$\ldots,$
$X_{n}$ ( $\sigma$- $\mu$ ) $f(x, \theta)$
$(\theta\in)$ $$ $\mathrm{R}^{1}$
$\theta_{1},$ $\theta_{2}\in$ $f(\cdot, \theta_{1})$ $f(\cdot, \theta_{2})$ $X_{1}$ – (generalized
amount of information) $-1<\alpha<1$ $\alpha$
$I_{X_{1}}^{(\alpha})( \theta_{1}, \theta_{2}):=-\frac{8}{1-\alpha^{2}}\log\int_{-\infty}^{\infty}f(x, \theta_{1})^{(\alpha}1-)/2f(_{X}, \theta_{2})^{(1}+\alpha)/2d\mu(X)$
$f(\cdot, \theta_{1})$ $f(\cdot, \theta_{2})$ $\mathrm{X}=(X_{1}, \ldots, X_{n})$ –
$I_{\mathrm{x}^{\alpha}}^{()}(\theta_{1}, \theta_{2})$
$I_{\mathrm{X}}^{(\alpha})(\theta_{1}, \theta 2)=nI_{x^{\alpha}}^{()}(1\theta\theta 1,2)(-1<\alpha<1)$ (2.3)
– $T_{n}:=T_{n}(\mathrm{X})$ $g(t, \theta)$
$T_{n}$ – $I_{\tau_{n}^{\alpha}}^{()}(\cdot, \cdot)$
.
$I_{T_{n}}^{(\alpha)}(\theta 1, \theta_{2})\leq I_{\mathrm{x}^{\alpha}}^{()}(\theta 1, \theta 2)$ $(-1<\alpha<1)$
$-1<\alpha<1$ $\alpha$ $T_{n}$ –




$I_{x_{1}}^{(\alpha})(\theta, \theta+\triangle\theta)$ $=$ $- \frac{8}{1-\alpha^{2}}\log\int_{-\infty}^{\infty}f(X, \theta)^{(-\alpha}1)/2f(X, \theta+\triangle\theta)(1+\alpha)/2d\mu(x)$
$=$ $- \frac{8}{1-\alpha^{2}}\log\int_{-\infty}^{\infty}\exp\{\frac{1-\alpha}{2}\log f(X, \theta)+\frac{1+\alpha}{2}\log f(_{X}, \theta+\triangle\theta)\}d\mu(X)$
$=$ $- \frac{8}{1-\alpha^{2}}\log[1+\frac{(1+\alpha)(\triangle\theta)2}{4}\int_{-\infty}^{\infty}\frac{\partial^{2}\log f(_{X},\theta)}{\partial\theta^{2}}f(_{X,\theta)\mu()}dX$
$+ \frac{(1+\alpha)^{2}(\triangle\theta)2}{8}\int_{-\infty}^{\infty}\{\frac{\partial\log f(_{X},\theta)}{\partial\theta}\}^{2}f(X, \theta)d\mu(X)+o((\triangle\theta)^{2})]$
$=$ $- \frac{8}{1-\alpha^{2}}\log[1-\frac{(1-\alpha^{2})(\triangle\theta)2}{8}Ix1(\theta)+o((\triangle\theta)^{2})]$
$=$ $I_{X_{1}}(\theta)(\triangle\theta)^{2}+o((\triangle\theta)^{2})$





$X_{n}$ ( ) $f(x, \theta)(\theta\in)$
$\theta$ $f(x, \theta)=f_{0}(X-\theta)$
(A.1) $f_{0}(x)>0(a<x<b)$ ; $f_{0}(x)=0(x\leq a, x\geq b)$ .
$a,$
$b$
(A 2) $f_{0}(x)$ $(a, b)$ 2
$\lim_{xarrow a+0}f\mathrm{o}(x)=xarrow b-\lim_{0}f_{0}(X)=c$ ,
$\lim_{xarrow b-}0f_{0}’(X)=-\lim_{xarrow a+}0f_{0}’(x)=h$
$c$ $h$
(A 3) $0<I_{0}:= \int_{a}^{b}\{f’0(X)\}^{2}/f\mathrm{o}(X)dx<\infty$ .
$I=- \int_{a}^{b}\frac{d^{2}\log f0(X)}{dx^{2}}f\mathrm{o}(_{X})dX$




3.1. (A. $1$ ) $\sim(\mathrm{A}.3)$ $\alpha(-1<\alpha<1)$
$\triangle$
$I_{X_{1}}^{(\alpha})(\theta, \theta+\triangle)$ $=$ $\frac{1}{1-\alpha^{2}}[8c|\triangle|+\{4c-22h+I-\alpha(22h+I)\}\triangle 2]+o(\triangle 2)$ ,
$I_{\mathrm{X}}^{(\alpha)}(\theta, \theta+\triangle)$ $=$ $\frac{1}{1-\alpha^{2}}[8_{Cn}|\triangle|+\{4c^{2}-2h+I-\alpha^{2}(2h+I)\}n\triangle 2]+o(n\triangle^{2})$











$\triangle.<0$ (2.3) $I_{\mathrm{X}}^{(\alpha)}(0, \triangle)$ $\blacksquare$
$\overline{\theta}$
$\underline{\theta}$





$Z_{1}^{*}:=Z_{1}(\hat{\theta}^{*})$ $Z_{1}^{*}$ $U=n(\overline{\theta}-\theta),$ $V=n(\underline{\theta}-\theta)$
$(U, V)$ $(u, v)$
$g_{n}(u, v)=|C^{2}e-C(u-v)[1+ \overline{n}\perp \mathrm{f}^{-1+}2-\frac{c^{2}}{2}(u-v)2-\frac{h}{c}c(u-v)+\frac{\prime b}{4}(((u-v)u+\}]+ov)^{2}+(\frac{1}{n}\mathrm{I}(u-v)^{2})$
$(v<0<u)$ ,





32. (A. $1$ ) $\sim(\mathrm{A}.3)$ $\triangle=O(1/n)$
$\alpha(-1<\alpha<1)$
$I_{T_{n}}^{(\alpha)}*( \theta, \theta+\triangle)=\frac{8}{1-\alpha^{2}}Cn|\triangle|+\{\frac{4}{1-\alpha^{2}}(c^{2}-h)+I_{0}\}n\triangle 2+o(n\triangle^{2})$
. $\theta=0$ – $\alpha$ $(-1,1)$













$\tau_{n}:=\tau_{n}(\mathrm{x})$ 2 – $-1<\alpha<1$ $\alpha$
$L_{n}^{(\alpha)}( \tau_{n}):=\frac{1}{n\triangle^{2}}\{I_{\mathrm{X}}^{(\alpha)}(\theta, \theta+\triangle)-I_{\tau_{n}}^{()}\alpha(\theta, \theta+\triangle)\}+o(1)$
$\triangle=O(1/n)$




(3.1) 3.1, 32 33 $T_{n}^{*}$ 2 –
$0$ $\alpha$ –
$[\mathrm{A}91\mathrm{b}]$ - $T_{n}^{*}$ 2
33
$T_{n}^{*}$ Weiss and Wolfowitz [WW67]
(maximum $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{b}\mathrm{a}\mathrm{b}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{y}$ estimator) $h=0$
$([\mathrm{A}91\mathrm{a}])$






$\varliminf_{xarrow 1+0^{f\mathrm{o}(x}})=\lim_{xarrow 1-0^{f\mathrm{o}(x}})=ce^{-1/2}$ ,
$h= \lim_{xarrow 1-0^{f_{0}^{J}}}(x)=-\lim_{1xarrow+0}f_{0}’(X-)=-ce^{-1/2}$
(A. $1$ ) $\sim(\mathrm{A}.3)$ 3.3 ( $Z_{1}^{*}/(\sqrt{n}I_{0}),\overline{\theta}$,
2 – $0$ $Z_{1}^{*}=\sqrt{n}(\overline{X}-\hat{\theta}^{*}),$ $\overline{X}=X_{i}/n$ ,
$\hat{\theta}^{*}=(\overline{\theta}+$ /2, $\underline{\theta}=\max_{1\leq i}\leq nxi^{-}1,$ $\overline{\theta}=\min_{1}\leq i\leq nXi+1,$ $I_{0}=1-2Ce-1/2$
$[\mathrm{A}91\mathrm{a}]$ Akahira, M. (1991). The $3/2\mathrm{t}\mathrm{h}$ and 2nd order asymptotic efficiency of maximum
probability estimators in non-regular cases. Ann. Inst. Statist. Math., 43,
181-195.
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[A95] Akahira, M. (1995). Loss of information of a statistic for a family of non-regular
distributions. To appear in Ann. Inst. Math. Statist.
[AT91] Akahira, M. and Takeuchi, K. (1991). A definition of information amount
applicable to non-regular cases. Journal of Computing and Information 2, 71-92.
[L90] Le Cam, L. (1990). On standard asymptotic confidence ellipsoids of Wald.
Internat. Statist. Rev., 58, 129-152.
194
[M55] Matusita, K. (1955). Decision rules based on the distance for problems of fit, two
samples and estimation. Ann. Math. Statist., 26, 631-640.
[WW67] Weiss, L. and Wolfowitz, J. (1967). Maximum probability estimators. Ann. Inst.
Statist. Math., 19, 193-206.
195
