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Abstract
This paper introduces a novel method for the efficient and accurate computation of the volume of a domain
whose boundary is given by an orientable hypersurface which is implicitly given as the iso-contour of a sufficiently
smooth level-set function. After spatial discretization, local approximation of the hypersurface and application of
the Gaussian divergence theorem, the volume integrals are transformed to surface integrals. Application of the
surface divergence theorem allows for a further reduction to line integrals which are advantageous for numerical
quadrature. We discuss the theoretical foundations and provide details of the numerical algorithm. Finally, we
present numerical results for convex and non-convex hypersurfaces embedded in cuboidal domains, showing both
high accuracy and thrid- to fourth-order convergence in space.
1 Introduction
In the context of a two-phase flow problem in some bounded domain K ⊂ Rd with d ∈ {2, 3}, the spatial regions
K± occupied by the respective phases, which are separated by an embedded hypersurface Σ ⊂ K, need to be easily
identified. One way to achieve this consists in introducing a phase marker f which, say, is 0 for x ∈ K+ and 1 for
x ∈ K−, respectively. A spatial decomposition of the domain into pairwise disjoint cells Ki allows to assign to each
of those a fraction fi := |Ki|−1
∫
Ki fdx occupied by the first phase. While cells entirely confined in K± exhibit a
marker value of one or zero, respectively, those intersected by the embedded hypersurface admit 0 < fi < 1. This
representation provides the conceptual foundation of the well-known Volume-of-Fluid (VOF) method introduced by
Hirt and Nichols [1981]. To solve an initial value two-phase flow problem, the above mentioned volume fractions fi
need to be computed for a given domain and hypersurface. If accurate initial values are required, this task becomes
particularly challenging for curved hypersurfaces, but also for seemingly simple1 ones like ellipsoids. Thus, the objective
of this work is to develop a numerical method for the accurate computation of those volume fractions.
We first provide some relevant notation needed to precisely formulate the problem under consideration and to
sketch the approach proposed in this work. The hypersurface Σ ⊂ K induces a pairwise disjoint decomposition
K = Σ ∩ K+ ∩ K−, where we call K− and K+ the interior and exterior subdomain, respectively. For the numerical
approximation, the embedding domain K is decomposed into a set of pairwise disjoint cells Ki, some of which are
intersected by Σ, i.e. they contain patches Σi := Σ∩Ki of the hypersurface. Note that Σ =
⋃
Σi. Any intersected cell
again admits a disjoint decomposition into the hypersurface patch Σi, as well as an interior (K−i ) and exterior (K+i )
segment. The allocation property is inherited from the global decomposition of the embedding space, implying that,
in a global sense, any x ∈ Ki \ Σi ⊂ K \ Σ is either interior or exterior. It is important to note that, locally, ∂Σi 6= ∅,
even if the hypersurface is globally closed, i.e. ∂Σ = ∅. Figure 1 exemplifies the notation.
Henceforth we are concerned with a single intersected cell Ki which is why we drop the cell index i for ease of
notation. The hypersurface patch Σ ⊂ K ⊂ Rd, with d ∈ {2, 3} denoting the spatial dimension, is assumed to be twice
continuously differentiable with a simply connected, piecewise smooth boundary ∂Σ 6= ∅. Furthermore, the following
assumptions are imposed:
i. K is convex with a boundary composed of planar polygons, ∂K = ⋃Fk. For technical simplicity, however, let
K = [0, 1]d, implying that the cell faces Fk are rectangular. This assumption allows for a single parametrization
of the boundary curve segment ∂Σk = Σ ∩ Fk. For general convex polyhedra the representation potentially
requires a cumbersome piecewise definition.
1Simple in the sense that the description involves only a small set of parameters.
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Figure 1: Illustration of the decomposition induced by a closed hypersurface Σ.
ii. Both the interior and exterior segment contain at least one of the vertices of K, i.e. the hypersurface boundary
∂Σ is not entirely contained in a single face Fk.
iii. The division induced by the hypersurface yields simply connected sets K± and Σ, implying that K contains a
single patch of the hypersurface. This assumption resembles a resolution constraint to the underlying spatial
discretization.
iv. For the principal curvatures κi it holds that κidK / 10−2, where dK is a characteristic length of the cell K, e.g.
the smallest edge length if K is a cuboid. Note that this assumption actually is a resolution requirement.
Figure 2 illustrates selected admissible and non-admissible setups.
(a) admissible setup (b) non-admissible setup: the
hypersurface patch Σ is not
connected (violation of iii)
(c) non-admissible setup: all
corners are located in the
exterior/interior segment
(violation of ii)
Figure 2: Admissible and non-admissible intersection topologies of interface Σ and cell K.
We are interested in the evaluation of
vol(K−) =
∫
K−
1 dx (1)
and employ the Gaussian divergence theorem to get
=
1
3
∫
∂K−
〈x,n〉 do = 1
3
 ∫
∂K−\Σ
〈x,n∂K−〉 do+
∫
Σ
〈x,nΣ〉 do
 , (2)
where 〈a, b〉 := aTb is the standard inner product for a, b ∈ Rd and nΣ denotes the unit normal to Σ, pointing
towards the exterior. Note that, by assumption, ∂K− \ Σ is a piecewise planar domain which considerably simplifies
the numerical approximation of the associated integral. In contrast, the evaluation of the surface integral features some
difficulties, one being the implicit definition of the integration domain itself. The key idea of the presented approach
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is the exploitation of the surface divergence theorem associated to Σ. For this purpose, assume for the moment that
u ∈ H2(Σ) is a given solution of Laplace-Beltrami equation
∆Σu = 〈x,nΣ〉 on Σ, (3)
where ∆Σ denotes the Laplace-Beltrami operator; cf. subsection 2.3. The existence and regularity of the solution
u can be proven by application of the according theorems of elliptic partial differential equations. At this point, it is
worth noting that the regularity of u crucially depends on the regularity of the underlying hypersurface Σ. However,
since we only consider hypersurfaces of class C∞ within this work, u exhibits maximal regularity. Then application to
the rightmost expression in eq. (2) yields∫
Σ
〈x,nΣ〉 do =
∫
∂Σ
〈∇Σu,n∂Σ〉 dl, (4)
where ∇Σ and n∂Σ denote the surface gradient associated to Σ and the outward-pointing boundary normal, respec-
tively. Note that n∂Σ is in the tangent space of Σ at x0, i.e. n∂Σ ∈ TΣ(x0). The introduction of appropriate
boundary conditions for eq. (3) and properties of the sought solution are deferred to subsection 2.1. An analytical
solution to eq. (3) cannot be found for general hypersurfaces Σ. For the numerical solution within this work, we
approximate the hypersurface locally and apply two different approaches: (i) a variational formulation of eq. (3), using
a Petrov-Galerkin approach. While the test functions are chosen to be Legendre polynomials, the choice of the
ansatz functions has to be in accordance with the structure of the right-hand side, i.e. 〈x,nΣ〉. (ii) A comparison of
polynomial coefficients. The meaning and motivation for this choice will become clear below.
1.1 Literature review on volume computation
The computation of volumes emerging from the intersection of curved hypersurfaces and polygonally bounded domains
(e.g., polyhedra and cuboids) has been addressed in several publications up to this date. Some of the presented
approaches exploit the application of appropriate divergence theorems in order to reduce the integral dimension, while
others employ direct quadrature.
The approach of Bna et al. [2015] involves direct computation of integrals with discontinuous integrands by means
of quadrature, where the boundaries of the integration domain are computed by a root finding algorithm. While their
algorithm involves quite some computational effort, it is able to handle non-smooth hypersurfaces. Min and Gibou
[2007] develop an algorithm for geometric integration over irregular domains. To obtain the hypersurface position of
an intersected polyhedron, the level-set function is evaluated at the corners, allowing for a linear approximation of its
respective roots on the edges. Subsequent decomposition of the polyhedron into simplices allows for straightforward
evaluation of the desired integrals. Smereka [2006] and the series of papers by Wen [2007, 2009, 2010] are concerned
with the numerical evaluation of delta-function integrals in three spatial dimensions. Considering a cuboid intersected
by a hypersurface, the concept of Wen is to rewrite the integral over a three-dimensional delta-function as an integral
over one of the cell faces, where the integrand is a one-dimensional delta function. All of the above approaches however
imply considerable computational effort and complex case-dependent implementations.
Despite covering a different set of applications, namely the computation of integrals over implicitly given hyper-
surfaces, the work of Mu¨ller et al. [2013] is close in spirit to the present paper. The concept underlying their approach
is the construction of quadrature nodes and weights from a given level-set function, where the computation of a
divergence-free basis of polynomials allows to reduce the spatial problem dimension by one. By recursive application
of this concept, integrals over implicitly defined domains and hypersurfaces in R3 are transformed to line-integrals.
While the method of Mu¨ller et al. [2013] is computationally highly efficient and exhibits high accuracy, the numerical
tests shown by the authors only cover level-set functions of low polynomial order, i.e. hypersurfaces with few geometric
details and exclusively globally convex ones. In section 4, we provide results for both locally and globally non-convex
hypersurfaces.
1.2 Overall strategy
The strategy of the presented algorithm consists of two parts. At first, the hypersurface Σ, being defined implicitly
as the zero iso-contour of a level-set function φ ∈ C2(K), is locally represented as the graph of a (height) function hΣ
over some parameter set SΣ ⊂ Rd−1, i.e.
Σ = {gΣ(t) : t ∈ SΣ} with gΣ =
[
ti, hΣ(t)
]T
, (5)
and parameters t := {ti, . . . , td−1}. The coordinate system based in x0 ∈ Σ is spanned by the unit normal and
the d − 1 eigenvectors τi of the associated Weingarten map, i.e. the directions of the principal curvatures. The
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associated eigenvalues are the principal curvatures κi, corresponding to the reciprocal radii of the osculating circles.
A local approximation yields a purely quadratic height function hΓ. For the remainder of this work, the approximated
hypersurface will be denoted by Γ, where quantities and operators introduced for Σ are defined analogously. Subsec-
tion 2.2 covers the mathematical details of the approximation. However, in what follows we assume the base point x0,
the coordinate system {τi,nΣ} and the principal curvatures κi to be given. Exploiting the graph description of the
interface allows to transform the integration domain to the associated parameter set SΣ, i.e.∫
Σ
〈x,nΣ〉 do =
∫
SΣ
〈
gΣ(t),nΣ
(
gΣ(t)
)〉DF(gΣ) dt, (6)
with DF(gΣ) :=
√
det
(
JTgΣJgΣ
)
the functional determinant of gΣ, where JgΣ denotes the Jacobian. To facilitate
the numerical treatment, the parameter set is approximated by a polygon which, in general, is neither a super- nor a
subset of the true parameter set, cf. figure 6. We will discuss the implications of this property in subsection 2.4. The
second part of the strategy is a numerical solution of the surface Laplace-Beltrami equation. The first concept
comprises the application of a Petrov-Galerkin approach on the variational formulation, i.e. ∆Γu = 〈x,nΓ〉 is
replaced by
N∑
j=1
uˆj
∫
Γ
ϕti∆Γϕ
a
j do =
∫
Γ
〈x,nΓ〉ϕti do ∀ 1 ≤ i ≤ N with u =
N∑
j=1
uˆjϕ
a
j , (7)
where ϕti and ϕ
a
j are the test and ansatz functions, respectively. The derivation of eq. (7) along with a sketch of the
solution strategy are the subject of subsection 2.4. The second concept involves the comparison of coefficients of a
polynomial expression, allowing to restrict the deviation of the exact and numerical solution to polynomials of higher
order, which become negligible for sufficiently small parameter sets. Subsection 2.5 provides the details.
1.3 Outline
Section 2 introduces the notation and derives mathematical details for two and three spatial dimensions, where basic
facts from differential geometry are placed to A. Since the representation of hypersurfaces is of key importance,
subsection 2.2 comprises the introduction of local coordinates, as well as an approximation using the Weingarten
map. Subsequently, we introduce the Laplace-Beltrami operator, both in local coordinates and in a comprehensible
level-set notation. For certain classes of hypersurfaces, eq. (3) admits analytical solutions, which will be presented and
employed to discuss the admissibility of boundary conditions for eq. (3). Finally, this section comprises the numerical
solution approaches, namely the comparison of coefficients of polynomials as well as the Petrov-Galerkin approach,
with a focus on the parameter set SΓ of the graph representation of Γ. Section 3 introduces the numerical algorithm,
where details of the implementation are provided both for the approximation of the hypersurface and the assembly and
solution of the linear system of equations resulting from the variational formulation. Moreover, we provide some details
of the coefficient comparison. Section 4 is concerned with several numerical experiments for d = 3 spatial dimensions
and discusses the results. Finally, section 5 concludes the presented work and formulates a further outlook.
2 Mathematical concept of the approach
2.1 Boundary conditions
Note that the application of the divergence theorem, cf. eq. (4), does not require any boundary conditions for the sought
function u. In order to facilitate numerical treatment by exploitation of divergence theorems, it is favorable to either
prescribe Dirichlet or Neumann boundary conditions. While in theory, the problem at hand does admit solutions2
fulfilling Dirichlet conditions, say, e.g., u|∂Σ = 0, the desired application of the surface divergence theorem, cf. eq. (4),
obviously prohibits homogeneous Neumann boundary conditions, because
∫
∂Σ
〈∇Σu,n∂Σ〉dl = 0 for ∇Σu|∂Σ = 0. In
the context of the numerical algorithm presented here, however, we are only interested in the approximation of any
regular solution u, whose surface gradient is evaluated on ∂Σ. With an appropriate ansatz space ensuring regularity,
both the variational formulation and the comparison of coefficients provide a unique solution. Hence, the presented
approach does not require to specify particular boundary conditions. The admissibility of Dirichlet boundary
conditions is deferred to the last paragraph in subsection 2.3.
2For further mathematical details on the existence of solutions, the reader is referred to Pru¨ss and Simonett [2016] and the references
given therein.
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2.2 Approximation of hypersurfaces in local coordinates
As shown in the appendix, cf. eq. (49), under the general assumptions formulated above, the hypersurface patch Γ
can be parametrized as the graph of a height function, i.e.3
Σ = {x0 + tiτi + hΣ(t)n0 : t ∈ SΣ} with hΣ ∈ C2 (SΣ) and n0 := nΣ(x0), (8)
where {τi,n0} forms an orthonormal system for fixed x0. Also, an appropriate shift of coordinates ensures x0 = 0.
The computation of the height function hΣ = hΣ(t;x0) requires to solve the nonlinear implicit equation φΣ(x0 + tiτi+
hΣn0) = 0. Since this may be cumbersome, we choose to approximate the hypersurface around x0 by the graph of an
approximated height function, based on the principal curvatures provided by the Weingarten map. We obtain
Γ = {gΓ(t) : t ∈ SΓ} with gΓ(t) := x0 + tiτi + hΓn0, (9)
where the height function reads
hΓ =
1
2
d−1∑
i=1
κit
2
i , with ‖hΣ − hΓ‖ = O
(
‖t‖4
)
. (10)
Note that in general, as mentioned above, the respective parameter sets do not coincide, i.e. SΣ 6= SΓ. However, the
parameter set deviation ∆SΣ := (SΣ \ SΓ) ∪ (SΓ \ SΣ) will be small if the characteristic length dK of cell K suffices
dKκi ≤ 10−2, see figure 3 for an illustration.
∂Γ
∂Σ
b x∂Σ,i
(a) hypersurface patches
−1
0
1
−1 0 1
t1
t2
SΣ
∆SΣ
∂SΓ
(b) associated parameter sets
Figure 3: Deviation of parameter sets induced by approximation (light blue) of the hypersurface Σ = ∂BR(0)∩K (red
mesh) around x0 =
1
3 [1, 1, 1] with κi =
1
R and n0 =
−1√
3
[1, 1, 1]. In general, it holds that SΓ 6⊃ SΣ, i.e. the parameter
set of the approximation does not contain the true parameter set.
Furthermore, the graph representation of Σ, cf. eq. (9), allows to assign to any f : Σ 7→ R a function fΣ : SΣ 7→ R
with fΣ := f ◦ gΣ.
2.3 Representations of the Laplace-Beltrami operator
On a curved manifold Σ the correspondent to the Laplace operator ∆u = ∂iiu in Euclidean space, being defined as
the divergence of the gradient of a scalar function is the Laplace-Beltrami operator (associated to Σ), defined as
∆Σu := divΣ∇Σu. In what follows, we derive the concrete form of the Laplace-Beltrami operator for implicitly (in
terms of a level-set) and explicitly (as the graph of a function) defined hypersurfaces. For the level-set case, the authors
could not find the specific representations in the literature. Furthermore, we present specific analytical solutions of
the Laplace-Beltrami equation emerging from the computation of volumes, cf. eq. (3). In the sequel, Γ represents
a member of the class of hypersurfaces given by eq. (9).
3To ease notation and avoid explicit notations for different values of d, henceforth the Einstein summation convention applies.
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Level-set representation For a hypersurface Σ ⊂ Rd defined by the iso-contour of a smooth level-set φ ∈ C2(Rd),
one obtains
∆Σu = PΣ : ∇2u− 〈∇u,∇φ〉〈∇φ,∇φ〉
(
PΣ : ∇2φ
)
= PΣ : ∇2u− 〈∇u,nΣ〉 PΣ : ∇
2φ
〈∇φ,∇φ〉 12
, (11)
where PΣ := I − nΣ ⊗ nΣ, ∇2f := ∂ijfei ⊗ ej and A : B := tr
(
ATB
)
denote the tangential projection, Hessian
matrix and real tensor contraction, respectively. Here, we would like to emphasize the relation to the mean curvature
κΣ := divΣ (−nΣ) =
d−1∑
i=1
κi = − PΣ : ∇
2φ
〈∇φ,∇φ〉 12
. (12)
Graph representation (d = 2) If the hypersurface is given as the graph of a function hΣ(t) : SΣ 7→ R with
parameter set SΣ ⊂ R, introducing ∂i := ∂∂ti and ∂ij := ∂
2
∂ti∂tj
, one obtains
∆Σu = ∂11u
1
1 + (∂1hΣ)
2 − ∂1u
∂11hΣ∂1hΣ(
1 + (∂1hΣ)
2
)2 . (13)
The above form is easily derived from eq. (11) with φ(t) = t2−hΣ(t1) and u(t) = u(t1). For height functions of purely
quadratic form, i.e. hΓ =
κt21
2 , cf. eq. (9), eq. (13) becomes
∆Γu = ∂11u
1
1 + κ2t21
− ∂1u κ
2t1(
1 + κ2t21
)2 . (14)
The right-hand sides become
〈x,nΣ〉 = −hΣ√
1 + (∂1hΣ)
2
and 〈x,nΓ〉 = −κ1t
2
1
2
√
1 + κ21t
2
1
. (15)
Graph representation (d = 3) By arguments analogous to those given above, for the case of three spatial dimen-
sions we have φ(t) = t3 − hΣ(t1, t2), yielding
∆Σu = ∂11u
1 + ∂2h
2
Σ
1 + ∂1h2Σ + ∂2h
2
Σ
+ ∂22u
1 + ∂1h
2
Σ
1 + ∂1h2Σ + ∂2h
2
Σ
− ∂12u 2∂1hΣ∂2hΣ
1 + ∂1h2Σ + ∂2h
2
Σ
− ∂1u∂1hΣ + ∂2u∂2hΣ(
1 + ∂1h2Σ + ∂2h
2
Σ
)2 (∂11hΣ (1 + ∂2h2Σ)+ ∂22hΣ (1 + ∂1h2Σ)− 2∂12hΣ∂1hΣ∂2hΣ) , (16)
which in the purely quadratic case, i.e. with hΓ =
κ1t
2
1+κ2t
2
2
2 , simplifies to
∆Γu = ∂11u
1 + κ22t
2
2
1 + κ21t
2
1 + κ
2
2t
2
2
+ ∂22u
1 + κ21t
2
1
1 + κ21t
2
1 + κ
2
2t
2
2
− ∂12u 2κ1κ2t1t2
1 + κ21t
2
1 + κ
2
2t
2
2
− ∂1uκ1t1 + ∂2uκ2t2(
1 + κ21t
2
1 + κ
2
2t
2
2
)2 (κ1 (1 + κ2t22)+ κ2 (1 + κ1t21)) . (17)
Note that the application of the operator given in eq. (17) to a function preserves the following symmetry:
u(t1, t2) = u(t1,−t2) =⇒ [∆Σu(t)]|t=[x1,x2] = [∆Σu(t)]|t=[x1,−x2]
u(t1, t2) = u(−t1, t2) =⇒ [∆Σu(t)]|t=[x1,x2] = [∆Σu(t)]|t=[−x1,x2]
. (18)
Analogously to the case above, the right-hand sides become
〈x,nΣ〉 = −hΣ√
1 + (∂1hΣ)
2
+ (∂2hΣ)
2
and 〈x,nΓ〉 = −κ1t
2
1 − κ2t22
2
√
1 + κ21t
2
1 + κ
2
2t
2
2
. (19)
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Analytical solutions for ∆Γu = 〈x,nΓ〉 For non-planar hypersurfaces Γ in two spatial dimensions with arbitrary
but constant κ ∈ R, combining eq. (14) and eq. (15), we obtain the family of solutions
u(t1;κ) = u0 +
(
1
18κ3
− 1 + κ
2t21
30κ3
)(
1 + κ2t21
) 3
2
, (20)
where choosing u0 = − 145κ3 ensures u(0;κ) = 0. For planar hypersurfaces, the solution becomes trivial, since
limκ→0 u(t1;κ) = 0. The existence of an analytical solution implies that the computation of the volume (i.e. the
area, since we consider d = 2 here) only requires to compute the two intersections, denoted t±1 , of the approximated
hypersurface Γ with the cell boundary ∂K, e.g. by a simple Newton algorithm. The t±1 are plugged then into eq. (20)
to obtain the surface gradient ∇Σu|t1=t±1 , which is then used to evaluate the inner product with the boundary normal
n∂Σ. Figure 4 illustrates the relevant quantities. Also, an advantage of our approach becomes evident in figure 4(a):
for d = 2, the approximated hypersurface is not required to be the graph of a function whose independent variable
varies along one of the cell edges.
n0 τ1
Σ
n∂Σ
∇Σu
(a) hypersurface patch with boundary
normals
−0.50
−0.25
0
0.25
−1 0 1
t1
t+1t
−
1
u(t1;κ)
∂1u(t1; κ)
(b) analytical solution, cf. eq. (20)
Figure 4: κ = 8, n0 =
1√
2
[−1,−1]T, x0 = 710 [1, 1]T
In three spatial dimensions, cf. eq. (17) and eq. (19), a family of analytical solutions can be given for coinciding
and constant principal curvatures κ1 = κ2 = κ, yielding
u(t;κ) = u0 +
(
1
24κ3
− 1 + κ
2t21 + κ
2t22
40κ3
)(
1 + κ2t21 + κ
2t22
) 3
2
. (21)
By choosing u0 = − 160κ3 , one obtains u(0;κ) = 0. For the non-trivial case κ 6= 0, the iso-contours of the analytical
solution, i.e. I(u;α) := {t ∈ R2 : u(t;κ) = α}, are circles. This implies that for α 6= 0 on a polygonal parameter set
SΓ, which is preferable for numerical implementation, the function u|∂SΓ cannot be constant, especially u|∂SΓ 6= 0;
cf. figure 5. This imposes crucial restrictions on the numerical algorithm for the solution of the variational problem,
if, e.g., one seeks to exploit partial integration; cf. eq. (56).
κ = 1
u|∂SΓ
κ = 2 κ = 3
Figure 5: Visualization of eq. (21) for SΓ = [−1, 1]2 and various κ.
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For the general case κ1 6= κ2, an analytical solution could not be found by the authors. Hence, we transform the
problem into its variational formulation, in order to make it accessible for numerical treatment.
2.4 Variational formulation and Petrov-Galerkin ansatz
The present subsection is devoted to the variational formulation of ∆Γu = 〈x,nΓ〉 for hypersurfaces Γ ⊂ R3 defined
by eq. (9), following a standard approach: we multiply by a test function ϕti ∈ F tN , approximate the sought solution u
by a series of N ansatz functions ϕaj ∈ FaN and numerically integrate over Γ. Note that because the properties of the
analytical solution given in eq. (21), which is desired to be an element of the ansatz function space, prohibit application
of Dirichlet boundary conditions on polygonally bounded parameter sets, and Neumann boundary conditions are
incompatible within our approach, we do not apply partial integration. The details of the function spaces are provided
below. As stated in subsection 2.2, due to the explicit parametrization, any function f mapping from the hypersurface
Γ may be expressed as fΓ = f ◦gΓ, with fΓ : SΓ 7→ R. Exploiting the integral transformation from eq. (6), one obtains
N∑
j=1
uˆj
∫
SΓ
ϕti(t)∆Γϕ
a
j (t)DF(gΓ(t))dt =
∫
SΓ
fΓ(t)ϕti(t)DF(gΓ(t))dt or AΓuˆ = bΓ, (22)
with the functional determinant DF(gΓ) := 〈∇φΓ,∇φΓ〉
1
2 =
√
1 + κ21t
2
1 + κ
2
2t
2
2 corresponding to the area of an in-
finitesimal hypersurface element; cf. subsection 2.3.
Approximation of the parameter set: A direct numerical quadrature of eq. (22) is difficult due to the potentially
non-polygonal shape of the parameter set SΓ. Therefore we approximate the parameter set by a polygon spanned by
the projection of the intersections of the hypersurface with the cell edges; cf. figure 6(b).
x∂Γ,1
x∂Γ,2
x∂Γ,3
x∂Γ,4
x∂Γ,5 x∂Γ,6
b
b
b
b
b
b
∂Γ
(a) hypersurface patch
−1
0
1
−1 0 1
t1
t2
S∂K
b
b
b
T1b
b
b
T2
b
b
b
T3
b
b
b
T4
t1
t2
t3
t4
t5
t6
SΓ
(b) true and triangulated parameter set
Figure 6: Hypersurface (x0 =
6
10 [1, 1, 1], κi = − 12 and n0 = −1√3 [1, 1, 1]) with true (shaded) and triangulated (dashed
lines) parameter set, where S∂K is the projection of the cell boundary. Note that the polygon spanned by the projections
of the edge intersections (•) does not contain the true parameter set, nor vice versa, i.e. ⋃k Tk 6⊃ SΓ and ⋃k Tk 6⊂ SΓ,
in general.
The integration over the approximated parameter set SΓ ≈
⋃
k Tk can then be performed by transformation of
the respective triangles to the referential square S0 := [0, 1]2 (via the referential triangle T0) and standard Gauss-
Legendre quadrature, i.e.∫
Tk
f(t) dt =
∫
T0
f
(
Tk(u)
) ‖detJTk‖ du = ∫
S0
f
(
Tk
(
TS(u)
))
u1‖detJTk‖ du ≈
∑
i
f(tˆk,i)ω
Γ
k,i, (23)
where tˆi,k ∈ Tk are the quadrature nodes with associated weights ωΓk,i; cf. figure 7 for an illustration.
Although it would be more convenient to approximate the parameter set by the projection of the cell boundary
S∂K, say, our numerical experiments have shown that the quality of the parameter set approximation is crucial for
the overall accuracy of the algorithm. The accuracy especially suffers from a coarse parameter set approximation for
κ1 6= κ2, rapidly decreasing for increasing ||κ1| − |κ2||.
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Figure 7: Transformation of triangular integration domain Tk ⊂ R2 to S0. In the reference square, the circle sizes
indicate the relative magnitude of the weights ωΓk,i.
The choice of ansatz and test functions: In order for eq. (22) to be a well-posed problem for uˆ, the regularity
required for the test functions is ϕti ∈ F tN ⊂ L2(SΓ) and for the ansatz functions ϕaj ∈ FaN ⊂ H2(SΓ), respectively. Since
the test functions need not contain any information on the underlying hypersurface, let F tN = LN (t1)×LN (t2), where
LN (x) := {Pk(x) : 0 ≤ k ≤ N} is the set of Legendre polynomials up to order N . Preliminary numerical experiments
indicated that the ansatz functions ϕai have to be chosen in accordance with both the underlying hypersurface Γ and
the right-hand side. Here, the ansatz functions contain the norm of an infinitesimal surface element, i.e.
ϕai := ϕ
t
i 〈∇φΓ,∇φΓ〉
3
2 = ϕti
(
1 + κ21t
2
1 + κ
2
2t
2
2
) 3
2
. (24)
This choice also ensures that the analytical solution for the volume computation case (f = 〈x,nΓ〉) given in eq. (21)
is an element of span(FaN ), which is not possible by choosing polynomial ansatz functions. Also, we would like to
emphasize that the above mentioned symmetry properties of the Laplace-Beltrami operator, cf. eq. (18), for purely
quadratic hypersurfaces allows to remove those Legendre polynomials with odd order, since their contributions cancel
during the integration.
2.5 Equating polynomial coefficients
Within this subsection, let g := 1 + κ21t
2
1 + κ
2
2t
2
2 for ease of notation and assume that u : R2 7→ R is polynomial. Note
that for the gradient and Hessian matrix, respectively, one obtains
∂i
(
u
√
g3
)
=
1√
g
[
g2∂if +
3
2
fg∂ig
]
,
∂ij
(
u
√
g3
)
=
1√
g
[
g2∂iju+
3g
2
(
∂ig∂jf + ∂jg∂if + u∂ijg
)
+
3f
2
∂ig∂jg
]
, (25)
where the expressions in parentheses are also polynomial. Inserting the above into the definition of the surface
Laplace-Beltrami operator, cf. eq. (17), and comparing the result with the right-hand side, cf. eq. (19), it becomes
evident that the left-hand side of
√
g
(
∆Γ
(
u
√
g3
)
− 〈x,nΓ〉
)
= 0 (26)
is a polynomial expression. In fact, one obtains
√
g∆Γ
(
tm1 t
n
2
√
g3
)
= (κ21(m
2 + 4m+ 3) + (n2 + 4n+ 3)κ22 − κ1κ2(2mn+m+ n))tm1 tn2
+ (κ21κ
2
2(m
2 + 4m+ 3)− κ1κ32(2mn+ 6m+ n+ 3))tm1 tn+22
+ (κ21κ
2
2(n
2 + 4n+ 3)− κ31κ2(2mn+ 6n+m+ 3))tm+21 tn2
+ 2κ22(m
2 −m)tm−21 tn+22 + (n2 − n)tm1 tn−22 + (m2 −m)tm−21 tn2
+ κ42(m
2 −m)tm−21 tn+42 + 2κ21(n2 − n)tm+21 tn−22
+ κ41(n
2 − n)tm+41 tn−22 . (27)
Furthermore, the symmetry of 〈x,nΓ〉 implies that any solution u of eq. (26) can only contain even powers of ti, hence
we choose the ansatz
u =
N∑
i=0
M∑
j=0
uˆijt
2i
1 t
2j
2 , (28)
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where the (N + 1)(M + 1) coefficients uˆ := {uˆij} are obtained from comparison of polynomial coefficients. As can be
seen from eq. (27), the modified Laplace-Beltrami operator ∆˜Γu :=
√
g∆Γ(u
√
g3) expands the polynomial span of
its argument, implying that the system of equations governing the coefficients uˆij will be overdetermined for general
κ1 6= κ2, since
N∑
i=0
M∑
j=0
uˆij∆˜Γ(t
2i
1 t
2j
2 )−
√
g 〈x,nΓ〉 =
N+2∑
i=0
M+2∑
j=0
βij(uˆ;κ1, κ2) t
2i
1 t
2j
2 . (29)
Solving eq. (26) exactly is equivalent to finding uˆ such that β(uˆ;κ1, κ2) = 0. Since β is linear in uˆ, we may write
BΓuˆ = qΓ with BΓ ∈ RK×(N+1)(M+1) and qΓ ∈ RK , (30)
where the number of rows K is a function of maximum polynomial oders N,M with K ≥ (N + 1)(M + 1). Numerical
experiments for 1 ≤ N,M ≤ 6 indicate that (i) the matrix BΓ does not have full rank, i.e. rank(BΓ) < K, and (ii)
the rank of BΓ is (N + 1)(M + 1), cf. table 1. Assume that the elements in β (corresponding to the rows in BΓ) are
sorted in ascending order with respect to the corresponding powers of t. Looping over all K rows in BΓ, the m-th
row is discarded if it is linear dependent on the m − 1 previous rows. The polynomials whose coefficients cannot be
eliminated are of higher order, i.e. O(‖t‖2N+2). In the limiting case κ1 = κ2, this approach produces the analytical
solution given in eq. (21). We would like to emphasze that due to rank(BΓ) = (N + 1)(M + 1), the reduced form of
eq. (30) can be solved exactly. B contains the full expansion of the first three entries of the coefficient vector.
Table 1: Number of coefficients K over various N = M , with the apparent relation K − (N + 1)2 = 4N + 2.
N 1 2 3 4 5 6
K 10 19 30 43 58 75
K − (N + 1)2 6 10 14 18 22 26
3 The numerical algorithm
Figure 8 contains a schematic flowchart4 of the developed numerical algorithm. The intersections x∂Σ,k of the true
hypersurface Σ with the cell edges are computed by Newton iteration. The level-set function is approximated by
a third-order polynomial based on the values of the level-set function φΣ and its gradient ∇φΣ, evaluated at the
cell corners. If the hypersurface is parameterizable over some parameter set SΣ, i.e. Σ = {gΣ(t) : t ∈ SΣ}, the
centroid of the polygon spanned by the edge intersections is projected onto SΣ to obtain tˆ∂Σ := g−1Σ (xˆ∂Σ), with
xˆ∂Σ = 1/N
∑N
k=1 x∂Σ,k and g
−1
Σ : Rd 7→ SΣ surjective. The base point is then obtained as x0 = gΣ(tˆ∂Σ). For
hypersurfaces that are not parameterizable in the above sense, a metric projection dependent on the class of the
respective hypersurface is applied. The principal curvatures κi and associated directions τi define the approximated
hypersurface Γ, whose intersections x∂Γ,k with the cell edges, after projection onto the tangential plane via PΓ(x) :=
[τ1, τ2]
T(x − x0), provide the vertices tk of the parameter set polygon SΓ ≈
⋃
k Tk; cf. again figure 6. Due to the
polynomial character of the underlying equation, cf. subsection 2.5, it is possible to approximate the solution either by
a variational formulation or by comparison of polynomial coefficients. In the latter case, the coefficients associated to
the ansatz functions ϕak can be evaluated directly. The first case, i.e. the application of Petrov-Galerkin approach,
however requires to assemble a linear system, which is solved employing the LAPACK routines DGETRF and DGETRS.
Numerical experiments have shown that for very small hypersurface patches (|Γ| ≤ 10−7)5, the system may become
ill-posed. For those non-invertible matrices AΓ, the principal curvatures κi are set to zero, corresponding to a planar
approximation, and the edge intersections x∂Γ,k are recomputed. After assembling the solution u, the rightmost
expression of eq. (2) can be evaluated. The integral over the hypersurface is evaluated using eq. (4) on ∂Γ =
⋃
k ∂Γk,
where the details are given in subsection 3.1. A cell face Fk with a non-zero contribution to eq. (2) is either intersected
by Γ or interior (i.e., φΓ(x) < 0 ∀x ∈ Fk), where in the first case the area is computed by standard quadrature. If
the computed volume is negative or exceeds the volume of the containing cell, the curvatures κi are set to zero, an
the edge intersections x∂Γ,k are recomputed as in the case of a non-invertible AΓ. This case will be referred to as out
of bounds below.
4Note that due to to the cell based application parallelization of this algorithm is trivial.
5This value is related to the tolerance employed in the root finding algorithm, where we used 10−6.
10
Compute edge intersections x∂Σ,k Compute base point x0 ∈ Σ
Compute edge intersections
x∂Γ,k, project to tangent space
tk = PΓ(x∂Γ,k) and triangulate
polygon, i.e. get
Tk = tria(t1, tk+1, tk+2)
Obtain {τi,n0, κi} from
the Weingarten map
Apply quadrature?
Assemble Petrov-Galerkin
system, i.e. get AΓ and bΓ
Evaluate uˆ
planar Γ:
κi := 0
AΓ invertible? Assemble u =
N∑
k=1
uˆkϕ
a
k
Compute uˆ = A−1Γ bΓ
|K| ≥ V ≥ 0
Compute result:
V := 13
(
6∑
k=1
αΓ,k + αk
)
Γ intersects Fk:
αΓ,k :=
∫
∂Γk
〈∇Γu,n∂Γ〉dt
exterior face Fk:
αk := 0
interior face Fk:
αk := |AΓ,k|〈xk,0,nk〉
no (poly. coeff. comp.)yes
yes
no
no
Figure 8: Flowchart of the numerical algorithm.
3.1 Numerical quadrature of curve integrals
The present subsection is concerned with the evaluation of integrals of the form
∫
∂Γ
〈∇Γu,n∂Γ〉dl, where u : Γ 7→ R is
the numerical solution of eq. (22). As stated above, cf. figure 2, a boundary curve segment ∂Γk = ∂Γ ∩ Fk contained
in the rectangular face Fk can be parameterized in two ways. Firstly, in terms of a height function over one of the
edges of the face Fk, i.e.
∂Γk = {g∂Γ,k(µ) : µ ∈ S∂Γ,k} with g∂Γ,k := x0,k + µbk + h∂Γ,k(µ)nk, (31)
where S∂Γ,k is the simply connected parameter domain of the height function. Alternatively, polar coordinates can be
applied, yielding
∂Γk = {g∂Γ,k(µ) : µ ∈ [0, pi/2]} with g∂Γ,k := x0,k + r∂Γ,k(µ)er(µ), (32)
where er |µ=0 = bk and er |µ=pi = nk. The latter representation is chosen if two adjacent edges of a face are intersected,
whereas the height function is used in the case of opposing intersected edges. The polar representation is required to
cover the case where ∂Γk is not the graph of a function whose independent variable varies along an edge, cf. figure 4(a).
Since we ultimately wish to perform quadrature operations on ∂Γk, the quadrature nodes µk,i need to be chosen
carefully to ensure good approximation for strongly varying r∂Γ,k. The standard Gauss-Legendre nodes µi,k ∈ [0, pi/2]
are transformed via
µ˜k,i = tan
−1 (αk tanµk,i) , (33)
where αk denotes the ratio of the distances of the interface intersection x0,k to the base point x∂Γ,k; cf. figure 9 for
an illustration.
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Figure 9: Exemplified quadrature nodes on boundary curve ∂Γ with (◦) and without (×) application of transformation;
cf. eq. (33).
The upcoming transformations are derived for the first case, their polar pendants can be obtained by analogous
manner. First, note that the choice of the local coordinate system {bk,nk} is not unique, in general. By equating the
expressions in eq. (31) and eq. (9) and computing the appropriate inner products for i ∈ {1, 2}, one obtains
ti =
〈
x0,k − x0, τi
〉
+ µ 〈bk, τi〉+ 〈nk, τi〉h∂Γ,k =: αi + µβi + γih∂Γ,k, (34)
1
2
(
κ1t
2
1 + κ2t
2
2
)
=
〈
x0,k − x0,n0
〉
+ µ 〈bk,n0〉+ 〈nk,n0〉h∂Γ,k =: α3 + µβ3 + γ3h∂Γ,k. (35)
Inserting eq. (34) in eq. (35) and rearranging yields the implicit quadratic relation
c2,kh
2
∂Γ,k + c1,k(µ)h∂Γ,k + c0,k(µ) = 0 (36)
with coefficients
c0,k =
µ2
2
(
κ1β
2
1 + κ2β
2
2
)
+ µ (κ1α1β1 + κ2α2β2 − β3) + 1
2
(
κ1α
2
1 + κ2α
2
2
)
− α3,
c1,k = µ (κ1β1γ1 + κ2β2γ2) + κ1α1γ1 + κ2α2γ2 − γ3,
c2,k =
1
2
(
κ1γ
2
1 + κ2γ
2
2
)
.
(37)
Despite the possibility of explicitly calculating the roots of eq. (36), we prefer to apply a Newton algorithm. Also,
the derivative of the height function h∂Γ,k with respect to µ, which is required in eq. (40) below for the integral
transformation, can be computed by differentiating eq. (36) and rearranging, i.e.
∂h∂Γ,k
∂µ
= −∂µc0,k + h∂Γ,k∂µc1,k
2h∂Γ,kc2,k + c1,k
. (38)
The boundary normal emerges from the projection of the face normal nF,k onto the tangent space, i.e.
n∂Γ,k(t) =
PΓnF,k
‖PΓnF,k‖ . (39)
Finally, the curve integral is transformed as∫
∂Γk
〈∇Γu,n∂Γ,k〉 (t) dl = ∫
S∂Γ,k
〈∇Γu,n∂Γ,k〉 (g∂Γ,k(µ))√1 + ∂µh2∂Γ,k dµ, (40)
where the numerical evaluation is, once again, carried out by standard Gauss-Legendre quadrature. Figure 10
illustrates the relevant quantities.
4 Numerical results
The present section gathers some numerical results for three classes of hypersurfaces, which are commonly encountered
in the initial configuration of two-phase flow simulation: (i) ellipsoids with distinct and identical semi-axes (a, b, c),
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Figure 10: Relevant quantities for numerical quadrature of curve integrals, where the boundary normals are evaluated
for M = 8 quadrature nodes on the parameter set S∂Γ,6 = [0, pi2 ] and α6 = 1.
the latter of course resembling spheres. (ii) hypersurfaces with rotational symmetry along the z-axis, whose radius is
a quadratic function of the z-coordinate and (iii) perturbed spheres with base radius R0 and variance σ0.
Since the numerical evaluation of the original equation, cf. eq. (3), involves two significant distinguishable error
sources, namely the approximation of the hypersurface and the numerical approximation of the variational problem,
the convergence with increasing resolution is bounded by the approximation accuracy. Hence, due to the symmetry
of local quadratic approximation of the hypersurface, one can obtain fourth-order convergence in space at most. The
number of cells Ki intersected by the hypersurface Σ is denoted NΣ, which is not an input parameter. In figures 12
and 13, the computation of the referential error employs a discretization of the hypersurface parameter set SΣ into
N2S subdomains. In order to achieve comparability in terms of resolution, the errors produced by our algorithm are
plotted over
√
NΣ, approximately resembling the interface resolution per spatial dimension, i.e. N
2
S ∼ NΣ.
4.1 Numerical setup
The domain K = [−1, 1]3 under consideration is evenly discretized by NK cells per spatial dimension, where the
center of volume coincides with the center of the domain. For both the Petrov-Galerkin (PG) and the polynomial
comparison (PC) approach, the number of ansatz functions is N ∈ {4, 9}, corresponding to products of even Legendre
polynomials up to and including second (M = 2) and fourth order (M = 4), respectively; cf. eq. (24). The Gauss-
Legendre quadrature of eq. (22) is carried out using (2M + 2)2 nodes per triangle, cf. eq. (23). For the quadrature
on the boundary curve segments ∂Γk, cf. eq. (40), 2M + 6 nodes are used. For all cases investigated below, there
are no cells for which the coefficient matrix AΓ is non-invertible; cf. eq. (30) and the flowchart in figure 8. Moreover,
for ellipsoids and hyperboloids of rotation no occurrences of out-of-bounds are detected, while table 3 provides the
numbers for perturbed spheres.
4.2 Referential volumes
In order to separately analyze the error contribution of the local surface approximation, we compute the theoretical
minimum error of the volume computation. The referential volumes are obtained as follows: the rectangular parameter
set S = [α1, β1] × [α2, β2] is discretized in NS × NS equally sized rectangular pairwise disjoint subdomains Sij , i.e.
S = ⋃NΣi,j=1 Sij with
Sij =
[
α1 +
β1 − α1
NΣ
(i− 1), α1 + β1 − α1
NΣ
i
]
×
[
α2 +
β2 − α2
NΣ
(j − 1), α2 + β2 − α2
NΣ
j
]
. (41)
The approximate interface patch Γij is obtained by Taylor expansion of the height function hΣ around the respective
center of Sij , providing {κi, τi,n0}. Next, we explicitly compute a set of N2quad = 64 quadrature weights and nodes
{(ωk,xk)}ij with xk ∈ Σij which is projected to the approximate parameter set space, yielding {(ωk, bk)}ij . Finally,
the approximate volume V Γij is computed by evaluating the approximate height functions, while the true volume V
Σ
ij is
computed from the true height function, analytically where possible. For the hypersurfaces under consideration here,
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table 2 gathers the relevant quantities. The global volume error then can be cast as
ErefV :=
∣∣∣∣∣∣∣1−
NS∑
i=1
NS∑
j=1
V Γij
NS∑
i=1
NS∑
j=1
V Σij
−1
∣∣∣∣∣∣∣ , (42)
i.e. eq. (42) resembles an ”upper bound” for the accuracy of the numerical implementation.
Table 2: Analytical volume segments for hypersurfaces under consideration for the numerical experiments, where the
evaluation is carried out analytically for ellipsoids and hyperboloids of rotation.
class parameters SΣ V Σij
hlinehyperb. of rev. (r0,∆r) [0, 2pi)× [−1, 1]
zi+1∫
zi
ϕi+1∫
ϕi
(ro+∆rz2)
2
2 dϕdz
ellipsoid (a, b, c) [0, 2pi)× [0, pi] abc3 (cos θj − cos θj−1)(ϕi+1 − ϕi)
pert. sphere (R0, σ0) [0, 2pi)× [0, pi] 13
ϕi+1∫
ϕi
θj+1∫
θj
R3 sin θdθdϕ
4.3 Ellipsoids
Figure 12 gathers the global numerical volume error for ellipsoids with different semi-axes, where the black and orange
full circles denote the referential error of eq. (42) and the error obtained by linear approximation of the hypersurface,
respectively. In general, the relative error decreases with increasing spatial resolution, commencing from between
10−3 and 10−4 for the lowest resolution of NK = 10 and reaching 10−8 for spheres and 10−7 for true ellipsoids, i.e.
those with different semi-axes, respectively. For the latter the experimental order of convergence varies between 3.00
and 4.36, where in the cases presented here larger variations of curvatures do not necessarily produce lower orders of
convergence; cf. figure 11.
For all cases considered here, the absolute error of the Petrov-Galerkin approach lies approx. two orders of
magnitude below the error induced by linear approximation, indicating the benefits of exploiting local curvature
information. Also, the Petrov-Galerkin approach outperforms the polynomial comparison for N = 4 ansatz
functions. As figure 12 indicates, the polynomial comparison requires N = 9 ansatz functions (PC9) to produce results
equivalent to (PG4). Polynomial comparison with N = 4 ansatz functions (PC4) in general exhibits second order
convergence in space, with the absolute error being roughly one order of magnitude below the linear approximation.
This is due to the non-local character of the weak formulation underlying the Petrov-Galerkin approach, allowing
for partial compensation of the higher order terms, which are neglected within the polynomial comparison. Moreover,
increasing the number of ansatz functions to N = 9 (PG9) does not improve the accuracy of the Petrov-Galerkin
approach, implying that terms of fourth order in ti do not contribute significantly to the solution u(t;κi), irrespective
of the sign and value of the principal curvatures; in fact, the observations of this paragraph extend to all classes of
hypersurfaces investigated in this section, see figures 13 and 15.
For the spherical case, cf. figure 12(d), the Petrov-Galerkin approach produces the expected fourth order
convergence. Also, there is virtually no difference between the Petrov-Galerkin approach and the polynomial
comparison, both for N = 4 and N = 9 ansatz functions. This is to be expected because the ansatz space Fa4 already
contains the analytical solution for κ1 = κ2 = κ, hence an expansion cannot increase accuracy, since Fa9 ⊃ Fa4 .
Let β := c/a be the ratio of the smallest and largest semi-axis. Figure 11 depicts the experimental order of
convergence as a function of β ∈ [1/2, 95/100], comparing the uniform variation of one (oblate) and two (prolate)
semi-axes. For both oblate and prolate ellipsoids, the experimental order of convergence is approx. four, virtually
independent of β. For the oblate ellipsoid with β = 3/5, cf. figure 12(a), the experimental order of convergence for
PG4 drops to 3 due to sporadic increments in the absolute error magnitude. However, since we obtain forth order
convergence in space for both smaller and larger values of β, we can deduce that this is caused by disadvantageous
cancellation of local errors. An advantageous pronouncement of the aforementioned effect occurs for NK = 20 in PC9,
where obtain an absolute error of approx. 10−8, as compared to approx. 10−6 for NK = 30.
4.4 Hyperboloids of revolution
Hyperboloids of revolution can be described by level-set functions of type
φΣ(x; r0,∆r) = x
2 + y2 −
(
r0 + ∆r z
2
)2
. (43)
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Figure 11: Experimental order of convergence of PG4 for 10 ≤ NK ≤ 100 cells per spatial direction for oblate (N) and
prolate () ellipsoids over varying ratio of semi-axes (R = 0.99). Figure 12 below provides the underlying relative
errors as a function of the spatial resolution NK, where the points marked by the square/circle correspond to ((b),
(c)) / (a).
Figure 13 shows the referential, cf. eq. (42), and numerical global volume error for hyperboloids of revolution with
different radius variations. The observations concerning the evolution of the global error basically correspond to those
of the ellipsoids. At this point, it is worth noting that we obtain fourth order convergence for (globally) non-convex
hypersurfaces, cf. figures 13(b) and (d).
4.5 Perturbed spheres
Perturbed spheres can be described by level-set functions in spherical coordinates r := [r, ϕ, θ]T of type
φΣ(r;R0, σ0) = r
2 −R2(ϕ, θ;R0, σ0), (44)
where the description of the radius R employs tesseral spherical harmonics up to and including order L ∈ N, i.e.
R3 =
L∑
l=0
m=l∑
m=−l
cml Yml (ϕ, θ). (45)
The reason for expanding the third power of the radius instead of the radius itself is that the computation of the
enclosed volume is considerably simplified, because |dom(Σ)| = c00
√
4pi/3. Moreover, to ensure continuity of the polar
derivatives at the poles, modes with m = ±1 are excluded, i.e. we enforce c±1l ≡ 0; cf. C for details. The (L+ 1)2− 2L
coefficients cml ∼ N (0, σ0) are computed by the Box-Muller method, i.e.
cml =
{√
4piR30 l = 0√
σ0
√−2 log γ1 cos(2piγ2) l > 0
with γ1,2 ∼ U(0, 1). (46)
In general, the observations concerning convergence and absolute error magnitude which have been established in
4.3 hold for the perturbed spheres as well. However, there are two characteristic differences. First, it is worth noting
that the referential errors, cf. eq. (42), obtained from direct quadrature with Nquad = 64 nodes (see figures 15(a), (c)
and (e)) are larger than those obtained by application of our approach (excluding PC4), indicating its performance for
locally non-convex hypersurfaces. If the deviation from the sphere is small, which is the case for L = 3, the polynomial
comparison performs better in terms of absolute error. Second, while there were no cells whose volume fractions
were out of bounds in 4.3 to 4.4, this phenomenon occurs for perturbed spheres; cf. table 3. However, in the cases
investigated here, the maximum number of those cells is three (obtained for L = 9 with PC9), corresponding to 0.01%
of the intersected cells; the affected cells share the property of having volume fractions close to 1 or 06; cf. figure 14
for details. This exceedance can be explained as follows: if all intersection points xΣ are located in the very vicinity
of corners, as illustrated in figure 14, even small values of dKκi can cause ∂Γ 6∈ K. In other words, evan small relative
curvatures of the boundary curve potentially cause the latter to leave the cell under consideration. However, due to
the aforementioned prerequisites concerning the intersection, this effect is expected to occur relatively rarely; cf. again
table 3.
5 Conclusion
We have introduced an algorithm capable of computing volumes of domains which emerge from the intersection of
cuboids and implicitly given hypersurfaces, where the novelty of the approach consists in the explicit exploitation of
6Note that the inverse relation is not true, i.e. cells with volume fractions close to 0 or 1 are generally not affected.
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Figure 12: Volume error (ellipsoids; subtitles denote semi-axes; number in brackets denote the EOC) over number of
intersected cells NΣ with referential errors (•: eq. (42) combined with table 2, •: linear approximation of hypersurface).
(PG) denotes the results obtained with the Petriv-Galerkin approach, (PC) refers to polynomial comparison.
curvature information, i.e. principal curvatures and axes, in combination with the application of surface divergence
theorem, where the solution of the emerging PDE is approximated by means of a Petrov-Glaerkin ansatz. The
following main conclusions are drawn:
1. The local approximation of second order, exploiting geometrical (i.e. principal curvature) information from the
Weingarten map, allows to obtain fourth-order convergence with spatial resolution. For all cases consid-
ered here, the absolute error is approximately three orders of magnitude below the error obtained by linear
approximation of the hypersurface.
2. Fourth-order convergence is obtained for both convex and (globally and locally) non-convex hypersurfaces.
3. The proposed Petrov-Galerkin approach outperforms the polynomial comparison for an equal number of
ansatz functions in terms of the absolute error, on average by one order of magnitude. Moreover, the results are
robust with respect to the size of hypersurface patches, corresponding to the size of the parameter domains of
the quadrature; cf. figure 17 for an illustration.
4. If (i) the principal curvatures are identical or (ii) one of the principal curvatures is zero, there is an analytical
solution to the Laplace-Beltrami equation, which allows to compute the volume integrals exactly (with respect
to the approximated hypersurface). This also considerably reduces the computational effort.
16
−8
−7
−6
−5
−4
−3
−2
101 102 103
√
NΣ
log10 EV
b
b
b
b
b
b
b
b
b
b
r
r
r
r
r r
r r r
r
u
u
u
u
u
u u u u
u
ut
ut
ut
ut
ut ut
ut ut ut
ut
b
b
b
b
b
b b b b b
r PG4 (4.08)
PG9
u PC4 (2.27)
ut PC9
(a) (pi/6,−2/5)
−8
−7
−6
−5
−4
−3
−2
101 102 103
√
NΣ
log10 EV
b
b
b
b
b
b
b
b
b
b
r
r
r
r
r r
r
r r
r
u
u
u
u
u
u u u u u
ut
ut
ut
ut
ut ut
ut
ut ut
ut
b
b
b
b
b b b b b b
r PG4 (4.00)
PG9
u PC4 (1.95)
ut PC9
(b) (pi/6, 2/5)
(c) (pi/6,−2/5) (d) (pi/6, 2/5)
Figure 13: Volume error (hyperboloid of rotation; subtitles correspond to the parameters in table 2) over number of
intersected cells NΣ with referential errors (•: eq. (42) combined with table 2, •: linear approximation of hypersurface)
with illustrations.
In an upcoming paper, the authors will extend the numerical methods presented above for other right-hand sides
of eq. (3), especially for polynomials and constants, including the computation of surface area as an important special
case.
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Figure 14: Left: surface mesh (red: out-of-bounds cells) for L = 9 and NK = 90 (PG4 result: −6.09× 10−11 and
−9.45× 10−8); right: cell (volume 1.097× 10−5) with hypersurface intersections xΣ () and quadrature nodes x∂Γ
(×); cf. table 3.
Table 3: Number of interface cells of perturbed sphere for which fk 6∈ [0, 1] (out-of-bounds; cf. the flowchart in figure 8)
and total number of intersected cells NΣ over number of cells per spatial dimension NK. Note that the lowest possible
resolution is NK = 40.
L = 3 L = 6 L = 9
NK NΣ PG4 PG9 PC4 PC9 NΣ PG4 PG9 PC4 PC9 NΣ PG4 PG9 PC4 PC9
40 4820 0 0 0 0 4840 1 0 1 1 4996 1 0 1 0
50 7524 0 0 0 0 7566 0 0 0 0 7772 0 1 0 1
60 10870 1 1 1 0 10900 0 0 0 0 11250 1 2 2 1
70 14790 0 0 0 0 14838 0 0 0 0 15324 0 0 1 2
80 19302 0 0 0 0 19366 0 0 0 0 19992 1 2 1 3
90 24450 0 0 0 0 24508 0 0 0 0 25290 0 0 0 0
100 30163 0 0 0 0 30267 1 2 0 2 31206 0 1 0 1
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Figure 15: Volume error (perturbed sphere with R0 = 0.8 and σ0 = 5× 10−4; top to bottom row: L ∈ {3, 6, 9}) over
number of intersected cells NΣ with referential errors (•: eq. (42) combined with table 2, •: linear approximation
of hypersurface) with illustrations. The blue (red) regions in (f) correspond to negative (positive) mean curvature
2κΣ = κ1 + κ2.
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(a) L = 6 (b) L = 9
Figure 16: ((a),(b)): convexity index sign(κ1κ2) (red: 1, blue: −1) for perturbed spheres with L ∈ {6, 9} evaluated
on an evenly spaced discretization (2000× 1000) of the parameter domain S.
(a) surface mesh (b) close up
Figure 17: Surface mesh for L = 9 where the cuboidal domain was discretized in NK = 100 cells per spatial direction.
The close up displays hypersurface patches with a wide range of sizes.
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A A brief review of basic facts from differential geometry
Pru¨ss and Simonett [2013] give a survey on smooth closed hypersurfaces embedded in RN , including rigorous math-
ematical statements on the associated operators, fundamental forms and other geometrical properties. The present
subsection heavily draws from their work. Here, however, we only reproduce those results needed within the scope of
this work. For further mathematical details, the interested reader is referred to, e.g., the book of Ku¨hnel [2005].
Let Σ be a hypersurface patch of class C2 confined by K ⊂ Rd with d ∈ {2, 3}, which is given via the zero iso-contour
of a level-set φ, i.e.
Σ = {x ∈ K : φ(x) = 0} with normal nΣ := ∇φ‖∇φ‖ . (47)
Recall that we have ∂K ⊃ ∂Σ 6= ∅, by assumption; cf. figure 2.
Curvatures, first & second fundamental form For any point x0 ∈ Σ with outer unit normal nΣ, there is a ball
BR(x0) ⊂ Rd with radius R and a diffeomorphism Φ : BR(x0) 7→ U ⊂ Rd, such that U 3 Φ(x0) = 0 and
Φ−1(U ∩ (Rd−1 × {0})) = Φ−1(SΣ × {0})) = BR(x0) ∩ Σ. (48)
The implication of eq. (48) is that in the vicinity of x0, i.e. for ‖x− x0‖ ≤ R, the hypersurface can be parametrized
over some (open) parameter set SΣ ⊂ Rd−1, i.e.
Σ ∩ BR(x0) = g(SΣ;x0) with g(t;x0) := Φ−1(t, 0) and t =
d−1∑
i=1
tiei; (49)
cf. figure 18 for an illustration. The (covariant) tangent space TΣ attached to x0 is spanned by
nΣ
b
BR(x0)
Σ
Φ
−2
−1
0
1
2
−2 −1 0 1 2
t1
t2
U
b R
×
{0
}
SΣ × {0}
Figure 18: Illustration of the implicit function theorem for Σ ⊂ R2.
νi :=
∂g
∂ti
(t;x0) for 1 ≤ i ≤ d− 1, (50)
where 〈νi,nΣ〉 ≡ 0, but, in general, ‖νi‖ 6= 1 and
〈
νi,νj
〉 6= 0. Analogously, νij denotes the second derivatives.
Employing the Einstein summation convention, the first and second fundamental form, respectively, can be written
as
G(x0) :=
〈
νi,νj
〉
ei ⊗ ej and L(x0) :=
〈
nΣ,νij
〉
ei ⊗ ej . (51)
The eigenvalues {κi} ⊂ Rd−1 of the Weingarten map W (x0) := G−1L, also called shape matrix of Σ, correspond
to the principal curvatures of the hypersurface at x0. The associated eigenvectors τ
0
i ∈ Rd−1 provide the local
directions of principal curvature, whose global pendant is obtained via τi :=
〈
τ 0i , ek
〉
νk and normalization. Note
that
〈
τi, τj
〉
= δij as well as 〈τi,nΣ〉 = 0, i.e. {τi,nΣ}(x0) forms an orthonormal system and TΣ(x0) = span(τi).
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Surface gradient & surface divergence Let f : Σ 7→ R be a continuously differentiable field. Assume for the
moment that the full gradient ∇f exists. Then, the surface gradient can be understood as the projection of ∇f onto
the tangent space TΣ(x0), i.e.
∇Σf = (I − nΣ ⊗ nΣ)∇f = df
dτ2
τ1 +
df
dτ2
τ2. (52)
Note that left multiplication with PΣ := I − nΣ ⊗ nΣ corresponds to a projection onto the tangent plane TΣ(x0).
Following Gilbarg and Trudinger [2001], the lack of definition of the normal component can be eliminated by an
extension of the definition, i.e. f(x ± nΣ) = f(x) for x ∈ Σ and R 3   1. Hence, within a tubular neighborhood
of thickness 2, the function value is extended to be constant along a normal deviation from the hypersurface. In the
remainder of this paper, we assume any function mapping from the hypersurface Σ to be extensible in this way. Then,
the derivative in normal direction indeed becomes zero, since
df
dnΣ
= lim
→0
f(x+ nΣ)− f(x)

≡ 0. (53)
By analogous arguments, one obtains the surface divergence of a vector field f : Σ 7→ Rd as
divΣ f = tr (PΣ∇f) =
〈
df
dτi
, τi
〉
, (54)
i.e. the surface divergence is the trace of tangential projection of the full gradient. For a differentiable tangential vector
field f : Σ 7→ TΣ, especially including the case f = ∇Σf , the (surface) divergence theorem reads∫
Σ
divΣ f do =
∫
∂Σ
〈f ,n∂Σ〉 dl. (55)
For later application within the variational formulation, note that two scalar functions f, g : Σ 7→ R fulfill∫
Σ
g∆Σf do =
∫
∂Σ
g 〈∇Σf,n∂Σ〉dl −
∫
Σ
〈∇Σf,∇Σg〉do, (56)
where the Laplace-Beltrami operator ∆Σ is introduced in subsection 2.3.
B Comparison of polynomials
The first three elements of the coefficient vector uˆ, where uˆij corresponds to t
2i
1 t
2j
2
(
1 + κ21t
2
1 + κ
2
2t
2
2
) 1
2
, resulting from
the polynomial comparison, cf. subsection 2.5, are
uˆ00 =
1
3465D
[
72544885875κ251 + 4193272314000κ
24
1 κ2 − 2577212786610κ231 κ22
− 26658698588694κ221 κ32 − 57357128755944κ211 κ42 + 336181054285530κ201 κ52
+ 41714627579527946κ191 κ
6
2 + 362007665932049430κ
18
1 κ
7
2
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8
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16
1 κ
9
2
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10
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14
1 κ
11
2
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12
2 + 7621880627263011268κ
12
1 κ
13
2
+ 18731291856940517620κ111 κ
14
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10
1 κ
15
2
+ 16084926436271498425κ91κ
16
2 + 4111980253565015324κ
8
1κ
17
2
− 9815326789142415706κ71κ182 − 6784297128026141358κ61κ192
− 1393140036723497824κ51κ202 − 146622851045506110κ41κ212
− 12737928185209566κ31κ222 + 250947833147550κ21κ232
+7442937203625κ1κ
24
2 + 5318812248750κ
25
2
]
, (57)
uˆ10 =
−1
2130D
[
72544885875κ271 + 3830547884625κ
26
1 κ2 − 22099585675860κ251 κ22
23
+ 64209322185606κ241 κ
3
2 − 206549792452944κ231 κ42
+ 1517363124557580κ221 κ
5
2 + 30461018702009246κ
21
1 κ
6
2
+ 109446918326844930κ201 κ
7
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19
1 κ
8
2
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9
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17
1 κ
10
2
+ 11540162436209873564κ161 κ
11
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15
1 κ
12
2
+ 15758705774985074368κ141 κ
13
2 + 9058115615694138220κ
13
1 κ
14
2
+ 14577128661181516004κ121 κ
15
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11
1 κ
16
2
+ 28905224435990940299κ101 κ
17
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9
1κ
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2
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19
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− 6203435202180262860κ61κ212 − 828643056358660266κ51κ222
− 64844425789431750κ41κ232 + 1826532320191425κ31κ242
−63336193160625κ21κ252 + 26594061243750κ1κ262
]
, (58)
uˆ01 =
−1
2130D
[
362724429375κ261 κ2 + 19594917775125κ
25
1 κ
2
2 − 86674748460300κ241 κ32
+ 146615450910390κ231 κ
4
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6
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1 κ
7
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8
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1 κ
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2
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1 κ
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]
, (59)
with the common factor
D = 942141375κ281 + 50895890325κ
27
1 κ2 − 224230144725κ261 κ22
+ 598532006835κ251 κ
3
2 − 2428874075520κ241 κ42 + 16349986503270κ231 κ52
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21
1 κ
7
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20
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8
2
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9
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18
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17
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2
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15
1 κ
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1 κ
14
2
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15
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1 κ
16
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1 κ
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18
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9
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19
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− 1260751770087705κ41κ242 − 183530830884975κ31κ252 + 4003879094775κ21κ262
− 164509592625κ1κ272 + 69075483750κ282 . (60)
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C Parametrization of hypersurfaces using tesseral spherical harmonics
Let S := [0, 2pi) × [0, pi] be the parameter domain of the unit sphere in R3. Then, the tesseral spherical harmonics
Yml : S 7→ R being defined as
Yml (ϕ, θ) =
√
2l + 1
4pi
(l − |m|)!
(l + |m|)!

√
2P
|m|
l (cos θ) sin |m|ϕ m < 0
Pml (cos θ) m = 0√
2Pml (cos θ) cosmϕ m > 0
(61)
with the associated Legendre polynomials
Pml (x) =
(−1)m
2ll!
√
(1− x2)m ∂
l+m
∂xl+m
(x2 − 1)l, (62)
form an orthonormal basis of the square-integrable functions L2(S), where
δlkδmn =
1
4pi
2pi∫
0
pi∫
0
Yml Ynk sin θdθdϕ. (63)
Within this paper, we consider a class of star-shaped hypersurfaces Σ ⊂ R3 with parametrization
Σ = {Rer : (ϕ, θ) ∈ S}, (64)
where R : S 7→ R and er := [cosϕ sin θ, sinϕ sin θ, cos θ]T denote the radius and radial unit vector, respectively. Herein,
the third power of the radius instead of the radius itself is expressed in terms of spherical harmonics, i.e.
R3(ϕ, θ) =
L∑
l=0
l∑
m=−l
cml Yml (ϕ, θ). (65)
By recursive application of the contraction rule for spherical harmonics it can be shown that the order of R is L/3.
However, the computation of the enclosed volume is considerably simplified, namely
|dom(Σ)| = 1
3
2pi∫
0
pi∫
0
L∑
l=0
l∑
m=−l
cml Yml (ϕ, θ) sin θdθdϕ =
1
3
2pi∫
0
pi∫
0
c00Y00 (ϕ, θ) sin θdθdϕ =
√
4pi
3
c00. (66)
Since this class of parametrizations degenerates at the poles, i.e. for θ ∈ {0, pi}, in order to ensure thet Σ ∈ C0 the
derivative of the radius with respect to the azimuthal angle ϕ needs to vanish, i.e. ∂ϕR = 0 for θ ∈ {0, pi}. Then, the
outer unit normal at the poles becomes
nΣ|θ∈{0,pi} =
Rer − ∂θR eθ√
R2 + (∂θR)2
. (67)
For eq. (67) to be respectively unique obviously one requires the polar derivate to vanish at the poles as well, i.e.
∂θR = 0 for θ ∈ {0, pi}. While the tesseral spherical harmonics by definition fulfill ∂ϕYml |θ∈{0,pi} = 0, it holds that
∂θYml
∣∣
θ∈{0,pi} =
0 |m| 6= 1− 12√ l(l+1)(2l+1)4pi cosl θ |m| = 1 . (68)
Hence we exclude modes with m = ±1 from the radius expansion, cf. eq. (65). For vanishing derivatives with respect
to polar and azimuthal angle, the Weingarten map at the poles becomes
W =
1
R2 sin2θ
[
sin θ ∂ϕϕR− sin2θ R ∂ϕθR
sin2θ ∂ϕθR − sin2 θ(R− ∂θθR)
]
. (69)
Since by definition it holds that ∂ϕϕR = ∂ϕθR = ∂θθR = 0 for θ ∈ {0, pi}, the parametrization is sufficiently smooth
at the poles with principal curvatures κi|θ∈{0,pi} = −1/R and nΣ|θ∈{0,pi} = er.
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