For spacelike stationary (i.e. zero mean curvature) surfaces in 4-dimensional Lorentz space one can naturally introduce two Gauss maps and Weierstrass representation. In this paper we investigate their global geometry systematically. The total Gaussian curvature is related with the surface topology as well as the indices of the so-called good singular ends by a generalized Jorge-Meeks formula. On the other hand, as shown by a family of counter-examples to Osserman's theorem, finite total curvature no longer implies that Gauss maps extend to the ends. Interesting examples include the generalization of the classical catenoids, helicoids, the Enneper surface, and Jorge-Meeks' k-noids. Any of them could be embedded in R 4 1 , showing a sharp contrast with the case of R 3 .
Introduction
Zero mean curvature spacelike surfaces in 4-dimensional Lorentz space R 4 1 include classical minimal surfaces in R 3 and maximal surfaces in R 3 1 as special cases. They are no longer local minimizer or maximizer of the area functional. Hence we call them stationary surfaces which are always assumed to be spacelike in this paper.
We got interested in this topic when studying several surface classes arising from variational problems in Möbius geometry and Laguerre geometry [23] , [31] . After reducing our original problems to stationary surfaces in R 4 1 , we searched the literature and found very few papers on this general case, which contrasted sharply to the rich theory and deep results on minimal surfaces in R 3 (see the recent survey [26] ) and maximal surfaces in R 3 1 [30] . This situation motivated us to extend the general theory about the global geometry and topology of minimal surfaces in R 3 to these stationary surfaces in R 4 1 . As a preparation, Section 2 introduces the basic invariants, equations, and the Weierstrass type representation formula in terms of two meromorphic functions φ, ψ (corresponding to two Gauss maps, namely the two lightlike normal directions) and a holomorphic 1-form dh (the height differential). Here we see that the local geometry of stationary surfaces are quite similar to usual minimal surfaces in R 3 .
But stationary surfaces have quite different global geometry. The classical Osserman's theorem says that a complete minimal surface in R 3 with finite total Gaussian curvature always has well-defined limit for the Gauss map at each end. In contrast with this, in Section 3 we construct complete stationary surfaces with finite total curvature, whose Gauss maps φ, ψ have some essential singularities at the ends (hence the Weierstrass data could not extend analytically to the whole compactified Riemann surface).
Secondly, the behavior of ends is more complicated. There exists the so-called singular end where the limits of the two lightlike normal directions coincide. In terms of the Weierstrass data φ, ψ, at the end we have φ =ψ. When they take this limit value with the same multiplicity, the total Gaussian curvature will diverge. Such an end is called bad singular end. In the other case we define index for good singular end. These are discussed in Section 4. We then derive a Gauss-Bonnet type theorem in Section 5 for algebraic stationary surfaces (i.e. the Weierstrass data extend to meromorphic functions/forms on compact Riemann surfaces) without bad singular ends. This generalizes the Jorge-Meeks formula in R 3 and provides a cornerstone for constructing various examples with given global behavior.
From Section 6 to Section 8 we generalize classical examples like catenoids, helicoids, the Enneper surface, and Jorge-Meeks' k-noids. In particular, the generalized Enneper surfaces and k-noids could be embedded in R 4 1 . Thus many uniqueness theorems for completely embedded minimal surfaces in R 3 no longer hold true, and embeddedness is no longer such a strong restriction on the global geometry and topology of such surfaces in R 4 1 . We just mention two most famous results among them.
Theorem (Lopez-Ros theorem [21] ): Complete, embedded minimal surfaces in R 3 with genus 0 and finite total curvature are planes and catenoids.
Theorem (Meeks and Rosenberg [24] ): Helicoids are the only non-flat, properly embedded, simply connected, complete minimal surfaces in R 3 .
The reader might think that in such a codimension-2 case it is easy to deform any surface and avoid self-intersection. But one should keep in mind of the other restrictions such as being spacelike and complete. Besides that, transversal intersection is still possible which could not be eliminated by small perturbation. Thus the existence of many complete and embedded examples in R 4 1 is a non-trivial fact. It is a very interesting question whether one can establish some similar uniqueness theorem under the assumption of embedding in this new context. See discussions in Section 9 among other open problems.
We would like to mention some previous work on stationary surfaces which are also important motivation to our work. Estudillo and Romero [9] considered the exceptional value problem for the normal directions and established certain Bernstein type theorems for complete stationary surfaces in R n 1 . Alías and Palmer [2] dealt with curvature properties of such surfaces in R 4 1 . The Weierstrass type representation in R 4 1 should also be known already. It seems quite natural to extend from minimal surfaces in R 3 to our case by using the classical method systematically. What puzzled and surprised us is that nobody did this before (to the best of our knowledge). The main reasons might be as follows.
First, according to our observation, there do exist richer phenomenon and new difficulties in R 4 1 . The Osserman's theorem fails, and the singular ends as well as the problem of solving the equation φ =ψ are new challenges not so easy to overcome.
Second, as pointed out at the beginning, the stability property of stationary surfaces in R 4 1 is bad. People might not have great interest in considering a surface class without much physical significance. (But under suitable restrictions on the allowed variations, there are still stability results. See Palmer's work [1] , [29] .) Last but not least, the embedding problem gets harder, and the 4-dimensional case loses the beautiful geometric intuition which is always so appealing in the 3-space. For the purpose of visualization, one may take a slice (i.e. the intersection of x(M ) with a 3-space x 4 = 0 or x 3 = 0), or a projection to such 3-spaces. But neither of them is satisfactory.
Choose null vectors y, y * in the normal plane ⊤ ⊥ x M at each point such that y, y = y * , y * = 0, y, y * = 1, det{ x u , x v , y, y * } > 0 .
Such frames { y, y * } are determined up to scaling
for some non-zero real-valued function λ. After projection, we obtain two welldefined maps (independent to the scaling (1))
The target space is usually called the projective light-cone, which is well-known to be homeomorphic to the 2-sphere. By analogy to R 3 , we call them Gauss maps of the spacelike surface x in R 4 1 . The structure equations is derived under the (complex) moving frame { x z , xz, y, y * }:
Here Ω x zz , y , Ω * x zz , y * are only quasi-invariants (since they are defined only up to scaling (1)) whose geometric meaning is similar to the usual Hopf differential. αdz y z , y * dz gives the connection 1-form of the normal bundle. Note that equation (3) means x is still a vector-valued harmonic function, which is equivalent to the condition H = 0 (zero mean curvature).
The integrability equations are:
Here K, K ⊥ are the Gaussian curvature and the normal curvature, respectively. The equations (6) and (8) may be combined to form a single formula:
Together with (7), it follows that
where ∆ 4e −2ω ∂ 2 ∂z∂z is the usual Laplacian operator with respect to ds 2 . (Similar formulas have appeared in [2] .)
The assumption of zero mean curvature implies that the two Gauss maps [ y], [ y * ] : M → S 2 are conformal, i.e.
by (4)(5). In particular, they induce opposite orientations on the target space S 2 according to the observation in [31] . Assume that [ y] is given by a meromorphic function φ = φ 1 + iφ 2 : M → C ∪ {∞}, and [ y * ] is given by the complex conjugation of a meromorphic function, i.e.ψ = ψ 1 − iψ 2 : M → C ∪ {∞}.
Since [ y] = [ y * ] at any point, we have φ =ψ over M and they do not have poles at the same regular point. Denote
Then we can write
Since φz = ψz = 0, by a direct calculation we have
It follows from (4), (15) that there exists a holomorphic differential dh such that
Then we get a Weierstrass representation of stationary surface x : M → R 4 1 :
in terms of two meromorphic functions φ, ψ and a holomorphic 1-form dh = h ′ (z)dz.
Remark 2.1. When φ ≡ − 1 ψ , the above formula (18) yields a minimal surface in R 3 and we recover the classical Weierstrass representation.
When φ ≡ 1 ψ , (18) gives the Weierstrass representation for a maximal surface in R 3 1 . When φ or ψ is constant, without loss of generality (see Remark 2.3 and (19)) we may assume ψ ≡ 0. After integration we get x 3 − x 4 = constant, hence x is a zero mean curvature surface in a 3-space R 3 0 (which is endowed with a degenerate inner product).
Thus all these classical cases are included as special cases of our generalized Weierstrass type representation. Definition 2.2. Similar to the case of minimal surfaces in R 3 , we call φ, ψ the Gauss maps of x, and dh the height differential.
Remark 2.3. It is important to consider the effect of a Lorentz isometry of R 4 1 on the Weierstrass data, which will be frequently used to simplify the construction of examples, and to reduce general situation to special cases. Observe that the induced action on the projective light-cone is nothing but a Möbius transformation on S 2 , or just a fractional linear transformation on CP 1 = C ∪ {∞} given by A = a b c d with a, b, c, d ∈ C, ad − bc = 1. The Gauss maps φ, ψ and the height differential dh transform as below:
Theorem 2.4. Given holomorphic 1-form dh and meromorphic functions φ, ψ : M → C ∪ {∞} globally defined on a Riemann surface M . Suppose they satisfy the regularity condition 1),2) and period condition 3) as below: 1) φ =ψ on M and their poles do not coincide;
2) The zeros of dh coincide with the poles of φ or ψ with the same order; 3) Along any closed path the periods satisfy
Then (18) defines a stationary surface x : M → R 4 1 . Conversely, any stationary surface x : M → R 4 1 can be represented as (18) in terms of such φ, ψ and dh over a (necessarily non-compact) Riemann surface M .
We give a detailed explanation of condition 1), 2) instead of proving the theorem (which is easy and similar to the known case of minimal surfaces in R 3 ). For a stationary surface constructed by (17) , we find the metric
Thus φ =ψ when the values φ(z), ψ(z) are finite. The exceptional case is at the poles of φ or ψ, which is equivalent to the previous situation, since we could take any point on S 2 to be the north pole up a rotation, or equivalently, take any point to be ∞ ∈ CP 1 up to a linear fractional transformation as in (19) . So φ, ψ would not have poles at the same point on M . This explains condition 1). Now condition 2) is self-evident by (21) . (The geometric interpretation for φ =ψ is that [ y], [ y * ] are distinct at any regular point as pointed out before (11).) In R 3 , condition 1) is satisfied automatically since we have φ = − 1 ψ which is never equal toψ. The corresponding lightlike normal vectors are given by ( n, ±1) ∈ R 4 1 where n is the unit normal vector in R 3 .)
In contrast, for maximal surfaces in R 3 1 , a typical phenomenon is that they have certain singularities. The best-known example is the catenoid in R 3 1 given by (18) 
After integration we obtain a rotational maximal surface x = (x 1 , x 2 , x 3 , x 4 ) with
Compared to the catenoid in R 3 , this example is peculiar in that it has a cone-like singularity, which corresponds exactly to points on the circle |z| = 1 where φ =ψ.
Next we express the geometrical quantities of stationary surface x : M → R 4 1 in terms of the Weierstrass data φ, ψ and dh = dh(z) = h ′ (z)dz. Comparing (4),(5), (15) , (16) , (17) , and (21) we obtain
Then by (9) we get
Now we have an extremely important formula below for the total Gaussian and normal curvature over a compact stationary surface M with boundary ∂M :
Remark 2.5. It is easy to see that K ⊥ ≡ 0 when x is contained in a 3-dimensional subspace. By Remark 2.1 we deduce that
• K ≤ 0 for minimal surfaces in R 3 ;
• K ≥ 0 for maximal surfaces in R 3 1 ;
• K ≡ 0 for zero mean curvature surfaces in R 3 0 .
These agree with well-known facts. For more on curvature properties of complete stationary surfaces, see [2] . We emphasize that in general the Gaussian curvature K does not have a fixed sign. Hence the improper integral M KdM is meaningful only when it is absolutely convergent.
Remark 2.6. The complex integral M (−K +iK ⊥ )dM is very important. Sometimes we say that x : M → R 4 1 has finite total curvature if this integral converges absolutely, i.e.,
This implies finite total Gaussian curvature M |K|dM < +∞. But we do not know whether the converse is true.
Convention:
In this paper, we always assume that neither of φ, ψ is a constant unless it is stated otherwise. According to Remark 2.1, that means we have ruled out the trivial case of stationary surfaces in R 3 0 .
Finite total curvature and essential singularities
Recall that a significant class of minimal surfaces in R 3 is those complete ones with finite total Gaussian curvature, i.e.,
The importance of this condition relies on the following classical result.
Theorem 3.1. Let (M, ds 2 ) be a non-compact surface with a complete metric. Suppose M |K|dM < +∞, then:
(1) (Huber [14] ) There is a compact Riemann surface M such that M as a Riemann surface is biholomorphic to M \{p 1 , p 2 , · · · , p r }.
(2) (Osserman [28] ) When this is a minimal surface in R 3 with the induced metric ds 2 , the Gauss map G = φ = −1/ψ and the height differential dh extend to each end p j analytically.
(3) (Jorge and Meeks [15] ) As in (1) and (2), suppose minimal surface M → R 3 has r ends and M is the compactification with genus g. The total curvature is related with these topological invariants via the Jorge-Meeks formula:
Here d j + 1 equals to the highest order of the pole of x z dz at p j , and d j is called the multiplicity at the end p j .
Huber's conclusion (1) means finite total curvature ⇒ finite topology, which is a purely intrinsic result. In particular, this is valid also for stationary surfaces in R 4 1 . As to the extrinsic geometry of minimal M 2 → R 3 with finite total curvature, Osserman's result 2) shows that we have a nice control over its behavior at infinity. To our surprise, this is no longer true in R 4
1 . In particular we have counterexamples given below: Example 3.2 (M k,a with essential singularities and finite total curvature). :
where integer k and real number a satisfy k ≥ 2, 0 < a < π 2 . Proposition 3.3. Stationary surfaces M k,a in Examples 3.2 are regular, complete stationary surfaces with two ends at z = 0, ∞ satisfying the period conditions. Moreover their total curvature converges absolutely with
Proof. Firstly, our examples have neither singular points nor singular ends. We don't need to consider z = ∞ where φ and ψ have essential singularities. The only pole of φ, ψ is z = 0 where φ(0) = 0 = ∞ = ψ(0). Then one need only to verify φ =ψ on C − {0}. Suppose φ(z) = ψ(z) for some z = 0. Using (27) and comparing the norms we see |z| = 1. Let z = e iθ for some θ ∈ [0, 2π). Then the equation φ(z) = ψ(z) is reduced to e 2ai sin θ = −1, which has no real solutions for θ when 0 < a < π 2 . This proves our first assertion. Secondly, the period conditions are obviously satisfied, since any of
have no residues (note that k ≥ 2). Thirdly, the metric of M k,a is complete by the following simple estimation:
Finally we estimate the absolute total curvature:
When r = |z| → 0 the integrand is almost the same as k 2 r 2k−1 drdθ with respect to the polar coordinate; when r = |z| → ∞ we have a similar estimation as r 1−2k drdθ. Each of these two improper integral converges when r → 0 or r → ∞, respectively. Thus the total curvature integral converges absolutely. To find the exact value of the integration, we approximate C by domains A r,R {0 < r ≤ |z| ≤ R}. Using Stokes theorem for A r,R we obtain
When R → ∞ the first contour integral converges to 2i |z|=R k z dz = −4πk. When r → 0 the second contour integral converges to 0. This completes the proof to Proposition 3.3 as well as the formula (28).
We can construct similar examples as below. The reader may compare this to the generalized catenoid in Section 7 and the generalized Enneper-type surfaces in Section 8.
Example 3.4 (Enneper surface E k,a with essential singularities). :
Example 3.5 (Catenoid C k,a with essential singularities). :
Remark 3.6. When a = 0 in Example 3.4 we get Enneper surfaces in R 3 with higher dihedral symmetry. Similarly in Example 3.5 when a = 0, k = 1 we get the classical catenoid in R 3 . So these examples might be regarded as deformations of Enneper surfaces and the catenoid. When k = 1 and a = 0, it seems that Example 3.4 and 3.5 provide new complete regular stationary surfaces in R 4 1 with total curvature M KdM = −4π. Yet this understanding is wrong since the total Gaussian curvature does not converge absolutely when k = 1. Remark 3.7. A theorem of Peter Li [18] says that for a complete surface with finite topological type and of quadratic area growth, under the assumption that its Gauss curvature does not change sign, it must has finite total curvature. Anyone of our examples (27) has quadratic area growth by (29) and satisfies other assumptions of his theorem except that the Gauss curvature never has a fixed sign around the end z = ∞. (This last assertion is left to the interested reader to verify.) So the total curvature is not necessarily finite, which is the case when k = 1.
In general, a minimal surface in R 3 or a stationary surface in R 4 1 is called an algebraic minimal surface if there exists a compact Riemann surface M with M = M \{p 1 , p 2 , · · · , p r } such that x z dz is a vector valued meromorphic form defined on M . In other words, the Gauss map φ, ψ and height differential dh extend to meromorphic functions/forms on M . For this surface class we may establish a Gauss-Bonnet type formula (26) (see Theorem 5.6) which involves the indices of the so-called singular ends.
Singular ends
1 be a complete stationary surface given by (18) with Weierstrass data φ, ψ, dh. Its global geometry and topology is closely related with the behavior at infinity, where we have a similar definition of (annular) ends like the case in R 3 . In this paper we always assume that the period condition (20) is satisfied at an annular end unless it is stated otherwise.
At an end of x : M → R 4 1 , although one of the four components of x tends to ∞, the surface might still be incomplete due to the Lorentz-type metric of the ambient space. The simplest example is as below:
Using (18)(21), the reader can verify that the surface has an incomplete end at z = ∞. Notice that at this end we have φ(∞) =ψ(∞) which is a typical case for such examples.
In general, although φ =ψ at any regular point of a stationary M → R 4 1 , it might happen that φ =ψ at one of the ends. This time the total curvature (25) involves an improper integral. On the other hand, when the total curvature is finite, the worst case is that there are finite many such ends by Huber's theorem. Thus we restrict to consider isolated zeros of complex harmonic function φ−ψ in this section.
(It is an annoying problem to solve the equation φ(z) −ψ(z) = 0 or to show non-existence of solutions for given functions φ, ψ over a given Riemann surface M . See Section 6 to 9 for examples and discussions.)
Below we always use D to denote a neighborhood of z = 0 on C and D is homeomorphic to a disc. By D → {0} we mean any limit process, or a sequence of smaller and smaller neighborhood · · · ⊃ D i ⊃ D i+1 ⊃ · · · whose intersection is {0}.
Two types of singular ends
1 is an annular end of a regular stationary surface (with boundary) whose Gauss maps φ and ψ extend to meromorphic functions on D (namely, z = 0 is a removable singularity or a pole for both φ, ψ). It is called a regular end when
It is a singular end if φ(0) =ψ(0) where the value could be finite or ∞ (i.e., z = 0 is a pole of both φ and ψ). Such ends are divided into two classes depending on whether functions φ,ψ take the same value at z = 0 with the same multiplicity or not. When the multiplicities are equal we call it bad singular end. Otherwise it is a good singular end.
The total Gaussian curvature is finite around a regular end by (25) . As to a singular end, we may assume that φ =ψ = 0 at z = 0. Without loss of generality we may write it out more explicitly:
for complex number b = 0 and positive integers m, n. Write z = re iθ with r ≥ 0 and θ ∈ [0, 2π). At a good singular end m = n. Suppose m > n ≥ 1. Then by (25) ,
This integral converges absolutely.
Remark 4.2. In particular, by (25) we see that the line integral ∂D φ z φ −ψ dz and ∂Dψz φ −ψ dz both have well-defined limit when the neighborhood D → {0}.
If this is a bad singular end, m = n ≥ 1, then
This integration does not converge absolutely. Moreover it does depend on the limit process of D → {0}. As an explicit example, one can verify that the integral Later we will see that there exist complete stationary surfaces of finite total curvature with finite many good singular ends (see Example 6.8 and 6.9).
Index of a good singular end
To establish a Gauss-Bonnet type formula relating the total Gaussian curvature and the topology for such surfaces we need to define the index of a good singular end. This is equivalent to the usual index of a zero of the complex function φ−ψ (suppose at the end z = 0, φ(0) =ψ(0) = ∞ without loss of generality).
Lemma 4.4. Denote D ε = {z||z| < ε}. Let m, n be non-negative integers. Then
Proof. The result is trivial when m = 0 or n = 0. If m, n ≥ 1, we have
Since the integral is independent to the choice of D ǫ , taking the limit ǫ → 0 we get the result.
Observe that according to Remark 4.2, all these integrals above has a welldefined limit when we consider generic neighborhood D p and general limit process D p → {p}. Moreover we can state our results in a more general way as below and the proof is direct.
Lemma 4.5. Suppose p is an isolated zero of φ −ψ in p's neighborhood D p , where holomorphic functions φ and ψ take the value φ(p) = ψ(p) with multiplicity m and n, respectively. Then we have:
If m < n, lim
Dp→{p} ∂Dp
In particular,
These integer-valued topological invariants help us to define two kinds of indices at a good singular end x : D p − {p} → R 4 1 .
Definition 4.6. The index of φ −ψ at p is
The absolute index of φ −ψ at p is
Remark 4.7. For a regular end our index is still meaningful with
So these indices distinguish regular ends from singular ends.
Remark 4.8. Note that our definition of index of φ −ψ is invariant under the action of fractional linear transformation (19) . So it is well-defined for a stationary surface with good singular ends and independent to the choice of coordinates of R 4 1 . In particular, we can always assume that our singular ends do not coincide with poles of φ, ψ, hence the definition above is valid.
We notice that the poles of φ or ψ are also singularities of d ln(φ−ψ) in a general sense. They contribute to the indices of singularities according to Lemma 4.9. Suppose φ is a meromorphic function in a neighborhood D q of q with one pole of order k, ψ is holomorphic in D q . Then
(When φ is holomorphic and ψ has a pole we have similar result with a different sign.)
Proof. By the residue theorem, and simple estimation using
An index theorem
Proposition 4.10. Let φ, ψ : M → C ∪ {∞} be meromorphic functions on compact Riemann surface M . Suppose φ =ψ on {p j , j = 1, · · · , k}. Denote the usual degree of a holomorphic mapping by deg φ and alike. Then we have
Proof. Suppose φ, ψ have distinct poles {q l } and {q m }, whose orders sum to deg φ and deg ψ, respectively. Without loss of generality, assume p j 's are distinct from them. d ln(φ −ψ) is an exact 1-form on the supplement of these distinct points. Using Stokes formula we get
The last equality follows from Lemma 4.9 (note that ψ(q l ) is a complex number when q l is a pole of φ). The conclusion is thus proved.
Corollary 4.11. Let φ and ψ be holomorphic maps from M to
This corollary could also be proved by considering the mapping φ −ψ : M → CP 1 = C ∪ {∞} and counting the number of inverse images of 0 and ∞, separately. Proposition 4.10 appears later as a corollary of Theorem 5.1. See (39).
Gauss-Bonnet type formulas
After discussing singular ends and their indices in detail, now we are prepared to state and prove the following main result:
1 be a complete stationary surface given by (18) in terms of φ, ψ, dh which are meromorphic functions/forms defined on a compact Riemann surface M (such surfaces are called algebraic stationary surfaces). It may have good singular ends, but no bad singular ends. Then the total Gaussian curvature and total normal curvature are related with the indices at the ends p j (singular or regular) by the following formulas:
From (37)(38) we have equivalent identities:
Proof. Without loss of generality, assume that the meromorphic functions φ on M have poles {p r+1 , · · · , p m } which are distinct from the ends {p 1 , · · · , p r }. Take disjoint neighborhoods of {p 1 , · · · , p r , p r+1 , · · · , p m } respectively and denote them as
By assumption, the ends are regular ends or good singular ends, around which the curvature integral must converge absolutely (Proposition 4.3). Thus the limit
is well-defined and independent of the limit process D j → {p j } for all 1 ≤ j ≤ m. Apply Stokes theorem to M − m j=1 D j and invoke (25) . We obtain
The singularities of the 1-form φz φ−ψ dz come from either the zeros of φ −ψ when j ≤ r, or the poles of φ when j ≥ r + 1. In the first case, by Lemma 4.5 the limit for each j = 1, · · · , r is either ind(φ −ψ) or zero, depending on whether the index is positive or negative. In the second case, the limit is the order of pole of φ by Lemma 4.9. Taking sum we get (36) and (37).
(38) is derived in a similar fashion by consideringψz φ−ψ dz instead of φz φ−ψ dz when using Stokes theorem. Taking sum or difference of (37) and (38), we obtain (40) and (39), respectively.
Note that by (37) and (38), we immediately get Corollary 5.2 (Quantization of total Gaussian curvature). Under the same assumptions of the theorem above, when φ, ψ are not constants (equivalently, when x is not a flat surface in R 3 0 ), there is always
where k ≥ 1 is a positive integer.
Remark 5.3. When there are no singular ends or branch points, all indices vanish and we obtain a simplified version of these formulas:
The reason for deg φ = deg ψ has been explained in the comments following Corollary 4.11. In particular, for M → R 3 , φ = −1/ψ, which is never equal toψ. Hence we get the classical result.
Remark 5.4. On the other hand, even in the codimension-2 case, under our hypothesis there is still
This looks peculiar, since one expected to see some non-trivial items corresponding to the degree of the normal bundle. A natural explanation is as below. First observe that we may add the light cone at infinity to the ambient space R 4 1 and get a conformal compact Lorentz manifold Q 4 1 [23] . This is the same as we did in Möbius geometry where the compactification R n ∪ {∞} = S n is obtained via an inversion or the stereographic projection. Put it rigorously, we may use the classical construction of light cone model. See [23] for details of Lorentzian conformal geometry, where Q 4 1 is identified with the set of null lines in R 6 2 , which is topologically S 3 × S 1 /{±1} endowed with the Lorentz metric g S 3 ⊕ (−g S 1 ).
Next, a stationary surface satisfying the assumption of Theorem 5.1 indeed could be compactified in Q 4
1 . This gives a natural realization and visualization of Huber'
is generally not C ∞ , but C 1,α [17] (possibly branched at those p j located on the light cone at infinity). The non-existence of bad singular ends should guarantee that the normal bundle has a nice extension.
Finally, Q 4 1 = S 3 × S 1 /{±1} has a globally defined time-like vector field. Restricted to any spacelike surface M → Q 4 1 and consider the projection of this vector field to its normal plane at each point. We get a time-like (non-zero) global section of the 2-dimensional normal bundle, which shows that the normal bundle is trivial. 
1 with only regular or good singular ends {p 1 , · · · , p r } = M − M . Let g be the genus of compact Riemann surface M , r the number of ends, and d j the multiplicity of p j . We have
Proof. Up to a Lorentz rotation (19) we may assume that φ, ψ do not have poles at ends {p 1 , · · · , p r }. Thus these ends are exactly the poles of dh. So
On the other hand, zeros of dh should be regular points of x : M → R 4 1 , hence corresponds precisely to poles of φ or ψ with the same order. Taking sum we get zero(dh) = deg φ + deg ψ.
By the well-known formula for the meromorphic 1-form dh counting its zeros and poles over a compact Riemann surface M :
Together with 40) in Theorem 5.1), the first formula is proved. The second one is just (36) in Theorem 5.1).
Remark 5.7. It is interesting to compare with Kusner's version of Gauss-Bonnet formula involving total branching order (Lemma 1.2. in [17] ). Suppose M → R 3 is a branched immersion with a C 1,α compactification M → S 3 , then Kusner says
In our terms, χ(M ) = 2 − 2g − r is the Euler number of M , η(M ) = r j=1 d j is the sum of multiplicities of the ends, and β(M ) the total branching order. To relate with our result, for a good singular end p, without loss of generality we may write a local Weierstrass representation over a punctuated neighborhood of z = 0:
where n, k, l are integers (l > 0), φ 0 , ψ 0 are non-zero holomorphic functions around z = 0. If k = 0, n > 0, we have a regular end where x z dz has a n-th order pole, hence the multiplicity at this end is n − 1.
If k > 0, n = 0, we have a good branch point with branching order k which equals |ind(φ −ψ)| = ind + (φ −ψ). Note that ds = |φ −ψ||dh| = (|z| k + o(|z| k ))|dz| in this case, which fails to hold for a singular point/end (l = 0).
When n, k, l are all positive, it is natural to count both contribution coming from the poles of dh and from the zeros (branching orders)of φ −ψ. This justifies Definition 5.5 and Theorem 5.6. (For more on Gauss-Bonnet theorem involving branch points, see [8] and references therein.)
1 be a regular or a good singular end which is further assumed to be complete at z = 0. Then its multiplicity satisfies d ≥ 1.
Proof. We need only to consider a good singular end with a local Weierstrass representation (42) and positive n, k, l as above. By definition, the multiplicity of this end is d = n − 1, and the index of singular end is ind + = k. The metric ds = |φ −ψ||dh| = (|z| k−n + o(|z| k−n ))|dz| is complete around z = 0. This implies n − k ≥ 1. The period condition (20) excludes the possibility of n − k = 1. Hence n − k ≥ 2 and we have
As a direct consequence of this proposition and Theorem 5.6, we obtain Corollary 5.9 (The Chern-Osserman type inequality). Let x : M → R 4 1 be an algebraic stationary surface without bad singular ends,
Typical methods to construct new examples
In this section and below we will construct many new complete algebraic stationary surfaces x : M → R 4 1 which are topologically punctuated 2-spheres (genus zero) with finite total curvature. To find a specific surface x : M → R 4 1 with desired properties we use three different but related methods:
(1) Write out the vector-valued differential x z dz directly with prescribed poles or Laurent expansions so that it has a desired behavior locally (around an end) or globally (like being a graph over a plane).
(2) Deform the expression of x z dz or the Weierstrass data of a known minimal surface in R 3 in a controlled way to get new examples.
(3) Using geometric conditions to determine the distribution of zeros and poles of the Gauss maps φ, ψ and height differential dh, and determine the parameters involved by solving the regularity condition and the period condition.
These methods could be combined, or used separately, like in our exploration of the generalized catenoid (see Example 7.1).
Remark 6.1. We would like to emphasize that to construct a regular complete stationary surface, one usually has to find a pair of meromorphic functions φ, ψ on a Riemann surface M such that φ(z) =ψ(z) has no solutions. This type of equation is quite unusual to the knowledge of the authors. Most of the time we have to deal with this problem by handwork combined with experience. (See discussions in the proof to Theorem 7.2 and Theorem 8.2 for example.) Note that M → R 3 is a rare case where we overcome this difficulty easily since φ = −1/ψ will never equal toψ.
An other difference with the classical case is about the embedding property. In R 3 this put strong restriction on a minimal surface. Hereafter we will show that in R 4 1 embedded complete examples are abundant.
Method 1: Prescribing
Here we demonstrate this method by constructing a stationary graphs over a 2-dimensional plane in R 4 1 .
Example 6.2 (A complete graph over R 2 ).
Write
which satisfies
Thus it defines a completely embedded stationary graph x : C → R 4 1 :
It is singly periodical (with respect to v) and not flat. So the total curvature does not converge absolutely. Related with this fact, we point out that its Weierstrass data are
each of them has an essential singularity at the end z = ∞. Also note that e −z = 0 and φ =ψ always holds.
Remark 6.3. In contrast to Meeks-Rosenberg's result about the uniqueness of helicoid in R 3 [25] , this is the first new example in R 4 1 which is also non-flat, complete, simply connected, and properly embedded. In Proposition 8.3 we will see that the Enneper surface could be deformed to avoid self-intersection in R 4
1 . Based on these examples, it seems hopeless to establish a similar uniqueness theorem in R 4
1 . To find embedded minimal surfaces in R 3 , a basic result says that any embedded minimal end must be either a catenoid end (asymptotic to a half-catenoid) or a planar end (asymptotic to a plane); one annular end with finite total curvature is embedded if and only if the multiplicity is 1.
In R 4 1 there is much more freedom to construct embedded ends. The example below shows that the multiplicity could be arbitrary. Example 6.4 (A complete graph over a punctured timelike plane). Write
As the previous example, this is embedded as a graph over the (x 3 , x 4 ) plane (yet punctuated at (0, 0)) with two ends z = 0, ∞. The metric is
So this surface is complete and regular. When z → 0, (x 1 , x 2 ) → ∞, (x 3 , x 4 ) → (0, 0), so z = 0 is a planar end with an asymptotic plane. x z dz has a pole of order n at z = 0, so the multiplicity of this embedded planar end is d 0 = n − 1. Similarly the end z = ∞ is embedded with multiplicity d ∞ = n + 1. These information verify the Jorge-Meeks formula (41). For the reader's convenience we give
Method 2: Deforming known examples
Example 6.5 (Alías-Palmer deformation). Given a minimal surface x in R 3 with x z dz = (1− g 2 , i(1+ g 2 ), 2g, 0)ω, Alias and Palmer [2] introduced a deformation with complex parameter a:
In terms of our Weierstrass data,
It is easy to show [2] that when the original surface in R 3 is completely immersed without real or imaginary period along any closed path, the same is true for the deformation when a is not a negative real number. Note that φ =ψ in this case.
Alias and Palmer produced a generalization of the Enneper surface [2] using (46). Yet this result has several drawbacks compared with our work.
First, they did not find more general deformations producing similar Ennepertype surfaces, which we accomplish in Section 8.
Second, they did not discuss the embedding problem. We show not only that the Alias-Palmer deformation of the Enneper surface produces a surface with two self-intersection points and an embedded end (Proposition 8.5), but also find other deformations which are globally embedded in R 4
1 . Finally, this method does not apply to catenoid. So we need to find other methods to construct generalized catenoid in R 4 1 (Example 7.1). We point out that generally there are many ways to deform a known example. (The generalized catenoids and Enneper surfaces given in the next two sections could also be viewed as deformations. And they could be deformed as in Example 3.4 and 3.5.) Below is another typical way of deformation which yields interesting generalization of the catenoid and the k-noids. Example 6.6 (The generalized Jorge-Meeks k-noid). Recall that the classical JorgeMeeks k-noid x = (x 1 , x 2 , x 3 , 0) : M → R 3 with k ∈ Z + has genus zero and k catenoid ends. It is not embedded when k ≥ 3 since those catenoid ends will intersect with each other when they are extended sufficient far away. It is defined on M = CP 1 \{λ j |λ = e 2πi k , j = 1, · · · , k} with
Observe that it has a k-fold rotational symmetry, whose action on M is z → z · λ j with λ = e 2πi k , j = 1, · · · , k. Given two constants a, b ∈ C such that a 2 − b 2 = 1, |a| 2 − |b| 2 > 0, and a, b are linearly independent over R (for example we may take a =
Then integration via (18) yields the generalized k-noidˆ x a,b : M → R 4 1 .
The generalized k-noidsˆ x a,b is still conformal, yet not isometric, to the original x : M → R 3 . But it is still regular and complete. The total curvature is the same and finite. Because the first two components of x z are preserved, and the original dh is an exact differential, both the horizontal and vertical period conditions are also satisfied. The difference is that our deformation avoid self-intersection. Proposition 6.7. The generalized k-noidˆ x a,b is embedded in R 4 1 .
Proof. Suppose there isˆ x a,b (z) =ˆ x a,b (w). Since
and a, b are linearly independent over R, by comparing the third and fourth components we deduce z k = w k , so w = z · λ j with λ = e 2πi k . Now we need only to consider the first two components ofˆ x a,b (z) andˆ x a,b (z · λ j ), which are the same as the first two components of x(z), x(z · λ j ). Since x has a k-fold rotational symmetry on the (x 1 , x 2 ) plane. Thusˆ x a,b (z) =ˆ x a,b (z · λ j ) if, and only if, their first two components correspond to a fixed point under this rotation. According to the description of the k-noid, this corresponds to the fixed point of z → z · λ j , i.e. z = 0 or z = ∞. But in either case we have w = z · λ j = z. This confirms the embedding property.
This example (as well as the generalized Enneper surface discussed in Proposition 8.5) shows that the Lopez-Ros theorem [21] no longer holds true in R 4 1 .
Method 3: Determine Weierstrass data with given zeros/poles
This is the most widely used method in constructing examples, describing the related module space or showing non-existence result under given geometric and topological conditions. Using this methodology we construct algebraic stationary surfaces with good singular ends and simple topological type, which has − M KdM as small as possible. The discussion of how to derive these examples is somewhat tedious, and irrelevant to other parts of this paper; so we leave these details to another paper [19] on the classification of complete stationary surfaces with M KdM = −4π.
Example 6.8 (Genus zero, two good singular ends and M KdM = −8π).
We observe that
• Its genus g = 0; the number of ends r = 2; and deg(ψ) = deg(ψ) = 4.
• At the two ends z = 0,
• Using either of (37),(38) or (41) we get M KdM = −8π.
The regularity, completeness and period conditions are easy to verify, except that we need to find suitable parameter a such that φ =ψ on M = C\{0}. Denote w = z 2 . Then φ(w) = w(w + a), ψ = w 2 w+a . When w = 0 we have
So w = rω j for some j ∈ {0, 1, 2} and r ∈ R\{0}, ω = e 2πi/3 . Insert this back into the equality above we get
It is not difficult to see that when a is a sufficiently large positive real number (e.g. a > 1) there is no (positive) real solution r, hence φ =ψ always holds true.
(A standard proof is reducing |rω j + a| 2 = r to r 2 − (a + 1)r + a 2 = 0 when j = 1, 2, and to r 2 + (2a − 1)r + a 2 = 0 when j = 0. Then both discriminants of these two quadratic equations are negative when a > 1. But a geometric explanation and a comparison of the orders of magnitudes also suffices.)
Such an explicit example is a helpful supplement to the discussion of good singular ends in Section 4, and to the Gauss-Bonnet type formulas in Section 5. Below we provide a somewhat different example.
Example 6.9 (Genus zero, one good singular ends and M KdM = −8π).
The good singular end z = 0 has ind = 1 andd = 5. We leave it to the interested reader to verify that it is regular, complete, without real period; in particular, the parameters a, b ∈ C could be chosen suitably so that φ =ψ on C\{0}.
The generalized catenoid
To find a suitable generalization of the catenoid in R 4 1 , at the beginning we tried to find an annulus with two catenoid-type ends (using Method 1 above with Laurent series like (51)(52) below), and obtained Example 7.1 (The generalized catenoid). This is defined over M = C\{0} with
When t = 0, it is the classical catenoid in R 3 . Conversely, our construction could be viewed as the most natural deformation of catenoid with real parameter t, which preserves regularity, completeness, and period condition.
In contrast, the catenoid in R 3 1 given by (22) has singularities; and the deformation used in [2] fails to give a suitable generalization since the period condition could not be satisfied.
In view of these facts, the uniqueness theorem below is a nice characterization of the generalized catenoid. Theorem 7.2. A completely immersed algebraic stationary surface in R 4 1 with total curvature K = −4π and two regular ends is a generalized catenoid given above.
Proof. For a complete and immersed algebraic stationary surface M → R 4 1 with K = −4π and two regular ends, by Corollary (5.9) it has genus g = 0. By Huber's theorem M is homeomorphic to C\{0} with two ends at z = 0, ∞.
Next, by (37) and (38), K = −4π implies that the Gauss maps φ, ψ have degree 1, hence they are fractional linear functions on C.
At first sight, φ, ψ have six coefficients to choose arbitrarily. But we can apply a Lorentz transformation in the ambient R 4 1 (whose action on φ,ψ are linear fractional transformations according to (19) in Remark 2.3), or a change of complex coordinate z → (αz +β)/(γz +δ), to simplify the expressions of φ, ψ, which will give a congruent surface. This is what we want to do below.
Without loss of generality, we suppose φ(∞) = ∞, ψ(∞) = 0. Otherwise, if φ(∞) = −d/c, ψ(∞) = −b/ā, we may use linear fractional transformation φ → (aφ + b)/(cφ + d), ψ → (āψ +b)/(cψ +d) (which is non-degenerate since φ =ψ) and the effect is as desired.
Next, up to a change of the complex coordinate z → ρe iθ z, we may normalize
It is interesting to examine the properties of the generalized catenoid and compare it with the catenoid in R 3 . Proposition 7.3. The generalized catenoid has the following properties:
(1) It is embedded in R 4 1 . (2) There is a symmetry between its two ends. In other words, there is an isometry of R 4 1 which interchanges these two ends and preserves the whole surface invariant.
(3) Unlike the catenoid in R 3 or R 3 1 , the generalized catenoid has no rotational symmetry when t = 0.
(4) Two generalized catenoids are congruent to each other (up to a dilation and a Lorentz isometry) if and only if their parameters t share the same value of |t|.
(5) It is not contained in any 3-dimensional subspace when t = 0. Each end is embedded and asymptotic to a half catenoid in a 3-dimensional Euclidean subspace.
Proof. Up to a dilation and a translation we may take s = 1 and write
To show embeddedness, it suffices to show that the four components of x determine a unique z on C\{0}. The third component gives the module |z|. Combined with this information, using the fourth and the second component of x we can derive the real and imaginary part of z, separately. Thus there is a unique z corresponding to a given x(z). So the generalized catenoid is embedded. The end behavior is determined by the Laurent expansion
where the coefficient vectors (written as column vectors) are
One may verify directly that the Lorentz transformation x → A 0 x with
will preserve the vector-valued 1-form x z dz but interchange its two poles. This proves conclusion (2) . On the other hand, if there is a 1-parameter Lorentz transformations preserving x z dz as given above, any A in this family must have invariant subspaces When t = 0, V −2 , V 0 are distinct, and they together span a Lorentz 3-space in R 4 1 which is orthogonal to w −1 . From these information it is easy to see that the Lorentz transformation A must be identity. This proves (3).
We observe that for any spacelike 3-space V in R 4 1 , there is a unique timelike vector v which is future-oriented (i.e. the fourth component is positive) and v, v = −1, v, V = 0.
For 0, 0, 1 ). An algebraic invariant associated with the pair {V ′ , V ′′ } is
which corresponds to the hyperbolic angle between the two ends, or between the spacelike 3-spaces V ′ , V ′′ containing the asymptotic half catenoids (see next paragraph). Thus when the values of |t| are different, the corresponding generalized catenoids are not equivalent. On the other hand, if we reverse the sign of t, the mapping x will differ by a reflection according to (50). This establishes (4) . By (50) it is easy to see that x(z) is asymptotic to the catenoid
At the end z = 0 one can verify in a similar way that x is asymptotic to a half catenoid in V ′ (or by the symmetry between the two ends). Also note that V ′ , V ′′ span the full R 4 1 when t = 0. So the generalized catenoid is not contained in any 3-dimensional subspace. This finishes the proof to the final conclusion (5).
Remark 7.4. By the same argument in proving conclusion (3), we see that A 0 given above is the only non-trivial symmetry of the generalized catenoid.
Remark 7.5. Concerning the conclusion (4), we can show that any stationary surface of revolution (i.e. it has a continuous 1-parameter symmetry group) must be contained in a 3-dimensional subspace of R 4 1 . Here the proof to this elementary fact is omited. Regretfully we could not find this result in the literature.
As in R 3 , for a stationary surface x : M → R 4 1 there is an associated family of stationary surfaces x θ : M → R 4 1 with ( x θ ) z dz = e iθ x z dz. They are locally isometric to each other, yet the period condition might be violated and the topological type might be different. A typical example is as below.
Example 7.6 (The associated family of the generalized catenoid). This is represented on C\{0} using (18) with
where the parameter λ is complex and t ∈ (−1, 1) is real as in Example 7.1. When λ is not a real number, the period condition is not satisfied, and the corresponding stationary surface in R 4 1 is homeomorphic to the coving space C.
Example 7.7 (The generalized helicoid). When λ is purely imaginary in (53), we get the generalized helicoid in R 4 1 .
It is well-known that the classical catenoid and helicoid in R 3 are embedded, but any other surface in their associated family is not. The same is true in R 4 1 . Proposition 7.8. Generalized catenoid and helicoid are embedded. Any other stationary surface in the associated family (53) has self-intersection points. (Indeed, on the universal covering we have a simply-connected stationary surface whose unique end is not an embedded end.)
On the other hand, (55) and (56) imply
When z on the logarithmic spiral L n tends to infinity, ρ → +∞, and the right hand side of (59) tends to 1. In this limit process θ ∈ (−∞, +∞) increase monotonically and cot θ oscillates between (−∞, +∞) periodically. Thus there are infinitely many (ρ, θ) satisfying (58) and (59) simultaneously, which finishes our proof.
Generalized Enneper surfaces
Example 8.1 (The generalized Enneper surface). This is given by
with complex parameters c, s ∈ C\{0}. The completeness and period conditions are apparently satisfied. x has no singular points if and only if the parameter c = c 1 + ic 2 is not zero or positive real numbers in the first case (60), and
in the second case (61). In (60), when c is a negative real number we obtain the classical Enneper surface in R 3 ; when c is not a real number we obtain the deformation appearing in [2] . Proof. By (37)(38) and the assumption K = −4π, φ, ψ must be meromorphic functions with degree 1. Since on tori and higher genus compact Riemann surfaces there are no such meromorphic functions with degree 1, we know the genus must be 0 and φ, ψ are linear fractional functions. Suppose M = C with an end at z = ∞. Then Theorem 5.6 implies that the end has multiplicity 3.
As in the proof to Theorem 7.2, without loss of generality we may suppose φ(∞) = ∞, ψ(∞) = 0 (up to a Lorentz rotation in R 4 1 ). To further simplify the expressions of linear fractional functions φ, ψ, let us consider the pole of ψ and the zero of φ. If these two points coincide, we may suppose this is the point z = 0 (up to a linear fractional transformation of the coordinate z). Then it is easy to see that we can simplify to get (60).
Otherwise, suppose the pole of ψ is z = 0 and the zero of φ is z = −1. (Using linear fractional transform to change the complex coordinate z, we may map three given points to ∞, 0, −1 on the Riemann sphere.) Then we have
The height differential dh must have this form due to the regularity condition (Theorem 2.4). Then using (19) φ → φ/a, ψ → ψ/ā, dh → |a| · dh, we get the desired Weierstrass data in (61). The period condition (20) is obviously satisfied. By the regularity condition φ =ψ, the parameters c = c 1 + ic 2 must be chosen so that the equation = 0 = c sin 2θ − u 1 sin θ, there must be v 1 = v 2 . In both cases we find contradiction.) Again by Vieta's formula,
Combining (64) with (65), we find that u 1 ∈ R satisfies
Thus the determinant of this quadratic function of u 1 is non-negative, which contradicts c < The first and second components of x(z), x(w) are equal, hence f (z) = f (w) where
k+1 f (z), and
There are 2k+2 solutions to this equation, which have the same module 2k (2k + 1)|c| (a fixed constant), and differ with each other by a factor λ j (0 ≤ j ≤ 2k + 1)
k+1 . Given one solution z 0 , then {z 0 , z 0 λ 2 , · · · , z 0 λ 2k } are mapped by x to the same point in R 4 1 , which is a self-intersection of multiplicity k + 1. For {z 0 λ, z 0 λ 3 , · · · , z 0 λ 2k+1 } we get the other self-intersection. This finishes our proof. 
Open problems
The previous results on finite total Gaussian curvature and on embedded examples encourage us to consider some deeper and harder problems.
Problem 1.
Introduce suitable index for a stationary end x : D\{0} → R 4 1 whose Gauss map φ or ψ has an essential singularity at z = 0 and the integral of Gaussian curvature converges absolutely around this end. (Then we shall establish a GaussBonnet type theorem for complete stationary surfaces which must involve such indices and the total Gaussian curvature.)
We have constructed examples like (3.2) with finite total Gaussian curvature and essential singularities for the Gauss maps φ, ψ. It is surprising that the total Gaussian curvature KdM (as well as K ⊥ dM ) are still quantized.
Indeed, according to [11] , under the assumption of finite total curvature, the area of geodesic balls of radius r at any fixed point must grow at most quadratically in r. Moreover,
This formula unifies Jorge-Meeks formula (26) (see also Theorem 5.6) and other Gauss-Bonnet type formulas. In our opinion, it looks plausible to introduce some topological index for a wide class of essential singularities, which we desire to be simple to compute and coincide with the area growth rate above when the end has finite total curvature. Once this is done we obtain Gauss-Bonnet type theorem by (67). Regretfully it is unclear whether finite total curvature can determine the types of essential singularities of the Gauss maps φ, ψ at one end in a satisfying way.
Problem 2. Can we extend Collin's theorem to R 4 1 ? In other words, assume that x : M → R 4 1 is a properly embedded complete stationary surface of finite topological type (i.e., M is homeomorphic to a compact surface with finite punctures), and the number of ends is at least two, does x always has finite total Gaussian curvature?
In Section 6 to 8 we have constructed many embedded complete stationary surfaces in R 4 1 , and refuted the conclusions of the Lopez-Ros theorem and MeeksRosenberg theorem under the assumption of embeddedness (see the introduction and Section 6). Another deeper results on properly embedded minimal surfaces in R 3 is Collin's theorem [6] If M ⊂ R 3 is a properly embedded minimal surface with finite topology and more than one end, then M has finite total Gaussian curvature.
It seems that embeddedness is not quite restrictive for complete stationary surfaces in the 4-dimensional Lorentz space according to our observations before. So at the beginning we thought the conclusion of Collin's theorem might also be false in R 4 1 .
The first attempt to construct counter-examples is using the stationary graph like Example 6.2 which is complete, embedded, with genus zero and one end. We modified (44) to get
Obviously, x z is still isotropic, and the term z 2 + z −2 is to introduce a new pole at z = 0, at the same time avoiding new periods by putting the power to be a even number 2. By the first two components, x = Re x z dz is still a graph and embedded. But ds = | x z ||dz| and | x z | = 3 + | cosh 2 (z 2 + z −2 )| 2 − | sinhvalues of any of φ and ψ is no more than 4. If we add the condition of finite total Gaussian curvature, then the number 4 could be replaced by 3. All these are all similar to the case of R 3 . The next step is to assume only completeness and try to generalize Fujimoto's Theorem [10] . Note that it is also interesting to consider the upper bound of the exceptional spacelike or timelike directions [20] .
Problem 6. Apply our theory to study spacelike Willmore surfaces in Lorentzian space forms and Laguerre minimal surfaces in R 3 .
As mentioned in the introduction, this is the original motivation for our exploration reported in this paper. Stationary surfaces in R 4 1 are special examples of spacelike Willmore surfaces in Lorentzian space forms [23] . When being complete with planar ends (the definition is similar to the case of R 3 ), such surfaces will compactify to be compact Willmore surfaces in Q 4 1 , the universal compactification of 4-dimensional Lorentz space forms. This construction yields all compact Willmore 2-spheres in Q 4 1 [23] , [32] . In particular, it is interesting to know whether there exist Willmore 2-spheres in Q 4 1 with Willmore functional 4πk, (k = 2, 3, 5, 7). Note that k = 2, 3, 5, 7 are all exceptional values for immersed Willmore 2-spheres in S 3 [3] , [4] , [12] .
A stationary surface in R 4 1 also corresponds to the so-called Laguerre Gauss map of a Laguerre minimal surface in R 3 [31] . So our theory provide a direct method to construct examples of Laguerre minimal surfaces and to study their global geometry. To the best of our knowledge, there is no general theory on such equations. We collect some known facts on this problem.
• There exist many pairs of functions {φ, ψ} for which there is no solutions to equation ( * ). For example, in Example 6.5, 7.1 and 8.1 we take ψ ≡ c φ+a . When the parameter a, c are chosen suitably there is no solution to c φ+a = ψ =φ. Another example is Example 3.2.
• For meromorphic functions φ, ψ over compact Riemann surface M , if there is no solution to equation ( * ), then deg φ = deg ψ (see Corollary 4.11 or Theorem 5.1). This a necessary but not sufficient condition for the non-existence of solutions.
• Regard ( * ) as zeros of complex harmonic function φ −ψ. Since this is a complex-valued function with convergent power series (analytic function), its zero locus is a union of isolated points and some analytic arcs which might meet at some vertex (at each vertex there are finitely many of such arcs).
In two concrete problems we need to deal with this technical trouble. One is in Problem 4, where we have to find suitable a, b satisfying a + b = 1 so that the equation (68) has only trivial solution z = 0. Since the parameters a, b has one degree of freedom to choose, the discussion is quite involved. See Problem 4 where we mentioned our progress.
The other one is in Problem 1. When considering one end with an essential singularity of given φ, ψ , we want to know whether there will be infinitely many singular points p such that φ(p) = ψ(p) in the neighborhood of this end. By the theorem of Weierstrass, around an essential singularity of a holomorphic function φ, it may take almost every complex value infinitely many times. Thus the conclusion to our problem seems quite unclear.
Final remarks
We may compare to the theory of minimal surfaces in R 4 . In that case, we still have a pair of Gauss maps φ, ψ into CP 1 × CP 1 . This target space is endowed with its standard Kähler form, and the unitary group action induced from CP 3 . So it suffices to study the Kähler geometry of CP 1 × CP 1 . In particular, Osserman's theorem [27] and Fujimoto's theory [10] are based on this observation.
For stationary surfaces in R 4 1 , the two Gauss maps together gives a mapping Under this action we have an invariant complex 2-form
whose pull-back to M via the mapping (φ,ψ) is exactly the curvature form −K+iK ⊥ up to a constant by (25) . Thus we have to study a new geometry of Q 2 , Θ, SL(2, C) , which is related with both the problem of finite total curvature (Problem 1, 2, 3) and the value distribution problem of φ, ψ (Problem 5, 7). Now let us explain several previous results from this viewpoint. It is easy to see that there is no SL(2, C)-invariant area form on any component of CP 1 × CP 1 . Thus Osserman's original argument (that finite total Gaussian curvature implies no essential singularity of the Gauss map) does not apply at here. In particular we have counter-examples in Section 3.
Singular points/ends now appear as intersections of the mapping (φ,ψ) with the diagonal {(z,w) ∈ CP 1 × CP 1 | z =w}, on which Θ tends to ∞. Thus at singular ends the curvature integral is improper. It is a subtle question why this integral converges absolutely exactly when this is a good singular end. See Proposition 4.3.
