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ABSTRACT
Mayo, Robert Joseph. M.S., Purdue University, August 1974.
An Investigation of the Effects of Correlated Err or on the
Magnitude of the Correlation Coefficient. Major Professor:
Robert D. Pritchard.
One potential problem associated with the use of the
Pearson Product Moment Correlation Coefficient (r), is that
various types of errors may contaminate and t hu s influence
the value of r that is observed.

This study was undertaken

to determine whether or not two specific classes of error
have a significant impact on the magnitude of the correlation
observed between two measuring instruments.
One source of error arises from the context in which
values for the variables to be correlated are obtained.

A

second source of error arises from the moods of the subjects
who are used to generate values for the variables to be
correlated.
This study attempted to reduce the influence of the con
text by using a different context for every observation
(i.e., randomize contextual stimuli).
ence of mood on the magnitude of

r,

To reduce the influ

the time interval between

the administration of the two instruments was increased, in
the hope that the increased time interval would reduce the
probability that the subjects would experience the same mood
on both instrument administrations.

For this study, it was

specifically hypothesized that a randomization of contextual
stimuli, coupled with a separation in time between the
administration of two measuring instruments would be associat
ed with a reduction in the amount of correlated error.
To test this hypothes is, one grouo of sub i ec ts (high
error group) was administered an internal-external locus
of-control scale a nd a s e lf-esteem scale in the same context
and at the same p o int in time.

A second group of subjects
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(low error group) was administered the same two scales in
differing contexts and at different points in time (i.e., a
two day delay separated the completion of the two scales).
For this low error group, a randomization of contextual
stimuli was achieved by selecting one experimenter and one
room from a pool of nine available experimenters and six
different rooms for each administration of both scales.
Correlations between the two scales were then computed
separately for each group.
Sample correlations of

,371 and .246 were observed

for the high and low error groups respectively.

Using

a one-tailed test of significance, these correlations were
not found to be significantly different from one another.
Analysis of the manipulation checks indicated a partial,
but weak impact on the subjects due to variations in the
experimenters and rooms.

Furthermore, while the low error

group reported a greater frequency of changes in mood over
the high error group, these differences were not statistically
significant.
It was concluded that while some practical importance
may be associated with the way the two sample correlations
would be interpreted, the results of the experiment may
be regarded as i nconclusive.

Future tests, with stronger

manipulations are called for in the assessment of the impact
of correlated errors on the correlation coefficient.

1

INTRODUCTION
Pearson in 1904 defined correlation as follows:

"two

variables or characters A and Bare said to be correlated
when, with different values x

of A, we do not find the

same value y of B equally likely to be associated.

In

other words, certain values of Bare relatively more likely
to occur with a value x then others" (p. 9).

Since that

time, millions of Pearson's product moment correlation co
efficient (r) have been computed, giving r the distinction
of being perhaps the most popular statistic in the social
sciences.

Also since 1904, a large literature has evolved

concerning various aspects of correlational analysis.

It

is unfortunate that few attempts have been made to organ
ize this literature into a form which might offer persons
concerned with investigating associations between vari
ables some suggestions as to how to interpret correlation
coefficients once they are obtained.
The main purpose of this paper will be to shed light
on the adequacy of current interpretations of the results
of simple correlational analysis.

Specifically, we will

look at the effect of several classes of error on the cor
relation coefficient.
In the first section we will deal with methodological
issues relevant to simple correlational analysis.

This

section will serve to point out possible limitations as to
how one might interpret the correlation coefficient.

The

second section will present alternative ways the correla
tion coefficient might be conceptualized.

It will be

pointed out that the .manner in which one views correlation
will influence the type of statement that is made concern
ing the interpretation of observed sample correlation co
efficients.

The third section will provide information
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concerning potential classes of error which might influence
the correlation coefficient and thus place further limits
on one's ability to interpret the results of correlational
analyses.

The final and most important section of this

paper will (1) discuss two potential sources of bias in
correlational analysis, and (2) report the results of an
experiment designed to evaluate the impact of these errors
on the size of the observed correlation.
Procedural Concerns in Correlational Analysis
Under the title "correlational analysis" are many
methods of data analysis, including partial correlation,
multiple correlation, and multiple regression.

As used in

this paper, the terms correlational analysis will refer to
the use of the Pearson correlation coefficient.
Statistical inference in correlational analysis usu
ally involves the estimation of p, the population correla
tion coefficient.

It is, of course, not necessary for

the researcher to estimate, or test hypotheses concerning
p.

Frequently the researcher, in breaking new ground in a

particular field, uses the correlation coefficient to
identify "potential" associations that might exist between
variables.

The results of these analyses suggest hypo

theses which might be tested at a later dat e.

The inter

pretation of r under these circumstances is very restricted,
as generalization to any specifiable population is not le
gitimate.

While r is useful in th~ generation of hypo

theses, the main thrust of this paper will concern issues
surrounding the use of r for inferential purposes.
The starting point in the use of correlational analy
sis for inferential purposes centers on the statement of
variables in a given population.

Ultimately the researcher

would like to make inferences concerning p, based on a
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comparison of some generated sample correlation coeffici
ent with the set of all possible correlation coefficients
(i.e., the sampling distribition of p) which could have
been obtained from that population.

The researcher never

has the set of all possible sample coefficients for a
given population.

What he does have are various mathemati

cal models which serve to approximate the distribution of
all possible values of the two variables in the population.
From these models statisticians have made available to the
researcher the sampling distribution of the correlation
coefficient which the researcher needs in order to judge the
importance of the sample coefficient he has obtained from
his data.

Thus, the extent to which these mathematical

models approximate the population data is an important con
cern to the researcher utilizing correlational techniques.
One model of special interest to the researcher is the
bivariate normal model.

The importance of the bivariate

normal model lies in the fact that statisticians have
developed methods of evaluating the significance of sample
correlation coefficients, given that the bivariate normal
distribution is descriptive of the population data.

Two

characteristics of the bivariate normal distribution are:
(1) the marginal distributions of the two variable are
normally distributed, and
(2) "any plane perpendicular to the X, Y plane will
slice the surface in such a way that the curve
produced by the intersection will be normal"
(Binder, 1959, p. 505).

One consequence of this

second characteristic of the bivariate normal dis
t r ibution is that the trend in the data must be
linear .
Norris (1960) has do ne a n extensive study of the effects
of non-normality of certain g e nerated populations on the
sampling dist r ibution of r .

In this study, Norris obtained
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sampling distributions of r by drawing a large number of
samples from the two types of populations listed below,
and calculating correlation coefficients for these samples.
The two types of populations included:
(1) several populations having various degrees of non
normality (from which were obtained the experimen
tal sampling distributions), and
(2) a single bivariate normal population (from which
was obtained the theoretical sampling distribution).
Two of the conclusions reached by Norris were:
(1) In general, sampling distributions based on skewed
experimental populations contained too many sig
nificant r's in one tail of the distribution, and
too few significant r's in the opposite tail of
the distribution when compared with the theoreti
cal sampling distribution.
(2) Due to inconsistency in the effects of non
normality on the sampling distributions, it did
not appear feasible to adjust for the non
normality by altering the level of significance in
either direction (e.g., altering the a level from
.05 to .01 if the distribution of the sample data
are found to be skewed).
The final .conclusion of Norris was that the results suggest
that non-normality of the population had an effect, and
that the effect was large enough to warrant that it be
taken into account in dealing with tests of significance
involving sample correlation coefficients.
Given these facts concerning the bivariate normal dis
tribution, how should the researcher procede?

From the

start~ he should have a clear understanding of what meaning
with.

In other words, he should know what information is

conveyed through a knowledge of pin the population.

The
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first step then consists of a statement of the information
that is expected to be gained from a knowledge of p.
Given that

.

p

does take on meaning, the researcher must

~hen justify the assumption that the bivariate normal
,.

distribution will be descriptive of the population data.
We have already stated that if the bivariate normal model
is appropriate, two consequences should follow:
(1) the two variables should be normally distributed,
and
(2) the trend to the data should be linear.
Furthermore, tests of significance of the sample correlation
coefficient assume random sampling of the population.
With regard to the first consequence, the researcher
must justify why he should expect the population data to
conform to the shape of the normal distribution.

.

He might

reason that since past research has shown the two vari~bles to be jointly normally distributed, he should expect
the same.

As an alternative rationale, he might state that

the two variables of interest are themselves the end prod
uct of a sum of independent random variables.

Thus, these

two variables should distribute themselves normally by way
of the Central Limit Theorem.
With respect to the linearity of the data, he might
justify this expectation of a linear trend to the data by
relying on research done on the two variables in the past.
As a second approach, th e

researcher

might r e port data

from a pilot study, pointing out that since a linear trend
existed in the pilot data, one should expect a linear trend
in the population data.
With regard to the assumption of random sampling of the
population data, two comments are warranted.

First of all,

the research e r must speci f y the population from which the
data will b e drawn .

This specification might consist of

(1) the pres e ntation of d e mographic data (e.g . , all persons
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over 35 years of age, living in cities of larger than
100,000 population, in the midwest), or (2) the naming of
some naturally defined subgroup of society (e.g., all fe
males).

Secondly, the manner by which the population will

be sampled should be outlined.

The researcher would like

to state that he randomly sampled from a population where
each person had an equally probably chance of being chosen,
since this type of sampling plan is usually assumed in
tests of significance involving the correlation coefficient .
The researcher is now in a position to collect his
data.

Once the data are gathered, there are several steps

that should be taken to evaluate the appropriateness of
' assuming that the bivariate normal distribution is descrip
tive of the population (and therefore sample) data.

One may

test the assumption of normality through procedures out
lined in Bailey (1971).

If the researcher does not wish to

statistically check the appropriateness of the model he has
selected, the least that should be done is a visual inspec
tion of the data.

Through a visual inspection of a bi

variate plot of the two variables, it should be possible to
identify marked non-linear trends.
A visual inspection of the frequency distribution of
each of the two variables should serve to establish the
presence of extreme deviations from the normal distribution
shape.

The assumption of random sampling should be checked

·through a comparison of the demographic data obtained from
the sample, with the known demographic data of the popula
tion (if possible).
Once the above steps have been completed, the research
er is in a position to test hypotheses concerning p, and/or
construct confidence intervals about r.

If a

hypothesis

is to be t e sted, a statement should be made of that hypo
thesis.
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A summary of the steps which one should take in utiliz
ing simple correlation for inferential purposes is as
follows:
(1) A statement should be made regarding the meaning
of p a,:s an index of what the researcher is inter
ested in.
(2) The sampling plan shou ld be outlined.
(3) The researcher should state ~hy he should expect
the bivariate normal model to approximate the
population data.
(4) Once the data have been collected, the assumed
appropriateness of the bivariate normal model
should be checked.
(5) A statement should be made of the hypothesis to be
tested (if appropriate).
The Place of Logical Assumptions in the
Conceptualization of the Correlation Coefficient
In interpreting the correlation coefficient, it is a
well known fact that one can · not imply causation from the
results of correlational analysis. That is, it can not be
determined whether X causes Y, or Y causes X, or some third
variable Z causes both X and Y. However, several techniques
are available which appear to have some promise in aiding
the researcher to imply causation (Rozelle and Campbell,
1969; Linn and Werts, 1969).
In contrast, the non-causal, statistical interpreta
iion of r is r e latively straight - forward. One needs only
to compute r 2 (the coefficient to determination) to obtain
some indication of the total variation in Y which is held
in common with X. Mor e specifically, the coefficient of
det ermination ind i c at e s what proportion of t he variance in
the dependent varia bl e can be acc ounted for by concomitant
variation in the inde p end e nt var iable (Eze ki e l, 1930).
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One interesting aspect of variation concerns its compo
sition in terms of what produces the variation. One would
like to know what"elements," or sources of variation, in
fluence the score a person obtained on some of the more
frequently used measuring instruments in correlational
analysis (e.g., ratings, test scores). Before we consider
the nature of these factors, a brief presentation of cor
relation in terms of elements will be made. Secondly, cer
tain logical assumptions made by researchers in interpreting
the correlation coefficient will be discussed.
As mentioned earlier, one may define an element as a
source of variation in test scores. The greater the number
and importance of a common element , the larger the absolute
magnitude of the correlation one would expect. There are
at least three possible conceptualizations of correlation.
We will deal with eac h of these in turn.
One common assumption made in the interpretation of
the meaning of the correlation coefficient can be ~llus
trated thru the first conceptualization of correlation.
Assume that a resear8her is interested in determining the
extent to which depression is related to supervisory per
formance. A measure of depression is obtained using a
validated depression scale, and likewise, a measure of
supervisory performance is obtained from employee ratings.
A Pearson r is computed between these two sets of scores,
yielding an observed r = 0.50. The researcher then con
cludes that 25% of the variance in supervisory performance
is "explained" by knowing how depressed the supervisors are
feeling. This situation is illustrated in Figure 1.
In simple correla tional ana·lysis, the choice of one
variable as the dependent variable is arbitrary. For this
example, supervisory performance will be selected as the
depe~dent variable . The outside circle in Figure 1 repre
sents the variation associated with supervisory performance.
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Dy= Residual elements of Y

~

Variable Y
(Supervisory
performance)

- - - - - - - Variable X
(State of
depression)

FIGURE 1
PICTORIAL REPRESENTATION OF
CORRELATION ASSUMING NO ERROR
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The inner circle encloses variation associated with the
state of depression of the supervisor. Dy represents
residual elements or determiners of supervisory performance
not accounted for by the supervisor's state of depre s sion.
A verbal description of the state of affairs represented by
Figure 1 states that Y is determined by all the elements in
X, together with residual elements-riot in X, which make up
the rest of Y (Tryon, 1929). The assumptions underlying
this interpretation of the obtained correlation coefficient
are as follows:
(1) Both variables, X and Y, were measured without
error (i.e . , X and Y are pure measures of depres
sion and supervisory performance). This assumption
is implicit from the labeling of the variables in
statements such as "25% of the variation is super
visory performance is accounted for by variation
in the supervisor's state of depression."
(2) There are no elements in the constructs "depres
sion" and "supervisory performance" not accounted
for by X and Y.
These assumptions seem unreasonable in that the
phychologist rarely is capable of constructing an instrument
which (1) contains no measurement errors, and (2) includes
all the elements of the construct being me~sured. Another
possible, though still inadequate, representation of cor
relation is illustrated by Figure 2.
According to this figure, Y is determined by only~
of the elements in X, these elements comprising some third
variable Z. In other words, X and Y are related by virtue of
a common variable Z. This situation seems more reasonable
in that rarely are all the elements of a variable (in this
·case variable X) common -to some of the elements of a second
variable. There are some elements of X not found in Y, and
some elements in Y not found in X. Unfortunately, the

D = Residual
Y elements
of Y

Z=Common
variable

DX=

Residual
elements
of X
1--'

I-'

FIGURE 2
MODIFIED PICTORIAL REPRESENTATION
OF CORRELATION ASSUMING NO ERROR
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assumptions underlying this representation are very similar
to the assumptions underlying the represent ation in Figure
1. First of all, this representation of· correlation by way
of a third common variable again ignores the possibility of
errors of measurement. Secondly, variable Z is considered
to be a legitimate part of variables X and Y. Thus, as
before, the two instruments are assumed to measure all the
elements of both constructs.
Given that these two assumptions are too restrictive,
a third, more viable representation of correlation is pre
sented in Figure 3. The areas indicated by letters are de
fined as follows:
Cell A: Elements of variable 1 measured by instrument X
but not by instrument Y.
Cell B: Elements common to variables 1 and 2 measured by
both instruments X and Y.
Cell C: Elements of variable 2 measured by instrume nt Y
but not by instrument X.
It is not assumed that instruments X and Y are pure
measures of the constructs we are interested in investigat
ing. Cell J represents elements of variable 1 not measured
by instrument X. Cell K represents elements of variable 2
not measured by instrument Y. As there may be elements
common to both J and K, the absence of these common ele
ments from area B would serve to depress the degree of
association observed be-tween instruments X and Y. Area B
represents the t rue amount of overlap between variables 1
and 2~ and ts the main concern of the investigator.
Cell D: Elements of variables oth1pr than variables 1 or 2
which are measured by instrument X but not instru
ment Y.
Cell E: Elements of variables other than variables 1 or 2
which are measured by both instruments X and Y.

J

v--<Jmitted elements of
variable 1 (considered
as error cell)

---~·ariance of scores
associated with
instrument X

K

Omitted elements of
variable 2 (considered
as error cell)

Variance of scores
associated with
instrument Y

Cells A,B, and C contain
~ - - - - elements of variables 1 and 2
F

I

Cells D,E, and F contain
elements of variables other
than 1 or 2 (considered as
error cells)
Cells G,H, and I contain
-----elements of other extraneous
variables (considered as
error cells)

FIGURE 3
FINAL PICTORIAL REPRESENTATION OF
CORRELATION ASSUMING VARIOUS ERRORS

I-'

w
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Cell F:

Elements of variables other than variables 1 or 2
which are measured by instrument Y but not instru
ment X.
Cells D, E, and F concern the inadvert~nt assessment of
variables other than the two the researcher is concerned
with. Elements in cells D and F may be of two types.
First of all, there may be elements of certain variables
other than 1 or 2 which are present in cel·l D but not in
cell F (and vice versa). Thus, X may measure extroversion
while Y does not. Secondly, there may be elements of a
particular variable which are measured by X and not Y (and
vice versa). This second type of element parallels those
found in cells A and C, with the exception that the re
searcher wishes to eliminate these elements from his measur
ing instruments. The presence of elements in cell E adds
to the covariance and thus inflates r. The remaining three
cells (defined below) deal with other sources of variation.
Cell G: Extraneous elements usually termed "errors of
measurement" found in instrument X but not in
instrument Y.
Cell H: Extraneous elements found in both instruments X and
Y.
Cell I: Extraneous elements usually termed "errors of
measurement" found in instrument Y but not in
instrument X.
There are several i nteresting aspects to this repre
sentation of correlat i on. First of all, this approach
illustrates the fact that co-variation of the two instru
ments will be the result of the pre~ence of common elements;
elements that may be components of several variables. Sec.ondly ~ this approach emphasizes the fact that the correlation
between t~o sets of sc ores may be solely the result of cor
related errors. Thirdly, this approach emphasizes the need
to utilize some measure of the amount of error present when

15

interpreting the meaning of the correlation coefficient.
In the following section we shall explore the types of
elements which enter into the different error cells shown
in Figure 3.
Pot·ent ial Sou·r ·ces ·or Error ·1n: ·corr·e1ati'o"n:aT An:a:lys·is
Spearman (1904) early in this century criticized the
users of the correlation coefficient for failure to con
sider "irrelevant and .falsifying" factors which may pro
duce coefficients wbich were too high or too low when com
pared top. This section hopefully will serve to isolate
the types of factors which may produce a discrepancy be
tween the obtained sample coefficient and the true popula
tion coefficient, beyond random sampling effects.
Data heterogeneity, or the result of a measuring
instrument assessing more than one factor, has been cited
as a source of error in the estimat-t'on of p (May, 1929).
That is, the presence of heterogeneity will tend to in
crease the positive correlation between two variables
when:
(1) the source of heterogeneity is correlated with
each variable, and
(2) the correlations are of the same sign.
Likewise, if a negative correlation exists between the
source of the heterogeneity and both of the variables, then ,
the magnitude of the observed positive correlation between
the two variables will tend to be depressed. This type of
error would fall in cells E and Hof Figure 3.
One should note here that it is not heterogeneity per
se which is the problem, since in many instances the re
searcher is interested in a construct, such as intelligence,
which logically might be composed of several factors. Where
the problem does exist is when the source of the heterogene~
ity is extraneous to the constructs being considered. These
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extraneous sources of -variation will be referred to as
"het_erogeneous factors . "
One type of heterogeneity_ results either from (1) the
existence of imperfect i ons 1n the measuring instrument, or
(2) the practice of utilizing virtually identical conditions
under which to obtain the measurementsof the two variables.
Imperfections in the i nstrument result from the inad
vertent assessment of extraneous variables by the items which
compose the instrument. This may result when either the
variables the ·res~archer - is interested in are not very
definite, or the items which compose the instrument are not
very precise.
~
Borgden (1950) has listed several classes of bias resulting from imperfections in the measuring instrument.
The first class, criterion deficiency (represented by cells
J and K of Figure 3), results from the omission of rele
vant elements of the construct from the measuring instrument.
The second class, criterion contamination (represented by
cells D through I of Figure 3), results from the inclusion
of irrelevant elements in ,the measuring instrument. The
third class, or scale unit bias, results from inequality of
the scale units in the measuring instrument. That errors
in scaling have an effect 6n the results of correlational
analysis has been demonstrated by Carroll (1961). As men
tioned earlier, if either of these forms of bias is cor
related in _the same direction with both of the instruments,
then an inflated correlation coefficient will be obtained.
Heterogeneity which arises from using similar con
ditions under which to obtain measurements, results from
any of the following:
(1) using the same investigator . to obtain measurements
on both variable (i . e. , experimenter effects),
(2) bias in the s e lection of subjects, and
(3) using identical conditions to obtain measurements
on both variables (i . e . , context effects).
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If any one of the three above conditions exist when the re
searche~ obtains his measurements, one would expeit an
inflated coefficie nt as these elements enter into cell Hof
Figure 3~ - Specifically, different people will react dif
ferently to the same investigator; however, any given indi
vidual may react similar to the investigator across the two
measurements. In other words, a person will tend to behave
as he had in the past (i.e., tend to fill out both instru
ments in a similar manner), given the continuity of the situ
ation he is in. This argument assumes, of course, that the
three above conditions will have different impacts on dif
ferent subjects.
A second type of heterogeneous factor is introduced
through bias in subject selection. This bias can take one
of several forms. One form concerns what has been termed
"restriction in range." Basically, restriction in range
results from obtaining limited samples of subjects, which
in turn is intimately related to the variation in the de
pendent variable . The broader the range of subjects studied,
the greater the possibility for a higher correlation
(Nunnal~y, 1967). Direct restriction occurs when the sample
produced is biased with regard to one of the two variables.
As an example, a researcher is interested in intelligence
as one of the variables, yet obtains a sample of subjects
with intelligence quotients varying only between 100 and 150.
Indirect restriction occurs when the restric tion is on a
third variable that correlates with one of our two original
variables. As an example, a researcher is interested in
intelligence, yet selects only subjects with college diplomas,
thereby restrict i ng the range of intelligence he will ob
serve in the sample.
Restriction in range, and other forms of bias in subject
selection result f r om the failure to obtain a random sample.
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Examples of selecting non-random samples include (1) select
ing only males when the researcher is interested in gener
alizing to both sexes, or (2) selecting only subjects of a
certain cultural background when the researcher is inter
ested in generalizing to all cultural backgrounds. What
relationship may hold for males may not hold for females,
and what relationship may hold for whites may not hold for
blacks. This aspect of selection bias concerns mainly the
ability of the researcher to generalize to the population
he selects. Failure to consider factors such as age, sex, or
practice may lead to incorrect conclusions because of the
contaminating factor (Spearman, 1904).
A third class of heterogeneous factors concerns the
reaction of the subject when confronted by the measuring
instruments. Examples of errors found in this class are as
follows:
(1) Halo error: this refers to the tendency of the
subject to respond to all items in the instrument
in the direction of the general impression t~e
subject has, regardless of the specific content of
the individual items.
(2) Central tendency error: this refers to the ten
dency of the subject to use the middle portions of
the scales, in order to avoid extreme judgments.
(3) Proximity error: this refers to the tendency of
the subject to react to adjacent items similarily.
(4) Social desirability: this refers to the tendency
of subjects to attribute to themselves items with
socially desirable scale values, and to reject
those items with socially undesirable scale values.
The problems with these types of response errors is two
fold. First of all, the presence of these errors limits the
accuracy with which the researcher can assess the standing
of the subject with respect to the construct he is attempting
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to measure. Secondly., if different subjects react dif
ferently when it comes to these errors., yet the p·articu'lar
subject reacts similarly across the administration of the
two instruments., t he absolute value of the correlation be
tween t he two sets of scores will tend to be inflated. In
other words., it is the continuity of the individual reaction
which might produce an inflation in the observed correlation.
The followi ng additional classes of potential contamin
ants may result when the subject's responses reflect:
(1) the perscnal characteristics of the person admin
istering the instrument;
(2) contextual factors such as appearance of the envi
ronment., temperature., lighting., other subjects,
etc.;
(3) apprehension concerning the purpose of the measure
ment (Rosenthal., 1969); or
( 4) fear of being evaluated (.Rosenberg, 1969).
Optimally., one wants to keep these types of "noise" to a
minimum., and at the same time keep the "signal" of a con
struct measured qy the instrument to a maximum.
Unfortunately, any one of these variables that have been
discussed have the potential to produce error in the obtained
correlation coefficient; relative to the amount of "true"
association existing between the variables correlated.
The primary interest, of course, is in the association
between the variables underlying the scores. At times the
researcher is ignorant to the systematic determinants oper
ating to influence ·the scor~s being correlated. Methods of
dealing with these extraneous variables if their presence
is certain, and estimating their influence if their presence
is uncertain are needed.
The procedures one should follow in checking for the

influence of extraneous variables are certainly not new.
Of major importance is the ability of the researcher to
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predict which variables will most likely produce an un
desirable effect on the observed correlation coefficient.
Once these variables have been identified, they should be
assessed, whether it involves the simple coding of a
variable such as sex, or the administration of an open
ended questionnaire. Several alternatives are then avail
able to the researcher. · First of all, he may narrow the
data by dealing within homogeneous subsets. For this
technique a large N should be av ailable. A second alterna
tive involves the statistical technique of partial correla
tion. Linn and Werts (1969) list assumptions of which the
user of partial correlation should be aware. Simon (1954)
presents some suggestions as to how one should interpret
the partial correlation coefficient.
Very little can be done once the measuring instrument
has been administered to the subjects. Hindsight is useful
for future research but will not help the researcher wash
away the problems that exist in the data he has already col
lected. One can avoid some of the imperfections in the
measuring instrument by following procedures of test con
struction such as those found in Edwards (1957).
With respect to sampling bias, one should make sure
that he has a random sample from the defined population (as
outlined earlier), which involves (1) random selection) and
(2) checking demographic data after the sample has been
collected. If it is not feasible to select from the total
population, the researcher should perform visual checks of
the data to see whether (1) restriction of range has occur
red, or (2) selection of a sample from a particular portion
of the population has occurred, (e.g.J selecting only males
from a male and female populat i on). As a final note, pos
sible adverse reactions of subjects to the instrument should
be checked at the tryout stage of construction of the
instrument (Edwards, 1957).
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Once the data have been obtained, there is little the
researcher can do to estimate
the impact of these vari
ous types of potential contaminants on the observed correla
tion. However, the researcher can, through the following
tables, look at flucuations in r he can expect in repeated
sampli ng of some specified population, assuming there are
no systematic sou~ces of bias (i.e., classes of error dis
cussed previously) influencing the observed correlation.
Both of the tables that follow were constructed by selecting
data from more extensive tables and charts found in David
(1938). Table 1 illustrates the influence of the size of
the sample on the sampling distribution obtained from a
population where p = 0.0. An entry in the table gives the
percentage of correlations one should observe greater than
or equal tor, given the sample size and r. Thus, with
N = 25, in repeated sampling, one could expect the absolute
value of 22.8% of the obtained correlations to be greater
than or equal to 0.25. This table can assist in giving the
researcher some indication of the significance of the ob
tained r, from a slightly different perspective than that
obtained from the more frequently employed test of signifi
cance. If r = .25 with N = 100, the researcher can be some
what confident that the observed correlation was not due to
chance, since less than two out of 100 r's can be expected
to exceed .24 in repeated sampling. One can infer from Table
1 that it would be advisable for the researcher to utilize
sample sizes of 50 or above.
~The constrtiction of Table 1 assumes independent random
sampling from a large population. Thus, this table does not
help the researcher who samples once and then generates an
intercorrelation matrix representing many variables obtained
from this single sample. The reason is that the researcher
did not randomly select a sample for each r that was computed.
In this situation, the correlations may be dependent in the
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TABLE 1
PERCENTAGE OF CORRELATIONS ONE SHOULD OBSERVE GREATER
THAN OR EQUAL TO r, GIVEN THE SAMPLE SIZE AND
(ASSUMING

p =

r

0.0)
Sample Size

10

20

r
95

25

50

100

90

. 04

85

.18

80

.54

75

1.24

.02

70

2.42

.06

.02

65

4.20

.20

.04

60

6.66

.52

.16

55

9.96

1. 20

.44

50

14.12

2.48

1.10

. 02

45

19 . 20

4.66

2.40

.10

40

25.20

8.06

4.76

.40

35

32.14

13.04

8.64

1. 28

.04

30

39.98

19.88

14.52

3.42

.24

25

48.60

28.78

22.52

8.00

1.22

20

57.96

39.78

33.78

16.38

4.58

15

67.92

52.80

47.42

29.84

13.62

10

78.34

67.48

63.44

48.96

32.22

5

89.10

83.42

81.24

73.02

62.12

0

100.00

100.00

100.00

100.00

100.00
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sense that, as discussed earlier, continuities of the person
and possibly the situation exist.
Table 2 illustrates the effect of significance level
and sample size on confidence intervals computed for r's
of various sizes. Each pair of entries given rough
estimates of the confidence interval associated with a par
ticular sample size and significance level. For example,
if r = .20, a= .01, and N = 100, then 99 times out of 100,
in repeated sampling, we would expect the interval -.06 to
.43 to cover the true population value. This table gives
one some appreciation of the heavy influence of sample size
on the computed confidence interval. As an example, if
r = .30, n = 25, and a= .01, the inte~val ranges all the way
from -.23 to .69, whereas if an N of 100 had been used, the
interval would have been reduced to .05 to .51. This table
then suggests that sample sizes of 50 or greater should be
preferred to smaller sample sizes.
Secondly, Table 2 points out the fact that p may be
much smaller or larger than the observed r. For example,
given N = 100, a= .05, and r = .35, the interval ranges
from .17 to .51, or, in terms of r 2 , from 2% of the variance
ac.counted for, to 26% of the variance accounted for.
The thrust of this paper thus far has been a discussion
of issues central to correlational analysis. At this point,
several questions might be raised. One question concerns
the various classes of error that are potential contaminants
in any sample correlation coefficient. How might one assess
the impact of these errors? Before a study designed to an
swer this question is reviewed, the nature of two particular
classes of error will be discussed.
Two types of contamination previously presented in this
paper concern the continuities in the person and continuities
in the context that exist across the administration of two
instruments. It was then stated that if individual subjects

TABLE 2
CONFIDENCE INTERVALS FOR CORRELATIONS OF -SIZE r
GIVEN THE SIGNIFICANCE LEVEL AND THE SAMPLE SIZE
(L • LOWER LIMIT• U • UPPER LIMIT)

Bample
Size

r;

.20

IJ

r;

,25

u

Value of r (Given a• .05)
. 30
.35
.40
{j
u r; u
t:
L

u

r;

r;

,50

u

10

-,47

,72 -.43

~74 -,38

,76 -.34

.78 -.30

.80 -.24

.82 -.18

,84

20

-.26

,58 -.22

.62 -.17

,65 -.11

.68 -.05

,71

.01

,73

.07

,76

25

-.21

,54 -.16

,58 -.10

. 62 -,05

.65

.00

.68

,07

.71

.13

,74

50

-.08

,45 -,03

,49 -.02

,53

.08

,57

.14

.60

.20

.64

.27

. 68

100

.oo

.4 7

.1 7

51 .22

.55

.28

59
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.6 3

sample

.20

38 .06 .4 3

.11

Value of r (Given a • • 01)
.40
0

.2

,45

,50

L

Size

10

-.64

.82 -.61

.84 -, 57

.85 --53

.87 -.50

.88 -. 45

.89 -.40

,90

20

-.40

,67 -,35

,70 -,30

,72 -.25

,75 -.20

,78 - . 15

.80 -.09

.82

25

-,33

.63 -.28

.66 -.23

.69 -.18

,72 -.12

,74 -.06

,77

.oo

,79

50

-.16

,52 -.12

,55 -.07

,58 -.01

.62

.05

,65

.11

.69

.17

,72

100

-.06

.43 -.01

.47

.51

.10

.55

.16

, 59

.22

.63

.28

. 67

,05
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react differently when it comes to one of these errors, yet
a particular subject reacts. similarly across the administra
tion of the two instruments, the absolute value of the cor
relation between the two sets of scores will tend to be
inflated. In other words, it is the continuity in the indi
vidual subject's reaction which might produce an inflation
in the observed correlation.
To illustrate the idea that continuities in the person
may be a source of contamination in correlational analysis,
let us assume that the subjects that take p~rt in this study
enter the experimental situation i n varying degrees of
anxiety. If a constant level of anxiety is maintained
throughout the study, and if the items which compose both
instruments are capable of reflecting the degree of anxiety
of the subject, then an inflated correlation coefficient can
be expected. Under these circumstances, a portion of the
elements of variation of one instrument is going to "match"
a portion of the elements of variation in the second instru
ment. The continuity in the emotional state of the individual
subject, coupled with a defective measuring instrument, com
bine to produce an extraneous source of covariation, thus
adding to the size of the observed correlation.
One can consider the source of this error as two-fold.
First of all, the measuring instruments were defective in
the sense that they were not pure measures of the constructs
they purported to measure. Secondly, the continuity in the
subject's emotional state added identical sources of vari
ation to both of the measuring instruments.
The second source of trouble for the researcher employing
the typical correlational design (i.e., applying both measures
at the same point in time), concerns the continuities that
exist in the method the researcher employs. It is a well
known fact that t he subjects in a psychological study do not
passively ignore contextual st i muli provided by the research
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setting. One might subgroup theae contextual stimuli as fol
lows. The first group would consiat of stimuli associated
with the behavior and appearence of the experimenter as he
conducts the study. The second group would consist of stim
uli associated with the physical environment.
Let us assume that the subjects react affectively to
these two groups of contextual stimuli, and that the strength
of this reaction varies from subject to subject. Further,
let us assume that the subject allows this affective response
to influence how he fills out the two measuring instruments.
Then, given that the items of both instruments are capable of
reflecting the affective state of the subject, an inflation
of the sample correlation would be expected.
To the extent that these two groups of contextual bias
6~erate, common method variance is produced. That is, in
using the same context to obtain scores on the two measuring
instruments, the researcher allows the subject's responses
to the context to affect both measures.
One might differentiate the continuiti~s in the person
from the continuities in the context by stating t hat the
former are beyond the direct control of the experimenter
(he can not determine what mood the subject brings with him),
while the latter are under the direct control of the exper
imenter (he can determine the research method and environ
ment).
The question still remains as to how one might assess
the impact of these errors. How could one demonstrate that
these errors have an inflationary impact on the typical
corre lations observed in the social sciences? The difficulty
inherent in attempting such a demonstration is apparent from
the fact that there exist no pure measures of these errors.
However, the demonstration is possible if one is willing to
make several assumptions concerning the nature of the instru
ments to be correlated, and the reaction of the subjects to
the instruments.
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It will be recalled that one source of error resulted
from the existence of continuities 1n the person across the
administration of the two instruments. It is obvious that
the researcher has very little direct control over the state
of mood the subject brings with him into t~e experiment.
While impossible, it would be desirable if the experimenter
had within his power the ability to induce in each subject a
mood state randomly selected from a population of all possible
mood states. Following this procedure for each administration
of each instrument would enhance the probability that the
errors represented by the state of mood of the subjects were
independent, rather than correlated with one another.
While direct control of the subj e.c t' s mood is impossible,
the experimenter does have several indirect ways of influenc
ing the mood of the subject. Orie method available to the
experimenter concerns his control over the time interval
between the administration of the two measuring instruments.
That is, the researcher can control whether he (1) mixes the
items of the two measuring instruments together and admin
isters the resulting instrument at one point in time, (2) ad
ministers one instrument a short time after the subjects
complete the other instrument, or (3) administers one instru
ment several days after subjects complete the other instru
ment. Assuming that the mood of the subject fluctuates over
the course of days, one could then posit that the longer the
time interval between the administration of the two instru
ments, the less likely it wo u ld be that the subject would be
experiencing the same mood. In other words, with longer
time intervals, it would be less likely that errors produced
by the mood of the subject would correlate. However, if a
researcher wished to test the hypothesis that increasing
the time interval between the administration of the two
instruments will be associated with a reduction in the
amount of correlated error, he can never be sure, before
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the fact, that a change in mood has taken place. What the
researcher can do is ask each subject immediately on ar
rival at the research setting to give self-reports of his
mood, and then observe whether or not greater changes in
mood are associated with longer time intervals between
the administration of the instruments. If a decrease in
the amount of correlated error was associated with increased
time intervals, and if the subject's self-reports of his
mood state indicated that greater changes in mood took place
for subjects in the long interval conditions, then the
credibility of any assertion made by the researcher con
cerning significant effects produced by increasing the time
interval would be enhanced.
The second type of potential error concerns continuities
in the context of the research setting. It will be recalled
that it is the continuity in the subject's reaction to the
context that produces this error. Fortunately, the researcher
does have direct control over the context in which the sub
ject finds himself (i.e., choice of experimenter, time,
sett i ng, etc.). Optimally,for each administration of an
instrument, one would like to randomly select a context from
the population of all possible contexts. This procedure would
enhance the likelihood that the errors repre~ented by the
subject's reaction to the research context would be indepen
dent rather than correlated.
It is obvious that in practice the researcher would be
limited in attempt~ng to follow such a procedure. The
researcher would probably not find it feasible to conduct
the study in the early hours of the morning, even if sub
jects could be found who would agree to such a schedule.
Likewise, many other practical considerations limit the
amount of freedom the researcher would have in assigning
a particular context to each subject. However, while
choices are limited, the researcher would have some
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latitude in choice (e.g., choice of available experimenters,
choice of available research settings, and choice of avail
able times during the day). Given these practical consid
erations, one would hypothesize that the random selection
of a context for each subject would be associated with
less correlated error, over a situation where the context
was identical for all subjects.
One problem associated with the randomization of
contextual stimuli is that the experimenter could not
predict how the varied contexts would influence each par
ticular subject. In other words, he would not know before
hand if the variatiohs across the available contexts
would be salient to the subjects. However, he could ask
each subject after each observation how he perceived the
context of the study. If a reduction in the amount of
correlated error was associated with a randomization of
contextual variables, and if the subject's self-reported
perceptions of the context in the randomized condition
indicated that each subject perceived the two contexts
differently, then the credibility of any assertion made by
the researcher concerning significant effects associated
with randomizing contextual stimuli would be enhanced.
Thus far, we have discussed two classes of error,
and how the researcher might demonstrate the impact of
these errors. Specifically, we have suggested that (1) a
separation in time between the administration of the two
instruments, and (2) a randomization of contextual stimuli
would be associated with a reduction in the amount of
correlated error.
The major problem in testing such an idea is that one
needs to be able to distinguish between that portion of the
sample correlation which represents correlated error, and
that portion which represents the valid correlation between
the two constructs. While such a pure distinction is
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impossible, a demonstration of the 1mpact of these errors
was attempted. The logic behind this attempt follows.
Let us assume that a researcher had available two
measuring instruments that we knew to be impure measures
of two different constructs. Then any sample correlation
between these two instruments would be due to (1) the
true correlation between the constructs, (2) correlated
errors, and (3) random sampling effects.
Using a reasonably large sample, one could reduce
the plausibility that random sampling effects would
contribute significantly to the observed correlation.
Then suppose a researcher devised two experimental groups
(each group consisting of at least 50 subjects) such that
one experimental group was defined by (1) randomized
contextual stimuli, and (2) a separation in time between
instrument administrations, while the second experimental
group was defined by (1) non-random contextual stimuli,
and (2) zero time separation between instrument adminis
trations. After both instruments were completed by both
groups, let us assume a correlation was calculated between
these instruments separately for each group. One would expect
the correlation to be significantly less for the second
group, in that for this second group the errors present
would be constant across both instrument administrations,
thus inflating the observed correlation. Research designed
to test this expectation is presented below.
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METHOD
SubJe·cts
101 subjects were selected from the population of all
students enrolled in the i ntroductory psychology course at
Purdue University. This selection is considered random to
the extent that signing up for a particular study is a ran
dom event. As a check of this assumption, the following
biographical data was collected and compared with known data
which describe the defined population:
1.
Class (e.g., freshman)
. 2.
Sex
3. Major area of study
Measuring Instruments
Rosenberg (1965) has developed a measure of self
esteem which consists of ten items answered on a four point
scale from strongly agree to strongly disagree (see Appendix
A). For purposes of the construction of this cale, Rosenberg
defined self-esteem as the extent to which an individual
accepts himself.
The second instrument used in this study was the
internal-external locus-of-control scale (Rotter, 1966).
Rotter developed this scale in order to measure subjects'
expectations as to how the reinforcements they receive in
life are controlled . The I-E Scale itself (see Appendix B)
co~sists of 29 forced choice items which include six filler
items. The I-E Scale .can be scored in either the internal
direction (the extent t~ which a subject believes that rein
forcements he receives in life are controlled by his own
actions), or the external direction (the extent to which a
subject believes the reinforcements he receives in life are
a result of circumstances beyond his control).
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There are at least two reasons why these scales were
selected for use in this study. First of all, the construct
validity and reliability information available concerning
these two instruments tended to be encouraging (Robinson and
Shaver, 1973). Secondly, past research has tended to demon
strate a positive correlation of moderate intensity (rts
varying between ,30 and .40) between internal locus-of
control and self-esteem (Robinson and Shaver, 1973). Also,
since questionnaires of this nature are typically adminis
tered back to back in testing situations, correlations
reported in the past between locus-of-control and self
esteem would in part be due to the presence of correlated
errors. Thus these two instruments would be ideal for demon
strating the impact of correlated errors on the magnitude
of the correlation coefficient.
Specification of Experimental Groups
A list of nine available experimenters and twelve
available physical environments was compiled. One-half of
the physical settings were basically similar to one another.
These six settings, ~lus one experimenter then defined the
context for the first experimental group (high error group).
Each subject in this group completed the measuring instru
ments in one of these six settings, and had the same experi
menter. Through a use of six settings for this first group,
as opposed to one setting, it was hoped that the generaliz
ability of the results of this experiment would be enhanced.
The high error group was also defined in terms of the
time interval that separated the administration of the two
instruments. For this group the time interval was under one
minute. That is, within one minute of completing the first
instrument, the subjects were asked to complete the second
instrument.
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The second experimental group (low error group) was
defined in terms of the six remaining settings and all nine
available experimenters. Diversity (as perceived by the
author) was the deciding criteri.on by which these six set
tings and nine experimenters were selected. It was hoped
that this diversity would increase the salience of the con
textual variations.
These settings and experimenters served as a pool from
which one context was randomly selected (within the operating
constraints of this situation) for each subject in the low
error group. Each subject in this group completed the locus
of-control scale and the self-esteem scale in two different
settings and under two different experimenters.
The low error group was also defined in terms of the
time interval that separated the administration of the two
scales. · For this group the time interval was exactl,Y two
days. For example, if a subject completed the locus-of
control scale at 8:00 A. M. on a Monday, then he would have
completed the self-esteem scale at 8:00 A. M. on the follow
ing Wednesday.
Subject Selection Procedures
All subjects received experimental credits required for
the completion of an introductory psychology class in ex
change for their participation in this experiment. After
indicating their desire to participate by placing their
signature on sign-up sheets, subjects in the high error
group presented themselves at one of the six experimental
settings designated for that group.
Subjects in the low error group, after signing up,
met with the major experimenter for the purpose of deter
mining a mutually convenient time when each subject could
participate in the two sessions necessary for the completion
of the experiment. Selection of a setting and experimenter
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for any given subject was as random as was possible given
· the following constraints:
(1) Each subject had only certain times during the day
and evening when participation was possible.
(2) Several of the selected settings were available
only during certain periods of the day and evening.
(3) Most of the experimenters were available for only
very infrequent periods during the day and evening. These
constraints affected the number of subjects that could be
assigned to any given session. The number of subjects
attending sessions in either the high or low error groups
were found to vary from one to five subjects per session.
Experimental Prbcedure
Experimental procedure for both groups consisted of a
sequence of questionnaire administrations. The low error
group differed from the high error group in that the time
separating the completion of the locus-of-control and self
esteem scales was two days, as well as the fact that each
subject in group two comp l eted each instrument in a dif
ferent context. Beyond these differences, the actual
sequence by which the different questionnaires were comple
ted was identical for both groups.
All subjects initially received a brief introduction
to the study, con s isting of a statement that the purpose of
the study was to obtain some pilot data on some newly
developed quest i onnaires . Subjects were then instructed
that their only task would be to complete this new series of
questionnaires.
The first instrument subjects were asked to complete
was the Environmental Evaluation Form (see Appendix C). This
form served as a manipulation check to determine to what
extent the subjects in the low error group perceived the six
diverse settings as being in fact different from one another.
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Subjects were then given the Mood Questionnaire (see
Appendix D), which when coupled with a later administration
of the same instrument, served as a manipulation check to
determine whether or not greater time delays between ques
tionnaire completions were associated with greater mood
changes of subjects in the low error group over subjects in
the high error group.
Following the Mood Questionnaire, subjects in the high
error group were given both the locus-of-control scale and
the self-esteem scale, which they then completed one after
the other. Subjects in the low error group for the first
session were given only the locus-of-control scale. They
were then told to return at the agreed upon time and place
to complete the remainder of the questionnaires. Two days
later, these subjects were then first administered the self
esteem scale by a different experimenter and in a dif f eren t
setting.
After completing the self-esteem scale, subjects in
both groups were given the Post-Experimental Questionnaire
(see Appendix E). This questionnaire served several purposes.
First of all, a second copy of the Mood Questionnaire was im
bedded within this form. As has been stated earlier, having
subjects complete the Mood Questionnaire twice allows one to
determine if subjects in the low error group are reporting
a greater frequency of changes in mood than subjects in the
high error group. Secondly, the last two pages of the Post
Experimental Questionnaire contain questions directed at the
behavior a.n d dress of the experimenter. An analysis of re
sponses to these q~estions should indicate if subjects in
the low error group perceived any differences among the
various experimenters. Thirdly, the second page of the
questionnaire provides space :for each subject to indicate
selected biographical information. This information will
then be compared with population data for the purpose of
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getting a rough :Lndication as to the extent to which both
samples were representat;tve of the defi.ned populat;ton.
Finally, space in the Post-Experimental Questionnaire was
provided whereby subjects were asked to indicate their
guesses as to what were the purposes and hypotheses of this
experiment.
The final step in this experiment when consisted of
the debriefing of the subjects.
Statement of Hypothesis
The hypothesis states that an increase in the amount of
time separating the administrati.on of two instruments, coupled
with a randomization of contextual stimuli would be associ
ated with a reduction of the amount of correlated error.
Using r 1 and r 2 to stand for the observed correlation between
the two instruments for the high and low error groups re
spectively, the hypothesis can be written as follows:
Ho

P1 = P2

Ha

P1

> P2

Under these circumstances, r 'e j ection of the null hypothesis
would indicate that a randomization of contextual stimuli
and an increase in time separating the administration of
two instruments would be associated with a reduction in the
amount of correlated error. The Pearson r was thought
appropriate for this test in that scores which are item
totals tend to distribute themselves normally, as well as
the fact that the presence of identical sources of error in
both instruments should result in a linear trend to the
data.
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RESULTS
Checks on As·s·umed· App·r ·o·p riateness ·or Bivariate Norrnal
Model to Data
The Kolmogorow- Smirnov one - sample test was used to
check the goodness-of-fit of the sample data to the normal
distribution. The null hypothesis stated that there was no
difference between the sample distribution and the normal
theoretical population distribution. Four tests in all were
conducted; one test each for the locus-of-control and self
esteem dtstributions associated with each of the two experi
mental groups. In all four tests, the test statistics D
(defined as the maximum deviation of the sample cumulat i ve
frequency distribution from the theoretical cumulative fre
quency distribution) was not sufficiently large to reject
the null hypothesis (the smallest exact probability of type
one error equalled .46).
With r e spect to the assumed linearity of the population
data, a visua l i nspection of the bivariate plot of the data
from each sample did not indicat e any marked non-linear
trends.
Checks on the Representativeness of Samples One and Two
Subjects were asked to indicate selected biographical
information for the purpose of checking whether or no t it
was reasonable to assume that both _experimental groups had
been randomly sele cted from the derined population. For
comparison purposes, population data were available from fall
semester, 1973 as a part of the course evaluation program.
Data had also been collect ed at the close of spring semester,
197 4. However ., too few students c qmpleted t his second evalu
ation, thus data from the previous semester, fall 1973, was
by necessity, utilized .

•
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From these data from the. ;fall semester, seventeen
percent of the students were not given an opportunity to
complete
the evaluation. Of the remaining students, approxi•
mately 96% responded. This high response rate can be attributed to the fact that the evaluation was a dmi nistered on
the same day a quiz was given.
To test the null hypothesis that there were no dif
ferences between the two samples and the population, three
separate x2 analyses were performed, one for each piece _of
biographical data. The x 2 statistic was deemed appropriate
for these tests given (1) t he result of each observation was
independent of the result of each of the other observations
(e.g., there were no repeated measures), and (2) each obser
vation qualified for only one given cell. The x 2 statistic
also assumes large sample sizes, and it was felt a sample
size of 50 would be adequate.
It should be noted that there were extreme differences
between the size of the population (i.e., n = 1290), and
the sample size of the two experimental groups (i.e., _n = 50).
The results of an analysis of the biographical data are
shown in Tables 3 thru 5, Table 3 illustrates the breakdown
by class for both samples and the population. With respect
to this table, an observed x 2 of 5,52 did not exceed the
critical value of X2 _ (6) = 12.6. While there are dif95
ferences between the high error group and the population
(e.g., 12% more freshmen in the high error group), these
differences appear to be within reason given the fluctuations
one can expect in sampling.
Table 4 shows the percentages of males and females in
both groups and tqe population. With respect to this table,
an observed x 2 of 12.72 exceeded the critical value of
x 2 _ (2) = 6.00 . The high error group had 22% more males
95
(and thus 22% less females) than figures indicate are present
in the population. The low error group also had such a trend,
but of lesser magnitude (i.e . , 13% more male s ).
,

,
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TABLE 3
PERCENTAGES IN DIFFERENT CLASSES FOR SUBJECTS IN THE HIGH
AND LOW ERROR GROUPS, AND THE POPULATION
. H·i g h

Available
Population
Data
(N = 1290)

Error
Group
(N = 51)

Low
Error
Group
·(N = 50)

Freshman

64.7

48 .0

52.0

Sophomore

23.6

34.0

34.0

Junior

7.8

12.0

11. 0

Senior

3.9

6.0

3,0

Class
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TABLE 4
PERCENTAGE OF MALES AND FEMALES IN THE HIGH AND LOW ERROR
GROUPS> AND THE POPULATION

Sex

Error
Group
(N = 51)

Low
Error
Group
(N = 50)

Available
Population
Data
(N = 1290)

Male

66.7

58.0

44.6

Female

33.3

42.0

55.4

High
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TABLE 5
PERCENTAGES IN DTFFERENT MAJORS IN HIGH AND LOW ERROR GROUPS,
AND THE POPULATION

Major

High
Error
Group

Low
Error
Group

(N = 51)

(N

=

50)

Available
Population
Data

(N

=

1290)

Agriculture

3-9

0.0

8.4

Engineering

13 .7

18.0

7.8

7.8

10.0

11.1

Humanities,
Social
Science, &
Education

29.5

16.0

30.1

Industrial
Management

13.7

30.0

16.5

Pharmacy

3-9

2.0

3.1

Sciences

7.8

12.0

12.7

Technical

7.8

8.0

8.3

Veterinary
Sciences

7.8

0.0

1.9

Undecided

3. 9

4.0

not
keyed
for this
re~ponse

Home
Economics
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Table 5 indicates the percentages of different majors
represented by SUQjects in both samples and the population.
With i"espect to this table, an observed x 2 of 23.89 did not
exc~ed the critical value of x 2 _ (16) = 26.30.
95
From Table 5, data for the high error group indicate
close agreement between its percentages of subjects in dif
ferent majors and those associated with the population.
The largest discrepancy observed was that between the number
of engineering majors, where the high error group had 6 %
more engineers than are indicated to be in the population.
Data for the low error group indicate a different trend
in that 14% fewer humanities majors, 14% more industrial
management majors, and 10% more engineering ma jors character
ize this sample.
Overall, the observed discrepancies . between the two
samples and the population throw doubt on the assertion that
both samples were rancomly selected from the population.
Thus ones ability to generalize to the defined population
is limited. However, it was felt that these discrepapcies
would not adversely affect the outcome of this experiment.
Manipulation Checks
The Environmental Evaluation Questionnaire (EEQ) pro
vided information concerning the subject's perceptions of
the different rooms in which they found themselves. Because
of fluctuations in the sign-up rate of subjects, and limi
tations placed on the availability of the different rooms,
only six rooms received sufficient use to justify the report
ing of data concerning the subject's reactions to the rooms
in terms of the seven dimensions listed on the EEQ. Three
rooms accounted for 42 of the 51 observations in group one;
and three rooms accounted for 46 of the 50 observations in
group two. The remaining 13 observations (9 for group one,
and 4 for group two) were scattered over the six remaining
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settings. A random selection of contextual stimuli was thus
achieved with respect to only six of the twelve settings.
This flaw in the experimental design was a function of the
operating constraints mentioned earlier.
Responses to the EEQ were analyzed as follows. For
each dimension, the largest and smallest means were located,
and their difference calculated, along with the standard
error associated with the difference between the two means.
The standard error provided the yardstick by which the dif
ference between the largest and smallest means was judged.
No statistical test is implied by such a procedure.
However, it was felt that a difference of at least two
standard error units would be meaningful. Furthermore, this
standard error interpretation of these data furnishes a
decision rule by which to evaluate the differences between
the various means . Finally, given the nature of these data
(i.e., small n's, non-normal sample / distributions, coarse
ness of the EEQ), a parametric test was not thought to be
appropriate.
Figure 4 illustrates the mean responses of subjects in
the high error group to the seven dimensions of the EEQ.
It will be recalled that these rooms were selected because
of their close resemblance to one another. The similarity
between the patterns of me an s associated with the different
rooms is striking.
The difference between the largest and smallest means
on three dimensioris exceeded the two unit standard error
limit (i.e., neat - cluttered, colorful-drab, and relaxed
tense). This information alone would indicate that the
rooms used for the high error group may not be considered as
equivalent. If true, this deduction would not be too dis
turbing considering the fact that for any given individual
in the high error group, the effect of the room he was in
was constant across both instrument administrations. A
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second interpretation of these data (presented below) is
possible, given the large standard deviations associated
with these means (see Appendix F), plus the results of the
same analysis performed on the EEQ for the low error group.
Figure 5 summarizes the reactions of subjects in the
low error group to the seven dimensions of the EEQ. It
will be recalled that these rooms were selected because
they were reasonably different from one another.
For this group, the difference between the largest and
smallest means on three dimensions exceeded the two unit
standard error limit (i.e., neat-cluttered, colorful-drab,
and noisy-quiet). One notes that two out of these three
dimensions are identical to those isolated by analyzing
the high error group responses to the EEQ. The differences
among the three profiles indicate at least a partial impact
on the subjects due to these rooms.
Given that only three dimensions exceeded the two unit
standard error limit, and also that these rooms used in the
low error group were objectively different from one another,
one might employ a frame-of-reference interpretation to these
data. That is , subjects in both groups were not given a
reference point by which to evaluate the different rooms,
thus their responses may not be comparable. This interpre
tation is supported by the fact that, as was true for the
high error group, large standard deviations accompanied the
various means (see Appendix G).
Overall, manipulations of the experimental setting may
be considered weak in the sense that only eight of the twenty
one means were outside of the 3.0 and 5.0 range of intensity
in Figure 5. It is possible there exist other rooms not used
in this study which, while representative of the types of
settings used in social science experiments, might have pro
duced a greater impact on the subjects of the low error group

in terms of their respon s e s to the EEQ.
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previously, a second difficulty may have been the function
ing of varying frames of reference when it came to evaluating
any particular setting.
In addition to evaluating the different experimental
settings, subjects were also asked to report their percep
tion~ concerning various aspects of the experimenter's
behaviors and dress, thru the Post Experimental Questionnaire.
Summaries of these self-reports are shown in Figures 6 and 7.
A visual inspection of these figures indicates that the hoped
for diversity in the way subjects of the low error group
viewed the different experimenters is not supported by these
figures. The differences between the largest and smallest
means is less than one point for five out of the eight dif
ferent dimensions.
In analyzing these data similarly to that performed on
the EEQ, the difference between the largest and smallest
means was greater than two standard error units on all but
one (i.e., nervousness) of the eight dimensions. Thus it
appears an impact due to variations in experimenter's dress
and behavior was present, although one is cautioned in infer
ring the extent of the impact, due to the small differences
observed between the largest and smallest means on five of
the eight dimensions. The standard deviations associated
with the means shown in Figures 6 and 7 can be observed in
Appendix H.
The final manipulation check consisted of looking at
variations in mood as a function of the length of time
separating the administration of the locus-of-control and
self-esteem scales. As was stated earlier, the assumption
was that there should be more frequent changes of mood in
group two (where there was a two day lag in the administra
tion of the self- esteem scale) over the frequency of reported
mood changes in group one (where there was less than a one
minute lag i n the administration of the self-esteem scale),
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check on this asswnption, the Mood Questionnaire was
given twice, once before the completion of the locus-of
control scale and once after the completion of the self
esteem scale. On each of these occasions, subjects were
asked to indicate the strength with which they felt each of
fourteen different moods.
In order to assess mood change, numerals were assigned
to each of the four different responses a subject might
make to any given mood (i.e., l~not, 2=slightly, 3=moderately,
and 4=very). The absolute difference was then calculated
between the two responses made to each of the fourteen moods.
To qualify as a change in mood, that difference had to be
greater than 1.0. The reason for the seemingly large dif
ference required for a mood change lies in the coarseness of
the instrument itself. It makes little sense to examine small
differences in responses to an instrument that only roughly
measures the construct in which one is interested.
The results of the analysis of the Mood Questionnaire
are reported in Tables 6 and 7. On the average, subjects
in the high error group indicated by their responses some
what less th~n one change in mood per subject (i.e.~ 42/51),
while subjects in the low error group reported somewhat
more than one change of mood per subject (i.e., 64/50).
Given the coarseness of the Mood Questionnaire, it might be
assumed that there was but a slight difference between the
two groups.
Table 7 gives us a slightly different perspective from
which to judge the same data. From this table it can be seen
that twice as many subjects in the high error group were
calculated to have zero changes in mood as subjects in the
low error group. Furthermore, one unusual subject in the
high error group w~s calculated to have 12 changes in mood
(out of a total of 14 possible changes in mood). Given this in
formation, a x 2 test was applied to determine whether or not
To
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TABLE 6
FREQUENCIES OF COMPUTED CHANGES IN MOOD FOR EACH DIMENSION
OF THE MOOD QUESTIONNAIRE BY GROUPS
High _ErT&r Group

L6:w- ~rror Group
Freguenc;2:

Mood

Freguenc;2:

Calm

4

6

Anxious

5

6

Amused

3

4

Disappointed

6

3

Sleepy

2

11

Embarrassed

3

1

Depressed

3

2

Annoyed

2

3

Fatigued

2

10

Happy

3

4

Bored

1

4

Apprehensive

5

4

Lonely

2

3

G1.1-iltl

1

3

Total

42

64
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TABLE

7

NUMBER OF SUBJECTS HAVING DIFFERENT FREQUENCIES OF MOOD
CHANGES WITHIN EACH GROUP
Number of
Mood Chan~es

High. •· Elwe:r Group

Low- ,Er:tJor Group

Freguenci

Freguenc;:t:

0

31

16

1

11

18

2

5

9

3

3

3

4

0

1

5

0

3

6

0

0

7

0

0

8

0

0

9

0

0

10

0

0

11

0

0

12

1

0
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the two distributi.ons may be regarded as different from one
2
another. An observed . x of 7. 49 di.d not exceed the cri ttcal
value of x 2 . (6.) = 12. 60. Whi.le the. null hypothesis of
95
no difference between the two distributions was not rejected,
a visual inspection of Table 7 still allows one to infer a
weak but nevertheless definite influence of time separation
in questionnaire administration on the number of calculated
changes in mood.
Test or the Main· Hypothe·sts
The main hypothesis stated that a randomization in con
textual stimuli, coupled with a separation in time between
the administration of two instruments would be associated
with a reduction in the amount of correlated error. Specifi
cally, this hypothesis states that the correlation between
the self-esteem scale and the locus-of-control scale would
be significantly less for the low error group than the cor
relation between the same two instruments in the high error
group. Sample correlations of .371 and .246 were observed
for the high and low error groups respectively. Letting
a= ,05, and using a one-tailed test of significance, these
two correlations were not found .to be significantly different
from one another. The observed z of .67 fell short of a
critical z value of 1.65 necessary for rejection of the null
hypothesis.
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DISCUSSION AND CONCLUSIONS
This investigation directly concerned itself with one
major issue, that being an evaluation of the impact of cor
related errors on the magnitude of the correlation coeffici
ent. First of all, some consideration should be given to
the failure of this study to demonstrate such an impact.
Perhaps the most significant problem centered on the
experimental manipulations. It may be seen from the results
regarding the manipulation checks that the manipulations them
selves, while having some impact, were weak. This may rep
resent a failing to select divergent settings and assistant
experimenters for the subjects in the low error group.
Other interpretations of the data are also possible.
One might speculate that the settings chosen for the low
error group were sufficiently different, in that the impact
of these differences may have been felt across individuals.
But when it came to a particular individual, differences
among these rooms may have been slight. The presence of
large standard deviations associated with the different dimen
sions (e.g., warm-cool) of the same room do tend to support
this frame-of-reference interpretation. For example, one 10
foot by 15 foot room was rated from moderately small to mod
erately large by different subjects. Furthermore, a 5 foot
by 5 foot room was rated from very small to very large by
different Subjects . Given these examples, one might easily
conclude that the rooms might have had an impact on the s~b
jects in the low error group, but that impact was strictly
an individual experience. It is unfortunate that the EEQ
was not administered twice, once before the locus- of-control
scale and once after the self- esteem scale. Given these two
responses, one could determine the change, if any, in the
individual's reaction toward two different settings.
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A thi_rd- interpre.tati.o n o;f the data. may be that a g:LvE!n
setting doea not .t n;fluence how an individual completed a
questionnaire dtrectly. A given setting may only be instru
mental in ~ltering the internal state of the subject Ce~g.,
mood). The internal state of the subject would then act to
affect how the questionnaire is completed. Thus the influence
of setting may be indirect, with its impact determined by
whether or not the individual r,eacts emotionally to the par
ticular setting. If the settings chosen for the low error
group did not evoke emotional re sp onses in the subjects,
then this may explain a lack of impact due to the contextual
variations.
There is also a fourth way of viewing these experimental
findings. It could be that the selected·contexts were suf
ficiently diverse, but that the dimensions chosen to be
included in the EEQ were not the dimensions which actually
had an impact on the subjects. Thus the error might have
been the exclusion of relevant dimensions in the EEQ.
A fifth and final point of view is possible. One might
infer that the differences that existed in the low error
group settings were adequate and that the EEQ was a valid
measure of those differences. The conclusion one would then
reach would be that the setting does not have a significant
effect on how subjects complete questionnaires.
With respect to the experimenters, one might conclude
from Figures 6 and 7 that the differences between these
experimenters on the selected &imensions was slight. Even
though a large number of the differences between the largest
and smallest means exceeded the two standard error limit,
one might argue that there was insufficient practical sig
nificance in these differences. A one unit difference among
seven different experimenters on five of eight dimensions
does not seem sufficiently large to expect a great impact on
the subjects .
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It is perhaps unreasonable to assume that one could find
a practical di.ff'erence on the chosen dimensions among experi
menters representative of those found in the social sciences.
One simply does not observe an unfriendly, unclean, and messy
experimenter. While any given experimenter might have had
an impact on the subjects, that impact may be very similar
across different experimenters. Several other interpretations
of this set of data are also possible.
First of all, one interpretation might be that the avai1able experimenters had a differential impact, but that the
relevant dimensions which would be used to assess the impact
were excluded from the Post Experimental Questionnaire. A
third, although unlikely interpretation (given the work of
Rosenthal (1969) demonstrating the impact of experimenter
expectancies) would be that the test of the main hypothesis
was adequate, and that the experimenter simply does not
severely affect the manner in which subjects complete ques
tionnaires.
Which interpretations regarding the settings and experi
menters ar~ correct? This is a question that can not be
answered with the available data and given the post hoc
nature of these speculations. One explanation seems to be
that the manipulations themselves were too weak to produce
a very strong effect. In retrospect, pre-testing of the
environments and experimenters would have been a desirable
step to include in the experimental procedure; a step origin
ally excluded because the increased cost in time and effort
that would be required for adequate pre-testing seemed to
outweight the gain in information one would have achieved.
Furthermore, the failure to administer the EEQ twice limited
our ability to arrive at a reasonable interpretation of the
data.
The only manipulation which seems to have had a minimal
impact, judging from the self-reports of the subjects, was
the increase in the time separating the completion of the
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locus-of-control and self-esteem scales.

Could the impact

of the manipulation produce : the discrepancy observed between
the two sample correlations?

This question is also impos

sible to answer given that there is no distinction possible
between that portion of the correlation due to random sampling
effects, and that portion of the correlation due to correlated
error.

One can only conclude th.at the ·two sample correla

tions do not differ enough

to lend support to the notion that

the experimental manipulations produced an effect on the
magnitude of the r's.
One interesting aspect

or

the time delay manipulation

concerns the subject's responses to the Mood Questionnaire.
Subjects in the high error group reported with the highest
frequency feeling moderately or very calm, happy, and bored,
while subjects in the low error group reported with the
highest frequency feeling moderately or very calm, happy,
sleepy, and fatigued.

Relatively few subjects report

feeling very anxious or apprehensive.

This, coupled with

the fact that over two-thirds of the subjects had participated
in more than three experiments previous to this one, indicates
that both experimental groups consisted of experienced, pas
sive subjects.

For Buch a set of subjects, it might not be

expected that the context of the experiment should have a
significant impact on how they felt while filling out the
various questionnaires.

Also, a passive and experienced

subject pool might result in hurried and otherwise inaccurate
responses to the questionnaires.

While none of the subjects

were able to guess the main hypothesis of this experiment as
a function of their experience, inaccuracy in the responses
of passive subjects may have produced excessive "noise"
when it came to analyzing the manipulation check questionnaires.
With r e spect to the main hypothesis, some practical
significance may lfe in the manner in which a researcher
would interpr e t the two sample correlations.

While it is

impossible to establish whether or not the observed diff~rence
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in the two cor::relations was a result .of sampling fluctuations,
or reduction in correlated error, for the mome·n t let us assume
the latter.
Most significant correlations observed in the social
sciences seem to occupy the .30 to .40 interval in terms of
magnitude.

Thus, obtaind:.ng a sample correlation of ,37

might provide the basis for a researcher to infer meaning in
the correlation (e.g., as support for a theory).

By the

same token, observing a sample correlation of .24 is not
statistically significant at the .05 level (using n = 50),
thus making it unlikely that a researcher would interpret
that correlation as possessing any inherent me ani ng.
Therefor e , these two correlations, while not statistical
ly different from one another, ~re practically different in
terms of the manner in which they are interpreted.

If one

could assume that the difference between the two sample
correlations observed in this study was reliable, then a
note of caution is in order to the users of r

(especially

given the weakness of the manipulations).
It should be noted that a selection of two different
measuring instruments mi ght have enhanced the power of the
test of the main hypothesis.

The reason for the increase

in power lies i n the fact that for any given difference
between two corre lations, the power of the test to detect
a significant difference increases as the size of r increases.
Thus, had two ins truments been selected such that the cor
relation betwe e n the instruments would have been, for example,
.80, then the p ower of the test to detect a significant
reduction from that correlation would have been enhanced.
Overall, . the results of this experiment may be regarded
as inconclusive .

Given that one desires to believe that

differences did exist between the various contexts (as was
stat e d Jn s e v era l of t h e 1nt erpre tatlons of th e r e search data
p1·c se u lc d c :u•.1.l t:! l ' ) Uwn lilt s ex p c 1•i11\t~nl d c rno n:d; rutcd lhat
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contextual variables are not a significant source of cor
related error in the correlation coefficient.

However, it

is also reasonable to assume a failure in the selection of
the different experimental conditions.

Given this point

of view, future tests are called for in the assessment of
the impact of correlated error on the correlation coefficient.
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APPENDIX A:

SELF-ESTEEM SCALE

INSTRUCTIONS
Listed on this page you will find a number of statements expressing
opinions with which you may or may not agree, Please indicate the
degree to which you agree or disagree with each statement by check
ing the appropriate space. Consider each statement carefully, but
do not spend too much time on any one statement. Do not skip any
items.
strongly
agree
1.

agree

disagree

strongly
disagree

I feel that I'm a per
son of worth, at least
on an equal basis with
others.

--~------------------------------------ ---------------------2.

I feel that I have a
number of good qual
ities.

3.

All in all, I am in
clined to feel that I
am a failure.

------------------------------------------------------·-------~.

I am able to do things
as well as most other
peop:).e.

5,

I feel I do not have
much to be proud of,

--------------------------------------------------------------- .- --6,

I take a positive
attitude toward
myself,

7.

On the whole, I am
satisfied with myself,

8.

I wish I could have
more respect for
myself.

9,

I certainly feel use
less at times.

·----------------

----------------------------- ----------------,----.

10.

At times I think I am
no good at all.

-------------------------------------------
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APPENDIX B:

INTEBNAL-EXTERNAL LOCUS-OF-CONTROL SCALE

l.a. Children get into trouble because their parents punish them too

-ch.

b. The trouble with most children nowadays is that their paranta are too
easy with them.
2.a. Many of the unhappy things in people'• lives are J>G:tly due to bad luck.
b. People's misfortunes result from the mi5takaa they make.
3.a. One of the major reasons why we have wars ia
enough interest in politic ■,

becau■ e

people don't tab

b. There will always be vars, no 111atter how hard. people try to prevent them.
4.a. In the long run people get the respect they deserve in thia world,
b. Unfortunately, . an individual's worth often passes unrecognized no mattar
how hard he triea.
5,a. The idea that teachers are unfaii: to students ia

nonaen■ e·.

b. Most students don't realize the extent to which their grades are influencacl:
be accidental happening&.
6.a. Without the right breaks one cannot be an effective leader.
b. Capable people vho fail to become leaders have not taken advantage of their
opportunities.
7.a. No matter how hard you try some people just don't li~e you.
b. People who can't get others to like them don't understand how to get along
with otbera.
8.a. Heredity plays the major role in determining one's personality.

b. It is one's experiences in life which determine what one is like.
9.a. I have often found that what is going to happen will happen.
b. Trusting to fate has never turned out as well for me as making a decision
to t .ake a definite course of action.
10.a. In the .case of the well prepared student there is rarely if ever such a thing
as an unfair test.

...

b. Many times exam questions tend to be so unrelated to course work that studying
is really useless.

-----------------------

11 .•• Becoming a success is a matter of hard work, luck has little or nothing to
· do with it.

b. Getting a good job depends mainly on being in the right place at the right
time.
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12.a. The average citizen can have an influence in government

decision ■•

b. Thia world is run by the few people in power, and there is not 111Uch the
little guy can do about it,
13,a. When I make plans, I am almost certain that I can make them work.
b, It is not always wise to plan too far ahead because many
to be a matter of good or bad fortune anyway.

thing■

turn out

14.a, There are certain people who are just no good.
b. There is some good in anybody,
15,a. In

my

case getting what l want has little or nothing to do with luck.

b. Many times we might just as well decide what to do by flipping a coin.
16.a, Who gets to be the boss often depends on who was lucky enough to be in the
right place first.
b. Getting people to do the right thing depends upon ability, luck haa little
or nothing to do with it,
17.a. As far as world affairs are concemed, most of us are the victiu of forcaa
we can neither understand, nor control,
b. By taking an active part in political and social affairs the people can
control world events,

--------------------------

18.a. Most people don't realize the extent to which their lives are controlled
by accidental happenings.
b, There is really no such thing as luck.

----------------------

19.a. One should always be willing to admit miatakes.
b. It is usually best to cover up one's mistakes,

--------------------·----------20.a. lt is hard to know whether or not a person really likes you,
b. How many friends you have depends on how nice a person you are,
21.a. In the long run the bad things that happen to us are balanced by the good ones.
b. Most misfortunes are the result of lack of ability, ignorance, laziness,
or all three.

------·----------------------------------------

22.a. With enough effort we can wipe out political corruption.

b. lt is difficult for people to have much control over the things politicians
do in office.
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23.a. Sometimes I can't understand how teachers arrive at the grade• they give.
b. There is a direct connection between how hard I study and the gradea I aet.

----------------------------------------

24.a. A good leader expects paople to decide for themselves what they ahould do.
b. A good leader makes it clear to everybody what their job• are.

--------------------------25.a. Many times I feel that I have little influence over

the things that happen

to me.
b. It is impossible for me to believe that chance or luck plays an important
role in life.
26.a. People are lonely becauae they don't try to be friendly.
b. There's not much use in trying too hard to please people, if they like you,
they like you.
27.a. There 1s too much emphasis on athletics in high school.
b. Team sports are an excellent we.y to build character.
28.a. What happens to me is

my

own doing.

b. Sometimes I feel that 1 don't have enough control over the direction my
life is taking.

-------------------

29.a. Most of the time I can't understand why politicians behave the way they do.
b. In the long run the people are responsible for bad governmen t on a nati~nal
as well as local level .

APPENDIX C:

ENVIRONMENTAL EVALUATION QUESTIONNAIRE
ENVIRONMENTAL EVALUATION PORK

last middle first
Initials: __:___:_ _:

CLUTTERED
COMFORTABLE
WARM
COLORFUL
LARGE
TENSE
NOISY

ROOM :

____ __ __ __ __
__ __ __ __ __ __ __
__ __ __ __ __ __ __
__ __ __ __ __ __ __
__ __ __ __ __ __ __
__ __ __ __ __ __ __
__ __ __ __ __ __ __

Degree

tl

Certainty

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

SMALL

: _ : _ : _ :_

:

:

:

:

:

:

RELAXED

:_:_:_:_

:

:

:

:

~

:

:

NEAT
:

UNCOMFORTABLE

__ : __ : __: __
1_ _ : _ _ : _ _ : _ _ 1

COOL

__ : __ : __ : __

DRAB

__ :__ :__ :__:

QUIET

__ __ __ __
:

:

:
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e
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i
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Form

ATT-1-EnvEval

O'I
O'I

APPENDIX D: MOOD QUESTIONNAIRE
MOOD QUESTIONNAIRE
first middle last

-----

Initials:

Mood

Degree

tl

Certainty

not

slightly moderately

very

uncertain s l ight l y moderately

not

slightly moderately

very

uncertain

very

Calm----------- :
Anxious----~---:
Amused--------- :
Disappointed--- :
Sleepy--------- :
Embarrassed----:
Depressed------:
Annoyed--------:
Fatigued------- :
Happy----------:
Bored----------:
Apprehensive---:
Lonely-----~---:
Guilty---------:
■ lightly

moderately

For ■

ATT-1-Md

very
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APPENDIX E: POST-EXPERIMENTAL QUESTIONNAIRE

Fora

ATT-Bio-Po ■ tBsp

Part A. BIOGRAPHICAL INFORMATION
1. Currant

a.

cla ■■

standina

(circl ■

on ■ ) · :

fr ■ shaa,11

b. sophoaor•

c. junior
d.

■ anior

2. Ses (circle one)
a.

aal ■

b. feaale

3. Current major (examples

education,

chemi ■ try,

p ■ ycboloay,

etc.)

a. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __
4. Number of psychology experiments you have participated in previoua
to thi• one (circle one) :
a. none
b.

on ■

C•

two

d. three
e. more than three
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Form

Part B• .§.ill.Y,EVALUATIOB

ATT-SES-Po ■ t&zp

fil!!!!:

1. Wbat would you conaider to be tvo ne5ative

aapect ■

of

thi ■

■ tu4yT

··--------------------------------b. ________________________________

2. What would you conaider to be two poaitive

aspect ■

of

thi ■

atu4y?

a. ___________________________________

b. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __

J. Hov much confidence do you have aa to the accuracy of the other

participant's responaea to the questionnaire ■ uaed in thia atlUly
(circle one) ?

a. no

confidenc ■

at alL

b. alight confidence
c. moderate confidence
d. complete confidence

4 . State in one sentence vhat you believe the purpoae of thi.a
study to be.

··---------------------------------
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Form

ATT-PRS-Poetlzp

Part C. PERSONAL REACTIONS SH!!T
1. How motivated were you to come and participate in
(circle one) ?

thi ■

■ tudy

a. no motivation at all
b,

alight motivation

c. moderate motivation
d. extreme motivation
2. During the study, what was your level of intereat (circle one) ?
a. no interest at all

b. alight intereet
c. moderate interest
d, extreme interest
3. During the study, how much effort did you put into making ■ ure
your responses accurately reiireii'ented how you felt (circle one) ?
a. no effort at all
b. alight effort
c. moderate effort
d. extreme effort

4. If you knew when you first signed up for this study what you n 
know, would you still sign up for this experiment' (circle one) ?

a. no
b. yea
c . uncertain

s.

Would you recommend a friend to sign up for this atudy'·(circle one) ?
a. no

b. yea
c. uncertain
6. ln general, what are your feelings about this study?
a. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __

(If you need more space, please uae the back of this sheet)
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Form

Part D. EXPERIMENTER REACTIONS

ATT-ERSl-Po ■ tExp

fil!!!!

1. During the study, how clear vaa the experimenter in stating what
he wanted you to do (circle one) ?
a. not clear at all
b.

■ lightly

clear

c. moderately clear
d. extremely clear
2. How friendly do you consider the experimenter to be (circle one) t
a. n ot friendly at all

~b. slightly friendly
c. moderately friendly
d. extremely friendly
3. During the study, how nervous did the experimenter appear to be
(circle one) ?
a. not nervous at all
b. slightly nervous
c. moderately
d. extremely

nervou ■
nervou ■

4. During the study, how interested did the experiMenter appear to
be in what he was doing (circle one) ?
s. not interested at all

b. slightly interested
c. moderately interested
d. extremely intereat~d
5. How old would you e 8 ti mate the experimenter to be?
a. _ _ _ years old
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Form

6.

ATT-ERS2-Poetlzp

Plea ■ e list•• many behavior• of the ezperimenter •• you can that
favorably impreaaiad you.

··---------------------------------

b. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __
c. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __
d. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __

e. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __

f. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _..,...._ _
7. Pleaae list as many behavior• of the ezperimenter aa you can that
unfavorably impree ■ ed you,

•·--------------------------------c~---------------------------------

b. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __

d , _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __

e, __________________________________

f. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __
8. Please rate the experimenter's dress on the following
by placing a check in the appropriate columna,
a. casual

__ : __ : __ : __ : __ : __ : __

formal

b. neat

..-- .--..--.-- .-- ..--__ : __ : __ : __ : __ : __ :__

unclean

c, clean

V

m

-- :

e
r
y

0

1

d
e
r

i
8
h
t

e

y

d, dull

•t
1

y
9.

8

1

dimen ■ iona

ezpreeeive
n
e
u
t
r

•1

B

Ill

V

1

0

e

i
8
h
t

d

r

e

y

r

1

•t

y

e

1
y

In one or two word a, how would you deacrib e the experimenter'•
dresa?

··--------------------------------
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APPENDIX F:

DESCRIPTIVE STATISTICS ON THE SEVEN
DIMENSIONS OF EEQ

tID:car ERROR GROUP ONLY)

Room 1
Dimension
1. Neat-Cluttered
2. ComfortableUncomfortable
3. Warm-Cool
4. Colorful-Drab
5. Large-Small
6. Relaxed-Tense
7. Quiet-Noisy

Mean

Standard Deviation

5.18

1.47

4.12
4.24
2.94
3.18
.5 .12
6.35

1.69
1. 44
1.60
1.13
1.04
1. 22

Room 2
Dimension
1. Neat-Cluttered
2 . ComfortableUncomfortable
3. Warm-Cool
4. Colorful-Drab
5.. Large-Small
6. Relaxed-Tense
7. Quiet-Noisy

Mean

Standard Deviation

4.43

1.79

3.71
3.93
2.07
2.86
4.57
6.29

1.68
1. 44
1.27
1.10
1.22
1.20

Room 3
Dimension
1. Neat-Cluttered
2 . ComfortableUncomfortable
3. Warm-Cool
4. Colorful-Drab
5 . Large-Small
6. Relaxed-Tense
7. Quiet-Noisy

Mean

Standard Deviation

3,36

1.21

3.18
3.46
1.64
2.55
4.09
6.00

1.33
1.21
.67
. 93
1.04
1.18
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APPENDIX G:

DESCRIPTIVE STATI STICS ON THE SEVEN
DIMENSIONS OF EEQ (l;©W--EAA0R G'R0UP ONLY)
Room 7

Dimension
1. Neat-Cluttered
2. ComfortableUncomfortable
3 . Warm-Cool
4. Colorful-Drab
5. Large-Small
6. Relaxed-Tense
7. Quiet-Noisy

Mean

Standard Deviation

4.88

1.54

4.31
4.31
2.44
2.56
5.25
5.94

1.66
1. 20
2.00
1.93
1. 81
1.06

Room 8
Dimension
1. Neat-Cluttered
2. ComfortableUncomfortable
3. Warm-Cool
4. Colorful-Drab
5·~ Large-Small
6. Relaxed-Tense
7. Quiet-Noisy

Mean

Standard D~viation

2.85

1. 82

4.08
4.15
4.85
3.62
4.46
4.46

1.89
1.68
2.04
1.45
1.94
1.21

Room 9
Dimension
1. Neat-Cluttered
2 . ComfortableUncomfortable
Warm-Cool
3.
4. Colorful-Drab
5. Large-Small
6. Relaxed-Tense
7. Quiet-Noisy

Mean

Standard Deviation

2.47

·1.55

4.88
5.12
3.59
3.47
4.94
2.12

1.58
1.22
1. 62
1.28
1.95
1.11
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APPENDIX H:

DESCRI PTIVE STATISTICS ON THE DIMENSIONS USED
TO EVALUATE THE DIFFERENT EXPERIMENTERS

Exp 1

Mean S.D .

Exp 2
Mean S.D.

Exp 3
Mean S.D.

3.80 o.45
3.60 0.55
1.20 0.45

3.78 0.42
3.69 o.47
1.02 0.14

3,30 1.05
3,30 o.47
1.30 0.68

2.80 0.45

2.98 0.58

2.80 0.63

Casual-Formal
Neat-Messy
Clean-Unclean
Expressive-Dull

4.60
6. 40
6.40
5.00

5.29
6.31
6.57
4.61

Dimension

Exp 4
Mean S.D.

Mean S.D.
---- ---

. Exp 6
Mean
.- . -S.D.
--

1.
2.
3.
4.

Clarity
Friendliness
~Nervousness
Expressed
Interest

3.30 o.68
3,30 0.47
1.30 0.68

3.80 0.45
3.80 0.45
1.20 o.45

2.88 o.64
3.00 0.76
1.13 0.35

2.80 0.63

2 . 60 0.55

2.00 0.54

5.
6.
7.
8.

Casual-Formal
Neat-Messy
Clean-Unclean
Expressive-Dull

5 . 60
6.10
6.70
4.10

6.00
4.80
5.80
3.60

5.88
5,25
5,75
3.00

Dimension

Exp 7
Mean S.D.

----

1.
2.
3.
4.

Clarity
Friendliness
Nervousness
Expressed
Interest

3,50 0.58
3,75 0.50
1.00 0.00

5.
6.
7.
8.

Casual-Formal
Neat-Messy
Clean-Unclean
Expressive-Dull

6.50
5,25
6.00
3.00

Dimension

1. Clarity
2. Friendliness
3. Nervousne ss
4. Exp r essed
Int erest

5.
6.
7.
8.

---- ---- - - -

1.34
0.55
0.55
1.00

1.08
1.20
0.48
1.79

2.75 0.96
0.58
0.96
1.41
1.16

. EXp

1.10
0.65
0.54
1.17
5

1.23
1. 64
1.10
1.14

5. 60
6.10
6.70
4.10

1. 08
1.20
0.48
1.79

0.99
1. 04
0.89
0.76

