In this article, we study the relationship among maximal green sequences, complete forward hom-orthogonal sequences and stability functions in abelian length categories. Mainly, we firstly give a one-to-one correspondence between maximal green sequences and complete forward hom-orthogonal sequences via mutual constructions, and then prove that a maximal green sequence can be induced by a central charge if and only if it satisfies crossing inequalities.
Introduction and preliminaries
The maximal green sequence was originally defined to be a particular sequence of mutations of framed cluster quivers, which was firstly introduced by Keller in [7] . Maximal green sequences are not only an important subject in cluster algebras, but also have important applications in many other objects, such as counting BPS states in string theory, producing quantum dilogarithm identities and computing refined Donaldson-Thomas invariants.
Cluster algebras have closed relations with representation theory via categorification, it follows that maximal green sequence could be interpreted from the viewpoint of tilting theory and silting theory. For example, a maximal green sequence for a cluster quiver corresponds to a sequence of forward mutation of a specific heart to its shift in a particular triangulated category. We refer to [2] for more details. Inspired by τ -tilting theory, Brüstle, Smith and Treffinger defined maximal green sequence as particular finite chain of torsion classes for a finite dimensional algebra in [3] , which can be also naturally defined in arbitrary abelian categories in [4] .
Throughout this paper we always assume A is a small abelian category. Let us firstly recall some basic concepts. Suppose X is an object in A. We say that X has finite length, if there exists a finite filtration 0 = X 0 ⊂ X 1 ⊂ X 2 ⊂ · · · ⊂ X m = X such that X i /X i−1 is simple for all i. Such a filtration is called a Jordan-Hölder series of X. It is well-known that if X has finite length, then the length of the Jordan-Hölder series of X is uniquely determined by X, which will be denoted by l(X). Recall that an abelian length category is an abelian category such that every object has finite length. Throughout this article, we always assume that A is an abelian length category.
Let A be an abelian length category, and T and F be full subcategories of A which are closed under isomorphisms. The pair (T , F ) is called a torsion pair if it satisfies the following conditions.
(i) For any objects X ∈ T and Y ∈ F , then Hom(X, Y ) = 0, (ii) An obeject X belongs to T if and only if Hom(X, Y ) = 0 for any object Y ∈ F , (iii) An obeject Y belongs to F if and only if Hom(X, Y ) = 0 for any object X ∈ T .
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For a torsion pair (T , F ), the full subcategories T and F are called a torsion class and a torsionfree class, respectively. It is well-known that a full subcategory in A is a torsion class if and only if it is closed under extensions and factors, and a full subcategory in A is a torsion-free class if and only if it is closed under extensions and subobjects. One of important properties of a torsion pair is that for any object X in A, there is a unique exact sequence 0 → X 1 → X → X 2 → 0 with X 1 ∈ T and X 2 ∈ F up to isomorphism, which is called the canonical sequence for X with respect to the torsion pair (T , F ).
Let T and T ′ be two torsion classes in A. We say the torsion class T ′ covers T if T T ′ and X = T or X = T ′ for any torsion class X satisfying T ⊂ X ⊂ T ′ . In this case, we write T ⋖ T ′ . Definition 1.1 ([4] ). A maximal green sequence in an abelian length category A is a finite sequence of torsion classes with covering relations
Stability conditions and Harder-Narasimhan filtration are widely studied by many authors and are very active. They were introduced in different contexts. For examples, King introduced stability functions on quiver representations in [9] , and Rudakov extended it to abelian categories in [11] . Let us recall basic definitions on stability functions and the important Harder-Narasimhan property for abelian length categories from [11] . 11, 4] ). Let P be a totally ordered set and φ : A * → P a function on A * = A\{0} which is constant on isomorphism classes. The map φ is called a stability function if for each short exact sequence 0 → L → M → N → 0 of nonzero objects in A one has the so-called see-saw property:
Let φ be a stability function on A. For any nonzero object X in A, we call φ(X) the phase of X. When there is no confusion, we will simply call an object semistable (respectively, stable) instead of φ-semistable (respectively, φ-stable). Rudakov proved the Harder-Narasimhan property as follows.
). Let φ : A → P be a stability function, and let X be a nonzero object in A. Then up to isomorphism, X admits a unique Harder-Narasimhan filtration, that is a filtration
On the other hand, if Y is a semistable object in A, then there exists a filtration of Y
The second part of Theorem 1.3 claims that any semistable object admits a stable subobject and a stable quotient with the same phase as the semistable object. Following from [4] , we call F 1 = X 1 the maximally destabilizing subobject of X and F l = X l /X l−1 the maximally destabilizing quotient of X. They are unique up to isomorphism.
For a stability function φ : A → P, T. Brüstle, D. Smith, and H. Treffinger proved in [4] that it can induce a torsion pair (T p , F p ) in A for every p ∈ P which is given as follows.
Then {T ≥r } r∈P is called the chain of torsion classes induced the stability function φ. Furthermore, if {T ≥r } r∈P forms a maximal green sequence, it called the maximal green sequence induced by the stability function φ.
Note that for any r, s ∈ P, we have that T ≥r ⊂ T ≥s if and only if r ≥ s, and T ≥r T ≥s implies r > s. In [4] , Brüstle, Smith and Treffinger proved that under some conditions on the stability function, the chain of torsion classes induced by the stability function is a maximal green sequence in A.
On the other hand, the important examples of stability functions are given by central charges. Let A be an abelian length categories with exactly n nonisomorphic simple objects S 1 , S 2 , . . . , S n . We know that the Grothendieck group K 0 (A) of A is isomorphic to Z n .
for X ∈ Obj(A). Here α ∈ R n and β ∈ R n >0 are fixed, and · , · is the canonical inner product on R n and i = √ −1.
Since β, [X] > 0 for any nonzero object X in A, then Z(X) lies in the strict upper half space of the complex space. It is well-known that every central charge Z on A determines a stability function φ Z (see also the proof of Theorem 3.7), which is given by
We say that a maximal green sequence can be induced by a central charge if the stability function determined by a central charge induces this maximal green sequence.
This article is organized as follows. In Section 2, we study relations between maximal green sequences and complete forward hom-orthogonal sequences. In Section 3.1, we study properties of maximal green sequences induced by stability functions. In Section 3.2, we define crossing inequalities for maximal green sequences (see Definition 3.6), and then prove the following main result. 
Correspondence between maximal green sequences and complete forward
hom-orthogonal sequences 2.1. Complete forward hom-orthogonal sequences. We recall the concept of complete forward hom-orthogonal sequences from [5, 6] . Let us introduce some notations. Let A be an abelian length category, C be a subcategory of A and N be an object in A. A wide subcategory of A is an abelian subcategory closed under extensions. The full subcategory N ⊥ is defined to be N ⊥ := {X ∈ A|Hom(N, X) = 0} and the full subcategory C ⊥ is defined to be C ⊥ := {X ∈ A|Hom(Y, X) = 0, ∀Y ∈ C}. The full subcategories ⊥ N and ⊥ C are defined similarly. We also write F (N ) := N ⊥ and G(N ) := ⊥ F (N ) for every object N ∈ Obj(A).
Then it is clear that F (N ) = G(N ) ⊥ and (F (N ), G(N )) is a torsion pair in A.
It is obvious that any brick is indecomposable. Let S be a subset of obj(A), we use F ilt(S) to denote the full subcategory of A consisting of objects having a finite filtration with subquotients are isomorphic to indecomposable objects in S, i.e., X ∈ F iltS if and only if there exists a finite filtration of X:
The following lemma is well-known.
Lemma 2.3 ([10]
). If X is a brick in A, then F ilt(X) is a wide subcategory of A.
By maximal we mean that no other bricks can be inserted into N 1 , N 2 , . . . , N m preserving (i);
Note that [6] (page 4) claims that if the sequence N 1 , N 2 , . . . , N m satisfies Definition 2.4 (i), then the condition (ii) in this definition is equivalent to the fact that for all k,
Corollary 2.5. Let M 1 , M 2 , . . . , M m be a complete forward hom-orthogonal sequence in A, and let
In [6] , Igusa also proved the following property of complete forward hom-orthogonal sequences, which shows simple objects are important ingredients in a complete forward hom-orthogonal sequence.
Lemma 2.6 ([6]). Let N 1 , N 2 , . . . , N m be a complete forward hom-orthogonal sequence in A. Then the sequence contains all simple objects (up to isomorphism) in A. Moreover N 1 and N m are simple objects.
Corollary 2.7. If A admits a complete forward hom-orthogonal sequence, then there are only finite simple objects in A up to isomorphism.
2.2.
Maximal green sequences and CFHO sequences. Minimal extending objects for a torsion class were introduced by Barnard, Carroll, and Zhu in [1] to study covers of the torsion class.
). Suppose T is a torsion class in A. An object M in A is called a minimal extending object for T provided with the following conditions:
Note that if M is a minimal extending object for a torsion class T , then M is indecomposable by Definition 2.8 (i). Moreover, assuming (i), then (iii) is equivalent to the fact that M / ∈ T . We write [M ] for the isoclass of the object M , M E(T ) for the set of isoclasses [M ] such that M is a minimal extending object for T , and F ilt(T ∪ {M }) for the iterative extension closure of F ilt(T ) ∪ M . The following results was proved for the category of finitely generated modules over a finite-dimensional algebra in [1] . The results in Section 2 of [1] also hold for abelian length categories. The following result was proved for finite dimensional algebras in [1] . We give a new proof for abelian length categories.
Lemma 2.10 ([1]). Let T be a torsion class in
Proof. It is clear that N is indecomposable. By Proposition 2.9, the full subcategory F ilt(T ∪ {N }) is a torsion class satisfying that
We Suppose that M ≇ N . Let f : M → N and g : N → M be two nonzero morphisms. Then f and g are not epimorphisms. Otherwise, one would be a proper factor of the other, which contradicts to the facts that M / ∈ T and N / ∈ T . Thus cokerf is a proper factor of N and therefore belongs to T . If f is not a monomorphism, then Imf is a proper factor of M . Then Imf and cokerf belong to T , that implies that M ∈ T , which contradicts to M ∈ T . Hence f is a monomorphism and similarly g is also a monomorphism.
Note that gf = 0, since f = 0 and g is a monomorphism. Therefore gf : M → M is an isomorphism since M is a brick. This implies g is an epimorphism, which is a contradiction.
Thus M ∼ = N . In [1] , the statement that M is a minimal extending object for T in this case was given in the proof of this theorem.
The following results are the main tools for us to construct a stability function for a given class of maximal green sequence.
Proof. By Corollary 2.5, we have
where N m+1 = 0. We will prove (i) and (ii) using induction method. It is obvious that
Then it is enough to prove that Hom(X, N j+1 ) = 0. Let f ∈ Hom(X, N j+1 ). If f a = 0, it is an isomorphism and f is a section, which is a contradiction. Then f a = 0, and thus f can be factor through b. Since Hom(T, N j+1 ) = 0, then f = 0. Then X ∈ G j and N j+1 ∈ M E(G j ). And thus,
. . , N j+1 ). Then by induction, (i) and (ii) hold.
Clearly, G 0 = 0 and G m = A. By Theorem 2.11 and (ii), we have G i ⋖ G i+1 for any i. Then (iii) holds.
Theorem 2.13. Let 0 = T 0 ⋖ T 1 ⋖ T 2 ⋖ . . . ⋖ T m = A be a maximal green sequence in A. Then there exists a sequence of bricks N 1 , N 2 , . . . , N m such that
(v) Up to isomorphism, each object X in A admits a unique filtration
Proof. (i) By Theorem 2.11, there exist indecomposable objects N 1 , N 2 , . . . , N m such that N i is a minimal extending object of T i−1 and T i = F ilt(T i−1 ∪ {N i }) for each 1 ≤ i ≤ m. Then due to Proposition 2.9 and by the definition of minimal extending objects, N 1 , N 2 , . . . , N m are bricks.
(ii) It is obvious that T 0 = F ilt(N 0 ) and T 1 = F ilt(N 0 , N 1 ). Then we can prove that T i = F ilt(N 0 , N 1 , . . . , N i ) by induction. To prove that
X ∈ F i , then we have that Hom(T i , X) = 0 and hence X ∈ (N 0 ⊕ N 1 ⊕ · · · ⊕ N i ) ⊥ . Therefore
The statement T i = ⊥ (N i+1 ⊕ · · · ⊕ N m ⊕ N m+1 ) will follow from (iii) by Corollary 2.5.
(iii) At first, by (i), N 1 , N 2 , . . . , N m are bricks. By the above proof of (ii), if i ≤ j − 1, then N i ∈ T j−1 = F ilt(N 0 , N 1 , . . . , N j−1 ) for all i < j. And by (i), we have Hom(T j−1 , N j ) = 0. Hence, Hom(N i , N j ) = 0 for all i < j. By (ii), we have shown that G(N 1 ⊕ · · · ⊕ N m ) = T m = A. Now it is enough to prove that for all i,
, then X ∈ F i and thus X / ∈ T i . Hence there exists k such that k > i and X ∈ T k \T k−1 . We have that N k is a factor of X, i.e., there is an epimorphism X → N k . Note that X ∈ ⊥ (N i+1 ⊕ · · · ⊕ N m ⊕ N m+1 ) and k > i, therefore Hom(X, N k ) = 0, which is a contradiction. Thus (N 0 ⊕N 1 ⊕· · ·⊕N i ) ⊥ ∩ ⊥ (N i+1 ⊕· · ·⊕N m ⊕N m+1 ) = 0 and the sequence N 1 , N 2 , . . . , N m is a complete forward hom-orthogonal sequence in A. We have also proved that
Otherwise assume that there is a nonzero morphism h : N k → Y with k < i. Then we have the following commutative diagram with exact rows.
If the first row is nonsplit, then H ∈ T i−1 since N k ∈ T i−1 and N k ∈ M E(T ). Then Hom(H, X) = 0 implies f = 0, which is a contradiction. Thus the first row is split, i.e., there is a morphism s : N k → H such that ts = 1 N k . Then r = rts = ghs = 0, which is a contradiction to our assumption. Then we have proved that Y ∈ T i ∩ F i−1 . By induction on the length of X, we have that Y ∈ F ilt(N i ), hence X ∈ F ilt(N i ). Conversely, since N i ∈ T i ∩ F i−1 by (ii) and T i and F i−1 are closed under extensions, it follows
(v) Suppose that X is a nonzero object in A. Let X m = X, and let 0 → X m−1 → X m → X m /X m−1 → 0 be the canonical sequence of X with respect to the torsion pair (T m−1 , F m−1 ). Then we have that X m−1 ∈ T m−1 and X m /X m−1 ∈ T m ∩ F m−1 . The existence of the filtration for X follows easily. Assume that there are two filtrations
Note that m is the length of the maximal green sequence. It is easy to see that X i , X ′ i ∈ T i by (ii).
Note that Hom(T i−1 , N i ) = 0 for each i. Then Hom(X m−1 , X ′ m /X ′ m−1 ) = 0 implies the following commutative diagram
Then the uniqueness follows.
From the constructions of maximal green sequences and complete forward hom-orthogonal sequences resepctively in Theorem 2.12 and Theorem 2.13, it is obvious that there is a bijection between complete forward hom-orthogonal sequences and maximal green sequences in an abelian length category.
Corollary 2.14. If a maximal green sequence exists in A, then there are only finitely many nonisomorphic simple objects in A.
Remark 2.15. The relations between complete forward hom-forward orthogonal sequences and maximal green sequences was firstly given by Igusa for finite dimensional hereditary algebras [5] or clustertilted algebras of finite representation type [6] . Then they were extended for the category of finitely generated modules over an arbitrary finite-dimensional algebra in the appendix of [8] by Demonet.
Here we show their truth in abelian length categories via a different approach. It is obvious that A ≥r ⊂ A ≥s if and only if r ≥ s , and it is showed in [4] that T ≥p is a torsion class and T ≥p = F ilt(A ≥p ).
Condition for maximal green sequences induced by central charges
Recall that φ is called discrete at p ∈ P if two φ-stable objects X 1 and X 2 satisfy φ(X 1 ) = φ(X 2 ) = p, then X 1 is isomorphic to X 2 . Moreover, we say φ to be discrete if φ is discrete at every p ∈ P. On the other hand, Brustle, Smith and Treffinger defined an equivalence relation on P by p ∼ q when T ≥p = T ≥q . We will write [p] for the equivalence class of p ∈ P. The following important Proposition characterises cover relations for torsion classes induced by φ. 1 ([4] ). Let φ : A * → P be a stability function, and let p, q ∈ P such that T ≥p T ≥q . Then T ≥p ⋖ T ≥q if and only if there is no r ∈ P such that T ≥p T ≥r T ≥q , and φ is discrete at q ′ for each q ′ ∈ [q].
The following theorem in [4] characterizes the stability function inducing a maximal green sequence.
Theorem 3.2 ([4]
). Suppose that φ : A * → P is a stability function such that P has no maximal element or the maximal element of A is not in φ(A). Then φ induces a maximal green sequence if and only if φ is discrete and P/ ∼ is finite.
We have the following result. Theorem 3.3. Let φ : A * → P be a stability function, and let p, q ∈ P such that T ≥p ⋖ T ≥q . Then there exists a unique φ-stable object N satisfying that φ(N ) ∈ [q]. Moreover N is a minimal extending object for T ≥p . In particular, we have that q ≤ φ(N ) < p, and if r 1 ∈ P satisfying that φ(N ) < r 1 ≤ p, then T ≥r1 = T ≥p .
Proof. Since T ≥p ⋖ T ≥q , we have p > q and A ≥p A ≥q . Let X ∈ A ≥q \A ≥p with phase φ(X) = r. Note that X admits a quotient N satisfying that N is stable and φ(X) = φ(N ) = r. It is obvious that q ≤ r < p and hence T ≥p ⊂ T ≥r ⊂ T ≥q . Since X is semistable, the maximal destabilizing quotient of X is itself. Then X ∈ T ≥r and X / ∈ T ≥p . Therefore T ≥p T ≥r and hence T ≥r = T ≥q , which implies φ(N ) = r ∈ [q].
Suppose there are two stable objects N and N ′ with phase φ(N ) = r and φ(N ′ ) = r ′ satisfying that r, r ′ ∈ [q]. If r = r ′ , then N ∼ = N ′ since φ is discrete at r ∈ [q] by Proposition 3.1. Otherwise, we may assume that r < r ′ . Then we have that T ≥q = T ≥r = T ≥r ′ and thus N ∈ T ≥r = T ≥r ′ . By the definition of T ≥r ′ , we have that r = φ(N ) ≥ r ′ , which is a contradiction. The uniqueness follows.
We shall prove that every proper factor of N is in T ≥p . Indeed, let N ′ be a nontrivial factor of N , and let N ′′ be the maximal destabilizing quotient of N ′ and N ′′′ be the stable quotient of N ′′ with phase φ(N ′′′ ) = φ(N ′′ ) = s. Note that N ′′′ ∈ T ≥q = T ≥r implies that s ≥ r. On the other hand, if s = r, then N ∼ = N ′ , which is a contradiction. Therefore we have s > r. If s ≥ p, then N ′ ∈ T ≥p . If s < p, we claim that T ≥s = T ≥p , and then N ′ ∈ T ≥p also follows. Indeed, since r < s < p, we have that T ≥p ⊂ T ≥s ⊂ T ≥r . If T ≥p T ≥s , we have T ≥s = T ≥r , which implies that s ∈ [p]. This contradicts to the uniqueness of N . As a consequence, every proper factor of N is in T ≥p . It is easy to see N is a minimal extending object for T ≥p by Lemma 2.10 and Theorem 2.11.
In particular, if r 1 ∈ P satisfying that φ(N ) = r < r 1 ≤ p, then T ≥p ⊂ T ≥r1 ⊂ T ≥q . If T ≥r1 = T ≥q , then T ≥p ⋖ T ≥r1 . Thus there exists a stable object M satisfying that φ(M ) ∈ [r 1 ], and in particular r < r 1 ≤ φ(M ) < p. This contradicts to the uniqueness of N . Hence T ≥r1 = T ≥p .
For the stability function φ, suppose that there exist r 0 > r 1 > · · · > r m in P such that 0 = T ≥r0 ⋖ T ≥r1 ⋖ · · · ⋖ T ≥rm = A forms a maximal green sequence. Assume that N i is the minimal extending object of T ≥ri−1 such that T ≥ri = F ilt(T ≥ri−1 ∪ {N i }). By Theorem 3.3, we know that N i is stable, and we may, without loss of generality, assume that φ(N i ) = r i . Recall that for p ∈ P, the full subcategory A p is given by
It is shown in [4] that A p is a wide subcategory for each p ∈ P. In particular, we have the following result.
Proposition 3.4. With the assumptions and notations above, we have that A ri = F ilt(N i ) for each i with 1 ≤ i ≤ m.
Proof. Note that N i is stable with phase r i , then N i ∈ A p . Since A p is a wide subcategory, it is closed under extensions. Then we have that F ilt(N i ) ⊂ A p . On the other hand, if N ∈ A p is nonzero, then N admits a stable factor N ′ with phase φ(N ′ ) = φ(N ) = r i . Since φ is discrete at r i , then N ′ ∼ = N i . Therefore we have a short exact sequence 0 → L → N → N i → 0. Since N, N i ∈ A p and A p is closed under kernels, then L ∈ A p . Note that l(L) < l(N ), we may prove that N ∈ F ilt(N i ) by induction on length of N . Thus A ri = F ilt(N i ).
Note that φ(N 1 ) > φ(N 2 ) > · · · > φ(N m ), and for any X ∈ F ilt(N i ), X is semistable with phase r i . Then for each nonzero object in A, the filtration induced by φ (see Theorem 1.3) is the same as that induced by the maximal green sequence (see Theorem 2.13(v)) by the uniqueness of the filtration.
Corollary 3.5. With the assumptions and notations above, we have that set {N 1 , N 2 , . . . , N m } is a complete set of nonisomorphic φ-stable objects in A up to isomorphism.
Proof. It is enough to show that if M is an arbitrary semistable object in A, then M ∈ F ilt(N i ) for some 1 ≤ i ≤ m, and thus φ(M ) ∈ {r 1 , r 2 , . . . , r m } for some i. Since the filtration 0 M of M induced by the stability function φ is the same as the one induced by the maximal green sequence, then it is obvious that M ∈ F ilt(N i ) for some 1 ≤ i ≤ m, and thus φ(M ) ∈ {r 1 , r 2 , . . . , r m } for some i. In particular, since φ is discrete at each r i , then it is easy to see the set {N 1 , N 2 , . . . , N m } is a complete set of nonisomorphic φ-stable objects in A.
Maximal green sequences induced by central charges. Let
A be an abelian length category. If there is a maximal green sequence in A, then A admits finitely many simple objects up to isomorphism. Assume that S 1 , S 2 , . . . , S n be the complete set of the isomorphism classes of simple objects in A. Then we know that the Grothendieck group K 0 (A) is isomorphic to Z n . We may write [X] ∈ Z n for the image of X ∈ A. Note that for θ ∈ R n and X ∈ obj(A), we also denote by θ, X the inner product θ, [X] for simplicity.
A be a maximal green sequence in the abelian length category A, and N 1 , N 2 , . . . , N m be the corresponding complete hom-orthogonal sequence. If there exits vectors α ∈ R n and β ∈ R n >0 such that α, N i β, N i+1 < α, N i+1 β, N i that is, α,Ni β,Ni < α,Ni+1 β,Ni+1 for all i, then the maximal green sequence T is said to satisfy crossing inequalities. Proof. On one hand, suppose that T satisfies crossing inequalities. Let α ∈ R n and β ∈ R n >0 such that α, N i β, N i+1 < α, N i+1 β, N i for all i. We define a central charge Z : A → C which is given by Z(X) = α, X + i · β, X , where i = √ −1 and · , · is the canonical inner product on R n . Since β, X > 0 for any nonzero object X, the complex number Z(X) is in the strict upper half-space. Then we define a map φ : A * → [0, 1] which is given by φ(X) = argZ(X) π for any nonzero object X in A.
It is obvious that 0 < argZ(X) < π. Note that cotargZ(X) = α, X β, X .
For simplicity, we will write cotX for cotargZ(X). It is easy to see that for any two nonzero objects X and Y , φ(X) ≤ φ(Y ) ( φ(X) < φ(Y ) ) if and only if cotX ≥ cotY ( cotX > cotY , respectively ), which is also equivalent to α, X β, Y − α, Y β, X ≥ 0 ( > 0, respectively ). It is well-known that φ is a stability function. Indeed, it is obvious that
On the other hand, for any exact sequence 0 → L → M → N → 0 with L, M, N = 0, we have that
which implies that φ satisfies the seesaw property, and then φ is a stability function on A. Since α,N1 β,N1 < α,N2 β,N2 < · · · < α,Nm β,Nm and cotN i = α,Ni β,Ni for each i, we have that φ(N 1 ) > φ(N 2 ) > · · · > φ(N m ).
We claim that any nonzero object X in F ilt(N i ) is φ-semistable with phase φ(X) = φ(N i ). Since φ satisfies the seesaw property, then φ(X) = φ(N i ) and thus cotX = cotN i = α,Ni β,Ni for any nonzero object X ∈ F ilt(N i ). Suppose that L is a nontrivial subobject of X. By Theorem 2.13 (v), there is a unique filtration L:
Therefore L 0 = L 1 = · · · = L i−1 = 0 and thus l 1 = l 2 = · · · = l i−1 = 0. Notice that Then φ(L) ≤ φ(X) which implies X is φ-semistable. In particular, if X = N i , then we claim that Hom(N i , L) = 0. Otherwise, the composition N i → L ֒→ N i is nonzero and is an isomorphism, which is a contradiction since L is a nontrivial subobject of N i . Then L ∈ F i = (N 0 ⊕ · · · ⊕ N i ) ⊥ , and thus l i = 0 and the inequality (3.1) is strict. Then N i is φ-stable. By Theorem 2.13, for any nonzero object X ∈ A, there is a unique filtration of X:
, the filtration (3.2) of X induced by the maximal green sequence is the same as the unique one induced by the stability function φ as in Theorem 1.3. Then X i l /X i l−1 is the maximally destabilizing quotient of X. Hence the phase of the maximally destabilizing quotient of each nonzero object in A is in {φ(N 1 ), φ(N 2 ), . . . , φ(N m )}. For simplicity, we write φ(N i ) = r i for each 1 ≤ i ≤ m.
For each r ∈ [0, 1], recall that the torsion class T ≥r induced by φ is given by
In the following proof, we prove that T ≥ri = T i for each 1 ≤ i ≤ m. Note that φ(X ′ ) ≥ r i if and only if φ(X ′ ) ∈ {r 1 , r 2 , . . . , r i }. Suppose that Y is an arbitrary nonzero object in A, by considering the unique filtration of Y , it is easy to see that Y ∈ T k \T k−1 if and only if φ(Y ′ ) = r k , where Y ′ is the maximally destabilizing quotient of Y .
Let us prove that T ≥ri = T i for each 1 ≤ i ≤ m. Indeed, if X ∈ T i \{0}, then there exits j ≤ i such that X ∈ T j \T j−1 . Thus φ(X ′ ) = r j ≥ r i where X ′ is the maximally destabilizing quotient of X, and hence X ∈ T ≥ri . Conversely, if W ∈ T ≥ri , then φ(W ′ ) = r j ≥ r i for some j ≤ i where W ′ is the maximally destabilizing quotient of W , and hence W ∈ T j \T j−1 . Then W ∈ T i . Thus T ≥ri = T i for each 1 ≤ i ≤ m.
In particular, we have that T ≥rm = T m = A. On the other hand, take r 0 ∈ [0, 1] such that r 1 < r 0 < 1, it is obvious that T ≥r0 = T 0 = 0. Now it follows that the maximal green sequence T 0 ⋖ T 1 ⋖ . . . ⋖ T m is induced by the stability function φ.
Converesely, suppose that the maximal green sequence T is induced by a central charge
which is given by Z(X) = α, X + i · β, X , where α ∈ R n and β ∈ R n >0 . Then by definition, T is induced by the stability function φ Z . Let N 1 , N 2 , . . . , N m be the corresponding complete forward hom-orthogonal sequence. Then we have that φ Z (N 1 ) > φ Z (N 1 ) > · · · > φ Z (N m ) by Theorem 3.3, and thus cotargZ(N 1 ) < cotargZ(N 2 ) < · · · < cotargZ(N m ). This implies that
For a given maximal green sequence, it is hard to determine if it is induced by a central charge. Theorem 3.7 supports a possible way (but not complete) to construct a central charge which induce the given maximal green sequence. In the following, we give an example to show it is operable. We refer to [2] for basic concepts on c-matrices and maximal green sequences of a quiver. To give a maximal green sequence for mod(KQ), let us consider the maximal green sequence (2, 1, 4, 1, 2, 3) of Q first, and the corresponding mutations of c-matrices are given as follows. Recall that Igusa showed in [5] that for an acyclic quiver, there is a bijection between maximal green sequences of the quiver and CFHO sequences of its path algebra over an algebraically closed field, and precisely the correspondence claims mutated c-vectors of a maximal green sequence of the quiver correspond to dimension vectors of bricks in a CFHO sequence of the path algebra.
Then the sequence of mutated c-vectors above gives a complete forward hom-orthogonal sequence N 1 , N 2 , N 3 , N 4 , N 5 , N 6 in mod(KQ) satisfying that
By Theorem 2.12, the CFHO sequence N 1 , N 2 , N 3 , N 4 , N 5 , N 6 gives a maximal green sequence 0 = T 0 ⋖ T 1 ⋖ T 2 ⋖ T 3 ⋖ T 4 ⋖ T 5 ⋖ T 6 of mod(KQ), which is given by T i = F ilt({N 1 , N 2 , . . . , N i }).
For the maximal green sequence T : T 0 ⋖ T 1 ⋖ T 2 ⋖ T 3 ⋖ T 4 ⋖ T 5 ⋖ T 6 , we try to find α ∈ R 4 and β ∈ R 4 >0 such that the maximal green sequence T satisfies the crossing inequalities. Let us fix a positive integer vector β = (1, 1, 1, 1) T . Assume that α = (x 1 , x 2 , x 3 , x 4 ) T ∈ R 4 . Then α, N i · β, N i+1 < α, N i+1 · β, N i for 1 ≤ i ≤ 5, i.e., α, N 1 β, N 1 < α, N 2 β, N 2 < α, N 3 β, N 3 < α, N 4 β, N 4 < α, N 5 β, N 5 < α, N 6 β, N 6 are given by the following inequalities:
There are infinite many solutions of α. By Theorem 3.7, each of these solutions for α together with β = (1, 1, 1, 1) T can determine a central charge which can induce the maximal green sequence T : T 0 ⋖ T 1 ⋖ T 2 ⋖ T 3 ⋖ T 4 ⋖ T 5 ⋖ T 6 . For example, we may take α = (2, 1, 20, 3) T .
