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Abstract: In order to improve the accuracy of runoff forecasting，a hybrid algorithm combining PSO
and GA algorithm with optimizing artificial neural network structure，connection weights and bias
was proposed and used to establish a runoff forecasting model． This hybrid algorithm adopts training
samples and validation samples to share fitness in the evolutionary process． The algorithm was com-
pared with two forecasting models including PSO-ANN and GA-ANN through the actual examples of
Liuzhou runoff forecasting． The results show that the new approach has strong learning ability and
high generalization performance and can improve the accuracy of forecasting system effectively．
Thus，it is an effective modeling method to get high precision of runoff forecasting．





特征有明晰的了解和准确的把握，主要是因为径流过程表现出强烈的非线性特征。从 20 世纪 90 年代
以来，人工神经网络( Artificial Neural Networks，ANN) 方法，已经成功应用在大气学科、气候分析和径流





近年来，基于群体智能的粒子群算法( Particle Swarm Optimization，PSO) 和基于人类进化的遗传算法




敛现象，研究者提出了各种改进的 PSO 算法优化神经网络，其中由 KIＲABYAZ S 等［11］提出了一个新的
多维粒子群优化技术自动设计优化神经网络结构的方法具有很好的泛化能力; 由吴建生等［12］提出使用
BP 算法避免粒子群算法局部搜索过程中的收敛停滞现象建立优化人工神经网络的降水预报模型。遗
传算法［8］( Genetic Algorithm，GA) 具有良好的全局搜索和局部优化的特性。不同于传统的非线性优化
技术，遗传算法是为保留群体寻找一个更好的解决方法，已成功地应用在人工智能、搜索和优化等各个
领域［13］。其中由 SEDKI A 等［1］提出的基于实数编码的遗传算法的神经网络模型具有很好的径流预测
能力，并为训练神经网络提供一个很好的预测工具。在理论上，对于高维复杂优化问题，混合的群体智
能优化方法比单一的优化算法更能提高算法的性能［14］。为此本文针对复杂多维的柳江径流问题，提出





















xiwij + wj0 ) ) wjk + wk0 ，
其中 xi 是输入变量，wij 和 wjk 分别是输入与隐层神经元之间的连接权值和隐层与输出层之间的权值，






码部分的串是由 0 － 1 两个字符组成的，其中“0”表示是无连接，“1”表示是有连接，而实数编码部分直
接用变量范围内的实数表示，并把编码按一定的顺序级联成一个长串。
1. 2 PSOGA 混合算法进化人工神经网络
假定训练数据是 ( xi，yi )
N
i = 1 ，其中 xi ∈ Ｒ
n 是输入向量，yi 是输出值，N 是样本个数，首先把样本分
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成三个部分: 训练数据 T1 ，验证数据 T2 和测试数据 T3 ，适应度函数定义如下:





( yi － ŷi )[ ]2 ， ( 1)
其中，ŷi 是网络输出，该算法具体实现步骤如下:
① 初始化群体的位置和速度，随机生成 L 个体，每个个体是由两部分组成，即第一部分和第二部分
分别是群体的位置矩阵和对应粒子的速度矩阵; 其中群体位置矩阵包含连接结构矩阵和参数矩阵，图 2
为第 i 个个体粒子编码示意图。个体结构矩阵是二进制变量矩阵，它对应的连接权如存在，则该变量表
示为 1，否则为 0; 权重系数矩阵是浮点数矩阵，其值取［－ 1 1］上的均匀分布随机数，它是控制整个网
络的连接权值和偏置值的大小。
图 2 第 i 个个体粒子编码示意图
Fig. 2 The schematic diagram of the i individual particle code
其中由 0 － 1 组成的串为 m ，它的值可由输入节点个数的 1. 5 倍来确定，然而网络参数码主要是控
制网络的连接权重和偏置，粒子的位置串长和速度串长相同，均为:
L = n × m + m + m × p + p ，
其中 n 为输入节点的个数，p 为输出节点个数，该串对应一组网络结构和连接。
② 输入训练样本，根据式( 1) 计算每个粒子的适应度，并初始化个体经历最好位置 Pbest ( t) 和群体
经历的最好位置 Pgbest ( t) 。
③ 进行 PSO 优化过程，以此更新粒子的速度和位置，速度进化方程:
vij ( t + 1) = ωvij ( t) + c1 r1 ( Pbest ( t) － xij ( t) ) + c2 r2 ( Pgbest ( t) － xij ( t) ) ，
ω( t) = ωmax －




为了保证连接结构矩阵进化后仍然能取 0 或 1，依据文献［13］，连接结构位置进化方程取为:
xij ( t + 1) =
0， r≥ 11 + exp( － vij ( t) )




其中，r 为 ［0，1］均匀分布的随机数。对于实数编码位置进化方程为: 连接权位置进化方程为:
xij ( t + 1) = xij ( t) + vij ( t + 1) 。




xt+1i = αi × x
t
i + ( 1 － αi ) × x
t
i+1
xt+1i +1 = ( 1 － αi ) × x
t












i +1 是交叉后的个体，αi 是在区间 ［0，1］均匀分布的一个随机
353




i + βi ，




i 是交叉后的值，β 是在［0 － 1］的一个
随机数。






图 3 PSOGA-ANN 算法流程图
Fig. 3 Flowchart of the PSOGA-ANN algorithm
2 径流预报应用
笔者通过基于混合算法的人工神经网络建立径流预报模型，采用西江流域的柳江柳州观测点 2001
年 1 月 1 日 ～ 2005 年 12 月 31 日的每日平均水位数据建立模型，共 1 826 个，其中 2001 年 1 月 1 日 ～
2003 年 6 月 30 日数据作为训练数据，共 911 个; 2003 年 7 月 1 日 ～ 2004 年 12 月 31 日数据作为验证数
据，共 550 个; 2005 年全年数据作为检测样本，共 365 个。
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2. 1 算法参数设置和模型性能评价
本文基于 Windows XP 操作系统，Inter Core i5 处理器，CPU 为 3. 01 GHz，内存为 3. 00 GHz，利用
Matlab9. 0 开发环境，PSOGA 参数设置为: 训练总次数 100，粒子群群体个数 40，惯性权值为 2，学习因子
2，遗传算法的交叉概率为 0. 8，变异概率 0. 05。本文采用平均绝对相对误差 ( AAＲE ) ，均方根误差
( ＲMSE) 和相关性能系数( PＲC) 评价模型的性能，具体的数学表达式参见文献［12］。
根据径流水位时间序列建模方法( 即 AＲ 模型) ，是延迟 6 阶自回归模型，表达式如下:
xt = 1. 41xt－1 + 0. 892xt－2 + 0. 458xt－3 － 0. 191xt－4 + 0. 105xt－5 + 0. 043xt－6 + 4. 617 。





图 4 为 PSOGA-ANN 进化训练阶段训练样本的适应度和验证样本适应度随进化次数的变化曲线，
从图 4 训练样本适应度随着训练次数增加，越来越稳定趋向 1，验证样本的适应度会随着训练次数增
加，也逐渐稳定趋向 1，并且在进化过程有波动现象，由于训练样本采用是 PSO 全局进化，GA 局部进化
并保留最佳个体不至于破坏原来最佳个体，从训练样本适应度变化曲线可以看出，在前 10 次，适应度变
化很快，在 10 ～ 30 次时，适应度变化较慢，在 31 次时，适应度较大再次增加，这些现象进一步说明，在利
用 PSOGA 进化 ANN 过程，适应度变化会有停滞情况，及陷入局部解，而随着遗传算法局部搜索，可以使
得进化过程跳出局部解。
图 4 PSOGA-ANN 适应度变化曲线
Fig. 4 The fitness curve of PSOGA-ANN
图 5 ～ 图 8 是 AＲ( 6) ，GA-ANN，PSO-ANN 和 PSOGA-ANN 四种不同预报模型柳江径流水为 365 个
检测样本预测结果图。从图 5 ～ 图 8 的对比可以看出，PSOGA-NN 模型对 365 个检测样本的预测输出与
实际值具有良好的一致性。
图 5 AＲ( 6) 模型预测效果
Fig. 5 The predicted effect of AＲ( 6)
图 6 GA-ANN 模型预测效果
Fig. 6 The predicted effect of GA-ANN
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图 7 PSO-ANN 模型预测效果
Fig. 7 The predicted effect of PSO-ANN
图 8 PSOGA-ANN 模型预测效果
Fig. 8 The predicted effect of PSOGA-ANN
表 1 给出 AＲ( 6) 、GA-ANN、PSO-ANN 和 PSOGA-ANN 四种不同模型对训练样本、验证样本和检测样
本各项评价指标的结果，从中可以看出，在所有预报模型中，PSOGA-ANN 模型无论是训练样本的拟合，验
证样本的校验和检测样本的预测，其结果都是最好的。评价指标 PＲC 是相关性能系数，主要衡量模型趋势
性能，从表中看出，PSOGA-ANN 的 PＲ 值最大，说明模型可以刻画径流变化趋势，跟踪水位变化过程。
表 1 4 种模拟和预测降水预报的性能统计





















AＲ( 6) 0. 510 1 0. 789 1 0. 899 3 0. 722 5 1. 031 2 0. 848 7 1. 172 0 1. 374 6 0. 766 7
GA-NN 0. 351 3 0. 579 2 0. 947 1 0. 488 4 0. 721 3 0. 929 7 0. 928 3 1. 049 0 0. 859 7
PSO-NN 0. 353 1 0. 546 5 0. 952 0 0. 486 9 0. 687 8 0. 936 2 0. 832 9 0. 964 3 0. 882 8








② 利用 PSO 全局搜索，GA 局部搜索可以加速算法收敛到最优解，而且避免 PSO 算法过早收敛、跳
出局部最优解，提高了人工神经网络的性能，对比结果可以看出，相对单纯 PSO 进化人工神经网络，单
纯 GA 进化神经网络来说，PSOGA-ANN 能更准确刻画出径流变化趋势，具有较高的预测性能，所以该模
型可以作为一种获得更高预测精度的径流预报建模工具。
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