can only be computed by means of approximate techniques [3] .
Existing approximate techniques can be classified into two categories [3] : finite truncated and generalized truncated techniques. Examples of the finite truncated approach are the technique proposed in [4] and its generalization in [5] . Those approximations are based on the reduction of the infinite state space to a finite one by aggregating states. On the other hand, generalized truncated techniques maintain the infinite state space, but they simplify it beyond a given level. This category includes the techniques proposed in [3] , [6] , and [7] . In this paper, we present a novel approach and compare it with all these previous proposals in terms of accuracy and computation time.
II. Value Extrapolation Technique
All the previously mentioned approaches rely on the numerical solution of the steady-state Kolmogorov equations of the continuous time Markov chain that describes the system under consideration. Very recently, however, an alternative approach for evaluating infinite state space Markov processes was introduced in [8] . The new technique, value extrapolation (VE), does not rely on solving the global balance equations but considers the system in its Markov decision process setting.
We developed the VE technique to solve a multiserver retrial system. In our model, users arrive according to a Poisson process with rate λ contending for access to a system with C servers. Users request an exponentially distributed service time with rate μ. When a new request finds all servers occupied, it joins the retrial orbit. After an exponentially distributed time of rate μ r , this user retries. The retrial is successful if it finds a free server. We consider an infinite capacity for the retrial orbit. This model can be represented as a bidimensional continuous time 
Markov chain, S:={s=(k, m): k≤C; m∈Z + }, where k is the number of users being served, and m is the number of users being served in the retrial orbit.
In a Markov decision process framework, after performing an action in state s, the system collects a revenue for that action (r(s)). As the number of transitions increases, the mean revenue collected converges to r, which is the mean revenue rate of the process. We choose the revenue function so that r yields the performance metric we want to compute. The relative state value (v(s)) tells how much greater the expected cumulative revenue over an infinite time horizon is when the system starts from the initial state s in comparison with r.
Revenues, relative state values, and transition rates from state s to s' (q ss' ) are related by the Howard equations [9] :
The number of states is infinite, as m can take any value in Z + ; thus, we need to truncate the state space to S T :={s=(k, m): k≤C; m≤Q}. The transition diagram that is obtained is shown in Fig. 1 . Unlike traditional truncation, that sets q ss' =0 ∀s'∉S T , VE performs a more efficient approximation by considering the relative state values outside S T that appear in the Howard equations (v (C, Q+1) ) as an extrapolation of some relative state values inside S T . It is important to choose an extrapolating function that makes the Howard equations remain a closed system of linear equations. The most common extrapolating functions that accomplish this are polynomials.
To extrapolate v Q+1 , we have used an (n-1)th degree polynomial that interpolates the n points in {(i, Making x=Q+1 to extrapolate the desired value, we obtain v Q+1 =2v Q -v Q-1 . In general, using the Lagrange basis to reduce the complexity, and after some algebra, we obtain a simple closed-form expression for the extrapolated value:
After several tests, we have observed that taking higher values of n improves the result, but the rate of improvement diminishes with n. In this sense, we have chosen n=9.
As we are interested in the blocking probability (P b ), the revenue function has been chosen from those states in which an attempt is blocked, namely, r(C, m)=1 ∀m, and zero elsewhere. Then we can compute P b (r=P b ) solving the linear system of equations consisting of the |S T | Howard equations.
III. Results and Discussion
We compare the proposed technique with those methods that we think have had more impact in the literature, namely, the proposals in [3] , [5] [6] [7] referred to as AP, FM, Fal, and NR, respectively. In all cases the truncation/homogenization is done beyond level Q. We have studied all those techniques in a wide range of scenarios. Letting ρ=λ/(Cμ), we have studied different system loads (ρ) by modifying λ and keeping C=10 and μ . As expected, all techniques converged to the same value in the performance parameter under study.
The minimum values of Q needed to obtain ε Pb < 10 -8 for the different techniques are shown in Table 1 , while Fig. 2 depicts the relative error as a function of Q. We conclude that AP is the best technique proposed so far (without taking into account VE). If we compare AP and VE, we conclude that VE greatly outperforms AP for low values of μ r . For high values of μ r , the results are not so clear: AP outperforms VE for low values of Q, but for high values, VE is the best choice.
From a practical perspective, it is perhaps more interesting to consider accuracy along with computation cost. We must highlight that the resolution methodology plays a fundamental role in this aspect. We have made use of the block tridiagonal structure of the techniques FM, NR, and Fal by using the algorithm proposed in [10] . To solve AP, we have used the algorithm proposed in [3] , and to solve the system of equations in VE, we have used an LU factorization. Figure 3 shows a joint representation of accuracy and computation time using an Intel Pentium IV 3.2 GHz running Matlab. As the figure shows, VE yields much higher accuracy than any other technique for a given computation time. Therefore, the application of the VE approach can be strongly recommended, especially in those cases where computation time is a concern due to the size of the system and/or the number of times the basic algorithm has to be applied.
IV. Conclusion
In this paper we propose a novel technique, called VE, to solve retrial systems. It relies on the solution of the Howard equations instead of the balance equations. Results show that VE outperforms previous approaches in both accuracy and computation time, so its use is strongly recommended. 
