Introduction
The subject of Higher Order Statistics (HOS) has received much attention in recent years. HOS techniques have been applied to many signal processing problems, in the belief that the properties of HOS measures will o er advantages over traditional second-order processing. Speech processing (our area of interest) is no exception, and several applications of HOS techniques to speech processing problems have been published. For each application, the motivation behind the use of HOS techniques rather than second-order techniques has been one of the following : Type 1 HOS techniques provide a noise-robust way of obtaining measures which are traditionally obtained from second-order techniques. Type 2 HOS techniques which provide information which is simply not available at second-order.
The majority of the published work on HOS and speech has been of Type 1, with far fewer of Type 2. The techniques described in the Type 1 papers are typically based on parametric signal representations. Recently, however, doubts have been raised 3, 4] as to the generality of HOS techniques based on such representations. On the other hand, most of the Type 2 HOS techniques are nonparametric. This paper is concerned with the use of Type 2 HOS techniques to extract information from a signal which is not normally available using second-order techniques. Our particular research interest is in speech processing, but the work described here is of a general nature, and should be applicable to many types of signals.
De nitions
The bicoherence b(k; l) of a stationary, zero-mean signal x(n) is de ned by 6] where X(k) is the Discrete Fourier Transform (DFT) at frequency k. The bicoherence can be estimated from a single data record by using a Welch segment-averaging approach. The data of length N tot is divided into K segments of length N. The estimate is then formed from 5] (2) in which P P K i=1 and X(k) = X i (k). The bicoherence has the following interesting properties b (k; l) is complex, and has two frequency indices. Together, (k; l) de ne a particular bifrequency. 0 <b(k; l) < 1 6] . Under certain assumptions (discussed below) j b(k; l) j 2 is a measure of the degree of Quadratic Phase Coupling (QPC) 5].
As the bicoherence is complex, it has phase and magnitude information. Its phase (k; l) is called the biphase. Re-writing the DFT X(k) in modulus-phase form X(k) =j X(k) j e k it is easy to show that the biphase (k; l) = k + l ? k+l .
Bicoherence-based tests for QPC have previously been based on the squared bicoherency 5] and the phase of the bicoherence 6]. Before discussing these matters further an example of a QPC process will be discussed.
Nonlinearities and Quadratic Phase Coupling
Quadratic Phase Coupling (QPC) can occur in a signal as a consequence of nonlinearities in the signal production mechanism. For example consider the simple nonlinear signal model shown in Figure 1 . The signal can be described as follows (3) where v(n) is measurement noise. Now for a very simple signal in which m = 2 and x 1 (n) = cos(2 ! 1 n + 1 ); x 2 (n) = cos(2 ! 2 n + 2 ); ::other terms:
The rst three terms in the last line of Equation 4 show that as a result of the squaring operation, there are components in the output signal y(n) at the three frequencies ! 1 ; ! 2 and ! 1 + ! 2 . Furthermore, the phase at the sum frequency ! 1 +! 2 is simply the sum of the phases of the component frequencies.
Referring back to equation 1 it is apparent that the numerator of the bicoherence will peak at the bifrequency (! 1 ; ! 2 ), and the biphase (k; l) at that frequency will be zero. This result forms the basis of detectors which use the bicoherence as a QPC detector.
QPC detection and Phase Randomization
Kim and Powers 5] use the magnitude of the bicoherence as a detector for QPC. It has been pointed out recently 7, 8] that the performance of this detector depends crucially on whether or not the phase randomization (PR) assumption made by 5] is applicable to the signal of interest.
The PR assumption states that the phases of the sinusoids which form the signal (the x(n)'s in Figure 1 ) are randomized in each of the K analysis frames. The consequences of this assumption are most easily considered in the complex bicoherence plane. Consider a signal composed of a simple summation of sinusoids.
We consider several versions of this signal, as summarised in Table 1 . At the bifrequency (! 1 ; ! 2 ) the complex bicoherence can be represented by a single point in the complex bicoherence plane. For each of the signals y i (n)(i = 1; 2; 3; 4) there is signal energy at each frequency ! 1 , ! 2 and ! 1 +! 2 and so the bicoherence magnitude for each analysis frame will be unity, so in the complex plane the bicoherence will occupy some position on the unit circle. Figure 2 shows schematically the di erences between the four signals. For each of the rst four frames, the gure shows the complex bicoherence at bifrequency (! 1 ; ! 2 ) as a vector in the complex plane. It is important to remember that for each signal there is the same energy at the three frequencies ! 1 , ! 2 and ! 1 + ! 2 , so these signals have identical power spectra. y 1 (n) This signal exhibits no QPC, and as there is PR, the complex bicoherence vector for each frame is di erent to the previous frames. With averaging, the numerator of the bicoherence tends to zero, and so the bicoherence magnitude tends to zero. y 2 (n) This signal exhibits no QPC, but as there is no PR, the biphase is the same for every frame (and (! 1 ; ! 2 ) takes a value determined by the inital relationship between the signal phases.)
Consequently the bicoherence takes magnitude 1, but the biphase will be non-zero 3 . y 3 (n) This signal exhibits QPC, and there is PR. For each frame the biphase is zero, and so in the complex plane the bicoherence has a zero imaginary part. y 4 (n) This signal also exhibits QPC, but there is no PR. In this case the biphase is also zero for every frame.
It is relevant to note here that the bicoherence magnitude detector 5] detects QPC in signals y 2 (n) (wrongly), y 3 (n) (correctly) and y 4 (n) (correctly). This erroneous association of bicoherence magnitude and QPC has previously been taken as proof of the nonlinearity of speech 9].
A QPC detector
The results presented above suggest that it would be sensible to detect QPC by checking both for signi cant bicoherence magnitude and zero biphase. A recent test 7] has been proposed, but this requires estimates of the background noise spectrum, which will in general be poor unless the signal contains very few narrowband components. Here a detector is described which is based on the simulation results reported by Sebert and Elgar 2] . The strengths and weaknesses of this detector will then be discussed. The detector is comprised of two parts 
The critical regions for these two tests can be overlaid to de ne an acceptance region for QPC, as shown in Figure 3 .
Results
The performance of the test has been assessed by using Monte-Carlo simulations in the following way. Multiple instances of the signals y 1 (n) y 2 (n) y 3 (n) and y 4 (n) under a variety of SNR's 4 were generated, and the following parameters were noted.
The number of QPC hits at (! 1 ; ! 2 ). The number of near-miss hits at (! 1 ; ! 2 ) = 0; 1; 2.
Total number of QPC hits in the whole IT region. 4 We comment here that the narrowband nature of the signal and the broadband nature of the noise, means that the SNR quoted here is an underestimate of the true SNR per unit bandwidth, and that in future a bandwidth-based SNR should be used. Table 2 : Proportion of QPC detections at (! 1 ; ! 2 ) from 100 Monte-Carlo simulations. 100 simulations were used for each result in the tables which follow. The data length was 4096 points, divided into 64 segments each of 64 points, with no overlap. The Hamming window was used to reduce leakage, and the thresholds for magnitude and phase detection were set at 0:1% and 5% respectively.
signal QPC PR
The proportion of QPC hits at (! 1 ; ! 2 ) are shown in Table 2 , which shows that for y 1 (n) and y 2 (n) there are very few detections. For y 1 (n) the rst part of the QPC test (the Hinich \Gaussianity" test) rejects all 100 signals, since there is PR and so the phases add destructively. For y 2 (n) most signals are accepted by the Hinich test, but rejected on the grounds that they have non-zero phase. This is why there are a small number of acceptances for y 2 (n). Note that a magnitude-only based test would accept all y 2 (n) signals as showing QPC. An interesting mechanism explains why the QPC detections for signal y 2 (n) increase as the SNR decreases. Referring back to equation 7 it is the estimated bicoherence magnitude, and not the true bicoherence magnitude, which determines the width of the zero-phase acceptance region. As the SNR decreases, jb 2 (k; l) j decreases, and so the acceptance region widens (see Figure 3) . As the acceptance region widens so the number of erroneous detections increases, which is why the number of detections for y 2 (n) increases as the SNR decreases. y 3 (n) and y 4 (n) show a fairly high detection rate, which seems fairly immune to the background noise level. However, the magnitude-only detector achieves a 100% detection rate (results not shown) for these signals. However, in the authors' view this slight reduction in the performance for cases y 3 (n) and y 4 (n) is compensated for by the vastly improved performance for signal y 2 (n).
It is also relevant to consider the QPC detections at other bifrequencies, since these give some indication of the false-alarm properties of the detector. Table 3 shows one subset of the results, with an SNR of 0dB. The column of numbers of direct hits is the number of times in 100 runs that QPC was detected at (! 1 ; ! 2 ) 5 . The number of near hits is the number of times QPC was detected in the frequency bins around (! 1 ; ! 2 ), and the last column gives the number of times QPC was detected anywhere in the IT region (approximately 256 bifrequency bins). The use of the Hamming window was chosen because it reduces sidelobes, which can cause large e ects in bispectrum estimation 10]. However, soft windows such as the Hamming window e ectively amplitude-modulate the signal, and spread signal energy across frequencies. This results in the bicoherence content of each bifrequency bin becoming correlated with that of neighbouring bins. This e ect can be seen in Table 3 . In signals which exhibit QPC (y 3 (n) and y 4 (n)) the number of exact hits in 100 Monte-Carlo runs is 89, but the number of near hits is much larger (629 or 622). In fact there was at least one near-hit QPC detection for every realisation of signals y 3 (n) and y 4 (n). Thus it may be possible to improve the performance of the QPC detector allowing near-neighbour detections to contribute to the QPC decision. However, by allowing near-neighbours to contribute, it should be remembered that this will increase the probability of false alarm. This can be seen from the fact that the number of near-hits for y 2 (n) is quite high (23). 5 These numbers, divided by 100, give the 0dB entries in the previous 
Conclusion
In this paper the QPC detector of Sebert and Elgar 2] has been incorporated into a formal test procedure, and the performace of this detector has been analysed. A new visualisation of the problems involved has been presented based on the complex bicoherence plane. It has been shown that for signals which do not exhibit phase randomization (PR) that the detector described here performs much better than a bicoherence magnitude-only detector 5]. However, for signals which do exhibit PR the detector described here performs slightly worse than the magnitude-only detector.
