Background {#Sec1}
==========

In most clinical studies, sample size calculations are important at the study design stage \[[@CR1]--[@CR3]\]. A typical objective of such studies is to test for a difference in the distribution of some outcome of interest between two or more groups using a hypothesis test. A sample size calculation helps to ensure that a study has the correct power to reject the null hypothesis, thereby providing conclusive evidence of a true difference between groups, where such evidence exists. Where a study does not have a high level of power, the probability of rejecting the null hypothesis is low and, as a result, evidence in support of a difference between groups may not be detected.

For studies in which the outcome of interest has a continuous distribution, a two-sample t-test is often used to test the null hypothesis that the mean outcome is the same for two groups. Use of the two-sample t-test relies on an underlying assumption that this outcome is normally distributed. The required sample size is then calculated on the basis of a pre-specified minimum clinically significant difference in means between groups and an estimate for the variance of the outcome (or, equivalently, a standardised mean difference), together with a desired hypothesis test power and significance level. However, many health care outcomes are not normally distributed and instead have skewed distributions. For example: quality-of-life measures \[[@CR4]\], tumour size or features in cancer patients \[[@CR5], [@CR6]\] and time outcomes \[[@CR7], [@CR8]\], amongst many others. For such data, non-parametric tests might be considered (for example, a Mann-Whitney U test) although such tests may be affected by a reduced power and can require a substantial inflation of the sample size \[[@CR9], [@CR10]\]. Alternatively, outcomes may be transformed to obtain a normal distribution and enable the use of a two sample t-test. For positively skewed outcome data, a common transformation is the natural logarithm of the outcome \[[@CR11]\] with a t-test then used to test the null hypothesis that mean values on the log-transformed scale are equal. In this case, standard sample size calculations based on t-tests or Z-tests are performed for the transformed data, using pre-specified means and variances on the log-scale.

A potential problem with taking this approach can be specifying accurate or appropriate values of standardised mean differences (or, equivalently, group means and standard deviations) for the log-transformed outcomes. Often, it may be more natural for health care practitioners or trialists to have knowledge of such values on the untransformed scale, since these typically represent more clinically relevant or meaningful measures. A natural choice for summarising skewed data on the untransformed scale is the median. Unlike the mean, the median is not unduly influenced by extreme values. Estimates of medians are likely to be more readily available and interpretable than the alternative of specifying means on the log-scale. In addition, specifying variances of untransformed values is also likely to be easier for a study's research team and probably more accurate than the specification of variances on the log-scale.

Here, we describe how a sample size can be calculated for a two group comparison of a log-normal outcome, based on estimates of the median outcome and untransformed standard deviation in each group and evaluate this approach in a variety of settings. The method is relevant for both randomised trials and observational studies where we plan to test the null hypothesis that log-scale means are equal or, equivalently, the null hypothesis that medians on the untransformed scale are equal. The approach can be extended using usual methods to incorporate other complexities such as clustering, unequal allocation or adjustments for confounding.

Methods {#Sec2}
=======

We assume that we have a study for which the outcome of interest is positively skewed and that we wish to perform a hypothesis test that compares outcomes between two independent groups, for example, a parallel-group randomised controlled trial in which outcomes are compared for a placebo group and an active treatment group. Throughout, we define the two groups as groups 1 and 2. Furthermore, for simplicity, sample size calculations are performed assuming that these groups are equally sized. Assuming that each group has size *n*, we denote *T* ~*ij*~ as the positively skewed outcome value for individual *i* (*i*∈{1,...,*n*}) in group *j* (*j*∈{1,2}). We assume that, in each group, the primary outcome *T* ~*ij*~ has a log-normal distribution. That is $$\documentclass[12pt]{minimal}
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To compare groups, the usual null (H~0~) and alternative (H~1~) hypotheses tested would be: $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{*{20}l} ~&\mathrm{H}_{0}: \mu_{1}=\mu_{2};\\ \text{versus}&~\\ ~&\mathrm{H}_{1}: \mu_{1}\neq\mu_{2}. \end{array} $$ \end{document}$$

In words, this denotes a test of the null hypothesis that the log-scale means are equal for groups 1 and 2 against a two-sided alternative. For a log-normal distribution, this test is equivalent to a test of the null hypothesis that the medians of the untransformed outcomes are equal for groups 1 and 2.

This test could be performed using a two-sample t-test between groups with the log-transformed outcome values. A standard sample size calculation for such a test would rely on the specification of a minimal clinically relevant difference in mean log-transformed outcome values between groups together with an estimate of the variance of the log-transformed primary outcome values for each group. For many outcomes, health care researchers or clinicians may not be familiar with their outcome on the log-scale and may find it difficult to specify the requested estimates. In contrast, clinicians may have a more precise idea of the approximate median outcome value for each group together with an appreciation of the variance of the untransformed outcome values, perhaps from pilot studies, clinical observation/expertise or results in relevant literature. Alternatively, an estimate of the median for the control group could be specified, together with an anticipated difference in the median values between groups for the other group on conclusion of the study.

Where outcome data have a log-normal distribution, the mean of the log-transformed outcome can be easily calculated as the natural logarithm of the median on the untransformed scale. However, it is more challenging to recover the variance of the log-transformed outcomes and, in many cases, pre-specifying variances of log-transformed outcome data may not be straightforward. We now demonstrate how the sample size calculation for a two group t-test comparison of a log-normal outcome can be obtained using medians and variances specified for each group on the untransformed scale. We define $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{*{20}l} m_{j} &= \text{~ }\\ &\qquad\text{outcome for group {j};}\\ \phi^{2}_{j} &= \text{~Variance of the untransformed primary}\\ & \qquad\text{outcome for group {j}.} \end{array} $$ \end{document}$$

It can be shown (see Additional file [1](#MOESM1){ref-type="media"}, or \[[@CR12]\]) that $$\documentclass[12pt]{minimal}
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                \begin{document} $$m_{j} = \exp(\mu_{j}), $$ \end{document}$$ due to the symmetry of the distribution of log(*T* ~*i*~). In other words, for a log-normal random variable, the population-level geometric mean (log-scale mean) is equal to the population median. As a result, on specification of approximate median values of the primary outcome for the two groups, the difference in means on the log-scale is written $$\documentclass[12pt]{minimal}
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Here, *τ* corresponds to the minimal clinically important difference in the primary outcome on the log-scale, but we note that this has been constructed using median values of the untransformed primary outcome, which may be easier to pre-specify. The variance of the untransformed outcome for group *j* is $\documentclass[12pt]{minimal}
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                \begin{document}$\phi ^{2}_{j}$\end{document}$ and, as mentioned previously, it is likely that the variance of an untransformed outcome is easier and more meaningful to pre-specify than that of transformed outcome variable. It can be shown (see 'Additional file [1](#MOESM1){ref-type="media"}') that the variance of the log-transformed primary outcome for group *j*, $\documentclass[12pt]{minimal}
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                \begin{document} $$ \sigma_{j}^{2} = \log\left(\frac{1}{2}+\sqrt{\frac{1}{4}+\frac{\phi^{2}_{j}}{m_{j}^{2}}} \right).  $$ \end{document}$$

To compare groups, a two-sample t-test is performed using log-transformed outcome variables. The hypotheses are given by $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{*{20}l} ~&\mathrm{H}_{0}: \mu_{1}=\mu_{2};\\  \text{versus}&~\\  ~&\mathrm{H}_{1}: \mu_{1}\neq\mu_{2}. \end{array} $$ \end{document}$$

In other words, the test is of the null hypothesis that the log-scale means are equal. We note that *μ* ~*j*~= log(*m* ~*j*~) (*j*∈{1,2}) and, as such, this test may be used to test the null hypothesis of equal medians on the untransformed scale. Taking the standard sample size calculation formula for a two-sample t-test with equal group sizes \[[@CR13]\] and using ([1](#Equ1){ref-type=""}) and ([2](#Equ2){ref-type=""}), the number of patients per group (*n*) is given by $$\documentclass[12pt]{minimal}
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Here, *z* ~*ε*~ denotes the value such that $\documentclass[12pt]{minimal}
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                \begin{document}$\mathbb {P}(Z>z_{\epsilon }) = \epsilon $\end{document}$ for a standard normal random variable $\documentclass[12pt]{minimal}
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                \begin{document}$z_{\frac {\alpha }{2}}$\end{document}$ and *z* ~*β*~ denote quantiles pertaining to a significance level of 100*α* *%* and power of 100(1−*β*)*%*. To summarise, Eq. ([4](#Equ4){ref-type=""}) allows a sample size calculation to be performed easily for a two group comparison of untransformed medians or log-scale means on pre-specification of untransformed medians, *m* ~1~ and *m* ~2~ and untransformed standard deviations *ϕ* ~1~ and *ϕ* ~2~.

A common approach taken when conducting sample size calculations for normally distributed outcomes is to assume a common standard deviation for the outcomes in both groups. With the method considered in this paper, an assumption of common standard deviation values for the untransformed outcomes (i.e. *ϕ* ~1~=*ϕ* ~2~) would still imply that the standard deviations of the transformed outcomes (*σ* ~1~ and *σ* ~2~ in Eq. ([2](#Equ2){ref-type=""})) are different, owing to the expected difference between *m* ~1~ and *m* ~2~. In addition, the formula for the sample size given in Eq. ([4](#Equ4){ref-type=""}) is based on a normal distribution but where the hypothesis test of interest is a two-sample t-test. As a result, for smaller sample sizes, it may be sensible to increase the sample size slightly, in line with other sample size calculation methods for a two-sample t-test.

The method presented in Eq. ([4](#Equ4){ref-type=""}) is not only applicable to situations where a comparison of medians between groups is desired. The relationship between the untransformed median and the log-scale mean for a log-normal distribution also implies that the method is useful for situations in which linear regression models are fitted to log-transformed data and used for inference under an assumption that the log-transformed outcomes are approximately normally distributed. Such models are used frequently in medical statistics.

To explore and evaluate the accuracy of Eq. ([4](#Equ4){ref-type=""}) as a method for sample size calculation, we perform a simulation study in which the power of the hypothesis test can be estimated in a variety of scenarios and compared to other common approaches.

Simulation study {#Sec3}
================

To perform the simulation study, pre-specified values of untransformed median values (*m* ~1~ and *m* ~2~) were chosen together with corresponding untransformed standard deviations *ϕ* ~1~ and *ϕ* ~2~. Using these parameters, and for a chosen power and significance level, a sample size *n* was calculated analytically using the method outlined in "[Methods](#Sec2){ref-type="sec"}" section, specifically Eq. ([4](#Equ4){ref-type=""}). The aim was to assess whether or not the analytically derived sample size would attain the desired level of power when a two-sample t-test comparing log-transformed outcomes between groups is performed. The null and alternative hypotheses for this test were specified in the previous section ([3](#Equ3){ref-type=""}). In addition, we aimed to compare this test to a Mann-Whitney U test and a two-sample t-test that compared untransformed outcomes between groups. The algorithm for the simulation process was as follows: At random, draw *n* values from the distribution $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{*{20}l} \mu_{j} &= \log(m_{j});\\ \sigma^{2}_{j} &= \log\left(\frac{1}{2}+\sqrt{\frac{1}{4}+\frac{\phi_{j}^{2}}{m_{j}^{2}}}\right). \end{array} $$ \end{document}$$The two sets of drawn values are denoted (*T* ~11~,...,*T* ~*n*1~)^*T*^ and (*T* ~12~,...,*T* ~*n*2~)^*T*^ respectively.The corresponding log-transformed values are computed as *Y* ~*ij*~= log(*T* ~*ij*~), producing two sets of log-transformed outcomes (*Y* ~11~,...,*Y* ~*n*1~)^*T*^ and (*Y* ~12~,...,*Y* ~*n*2~)^*T*^. These are compared using a two-sample t-test of the null hypothesis that *μ* ~1~=*μ* ~2~ (equivalently, *m* ~1~=*m* ~2~ on the untransformed scale) against a two-sided alternative and assuming a 5% significance level. The outcome of the test is recorded using a binary variable (1 = 'reject the null hypothesis', 0 = 'retain the null hypothesis'). In each case, a two-sample t-test is performed to compare log-transformed outcomes between groups. In addition a Mann-Whitney U test and a two-sample t-test are performed using untransformed outcomes for comparative purposes.Steps 1--2 are repeated *N*=100000 times and the power of the corresponding hypothesis test is calculated as the proportion of these repeated tests for which the null hypothesis is rejected.

Results {#Sec4}
=======

Table [1](#Tab1){ref-type="table"} shows results of the simulation study for various pre-specified median outcome values and standard deviations. The column '*n*' denotes the analytically derived sample size calculated using Eq. ([4](#Equ4){ref-type=""}). The columns 'log t-test', 'M-W test ' and 't-test' denote the estimated hypothesis test powers for the t-test on log-transformed outcomes, the Mann-Whitney U test on untransformed outcomes and the t-test on untransformed outcomes, respectively, between groups. Examining Table [1](#Tab1){ref-type="table"}, for larger sample sizes the two-sample t-test of the log-transformed outcomes between groups appears to have a power close to the nominal power value (either 0.8 or 0.9). For smaller sample sizes the power is sometimes slightly less than the nominal value. In such situations, it would be advisable to increase the sample size slightly, perhaps by one or two individuals in each group, to ensure that the desired level of power is attained. This issue is likely to be caused by the fact that the sample size calculation in Eq. ([4](#Equ4){ref-type=""}) uses normal distribution quantiles $\documentclass[12pt]{minimal}
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                \begin{document}$z_{\frac {\alpha }{2}}, z_{\beta }$\end{document}$ but the hypothesis test that is performed is a two-sample t-test. This would also affect any sample size calculation where a normal approximation is used and the sample size is small and is not specific to the approach taken in this work. Table 1Simulation study resultsSignificance level = 0.05, Power = 0.8Estimated power from simulation study*m* ~1~*m* ~2~*ϕ* ~1~*ϕ* ~2~*n*log t-testM-W testt-test11.50.50.5140.7810.7550.69011.250.50.5510.7970.7760.66411.10.50.53030.8010.7810.63910.50.40.490.7880.7240.68710.70.40.4230.7940.7720.66210.90.40.42040.8000.7810.66910.60.30.390.7910.7280.72810.70.30.3150.8000.7620.72310.80.30.3320.7970.7730.71310.750.250.25150.7840.7470.72910.880.250.25630.7970.7760.73710.940.250.252500.8000.7810.741Significance level = 0.05, Power = 0.9Estimated power from simulation study*m* ~1~*m* ~2~*ϕ* ~1~*ϕ* ~2~*n*log t-testM-W testt-test11.50.50.7230.8880.8730.84711.250.50.7870.8980.8830.91011.10.50.75300.9000.8860.99210.50.60.4140.8900.8720.80010.70.60.4400.8970.8820.87510.90.60.43830.9000.8860.99310.60.50.3160.8960.8740.86710.70.50.3280.8940.8770.89710.80.50.3650.8960.8800.94610.750.40.25290.8920.8750.90610.880.40.251310.8980.8820.97010.940.40.255370.9000.8830.998Here, *m* ~1~,*m* ~2~ are pre-specified untransformed median values for groups 1 and 2, with *ϕ* ~1~,*ϕ* ~2~ corresponding untransformed standard deviations. The column '*n*' denotes the analytically derived sample size calculated using Eq. ([4](#Equ4){ref-type=""}). Estimated powers are shown for a two-sample t-test of log-transformed outcomes ('log t-test'), a Mann-Whitney U test of untransformed outcomes ('M-W test') and a two-sample t-test of untransformed outcomes ('t-test')

The 'M-W Test' column shows that a Mann-Whitney U test on untransformed outcomes does not attain the expected power in all situations, being smaller than the desired level of power in each case. We would expect this and, consequently, suggest a suitable adjustment to the sample size calculation if a Mann-Whitney U test or other non-parametric hypothesis test were used \[[@CR9], [@CR10]\]. Furthermore, we note that the Mann-Whitney U test may be viewed as a test of a shift in location of the outcome variable's probability distribution between groups. As such, it may not be desirable to consider a Mann-Whitney U test in situations where the untransformed variances differ between groups. However, in Table [1](#Tab1){ref-type="table"} estimated powers from the Mann-Whitney U test are not typically worse for simulation scenarios where *ϕ* ~1~≠*ϕ* ~2~ when compared to scenarios where *ϕ* ~1~=*ϕ* ~2~. Hence, the issue of different variances between groups does not appear to have been too problematic here.

When considering the 't-test' column of Table [1](#Tab1){ref-type="table"}, where the untransformed standard deviation values are equal for groups 1 and 2 (*ϕ* ~1~=*ϕ* ~2~), a two-sample t-test of untransformed outcomes consistently fails to attain the desired level of power, even when the sample size is large. However, where untransformed standard deviation values are different (*ϕ* ~1~≠*ϕ* ~2~) we see that there are some scenarios where a power greater than the pre-specified power is attained. We note that the two-sample t-test tests the null hypothesis that the untransformed population mean values are equal. Here, for untransformed log-normal outcomes, the population mean for group *j* is given by $\documentclass[12pt]{minimal}
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                \begin{document}$\phi _{1}\neq \phi _{2}{\left (\text {implying that}~\sigma _{1}^{2} \neq \sigma _{2}^{2}\right)}$\end{document}$, the null hypothesis for a two-sample t-test of untransformed outcomes would never be true. This explains why the estimated power can be considerably higher than the pre-specified value in this situation. Naturally, we would not usually recommend a two-sample t-test on untransformed outcomes where the data have a log-normal or other positively skewed probability distribution and, in most cases, a histogram of outcome data would indicate that a suitable transformation is required prior to using a t-test.

Overall, the results in Table [1](#Tab1){ref-type="table"} indicate that the analytical method given in Eq. ([4](#Equ4){ref-type=""}) appears to give correct sample sizes for desired hypothesis test powers based on median values and untransformed standard deviations for outcomes of interest. Some adjustment may be necessary for smaller sample sizes but such adjustment would be recommended with most sample size calculation methods.

Sensitivity to the log-normal distributional assumption {#Sec5}
-------------------------------------------------------

When health outcomes have a positively skewed distribution, the distribution may not be strictly log-normal. Here, we simulate some scenarios to consider the performance of the sample size method where the distribution is skewed but not log-normal. Specifically, we examine situations where the outcome has an Exponential distribution. We note that it can be easily shown that the logarithm of an Exponential random variable is not normally distributed. As an example, Fig. [1](#Fig1){ref-type="fig"} shows probability density functions of an Exp(2) random variable and the natural logarithm of an Exp(2) random variable. If a random variable *X*∼Exp(*λ*) then the median of *X* is equal to log(2)/*λ* and the standard deviation is 1/*λ*. The fact that a closed form expression for the median exists is desirable here, since our sample size calculation method (Eq. ([4](#Equ4){ref-type=""})) relies on pre-specified median values that, with an Exponential distribution, can be directly linked to rate parameters. We perform sample size calculations using Eq. ([4](#Equ4){ref-type=""}) for pre-specified median and untransformed standard deviation values under a log-normal assumption, but then simulate data from Exponential distributions with the same median and standard deviation values. The simulation algorithm is similar to that outlined previously, except that Exponential distribution rates for groups are calculated as *λ* ~*j*~= log(2)/*m* ~*j*~ (where *m* ~*j*~ is the pre-specified median for group *j*) and then untransformed values are drawn from an Exp(*λ* ~*j*~) distribution for group *j*. This simulation process allows the evaluation of the sample size calculation method where the outcome distribution is not strictly log-normal in that we can assess the expected level of power when performing various hypothesis tests. Fig. 1Plots showing the probability density function of an Exp(2) random variable (left-hand plot) and the natural logarithm of an Exp(2) random variable (right-hand plot)

Results from the simulation study where the outcome data have an Exponential distribution are shown in Table [2](#Tab2){ref-type="table"}. Each row of Table [2](#Tab2){ref-type="table"} denotes a different simulation scenario and Fig. [2](#Fig2){ref-type="fig"} shows example plots of the distributions of values and log-transformed values for each scenario to demonstrate levels of skewness. Figure [2](#Fig2){ref-type="fig"} shows that the log-transformed outcomes generally exhibit left skewness. Fig. 2Plots showing the probability density functions of the Exponential distribution (left-hand column) and log-Exponential distribution (right-hand column) for each simulation scenario of Table [2](#Tab2){ref-type="table"}. Black lines indicate densities for group 1 and the red lines those for group 2 Table 2Results from the simulation study where outcome data have Exponential distributionsSignificance level = 0.05, Power = 0.9Estimated power from simulation studyScenario*m* ~1~*m* ~2~*ϕ* ~1~*ϕ* ~2~*n*log t-testM-W testt-test10.10.3$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac {0.1}{\log (2)}$\end{document}$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac {0.3}{\log (2)}$\end{document}$130.5760.6000.661211.5$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac {1}{\log (2)}$\end{document}$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac {1.5}{\log (2)}$\end{document}$910.5670.6500.7693107$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac {10}{\log (2)}$\end{document}$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac {7}{\log (2)}$\end{document}$1170.5640.6490.76842015$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac {20}{\log (2)}$\end{document}$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac {15}{\log (2)}$\end{document}$1800.5650.6540.77256048$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac {60}{\log (2)}$\end{document}$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac {48}{\log (2)}$\end{document}$2990.5640.6530.77568070$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac {80}{\log (2)}$\end{document}$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac {70}{\log (2)}$\end{document}$8330.5650.6540.778Here, *m* ~*j*~ and *ϕ* ~*j*~ denote the median and standard deviation of the outcome data for group *j*. Estimated powers are shown for a two-sample t-test of log-transformed outcomes ('log t-test'), a Mann-Whitney U test of untransformed outcomes ('M-W test') and a two-sample t-test of untransformed outcomes ('t-test')

Examining Table [2](#Tab2){ref-type="table"} we see that the estimated power for each method is below the nominal value of 0.9 for all scenarios. On examining the form of Eq. ([4](#Equ4){ref-type=""}) and the untransformed variances for the Exponential distribution, the poor performance of the methods is unsurprising. The standard deviations used in the sample size calculation in Eq. ([4](#Equ4){ref-type=""}) are too small to reflect the true variability of the log-transformed exponentially distributed data, resulting in sample size calculations that are too small to attain the deired level of power under the proposed method. For the Exponential distributions, the untransformed variance in group *j* is given by $$\documentclass[12pt]{minimal}
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for all *j*. It can be shown that the variance of the natural logarithm of an Exponential random variable is *π* ^2^/6≈1.645 (see 'Additional file [1](#MOESM1){ref-type="media"}'). This is more than twice the assumed value of $\documentclass[12pt]{minimal}
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Table [3](#Tab3){ref-type="table"} shows results from a simulation study, conducted in the same way as that in Table [2](#Tab2){ref-type="table"}, but where the analytical sample sizes have been calculated using Eq. ([5](#Equ5){ref-type=""}). We see that calculation of the sample size using Eq. ([5](#Equ5){ref-type=""}) results in larger sample size values, which we would expect as more accurate estimates of the transformed variance values have been used. As a result, a power close to 0.9 is attained for all simulation scenarios in which a two-sample t-test is performed on the log-transformed outcomes. However, the power is typically higher for the Mann-Whitney U test, thereby suggesting that this test would generally require a smaller sample size than the two-sample t-test on the log-transformed outcomes. This might be expected, since we can see in Fig. [2](#Fig2){ref-type="fig"} that the log-transformed outcomes are negatively skewed and thus the data are generally more suited to analysis using a Mann-Whitney U test. Also, we note that in Table [3](#Tab3){ref-type="table"} the estimated powers for the t-test using untransformed outcomes are very high. Naturally, this test would not typically be used for exponentially distributed outcome data. In summary, for positively skewed outcomes that are clearly not log-normal, the sample size calculation presented in Eq. ([4](#Equ4){ref-type=""}) should not be used without carefully considering the shape of the distribution of log-transformed outcomes and its variability. Table 3Results from the simulation study where outcome data have Exponential distributions, with analytic sample sizes (*n*) calculated using the formula given in Eq. [5](#Equ5){ref-type=""}Significance level = 0.05, Power = 0.9Estimated power from simulation studyScenario*m* ~1~*m* ~2~*ϕ* ~1~*ϕ* ~2~*n*log t-testM-W testt-test10.10.3$\documentclass[12pt]{minimal}
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We now present a real example in which the analytical method has been used to obtain a sample size for a two arm randomised controlled trial in epilepsy surgery for which the outcome of interest is the time taken for the implantation of electrodes during a surgical procedure.

Application {#Sec6}
===========

Some patients with refractory focal epilepsy, a type of epilepsy that is difficult to control using medication alone, may be considered for neurosurgery whereby invasive testing is required to determine the location of epileptic activity in the brain \[[@CR14]\]. This procedure is known as stereoelectroencephalography (SEEG) and involves the implantation of SEEG electrodes into a patient's brain in a surgical procedure. These electrodes are monitored using continual video and encephalography monitoring to assess brain activity. A number of different methods exist for the placement of SEEG electrodes and it is unclear which placement method is best \[[@CR15]\].

A randomised controlled trial of SEEG electrode placement methods has been funded at the National Hospital for Neurology and Neurosurgery, London (Wellcome Trust grant number WT106882), in which the operative time (time taken for electrode implantation procedure) of the iSYS1 trajectory guidance system is to be compared with the currently used frameless mechanical arm based technique for the placement of SEEG depth electrode bolts in patients undergoing pre-operative evaluation for drug resistant focal epilepsy. In brief, the iSYS1 trajectory guidance system \[[@CR16]\] uses a robot during part of the surgical procedure for the implantation of the electrodes into a patient's brain. It is believed that the robot insertion method will result in a significant reduction in the time taken to perform SEEG electrode placement \[[@CR16], [@CR17]\].

For this randomised controlled trial, the primary outcome is the time taken (in minutes) for the implantation of an electrode during surgery. Typically, each patient has 8--12 electrodes implanted during a surgical procedure and, as such, we note that a degree of patient-level clustering is to be expected with regard to the primary outcome in this example. Patients shall be randomised to one of two groups, with equal allocation, and the two randomised groups are: Group 1: Patients who are randomised to receive manual SEEG electrode placement;Group 2: Patients who are randomised to receive robot-guided SEEG electrode placement.

The trial investigators aimed to estimate the number of patients to recruit to the trial so that a reduction of at least 20% in the median electrode implantation time may be detected when comparing times for electrode implantation between groups. Clearly, implantation times are likely to be positively skewed and, as such, analysis of the primary outcome for this trial shall consist of a two-sample t-test of the null hypothesis of no difference in electrode implantation time between groups, by comparing log-transformed implantation times. A 5% significance level and a power of 90% are assumed. For this trial, we first perform a sample size calculation using Eq. ([4](#Equ4){ref-type=""}) where the median electrode implantation time for manual SEEG electrode placement (*m* ~1~) is specified, together with estimates of the standard deviation of the implantation time for an electrode for both groups (*ϕ* ~1~,*ϕ* ~2~). The values assumed for the sample size calculation are: $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{*{20}l} m_{1} &= 20\text{~min};\\ m_{2} &= 0.8\times20 = 16 \text{~min, since there is an }\\ &\qquad\text{anticipated 20\% reduction.};\\ \phi_{1} &= 5 \text{~min};\\ \phi_{2} &= 5 \text{~min};\\ z_{\frac{\alpha}{2}} &= 1.96 \text{~(5\% significance level)};\\ z_{\beta} &= 1.28 \text{~(90\% power)}. \end{array} $$ \end{document}$$

Ignoring the clustering for now, we use Eq. ([4](#Equ4){ref-type=""}) to compute the number of electrodes required in each arm as $$\documentclass[12pt]{minimal}
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This would equate to a sample size of 31 electrodes per group. Since this sample size is fairly small and, in light of the simulation study results, we increase the sample size to 32 electrodes per group. However, we note that electrodes are clustered within patients who undergo surgery and, as such, the effect of within-patient clustering should be accounted-for in the sample size calculation. Clustering can be handled easily within our sample size calculation approach.

Accounting for clustering {#Sec7}
-------------------------

In a similar way to other sample size calculation methods, we can calculate a design effect that is a function the intra-class correlation coefficient and the average cluster size and use this to update the sample size calculation to account for the likely effect of within-patient clustering \[[@CR13]\]. The design effect is calculated as: $$\documentclass[12pt]{minimal}
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                \begin{document} $$\text{def} = 1+\text{ICC}(m-1) $$ \end{document}$$ where *m*=10 is the average cluster size and ICC = 0.2 is a estimated value for the intra-class correlation coefficient. Here, def=2.8 and the original sample size is inflated by this factor to reflect the within-patient clustering \[[@CR18]\], yielding a revised sample size of $$\documentclass[12pt]{minimal}
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This implies that each group should contain 90 electrodes and this would suggest that 9 patients per group should be recruited to trial, under the assumption of an average of 10 electrode insertions per patient. In the protocol for the SEEG Electrode Placement Randomised Controlled Trial, the number of patients to be recruited has been increased to 16 per group, to reflect the possibility of patient drop-out and variable cluster size.

Discussion {#Sec8}
==========

We have considered a sample size calculation method in which clinical efficacy is measured using median values for a positively skewed outcome that is assumed to follow a log-normal distribution. We chose this approach because, particularly in the case of times and other positively skewed health outcomes, comparisons between groups may be specified based on differences in medians (or, equivalently, differences in geometric means) rather than differences in arithmetic means. Furthermore, information on variability of the untransformed outcome variable may be easier to estimate and more interpretable than that of a transformed outcome variable. In addition, the approach is applicable to situations in which interest lies in a direct comparison of the log-scale means between groups or for situations in which linear models are fitted to log-transformed outcome data. The example on SEEG electrode placement showed that this approach to sample size calculation could be applicable in clinical practice and also that clustering of outcome data can be handled within the outlined sample size method.

The analytical sample size formula presented (Eq. ([4](#Equ4){ref-type=""})) was accurate when evaluated using extensive simulation studies. As such, the method appears to be acceptable for estimation of the required sample size for situations in which two groups are compared and the outcome of interest is assumed to have a log-normal distribution. We note that the assumption of a log-normal distribution may not always be appropriate. A simulation study in which outcomes had an exponential distribution indicated that the formula in Eq. ([4](#Equ4){ref-type=""}) provided sample sizes that were generally too small. However, an adjustment to Eq. ([4](#Equ4){ref-type=""}) that used a more precise estimate of the untransformed variance yielded a formula for which the approach outlined appeared to work well. In general, we recommend that caution should be taken when using the approach presented in this paper if it is suspected that outcomes are not log-normal. In such situations we would recommend simulation studies to check that the proposed analytical sample size method is effective. Alternatively, if a different distributional assumption is made for untransformed outcomes, such as a Gamma distribution, then a likelihood ratio test statistic could be constructed based on that distributional assumption and used to calculate a sample size \[[@CR19]\]. In some cases, it may be more appropriate to consider a non-parametric hypothesis test of untransformed outcomes, though we note that a parametric test or other analysis that relies on the specification of a probability distribution for outcome variables may be useful as a sensitivity analysis.

Additionally, as with all sample size approaches, the method depends on the pre-specified values (i.e. the estimated medians and standard deviations of the untransformed outcomes). As a result, it is important to elicit pre-specified values that are applicable to the study at hand. Here, we note that it may be more appropriate and perhaps easier for health care researchers to specify median values and associated standard deviations of the untransformed (clinically interpretable) outcome variable than to consider estimated values for log-transformed outcomes. Furthermore, the median may represent a more robust and intuitive summary of an outcome for a treatment group where the distribution is positively skewed, when compared to the sample mean which may be affected by extreme values.

The sample size calculations were performed on the assumption of equal numbers of individuals in the two groups. The calculations could be easily adapted to situations in which the numbers in the two groups are unequal, using standard adjustment methods. Overall, we have presented a simple method for sample size calculation where the outcome of interest is assumed to have a log-normal distribution and a hypothesis test is performed using data from two groups. The method is applicable to problems in which a difference in median values between the groups is of clinical interest and untransformed standard deviations are specified.

Conclusions {#Sec9}
===========

The sample size approach that has been outlined is applicable to situations in which a comparison between medians or log-transformed means is proposed for positively skewed data under the assumption that the data have a log-normal distribution. The method relies on pre-specified untransformed median and standard deviation values for groups which may typically be easier to elicit from clinicians and perhaps more interpretable. The method may be adjusted to account for situations where the outcome data are positively skewed but not strictly log-normal.

Additional file {#Sec10}
===============

Additional file 1Properties of the log-normal distribution, derivation of the variance of the log-Exponential distribution and simulation study R code. Derivation of the relationship between the median of a log-normal random variable and the mean of its log-transform. Derivation of the form of the variance of the log-transformed outcome and that for the log-exponential distribution. R code for the simulation studies presented in this paper. (PDF 164 kb)

ICC

:   Intra-class correlation coefficient

SEEG

:   Stereoelectroencephalography

**Electronic supplementary material**

The online version of this article (doi:10.1186/s12874-017-0426-1) contains supplementary material, which is available to authorized users.

The authors gratefully acknowledge Prof. John Duncan, Professor of Clinical Neurology at UCL and Clinical Director of the National Hospital for Neurology and Neurosurgery, who provided permission to use and insight into the SEEG electrode placement example. We thank the reviewers and Associate Editor for comments and suggestions that have improved the paper.

Funding {#d29e4924}
=======

This work was supported by the National Institute for Health Research University College London Hospitals Biomedical Research Centre. AGO was funded partly by the Wellcome Trust, grant number WT106882.

Availability of data and materials {#d29e4929}
==================================

The R code used for the simulation study is available in 'Additional file [1](#MOESM1){ref-type="media"}'.

AGO performed the statistical analyses and drafted the manuscript. GA and JAB provided overall guidance, including revisions and critical comments. All authors read and approved the final version of the manuscript.

Ethics approval and consent to participate {#d29e4943}
==========================================

Not applicable.

Consent for publication {#d29e4948}
=======================

Not applicable.

Competing interests {#d29e4953}
===================

The authors declare that they have no competing interests.

Publisher's Note {#d29e4958}
================

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
