Sensory information is acquired in spatial coordinate systems linked to sense organs, yet movement must be executed in coordinate systems linked to motor effector organs. Neurophysiological experiments are yielding new insights into how the brain transforms coordinate systems to facilitate movement.
Consider a driver in heavy traffic who wishes to change the station on her car radio. Not daring to divert her eyes from the traffic, she uses her peripheral vision to locate the tuner knob downward and rightward from where her eyes are pointing. She then moves her hand from the gear shift upward and leftward to change the channel. This simple action, like countless others we perform throughout the day, requires complex transformations of spatial coordinate systems within the brain. Visual information enters the brain in an 'eye-centered' coordinate system: the spatial locations of visual objects are specified with respect to the current position of the eye (the tuner knob is downward and rightward). Yet an appropriate behavioral response to a visual stimulus must be programmed in a different coordinate system altogether. In our example above, an 'armcentered' coordinate system is employed to generate an upward and leftward movement of the hand.
Transforming a visual object from an eye-centered to a body-centered coordinate frame is straightforward in principle. Information about the position of the eye with respect to the head -for example, eyes pointing right or eyes pointing left -can be combined with the eyecentered coordinates of the visual object to determine the location of the object with respect to the head. Similarly, information about the position of the head on the torso, and the arm with respect to the torso, can then be incorporated to calculate the location of the visual object with respect to the body and arm, resulting in a signal appropriate for guiding the arm movement.
What is the brain's source of information about the position of the head, torso and arm? A rich variety of cues is available, but one of the most important is the internal 'feel' of a body part that arises from proprioceptive nerve fibers. These sensory fibers carry information about limb position from receptors that measure the stretch of a muscle or the angle of a joint. It is easy to demonstrate the usefulness of proprioception for guiding movement. Close your eyes, spread your hands far apart, and then bring the tip of the index finger of your right hand into contact with the tip of the index finger of your left hand. Most people find this reasonably easy to do; movements of the hands in space can be guided quite accurately by proprioception, even in the complete absence of visual feedback. Most people also find, however, that the accuracy of these movements is improved considerably in the presence of visual inputs (repeat the task with your eyes open).
How the brain actually creates and transforms coordinate systems for the purpose of guiding movement is a fundamental problem in systems neuroscience. Intriguing new insights have emerged in recent years from electrophysiological measurements made in awake, behaving monkeys. Using fine wire microelectrodes, the electrical activity of individual neurons can be recorded while an object moves through different trajectories in space, and the monkey's eye, head and limbs are in different postures. Graziano, Gross, Yap and Hu [1] [2] [3] [4] have obtained particularly interesting data from the premotor area, a large region lying within the frontal lobe of the cerebral cortex. Nestled between the primary motor cortex and prefrontal cortex (which has been implicated in numerous cognitive functions), the premotor cortex is well positioned to play a role in transforming spatial information into a coordinate system appropriate for guiding movements of the limbs. Indeed, Graziano, Gross and colleagues [1, 2] have recently shown that many neurons in premotor cortex represent visible objects in a coordinate system attached to the arm ('arm-centered coordinates').
Graziano et al. [1, 2] presented monkeys with a salient visual stimulus -a ping-pong ball mounted on a robotic arm -that generated robust visual activity within the brain. Many neurons in premotor cortex responded differentially as the ball moved toward and away from the monkey along four different trajectories ( Figure 1a , left panels). In other words, these neurons exhibited spatial selectivity for the location of the moving object. Sensory physiologists use the term 'receptive field' to denote the region of visual space from which a given neuron can be optimally activated. The investigators then measured the receptive field while the monkey's arm was positioned at different locations with respect to its body. Remarkably, the receptive fields of many premotor neurons shifted to a new region of space that was linked to the position of the arm ( Figure 1a , right panels), irrespective of where the monkey pointed its eyes [3] .
This observation contrasts dramatically with the behavior of receptive fields in early visual areas of the cerebral cortex, which are anchored firmly to the retina. The receptive field of a primary visual cortex neuron, for example, moves through space in tandem with the eye because of the hard-wired connections between the retina and the visual cortex. Receptive fields in early visual areas are completely unaffected by the position of the limbs. By the time visual information reaches the premotor cortex, however, it has been transformed from an 'eye-centered' to an 'arm-centered' coordinate system. The neurons studied by Graziano and colleagues also responded well to somatosensory stimuli -light touches of the fur or skin -within spatially restricted receptive fields on the body surface. Interestingly, the somatosensory receptive fields and visual receptive fields were spatially aligned in individual neurons. For example, a cell that responded to touch on the elbow responded best to a stimulus moving toward the elbow (Figure 1a ). Spatially congruent visual and touch receptive fields enable a single neuron to signal accurately the position of an object, regardless of the sensory modality that carries the information.
How does premotor cortex acquire information about the position of the arm? At least two possibilities exist: the hand may be observed visually, or the arm's position may be felt proprioceptively. In a recent study, Graziano [4] assessed the relative importance of these sources of information for the premotor neurons. Isolating proprioceptive information from visual information was straightforward: Graziano placed an opaque drape over the arm so that the arm's position could be felt proprioceptively, but not seen (Figure 1b) . When the investigators repeated the experiment of Figure 1a with the arm hidden from view, the receptive field continued to shift with the movement of the arm, but not as much as when the arm was in full view. Thus proprioception alone supports a partial transformation toward an arm-centered coordinate system. Experimental setup and behavior of premotor neurons. (a) The monkey sat with its arm resting on a table in two different positions (top panels). The visual stimulus was moved along one of four trajectories toward the monkey while neural activity was recorded (arrows, top panels). Schematic data (bottom panels) show the neural response measured for each stimulus trajectory. When the animal's arm is positioned to the right (left panels), the response is greatest for trajectory 4. When the arm is positioned to the left (right panels), the response is greatest for trajectory 3. From the measured neural responses, we can illustrate the visual receptive field in each of the top panels (shaded ellipse). The somatosensory receptive field was measured separately, and is drawn in gray on the monkey's elbow in the top panel. Based on Graziano et al. monkey's arm was held constant beneath the drape, Graziano placed a stuffed monkey arm (prepared by a taxidermist) in the animal's field of view. The stuffed arm, which resembled the monkey's own arm, was positioned so that it appeared to emanate from the monkey's shoulder. Graziano remeasured visual responses to the four different trajectories for two different positions of the false arm (Figure 1c) . In this condition, when the experimenters 'gave the brain a hand', receptive fields again shifted partway with the seen position of the false arm, even though proprioceptive information from the monkey's arm actually contradicted the visual information from the false arm. Thus proprioceptive and visual signals both appear to contribute powerfully to the formation of an arm-centered coordinate system in premotor cortex. Either cue alone appears insufficient to specify the position of the arm completely, but the two together do the job nicely.
Graziano's finding that vision can affect the brain's representation of arm position despite contradictory proprioceptive information seems deeply counterintuitive. Surprisingly, however, this finding is consistent with prior psychophysical work [5] and with recent observations made by Ramachandran and colleagues [6, 7] working with neurologically impaired patients. They carried out in-genious perceptual experiments with patients who had lost an arm [6] , or who had lost considerable function in one arm as a result of a stroke [7] . The researchers presented the patients with a mirror positioned perpendicular to the patient's torso so that voluntary movement of the one healthy arm gave a visual impression of movement of two healthy arms from the patient's point of view (Figure 2) . Amazingly, the visual signals overrode the missing (or contradictory) proprioceptive information, as well as the patient's own cognitive awareness of his impaired condition: the patients perceived two healthy arms moving in concert! As in the Dispatch R147
Figure 2
Experimental arrangement employed by Ramachandran and colleagues [6, 7] . The subject gazed toward the location of the impaired arm, but the mirror ensured that the subject actually viewed the movement of the good arm at the spatial location of the impaired arm.
(See text for details.) Reproduced with permission from [7] . neurophysiological studies of premotor cortex, vision alone appears to be a powerful cue for informing the brain about the position of the arm.
Interesting transformations of visual information appear to occur in other areas of the cerebral cortex as well. Batista et al. [8] recently analyzed spatial frames of reference in a region of the parietal cortex that, like the premotor area, contributes significantly to reaching (the parietal reach region, or PRR). These investigators -including one of us (A.P.B.) -recorded the activity of single PRR neurons while monkeys reached to visual targets from a variety of starting positions, and while maintaining gaze in several directions with respect to the head. Parietal neurons responded maximally when the monkey reached to targets that were located in a specific location with respect to the monkey's direction of gaze, even when the arm movements required to reach that point differed substantially (Figure 3a) . In contrast to premotor cortex (Figure 3b ), parietal cortex specifies reaches in eye-centered coordinates. These results are not at odds: the brain probably uses different coordinate frames to compute different aspects of the movement. For example, planning a path for the hand that avoids obstacles may be best done in eye-centered coordinates [9] , while the specification of muscle contractions and joint torques needed to bring the hand to the target must be made in arm-centered coordinates.
Plainly, new studies are needed to analyze the relationship between the spatial representations in PRR and premotor cortex. These structures are interconnected anatomically [10, 11] , and we would like to know exactly how the eye-centered representation of a reach plan in parietal cortex is converted to an arm-centered representation just a few synapses away in premotor cortex. In addition, nagging problems remain concerning the influence of eye position on premotor neurons. Mushiake et al. [12] reported that half of the neurons in premotor cortex are affected by angle of gaze, whereas Graziano and Gross [3] indicate that visual receptive fields of premotor neurons are independent of angle of gaze. Some of the discrepancy is likely to arise because the two groups focus on different subpopulations of premotor neurons, but this uncertainty needs to be cleared up. It is a safe bet that the visual guidance of reaching movements will continue to provide new insights into the brain's mechanisms for representing space and controlling movement.
