ABSTRACT
Introduction
Modern industrial production based on machining processes requires reliable condition monitoring procedures. By a proper monitoring of machines, a harmful machine breakdown and consequently a loss of production can be prevented. Various sensory signals, such as acoustic emission, temperature, vibration and forces, can be monitored [1] in order to estimate the machine state. Sound analysis was already successfully applied by several authors for the fault detection of rotary machines [2, 3, 4] . Trained human operators can often estimate machine faults based on simple aural inspection. Our ability of aural analysis is modeled by psychoacoustic models which combine several signal processing stages for simulating aspects of transformation in the auditory periphery [5] . A preprocessing stage combines an array of independent bandpass filters with signal rectification and low-pass filtration. This stage roughly simulates the transformation of mechanical oscillations of the basilar membrane into receptor potentials in the inner hair cells. Further stages combine nonlinear adaptation for compression and high sensitivity for fast temporal variations. Finally, signals are analyzed by a decision device. The objective of this paper is to present an automated aural fault detection system, based on simplified models of human auditory models. We propose the approach for automatic aural detection of faults in machines that emit continuous sounds, and defects occur only as slight alterations of a base sound. Such an example is demonstrated in the case study of fault detection in compressors where defected compressors are recognized by stationary emission of altered buzz pattern. The solution approach is proposed in the next section. Then extraction and evaluation of features are described, and finally, a case study is presented.
2.
Solution approach 
Extraction of features
The purpose of feature extraction stage is to generate a vector of features of a reduced dimension compared to the original signals. Input part of feature extraction stage consists of auditory gammatone filter bank, as proposed by [6] . Gammatone filterbank roughly simulates the transformation of mechanical oscillations of the basilar membrane into receptor potentials in the inner hair cells. The filter bank is designed as a set of parallel band-pass filters, each tuned to a different frequency.
In our analysis, an efficient filter bank implementation [7] was used. Filterbank is defined by the following parameters: sampling frequency f s , starting frequency f 0 , and number of filters N f . An example of gammatone filter bank (f s =20 kHz, f 0 =300 Hz, N f =10) is shown in Fig. 2 . After band-pass filtering, the filtered signals are rectified and then their mean value is calculated. With this step, the average contribution of each band to the overall sound power, is calculated. The final feature extraction step includes logarithmic operator on each band. The purpose of this step is to normalize the distribution of features, therefore, this step is only optional. The result of feature extraction stage is a set of features (z 1 , z 2 ,..., z K ) which are evaluated in the next stage of processing.
Evaluation of features
In order to detect machine failures, extracted features must be properly evaluated. We propose statistical comparison of extracted features with a database of recorded features. The 1-class classifier case will be considered where only features extracted from good samples are available. Each feature from the feature set (z 1 , z 2 ,..., z K ) is evaluated separately by statistical comparison with the corresponding feature database. If the distribution of features is normal, symmetrical ±3σ margins can be applied, with σ indicating the standard deviation. In this case, features that exceed ±3σ margins indicate the possible machine defects. There are two reasons against the application of standard statistical 6σ range evaluation: Features extracted in many practical applications are not normally distributed, therefore asymmetrical evaluations are encouraged. Often, some features are not informative and mainly represent noise. Such features should be eliminated from the fault recognition process and this can be accomplished by substituting the second moment in the calculation of the standard deviation by a higher moment. This results in broadening the margins for very noisy features. We propose the fault detection margins which are based on separate asymmetrical calculations of high (t + ) and low (t -) margin, and are calculated by higher moments of feature median. The margins are defined for each feature separately by the following equations:
Symbols denote: median value m, features above median z + , and features below median z -. The calculation of margins is controlled by parameters s and p which denote the stretching factor and the moment of the feature median. We propose default values s=3 and p=4. For a normal distribution, values s=3 and p=2 correspond to ±3σ margins. Examples of setting the fault detection margins for a database of extracted features are shown below. Fig. 3 shows the standard statistical ±3σ margins, and Fig. 4 shows the asymmetrical margins obtained by Eq. 1-2. It is evident that ±3σ margins in the first case (Fig. 3) are not appropriate choice because several false alarms are indicated. The selection of appropriate margins is considerably improved in the second case (Fig. 4) . In this paper, setting of asymmetrical margins is discussed where a whole population from the database of good samples is used for the calculation of margins. However, it should be mentioned that online adaptation of margins based on recent machine states is preferable in a case of frequent fluctuations due to process drift in a changing industrial environment. In such a case, most recent samples from the database have more impact on the calculation of margins. The last step of the feature evaluation stage is the adaptation of the database by novel samples. If evaluated sample is recognized as a "normal" one, the extracted features of this sample are appended to the database. Thus, the calculation of asymmetrical margins on the next evaluation step will base on the refreshed database.
5.

Case study: fault detection in compressors
The proposed method is applied to a case study of fault detection in compressors. Industrial production of compressors in company Fig. 5 shows that a noxious space defect is automatically detected by features 7 and 10. Lubrication defect is best detected by features 1 and 5. All defected compressors are successfully recognized without triggering false alarms. Extracted features 3 and 4 are noisy and do not contribute toward the fault detection. For noisy features, it is important not to trigger false alarms and this is accomplished by applying the proposed feature evaluation procedure. It is evident from Fig. 5 that the activity of various features also indicates the type of defect and not only normal or defected condition.
Conclusions
The method for automatic aural detection of machine faults is presented. Solution approach combines feature extraction stage and feature evaluation stage. Feature extraction stage is implemented by psychoacoustic filtering of the acquired sound signals and simple signal conditioning, and results in features which represent acoustic power in each band. Asymmetrical margins are proposed for the evaluation of extracted features with the objective to detect machine defects and to prevent false alarms. The presented case study demonstrates the efficiency of the proposed method. Various compressor defects that are difficult to recognize by aural inspection of skilled operators, are successfully detected. The method is suitable for a broad class of machining processes that emit continuous sound patterns.
7.
