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ABSTRACT
We consider the question of whether a function of a finite-state Markov chain is
also Markovian, that is whether the chain is lumpable with respect to the par-
tition determined by the function. We explore how an initial distribution with
respect to which the chain is lumpable may differ from a pseudo-stationary ini-
tial distribution. Our results give insight into Peng’s condition under which the
Chapman-Kolmogorov equation implies that the lumped chain is Markovian.
We illustrate these ideas by treating the question of whether the absorption
time of a finite-state absorbing Markov chain is geometric.
Keywords: State aggregation, Cone, Invariance of cones, Stochastic equiva-
lence.
1 Introduction
Let us consider a homogeneous Markov chain X = (Xn)n∈N, over the state
space S = {1, . . . , N}. Such a process is fully specified by its transition proba-
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bility matrix (t.p.m.) P and its initial distribution α. Let P = {C(1), . . . , C(N̂)}
be a fixed partition of S in N̂ < N classes. We associate with the given chain
X the aggregated process X̂ = (X̂n)n∈N defined by
∀l ∈ Sˆ = {1, . . . , N̂} : X̂n = l ⇐⇒ Xn ∈ C(l), for any integer n. (1.1)
It is well known that X̂ is not Markovian in the general case (e.g. Kemeny
and Snell [6]). In particular the Markov property of X̂ may depend on the
selected initial distribution α for X. In this paper, we consider the set of
distributions α such that the Markov chain characterized by (α, P ) leads to
an aggregated homogeneous Markov chain X̂ on the state space Sˆ. This set
will be denoted by AM. If AM is not empty, we say that the family of Markov
chains sharing the same t.p.m. P is weakly lumpable. A particular case occurs
when every distribution leads to an aggregated Markov chain: the family is
said to be strongly lumpable or lumpable (a complete characterization is given
by Theorem 2.4 and Remark 4 in Ledoux [8]). The work presented in this
paper is mainly motivated by the results reported in Peng [11] where matrix P
was assumed to be irreducible. The stationary distribution pi associated with
such a matrix P allows to define, for each state class C(l) ∈ P , the conditional
stationary distribution given C(l), that is the N -vector piC(l) =
(
piC(l)(i)
)
i∈S
with piC(l)(i) = pi(i)/
∑
j∈C(l) pi(j) if i ∈ C(l) and 0 if i /∈ C(l). Peng shows
that, under certain conditions, the set AM reduces to the bounded convex set
Api =
{∑
l∈Sˆ
λlpi
C(l) | ∀l ∈ Sˆ, λl ∈ [0,+∞[ and
∑
l∈Sˆ
λl = 1
}
In the case of a reducible chain, the stationary distribution is not available
but it can be replaced with a positive vector, called the pseudo-stationary
distribution, and also denoted by pi. From this point of view, our paper is a
natural continuation of the work carried out in [8] on the weak lumpability
of reducible Markov chains. As shown in [8], the weak lumpability property
of X implies that a Markovian aggregation according to the partition P may
be achieved for each initial distribution in the convex set Api. The aim of our
paper is to explore how the set AM may differ from Api.
We adopt in Section 3 a somewhat different approach from Rubino and
Sericola’s [12] to characterize the set AM. Indeed we directly use the neces-
sary stochastic equivalence between the aggregated process and a homogeneous
Markov chain with state space Sˆ and t.p.m. P̂ where P̂ will be defined be-
low (see relation (3.1), page 5). This allows us to deduce the fact that any
probability distribution in AM differs from the pseudo-stationary distribution
in a vector which contains no information which could help us to decide on
the Markovian property of the aggregated process. In particular, we charac-
terize the situation when the set AM is reduced to the convex set Api. In
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Section 4, we discuss in our context Peng’s condition to have AM = Api which
is only a sufficient condition. Finally, in Section 5, we illustrate the stochastic
equivalence and the cone invariance approaches by characterizing the set of all
absorption time distributions of a finite-state absorbing Markov chain which
are geometric.
The next section introduces notation and definitions used throughout this
paper.
2 Notation and definitions
• The set of all probability distributions over S will be denoted by A.
• By convention, vectors are row vectors. Entry i of a vector α is denoted
by α(i). Column vectors are indicated by means of the transpose operator
(.)T. The vector with all its components equal to 1 (resp. 0) is denoted by
1 (resp. 0).
• Entry (i, j) of a matrix P is denoted by P (i, j). For any C1, C2 ⊆ S, let
PC1C2 be the sub-matrix of P given by (P (i, j))i∈C1,j∈C2 .
• The cardinality |C(l)| of the class C(l) is denoted by n(l). We assume the
states of S ordered such that C(l) = {n(1) + · · ·+ n(l− 1) + 1, . . . , n(1) +
· · ·+ n(l)} for 1 ≤ l ≤ N̂ (with n(0) = 0).
• For any subset C of S and α ∈ A, if
∑
i∈C α(i) 6= 0, α
C is the stochastic
N -vector
(
αC(i)
)
i∈S
of conditional probabilities given C, that is αC(i) =
α(i)/
∑
j∈C α(j) if i ∈ C and 0 if i /∈ C.
• For any l ∈ Sˆ, let Il be the N ×N matrix defined by Il(i, i) = 1 if i ∈ C(l)
and Il(i, j) = 0 otherwise.
• Let Sˆ∗ be the set of all finite sequences of elements from Sˆ. Let Sˆ∗l be, for
any l ∈ Sˆ, its subset constituted of sequences with first element l.
• Let s = l0l1 . . . lk be any sequence of elements of Sˆ. The integer k will be
denoted by lg(s). It has to be interpreted as the number of transitions in
the lumped states C(l0), . . . , C(lk).
We associate with the t.p.m. P over the state space S, the following N×N
matrix
P s =
{
Il0 if lg(s) = 0,
Il0PIl1 · · · Ilk−1PIlk if lg(s) > 0.
For the t.p.m. P̂ over the state space Sˆ, P̂ s will denote the scalar
lg(s)∏
i=1
P̂ (li−1, li),
which is the transition probability from l0 to lk along the path s = l0l1 . . . lk
computed from P̂ . We adopt the convention that P̂ s = 1 if lg(s) = 0.
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Let us consider the following example to clarify the notation. The set P =
{C(1) = {1}, C(2) = {2, 3}} is a partition of the state space S = {1, 2, 3}. We
thus have N̂ = 2 and Sˆ = {1, 2}. Matrix P is
P =

 1/4 1/4 1/20 1/6 5/6
7/8 1/8 0

 .
For example, if s1 = 12, s2 = 121, s3 = 122 (s1, s2, s3 ∈ Sˆ
∗
1) then we obtain
P s1 =

 0 1/4 1/20 0 0
0 0 0

 , P s2 =

 7/16 0 00 0 0
0 0 0

 , P s3 =

 0 5/48 5/240 0 0
0 0 0

 .
Cones
The basic definitions of the cones are from Berman and Plemmons [2]. Through-
out this subsection C denotes a subset of Rn. For any C, Span(C) refers to the
linear hull of C. Cone(C) denotes the set of all finite nonnegative linear com-
binations of elements of C. The elements of C are called the generators of
Cone(C). If Cone(C) = C then C is called a cone. A finitely generated cone
is called a polyhedral cone. A polyhedral cone is a closed convex set. The
dimension dim(C) of a subset C is the dimension of the affine hull of C.
Definition 2.1 Let C1 and C2 be cones of R
n. The cone C is said to be the
direct sum of C1 and C2, which is denoted by C = C1 ⊕ C2, if Span(C1) ∩
Span(C2) = {0} and C = C1 + C2.
3 Weak lumpability and pseudo-stationarity
Let (Xn)n∈N be a homogeneous Markov chain over the state space S, given
by its t.p.m. P and its initial distribution α; when necessary we denote it by
(α, P ). We also denote the aggregated process (X̂n)n∈N associated with (α, P )
(see relation (1.1)) by agg(α, P,P).
We are concerned with reducible Markov chains. We assume that the states
of S are ordered such that P is the lower block-triangular matrix
P =


PI(1)I(1) 0 · · · 0
∗ PI(2)I(2)
. . .
...
...
. . . . . . 0
∗ · · · ∗ PI(K)I(K)


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where I = (I(k))Kk=1 is the usual partition of S in communicating classes
or irreducibility classes. Henceforth, partition P will be a refinement of the
above partition I: each class C(l) (l ∈ Sˆ) corresponds to a unique k such that
C(l) ⊆ I(k). Since the nonnegative matrix PI(k)I(k) is irreducible for each k ∈
{1, . . . , K}, there exists a unique stochastic left eigenvector vk corresponding
to the spectral radius of PI(k)I(k). We can form a unique N -vector v˜k from the
|I(k)|-vector vk by: the restriction (v˜k(i))i∈I(k) of v˜k to I(k) is equal to vk and
its components outside I(k) are 0. We define the following family of N -vectors
{pil, l ∈ Sˆ} by
pil = v˜kIl if k is such that C(l) ⊆ I(k).
Consequently, the N -vector pi defined by
pi =
1
K
∑
l∈Sˆ
pil
is positive and stochastic. We have piC(l) = pi
C(l)
l for every l ∈ Sˆ. Vector pi
will be referred to as the pseudo-stationary distribution associated with the
reducible matrix P . We can consider the following convex subsets of RN
Cpi = ⊕
l∈Sˆ
Cone(pil), Api = Cpi ∩ A.
Finally, we define the N̂ × N̂ stochastic matrix P̂ by
∀l,m ∈ Sˆ, P̂ (l,m) = pil
C(l)IlPIm1
T. (3.1)
We are going to illustrate the above material with the following example.
Example
Let us consider the following partition P = {C(1) = {1}, C(2) = {2, 3}, C(3) =
{4}, C(4) = {5, 6, 7}} of the state space S = {1, 2, 3, 4, 5, 6, 7}. The reducible
t.p.m. P is
P =


1/4 1/4 1/2 0 0 0 0
0 1/6 5/6 0 0 0 0
7/8 1/8 0 0 0 0 0
1/7 0 0 3/14 3/14 3/14 3/14
1/8 1/24 0 1/6 1/6 1/6 1/3
1/12 0 0 1/8 3/8 1/4 1/6
0 0 1/12 3/8 1/8 1/4 1/6


.
The partition I is defined by the two communicating classes I(1) = {1, 2, 3}
and I(2) = {4, 5, 6, 7}. The stochastic left eigenvectors corresponding to the
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spectral radius of respective matrices PI(1)I(1) and PI(2)I(2) are v1 = (7/16, 3/16, 6/16),
v2 = (1/4, 1/4, 1/4, 1/4). The 7-vectors v˜1 and v˜2 associated with v1 and v2 are
v˜1 = (7/16, 3/16, 6/16, 0, 0, 0, 0), v˜2 = (0, 0, 0, 1/4, 1/4, 1/4, 1/4). The vectors
pil (l ∈ Sˆ = {1, 2, 3, 4}) are
pi1 = (7/16, 0, 0, 0, 0, 0, 0) pi2 = (0, 3/16, 6/16, 0, 0, 0, 0),
pi3 = (0, 0, 0, 1/4, 0, 0, 0) pi4 = (0, 0, 0, 0, 1/4, 1/4, 1/4)
and allow us to consider as pseudo-stationary distribution
pi =
1
2
(7/16, 3/16, 6/16, 1/4, 1/4, 1/4, 1/4).
Therefore, we obtain as polyhedral cone Cpi
Cpi =
{ 4∑
l=1
λlpil | ∀l ∈ {1, 2, 3, 4}, λl ∈ [0,+∞[
}
.
It follows that the bounded convex set Api is given by
Api =
{ 4∑
l=1
λlpi
C(l) | ∀l ∈ {1, 2, 3, 4}, λl ∈ [0,+∞[ and
4∑
l=1
λl = 1
}
with
piC(1) = (1, 0, 0, 0, 0, 0, 0), piC(2) = (0, 1/3, 2/3, 0, 0, 0, 0),
piC(3) = (0, 0, 0, 1, 0, 0, 0) piC(4) = (0, 0, 0, 0, 1/3, 1/3, 1/3).
The 4× 4 t.p.m. P̂ over the state space Sˆ is from relation (3.1)
P̂ =


1/4 3/4 0 0
7/12 5/12 0 0
1/7 0 3/14 9/14
5/72 1/24 2/9 2/3

 .
Remark 3.1 If we consider partitions of S which are not a refinement of I,
then new facts have to be taken into consideration. Indeed, when a class
C(l) lumps states of different irreducibility classes of a reducible chain, the
aggregated process may be an irreducible Markov chain. In the same way, the
t.p.m. of an aggregated Markov chain may depend on the initial distribution
of the original one. Consequently, a complete description of weak lumpability
becomes of limited interest (for more details, see the technical report associated
with reference [8]).
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The approach developed in [6], [12] consists of identifying the conditional
probability IPα(Xn+1 ∈ C(m)|Xn ∈ C(l), . . . , X0 ∈ C(l0)) defined for Markov
chain (α, P ), as the state probability IPβ(X1 ∈ C(m)) associated with Markov
chain (β, P ). Vector β is the conditional distribution (IPα(Xn = i|Xn ∈
C(l), . . . , X0 ∈ C(l0)))i∈S which may depend on n, l0, . . . , l. Consequently,
agg(α, P,P) is a homogeneous Markov chain if such a probability IPβ(X1 ∈
C(m)) depends only on l and m. If so, it is the transition probability from
state l to m for the aggregated Markov chain. This approach has been ex-
tended to the present context in [8] and leads to the computation of solutions
to linear systems.
We adopt a somewhat different approach which has the advantage of giving
insight into the relationship between the pseudo-stationary distribution pi and
any distribution α such that agg(α, P,P) is a Markov chain. Let α̂ be the
stochastic vector on Sˆ defined by α̂(l) =
∑
i∈C(l) α(i) = IPα(X0 ∈ C(l)) for each
l ∈ Sˆ. The process agg(α, P,P) is a homogeneous Markov chain with t.p.m. P̂
if agg(α, P,P) and the Markov chain (α̂, P̂ ) have the same finite dimensional
joint distributions, that is for every n ≥ 0 and for any (l0, . . . , ln) ∈ Sˆ
n+1
IPα(X0 ∈ C(l0), . . . , Xn ∈ C(ln)) = α̂(l0)P̂ (l0, l1) · · · P̂ (ln−1, ln).
The two processes are said to be stochastically equivalent (e.g. Gray [4]). This
relation can be rewritten with the notation presented in Section 2 as
∀l ∈ Sˆ, ∀s ∈ Sˆ∗l , αP
s1T = α̂(l)P̂ s. (3.2)
The concept of equivalence is heavily used in the finite automata theory and
in the topic of hidden Markov chains (see Amari et al. [1] for a closely related
problem). Some of our notation comes from this research area.
We consider the set
CM
def
= { α ≥ 0 | ∀l ∈ Sˆ, ∀s ∈ Sˆ∗l , αP
s1T = α̂(l)P̂ s }.
Note that AM = CM ∩A is the set of all probability distributions α such that
agg(α, P,P) is a Markov chain with t.p.m. P̂ . The aim of this subsection is
to analyze properties of set CM when it is not reduced to {0}, or equivalently
when AM 6= ∅. We recall a result from [8] which will be useful in the sequel.
Result 3.1 If CMIl 6= {0} for l ∈ Sˆ, then CMIl is a polyhedral cone such that
pil ∈ CMIl ⊆ CM and ∀m ∈ Sˆ, CMIlPIm ⊆ CMIm.
The set CM is the polyhedral cone
CM = ⊕
l∈Sˆ
[CMIl].
The following statement gives a sufficient condition to have weak lumpability
CpiP ⊆ Cpi =⇒ Cpi ⊆ CM.
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From Result 3.1, it is clear that, for any l ∈ Sˆ, a non-trivial set CMIl always
includes vector pil. In such a case, pil satisfies relation (3.2) and it follows that
∀s ∈ Sˆ∗l , P̂
s =
pil
pil1T
P s1T = pi
C(l)
l P
s1T.
Therefore, relation (3.2) may be rewritten as: for each l ∈ Sˆ
α ∈ CMIl ⇐⇒ ∀s ∈ Sˆ
∗
l , αP
s1T = α̂(l) pi
C(l)
l P
s1T and α = αIl
⇐⇒ ∀s ∈ Sˆ∗l , [ α− α̂(l)pi
C(l)
l ] P
s1T = 0 and α = αIl. (3.3)
Let us now define the following linear subspace of RN
N = { u ∈ RN | ∀s ∈ Sˆ∗, uP s1T = 0 }.
The set N is the direct sum
N = ⊕
l∈Sˆ
[N Il]
where N Il = { u ∈ R
NIl | ∀s ∈ Sˆ
∗
l , uP
s1T = 0 }. Note that the linear
subspace N Il is orthogonal to Span(1) and N Il ∩ R
N
+ = {0}.
It is clear from (3.3) that α ∈ CMIl is equivalent to requiring α ∈ (N Il ⊕
Cone(pil))∩R
N
+ . So the following theorem holds and states that CMIl (for any
l ∈ Sˆ) differs from Cone(pil) in a set which contains no information as to the
Markovian nature of the aggregated process.
Theorem 3.2 For each l ∈ Sˆ, let us set k(l) = dim(N Il). If CMIl 6= {0}
then
CMIl = (N Il ⊕ Cone(pil)) ∩ R
N
+ and dim(CMIl) = k(l) + 1.
proof. It remains to show that dim(CMIl) = k(l) + 1. We have N Il ∩ R
N
+ =
{0}; CMIl is also (N Il⊕Span(pil))∩R
N
+ , which allows us to write dim(CMIl) =
dim(N Il ⊕ Span(pil)) = k(l) + 1.
Corollary 3.3 For any l ∈ Sˆ such that CMIl 6= {0}, we have
CMIl = Cone(pil)⇐⇒ N Il = {0}.
In particular, we have
CM = Cpi ⇐⇒ [N = {0} and CpiP ⊆ Cpi].
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proof. For any l ∈ Sˆ such that CMIl 6= {0}, we have dim(CMIl) = k(l) + 1
from Theorem 3.2. Now, if CMIl = Cone(pil) then k(l) = dim(N Il) = 0. In
such a case, the linear space N Il reduces to {0}. The converse implication is
obvious.
The equality CM = Cpi says that CMIl = Cone(pil) for every l ∈ Sˆ. Therefore
the first part gives N = ⊕l∈SˆN Il = {0} and CpiP ⊆ Cpi follows from the
invariance of CM under matrix P given by Result 3.1. Conversely, if CpiP ⊆ Cpi,
it follows from Result 3.1 that Cpi ⊆ CM and CMIl 6= {0} for all l. Finally
N = {0} or N Il = {0} for all l ∈ Sˆ gives CMIl = Cone(pil) for all l ∈ Sˆ with
the first part of the proof.
Remark 3.2 Let us say that any class I(k) ∈ I corresponds to ⊎l∈LkC(l)
for some subset Lk of Sˆ. It should be pointed out that if CMIl 6= {0} for
some l ∈ Lk, then CMIm 6= {0} for all m ∈ Lk. Indeed, for any states
i ∈ C(l) and j ∈ C(m), there exists an integer n such that P n(i, j) > 0 since
matrix PI(k)I(k) is irreducible. Consequently, the vector pilP
nIm is nonzero
(because (pil(i))i∈C(l) > 0) and it belongs to CMIm with the decomposition
and invariance properties given by Result 3.1 (pil ∈ CM, pilP
n ∈ CM and
pilP
nIm ∈ CMIm).
Example continued
We compute the set N associated with the 7× 7 matrix P from the numerical
example. If the vector u is in N , it must satisfy the conditions uI11
T =
uI21
T = uI31
T = uI41
T = 0 which are equivalent to
u(1) = 0, (3.4)
u(2) + u(3) = 0, (3.5)
u(4) = 0, (3.6)
u(5) + u(6) + u(7) = 0. (3.7)
It follows from equations (3.4) and (3.6) that N I1 = N I3 = {0}. Now, vector
u must also verify uI2PI21
T = 0 or 8u(2)+u(3) = 0. It becomes clear that the
only solution to the previous equation associated with (3.5) is u(2) = u(3) = 0,
that is N I2 = {0}. Note that uI4PI11
T = uI4PI21
T = 0 is equivalent to
3u(5) + 2u(6) = u(5) + 2u(7) = 0, which, once combined with equation (3.7),
gives u(5) = u(6) = u(7) = 0 or N I4 = {0}. Finally the set N is reduced
to {0}. Corollary 3.3 states that if CMIl (l = 1, 2, 3, 4) are different from {0}
then they are respectively Cone(pil) (l = 1, 2, 3, 4). We can easily check that
CpiP ⊆ Cpi.
We conclude that CM = Cpi according to Corollary 3.3.
9
Remark 3.3 The following example shows that condition N = {0} on the
right hand side of the last equivalence of the Corollary 3.3 cannot be dropped.
Indeed, for the partition P = {C(1) = {1}, C(2) = {2, 3}} and matrix P given
by
P =

 1/2 1/4 1/41/2 1/4 1/4
1/2 1/4 1/4

 ,
we have CpiP ⊆ Cpi = Cone((1, 0, 0); (0, 1, 1)); but any initial distribution α ∈ A
is such that agg(α, P,P) is a Markov chain, that is Cpi ⊂ CM = R
3
+ (see
characterization of strong lumpability in [6] or in [8]).
For any fixed l ∈ Sˆ, let us define the following condition (Rl) that will be
related, in the next section, to Peng’s condition for an irreducible matrix P :
(Rl) : Span(IlP
kIm1
T, m ∈ Sˆ, k ≥ 0) = RNIl.
We just prove that condition (Rl) is sufficient to have N Il = {0} and therefore,
in such a case, the set CMIl will be Cone(pil) if it does not reduce to {0}.
Lemma 3.4 If condition (Rl) holds then we have N Il = {0}.
proof. Let u be any vector of N Il ⊆ N . We have by definition uIl = u and
uP s1T = 0 for all s ∈ Sˆ∗. Note that IjIm = 0 for j 6= m and Im otherwise.
Consequently, for any m ∈ Sˆ,
∀s ∈ Sˆ∗, uIlP
sIm1
T = 0.
Finally, for every m ∈ Sˆ, we can write for any k ∈ N
∑
s∈Sˆ∗,lg(s)=k
uIlP
sIm1
T = 0 ⇐⇒ uIl
[ ∑
s∈Sˆ∗,lg(s)=k
P s
]
Im1
T = 0
⇐⇒ uIlP
kIm1
T = 0
⇐⇒ u[IlP
kIm1
T] = 0.
We deduce from the equality Span(IlP
kIm1
T, k ≥ 0, m ∈ Sˆ) = RNIl that
the n(l)-vector (u(i))i∈C(l) is in the orthogonal complement of R
n(l), hence
u = uIl = 0. So, the set N Il reduces to {0}.
If the condition (Rl) is fulfilled for l = 1, . . . , Q then Lemma 3.4 states that
⊕Ql=1N Il = {0}. Consequently, by Corollary 3.3, for any l = 1, . . . , Q each
“component” CMIl of CM not reduced to {0} is necessarily equal to Cone(pil).
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4 Connection with Peng’s work
In this section, we confine ourselves to the irreducible case to make the corre-
spondence with Peng’s work easier. However, it is not difficult to see that all
forthcoming results may be stated for any reducible t.p.m. P as long as the
partition P is a refinement of the usual partition I (see Remark 3.2 and [8]).
For an irreducible matrix P , vector pi is the usual stationary distribution of
the Markov chain, that is the unique stochastic vector solution to piP = pi.
Peng studies in [11] the connection between the homogeneous Markov prop-
erty and the Chapman-Kolmogorov equation. That was also the purpose of
Burke and Rosenblatt [3] and Hachigan [5] under various assumptions on the
t.p.m. P and the initial distribution. The transition probabilities of process
agg(pi, P,P) satisfy the Chapman-Kolmogorov equation if
∀k ≥ 1,
[
IPpi(Xk ∈ C(m) | X0 ∈ C(l)) = P̂
k(l,m) ∀l,m ∈ Sˆ
]
. (4.1)
Peng gives a condition under which relation (4.1) implies that the process
agg(pi, P,P) is Markovian and CM = Cpi. We briefly restate the main results
from [11] in terms of cones. First of all, we recall the condition used by Peng.
(ΓQ): Let Q ≤ N̂ be an integer and q = n(1) + · · ·+ n(Q) ≤ N . The first q
elements of the column vectors of matrices P kV (k ≥ 0) span Rq
where V is the N × N̂ matrix defined by V (i, l) = 1 if i ∈ C(l) and 0 other-
wise. The first result states that, under condition (ΓQ), the first Q projections
{CMIl | l = 1, . . . , Q} of set CM depend only on pi and P .
Result 4.1 (Th 3.2, [11]) Under condition (ΓQ),
CM 6= {0} =⇒ CM = ⊕
Q
l=1Cone(pil)⊕
N̂
l=Q+1 Cl
where unknown cone Cl is such that ClIl = Cl.
In the borderline case where Q = N̂ , we have the following equivalent state-
ments.
Result 4.2 (Th 3.1, [11]) Under condition (ΓN̂), the following are equiva-
lent:
(a) the transition probabilities of agg(pi, P,P) satisfy the Chapman-Kolmogorov
equation;
(b) CM = Cpi.
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First, we rely on condition (ΓQ) to conditions (Rl) l = 1, . . . , Q (defined
before Lemma 3.4). Indeed, the mth column vector (1 ≤ m ≤ N̂) of the
N × N̂ matrix P kV (k ≥ 0) corresponds to P kIm1
T. Next, the first q =
n(1) + · · ·+ n(Q) entries of the mth column vector of P kV are also the q first
entries of vector
∑Q
l=1 IlP
kIm1
T. Consequently, condition (ΓQ) is the same as
(Rl) with l = 1, . . . , Q or
Q
⊕
l=1
Span(IlP
kIm1
T,m ∈ Sˆ, k ≥ 0) =
Q
⊕
l=1
R
NIl.
Now, Result 4.1 follows from Result 3.1, Lemma 3.4 and Corollary 3.3.
Let us state the connection between the Markov property and the Chapman-
Kolmogorov equation under condition (ΓN̂) given by Result 4.2. We have the
following equivalent formulation of Result 4.2 (a) from relation (4.1)
∀k ≥ 0, (UpiP − UpiPV Upi)P
kV = 0
where the lth row of the N̂×N matrix Upi is vector pi
C(l). It is now clear that the
equality UpiP = UpiPV Upi will follow from the condition Span(P
kV, k ≥ 0) =
R
N . Equality UpiP = UpiPV Upi gives CpiP ⊆ Cpi and we obtain from Result 3.1
that Cpi ⊆ CM. Result 4.2 (b), or CM = Cpi, follows from Lemma 3.4.
Finally, note that condition (ΓN̂) is not necessary to derive Result 4.2 (b)
from CpiP ⊆ Cpi. For instance, let us consider the following irreducible matrix
P =


1/6 1/6 1/3 1/3
1/3 1/3 1/6 1/6
1/6 1/6 1/3 1/3
1/3 1/3 1/6 1/6


with partition P = {C(1) = {1, 2}, C(2) = {3, 4}}. The stationary distri-
bution of this doubly stochastic matrix is pi = (1/4, 1/4, 1/4, 1/4). We have
piC(1)P = piC(2)P = pi and hence CpiP ⊆ Cpi. Next, it is easy to check that
N = {0} and we deduce that CM = Cpi from Corollary 3.3. However, condi-
tion (ΓN̂) is not fulfilled since dim(Span(P
kI11
T, P kI21
T, k ≥ 0)) = 3.
5 On the PH-representation of a geometric
distribution
Throughout this section, C denotes a finite set with |C| elements. Let α
be a sub-stochastic vector on C and A be a |C| × |C| sub-stochastic matrix.
We assume that matrix I −A is invertible (I denotes the identity matrix). A
random variable which takes values in N is said to have a PH-distribution with
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parameters (α,A), which is denoted by PH(α,A), if its distribution function
F is given by
∀k ≥ 1, F (k) = 1− αAk1T and F (0) = 1− α1T.
A distribution PH(α,A) can be viewed as the distribution of the time to ab-
sorption in the absorbing Markov chain over the state space C ∪ {|C| + 1},
with initial distribution (α, 1− α1T) and t.p.m.
P =
(
A 1T − A1T
0 1
)
.
A question addressed by Norberg [9] is characterizing the probability distribu-
tions on C such that PH(α,A) is actually a geometric distribution with some
fixed nonnegative scalar λ as parameter. Such a geometric distribution is de-
noted by Geo(λ). In this section, A is the set of all probability distributions
on C. We consider the following set
GA(λ)
def
= {α ∈ A | PH(α,A) = Geo(λ)}.
A stochastic vector α is in GA(λ) if and only if
∀k ≥ 1, αAk1T = λk. (5.1)
The case when matrix A is primitive is tackled in [9], essentially with the help
of the classic asymptotical expression of the power of such a matrix
Ak = λkwTv + o(λk), (5.2)
where λ is the spectral radius of A, v and w are respectively the left and right
eigenvector corresponding to λ. Norberg shows that
1. the spectral radius of A must be the parameter λ of the geometric distri-
bution;
2. GA(λ) is a closed convex set;
3. GA(λ) = A if and only if 1 is the right eigenvector of matrix A.
We prove the following general result by using the invariance of cones.
Theorem 5.1 Let C be a finite set and A be a sub-stochastic matrix on the
set C. If there exists a probability distribution α on C such that PH(α,A) =
Geo(λ) then λ is an eigenvalue of A. Moreover, if matrix A is irreducible then
λ is the spectral radius of A and the stochastic left eigenvector corresponding
to λ is in GA(λ).
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proof. Let us define the following set
C = {α ≥ 0 | ∀k ≥ 1, α(Ak − λkI)1T = 0}.
C is a polyhedral cone from the theorem of Cayley-Hamilton and [2, Th 2.5].
It is easy to check that cone C is invariant under matrix A. Therefore, a slight
modification of Theorem 3.2 in [2] (see [8, Lemma 3.3]) states that C contains
a nonnegative left eigenvector v of matrix A. If so, λ is an eigenvalue of matrix
A. Moreover, when A is irreducible, matrix A admits only one nonnegative
left eigenvector which corresponds to the spectral radius of A.
Now a similar approach to that of Section 3 enables us to compute the set
GA(λ). We may restate relation (5.1) as follows: the process agg((α, 0), P,P),
with the partition P = {C, {|C| + 1}}, is a homogeneous Markov chain with
t.p.m.
P̂ =
(
λ 1− λ
0 1
)
.
Let us introduce the set
NA = {u ∈ R
|C| | uAk1T = 0 for k ≥ 0}
which is the orthogonal complement of Span(Ak1T, k ≥ 0). The proofs of
Theorem 5.1 and Theorem 3.2 give the following result in the present context.
Corollary 5.2 If GA(λ) 6= ∅ then there exists a stochastic left eigenvector v
corresponding to the eigenvalue λ of matrix A such that GA(λ) = CA(λ) ∩ A
with
CA(λ) = (Cone(v)⊕NA) ∩ R
|C|
+ .
In such a case, we have (GA(λ) = {v} ⇐⇒ NA = {0}) and (GA(λ) = A ⇐⇒ 1
is a right eigenvector corresponding to λ).
Remark 5.1 Matrix A is said to be PH-simple according to O’Cinneide [10]
if, for all α1, α2 ∈ A, the equality PH(α1, A) = PH(α2, A) implies that α1 = α2.
From a discrete-time counterpart of Theorem 1 of [10], condition NA = {0}
ensures that matrix A is PH-simple. In such a case, if geometric distribution
Geo(λ) admits the PH-representation PH(v, A) then this is the only one in the
form PH(α,A), or equivalently GA(λ) = {v}.
The first part of Norberg’s result was implicitly shown in Ledoux [7] in a
general framework which does not allow the use of formula (5.2). As noted
in [9], the weak lumpability is related to the current problem. Indeed, the
Markov property for agg(α, P,P) requires distributions of sojourn times in
each class C(l) of P for the Markov chain (α, P ) which are Geo(P̂ (l, l)). It
is known that the distribution of the nth sojourn time in a subset of states
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C(l) for a Markov chain with irreducible t.p.m. P is PH(vn, PC(l)C(l)), where
vn (n ≥ 1) is a probability distribution over the set C(l). Consequently, for
every n ≥ 1, the distribution of the nth sojourn time in C(l) is Geo(P̂ (l, l)) if
vn ∈ GPC(l)C(l)(P̂ (l, l)). Starting with the PH-representation of distributions of
sojourn times in each class C(l) and using the canonical Jordan form of the
matrix PC(l)C(l), it was shown in [7] that P̂ (l, l) (for all l ∈ Sˆ) is an eigenvalue
of matrix PC(l)C(l). A similar argument should lead to a proof of Theorem 5.1.
However we have preferred to give a proof illustrating how the invariance of
cones can be used to derive spectral properties. Finally, we note that, for a
given matrix P and a partition P , we have for every l ∈ Sˆ
u ∈ N Il =⇒ (u(i))i∈C(l) ∈ NPC(l)C(l)(P̂ (l, l)).
So, the set N Il reduces to {0} if NPC(l)C(l)(P̂ (l, l)) = {0}. In such a case, the
set CMIl, if it is different from {0}, is Cone(pil). If so, we have piC(l)PC(l)C(l) =
P̂ (l, l)piC(l) where piC(l) is the n(l)-vector (pil(i))C(l). Thus, vector piC(l) is a
positive left eigenvector of matrix PC(l)C(l) corresponding to the eigenvalue
P̂ (l, l).
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