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Professor Jose´ Mar´ıa Montesinos Amilibia
Oh my knots!
This volume contains the contributions presented by several colleagues as a tribute
to the mathematical and human qualities of Jose´ Mar´ıa Montesinos Amilibia on the
occasion of his seventieth birthday. The editors would like to express their thanks
to the contributors and their very especial gratitude to Jose´ Mar´ıa for his example
through many years of scientific and personal contact.
Marco Castrillo´n
Elena Mart´ın-Peinador
Jose´ M. Rodr´ıguez-Sanjurjo
Jesu´s M. Ruiz

Muchas gracias, Jose´ Mar´ıa
Este es un acto importante para los que estamos aqu´ı, algunos de los cuales conocen a
Jose´ Mar´ıa Montesinos desde hace ma´s de 50 an˜os. Hemos venido para darle las gra-
cias por muchas cosas, pero sobre todo por su ejemplo, el ejemplo de co´mo es posible
hacer cosas valiosas en tiempo dif´ıciles o muy dif´ıciles, como fueron los que vivio´ en
la primera etapa de su investigacio´n, desde 1967 hasta que se fue a Estados Unidos
en 1976. Aqu´ı, en la facultad, solo y por sus propios medios, realizo´ los que, segu´n su
propio testimonio, son sus mejores trabajos. Esto se puede constatar tambie´n en su
pa´gina web de la Academia donde cita los que cree son sus trabajos ma´s interesantes,
todos pertenecientes a aquella e´poca. Algunos publicados en revistas muy relevantes,
como el Bulletin of the AMS, otros en revistas ma´s modestas, pero todos conteniendo
resultados excelentes. Tambie´n la cr´ıtica, en particular el Mathematical Reviews, ha
sido expl´ıcita en su reconocimiento de la calidad de los trabajos de aquel periodo.
Posteriormente Montesinos conocio´ y aprendio´ mucho de Thurston y de otros: Cas-
son, Kirby, Matsumoto, Edwards, Siebenmann y Fico Gonza´lez Acun˜a, y siempre ha
manifestado su admiracio´n y reconocimiento hacia ellos. Evidentemente, su actividad
cient´ıfica posterior se ha beneficiado enormemente de estos contactos y de colabora-
ciones como la que ha mantenido con Mar´ıa Teresa Lozano y Mike Hilden a lo largo
de tantos an˜os.
En sentido inverso se puede decir que otros aprendieron no menos de e´l. Esto se ha
podido comprobar en el flujo continuo de visitantes de todo el mundo que han venido
al departamento para aprender. E´ste es el sentido opuesto al que nos ha llevado a la
mayor´ıa a ir fuera para adquirir conocimiento.
Montesinos ha obtenido un gran reconocimiento cient´ıfico. E´l ha valorado y
agradecido el reconocimiento, cient´ıfico y humano, de sus colegas. Especialmente
importante para e´l fue el que le dio Ralph Fox en su etapa inicial. Gracias al apoyo
que le presto´, pudo saber que iba en la buena direccio´n y que sus resultados eran
significativos. Desgraciadamente, Fox fallecio´ antes del primer viaje de Jose´ Mar´ıa
a Estados Unidos y no pudo conocerle personalmente. Sin embargo Montesinos no
ha buscado los focos, no se siente co´modo cuando es objeto de la atencio´n pu´blica
(espero que este acto sea una excepcio´n). En el an˜o 1992 se celebro´ en Par´ıs el
primer congreso de la Sociedad Matema´tica Europea. Era una ocasio´n importante,
el lanzamiento de esta sociedad, y fueron invitados diez conferenciantes plenarios de
la talla de Arnold, Donaldson y Mumford. Uno de ellos era Montesinos, quiza´ al-
gunos recuerden los carteles que anunciaban el congreso, en los que e´l aparec´ıa en
esa lista. Sin embargo surgio´ un problema de financiacio´n y Jose´ Mar´ıa renuncio´ a la
v
invitacio´n. Aparte de las razones econo´micas, creo percibir que esa decisio´n estuvo
motivada por una humildad ba´sica que siempre me ha parecido ver en su personalidad.
Montesinos disfruta del contacto humano, y los dema´s perciben cua´nto pueden
ganar estando a su lado y hablando con e´l. En cualquier reunio´n cient´ıfica se puede
advertir su popularidad y la relacio´n amistosa de que disfruta con mucha gente. Pero,
al mismo tiempo, necesita de la soledad, el retiro. Para su vida interior y para sus
teoremas. Los teoremas que fueron hechos en su juventud y los que sigue haciendo en
las montan˜as de Guadarrama y de Gredos. Recientemente nos dec´ıa en un seminario
que uno de sus u´ltimos resultados le hab´ıa costado cinco salidas al monte. Le deseo
muchas ma´s salidas al monte, muchos ma´s buenos teoremas y que siga viniendo por
aqu´ı para conta´rnoslos. Muchas gracias de nuevo, Jose´ Mar´ıa.
Madrid, 8 de septiembre de 2015 Jose´ Manuel Rodr´ıguez-Sanjurjo
Facultad de Ciencias Matema´ticas, UCM
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Morphismes analytiques finis
et reveˆtements ramifie´s
Claude WEBER
Section de mathe´matiques. Universite´ de Gene`ve
Claude.Weber@unige.ch
RE´SUME´
Le but de cet article est de pre´senter quelques re´sultats connus sur les reveˆtements
ramifie´s, en topologie et en ge´ome´trie analytique complexe. Nous verrons que
ces deux aspects sont entremeˆle´s. Les reveˆtements ramifie´s constituent un sujet
charge´ d’histoire, qui a ses racines dans l’uniformisation des fonctions alge´briques.
J’essayerai d’en esquisser les grandes lignes.
2010 Mathematics Subject Classification: 32H35, 32C18.
Key words: Varie´te´ analytique complexe, reveˆtement topologique non ramifie´, mor-
phisme analytique fini, degre´, discriminant.
Notations. En principe, la dimension complexe est note´e n. La dimension topologique
(disons celle de Lebesgue) est note´e m. Le degre´ d’un reveˆtement est note´ d.
1. Enonce´ du the´ore`me principal
Le but de ce texte (re´dige´ par un topologue paresseux) est d’exposer un the´ore`me
connu (mais tre`s utile !) d’existence et d’unicite´ sur les reveˆtements ramifie´s en ge´ome´-
trie analytique complexe qui, dans ce cas, portent le nom de morphismes finis (finite
mappings). Les de´finitions seront donne´es dans le cours du texte. Autant que possible,
on omettra l’adjectif “complexe”. Sans plus attendre j’e´nonce ce re´sultat sous forme de
deux the´ore`mes. Pris ensemble, ces deux the´ore`mes constituent le the´ore`me principal.
The´ore`me 1.1 Soit Y une varie´te´ analytique complexe (lisse par de´finition de varie´te´
analytique). Soit D ⊂ Y un sous-espace analytique de codimension ≥ 1. Soit
g : Z −→ Y \D
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un reveˆtement topologique non ramifie´. (Note sous forme de parenthe`se : comme Y \D
est lisse et comme le reveˆtement est non ramifie´, on peut munir Z d’une structure de
varie´te´ analytique de fac¸on a` ce que g soit e´tale (localement un isomorphisme). C’est
ce que l’on fait.) Alors il existe :
1) un espace analytique normal X et un sous-espace analytique B ⊂ X de codi-
mension ≥ 1 tel que X \B = Z,
2) un morphisme analytique fini
f : (X,B) −→ (Y,D)
tel que
f | X \B = Z −→ Y \D
soit e´gal a` g.
Ce premier e´nonce´ peut eˆtre vu comme un the´ore`me d’existence, mais aussi de
prolongement (on prolonge g en f).
Le deuxie`me e´nonce´ est un the´ore`me d’unicite´. Le point de de´part est le meˆme.
The´ore`me 1.2 Soient Y ; D ⊂ Y et g : Z −→ Y \D comme ci-dessus. On suppose
que l’on a un deuxie`me prolongement f˜ : X˜ −→ Y avec X˜ normal. Alors il existe un
isomorphisme analytique ϕ : (X,B) −→ (X˜, B˜) tel que f˜ ◦ ϕ = f .
La de´monstration est due aux efforts conjugue´s d’une part de Henri Cartan et de
son se´minaire et d’autre part de l’e´cole de Heinrich Behnke a` Mu¨nster : Karl Stein,
Hans Grauert et Reinhold Remmert. Elle meˆle topologie des reveˆtements ramifie´s et
the´orie des espaces analytiques. C’est ce que nous allons exposer ci-dessous dans les
grandes lignes. Dans le cas des courbes, tout ou partie de ces e´nonce´s s’appelle souvent
“le the´ore`me d’existence de Riemann”.
2. Morphismes analytiques finis selon Henri Cartan
Tout d’abord il faut savoir ce qu’est un morphisme fini.
De´finition 2.1 Soit f : X −→ Y un morphisme analytique. Il est appele´ fini s’il est
propre et a` fibres finies.
Commentaire. “Propre” est absolument indispensable. L’inclusion d’un ouvert est
a` fibres finies mais on n’en veut pas. En fait, on verra que tre`s souvent un morphisme
fini est ouvert, de sorte qu’il est a` la fois ouvert et ferme´ (puisque propre !) et donc
surjectif, si Y est connexe (supposer Y connexe ne couˆte rien). Les applications propres
entre espaces localement compacts sont e´tudie´es dans [7] p.175. Voir aussi Bourbaki.
Un the´ore`me de Cartan e´claire (mieux illumine) ce qu’il se passe. Voir [4].
2
C. Weber Morphismes analytiques finis et reveˆtements ramifie´s
The´ore`me 2.1 Soient X et Y deux espaces analytiques normaux, connexes de meˆme
dimension n. Soit f : X −→ Y un morphisme analytique fini. Alors :
1) f est ouverte.
2) Il existe un sous-ensemble analytique D ⊂ Y de dimension < n et un entier
d ≥ 1 tel que :
i) pour tout y ∈ Y la fibre f−1(y) se compose d’au plus d points ;
ii) pour tout y ∈ Y \D la fibre f−1(y) se compose d’exactement d points ;
iii) pour tout y ∈ D la fibre f−1(y) se compose de moins de d points.
3) L’image re´ciproque f−1(D) = B est un sous-ensemble analytique de X, de
dimension < n.
4) Pour tout x ∈ X\B il existe un voisinage ouvert U ⊂ X\B tel que la restriction
f |U soit un isomorphisme sur f(U) ⊂ Y \D.
Une conse´quence de l’e´nonce´ est que la restriction f | : X \ B −→ Y \ D est un
reveˆtement non ramifie´. Pour le voir, il faut de´montrer que cette restriction est propre.
Pour cela, on peut utiliser l’argument de la fin de la de´monstration de la proposition
5.1 ci-dessous. Le point est que, si ϕ : X −→ Y est propre et si K ⊂ Y est compact,
alors ϕ| : X \ ϕ−1(K) −→ Y \K est propre.
Note. Les ouverts X \B et Y \D sont denses et connexes. Voir le §7 sur les espaces
normaux.
De´finition 2.2 L’entier d s’appelle le degre´ du morphisme fini f .
Vocabulaire. Les sous-ensembles B et D ont divers noms dans la litte´rature. On
dit parfois que D ⊂ Y est le discriminant de f . On peut aussi dire que B est la
ramification en haut tandis que D est la ramification en bas. On verra au §3 que
f est un reveˆtement ramifie´ au sens des topologues. Mais je garderai la terminologie
”morphisme (analytique) fini” pour la ge´ome´trie analytique et ”reveˆtement ramifie´”
pour la topologie.
3. Reveˆtements ramifie´s en topologie selon Karl Stein
La situation de de´part est la suivante. Elle est volontairement un peu vague car
nous n’arriverons a` une de´finition satisfaisante qu’apre`s quelques ajustements.
On a un espace topologique E, un sous-espace ferme´ R ⊂ E et un reveˆtement fini
(non ramifie´) g : Q −→ E \R au-dessus de E \R. On de´sire prolonger la projection g
du reveˆtement en une application f : Q̂ −→ E sur E tout entier et l’on de´sire que ce
prolongement soit unique. Si l’on ne prend pas certaines pre´cautions, on ne peut pas
espe´rer avoir unicite´.
Voici un exemple simple, qui explique assez bien les conditions qui vont suivre.
Soit ∆2 le disque ouvert de rayon 1 dans C, et soit ∆˘2 le disque e´pointe´, c’est-a`-dire
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prive´ de son centre. Soit k ≥ 2 un entier et soient ∆˘2i des disques e´pointe´s, pour
i = 1, . . . , k. Pour chaque entier i choisissons un entier di ≥ 1. Soit gi : ∆˘2i −→ ∆˘2
un reveˆtement cyclique de degre´ di. Soit ∪igi : ∪i∆˘2i −→ ∆˘2 le reveˆtement d’espace
total l’union disjointe des disques e´pointe´s et qui est e´gal a` gi sur ∆˘
2
i . Chaque gi
se comple`te de fac¸on canonique en un reveˆtement ramifie´ du disque ∆2i sur ∆
2 en
envoyant centre sur centre. Mais dans la re´union des ∆2i il y a beaucoup de fac¸ons de
recoller les centres entre eux. On obtient ainsi des prolongements de ∪igi qui ne sont
isomorphes en aucun sens. Bien suˆr, dans l’exemple ci-dessus, la bonne fac¸on de faire
est de ne pas recoller les centres entre eux. Mais dans un cadre plus ge´ne´ral, on ne
peut pas dire les choses aussi simplement que cela !
Vocabulaire provisoire. L’application f est LE reveˆtement ramifie´ de´termine´ par le
reveˆtement non ramifie´ g. Il est intuitivement plausible (c’est a` cela que sert l’unicite´)
que f est de´termine´ par R ⊂ E et par g a` isomorphisme pre`s.
La de´finition suivante est ce qui convient pour cet expose´. Dans [5] et surtout dans
[9] on trouve une e´tude de´taille´e et bien plus ge´ne´rale du concept “ne pas se´parer
quelque part”.
De´finition 3.1 Soit E un espace topologique et soit A ⊂ E un ferme´. On dit que A
ne se´pare E nulle part si, pour tout ouvert connexe non vide U ⊂ E la diffe´rence
U \ (U ∩A) est non vide et (encore) connexe.
Commentaire. Si B est une varie´te´ topologique de dimension m et si A est de dimen-
sion ≤ (m−2) alors A ne se´pare B nulle part, essentiellement par dualite´ d’Alexander.
En revanche revenons a` l’exemple de la re´union ∪i∆2i des disques (pour i = 1, . . . , k
avec k ≥ 2) dont on identifie tous les centres en un point A pour obtenir un espace
B. Alors ce point A se´pare l’espace quotient B.
Venons-en a` la de´finition de Stein d’un reveˆtement ramifie´ dans le cas topologique.
Il existe des de´finitions plus ge´ne´rales, par exemple dans le cadre des spreads (voir le
§5.2 ci-dessous) ; mais celle de Stein suffit a` nos besoins.
De´finition 3.2 Soient X et Y des espaces topologiques connexes, localement connexes
et localement compacts. Soit f : X −→ Y une application propre. On dit que f est
un reveˆtement ramifie´ a` d feuilles s’il existe un sous-ensemble ferme´ D ⊂ Y , ne
se´parant Y nulle part, et tel que :
(a) f−1(D) = B ne se´pare X nulle part ;
(b) f | X \B −→ Y \D est un home´omorphisme local ;
(c) chaque point y ∈ Y \D a une image re´ciproque f−1(y) qui se compose d’exac-
tement d points distincts (ne´cessairement dans X \B) ;
(d) l’image re´ciproque f−1(y) de n’importe quel point y ∈ D est finie.
4
C. Weber Morphismes analytiques finis et reveˆtements ramifie´s
Il de´coule des de´finitions que f est une application ouverte et que n’importe quelle
fibre f−1(y) a au plus d points. Pour les espaces topologiques qui satisfont les condi-
tions de la de´finition, un home´omorphisme local propre est un reveˆtement non ramifie´
au sens usuel de la de´finition des reveˆtements. Par conse´quent l’application de´crite
dans (b) est un reveˆtement non ramifie´ au sens usuel. Pre´cisons qu’un point y ∈ Y est
un point de ramification (en bas) si y ne posse`de pas de voisinage au-dessus duquel
f est un reveˆtement non ramifie´. On dit aussi que f est ramifie´e au-dessus de y ∈ Y .
Par de´finition, D ⊂ Y est l’ensemble des points de ramification en bas. Il se peut que
D soit vide. Dans ce cas, bien e´videmment, f est un reveˆtement non ramifie´.
En ce qui concerne la topologie, le re´sultat de Stein est un the´ore`me de prolonge-
ment des reveˆtements non ramifie´s. C’est un the´ore`me d’existence et aussi d’unicite´.
Voici l’essentiel du Satz 1 de Stein [12].
The´ore`me 3.1 Donne´es.
(i) Un espace Y connexe, localement connexe et localement compact.
(ii) Un sous-espace ferme´ D ⊂ Y , ne se´parant Y nulle part.
(iii) Un reveˆtement non ramifie´ g : Z −→ Y \D a` d feuilles.
Alors il existe :
(1) Un espace X connexe, localement connexe et localement compact, qui contient
Z comme un ouvert ;
(2) Une application f : X −→ Y qui est un reveˆterment ramifie´ a` d feuilles et
telle que la restriction f | Z = g.
De plus f est ramifie´ au plus sur D.
Unicite´ :
Si f ′ : X ′ −→ Y est une application jouissant des meˆmes proprie´te´s que f ci-
dessus, il existe un home´omorphisme Φ : X −→ X ′ qui est l’identite´ sur Z et tel que
f ′ ◦ Φ = f .
Indications sur la preuve de Stein
Il vaut la peine d’indiquer comment Stein s’y prend pour comple´ter le reveˆtement
non ramifie´. Le principe de la me´thode peut s’adapter a` des situations plus ge´ne´rales.
Il utilise la notion de filtre sur un ensemble, notion due, sauf erreur, a` Bourbaki. En
voici l’essentiel, en suivant les notes d’un cours que Georges de Rham avait donne´ a`
Gene`ve en 1956-1957.
Soit donc E un ensemble. Un filtre F sur E est la donne´e d’un ensemble de parties
de E qui satisfait les proprie´te´s suivantes :
I. Toute partie de E qui contient une partie de E qui est un e´le´ment de F appar-
tient a` F .
II. L’intersection de deux e´le´ments de F appartient a` F .
III. L’ensemble vide n’appartient pas a` F et E appartient a` F .
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Commentaires.
(i) Il ne faut pas oublier que les e´le´ments de F sont des parties de E. On peut donc,
par exemple, prendre l’intersection de deux e´le´ments de F .
(ii) Ce qu’est une base de filtre est e´vident : un ensemble de parties B de E est une
base du filtre F si B ⊂ F et si tout ensemble de F contient un ensemble de B.
(iii) Un ensemble B de parties de E est une base de filtre si les deux conditions
suivantes sont satisfaites :
(a) l’intersection de deux e´le´ments de B est un e´le´ment de B.
(b) B n’est pas vide et l’ensemble vide n’appartient pas a` B.
Si E est un espace topologique et si A ⊂ E est une partie de E, l’ensemble des
voisinages de A est un filtre sur E.
Revenons a` la donne´e du Satz 1 de Stein. Nous allons indiquer comment Stein
comple`te Z pour obtenir X.
Soit y ∈ D. Soit U(y) un voisinage ouvert et connexe de y dans Y . Soit V (y) =
U(y) \ U(y) ∩ D. Comme D ne se´pare Y nulle part, V (y) est ouvert, non vide et
connexe. On conside`re alors l’image re´ciproque g−1(V (y)) ⊂ Z. C’est un ouvert de
Z et la restriction de g a` cet ouvert est un home´omorphisme local sur V (y). Une
composante connexe de g−1(V (y)) est appele´e une composante distingue´e de Z et
note´e V˜ (y).
Pour y ∈ D toujours fixe´, les voisinages tels que U(y) constituent une base du filtre
des voisinages de y. Les V (y) forment une base de filtre Fy sur Y \D. Nous conside´rons
alors les filtres F˜y sur Z qui ont une base forme´e des composantes distingue´es V˜ (y).
Comme g est un reveˆtement a` d feuilles, il est clair que pour y ∈ D fixe´, on a au plus
d tels filtres. On note ces filtres y˜1, . . . , y˜r avec 1 ≤ r ≤ d. Par de´finition y˜1, . . . , y˜r
sont les points de X qui se trouvent au-dessus de y. L’ensemble des points que l’on
ajoute ainsi a` Z pour y parcourant D est note´ B. Par de´finition X = Z∪B. On e´tend
g en f : X −→ Y en posant f(y˜j) = y pour 1 ≤ j ≤ r.
La suite de la construction consiste a` munir X d’une topologie qui satisfait toutes
les conditions requises. Cette topologie est obtenue ainsi. Soit V˜ (y) une composante
distingue´e. Soit S l’ensemble des points de B qui ont ce V˜ (y) parmi les e´le´ments de
leur base de filtre. On note W˜ (y) la re´union V˜ (y)∪S. Alors par de´finition les ouverts
de X sont les ouverts de Z et les W˜ (y). La ve´rification que cette topologie a les
proprie´te´s requises ne pre´sente pas de difficulte´ majeure.
La de´monstration de l’unicite´ demande un argument ad hoc, exprime´ dans le
lemme (Hilfsatz) 2 de [12]. Le fait que la ramification ne se´pare nulle part est essentiel.
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4. Prolongement de reveˆtements dans le cas analytique
Je vais suivre principalement l’article de Cartan [4] et celui de Grauert-Remmert
[6]. Le point de de´part de ces derniers auteurs est le Satz 1 de Stein, adapte´ a` la
situation qui les concerne. Il est e´nonce´ dans leur Satz 8, dont voici le contenu.
The´ore`me 4.1 Donne´es.
(i) Une varie´te´ analytique (lisse donc) Y connexe.
(ii) Un sous-ensemble analytique D ⊂ Y de codimension ≥ 1.
(iii) Un reveˆtement topologique non ramifie´ a` d feuilles g : Z → Y \D.
Alors il existe :
(1) Un espace topologique X connexe, localement connexe et localement compact,
contenant un ferme´ B ne se´parant X nulle part et tel que X \B = Z.
(2) Une application f : X −→ Y qui est un reveˆtement ramifie´ (au sens topologique
bien suˆr) a` d feuilles prolongeant g.
Commentaires.
1. Il y a unicite´, comme dans le Satz 1 de Stein.
2. L’ouvert Y \D est une varie´te´ analytique ; comme g : Z −→ Y \D est un reveˆtement
non ramifie´, il est facile de munir Z d’une structure de varie´te´ analytique de fac¸on
que g soit un isomorphisme local. C’est ce que l’on fait.
3. Ce que l’on obtient alors est appele´ par Grauert et Remmert une “analytische U¨ber-
lagerung”. Attention : ce qui est analytique consiste en la donne´e en bas (D ⊂ Y ) et
en le reveˆtement non ramifie´ g : Z −→ Y \ D. Mais pour l’instant X n’est pas un
espace analytique. Le but de l’article [6] est pre´cise´ment de munir X d’une structure
d’espace analytique normal, qui prolonge la structure lisse sur Z.
Indications sur la preuve du the´ore`me 1.1 (existence)
En gros, la situation est la suivante :
X est un espace topologique localement compact ; B⊂X est un ferme´ qui ne se´pare
X nulle part et l’ouvert X \B est une varie´te´ analytique de dimension complexe n.
Il s’agit d’e´tendre la structure sur Z en une structure normale sur X, de fac¸on a` ce
que B soit un sous-espace analytique de dimension < n.
Pour atteindre ce but, on munit X d’une structure d’espace annele´, en construi-
sant un faisceau SX sur X. Ensuite, la de´monstration consiste a` prouver que SX
est une structure analytique ayant les proprie´te´s voulues. Il faut admettre que la
de´monstration de [6] est difficile. Je vais me contenter d’en donner l’ide´e ge´ne´rale, en
suivant Cartan, qui a publie´ deux articles sur la question. Voir [4]. Celui du Se´minaire
reprend celui publie´ aux Mathematische Annalen, avec quelques variations. Voir par
exemple le The´ore`me 2 p.11-06 du Se´minaire. La pre´sentation de Cartan est tre`s
claire.
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Pour de´finir SX en un point z ∈ Z on n’a pas le choix, puisque Z est de´ja` muni
d’une structure analytique (lisse).
Soit donc b ∈ B. Soit V un voisinage ouvert (connexe) de b dans X. On de´finit
le faisceau SX sur V comme e´tant forme´ des fonctions continues ϕ : V −→ C qui
sont holomorphes en tout point z ∈ V ∩ Z. Cartan observe que, si l’on de´sire que X
soit normal, on est oblige´ de proce´der ainsi, puisque les espaces normaux jouissent
pre´cise´ment de cette proprie´te´ (si l’on sait que B est un sous-ensemble analytique,
ou plus ge´ne´ralement “thin”). Voir l’Appendice 2 ci-dessous. Je regrette de ne pas
pouvoir en dire plus sur l’existence.
Remarquons que, une fois que l’on sait que la structure analytique sur X est nor-
male et que B ⊂ X est un sous-espace analytique, la projection f : X −→ Y du Satz
8 est automatiquement analytique. L’argument est le meˆme que dans les lignes qui
suivent ci-dessous.
Indications sur la preuve du the´ore`me 1.2 (unicite´)
La preuve est une conse´quence imme´diate du fait que les structures sont normales.
En effet, conside´rons l’home´omorphisme Φ : X −→ X ′ du the´ore`me 3.1. La restriction
Φ| : Z −→ Z est l’identite´. En particulier, Φ est continue et sa restriction aux points
lisses est holomorphe. Par conse´quent, Φ est analytique. De meˆme l’inverse Φ′ : X ′ −→
X est analytique pour les meˆmes raisons. Et donc Φ est un isomorphisme analytique.
Il est inte´ressant de lire ce que dit Remmert dans [11] au §4.1. Un “analytically
ramified covering” est une “analytische U¨berlagerung” dont nous venons de parler.
Remarques. (1) Les prolongements topologiques a` la Stein se comportent bien par
changement de base, en prenant certaines pre´cautions. C’est ce qu’affirme la proposi-
tion suivante.
Proposition 4.1 Soient :
(a) D ⊂ Y ; g : Z −→ Y \D et f : (X,B) −→ (Y,D) comme dans le Satz 1.
(b) ψ : (Y +, D+) −→ (Y,D) un home´omorphisme.
Alors :
(c) le pull-back g+ : Z+ −→ Y + \ D+ de g : Z −→ Y \ D se prolonge, de fac¸on
essentiellement unique, en un reveˆtement ramifie´ f+ : (X+, B+) −→ (Y +, D+)
(d) l’home´omorphisme ψ se rele`ve en un home´omorphisme Ψ : (X+, B+) −→
(X,B) tel que l’on ait l’e´galite´ f ◦Ψ = ψ ◦ f+.
Mutatis mutantis, on a un re´sultat analogue pour le the´ore`me de prolongement
de Grauert-Remmert dans le cadre analytique. La condition importante est que ψ :
(Y +, D+) −→ (Y,D) doit eˆtre un isomorphisme analytique.
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(2) Tout ce passe bien du coˆte´ des groupes de Galois. On a en effet la proposition
suivante.
Proposition 4.2 Soient D ⊂ Y et g : Z −→ Y \D comme dans le Satz 1. Supposons
que le reveˆtement (non ramifie´) g soit Galoisien de groupe G. Alors le reveˆtement
ramifie´ f : (X,B) −→ (Y,D) est Galoisien de groupe G.
On a un e´nonce´ analogue dans le cadre analytique. En ce qui concerne les surfaces
de Riemann, ceci est un proce´de´ e´le´gant et ancien pour construire des surfaces avec
automorphismes. Voir, par exemple, le proble`me de Galois inverse. Un point de de´part
est que, e´tant donne´ un groupe fini G, le the´ore`me d’existence de Riemann permet de
construire un reveˆtement galoisien Σ2 −→ S2 ayant G pour groupe de Galois. Pour
cela, on construit tout d’abord un reveˆtement galoisien non ramifie´ de S2 prive´e d’un
nombre ade´quat de points. Ensuite on le comple`te. He´las, le the´ore`me d’irre´ductibilite´
de Hilbert ne permet pas de conclure qu’il existe une extension finie des rationnels
ayant G pour groupe de Galois.
(3) J’ache`ve ce §4 en faisant quelques commentaires sur divers avatars des e´nonce´s
pre´ce´dents.
(i) Dans la situation de la Proposition 4.1 les espaces X et X+ sont home´o-
morphes mais les structures analytiques ne sont en principe pas isomorphes. Un chan-
gement de base topologique nous conduit donc a` une situation de modules d’espaces
analytiques. Dans la version ou` le changement de base ψ est analytique, alors X et X+
sont analytiquement isomorphes. Dans ce contexte, il y a une situation (certes rare,
mais remarquable) ou` l’existence d‘un changement de base topologique entraine l’exis-
tence d’un ψ analytique. C’est ce qu’il se passe pour les dessins d’enfants, dont le point
de de´part est la donne´e suivante. L’espace Y est la sphe`re de Riemann S2 et D ⊂ S2
est un ensemble de 3 points. Or, le groupe des automorphismes analytiques de S2 agit
transitivement sur les sous-ensembles de 3 points. Par conse´quent, la donne´e de ce qui
est ne´cessaire pour de´terminer topologiquement un reveˆtement ramifie´ sur 3 points
de´termine la structure analytique de la surface de Riemann obtenue comme espace
total du reveˆtement. Cette donne´e topologique est un dessin d’enfants. Il est vraiment
surprenant qu’une donne´e aussi “molle” de´termine une structure aussi “de´licate”. La
suite de cette superbe histoire est raconte´e, par exemple, dans le se´minaire Bourbaki
de Joseph Oesterle´ No 907 (2001-2002) et dans plusieurs textes de Leila Schneps. Il
est extraordinaire que le groupe de Galois de Q¯/Q agisse (Alexandre Grothendieck !)
sur l’ensemble des dessins d’enfants.
(ii) Un autre exemple d’utilisation de ces re´sultats d’existence et d’unicite´
de prolongements se trouve dans le livre de Gottfried Barthel, Friedrich Hirzebruch
et Thomas Ho¨fer [1]. L’objectif est de construire des surfaces complexes (varie´te´s
analytiques complexes, donc lisses, compactes, de dimension complexe 2) dont les
nombres de Chern ont certaines proprie´te´s. Sans entrer dans les de´tails, la strate´gie
est la suivante. On choisit pour Y l’espace projectif P 2(C). Le sous-espace D ⊂ P 2(C)
9
C. Weber Morphismes analytiques finis et reveˆtements ramifie´s
est donc une courbe projective. Pour maitriser les calculs, on choisit pour D un
arrangement de droites. On se donne ce qu’il faut pour construire un reve`tement fini
du comple´mentaire de D. On le comple`te par un espace normal. Ce dernier n’a alors
que des singularie´s isole´es, re´solues finalement par la me´thode de Hirzebruch-Jung. Il
faut de la virtuosite´ pour mener a` bien ce programme.
5. Un peu d’histoire
5.1. L’uniformisation des fonctions alge´briques
L’article de Reinhold Remmert [11] est une re´fe´rence tre`s documente´e sur l’his-
toire de l’uniformisation des fonctions alge´briques. Traditionnellement on part d’un
polynoˆme
P (z, w) = wd + a1(z)w
d−1 + · · ·+ ad−1(z)w + ad(z)
ou` les ai(z) sont des polynoˆmes a` n variables z = (z1, . . . , zn) a` coefficients complexes.
Si on fixe le point z ∈ Cn, quel que soit le nombre n de variables l’e´quation polyno-
miale P (z, w) = 0 posse`de en ge´ne´ral d racines distinctes. Tout le sel de l’affaire est
dans le “en ge´ne´ral”. De toutes fac¸ons on conside`re que w est une fonction de z ayant
en ge´ne´ral d valeurs. On dit qu’elle est multiforme de degre´ d. Pendant une bonne
partie du 19e`me sie`cle on ne conside´ra que le cas n = 1. Typiquement la fonction
2
√
q(z) ou` q(z) est un polynoˆme de degre´ 3 a` une variable est multiforme. C’est une
telle fonction qui intervient dans le calcul de la longueur de l’arc de l’ellipse. Cela
pose un proble`me : comment inte´grer une fonction multiforme ? (En fait, on devrait
parler de forme holomorphe ou me´romorphe multiforme.) La re´ponse est (en langage
d’aujurd’hui) : la fonction devient (ou “est”) uniforme sur un reveˆtement ramifie´ de
la sphe`re de Riemann S2. La ramification vient pre´cise´ment des valeurs de z pour
lesquelles le polynoˆme posse`de moins de d racines. On ne peut pas e´viter l’existence
de ramification. Les pre´de´cesseurs de Riemann savaient en fait beaucoup de choses sur
ce qu’il se passe autour d’un point de ramification (pour n = 1 !). Voir par exemple
l’article de Puiseux, publie´ en 1850 [10]. D’ailleurs, je trouve que l’Histoire est injuste
a` son sujet.
Faisons un saut dans le temps en utilisant un langage plus re´cent, qui est pre´cise´
dans l’aline´a juste ci-dessous. Les points de ramification ne causent pas vraiment de
difficulte´ pour les fonctions alge´briques a` une variable pour la raison suivante. L’en-
semble des points de ramification en bas est forme´ de points isole´s. Soit Q un tel
point. Soit ∆ un petit disque ouvert centre´ en Q et ne contenant que Q comme point
de ramification. Soit ∆˘ le disque e´pointe´. Alors Π−1P (∆˘) −→ ∆˘ est un reveˆtement
non ramifie´ a` d feuilles, d’espace total non ne´cessairement connexe. Comme le groupe
fondamental du disque e´pointe´ est isomorphe aux entiers rationnels, la monodromie
de ce reveˆtement est de´termine´e par une permutation σ de l’ensemble {1, . . . , d}.
De´composons σ en produits de cycles deux a` deux disjoints : σ = c1, . . . , ci, . . . , ck
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pour un certain entier k ≤ d. L’ensemble des cycles correspond bijectivement a` l’en-
semble des composantes connexes de Π−1P (∆˘). De´signons ces composantes connexes
par ∆˘1, . . . , ∆˘i, . . . , ∆˘k. Le reveˆtement ∆˘i −→ ∆˘ est cyclique d’ordre di. Il est iso-
morphe (via un isomorphisme ϕi) au reveˆtement D˘
2
i −→ D˘2 de´fini par z 7→ zdi
(ou` D2 de´signe le disque ouvert de rayon 1 dans C). Conside´rons le quotient de
l’union disjointe de ∪iD2i avec Π−1P (∆˘) obtenu en recollant ∪iD2i a` Π−1P (∆˘) a` l’aide
des isomorphismes ϕi. Ce quotient est la surface de Riemann lisse cherche´e. La raison
essentiellle pour laquelle l’ope´ration est aussi facile est que la monodromie autour de
la ramification est tre`s simple.
A partir de la fin du 19e`me sie`cle on s’est pose´ la question : que se passe-t-il si
n ≥ 2 ? Par exemple si n = 2 ? Bien suˆr, le lieu naturel qui uniformise la fonction
alge´brique est l’hypersurface ΣP de C
n+1 d’e´quation P (z, w) = 0. Dans le langage
que nous utilisons ici la projection naturelle ΠP : ΣP −→ Cn+1 est un morphisme
analytique fini, dont le lieu de ramification en bas est le lieu des ze´ros du discrimi-
nant du polynoˆme P (z;w), conside´re´ comme polynoˆme en la variable w. Mais vers
1900 ces concepts n’e´taient pas tous disponibles. A cette e´poque, on parlait d’espace
(ou de domaine) de Riemann pour qualifier l’application ΠP : ΣP −→ Cn. Wilhelm
Wirtinger (e´le`ve de Felix Klein) fut un des premiers a` re´aliser que localement il y
a une difficulte´ de´ja` pour n = 2. Wirtinger et certains pre´de´cesseurs (par exemple
Poul Heegaard dans sa the`se de 1898) observent que l’ensemble de ramification en
bas est une courbe. Plac¸ons-nous en un point singulier a de la courbe discriminant.
Pour simplifier la discussion, supposons que ΣP est normale. Soit b un point au-dessus
de a. Alors, ΣP est localement en b le coˆne de base l’espace total d’un reveˆtement
de la sphe`re S3 ramifie´ sur un entrelacs. Cet entrelacs est l’intersection du bord d’un
petit voisinage sphe´rique de a avec la courbe discriminant. Il n’y a en principe aucune
raison pour qu’un tel point soit uniformisable. (Pendant tre`s longtemps, on a appele´
uniformisable un point de l’hypersurface qui est lisse.) Wirtinger a souvent pose´ la
question de savoir quels sont les entrelacs qui peuvent eˆtre de tels ensembles de ramifi-
cation et quels sont les reveˆtements finis qui leur correspondent. La de´termination de
ces entrelacs (dits alge´briques) fut effectue´e par son e´le`ve Karl Brauner et par Werner
Burau.
C’est ce genre de questions qui est le point de de´part de l’article de Heinrich
Behnke et Karl Stein [2], dont on peut conside´rer qu’il a eu une longue descendance.
Tout d’abord, ils observent que, si l’on peut compactifier C2 topologiquement ou
diffe´rentiablement en la sphe`re S4 on ne peut pas le faire analytiquement. La situation
est donc plus complique´e que dans le cas n = 1, ou` l’on peut compactifier analyti-
quement C en ajoutant un seul point a` l’infini (ce que l’on fait habituellement). On
se re´soud donc a` laisser l’hypersurface ΣP telle qu’elle est. Mais il y a plus se´rieux.
Dans l’hypersurface ΣP il peut se trouver des points vraiment non uniformisables.
L’exemple probablement le plus simple est celui que donnent Behnke-Stein : Il s’agit
de l’origine de C3 pour l’hypersurface d’e´quation P (z, w) = w2 − z1z2 = 0. Elle est
normale et, localement, ΣP est le coˆne sur l’espace projectif re´el P
3(R). Cet exemple
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avait de´ja` e´te´ de´couvert par Poul Heegaard dans sa the`se. Il fut d’ailleurs a` l’origine
d’une controverse avec Henri Poincare´, sur l’e´nonce´ de la dualite´ de Poincare´ lorsque
l’homologie a de la torsion. Manifestement, on ne peut pas, par une manipulation
ponctuelle, transformer ΣP en une varie´te´, comme ce fut le cas par normalisation
lorsque n = 1. Friedrich Hirzebruch a propose´ dans sa the`se soutenue a` Mu¨nster ( !)
en 1950 de re´soudre les singularite´s lorsque n = 2, en suivant la me´thode, dite aujour-
d’hui de Hirzebruch-Jung, qui fait pre´cise´ment l’objet de sa the`se. On obtient ainsi
une varie´te´ Σ˜P et un morphisme propre Π˜P : Σ˜P −→ ΣP (mais qui n’est pas a` fibres
finies) tel que la composition ΠP ◦ Π˜P uniformise la fonction alge´brique. Voir aussi le
se´minaire Bourbaki 84 en de´cembre 1953 de Cartan.
Plus ge´ne´ralement, il s’agit de comprendre le morphisme ΠP pour n quelconque.
Certainement, il s’agit d’une application continue, propre, entre espaces localement
compacts, a` fibres finies. Elle ressemble a` un reveˆtement topologique traditionnel
sans en eˆtre vraiment un. De plus, une partie des donne´es est analytique (et meˆme
alge´brique). Dans leur article de 1951, Behnke-Stein proposent de trianguler la situa-
tion. Que cela soit possible avait de´ja` e´te´ de´montre´ par A.B. Brown et B.O. Koopman
en 1933. Une fois triangule´e, ΣP est une pseudo-varie´te´. C’est, en topologie combina-
toire, ce qui peut se faire de mieux si l’on n’a pas une varie´te´. Salomon Lefschetz avait
aussi vante´ les me´rites des pseudo-varie´te´s (appele´es circuits) pour de´crire la topologie
des varie´te´s alge´briques projectives complexes (comme il s’agit de varie´te´s alge´briques,
elles peuvent eˆtre singulie`res). Le §5.4 ci-dessous est consacre´ aux pseudo-varie´te´s (tri-
angule´es). L’analogie avec certains aspects des espaces analytiques est frappante. Du
coup, la projection ΠP : ΣP −→ Cn est simpliciale. Dans ce cadre-la`, il n’est pas tre`s
difficile de de´finir ce qu’est un reveˆtement ramifie´. Il faut ne´anmoins observer que
dans cette situation la ramification en haut peut se´parer localement. Les reveˆtements
ramifie´s de Behnke-Stein sont donc plus ge´ne´raux que ceux de´crits par Stein. Bien
suˆr, on peut (on doit) conside´rer que les triangulations sont comme une sorte de corps
e´tranger dans le sujet et qu’il vaudrait mieux utiliser des me´thodes plus intrinse`ques.
C’est exactement a` cette pre´occupation que re´pond l’article de Stein dont nous avons
parle´ dans le §3.
5.2. Les spreads de Ralph Fox et Jose´ Montesinos
C’est a` peu pre`s a` la meˆme e´poque (milieu des anne´es 1950-1960) que Ralph Fox a
propose´ une de´finition purement topologique des reveˆtements ramifie´s. Comme pour
Stein, son ambition est de se passer des triangulations, mais pour de toutes autres
raisons. En ce temps-la`, beaucoup des invariants construits en topologie de´pendaient
du choix d’une triangulation et n’e´taient donc pas de ve´ritable invariants topologiques.
En particulier c’e´tait le cas en the´orie des noeuds, qui faisait un grand usage des
reveˆtements de la sphe`re S3 ramifie´s sur un noeud on un entrelacs. Or ces reveˆtements
e´taient de´finis a` l’aide d’une triangulation et il s’agissait donc d’e´liminer leur usage. Il
semble qu’il n’y a pas eu de contacts entre la ge´ome´trie analytique (Paris et Mu¨nster)
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d’une part et la topologie purement topologique (Princeton en l’occurrence) d’autre
part et que les deux the´orie se soient de´veloppe´es inde´pendamment.
Fox a introduit la notion de “spread” (que l’on pourrait traduire par “e´tendue”,
mais je vais conserver le terme spread), qui ge´ne´ralise grandement les reveˆtements
ramifie´s. Voir [5]. Plus tard, Jose´ Montesinos a magistralement place´ les spreads dans
un contexte encore plus ge´ne´ral. Voir [9]. Voici, en gros, de quoi il s’agit.
Les espaces que l’on conside`re sont suppose´s seulement T1, ce qui signifie que
chaque point est un ferme´ dans la terminologie introduite par Felix Hausdorff. C’est
nettement plus faible que T2 qui signifie se´pare´. On ne suppose pas au de´part que
les espaces sont a` base de´nombrable, ou me´trisables. Nous sommes donc tre`s loin des
espaces localement compacts utilise´s dans le §2.
De´finition 5.1 Soient X et Y deux espaces T1. Une application continue f : X −→
Y est un spread si la condition suivante F est satisfaite :
F une base de la topologie de X est obtenue en conside´rant les composantes
connexes des images re´ciproques par f des ouverts de Y .
Concre`tement cela signifie que pour tout x ∈ X et tout ouvert U 3 x, il existe un
ouvert W ⊂ Y et une composante connexe Ŵ de f−1(W ) telle que x ∈ Ŵ ⊂ U .
Commentaire. Tout reveˆtement traditionnel satisfait la condition F. Il e´tait auda-
cieux de la part de Fox de prendre comme point de de´part cette unique proprie´te´. Fox
et plus tard Montesinos jouent le jeu a` fond et n’imposent que peu ou pas de condition
supple´mentaire aux espaces topologiques. Par conse´quent, l’e´tude des spreads est vite
tre`s technique et le ne´ophyte (j’en suis un !) est un peu perdu.
Quelques conse´quences faciles. Comme Y est T1 les fibres f
−1(y) pour y ∈ Y
sont ferme´es. La condition F implique facilement que X est localement connexe.
La condition F implique aussi qur les fibres sont totalement discontinues : leurs
composantes connexes sont re´duites a` un point. Mais il y a des exemples ou` une fibre
est un Cantor. Dans la litte´rature, une application telle que les fibres sont totalement
discontinues est appele´e light.
Noter que l’on n’impose pas que l’application f soit surjective. En ge´ne´ral un
spread n’est ni une application ouverte ni une application ferme´e. Ceci indique que les
spreads sont loin des reveˆtements. L’article cite´ de Jose´ Montesinos donne beaucoup
d’exemples inte´ressants, qui montrent que le monde des spreads est plein de surprises.
On jugera du degre´ de ge´ne´ralite´ de la notion de spread en consultant le §6 de l’article
de Fox, consacre´ aux spreads dans le cadre des complexes simpliciaux. Une application
simpliciale f : K1 −→ K2 est un spread si et seulement si, pour tout simplexe σ de
K1, l’image f(σ) est un simplexe de K2 de meˆme dimension que σ. Autrement dit, f
est non de´ge´ne´re´e au sens des applications simpliciales. C’est tout.
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Voici quelques re´sultats que je trouve rassurants, mais tout de meˆme
loin des reveˆtements.
1) Supposons que f : X −→ Y est light, avec X un espace se´pare´ et Y un espace
T1. Si f est ferme´e et a` fibres compactes (ceci est souvent pris comme de´finition d’une
application propre, lorsque les espaces ne sont pas localement compacts) alors f est
un spread.
2) Si X et Y sont des varie´te´s se´pare´es, une application f : X −→ Y est un spread
si et seulement si elle est light.
Fox et Montesinos ont besoin d’une notion qui est proche de “ne se´pare nulle part”.
De´finition 5.2 Soit E un espace topologique et soit W ⊂ E un ouvert (Fox et Mon-
tesinos ne prennent meˆme pas cette restriction). On dit que W est localement
connexe dans E si :
(1) W est dense dans E.
(2) il existe une base d’ouverts {Uj}j∈J de E telle que pour tout Uj l’intersection
Uj ∩W est connexe.
Comparer avec la de´finition de “ne se´pare nulle part” en prenant W = E \A.
Les deux auteurs ont besoin de cette notion pour faire entrer les reveˆtements
ramifie´s dans le cadre des spreads. Mais de toutes fac¸ons leur de´finition est bien plus
ge´ne´rale que celle que j’ai pre´sente´e dans le §3, due a` Stein. Je renvoie les lecteurs
a` l’article tre`s documente´ de Montesinos, qui contient une bibliographie de´taille´e sur
les spreads.
5.3. Les espaces analytiques complexes
Au de´but des anne´es 1950, il e´tait donc clair que les varie´te´s analytiques ne sont pas
suffisantes pour re´soudre certains proble`mes qui se pre´sentent en ge´ome´trie complexe.
D’autres objets sont ne´cessaires. Dans son article [11] Remmert fait une observation
qui m’a surpris (ce qui te´moigne de mon ignorance) : vers 1950, meˆme les varie´te´s
analytiques (lisses !) e´taient peu e´tudie´es. Ceci est confirme´ par Cartan dans [3].
Le concept qui a tout de´clenche´ est la notion de faisceau, due a` Jean Leray et magis-
tralement e´tudie´e et exploite´e par Henri Cartan et Jean-Pierre Serre. Tant qu’il s’agit
de varie´te´s (diffe´rentiables, analytiques, affines, hyperboliques, . . .) on peut de´finir
la structure de´sire´e par des cartes, avec la condition que les changements de cartes
doivent appartenir a` un pseudo-groupe donne´. Un livre publie´ vers 1930, duˆ a` Oswald
Veblen et Henry Whitehead, a bien explique´ comment proce´der. Malheureusement, ce
livre a paru trop complique´ et n’a pas eu une grande influence, me semble-t-il. Mais
les changements de cartes ne fournissent pas la recette ade´quate pour de´finir les es-
paces analytiques. C’est la` que les faisceaux interviennent, pour recoller les structures
locales. Dans les deux appendices, j’esquisse grossie`rement comment cela fonctionne.
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5.4. Les pseudo-varie´te´s triangule´es
On conside`re des complexes simpliciaux K, pas ne´cessairement finis, mais loca-
lement finis. On les munit de la topologie faible : un sous-ensemble de K est, par
de´finition, ferme´ si et seulement si son intersection avec chaque simplexe est ferme´e.
La condition “localement fini” est e´quivalente a` “localement compact”. Avec la topo-
logie faible, un complexe simplicial (on devrait dire l’espace topologique sous-jacent)
est paracompact.
De´finition 5.3 Un complexe simplicial M est une pseudo-varie´te´ de dimension
(topologique) m si les trois conditions suivantes sont satisfaites :
(1) M est purement de dimension m ; explicitement, tout simplexe de dimen-
sion < m de M est face d’au moins un simplexe de dimension m.
(2) Tout simplexe de dimension (m− 1) est face d’exactement deux simplexes de
dimension m.
(3) Etant donne´s deux simplexes de dimension m, on peut passer de l’un a` l’autre
par une suite finie de simplexes adjacents de dimension m et (m− 1) en alternance.
Commentaires. Notons M0 l’ensemble des points de M qui ont un voisinage
home´omorphe a` un ouvert de Rm. Par construction M0 est un ouvert dense, constitue´
des points lisses. Le comple´mentaire S(M) est le sous-complexe des points singuliers
de M . La condition (2) dit que S(M) est de codimension ≥ 2. La condition (3) dit que
M0 et M sont connexes. Autrement dit, M est irre´ductible. Si on le de´sire, on peut
se passer de la condition 3). Ce qui est vraiment caracte´ristique des pseudo-varie´te´s
se trouve dans les conditions 1) et 2). Mais j’admettrai la condition d’irre´ductibilite´.
De´finition 5.4 Soit M une pseudo-varie´te´ de dimension m. Soit x ∈ M . On dit
que M est localement irre´ductible en x si x posse`de un syste`me fondamental de
voisinages ouverts {Vj} pour j ∈ J tels que Vj ∩M0 soit connexe.
Comme on n’est pas concerne´s par le prolongement de fonctions holomorphes (voir
l’appendice 2), on dit souvent que M est normale, au lieu de localement irre´ductible. Si
M est une pseudo-varie´te´ normale et si K ⊂M est un sous-complexe de codimension
≥ 2, alors K ne se´pare M nulle part.
Behnke-Stein proposent une de´finition de reveˆtement ramifie´ d’une pseudo-varie´te´
(pas ne´cessairement normale, comme nous l’avons vu plus haut) sur un ouvert de Cn.
En ge´ne´ral, les reveˆtements ramifie´s entre pseudo-varie´te´s normales fonctionnnent
bien, comme l’indique la proposition ci-dessous. Il y a des articles passionnants de
Clint McCrory et Dennis Sullivan sur les pseudo-varie´te´s normales, en particulier sur
la normalisation des pseudo-varie´te´s.
En quelques mots, la normalisation d’une pseudo-varie´te´ M permet de construire
une pseudo-varie´te´ normale M̂ et une application simpliciale ν : M̂ −→ M qui jouit
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des proprie´te´s suivantes :
i) La restriction ν| ν−1M0 −→ M0 est un isomorphisme line´aire par morceaux.
Ici, M0 de´signe l’ouvert dense des points de M ou` M est localement irre´ductible.
ii) L’application ν est propre a` fibres finies.
En d’autres termes, ν est un reveˆtement a` une feuille ! Mais comme M n’est
pas normale, on peut avoir plus d’un point au-dessus d’un point de la ramification.
L’exemple standard consiste a` prendre pour M̂ la sphe`re S2 et pour ν la projection
sur la quotient de S2 obtenu en identifiant deux points de S2.
Il est inte´ressant de constater que les pseudo-varie´te´s ont connu un regain de po-
pularite´ graˆce a` l’homologie d’intersection de Marc Goresky et Robert MacPherson.
Dans leur premier article, les pseudo-varie´te´s sont triangule´es. Par la suite, les trian-
gulations ont e´te´ e´limine´es au profit des faisceaux, selon une loi naturelle de l’e´volution
en mathe´matiques.
C’est un the´ore`me connu des spe´cialistes que les espaces analytiques peuvent se tri-
anguler. On obtient alors une pseudo-varie´te´ de dimension (re´elle) 2n si l’on triangule
un espace analytique e´quidimensionel de dimension (complexe) n. De plus si l’espace
analytique est normal au sens de la ge´ome´trie analytique, alors la pseudo-varie´te´ est
normale.
Terminons cette partie PL par la proposition suivante, que l’on peut conside´rer
comme une version alle´ge´e du the´ore`me de Cartan du §2. Elle certainement bien
connue des spe´cialistes des “light open mappings”. Certes, elle ne concerne qu’une
situation assez particulie`re, mais elle a le me´rite de rendre visibles plusieurs notions
que nous utilisons.
Proposition 5.1 Soient M et N deux pseudo-varie´te´s connexes, compactes, nor-
males, de meˆme dimension m et triangule´es. Soit f : M −→ N une application
simpliciale ouverte. Alors f est un reveˆtement ramifie´ au sens de Stein.
L’e´nonce´ est e´galement vrai si M et N ne sont pas compactes, et si l’on ajoute alors
l’hypothe`se que f est propre. D’autre part, observons que la re´ciproque de l’e´nonce´
est vraie, car nous avons vu au §3 que la projection d’un reveˆtement ramifie´ a` la Stein
est ouverte.
Preuve de la proposition
Commenc¸ons par observer que f est surjective, puisque son image est a` la fois
ouverte et ferme´e. Soit U l’inte´rieur d’un simplexe de dimension m de M . Alors
f(U) est l’inte´rieur d’un simplexe de meˆme dimension de N , puisque f est ouverte et
simpliciale. Par conse´quent f est non de´ge´ne´re´e, puisque tout simplexe de M est face
d’au moins un simplexe de dimension m. Par conse´quent les fibres de f sont finies.
Introduisons la notation suivante. M0 de´signe le comple´mentaire dans M du sque-
lette de dimension (m− 2). M0 est connexe, d’apre`s l’hypothe`se d’irre´ductibilite´ des
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pseudo-varie´te´s. C’est la re´union disjointe de l’inte´rieur des simplexes de M dimen-
sion m ou (m− 1). Dans ce qui suit, quand on parlera d’un simplexe de M0 il s’agira
d‘un simplexe dans ce sens. Deux tels simplexes sont adjacents si l’intersection de leur
adhe´rence est non vide. Mutanta mutantis pour N0. Comme f conserve la dimension
des simplexes, la restriction de f a` M0 induit une application surjective et ouverte
f0 : M0 −→ N0.
Claim. L’application f0 : M0 −→ N0 est un reveˆtement non ramifie´.
Il suffit de revenir a` la de´finition de Stein ci-dessus au §3 pour voir que le Claim
implique la proposition puisque le (m − 2)-squelette d’une pseudo-varie´te´ normale
de dimension m ne se´pare nulle part. C’est ici que l’hypothe`se de la normalite´ des
pseudo-varie´te´s intervient.
Preuve du Claim
Soit P ∈ M0. Si P appartient a` un simplexe µ de dimension m, la restriction
f0 de f a` ce simplexe est localement un home´omorphisme puisque f est ouverte et
simpliciale. Supposons donc que P appartient a` un simplexe η de dimension (m−1) de
M0. Soient µ1 et µ2 les deux simplexes de dimension m qui sont adjacents a` η. Alors
f0 envoie ces deux simplexes sur des simplexes distincts de N0, adjacents a` f0(η). En
effet, si ce n’e´tait pas le cas ces deux simplexes auraient meˆme image. L’application
f serait donc ce que l’on appelle un pli (en anglais “a fold”) le long de η. Mais un pli
n’est pas une application ouverte.
Il reste a` de´montrer que f0 est propre, car un home´omorphisme local et propre
est un reveˆtement non ramifie´. Ici, il faut prendre garde car la restriction d’une appli-
cation propre a` un ouvert n’est pas ne´cessairement propre. Dans notre cas, on peut
raisonner ainsi. Soit M∗0 le compactifie´ d’Alexandroff de l’espace localement compact
M0. Un lemme facile sur les applications propres entre espaces localement compacts
dit qu’une application continue est propre si et seulement si son extension ensembliste
aux compactifie´s (de´finie en envoyant ∞ sur ∞) est continue a` l’infini. Or, on peut
obtenir M∗0 en identifiant le (m− 2)-squelette de M en un point, qui devient le point
a` l’infini de M∗0 . Comme f conserve les squelettes, elle passe aux quotients et induit
une application continue f∗o : M
∗
0 −→ N∗0 .
Ceci ache`ve la preuve du claim et donc de la proposition.
Observations. 1) Il de´coule de la preuve que l’ensemble de ramification minimal en
bas est contenu dans le (m− 2)-squelette de N .
2) Attention. Si M et N sont des vraies varie´te´s, il ne faut pas en conclure qu’une
application simpliciale et ouverte est un reveˆtement non ramifie´. La preuve pre´ce´dente
indique que la ramification en bas est contenue dans le (m− 2)-squelette de N .
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6. Appendice 1 : Espaces analytiques
Une superbe pre´sentation de ce sujet est faite par Henri Cartan dans [3].
Encore une fois, je me restreins aux espaces analytiques sur le corps de complexes.
Leur e´tude se fait en deux e´tapes.
Tout d’abord on se donne un domaine U ⊂ Ck et un point a ∈ U . On conside`re
l’anneau des germes de fonctions holomorphes (= analytiques) en a. Si a est l’ori-
gine de Ck il s’agit de l’anneau C{z1, . . . , zk} des se´ries convergentes en les va-
riables (z1, . . . , zk). Cet anneau a des proprie´te´s alge´briques remarquables : il est local,
noethe´rien et factoriel. On e´tablit traditionnellement ces proprie´te´s par le the´ore`me
de pre´paration de Weierstrass-Ru¨ckert.
De la` on passe aux sous-ensembles analytiques dans le domaine U ⊂ Ck. Par
de´finition, il s’agit d’un sous-ensemble A ⊂ U localement ferme´ tel que, pour tout
point a ∈ A il existe un voisinage ouvert V de a dans U de telle fac¸on que A∩ V soit
e´gal au lieu des ze´ros d’un nombre fini de fonctions holomorphes dans V .
Une fonction ϕ : A −→ C est analytique si, pour tout point a ∈ A la fonction ϕ
est la restriction d’une fonction holomorphe sur un voisinage de a dans U .
Il est facile de faire de ces fonctions un faisceau SA sur A, de la fac¸on suivante.
Soit V un domaine contenu dans U . L’intersection V ∩A est un ouvert de A pour
la topologie induite, auquel on associe l’anneau des fonctions holomorphes sur V ∩A
au sens pre´ce´dent. Si a ∈ A est l’origine de Cn la fibre de ce faisceau est l’anneau
(en fait l’alge`bre sur C) quotient de C{z1, . . . , zk} par l’ide´al Ia des germes en a de
fonctions ϕ : Ck −→ C qui s’annulent sur A. On ne conside`re que des faisceaux dont
les fibres sont des anneaux re´duits, c’est-a`-dire sans e´le´ments nilpotents.
Il semble que la terminologie courante soit que, tant que l’on conside`re des sous-
ensembles dans Ck on parle d’“ensemble” analytique. Si l’on globalise, on parle
d’“espace” analytique.
Ensuite, on globalise ainsi. Soit X un espace topologique se´pare´. En fait on peut
tout aussi bien le supposer localement compact, car les conditions suivantes vont
l’impliquer. Cartan suppose aussi que X est paracompact, ce qui nous convient tre`s
bien. Soit alors CX le faisceau sur X des (germes de) fonctions continues a` valeurs
dans C. On dit que X est muni d’une structure d’espace annele´ si l’on se donne un
sous-faisceau d’anneaux SX ⊂ CX . Serre dit que c’est Cartan qui a eu l’ide´e d’utiliser
les faisceaux pour de´finir une structure obtenue par recollement de structures locales.
Pour son e´le´gance et sa fe´condite´, cette ide´e fut extraordinaire !
De´finition 6.1 Un espace analytique est un espace topologique X satisfaisant les
conditions ci-dessus, muni d’un faisceau d’anneaux SX qui est localement isomorphe
au faisceau SA d’un sous-ensemble analytique.
Si X et Y sont des espaces analytiques, une application continue φ : X −→ Y est
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par de´finition un morphisme analytique si pour tout point x ∈ X et tout germe
ϕ de fonction analytique en φ(x) ∈ Y la composition ϕ ◦ φ est un germe de fonction
analytique en x ∈ X. Rappelons qu’un germe en x ∈ X est repre´sente´ par une fonction
de´finie sur un voisinage de x.
En termes de faisceaux, cela revient a` dire que l’image re´ciproque φ−1(SY ) par φ
du faisceau structural SY est un sous-faisceau du faisceau SX .
7. Appendice 2 : Espaces normaux
Voici, dans les grandes lignes, ce qu’il faut savoir sur les espaces analytiques nor-
maux, en mettant l’accent sur l’aspect topologique. La re´fe´rence historique est, bien
suˆr, les Se´minaires Cartan 1951-1952 et 1953-1954. Les livres de Grauert-Remmert [7]
et de Lojasiewicz [8] sont tre`s comple`ts, avec tout ce qu’il faut d’alge`bre pour soutenir
la topologie. Le livre de Grauert-Remmert est consacre´ aux espaces “globaux” et fait
donc, comme son titre l’indique, grand usage des faisceaux ; tandis que le livre de
Lojasiewicz fait une e´tude locale des ensembles analytiques, sans utiliser de faisceaux.
J’ajoute qu’il faut un travail assez conside´rable pour obtenir les e´nonce´s ci-dessous, a`
partir des de´finitions de nature alge´brique.
Soit X un espace analytique, que nous supposerons connexe dans ce qui suit.
Notons X0 ⊂ X l’ouvert dense des points lisses de X. Le ferme´ comple´mentaire
X\X0 est l’ensemble Sing(X) des points singuliers de X. C’est un sous-ensemble
analytique.
De´finition 7.1 (C’est un the´ore`me suivant le point de vue adopte´)
(1) L’espace X est irre´ductible si X0 est connexe.
(2) L’espace X est localement irre´ductible si tout point posse`de un syste`me
fondamental de voisinages {Uj}j∈J tel que Uj ∩X0 est connexe pour tout j ∈ J .
Un espace irre´ductible X est de “dimension pure”. Cela signifie que la dimension
ponctuelle dimxX en un point x ∈ X est la meˆme pour tout point x. Par de´finition
dimxX est le maximum de la dimension des varie´te´s lisses connexes qui sont au
voisinage de x.
Une autre proprie´te´ inte´ressante des espaces localement irre´ductibles est la sui-
vante :
Soit X un espace localement irre´ductible et soit ϕ : X0 −→ C une fonction ho-
lomorphe. Alors ϕ est localement borne´e au voisinage de Sing(X) si et seulement si
elle s’e´tend en une fonction continue sur Sing(X). Voir [8] p.351.
Ceci nous permet de passer au espaces normaux. Voir [8] p.337.
De´finition 7.2 Un point x ∈ X est dit normal si pour tout voisinage ouvert x ∈
U ⊂ X toute fonction holomorphe et borne´e ϕ : U ∩X0 −→ C s’e´tend en une fonction
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holomorphe sur U .
Un espace X est normal s’il est normal en chacun de ses points.
Un espace analytique normal est localement irre´ductible.
La proprie´te´ essentielle des espaces normaux que nous avons utilise´e est la sui-
vante : Si X est normal et si ϕ : X −→ C est continue sur X et analytique sur X0
alors ϕ est analytique partout.
Dans la discussion de ces proprie´te´s intervient la notion de sous-espace “thin”
(mince). Pour ce qui nous concerne, cela signifie que, dans un espace normal, un
sous-espace analytique strict ne se´pare nulle part.
Pour les espaces analytiques, il y a aussi une ope´ration de normalisation. Si l’on
oublie les faisceaux et si l’on triangule, alors on obtient la normalisation des pseudo-
varie´te´s dont nous avons parle´ plus haut. Une autre proprie´te´ inte´ressante est que,
si l’on part d’un espace analytique localement irre´ductible sa normalisation est to-
pologiquement un home´omorphisme. Dans ce cas, ce que l’on fait en normalisant est
enrichir le faisceau structural.
Retour a` l’uniformisation des fonctions alge´briques
Revenons a` l’hypersurface ΣP et a` l’application ΠP : ΣP −→ Cn qui permet
d’uniformiser la fonction alge´brique associe´e au polynoˆme P (z, w) de´finie au §5.1. En
ge´ne´ral, ΣP n’est pas normale. Conside´rons donc la normalisation Π̂P : Σ̂P −→ ΣP
de ΣP . Sauf si n = 1, Σ̂P n’est pas ne´cessairement lisse. Ce n’est pas non plus une
hypersurface en ge´ne´ral. Cependant, la composition ΠP ◦ Π̂P : Σ̂P −→ Cn est un
morphisme fini entre espaces normaux (le but est meˆme lisse). Cette composition
satisfait donc toutes les affirmations de la conclusion du the´ore`me de Cartan e´nonce´
au §2. Si l’on peut dire, la composition ΠP ◦ Π̂P : Σ̂P −→ Cn est ce que l’on peut
faire de mieux pour uniformiser la fonction alge´brique associe´e au polynoˆme P (z, w).
Plus pre´cise´ment, la fonction alge´brique est uniformise´e sur ΣP par la projection
piw sur l’axe des w. Elle est aussi uniformise´e sur Σ̂P par la composition piw ◦ Π̂P .
La structure normale sur Σ̂P assure que cette fonction est analytique, puisqu’elle est
continue en chaque point et holomorphe aux points lisses.
Un exemple simple ou` l’hypersurface ΣP n’est pas normale est fourni par les
fonctions alge´briques des polynoˆmes
P (z1, z2, w) = w
c − za1zb2
avec c, a, b ≥ 2. La normalisation a une singularite´ isole´e a` l’origine. Topologiquement
c’est le coˆne sur un espace lenticulaire. Ce sont les singularite´s de Hirzebruch.
Le re´sultat suivant fait le lien entre divers concepts dont nous avons parle´. Voir
[7] fin du §8.3.
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The´ore`me 7.1 Soit X un espace analytique normal de dimension n. Alors X est
localement la normalisation d’une hypersurface dans Cn+1.
L’hypersurface est de´finie par un polynoˆme de Weierstrass
wd + a1(z)w
d−1 + · · ·+ ad−1(z)w + ad(z)
ou` les ai(z) sont des fonctions holomorphes en z = (z1, . . . , zn). Pendant longtemps on
a appele´ “alge´bro¨ıde” la fonction multiforme associe´e a` un tel polynoˆme, a` coefficients
holomorphes et non pas polynomiaux. Un cas plus ge´ne´ral consiste a` admettre des
coefficients avec de´nominateurs (c’est-a`-dire me´romorphes).
Remerciements : Merci a` Franc¸oise Michel pour ses judicieux conseils. Mais je suis
entie`rement responsable des erreurs qui subsisteraient.
Dans les re´fe´rences, je ne donne que la liste des articles directement concerne´s
par mon propos. Il y a plusieurs livres qui traitent des finite analytic mappings. Par
exemple ceux de Robert Gunning. Et e´videmment il y a un certain nombre d’articles.
Il y a e´galement plusieurs articles sur les spreads. Voir la bibliographie de l’article de
Montesinos. Aujourd’hui, graˆce a` Internet et MathSciNet, il est facile de localiser les
textes pour lesquels je n’ai pas fourni de re´fe´rence explicite.
J’ajoute que le livre de Gottfried Barthel, Friedrich Hirzebruch et Thomas Ho¨fer [1]
contient (p.269–271) une excellente pre´sentation d’une partie des sujets traite´s ici. On
y voit tre`s bien comment on peut exploiter le the´ore`me principal du §1, pour construire
des varie´te´s ayant des proprie´te´s particulie`res et/ou un groupe d’automorphismes
donne´.
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1. Pretexto
Se me ha encomendado la tarea de explicar el trabajo matema´tico de Jose´ Mar´ıa
Montesinos, que yo he aceptado con entusiasmo porque tengo el privilegio de cola-
borar con e´l desde hace ma´s de treinta an˜os. Considero que es imposible plasmar
en unas pocas pa´ginas el trabajo de Jose´ Mari, como muchos le llamamos, por su
amplitud y complejidad. Jose´ Mari tiene un profundo conocimiento de muchos temas
matema´ticos. As´ı que he decidido fijarme en destacar su contribucio´n a la topolog´ıa
de dimensio´n baja, sobre todo de nudos y 3-variedades, que ha liderado en Espan˜a y
de la que es figura destacada internacionalmente.
Pero antes de enunciar parte de sus resultados, no me resisto a dar unas pince-
ladas de nuestra historia y a dibujar un somero retrato recordando algunas de sus
habilidades.
2. Contexto
La primera vez que o´ı hablar de Jose´ Mar´ıa Montesinos, fue en una oficina del
emblema´tico y antiguo Bascom Hall de la Universidad de Wisconsin en Madison. En
esa oficina ten´ıamos mesa algunos matema´ticos realizando una estancia postdoctoral,
visitantes y colaboradores del Departamento de Matema´ticas, que estaba ubicado en
un moderno edificio, el Van Vleck Hall. Entonces era moderno porque estoy hablando
de un d´ıa en 1977 y el edificio se hab´ıa construido pocos an˜os antes. Ese d´ıa llego´ un
joven matema´tico americano para realizar una corta estancia en esa Universidad, y
al constatar que yo era espan˜ola me pregunto´ si conoc´ıa a Jose´ Mar´ıa Montesinos, al
que hab´ıa conocido en Princeton: Un joven y valioso espan˜ol que hab´ıa demostrado
importantes resultados en su tesis, relacionados con las u´ltimas investigaciones del
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Profesor Ralf Fox. Aquello me intereso´ porque en esos an˜os yo estaba descubriendo la
belleza de la topolog´ıa de dimensio´n baja gracias a cursos de Peter Scott, Paul Melvin
y Jim Cannon.
El recuerdo de aquella conversacio´n volvio´ a mi mente un par de an˜os ma´s tarde,
en el curso 78-79, cuando Jose´ Mar´ıa Montesinos vino a Zaragoza formando parte de
un tribunal. Conseguimos atracarle para que nos diera una conferencia, casi improvi-
sada, de un d´ıa para otro. Fue perfecta, como suelen ser sus charlas, con tiza, pizarra
y bellos dibujos. No debio´ parecerle mal el intere´s de la audiencia, 5 o´ 6 personas,
porque cuando saco´ una de las dos agregadur´ıas (Sevilla y Zaragoza) que salieron
en 1979, tuvimos la suerte de que eligiera Zaragoza. Durante su estancia all´ı (unos
seis an˜os) invito´ a muchos topo´logos amigos suyos que hab´ıa conocido epistolarmente
o en Princeton (Hilden, Fico (Gonza´lez-Acun˜a), Murasugi, Matsumoto, Kauffman,
Przytycki, ...) a realizar cortas estancias. Con ellos trabaja´bamos, hac´ıamos excursio-
nes (es conocida su aficio´n al monte), y disfruta´bamos de sus dotes de tenor entonando
bellas canciones, casi siempre vascas, tras alguna agradable cena o comida.
Yo dir´ıa que su gran aficio´n, aparte de las matema´ticas, es la naturaleza, que
es el museo al aire libre mas interesante que existe. De ella admira sus montan˜as y
paisajes. Conoce el nombre de casi todos los a´rboles y minerales. Sus pesquisas en
la naturaleza le han permitido descubrir inscripciones pe´treas antiguas que esconden
algunos rincones perdidos. Su intere´s teo´rico y pra´ctico por la cristalograf´ıa le ha
llevado a veces a llenar sus estanter´ıas de magn´ıficos cristales naturales, e incluso a
generarlos. Tambie´n ha realizado coloridos poliedros de papiroflexia. Pero adema´s no
los atesora, los regala generosamente. Yo tengo en mi despacho una piedra negra de
gran densidad que pesa varios kilos, encontrada en la cima de una montan˜a oscense
y que tiene apariencia de meteorito, aunque segu´n su teor´ıa tiene otro origen.
Jose Mari es duen˜o, por decision de la comunidad matema´tica, de tres valiosas
posesiones. Hay tres conceptos matema´ticos que han sido bautizados con su nombre:
1. ”Montesinos knots and links”. Son nudos y enlaces formados por ovillos racio-
nales encadenados. Los estudio´ en [18] donde demuestra que la cubierta doble
de la esfera S3 ramificada sobre un nudo de esa clase es una variedad de Seifert.
En la Figura 1 se muestran sus dibujos originales.
2. ”Montesinos trick”. Este truco realiza cirug´ıas de Dehn en una 3-variedad que
es cubierta doble de S3 ramificada sobre un enlace mediante cierta modificacio´n
del enlace que introduce un ovillo racional.([20])
3. ”Montesinos moves”. Son transformaciones o jugadas de diagramas de nudos que
utilizo´ por primera vez en su tesis doctoral. Se aplican a cubiertas irregulares
ramificadas sobre enlaces (la monodromı´a env´ıa meridianos a trasposiciones).
Son modificaciones del enlace que dejan invariante la variedad cubriente. ([24]
y [25]). La Figura 2 pertenece a [24].
Es el u´nico matema´tico espan˜ol que conozco con un libro en japone´s. La traduccio´n
de su libro [23].
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Figura 1: Nudo de Montesinos y ovillos
3. Texto
En lo que sigue, se agrupan los resultados por temas, tratando de cubrir los traba-
jos de Jose Mari que han recibido ma´s citas, y los ma´s recientes. Esto esta´ contenido
en menos del 20 % de su produccio´n cient´ıfica. Espero que esta muestra sirva para dar
una idea de la importancia de los variados e ingeniosos resultados que ha obtenido
hasta el momento, porque su actividad investigadora afortunadamente continua.
3.1. Cubiertas dobles de S3 ramificadas sobre enlaces
El primer trabajo sobre este tema [18], esta´ escrito en espan˜ol y publicado en el
Bolet´ın de la Sociedad Matema´tica Mexicana en 1973. En este trabajo se demuestra
que las cubiertas ramificadas sobre ciertas clases de enlaces son variedades de Sei-
fert. Una muestra de la importancia de este trabajo es que a pesar de estar escrito
en espan˜ol tiene ma´s de cuarenta citas. Los enlaces de la clase que se define en el
art´ıculo son conocidos como enlaces de Montesinos tras la monograf´ıa [1] escrita por
F. Bonahon y L. C. Siebenmann en 1979, que en 2010 vio´ su treintava edicio´n.
Otro trabajo relacionado con el anterior y de gran influencia posterior es Surgery
on links and double branched covers of S3 [20], publicado en 1975 en el libro dedicado
a la memoria de R. H. Fox. En este trabajo se estudia la relacio´n entre las cubiertas de
dos hojas de S3 ramificadas sobre un enlace y las 3-variedades cerradas y orientables
que se obtienen por cirug´ıa en un enlace de S3. Un resultado clave es que una 3-
variedad M cerrada y orientable se obtiene por cirug´ıa en un enlace fuertemente
invertible (existe una involucio´n que conserva la orientacio´n de S3 que induce en cada
componente del enlace una involucio´n con dos puntos fijos) si y solo si M es una
cubierta doble de S3 ramificada sobre un enlace. En este trabajo tambie´n se define
y utiliza un concepto de cirug´ıa generalizada que sustituye un conjunto de n toros
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Figura 2: Jugadas de Montesinos
so´lidos disjuntos en S3 por una variedad de grafo cuyo borde esta´ formado por n
toros.
3.2. Las 3-variedades como cubiertas de S3
Existen varios me´todos para construir todas las 3-variedades cerradas y orien-
tables, por ejemplo Diagramas de Heegaard, cirug´ıa en un nudo o enlace en S3, o
cubiertas ramificadas sobre un enlace en S3. Este u´ltimo me´todo fue introducido por
Alexander en 1920. Montesinos ha contribuido a este me´todo alcanzando los mejo-
res resultados posibles en dos direcciones: nu´mero de hojas de la cubierta y lugar de
ramificacio´n ma´s simple.
3.2.1 Cubiertas irregulares de tres hojas. En 1974 Montesinos publico´ [19] en el
Bull. AMS el teorema que asegura que toda 3-variedad cerrada y orientable es cu-
bierta irregular de tres hojas de S3 ramificada sobre un nudo. El mismo resultado
fue encontrado casi simulta´neamente por Hilden usando diferentes te´cnicas. Este es el
mejor resultado posible en cuanto al nu´mero de hojas. En este tema son cruciales las
llamadas jugadas de Montesinos en cubiertas de tres hojas irregulares que modifican
la ramificacio´n sin alterar la variedad cubriente y que Montesinos encontro´ en su tesis
doctoral.
3.2.2 Nudos universales. Un enlace universal es aquel que tiene la propiedad de
que cada 3-variedad cerrada y orientable es cubierta de S3 ramificada sobre e´l. El
concepto tiene origen en una comunicacio´n privada fechada el 19 de febrero 1982
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de Thurston dirigida a Montesinos. En ella se mostraba un complicado enlace con
esa propiedad y se planteaban algunas cuestiones: ¿Existe un nudo universal? ¿Es el
nudo Ocho 41 universal? ¿Es el enlace de Whitehead universal? Trabajabamos en este
tema cuando Mike Hilden nos visito´ en junio del mismo an˜o. (Este fue el origen del
equipo estable de investigacio´n Hilden-Lozano-Montesinos con ma´s de treinta an˜os
de fruct´ıfera colaboracio´n.) En poco tiempo contestamos afirmativamente a todas las
cuestiones planteadas por Thurston y encontramos nuevos resultados, [6], [8], [9]... .
El nudo Ocho 41 es el nudo con menos cruces que puede ser universal. En colaboracio´n
tambie´n con Whitten se demostro´ que los anillos de Borromeo constituyen un enlace
universal [5]. En este trabajo se introduce el concepto de grupo universal.
3.2.3 Grupo universal. [5]. Un grupo de isometr´ıas hiperbo´licas conservando la
orientacio´n que tiene como dominio fundamental un dodecaedro regular hiperbo´lico
con a´ngulos diedrales de 90◦ y cuyo cociente es S3 con los anillos de Borromeo co-
mo singularidad de orden 4, es el grupo universal U : Para cada 3-variedad cerrada y
orientable M existe un subgrupo de ı´ndice finito G de U , tal que M = H3/G. En otras
palabras, M es un orbifold hiperbo´lico que es cubierta finita del orbifold hiperbo´li-
co S3 = H3/U . Este resultado traslada problemas de clasificacio´n de 3-variedades
en problemas de clasificacio´n de subgrupos de ı´ndice finito de U . El estudio de los
subgrupos de ı´ndice finito del grupo universal U , y el estudio de otros grupos univer-
sales ha sido abordado en otros trabajos en colaboracio´n con Hilden, Lozano y otros
colaboradores.
3.3. Variedad de caracteres
En el art´ıculo [4] de J.M. Montesinos en colaboracio´n con Gonza´lez-Acun˜a en 1993
se da una nueva demostracio´n, larga pero elemental, del resultado de M. Culler and
P. B. Shalen [3] de que la variedad de caracteres X(G) de las representaciones de
un grupo G en SL(2,C) es un conjunto algebraico cerrado. Adema´s en el trabajo
se dan expl´ıcitamente un conjunto de polinomios que lo definen. En varios trabajos
realizados en colaboracio´n con Hilden y Lozano se calcula la componente excelente de
la variedad de caracteres del grupo de algunas clases de nudos hiperbo´licos: nudos de
2 puentes, nudos y enlaces perio´dicos, nudos con nu´mero de tu´nel 1... . Tambie´n se
obtienen nuevos polinomios invariantes asociados al nudo, los polinomios perife´ricos
([7], [16]) que definen la componente excelente de la variedad de caracteres y que esta´n
relacionados con el polinomio A definido por Cooper y Long in [2].
3.4. Orbifolds aritme´ticos
Un orbifold hiperbo´lico de dimension 3 es aritme´tico si es el cociente del espacio
hiperbo´lico H3 por la accio´n de un subgrupo aritme´tico de SL(2,C), es decir un grupo
de Klein aritme´tico. La caracterizacio´n y el estudio de estos grupos es un campo de
intere´s porque proporciona subgrupos discretos de SL(2,C) de covolumen finito, y
por tanto orbifolds hiperbo´licos, por procedimientos puramente aritme´ticos. El trabajo
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realizado en este tema por Montesinos y sus colaboradores incluye una caracterizacio´n
en te´rminos bastante elementales de esos subgrupos [11] y la obtencio´n de todos los
orbifolds aritme´ticos cuyo espacio subyacente es la esfera S3 y cuya singularidad es
el nudo Ocho [10], o los anillos de Borromeo [12], o un nudo hiperbo´lico racional [13].
Resultando en todos los casos estudiados que el nu´mero de tales orbifolds aritme´ticos
es finito mientras que existen infinitos orbifolds hiperbo´licos con el mismo espacio
subyacente y el mismo conjunto singular.
3.5. Variedades co´nicas geome´tricas
Las variedades co´nicas geome´tricas aparecen como generalizacio´n natural de los
orbifolds, permitiendo que el a´ngulo en torno a la singularidad tenga un valor que
no sea divisor de 360◦. Se estudian as´ı familias continuas de variedades co´nicas que
contienen a los orbifolds con el mismo conjunto singular como subconjunto discreto.
Esta continuidad es u´til para estudiar invariantes como el volumen y el invariante
de Chern-Simon mediante fo´rmulas de integracio´n. La contribucio´n a este tema esta´
contenida en los trabajos [14] y [15].
3.6. Dimensio´n 4
Los trabajos [21] y [22] son sobre maclas en la esfera de dimensio´n 4. Una macla
consta de dos 2-nudos que se intersecan transversalmente en dos puntos. En [21] se
define el concepto y se estudia su complemento. En [22] se estudian problemas de
fibracio´n en ese contexto dando nuevas demostraciones de resultados de Zeeman y
Litherland.
3.7. Variedades de mosaicos
En el libro titulado Classical tessellations and three-manifolds [23] publicado en
1987 por Springer-Verlag se estudian las 3-variedades de posiciones de los mosaicos
bidimensionales. Estos mosaicos son esfe´ricos, planos o hiperbo´licos. Los mosaicos han
sido utilizados frecuentemente en arte: La Alhambra, Escher,.... En este libro se uti-
lizan como introduccio´n natural a un interesante tipo de 3-variedades, las variedades
de Seifert. Por ejemplo, cada uno de los 17 posibles patrones de mosaicos en el plano
da lugar a una 3-variedad, considerando una posicio´n fija del mosaico como punto de
partida, se traslada o gira y cada una de las nuevas posiciones define un punto de la
variedad. En ocasiones dos posiciones corresponden al mismo punto porque los patro-
nes coinciden. La variedad resultante esta´ definida por un conjunto de invariantes que
la clasifican. El libro, del que existe una versio´n previa en espan˜ol, ha sido traducido
al japone´s.
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3.8. Aplicaciones pseudo-perio´dicas y degeneracio´n de Superficies de Rie-
mann
El libro titulado Pseudo-periodic maps and degeneration of Riemann surfaces [17]
publicado por Springer, escrito en colaboracio´n con Matsumoto ha sido publicado en
2011, aunque la primera memoria fue escrita en 1991. El libro tiene dos partes. En la
primera parte se completa el estudio iniciado por Nielsen en 1944 sobre aplicaciones
pseudo-perio´dicas dando un conjunto completo de invariantes de la clase de conjuga-
cio´n de tales aplicaciones. La segunda parte contiene aplicaciones de los resultados de
la primera parte a la teor´ıa de degeneracio´n de superficies de Riemann.
3.9. Formas cuadra´ticas
En los u´ltimos an˜os, y en su afa´n por entender a fondo la relacio´n aritmeticidad-
geometr´ıa, se esta´ dedicando a estudiar la clasificacio´n de formas cuadra´ticas enteras.
Aunque el intere´s del estudio de estas formas cuadra´ticas se remonta al siglo XIX, no
se conoce todav´ıa un sistema completo de invariantes que las clasifique. Montesinos
([26], [27] y [28]) ha definido los conceptos de conmensurables, proyectivamente equi-
valentes y Bianchi equivalentes en el conjunto de formas cuadra´ticas racionales, los ha
relacionado entre s´ı y con el concepto cla´sico de racionalmente equivalentes. En sus
trabajos sobre el tema estudia invariantes para las correspondientes clases de equiva-
lencia. La teor´ıa de formas cuadra´ticas enteras tiene tambie´n un intere´s geome´trico,
porque algunas esta´n relacionadas con modelos de geometr´ıas no eucl´ıdeas. El grupo
de automorfismos de la forma constituye el grupo de isometr´ıas de la geometr´ıa corres-
pondiente y sus subgrupos propiamente discontinuos definen orbifolds. Un bell´ısimo
ejemplo de este hecho se muestra en [26].
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To Jose´ Mar´ıa Montesinos Amilibia
in appreciation for his mathematics, wisdom, and friendship.
My interest in the work and life of Jose´ Mar´ıa Montesinos Amilibia (JMMA)
was first kindled when he asked me whether I could draw the plane unfolding of a
polyhedron that tesselated the Euclidean and (in a way, v. infra) the hyperbolic 3-
space. Seemingly it had just been discovered in a joint work with Hugh Hilden
and Mar´ıa Teresa Lozano Im´ızcoz (MTLI). At that time I was in the Algebra
Department (UCM1) and took the exercise in my trip to Barcelona on the coming
weekend. The data he gave me were the coordinates of the vertexes and on next
Monday I was happy to present him copies of a plane unfolding ready to cut, fold and
paste and also a couple of mounted pieces (Figures 1 and 2).
Figure 1: Plane development of
the eupolytope.
The result was quite amazing, particularly because
the means that then were at my disposal were very
rudimentary. If it is true that I had a lot of fun doing
it, I do not think that it brought anything to JMMA
that he did not already know. Later he told me that
he had filled one of the paper models with methacry-
late, so that he got a solid transparent model. The
vertexes’ coordinates can be found in [76], the first
paper in which this polyhedron is described and
studied in detail. A surprising fact is that if the di-
hedral angle at the two longest edges, which is 120◦,
is decreased to any non-negative value, then the new
polyhedron tesselates the hyperbolic space. Taking
into account the meaning of the Greek prefix ‘eu’,
∗Partially supported by the ArbolMat project (http://www.arbolmat.com/).
1 For the meaning of acronyms, see the table at the end.
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which in scientific coinages connotes ‘good, true, genuine’ (the etymologies of ‘eu-
phony’ or ‘eulogy’ are good examples), I suggested to call it eupolytope, or eupolyhe-
dron, but I have the impression that for some reason it did not catch, possibly because
in his universe all polyhedra would deserve that prefix.
Figure 2: Paper model
of the eupolyhedron.
Another precious spark that came a little later was produced
in relation to the volume of mathematical contributions in
honor of Jose´ Javier Etayo Miqueo (UCM, 1994). The
paper I wrote, [149], owes a great deal to the questions posed
at the start by JMMA (What is the spectrum of a ring?
What is it useful for? Is it possible to do without such an
abstract concept? . . . ) and to the discussions with him all
along. In particular I tried hard to show in what ways the
spectrum of a ring is naturally connected to the physical no-
tion of spectrum, that is, the set of wavelengths of radiation
emitted by (say) atoms. It is not clear to me whether he
thought that his questions were answered in that work, but my impression that it was
worth while to try still lives in me. Different connections between algebra/analysis
and geometry/physics were considered and also the deep analogies between them.
Twenty years later, in the context of the A´rbol de las Matema´ticas, I was involved
in the preparation of his profile [153]. Basically it amounts to a mention of a sample of
his merits, including a few of his outstanding works, and a sketchy academic biography.
It was published in September 2014 and because of that experience, I took as a
great honor the invitation that Jose´ Manuel Rodr´ıguez Sanjurjo sent me to
participate in the homage volume and conference that was beeing planned by the
UCM Geometry Department. I could accept because it was clear that MTLI would
be in charge of reporting about JMMA main scientific contributions, a job that can
be properly done only by a close and sustained collaborator as she is.
Since by their works ye shall know them, the first task I thought
I had to undertake was to compile a complete list of JMMA’s
works. The result can be found in the References at the end,
which are grouped in four categories: Books ([1]-[5]), Mem-
oirs ([6]-[10]), Papers ([11]-[124]) and Articles ([125]-[134]). The
section External references ([135]-[154]) contains works not au-
thored by JMMA that are cited in these notes. Most of them
are closely related to his work. The entries in each category are
ordered by the year of publication.
I also tried to assemble copies of all those references, a task
that is practically complete at the time of this writing thanks
to the generous help provided by JMMA and MTLI. I regard these materials as the
bedrock on which any perspective overview of JMMA scientific profile must be based.
My gratitude goes also to A´ngel Montesinos Amilibia, for his hospitality in two
visits at the home he and Jose´ Mar´ıa share in Cebreros (A´vila).
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Origins
Jose´ Mar´ıa Montesinos Amilibia was born in San Sebastia´n, the capital of Guipu´zcoa
(Basque Country, Spain) on 13 November 1944. His father, Lorenzo Montesinos, was
a school teacher. In 1938 he was wounded in Teruel, where he fought in the Spanish
Civil War enlisted in the “5a Brigada Navarra”. It was a severe bullet injury to one
of his legs and for his recovery he chose what he thought was his best option: having
made many good friends among the Basque soldiers serving in the brigade, he asked
to be carried to a hospital in San Sebastia´n. There a wise doctor managed, after
several delicate operations, to save his leg. He also met Victoria Amilibia, whom he
married soon. This union was blessed with five offspring: Mar´ıa Victoria “Mariv´ı”,
A´ngel, Jose´ Mar´ıa, Antonio and Coro “Corito”. Of them, A´ngel and Jose´ Mar´ıa were
to become mathematicians (although originally A´ngel is physicist), while the others
pursued different professions.
A´. Montesinos
The basque family name Amilibia has a close linguistic tie to the
English family name Clifford. Indeed, if we split both in two parts,
‘amil-ibia’ and ‘clif(f)-ford’, the connection is clearly revealed be-
cause the meaning of the Basque root ’amil’ is close to the English
meaning of ’cliff’ (’amildegi’ in Basque), and similarly with ’ibi’ and
’ford’. This was recently told by JMMA when, on launching a sym-
bolic computation program on geometric algebra, the name and the
picture of Clifford appeared in the screen.
On the other hand, the family name Montesinos is connected with
Montesinho, the Portuguese version of the Montesino in the Spanish
Zamora province, the birthplace of Lorenzo. There is, for instance, a Montesinho
National Park just below the northern Portuguese border and not far from Braganc¸a,
Zamora’s sister city. The fact that JMMA dedicated his landmark work [3] to his
parents is a faithful and timely expression of the high esteem and veneration which
he felt for them.
Schooling
Through his primary and secondary eduction, JMMA was at the same time a cheerful
and lively boy and a mind that took his studies very seriously. He was schooled in
the Colegio Sagrado Corazo´n, in San Sebastia´n (Mundaiz street, 30). He liked all
subjects, except History, and at the same time he engaged in all sorts of playful
activities.
The subject he liked best was Chemistry, so much so that he reached a real expert
level before entering the university. Then came Mathematics and Physics, but also
Grammar, a discipline that he has cultivated all along in different guises, particularly
linguistics and etymology. One mark of his cognitive endowment was already apparent
in those studies: his unlimited persistence in trying to reach a full understanding, in
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Colegio Sagrado Corazo´n.
his own terms, of the objects and processes that interested him. He had a maturity
that was far above the average for his age.
University
The determination of JMMA at the end of the secondary education was to study
Chemistry, a subject that, as already indicated, had interested him in high school
well above the others and about which he had an extensive knowledge.
At that time, this plan required to enroll in a Science Faculty for a five-year
program. These programs were taught in several universities in Spain and consisted
of a first general common course whose core was formed by one subject for each of
the possible major specialties that could be chosen at the beginning of the second
year: Mathematics, Physics, Chemistry, Biology and Geology. The first course had a
selective character, in the sense that it was required to have passed its main subjects
in order to begin one of the specialties in the second year.
JMMA chose the Science Faculty of the University of Barcelona, where he entered
in the Fall of 1962. The experiences of that course had a major impact on his career,
for at the end he decided to pursue Mathematics. The first strand for that change
arose from a circumstantial contingency. Students were assigned to one of several
groups, but for some reason he did not know his group until the end of October. Thus
meanwhile he attended the classes of the first group, where Mathematics was in charge
of Rafael Mallol Balman˜a, a young teacher that had just read his doctoral thesis
under the direction of Enrique Line´s Escardo´. JMMA remembers those lectures as
truly enlightening about the nature of Mathematics and its ways, especially because of
the crystal clear construction of the basic number systems. Thereafter he knew how
to approach the study of Mathematics and has been grateful ever since for having
learned those basic principles at that moment from an excellent teacher.
The second factor seems to have been that he judged himself, after some minor
accident in the Chemistry laboratory, as not having the proper level of manual dex-
terity. And the third reason was that he eventually was assigned to the group in
which Mathematics was being taught by Juan Auge´ Farreras, a former student
of Ricardo San Juan Llosa´. He found the learning of Mathematics to be rather
easy-going and at the end he got the highest mark. The three strands tied him in
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a dilemma: to begin a Chemistry career, as initially planned, for which he was well
prepared in terms of knowledge but rather insecure about his experimental skills, or
to switch to Mathematics, which he now understood and appreciated but for which
he did not perceive himself as having any special aptitude even after having been
bestowed with the highest qualification. So he approached Professor Auge´ for ad-
vice, who answered with his legendary phlegmatic poise: “Mr. Montesinos, go for
Mathematics”.
In that year, he was also highly interested in Biology, taught by Professor Enrique
Gadea Buisa´n, and in Geology, taught by Professor Jose´ Ramo´n Bataller Calatayud
until his sudden death shortly before Christmas. His Geology studies were eased by
his knowledge of Chemistry and he has kept an interest in it ever since, particularly
intense in the area of Crystallography, in part because of its deep ties with Geometry
and Topology.
Clock tower, UB.
Most of the intense studies of that year were carried out, com-
pletely undisturbed, in the clock tower of the historical building
of the University of Barcelona. He found his way there and ap-
parently nobody ever noticed. He deemed that the noises emitted
by the clock machinery and by the bells on top were agreeable re-
inforcers of his work schedule. Perhaps it was also an ideal spot
from where to play some stealth innocent tricks to the people
going about their affairs several stories below.
For the four remaining years of Mathematics studies he moved
to the UCM. He has good memories of the excellent lectures on
Analytic Geometry by Professor Francisco Botella Radua´n.
Joaqu´ın Arregui Ferna´ndez taught him Algebra and Topol-
ogy. He also organized a seminar on Topological groups, which JMMA attended. He
found that the lectures of Germa´n Ancochea Quevedo on Differential Geometry
were great, and also those of Enrique Outerelo Dom´ınguez on General Topology
and later in the doctoral courses. He is grateful to Jose´ Luis Pinilla for his advice
about how to teach problem solving in Geometry, and to Juan Fontanillas Royes
and Feliciana Serrano for a similar reason in the case of Topology.
Early research
The first results of JMMA in research were in the period 1969-1971. They had a
marked autodidact character and were obtained under rather adverse circumstances.
As most university students of that time, for his military service he chose the
“university militias” option, which consisted in two four-months training periods in
a military Summer camp, El Robledo (La Granja, Segovia) in his case, followed by a
four-months period of service as second lieutenant (alfe´rez) in a military base, which
in his case was Cerro Muriano (Co´rdoba).
When he was called to that service, it was for an immediate incorporation and in
a hurry he picked the (Spanish translation of the) treatise [135] and the text [140].
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The circumstances in Cerro Muriano, and his cunning
ways of dealing with them (the shadow of a holm oak
as a regular office instead of attending the military
instruction on the tasks that he would be later as-
signed), allowed him to study those texts in depth, so
that he had a deep knowledge and understanding of
them when he came back to Madrid at the end of 1969.
But in January 1970 he felt sick, with high fevers, and
it turned out that he had tuberculosis. It took one
year for his full recovery, mostly spent at the Valde-
latas Hospital (Madrid). Under these hard circumstances, he managed nevertheless
to seize enough time and strength to carry on the research he had begun in Co´rdoba.
A key move after studying [140] was getting a copy of [136] (it is likely that
the intercessor to bring it to Valdelatas was Professor Botella). The book is the
proceedings volume of the 1961 meeting on Topology of 3-manifolds and related topics
held a the Mathematical Institute of the University of Georgia under the auspices of
the Office of Naval Research and the National Science Foundation. It is a superb and
awesome book that “presents summaries and full-length reports of the Institute’s five
seminars, which covered decompositions and subsets of E3; n-manifolds; knot theory;
the Poincare´ conjecture; and periodic maps and isotopies”.
R. Fox.
One of the heroes of that meeting was Ralph Hartzler Fox, a
Princeton Professor in his late forties. He is the single author of
four papers included in [136], three among the six in the knot theory
section (that include the survey [137]) and one among the seven in
the Poincare´ conjecture section, namely the three-page summary
[139] about constructions of simply connected 3-manifolds. There
is a fourth paper in collaboration with O. G. Harrold in the knot
theory section and he was about to publish the first version of [140],
the masterful memoir (actually a more elaborate version of [137])
with which JMMA was already thoroughly familiar at the outset
of his illness. The focus of JMMA inquiry was [137], where the mood is that some
simply connected branched coverings of S3 might be counterexamples to the Poincare´
conjecture.
With his characteristic persistence, JMMA introduced new tech-
niques that allowed him to solve Fox’s problem, that is, to show that
all 3-manifolds produced with Fox’s approach were homeomorphic to
S3. Loosely speaking, the core of the method relies on modifying the
ramification of a branched cover of S3 (without modifying the cov-
ering manifold) by means of what came to be known as Montesinos’
moves, a procedure that has had many interesting applications ever
since (v. [154]). With this, he could complete his doctoral thesis [1]
toward the end of the 1970 Summer and read it the following year.
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Consolidation
The completion of the thesis marked the beginning of a five-year period that was
decisive to consolidate him as a researcher. The value of his work and ideas was soon
recognized by first rank experts and as a consequence he gradually got in contact with
them. It is enough to check the reviews of the papers published in that period, and
who signed them, to realize that he was accepted (and perhaps even feared by some)
as a new star in the field of low-dimensional topology.
The first important contact was with R. H. Fox, to whom he sent his doctoral
memoir and the two subsequent papers he had published in volume 32 of the RMHA,
[12] and [13]. The focus of [13] was the solution of Fox’s problem, while [12] included
two conjectures (A and B) that implied the Poincare´ conjecture and that the Poincare´
conjecture implied B. Fox reported about these works in his seminar at Princeton
and then published the note [141], which cites the three mentioned works and in part
is a summary of the thesis [1]. In addition, Fox proves a theorem that shows that
conjecture A is false as stated and after some discussion proposes a modified form
A′ of A (adding a hypothesis of simple-connectednes) and a conjecture B′ that has
(at least to the eyes of a non expert) more of a new conjecture than a modified form
of B. Jointly, A′ and B′ are equivalent to the Poincare´ conjecture.
The next milestone was the publication of [14] and [15]. Of the latter, for exam-
ple, the reviewer (H. E. Debrunner) says that it “is a fine piece of geometry, being
specified throughout with interesting examples”. It is an early recognition of a steady
characteristic trait in his research: the balanced dialectical counterpoint between deep
conceptual thinking and well chosen examples presented with the delicacy of a jeweler.
The doors were being opened. Laurent Siebenmann invited him to impart a
one-month seminar in Paris mainly focussed on the last cited paper. Since then, the
knots introduced there are known a Montesinos’ knots. He also started a collabora-
tive correspondence with Hugh M. Hilden, Joan S. Birman and Francisco J.
Gonza´lez-Acun˜a. The collaboration with Hilden, often involving other coauthors
(particularly MTLI), has endured unabated since the first joint paper in 1976 with
an average of one paper per year. The collaboration with F. J. Gonza´lez-Acun˜a
produced over half a dozen papers in the period 1978-1993, while Birman coauthored
just two titles (in 1976 and 1980, the first also signed by Gonza´lez-Acun˜a).
L. Siebenmann, H. M. Hilden, J. B. Birman, and F. J. Gonza´lez-Acun˜a
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JMMA had dreamt about working with Fox in Princeton, but sadly Fox died
after his sixtieth birthday (1973). Part of the dream, however, came about to be
true in other ways. The start was an invitation of Birman to publish a paper in
the volume that was being planned in the memory of Fox [142]. The result was [20],
which in the volume comes just after John Milnor’s contribution. The technique
introduced in that paper is known as Montesinos trick and it turned out to be very
productive. In view of the quality and height of his inquiries, Birman proposed him
to visit the Princeton IAS. He was accepted (by Milnor) and during the two-year
stay (1976-1978) he met a good many of the geometric topologists, some working in
high dimensions (like Milnor, Siebenmann, and R. D. Edwards), others in low
dimension (like William Thurston, Yukio Matsumoto, Cameron Gordon,
Andrew Casson and Ronald Fintushel), and with occasional visits by Robion
Kirby and R. H. Bing. In JMMA’s own words, “the solution of the Poincare´
conjecture in dimension 4 was cooked there; we all attended Thurston’s lectures; I
was fortunate enough to absorb all this and by 1978 I was a new man”.
J. Milnor, W. Thurston, Y. Matsumoto, C. Gordon, A. Casson, R. Kirby.
Full Professor
Upon returning to Spain, JMMA won a position at the University of Zaragoza, first
as an Associate Professor (1979-1981) and then as a Full Professor (1981-1986). Of-
ficially, the term 1981-1982 he was a Full Professor at the Universidad Auto´noma de
Madrid, but actually it was arranged that he could continue in Zaragoza. The full
year 1985 he was on leave with a position at the MSRI. Finally, since 1986 he is Full
Professor at the UCM, where he holds the chair of Analytic Geometry and Topology.
MTLI
He arrived at Zaragoza just when MTLI had returned from a two-
term stay as an Honorary Fellow at the University or Wisconsin-
Madison. She had read her doctoral thesis in 1974, published a
number of papers in K-theory, and raised a family with her husband
Julio Abad, a theoretical physicist. Those two academic terms were
somehow a slightly delayed postdoc that had the effect, basically
due to the courses she took from Peter Scott, Paul Melvin and
Jim Cannon, of getting her involved in low dimensional topology,
and it was there and in this connection that she heard about JMMA
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for the first time. The net effect was (cf. [154] about details of how neatly it worked
out) that the mathematicians in Zaragoza welcomed warmly and enthusiastically the
arrival of JMMA. In the first place, MTLI herself, who was ready to appreciate his
thinking and contribute at the highest level with her own, but also Antonio Plans,
Jose´ Luis Viviente, Elena Mart´ın, A´lvaro Rode´s and Andre´s Reyes.
JMMA taking possession
of his first professorship.
JMMA was happy with the atmosphere he found and re-
ciprocated by giving everything he could to the group and
to each individual member. In addition to his own lectures,
he invited many prominent researchers to Zaragoza, often
several times, sometimes on sabbatical leave (like Hugh
Hilden, Francisco Gonza´lez-Acun˜a, Louis Kauff-
man, Lee Rudolf, Hugh Morton, Kunio Murasugi,
Jozef Przytycki, Claude Weber, . . . ), and this was a
major contribution to the international recognition of the
department. In Kauffman’s book [146], for example, we
read in the introduction:
These notes on the theory of knots comprise an expanded version of a semi-
nar held in the Departamento de Geometr´ıa y Topolog´ıa at the University of
Zaragoza, Zaragoza, Spain during the winter of 1984. Due to the supernatu-
ral enthusiasm and persistence of the members of the seminar, the author was
given the energy to record a (we believe!) careful set of notes, and to relish the
process.
This wonderful book is dedicated to the memory of Andre´s Reyes, who died in an
unfortunate car accident in 1984 in his early thirties. Incidentally, JMMA had been
a mentor of Andre´s and his book [3] is dedicated to his parents, as said before, but
also to the memory of “mi amigo Andre´s”.
In all those years (1979 to today), the research interests of JMMA have diversi-
fied and become ever wider: manifolds of dimension 4, existence of universal knots
and groups, arithmetic groups (the last two in collaboration with MTLI and H. M.
Hilden), or open manifolds and wild knots. At present he is also dealing with ques-
tions concerning the degeneration of geometries (in collaboration with MTLI) and the
automorphism group of quadratic forms.
Very often his works get excellent reviews and have good citation records. Already
in 1985, at the end of his period in Zaragoza, with two thirds of his production still
in the future, the treatise [144] cites a dozen works for wich he is a single author and
seven more for which he is a coauthor (one with Birman, three with Gonza´lez-
Acun˜a and three with Hilden), only below Fox (29 citations) and Murasugi (30
citations).
One important aspect of JMMA’s academic life has been advising students for
their doctoral research. The following list summarizes the information about those
he has advised: the year in which it was read, the name of the student, the title of
the thesis and the university in which it was ascribed.
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1979
• Luc´ıa Contreras Caballero: Esferas homolo´gicas (UCM)
• Jose´ Manuel Rodr´ıguez Sanjurjo: Teor´ıa de la forma (UCM)
1984
• Valerio Chumillas Checa: Cubiertas dihe´dricas (UCM)
• Antonio Fe´lix Costa Gonza´lez: Representacio´n de 3-variedades mediante
cubiertas (UCM)
• Carmen Safont: Sobre cubiertas ramificadas (UZ)
• Leopoldo Villarreal Sa´ez de Urabain: Recubridores localmente c´ıclicos
(UCM)
1990
• Milagros Izquierdo Barrios: Estudio de subgrupos de grupos de caleido-
scopios no eucl´ıdeos que son grupos de superficies (UZ, codirigida por MTLI)
1994
• Alberto Borobia Vizmanos: Matrices no negativas (UNED)
1998
• Eva Sua´rez Peiro´: Poliedros de Dirichlet de 3-variedades co´nicas y sus de-
formaciones (UCM)
2006
• Rube´n Vigara Benito: Representacio´n de 3-variedades por esferas de Dehn
rellenantes (UNED)
Collected works
Looking at JMMA’s work so far, we first notice that he is the single author of more
than half of the publications bearing his name. As we can see in the references, this
includes four books (among five), the five memoirs, the ten articles, and over fifty
papers. If we take into account the extension, this represents well over sixty percent
of a total of nearly 3300 pages. In fact, if we imagine all the materials arranged in
volumes, we could easily arrive at six quite large books of which two would be devoted
to the publications with at least one coauthor.
The creative power required for these accomplishments is apparent through all his
career. It can be seen in a most pure state in his doctoral thesis, which looks as if it
blossomed out of a few lines from [139] (our emphasis):
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In 1920, Alexander showed [Note on Riemann spaces, BAMS 26, 370-372] that
any orientable n-manifold Σ is a branched covering of Sn, and that, furthermore,
when n = 3, the branching may be assumed to take place over a tame link L
in S3 and to have branching index ≤ 2 everywhere on Σ. Alexander makes this
last statement without proof, but if follows from results obtained last century by
Clifford [On the canonical form and dissection of a Riemann’s surface, PLMS 8
(1877), 292-304]. Alexander’s theorem, therefore, makes it reasonable to search
among the branched coverings of S3 for simply connected 3-manifolds. It turns
out that one can find bushel baskets of them this way. No doubt most of them,
and possibly all, are actually S3, but I have never had the patience to verify
this except for the one simple example of the 3-fold irregular branched covering
of the trefoil.
Further witnesses for this view, and also for the originality and independence of his
thinking, are the reviews of his early papers (like [15], already commented before,
[17], or [20]) and by the fact that they count among the best cited in the field. We
may include on this count the book [3]. As declared by the referee (R. Fenn, but my
emphasis):
Incidentally, for the benefit of Hispanophiles, this book produces photographic
evidence once and for all that all 17 plane symmetry patterns appear in the
Alhambra.
But JMMA has carried out (and carries) collaborative work with a number of
researchers. From the well over two thousand pages of the 111 papers in the references,
about 55 percent belong to works with at least one coauthor. Among the coauthors,
there are two that stand out far above all others: MTLI and Hugh Hilden. They
appear as coauthors of about 36 and 30 percent of those pages, respectively (counting
papers, the order is the other way around: 34 and 40, respectively). Actually, the
coalition HLM (Hilden, Lozano, and Montesinos) has signed 28 papers that in
pages add up to 28 percent (see 40-42, 47, 48, 55, 60, 66-69, 71 75-79, 81, 83-85, 92,
94, 98, 100, 106, 108, 114]). Since these are being considered in [154], here we will
just note two comments on the significance of a few of them, and in particular [56]
(one of the two papers of JMMA bearing Whitten’s signature, the other being [52]).
In the historical notes to the last chapter of [148], a chapter devoted to geometric
orbifolds (in Spanish, JMMA calls them orbificies when seen as topological objects
and caleidoscopios when they have geometric structure), the papers [66] and [67] are
cited, together with papers by Weber-Seifert (1934), Meyerhoff (1985), and Adams
(1992), “for some interesting examples”. And then we find the following paragraph:
It is an interesting fact due to Thurston that every closed orientable 3-manifold
has a hyperbolic orbifold structure. In fact, every closed orientable 3-manifold
is an orbifold covering space of the hyperbolic orbifold in Example 5 [based on
a regular hyperbolic dodecahedron, as explained on page 703]
and as a reference the author gives [56]. This paper was reviewed by V. G. Turaev,
giving a clear picture of that example, and stating that “this theorem offers a new
approach to the Poincare´ conjecture” (my emphasis), which perhaps may still be
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perceived as an opportunity for those that are not completely blinded by Grigory
Perelman’s great success early in the current century.
Similarly, in [147], and again in relation to orbifolds, we find that (my emphasis)
A classification of simply-connected orientable three-dimensional compact orb-
ifolds admitting geometric structures other than hyperbolic can be found in
Dunbar [1988]. In this connection, the following quite amazing result of Hilden,
Lozano, Montesinos and Whitten [1987] should be mentioned: there are discrete
groups Γ of motions of the space L3 (called universal) such that any orientable
three-dimensional compact manifold is homeomorphic to L3/∆, where ∆ is an
appropriate subgroup of finite index in Γ (whose action is not necessarily free).
The 1987 cited paper is again [56].
Going down our (quantitative) collaboration scale, we find Francisco Gonza´lez-
Acun˜a (alias Fico), on one hand, and De´bora Mar´ıa Tejada and Margarita
Mar´ıa Toro Villegas (TT), on the other. Fico coauthored seven papers in the
period 1978-1993 (77 pages): [27, 35, 36, 39, 70] as a sole coauthor (52 pages), and
[23] and [54] (25 pages), that are also signed by Birman and Boileau, respectively.
The paper [27], published in AM, exhibits 2-knots that have infinitely many ends and
so it answers affirmatively the last question posed by Fox in [138] (Problem 40). In
paper [39], a quasiaspherical n-knot K in Sn+2 is constructed having infinitely many
ends, thus disproving a conjecture of J. G. Ratcliffe. Paper [70] is outstanding
for its technical virtuosity in providing an ‘elementary’ deduction of the equations
defining the character variety of group representations in SL(2,C). JMMA’s esteem
for Fico can be appreciated at length in [129], and also in the dedication of [117]
(“Dedicado con agradecimiento y afecto a Fico Gonza´lez Acun˜a en su septuage´simo
cumplean˜os”).
D. Tejada and M. Toro.
The researchers TT appear as coauthors in the period
2004-2012: they sign the six papers [95, 96, 99, 101,
110, 111] (124 pages), jointly with Hilden, and the
two papers [104, 105] (39 pages), which are also signed
by G. Brumfiel, MTLI, Ram´ırez-Losada, and H.
Short. These works offer interesting results on a
number of topics, but appear as somewhat technical
to the non expert. An interesting exception may be
[110], for we read in its summary:
It is well known that there are 17 crystallographic groups that determine
the possible tesselations of the Euclidean plane. We approach them from
an unusual point of view. Corresponding to each crystallographic group
there is an orbifold. We show how to think of the orbifolds as artifacts
that serve to create tessellations.
The collaboration of TT with JMMA began with the visits that he made to
Medell´ın (Colombia) in 1995 and 1997. The invitations came from the “Grupo de
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Investigacio´n en Matema´ticas” that TT had started. One early and important fruit
of the lectures and courses that he taught there was the book [4], which roughly speak-
ing is an introduction to the theory of orbifolds, a notion introduced by Thurston
in his Princeton lectures (1976-1977).
In the preface of the book, after explaining the importance of the
concept of orbifold, JMMA says: “... and so, when I was invited to give
a course of lectures in Medell´ın, I went with the idea of popularizing
it”. He found an enthusiastic group of participants, including TT,
who took up the job of writing and polishing the text using JMMA’s
notes, and the students, that drew the figures with great care (there
are dozens of them in numbered series and a great many that appear
interspersed with the text with no numbering).
It is a pity that this book is not yet translated into English and that thus it is
perhaps not as known as it deserves.
Of the remaining coauthors, Yukio Matsumoto deserves a special
consideration. He is the coauthor of papers [63, 74] and of the book
[5]. Paper [63] provides a detailed proof of a statement on orbifolds
phrased by Thurston in his Princeton lectures that is closely related
to his geometrization conjecture [150]. On the other hand, the writing
of the book [5] was essentially “completed in December 1991, and
some remaining additional parts in January, 1992” (2009 addenda to
the Preface). The main reason for the nearly twenty years delay in its
publishing was “the author’s inability to use Tex” (ibid.). Because of this, the paper
[74] now appears as a harbinger of the book. On the whole, the main points are
the classification of the topological types of degenerate central fibers of holomorphic
families of closed Riemann surfaces of genus g ≥ 2 over the unit disc and the extension
of Nielsen’s invariants to a complete set of conjugacy invariants for the pseudo-
periodic homeomorphisms of negative twist.
Taking possession of his numerary
seat at the RAC (1990). Left: with
his father, Lorenzo. Right: reading
his discourse.
A substantial part of the scientific and academic
life of JMMA has revolved around the RAC. After
taking the position as a Full Professor at the UCM,
he was invited to give a lecture at the RAC. He
chose the topic Orbifolds in la Alhambra (Caleido-
scopios en la Alhambra) and subsequently he pub-
lished it as the RAC memoir [8]. It is the year in
which the book Classical Tesselations and Three-
Manifolds [3] and the Inventiones paper On univer-
sal groups and three-manifolds [56] were published.
The memoir is remarkable in many ways. In the
epilog, he refers to the results in [56] and indicates
what we have already commented before, namely,
that they provide a new (geometric) tool to attack the Poincare´ conjecture. Appendix
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A is devoted to describe in detail a set of color pictures of mosaics in la Alhambra,
thereby showing that all 17 plane crystallographic groups were known to the Nazari
artists. Interesting details about who and how the different forms were discoverd, with
due regard to the last one to be found (the elusive D3¯3¯3¯) is provided in appendix B.
Although JMMA had been nominated as a RAC corresponding member in 1986,
his next memoir published by the RAC is [9], which contains the discourse he read
on the occasion (1990) of his accepting the nomination as a numerary member and
a semblance piece (Discurso de Contestacio´n) by Jose´ Javier Etayo Miqueo. As
remarked by Etayo, it was the first time that Topology as such was incorporated
in the RAC compass. In that solemn moment, JMMA summarized his intentions as
follows (ibid., page 9; emphasis in the original):
The common thread will be the Low-dimensional Topology, a science that studies
knots and manifolds of dimensions below five. The use of this name, Low-
dimensional topology, began in the late seventies, but as a field it started long
before. It was cultivated by figures as important as Euler, Gauß, Riemann,
Klein and Poincare´, and by many others in the current century. But it was
not until the year 1976 when this new science experimented an exceptional
development, if not a complete revolution. A North-American mathematician
with training in differential geometry, W. Thurston, began to use geometric
methods that supplied a new impulse to the field. It is my intention here today
to talk about these new methods and ideas.
In the academic term 1996-1997, JMMA was invited by the RAC to deliver the
inaugural address. It was read on the 16th of October, 1996, and published as the
RAC memoir [10]. The occasion was challenging, for it was expected that the speech
should be accessible to a wide audience. The solution he adopted (to talk about
the Poincare´ problem) was to use a humorous cartoon-like verbal encoding just after
testifying that
it is a good lesson, that every scientist must learn, of how to communicate his
knowledge in plain and understandable language for all.
As pointed at by the title, this memoir is an interesting essay on (some aspects of) the
unity of mathematics, on the counterpoint between the finite and the infinite, between
the discrete and the continuous. I am glad to say that Jaume Aguade´ managed to
capture faithfully the memoir style and content in his translation into Catalan that
was published in 1997.
There are three more works published in the context of activities organized by the
RAC aimed at more or less general publics. Two are about the history of geometry
([65] and [73]) and one about geometric crystallography [86]. They are included in
the papers section because, as is the rule with JMMA, the reader will always find new
poits of view, new ideas, new questions and often also new results.
Finally there are three recent papers published in RACSAM that seem to signal a
new trend in his endeavor to contribute to the RAC mission: [103], [119] (joint with
MTLI), and [121]. These papers are also special because they are focussed on new
and promissing research lines.
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Concluding sketches
The memoir [6] won the Prize of the RAC, but is was never published, apparently
because it was too long (125 pages). Retrospectively, it seems clear that it was a pity.
Taking as a starting point [139], the paper that had inspired his doctoral thesis, in
the preface we read (our emphasis) that it:
soon originated important researches on the topology of coverings that are
branched along a link in S3, and the aim of this memoir is to present the part of
these researches that is purely geometrical and in which we have obtained results
or set forth some conjectures. As a method for the description of results we
adopt the different representations of the closed orientable three-dimensional
manifolds, namely Heegaard’s representation, the Dehn–Lickorish representa-
tion by means of surgery, and Alexander’s representation using branched cover-
ings. In our view we thus follow a geometrically logical sequence, which does not
coincide with the historical unfolding. We omit proofs that involve an excessive
algebraic machinery, and which otherwise can be found in the references at the
end of the memoir. Instead, some of the results are presented in a completely
new fashion. Finally, we illustrate the proofs, which are constructive for the
most part, with examples that are published for the first time.
The memoir [7] was written by participants in the Spring 1976
Siebenmann’s seminar at Orsay. JMMA was the speaker and the
main focus of his lectures was, by the invitation agreement, the paper
[15]. The papers [23] and [26] were also important. Miche`le Audin
and Francis Bohahon wrote a first version of the notes under the
supervision of JMMA and in the year 1978 Siebenmann supervised
a second version prepared by Michel Boileau and Yves Lemaire.
Anyway, at the foot of the cover page we are told that it is a pre-
liminary version of a text to be included in a future issue, devoted to dimensions 3
and 4, of the Aste´risque collection (launched in 1973) of the French Mathematical
Society. Regrettably, this publication did no happen and so this work has been, for
all practical purposes, out of circulation ever since. It is the birth of Montesinos’
links, a class that has remarkable ties with the Seifert fibrations, and, as indicated
on page 31 (a note added by Siebenmann), “the main theorem [in the first chapter]
has given rise to many other theorems that we omit for lack of time, and several
among them have been discovered after these lectures”.
As many others in his generation, JMMA’s very early works were written in Span-
ish: The thesis [1], the papers [11]-[16], and the memoir [6] considered a moment ago.
Then, starting with [17], he followed the trend of switching to English for the greatest
part of his publications, particularly in the case of papers (96 out of 111), but with a
number of important exceptions that can be tallid as follows: the books [2] and [4],
which were born from visits to Mexico and Colombia, respectively; the memoirs other
then [7] (this one in French, for the reasons already explained), which were produced
in the context of RAC activities; the articles, whose general aim is to popularize some
aspect of geometrical topology and its applications (but note that [125] appeared as a
47
S. Xambo´ JMMA
translation into Catalan and that [129] is a personal appreciation of Fico); the paper
[33], included in the proceedings of the VII Spanish-Portuguese Mathematics Meet-
ing; the Lecce (Italy) lecture [61]; the papers [65], [72] and [73], that are contributions
to RAC projects (“History of mathematics in the XIX century”, for the first two, and
“Cultural horizons: the frontiers of science”, for the third); and three more papers
that we consider in next paragraph.
When the occasion has arisen to honor a teacher or a colleague, which usually
happens in connection with some special birthday, as a rule JMMA has contributed
with what he thinks is the only appropriate answer: a research paper. According to
the references, the first two such occasions were the seventieth birthday of Luis Vigil
Va´zquez (1914-2003) and Francisco Botella Radua´n (1915-1987), celebrated
in 1984 and 1985, respectively. For the Vigil fest, he proposed a revision of the
methods used to “‘recognize S3 from a Heegaard diagram” and an analysis of why
they fail “for manifolds different from S3”. This paper was translated to English and
published as [57]. In the case of Botella, he presented a different proof of a result of
Sakuma. This paper can also be read in the original Spanish (included in a volume
edited by E. Outerelo) and in English [53]. Next came the paper [62], this time
in Spanish, dedicated to Antonio Plans Sanz de Bremond (1919-1997). It is a
summary of a lecture JMMA imparted in 1986 at the UCM whose aim was to discuss
the state of the art about conjectures relating the Heegaard genus of a 3-fold and
different notions of rank. This was in part based on his paper [51].
The next three in this group are dedicated to three of his former
teachers at the UCM and Faculty colleagues since 1986: [72], to Jose´
Javier Etayo Miqueo (1926-2012), in Spanish; [82], to Joaqu´ın
Arregui Ferna´ndez (1930-2012), in English; and [93], to Enrique
Outerelo Dom´ınguez (b. 1934), in Spanish. In the case of Etayo,
he presented “the visual model of hyperbolic geometry”, one of the
aspects of his inquiries into that geometry, clearly related to activities
in the RAC at that time, like [73]. The summary of the Arregui
paper, reproduced by the MR, is a very clear description of his contributions (our
emphasis): “Let M be a closed orientable 3-manifold. A Dehn sphere S is a 2-sphere
immersed in M with only double curve and triple point singularities. S fills M if
S defines a cell decomposition of M . It is proven that every closed orientable 3-
manifold has a filling Dehn sphere. Examples are given, and Johansson diagrams
are proposed as a method for representing all closed orientable 3-manifolds”. The
Outerelo paper got an excellet review (by D. Matei), but the English summary
is perhaps the shortest description of its contents (our emphasis): “The fundaments
of Fox’s branched covering theory are freshly exposed using inverse limits. Sufficient
conditions for a branched covering to be onto, or open, or discrete are given. An
example of a branched covering over S3 with a nondiscrete fiber is constructed”. In
the final part of his review, Matei adds: “A few intriguing open problems end the
article: Are there non-surjective or non-open ramified coverings? Is there a ramified
48
S. Xambo´ JMMA
covering with a fiber homeomorphic to the Cantor set?”.
More recently, in this honoring trend, it is the turn of colleagues of similar age or
younger. The first in this series has been [112], dedicated to Juan Tarre´s, and it
will certainly continue with other names. H. M. Hilden published a nice review of
the Tarre´s paper, but again the summary is concise and to the point (our emphasis):
“Under the framework of Fox spreads and its completions, a theory that generalizes
coverings (folding covering theory) and a theory that generalizes branched coverings
(branched folding theory) is defined and some properties are proved. Two applications
to 3-manifolds theory are given. A problem is stated”.
In addition to all the dedications we have mentioned, there are a number of other
papers, sometimes joint papers, that are dedicated to a distinguished mathematician,
again usually on the occasion around a special birthday. It is to note that this did not
happen until JMMA had well established his international reputation in his specialty.
The first was [44], dedicated “To Professor Arthur Stone” (Stone celebrated his
seventieth birthday in 1986). Among the score of others, we mention here those pro-
fessors that seem to occupy a more prominent place in JMMA’s constellation: Deane
Montgomery [52]; Joan S. Birman [58]; Tatsuo Homma, in his fifth Jupiterian
year [63]; Yukio Matsumoto on his 60th birthday [88]; Laurent Siebenmann
[90]; Mar´ıa Teresa Lozano Im´ızcoz, after 27 years of fruitful collaboration [102];
Jose´ Manuel Rodr´ıguez Sanjurjo, in his 60th birthday [113]; Jozef Przyty-
cki, in his 60th birthday [123]. There is also one that has a more personal meaning:
“en recuerdo de mi padre, Lorenzo Montesinos” [87].
We have seen that a fraction of JMMA’s works have been published in Spanish,
even after switching to English as the main disseminating language. As it should be
clear by what we have said so far, this has more of a personal option than of a con-
straint, for such works would no doubt have been accepted by good English journals.
A similar comment can be advanced about the journals where his papers were sent. In
fact, it is again easy to perceive in his production a laudable determination to support
a variety of journals by sending them papers that would have no problem in being
published in main stream English journals. Here are the main examples concerning
journals published in Spain, Mexico and Colombia: BSMM [15, 94, 97, 104, 117, 118];
RACSAM [103, 119, 121]; RMHA [12, 13, 14]; RMUCM [87, 88, 90]; Revista Colom-
biana de Matema´ticas [99, 102, 111]; Collectanea Mathematica [16, 40] and Revista
Academia Colombiana Ciencias [96].
The ties of JMMA with Mexico and Colombia, not unlike those of many other
country fellows for these and other Latinamerican nations, involve a deep emotional
realization that he has expressed in words as follows ([4], Preface):
The outcome and the development of the lectures were literally terrific: I was
left open-mouthed on realizing the enthusiasm of the participants. There is in
these dear people from Colombia and Iberoamerica something that we no longer
have in the Old World and that is renewed each time one travels there. This
‘something’, very hard to explain, is a living reflection of its transparent skies
and of the beautiful colors of the hummingbirds and flowers; of wonderful fruits.
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The friendship, endearing and warm; the faith, simple and strong, engine of
hopes and forgiveness; the illusion for new worlds. It is enough to read their
poets, if one is not there, or to converse with the people if you are lucky to be
among them.
The papers and books of JMMA include many hundreds of pictures, usually drawn
by his own hand. We have seen this in the case of the books [4], but we could take any
other work, as for example the book [3], which has more than two hundred illustrations
(counting numbered figures and graphics in tables). This profusion of graphics seems
to be true, but perhaps to a lesser degree, for all low-dimensional topologists. In
any case, such pictures form an integral part of how JMMA unfolds his thoughts and
arguments. The drawings, and the mathematics behind them (particularly the subtle
relations between the knots and the corresponding manifolds), point to an remarkably
developed visualizing ability, an inner (mathematical, topological, geometrical) eye
that seems utterly impossible to imagine by those lacking it.
On looking at such drawings, like the ‘universal knot’ in the image
(Figure 23 in [48]), JMMA, and in general the low-dimensional topol-
ogists, somehow remind me of Antoni Gaud´ı. He was also endowed
with a powerful visionary inner eye and his Sagrada Familia is to a
large extent a geometrical monument. Thus there is some mathemat-
ical kindship with La Alhambra, the monument to which JMMA has
devoted beautiful pages [3, 8, 126, 127, 130].
When people were expressing their astonishment at Gaud´ı’s creativity, materialized
in a panoply of forms and designs not yet organized in a whole, he always advised
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them to be patient, and then stated that “there will come folks from around the
world to see them”. Works such as those of JMMA, past, present and future, also
require patience from the rest of us, but I am sure that there will come a time when
mathematicians will feel the need, as this writer does, to learn more about it.
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ABSTRACT
In this note, we provide a proof based on the Internal Set Theory of Nelson con-
cerning the existence of solvable Lie algebras having a nilradical with arbitrary
characteristic sequence.
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1. Introduction
The interest on (finite dimensional) rigid Lie algebras emerges naturally from the
study of the geometry of the variety Ln of Lie algebras of dimension n, and more
specifically, for determining the irreducible components [5, 10]. Whereas the rigidity
of semisimple algebras follows easily from their structure, the rigidity problem for
non-semisimple Lie algebras is much more involved, as an algebra can be rigid in two
ways: geometrically or algebraically, the latter implying the former by the inverse
being generally false [14, 15]. As complete classifications of solvable Lie algebras
are non-existent, the study of rigidity must be carried out either considering special
types of Lie algebras or by means of indirect arguments, such as the theory of weights
[1, 4, 7, 8, 15].
∗Author partially supported by the research project MTM2013-43820-P of the MINECO.
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The objective of this note is to prove, using techniques from Non-standard Analysis,
that for any characteristic sequence there exists at least a nilpotent Lie algebra n
such that it appears as the nilradical (maximal nilpotent ideal) of a solvable rigid Lie
algebra r.
Unless otherwise stated, any Lie algebra considered in this work is defined over C.
1.1. Generalities
Given a Lie algebra g, we denote the Lie algebra formed by the derivations of g by
Der(g).
Definition 1.1 Let g be a real Lie algebra of dimension n. An external torus of
derivations is any Abelian subalgebra of Der(g) the generators of which are semisim-
ple.
It is called maximal torus, if it is maximal for the inclusion relation. Maximal tori
have the same dimension that we call the rank of g and denote by r(g). The Mal’cev
theorem ensures that maximal tori are pairwise conjugated [12]. With this result, the
generic structure of solvable Lie algebras has been studied in detail (see e.g. [3, 6, 9]).
Let Ln denote the class of n-dimensional Lie algebras g = (Cn, [ , ]g ). The the general
linear group GL (n,C) acts naturally on Ln by changes of basis:
(f.g) (X,Y ) = f−1
(
[f(X), f(Y )]g
)
, f ∈ GL (n,C) , X, Y ∈ g.. (1.1)
Using the tensor formalism, we denote [X,Y ]g = µ(X,Y ) for all X,Y ∈ g, where µ is
a skew-symmetric tensor of type (2, 1) satisfying the Jacobi identity. The orbit O (g)
of g is formed by those Lie algebras that are isomorphic to g.
Definition 1.2 A Lie algebra g is rigid if the orbit O (g) is an open set of Ln with
respect to the Euclidean topology.
In this sense, the notion of rigidity constitutes an important tool in the analysis of the
irreducible components of the variety Ln of n-dimensional Lie algebras [4, 10]. One
of the difficulties in the analysis of rigidity is to find algebraic criteria that ensure the
topological property above, having in mind that these normally constitute sufficient
but not necessary conditions [15]. An important result in this direction is given by
Nijenhuis and Richardson [14]:
Proposition 1 If the second Chevalley cohomology group H2(g, g) vanishes, then g
is a rigid Lie algebra.
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1.2. The Carles decomposition theorem
A notion central to the structure of complex rigid Lie algebras is their decomposability,
as shown by R. Carles in [6].
Definition 1.3 A Lie algebra g is decomposable if it admits the decomposition
g = s−→⊕ (t−→⊕n) , (1.2)
where s is a Levi subalgebra, n the nilradical and t a subalgebra formed by adg-
semisimple elements and such that [s + t, t] = 0 holds. The preceding decomposition
is called the normal decomposition of g.
Theorem 1.1 Any rigid Lie algebra g admits a normal decomposition. Moreover, g
satisfies one of the following conditions:
1. The radical r of g is not nilpotent and dimDer(g) = dim g. Moreover, if
codimg [g, g] > 1, then g has no center and any derivation is inner.
2. The radical r is nilpotent and one of the following subcases holds:
(a) g = [g, g], i.e., g is a perfect Lie algebra.
(b) g = g′ ⊕ C is the direct sum of a perfect Lie algebra g′ with only inner
derivations and C.
(c) g 6= [g, g] and possesses no direct non-zero Abelian factor, then te(g) =
te(J) = 0 for any codimension 1 ideal J.
2. The rank theorem
In this section we recall a method applicable to solvable Lie algebras that provides a
sufficiency criterion to check rigidity [3]. The procedure is independent on cohomology,
hence valid for the geometric and algebraic rigidity of Lie algebras.
Let g be a solvable decomposable Lie algebra. We fix a maximal external torus t. Let
X be a non-zero vector such that adgX belongs to t .
Definition 2.1 X is called a regular element if the dimension of
V0 (X) = {Y | [X,Y ] = 0} (2.1)
is minimal.
Let X be a regular element and let p = dimV0 (X). Consider a basis of eigen-
vectors {X,Y1, . . . , Yn−p, X1, . . . , Xp−1} for the adjoint operator adg(X) such that
{X,X1, . . . , Xp−1} is a basis of V0(X), {Y1, . . . , Yn−p, X1, . . . Xk0} is a basis of the nil-
radical n of g and {Xk0+1, . . . , Xp−1} are such that adg(Xj) ∈ t for j = k0 + 1, . . . , p.
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We denote by I (X) be the sequence of eigenvalues of the operator adgX with respect
to (Y1, . . . , Yn−p, X1, . . . , Xp−1). It follows that I (X) = {λ1, . . . , λn−p, 0, . . . , 0} with
[X,Yi] = λiYi.
If p 6= n, the vector X does not belong to the derived ideal of g, and the vectors
[Xi, Xj ], [Xi, Xj ] and [Yi, Yj ] don’t contain X. If p = n, g is easily seen to be
nilpotent [3].
Suppose that g is solvable non-nilpotent. The root system of g associated to the
basis (X,Y1, . . . , Yn−p, X1, . . . , Xp−1) is the linear system S defined by the following
equations:
xi + xj = xk if the Xk-coordinate of [Xi, Xj ] is non-zero,
yi + yj = yk if the Yk-coordinate of [Yi, Yj ] is non-zero,
xi + yj = yk if the Yk-coordinate of [Xi, Yj ] is non-zero,
yi + yj = xk if the Xk-coordinate of [Yi, Yj ] is non-zero.
(2.2)
With these notations, the rank theorem proved in [3] states the following:
Theorem 2.1 If rank (S) 6= dim n− 1, then the g cannot be a rigid Lie algebra.
An important property used in the proof is that the rank of a root system for g is
independent on the basis of eigenvectors considered, hence it constitutes an invariant
of the isomorphism class of g. Two additional relevant properties concerning the rank
theorem are enumerated:
1. If g is rigid, then there always exists a regular element X such that the adjoint
operator adgX is diagonal with integer eigenvalues.
2. If the g = t−→⊕n is rigid, then t is a maximal external torus of g.
The last property is a consequence of the Mal’cev theorem [12]. In particular, the
dimension of t satisfies the upper bound
dim n− dim [n, n] ≥ dim t. (2.3)
3. The model nilpotent Lie algebra nc
The characteristic sequence c(n) of a nilpotent Lie algebra, originally conceived as an
additional invariant to separate isomorphism classes within the variety of nilpotent
Lie algebra laws, turns out to be of great practical use in rigidity theory [8], as it allows
a systematical analysis of solvable rigid algebras according to the generic structure of
their nilradical.
Given a nilpotent Lie algebra n, for a non-zero element X ∈ n \ [n, n] we consider the
decreasing sequence of dimensions of the Jordan blocks of the linear operator ad(X).
c (X) = (c1 (X) , c2 (X) , . . . , ck (X) , 1) , ci (X) ≥ ci+1 (X) ≥ 1. (3.1)
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Definition 3.1 The characteristic sequence of the nilpotent Lie algebra n is defined
as
c (n) = sup {c (X) | X ∈ n \ [n, n]} (3.2)
It follows that for an arbitrary nilpotent Lie algebra possessing the characteris-
tic sequence c (n) = (n1, n2, . . . , nk, 1), we can always find a basis adapted to it{
X1, . . . , Xn1+1, . . . , Xn1+n2+1, . . . , Xn1+···+nk−1+1, . . . , Xn1+···+nk+1
}
and satisfying
the following commutators
[X1, Xj ] = Xj+1, 2 ≤ j ≤ n1;
[X1, Xn1+j ] = Xn1+1+j , 2 ≤ j ≤ n2;
...
... (3.3)[
X1, Xn1+···+nk−2+j
]
= Xn1+···+nk−2+1+j , 2 ≤ j ≤ nk−1;[
X1, Xn1+···+nk−1+j
]
= Xn1+···+nk−1+1+j , 2 ≤ j ≤ nk.
The remaining brackets [Xi, Xj ] for 2 ≤ i, j are related by means of the Jacobi
condition
[X1, [Xi, Xj ]] + [Xj , [X1, Xi]] + [Xi, [Xj , X1]] = 0. (3.4)
For the special case c (n) = (n− 1, 1), the Lie algebra n is called the filiform model
algebra and denoted by Ln.
We observe that if nj = 1 for some j, then nc splits into a direct sum of Lie algebras.
In order to handle only with indecomposable nilpotent algebras, in the following we
require, unless otherwise stated, that nj > 1 holds for any j = 1, . . . , k.
Definition 3.2 Let k > 1. The nilpotent Lie algebra nc with commutators (3.3) and
[Xi, Xj ] = 0 for i, j ≥ 2 is called the model nilpotent Lie algebra for the characteristic
sequence c (n) = (n1, n2, . . . , nk, 1).
Using the rank theorem, it is straightforward to verify that, given a characteristic
sequence c (n) = (n1, n2, . . . , nk, 1), the rank of nc equals rank (nc) = k + 1.
We now prove that for any possible characteristic sequence characteristic sequence
c (n) = (n1, n2, . . . , nk, 1), there exists a solvable rigid Lie algebra possessing nc as
nilradical. To this extent, we use the perturbation theory inferred from the Internal
Set Theory.1
Proposition 2 For any characteristic sequence c (n) = (n1, n2, . . . , nk, 1), nc is iso-
morphic to the nilradical of a solvable rigid Lie algebra rc of rank k + 1.
1See the Appendix for the elementary definitions and axioms. Further detail can be found in
[11, 13].
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Proof. Let µ0 be the structure tensor underlying the nilpotent Lie algebra nc. The
root system S associated to µ0 is
λ1 + λj = λj+1, 2 ≤ j ≤ n1
λ1 + λn1+j = λn1+j+1, 2 ≤ j ≤ n2
...
...
λ1 + λn1+···+nk−1+j = λn1+···+nk−1+j+1, 2 ≤ j ≤ nk
(3.5)
A basis of solutions to this system is given by the vectors
v1 = (1, 2, . . . , n1, n1 + 1, n2, . . . , n1 + · · ·+ nk + 1)
v2 =
(
0, 1, . . .(n1) . . . , 1, 0, . . . 0, . . . , 0, . . . 0, . . . , 0
)
v3 =
(
0, 0, . . . , 0, 1, . . .(n2) . . . , 1, 0, . . . 0, . . . , 0, . . . 0
)
...
vk =
(
0, 0, . . . , 0, 0, . . . , 0, 1, . . .(nk−1) . . . , 1, 0, . . . 0
)
vk+1 =
(
0, 0, . . . , 0, 0, . . . , 0, 0, . . . , 0, 1, . . .(nk) . . . , 1
)
(3.6)
Now let µ be a perturbation of µ0. The linear operator adµT1 has eigenvalues
{0, λ1, λ2, . . . , λn, ν1, . . . , νk} , (3.7)
where n =
∑k
l=1 nl + 1 and the eigenvalues are such that λi ∼ i for 1 ≤ i ≤ n and
νj ∼ 0 for 1 ≤ j ≤ k. Since for any standard element Y ∈ t = 〈T1, T2, . . . , Tk+1〉 there
exists an index i ∈ {1, . . . , n} such that µ0 (Y,Xi) = aXi with a ∈ R∗ standard, we
have that ν1 = · · · = νk = 0. Moreover, since λi 6= λj for i 6= j, the operator adµ (T1)
is diagonalizable. Since any of the eigenspaces of eigenvalue σ of adµ (T1) have as
shadow the eigenspace of adµ0 (T1) corresponding to the shadow of the eigenvalue σ
(see e.g. [11]), we can always find a basis of eigenvectors
B = {Y1, . . . , Yn, T1, U2, . . . , Uk+1} (3.8)
of adµ (X) such that
oYi = Xi, 1 ≤ i ≤ n
oUj = Tj , 2 ≤ j ≤ k + 1
On the other hand, since µ (Yi, Yj) is an eigenvector associated to the eigenvalue
λi + λj , then λi + λj = λi+j holds if µ (Yi, Yj) 6= 0. Applying the Jacobi identity we
successively deduce that
µ (Ui, Uj) = 0, 2 ≤ i, j ≤ k + 1 (3.9)
The eigenvalues of the linear operator adµ (T1 + Ui) are pairwise distinct, from which
we further obtain that adµ (Ui) is a diagonal operator over the basis (3.8). We there-
fore have
µ (Yi, Yj) = λi+jYi+j , 1 ≤ i, j ≤ n
µ (T1, Yi) = λiYi, 1 ≤ i ≤ n
µ (Uj , Yi) = ajiYi, 1 ≤ i ≤ n, j ≥ 2
(3.10)
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where λ1+i ∼ 1 for all i 6= {1, n1 + 1, n2 + 1, . . . , nk−1 + 1} and aji ∼ 1 para j =
2, . . . , k + 1 and i = n1 + · · ·+ nj−2 + 2, . . . , n1 + · · ·+ nj−2 + nj−1 + 1 and aji ∼ 0
otherwise.
We conclude that the vectors
w1 = (λ1, λ2, . . . , λn, 0, . . . , 0)
w2 = (a21, a22, . . . , a2n, 0, . . . , 0)
...
wk+1 = (ak+1,1, ak+1,2, . . . , ak+1,n, 0, . . . , 0)
(3.11)
constitute a basis of the root system S associated to the Lie algebra µ0. This enables
us to find a basis {V1, . . . , Vk+1} of 〈T1, U2, . . . , Uk+1〉 such that
µ (V1, Yi) = i Yi, 2 ≤ i ≤ n
µ
(
Vj , Yf(j)+l
)
= Yf(j)+l, 2 ≤ j ≤ k + 1, 2 ≤ l ≤ nj−1 (3.12)
where f (j) = n1 + n2 + · · ·+ nj−2 + 1. The Jacobi identities imply the identities
X1+j = µ0 (X1, Xj) ∼ µ (Y1, Yj) = λ1+jY1+j , (3.13)
where j = 2, . . . , n1, n1+2, . . . , n1+n2, n1+n2+2, . . . , n1+· · ·nk−1+2, . . . , n1+· · ·+nk,
as well as
0 = µ0 (Xi, Xj) ∼ µ (Yi, Yj) = λi+jY1+j , 2 ≤ i, j ≤ n. (3.14)
Finally, considering the change of basis
Z1 = Y1, Z2 = Y2,
Zn1+2 = Yn1+2, Zn1+3 = λn1+3Yn1+3, . . . , Zn1+n2+1 =
∏n2+1
l=3 λn1+lYn1+n2+1
...
Zn1+···+nk−1+2 = Yn1+2, Zn1+···+nk−1+3 = λn1+···+nk−1+3Yn1+3, . . . ,
Zn =
∏nk
l=3 λn1+···+nk−1+lYn,
(3.15)
it follows at once that µ has the same structure constants as µ0, showing that µ ' µ0.

It should be observed that actually, a stronger result can be proved, namely, that the
model nilpotent Lie algebras arise as the nilradical of a solvable algebraically rigid Lie
algebra rc of rank k + 1. This sharpened version uses the Hochschild-Serre spectral
sequence, as well as the rigidity criteria of Nijenhuis and Richardson. The proof will
appear elsewhere.
4. Seven-dimensional model algebras
As an application of the result, we determine the solvable rigid Lie algebras the
nilradical of which is a seven dimensional model nilpotent algebra. Eleven cases are
given, some of which have already appeared in classifications in low dimension [1, 2, 9].
69
J. M. Ancochea Bermu´dez, R. Campoamor Stursberg Rigidity of model Lie algebras
1. r(6,1) = C 〈T1, T2〉−→⊕n(6,1) :
[X1, X2] = X3, [X1, X3] = X4, [X1, X4] = X5, [X1, X5] = X6,
[X1, X6] = X7, [T1, Xα] = αXα, α = 1, . . . , 7; [T2, Xβ ] = Xβ ,
β = 2, . . . , 7.
2. r(5,1,1) = C 〈T1, T2, T3〉−→⊕n(5,1,1) :
[X1, X2] = X3, [X1, X3] = X4, [X1, X4] = X5, [X1, X5] = X6,
[T1, Xα] = αXα, α = 1, . . . , 6; [T2, Xβ ] = Xβ , β = 2, . . . , 6;
[T3, X7] = X7.
3. r(4,2,1) = C 〈T1, T2, T3〉−→⊕n(4,2,1) :
[X1, X2] = X3, [X1, X3] = X4, [X1, X4] = X5, [X1, X6] = X7,
[T1, Xα] = αXα, α = 1, . . . , 7; [T2, Xβ ] = Xβ , β = 2, . . . , 7,
[T3, Xγ ] = Xγ , γ = 6, 7.
4. r(4,1,1,1) = C 〈T1, T2, T3, T4〉−→⊕n(4,1,1,1) :
[X1, X2] = X3, [X1, X3] = X4, [X1, X4] = X5, [T1, Xα] = αXα,
α = 1, . . . , 5; [T2, Xβ ] = Xβ , β = 2, . . . , 5; [T3, X6] = X6,
[T4, X7] = X7.
5. r(3,3,1) = C 〈T1, T2, T3〉−→⊕n(3,3,1) :
[X1, X2] = X3, [X1, X3] = X4, [X1, X5] = X6, [X1, X6] = X7,
[T1, Xα] = αXα, α = 1, . . . , 7; [T2, Xβ ] = Xβ , β = 2, 3, 4;
[T3, Xγ ] = Xγ , γ = 5, 6, 7.
6. r(3,2,1,1) = C 〈T1, T2, T3, T4〉−→⊕n(3,2,1,1) :
[X1, X2] = X3, [X1, X3] = X4, [X1, X5] = X6, [T1, Xα] = αXα,
α = 1, . . . , 7; [T2, Xβ ] = Xβ , β = 2, 3, 4; [T3, Xγ ] = Xγ
β = 5, 6; [T4, X7] = X7.
7. r(3,1,1,1,1) = C 〈T1, T2, T3, T4, T5〉−→⊕n(3,1,1,1,1) :
[X1, X2] = X3, [X1, X3] = X4, [T1, Xα] = αXα, α = 1, . . . , 7;
[T2, Xβ ] = Xβ , β = 2, 3, 4; [Tk, Xk+2] = Xk+2, k = 3, 4, 5.
8. r(2,2,2,1) = C 〈T1, T2, T3, T4〉−→⊕n(2,2,2,1) :
[X1, X2] = X3, [X1, X4] = X5, [X1, X6] = X7, [T1, Xα] = αXα,
α = 1, . . . , 7; [T2, Xβ ] = Xβ , β = 2, 3; [T3, Xγ ] = Xγ ,
γ = 4, 5; [T4, Xδ] = Xδ, δ = 6, 7.
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9. r(2,2,1,1,1) = C 〈T1, T2, T3, T4, T5〉−→⊕n(2,2,1,1,1) :
[X1, X2] = X3, [X1, X4] = X5, [T1, Xα] = αXα, α = 1, . . . , 7;
[T2, Xβ ] = Xβ , β = 2, 3; [T3, Xγ ] = Xγ , γ = 4, 5;
[Tk, X2+k] = X2+k, k = 1, 2.
10. r(2,1,1,1,1,1) = C 〈T1, T2, T3, T4, T5, T6〉−→⊕n(2,1,1,1,1,1) :
[X1, X2] = X3, [T1, Xα] = αXα, α = 1, . . . , 7; [T2, Xβ ] = Xβ ,
β = 2, 3; [Tk, X1+k] = X1+k, k = 3, 4, 5, 6;
11. r(1,1,1,1,1,1,1) = C 〈T1, . . . , T7〉−→⊕n(1,1,1,1,1,1,1) :
[Tk, Xk] = Xk, k = 1, . . . , 7.
Appendix. Internal Set Theory
The I.S.T. theory constitutes a conservative extension of the Zermelo-Fraenkel set
theory with the axiom of choice (ZFC), to which a new predicate called “standard”
(symbol: st) and three additional axioms are added. According to [13], we call a
formula internal in case it does not involve the new predicate “standard”; otherwise
we call it external. The three new axioms added to the ZFC theory are the following
[13]:
Idealization principle (I):
∀stfinitex′∃y∀x ∈ x′A←→ ∃y∀stxA. (4.1)
Standardization Principle (S):
∀stX ∃stY ∀stz [z ∈ Y ←→ (z ∈ X) ∧A] (4.2)
Transfer principle (T): Let A be an internal formula whose only free variables are
x, t1, . . . , tn. Then
∀stt1 · · · ∀sttn
[∀stxA←→ ∀xA] (4.3)
The transfer principle states that if A is an internal formula and all parameter have
standard values, if A holds for all standard x, then it holds for all x.
Using the predicate standard, we can make the following definitions, where the vari-
ables range over R. For the complex case C, the situation is analogous, taking into
account the real and imaginary parts, respectively.
• x is called infinitesimal in case for all standard ε > 0 we have |x| < ε.
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• x is called limited in case for some standard r we have |x| ≤ r.
• x ∼ y [x and y are infinitely close] in case x− y is infinitesimal.
In particular, the axiom (S) establishes that for any limited real x there is a unique
standard 0x such that x ∼ 0x, called the shadow of x. The shadow of linear subspaces
can be defined in analogous way.
The relevant results for perturbations of algebraic structures are the following [11]:
Proposition A1. Let n be standard and V be a linear subspace of Cn. Then 0V is
a linear subspace of Cn such that dimV = dim0 V .
Proposition A2. Let P0 = λix
i ∈ Cn [x] be a complex polynomial of degree n with
standard complex coefficients λi and let P = µix
i be a polynomial of degree n such
that λi ∼ µi. If α1, . . . , αn are the roots of P and β1, . . . , βn the roots of P0, then
βj =
0αj for 1 ≤ j ≤ n.
Proposition A3. Let T : Cn → Cn be a standard linear map and T0 a perturbation
of T . Then the shadow 0λ of an eigenvalue λ of T0 is an eigenvalue of T . In addition, if
v is a limited eigenvector of T0 associated to the eigenvalue λ, then
0v is an eigenvector
of T with eigenvalue 0λ.
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Resumen
En esta nota presentamos una nueva caracterizacio´n de las proyecciones de La-
grange en su forma cano´nica, que establece la dependencia lineal entre la trans-
formacio´n conforme asociada f(z) y su derivada pre-schwarziana, esta u´ltima
relacionada con las curvaturas de las ima´genes de los meridianos y de los para-
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1. Introduccio´n y preliminares
La ce´lebre memoria de Lagrange [6] Sur la construction des cartes ge´ographiques,
publicada en las Memorias de la Academia de Ciencias de Berl´ın de 1779, es pieza
fundamental en el desarrollo de la cartograf´ıa matema´tica durante el siglo XIX, y as´ı
fue considerada hasta las primeras de´cadas del siglo XX. Sin embargo, las proyecciones
conformes descubiertas por Lagrange pasan hoy pra´cticamente inadvertidas y esta´n
relegadas al grupo de las proyecciones miscela´neas, tal y como sucede en el conocido
albu´m de proyecciones cartogra´ficas de Snyder y Voxland [7]. Una de las causas de
este “olvido” pudiera deberse a la presentacio´n, en algunos textos, de las proyecciones
de Lagrange mediante una latitud modificada, introducida genialmente por Tissot [8,
Comple´ment, § 111] con la intencio´n de asemejar sus ecuaciones a las de la proyeccio´n
estereogra´fica ecuatorial, expresadas estas u´ltimas en funcio´n de la latitud y longitud
geogra´ficas.
*Autor apoyado por el proyecto MTM2014-57113-P
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Estas proyecciones de Lagrange son las proyecciones conformes de la esfera (en
general de una superficie de revolucio´n, tal y como hizo el matema´tico france´s) que
representan los meridianos y los paralelos como arcos de circunferencias, excepto el
meridiano y el paralelo de un punto z0 (centro de la proyeccio´n), que se transforman
en rectas (ortogonales). En la Figura 1 mostramos el aspecto t´ıpico de una proyeccio´n
de Lagrange con centro en un punto del ecuador.
Figura 1: Proyeccio´n de Lagrange: en rojo las ima´genes de los meridianos, y en verde
las ima´genes de los paralelos. El a´ngulo interior en los polos es 270o.
Siguiendo a Lagrange, en este art´ıculo parametrizamos la esfera S2 con la longitud
geogra´fica λ ∈ (−pi, pi] y la latitud isome´trica q ∈ (−∞,∞), definida a partir de la
latitud geogra´fica ϕ por la identidad
q = log tg
[pi
4
+
ϕ
2
]
. (1.1)
La funcio´n (1.1) es estrictamente creciente y por tanto biyectiva entre (−pi/2, pi/2) y
R. En estas coordenadas isome´tricas (λ , q) el elemento de arco de la esfera toma la
forma
ds2 = r2(dλ2 + dq2) ,
donde r = sech q es el radio del paralelo de latitud isome´trica q, igual a cosϕ en
funcio´n de la latitud geogra´fica. El mapa que corresponde a esta parametrizacio´n es
la carta de Mercator que se obtiene con la proyeccio´n x ∈ S2 → z = λ + iq. Al
igual que en geometr´ıa diferencial utilizamos la notacio´n (u, v) para designar a las
76
J. L. Andre´s, J. Otero Una caracterizacio´n de las proyecciones de Lagrange
Figura 2: Ima´genes de los meridianos (rojo) y paralelos (verde) en la transformacio´n
racional lineal f(z) = (7pi/4− z)−1.
coordenadas (λ, q). A diferencia de lo habitual, en cartograf´ıa se reserva la notacio´n
w ≡ x+ iy para designar al punto proyectado f(u+ iv).
La teor´ıa de proyecciones cartogra´ficas conformes, de la esfera o del elipsoide de
revolucio´n terrestre, trata pues sobre ciertas tranformaciones conformes f(z) de la
banda infinita B = (−pi, pi]×R, donde interesa principalmente el ana´lisis de la repre-
sentacio´n de la red cartesiana (cartesian net) por coincidir con la red de meridianos
y paralelos terrestres. Otra cuestio´n ba´sica en cartograf´ıa es tratar de minimizar la
distorsio´n del mapa, es decir, la que introduce la composicio´n de la proyeccio´n de Mer-
cator (primer mapa) y la transformacio´n f(z). El problema de encontrar la “mejor”
proyeccio´n conforme para un pa´ıs fue abordado por P.L. Chebyshev, quien publico´
sus resultados en 1856 en la Academia Imperial de las Ciencias de San Petersburgo,
incluyendo un estudio particular de las proyecciones de Lagrange [3].
En el problema de Lagrange, las transformaciones buscadas son aquellas que repre-
sentan la red cartesiana en una red de circunferencias (ortogonales), y que llamamos
transformaciones conformes de Lagrange. Excluimos en este art´ıculo las proyecciones
con meridianos rectil´ıneos (circunferencias de radio infinito): proyecciones cil´ındricas
conformes (Mercator), proyeccio´n estereogra´fica polar y proyecciones co´nicas confor-
mes de Lambert. Tambie´n excluimos las que se obtienen mediante transformaciones
racionales lineales del plano z, f(z) = (az + b)/(cz + d), ya que representan los polos
norte y sur geogra´ficos en el mismo punto a/c (Figura 2), mientras que aqu´ı centramos
nuestro intere´s en las proyecciones bipolares, es decir, aquellas en las cuales los polos
tienen representacio´n finita y distinta.
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En la citada memoria [6, §10], Lagrange demuestra que las transformaciones con-
formes asociadas con las proyecciones de Lagrange son
f(z) =
1
Aeicz +B
+D , (1.2)
donde A,B ∈ C\{0}, D ∈ C y c > 0 (exponente de la proyeccio´n). En otras palabras,
las proyecciones de Lagrange se obtienen mediante transformaciones racionales linea-
les de la funcio´n exponencial eicz. Tambie´n son de Lagrange, en un sentido general,
las transformaciones f(iz) donde f esta´ dada por (1.2). En esta nota no consideramos
estas transformaciones por las mismas razones expuestas por Lagrange [6, §21]:
En primer lugar observo que las fo´rmulas halladas en la primera Me-
moria (12 y 16) contienen dos soluciones diferentes, ya que se ha visto (11)
que esta´ permitido cambiar t por u y u por t; pero observo al mismo tiem-
po que la solucio´n que resultar´ıa de esta permutacio´n ser´ıa ma´s curiosa
que co´moda en la pra´ctica, ya que contendr´ıa exponenciales del a´ngulo t y
senos y cosenos de la cantidad u que, hemos demostrado, es una cantidad
logar´ıtmica.1 [Aqu´ı la variable t es la longitud λ y u es igual a −q.]
Una forma equivalente de escribir la funcio´n (1.2) es
f(z) = k
1− eic(z−z0)
1 + eic(z−z0)
+ w0
= −ik tg
[ c
2
(z − z0)
]
+ w0 ,
(1.3)
donde z0 ∈ (−pic−1 , pic−1) × R es la preimagen de B/A con respecto a la funcio´n
eicz, w0 = f(z0) = (2B)
−1 +D y k = (2B)−1. Con la introduccio´n de z0 se consigue
que f(z) sea finita en la banda (−pic−1 , pic−1) × R. Observamos que f ′′(z0) = 0,
entonces, segu´n el Teorema 2.3, el meridiano y el paralelo de z0 se transforman en
rectas, es decir, z0 es el centro de la proyeccio´n. La u´ltima expresio´n de (1.3), para el
caso Arg k = 0, z0 = ib y w0 = 0, la obtuvo O. Bonnet [2] en su The`se d’Astronomie
titulada Sur la The´orie mathe´matique des Cartes ge´ographiques.
Dados z0 ∈ B y c > 0, definimos entonces el conjunto de las transformaciones
bipolares de Lagrange de exponente c y centro z0 como
L(c, z0) =
{
a tg
[ c
2
(z − z0)
]
+ b : a, b ∈ C
}
, (1.4)
y elegimos como representantes cano´nicos de L(c, z0) a las transformaciones
w = k tg
[ c
2
(z − z0)
]
1Traduccio´n del original de D. Jorge L. Andre´s.
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con k > 0. El propo´sito de esta nota es obtener una propiedad caracter´ıstica de los
representantes cano´nicos, que expresa la dependencia lineal entre la funcio´n f(z) y
su derivada pre-schwarziana (ve´ase, por ejemplo, la Introduccio´n en [5]) o derivada
logar´ıtmica de f ′(z):
Pf (z) =
d
dz
log f ′(z) =
f ′′(z)
f ′(z)
. (1.5)
Terminamos esta Introduccio´n con una breve descripcio´n geome´trica de las pro-
yecciones de Lagrange. Para simplificar tomamos el representante cano´nico de L(c, 0)
con k = 1. En primer lugar, los polos geogra´ficos se transforman en dos puntos finitos
y distintos, a saber, wn = +i y ws = −i. En estos puntos, el a´ngulo de interseccio´n del
meridiano proyectado con el eje de la proyeccio´n (segmento wswn) es igual a cλ. En
otras palabras, la imagen del meridiano de longitud λ es el arco capaz del segmento
wswn, de a´ngulo c | λ− λ0 |, Figura 3.
Y
Xθ
θ
wn = +i
θ = c (λ− a)
ws = −i
−θ
Figura 3: Imagen del meridiano de longitud λ en las proyecciones de Lagrange de
exponente c.
Las proyecciones de los paralelos son circunferencias de Apolonio con respecto a
wn y ws, es decir a lo largo de cualquier paralelo el cociente entre las distancias a los
polos se mantiene constante. Esto se deduce de la relacio´n inversa
eicz =
i− w
i+ w
,
que implica exp(−cq) =| i− w | / | i+ w |.
2. Funcio´n caracter´ıstica y derivada pre-schwarziana
El resultado fundamental para obtener las transformaciones conformes de Lagran-
ge es el siguiente [6, § 7]
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Teorema 2.1 (Lagrange) Sea f(z) una funcio´n anal´ıtica y localmente univalente.
Las curvaturas de las ima´genes de las rectas verticales y horizontales de la red carte-
siana, κ1 y κ2 respectivamente, vienen dadas por
κ1 = −∂m
∂u
, κ2 =
∂m
∂v
, (2.1)
donde m = |f ′(z)|−1.
Demostracio´n. Sea z un punto del dominio de definicio´n de f , y sean c1, c2 las curvas
ima´genes de las rectas u = Re(z), v = Im(z), respectivamente. Escribiendo la primera
derivada en forma polar, f ′(z) = |f ′(z)| exp (iγ), entonces
log f ′(z) = − logm+ iγ . (2.2)
Esta funcio´n es tambie´n anal´ıtica y por consiguiente las funciones − logm y γ satis-
facen las condiciones de Cauchy-Riemann:
−∂ logm
∂u
=
∂γ
∂v
,
∂ logm
∂v
=
∂γ
∂u
.
El a´ngulo γ, argumento de f ′(z), coincide en todo punto, con el a´ngulo que la tangente
a c2 en f(z) forma con el eje u. Esto se deduce de la identidad f(α(t))
′ = f ′(α(t))α′(t),
va´lida para cualquier curva parametrica diferenciable α(t), pues en el caso de c2,
α′(t) = 1 (si la curva es c1 entonces α′(t) = i). Por consiguiente, la derivada de γ
con respecto de la longitud de arco de c2 es la curvatura de c2, y observando que
ds2 = |f ′(z)|du = m−1du, tenemos
κ2 =
dγ
ds2
= m
∂γ
∂u
= m
∂ logm
∂v
.
Con esto concluye la demostracio´n para las ima´genes de las rectas horizontales. La
demostracio´n es ana´loga para las rectas verticales. 
Lagrange califica a las fo´rmulas (2.1) como “sencill´ısimas ecuaciones”. En el caso de
proyecciones cartogra´ficas conformes, este resultado permite calcular las curvaturas de
las ima´genes de los meridianos y paralelos a partir de la funcio´n m(z) y por esta razo´n
la llamamos funcio´n caracter´ıstica de la proyeccio´n. Si f(z) es una transformacio´n de
Lagrange entonces la curvatura de los meridianos solo depende de u, κ1 = κ1(u), y
la de los paralelos solo depende de v, κ2 = κ2(v). Tenemos por tanto el siguiente
teorema de caracterizacio´n de las transformaciones conformes de Lagrange.
Teorema 2.2 (Lagrange) Una transformacio´n conforme f(z) es de Lagrange si y
solo si
∂2m
∂u∂v
= 0 . (2.3)
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Un resultado de naturaleza similar lo obtiene Bell [1] para las transformaciones
racionales lineales.
Tambie´n la derivada pre-schwarziana de f(z), definida en la Seccio´n 1, se obtiene
a partir de la funcio´n caracter´ıstica.
Proposicio´n 2.1 Sea f(z) una funcio´n anal´ıtica y localmente univalente, y sea m(z)
su funcio´n caracter´ıstica. Entonces
a.
Pf (z) = −∂ logm
∂u
+ i
∂ logm
∂v
. (2.4)
b.
∂2m
∂u∂v
= m Im(P ′f − P 2f /2) . (2.5)
Demostracio´n. a. Partimos de la identidad (2.2),
log f ′(z) = − logm+ iγ ,
donde γ es el argumento de f ′(z). Derivando esta expresio´n obtenemos
Pf (z) = −∂ logm
∂u
+ i
∂γ
∂u
= −∂ logm
∂u
+ i
∂ logm
∂v
,
donde hemos aplicado la segunda condicio´n de Cauchy-Riemann al par de funciones
{− logm,γ}.
b. Para simplificar notacio´n escribimos P en lugar de Pf . Derivando (2.4) obtene-
mos
P ′ = −(logm)uu + i(logm)uv ,
y por consiguiente m2 ImP ′ = mmuv −mumv = mmuv +m2 Im(P 2/2), es decir,
muv = m Im
(
P ′ − P 2/2) .

El apartado (b) de este teorema permite caracterizar a las proyecciones de Lagran-
ge a trave´s de la derivada pre-schwarziana con la condicio´n (ve´ase el Teorema 2.2)
P ′f − P 2f /2 = k ∈ R , (2.6)
donde el primer miembro se conoce como derivada de Schwarz de f(z) [4].
Segu´n esta Proposicio´n y el Teorema 2.1 podemos concluir la siguiente identidad
que relaciona la derivada pre-schwarziana con las curvaturas fundamentales.
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Teorema 2.3 Sea f(z) una funcio´n anal´ıtica y localmente univalente, entonces
mPf (z) = κ1 + iκ2. (2.7)
Ejemplo. Sea f(z) = tg(cz/2) un representante cano´nico de L(c, 0). Su funcio´n carac-
ter´ıstica es
m(z) = c−1 [cos(cu) + cosh(cv)] .
Entonces las curvaturas fundamentales son:
κ1 = sen(cu), κ2 = senh(cv),
y la derivada pre-schwarziana es
Pf (z) = c tg(cz/2)
= c
[
sen(cu)
cos(cu) + cosh(cv)
+ i
senh(cv)
cos(cu) + cosh(cv)
]
.
3. Representantes cano´nicos de las proyecciones de Lagrange
Al comienzo de su segunda memoria, Lagrange [6, § 21] recapitula y presenta de
manera simplificada las ecuaciones de sus proyecciones. Dichas ecuaciones se corres-
ponden con lo que aqu´ı hemos llamado representantes cano´nicos de las proyecciones
de Lagrange. De estas ecuaciones se deduce que
c f(z) = m−1(κ1 + iκ2) . (3.1)
Segu´n el Teorema 2.3 observamos que se cumple la identidad c f(z) = Pf (z). Por
tanto esta importante propiedad esta´ impl´ıcita en la segunda memoria de Lagrange.
El rec´ıproco tambie´n es cierto, y podemos formular el siguiente teorema de caracteri-
zacio´n de los representantes cano´nicos de las proyecciones de Lagrange. Utilizamos la
siguiente notacio´n: llamamos T (B, z0) al conjunto de transformaciones conformes de
B tales que en el punto z0 ∈ B satisfacen las condiciones f(z0) = 0, Arg f ′(z0) = 0 y
f ′′(z0) = 0.
Teorema 3.1 Sea z0 ∈ B y f(z) una funcio´n de T (B, z0).
a. Si f(z) es una transformacio´n bipolar de Lagrange, entonces Pf y f son lineal-
mente dependientes, es decir, existe una constante K > 0, tal que
Pf (z) = Kf(z) , (3.2)
para todo z ∈ B.
b. Si Pf y f son linealmente dependientes, entonces f(z) es un representante
cano´nico de las proyecciones de Lagrange con centro en z0.
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Demostracio´n. a. Para simplificar notacio´n escribimos P en lugar de Pf . Segu´n la
ecuacio´n (2.6), la derivada pre-schwarziana de f(z) es solucio´n de la ecuacio´n diferen-
cial
P ′ − P 2/2 = k,
sujeta a la condicio´n inicial P (z0) = 0, donde k es real. Suponiendo k 6= 0, la solucio´n
de este primer problema es
P =
√
2k tg
(√
k/2 z′
)
, (3.3)
donde z′ = z−z0. Conocida la pre-schwarziana, para determinar f ′(z) hay que integrar
la ecuacio´n diferencial
d
dz
log f ′(z) = P,
con la condicio´n Arg f ′(z0) = 0. Se obtiene
f ′(z) =
k′
cos2
(√
k/2 z′
) ,
donde k′ > 0. Finalmente tenemos
f(z) = k′
√
2/k tg
(√
k/2 z′
)
, (3.4)
una vez aplicada la u´ltima condicio´n f(z0) = 0. Si comparamos (3.3) y (3.4) con-
cluimos que P = (k/k′)f . La demostracio´n concluye suponiendo k > 0, por ejemplo,
k = c2/2 con c > 0, pues en este caso la funcio´n f(z) se escribe
f(z) = (2k′/c) tg
(
cz′/2
)
,
representante cano´nico de L(c, z0).
El caso k < 0 equivale a f(iz); el caso k = 0 equivale a la ecuacio´n 2P ′ − P 2 = 0,
que conduce a las transformaciones racionales lineales, tambie´n excluidas en nuestro
estudio.
b. La condicio´n (3.2) es equivalente a la ecuacio´n diferencial
f ′ − (K/2)f2 = A,
donde A es una constante compleja. Necesariamente A > 0, porque f(z0) = 0 y
Arg f ′(z0) = 0. La solucio´n de esta ecuacio´n de Riccati con la condicio´n f(z0) = 0 es
f(z) = (c/k) i
1− eicz′
1 + eicz′
= (c/k) tg
(
cz′/2
)
,
donde c =
√
2KA. Queda as´ı terminada la demostracio´n del teorema. 
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ZD which is associated to a regular dodecahedron. It is a real moment-angle
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this manifold using only polynomials of degree 2. This manifold has a hyperbolic
manifold structure tesselated by right-angled hyperbolic dodecahedra. We study
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and we obtain, among others results, the orbifold covering from ZD to the
hyperbolic orbifold structure on the 3-sphere with right-angled singularities at
the Borromean rings.
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Introduction
In the first term of the academic year 2014/15, the second named author of this paper
gave a course on Topology of intersection of quadrics in the Seminario de Geometrıa
y Topologı´a organized by the IUMA at the Universidad de Zaragoza.
Among the many interesting and fruitful discussions around this course, one was
related with the topological and geometric structure of the low-dimensional manifolds
(or pseudo-manifolds) appearing in this context. The surfaces that appear as such
intersections are well-known and classified, see Example 1.1. So, our interest turned
out immediately to the 3-dimensional case.
Intersection of quadrics appear also as real moment-angle spaces associated to
polytopes. For the 2-dimensional case the n-polygon is studied, while for the 3-
dimensional case the starting object are polyhedra. These polyhedra have to be
simple to yield smooth manifolds but the singular case is also interesting. If we
restrict our attention to regular polyhedra, only the tetrahedron, the cube and the
dodecahedron yield manifolds. The two first cases are easily studied, see Example 1.2,
and our attention was directed to the dodecahedron D.
The manifold ZD associated to a regular dodecahedron can be described in sev-
eral ways. It is defined as an intersection of 9 diagonal quadrics in R12, see (1.3);
the quotient of ZD by the reflections along all the coordinate hyperplanes is isomor-
phic to ZD ∩ R12+ which can be linearized to obtain the dodecahedron D. From this
dodecahedron D, we can recover the manifold by reflecting it along all the coordi-
nate hyperplanes. In this way the dodecahedron acquires an orbifold structure D
with mirror faces, which is actually hyperbolic with dihedral angles equal to pi2 and
we will denote the hyperbolic manifold as ZD. The manifold ZD is tesselated by
212 dodecahedra. This tesselation has nice symmetry properties (it is super-regular).
There is another important hyperbolic orbifold related to the dodecahedron, the
universal orbifold B4,4,4 whose underlying topological space is the 3-sphere and the
pi
2 -
singularities are located at the Borromean rings and whose fundamental group U has
a universal property [HLMW87]. We relate ZD and B4,4,4 through orbifold coverings,
see (3.9). As a consequence, pi1(ZD) is an index-2
12 torsion-free subgroup of the
universal group U .
The paper is organized as follows. In §1 we introduce the relationship between
polyhedra and intersection of quadrics and as a consequence we give algebraic equa-
tions for the manifold ZD, where all of them are of degree 2. In §2 we analyze the
hyperbolic structure of the orbifold D and the manifold ZD. This study allows to
prove that ZD is orientable, admits a super-regular tesselation and covers the well-
known Lo¨bel manifold (which itself covers D). Finally, in §3 we relate ZD to the
universal orbifold B4,4,4, and we relate the universal abelian covers of the above orb-
ifolds.
We will use the following notations:
• For n ∈ N, Cn is the cyclic group of order n.
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• For n ∈ N, Σn is the symmetric group of n elements.
• For n ∈ N, [n] will denote the set {1, 2, . . . , n}
• R+ = {x ∈ R |x ≥ 0}.
• The golden ratio 1+
√
5
2 will be denoted by φ.
1. Intersections of quadrics and polytopes
Intersection of quadrics are related to polytopes. Let A be a k × n matrix of rank
k with entries in R and let Ai ∈ Rk be its columns. We denote by V = V (A) the
intersection of the quadrics in Rn given by the equations
n∑
i=1
AiX
2
i = 0 (1.1)
and by Z = Z(A) the intersection of V with the unit sphere
∑n
i=1X
2
i = 1. Let also
Π = Π(A) be the affine subspace of Rn given by
n∑
i=1
AiXi = 0,
n∑
i=1
Xi = 1,
and P = P (A) be the convex polytope Π(A)∩ (R+)n. Both Z and P have dimension
d = n− k − 1. The polytope P is homeomorphic to Z ∩ (R+)n and, topologically, Z
can be recovered from P by reflecting it in all coordinate hyperplanes.
Generically, the polytope P is transversal to all faces of Rn+. In that case, it is
easy to see that Z is a smooth variety and P is a simple polytope1. In the transverse
case, Z is completely determined by the combinatorics of P as a quotient of P ×Cn2 ,
while in general this may depend on the way P is embedded in Rn+.
It is well-known that any convex polytope of dimension d with m facets can be
realized as P (A) ⊂ Rn for any n ≥ m and some k×n matrix A of rank k = n−d−1.
Further, if the polytope is simple it can be realized transversely.
Example 1.1 Let us consider an n-polygon Pn in Rn+ such that each edge is the
intersection with one hyperplane coordinate. The manifold Z associated to Pn is an
orientable Riemann surface of genus gn = 2
n−3(n− 4) + 1, see [LdM14].
Example 1.2 There are three simple regular polytopes in dimension 3. If P is a
tetrahedron it is easy to prove that the corresponding manifold Z is actually S3 ⊂ R4.
Let us embed the cube Q in R6. We start with the symmetric cube in R3, i.e.
the convex hull of its vertices (±1,±1,±1). The normal vectors Ni of its faces are
1A convex polytope of dimension d is simple if every one of its vertices lies in exactly d facets.
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±ei (ei is the ith vector of the canonical basis. Each face is in the affine plane
{x ∈ R3 | x ·Ni = 1}. The affine map R3 → R6 given by
x 7→ (X1, . . . , X6) = (1− x · e1, 1− x · e2, 1− x · e3, 1 + x · e1, 1 + x · e2, 1 + x · e3)
embeds the cube Q as expected. We can check easily that Q is defined by:
Xi ≥ 0, X1 +X4 = 2, X2 +X5 = 2, X3 +X6 = 2.
The equations of the quadrics whose intersection is Z are:
X21 +X
2
4 = 2, X
2
2 +X
2
5 = 2, X
2
3 +X
2
6 = 2.
From this equations is clear that Z is homeomorphic to (S1)3; in fact we obtain the
Clifford torus, where the induced metric structure is euclidean. We can rewrite the
equations as in (1.1):
6∑
i=1
X2i = 6, X
2
1 −X22 +X24 −X25 = 0, X22 −X23 +X25 −X26 = 0.
We use the sphere of radius
√
6 to obtain the simplest coefficients.
In the smooth case the topology of Z (and other related spaces) has been studied
for sometime now ([Wal80, LdM89, LdM14, GLdM13]). Independently, in [DJ91,
section 4.1], the construction of Z is given abstractly and identified as the universal
abelian cover of P viewed as an orbifold. It is sometimes called a real moment-angle
manifold (see footnote 2 below) and is part of a very general and abstract construction
called the polyhedral product functor, see [BBCG10].
The main interest in [DJ91] is the study of other smooth covers of P of order 2d
called small covers which are the real topological analogs of the complex projective
toric varieties2. It is shown there that they do not exist for all polytopes, but that
they do exist for 3-dimensional simple ones3.
In Example 1.2 we skipped the case of the dodecahedron D and its corresponding
real moment-angle manifold. This manifold will be the core of this paper. The goal
of the rest of this section is to give explicit and symmetric equations of this manifold
as intersection of quadrics (1.1); together with the equation of a sphere centered at
the origin. As we did in Example 1.2, we will take the sphere of radius
√
12 to obtain
the simplest coefficients.
The first step is to embed the regular dodecahedron in R12+ such that each face Fi
is the intersection with the coordinate hyperplane {Xi = 0}. We number the faces Fi
2There are other related manifolds with torus actions called moment-angle manifolds and (quasi)-
toric manifolds
3The proof of this fact uses the Four Color Theorem!
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of the dodecahedron as in Figure 1. We start with the regular dodecahedron in R3,
whose vertices vk are
{(±1,±1,±1)} ∪
2⋃
j=0
{(0,±φ,±φ−1)}ρj
where ρ stands for the right action (x, y, z)ρ := (z, x, y). This is the dodecahedron
inscribed in the sphere of radius
√
3. The normal vectors Nj of the faces are all the
cyclic permutations of (±(2− φ),±(φ− 1), 0) ordered as in Figure 1 (we leave to the
reader to give an explicit ordering). If a vertex is in a face, it satisfies Nj · vk = 1.
The embedding of D in R12 is given by the affine map R3 → R12:
(x, y, z) 7→ (1− (x, y, z) ·N1, . . . , 1− (x, y, z) ·N12).
The group of isometries of the dodecahedron (as permutation of the faces) is generated
by the following permutations of the coordinates in R12:
1. Central symmetry: (1 12)(2 11)(3 10)(4 9)(5 8)(6 7).
2. Rotation of angle 2pi5 around the axis joining the centers of faces 1 and 12:
(2 3 4 5 6)(7 11 10 9 8)
3. Rotation of angle 2pi3 around the axis joining the vertices (1, 2, 6) and (7, 11, 12):
(1 2 6)(3 9 5)(4 8 10)(7 12 11).
4. Rotation of angle pi around the axis joining the centers of the edges (1, 2) and
(11, 12): (1 2)(3 6)(4 9)(5 8)(7 10)(11 12).
One of the vertices is:
1
6
(0, 0, 0, 2− φ, φ− 1, 2− φ, φ− 1, 2− φ, φ− 1, 1, 1, 1) , (1.2)
and the other ones are obtained using the symmetry group.
Equalities involving normal vectors Ni imply equations satisfied by the points in
the dodecahedron in R12. They are:
1. Ni +N13−i = 0, i.e. Xi +X13−i = 2. Adding up, we obtain
∑12
i=1Xi = 12 and
the following system of 15 homogeneous {Xi + X13−i −Xj −X13−j = 0 | 1 ≤
i < j ≤ 6} which are invariant by the above group of permutations (eventually
a permutation can change the sign of the equation).
Note that only 5 of these equations are linearly independent (say (i, j) =
(1, 2), (2, 3), (3, 4), (4, 5), (5, 6)).
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2. Consider a face, say the first one, and the five neighboring faces. We obtaing
the equality N2 + · · ·+N6 −
√
5N1 = 0. Hence, we have:
X2 + · · ·+X6 −
√
5X1 = 5−
√
5.
As before, we can consider the homogeneous equations associated to a pair
of faces. In fact, we can restrict our attention to the equations (up to sign)
associated to a pair of adjacent faces, i.e., to edges, denoted as i  j. If we
denote an edge by its neighboring faces {i, j}, we have 30 equations:∑
ki
Xk −
√
5Xi =
∑
`j
X` −
√
5Xj | {i, j} edge
 .
These 30 equations contain 8 independent equations, e.g., consider the equations
associated to a set E formed by four edges of F1 and four edges of F2 such that
the forgotten edges are not opposite. Finally, we can give a family of 9 equations
of the real moment-angle manifold associated to the dodecahedron:
12∑
i=1
X2i = 12,
∑
ki
X2k −
√
5X2i =
∑
`j
X2` −
√
5X2j | {i, j} ∈ E
 . (1.3)
2. Orbifold covering spaces of the right angle dodecahedron
In the previous section we studied some properties of the regular dodecahedron D ⊂
R3 and of its embedding in R12. In this section we study the hyperbolic regular
dodecahedron D such that every dihedral angle defined by two adjacent faces is pi2 .
The hyperbolic space H3 has a super regular tessellation T by copies of D [Thu80].
The group GD generated by reflection on the twelve planes containing the faces of
any dodecahedron acts on H3 preserving the tessellation and has the dodecahedron as
fundamental domain. The quotient H3/GD defines a hyperbolic orbifold structure in
D with mirror singularity on every face. Then the reflection group GD is the orbifold
fundamental group of D. In order to understand the group GD we number the faces
of D as in Figure 1. Let xi be the reflection on the face i. If i and j are two adjacent
faces, denote by lij the common edge. The vertex vijk is the common vertex of i, j
and k when they intersect. The group GD is generated by x1, ..., x12. The isotropy
subgroups H(•) of the singular elements are given by the following generators and
relations:
H(i) = |xi; x2i | = C2
H(lij) = |xi, xj ; x2i , x2j , (xixj)2| = C2 × C2
H(vijk) = |xi, xj , xk; x2i , x2j , x2k, (xixj)2, (xjxk)2, (xkxi)2| = C2 × C2 × C2
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Hence,
GD =
∣∣∣∣∣x1, ..., x12 : x2i1≤i≤12, (xixj)2lij edge
∣∣∣∣∣ .
1
2 7
3
8
4
9
5
10
6
11
12
1
2 7
3
8
4
9
5
10
6
11
12
Figure 1: Dodecahedron D and one coloring on D
The orbifold coverings over D are classified by the conjugation classes of subgroups
of GD. To construct a n-fold covering, we should define a monodromy map on the
permutation group of n elements:
ωn : GD −→ Σn
If each permutation ωn(xi), i = 1, ..., 12, is the product of
n
2 different transpositions,
then the cover has no mirror singular set. Observe that in this case the number of
sheets should be even. The minimal number of sheets to obtain a manifold is at least 8
because the isotropy subgroup of each vertex of D for the action of GD, is isomorphic
to the 8-element abelian group C32 . Therefore one needs 8 copies of the fundamental
domain around the preimage of each vertex to kill the singularity. For n = 2, 4, 6 the
cover has singularities. For instance, the case n = 2 produces the double of D, that
is, an orientable hyperbolic orbifold structure in S3 with a singular trivalent graph,
the 1-skeleton of the dodecahedron, where the angle around the edges is pi.
2.1. The Lo¨bell manifold
The Lo¨bell manifold L(5) constructed in [Ves98], see also [Lo¨b31], is an 8 : 1 cover
of D defined by the coloring depicted in Figure 1. The procedure to construct the
monodromy of the covering is the following: Color the faces with 4 different colors
(R, Y, B, W) such that the three faces meting in a vertex have different color. Then
define a map sending the generator xi to an element of C
3
2 according to the assigned
91
E. Artal, S. Lo´pez de Medrano, M. T. Lozano Dodecahedron, quadrics and Borromean rings
color as follows. Let
C2 × C2 × C2 ≡ (C2〈R〉 ⊕ C2〈Y 〉 ⊕ C2〈B〉 ⊕ C2〈W 〉) / (C2〈R+ Y +B +W 〉) .
The map ρL
ρL : GD C2 × C2 × C2
x1, x7, x9 R ≡ (1, 0, 0)
x2, x4, x10 Y ≡ (0, 1, 0)
x6, x8, x11 B ≡ (0, 0, 1)
x3, x5, x12 B ≡ (1, 1, 1)
is a homomorphism because each generator goes to an order two element and the
group C32 is abelian. On the other hand, the three different colors at each vertex is a
necessary and sufficient condition in order to have a manifold.
Now number the eight elements of C2 × C2 × C2, for instance:
(1, 0, 0) = 1 (0, 0, 0) = 2 (0, 1, 0) = 3 (1, 1, 0) = 4
(0, 0, 1) = 5 (1, 0, 1) = 6 (0, 1, 1) = 7 (1, 1, 1) = 8
and define the monodromy as the permutation associated to the left action of ρ(xi)
onto C32 :
ωL : GD Σ8
x1, x7, x9 (12)(34)(56)(78)
x2, x4, x10 (14)(23)(57)(68)
x6, x8, x11 (16)(25)(37)(48)
x3, x5, x12 (17)(28)(36)(45)
This monodromy ωL define the 8-fold orbifold covering
pL(5) : L(5)
8:1−→ D
The fundamental group of the manidold L(5) is the preimage by ωL of the stabilizer
in Σ8 of one element, for instance 1. By the above construction of ωL it is easy to
see that this subgroup is the kernel of the homomorphism ρL. The kernel is a normal
subgroup, then the orbidold covering is regular and the group of deck transformations
is C32 .
This procedure can be generalized to construct the monodromy of some 2s-fold
coverings (4 ≤ s ≤ 12) as follows: The number n of different colors on the faces should
be 4, 6 or 12 colors such that the three faces meting in a vertex have different color and
the number of faces of the same color coincides (3, 2 or 1). The map ρ : GD −→ Cs2
should be onto, therefore n ≥ s.
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2.2. The abelian universal covering
We are interested in one of these coverings, the one with more sheets, the abelian
universal covering. Here s = n = 12. Observe that the homomorphism ρu is the
abelianization of the group GD.
ρu : GD (C2)
12
xi (0, . . . , 1
(i)
, . . . , 0)
Then the kernel of ρu is the commutator subgroup or derived subgroup G
′
D, which
is the smallest normal subgroup such that the quotient group of the original group
GD by this subgroup is abelian.
As before, the action of ρu(xi) on the 2
12 elements of (C2)
12 defines the monodromy
ωu : GD Σ212
of the regular orbifold covering
pu : ZD D
212:1
The fundamental group of the hyperbolic manifold ZD is the derived subgroup G
′
D
and the group of deck transformations is (C2)
12.
Theorem 2.1 The hyperbolic manifold ZD is a 2
9-fold covering of L(5).
Proof. The homomorphism ρL factors though the homomorphism ρu as follows:
GD (C2)
3
(C2)
12
ρu
ρL
h

2.3. The super regular tessellation of ZD
The hyperbolic manifold ZD has a super regular tessellation by dodecahedra, be-
cause the 2-skeleton and the 1-skeleton also have a regular tessellation by hyperbolic
pentagons and geodesics respectively. Next we analyze these submanifolds.
Let l be an edge of the dodecahedron. Then p−1u (l) is the disjoint union of 2
8 closed
geodesics composed by 4 segments of the same length. Therefore the 1-skeleton of
ZD is a 6-valent graph composed by the union of 30× 28 = 15× 29 isometric closed
hyperbolic geodesics arranged in 30 families, such that two geodesics in the same
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family do not intersect, there are exactly 5× 211 triple intersection points, and every
closed geodesic has 4 of them.
Let P be a face of the dodecahedron. Then p−1u (P ) is the disjoint union of 2
6 = 64
hyperbolic surfaces of genus 5, F5. The 2-skeleton of ZD is the union of 12×26 = 3×28
hyperbolic surfaces F5 arranged in 12 families, such that two surfaces in the same
family do not intersect. If two surfaces intersect they do it along a closed geodesic and
the surfaces correspond to two adjacent pentagons in the fundamental dodecahedron.
Then every surface intersects with surfaces in five other families.
Theorem 2.2 Every F5 surface in the preimage by pu of a face of the dodecahedron
is a embedded incompressible surface in ZD.
Proof. A orientable surface embedded in a manifold is incompressible if the
fundamental group of the surface injects in the fundamental group of the manifold.
Suppose that F5 is the surface in the preimage of the face 1 generated by the re-
flection on the five adjacent pentagons 2, 3, 4, 5 and 6, see Figure 1. The group
G1 of the orbifold structure in 1 is the subgroup of GD generated by the reflection
(x2, x3, x4, x5, x6) and F5 is the abelian universal covering of the orbifold 1. Then the
following diagram is commutative.
G1 (C2)
5
GD (C2)
12
ρu1
ρu
where the vertical maps are inclusions. Therefore the fundamental group of F5, being
the kernel of ρu1, injects in the kernel of ρu, which is the fundamental group of ZD.

The volume of D has been computed in [Ves98] (see also [Ves10, Theorem 3.2]).
Corollary 2.3 The volume of ZD is 2
12 Vol(D) = 29 Vol(L(5)).
3. The orbifolds D and B4,4,4
The hyperbolic orbifold structure B4,4,4 in S
3 with singular set the Borromean rings
with cyclic isotropy group of order 4 is the quotient of the hyperbolic space H3
by the universal group U [HLMW87] and has also a regular right angle hyperbolic
dodecahedron as fundamental domain ([Thu80]), see Figure 2.
Here is a presentation of U , the fundamental group of the orbifold B4,4,4:
U = 〈a, b, c | a bcbc = bcbc a, a4,
b caca = caca b, b4,
c abab = abab c, c4 〉 (2.1)
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Figure 2: The orbifold B4,4,4
The generators a, b, and c arise from the three meridian generators for the three
components of the Borromean rings and they are pi2 -rotation around the corresponding
edge of the dodecahedron.
The fundamental orbifold group of B4,4,4 is U . Therefore both groups, GD and U
act on the hyperbolic space H3 by isometries fixing the same tessellation T by regular
right angle hyperbolic dodecahedra and having the same fundamental domain. Then
the two hyperbolic orbifolds D and B4,4,4 have the same volume. They are related as
follows.
Depicted in Figure 3 is the intersection of the right angle hyperbolic dodecahedron
centered in the origin of coordinates with the positive octant. Let us callQ the orbifold
structure on this hyperbolic polyhedron with mirror faces. The dihedral angle are all
right angles, excepted the colored a, b end c which are pi4 . The orbifold fundamental
group is generated by the reflection on its six numerated faces. Let us call yi the
reflection on the i face.
Lemma 3.1 The orbifold D and the orbifold B4,4,4 are eight-fold regular orbifold
covers of the orbifold Q.
Proof. The monodromy for the covering qD : D −→ Q is obtained using the
homomorphism
ρDQ : GQ C2 × C2 × C2
y1 (1, 0, 0)
y2 (0, 1, 0)
y3 (0, 0, 1)
y4, y5, y6 (0, 0, 0)
(3.1)
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Figure 3: The orbifolds D and Q.
The monodromy for the covering qB : B4,4,4 −→ Q is obtained using the homomor-
phism
ρBQ : GQ C2 × C2 × C2
y1, y6 (1, 0, 0)
y2, y4 (0, 1, 0)
y3, y5 (0, 0, 1)
(3.2)

Therefore the fundamental groups GD and U of the orbifolds D and B4,4,4 are
index eight subgroups of GQ. Let us recall the concept of commensurable subgroups.
Two subgroups A and B of a group are commensurable when their intersection has
finite index in each of them. This property is an equivalence relation. Therefore, GQ,
GD and U are commensurable subgroups. But we can analyze more commensurable
subgroups of GQ.
The universal abelian cover puQ : ZQ
26−→ Q is associated to the abelianization
homomorphism
ρuQ : GQ C
6
2
yi (0, . . . , 0, 1
(i)
, 0, . . . , 0)
(3.3)
Observe that ZQ is a compact hyperbolic orbifold with singular set composed by
closed geodesics of order 2, corresponding to the edges of Q with angle pi4 .
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The universal abelian cover puB : ZB
26−→ B4.4,4 is associated to the abelianization
homomorphism
ρuB : U C
3
4
a (1, 0, 0)
b (0, 1, 0)
c (0, 0, 1)
(3.4)
Here ZB is a compact hyperbolic manifold, all singularities are removed.
The abelian covers are associated to the derived group of the fundamental group
of the base orbifold. The commutative diagram (3.5) relates those groups and their
derived subgroups. All the maps are inclusions and the label is the index of the
subgroup.
G′D GD
G′Q GQ
U ′ U
212
29 23
26
43
23
23
(3.5)
This diagram has a counter-part for covering maps:
ZD D
ZQ Q
ZB B4,4,4
29
212
23
26
23
43
23
It is natural to look for a common finite cover of the two hyperbolic orbifolds D and
B4,4,4. For instance, the smaller one is the covering associated to the intersection of
their fundamental groups H = GD ∩ U .
Lemma 3.2 The index of the subgroup H in GD and U is eight.
Proof. The subgroup H is the kernel of the surjective homomorphism
(ρDQ, ρBQ) : GQ −→ (C2)3 × (C2)3 (3.6)
where ρDQ and ρBQ are defined in (3.1) and (3.2). Observe that (ρDQ, ρBQ) is equal
to ρuQ, see (3.3). The kernel of this homorphism is G
′
Q = H, has index 2
6 in GQ and
is contained in the index 23 subgroups GD and U which have index 2
3. Therefore the
index of H in GD and U is 2
3 = 8. 
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Theorem 3.3 The orbifold ZQ is the minimal common orbifold covering of the hy-
perbolic orbifolds D and B4,4,4.
Proof. The homomorphism ρBQ factors through ρuQ = (ρDQ, ρBQ) and so does
ρDQ. Therefore the covering puQ : ZQ
26−→ Q factors through qB : B4,4,4 −→ Q and
also through qD : D −→ Q.
ZQ
B4,4,4 D
Q
ρuQ 26:1
p1
23:1
p2
23:1
qB
23:1
qD
23:1
In fact, we can construct directly the coverings p1 : ZQ −→ B4,4,4 and p2 : ZQ −→ D
as follows. The subgroup H1 generated by the following elements is a subgroup
of H = GD ∩ U :
a2 = x1x2, b
2 = x3x9, c
2 = x4x5,
b−1a2b = x10x12, c−1b2c = x6x11, a−1c2a = x7x7
The homomorphim
ρ : U C2 × C2 × C2
a (1, 0, 0)
b (0, 1, 0)
c (0, 0, 1)
(3.7)
defines the monodromy
ω1 : U Σ8
a (1 2)(3 4)(5 6)(7 8)
b (1 4)(2 3)(5 7)(6 8)
c (1 6)(2 5)(3 6)(4 8)
It defines the regular 8-fold orbifold covering of B4,4,4
p1 : ZQ −→ B4,4,4
The map p1 can be viewed in different ways:
• An 8-fold locally cyclic covering of the sphere S3 branched over the Borromean
rings with branching index 2.
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• An 8-fold orbifold covering of B2,2,2, where B2,2,2 is the Euclidean orbifold
structure in S3 with singular set de Borromean ring with cyclic isotropy group
of order 2.
This implies that ZQ has a Euclidean manifold structure, with no singularity and
also a hyperbolic orbifold structure with a singular link. Note that the monodromy
in (3.2) factors through the one in (3.4).
1
2 7
3
8
4
9
5
10
6
11
12
Figure 4: Color on D for the minimal common covering of D and B4,4,4
On the other hand, we can color the dodecahedron with three colors as in Figure 4.
The colors define the homomorphism
ρ : GD C2 × C2 × C2
x1, x2, x11, x12 (1, 0, 0)
x4, x5, x8, x9 (0, 1, 0)
x3, x7, x6, x10 (0, 0, 1)
(3.8)
and the monodromy
ω2 : GD Σ8
x1, x2, x11, x12 (1 2)(3 4)(5 6)(7 8)
x4, x5, x8, x9 (1 4)(2 3)(5 7)(6 8)
x3, x7, x6, x10 (1 6)(2 5)(3 6)(4 8)
defines the orbifold covering
p2 : ZQ −→ D
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Observe that the three different colors on the three faces around a vertex implies that
there are no singularities at the preimage of the vertex and the edges. The singular
link corresponds to the preimage of the colored edges common to two faces with the
same color. 
Remark 3.1 Let Q2 be the geometric orbifold structure on Q where all the angles
are pi2 , i.e., Q2 is the euclidean cube. The universal abelian cover ZQ2 can be ob-
tained also as a real moment-angle manifold, or an intersection of quadrics in R6,
see Example 1.2, where we showed that it is homeomorphic to the three-torus (S1)3
(see e.g. [LdM14]). Topologically ZQ ≡ ZQ2 and this proves also that this topologi-
cal manifold has the two following geometric structures: the euclidean one (with no
singularities) and a hyperbolic one (with 12 circles with angle pi).
As a consequence, the manifold ZD is a 2
9-fold cover of the three-torus branched
over a 12-component link.
Corollary 3.4 The minimal common orbifold covering of the hyperbolic orbifolds D
and B4,4,4 which is a hyperbolic manifold is a two-fold covering of ZQ, made up with
16 dodecahedra.
K
2:1−→ ZQ 
Corollary 3.5 The Lo¨bell manifold L(5) is not an orbifold covering of the orb-
ifold B4,4,4. 
Proposition 3.6 The orbifold covering p1 : ZQ −→ B4,4,4 factors through a 4-fold
orbifold covering p3 : N −→ B4,4,4
Proof. The orbifold covering p3 : N −→ B4,4,4 is associated to the monodromy
ω3 : U Σ4
a (1 2)(3 4)
b (1 3)(2 4)
c (1 4)(2 3)
The cover N is a hyperbolic orbifold with a singular link of order 2. The fundamental
group of the orbifold N is the kernel of ω3, so it contains H1 and has index 4 in U .
The map p3 is also a 4-fold locally cyclic covering of the sphere S
3 branched over the
Borromean rings with branching index 2, or a 4-fold orbifold covering of B2,2,2. The
topological space N has both a Euclidean manifold structure (no singularity) and a
hyperbolic orbifold structure with a singular link.
ZQ N
B4,4,4
2:1
p1
23:1
p3
22:1

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Proposition 3.7 The orbifold covering p2 : ZQ −→ D factors through a 4-fold orb-
ifold covering p4 : M −→ D
Proof. The orbifold covering p4 : M −→ D is associated to the monodromy
ω4 : GD Σ4
x1, x2, x11, x12 (1 2)(3 4)
x4, x5, x8, x9 (1 3)(2 4)
x3, x7, x6, x10 (1 4)(2 3)
The cover M is a hyperbolic orbifold with a singular link of order 2. The fundamental
group of the orbifold M is the kernel of ω4, so it contains H1 and has index 4 in GD.
ZQ M
D
2:1
p2
23:1
p4
22:1

Proposition 3.8 The 2-fold orbifold covering p5 : M1 −→ M which is the 2-fold
covering of M branched over the singular link, is the Lo¨bell hyperbolic manifold L(5).
Proof. The hyperbolic orbifold cover is actually a hyperbolic manifold because all
the branching index are 2 and the singular link in M have order 2. There are no
singularities in M1. Then p4 ◦ p5 : M1 −→ D is an 8-fold orbifold covering. It is a
small cover of D ([DJ91]). It is proved in [GS03] that D has 25 small covers, but the
only orientable one is the Lo¨bell manifold L(5). Then M1 = L(5). 
The following diagram summarizes all the relations among the studied orbifold
coverings between the hyperbolic manifold ZD and the orbifold Q.
L(5) M D
ZD K ZQ Q
N B4,4,4
2 22
23
28 2
2
2
22
23
(3.9)
This diagram has a counter-part for the fundamental orbifold groups. Here all the
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maps are inclusions.
GL kerω4 GD
G′D GK G
′
Q GQ
kerω3 U
2 22
23
28 2
2
2
22
23
(3.10)
Theorem 3.9 All the groups in (3.10) and (3.5) are commensurable subgroups of
GQ and they are arithmetic.
Proof. The groups in (3.10) and (3.5) are part of the lattice of subgroups of
the group GQ. All the inclusions in the diagram have finite index. Then all of
them are commensurable subgroups. In [HLM92] the arithmeticity of the groups was
studied for hyperbolic structures on the octant of the dodecahedron with different
angles around the colored edges (Figure 3). One of then, R(4, 4, 4), is the orbifold
Q. It is proved there that Q = R(4, 4, 4) is arithmetic. Therefore all the subgroups
in (3.10) are arithmetic. In fact the concept of arithmetic subgroup is related with
the problem of enumerating all the forms of Clifford-Klein or geometric orbifolds
of constant curvature, complete and with finite volume, in actual language, as was
pointed out in the historical comments contained in [Mon13]. 
It is possible to compute all the groups in (3.10) but most of them have very long
presentations. For example, pi1(ZD) = G
′
D can be computed using Sagemath [S
+15]
and GAP4 [GAP15]. We obtain a group whose abelianization is a free abelian group of
rank 935. It is possible to find a presentation with 935 generators and 955 relations
(all of them product of commutators).
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In this work, we study the effects of the switchings of ρ-pairs in 3-colored
graphs representing surfaces, possibly with (connected or not) boundary.
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1. Introduction
Crystallization theory – arising from an idea of M. Pezzana – makes use of a particular
class of edge-colored graphs to represent PL-manifolds. It is a helpful combinatorial
tool for the study of PL-manifolds and it is strictly related, in low dimensions, with
other representation theories, some classical, such as Heegaard diagrams ([18]), some
other more recent, such as special spines ([21]) and face-pairing graphs ([6]).
However, the main advantage of crystallization theory is that it is easy to extend
it to any dimension n and to all compact PL n-manifolds, without restrictions on
orientability, boundary, connectedness, etc. (see [3] and [12] for a survey about the
theory); moreover, crystallizations are suitable for computer manipulation in order to
generate and classify catalogues of triangulations of manifolds ([4]).
A classical problem, common to all representation theories, is that of defining
transformations (moves) on the objects changing one (for example, an edge-colored
graph) into another equivalent object (in our context, another edge-colored graph
∗Work supported by the “National Group for Algebraic and Geometric Structures, and their
Applications” (GNSAGA - INDAM) and by M.I.U.R. of Italy (project “Strutture Geometriche,
Combinatoria e loro Applicazioni”).
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representing the same PL-manifold). A key concept to define a useful equivalence
relation between edge-colored graphs is that of color-isomorphism, described in [12].
More recently, Lins, in [20], introduced the concept of ρ-pair, defining a particular
subgraph in 4-colored graphs representing orientable, closed 3-manifolds and a related
move (switching of ρ-pairs); subsequently, he and Ferri extended this concept to 4-
colored graphs representing non-orientable 3-manifolds ([13]). In [5], the definition of
ρ-pair is further extended to dimension n, i.e. to (n+ 1)-colored graphs representing
closed n-manifolds.
We point out that the graph obtained by the switching of a ρ-pair represents,
in general, a different manifold from the one represented by the starting graph; in
the quoted papers the effects of switching ρ-pairs are described and the relations are
obtained between a colored graph and the colored graph obtained from it by the
switching.
Hence, this move allows to recognize possible equivalent graphs since its effects,
on the represented manifolds, are completely determined. As a consequence, the
switchings of ρ- pairs, in particular for 4- and 5-colored graphs turned out to be very
useful in order to generate and classify efficient catalogues of 3-manifolds (see [1], [2]
and [8]) and of 4-manifolds (see [9], [10] and [7]).
In this paper, we introduce the concept of ρ-pair for 3-colored graphs (possibly
with boundary), representing connected surfaces, possibly with (connected or not)
boundary; finally, we analyze the effects of switching ρ-pairs, the relations existing
between the starting graph and the obtained one and, consequently, between the
represented surfaces.
2. Notations
In the following, all manifolds will be compact and, when not otherwise stated, con-
nected. For the basic notions of PL topology, we refer to [24] and to [16]; with the
symbol ”'”, we will mean PL-homeomorphic; with the symbol ”#”, we will mean
connected sum and, finally, with the symbol ”#∂”, we will mean connected sum along
a boundary component.
For graph theory, see [17] and [25].
The term ”graph” will be used instead of ”multigraph”, hence multiple edges are
allowed, but loops are forbidden. V (Γ) and E(Γ) will denote the vertex-set and the
edge-set of the graph Γ.
A disconnecting edge-set or edge-cut [11] in a connected graph Γ is a set Ψ of
edges of Γ such that Γ \Ψ is disconnected. In particular, if Ψ = {e}, then e is called
a bridge.
In this paper, a path (resp. a cycle) is a finite sequence of vertices and edges
{v1, e1, . . . , vk, ek, vk+1} such that vj , vj+1, j = 1, . . . , k are the ends of ej and vh 6=
vl, h 6= l (resp. vh 6= vl, h, l 6= 1, k + 1, if h 6= l, and v1 = vk+1).
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An (n+1)-colored graph is a pair (Γ, γ), where Γ is a graph and γ : E(Γ)→ ∆n =
{0, 1, . . . , n} is a proper coloration of the edges of Γ, that is, a map injective on the
star of each vertex v ∈ V (Γ). Usually, we will denote simply by Γ the graph (Γ, γ).
As a consequence of the previous definition, any vertex v ∈ V (Γ) has degree 6 n;
we will call v an internal vertex, if its degree is exactly n, boundary vertex, otherwise.
Obviously, if Γ is regular of degree n, all its vertices are internal.
From now on, we will call Γ without boundary if it is regular of degree n and with
boundary, otherwise. When we state a property for an ”(n + 1)-colored graph Γ”, if
not otherwise specified, it means that such a property holds both for graphs without
and for graph with boundary.
Let B be a subset of ∆n. Then, we denote by ΓB the subgraph (V (Γ), γ
−1(B)).
The connected components of ΓB will be called B-residues of (Γ, γ); moreover, gB
denotes the number of B-residues of Γ. For each i ∈ ∆n, we set ıˆ = ∆n \ {i} and
gıˆ the number of components of the graph Γıˆ, obtained by deleting all edges colored
i from Γ. Moreover, if B = {i, j}, we write gij instead of g{i,j}. Note that, even in
the case of Γ being non-bipartite, the ıˆ-residues of Γ are bipartite, for each color i.
Moreover, for each graph Ψ, g(Ψ) will denote the number of connected components
of Ψ. In particular, if Ψ is the graph having the empty-set both as vertex-set and as
edge-set (Ψ = ∅), we set, by convention, g(Ψ) = 1.
An (n + 1)-colored graph (Γ, γ) is said to be regular with respect to the color n,
if Γnˆ is a regular graph of degree n. Hence, all boundary vertices, if any, of Γ have
degree n and the missing color is always color n. In the following, all (n+ 1)-colored
graphs will be regular with respect to the color n.
For each (n + 1)-colored graph (Γ, γ), we can define a (possibly non-connected)
boundary graph (∂Γ,∂ γ) as follows:
- V (∂Γ) is the set of boundary vertices of Γ;
- two vertices v,w of V (∂Γ) are i-adjacent, i = 0, 1, . . . , n − 1, in ∂Γ iff there
exists an (i, n)-colored path in Γ joining v and w.
Obviously, if Γ is regular of degree n, i.e. all its vertices are internal, then (∂Γ,∂ γ)
is the empty graph, otherwise it is a regular graph of degree n. Moreover, ∂γ is a
proper coloration of the edges of ∂Γ and ∂(∂Γ) = ∅.
We can construct the pseudocomplex ([19]) K = K(Γ), associated to Γ, as follows:
(a) for each vertex v ∈ V (Γ), choose an n-simplex σ(v) and label by ∆n its vertices
(0-dimensional faces);
(b) if v,u are c-adjacent vertices of Γ, c ∈ ∆n, then identify the equally colored
edges of σ(v) and σ(u) which are opposite to the c-labelled vertices of σ(v) and
of σ(u).
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Γ is said to represent both K(Γ) and |K(Γ)|.
Note that the connected components of (∂Γ,∂ γ) represent the boundary compo-
nents of |K(Γ)|.
|K(Γ)| is orientable iff Γ is bipartite ([12]).
A colored n-complex is a pseudocomplex K of dimension n, with a labelling of its
vertices by ∆n which is injective on the vertex-set of each n-simplex of K.
Note that K(Γ) inherits from γ a natural vertex-coloration ζ, which is injective
on each n-simplex of K(Γ). Moreover, for each i ∈ ∆n, the number of i-colored
vertices of K(Γ) is gıˆ. Both Γ and K(Γ) are called contracted iff gıˆ = 1, for i = n and
gıˆ = g(∂Γ), for i 6= n. If |K(Γ)| is a manifold and the graph Γ is contracted, then it
is called a crystallization of |K(Γ)|.
Note that, if Γ is a graph without boundary, then ∂Γ = ∅ and gıˆ = 1, for i ∈ ∆n.
It is well known that every PL-manifold admits crystallizations (see [22] and [23]).
In the present paper, we are interested in surfaces (2-manifolds), hence, in the
following, we set n = 2.
We will denote by Tg,λ (resp. Nh,λ) the orientable (resp. non-orientable) surface
of genus g (resp. h), with λ boundary components (or holes). For short, we will
denote by Tg (resp. Nh) the closed surface Tg,0 (resp. Nh,0) and by H we will denote
either T1 or N2, whereas, by H1 we will denote either T1,1 or N2,1.
If Γ is a 3 - colored graph, then |K(Γ)| is a (closed or not) surface. In this case,
for each i ∈ ∆2, the number gıˆ of components of Γıˆ is the sum of the number of its
bicolored cycles and the number of its bicolored paths.
Note that setting ∆2 = {c, d, k}, with the above notations, we have gcˆ = gdk;
moreover, in the following, by g˙dk = g˙dk(Γ) we will denote the number of {d, k}-
colored cycles of Γ (i.e. the number of cycles with edges alternatively colored d, k).
As it is well known, for each 3-colored graph (Γ, γ), there is a unique surface
|K(Γ)| associated to Γ. Because of the above considerations, |K(Γ)| is orientable iff
Γ is bipartite, and the number of its boundary components is equal to the number of
connected components (holes) of ∂Γ, hence |K(Γ)| is closed iff Γ is without boundary.
For sake of conciseness, in the following, we will often call boundary components of
Γ the connected components of ∂Γ.
Note that, by construction, the number of 2-simplexes of K(Γ) coincides with the
number of vertices of Γ, the number of 1-simplexes of |K(Γ)| coincides with the number
of edges of Γ and the number of 0-simplexes of |K(Γ)| coincides with the number of
bicolored cycles (or path) of Γ, then, for each graph Ψ representing the surface |K(Γ)|
the Euler characteristic of Ψ coincides with the Euler Characteristic of |K(Γ)|. Hence,
in the following, χ will denote both the Euler characteristic of |K(Γ)| and of Γ (and of
any graph Ψ representing |K(Γ)|), that is χ = χ(|K(Γ)|) = χ(Γ) and the calculation
can be made directly on Γ, as follows: χ(|K(Γ)|) = g˙cd + g˙ck + g˙dk − p˙2 , where, of
course, if Γ is without boundary, all connected components of Γ{c,d} are cycles, hence
gdk = g˙dk and p˙ = p.
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Hence, if (Γ, γ) is a bipartite (resp. non-bipartite) 3-colored graph without bound-
ary, it represents the closed, orientable (resp. non-orientable) surface of genus g =
1− χ2 = 1− 12gcd − 12gck − 12gdk + p4 (resp. h = 2− χ = 2− gcd − gck − gdk + p2 ). In
particular, if Γ is a bipartite (resp. non-bipartite) crystallization of a closed surface,
then it represents the orientable (resp. non-orientable) surface Tg (resp. Nh) of genus
g = 1− χ2 = p4 − 12 (resp. h = 2− χ = p2 − 1).
If (Γ, γ) is a bipartite (resp. non-bipartite) 3-colored graph with λ boundary
components, it represents the closed, orientable (resp. non-orientable) surface of
genus g = 1− χ2 − λ2 , if Γ is bipartite and h = 2− χ− λ, if Γ is non-bipartite.
In the following, for each graph Ψ and for each x either in E(Ψ) or in V (Ψ), we
denote by Ψ(x) the connected component of Ψ containing x. Moreover, for each x
either in E(Ψ) or in V (Ψ), we simply will write x ∈ Ψ.
3. ρ-pairs and ρ∗-pairs in 3-colored graphs
If Γ is an (n + 1) - colored graph without boundary, a ρm - pair (for short ρ-pair)
in Γ is a pair R = {e, f} of edge of the same color - say c - such that e, f lie on the
same {c, ih} - colored cycles, for m different colors i1, . . . , im ∈ ∆n and on different
{c, d} - colored cycles for d 6= i1, . . . , im. In general, they are interesting in the cases
m = n− 1 and m = n (see [20], for n = 3, and [5], for n ≥ 3).
In the following, we analyse the concept of ρ - pair for surfaces and extend it to
the boundary case.
Definition 3.1 Let Γ be a 3-colored graph and let u,v be boundary vertices in Γ.
The pair {u,v} is a wound of type 2 or simply a 2-wound involving colors 0 and 1
iff Γ{j,2}(u) = Γ{j,2}(v), with j = 0, 1.
In the following, for short, we will call simply wound a 2-wound.
If {u,v} is a wound, then, by adding a 2-colored edge between u and v, we obtain
a new graph Γ¯ and call it the graph obtained from Γ by suturing the wound. In the
following, we will denote by f the 2-colored edge between u and v in Γ¯, and call it
the suture of {u,v}.
Of course, Γ¯ has two internal vertices more than Γ and the same number of {0, 1}-
colored cycles. Furthermore, Γ¯ has one {0, 2}-colored cycle and one {1, 2}-colored
cycle more. Hence, the Euler characteristic of the associated surface |K(Γ¯)| coincides
with χ+ 1 = χ|K(Γ)|+ 1.
From the above definitions, considerations and the results of [14], we deduce:
Proposition 3.1 If {u,v} is a 2-wound, its suture produces a surface obtained from
|K(Γ)| by capping off a boundary component with a 2-disc, that is
|K(Γ¯)| ' |K(Γ)|#∂T0,1.
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Definition 3.2 Let R = (e, f) be a pair of edges of Γ. R is a ρ1-pair of color c ∈ ∆2,
not involving color d, iff we have:
- γ(e) = γ(f) = c;
- Γck(e) = Γck(f);
- Γcd(e) 6= Γcd(f).
Definition 3.3 Let R∗ = (e, {u,v}) be a pair, where e is an edge of Γ and {u,v} is
a wound in Γ. R∗ is a ρ∗1-pair, not involving color d, in Γ iff R = (e, f) is a ρ1-pair
of color 2, not involving color d, in Γ¯.
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Figure 1a: A ρ1-pair of color c,
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Figure 1b: A ρ∗1-pair of color 2,
not involving color d.
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In the following, for a ρ1 - (resp. a ρ
∗
1 -) pair, when not otherwise specified, c
(resp. 2) will denote the color of the pair and d the not involved one.
Definition 3.4 Let R = (e, f) be a pair as above. R is a ρ2-pair of color c ∈ ∆2 iff
we have:
- γ(e) = γ(f) = c;
- Γci(e) = Γci(f), for each color i ∈ ∆2 \ {c}.
Definition 3.5 Let R∗ = (e, {u,v}) be a pair as above. R∗ is a ρ∗2-pair of color 2 in
Γ iff R = (e, f) is a ρ2-pair in Γ¯.
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Figure 2a: A ρ2-pair of color c.
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Figure 2b: A ρ∗2-pair of color 2.
Note that, for h = 1, 2, any ρ∗h-pair in Γh corresponds to a ρh-pair of color 2 in Γ¯,
so from now on we will write ”R is a ρh-pair in Γ¯”, to mean ”R
∗ is a ρ∗h-pair in Γ”.
In the following, we will also call ρ-pair, for short, either a ρ1-pair or a ρ2-pair,
both in Γ and in Γ¯.
Remark 3.1 If R is a ρ-pair in Γ¯, then it is a wound.
Given a ρ-pair R = (e, f), fix arbitrarily an orientation of e and set e0 the first end
(tail) of e and e1 the second end (head) of e, according with the fixed orientation.
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Note that for each 3-colored graph Γ and for each color i in ∆2, since Γıˆ is always
bipartite, it induces a partition V = V i0 ∪ V i1 of the vertex set of Γ. For each color
i ∈ ∆2, we choose the above partition so that e0 ∈ V i0 and e1 ∈ V i1 . The arbitrarily
fixed orientation of e induces an orientation on Γıˆ(e) (resp. on Γ¯ıˆ(e)), for each i ∈ ∆2.
Given a 3-colored graph Γ and a ρ1-pair R in Γ, we consider the bipartition induced
by Γdˆ to label the ends of f , following the cycle Γck(e), according to the arbitrarily
fixed orientation of e.
If R is a ρ2-pair of Γ (resp. of Γ¯), being c ∈ ∆2 (resp. c = 2) the color involved
in the ρ2-pair R and, as above, ∆2 \ {c} = {d, k}, then set f i0 the tail of f and f i1 its
head in Γıˆ(e) (resp. in Γ¯ıˆ(e)), i = d, k.
We can distinguish two cases:
(C1) f
k
0 = f
d
0 and f
k
1 = f
d
1 ;
(C2) f
k
0 = f
d
1 and f
k
1 = f
d
0 .
Remark 3.2 If Γ is bipartite, we can have only case (C1); otherwise, both cases (C1)
and (C2) can occur.
Definition 3.6 Fix a color i ∈ ∆2 \ c. A ρ-pair R = (e, f), involving color c in Γ
(resp. in Γ¯), is called an edge-cut with respect to color i (resp. e is a bridge with
respect to color i) if it is an edge-cut in Γ (resp. in Γ¯) such that e0 and f
i
1 lie in the
same connected component of Γ \ {e, f} (resp. of Γ¯ \ {e, f}) and e1 and f i0 lie in the
other connected component of Γ \ {e, f} (resp. of Γ¯ \ {e, f}).
Definition 3.7 With the above notations, we call switching of the ρ1-pair R of color
c in Γ or in Γ¯, the following move:
- delete e, f from Γ;
- introduce edges joining e0 with f
d
1 and e1 with f
d
0 .
Figure 3 shows locally a switching of a ρ1-pair, both in Γ and in Γ¯.
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Figure 3: Switching of a ρ1-pair.
If Γ is a 3-colored graph and R = (e, f) is a ρ1-pair in Γ (resp. in Γ¯), then we
denote by Γ′ the 3-colored graph obtained from Γ by performing the switching of R
and we say that Γ′ is obtained from Γ by the switching of R.
Note that the above move always preserves the bipartition of Γdˆ, and the biparti-
tion of Γ, in the case of Γ being bipartite.
Definition 3.8 With the above notations, we call switching of a ρ2-pair R = (e, f)
of Γ or of Γ¯ with respect to the color i ∈ {d, k} the following move:
- delete e, f from Γ;
- introduce edges joining e0 with f
i
1 and e1 with f
i
0.
Remark 3.3 If R is a ρ2-pair of Γ or Γ¯, then by performing the moves of Definitions
7 and 8, there are two possibly different resulting graphs: (Γ′k, γ
′
k), which is obtained
from Γ by switching with respect to color k and (Γ′d, γ
′
d), which is obtained from Γ by
switching with respect to color d.
Obviously, in case (C1), we have (Γ
′
k, γ
′
k) = (Γ
′
d, γ
′
d) = (Γ
′, γ′).
Figures 4a, 4b and 4c present locally the effects of switching a ρ2-pair, both in Γ
and in Γ¯. Figure 4a shows case (C1) and Figure 4b and Figure 4c show case (C2).
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Figure 4a: Switching of a ρ2-pair, case C1.
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Figure 4b: Switching of a ρ2-pair
with respect to color k, case C2.
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Figure 4c: Switching of a ρ2-pair with respect to color d, case C2.
Theorem 3.2 Let Γ be a 3-colored graph, let R = (e, f) be a ρ-pair of color c of Γ
(resp. of Γ¯) and let Γ′ be the graph obtained from Γ by any switching of R. Then,
either Γ′ is connected or Γ′ has two connected components.
Proof. We distinguish the cases of Γ without or with boundary.
Let R be a ρ-pair of color c in Γ (resp. of color 2 in Γ¯). Denote, as above, by
e0, e1, f
k
0 , f
k
1 , f
d
0 , f
d
1 the ends of the edges e, f in Γ (resp. in Γ¯).
STEP 1: Γ without boundary.
Let R = (e, f) be a ρ1-pair in Γ. Then, the graph Γ \ {e, f} is connected, because
Γcd(e) 6= Γcd(f). Hence, the graph Γ′, obtained by the switching of R = (e, f) with
respect to the color d in Γ, is connected, too.
Let now R = (e, f) be a ρ2-pair; then, obviously, either the graph Γ \ {e, f} is
connected, or R is an edge-cut and Γ \ {e, f} has two connected components. Hence,
after the switching of R, either Γ′ is connected or it has two connected components,
too.
STEP 2: Γ with boundary.
If R = (e, f) is a ρ1-pair of Γ (resp. of Γ¯) and an edge-cut with respect to color d,
then the graph Γ \ {e, f} splits into two connected components, hence the graph Γ′,
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obtained by the switching of R = (e, f) with respect to the color d in Γ (resp. in Γ¯) ,
splits into two connected components, too; on the other hand, if the pair R = (e, f) is
a ρ1-pair of Γ (resp. of Γ¯), but it is not an edge-cut with respect to the color d, then
there is in Γ \ {e, f} at least one path joining the ends of e or those of f ; therefore the
graph Γ′, obtained by the switching of R = (e, f) in Γ (resp. in Γ¯), is connected.
If R = (e, f) is a ρ2-pair, let us consider case (C1). If R is an edge-cut with
respect both to color d and to color k, then, since there is a unique way to perform
the switching of R, the graph Γ′, splits into two connected components.
If the ρ2-pair R = (e, f) is not an edge-cut with respect to one of the colors, say
d, then there is a (c, d)-colored path joining the ends of e or those of f . Therefore,
Γ \ {e, f} is connected and Γ′ is connected, too.
With regard to case (C2), note that R cannot be an edge-cut with respect both
to d and to k, hence Γ′ is always connected. 
Remark 3.4 Note that, if Γ is a graph without boundary, Γ′ is without boundary,
too.
Remark 3.5 Let Γ be a 3-colored graph and let R be a ρ-pair either in Γ or in Γ¯.
Let Γ′ denote the graph obtained by the switching of R.
- If R is a ρ1-pair of color c, not involving color d in Γ, and if at least one of
Γcd(e) or Γcd(f) is a cycle, then (Figure 3) by the switching of R in Γ
′ it has
g˙′cd = g˙cd − 1, g˙′ck = g˙ck + 1 and, finally, g˙′dk = g˙dk;
- if R is a ρ1-pair of color c, not involving color d in Γ, and if both Γcd(e) and
Γcd(f) are paths, then by the switching of R in Γ
′ it has g˙′cd = g˙cd, g˙
′
ck = g˙ck + 1
and, finally, g˙′dk = g˙dk;
- if R is a ρ2-pair of color c in Γ and case (C1) occurs, then (Figure 4a) by the
switching of R in Γ′ it has g˙′cd = g˙cd + 1, g˙
′
ck = g˙ck + 1 and g˙
′
dk = g˙dk;
- if R is a ρ2-pair of color c in Γ and case (C2) occurs, then, with the above
notations, by the switching of R in Γ′ it has g˙′ci = g˙ci, g˙
′
cj = g˙cj + 1 and
g˙′dk = g˙dk (Figures 4b and 4c).
If Γ is a 3-colored graph and R is a ρ-pair either in Γ or in Γ¯, then we will denote
by Γ′ the graph obtained by the switching of R, by χ the Euler characteristic of Γ
and by χ′ the Euler characteristic of Γ′.
Theorem 3.3 Let Γ be a 3-colored graph and let R be a ρ1-pair either in Γ or in Γ¯.
Then χ′ is equal either to χ or χ+ 1.
If R is a ρ2-pair either in Γ or in Γ¯ and case (C1) occurs, then χ
′ is equal either
to χ+ 2 or χ+ 3.
If R is a ρ2-pair either in Γ or in Γ¯ and case (C2) occurs, then χ
′ is equal either
to χ+ 1 or χ+ 2.
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Proof. If R = (e, f) is a ρ1-pair in Γ, then Γcd(e) 6= Γcd(f).
If at least one of Γcd(e) or Γcd(f) is a cycle, then, by the above Remark, χ
′ = χ.
If both Γcd(e) and Γcd(f) are paths or R is a ρ1-pair in Γ¯(hence at least one of
Γcd(e) or Γcd(f) is a cycle), then χ
′ = χ+ 1.
If R = (e, f) is a ρ2-pair in Γ and case (C1) occurs, then, by the above Remark,
χ′ = χ+ 2.
If R = (e, f) is a ρ2-pair in Γ¯ and case (C1) occurs, then, by the above Remark,
χ′ = χ+ 3 (as a consequence of (u,v) being a wound).
If R = (e, f) is a ρ2-pair in Γ and case (C2) occurs, then, by the above Remark,
χ′ = χ+ 1.
If R = (e, f) is a ρ2-pair in Γ¯ and case (C2) occurs, then, by the above Remark,
χ′ = χ+ 2 (as a consequence of (u,v) being a wound). 
4. Closed surfaces
The present section is devoted to present the topological effects of the switching of a
ρ-pair in a 3-colored graph Γ, without boundary.
Recall that Γ always represents a closed surface |K(Γ)| (which is orientable iff Γ
is bipartite).
Moreover, for each color i ∈ ∆2, the subgraph Γıˆ has bicolored cycles as com-
ponents. Hence, even in the case of Γ being non-bipartite, the ıˆ-residues of Γ are
bipartite.
Furthermore, if |K(Γ)| is the closed surface represented by Γ, then χ(|K(Γ)|) =
χ(Γ).
As above, we will denote simply by χ the Euler characteristic of both Γ and |K(Γ)|.
We recall that, if R = (e, f) is any ρ1-pair in Γ, then, by Definition 3.7, there
exists a unique way to switch R, i.e. by preserving the bipartition of V (Γ) induced
by Γdˆ.
Let now Γ be a connected, non-bipartite, 3-colored graph. Let R = (e, f) be a
ρ2-pair in Γ, involving color c.
Label arbitrarily by e0 and e1 the endpoints of e and consider the bipartitions of
V (Γ) induced by Γdˆ (resp. Γkˆ), that is, setting V
d
j (resp. V
k
j ), j = 0, 1, so that ej ∈ V dj
(resp. ej ∈ V kj ), the set of vertices of the above bipartition, then V (Γ) = V d0 ∪ V d1
(resp. V (Γ) = V k0 ∪ V k1 ).
As above, suppose that the graphs Γdˆ and Γkˆ are directed so that e0 (resp. e1) is
the tail (resp. the head) of e.
Consider the cycles Γdˆ(e) and Γkˆ(e) with the orientations induced by e. For
i = d, k, since R is a ρ2-pair, Γıˆ(e) = Γıˆ(f), and the orientation of e induces an
orientation on the edge f : let, as above, f i0 be the first end of f which we meet
starting from e1 along Γıˆ(e). Since Γ is non-bipartite, both cases (C1) and (C2) can
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occur, whereas, because of Remark 3.2, if Γ is bipartite, then only case (C1) of Section
3 can occur.
From now on, apart from denoting as above by χ the Euler characteristic of Γ
(and of |K(Γ)|), by p the order of Γ and by gB the number of B - residues of Γ, we
will denote by χ′ the Euler characteristic of the graph Γ′ (and of |K(Γ′)|), obtained
by the switching of a ρ-pair in Γ, , by p′ the order of Γ′ and by g′B the number of
B - residues of Γ′. Finally, for each graph Ψ we will denote by gen(|K(Ψ)|) both the
genus of Ψ and of |K(Ψ)|.
Theorem 4.1 Let Γ be a connected, 3-colored graph representing the closed surface
|K(Γ)|.
Let R = (e, f) be a ρ-pair in Γ and let Γ′ be the graph obtained from Γ, by the
switching of R.
Then:
(a) if R is a ρ1-pair, then |K(Γ)| ' |K(Γ′)|;
(bI) if R is a ρ2-pair and case (C1) occurs, then:
(bI1) if Γ
′ is connected, |K(Γ)| ' K(Γ′)|#H;
(bI2) if Γ
′ has two connected components, say Γ1 and Γ2, then
|K(Γ)| ' |K(Γ1)|#|K(Γ2)|.
(bII) if R is a ρ2-pair, and case (C2) occurs, hence Γ is non-bipartite, then: Γ
′ is
connected and |K(Γ)| ' |K(Γ′)|#N1;
Proof. (a) As pointed out in Theorem 3.2, Γ′ and Γ are both connected; more-
over, since both Γcd(e) and Γcd(f) are cycles, then χ
′ = χ (see Theorem 3.3), hence
|K(Γ′)| ' |K(Γ)|.
(bI) By switching a ρ2-pair (case (C1)), we obtain the new graph Γ
′ with χ′ = χ+2,
by Theorem 3.3.
Now, we distinguish the case of R being an edge-cut (case bI2) or not (case b
I
1).
(bI1) If Γ
′ is connected, then gen(K(|Γ′|)) = gen(K(|Γ|)) − 1 (or gen(K(|Γ′|)) =
gen(K(|Γ|)) − 2), if K(|Γ| is orientable (resp. non-orientable), hence |K(Γ)| '
|K(Γ′)|#H.
(bI2) If Γ
′ has two connected components Γ1 and Γ2 (the only possible case, by the-
orem 2), then |K(Γ)| splits into two surfaces |K(Γ1)| and |K(Γ2)|, and gen(|K(Γ1)|)+
gen(|K(Γ2)|) = gen(|K(Γ|).
(bII) Since, in this case, |K(Γ)| is non-orientable, hence Γ is non-bipartite and
χ′ = χ+ 1.
If Γ′ is bipartite and connected, then gen(|K(Γ′)|) = 12 (gen(|K(Γ)|) − 1), hence
gen(|K(Γ)|) is necessarily odd and |K(Γ)| ' |K(Γ′)|#N1.
If Γ′ is non-bipartite and connected, then gen(|K(Γ′)|) = (gen(|K(Γ)|)−1), hence
|K(Γ)| ' |K(Γ′)|#N1. 
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Corollary 4.1 Let (Σ, σ) be a 3-colored graph representing the 2-sphere S2, R = (e, f)
be a ρ2-pair of Σ and let (Σ
′, σ′) be the graph obtained by switching R. Then Σ′ has
two connected components, both representing S2.
Proof. Since (Σ, σ) represents S2, χ(Σ) = 2, hence χ(Σ′) = 4. This implies that Σ′ has
two connected components, both having Euler characteristic 2, and so representing
S2. 
Remark 4.1 Note that, if (Γ, γ) is a 3-colored graph we have:
(1) if Γ is a crystallization, then all pairs of edges colored c lie on the same (unique)
{c, j}-colored cycle, for each color j ∈ {d, k}, so all pairs of c-colored edges are
ρ2-pairs;
(2) if Γ is not contracted, then there is at least a pair (e, f) of edges colored c, say,
lying on the same {c, k}-colored cycle, but on different {c, d}-colored cycles;
hence, R = (e, f) is a ρ1-pair.
Remark 4.2 We recall that, if M is an n-manifold and the (n+ 1)-colored graph Γ
represents M , then Γ is called rigid if it has neither ρ(n−1)-pairs, nor ρn-pairs (see
[5]).
Because of Remark 4.1, there exist no 3-colored graphs with this property, hence
rigid.
5. Surfaces with boundary
The present section is devoted to describe the effects of switching ρ- and ρ∗-pairs in
3-colored connected graphs with non-empty boundary. Hence, in the following, Γ will
be a 3-colored, connected graph with boundary.
As pointed out before, given a 3-colored graph with boundary (Γ, γ) , for each
color i ∈ ∆2, the subgraph Γıˆ has bicolored cycles or paths as components. Hence,
the ıˆ-residues of Γ are always bipartite.
Given the graph Γ, let R be a ρ-pair in Γ (resp. in Γ¯) and Γ′ be the graph obtained
by the switching of R.
Moreover, when Γ′ splits into two connected components, we denote them by Γ′1
and by Γ′2 respectively; they are graphs representing surfaces of genus g1, g2 (resp.
h1, h2) having λ1 and λ2 holes respectively.
Note that, when k = 2, if Γc2(e) = Γc2(f) contains boundary vertices, then the
switching does not alter the boundary.
Conversely, the switching can alter the boundary only if c = 2 or d = 2 and
boundary vertices are ends of paths passing through e or f .
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In the following, we set Ξ = Γcd(e) ∪ Γcd(f), if R is a ρ1-pair and Ξ = Γcd(e) ∪
Γck(e) = Γcd(f) ∪ Γck(f), if R is a ρ2-pair.
Theorem 5.1 Let Γ be a 3-colored graph with boundary, and let Γ′ be the graph
obtained by the switching of a ρ-pair R.
ρ1- pairs
1.1 If R is a ρ1-pair in Γ and Ξ = Γcd(e) ∪ Γcd(f) has either 0 or 2 boundary
vertices, then χ = χ′ and λ′ = λ.
1.2 If R is a ρ1-pair in Γ and Ξ = Γcd(e) ∪ Γcd(f) has 4 boundary vertices,
then χ′ = χ+ 1 and, either λ′ = λ+ 1, or λ′ = λ, or λ′ = λ− 1.
ρ2- pairs
2.1 If R is a ρ2-pair in Γ and case (C1) occurs, then χ
′ = χ+ 2 and λ′ = λ.
2.2 If R is a ρ2-pair in Γ and case (C2) occurs, then χ
′ = χ+ 1 and λ′ = λ.
Proof. In all cases, for Euler characteristic calculation, we refer to Theorem 3.3.
1.1 If R is a ρ1-pair in Γ and Ξ = Γcd(e) ∪ Γcd(f) contains no boundary vertices,
the switching of R has no influence on the boundary graph and, therefore, on the
number of connected components of Γ′, hence λ′ = λ.
If the boundary vertices of Ξ are exactly two, then they are the ends, in Γ, either
of a (c, 2)-colored path C or of a (d, 2)-colored path C ′ and correspond in ∂Γ either
to a pair of c-adjacent vertices or to a pair of d-adjacent vertices. Therefore, by
switching R, either C (resp. C ′) remains unaltered, or it splits into two (c, 2) (resp.
(d, 2))-colored connected components: one of them is a cycle and the other one is a
path with the same ends as before.
1.2 Suppose that Ξ has four boundary vertices and suppose, w.l.o.g., that x,y
(resp. z,w) are the boundary vertices of Γcd(e) (resp. Γcd(f)) such that e (resp. f)
lies on the (i, 2)-colored path with ends x,y (resp. z,w), where either i = d or i = c.
Suppose, moreover, that, once the orientation on the paths induced by that of e and
f (the last one, relatively to Γdˆ) is fixed, x is the vertex preceding e0, while y is
the vertex following e1 along Γcd(e), and z is the vertex preceding f
d
0 while w is the
vertex following fd1 along Γcd(f).
Fix a color i in {c, d}, i 6= 2. Consider the i-colored edges in ∂Γ, say a and b,
joining x with y and z with w. The switching of R gives rise, in ∂Γ′, to two i-colored
edges, say a′ and b′, joining x with w and y with z.
In fact, both in the case of Γ′ being connected and in the case of Γ′ splitting
into two connected components, if x,y, z,w lie on the same boundary component ∂C
of ∂Γ (by using the above notations, ∂C is a (k, i)-colored cycle) and if, by going
through ∂C according to one of the possible orientations of ∂C, we meet x,y, z,w, in
this order, then ∂C splits into two connected components, and λ′ = λ+ 1.
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If, conversely, we meet x,y,w, z, in this order, then Γ′ is connected, ∂C is unal-
tered by the switching, and λ′ = λ.
Finally, if x,y lie on a boundary component ∂C ′ of ∂Γ and z,w lie on a different
boundary component ∂C ′′ of ∂Γ, then Γ′ is connected and, since after the switching,
in ∂Γ′, the vertex x is adjacent to the vertex w and the vertex y is adjacent to the
vertex z, then the vertices x,y, z,w belong to the same connected component of ∂Γ′,
and λ′ = λ− 1.
2.1 and 2.2 Note that in this case the switching don’t alter the boundary. 
Theorem 5.2 (a) if R is a ρ1-pair of Γ or Γ¯, and Γ
′ is connected, then we have
one among the following cases:
|K(Γ)| ' |K(Γ′)| or |K(Γ)| ' |K(Γ′)|#N1 or |K(Γ)| ' |K(Γ′)|#H#∂T0,1
or |K(Γ)| ' |K(Γ′)|#∂T0,1.
(b) if R is a ρ1-pair of Γ, and Γ
′ splits into two connected components Γ1 and Γ2,
then |K(Γ1)|#|K(Γ2)| ' |K(Γ)|#∂T0,1
Proof. (a) Via Theorems 3.3 and 5.1, if R is a ρ1-pair in Γ and Γ
′ is connected, we
can have the following cases:
- χ = χ′ and λ′ = λ, then |K(Γ′)| ' |K(Γ)|;
- χ′ = χ + 1 and λ′ = λ, hence |K(Γ′)| is non-orientable and its genus is
gen|K(Γ)| − 1. Then |K(Γ)| ' |K(Γ′)|#N1;
- χ′ = χ+1 and λ′ = λ+1, hence gen|K(Γ′)| = gen|K(Γ)|−1 (resp. gen|K(Γ)|−2)
if it is orientable (resp. non-orientable) and it has one more hole. Then |K(Γ)| '
|K(Γ′)|#H#∂T0,1;
If R is a ρ1-pair in Γ¯ and Γ
′ is connected, then R is a wound, only the first case
can occur and |K(Γ′)| ' |K(Γ)|#∂T0,1.
(b) Let Γ′ have two connected components, say Γ1 and Γ2 with λ1 and λ2 boundary
components, respectively.
Then R is an edge-cut with respect to color d, and case λ′ = λ− 1 cannot occur.
If λ′ = λ+1 , it is easy to see that gen(|K(Γ2)|) = 12 (gen(|K(Γ′)|)−gen(|K(Γ1)|)+
1) (resp. gen(|K(Γ2)|) = gen(|K(Γ′)|) − gen(|K(Γ1)|) + 1) if |K(Γ2)| is orientable
(resp. if it is non-orientable); whereas, if λ′=λ, then at least one of |K(Γ1)|, |K(Γ2)|
is non-orientable (w.l.o.g. we set |K(Γ2)| non-orientable) and
gen(|K(Γ2)|) = gen(|K(Γ′)|)− gen(|K(Γ1)|), if |K(Γ1)| is non-orientable too,
gen(|K(Γ2)|) = gen(|K(Γ′)|)− 2 gen(|K(Γ1)|) otherwise.
Note that, by definition, after a switching of a ρ1-pair in Γ¯, the obtained graph
Γ′ is necessarily connected, then |K(Γ′)| ' |K(Γ¯)| ' |K(Γ)|#∂T0, 1. This proves the
statement. 
Now, we analyze the effects of the switching of a ρ2-pair.
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Note that, if R is a ρ2-pair and case (C2) occurs, then Γ
′, obtained by the switching
of R, is connected.
Theorem 5.3 (a) If R is a ρ2-pair of color c of Γ and case (C1) holds, and Γ
′ is
connected, then: |K(Γ)| ' |K(Γ′)|#H .
(b) If R is a ρ2-pair of color c of Γ or Γ¯ and case (C2) holds, then Γ
′ is connected,
and |K(Γ)| ' |K(Γ′)|#N1.
(c) If R is a ρ2-pair in Γ¯ (hence c = 2) and case (C1) holds, and Γ
′ is connected,
then : |K(Γ)| ' Tg,λ ' |K(Γ′)|#H#∂T0,1.
(d) if R is a ρ2-pair of color c in Γ and case (C1) holds, and Γ
′ has two connected
components, say Γ1 and Γ2, then |K(Γ) ' |K(Γ1)|#|K(Γ2)|.
(e) if R is a ρ2-pair of color c in Γ¯, case (C1) holds, and Γ
′ has two connected
components, say Γ1 and Γ2, then |K(Γ)| ' |K(Γ1)|#|K(Γ2)|#∂T0,1.
Proof. First, let us note that, if R is a ρ2-pair of color c in Γ and case (C1) occurs,
then χ′ = χ+ 2, if R is a ρ2-pair of color c, case (C2), then χ′ = χ+ 1.
If R is a ρ2-pair of Γ¯, then Ξ (= Γcd(e)∪Γck(e)) has exactly two boundary vertices
(exactly u and v) in Γ and no boundary vertices in Γ¯. Actually, in this case, u and
v are the only boundary vertices of a connected component of ∂Γ and they become
internal vertices in Γ¯ (hence in Γ′) and λ′ = λ− 1.
Hence, in case (C1), χ
′ = χ+ 3 (see Theorem 3.3) and λ′ = λ− 1.
In case (C2), χ
′ = χ+ 2 and λ′ = λ− 1.
Moreover, if Ξ (= Γcd(e)∪Γck(e)) contains either 0 or 2 boundary vertices, then the
switching of R cannot change the boundary, hence ∂Γ and ∂Γ′ are color - isomorphic;
in particular, they have the same number of connected components.
On the other hand, if Ξ has 4 boundary vertices, necessarily c = 2 (hence this
holds if R is a ρ2-pair both of Γ and of Γ¯) and Γ
′ is connected, then there exist in
Γ a (d, 2)-colored path C and a (k, 2)-colored path C ′, containing e and f and the
switching of R alters the paths, but preserves the adjacencies in the boundary graph,
hence λ′ = λ. 
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ABSTRACT
In this paper we provide a dynamical characterization of isolated invariant con-
tinua which are global attractors for planar dissipative flows. As a consequence,
a sufficient condition for an isolated invariant continuum to be either an attrac-
tor or a repeller is derived for general planar flows.
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1. Introduction
In this paper we are concerned with the study of planar flows ϕ : R2 → R2. In par-
ticular, we provide a dynamical characterization of isolated invariant continua which
are global attractors for planar dissipative flows. This characterization is inspired by
a result of Alarco´n, Gu´ın˜ez and Gutie´rrez about dissipative planar embeddings with
only one fixed point (see [1]). Moreover we will derive a sufficient condition for a
planar continuum to be an attractor or a repeller provided that it contains all the
fixed points of ϕ.
We shall use through the paper the standard notation and terminology in the
theory of dynamical systems. In particular we shall use the notation γ(x) for the
trajectory of the point x, i.e. γ(x) = {xt | t ∈ R}. By the omega-limit of a point x
∗The authors are partially supported by project MTM2012-30719.
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we understand the set ω(x) =
⋂
t>0 x[t,∞) while the negative omega-limit is the set
ω∗(x) =
⋂
t<0 x(−∞, t]. An invariant compactum K is stable if every neighborhood
U of K contains a neighborhood V of K such that V [0,∞) ⊂ U . Similarly, K is
negatively stable if every neighborhood U of K contains a neighborhood V of K such
that V (−∞, 0] ⊂ U . An invariant compactum K is said to be attracting provided
that there exists a neighborhood U of K such that ω(x) ⊂ K for every x ∈ U . In an
analogous way, K is said to be repelling provided that there exists a neighborhood U
of K such that ω∗(x) ⊂ K for every x ∈ U . An attractor (or asymptotically stable
compactum) is an attracting stable set and a repeller is a repelling negatively stable
set.
If K is an attracting set, its region (or basin) of attraction A is the set of all points
x ∈M such that ω(x) ⊂ K. An attracting set K is globally attracting provided that
A is the whole phase space. If K is an attractor and A is the whole phase space, then
K is said to be a global attractor (or globally asymptotically stable compactum). For
the reader interested in a detailed treatment of attracting sets we recommend [14]
and [18].
Through this paper we shall deal with a special kind of invariant compacta, the so-
called isolated invariant sets (see [5, 6, 7, 17] for details). These are compact invariant
sets K which possess an isolating neighborhood, i.e. a compact neighborhood N such
that K is the maximal invariant set in N . For instance, attractors and repellers are
isolated invariant sets. We shall make use of the next result which states that isolated
globally attracting continua for planar flows are stable.
Theorem 1.1 (Moro´n, Sa´nchez-Gabites and Sanjurjo [14]) Every connected
isolated globally attracting set K in R2 is a global attractor.
A special kind of isolating neighborhoods shall be useful in the sequel, the so-called
isolating blocks, which have good topological properties. More precisely, an isolating
block N is an isolating neighborhood such that there are compact sets N i, No ⊂ ∂N ,
called the entrance and the exit sets, satisfying
1. ∂N = N i ∪No;
2. for each x ∈ N i there exists ε > 0 such that x[−ε, 0) ⊂ M − N and for each
x ∈ No there exists δ > 0 such that x(0, δ] ⊂M −N ;
3. for each x ∈ ∂N −N i there exists ε > 0 such that x[−ε, 0) ⊂ N˚ and for every
x ∈ ∂N −No there exists δ > 0 such that x(0, δ] ⊂ N˚ .
These blocks form a neighborhood basis of K in M . If the flow is differentiable,
the isolating blocks can be chosen to be differentiable manifolds which contain N i
and No as submanifolds of their boundaries and such that ∂N i = ∂No = N i ∩ No.
In particular, for flows defined on R2, the exit set No is a disjoint union of a finite
number of intervals J1, . . . , Jm and circumpherences C1, . . . , Cn and the same is true
for the entrance set N i.
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The dynamical structure near isolating invariant sets shall play an important role
in this paper and it is described by the
Theorem 1.2 (Ura-Kimura-Egawa [20, 8]) Let M be a locally compact separable
metric space and ϕ a flow on M . Suppose K 6= M is a non-empty isolated invariant
compactum. Then, one and only one of the following alternatives holds:
1. K is an attractor;
2. K is a repeller;
3. There exist points x ∈ M − K and y ∈ M − K such that ∅ 6= ω(x) ⊂ K and
∅ 6= ω∗(y) ⊂ K.
We shall also make use of a classical result of C. Gutie´rrez about smoothing of
2-dimensional flows.
Theorem 1.3 (Gutie´rrez [10]) Let ϕ : M×R→M be a continuous flow on a com-
pact C∞ two-manifold M . Then there exists a C1 flow ψ on M which is topologically
equivalent to ϕ. Furthermore, the following conditions are equivalent:
1. any minimal set of ϕ is trivial;
2. ϕ is topologically equivalent to a C2 flow;
3. ϕ is topologically equivalent to a C∞ flow.
By a trivial minimal set we understand a fixed point, a closed trajectory or the
whole manifold if M is the 2-dimensional torus and ϕ is topologically equivalent to an
irrational flow. We readily deduce from Gutie´rrez’ Theorem applied to the Alexandrov
compactification of the plane that continuous flows ϕ : R2×R→ R2 are topologically
equivalent to C∞ flows.
Some basic results about planar vector fields such as, the Poincare´-Bendixson
Theorem, the Tubular Flow Theorem and the elementary properties of transversal
sections shall be used through the paper. Two good references covering this material
are the book of Hirsch, Smale and Devaney [12] and the monograph of Palis and de
Melo [15]. In addition, a form of homotopy theory, namely shape theory, which is the
most suitable for the study of global topological properties in dynamics, will be occa-
sionally used. Although shape theory is not necessary to understand the paper, we
recommend to the reader the references [4], which contains an exhaustive treatment
of the subject and [19], which covers some dynamical applications of this theory.
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2. Planar dissipative systems and isolated invariant continua
We start this section by recalling the definition of dissipative flow. Let M be a locally
compact metric space and ϕ : M × R → M a flow on M . The flow ϕ is said to
be dissipative if ω(x) 6= ∅ for every x ∈ M and ⋃x∈M ω(x) has compact closure.
If the phase space M is not compact, dissipativeness is equivalent to {∞} being a
repeller of the extended flow ϕ̂ : (M ∪ {∞}) × R → M ∪ {∞} to the Alexandrov
compactification of M leaving ∞ fixed (See[9, 11, 19]), and therefore to the existence
of a global attractor for ϕ.
The following result gives a relation between global asymptotic stability of a fixed
point and the non-existence of additional fixed points in the case of discrete dynamical
systems.
Theorem 2.1 (Alarco´n-Gu´ın˜ez-Gutie´rrez [1], Ortega-Ruiz del Portal [16])
Assume that h ∈ H+ (orientation preserving homeomorphisms of R2) is dissipative
and p is an asymptotically stable fixed point of h. The following conditions are equi-
valent:
1. p is globally asymptotically stable;
2. Fix(h) = p and there exists an arc γ ⊂ S2 with end points at p and ∞ such
that h(γ) = γ.
The proof in [1] is based on Brouwer’s theory of fixed point free homeomorphisms
of the plane. Ortega and Ruiz del Portal give in [16] an alternative proof based on
the theory of prime ends.
Inspired by Theorem 2.1, the authors prove in [2] that for continuous and dissipa-
tive dynamical systems the result is satisfied even if the fixed point p is substituted
by a connected attractor K which contains every fixed point of the flow. We prove
in our next result that the asymptotical stability condition can be dropped from the
hypothesis, obtaining in this way a simple characterization of global attractors of
dissipative planar flows.
Theorem 2.2 Let K be an isolated invariant continuum of a dissipative flow ϕ in
R2. The following conditions are equivalent:
1. K is a global attractor;
2. There are no fixed points in R2 −K and there exists an orbit γ connecting ∞
and K (i.e. such that ||γ(t)|| → ∞ when t→ −∞ and ω(γ) ⊂ K).
Proof. By the Gutie´rrez Theorem [10] we can assume that the flow ϕ is differentiable.
Since ϕ is dissipative, given x ∈ R2 its ω-limit is non-empty and compact. Moreover,
by the Poincare´-Bendixson Theorem either ω(x) contains fixed points and, hence,
ω(x) ∩ K 6= ∅ or ω(x) is a periodic orbit. If ω(x) is a periodic orbit then K is not
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contained in its interior since, in that case, γ would meet ω(x), which is impossible.
Therefore, if ω(x) is not contained in K, then K is in the exterior of ω(x) and,
moreover, ω(x) being a periodic orbit, there must exist a fixed point in its interior.
Hence this point belongs to K, which is a contradiction. We conclude that if ω(x) is
a periodic orbit then ω(x) ⊂ K.
If ω(x) is not a periodic orbit then ω(x)∩K 6= ∅ and we shall prove that, in fact,
ω(x) ⊂ K. We suppose, to get a contradiction, that there exists y ∈ ω(x) −K. By
hypothesis y is not a fixed point and, thus, we can take a local section I containing
y and meeting transversally the trajectory of y. Since y /∈ K we can assume that
I ∩K = ∅. It is a well-known fact that the trajectory of x meets I infinitely many
times. We consider two consecutive points of intersection x1 = xt1 and x2 = xt2 with
x1,x2 ∈ I, 0 < t1 < t2 and x[t1, t2] ∩ I = {x1,x2}. Then the set C = x[t1, t2] ∪ J ,
where J is the subinterval of I bounded by x1 and x2, is a simple closed curve which,
by the Jordan Theorem, decomposes R2 into two connected components U and V .
If U is the bounded component then U is either positively or negatively invariant
by [12]. Then, a simple argument involving again the Poincare´-Bendixson Theorem,
leads to the existence of a fixed point in U which, by hypothesis, belongs to K. Now,
the intersection of K with C is empty, which implies that K ⊂ U ∪ V and, K being
connected, that K ⊂ U . If U is negatively invariant, the trajectory γ linking ∞ with
K cannot enter in U since the only possibility would be through J , which is an exit
set. This makes it impossible that ω(γ) ⊂ K and we get a contradiction with the
hypothesis. If U is positively invariant then an easy argument shows that y ∈ ω(γ) in
contradiction with the assumption. This proves that ω(x) ⊂ K for every x ∈ R2 and,
as a consequence, K is a globally attracting set. Since K is isolated, by Theorem 1.1
K must be stable, i.e. a global attractor. This establishes the implication 2. ⇒ 1.
The converse implication is straightforward. 
3. Attractors, repellers and bounded orbits
We present in this section a result which gives a readily testable sufficient condition
for a planar compactum to be either an attractor or a repeller.
Theorem 3.1 Let K be an isolated invariant continuum of a flow ϕ in R2. Suppose
that there is a closed disk D containing K in its interior such that there are no fixed
points in D −K and that there is an orbit γ completely contained in D −K. Then
K is either an attractor or a repeller. Moreover, K has trivial shape.
Proof. We can assume again that ϕ is differentiable. Since γ ⊂ D we have that
ω(γ) ⊂ D and ω∗(γ) ⊂ D. We start by proving that there exists an orbit Γ in
D − K satisfying the additional condition that either ω(Γ) ⊂ K or ω∗(Γ) ⊂ K. As
a consequence of the Poincare´-Bendixson Theorem and the hypothesis of the present
theorem we have that either ω(γ) ∩ K 6= ∅ or ω(γ) is a periodic orbit not meeting
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K, and the same can be said for ω∗(γ). If ω(γ) is a periodic orbit not meeting K
then K is in its interior and, by the Ura-Kimura Theorem, there exists a point x,
also in the interior of ω(γ), with ω(x) ⊂ K or ω∗(x) ⊂ K, and the same happens
if ω∗(γ) is a periodic orbit not meeting K. Hence, in both cases Γ can be taken as
the trajectory of x. On the other hand, we will prove that the possibility that both
intersections, ω(γ)∩K and ω∗(γ)∩K, are non-empty can never happen. Suppose, to
get a contradiction, that ω(γ)∩K 6= ∅ and ω∗(γ)∩K 6= ∅. Take an isolating block N
of K. By [6] N can be chosen to be a topological closed disk with i holes, one for every
bounded component of R2 −K. We suppose that γ is in the unbounded component
U (the argument being only slightly different in the other case) and consider the only
circle C ⊂ ∂N which is contained in U . Then, there exists a point x ∈ C∩γ leaving N
and returning to N after a time t 6= 0, i.e. such that xt ∈ C and x(0, t)∩N = ∅. The
possibility that the time t be positive or negative is irrelevant in this construction.
Consider the arc A in C with extremes x and xt such that the topological circle
x[0, t] ∪ A does not contain K in its interior. This arc can be mapped to the unit
interval I = [0, 1] of the real line by a homeomorphism h : A→ I. If we take the point
x1 ∈ A˚ corresponding to the center of I then x1 must leave N (in the past or in the
future) and return again since, otherwise, the Theorem of Poincare´-Bendixson would
imply the existence of a fixed point in the disk limited by x[0, t] ∪ A. Hence, we can
repeat the operation with x1[0, t1]∪A1, where A1 is an arc in A with extremes x1 and
x1t1 and the topological circle x1[0, t1] ∪ A1 does not contain K in its interior. Now
take x2 ∈ A˚1 corresponding to the middle point of h(A1) and repeat the construction.
In this way we obtain a sequence A ⊃ A1 ⊃ A2 ⊃ . . . of arcs whose intersection⋂∞
i=1Ai consists of one point p ∈ ∂N . The orbit of p defines an internal tangency
to ∂N, which is in contradiction with the properties of isolating blocks. We get from
this contradiction that either ω(γ) ∩K = ∅ or ω∗(γ) ∩K = ∅ and, as a consequence,
one of the two limits is a periodic orbit. Therefore, it follows from the remarks at the
beginning of the proof that there exists an orbit Γ in D−K satisfying the additional
condition that either ω(Γ) ⊂ K or ω∗(Γ) ⊂ K.
Suppose that ω(Γ) ⊂ K. Then, ω∗(Γ) is a periodic orbit containing K in its
interior. Let V be the interior of ω∗(Γ) and consider the flow restricted to V . An
elementary argument involving local sections again shows that ω∗(Γ) is a repeller for
ϕ|V and, as a consequence, the restriction of ϕ to V is a dissipative flow. Then, using
an arbitrary homeomorphism between V and R2 we can define a dissipative flow in
R2 conjugated to ϕ|V and satisfying the conditions of Theorem 2.2. We deduce from
that theorem that K is an attractor of ϕ whose basin of attraction, V , is an open
topological disk. Hence, K has trivial shape by [13]. In the dual situation (when
ω∗(Γ) ⊂ K and ω(Γ) is a periodic orbit containing K in its interior), which could
be discussed analogously using the reverse flow, it follows that K is a repeller with
trivial shape. 
From Theorem 3.1 it follows:
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Corollary 3.1 Let K be an isolated invariant continuum of a flow ϕ in R2. Suppose
that K contains all the fixed points of ϕ and that there exists a bounded orbit γ in
R2 −K. Then K is either an attractor or a repeller. Moreover, K has trivial shape.
Proof. The set K∪γ is compact and as a consequence there exists a closed disk D
such that K∪γ ⊂ D˚. Then, Theorem 3.1 applies since the bounded orbit γ ⊂ D−K,
and D −K does not contain fixed points by assumption. 
Remark The assumptions about the existence of a disk D such that there is an entire
orbit contained in D − K in Theorem 3.1 and the existence of a bounded orbit in
R2 −K in Corollary 3.1 are unavoidable. For instance, consider the flow ϕ induced
by the linear system {
x˙ = x
y˙ = −y
The origin (0, 0) is a fixed point which is isolated as an invariant set and there are
neither fixed points nor other bounded orbits in R2 − {(0, 0)}. In this case, {(0, 0)}
is a saddle and hence, it is neither an attractor nor a repeller.
As a consequence of Corollary 3.1 and [2, Theorem 12] we obtain the following
dichotomy for dissipative flows:
Corollary 3.2 Let K be an isolated invariant continuum of a dissipative flow ϕ in
R2. Suppose that K contains all the fixed points of ϕ, then K has trivial shape and
is either an attractor or a repeller. Moreover, if K is a repeller then there exists an
attractor K∗ ⊂ R2 − K which is either a limit cycle or homeomorphic to a closed
annulus bounded by two limit cycles.
Proof. The dissipativeness of ϕ guarantees the existence of a global attractor K ′
and as a consequence K ⊂ K ′. Suppose K ′ 6= K, since otherwise we have nothing
to prove. Let x ∈ K ′ −K, the orbit γ(x) is a bounded orbit being contained in the
invariant compactum K ′. Then, Corollary 3.1 ensures that K is either an attractor
or a repeller. This proves the first part of the statement.
Suppose that K is a repeller and consider the flow ϕ|K ′, i.e. the restriction of ϕ to
the global attractor. The continuum K is also a repeller for ϕ|K ′ and then there exists
an invariant compactum K∗ ⊂ K ′ such that the pair (K∗,K) is an attractor-repeller
decomposition of ϕ|K ′. Besides, the invariant compactum K∗ is an attractor for ϕ
since K∗ is an attractor for ϕ|K ′ and K ′ is an attractor. The region of attraction
of K∗ agrees with R2 −K since K is a repeller and (K∗,K) is an attractor-repeller
decomposition of the restriction of ϕ to the global attractor K ′. Moreover, R2 −K
is connected K being of trivial shape [4] and hence so is K∗ by [13] and [4]. We have
proved that K∗ is a connected attractor which does not contain fixed points, thus by
[2, Theorem 12] it must be either a limit cycle or homeomorphic to a closed annulus
bounded by two limit cycles. 
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ABSTRACT
The natural topological, differentiable and geometrical structures on the space of
light rays of a given spacetime are discussed. The relation between the causality
properties of the original spacetime and the natural structures on the space
of light rays are stressed. Finally, a symplectic geometrical approach to the
construction of the canonical contact structure on the space of light rays is
offered.
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contact structures.
1. Introduction
In the recent articles [Ba14, Ba15] it was shown that causality relations on spacetimes
can be described alternatively in terms of the geometry and topology of the space of
light rays and skies. This alternative description of causality, whose origin can be
traced back to Penrose, was pushed forward by R. Low [Lo88, Lo06] and, as indicate
above, largely accomplished in the referred works by Bautista, Ibort and Lafuente.
∗This work has been partially supported by the Spanish MINECO project MTM2014-54692 and
QUITEMAD+, S2013/ICE-2801.
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Shifting the point of view from “events” to “light rays” and “skies” to analyze
causality relations has deep and worth discussing implications. Thus, for instance, as
Low himself noticed [Lo90, Lo94], in some instances, two events are causally related
iff the corresponding skies are topologically linked and, a more precise statement
of this fact, constitutes the so called Legendrian Low’s conjecture (see for instance
[Na04, Ch10]).
The existence of a canonical contact structure on the space of light rays plays a
cornerstone role in this picture. Actually it was shown in [Ba15] that two events on
a strongly causal spacetime are causally related iff there exists a non-negative sky
Legendrian isotopy relating their corresponding skies.
Moreover, and as an extension of Penrose’s twistor programme, it would be natural
to describe attributes of the conformal class of the Lorentzian metric such as the Weyl
tensor, in terms of geometrical structures on the space of light rays.
It is also worth to point out that in dimension 3 this dual approach to causality
becomes very special. Actually if the dimension of spacetime is m = 3, the dimension
of the space of light rays is also 2m− 3 = 3 and the skies are just Legendrian circles.
Even more because the dimension of the contact distribution is 2 the space of 1-
dimensional subspaces is the 1-dimensional projective space RP1, hence the curve
defined by the tangent spaces to the skies along the points of a light ray defines a
projective segment of it and it is possible to define Low’s causal boundary [Lo06]
unambiguously. We will not dwell into these matters in the present paper and we
will leave it to a detailed discussion elsewhere. (see also A. Bautista Ph. D. Thesis
[Ba15b]).
Because of all these reasons we have found relevant to describe in a consistent
and uniform way the fundamental structures present on the space of light rays of a
given spacetime: that is, its topological, differentiable and geometrical structures, the
later one, exemplified by its canonical contact structure. Thus, the present work will
address in a sistematic and elementary way the description and construction of the
aforementioned structures, highlighting the interplay between the causility properties
of the original spacetime and the structures of the corresponding space of light rays.
The paper will be organized as follows. Section 2 will be devoted to introduce
properly the space of light rays and in Sect. 3 its natural differentiable structure
will be constructed. The tangent bundle of the space of light rays and the canonical
contact structure on the space of light rays will be the subject of Sects. 4 and 5.
Looking for brevity in the present work, because a self–contained article will be-
come a very long text, we suggest to the readers references [On83], [BE96], [HE73],
[Mi08] and [Pe79] in order to review the basic elements of causality theory in Lorentzian
manifolds.
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2. The space N of light rays and its differentiable structure
2.1. Constructions of the space N
Given a spacetime (M,g), i.e., a Hausdoff, time-oriented, Lorentzian smooth manifold,
we will denote by N the subset of all null vectors of T̂M , where in what follows, T̂M
will be used to make reference to the bundle resulting of eliminating the zero section
of TM , that is T̂M = {v ∈ TM : v 6= 0}. The zero section of TM separates both
connected components of N that will be denoted by
N+ = {v ∈ N : v future } , N− = {v ∈ N : v past } .
We will call the fibres Np, N+p and N−p lightcone, future lightcone and past lightcone
at p ∈M respectively. We define the set of light rays of (M,g) by
Ng = {Im (γ) ⊂M : γ is a maximal null geodesic in (M,g)}
where Im (γ) denotes the image of the curve γ. This definition seems to depend on
the metric g, however we will show that the space of light rays depends only on the
conformal class of the spacetime metric.
We define the conformal class of metrics in M equivalent to g by
Cg =
{
g ∈ T20 (M) : g = e2σg, 0 < σ ∈ F (M)
}
and we call (M, Cg) the corresponding conformal class of spacetimes equivalent to
(M,g).
It is known that two metric are conformally equivalent if the lightcones coincide
at every point (see [Mi08, Prop. 2.6 and Lem. 2.7] or [HE73, p. 60-61]). This fact
can be automatically translated to the spaces of light rays defined by two different
metrics on a manifold M . The following proposition brings to light the equivalence
among spaces of light rays.
Proposition 2.1 Let (M,g) and (M,g) be two spacetimes and let Ng and Ng be
their corresponding spaces of light rays. Then (M,g) and (M,g) are conformally
equivalent if and only if Ng = Ng.
Because of Prop, 2.1 we have the following definition.
Definition 2.1 Let (M, Cg) be a conformal class of spacetimes with dimM = m ≥ 3.
We will call light ray the image γ (I) in M of a maximal null geodesic γ : I → M
related to any metric g¯ ∈ Cg (M). It will be denoted by [γ] or γ when there is not
possibility of confusion, that is [γ] ∈ N , γ ∈ N or also γ ⊂ M . So, every light ray
is equivalent to an unparametrized null geodesic. Then, we will say that the space of
light rays N of a conformal class of spacetimes (M, Cg) is the set
N = {γ (I) ⊂M | γ : I →M is a maximal null geodesic for any metric g¯ ∈ Cg} .
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A more geometric construction of N is possible as a quotient space of the tangent
bundle TM [Lo06]. This construction will allow us to show how N inherits the
topological and differentiable structures of TM .
Let us consider the geodesic spray Xg related to the metric g, that is the vector
field in TM such that its integral curves define the geodesics in (M,g) and their
tangent vectors, and the Euler field ∆ in TM , the vector field in TM whose flow are
scale transformations along the fibres of TM .
It is easy to see that both Xg and ∆ are tangent to N, and the differentiable
distribution in N+ given by D = span {Xg,∆} verifies
[∆, Xg] = Xg ,
hence D is involutive and, by Fro¨benius’ Theorem [Wa83, Thm. 1.60], it is also
integrable. This means that the quotient space N+/D is well defined. Every leaf of D
is the equivalence class consisting of a future–directed null geodesic and all its affine
reparametrizations preserving time–orientation, hence the space
N+ = N+/D .
is the space of future-oriented light rays of M . In a similar way we may construct the
space of past-oriented light rays N− = N−/D.
The space of light rays N can be obtained as the quotient N/D˜ where D˜ denotes
the scale transformation group acting on N, that is, v 7→ λv, λ 6= 0, v ∈ N. Notice
that D˜ ∼= R− {0} and the orbits of the connected component containing the identity
can be identified with the leaves of D.
Because our spacetime M is time-orientable, in what follows we will consider the
space of future-oriented light rays N+ and we will denote it again as N without risk
of confusion. As it will be shown later on, this convention will be handy as the space
N+ carries a co-orientable contact structure (see Sect. 4) whereas N does not.
2.2. Differentiable structure of N
If we require the space of light rays of M to be a differentiable manifold, it is necessary
to ensure that the leaves of the distribution that builds N , are regular submanifolds.
This is not automatically true for any spacetime M , as example [Lo01, Ex. 1] shows,
so it will be necessary to impose further conditions to ensure it.
It important to observe that if M is strongly causal, every causal curve has a
finite number of connected components in a relatively compact neighbourhood, and
therefore the distribution D = span {Xg,∆} is regular, then the quotient N = N+/D
is a manifold, as the following proposition [Lo89, Pr. 2.1] claims.
Proposition 2.2 Let M be a strongly causal spacetime, then the distribution above
defined by D = span {Xg,∆} is regular and the space of light rays N inherits from N+
the structure of differentiable manifold such that pN+ : N+ → N defined by pN+ (u) =
[γu] is a submersion.
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The space N can also be constructed as a quotient of the bundle of null directions
PN defined below, that is we can proceed to compute the quotient space N+/D in two
steps, we will first quotient with respect to the action dilation field ∆ and, secondly
we will pass to the quotient defined by the integral curves of the geodesic field.
First, consider the involutive distribution D∆ = span {∆}. Observe that for any
u ∈ TM the vectors etu ∈ TM run the integral curve of ∆ passing through u when
t ∈ R. Then, if
φ : TV → R2m; ξ 7→ (x, x˙) (2.1)
are the canonical coordinates in TM , then (x, etx˙) describe integral curves of ∆.
Taking homogeneous coordinates for x˙, we can obtain that (x, [x˙]) are coordinates
adapted to foliation generated by D∆. Therefore D∆ is regular and its restriction to
N+ is also regular, hence the quotient space N+/D∆ defined by
PN = N+/D∆ =
{
[ξ] : η ∈ [ξ]⇔ η = etξ for some t ∈ R and ξ ∈ N+}
is a differentiable manifold and, moreover, the canonical projection piN
+
PN : N+ → PN,
given by ξ 7→ [ξ], is a submersion.
The next step is to find a regular distribution that allows us to define N by a
quotient. For each vector u ∈ N+p there exists a null geodesic γu such that γu (0) = p
and γ′u (0) = u, and given two vectors u, v ∈ N+p verifying that v = λu with λ > 0,
then the geodesics γu and γv such that γu (0) = γv (0) = p have the property
γv (s) = γλu (s) = γu (λs)
hence they have the same image in M and then γv = γu as unparametrized sets in
M . This fact implies that the elevations to PN of the null geodesics of M define a
foliation DG. Two directions [u] , [v] ∈ PN belong to the same leaf of the foliation DG
if for the vectors v ∈ N+p and u ∈ N+q there exist null geodesics γ1 and γ2 and values
t1, t2 ∈ R verifying{
γ1 (t1) = p ∈M
γ′1 (t1) = v ∈ N+p and
{
γ2 (t2) = q ∈M
γ′2 (t2) = u ∈ N+q
such that there is a reparametrization h verifying γ1 = γ2 ◦ h.
Hence, the space of leaves of DG in PN coincides with N , that is,
N = PN/DG
The map pPN : PN −→ N given by [u] 7−→ [γu] is well defined, since γλu (s) =
γu (λs) as seen above, and it verifies the identity pPN ([γ′u (s)]) = [γu] ∈ N for all s.
Proposition 2.2 can be formulated for the bundle PN with regular distributionDG
instead. In [Lo06, Thm. 1] a similar result is proved for the subbundle (N∗)+ of the
cotangent bundle T ∗M .
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Now, we will describe a generic way to construct coordinate charts in N . First,
we define for any subset W ⊂M , the sets N (W ) = {ξ ∈ N : piNM (ξ) ∈W ⊂M}, and
PN (W ) =
{
[ξ] ∈ PN : piPNM ([ξ]) ∈W ⊂M
}
.
Take V ⊂ M a causally convex, globally hyperbolic and open set with a smooth
spacelike Cauchy surface C ⊂ V . Let U be the image of the projection pN : N+ (V ) 7→
N . Since N+ (V ) is open in N+ and pN is a submersion, then U ⊂ N is open. Each null
geodesic passing through V intersects C in a unique point and since pN+ = pPN ◦piN+PN ,
this ensures that
U = pN
(
N+ (V )
)
= pN
(
N+ (C)
)
= pN◦piN+PN
(
N+ (C)
)
= pPN (PN (C)) = pPN (PN (V )) .
Then we can define the diffeomorphism σ = pPN|PN(C) : PN (C) 7→ U . So, we have the
following diagram
PN (V ) U
PN (C)
pPN
σinc
(2.2)
If φ is any coordinate chart for PN (C) then φ ◦ σ−1 is a coordinate chart for U ⊂ N .
Observe that if M is time–orientable, there exists a non–vanishing future timelike
vector field T ∈ X (M) everywhere. Then we can define the submanifold ΩT (C) ⊂
N+ (C) by
ΩT (C) =
{
ξ ∈ N+ (C) : g (ξ, T ) = −1}
The restriction piN
+
PN
∣∣∣
ΩT (C)
: ΩT (C)→ PN (C) of the submersion piN+PN : N+ → PN
is clearly a diffeomorphism.
So, we have the following diagram
N ⊃ U ↔ PN (C)↔ ΩT (C) ↪→ N+ (C) ↪→ N+ ↪→ TM (2.3)
where ↔ and ↪→ represent diffeomorphisms and inclusions respectively.
Then, the composition of the diffeomorphism U → ΩT (C) with the restriction
of a coordinate chart in TM to the vectors in ΩT (C), can be used to construct a
coordinate chart in N .
If we require the space of light rays of M to be a differentiable manifold, it remains
to ensure that N is a Hausdorff topological space. Again, it is not verified for any
strongly causal spacetime M as we can check in example 2.3, so we need to state
conditions to ensure it.
Example 2.3 N is not Hausdorff. Consider the two–dimensional Minkowski space-
time and remove the point (1, 1). Clearly, M is strongly causal. Let {τn} ⊂ R
be a sequence such that lim
n 7→∞ τn = 0. Then the sequence of null geodesic given by
λn (s) = (s, τn + s) with s ∈ (−∞,∞) converges to two different null geodesics,
µ1 (s) = (s, s) with s ∈ (−∞, 1) and µ2 (s) = (s, s) with s ∈ (1,∞).
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A sufficient condition to ensure that N is Hasudorff is the absence of naked sin-
gularities [Lo89, Prop. 2.2], but we will see in example 2.4 that it is not a necessary
condition.
Example 2.4 Let M be the 3–dimensional Minkowski space–time described by coor-
dinates (t, x, y) and equipped with the metric g = −dt⊗ dt+ dx⊗ dx+ dy⊗ dy. Now,
consider the restriction B =
{
(t, x, y) ∈M : t2 + x2 + y2 < 1}. It is clear that B is
strongly causal but not globally hyperbolic.
It is easy to find inextensible causal curves fully contained in the chronological
future or past of some event p ∈ B, then B is nakedly singular.
The space of light rays NB of B verifies that NB ⊂ NM. Moreover, the inclusion
NB ↪→ NM is clearly injective and every light ray has a neighbourhood in NB corre-
sponding to another neighbourhood in NM. It is not difficult to show that NB is open
in NM. Since M is globally hyperbolic, then NM is Hausdorff and therefore NB is also
Hausdorff.
Example 2.4 shows that the absence of naked singularities is a condition too strong
for a strongly causal spacetime M . Moreover in this case, M becomes globally hy-
perbolic as Penrose proved in [Pe79].
A suitable condition to avoid the behavior of light rays in the paradigmatic ex-
ample 2.3 but to permit naked singularities similar to the ones in example 2.4 is the
condition of null pseudo–convexity.
Definition 2.2 A spacetime M is said to be null pseudo–convex if for any compact
K ⊂ M there exists a compact K ′ ⊂ M such that any null geodesic segment γ with
endpoints in K is totally contained in K ′.
In [Lo90-2], Low states the equivalence of null pseudo–convexity of M and the
Hausdorffness of N for a strongly causal spacetime M . From now on, we will assume
that M is a strongly causal and null pseudo–convex spacetime unless others conditions
are pointed out.
3. Tangent bundle of N
To take advantage of the geometry and topology of N it is needed to have a suitable
characterization of the tangent spaces TγN for any γ ∈ N . We will proceed as follows:
first, we fix an auxiliary metric in the conformal class C, then we will define geodesic
variations (in particular, variations by light rays) and Jacobi fields, explaining the
relation between both concepts (in lemmas 3.1, 3.2, 3.3 and proposition 3.2). Then,
in proposition 3.3, we will characterize tangent vector of TM in terms of Jacobi
fields. Second, we will keep an eye on how the Jacobi fields changes when we vary
the parameters of the corresponding variation by light rays or conformal metric of M
(see from lemma 3.4 to 3.9).
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Finally, in proposition 3.4, we will get the aim of this section identifying tangent
vectors of N with some equivalence classes of Jacobi fields.
Definition 3.1 A differentiable map x : (a, b)× (α, β)→M is said to be a variation
of a segment of curve c : (α, β)→ M if c (t) = x (s0, t) for some s0 ∈ (a, b). We will
say that V xs0 is the initial field of x in s = s0 if
V xs0 (t) = dx(s0,t)
(
∂
∂s
)
(s0,t)
=
∂x (s, t)
∂s
∣∣∣∣
(s0,t)
defining a vector field along c.
We will say that x is a geodesic variation if any longitudinal curve of x, that is
cxs = x (s, ·) for s ∈ (a, b), is a geodesic.
If the longitudinal curves cxs : (α, β)→M are regular curves covering segments of
light rays, then x : (a, b)× (α, β)→M is said to be a variation by light rays.
Moreover, a variation by light rays x is said to be a variation by light rays of
γ ∈ N if γ is a longitudinal curve of x.
Notation 3.1 It is possible to identify a given segment of null geodesic γ : (−δ, δ)→
M , with a slight abuse in the notation, to the light ray in N defined by it. So, if
x = x (s, t) is a variation by light rays, we can denote by γxs ⊂M the null pregeodesics
of the variation and also by γxs ∈ N the light rays they define.
Consider a geodesic curve µ (t) in a spacetime (M,g). Given J ∈ Xµ, we will
abbreviate the notation J ′ = DJdt and J
′′ = Ddt
DJ
dt =
D2J
dt2 . We can define the Jacobi
equation by
J ′′ +R (J, µ′)µ′ = 0 (3.1)
where R is the Riemann tensor. We will name the solutions of the equation 3.1 by
Jacobi field along µ. So, the set of Jacobi fields along µ is then defined by
J (µ) = {J ∈ Xµ : J ′′ +R (J, µ′)µ′ = 0} (3.2)
The linearity of Ddt and R provides a vector space structure to J (µ) hence J (µ)
is a vector subspace of Xµ.
The relation between geodesic variations and Jacobi fields is expounded in next
lemma.
Lemma 3.1 If x : (−, )× (−δ, δ)→M is a geodesic variation of a geodesic γ, then
the initial field V x is a Jacobi field along γ.
Proof. See [On83, Lem. 8.3]. 
A Jacobi field along a geodesic γ is fully defined by its initial values at any point
of γ as lemma 3.2 claims, and moreover it also implies that the vector space J (µ) is
isomorphic to TpM × TpM therefore dim (J (γ)) = 2 dim (M) = 2m.
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Lemma 3.2 Let γ be a geodesic in M such that γ (0) = p and u, v ∈ TpM . Then
there exists a only Jacobi field J along γ such that J (0) = u and DJdt (0) = v.
Proof. See [On83, Lem. 8.5]. 
Next lemma characterizes the Jacobi fields of a particular type of variation. This
type will be the general case for the variations by light rays studied below.
Lemma 3.3 Let M be a spacetime, γ : (−δ, δ)→M a geodesic segment, λ : (−, )→
M a curve verifying λ (0) = γ (0), and W (s) a vector field along λ such that W (0) =
γ′ (0). Then the Jacobi field J along γ defined by the geodesic variation
x (s, t) = expλ(s) (tW (s))
verifies that
J (0) = λ′ (0) ,
DJ
dt
(0) =
DW
ds
(0)
Proof. First, the vector ∂x∂s (0, 0) is the tangent vector of the curve x (s, 0) in
s = 0, and since x (s, 0) = expλ(s) (0 ·W (s)) = expλ(s) (0) = λ (s), then we have
J (0) =
∂x
∂s
(0, 0) =
dλ
ds
(0) = λ′ (0)
On the other hand, Dds
∂x
∂t (0, 0) is the covariant derivative of the vector field
∂x
∂t (s, 0) =
W (s) for s = 0 along the curve x (s, 0) = λ (s). Then
DJ
dt
(0) =
D
dt
∂x
∂s
(0, 0) =
D
ds
∂x
∂t
(0, 0) =
DW
ds
(0) .
as required. 
Remark 3.1 It can be observed that given a geodesic variation x = x (s, t) such that
J is the corresponding Jacobi field at s = 0, if we change the geodesic parameters such
that x (s, τ) = x (s, aτ + b) for a > 0 and b ∈ R, then the Jacobi field J of x at s = 0
verify J = J . This implies that changing the geodesic parameter does not modify the
Jacobi field as a geometric object.
Proposition 3.2 Given a geodesic γ in (M,g) and a Jacobi field J ∈ J (γ) along γ,
then g (J (t) , γ′ (t)) = a+ bt is verified.
Proof. It is trivial deriving g (J (t) , γ′ (t)) twice with respect to t. 
141
A. Bautista, A. Ibort, J. Lafuente The contact structure in the space of light rays
Remark 3.2 Observe the following fact that we will need later. Given a differentiable
curve v : I → TM , the information contained in the tangent vector v′ (s0) ∈ TTM
coincides with the one in the covariant derivative of v as vector field along its base
curve in M . That is, from v′ (s0) it is possible to determine the vectors α′ (s0) and
the covariant derivative Dvds (s0) along α, where α = pi
TM
M ◦ v, and vice–versa.
It is possible to identify any tangent vector ξ ∈ TTM with a Jacobi field along
the geodesic γ defined by the exponential of the vector u = piTTMTM (ξ) ∈ TM .
Proposition 3.3 Given a vector u0 ∈ TpM and consider the geodesic γu0 defined
by γu0 (t) = expp (tu0). Let u : (−δ, δ) → TM be a differentiable curve such that
u (0) = u0 and u
′ (0) = ξ. If J ∈ J (γu0) is the Jacobi field of the geodesic variation
given by x (s, t) = expα(s) (tu (s)) where α = pi
TM
M ◦ u, then the map
ζ : Tu0TM → J (γu0)
ξ 7→ J
is a well–defined linear isomorphism.
Proof. Let ui : (−δi, δi) → TM be differentiable curves such that ui (0) =
u0 and u
′
i (0) = ξ for i = 1, 2, and consider the geodesic variations xi (si, t) =
expα(si) (tui (si)). First, observe that for every ξ ∈ Tu0TM , remark 3.2 and lemma
3.3 imply that ξ defines unambiguously the initial values of the Jacobi field of x at
s = 0. So ζ is well–defined.
The linearity of ζ is straightforward using remark 3.2.
Finally, if ξ ∈ TM such that ζ (ξ) = 0 then, in virtue of lemmas 3.3 and remark
3.2, we have that ξ = 0. This implies that ζ is injective, but since dim (J (γu0)) =
dim (Tu0TM) = 2m then we conclude that ζ is an isomorphism. 
Now, we will focus on the variations by light rays and the Jacobi fields they define.
Fix a null geodesic γ ∈ N and assume that x (s, t) is a variation by light rays of
γ = γx0 ∈ N in such a way that J (t) = V x0 (t) is the Jacobi field over γ corresponding
to the initial field of x and ∂xdt (s, t) = (γ
x
s )
′
(t). Since x is a variation by light rays,
then it provides that g
(
(γxs )
′
(t) , (γxs )
′
(t)
)
= 0 for all (s, t) in the domain of x, hence
0 =
∂
∂s
∣∣∣∣
(0,t)
g
(
(γxs )
′
(t) , (γxs )
′
(t)
)
= 2g
(
D
ds
∣∣∣∣
(0,t)
∂x
dt
(s, t) ,
∂x
dt
(0, t)
)
=
= 2g
(
D
dt
∣∣∣∣
(0,t)
∂x
ds
(s, t) ,
∂x
dt
(0, t)
)
=
∂
∂t
∣∣∣∣
(0,t)
g
(
V xs (t) , (γ
x
s )
′
(t)
)
=
=
∂
∂t
∣∣∣∣
t
g (V x (t) , γ′ (t)) =
∂
∂t
∣∣∣∣
t
g (J (t) , γ′ (t))
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then the variations by light rays of a null geodesic γ verify that their Jacobi fields J
fulfil
g (J (t) , γ′ (t)) = c
with c ∈ R constant. Then, we define the set of Jacobi fields of variations by light
rays by
JL (γ) = {J ∈ J (γ) : g (J, γ′) = c constant}
Since g is bilinear then JL (γ) is a vector subspace of J (γ) verifying dim (JL (γ)) =
2dim (M)− 1 = 2m− 1.
Now, we define one–dimensional subspaces of J (γ) given by
Ĵ0 (γ) = {J (t) = btγ′ (t) : b ∈ R} , Ĵ ′0 (γ) = {J (t) = aγ′ (t) : a ∈ R} .
It is trivial to see that Ĵ0 (γ) ⊂ JL (γ) and Ĵ ′0 (γ) ⊂ JL (γ).
If J ∈ Ĵ0 (γ) ∩ Ĵ ′0 (γ), then its initial values must verify{
J (0) = 0
J ′ (0) = bγ′ (0) and
{
J (0) = aγ′ (0)
J ′ (0) = 0
then a = b = 0 and therefore Ĵ0 (γ) ∩ Ĵ ′0 (γ) = {0}. So, we can define the direct
product
J0 (γ) = Ĵ0 (γ)⊕ Ĵ ′0 (γ) = {J (t) = (a+ bt) γ′ (t) : a, b ∈ R}
being the vector subspace of Jacobi fields proportional to γ′ and verifying dim (J0 (γ)) =
2.
Now, we can define the quotient vector space
L (γ) = JL (γ) /J0 (γ) = {[J ] : K ∈ [J ]⇔ K = J + J0 such that J0 ∈ J0 (γ)}
whose dimension is dim (L (γ)) = dim (JL (γ)) − dim (J0 (γ)) = 2dim (M) − 3. The
elements of L (γ) will be denoted by [J ] ≡ J (modγ′) and we will say that K =
J (modγ′) when [K] = [J ].
Next lemma claims that there exist a change of parameter such that any variation
by light rays can be transformed in a geodesic variation by light rays. So, lemma 3.1
can be used.
Lemma 3.4 Let x = x (s, t) be a variation by light rays in (M, C) such that γs (t) =
x (s, t) defines its light rays. Fixed any metric g ∈ C then there exists a differentiable
function h = h (s, τ) such that the light rays parametrized as γs = γs (h (s, τ)) are
null geodesics related to g.
Proof. Since each γs is a segment of light ray then γs = γs (t) is a pregeodesic
related to g. Hence
Dγ′s (t)
dt
=
D
dt
∂x
∂t
(s, t) = f (s, t) γ′s (t)
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where f is differentiable and Ddt denotes the covariant derivative related to g along
γs (t).
It is enough to check that the function h (s, τ) = hs (τ) defined by
h−1s (t) =
∫ t
0
e
∫ x
0
f(s,y)dydx (3.3)
makes of γs = γs ◦ h a null geodesic with respect to the metric g. 
Lemma 3.5 shows that any differentiable curve Γ ⊂ N defines a variation by light
rays x such that the longitudinal curves of x corresponds to points in Γ. This variation
is not unique by construction.
Lemma 3.5 Given a differentiable curve Γ : I → N such that 0 ∈ I and Γ (s) =
γs ⊂M , then there exists a variation by light rays x : (−, )× (−δ, δ)→M verifying
x (s, t) = γs (t)
for all (s, t) ∈ (−, )× (−δ, δ). Moreover, the variation x can be written as
x (s, t) = exp
piN+M (v(s))
(tv (s))
where v : (−, )→ N+ (C) is a differentiable curve.
Proof. Consider the restriction pi = piN
+
PN
∣∣∣
N+(C)
: N+ (C) → PN (C) and the
diffeomorphism σ : PN (C) → U in the diagram 2.2, where U ⊂ N and V ⊂ M are
open such that V is globally hyperbolic and C ⊂ V is a Cauchy surface of V and
moreover γ0 ∈ U , in such a way the following diagram arise
PN (C) U
N+ (C)
σ
σ ◦ pipi
(3.4)
Also consider the canonical projection piN
+
M : N+ → M and the exponential map
exp : (−δ, δ) × N+ → M defined by exp (t, v) = exp
piN+M (v)
(tv). Fix  > 0 such
that Γ (s) ∈ U for all s ∈ (−, ) and let z : PN (C) → N+ (C) be a section of pi
that, without restriction of generality, can be considered a global section due to the
locality of pi. Naming v (s) = z ◦ σ−1 ◦ Γ (s) for s ∈ (−, ), then we can define a
variation x : (−, ) × (−δ, δ) → M by x (s, t) = exp (t, v (s)) = exp
piN+M (v(s))
(tv (s)).
By construction as a composition of differentiable maps, x is differentiable. Moreover,
since v (s) is the initial vector of the geodesic γxs defined by x (s, t) = γ
x
s (t), then
γxs = σ ◦ pi (v (s)) = σ ◦ pi ◦ z ◦ σ−1 ◦ Γ (s) = σ ◦ σ−1 ◦ Γ (s) = Γ (s)
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for all s ∈ (−, ), and the lemma follows. 
Lemma 3.6 Given a variation x : (−, ) × (−δ, δ) → M by light rays such that
x (s, t) = γxs (t), then the curve Γ
x : I → N verifying Γx (s) = γxs is differentiable.
Proof. Let x : (−, ) × (−δ, δ) → M be a variation by light rays such that
γxs (t) = x (s, t). Then the curve
λ (s) = dx(s,0)
(
∂
∂t
)
(s,0)
∈ N+
is clearly differentiable. If pN+ : N+ → N is the submersion of proposition 2.2, then
pN+ ◦ λ : I → N is differentiable in N , by composition of differentiable maps. Since
pN+ ◦ λ (s) = pN+
(
(γxs )
′
(0)
)
= γxs = Γ
x (s) .
then Γx is also differentiable. 
Let us adopt the notation used in lemma 3.6 and call Γx the curve in N defined
by the variation x by light rays such that if x (s, t) = γxs (t) then Γ
x (s) = γxs ∈ N .
Although the variations defined in lemma 3.5 are not unique, lemma 3.7 shows
that all they define the same Jacobi field except by a term in the direction of γ′.
Lemma 3.7 Let x : I ×H →M and x : I ×H →M be variations by light rays such
that Γx (s) = γxs and Γ
x (s) = γxs with γ
x
0 = γ
x
0 = γ ∈ N . Let us denote by J and J
the Jacobi fields over γ of x and x respectively. If Γx = Γx then J = J (modγ′).
Proof. We have that x (s, t) = γxs (t) and x (s, τ) = γ
x
s (τ). By lemma 3.4, we
can assume without any lack of generality, that γxs are null geodesics for the metric
g ∈ C giving new parameters if necessary. If Γx = Γx then γxs = γxs for all s ∈ I. Then
there exist a differentiable function hs (t) = h (s, t) such that x (s, t) = x (s, h (s, t)).
Hence we have that
∂x (s, t)
∂s
=
∂x (s, h (s, t))
∂s
+
∂h (s, t)
∂s
· ∂x (s, h (s, t))
∂τ
then if s = 0
J (t) = J (h (0, t)) +
∂h
∂s
(0, t) · γ′ (t)
therefore J = J (modγ′). 
We can wonder how a Jacobi field changes when another metric of the same
conformal class is considered in M . The following result shows it with a proof similar
to the one of lemma 3.7.
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Lemma 3.8 Let x : I × H → M be a variation by light rays of γ = x (0, ·). If
J ∈ JL (γ) is the Jacobi field of x along γ related to the metric g ∈ C, then the Jacobi
field J of x along γ related to another metric g ∈ C verifies
J = J (modγ′) .
Proof. Let x : I×H →M be a variation by light rays of γ where x (s, t) = γs (t)
with γ = γ0. By lemma 3.4, we can assume that γs is null geodesic related to the
metric g and there exists changes of parameters hs : H → H such that γs (τ) =
γs (hs (τ)) are null geodesics related to g ∈ C for all s ∈ I and where h (s, τ) = hs (τ)
is a differentiable function. So, we consider that J ∈ JL (γ) is the Jacobi field of x
along γ and J ∈ J L (γ) is the one of x. Then x (s, τ) = x (s, hs (τ)) and we have that
J (τ) =
∂x (s, τ)
∂s
∣∣∣∣
(0,τ)
=
∂x (s, hs (τ))
∂s
∣∣∣∣
(0,τ)
=
=
∂x
∂s
(0, h0 (τ)) +
∂h
∂s
(0, τ)
∂x
∂t
(0, h0 (τ)) = J (h0 (τ)) +
∂h
∂s
(0, τ) γ′ (h0 (τ))
therefore J = J (modγ′). 
Lemma 3.9 Given two variations by light rays x : I ×H →M and x : I ×H →M
such that Γx (0) = Γx (0) = γ. Let us denote by J and J their corresponding Jacobi
fields at 0 ∈ I and 0 ∈ I of x and x respectively. If (Γx)′ (0) = (Γx)′ (0) then
J = J (modγ′).
Proof. Due to we want to compare the Jacobi fields J and J on γ, we can assume
without any lack of generality that x as well as x provide the same geodesic parameter
for γ, then by lemmas 3.5 and 3.7, we can consider that x (s, t) = expα(s) (tu (s)) and
x (r, t) = expα(r) (tu (r)) where u = u (0) = u (0) and also p = α (0) = α (0).
Moreover, we can assume the diagram 3.4 holds.
Since (Γx)
′
(0) =
(
Γx
)′
(0) then we have
dσ[v(0)] ◦ dpiv(0) (v′ (0)) = dσ[v(0)] ◦ dpiv(0) (v′ (0))⇔ dpiv(0) (v′ (0)) = dpiv(0) (v′ (0))
Observe that [v (0)] = [v (0)] and thus, dpiv(0) = dpiv(0), and its kernel is the subspace
generated by the tangent vector at s = 0 of the curve c (s) = esv (0), hence
v′ (0) = v′ (0) + µc′ (0) (3.5)
with µ ∈ R. By remark 3.2, we have that{
α′ (0) = α′ (0)
Du
ds (0) =
Du
dr (0) + µ
Dc
ds (0)
⇒
{
α′ (0) = α′ (0)
Du
ds (0) =
Du
dr (0) + µγ
′ (0)
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therefore we conclude that J = J (modγ′). 
The differentiable structure ofN has been built in section 2 from the one in PN (C)
where C is a local spacelike Cauchy surface. So, we will identify the tangent space
TγN with some quotient space of JL (γ) via a tangent space of PN (C).
Proposition 3.4 Given ξ ∈ Tγu0N such that Γ′ (0) = ξ for some curve Γ ⊂ N .
Let x = x (s, t) be a variation by light rays of γu0 verifying that Γ
x = Γ such that
J ∈ L (γu0) is the Jacobi field over γu0 of x. If ζ : Tγu0N → L (γu0) is the map
defined by
ζ (ξ) = J
(
modγ′u0
)
then ζ is well–defined and a linear isomorphism.
Proof. By lemma 3.9, ζ is well–defined.
We have seen in section 2 that for a globally hyperbolic open set V ⊂ M such
that C ⊂ V is a smooth local spacelike Cauchy surface, the diagram 2.3 given by
N ⊃ U ' PN (C) ' ΩX (C) ↪→ N+ (C) ↪→ N+ ↪→ TM
holds. Proposition 3.3 shows that ζ : TuTM → J (γu) is a linear isomorphism for
any u ∈ TM .
The idea of the proof is the following. We will restrict ζ from TuTM up to
T[u]PN (C) step by step, identifying the corresponding subspace of J (γu) image of
the map. In the first step we obtain that Tu0N+ → JL (γu0) is a isomorphism. In
the next step we obtain the isomorphism Tu0N+ (C) → S where S ⊂ JL (γu0) is of
the same codimension and transverse (that is, linearly independent) to the vector
subspace Ĵ ′0 (γu0), then S is isomorphic to JL (γu0) /Ĵ ′0 (γu0). Next, we consider the
isomorphism T[u0]PN (C)→ S/
(
S ∩ Ĵ0 (γu0)
)
, but since U ' PN (C), then
Tγu0N → S/
(
S ∩ Ĵ0 (γu0)
)
is an isomorphism.
Recall that we have denoted J0 (γu0) = Ĵ0 (γu0) ⊕ Ĵ ′0 (γu0). Observe that the
linear map q : S → JL (γu0) /J0 (γu0) defined by q (J) = [J ] verifies that
q (J) = [0]⇔ J (t) = (a+ bt) γ′u0 (t)⇔ J ∈ S ∩ Ĵ0 (γu0)
then S/
(
S ∩ Ĵ0 (γu0)
)
is isomorphic to L (γu0) = JL (γu0) /J0 (γu0). This shows that
the map ζ : Tγu0N → L (γu0) = JL (γu0) /J0 (γu0), ξ 7→ [J ], is a linear isomorphism
and the proof is complete. 
Proposition 3.4 allows to see the vectors of the tangent space TγN as Jacobi fields
of variations by light rays. We will use, from now on, this characterization when
working with tangent vectors of N .
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By propositions 2.1 and proposition 3.4, it is clear that the characterization of
TγN as L (γ) does not depends on the representative of the conformal class C.
4. The canonical contact structure in N
In this section, the canonical contact structure on N will be discussed. Such contact
struture is inherited from the kernel of the canonical 1–form of T ∗M and it will be
described by passing the distribution of hyperplanes to TM before pushing it down
to N in virtue of the inclusions of eq. 2.3. The basic elements of symplectic and
contact geometry can be consulted in [Ab87], [Ar89] and [LM87].
4.1. Elements of symplectic geometry in T ∗M
Consider a differentiable manifold M . Its cotangent bundle pi : T ∗M → M carries a
canonical 1–form θ defined pointwise at every α ∈ T ∗M by θα = (dpiα)∗ α. Conse-
quently we have
θα (ξ) =
(
(dpiα)
∗
α
)
(ξ) = α ((dpiα) ξ) (4.1)
for ξ ∈ Tα (T ∗M). In local canonical bundle coordinates (xk, pk), we can write
θ =
m∑
k=1
pkdx
k . (4.2)
The 2–form ω = −dθ, defines a symplectic 2–form in T ∗M , that in the previous local
coordinates takes the form ω =
∑m
k=1 dx
k ∧ dpk.
Now, we want to construct N again, but this time starting from the contangent
bundle T ∗M . Consider again the natural identification provided by the metric g:
ĝ : TM → T ∗M , ξ 7→ g (ξ, ·), and denote by N+∗ the image of the restriction of ĝ to
N+, that is
N+∗ = ĝ
(
N+
)
=
{
α = ĝ (ξ) ∈ T ∗M : ξ ∈ N+}
In an analogous manner as in Sect. 2, define the Euler field E ∈ X (T ∗M) by
E (α) = dc
(
∂
∂t
)
(0) ,
where α ∈ T ∗pM and c : R→ T ∗pM verifies that c (t) = etα. The curve c is an integral
curve of E because
c′ (t) = dc
(
∂
∂t
)
(t) = E (c (t)) .
In the previous coordinates, E can be written as E = pk∂/∂pk. So, for every α ∈ N+∗
the integral curve c (t) = etα is contained in N+∗, therefore E is tangent to N+∗.
Moreover, if ω is the symplectic 2–form of T ∗M it is trivial to see
LEω = iEdω + d (iEω) = d (−θ) = −dθ = ω , (4.3)
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therefore E is a Liouville vector field. In fact, E sometimes is called the Liouville or
Euler–Liouville vector field .
Consider now the Hamiltonian function (again just the kinetic energy) defined by
H : T ∗M → R, α 7→ 12g
(
ĝ−1 (α) , ĝ−1 (α)
)
, defining the Hamiltonian vector field:
XH = g
kipi
∂
∂xk
− 1
2
∂gij
∂xk
pipj
∂
∂pi
Lemma 4.1 Let Xg,∆ ∈ X (TM) be the the geodesic spray and Euler field of TM and
XH , E ∈ X (T ∗M) the Hamiltonian vector field and Euler field of T ∗M respectively.
Then we have that ĝ∗ (∆) = E and ĝ∗ (Xg) = XH .
Proof. If we take any ξ ∈ T ∗M and α = ĝ (ξ), then the integral curve c (t) = etξ
of Euler field ∆ in TM is transformed by ĝ as
ĝ (c (t)) = g (c (t) , ·) = g (etξ, ·) = etg (ξ, ·) = etĝ (ξ) = etα ∈ T ∗M
being an integral curve of Euler field E in T ∗M . Then, for any ξ ∈ T ∗M we have that
ĝ∗ (∆ (ξ)) = E (ĝ (ξ))
is verified, therefore this implies ĝ∗ (∆) = E .
The second relation is obtained easily by taking the pull-back of the identity
iXHω = dH along the map gˆ. 
The following corollary is an immediate consequence of Lemma 4.1 and the con-
struction of N done in section 2.
Corollary 4.1 The space of light rays N of M can be built by the quotient
N = N+∗/D∗
where D∗ is the distribution generated by the vector fields E and XH , that is D∗ =
span {E , XH}.
Lemma 4.1 also shows that the null geodesic defined by α ∈ N∗ coincides to the
null geodesic defined by v ∈ N if and only if ĝ (v) = α, because the first equation has
to be verified. Then we have the following commutative diagram:
N∗ N
N
pN∗
pN
ĝ
(4.4)
Next, we will introduce some basic definitions and results in contact geometry
that we will need later. See [Ar89, Appx. 4] and [LM87, Ch. 5] for more details.
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Definition 4.1 Given a n–dimensional differentiable manifold P , a contact element
in P is a (n− 1)–dimensional subspace Hq ⊂ TqP . The point q ∈ P is called the
contact point of Hq.
We will say that a distribution of hyperplanes H in a differentiable manifold M
is a map H defined in M such that for every q ∈ M we have that H (q) = Hq is a
contact element at q.
Lemma 4.2 Every differentiable distribution of hyperplanes H can be written locally
as the kernel of 1–form.
Proof. See [G08, Lem. 1.1.1] for proof. 
It is clear that if a differentiable distribution of hyperplanes H is defined locally by
the 1–form α ∈ X∗ (P ) then, for every non-vanishing function f ∈ F (P ) the 1–form
fα also defines H since α and fα have the same kernel.
Given a distribution of hyperplanes H we will say that it is maximally non-
integrable if for any locally defined 1-form η such that H = ker η, then dη is non-
degenerate when restricted to H.
Definition 4.2 A contact structure H in a (2n+ 1)–dimensional differentiable man-
ifold P is a maximally non–integrable distribution of hyperplanes. The hyperplanes
Hx ⊂ TxP are called contact elements. If there exists a globally defined 1-form η
defining H, i.e., H = ker η, we will say that H is a cooriented contact structure and
we will say that η is a contact form.
An equivalent way to determine if a distribution of hyperplanes H determines a
contact structure is provided by the following result (see also [Ar89] and [Ca01]).
Lemma 4.3 Let H be a distribution of hyperplanes in P locally defined as H =
ker (η), then dη|H is non–degenerated if and only if η ∧ (dη)n 6= 0.
Proof. See [Ca01, Prop. 10.3] for proof. 
Lemma 4.4 If α is a contact form in P , then fα is also a contact form for every
non–vanishing differentiable function f ∈ F (P ).
Proof. See [LM87, Sect. V.4.1]. 
4.2. Constructing the contact structure of N
Consider the tautological 1–form θ ∈ X∗ (T ∗M). The diffeomorphism ĝ : TM → T ∗M
allows to carry away θ to TM by pull–back. Let piTMM : TM →M and piT
∗M
M : T
∗M →
M be the canonical projections, since piTMM = pi
T∗M
M ◦ ĝ, then it is verified(
dpiTMM
)
v
(ξ) =
(
dpiT
∗M
M
)
ĝ(v)
(ĝ∗ (ξ))
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for all ξ ∈ TvTM . If we define
θg = ĝ
∗θ (4.5)
then, using the expression 4.1, if ξ ∈ TvTM we have
(θg)v (ξ) = ĝ (v)
((
dpiT
∗M
M
)
ĝ(v)
(ĝ∗ (ξ))
)
= g
(
v,
(
dpiTMM
)
v
(ξ)
)
.
For a given globally hyperbolic open set V ⊂M equipped with coordinates (x1, . . . , xm)
such that v ∈ TV is written as v = vi ∂∂xi , then
(
xi, vi
)
are coordinates in TV . By
expression 4.2, we can write
θg = gijv
idxj .
Let us denote by HTV = ker (θg), that is a distribution of hyperplanes in TV ⊂
TM . This implies that dim
(HTVv ) = 2m− 1 for every v ∈ TV .
As we seen in Sect. 2, we have the chain of inclusions 2.3:
Ω ↪→ N+ (C) ↪→ N+ (V ) ↪→ TV (4.6)
where Ω = ΩT (C) = {v ∈ N+ | g(v, T ) = −1} for a non-vanishing timelike vector field
T . Observer taht if v ∈ Ω is the representative of the class of equivalence [v] ∈ PN(C),
then clearly the following maps
Ω −→ PN(C) −→ U ⊂ N
v 7→ [v] 7→ γv (4.7)
are diffeomorphisms.
Then, we will see that the pullback of θg by the inclusion Ω ↪→ TV defines a
1–form θg|ΩX(C), and therefore a distribution of hyperplanes, in Ω. This 1–form and
its kernel can be extended from U ⊂ N obtaining the 1–form θ0 looked for.
To obtain a suitable formula of θ0 we will proceed projecting the distribution of
hyperplanes in TM up to ΩX (C) step by step.
First, observe that the restriction of HTV to TN+ (V ), denoted by HN+(V ), is
again a distribution of hyperplanes. Indeed, if c : (−, )→ N+ (V ) is a differentiable
curve such that  α (s) = pi
N+
M (c (s)) is a timelike curve
v = c (0) ∈ N+ (V )
ξ = c′ (0) ∈ TvN+ (V )
then
θg (ξ) = g (v, α
′ (0)) 6= 0
since v is null and α′ (0) timelike. This implies that ξ /∈ HTVv . So, we have that
TvTV = span {ξ} ⊕ HTVv and since span {ξ} ⊂ TvN+ (V ) and HN
+(V )
v = HTVv ∩
TvN+ (V ) then we have that
dim
(
HN+(V )v
)
= 2m− 2
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therefore HN+(V ) is a distribution of hyperplanes in N+ (V ).
The next step is to restrict HN+(V ) to TN+ (C), where C is a Cauchy surface
of V . Again, as done above, if γ : I → M is a null geodesic verifying γ (0) ∈ C
and γ′ (0) = v ∈ N+ (C), since the vector subspace Z = {u ∈ TvM : g (v, u) = 0} is
m − 1–dimensional and v = γ′ (0) ∈ Z, then dim (Z ∩ Tγ(0)C) = m − 2. Hence, we
can pick up a vector η ∈ Tγ(0)C such that Tγ(0)C = span {η} ⊕
(
Z ∩ Tγ(0)C
)
. Now,
we can choose a differentiable curve c : (−, )→ N+ (C) verifying
c (0) = v ∈ N+ (C)
c′ (0) = κ ∈ TvN+ (C)(
dpiN
+
M
)
v
(κ) = λη for λ 6= 0
then
θg (κ) = g
(
v,
(
dpiN
+
M
)
v
(κ)
)
= g (v, λη) 6= 0
because η /∈ Z, and this shows that κ /∈ HN+(V )v . Then TvN+ (V ) = span {κ}⊕HN
+(V )
v
and since span {κ} ⊂ TvN+ (C) and HN
+(C)
v = HN
+(V )
v ∩ TvN+ (C), then it follows
dim
(
HN+(C)v
)
= dim
(
TvN+ (C)
)− 1 = 2m− 3
thus HN+(C) is a distribution of hyperplanes in N+ (C).
It is possible to repeat the previous argument to show that the restriction of
HN+(C) to TΩ defines a distribution of hyperplanes. In fact, consider some η ∈ Tγ(0)C
in the same condition as before and take a differentiable curve c : (−, )→ Ω verifying
c (0) = v ∈ Ω
c′ (0) = κ ∈ TvΩ(
dpiN
+
M
)
v
(κ) = λη for λ 6= 0
then again
θg (κ) = g (v, λη) 6= 0
showing that κ /∈ HN+(C)v . Then TvN+ (C) = span {κ}⊕HN
+(C)
v and since span {κ} ⊂
TvΩ then we have that
dim
(HΩv ) = dim (TvΩ)− 1 = 2m− 4
thus HΩ is a distribution of hyperplanes in Ω ⊂ N+ (C).
By this process of restriction from TV to Ω we have passed HTV ⊂ TTV as a
distribution of hyperplanes HΩ ⊂ TΩ ⊂ TTV . Moreover since HTV = ker (θg) and
HΩ = TΩ ∩HTV then
HΩ = ker (θg|Ω)
152
A. Bautista, A. Ibort, J. Lafuente The contact structure in the space of light rays
where θg|Ω denotes the restriction of θg to Ω. This fact is important in order to show
that HΩ is a contact structure.
Then, using the diffeomorphisms in (4.7), HΩ passes to U ⊂ N as a distribution
of hyperplanes of dimension 2m− 4. Let us denote by H ⊂ TN said distribution.
Proposition 4.1 If U ⊂ N and T ∈ X (M) is a given global non-vanishing timelike
vector field as above, then the distribution of hyperplanes
H (U) = {[J ] ∈ TγU : g (γ′ (0) , J (0)) = 0 with g (γ′ (0) , T ) = −1} (4.8)
is a contact structure.
Proof. Since ω = −dθ, then taking the exterior derivative on θg we obtain
ωg = −dθg , (4.9)
therefore we have
ωg = gijdx
j ∧ dvi + ∂gij
∂xk
vidxj ∧ dxk (4.10)
that clearly shows that ωg is a symplectic 2–form in TM (notice that ω
n
g = det(gij) dx
1∧
· · · ∧ dxn ∧ dv1 ∧ · · · ∧ dvn 6= 0).
Consider two curves un (s) = u
i
n (s)
(
∂
∂xi
)
αn(s)
∈ TM where n = 1, 2 such that
α′n (s) = a
i
n (s)
(
∂
∂xi
)
αn(s)
u′n (s) = a
i
n (s)
(
∂
∂xi
)
un(s)
+
duin
ds (s)
(
∂
∂vi
)
un(s)
and recall that
Dun
ds
=
(
dukn
ds
+ Γkija
i
nu
j
n
)(
∂
∂xk
)
αn
calling D
kun
ds =
dukn
ds +Γ
k
ija
i
nu
j
n the k–th component of
Dun
ds . If u = u1 (0) = u2 (0) and
ξn = u
′
n (0) for n = 1, 2, then we have that:
ωg (ξ1, ξ2) = gija
i
1
Dju2
ds
− gijaj2
Diu1
ds
+
(
gklΓ
l
ji − gjlΓlki +
∂gij
∂xk
− ∂gik
∂xj
)
uiaj1a
k
2 =
= gija
i
1
Dju2
ds
− gijaj2
Diu1
ds
= g
(
α′1 (0) ,
Du2
ds
(0)
)
− g
(
α′2 (0) ,
Du1
ds
(0)
)
.
Since the exterior derivative commutes with the restriction to submanifolds, then
ωg|Ω = − (dθg)|Ω = − d (θg|Ω
)
Proposition 3.3 permit to transmit θg|Ω , ωg|Ω to L (γu) pointwise. Calling θ0 and ω0
the resulting forms, then for [J ] , [J1] , [J2] ∈ L (γu) we have
θ0 ([J ]) = g (γ
′
u (0) , J (0))
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where γu is parametrized such that γ
′
u (0) ∈ Ω, and
ω0 ([J1] , [J2]) = g (J1 (0) , J
′
2 (0))− g (J2 (0) , J ′1 (0)) (4.11)
In order to prove that H is a contact structure, we will show that ω0|H is non–
degenerated. Consider [J1] , [J2] ∈ H, then the initial values of J1 and J2 in expression
4.11 verify
g (Ji (0) , γ
′
u (0)) = 0 ; g (J
′
i (0) , γ
′
u (0)) = 0 . (4.12)
for i = 1, 2, that is Ji (0) , J
′
i (0) ∈ {γ′u}⊥ =
{
v ∈ Tγu(0)M : g (v, γ′u (0)) = 0
}
.
For a given [J1] ∈ H, if ω0 ([J1] , [J2]) = 0 for all [J2] ∈ L (γu), then in particular,
also for [J2] verifying J
′
2 (0) = 0, we have
ω0 ([J1] , [J2]) = 0⇒ g (J2 (0) , J ′1 (0)) = 0
Since J ′1 (0) ∈ {γ′u}⊥, the only vector J ′1 (0) such that g (J2 (0) , J ′1 (0)) = 0 for all
J2 (0) ∈ {γ′u}⊥ is, by definition of {γ′u}⊥, the vector J ′1 (0) = 0 (modγ′u).
On the other hand, for [J2] verifying J2 (0) = 0 we have
ω0 ([J1] , [J2]) = 0⇒ g (J1 (0) , J ′2 (0)) = 0
and again, since J1 (0) ∈ {γ′u}⊥ then the only vector J1 (0) such that g (J1 (0) , J ′2 (0)) =
0 for all J ′2 (0) ∈ {γ′u}⊥ is J1 (0) = 0 (modγ′u).
Thus, the only [J1] ∈ H such that ω0 ([J1] , [J2]) = 0 for all [J2] ∈ H is J1 =
0 (modγ′u), therefore ω0|H is non–degenerated. This shows that H is a contact struc-
ture in N . 
Let us take γ ∈ U ∩ V, since in general ddtg (γ′ (t) , T (γ (t))) 6= 0, then there are
different parameter for γ in order to write H (U) and H (V) as in expression 4.8. If
we consider that γ = γ (t) and γ = γ (τ) are the parametrizations of γ ∈ U ∩ V such
that γ (τ) = γ (aτ + b) verifying
g (γ′ (0) , T ) = −1 ; g (γ′ (0) , T ) = −1 .
By definition of JL (γ), we have that g
(
J (τ) , γ′ (τ)
)
is constant, therefore
g
(
J (0) , γ′ (0)
)
= g
(
J (−b/a) , γ′ (−b/a)) = ag (J (0) , γ′ (0))
as we have seen in remark 3.1, whence since γ (−b/a) = γ (0) we have
g
(
J (−b/a) , γ′ (−b/a)) = 0⇔ g (J (0) , γ′ (0)) = 0
The same argument above is valid to prove that Hγ does not depends on the timelike
vector field used to define Ω, because it only affects to the parametrization of γ. This
shows that Hγ is well defined and does not depends on the neighbourhood used in its
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construction. In addition, using Lemma 3.8, can be shown that this contact structure
does not depend on the auxiliary metric g selected in the conformal class C.
At this point, we may consider a covering {Uδ}δ∈I ⊂ N and, for any δ ∈ I,
consider the local 1–form θδ0 defining the contact structure H as before. If we take a
partition of unity {χδ}δ∈I subordinated to the covering {Uδ}δ∈I then we can define
a global 1–form by:
θ0 ([J ]) =
∑
δ∈I
χδ ([J ]) · θδ0 ([J ])
then the contact structure H is cooriented since θ0 is globally defined and, by Lemma
4.3, remains maximally non-integrable.
In the following section we will provide a slightly more intrinsic construction of the
canonical contact structure on the space of light rays based on symplectic reduction
techniques.
5. The contact structure in N and symplectic reduction
Finally, in this section, we will illustrate the construction of the contact structure in
N in a equivalent but more elegant way as done in section 4.2.
5.1. The coisotropic reduction of N+ and the symplectic structure on the
space of scaled null geodesics Ns
The celebrated Theorem of Marsden–Weinstein [MW74] claims that a 2m–dimensional
symplectic manifold P , in which a Lie group G acts preserving the symplectic form ω
and possessing an equivariant momentum map, can be reduced into another 2(m−r)–
dimensional symplectic manifold Pµ, called the Marsden-Weinstein reduction of P
with respect to µ, under the appropriate conditions where µ is an element in the dual
of the Lie algebra of the group G and r is the dimension of the coadjoint orbit passing
through µ.
The purpose of this section is to show that it is possible to derive the canonical
contact structure on the space of light rays by a judiciously use of Marsden-Weinstein
reduction when the geodesic flow defines an action of the Abelian group R in TM .
However we will choose a different, simpler, however more general path here. Simpler
in the sense that we will not need the full extent of MW reduction theorem, but a
simplified version of it obtained when restricted to scalar momentum maps, but more
general in the sense that it will not be necessary to assume the existence of a group
action. Actually the setting we will be using is a particular instance of the scheme
called generalized symplectic reduction (see for instance [Ca14, Ch.7.3] and references
therein).
The result we are going to obtain is based on the following elementary algebraic
fact. Let (E,ω) be a linear symplectic space. Let W ⊂ E be a linear subspace.
We denote by W⊥ the symplectic orthogonal to W , i.e., W⊥ = {u ∈ E | ω(u,w) =
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0 ,∀w ∈ W}. A subspace W is called coisotropic if W⊥ ⊂ W . It is easy to show
that for any subspace W , dimW + dimW⊥ = dimE. Hence it is obvious that
if H is a linear hyperplane, that is a linear subspace of codimension 1, then H is
coistropic (clearly because ωH is degenerate, then H ∩ H⊥ 6= {0} and because H⊥
is one-dimensional, then H⊥ ⊂ H). Moreover the quotient space H/H⊥ inherits a
canonical symplectic form ω¯ defined by the expression:
ω¯(u1 +H
⊥, u2 +H⊥) = ω(u1, u2) , ∀u1.u2 ∈ H .
The linear result above has a natural geometrical extension:
Theorem 5.1 Let (P, ω) be symplectic manifold and i : S → P be a hypersurface,
i.e., a codimension 1 immersed manifold. Then:
i. The symplectic form ω induces a 1-dimensional distribution K on S, called the
characteristic distribution of ω, defined as Kx = ker i
∗ωx = TxS⊥ ⊂ TxS.
ii. If we denote by K the 1-dimensional foliation defined by the distribution K and
S = S/K has the structure of a quotient manifold, i.e., the canonical projection
map ρ : S → S/K is a submersion, then there exists a unique symplectic form ω¯
on S such that ρ∗ω¯ = i∗ω.
iii. If ω = −dθ and there exists θ¯ a 1-form on S such that ρ∗θ¯ = i∗θ, then ω¯ = −dθ¯.
Proof. The proof of (i) is just the restriction of the algebraic statements above
to W = TxS ⊂ E = TxP .
To proof (ii), notice that a vector tangent to the leaves of K is in the kernel of
i ∗ω, then for any vector field X on S tangent to the leaves of K, i.e, projectable to 0
under ρ, we have iX(i
∗ω) = 0, and LX(i∗ω) = 0, then the 2-form i∗ω is projectable
under ρ.
The statement (iii) is trivial because ρ∗ω¯ = i∗ω = i∗(−dθ) = −di∗θ = −dρ∗θ¯ =
ρ∗(−dθ¯) and ρ is a submersion. 
The previous theorem states that any hypersurface on a symplectic manifold is
coisotropic and that, provided that the quotient space is a manifold, the space of
leaves of its characteristic foliation, inherits a symplectic structure. Such space of
leaves is thus the reduced symplectic manifold we are seeking for and it will be called
the coisotropic reduction of the hypersurface S. In addition to the previous reduction
mechanism, we will also use the following passing to the quotient mechanism for
hyperplane distributions.
Theorem 5.2 Let (P, ω = dθ) be an exact symplectic manifold and pi : P → N be
a submersion on a manifold of dimension dimP − 1 and such that it projects the
hyperplane distribution H = ker θ, that is there exists a hyperplane distribution HN
in N such that for any x ∈ P , pi∗(x)Hx = HNpi(x). Then HN defines a contact structure
on N .
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Proof. Notice that necessarily, kerpi∗(x) = H⊥x and ω induces a symplectic
form ω¯x in H/H
⊥ because Thm. 5.1. Moreover Hx/H⊥x ∼= HNpi(x) and it inherits a
symplectic form ω¯x. Finally, if we pick up a local section σ of the submersion pi; then
the 1-form σ∗θ is such that HN = kerσ∗θ and d(σ∗θ) coincides with the symplectic
form ω¯x when restricted to H
N
x . 
The two previous results, Thm. 5.1 and 5.2, hold the key to understand how the
quotient space N inherits a canonical contact structure. Consider again a spacetime
(M,g) and the canonical identification provided by the metric gˆ : T̂M → T̂ ∗M (which
is just the Legendre transform corresponding to the Lagrangian function Lg(x, v) =
1
2gx(v, v) on TM). As we discussed at the beginning of Sect. 4, Eqs. (4.5), (4.9), we
can pull-back the canonical 1-form θ on T ∗M along gˆ as well the canonical symplectic
structure ω (Sect. 4.1), that is, we obtain:
θg = ĝ
∗θ , ωg = ĝ∗ω = −dθg ,
and (T̂M, ωg) becomes a symplectic manifold. Moreover N+ ⊂ T̂M defines an hyper-
surface, hence by Thm. 5.1 we can construct its coisotropic reduction.
We will denote by Ns the space of equivalence classes of future-oriented null
geodesics that differ by a translation of the parameter. Thus two parametrized
null geodesics γ1(t), γ2(t
′) are equivalent if there exists a real number s such that
γ2(t
′) = γ1(t+s). The equivalence class of null geodesics containing the parametrized
geodesic γ(t) such that γ′(0) = v will be denoted by γv.
Clearly there is a natural projection pi : Ns → N defined as pi(γv) = [γ]. The space
Ns is sometimes called the space of scaled null geodesic and describes equivalence
classes of null geodesics distinguishing different scale parametrizations.
Theorem 5.3 Let (M,g) be a spacetime, then:
i. The characteristic distribution K = kerωg |N+ is generated by the restriction
of the geodesic spray Xg to N+ and N+/K can be identified naturally with the
space of scaled null geodesics Ns.
ii. If M is strongly causal, Ns is a quotient manifold of N+, and it becomes a
symplectic manifold with the canonical reduced symplectic structure obtained by
coisotropic reduction of ωg.
Proof. To prove [i] we just check that ωgv(Xg, Y ) = dLv(Y ) = Yv(L) = 0 for
all Y ∈ Tv(N+) because N+ = L−1(0) where L is the Lagrangian function L (u) =
1
2g (u, u)
Notice that the flow ϕt of the geodesic spray Xg is such that ϕs(γ(t)) = γ(t+ s)
where γ(t) is a parametrized geodesic. Then the quotient N+/K corresponds exactly
to the notion of scaled null geodesic before. We will denote, as before, by ρ : N+ → Ns
the canonical projection and, with the notations above, we get simply that ρ(v) = γv.
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As M is strongly causal, the proof of [ii] mimics the proof of Prop. 2.2. Hence
because [ii] in Thm. 5.1, we conclude that the quotient manifold inherits a canonical
symplectic structure by coisotropic reduction of ωg. 
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ABSTRACT
Here we study the tessellation of H3 by regular right dihedral angled dodecahe-
dra. Any one dodecahedron of the tessellation is a fundamental domain for U,
the orbifold group of the Borromean rings with singular angle 90◦.
A family of planes of the tessellation is defined in such a way that no two
distinct planes in the family intersect. The group U is universal. This means
that given any closed orientable 3-manifold M , there is a finite index subgroup
G of U such that M is homeomorphic to H3/G.
The group U does not leave the family of planes invariant but there is an
index two subgroup D of U that does. The group D is also universal. The
family of planes partitions H3 into components that are convex manifolds with
totally geodesic disconnected boundaries. A consequence of the existence of D is
that any closed orientable 3-manifold can be constructed from the dodecahedra
in any one component.
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1. Introduction
This paper deals with regular and super regular tesselations of E3 and H3. A regular
tesselation is a partition by regular polyhedra, cubes, tetrahedra, octahedra, dodeca-
hedra, or icosahedra, such that any two polyhedra intersect in a face or edge or vertex
of both or not at all. We say that regular tesselation is super regular if it induces reg-
ular tesselations in lower dimensions. For example in E2 the tesselations by squares
or equilateral triangles are super regular but the tesselation by regular hexagons is
not because the edges do not fit together to give a tesselation of a line.
The only regular tesselation of E3 is by cubes and it is easily seen to be super
regular. Let TE be the tesselation of E
3 by 2×2×2 cubes with odd integer coordinate
vertices from now on. The only super regular tesselation of H3 is by regular right
dihedral angled dodecahedra. Let’s call it TH (See [5] and [3] ). Distinct tesselating
planes in a super regular tesselation of E3 or H3 either intersect at right angles or do
not intersect at all.
In this paper we show how to define a large subfamily of planes of the tesselation
TH of H
3 that do not intersect. This family, denoted by Xac, naturally defines
via intersection of half spaces a decomposition of H3 into convex submanifolds with
totally geodesic boundary.
There is a group U, the orbifold group of the Borromean rings with order 4, for
which any one dodecahedron of the tesselation TH is a fundamental domain. The
group U is universal. (See [4] and [2]). This means that given any closed orientable
3–manifold M there is a finite index subgroup G of U such that the quotient space
H3/G is homeomorphic to M . Thus M has the structure of a hyperbolic orbifold,
not manifold, induced by this group G.
The group U does not preserve the set of planes Xac and thus does not act on the
set of convex manifolds into which H3 is partitioned.
The main result of this paper, Theorems 3.1 show that U has an index two sub-
group D that does preserve the set of planes Xac, that does act on the set of convex
manifolds into which H3 is partitioned and is itself universal. A consequence of the
existence of D, Theorem 4.2, is that any closed oriented 3–manifold M can be con-
structed from the dodecahedra in any one of the convex manifolds into which H3 is
decomposed, in a certain way.
The organization of the paper is as follows: in Section 2, we study several sub-
groups of U defined as kernels of homomorphisms of U to abelian groups. And in
Section 2 we define the family of planes Xac such that no two distinct planes in Xac
intersect. It is the family of planes in Xac that gives rise to the partition of H
3 into
convex submanifolds with totally geodesic boundary.
In Section 3 we show that an index two subgroup D of U is universal. As D also
acts on the set of planes Xac we obtain the main theorem of this paper, Theorems 3.1.
In the final section we show (Theorem 4.2) that any closed orientable 3–manifold can
be obtained by pasting together the dodecahedra in one of the convex submanifolds
into which H3 is partitioned by the family of planes in Xac.
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2. The family Xac and various subgroups of U
The group U is the orbifold group of the orbifold (S3, B444), orbifold structure in S
3
with the Borromean rings as singular set with angle 90◦, pictured below in Figure 1.
a
bc
4
4 4
Figure 1: Borromean Rings.
A presentation of U is obtained from the Wirtinger presentation of the fundamen-
tal group of the Borromean rings by adding the branch relations a4, b4, c4. Here is a
presentation of U :
U = 〈a, b, c | a bcbc = bcbc a, a4,
b caca = caca b, b4,
c abab = abab c, c4 〉 (2.1)
The generators a, b, and c arise from the three meridian generators for the three
components of the Borromean rings. We now define some homomorphisms of U by
defining the image of a, b, and c and verifying the relations
α : U −→ Z4 = {0, 1, 2, 3; +}
α(a) = α(b) = α(c) = 1
A := kernel α .
(2.2)
As there are nine conjugacy classes of rotations in U, represented by aj , bj , and
cj ; j = 1, 2, 3, the group A contains no rotations and therefore acts freely on H3.
Similarly
δ : U ⇀ Z2 = {0, 1; +}
δ(a) = 1 δ(b) = δ(c) = 0
D := kernel δ .
(2.3)
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Let SQ be the subgroup of U generated by squares. Then SQ is a normal subgroup
and we define the natural homomorphism γ : U −→ U/SQ. Every element of U/SQ
has order two so U/SQ is abelian and γ factors through the abelianization of U
γ : U −→ U/[U,U] −→ U/SQ . (2.4)
It is clear from the presentation of U that U/[U,U] ∼= Z4 ⊕ Z4 ⊕ Z4 and that
U/SQ ∼= Z2 ⊕ Z2 ⊕ Z2. We write a −→ 100 instead of a −→ (1, 0, 0). Thus
γ(a) = 100, γ(b) = 010, γ(c) = 001 . (2.5)
As the elements of A have even length γ(A) is an order four subgroup
γ(A) = {000, 011, 101, 110}
SQ = kernel γ .
(2.6)
At this point it is useful to reproduce a figure from ([2]). D0 is a regular Euclidean
and hyperbolic dodecahedron in the Klein model for H3. Depicted in Figure 2 are
D0 itself, the intersection of D0 with the positive octant and the axes of rotation for
the generators a, b, and c of U, also labelled a, b, and c. The dodecahedron D0 is a
fundamental domain for U.
a
c
b
a
c
b
Figure 2: The dodecahedron D0.
We need to distinguish three types of pentagons in the tesselation TH , types ac,
ba, and cb. We say a pentagon is of type ac, for example, if one of its edges lies on
an axis of rotation for a rotation conjugate to a and the vertex opposite this edge lies
on an axis of rotation orthogonal to the plane of the pentagon and the corresponding
rotation is conjugate to c. As every pentagon is equivalent to a pentagon in D0
the three types are well defined. In the following we will refer to type a, b, and c
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vertices and type a, b, and c edges. There are no type ca, ab, or bc pentagons. A
“neighborhood” of a c vertex of an ac pentagon contained in a plane of TH consists
of four ac pentagons. The following proposition follows from this.
Proposition 2.1 All the pentagons in a plane of TH are of the same type. 
Thus we may speak of type ac, ba, and cb planes.
Proposition 2.2 The groups A and U act transitively on the axes of a given type
and on the planes of a given type.
Proof. Suppose, for example, Q is an ac plane and pi is a pentagon in Q belonging to
a dodecahedron D. There is an element u ∈ U such that u(D) = D0 and u(pi) lies in
one of the four planes intersecting D0 in its four ac pentagons. The two a rotations
about the a axes intersecting D0 and the b rotation about the b axes intersecting D0
can be used to send any one of these four planes to any other. Transitivity of A on ac
planes follows by composing an element of U with some power of a c rotation about
a c axis perpendicular to Q. 
If Q is an ac plane and G is a subgroup of U we let GQ = {g ∈ G | g(Q) = Q}.
We are particularly interested in UQ and AQ.
Fix Q an ac plane. There are some elements of U that obviously belong to UQ.
1. 180◦ rotations about a axes lying in Q.
2. All rotations about c axes perpendicular to Q.
We define the group REFLQ to be the group generated by type 1 elements.
The axes of type a lying in Q partition Q into convex sets as follows. If x is a
point not lying on any a axis and ` is an a–axes, let H`(x) be the closed half plane in
Q defined by ` that contains x. Then K(x) = ∩H`(x) where the intersection is taken
over all a axes ` lying in Q.
Let K0 be a convex component and let GK0 be the group generated by all rotations
about c axes that intersect K0.
Proposition 2.3 For any g ∈ UQ, g = rv where r ∈ REFLQ and v ∈ GK0 .
Proof. Fix pi0 a pentagon in K0 and let pi1 be an adjacent pentagon in the sense
depicted in Figure 3. That is pi0 and pi1 have edges that intersect an a–axis that we
call ` and the common edge e = pi0 ∩ pi1, is not contained in an axis of rotation.
Let A and B be the c vertices of pi0 and pi1, respectively and let M be the point
` ∩ e.
Now, if g ∈ UQ, let pi2 = g(pi0) and let C be the c vertex of pi2. There is a geodesic
AC in Q that intersects a finite number of a axes `1, . . . , `m is the manner depicted
in Figure 4.
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Figure 3: Adjacent pentagons.
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Figure 4: Geodesic AC.
Let x` = ``∩CA and let Ki be the convex component containing the line segment
xi−1xi; 2 5 i 5 m. Let K1 be the component containing C and K0, as we know, is
the component containing A. Let ri equal 180
◦ rotation in `i. The restriction of ri to
Q is just a reflection in `i. Then ri(Ki) = Ki+1, 1 5 i 5 m − 1 and rm(Km) = K0.
If we let r = rmrm−1 · · · r2r1, then r(pi2) ⊂ K0.
Next we define a graph Γ in K0. The component K0 is naturally tesselated by
octagons formed by joining four pentagons with a common c vertex as depicted in
Figure 5.
The vertices of Γ are the c vertices in K0 and there is an edge between two
vertices whenever the corresponding octagons intersect in a common edge. Using the
convexity of K0, or collapsing K0 onto Γ, we see that Γ is a tree. Let D be the
c–vertex of r(pi2) = rg(A). As there is an edge from A to B there is a path of even
length V0V1V2 · · ·V2n from D to either A or B.
For j odd let cj be the c rotation conjugate to c whose axis intersects K0 in Vj .
Then for k =1, 2, or 3 ck2j−1(V2j−2) = V2j ; 1 5 j 5 n. Let ĉ2j−1 = ck2j−1 where
k is such that ck2j−1(V2j−2) = V2j . Now let h1 = ĉ2n−1 · · · ĉ3ĉ1. Then h1 ∈ GK0
and h1(D) = either A or B. Let h2 ∈ GK0 be a c rotation about A or B such that
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a 
edges
c vertex
adjacent octagons edge
Figure 5: Octagons.
h2h1rg(pi0) equals either pi0 or pi1. Let h = h2h1.
We have shown that given g ∈ UQ there exists r ∈ REFLQ and h ∈ GK0 such
that hrg(pi0) = pi0 or pi1.
If µ ∈ UQ and µ(pi0) = pi0 its restriction to pi0 is the identity as µ preserves the
orientation the a edge of pi0 inherits from ` and µ sends the c vertex A to itself. But
µ cannot be a reflection in H3 as U doesn’t contain reflections so that µ = id on H3
and hrg = identity implies g = r−1h−1. Next we show µ(pi0) = pi1 cannot occur.
If µ(pi0) = pi1 then µ must be a hyperbolic translation as it sends ` to ` and
preserves the orientation of `.
Let E0 and E1 be the dodecahedra of the tesselation TH lying “above the page”
so that pi0 is a face of E0 and pi1 is a face of E1 and so that E0 ∩ E1 is a pentagonal
face of both, call it pi. Then pi lies in a plane orthogonal to Q and pi ∩Q is the edge e
depicted in Figure 3. The a–axis ` is orthogonal to pi so pi must be a type ba pentagon.
There is a type b 90◦ rotation “about the type b edge or axis” of pi sending E0 to E1.
But the element µ also sends E0 to E1 as it sends pi0 to pi1. The dodecahedron E0
is a fundamental domain for U so that we have shown that µ is both a hyperbolic
translation and a 90◦ rotation which is impossible. 
If g ∈ AQ we see that g = rv where r is a product of 180◦ rotations in REFLQ and v
is a product of 90◦ rotations conjugate to c, we write v =
n∏
i=1
c˜i where c˜i is conjugate to
c by writing c˜ic˜ic˜i instead of c˜
−1
i and c˜ic˜i instead of c˜
2
i . Applying the homomorphism
α, α(g) = α(r) +α
( n∏
i=1
c˜i
)
= α(r) + n×α(c). But α(180◦ rotation) = 2 and α(c) = 1
so that α(g) = 0 implies n must be even. We summarize this in a proposition.
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Proposition 2.4 For any g ∈ AQ, g = r
n∏
i=1
c˜i where c˜i is a c–rotation conjugate to
c, r ∈ REFLQ and n is even. 
Proposition 2.5 The homomorphism γ, restricted to AQ is trivial.
Proof. The elements of U/SQ have order 2 so if g = r
n∏
i=1
c˜i with n even as in
Proposition 2.4 then γ(g) = γ(r) + nγ(c) = γ(r) + n · 001 = γ(r) = 000 as REFLQ is
generated by 180◦ rotations which are squares of 90◦ rotations. 
Now we want to define the type of an ac plane which will be an element of the
group γ(A) = {000, 011, 101, 110}. Let P be one of the four planes that intersect D0
(See Figure 2. In the last section, we shall choose which one of the four.), and let Q
be any ac plane. By Proposition 2.2 the group A acts transitively on ac planes so
there is an element a ∈ A such that a(P ) = Q. Define the type of Q, t(Q), to be
γ(a).
Proposition 2.6 The type of Q, t(Q), is well defined.
Proof. If a1(P ) = Q, and a2(P ) = Q then a2a
−1
1 = AQ and by Proposition 2.5
γ(a2a
−1
1 ) equals the identity. 
There are exactly three ways that ac planes can intersect. If P and Q are ac planes
then P ∩Q = P = Q or P ∩Q = ∅ or P ∩Q is an a axis lying in both P and Q. In
this last case, we write P⊥ Q.
Proposition 2.7 If Q1 and Q2 are ac planes with Q1 ⊥ Q2 then t(Q2) = t(Q1)+101.
Proof. Suppose a(P ) = Q1. Let g be a 90
◦ rotation in the a–axis Q1 ∩Q2, and let
c˜ be a 90◦ rotation about any c axis perpendicular to Q2 such that α
(
c˜
)
= (α(g))−1.
Then c˜g ∈ A and c˜ga(P ) = Q2. Thus t(Q2) = γ
(
c˜g
)
+ γ(a) = 101 + t(Q1). 
We are interested in how a, b, and c act on types of ac planes.
Proposition 2.8
t(cQ) = t(Q)
t(bQ) = t(Q) + 011
t(aQ) = t(Q) + 101
t(a2Q) = t(Q) .
(2.7)
Proof. In the first three cases, let c˜ be a 90◦ c rotation about a c axis perpendicular
to the ac planes cQ, bQ, or aQ, respectively and such that α
(
c˜c
)
= 0, α
(
c˜b
)
= 0,
or α
(
c˜a
)
= 0, respectively. Then t(cQ) = t
(
c˜cQ
)
= 000 + t(Q), t(bQ) = t
(
c˜bQ
)
=
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γ
(
c˜b
)
+ t(Q) = 011 + t(Q) and t(aQ) = t
(
c˜aQ
)
= γ
(
c˜a
)
+ t(Q) = 101 + t(Q). The
last case follows immediately from the third case and the fact that the elements of
U/SQ all have order two. 
Now we define Xac to be the family of ac planes of type 000 or type 011.
Proposition 2.9 If Q1 and Q2 belong to Xac then Q1 = Q2 or Q1 ∩Q2 = ∅.
Proof. This follows immediately from Proposition 2.7 and the definition of Xac. 
Theorem 2.1 The group D, the kernel of the homomorphism δ : U⇀ Z2 leaves the
set of planes Xac invariant.
Proof. As the group D is generated by a2, and conjugates of b and c, this follows
easily from Proposition 2.8 and the definition of Xac. 
As distinct planes in Xac do not intersect they define a natural partition of H
3 as
follows:
If the point x does not belong to any plane in Xac and Q is a plane in Xac, then
Q divides H3 into two closed half spaces, one of which contains x, call it HQ(x).
Let K(x) be the intersection of all the HQ(x) for Q ∈ Xac. Then K(x) is a convex,
(therefore simply connected), manifold with boundary. Two distinct K(x)’s either do
not intersect or intersect in a plane of Xac, that is, in a boundary plane of both. The
component K(x) is a manifold with totally geodesic boundary, albeit with infinitely
many boundary components. The component K(x) is naturally tesselated by the
dodecahedra it contains.
Referring to Figure 2, we see that D0 contains four type ac pentagons lying in four
ac planes. Using the fact that 90◦ rotation in a takes one of the “top” ac planes to the
other and that 90◦ rotation in b takes the two “top” ac planes to the two “bottom”
ac planes, we see that these four planes represent the four types. Every dodecahedron
in TH contains four ac pentagons lying in four ac planes, one of each type. This is
true of any dodecahedron in a K(x) so that two of the four pentagons lie in planes
belonging to Xac.
In the next section, we shall show that the group D of Theorem 2.1 is, like U,
universal.
3. The universality of D
The group D is de orbifold group of the double covering (S3,Γ) of the orbifold
(S3, B444) branched over one component of the Borromean rings. A proof of the
universality of D can be obtained from the proof of Theorem 1 in [4] observing that
the link in Figure 1.16 in [4] is the link Γ. But here we follow here a different approach
more convenient for our proposes in next section.
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In this proof we need to make minor changes to the proof that U is universal in
[2] and to analyze that proof more carefully.
In [2] we began with an arbitrary closed orientable 3–manifold M and defined the
series of branched covering space maps in the third row of (3.1) below.
{e} ∞→−→ G0 3→−→ G1 mn→−→ G2 3→−→ G3 27→−→ U
H3 −→ H3/G0 3−1→−→ H3/G1 mn−1→ −→ H3/G2 3→−→ H3/G3 −→ H3/U
M −→ S3 −→ S3 −→ S3 −→ S3
(3.1)
The branch set in the branched covering M ≈ H3/G0 −→ H3/U ≈ S3 was the
Borromean rings (see Figure 1). S3 has the structure of a hyperbolic orbifold with
singular set, the Borromean rings and singular angle 90◦. This hyperbolic orbifold
structure was pulled back to hyperbolic orbifold structures on M and the three other
S3’s and to a hyperbolic manifold structure on H3. The corresponding orbifold groups
and group inclusions and indices are indicated in the first row of (3.1).
In what follows in this chapter, we assume the reader has a copy of [2] available.
We introduce an additional Montesinos move to those depicted in [2] in figures one
through seven of that paper. This move is displayed below in Figure 6.
R
Y B
RRRRY Y
YYYYB
Figure 6: New move.
Using this move we change the left hand side of Figure 11 of [2] to Figure 7 below.
We will not need the right hand side of Figure 11 of [2].
This is the first minor change to the proof in [2].
This has the effect of changing the branch set inside the “peanuts” of Figure 12
of [2] so that they look like Figure 7 above. The proof remains the same, the wording
verbatim, but now the branch set of Figure 16 of [2] is as in Figure 8 below.
The link L in Figure 8 above can be isotoped to the link of Figure 9.
The link L of Figure 9, like the link of Figure 17 of [2] is universal of type {2, 1}.
This means that any closed orientable 3–manifold is a branched cover of S3 with this
link as branch set and the preimage of any meridian disk consists of a disjoint union
of disks each mapped either two to one or one to one to the meridian disk. This link
L is the branch set in S3 = H3/G2 of (3.1).
Now we proceed, as in [2], to obtain a branched covering of the doubled Borromean
rings by composing with a slightly modified rotation h : S3 −→ S3. The difference is
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Figure 7: New “peanut”.
α βδγ
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B
Figure 8: The universal link L.
that this h is four to one whereas the h of [2] was three to one. This is the second
minor change.
To see the reason for these minor changes, we must study the twenty–seven to one
map S3 = H3/G3 −→ H3/U = S3 and the now four to one map S3 = H3/G2 −→
H3/G3 in more detail.
We recall the definition of the twenty–seven to one map defined in [2]. There
is a Euclidean crystallographic group Û with fundamental domain the cube C0 =
{(x, y, z) | −1 5 x, y, z 5 1} pictured below in Figure 10.
The group Û is generated by 180◦ rotations in the axes a, b, and c of Figure 10.
It has a presentation similar to the presentation of U in (2.1). The only difference is
that the branch relations are a2, b2, and c2 as opposed to a4, b4, and c4. Let T be
the homothety of E3 that changes scale by a factor of 3 so that T (C0) is the cube
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Figure 9: The universal link L.
a
b
c
Figure 10: The cube C0.
{(x, y, z) | −3 5 x, y, z 5 3} and let Ĝ = T ÛT−1. Then Ĝ ∼= Û, Ĝ is contained in Û,
and TaT−1 is rotation about the axis (t, 0, 3), −∞ < t <∞, whereas a is a rotation
about (t, 0, 1), −∞ < t <∞. We see that Ĝ is an index 27, non–normal subgroup of
Û, that E3/Ĝ = S3 and that S3 = E3/Ĝ −→ E3/Û = S3 is a twenty–seven to one
irregular branched covering of Euclidean orbifolds. In [2] it is shown that the singular
set is the Borromean rings and singular angle is 180◦.
If we replace the 27 2 × 2 × 2 cubes that tesselate T (G0) by 27 dodecahedra
isometric to D0 and we replace C0 by D0 and we identify pentagonal faces using
hyperbolic isometries instead of Euclidean isometries, we get a twenty–seven to one
irregular branched covering of hyperbolic orbifolds S3 −→ S3. This is the map
H3/G3 −→ H3/U of (3.1).
The preimage of the a component of the Borromean rings is a 5–component link
pictured in T (C0) in Figure 11 below. We have labelled the components a1, . . . , a5.
Consider the component a3. It does not belong to an axis of rotation for Ĝ so a
meridian disc for a3 is mapped one to one in the map E
3 −→ E3/Ĝ. It does belong
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Figure 11: The cube T (C0)
to an axis of rotation for Û so a meridian disc for a3 is mapped two to one in the
map E3 ⇀ E3/Û. It follows that a meridian disc for a3 is mapped two to one in
the branched covering S3 = E3/Ĝ −→ E3/Û = S3. Similar reasoning shows that
meridian discs for a2, a4, and a5 are mapped two to one but meridian discs for a1 are
mapped one to one.
Viewing the twenty–seven to one branched covering as a branched covering of hy-
perbolic orbifolds, the hyperbolic orbifold structure on S3 = H3/U is pulled back to
a hyperbolic orbifold structure on S3 = H3/G3. The singular set is a 15 component
link {a1, . . . , a5, b2, . . . , b5, c1, . . . , c5}. The singular angle is 180◦ on all the compo-
nents except the a1, b1, and c1 components, as the map on meridian discs is two to
one. The singular angle is 90◦ on a1, b1, and c1.
The four to one map H3/G2 −→ H3/G3, which we will shortly describe, will have
only type a components in its branch set. The doubled Borromean rings is the six
component link {a1, a2, b1, b2, c1, c2}. The remaining nine components {a3, . . . , c5} all
have singular angle 180◦. We can now subdivide the axes of rotation in H3 for U into
fifteen types, labelled by their images in H3/G3.
As the nine components {a3, a4, a5, b3, b4, b5, c3, c4, c5} all have singular angle 180◦,
and do not belong to the branch set for H3 −→ H3/G3, any axis of rotation for U of
one of these nine types must be exactly a 2–fold axis for G3, i.e., G3 contains a 180
◦
rotation about such an axis but does not contain the 90◦ rotation about that axis.
As G0 ⊂ G this is true for G0 also.
Next we consider the 4 to 1 irregular branched covering S3 = H3/G2 −→ H3/G3 =
S3 which will be branched over the two a components of the doubled Borromean rings,
a trivial link of two components.
Let D be the unit disc pictured in Figure 12 on the left with distinguished points
A and B. Then D1 in the middle is the double branched covering of D with branch
point B and A1 and A2 in D1 are the two preimages of A. And D2 on the right
is the double branched cover of D1 with branch point A1. The points {A21, A22}
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A A1 A2 A21 A22A1B B1 B2B
Figure 12: Branched coverings.
and {B1, B2} are the preimages of A2 and B, respectively. The composite branched
covering D2 −→ D is an irregular four to one branched covering D to D with branch
set {A,B}. Note that this branched covering when restricted to the boundary is the
usual 4–fold covering space map of S1 to S1. The preimage of a small disk centered
at A is three disks, two of which are mapped in one to one fashion and one of which
is mapped two to one. The preimage of a small disk centered at B is two disks both
of which are mapped two to one.
Crossing the branched covering D2 −→ D2 we have defined with S1 we get a
branched covering S1×D2 −→ S1×D2 whose restriction to S1×S1 is equivalent to(
eiθ, eiψ
) −→ (e4iθ, eiψ). Displaying S3 as the union of two solid tori, this branched
covering space map extends to a four to one branched covering space map S3 −→ S3.
The branch set is the trivial link of two components. The preimage of a regular
neighborhood of one component is three solid tori, two of which are mapped home-
omorphically to the regular neighborhood and one of which is mapped two to one.
The preimage of a regular neighborhood of the other component is two solid tori both
of which are mapped two to one. This four to one branched covering S3 to S3 is
the map H3/G2 = S
3 ⇀ S3 = H3/G3 with branch set the two a components of the
doubled Borromean rings, the set {a1, a2}.
We arrange that a1 is the component whose regular neighborhood has two solid
tori both of which are mapped in two to one fashion. Pulling back the h–orbifold
structure of S3 = H3/G3 to S
3 = H3/G2 we see that, since the singularity was 90
◦
on the a1 component it is 180
◦ on both of the preimage components of a1. Thus,
arguing as in the case of the nine components, if ` is a type a1 axis in H
3, the 180◦
rotation about ` belongs to G2 but the 90
◦ rotation about ` does not. As G0 and G1
are contained in G2 this is also true of those groups.
The a2 component has a singular angle 180
◦ and three components in its preimage,
two of these, call them a22 and a23 inherit singular angles of 180
◦ and in one of them,
call it a21, the singularity disappears.
Axes of rotation for U are labelled by their images in H3/G2, H
3/G3, and H
3/U.
The main fact here is that all the type a components in H3/G2 do not belong to the
branch set of the branched covering H3 −→ H3/G2. So that if an a type axis in H3
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is mapped to a link component ajk in H
3/G2 the type of axis in H
3 for G2, 4–fold,
2–fold or not an axis of rotation for G2 is determined by the singularity angle of ajk,
90◦, 180◦, or not a singularity, respectively. As the axes of type a1, a3, a4, a5, a22,
and a23 all correspond to 180
◦ singularities, every one of these axes is a 2–fold axis for
G2 and also, as there is no a–branching for H
3 −→ H3/G0 = M3 −→ S3 = H3/G2,
they are also 2–fold axes for G0 and G1. All axes of type a21 are not axes of rotation
for G2, G1, or G0. We summarize this is a proposition.
Proposition 3.1 Every type a axis of rotation for U is a 2–fold axis of rotation for
G2, G1 and for G0 except the type a axes of subtype a21. The a axes of subtype a21
are not axes of rotation for G0, G1, or G2. 
Corollary 3.1 The group G0 contains no type a 90
◦ rotations. 
As G0 ⊂ G1 and H3/G1 is S3 it follows from a theorem of Armstrong (See [1])
that G1 is generated by rotations. But the group D contains every type b and every
type c rotation and every type a 180◦ rotation. It follows that D contains G1 and
therefore D contains G0. Therefore the group D is universal.
It was shown in Section 2 that the group D preserved the set of ac planes Xac.
We summarize this in a theorem.
Theorem 3.1 The index two subgroup D of U is universal and acts on the set of
ac planes Xac thus preserving the decomposition of H
3 into convex manifolds with
totally geodesic boundary. 
In the next section, we make further observations and draw conclusions.
4. Constructing 3–manifolds
In this section we show that every ac plane in Xac contains an a–axis that is the axis
for a 180◦ rotation in G0.
Focusing on the type a axes, we recall that there are five preimages of the a
component of the Borromean rings in the covering S3 = H3/G3 −→ H3/U = S3,
denoted a1, a2, a3, a4, a5 (See Figure 11). This induces a subclassification of the
a axes in H3 according to their image in H3/G3. The map from a meridian disk
to a1, a2, a3, a4, or a5 to a meridian disk for the a component of the Borromean
rings is two to one on a2, a3, a4, and a5 and one to one on a1. It follows that the
singularity in the hyperbolic orbifold H3/G2 is 180
◦ on the a2, a3, a4, a5 components
and 90◦ on the a1 component. As a3, a4, and a5 do not belong to the branch set
of H3/G0 = M −→ H3/G3 = S3 every a3, a4, or a5 axis in H3 is a 2–fold axis of
rotation for G0, the a1 and a2 components are the branch set for the four to one map
S3 = H3/G2 −→ H3/G3 = S3. As this map is two to one on a meridian disk to
either of the two components in the preimage of the a1 component, the singular angle
is 180◦ in either of the two a1 components of the hyperbolic orbifold H3/G2. As in
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the cases of a3, a4, and a5, this implies that every a1 axis in H
3 is a 2–fold axis for
G0. The a2 axes remain to be investigated.
The preimage of a2 in H
3/G2 = S
3 −→ H3/G3 = S3 consists of three components
a21, a22, and a23. Two of these, say a22 and a23, have meridian disks that are mapped
one to one and the other, a21, has a meridian disk that is mapped two to one. It
follows that the singularity is 180◦ on a22 and a23 in H3/G2 and there is no singularity
on the a21 component. As before a subclassification on type a2 axes in H
3 is induced,
according to their image in H3/G2 and axes of type a22 and a23 are 2–fold axes for
G0. But axes of type a21 are not axes of rotation for G0.
Now, as there is only one a21 component in H
3/G2 the group G2 acts transitively
on the a21 components in H
3 and, as G2 ⊂ D, the group G2 leaves Xac and Xcac
invariant.
Fix `, an a21 axis in H
3. There are two ac planes whose intersection is `. We shall
shortly show that one of these planes, call it Q1, contains an a1 axis. The other plane
is denoted by Q2.
Recall that there are four choices for the plane P , the four planes that intersect
D0, and that these planes are permuted among themselves by type a rotations and
type b rotations. It follows that we may choose P so that the type of Q1 is 000. We
now do this. Then Q1 belongs to Xac and Q2 belongs to the complement of Xac.
Let m be any other a21 axis in H
3 and let g(`) = m for some g ∈ G2. Let
Q˜1 = g(Q1) and Q˜2 = g(Q2). Then since g preserves type a1 axes and type a21 axes
it follows that Q˜1 belongs to Xac and Q˜1 contains a type a1 axis. Thus, first choosing
` and then choosing P we obtain the result that every plane in Xac that contains
an a21 axis also contains an a1 axis. Next we indicate how to choose ` so that Q1
contains both a21 and a1 axes.
We study the branched covering S3 = H3/G3 −→ H3/U. We use Euclidean
coordinates for the 27 dodecahedra into which H3/G3 is tesselated. Thus these 27
dodecahedra correspond to the 27 2×2×2 cubes with odd integer vertex coordinates
into which the fundamental domain for Ĝ is partitioned, = {(x, y, z) | −3 5 x, y, z 5
3}. Below in Figure 13 we have pictured {(x, y, z) | −1 5 x 5 1 and − 3 5 y, z 5 3}.
Let β(t) =
(
1
2 , t, 3
)
=
(
1
2 ,−t, 3
)
; −2 5 t 5 0 and let D = {(x, y, z) | −2 110 5 y 5
2 110 , x =
1
2 , 2
9
10 5 z 5 3
}
.
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Figure 13: 9 2× 2× 2 cubes.
The first step in constructing the four to one branched covering H3/G2 = S
3 −→
S3 = H3/G3 is to construct the two to one covering of H
3/G3 with branch set a1.
The component a1 is the trivial knot in S
3 = H3/G3. The double branched covering
can be obtained from the union of
{
(x, y, z) | −3 5 x, y, z 5 3} and its image under
180◦ rotation in the axis (t, 0, 3), that is to say the set
{
(x, y, z) | −3 5 x, y, z 5 9}
with the appropriate identifications on the boundary. The group corresponding to
this double branched covering is G3 ∩ D. The restriction of this double branched
covering to D and its preimage is illustrated in Figure 14, together with singularity
angle and the arc β. The points A1 and A2 are sent to A and B is sent to B under
180º 90º
180º180º180º
A2
B
A1
A
B
β
Figure 14: Doble branch covering.
the two to one branched covering map. The two to one branched covering H3/G2 to
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H3/G3 ∩D will be branched over the A1 component. Thus the lift of the arc β to
H3 lies in a plane of the tesselation and connects an a1 axis to an a21 axis. We let `
be this a21 axis. So now we have the following proposition.
Proposition 4.1 Every plane in Xac contains a 2–fold axis of rotation for the group
G0. 
The set of planes Xac decomposes H
3 into components that are convex manifolds
with boundary, each component having infinitely many boundary components. Let
K? be one such component. If D is any dodecahedron in TH , let A be its center and
let B be the center of any dodecahedron in K0. Then the geodesic AB intersects the
set of planes Xac in finitely many points xi = Qi ∩AB, 1 5 i 5 m, where the points
xi are in order on [A,B]. Let x0 = A and xM+1 = B and let Ki be the component
containing the segment [xi−1, xi]. (See Figure 15.)
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Figure 15: The geodesic AB.
Then if rj is any 2–fold rotation in plane Qj we have that rj(Kj) = Kj+1 and the
product rm · · · r2r1 sends K1 to K?, and D to a dodecahedron in K?. We summarize
this in a theorem.
Theorem 4.1 Given any dodecahedron D in TH , there is an element g ∈ G0 such
that g is a product of type a 180◦ rotations in G0 and g(D) belongs to K?. 
Corollary 4.1 Given a closed orientable 3-manifold M there exits a finite index sub-
group G in D, with a fundamental domain contained in any one component K, such
that H3/G = M . 
The idea here is that any closed oriented 3–manifold can be constructed from
the dodecahedra in a convex component K?. The components such as K? have very
special structure. They are tesselated by dodecahedra, each dodecahedron having two
pentagonal faces in the boundary. They are convex, and therefore simply connected.
They are naturally cubulated spaces.
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1. Introduction and Preliminaries
A natural extension of the definition of compact Riemann surfaces, a concept that
implies orientable and unbordered surfaces, is to allow dianalytic transition functions.
This leads to surfaces that may be bordered and, or, non-orientable, endowed with a
dianalytic structure. These surfaces are called Klein surfaces.
In this work we consider surfaces with non-empty boundary. These surfaces were
already considered by F. Klein. For modern references on them, see [1] and [5].
Klein surfaces are determined topologically by three data, the topological genus g,
the number of boundary components k > 0, and α = 2 or 1, according to whether the
surface is orientable or not. Then p = αg+k−1 is the algebraic genus of the surface.
If p ≥ 2 the automorphism group of the surface is finite, and its order is bounded
above by 12(p− 1).
A major problem is to determine the groups acting on surfaces of a given topo-
logical type. This has been solved for orientable surfaces of topological genus 0 in
[3] and for surfaces with connected boundary, that is to say k = 1, in Chapter 5 of
[5]. We deal here with the next feasible step, which are the orientable surfaces of
topological genus g = 2. Since there are a lot of groups acting on them, and for such
a given group G we need to determine the values of k such that G acts on a surface
with k boundary components, we restrict ourselves here to Abelian groups and refer
the non-Abelian groups to a sequel of this paper.
In the study of Klein surfaces and their automorphism groups the non-Euclidean
crystallographic groups (NEC groups in short) play an essential role. An NEC group
Γ is a discrete subgroup of G (the full group of isometries of the hyperbolic plane H)
with compact quotient H/Γ. For a Klein surface X with p ≥ 2 there exists an NEC
group Γ, such that X = H/Γ, [12].
A finite group G of order N is an automorphism group of a Klein surface X = H/Γ
if and only if there exists an NEC group Λ such that Γ is a normal subgroup of Λ with
index N and G = Λ/Γ. If G is a finite group there exists a bordered Klein surface X
such that G is an automorphism group of X, [11].
First, we give some preliminaries about NEC groups and Klein surfaces.
An NEC group Γ is a discrete subgroup of isometries of the hyperbolic plane H,
including orientation-reversing elements, with compact quotient X = H/Γ. Each
NEC group Γ has associated a signature [10]:
σ(Γ) = (g,±, [m1, . . . ,mr], {(ni,1, . . . , ni,si), i = 1, . . . k}), (1.1)
where g, k, r, mi, ni,j are integers verifying g, k, r ≥ 0, mi, ni,j ≥ 2. The numbers mi
are the proper periods. The brackets (ni,1, . . . , ni,si) are the period-cycles. Numbers
ni,j are the periods of the period-cycle (ni,1, . . . , ni,si), also called link-periods. We
will denote by [−], (−) and {−} the cases when r = 0, si = 0 and k = 0, respec-
tively. When a proper period or link-period t is repeated rt times we will write t
rt .
Analogously (−)s means s empty period-cycles.
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The signature determines a presentation of Γ, [13], given by the following genera-
tors:
xi i = 1, . . . , r;
ei i = 1, . . . , k;
ci,j i = 1, . . . , k; j = 0, . . . , si;
ai, bi i = 1, . . . , g; (if σ has sign “ + ”);
di i = 1, . . . , g; (if σ has sign “− ”).
submitted to the following relations:
xmii = 1; i = 1, . . . , r;
c2i,j−1 = c
2
i,j = (ci,j−1ci,j)
ni,j = 1 i = 1, . . . , k; j = 1, . . . , si;
e−1i ci,0eici,si = 1; i = 1, . . . , k;∏r
i=1 xi
∏k
i=1 ei
∏g
i=1(aibia
−1
i b
−1
i ) = 1; (if σ has sign “ + ”);∏r
i=1 xi
∏k
i=1 ei
∏g
i=1 d
2
i = 1; (if σ has sign “− ”).
The isometries xi are elliptic, ei, ai, bi are hyperbolic, ci,j are reflections and di
are glide-reflections.
Every NEC group Γ with signature (1.1) has associated a fundamental region
whose area µ(Γ), called area of the group, is
µ(Γ) = 2pi
αg + k − 2 + r∑
i=1
(
1− 1
mi
)
+
1
2
k∑
i=1
si∑
j=1
(
1− 1
ni,j
) , (1.2)
with α = 2 or 1 according to the sign be “+” or “-”. An NEC group with signature
(1.1) actually exists if and only if the right hand side of (1.2) is greater than 0.
We denote by |Γ| the expression µ(Γ)/2pi and call it the reduced area of Γ.
If Γ is a subgroup of an NEC group Γ′ of finite index N , then also Γ is an NEC
group and the following Riemann-Hurwitz formula holds:
µ(Γ) = Nµ(Γ′). (1.3)
Let X be a Klein surface of topological genus g with k > 0 boundary components.
Then by [12] there exists an NEC group Γ with signature
σ(Γ) = (g,±, [−], {(−), k. . ., (−)}),
such that X = H/Γ. The sign is “+” or “-” according to X be orientable or not. An
NEC group with this signature is called a bordered surface group.
For each automorphism group G of a surface X = H/Γ of algebraic genus p ≥ 2
there exists an NEC group Λ such that G = Λ/Γ where Γ ⊂ Λ ⊂ NG , [11], and NG
denotes the normalizer of Γ in the group G, the full group of isometries of H.
We recall that the signature of Λ must contain an empty period-cycle or a period-
cycle with two consecutive link-periods equal to 2, see [6].
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2. The groups of automorphisms
In this paper we obtain the Abelian groups of automorphisms of compact orientable
Klein surfaces of topological genus 2. The corresponding result for genus 0 was ob-
tained by Bujalance in [3]. In that work he made use of the following result which
relates bordered and unbordered surfaces, see [9, Theorem D].
Proposition 2.1 Let X be a bordered Klein surface. Then it is possible to embed X
in a Klein surface X∗ without boundary of the same topological genus, so that every
automorphism of X extends to an automorphism of X∗.
By using this result, our starting point is the list of orientation-preserving auto-
morphism groups of compact Riemann surfaces of genus 2 which was obtained by
Broughton in [2]. The list of Abelian groups is the following: C2, C3, C4, C2 × C2,
C5, C6, C8, C10 and C2 × C6, where Cn denotes the cyclic group or order n.
The second step is to consider automorphism groups including orientation-revers-
ing involutions, called symmetries. Bujalance and Singerman obtained in [7] the full
automorphism group of all Riemann surfaces of genus 2 admitting symmetries. Their
list provides new groups to be considered. Precisely, the groups C2 × C2 × C2, and
besides C2 × C4 and C12, which are subgroups respectively of C2 ×D4 and D12.
Finally, it is necessary to consider groups including orientation-reversing automor-
phisms but not symmetries. However, the unique such group is C4, see [4], and so no
new group appears.
In the following sections we consider each of these twelve groups and we obtain
for which values of k they act on an orientable Klein surface of topological genus 2
with k boundary components.
3. Cyclic groups
In this Section we consider the cyclic groups C2, C3, C4, C5, C6, C8, C10 and C12. For
each of them we call X the generator.
The notation throughout the paper will be established here. The main tool for
the study of cyclic groups is Theorem 2.4.4 in [5], which was obtained in [8].
We partially restate it as follows.
Theorem 3.1 Let Γ be a bordered surface NEC group and let N be an even integer.
If σ(Γ) = (g,±, [−], {(−)k}) and Γ′ is another NEC group containing Γ as a normal
subgroup with cyclic factor of order N then for some s′ ≤ k′ and some positive even
integers r′s′+1, . . . , r
′
k′ , the signature of Γ
′ is
σ(Γ′) = (g′,±, [m1, . . . ,mr], {(−)s′ , (2r′i)i=s′+1,...,k′}).
Let ci,0 ∈ Γ for 1 ≤ i ≤ p′ and ci,0 /∈ Γ for p′ + 1 ≤ i ≤ s′. Let li be the order of
Γei ∈ Γ′/Γ for i ≤ p′, then
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i) Each mj divides N , for j = 1, . . . , r.
ii) k = N
p′∑
i=1
1
li
+
N
2
k′∑
s′+1
r′i
2
.
In order to simplify expressions we fix now some notations. We call {τ1, . . . , τλ} the
increasing ordered set of orders of the elements of the group CN which are obviously
the divisors of N . We split then the k′ period-cycles of Γ′ as follows. There are s′
empty period-cycles and h non-empty period-cycles. Now
s′ = sτ1 + sτ2 + · · ·+ sτλ + s0,
where sτi is the number of period-cycles for which the reflection belongs to Γ and
the class of the hyperbolic generator has order N/τi in Γ
′/Γ, and s0 is the number of
period-cycles such that the corresponding reflection does not belong to Γ.
In case N is odd the situation is simpler, because both h and s0 are equal to 0
and besides the signs in the signatures of Γ and Γ′ are the same.
So that we start with the study of cyclic groups C3 and C5.
Group C3
Since we are dealing with orientable surfaces of topological genus 2, from now on the
signature of Γ will be σ(Γ) = (2,+, [−], {(−)k}). According to the notation fixed
above let
σ(Γ′) = (g′,+, [3r3 ], {(−)s1 , (−)s3}).
Then k = s1 + 3s3, and so applying (1.3) we have
k + 2 = 3
(
2g′ + s1 + s3 − 2 + 2
3
r3
)
so,
s1 + 3s3 + 2 = 6g
′ + 3s1 + 3s3 − 6 + 2r3
and finally we have
8 = 6g′ + 2s1 + 2r3.
We are going to study the different solutions of this equality. First of all, let us
observe that g′ must be 0 or 1.
If g′ = 0 then s1 + r3 = 4, and if g′ = 1 then s1 + r3 = 1. This gives the seven
kinds of signatures for Γ′ which are in the following list:
185
E. Bujalance, J. J. Etayo, E. Mart´ınez Groups of automorphisms of bordered 2-tori
a1 (0,+, [34], {(−)s3}) k = 3s3
a2 (0,+, [33], {(−)s1=1, (−)s3}) k = 3s3 + 1
a3 (0,+, [32], {(−)s1=2, (−)s3}) k = 3s3 + 2
a4 (0,+, [3], {(−)s1=3, (−)s3}) k = 3s3 + 3
a5 (0,+, [−], {(−)s1=4, (−)s3}) k = 3s3 + 4
b1 (1,+, [3], {(−)s3}) k = 3s3
b2 (1,+, [−], {(−)s1=1, (−)s3}) k = 3s3 + 1
For each signature we need obtain an epimorphism θ : Γ′ → C3 with kernel Γ. In
any case the image of an elliptic element of order 3 must have order 3, the hyperbolic
elements corresponding to the s1 first period-cycles have images of order 3 and the
remaining s3 have an image of order 1, and finally all the reflections belong to Γ.
In order to get all values of k, we limit ourselves to signatures a1, a2 and a3.
Consider first the signature a1. Let θ1 : Γ
′ → C3 be defined by
θ1(x1) = X, θ1(x2) = X
2, θ1(x3) = X, θ1(x4) = X
2
θ1(ei) = 1, i = 1, . . . , s3
θ1(ci,0) = 1, i = 1, . . . , s3
Now we must prove the relations are fulfilled. In this case, the only important
point is to check that θ(
∏4
i=1 xi) = 1. Because of this reason, we have made the
choice of the images of the four elliptic elements xi.
We will express in short this epimorphism by
θ1 : (x1, x2, x3, x4)→ (X,X2, X,X2)
what means that all canonical generators of Γ′ which are omitted, are mapped into
1. We follow this convention throughout the paper.
Now for signatures a2 and a3, it suffices to define respectively
θ2 : (x1, x2, x3, e1)→ (X,X2, X,X2)
θ3 : (x1, x2, e1, e2)→ (X,X2, X,X2)
Group C5
We proceed as in the group C3. Now
σ(Γ′) = (g′,+, [5r5 ], {(−)s1 , (−)s5}).
Then k = s1 + 5s5 and applying (1.3) we obtain
12 = 10g′ + 4s1 + 4r5.
Then g′ = 0 and s1 + r5 = 3. The possible signatures are
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a1 (0,+, [53], {(−)s5}) k = 5s5
a2 (0,+, [52], {(−)s1=1, (−)s5}) k = 5s5 + 1
a3 (0,+, [5], {(−)s1=2, (−)s5}) k = 5s5 + 2
a4 (0,+, [−], {(−)s1=3, (−)s5}) k = 5s5 + 3
In a similar way to the case C3 we define the respective epimorphisms by
θ1 : (x1, x2, x3)→ (X,X2, X2)
θ2 : (x1, x2, e1)→ (X,X2, X2)
θ3 : (x1, e1, e2)→ (X,X2, X2)
θ4 : (e1, e2, e3)→ (X,X2, X2)
The number k attains all values congruent to 0, 1, 2 or 3 (mod 5).
The next step is the study of cyclic groups of even order. Observe that now the
sign of the signature σ(Γ′) can be ‘+’ or ‘-’, and s0 and h need not to be 0.
Group C2
The signature of Γ′ has the form
σ(Γ′) = (g′,±, [2r2 ], {(−)s1 , (−)s2 , (−)s0 , (2ti)i=1,...,h}).
Then k = s1 + 2s2 +
1
2
∑h
i=1 ti. Applying (1.3) we obtain
6 = 2αg′ + s1 + r2 + 2s0 + 2h
where we recall α = 2 corresponds to sign ‘+’ in σ(Γ′) and α = 1 otherwise.
There appear a lot of solutions for this equality. We are going to exhibit only two
signatures, which provide all values of k.
a1 (1,+, [22], {(−)s2}) k = 2s2
a2 (1,+, [2], {(−), (−)s2}) k = 2s2 + 1
We define the respective epimorphisms θ1 and θ2 by means of
θ1 : (a1, b1, x1, x2)→ (X,X,X,X)
θ2 : (a1, b1, x1, e1)→ (X,X,X,X)
Group C4
The signature of Γ′ has the form
σ(Γ′) = (g′,±, [2r2 , 4r4 ], {(−)s1 , (−)s2 , (−)s4 , (−)s0 , (2ti)i=1,...,h}).
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Then k = s1 + 2s2 + 4s4 +
∑h
i=1 ti. Applying (1.3) we have
10 = 4αg′ + 2(r2 + s2) + 3(r4 + s1) + 4(s0 + h).
Suppose α = 2. Recall that if s0 6= 0 or h 6= 0, there exists a reflection c whose
image is X2. On the other hand there must exist an elliptic or hyperbolic element
E whose image is X. Then the non-orientable element E2c must belong to Γ in
contradiction with the structure of Γ, see [5, Theorem 2.1.3]. So that we restrict
ourselves to the case s0 = h = 0. This restriction will be followed also in the groups
C8 and C12.
Anyway, there are a lot of solutions of the equality which provide all values of k
and so we exhibit only four signatures which are sufficient for our purposes.
As we made for C2 we have
a1 (0,+, [22, 42], {(−)s4}) k = 4s4
a2 (0,+, [22, 4], {(−)s1=1, (−)s4}) k = 4s4 + 1
a3 (0,+, [2, 42], {(−)s2=1, (−)s4}) k = 4s4 + 2
a4 (0,+, [2, 4], {(−)s1=1, (−)s2=1, (−)s4}) k = 4s4 + 3
We are going to construct the respective epimorphisms θ1, θ2, θ3 and θ4. In all
cases it is straightforward to check the relations are satisfied.
θ1 : (x1, x2, x3, x4)→ (X2, X2, X,X3)
θ2 : (x1, x2, x3, e1)→ (X2, X2, X,X3)
θ3 : (x1, x2, x3, e1)→ (X2, X,X3, X2)
θ4 : (x1, x2, e1, e2)→ (X2, X,X3, X2)
Group C6
For the group C6 we start by taking s0 = h = 0. Then the signature σ(Γ
′) is
(g′,±, [2r2 , 3r3 , 6r6 ], {(−)s1 , (−)s2 , (−)s3 , (−)s6)}).
Then k = s1 + 2s2 + 3s3 + 6s6. By (1.3) we have
14 = 6αg′ + 3(r2 + s3) + 4(r3 + s2) + 5(r6 + s1).
As we made before, we are going to show six signatures which provide all values of k:
a1 (0,+, [3, 6], {(−)s1=1, (−)s6}) k = 6s6 + 1
a2 (0,+, [22, 3], {(−)s2=1, (−)s6}) k = 6s6 + 2
a3 (0,+, [2, 32], {(−)s3=1, (−)s6}) k = 6s6 + 3
a4 (0,+, [22], {(−)s2=2, (−)s6}) k = 6s6 + 4
a5 (0,+, [2, 3], {(−)s2=1, (−)s3=1, (−)s6}) k = 6s6 + 5
a6 (0,+, [32], {(−)s3=2, (−)s6}) k = 6s6 + 6
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The epimorphisms θ1, . . . , θ6 are defined below. As in previous cases all relations
are evidently satisfied.
θ1 : (x1, x2, e1)→ (X4, X,X)
θ2 : (x1, x2, x3, e1)→ (X3, X3, X2, X4)
θ3 : (x1, x2, x3, e1)→ (X3, X2, X4, X3)
θ4 : (x1, x2, e1, e2)→ (X3, X3, X2, X4)
θ5 : (x1, x2, e1, e2)→ (X3, X2, X4, X3)
θ6 : (x1, x2, e1, e2)→ (X2, X4, X3, X3)
Group C8
Recall that for the this group and for C12 we have s0 = h = 0. So that the signature
of Γ′ is
(g′,±, [2r2 , 4r4 , 8r8 ], {(−)s1 , (−)s2 , (−)s4 , (−)s8)}).
Then k = s1 + 2s2 + 4s4 + 8s8. By (1.3) we have
18 = 8αg′ + 4(r2 + s4) + 6(r4 + s2) + 7(r8 + s1). (3.1)
As we made before, we are going to show six signatures which provide six of the eight
classes modulo 8 of values of k:
a1 (0,+, [2, 82], {(−)s8}) k = 8s8
a2 (0,+, [2, 8], {(−)s1=1, (−)s8}) k = 8s8 + 1
a3 (0,+, [2], {(−)s1=2, (−)s8}) k = 8s8 + 2
a4 (0,+, [82], {(−)s4=1, (−)s8}) k = 8s8 + 4
a5 (0,+, [8], {(−)s1=1, (−)s4=1, (−)s8}) k = 8s8 + 5
a6 (0,+, [−], {(−)s1=2, (−)s4=1, (−)s8}) k = 8s8 + 6
The epimorphisms θ1, . . . , θ6 are defined below. As in previous cases all relations
are evidently satisfied.
θ1 : (x1, x2, x3)→ (X4, X,X3)
θ2 : (x1, x2, e1)→ (X4, X,X3)
θ3 : (x1, e1, e2)→ (X4, X,X3)
θ4 : (x1, x2, e1)→ (X,X3, X4)
θ5 : (x1, e1, e2)→ (X,X3, X4)
θ6 : (e1, e2, e3)→ (X,X3, X4)
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Let us observe that the classes 3 and 7 (mod 8) do not appear. For having such a k
it would be necessary that s1 ≥ 1 and s2 ≥ 1, or else s1 ≥ 3, and therefore the above
equality (3.1) cannot be fulfilled.
Group C10
For this group first we take s0 = h = 0 and so the signature of Γ
′ is
(g′,±, [2r2 , 5r5 , 10r10 ], {(−)s1 , (−)s2 , (−)s5 , (−)s10}).
Then k = s1 + 2s2 + 5s5 + 10s10. By (1.3) we have
22 = 10αg′ + 5(r2 + s5) + 8(r5 + s2) + 9(r10 + s1).
Recall that the values of k congruent with 4 (mod 5) do not appear for the group C5
and so they do not appear for the group C10. Now we exhibit eight signatures which
provide the eight classes (mod 10) excluding 4 and 9.
a1 (0,+, [2, 5, 10], {(−)s10}) k = 10s10
a2 (0,+, [2, 5], {(−)s1=1, (−)s10}) k = 10s10 + 1
a3 (0,+, [2, 10], {(−)s2=1, (−)s10}) k = 10s10 + 2
a4 (0,+, [2], {(−)s1=1, (−)s2=1, (−)s10}) k = 10s10 + 3
a5 (0,+, [5, 10], {(−)s5=1, (−)s10}) k = 10s10 + 5
a6 (0,+, [5], {(−)s1=1, (−)s5=1, (−)s10}) k = 10s10 + 6
a7 (0,+, [10], {(−)s2=1, (−)s5=1, (−)s10}) k = 10s10 + 7
a8 (0,+, [−], {(−)s1=1, (−)s2=1, (−)s5=1, (−)s10}) k = 10s10 + 8
The epimorphisms θ1, . . . , θ8 are defined below. As in previous cases all relations
are evidently satisfied.
θ1 : (x1, x2, x3)→ (X5, X4, X)
θ2 : (x1, x2, e1)→ (X5, X4, X)
θ3 : (x1, x2, e1)→ (X5, X,X4)
θ4 : (x1, e1, e2)→ (X5, X,X4)
θ5 : (x1, x2, e1)→ (X4, X,X5)
θ6 : (x1, e1, e2)→ (X4, X,X5)
θ7 : (x1, e1, e2)→ (X,X4, X5)
θ8 : (e1, e2, e3)→ (X,X4, X5)
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Group C12
The signature of Γ′ is
(g′,±, (2r2 , 3r3 , 4r4 , 6r6 , 12r12), {(−)s1 , (−)s2 , (−)s3 , (−)s4 , (−)s6 , (−)s12})
with k = s1 + 2s2 + 3s3 + 4s4 + 6s6 + 12s12, and applying (1.3) we have
26 = 12αg′ + 6(r2 + s6) + 8(r3 + s4) + 9(r4 + s3) + 10(r6 + s2) + 11(r12 + s1)
which has the following solutions:
α = 2 g′ = 0 r12 + s1 = 1 r4 + s3 = 1 r2 + s6 = 1
r6 + s2 = 2 r2 + s6 = 1
r6 + s2 = 1 r3 + s4 = 2
r4 + s3 = 2 r3 + s4 = 1
r3 + s4 = 1 r2 + s6 = 3
α = 1 g′ = 1 r3 + s4 = 1 r2 + s6 = 1
The first five solutions do not allow to define the epimorphism θ. For instance, in
the first case three elements of order 2, 4 and 12, respectively, do not have product
equal to 1.
On the contrary, the last solution provides the following signatures:
a1 (1,−, [2, 3], {(−)s12}) k = 12s12
a2 (1,−, [2], {(−)s4=1, (−)s12}) k = 12s12 + 4
a3 (1,−, [3], {(−)s6=1, (−)s12}) k = 12s12 + 6
a4 (1,−, [−], {(−)s4=1, (−)s6=1, (−)s12}) k = 12s12 + 10
for which the respective epimorphisms are defined by:
θ1 : (d1, x1, x2)→ (X,X6, X4)
θ2 : (d1, x1, e1)→ (X,X6, X4)
θ3 : (d1, x1, e1)→ (X,X4, X6)
θ4 : (d1, e1, e2)→ (X,X4, X6)
4. The other Abelian groups
For the groups C2 ×C2, C2 ×C4, C2 ×C2 ×C2 and C2 ×C6 we deduce the possible
signatures for Γ′ from the Chapter 2 in [5]. If all period-cycles in the signature of Γ′
are empty, from Theorem 2.3.2 in that book, we express their number as sτ1 + sτ2 +
· · ·+sτλ+s0, and then k = τ1sτ1+τ2sτ2+· · ·+τλsτλ , following the notation introduced
in the beginning of Section 3. It is worth to note that in all groups appearing in the
191
E. Bujalance, J. J. Etayo, E. Mart´ınez Groups of automorphisms of bordered 2-tori
rest of the paper the equality (1.3) will always imply s0 = 0. So, after C2 × C2, we
assume this value and delete this parameter from Γ′.
If there are non-empty period-cycles in the signature of Γ′ the situation is a little
more involved. The key point is that the non-empty period-cycles in Γ′ can produce
period-cycles of Γ. The number of the latter was obtained in Theorem 2.3.3 (see also
the last sentence of Remark 2.3.7) in the book [5]. This result can be restated in the
following way.
Theorem 4.1 Let Γ be a bordered surface NEC group, N an even integer, and Γ′
an NEC group containing Γ as a normal subgroup with quotient of order N . Let
(ci,0, . . . , ci,si) be one of the period-cycles of Γ
′, such that the reflection ci,j ∈ Γ while
ci,j−1, ci,j+1 6∈ Γ for j ∈ J ⊂ {1, 2, . . . , si − 1}. Then the number of period-cycles
of Γ produced by this period-cycle of Γ′ is
∑
j∈J
N
2n(j)
, where we call n(j) the order of
Γ(ci,j−1ci,j+1).
This result will be carefully described when dealing with the group C2 × C2.
Group C2 × C2
We call X and Y the generators of C2×C2. Firstly we consider that all period-cycles
are empty. Then the signature of Γ′ is
(g′,±, [2r2 ], {(−)s2 , (−)s4 , (−)s0})
and then k = 2s2 + 4s4. Hence k can only be even. From (1.3) we have
10 = 4αg′ + 2(r2 + s2) + 4s0.
We show two signatures which give all even values for k.
a1 (0,+, [25], {(−)s4}) k = 4s4
a2 (0,+, [24], {(−)s2=1, (−)s4}) k = 4s4 + 2
The respective epimorphisms θ1 and θ2 are defined by
θ1 : (x1, x2, x3, x4, x5)→ (X,Y,XY,XY,XY )
θ2 : (x1, x2, x3, x4, e1)→ (X,Y,XY,XY,XY )
In order to get the odd values of k it is necessary that there exist non-empty
period-cycles in the signature of Γ′. Since Γ has only empty period-cycles there must
appear two consecutive link-periods equal to 2 in a period-cycle of Γ′ corresponding
to two reflections which do not belong to the kernel of θ, see ([6]). In this case the
signature of Γ′ is
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(g′,±, [2r2 ], {(−)s2 , (−)s4 , (−)s0 , (2ti)i=1,...,h})
with h ≥ 1. Since we are looking just for odd values of k, let k = 2s2 + 4s4 + 1. Then
applying (1.3) again we have
11 = 4αg′ + 2(r2 + s2) + 4(s0 + h) +
h∑
i=1
ti.
with
∑h
i=1 ti ≥ 2. A solution is r2 + s2 = 2, h = 1, t1 = 3 which gives the two
following signatures:
b1 (0,+, [22], {(2, 2, 2), (−)s4}) k = 4s4 + 1
b2 (0,+, [2], {(2, 2, 2), (−)s2=1, (−)s4}) k = 4s4 + 3
The respective epimorphisms are defined by
θ1 : (x1, x2, e1, c1,0, c1,1, c1,2, c1,3)→ (X,X, 1, Y, 1, XY, Y )
θ2 : (x1, e1, e2, c1,0, c1,1, c1,2, c1,3)→ (X,X, 1, Y, 1, XY, Y )
We can check easily that all relations are satisfied. However, it is important to
note here that θj(c1,0c1,2) = X has order 2 and so this period-cycle produces
4
2·2 = 1
period-cycle in the signature of Γ. For this result see Theorem 4.1.
Group C2 × C4
We call X and Y the generators of orders 2 and 4, respectively. First we suppose that
all period-cycles of Γ′ are empty, and so the signature is
(g′,±, [2r2 , 4r4 ], {(−)s2 , (−)s4 , (−)s8})
with k = 2s2 + 4s4 + 8s8. From (1.3) we obtain
18 = 8αg′ + 4(r2 + s4) + 6(r4 + s2)
This provides three solutions as follows.
α = 2 g′ = 0 r4 + s2 = 3
α = 2 g′ = 0 r4 + s2 = 1 r2 + s4 = 3
α = 1 g′ = 1 r2 + s4 = 1 r4 + s2 = 1
However, the epimorphism θ cannot exist in any of these cases. Hence we need
non-empty period-cycles in the signature of Γ′. Two elements of order 2 in C2 × C4
have product of order 1 or 2. So we can get 82·2 = 2 or
8
2·1 = 4 empty period-cycles
in Γ, and hence only even values of k can be obtained.
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First we look for 2 period-cycles. Then k = 2s2 + 4s4 + 8s8 + 2 and the signature
of Γ′ is
(g′,±, [2r2 , 4r4 ], {(−)s2 , (−)s4 , (−)s8 , (2ti)i=1,...,h})
Applying (1.3) we obtain
20 = 8αg′ + 4(r2 + s4) + 6(r4 + s2) + 8h+ 2
h∑
i=1
ti.
Since h ≥ 1 and ∑hi=1 ti ≥ 2, this implies α = 2, g′ = 0, r4 + s2 = 1, h = 1 and
the period-cycle is (2, 2, 2). So we have the signatures
a1 (0,+, [4], {(2, 2, 2), (−)s8}) k = 8s8 + 2
a2 (0,+, [−], {(2, 2, 2), (−)s2=1, (−)s8}) k = 8s8 + 4
The respective epimorphisms are defined by
θ1 : (x1, e1, c1,0, c1,1,, c1,2, c1,3)→ (Y, Y 3, X, 1, Y 2, X)
θ2 : (e1, e2, c1,0, c1,1,, c1,2, c1,3)→ (Y, Y 3, X, 1, Y 2, X)
Now we look for 4 period-cycles. We have
22 = 8αg′ + 4(r2 + s4) + 6(r4 + s2) + 8h+ 2
h∑
i=1
ti,
and then α = 2, g′ = 0, h = 1, r4 + s2 = 1, and the period-cycle is (2, 2, 2, 2). We
take the signature
b1 (0,+, [−], {(2, 2, 2, 2), (−)s2=1, (−)s8}) k = 8s8 + 6
The epimorphism is defined by
θ1 : (e1, e2, c1,0, c1,1,, c1,2, c1,3, c1,4)→ (Y, Y 3, X, 1, X, Y 2, X)
Finally we consider the case that the non-empty period-cycle in Γ′ does not pro-
duce period-cycles in Γ. Then we have
18 = 8αg′ + 4(r2 + s4) + 6(r4 + s2) + 8h+ 2
h∑
i=1
ti.
and so we obtain α = 2, g′ = 0, h = 1, r4 + s2 = 1, and the period-cycle is (2, 2). We
take the signature
c1 (0,+, [4], {(2, 2), ((−)s8}) k = 8s8
The epimorphism is defined by
θ1 : (x1, e1, c1,0, c1,1,, c1,2)→ (Y, Y 3, X, Y 2, X)
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Group C2 × C2 × C2
We call X, Y and Z the three generators of G. We start once more with h = 0. Then
the signature of Γ′ is
(g′,±, [2r2 ], {(−)s4 , (−)s8})
with k = 4s4 + 8s8. Hence applying (1.3) we obtain
18 = 8αg′ + 4(r2 + s4)
what has no solution. So we must take non-empty period-cycles in Γ′ which provide
2 or 4 empty period-cycles in Γ. The signature of Γ′ is now
(g′,±, [2r2 ], {(−)s4 , (−)s8 , (2ti)i=1,...,h}).
First we look for 2 period-cycles. From (1.3) we have
20 = 8αg′ + 4(r2 + s4) + 8h+ 2
h∑
i=1
ti
We choose two signatures satisfying this equality, namely
a1 (0,+, [2], {(24), (−)s8}) k = 8s8 + 2
a2 (0,+, [−], {(24), (−)s4=1, (−)s8}) k = 8s8 + 6
The respective epimorphisms are defined by
θ1 : (x1, e1, c1,0, c1,1, c1,2, c1,3, c1,4)→ (X,X, Y, 1, Z,XZ, Y )
θ2 : (e1, e2, c1,0, c1,1, c1,2, c1,3, c1,4)→ (X,X, Y, 1, Z,XZ, Y )
Now we look for 4 period-cycles. Then we have
22 = 8αg′ + 4(r2 + s4) + 8h+ 2
h∑
i=1
ti
We select the following two signatures:
b1 (0,+, [2], {(25), (−)s8}) k = 8s8 + 4
b2 (0,+, [−], {(25), (−)s4=1, (−)s8}) k = 8s8 + 8
and the epimorphisms are defined by
θ1 : (x1, e1, c1,0, c1,1, c1,2, c1,3, c1,4, c1,5)→ (X,X, Y, 1, Y, Z,XZ, Y )
θ2 : (e1, e2, c1,0, c1,1, c1,2, c1,3, c1,4, c1,5)→ (X,X, Y, 1, Y, Z,XZ, Y )
So the group C2 × C2 × C2 acts on surfaces with all even values of k.
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Group C2 × C6
We call X and Y the generators of orders 2 and 6 respectively. For simplicity we take
s0 = 0 and firstly we consider that all period-cycles are empty. Then the signature of
Γ′ is
(g′,±, [2r2 , 3r3 , 6r6 ], {(−)s2 , (−)s4 , (−)s6 , (−)s12})
and then k = 2s2 + 4s4 + 6s6 + 12s12 and so it is even. From (1.3) we have
26 = 12αg′ + 6(r2 + s6) + 8(r3 + s4) + 10(r6 + s2).
We show now six signatures satisfying this equality which give all even values of
k.
a1 (0,+, [2, 62], {(−)s12}) k = 12s12
a2 (0,+, [2, 6], {(−)s2=1, (−)s12}) k = 12s12 + 2
a3 (0,+, [2], {(−)s2=2, (−)s12}) k = 12s12 + 4
a4 (0,+, [62], {(−)s6=1, (−)s12}) k = 12s12 + 6
a5 (0,+, [6], {(−)s2=1, (−)s6=1, (−)s12}) k = 12s12 + 8
a6 (0,+, [−], {(−)s2=2, (−)s6=1, (−)s12}) k = 12s12 + 10
The respective epimorphisms θ1, . . . , θ6 are
θ1 : (x1, x2, x3)→ (X,Y,XY 5)
θ2 : (x1, x2, e1)→ (X,Y,XY 5)
θ3 : (x1, e1, e2)→ (X,Y,XY 5)
θ4 : (x1, x2, e1)→ (Y,XY 5, X)
θ5 : (x1, e1, e2)→ (Y,XY 5, X)
θ6 : (e1, e2, er)→ (Y,XY 5, X)
Now we look for the odd values of k. Two elements of order 2 in the group C2 × C6
cannot have a product of order 6. Therefore a non-empty period-cycle in Γ′ does
not produce 122·6 = 1 empty period-cycle in Γ. Hence we are going to take k =
2s2 + 4s4 + 6s6 + 12s12 + 3. The signature of Γ
′ is
(g′,±, [2r2 , 3r3 , 6r6 ], {(−)s2 , (−)s4 , (−)s6 , (−)s12 , (2ti)i=1,...,h}).
Then applying (1.3) we have
29 = 12αg′ + 6(r2 + s6) + 8(r3 + s4) + 10(r6 + s2) + 12h+ 3
h∑
i=1
ti.
Since h ≥ 1, and ∑hi=1 ti ≥ 2, the unique solution comes from r3 + s4 = 1, h = 1,
t1 = 3.
Then we have two signatures:
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b1 (0,+, [3], {(2, 2, 2), (−)s12}) k = 12s12 + 3
b2 (0,+, [−], {(2, 2, 2), (−)s4=1, (−)s12}) k = 12s12 + 7
The respective epimorphisms are defined by
θ1 : (x1, e1, c1,0, c1,1, c1,2, c1,3)→ (Y 2, Y 4, X, 1, Y 3, X)
θ2 : (e1, e2, c1,0, c1,1, c1,2, c1,3)→ (Y 2, Y 4, X, 1, Y 3, X)
We have proven that the only odd values of k are the numbers congruent to 3 or 7
(mod 12). So that, we have finished the study of possible Abelian groups.
5. The global result
We collect all results obtained for the different groups in the following
Theorem 5.1 Let G be an Abelian group of automorphisms of an orientable Klein
surface of topological genus 2 with k > 0 boundary components. Then the group G
and the admissible values of k for each G are given in the next Table.
g k
C2 All k
C3 All k
C4 All k
C2 × C2 All k
C5 k ≡ 0, 1, 2, 3 (mod 5)
C6 All k
C8 k ≡ 0, 1, 2 (mod 4)
C2 × C4 k even
C2 × C2 × C2 k even
C10 k ≡ 0, 1, 2, 3 (mod 5)
C12 k ≡ 0, 4, 6, 10 (mod 12)
C2 × C6 k ≡ 0, 2, 3, 4, 6, 7, 8, 10 (mod 12)
Remark 5.2 Let us observe that the automorphism groups of Klein surfaces with
one boundary component were obtained in Chapter 5 of [5]. The result in the above
Theorem matches with theorem 5.2.3 of that book.
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Abstract
Crystallization theory is a graph-theoretical representation method for compact
PL-manifolds of arbitrary dimension, which makes use of a particular class of
edge-coloured graphs, which are dual to coloured (pseudo-)triangulations. The
purely combinatorial nature of crystallizations makes them particularly suitable
for automatic generation and classification, as well as for the introduction and
study of graph-defined invariants for PL-manifolds.
The present survey paper focuses on the 4-dimensional case, presenting up-
to-date results about the PL classification of closed 4-manifolds, by means of
two such PL invariants: regular genus and gem-complexity.
Open problems are also presented, mainly concerning different classification
of 4-manifolds in TOP and DIFF=PL categories, and a possible approach to
the 4-dimensional Smooth Poincare´ Conjecture.
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1. Introduction
Crystallization theory is a representation theory for PL-manifolds by means of edge-
coloured graphs, which are dual 1-skeletons of particular (pseudo)-triangulations.
These graphs are called crystallizations if the associated triangulations have the min-
imum possible number of vertices.
The peculiarity of this method consists in its universality: in fact, it enables
to represent and study the whole class of PL-manifolds, without restrictions about
dimension, boundary property and orientability (despite what happens with other
classical representation theories, whose extension beyond dimension three appears to
be quite difficult to achieve, or restricted to particular hypotheses).
The possibility of performing a purely combinatorial approach to general PL-
manifolds is of particular interest in dimension greater or equal to four, where the
difference between the categories TOP and PL (and DIFF, if n ≥ 5) must be taken
into account. For example, it is very useful to have combinatorial moves on the
representing objects, which realize the PL-homeomorphism (and not only the TOP-
homeomorphism) between the represented manifolds, or to define PL invariants of
the manifolds (possibly distinguishing different PL structures on the same TOP-
manifold), whose computation can be performed directly on the combinatorial ob-
jects.
Within crystallization theory, both tools are available: suitable sets of moves on
edge-coloured graphs exist, which enable to recognize different crystallizations of the
same PL n-manifold, and some interesting graph-defined invariants for PL-manifolds
have been introduced and deeply studied.
In particular:
- the gem-complexity k(Mn) of a PL n-manifold Mn is the integer p − 1, where
2p is the minimum order of a crystallization of Mn;
- the regular genus G(Mn) of an orientable (resp. non-orientable) PL n-manifold
Mn is defined as the minimum genus (resp. half the minimum genus) of a
surface into which a crystallization of Mn regularly embeds (see Section 2).
Note that the regular genus extends to higher dimension the classical concept of
Heegaard genus of a 3-manifold, and succeeds in characterizing PL-spheres and disks
of arbitrary dimension (see Subsection 4.1); on the other hand, gem-complexity is
the natural invariant involved in possible generation and analysis of catalogues of PL
n-manifolds via crystallizations.1
The present survey paper focuses on the 4-dimensional closed case, and presents
in a unified view updated results - most of them very recent and still in publication -
1In dimension three, the automatic generation and analysis of catalogues of 3-dimensional crys-
tallizations for increasing values of their vertex-number has already produced the classification of all
closed 3-manifolds up to gem-complexity 14: see [4], [18].
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about topological and PL classifications of closed PL 4-manifolds according to both
gem-complexity and regular genus. Some new results are also included.
As regards regular genus, the classifying results related to closed PL 4-manifolds
mainly concern the case of “low” regular genus (Proposition 4.2) and the case of
“restricted gap” between the regular genus and the rank of the fundamental group of
the manifold (Proposition 4.3). All of them are based essentially on the existence of
particular types of handle decompositions induced by crystallizations of the involved
PL 4-manifolds, and make use of an important result by Montesinos [45] ensuring the
uniqueness of the boundary identification of two handlebodies (see Subsection 4.1).
On the other hand, the classifying results via gem-complexity are based on the
development of an effective algorithm for the automatic generation and classification
of the catalogue of 4-manifold crystallizations up to a fixed number of vertices (see
Subsection 4.2). Theorem 4.6 summarizes the complete PL classification of closed
orientable (resp. non-orientable) PL 4-manifolds up to gem-complexity 8 (resp. up
to gem-complexity 9), due to [20], and contains also a new statement, concerning the
partial - and in progress - classification of crystallizations with 20 vertices.
The difficulty of the exact calculation of both the regular genus and gem-complexity
for any given PL 4-manifold, makes the search for significant lower and upper bounds
a relevant task. In Section 3 a result - recently obtained in [6] - is presented, yield-
ing sharp lower bounds for both invariants, by means of the Euler characteristic and
the rank of the fundamental group of the involved 4-manifold (Theorem 3.1). These
bounds turn out to be very useful to improve estimation for regular genus and gem-
complexity of product 4-manifolds (see Subsection 3.2), and to obtain a new proof of
the TOP classification of simply-connected 4-manifolds up to regular genus 43 and
gem-complexity 65 (Theorem 3.5).
Section 5 is devoted to the so called semi-simple crystallizations, introduced in [6]
so that the represented PL 4-manifolds attain the above lower bounds. The additivity
of both gem-complexity and regular genus with respect to connected sum is proved
for such a class of PL 4-manifolds, which comprehends all “standard” ones and their
connected sums.
Note that additivity of regular genus for closed PL 4-manifolds was conjectured in
[31] and has been proved to imply - by a theorem of Wall - the 4-dimensional Smooth
Poincare´ Conjecture. Therefore, the identification of classes of manifolds for which
the property holds is an interesting open problem (see Section 6.2).
Other further developments, mainly concerning different classification of 4-mani-
folds in TOP and DIFF=PL categories, are reviewed in the last section of the paper.
In particular, it is discussed the possible application of the classification algorithm to
the crystallizations arising from the two known 16-vertices and 17-vertices triangula-
tions of the K3-surface obtained in [26] and [46] respectively.
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2. Basic notions of crystallization theory
In the present work, when not otherwise explicitly specified, we will consider only
closed, connected piecewise linear manifolds of dimension n = 4 (simply referred to
as “PL 4-manifolds”). Therefore, although edge-coloured graphs are a representation
tool for the whole class of PL-manifolds, in this section we will briefly review basic
notions and results of the theory with respect to this particular case.
A 5-coloured graph (without boundary) is a pair (Γ, γ), where Γ = (V (Γ), E(Γ))
is a regular multigraph (i.e. it may include multiple edges, but no loop) of degree
five and γ : E(Γ)→ ∆4 = {0, 1, 2, 3, 4} is a proper edge-coloration (i.e. it is injective
when restricted to the set of edges incident to any vertex of Γ).
The elements of the set ∆4 are called the colours of Γ; thus, for every i ∈ ∆4, an
i-coloured edge is an element e ∈ E(Γ) such that γ(e) = i. For every i, j, k ∈ ∆4 let
Γıˆ (resp. Γijk) (resp. Γij) be the subgraph obtained from (Γ, γ) by deleting all the
edges of colour i (resp. c ∈ ∆4 − {i, j, k}) (resp. c ∈ ∆4 − {i, j}). The connected
components of Γıˆ (resp. Γijk) (resp. Γij) are called ıˆ-residues (resp. {i, j, k}-coloured
residues) (resp. {i, j}-coloured cycles) of Γ, and their number is denoted by gıˆ (resp.
gijk) (resp. gij).
A 5-coloured graph (Γ, γ) is called contracted iff, for each i ∈ ∆4, the subgraph Γıˆ
is connected (i.e. iff gıˆ = 1 ∀i ∈ ∆4).
Every 5-coloured graph (Γ, γ) may be thought of as the combinatorial visualization
of a 4-dimensional labelled pseudocomplex K(Γ), which is constructed in the following
way:
• for each vertex v ∈ V (Γ), take a 4-simplex σ(v), with vertices labelled 0, 1, 2, 3, 4;
• for each j-coloured edge between v and w (v, w ∈ V (Γ)), identify the 3-
dimensional faces of σ(v) and σ(w) opposite to the vertex labelled j, so that
equally labelled vertices coincide.
In case K(Γ) triangulates a PL 4-manifold M , then (Γ, γ) is called a gem (gem =
graph encoded manifold) representing M .
In the following, for sake of conciseness, we will write Γ instead of (Γ, γ), when
there is no ambiguity with regard to the edge-coloration.
The following proposition summarizes some useful results which come directly
from the above construction.
Proposition 2.1 If Γ is an order 2p gem of a PL 4-manifold M , then:
(a) M is orientable iff Γ is bipartite;
(b) there is a bijection between i-labelled vertices (resp. 1-simplices whose vertices
are labelled ∆4 − {i, j, k}) (resp. 2-simplices whose vertices are labelled ∆4 −
{i, j}) of K(Γ) and ıˆ-residues (resp. {i, j, k}-coloured residues) (resp. {i, j}-
coloured cycles) of Γ;
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(c) χ(|K(Γ)|) = −3p+∑i,j gij −∑i,j,k gijk +∑i gıˆ;
(d) 2gijk = gij + gik + gjk − p for each triple (i, j, k) ∈ ∆4;
(e) for each distinct i, j, k ∈ ∆4, there exists a presentation of pi1(M) whose gener-
ators are in bijection with the connected components of Γijk but one.
A gem representing a PL 4-manifold M is a crystallization of M if it is also
a contracted graph; by the above property (b), this is equivalent to require that
the associated pseudocomplex K(Γ) contains exactly five vertices (one for each label
i ∈ ∆4). Pezzana Theorem and its subsequent improvements prove that every PL-
manifold admits a crystallization (see [32]).
The following proposition allows to characterize crystallizations of PL 4-manifolds
among 5-coloured graphs.
Proposition 2.2 A 5-coloured graph Γ is a crystallization of a PL 4-manifold if and
only if, for every c ∈ ∆4, Γcˆ is connected and represents S3.
Catalogues of crystallizations of PL manifolds have been obtained both in dimen-
sion three (see [41], [17] and [18] for the 3-dimensional orientable case and [14], [16]
and [4] for the non-orientable one) and four [20]. As mentioned in Section 1, they are
constructed with respect to a suitable graph-defined PL invariant, which measures
how “complicated” the representing combinatorial object is2.
Definition 1 Given a PL n-manifold Mn, its gem-complexity is the non-negative
integer k(Mn) = p− 1, where 2p is the minimum order of a crystallization of Mn.
An h-dipole (1 ≤ h ≤ 4) of a 5-coloured graph Γ is a subgraph of order two of
Γ, having h edges coloured by {c1, . . . , ch}, such that its vertices belong to different
connected components of Γ∆4−{c1,...,ch}.
A ρ-pair in Γ is a pair of equally coloured edges both belonging to at least three
common bicoloured cycles of Γ.
It is proved in [20, Proposition 20] that, if M is a handle-free PL 4-manifold
(i.e.: if it admits neither the orientable nor the non-orientable S3-bundle over S1 as
a connected summand), then k(M) = p− 1, where 2p is the order of a crystallization
of M with no dipoles and no ρ-pairs.
Crystallizations with these properties are called rigid dipole-free crystallizations;
they are exactly the elements considered in the existing crystallization catalogues in
dimension four.3
Another graph-based invariant for PL n-manifolds, called regular genus, is related
to some of the most interesting results of crystallization theory4. It was introduced
2In dimension three, the relations between this invariant and the well-known Matveev’s complexity
have been widely investigated: see [16], [17], [19] and [22].
3A slightly modified definition of rigidity is required in 3-dimensional crystallization catalogues.
4See, for example, [11], [12] and [25] for 4-dimensional results, [23] and [13] for 5-dimensional
ones.
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in [35] and its definition relies on the existence of a particular type of embedding into
a surface for gems of arbitrary dimension.
As far as the 4-dimensional case is concerned, it is well-known that, if Γ is an
order 2p crystallization of an orientable (resp. non-orientable) PL 4-manifold M,
then for every cyclic permutation ε = (εo, ε1, ε2, ε3, ε4 = 4) of ∆4 there exists a so-
called regular embedding5 iε : |Γ| → Fε, where Fε is the closed orientable (resp.
non-orientable) surface of genus ρε(Γ) (resp. 2ρε(Γ)), where ρε(Γ) may be directly
computed by the following formula (see [35] for details and suitable extensions in
general dimension). ∑
i∈Z5
gεiεi+1 − 3p = 2− 2ρε(Γ). (2.1)
Definition 2 The regular genus of a bipartite (resp. non-bipartite) 5-coloured graph
Γ is defined as the minimum genus (resp. half the minimum genus) of a surface into
which Γ regularly embeds:
ρ(Γ) = min
ε
{ρε(Γ)};
the regular genus of a PL 4-manifold M is defined as the minimum regular genus of
a crystallization of M :
G(M) = min{ρ(Γ) / (Γ, γ) crystallization of M}.
Finally, we recall that, given two 5-coloured graphs Γ1 and Γ2 representing PL
4-manifolds M1 and M2 respectively, for any choice of v1 ∈ V (Γ1) and v2 ∈ V (Γ2), it
is possible to construct a new 5-coloured graph Γ1#v1,v2Γ2, called a graph connected
sum of Γ1 and Γ2, by deleting v1 and v2 and welding the hanging edges according to
their colours.
Γ1#v1,v2Γ2 turns out to be a gem of one of the two possible connected sums of
M1 and M2 (see [32] for details).
3. Lower bounds and their consequences
3.1. Lower bounds for regular genus and gem-complexity
The following result - recently obtained by Basak and Casali - is very useful to inves-
tigate PL-manifolds of dimension four by means of the two invariants regular genus
and gem-complexity.
Theorem 3.1 [6] Let M be a PL 4-manifold with rk(pi1(M)) = m. Then:
k(M) ≥ 3χ(M) + 10m− 6;
G(M) ≥ 2χ(M) + 5m− 4.
5By short, it is a cellular embedding whose regions are bounded by the images of {εi, εi+1}-
coloured cycles, for each i ∈ Z5.
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Roughly speaking, we can say that the proof of the inequality concerning gem-
complexity is based on the Dehn-Sommerville equations in dimension four, applied to
the contracted pseudo-triangulation K(Γ) of M associated to any crystallization of
M , by making use of the relations gijk ≥ m+ 1 for any distinct i, j, k ∈ ∆4 (coming
from the assumption rk(pi1(M)) = m and Proposition 2.1(e)).
On the contrary, the inequality concerning regular genus makes use of the following
crucial steps (see [6, Theorem 1] for details):
• By the first inequality of Theorem 3.1, the minimum possible order of a crys-
tallization of M is 2p¯ = 6χ(M) + 10(2m − 1); hence, any crystallization (Γ, γ)
of M has #V (Γ) = 2p¯+ 2q for some non-negative integer q.
• For any distinct i, j, k ∈ ∆4, the assumption rk(pi1(M)) = m implies gijk =
(m+ 1) + tijk, where tijk ∈ Z, tijk ≥ 0 and
∑
0≤i<j<k≤4 tijk = q.
• By Proposition 2.1(d), the ten relations gij + gik + gjk = 2gijk + (p¯ + q) (0 ≤
i < j < k ≤ 4) give rise to a linear system of equations (in the numbers of
the different bicoloured cycles) which may be solved, so to obtain the following
lower bound (surprisingly not depending from q) for the regular genus of Γ with
respect to any cyclic permutation ε of ∆4: ρε(Γ) ≥ 2(p¯−1)−5m3 .
• Since both the crystallization Γ of M and the permutation ε of ∆4 are arbitrary,
the second inequality of Theorem 3.1 easily follows.
3.2. Regular genus and gem-complexity of product 4-manifolds
In [6], Theorem 3.1 is applied in order to significantly improve some lower bounds
for the regular genus of PL 4-manifolds, which have been proved by various authors
via different techniques; meanwhile, similar lower bounds are obtained also for gem-
complexity.
Proposition 3.2 [6] For any closed 3-manifold M3 such that pi1(M
3) is a finite
abelian group, then:
G(M3 × S1) ≥ 5rk(pi1(M3)) + 1 and k(M3 × S1) ≥ 10rk(pi1(M3))− 6.
In particular:
G(L(p, q)× S1) ≥ 6 and k(L(p, q)× S1) ≥ 4.
Proposition 3.3 [6] Let Tg (resp. Uh) denote the orientable (resp. non-orientable)
surface of genus g ≥ 0 (resp. h ≥ 1). Then:
G(Tg × Tr) ≥ 8gr + 2g + 2r + 4 and k(Tg × Tr) ≥ 12gr + 8g + 8r + 6;
G(Tg × Uh) ≥ 4gh+ 2g + h+ 4 and k(Tg × Uh) ≥ 6gh+ 8g + 4h+ 6;
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G(Uh × Uk) ≥ 2hk + h+ k + 4 and k(Uh × Uk) ≥ 3hk + 4h+ 4k + 6.
In particular:
G(S2 × Tg) ≥ 2g + 4 and k(S2 × Tg) ≥ 8g + 6;
G(S2 × Uh) ≥ h+ 4 and k(S2 × Uh) ≥ 4h+ 6.
Moreover, the last inequality of Proposition 3.3 concerning regular genus (resp.
gem-complexity), together with the existence of a genus five (resp. order 24) crys-
tallization of S2 × RP2 depicted in [6, Figure 3], allows the exact calculation of the
regular genus (resp. an estimation with “strict range” of the gem-complexity) of the
involved 4-manifold:
Proposition 3.4 [6]
G(S2 × RP2) = 5 and k(S2 × RP2) ∈ {10, 11}.
3.3. TOP classification of simply-connected 4-manifolds via regular genus
and gem-complexity
A direct application of Theorem 3.1 to the case of simply-connected PL 4-manifolds,
combined with well-known results on TOP simply-connected 4-manifolds, yields the
following interesting result related to the topological classification of simply-connected
PL 4-manifolds with respect both to gem-complexity and to regular genus:6
Theorem 3.5 [20] Let M be a simply-connected PL 4-manifold. If either k(M) ≤ 65
or G(M) ≤ 43, then M is TOP-homeomorphic to
(#rCP2)#(#r′(−CP2)) or #s(S2 × S2),
where r + r′ = β2(M), s = 12β2(M) and β2(M) is the second Betti number of M .
Proof. Since M is assumed to be simply-connected, Theorem 3.1 yields:
k(M) ≥ 3β2(M) (3.1)
and
G(M) ≥ 2β2(M). (3.2)
6Note that the proof presented in the present survey paper is easier than the original one (con-
tained in [20, Proposition 20 and Proposition 23]), since it directly makes use of the inequalities
derived from Theorem 3.1.
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Now, the classical theorems of Freedman and Donaldson (see [33]) about the TOP
classification of simply-connected closed 4-manifolds, together with more recent re-
sults by Furuta [34], ensure that intersection forms of type
±2nE8 ⊕ s
(
0 1
1 0
)
do represent a PL 4-manifold only if s > 2n; hence, only PL 4-manifolds with β2(M) ≥
22 occur in this case. The thesis directly follows from the fact that both k(M) ≤ 65
and G(M) ≤ 43 imply β2(M) ≤ 21; so, only intersection forms of the two simplest
types are allowed:
r[1]⊕ r′[−1] or s
(
0 1
1 0
)
where r + r′ = β2(M) or s = 12β2(M). 
4. PL classification via regular genus and gem-complexity
4.1. Classifying results via regular genus
The first, important property of regular genus consists in the possibility of recognizing
spheres (and disks7) of arbitrary dimension, in full analogy with well-known low-
dimensional characterizations.
Theorem 4.1 [31] For every closed PL n-manifold Mn, with n ≥ 2,
G(Mn) = 0 ⇐⇒ Mn ∼= Sn
Actually, the regular genus shares many properties with other low-dimensional
genera (see [3] for a survey on results in general dimension, including the boundary
case); for example, for every PL n-manifold Mn, n ≥ 3, G(Mn) is a non-negative
integer invariant, so that G(Mn) ≥ rk(pi1(Mn)).
Starting from the above results, many efforts have been spent in order to investi-
gate the relation existing between the “PL structure” of a manifold Mn and its regular
genus G(Mn), in order to yield classifying results via regular genus in PL category
and dimension n, both in the closed and in the boundary case. The best results have
been achieved in dimension 4 and 5, and concern the case of “low” regular genus, the
case of “restricted gap” between the regular genus of the manifold and the regular
genus of its boundary, and the case of “restricted gap” between the regular genus and
the rank of the fundamental group of the manifold.
7Several results of this subsection admit suitable extensions to PL manifolds with non-empty
boundary. However, for sake of conciseness, we restrict the statement of Theorem 4.1 to the closed
case, as everywhere in the paper.
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The following Propositions 4.2 and 4.3 exactly deal with the first and third cases in
the closed 4-dimensional setting, while the second one, which concerns PL 4-manifolds
with boundary, is out of the scope of the present survey.
From now on, S1×S3 (resp. S1 ×˜S3) (resp. S1⊗S3) will denote the orientable
(resp. non-orientable) (resp. either orientable or non-orientable) S3-bundle over S1.
Proposition 4.2 [27, 28, 29]
a) Let M be a closed orientable 4-manifold; then:
G(M) = ρ ≤ 3 =⇒ M ∼=
{
#ρ(S1 × S3)
#ρ−2(S1 × S3)#CP2
b) Let M be a closed non-orientable 4-manifold; then:
G(M) = ρ ≤ 2 =⇒ M ∼= #ρ(S1 ×˜S3)
Proposition 4.3 [12, 25]
a) Let M be a closed (orientable or non-orientable) 4-manifold; then:
G(M) = rk(pi1(M)) = ρ ⇐⇒ M ∼= #ρ(S1 ⊗ S3)
b) Let M be a closed 4-manifold; then:
• G(M) 6= rk(pi1(M)) =⇒ G(M)− rk(pi1(M)) ≥ 2
• G(M)−rk(pi1(M)) = 2 and pi1(M) = ∗mZ ⇐⇒ M ∼= #m(S1⊗ S3)#CP2
• No closed 4-manifold M exists with G(M) − rk(pi1(M)) = 3 and
pi1(M) = ∗mZ.
In short, the proofs of Propositions 4.2 and 4.3 are based on the fact that, for every
crystallization Γ of a PL 4-manifold M , the associated triangulation K(Γ) gives rise
to a suitable handle-decomposition of M , which reflects the combinatorial properties
of Γ.
First of all, we recall that every closed PL 4-manifoldM admits a handle-decomposition
M = H(0) ∪ (H(1)1 ∪ · · · ∪H(1)r1 ) ∪ (H(2)1 ∪ · · · ∪H(2)r2 ) ∪ (H(3)1 ∪ · · · ∪H(3)r3 ) ∪H(4)
where H(0) = D4 and each p-handle H(p)i = Dp × D4−p (1 ≤ p ≤ 4, 1 ≤ i ≤ rp) is
endowed with an an embedding (called attaching map) f
(p)
i : ∂Dp×D4−p → ∂(H(0) ∪
. . . (H
(p−1)
1 ∪ · · · ∪H(p−1)rp−1 )).
In particular, for any crystallization Γ of a PL 4-manifold M and for any partition
{{i, j, k}, {r, s}} of ∆4, then M admits a decomposition of type M = N(i, j, k) ∪φ
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N(r, s), where N(i, j, k) (resp. N(r, s)) denotes a regular neighbourhood of the sub-
complex K(i, j, k) (resp. K(r, s)) of K(Γ) generated by the vertices labelled {i, j, k}
(resp. {r, s}) and φ is a boundary identification.
The hypotheses assumed about regular genus in most of the cases of the above
statements imply the associated handle-decomposition to lack in 2-handles, since the
subcomplex K(i, j, k) collapses to a graph; this fact allows to recognize the 4-manifold
M as a connected sum of copies of S1⊗ S3, by means of an important result by Mon-
tesinos [45] ensuring the uniqueness of the boundary identification of two handlebodies
(see the quoted papers for details).
Under different assumptions, the associated handle-decomposition contains ex-
actly one 2-handle and no 3-handle (i.e.: K(i, j, k) consists of two triangles with
common boundary, possibly with some more “free edges”, in bijection with the “free
edges” constituting K(r, s)); so, the attachment of the unique 2-handle has to give
rise to a spherical boundary, and hence a CP2 component is surely obtained, via a
well-known result by Gordon-Luecke about surgery on knots.
Remark 1 Note that the classification of orientable (resp. non-orientable) 4-manifolds
with regular genus four (risp. three) is given in [29, Theorem 2] (resp. [29, Theo-
rem 4]) only up to TOP-homeomorphism8, while the classification of non-orientable
4-manifolds with regular genus four is not known.
However, Proposition 4.3 yields the following partial results, concerning the PL
classification of a PL 4-manifold M with rk(pi1(M)) = m:
• if G(M) = 3 and m = 3, then M is PL-homeomorphic to #3(S1 ⊗ S3);
• if G(M) = 4, m = 2 and the fundamental group of M is free, then M is PL-
homeomorphic to CP2#2(S1 ⊗ S3).
Moreover, no PL 4-manifold exists with G(M) = 3 (resp. G(M) = 4) and m ∈
{0, 2} (resp. m = 3).
In Subsection 5.3 we will “almost complete”9 the PL classification up to regular
genus four, within the class of PL 4-manifolds admitting semi-simple crystallizations.
4.2. Catalogues of crystallizations
By Proposition 2.2, the generation of catalogues of crystallizations of PL 4-manifolds
with a fixed number of vertices 2p requires the prior generation and recognition of all
gems (with 2p vertices) representing the 3-sphere. In fact, any order 2p crystallization
of a PL 4-manifold can be obtained from such a gem by adding the 4-coloured edges.
8Recall that, in virtue of Theorem 3.5, the classification of simply-connected 4-manifolds in cat-
egory TOP is now trivial, up to regular genus 43.
9Only the case G(M) = 4 and rk(pi1(M)) = 2, with not free fundamental group, remains open.
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However, this kind of procedure is very intensive even for a low number of vertices
and requires large computing resources. A way to face this problem is to find combi-
natorial configurations in the graphs, which can be eliminated without changing the
manifold. Examples of such configurations are dipoles and ρ-pairs.
As pointed out in Section 2 the restriction of the catalogues to rigid dipole-free
crystallizations does not affect their completeness.
Furthermore, an efficient catalogue must not contain crystallizations, whose as-
sociated triangulations coincide. This problem has been solved by associating to
each crystallization Γ its code, i.e. a numerical string which identifies Γ up to colour-
isomorphisms (i.e. isomorphisms of graphs which preserve colours up to a permutation
of ∆4: see [41], [24]).
Catalogues of (rigid dipole-free) crystallizations of PL 4-manifolds have been gen-
erated up to 20 vertices and the represented manifolds have been completely classified
up to 18 vertices.
In order to describe the algorithms for generation and classification of these cata-
logues, we need first to fix some notations.
For each p ≥ 1, let C(2p) (resp. C˜(2p)) denote the catalogue of all not colour-
isomorphic rigid dipole-free bipartite (resp. non-bipartite) crystallizations of 4-mani-
folds with 2p vertices.
Note that if Γ ∈ C(2p) ∪ C˜(2p), then Γ4ˆ is a (not necessarily contracted, nor rigid)
4-coloured graph representing S3 and lacking in ρ-pairs involving three bicoloured
cycles. Let S(2p) denotes the set of such 4-coloured graphs10: the generation of C(2p)
and C˜(2p) is performed by adding 4-coloured edges to the elements of S(2p), in all
possible ways so as to obtain crystallizations of 4-manifolds. Duplicates are then
eliminated by comparing their codes.
Actually, not all attachments must be tried: the condition of representing a mani-
fold imposes combinatorial restrictions on the set of possible “uncompleted” graphs
(i.e. graphs obtained from an element of S(2p) by attaching less than p 4-coloured
edges).
These conditions allow to implement a branch and bound technique to prune the
tree of possible attachments (see [44] for details) and reduce considerably both the
computation time and the size of the resulting catalogues11.
Table 1 shows information about the catalogues C(2p) and C˜(2p) (p ≤ 10), which
have been obtained in [20] by the above algorithm.
10S(2p) is constructed by a suitable adaptation of the 3-dimensional generation algorithm; recog-
nition of the 3-sphere is performed by comparison with the 3-dimensional catalogue.
11The generation algorithm has been implemented through a parallelization strategy ([44]); it ran
on CINECA’s high-performance clusters due to the opportunities granted by an Italian Supercom-
puting Resource Allocation (ISCRA) project.
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2p 2 4 6 8 10 12 14 16 18 20
#S(2p) 1 0 2 9 39 400 5.255 95.870 1.994.962 45.654.630
# C(2p) 1 0 0 1 0 0 1.109 4.511 44.803 47.623.129
# C˜(2p) 0 0 0 0 0 0 0 1 0 0
Table 1
Note that the unique rigid dipole-free crystallization of C(2) (resp. of C(8)) is the
standard crystallization of S4 (resp. CP2: see [36]), while the unique non-bipartite
rigid dipole-free crystallization appearing up to 20 vertices is the standard one of RP4
with 16 vertices ([37]).
In order to face the problem of classification of the PL-manifolds appearing in
catalogues of crystallizations, in [20] it is described a heuristic procedure based on
combinatorial moves on graphs which do not change (“up to handles”) the represented
manifold and preserve the properties of rigidity and absence of dipoles.
We point out that all concepts and results involved in the procedure hold in each
dimension n ≥ 3; therefore the whole classifying algorithm is introduced in [20] for
general PL n-manifolds. Nevertheless, for sake of simplicity, in the present survey
paper we will describe it only in the 4-dimensional setting.
Let us call admissible any sequence of combinatorial moves which transforms a
rigid dipole-free crystallization of a PL 4-manifold M , into a rigid dipole-free crystal-
lization of a PL 4-manifold M ′ such that M ∼=PL M ′#h(S1 ⊗ S3) (h ≥ 0).
Moreover, for any rigid dipole-free crystallization Γ of M and any admissible
sequence , let θ(Γ) denote the (rigid dipole-free) crystallization of M
′ obtained by
applying the admissible sequence  to Γ.
Given a list X of rigid dipole-free crystallizations and a set S of admissible se-
quences, it is then possible to subdivide X into equivalence classes with regard to S
by defining the class of Γ ∈ X with respect to S as:
clS(Γ) = {Γ′ ∈ X / ∃, ′ ∈ S, θ(Γ) and θ′(Γ′) have the same code}
Therefore, given Γ,Γ′ ∈ X, if clS(Γ) = clS(Γ′), then there exist h, k ∈ N ∪ {0}
such that |K(Γ)| ∼=PL M#h(S1 ⊗ S3) and |K(Γ′)| ∼=PL M#k(S1 ⊗ S3).
Obviously, no choice of S can ensure “a priori” that the above equivalence classes
coincide, even up to handles, with the PL-equivalence classes of the represented 4-
manifolds.
However, [20] shows the existence of a suitable set of admissible moves on 5-
coloured graphs which are sufficient to classify all PL 4-manifolds admitting a crys-
tallization with at most 18 vertices, in full analogy with what already proved in
dimension three, where a similar set has been detected, yielding the classification of
all 3-manifolds admitting a crystallization with at most 30 vertices.
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It is well-known that insertion or elimination of a dipole (dipole move) preserves
the PL structure of the represented manifold in any dimension (see [30] for details).
Figure 1: dipole move
Furthermore, a combinatorial move called ρ-pair switching, which is shown in
Figure 4.2, allows to eliminate ρ-pairs.
       e f
ρ-pair switching
Figure 2: ρ-pair switching
The effect of ρ-pair switching on crystallizations is explained by the following
result:
Proposition 4.4 [5] Let Γ be a crystallization of a PL 4-manifold M and let Γ′ be
obtained by switching a ρ-pair (e, f) in Γ. Suppose that e and f share h ≥ 3 bicoloured
cycles of Γ. Then:
(a) if h = 3, Γ′ is a gem of M , too;
(b) if h = 4, Γ′ is a gem of a PL 4-manifold M ′ such that M ∼=PL M ′#(S1 ⊗ S3).
Unfortunately, some moves which turned out to be powerful for the classification
of 3-manifolds are not available in dimension greater than three. Therefore, the
algorithm described in [20] makes use of other moves which were introduced by Lins
and Mulazzani in [42].
Let Γ be a gem of a PL 4-manifold M.
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• A blob move is the insertion or cancellation of a 4-dipole.
• A t-flip is the switching of a pair (e, f) of equally coloured edges which are both
incident to an h-dipole (1 ≤ h ≤ 3). An s-flip is the inverse move, i.e. the
switching of a pair (e, f) of equally coloured edges where either e or f belongs
to an h-dipole, which becomes an (h−1)-dipole after the transformation. A flip
is either an s- or a t-flip.
Figure 3: blob move
Figure 4: flip move
Flip and blob moves on a gem do not change the represented manifold as proved
in [42, Proposition 3].
On the other hand, we point out that, even if two crystallizations are known
to represent the same manifold, there is no algorithmic procedure to determine a
sequence of blob and flip moves connecting them, nor an upper bound to the number
of moves to be performed.
In order to define the set of admissible moves S¯ which have been chosen for the
heuristic procedure, let us introduce some definitions and notations.
Given an order 2p 5-coloured graph Γ there is a natural ordering of its vertices
induced by the rooted numbering algorithm generating its code (see [24]); so V (Γ) =
{v1, . . . , v2p} may be assumed.
If Γ is a rigid dipole-free crystallization of a PL 4-manifold, given i ∈ N2p =
{1, . . . , 2p}, c ∈ ∆4, a 4-tuple x = (x1, . . . , x4) with xi ∈ N2p and a permutation τ
of cˆ = ∆4−{c}, we denote by θi,c,x,τ (Γ) the rigid dipole-free crystallization obtained
from Γ in the following way:
- insert a 4-dipole (= blob) over the c-coloured edge incident with vi;
- for each k ∈ cˆ, consider, if exists, the s-flip on the pair of τ(k)-coloured edges
(e, f), where e belongs to the blob and f is incident to vxk ; then perform the
sequence of all possible s-flips of this type for increasing values of k;
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- cancel dipoles and switch ρ-pairs in the resulting graph.
θi,c,x,τ obviously defines an admissible sequence.
Finally, S¯ is defined as the set of all sequences θi,c,x,τ , where i ∈ N2p, c ∈ ∆4, x
is a 4-tuple of elements of N2p and τ is a permutation of cˆ.
Remark 2 As already mentioned, the above moves, as well as the classification al-
gorithm itself, are independent from dimension. As a consequence, the set S¯ can be
defined and the partition into equivalence classes with respect to S¯ can be performed
on any list of crystallizations of n-manifolds, in order to prove their PL-equivalence.
See [20] (or Subsection 6.1) for examples of application of the above algorithm.
4.3. Classification results in PL category
In order to obtain PL classification results, the classification algorithm, with respect
to the above defined set S¯, has been implemented in a C++ program - called “Γ4-
class” and it has been applied to the catalogues C(2p) and C˜(2p) with p ≤ 9 and to the
subset of C(20) consisting of crystallizations representing manifolds with β2 ≤ 2.
The application of Γ4-class to the catalogue
⋃
1≤p≤9 C(2p) yielded the complete PL
classification of the involved crystallizations as shown in the following proposition.
Proposition 4.5 [20] There is a bijective correspondence between the set of equiva-
lence classes of
⋃
1≤p≤9
(
C(2p) ∪ C˜(2p)
)
with respect to S¯ and the set of the represented
PL 4-manifolds. Moreover, all PL 4-manifolds in the above catalogues are topologi-
cally distinct.
By the above result and [20, Proposition 15], it has been obtained the PL classi-
fication of all orientable (resp. non-orientable) 4-manifolds with gem-complexity at
most 8 (resp. at most 9), which is summarized in the following theorem. Note that
the last statement appears in the present survey in a stronger form than the original
result in [20]: in fact, only recently program Γ4-class succeeded to prove that no PL
4-manifold M with k(M) = 9 has β2(M) ≤ 2 (i.e. all 20 vertices crystallizations with
β2(M) ≤ 2 belongs to the same class of a crystallization with few vertices).
Theorem 4.6 Let M be a PL 4-manifold. Then:
• k(M) = 0 ⇐⇒ M is PL-homeomorphic to S4;
• k(M) = 3 ⇐⇒ M is PL-homeomorphic to CP2;
• k(M) = 4 ⇐⇒ M is PL-homeomorphic to either S1 × S3 or S1 ×˜S3;
• k(M) = 6 ⇐⇒ M is PL-homeomorphic to either S2 × S2 or CP2#CP2 or
CP2#(−CP2);
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• k(M) = 7 ⇐⇒ M is PL-homeomorphic to either RP4 or CP2#(S1 × S3) or
CP2#(S1 ×˜ S3);
• k(M) = 8 ⇐⇒ M is PL-homeomorphic to either #2(S1 × S3) or #2(S1 ×˜S3).
Moreover:
• no PL 4-manifold M exists with k(M) ∈ {1, 2, 5};
• no exotic PL 4-manifold exists, with k(M) ≤ 8;
• any PL 4-manifold M with k(M) = 9 is simply connected with second Betti
number β2(M) = 3.
As a consequence of the (partial) analysis of the 4-dimensional crystallization cata-
logue
⋃
1≤p≤10 C(2p), together with a suitable application of the classification program
Γ4-class, in [20] it is also proved the existence of a rigid crystallization of S4, with
20 vertices and, apart from the standard order-two crystallization, it is the only rigid
dipole-free crystallization of S4 up to 20 vertices.
5. 4-manifolds admitting simple and semi-simple crystallizations
5.1. Simple and semi-simple crystallizations
The notion of simple crystallization of a (simply-connected) PL 4-manifold was in-
troduced in [7] and investigated in [21]; further, in [6], it was extended to the not
simply-connected case, by introducing the concept of semi-simple crystallization of a
PL 4-manifold.
Definition 3 A crystallization Γ of a PL 4-manifold M is called a semi-simple crys-
tallization of type m if the 1-skeleton of the associated coloured triangulation contains
exactly m+ 1 1-simplices for each pair of 0-simplices, where m is the rank of the fun-
damental group of M .
Semi-simple crystallizations of type 0 are called simple crystallizations: the 1-
skeleton of their associated coloured triangulation equals the 1-skeleton of a single
4-simplex.
Remark 3 In virtue of the bijection between 1-simplices of K(Γ) and residues of Γ
with three colours (see Section 2), the above definition may be re-stated in combina-
torial terms, for any crystallization Γ of a PL 4-manifold M with rk(pi1(M)) = m :
Γ is a semi-simple crystallization ⇐⇒ gijk = m+ 1, ∀i, j, k ∈ ∆4.
In particular:
Γ is a simple crystallization ⇐⇒ gijk = 1, ∀i, j, k ∈ ∆4.
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As a direct consequence of the proof of Theorem 3.1 (inequality concerning gem-
complexity), a characterization of PL 4-manifolds admitting simple/semi-simple crys-
tallizations easily follows, involving the relation between the invariant gem-complexity
and the Euler characteristic.
Theorem 5.1 [21, 6] A PL 4-manifold M admits semi-simple crystallizations of
type m if and only if k(M) = 3χ(M)+10m−6, where m is the rank of the fundamental
group of M .
In particular: A simply-connected PL 4-manifold M admits simple crystallizations if
and only if k(M) = 3χ(M)− 6.
In [21] (resp. in [6]) simple (resp. semi-simple) crystallizations are proved to
be “minimal” both with respect to the invariant gem-complexity and with respect
to the invariant regular genus. Here, we present the generalized result concerning
semi-simple crystallizations, which contextually yields a lot of details about their
combinatorial structure.
Theorem 5.2 [6] Let M be a PL 4-manifold with rk(pi1(M)) = m. If M admits
semi-simple crystallizations, then:
k(M) = 3χ(M) + 10m− 6;
G(M) = 2χ(M) + 5m− 4;
k(M) =
3G(M) + 5m
2
.
Moreover, for any semi-simple crystallization Γ of M ,
• ρ(Γ) = G(M) = 2χ(M) + 5m− 4 for any cyclic permutation  of ∆4;
• #V (Γ) = 2(k(M) + 1) = 6χ(M) + 20m− 10;
• gi,j = χ(M) + 4m− 1 for any pair i, j ∈ ∆4;
• ρ(Γiˆ) = G(M)−m2 = χ(M) + 2m − 2 for any cyclic permutation  of ∆4 and
for any color i ∈ ∆4.
In the simply-connected case, the characterization of PL 4-manifolds admitting
simple crystallizations via gem-complexity may be performed with respect to the
second Betti number, as proved for the first time in [21, Theorem 1.1].
Theorem 5.3 [21] Let M be a simply-connected PL 4-manifold. Then:
M admits a simple crystallization iff k(M) = 3β2(M).
Moreover, if M admits simple crystallizations, then G(M) = 2β2(M).
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Remark 4 It is not difficult to prove that, if pi1(M) is assumed to be trivial, then
equality G(M) = 2β2(M) implies the existence of a crystallization Γ of M and a
permutation ε of ∆4 so that ρε(Γ) = 2β2(M) and gεiεi+2εi+3 = 1 ∀i ∈ ∆4. However,
in general, this does not imply that Γ is simple, since at least one gεiεi+1εi+2 > 1
may occur. For example, the analysis of the catalogue of rigid dipole-free order 16
crystallizations shows that all of them satisfy relation G(M) = 2β2(M), while grst = 2
for exactly one triple {r, s, t} ⊂ ∆4 and gijk = 1 ∀{i, j, k} 6= {r, s, t}.
Let us conclude the subsection by pointing out that, in the particular case of a
simple crystallization, any associated handle-decomposition (see Subsection 4.1) turns
out to be a so-called special handle decomposition, i.e. a handle-decomposition lacking
in 1-handles and 3-handles (see [43, Section 3.3]). Hence, PL 4-manifolds admitting
simple crystallizations may be identified by a (not dotted) framed link.12
Proposition 5.4 [21] Let M be a (simply-connected) PL 4-manifold admitting sim-
ple crystallizations. Then, M admits a special handle-decomposition.
In fact, with the same notations used in Subsection 4.1, we can notice that, if Γ is a
simple crystallization, then for any partition {{i, j, k}, {r, s}} of ∆4 the decomposition
M = N(i, j, k) ∪φ N(r, s) is of “standard” type: K(r, s) consists of exactly one 1-
simplex, while K(i, j, k) consists of grs 2-simplices, all having the same boundary.
Hence, N(r, s) ∼=PL D4 = H(4) trivially follows, while N(i, j, k) = H(0) ∪ (H(2)1 ∪
· · · ∪ H(2)grs−1) holds, where H(0) = D4 is a “small” regular neighbourhood of one
(arbitrarily fixed) 2-simplex of K(i, j, k) and the 2-handles are represented by the
regular neighbourhoods of the remaining 2-simplices of K(i, j, k).
Remark 5 Note that the existence of a special handlebody decomposition is related
to Kirby problem n. 50: “Does every simply-connected closed 4-manifold have a
handlebody decomposition without 1-handles? Without 1- and 3-handles?”.
5.2. Computing regular genus and gem-complexity for a huge class of
PL 4-manifolds
The definition of graph connected sum (see Section 2) implies that the class of PL
4-manifolds admitting simple/semi-simple crystallization is closed under connected
sum.
Proposition 5.5 [7] Let M and M ′ be two PL 4-manifolds admitting semi-simple
crystallizations. Then, M#M ′ admits semi-simple crystallizations, too.
In particular, if both M and M ′ admit simple crystallizations, then M#M ′ admits
simple crystallizations, too.
12See [15] for relationships between crystallization theory and dotted framed link representation
for PL 4-manifolds.
217
M. R. Casali, P. Cristofori, C. Gagliardi Classifying PL 4-manifolds via crystallizations
It is easy to check that the well-known minimal (order 10) crystallizations of
S1×S3 and S1×˜S3, as well as the minimal (order 16) crystallization of RP4, are semi-
simple crystallizations of type 1, while the minimal (order 2) crystallization of S4,
the minimal (order 8) crystallization of CP2, the minimal (order 14) crystallization
of S2 × S2 are simple crystallizations. Moreover, in [7] a simple crystallization of the
K3-surface is produced.
As a consequence, in virtue of the additivity of semi-simple crystallizations (Propo-
sition 5.5), we have that all simply-connected PL 4-manifolds of “standard type” (see
[7]) admit semi-simple crystallizations, as well as all PL 4-manifolds involved in the
existing crystallization catalogues (see [20], or Section 4).
Proposition 5.6 [7] Each PL 4-manifold with gem-complexity less than nine admits
semi-simple crystallizations.
By direct analysis of the existing 4-dimensional crystallization catalogues (see [20]
or Section 4), we can compute how many simple/semi-simple crystallizations exist,
for some significant PL 4-manifolds.
Proposition 5.7
• S4 and CP2 admit a unique simple crystallization;
• S1×S3, S1 ×˜S3 and RP4 admit a unique semi-simple crystallization (of type
1);
• S2 × S2 admits exactly 267 simple crystallizations;
• CP2#CP2 admits exactly 583 simple crystallizations;
• CP2#(−CP2) admits exactly 258 simple crystallizations.
From Theorem 5.2 and Proposition 5.5 it is easy to deduce the additivity of both
the invariants regular genus and gem-complexity under connected sum, within the
class of PL 4-manifolds admitting semi-simple crystallizations (in particular: simple
crystallizations).
Theorem 5.8 [21, 7] Let M and M ′ be two PL 4-manifolds admitting semi-simple
crystallizations. Then:
k(M#M ′) = k(M) + k(M ′) and G(M#M ′) = G(M) + G(M ′).
As a consequence, we obtain the computation of both invariants for a huge class
of PL 4-manifolds.
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Proposition 5.9 Let
M∼=PL(#pCP2)#(#p′(−CP2))#(#q(S2× S2))#(#r(S1⊗ S3))#(#sRP4)#(#tK3),
with p, p′, q, r, s, t ≥ 0. Then,
k(M) = 3(p+p′+2q+22t)+4r+7s and G(M) = 2(p+p′+2q+22t)+r+3s.
5.3. Classification via regular genus of PL 4-manifolds admitting
simple/semi-simple crystallizations
In the particular case of PL 4-manifolds admitting semi-simple crystallizations, some
classification results via regular genus may be added to the general ones summarized
in Subsection 4.1. The first one concerns the case of the first Betti number equal to
one.
Proposition 5.10 [7] Let M be an orientable PL 4-manifold with pi1(M) = ∗mZ
and β2(M) = 1. If M admits semi-simple crystallizations, then M is PL-homeomorphic
to #m(S1 × S3)#CP2.
Moreover, the relation between regular genus and gem-complexity for PL 4-manifolds
admitting semi-simple crystallizations yields new results regarding the PL classi-
fication up to regular genus four, within the class of PL 4-manifolds admitting a
semi-simple crystallization. As already pointed out in Subsection 4.1, only the case
G(M) = 4 and rk(pi1(M)) = 2, with not free fundamental group, remains open.
Proposition 5.11 Let M be a PL 4-manifold with rk(pi1(M)) = m which admits
semi-simple crystallizations. Then:
(a) if G(M) = 3 and m = 1, then M is PL-homeomorphic to one of the following
PL 4-manifolds: CP2#(S1 × S3), CP2#(S1×˜S3), RP4;
(b) if G(M) = 3 and m = 3, then M is PL-homeomorphic to #3(S1 ⊗ S3);
(c) if G(M) = 4 and m = 0 , then M is PL-homeomorphic to one of the following
PL 4-manifolds: CP2#CP2, S2 × S2, CP2#(−CP2);
(d) if G(M) = 4, m = 2 and the fundamental group of M is free, then M is PL-
homeomorphic to CP2#2(S1 ⊗ S3).
Moreover, if G(M) = 3 (resp. G(M) = 4), the cases m ∈ {0, 2} (resp. m ∈ {1, 3})
cannot appear for PL 4-manifolds admitting semi-simple crystallizations.
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Proof. First of all, note that, by Remark 1, only statements (a) and (c) require
the hypothesis about semi-simple crystallizations, and have to be proved.
By Theorem 5.2, if M is a PL 4-manifold admitting semi-simple crystallizations,
relation k(M) = 3G(M)+5m2 holds. Then: in case (a) k(M) = 7 follows, while in
case (c) k(M) = 6 follows. Hence, statements (a) and (c) are consequence of the
PL classification of all the (orientable and non-orientable) PL 4-manifolds up to gem-
complexity 8, obtained in [20] via analysis of the related crystallization catalogues
(see Theorem 4.6).
Moreover, the relation k(M) = 3G(M)+5m2 easily implies that the cases G(M) = 3
(resp. G(M) = 4) and m ∈ {0, 2}, (resp. m ∈ {1, 3}) are impossible, if M admits
semi-simple crystallizations. 
General conditions excluding the existence of semi-simple crystallizations are also
obtained from their combinatorial properties (Theorem 5.2).
Proposition 5.12 [7] No PL 4-manifold M with G(M) − rk(pi1(M)) odd admits
semi-simple crystallizations.
In particular: no simply-connected PL 4-manifold M with odd regular genus admits
simple crystallizations.
6. Toward further developments
6.1. Different PL structures on the same TOP 4-manifold, and related
problems
As it is well-known, up to now there is no classification of smooth structures on any
given smoothable topological 4-manifold; on the other hand, finding non-diffeomorphic
smooth structures on the same closed simply-connected topological manifold has long
been an interesting problem.
Our hope is that further advances in the generation and classification of crystal-
lization catalogues for PL 4-manifolds according to gem-complexity (see the algorithm
described in [20, Section 3] and briefly summarized in Subsection 4.2) could produce
examples of non-equivalent PL structures on the same TOP 4-manifold.
For example, the characterization of PL 4-manifolds admitting semi-simple crys-
tallizations by means of gem-complexity (Theorem 5.1) has the following consequence
about possible different PL structures on the same TOP 4-manifold.
Proposition 6.1 Let M and M ′ be two PL 4-manifolds, with M ∼=TOP M ′ and
M PL M ′. If both M and M ′ admit semi-simple crystallization, then k(M) = k(M ′).
Remark 6 In particular, in the simply-connected case, the catalogue of all rigid
dipole-free crystallizations of PL 4-manifolds up to a fixed gem-complexity k must
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contain all simple crystallizations of PL 4-manifolds whose second Betti number does
not exceed k3 . Hence, the existing catalogue up to gem-complexity 9 ([20]) presents
all simple crystallizations of PL 4-manifolds M with β2(M) ≤ 3.
On the other hand, in [1], infinitely many PL 4-manifolds TOP-homeomorphic
but not PL-homeomorphic to CP2#2(−CP2) are proved to exist. Hence, if at least
one among them admits simple crystallizations, they have to appear in the catalogue
of order 20 crystallizations, whose analysis is currently underway.
More generally, the existence of simple/semi-simple crystallizations may be related
with known results and open problems about exotic structures on “standard” simply-
connected PL 4-manifolds and on non-orientable PL 4-manifolds (see for example [1],
[2] and [10]), by taking into account also the (obvious) finiteness property of gem-
complexity. Items (a), (d), (e) of the following proposition are due to [20, 21], while
items (b) and (c) are new.
Proposition 6.2
(a) Let M be S4 or CP2 or S2 × S2 or CP2#CP2 or CP2#(−CP2); if an exotic
PL structure on M exists, then the corresponding PL-manifold does not admit
simple crystallizations.
(b) Let M¯ be a PL 4-manifold TOP-homeomorphic but not PL-homeomorphic to
RP4; then, M¯ does not admit semi-simple crystallizations.
(c) Let M be S1 ⊗ S3 or CP2#(S1 ⊗ S3) or #2(S1 ⊗ S3); if an exotic PL structure
on M exists, then the corresponding PL-manifold does not admit semi-simple
crystallizations.
(d) Let M¯ be a PL 4-manifold TOP-homeomorphic but not PL-homeomorphic to
CP2#2(−CP2); then, either M¯ does not admit simple crystallizations, or M¯
admits an order 20 simple crystallization.
(e) Let r ∈ {3, 5, 7, 9, 11, 13} ∪ {r = 4n− 1 / n ≥ 4} ∪ {r = 4n− 2 / n ≥ 23}; then,
infinitely many simply-connected PL 4-manifolds with β2 = r do not admit
simple crystallizations.
As pointed out by [7, Corollary 8.3], the existence of pairs of simply-connected
“standard” PL 4-manifolds which are TOP-homeomorphic but not PL-homeomorphic
has a consequence involving simple crystallizations, too.
Proposition 6.3 [7] A pair of simple crystallizations Γ, Γ′ exists, such that
|K(Γ)| ∼=TOP |K(Γ′)| but |K(Γ)| PL |K(Γ′)|.
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In fact, by Kronheimer and Mrowka (see [40]), it is known thatK3#(−CP2) ∼=TOP
#3(CP2)#20(−CP2) but K3#(−CP2) PL #3(CP2)#20(−CP2). Hence, to obtain
a pair of simple crystallizations proving the above statement, it is sufficient to make
graph connected sums of suitable copies of the (known) simple crystallizations of K3
and CP2 (see Subsection 5.2).
Remark 7 If Γ′ and Γ′′ is a pair of simple crystallizations of M ′ and M ′′ respectively,
with M ′ ∼=TOP M ′′ and M ′ PL M ′′ (for example, the pair obtained via Kronheimer
and Mrowka’s result), then the associated contracted pseudo-triangulations K ′ =
K(Γ′) and K ′′ = K(Γ′′) are such that N ′(1, 3) = N ′′(1, 3) = D4, while N ′(0, 2, 4)
and N ′′(0, 2, 4) both consist of β2(M ′) = β2(M ′′) triangles with the same boundary
(see Proposition 5.4). Hence, the same handle-decomposition is induced, and also
with the same intersection form. However, the fact that M ′ PL M ′′ proves that,
if β2(M
′) = β2(M ′′) ≥ 2, it is not possible to identify the framed link associated
to the 2-handles, despite what happens when β2(M
′) = β2(M ′′) = 1 by means of
Gordon-Luecke’s result.
Now, the semi-simple case of Proposition 6.1, together with results by [6], enables
to extend Proposition 6.3 to the non-simply-connected case.
Proposition 6.4 A pair of semi-simple crystallizations (of type m ≥ 1) Γ, Γ′ exists,
such that
|K(Γ)| ∼=TOP |K(Γ′)| but |K(Γ)| PL |K(Γ′)|.
Proof. By Kreck (see [39]), it is known that RP4#K3 ∼=TOP RP4#11(S2× S2)
but RP4#K3 PL RP4#11(S2 × S2). Hence, to obtain a pair of semi-simple crys-
tallizations (of type 1) proving the above statement, it is sufficient to make graph
connected sums of the (unique) semi-simple crystallization of RP4 and either a sim-
ple crystallization of K3 or eleven copies of a simple crystallization of S2 × S2 (see
Subsection 5.2). 
Moreover, we point out that the program Γ4-class, performing automatic recog-
nition of PL-homeomorphic 4-manifolds, could be an useful tool to approach open
problems related to different triangulations of the same TOP 4-manifold, which are
conjectured to represent the same PL 4-manifold.
For example, it is in progress its application to the open problem concerning the
possible PL-equivalence of the 16- and 17-vertices triangulations of the K3-surface
obtained in [26] and [46] respectively.
Note that similar attempts to settle the conjecture are described in [7], [8] and
[9]. However, the elementary moves involved in those procedures (namely, edge-
contraction and/or bistellar moves) are different from those used by our program
(i.e. flips, blobs, ρ-pair switchings and dipole eliminations). Hence, it is possible that
one sequence succeeds when the others fail, or viceversa, with equal computational
time employed.
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6.2. Additivity of regular genus and related problems
It is easy to check that the relation G(M#M ′) ≤ G(M) + G(M ′) can be stated for
all PL n-manifolds by direct estimation of G(M#M ′) on the gem Γ#Γ′, when Γ,
Γ′ are assumed to be gems of M,M ′ realizing the regular genus of the represented
n-manifolds. Moreover, the additivity of regular genus under connected sum has
been conjectured13, and the associated (open) problem is significant, at least in the
orientable case, and especially in dimension four.
Conjecture 1 [31] Let Mn1 , M
n
2 be two closed (orientable) PL n-manifolds. Then,
G(Mn1 #Mn2 ) = G(Mn1 ) + G(Mn2 ).
In fact, it is easy to prove that the 4-dimensional case of Conjecture 1 implies
the 4-dimensional Smooth Poincare´ Conjecture, via the well-known Wall Theorem on
homotopic 4-manifolds:
if Σ4 is a homotopy sphere, then Σ4#(#h(S2×S2)) ∼= S4#(#h(S2×S2)) ∼= #h(S2×
S2), for a suitable non-negative integer h, and hence G(Σ4#(#h(S2×S2))) = G(#h(S2×
S2)). Thus, the additivity of the regular genus would yield G(Σ4) = 0, i.e. Σ4 ∼= S4
(by Proposition 5.1, in case n = 4).
The following statement improves via Theorem 3.1 a double inequality concerning
regular genus obtained in [38, Corollary 6.5].
Proposition 6.5 For each closed PL 4-manifold M , with rk(pi1(M)) = m:
2− 2G(M) ≤ χ(M) ≤ 2 + G(M)
2
− 5m
2
.
In [38, Corollary 6.8], by means of the double inequality of [38, Corollary 6.5], two
classes of (not necessarily orientable) PL 4-manifolds have been detected, for which
additivity of regular genus holds. Now, by means of the improvement of Proposition
6.5, we can strictly enlarge the set of PL 4-manifolds for which additivity of regular
genus is known to hold.
Proposition 6.6 Let M1,M2 be two PL 4-manifolds, with rk(pi1(Mi)) = mi for
each i ∈ {1, 2}.
(a) If G(Mi) = 1− χ(Mi)2 for each i ∈ {1, 2}, then:
G(M1#M2) = G(M1) + G(M2) and G(M1#M2) = 1− χ(M1#M2)
2
.
13Obviously, regular genus satisfies the additive property with respect to connected sum of closed
3-manifolds, via a classical result on Heegaard genus.
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(b) If G(Mi) = 2χ(Mi) + 5mi − 4 for each i ∈ {1, 2}, then:
G(M1#M2) = G(M1)+G(M2) and G(M1#M2) = 2χ(M1#M2)+5(m1+m2)−4.
As pointed out in [21], the class of PL 4-manifolds involved in Proposition 6.6(a)
consists of connected sums of S3-bundles over S1 : in fact, by the combinatorial prop-
erties of crystallizations in dimension 4, relation G(M) = 1− χ(M)2 implies ρ(Γiˆ) = 0
for each i ∈ ∆4, and M ∼=PL #m(S1 ⊗ S3) directly follows from the existence of (at
least) an i ∈ ∆4 such that ρ(Γiˆ) = 0 (see [25] for details).
On the other hand, Theorem 5.2 easily proves that the class of PL 4-manifolds
involved in Proposition 6.6(b) includes all PL 4-manifolds admitting semi-simple crys-
tallizations.
It is an open problem to completely determine this second class of PL 4-manifolds
for which additivity of regular genus holds.
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ABSTRACT
In this note, we review some recent results concerning the topology and ge-
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1. Combinatorial representations of 3-manifolds
(1.1) Polyhedral schemes. It is well-known that any closed connected 3–manifold M
can be represented by a finite collection of tetrahedra whose 2–faces are identified
in pairs via simplicial isomorphisms [28]. Of course, it is possible to construct M
by using a single polyhedral 3–ball P whose finitely many boundary faces are glued
together in pairs. The interior of P becomes an open 3–ball whose boundary meets
itself in the manifold M along an embedded 2–complex K which is a spine of M . The
∗Work performed under the auspices of the ”National Group for Algebraic and Geometric Struc-
tures, and their Applications” of the GNSAGA-INDAM within the CNR (National Research Coun-
cil) of Italy and partially supported by the MIUR (Ministero dell’Istruzione, dell’Universita´ e della
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manifold M is orientable exactly when the paired faces of P are oppositely oriented
in its boundary. Of course, not every pairing of oppositely oriented boundary faces
of a polyhedral 3–ball P yields an orientable 3–manifold. The only troublesome
points in the resulting quotient space M = P/ ∼ are the 0–cells of K = (∂P )/ ∼
that arise from the vertices of P . They have small regular neighbourhoods that are
cones over certain closed surfaces. A classical result, proved by Seifert [28], states
that the quotient space M is a closed orientable 3–manifold if and only if the Euler
characteristic of M vanishes. More generally, one can represent M by a 3–dimensional
full polyhedron having a pairwise associated polygonal faces. For this, we define a
3–dimensional full polyhedron to be a closed 3–ball whose boundary has been divided
into polygons so that the following conditions are satisfied: each polygon is at least a
2–gon; each point of the 3–ball boundary belongs to at least one polygon; two polygons
are either disjoint or have certain common edges or vertices. In the full polyhedron we
let the faces be associated pairwise and require that the associations are topological
mappings which transform vertices into vertices and edges into edges. Due to the
pairing of faces, certain polyhedral edges and vertices will become equivalent to ones
another. A result of this construction is that the quotient manifold M is uniquely
determined topologically, up to homeomorphisms, by the scheme of the polyhedron.
Finally, a finite presentation of the fundamental group of M can be derived from
its polyhedral scheme. The fundamental group of M is that of the two–dimensional
complex (spine) which arises from the boundary of the polyhedron by means of the
identification of the equivalent faces.
(1.2) Heegaard diagrams. A Heegaard splitting of a closed connected orientable 3–
manifold M is a pair (V,W ) of homeomorphic orientable compact cubes with handles
such that M = V ∪W and V ∩W = ∂V = ∂W . The closed connected orientable
surface F = ∂V = ∂W is called the Heegaard surface of the splitting (V,W ) of
M . A classical theorem of Heegaard states that every closed connected orientable
3–manifold M admits a Heegaard splitting (see, for example, [27] and Chapter 5
of [9]). This splitting can be constructed as follows. Consider the 1–skeleton of a
simplicial triangulation of M and define V as a regular neighbourhood of it. Then
we set W to be the closure of the complement of V in M . The Heegaard genus
g(M) of M is the smallest integer g such that M has a Heegaard surface of genus
g. Given a splitting (V,W ) of M , let D1, . . . , Dg be a collection of pairwise disjoint
properly embedded discs in W which cut W into a 3–cell. The pairwise disjoint simple
closed curves wi = ∂Di cut F = ∂W into a 2–sphere with 2g holes. We say that
w = {w1, . . . ,wg} is a set of meridians of the handlebody W . Let v = {v1, . . . ,vg} be
a set of meridians of the handlebody V . Then the triple (F,v,w) is called a Heegaard
diagram associated to the splitting (V,W ) of M (or, briefly, a Heegaard diagram of
M). The diagram can be drawn in a plane by flattening the above 2–sphere with 2g
holes (whose quotient space is F ). In this case, a set of meridians can be re–obtained
by identifying in pairs the boundaries of the holes, while the other one gives rise to
a set of pairwise disjoint simple arcs connecting the boundaries of the holes. The
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construction produces a planar graph (together with a pairing of the holes) which
completely represents the manifold M in the sense that M can be recovered from
it (for details see, for example, [9], Chp.5). Of course, there exist many different
Heegaard diagrams representing the same manifold. The equivalence problem was
solved by Singer in [29]: two different Heegaard diagrams of the same 3–manifold are
related by a finite sequence of certain elementary moves (and/or their inverses), called
Singer’s moves. The first move changes the orientation on a curve of the diagram
(F,v,w) or shifts a curve by isotopy. The second move substitutes a curve wi of w
with a curve w′i after a light shifting to make w′i disjoint to wk, for i 6= k. The curve
w′i is obtained by a connected sum of the curves wi and wk. This operation is defined
similarly for the set of meridians v. The last move adds a trivial (i.e., unknotted)
handle and a trivial curve to the diagram. It follows that Heegaard diagrams (up to
Singer’s moves) give an adequate representation of the closed connected orientable 3–
manifolds in the sense that all invariants of the represented manifolds can be obtained
from their diagrams via graph–theoretical algorithms. An interesting open problem in
the theory of Heegaard diagrams is the famous conjecture that the Heegaard genus of a
closed connected hyperbolic 3–manifold is equal to the number of minimal generators
for the fundamental group.
(1.3) Branched coverings. Let Mn and Nn be compact manifolds with proper sub-
manifolds An−2 ⊂ M and Bn−2 ⊂ N . A continuous function f : M → N is said to
be a branched covering with branch sets A and B if: (1) components of preimages
of open sets of N are a basis for the topology of M ; (2) f(A) = B, f(M\A) = N\B
and N\B is exactly the set of points in N which are evenly covered, i.e., have neigh-
bourhoods U such that f sends each component of f−1(U) homeomorphically onto
U . The restriction f : M\A→ N\B is clearly a covering space, called the associated
unbranched covering. By compactness of M , it is finite–sheeted. Each branch point
a ∈ A has a branching index k, meaning that f is k–to–one near a, and this num-
ber is constant on the components of A. Two branched covering spaces (Mi, fi, N),
fi : Mi → N , i = 1, 2, over N are said to be equivalent if there exists a homeomor-
phism h : M1 → M2 with f2 ◦ h = f1. A representation σ of a group G into the
symmetric group Sk of order k is said to be transitive if the image σ(G) acts transi-
tively on the set of k letters used to define Sk. If M is a connected compact n–manifold
and B a locally flat proper (n− 2)–submanifold of M , then the equivalence classes of
k–fold connected branched covering manifolds over M with branch set B correspond
bijectively to the conjugacy classes of transitive representations of G = Π1(M \B, x0)
into Sk sending each meridian of B in M to a non–trivial element of Sk. A transitive
representation σ : G → Sk is called the monodromy representation of the associated
branched covering space. Alexander proved that every closed oriented n–manifold M
is a branched covering of the n–sphere (see, for example, [27]). The branching set is
a (n − 2)–subcomplex. Birman and Hilden [3] proved that for n = 3 the branching
set can be assumed to be a closed submanifold that is a link in S3. A well–known
theorem proved independently by Hilden [12] and Montesinos [20] states that every
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closed connected orientable 3–manifold M3 is a 3–fold branched covering space over
S3 with branch set a knot. It was proved in [22] that the Freudenthal compactification
of an open connected oriented 3–manifold is a 3–fold branched covering of S3, and
in some cases, a 2–fold branched covering of S3. The branching set is a locally finite
disjoint union of strings. A set of covering moves that relate any two colored diagrams
representing the same 3–manifold as simple branched 3–covering of S3 was described
by Piergallini [23]. Connections between Heegaard diagrams and branched coverings
can be found for example in [3], [18], [21], [27], and [30].
(1.4) Dehn surgery. Let V = D2×S1 ⊂ R3 be the standard solid torus with meridian
µ and longitude λ. A meridian of V is a simple closed curve on ∂V ∼= S1 × S1, non
contractible in ∂V but homotopic to zero in V . A longitude of V is a simple closed
curve on ∂V which intersects the meridian µ exactly in one point. We consider an
oriented link L = L1∪L2∪· · ·∪Ln in the 3–sphere S3 = R3∪{∞}, n disjoint tubular
neighbourhoods Ti ∼= D2 × S1 of Li in S3, n copies Vi of V with meridian µi and
longitude λi and n homeomorphisms hi : ∂Vi → ∂Ti such that hi?(µi) = qimi + pi`i
where pi and qi are coprime integers and (mi, `i) is a preferred frame of Ti. A preferred
frame (mi, `i) of Ti satisfies the following conditions: `i ∼ 0 in S3 \Li and the linking
number between mi and `i equals 1. The rational number ri = qi/pi is called the
surgery coefficient associated to the component Li. The closed connected orientable
3–manifold
M =
(
S3 \
n⋃
i=1
int(Ti)
) ⋃
h
( n⋃
i=1
Vi
)
is the result of a Dehn surgery along the link L = L1 ∪ L2 ∪ · · · ∪ Ln ⊂ S3 with
surgery coefficients r1 = q1/p1, r2 = q2/p2, . . . , rn = qn/pn. A well-known result
states that every closed connected orientable 3–manifold can be obtained by Dehn
surgery with surgery coefficients ±1 along a link L ⊂ S3 whose components are
unknotted. This result, known as the Lickorish-Wallace theorem, was first proved by
Wallace [31] in 1960 and independently by Lickorish [15] in a stronger form in 1962
via the well-known relation between genuine surgery and cobordism. The Lickorish-
Wallace theorem is equivalent to the fact that the oriented cobordism group of 3–
manifolds is trivial, originally proved by Rokhlin in 1951. Two surgery descriptions
are equivalent if one of them can be obtained from the other by a finite number of the
following elementary moves: (1) add or delete a component with coefficient ∞; (2)
do a twist on an unknotted component and change the surgery coefficients according
to the Kirby–Rolfsen calculus (see [14] and [27]). Two surgery descriptions represent
homeomorphic manifolds if and only if they are equivalent [14]. Connections between
surgery on links and double branched coverings of S3 can be found in Montesinos [19].
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2. Some classes of 3-manifolds with different geometries
(2.1) Platonic Manifolds. Let X = S3, E3 or H3. A 3–space form (or, an X–manifold)
M is an orbit space X/G, where G is an isometry group acting on X properly dis-
continuously and without fixed points. This gives a tiling of X. The isometries of G,
mapping a distinguished tile onto its neighbours, identify the boundary faces of the
tile in pairs. Such isometries generate the fundamental group of M . Of course, M is
the quotient space obtained from any distinguished tile via the above pairing of its
boundary faces. A Platonic solid in X is a polytope P with the combinatorial type
of a Platonic solid (convex regular solid), embedded in X, so that all side lengths
are equal, as are the interior face angles and dihedral angles. Everitt classified in [8],
up to isometry, the orientable 3–space forms that arise from tilings of X by Platonic
solids. This completes the work begun by several authors (see [2], [16], [25], and
[26]). These results, obtained by algebraic and computational methods, follow from
the classification of certain subgroups of rank four Coxeter groups. The following
theorem summarizes the results of the quoted papers according to Everitt notation
(explained after the statement of Theorem 2.3 below):
Theorem 2.1 (Everitt [8] Lorimer [16]) The closed orientable spherical 3–manifolds
arising from Platonic solids as space forms are listed in the following table:
Spherical F E Homology
Manifolds
M1 abab a(- -)b(- -)aabb Z5
M2 ababcc a(++)b(+-)aac(+-)bcd(+-)bcdd Z8
M3 abcbca a(++)b(- -)c(+-)cd(- -)bdabdac Z2 ⊕ Z2
M4 abcacbdd a(++)b(+-)c(+-)ad(++)cbdacdb Z2 ⊕ Z6
M5 abcacdbd a(++)b(- -)c(++)ad(-+)cbcaddb Z8
M6 abcdcdab a(++)b(++)c(++)d(++)bcdadabc Z3
M7 abcdefefbcda a(-+)b(-+)c(-+)d(-+)e(-+)f(-+)g(-+) 0
h(-+)i(-+)j(-+)idjefagbhcghijfeabcd
M8 abcdefbdcfea a(-+)b(-+)c(-+)d(-+)e(-+)f(++)g(++) Z15
h(++)i(++)j(++)ajcgbfeidhfhgjieabcd
The manifold M1 comes from the tetrahedron with dihedral angle 2pi/3, M2 and M3
from the cube with angle 2pi/3, M4, M5 and M6 from the octahedron with angle
2pi/3, and M7 and M8 from the dodecahedron with angle 2pi/3.
Remark 1. The manifolds M7 and M8 were constructed by Lorimer in [16]. The
manifold M3 is the quaternionic space [21], p.120, and M6 is the octahedral space
[21], p.117. The manifolds M2 and M5 have the same homology but they are not
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homeomorphic (hence non-isometric). This is proved in [8] by algebraic arguments
which imply that pi1(M2) ∼= Z8 while pi1(M5) has order 24. We obtain all these facts
as particular consequences of our geometric methods.
Theorem 2.2 (Everitt [8] Prok [25]) The closed orientable Euclidean 3–manifolds
arising from Platonic solids as space forms are listed in the following table:
Euclidean F E Homology
Manifolds
M9 abacbc a(+++)b(+++)aac(+++)bccbcba Z3 ⊕ Z
M10 abbcca a(-+-)ab(- -+)c(-+-)bacbbacc Z2 ⊕ Z2 ⊕ Z
M11 abccba a(-+-)ab(- -+)c(+- -)bccbbcaa Z4 ⊕ Z4
M12 abcbca a(+++)b(+++)c(+++)bcaaccbba Z⊕ Z⊕ Z
M13 abcbca a(+++)b(+++)c(-+-)cbaacbbca Z2 ⊕ Z
M14(= M10) abcbca a(-+-)b(+- -)c(+++)bcaaccbba Z2 ⊕ Z2 ⊕ Z
All these manifolds arise from the familiar cube with dihedral angle 2pi/4.
Remark 2. The manifold M12 is the 3–torus S1×S1×S1. The methods in [8] are not
able to distinguish between the manifolds M10 and M14 (see [8], pp.260/261). Prok
[25] constructed an Euclidean similarity between M10 and M14, so they are indeed
the same manifold. We prove again this fact in a different way.
Theorem 2.3 (Richardson and Rubinstein [26]) The closed orientable hyperbolic
3–manifolds arising from Platonic solids as space forms are listed in the following
table:
Hyperbolic F E Homology
Manifolds
M15 abcdefefbcda a(-+-+)b(-+-+)c(-+-+)d(-+-+)e(-+-+) Z5 ⊕ Z5 ⊕ Z5
cdeabf(++++)afbfcfdfecdeabdeabc
M16 abcdefdefbca a(++++)b(++++)c(++++)d(++++)e(++++) Z5 ⊕ Z5 ⊕ Z5
abcdebf(++++)cfdfefafcdeabbcdea
M17 abcdefdefbca a(+-++)b(-+++)c(- - -+)d(++-+)e(+-++) Z3 ⊕ Z3
debaf(+-++)bcfafefcdcfedabeabcd
M18 abccadeefbfd a(++- -)ab(-+++)ac(-+-+)d(-+++)bab Z35
e(+++-)ef(- -+-)bfdcaecdfffddcbece
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M19 abcdefebfdca a(-+-+)b(-+-+)c(-+-+)d(-+-+)e(-+-+) Z5 ⊕ Z15
edacbf(++++)cfefbfafdbdaeceabcd
M20 abcdeffbdeca a(++++)b(++++)c(++++)d(++++)e(++++) Z15 ⊕ Z15
adbcecf(++++)efdfbfafeacdbdeabc
M21 abcdebedffca a(+-++)b(+-++)c(- - -+)d(-+-+)e(-+++) Z48
cedaef(- -+-)afdfbfcfebdcbacdeab
M22 abbcadefecfd a(+++-)b(++-+)c(- -++)ad(-++-)a Z29
e(+-+-)dbbeaecf(+- -+)acfceffdedbdbfc
M23 abcbdaefghihdefjgcji a(-+)b(+-)c(- -)d(- -)e(-+)deabf(- +) Z11 ⊕ Z11
g(+-)h(-+)i(+-)iaccj(++)jhdebfgfghij
M24 abcdebfceghhiijjfgda a(-+)b(-+)c(-+)d(- -)e(++)cf(- -)ea Z9
g(- -)ebh(+ -)gi(+ -)dj(+ -)fghhdiifjjabc
M25 abcdefbdgehiijjhfgca a(++)b(++)c(++)d(++)e(+-)cdf(+-)ad Z2 ⊕ Z18
g(+-)bfh(-+)gi(+-)ej(-+)ijgjhehifabc
M26 abcdaefdgfhihcjjbige a(++)b(+-)bc(+-)d(- -)e(+-)baf(- -) Z35
g(+-)efgh(++)ghci(+-)dj(-+)jjdeiicahf
M27 abcdabefghcijidfjghe a(++)ab(-+)c(++)d(++)e(- -)bacf(+-) Z29
g(+-)h(+-)ei(-+)j(++)djfidhgihebgjfc
M28 abcdaebdfghicjehjfgi a(++)b(+-)bc(- -)d(-+)e(++)bacdef(+-) Z29
g(- -)h(+-)di(-+)aj(- -)ijfehgcighjf
The manifolds M15, . . . ,M22 come from the dodecahedron with dihedral angle 2pi/5,
and M23, . . . ,M28 from the icosahedron with angle 2pi/3.
Remark 3. For manifolds in Theorem 2.3 with the same first homology, algebraic
arguments are provided in [26] to show that they are all distinct. The manifold M15
is the Seifert-Weber 3–manifold [10].
Now we recall the Everitt notation for the tables. The columns F and E give the face
and edge identifications in the form of an encoded string of letters and ± signs to be
read in conjunction with Figure 1. The ith and jth faces are paired when the ith and
jth positions of the string in column F are occupied by the same letter. Similarly,
for the edge identifications, where a string of ±´ s after a letter indicates whether the
corresponding edge is identified with subsequent ones with the orientations matching
or reversed. For example, the Seifert-Weber manifold M15 arising from the dodecahe-
dron with dihedral angle 2pi/5 has face identifications abcdefefbcda, where a indicates
that faces 1, 12 are identified, b indicates that faces 2, 9 are identified, and so on. It
has edge identifications
a(−+−+)b(−+−+)c(−+−+)d(−+−+)e(−+−+)
cdeabf(+ + ++)afbfcfdfecdeabdeabc
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Figure 1. Platonic solids labelled according to Everitt notation
where a indicates that edges 1, 9, 12, 24 and 28 are identified, and a(−+−+) means
edge 1 is identified with edge 9 so that the identifications are reversed, with edge 12 so
they match, with edge 24 so they are reversed, and with edge 28 so they match. From
the data in these two columns one can reconstruct the side pairing of the boundary
faces of the Platonic solid. This completely defines the quotient manifold. From
the polyhedral representation, one obtain immediately a finite presentation of the
fundamental group and a Heegaard diagram of the quotient manifold.
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Theorem 2.4 [6] The spherical and Euclidean manifolds obtained from Platonic
solids as space forms are homeomorphic to the following fibered spaces:
Spherical manifolds
M1 ∼= L(5, 2)
M2 ∼= L(8, 3)
M3 ∼= S3/〈222〉 = (O 0 o : −1 (2, 1)(2, 1)(2, 1))
M4 ∼= S3/Q8×Z3 = (O 0 o : 0 (2, 1)(2, 1)(2, 1))
M5 ∼= S3/D24 = (O 0 o : −1 (2, 1)(2, 1)(3, 2))
M6 ∼= S3/〈332〉 = (O 0 o : −1 (3, 1)(3, 1)(2, 1))
M7 ∼= S3/P120 = (O 0 o : −1 (2, 1)(3, 1)(5, 1))
M8 ∼= S3/P24×Z5 = (O 0 o : −1 (2, 1)(3, 2)(3, 2))
Euclidean manifolds
M9 ∼= T × I/( 0 1−1 −1) = (O 0 o : −1 (3, 1)(3, 1)(3, 1))
M10 ∼= M14 ∼= T × I/(−1 0
0 −1
) = (O 0 o : −2 (2, 1)(2, 1)(2, 1)(2, 1))
M11 ∼= (K ×∼ I) ∪ (K ×∼ I)/( 0 11 0 ) = (O 1 n : −1 (2, 1)(2, 1))
M12 ∼= T × I/( 1 00 1 ) = S
1 × S1 × S1
M13 ∼= T × I/( 0 1−1 0) = (O 0 o : −1 (4, 1)(4, 1)(2, 1))
Theorem 2.5 [6] For the closed orientable hyperbolic 3–manifolds arising from Pla-
tonic solids as space forms, the following properties hold:
a) The manifolds M15 (Seifert-Weber) and M16 coincide with the manifolds M5,2
and M5,1, respectively, constructed in [10]. They are 5–fold strongly cyclic
coverings of the 3–sphere branched over the Whitehead link. These manifolds
have the same homology but they are distinct;
b) The manifold M20 is the Lorimer dodecahedral space with homology Z15 ⊕Z15
([16]);
c) The manifold M23 is the Fibonacci manifold M5 (of Heegaard genus 2) encoded
by the standard presentation of the Fibonacci group F (2, 10) with generators
x1, . . . , x10 and relations xixi+1 = xi+2 (subscripts mod 10). It is the 5–fold
(resp. 2–fold) cyclic covering of the 3–sphere branched over the figure eight knot
(resp. the knot 10123)(see [11] and [13]);
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d) The manifolds M24 and M25 are 3–fold strongly cyclic coverings of the lens
space L(3, 1) branched over two (non-equivalent) 2–component links;
e) The manifolds M26, M27, and M28 have Heegaard genus 2, and they are 2–
fold coverings of the 3–sphere branched over the pi–hyperbolic 3–bridge knots
K26, K27, and K28, respectively, depicted in Figure 2. The knots K26 and K28
are chiral and invertible while K27 is chiral and non-invertible. The symmetry
group of K27 and K28 (resp. K26) is Z2 (resp. D2). The manifolds M27 and
M28 have the same homology but they are distinct.
Figure 2.
(2.2) Hyperbolic tetrahedron manifolds. The results in this subsection were obtained
in [5]. For positive integers m and n, we consider a simplicial complex Pm,n which
triangulates the standard tetrahedron, see Figure 3. Let A0, A1, A2 and A3 be the
vertices of the tetrahedron. The oriented edge A0A1 (resp. A2A3) is subdivided into
2m + 1 edges, alternatively labelled by x1 and x2, (resp. x2 and x1), the oriented
edges A1A2 and A0A3 are subdivided into 2n + 2 edges, alternatively labelled by
x2 and x1, and the oriented edges A1A3 and A0A2 are subdivided into 2m edges,
alternatively labelled by x1 and x2. We identify in pairs the faces of the boundary of
the tetrahedron via the orientation reversing homeomorphisms a and b. The faces are
to be paired so that the index stars in Figure 3 match up. The resulting identification
space, denoted by Mm,n, has one vertex, two 1–cells, also denoted by x1 and x2,
two 2–cells, and one 3–cell. Since the Euler characteristic vanishes, we get a closed
connected orientable 3–manifold Mm,n by a well-known criterion obtained in [28]. See
also Subsection (1.1). The face pairing forces an identification of the cells of Pm,n
into a 2–polyhedron which is a spine of the obtained manifold. We can obtain a finite
presentation for the fundamental group Gm,n of Mm,n by considering the face pairing
generators a and b.
Theorem 2.6 For m,n ≥ 1, the simplicial complex Pm,n with the identifications
described above defines the tetrahedron manifold Mm,n which has a spine modeled
on the finite presentation
Gm,n = 〈a, b, : (ab)nab2(a−2b2)m = 1, (ba)nba2(b−2a2)m = 1〉.
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Figure 3. Polyhedral schemata of the tetrahedron manifolds Mm,n
The following result states that the constructed tetrahedron manifolds can be repre-
sented as 2–fold branched covering of the 3–sphere.
Theorem 2.7 For m,n ≥ 1, the tetrahedron manifold Mm,n is the 2–fold covering of
the 3–sphere branched over the hyperbolic knot Km,n depicted in Figure 4.
Figure 4. The knot Km,n
To give a surgery description of our tetrahedron manifolds Mm,n for m,n ≥ 1, we use
a well-known construction due to Montesinos [19]
Theorem 2.8 Form,n ≥ 1, the closed tetrahedron manifoldMm,n can be obtained by
(2n+3)/(n+1) and (4m+1)/m Dehn surgeries on the components of the Whitehead
link W.
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(2.3) Tetrahedron manifolds with Sol geometry. The results of this subsection were
obtained in [4]. For every n ∈ N, n > 2, let us consider the simplicial complex Pn
which triangulates the boundary of the standard tetrahedron as indicated in Figure 5.
Let A0, A1, A2 and A3 be the vertices of the tetrahedron. The oriented edges A0A3
and A1A2 are subdivided into three edges labeled by the oriented sequences a
−1ba
and aba−1, respectively. The oriented edges A0A1 and A2A3 are subdivided into four
edges labeled by the oriented sequences b−1a−1ba and bab−1a−1, respectively. The
oriented edge A1A3 is labeled by b, and the oriented edge A0A2 is subdivided into
n− 1 edges labeled by the oriented sequence bn−1. We identify in pairs the boundary
faces of the tetrahedron via the orientation-reversing homeomorphisms x : x−1 → x
and y : y−1 → y. The faces are to be paired so that the index stars in Figure 5 match
up. The resulting space, denoted by Mn, has one vertex, two 1–cells, also denoted by
a and b, two 2–cells, and one 3–cell. Since the Euler characteristic vanishes, Mn is a
closed connected (orientable) 3–manifold. The face pairing forces an identification of
the cells of Pn into a 2–polyhedron which is a spine of Mn. We can immediately obtain
a finite presentation Gn for pi1(Mn) by considering the face pairing generators x and
y by two so–called Poincare´ cycles in the universal covering space or, equivalently, by
two spine relations above.
Figure 5. Polyhedral schemata of the tetrahedron manifolds Mn
Theorem 2.9 For any natural number n > 2, the simplicial complex Pn with the
identifications described above defines the tetrahedron manifold Mn with two cycle
relations around edges a and b, respectively, providing the finite presentation
Gn = 〈x, y : xyx−1y−1x−1yxy−1 = 1, yxy−2xyx−n = 1〉.
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We showed in [4] that the above presentations are geometric, that is, they are induced
by Heegaard diagrams (of genus 2) representing our manifolds. Starting from such
diagrams and using standard geometric constructions, we derive the following covering
property of the constructed tetrahedron manifolds:
Theorem 2.10 For any n > 2, the tetrahedron manifold Mn is the 2–fold covering
of the 3–sphere branched over the 3–bridge link Ln depicted in Figure 6. If n is odd
(resp. even), then Ln has two (resp. three) components.
Figure 6. The link Ln, n > 2
The link Ln in Figure 6 is exactly the link pictured on Figure 7 from [17] for the case
p/q = 0 and m/n = n − 2 (here n on the left side of the formula is from [17], but n
on the right side is ours). So by Theorem 2 from [17] we get immediately a surgery
description of our tetrahedron manifolds Mn, n > 2.
Theorem 2.11 The tetrahedron manifold Mn, n > 2, can be obtained by n− 2 and
0 (zero) Dehn surgeries on the components of the Whitehead link W.
Let O = W(0, n − 2) be the closed orbifold whose underlying space is the 3–sphere
and the singular set is the Whitehead link with branching coefficients 0 and n− 2 on
its components. It is well-known that the Whitehead link has a Montesinos fibration.
This induces an orbifold Seifert fibration of O. So the orbifold O and hence the
manifold Mn admit a geometric structure (see, for example, [24], p.847).
Theorem 2.12 The tetrahedron manifold Mn, n > 2, is diffeomorphic to the mapping
torus Mϕ of the Anosov linear diffeomorphism of the torus T ∼= R2/Z2 defined by the
integer matrix
(
0 −1
1 n
)
. Then Mn admits a geometric structure modeled on real
Sol geometry.
(2.4) Hyperbolic surgery manifolds. The results in this subsection were obtained in
[7]. For any positive integer n, let L2n+1 be the oriented link with 2n+ 1 components
L0, Li and Ki, i = 1, . . . , n, in the oriented 3–sphere S3 depicted in Figure 7. This
link can be obtained as a belted sum of Borromean rings, as remarked in [1], p.8.
thus, it is hyperbolic for any n ≥ 1. Let us consider the closed connected orientable
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3–manifolds Mn(ri/si; pi/qi;h/k) obtained by Dehn surgery on S3 along the oriented
link L2n+1 such that the surgery coefficients ri/si , pi/qi and h/k correspond to the
oriented components Li, Ki and L0, respectively, where i = 1, . . . , n. Of course, we
always assume that gcd(ri, si) = 1, gcd(pi, qi) = 1 and gcd(h, k) = 1.
Figure 7. Dehn surgery description of the 3–manifold Mn(ri/si; pi/qi;h/k)
This family of manifolds contains all closed manifolds obtained by Dehn surgeries
with rational coefficients along the 2–bridge knots.
Theorem 2.13 The fundamental group of the surgery 3–dimensional manifold
Mn(ri/si; pi/qi;h/k) admits the finite balanced presentation with 2n + 1 generators
ai, bi, and c, i = 1, . . . , xn, and 2n+ 1 relations:
arii b
qi
i · · · bqnn ckb−qnn · · · b−qii c−k = 1
bpii c
−ka−sii · · · a−s11 ckas11 · · · asii = 1
chb−qnn · · · b−q11 as11 bq11 · · · asnn bqnn a−snn · · · a−s11 = 1.
The closed manifold Mn(ri/si; pi/qi;h/k) admits a Heegaard diagram of genus 2n+1
inducing the above presentation, which is thus geometric. Furthermore, the Heegaard
genus of Mn(ri/si; pi/qi;h/k) is at most 2n+ 1.
As remarked in [1], p.8, the link L2n+1 is hyperbolic in the sense that it has a hyper-
bolic complement. So the Thurston–Jorgensen theory [30] of hyperbolic surgery gives
the following result:
Theorem 2.14 For any integer n ≥ 1, and for almost all pairs of surgery coefficients
ri/si, pi/qi and h/k, the closed connected orientable 3–manifolds Mn(ri/si; pi/qi;h/k)
are hyperbolic.
The next results describe some covering properties of our surgery manifolds. Using
Montesinos’ trick [19], we prove that such manifolds are 2–fold branched covers of
a connected sum of lens spaces. Moreover, it follows that a large subclass of our
surgery manifolds are 2–fold coverings of the 3–sphere branched over well-specified
clearly depicted links.
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Theorem 2.15 Suppose that ri is odd for every i = 1, . . . , n. Then the surgery
manifold Mn(ri/si; pi/qi;h/k is 2–fold branched covering of the connected sum of n
lens spaces L(r1, 2s1)# . . .#L(rn, 2sn).
Theorem 2.16 Let M = Mn(ri/si; pi/qi;h/k), ri = 1 and si ≥ 1, for i = 1, . . . , n,
be the closed connected orientable 3–manifold obtained by Dehn surgeries on the
components of the link L2n+1. ThenM is the 2–fold covering of the 3–sphere branched
over the link Lr(pi/qi;h/k), where r = 2s1 + · · ·+ 2sn, pictured in Figure 8.
Figure 8. The link Lr(pi/qi;h/k), r = 2s1 + · · ·+ 2sn
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Fig. 1: Amadeo Olmos 2011
1. Introduccio´n
“La filosof´ıa1 esta´ escrita en ese grand´ısimo libro que tenemos abierto ante los
ojos, quiero decir, el universo, pero no se puede entender si antes no se aprende
a entender la lengua, a conocer los caracteres en los que esta´ escrito. Esta´ es-
crito en lengua matema´tica y sus caracteres son tria´ngulos, c´ırculos y otras figuras
geome´tricas, sin las cuales es imposible entender ni una palabra; sin ellos es como
girar vanamente en un oscuro laberinto.” (Galileo Galilei, Il saggitore, cap. 6-4.)
No hay ma´s que entrar en el despacho de Jose´ Mar´ıa Montesinos, asistir a una
de sus conferencias o leer alguno de sus trabajos cient´ıficos, para saber que es uno
de esos exploradores que utilizan las matema´ticas para cartografiar el mundo. Uno
1En e´poca de Galileo, sino´nimo de conocimiento.
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de los grandes constructores de mapas del universo, fue el matema´tico Johannes Ke-
pler (1571-1630), contempora´neo de Galileo y voraz lector del libro de la naturaleza.
Kepler dedico´ su vida a buscar estructuras e ideas tras las cosas que hiciesen posible
utilizar las matema´ticas para describirlas y/o entender por que´ son como son.
“En tiempos de ansiedad e incertidumbre como los nuestros, cuando tan dif´ıcil es
sentir satisfaccio´n por el curso de la humanidad, resulta particularmente consolador
pensar en un hombre tan excepcional y sereno como Kepler. [. . .] Al parecer, la
mente humana ha de construir primero las formas de modo independiente, para
luego poder hallarlas en las cosas. Las verdaderas proezas de Kepler son un ejemplo
magn´ıfico de esta afirmacio´n: el conocimiento no puede surgir de la experiencia
tan so´lo, sino de la comparacio´n de las invenciones del intelecto con los hechos
observados. (A. Einstein, Johannes Kepler, [3], p. 254.)
En 1610, Kepler escribio´ Sobre el copo de nieve de seis picos. Un regalo de An˜o
Nuevo ([6]), un delicioso tratado tan corto en extensio´n como rico en ideas. Consid-
erado hoy precursor de los estudios de glaceolog´ıa y mineralog´ıa cristalina, este breve
tratado marca un hito en el uso de las matema´ticas para entender el mundo f´ısico que
nos rodea. En e´l, Kepler describe el recorrido de preguntas y reflexiones que siguio´
en su estudio de los copos de nieve y, de paso, ilustra elegantemente co´mo formular
en lenguaje matema´tico nuestras reflexiones y preguntas sobre la naturaleza.
En el proceso de analizar lo que e´l denomina la facultad formativa que actu´a en
el universo –concretamente en la formacio´n de los copos de nieve–, Kepler nos lleva
a leer con nuevos ojos –matema´ticos– textos como El Timeo de Plato´n, Elementos
de Euclides, o el Libro V de Coleccio´n de Pappus. En matema´ticas, las buenas
soluciones a problemas se caracterizan por dar lugar, casi de inmediato, a nuevas
preguntas. Las respuestas que Kepler encontro´ en estas obras cla´sicas a algunas
de sus dudas, le llevaron a proponer(se) nuevos retos que describe –algunas veces
incluyendo la solucio´n– en El copo de nieve de seis picos. El descubrimiento de dos
nuevos poliedros semirregulares, los primeros enunciados de las famosas Conjetura
de Kepler y Conjetura del Panal y la primera manifestacio´n escrita que conocemos
de la relacio´n entre la serie de Fibonacci y la proporcio´n au´rea, son algunas de las
joyas que podemos disfrutar en este tratado. Todas ellas, de una manera u otra,
esta´n relacionadas con los temas que Jose´ Mar´ıa Montesinos Amilibia encara en sus
investigaciones. Es por esto que se me ha ocurrido utilizar el tratado de Kepler como
punto de partida a partir del cual elaborar, como regalo a Jose´ Mar´ıa, un pequen˜o
recorrido por algunos textos escritos por quie´nes le precedieron en sus exploraciones
geome´tricas del universo2.
Agradezco a Amadeo Olmos (Segovia) que me haya permitido reproducir algunas
de sus obras en este trabajo, a Fernando Porqueras (Gabinete Informa´tico, Facultad
de Matema´ticas, UCM) su ayuda te´cnica y a Jose´ Manuel Gamboa (Departamento
2Muchas de las citas originales que aparecera´n en estas pa´ginas, las he traducido al castellano yo
misma a partir las traducciones al ingle´s o france´s recogidas en la bibiograf´ıa
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de A´lgebra, Facultad de Matema´ticas, UCM) la revisio´n de la primera versio´n de este
texto.
2. El recorrido
“Se´ muy bien lo partidario que es usted de Nada... Por lo que puedo deducir
fa´cilmente que tanto ma´s grato le resultara´ un regalo cuanto ma´s se acerque a
Nada. Lo que sea, pues, que le agrade a usted por su evocacio´n de Nada, habra´ de
ser pequen˜o e insignificante, barato y fugaz — es decir, casi Nada. Y puesto que
hay muchas cosas as´ı en el dominio de la naturaleza, hay que elegir una de ellas.
Mientras consideraba estas cuestiones con ansiedad, cruce´ el puente, preocupado
por mi falta de civismo al aparecer ante usted sin un regalo de An˜o Nuevo, excepto,
quiza´s (y por seguir tocando la misma nota), el que siempre le llevo... o sea, Nada.
Tampoco era capaz de pensar en algo que siendo cercano a Nada, diese lugar a
sutil reflexio´n. Justo entonces, por feliz ocurrencia, parte del vapor del aire se
acumulo´ en nieve por la fuerza del fr´ıo, y unos cuantos copos dispersos cayeron
sobre mi abrigo, todos con seis picos y radios mon˜udos.
Fig. 2: Amadeo Olmos 2009
¡Por He´rcules! Aqu´ı hab´ıa algo ma´s pequen˜o que una gota, y sin embargo dotado
de forma. Aqu´ı, sin duda, estaba el ma´s deseable regalo de An˜o Nuevo para el
amante de Nada, y uno digno tambie´n de un matema´tico (que Nada tiene, y Nada
recibe), pues desciende del cielo y se parece a las estrellas. Nuestra pregunta sera´
por que´ los copos de nieve, cuando acaban de caer y antes de amontonarse, siempre
caen con seis picos y con seis radios mon˜udos como plumas.
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Fig. 3
Utilizaremos algunos ejemplos bien conocidos y los presentaremos de una
manera geome´trica, pues hacerlo beneficiara´ enormemente nuestra investi-
gacio´n.
[. . .] Es manifiesto que las semillas de la granada son presionadas en forma
ro´mbica por la conjuncio´n de necesidad material y el principio de crecimiento
de las semillas. Pues las semillas redondas no presionan sin ceder su forma,
contra las que tienen enfrente, sino que ceden y son empujadas en los espacios
entre tres o cuatro de las semillas que tienen en derredor. En colmenas,
sin embargo, la razo´n es diferente. Pues las abejas no esta´n apelotonadas
de manera confusa como las semillas de una granada, sino que se alinean
intencionadamente en posicio´n de batalla, todas sus cabezas sen˜alando en
un sentido o el contrario, mientras empujan a la vez contra los fondos de las
celdillas. Si la forma de la colmena fuese el resultado de un apelotonamiento,
las celdillas tendr´ıan que cubrir a las abejas a partir del endurecimiento de
sus secreciones viscosas, como las conchas crecen alrededor de los caracoles
en espiral. Pero esta´ claro que las propias abejas construyen sus panales,
levantando toda la estructura desde los cimientos.” (Johannes Kepler, El
copo de nieve de seis picos. Un regalo de An˜o Nuevo, [6].)
Se cree que fue la lectura de Coleccio´n, escrita por Pappus de Alejandr´ıa ([7],
[8], [9]), lo que desperto´ la curiosidad de Kepler por la estructura del panal de miel.
Pappus comienza el Libro V con el siguiente prefacio.
“La divinidad, querido Megetius, ha otorgado a los hombres la major y ma´s
perfecta nocio´n de sabidur´ıa en general y de ciencia matema´tica en particular, y
so´lo otorgo´ parcialmente este privilegio a los animales. A los hombres, al haberles
dotado de razo´n, les concedio´ que hiciesen todo a la luz de la inteligencia y la
demostracio´n, y a los otros seres vivos, aunque les nego´ la razo´n, les concedio´
el que consiguiesen todo lo que les fuese vitalmente necesario gracias a un cierto
instinto natural. La existencia de este instinto puede ser observado en muchas otras
criaturas vivas, pero sobre todo en abejas. Son realmente admirables, en primer
lugar, su disciplina y sumisio´n a las reinas que gobiernan en su estado. Pero
mucho ma´s admirable todav´ıa es su emulacio´n, la limpieza con que llevan a cabo
la recoleccio´n de la miel, y el planificado y maternal cuidado con que la custodian.
Probablemente porque saben que los dioses les han confiado la tarea de hacer
llegar a parte selecta de la humanidad su ambros´ıa, no les parece adecuado dejarla
caer descuidadamente sobre el suelo, la madera, o cualquier otro material feo e
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irregular. En vez de ello, tras recolectar los dulces de las ma´s hermosas flores que
crecen sobre la tierra, construyen para recoger la miel, los receptc´ulos que llamamos
colmenas, (con cedillas) todas iguales, semejantes y contiguas unas a otras, y en
forma hexagonal. Inferimos de la siguiente manera, que han llegado a ello en virtud
de cierta planificacio´n geome´trica: necesariamente habra´n pensado que las figuras
habr´ıan de ser contiguas unas a otras, es decir, teniendo paredes communes, de
manera que ninguna materia extran˜a pudiese colarse en los intersticios entre ellas
y profanar la pureza de su producto. Habiendo tres figuras con las que es posible
recubrir exactamente el plano alrededor de un mismo punto, las abejas, debido a
su astucia instintiva, eligen para la construccio´n del panal de miel la figura con el
mayor nu´mero de a´ngulos, porque saben que contendra´ ma´s miel que cualquiera
de las otras dos.
Las abejas, pues, conocen este hecho que les resulta muy u´til, que el hexa´gono
es mayor que el cuadrado y el tria´ngulo3 y dara´ cabida a ma´s miel por el mismo
coste de material utilizado en construir las distintas figuras. Nosotros, sin embargo,
afirmando como afirmamos tener ma´s inteligencia que las abejas, investigaremos
un problema au´n ma´s profundo, el de que entre todas las figuras planas equila´teras
y equiangulares de igual per´ımetro, la ma´s extensa es la que tiene mayor nu´mero
de a´ngulos, y la mayor figura plana entre todas las de igual per´ımetro es el c´ırculo.”
(Pappus, Coleccio´n Matema´tica, Libro V, [7], pp. 237-239.)
Volvemos a la lectura de El copo de nieve de seis picos. Retomando el estudio de
las colmenas donde lo dejase Pappus, Kepler analiza la geometr´ıa de las celdillas en
profundidad.
“Si se les preguntase a los geo´metras por el patro´n seguido en la construccio´n de
las celdillas de abejas, contestara´n que un patro´n hexagonal. La respuesta resulta
evidente tras echar un simple vistazo a las aberturas o entradas, y a los lados que
forman las celdillas [Fig. 4a]. Cada celdilla esta´ rodeada por otras seis, y separada
de la contigua por un pared compartida. Pero si observamos el fondo de cada
celdilla, notaremos que desciende en un a´ngulo [diedro] obtuso formado por tres
planos [Fig. 4b].
Fig. 4a Fig. 4b
3Pappus se refiere aqu´ı al hexa´gono regular, tria´ngulo equila´tero y cuadrado inscritos en una
misma circunferencia, y a la nocio´n de taman˜o para figuras geome´tricas introducida por Euclides
en Elementos. Los griegos utilizaban letras para expresar los nu´meros, lo que convert´ıa el echar
cuentas en una tarea bastante farragosa. Euclides evita introducir conceptos que requieran el uso de
nu´meros –como a´rea o volumen, por ejemplo–, y define una nueva manera de ser “iguales” dos figuras
(planas o so´lidas), que luego utilizara´ para comparar pol´ıgonos y poliedros: dos figuras son “iguales”
si ambas pueden ser descompuestas en el mismo nu´mero (finito) de piezas ma´s pequen˜as congruentes
dos a dos. Dicho de otra manera, ambas figuras son soluciones de un mismo rompecabezas de piezas
planas o so´lidas, por lo que podemos pasar de una figura a otra sin ma´s que reordenar las piezas [5].
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Este fondo (que podr´ıamos llamar la quilla) se une a los seis lados de la celdilla
por otros seis a´ngulos, tres superiores de tres lados intercalados con tres inferiores,
de cuatro lados. Hay que an˜adir que la celdilla esta´n distribuidas en dos capas, con
las aberturas mirando direcciones opuestas, los fondos toca´ndose en un empaque-
tamiento cerrado; y la punta de cada quilla de una capa encajada en las puntas de
tres de las quillas de la otra capa [Fig. 5]. Mediante este disen˜o, cada celdilla no
so´lo comparte seis paredes con las que le rodean en su misma capa, sino tambie´n
tres planos al fondo con otras tres celdillas de la capa contraria.
Fig. 5
As´ı cada abeja tiene nueve vecinas, con cada una de las cuales comparte una pared
divisoria. Los tres planos de la quilla son ide´nticos entre s´ı y su forma es lo que los
geo´metras llaman un rombo. Intrigado por estos rombos, empece´ a investigar en
geometr´ıa a ver si se pod´ıa construir, utilizando exclusivamente rombos, un so´lido
como los cinco so´lidos regulares y los catorce so´lidos de Arqu´ımedes.”
Los so´lidos regulares son cuerpos convexos, con pol´ıgonos regulares iguales por
caras y a´ngulos iguales en todos sus ve´rtices. Hay una infinidad de pol´ıgonos regulares,
pero so´lo cinco so´lidos regulares: el tetraedro, el cubo, el octaedro, el dodecaedro y
el icosaedro. Se les conoce tambie´n como los so´lidos plato´nicos, al ser las figuras que
uso´ Plato´n en el modelo con que describe el universo en el dia´logo Timeo. Los so´lidos
de Arqu´ımedes son so´lidos ‘semi-regulares,” formados por pol´ıgonos regulares de ma´s
de un tipo. Hay trece de ellos (no catorce, como afirma Kepler), y nos han llegado a
trave´s del Libro V de Coleccio´n matema´tica de Pappus.
“Los filo´sofos dicen que, con toda razo´n, el primero de los dioses dio al mundo la
forma de una figura esfe´rica, pues se trata de la ma´s bella entre las que existen.
Mencionan las propiedades naturales de la esfera y an˜aden, adema´s, que es la
mayor entre todas las figuras con su misma superficie. Todo aquello que afirman
en relacio´n con las esfera es obvio y no requiere ninguna demostracio´n; pero cuando
afirman que es ma´s grande que otras figuras, los filo´sofos no lo demuestran y se
limitan a afirmarlo; pero esto no es fa´cil aceptarlo sin un ana´lisis ma´s minucioso.
Por ello, y como antes hemos demostrado que el c´ırculo es la mayor entre las
figuras poligonales con su mismo per´ımetro, intentaremos demostrar ahora que la
esfera es la mayor entre las figuras so´lidas regulares con su misma superficie; pero
consideraremos sobre todo las que parecen regulares. No se trata tan solo de las
cinco figuras que aparecen en el divino Plato´n, a saber: el tetraedro y el hexaedro,
el octaedro y el dodecaedro y, en quinto lugar, el icosaedro, sino tambie´n por
aque´llas, en nu´mero de trece, descubiertas por Arqu´ımedes, que esta´n limitadas
por pol´ıgonos equilaterales y equiangulares pero no todos iguales4.
4Los so´lidos semi-regulare o arquimedianos quedan determinados por el nu´mero CK de caras con
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Esta´, de entrada, el octaedro, limitado por 4 tria´ngulos y 4 hexa´gonos.
Adema´s de este u´ltimo, hay tres decatetraedros, el primero limitado por 8
tria´ngulos y 6 cuadrados, el segundo por 6 cuadrados y 8 hexa´gonos, y el tercero
por 8 tria´ngulos y 6 octo´gonos.
Adema´s de estos u´ltimos, hay dos icohexaedros, el primero esta´ limitado por
8 tria´ngulos y 18 cuadrados, y el segundo por 12 cuadrados, 8 hexa´gonos y 6
octo´gonos.
Adema´s de estos u´ltimos, hay tres triacontadoedros, el primero limitado por
20 tria´ngulos y 12 penta´gonos; el segundo por 12 penta´gonos y 20 hexa´gonos, y el
tercero por 20 tria´ngulos y 12 deca´gonos.
Adema´s de estos u´ltimos, hay dos hexecontadoedros, el primero limitado por
20 tria´ngulos, 30 cuadrados y 12 penta´gonos, y el segundo por 30 cuadrados, 20
hexa´gonos y 12 deca´gonos.
Y adema´s de todos ellos, el u´ltimo es el enecontadoedro, limitado por 80
tria´ngulos y 12 penta´gonos.” (Pappus de Alejandr´ıa, Coleccio´n matema´tica, Li-
bro V, cap. XIX. [7], pp. 272-273.)
Retomamos la lectura de El copo de nieve de seis picos en el punto en que lo
dejamos ([6] p. 43).
“Descubr´ı dos, uno relacionado con el cubo y el octaedro [Fig. 6a], el otro con el
octaedro y el icosaedro [Fig. 6b] (el cubo mismo puede ser considerado un tercero,
pues es como dos tetraedros unidos). El primero de estos so´lidos es contenido por
doce rombos, el otro por treinta. So´lo el primero comparte esta propiedad con el
cubo: de la misma manera que ocho esquinas de ocho cubos unidas en un u´nico
punto llenara´n el espacio sin dejar huecos, lo mismo ocurrira´ con las esquinas del
primer tipo de figura ro´mbica cuando cuatro de los a´ngulos obtusos (trilaterales)
o seis de los cuadrilaterales se junten.”
Fig. 6a Fig. 6b
Es lo´gica la aparicio´n de figuras con rombos por caras en semillas inicialmente
esfe´ricas que al crecer presionan unas contra otras, como en la granada o el guisante,
observa Kepler. Pero si se tratase de esferas so´lidas, ¿co´mo habr´ıamos de colocarlas
para optimizar el espacio?, se pregunta (Fig. 7).
k lados, el nu´mero nk de caras con k lados que pasan por cada ve´rtice y los nu´meros C,A y V de
caras, aristas y ve´rtices del poliedro.
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Fig. 7: Diagrama original de Kepler, [6] p. 54
“Si las vas apilando unas sobre otras buscando el arreglo ma´s compacto, habra´s
de ponerlas o bien en un arreglo cuadrado (Fig. A) o bien triangular (Fig. B).”
Esta afirmacio´n, para la que Kepler no ofrece demostracio´n, se conoce como La
Conjetura de Kepler o del frutero. Con el tiempo llego´ a ser tan importante como
para formar parte de uno de los veintitre´s problemas que, segu´n la lista elaborada por
Hilbert en 1900, marcar´ıan el camino de la investigacio´n matema´tica a lo largo del
siglo 20. Los intentos por demostrar la Conjetura de Kepler dieron lugar a mucha, y
muy buena, matema´tica a trave´s de los siglos, hasta que en 1998 Thomas Hales dio´
con una demostracio´n que, en lo que a demostraciones matema´ticas se refiere, supone
un caso excepcional. El argumento de Hales tiene una parte teo´rica publicada en 2005
([4]), y otra computacional, tan te´cnica, que tras an˜os estudia´ndola los expertos no
supieron que´ hacer con ella y acordaron incluirla como enlace en la pa´gina web de
la revista5. El famoso diagrama con que Kepler ilustro´ su conjetura (Fig. 7), trae
a la memoria otro diagrama igualmente famoso: el que utilizo´ Albert Einstein para
ilustrar su modelo del universo (Fig. 8).
En el contexto de su trabajo en relatividad, Einstein propuso en 1917 un modelo
de universo basado en la 3-esfera ([2]) que cuatro an˜os ma´s tarde describio´ para un
pu´blico general en la conferencia Geometr´ıa y experiencia6. En la primera parte de
su intervencio´n, Einstein explica que´ es lo que, en la teor´ıa de la relatividad, sugiere
considerar como modelo de universo un continuo espacio-tiempo cuatridimensional
con me´trica riemanniana. A continuacio´n, da instrucciones detalladas de co´mo llegar
a una representacio´n mental de tal continuo (de cuatro dimensiones, finito e ilimitado).
“¿Podemos visualizar un universo finito pero ilimitado? La respuesta habitual a
esta pregunta es ‘no”, pero esta no es la respuesta correcta. El propo´sito de las
siguientes reflexiones es demostrar que la respuesta tendr´ıa que ser “s´ı” Quiero
demostrar que se puede ilustrar sin gran dificultad la teor´ıa de un universo finito,
con una representacio´n mental a la que, con un poco de pra´ctica, pronto nos
acostumbraremos.
¿Que´ queremos expresar cuando decimos que nuestro espacio es infinito? Tan
so´lo que podr´ıamos colocar cualquier cantidad de cuerpos de igual taman˜o, unos
5Detalles sobre la historia de esta demostracio´n pueden encontrarse en
https://ztfnews.wordpress.com/2014/08/14/completada-la-prueba-formal-de-la-conjetura-de-
kepler/
6Pronunciada ante la Academia Prusiana de Ciencias el 27 de enero de 1921 y recogida en su
libro Ideas y opiniones, [3]
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junto a otros, sin llegar a cubrir el espacio.[. . .] Veamos ahora un ejemplo de un
continuo bidimensional que es finito pero sin l´ımites. Imaginemos la superficie
de un gran globo y una cantidad de pequen˜os discos de papel, todos del mismo
taman˜o. Colocamos uno de los discos en cualquier lugar sonbe la superficie del
globo. Si desplazamos el disco a voluntad sobre la superficie del globo, en ningu´n
momento del recorrido tropezaremos con un l´ımite. Decimos, por lo tanto, que la
superficie esfe´rica del globo es un continuo sin l´ımites.
Es ma´s, la superficie esfe´rica es un continuo finito. Porque si pegamos los
discos de papel sobre el globo de manera que ningu´n disco se superponga a otro, la
superficie de la esfera llegara´ a estar tan cubierta que sera´ imposible colocar otro
disco. Esto significa exactamente que la superficie esfe´rica del globo es finita en
relacio´n a los discos de papel.
Y, ma´s au´n, la superficie esfe´rica es un continuo no eucl´ıdeo de dos dimensiones,
es decir, que las leyes de posicio´n de figuras r´ıgidas en ella no concuerdan con las
del plano euc´ıdeo. Esto puede demostrarse de la siguiente forma. Tomamos un
disco y lo rodeamos, en c´ırculo, por otros seis discos, cada uno de los cuales debe
estar rodeado, a su vez, por otros seis discos y as´ı sucesivamente (Fig. 8).
Fig. 8: Diagrama original, [3], p. 237
Si llevamos a cabo esta construccio´n sobre una superficie plana, obtendremos
un patro´n ininterrumpido con cada disco tocando otros seis, con excepcio´n de los
que este´n en la parte externa. En un primer momento, esta construccio´n tambie´n
promete e´xito sobre una superficie esfe´rica, y cuanto menor sea el radio del c´ırculo
en proporcio´n al de la esfera, tanto ma´s prometedora parecera´. Pero segu´n se
avanza en la construccio´n va resultando ma´s patente que la colocacio´n interrumpida
de los discos en la manera indicada no es posible, como s´ı lo era en el caso de la
geometr´ıa eucl´ıdea del plano. Es de esta manera que las criaturas que no puedan
abandonar la superficie esfe´rica, y no puedan siquiera echar una ojeada fuera de
la superficie esfe´rica hacia el espacio tridimensional, podr´ıan llegar a descubrir,
por simple experimentacio´n con los discos, que su “espacio” bidimensional no es
euc´ıdeo, sino esfe´rico.
Segu´n los u´ltimos resultados de la teor´ıa de la relatividad, es probable que
nuestro espacio tridimensional sea tambie´n aproximadamente esfe´rico, esto es, que
las leyes de localizacio´n en e´l de cuerpos r´ıgidos no este´n dadas por la geometr´ıa
eucl´ıdea, sino en forma aproximada por la geometr´ıa esfe´rica, si consideramos
partes del espacio que sean suficientemente extensas. Este es el momento en que
la imaginacio´n del lector vacila. “Nadie puede imaginar semejante cosa”, exclama
indignado. “Una cosa as´ı puede ser dicha, pero no puede ser pensada. Soy capaz
de imaginar bastante bien una superficie esfe´rica, pero nada ana´logo a ella en tres
251
Capi Corrales Rodriga´n˜ez Algunas exploraciones matema´ticas del mundo
dimensiones. Debemos intentar superar esta barrera mental y el lector paciente
vera´ que no se trata de una tarea especialmente dif´ıcil. A tal fin, empezaremos por
centrar nuestra atencio´n, una vez ma´s, en la geometr´ıa de las superficies esfe´ricas
bidimensionales. En la figura adjunta (Fig. 9), seaK la superficie esfe´rica, que toca
en S al plano E, representado, por facilitar la presentacio´n, como una superficie
limitada. Sea L un disco sobre la superficie esfe´rica.
Fig. 9: Diagrama original, [3], p. 238
Ahora imaginemos que en el punto N de la superficie esfe´rica, diametralmente
opuesto a S, existe un punto luminoso que proyecta sobre el plano E una sombra L′
del disco L. Todo punto sobre la esfera tiene su sombra en el plano. Si movemos el
disco sobre la esfera K, tambie´n se movera´ su sombra L′ sobre el plano E. Cuando
el disco L esta´ centrado en S, coincide con su sombra. Si se mueve hacia arriba
sobre la superficie esfe´rica, aleja´ndose de S, la sombra L′ sobre el plano tambie´n se
movera´ hacia la parte externa del plano, aleja´ndose de S y hacie´ndose ma´s y ma´s
grande a medida que se aleje del punto citado. Segu´n el centro del disco L se va
aproximando al punto luminoso N , la sombra se va desplazando hacia el infinito
y se hace infinitamente grande.
Ahora planteamos la siguiente pregunta: ¿cua´les son las leyes de posicio´n de
los discos-sombra L′ sobre el plano E? Es evidente que son las mismas que las
leyes de posicicio´n de los discos L sobre la superficie esfe´rica, dado que cada figura
original sobre K tiene su figura-sombra correspondiente sobre E. Si dos discos
se tocan sobre K, sus sombras tambie´n se tocara´n sobre E. La geometr´ıa de las
sombras sobre el plano, concuerda con la geometr´ıa de los discos sobre la esfera.
Si denominamos a los discos-sombra figuras r´ıgidas, entonces la geometr´ıa esfe´rica
es va´lida tambie´n sobre el plano E para estas figuras r´ıgidas. En particular, el
plano es finito con respecto a los discos-sombra, puesto que so´lo un nu´mero finito
de sombras tienen cabida en el plano.
En este punto alguien dira´: “Eso no tiene sentido. Los c´ırculos proyectados no
son figuras r´ıgidas. So´lo tenemos que ir moviendo una regla de treinta cent´ımetros
por el plano E, para convencernos de que, a medida que se van alejando del punto
S hacia el infinito, las sombras del plano van aumentando de taman˜o constante-
mente”.
Pero, ¿que´ suceder´ıa si la regla de treinta cent´ımetros se comportase sobre el
plano E de la misma manera que los discos-sombra L′? En tal caso ser´ıa imposible
demostrar que las sombras crecen en taman˜o a medida que se alejan de S y tal
afirmacio´n no significar´ıa nada. En realidad, lo u´nico que se puede afirmar obje-
tivamente sobre los discos-sombra es lo siguiente: estos discos esta´n relacionados
entre s´ı en el sentido de la geometr´ıa eucl´ıdea, exactamente de la misma manera
en que lo esta´n los discos r´ıgidos sobre la superficie esfe´rica. Debemos tener muy
claro que nuestra afirmacio´n con respecto al crecimiento de los discos-sombra a
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medida que se van alejando de S hacia el infinito, no tiene significacio´n objetiva
en s´ı, en cuanto seamos incapaces de comparar los discos-sombra con los cuerpos
r´ıgidos eucl´ıdeos que se mueven sobre el plano E. Con respecto a las leyes de
posicio´n relativa de las sombras L′, el punto S no tiene ma´s privilegios especiales
sobre el plano que sobre la superficie esfe´rica.
La representacio´n de la geometr´ıa esfe´rica sobre el plano que acabamos de ver
es importante para nosotros, porque puede ser transferida fa´cilmente al a´mbito
tridimensional. Imaginemos un punto S en nuestro espacio y una gran cantidad
de pequen˜as esferas L′ que podemos hacer coincidir unas con otras. Sin embargo,
estas esferas no han de ser r´ıgidas en el sentido de la geometr´ıa eucl´ıdea; su radio
ha de aumentar (en el sentido de la geometr´ıa eucl´ıdea) cuando se muevan hacia
el infinito aleja´ndose de S, y ese aumento ha de producirse segu´n la misma ley que
determinaba el crecimiento de los radios de los discos-sombra L′ sobre el plano.
Una vez tenemos una imagen mental v´ıvida del comportamiento geome´trico de
nuestras esferas L′, supongamos que en nuestro espacio no existen cuerpos r´ıgidos
en el sentido de la geometr´ıa eucl´ıdea, sino so´lo cuerpos que se comportan como las
esferas L′, y contaremos con una imagen clara del espacio esfe´rico tridimensional
o, mejor au´n, de la geometr´ıa esfe´rica tridimensional. Ahora son las esferas, las
que deben ser llamadas “r´ıgidas”. Como en el caso de los discos-sombra en el
plano E, el aumento de su taman˜o a medida que se van alejando de S no puede
ser detectado con reglas de medicio´n, porque los patrones de medida se comportan
del mismo modo que las esferas. Nuestro espacio es finito porque, debido a su
“crecimiento”, so´lo un nu´mero finito de esferas puede tener cabida en el espacio.
De esta manera, apoya´ndonos en la pra´ctica en pensar y visualizar que nos da
la geometr´ıa eucl´ıdea, hemos construido una representacio´n mental de la geometr´ıa
esfe´rica. Ser´ıa posible, sin gran dificultad, llevar a cabo construcciones imaginarias
especiales que diesen mayor profundidad y fuerza a estas ideas. Pero mi u´nico
objetivo hoy ha sido demostrar que la facultad humana de visualizacio´n no esta´
obligada en absoluto a capitular ante la g)eometr´ıa no eucl´ıdea.” (Albert Einstein,
[3], pp. 235-240.)
Fig. 10: Amadeo Olmos 2010
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En la introduccio´n a su edicio´n de algunos textos de Riemann ([11], p. XCIII),
Jose´ Ferreiro´s explica de donde surgio´ la idea de Einstein de considerar un continuo
cuatridimensional finito pero ilimitado:
Es bien sabido –escribe Ferreiro´s–, que la geometr´ıa de Riemann se inscribe en
uno de los cap´ıtulos ma´s famosos de la historia de la matema´tica, el desarrollo de
las geometr´ıas no eucl´ıdeas, y que constituyo´ un preparativo esencial para la teor´ıa
relativista de la gravitacio´n. Puede decirse, abusando de una expresio´n famosa, que
aqu´ı nos encontramos con tres gigantes subidos los unos a hombros de otros: Riemann
sobre las espaldas de Gauss, y Einstein encima de aque´l. A propo´sito de este desarrollo
de ideas, escrib´ıa precisamente Einstein en 1922:
“Los conocimientos matema´ticos que posibilitaron el establecimiento de la teor´ıa
de la relatividad general, hemos de agradece´rselos a las investigaciones geome´tricas
de Gauss y Riemann. El primero investigo´ en su teor´ıa de superficies las propiedades
me´tricas de una superficie inmersa en un espacio eucl´ıdeo tridimensional, y de-
mostro´ que e´stas pueden ser descritas mediante conceptos que so´lo guardan relacio´n
con la propia superficie, y no con la inmersio´n [en el espacio] . . . Riemann extendio´
la l´ınea de pensamiento gaussiana a continuos de cualquier nu´mero de dimensiones,
y previo´ el significado f´ısico de esta generalizacio´n de la geometr´ıa de Euclides con
visio´n profe´tica. . . . las leyes naturales so´lo adoptan su forma lo´gica ma´s satisfac-
toria cuando son expresadas como leyes del continuo cuatridimensional espacio-
temporal.”
Veamos la descripcio´n que Riemann dio de las variedades y, en particular, las
variedades de cuatro dimensiones, a que hace referencia Einstein.
“Atribuimos a un objeto variacio´n continua cuando es posible una transicio´n con-
tinua de una determinacio´n del mismo a otra. La totalidad de las determinaciones
(o tambie´n parte de ellas, entre las que sea posible una transicio´n continua) consti-
tuyen entonces una variedad extensa continua, y cada una de ellas se llama punto
de esa variedad.
[. . .] El concepto de variedad de mu´ltiples dimensiones subsiste independien-
temente de nuestras intuiciones espaciales. El espacio, el plano, la l´ınea, son so´lo
los ejemplos ma´s intuitivos de una variedad de tres, dos o una dimensio´n. Au´n sin
tener la menor intuicio´n espacial, podr´ıamos desarrollar toda la geometr´ıa. Aunque
podr´ıamos deducir anal´ıticamente todas las proposiciones sobre variedades de ma´s
de tres dimensiones, ser´ıa con mucho preferible el basar la teor´ıa de las variedades
de ma´s dimensiones directamente sobre la geometr´ıa. Quiero desarrollar esto so-
lamente para las variedades de 4 dimensiones.
[. . .] Una variedad de 4 dimensiones es aqu´ı, pues, algo que contiene en s´ı
infinitos espacios. Pero nunca podemos contemplar ma´s que lo que esta´ en un
mismo espacio. Cuando diga, en lo sucesivo, que dos construcciones no esta´n en el
mismo espacio, quiere ello decir que no puedo contemplar ambas a la vez, no puedo
hacerme absolutamente ninguna imagen de su lugar rec´ıproco, so´lo puedo extraer
conclusiones lo´gicas a partir de las premisas que hago sobre ellas, y es un requisito
esencial para la comprensio´n de lo que sigue, el atenerse so´lo a estas conclusiones
lo´gicas.
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[. . .] Queremos ocuparnos de una espacialidad de cuatro dimensiones. Se trata
de una espacialidad continua de mayor extensio´n que todo el espacio infinito. Cier-
tamente, con nuestra intuicio´n no podemos abarcar ma´s que todo el espacio in-
finito, pero podemos desplazarnos a trave´s de diversos espacios, uno tras otro.
Quiero decir con ello: me imagino primero todo el espacio infinito, despue´s me
imagino otra vez todo el espacio infinito, pero pensando que todos los puntos que
ahora contemplo son distintos de los puntos que contemplaba antes.” (Bernhard
Riemann, Fragmentos sobre variedades y geometr´ıa, en [11], p. 93-95.)
La imagen mental de la espacialidad de cuatro dimensiones que describe Rie-
mann en el u´ltimo pa´rrafo, es una analog´ıa de la representacio´n cartogra´fica del globo
terra´queo como dos hemisferios planos circulares. Cada uno de los c´ırculos representa
la mitad de la esfera terrestre, y sus circunferencias, el c´ırculo ma´ximo terrestre comu´n
a ambos. Si desde cualquier punto del interior de cualquiera de los dos hemisferios
nos acercamos a su circunferencia, nos encontraremos automa´ticamente en el punto
correspondiente del segundo hemisferio, y podremos abarcar el interior de ambos con
la vista. Imaginemos de nuevo que tenemos delante dos c´ırculos, pero esta vez, sin
embargo, cada uno de ellos representa una esfera. La Tierra esta´ colocada en el cen-
tro de una de ellas, que tiene en su interior todo lo que nuestra civilizacio´n alcanza
a ver. A continuacio´n, imaginamos que una civilizacio´n lejana, ma´s alla´ del alcance
de nuestra visio´n, esta´ situada en el centro de la segunda esfera, cuyo interior con-
tiene todo lo que tal civilizacio´n alcanza a ver. Hay varias posibilidades teo´ricas: que
las esferas se encuentren muy lejos una de otra con mucho universo entre ellas, que
tengan partes en comu´n con galaxias observables para ambas civilizaciones o, segu´n
propone Riemann, que compartan su superficie y juntas constituyan todo el universo,
como los dos hemisferios del mapa de la Tierra comparten su circunferencia y juntos
forman el globo terra´queo. Si desde cualquier punto del interior de cualquiera de las
dos esferas nos acercamos a la superficie comu´n, nos encontraremos automa´ticamente
en el correspondiente punto de la segunda esfera, y podremos abarcar el interior de
ambas con la vista. En 1997, el f´ısico Mark Peterson llamo´ l atencio´n de la comunidad
cient´ıfica sobre el hecho de que la primera descripcio´n escrita conocida del universo
como dos esferas que comparten su superficie, y de la experiencia de poder abarcar
simulta´neamente, desde cualquier punto del borde comu´n a ambas, el interior de las
dos, la dio el poeta Dante Alighieri en el siglo XIV (La Divina Comedia. Para´ıso, [1],
p. 555 y ss.).
‘Tan excelsa y tan viva en esa esfera, / y tan igual, es cada parte, que no entiendo
/ en cua´l Beatriz el sitio me escogiera.
[...] La natura del mundo, que esta´ quieta / en su centro, mas todo en torno mueve,
/ comienza aqu´ı desde su propia meta. (Canto XXVII, 100-102, 106-108)
Como del cirio que le esta´ alumbrando / detra´s, en el espejo advierte el fuego /
quien no lo ve ni en e´l iba pensando,
vi un punto que irradiaba una clareza / tan aguda, que al ojo que la enfoca / le
obliga a que se encierre su agudeza (Canto XXVIII, 4-6, 16-18)”
En la u´ltima parte de su ensayo, Kepler vuelve a los copos de nieve. Todos los
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poliedros considerados por los griegos hab´ıan sido, como la mayor´ıa de los copos de
nieve, convexos.
Fig. 11
“Mientras escribo esto, ha empezado a nevar, y mucho ma´s copiosamente que
hace un rato. He estado examinando con detenimiento los pequen˜os copos. Bien,
han estado cayendo todos ellos con un patro´n radial, pero de dos tipos. Algunos
muy pequen˜os y con una cantidad indefinida de pu´as insertadas por todas partes,
son de formas sencillas sin plumas ni estr´ıas y muy finas, y tienen un glo´bulo un
poco ma´s grande en el centro. Estos forman la mayor´ıa. Pero salpicados entre
ellos aparecen los copos del segundo tipo, las estrellas con seis plumas.”
La existencia de copos de nieve estrellados, llevo´ a Kepler a investigar la posibilidad
de construir poliedros que, como estos copos, fuesen co´ncavos. Acabo´ re-descubriendo
dos, el pequen˜o dodecaedro estrellado (que podemos ver en los mosaicos de Ucello de
la Catedral de San Marco, 1425-1430) y el gran dodecaedro estrellado (descrito ya
en 1568 por Wenzel Jamnitzer). El descubrimiento de Kepler dio´ lugar a una nueva
pregunta: ¿cua´ntos poliedros regulares, co´ncavos o convexos, hay en total? En 1809
Poinsot encontro´ dos ma´s, el gran dodecaedro y el gran icosaedro y Cauchy demostro´
en 1813 que so´lo hay nueve: los cinco so´lidos plato´nicos, convexos, y los cuatro,
co´ncavos, de Kepler y Poinsot.
Como broche de oro, Kepler nos regala, escondida entre sus reflexiones sobre
la diferencia entre los patrones hexagonales y pentagonales que encontramos en la
naturaleza, la primera descripcio´n escrita, que se conoce, de la relacio´n entre la serie
nume´rica introducida por Fibonacci en Liber Abaci (1202) y la proporcio´n divina
([6], p. 67). Denominada por los griegos como media y extrema razo´n (Euclides,
Elementos, Libro VI) y por los lectores de Matila Ghyka (1931) como el nu´mero de
oro o proporcio´n au´rea, su valor nume´rico es 1+
√
5
2 .
“La estructura de cada uno de estos so´lidos, como la del penta´gono, no puede
ser construida sin la proporcio´n que los geo´metras modernos denominan “divina.”
Esta´ ordenada de tal manera que los dos te´rminos menores en una proporcio´n con-
tinua producen el tercero; y, sucesivamente, cualesquiera dos te´rminos adyacentes
suman el te´rmino siguiente, hasta el infinito, pues la misma proporcio´n se mantiene
siempre.
Es imposible dar un ejemplo nume´rico perfecto. Cuanto ma´s nos alejemos de
la unidad, ma´s perfecto sera´ nuestro ejemplo. Sean los te´rminos menores 1 y 1,
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que debes pensar como distintos. Su´malos, y hacen 2. An˜ade el mayor 1 para
hacer 3. Suma 2 y hacen 5. Suma 3 y hacen 8. Suma 5 y hacen 13. Suma 8 y
hacen 21. Como 5 es a 8, as´ı es, aproximadamente, 8 a 13; como 8 es a 13 as´ı es,
aproximadamente, 13 a 21. Y as´ı sucesivamente, hasta la eternidad.”
Hay quienes, quiza´s atra´ıdos por su divina proporcio´n, consideran la serie de Fi-
bonacci como una escalera de oro que nos acerca a la eternidad, y la geometr´ıa de
los penta´gonos y hexa´gonos el no va ma´s y sustento estructural del universo. Los
matema´ticos, sin embargo, hacen suyas la palabras finales de Kepler,
“Pero la facultad formativa de la tierra no se restringe a una u´nica figura, sino
que practica con maestr´ıa toda la geometr´ıa.”
y equipados con su caja de herramientas siguen explorando el universo en busca de
estructuras nuevas por las que trepar. Como Jose´ Mar´ıa Montesinos Amilibia.
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ABSTRACT
In this note we introduce branched foldings between compact surfaces using a
local description. We remark that if some branched folding has some particular
local structure then it will be non-regular.
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1. Introduction
For more than thirty years I had the privilege of enjoying the friendship of professor
Jose´ Mar´ıa Montesinos; along this time we had the opportunity of talking about many
mathematical and no-mathematical problems. His personal points of view provide any
subject one can think of with new light and original ideas. This is illustrated by this
very work; indeed it has its origins on the joint preparation of some lectures for a
Master of Mathematics of the Complutense University. We then discovered a new
fact on coverings of 2-orbifolds which I, after spending several years working on that
field, had never thought of.
Branched foldings were introduced in [4]. In this article we consider branched
foldings between compact surfaces. These maps present the topological type of either
coverings between compact 2-orbifolds (see [5] and [3]) or morphisms between compact
Klein surfaces (see [1]). We shall introduce branched foldings using a local description.
∗Author partially supported by project MTM2014-55812
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D
d
1
D
+
Orbifolds appear as an useful tool to study properly discontinuous actions of
groups on manifolds (see [2]), and the more important examples of orbifold coverings
are the projections from manifolds to orbit spaces of group actions. In the theory of
Klein surfaces the regular morphisms are specially important as well.
In this article we shall claim a global property (in a negative way) from a local
behavior. Concretely: if some branched folding has some particular local structure
then it will be non-regular, i. e. it is not the projection from a surface to a quotient
by a group action.
2. The local models
All the surfaces that we shall consider are orientable or non-orientable, with or without
boundary and always compact.
We start with some notation. We note:
D = {z ∈ C : |z| ≤ 1}
and
D+ = {z = a+ bi ∈ C : |z| ≤ 1, b ≥ 0} :
Given a map f : S1 → S2 between surfaces, an automorphism of f is a homeo-
morphism φ : S1 → S1 such that f ◦ φ = f . The automorphisms of f form a group
with composition. We denote the group of automorphisms of f by Aut(f).
The following maps are the “local building blocks” for the definition of branched
foldings.
There are four types of local branched foldings:
I) The local dihedral map d1 : (D, 0)→ (D+, 0), z = a+ bi 7−→ z′ = a+ |b| i.
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Remark 2.1 1. Aut(d1) is the dihedral group D1 of order 2, generated by the home-
omorphism z 7−→ z of D.
2. Aut(d1) acts transitively on d
−1
1
(z) for every z ∈ D+.
II) The local n-cyclic map cn : (D, 0)→ (D, 0), z 7−→ zn, n > 1.
D
c
3
D
Remark 2.2 1. Aut(cn) the cyclic group Cn, and so cn is the quotient map under
the rotational action of Cn on D generated by z 7−→ e2pii/nz.
2. Aut(cn) acts transitively on c
−1
n (z) for all z ∈ D.
III) The local n-dihedral map dn : (D, 0)→ (D+, 0) is the composition of the
local n-cyclic map with the local dihedral map, dn = d1 ◦ cn.
D
d
3
D
+
Remark 2.3 1. Aut(dn) is the dihedral group Dn of order 2n on D, generated by
the homeomorphisms z 7−→ e2pii/nz and z 7−→ z.
2. Aut(dn) acts transitively on d
−1
n (z) for all z ∈ D+.
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IV) the local n-folding map pn : (D+, 0) 7−→ (D+, 0) is the diagonal map that
makes commutative the following diagram
D
dn→ D+
d1 ↓ ↗ pn
D+
where the horizontal map is the local n-dihedral map and the vertical map is the local
1-dihedral map.
P
3
D
+
D
+
Remark 2.4 1. Aut(pn) = {1} if n is odd and Aut(pn) = D1 if n is even.
2. (up if n = 2) Aut(pn) does NOT act transitively on p
−1
n (z) for every z ∈ D+.
3. Branched foldings between surfaces
Let us establish some terminology:
Definition 3.1 Two maps between surfaces f1 : U1 → V1 and f2 : U2 → V2 are
topologically equivalent if there are homeomorphisms h : U1 → U2 and g :
V1 → V2 such that g ◦ f1 = f2 ◦ h.
The main definition of this work is a particular case of the definition 3.5 of [4]:
Definition 3.2 Let S1 and S2 be two surfaces. A map f : S1 → S2 is called a
branched folding if every x ∈ S2 possesses an elementary neighborhood Ux. The
neighborhood Ux is called elementary iff
1. Each connected component Vx of f
−1(Ux) intersects f−1(x) in one point de-
noted yVx ; and
2. The restriction
f |V : (Vx, yVx)→ (U, x)
is either a homeomorphism or it is topological equivalent to one of the four local
branched foldings.
Examples. 1. The natural map F → F/G, where G is any finite group of simplicial
automorphisms acting on a triangulated surface F , is a branched folding.
262
A. F. Costa A note on regular branched foldings
2. Let f : O1 → O2 be a covering between compact 2-orbifolds and |f | : |O1| →
|O2| be the topological map induced on the topological surfaces |O1| and |O2| under-
lying to the orbifolds O1 and O2. The map |f | is a branched folding. A morphism
between compact Klein surfaces being particular case of orbifold covering is a branched
folding as well.
Definition 3.3 If f is a branched folding and the group Aut(f) is transitive on all
the fibers of f we say that f is regular.
Remark 3.1 1. If f : S1 → S2 is regular then f is the natural projection given by
the action of the group Aut(f) on S1.
2. The maps d1, cn, dn, p2 are examples of regular branched foldings and the maps
pn, n 6= 2 are not regular
3. If f : S1 → S2 is a regular branched folding and S′2 is a surface contained in
S2 then f |f−1(S′2) is a regular branched folding.
This remark leads to the main claim of this work:
Proposition 3.1 If f : S1 → S2 is a branched folding such that locally it is topologi-
cally equivalent to pn, n > 2 then f is not regular.
Remark 3.2 The above proposition only has non-empty meaning if f : S1 → S2 is a
branched folding but not a branched covering. The hypothesis in the above proposition
is local in the sense it refers to the behavior of f in a neighborhood of a point in S1.
For branched coverings we can not deduce the non-regularity from a local property.
There are many non-local possible conditions to claim the non-regularity of branched
foldings, for instance:
Proposition 3.2 Let f : S1 → S2 be a branched folding, x ∈ S2 and Ux be an
elementary neighborhood of x. If there are two connected components of f−1(Ux)
topologically equivalent to two different types of local branched foldings then f is not
regular.
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ABSTRACT
In this paper we study a free boundary arising when a kind of diffusion involv-
ing Hessian functions is placed in balance with an absorption term (zero order
nonlinear term of the own solution u). The diffusion operator is the kth ele-
mentary symmetric function of the eigenvalues of the Hessian matrix D2u and
the absorption is a real increasing function vanishing at the origin such that
the (k + 1)–root of its primitive is integrable near the origin.
The surface associated to this solution has a strictly convex part and some
flat sides. The junction between both regions of the surface behaves like a free
boundary due to the degeneracy of the elliptic leading part of the equation on
this interface.
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1. Introduction
Given u ∈ C2(Ω) we denote by λ(D2u) = (λ1, . . . , λN) ∈ RN the eigenvalues of D2u.
Then we consider the kth elementary symmetric function
Sk
[
λ
(
D2u
)]
=
∑
1≤i1<i2<···<ik≤N
λi1 · · ·λik , (1.1)
where Ω is an open bounded set of RN, N > 1. Obviously, k is an integer number
taking value in [1,N]. Therefore, the case k = 1 corresponds to the Laplacian op-
erator S1
[
λ
(
D2u
)]
= ∆u while it is a fully nonlinear operator in the other choices
of k. For example, the choice k = 2 leads to S2
[
λ
(
D2u
)]
=
1
2
((
∆u
)2 − |D2u|2)
and k = N leads to the Monge–Ampere operator SN
[
λ
(
D2u
)]
= det D2u. Such kind
of eigenvalues products are of relevance in the study of calibrate geometry (see [15]).
We note that a kind of Strong Maximum Principle holds for the admissible solu-
tions of
Sk[λ(D2u)] ≥ 0 in Ω.
Therefore they can not assume an interior maximum or minimum value unless are
constant solutions. The main goal of this paper is to prove that this kind of positivity
information can be violated generating a dead core in Ω whenever the Hessian func-
tion is balanced against suitable absorptions. This paper will extend our previous
work [8] dealing with the perturbed Monge-Ampere equations to the case of arbitrary
k–Hessian equations for any available k.
More precisely, we focus our the attention on the equation
F(D2u,Du, u) = 0 in Ω, (1.2)
for the fully nonlinear operator
F(D2u,Du, u) .= −Sk[λ(D2u)] + ηg
(|Du|)f(u− h), u ∈ C2 (1.3)
with η > 0, g ∈ C1(R+;R+), f ∈ C(R) and h ∈ C(Ω). The operator Sk
[
λ
(
D2u
)]
is
only elliptic when u ∈ C2(Ω) is k–admissible [3], namely the eigenvalues λ(D2u) lie
in the open symmetric convex cone, Γk, in RN with vertex at the origin (see Section
2), then some compatibility is required on the structure of the equation (1.2) when is
restricted to k-admissible solutions. In fact, the operator is degenerate elliptic on the
symmetric definite non–negative matrices (see the comments in Section 2). As it will
be proved in Theorem 3.2 (see also Remark 3.3), the compatibility is based on
h is locally k-admissible on Ω and h ≤ u on ∂Ω. (1.4)
We emphasize that if f is too flat near the origin (see (1.7) below) and u(x0) > h(x0)
at some x0 ∈ ∂Ω or Sk
[
λ
(
D2h(x0)
)]
> 0 at some point x0 ∈ Ω then F(D2u,Du, u) is
non-degenerate in path-connected open sets Ω (see Corollary 2).
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The paper is organized as follows. In Section 2 we collect in a short way several
comments on the notions of solutions. In Section 3 we obtain some weak maximum
principles for the associated boundary value problem to (1.2) and get an existence of
solutions result. Section 4 deals with the study of flat regions: we give some sufficient
conditions for its occurrence as well as some estimates on its location. The consider-
ation of unflat solutions is carried out in Section 5. The results can be considered, in
some sense, as necessary conditions for the existence of flat solutions in terms of the
zero order term of the equation.
One of the main consequence of the Weak Maximum Principle is the comparison
result for which one deduces h ≤ u on Ω, provided (1.4) holds, i.e., h behaves as a
kind of lower “obstacle” for the solution u (see Remark 3.3 below). Therefore, under
(1.4) for any ϕ ∈ C(∂Ω), the boundary value proble considered in this papers is{
Sk
[
λ
(
D2u
)]
= ηg
(|Du|)f(u− h) in Ω,
u = ϕ on ∂Ω,
(1.5)
where Ω is a bounded (k−1)–covex open set of RN, N > 1 (see below). We note that
the usual restriction on the non negativity of the right hand side is here supplied by
(1.4). We emphasize that since the right hand side of the equation needs not to be
strictly positive in some region of Ω, the ellipticity of the Hessian function and the
regularity C2 of solutions cannot be “a priori” guaranteed. The so-called “viscosity k–
admissible solutions” or the “generalized k–admissible solutions” are adequate notions
in order to weaken the non-degeneracy hypothesis on the operator. By using the Weak
Maximum Principle and well known methods we prove, in Theorem 3.2, the existence
of a unique generalized solution of (1.5). By a simple reasoning we obtain estimates
on the gradient Du. Bounds for the second derivatives D2u can be deduced from
second order estimates (see Remark 3.3 below).
Since h ≤ u holds on Ω, the junction between the regions where {u = h} and
{h < u} is a free boundary, thus it is not known a priori. This free boundary can be
defined also as the boundary of the set of points x ∈ Ω for which Sk
[
λ
(
D2u(x)
)]
> 0.
Obviously, since the interior of the regions {u = h} and {Sk
[
λ
(
D2u
)]
= 0} coincide,
we must have Sk[λ(D2h)] = 0 in these interior region. The occurrence and localization
of this free boundary is studied in Section 4 whenever h(x) has flat regions
Flat(h) =
⋃
α
{x ∈ Ω : h(x) = 〈pα, x〉+ aα, pα ∈ RN, aα ∈ R} 6= ∅,
where 〈·, ·〉 denotes the Euclidean inner product in RN. As it will be proved, the
free boundary appears under two different types of conditions on the data: a precise
behavior of the zeroth order term∫
0+
F(t)−
1
k+1 dt <∞ (1.6)
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(or 0 < q < k for f(t) = tq), where F(t) =
∫ t
0
f(s)ds, and a suitable balance between
the “size” of the regions of Ω where h is flat and the “size” of the data ϕ and h.
We shall show here how the theory on free boundaries (essentially the boundary
of the support of u− h), developped for a class of quasilinear operators in divergence
form, can be extended to the case of the solution of (1.2) inside of flat regions of h,
where uh = u− h solves
Sk[λ(D2uh] = λg
(|Du|)f(uh).
This kind of question has been extensively studied in the monography [9], mainly for
the quasilinear p–Laplacian operator (see also [7] for fully nonlinear operators). In
fact, the results of this paper were suggested in [9] and performed in [8] for the Monge–
Ampere operator. The main existence criterion for the free boundary is strongly based
on the condition (1.6). Clearly, it coincides with the corresponding main assumption
used in [9] for the Laplacian operator. Since the strict k-admissibilty must be removed,
a critical size of the data is required: the parameter η governs these kind of condition
(see (4.30) below). For instance, the second mentioned balance for given ϕ and Ω is
satisfied if η is large enough.
In Theorems 3 and 5 below we prove the occurrence of the free boundary and give
some estimates on its localization. We also prove that if h(x) growths moderately (in
a suitable way) near the region where it ceases to be flat then the free boundary region
associated to the flattens of u (i.e. the region where uh = u−h vanishes) may coincide
with the boundary of the set where h is flat (see Theorem 6 for f(t) = tq, q < N).
The estimates on the localization of the free boundary are optimal, in the class of
nonlinearities f(s) satisfying (1.6).
In Section 5, by means of a Strong Maximum Principle for uh, we prove that the
condition ∫
0+
F(t)−
1
k+1 =∞ (1.7)
(or k ≤ q for f(t) = tq) is a necessary condition for the non-existence of such free
boundary (see Theorem 8 and Corollary 2). More precisely, we shall prove that under
this condition the solution can not have any flat region. This can be regarded as an
extension of [20] to the non divergence case (see also [7], [9] and [16]). As it was pointed
out, the condition k ≤ q implies non-degenerate ellipticity of problem (3.6) under very
simple assumptions, such as ϕ(x0) > h(x0) at some x0 ∈ ∂Ω or Sk
[
λ
(
D2h(x0)
)]
> 0
at some point x0 ∈ Ω for path-connected open set Ω (see Corollary 2).
Finally, we note that all contributions coincide with the relative ones of [8] when-
ever k = N.
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2. Notations and other preliminaries comments
For any matrix A ∈ M(R,N × N), we consider the sum of the k × k, 1 ≤ k ≤ N
principal minors, here denoted by
Sk
[
λ(A)
]
=
∑
1≤i1<i2<···<ik≤N
λi1 · · ·λik , (2.1)
where λ(A) =
(
λ1, . . . , λN
)
are the eigenvalues of A. Obviously, k is an integer
number taking value in [1,N]. The more popular examples are S1[λ(A)] = trace of A
and SN[λ(A)] = det(A). The main important case appears when A = D2u for some
function u ∈ C2(Ω) ∩ C(Ω), where Ω is an open set of RN, for which Sk
[
λ
(
D2u
)]
is
called the kth elementary symmetric function. If we define the cone
Γk =
(λ1, . . . , λN) ∈ RN : ∑
1≤i1<i2<···<ij≤N
λi1 · · ·λij > 0, ∀j = 1, . . . , k

the k–convex functions are introduced by the condition λ
(
D2u
) ∈ Γk. Then, a func-
tion is 1–admissible if and only if it is sub–harmonic and a function N–admissible must
be convex, because det D2u > 0 implies convexity by the Sylvester criterion. The ex-
pression Sk
[
λ(A)
]
are denoted alternatively as “principal invariants” of the tensor A
(see [13, p.15]) as they are used in Continuum Mechanics. For instance the 2nd ele-
mentary symmetric function plays a fundamental role in the study of Non–Newtonian
fluids and Mooney–Rivlin materials (see [13, p. 174 and p. 192]).
Also we deduce that a k–admissible smooth function, for any 1 ≤ k ≤ N, is
sub–harmonic because
ΓN ⊂ · · · ⊂ Γk ⊂ · · · ⊂ Γ1.
Moreover the set of the k–admissible functions is a convex cone in C2(Ω). Since one
proves that the matrix {
∂Sk[λ
(
D2u
)
]
∂Diju
: 1 ≤ i, j ≤ N
}
(2.2)
is positive semi–definite if u is k–admissible, the kth elementary symmetric operator
Sk
[
λ
(
D2u
)]
, in short the Hessian operator, is non–negative and degenerate elliptic
on the convex cone of the k–admissible smooth functions (see [21]). Another main
property useful to our reasoning: as function of D2u
Λk
(
D2u
)
=
(Sk[λ(D2u)]) 1k
is concave on the convex cone of the k–admissible functions. Finally we note that a
compatibility geometric assumption must be required when one prescribes boundary
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values. In order to simplify it we only consider, for a while, smooth at the boundary
k-admissible functions u vanishing on ∂Ω. For any fixed point x0 ∈ ∂Ω, by suitable
translations and rotations of coordinates if necessary, we may assume that x0 is the
origin and that locally ∂Ω is given by xN = Ψ(x
′) such that n = (0, . . . , 0, 1) is
the inner normal of ∂Ω at x0, where x
′ = (x1, . . . , xN−1). Then differentiating the
boundary condition u(x′,Ψ(x′)) = 0 we get
Diju(0) + DNu(0)DijΨ(0) = 0.
Since u is sub–harmonic one has DNu(0) < 0 whence
∂Sk[λ
(
D2u
)
]
∂DNNu
= |DNu(0)|k−1
∑
1≤i1<i2<···<ik≤N−1
κi1 · · ·κik
because the principal curvatures, κ = (κ1, . . . , κN−1), of ∂Ω at x0 are the eigenvalues
of DijΨ(0). So that, as the matrix given by (2.2) is positive semi–definite we know
one the following condition holds:∑
1≤i1<i2<···<ik≤N−1
κi1 · · ·κik ≥ c0 > 0 on ∂Ω for some constant c0.
This defines the (k − 1)–convex domains that we will consider in this paper. Clearly,
when k = N this geometric condition is equivalent to the usual convexity.
Many previous expositions on the nature of the k–admissible functions can be
found in the literature (see for instance the survey [21] or [4]).
As it was proved by several methods [3, 4, 18, 21], there exists a k–admissible C2
solution of the general boundary value problems as{ Sk[λ(D2u)] = H(Du, u, x), on Ω,
u = ϕ, on ∂Ω,
(2.3)
under suitable assumptions on Ω, H > 0 and ϕ. A main question arises: what happens
if H ≥ 0. Now the degenerate ellipticity may occur and in general the regularity C2
of solutions can not be guaranteed. As it was pointed out in the Introduction, the
so called ”viscosity solutions” or the ”generalized solutions” the adequate notions of
solutions in our study. In fact, by means of reasoning as in [14], it can be proved that
for (k − 1)–convex domains Ω both notions coincide.
A short description of all that is as follows. First of all, the smooth k–admissibilty
notion must be weaken. So, from now, by a k–admissible function u in Ω we mean
an upper semi–continuous function in Ω such that {u =∞} has measure zero and∫
Ω
uaijD
2
ijφ ≤ 0 ∀φ ∈ C∞0 (Ω), φ ≥ 0,
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for any matriz A = {aij} with eigenvalues in
Γ∗k =
{
λ∗ ∈ RN : 〈λ∗, λ〉 ≤ 0, λ ∈ Γk
}
.
This implies that an upper semi–continuous function u is k–admissible is it is sub–
harmonic with respect to the operator L =
∑
aijD
2
ij for any matriz A = {aij} with
eigenvalues in Γ∗k. Certainly, this non–smooth notion is consistent with the smooth
k–admissible notion.
On the other hand, if u ∈ C2(Ω) is a non–negative k–admissible function the
measure Sk
[
λ
(
D2u
)]
dx has the important property that if {uj}j ⊂ C2(Ω) are smooth
k–admissible functions which converge to a k–admissible function in Ω everywhere
then
{Sk[λ(D2uj)]dx}j converge weakly to a measure µ. With this property one
proves
Theorem 1 ([21]) For any k–admissible function u, there exists a Radon measure
µk[u] such that:
1. µk[u] = Sk
[
λ
(
D2u
)]
dx if u ∈ C2(Ω),
2. if {uj}j are k–admissible functions which converge to a k–admissible function
u a.e. then
{
µk[uj ]}j → µ[u] weakly as measure. 
Then we arrive to
Definition 2.1 A k–admissible function u on Ω is a “generalized solution” of
Sk
[
λ
(
D2u
)]
= H(Du, u, x), on Ω
if
µ[u](E) =
∫
E
H(Du, u, x)dx
for any Borel set E ⊂ Ω.
The continuity property of u on Ω is compatible with the usual realization of the
Dirichlet boundary condition u = ϕ. Here we may considered the weaker assumption
H ≥ 0 which can not be removed. Certainly, the definition can be extended to locally
k–admissible functions u on Ω, for which u can be constant on some subset of Ω. This
notion of generalized solution is specific of the Hessian operator, but other notion of
solutions are available as it happens with other type of fully nonlinear equations in
non divergence form. The most usual is the so called “viscosity solution” introduced
by M.G. Crandall and P.L. Lions (see [6]):
Definition 2.2 A k–admissible function u on Ω is a viscosity solution of the inequal-
ity
Sk
[
λ
(
D2u
)] ≥ H(Du, u, x) in Ω (viscosity sub–solution)
271
G. Dı´az, J. I. Dı´az Partially flat surfaces
if for every smooth k–admissible function Φ on Ω for which
(u− Φ)(x0) ≥ (u− Φ)(x) locally at x0 ∈ Ω
one has
Sk
[
λ
(
D2Φ(x0)
)] ≥ H(DΦ(x0), u(x0), x0).
Analogously, one defines the viscosity solution of the reverse inequality
Sk
[
λ
(
D2u
)] ≤ H(Du, u, x) in Ω (viscosity super–solution)
as a k–admissible function u on Ω such that for every smooth k–admissible function
Φ on Ω for which
(u− Φ)(x0) ≤ (u− Φ)(x) locally at x0 ∈ Ω
one has
Sk
[
λ
(
D2Φ(x0)
)] ≤ H(DΦ(x0), u(x0), (x0)).
Finally, when both properties hold we arrive to the notion of viscosity solution of
Sk
[
λ
(
D2u
)]
= H(Du, u, x) in Ω.
Note that the k–admissible condition on u and Φ are extra assumptions with respect
to the usual notion of viscosity solution (see [6]). This is needed here because the
Hessian operator is only degenerate elliptic on this class of functions. In fact, the k–
admissible condition on the test function Φ is only required for the correct definition
of super–solutions in the viscosity sense, because if u−Φ attains a local maximum at
x0 ∈ Ω for a k–admissible function u on Ω and Φ ∈ C2(Ω), reasoning as in [14], one
can deduce
Sk
[
λ
(
D2Φ(x0)
)] ≥ 0.
Reasoning again as in [14], it is possible to prove the equivalence
u is a generalized solution of (2.3) if and only if u is a viscosity solution of (2.3),
provided that Ω is a (k − 1)–convex domain and H ∈ C(RN × R× Ω).
As an illustrative result on the complementary regularity, one proves that
H(Du, u, x) ∈ Lp(Ω), p > N2k , implies that u is Ho¨lder continuous, provided k ≤ N2
(see [21, Corollary 9.1]).
3. Weak Maximum Principle
In this section we obtain some comparison and existence results for the equation
(1.2). They will show that the nature of the viscosity solution is an intrinsic property
associated with the Maximum Principle.
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Theorem 2 (Weak Maximum Principle I) Let u, v ∈ C2(Ω) ∩ C(Ω) where u is
k–admissible in Ω. Suppose
F(D2u,Du, u) ≤ 0 ≤ F(D2v,Dv, v) in Ω. (3.1)
Then
(u− v)(x) ≤ sup
∂Ω
[u− v]+, x ∈ Ω.
In particular,
|u− v|(x) ≤ sup
∂Ω
|u− v|, x ∈ Ω.
whenever the equalities hold in (3.1).
Proof. By continuity there exists x0 ∈ Ω where [u− v]+ attains the maximum value
on Ω. We claim that [u − v]+(x0) = 0, whence the result follows. Indeed, if x0 ∈ Ω
and [u− v]+(x0) > 0, the matrix D2(v−u)(x0) is positive semidefinite. In particular,
the function v−u is k–admissible at x0. Consider the function Λk(A) .=
(Sk[λ(A)]) 1k
which is homogeneous of degree 1 and concave on the convex cone of the set of matrices
having eigenvalues in Γk. Since the convexity of this set of matrices implies that the
sum of two k–admissible functions is also k-admissible, the function v = (v − u) + u
is k–admissible at x0. Then
Λk[D
2v](x0) = 2
kΛk
[
1
2
D2v
]
(x0) ≥ Λk[D2(v − u)](x0) + Λk[D2u](x0) ≥ Λk[D2u](x0)
leads to the contradiction
0 ≤ Λk[D2v](x0)− Λk[D2u](x0)
≤ (g(|Dv(x0)|)f(v(x0))− h(x0)) 1k − (g(|Du(x0)|)f(u(x0))− h(x0)) 1k < 0.

Remark 3.1 We note that the monotonicity on u on the zeroth order terms, f(u−h),
is the only assumption required on the structure of the equation and that our argument
is strongly based on the notion of viscosity solution. An analogous estimate holds by
changing the roles of u1 and u2 (but then we do not require the C2 function u1 to
be k–admissible). Note also that we did not assume any convexity condition on the
domain Ω. When Ω is (k − 1)–convex these results can be extended to the class of
the generalized solutions through the mentioned equivalence between such solutions
and the viscosity solutions. 
A very simple (and important fact) was used in our precedent arguments: if
u1 ∈ C2 and u2 − u1 ∈ C2 are k–admissible functions on a ball B then
Sk
[
λ
(
D2u2
)] ≥ Sk[λ(D2u1)] in B.
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This simple inequality can be extended to the case where u1 and u2 − u1 are k–
admissible functions on a ball B, with u1 = u2 on ∂B, by the “monotonicity formula”
µ[u2](B) ≥ µ[u1](B) (3.2)
(see [21]). In this way, the Weak Maximum Principle can be extended to the class of
generalized solutions.
Theorem 3.1 (Weak Maximum Principle II) Let h1, h2 ∈ C(Ω). Let u1, u2 ∈
C(Ω) where u1 is locally k–admissible in Ω. Suppose
−Sk
[
λ
(
D2u1
)]
+ g
(|Du1|)f(u1 − h1) ≤ −Sk[λ(D2u2)]+ g(|Du2|)f(u2 − h2) in Ω
(3.3)
in the generalized solutions sense. Then
(u1 − u2)(x) ≤ sup
∂Ω
[u1 − u2]+ + sup
Ω
[h1 − h2]+, x ∈ Ω. (3.4)
In particular,
|u1 − u2|(x) ≤ sup
∂Ω
|u1 − u2|+ sup
Ω
|h1 − h2|, x ∈ Ω, (3.5)
whenever the equality holds in (3.3).
Proof. As above, we only consider the case where the maximum of [u1− u2]+ on Ω
is achieved at some x0 ∈ Ω with [u1 − u2]+(x0) > 0. Therefore, (u1 − u2
)
(x) > 0 and
convex in a ball BR(x0), for R small. Let Ω
+ = {u1 > u2} ⊇ BR(x0). We construct
û1(x) = u1(x) + γ
(|x− x0|2 −M2)− δ, where M > 0 is large and γ, δ > 0 such that
û1 < u1 on ∂Ω
+ and the set Ω+γ,δ = {û1 > u2} is compactly contained in Ω and
contains Bε(x0) for some ε small. By choosing γ, δ properly, we can assume that the
diameter of Ω+γ,δ is small so that u1 and therefore u2 = (u2 − u1) + u1 are convex in
it. Then (3.2) implies
0 < (γε)N|B1(0)| ≤ µ[u2]
(
Bε(x0)
)− µ[u1](Bε(x0))
≤
∫
Bε(x0)
[
g
(|Du2|)f(u2 − h2)− g(|Du1|)f(u1 − h1)]dx.
Since g
(|Du1(x0)|) = g(|Du2(x0)|) > 0 (see Remark 3.2 below), by letting ε→ 0, the
Lebesgue differentiation theorem implies
0 ≤ g(|Du2(x0)|)f(u2(x0)− h2(x0))− g(|Du1(x0)|)f(u1(x0)− h1(x0)),
whence (
u1 − u2
)
(x0) <
(
h1 − h2
)
(x0) ≤ sup
∂Ω
[
u1 − u2
]
+
+ sup
Ω
[
h1 − h2
]
+
and the estimate holds. 
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Remark 3.2 The above proof requires a simple fact: any convex function ψ in a
convex open set O ⊂ RN achieving a local interior maximum at some z0 ∈ O verifies
Dψ(z0) = 0. Indeed, for any p ∈ ∂ψ(z0) (the sub–differential set of ψ at z0) one has
ψ(x) ≥ ψ(z0) + 〈p, x− z0〉 ≥ ψ(x) + 〈p, x− z0〉 with x near z0,
and
0 ≥ 〈p, x− z0〉.
Then if τ > 0 is small enough we may choose x− z0 = τp ∈ O and to deduce
0 ≤ τ |p|2 ≤ 0.

A first consequence of the general theory for (1.2) and the Weak Maximum Prin-
ciple is the following existence result
Theorem 3.2 Suppose that Ω is (k − 1)–convex. Let ϕ ∈ C(∂Ω) and assume the
compatibility condition (1.4)
h is locally k-admissible on Ω and h ≤ u on ∂Ω.
Then there exists a unique locally k–admissible function verifying{ Sk[λ(D2u)] = g(|Du|)f(u− h) in Ω,
u = ϕ on ∂Ω,
(3.6)
in the generalized sense. In fact, one verifies
h(x) ≤ u(x) ≤ Uϕ(x), x ∈ Ω, (3.7)
where Uϕ is the unique harmonic function in Ω such that Uϕ = ϕ on ∂Ω.
Proof. First we consider the generalized solution of the problem{ −Sk[λ(D2u)]+ g(|Du|)[f(u− h)]+ = 0 in Ω,
u = ϕ on ∂Ω.
Since H
(
Du, u, x
)
= g
(|Du|)[f(u − h)]
+
≥ 0 we can apply well known results in
the literature. In particular, from [21], it follows the existence and uniqueness of the
solution u. The second point is to note that, by construction, the locally k–admissible
function h verifies
−Sk
[
λ
(
D2h
)]
+ g
(|Du|)[f(h− h)]
+
≤ 0 in Ω.
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Therefore, by the Weak Maximum Principle and the assumption h ≤ ϕ on ∂Ω we get
that
h ≤ u in Ω,
whence [
f(u− h)]
+
= f(u− h)
which proves that u solves (3.6). The uniqueness also follows from the Weak Maximum
Principle. Finally, since u is locally k–admissible it is also sub–harmonic in Ω and so
the estimate
h(x) ≤ u(x) ≤ Uϕ(x), x ∈ Ω
holds by the weak maximum principe for harmonic functions. 
Remark 3.3 i) As it was pointed out in the Introduction, no sign assumption on
h is required in Theorem 3.2. The simple structural assumption (1.4) implies that
h ≤ u on Ω and therefore the ellipticity, eventually degenerate, of the equation holds.
Thus, the ellipticity holds once h behaves as a lower “obstacle” for the solution u.
We note that these compatibility conditions are not a priori required in the Weak
Maximum Principle because there we are working with functions whose existence is
a priori assumed.
ii) Since u is locally k–admissible on Ω, we can prove
sup
Ω
|Du| = sup
∂Ω
|Du|,
and then inequality (3.7) gives a priori bounds on |Du| on Ω, provided h = ϕ on ∂Ω
and Dh is defined on ∂Ω. The proof of a second derivative estimate is based on the
inequality
ess sup
Ω
|D2u| ≤ C
(
1 + sup
∂Ω
|D2u|
)
(3.8)
for some constant C independent on u. It will be the object of a separated article. 
In Section 5 we shall prove a kind of Strong Maximum Principle which under
suitable assumptions will avoid the appearance of the mentioned free boundary.
4. Flat regions
In this section we focus our attention on a lower “obstacle” function h locally k–
admissible on Ω which is locally flat. We define
Flat(h) =
⋃
α
Flatα(h)
276
G. Dı´az, J. I. Dı´az Partially flat surfaces
where
Flatα(h) = {x ∈ Ω : h(x) = 〈pα, x〉+ aα, for some pα ∈ RN and aα ∈ R}. (4.1)
Since
u(y)− (〈pα, y〉+ aα) ≥ u(x)− (〈pα, x〉+ aα)+ 〈p− pα, y − x〉,
thus
p ∈ ∂u(x) ⇔ p− pα ∈ ∂
(
u(x)− (〈pα, x〉+ aα)) ,
and the equation (1.2) becomes
− Sk[λ(D2uα)] = ηg
(|Du|)f(uα), x ∈ Flatα(h), (4.2)
for uα
.
= u− (〈pα, x〉+ aα). Remember that uα ≥ 0 in an open set O ⊆ Ω, if uh ≥ 0
on ∂O. Assumption
g(|p|) ≥ 1 (4.3)
leads us to study the auxiliar boundary problem{ Sk[λ(D2U)] = f(U) in BR(0),
U ≡ M > 0 on ∂BR(0), (4.4)
for any M > 0. From the uniqueness of solutions, it follows that U is radially symmet-
ric, because by rotating it we would find other solutions. Moreover, by the comparison
results U is nonnegative. Therefore, the solution U is governed by a non–negative ra-
dial profile function U(x) = Û(|x|) for which some straightforward computations leads
to
Sk[λ(D2U)](r) = CN−1,k−1Û′′(r)
(
Û′(r)
r
)k−1
+ CN−1,k
(
Û′(r)
r
)k
= CN−1,k−1r1−N
[
rN−k
k
(
Û′(r)
)k]′
,
(4.5)
where we use the notation
Cm,n =
(
m
n
)
=
m!
(m− n)!n! , 0 ≤ n ≤ m.
We summarize the well known properties: Cm,0 = Cm,m (initial/boundary values),Cm,n = Cm,m−n (symmetry),
Cm,k + Cm+k+1 = Cm+1,k+1 (recursive Pascal rule).
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Remark 4.1 For N = 1, the equation (4.5) becomes the semi linear ODE
Û′′(r) = λf
(
Û
)
studied in [9]. Notice that for N > 1 the k–radial Hessian operator is not exactly
the radial p-Laplacian operator with p = k+ 1, although there is a great resemblance
among them. 
We start this section by considering the initial value problem CN−1,k−1r
1−N
[
rN−k
k
(
U′(r)
)k]′
= ηf
(
U(r)
)
, η > 0,
U(0) = U′(0) = 0.
(4.6)
Obviously, U(r) ≡ 0 is always a solution, but we are interested in the existence of
nontrivial and non–negative solutions. The general reasoning in this section assumes
the existence of an increasing function U : [0,RU[→ R+ solving CN−1,k−1r
1−N
[
rN−k
k
(
U′(r)
)k]′
= ηUf
(
U(r)
)
, 0 < r < RU,
U(0) = U′(0) = 0,
(4.7)
for some ηU > 0 and 0 < RU ≤ ∞. We shall return to this assumption later.
By scaling by A > 0, (4.7) becomes −CN−1,k−1r
1−N
[
rN−k
k
(
Û′(Ar)
)k]′
+ ηf
(
U(Ar)
)
=
[
η − ηUA2k
]
f
(
U(Ar)
)
U(0) = U′(0) = 0,
(4.8)
0 < r <
RU
A
, whence it follows
1. if A <
(
η
ηU
) 1
2k
the function U(Ar) is a super–solution of the equation (4.6),
2. if A =
(
η
ηU
) 1
2k
the function U(Ar) is the solution of the equation (4.6),
3. if A >
(
η
ηU
) 1
2k
the function U(Ar) is a sub–solution of the equation (4.6).
Moreover, the function
vτ (x)
.
= U
((
η
ηU
) 1
2k
[|x| − τ ]+
)
, x ∈ Bτ+RU,η (0), RU,η = RU
(
ηU
η
) 1
2k
(4.9)
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solves
−Sk[λ(D2vτ (x)] + ηf
(
vτ (x)
)
= 0, x ∈ Bτ+RU,η(0).
Furthermore, it verifies
vτ (x) = M, |x| = R < τ + RU,η
once we take
τ = R−
(
ηU
η
) 1
2k
U−1(M) =
[
η
− 12k∗ − η− 12k
]
U−1(M)η
1
2k
U
with
η ≥ η∗ .= ηU
(
1
R
U−1(M)
)2k
. (4.10)
Now for a solution of (1.2) we may localize a core of the flat region Flat(u) inside the
flat subregion Flatα(h) of the given “obstacle”.
Theorem 3 Let h be locally k–admissible on Ω. Let us assume that there exists
BR(x0) ⊂ Flatα(h) with
0 ≤ u(x)− (〈pα, x〉+ aα) ≤ M ≤ max
Ω
(u− h), x ∈ ∂BR(x0), (4.11)
where u is a generalized solution of (1.2), for some M > 0. Then, if (4.7) holds and
η ≥ η∗ .= ηU
(
1
R
U−1(M)
)2k
,
one verifies
0 ≤ u(x)− (〈pα, x〉+ aα) ≤ U(( η
ηU
) 1
2k
[|x| − τ ]+
)
, x ∈ BR(x0), (4.12)
where
τ =
[
η
− 12k∗ − η− 12k
]
U−1(M)η
1
2k
U , (4.13)
once we assume that R < τ + RU,η and(
ηU
η
) 1
2k
U−1(M) < R ≤ dist(x0, ∂Ω). (4.14)
In particular, the function u is flat on Bτ (x0). More precisely,
u(x) = 〈pα, x〉+ aα for any x ∈ Bτ (x0).
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Proof. The result is a direct consequence of previous arguments. Indeed, for sim-
plicity we can assume x0 = 0. Since g(|p|) ≥ 1, by the comparison results we get
that
0 ≤ uα(x) ≤ vτ (x), x ∈ BR(0)
(see (4.2) and (4.9)) and so the conclusions hold. 
Remark 1 We have proved that under the above assumptions the flat region of u
is a non–empty set. Obviously, Flat(h) ⊂ Flat(u) whenever (4.11) fails, even if (4.7)
holds. 
Remark 2 We point out that the above result applies to the case in which ϕ ≡ 1
and h ≡ 0 (the so called “dead core” problem) as well as to cases in which u is flat
only near ∂Ω (take for instance, h(x) = 〈pα, x〉+ aα in Ω and ϕ ≡ h on ∂Ω). 
In order to study the assumption (4.7) we note that the function U(r) satisfies the
inequality
CN−1,k−1U′′(r)
(
U′(r)
r
)k−1
≤ ηUf
(
U(r)
)
, 0 < r < RU, (4.15)
(see (4.5)) whence((
U′(r)
)k+1)′ ≤ ηU(k + 1)C−1N−1,k−1rk−1 (F(U(r)))′ , 0 < r < RU F′ = f,
and (
U′(r)
)k+1 ≤ ηU(k + 1)C−1N−1,k−1rk−1F(U(r)), 0 < r < RU.
So, we deduce that (4.7) requires∫ U(r)
0
ds
F(s)
1
k+1
=
∫ r
0
U′(s)ds
F
(
U(s)
) 1
k+1
≤
(
ηU(k + 1)C
−1
N−1,k−1
) 1
k+1 N + 1
2k
r
2k
k+1
for 0 < r < RU. Therefore (1.6) is a necessary condition in order to (4.7) holds.
The reasoning in proving that (1.6) is a sufficient condition for the assumption (4.7)
is very laborious and follows from some adaptations of the results of [9]. Here we only
construct a function verifying a similar property for (4.15) useful to our interest
Theorem 4 Assume (1.6). Then the function φ(r) given implicity by∫ φ(r)
0
F(s)−
1
k+1 ds = r
2k−1
k , 0 ≤ r (4.16)
satisfies, the property CN−1,k−1r
1−N
[
rN−k
k
(
φ′(r)
)k]′ ≤ ηφ,R̂f(φ(r)), 0 < r < R̂,
φ(0) = φ′(0) = 0,
(4.17)
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where 
R̂ <
∫ ∞
0
F(s)−
1
k+1 ds ≤ +∞,
ηφ,R̂ = CN−1,k−1
(
2k − 1
k
)k+1
N
k + 1
R̂
k−1
k .
(4.18)
Proof. Since the function
ψ(t) =
∫ t
0
F(s)−
1
k+1 ds, t ≥ 0,
is increasing from R+ to [0, ψ(∞)[ and ψ(0) = 0, we may consider the function φ(r)
given implicitly by∫ φ(r)
0
F(s)−
1
k+1 ds = ra, 0 ≤ r < ψ(∞) ≤ +∞,
where a is a positive constant to be chosen. Then
φ′(r) = aF
(
φ(r)
) 1
k+1 ra−1,
and
r1−N
[
rN−k
k
(
φ′(r)
)k]′
=
akr1−N
k
[
rN−2k+kaF
(
φ(r)
) k
k+1
]′
=
akr1−2k+ka
k
[
N− 2k + ka
r
F
(
φ(r)
) k
k+1 +
ak
k + 1
ra−1f
(
φ(r)
)]
hold. Next, we choose
a =
2k − 1
k
,
and Φ(r) =
(
F
(
φ(r)
)) k
k+1 . Since Φ(0) = 0 and
Φ′(r) =
2k − 1
k + 1
f
(
φ(r)
)
r
k−1
k
is increasing, the convexity inequality
Φ(r) ≤ Φ′(r)r
gives
CN−1,k−1r1−N
[
rN−k
k
(
φ′(r)
)k]′ ≤ CN−1,k−1(2k − 1
k
)k+1
N
k + 1
r
k−1
k f
(
φ(r)
)
.
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Finally, since a ≥ 1 one has φ(0) = φ′(0) = 0. 
So that, fixed R̂ < ψ(∞) we have
CN−1,k−1r1−N
[
rN−k
k
(
φ′(Ar)
)k]′
+ ηf
(
φ(Ar)
) ≥ [η − ηφ,R̂A2k] f(φ(Ar)), (4.19)
for 0 < r < R̂ and φ(0) = φ′(0) = 0 (see (4.8)), whence the function
vτ (x)
.
= φ
( η
ηφ,R̂
) 1
2k
[|x| − τ ]+
 , x ∈ Bτ+Rφ,η (0), (4.20)
solves
−Sk[λ(D2vτ (x)] + ηf
(
vτ (x)
) ≥ 0, x ∈ Bτ+RU
φ,η,R̂
(0),
for
Rφ,η,R̂ =
(
ηφ,R̂
η
) 1
2k
R̂.
The reasonings of Theorem 3 apply and enable us to localize again a core of the
flat region Flat(u) but now using the function φ given by (4.16) instead to use the
function U given by (4.7).
Corollary 1 Let h be locally k–admissible on Ω. Let us assume that there exists
BR(x0) ⊂ Flatα(h) with
0 ≤ u(x)− (〈pα, x〉+ aα) ≤ M ≤ max
Ω
(u− h), x ∈ ∂BR(x0), (4.21)
where u is a generalized solution of (1.2), for some M > 0. Then, if (1.6) holds and
η ≥ η∗ .= ηφ,R̂
(
1
R
φ−1(M)
)2N
,
one verifies
0 ≤ u(x)− (〈pα, x〉+ aα) ≤ φ
( η
ηφ,R̂
) 1
2k
[|x| − τ ]+
 , x ∈ BR(x0), (4.22)
where
τ =
[
η
− 12k∗ − η− 12k
]
φ−1(M)η
1
2k
φ,R̂
, (4.23)
once we assume that R < τ + Rφ,η,R̂ and(
ηφ,R̂
η
) 1
2k
φ−1(M) < R ≤ dist(x0, ∂Ω). (4.24)
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In particular, the function u is flat on Bτ (x0). More precisely,
u(x) = 〈pα, x〉+ aα for any x ∈ Bτ (x0). 
Remark 3 Corollary 1 is the relative version of Theorem 3. Consequently, the com-
ments of Remarks 1 and 2 apply. 
In the particular case f(t) = tq, the condition (1.6) holds if and only if k > q.
Moreover, the assumption (4.7) is verified for
Uq,k(r) = r
2k
k−q , ηq,k = CN−1,k−1
(
2k
k − q
)k
2kq + N(k − q)
k(k − q) , r ≥ 0, (4.25)
consequently all above results apply. If we scale by A
k−q
2k for the function
U(r) = AUq,k(r), r ≥ 0,
the property (4.8) becomes
− CN−1,k−1r1−N
[
rN−k
k
(
U′(r)
)k]′
+ ηU(r)q = η
[
1− ηq,k
η
Ak−q
]
U(r)q (4.26)
fot r > 0. Now,
1. if A <
(
η
ηq,k
) 1
k−q
the function U(r) is a super–solution of the equation (4.26),
2. if A =
(
η
ηq,k
) 1
k−q
the function U(r) is the solution of the equation (4.26),
3. if A >
(
η
ηq,k
) 1
k−q
the function U(r) is a sub–solution of the equation (4.26).
So that, the particular choice
U(r) =
(
η
ηq,k
) 1
k−q
Uq,k(r), r ≥ 0, (4.27)
enables us to construct the function
vτ (x)
.
= U
(
[|x| − τ ]+
)
, x ∈ RN, (4.28)
vanishing in a ball Bτ (0) and solving
−Sk[λ(D2vτ (x))] + ηvτ (x)q = 0, x ∈ RN.
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Moreover, given M > 0, it verifies
vτ (x) = M, |x| = R
once we take
τ = R−U−1(M) = η 12kq,kM
k−q
2k
[
η
− 12k∗ − η− 12k
]
with
η ≥ η∗ .= ηq,kM
k−q
R2k
.
The localization of a core of the flat region Flat(u) inside the flat subregion Flatα(h)
of the “obstacle” is estimated by
Theorem 5 Let f(t) = tq, q < k. Let h be locally k–admissible on Ω. Let us assume
that there exists BR(x0) ⊂ Flatα(h) with
0 ≤ u(x)− (〈pα, x〉+ aα) ≤ M ≤ max
Ω
(u− h), x ∈ ∂BR(x0), (4.29)
where u is a generalized solution of (1.2), for some M > 0. Then, if k > q and
η ≥ η∗ .= ηq,kM
k−q
R2k
. (4.30)
one verifies
0 ≤ u(x)− (〈pα, x〉+ aα) ≤ ( η
ηq,k
) 1
k−q [|x− x0| − τ] 2kk−q+ , x ∈ BR(x0), (4.31)
where
τ = η
1
2k
q,kM
k−q
2k
[
η
− 12k∗ − η− 12k
]
(4.32)
provided (
ηq,k
η
) 1
2k
M
k−q
2k < R ≤ dist(x0, ∂Ω). (4.33)
In particular, the function u is flat on Bτ (x0). More precisely,
u(x) = 〈pα, x〉+ aα for any x ∈ Bτ (x0).

Remark 4 Theorem 5 is a new version of Theorem 3 but now with more explicit
data. Therefore, once more the comments of Remarks 1 and 2 apply also to this
power like case f(t) = tq, k > q. 
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Theorem 5 gives some estimates on the localization of the points inside Flat(h)
where u becomes flat too. The following result shows that if h decays in a suitable way
at the boundary points of Flat(h) then the solution u becomes also flat in those points
of the boundary of Flat(h). In this result the parameter η is irrelevant, therefore with
no loss of generality we shall assume that η = 1.
Theorem 6 Let f(t) = tq, q < k. Let x0 ∈ ∂Flatα(h) such that
h(x)− (〈pα, x〉+ aα) ≤ K|x− x0| 2kk−q , x ∈ BR(x0) ∩ (RN \ Flat(h)), (4.34)
and
0 ≤ max
|x−x0|=R
{
u(x)− (〈pα, x〉+ aα)} ≤ AR 2kk−q (4.35)
for some suitable positive constants K and A (see (4.37) below) and u is a generalized
solution of (1.2). Then
u(x0) = 〈pα, x0〉+ aα. (4.36)
Proof. Define the function
V(x) = u(x)− (〈pα, x〉+ aα),
which by construction is non–negative in ∂BR(x0) (see (4.35)). In fact, the Weak
Maximum Principle implies that V is non–negative on BR(x0). Then
−(Sk[λ(D2V(x)]) 1k + V(x) qk = −(Sk[λ(D2u(x)]) 1k + (u(x)− (〈pα, x〉+ aα)) qk
= −(u(x)− h(x)) qk + (u(x)− (〈pα, x〉+ aα)) qk
≤ (h(x)− (〈pα, x〉+ aα)) qk
≤ K qk |x− x0| 2kk−q , x ∈ BR(x0),
where we have used a kind of Minkovsky inequality
(a+ b)
1
p ≤ a 1p + b 1p , for any a, b ≥ 0, where p > 1,
for the special case p = kq > 1, as well as (4.34). On the other hand, from (4.25) we
have (
CN−1,k−1r1−N
[
rN−k
k
(
U′q,k(r)
)k]′) 1k
= η
1
N
q,kUq,k(r)
q
N , 0 < r < Rηq,k ,
for
Uq,k(r) = r
2k
k−q , ηq,k = CN−1,k−1
(
2k
k − q
)k (
2kq + N(k − q)
k(k − q)
)
, Rq,k = +∞.
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Then since the function U(r) = AUq,k(r) verifies
−CN−1,k−1r1−N
[
rN−k
k
(
U′(r)
)k]′
+ U(r)q =
[
1− ηq,kAk−q
]
U(r)q, 0 < r.
we may take A < η
− 1k−q
q,k and then K such that
K
q
k ≤ A qk [1− ηq,kAk−q] . (4.37)
Then we obtain
−(Sk[λ(D2V(x)]) 1k + (V(x)) qk ≤ −(Sk[λ(D2U(|x|)]) 1k + U(|x|) qk , x ∈ BR(x0).
Finally, by choosing R satisfying (4.35) one has
V(x) ≤ U(|x|), x ∈ ∂BR(x0),
whence the comparison principle concludes
0 ≤ V(x) ≤ A|x− x0| 2kk−q , x ∈ BR(x0),
and so u(x0) =
(〈pα, x0〉+ aα). 
Remark 5 The assumption (4.35) is satisfied if we know that the ball BR(x0) where
(4.34) holds is assumed large enough. The above result is motivated by [9, Theorem
2.5]. By adapting the reasoning used in previous results of the literature (see [8,
Remark 10]) it can be shown that the decay of h(x)−(〈pα, x〉+aα) near the boundary
point x0 is optimal in the sense that if
h(x)− (〈pα, x〉+ aα) > A|x− x0| 2kk−q on a neighbourhood of x0
then it can be shown that
u(x0)−
(〈pα, x0〉+ aα)) > A|x− x0| 2kk−q for x near x0.
This type of results gives very rich information on the non–degeneracy behavior of
the solution near the free boundary. This is very useful to the study of the continuous
dependence of the free boundary with respect to the data h and ϕ (see [10]). 
5. Unflat solutions
The case where the free boundary can not appear (even if a priori the diffusion
operator is degenerate) is examined here. Independent on the size of the domain, it
requires the condition
k ≤ q for f(t) = tq
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or the more general assumption (1.7). We shall obtain here a version of the Strong
Maximum Principles inspired on the classical reasoning by E. Ho¨pf (see e.g. [12, 16,
20]). Among other consequences, we shall deduce that the solution can not be flat.
Again, since the parameter η is irrelevant, in this section, with no loss of generality,
we assume η = 1. So, we begin with
Lemma 5.1 (Ho¨pf boundary point lemma) Assume (1.7). Let u be a non-neg-
ative viscosity solution of
−Sk[λ(D2u)] + f(u) ≥ 0 in Ω.
Let x0 ∈ ∂Ω be such that u(x0) .= lim infx→x0
x∈Ω
u(x) and
{
i) u achieves a strict minimum on Ω ∪ {x0},
ii) ∃ BR(x0 − Rn(x0)) ⊂ Ω (∂Ω satisfies an interior sphere condition at x0).
Then there exists a positive constant C such that
lim inf
τ→0
u(x0 − τn)
τ
≥ C > 0, (5.1)
where n stands for the outer normal unit vector of ∂Ω at x0.
Proof. Let y = x0 − Rn(x0) and BR .= BR(y). As it was pointed out before, the
equation (1.2) leads to the study of the differential equation
CN−1,k−1
[
rN−k
k
(
Φ′(r)
)k]′
= f
(
Φ(r)
)
, r > 0,
for radially symmetric solutions. We consider now the classical solution of the bound-
ary value problem
CN−1,k−1r1−N
[
rN−k
k
(
Φ′(r)
)k]′
= f
(
Φ(r)
)
, 0 < r <
R
2
,
Φ(0) = 0, Φ
(
R
2
)
= Φ1 > 0.
(5.2)
The existence of solution follows from standard arguments and the uniqueness of
solution can be proved as in Theorem 2, whence
Φ′(0) ≥ 0 ⇒ Φ′(r) > 0 ⇒ Φ′′(r) > 0.
Then
0 ≤ Φ(r) ≤ Φ1, 0 < r < R
2
.
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Obviously, the singularity at r = 0 must be removed since we have
lim
r→0
r1−N
[
rN−k
(
Φ′(r)
)k]′
= 0. (5.3)
Let r0 be the largest r for which Φ(r) = 0. We want to prove that r0 = 0 by proving
that r0 > 0 leads to a contradiction. In order to do that we note
CN−1,k−1Φ′′(r)
(
Φ′(r)
r
)k−1
≤ f(Φ(r)), 0 < r < R
2
(see (4.5)). So, we multiply by rk−1Φ′(r) to get[(
Φ′(r)
)k+1]′ ≤ C−1N−1,k−1(k + 1)f(Φ(r))Φ′(r)rk−1, 0 < r < R2 .
Next, since Φ′(r0) = 0 = Φ(r0), an integration between r0 and r leads to(
Φ′(r)
)k+1 ≤ C−1N−1,k−1(k + 1)F(Φ(r))rk−1
−C−1N−1,k−1(k + 1)(k − 1)
∫ r
r0
F
(
Φ(s)
)
rk−2ds
≤ C−1N−1,k−1(k + 1)F
(
Φ(r)
)
rk−1, r0 < r <
R
2
.
Since we assume (1.7), a new integration between r0 and
R
2
yields
∞ =
∫ Φ1
0
ds
F(s)
1
k+1
=
∫ R
2
r0
Φ′(r)
F
(
Φ(r)
) 1
k+1
dr
≤
(
C−1N−1,k−1(k + 1)
) 1
k+1
∫ R
2
r0
r
k−1
k+1 dr <∞
and the conjectured contradiction follows. So that, we have proved Φ′(0) > 0 and
also
0 < Φ(r) < Φ1, Φ
′(r) > 0, 0 < r <
R
2
,
as well as Φ′′(0) = 0 (see (5.3)). Hence, straightforward computations on the C2
convex function w(x) = Φ(R− |x− y|), defined in the annulus O .= BR \BR
2
, prove
Sk[λ
(
D2w(x)
)
] = f(w(x)
)
, x ∈ O,
w(x) = Φ1, x ∈ ∂BR
2
,
w(x) = 0, x ∈ ∂BR.
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Moreover, by construction
u(x) > 0, x ∈ ∂BR
2
⇒ u(x) ≥ w(x), x ∈ ∂BR,
for Φ1 small enough. Then the Weak Maximum Principle of Theorem 2 implies
(u− w)(x) ≥ 0, x ∈ O.
This leads to
u(x0 − τn)
τ
≥ Φ(R− R(1− τ))
τ
, (τ  1)
whence
lim inf
τ→0
u(x0 − τn)
τ
≥ Φ′(0) > 0.

Remark 6 In fact, the above result implies
lim inf
x→x0
x∈Ω
u(x)
|x− x0| ≥ Φ
′(0) > 0.

If ∂Ω satisfies an uniform interior sphere condition one has
u(x) ≥ Φ′(0)dist(x, ∂Ω) near ∂Ω.
In particular, for Ω = BR(y0) we have
u(x) ≥ Φ′(0)(R− |x− y0|), x ∈ BR(y0). (5.4)
This property can be improved
Theorem 7 (Locally lower bound) Assume (1.7). Let u a positive viscosity so-
lution u of
−Sk
[
λ
(
D2u
)]
+ f(u) ≥ 0 in Ω.
Then, for each compact subset K ⊂⊂ Ω there exists a positive constant cK such that
u(x) ≥ cK, x ∈ K,
Proof. From the property (5.4) the conclusion holds for K ⊂ BR(y0) ⊂⊂ Ω. Next,
the reasoning applies to every ball intersecting BR(y0) and then to every ball that
intersects one of those balls and so on. Finally, the conclusion holds for any compact
K ⊂⊂ Ω, by means of suitable finite covering. 
Our main result proving the absence of the free boundary is the following
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Theorem 8 (Ho¨pf Strong Maximum Principle) Assume (1.7). Let u be a non-
negative viscosity solution of
−Sk[λ(D2u)] + f(u) ≥ 0 in Ω.
Then u can not vanish at some x0 ∈ Ω unless u is constant in a neighborhood of x0.
Proof. Assume that u is non–constant and achieves the minimum value u(x0)=0 on
some ball B ⊂ Ω. Then we consider the semi-concave approximation of u, i.e.
uε(x)
.
= inf
y∈Ω
{
u(y) +
|x− y|2
2ε2
}
, x ∈ Bε (ε > 0), (5.5)
where Bε
.
= {x ∈ B : dist(x, ∂B) > ε√1 + 4 supB |u|}. For ε small enough we can as-
sume x0 ∈ Bε. Then uε achieves the minimum value in Bε, with u(x0) = uε(x0) = 0.
Moreover, from well known reasoning for general fully nonlinear equations (see, for
instance [19, Proposition 2.3] or [1], [6]) one deduces that uε satisfies
− Sk[λ(D2uε)] + f
(
uε
) ≥ 0 on Bε. (5.6)
Denote
B+ε
.
= {x ∈ Bε : uε(x) > 0},
by geometric classical arguments there exists the largest ball BR(y) ⊂ B+ε (see [12]).
Certainly there exists some z0 ∈ ∂BR(y)∩Bε for which uε(z0) = 0 is a local minimum.
Then, Lemma 5.1 implies
Duε(z0) 6= 0
contrary to
Duε(z0) = 0, (5.7)
(see Lemma 5.2 below). Therefore, uε is constant on B ⊂ Ω, i.e.
uε(y) = uε(x0) = u(x0), y ∈ B.
Finally, for every y ∈ B we denote by ŷ the point of Ω such that
uε(y) = u(ŷ) +
1
2ε2
|y − ŷ|2
whence
u(x0) = u
ε(x0) = u
ε(y) = u(y) +
1
2ε2
|y− ŷ|2 ≥ u(x0) + 1
2ε2
|y− ŷ|2 ≥ u(x0)⇒ ŷ = y.
So that, one concludes
u(y) = uε(y) = uε(x0) = u(x0), y ∈ B.

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Corollary 2 Assume (1.7). Let u be a generalized solution u of (1.2). Then if
u(x0) > h(x0) or Sk[λ(D2h(x0))] > 0 at some point x0 of a ball B ⊆ Ω then u > h
on B, consequently the equation (1.2) is elliptic in B. In particular, if ϕ(x0) > h(x0)
at some x0 ∈ ∂Ω or Sk[λ(D2h(x0))] > 0 at some point x0 ∈ Ω the problem (3.6)
is elliptic non degenerate in path-connected open sets Ω, provided the compatibility
condition (1.4) holds.
Proof. From Theorem 8, both cases imply u > h on B. Finally, a continuity argu-
ment concludes the proof. 
We end this section by proving property (5.7) used in the proof of Theorem 8
Lemma 5.2 Let ψ be a function achieving a local minimum at some z0 ∈ O. Assume
that there exists a function ψ̂ defined in O such that ψ̂(z0) = 0, Ψ = ψ+ ψ̂ is concave
on O and
ψ̂(x) ≥ −K|x− z0|2, x ∈ O with |x− z0| small,
for some constant K > 0. Then the function ψ is differentiable at z0 and Dψ(z0) = 0.
Proof. By simplicity we can take z0 = 0 ∈ O. By applying the convex separation
theorem there exists p ∈ RN such that
Ψ(x) ≤ Ψ(0) + 〈p, x〉 = ψ(0) + 〈p, x〉, x ∈ O, with |x| small.
Then we have
ψ(x) = Ψ(x)− ψ̂(x) ≤ ψ(0) + 〈p, x〉+ K|x|2
≤ ψ(x) + 〈p, x〉+ K|x|2, x ∈ O with |x| small (5.8)
whence
−〈p, x〉 ≤ K|x|2, x ∈ O with |x| small.
For τ > 0 small enough we can choose x = −τp ∈ O and τK < 1, for which
τ |p|2 ≤ Kτ2|p|2.
Therefore p = 0. Finally, (5.8) leads to
0 ≤ ψ(x)− ψ(0) ≤ K|x|2, x ∈ O with |x| small,
and the result follows.
Remark 5.1 The result is immediate if ψ is concave (in this case we can choose
ψ̂ ≡ 0). The convex version follows by changing ψ and ψ̂ by −ψ and −ψ̂, respectively
(see Remark 3.2 above). 
Note that since the function uε defined in (5.5) is semi concave, the property (5.7)
holds.
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ABSTRACT
We consider the family F of hyperbolic surfaces of genus 3 with a group of
isometries isomorphic to S4. It is well known that this family is a one complex
dimensional subvariety of M3 with three points in the boundary of M3.
In this note we find a subset H of Teichmu¨ller space T3 covering F . Using
some specific Fenchel-Nielsen coordinates, this locus has a very simple descrip-
tion, and we find here some natural lines whose projections converge to the
points in F ∩ ∂M3. We also give an explicit Fuchsian uniformization of the
family of H.
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1. Introduction
A Riemann surface (of genus g ≥ 2) can be studied from an algebraic point of view
as a smooth complex algebraic curve, from an analytic point of view as a complex
structure on a surface, or from a geometric point of view as a hyperbolic surface (i.e.
a differential surface with a Riemannian metric of constant negative curvature). The
set of all Riemann surfaces of genus g is called the moduli space, denoted Mg. This
space has a structure of analytic orbifold and its universal cover is the Teichmu¨ller
space of genus g, denoted Tg.
Moduli space is not compact and it can be compactified adding Riemann surfaces
with nodes, which are degenerations of Riemann surfaces when some system of curves
collapse each one to a point called a node ([1], [7]). This compactification is denoted
M̂g.
A Riemann surface with nodes can also be seen from the algebraic point of view as
a stable curve [6]. A result of Deligne and Mumford states that M̂g can be endowed
with a structure of projective complex variety and contains Mg as a dense open
subvariety [3].
In this paper we consider the family of Riemann surfaces of genus 3 admitting
a subgroup of automorphisms isomorphic to the symmetric group S4. From the
algebraic point of view, this family has been studied in [8], and we will recall briefly
their results at the end of this section. In this paper we are going to study the same
family from the hyperbolic point of view. In Section 2 we will describe the locus F
in M3 corresponding to this family and in Section 3 we will describe a locus H in T3
covering F . Finally in Section 4 we will give a Fuchsian uniformization of the points
in H.
1.1. The KFT family
Let P2(C) be the complex projective plane with homogeneous coordinates (x0 : x1 :
x2) and let S4 be the symmetric group of degree four. The homomorphism θ : S4 →
Aut(P2) ∼= PGL(3,C) defined by θ((1234)) = A, θ((12)) = B, where
A(x0 : x1 : x2) = (−x1 : x0 : −x2) B(x0 : x1 : x2) = (x0 : x2 : x1)
determines a faithful representation.
The family of plane quartics invariant under the action of θ(S4) is the pencil
KFT = {Xu,v : u(x40 + x41 + x42) + v(x20x21 + x21x22 +23 x20) = 0 | (u : v) ∈ P1(C)}.
Each generic element of the pencil determines a non-hyperelliptic Riemann surface S
(or a curve) of genus g = 3 such that θ(S4) ⊆ Aut(S).
This pencil contains the following four singular quartics [8]:
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1. The curve X(−2,1) is the union of four lines:
l1 : x0 + x1 − x2 = 0; l2 : x0 − x1 + x2 = 0
l3 : x0 + x1 + x2 = 0; l4 : −x0 + x1 + x2 = 0.
We denote by pij = li ∩ lj , i < j. Thus, X(−2,1) is a Riemann surface with nodes the
points pij and components li.
To each Riemann surface with nodes X we can associate a weighted graph G(X)
whose vertices are the parts of X and there is an edge connecting to vertices if the
parts corresponding to these vertices share one node. The weight of each vertex is
the genus of the corresponding part.
In the case of X(−2,1), the associated graph G(X(−2,1)) is a tetrahedron.
2. The curve X(−1,1) is the union of two conics C1 ∪ C2 where
C1 : x
2
0 + ωx
2
1 + ω
2x22 = 0, C2 : x
2
0 + ω
2x21 + ωx
2
2 = 0
and ω is a primitive third root of the unity. The associated graph G(X(−1,1)) has two
vertices C1, C2 and four edges, corresponding to the intersection points of C1, C2.
3. The curve X(1,0) is the irreducible quartic:
{(x0, x1, x2) | x20x21 + x21x22 + x22x20 = 0}
with three double points.
The associated graph is G(X(1,0)) has now one vertex and three loops correspond-
ing to the three double points.
4. The quartic X(2,1) is a double conic which is a non reduced 1-dimensional
subscheme of P2(C).
It can be remarked that the quartic X(2,1) corresponds to the unique hyperelliptic
Riemann surface inM3 with S4 as reduced group of automorphisms. Therefore, the
points of KFT in M̂3 −M3 are exactly X(−2,1), X(−1,1), X(1,0).
2. Hyperbolic surfaces invariant by S4
In this section we construct hyperbolic surfaces Σl,t with a subgroup of isometries
isomorphic to S4.
In the following, we will be using four oriented hyperbolic pairs of pants Pi,
i = 1, . . . , 4. The three boundary components of Pi are denoted by ∂
i
j , ∂
i
k, ∂
i
m, with
{j, k,m} = {1, 2, 3, 4} − {i}. The common perpendicular between the component ∂ij
and ∂ik is denoted by l
i
jk. See Figure 1.
We remark that, given two oriented hyperbolic pairs of pants P, P ′ each having
a boundary component ∂, ∂′ with common length l, in order to obtain an oriented
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P1
l123
l124
l134
∂12
∂13
∂14
Q1
Q′1
Q′′1
Figure 1: Pair of pants
hyperbolic surface by gluing ∂, ∂′ we just need to indicate a single point in each of
these boundary components to be glued together.
Consider the four hyperbolic pairs of pants P1, . . . , P4 each of them having the
lengths of its three boundary components equal to l. We identify each boundary
component ∂ij with ∂
j
i so that the surface obtained be orientable and with the following
data to determine the exact gluing:
a) (Initial case.) Glue P1, P2, P3 and P4 so that (i) the boundary perpendiculars
l123, l
2
13, l
3
21 match together to form a closed curve β1; (ii) the boundary per-
pendiculars l124, l
2
14, l
4
21 match together to form a closed curve β2; and (iii) the
boundary perpendiculars l134, l
3
14, l
4
13 match together to form a closed curve β3;
automatically, the boundary perpendiculars l234, l
3
24, l
4
23 also match together to
form a closed curve β4. We denote by Σl,0 the surface obtained. See Figure 2
(a).
b) (General case.) Starting from Σl,0, we perform a twist of width t in each gluing
(see Figure 2(b)). We denote by Σl,t the surface obtained. See Figure 2 (b).
We have the following theorem.
Theorem 2.1 Let Σl,t be the hyperbolic surface defined above.
a) For each l > 0, t ∈ R, the group S4 acts on Σl,t by hyperbolic isometries.
b) Conversely, let Σ be a hyperbolic surface admitting an action of S4. Then Σ is
isometric to Σl,t for some l > 0, t ∈ R.
298
R. Dı´az, V. Gonza´lez Aguilera Hyperbolic surfaces of genus 3 with symmetry S4
P1
P2 P3
P4
α1
α2
α3
α4
α5 α6
β1
β2
β3
β4
γ1
γ2
γ3
t
(a) (b)
Figure 2: Gluing
Notation. We denote by F the family of hyperbolic surfaces invariant under S4.
Thus, the above theorem is proving that F = {Σl,t : l > 0, 0 ≤ t < l}.
Proof. a) Let σ be an element of S4. For each pair of pants Pi we consider the
orientation-preserving hyperbolic isometry gσi :Pi → Pσ(i) so that gi(∂ijk) = ∂σ(i)σ(j)σ(k).
Notice that gσi is well defined and uniquely determined by the previous conditions.
The isometries gσi are compatible with the identifications among the pants, giving rise
to an isometry gσ of Σl,t. This gives an action of S4 on Σl,t by isometries.
b) It is known ([2]) that there are exactly two non topologically equivalent actions
of S4 on a hyperbolic surface of genus 3 by hyperbolic isometries. In the first type
of action there is a pants decomposition A invariant by the action, whose associated
graph is isomorphic to the graph of the tetrahedron and the corresponding action
on this graph is the usual action of S4 in the edge graph of the tetrahedron. (A
pants decomposition is a system of curves decomposing the surfaces in pants; to a
pants decomposition we can associate a graph whose vertices are the pants and whose
edges are the common boundary components). The quotient orbifold has signature
(0; 2, 2, 2, 3). The second type of action gives a quotient orbifold of signature (0; 4, 4, 3).
There is exactly one hyperbolic surface of genus 3 admitting the second action, this
surface is hyperelliptic, and moreover it also admits another action of S4 of the first
type. In conclusion, any hyperbolic surface of genus 3 admitting an action of S4,
admits an action of S4 of the first type.
Let Σ be a hyperbolic surface of genus 3, and let G be a subgroup of Isom(Σ)
isomorphic toS4. LetA be a pants decomposition invariant underG whose associated
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graph is the edge graph of the tetrahedron. We denote by P1, . . . , P4 the pants in this
decomposition and by ∂ij(= ∂
j
i ) the curve in A which is common boundary of Pi, Pj .
Finally, we use the notation given in at the beginning of this section for the common
perpendiculars to the boundaries of the pants.
Since G acts transitively on A, then all these curves have the same length, say l.
So, each pants has the three boundary components of length l.
Next we see how two of these pants are glued together. Assume first that P1 is
glued to P2 so that the common perpendiculars l
1
42 and l
2
14 match together. We will
see that this condition uniquely determines the other gluings. Let g be the element
of G corresponding to the cycle (124) ∈ S4; notice that g acts on the sets {Pi: i},
{∂ij : i, j} and {lijk: i, j, k} as indicated by the permutation (124) on the set of indices.
In particular, l124 is mapped by g to l
2
41, and l
2
14 is mapped to l
4
21. This shows that
these three perpendiculars match up (to give a closed curve).
On the other hand, the fact that l142 and l
2
14 match together implies that l
1
23, l
3
12
do the same. And, since l142 and l
4
13 match together, then also l
1
43, l
4
13 match together.
Then, applying similar arguments as before to the isometries corresponding to the
cycles (123) and (134), we obtain that all the common perpendiculars match together
to give four closed curves. This proves that the surface Σ is isometric to Σl,0.
In the general case, the pant P1 is glued to P2 so that the endpoints of the common
perpendiculars l142 and l
2
14 on ∂
1
2 are distant to each other by an amount of t to the
left (as we look from the perpendicular to the boundary ∂12); then, doing the same
as before, this condition must be satisfied exactly in all the other gluings. Thus, the
surface Σ is isometric to Σl,t. 
3. Teichmu¨ller space and Fenchel-Nielsen coordinates.
The construction in the previous section can be thought as finding some subset in the
moduli space M3, the set of hyperbolic surfaces of genus 3 up to isometry.
If we want to compare the length of a fixed curve α as we move along different
hyperbolic surfaces, we need to keep track of α along these different surfaces, i.e.,
we need to give a marking to each of them. If X is a hyperbolic surface of genus g,
a marking on X is a homeomorphism φ:Sg → X, where Sg is a topological surface
fixed from the beginning. The pair (X,φ) is called a marked hyperbolic surface. The
Teichmu¨ller space of genus g is the set Tg of equivalent classes of marked hyperbolic
surfaces, where two such of them (X1, φ1), (X2, φ2) are equivalent if there is an isom-
etry I:X1 → X2 so that I ◦ φ1 is homotopic to φ2. If α is a closed curve in S, the
length of α in X = [(X,φ)], denoted by lα(X ), is the length in X of the geodesic
representing φ(α). A multicurve A = {αi} is a family of simple disjoint closed curves,
and the length of A, denoted lA, means the sum of the lengths of the αi.
An equivalent way to define Teichmu¨ller space, that we will use later, is as the
set of discrete, faithful representations ρ:pi1(S)→ PSL(2,R) modulo conjugation by
elements of PGL(2,R).
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The mapping class group of S is the group MCG(S) of isotopy classes of homeo-
morphisms of S. An element f of MCG(S) acts in Tg as follows:
f · [(X,φ)] = [(X,φ ◦ f¯−1)],
where f¯ is a representative of f . That is, the mapping class group acts on Teichmu¨ller
space by changing the markings. The quotient of Tg by this action is the moduli space
Mg.
The main example of an element of the mapping class group is a Dehn twist about
a multicurve A = {αi}, denoted τA. Intuitively, this homeomorphism consists on
cutting along αi, doing a whole twist of one of the two halves and gluing again.
Next we introduce Fenchel-Nielsen coordinates in T3 with respect to a reference
(A,B). We will do it in the particular case we are interested on.
Let A = {α1, . . . , α6} be a pants decomposition of S3 as in the previous section,
i.e., its associated graph is the edge graph of a tetrahedron. Let B = {β1, . . . , β4}
be the family of curves in S3 drawn in Figure 2(a). Notice that these curves are
obtained by gluing in a specific way arcs joining the boundaries of the four pairs of
pants S3 −A.
We can parametrize Tg by the so called Fenchel-Nielsen coordinates, (lαi , tαi),
where lαi are the lengths of the curves αi and tαi are the twist parameters, which,
intuitively, determine how the two pairs of pants meeting along the curve αi are glued.
In order to define the twist parameters precisely, we need to specify, for each set
of fixed values of the lengths of αi, a base point X0 in Teichmu¨ller space, at which
all the twist parameters are equal to zero. Once we have this point, given a point
X ∈ Tg with lαi the given values, we can recover X0 from X by doing twists about αi
by certain amounts ti. Then the twist parameters for X are defined to be tαi = −ti.
To choose the base point, we will use the set of curves B. For fixed values of lαi , the
point X0 is chosen so that all the intersection angles between αi and βj are pi/2.
After these preliminaries, we lift to T3 the family F of hyperbolic surfaces invariant
by S4 found in the previous section.
Corollary 3.1 a) Let H be the subset of T3 with Fenchel-Nielsen coordinates
(
(6
l, · · · , l,
(6
t, · · · , t), l > 0, t ∈ R, with respect to the marking (A,B). Then H
projects onto F .
b) Let A = {α1, . . . , α6}, B = {β1, . . . , β4} and C = {γ1, γ2, γ3} be the curves in S
drawn in Figure 2 (a). Then A,B, C are invariant under S4.
c) Let L1 be the line in H defined by t = 0, and let L2 be the line in H defined by
t = l/2. Then, L1 converges to the stable Riemann surface X1,−2 when l → 0,
and to X0,1 when l → ∞. On the other hand, L2 converges to X1,−1 when
t→∞.
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Remark. Notice that the multicurve C is a Borromean link embedded in S3.
Proof. a) This is clear by the construction.
b) This is also clear. For the family C, notice that these curves are made up by
gluing the strings drawn in the pants of Figure 1.
c) If t = 0, l → 0, then by definition the length of αi tends to zero so in moduli
space this converges to a hyperbolic surface with six ideal points and with the config-
uration of the tetrahedron. If t = 0, l→∞, then by the trigonometric formulae for a
right angle hexagon, the common perpendiculars to the boundary of the pants tend
to zero. Thus, the length of the curves βi tend to zero, and the projection in moduli
space converges to X0,1. If t = l/2, then notice that the common perpendiculars to
the boundaries of the pants match together but in a different way: l134 matches with
l412, etc. After doing all the gluings, these arcs form the curves γ1, γ2, γ3. Therefore,
when l → ∞, the length of the common perpendiculars tend to zero, and so do the
lengths of γi. Thus, in moduli space it projects to X1,−1. 
3.1. Action of the mapping class group.
The full preimage of F on T3 is the orbit of H by the mapping class group, which is
the set of points in T3 fixed by the action of some subgroup of MCG(S) isomorphic
to S4. The set H can be characterized by the set of points fixed by the subgroup G0
of MCG(S) isomorphic to S4 and which leaves A invariant.
Theorem 3.1 Let A = {α1, ..., α6}, B = {β1, ..., β4} and C = {γ1, γ2, γ3} the mul-
ticurves drawn in Figure 2(a). Let τA, τB, τC be Dehn twist about respectively the
multicurve A,B and C. Then τA, τB, τC leave H invariant.
Proof. Let us see it for τC . Let X be a point in H and let (l1, . . . , l6, t1, . . . , t6)
be the Fenchel-Nielsen coordinates with respect to (A,B) of the point τC ·X . We need
to prove that l1 = . . . = l6 and t1 = . . . = t6. We have
li = lαi(τC · X ) = lτ−1C (αi)(X ).
Let us denote α′i = τ
−1
C (αi). Since A and C are invariant by G0, then A′ =
{α′1, . . . , α′6} is also invariant by G0. Thus, l1 = . . . = l6. A similar argument
shows that t1 = . . . = t6, since the twist coordinates are measured as distances on
αi of certain common perpendiculars; since the set of these elements are invariant by
G0, the result holds. 
Thus, the stabilizer ofH inMCG(S) contains the subgroup generated by τA, τB, τC .
Finally, we remark that it can be shown that L1 is the line of minima determined
by A, B, and the L2 is the line of minima determined by A, C. Lines of minima were
introduced by Kerckhoff [5] as curves in Tg analogous to geodesics in hyperbolic space.
Under certain conditions on two multicurves A,B, the function ϕs = slA + (1− s)lB
has a unique minimum. The line of minima determined by A,B is the collection of
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such minima, as 0 < s < 1 (the definition is more general, but this is enough for our
purposes).
4. Hyperbolic representation of H.
We provide an explicit representation for the hyperbolic surfaces in our family in
terms of the Fenchel-Nielsen coordinates with respect to reference (A,B).
Notation. If R is an oriented hyperbolic line in H2 and a is a real number, we
denote by T¯R(a) the hyperbolic translation along R with translation distance equal
to a (following the orientation of R when a > 0).
We take as generators of pi1(S3) the curves α1, α2, α3, β1, β2, β3 shown in the left-
hand side of Figure 4. Cutting Σl,t along the pants curves α1, α2, α3, β1, β2 and
developing on the hyperbolic plane, we obtain the right-hand side of Figure 4. We
arrange this figure so that the line L is the hyperbolic geodesic going from 0 to∞ (in
the Poincare´ half-plane model) and M is the geodesic with endpoints from −1 to 1.
The hyperbolic translations along L,M thus have simple form, they are represented,
respectively, by the matrices of SL(2,R)
TL(a) =
(
ea/2 0
0 e−a/2
)
TM (a) =
(
cosh a2 sinh
a
2
sinh a2 cosh
a
2
)
We will express ρ(αi) and ρ(βi) as products of hyperbolic translations in L and M .
M
L
M1
L1
M2
L2
M3
L3
Mk−1
Mk
Lk−1
Lk
d0
d1
dk−1
t1 t2
tk
Figure 3: Broken arc
In order to do this, the following lemma will be very convenient.
Lemma 4.1 Let L = L0,M = M0, L1,M1, . . . , Lk,Mk be hyperbolic lines so that
each one is perpendicular to the previous and posterior ones and L,M are oriented.
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We schematically draw them so that the Li’s are vertical and the Mi’s are horizontal
and we orientate the Li’s equal as L and the Mi’s equal as M . Let di be the signed
distance between Li and Li+1, where the sign is positive if the hyperbolic translation
along Mi taking Li to Li+1 follows the orientation of Mi. Similarly, let ti be the signed
distance between Mi−1 and Mi (see Figure 3). Let ϕ be the hyperbolic isometry taking
the oriented pair (L,M) to the oriented pair (Lk,Mk). Then
ϕ = T¯Lk(tk) ◦ . . . ◦ T¯M1(d1)T¯L1(t1) ◦ T¯M0(d0)
= T¯M (d0) ◦ T¯L(t1) ◦ T¯M (d1) ◦ . . . ◦ T¯M (dk−1) ◦ T¯L(tk).
Proof. We denote by P the polygonal line in the statement of the lemma.
Let Φ = T¯M (d0) ◦ T¯L(t1) ◦ T¯M (d1) ◦ . . . ◦ T¯M (dk−1) ◦ T¯L(tk). We need to show
that Φ(L) = Lk, Φ(M) = Mk, which is equivalent to prove that Φ
−1(Lk) = L,
Φ−1(Mk) = M . Now,
Φ−1 = T¯L(−tk) ◦ T¯M (−dk−1) . . . T¯M (−d1) ◦ T¯L(−t1) ◦ T¯M (−d0).
We look at how Φ−1 is moving the polygonal P = M0, . . . ,Mk: T¯M (−d0) moves P so
that L1 is mapped to L; T¯L(−t1) ◦ T¯M (−d0) moves P so that (M1, L1) is mapped to
(M,L). Proceeding recursively in this way, we obtain the result. 
Looking at Figure 4, we have:
ρ(α1) = G1T¯L(−l)G−11 ρ(β1) = G4(T¯M (d)T¯L(t))3G−14
ρ(α2) = G2T¯L(l)G
−1
2 ρ(β2)
−1 = G5(T¯M (d)T¯L(t))3G−15 = (T¯M (d)T¯L(t))
3
ρ(α3) = G3T¯L(−l)G−13 ρ(β3) = G6(T¯M (−d)T¯L(−t))3G−16
where d is the length of the remaining edges in a right angle hyperbolic hexagon with
three non-consecutive edges equal to l; and G1, . . . , G6 are hyperbolic isometries so
that
(i) G1 maps the line L to the line L5, through the polygonal line L,M4, L4,M5, L5
(ii) G2 maps L to L1 through the polygonal line L,M1, L1
(iii) G3 maps L to L7 through the polygonal line L,M,L2,M9, L7
(iv) G4 maps the oriented lines (L,M) to the oriented lines (L0,M0) ;
(v) G5 maps (L,M) to (L1,M1);
(vi) G6 maps (L,M) to (L6,M7);
The precise expressions for the Gi can be obtained using Lemma 4.1.
Remarks. (a) The above process can be done to obtain a representation for any
point in T3. It is enough to change in Figure 4 the parameters (
(6
l, · · · , l,
(6
t, · · · , t) by
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Figure 4: Presentation of the fundamental group and representation
(l1, . . . , l6, t1, . . . , t6) and accordingly change the length d of the common perpendic-
ulars by d1, . . . , d9. This type of representation was used in [4] to obtain the repre-
sentation of quasi-Fuchsian space of the twice-punctured torus, and is convenient for
computations.
(b) Another Fuchsian representation of the same family is obtained in [8] starting
from a fundamental polygon of the quotient orbifold (0; 2, 2, 2, 3).
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ABSTRACT
En esta nota presentamos un modelo plano conforme del Plano Proyectivo, si-
milar al del disco de Poincare´ del Plano Hiperbo´lico. Ambos modelos han sido
usados [3] para definir herramientas proyectivas e hiperbo´licas en el programa
GeoGebra.
In this note, we present a conformal model of the Projective plane, similar
to the Poincare´ disk model of the Hyperbolic Plane. This model (and that of
the Hyperbolic plane) have been used [3] to achieve hyperbolic and projective
tools in the visualization program GeoGebra.
2010 Mathematics Subject Classification: 51M09, 51M10.
Key words: Projective plane, hyperbolic plane, models, Poincare´ Disk.
1. Introduccio´n
En una memoria de 1887, el matema´tico france´s Henri Poincare´ (1854-1912) describio´
un modelo concreto de una Geometr´ıa Hiperbo´lica en dos dimensiones; este modelo
es conocido ahora como el disco de Poincare´. Los puntos en el modelo de Poincare´ del
Plano Hiperbo´lico son los puntos del interior de un c´ırculo, y las rectas son aquellos
arcos de circunferencia generalizada que intersecan ortogonalmente con la frontera
del c´ırculo, la circunferencia H. Se puede dotar a este modelo de Plano Hiperbo´lico
con una medida de longitud no acotada, de tal manera que las rectas anteriormente
definidas son las geode´sicas del espacio me´trico as´ı generado. Los a´ngulos son medidos
por sus valores como a´ngulos eucl´ıdeos.
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En cuanto a la Geometr´ıa Esfe´rica o Proyectiva, el modelo ma´s natural de Plano
Proyectivo lo constituye la propia esfera, tomando como puntos las parejas de puntos
antipodales y como rectas las circunferencia maximales, que son las geode´sicas de
la esfera vista como superficie inmersa en el espacio Eucl´ıdeo tridimensional. La
distancia entre dos puntos vendr´ıa dada por la longitud del arco de geode´sica ma´s
corto que une ambos puntos. No´tese que esta me´trica esta´ acotada y tiene como valor
ma´ximo pi/2.
Nuestra idea fundamental es presentar un modelo del Plano Proyectivo similar
en sus propiedades al del disco de Poincare´ del Plano Hiperbo´lico que hemos men-
cionado. Esta nota es una versio´n abreviada de parte del trabajo [3], en el que
adema´s hab´ıamos realizado todas las construcciones que permiten implementar con
el programa GeoGebra ambos modelos. Respecto de las referencias sobre el modelo
del Plano Hiperbo´lico son muchas las obras que se pueden consultar. Recomendamos
[1] por su riqueza geome´trica. Entendemos que la geometr´ıa del disco de Poincare´ es
conocida (en el propio trabajo [3] se contiene informacio´n detallada). El e´nfasis del
trabajo no esta´ en sen˜alar las propiedades del plano proyectivo, sino espec´ıficamente
las del modelo que vamos a dar del mismo.
2. Modelo plano y conforme de la Geometr´ıa Proyectiva
Partamos, pues, del Plano Proyectivo como cociente de la esfera, mediante la identi-
ficacio´n de los puntos antipodales. Podemos construir un modelo plano y conforme
mediante la proyeccio´n estereogra´fica desde el polo sur sobre el plano ecuatorial. Como
todo punto proyectivo tiene al menos un representante en el hemisferio superior (in-
cluido el ecuador), el disco unidad cerrado contiene en su interior un representante
de cada punto no ecuatorial y su frontera, la circunferencia unidad P , contiene a los
dos representantes de cada punto del ecuador.
As´ı obtenemos un modelo del Plano Proyectivo cuyos puntos son los puntos del
interior del disco unidad ma´s las parejas de puntos antipodales de la circunferen-
cia unidad; sus rectas vienen dadas por los arcos de circunferencia generalizada que
cortan a la circunferencia unidad en puntos diametralmente opuestos ma´s la propia
circunferencia unidad. No´tese que todas lar rectas proyectivas son l´ıneas cerradas de
longitud pi.
Nota: La proyeccio´n estereogra´fica de S2 = {(x, y, z)|x2 + y2 + z2 = 1}, la esfera
de radio 1, desde el polo sur S = (0, 0,−1) sobre el plano {z = 0} coincide con
la restriccio´n a S2 de la inversio´n del espacio con respecto a la esfera de ecuacio´n
{x2 + y2 + (z + 1)2 = 2}. En efecto, dicha inversio´n transforma esferas generalizadas
en esferas generalizadas, env´ıa el polo sur S = (0, 0,−1) al infinito, con lo que S2
se transforma en un plano y deja invariante la interseccio´n S2 ∩ {x2 + y2 + (z +
1)2 = 2}, esto es, la circunferencia unidad en el plano {z = 0}. Esto nos permite
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afirmar que es una aplicacio´n conforme que transforma circunferencias generalizadas
en circunferencias generalizadas.
3. Punto de vista unificador
Es sabido que si consideramos el espacio tridimensional real dotado con la me´trica
de Lorentz en donde la distancia entre dos puntos A = (a1, a2, a3) y B = (b1, b2, b3)
viene dada por d(A,B)2 = (b1 − a1)2 + (b2 − a2)2 − (b3 − a3)2, la esfera de radio
i =
√−1 centrada en el origen O = (0, 0, 0), esto es, el conjunto de puntos del espacio
tridimensional a distancia i =
√−1 del origen O, es un hiperboloide equila´tero de dos
hojas que hereda una me´trica Riemaniana de curvatura constante K = −1 y por tanto
cada una de sus componentes conexas constituye un modelo de Espacio Hiperbo´lico
bidimensional. Adema´s, como en este caso el hiperboloide tiene interseccio´n vac´ıa con
el plano {z = 0}, la identificacio´n de puntos antipodales no an˜ade ni quita nada al
modelo que supone cada una de sus hojas por separado.
Pues bien, si ahora consideramos la proyeccio´n estereogra´fica desde el polo sur
S = (0, 0,−1) sobre el plano {z = 0} de la hoja superior del hiperboloide, recuperamos
el modelo del disco de Poincare´ del Plano Hiperbo´lico. Las rectas de la hoja superior
del hiperboloide, curvas generadas al intersecar este u´ltimo con planos que pasan por
el origen O = (0, 0, 0), se proyectan en arcos de circunferencia del interior del disco
unidad ortogonales a la circunferencia frontera de dicho disco. Es ma´s, esta proyeccio´n
estereogra´fica restringida al hiperboloide equila´tero unitario de dos hojas puede verse
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como una inversio´n del espacio de Lorentz con respecto a la esfera de centro S =
(0, 0,−1) y de radio√−2, esto es, como la restriccio´n al hiperboloide de la inversio´n del
espacio con respecto al hiperboloide equila´tero de ecuacio´n {x2 +y2− (z+1)2 = −2},
si medimos las distancias con la me´trica de Lorentz. Obtenemos as´ı una clara analog´ıa
con el modelo del disco del Plano Proyectivo.
4. Sobre el Plano Proyectivo y su representacio´n en el disco unidad
Es este apartado veremos algunas peculiaridades del Plano Proyectivo y co´mo se
plasman en el modelo del disco unidad. Los detalles pueden consultarse en [3]. Por
ser el Plano Proyectivo un espacio cociente obtenido por la identificacio´n de puntos
antipodales de la esfera unidad, comenzaremos viendo algunas peculiaridades de la
esfera como espacio topolo´gico me´trico y co´mo pasan e´stas al Plano Proyectivo.
• Funcio´n distancia. En la esfera la funcio´n distancia esta´ acotada por el valor
pi que se alcanza so´lo en el caso de puntos antipodales. Al identificar puntos
antipodales para obtener como espacio cociente el Plano Proyectivo, debemos
definir la funcio´n distancia a partir de la funcio´n de distancia en la esfera. As´ı,
si A y B son dos puntos del Plano Proyectivo y A1 y A2, B1 y B2 son los puntos
de la esfera cuyas clases de equivalencia mediante la identificacio´n antipodal son
A y B respectivamente, entonces definimos la distancia entre A y B como sigue:
d(A,B) = min[δ(Ai, Bj)]i, j ∈ {1, 2}
en donde δ denota la distancia esfe´rica. Esta funcio´n distancia tambie´n esta´
acotada pero en este caso el valor ma´ximo que alcanza es pi/2.
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• Circunferencias. Cabe preguntarse ahora cua´l es el lugar geome´trico de los
puntos del Plano Proyectivo situados a distancia proyectiva pi/2 de un punto
dado A. De la propia definicio´n deducimos que son los puntos del Plano Proyec-
tivo que provienen de los puntos de la esfera cuya distancia δ a los puntos A1
y A2, cuya clase de equivalencia mediante la identificacio´n antipodal es A, es
pi/2; esto es, los puntos de la circunferencia maximal contenida en el plano
perpendicular al dia´metro de extremos A1 y A2 que pasa por el centro de la
esfera.
Llamaremos a esta circunferencia maximal circunferencia polar de los puntos A1
y A2, y llamaremos recta polar de A a la recta proyectiva a que da lugar. Pode-
mos responder pues, que el lugar geome´trico de los puntos del Plano Proyectivo
situados a distancia pi/2 de un punto dado A es su recta polar. Hagamos notar,
llegados a este punto, que como toda circunferencia maximal de la esfera unidad
que pasa por los puntos antipodales A1 y A2 corta ortogonalmente a su circun-
ferencia polar, toda recta proyectiva que pase por A cortara´ ortogonalmente a
su recta polar.
• Polo de una recta. Rec´ıprocamente, dada una recta proyectiva, el lugar
geome´trico de los puntos del Plano Proyectivo situados a distancia proyectiva
pi/2 de todos los puntos de la recta dada es un u´nico punto, el punto de in-
terseccio´n de todas las polares de los puntos de la recta proyectiva dada. Lla-
maremos a este punto polo de la recta en cuestio´n. De hecho, la aplicacio´n que
a cada punto del Plano Proyectivo le hace corresponder su recta polar es una
correlacio´n.
• Distancia entre rectas. La correlacio´n definida en el punto anterior nos per-
mite definir una funcio´n distancia en el conjunto de rectas del Plano Proyectivo.
En efecto si a y b son dos rectas proyectivas y A y B son sus polos respectivos
definimos la distancia proyectiva entre a y b como la distancia proyectiva entre
A y B. ¿Que´ significado geome´trico tiene esta funcio´n distancia? La distancia
proyectiva entre dos rectas del Plano Proyectivo es igual a la medida en radianes
del menor de los a´ngulos que forman.
• El Plano Proyectivo como espacio homoge´neo. El grupo de isometr´ıas
del Plano Proyectivo actu´a sobre el mismo transitivamente, esto es, dados dos
puntos cualesquiera A y B del Plano Proyectivo, existe al menos una isometr´ıa
del mismo que transforma A en B. As´ı el Plano Proyectivo es un espacio
homoge´neo. Aunque los puntos del Plano Proyectivo considerado en abstracto
son indistinguibles por ser e´ste un espacio homoge´neo, en el modelo del disco
unidad con puntos antipodales de la circunferencia frontera identificados existen
puntos distinguidos; a saber, el centro O = (0, 0, 0), que tiene la propiedad de
que las rectas que pasan por e´l se representan por dia´metros del disco unidad
con extremos identificados, y los puntos de la circunferencia frontera del disco
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por aparecer duplicados en el modelo. La singularidad del centro del disco es de
gran utilidad a la hora de construir herramientas en el Plano Proyectivo pues
nos permite construirlas en el centro y luego trasladarlas mediante una isometr´ıa
a cualquier otro punto del Plano Proyectivo.
• Isometr´ıas del Plano Proyectivo. El grupo de isometr´ıas del Plano Proyec-
tivo es el grupo cociente del grupo de isometr´ıas de la esfera entre el subgrupo
generado por la reflexio´n en el centro de la esfera, que u´nicamente contiene
dos elementos: la reflexio´n antipodal y la identidad. El grupo de isometr´ıas de
la esfera esta´ generado por las reflexiones en circunferencias maximales, esto
es, por la restriccio´n a la esfera de reflexiones en planos que pasan por el cen-
tro de la misma. Ma´s au´n, toda isometr´ıa de la esfera puede expresarse como
composicio´n de a lo ma´s tres reflexiones.
Ahora bien, la esfera es una superficie orientable y las reflexiones son isometr´ıas
que invierten la orientacio´n, con lo cual las u´nicas isometr´ıas que conservan la
orientacio´n de la esfera son aquellas que pueden expresarse como composicio´n de
dos reflexiones. La composicio´n de dos reflexiones en circunferencias maximales
es una rotacio´n en torno al eje determinado por los dos puntos de corte de
las circunferencias maximales dadas. Por otra parte, toda isometr´ıa del Plano
Proyectivo proviene de dos isometr´ıas de la esfera, siendo cada una de ellas
el resultado de componer la otra con la reflexio´n antipodal. Como la reflexio´n
antipodal es una isometr´ıa que invierte la orientacio´n, podemos concluir que una
de esas dos isometr´ıas de la esfera conserva la orientacio´n y por lo tanto es una
rotacio´n. Por tanto podemos decir que todas las isometr´ıas del Plano Proyectivo
son rotaciones proyectivas, esto es el paso al cociente de rotaciones de la esfera.
Notemos que al ser el Plano Proyectivo una superficie no orientable, no podemos
hablar de isometr´ıas que conserven o inviertan su orientacio´n. Una rotacio´n
en la esfera deja fijo un par de puntos antipodales y globalmente invariante
su circunferencia polar. Tambie´n quedan invariantes, globalmente, todas las
circunferencias centradas en dichos puntos y paralelas a su polar. De aqu´ı
deducimos que toda isometr´ıa del Plano Proyectivo tiene un punto fijo y deja
globalmente invariantes a su recta proyectiva polar y a todas las circunferencias
proyectivas centradas en e´l.
• Segmento proyectivo. Teniendo en cuenta que las rectas proyectivas son
curvas cerradas homeomorfas a la circunferencia, no tiene sentido hablar de
semirrectas proyectivas. Este hecho nos obliga tambie´n a ser cuidadosos a la
hora de definir segmento proyectivo. En efecto, dos puntos A y B del Plano
Proyectivo dividen a la recta proyectiva que determinan en dos componentes
cuyas longitudes suman pi. Llamaremos segmento AB a la componente de menor
longitud. En el caso de que ambas componentes midieran pi/2 diremos que el
segmento AB no esta´ definido.
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• Distancia Proyectiva. Si A y B son dos puntos del modelo del disco del Plano
Proyectivo sabemos que su distancia proyectiva viene dada por
d(A,B) = min[δ(Ai, Bj)] i, j ∈ 1, 2
en donde δ denota la distancia esfe´rica y A1 y A2 , y B1 y B2 son los puntos de
la esfera cuyas clases de equivalencia son A y B respectivamente. Como se ha
hecho observar anteriormente, a la hora de construir herramientas nos basta con
conocer la fo´rmula de la distancia restringida al caso de que uno de los puntos
sea el centro del disco O = (0, 0, 0). En este caso tenemos:
d(O,A) = 2 arctan(|z|)
en donde z es la coordenada de A visto como punto de la recta compleja.
• Pol´ıgonos. Para hablar de pol´ıgonos en Geometr´ıa Proyectiva tenemos que
ser un poco cuidadosos al dar la definicio´n de que´ entendemos por pol´ıgono
proyectivo. Dado un nu´mero natural n ≥ 3 diremos que una sucesio´n de n
puntos del Plano Proyectivo A1, A2, ..., An determinan un pol´ıgono proyectivo
si se verifican las siguientes condiciones:
a) Ai−1, Ai y Ai+1 no esta´n alineados proyectivamente ∀i : 2 ≤ i ≤ n− 1.
b) Los segmentos proyectivos A1A2, A2A3, ...,An−1An, AnA1 determinan una
l´ınea poligonal proyectiva cerrada que no se autointerseca.
c) La l´ınea poligonal proyectiva anteriormente definida divide al Plano Proyec-
tivo en dos componentes conexas, una de las cuales, a la que llamaremos interior
del n-gono proyectivo es homeomorfa a un disco. No´tese que la otra es homeo-
morfa a una banda de Mo¨bius.
Esta definicio´n de pol´ıgono proyectivo nos permite asegurar que toda recta
proyectiva que corta a un pol´ıgono proyectivo lo hace un nu´mero par de ve-
ces.
• Exceso esfe´rico y Teselaciones. Una propiedad que verifica el Plano Proyec-
tivo es que la suma de los a´ngulos de cualquier tria´ngulo proyectivo es estric-
tamente mayor que pi y, adema´s, la diferencia entre dicha suma y pi aumenta a
medida que lo hace el taman˜o del tria´ngulo. Llamamos exceso esfe´rico a dicha
diferencia y nos proporciona la medida de superficie en el Plano Proyectivo.
Tenemos as´ı que el a´rea de un tria´ngulo proyectivo de a´ngulos α, β y γ es igual
a (α+ β + γ)− pi.
No´tese que en la Geometr´ıa Proyectiva, como en la Hiperbo´lica, tampoco ex-
iste el concepto de semejanza de tria´ngulos ya que si dos tria´ngulos tienen
sus a´ngulos correspondientes iguales entonces tienen la misma a´rea. No´tese
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asimismo que con ayuda de regla y compa´s proyectivos podemos construir
tria´ngulos equila´teros con lados de cualquier longitud comprendida entre cero y
pi , cuyos a´ngulo ira´n aumentando a medida que lo haga la longitud de sus la-
dos, variando entre pi/3 y pi/2, no alcanza´ndose el extremo inferior del intervalo.
En particular para n ∈ {4, 5} existen tria´ngulos proyectivos equila´teros cuyos
a´ngulos miden exactamente 2pi/n. Estos tria´ngulos proyectivos, por sucesivas
reflexiones en los lados generan dos teselaciones del Plano Proyectivo mediante
tria´ngulos proyectivos equila´teros en las que en cada ve´rtice inciden n tria´ngulos,
a las que llamaremos respectivamente tetraedro proyectivo y decaedro proyectivo.
Observemos que el tetraedro proyectivo tiene tres ve´rtices, seis aristas y cuatro
caras, mientras que el decaedro proyectivo tiene seis ve´rtices, quince aristas y
diez caras. Estas teselaciones son el cociente de las teselaciones inducidas en la
esfera por el octaedro y el icosaedro regulares respectivamente.
De modo ana´logo, a lo que les sucede a los tria´ngulos proyectivos, existen tesela-
ciones por cuadrados proyectivos regulares con nu´meros de incidencia en cada
ve´rtice igual a 3 y teselaciones por penta´gonos proyectivos regulares con nu´meros
de incidencia en cada ve´rtice igual a 3. A las primeras les llamaremos triedros
proyectivos y a las segundas hexaedros proyectivos.
Observemos que el triedro proyectivo tiene cuatro ve´rtices, seis aristas y tres
caras, por lo que es la teselacio´n dual del tetraedro proyectivo, mientras que el
hexaedro proyectivo tiene diez ve´rtices, quince aristas y seis caras, por lo que es
la teselacio´n dual del decaedro proyectivo. Estas teselaciones son el cociente de
las teselaciones inducidas en la esfera por el hexaedro y el dodecaedro regulares
respectivamente.
Hagamos notar por u´ltimo que no todo pol´ıgono ni toda teselacio´n de la esfera
dan lugar a pol´ıgonos y teselaciones del Plano Proyectivo. As´ı por ejemplo
un tria´ngulo equila´tero esfe´rico cuyos lados miden ma´s que pi/2 y cuyos a´ngulos
miden, por tanto, tambie´n ma´s que pi/2 no da lugar a un tria´ngulo proyectivo, ya
que la l´ınea poligonal proyectiva que determinan las proyecciones de sus ve´rtices
no divide al Plano Proyectivo. De aqu´ı deducimos que la teselacio´n inducida en
la esfera por el tetraedro regular no se proyecta en ninguna teselacio´n del Plano
Proyectivo. Tampoco los diedros que teselan la esfera inducen teselacio´n alguna
en el Plano Proyectivo ya que sus aristas miden pi > pi/2 y sus dos ve´rtices dan
lugar a un u´nico punto del Plano Proyectivo.
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5. Conclusiones
La seleccio´n de temas que hemos presentado pone de manifiesto las analog´ıas y las
diferencias entre los modelos de Plano Hiperbo´lico y Proyectivo. Las principales
analog´ıas las podemos cifrar en:
1. Que ambos modelos son conformes, obtenidos mediante proyeccio´n estereogra´-
fica del hiperboloide, en el caso del plano hiperbo´lico, y de la esfera, en el del
plano proyectivo. Hiperboloide y esfera que esta´n sumergidos en el espacio
tridimensional R3 dotado, respectivamente, de la me´trica de Lorentz y de la
eucl´ıdea, y que son modelos de las dos geometr´ıas cuando se identifican sus
puntos antipodales.
2. En ambos modelos las rectas de la geometr´ıa son arcos de circunferencia.
3. La expresio´n de la distancia es similar (en el caso proyectivo con funciones
trigonome´tricas y en el hiperbo´lico con funciones hiperbo´licas).
La mayor diferencia entre los modelos de ambas geometr´ıas es la pertenencia, en
el caso proyectivo, o no, en el hiperbo´lico, de la circunferencia borde al modelo. Esta
diferencia, debida a la construccio´n de los modelos, concuerda con el hecho de que el
plano proyectivo es acotado y todas las rectas tienen longitud finita, a diferencia de
lo que ocurre en el plano hiperbo´lico.
El modelo proyectivo que hemos construido permite adema´s visualizar otras pro-
piedades de modo sencillo, como son el hecho de que dos rectas siempre se intersequen,
la no existencia de semirrectas, la dificultad la definicio´n de segmento y con ello la de
pol´ıgono, y la construccio´n de teselaciones, que se dan en el nu´mero finito a diferencia
de lo que ocurre en el caso hiperbo´lico.
Por otra parte, existen analog´ıas y diferencias entre las geometr´ıas hiperbo´lica y
proyectiva, que son independientes de los modelos que se consideren de ambas. Am-
bos son ejemplos de geometr´ıas no eucl´ıdeas en los dos modos de negacio´n del quinto
postulado de Euclides, y son espacios homoge´neos de curvatura constante, en que el
exceso esfe´rico y el defecto hiperbo´lico determinan las a´reas de los tria´ngulos. Por con-
tra, el plano proyectivo es no orientable mientras que el hiperbo´lico s´ı es orientable, y
en el plano proyectivo so´lo hay una posicio´n relativa de dos rectas (secantes), mientras
que en el hiperbo´lico hay tres (secantes, paralelas y ultraparalelas). Adema´s existen
objetos propios de cada geometr´ıa: as´ı los horociclos lo son de la hiperbo´lica, y la
correlacio´n polo -polar lo es de la proyectiva.
Finalmente, como se menciono´ al comienzo, ambos modelos permiten su imple-
mentacio´n en el programa de Geometr´ıa Dina´mica GeoGebra, que se convierte as´ı en
una u´til herramienta para la ensen˜anza de la Geometr´ıa Proyectiva y de la Hiperbo´lica
(ve´ase [2], donde se han empleado las herramientas de Geogebra disen˜adas en [3]).
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ABSTRACT
We construct an infinite family of hyperbolic knots Kn, such that for a certain
slope σ, Kn(σ) has an incompressible torus T which intersects the core of the
surgered solid torus in 4 points. For a subfamily of these knots, Kn(σ) is a
graph manifold, consisting of the union of two Seifert fibered spaces over the
disk, one with 2 exceptional fibers, the other with 3 exceptional fibers. Other
subfamilies contain asymmetric knots and knots with arbitrarily high tunnel
number. We also construct hyperbolic knots whose exteriors contain properly
embedded essential Klein bottles with arbitrarily large number of boundary
components.
2010 Mathematics Subject Classification: 57M25, 57M50.
Key words: Dehn surgery, incompressible torus, Klein bottle, hitting number, JSJ
decomposition.
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1. Introduction
Let K be a knot in S3, denote by η(K) a regular neighborhood of K, and by E(K)
the exterior of K, that is, E(K) = S3 − int η(K). Let r be a slope in ∂η(K), i.e., the
isotopy class of a simple closed curve in ∂η(K); slopes in ∂η(K) are parameterized
by Q ∪ {1/0} as usual. Denote by K(r) the manifold obtained by performing r-
Dehn surgery on K, that is, the result of gluing a solid torus and E(K) along their
boundaries such that a meridian of the solid torus is identified with a curve of slope
r. If K is not a torus knot, and not a satellite knot, i.e., there is no essential torus in
E(K), then by results of Thurston, K is a hyperbolic knot and all but finitely many
surgeries on K produce hyperbolic manifolds. By the solution of the Geometrization
Conjecture by Perelman, it is known that if a surgery is exceptional, i.e., it fails to
be hyperbolic, then it produces a reducible manifold, a Seifert fibered space, or a
toroidal manifold, that is, a manifold containing an incompressible torus. It has been
a topic of interest to study knots with exceptional surgeries. In this paper we will be
concerned with toroidal surgeries.
Suppose that K is a hyperbolic knot and that for a slope r, K(r) is a toroidal
manifold. If r is not an integer, then all such possible knots and surgeries have been
determined [12], [3]. In fact, in this case r = p/2, p an integer, K(r) contains a
unique incompressible torus T which intersects the core of the surgered solid torus
in two points, and K(r) is a graph manifold which is divided by T into two Seifert
fibered spaces over the disk with two exceptional fibers. Furthermore, for any such
knot tn(K) = 1, where tn(K) denotes the tunnel number of K. On the other hand,
if r is an integral slope, there are many more known examples and there is not a
classification of all knots with such surgeries. Many examples have been constructed
of knots with toroidal surgeries, see for example [4], [8], [13], [18], [21], [22], [23], [24].
Following [23], if T is an incompressible torus in K(r), let K∗ be the core of the
surgered solid torus, and let |T ∩ K∗| be the minimal intersection number between
K∗ and T . Define the hitting number of the pair (K, r), ht(K, r), to be
ht(K, r) = min{ |T ∩K∗| : T an incompressible torus in K(r)}
If K is a genus one knot then ht(K, 0) = 1, and by [11] it follows that if K(0)
contains a non-separating torus then in fact ht(K, 0) = 1, i.e., K is a genus one knot.
In other words, if ht(K, 0) is odd then it is equal to one, though it seems to be unknown
if there exists a knot K, and a non-separating torus in K(0) with |T ∩K∗| > 1. Here
we are concerned only with separating tori obtained by Dehn surgery. In fact, for
most known examples, ht(K, r) = 2. The first examples with ht(K, r) = 4 were given
in [4]; these were constructed with tangles and using the Montesinos trick. More
examples of this type were constructed in [22], where the knots are somehow simpler.
In both constructions the resulting knots are strongly invertible. In [23], examples
are constructed of toroidal surgeries with hitting number 4 such that the knots are
non-strongly invertible, but they are periodic of order two. Furthermore, for any knot
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K in [4] or [22], tn(K) = 1, and for any knot in [23], tn(K) = 2. In those cases, there
is a unique incompressible torus with hitting number 4, which divides the manifolds
into two Seifert fibered space over the disk with two exceptional fibers. Knots with
a toroidal surgery and arbitrarily high tunnel number were constructed in [8], all
these examples have a unique incompressible torus and ht(K, r) = 2. Examples of
knots with arbitrarily high hitting number were first given in [18], and then in [24],
it is explicitly proved that for any integer n, there are knots K so that K(r) has a
unique incompressible torus and ht(K, r) = 2n. In this case K(r) is divided by the
incompressible torus into two simple manifolds, in fact, two copies of the exterior of
the figure eight knot.
This paper arose as an attempt to solve the following questions:
• How many hyperbolic knots are there with a toroidal surgery with ht(K, r) = 4?,
or in general with ht(K, r) = 2n? How complicated can these knots be?
• If K(r) is a toroidal surgery in a hyperbolic knot K, is there a general upper
bound on the number of JSJ pieces of K(r)? Or well, is there a general upper
bound on the number of non-parallel disjoint incompressible tori that can exist
in K(r)? This question was posed by K. Motegi [25].
• Is there a knot K so that E(K) contains a properly embedded incompressible
Klein bottle with 3 or more boundary components? or in other words, is there
a knot K such that K(r) contain a Klein bottle B with |B ∩K∗| ≥ 3. This is
relevant in our case, because if a manifold K(r) contains a Klein bottle B, then
in most cases ∂η(B) will be an incompressible torus.
In this paper we show that there are in fact plenty of hyperbolic knots K so
that ht(K, r) = 4. Given any non-satellite unknotting number one knot U and any
torus knot Tp,q, we construct an infinite family of hyperbolic knots Kn, such that
for a certain slope σ, K±1(σ) has a unique incompressible torus and ht(K±1, σ) = 4,
such a torus divides K±1(σ) into a manifold homeomorphic to E(U) and a Seifert
fibered space over a disk with two exceptional fibers. By suitably choosing U , we get
asymmetric knots and knots with arbitrarily high tunnel number, having a toroidal
surgery with hitting number 4. But if n 6= ±1, then Kn(σ) is toroidal, it has a torus
T with hitting number 4, such that T divides Kn(σ) into a manifold homeomorphic
to E(U) and a Seifert fibered space over a disk with three exceptional fibers. As a
consequence, Kn(σ) contains infinitely many tori, with arbitrarily high hitting num-
bers. However ht(Kn, σ) = 2, for there is a torus disjoint from T with hitting number
2. In particular if U is the trefoil knot, we get knots Kn such that Kn(σ) is a graph
manifold, made of two JSJ pieces, both being a Seifert fibered space over a disk, one
with two exceptional fibers, and the other with 3 exceptional fibers. This seems to be
the first given example of this type. This is done in Section 2.
In Section 3, we show that there is a family of hyperbolic knots Kn, so that for
each knot in the family and any positive odd number m, there is a punctured Klein
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bottle properly embedded in E(Kn) whose boundary consists of m components of a
certain slope r, that is, there are infinitely many Klein bottles in E(Kn) with the
same slope. However, we have not produced an example of a knot which has just
one Klein bottle with more than one boundary component. For these knots, Kn(r) is
toroidal, it has 3 disjoint, incompressible, non-parallel tori, of hitting number 2, but
the JSJ decomposition has 3 pieces, two being the exterior of 2-bridge knots, and
the third a Seifert fibered space over a once punctured Mo¨bius band with none or
just one exceptional fiber. Then Kn(r) contains infinitely many incompressible Klein
bottles and tori.
2. Examples of toroidal surgeries with hitting number 4
To construct the examples, we proceed as in [6]. First we construct a 4-punctured
torus S properly embedded in the exterior of a knot k, by adding tubes to a pair of
annuli, such that S is incompressible towards one side. The surface S is compressible
towards the other side, then we find a knot L in its complement so that S is incom-
pressible in E(k ∪L), but the point is that L has to be a trivial knot. Then by doing
1/n-Dehn surgery on L, we get the desired family of knots Kn.
Let T be a standard torus in S3. Consider a product neighborhood T × I of T in
S3, I = [1, 2], and identify T with T × {3/2}. Let R1 and R2 be the complementary
solid tori, where ∂Ri = T × {i}, i = 1, 2. Let k be a (p, q)-torus knot emdedded in
T × {3/2}, where we assume that p, q 6= 0,±1, that is, k is a nontrivial knot. Let
η(k) be a regular neighborhood of k, assume that it is contained in T × I, and that
η(k) = A× I, where A ⊂ T is an annulus; hence A×{3/2} is a regular neighborhood
of k in T ×{3/2}. Let A1 = cl((T −A)×{1}) and A2 = cl((T −A)×{2}) be essential
annuli properly embedded in E(k). Let C be a disk contained in T − A, and let
B = C × I, this is a 3-ball; let C1 = C × {1} = B ∩A1 and C2 = C × {2} = B ∩A2.
Consider a 2-string tangle (B, t1, t2), where each ti is an arc properly embedded in B
with one endpoint in C1 and the other one in C2. Note that this tangle has a natural
framing, that is, a choice of meridian and latitude, given by ∂C and the product
structure on ∂C × I.
Assume that the tangle (B, t1, t2) has the following properties:
1. The closure of (B, t1, t2) shown in the left of Figure 1 is the trivial knot.
2. The numerator U of (B, t1, t2), that is, the closure of (B, t1, t2) shown in the
right of Figure 1 is not the trivial knot.
3. If Q is the exterior of the tangle, that is Q = B − int(η(t1) ∪ η(t2)), where
η(t1) and η(t2) are disjoint regular neighborhoods of t1 and t2 in B, then Q is
atoroidal.
Note that (1) implies that (B, t1, t2) is not a product tangle, that is, t1, t2 are
not a pair of monotonic arcs in the product C × I. It follows that the numerator U
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Figure 1: The tangle (B, t1, t2) and two of its closures
of the tangle is a nontrivial knot with unknotting number one. In fact, it is a non-
satellite unknotting number one knot, for if there is an essential torus in E(U), then
by [19] it can be made disjoint from any unknotting crossing, which would contradict
that Q is atoroidal; in particular, U is a prime knot. Now, if U is a non-satellite
unknotting number one knot, then by taking the complement of a ball enclosing a
crossing change, we get a tangle (B, t1, t2) with the required properties, for if there is
an essential torus in the exterior of (B, t1, t2), the torus will be essential in E(U).
Let Gi = cl(∂η(ti)− ∂B), i = 1, 2; note that Gi is an annulus. Let Aˆi = cl(Ai −
(η(t1)∪ η(t2))), i = 1, 2; this is a twice punctured annulus. Finally let P = Aˆ1 ∪G1 ∪
G2 ∪ Aˆ2, that is, we are joining the punctured annuli Aˆ1 and Aˆ2 with the tubes G1
and G2. It follows that P is a punctured torus properly embedded in E(k), whose
boundary consists of 4 curves of slope pq.
Let Li, i = 1, 2, be an arc in T × {i} joining the endpoints of t1 and t2, such
that Li intersects a meridian of Ri in one point and it is disjoint from a preferred
longitud of Ri. Let L be the knot L = t1 ∪ L1 ∪ t2 ∪ L2. There are two choices for
each of the arcs Li, but with loss of generality, assume that L is the closure of the
tangle (B, t1, t2) shown in the left of Figure 1. Now isotope L such that it lies in
the complement of k and P . Then L consists of the arcs t1, t2 plus two arcs L1, L2,
contained in R1, R2, and which go around the cores of R1 and R2 respectively. Note
that L is independent of the torus knot k, that is, it just depends on T × I and the
tangle (B, t1, t2). By our previous assumption, L is the trivial knot.
In Figure 2 we show the simplest example, where we consider the (3, 2)-torus
knot, and (B, t1, t2) is the rational tangle R(−3). For rational tangle we follow the
convention of [5].
So, P is a 4-punctured torus properly embedded in E(k ∪ L), the exterior of
k ∪ L, but that ∂P is contained in ∂η(k), and then P is disjoint from L. Note that
P divides E(k ∪ L), into two pieces, V and W , where, say, ∂N(L) lies in V . Let
Ei = (η(ti) ∩ A1) − int η(L), i = 1, 2; so this is an annulus properly embedded in
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L
k
Figure 2: A link that produces a family of knots having a toroidal surgery with hitting
number 4.
V , one boundary component lying in P and the other one in ∂N(L); note that Ei is
incompressible in V . ∂P divides ∂η(k) in four annuli, which we denote F1, F2, F3,
F4, where, say, F1 and F2 lie in V , while F3 and F4 lie in W .
Let Kn be the knot obtained from k after performing 1/n-Dehn surgery on L,
n ∈ Z\{0}, and let Pn be the image of the torus P . Let σ be the slope of ∂Pn in the
exterior of Kn, that is, the image of the slope pq in k after performing 1/n-surgery
on L. Note that lk(k, L) = |p± q|, hence σ = pq − n|p± q|2.
Let Kn(σ) be the manifold obtained by σ-surgery on Kn, and let Pˆn be the torus
in Kn(σ) obtained by capping off Pn with meridian disks of the surgered solid torus.
The torus Pˆn divides Kn(σ) in two parts, denoted by Vˆ and Wˆ , which come from V
and W respectively. Note that Wˆ is obtained from W by adding two 2-handles along
the annuli F3 and F4. It is not difficult to see that Wˆ is homeomorphic to E(U), the
exterior of the numerator of the tangle (B, t1, t2). Note also the Vˆ is obtained from V
by performing 1/n-surgery on L and then adding two 2-handles along the annuli F1,
F2. Note that V can be seen as the solid tori R0, R1 joined by a pair of 1-handles,
from which we have removed a neighborhood of L. By adding a 2-handle to R1 along
F1, we get a punctured lens space L(p, q), and by adding a 2-handle to R2 along F2,
we get a punctured lens space L(q, p). So by reversing the order of the surgery and
the handle additions, we can see Vˆ as obtained by first joining the punctured lens
spaces L(p, q) and L(q, p) with two 1-handles, getting a manifold M , then taking a
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knot L in M which goes around each 1-handle once, and which goes once around the
core of each lens spaces, and finally doing 1/n-surgery on L.
Lemma 2.1 Vˆ ∼= D2(a/p, b/q, c/n), i.e., Vˆ is a Seifert fibered space over the disk
with two exceptional fibers of indices p and q, and a third exceptional fiber of index n
if n 6= ±1. If n = ±1, Vˆ has just two exceptional fibers.
Proof. Consider the pieces in which M − int η(L) is divided by the annuli E1 and
E2, which we denote by M1 and M2. We want to show that M1 and M2 are solid tori.
Note that the manifold M1 comes from the solid torus R1, from which we have deleted
the neighborhood of the arc L∩R1, and then glued a 2-handle along a curve of slope
(p, q) on ∂R1, i.e., along the core of the annulus F1. The manifold R1− int η(L∩R1)
is homeomorphic to the manifold obtained from R1 by deleting an open neighborhood
of the 1-complex τ1 ∪ τ2, formed by the core τ1 of R1 and a straight arc τ2 joining τ1
and ∂R1 (this can be seen just by sliding τ1 over τ2, for we get the arc L∩R1). There
is an spanning annulus A in the product R1 − int η(τ1), where one of its boundary
components lie in ∂R1 and is disjoint from the annulus F1, and the other lies in ∂η(τ1).
A boundary component of A is then a curve of slope (p, q) on ∂R1. It follows that
the annulus A intersects a meridian of L in p points. We can assume that the arc τ2
lie in A, so that after removing an open neighborhood of τ2, A − int η(τ2) is a disk
in M1, that is, is a compression disk for M1 which intersects each meridian of L in p
points, and which is disjoint from F1, and then disjoint from the 2-handle attached to
R1 along F1. By compressing R1 − int η(L ∩R1) with this disk, we get a solid torus,
whose longitude is the image of the curve (p, q), and then, after gluing the 2-handle
along F1 we get a 3-ball. That is, we are showing that M1 is a solid torus, where one
of its meridians intersect a meridian of the knot L in p points. So, M1 has a Seifert
fibration, with fibers parallel to meridians of L, that is, fibers parallel to ∂E1, and an
exceptional fiber of index p. Similarly, M2 has a Seifert fibration, with fibers parallel
to meridians of L, and an exceptional fiber of index q. Note that M1 and M2 are then
glued along two annuli made of fibers to get M . So, M is a Seifert fibered space over
an annulus with two exceptional fibers of indices p and q. Finally, by doing 1/n-Dehn
surgery on L, we get the desired result. 
Lemma 2.2 The JSJ decomposition of Kn(σ) is just Vˆ ∪ Wˆ , and the torus Pˆn is
the unique torus in this decomposition. It is a graph manifold only when the knot U
is the trefoil knot.
Proof. First, it is clear that Pˆn is an incompressible torus in Kn(σ). Note that Wˆ is
a Seifert fibered space only when Wˆ is homeomorphic to the exterior of a torus knot,
but the trefoil knot is the only torus knot with unknotting number one. Note that in
this case, a fiber of Vˆ is identified with a meridian of Wˆ . 
If the knot U is chosen to be the trivial knot, the above proof shows that Kn(σ) is
a Seifert fibered space over the sphere with three (or two) exceptional fibers. There
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are two possibilities for the tangle (B, t1, t2) such that U is the trivial knot. This
produces two possibilities for the trivial knot L. In this case the knot L is what is
called a seiferter, and these particular seiferters for torus knots are studied in detail
in [1].
Note that if n = ±1, then Pˆn is the unique incompressible torus in Kn(σ). But
if n 6= ±1, then in fact there are infinitely many torus in Kn(σ), all contained in Vˆ ,
as this is a Seifert fibered space with 3 exceptional fibers. Infinitely many of these
tori can be described as follows, where M1 and M2 are as in the proof of Lemma 2.1.
Consider the torus S1 formed by the union of ∂M1 ∩ ∂Vˆ , the annuli E1 and E2, and
the annulus ∂η(L)∩M2, and similarly the torus S2 formed by the union of ∂M2∩∂Vˆ ,
the annuli E1 and E2, and the annulus ∂η(L)∩M1. After an isotopy, we can assume
that these tori intersect in two curves γ1 and γ2, and that both are disjoint from
Pˆn. After doing a Dehn twist along S1, the torus S2 transforms into a torus S
1
2 . In
general, after m Dehn twists, the torus S2 transforms into a torus S
m
2 . Similarly,
after m Dehn twists along the torus S2, the torus S1 transforms into a torus S
m
1 .
Denote by K∗n the core of the surgered solid torus. In Vˆ and Wˆ , K
∗
n can be seen
as the core of the attached 2-handles. Note also that Vˆ with the two arcs of K∗n
removed, is the same as V after Dehn surgery on L, which is a compression body,
so it cannot contain an incompressible torus, that is, any incompressible torus in Vˆ
intersects K∗n.
Lemma 2.3 Any incompressible torus in Kn(σ) intersects K
∗
n. If n = ±1,
ht(K±1, σ) = 4. If n 6= ±1, ht(Kn, σ) = 2.
Proof. Note that any torus in Kn(σ) is either the torus Pˆn, or it is contained in the
interior of Vˆ . As noted above, any incompressible torus in Vˆ intersects K∗n. It follows
that if n 6= ±1, then ht(Kn, σ) = 2. This is because |S1 ∩K∗n| = 2, and there is no
incompressible torus disjoint form K∗n.
Suppose that n = ±1. Then Pˆ±1 is the unique incompressible torus in K±1(σ)
and |Pˆ±1 ∩K∗±1| = 4, so it just have to be proved that this intersection is minimal. If
the intersection is not minimal, by Proposition 1.1 of [4], there is an arc component t
of cl(K∗±1− Pˆ±1), which is contained in either Wˆ or in Vˆ , such that t can be isotoped
to lie in a product neighborhood of Pˆ±1. So, after removing a neighborhood of t, the
resulting manifold contains a copy of the original manifold in which t lies. If t lies
in Wˆ , after removing t we should get a manifold containing an incompressible torus,
which is not possible, for what we get after removing t is a copy of Q, the exterior of
the tangle (B, t1, t2), which is atoroidal. If t lies in Vˆ , then after removing t, we get
a genus two handlebody, which then cannot contain a copy of Vˆ . 
With a little more work it can be shown that for any n we have |Pˆn ∩K∗n| = 4,
and that for i = 1, 2, and for any n and m, |Smi ∩K∗n| = 2 + 4m. The above proof
also shows that Pn is incompressible in E(Kn).
Lemma 2.4 Kn is a hyperbolic knot.
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Proof. It follows from Lemma 3.10 of [7]. 
We summarize the previous results.
Theorem 2.1 Given a torus knot (p, q) and a non-satellite unknotting number one
knot U , there is a collection of hyperbolic knots Kn, such that doing σ-Dehn surgery
on Kn, by a certain slope σ, produces a toroidal manifold with the following properties:
1. If n 6= ±1, Kn(σ) = E(U)∪Pˆn D2(a/p, b/q, c/n), where Pˆn is an incompressible
torus, and D2(a/p, b/q, c/n) is a Seifert fibered space over the disk with three
exceptional fibers of indices p, q, and n. In this case ht(Kn, σ) = 2.
2. If n = ±1, Kn(σ) = E(U) ∪Pˆn D2(a/p, b/q), where Pˆn is the unique incom-
pressible torus in Kn(σ), and D
2(a/p, b/q) is a Seifert fibered space over the
disk with two exceptional fibers of indices p and q. In this case ht(Kn, σ) = 4.
3. If U is the trefoil knot and n 6= ±1, then Kn(σ) is a graph manifold made of
two Seifert fibered pieces, one fibered over a disk with two exceptional fibers of
indices 2 and 3, the other fibered over a disk with three exceptional fibers of
indices p, q and n.
We note that all previously knows examples of graph manifolds obtained by
surgery, are made of Seifert fibered pieces with only two exceptional fibers. See
for example [13], where many such examples are constructed.
Now we consider the tunnel number of the knotsKn. IfM is a compact 3-manifold,
Hg(M) denotes the Heegaard genus of M . It follows Hg(Kn(σ)) ≤ tn(Kn) + 1.
Proposition 2.5 Let Kn be constructed as above, such that the tangle (B, t1, t2) is
a rational tangle. Then tn(Kn) = 1.
Proof. Note that if (B, t1, t2) is a rational tangle, then it has to be the rational
tangle R((−2n + 1)/n), for some n 6= 0, 1. Let τ be an arc properly embedded in
E(Kn), which is an spanning arc of the annulus A1. Note that E(k ∪ τ) can be seen
as the solid tori R0, R1, connected by the 3-ball B = C × I, i.e., E(k ∪ τ) is a genus
two handlebody which contains in its interior the knot L. Note that ∂E(k ∪ τ) is
compressible in E(k ∪ τ)− L if an only if (B, t1, t2) is a rational tangle. In this case,
after performing 1/n-Dehn surgery on L we get another handlebody, showing that
E(Kn ∪ τ) is a genus two handlebody, that is, tn(Kn) = 1. 
Proposition 2.6 If U is a 2-bridge knot, or if n = ±1, and U is a 1-bridge knot in
S3, then Hg(Kn(σ)) = 2. In all other cases Hg(Kn(σ)) ≥ 3, and then tn(Kn) ≥ 2.
Proof. By the main result of [14], if Hg(Kn(σ)) = 2, then there are two possibilities
for this manifold. First, Hg(Kn(σ)) = D(i) ∪MK , where D(i) is a Seifert fibered
space over a disk with i exceptional fibers, i = 2, 3, and MK is the exterior of a
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2-bridge knot in S3, such that a fiber of D(i) is glued to a meridian of Mk. Second,
Hg(Kn(σ)) = D(2) ∪ LK , where D(2) is a Seifert fibered space over a disk with 2
exceptional fibers, LK is the exterior of a non-satellite 1-bridge knot in a lens space,
such that a fiber of D(2) is glued to a meridian of Lk. But in our case, a fiber of D(2)
has to be glued to a meridian of E(U), so that E(U) must be in fact the exterior of
a 1-bridge knot in S3. 
If Hg(Kn(σ)) = 2, then tn(Kn) could be 1. However, we do not know if this is
true in general, we only know it for the case of Proposition 2.5.
Proposition 2.7 Let U and Kn be as above, and let k = tn(U).
1. If n = ±1, then 13 (k + 1) ≤ Hg(Kn(σ)) ≤ k + 4, so 13 (k − 2) ≤ tn(Kn).
2. If |n| ≥ 2, then 13 (k + 2) ≤ Hg(Kn(σ)) ≤ k + 5, so 13 (k − 1) ≤ tn(Kn).
Proof. As, Kn(σ) = E(U)∪ Vˆ , and Hg(U) = k+ 1, if follows from Lemma 3.5 of [8]
that Hg(E(U)) +Hg(Vˆ ) ≤ 3Hg(Kn(σ)) + 2, that is, 13 (k+Hg(Vˆ )−1) ≤ Hg(Kn(σ))
(a similar estimate can be obtained from [20]). On the other hand, it is not difficult
to show that Hg(Kn(σ)) ≤ Hg(E(U)) +Hg(Vˆ ) + 1 = k+Hg(Vˆ ) + 2. Now note that
Hg(Vˆ ) = 2 if n = ±1, and Hg(Vˆ ) = 3 if |n| ≥ 2. 
We now show that there are hyperbolic knots with high tunnel number having
a toroidal surgery with hitting number 4. It was known previously that there are
hyperbolic knots with high tunnel number having a toroidal surgery [8], but in those
examples the hitting number is 2.
Lemma 2.8 Given any positive integer m, there is an hyperbolic knot U , with un-
knotting number one and tn(U) ≥ m.
Proof. By [26], there is a 2-string tangle whose exterior Q is simple, that is, it is
irreducible, ∂-irreducible, anannular and atoroidal. Take N copies Q1, Q2, . . . QN of
the exterior of this tangle, as in Figure 3, shown there for N = 4, and let U be a
knot in the complement of the Qi’s, with a configuration as in Figure 3. Note that
U has unknotting number one. For each Qi there are two disks Di,1 and Di,2 whose
boundary is essential in Qi and such that U intersects each Di,j in two points. Let
c = ∂D1,1, note that lk(c, U) = 0. We first show that c∪L is not a split link. Let B′
be a small 3-ball around the clasp of U , i.e., around the crossing that unknots U . By
performing the crossing change we get the trivial knot U ′, and in fact c∪U ′ is a split
link. Then by [19], if c∪L is a split link, there is a sphere separating c and U disjoint
from the 3-ball B′. Let now U ′′ be a knot obtained by a tangle replacement in B′,
then c∪U ′′ must be a split link, but U ′′ can be chosen such that lk(c, U ′′) = 2, which
is a contradiction. Suppose that some ∂Qi is compressible in the complement of U ,
and let D be a compression disk. An standard argument shows that D can be made
disjoint from the collection of disks Di,j . Now, it is not difficult to see that there is
no compression disk disjoint from the Di,j , so each ∂Qi is incompressible.
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Suppose that Σ is an essential torus in the complement of U . Because the manifolds
Qi are simple, the torus Σ can be made disjoint from each Qi, so suppose Σ is
contained in the complement of the Qi’s. Note that the complement of the Qi’s,
union the disks Di,j and the knot U is a handlebody, so Σ must intersect the disks
Di,j . Look at the intersection between the torus Σ and the collection of disks Di,j .
A standard argument shows that the intersection consists of curves that are essential
in Σ, and that are parallel to ∂Di,j in each disk Di,j . If there are two or more curves
in a same disk Di,j , by an interchange of annuli we get another essential torus, also
denoted Σ, with fewer intersections with the Di,j ’s. So, Σ intersects each Di,j in at
most one curve. Note also that Σ is disjoint from the 3-ball B′. It follows that Σ is
decomposed into annuli that connect pair of disks, and that must cross through all
the disks Di,j . In particular, there is an annulus connecting D1,n−1 and D1,n that
determines a 3-ball B1 which contains B
′, and other annuli connecting D2,n−1 and
D1,n, that determines a 3-ball B2, such that B1 ∩B2 ⊂ D1,n. Connect the endpoints
of U lying in D2n−1, and the endpoints lying in D1n. By looking at the Figure 3, we
get a curve c′ which is isotopic to c. On the other hand, c′ lies in the 3-ball B2, and
then is a trivial curve in the complement of U , which contradicts that c′ is isotopic
to c.
It follows that given any integer N , there exists a hyperbolic knot K with un-
knotting number one such that its exterior contains ≥ N incompressible, non-parallel
surfaces of genus 2. By the main result of [9], there is a constant C(2, t), such that if K
is a knot with tunnel number t, then the exterior of K contains at most C(2, t) disjoint,
nonparallel, incompressible surfaces of genus 2. So, if we choose N > C(2,m− 1), it
follows that tn(U) ≥ m.
A better estimate for the number of copies Qi that are needed could be obtained
from the main result of [20], but to use that, we have to find a bound for the number
of annuli contained in the complement of the Qi’s. 
Q Q Q Q1 2
3 4
U
Figure 3: A knot with unknotting number one and high tunnel number.
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Theorem 2.2 Given any positive integer m, there is a hyperbolic knot K with a
toroidal surgery of hitting number 4, such that tn(K) ≥ m.
Proof. Choose a hyperbolic unknotting number one knot U with tn(U) ≥ 3m + 2,
and let K = K±1. By Proposition 2.7 it follows that tn(K) ≥ m. 
Let K be a knot in S3. A symmetry of K is an orientation preserving PL home-
omorphism f : S3 → S3 of finite order, such that h(K) = K. All known examples of
knots with toroidal surgeries of hitting number 4 have a symmetry. Most are strongly
invertible, and in [23] examples are constructed which are non-strongly invertible, but
they are periodic of order two. Here we show the following result.
Theorem 2.3 There are asymmetric hyperbolic knots with a toroidal surgery of hit-
ting number 4.
Proof. Let U be an asymmetric, hyperbolic knot with unknotting number one. Knots
of this type exists, take for example the knots 933 and 1082 [2]. Consider the knot
K±1 constructed in Theorem 2.1 by using U and any torus knot. Let h be a peri-
odic homeomorphism of K±1. The map h extends to a periodic homeomorphism of
K±1(σ). By the Zp-Equivariant Torus Theorem [16], and because there is a unique
essential torus Pˆ±1 in K±1(σ), it follows that Pˆ±1 is invariant under the action of h.
Such a map h cannot interchange the complementary regions of Pˆ±1. So, the exterior
of U admits a non-trivial periodic homeomorphism, and then U admits a symmetry,
a contradiction. 
As noted in Proposition 2.5, some of the knots Kn have tunnel number one and
hence are strongly invertible. So, the toroidal surgeries on these knots can also be
explained by using tangles and double branched covers. Here, we just describe one
example. In Figure 4 we have a knot Kn, formed by the union of two tangles along a
sphere S, one of them being a Montesinos tangle of length 3, the other a Montesinos
tangle of length 2. We show a 3-ball B intersecting Kn in two arcs; note that B
intersects S in two disks. By doing the tangle replacement indicated in B, that is,
changing two vertical arcs with two horizontal arcs with the crossings indicated, we
get the trivial knot. Let Kn be the knot obtained from the link k ∪ L of Figure 2 by
performing 1/n-surgery on L. The exterior of the knot Kn double branch covers the
tangle determined by the complement of B, Kn(σ) double branch covers Kn and the
torus Pˆn double branch covers the sphere S.
3. Examples of knots with many Klein bottles
To construct the examples, we first construct a branched surface B by adding tubes
to 3 disks embedded in the exterior of the trivial knot K, then find a trivial knot in
the complement of the surface, such that B is incompressible in E(K ∪ L). Again,
by doing 1/n-Dehn surgery on L, we get the desired family on knots Kn. Such a
branched surface will carry infinitely many Klein bottles and tori.
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n
S
B
Kn
Figure 4: A knot made of Montesinos tangles of length 2 and 3 which can be unknotted
by a band move.
Let B = D×[1, 3], where D is a disk and Di = D×{i}, i = 1, 2, 3. Let (B, τ1, τ2) be
the tangle shown in the left of Figure 2, so τ1, τ2 are a pair of arcs properly embedded
in B, with its endpoints lying in D1 ∪ D3. In this Figure, an horizontal or vertical
box denotes a string of ±p horizontal crossings or q vertical crossings, respectively.
Assume that p is odd and |p| ≥ 3, and that q is even, |q| ≥ 2. Note that (B, τ1, τ2) is
a partial sum of two rational tangles B1 and B2, which are glued along the disk D2.
The disk D2 intersects both string of the tangle, because p is odd and q is even.
p
- p n
D 1
2
3
D
D
p
- p n
K
L
Figure 5: The tangle (B, τ1, τ2) and its denominator.
Assume (B, τ1, τ2) is embedded in S
3, just as in the left of Figure 5. Let L be the
denominator of (B, τ1, τ2), it is the trivial knot. Let K be the boundary of the disk
D2, as in the right of Figure 5. Assume that η(K) is a regular neighborhood of K
such that η(K) ∩B = ∂D × [1, 3], and such that η(K) and L are disjoint. Then, the
disks D1, D2 and D3 are properly embedded in E(K). In Figure 6 we are showing
the case p = 3, n = 2. Consider the link K ∪ L, and note that the linking number
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lk(K,L) = ±2.
K K
L
Figure 6: A 2-complex which produces a branched surface.
Each of the disks Di intersects L in two points. So, the knot L intersects the collec-
tion of disks Di in 6 points, which then divide L in 6 arcs, denoted by t1, t2, t3, t4, t5, t6,
where t1, t4 go from D1 to D2, t2, t5 go from D2 to D3, and t3, t6 go from D3 to D1.
Let η(L) be a regular neighborhood of L, which can be expressed as a union of neigh-
borhoods η(ti) of the arcs ti. Let Ai = cl(∂η(ti)− (∪Dj)). Let Dˆi = cl(Di −∪η(tj)).
Note that ∂Di consists of 3 simple closed curves, one is a longitude of the knot K,
denote the other two boundary curves by ci1 and ci2. We assume that the annulus A6
connects c11 and c31 and that A1 connects c11 with c22. It follows that A4 connects
c12 with c21, A2 connects c22 with c32, and A5 connects c21 with c31, see Figure 6.
Consider the 2-complex W = Dˆ1∪A1∪A4∪ Dˆ2∪A2∪A5∪ Dˆ3∪A6, that is, consider
the union of the 3 punctured disks plus 5 of the annuli (all, except A3). This complex
is a surface except along 4 simple closed curves, namely c11, c21 c22 and c31. Smooth
the intersections of A1 with Dˆ1 and Dˆ2, and the intersections of A5 with Dˆ2 and Dˆ3,
to get a branched surface B properly embedded in E(K ∪ L) as in Figure 7. In the
figure we are showing the case p = 3 and n = 2, after doing a reduction in the number
of crossings of L. We refer to [10] for facts about branched surfaces. The singular
locus of the branched surface consists of 4 simple closed curves, again the curves c11,
c21 c22 and c31. Note that B − {singular curves} consists of 6 components, denoted
A,B,C,D,E, F , where A = Dˆ1 ∪ A4, B = Dˆ2, C = Dˆ3 ∪ A2, D = A1, E = A5 and
F = A6. Let N be a fibered neighborhood of B, and let ∂hN the horizontal boundary
of N . Note that each complementary region of the singular curves have two copies
in ∂hN . If S is such a region other than B, let S− denote the copy that is closer
to L, that is, the one that contains a curve that cobounds with a meridian of L an
annulus with interior disjoint from N , and let S+ be the other copy. For the piece
B, let B− be the copy lying between D2 and D3, and B+ be the copy lying between
D1 and D2. Note that ∂hN has four components, namely, F+, B+ ∪D+ ∪A+ − c21,
B− ∪ E+ ∪ C+ − c2,2, C− ∪D− ∪ F− ∪ E− ∪A− − c1,1.
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K K
A
B
C
D
E
F
B
L
Figure 7: A branched surface in the exterior of the link K ∪ L.
Let Kn be the knot obtained after performing 1/n-Dehn surgery on L, n ∈ Z\{0},
?and let Bn be the branched surface in E(Kn) which is the image of B after Dehn
surgery on L. The slope of the boundary of B is just the 0 slope, so the slope of Bn
is −4n, because lk(K,L) = 2.
Lemma 3.1 B is an incompressible branched surface in E(K ∪ L).
Proof. By inspection, it is not difficult to see that there are no disks or half-disks of
contact in N . Now we show that each component of ∂hN is incompressible and ∂-
incompressible in E(K∪L)− intN . Consider first the surface B+∪D+∪A+−c21 and
let ∆ be a compression disk. If ∂∆ is a non-separating curve in this surface, ∆ will be
also a compression disk for the exterior of the knot obtained as numerator of the tangle
B1, which is a nontrivial knot. If ∂∆ is a separating curve, by cutting the surface
along ∆ we get either a disk and a once punctured torus, or an annulus and a torus, so
we get either a disk with slope 0 or a torus embedded in the exterior of B1. The first
case is not possible, for lk(K,L) = 2. If we get a torus, then it must be compressible,
for the exterior of B1 is a handlebody, and then a compression disk for the torus will
be also a compression disk for B+∪D+∪A+− c21 along a non-separating curve. The
same proof shows that there are no monogons in E(K ∪ L) − intN consisting of an
arc in B+ ∪D+ ∪A+ − c21 and one arc in a neighborhood of c21.
The proof for the component B− ∪E+ ∪ C+ − c2,2 is similar. For the component
C−∪D−∪F−∪E−∪A−−c1,1, just note that there is an annulus E1 in E(K∪L)−intN ,
one boundary being a meridian of L, the other a curve on A2. If ∆ is a compression
disk, by eliminating intersections with E1, we get that ∂∆ is contained in A or C,
but this is not possible. Note also that the component F+ is clearly incompressible.
It follows from [10] that B is incompressible. 
Lemma 3.2 Suppose that n 6= ±1. Then Bn is an incompressible branched surface
in E(Kn).
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Proof. Let N be a fibered neighborhood of Bn. Again by inspection, there are no
disks or half-disks of contact in N and there are no monogons in E(K ∪ L) − intN .
To see that each piece of ∂hN is incompressible and ∂-incompressible in E(Kn), do
an argument similar to that of Theorem 4 of [15], or that of Theorem 2.4 of [6]. This
argument fails for n = ±1, and in fact it can be seen that the piece C− ∪D− ∪ F− ∪
E− ∪A− − c1,1 compress after ±1-Dehn surgery on L. 
Lemma 3.3 K ∪ L is an hyperbolic link.
Proof. Let Q be the exterior of the tangle (B, τ1, τ2). Note that ∂Q is a genus 2
surface which can be pushed to lie in the interior of E(K ∪L). By [26], Q is a simple
manifold. Note that there are two nonparallel annuli E1, E2 in the complement of
Q, one of its boundary components is a meridian of L, the other is an essential curve
on ∂Q. By a simple innermost disk-outermost arc argument between these disks and
a potential compression disk, it can be shown that ∂Q is in fact incompressible in
E(K ∪ L). Let now be Σ an essential torus in E(K ∪ L). Σ can be isotoped to be
disjoint from Q, just because Q is simple. Then Σ is contained in the complement of
Q, and by looking again at the intersections between Σ and the disks E1, E2, we get
that Σ is compressible or peripheral, hence non-essential. A similar argument shows
that there are no essential annuli in E(K ∪ L). 
Lemma 3.4 Kn is a hyperbolic knot.
Proof. Let ∂Qn be the image of ∂Q after Dehn surgery on L. Again, by Theorem 4
of [15], or Theorem 2.4 of [6], it follows that ∂Qn in incompressible in E(Kn). If Σ
is a torus in the complement of Qn, do an argument as in Theorem 4 of [15], looking
at the intersections between Σ and the annulus E1. 
Let Gs, s ≥ 1, be the surface carried by Bn and given by the weights:
a = s, b = 1, c = s, d = s+ 1, e = s+ 1, f = 1.
A weight a = s, it just means that we are taking s copies of the branch A of B. It
is not difficult to see that Gn is a (2n + 1)-punctured Klein bottle. In Figure 8, we
show the surface G3.
Let F r, r ≥ 1, be the surface carried by Bn and given by the weights:
a = r, b = 2, c = r, d = r + 2, e = r + 2, f = 2.
It is not difficult to see that F r is an (2r + 2)-punctured tori. Note also that if
r = 2s, then F r is in fact the double of Gs.
Theorem 3.1 Suppose that n 6= ±1. The surfaces Gs and F r are incompressible and
∂-incompressible in E(Kn).
Proof. This is just a direct consequence of Theorem 2 of [10]. 
The knots Kn have more interesting properties.
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L
K K
G 3
Figure 8: A Klein bottle with 3 boundary components.
Proposition 3.5 Suppose that n 6= ±1. There is an incompressible and ∂-
incompressible once-punctured Klein bottle properly embedded in E(Kn), which is
carried by Bn.
Proof. Take the surface carried by Bn with weights a = 0, b = 1, c = 0, d = 1, e = 1,
f = 1. It is not difficult to see that it is a once-punctured Klein bottle G1. Note that
the branched surface does not contain Reeb componentes, and then by Theorem 2 of
[17], it follows that G1 is incompressible and ∂-incompressible. 
Theorem 3.2 There are 3 disjoint incompressible 2-punctured tori properly embedded
in E(Kn), with the same slope as Bn.
Proof. Consider the tori T1 = Dˆ1 ∪ A1 ∪ A4 ∪ Dˆ2, T2 = Dˆ2 ∪ A2 ∪ A5 ∪ Dˆ3, T3 =
Dˆ1 ∪ A1 ∪ A4 ∪ A2 ∪ A5 ∪ Dˆ3. By an isotopy, these tori can be made disjoint. A
similar proof as in Lemma 3.1 show that these tori are incompressible in E(K ∪ L).
By an application of Theorem 4 of [15], it follows that the tori are incompressible in
E(Kn). 
Now consider −4n-Dehn surgery on Kn, that is, surgery along the slope of the
boundary of B. We can interchange the order of the surgeries and the result is
the same, so first do 0-surgery on K and then 1/n-Dehn surgery on L. By doing
0-surgery on K, we get S1 × S2. By capping off the boundary components of B
with meridian disks of the glued solid tori, we get a branched surface B˜, as shown
in Figure 9, where the two spheres are being identified. By the same argument as
before, it follows that B˜ is an incompressible branched surface in S1 × S2 − int η(L),
which remains incompressible after 1/n-Dehn surgery on L, n 6= ±1, i.e., Kn(−4n)
contains an incompressible branched surface B˜n. So, Kn(−4n) carries infinitely many
incompressible Klein bottle and tori, carried by B˜n, which come by capping off the
surfaces Gs, F r.
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B~
L
Figure 9: A branched surface in S11× S2.
Consider the tori T˜1, T˜2, T˜3, obtained by capping off the tori T1, T2, T3. Again,
these tori are disjoint and incompressible in Kn(σ), for any n. The existence of these
tori implies that ht(Kn,−4n) = 2.
Theorem 3.3 The JSJ decomposition of Kn(−4n) is given by the tori T˜1 and T˜2,
they separate Kn(−4n) in 3 pieces, two are exteriors of 2-bridge knots and one is a
Seifert fibered space over a once punctured Mo¨bius band with no exceptional fibers if
n = ±1, and one exceptional fiber of index n if n 6= ±1.
Proof. As said above, the tori T˜1, T˜2, T˜3 are incompressible in Kn(−4n). Note that
T˜2 bounds a 3-manifold homeomorphic to the exterior of the 2-bridge knot T (p, n),
which is simple. The torus T˜1 bounds a 3-manifold homeomorphic to the exterior
of the torus knot T (2, n), which is then a Seifert fibered space. The tori T˜1, T˜2,
T˜3 cobound a manifold homeomorphic to (pair of pants) × S1, which is also Seifert
fibered space, but its fibers are identified to meridians of the knot exteriors bounded
by T˜1 and T˜2, so the fibers in both pieces do not coincide. The torus T˜3 bounds a
manifold M , as shown in Figure 10, where the two interior spheres are being identified.
This manifold can be fibered with fibers parallel to meridians of the knot L, the result
being a Seifert fibered space over a once punctured Mo¨bius band with no exceptional
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fibers. Note that the fibers of M and the fibers of (pair of pants) × S1 coincide,
then its union is a Seifert fibered space over a twice punctured Mo¨bius band with no
exceptional fibers. Finally, by doing Dehn surgery on L, we get the desired result. 
L
Figure 10: A Seifert fibered space over a once punctured Mo¨bius band.
Proposition 3.6 tn(Kn) = 2.
Proof. By the main result of [14], Kn(−4n) cannot have a genus two Heegaard
splitting, so Hg(Kn(−4n)) ≥ 3, and then tn(Kn ≥ 2. Now, it is not difficult to check,
by explicitly finding the tunnels, that tn(K ∪ L) = 2, and then tn(Kn) = 2. 
Finally note that a little more general construction can be made just by considering
sums of rational tangles whose denominator is a trivial knot, and the results obtained
will be the same.
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1. Introduction
Although it is usually said that the first work in Real Geometry is due to Harnack
[13], who obtained an upper bound for the number of connected components of a non-
singular real algebraic curve in terms of its genus, modern Real Algebraic Geometry
was born with Tarski’s article [15], where it is proved that the image of a semialgebraic
set under a polynomial map is a semialgebraic set. We are interested in studying what
might be called the ‘inverse problem’. In the 1990 Oberwolfach Reelle algebraische
Geometrie week [12] the second author proposed:
Problem 1.1 Characterize the (semialgebraic) subsets of Rm that are either polyno-
mial or regular images of Rn.
A map f := (f1, . . . , fm) : Rn → Rm is a polynomial map if its components
fk ∈ R[x] := R[x1, . . . , xn] are polynomials. Analogously, f is a regular map if its
components can be represented as quotients fk =
gk
hk
of two polynomials gk, hk ∈ R[x]
such that hk never vanishes on Rn. A subset S ⊂ Rn is semialgebraic when it admits a
description by a finite boolean combination of polynomial equalities and inequalities.
Open semialgebraic sets deserve a special attention in connection with the real
Jacobian Conjecture [14]. In particular the second author stated in [12] the ‘open
quadrant problem’:
Problem 1.2 Determine whether the open quadrant Q := {x > 0, y > 0} of R2 is a
polynomial image of R2.
This problem stimulated the interest of many specialists in the field. However,
only after twelve years a first solution was found in [4] and presented by the first
author in the 2002 Oberwolfach Reelle algebraische Geometrie week [2].
The open quadrant problem was the germ of a more systematic study of ‘Polyno-
mial and regular images of Euclidean spaces’ developed by the authors during the last
decade and which was the topic of the Ph.D. Thesis of the third author [16]. Since
then we have worked on this issue with two main objectives:
• Finding obstructions to be an either polynomial or regular image.
• Proving (constructively) that large families of semialgebraic sets with piecewise
linear boundary (convex polyhedra, their interiors, complements and the in-
teriors of their complements) are either polynomial or regular images of some
Euclidean space. The positive answer to the open quadrant problem has been
a recurrent starting point for this approach.
In [4, 5] we presented the first steps to approach Problem 1.1. A complete solution
to Problem 1.1 for the one-dimensional case appears in [3], whereas in [6, 8, 9, 17, 18]
we approached constructive results concerning the representation as either polynomial
or regular images of the semialgebraic sets with piecewise linear boundary commented
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above. Articles [7, 10] are of different nature because we find in them new obstructions
for a subset of Rm to be either a polynomial or a regular image of Rn. In the first one
we found some properties of the difference Cl(S) \ S while in the second it is shown
that the set of points at infinite of a polynomial image of Rn is a connected set.
The constructive solution to the open quadrant problem provided in [4] involves
quite complicated computer calculations that the third author never liked. In fact
he provided in his Ph.D. Thesis a different topological proof for the map proposed
in [4], together with an algebraic proof involving a different polynomial map. This
map has inspired the first and third authors for a short algebraic proof of the open
quadrant problem involving a new polynomial map [11] and has led us to look for a
polynomial map with optimal algebraic structure whose image is the open quadrant.
It is important to establish clearly the meaning of ‘optimal algebraic structure’ [11,
§3(A)]. It is natural to wonder how a polynomial map looks like when completely
expanded and how it compares with other polynomial maps. We care about the total
degree of the involved polynomial map (the sum of the degrees of its components)
and its total number of (non-zero) monomials. We would like to find a polynomial
map with the less possible total degree and the less possible number of monomials.
The example in [4] has total degree 56 and its total number of monomials is 168. The
polynomial map in [11] has total degree 72 and its total number of monomials is 350.
In this work we will prove:
Theorem 1.3 The open quadrant Q is the image of the polynomial map
f : R2 → R2, (x, y) 7→ ((x2y4+x4y2−y2−1)2+x6y4, (x6y2+x2y2−x2−1)2+x6y4).
This polynomial map has total degree 28 and its total number of monomials is 22,
which certainly improves the already known explicit solutions to the open quadrant
problem. It has been constructed following a similar strategy to that in [4, §3]. Our
experience approaching this problem suggests us that this map is surely close to have
the optimal desired algebraic structure.
The article is organized as follows. In Section 2 we present all basic notions and
topological preliminaries used in Section 3 to prove Theorem 1.3.
2. Topological preliminaries
Denote the closed disc of center the origin and radius A > 0 of the plane R2 with DA.
A warped disc is a subset DA,ξ := {z = ξ(x, y), x2+y2 ≤ A2} ⊂ R3 where ξ : R2 → R
is a continuous function. Consider the homeomorphism
ζ : R3 → R3, (x, y, z) 7→ (x, y, z − ξ(x, y))
that maps DA,ξ onto DA × {0}. The image of DA,ξ under a permutation of the
variables of R3 will be also called a warped disc.
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ζ
Figure 1: The homeomorphism ζ for ξ(x, y) :=
√
B2 −min(y2, B2) acting on R3.
For each ε > 0 consider the open neighborhood
DA(ε) := {x2 + y2 < (A+ ε)2} × (−ε, ε) ⊂ R3
of DA. Clearly, DA,ξ(ε) := ζ−1(DA(ε)) is an open neighborhood of DA,ξ in R3.
Definition 2.1 A (continuous) path α : [a, b] → R3 meets transversally once the
warped disc DA,ξ if there exist s0 ∈ (a, b) and ε > 0 such that J := α−1(DA,ξ(ε)) =
(s0 − ε, s0 + ε) is an open subinterval of [a, b] and (ζ ◦ α)|J(t) = (0, 0, t− s0).
Remark 2.2 If the path α : [a, b] → R3 meets transversally once the warped disc
DA,ξ, then α([a, b]) ∩ ∂DA,ξ = ∅.
Let C be a topological space homeomorphic to a closed disc and let φ : C → R3
be a continuous map. The restriction ∂φ := φ|∂C is called the boundary map of φ.
We say that the boundary map ∂φ meets transversally once a warped disc DA,ξ ⊂ R3
if there exists a parameterization β of ∂C such that α := φ ◦ β meets transversally
once the warped disc DA,ξ.
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Given a path-connected topological space X and a point x0 ∈ X we denote the
fundamental group of X at the base point x0 with pi1(X,x0). Each path α starting
and ending at x0 is called a loop with base point x0 and represents an element of
pi1(X,x0), that we denote with [α].
Lemma 2.3 Let DA,ξ be a warped disc of R3 and let X := R3 \ ∂DA,ξ. Let α :
[a, b]→ X be a loop with base point x0 ∈ X that meets transversally once DA,ξ. Then
[α] is a generator of pi1(X,x0) ∼= Z.
Proof. Keep the notations introduced above. Let s0 ∈ (a, b) and ε > 0 be such that
J := α−1(DA,ξ(ε)) = (s0 − ε, s0 + ε)
is an open subinterval of [a, b] and (ζ ◦ α)|J(t) = (0, 0, t− s0). After a reparameteri-
zation of α we may assume s0 = 0.
As ζ is a homeomorphism of R3, we will prove the statement for β := ζ ◦ α,
Y := R3 \ ∂DA and the base point y0 := β(−ε) = (0, 0,−ε). Consider the path
γ : [0, 1]→ R3 given by
γ(t) :=

(3(A+ ε)t, 0, ε) if 0 ≤ t ≤ 13 ,
(A+ ε, 0, ε− (t− 13 )6ε) if 13 < t ≤ 23 ,
(A+ ε− 3(A+ ε)(t− 23 ), 0,−ε) if 23 < t ≤ 1.
y
x
z
DA
y0
DA()
β
γ
Figure 2: The path β meets transversally once the disk DA.
341
J. F. Fernando, J. M. Gamboa, C. Ueno The open quadrant problem
Write β0 := β|J and β1 := β|[ε,b] ∗ β|[a,−ε]. We claim:
[β] = [β0 ∗ β1] = [β0 ∗ γ] · [γ−1 ∗ β1] = g · e = g,
where e and g are respectively the identity element and a generator of pi1(Y, y0) ∼= Z.
The loop γ−1 ∗ β1 with base point y0 is contained in R3 \ DA, which is a simply
connected space. Consequently, [γ−1 ∗ β1] = e in pi1(Y, y0).
The class [β0 ∗ γ] generates pi1(Y, y0). Indeed, Y has as deformation retract the
set Z := ∂DA(ε) ∪ Iε where Iε := {(0, 0)} × {−ε ≤ z ≤ ε}. It is an exercise of
algebraic topology to show that [β0 ∗ γ] is a generator of pi1(Z, y0) ∼= pi1(Y, y0) ∼= Z,
as required. 
Lemma 2.4 Let φ : C → X be a continuous map and assume that C is homeomor-
phic to a closed disc. Let β : [a, b] → ∂C be a parameterization starting and ending
at z0 ∈ ∂C. Then [φ ◦ β] is the identity element of pi1(X,φ(z0)).
Proof. Let ψ : C → {x2 + y2 ≤ 1} be a homeomorphism. The continuous map
H : [0, 1]× [a, b]→ X, (ρ, t) 7→ (φ ◦ ψ−1)(ρ · (ψ ◦ β)(t) + (1− ρ) · ψ(z0)))
is a homotopy map between φ ◦ β and the constant path, as required. 
Proposition 2.5 Let C be a topological space homeomorphic to a closed disc and
φ : C → R3 a continuous map. Assume ∂φ : ∂C → R3 meets transversally once a
warped disc D ⊂ R3. Then ∂D ∩ φ(Int(C)) 6= ∅.
Proof. Assume by contradiction ∂D ∩ φ(Int(C)) = ∅. As ∂φ meets transversally
once D, the image φ(∂C) does not intersect ∂D by Remark 2.2. Thus, φ(C) ⊂ X :=
R3 \ ∂D. Let β : [a, b] → ∂C be a parameterization starting and ending at z0 ∈ ∂C
such that φ ◦ β meets transversally once D. By Lemma 2.4 the class [φ ◦ β] is the
identity element of pi1(X,φ(z0)). However, by Lemma 2.3 the class [φ◦β] is a generator
of pi1(X,φ(z0)) ∼= Z, which is a contradiction. Consequently, ∂D ∩ φ(Int(C)) 6= ∅, as
required. 
3. Proof of Theorem 1.3
Observe first that the map f in the statement of Theorem 1.3 is the composition
f2 ◦ f1 of the polynomial maps
f1 : R2 → R2, (x, y) 7→ (x2, y2),
f2 : R2 → R2, (x, y) 7→ ((xy2 + x2y − y − 1)2 + x3y2, (x3y + xy − x− 1)2 + x3y2).
As f1(R2) is the closed quadrant Q := {x ≥ 0, y ≥ 0}, we have to prove the equality
f2(Q) = Q. (3.1)
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The inclusion f2(Q) ⊂ Q is straightforward because both components of f2 are strictly
positive on Q. It only remains to show the inclusion
Q ⊂ f2(Q). (3.2)
3.1. Reduction of the proof of inclusion (3.2)
Consider the (continuous) semialgebraic maps
g : Q→ R3, (x, y) 7→ (xy2 + x2y − y − 1, x3/2y, x3y + xy − x− 1)
h : R3 → R2, (x, y, z) 7→ (x2 + y2, y2 + z2).
As f2 = h◦g, we have to show that for each tuple (A2, B2) ∈ Q there exists (x0, y0) ∈ Q
such that (h ◦ g)(x0, y0) = (A2, B2). This is equivalent to check that the intersection
h−1({(A2, B2)}) ∩ g(Q) is non-empty.
Denote S := g(Q) and fix values B ≥ A > 0. It holds that sets
h−1({(A2, B2)}) = {x2 + y2 = A2, y2 + z2 = B2},
h−1({(B2, A2)}) = {y2 + z2 = A2, x2 + y2 = B2}
contain respectively the boundaries of the warped discs
D1 : z = ξ1(x, y), x
2 + y2 ≤ A2, (3.3)
D2 : x = ξ2(y, z), y
2 + z2 ≤ A2, (3.4)
for the (continuous) semialgebraic functions
ξ1 : R2 → R, (x, y) 7→
√
B2 −min{y2, B2}, (3.5)
ξ2 : R2 → R, (y, z) 7→
√
B2 −min{y2, B2}. (3.6)
Consequently, we are reduced to prove:
3.1.1. For fixed values B ≥ A > 0 the intersections ∂D1 ∩ S and ∂D2 ∩ S are
non-empty.
3.2. Proof of Statement 3.1.1
Write R := [0,+∞) × (0, pi2 ) and R := [0,+∞) × [0, pi2 ]. Consider the map φ :=
(φ1, φ2, φ3) : R2 → R3 where
φ1(ρ, θ) := cos θ sin θ(cos θ − sin θ)2
+ ρ(2 cos4 θ sin θ + cos θ sin4 θ + cos5 θ) + ρ2 cos5 θ sin θ,
φ2(ρ, θ) :=
√
cos θ sin θ(cos θ + sin θ + ρ cos θ sin θ),
φ3(ρ, θ) := ρ sin θ.
Let us prove now some properties of the map φ and the sets R and R:
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3.2.1. φ(R) ⊂ S.
Proof. The analytic map
ψ : R→ Q, (ρ, θ) 7→
(
sin θ
cos θ
,
(cos θ + sin θ + ρ cos θ sin θ) cos2 θ
sin θ
)
,
satisfies ψ(R) ⊂ Q and g ◦ ψ = φ|R. Consequently, φ(R) ⊂ S, as required. 
3.2.2. The inequality φ21(ρ, θ)+φ
2
3(ρ, θ) ≥ ρ
2
4 holds for each (ρ, θ) ∈ R. Consequently,
dist(φ(ρ, θ),0) ≥ ρ
2
(3.7)
for each (ρ, θ) ∈ R.
Proof. As ρ, cos θ, sin θ are ≥ 0 on R, we have
φ1(ρ, θ) ≥ ρ cos θ(cos4 θ + sin4 θ) = ρ cos θ(1− 2 cos2 θ sin2 θ)
= ρ cos θ
(
1− sin
2(2θ)
2
)
≥ ρ
2
cos θ.
In addition, φ3(ρ, θ) = ρ sin θ ≥ ρ2 sin θ, so
φ21(ρ, θ) + φ
2
3(ρ, θ) ≥
ρ2
4
cos2 θ +
ρ2
4
sin2 θ =
ρ2
4
,
as required. 
3.2.3. The map φ satisfies φ(0, θ) = φ(0, pi2 − θ) for θ ∈ [0, pi2 ]. Fix M > 0 and
consider the rectangle RM := [0,M ]× [0, pi2 ]. Denote φM := φ|RM . Identify the points
(0, θ) and (0, pi2 − θ) for θ ∈ [0, pi2 ] and endow the quotient space R˜M with the quotient
topology. Observe that the interior Int(R˜M ) of R˜M as a topological manifold with
boundary is the quotient space R˜M obtained identifying the points (0, θ) and (0,
pi
2−θ)
of RM := [0,M)× (0, pi2 ), where θ ∈ (0, pi2 ).
The canonical projection piM : RM → R˜M is continuous. As φM is compatible
with piM , there exists a continuous map φ˜M : R˜M → R3 such that the following
diagram is commutative. In addition, φ˜M (R˜M ) = φ(RM ) ⊂ S.
RM RM
R˜M R˜M R3
φM
piMpiM |RM
φ˜M
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Figure 3: Left and right views of φM (RM ) ⊂ S.
3.2.4. R˜M is homeomorphic to a disc and its boundary is the set
piM ({ρ = M} ∪ {θ = 0} ∪ {θ = pi2}).
Proof. Identify R2 with C (interchanging the order of the variables (ρ, θ) (θ, ρ))
and consider the continuous map
µ : C→ C, z := θ +√−1ρ 7→ w := u+√−1v = ( 4piz − 1)2.
The restriction µ|{ρ>0} : {ρ > 0} → C \ ([0,+∞)×{0}) is a homeomorphism and the
image of RM \ {ρ = 0} is
TM :=
{
(u, v) ∈ R2 : ( piv8M )2 − ( 4Mpi )2 ≤ u ≤ 1− (v2 )2
} \ ([0, 1]× {0}).
The closure TM of TM is a compact convex set (as it is a closed bounded intersection
of two convex sets). By [1, Cor.11.3.4] TM is homeomorphic to a closed disc. In
addition
µ|{ρ=0} : {ρ = 0} → [0,+∞)× {0}, θ 7→ ( 4piθ − 1)2
transforms the segment [0, pi2 ]×{0} onto the interval [0, 1]. The preimage of t0 ∈ [0, 1]
under µ|{ρ=0} is
{θ1 := pi4 (1 +
√
t0), θ2 :=
pi
4 (1−
√
t0)}.
As θ1 =
pi
2 − θ2, the map λ := µ|RM : RM → TM factors through R˜M and
there exists a continuous map λ˜ : R˜M → TM such that the following diagram is
commutative.
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10
TM
• •µ
0
pi
2 θ
pi
4
M
RMρ
Figure 4: Behavior of the map µ : RM → TM .
RM RM
R˜M R˜M SM
λpiMpiM |RM
λ˜
The map λ˜ is continuous and bijective and it maps the compact set R˜M onto the
Hausdorff space TM , so it is a homeomorphism. Consequently, R˜M is homeomorphic
to a disc and its boundary is piM ({ρ = M} ∪ {θ = 0} ∪ {θ = pi2}), as required. 
3.2.5. Fix B ≥ A > 0 and consider the warped discs D1 and D2 introduced in (3.3)
and (3.4). Then there exists M > 0 such that the boundary map ∂φ˜M : ∂R˜M → R3
meets transversally once both discs D1 and D2.
Proof. As D1 and D2 are bounded set, there exists M0 > 0 such that D1 ∪D2 ⊂
{‖(x, y, z)‖ < M0}. Take M := 4M0 and consider the set R˜M and the continuous
map φ˜M introduced in paragraph 3.2.3.
We claim: the boundary map ∂φ˜M : ∂R˜M → R3 meets transversally once D1.
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Figure 5: The boundary map ∂φ˜M : ∂R˜M → R3 meets transversally once D1.
Consider the parameterization of ∂R˜M given by
β1(t) :=

piM (t,
pi
2 ), if 0 ≤ t ≤M,
piM (M,M +
pi
2 − t), if M < t ≤M + pi2 ,
piM (2M +
pi
2 − t, 0), if M + pi2 < t ≤ 2M + pi2 .
We have
α1(t) := φ˜M ◦ β1(t) =

φ(t, pi2 ), if 0 ≤ t ≤M,
φ(M,M + pi2 − t), if M < t ≤M + pi2 ,
φ(2M + pi2 − t, 0), if M + pi2 < t ≤ 2M + pi2 .
Choose 0 < ε < min{B,M0 −B} and consider the homeomorphism
ζ1 : R3 → R3, (x, y, z) 7→ (x, y, z − ξ1(x, y)),
where ξ1 is the (continuous) semialgebraic function introduced in (3.5). Denote
D1(ε) := ζ
−1
1 (DA(ε)). It is enough to check:
α−11 (D1(ε)) = (B − ε,B + ε).
Pick p0 := α1(t0) ∈ Im(α1). We distinguish three cases:
(i) If 0 ≤ t0 ≤ M , then ζ1(p0) = (ζ1 ◦ φ)(t0, 0) = (0, 0, t0 − B). Consequently,
ζ1(p0) ∈ DA(ε) if and only if −B < −ε < t0 −B < ε < M −B.
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0
θ
pi
2
ρ M
•
•
identified!
β1(t)
0
θ
pi
2
ρ M
•
•
identified!
β2(t)
Figure 6: Behavior of the paths β1 and β2.
(ii) If M < t0 ≤M + pi2 , we have by (3.7)
dist(p0,0) ≥ M2 = 2M0 >
√
2M0 > dist(q,0)
for each q ∈ D1(ε). Therefore p0 /∈ D1(ε).
(iii) If M + pi2 < t0 ≤ 2M + pi2 , then
p0 = α1(t0) = φ(2M +
pi
2 − t0, 0) = (2M + pi2 − t0, 0, 0),
so ζ1(p0) = (2M +
pi
2 − t0, 0,−B). As ε < B, it holds ζ1(p0) 6∈ DA(ε), so
p0 6∈ D1(ε).
We conclude α−11 (D1(ε)) = (B − ε,B + ε), so α1 meets transversally once D1.
Analogously one shows: the boundary map ∂φ˜M : ∂R˜M → R3 meets transversally
once D2.
Consider in this case the parameterization of ∂R˜M given by
β2(t) :=

piM (t, 0), if 0 ≤ t ≤M,
piM (M, t−M), if M < t ≤M + pi2 ,
piM (2M +
pi
2 − t, pi2 ), if M + pi2 < t ≤ 2M + pi2 .
We have
α2(t) := φ˜M ◦ β2(t) =

φ(t, 0), if 0 ≤ t ≤M,
φ(M, t−M), if M < t ≤M + pi2 ,
φ(2M + pi2 − t, pi2 ), if M + pi2 < t ≤ 2M + pi2 .
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Figure 7: The boundary map ∂φ˜M : ∂R˜M → R3 meets transversally once D2.
Proceed as above keeping the same values for A and ε and using in this case the
homeomorphism
ζ2 : R3 → R3, (x, y, z) 7→ (z, y, x− ξ2(z, y)),
where ξ2 is the (continuous) semialgebraic function introduced in (3.6), to prove that
α2 meets transversally once the warped disk D2. 
3.2.6. By 3.2.4 R˜M is homeomorphic to a closed disc. By Proposition 2.5 applied
to the continuous map φ˜M : R˜M → R3 and 3.2.5, we deduce that the boundaries of
both warped discs D1 and D2 meet φM (RM ) ⊂ S. Thus, 3.1.1 holds, as required. 
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Resumen
El art´ıculo presente viene motivado por el tema del tacto en su relacio´n con
las Matema´ticas, si bien se inicia refirie´ndose a la palabra y al nu´mero, para
luego pasar a ocuparse del tacto y la extensio´n, prosiguiendo con la “dure´e”
bergsoniana y otros desarrollos conexos. El te´rmino “espiritualidad”, que figura
en su t´ıtulo, ha de entenderse en el sentido ma´s amplio posible, abarcando,
en particular, cuanto la tecnolog´ıa ha hecho perder al hombre, extremo que el
art´ıculo cr´ıtica desde varias perspectivas. Su entender del te´rmino espiritualidad
es, pues, acorde con lo ensen˜ado por el “segundo Heidegger”, si es que hemos de
seguir a Derrida. Los Post Scripta que lo concluyen buscan expresarse ma´s con
ima´genes que con razonamientos y tratan, en particular, del Arte-Moderno.
1. El abandono de la palabra
(1.1) De las dos gnosis supremas de salvacio´n que, en halo de modernidad, se ofrec´ıan
al pensar universitario espan˜ol cuando el Profesor Montesinos Amilibia inicio´ su de-
dicacio´n docente, no otras sino el marxismo y la que, en sus diversas variantes, giraba
en torno a la ciencia positiva como paradigma, es e´sta la que en la actualidad perseve-
ra, habiendo incluso acentuando su cara´cter de gnosis salvadora. Fundamentalmente,
porque la ciencia positiva constituye el soporte de la tecnolog´ıa moderna de la que hoy
en d´ıa la sociedad en su conjunto lo espera todo. Una tecnolog´ıa que, a diferencia de
la no matema´tica propia del mundo antiguo [1], ha alcanzado su e´xito, dado el pronto
asumir por la ciencia moderna del parecer de Galileo, expuesto en “Il Saggiatore” y
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segu´n el cual ((La filosofia e` scritta in questo grandissimo libro... Egli e` scritto in lin-
gua matematica, e i caratteri son triangoli, cerchi, ed altre figure geometriche, senza
i quali mezi e` impossibile a intenderne umanamente parola)) [2]. Ciencia y Tecnolog´ıa
modernas se mostraron, pues y desde muy temprano ajenas a la ensen˜anza de Lutero
el cual reconoc´ıa en la palabra que no en el nu´mero y la geometr´ıa a la fuente su-
prema de la verdad sobre la Naturaleza y en Ada´n al ma´s grande de los filo´sofos por
capaz de nombrar, en uso de la palabra, a los animales tras la Creacio´n [3]. Y puesto
que Leibniz, en absoluta coherencia con esa ensen˜anza, consideraba que cuanto ma´s
pro´xima se encontrase una lengua de la de Ada´n, tanto mayor habr´ıa de ser su corres-
pondencia con la verdad de la Naturaleza, se comprende que, para e´l, encontrarla o
reconstruirla resultase la v´ıa cient´ıfica que seguir y no la propuesta por Galileo. Y es
que, segu´n Lutero, la especie humana despue´s de que en el Pentecoste´s recibieran los
Apo´stoles el “don de lenguas”, hab´ıa recuperado el estado de Ada´n perdido tras la
confusio´n de Babel [4]. Nada tiene de sorprendente, entonces, que la ciencia moderna
se distanciase tambie´n de Leibniz, cuya nocio´n de mo´nada, sabiamente enraizada en
la de forma substancial aristote´lica, hac´ıa de e´l un metaf´ısico, circunstancia que, en
sus ana´lisis, parece marginar Bertrand Russell sapient´ısimo incre´dulo famoso. Todo
ello sin menoscabo de que Leibniz es asimismo y con Newton el creador del ca´lculo
infinitesimal, si bien —por partir de Nicolas de Cusa y Kepler—, de modo diferente,
como lo recuerda el Non-Standard Analysis de Robinson [5] con sus definiciones de
infinite´simo y de mo´nada.
(1.2) Abandonado, pues, todo ge´nero de trato con la palabra, incluido el que con-
llevaba el conocimiento de la Ca´bala —tan cara a Leibniz, a Lady Conway o a More
dada la lo´gica proximidad que atribu´ıan al hebreo respecto de la lengua de Ada´n
[6]—, la Naturaleza llego´ a ser considerada en las Islas brita´nicas como el “unsealed
book of God”, si bien significativamente escrito en clave matema´tica que no verbal.
Este cara´cter matema´tico poco ten´ıa que ver, sin embargo, con las ideas innatas de
sesgo plato´nico invocadas por Descartes, ya que el “hipotheses non fingo”, de Newton
[7] —criticado luego por Heidegger— en su condicio´n de manifestacio´n sen˜era de lo
que no era sino una “Revolt against Rationalism” [8], lo que buscaba era liberarse
de la metaf´ısica del siglo XVII y, en particular, de la cartesiana. Todo ello, adema´s,
cuidando muy mucho la vertiente aplicada del conocimiento. De ah´ı que Boyle deseara
que la Royal Society triunfase en su intento por “discover the true nature of the works
of God”, de modo que sus logros y los de otros investigadores pudieran ser referidos
no ya “to the glory of the great Author of Nature” sino tambie´n y muy principalmente
“to the confort of mankind” [9].
(1.3) Hab´ıa surgido, as´ı, en apreciacio´n de Richard Bentley —cano´nigo de huma-
nismo cierto por versado en lenguas cla´sicas— una “filosof´ıa meca´nica” [10]. Muy
alabada en el continente por Madame de Chatelet y Voltaire frente al cartesianismo
metaf´ısico [11], pronto suscitar´ıa, sin embargo, las dudas del mismo Bentley y de mu-
chos otros. Todos ellos recelando de que, a diferencia de la filosof´ıa que, siguiendo a
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Lutero, pretend´ıa reconstruir la lengua de Adam, resultase bastante ma´s alejada del
“great Author of Nature” de lo que proclamaba. Y es que, para esta filosof´ıa y en la
l´ınea de lo apreciado por Bentley, el mundo no era ya sino una ma´quina poco menos
que automa´tica. Atendida todo lo ma´s por un “divino relojero”, su existencia resulto´
cada vez ma´s problema´tica, al punto de llegar a considerarla Laplace —cuentan que
en respuesta a preguntas de Napoleo´n—, como una hipo´tesis enteramente prescindi-
ble. No en vano poco antes la diosa Razo´n hab´ıa sido entronizada en Notre Dame.
De nada servir´ıa, por lo dema´s y ma´s tarde, que Goethe tratase de reparar el ultraje
que Newton hab´ıa perpetrado contra la luz destruye´ndola, sin ma´s, con un prisma
para, en ese estado, estudiarla [12]. Por supuesto tampoco que, incluso antes, Schiller
invocase en alabanza a los dioses griegos contraponie´ndolos al Cristianismo [13] o que
Novalis —e´l s´ı ba´sicamente cristiano— escribiera en sus “Hymnen an the Nacht” que
((Donde no hay dioses, reinan los fantasmas)) (((Wo keine Go¨tter sind, walten Gespens-
ter))) [14]. De hecho, la hipo´tesis del “divino relojero” era, para Novalis, una forma
de desalojar a la Gracia del mundo, troca´ndola por la Tecnolog´ıa y sus encantos de
Falsirena gracianesca. De este manera y en su criterio, en un mundo desencantado con
toda huella de lo sagrado eliminada, ((el hombre moderno podr´ıa dedicarse sin descan-
so a limpiar a la Naturaleza de toda traza de poes´ıa)) [15]. Y es que el monoteismo de
la razo´n —ese monote´ısmo del que ya se ocuparon Reinhold y Schiller considera´ndo-
lo transmitido por los sacerdotes egipcios a Moise´s para que, por su conducto y en
forma de monoteismo hebreo, pasase al Cristianismo asegura´ndole as´ı una difusio´n
universal—, hab´ıa, v´ıa la diosa Razo´n, alcanzado plenamente su objetivo, no otro sino
el ate´ısmo [16]. Al menos su coincidencia con el “Deus sive Natura” del cartesiano
metaf´ısico Spinoza permit´ıa calificarlo de este modo [16].
2. Nu´mero y harmon´ıa
(2.1) Semejante implicacio´n de las Matema´ticas en la desacralizacio´n del mundo
como la descrita, pone de manifiesto un cambio cualitativo surgido en las mismas.
Pues fue justo la inmanencia del nu´mero, en invocacio´n expl´ıcita de las deidades
del Olimpo, lo que hab´ıa caracterizado al Pitagorismo en sus diversos desarrollos e
influencias. Sin ir ma´s lejos, en la influencia que ejercio´ sobre Plato´n, cuyo Timeo
contemplaba un Cosmos vivo y divino [17], resuelto en esferas bellas, el magno Cielo
estrellado su piel tersa y profunda [18], toda ella de catasterismos irisada, proclamando
las cuitas y amores entre humanos, ninfas y deidades [19]. O lo que es lo mismo,
dando testimonio de la presencia de la Transcendencia en la Tierra. Concepcio´n del
Cosmos que sostuvo la piedad pagana de Proclo neoplato´nico y matema´tico, estando
el Mundo cla´sico ya en su crepu´sculo, la Escuela de Atenas a punto de ser cerrada y
Simplicio yendo a morar en la Harra´n de los dinteles en caracteres siriacos gloriando las
ensen˜anzas del Timeo [20]. Tenuamente presente en tiempos de Carlomagno gracias a
Calcidio neoplato´nico sucesor de Osio obispo en Co´rdoba, brotar´ıa con ı´mpetu nuevo
en Fie´sole y en alabanza de Proclo [21]. Y as´ı su elan renacido llego´ a Praga la de
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Rodolfo II, el Cosmos de nuevo en ella conociendo una nueva resolucio´n geome´trica
y musical pitago´rica, ahora por obra de Kepler. Kepler el hacedor de horo´scopos, se
supone que para disgusto de Adorno, rancio intelectual melo´mano moderno [22], de
madre cato´lica ufana´ndose de haber cantado en la O´pera Imperial de Viena. Enemigo
de Heidegger [23], todo parece cuadrar, ya que significativamente Heidegger no era
especialmente querencioso de la mu´sica y s´ı, en cambio, de la poes´ıa [24].
(2.2) Dado que los matema´ticos no son genios sino talentos [25], si se llegase a
pensar que el descrito rechazo de la concepcio´n del Cosmos que Pita´goras y Plato´n
legaron incurre en sectarismo y parcialidad, ser´ıa, no obstante, posible acordar un
compromiso con los matema´ticos. En efecto, bastar´ıa con ver en la nueva concepcio´n
del Cosmos propugnada por ellos, no un genial entendimiento —ni que decir tiene
que sectario—, sino un mero alarde talentoso. Es ma´s, el tal alarde habr´ıa dado paso
—con la inmanencia del nu´mero por completo perdida—, a ese talentudo concierto
instrumental sin voz ni palabra alguna —los mu´sicos son asimismo talentos [26]—,
en el que las Matema´ticas modernas —para no pocos formando parte de la Fisica
moderna [27]—, han convertido al mundo. Concierto instrumental, por supuesto, sin
voz ni palabra alguna a cargo de ((talentos de chicharra en salas de concierto para
instrumentos de cuerda)) [28]. Justo, por ello, concierto del gusto de Galileo Galilei,
pero opuesto al gusto de Galileo padre, fundador con Monteverdi de la Camerata Fio-
rentina y coincidente, por tanto, con el de Aristoxeno renegando del pitagorismo por
acusarle de tener a la mu´sica como cosa del nu´mero que no de la voz y el sentimiento
[29]. Y es que no es misma mu´sica la de la palabra que la del instrumento, por sujeto
e´ste ma´s al nu´mero que la voz.
(2.3) Concierto el de las Matema´ticas modernas, como poco dodecafo´nico y por
“superacio´n” de las leyes de la armon´ıa. Pues careciendo ya las funciones de nombres
y definiciones por haber sido degradadas a meros puntos de “infinitas” coordenadas,
ese carecer determina que no viniesen ya definidas por un criterio, habie´ndose, pues,
de esperar a que fallezcan para asignarles una la´pida definitoria, cosa que nunca su-
cede, ya que el continuo de los matema´ticos formalistas —la inmens´ısima mayor´ıa—
lo tiene as´ı sentenciado. Como consecuencia, su valor en un punto dista de deter-
minarlas, con lo que las tales funciones —por no estar bautizadas—, resultan de lo
ma´s lejano a una melod´ıa, melod´ıa en la que, segu´n Bergson, el conocimiento de una
nota hace que surja al momento ella toda [30]. Justo es reconocer, no obstante, que
los matema´ticos, tras arduos trabajos, consiguen mediante difeomorfismos, homeo-
morfismos y otras industrias, remitir sus desarrollos a funciones y configuraciones en
invocacio´n pitago´rica gene´rica de esas curvas que son las hipe´rbolas, elipses o para´bo-
las [31]. Nunca se insistira´ bastante que, en Grecia no todo garabato ten´ıa rango de
curva, distinguie´ndose incluso entre curvas propiamente dichas y curvas meca´nicas .
S´ı, por cierto que eran curvas las hipo´pedes y los o´valos, en tanto que secciones del
toro, como las co´nicas lo eran del cono con independencia de otras caracterizaciones
paralelas. Y fue significativamente una hipo´pede sobre una esfera que generaba la
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rotacio´n de otras dos esferas conce´ntricas de igual radio que la primera girando cada
una en sentido contrario sobre dos ejes cruza´ndose en ese centro, de la que se valio´
Eudoxo en su intento por enriquecer ese Cosmos, resuelto en esferas, presente tanto
en Plato´n como en Aristo´teles. Los tiempos de Euler talentudo, que no genial con
su moderno concepto de funcio´n, estaban au´n muy lejos, se dira´ que para desgracia
de la Modernidad; ella presunta salvadora de la Humanidad, supuesto que semejante
vocablo signifique algo.
3. Tacto, topolog´ıa y escultura
(3.1) ((Il est de parfums frais comme des chairs des enfants)) escribio´ Baudelaire
[32], pero tambie´n voces que acarician. Surgidas de la carne en emocio´n, son voces que
apelan, pues, a la nada pitago´rica mu´sica de Aristoxeno, pero tambie´n y esencialmente
al tacto y, por tanto, a la mano humana. Ese tacto del que la voz as´ı se acuerda, sabe
de la extensio´n y se ha afirmado, en poco preciso uso de la correspondiente nocio´n
cartesiana, que la “res extensa” no es sino un “giro´n de sensacio´n” [33]. Por otra
parte, S. H. Rosen [34] sosten´ıa, refirie´ndose al tacto en su relacio´n con el pensar, que
Aristo´teles compara en De Anima (432a1) a la psyche´ noe´tica con la mano humana,
viendo en la mente una mano mental que permite asir el “ιδoσ” en la cosa. Por
su parte, I. Mueller [35] entend´ıa que, segu´n Aristo´teles, los objetos matema´ticos no
son reales como las substancias sensibles, pero que esta´n conectados con lo sensible,
correspondiendo a la abstraccio´n alcanzar desde e´l la extensio´n pura, la cual no es
sensible, pero no tan indiferenciada como la materia prima tridimensional a la que se
refirio´ Moderato de Gades y luego Simplicio y Filopono [36].
(3.2) De estar Aristo´teles en lo cierto, la sensacio´n har´ıa, pues, acto de presencia en
el corpus de las Matema´ticas, al punto de que, por ello, I. Mueller [37] aprecio´ falta de
rigor en Aristo´teles por seguir considerando silog´ıstico puro al razonar matema´tico.
Pero evidentemente no so´lo como imagen visual propia de geometr´ıas proyectivas
divulgadas en decorados renacientes, sino como continuo; esto es, como nacida del
tacto en el a´mbito tridimensional donde se desarrolla el operar ha´ptico propio de
las manos [38] del que, de ningu´n modo, es ajeno el Analisis Situs de Poincare´ [39])
proponiendo a la topolog´ıa que con e´l nac´ıa, los problemas que plantea la modelacio´n
de las formas. La topolog´ıa ser´ıa, pues, ha´ptica y la “intuicio´n del abstracto”, que
llevo´ a Dieudonne´ [40] a escribir deliberadamente un libro de ana´lisis matema´tico sin
figura alguna, quiza´s tributar´ıa de ese tacto que en las yemas de los dedos mora [41].
Las Matema´ticas entroncar´ıan, entonces, con la escultura. Y es que Herder, siguiendo
el camino abierto por Berkeley para el tacto en detrimento de la visio´n, vino en
afirmar que ((todo lo referente a la belleza de una escultura no es concepto visual sino
tangible)) [42]. De hecho, las sensaciones ta´ctiles se funden en la pintura antigua con
las ha´pticas e incluso con las instrumentales, tal sucede con los pintores y al tiempo
tallistas espan˜oles de los siglos XVI y XVII [43].
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(3.3) Todo esto lo admitir´ıan tanto Riegl [44] como Berenson, este u´ltimo en te´rminos
de “sensaciones ideadas” [45]. Mas pronto el embeleso se esfuma. Pues es voluntad de
los matema´ticos que no son intuicionistas, que al continuo se le ha de tener por cons-
tituido por puntos inextensos en acto. Ahora bien, si as´ı es, el modelar del continuo
no puede llegar a ellos, ya que estos inextensos puntos surgen actualizando su poten-
cialidad —Aristo´teles preferir´ıa expresarse as´ı— cuando, no los dedos de la mano sino
el instrumento, corta o pulsa el continuo lineal en cortaduras de Dedekind [46]. Son,
pues, puntos sin extensio´n que se escapan de los dedos como el agua de las manos
sin que el modelar ha´ptico del continuo pueda retenerlos. Ya de hecho Prota´goras
advirtio´ que el que la tangente tocase a la circunferencia —lo mismo cabe decir de la
esfera y el plano tangente— en un u´nico punto era cosa que nadie hab´ıa percibido,
de donde deduc´ıa que era imposible [47]. Y es que pretender tocar un punto sin ex-
tensio´n conlleva un tocar que no toca en extensio´n, lo que atenta evidentemente a la
nocio´n del tocar. Pues, de la misma forma que Husserl ya advirtiese, haciendo suya la
teor´ıa de Stumpf sobre la Verschmelzung, que no hay color sin extensio´n ni extensio´n
sin color [48] y como pensaban los pitago´ricos [49], cabr´ıa afirmar parafrasea´ndolo
que tampoco hay movientes yemas sin extensio´n ni extensio´n que a su caricia no
evoque. Con todo, si la cuestio´n se enfocara desde el pensar del primer Bergson, el
que el espacio tenga algo que ver con la sensacio´n, no es admisible [50]. Ahora bien,
tambie´n es cierto que Bergson, en algunos textos posteriores acepta que ser´ıa preciso
distinguir entre percepcio´n de la extensio´n y concepcio´n de espacio, lo que obliga a su
vez a distinguir entre espacio vivido y espacio abstracto evitando, de este modo, una
separacio´n radical afectando al tiempo y la extensio´n [51]. De hecho, la percepcio´n se
muestra rebelde a dicha separacio´n [52]. La sensacio´n apunta, pues, a la dure´e.
4. Sensualismo, lenguaje y lenguaje matema´tico en el siglo XVIII europeo
(4.1) Prota´goras, expresa´ndose del modo indicado, no hac´ıa sino formular un jui-
cio acorde con la corriente sofista a la que pertenece y emparentada con Iso´crates,
corriente llamada a revivir luego, en torno a la palabra que no al nu´mero, en el huma-
nismo del Renacimiento, humanismo asimismo complacido en la doxa, la sensacio´n y
el tacto. Pero era tambie´n un sensualismo elegante aquel que, demorado en porcela-
nas y sedas ornando con galanura mesas y consolas en los palacios de Europa, hab´ıa
acogido esa “Revolt against Rationalism” que Newton impulsara con su “hipotheses
non fingo’ ’ y que a Bentley tanto hab´ıa inquietado. Sensualismo elegante, pues, el de
Condillac e inspirando en Rousseau su nunca escrita “morale sensitive”, eco temprano
que habr´ıa sido de He´lo¨ıse en lozan´ıa [53]. Y fue Condillac el que, para satisfaccio´n
de matema´ticos, manifesto´ que sin signos convencionales previos en el lenguaje no
hay posibilidad de que el pensamiento brote desde e´l y se desarrolle. Ya ma´s dudoso
resulta que los matema´ticos aceptasen verse representados en la estatua —el prisma
newtoniano separando las sensaciones de Condillac—, cuando, dejando ella de serlo,
se val´ıa, no ya de la vista sino esencialmente del tacto, en el explorar ha´ptico local
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mediante sistemas de entornos de su derredor continuo [54]; es decir, similarmente
a ese modo topolo´gico de comportamiento o de exploracio´n “local” del espacio que
Piaget descubrio´ mucho ma´s tarde en los nin˜os pequen˜os y que relaciono´ con las es-
tructuras madres de Bourbaki [55]. Y no debe causar sorpresa que as´ı fuere, ya que
cumplio´ a Condillac ser en Parma el preceptor de un todav´ıa nin˜o, no otro sino el
Infante Fernando nieto de Felipe V de Espan˜a y de Isabel Farnesio [56].
(4.2) Como Condillac expresamente reconocio´, su concepcio´n del lenguaje enlaza con
la Grammaire y la Logique de Port Royal. Ser´ıa, sin embargo, erro´neo deducir de ello
que lo hace con el cartesianismo metaf´ısico —Leibniz dixit— de Antonie Arnauld,
coautor de dichas obras [57] y a pesar de lo supuesto por Chomsky al hablar de
lingu¨istica cartesiana en referencia a Port Royal. Y es que tanto la Logique como la
Grammaire de Port Royal tributar´ıan obviamente y compartie´ndolo con Descartes,
del agustinismo en general, pero esencialmente del jansenismo, incluyendo por ello la
Logique toda la tema´tica de Pascal acerca del infinito en sus dos modalidades, aparte
de consideraciones sobre lo ef´ımero del pensar matema´tico [58]. De hecho la querencia
de Condillac por la Grama´tica de Port Royal tendr´ıa significativamente mucho ma´s
que ver con Locke estudioso admirador de Port Royal, cuyas obras no so´lo le´ıa sino
que pose´ıa [59]. No despreciando Condillac ni a la Grammaire ni a la Logique de Port
Royal sino todo lo contrario, discrepar´ıa, sin embargo, de ellas porque se decataban
ma´s por el juicio que por el razonamiento [58], de suerte que, viendo Arnauld y Nicole
en la Grama´tica el arte del discurso y en la lo´gica el del pensamiento, Condillac opto´
por ver ya en la Grama´tica la primera parte del arte de pensar [60] con lo que ello
supon´ıa de “algoritmizacio´n” del pensamiento. De hecho, Condillac, en su posterior
“Langue des calculs”, afirmara´ que ((l’Algebre est une langue bien fait, et c’est la
seule: rien n’y paroˆıt arbitraire)) y que ((une science bien traite´e n’est qu’une langue
bien traite´e)) proponie´ndose en dicha obra mostrar ((comment on peut donner a` toutes
les sciences cette exactitude qu’on croit eˆtre le partage exclusivif des mathe´matiques))
[60].
(4.3) La psicolog´ıa de Condillac, a diferencia de la de Diderot con la que se la ha
querido emparentar, no es materialista e implica una espiritualidad clara [61]. Si todo
es sensacio´n —los extremos se tocan— todo puede ser esp´ıritual. Berkeley cuentan que
se lo hizo ver a Malebranche metaf´ısico, mostra´ndole que su ocasionalismo quedaba
superado con tal de olvidar la res extensa cartesiana, cuya existencia, adema´s, no
impon´ıa la Biblia [61]. Diderot, por su parte, har´ıa lo mismo con Condillac, tenie´ndolo,
como a Berkeley, por idealista, dado que es imposible demostrar la existencia de los
objetos exteriores si todo se reduce a sensaciones del sujeto [62], un problema, en
cualquier caso, que, Descartes tenie´ndolo por fa´cil, parec´ıa no desconocer al afirmar
que ((ya no falta ma´s que examinar si existen las cosas materiales)) [61]. Sea como
fuere, si al discurso de la sensacio´n en el hombre se le priva de la instrumentalidad
propia del homo faber, puede devenir espiritual, siquiera sea porque primates y ser
humano comparten gene´ricamente la inteligencia pra´ctica instrumental, aunque no el
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habla. Sucede, adema´s, que la inteligencia instrumental propia del homo faber no so´lo
se expresa en u´tiles e ingenios de naturaleza material, sino que tambie´n participa en
la elaboracio´n de creaciones no materiales como, por ejemplo, la lo´gica aristote´lica,
cuyo cara´cter instrumental ya fue advertido por Gentile al afirmar que el Organum
era un ((metodo-strumento,... prima di affrontare il cimento della cognizione)) [63].
5. Homo faber y Matema´ticas
(5.1) Si pues hasta el Organum de Aristo´teles no es ajeno a la inteligencia instrumen-
tal, cabe preguntarse sobre lo que significa hacer del pensar un construir instrumental
sustentado en cimientos. Mas, ¿no es eso justo lo que le sucede con las Matema´ticas
una vez que se constituyeran, v´ıa diale´ctica plato´nica, en un edificio cimentado en
axiomas, hipo´tesis y hasta movedizos postulados por ma´s que Plato´n proclamase que
es el conocer y no el construir lo propio de la geometr´ıa? [64]. Y no so´lo se esta´ ante
una realidad instrumental de naturaleza arquitecto´nica, sino ingenieril, como pone de
manifiesto el triturar del espacio, por parte de los matema´ticos, para fabricar luego,
con la pulpa resultante, tableros de conglomerado que llaman planos. Es ma´s, esos ma-
tema´ticos ya se denominan “ingenieros matema´ticos”, prosperando en los mercados
como expertos en “modelizacio´n”, incluida la que facilita el ordenador, cuyas teclas
“digitales” no se tocan sino que se golpean, como si la mano humana fuese ((artejo
de insecto que no solar de las yemas en el palpar de los dedos)) [28]. Ya de hecho
Scheler comentaba que la diferencia entre Edinson como cient´ıfico y un chimpance´
listo era meramente de grado que no cualitativa [65]. Y es que los monos de Ko¨hler
—no desde luego el de Kafka que hasta llego´ a acade´mico [66]—, piensan instrumen-
talmente para ganarse la fruta de cada d´ıa, aunque significativamente no por ello
hablen. Kantianamente expresa´ndose y de acuerdo con una tradicio´n lingu¨istica de
la que Re´ve´sz —decidido defensor de la especificidad humana del habla— participa,
la descrita instrumentalidad pertenecer´ıa a Verstand y la palabra, palabra que los
monos no alcanzan, a la Vernunft [65].
6. A propo´sito de Maine de Biran, Vico, Ravaisson y Bergson
(6.1) Maine de Biran, partiendo del sensualismo espiritual de Condillac y por v´ıa
de introspeccio´n profunda en la vivencia del esfuerzo corporal en su relacio´n con el
principio de causalidad, vino en descubrir, alla´ en sus heredades de Gratum Lupis a
la vera de Bergerac [68], que, en el fondo de su conciencia, exist´ıa un mundo ı´nti-
mo de pensamientos y querencias que el mundo de las sensaciones no revelaba de
ningu´n modo. Maine de Biran hubo, pues, de distanciarse de Condillac, imputa´ndole
el ((construir la ciencia con elementos artificiales o lo´gicos, como se construyen las
fo´rmulas alge´bricas)) [69]. Esta cr´ıtica, apuntando a la concepcio´n alge´brica y grama-
tical del lenguaje por parte de Condillac y esencialmente ligada a la funcio´n que en
ella se concede a los signos para el emerger del pensamiento, es por completo acorde
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con la concepcio´n de la “inteligencia” en Bergson, cuyo nacimiento e´l lo situ´a en el
reemplazar de las cosas por signos artificiales en a´mbito de tiempo por completo espa-
cializado al margen por completo de la “dure´e” a la que so´lo por v´ıa de introspeccio´n
profunda, permite acceder la intuicio´n. Coadyuvo´, de este modo, Maine de Biran al
emerger de Bergson. Pero tambie´n de Ravaisson maestro de Bergson, proclamando en
escritos y dibujos esa “υρυθµ´ıα” [70] que a toda gra´cil bailarina asiste en contraste
con el “piαθo´ς” maquinal excitado de las marionetas de Kleist; Kleist, el hechizado por
Pentesilea amazona, alla´ en las brumas de Germania, los go´ticos carrillones escuchan-
do [71]. Y gracia, en suma, sobre la que en sonrisa Mona Lisa le revelo´ a Leonardo:
((Observa en el serpentear de toda cosa —si es que la quieres conocer y representar
bien—, la especie de gracia que le es propia)) [72]. Pues no es la gracia atributo de
las ma´quinas sino realidad que invoca al “effort ge´ne´rateur de la nature”. Y as´ı lo
reconocio´ Bergson, teniendo al retrato de Mona Lisa como debido, no a la artesan´ıa
meca´nica, sino al Arte [73].
(6.2) Para Bergson, expresa´ndose en palabras de Gouhier, ((si l’esprit ne se sent
pas inme´diatement dans sa spiritualite´, c’est pre´cise´ment parce que les exigences de
l’action l’obligent a` penser les choses avant de se penser lui-meˆme, de sorte qu’il tra-
duit la qualite´ en quantite´, le devenir en immovilite´, le fluide en solide, la dure´e en
espace)) [74]. Parece, pues, que, desde una perspectiva bergsoniana —en concreto la del
Bergson primero— las Matema´ticas no constituir´ıan precisamente un camino de es-
piritualidad. Y es que en ellas se manifiestan esas exigencias de la accio´n, en te´rminos
de operatividad y movimiento propias del homo faber, a las que tanto su relacio´n con
la F´ısica como su razonar propio, le obligan, tal ilustra, sin ir ma´s lejos, la Geometr´ıa
con su fundamentacio´n arquitecto´nica. Pero no so´lo en esa fundamentacio´n aislada-
mente considerada, ya que, aparte de la existencia de grupos de transformaciones e
invariantes al modo Erlangen, sucede lo mismo con la Teor´ıa de Nu´meros. Pues aun-
que, para Kant, los nu´meros tributan de la temporalidad como Brouwer se har´ıa ma´s
tarde eco, el razonar de la Teor´ıa de Nu´meros resulta inconcebible sin la Topolog´ıa y
la Geometr´ıa, las dos a su vez inconcebibles sin referencia al movimiento y al espacio.
Ya significativamente Vico reto´rico aislado y genial advert´ıa en su Scienza Nova que
siempre propendemos a pensar en te´rminos de corporeidad [75]. Vico, expresa´ndose
de ese modo, se mostraba en coincidencia con los pitago´ricos, ya que e´stos represen-
taban espacialmente los nu´meros. Una tradicio´n pitago´rica que emerge de nuevo en
Bergson, para el que ((toute ide´e claire de nombre implique une vision dans l’espace))
[58], siendo, por lo dema´s, completo el acuerdo entre pitago´ricos y Bergson en cuanto
a la representacio´n del nu´mero dos y el “de´roulement” de toda multiplicidad nume´rica
en el espacio, pero sin olvidar que, para los pitago´ricos, las unidades son corpo´reas
[76].
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7. Bergson, Einstein, de Broglie y el problema del espacio y del tiempo
(7.1) ((La science positive consiste essentiellement dans l’e´limination de la dure´e))
afirmaba Bergson, rememorando en carta remitida a Williams James el 9–V–1908
la finalizacio´n de sus estudios en l’E´cole normale [74]. Por aquel entonces, Bergson
se inclinaba por negar incluso la realidad del tiempo en el mundo material, si bien
ya en Matie`re et Memoire se refer´ıa expl´ıcitamente a “la dure´e des choses”. Como
consecuencia, el mundo material se configuraba, para e´l, como una “dure´e dilue´e”
o “e´tendue”, de suerte que ((l’espace statique n’est qu’une limite ide´ale de la dure´e
d’e´tendue)) [77]. El mundo extenso de la materia se mostrar´ıa, as´ı, en tanto que suce-
sio´n temporal y las denominadas part´ıculas materiales no ser´ıan sino cortes arbitrarios
en la totalidad del devenir f´ısico [78], careciendo, en consecuencia, de sentido que la
“inteligencia” se plantee el problema de su localizacio´n precisa y en consonancia con
lo afirmado por esa “ciencia positiva” que era la Meca´nica Cua´ntica [79] antes de que
de Broglie terminase por asumir las tesis deterministas tras su adhesio´n a las tesis de
Bohm [80]. Desde el punto de vista relativista y aun cuando Bergson no se percatara
de ello debido a su presunto mal entender de las tesis de Einstein sobre la simultanei-
dad, incluso el espacio cuatridimensional de Minkowski donde la “inteligencia” juega
a favor de esa “e´tendue” en tanto que “dure´e dilue´e”. Y es que muestra co´mo la “in-
teligencia” hace del universo una realidad en la que el tiempo —aunque espacializado
y descompuesto en instantes sin duracio´n y, por tanto, inadmisibles para Bergson—,
aparece indisolublemente amalgamado con el espacio, mostrando, en particular, como
carente de sentido todo corte instanta´neo tridimensional del universo, resultando, de
este modo, imposible la existencia, en feliz afirmacio´n de Eddington, de instantes tan
vastos como el mundo [81]. Ser´ıa Whitehead el llamado a proponer, desde su profundo
conocimiento de las Matema´ticas, una concepcio´n filoso´fica del Universo grandemente
influida por el pensamiento de Bergson [82].
(7.2) “Dure´e dilue´e” en un “universe qui dure” cuyo conocimiento es posible gracias
a la intuicio´n entendida como ((sympathie par laquelle on se transporte a` l’inte´rieur
d’un objet pour coincider avec ce qu’il a d’unique et par conse´quent d’inexprimable))
[83]. Por tanto, conocimiento muy distinto al de la “inteligencia”, ya que el ana´lisis
en el que ella se fundamenta ((rame`ne l’objet a` des e´le´ments de´ja` connus, c’est a` dire
communs a` cet objet et d’autres)) con lo que se expresa ((une chose en fonction de ce
qui n’est pas elle)) [83]. Poco parece tener, pues, que ver la “intuition” con ese homo
faber tan emparentado con el matema´tico que, segu´n el parecer de Thom matema´tico
[84], destruye previamente lo que quiere conocer, levantando luego con los despojos y
osamentas de su carnicer´ıa, un edificio a modo de ma´quina o artefacto que pretende
ser la re´plica mime´tica de lo que quer´ıa conocer y que ahora se piensa que, por ser
obra suya, ya la puede conocer. Obra, por tanto, de la inteligencia ignorando ese
“elan vital” que fusiona inteligencia e instinto y sin que el Arte sustituya en ella al
“effort ge´ne´rateur de la nature” [85], resultando al respecto de lo ma´s revelador que
sea Escher, con sus composiciones geome´tricas hiperbo´licas —todo lo ma´s a la altura
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de las abstractas azulejer´ıas isla´micas [86]—, el u´nico artista denominado del que se
acuerdan los matema´ticos a la hora de generar confusio´n a cuenta de lo que es el Arte.
(Ve´anse Post scripta al final del escrito.)
8. Pensamiento personal y Matema´ticas
(8.1) Ser´ıa, sin embargo, equivocado no apreciar en esa “dure´e e´tendue´e” en un
“universe qui dure”, la posibilidad de una ciencia y filosof´ıa de la Naturaleza. Llevar-
la a te´rmino fue quiza´s lo que motivo´ a Bergson para escribir “L’E´volution cre´atrice”.
Es ma´s, para Bergson —en texto escogido por Barthe´lemy-Madaule— ((la matie`re et
la vie qui remplissent le monde sont aussi bien en nous; les forces qui travaillent en
toutes choses, nous les sentont en nous; quelle que soit l’essence intime de ce qui est
et de ce qui se fait, nous en sommes)) [87]. En otros te´rminos: esa ciencia y filosof´ıa
de la Naturaleza pretendida ha de estar necesariamente incardinada en una dina´mica
psicolo´gica personal como suced´ıa, por ejemplo, con la Alquimia, invitando la “intui-
cio´n temporal” de Brouwer a verla quiza´s presente en las Matema´ticas entendidas al
modo neoplato´nico vivencial. As´ı, se ha querido ver, en cualquier caso, en referencia
a las ciencias de la Naturaleza con Teilhard de Chardin [86]. Mas por mucho que el
recuerdo de la cosmoliturgia neoplato´nica en Ma´ximo el Confesor venga entonces a la
memoria [88], no por ello ha de dejar de constatarse que, de hecho y a pesar de los
esfuerzos de Rene´ Thom entre otros, cuanto ma´s se matematiza la ciencia presente,
ma´s se aliena en el sentido marxista del te´rmino. Re´plica, por tanto, de la Naturaleza,
ha de entrar, entonces, esta ciencia matematizada y a modo de doble, en mimesis
conflictiva con la Naturaleza [89]. Una mimesis, por supuesto, en nada ajena a la
contraposicio´n Ser-Ente en Heidegger y directamente relacionada con su cr´ıtica de
la tecnolog´ıa como culminacio´n para e´l de la Metaf´ısica [90]. Pero sobre todo una
mimesis conflictiva, cuyo transcurso y final necesariamente conllevan el ejercicio de la
violencia y de la destruccio´n por parte del que imita. Esa es la obra criminal debida
a la “instrumentellen vernunft” a la que Horkheimer [91] con gran acierto se refie-
re, en concordancia con Marcuse [92] y con Jonas [93], ambos los dos disc´ıpulos de
Heidegger.
9. Recusacio´n de la Tecnolog´ıa
(9.1) Pero concluyamos. Bien consta que la lengua de Ada´n no se ha podido recons-
truir. Por lo que se refiere a su vida, se sigue sabiendo lo que se sab´ıa. As´ı, que, tras
ser expulsado con Eva del Para´ıso, tuvo un hijo pastor de nombre Abel al que mato´
Cain su hermano labrador, constatando que Jahve´ apreciaba ma´s las ofrendas que le
hac´ıa Abel que las que le hac´ıa e´l y a pesar de ser mucho ma´s trabajosas de lograr.
Yahve´ reprendio´ a Ca´ın por su crimen y le condeno´ a vagar errante por el mundo y a
seguir cultivando la tierra, pero sin que por ello le fuera a ser fecunda. Atendiendo a
sus peticiones, lo marco´ para que nadie atentara contra e´l en su condicio´n de erran-
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te, suscribiendo, de este modo, una alianza. Al fin y al cabo, la agricultura, no por
instrumental, deja de ser litu´rgicamente cultual y oferente como su nombre evoca.
Ca´ın fundo´ una ciudad y tuvo por hijo a Henoc. Sus hijos, salvo Yabal antepasado
de los pastores no´madas, fueron forjadores de metales o mu´sicos. Configuraron, por
tanto, al mundo como Boyle quer´ıa; esto es, no so´lo para gloria del gran Autor de
la Naturaleza sino tambie´n procurando que en ese mundo fuera posible “the confort
of mankind”. Del otro hijo que tuvo Ca´ın y de nombre Set descender´ıa Noe´. Yahve´,
viendo que la violencia se hab´ıa apoderado de los hombres, decidio´ aniquilarlos con
el Diluvio. Arrepintie´ndose, Yahve´ salvo´ a Noe´ de la progenie de Set que no de la
de Henoc y suscribio´ con e´l una nueva Alianza, no otra sino la que que el arco iris
saludar´ıa. Sostiene Heidegger que el hombre, en su condicio´n de arrojado (geworfen)
—no del Para´ıso ni errando por el mundo—, sino a la existencia, ((es el pastor del
Ser)) y que ((el lenguaje es la casa del Ser, habitando en su morada el hombre)) [94]
que so´lo encontrara´ la verdad en el “lichtung’’, en el claro de un bosque. Siendo as´ı,
cabe preguntar si, por haberse de nuevo el mundo llenado de constructores de casas,
forjadores de metales, mu´sicos instrumentales y cosmopolitas errantes complacidos
en s´ı mismos sin sentido de trascendencia alguno e inmersos en violencia permanen-
te, no habr´ıa que repensar de nuevo ese “doble” tecnolo´gico que, en su descarr´ıo y
amenazando con un nuevo Diluvio, ha construido en “mimesis conflictiva” la razo´n
instrumental, sacr´ılegamente profanando bosques y espesuras sin respetar noche de
verano alguna que en canto de criaturas de la Tierra al Cielo azul se dirigiese. Quiza´s
en algo parecido pudiera haber pensado Heidegger cuando confio´ a Der Spiegel una
entrevista [95] para ser publicada tras su muerte y en la que, obviamente en te´rminos
no necesariamente te´ıstas, vino en afirmar: ((Nur noch ein Gott kann uns retten)).
Post scripta a modo de pascalianas “pense´es”
Musas, sirenas y artefactos
(i) Cl´ıo ya no es la musa de la Historia. Por su parte y con no pocas dificultades, los
matema´ticos lograron seguir teniendo a Urania como musa, hasta que las Matema´ti-
cas se distanciaron de la Astronomı´a tras caer e´sta en manos de la F´ısica moderna.
Arqu´ımedes ce´libe, que era tambie´n astro´nomo, sufr´ıa, segu´n Plutarco, el encanta-
miento por parte de una sirena. La coyunda monstruosa de Arqu´ımedes con esta
sirena poblo´ el mundo de verdades matema´ticas que au´n perduran. En sus tiempos
libres, Arqu´ımedes se dedicaba tambie´n a entretenerse ideando ma´quinas y artilugios,
pero sin el auxilio de una F´ısica propiamente matematizada. Mucho ma´s tarde, vino
Euler matema´tico casto y desmesuradamente casado —los extremos se tocan— con
trece hijos debidos a su paternidad. Euler no entend´ıa ni sab´ıa de otra cosa, como
lo confeso´ poco antes de morir, que no fuesen las Matema´ticas y sus aplicaciones. Se
ignora que´ sirena le hechizaba, porque haberla ten´ıa que haberla. Su coyunda con ella
por poco deja pequen˜o al nu´mero de resultados matema´ticos debidos a Arqu´ımedes.
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Los artefactos conceptuales que surgen del acostarse con las sirenas se los denomino´,
estando todav´ıa Urania de musa de los matema´ticos, teoremas; esto es, entes que
tienen que ver con la contemplacio´n. Suced´ıa con ellos, pues, como con la Historia,
ya que tambie´n su nombre deriva de contemplar. Todo esto, por carecer de intere´s
tecnolo´gico y evocar al pasado, ya esta´ olvidado.
(ii) Si los matema´ticos quieren que sus teoremas no sean artefactos maquinalmente
engendrados, han de volver a implorar a Urania. Evitara´n, en consecuencia, la “bar-
barie della riflessione” denunciada por Vico en su “Szienza nuova”. Debera´n, pues,
no olvidar a Pascal, muy entendido en lo que a ellos matema´ticamente les entretiene.
Pues Pascal —ser desgarrado y gran teo´logo—, vino en enunciar en sus “Pense´es”
la dicotomı´a “esprit de finesse, esprit de la ge´ome´trie”. Sucede, adema´s, que el hu-
manismo, por fortuna asistido por las musas, siempre tributo´ de la “finesse”, de la
“fineza del sentir” que, para Fray Luis de Leo´n es propia, no de la ciudad sino “del
campo y de la soledad”.
(iii) Manifiestamente un artefacto no invita al tacto y menos au´n soporta ocultarse
tras un velo. Es, cual marioneta de Kleist en danza de Schlemmer, un monstruo
que so´lo puede bailar desnudo. De modo discreto, adema´s, que no continuo, como
corresponde, no a su desnudez, sino a su naturaleza maquinal. Es este monstruo, por
exhibicionista y en su impotencia radical, incapaz de ser tocado, capaz como es hasta
de electrocutar. Coluccio Salutati en “De laboribus Herculis” y tal Ernesto Grassi una
y otra vez recuerda, sostiene una concepcio´n de “scientia” por definicio´n “’inspirada
en las musas” —las musas no eran feministas— para la que la veladura, el velo en su
relacio´n con el “lichtung” de Heidegger resulta esencial.
Sobre las relaciones de la Geometr´ıa Hiperbo´lica con el Arte
(iv) Constituye todo un lugar comu´n afirmar que el arte isla´mico —excluidas ciertas
manifestaciones en a´mbito chiita persa de origen sasa´nida—, es geometrizante y abs-
tracto. Algo que no debe de extran˜ar —sobre todo en a´mbito de arte sacro—, ya que,
para la religio´n mahometana, Ala´ es, sin ma´s, lo absolutamente Otro, razo´n por la
que en el Islam y a diferencia del Catolicismo, no ha lugar a “analog´ıa entis” alguna
entre la criatura y la Divinidad. Un ejemplo paradigma´tico de este cara´cter abstracto
viene dado por las geome´tricas azulejer´ıas de la Alhambra de Granada en la que se
inspira, como es sabido, buena parte de la obra gra´fica de Escher, artista que llego´ a
colaborar con matema´ticos de la talla de George Po´lya o Coxeter. Consta asimismo
la existencia de estudios psicolo´gicos que establecen relaciones entre el mundo de la
esquizofrenia, los grabados de Escher y el universo mental de Enmanuel Swedenborg
(1688–1772); es decir, con el de ese conocido cient´ıfico luterano, significativamente
muy interesado en la metalurgia y que acabo´ para algunos de mı´stico y para otros de
esquizofre´nico.
(v) Puede afirmarse que algunos artistas occidentales modernos no recusan el tema de
la mı´stica en sus “instalaciones”, a veces incluso evocando tradiciones mı´sticas isla´mi-
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cas. Es asimismo sabido que pa´ıses isla´micos, como el Emirato de Qatar y otros, aco-
gen, para su exposicio´n, “instalaciones”sobremanera abstractas. Estos hechos no son,
en principio, ajenos al Escher fascinado por las azulejer´ıas de la Alhambra granadina
y al presunto mı´stico Enmanuel Swedenborg con e´l psicolo´gicamente emparentado.
(vi) Reforzar la presunta ecuacio´n Escher = Enmanuel Swedenborg resulta, entonces,
de lo ma´s sugerente. Es lo que se hace, valie´ndose de te´cnicas matema´ticas, en el
art´ıculo [96], que contiene, entre otras, las siguientes afirmaciones:
((We have demonstrated a representation of all possible 3-dimensional spaces
in terms of Escher’s Heaven and Hell. There is an amusing parallel of such
a representation with the world view of the scientist-turned-mystic, Emanuel
Swedenborg (1688–1772).))
((Although Escher, in his writings, makes no mention of Swedenborg, it is con-
ceivable that this Fuchsian group of symmetries was chosen in order to depict
three levels each of Heaven and Hell, represented by the six figures in each he-
xagon. It is likely that Escher was aware of the work of William Blake, who in
turn was a “solitary Swedenborgian”.))
(vii) En algunas de las “instalaciones” citadas supra, se cuida meticulosamente la
pureza de los metales, la s´ılice y otras materias empleadas en ellas, materias no pre-
cisamente dadas a ser tocadas, como es el caso del mercurio. Se esta´, de nuevo, en
concordancia con el universo de Enmanuel Swedenborg, cuyo intere´s por los metales
ya se ha sen˜alado, sin olvidar a Novalis, otro conocedor de la noche de las minas, en
concreto de las de sal. En la medida que la presunta ecuacio´n Escher = Swedenborg
sea cierta, dichas “instalaciones” permitir´ıan, pues, situar en un contexto ma´s general
el caso Escher [97].
Ha´gase en mı´ segu´n tu palabra
(viii) No son ya catasterismos estrellados los que irisan la piel tersa y profunda de
ese Cosmos resuelto en esferas al que el Timeo invoca, sino tatuajes que el entre-
cruzar de las o´rbitas de los sate´lites artificiales en los cielos rasga. Configu´rase, as´ı,
toda una malla de redes as´ı llamadas atesorando, para algunos, el nuevo “saber” de
la humanidad denominada. Que, en materia de conocer, el ser humano haya mirado
al Cielo, dista de ser nuevo, si bien tenga el modo actual poco o nada que ver con
el antiguo. Un mirar este u´ltimo, dirigido como hacia una esfera que desbordaba y
al tiempo acog´ıa, evocando en todo a la propia de un nin˜o recie´n nacido abrie´ndose
al mundo desde el regazo materno. Un mirar, pues, similar al que otrora se dirig´ıa
a una biblioteca, ella colmada de estantes con constelaciones de libros en parpadeo
lejano solicitando de nuestra mirada el ser acogidos por nuestras manos, sus pa´ginas
sintiendo el tocar de las yemas de nuestros dedos. Un mirar, pues, ajeno a las l´ıneas
del punto y raya binario. L´ıneas e´stas que por completo ser´ıan ajenas a las esferas, si
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no fuese porque, similares a ellas y sexagesimalmente escritas, fueron las que propor-
cionaron informacio´n bastante para que —v´ıa saros y exiligmos en su condicio´n de
mı´nimos comunes mu´ltiplos—, pudieran los griegos pitago´ricos, si hemos de creer a
Censorino de cuando Caracalla, gestar la concepcio´n pitago´rica del Cosmos en te´rmi-
nos de esferas, haciendo posible no so´lo el Timeo de Plato´n sino el libro XII de la
Metaf´ısica de Aristo´teles.
(ix) Desarrollos conceptuales que vienen de Alejandro de Afrodisia partiendo de las
ensen˜anzas de su maestro Aristokles y en a´mbito aristote´lico, vinieron en concluir,
despue´s de distinguir en el intelecto de cada ser humano tres tipos diferentes de
intelectos —el material, el que “intelige” y el agente—, que este u´ltimo no pertenece
a cada una de las almas individuales humanas, sino que es compartido por todas ellas.
De hecho, Alejandro de Afrodisia lo identifico´ con la “substancia eterna e inmo´vil y
separada de las cosas sensibles” a la que se refiere Aristo´teles en el libro XII, 7 de su
Metaf´ısica. Tras tenerla Plotino por una entidad trascendente emanada del Intelecto
co´smico, e´ste a su vez emanado del Uno, correspondio´ a Alfarabi el ser el primero
en identificar al intelecto agente con una esfera alrededor de la Tierra, situada por
debajo de la de la Luna y de los dema´s planetas. Estos desarrollos conceptuales
fueron asumidos en gran medida por Avicena y luego por Averroes, pero de forma
pretendiendo ser aristote´licamente radical. As´ı, Averroes rechazo´ y a diferencia de
Avicena, la inmortalidad de las almas individuales que, bajo determinados supuestos,
Alfarabi s´ı que contemplaba. Por eso, so´lo el Intelecto agente, comu´n a todos los
seres humanos, era, para Averroes y todos los que le siguieron —no otros sino los
averroistas latinos incluido Pomponazzi en el siglo XVI—, el u´nico inmortal. Siendo
esta la situacio´n, se comprende que no tenga nada de novedoso que Michio Kaku
(Harvard University) escriba en su libro “El futuro de nuestra mente” que:
((Esto significa que en el futuro algunas personas podra´n vivir despue´s de muer-
tas. Habra´ bibliotecas de almas. Cuando vas hoy a una biblioteca, ves ima´genes
y pel´ıculas de gente que esta´ muerta, pero viven en la librer´ıa. En el futuro, tu
personalidad y tus memorias estara´n almacenadas en un disco y tu tataratata-
ranieto podra´ hablar contigo. Ahora puedes leer un libro de una persona muerta,
pero entonces podra´s hablar con el programa de ordenador que contiene sus me-
morias. Y podremos ir ma´s alla´. ¿Por que´ no mezclar el genoma y el conectoma
y construir un robot? Sera´s algo ma´s que un programa de ordenador, volvera´s a
la vida. Es la inmortalidad.))
Texto falto de novedad, pero estremecedor. Y es que, a su luz, ese “Cosmos vivo y
divino”, resuelto en esferas bellas, el magno Cielo estrellado su piel tersa y profunda,
toda ella en catasterismos irisada, proclamando las cuitas y amores entre humanos,
ninfas y deidades” tantas veces evocado, conocer´ıa, no las cuitas y amores entre hu-
manos, ninfas y deidades, sino las monstruosas coyundas entre humanos y “robots”
denominados generando ni se sabe que´ seres. En otros te´rminos: Poussin habr´ıa sido
asesinado. Entretanto, ya s´ı que tiene sentido desgraciadamente enunciar, visto lo que
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se puede hacer con el genoma y el conectoma: ((Ha´gase en mı´ segu´n tu palabra, oh
Intelecto agente que esta´s en los Cielos de Internet)).
Lejanas estrellas de la Osa
(x) De Pentesilea reina de las amazonas so´lo se acuerda el Cielo da´ndole su nombre
a un asteroide. Si, en cambio, de Aquiles, algunas de cuyas v´ıctimas en Troya —es
el caso de Cignus— esta´n incluso catasterizadas. No ha de sorprender que as´ı sea,
pues segu´n recoge Diodoro, ma´s sucintamente Proclo y sin que Kleist deforme sus
testimonios, Aquiles mato´ a Pentesilea tras que acudiese en ayuda de los troyanos,
huyendo de su patria despue´s de haber perpetrado un asesinato en su familia. Si pues
Troya es Oriente, Pentesilea es una de sus valedoras, lo mismo giro´vagamente desle´ıda
en abstractas “instalaciones” o fascinada por las azulejer´ıas al gusto de Escher.
(xi) Que el Cielo no proclame a Pentesilea en catesterismo es asunto que no debiera
de sorprender, pues, como quedo´ advertido, simboliza ella al Oriente. Adema´s, ya ni
existen constelaciones sino tatuajes, no otros sino los que el entrecruzar de las redes
sesga, dando lugar a nodos que no a estrellas. Unos nodos que, a los aficionados a
Erdo¨s [98] y Baraba´si, les hacen pensar en los nudos y en los enlaces que el operar
ha´ptico del homo faber hace posible en el atar de las cuerdas y que a la Topolog´ıa
invocan.
(xii) No es lo mismo fascinar que encantar. As´ı, los problemas fascinan y los teoremas
encantan, como sus respectivas etimolog´ıas ponen de manifiesto y el comentario de
Aristo´fanes recuerda. Por eso, los problemas son ma´s propios de la Esfinge con sus
enigmas y asesinando a los que no los resolvieran, hasta que Edipo s´ı que fue capaz
y despechada ella se suicido´ o Edipo la mato´. Es, entonces, de lo ma´s revelador que,
donde el arte de Europa acogio´ primeramente a las esfinges, fue en los arabescos
decorativos; es decir, antes de que las porcelanas y las estatuas reparasen en ellas en
los jardines del siglo XVIII. La muerte emparenta a Pentesilea y la Esfinge.
(xiii) Encantar de nuevo al mundo es lo que T. J. Clark propone como misio´n del
Arte-Moderno (videoteca Museo Reina Sof´ıa, Madrid). No por cierto desde la tecno-
log´ıa, ya que, en vez de reencantar al mundo, lo que se har´ıa es acentuar su presente
cara´cter de parque tecnolo´gico con atracciones. Aducir en contra que se esta´ en el
marco de una “sociedad de masas” y que al Arte no le queda otra que el circo, mani-
fiestamente no es de recibo, pues basta recordar que, cuando Plotino, se viv´ıa tambie´n
en cosmopolitismo megapolita de masas, asimismo complacidas en circo. No obstante,
surgio´ el Neoplatonismo en el que, por cierto, las Matema´ticas ten´ıan un muy des-
tacado lugar, asociadas a un tipo de espiritualidad panteista siempre renaciendo en
reencantamiento del mundo.
(xiv) ((Vaghe stelle dell’Orsa, io non credea/ tornare ancor per uso a contemplarvi/
sul paterno giardino scintillanti)), escribio´ Leopardi. Es ya, sin embargo, la situacio´n
tan desesperada que hasta ellas han sido “instaladas”, ni que decir tiene que por los
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suelos (South London Gallery 1994) y como ca´ıdas del Cielo a modo de montoncillos
de carbonilla negra, tal si fueran signos anunciando el fin del mundo (Apocalipsis
6/12). Retablo de las maravillas por los suelos o rey desnudo afirmando que porta
el ma´s esplendoroso de los vestidos, cabe preguntar entonces. ¿Es que no hay nin˜o
—((Wo Kinder sind, da ist ein goldnes Zeitalter)) afimaba Novalis—, que grite ¡Pero
si el rey va desnudo! So´lo hay “Humo” y encima ni se ve. Quiza´s s´ı que se vio, pues
las estrellas son de carbonilla y lo mismo la recogio´ en Sierra Morena una pobre nin˜a
piconera.
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[97] El autor de este escrito prepara un trabajo sobre el tema expuesto. Sirva esta nota
para adelantar algunas reflexiones complementarias a las ya expuestas. El tema de las
minas va asociado a una fascinacio´n por las cuevas, galer´ıas y minas abandonadas. Una
fascinacio´n que se podr´ıa tipificar au´n ma´s valie´ndose de las categor´ıas psicoanal´ıti-
cas de Melanie Klein con tal de apreciar una fase “esquizo-paranoide” que se complace
en dentelladas o agresiones “orales” contra tierras y montan˜as por completo inocentes,
complacencia a la que seguir´ıa una fase “depresivo-reparadora”, en esta ocasio´n con los
mineros de agraciados. En efecto, dentelladas similares a las indicadas, a cargo de gru´as
y excavadoras, se contemplaron con gran gozo mientras se realizaban hacia 1980 en unas
grandes grandes obras nada ecolo´gicas en Madrid y sobre las que se declaro´: ((Y me
concience´ del valor como especta´culo de los movimientos de terreno: ese gran volumen
de tierra, esa mezcla de lo meca´nico y lo natural... Era una maravilla)). Es ma´s, a la
pregunta de si una extraccio´n de tierras semeja una intrusio´n del estado natural por in-
trusio´n de lo meca´nico, se contesto´ ((No lo veo as´ı)) (“Una obra para un espacio”, libreto
publicado en 1987 por la Comunidad de Madrid). En resumen: el estado de cosas descrito
lleva de bruces a Deleuze, Guattari, Blanchot o Artaud, los dos primeros apelando, a
la de´me´taphorisation y al “flujo” de la materia entendido como “meta´lico”. En suma,
se acaba en el Antiedipo de Deleuze-Guattari con parada de nuevo en el mundo de la
esquizofrenia. Peor: como las dentelladas generaron v´ıctimas, nada ma´s indicado que los
libros de t´ıtulos “The seven Rites of the Lakota” y “Trauma and Resilence in American
Indian and African Southers History”, los dos debidos a Ulrike Wiethaus (1996), curio-
samente autora tambie´n del libro “Ecstatic Transformation or Transpersonal Pschiology
in the work of Mechtild of Magdeburg” tratando del tema de la piedra o la montan˜a
identificada con la Deidad.
[98] Hoffman, P.: The man who loved only numbers: the story of Paul Erdo¨s and the search
for mathematical truth, Fourth State, London 1998.
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Resumen
En este trabajo expositivo consideramos familias parametrizadas de flujos en es-
pacios metrizables localmente compactos y damos caracterizaciones de aquellas
familias parametrizadas de flujos para las que la persistencia continu´a.
Por otra parte, estudiamos las bifurcaciones de Poincare´-Andronov-Hopf ge-
neralizadas, para familias parametrizadas de flujos en los puntos de la frontera de
Rn+ o, ma´s generalmente, de una variedad n-dimensional, y mostramos que esta
clase de bifurcaciones produce una familia completa de atractores que evolucio-
nan desde el punto de bifurcacio´n y tienen interesantes propiedades topolo´gicas.
En particular, en algunos casos, la bifurcacio´n transforma un sistema con pro-
piedades extremas de no permanencia en un sistema uniformemente persistente.
Estudiamos cuando ocurre este feno´meno y proporcionamos un ejemplo cons-
truido combinando una interaccio´n de tipo Holling con una bifurcacio´n horca.
Finalmente, estudiamos la estructura interna del atractor global de un flujo
uniformemente persistente. Mostramos que la restriccio´n del flujo al atractor
global tiene propiedades de dualidad que pueden ser expresadas en te´rminos
de ciertas descomposiciones atractor-repulsor. Estudiamos tambie´n algunas des-
composiciones de Morse naturales del flujo y calculamos sus ecuaciones de Morse.
Estas ecuaciones proporcionan condiciones necesarias y suficientes para la exis-
tencia de atractores con la forma de S1, o tal que sus suspensiones tienen forma
esfe´rica.
2010 Mathematics Subject Classification: 37B25, 37C70, 37G35.
Key words: Persistencia uniforme, atractor, repulsor, robustez, continuacio´n, ecuacio-
nes de Morse, forma.
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1. Introduccio´n
En este trabajo expositivo se revisan algunas cuestiones relacionadas con la per-
sistencia de flujos de sistemas dina´micos. Es este un to´pico cla´sicamente ligado a la
dina´mica de poblaciones, cuyo problema central es el de determinar si alguna com-
ponente de la poblacio´n esta´ condenada a la extincio´n o si, por el contrario, dicha
poblacio´n evoluciona hacia un estado de equilibrio estable en el que se alcanza la
coexistencia entre todas las componentes de la poblacio´n.
El te´rmino persistencia se suele aplicar a los sistemas cuyas o´rbitas no se acercan
a la frontera del ortante no negativo Rn+ cuando t → ∞, situacio´n que implicar´ıa
el riesgo de extincio´n. El problema que se plantea es, por tanto el de determinar
condiciones que prevengan la existencia de soluciones que se acerquen a la frontera.
Como G. Butler, H.I. Freedman y P. Waltman destacan en [3], este problema es de
gran importancia para el modelado de poblaciones biolo´gicas donde tales condiciones
eliminan la posibilidad de que una de ellas se acerque arbitrariamente a cero en
un modelo determinista, arriesga´ndose entonces a la extincio´n en una interpretacio´n
realista del modelo.
Uno de los resultados cla´sicos es el Teorema de Butler-Waltman, que establece con-
diciones suficientes para la deteccio´n de una forma ma´s fuerte de persistencia llamada
persistencia uniforme y tambie´n cooperacio´n, coexistencia permanente o, sencillamen-
te, permanencia. Esto significa que las semitrayectorias positivas son eventualmente
uniformemente acotadas lejos de la frontera (ver [3], [23] y [53]).
La robustez de la persistencia uniforme ha sido investigada por varios autores.
Aunque la persistencia uniforme no es una propiedad robusta, se han encontrado
condiciones suficientes para su robustez. En este trabajo mostramos algunos resultados
en este sentido que utilizan el punto de vista de la teor´ıa del ı´ndice de Conley ([6, 7]),
en particular la nocio´n de continuacio´n.
Consideraremos familias parametrizadas de flujos disipativos y veremos que la per-
sistencia uniforme tiene propiedades de continuacio´n de´bil. Una consecuencia de este
hecho es que perturbaciones pequen˜as del flujo no llevan a la extincio´n de poblaciones
en un determinado rango (que puede ser arbitrariamente escogido). Veremos tambie´n
una condicio´n de regularidad introducida en [48] que garantiza la continuacio´n.
En la siguiente seccio´n veremos que esta condicio´n suficiente de regularidad ha
de ser requerida para todos los puntos x ∈ E˚, y que no basta si la exigimos so´lo
para puntos cercanos a los conjuntos de Morse de una descomposicio´n del compacto
invariante maximal de ∂E, como en el Teorema de Butler-Waltman & Garay. Una de
las motivaciones de los resultados de esta seccio´n es proporcionar una versio´n de este
resultado en el esp´ıritu del Teorema de Butler-Waltman & Garay. En el Teorema 7
y en el Corolario 3 damos condiciones necesarias y suficientes para esta formulacio´n.
Tambie´n identificamos condiciones ma´s de´biles que garantizan la continuacio´n de la
persistencia uniforme para trayectorias acotadas.
Otra motivacio´n detra´s de los resultados de este trabajo es el estudio de la persis-
tencia uniforme en el contexto de las bifurcaciones, en particular aquellas bifurcaciones
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que surgen por la pe´rdida de estabilidad en puntos del flujo, tal como las bifurcaciones
generalizadas de Poincare´-Andronov-Hopf. En la seccio´n 5 veremos que este tipo de
bifurcaciones produce una familia completa de atractores que evolucionan a partir
del punto de bifurcacio´n y que tienen interesantes propiedades topolo´gicas. Una po-
sible consecuencia de la bifurcacio´n es un cambio cualitativo en las propiedades de
persistencia del sistema. En algunos casos la bifurcacio´n transforma un sistema con
propiedades extremas de no permanencia en un sistema uniformemente persistente.
Estudiamos cuando sucede este feno´meno y damos un ejemplo construido combinando
una interaccio´n de tipo Holling con una bifurcacio´n horca.
La u´ltima seccio´n del art´ıculo esta´ dedicada al estudio de la dina´mica dentro del
atractor global de un flujo uniformemente persistente. La existencia de un punto
repulsivo p implica la existencia de un atractor dual A con forma esfe´rica cuya regio´n
de atraccio´n es intRn+−{p}. Por forma entendemos la nocio´n introducida y estudiada
por K. Borsuk en [2] que se ha convertido en una herramienta fundamental para el
estudio de propiedades globales de conjuntos compactos invariantes, y de atractores
de sistemas dina´micos. Este resultado tiene interesantes connotaciones topolo´gicas ya
que el atractor A no es en general homeomorfo a una esfera. Estudiamos tambie´n
algunas descomposiciones de Morse naturales de flujos uniformemente persistentes,
calculando sus ecuaciones de Morse y probando que esas ecuaciones son suficientes
para detectar la existencia de atractores con la forma de S1 en el plano o atractores
cuya suspensio´n tiene la forma de una esfera para casos en dimensiones ma´s altas.
En lo que sigue fijamos alguna terminolog´ıa y enunciamos algunos resultados que
sera´n usados ma´s adelante. Un atractor de un flujo ϕ : E × R → E, donde E es
un espacio metrizable localmente compacto, es en este trabajo, un compacto inva-
riante asinto´ticamente estable. Un repulsor es un compacto invariante negativamente
asinto´ticamente estable, i.e. un atractor para el flujo inverso. Usaremos la siguiente
caracterizacio´n de los repulsores (ver [41]): Un compacto invariante K es un repulsor
si y so´lo si existe un entorno U de K en E tal que para todo x ∈ U −K existe t > 0
tal que xt /∈ U . Existe una caracterizacio´n dual para atractores.
El flujo ϕ se dice disipativo si ω(x) 6= ∅ para todo x ∈ E y ∪x∈Eω(x) tiene adheren-
cia compacta. Si E no es compacto consideraremos habitualmente la compactificacio´n
de Alexandrov E ∪ {∞} y el flujo extendido (E ∪ {∞})×R→ E ∪ {∞} que deja fijo
∞. En estas condiciones ser disipativo equivale a que {∞} sea un repulsor (ver [11] y
[18]). No´tese que el atractor dual de {∞} es un atractor global para el flujo ϕ.
Existe una forma ma´s fuerte de disipatividad para familias de flujos. Si ϕλ :
E × R −→ E, λ ∈ I = [0, 1], es una familia parametrizada (continua) de flujos,
entonces se dice que ϕλ es uniformemente disipativo si ωλ(x) 6= ∅ para todo x ∈ E y
todo λ ∈ I y el conjunto Ω = ⋃x∈E,λ∈I ωλ(x) tiene adherencia compacta.
En este trabajo E sera´ generalmente un subconjunto cerrado de X, donde X es
un espacio me´trico localmente compacto, y denotaremos por ∂E la frontera de E en
X. Diremos que el flujo disipativo ϕ : E × R → E es uniformemente persistente si
existe un nu´mero real β > 0 tal que l´ım inf{d(ϕ(x, t), ∂E) | t → ∞} ≥ β, para todo
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x ∈ E˚. En todo el trabajo supondremos que ∂E es invariante para el flujo ϕ. Si E es
compacto entonces ϕ es uniformemente persistente si y so´lo si ∂E es un repulsor de
ϕ. Si ϕ es disipativo y E no es compacto entonces ϕ es uniformemente persistente si
y so´lo si ∂E ∪ {∞} es un repulsor para el flujo extendido a Eˆ = E ∪ {∞} (ver [11]
para demostraciones de estos resultados). En este caso existe un atractor dual K cuya
regio´n de atraccio´n es el interior E˚. Llamaremos a K el atractor global interno. K no
debe ser confundido con el atractor global de ϕ, que es un conjunto ma´s grande.
SeaK un compacto invariante de ϕ yK0 ⊂ K un subcompacto invariante. Decimos
que K0 es de tipo repulsor si W
s(K0) ⊂ K donde W s(K0) es la variedad estable de
K0. Este tipo de conjuntos fueron introducidos y estudiados por Wo´jcik (ver [57]).
Proposicio´n 1. Sea K un compacto invariante de ϕ : E × R → E y K0 ⊂ K un
subcompacto invariante. Supongamos que K0 es aislado como subconjunto de E (i.e.
existe un entorno aislante de K0 en E). Entonces K0 ⊂ K es de tipo repulsor si y
so´lo si existe un entorno U de K0 en E tal que para todo punto x ∈ U − K existe
t > 0 tal que xt /∈ U .
Utilizamos en este trabajo algunas nociones cla´sicas de la topolog´ıa algebraica,
en particular las teor´ıas de homolog´ıa, cohomolog´ıa y dualidad junto con algunos
rudimentos de teor´ıa de la forma. La nocio´n de tipo de homotop´ıa es demasiado r´ıgida
para el estudio de los objetos topolo´gicos que aparecen en sistemas dina´micos. Por esta
razo´n, muchos autores han usado en su lugar la teor´ıa de la forma de Borsuk como una
herramienta esencial que proporciona una visio´n geome´trica de la estructura global de
compactos, principalmente de aquellos con estructura topolo´gica complicada como son
muchos atractores y conjuntos invariantes. Para el beneficio del lector presentamos
aqu´ı una muy breve introduccio´n, esencialmente basada en la presentacio´n de este
tema dada por Kapitanski y Rodnianski en [26].
Un espacio metrizable M es un retracto entorno absoluto (M ∈ ANR) si para
todo homeomorfismo h de M sobre un subconjunto cerrado h(M) de un espacio
metrizable X existe un entorno U de h(M) en X tal que h(M) es un retracto de U .
Dos importantes caracterizaciones de los ANRs son las siguientes.
Teorema 1. Un espacio metrizable M es un ANR si y so´lo si para toda aplicacio´n
continua f : Y −→M , definida en un subconjunto cerrado Y de un espacio metrizable
Y ′, existe un entorno U de Y en Y ′ y una aplicacio´n f ′ : U −→ M , que es una
extensio´n continua de f .
Teorema 2. Un espacio metrizable M es un ANR si y so´lo si es homeomorfo a un
retracto de un subconjunto abierto de un conjunto convexo de un espacio de Banach.
En particular, los subconjuntos abiertos de los espacios eucl´ıdeos son ANRs.
Todos los espacios me´tricos se pueden considerar como subconjuntos de ANRs. De
hecho, por el Teorema de Kuratowski-Wojdyslawski [24], todo espacio me´trico puede
ser sumergido en un ANR como un subespacio cerrado.
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Sean X un subconjunto cerrado de un ANR M e Y un subconjunto cerrado de un
ANR N . Denotemos por U(X;M) (resp. U(Y ;N)) el conjunto de todos los entornos
abiertos de X en M (resp. Y en N).
Sea f = {f : U −→ V } una coleccio´n de aplicaciones continuas de ciertos entornos
U ∈ U(X;M) en V ∈ U(Y ;N). Decimos que f es una mutacio´n si:
1) Para todo V ∈ U(Y ;N) existe (al menos) una aplicacio´n f : U −→ V en f .
2) Si f : U −→ V esta´ en f entonces la restriccio´n f |U1 : U1 −→ V1 esta´ tambie´n en
f para todo entorno U1 ⊂ U y todo entorno V1 ⊃ V .
3) Si dos aplicaciones f, f ′ : U −→ V esta´n en f entonces existe un entorno U1 ⊂ U
tal que las restricciones f |U1 y f ′|U1 son homo´topas.
Un ejemplo de mutacio´n es la mutacio´n identidad idU(X;M) consistente en las
aplicaciones identidad i : U −→ U , para todo entorno U ∈ U(X;M). Las nociones de
composicio´n de mutaciones y homotop´ıa de mutaciones pueden ser definidas de una
manera directa que el lector podra´ deducir (los detalles se pueden ver en [26]).
Dos espacios me´tricos X y Y tienen la misma forma si pueden ser sumergidos
como conjuntos cerrados en ANRs M y N , respectivamente, de tal forma que existen
mutaciones f = {f : U −→ V } y g = {g : V −→ U}, tales que las composiciones gf y
fg son homo´topas a las mutaciones identidad idU(X;M) e idU(Y;M) respectivamente.
La nocio´n de forma de los espacios no depende de los ANRs en que se sumergen
ni de las inmersiones escogidas.
Dos espacios con el mismo tipo de homotop´ıa tienen la misma forma.
Dos ANRs tienen la misma forma si y so´lo si tienen el mismo tipo de homotop´ıa.
Una consecuencia de las dos afirmaciones anteriores es que la nocio´n de forma puede
ser vista como una generalizacio´n de la nocio´n de tipo de homotop´ıa.
Para un tratamiento completo de la teor´ıa de la forma remitimos al lector a
[2, 8, 10, 32, 33]. El uso de la teor´ıa de la forma en sistemas dina´micos se puede
ver en los art´ıculos [14, 15, 16, 17, 19, 26, 36, 38, 39, 41, 42, 43, 44, 45, 46, 47, 48].
Para informacio´n sobre los aspectos ba´sicos de la teor´ıa de sistemas dina´micos reco-
mendamos [1, 40, 56]. En [22, 23, 53, 57] se puede encontrar informacio´n sobre algunos
aspectos de la permanencia. En particular, en [57] Wo´jcik establece interesantes rela-
ciones entre la permanencia y la teor´ıa del ı´ndice de Conley. Para descomposiciones
de Morse recomendamos [7, 26, 28, 29, 46]. Finalmente, las principales referencias
usadas para topolog´ıa algebraica han sido los libros de Hatcher [20] y Spanier [54].
2. El Teorema de Butler-Waltman
El Teorema de Butler-Waltman [4] es uno de los resultados ma´s relevantes en la
teor´ıa de flujos persistentes. Proporciona un criterio para la persistencia uniforme que
en las aplicaciones ma´s elementales puede ser reducido a hipo´tesis comprobables. Este
resultado muestra que algunas cuestiones de persistencia pueden ser resueltas impo-
niendo condiciones adecuadas en el flujo en la frontera. Butler y Waltman enunciaron
sus resultados en te´rminos de recubrimientos ac´ıclicos aislados pero ma´s tarde Garay
presento´ en [11] una reformulacio´n en te´rminos de descomposiciones de Morse. Los
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resultados de Garay esta´n formulados en el esp´ıritu de la Teor´ıa del ı´ndice de Conley
y, en particular, hace uso de nociones relacionadas con recurrencias en cadena. En
el trabajo [13] hemos cre´ıdo interesante comenzar la exposicio´n dando una nueva de-
mostracio´n corta del Teorema de Butler-Waltman-Garay, que tiene la ventaja de usar
so´lo las nociones ma´s elementales de la dina´mica topolo´gica y puede ser u´til a lectores
no familiarizados con la teor´ıa de recurrencias en cadena. Establecemos primero una
versio´n abstracta del Teorema (segu´n fue refraseado por Hofbauer [22]) y despue´s el
Teorema propiamente dicho.
Teorema 3. Sea ϕ : Y × R → Y un flujo en un espacio me´trico compacto Y .
Supongamos que K es un conjunto compacto invariante y que {M1, . . . ,Mn} es una
descomposicio´n de Morse de K, donde todos los Mi son de tipo repulsor y aislados
en Y . Entonces K es un repulsor.
Usando el Teorema anterior, en [13] damos una nueva demostracio´n del Teorema
de Butler-Waltman, en la formulacio´n dada por Garay. Denotamos por W+(M) la
variedad estable de M , i.e. el conjunto W+(M) = {x ∈ E | ω(x) ⊂M}.
Teorema 4. Sea X un espacio me´trico localmente compacto y sea E un subconjunto
cerrado de X. Sea ϕ un sistema dina´mico disipativo en E para el que ∂E es invariante.
Sea M = {M1,M2, . . . ,Mn} una descomposicio´n de Morse para ϕ|M , donde M es el
conjunto compacto invariante maximal en ∂E. Supongamos adema´s que, para cada
i ∈ {1, 2, . . . , n},
a) existe γ > 0 tal que el conjunto {x ∈ E˚ | d(x,Mi) < γ} no contiene trayectorias
enteras, y
b) E˚ ∩W+(Mi) = ∅.
Entonces ϕ es uniformemente persistente.
3. Continuacio´n de la persistencia uniforme
Una propiedad deseable para la persistencia uniforme es la robustez, i.e. la pre-
servacio´n de la persistencia uniforme despue´s de que el flujo haya sido sometido a
pequen˜as perturbaciones. Algunas contribuciones importantes en este campo son las
siguientes.
V. Hutson considero´ en [25] el sistema x˙ = f(x) en Rn+, donde f = (f1, . . . , fn),
x = (x1, . . . , xn), y x˙i = dxi/dt, y f cumple lo siguiente:
1) f es localmente Lipschitz,
2) para cualquier x(0) = x, la solucio´n x(t) por x existe para todo t ≥ 0,
3) existe b0 > 0 tal que para cualquier x ∈ Rn+, x(t) ∈ B(b0) para algu´n t > 0, donde
B(b0) es la bola abierta con centro el origen y radio b0,
4) fi(x) = 0 si xi = 0, para cada i = 1, . . . , n,
junto con un sistema perturbado x˙ = f(x) + g(x, t), donde g se comporta lo suficien-
temente bien como para asegurar la existencia y unicidad de soluciones. Suponiendo
que las soluciones del sistema perturbado son uniformemente acotadas, es decir, que
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para cualquier α > 0 existe β(α) tal que si t ≥ t0 ≥ 0 y x0 ∈ B¯(α) (la bola cerrada),
entonces x(t, t0, x0) ∈ B(β(α)), donde x(t, t0, x0) es la solucio´n con x(t0, t0, x0) = 0.
Hutson introdujo y estudio´ una nocio´n de repulsio´n bajo perturbaciones para la
frontera ∂Rn+. Su resultado principal es que si el sistema original x˙ = f(x) es unifor-
memente persistente, entonces la frontera ∂Rn+ es repulsiva bajo perturbaciones. El
lector puede consultar el art´ıculo de Hutson [25] para ma´s detalles.
Schreiber estudio´ en [52] campos de vectores Cr, x∗i = xifi(x)(i = 1, . . . , n), que
generan flujos disipativo en Rn+, obteniendo una condicio´n necesaria y suficiente, para
la robustez de clase Cr de la permanencia, en te´rminos de las tasas de crecimiento
per-ca´pita
∫
fidµ con respecto a medidas invariante µ.
Los resultados de Schreiber fueron mejorados por Hirsch, Smith y Zhao en [21]
donde probaron, entre otras cosas, que la persistencia uniforme es estable respecto a
una perturbacio´n por un campo de vectores Lipschitz C0−pequen˜o. Tambie´n encon-
traron condiciones suficientes para que una familia parametrizada ϕλ de semiflujos
discretos sea robusta. Ba´sicamente demostraron que la persistencia uniforme de ϕ0
y la persistencia de´bil uniforme de todo ϕλ, uniforme en los para´metros, junto con
algunos requisitos asinto´ticos son suficientes para garantizar la robustez.
Garay y Hofbauer demostraron resultados ma´s generales en [12], donde dieron
condiciones suficientes para la robustez de la permanencia siguiendo un enfoque ma´s
cla´sico usando dina´mica topolo´gica, en particular funciones de Lyapunov medias “bue-
nas” (GALF), el Teorema de Zubov–Ura–Kimura, y descomposiciones de Morse.
Es fa´cil ver que, en un contexto general, la persistencia uniforme no es una pro-
piedad robusta. La ilustracio´n de la Figura 1 muestra que pequen˜as perturbaciones
de un flujo uniformemente persistente pueden destruir esta propiedad.
∞
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Figura 1: Un flujo uniformemente persistente ϕ y una pequen˜a perturbacio´n de ϕ
La figura de la izquierda muestra el flujo para λ = 0. La figura de la derecha
muestra el flujo para λ > 0. Para λ = 0 todas las o´rbitas son atra´ıdas por el punto
en el centro, con la excepcio´n del punto fijo inferior y de las dos o´rbitas exteriores
atra´ıdas por e´l. Para λ > 0 hay dos conjuntos de o´rbitas “paralelas” atra´ıdas por el
punto fijo inferior. Estos conjuntos de o´rbitas encogen segu´n λ se acerca a 0.
En esta seccio´n y la siguiente veremos algunos temas relacionados, usando el punto
de vista de la continuacio´n, una nocio´n central en la Teor´ıa del ı´ndice de Conley.
Intuitivamente, decimos que cierta propiedad continu´a si siempre que una familia
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parametrizada de flujos ϕλ, λ ∈ I, cumple que ϕ0 tiene esta propiedad entonces ϕλ
tambie´n la tiene para valores pequen˜os de λ. En esta seccio´n, ba´sicamente veremos
que todo flujo uniformemente persistente tiene propiedades de continuacio´n de´bil,
en el sentido de que pequen˜as perturbaciones del flujo nunca llevan a la extincio´n de
poblaciones dentro de cierto rango (que puede ser arbitrariamente escogido). Adema´s,
si an˜adimos una condicio´n de regularidad, que definiremos a continuacio´n, sobre el
flujo original se obtiene continuacio´n completa.
Definicio´n 1. Sea X espacio me´trico localmente compacto y sea E un subconjunto
cerrado de X. Sea ϕλ, λ ∈ I, una familia (continua) parametrizada de sistemas
dina´micos disipativos en E para los que ∂E es invariante. Decimos que la familia es
regular en λ0 si existen un conjunto compacto K ⊂ E˚, K 6= ∅, y  > 0 tal que para
todo x ∈ E˚ y para todo λ ∈ (λ0 − , λ0 + ), la trayectoria ϕλ(x, ·) visita K.
A continuacio´n enunciamos nuestros resultados de continuacio´n, primero en una
forma general y despue´s consideramos el caso particular de flujos definidos en el
ortante no negativo.
Teorema 5 (Continuacio´n de´bil de la persistencia uniforme). Sea X un espacio
me´trico localmente compacto y sea E un subconjunto cerrado de X. Sea ϕλ, λ ∈ I,
una familia (continua) parametrizada de sistemas dina´micos disipativos en E para los
que ∂E es invariante. Supongamos que ϕ0 es uniformemente persistente. Entonces
existe β > 0 tal que para todo conjunto compacto K ⊂ E˚ existe λ0 > 0 tal que
l´ım inf{d(ϕλ(x, t), ∂E) | t→∞} ≥ β para todo λ ≤ λ0 y para todo x ∈ K.
Corolario 1. Sea ϕλ, λ ∈ I, una familia (continua) parametrizada de flujos disipati-
vos en el ortante no negativo Rn+. Supongamos que ϕ0 es uniformemente persistente.
Entonces existe α > 0 tal que para todo  > 0 y todo M > , existe λ0 > 0 tal que:
a) l´ım inf{d(ϕλ(x, t), ∂E) | t→∞} > α para todo x con d(x, ∂Rn+) ≥  y ||x|| ≤M y
para todo λ ≤ λ0, y
b) el conjunto Wλ = {x ∈ Rn+ | l´ım inf{d(ϕλ(x, t), ∂E) | t→∞} > α} es contractible
y el conjunto Rλ = {x ∈ Rn+ | l´ım inf{d(ϕλ(x, t), ∂E) | t → ∞} ≤ α} ∪ {∞} tiene
la forma de Sn−1 para todo λ ≤ λ0.
Teorema 6 (Continuacio´n de la persistencia uniforme para familias regulares de
sistemas disipativos). Sea X un espacio me´trico localmente compacto y sea E un sub-
conjunto cerrado X. Sea ϕλ, λ ∈ I, una familia de sistemas dina´micos disipativos en
E para los que ∂E es invariante. Supongamos que la familia es regular en λ = 0 y que
ϕ0 es uniformemente persistente. Entonces existe λ0 > 0 tal que ϕλ es uniformemente
persistente para todo λ ≤ λ0. Adema´s la continuacio´n es uniforme en para´metros, en
el sentido de que existe β > 0 tal que l´ım inf{d(ϕλ(x, t), ∂E) | t→∞} ≥ β para todo
λ ≤ λ0 y para todo x ∈ E˚.
Corolario 2. Sea ϕλ, λ ∈ I, una familia (continua) parametrizada de flujos disipa-
tivos en el ortante no negativo Rn+. Supongamos
a) existen  y M , con 0 <  < M , y λ0 > 0 tal que para todo x en el interior de Rn+
y para todo λ ≤ λ0 existe un t ∈ R con d(ϕλ(x, t), ∂Rn+) ≥  y ||ϕλ(x, t)|| ≤M , y
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b) ϕ0 es uniformemente persistente.
Entonces ϕλ es uniformemente persistente para todo λ ≤ λ0.
Ser´ıa interesante estudiar las implicaciones de estos resultados en algunas situa-
ciones particulares. El Teorema 5 sugiere que la permanencia no desaparece comple-
tamente de manera abrupta. Incluso si el sistema no continu´a, la permanencia se
mantiene cuando nos limitamos a poblaciones dentro de cierto rango. Como caso in-
teresante, S. Cano-Casanova y J. Lo´pez-Go´mez demuestran en [5] (ver tambie´n [30])
que la permanencia de dos especies es posible bajo agresio´n mutua fuerte. En otras
palabras, demuestran que si las tasas de nacimiento son suficientemente altas entonces
las especies son permanentes, independientemente de la fuerza de la competicio´n en
las regiones donde e´sta tiene lugar. En concreto determinan co´mo de alta debe ser la
tasa de nacimientos. Un problema interesante ser´ıa el estudio de hasta que´ punto la
permanencia se conserva para poblaciones dentro de cierto rango a pesar de que sus
tasas de reproduccio´n este´n por debajo del umbral l´ımite.
4. Continuacio´n uniforme de la persistencia uniforme
Discutiremos en esta seccio´n algunos asuntos relacionados con la robustez, de
nuevo usando el punto de vista de la continuacio´n, en este caso usando una nueva
nocio´n de continuacio´n que denominamos continuacio´n uniforme.
Comenzamos introduciendo algunas nociones dina´micas que juegan un importante
papel en el estudio de las propiedades relacionadas con la robustez de la persistencia
uniforme.
Definicio´n 2. Decimos que un compacto M ⊂ ∂E es externamente repulsivo para un
flujo ϕ : E×R −→ E si existe un entorno U de M en E tal que para todo x ∈ U−∂E
existe un t > 0 con ϕ(x, t) /∈ U .
Si ϕλ : E × R −→ E con λ ∈ I es una familia parametrizada de flujos, decimos
que M ⊂ ∂E es uniformemente externamente repulsivo si existen un entorno U de
M en E y λ0 > 0 tal que para todo x ∈ U − ∂E y todo λ ∈ [0, λ0] existe t > 0 con
ϕλ(x, t) /∈ U .
Definicio´n 3. Sea ϕλ : E × R −→ E, λ ∈ I, una familia parametrizada de flujos.
Supongamos que M ⊂ ∂E es un conjunto invariante aislado para ϕ0. Decimos que
M es fuertemente aislado si existen un entorno U de M en E, λ0 > 0 y un conjunto
compacto K ⊂ E˚, tal que para todo x ∈ U − ∂E y todo λ ∈ [0, λ0] la trayectoria
ϕλ(x, ·) visita K para algu´n t ∈ R (no necesariamente positivo).
Introducimos ahora la nocio´n de continuacio´n uniforme.
Definicio´n 4. Sea ϕλ : E × R −→ E, λ ∈ I, una familia parametrizada de flujos.
Decimos que la persistencia uniforme en λ = 0 continu´a uniformemente si existen
λ0 > 0 y β > 0 tales que l´ım inft→∞ d(ϕλ(x, t), ∂E) ≥ β, para todo x ∈ E˚ y todo
λ ∈ [0, λ0].
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Es fa´cil ver que, en un contexto general, la persistencia uniforme no es una pro-
piedad robusta. El ejemplo de la Figura 1 muestra que pequen˜as perturbaciones de
un flujo uniformemente persistente pueden destruir esta propiedad.
Esa familia de flujos satisface:
1) Es uniformemente disipativa.
2) ϕ0 es uniformemente persistente, pero la persistencia uniforme en λ = 0 no con-
tinu´a uniformemente. De hecho, para λ > 0, ϕλ no es uniformemente persistente.
3) El conjunto compacto invariante maximal M de ϕλ en ∂E es precisamente el punto
fijo inferior; M es externamente repulsivo para ϕ0, pero no es ni uniformemente
externamente repulsivo ni fuertemente aislado.
El siguiente resultado proporciona condiciones necesarias y suficientes para la con-
tinuacio´n uniforme de la persistencia uniforme.
Teorema 7. Sea ϕλ : E × R −→ E, λ ∈ I, una familia (continua) parametrizada de
flujos uniformemente disipativos. Supongamos que ϕ0 es uniformemente persistente,
y sea M = {M1,M2, . . . ,Mn} una descomposicio´n de Morse para ϕ0|M donde M es
el conjunto compacto invariante maximal de ϕ0 en ∂E. Entonces son equivalentes:
a) La persistencia uniforme en λ = 0 continu´a uniformemente.
b) M1,M2, . . . ,Mn son fuertemente aislados.
Como consecuencia del Teorema 7 obtenemos la siguiente condicio´n necesaria y
suficiente para la continuacio´n de la persistencia uniforme. Es una condicio´n local y,
por tanto, ma´s fa´cil de verificar que el aislamiento fuerte, que es un concepto global.
Corolario 3. Sea ϕλ : E×R −→ E, λ ∈ I, una familia (continua) parametrizada de
flujos uniformemente disipativos. Supongamos que ϕ0 es uniformemente persistente,
y sea M = {M1,M2, . . . ,Mn} una descomposicio´n de Morse para ϕ0|M donde M es
el conjunto compacto invariante maximal de ϕ0 en ∂E. Entonces son equivalentes:
a) La persistencia uniforme en λ = 0 continu´a uniformemente.
b) M1, . . . ,Mn son uniformemente externamente repulsivos.
Observacio´n 1. El Teorema 7 mejora el Teorema 6 de la seccio´n anterior, pues so´lo
usamos informacio´n sobre descomposiciones de Morse del conjunto maximal en la
frontera, mientras que entonces necesita´bamos informacio´n sobre todos los puntos de
E˚ (ped´ıamos que visitaran el conjunto compacto K ⊂ E˚).
En el Teorema 6 de la seccio´n anterior so´lo era necesaria la disipatividad para ϕλ.∞
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Figura 2: Un flujo uniformemente persistente ϕ0 y una pequen˜a perturbacio´n suya
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La ilustracio´n anterior muestra que la condicio´n de disipatividad uniforme es esen-
cial para la versio´n de este Teorema en te´rminos de descomposiciones de Morse. La
figura de la izquierda muestra el flujo para λ = 0. La figura de la derecha muestra el
flujo para λ > 0. Este u´ltimo tiene una l´ınea de puntos fijos que se acerca al punto de
infinito cuando λ se acerca a 0. Esta familia de flujos satisface:
1) Aunque todos los flujos son disipativos, la familia no es uniformemente disipativa.
2) ϕ0 es uniformemente persistente pero la persistencia uniforme en λ = 0 no continu´a
uniformemente. De hecho, para λ > 0, ϕλ no es uniformemente persistente.
3) El conjunto compacto invariante maximal M de ϕ0 en ∂E es precisamente el punto
fijo inferior, y M es uniformemente externamente repulsivo y fuertemente aislado.
Podemos preguntarnos hasta que´ punto las condiciones de las definiciones de com-
pacto externamente repulsivo (resp. compacto uniformemente externamente repulsi-
vo) pueden ser relajadas. Podr´ıamos, en la Definicio´n 2, pedir so´lo que ϕ(x, t) 6∈ U
(resp. ϕλ(x, t) 6∈ U) para algu´n t ∈ R (no necesariamente positivo), i.e. que U − ∂E
no contenga trayectorias enteras de los flujos ϕλ. Esto dar´ıa lugar a una propiedad
de aislamiento ma´s de´bil que la de aislamiento fuerte de la Definicio´n 3, que pide,
adema´s, que la trayectoria ϕλ(x, ·) visite el compacto K. Sin embargo, si pedimos
so´lo esta condicio´n ma´s de´bil, entonces el Teorema 7 y el Corolario 3 dejan de ser
ciertos. Esto es ilustrado de nuevo por el ejemplo de la Figura 1. A pesar de esto, au´n
tenemos cierta forma de continuacio´n como muestra el siguiente resultado.
Denotamos por γλ(x) la trayectoria de x para el flujo ϕλ.
Teorema 8. Sea ϕλ : E × R → E, λ ∈ I, una familia parametrizada de flujos
uniformemente disipativa, donde ϕ0 es uniformemente persistente. Sea M el conjunto
compacto invariante maximal de ϕ0|∂E. Supongamos que existen un entorno U de
M en E y λ0 ∈ I tal que para todo x ∈ U − ∂E y todo λ ≤ λ0 existe t ∈ R
(no necesariamente positivo) tal que ϕλ(x, t) /∈ U . Entonces la persistencia uniforme
continu´a uniformemente para o´rbitas acotadas en el sentido siguiente: existen λ1 ∈ I
y β > 0 tales que l´ım inft→∞(d(ϕλ(x, t), ∂E)) > β para todo λ ≤ λ1 y todo x ∈ E˚
tales que γλ(x) es acotado.
Es interesante destacar que la versio´n del Teorema 8 para descomposiciones de
Morse de M no se cumple, como ilustra el siguiente ejemplo.
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Figura 3: Un flujo uniformemente persistente ϕ0 y una pequen˜a perturbacio´n suya
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La figura de la izquierda muestra el flujo para λ = 0. La figura de la derecha
muestra el flujo para λ > 0. Para λ = 0 todas las o´rbitas son atra´ıdas por el punto
en el centro, con la excepcio´n de tres puntos fijos en la frontera y las cuatro o´rbitas
exteriores, atra´ıdas, cada una, por uno de esos tres puntos. Para λ > 0 el compor-
tamiento en ∂E es el mismo que para λ = 0 pero hay o´rbitas de puntos en E˚ que
son atra´ıdas, o repelidas, por los tres puntos fijos en la frontera. El conjunto de esas
o´rbitas encoge segu´n λ se acerca a 0. Esta familia de flujos satisface:
1) La familia de flujos es uniformemente disipativa.
2) Si M es el conjunto compacto invariante maximal de ϕ0 en ∂E, existe una des-
composicio´n de Morse M = {M1,M2,M3} para ϕ0|M , existe un entorno U de
M1 ∪M2 ∪M3 en E y existe λ0 ∈ I, tal que para todo x ∈ U − ∂E y todo λ ≤ λ0,
existe t ∈ R (no necesariamente positivo) tal que ϕλ(x, t) /∈ U .
3) ϕ0 es uniformemente persistente pero la persistencia uniforme en λ = 0 no continu´a
uniformemente para o´rbitas acotadas en el sentido del Teorema 8.
Como consecuencia del Teorema 8 obtenemos el siguiente Corolario. Denotamos
por W−λ (U) el conjunto de todos los puntos x ∈ E cuyo α-l´ımite para el flujo ϕλ es
no vac´ıo y esta´ contenido en U . En el caso particular en que U es el entorno de M
en el enunciado del Teorema 8 entonces, para λ pequen˜o, W−λ (U) = W
−
λ (M
λ), donde
Mλ es la continuacio´n de M para el flujo ϕλ.
Corolario 4. Con las mismas hipo´tesis del Teorema 8, supongamos adema´s que
se cumple la siguiente condicio´n: si x ∈ E˚ y x ∈ W−0 (U) entonces x ∈ W−λ (U)
para λ ≤ λ0. Entonces la persistencia uniforme continu´a uniformemente para o´rbitas
acotadas de ϕ0, i.e., existen β > 0 y λ1 ∈ I tales que l´ım inft→∞ d(ϕλ(x, t), ∂E)) > β
para todo λ ≤ λ1 y todo x ∈ E˚ tal que γ0(x) es acotado.
5. Bifurcaciones generalizadas de Poincare´-Andronov-Hopf en puntos de
la frontera de una n-variedad
Seibert y Seibert & Florio, a partir de trabajos anteriores de Marchetti, Negrini,
Salvadori y Scalia, estudiaron en una serie de art´ıculos las bifurcaciones de sistemas
dina´micos resultantes de un cambio en la estabilidad de un punto fijo (ver [31, 49, 50,
51]). En particular estudiaron aquellas bifurcaciones que son una consecuencia de la
transicio´n de estabilidad asinto´tica a inestabilidad completa (sin necesidad de que las
o´rbitas que se bifurcan sean perio´dicas). Supongamos que ϕλ : E×R→ E, λ ∈ [0, 1],
es una familia parametrizada de flujos y p ∈ E es un punto fijo de ϕλ, para todo
λ ∈ I. Si p es un atractor para λ = 0 y un repulsor para λ > 0 entonces, de acuerdo
con Seibert y Florio [50], una bifurcacio´n de Poincare´-Andronov-Hopf generalizada
tiene lugar en p.
Veremos que estas bifurcaciones juegan un papel relevante en la teor´ıa de flujos
uniformemente persistentes. El siguiente resultado describe las propiedades topolo´gi-
cas de las bifurcaciones generalizadas de Poincare´-Andronov-Hopf que ocurren en
puntos de la frontera de Rn+ (o, ma´s generalmente, de variedades con frontera). Ver
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[47] para ma´s propiedades de este tipo de bifurcaciones y [35] como referencia general
sobre la bifurcacio´n de Hopf.
Teorema 9. Sea E una n-variedad conexa con frontera. Consideremos una familia
continua de flujos ϕλ : E × R −→ E, λ ∈ I, y sea p ∈ ∂E un punto fijo de ϕλ para
todo λ ∈ I. Supongamos que p es un atractor para λ = 0 y un repulsor para λ > 0.
Entonces para todo entorno compacto V de p contenido en la cuenca de atraccio´n de
p existe λ0 > 0 tal que:
a) Para todo λ, con 0 < λ ≤ λ0, existe un atractor Kλ para ϕλ contenido en V˚ −{p}.
Adema´s Kλ atrae todos los puntos de V − {p}.
b) Kλ tiene forma trivial.
c) El compacto Sλ = Kλ ∩ ∂E tiene la forma de Sn−2 y Kλ/Sλ tiene la forma de
Sn−1.
d) Kλ descompone E en dos componentes conexas, Cλ y Dλ, con p ∈ Cλ y tal que
Cλ − {p} esta´ contenido en la cuenca de atraccio´n de Kλ.
e) La funcio´n multivaluada Φ : [0, λ0] −→ V definida por Φ(0) = {p}, Φ(λ) = Kλ
(cuando λ 6= 0) es semicontinua superiormente.
Una observacio´n importante, que se deduce de la demostracio´n del Teorema ante-
rior, es que Sλ = Kλ ∩ ∂E es, de hecho, un atractor para el flujo restriccio´n ϕλ|∂E .
Lo llamaremos la corona de la bifurcacio´n de Poincare´-Andronov-Hopf para el valor
del para´metro λ. Resulta que las propiedades de permanencia del flujo despue´s de la
bifurcacio´n dependen fuertemente de esta corona. Nos referiremos al atractor Kλ que
aparece en la bifurcacio´n como el Atractor de Hopf.
Vemos a continuacio´n un ejemplo de este tipo de bifurcaciones. Se construye com-
binando una interaccio´n de tipo Holling con una bifurcacio´n horca. Consiste en una
familia parametrizada de flujos ϕλ : R3+ × R −→ R3+, donde ϕ0 presenta un caso
extremo de no permanencia: todo el interior es atra´ıdo por un punto en la frontera.
Ejemplos de este tipo son habituales en dina´mica de poblaciones.
Consideramos el sistema modelado por las ecuaciones:
x˙ = rx
(
1− x
K
)
− y cx
a+ x
y˙ = y
(
−d+ bx
a+ x
)
z˙ =
25(K − 5)z − z3
s
en R3+, donde todos los para´metros son positivos. En particular, fijamos los valores
de a = 3, b = 4, c = 4, d = 1, r = 2, s = 4 · 103, y estudiamos el comportamiento del
sistema en funcio´n del valor de K.
De acuerdo con [23], como b > d, siempre que K >
ad
b− d = 1, restringido al
plano xy, el sistema admite un u´nico punto fijo interior (x0, y0) con x0 =
ad
b− d = 1.
Adema´s, (x0, y0) es un atractor global para el flujo restringido al cuadrante xy abierto
si y so´lo si K ≤ a + 2x0 = 5. Por otro lado, el flujo restringido al eje z tiene z = 0
como un atractor global siempre que K ≤ 5. Por tanto, si K ≤ 5, el punto (x, y, 0) es
un atractor global para el flujo restringido a {(x, y, z) ∈ R3+ | x, y > 0}.
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En particular, para K = 5, se tiene la situacio´n ilustrada en la Figura 4.
Figura 4: El flujo ϕK para K = 5
Para K = 5, el flujo restringido al plano xy experimenta una bifurcacio´n de
Hopf, (x0, y0) se convierte en repulsivo y un ciclo l´ımite aparece alrededor de e´l. Por
otro lado, el flujo restringido al eje z experimenta una bifurcacio´n horca, z = 0 se
convierte en repulsivo y aparece un punto fijo estable cuya cuenca de atraccio´n es
todo el conjunto z > 0. Por tanto, el flujo 3-dimensional completo experimenta una
bifurcacio´n generalizada de Poincare´-Andronov-Hopf: el punto (x0, y0, 0) se convierte
en repulsor, mientras que aparece un atractor, para el flujo completo en R3+.
En la siguiente figura mostramos el comportamiento del flujo para algunos valores
de K > 5.
Figura 5: El flujo ϕK para K = 5,02 y K = 5,2
El atractor que aparece para K > 5 es la superficie de un cilindro sin la base
inferior abierta (ver Figura 6). Es el atractor de Hopf definido de acuerdo con la
demostracio´n del Teorema 9. Su regio´n de atraccio´n es {(x, y, z) ∈ R3+ | x, y > 0}
excepto el punto fijo inestable en el plano xy.
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Por otro lado, la frontera de la base inferior es la corona, que es un atractor
para el flujo restringido a la frontera de R3+. Su regio´n de atraccio´n es el conjunto
{(x, y, 0) ∈ R3+ | x, y > 0}.
Figura 6: El atractor de Hopf y la corona para K = 5,2
Observamos en este ejemplo que despue´s de que la bifurcacio´n de Hopf tiene lugar,
el flujo se transforma en un flujo uniformemente persistente: la parte superior del
cilindro atrae todo los puntos del interior y es un atractor global interno. Esto ilustra
un hecho general: la persistencia uniforme puede ser alcanzada en bifurcaciones de
Hopf.
No´tese que la familia de flujos en el ejemplo no es uniformemente disipativa. Sin
embargo, si excluimos los planos coordenados xz e yz, i.e. si consideramos los flujos
definidos so´lo en la variedad {(x, y, z) ∈ R3+ | x, y > 0} (que es invariante para todo los
flujos) entonces la familia se convierte en uniformemente disipativa. Adema´s, el hecho
de que ϕλ sea uniformemente persistente para λ > 0 depende so´lo del comportamiento
de ϕλ en esta variedad invariante. De esta forma, el ejemplo es un caso particular
simple del Teorema 10.
Consideramos ahora el caso general. Damos condiciones bajo las cuales un flujo con
propiedades extremas de no permanencia se convierte en uniformemente persistente
despue´s de que una bifurcacio´n de Poincare´-Andronov-Hopf tiene lugar.
Teorema 10. Sea ϕλ : E × R → E una familia uniformemente disipativa de flujos
definidos en la variedad n-dimensional con frontera, E, y sea M el conjunto compacto
invariante maximal para ϕ0. Supongamos que M ⊂ ∂E (i.e. el atractor global esta´ en
la frontera) y seaM = {M1,M2, . . . ,Mn} una descomposicio´n de Morse de M , donde
M1 = {p}. Supongamos que una bifurcacio´n generalizada de Poincare´-Andronov-Hopf
tiene lugar en p y que las siguientes condiciones se cumplen:
a) M2, . . . ,Mn son uniformemente externamente repulsivos, y
b) la corona Sλ es externamente repulsiva para todo ϕλ con 0 < λ ≤ λ0.
Entonces ϕλ es uniformemente persistente para 0 < λ ≤ λ0 y el atractor de Hopf,
Kλ, tiene una descomposicio´n atractor-repulsor (Aλ, Sλ), donde Aλ ⊂ E˚ es el atractor
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global interno y Sλ es la corona de la bifurcacio´n. Rec´ıprocamente, las condiciones a)
y b) son necesarias para la persistencia uniforme de ϕλ para 0 < λ ≤ λ0.
6. El atractor global
Estamos interesados ahora en discutir algunas caracter´ısticas de la dina´mica den-
tro del atractor global de un flujo uniformemente persistente. Como motivacio´n con-
sideramos una interaccio´n de tipo Holling, asociada a varios feno´menos en ecolog´ıa y
cine´tica qu´ımica (ver [23]). Se modela por las ecuaciones
x˙ = rx
(
1− x
k
)
− y cx
a+ x
y˙ = y
(
−d+ bx
a+ x
)
en R2+, donde todos los para´metros son positivos.
Si b > d y k >
ad
b− d , entonces el sistema admite un u´nico punto fijo interior
F = (x¯, y¯) con x¯ =
ad
b− d .
Este punto fijo es un atractor global si y so´lo si k ≤ a+ 2x¯. Si k > a+ 2x¯ entonces
F se convierte en un repulsor y una bifurcacio´n de Hopf tiene lugar dentro del atractor
global K y se crea un ciclo atractivo C que empieza su evolucio´n desde F . Por tanto,
el punto repulsivo F y el ciclo atractivo C inducen una descomposicio´n atractor-
repulsor del atractor global K. Nos gustar´ıa estudiar este tipo de descomposiciones en
una forma general. Esta situacio´n tiene un rico significado topolo´gico y la descripcio´n
de las propiedades de dualidad implicadas requiere el uso de la teor´ıa de la forma.
So´lo a este nivel los resultados se pueden expresar satisfactoriamente. En general, los
resultados no son ciertos si reemplazamos forma por tipo topolo´gico o incluso tipo de
homotop´ıa.
Introducimos primero algunas nociones que sera´n usadas posteriormente. Decimos
que un continuo K es de tipo puntual en Rn si Rn −K es homeomorfo a Rn − {p},
donde p es un punto. Un ejemplo importante de continuo de tipo puntual viene dado
por los atractores globales en espacios eucl´ıdeos (ver [1]). Es bien sabido que un
continuo de tipo puntual tiene forma trivial (i.e. la forma de un punto), aunque la
implicacio´n rec´ıproca no es cierta en general.
Teorema 11. Sea ϕ : Rn+ × R→ Rn+ un flujo disipativo. Si ϕ es uniformemente
persistente entonces:
a) Supongamos que L es un repulsor de tipo puntual (en particular un punto repul-
sivo) en el interior de Rn+, entonces existe un atractor K0 con la forma de Sn−1
contenido en el atractor global K y cuya cuenca de atraccio´n es intRn+ − L.
b) Supongamos que L es un repulsor con la forma de Sn−1 en el interior de Rn+.
Entonces L descompone intRn+ en dos componentes conexas. Adema´s, si la com-
ponente acotada es simplemente conexa entonces existe un atractor con la forma de
un punto contenido (junto con su cuenca de atraccio´n) en el interior del atractor
global K.
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Observacio´n 2. No sabemos si la hipo´tesis sobre la conexio´n simple es necesaria en
la parte b) del Teorema 11. De hecho existen inmersiones salvajes de la esfera en el
espacio eucl´ıdeo 3-dimensional de modo que la componente conexa acotada del com-
plementario no es simplemente conexa (por ejemplo, algunas variantes de la esfera
cornuda de Alexander). Sin embargo, Sa´nchez-Gabites demostro´ en [44] que no pue-
den ser atractores ni repulsores de flujos en R3. De hecho, los resultados de Sa´nchez-
Gabites pueden ser usados para probar que si un repulsor en R3 (o intR3+) tiene la
forma de S2 entonces la componente acotada del complementario es una bola abierta
topolo´gica (y como consecuencia del argumento utilizado en la demostracio´n del Teo-
rema 11, la regio´n de atraccio´n del atractor dual es homeomorfa a R3 y el atractor es
de tipo puntual). En el caso 2-dimensional la componente acotada del complementario
de un continuo con la forma de S1 es siempre un disco abierto topolo´gico (ver [36])
y, por tanto, el atractor dual de L es de tipo puntual. Por consiguiente, en el caso de
dimensiones bajas la hipo´tesis de conexio´n simple es innecesaria.
Por otro lado, es fa´cil construir un flujo uniformemente persistente en R2+ con un
punto repulsivo y tal que el atractor complementario es el c´ırculo polaco (ver Hastings
[19]). Esto muestra que, en general, el Teorema 11 no puede ser mejorado para probar
que el atractor es homeomorfo a Sn−1. De hecho, ni siquiera es posible demostrar que
es homoto´picamente equivalente a Sn−1.
En el siguiente resultado veremos que la teor´ıa de Morse de flujos uniformemen-
te persistentes con un ciclo atractivo es bastante directa, independientemente de la
complejidad del flujo en la frontera.
Supongamos que ϕ : Rn+×R→ Rn+ es un flujo uniformemente persistente. Decimos
que M = {M1,M2, . . . ,Mk} es una descomposicio´n natural de Morse del flujo si
1) {M1,M2} es una descomposicio´n atractor-repulsor del atractor global K,
2) Mi ⊂ ∂Rn+ para i ≥ 3, y
3) {M1,M2, . . . ,Mk,∞} es una descomposicio´n de Morse de Rn+ ∪ {∞}.
Por ecuacio´n de Morse de M nos referimos a la de {M1,M2, . . . ,Mk,∞}.
El siguiente teorema muestra que si M1 es un ciclo atractivo o, ma´s generalmente,
un atractor con la forma de S1, entonces la ecuacio´n de Morse deM toma una forma
simple. En la direccio´n opuesta veremos que, usando esta ecuacio´n, podemos reconocer
la existencia de atractores con la forma de S1 en el plano, o atractores cuya suspensio´n
tiene la forma de S2 para dimensiones ma´s altas.
Teorema 12. Sea ϕ : Rn+ × R→ Rn+ un flujo disipativo. Supongamos que ϕ es uni-
formemente persistente y que M = {M1,M2, . . . ,Mk} es una descomposicio´n natural
de Morse de Rn+ para ϕ. Entonces:
a) Si M1 tiene la forma de S1, entonces la ecuacio´n de Morse de la descomposicio´n
M con coeficientes en Z o en un cuerpo es 1 + t+ t2 = 1 + (1 + t)t.
b) Rec´ıprocamente, si la ecuacio´n de Morse de M es la anterior, entonces Sh(M1) =
Sh(S1), para n = 2, y Sh(ΣM1) = Sh(S2), para n ≥ 2, donde ΣM1 es la suspensio´n
de M1.
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Un resultado ana´logo puede ser demostrado para dimensiones ma´s altas.
Teorema 13. Sea ϕ : Rn+ × R→ Rn+ un flujo disipativo. Supongamos que ϕ es uni-
formemente persistente y que M = {M1,M2, . . . ,Mk} es una descomposicio´n natural
de Morse de Rn+ para ϕ. Entonces:
a) Si M1 tiene la forma de Sr entonces la ecuacio´n de Morse de la descomposicio´n
M con coeficientes en Z o en un cuerpo es 1 + tr + tr+1 = 1 + (1 + t)tr.
b) Rec´ıprocamente, si la ecuacio´n de Morse deM es la anterior, entonces Sh(ΣM1) =
Sh(Sr+1), para n ≥ 1, donde ΣM1 es la suspensio´n de M1.
Los teoremas 12 y 13 no se cumplen si reemplazamos la suspensio´n ΣM1 del
atractor por el atractor M1. Es fa´cil definir un flujo uniformemente persistente en R3+
donde el atractor global K es una bola con una descomposicio´n atractor-repulsor tal
que el repulsor R es un arco anudado con extremos en ∂K y el atractor dual A es un
ANR. Entonces A tiene la homolog´ıa de S1, pero grupo fundamental no isomorfo a Z.
Por tanto Sh(A) 6= Sh(S1), a pesar del hecho que la ecuacio´n de Morse de cualquier
descomposicio´n natural de Morse con M1 = A, M2 = R es 1 + t+ t
2 = 1 + (1 + t)t.
En su art´ıculo [27] D. Li ha desarrollado nuevas ideas para el estudio de descompo-
siciones de Morse desde el punto de vista de las funciones de Morse-Lyapunov. Ser´ıa
interesante aplicar las ideas de Li al contexto actual.
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ABSTRACT
2-stratifolds are a generalization of 2-manifolds in that there are disjoint simple
closed curves where several sheets meet. They arise in the study of categorical
invariants of 3-manifolds and may have applications to topological data analysis.
We define 2-stratifolds and study properties of their associated labeled graphs
that determine which ones are simply connected.
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1. Introduction
Topologically stratified spaces were introduced by Rene´ Thom [11], who showed that
every Whitney stratified space was also a topologically stratified space, with the
same strata. Later, Shmuel Weinberger [12] studied the topological classification of
stratified spaces. In differential topology the concept of stratifolds, one of the many
concepts of stratified spaces, was defined by Mathias Kreck [5]. In topological data
analysis [C] one applies topological methods to study complex high dimensional data
sets by extracting shapes (patterns) and obtaining insights about them. In these ap-
plications, some of these shapes turn out to be simple 2-dimensional simplicial com-
plexes where it is computationally possible to calculate topological invariants such as
the number of connected components or fundamental cycles. It happens that these
invariants reflect valuable information from data. Some examples of this methodology
to analyze data can be found in [7] and [2].
In this paper, we define closed topological 2-stratifolds and start their study hav-
ing in mind that these objects could be good models for topological data analysis. A
2-stratifold X contains a collection of finitely many simple closed curves (the compo-
nents of the 1-skeleton X1 of X) such that X−X1 is a 2-manifold and a neighborhood
of each component C of X1 consists of sheets (the precise definition is given in section
2). While studying categorical group invariants of 3-manifolds [4], these 2-stratifolds
appear in a natural way. For instance, if G is a non-empty family of groups that is
closed under subgroups, one would like to determine which (closed) 3-manifolds have
G-category equal to 3. It can be shown that such manifolds have a decomposition
into three compact 3-submanifolds H1, H2, H3 , where the intersection of Hi∩Hj (for
i 6= j) is a compact 2-manifold, and each Hi is G-contractile (i.e. for each connected
component C of Hi the image of the fundamental group of C in the fundamental
group of the 3-manifold is in the family G). The nerve of this decomposition is the
union of all the intersections Hi ∩Hj (i 6= j). This nerve is a 2-stratifold and plays
an important role in studying categorical invariants. In contrast to 2-manifolds there
is no known classification of 2-stratifolds in terms of their fundamental group. As a
first step in this direction we ask which 2-stratifolds are 1-connected and we give a
complete solution for the case when the associated graph (see below) is linear.
An interesting special class of 2-complexes, called foams, has been defined and
studied by Khovanov [6]. These were also studied by Carter [3], and they are essen-
tially 2-stratifolds for which a neighborhood of each point of the 1-skeleton consists
of three sheets. We call these trivalent 2-stratifolds and develop an algorithm that
detects whether such a given 2-stratifold is simply connected.
Here is an outline of the paper: In section 2 we define (closed) 2-stratifolds X
and their associated bicolored graphs G(X), and show that G(X) is a retract of X.
The graph G(X) consists of “white” and “black” vertices that correspond to the 2-
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manifold parts and the 1-skeleton, respectively. Together with a labeling of the edges,
G(X) essentially determines X. In section 3 we show that the graph of a 1-connected
2-stratifold is a tree such that all white vertices have genus 0 and all terminal vertices
are white. Then it is shown that a 1-connected 2-stratifold is homotopy equivalent
to a wedge of m−n 2-spheres, where m and n are the number of white resp. black
vertices of the tree G(X). In section 4 we classify all 1-connected 2-stratifolds whose
associated graph is linear. Finally, in section 5, we develop an algorithm to decide
whether a trivalent 2-stratifold is simply connected.
2. 2-stratifolds and their Graphs
A (2-layer) 2-stratifold is a compact, connected Hausdorff space X together with a
filtration ∅ = X0 ⊂ X1 ⊂ X2 = X by a closed subspace such that X1 is a closed 1-
manifold, each point x ∈ X1 has a neighborhood homeomorphic to R×CL, where CL
is the open cone on L for some (finite) set L of cardinality > 2 and each x ∈ X2/X1
has a neighborhood homeomorphic to R2 .
A component C ≈ S1 of X1 has a regular neighborhood N(C) = Npi(C) :=
(Y×[0, 1])/(y, 1) ∼ (h(y), 0). Here Y is the closed cone on the discrete space {1, 2, ..., d}
and h : Y → Y is a homeomorphism whose restriction to {1, 2, ..., d} is the permuta-
tion pi : {1, 2, ..., d} → {1, 2, ..., d}. If pi′ is conjugate to pi in Sd, the group of permu-
tations of {1, 2, ..., d}, then Npi(C) = Npi′(C) . So we may think of pi as a conjugate
class in Sd , that is, as a partition of d. A component of ∂Npi(C) (the set of points
having an open neighborhood homeomorphic to R×[0, 1)) corresponds to a summand
of the partition pi. It follows from Theorems 2 and 3 of [8] that N(C) = Npi(C) for a
unique partition pi.
Another construction of Npi(C) is as follows: If pi is the partition n1 +n2 + ...+nr
of d, let f : C˜ → C be the covering of C where C˜ has components C˜1, C˜2, . . . , C˜r
and the restriction of f to C˜i is an ni-fold covering (i = 1, ..., r). Then Npi(C) is the
mapping cylinder of f .
We take the neighborhoods of the components of X1 sufficiently small so that
N(C) ∩N(C ′) = ∅ if C ′ 6= C. Call the closures of the components of N(C)− C the
sheets of N(C).
We now construct the connected bipartite graph G(X,X1) associated to the 2-
stratifold (X,X1).
Write M = X − ∪jN(Cj) where Cj runs over the components of X1. The white
vertices of the graph G(X,X1) are the components of M ; the black vertices are the
N(Cj) ’s . An edge is a component S of ∂M ; it joins a white vertex W with a black
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vertex N(Cj) if S = W ∩N(Cj).
We obtain a geometric realization of G(X,X1) as an embedding into X as follows:
In each component Cj of X1 choose a black vertex bj , in the interior of each component
Wi of M = X − ∪jN(Cj) choose a white vertex wi. In each component Sij of
Wi ∩N(Cj) choose a point yij , an arc αij in Wi from wi to yij and an arc βij from
yij to bj in the sheet of N(Cj) containing yij . An edge eij between wi and bj consists
of the arc αij ∗ βij . For a fixed i, the arcs αij are chosen to meet only at wi.
Lemma 1. There is a retraction r : X → G(X,X1).
Proof. For each component Wi of M , the union of the arcs
⋃
j αij is a cone on the
points yij with cone point wi, so
⋃
j αij can be considered as a retract of I×I and
therefore it has the Tietze extension property. Thus the map
⋃
j αij ∪ ∂Wi →
⋃
j αij
that is the identity on
⋃
j αij and retracts ∂Wi to
⋃{yij} extends to a retraction of
Wi to
⋃
j αij . Similarly there is a retraction of N(Cj) to
⋃
i βij . Since the retractions
agree on Wi∩N(Cj)→ {yij} and combine to yield a retraction r : X → G(X,X1).
We now assign labels to the edges of G(X,X1).
If F is a compact surface, g(F ) will be the genus, with the convention that g(F ) < 0
if F is nonorientable. Thus g(P 2) = g(Mb) = −1, g(K) = −2, and so on, where Mb
is the Moebius band and K is the Klein bottle. This convention follows Neumann [10].
A white vertex W is labeled with the genus g of W (as defined above). An edge
S is labeled by n, where n is the summand of the partition pi corresponding to the
component S of ∂Npi(C) where S ⊂ ∂Npi(C).
Note that there is no need to label a black vertex with the partition pi because
the partition is shown by the labels of the adjacent edges. Also note that the the
number of boundary components of W is the number of adjacent edges of W . If
G = G(X,X1) is a tree, or if all white vertices have labels g < 0, then it is easy
to see that the labeled graph determines X uniquely. If the graph contains vertices
with non-negative genus one needs some additional structure (see [10]): let G∗ be the
subgraph of G defined by all non-terminal vertices with g ≥ 0, that is, the union of all
edges incident on such vertices and assign a + or − sign to each edge on G∗(X,X1).
This information determines a cocyle G ∈ H1(G∗;Z/2) which assigns to any cycle
the number modulo 2 of (−)-edges on that cycle. This is the additional structure on
G(X,X1) needed to recover (X,X1).
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3. Simply connected 2-stratifolds
Let X be a 2-stratifold with associated bicolored graph G = G(X,X1).
By a subcomplex T of X we mean that T = r−1(Γ), where Γ is a subgraph of G
and r is the retraction of Lemma 1. Let Tˆ be the quotient of X obtained by collapsing
to a point the closure of each component of X−T . Note that Tˆ is a 2-stratifold whose
graph Γˆ is is the union of Γ and the labeled edges (with their vertices) of st(Γ) − Γ
which are adjacent to a black vertex of Γ. (Here st(Γ) is the star of Γ).
Figure 1: T and Tˆ
Then pi(Tˆ ) is a quotient of pi(X) and similarly H1(Tˆ ) and H1(Tˆ ;Z2) are quotients
of H1(X) and H1(X);Z2), respectively. In particular, if X is simply connected, so is
Tˆ .
Theorem 1. (a) If H1(X) is finite, then G is a tree.
(b) If H1(X,Z2) = 0, then all white vertices of G have genus 0.
(c) If H1(X) = Zm2 for some m ≥ 0, then all terminal vertices are white.
Corollary 1. If X is simply connected, then G is a tree, all white vertices of G have
genus 0, and all terminal vertices are white.
Proof. (a) The retraction of Lemma 1 induces an epimorphism r∗ : H1(X)→ H1(G)
and it follows that G is a tree.
(b) If T is a white vertex then Tˆ is a closed 2-manifold and since H1(X,Z2) = 0,
the genus associated to T is 0.
(c) Note that a terminal black vertex T of G corresponds to ∂Npi(C) (with ∂Npi(C)
connected) and the label n of the edge adjacent to T is the order of pi (an n-cycle)
defining Npi(C), hence n ≥ 3 and H1(Tˆ ) ∼= Zn. By the hypothesis this does not
occur.
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We have the following homotopy classification of 1-connected 2-stratifolds:
Theorem 2. If X is simply connected then X is homotopy equivalent to a wedge of
m−n 2-spheres, where m (resp. n) is the number of white (resp. black) vertices of
the tree G.
In particular, two simply connected 2-stratifolds have the same homotopy type if
and only if they have the same “deficiency” n−m and no 2-stratifold is contractible.
Proof. To see that X is homotopy equivalent to a wedge of 2-spheres, we follow Mil-
nor’s proof of Theorem 6.5 in [9]: Since pi1(X) = 1 it follows from Hurewicz that
pi2(X) ∼= H2(X). Now H2(X) is free abelian (since torsion elements come from
H3(X) = 0). The maps (S
2, ∗)→ (X, ∗) representing the generators of pi2(X, ∗) com-
bine to a map f : S2∨· · ·∨S2 → X that induces an isomorphism f∗ : pi2(S2∨· · ·∨S2)→
pi2(X). Now it follows from Whitehead that f is a homotopy equivalence.
To count the number of spheres in the wedge, recall that X = M ∪ N , where
M = X −N and N = ∪jN(Cj) (and Cj are the components of X1). The Euler
characteristic κ(X) = κ(M) + κ(N) − κ(M ∩ N) = β0 − β1 + β2, where βi is the
i’s Betti number of X. Since κ(N) = κ(M ∩ N) = 0 and β1 = 0, it follows that
β2 = κ(M) − 1, which is also the number of 2-spheres in S2 ∨ · · · ∨ S2. Now M is
a (disjoint) union of m punctured spheres and the total number of punctures is the
number e of edges of G. Therefore κ(M) = 2m− e. Since G is a tree, the number of
vertices of G is m+ n = e+ 1. It follows that β2 = m− n.
4. Linear 2-stratifolds
We now consider the 2-stratifold X(m1, n1,m2, n2, . . . ,mr) whose associated graph
G = G(m1, n1,m2, n2, . . . ,mr) is the linear graph with successive vertices w0, b1, w1, b2,
w2, . . . , br, wr and successive labels m1, n1,m2, n2, . . . ,mr, nr where mi (resp. ni) is
the label of the edge joining bi to wi−1 (resp. wi) for i = 1, . . . , r and all white vertices
w0, w1, ...wr have genus 0.
Figure 2: G(m1, n1,m2, n2, . . . ,mr)
The fundamental group of X is the group
Gm1,n1,...,mr,nr = {x1, . . . , xr : xm11 = 1, xn11 = xm22 , . . . , xnr−1r−1 = xmrr , xnrr = 1}
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Lemma 2. For integers mi, nj where i = 1, . . . r, j = 1, . . . , r − 1, let
Gr = {x1, . . . , xr : xm11 = 1, xn11 = xm22 , . . . , xnr−1r−1 = xmrr }.
If gcd(mi, nj) = 1 for i ≤ j ≤ r − 1, then Gr ∼= Zm, where m = m1 · · ·mr.
Proof. First we note that
(∗) xm1m2...mii = 1 for i = 1, ..., r
This is trivial for i = 1. By induction, 1 = x
m1...mi−1
i−1 , and from x
ni−1
i−1 = x
mi
i it follows
that 1 = x
ni−1m1...mi−1
i−1 = x
mim1...mi−1
i .
Since for i = 1, . . . , r − 1, xnii ∈ 〈xi+1〉 (the cyclic subgroup generated by xi+1)
and gcd(ni,m1 . . .mi) = 1, it follows from (∗) that xi ∈ 〈xi+1〉, hence Gr is cyclic
generated by xr. To see that the order of xr is not less than m1 · · ·mr, we observe
that the relation matrix
m1
−n1 m2
−n2 m3
· ·
· ·
−nr−1 mr

can be reduced to a diagonal matrix by elementary row and column operations, which
leave the determinant invariant. Since Gr is cyclic, all diagonal entries of the normal
form are = 1 except for the last entry, which is the order of Gr.
Corollary 2. If gcd(mi, nj) = 1 for i ≤ j ≤ r, then the group
Gm1,n1,...,mr,nr = {x1, . . . , xr : xm11 = 1, xn11 = xm22 , . . . , xnr−1r−1 = xmrr , xnrr = 1}
is trivial.
Proof. By Lemma 2, Gm1,n1,...,mr,nr = {xr : xm1···mrr = 1, xnrr = 1}. Since
gcd(m1 · · ·mr, nr) = 1, the result follows.
Lemma 3. Let Hr be the abelian group
Hr = {x1, . . . , xr : [xi, xj ] = 1, xm11 = 1, xn11 = xm22 , . . . , xnr−1r−1 = xmrr , xnrr = 1}.
If Hr = 1 then gcd(mi, nj) = 1 for 1 ≤ i ≤ j ≤ r.
Proof. If r = 1, H1 = {x1 : xm11 = 1, xn11 = 1} = 1 implies that gcd(m1, n1) = 1. For
r > 1, ifHr = 1, thenHr/〈xr〉 ∼= Hr−1 = 1 and therefore by induction gcd(mi, nj) = 1
for i ≤ j ≤ r − 1. It follows from Lemma 2, that the group Gr = {x1, . . . , xr : xm11 =
1, xn11 = x
m2
2 , . . . , x
nr−1
r−1 = x
mr
r } = {xr : xm1...mrr = 1}. Then Hr = Gr/〈xnrr 〉 = {xr :
xm1...mrr = 1, x
nr
r = 1} = 1 implies that gcd(m1 . . .mr, nr) = 1.
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We know state the main theorem of this section.
Theorem 3. For the 2-stratifold X = X(m1, n1,m2, n2, . . . ,mr) the following are
equivalent:
(1) X is simply connected
(2) H1(X) = 0
(3) gcd(mi, nj) = 1 for 1 ≤ i ≤ j ≤ r.
Proof. Clearly (1) implies (2). Now H1(X) is the group Hr of Lemma 3, hence (2)
implies (3). Finally (3) implies (1) by Corollary 2.
5. Trivalent 2-stratifolds
In this section a 2-stratifold X and its associated labeled bicolored graph G are defined
to be trivalent, if each black vertex b is incident to either three edges each with label
1 or to two edges, one with label 1, the other with label 2, or b is a terminal vertex
with adjacent edge of label 3. This means that a neighborhood of each component C
of the 1-skeleton X1 has 3 sheets, so the permutation pi : {1, 2, 3} → {1, 2, 3} of the
regular neighborhood N(C) = Npi(C) has partition 1 + 1 + 1 or 1 + 2 or 3.
The figure below shows a simple example with one black vertex with partition
1 + 1 + 1 and all terminal edges with label 2. A simple computation shows that the
associated 2-stratifold has fundamental group Z2. In fact we show that in general the
homology is non-trivial:
Figure 3: One branch vertex
Lemma 4. If all terminal edges of a trivalent graph G (with a non-zero number of
edges) have label 2, then H1(X,Z2) 6= 0.
Proof. By a branch vertex we mean a vertex of degree ≥ 3. A terminal branch is a
connected linear subgraph L of G that joins a branch vertex v to a terminal vertex
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such that no vertex of L− {v} is a branch vertex.
Note that all terminal vertices of G are white.
Suppose the Lemma is false. Let G be a counterexample with a smallest num-
ber n > 0 of edges. If w is a white branch vertex, then for the subcomplex T =
r−1(Γ), where Γ is the complement of a component of G− {w}, there is a surjection
H1(X,Z2)→ H1(Tˆ ,Z2), which shows that Γ is a counterexample to the Lemma with
fewer than n edges. Therefore G does not have white branch vertices.
We first claim that every terminal branch of G has length 3 with labels 2, 1, 1
(starting from the (white) terminal vertex).
To see this, let w1 − b1 −w2 − b2 − ...−wr − br be a terminal branch where w1 is
the (white) terminal vertex and br is the (black) branch point. We must have r ≥ 2
since the labels of w1 − b1 and b1 − w2 are 2 and 1 respectively so b1 cannot be a
branch vertex. Suppose the label of the edge w2−b2 is 2. Then, eliminating the edges
w1 − b1 − w2 from G we obtain a counterexample with n− 2 edges. Hence the label
of w2 − b2 is 1. If r > 2 then the label of b2 − w3 is 2 and for the linear subgraph
w1 − b1 − w2 − b2 − w3 of G the corresponding sub complex Y has H1(Y,Z2) = 0,
which a simple computation shows is not true. Therefore r = 2 and br = b2 is a
branch vertex with partition 1 + 1 + 1, so the terminal branch w1 − b1 −w2 − b2 has
length 3 and labels 2, 1, 1.
Now, let b be an outermost branch vertex of G (that is a (black) terminal vertex of
the tree obtained from G by removing all its terminal branches). If b is the only branch
point of G then G is the graph in figure 3, for which the corresponding 2-stratifold has
non-trivial Z2-homology, a contradiction. In any other case two terminal branches of
G have b as an endpoint. Let Γ be the graph that is obtained from G by replacing the
two terminal branches by a one-edge linear graph with end point b and label 2. The
2-stratifold corresponding to the union of the two branches has Z2 homology = Z2
and it follows that the 2-stratifold Y that corresponds to the graph Γ has the same
Z2-homology group as X. Thus Γ is a counterexample with n−5 edges, contradicting
the minimality of n.
In the proof of the following theorem we give an efficient algorithm to decide
whether or not a trivalent 2-stratifold is 1-connected.
Theorem 4. There is an algorithm for determining if a trivalent 2-stratifold X is
1-connected.
Proof. By Corollary 1, G must be a tree, all white vertices have genus 0 and all ter-
minal vertices are white.
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Step (1) Delete all terminal branches of length 2 with labels 1, 2 from G (starting
from the (white) terminal vertex).
The fundamental group of X is not changed.
Step (2) If there is a black branch vertex b with a terminal (white) neighbor, delete
b and its edges.
This splits G into two subgraphs Γ1 and Γ2 corresponding to two subcomplexes
Y1 and Y2 of X such that pi1(X) ∼= pi1(Y1)∗pi1(Y2). Then pi1(X) = 1 ⇐⇒ pi1(Y1) = 1
and pi1(Y2) = 1.
Repeat steps (1) and (2) as long as possible for the resulting components Yi. Then
either some Yi has all terminal edges of label 2 or the process yields a collection of
white vertices. In the first case pi1(Yi) 6= 1 by Lemma 4 and therefore pi1(X) 6= 1. In
the second case pi1(X) = 1.
We finally give a homology classification of trivalent simply-connected 2-stratifolds.
Theorem 5. A trivalent 2-stratifold is 1-connected if and only if H1(X;Z6) = 0.
Proof. Note that the condition is equivalent to H1(X;Z2) = 0 and H1(X;Z3) = 0.
The first condition implies by Theorem 1(a),(b) that G is a tree with all white vertices
of genus 0. Since G is trivalent, for a terminal black vertex T we would have a
surjection H1(X;Z3)→ H1(Tˆ ,Z3) ∼= Z3, which is impossible by the second condition.
Thus all terminal vertices are white. Following the algorithm, we note that in step
(1) the Z2-homology does not change and in step (2), H1(X;Z2) = H1(Y1;Z2) +
H1(Y2;Z2). Thus we end up with a (possibly disconnected) graph with no edges.
This implies that pi1(X) is a free product of trivial groups, that is, pi1(X) = 1.
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ABSTRACT
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mental group of the complement of a smooth orientable closed surface in S4 is
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1. Introduction
The problem of determining which fundamental groups of spaces, in some interesting
class of spaces, are 3-manifolds groups is often considered in the literature. For
example in [DS] it is proved that the Kahler groups (that is, fundamental groups of
compact Kahler manifolds) which are 3-manifolds groups are precisely the finite 3-
manifolds groups which, by Perelman, are the finite subgroups of O(4) that act freely
on S3.
An interesting class of spaces is the collection of complements, in S4, of orientable
smooth, closed 2-submanifolds (see for example [6], [12], [15]). The class of funda-
mental groups of such complements is denoted by S in [6]. The groups of S are also
called irreducible C-groups (see [12]). We prove in the present article that only the
infinite cyclic group is a member of S that is the fundamental group of an orientable
closed 3-manifold. A motivation for our interest in this question is a conjecture of J.
Simon which we now state in a strengthned form. Let (k; 0) be a closed 3-manifold
obtained by longitudinal surgery on a nontrivial knot k in S3. Conjecture: pi1(k; 0)
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does not belong to S. By Gabai [3] pi1(k; 0)  Z and so, it follows by our result that
the conjecture is true.
A manifold will be called closed if it is compact, connected with empty boundary.
A map f : X → Y between arcwise connected spaces is essential if f# : pi1X → pi1Y
is injective. Arrows with no label are induced by inclusion.
The symbol [a, b] is aba−1b−1, <<>> will denote normal closure and G is the class
of finitely presented groups.
2. Main result
Let Sn be the class of fundamental groups pi1(Sn+2 − Fn) where Fn is a smooth
orientable closed n-submanifold of Sn+2.
It is known that S1 ( S2 and Sn = S2 for n ≥ 2, so we denote Sn by S if n ≥ 2.
Let M3 be the class of fundamental groups of closed orientable 3-manifolds.
Theorem 2.1 S ∩M3 = {Z}.
Clearly pi1(S
2 × S1) ' Z ' pi1(S4 − S2), where S2 is the trivial 2-knot in S4, so
Z ∈S ∩M3.
Before giving a group-theoretical characterization of the class S we recall the
following definition. Suppose a, b ∈ G and [a, b] = 1; then the Pontrjagin product of a
and b, which we denote by a∧ b, is the image of the canonical generator of H2(Z×Z)
under H2(Z × Z)(ϕa,b)∗−→ H2(G), where ϕa,b : Z × Z → G is the homomorphism such
that ϕa,b(1, 0) = a and ϕa,b(0, 1) = b. If t ∈ G and Ct is the centralizer of t in G, then
we write t ∧ Ct = {t ∧ c : c ∈ Ct}.
Notice that if Ct is cyclic then t∧Ct = 0 because (ϕa,b)∗ factors through the trivial
group H2(Ct).
The following ”intrinsic” (i.e. not involving presentations) characterization of the
group S is a slight reformulation of a theorem of Simon [15], using a remark in [2].
Theorem 2.2 (Simon) S = {G ∈ G : H1G ' Z and there exists t ∈ G such that
〈〈t〉〉 = G and t ∧ Ct = H2(G)}.
One can also give the following characterization. A Wirtinger presentation is
a finite presentation 〈x1, ..., xm : r1, ..., rn〉 such that each relator rk is of the form
x−1i w
−1xjw. Groups having a Wirtinger presentation are also called LOG group (see
)s Then (see [15])
Theorem 2.3 S = {G ∈ G : H1G ' Z and G has a Wirtinger presentation}.
A presentation (x1, ..., xn; r1, ..., rn) such that
n
Π
i=1
rixir
−1
i =
n
Π
i=1
xi in the free group
Fn(x1, ..., xn) is called an Artin presentation.
From the fact that every closed orientable 3-manifolds is an open book with planar
pages the following characterization of M3 can be given ([6], [5], [18]).
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Theorem 2.4 M3 is the class of groups in G that have an Artin presentation.
Wall has proposed the following intrinsic characterization of M3.
Conjecture 2.5 G ∈M3 iff G is a free product of finitely many PD3 groups.
See [1, p. 19].
3. Proofs
Lemma 3.1 Let G = pi1M
3 where M3 is closed, H1M
3 = Z and G is normally
generated by one element. Then M3 is prime.
Proof. If M3 is not prime, then M3 = M31#Σ
3
1#...#Σ
3
n (n ≥ 1), H1M31 = Z, M1
is prime and Σ31,...,Σ
3
n are prime homology spheres whith pi1Σ
3
i 6= 1 (i = 1, ..., n) (by
Perelman). Note that pi1M
3
1 ∗ pi1Σ31, and therefore Z ∗ pi1Σ31, is a quotient of G and
so, it can be normally generated by one element. Since Σ31 is prime pi1Σ
3
1 is finite or
torsionfree [8]. In both cases Z ∗ pi1Σ31 can not be normally generated by one element
[7], [11]. Therefore M3 is prime. 
Lemma 3.2 Let W 3 be a compact orientable 3-manifold, such that ∂W 3 6= ∅ and
dimH1(∂W
3;Q) ≥ 2 ·dimH1(W 3;Q). Then H2(∂W 3;Q)  H2(W 3;Q) is surjective.
Proof. By Poincare duality dimH2(W
3, ∂W 3;Q) = dimH1(W 3;Q), and so
H1(∂W
3;Q) ≥ dimH1(W 3;Q)+ dimH2(W 3, ∂W 3;Q)
and therefore in the exact sequence
H2(∂W
3;Q)→ H2(W 3;Q)→ H2(W 3, ∂W 3;Q)→ H1(∂W 3;Q)→ H1(W 3;Q)
the third arrow is injective and the first arrow is surjective. 
Corollary 3.1 Let W 3 be a compact orientable Seifert 3-manifold, with ∂W 3 6= ∅,
whose orbit space is orientable of genus 0 or nonorientable of genus 1. Then the image
of H2(∂W
3)→ H2(W 3) has finite index.
Proof. If m is the number of boundary components of ∂W 3 it is easy to see that
H1(W
3;Q) = m. 
Lemma 3.3 Let M3 → F 2 be a Seifert fibration with n (n ≥ 0) exceptional fibers.
Suppose that M3 is orientable, closed, H1M
3 ' Z and M3  S2×S1. Then F 2 ' S2
and n > 0.
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Proof. From the usual presentation of pi1M
3 (see [14, §1]), one sees that pi1F 2 is a
quotient of pi1M
3. Hence H1F
2 is a quotient of H1M
3 and so H1F
2 is cyclic, which
implies that F 2 is S2 or P 2. If F 2 ' P 2
pi1M
3 =
∣∣∣∣q1, ..., qn, h, v : qαii hβi = vhv−1h = q1...qnv2h−b = 1∣∣∣∣
From this one sees that h, q1, ..., qn and v have finite order in H1M
3 and so H1M
3
is finite, contradicting H1M
3 ' Z. Therefore F 2 ' S2 and
pi1M
3 ' ∣∣∣∣q1, ..., qn, h : [h, qi] = qαii hβi = q1...qnh−b = 1∣∣∣∣
If n = 0, then as H1M
3 ' Z, we must have b = 0 and M3 ' S2 × S1; hence
n > 0. 
Lemma 3.4 Let M3 be an orientable closed irreducible 3-manifold with H1(M
3) = Z.
Assume that M3is not homeomorphic to the torus bundle over S1 with monodromy of
order 6. Then any essential map from the torus T 2 into M3 is homotopic to a map
whose image is contained in a Seifert space with non empty boundary.
Proof. By [10], [9] or [16] the assertion is true if M3 is not a Seifert space.
We can therefore assume that M3 is a Seifert space. By Lemma 3.3, M3 has S2
as orbit space and n (n > 0) exceptional fibers. Let e1,..., en be the exceptional fibers
and
W 3 = M3 − ∪ni=1N(ei)
where the solid tori N(e1),..., N(en) are disjoint saturated tubular neighborhoods of
e1,..., en. We will prove that any map from the torus T
2 into M3 is homotopic to a
map whose image is contained in W 3.
We can identify W 3 with S20 × S1 where S20 is the 2-sphere with n holes. and
pi1S
2
0 = ||q1, ..., qn : q1...qn = 1|| and so
pi1W
3 = ||q1, ..., qn, h : q1...qn = [qi, h] = 1||
where h corresponts to a generator of S1. We can write
pi1M
3 =
∣∣∣∣q1, ..., qn, h : [qi, h] = qαii hβi = q1...qnh−b = 1∣∣∣∣
and the inclusion-induced epimorfism ϕ : pi1W
3 −→ pi1M3 sends qi to qi and h to h.
Consider pi1M
3/ < h >, the quotient of pi1M
3 by the central subgroup generated
by h. We identify it with ||q1, ..., qn : q1...qn = qαii = 1||; the natural epimorphism
ρ : pi1M
3 → pi1M3/ < h > sends qi to qi and h to 1. We have the epimorphism
ψ : pi1S
2
0 → pi1M3/ < h > where ψ(qi) = qi and the epimorphism p : pi1W 3 → pi1S20
where p(qi) = qi and p(h) = 1. Define also the homomorphism σ : pi1S
2
0 → pi1W 3 by
σ(qi) = qi; thus p ◦ σ is the identity. We have the commutative diagram
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ker p =< h >
↓
pi1W
3 ϕ−→ pi1M3
σ ↑↓ p 	 ↓ ρ
pi1S
2
0
ψ−→ pi1M3/ < h >
Claim: If γ1, γ2 ∈ pi1M3, and [γ1, γ2] = 1, then there exist u1, u2 ∈ pi1W 3 such that
[u1, u2] = 1 and ϕ(ui) = γi (i = 1, 2).
Proof of the claim. By [13, Proposition 7.10], if we exclude the 7 cases in which
the orbifold Euler characteristic χ − Σ(1 − 1αi ) is zero, the group, pi1M3/ < h > is
Fuchsian and every Abelian subgroup of it is cyclic. Six of these seven cases do not
arise because ||q1, ..., qn : q1...qn = qαii = 1|| has non-cyclic Abelianization which is not
possible since H1M
3 ' Z. The remaining case (α1 = 2, α2 = 3,α3 = 6) also does not
arise because, by hypotesis, M is not the Seifert space (Oo0;−1, (2, 1), (3, 1), (6, 1)),
the torus bundle over S1 with monodromy of order 6. Hence every Abelian subgroup
of pi1M
3/ < h > is cyclic.
Let γ1 and γ2 be commuting elements of pi1M
3. Since < ρ(γ1), ρ(γ2) > is cyclic,
there exist w ∈ pi1S2o and integers r1 and r2 such that ψ(w)ri = ρ(γi) (i = 1, 2).
Let w
′
i = σ(w)
ri . Clearly [w
′
1, w
′
2] = 1, ρ ◦ ϕ(w
′
i) = ψ(w
′
i) = ρ(γi), and so γi =
ϕ(w
′
i)h
ei = ϕ(w
′
ih
ei), for some integer ei. Writing ui = w
′
ih
ei , we have [u1, u2] = 1
and ϕ(ui) = γi (i = 1, 2). This proves the claim.
Now let f : T 2 →M3 be a map and let γ1, γ2 ∈ pi1M3 be images under f# of two
generators τ1 and τ2 of pi1T
2. Clearly [γ1, γ2] = 1. Then by the claim there exist u1,
u2 ∈ pi1W 3 such that [u1, u2] = 1 and ι#(ui) = γi (i = 1, 2), where ι : W 3 →M3 is the
inclusion. Since W 3 is aspherical there is a map g : T 2 → W 3 such that g#(τi) = ui
(i = 1, 2). Then (i ◦ g)# = f# and, since M3 is aspherical, i ◦ g is homotopic to f . 
Proposition 3.1 Let M3 be a closed orientable irreducible 3-manifold with H1(M
3) =
Z and let f : T 2 → M3 be continuous. Assume that M3is not homeomorphic to the
torus bundle over S1 with monodromy of order 6. If f∗ : H1(T 2) → H1(M3) is
nonzero then f∗ : H2(T 2)→ H2(M3) is zero.
Proof. If f is not essential then there is a nontrivial loop α in T 2 such that f ◦ α is
trivial in pi1M
3. Since pi1M
3 is torsion free, because M3 is aspherical, we can take α
primitive. Then f# : pi1T
2 → pi1M3 factors through pi1M3/ < h >= Z and we have
a commutative triangle
H2(pi1T
2)
(f#)∗−→ H2(pi1M3)
↘ 	 ↗
H1Z = 0
Hence H2T
2 f∗−→ H2M3 is zero.
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We may therefore assume f is essential.
By Lemma 3.4 we may assume there is a 3-submanifold W 3 of M3, with nonempty
boundary, such that f(T 2) ⊂W 3 and W 3 is a Seifert manifold.
Since f∗ : H1(T 2) → H1(W 3) is nonzero, H1(W 3) → H1(M3) is nonzero. Let
E3 = M3 −W 3 .From the exact sequence
H1W
3 → H1M3 → H1(M3,W 3)→ H˜0W 3
one sees that H1(M
3,W 3) is finite cyclic and, since H1(E
3, ∂E3) ' H1(M3,W 3) by
excision, the middle arrow in
H1(E
3, ∂E3)→ H0(∂E3)→ H0E3 → H0(E3, ∂E3)
is an isomorphism. Hence every component of E3 has connected boundary.
Let γ be the union of n−1 disjoint arcs properly embeded in W 3 such that γ∪∂W 3
is connected. We have, using excision and the homology sequence of (W 3, ∂W 3) and
(M3, γ ∪ E3)
coker(H1(∂W
3)→ H1W 3) ' coker(H1(γ ∪ ∂W 3)→ H1W 3)
' H1(W 3, γ ∪ ∂W 3) ' H1(M3, γ ∪ E3)
' coker(H1(γ ∪ E3)→ H1M3)
which is cyclic.
If the orbit space of W 3 is orientable of genus g, coker(H1(∂W
3)→ H1W 3) ' Z2g
so g = 0, and if it is nonorientable of genus k, coker(H1(∂W
3)→ H1W 3) ' Z2⊕Zk−1
so k = 1. Therefore by Corollary 3.1 the image of H2(∂W
3)→ H2W 3 has finite index.
Write f = j ◦ g where g : T 2 → W 3 and j : W 3 → M3 is the inclusion and also
denote the inclusion of ∂W 3 in W 3 by i. Notice that j∗i∗ : H2(∂W 3) → H2(M3) is
zero because every component of ∂W 3 bounds in M3.
Now if [T 2] is a generator of H2(T
2), r · g∗([T 2]) ∈ im i∗ for some positive integer
r, because im i∗ has finite index. Hence j∗(r ·g∗([T 2])) = rf∗([T 2])) = 0 and therefore
f∗([T 2])) = 0 since H2(M3) ' Z. 
Proposition 3.2 Let M3 be the torus bundle over S1 whith monodromy ϕ : S1×S1 →
S1 × S1 of order 6, that is ϕ(z1, z2) = (z2, z−11 z2), where S1 = {z ∈ Z : |z| = 1}. Let
m ∈ pi1(M3) be such that << m >>= pi1(M3). Then Cm, the centralizer of m in
pi1M
3, is < m >, and so m ∧ Cm = {0}.
Proof. We have pi1M
3 =
∥∥a, b, t : [a, b], t−1at = b, t−1bt = a−1b∥∥ where the center is
generated by t6 and the commutator subgroup is < a, b >, the free Abelian group
of rank two. The monodromy induces an isomorphism ϕ :< a, b >→< a, b > where
ϕ(a) = b and ϕ(b) = a−1b with corresponing matrix
(
0 −1
1 1
)
. Notice that the
only fixed point of ϕ is the trivial element. 
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Consider now an element m in pi1M
3 whose normal closure is pi1M
3; we can as-
sume this m = tc with c ∈< a, b >. We claim that Cpi1M3(tc) =< m >. Indeed, if
[tec1, tc] = 1 with c1 ∈< a, b > then tec1 = c2(tc1)e for some c2 ∈< a, b > and then
1 = [c2(tc1)
e, tc] = c2tc
−1
2 t
−1 = c2ϕ−1(c−12 ), hence ϕ(c2) = c2 so c2 = 1. Therefore
tec1 = (tc)
e and Cpi1M3(m) =< m >. 
Proof of Theorem 2.1. Let G = pi1(M
3), with M3 closed. Suppose G ' pi1(S4 − F 2)
where F 2 is a closed, smooth 2-submanifold of S4. Suppose G 6= Z. Let m ∈ G be
such that 〈〈m〉〉 = G and m∧Cm = H2(G) where Cm = {g : [m, g] = 1}; m represents
a generator of H1G(' H1M3 ' Z). By Lemma 3.1 M3 is irreducible and therefore is
aspherical [8], and so HiG ' HiM3 (∀i).
Assertion: m ∧ Cm = {0}.
Proof of the assertion. By Propostion 3.2, we may assume that M3 is not homeomor-
phic to the torus bundle with monodromy of order 6.
Let c ∈ Cm. Let ϕ be the homomorphism from Z2(= pi1(S1 × S1)) to G(= pi1M3)
such that ϕ(1, 0) = c and ϕ(0, 1) = m. Since M3 is aspherical there is a map
f : S1 × S1 → M3 such that f∗ = ϕ. As [ϕ(1, 0)] generates H1M3, by Proposition
3.1, f∗([S1 × S1]) = 0 ∈ H2M2, that is, m ∧ c = 0.This proves the assertion.
Since H2G ' H2M3 ' H1M3 ' Z, by Poincare duality, m∧Cm 6= H2G. Therefore
G ' Z. 
Theorem 2.1 is not valid if we redefine M3 so as to include fundamental groups
of the closed nonorientable 3-manifolds: the manifolds obtained by blowing up a
non-trivial knot in S3 have a non-cyclic fundamental group that belongs to S.
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ABSTRACT
In this paper we survey some recent results on the geometry and the isomorphic
structure of variable exponent Lebesgue spaces Lp(·)(Ω,Σ, µ). Averaging and
orthonormal projections on these spaces are also studied.
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1. Introduction.
The goal of this paper is to survey some results on the geometry and the structure
of variable exponent Lebesgue spaces Lp(·)(Ω,Σ, µ). The last two decades have seen
a strong interest in these spaces Lp(·)(Ω) motivated for their successful use in some
areas as Harmonic Analysis and P.D.E. (cf. [17],[3], [1]). Variable exponent Lebesgue
spaces (or Nakano spaces) Lp(·)(Ω) belong to the general class of modular spaces
and Musielak-Orlicz spaces (cf. [14]). An important difference with classical Lebesgue
Lp-spaces is that Lp(·)(Ω) spaces are not rearrangement invariant.
∗Partially supported by grant MTM2012-31286
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2. Notation and Preliminaries.
Throughout the paper (Ω,Σ, µ) is a σ-finite separable non-atomic measurable space
and L0(Ω) is the space of all real measurable function classes. Given a µ-measurable
function p : Ω → [1,∞), the Variable Exponent Lebesgue space (or Nakano space)
Lp(·)(Ω), is defined by the set of all measurable scalar function classes f ∈ L0(Ω)
such that the modular ρp(·)(f/r) is finite for some r > 0 , where
ρp(·)(f) =
∫
Ω
|f(t)|p(t) dµ(t) <∞.
And the associated Luxemburg norm is
||f ||p(·) := inf{r > 0 : ρp(·)(f/r) ≤ 1}.
With the usual pointwise order,
(
Lp(·)(Ω), || ||p(·)
)
is a Banach lattice.
Properties of these kind of spaces dependent of properties of the measurable ex-
ponent functions p(·). We write
p− := ess inf{p(t) : t ∈ Ω} and p+ := ess sup{p(t) : t ∈ Ω}.
By p+|B and p
−
|B we denote the essential supremum and infimum of the function
p(·) over a measurable subset B. The conjugate function p∗(·) of p(·) is defined
by the equation
1
p(t)
+
1
p∗(t)
= 1 almost everywhere t ∈ Ω.
The topological dual of the space Lp(·)(Ω) , with p+ < ∞, is the vari-
able exponent space Lp
∗(·)(Ω). When µ(Ω) < ∞ and p1(t) ≤ p2(t) a.e., we have
Lp2(·)(Ω) ⊆ Lp1(·)(Ω) and this inclusion is bounded.
An space Lp(·)(Ω) is separable if and only if p+ <∞. This is also equivalent to
Lp(·)(Ω) does not have any subspace isomorphic to l∞.
An space Lp(·)(Ω) is reflexive if and only if 1 < p− ≤ p+ < ∞. This is also
equivalent to Lp(·)(Ω) be uniformly convex. The spaces Lp(·)(Ω) are p−-convex and
p+-concave Banach lattices (c.f. [10] , [3] [1]). See also [13] for other geometric
properties like the Radon-Nikodym property and the Daugavet property.
The essential range of the exponent function p(·) is defined by
Rp(·) := {q ∈ [1,∞) : ∀ > 0 µ(p−1(q − , q + )) > 0}.
Note that the essential range is a closed subset of [1,∞) ; in particular, Rp(·) is
compact when p(·) is essentially bounded. Clearly the values p− and p+ are always
in the set Rp(·).
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3. Results.
From now on, we consider separable Lp(·)(Ω) spaces to give results on the existence
of `q-subspaces for 1 ≤ q <∞.
Theorem 3.1 ([6]) Let Lp(·)(Ω) be separable. Then Lp(·)(Ω) has a lattice-isomorphic
copy of lq if and only if q ∈ Rp(·).
A direct consequence is the following result.
Proposition 3.1 Let Lp(·)(Ω) and Lp1(·)(Ω′) be separable variable exponent spaces.
If Lp(·)(Ω) is lattice-isomorphic to Lp1(·)(Ω′), then Rp(·) = Rp1(·).
Also it follows the determination of the Rademacher type and cotype (see also
[9]).
Proposition 3.2 An Lp(·)(Ω) space has type q (for 1 ≤ q ≤ 2 ) if and only if q ≤ p−.
And Lp(·)(Ω) has cotype q (for 2 ≤ q ≤ ∞) if and only if p+ ≤ q.
We pass now to consider arbitrary isomorphisms. First let us remark that if
Lp(·)(Ω) is isomorphic to L1(Ω), then Lp(·)(Ω) = L1(Ω) (up to renorming). Indeed,
assume that Lp(·)(Ω) 6= L1(Ω). Then 1 < p+ < ∞. Consider r > 0 and a subset
Ω′ of p−1( [p− + r, p+] ) with finite measure. Then
Lp+(Ω′) ⊆ Lp|Ω′ (·)(Ω′) ⊆ Lp−+r(Ω′),
where Lp|Ω′ (·)(Ω′) is a complemented subspace of Lp(·)(Ω) ( clearly P (f) = fχΩ′ is a
continuous projection). Now, considering the sequence of the Rademacher functions in
Lp|Ω′ (·)(Ω′) we get that Lp|Ω′ (·)(Ω′) has a closed complemented subspace isomorphic
to l2. Hence the space L
p(·)(Ω) = L1(Ω) has also a complemented l2-copy, which is
a contradiction (cf. [12] Theorem 2.b.4).
Using the above, let us show that Corollary 3.1 does not hold for isomorphisms:
Let Lp(·)[0, 2] be with p(t) = 2 , if t ∈ [0, 1] and p(t) = 2 + t = p1(t), if t ∈ (1, 2].
Then Lp1(·)(1, 2] ' l2 ⊕H, for some closed subspace H, and
Lp(·)[0, 2] = Lp(·)[0, 1]⊕ Lp(·)(1, 2] ' l2 ⊕ Lp1(·)(1, 2]
' l2 ⊕ l2 ⊕H ' l2 ⊕H ' Lp1(·)(1, 2] .
Thus the spaces Lp(·)[0, 2] and Lp1(·)(1, 2] are isomorphic, but Rp(·) = {2}∪ [3, 4] 6=
Rp1(·).
We continue studying isomorphic lq-copies in L
p(·)(Ω) spaces for q < 2. Let us
consider a Lp(·)(Ω) space, with 1 ≤ p− < 2. Then Lp(·)(Ω) has an isomorphic copy
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of lq for every q ∈ (p−, 2] . Indeed, take a natural number n, with p−+ 1n < q , and
a measurable subset Ωn , with 0 < µ(Ωn) <∞ , such that
Lp
−+ 1n (Ωn) ⊆ Lp|Ωn (·)(Ωn) ⊆ L1(Ωn).
Now, consider a sequence of q-stable independent random variables in Lp
−+ 1n (Ωn)
(cf.[12]). Then, using Proposition IV.4.10 in [5], we deduce that Lp|Ωn (·)(Ωn) has an
isomorphic copy of lq.
Theorem 3.2 ([6]) Let Lp(·)(Ω) be with p+ <∞.
(a) If 1 ≤ p− ≤ 2, then lq is isomorphic to a closed subspace of Lp(·)(Ω) if and
only if q ∈ Rp(·) ∪ [p−, 2] .
(b) If p− > 2, then lq is isomorphic to a closed subspace of Lp(·)(Ω) if and only
if q ∈ Rp(·) ∪ {2}.
Using that the essential range of the conjugate function p∗ verifies that
Rp∗(·) = {r ≥ 1 : 1
r
+
1
q
= 1 for q ∈ Rp(·) } ,
we deduce the following.
Proposition 3.3 Let Lp(·)(Ω) and Lp1(·)(Ω′) be reflexive. If Lp(·)(Ω) is isomorphic
to Lp1(·)(Ω′) then Rp(·) \ {2} = Rp1(·) \ {2}.
Indeed, if 2 < q ∈ Rp(·) then lq is isomorphic to a subspace of Lp(·)(Ω) ' Lp1(·)(Ω′),
so we have q ∈ Rp1(·). Assume now 1 < q < 2 and q ∈ Rp(·), then 2 < q′ ∈ Rp∗(·)
for 1/q′ + 1/q = 1. Hence q′ ∈ Rp∗1(·) and q ∈ Rp1(·).
We pass now to study the existence of complemented subspaces which are iso-
morphic to lq in spaces L
p(·)(Ω). A duality argument and results above allow to
consider only scalars q in the essential range set Rp(·). From Theorem 3.1, we know
that a lattice-isomorphic copy of lq in L
p(·)(Ω), for q ∈ Rp(·), can be obtained
considering the span of a suitable sequence of disjoint normalized functions of the
form
(
χAn(t)
µ(An)
1
p(t)
)
. Hence, we study the boundedness of the associated orthogonal
projections TA, defined by
TA(f)(t) =
∞∑
n=1
(∫
An
f(s)
µ(An)
1
p∗(s)
dµ(s)
)
χAn(t)
µ(An)
1
p(t)
,
where 1p(t) +
1
p∗(t) = 1 almost everywhere. Clearly, the sequences
(
χAn(t)
µ(An)
1
p(t)
)
and(
χAn(t)
µ(An)
1
p∗(t)
)
are bi-orthogonal.
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First consider the following illustrative case. Assume that the exponent function
p(·) is of the form p(t)χAn(t) = qn, for some scalar sequence (qn) ⊂ [1,∞) and
a disjoint measurable subset sequence (χAn). Then, the orthogonal projection TA
associated to the sequence
(
χAn(t)
µ(An)
1
p(t)
)
is a bounded operator in Lp(·)(Ω) which
coincides with the averaging operator PA defined by
PA(f) =
∞∑
n=1
∫
An
f(s)dµ(s)
µ(An)
χAn .
Indeed, by Jensen integral inequality, we get ρp(·)(TAf) = ρp(·)(PAf) ≤ ρp(·)(f), for
all f ∈ Lp(·)(Ω).
In the general case the following estimation holds, if (An)
∞
n=1 is a sequence of dis-
joint measurable sets with
∞∑
n=1
µ(An) ≤ 1, then the associated orthogonal projection
T in Lp(·)(
⋃∞
n=1An) verifies
ρp(·)(
Tf
K
) ≤
∞∑
n=1
(∫
An
( |f |
K
)p−|An
dµ
)(
1
µ(An)
)p+|An−p−|An
,
for some constant K ≥ 1 and every normalized function f .
It turns out that given p : Ω → [1,∞) for each value q ∈ Rp(·) there exist a
sequence of disjoint measurable sets (An) with
∑∞
n=1 µ(An) ≤ 1, and a constant
Mq > 0 verifying that the sequences (p
−
|An)n and (p
+
|An)n converge to q and(
1
µ(An)
)(p+|An−p−|An ) ≤ Mq ,
for every positive entire n. These two facts allow to prove the following result.
Theorem 3.3 ([6]) For every q ∈ Rp(·), the space Lp(·)(Ω) has a lattice comple-
mented subspace isomorphic to lq.
A generalization of theorem above is the following: if (pn)n is a sequence in Rp(·),
then Lp(·)(Ω) has a complemented isomorphic copy of the Nakano sequence space
l(pn).
We pass now to present some results on the boundedness of the averaging and
orthonormal operators PA and TA associated to disjoint sequences A = (An). We
present some sufficient conditions on A = (An) in order to the projections PA and
TA be bounded.
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Recall that given two real numbers sequence (pn)n ⊂ [1,∞) and (wn)n ⊂ (0,∞),
the weighted Nakano sequence space l(pn)(wn) is the sequence space
l(pn)(wn) = {(xn)n ∈ RN :
∞∑
n=1
|xn
r
|pnwn <∞ for some r > 0},
equipped with the Luxemburg norm
||(xn)||l(pn)(wn) = inf{r > 0 :
∞∑
n=1
|xn
r
|pnwn ≤ 1}.
The following definition is useful.
Definition Let A = (An)n be a sequence of disjoint measurable subsets and p :
Ω → [1,∞) be a measurable function with p+ < ∞. We say that the sequence A
is p(·)-regular if the associated weighted Nakano sequence spaces l(p+|An )(µ(An)) and
l
(p−|An )(µ(An)) coincide.
Theorem 3.4 ([7]) If A = (An)n is a p(·)-regular sequence of disjoint measurable sets
in Ω then the averaging operator PA and the orthogonal projection TA are bounded.
A function p : Ω ∈ Rm → R is said to be locally log-Ho¨lder continuous if there
exists a constant M > 0 such that for x, y ∈ Ω
|p(x)− p(y)| ≤ M
log(e+ 1||x−y|| )
.
These functions play an important role in the study of Lp(·)(Ω) spaces and maximal
operators (c.f. [1], [3]). Obviously every bounded α-Lipschitz function (for 0 < α ≤ 1
) is locally log-Ho¨lder continuous.
If a measurable function p : Ω ⊂ Rm → [1,∞) is locally log-Ho¨lder continuous,
then the projections TA and PA are always bounded.
In general the p(·)-regularity condition of sequence A = (An)n is not a necessary
condition for the operators PA or TA be bounded as next example shows.
Let Ω = (0,∞), and the sequence A = ( (n− 1, n) )n. Choose Rn, Sn ⊂ An with
Rn
⋂
Sn = ∅, µ(Rn) = wn, µ(Sn) = 1−wn and
∑∞
n=1 wn = 1. Define the measurable
function p(·) by p|Rn = 2 and p|Sn = 1 for all n ∈ N. Then PA = TA. Obviously A is
not p(·)-regular since l2 6= l1, nevertheless the averaging projection PA is bounded.
The following restriction on the kind of sequences (An)n allow to obtain necessary
and sufficient conditions for the boundedness of PA.
Definition Let A = (An)n be a sequence of disjoint measurable sets in Ω with
p+|An − p
−
|An = δn > 0, for all n ∈ N. We say that A is p(·)-balanced if there exist
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sequences (rn)n and (sn)n of positive numbers in (0, 1) and two constants r, k ∈ (0, 1),
with 0 < maxn{sn + rn} < r < 1, such that µ(Sn) > kµ(An) and µ(Rn) > kµ(An),
where
Sn = An
⋂
p−1([p−|An , p
−
|An + snδn])
and
Rn = An
⋂
p−1([p+|An − rnδn, p
+
|An ]),
for all n ∈ N.
Theorem 3.5 ([7]) Let A = (An)n be a p(·)-balanced sequence of disjoint measurable
sets in Ω. Then A is p(·)-regular if and only if the associated averaging operator PA
is bounded.
The proof of this takes some ideas from [4].
Remark 1 The averaging operators PA are not always bounded. Indeed, whatever
the essential range Rp(·) is not just one point there exists a disjoint measurable subset
sequence A = (An)n in Ω such that the projection PA is not bounded (see [7] Prop.
4.14).
Some open questions are the following:
1.- Given 2 < q <∞, determine under which conditions on the exponent function
p(·) the space Lp(·) contains a subspace isomorphic to Lq. ( Note that this happens
f.i. in the very special case of p(·) be equal to q on a non-null measurable set ).
2.- Characterize when the spaces Lp(·) are subprojective and superprojective.
(Recall that an space E is called subprojective is every subspace of E contains a
further subspace which is complemented in E).
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ABSTRACT
A carousel wild knot K ⊂ S3 is defined to be the intersection of a nested
sequence of solid tori, where each solid torus is the union of a finite number
of homeomorphic “beads”, each with a knotted strand of beads of the next level
down (satisfying some further conditions). In this paper we will prove that
carousel wild knots are ambient homogeneous. We note a family of examples of
carousel wild knots are ones that are dynamically defined as the limit set Λ of a
Kleinian group Γ generated by reflections through 2-spheres that are boundaries
of a necklace of pearls covering a knot K [10].
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1. Introduction
In 1920’s Antoine ([2]) found the first example of a wild arc embedded in 3-space and
in 1948 Artin and Fox constructed in [8] a family of wild arcs in 3-space called Fox-
Artin wild arcs. In 1924 Alexander constructed in [1] embeddings of S2 in S3 which
are not tame, called wild embeddings, such as Alexander’s horned sphere. These ex-
amples can be generalized to produce wild embeddings of Sn in Sn+1 and Sn in Sn+2,
for n ≥ 2. Such examples called higher-dimensional wild knots can be obtained, for
instance, by spinning or suspending lower dimensional wild knots. Examples of wild
knots in higher dimensions which are limit sets of geometrically finite Kleinian groups
can be found in [4].
Definition 1.1 A topologically embedded n-sphere Kn ⊂ Sn+2 is called a topological
knot. A knot in the 3-sphere is tame if it has a polygonal representative in its ambi-
ent isotopy class. We say that a point x ∈ K is locally flat or locally tame if there
exists an open neighborhood U of x such that there is a homeomorphism of pairs:
(U,U ∩K) ∼ (Int(Bn+2), Int(Bn)), where Bn ⊂ Rn is the unit closed n-ball. Other-
wise, x is said to be a wild point of K. A knot K is locally flat or locally tame if all
its points are locally flat. Otherwise, we say K is a wild knot.
H. R. Bing proved that a locally tame knot in S3 is tame ([3]). This implies that there
exists an extension of the embedding of the knot to an embedding of the solid torus
S1 × B2 into the 3-sphere.
Remark 1.1 It can be shown that an embedding g : S1 → S3 determines a wild knot
K if and only if the fundamental group pi1(S3 −K) is infinitely generated. In fact, if
x ∈ K is a wild point and U is any open neighborhood of x then pi1(U−K) is infinitely
generated (compare [10] Lemma 3.2).
We recall that a compact surface Σ ⊂ S3 embedded in the 3-sphere is tame if
it has a closed neighborhood V homemorphic to Σ × [−1, 1] by a homemorphism
Φ : Σ× [−1, 1]→ V such that Φ(Σ×{0}) = Σ. An embedded solid torus in S3 is said
to be tame if its boundary is tame. Two tame solid tori B1 and B2 in the 3-sphere are
said to be concentric if B1 ⊂ Int(B2) and B2− Int(B1) is homeomorphic to T2× [0, 1],
where T2 is the 2-torus.
C.H. Edwards proved the following theorem ([7] Corollary 1):
Theorem 1.1 Let {Bn}∞1 be a sequence of tame solid tori in S3 such that Bn+1 ⊂
Int(Bn) for n ≥ 1 and not two of the solid tori in {Bn}∞1 are concentric. If J =
∞∩
n=1
Bn
is a simple closed curve, then J is wildly embedded in S3.
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Definition 1.2 We say that a knot K ⊂ Sn+2 is ambient homogeneous if given two
points p, q ∈ K, there exists a homeomorphism ψ : Sn+2 → Sn+2 such that f(K) = K
and f(p) = q.
In general wild knots behave very differently from tame knots, as illustrated by Re-
mark 1.2. For instance, the wild knot K given by Artin and Fox (see Figure 1), can
not be ambient homogeneous [8] since K contains just one wild point p, then it is not
possible to give a homeomorphism ψ : S3 → S3 such that f(K) = K and f(p) = q,
q 6= p, because any homeomorphism sends wild points into wild points, since being
locally tame is invariant under homeomorphism. In contrast it can be shown that any
tame knot is ambient homogeneous (compare proof of Lemma 3.1).
Figure 1: The Artin-Fox wild knot: an example with one wild point.
Examples of ambient homogeneous wild knots are given by H.G. Bothe in [5]. In
fact, the author gives an example of a wild knot K in Euclidean space, which has the
property that given any homeomorphism of K it can be extended to R3 (see also [6]).
In what follows, we will define carousel wild knots (Definition 2.1) and show that they
are ambient homogeneous. In particular, we note dynamically defined wild knots are
ambient homogeneous (see [9]), since the dynamical construction creates a carousel
knot. In this case the associated nontrivial tangle types are all of a single kind and
its mirror image.
2. Carousel Knots
Wild knots in S3 which are obtained as a nested intersection of solid tori are not
necessarily ambient homogeneous since, for instance, it is easy to see that the Artin-
Fox knot is the intersection of a sequence of nested solid tori. However if the sequence
of tori satisfies the “carousel property” described below then we will show that the
corresponding wild knot is indeed ambient homogeneous.
Definition 2.1 A carousel wild knot is a wild knot K ⊂ S3 such that:
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1. K is the nested intersection of a sequence of solid tori:
K =∩i∈N Ti,
where Ti is homeomorphic to D2 × S1, where D2 is the closed 2-disk, and Ti+1
is contained in the interior of Ti.
2. Each Ti is a union of beads with disjoint interiors Ti = ∪j=1,...,ji Bij (the
number of beads ji depends on the level i), where bead B
i
j is homeomorphic to
D2 × [0, 1], and Bij ∩Bij+1 := Dij ∼= D2j × {1} ∼= D2j+1 × {0}, mod ji.
3. The beads are nested: For each level i, each Bij, j ∈ {1, . . . , ji} contains a solid
knotted strand (thickened one-strand nontrivial tangle) τ ij made up of ni > 1
consecutive beads of the next level down: Bi+1((j−1)·n1·····ni+1), . . . , B
i+1
(j·n1·····ni). For
a given level i the union of all nontrivial tangles τ ij is Ti+1. Note that j1 = n1
and ji+1 = ni · ji so ji+1 =
i∏
1
ni.
4. For j, k ∈ {1, . . . , ji} we have that (Bij , τ ij) and (Bik, τ ik) are homeomorphic
pairs. In other words for each level i, τ ij and τ
i
k are tangle isomorphic.
5. If mi := max
r∈{1,...,ji}
(
diameter(Bir)
)
then
∑
mi <∞.
Remark 2.1 We could have ni be different from bead to bead of the same level (no-
tated as nij for j ∈ {1, . . . , ji}, but for notational simplicity we fix the number of beads
making up tangle τ ij , j ∈ {1, . . . , ji} for each level i.
Remark 2.2 Since by construction K is the intersection of a nested sequence of non-
concentric solid tori it follows from Theorem 1.3 that K is a wild knot. In fact since
we will prove that K is homogeneous it will follow that K is wild at every point.
Remark 2.3 Clearly for every point a ∈ K, ∃{Biri}i∈N such that a ∈ Biri . Since{Biri}i∈N is a sequence of nested sets and diameter(Biri) → 0 by Cantor’s Theorem
a = ∩Biri . Therefore {r1, . . . , rn, . . . } is an address for each a ∈ K. Note that there is
an ambiguity in the address if a is on the intersecting bounding disks of two successive
beads Bnrw and B
n
rw+1 mod jn (and hence of successive beads of all levels below that),
but we can resolve the ambiguity by choosing, say, the label rw + 1 mod jn for each
level where such ambiguities exist. Furthermore note that the set of points of K that
are on the intersecting disks of successive beads of the same level is dense in K.
Remark 2.4 Wild knots defined as the limit set Λ of a Kleinian group Γ generated
by reflections through 2-spheres that are boundaries of a necklace of pearls covering a
knot K are carousel wild knots (see Section 4 for more details). We will call these
knots dynamically defined wild knots.
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Figure 2: Schematic diagram of the nesting of beads.
3. Ambient Homogeneity
In this section we show that a wild carousel knot K is ambient homogeneous. In other
words, given p, q ∈ K, we shall construct a homeomorphism f : S3 → S3 such that
f(K) = K and f(p) = q.
Recall that K is the intersection of a nested decreasing sequence of solid tori Ti
(i ∈ N), i.e., K = ∩∞i=1Ti; such that Ti ⊂ Int(Ti+1), and Ti is the union of ji beads
Bij whose diameters are smaller than mi > 0 where mi → 0.
As noted in Remark 2.3 there exist two sequences of nested beads {Bihi}, {Biki},
where Bihi , B
i
ki
⊂ Ti, such that p = ∩∞i=1Bihi and q = ∩∞i=1Biki . To construct f we
will inductively construct a uniformly Cauchy sequence of homeomorphisms {fl}l∈N
(which are the identity outside of a regular neighborhood of T1), where each fl maps
beads of that level to beads of the same level, and in particular fi(B
i
hi
) = Biki . Then
f := lim fi will be our desired homeomorphism.
Definition 3.1 The collar of a solid torus T , C (T ), is the closed regular neighborhood
of a solid torus minus the interior of T , that is N(T ) − Int(T ) ∼= T2 × I (where
I ∼= [0, 1]). The outer boundary of C (T ) is ∂C (T ) − ∂T and the inner boundary is
the one that conicides with ∂T . If T = Ti is made up of beads B
i
j for j = 1, . . . , ji
so T = ∪jBij we define the boundary annulus of a bead Bij, Aij := ∂T ∩ Bij and the
collar of a bead Bij to be C
i
j
∼= Aij × I so that Cij ∩ Cij+1 = Lij mod ji is an annulus
and C (T ) = ∪jij=1Cij.
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A ij
A ik
(T)N
T
(T)C
B ij
Bk
i
Figure 3: Bead and collar.
The first lemma will establish a technique to map the collar of a solid torus T to it-
self in such a way that it is the identity on one boundary and maps parallel annuli to
parallel annuli (compare Figure 4). This will allow us to prove the next two lemmas.
The first of these will establish the base of the induction, and the second will be the
inductive step to construct our family of functions.
Figure 4: Mapping the inner torus and collar.
Lemma 3.1 Let C (Ti) be the collar of a solid torus Ti = ∪jBij. Let Lj for i ∈
{1, . . . , ji} be the boundary annuli of the beads. Then there exists a homeomorphism
gi : C (Ti)→ C (Ti) that is the identity on the outer boundary torus of C (T ) and maps
Aij to A
i
j+r mod ji for a given r ∈ {1, . . . , j1 − 1}.
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Proof. Recall Lj = C
i
j ∩ Cij+1 mod ji. Then we want to map Lj to an annulus Nj
whose boundary is the outer boundary of Lj and its inner boundary is mapped to the
inner boundary of Lj+r.
Since C (Ti) is a collar of Ti, there exists a homeomorphism ψi : S1 × D2vi → C (Ti)
such that ψi|S1×D2ri = ∂Ti vi > ri > 0.
According to Definition 2.1, we can subdivide S1 in ji arcs of the same length (ts, ts+1)
for s = 1, . . . , ji mod ji, such that up to reparametrization if necessary, ψi((ts, ts+1)×
S1ri) = A
i
s. In particular ψi((tj , tj+1)×S1ri) = Aij and ψi((tj+r, tj+r+1)×S1ri) = Aij+r.
Let α ∈ (0, 1) such that e2piıαtj = tj+r.
We define g : C (Ti) → C (Ti) as g(x) = ψi(e2piıα
vi−r
vi−ri t, re2piıθ), where ψ−1i (x) =
(t, re2piıθ), ri ≤ r ≤ vi, t ∈ S1 and θ ∈ [0, 1] (see Figure 4). By construction g is
a homeomorphism that is the identity on the outer boundary torus of C (T ), this is
g|∂C (Ti)−∂Ti = id, and g(Aij) = Aij+r mod ji for a given r ∈ {1, . . . , j1 − 1}. This
proves our lemma. 
Remark 3.1 Consider the closed regular neighborhood N(Ti) of Ti. Notice that from
the previous proof we can extend g to a canonical homeomorphism g˜ : N(Ti)→ N(Ti)
as follows:
g˜(x) =
{
g(x) if x ∈ C (Ti),
ψi(e
2piıαt, re2piıθ) if x ∈ Ti.
where ψ−1i (x) = (t, re
2piıθ), 0 ≤ r ≤ ri, t ∈ S1 and θ ∈ [0, 1]. Since g(x) =
ψi(e
2piıαt, re2piıθ) for x ∈ ∂Ti, it follows that g˜ is a well-defined homeomorphism.
Lemma 3.2 Let p 6= q ∈ K and V (T1) be a closed regular neighborhood of T1. Then
there exists a homeomorphism f1 : S3 → S3 such that:
1. f1(B
1
h1
) = B1k1 .
2. f1(B
1
h1+s
) = B1k1+s mod j1.
3. f1 sends the boundary of each bead onto the corresponding boundary of its image;
this is, f1(∂B
1
h1+s
) = ∂B1k1+s mod j1.
4. f1|S3 − Int(V (T1)) = id.
5. d(id, f1) <
j1
2 ·m1.
Proof. Let V (T1) be a closed regular neighborhood of T1. Outside of Int(V (T1))
we will define f1 to be the identity. In T1 we will have f1 send beads of the first
level to beads of the same level, and in particular B1hi to B
1
ki
. Consider the collar
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C (T1) of T1, that is V (T1) − Int(T1). By the previous Lemma there exists a home-
omorphism g1 : C (T1) → C (T1) that is the identity on the outer boundary torus of
C (T ) and maps A1h1+r to A
1
k1+r
mod j1 for a given r ∈ {0, 1, . . . , j1 − 1}. Moreover,
by Remark 3.1 we can exted g1 to a homeomorphism g˜1 : V (T1) → V (T1). Notice
that g˜1|∂V (T1) = id, hence there exists a homeomorphism f1 : S3 → S3 as follows:
f1|V (T1) = g˜1 and f1(x) = x for x ∈ S3 \ Int(V (T1)).
By construction f1(B
1
h1+r
) = B1k1+r and f1(∂B
1
h1+r
) = ∂B1k1+r for r ∈ {0, 1, . . . , j1 −
1}, and d(id, f1) < j12 ·m1. This proves our Lemma. 
We have the base for our inductive construction; now we must show our inductive step.
Lemma 3.3 Let p 6= q ∈ K and let fi : S3 → S3 be a homeomorphism such that
1. fi(B
i
hi
) = Biki .
2. fi(B
i
hi+s
) = Biki+s mod ji.
3. fi sends the boundary of each bead onto the corresponding boundary of its image;
this is, fi(∂B
i
hi+s
) = ∂Biki+s mod ji.
4. fi|S3 − Int(V (Ti)) = id.
Then there exists a homeomorphism fi+1 : S3 → S3 such that
1. fi+1(x) = fi(x) = x for any x ∈ (S3 − IntV (T1)),
2. fi+1(x) = fi(x) for any x ∈ (S3 − V (Ti+1)), where V (Ti+1) is a regular neigh-
borhood of Ti+1 such that V (Ti+1) ⊂ Int(Ti+1),
3. d(fi, fi+1) < 2 ·mi.
Proof. Let V (Ti+1) be a closed regular neighborhood of Ti+1. Outside of Int(V (Ti+1))
we will define fi+1 to be fi. In Ti+1 we will have fi+1 send beads of the (i + 1)
th-
level to beads of the same level, and in particular Bi+1hi to B
i+1
ki
. Consider the
collar C (Ti+1) of Ti+1, that is V (Ti+1) − Int(Ti+1). By a slight modification of
the argument used to prove Lemma 3.1 and Remark 3.1 there exists a homeomor-
phism g˜i+1 : V (Ti+1) → V (Ti+1) that coincedes with fi on ∂V (Ti+1) and maps
Ai+1hi+1+r to A
i+11ki+1+r mod ji+1 for a given r ∈ {0, 1, . . . ji+1 − 1}. We define
the map fi+1 : S3 → S3 as follows: fi+1|V (K1) = g˜i+1 and fi+1(x) = fi(x) for
x ∈ S3 \ Int(V (Ki+1)). Observe that fi+1 is a homeomorphism, since fi(x) and g˜i+1
are homeomorphisms and g˜i+1|∂V (Ki+1) = fi (see Figure 5).
By construction fi+1(B
i+1
hi+1+r
) = Bi+1ki+1+r and fi+1(∂B
i+1
hi+1+r
) = ∂Bi+1ki+1+r for r ∈
{0, 1, . . . , ji+1 − 1}. Notice that by Definition 2.1 and Remark 2.3 d(Bi+1hi , Bi+1ki ) <
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Figure 5: Construction of fi+1.
2 max
r∈{1,...,ji}
(
diameter(Bir)
)
, hence d(fi, fi+1) < 2 · mi. This proves our lemma.

We now have inductively constructed a family of homeomorphisms so at the l-stage,
we have a homeomorphism fl : S3 → S3 such that fl|S3−Int(Tl−1) = fn for all n < l and
it sends fl−1(Blhl) onto B
l
kl
; i.e., fl(fl−1(Blhl)) = B
l
kl
and fl(fl−1(Blhl+s)) = B
l
kl+s
mod nl. Again, this map also sends the boundary of each bead onto the boundary of
its image, and d(fl−1, fl) < 2 ·ml−1. Recall that
∑
mk <∞.
Lemma 3.4 {fl}l∈N is a uniformly Cauchy sequence of continuous functions and
therefore converges uniformly to a unique continuous function f(x) = liml→∞fl(x).
Proof. Recall that
∑
mi <∞ (see Definition 2.1). Given  > 0, let N > 0 such that∑∞
N mi <

2 . Then for all x ∈ S3 d(fn(x), fm(x)) < 2·
∑m
n mi <  for all m > n > N .

Theorem 3.1 Carousel knots are ambient homogeneous.
Proof. First of all, note that by construction f(p) = q, since d(fi(p), q) < mi and∑
mi <∞.
In the previous Lemma, we have constructed a sequence of homeomorphisms {fl}l∈N
from S3 onto itself which is uniformly Cauchy and hence converges uniformly to
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f(x) := liml→∞ fl(x), x ∈ S3, and therefore f is a continuous map.
Notice that for any x ∈ (S3 −K), there exists n ∈ N such that x ∈ Tn − Int(Tn+1),
hence fs(x) = fn+1(x) for s > n + 1. This implies that f(x) = fn+1(x), hence
f |S3−K : (S3 −K) → (S3 −K) is bijective. Furthermore note that the set of points
of K that are on the intersecting disks of successive beads of the same level is dense
in K, so fi becomes stationary at some point if both p and q are such points (see
Remark 2.3).
Next we will verify that f is bijective on K. Let a 6= b ∈ K with a = ∩∞i=1Biri
and b = ∩∞i=1Biti , where Biri , Biti ⊂ Ti. Since a 6= b there exists N ∈ N such that
Biri ∩ Biti = ∅ for i > N . One has: f(a) = ∩∞i=1fi(Biri), and f(b) = ∩∞i=1fi(Biti) and
fi(B
i
ri) ∩ fi(Biti) = ∅ for i > N , since fi is a homeomorphism. Therefore f(a) 6= f(b)
so that f is injective.
Since K = ∩∞k=1Tk, and f(Tk) = Tk then f(K) = K. This implies that f |K : K → K
is surjective and hence it is a bijection. Summarizing f : S3 → S3 is a bijective, con-
tinuous map from a compact set to itself, hence f−1 is continuous. Therefore f is a
homeomorphism such that f(K) = K and f(p) = q, and K is ambient homogeneous.

4. Dynamically defined wild knots
Consider a polygonal knot K1 and let V1 be a collection of n1 consecutive tangent
closed 3-balls B11 , B
1
2 , . . . , B
1
n1 in S
3 that cover K1 as in Figure 6. This collection is
called a necklace of n1-pearls (n1 ≥ 3) subordinate to K1. The boundary of each B1j
is a 2-sphere denoted by Σ1j , j = 1, . . . , n1.
Figure 6: A pearl-necklace subordinate to the trefoil knot.
Let Γ be the group generated by reflections Ij , through Σ
1
j (j = 1, . . . , n1). Then Γ is
a Kleinian group and its limit set Λ is a wild knot (compare [11] and [12]), which it is
432
G. Hinojosa, C. Verjovsky, A. Verjovsky Carousel wild knots are ambient homogeneous
called a dynamically defined wild knot. This limit set has very interesting topological
properties, for instance it is ambient homogeneous as it was shown in [9]. We will
give a brief description of its construction, for more details see [10] and [9].
Notice that if we reflect with respect to each Σ1j , both a mirror image of K1 and the
corresponding necklace V1 − B1j are mapped into the ball B1j . This implies that B1j
contains a solid knotted strand τ1j = Ij(V1 − B1j ). After reflecting with respect to
each Σ1j , we obtain a new necklace V2 of j2 = n1(n1 − 1) pearls, subordinate to a
new knot K2 which is isotopic to the connected sum of K1 and n copies of its mirror
image K¯1. Observe that in this case all the strands τ
1
j are the same two knot types,
K1 and K¯1, and V2 ⊂ V1 (see Figure 7).
Figure 7: A pearl-necklace after the first stage of the reflecting process.
If we continue this process to the m-stage, we obtain a new necklace Vm consisting of
jm = n1(n1 − 1)m−1 pearls, subordinate to a polygonal knot Km. By construction,
Vm ⊂ Vm−1 and all the strands τm−1j are the same two knot types, K1 and K¯1.
The limit set Λ(Γ) given by
Λ(Γ) = lim←−
m
Vm =
∞⋂
m=1
Vm
is a wild knot (see [11], [12]). Moreover from work done in [9] we have that Λ is a
carousel knot. Next, we will explain briefly this fact (compare [10]).
Let T1 be a closed tubular neighborhood of K1 and pi1 : T1 → K1 be the projection.
We can assume that pi−11 ({x}) is an euclidean 2-disk of radius r1 > 0 independent
of x. If {p11, . . . , p1n1} are the points of tangency of consecutive pearls of V1, we can
also assume that pi−11 ({p1j}) is tangent to the consecutive pearls at p1j (1 ≤ j ≤ n1).
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The tubular neighborhood T1 is the union of n1 “solid cylinders” V
1
1 , . . . , V
1
n1 , where
V 1j = pi
−1
1 ({[p1j , p1j+1]}) is called solid cylinder, since it is homeomorphic to a solid
cylinder C = D2 × [0, 1] (see Figure 8).
Figure 8: A tubular neighbourhood as a union of “cylinders”.
For the second stage, we have a pearl necklace V2 with j2 pearls subordinate to
the polygonal knot K2. Let T2 ⊂ Int(T1) be a closed tubular neighborhood of K2
and pi2 : T2 → K2 be the projection. We again assume that pi−12 ({x}) is an eu-
clidean 2-disk of radius r2 > 0 independent of x such that r2 < r1. Notice that
the points {p11, . . . , p1n1} are also points of tangency of consecutive pearls of V2. We
will denote by {p2(i−1)(n1−1)+1, . . . , p2(i−1)(n1−1)+n1−1} ⊂ V2 the corresponding points
of tangency of consecutive pearls of V 1i ∩ T2, 1 ≤ i ≤ n1. We can again assume
that pi−12 ({p2(i−1)(n1−1)+k}) is tangent to the consecutive pearls at p2(i−1)(n1−1)+k
(1 ≤ i, k ≤ n1 − 1). The tubular neighborhood T2 is the union of j2 solid cylin-
ders V 2(i−1)(n1−1)+k, where V
2
(i−1)(n1−1)+k = pi
−1
2 ({[p2(i−1)(n1−1)+k, p2(i−1)(n1−1)+k+1]}).
Note that each solid cylinder V 1i contains a solid knotted strand τ
1
i made up of n1−1
consecutive beads V 2(i−1)(n1−1)+1, . . . , V
2
(i−1)(n1−1)+(n1−1) and all the strands τ
i
j are
the same two knot types, K1 and K¯1, see Figure 9.
We continue inductively, so at the end of the m-stage of the reflecting process, we
have the pearl necklace Vm consisting of jm pearls subordinate to the polygonal knot
Km. Let Tm be a closed tubular neighborhood of Km such that Tm ⊂ Int(Tm−1).
Let pim : Tm → Km be the projection. We assume that pi−1m ({x}) is an euclidean
2-disk of radius rm > 0 independent of x such that rm < rm−1. We again denote the
corresponding points of tangency of consecutive pearls of V m−1i ∩ Tm, 1 ≤ i ≤ n1,
by {pm(i−1)(n1−1)m−1+1, . . . , pm(i−1)(n1−1)m−1+n1−1} ⊂ Vm. We can again assume that
pi−1m ({pm(i−1)(n1−1)m−1+k}) is tangent to the consecutive pearls at pm(i−1)(n1−1)m−1+k
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Figure 9: A solid knotted strand.
(1 ≤ i, k ≤ n1 − 1). The tubular neighborhood Tm is the union of jm solid cylinders
V m(i−1)(n1−1)m−1+k, where
V m(i−1)(n1−1)m−1+k = pi
−1
m ({[pm(i−1)(n1−1)m−1+k, pm(i−1)(n1−1)m−1+k+1]}).
Note that each solid cylinder V m−1i contains a solid knotted strand τ
m−1
i made up of
n1 − 1 consecutive beads V m(i−1)(n1−1)m−1+1, . . . , V m(i−1)(n1−1)m−1+(n1−1).
By construction limk→∞ rk = 0 and Λ = ∩∞k=1Tk. Notice that Λ satisfies all the
conditions of Definition 2.1, this implies that Λ is a carousel knot.
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ABSTRACT
In this note we review and update a global bifurcation theorem for Fredholm
operators of class C1 attributable to J. Lo´pez-Go´mez and C. Mora-Corral [17]
and derive from it a global version of the celebrated local theorem of M. G.
Crandall and P. H. Rabinowitz [5] on bifurcation from simple eigenvalues.
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1. Introduction
Throughout this paper, given two real Banach spaces, U and V , we will denote by
L(U, V ) the space of the bounded linear operators from U to V , and by Fred0(U, V ) the
subset of L(U, V ) consisting of all Fredholm operators of index zero. Subsequently, for
a given L ∈ L(U, V ), we will denote by N [L] and R[L] the ‘Null space’, or kernel, of L,
∗Supported by the Project MTM2012-30669 of the Ministry of Economy and Competitiveness of
Spain and the Institute of Interdisciplinary Mathematics of Complutense University of Madrid.
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and the ‘range’, or image, of L, respectively. We recall that an operator L ∈ L(U, V )
is said to be a Fredlhom operator if
dimN [L] <∞ and codimR[L] <∞.
In such case, R[L] must be closed, and the index of L is defined by
ind [L] := dimN [L]− codimR[L].
Thus, L ∈ Fred0(U, V ) if
dimN [L] = codimR[L] <∞.
Naturally, if Fred0(U, V ) 6= ∅, then U and V must be isomorphic. So, it would not be
a serious restriction assuming that U = V . In such case, we simply denote
Fred0(U) := Fred0(U,U).
The most paradigmatic class of functions in Fred0(U) are the compact perturbations
of the identity map, IU . An operator T ∈ L(U, V ) is said to be compact if the closure
T (B) is a compact subset of V for all bounded subset B ⊂ U . In this paper, we will
denote by K(U, V ) the subset of L(U, V ) of all compact operators. Another important
subset of L(U, V ) is the set of all isomorphism from U to V , Iso (U, V ). Naturally, we
will denote
L(U) := L(U,U), K(U) := K(U,U), Iso (U) := Iso (U,U).
The main goal of this paper consists in analyzing the structure of the components of
F−1(0) from the point of view of global bifurcation theory, where
F : R× U → V (1.1)
is a general continuous map satisfying the following requirements:
(F1) For each λ ∈ R, the partial map F(λ, ·) is of class C1(U, V ) and
DuF(λ, u) ∈ Fred0(U, V ) for all u ∈ U, (1.2)
where Du stands for differentiation with respect to u ∈ U .
(F2) DuF : R× U → L(U, V ) is a continuous map.
(A3) There exists θ ∈ C(R, U) such that F(λ, θ(λ)) = 0 for all λ ∈ R.
By performing the change of variable
G(λ, u) := F(λ, u+ θ(λ)), (λ, u) ∈ R× U,
and inter-exchanging F by G, we can assume, instead of (A3),
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(F3) F(λ, 0) = 0 for all λ ∈ R.
As (λ, 0) is a given (known) zero, it will be referred to as the trivial state. The main
goal of this paper is to update a very sharp property of the compact components of
the set of nontrivial solutions of
F(λ, u) = 0, (λ, u) ∈ R× U, (1.3)
bifurcating from the trivial solution (λ, 0), which is a direct consequence of the main
theorem of J. Lo´pez-Go´mez and C. Mora-Corral [17]. Then, we will adapt it to get
a global sharp version of the celebrated local theorem of M. G. Crandall and P. H.
Rabinowitz [5] on bifurcation from simple eigenvalues, whose number of applications
is huge.
For any given λ0 ∈ R, it is said that (λ0, 0) is a bifurcation point of F = 0 from
(λ, 0) if
(λ0, 0) ∈ S := closure
(
F−1(0) ∩ [R× (U \ {0})]) . (1.4)
The set S will be referred to as the set of nontrivial solutions of F = 0. It consists of
the non-trivial solutions
(λ, u) ∈ F−1(0) ∩ [R× (U \ {0})]
plus all possible bifurcation points from (λ, 0). By a component of S it is meant
a closed and connected subset of S which is maximal for the inclusion. So, by a
component we really mean a connected component.
The distribution of this paper is as follows. Section 2 contains some basic pre-
liminaries. Section 3 gives the concept of orientation and degree introduced by P.
Benevieri and M. Furi. Section 4 collects the most relevant concepts and results of
the theory of algebraic multiplicities, as they detect any change of orientation and
hence, any global bifurcation phenomenon. Section 5 discusses the global bifurcation
theorem and, finally, Section 6 derives from the previous results the global version of
the local theorem of M. G. Crandall and P. H. Rabinowitz [5].
2. Preliminaries
Throughout this paper, for any map F satisfying (F1), (F2) and (F3), we denote by
L(λ) := DuF(λ, 0), λ ∈ R, (2.1)
the linearization of F at the trivial state (λ, 0). By (F2), L ∈ C(R,L(U, V )). Moreover,
since L(λ) ∈ Fred0(U, V ),
L(λ) ∈ Iso (U, V ) if dimN [L(λ)] = 0.
Consequently, the spectrum of L can be defined as
Σ := Σ(L) ≡ {λ ∈ R : dimN [L(λ)] ≥ 1}. (2.2)
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Naturally, the resolvent set of L is defined by %(L) := R \Σ. Since L ∈ C(R,L(U, V ))
and Iso (U, V ) is an open subset of L(U, V ), %(L) is open, possibly empty. Hence,
Σ(L) is closed. Moreover, the next result holds.
Lemma 2.1 Let λ0 ∈ R be such that (λ0, 0) is a bifurcation point of F = 0 from
(λ, 0). Then, λ0 ∈ Σ(L).
Proof. Let (λn, un), n ≥ 1, a sequence of R× U with un 6= 0, n ≥ 1, such that
lim
n→∞(λn, un) = (λ0, 0) and F(λn, un) = 0 for all n ≥ 1. (2.3)
Then, setting
N(λ, u) := F(λ, u)− L(λ)u, (λ, u) ∈ R× U, (2.4)
we have that
0 = F(λn, un) = L(λn)un +N(λn, un), n ≥ 1. (2.5)
Note that, thanks to (F3) and (2.1), we also have that
N(λ, 0) = 0, DuN(λ, 0) = 0, λ ∈ R. (2.6)
Suppose λ0 ∈ %(L). Then, since (2.5) can be re-written as
L(λ0)un = [L(λ0)− L(λn)]un −N(λn, un) = 0, n ≥ 1,
and L(λ0) ∈ Iso (U, V ), we find that
un = L
−1(λ0)[L(λ0)− L(λn)]un − L−1(λ0)N(λn, un), n ≥ 1.
Hence, dividing by ‖un‖ and taking norms yields
1 ≤ ‖L−1(λ0)‖‖L(λ0)− L(λn)‖+ ‖L−1(λ0)‖‖N(λn, un)‖‖un‖ , n ≥ 1. (2.7)
By the continuity of L(λ), (2.3) implies that
lim
n→∞ ‖L(λ0)− L(λn)‖ = 0.
Moreover, according to (2.6),
N(λn, un) = N(λn, un)−N(λn, 0) =
∫ 1
0
DuN(λn, tun)un dt
and hence,
‖N(λn, un)‖ ≤
∫ 1
0
‖DuN(λn, tun)‖ dt ‖un‖
for all n ≥ 1. Thus, again by (2.6),
lim sup
n→∞
‖N(λn, un)‖
‖un‖ ≤ lim supn→∞
∫ 1
0
‖DuN(λn, tun)‖ dt = 0.
Therefore, letting n→∞ in (2.7) yields 1 ≤ 0, which is impossible. This contradiction
shows that λ0 ∈ Σ and ends the proof. 
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3. Orientation and degree for Fredholm maps
This section collects the concepts of orientation and topological degree for Fredholm
maps of class C1 introduced by P. Benevieri and M. Furi [1]-[3], as well as some related
findings by J. Lo´pez-Go´mez and C. Mora-Corral [17]. These concepts sharpen those
derived from the parity introduced by P. M. Fitzpatrick and J. Pejsachowicz [9].
Subsequently, given three real Banach spaces, U , V and W , and an operator
L ∈ Fred0(U, V ), we will denote by F(L) the (non-empty) set of finite-rank operators
F ∈ L(U, V ) such that L+ F ∈ Iso (U, V ). An equivalence relation can be defined in
F(L) by declaring that F1, F2 ∈ F(L) are equivalent, F1 ∼L F2, if
det [(L+ F1)
−1(L+ F2)] > 0.
Since
(L+ F1)
−1(L+ F2) = IU + (L+ F1)−1(F2 − F1)
is a finite rank perturbation of the identity map IU , its determinant can be defined
as, e.g., in Section III.4.3 of T. Kato [11]. This relation possesses two equivalence
classes. Each of them is called an orientation of L, and L is said to be oriented when
an orientation has been chosen. In such case, that orientation is denoted by F+(L)
and we set F−(L) := F(L) \ F+(L).
Given two oriented operators, L1 ∈ Fred0(U, V ) and L2 ∈ Fred0(V,W ), their
oriented composition is the operator L2L1 equipped with the orientation, F+(L2L1),
containing the operator L2F1 + F2F1 + F2L1, where F1 ∈ F+(L1) and F2 ∈ F+(L2).
It is well defined in the sense that it does not depend on the choice of F1 and F2.
Let L ∈ Iso (U, V ) be oriented. Its sign, sgnL, is then defined by
sgnL :=
{
1, if 0 ∈ F+(L),
−1, if 0 ∈ F−(L).
Te next result provides us with a very useful property of the sign. It is Lemma 2.1 of
J. Lo´pez-Go´mez and C. Mora-Corral [17].
Lemma 3.1 Let L1 ∈ Iso (U, V ) and L2 ∈ Iso (V,W ) be two oriented isomorphisms,
and consider the oriented composition L2L1. Then,
sgn (L2L1) = sgnL2 · sgnL1.
Next, we suppose X is a topological space and L ∈ C(X,L(U, V )) satisfies L(x) ∈
Fred0(U, V ) for all x ∈ X. An orientation of L is a map X 3 x 7→ α(x) such that α(x)
is an orientation of L(x) for all x ∈ X, and the map α satisfies the next continuity
condition: for each x0 ∈ X and F ∈ α(x0), there exists a neighborhood, U , of x0 in
X such that F ∈ α(x) for all x ∈ U . Although not every L admits an orientation, the
next result holds (see [1]-[3]).
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Proposition 3.1 Suppose X is a simply connected topological space. Then, every
map L ∈ C(X,L(U, V )) such that L(x) ∈ Fred0(U, V ) for all x ∈ X admits two
orientations, F+(L) and F−(L), and each of them is uniquely determined by the
orientation of L(x) for an arbitrary x ∈ X.
In this paper X is simply connected because X will be typically R. Whenever
X is simply connected and L ∈ C(X,L(U, V )) satisfies L(x) ∈ Fred0(U, V ) for all
x ∈ X, we will think of L as oriented by F+(L). Also, if g ∈ C1(U, V ) satisfies
Dg(x) ∈ Fred0(U, V ) for all x ∈ U , then we will suppose that g is oriented, which
means that an orientation, F+(Dg), has been chosen for Dg. Similarly, any operator
F ∈ C(R × U, V ) satisfying (F1) and (F2) is assumed to be oriented by choosing an
orientation, F+(DuF), for DuF.
Finally, we denote by A the set of (admissible) pairs, (g,U), formed by an oriented
function g ∈ C1(U, V ) such thatDg(x) ∈ Fred0(U, V ) for all x ∈ U , and an open subset
U ⊂ U such that g−1(0) ∩ U is compact. According to P. Benevieri and M. Furi [1],
a Z-values degree is defined in A, and it satisfies the same fundamental properties as
the Leray-Schauder degree. Among them, the normalization, the additivity and the
homotopy-invariance.
4. The algebraic multiplicity for Fredholm maps
Subsequently, given an open subinterval, J , of R and r ∈ N ∪ {∞, ω}, we will denote
by Cr(J,Fred0(U, V )) the set of maps of class Cr from J to L(U, V ) with values
in Fred0(U, V ); as usual, Cω stands for the set of real analytic maps. The next
concept, introduced in [13, Def. 4.3.1], plays a pivotal role in the theory of algebraic
multiplicities.
Definition 4.1 Suppose J is an open subinterval of R, L ∈ Cr(J,Fred0(U, V )) for
some integer r ≥ 1, and λ0 ∈ J ; λ0 is said to be an algebraic eigenvalue of L if
dimN [L(λ0)] ≥ 1
and there are C, δ > 0 and an integer 1 ≤ k ≤ r such that L(λ) ∈ Iso (U, V ) for
0 < |λ− λ0| < δ and
‖L−1(λ)‖L(V,U) ≤ C|λ− λ0|k , 0 < |λ− λ0| < δ; (4.1)
λ0 is said to be a k-algebraic eigenvalue of L if, in addition, k is minimal.
The next result is a direct consequence from Theorems 4.4.1 and 4.4.4 of [13]. In
many applications the dependence of L(λ) in λ is real analytic.
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Theorem 4.1 Suppose J is an open subinterval of R, L ∈ Cω(J,Fred0(U, V )), and
Σ := {λ ∈ J : dimN [L(λ)] ≥ 1}.
Then, either Σ = J , or Σ is a discrete subset of J . Moreover, if it is discrete, any
λ0 ∈ Σ must be an algebraic eigenvalue of L(λ), as discussed by Definition 4.1.
Actually, the complex counterpart of Theorem 4.1 also holds (see Chapter 8 of J.
Lo´pez-Go´mez and C. Mora-Corral [18]). In the context of the Riesz-Schauder theory,
U = V and L is given by
L(ζ) = IU − ζT, ζ ∈ C,
with T ∈ K(U). As Theorem 4.1 is still valid in a complex setting and L(0) = IU
is an isomorphism, it follows from Theorem 4.1 that Σ(L) is a discrete subset of
C. Moreover, any characteristic value of T must be a pole of the resolvent operator
(IU − ζT )−1.
The next concept was introduced by J. Esquinas and J. Lo´pez-Go´mez [7] to extend
the theorem of M. G. Crandall and P. H. Rabinowitz [5] on bifurcation from simple
eigenvalues. Subsequently, for any given L ∈ Cr(J,L(U, V )) and λ0 ∈ J we will denote
L0 := L(λ0), Lj =
1
j!
djL
dλj
(λ0), 1 ≤ j ≤ r.
Definition 4.2 Suppose J is an open subinterval of R, L ∈ Cr(J,Fred0(U, V )) for
some integer r ≥ 1, and dimN [L(λ0)] ≥ 1 for some λ0 ∈ J . Then, given 1 ≤ k ≤ r,
λ0 is said to be a k-transversal eigenvalue of L(λ) if
k⊕
j=1
Lj(N [L0] ∩ · · · ∩N [Lj−1])⊕R[L0] = V (4.2)
with
dimLk(N [L0] ∩ · · · ∩N [Lk−1]) ≥ 1.
The integer k ≥ 1 is refereed to as the order of transversality of λ0.
In such case, the algebraic multiplicity of L(λ) at λ0, χ[L;λ0], is defined by
χ[L;λ0] :=
k∑
j=1
j · dimLj(N [L0] ∩ · · · ∩N [Lj−1]). (4.3)
Naturally, if r = 1, the transversality condition of M. G. Crandall and P. H.
Rabinowitz [5] holds if, and only if, dimN [L(λ0)] = 1 and λ0 is a 1-transversal
eigenvalue of L, i.e., if
L1ϕ0 /∈ R[L0], where N [L(λ0)] = span [ϕ0].
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Consequently, in this particular situation, χ[L;λ0] = 1.
The next result is pivotal in the theory of algebraic multiplicities. It goes back to
Chapters 4 and 5 of [13], where the original theory of J. Esquinas and J. Lo´pez-Go´mez
[7] and J. Esquinas [6] was considerably polished and sharpened. It was stated as part
of Theorem 5.3.1 of [18] by J. Lo´pez-Go´mez and C. Mora-Corral.
Theorem 4.2 Suppose J is an open subinterval of R, L ∈ Cr(J,Fred0(U, V )) for
some integer r ≥ 1, and λ0 ∈ J . Then, the following conditions are equivalent:
(a) λ0 is an algebraic eigenvalue of order 1 ≤ k ≤ r.
(b) There exists Φ ∈ Cω(J ; Fred0(U)) with Φ(λ0) = IU such that λ0 is a k-transversal
eigenvalue of
LΦ(λ) := L(λ)Φ(λ), λ ∈ J.
Moreover, χ[LΦ;λ0] is independent of the transversalizing family of isomor-
phisms, Φ(λ). Therefore, the next concept of algebraic multiplicity
χ[L;λ0] := χ[L
Φ;λ0]
is consistent.
(c) There exist k finite rank projections Pj ∈ L(U) \ {0}, 1 ≤ j ≤ k, and a map
M ∈ Cr−k(J,Fred0(U, V )), with M(λ0) ∈ Iso (U, V ), such that
L(λ) = M(λ)[(λ− λ0)P1 + IU − P1] · · · [(λ− λ0)Pk + IU − Pk], λ ∈ J. (4.4)
Moreover,
χ[L;λ0] =
k∑
j=1
rankPj , (4.5)
independently of the projections Pj chosen.
Based on Theorem 4.2, the next result established the fact that the generalized al-
gebraic multiplicity χ[L;λ0] detects any sign jump of L(λ) at any algebraic eigenvalue
λ0, as discussed by P. Benevieri and M. Furi [3]. It is Theorem 3.3 of J. Lo´pez-Go´mez
and C. Mora-Corral [17].
Theorem 4.3 Suppose J is an open subinterval of R, L ∈ Cr(J,Fred0(U, V )) for
some integer r ≥ 1, and λ0 ∈ J is an algebraic eigenvalue of L or order 1 ≤ k ≤ r.
Once oriented L, sgnL(λ) changes as λ crosses λ0 if, and only if, χ[L;λ0] is odd.
Therefore, according to Theorem 3.1 of P. Benevieri and M. Furi [3], the next
result holds (see Theorem 3.4 of J. Lo´pez-Go´mez and C. Mora-Corral [17]).
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Theorem 4.4 Suppose J is an open subinterval of R, L ∈ Cr(J,Fred0(U, V )) for
some integer r ≥ 1, and λ0 ∈ J is an algebraic eigenvalue of L or order 1 ≤ k ≤ r such
that χ[L;λ0] is odd. Then, (λ0, 0) is a bifurcation point from (λ, 0) to a continuum
of non-trivial solutions for every continuous function F : R×U → V satisfying (F1),
(F2) and (F3) with DuF(λ, 0) = L.
The main theorem of J. Esquinas and J. Lo´pez-Go´mez [7] shows that actually
Theorem 4.4 is optimal, in the sense that whenever χ[L;λ0] is even there exists a
smooth F satisfying (F1), (F2) and (F3), with DuF(λ, 0) = L, for which (λ0, 0) is not
a bifurcation point of F = 0 from (λ, 0) (see Chapter 4 of [13]). In particular, the
next generalized version of the local bifurcation theorem of M. G. Crandall and P. H.
Rabinowitz [5] holds. It should be noted that we are not requiring that F is of class
C2. Therefore, in the next result the bifurcating continuum is far from being a C1
curve, as it occurs in the context of the classical theorem of [5].
Corollary 4.1 Suppose J is an open subinterval of R, L ∈ C1(J,Fred0(U, V )) and
λ0 ∈ J is a simple eigenvalue L in the sense that
L′(λ0)ϕ0 /∈ R[L(λ0)], where N [L(λ0)] = span [ϕ0].
Then, χ[L;λ0] = 1 and hence, (λ0, 0) is a bifurcation point from (λ, 0) to a continuum
of non-trivial solutions of F = 0 for every continuous function F : R × U → V
satisfying (F1), (F2), (F3) and such that DuF(λ, 0) = L.
When, in addition, F is of class C2, then the bifurcating continuum consists of a
C1 curve, as established by the theorem of M. G. Crandall and P. H. Rabinowitz [5].
5. A sharp global bifurcation theorem for Fredholm operators
This section reviews the main global bifurcation theorem of J. Lo´pez-Go´mez and C.
Mora-Corral [17] and extract some important consequences from it. Given two non-
empty subsets of R, A and B, it is said that A < B if a < b for all (a, b) ∈ A×B. A
family, A, whose elements are subsets of a topological space, X, is said to be locally
finite if for every x ∈ X there exists a neighborhood, Ω, of x such that {A ∈ A :
A ∩ Ω 6= ∅} is finite.
Subsequently, we consider
L(λ) = DuF(λ, 0), λ ∈ R,
and Σ = Σ(L). The following concept is very useful.
Definition 5.1 Given r, s ∈ Z∪{−∞,∞}, with r ≤ s, a family, {Kj}sj=r, of disjoint
closed subsets of R is said to be admissible with respect to Σ if
Σ =
s⋃
j=r
Kj , Kj < Kj+1, j ∈ Z ∩ [r, s− 1], (5.1)
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and each of the next conditions is satisfied:
(a) If r ∈ Z, then either Kr is compact, or Kr = (−∞, a] for some a ∈ R.
(b) If s ∈ Z, then either Ks is compact, or Ks = [b,+∞) for some b ∈ R.
(c) Kj is compact for all j ∈ (r, s) ∩ Z.
Naturally, the family {Kj}sj=r must be locally finite, and Σ admits many admissi-
ble families, because Σ is a closed subset of R and any bounded closed subset of R is
compact. In many applications, L(λ) is real analytic in λ and hence, thanks to The-
orem 4.1, either Σ = R, or Σ is discrete. Therefore, Σ is discrete if L(a) ∈ Iso (U, V )
for some a ∈ R. In such case, each of the Kj ’s can be taken as a single point of the
spectrum Σ, which is the most common situation covered by the available literature.
Associated to any admissible family of disjoint closed subsets with respect to Σ,
{Kj}sj=r, there is another locally finite family of open subintervals of R, {Ji}si=r−1,
defined by
Ji := (maxKi,minKi+1), i ∈ [r, s− 1] ∩ Z, (5.2)
if r = −∞ and s = +∞. When r ∈ Z and Kr is compact, we should add Jr−1 :=
(−∞,minKr) to the previous family. Similarly, when s ∈ Z and Ks is compact,
Js := (maxKs,+∞) should be added to the previous ones. By construction,
Ji ∩ Σ = ∅ for all i ∈ Z ∩ [r − 1, s]
and
Ji−1 < Ji for all i ∈ Z ∩ [r, s].
Moreover, the map
s⋃
i=r−1
Ji 3 λ 7→ sgnL(λ) ∈ {−1, 1}
is continuous. Hence, for every i ∈ Z ∩ [r − 1, s], there exists ai ∈ {−1, 1} such that
sgnL(λ) = ai for all λ ∈ Ji.
Consequently, a parity map, P, associated to the family {Ji}si=r−1, or, equivalently,
{Kj}sj=r, can defined through
P : Z ∩ [r − 1, s]→ {−1, 0, 1}, P(i) := ai − ai−1
2
. (5.3)
It should be noted that, setting
Γ0 := {i ∈ Z ∩ [r, s] : ai−1 = ai}, Γ1 := {i ∈ Z ∩ [r, s] : ai−1 6= ai},
the parity P satisfies the following properties:
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• P(i) = 0 if i ∈ Γ0.
• P(i) = ±1 if i ∈ Γ1.
• P(i)P(j) = −1 if i, j ∈ Γ1 with i < j and (i, j) ∩ Γ1 = ∅.
Moreover, any map defined in Z ∩ [r, s] satisfying these properties must be either P
or −P. Thus, either Γ0, or Γ1, determines P up to a change of sign.
Subsequently, we consider a continuous map F : R× U → V satisfying (F1), (F2)
and (F3), with L = DuF(·, 0), and an admissible family with respect to Σ, {Kj}sj=r,
with associated family of open intervals {Ji}si=r−1, and we set
S := S ∪
s⋃
j=r
[Kj × {0}] , (5.4)
where S is given by (1.4). The set S is refereed to as the set of non-trivial solutions of
F = 0 with respect to {Kj}sj=r. By Lemma 2.1, it consists of the pairs (λ, u) ∈ F−1(0)
with u 6= 0 plus all possible bifurcation points from (λ, 0), Σ × {0}. Since S and Σ
are closed, S is closed.
The next result is a straightforward consequence of Theorem 5.4 of J. Lo´pez-
Go´mez and C. Mora-Corral [17], whose proof is based on the degree of P. Benevieri
and M. Furi [1]-[3] sketched in Section 3. It extends the findings of [15] and [16].
Theorem 5.1 Suppose C is a compact component of S. Then, the set
B := {j ∈ Z ∩ [r, s] : C ∩ (Kj × {0}) 6= ∅}
is finite, possibly empty. Moreover,∑
i∈B
P(i) = 0 if B 6= ∅. (5.5)
When B = ∅, it is said that C is an isola with respect to the trivial solution (λ, 0).
The existence of isolas is well documented in the theory of nonlinear differential
equations (see, e.g., J. Lo´pez-Go´mez [13, Section 2.5.2], S. Cano-Casanova et al. [4]
and J. Lo´pez-Go´mez and M. Molina-Meyer [14]).
When B 6= ∅, it is said that C bifurcates from the trivial solution (λ, 0). In this
case the set of indices B provides us with the set of compact subsets, Kj ’s, of Σ where
C bifurcates from the trivial state (λ, 0). Note that if r ∈ Z and Kr = (−∞, a] for
some a ∈ R, then r /∈ B. Indeed, if
C ∩ (Kr × {0}) 6= ∅,
then (−∞, a]×{0} ⊂ C, because C is a closed and connected subset of R×U maximal
for the inclusion. But this is impossible because C is bounded. Therefore, Kj is
compact for all j ∈ B. In particular, this implies that B is finite.
J. Lo´pez-Go´mez [13, Section 2.5.2] and J. Lo´pez-Go´mez and M. Molina-Meyer
[14]) gave a number of examples of compact components, C, with B 6= ∅.
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Remark 5.1 As an immediate consequence from (5.5), when P(i) = ±1 for some
i ∈ B, then there exists another j ∈ B \ {i} with P(j) = ∓1. Therefore, in such case,
the component C must connect Ki × {0} with Kj × {0}. Actually, there is an even
number of i ∈ B’s with P(i) = ±1.
Theorem 5.1 is a substantial generalization of Theorem 6.3.1 of J. Lo´pez-Go´mez
[13]. Consequently, it extends to the general setting of Fredholm operators covered by
this paper the most pioneering global results of P. H. Rabinowitz [22], L. Nirenberg
[20], J. Ize [10] and R. J. Magnus [19] found in the special case when U = V for
general classic families of the form
L(λ) = IU − λT, T ∈ K(U), (5.6)
in the context of the local theorem of M. A. Krasnoselskij [12]. Indeed, in Theorem
3.4.1 of of L. Nirenberg [20], attributed to P. H. Rabinowitz there in, L. Nirenberg
proved that if C is compact, then “ C contains a finite number of points (λj , 0) with
1/λj eigenvalues of T . Furthermore the number of such points having odd multiplicity
is even.”
When (5.6) holds, since L(0) = IU ∈ Iso (U), owing to Theorem 4.1, Σ(L) is
discrete and every λj ∈ Σ must be an algebraic eigenvalue of L. Moreover, according
to Theorem 5.4.1 of J. Lo´pez-Go´mez [13],
χ[L;λj ] = ma(λ
−1
j ;T ) := dim
∞⋃
k=1
N [(λ−1j − T )k].
In other words, χ[L;λj ] equals the classical concept of algebraic multiplicity.
More generally, according to Theorems 4.1 and 4.3, when L(λ) is a real analytic
family of Fredholm operators of index zero such that L(a) is an isomorphism for some
a ∈ R, Σ(L) is discrete and if
Σ = {λj : j ∈ I}
for some I ⊂ Z, and we take Kj = {λj} for all j ∈ I, then P(j) = ±1 if and only
χ[L;λj ] is odd for all j ∈ I. Therefore, according to Theorem 5.1, if
C ∩ (R× {0}) = {(λi1 , 0), ...., (λiN , 0)},
then
N∑
j=1
P(λij ) = 0
and consequently, the number of eigenvalues, λij , with an odd multiplicity must be
even, much like in the classical case covered by P. H. Rabinowitz [22] and L. Nirenberg
[20], though in the general context of this paper, Σ might not be a discrete set and
F(λ, ·) is far from being a compact perturbation of the identity map, but a general
Fredholm operator of index zero.
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6. Some simple consequences from Theorem 5.1
As an immediate consequence, the next generalized version of the global alternative
of P. H. Rabinowitz [22] holds.
Theorem 6.1 Suppose C is a bounded component of S such that
S ∩ (Kj0 × {0}) 6= ∅
for some j0 ∈ B with P(j0) = ±1. Then, either
(A1) C is not compact; or
(A2) there exists another B ∈ j1 6= j0 with P(j1) = ∓1 such that
S ∩ (Kj1 × {0}) 6= ∅.
Consequently, S connects Kj0 × {0} to Kj1 × {0}.
As the degree of P. Benevieri and M. Furi extends the concept of parity introduced
by P. M. Fitzpatrick and J. Pejsachowicz, Theorem 6.1 of J. Pejsachowicz and P. J.
Rabier [21] holds from the previous result.
As another straightforward consequence from Theorem 5.1, the following global
version of the local theorem of M. G. Crandall and P H. Rabinowitz [5] holds.
Theorem 6.2 Suppose L ∈ C1(R,Fred0(U, V )) and λ0 ∈ R is a simple eigenvalue L,
as discussed by M. G. Crandall and P. H. Rabinowitz [5], i.e.,
L′(λ0)ϕ0 /∈ R[L(λ0)], where N [L(λ0)] = span [ϕ0].
Then, for every continuous function F : R × U → V satisfying (F1), (F2), (F3) and
such that DuF(·, 0) = L, (λ0, 0) is a bifurcation point from (λ, 0) to a continuum of
non-trivial solutions of F = 0.
For any of these F’s, let {Kj}sj=r be an admissible family for Σ with K0 = {λ0},
and let C be the component of S such that (λ0, 0) ∈ C. Then, some of the following
alternatives holds:
(a) C is not compact.
(b) There exists Σ 3 λ1 6= λ0 such that (λ1, 0) ∈ C.
Actually, if C is compact, then there exists N ≥ 1 such that
(Kj × {0}) ∩ C 6= ∅ if, and only if, j ∈ {ji1 , ..., jiN } ⊂ Z ∩ [r, s]
with jik = 0 for some k ∈ {1, ..., N}. Moreover,
N∑
k=1
P(jik) = 0.
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Therefore, C connects (λ0, 0) with an odd number of Kj×{0}’s with parity ±1, where
the sign of the orientation changes.
Proof. According to Definition 4.2, λ0 is a 1-transversal eigenvalue of L(λ) with
χ[L;λ0] = 1. Thus, by Theorem 4.2, λ0 must be an algebraic eigenvalue of L(λ)
of order one, as discussed by Definition 4.1. In particular, L(λ) ∈ Iso (U, V ) for λ
sufficiently close to λ0 with λ 6= λ0. Thus, since, χ[L;λ0] = 1, sgnL(λ) changes
of sign as λ crosses λ0 and hence, if {Kj}sj=r is an admissible family for Σ with
K0 = {λ0}, we have that P(0) = ±1. The remaining assertions of the theorem are
immediate consequences of Theorem 6.1. 
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1. Introduction
According to D. Eppstein in [4] and the introduction of N. Levitt in [8], the Euler
characteristic χ is the best known as well as the most ancient topological invariant.
Moreover, the Euler formula E−V +F = 2 is one of many theorems in mathematics
which are important enough as to be proved repeatedly in surprisingly many different
ways.
On this line the unique invariance of the Euler characteristic, among linear com-
binations on the numbers of faces of triangulations, is known and reproved from time
to time in different realms. Up to our knowledge, the first proof appeared in Mayer
[11]. More recently in [8], [5] and [12] there are some related results. Very recently
in [16], this result is strengthened, in the framework of combinatorial manifolds, to
non-linear functions on the number of faces.
The simple observation that the f -vectors of n-simplices, considered as abstract
simplicial complexes, can be placed forming an infinite lower triangular matrix which
is almost the Pascal triangle, allowed us to use the ideas in our previous works about
Riordan matrices, see for example [9] and [10]. These kind of matrices and the group
structure were introduced in [13] and [14].
Our main idea is to consider the K-linear action induced by such a matrix of f -
vectors on K[[x]], where we consider the natural K-linear space structure on the set
of formal power series with coefficients on a field K of characteristic zero. Using only
this matrix we obtain, in particular, the unique homotopy invariance of the Euler
characteristic among all possible linear combinations on components of f -vectors.
After that, we use the known formula of the change of f -vectors under barycentric
subdivisions, involving Stirling numbers, to prove that the multiples of the Euler
characteristic are the unique invariant under barycentric subdivisions in the class of
all n-simplices. Consequently, we prove the unique topological invariance of the Euler
characteristic among all possible linear combinations on components of f -vectors.
We think that the main original result in this note is Theorem 8, where we give
a description of the eigenspace associated to the eigenvalue 1 in the linear action
induced by an infinite matrix describing the variation of f -vectors under barycentric
subdivisions. This is the key tool to get invariance in the non-topological setting and
to induce unique invariance in the topological one.
Probably almost all results herein are known. Certainly those in the topological
framework are, but we think that the pointed out connections between the three
classical objects in the title can still be of interest.
2. Some new definitions
We suppose that the basic definitions of abstract and geometric finite simplicial com-
plexes are known. See the corresponding introductory chapters in [15] or [17]. We call
herein the f -vector of an n-dimensional finite simplicial complex F to (f0, f1, . . . , fn),
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where fi counts the number of i-faces of F . So f0 is the number of vertices, f1 is
the number of edges, and so on. We have to note that in other places the f -vector
includes f−1 = 1 as its first coordinate which corresponds to the interpretation of
the empty set as the unique (−1)-dimensional face. Given a m-dimensional simplicial
complex F with f -vector fF = (fF0 , fF1 , . . . , fFm) the Euler characteristic is defined
by
χ(F) =
m∑
k=0
(−1)kfFk .
Consider the geometric realization |F| of F . It is known that χ(F) depends on |F| but
not on the triangulation F . Even more, χ(F) depends only on the homotopy type of
|F| because it can be expressed in terms of the ranks of the homology groups Hk(|F|)
which are homotopy invariants. This previous result is the so called Euler-Poincare´
formula. See page 146 in [7].
Note that χ(F) can be expressed as the following product of infinite matrices :
χ(F) = (fF0 , fF1 , . . . , fFm , 0, . . . )

1
−1
1
−1
...
(−1)m
...

and the column matrix does not depend on the complex F . The generating function
of this column matrix is
1
1 + x
A natural way to define linear combinations on the number of faces indepently on
the polyhedron even on its dimension is the following
Definition 1 Let γ(x) =
∑
n≥0
γnx
n be any power series with coefficients in K. Sup-
pose that F is a finite simplicial complex with f -vector (fF0 , . . . , fFm , 0, . . . ), we define
the linear combination induced by the series γ, and denote it by χ(γ,F), as
χ(γ,F) =
m∑
k=0
γkf
F
k .
So, the Euler characteristic is
χ
(
1
1 + x
,F
)
.
The Euler characteristic is, on one hand, a homotopy invariant in the class of finite
polyhedra and, on the other hand, it is a linear combination on the number of faces
of any triangulation of the polyhedron.
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Let us define
Definition 2 Let γ ∈ K[[x]], γ(x) =
∑
n≥0
γnx
n be any power series. We say that
(a) γ(x) is a homotopy invariant for the class of finite simplicial complexes if
given any two of them F1 and F2, then χ(γ,F1) = χ(γ,F2) provided |F1| and |F2|
have the same homotopy type.
(b) γ(x) is a topological invariant for the class of finite simplicial complexes if
given any two of them F1 and F2, then χ(γ,F1) = χ(γ,F2) provided |F1| and |F2|
are homeomorphic.
Of course, any series which is a homotopy invariant is a topological invariant. We
can restrict the above definition to any subclass of finite simplicial complexes.
3. Pascal’s Triangle and the Euler characteristic
The basic pieces to construct polyhedra in Topology are the geometric n-simplices,
|∆n| . Topologically they can be described as the convex hull of n + 1 affinely inde-
pendent points in a suitable euclidean space.
The abstract description of an n-simplex as a simplicial complex, denoted by ∆n,
is given by considering all the non-empty subsets of a set of vertices V = {v0, . . . , vn}
with n+ 1 points. So, the corresponding f -vectors are easily computed using combi-
natorial numbers. If we denote by f∆n the f -vector of ∆n we get
f∆n =
((
n+ 1
1
)
,
(
n+ 1
2
)
, . . . ,
(
n+ 1
n+ 1
))
.
We can place these vectors f∆n forming an infinite lower triangular matrix,
F =
((
n+ 1
k + 1
))
n,k≥0
.
We note that the non-null part coincides with Pascal’s triangle without the first row
and column.
This matrix as well as the corresponding matrix representation of Pascal’s triangle,
and some of its generalizations, are elements of a group under the usual product of ma-
trices. This group is known as the Riordan group. We approached this group in [10],
see also [9], using the Banach Fixed Point Theorem. To describe the elements T (β | α)
in this group as in [10], we use a pair of formal power series α(x) =
∑
n≥0 αnx
n and
β(x) =
∑
n≥0 βnx
n such that α0 6= 0 and β0 6= 0. The columns of T (β | α) are the
coefficients of the elements in the geometric progression, in K[[x]], whose first term is
the series
β(x)
α(x)
and the ratio is the series
x
α(x)
.
The representations of the product and the inverse in this group are:
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T (β | α)T (β¯ | α¯) = T (β˜ | α˜),
where
β˜(x) = β(x)β¯
(
x
α(x)
)
, α˜(x) = α(x)α¯
(
x
α(x)
)
(T (β | α))−1 = T
(
1
β(ω−1)
∣∣∣ 1
α(ω−1)
)
, ω =
x
α
, ω ◦ ω−1 = ω−1 ◦ ω = x.
Besides, we can consider the matrix T (β | α), like in Linear Algebra, as the associated
matrix to a K-linear isometry for a suitable ultrametric d, see [10], defined by:
T (β | α) : (K[[x]], d) → (K[[x]], d)
γ 7→ T (β | α)(γ) = βαγ
(
x
α
) (3.1)
In these terms Pascal’s triangle is T (1 | 1 − x) and our matrix of f -vectors is
F = T
(
1
1− x
∣∣∣1− x), because we obtain F from Pascal’s triangle by deleting the
first row and column, see page 3614 in [9].
Using, essentially, Pascal’s triangle we get
Proposition 3 The unique linear combinations of the number of faces which assign
the same number to every abstract n-simplex are the multiples of the Euler character-
istic.
Proof. To calculate the Euler characteristic χ(∆n) ∀n ≥ 0, we only need to compute
T
(
1
1− x
∣∣∣1− x)( 1
1 + x
)
=
∑
n≥0
χ(∆n)x
n,
because the rows of the matrix F are the vectors f∆n .
On the other hand, using (3.1) we get
T
(
1
1− x
∣∣∣1− x)( 1
1 + x
)
=
1
(1− x)2
1
1 + x1−x
=
1
1− x,
then ∑
n≥0
χ(∆n)x
n =
1
1− x equivalently χ(∆n) = 1 ∀n ≥ 0,
as everybody knows. Finally the linearity of the action of F = T
(
1
1− x
∣∣∣1− x) on
K[[x]] implies the result for the multiples.
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Suppose now a series γ(x) =
∑
n≥0
γnx
n and k ∈ K such that χ(γ,∆n) = k ∀n ≥ 0.
Consider the Riordan matrix T
(
1
1− x
∣∣∣1− x) whose rows are the f -polynomials
f∆n . Then
T
(
1
1− x
∣∣∣1− x) (γ(x)) = k
1− x,
Now, in the Riordan group,
T−1
(
1
1− x
∣∣1− x) = T ( 1
1 + x
∣∣∣1 + x) ,
consequently
γ(x) = T
(
1
1 + x
∣∣∣1 + x)( k
1− x
)
=
k
1 + x
and the proof is finished. 
Remark 4 The fact that the Euler characteristics of χ(∆n) are equal ∀n ≥ 0 is not
a topology matter in the sense that we do not need any topological argument to prove
that. In fact it can be considered as a consequence of the Newton binomial formula.
We also have the following topological consequence
Corollary 5 The multiples of the Euler characteristic are the unique linear combi-
nations on the number of faces of triangulations, of finite simplicial complexes, which
are homotopy invariant.
Proof. Consider the geometric realizations |∆n| of ∆n. All of them are homotopi-
cally equivalent because they are contractible. If we have a linear combination on the
number of faces of f -vectors of triangulations which is homotopy invariant, it should
assign the same number to all the triangulations ∆n and then it is a multiple of the
Euler characteristic. 
Remark 6 (a) The same proof is valid in the more restrictive framework of simple
homotopy theory, see [2].
4. Stirling numbers and the unique invariance of the Euler characteristic.
In [1] the authors treat f -vectors of barycentric subdivision of simplicial complexes
to get, in particular, that certain limiting behavior depending on the iteration of the
barycentric subdivision of a simplicial complex, does not depend on the complex itself
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but on the dimension of such complex, see also [3]. In that paper a formula for the
variation of the f -vector after a barycentric subdivision is given.
Now we reproduce the formula at page 850 in [1] taking into account that we use
the f -vector (f0, f1, . . . , fm) and not the extended f -vector (f−1, f0, f1, . . . , fm).
Proposition 7 Let F be a m-dimensional simplicial complex. Denote by sd(F) the
complex obtained by the barycentric subdivision of F . Then
f
sd(F)
j =
m∑
i=0
fFi (j + 1)!
{
i+1
j+1
}
for j = 0, . . . ,m.
In the above result
{
k
l
}
represents the corresponding Stirling number of the second
kind as denoted in [6] Chapter 6.
Let B = (bi,j)i,j≥0 be the matrix with bi,j = (j + 1)!
{
i+1
j+1
}
i, j ≥ 0. The formula
in the proposition above converts to
(f
sd(F)
0 ,f
sd(F)
1 , . . . , f
sd(F)
m , 0, . . . )
= (fF0 , f
F
1 , . . . , f
F
m , 0, . . . )

{ 11 }
{ 21 } 2! { 22 }
...
...
. . .
{ n1 } 2! { n2 } · · · n! { nn }
...
...
...
...
. . .
 .
By the usual way B induces a K-linear isomorphism B : K[[x]]→ K[[x]], B(ζ(x)) =
η(x), such that if
ζ(x) =
∑
n≥0
ζnx
n, and η(x) =
∑
n≥0
ηnx
n,
then
B(ζn) = (ηn),
where (ζn), (ηn) are considered as column vectors. For this operator we get
Theorem 8 The number 1 is an eigenvalue for the operator B. Moreover the eigen-
space associated to 1 is
{
k
1 + x
, k ∈ K
}
.
Proof. If D = (di,j) is the diagonal matrix with di,i = (i+ 1)! and S =
({
i+1
j+1
})
i,j∈RN
is the matrix of the Stirling numbers of second kind, then B = SD. Consider
δ(x) = D
(
1
1 + x
)
=
∑
i≥0
(i+ 1)!(−x)i,
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then
B
(
1
1 + x
)
=
1
1 + x
⇔ S(δ) = 1
1 + x
.
Recall that
S−1 =
(
(−1)i−j [ i+1j+1 ])i,j∈RN
where
[
i
j
]
denote the Stirling numbers of the first kind. Since
[ i0 ] = 0 ∀i ≥ 1 and
i∑
j=0
[
i
j
]
= i!,
we have
S−1
(
1
1 + x
)
= δ(x)
and then
B
(
1
1 + x
)
=
1
1 + x
.
See pages 259-264 in [6] for the properties of Stirling numbers used above.
So we have proved that 1 is an eigenvalue and that
1
1 + x
is an associated eigen-
vector, and then
{
k
1 + x
, k ∈ K
}
is contained in the corresponding eigenspace.
We consider the finite central (m+ 1)× (m+ 1) submatrices
Bm = (bi,j)i,j=0...m
of the infinite matrix B. Note that, in every Bm the eigenspace associated to the
eigenvalue 1 has always dimension 1, because the entries in the main diagonal are all
different. To prove that there is not any other eigenvector for B associated to 1, we
suppose that η(x) =
∑
n≥0
ηnx
n 6= k
1 + x
, k ∈ K is one such eigenvector. This means
that there is an l ∈ RN, l ≥ 1 such that
l∑
j=0
ηjx
j 6= k
l∑
j=0
(−x)j for any k ∈ K.
So, (ηj)j=0,...,l, ((−1)j)j=0,...,l are eigenvector associated to 1 for the matrix Bl. This
is impossible because they are linearly independent. 
The first consequence we obtain is:
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Corollary 9 The invariance of the Euler characteristic by successive barycentric sub-
divisions is not a topology matter in the sense that we do not need any topological
argument to prove that.
Proof. Let F be a finite simplicial complex. Denote by sd(k)(F) the k-th barycentric
subdivision of F . Using Proposition 7 we get
fsd
(k)(F) = fFBk.
So
χ(sd(k)(F)) = χ
(
1
1 + x
, sd(k)(F)
)
= χ
(
Bk
(
1
1 + x
)
,F
)
= χ
(
1
1 + x
,F
)
= χ(F).

In the above proof we only used that
1
1 + x
is an eigenvector for the matrix B,
and then for Bk, associated to the eigenvalue 1.
As a consequence of the fact that
{
1
1 + x
}
is a base for the eigenspace associated
to 1 we get another topological consequence.
Corollary 10 The unique linear combinations which are invariants under barycen-
tric subdivisions in the class of all n-simplices, ∆n, are the multiples of the Euler
characteristic. In particular,
k
1 + x
are the unique series which are topologically in-
variants in the class of finite simplicial complexes.
Proof. Let γ(x) =
∑
n≥0
γnx
n be a series which is invariant under barycentric subdivi-
sions in the class of all dimensional simplices. This implies that
T
(
1
1− x
∣∣∣1− x) (γ) = T ( 1
1− x
∣∣∣1− x)B(γ),
which is equivalent to
γ = B(γ)
because of injectivity of the action of F = T
(
1
1− x
∣∣∣1− x). Consequently
γ =
k
1 + x
for some k ∈ K.
The second part follows immediately because the polyhedra |F| and |sd(F)| are al-
ways homeomorphic. 
Remark 11 The above proof can be also applied to the more restrictive framework
of PL-Topology.
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Resumen
En este art´ıculo presentamos algunos resultados sobre la teor´ıa de probabilidades
en espacios topolo´gicos, que generalizan las propiedades establecidas en espacios
Euclideanos y tienen importantes aplicaciones, entre otros, en los campos de la
Meca´nica Estad´ıstica, de la Meca´nica Cua´ntica y de la Economı´a Financiera.
2010 Mathematics Subject Classification: 60A10, 60B05, 60G05.
Key words: Sigma a´lgebras, medidas de Borel, probabilidades, procesos estoca´sticos.
1. Introduccio´n
La Teor´ıa de Probabilidades consiste en el estudio de los espacios de probabilidad y de
las variables aleatorias, que matema´ticamente se definen como aplicaciones medibles
de un espacio de probabilidad (Ω,F , P ) en un espacio medible (E, E). Al desarrollar
la teor´ıa y tratar cuestiones pra´cticas, se revela como muy importante la versatilidad
de la estructura definida por la σ-a´lgebra E en E, considerando en algunas ocasiones
una estructura topolo´gica subyacente.
*Autores financiado por el Proyecto FIS2011-29596-C02-C01 (Ministerio de Economı´a y Compe-
titividad)
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El movimiento Browniano juega un papel destacado en las aplicaciones de la teor´ıa
de procesos estoca´sticos (ve´ase la seccio´n 6) a la Meca´nica Estad´ıstica, a la Meca´nica
Cua´ntica y a la Economı´a Financiera. El descubrimiento del movimiento Browniano
se atribuye al bota´nico ingle´s Robert Brown (1773-1858) en un art´ıculo publicado en
1828. Sin embargo, el propio Brown en ese art´ıculo cita como precursor a A. Van
Leeuwenhoek (1632-1723), y en una publicacio´n de 1829 cita hasta 10 precursores
ma´s (entre ellos, Buffon, Spallanzani y Bywater). Brown observo´ el movimiento de
part´ıculas de polen en el agua, y se llega a la primera interpretacio´n dina´mica del
movimiento Browniano: Las part´ıculas, en un medio denso, tienen actividad.
La primera formulacio´n matema´tica del movimiento Browniano se debe a Louis Ba-
chelier (1870-1946) que en su tesis doctoral The´orie de la spe´culation, dirigida por
H. Poincare´ y presentada el 29 de marzo de 1900, introduce lo que ahora se llama
movimiento Browniano lineal para describir el precio de las acciones financieras (este
trabajo esta´ influido por la obra Calcul des changes et philosophie de la bourse de
Jules Regnault (1834-1894), que establece en te´rminos literarios el marco conceptual
de la aplicacio´n del ca´lculo de probabilidades a las operaciones bursa´tiles). Aparte de
los resultados de matema´tica financiera, Bachelier desarrollo´ un importante estudio
del movimiento Browniano y todo ello cinco an˜os antes de la publicacio´n del famoso
trabajo de A. Einstein (1879-1955), publicado en Annalen der Physik, 17 (1905), 549-
560. El trabajo de Einstein esta´ motivado por los trabajos experimentales de J. Perrin
(1870-1942), y en e´l se describe el movimiento de una part´ıcula a lo largo de una recta.
La formulacio´n matema´tica definitiva del movimiento Browniano se debe a Nor-
bert Wiener (1894-1964), en la de´cada de los an˜os 20 del siglo pasado. En su teor´ıa
Wiener introduce una medida en el espacio de las funciones continuas sobre [0, 1] que
dejan invariante el origen y la σ-a´lgebra generada por los cilindros de dicho espacio,
y la integral de los funcionales sobre este espacio relativa a esta medida se denomina
integral de Wiener. Esta integral fue generalizada por K. Itoˆ (1915-2008) en 1944,
introduciendo el ca´lculo estoca´stico y el movimiento Browniano geome´trico. Este mo-
vimiento resulto´ ser de gran importancia para modelizar la evolucio´n de los precios de
las acciones en mercados financieros. Paul A. Samuelson (1915-2009) desarrollo´, desde
1965, el estudio del movimiento Browniano geome´trico en conexio´n con la economı´a
y recibio´ el premio Nobel de Economı´a en 1970 por estas aportaciones. En 1973, Fis-
cher Black (1938-1995) y Myron S. Scholes (1941-*) e, independientemente Robert C.
Merton (1944-*), utilizaron el movimiento Browniano geome´trico para asignar pre-
cio a las opciones (contrato que da derecho a su poseedor a vender o comprar un
activo financiero a un precio determinado durante un periodo de tiempo o en una
fecha determinada), creando el llamado, hoy d´ıa, modelo BSM (de las iniciales de los
tres autores anteriores; Scholes y Merton fueron galardonados con el premio Nobel de
Economı´a en 1997 (Black hab´ıa fallecido dos an˜os antes)) de los mercados financieros
continuos.
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Por otra parte, en la F´ısica Estad´ıstica, el movimiento Browniano es el paradigma
de proceso estoca´stico. Inicialmente, se parte del modelo sencillo del paseo aleatorio,
se deduce una ecuacio´n maestra para llegar a la ecuacio´n de Fokker-Planck, y por
la te´cnica de convergencia en distribucio´n se alcanza el movimiento Browniano. Ri-
chard Feynman (1918-1988) en su formulacio´n alternativa de la Meca´nica Cua´ntica
introduce la integral de camino (la denominada integral de camino de Feynman) ı´nti-
mamente relacionada con la integral de Wiener, y estas ideas fueron aplicadas por
Mark Kac (1914-1984) a la resolucio´n de un tipo especial de ecuaciones en derivadas
parciales parabo´licas. Esto es un ejemplo de la influencia rec´ıproca de la Matema´tica
y los problemas de la F´ısica.
En el presente art´ıculo vamos a considerar el caso en que el espacio medible (E, E)
proceda de un espacio topolo´gico (X, T ), tomando E = X y E = σX(T ), la σ-a´lgebra
generada por sus subconjuntos abiertos (conjuntos de Borel), e indicaremos co´mo la
teor´ıa desarrollada permite, entre otras muchas aplicaciones, dar una formalizacio´n
de la obtencio´n del movimiento Browniano a partir del paseo aleatorio mediante la
convergencia en distribucio´n, como se ha dicho anteriormente.
2. σ-a´lgebras y espacios medibles
Sean Ω un conjunto no vac´ıo y F un conjunto de partes de Ω. Se dice que F es una
σ-a´lgebra en Ω si:
(1). ∅ ∈ F .
(2). An ∈ F , n ∈ N+, implica que
⋃
nAn ∈ F .
(3). Si A es un elemento de F , (Ac =)ΩrA, tambie´n es un elemento de F .
Si la condicio´n (2) se sustituye por:
(2’). Ai ∈ F , i ∈ I con I finito, implica que
⋃
i∈I Ai ∈ F ,
se dice, en este caso, que F es un a´lgebra en Ω, (es claro que toda σ-a´lgebra es un
a´lgebra).
Por las leyes de De Morgan para subconjuntos de un conjunto, se deduce que si An,
n = 1, 2, 3, ..., es una sucesio´n infinita de elementos de una σ-a´lgebra F de partes de
un conjunto Ω, entonces,
⋂
nAn es un elemento de F , y si A,B ∈ F y F es un a´lgebra
de Ω, A ∪B, A ∩B y ArB, tambie´n son elementos de F .
Si Ω es un conjunto no vac´ıo, entonces se verifica que F∗(Ω) = {∅,Ω}, FN (Ω) = {A :
A ⊂ Ω, y A o Ac es numerable} y F∗(Ω) = {A : A ⊂ Ω} son σ-a´lgebras sobre Ω.
Ejemplo 1 (Generacio´n de σ-a´lgebras). Sea E un conjunto de partes de Ω. En-
tonces, el conjunto ⋂
E⊂F
F σ−a´lgebra de Ω
F(= σΩ(E))
465
J. Margalef-Roig, S. Miret-Arte´s, E. Outerelo-Domı´nguez Probabilidades en espacios topolo´gicos
es una σ-a´lgebra sobre Ω y es la ma´s pequen˜a σ-a´lgebra sobre Ω conteniendo a E ,
(obse´rvese que F∗(Ω) = {A : A ⊂ Ω} es σ-a´lgebra en Ω y E ⊂ F∗(Ω), lo que da
consistencia a la definicio´n-construccio´n precedente).
Cuando no haya lugar a confusio´n, el generador de σ-a´lgebras σΩ se abreviara´ por σ.
En particular, si E = {∅}, σΩ(E) = F∗(Ω), y si E = {{ω} : ω ∈ Ω}, entonces,
σΩ(E) = FN (Ω).
Lema 2.1. Sean E = {Ei : i ∈ I} un conjunto de partes de un conjunto Ω, donde I es
un conjunto infinito no numerable. Entonces, si E ∈ σΩ(E), se verifica que existe un
subconjunto infinito numerable, J de I tal que E ∈ σΩ(EJ), donde EJ = {Ei : i ∈ J}.
(EJ ⊂ E y σΩ(EJ) ⊂ σΩ(E)).
Lema 2.2. Sean Ω un conjunto no vac´ıo, F una σ-a´lgebra en Ω y E un conjunto de
partes de Ω con σΩ(E) = F . Sea A ⊂ Ω con A 6= ∅ y tal que para todo E ∈ E, A ⊂ E
o A ⊂ Ec. Entonces, para todo F ∈ F , se verifica que A ⊂ F o A ⊂ F c.
Demostracio´n. Sea F1 = {F : F ∈ F , y A ⊂ F o A ⊂ F c}. Se comprueba fa´cilmente
que F1 es una σ-a´lgebra en Ω. Como E ⊂ F1 ⊂ F , se deduce que F = σΩ(E) ⊂
σΩ(F1) = F1 ⊂ F y F1 = F .
Proposicio´n 2.3. Sean Ω y E conjuntos, y f : Ω→ E una aplicacio´n.
(1). Si F es una σ-a´lgebra en Ω y E es una σ-a´lgebra en E, se verifica que E1 = {A :
A ∈ E y f−1(A) ∈ F} es σ-a´lgebra en E contenida en E, (f−1(E1) ⊂ F).
(2). Si E es una σ-a´lgebra en E, se tiene que f−1(E) = {f−1(A) : A ∈ E} es una
σ-a´lgebra en Ω.
(3). Si E∗ es un conjunto de partes deE, se tiene: σΩ(f−1(E∗)) = f−1(σE(E∗)).
En particular, si Ω ⊂ E y f es la inclusio´n i : Ω ↪→ E, entonces:
(1*). Si F es σ-a´lgebra en Ω y E es σ-a´lgebra en E, se tiene que E1 = {A : A ∈
E y A ∩ Ω ∈ F} es σ-a´lgebra en E contenida en E, ({A ∩ Ω : A ∈ E1} ⊂ F).
(2*). Si E es σ-a´lgebra en E, entonces E ∩ Ω = {A ∩ Ω : A ∈ E} es σ-a´lgebra en Ω.
(3*). Si E∗ es un conjunto de partes de E, se tiene: σΩ(E∗ ∩ Ω) = σE(E∗) ∩ Ω.
Al par (Ω,F), se le llama espacio medible si:
(a). Ω es un conjunto no vac´ıo,
(b). F es una σ-a´lgebra de subconjuntos de Ω.
Sean (Ω,F), (E, E) espacios medibles y f : Ω → E una aplicacio´n. Se dice que f
es F|E-medible o que f es una aplicacio´n medible o variable aleatoria de (Ω,F) en
(E, E), si f−1(A) ∈ F para todo A ∈ E .
Observacio´n 1. Es claro que si f es una aplicacio´n medible de (Ω,F) en (E, E) y g
es una aplicacio´n medible de (E, E) en (G,G), entonces g◦f es una aplicacio´n medible
de (Ω,F) en (G,G). Adema´s, 1Ω : Ω→ Ω, ω 7→ ω, es una aplicacio´n F|F-medible, y
toda aplicacio´n constante ce0 , e0 ∈ E, de Ω en E, ω 7→ e0, es F|E-medible.
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El test, en la definicio´n anterior, de funcio´n F|E-medible extendido a todo A ∈ E
se puede reducir,
Lema 2.4. Sean (Ω,F), (E, E) espacios medibles, f : Ω → E una funcio´n y G un
conjunto de partes de E tal que σE(G) = E. Entonces, f es F|E-medible si y so´lo si
f−1(G) ∈ F para todo G ∈ G.
El producto directo de espacios medibles se introduce de la siguiente forma:
Sean (Ωs,Fs), s ∈ S, espacios medibles. Sea Ω =
∏
s∈S Ωs el producto cartesiano
de los conjuntos Ωs, s ∈ S. Para cada s ∈ S denotamos por ps a la proyeccio´n
natural de Ω sobre Ωs, (ps(ω) = ωs, ω ∈ Ω). Se considera el conjunto de partes de Ω:
A = {p−1s (F ) : F ∈ Fs, s ∈ S}. Entonces tenemos la σ-a´lgebra σΩ(A) en Ω, que se
designa tambie´n por
⊗
s∈S Fs, y el espacio medible(⊗
s∈S
(Ωs,Fs) =
)(
Ω,
⊗
s∈S
Fs
)
,
que se llama producto directo de la familia (Ωs,Fs), s ∈ S. Es claro que σΩ(A) es la
ma´s pequen˜a σ-a´lgebra de Ω que hace medibles las proyecciones ps, s ∈ S.
Proposicio´n 2.5. Sea (Ωs,Fs), s ∈ S, una familia de espacios medibles. Se con-
sidera Ω =
∏
s∈S Ωs. Para cada s ∈ S sea Es un conjunto de subconjuntos de
Ωs tal que σ
Ωs(Es) = Fs. Entonces A1 =
{
p−1s (E) : E ∈ Es, s ∈ S
}
, cumple que
σΩ(A1) =
⊗
s∈S Fs = σΩ(A).
El resultado que sigue da una caracterizacio´n importante y u´til de la σ-a´lgebra⊗
s∈S Fs.
Proposicio´n 2.6. Sean (Ωs,Fs), s ∈ S, una familia de espacios medibles y G una
σ-a´lgebra en Ω =
∏
s∈S Ωs. Entonces, G =
⊗
s∈S Fs si y so´lo si:
1. Para cada s ∈ S, ps es G|Fs-medible.
2. Para cada espacio medible (E, E) y cada aplicacio´n f : E → Ω, se tiene: f es
E|G-medible si y so´lo si ps ◦ f es E|Fs-medible para todo s ∈ S.
3. σ-a´lgebra de Borel y σ-a´lgebra de Baire de un espacio topolo´gico
Sea (X, T ) un espacio topolo´gico. A la σ-a´lgebra en X, σX(T ), se le llama σ-a´lgebra
de Borel de (X, T ) y se designa tambie´n por B(X, T ) que se abrevia poniendo B(X)
cuando no hay confusio´n sobre la topolog´ıa que se considera en X. A los elementos
de B(X, T ) se les llama conjuntos de Borel de (X, T ).
Si Tu es la topolog´ıa usual de R, de acuerdo con las notaciones introducidas, a la
σ-a´lgebra de Borel de (R, Tu) se le designara´ por B(R).
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Observacio´n 2. (1). Si CT es la familia de cerrados de (X, T ), entonces σX(CT ) =
σX(T ) = B(X), ya que CT ⊂ σX(T ) y T ⊂ σX(CT ).
(2). Si (X, T ) es un espacio topolo´gico de Hausdorff, entonces KT = {K : K ⊂
X y K es compacto en (X, T )} ⊂ B(X), (con esta hipo´tesis, todo compacto es cerra-
do). Para esta inclusio´n la condicio´n de Hausdorff es esencial, como lo prueba el ejem-
plo que sigue: Sea (X, T ) = (R, TCF ), donde TCF = {A : A ⊂ R y Ac es finito} ∪ {∅}.
En este caso, se tiene que KTCF = F∗(R), y sin embargo, σR(TCF ) = FN (R), (ve´anse
los casos particulares del Ejemplo 1).
Otra σ-a´lgebra importante que se considera en los espacios topolo´gicos es la de-
nominada σ-a´lgebra de Baire que se introduce a continuacio´n.
Sea (X, T ) un espacio topolo´gico. Se realiza la siguiente construccio´n:⋂
{A : A es σ − a´lgebra en X y A hace medibles de (X,A) en (R,B(R))
a todas las funciones continuas de (X, T ) en (R, Tu)},
(obse´rvese que la σ-a´lgebra F∗(X) es un elemento de esta interseccio´n).
Queda as´ı definida sin ambigu¨edad una σ-a´lgebra en X que se designa por Ba(X, T ) o
bien Ba(X), si no hay confusio´n sobre la topolog´ıa T que se considera en X, y se llama
σ-a´lgebra de Baire de (X, T ). A los elementos de Ba(X, T ) se les llama subconjuntos
de Baire de (X, T ). Entonces:
(a). Ba(X) hace medibles a todas las funciones continuas de (X, T ) en (R, Tu).
(b). Ba(X) es la σ-a´lgebra en X ma´s pequen˜a con esta propiedad (a), es decir, si A
es σ-a´lgebra en X con la propiedad (a), entonces Ba(X) ⊂ A.
Con las notaciones introducidas anteriormente, se tiene que
Ba(X, T ) = σX{f−1(A) : f ∈ C((X, T ), (R, Tu)), A ∈ B(R)}.
Usualmente, si no ha lugar a confusio´n, el conjunto C((X, T ), (R, Tu)) de aplicaciones
continuas de (X, T ) en (R, Tu) se designa por C(X,R).
Proposicio´n 3.1. Sea (X, T ) un espacio topolo´gico. Entonces:
(i). Se tiene que Ba(X) ⊂ B(X) y hay casos en los que el contenido es estricto.
(ii). Si (X, T ) es un espacio topolo´gico perfectamente normal, (en particular, (X, T )
seudometrizable), se verifica que Ba(X) = B(X).
Demostracio´n. (i). Para la primera parte, basta observar que B(X) = σX(T ) hace
medible a todas las aplicaciones continuas de (X, T ) en (R, Tu).
Para la u´ltima parte, consideramos el espacio topolo´gico (R, TCN ), (TCN es la topo-
log´ıa de los complementos de partes numerables de R y el conjunto vac´ıo). Como las
aplicaciones continuas de (R, TCN ) en (R, Tu) son las aplicaciones constantes, se tiene
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que Ba(R, TCN ) = {∅,R}. Sin embargo, B(R, TCN ) = TCN ∪ CCN = FN (R).
(ii). Sea C un subconjunto cerrado no vac´ıo de (X, T ). Por la Proposicio´n 4.3.52
pa´gina 232 de [6], se tiene que existe g ∈ C(X,R) tal que g−1(0) = C. Por tanto,
C ∈ Ba(X) y B(X) ⊂ Ba(X), (σX(CT ) = B(X), CT familia de los conjuntos cerrados
de (X, T )), (Observacio´n 2 (1)).
Los tres resultados que siguen son importantes en la teor´ıa de σ-a´lgebras (tribus, en
la terminolog´ıa de Bourbaki).
Proposicio´n 3.2. Sean (X, T ) un espacio topolo´gico cuya topolog´ıa tiene una base
numerable, (es decir, (X, T ) es II.A.N), y G una base de T . Entonces, σX(G) =
B(X) = σX(T ), (de la hipo´tesis se deduce que todo elemento de T es unio´n numerable
de elementos de G, (ve´ase el Teorema 3.2.13., pa´g. 165 de [6]).
En el resultado (σX(G) = σX(T )), de la proposicio´n anterior, es esencial que T
tenga una base numerable, ya que, por ejemplo, si T es la topolog´ıa discreta en R,
entonces G = {{x} : x ∈ R} es una base de T y σR(G) = {A : A ⊂ R, y A o R r
A es numerable} = FN (R) es distinta de σR(T ) = T = F∗(R) (conjunto de las partes
de R). Se observa que T no tiene bases numerables pues toda base suya contiene a G.
Proposicio´n 3.3. Sea (X, T ) un espacio topolo´gico. Si Y es un subconjunto de X,
entonces σY (T |Y ) = σX(T ) ∩ Y , ((3*) de la Proposicio´n 2.3), donde T |Y =
{A ∩ Y : A ∈ T } es la topolog´ıa relativa. Adema´s, si Y ∈ B(X) = σX(T ), se tiene
B(Y ) = σY (T |Y ) = B(X) ∩ Y = {B ∩ Y : B ∈ B(X)} = {B : B ∈ B(X) y B ⊂ Y }.
Proposicio´n 3.4. Sean {(Ωs, Ts)}s∈S una familia de espacios topolo´gicos y Tp la
topolog´ıa en
∏
s∈S Ωs(= Ω) del espacio topolo´gico producto
∏
s∈S(Ωs, Ts). Entonces:
(1). Se considera (a partir de la coleccio´n dada) la familia de espacios medibles
(Ωs,Fs), Fs = σΩs(Ts), s ∈ S, y el espacio medible producto directo de esta
familia,
⊗
s∈S(Ωs,Fs) = (Ω,
⊗
s∈S Fs). Por las definiciones y resultados sobre
el producto directo de espacios medibles, expuestas anteriormente, se tiene:⊗
s∈S
Fs =
⊗
s∈S
σΩs(Ts) = σΩ(A) = σΩ(Atop) = σΩ(BTp) ⊂ σΩ(Tp), donde:
A = {p−1s (B) : B ∈ Fs, s ∈ S}, Atop = {p−1s (E) : E ∈ Ts, s ∈ S}
Atop es subbase de Tp y por tanto
(BTp =){intersecciones finitas de elementos de Atop}
es base de Tp y σΩ(BTp) = σΩ(Atop).
Respecto al contenido σΩ(BTp) ⊂ σΩ(Tp) tenemos el ejemplo:
(Ωs, Ts) = (R, Tu), s ∈ S, S conjunto infinito no numerable. Como la dia-
gonal ∆ es un cerrado de (R, Tu)S, se tiene que ∆ ∈ σΩ(Tp). Sin embargo,
∆ 6∈ σΩ(BTp), (ve´ase [4], pa´g. 70), y por tanto, en este caso el contenido
σΩ(BTp) ⊂ σΩ(Tp) es estricto.
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(2). Supongamos que S es numerable y para cada s ∈ S la topolog´ıa Ts tiene una
base numerable, Bs. Entonces
⊗
s∈S σ
Ωs(Ts) = σΩ(Tp).
En efecto: Por la Proposicio´n 3.2.7. de [6], (pa´g. 164), la topolog´ıa Tp tiene
una base numerable. As´ı, por la Proposicio´n 3.2, se concluye que:⊗
s∈S
Fs =
⊗
s∈S
σΩs(Ts) = σΩ(A) = σΩ(Atop) = σΩ(BTp) = σΩ(Tp).
En (2), de la proposicio´n anterior, es esencial que S sea numerable, como lo prueba
el ejemplo (Ωs, Ts) = (R, Tu), s ∈ S, S conjunto infinito no numerable.
En relacio´n con la esencialidad de las hipo´tesis de la Proposicio´n 3.4(2) se tiene
tambie´n:
Proposicio´n 3.5. Sea (X, T ) un espacio topolo´gico de Hausdorff con cardinal(X) >
2ℵ0 . Entonces, σX(T )⊗ σX(T ) ⊂ σX×X(Tp), la diagonal
∆ = {(x, x) : x ∈ X} no pertenece a σX(T )⊗ σX(T ) y ∆ ∈ σX×X(Tp),
donde Tp es la topolog´ıa producto de (X, T ) × (X, T ), (obse´rvese que las hipo´tesis
sobre el espacio topolo´gico que se considera, implican que T no tiene ninguna base
numerable: Si T tuviese una base numerable B, como el espacio es de Hausdorff, todo
punto de X se obtiene como interseccio´n de elementos de B, concretamente {x} =⋂{B : B ∈ B, x ∈ B}. As´ı, la aplicacio´n f : X → F∗(B), x 7→ {B : B ∈ B, x ∈ B},
es inyectiva, y por tanto cardinal(X) 6 cardinal(F∗(B)) 6 cardinal(F∗(N)) = 2ℵ0).
Por tanto, se tiene que σX(T )⊗ σX(T ) & σX×X(Tp).
Descripcio´n de conjuntos de Borel mediante seudome´tricas
En el caso de la topolog´ıa Td asociada a una seudome´trica d en un conjunto X, es
bien conocido que Td tiene una base numerable si y so´lo si (X, Td) es separable, (es
decir, existe un subconjunto numerable y denso en (X, Td)).
Por tanto, por la Proposicio´n 3.2, si (X, d) es un espacio seudome´trico separable
y Bd es la base de Td formada por todas las bolas abiertas en la seudome´trica d, se
verifica que B(Td) = σX(Bd). Adema´s, con esta misma hipo´tesis de separabilidad,
si B=d es el conjunto de todas las bolas cerradas en la seudome´trica d, tambie´n se
tiene que B(Td) = σX(B=d ), (basta observar que B(x; ε) = {y ∈ X : d(y, x) < ε} =⋃
n∈N+ B
=(x; ε− ε/(n+ 1))) y que los elementos de B=d son cerrados de (X, Td)).
Como casos particulares importantes, de lo anterior, tenemos las σ-a´lgebras de los
espacios Euclideanos. Sean las me´tricas: ρ0(x, y) = |x−y|, me´trica en R cuya topolog´ıa
asociada es Tu; ρ1(x, y) = |x − y|/(1 + |x − y|), me´trica en R equivalente a ρ0, (dos
me´tricas en un mismo conjunto son equivalentes si definen la misma topolog´ıa), y
por tanto con topolog´ıa asociada Tu; ρn(x, y) = 2−1ρ1(x1, y1) + ... + 2−nρ1(xn, yn)
me´trica en Rn equivalente a la me´trica eucl´ıdea y, por tanto, con topolog´ıa asociada
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T nu ; ρ∞(x, y) =
∑k=∞
k=1 2
−kρ1(xk, yk), me´trica en R∞ con topolog´ıa asociada T ∞u .
Estos espacios topolo´gicos son separables y por tanto:
σR({bolas abiertas de ρ1}) = B(R) = σR(Tu)
σR
n
({bolas abiertas de ρn}) = B(Rn) = σRn(T nu )
σR
∞
({bolas abiertas de ρ∞}) = B(R∞) = σR∞(T ∞u ).
En el producto cartesiano RS , S conjunto infinito no numerable, hemos visto que⊗
s∈S(σ
R(Tu))s $ σRS (T Su ), ((σR(Tu))s = σR(Tu), s ∈ S). Observamos que el espacio
topolo´gico (RS , T Su ) =
∏
s∈S(R, Tu)s no es metrizable y no tiene bases numerables,
(Proposicio´n 1.3.44. (pa´g. 54) y Proposicio´n 3.2.7. (pa´g. 164) de [6]).
4. Probabilidades en espacios topolo´gicos
Sea (X, T ) un espacio topolo´gico. Una medida de Borel finita en (X,B(X)), (B(X) =
σX(T )), es una aplicacio´n µ : B(X)→ R tal que:
(1). µ(∅) = 0.
(2). µ(B) > 0, para todo B ∈ B(X).
(3). Si B1, B2, ... es una cantidad numerable de elementos de B(X) disjuntos dos a
dos, entonces, µ
(⋃
n∈N+ Bn
)
=
∑
n∈N+ µ(Bn).
Una medida de Borel finita en (X,B(X)) es una probabilidad (de Borel) en (X,B(X))
si adema´s µ(X) = 1.
Ejemplos de probabilidades en (X,B(X)) son las probabilidades de Dirac: Para
todo x ∈ X, δx : B(X)→ {0, 1}, dada por δx(B) = 0 si x 6∈ B y δx(B) = 1 si x ∈ B,
B ∈ B(X), es una probabilidad en (X,B(X)) que se llama probabilidad de Dirac en
el punto x.
Lema 4.1. Sean (X, T ) un espacio topolo´gico, µ una medida de Borel finita en
(X,B(X)) y {Bi}i∈I un conjunto de elementos de B(X) disjuntos dos a dos. En-
tonces, J = {i ∈ I : µ(Bi) > 0} es un conjunto numerable.
Demostracio´n. Para cada n ∈ N+, sea In =
{
i : i ∈ I y µ (Bi) > 1n
} ⊂ J . Como existe
m ∈ N+ tal que mn > µ(X), es claro que In no puede tener ma´s de m elementos. As´ı,
J =
⋃
n∈N+ In es numerable.
Definicio´n 4.2. Un espacio topolo´gico (X, T ) que es seudometrizable por una seu-
dome´trica completa y separable, es decir, existe una seudome´trica d en X tal que
T = Td (topolog´ıa asociada a la seudome´trica d) y (X, d) es un espacio seudome´trico
completo separable, se le llama espacio topolo´gico s-polaco.
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Si en la definicio´n anterior la seudome´trica d es una me´trica, se tienen los espa-
cios topolo´gicos polacos. Observamos que los espacios (Rn, T nu ), n ∈ N+, son espacios
topolo´gicos polacos. Tambie´n es polaco el espacio topolo´gico (R∞, T ∞u ), (ve´ase Pro-
posicio´n 1.3.43., (pa´g. 54), y Proposicio´n 3.4.8., (pa´g. 173), de [6], (la me´trica
utilizada en la demostracio´n de la Proposicio´n 1.3.43. es completa)).
Por otro lado, (R, Tt), donde Tt = {∅,R} (topolog´ıa trivial), es un espacio s-polaco que
no es espacio topolo´gico polaco. De hecho, un espacio topolo´gico s-polaco es polaco
si y so´lo si es de Hausdorff.
Proposicio´n 4.3 (Propiedad de regularidad). Sean (X, T ) un espacio topolo´gico
y P una probabilidad en el espacio medible (X,B(X)). Supongamos que cada subcon-
junto cerrado de (X, T ) es Gδ, (un espacio seudometrizable tiene esta propiedad).
Entonces, para todo B ∈ B(X),
P (B) = sup{P (C) : C ⊂ B, C cerrado en (X, T )} =
= ı´nf{P (A) : B ⊂ A, A ∈ T }, (en un planteamiento general la
medida interior es menor o igual que la medida exterior).
Demostracio´n. Vamos a utilizar la te´cnica de los buenos conjuntos. Sea B∗ el conjunto
de los B∗ ∈ B(X) tales que
P (B∗) = sup{P (C) : C ⊂ B∗, C cerrado en (X, T )} =
= ı´nf{P (A) : B∗ ⊂ A, A ∈ T }.
El conjunto B∗ contiene a todos los subconjuntos cerrados de (X, T ). En efecto:
Sea C un cerrado de (X, T ). Por la hipo´tesis Gδ, existen G1, G2,... elementos de
T , tales que C = ⋂n∈N+ Gn. Se consideran los abiertos An = G1 ∩ ... ∩ Gn, n ∈
N+. Estos abiertos cumplen que An+1 ⊂ An, n ∈ N+, y C =
⋂
n∈N+ An. As´ı, por
el Teorema 3.1.11.(II)(1), (pa´g. 12), de [4], tomando (X,B(X), P ), se tiene que
P (C) = l´ımn→+∞ P (An), lo cual prueba que C ∈ B∗, ya que P (C) = ı´nf{P (A) : C ⊂
A, A ∈ T }.
El conjunto B∗ es una σ-a´lgebra sobre X. En efecto:
(1). Es evidente que ∅ (abierto y cerrado) es un elemento de B∗.
(2). Sean B ∈ B∗ y ε > 0. Entonces, existen un cerrado Cε y un abierto Aε tales que
Cε ⊂ B ⊂ Aε, P (B)− ε < P (Cε) y P (B) + ε > P (Aε). As´ı,
(Aε)
c ⊂ Bc ⊂ (Cε)c, P (Bc) = 1− P (B) > 1− P (Cε)− ε = P ((Cε)c)− ε y
P (Bc) = 1− P (B) < 1− P (Aε) + ε = P ((Aε)c) + ε.
Como (Cε)
c es abierto y (Aε)
c es cerrado, se concluye que Bc ∈ B∗.
(3). Sean B1, B2,... elementos de B∗ y ε > 0. Entonces, para cada n ∈ N+, existen
un cerrado Cn y un abierto An tales que Cn ⊂ Bn ⊂ An, P (Bn) − ε/2n+1 < P (Cn)
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y P (An) < P (Bn) + ε/2
n.
Se tiene que
⋃
n∈N+ Bn ⊂
⋃
n∈N+ An,
⋃
n∈N+ An es abierto y
P
( ⋃
n∈N+
An
)
− P
( ⋃
n∈N+
Bn
)
= P
( ⋃
n∈N+
An r
⋃
n∈N+
Bn
)
6
6 P
( ⋃
n∈N+
(An rBn)
)
6
∑
n∈N+
P (An rBn) <
∑
n∈N+
ε
2n
= ε.
Por otro lado por el Teorema 3.1.10., (pa´g. 11), de [4], se tiene que P (
⋃
n∈N+ Cn) =
l´ımm→+∞ P (
⋃m
n=1 Cn) y por tanto existe un nu´mero natural m0 para el cual (y si-
guientes) P (
⋃
n∈N+ Cn)− P (
⋃m0
n=1 Cn) < ε/2. Entonces,
⋃m0
n=1 Cn es un cerrado con-
tenido en
⋃
n∈N+ Bn y por un ca´lculo ana´logo al realizado anteriormente,
P
( ⋃
n∈N+
Bn
)
− P
(
m0⋃
n=1
Cn
)
< P
( ⋃
n∈N+
Bn
)
− P
( ⋃
n∈N+
Cn
)
+
ε
2
<
ε
2
+
ε
2
= ε.
Se concluye que
⋃
n∈N+ Bn ∈ B∗, y se termina la demostracio´n de que B∗ es una
σ-a´lgebra en X.
Puesto que B∗ es una σ-a´lgebra con CT ⊂ B∗ ⊂ B(X), donde CT es la familia de
cerrados de (X, T ), σX(CT ) = B(X) ⊂ B∗ ⊂ B(X) y B∗ = B(X).
Proposicio´n 4.4 (Propiedad tight). Sean (X, T ) un espacio topolo´gico s-polaco y
P una probabilidad en el espacio medible (X,B(X)). Entonces para todo ε > 0 existe
un subconjunto compacto y cerrado Kε en (X, T ) tal que P (Kε) > 1− ε.
Demostracio´n. Sean d seudome´trica completa en X con Td = T , D = {xn}n∈N+ un
subconjunto numerable y denso en (X, T ) y ε > 0. Para cada x ∈ X y cada nu´mero
real positivo r, designamos por B(x; r) al subconjunto de X, {y ∈ X : d(y, x) < r}
(bola abierta en la seudome´trica d de centro x y radio r).
Dado n ∈ N+ se tiene que ⋃m∈N+ B(xm; 1/n) = X, y por tanto por el Teorema
3.1.10., (pa´g. 11), de [4], obtenemos que
l´ım
m→+∞P
(
B
(
x1;
1
n
)
∪ ... ∪B
(
xm;
1
n
))
= 1
e interpretando el l´ımite se concluye que para un mn, y de ah´ı en adelante, se verifica
P
(
k=mn⋃
k=1
B
(
xk;
1
n
))
> 1− ε
2n
, y se puede tomar m1 < m2 < m3 < ... .
Es claro que el conjunto M =
⋂
n∈N+
(
k=mn⋃
k=1
B
(
xk;
1
n
))
es precompacto
473
J. Margalef-Roig, S. Miret-Arte´s, E. Outerelo-Domı´nguez Probabilidades en espacios topolo´gicos
(o totalmente acotado) en el espacio seudome´trico completo (X, d). As´ı, la adherencia
Kε de M en (X, T ) es precompacto y completo, y por tanto Kε es compacto y cerrado
en (X, T ), (Corolario VIII.1.60,(pa´g. 165), de [5]).
Por u´ltimo, de nuevo por el Teorema 3.1.10., (pa´g. 11), de [4], se deduce que
P (X rKε) 6 P (X rM) = P
( ⋃
n∈N+
(
X r
k=mn⋃
k=1
B
(
xk;
1
n
)))
=
= l´ım
n→+∞P
 n⋃
p=1
X r k=mp⋃
k=1
B
(
xk;
1
p
) 6 l´ım
n→+∞
(
n∑
p=1
ε
2p
)
=
∞∑
n=1
ε
2n
= ε,
y por tanto, P (Kε) = 1− P (X rKε) > 1− ε.
Corolario 4.5. Sean (X, T ) un espacio topolo´gico s-polaco, P una probabilidad en
el espacio medible (X,B(X)) y B ∈ B(X) = σX(T ). Entonces, P (B) = sup{P (K) :
K ⊂ B, K compacto y cerrado en (X, T )}.
Demostracio´n. Para cada ε > 0, por la proposicio´n anterior, existe un compacto
cerrado Kε en (X, T ) tal que P (Kε) > 1−ε, y por tanto P (XrKε) = 1−P (Kε) 6 ε.
As´ı, por la Propiedad de Regularidad, aplicada al conjunto B ∩Kε,
P (B)− ε 6 P (B)− P (X rKε) 6 P (B r (X rKε)) =
= P (B ∩Kε) = sup{P (C) : C ⊂ B ∩Kε, C cerrado en (X, T )} 6
6 sup{P (K) : K ⊂ B, K compacto y cerrado en (X, T )} 6 P (B),
ya que C ⊂ Kε y C cerrado implica que C es compacto. Como ε es arbitrario, se
concluye que P (B) = sup{P (K) : K ⊂ B, K compacto y cerrado en (X, T )}.
Teorema 4.6. Sean (Ωn, Tn,Fn), n ∈ N+, espacios medibles s-polacos, es decir,
(Ωn, Tn) es un espacio topolo´gico s-polaco y Fn es la σ-a´lgebra en Ωn generada por la
topolog´ıa Tn, Fn = σΩn(Tn), n ∈ N+. Se considera el producto directo de la familia
de espacios medibles (Ωn,Fn), n = 1, 2, ..., dada:( ∏
n∈N+
Ωn(= Ω),
(⊗
n∈N+
Fn =
)
σΩ(A)
)
, donde A = {p−1n (F ) : F ∈ Fn, n ∈ N+} ,
pn : Ω→ Ωn, pn(ω) = ω(n) = ωn, ω ∈ Ω, ωn ∈ Ωn, n ∈ N+.
Se considera tambie´n Ω con la topolog´ıa producto Tp, (Ω, Tp); sabemos que σΩ(Tp) =⊗
n∈N+ Fn, (Proposicio´n 3.4(2)).
Sean P1, P2,... probabilidades en (Ω1,F1), (Ω1 × Ω2,F1
⊗F2),..., respectivamente.
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Supongamos que se cumple:
Pn+1(B × Ωn+1) = Pn(B), B ∈ F1 ⊗ ...⊗Fn,
(por tanto, B × Ωn+1 ∈ F1 ⊗ ...⊗Fn+1), n ∈ N+.
Entonces, existe una u´nica probabilidad P en
( ∏
n∈N+
Ωn,
⊗
n∈N+
Fn
)
tal que para cada
elemento B ∈ F1 ⊗ ... ⊗ Fn, (por consiguiente, se tiene que {ω ∈ Ω : (ω1, ..., ωn) ∈
B} = (p1, ..., pn)−1(B)( = Jn(B)) es un elemento de
⊗
n∈N+
Fn), se verifica que
P (Jn(B)) = Pn(B), n ∈ N+.
Demostracio´n. Se considera J = {Jn(Bn) : n ∈ N+, Bn ∈ F1 ⊗ ...⊗Fn}. Se tiene
que J es un a´lgebra de partes de Ω tal que A ⊂ J y σΩ(J ) = ⊗n∈N+ Fn.
Supongamos que Jn(B
n) = Jn+k(B
n+k),Bn ∈ F1⊗...⊗Fn,Bn+k ∈ F1⊗...⊗Fn+k. De
esta igualdad obtenemos: Si (x1, ..., xn+k) ∈ Ω1×...×Ωn+k, entonces: (x1, ..., xn) ∈ Bn
si y so´lo si (x1, ..., xn+k) ∈ Bn+k. Por consiguiente, del ana´lisis precedente tenemos:
Pn(B
n) = Pn+1(B
n × Ωn+1) = Pn+1({(x1, ..., xn+1) : (x1, ..., xn) ∈ Bn}) = ... =
= Pn+k({(x1, ..., xn+k) : (x1, ..., xn) ∈ Bn}) = Pn+k(Bn+k).
Luego P esta´ bien definida en J como funcio´n de conjunto (para cada B̂ ∈ J ,
P (B̂) = Pn(B
n), donde Bn ∈ F1 ⊗ ... ⊗ Fn y B̂ = Jn(Bn)), P es mayor o igual que
cero en J y P (Ω) = 1.
La aplicacio´n P es finitamente aditiva en J . En efecto: Sean Â y Ĉ dos elementos
disjuntos de J . Se tiene que Â = Jn(An) con An ∈ F1 ⊗ ...⊗Fn y Ĉ = Jn′(Cn′) con
Cn
′ ∈ F1 ⊗ ...⊗Fn′ . Sean m = n+ n′, y
Am = An × Ωn+1 × ...× Ωm ∈ F1 ⊗ ...⊗Fm y
Cm = Cn
′ × Ωn′+1 × ...× Ωm ∈ F1 ⊗ ...⊗Fm.
Entonces, Â = Jm(A
m), Ĉ = Jm(C
m), Am y Cm son disjuntos ya que Â y Ĉ lo son,
y adema´s Â+ Ĉ = Jm(A
m + Cm). As´ı,
P (Â) + P (Ĉ) = P (Jm(A
m)) + P (Jm(C
m)) =
= Pm(A
m) + Pm(C
m) = Pm(A
m + Cm) = P (Â+ Ĉ),
lo que prueba que P es finitamente aditiva en el a´lgebra J .
Veamos que:
B̂n ↓ ∅, n→∞, B̂n ∈ J , n ∈ N+, implica que l´ım
n→+∞P (B̂n) = 0. (4.1)
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Con lo cual P sera´ σ-aditiva en J por el Teorema 3.1.11.(I), (pa´g. 12), de [4].
A cada n ∈ N+ se le asigna
k(n) = mı´n
{
m ∈ N+ : existe Bmn ∈ F1 ⊗ ...⊗Fm con Jm(Bmn ) = B̂n
}
,
(Obse´rvese que k(n) = ma´x{p ∈ N+ : {ωp : ω ∈ B̂n} 6= Ωp}). De esta definicio´n de
k(n) se deduce: Si n < n′, entonces
B̂n = Jk(n)
(
Bk(n)n
)
⊃ B̂n′ = Jk(n′)
(
B
k(n′)
n′
)
,
Bk(n)n ∈ F1 ⊗ ...⊗Fk(n), Bk(n
′)
n′ ∈ F1 ⊗ ...⊗Fk(n′) y k(n) 6 k(n′).
Si ocurre que la sucesio´n creciente de nu´meros naturales {k(n)}n∈N+ esta´ acotada
superiormente, se tiene que existe p ∈ N+ tal que k(n) = k(p) para todo n > p.
Entonces:
Para todo n > p existe B
k(p)
n ∈ F1 ⊗ ... ⊗ Fk(p), (k(n) = k(p)), tal que B̂n =
Jk(p)
(
B
k(p)
n
)
. De la hipo´tesis B̂n ↓ ∅, n → +∞, se deduce que en el espacio de
probabilidad (Ω1× ...×Ωk(p),F1⊗ ...⊗Fk(p), Pk(p)), Bk(p)n ↓ ∅, n→ +∞, y por tanto
se verifica que l´ımn→+∞ Pk(p)
(
B
k(p)
n
)
= 0 lo cual implica que l´ımn→+∞ P (B̂n) = 0,
ya que
P (B̂n) = Pk(p)
(
Bk(p)n
)
, B̂n = Jk(p)
(
Bk(p)n
)
, para todo n > p.
Luego, en esta situacio´n, se cumple 4.1.
Supongamos ahora que la sucesio´n creciente de nu´meros naturales {k(n)}n∈N+ no
esta´ acotada superiormente, entonces se construye una sucesio´n estrictamente crecien-
te de nu´meros naturales {k¯(n)}n∈N+ tomando k¯(1) = k(1) y para todo n > 1, k¯(n)
igual al primer k(n′) tal que k¯(n − 1) < k(n′). Es claro que B̂k¯(n) ↓ ∅, n → +∞. Si
probamos que
l´ım
n→+∞P (B̂k¯(n)) = 0,
quedara´ probado 4.1 ya que la sucesio´n P (B̂n), n ∈ N+ es decreciente.
Luego se puede replantear el problema diciendo que se trata de probar la siguiente
implicacio´n:
B̂n ↓ ∅, n→ +∞, donde B̂n ∈ J , n ∈ N+, B̂n = {ω ∈ Ω : (ω1, ..., ωn) ∈ Bn},
Bn ∈ F1 ⊗ ...⊗Fn, (B̂n = Jn(Bn)), implica que l´ım
n→+∞P (B̂n) = 0. (4.2)
Supongamos lo contrario, es decir, l´ımn→+∞ P (B̂n) = δ > 0.
Para cada n ∈ N+ nos fijamos en (Ω1 × ... × Ωn, T1 × ... × Tn = T p1,...,n) espacio
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topolo´gico s-polaco (ve´anse las proposiciones 3.4.8. (pa´g. 173) y 1.3.43. (pa´g. 54) de
[6]),
(
Ω1 × ...× Ωn, σ
(T p1,...,n)), de hecho se tiene la igualdad σΩ1(T1)⊗...⊗σΩn(Tn) =
σ
(T p1,...,n), (Proposicio´n 3.4(2)), σΩi(Ti) = Fi, i = 1, ..., n, (Ω1 × ... × Ωn,F1 ⊗
... ⊗ Fn) y Pn probabilidad (de la hipo´tesis) en (Ω1 × ... × Ωn,F1 ⊗ ... ⊗ Fn) y
Bn ∈ F1 ⊗ ...⊗Fn dada en 4.2. Por el Corolario 4.5,
Pn(Bn) =
= sup
{
Pn(K) : K ⊂ Bn, K compacto y cerrado en
(
Ω1 × ...× Ωn, T p1,...,n
)}
,
(obse´rvese que cada compacto y cerrado K de
(
Ω1 × ...× Ωn, T p1,...,n
)
es un elemento
de F1 ⊗ ... ⊗ Fn). Luego (teniendo en cuenta el supremo) existe un subconjunto
compacto y cerrado Kn en el espacio topolo´gico
(
Ω1 × ...× Ωn, T p1,...,n
)
, (por tanto,
elemento de F1 ⊗ ...⊗Fn), tal que Kn ⊂ Bn y Pn(Bn rKn) 6 δ/2n+1. Si ponemos
(K̂n =) {ω ∈ Ω : (ω1, ..., ωn) ∈ Kn} = Jn(Kn) = (p1, ..., pn)−1(Kn),
tenemos que K̂n es un elemento del a´lgebra J que esta´ contenida en
⊗
n∈N+ Fn,
K̂n ⊂ B̂n,
⋂n
i=1 K̂i =
⋂n
i=1(p1, ..., pn)
−1(Ki) y
P
(
B̂n r K̂n
)
= P (Jn (Bn rKn)) = Pn (Bn rKn) 6
δ
2n+1
.
Se tienen las siguientes fo´rmulas:
n⋂
k=1
K̂k(= Ĉn) = J1(K1) ∩ J2(K2) ∩ ... ∩ Jn(Kn) =
Jn(K1 × Ω2 × ...× Ωn) ∩ Jn(K2 × Ω3 × ...× Ωn) ∩ ... ∩ Jn(Kn) =
= Jn ((K1 × Ω2 × ...× Ωn) ∩ (K2 × Ω3 × ...× Ωn) ∩ ... ∩Kn) ,
(Cn =)(K1 × Ω2 × ...× Ωn) ∩ (K2 × Ω3 × ...× Ωn) ∩ ... ∩Kn ∈ F1 ⊗ ...⊗Fn,
Jn(Cn) = Ĉn, Ĉn = {ω ∈ Ω : (ω1, ..., ωn) ∈ Cn} = (p1, ..., pn)−1(Cn)
y es claro que B̂n ⊃ K̂n ⊃ Ĉn ⊃ Ĉn+1 y Ĉn ↓ ∅, n→ +∞, (B̂n ↓ ∅, n→ +∞).
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Adema´s, como P es finitamente aditiva se tiene que, para todo n ∈ N+:
P (B̂n r Ĉn) = P (B̂n ∩ (Ĉn)c) = P
(
B̂n ∩
(
n⋃
i=1
(K̂i)
c
))
=
= P
(
n⋃
i=1
(
B̂n ∩ (K̂i)c
))
6
n∑
i=1
P
(
B̂n ∩ (K̂i)c
)
6
6
n∑
i=1
P
(
B̂i ∩ (K̂i)c
)
=
n∑
i=1
P
(
B̂i r K̂i
)
6
6
n∑
i=1
δ
2i
= δ
(
1− 1
2n
)
< δ.
As´ı, puesto que P (B̂n) > δ > 0 y Ĉn ⊂ B̂n, se concluye que P (Ĉn) = P (B̂n)−P (B̂nr
Ĉn) > 0 y Ĉn 6= ∅ para todo n ∈ N+.
Sea
(
x
(n)
1 , x
(n)
2 , x
(n)
3 , ...
)
∈ Ĉn (podemos tomar un punto en cada Ĉn, ya que Ĉn 6= ∅
para todo n ∈ N+). Entonces, (xn1 , ..., xnn) ∈ Cn, (Jn(Cn) = Ĉn), n ∈ N+, (Cn es
compacto y cerrado).
Sea (n1) una subsucesio´n de (n) tal que x
(n1)
1 converge a x
0
1 ∈ C1 = K1, lo cual es
posible ya que xn1 ∈ C1 y C1 es compacto y cerrado.
Sea (n2) una subsucesio´n de (n1) tal que,
(
x
(n2)
1 , x
(n2)
2
)
converge a
(
x01, x
0
2
) ∈ C2 =
(K1 × Ω2) ∩ K2, lo cual es posible ya que
(
x
(n1)
1 , x
(n1)
2
)
∈ C2 y C2 es compacto y
cerrado; el l´ımite precedente recupera x01 (cambiando el l´ımite si es preciso), l´ımite de
x
(n1)
1 en la etapa anterior, por la propiedad que si una sucesio´n converge a un punto,
entonces toda subsucesio´n suya converge a ese mismo punto.
Ana´logamente la sucesio´n
(
x
(nk)
1 , ..., x
(nk)
k
)
converge a
(
x01, ..., x
0
k
) ∈ Ck, (Ck = (K1×
Ω2× ...×Ωk)∩ (K2×Ω3× ...×Ωk)∩ ...∩Kk), compacto y cerrado. Como se ha visto
en el segundo paso, en este paso k se reencuentra, (con los cambios que se precisen),(
x01, ..., x
0
k−1
)
l´ımite del paso anterior, de nuevo, por la propiedad que si una sucesio´n
converge a un punto, entonces toda subsucesio´n suya converge a ese mismo punto.
As´ı, por induccio´n se tiene el elemento (x0 =)(x01, x
0
2, ...) ∈ Ω con la propiedad que
x01 ∈ C1, (x01, x02) ∈ C2,..., (x01, ..., x0k) ∈ Ck,..., lo cual implica que x0 ∈ Ĉn para todo
n ∈ N+, que es una contradiccio´n teniendo en cuenta que ⋂n∈N+ Ĉn ⊂ ⋂n∈N+ B̂n = ∅.
Por tanto, l´ımn→+∞ P (B̂n) = 0 y se completa la demostracio´n de la σ-aditividad de
P sobre J .
El teorema de Carathe´odory, (pa´g. 36 de [4]), concluye la demostracio´n.
Corolario 4.7. Sea {(Xs, Ts,Fs)}s∈N , N conjunto infinito numerable, una familia
de espacios medibles s-polacos, y para cada subconjunto finito F de N sea PF una
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probabilidad en el espacio medible
⊗
s∈F (Xs,B(Xs)), donde B(Xs) = σXs(Ts) = Fs,
(
⊗
s∈F B(Xs) = σ(AF ), siendo AF =
{
p−1s (A) : A ∈ B(Xs), s ∈ F
}
). Supongamos
que para todo F, F ′ ⊂ N , subconjuntos finitos, con F ′ ⊂ F , se verifica PF ◦p−1FF ′ = PF ′ ,
donde pFF ′ :
∏
s∈F Xs →
∏
s∈F ′ Xs, pFF ′(x) = x|F ′ , (es decir, pFF ′(x)(s) = x(s)
para todo s ∈ F ′), x ∈ ∏s∈F Xs. Es claro que pFF ′ es ⊗s∈F B(Xs)|⊗s∈F ′ B(Xs)-
medible.
Entonces, existe una u´nica probabilidad PN en
⊗
s∈N
(Xs,B(Xs)) =
(∏
s∈N
Xs(= Ω),
⊗
s∈N
σXs(Ts)
)
tal que PN ◦p−1NF = PF para todo subconjunto finito F de N , donde pNF :
∏
s∈N Xs →∏
s∈F Xs, es la proyeccio´n pNF (x) = x|F , x ∈
∏
s∈N Xs, (la aplicacio´n (proyeccio´n)
pNF es
⊗
s∈N B(Xs)|
⊗
s∈F B(Xs)-medible).
Por u´ltimo, si N ′ es un subconjunto infinito de N , entonces PN ◦ p−1NN ′ = PN ′ .
Teorema 4.8. Sea S un conjunto infinito no numerable. Sean (Ωs, Ts), s ∈ S, es-
pacios topolo´gicos s-polacos. Se considera Fs = σΩs(Ts) la σ-a´lgebra generada por
Ts en Ωs, s ∈ S, y el producto directo de la familia de espacios medibles (Ωs,Fs),
s ∈ S, (∏s∈S Ωs(= Ω),⊗s∈S Fs). Sabemos que ⊗s∈S Fs = σΩ(A), donde A ={
p−1s (F ) : F ∈ Fs, s ∈ S
}
, y σΩ(A) es la ma´s pequen˜a σ-a´lgebra en Ω que hace me-
dibles las proyecciones ps : Ω→ Ωs, s ∈ S, ps(ω) = ω(s)(= ωs) ∈ Ωs, ω ∈ Ω.
Para cada subconjunto finito F de S se da una probabilidad PF en el espacio medible⊗
s∈F (Ωs,Fs) =
(∏
s∈F Ωs,
⊗
s∈F Fs
)
. Supongamos que para todo F, F ′ ⊂ S, subcon-
juntos finitos, con F ′ ⊂ F , se cumple que PF ◦ p−1FF ′ = PF ′ , donde pFF ′ :
∏
s∈F Ωs →∏
s∈F ′ Ωs, pFF ′(x) = x|F ′ , (es decir, pFF ′(x)(s) = x(s) para todo s ∈ F ′), x ∈∏
s∈F Ωs. Es claro que pFF ′ es
⊗
s∈F Fs|
⊗
s∈F ′ Fs-medible y con la fo´rmula de con-
sistencia anterior indicamos que, para todo B′ ∈ ⊗s∈F ′ Fs, PF ((pFF ′)−1(B′)) =
PF ′(B
′).
Entonces, existe una u´nica probabilidad P en
⊗
s∈S
(Ωs,Fs) =
(∏
s∈S
Ωs,
⊗
s∈S
σΩs(Ts)
)
tal que para todo subconjunto finito F , de S, se cumple que P ◦ p−1SF = PF , donde
pSF :
∏
s∈S Ωs →
∏
s∈F Ωs, pSF (x) = x|F , pSF (x)(s) = x(s), x ∈
∏
s∈S Ωs, s ∈ F ,
(es claro que la proyeccio´n pSF es
⊗
s∈S Fs|
⊗
s∈F Fs-medible).
Demostracio´n. Sea N un subconjunto de S infinito numerable. Consideramos la sub-
familia: (Ωs, Ts), s ∈ N , la σ-a´lgebra Fs = σΩs(Ts), s ∈ N , y el producto directo
de los espacios medibles de la subfamilia considerada
(∏
s∈N Ωs,
⊗
s∈N Fs
)
. Para
cada F , subconjunto finito de N (y por tanto subconjunto finito de S) se tiene,
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de las hipo´tesis del teorema presente, una probabilidad PF en el espacio medible(∏
s∈F⊂N Ωs,
⊗
s∈F⊂N Fs
)
y de estas mismas hipo´tesis se tiene la propiedad de con-
sistencia:
F y F ′, subconjuntos finitos de N , con F ′ ⊂ F , implica que PF ◦ (pFF ′)−1 = PF ′ ,
donde pFF ′ :
∏
s∈F⊂N Ωs →
∏
s∈F ′⊂N Ωs.
A esta subfamilia, obtenida de las hipo´tesis presentes, le aplicamos el corolario ante-
rior y obtenemos:
Existe una u´nica probabilidad PN en el espacio medible
(∏
s∈N Ωs,
⊗
s∈N Fs
)
tal
que para todo subconjunto finito F de N se verifica que PF = PN ◦ (pNF )−1,
(pNF :
∏
s∈N Ωs →
∏
s∈F Ωs, pNF (x) = x|F , x ∈
∏
s∈N Xs). Observamos que
si N1 y N2 son subconjuntos infinitos numerables de S con N1 ⊂ N2, entonces
PN1 = PN2 ◦ (pN2N1)−1 (ve´ase el corolario anterior).
Luego de lo visto hasta aqu´ı, se tiene el siguiente aserto: Para todo subconjunto N ⊂ S,
infinito numerable, existe una u´nica probabilidad PN en
(∏
s∈N Ωs,
⊗
s∈N Fs
)
tal que
para todo F ⊂ N , finito, PF = PN ◦p−1NF . Adema´s, si N1 ⊂ N2, N1 y N2 subconjuntos
infinito numerables de S, entonces PN1 = PN2 ◦ p−1N2N1 .
Para todo B ∈⊗s∈S Fs, por el Corolario 3.1.54., (pa´g. 52), de [4], existe un subcon-
junto numerable infinito N de S y existe BN ∈
⊗
s∈N Fs tal que B = (pSN )−1(BN ).
Definimos P (B) = PN (BN ). Veamos que esta definicio´n no depende de la represen-
tacio´n anterior de B.
Sea N ′ otro subconjunto numerable infinito de S y BN ′ ∈
⊗
s∈N ′ Fs tales que
B = (pSN ′)
−1(BN ′), en este caso tendr´ıamos P (B) = PN ′(BN ′). Sea N ′′ = N ∪N ′,
(subconjunto infinito numerable de S). Por la observacio´n anterior tenemos que PN =
PN ′′ ◦ (pN ′′N )−1 y PN ′ = PN ′′ ◦ (pN ′′N ′)−1. Por otro lado,
B = (pSN )
−1(BN ) = (pSN ′′)−1(pN ′′N )−1(BN ) =
= (pSN ′′)
−1(pN ′′N ′)−1(BN ′) = (pSN ′)−1(BN ′),
lo cual implica que (pN ′′N )
−1(BN ) = (pN ′′N ′)−1(BN ′), (pSN ′′ es suprayectiva). As´ı,
P (B) = PN (BN ) = PN ′′(pN ′′N )
−1(BN ) = PN ′′(pN ′′N ′)−1(BN ′) = PN ′(BN ′).
Se tiene por tanto definida una aplicacio´n P sobre
⊗
s∈S Fs cumpliendo que P ◦p−1SF =
PF para todo subconjunto finito F de S. En efecto: Sea F ⊂ S, finito, y N infinito
numerable tal que F ⊂ N ⊂ S, y sea BN ∈
⊗
s∈N Fs.
Entonces, p−1SN (BN )(= B) ∈
⊗
s∈S
Fs, P (B) = PN (BN ), PF = PN ◦ p−1NF ,
P (B) = P (p−1SN (BN )) = PN (BN ) y por tanto P ◦ p−1SN = PN . As´ı,
P ◦ p−1SN ◦ p−1NF = PN ◦ p−1NF y P ◦ p−1SF = PF .
Se tiene que P es una probabilidad en
(∏
s∈S Ωs,
⊗
s∈S Fs
)
. En efecto:
(1). SiN es un subconjunto infinito numerable del conjunto S, entonces P (
∏
s∈S Ωs) =
PN (
∏
s∈N Ωs) = 1.
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(2). Sean B1, B2,..., elementos disjuntos dos a dos de
⊗
s∈S Fs, y para cada i =
1, 2, ... sean Ni subconjunto infinito numerable de S y BNi ∈
⊗
s∈Ni Fs tales que
Bi = (pSNi)
−1(BNi), (Corolario 3.1.54., pa´g. 52, de [4]). Entonces, N =
⋃∞
i=1Ni es
un subconjunto infinito numerable de S y para todo i = 1, 2, ..., B′i = (pNNi)
−1(BNi)
es un elemento de
⊗
s∈N Fs tal que Bi = (pSN )−1(B′i). Es claro que B′1, B′2,..., son
disjuntos dos a dos y (pSN )
−1(B′1 ∪B′2 ∪ ...) = B1 ∪B2 ∪ .... As´ı,
P
( ∞⋃
i=1
Bi
)
= PN
( ∞⋃
i=1
B′i
)
=
∞∑
i=1
PN (B
′
i) =
∞∑
i=1
P (Bi).
Finalmente P es u´nica tal que P ◦ p−1SF = PF para todo subconjunto finito F de S.
En efecto: Sea P ′ otra probabilidad en
⊗
s∈S(Ωs,Fs) con P ′ ◦ p−1SF = PF para toda
parte finita F de S. Entonces, P y P ′ coinciden sobre el a´lgebra,
A∗ =
{
p−1SF (B) : F ⊂ S, finito, B ∈
⊗
s∈F
Fs
}
sobre Ω.
Adema´s, A ⊂ A∗. Finalmente, como σΩ(A) = ⊗s∈S Fs, por el teorema de Ca-
rathe´odory (pa´g. 36 de [4]), P = P ′.
5. Convergencia de´bil y convergencia en distribucio´n
Sea (X, T ) un espacio topolo´gico. Se designa por Ca(X) al conjunto de funciones
continuas y acotadas de (X, T ) en (R, Tu).
Se verifica que toda f ∈ Ca(X) es integrable respecto a cualquier medida de Borel
finita en (X,B(X)).
Dada una sucesio´n {µn}n∈N de medidas de Borel finitas en (X,B(X)), se dice que
{µn}n∈N+ converge de´bilmente a µ0, y se escribira´ µn ⇒ µ0, si l´ımn
∫
X
fdµn =∫
X
fdµ0 para toda f ∈ Ca(X).
Sean (Ω,F , P ) un espacio de probabilidad y {ξn}n∈N una sucesio´n de variables
aleatorias de (Ω,F , P ) en (X,B(X)). Se dice que {ξn}n∈N+ converge en distribucio´n
a ξ0, y se escribe ξn ⇒ ξ0, si la sucesio´n de probabilidades {Pξn}n∈N+ converge
de´bilmente a la probabilidad Pξ0 , (Pξn(B) = P ((ξn)
−1(B)), n ∈ N, B ∈ B(X)).
Proposicio´n 5.1 (Unicidad del l´ımite). Sean (X, T ) un espacio topolo´gico perfec-
tamente normal y {Pn}n∈N+ una sucesio´n de probabilidades que converge de´bilmente
a la probabilidad P y a la probabilidad Q. Entonces, P = Q. Por tanto, si {ξn}n∈N+
es una sucesio´n de variables aleatorias de un espacio de probabilidad (Ω,F , P ) en
(X,B(X)) que converge en distribucio´n a ξ0 y a ξ′0, se tiene que estas variables alea-
torias tienen la misma distribucio´n de probabilidad en (X,B(X)), (Pξ0 = Pξ′0).
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Demostracio´n. Sea C un cerrado no vac´ıo de (X, T ). Como (X, T ) es perfectamente
normal, C es Gδ y por tanto existe {An : n ∈ N+} ⊂ T tal que C =
⋂
nAn y An+1 ⊂
An, n ∈ N+. Ahora, para todo n ∈ N+, por el Corolario 4.3.50., pa´g. 232, de [6], exis-
te una funcio´n continua fn de X en [0, 1] tal que f
−1
n (1) = C y f
−1
n (0) = A
c
n. Es claro
que l´ımn fn = IC . Entonces, por el teorema de la convergencia dominada (Teorema
3.4.10., pa´g. 172, de [4]), se tiene que: l´ımn l´ımm
∫
X
fndPm = l´ımn
∫
X
fndP =∫
X
ICdP = P (C) y l´ımn l´ımm
∫
X
fndPm = l´ımn
∫
X
fndQ =
∫
X
ICdQ = Q(C). As´ı,
P (C) = Q(C) para todo C ∈ CT , y, por la Proposicio´n 4.3, P = Q.
Teorema 5.2 (Portmanteau). Sean (X, T ) un espacio topolo´gico perfectamente
normal, (en particular, un espacio topolo´gico seudometrizable), y {Pn}n∈N una suce-
sio´n de probabilidades en (X,B(X)), (B(X) = σX(T )). Las siguientes afirmaciones
son equivalentes:
(1). Pn ⇒ P0.
(2). l´ım supn Pn(C) 6 P0(C), para todo cerrado C de (X, Td).
(3). l´ım infn Pn(G) > P0(G), para todo abierto G de (X, Td).
(4). l´ımn Pn(B) = P0(B), para todo B ∈ B(X) con P0(Fr(B)) = 0.
Demostracio´n. (1)=⇒ (2). Si C es vac´ıo, el resultado de (2) es trivial. Sea C un
cerrado no vac´ıo de (X, T ). Como (X, T ) es perfectamente normal, C es Gδ y por
tanto existe una sucesio´n de abiertos {Gn}n∈N+ con C =
⋂
n∈N+ Gn yGn+1 ⊂ Gn para
todo n ∈ N+. De nuevo, como (X, T ) es perfectamente normal, para todo n ∈ N+,
por el Corolario 4.3.50., pa´g. 232, de [6], existe una funcio´n continua fn de (X, T )
en [0, 1], con su topolog´ıa usual, tal que f−1n (1) = C y f
−1
n (0) = G
c
n.
Puesto que Pn(C) =
∫
X
ICdPn 6
∫
X
fmdPn, (IC 6 fm), obtenemos, por (1), que
para todo m ∈ N+,
l´ım sup
n
Pn(C) 6 l´ım sup
n
∫
X
fmdPn =
∫
X
fmdP0 6
∫
X
IGmdP0 = P0(Gm).
Ahora por el Teorema 3.1.11., pa´g. 12, de [4], se tiene que l´ımm P0(Gm) = P0(C),
y por tanto, l´ım supn Pn(C) 6 l´ımm P0(Gm) = P0(C).
(2)⇐⇒(3). Se pasa de un resultado al otro tomando complementarios.
(3)=⇒(4). Sea B ∈ B(X) con P0(Fr(B)) = 0. Tenemos que Int(B) ⊂ B ⊂ B. As´ı,
por (3) (⇐⇒ (2)), se tiene:
l´ım sup
n
Pn(B) 6 l´ım sup
n
Pn(B) 6 P0(B) = P0(B ∪ Fr(B)) = P0(B),
l´ım inf
n
Pn(B) > l´ım inf
n
Pn(Int(B)) > P0(Int(B)) = P0(B r Fr(B)) = P0(B).
Por tanto, l´ımn Pn(B) = P0(B).
(4)=⇒(1). Sea g ∈ Ca(X). Entonces, g es una variable aleatoria de (X,B(X)) en
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(R,B(R)), y por tanto, se tiene la probabilidad pig en (R,B(R)) definida por pig(A) =
P0(g
−1(A)), A ∈ B(R).
Como g esta´ acotada, existen a, b ∈ R con a < b e im(g) ⊂ (a, b), y por consiguiente
pig(Rr(a, b)) = 0. Por otro lado, pig es una probabilidad y as´ı por el Lema 4.1, existe a
lo ma´s una cantidad numerable de nu´meros reales r tales que pig({r}) 6= 0. Luego, para
todo ε > 0 existen nu´meros reales t0, t1,..., tm tales que: a = t0 < t1 < ... < tm = b;
ti+1 − ti < ε, i = 0, 1, ...,m− 1; y pig({ti}) = 0, i = 0, 1, ...,m.
Para todo i ∈ {0, 1, ...,m − 1}, sea Bi = g−1 ([ti, ti+1)) ∈ B(X). Es claro que X =⋃m−1
i=0 Bi y P0(Fr(Bi)) = 0, (g
−1((ti, ti+1)) ⊂ Int(Bi) ⊂ Bi ⊂ Bi ⊂ g−1([ti, ti+1])
implica que P0(Fr(Bi)) = P0(Bi r Int(Bi)) 6 P0({x : x ∈ X, y g(x) = ti o g(x) =
ti+1}) = pig({ti})+pig({ti+1}) = 0), i = 0, 1, ...,m−1. Por tanto, por la hipo´tesis (4),
l´ımn Pn(Bi) = P0(Bi) para todo i ∈ {0, 1, ...,m− 1}.
Consideramos la variable aleatoria simple h =
∑m−1
i=0 tiIBi : X → R, la cual cumple
que h(x) 6 g(x) 6 h(x) + ε para todo x ∈ X. Entonces,∣∣∣∣∫
X
gdPn −
∫
X
gdP0
∣∣∣∣ 6 ∫
X
|g − h|dPn +
∣∣∣∣∫
X
hdPn −
∫
X
hdP0
∣∣∣∣+ ∫
X
|g − h|dP0 6
6 2ε+
∣∣∣∣∣
m−1∑
i=0
ti (Pn (Bi)− P0 (Bi))
∣∣∣∣∣ ,
lo cual prueba que l´ımn
∫
X
gdPn =
∫
X
gdP0.
Teniendo en cuenta el teorema del cambio de variable en integrales (Teorema
3.4.28., pa´g. 189, de [4]), del teorema anterior se deduce
Teorema 5.3 (Portmanteau). Sean (Ω,F , P ) un espacio de probabilidad, (X, T ) un
espacio topolo´gico perfectamente normal, (en particular, un espacio topolo´gico seudo-
metrizable), y {ξn}n∈N una sucesio´n de variables aleatorias de (Ω,F , P ) en (X,B(X)).
Las siguientes afirmaciones son equivalentes:
(1). ξn ⇒ ξ0.
(2). l´ım supn P (ξn ∈ C) 6 P (ξ0 ∈ C), para todo cerrado C de (X, Td).
(3). l´ım infn P (ξn ∈ G) > P (ξ0 ∈ G), para todo abierto G de (X, Td).
(4). l´ımn P (ξn ∈ B) = P (ξ0 ∈ B), para todo B ∈ B(X) con P (ξ0 ∈ Fr(B)) = 0.
A continuacio´n se establece que la convergencia de´bil de probabilidades, y como
consecuencia la convergencia en distribucio´n de variables aleatorias, se puede describir
(con algunas restricciones) como convergencia en un espacio me´trico.
Sea (X, d) un espacio seudome´trico. Se designa por P(X) al conjunto de probabilida-
des en (X,B(X)) y se define dP : P(X)×P(X)→ [0,+∞) por:
dP (P,Q) = ı´nf{ε > 0 : P (A) 6 Q(B(A; ε)) + ε y Q(A) 6 P (B(A; ε)) + ε, A ∈ B(X)},
donde B(A; ε) = {x ∈ X : d(x,A) < ε} si A 6= ∅ y B(∅; ε) = ∅, P,Q ∈ P(X).
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Proposicio´n 5.4. Sean (X, d) un espacio seudome´trico. Se considera la relacio´n de
equivalencia ∼ en X dada por: x ∼ y ⇐⇒ d(x, y) = 0. En el conjunto cociente
X∗ = X/ ∼ se tiene la me´trica d∗ definida por: d∗([x], [y]) = d(x, y), x, y ∈ X. Sea
p : X → X∗ la proyeccio´n natural, p(x) = [x], x ∈ X, la cual es una identificacio´n,
(p es suprayectiva y Td∗ = {G∗ : G∗ ⊂ X∗ y p−1(G∗) ∈ Td}), abierta y cerrada de
(X, Td) en (X∗, Td∗), (p−1(p(G)) = G para todo G ∈ Td). Se verifica:
(a). Sean P(X) y P(X∗) el conjunto de probabilidades en (X,B(X)) y (X∗,B(X∗)),
respectivamente. Entonces, la aplicacio´n ϕ : P(X) → P(X∗), definida por
ϕ(P ) = Pp, donde Pp(B
∗) = P (p−1(B∗)), P ∈ P(X), B∗ ∈ B(X∗), (p es
variable aleatoria de (X,B(X)) en (X∗,B(X∗)), es biyectiva.
(b). Para todo P,Q ∈ P(X), se tiene que dP (P,Q) = d∗P (ϕ(P ), ϕ(Q)).
(c). Para todo x ∈ X, ϕ(δx) = δ[x], y por tanto, para todo x, y ∈ X, δx = δy si y so´lo
si d(x, y) = 0. Adema´s, dP (δx, δy) = d
∗
P (δ[x], δ[y]) para todo x, y ∈ X.
Demostracio´n. (a). Sean P,Q ∈ P(X) tales que ϕ(P ) = ϕ(Q). Por la Proposi-
cio´n 2.3(3), y teniendo en cuenta que Td = p−1(Td∗), (p es una identificacio´n, y
p−1(p(G)) = G, G ∈ Td), se verifica que
B(X) = σX(Td) = σX(p−1(Td∗)) = p−1(σX∗(Td∗)) = p−1(B(X∗)).
As´ı, para todo B ∈ B(X), existe B∗ ∈ B(X∗) tal que B = p−1(B∗), y por tanto,
P (B) = P (p−1(B∗)) = ϕ(P )(B∗) = ϕ(Q)(B∗) = Q(p−1(B∗)) = Q(B). Luego, P = Q
y ϕ es inyectiva.
Veamos ahora que ϕ es suprayectiva. Sea P ∗ ∈ B(X∗). Se define P : B(X) → R
por P (B) = P ∗(B∗), donde B∗ ∈ B(X∗) y cumple que p−1(B∗) = B, (B(X) =
p−1(B(X∗))). Como p es suprayectiva, dado B ∈ B(X), existe un u´nico B∗ ∈ B(X∗)
con B = p−1(B∗).
Se tiene que P es una probabilidad en (X,B(X)). En efecto: Es claro que P (∅) =
P ∗(∅) = 0, P (B) = P ∗(B∗) > 0, B ∈ B(X), P (X) = P ∗(X∗) = 1.
Finalmente, sea {Bn}n∈N ⊂ B(X) con Bn ∩Bm para todo n,m ∈ N con n 6= m. Para
cada n ∈ N sea B∗n ∈ B(X∗) tal que Bn = p−1(B∗n). Se tiene que para todo n,m ∈ N
con n 6= m, B∗n ∩B∗m = ∅, ya que si z ∈ B∗n ∩B∗m existe x ∈ Bn y existe y ∈ Bm tales
que p(x) = p(y) = z, lo cual implica que d(x, y) = 0. Como d(x, y) = 0, es claro que
para todo G ∈ Td, {x, y} ⊂ G o {x, y} ⊂ Gc, y puesto que σX(Td) = B(X), por el
Lema 2.2, {x, y} ⊂ B o {x, y} ⊂ Bc para todo B ∈ B(X). As´ı, {x, y} ⊂ Bn ∩Bm, lo
cual es absurdo. Entonces, teniendo en cuenta que p−1
(⋃
n∈NB
∗
n
)
=
⋃
n∈NBn,
P
(⋃
ν∈N
Bν
)
= P ∗
(⋃
ν∈N
B∗ν
)
=
∑
ν∈N
P ∗ (B∗ν) =
∑
ν∈N
P (Bν) .
As´ı, P es una probabilidad en el espacio medible (X,B(X)) y se comprueba fa´cilmente
que ϕ(P ) = P ∗.
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(b). Basta observar que para todo A∗ ∈ B(X∗) y todo ε > 0, p−1 (B (A∗; ε)) =
B
(
p−1(A∗); ε
)
y que p−1(B(X∗)) = B(X).
(c). Se comprueba fa´cilmente a partir de la definicio´n de las probabilidades de Dirac
y de los resultados (a) y (b).
Teorema 5.5 (Prokhorov). Sea (X, d) un espacio seudome´trico.
(1). dP es una me´trica en P(X) tal que dP (δx, δy) = mı´n{d(x, y), 1} para todo x, y ∈
X.
(2). Si {Pn}n∈N+ converge a P0 ∈ P(X) en (P(X), dP ), entonces, Pn ⇒ P0.
(3). Si (X, d) es separable, entonces (P(X), dP ) es separable. Adema´s, en este caso, si
Pn ⇒ P0, la sucesio´n de probabilidades {Pn}n∈N+ converge a P0 en (P(X), dP ).
(4). Si (X, d) es separable: (X, d) es completo si y so´lo si (P(X), dP ) es completo.
(5). Supongamos que (X, d) es separable y completo, y sea Π ⊂ P(X). Entonces, Π
es compacto en (P(X), dP ) si y so´lo si para todo ε > 0 existe un subconjunto
cerrado y compacto, Kε, en (X, Td) tal que P (Kε) > 1− ε para todo P ∈ Π.
Demostracio´n. La prueba se obtiene de la proposicio´n anterior y del teorema de Prok-
horov, (ve´ase [1]), aplicado al espacio me´trico (X∗, d∗) considerado en la citada pro-
posicio´n.
6. Procesos estoca´sticos
Sean (Ω,F), (E, E) espacios medibles y S un conjunto infinito. Una familia de varia-
bles aleatorias ξs : Ω → E, s ∈ S, de (Ω,F) en (E, E), se llama proceso estoca´stico
en (Ω,F) con dominio del para´metro S y espacio de estados (E, E). En este caso
escribiremos ξ˜ = {ξs}s∈S .
Sea ξ˜ = {ξs}s∈S un proceso estoca´stico en (Ω,F), con dominio de para´metro S y
espacio de estados (E, E). Para cada ω ∈ Ω, a la funcio´n
ϕω
ξ˜
: S → E
s 7→ ξs(ω)
se le llama trayectoria o realizacio´n del proceso estoca´stico correspondiente a ω. Se
tiene la aplicacio´n ϕξ˜ : Ω→ ES definida por ϕξ˜(ω) = ϕωξ˜ , ω ∈ Ω, la cual cumple que
ps ◦ ϕξ˜ = ξs para cada s ∈ S, (ps es la proyeccio´n ps(x) = x(s) = xs, s ∈ S, x ∈ ES).
Si consideramos el espacio medible producto directo de la familia de espacios medi-
bles (Es, Es) = (E, E), s ∈ S, (ES ,
⊗
s∈S Es), entonces ϕξ˜ es una variable aleatoria de
(Ω,F) en (ES ,⊗s∈S Es), (consecuencia de la Proposicio´n 2.6).
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Rec´ıprocamente, si η es una variable aleatoria de (Ω,F) en (ES ,⊗s∈S Es), entonces
η˜ = {ηs = ps ◦ η}s∈S es un proceso estoca´stico en (Ω,F) con dominio del para´metro
S y espacio de estados (E, E).
Si (E, E) es el espacio de Borel de un espacio topolo´gico (X, T ), (es decir, E = X y
E = σX(T )), y las trayectorias de ξ˜ cumplen alguna propiedad de regularidad (conti-
nuidad, variacio´n acotada, etc.), es importante analizar si se puede reducir el espacio
(ES ,
⊗
s∈S Es) a uno que sea de Borel de un espacio topolo´gico y contenga la imagen
de ϕξ˜. A continuacio´n se analiza el caso de trayectorias continuas en el que la contes-
tacio´n es afirmativa.
Procesos estoca´sticos con trayectorias continuas
Teorema 6.1. Sean (S, T ′) un espacio topolo´gico compacto de Hausdorff infinito y
II.A.N., (X, T ) un espacio topolo´gico s-polaco y C(S,X) el conjunto de las aplicacio-
nes continuas de (S, T ′) en (X, T ), (C(S,X) ⊂ XS). Entonces,
(1). (C(S,X), Tc), donde Tc es la topolog´ıa compacta-abierta en C(S,X), es un es-
pacio topolo´gico s-polaco.
(2). La σ-a´lgebra en C(S,X),
(⊗
s∈S
(σX(T ))s
)⋂
C(S,X)(= E), ((2∗) de la Pro-
posicio´n 2.3), donde (σX(T ))s = σX(T ), s ∈ S, coincide con la σ-a´lgebra
σC(S,X)(Tc) = B(C(S,X)).
Demostracio´n. (1). Sea d una seudome´trica completa y separable en X tal que Td =
T . En C(S,X) consideramos la seudome´trica ρd(ϕ,ψ) = sups∈S d(ϕ(s), ψ(s)), (como
los elementos de C(S,X) son funciones continuas y (S, T ′) es compacto, ρd(ϕ,ψ) =
ma´xs∈S d(ϕ(s), ψ(s))), y sea Tρd la topolog´ıa determinada por esta seudome´trica ρd.
Entonces, por la Proposicio´n 7.1.23.(5), pa´g. 360 de [6], (C(S,X), ρd) es un espa-
cio seudome´trico completo y Tρd = Tc, y por el Corolario 7.1.10., pa´g. 350 de [6],
Tρd = Tc tiene una base numerable. As´ı, (C(S,X), Tρd) = (C(S,X), Tc) es un espacio
topolo´gico s-polaco.
(2). (a). Para todo x ∈ X, todo ε > 0, y todo s ∈ S, {ϕ ∈ C(S,X) : ϕ(s) ∈
B(x; ε)} ∈ Tc. As´ı, se tiene la inclusio´n E ⊂ σC(S,X)(Tc), pues por la Proposicio´n 2.5,
σX
S ({
ψ ∈ XS : ψ(s) ∈ B(x; ε)} : x ∈ X, s ∈ S, ε > 0} = ⊗s∈S (σX(T ))s, (obse´rve-
se que al ser (X, T ) s-polaco, se verifica que σX({B(x; ε) : x ∈ X, ε > 0}) = σX(T )).
(b). Como (S, T ′) cumple el II.A.N., existe un subconjunto numerable D = {sn}n∈N
de S denso en (S, T ′). Entonces, para todo ε > 0 y todo ϕ0 ∈ C,
B=(ϕ0; ε) = {ϕ ∈ C(S,X) : ρd(ϕ,ϕ0) 6 ε} =
=
⋂
n∈N
{ϕ ∈ C(S,X) : d(ϕ(sn), ϕ0(sn)) 6 ε} ∈ E ,
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Por tanto, σC(S,X)(Tρd) ⊂ E , ya que en espacios topolo´gicos s-polacos, la σ-a´lgebra
generada por las bolas cerradas es igual a la σ-a´lgebra generada por las bolas abiertas,
(ve´ase la descripcio´n de σ-a´lgebras mediante seudome´tricas).
Proposicio´n 6.2. Sean (Ω,F) un espacio medible, C(S,X) el conjunto de aplica-
ciones continuas de un espacio compacto de Hausdorff infinito y II.A.N., (S, T ′),
en un espacio topolo´gico s-polaco (X, T ), y (C(S,X),B(C(S,X))) el espacio medible
construido en el teorema anterior. Entonces:
(1) Sea ξ : Ω → C(S,X) una variable aleatoria de (Ω,F) en el espacio medible
(C(S,X),B(C(S,X))). Ponemos ξs = ps ◦ ξ, s ∈ S, donde ps : C(S,X) → X
es la proyeccio´n ps(ϕ) = ϕs = ϕ(s), ϕ ∈ C(S,X). Entonces, ξs : Ω → X
es variable aleatoria de (Ω,F) en (X,B(X)), s ∈ S, y para todo ω ∈ Ω, la
aplicacio´n ϕω : S → X, ϕω(s) = ξs(ω), s ∈ S, es continua (Proposicio´n
7.1.31., pa´g. 364 de [6]). Por tanto, ξ˜ = {ξs}s∈S es un proceso estoca´stico
en (Ω,F) con dominio del para´metros S y espacio de estados (X,B(X)) con
trayectorias continuas, (ve´ase la Proposicio´n 2.6).
(2) Sea η˜ = {ηs : Ω→ X}s∈S, un proceso estoca´stico en (Ω,F) con dominio del
para´metro S y espacio de estados (X,B(X)), y con trayectorias continuas (s 7→
ηs(ω) es continua para cada ω). Entonces, la aplicacio´n ψη˜ : Ω → C(S,X),
definida por (ψη˜(ω))(s) = ηs(ω), ω ∈ Ω, s ∈ S, es una variable aleatoria de
(Ω,F) en (C(S,X),B(C(S,X))), (obse´rvese que ps ◦ ψη˜ = ηs, s ∈ S).
(Para la demostracio´n de este apartado (2), basta tener en cuenta que j ◦
ψη˜ = ϕη˜ : Ω → XS, j : C(S,X) ↪→ XS, es variable aleatoria de (Ω,F) en
(XS ,
⊗
s∈S
(
σX(T ))
s
), y que E = σC(S,X)(Tc).)
(3) Dos procesos estoca´sticos η˜1 =
{
η1s : Ω→ X
}
s∈S y η˜
2 =
{
η2s : Ω→ X
}
s∈S en
un espacio de probabilidad (Ω,F , P ) con dominio del para´metro S y espacio de
estados (X,B(X)), y con trayectorias continuas, tienen la misma ley de pro-
babilidad (ve´ase el pa´rrafo que sigue a esta proposicio´n) si y so´lo si ψη˜1 y ψη˜2
inducen la misma probabilidad en (C(S,X),B(C(S,X))).
Sean (Ω,F , P ) un espacio de probabilidad, (E, E) un espacio medible y S un
conjunto infinito. Sea ξ˜ = {ξs}s∈S un proceso estoca´stico en (Ω,F , P ) con dominio
del para´metro S y espacio de estados (E, E). Para cada F ⊂ S, finito y no vac´ıo, se
tiene la probabilidad P ξ˜F en (E
F ,
⊗
s∈F Es), (Es = E , s ∈ F ), inducida por la variable
aleatoria (ξs)s∈F de (Ω,F , P ) en (EF ,
⊗
s∈F Es). Se tiene la siguiente propiedad de
compatibilidad : Si F y F ′ son subconjuntos finitos y no vac´ıos de S con F ′ ⊂ F ,
entonces P ξ˜F ′ = P
ξ˜
F (pF ′F )
−1, donde pF ′F : EF → EF ′ es la proyeccio´n natural.
Al conjunto de probabilidades
{
P ξ˜F : F subconjunto finito no vac´ıo de S
}
, se le llama
ley de probabilidad del proceso estoca´stico ξ˜.
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Teorema 6.3. Sean (X,T ) un espacio topolo´gico s-polaco, S un conjunto infinito y
para cada F , parte finita no vac´ıa de S, PF una probabilidad en (X
F ,
⊗
s∈F (B(X))s),
((B(X))s = B(X), s ∈ F ), tal que PF ′ = PF ◦ (pF ′F )−1 para todo F ′ y F subconjun-
tos finitos no vac´ıos de S con F ′ ⊂ F . Entonces, existe un espacio de probabilidad
(Ω,F , P ) y existe un proceso estoca´stico ξ˜ = {ξs}s∈S en (Ω,F , P ) con dominio de
para´metro S y espacio de estados (X,B(X)), con P ξ˜F = PF , F ⊂ S, finito no vac´ıo.
Demostracio´n. Por el Teorema 4.8, existe una u´nica probabilidad P en el espacio
medible ((Ω =)XS , (F =)⊗s∈S(B(X))s), donde (B(X))s = B(X), s ∈ S, tal que
P ◦ (pSF )−1 = PF para todo subconjunto finito no vac´ıo F de S. Para cada s ∈ S se
tiene la variable aleatoria (ξs =)ps del espacio de probabilidad (Ω,F , P ) en (X,B(X)),
y el proceso estoca´stico ξ˜ = {ξs = ps}s∈S en (Ω,F , P ) con dominio de para´metro S
y espacio de estados (X,B(X)). Finalmente, P ◦ (pSF )−1 = P ξ˜F .
Movimiento Browniano
Uno de los ejemplos ma´s importante de los procesos estoca´sticos, fundamentalmente
en las aplicaciones, es el movimiento Browniano:
Sean β˜ = {βt}t∈JT un proceso estoca´stico en un espacio de probabilidad (Ω,F , P )
con dominio del para´metro JT , (JT = [0, T ], si T es un nu´mero real positivo, y
J∞ = [0,+∞)), y espacio de estados (R,B(R)), y r un nu´mero real. Se dice que β˜ es
un movimiento Browniano (lineal) con origen en r si,
(1). P (β0 6= r) = 0.
(2). β˜ es un proceso estoca´stico con incrementos independientes y estacionarios, lo
cual significa que para todo t1 < t2 < ... < tn en JT , las variables aleatorias
βt2 −βt1 , ..., βtn −βtn−1 son independientes, (para todo B1, ..., Bn−1 ∈ B(R), los
sucesos (βt2 −βt1)−1(B1),...,(βtn −βtn−1)−1(Bn−1), del espacio de probabilidad
(Ω,F , P ), son independientes), y P (βt − βs ∈ A) = P (βt+δ − βs+δ ∈ A) para
todo s, t, δ con s, t, s+ δ, t+ δ ∈ JT , s < t, δ > 0, y todo A ∈ B(R).
(3). Los incrementos βt − βs son variables aleatorias Gaussianas con E(βt − βs) = 0
y V (βt − βs) = σ2|t− s|, (es decir,
P (βt − βs 6 x) =
∫ x
−∞(1/
√
2piσ2|t− s|) exp(−u2/(2σ2|t− s|)du, x ∈ R).
(4). Las trayectorias de β˜ son continuas.
Si r = 0 y σ2 = 1 se dice que β˜ es un movimiento Browniano esta´ndar.
Sea β˜ = {βt}t∈JT un movimiento Browniano esta´ndar en el espacio de probabilidad
(Ω,F , P ). Al proceso estoca´stico ξ˜ = {ξt}t∈JT ,
ξt = x0 exp
((
µ− σ
2
2
)
· t+ σβt
)
, t ∈ JT ,
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donde µ, σ y x0 son nu´meros reales con σ 6= 0 y x0 > 0, se le llama movimiento
Browniano geome´trico.
La existencia del movimiento Browniano esta´ndar fue probado por R. Wiener en
1923, y posteriormente se demostro´ que se puede obtener como l´ımite de paseos alea-
torios, lo cual justifica, de alguna forma, que dicho movimiento se tome para modelizar
el desplazamiento de part´ıculas suspendidas en un fluido (un l´ıquido o un gas).
Sea ξ˜ = {ξn}n∈N una sucesio´n de variables aleatorias independientes e ide´nticamente
distribuidas en un espacio de probabilidad (Ω,F , P ). Supongamos que E(ξn) = 0 y
V (ξn) = 1 para todo n ∈ N. Consideramos el paseo aleatorio generado por la sucesio´n
de variables aleatorias dada, es decir, la sucesio´n de variables aleatorias ηn =
∑n
k=0 ξk,
n ∈ N, (a las variables aleatorias ξn se les llama pasos del paseo aleatorio y a las su-
mas ηn la posicio´n del paseo aleatorio despue´s de n pasos). Interpolamos linealmente
entre los puntos enteros de R, es decir, ηt = η[t] + (t − [t])(η[t]+1 − η[t]), t ∈ J∞,
(donde [t] es la parte entera de t). De esta forma se obtiene un proceso estoca´stico
con trayectorias continuas, {ηt}t∈J∞ , en (Ω,F , P ) con dominio del para´metro J∞ y
espacio de estados (R,B(R)).
Ahora consideramos la sucesio´n de procesos estoca´sticos, {η˜n}n∈N+ , donde η˜n =
{ηnt/
√
n}t∈J1 . Por la Proposicio´n 6.2(2), ψη˜n , n ∈ N+, es una variable aleatoria de
(Ω,F) en (C([0, 1],R),B(C([0, 1],R))). Con estas notaciones:
Teorema 6.4 (Principio de invariancia de Donsker). La sucesio´n de variables
aleatorias, {ψη˜n}n∈N+ , del espacio de probabilidad (Ω,F , P ) en el espacio medible
(C([0, 1],R),B(C([0, 1],R))), converge en distribucio´n a la variable aleatoria ψβ˜ de
(Ω,F , P ) en (C([0, 1],R),B(C([0, 1],R))), donde β˜ = {βt}t∈[0,1] es un movimiento
Browniano esta´ndar.
Los detalles de la demostracio´n de este teorema pueden verse en el cap´ıtulo 5
de [7], y en esa demostracio´n se utiliza el Teorema 5.3, (la caracterizacio´n de la
convergencia en distribucio´n por cerrados del espacio topolo´gico considerado), que se
aplica en el espacio topolo´gico polaco (C([0, 1],R),B(C([0, 1],R))).
El teorema anterior es uno de los mu´ltiples resultados que ilustran el intere´s del
estudio de las variables aleatorias en espacios de probabilidades definidos en espacios
topolo´gicos ma´s generales que los Euclideanos.
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ABSTRACT
We deal with an example of a topology ν for the additive group of real numbers
R, which makes it a compact Hausdorff topological group. Further, (R, ν) is
connected, but neither arcwise connected, nor locally connected. Thus, it is nei-
ther a Lie group, nor a curve in the sense of H. Mazurkiewicz. The contribution
of this short note is to provide an elementary proof of the fact that it is not
arcwise connected.
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1. Introduction
The set R of real numbers is a corner stone in Mathematics. It supports all kind
of structures: the simple operations of sum and multiplication make R the perfect
paradigm of a group, a ring or a vector space. If it is endowed with the absolute value
it becomes the model for metric spaces and consequently for topological spaces. We
could point out so many features of the set R that make it a model, that maybe the
following question is pertinent: is R a human creature, or is it just a gift of God to
Mankind?
In this short note we do not pretend to answer that philosophical question, we
only try to report on a concrete structure on R which is suprising according to our
standard intuition. Namely, the additive group of real numbers R can be endowed with
a topology ν such that (R, ν) is a compact, connected, Hausdorff topological group
which is neither arcwise connected, nor locally connected. Thus (R, ν) is neither a
Lie group, nor a curve in the sense of Hahn-Mazurkiewicz.
The mentioned topology ν called our attention from a one-page paper of Halmos,
and we have denominated it Halmos topology. The route to define it in [7] is first to
establish an algebraic isomorphism between R and the group of all characters on the
rational numbers, say Hom(Q,T).Taking into account that Hom(Q,T) has a natural
topology as a subspace of the product TQ, a topology on R can be defined under the
constrain of making topological (i.e. continuous and open) the algebraic isomorphism.
This is precisely what we call the Halmos topology ν on R. By its very definition, the
properties of (R, ν) are precisely the same as those of the compact group Hom(Q,T),
and for this reason we devote the first section of this paper to study the latter.
In [11] we dealt with the group (R, ν), giving there the details of the definition
and a proof that it is not arcwise connected which seemed simple, but a deep artillery
was hidden in it. In the present paper we provide an elementary proof of the fact
that it is not arcwise connected. We will also give the reference to prove that it is not
locally connected.
Notation. All groups considered in this note will be abelian. For a set A we
denote by Card(A) or by |A| the cardinality of A. The symbols Z, Q, T and c denote,
respectively, the integers, the rational numbers, complex numbers of modulus one,
and the cardinality of R. We write Qd or Qu if Q must be considered with the
discrete topology or with the induced from the euclidean topology of R, and the same
meaning have the subindex d and u in other contexts.
Let G, Y be groups. We denote by Hom(G, Y ) the set of all group homomorphisms
fromG to Y : with operation defined pointwise it becomes a group. IfG, Y are topolog-
ical groups, CHom(G, Y ) stands for the continuous elements of Hom(G, Y ). If Y = T,
the elements of Hom(G,T) are called characters of G, and the group of continuous
characters G∧ := CHom(G,T) is called the dual group of G, or the character group of
G. Whenever R or T are target groups, say in CHom(G,R) or CHom(G,T), they are
supposed to carry the corresponding euclidean topology. Observe that Hom(G,T) is
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a closed subgroup of TG, therefore it is compact and Hausdorff as a subspace of it.
However, CHom(G,T) may not be closed in TG.
All the dual groups considered are supposed to carry the compact open topol-
ogy. This is in consonance with Pontryagin duality theory. Obviously if the original
group G is discrete, then G∧ = Hom(G,T) and the compact open topology coincides
with the pointwise convergence topology which is precisely the induced by the natural
embedding of G∧ in the product TG.
2. Groups of homomorphisms defined on Q
We shall look at Hom(Q,T) as the character group of Qd, the discrete group of ra-
tionals. Thus we write Q∧d := Hom(Q,T), and as said above, it carries the pointwise
convergence topology. We also consider Q∧u := CHom(Qu,T) the character group of
Q equipped with the topology induced from the euclidean topology of R. If the target
group T is substituted by R, we have Hom(Q,R), which happens to be the same as
CHom(Qu,R), as proved below.
2.1. A few elementary facts about Hom(Q,R)
The set Hom(Q,R) is quite simple, since every element χ ∈ Hom(Q,R) can be iden-
tified to the real number χ(1), as we claim in the following Lemma.
Lemma 2.1 Every group homomorphism χ : Q→ R is defined by its value in 1 ∈ Q,
being χ a linear mapping if Q and R are considered as vector spaces over Q. Thus,
CHom(Qu,R) = Hom(Q,R).
The validity of Lemma 2.1 derives from the facts that R is divisible and χ an
homomorphism: if χ(1) = r ∈ R, and m is any integer number, χ(1/m) must be
r/m so that χ(1/m+ m. . . +1/m) = r. Thus χ(n/m) = (n/m)χ(1), and χ is in fact
a linear mapping from the one-dimensional vector space Q to R (as a vector spaces
over Q). Consequently, χ : Q → R is continuous if both Q and R are endowed with
the euclidean topology.
However, if φ : Q→ T is a homomorphism and φ(1) ∈ T is known, two possibilities
arise for φ(1/2), the two square roots of φ(1) and roughly speaking, many more for
φ(1/m) if m > 2. This explains the following negative claim:
Remark 2.1 A homomorphism φ : Q→ T is not defined by its value in 1. Later on
we shall prove that Hom(Q,T) 6= CHom(Qu,T).
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2.2. The group Hom(Q,T).
In order to understand how the set Hom(Q,T) looks like, we include the following
description done in [8]. Let χ : Q → T be a homomorphisms from Q to T. It gives
rise to a sequence {αn} of elements of T, namely αn := χ(1/n!). Clearly it holds:
(αn)
n = αn−1. (*)
On the other hand, every sequence {βn} ⊂ T which satisfies the condition (*) gives
rise to a character φ on Q. Just define φ(1/n!) = βn, and take into account the
expression of Q as a union of cyclic groups, Q =
⋃
n(1/n!).
Thus, the character group of Qd can be identified to a limit of an inverse sequence
{T, gn}, where the linking mappings gn : T→ T are defined by gn(γ) = γn.
2.3. Hom(Q,T) 6= CHom(Qu,T).
An example of a character χ defined on Q which is not continuous considered as a
mapping from Qu into T is provided in [5]. Following 2.2, it is achieved by means of a
sequence {αn} for which (*) holds but αn does not converge to 1 ∈ T. The character
χ defined through χ(1/n!) = αn for such an {αn} cannot be continuous if Q carries
the euclidean topology. In fact, from 1/n!→ 0 in Qu we would obtain αn → χ(0) = 1,
which does not happen. We present the concrete example below.
Example 2.1 Let αn := e
2piiθn , being
θn =
1
2(n!)
+
1
n!
(
n∑
i=2
[ i
2
]
(i− 1)!),
where the symbol [.] stands for entire part. From the equality:
θn =
θn−1 + [n/2]
n
, for all n ∈ N \ {0, 1},
it is straightforward to check that αnn = αn−1, therefore χ is a character on Q. On
the other hand, it can be proved by induction that
1/4 ≤ θn ≤ 3/4, for all n ∈ N \ {0, 1},
which implies αn 6→ 1 in T.
3. Lifting continuous characters of a topological group G to real continuous
characters
Taking into account that Ru is the universal cover of T by means of the exponential
mapping ρ, it is natural to think about the possibility of lifting continuous characters
defined on a topological group G, to continuous homomorphisms from G to R. First
a definition to make precise what we mean.
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Definition 3.1 Let G be a topological group. A continuous character φ : G → T is
said to be liftable over the reals if there exists a continuous homomorphism φ˜ : G→ R
such that ρφ˜ = φ. The term real character is used for a homomorphism from G to R,
and we will call φ˜ a lift of φ.
Let G be a topological group. Does the statement “every continuous character on G
is liftable” hold?
Clearly for a simply connected group G every continuous character is liftable.
(This follows from well known properties of the theory of coverings.) However, one
of the most elementary connected groups, like T is not simply connected. Thus, the
assumption of simple connectedness is too strong. Nevertheless, the statement will
hold for any topological real vector space considered as a group.
Partial Answers 3.1 1) (Dixmier [6]) If G is a locally compact group, and G∧ is
arcwise connected then every continuous character is liftable.
2) If G is a k-space and G∧ is arcwise connected, then every continuous character
is liftable.
Obviously the result 1) is a particular case of 2) and 2) can be proved by means of
the homotopy lifting property of a covering [14, Chapter 2, thm. 3]. Dixmier gives a
proof of 1) ad hoc for locally compact groups, based upon the Structure Theorem for
the latter, which is a delicate matter. The assertion 2) is from [12]. A detailed proof
of it can be seen in [3, 5.2.1 and 5.2.2].
The possibility of lifting the characters of a topological group G to real characters
by requiring conditions on the arcs of G∧, rather than the global property of arcwise
connectivity, is analyzed in a series of papers that have recently appeared. As defined
in [2], a topological group G has the EAP (equicontinuous arc property) if every arc
in G∧ is equicontinuous with respect to the original topology of G. In the mentioned
paper, the set of continuous characters of G that can be lifted is called G∧lift. It is a
subgroup of G∧ contained in the arc component, denominated G∧a . The main result
of [2] asserts that G∧lift = G
∧
a whenever G has the EAP property.
Since we have extensively dealt with the continuous convergence structure Λ de-
fined on the dual of a topological group (see for instance [4] and [3]), it is clear for us
that the EAP property has a natural setting in terms of it. Let us state here how to
reformulate the result of [2] quoted above:
Theorem 3.2 Let G be a topological abelian group. The following assertions are
equivalent:
1) Every character φ ∈ G∧ can be lifted over the reals.
2) The group CHom(G,T) endowed with the continuous convergence structure Λ
is arcwise connected.
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4. The main results
In order to obtain a compact Hausdorff group topology on R, we first state the
following:
Proposition 4.1 The group Q∧d is algebraically isomorphic to the group of real num-
bers R.
A detailed proof of this assertion can be seen in [11]. For the readers convenience
we point out that it derives from the fact that Q∧d and R are vector spaces over
the field of rationals Q, such that |Q∧d | = |R|. Their respective Hamel bases have
also the same cardinality. Thus, any fixed bijection from a Hamel basis of R to a
Hamel basis of Q∧d can be extended to an algebraic isomorphism. For definiteness,
let us call φ : R → Q∧d such an isomorphism, and let us denote by ν the topology
on R that makes φ a topological isomorphism. We call ν a Halmos topology for R.
Since Q∧d and (R, ν) are isomorphic topological groups, we prove now that the first
one is not arcwise connected in order to have the same property for (R, ν).
Theorem 4.2 The group Q∧d is not arcwise connected.
Proof. Assume by contradiction that Q∧d were arcwise connected. Since Qd is locally
compact by the assertion 1) in 3.1, every character on Q would be liftable over the
reals. In particular χ, as described in the Example would be liftable to a real charac-
ter χ˜ : Qd → R such that ρχ˜ = χ. By the equality CHom(Qu,R) = Hom(Q,R) (see
2.2), we would have that χ˜ is continuous with respect to the usual topology. But in
that case ρχ˜ = χ would be continuous with respect to the usual topology of Q, in
other words χ = ρχ˜ ∈ CHom(Qu,T), which does not hold as proved in the Example.

We provide now references which easily prove the facts that (R, ν) is neither locally
connected, nor a Lie group.
Proposition 4.3 [13, Theorem 42, pp. 169] A compact locally connected and con-
nected abelian group decomposes into the direct sum of a finite or countable number
of subgroups, each isomorphic with the group T.
Clearly our group (R, ν) cannot have any subgroup isomorphic to T, since in R
there are no torsion elements. Because of the definition of the topology ν, all the
topological assertions done for Q∧d hold for (R, ν), thus we already know that (R, ν) is
compact and connected. Therefore, according to Proposition 4.3, it cannot be locally
connected. On the other hand a compact Lie group is necessarily locally connected
(see, for instance [13, Remark H, p. 212]).
Finally we recall the following:
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Proposition 4.4 [9, Theorem H. Mazurkiewicz] A Hausdorff topological space is a
curve if and only if it is a metrizable Peano continuum.
By a Peano continuum it is meant a Hausdorff, compact, connected and locally con-
nected topological space. We now have all the ingredients to formulate the Theorem:
Theorem 4.5 The topological group (R, ν) is compact, Hausdorff and connected, but
neither arcwise connected nor locally connected. Therefore (R, ν) is neither a Lie
group, nor a curve in the sense of H. Mazurkiewicz.
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1. Introduction
When we deal with four dimensional spaces, our intuitions, coming from the three
dimensions into which we exist, turn frustrated. The extra dimension allows us to do
constructions that escape to our understanding, producing amazing results. It is a
well known result that every knot can be untied in R4. Altough we cannot imagine it,
there is a homeomorphism of R4 moving continuously the knot to a standard circle.
The idea is that, for every crossing of the knot, we can change a little bit the fourth
coordinate of one of the components and move it without intersecting the other, to
exchange them. There is enough space to achieve this. So knot theories in R4 does
not make any sense. Here, we are concerned with some pathological spaces, defined in
the three-dimensional space, that produce surprising results when considered in R4.
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In 1935, Whitehead gave a failed proof of the Poincare´ Conjecture for open 3-
manifolds. He “showed” [16] that the only open contractible 3-manifold is the three
dimensional sphere S3. After he noticed his own mistake, he constructed [17] the first
example of an open 3-manifold that is contractible but is not homeomorphic to R3,
later called the Whitehead manifold. Some years after, Shapiro observed that the
cartesian product of the Whitehead manifold with the real line was homeomorphic
to R4. At that time, R. H. Bing had discovered a striking example in decomposition
theory, the Dogbone decomposition space [5]. This space is defined as a quotient of
a fairly complicated decomposition, and Bing had shown that it was different to R3.
But he was decided to understand the complexity of the linkage of the elements of such
a decomposition. It was, thinking about the result of Shapiro, when Bing discovered
that he could manipulate, in a very smart way, the elements of the decomposition
space in R4 to obtain that the cartesian product of the Dogbone space with the real
line is homeomorphic to R4 [6], the result that we are going to analyze here. These
results were the first showing that R4 has non trivial factors. Afterwards, there was
a series of papers with generalizations to more dimensions and kinds of spaces, for
example, [2] and [15]. It is in Bing own words [7], where we find that these results
are shocking: “We are learning strange things about cartesian products”.
I wish to thank professor Montesinos for introducing me to this beautiful topic
and for his inspirational comments and advices, either in a classroom or in a couch.
2. Decomposition spaces and shrinkability
Decomposition space theory formalizes the idea of crushing some parts of a topological
space. Given a topological space, we can select a partition into disjoint sets and
consider the quotient of the space by these sets. A decomposition of a topological
space X is a collection D of mutually exclusive sets covering X. We call the elements
of D that are just points of X the degenerate elements of the decomposition, and
the rest are called non-degenerate. Given any decomposition of X, we can consider
the topological quotient D = X/D, called the decomposition space, whose points are
the elements of the decomposition D, and has as open sets collections of elements
of D contained in an open set of X. A decomposition of X is said to be upper
semicontinuous if, for every d ∈ D and every open set U ⊆ X containing d, there
exists an open set V containing d such that every d′ intersecting V is contained in
U . This condition comes from topological considerations about the behaviour of the
quotient regarding the initial space (for example Hausdorfness, metrizability, etc). As
a general reference about decomposition spaces, we recommend [8].
We are mainly interested in decompositions such that the elements of the de-
composition have some nice properties. If the elements of an upper semicontinuous
decomposition are compact continua, it is called a monotone decomposition. In par-
ticular, there is a lot of work about decompositions of euclidean spaces. We are
interested to know when a monotone decomposition of an euclidean space Rn yields a
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decomposition space homeomorphic to Rn. As in many cases in topology, the problem
is relatively easy for dimension 2 but it turns out extremely complicated in dimension
3. For the euclidean plane, we have the following complete theorem of R. L. Moore
about decomposition spaces:
Theorem 2.1 (Moore [14]) Every monotone decomposition D of R2 such that no
element of D separates the plane yields a decomposition space R/D homeomorphic to
R2.
Roughly speaking, Moore characterized the euclidean plane with some topological
properties and showed that any decomposition satisfying the conditions of the theorem
gives a decomposition space with the necessary topological properties to be R2. As
we pointed out, the situation becomes much more complicated in dimension 3. It was
G. T. Whyburn in [18] who first proposed to find what conditions we need to impose
to upper semicontinuous (or monotone) decompositions of R3 in order to get R3 as
decomposition space. For instance, even for decomposition spaces with only one non-
degenerate element, the result is false: The decomposition space with the Fox-Artin
arc [11], whose complement in R3 is not simply connected, as the only non-degenerate
element of the decompositon, is not homeomorphic to R3. Whyburn conjectured that
a good candidate of such a condition was that the elements of the decomposition have
complement in R3 homeomorphic to the complement of a point. This property was
later called to be point-like. With this condition, Moore’s theorem can be reformulated
as: Every point-like monotone decomposition of R2 gives a decomponsition space
homeomorphic to R2. The Dogbone space, introduced by Bing (see section 3 below),
is a counterexample to this conjecture. Since then, there has been a lot of work
around conditions on monotone decompositions of R3 yielding R3 as decomposition
space. See [8] or the survey [3] for more information.
One method of showing that a decomposition space is homeomorphic to the orig-
inal space is to continuously deform or shrink the nondegenerate elements of the
decomposition to smaller sets, in a controlled way, without disturbing too much the
rest of them. This naive (but not easy to carry out) idea was first used by R. H.
Bing and is usually called shrinkability. The first use of the shrinkability method is
probably in [4], where Bing showed that the union of two solid horned spheres [1]
glued along their corresponding points in the boundary is homeomorphic to S3. This
result is very important, but also the method of proving it was a breakthrough in
geometric topology: Bing constructed a point-like decomposition space of R3 that
was the union of two solid horned spheres and then he shrunk the elements of the
decomposition to show that the decomposition space was actually homeomorphic to
R3. The shrinkability method started to be used in many papers and in several forms
and it led to what today is known as Bing’s shrinking criterion. There are different
versions and generalizations for spaces satisfying some topological properties. The
idea is to find conditions that allow us to shrink elements of a decomposition into
points. Then, under some hypothesis over the original space we can conclude that
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the decomposition space is homeomorphic to the original space. In [8], there is a rea-
sonable summary about shrinkability. The shrinkability method has produced a great
number of important results in geometric topology, as the proof of the generalized
Schoenflies theorem [9] by Morton Brown.
For the sake of simplicity, we will only describe a shrinkability method for de-
compositions of Rn useful for our purposes. This is the version used by Bing in [6].
Sometimes, the homeomorphism between the original space and the decomposition
space can be accomplished as the limit of some shrinking homeomorphisms. Using
pseudo-isotopies is a way of obtaining them. A pseudo-isotopy of Rn is a continuous
map f : Rn × [0, 1] → Rn such that, for every t ∈ [0, 1), ft = f(·, t) : R3 → R3 is a
homeomorphism. Given a decomposition D of Rn, we will say that a pseudo-isotopy
f shrinks the decomposition D, if this three conditions hold:
i) f0 is the identity map,
ii) for every t < 1, ft is a homeomorphism onto Rn, and
iii) f1 is onto and sends each element of D onto a different point of Rn.
When we are able to find such a pseudo-isotopy, it is clear that the decomposition
space is homeomorphic to Rn. The map g : Rn/D → Rn given by g([x]) = f1(x) is
then a homeomorphism.
3. The Dogbone space
The Dogbone space is a decomposition space of R3, introduced by R. H. Bing in [5],
to show the existence of monotone decompositions of R3 into points and tame arcs
such that there is no pseudo-isotopy shrinking the arcs. Afterwads, he realized that,
if the decomposition space was homeomorphic to R3, then it would be shrinkable by
a pseudo-isotopy, so that could not be the case. Hence, that was the first example of
a monotone decomposition space of R3 into point-like compact continua that is not
homeomorphic to R3, a counterexample to the generalization of Moore’s theorem 2.1.
The construction is as follows. Consider a solid torus T embedded in R3 in the
standard way. Then, consider, inside of T , four solid tori Ti, i = 1, . . . , 4, embedded
exactly as shown in figure 1. Note that the way the solid tori are knotted to each
other is the same in both sides: Let us imagine that if we cut the figure transversally
to the paper and we rotate the left part pi radians, we obtain exactly the right part.
We write X1 = {T1, T2, T3, T4} for the collection of solid tori and X∗1 =
⋃4
i=1 Ti for
the union of its points. Now, in each solid torus Ti, consider another four solid tori
Tij , for j = 1, . . . , 4, embedded in the same way that each Ti was embedded in T . We
proceed in this way sequentially. In the stage n, we consider four solid tori embedded
in each of the 4n−1 solid tori considered in the previous stage of the construction,
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T
T1
T2
T3
T4
Figure 1: The first stage in the construction of the Dogbone decomposition.
obtaining 4n solid tori Ti1i2...in . We will denote
Xn = {Ti1...in : ij ∈ {1, 2, 3, 4}} and X∗n =
⋃
T∈Xn
T
as the collection of the tori and the union of its points respectively. Continue this
process until the infinity, obtaining
X∞ = {Ti1i2... : ij ∈ {1, 2, 3, 4}} and X∗∞ =
⋃
T∈X∞
T.
It is clear from the definition that the elements of X∞ are disjoint tame arcs. In
the construction, we can assume that all the solid tori involved are long and sharped
enough, such that no element of X∞ meets in more than one point to any imaginary
plane perpendicular to the longest diameter of T . Consider the collection D of subsets
d of R3 such that, d is an element of X∞ or a point of R3 \X∗∞. Then, D is an upper
semicontinuous decomposition of R3 into points (degenerate elements) and tame arcs
(non-degenerate elements). The corresponding decomposition space D = R3/D is
called the Dogbone decomposition space.
Note that the set of non-degenerate elements of the decomposition D corresponds
to a Cantor set in the decomposition space D. If we imagine (again) a plane P
intersecting T perpendicular to its longest diameter, we obtain thatX∞∩P is a Cantor
set in R2, as shown in figure 2. Each element of X∞ is a point in the decomposition
space D, therefore the non-degenerate elements are a Cantor set in D.
The Dogbone space is an intricate space. Not only it is different from R3 but it
turns out that it is not even a manifold in each of the points of the space corresponding
to non-degenerate elements of the decomposition. Intuitively, if one tries to shrink
the nondegenerate elements of the decomposition, it seems that we need to stretch
others.
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T
P P
X∞ ∩ P
Figure 2: A planar Cantor set.
4. Give me one more dimension and I will unravel the Dogbone space
The Dogbone space is not only known for being the quoted counterexample. It is also
the first example of an important fact about cartesian products: The four dimensional
euclidean space has non manifold factors. Concretely, Bing showed, in the beautiful
paper [6], the following surprising result.
Theorem 4.1 The cartesian product of the Dogbone space D with R is homeomorphic
to R4.
In order to obtain this result, consider the upper semicontinuous decomposition D′
of R4 consisting of elements d× t with d ∈ D and t ∈ R. The corresponding decom-
position space will be D′ = D × R. Then, it is possible to find a pseudo-isotopy that
shrinks simultaneously the non-degenarate elements of D to points and, hence, the
decomposition space D×R is homeomorphic to R4. So, what it is not possible to do
in three dimensions, becomes realizable when we pass to four and take the cartesian
product with R. With the additional dimension, we are able to unravel and shrink
the elements of the decomposition to points.
The key idea in [6] that makes this shrinkability possible is the following theorem,
in which we find useful 4-cells (an n-cell is any topological space homeomorphic to
a closed standard unit ball in Rn) containing the non-degenerate elements of the
decomposition D′. Then, we can define homeomorphisms fixed outside the 4-cells.
We begin with the construction of a 4-cell in the first stage of the decomposition
space D′. From now on, when working in R4, we will call spatial coordinates to the
first three and temporal coordinate to the fourth.
Theorem 4.2 (Bing [5]) Let T and Ti, i = 1, . . . , 4, be the double solid tori de-
scribed in the decomposition D of R3 (depicted in figure 1) and consider any real
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closed interval [a, b] and a real number ε > 0. There exists a 4-cell K such that
4⋃
i=1
Ti × [a, b] ⊂ K ⊂ T × [a− ε, b+ ε].
This theorem means that we can find a 4-cell containing the union of the four
double solid tori cross a closed interval but this cell is contained in the product of T
with a longer (infinitesimally longer is enough) closed interval.
Proof. (Theorem 4.2) Let us consider four disks Di, i = 1, . . . , 4, slicing the solid
torus T in three 3-cells CL, CM and CR, as shown in figure 3. It is important that the
disks intersect the tori as in the picture, since we need Ti ∩CL, Ti ∩CM and Ti ∩CR
to be 3-cells. Let us focus on the first two, the central and the left part. For the
right part, we will proceed by symmetry. Consider C+L , C
−
L ⊂ CL the resulting 3-cells
by removing an small thickening of the disks D2 and D1 respectively (see figure 3).
Suppose that the thickenings of the disks are small enough such that C+L and C
−
L
D3
D4
D1
D2
C+L
C−LCL
CM CR
T1
Figure 3: The double torus is cutted into cells.
contains the linking part of the four double solid tori embedded in T , that is,
CL ∩ (T1 ∪ T2) ⊂ C+L and CL ∩ (T3 ∪ T4) ⊂ C−L .
Now, we consider the following seven 4-cells:
CB = CM × [a− ε, b+ ε],
C+LW = C
+
L × [a− ε, a−
ε
2
], C−LW = C
−
L × [b+
ε
2
, b+ ε],
CL1 = (CL ∩ T1)× [a− ε
2
, b], CL2 = (CL ∩ T2)× [a− ε
2
, b],
CL3 = (CL ∩ T3)× [a, b+ ε
2
], CL4 = (CL ∩ T4)× [a, b+ ε
2
].
We claim:
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i) The 4-cells C+LW and C
−
LW has empty intersection, since their temporal coordi-
nates never meet.
ii) The intersection of CB with each of C
+
LW and C
−
LW are the solid cilinders (hence
3-cells):
D1 × [a− ε, a− ε
2
] and D2 × [b+ ε
2
, b+ ε].
iii) The union of the three 4-cells CB ∪ C+LW ∪ C−LW is a 4-cell. Because of i) and
ii), we are sewing to the 4-cell CB two mutually exclusive 4-cells along 3-cells.
So the union is a 4-cell, that we shall write as CBL. See figure 4 to visualize
this cell restricted to some of its dimensions.
a − ε
2
a − ε
b + ε
2 b + ε
C
+
LW
C
−
LW
CB
Figure 4: Some views of CBL. In the left part, up to down, the spatial part when the
temporal coordinate belongs to [a−ε, a− ε
2
], [a− ε
2
, b+
ε
2
] and [b+
ε
2
, b+ε] respectively.
In the right part a representation omitting one spatial coordinate, where the arrow
indicates the direction of the temporal coordinate.
iv) The rest of 4-cells, CLi with i = 1, . . . , 4, are mutually disjoint because none of
them share any spatial coordinate.
v) The intersection of CBL with each CLi (with i = 1, . . . , 4) is a 3-cell. For
example (and the argument holds for the rest of intersections), if we apply the
De Morgan’s laws to the intersection CBL ∩ CL1, we obtain
CBL ∩ CL1 =
(
(CM ∩ CL ∩ T1)× [a− ε
2
, b]
)
∪
(
(CL ∩ T1)× {a− ε
2
}
)
,
which is a 3-cell, as we can see in figure 5. Note that here we see why it is
necessary the use of the 4-cells C+LW and C
−
LW , even when they do not contain
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any part of
⋃4
i=1 Ti × [a, b]. The intersection of CM directly with CL1 is not
a 3-cell but two disjoint 3-cells (figure 5) and hence the union would not be a
4-cell. So the 4-cells C+LW and C
−
LW acts as wings (hence its notation) or linkage
so that the union of CBL with each CLi forms a 4-cell.
C+LW
CL1
CM
Figure 5: CM ∩ CL1 are two 3-cells, but CM ∩ C+LW ∩ CL1 is one.
From i)-v), we can conclude that the union of the seven 4-cells is a 4-cell. Figure 6
shows the structure of unions and intersections between the seven 4-cells. The only
caution we must have is the intersection quoted in v). Because of the simetry of
the Dogbone construction, we can proceed exactly in the same way with the right
part, and then we add the six 4-cells C+RW , C
−
RW , CR1, CR2, CR3, CR4 to the seven
previously written to obtain K, a 4-cell satisfiying the conditions of the theorem. 
At each stage of the decomposition, the solid tori are embedded in the same way
Ti are embedded in T , so theorem 4.2 can be actually applied to every solid tori in the
construction and we get that, making smaller and smaller the interval of the theorem,
we can go as deep as wanted. This is formalized in the following
Corollary 4.1 Let T ∈ Xn be a double solid torus of the n-stage in the construction
of the dogbone decomposition space. Consider any closed real interval [a, b]. For every
t ∈ N and every partition of [a, b] into 2t points a < a1 < . . . < as < bs < . . . < b1 < b,
there exist K1,K2, . . . ,Kt, where Ki is the union of 4
i 4-cells that do not meet each
other, such that
T ∩X∗n+s × [as, bs] ⊂ IntKs ⊂ Ks ⊂
⊂ T ∩X∗n+s−1 × [as−1, bs−1] ⊂ IntKs−1 ⊂ Ks−1 ⊂
⊂ . . . ⊂
⊂ T ∩X∗n+1 × [a1, b1] ⊂ IntK1 ⊂ K1 ⊂
⊂ T × [a, b].
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CM
C+LW
CL1
CL2
CL3
CL4
C−LW
Figure 6: The structure of the 4-cell as union of 4-cells.
For an schematic illustration of this corollary, see figure 7.
b
b1
bs+1
bs
as
as+1
a1
a
R
. . . . . .
T × [a, b]
K1
Ks
Figure 7: The 4-cells between the tori in several stages.
The rest of the proof of theorem 4.1 is a very technical construction of shrinking
homeomorphisms. We give an sketch of the proof. For the details, see the original
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source [6].
Proof. (sketch, theorem 4.1) Because of theorem 4.2, we can define homeomorphisms
of R4 that are the identity outside a 4-cell and move compact subsets of the interior.
We divide the shrinking into four steps:
1. Every double solid torus T ∈ Xn can be divided into vertical regions. We can
define homeomorphisms of R4 moving to the right part of the interior of the
4-cells that we got in corollary 4.1. We can control to which region we send
the spatial part, and, altough we do not know exactly where we are moving the
temporal coordinate, we have intervals bounding this move.
2. We fit the bounding intervals in order to do also a symmetric shrinking from
the right regions to the left. With this intervals we fill the real line, so we move
to the right or to the left depending on the temporal coordinate but everything
shrinks to the center. So, we can define a uniformly continuous homeomorphism
shrinking T ∈ Xn to the center.
3. For every T ∈ Xn and every ε > 0 we can construct a uniformly continuous
homeomorphism of R4 such that it is the identity outside T×R, it does not move
the temporal coordinates more than ε and such that we control the diammeter
of the points of deeper tori inside T , after moved by this homeomorphism. We
can do this by modifying, according to ε, the scale of the bounding intervals
and the number of regions into which we divide T .
4. Finally we take a decreasing sequence of positive real numbers converging to
zero and, applying the previous step, we inductively get a sequence of isotopies
whose limit is the wanted pseudo-isotopy that shrinks the elements of the de-
composition D′.

5. Starting point: The Whitehead manifold
The Dogbone space was the first example of a non-manifold factor of R4. But it was
not the first example of non-trivial (i.e., different from R3) factor of R4. The first one
was the Whitehead manifold. Let us define it. Consider a solid torus T1 embedded
in S3 (considered as the compactification of R3 with the point of the infinity) in the
canonical way. Let T2 be another solid torus embedded inside T1 as shown in figure 8
and h : S3 → S3 the homeomorphism of S3 sending T1 to T2 = h(T1). This is possible
since they are tubular neighborhoods of two equivalent (trivial) knots. Consider the
iterations of T1 by h,
T2 = h(T1), T3 = h
2(T1), . . . , Tn = h
n−1(T1), . . .
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T1(S2)
T2(S1)
T c2 (S1)
c
Sc1(T
c
2 )
Figure 8: The first stage of the construction of the Whitehead continuum and the
Whitehead link. The elements within the parentheses represent the effect of perform-
ing the interchange of the two components of the Whitehead link.
to obtain an infinite sequence of nested solid tori,
T1 ⊃ T2 ⊃ . . . ⊃ Tn ⊃ Tn+1 ⊃ . . .
where, for every n ∈ N, Tn+1 is embedded in Tn as T2 is in T1. Let us consider the
intersection of all the tori
wh =
⋂
n∈N
Tn
which, as an intersection of connected, closed and nested sets, is a compact connected
space, called the Whitehead continuum. Then, considering the complementary in
S3 of this continuum, we define the Whitehead manifold W = S3 \ wh. This is
the contractible open connected 3-manifold introduced by Whitehead in [17] as a
counterexample to a false theorem of him self concerning the Poincare´ conjecture
that he claimed in [16].
Now, let us come back to dimension 4. It turns out that the cartesian product
of the Whitehead manifold and the real line is homeomorphic to R4, even being W
different to R3. Namely,
Theorem 5.1 Let W be the Whitehead manifold. Then the space W × R is homeo-
morphic to R4.
This was first observed by Shapiro, probably in private conversations with several
authors (Bing among others) and this is the source of manifold factors theories. In-
deed, Bing, in [6], mentions that it was thinking about the result of Shapiro when
he realized that he could find 4-cells separating different levels of solid torus cross
closed intervals in the definition of the Whitehead manifold just playing with the
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temporal coordinate, as done in theorem 4.2. Shapiro’s result was later proved by
Glimm [12] where he also shows that W ×W is homeomorphic to R6. McMillan [13]
proved the result for a kind of manifold that generalizes W and also showed that
every contractible manifold cross Rn is homeomorphic to R2n.
We give a complete proof here of Shapiro’s result, suggested by Bing in [6] using a
version of theorem 4.2 adapted to the Whitehead manifold and the following theorem
of Morton Brown.
Theorem 5.2 (M.Brown [10]) A topological space which is the union of an in-
creasing sequence of open sets
U1 ⊂ U2 ⊂ . . . ⊂ Un ⊂ . . . ,
such that all of them are homeomorphic to Rn, is homeomorphic to Rn.
Now we prove the previous theorem. The idea is to write the Whitehead manifold as
a union of solid tori and place 4-cells between the terms of the sequence formed by
the cartesian products in order to apply the theorem of Morton Brown.
Proof. (Theorem 5.1) Using the De Morgan laws and the fact that the solid tori in
the definition are nested, we can write the Whitehead manifold as a union of sets, as
follows:
W = S3 \
⋂
n∈N
Tn =
⋃
n∈N
S3 \ Tn =
⋃
n∈N
S3 \ IntTn.
In fact, each of the Sn = S3 \ IntTn is an unkotted solid tori, since each Tn is.
Moreover, we claim that each Sn is embedded in Sn+1 exactly in the same way Tn+1
is embedded in Tn. This is just an exercise of visualization: Consider the link in figure
8, called, for obvious reasons, the Whitehead link. One component represents the core
(the curve where the solid torus could be retracted onto, written T c for a solid torus
T , in the figure) of S1 and the other one the core of T2. But it turns out that the
Whitehead link is interchangeable, that is, there exists a homeomorphism g of S3 that
changes one componet of the link into the other (the best way to visualize this is to
produce the link physically and convince our selves doing the interchange). Hence,
if that link represents cores of solid tori, the homeomorphism g of S3 exchanges the
position of the corresponding solid tori. It is possible to proceed the same way for
the rest of indices. So we can write the Whitehead manifold as an ascending union of
solid tori W = ⋃n∈N Sn such that Sn is embedded in Sn+1 as Tn+1 is in Tn. That is,
as T2 is in T1 in figure 8.
Observe that we have the homeomorphism
W × R =
⋃
n∈N
Sn × R =
⋃
n∈N
Sn × [−n, n],
because Sn ⊂ Sn+1 for every n ∈ N.
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Finally, we will find useful 4-cells in Bing’s style in order to apply Morton Brown’s
theorem. We proceed as in theorem 4.2, but only with the left part and less number
of tori. Consider the first step in the constrcution of the Whitehead manifold, that
is, S1 embedded inside S2, as shown in figure 8. Let [a, b] be any closed interval and
ε > 0 a real number. Cut the solid torus S2 with two disks not disturbing the knotted
part of S1 as we did in the Dogbone construction and we get two 3-cells, CL and CM
with the same notation as there. Consider also in the same way C+L and C
−
L removing
the corresponding thickenings of the disks. Then we claim that the union of the five
4-cells
CB = CM × [a− ε, b+ ε],
C+LW = C
+
L × [a− ε, a−
ε
2
], C−LW = C
−
L × [b+
ε
2
, b+ ε],
CL1 = (CL ∩ S1)× [a− ε
2
, b], CL2 = (CL ∩ S1)× [a, b+ ε
2
],
forms a 4-cell K such that
S1 × [a, b] ⊂ IntK ⊂ K ⊂ S2 × [a− ε, b+ ε].
We can find 4-cells in every level of the construction in the same way we did in
corollary 7. So, for every n ∈ N, we can find a 4-cell Kn such that
Sn × [−n, n] ⊂ IntKn ⊂ Kn ⊂ Sn+1 × [−(n+ 1), n+ 1].
Hence, we can write
W × R =
⋃
n∈N
IntKn.
By theorem 5.2, W × R is homeomorphic to R4. 
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ABSTRACT
Let Γ be the fundamental group of the complement of the torus knot of type
(m,n). This has a presentation Γ = 〈x, y |xm = yn〉. Using the geometric description
of the character variety X(Γ, G) of characters of representations of Γ into G =
SL(3,C), we determine explicitly its associated µ3-equivariant motive.
1. Introduction
Let Γ be a finitely presented group, and let G = SL(r,C). A representation of Γ in G is
a homomorphism ρ : Γ → G. Consider a presentation Γ = 〈x1, . . . , xk|r1, . . . , rs〉. Then
ρ is completely determined by the k-tuple (A1, . . . , Ak) = (ρ(x1), . . . , ρ(xk)) subject to
the relations rj(A1, . . . , Ak) = Id, 1 ≤ j ≤ s. The space of representations is
R(Γ, G) = Hom(Γ, G)
= {(A1, . . . , Ak) ∈ Gk | rj(A1, . . . , Ak) = Id, 1 ≤ j ≤ s} ⊂ Gk .
Therefore R(Γ, G) is an affine algebraic set.
We say that two representations ρ and ρ′ are equivalent if there exists P ∈ G such
that ρ′(g) = P−1ρ(g)P , for every g ∈ G. The moduli space of representations is defined
as the GIT quotient
M(Γ, G) = R(Γ, G)//G .
Recall that by definition of GIT quotient for an affine variety, if we write R(Γ, G) =
SpecA, then M(Γ, G) = SpecAG. For a representation ρ : Γ→ G, we define its character
as the map χρ : Γ→ C, χρ(g) = tr ρ(g). Note that two equivalent representations ρ and
ρ′ have the same character. There is a character map χ : R(Γ, G)→ CΓ, ρ 7→ χρ, whose
image
X(Γ, G) = χ(R(Γ, G))
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is called the character variety of Γ. The traces χρ span a subring B ⊂ AG, and X(Γ, G) =
SpecB. Actually, for G = SL(r,C), the ring of invariant polynomials is generated by
characters (see Chapter 1 in [12]), so the natural algebraic map
M(Γ, G)→ X(Γ, G)
is an isomorphism.
The character varieties for SL(2,C) have been extensively studied in the last three
decades [3, 4, 12]. Given a manifold M , the moduli of representations of pi1(M) into
SL(2,C) contain information of the topology of M . This is specially relevant for 3-
dimensional manifolds [3], where the fundamental group and the geometrical properties
of the manifold are strongly related. This has been used to study knots K ⊂ S3, by
analysing the SL(2,C)-character variety of the fundamental group of the knot comple-
ment S3 − K (these are called knot groups). The case of SL(2,C)-representations of
the fundamental group of a surface has also been extensively analysed [5, 7, 11, 15], in
this situation focusing more on geometrical properties of the moduli space in itself (cf.
non-abelian Hodge theory).
However, much less is known of the character varieties for other groups, notably for
SL(r,C) with r ≥ 3. The character varieties for SL(3,C) for free groups have been
described in [9, 10]. In the case of 3-manifolds, little has been done. For knot groups,
the first case to analyse is clearly that of torus knots. These are defined as follows. Let
T 2 = S1×S1 be the 2-torus and consider the standard embedding T 2 ⊂ S3. Let m,n be
a pair of coprime positive integers. Identifying T 2 with the quotient R2/Z2, the image
of the straight line y = mn x in T
2 defines the torus knot of type (m,n), which we shall
denote as Km,n ⊂ S3 (see [18, Chapter 3]). The SL(3,C)-character variety of the torus
knot K2,3 has been described in [6], and for the general torus knot Km.n it is given in
[17].
The fundamental group of the knot complement S3 −Km,n is the group
Γm,n = 〈x, y |xn = ym 〉 .
Therefore the character variety is described explicitly as
Xr = X(Γm,n,SL(r,C)) = {(A,B) ∈ SL(r,C)2 |An = Bm}//SL(r,C) (1.1)
Various geometrical properties of character varieties can be studied. Basic proper-
ties include connectedness, number of irreducible components, and the dimension. More
elaborated properties are the fundamental group or the Poincare´ polynomials; such topo-
logical properties have been studied for the character varieties for surfaces via non-abelian
Hodge theory, which produces a homeomorphism of the moduli of representations with
the moduli space of Higgs bundles [7]. If one focuses on the algebro-geometric aspects
of character varieties, one can try to compute the motives, the Hodge numbers or the
E-polynomials. For instance, for SL(3,C)-character varieties of torus knots, the motive
is given in [17].
Here, we shall give, using the result of [17], the µ3-equivariant motive of the SL(3,C)-
character varieties of torus knots. Note that the center of SL(r,C), consisting of the
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matrices $ Id, where $ ∈ µr = {e2piik/r, k = 0, . . . , r − 1}, act on (1.1). Therefore the
motive of X(Γm,n,SL(r,C)) has a µr-action. This produces a µr-equivariant motive as
explained in Section 2. Our main result is:
Theorem 1.1 The µ3-equivariant motive of the SL(3,C)-character variety of the (m,n)-
torus knot is:
• If n,m ≡ 1, 5 (mod 6), then
hµ3(X3) =
[
P0 +
1
36
(m− 1)(m− 2)(n− 1)(n− 2)P1 + 1
6
(n− 1)(m− 1)(n+m− 4)P3+
+
1
4
(n− 1)(m− 1)P5
]
T+
+
[1
3
(m− 1) (n− 1) (n+m− 4)P3 + 1
18
(m− 2) (m− 1) (n− 2) (n− 1)P1
]
R
• If n ≡ 2, 4 (mod 6), m ≡ 1, 5 (mod 6), then
hµ3(X3) =
[
P0 +
1
36
(m− 1)(m− 2)(n− 1)(n− 2)P1 + 1
6
(n− 1)(m− 1)(n+m− 4)P3+
+
1
4
(n− 2)(m− 1)P5 + 1
2
(m− 1)P6
]
T+
+
[1
3
(m− 1) (n− 1) (n+m− 4)P3 + 1
18
(m− 2) (m− 1) (n− 2) (n− 1)P1
]
R
• If n ≡ 3 (mod 6), m ≡ 1, 5 (mod 6), then
hµ3(X3) =
[
P0 +
1
36
(m− 1)(m− 2)n(n− 3)P1 + 1
6
(m− 1)(m− 2)P2+
+
1
6
(m− 1)(mn+ n2 − 5n−m− 2)P3 + (m− 1)P4 + 1
4
(n− 1)(m− 1)P5
]
T+
+
[ 1
18
(m− 2)(m− 1)(n2 − 3n+ 3)P1 − 1
6
(m− 2)(m− 1)P2+
+
1
3
(m− 1)(n2 +mn− 5n−m+ 7)P3 − (m− 1)P4
]
R
• If n ≡ 0 (mod 6), m ≡ 1, 5 (mod 6), then
hµ3(X3) =
[
P0 +
1
36
(m− 1)(m− 2)n(n− 3)P1 + 1
6
(m− 1)(m− 2)P2+
+
1
6
(m− 1)(mn+ n2 − 5n−m− 2)P3 + (m− 1)P4+
+
1
4
(n− 2)(m− 1)P5 + 1
2
(m− 1)P6
]
T+
+
[ 1
18
(m− 2)(m− 1)(n2 − 3n+ 3)P1 − 1
6
(m− 2)(m− 1)P2+
+
1
3
(m− 1)(n2 +mn− 5n−m+ 7)P3 − (m− 1)P4
]
R
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• If n ≡ 2, 4 (mod 6), m ≡ 3 (mod 6), then
hµ3(X3) =
[
P0 +
1
36
m(m− 3)(n− 1)(n− 2)P1 + 1
6
(n− 1)(n− 2)P2+
+
1
6
(n− 1)(mn+m2 − n− 5m− 2)P3 + (n− 1)P4+
+
1
4
(n− 2)(m− 1)P5 + 1
2
(m− 1)P6
]
T+
+
[ 1
18
(n− 2)(n− 1)(m2 − 3m+ 3)P1 − 1
6
(n− 2)(n− 1)P2+
+
1
3
(n− 1)(m2 +mn− 5m− n+ 7)P3 − (n− 1)P4
]
R
where T is the trivial representation and R is the non-trivial two-dimensional rational
representation. Here, P0 = L2, P1 = L4+4L3−3L2−15L+12, P2 = L4+2L3−3L2−L+4,
P3 = L2 − 3L+ 3, P4 = L2 − L+ 1, P5 = L2 − 3L+ 2, P6 = L2 − 2L+ 1.
(Note that we can swap n,m if necessary to be in one of the cases above.)
2. Equivariant motives
Let VarC be the category of quasi-projective complex varieties. We denote by K(VarC)
the Grothendieck ring of VarC. This is the abelian group generated by elements [Z], for
Z ∈ VarC, subject to the relation [Z] = [Z1] + [Z2] whenever Z can be decomposed as a
disjoint union Z = Z1 unionsq Z2 of a closed and a Zariski open subset. There is a naturally
defined product in K(VarC) given by [Y ] · [Z] = [Y × Z]. We write L := [A1], where
A1 is the affine line, the Lefschetz object in K(VarC). Clearly Lk = [Ak]. Finally, let
SmVarC denote the category of smooth projective varieties over C. We consider the
ring Kbl(SmVarC) generated by the smooth projective varieties subject to the relations
[X] − [Y ] = [BlY (X)] − [E], where Y ⊂ X is a smooth subvariety, BlY (X) is the blow-
up of X along Y , and E is the exceptional divisor. By [2, Theorem 3.1], there is an
isomorphism
Kbl(SmVarC) ∼= K(VarC).
Now we move to the definition of Chow motives. Given a smooth projective variety
X, let CHd(X) denote the abelian group of Q-cycles on X, of codimension d, modulo
rational equivalence. If X,Y ∈ SmVarC, suppose that X is connected and dim(X) = d.
The group of correspondences (of degree 0) from X to Y is Corr(X,Y ) = CHd(X × Y ).
For varieties X,Y, Z ∈ SmVarC, the composition of correspondences
Corr(X,Y )⊗ Corr(Y,Z)→ Corr(X,Z)
is defined as
g ◦ f = pXZ∗(p∗XY (f) · p∗Y Z(g)),
where pXZ : X × Y × Z → X × Z is the projection, and similarly for pXY and pY Z .
Definition 2.1 The category of (effective Chow) motives is the categoryMot such that:
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• its objects are pairs (X, p) where X ∈ SmVarC, and p ∈ Corr(X,X) is an idempo-
tent (p = p ◦ p);
• if (X, p), (Y, q) are effective motives, then the morphisms are Hom((X, p), (Y, q)) =
q ◦ Corr(X,Y ) ◦ p.
There is a natural functor
h : SmVaroppC →Mot (2.1)
such that, for a smooth projective variety X, h(X) = (X,∆X), where ∆X ∈ Corr(X,X)
is the graph of the identity IdX : X → X. We say that h(X) is the motive of X.
The category Mot is pseudo-abelian, where direct sums and tensor products are
defined by (X, p)⊕(Y, q) = (XunionsqY, p+q) and (X, p)⊗(Y, q) = (X×Y, p∗X×X(p)·p∗Y×Y (q)).
In particular
h(X unionsq Y ) = h(X)⊕ h(Y ),
h(X × Y ) = h(X)⊗ h(Y ).
This allows us to define K(Mot) as the abelian group generated by elements [M ], for
M ∈ Mot, subject to the relations [M ] = [M1] + [M2], when M = M1 ⊕M2. This is a
ring with the product [M1] · [M2] = [M1 ⊗M2].
In Mot, we have that 1 = h(pt) is the identity of the tensor product, so it is called
the unit motive. It is easily seen that there is an isomorphism 1 ∼= (P1,P1 × pt). Set
L = (P1, pt × P1), which is called the Lefschetz motive. Therefore h(P1) = 1 ⊕ L, and
more generally,
h(Pn) = 1⊕ L⊕ · · · ⊕ Ln.
Denote also by L ∈ K(Mot) the class of the Lefschetz motive L ∈Mot.
In [13] it is shown that the motive of the blow-up of a smooth projective variety X
along a codimension r smooth subvariety Y is h(BlY (X)) = h(X)⊕
(⊕r−1
i=1 (h(Y )⊗ Li)
)
,
being thus compatible with the relation defining Kbl(SmVarC). So the map h in (2.1)
descends to Kbl(SmVarC)→ K(Mot), hence defining a ring homomorphism
χ : K(VarC)→ K(Mot). (2.2)
When X is smooth and projective, we have
χ([X]) = [h(X)],
so we can think of the map χ as the natural extension of the notion of motives to all
quasi-projective varieties. Notice that χ(L) = L, which justifies the use of the same
notation for the Lefschetz object and the Lefschetz motive.
Let G be a finite group. We have the category VarGC of quasi-projective complex vari-
eties with a G-action, and the category SmVarGC of smooth projective complex varieties
endowed with a G-action. As before, we have well-defined Grothendieck rings K(VarGC )
and Kbl(SmVarGC ), which are isomorphic [2].
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Let X be a smooth projective variety with an action of a finite group G. Let CHdC(X×
X) = CHd(X ×X)⊗ C denote the Chow ring with complex coefficients. The action of
G on X defines a morphism
ϕ : C[G] −→ CHdC(X ×X),
given by g 7→ Γg. By a theorem of Maschke [8, XVIII, Thm, 1.2], the group ring
C[G] is semisimple. Every semisimple ring R admit a decomposition in simple rings
R =
∏s
i=1Ri, where Ri = R · ei. Such ei ∈ R are the idempotents of Ri and ei · ej = 0
for i 6= j. Furthermore, the sum of these elements is
1 = e1 + e2 + · · ·+ es. (2.3)
In our case,
C[G] =
s∏
i=1
C[G] · ei (2.4)
where e2i = ei and ei · ej = 0 whenever i 6= j. If we let pi = ϕ(ei) ∈ CHdC(X ×X), then
p2i = pi and pi ·pj = 0 for i 6= j. The equality (2.3) gives the decomposition of the motive
h(X) of the variety
h(X) =
s⊕
i=1
(X, pi).
Definition 2.2 We define the equivariant motive of X as
hG(X) :=
∑
(X, pi)ei ∈ K(Mot)⊗ C[G].
This means that hG(X) is the image of
∑
ei ⊗ ei ∈ C[G] ⊗ C[G] under the natural
map ϕ⊗ Id : C[G]⊗ C[G]→ CHdC(X ×X)⊗ C[G].
The proof of [13] can be carried out for a smooth projective variety X endowed
with a G-action and a smooth subvariety Y ⊂ X which is G-invariant. This gives
that hG(BlY (X)) = hG(X)⊕
(⊕r−1
i=1 (hG(Y )⊗ Li)
)
. Thus the map hG in Definition 2.2
descends to a map
K(VarGC ) = Kbl(SmVarGC )→ K(Mot)⊗ C[G].
The proof of this fact follows the same arguments presented in [13], taking into account
the equivariance of the Chern classes xk of the projective bundle E → Y , where E
denotes the exceptional divisor of BlY X, and hence the classes pi commute with xk.
The idempotents ei are associated in a one-to-one way to the irreducible representa-
tions of G. For an irreducible representation Ri, let χi be its character. Then
ei =
1
|G|
∑
g∈G
χi(g)g,
so hi(X) = (X, pi), where
pi =
1
|G|
∑
g∈G
χi(g)Γg.
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For the trivial representation R1, we recover the quotient motive of X/G by the result
in [1],
h(X/G) = h1(X) =
X, 1|G|∑
g∈G
Γg
 . (2.5)
This holds for smooth projective varieties by [1], hence it holds for all quasi-projective
varieties since K(VarGC ) = Kbl(SmVarGC ).
Finally, from h(X) =
∑
hi(X) the equivariant motive recovers the usual motive of a
quasi-projective variety.
Now we analyse the case of a cyclic group G = Cr of order r.
Lemma 2.1 Let ξ be an r-th primitive root of unity and let g be a generator for the
group Cr. Then, the decomposition (2.4) is
C[Cr] =
r−1⊕
a=0
C ea, where the projectors are ea =
1
r
r−1∑
k=0
(ξag)k .
Proof. First, we compute the product ea · eb. By definition
ea · eb = 1
r2
(
r−1∑
i=0
(ξag)i
)r−1∑
j=0
(ξbg)j

=
1
r2
r−1∑
c=0
∑
i+j≡c
(mod r)
ξai+bjgi+j =
1
r2
r−1∑
c=0
gc
∑
i+j≡c
(mod r)
ξai+bj .
We focus on the sum
∑
i+j=c ξ
ai+bj . If a 6= b, this sum is zero, since the sequence {ai+bj
(mod r)}i+j=c is nothing but {0, 1, . . . , r− 1}. Thus, ea · eb = 0 if a 6= b. The case a = b,
the sum is non-zero and it is r · (ξa)c, and we conclude that ea · ea = ea. 
In Lemma 2.1, the element corresponding to the trivial representation is e0 =
1
r
∑
gk.
So h0(X) = h(X/Cr). Suppose that we are in the situation
ha(X) = hb(X), when gcd(r, a) = gcd(r, b). (2.6)
Then we can recover the equivariant motive from the quotients X/〈gd〉, for d|r. We start
with the case that r is prime. Then h1(X) = . . . = hr−1(X). Hence
hCr(X) = h0(X)e0 + h1(X)(e1 + . . .+ er−1), (2.7)
where
h0(X) = h(X/Cr),
h1(X) =
1
r − 1(h(X)− h(X/Cr)).
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If r is not prime, then
hCr(X) = h0(X)e0 +
∑
d|r
hd(X)
 ∑
1≤l≤r/d−1
gcd(l,r/d)=1
eld
 .
To determine hCr(X) we need as many equations as divisors of r. These are provided
by the following result.
Lemma 2.2 For any d|r, we have
r/d−1∑
k=0
hkd(X) = h(X/〈gr/d〉).
Proof. Let ξ be an r-th primitive root of the unity and let g ∈ G be a generator of the
group Cr. Then,
r/d−1∑
k=0
ekd =
1
r
r/d−1∑
k=0
r−1∑
i=0
(
ξkdg
)i
=
1
r
r/d−1∑
k=0
r−1∑
i=0
ξkdigi =
1
r
r−1∑
i=0
gi
r/d−1∑
k=0
ξkdi.
The sum
∑r/d−1
k=0 ξ
kdi is zero if and only if di is multiple of r, that is, i = rd b for some
integer number b. Then, the sum becomes
r/d−1∑
k=0
ekd =
1
d
d−1∑
b=0
g
r
d
b .
Now take the image under ϕ : C[Cr]→ CHdC(X ×X). This produces the motive(
X,
1
d
d−1∑
b=0
Γ
g
r
d
b
)
= h(X/〈gr/d〉).
The result follows. 
3. Character varieties of torus knots
Let
Γm,n = 〈x, y |xn = ym 〉
be the torus knot group, and consider the character varieties for SL(r,C) and PGL(r,C) =
SL(r,C)/µr,
Xr = X(Γm,n,SL(r,C)),
X¯r = X(Γm,n,PGL(r,C)).
By [17, Section 4], we have that µr acts on Xr via $ ·(A,B) = ($mA,$nB), $ ∈ µr,
and
X¯r ∼= Xr/µr .
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Let us see that Condition (2.6) is satisfied for this action. Take a, b such that
gcd(a, r) = gcd(b, r) = d. Then there is a Galois automorphism σ : C → C such
that σ(ξb) = ξa, where ξ = e2pii/r. We let σ act on Xr: this means that σ acts on all
entries of the matrices A and B. Then σ : Xr → Xr interchanges the action of g to the
action of σ(g) = gp, where p is defined by ξbp = ξa, i.e. bdp ≡ ad (mod rd) (the integer p is
coprime to r). Therefore (Xr, pa) ∼= (Xr, σ(pa)) = (Xr, pb), since
σ(pa) =
1
r
r−1∑
k=0
(ξaσ(g))k =
1
r
r−1∑
k=0
(ξagp)k =
1
r
r−1∑
k=0
(
ξbpgp
)k
=
1
r
r−1∑
k=0
(ξbg)k = pb.
We have the following result for SL(2,C)-character varieties.
Theorem 3.1 The µ2-equivariant motive hµ2(X2) is equal to
(L+ 14(n− 1)(m− 1)(L− 2))T + 14(n− 1)(m− 1)(L− 2))N, n,m odd.
(L+ 14(n− 2)(m− 1)(L− 2) + 12(m− 1)(L− 1))T+
+(14(n− 2)(m− 1)(L− 2)− 12(m− 1)(L− 1))N,
n even, m odd.
where T is the trivial representation and N is the non-trivial one.
Proof. The character variety X2 is described in [14] by finding a set of equations
satisfied by the traces of the matrices of the images by the representation. In [16] the
same variety X2 is described by a geometric method based on the study of eigenvectors
and eigenvalues of the matrices. The variety X2 consists of the following irreducible
components: one component consisting of reducible representations, isomorphic to C;
and (n−1)(m−1)/2 components forming the irreducible locus, each of them isomorphic
to C− {0, 1}. Therefore the motive is [X2] = L+ 12(n− 1)(m− 1)(L− 2).
As described in [17], the PGL(2,C)-character variety X¯2 consists of: one component
consisting of reducible representations, isomorphic to C; [n−12 ][
m−1
2 ] components of the
irreducible locus, each of them isomorphic to C− {0, 1}; and if n is even and m is odd,
(m− 1)/2 components of the irreducible locus, each of them isomorphic to C∗ (the case
m even and n odd is analogous). Note that we can always assume, by swapping n,m if
necessary, that m is odd. Therefore we have that for m,n odd, [X¯2] = L+ 14(n− 1)(m−
1)(L−2). For n even andm odd, we have [X¯2] = L+14(n−2)(m−1)(L−2)+12(m−1)(L−1).
By (2.7),
hµ2(X2) = [X¯2]T + ([X2]− [X¯2])N ,
where T is the trivial representation, and N is the non-trivial representation (T = e0
and N = e1 in the notation of Section 2). The result follows. 
Now we move to the description of the SL(3,C)-character variety X3. The following
description appears in [17, Sections 8 and 10].
Proposition 3.2 The components of X3 are the following:
• The component of totally reducible representations, isomorphic to C2.
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• [n−12 ][m−12 ] components of partially reducible representations, each isomorphic to
(C− {0, 1})× C∗.
• If n is even, there are (m− 1)/2 extra components of partially reducible represen-
tations, each isomorphic to {(u, v) ∈ C2|v 6= 0, v 6= u2}. (The case m even and n
odd is analogous.)
• 112(n−1)(n−2)(m−1)(m−2) componens of irreducible representations, of maximal
dimension 4, which are isomorphic to M/(T ×C∗ T ), where M⊂ GL(3,C) are the
stable points for the (T ×C∗ T )-action (here T are the diagonal matrices acting by
multiplication on GL(3,C) on the left and on the right).
• 12(n − 1)(m − 1)(n + m − 4) components of irreducible representations, each iso-
morphic to (C∗)2 − {x+ y = 1}.
From here, we can read off the motive of the character variety X3 (cf. [17, Theorem
8.3]):
[X3] = 1
12
(n− 1)(n− 2)(m− 1)(m− 2)(L4 + 4L3 − 3L2 − 15L+ 12)
+ L2 +
1
4
(n− 1)(m− 1)(L2 − 3L+ 2)
+
1
2
(n− 1)(m− 1)(n+m− 4)(L2 − 3L+ 3), m, n odd,
[X3] = 1
12
(n− 1)(n− 2)(m− 1)(m− 2)(L4 + 4L3 − 3L2 − 15L+ 12)
+ L2 +
1
4
(n− 2)(m− 1)(L2 − 3L+ 2) + 1
2
(m− 1)(L2 − 2L+ 1)
+
1
2
(n− 1)(m− 1)(n+m− 4)(L2 − 3L+ 3), n even,m odd.
Now we describe the PGL(3,C)-character varieties X¯3.
Proposition 3.3 The components of the PGL(3,C)-character variety X¯3 are:
• The component of totally reducible representations, which is isomorphic to C2/µ3 ∼=
{(x, y, z) ∈ C3 | x y = z3}.
• [n−12 ][m−12 ] components of partially reducible representations, each isomorphic to
(C− {0, 1})× C∗.
• When n is even, there are (m − 1)/2 additional components of partially reducible
representations, each isomorphic to {(u, v) ∈ C2|v 6= 0, v 6= u2}.
• When m,n 6∈ 3Z, there are the following components of irreducible representations:
– (n− 1)(m− 1)(n+m− 4)/6 components isomorphic to (C∗)2 − {x+ y = 1}
– and (m− 1)(m− 2)(n− 1)(n− 2)/36 components of maximal dimension iso-
morphic to M/(T ×C∗ T ).
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• When n ∈ 3Z, there are the following components of irreducible representations:
– (m−1)(mn+n2−5n−m+2)/6 components isomorphic to (C∗)2−{x+y = 1},
– m− 1 components isomorphic to {(x, y, z) ∈ C3 | x y = z3, x+ y + 3z 6= 1},
– (m− 1)(m− 2)n(n− 3)/36 components of maximal dimension isomorphic to
M/(T ×C∗ T ),
– and (m−1)(m−2)/6 components of maximal dimension isomorphic toM/(T×C∗
T o µ3), where µ3 acts by cyclic permutation of columns in M.
The case m ∈ 3Z is symmetric.
The motive of the character variety X¯3 is as follows (see [17, Corollary 10.3]):
• If n,m ≡ 1, 5 (mod 6), then [X¯3] = P0 + 136(m− 1)(m− 2)(n− 1)(n− 2)P1 + 16(n−
1)(m− 1)(n+m− 4)P3 + 14(n− 1)(m− 1)P5.
• If n ≡ 2, 4 (mod 6), m ≡ 1, 5 (mod 6), then [X¯3] = P0 + 136(m − 1)(m − 2)(n −
1)(n− 2)P1 + 16(n− 1)(m− 1)(n+m− 4)P3 + 14(n− 2)(m− 1)P5 + 12(m− 1)P6.
• If n ≡ 3 (mod 6), m ≡ 1, 5 (mod 6), then [X¯3] = P0 + 136(m−1)(m−2)n(n−3)P1 +
1
6(m−1)(m−2)P2+ 16(m−1)(mn+n2−5n−m−2)P3+(m−1)P4+ 14(n−1)(m−1)P5.
• If n ≡ 0 (mod 6), m ≡ 1, 5 (mod 6), then [X¯3] = P0 + 136(m − 1)(m − 2)n(n −
3)P1 +
1
6(m − 1)(m − 2)P2 + 16(m − 1)(mn + n2 − 5n −m − 2)P3 + (m − 1)P4 +
1
4(n− 2)(m− 1)P5 + 12(m− 1)P6.
• If n ≡ 2, 4 (mod 6), m ≡ 3 (mod 6), then [X¯3] = P0 + 136m(m − 3)(n − 1)(n −
2)P1 +
1
6(n− 1)(n− 2)P2 + 16(n− 1)(mn+m2−n− 5m− 2)P3 + (n− 1)P4 + 14(n−
2)(m− 1)P5 + 12(m− 1)P6.
Here P0 = L2, P1 = L4+4L3−3L2−15L+12, P2 = L4+2L3−3L2−L+4, P3 = L2−3L+3,
P4 = L2 − L+ 1, P5 = L2 − 3L+ 2, P6 = L2 − 2L+ 1.
Now, to compute the µ3-equivariant motive, we use (2.7):
hµ3(X3) = [X¯3]T +
1
2
([X3]− [X¯3])(R1 +R2)
where T is the trivial representation of µ3 and R1, R2 are the non-trivial representations
(T corresponds to e0 and R1, R2 correspond to e1, e2). Note that R1, R2 are representa-
tions defined over C, but R1 +R2 is a representation defined over the rationals. Theorem
1.1 follows from this.
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ABSTRACT
Using an abstract notion of semiclassical quantization for self-adjoint operators,
we prove that the joint spectrum of a collection of commuting semiclassical self-
adjoint operators converges to the classical spectrum given by the joint image of
the principal symbols, in the semiclassical limit. This includes Berezin-Toeplitz
quantization and certain cases of ~-pseudodifferential quantization, for instance
when the symbols are uniformly bounded, and extends a result by L. Polterovich
and the authors. In the last part of the paper we review the recent solution to
the inverse problem for quantum integrable systems with periodic Hamiltonians,
and explain how it also follows from the main result in this paper.
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1. Introduction
In inverse spectral problems one tries to recover geometric (or “classical”) information
from the spectrum of a “quantum” operator. For instance, does the spectrum of the
Laplacian on a bounded euclidean domain completely determine the geometry of the
domain ? The problem goes back to S. Bochner and H. Weyl [41, 42] in the late
nineteenth and early twentieth century, and was made popular, in the context of
Riemannian geometry, in M. Kac’s famous article on “can you hear the shape of a
drum”, [24], who attributes the origin of the question to Bochner.
In this paper we will deal with a quite general setting of semiclassical self-adjoint
operators. Roughly speaking, a quantum operator will be a family of operators (T~)
depending on a small real parameter ~ > 0 reminiscent of the Planck constant. To
each such operator, one defines its “classical limit” to be a smooth function on a
smooth manifold (the phase space), called the principal symbol of the operator. The
semiclassical inverse problem is then the following.
Question 1.1 (Semiclassical Inverse Spectral Problem) Given the semiclassi-
cal joint spectrum
(X~)~>0 ⊂ Rd
of a quantum system of commuting semiclassical operators
T1 := (T1,~)~>0, . . . , Td := (Td,~)~>0,
how much can one recover about the classical system given by the principal symbols
f1, . . . , fd
of T1, . . . , Td?
Of course, a complete answer to this question would be to fully recover the prin-
cipal symbols f1, . . . , fd themselves.
One can hope to obtain such general results by combining the use of microlocal
and symplectic techniques in the spirit of Duistermaat, Helffer, Ho¨rmander, Sjo¨strand,
etc. However, to date only a handful of results are known in this direction, see [6, 7,
39, 5, 25, 26]. If one restricts the class of operators to be Schro¨dinger operators, whose
principal symbol is of the form ξ2 + V (x), then the question amounts to recovering
the potential V ; this has attracted a lot of mathematicians, and is still an active area
of research, see [23, 8, 21].
In this paper we prove a general result giving a partial answer to Question 1.1, in-
spired by previous works of Colin de Verdiere [6, 7], Polterovich, and the authors [31],
which says that even though we do not know how to recover the principal symbols
themselves, we can recover the closure of their joint image, which is a subset of the
affine space Rd. This gives a rigorous proof of the quantum mechanical principle that
says that: “in the high frequency limit ~ → 0, the spectrum of a quantum system
converges to the numerical range of its associated classical system”.
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Theorem 1.2 Let I ⊂ (0, 1] be a set with a limit point at 0. Then the limit set of the
joint spectrum of a family of pairwise commuting self-adjoint semiclassical operators
T1 := (T1,~)~∈I , . . . , Td := (Td,~)~∈I
is the classical spectrum S ⊂ Rd of T1, . . . , Td, that is, the closure of the joint image
of the principal symbols of T1, . . . , Td.
An illustration of the convergence statement in Theorem 1.2 is depicted in Figure 1,
which shows the joint spectrum of the “normalized” Quantum Spherical Pendulum1
Figure 1: The dots in the figures form the semiclassical joint spectrum of the
“normalized” Quantum Spherical Pendulum for the values of the Planck constant:
~ = 0.7, 0.5, 0.3, 0.05, 0.02. As ~ → 0, the semiclassical joint spectrum fills the inside
of the red curve, which is the boundary of the classical spectrum of the system; this
gives an illustration of the convergence stated in Theorem 1.2.
In [31] an analogous statement was proved, but taking the convex full on both the
quantum and the classical spectrum. We achieve this improvement by introducing a
new hypothesis, which takes the form of the following seemingly simple axiom for the
abstract semiclassical quantization: for any symbol f , one should have
‖Op~(f)2 −Op~(f2)‖ = O(~).
where Op~ denotes the quantization operation. We refer to Theorem 4.1 for a detailed
version of the above statement, to Definition 2.5 for the abstract notion of semiclassical
operators we use, and the upcoming sections for the necessary preliminaries. The
abstract notion we use, and hence the theorem, apply to Berezin-Toeplitz operators on
compact manifolds, and certain classes of pseuodifferential operators (this is explained
in Remark 2.1), for instance those with uniformly bounded derivatives.
As we will explain, Theorem 4.1 implies, in combination with a theorem of Atiyah-
-Guillemin-Sternberg and Delzant, a solution to the inverse problem for quantum
toric integrable systems, which recovers a recent result of Charles and the authors [5].
This result was proved again shortly after by Polterovich and the authors [31] with a
different method, which is in fact the one which serves as inspiration for Theorem 4.1,
in combination with ideas introduced by Le Floch and the authors in [26].
1Instead of the standard energy and momentum operators, the energy is replaced by its square
root, in order to obtain symbols which are both (asymptotically) homogeneous of degree one.
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2. Semiclassical operators and an abstract semiclassical quantization
We review Berezin-Toeplitz quantization, ~-pseudodifferential quantization, and then
introduce an abstract notion of semiclassical quantization which includes the former,
and certain classes of the latter. This abstract notion is inspired by, and extends, a
notion introduced by Polterovich and the authors [31] and as we will see in Section 4
it allows us to prove a stronger convergence result in certain cases.
2.1. Berezin-Toeplitz operators
The microlocal analysis of Berezin-Toeplitz operators is rapidly evolving nowadays,
see for instance [3, 9, 10, 11, 12, 28, 35] following the pioneer work of Boutet de Movel
and Guillemin [4].
Let us recall the basic facts we need on connections of Hermitian line bundles (a
good reference for this material are Duistermaat’s notes [17]). With the help of these
facts we will introduce a fundamental notion in both geometry and analysis, that of
a prequantum line bundle.
Let M be a smooth manifold. Let L → M be a Hermitian line bundle over
M . That is, L → M is a complex line bundle over M which is endowed with a
Hermitian metric. Denote by C∞(M,L) the space of smooth sections of this bundle,
and by Ω1(M,L) the space of smooth L-valued 1-forms. A connection of L is a linear
operator ∇ : C∞(M,L)→ Ω1(M,L) which satisfies Leibniz’s rule, that is,
∇(fs) = df ⊗ s+ f∇s
for all smooth functions f ∈ C∞(M) and all smooth sections s ∈ C∞(M,L).
Let X be a smooth vector field on M . The covariant derivative of the section s
of L with respect to the vector field X is given by the formula ∇Xs = ∇s(X). The
smooth 2-form R of M defined by the equation
R(X,Y ) = [∇X ,∇Y ]−∇[X,Y ]
for any vector fields X, Y of M is called the curvature of the connection. Let (·, ·)
denote the Hermitian scalar product. We say that the connection is compatible with
the Hermitian structure if d(s, t) = (∇s, t) + (s,∇t), for any smooth sections s and
t of the line bundle L. In this case, R = 1i ω where ω is real-valued. Throughout
the present paper all connections considered are implicitly assumed to be compatible
with the metric.
Assume that 1i ω is the curvature of a Hermitian line bundle connection. Then
the cohomology class of the form ω/2pi is integral, that it, it lies in the image of the
canonical homomorphism
H2(M,Z)→ H2(M,R).
Conversely, for any smooth 2-form ω ∈ Ω2(M,R) for which [ω]/2pi is integral there
is a Hermitian line bundle L → M endowed with a connection ∇ whose curvature is
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1
i ω. Moreover, the line bundle L and ∇ are unique up to isomorphisms. For a proof
of these results, we refer the reader to [17, Theorem 10.1] or [16, Section 15.3]. Now
we are ready to recall the following essential definition.
Definition 2.1 Let (M,ω) be a symplectic manifold.
• A prequantum bundle on M is a Hermitian line bundle L →M with a connec-
tion of curvature 1i ω.
In this case we say that the symplectic manifold (M,ω) is prequantizable.
• A prequantum bundle automorphism is a vector bundle automorphism of L →
M which preserves both the metric and the connection.
Let us know consider a prequantum line bundle L → M over the symplectic
manifold M . Let G be a Lie group with Lie algebra g. Assume that G acts on L by
prequantum bundle automorphisms, as defined above. This G-action lifts a G-action
on M . For X ∈ g let X] denote the infinitesimal action of X on M . The latter
G-action is Hamiltonian with momentum map F given by the following condition:
the action induced by g on C∞(M,L) is given by the Kostant-Souriau operators
f 7→ ∇X]f + i〈F,X〉f, X ∈ g. (2.1)
and ∇ denotes the covariant derivative of the prequantum bundle (cf. [16, Proposition
15.2]). If both the Lie group G and the manifold M are connected, then the G-action
on L is conversely determined by the action on M and by the momentum map F .
It is important to notice that we cannot obtain every momentum map generating a
given action in this manner (such momentum maps correspond to the Lie algebra
representations on the prequantum bundle by means of (2.1).
Suppose that (M, ω) is a prequantizable closed (that is both compact and with
no boundary) symplectic manifold. Let L → M be a prequantum line bundle, and
assume that M admits a complex structure that is compatible with the symplectic
form ω. In fact, (M,ω) is a Ka¨hler manifold. The holomorphic structure of L → M
is uniquely determined by the compatibility condition with the connection.
Consider a positive integer k = 1/~ and let Lk denote the kth tensor power of the
line bundle L. We write
H~ := H0(M,Lk)
for the space of holomorphic sections of Lk. The space H~ is a finite dimensional
subspace of the Hilbert space L2(M,Lk) (this is because M is a closed manifold). If
λ denotes the Liouville measure of M , the scalar product is given by integration of
the Hermitian (pointwise) scalar product of sections against λ.
Definition 2.2 Let Π~ be the surjective orthogonal projector
L2(M,Lk)→ H~.
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• A semiclassical Berezin-Toeplitz operator is any sequence of the form
T := (T~ := Π~f(·, k) : H~ → H~)~=1/k, k∈N∗
where the multiplication operator f(·, k) is a sequence in C∞(M) with an asymp-
totic expansion
f0 + k
−1f1 + k−2f2 + · · ·
for the C∞ topology.
• The first coefficient f0 is called the principal symbol of T .
2.2. Pseudodifferential operators
~-pseudodifferential operators acting on the Hilbert space H = L2(Rn) give a semi-
classical quantization of the manifold M = R2n; this is a semiclassical version of the
one given by homogeneous pseudodifferential operators, see for instance [14] or [43].
Let A0 be the Ho¨rmander class whose elements are the functions f in the space
C∞(R2n(x,ξ)) such that the following holds: there is m ∈ R for which
|∂α(x,ξ)f | 6 Cα〈(x, ξ)〉m (2.2)
for every α ∈ N2n (here the notation 〈z〉 stands for (1 + |z|2)1/2). Symbolic calculus
for pseudodifferential operators is known to hold in the case when the symbols of the
operators are in A0 (for instance).
Definition 2.3 Let f ∈ A0. The Weyl quantization of f is given on the Schwartz
space S(Rn) by the expression:
(Op~(f)u)(x) :=
1
(2pi~)n
∫
Rn
∫
Rn
e
i
~ ((x−y)·ξ)f(x+y2 , ξ)u(y) dy dξ.
This definition is commonly used to define ~-pseudodifferential operators on Rn.
It can also give a semiclassical quantization of a cotangent bundle M = T ∗X, where
X is a smooth n-dimensional closed manifold with a smooth density, as follows. Let
X be covered by a collection of smooth charts{
U1, . . . , UN
}
,
where each Ui is over a convex bounded domain of the Euclidean space Rn (equipped
with the Lebesgue measure). By standard manifold theory, there exists a partition of
unity
χ21, . . . , χ
2
N
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which is subordinated to the cover {U1, . . . , UN}. In this case, A0 is the space of
functions f ∈ C∞(T∗X) satisfying, for all (x, ξ) ∈ T∗X, α ∈ Nn, and for some
m ∈ R, the condition: ∣∣∣∂αx ∂βξ f(x, ξ)∣∣∣ 6 Cα〈ξ〉m−|β| (2.3)
Recall Definition 2.3 and let Opj~(f) be the Weyl quantization in Uj . Define:
Op~(f)u :=
N∑
j=1
χj ·Opj~(f)(χju) , u ∈ C∞(X) ,
which is a pseudodifferential operator on X. The principal symbol of this operator is
the smooth function
f :=
N∑
i=1
fχ2j .
Definition 2.4 Let X be either Rn, or a closed manifold, as above. Let (f~)~∈(0,1] be
a family of elements of A0 such that the estimate (2.2) (in the case X = Rn) or (2.3)
(if X is a closed manifold) holds uniformly for ~ ∈ (0, 1]. Then the family
T := (Op~(f~))~∈(0, 1]
is called a semiclassical ~-pseudodifferential operator on X.
The above definition may also be made for a subset I ⊂ (0, 1] which has a limit
point at 0, for instance
I =
{1
k
| k ∈ N∗
}
.
2.3. Abstract semiclassical quantization
The results presented in this paper hold for both pseudodifferential and Berezin-
Toeplitz quantization. In fact, they only require a few key properties, and it is
interesting to state them in an abstract way, as follows.
Let I ⊂ (0, 1] be a set that accumulates at 0. Suppose that M is a connected man-
ifold (closed or open) and let A0 be a subalgebra of the algebra of smooth functions
C∞(M ;R) containing all constants as well as all compactly supported functions.
For a complex Hilbert space H we denote by L(H) the set of all linear self-adjoint
operators on H (bounded or unbounded). The following definition is essentially the
same as in [31] with the exception of the new Axiom (Q5), which is needed for the
proof of our main result.
Definition 2.5 A semiclassical quantization of the pair (M,A0) is given by:
• a family of complex Hilbert spaces H~, ~ ∈ I, and
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• a family of R-linear maps Op~ : A0 → L(H~),
that satisfy the following axioms, where f, g ∈ A0:
(Q1) ‖Op~(1)− Id‖ = O(~) (normalization);
(Q2) for every function f > 0 there is a constant Cf for which Op~(f) > −Cf~
(quasi-positivity);
(Q3) if f ∈ A0 is that such that f 6= 0 and also has compact support, then
lim inf
~→0
‖Op~(f)‖ > 0
(non-degeneracy);
(Q4) if g has compact support, then the operator Op~(f)◦Op~(g) is bounded for every
f , and
‖Op~(f) ◦Op~(g)−Op~(fg)‖ = O(~),
(product formula);
(Q5) if f ∈ A0, then
‖Op~(f)2 −Op~(f2)‖ = O(~),
(square formula).
We say that a manifold is quantizable if it has a semiclassical quantization.
Let AI be the algebra whose elements are collections ~f = (f~)~∈I , f~ ∈ A0, that
satisfy that for each ~f there is f0 ∈ A0 such that
f~ = f0 + ~f1,~ , (2.4)
where f1,~ is uniformly bounded in the parameter ~ as well as supported in the same
compact subset K(~f) of M .
Definition 2.6 A semiclassical operator is an element in the image of the map
Op : AI →
∏
~∈I
L(H~)
defined by
~f = (f~) 7→ (Op~(f~)) .
Definition 2.7 Let ~f ∈ AI . The function f0 ∈ A0 given by (2.4) is called the
principal symbol of Op(~f).
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It follows from the axioms in Definition 2.5 that the principal symbol in Defini-
tion 2.7 is uniquely defined, see [31].
Notice that in the definition of semiclassical operators, the manifold M is not
required to be symplectic. The following proposition gives the two major examples
of semiclassical operators, for which the phase space M is symplectic.
Proposition 2.1 1. Semiclassical Berezin-Toeplitz operators satisfy the axioms
(Q1–Q5).
2. Semiclassical pseudodifferential operators which mildly depends on ~ satisfy the
axioms (Q1–Q4). Here we say that f~ ∈ AI mildly depends on ~ if f~ can be
written
f~(x, ξ) = f0(x, ξ) + ~f1,~(x, ξ),
where all f1,~(x, ξ) are both uniformly bounded in ~ as well as compactly sup-
ported in the same set.
3. Semiclassical pseudodifferential operators which are uniformly bounded satisfy
the axiom (Q5). More precisely, by uniformly bounded we mean that for any
f~ ∈ AI , and every α ∈ N2n, there is a constant Cα such that
|∂α(x,ξ)f~(x, ξ)| 6 Cα ∀~ ∈ (0, 1].
A proof of this can be found in most introductory papers or books on the subject.
For instance, for Berezin-Toeplitz operators, one can refer to [3, 9, 10, 11, 12, 28, 35],
and for pseudodifferential operators to the books [14] or [43]. Here we do not claim
to have optimal hypothesis. For instance, the assumption on mild dependence on ~
can certainly be weakened.
Remark 2.1 For pseudodifferential operators, axiom (Q5) (square formula) is more
restrictive than the others; it does not hold for all classes of symbols. In order to
use the results for differential operators like the Laplacian, one would need first a mi-
crolocalization estimate in order to truncate the original operators and hence trans-
form them into uniformly bounded pseudodifferential operators. Such a truncation
procedure is common in microlocal analysis (see for instance [14, Chapter 10]).
The following lemma is a consequence of the axioms (Q1–Q4):
Lemma 2.1 ([31, Lemma 11]) Take any ~f = (f~) ∈ AI with principal part f0, and
let (Op~(f~)) be the corresponding semiclassical operator. Let λinf(~) ∈ [−∞,+∞)
denote the infimum of the spectrum of Op~(f~). Then
lim
~→0
λinf(~) = inf
M
f0. (2.5)
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3. Joint Spectrum of a family of semiclassical operators
We recall that to any self-adjoint operator A on a Hilbert space, the spectral theorem
associates a projector-valued measure µA, called the spectral measure, such that
A =
∫
R
td(µA)(t),
and whose support is the spectrum of A. A similar theory holds for commuting
operators. The self-adjoint operators S1, . . . , Sd are said to be mutually commuting if
their corresponding spectral measures µ1, . . . , µd pairwise commute. In this case we
may then define the joint spectral measure
µ := µ1 ⊗ · · · ⊗ µd
on Rd. The joint spectrum of (S1, . . . , Sd) is the support of the joint spectral measure,
that is:
c ∈ JointSpec(S1, . . . , Sd) ⇐⇒ ∀ > 0, µ1([c1−, c1+])◦· · ·◦µd([cd−, cd+]) 6= 0.
In this paper we are interested in the joint spectrum of semiclassical operators,
which is defined as follows. For j ∈ {1, . . . , d} let
Tj = (Tj,~)~∈I
be semiclassical operators (as in Definitions 2.2 or 2.4) on Hilbert spaces (H~)~∈I . We
assume that for any fixed h ∈ I, the self-adjoint operators T1,~, . . . , Td,~ are mutually
commuting. For fixed ~, the joint spectrum of (T1,~, . . . , Td,~) is as before the support
of the joint spectral measure. For instance, if H~ is finite dimensional (eg. in the case
of Berezin-Toeplitz quantization on a closed Ka¨hler manifold), then
JointSpec(T1,~, . . . , Td,~)
is the set {
(λ1, . . . , λd) ∈ Rd | ∃v 6= 0, Tj,~v = λjv,∀j = 1, . . . , d
}
.
We define the joint spectrum of the semiclassical operators (T1, . . . , Td) to be the
collection of all joint spectra of (T1,~, . . . , Td,~), ~ ∈ I.
4. The inverse problem for commuting operators
4.1. Convergence to classical spectrum
Following the physicists, we use the following definition.
Definition 4.1 We call classical spectrum of (T1, . . . , Td) the closure of the image
F (M) ⊂ Rd, where F = (f1, . . . , fd) is the map of principal symbols of T1, . . . , Td.
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In order to state the convergence results for the semiclassical spectrum of a col-
lection of operators, we need to use a notion of limit for subsets of Rn.
Definition 4.2 Let (A~)~∈I be a family of subsets of Rn, where I ⊂ (0, 1] is a set
which accumulates at 0. The limit set of (A~)~∈I is the subset A0 ⊂ Rn defined by
a ∈ A0 ⇐⇒ ∀ > 0,∀~0 ∈ I, ∃~ ∈ I, ~ 6 ~0, such that A~ ∩B(a, ) 6= ∅.
Here B(a, ) is the euclidean ball around a of radius .
In the case of uniformly bounded subsets of Rn, the limit set is in fact a limit in
the sense of the Hausdorff distance, which we recall now. Let ‖ · ‖ be the euclidean
norm in Rn. For any  > 0 and any subset X of Rn, we denote by X the set⋃
x∈X
{
m ∈ Rn | ‖x−m‖ 6 
}
.
The Hausdorff distance between two subsets A and B of Rn is the number
inf
{
 > 0 | A ⊆ B and B ⊆ A
}
.
We denote it by dH(A, B).
Definition 4.3 Let (A~)~∈I and (B~)~∈I be families of uniformly bounded subsets of
Rn, where I ⊂ (0, 1] is a set which accumulates at 0.
• Fix N ∈ N. We say that
A~ = B~ +O(~N )
if there exists a constant C > 0 such that dH(A~, B~) 6 C~N for every ~ ∈ I.
• We say that
A~ = B~ +O(~∞)
if dH(A~, B~) = O(~N ) for every N ∈ N∗.
• Let A0 ⊂ Rn. We say that A0 is a Hausdorff limit of (A~)~∈I if
lim
~→0
dH(A~, A0) = 0.
Remark 4.1 Let (A~)~∈I be a family of uniformly bounded subsets of Rn. The limit
set of (A~)~∈I is always a compact subset A0 ⊂ Rn, and then A0 is a Hausdorff limit
of (A~)~∈I . Conversely, if a compact set A0 is a Hausdorff limit of (A~)~∈I , then it
coincides with the limit set of (A~)~∈I .
537
A´. Pelayo, S. Vu˜ Ngo. c Spectral limits of semiclassical commuting self-adjoint operators
Figure 2: The figure depicts the semiclassical joint spectrum of the Quantum Spherical
Pendulum for the following values of the Planck constant: ~ = 0.7, 0.5, 0.3, 0.05, 0.02.
As ~ → 0, the semiclassical joint spectrum fills the inside of the red curve, which is
the boundary of the classical spectrum of the system; this gives an illustration of the
convergence stated in Theorem 4.1. Notice that, in this figure, the joint spectrum is
quite well behaved, because the operators form a completely integrable system. In
this case, the joint spectrum is locally diffeomorphic to a lattice, as predicted by the
Bohr-Sommerfeld rules, see [40], and in fact much more than the classical spectrum
can be recovered from the joint spectrum; see for instance [5, 26].
The following is the main theorem of this paper, which in some cases strengthens
previously known theorems (for instance in the case of Berezin-Toeplitz operators,
and certain classes of pseuodifferential operators).
Theorem 4.1 Let (T1, . . . , Td) be a family of pairwise commuting self-adjoint semi-
classical operators in the sense of Definition 2.3. Then the limit set of the joint
spectrum of (T1, . . . , Td) is the classical spectrum of (T1, . . . , Td).
Proof. Let µj be the spectral measure of Tj , and let µ = µ1 ⊗ · · · ⊗ µd be the joint
spectral measure of (T1, . . . , Td) on Rd. For any c = (c1, . . . , cd) ∈ Rd, let ϕc : Rd → R
be defined by
ϕc(x1, . . . , xd) :=
d∑
i=1
(xi − ci)2.
Then
ϕc(T1, . . . , Td) =
∫
Rd
ϕc(x)dµ(x) =
∫
R
td((ϕc)∗µ)(t)
The last equality implies that the spectrum of ϕc(T1, . . . , Td) is the support of (ϕc)∗µ.
Now from Axioms (Q1) and (Q5), the principal symbol of ϕc(T1, . . . , Td) is
ϕc(f1, . . . , fd) = ‖F − c‖2
where fi is the principal symbol of Ti. We see that c ∈ F (M) if and only if
inf ϕc(f1, . . . , fd) = 0. By Lemma 2.1,
inf
M
ϕc(f1, . . . , fd) = lim~→0
inf Spec(ϕc(T1, . . . , Td)). (4.1)
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We have Spec(ϕc(T1, . . . , Td)) = supp((ϕc)∗µ). Since ϕc is continuous,
supp((ϕc)∗µ) = ϕc(supp(µ)). (4.2)
Assume that c is not in the limit set of the joint spectrum of (T1, . . . , Td). Thus
there is a small ball around c which is disjoint from JointSpec(T1, . . . , Td) for ~ small
enough, which implies that there is some constant  > 0 such that
inf(ϕc(JointSpec(T1, . . . , Td))) > .
Since JointSpec(T1, . . . , Td) = supp(µ) , we get in view of (4.2) that
inf(supp((ϕc)∗µ)) > .
Therefore, by Equation (4.1), we get that
inf
M
ϕc(f1, . . . , fd) > .
Hence c 6∈ F (M), which says that F (M) is contained in the limit set of the joint
spectrum.
In fact, all converse implications hold true, which proves the reverse inclusion and
hence the theorem. 
Theorem 4.1 shows that the classical spectrum can be recovered from the quantum
joint spectrum. In the case of Berezin-Toeplitz operators, this generalizes a result
of [31], where the convexity of the classical spectrum was required. For classes of
pseudodifferential operators for which Axiom (Q5) does not hold, we cannot apply
Theorem 4.1; however, the convex case holds, as we recall below.
Remark 4.2 We want to emphasize that axiom (Q5), while seemingly simple and
quite close indeed to axiom (Q4), gives in fact a great advantage in the form of a
rudimentary (polynomial) functional calculus. We conjecture that the strong conclu-
sion of Theorem 4.1, compared to Theorem 4.2 below, could not be obtained by axioms
(Q1–Q4) alone.
In what follows we work with ~-pseudodifferential operators which are not neces-
sarily bounded (see Section 2.2).
Theorem 4.2 ([31]) Let X be either Rn, or a closed manifold. Let (T1, . . . Td) be a
family of pairwise commuting self-adjoint semiclassical ~-pseudodifferential operators
on X whose symbols mildly depend2 on ~. Let S ⊂ Rd be the classical spectrum of
(T1, . . . , Td). Suppose that S is a convex set. Then:
2See Proposition 2.1
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• from JointSpec(T1, . . . , Td) one can recover S;
• if moreover each Ti, 1 6 i 6 d, is bounded, then S is the Hausdorff limit, as
~→ 0, of Convex Hull(JointSpec(T1,~, . . . , Td,~)).
For further discussion on these results see [31, 30]. Notice that all the results
presented in this paper strongly rely on the self-adjointness of the operators, which
ensures a stable behaviour of the spectrum as ~ → 0. For general non-selfadoint
operators, for which there is considerable recent interest (see [38, 36, 37]), similar
results can probably be obtained for the semiclassical pseudo-spectrum instead of
the spectrum, but to the authors knowledge, this has never been studied in the case
of commuting operators. On the other hand, for non-selfadjoint operators that are
normal, the stability of the spectrum is expected to hold, see for instance [27].
4.2. The completely integrable case
Let (M, ω) be a 2n-dimensional symplectic manifold. Given a smooth function
f : M → R, we define the Hamiltonian vector field Xf induced by f on M by
ω (Xf , ·) = − df.
This differential equation (or rather, system of differential equations) is known as
Hamilton’s equation.
Definition 4.4 A classical integrable system on (M, ω) is given by a smooth Rn-
valued map
F := (f1, . . . , fn) : M → Rn
such that each component function fi is constant along the flow of the vector field
Xfj generated by the component fj, for all i, j, and the vector fields Xf1 , . . . ,Xfn are
linearly independent almost everywhere.
The first of the conditions in Definition 4.4 can be rephrased as
{fi, fj} = 0
for all i, j, where
{fi, fj} := ω(Xfi ,Xfj )
are the so called Poisson brackets of fi and fj ; in this case we say that fi and fj
are in involution. The integer n (half the dimension of M) in this definition is the
largest integer for which the conditions of the definition hold: that is, there is no set
of functions
f1, . . . , fk,
with k > n which satisfies the conditions above and it is in this sense that the word
“integrable system” is used.
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Remark 4.3 The symplectic theory of finite dimensional integrable Hamiltonian sys-
tems relies on several fundamental results. Liouville-Mineur-Arnold’s action-angle
theorem [29, 1] is one of the fundamental pieces of the modern theory of integrable
systems. Duistermaat [15] described the obstruction to the existence of global-action
coordinates in 1980, and this was the starting point of the global symplectic theory
of integrable systems. Eliasson [19, 18] proved in the 1980s a major theorem on
the linearization of smooth non-degenerate singularities of integrable systems, which
continues to be one of the foundational and most useful results of the subjects; the ma-
jority of (but not all) results known to date about the general structure of integrable
systems, assume that the singularities are non-degenerate.
In the 1980s the global classification of toric integrable systems of Atiyah, Guillemin-
-Sternberg, and Delzant opened up the doors and served as inspiration to many au-
thors working on global symplectic invariants of integrable systems. Our next goal
is to define toric integrable systems, and the natural transformations between them,
and state the classification in the work of Atiyah, Guillemin-Sternberg and Delzant.
Let (M,ω) be a 2n-dimensional symplectic manifold. A smooth map
F := (f1, . . . , fn) : M → Rn
on (M,ω) is a momentum map for a Hamiltonian n-torus action if each of the Hamil-
tonian flows
tj 7→ ϕtjfj
of the vector fields Xfj is periodic of period 1, and all of them pairwise commute, that
is,
ϕ
tj
fj
◦ ϕtifi = ϕtifi ◦ ϕ
tj
fj
so that they define an action of the torus Rn/Zn.
Definition 4.5 We say that a momentum map for a Hamiltonian n-torus action
is a toric integrable system, or simply a toric system, if in addition the following
conditions hold:
• the manifold M is closed and connected;
• the action of the torus Rn/Zn is effective.
The natural transformations between toric integrable systems preserve the toric
and the symplectic structure simultaneously, they are precisely given by the following.
Definition 4.6 Two toric systems (M,ω, F ) and (M ′, ω′, F ′) are isomorphic if there
exists a symplectomorphism ϕ : (M,ω)→ (M ′, ω′) such that ϕ∗F ′ = F.
Atiyah and Guillemin-Sternberg proved the following influential result (in fact
their result applied to much more general momentum maps given by an m-tuple on
a 2n-manifold, where n is not necessarily equal to m and the induced toral action is
not necessarily effective):
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Theorem 4.3 ([2, 22]) The image F (M) of a toric system F : M → Rn is a convex
polytope in Rn.
The set of fixed point (also called elliptic points) of the induced Rn/Zn-action is
a collection of symplectic submanifolds of M , and its image under F gives a finite
collection of points
p1, . . . , pk ∈ Rn k > 1.
The convex polytope in Theorem 4.3 is precisely the set
∆ = Convex Hull({p1, . . . , pk}).
Shortly after Atiyah and Guillemin-Sternberg proved their theorem, Delzant proved
a converse type result, hence giving a classification of toric systems.
Theorem 4.4 ([13]) The image F (M) of a toric system F : M → Rn is a Delzant
polytope (i.e. rational, simple, and smooth). Moreover, (M,ω, F ) is classified, up to
isomorphisms, by F (M).
Theorem 4.4 was generalized in [32, 33] to a class of systems f1, f2 on four dimen-
sional manifolds, called semitoric systems, in which only f1 is required to generate a
periodic flow.
Definition 4.7 A quantum integrable system is given by a collection of n commuting
semiclassical self-adjoint operators
T1 := (T1,~)~∈I , . . . , Tn := (Tn,~)~∈I
whose principal symbols form a classical integrable system on M .
Definition 4.8 A quantum integrable system T1, . . . , Tn on (M, ω) is toric if the
principal symbols of T1, . . . , Tn are a toric system.
Remark 4.4 It is known that not every symplectic manifold has a complex structure
or a prequantum line bundle. In the case of toric integrable systems, the situation is
better. A toric integrable system does admit a compatible complex structure, which is
however not unique. Suppose that F : M → Rn is the momentum map and let
∆ := F (M)
be its image in Rn, which is a convex polytope (by Theorem 4.3), say with vertices
p1, . . . , pk.
Then the system is prequantizable if and only if there is a constant ` ∈ Rn such that
p1 + `, . . . , pk + ` ∈ 2piZn.
If this holds, the prequantum line bundle is in fact unique, up to isomorphisms.
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In the case of Berezin-Toeplitz quantization, it is remarkable that the joint spec-
trum of a toric system can be completely described, as follows.
Theorem 4.5 ([5]) Let T1, . . . , Tn be a Berezin-Toeplitz quantum toric system on a
closed manifold M . Then
JointSpec(T1, . . . , Tn) = g
(
∆ ∩
(
v +
2pi
k
Zn
)
; k
)
+O(k−∞)
where:
• the set ∆ ⊂ Rn is the convex polytope F (M) in the Atiyah-Guillemin-Sternberg
theorem (Theorem 4.3);
• the point v ∈ Rn is any vertex of ∆;
• g(·; k) : Rn → Rn admits a C∞-asymptotic expansion
g(·; k) = Id + k−1g1 + k−2g2 + · · ·
where each gj : Rn → Rn is a smooth function.
Moreover, if the spectral parameter k is large enough then the multiplicity of the
eigenvalues of
JointSpec(T1, . . . , Tn)
is precisely equal to 1, and and there is δ > 0 such that if ν is an eigenvalue then the
ball B(ν, δ/k) centered at ν or radius δ/k contains precisely only the eigenvalue ν.
As an immediate consequence of this theorem, we have the following.
Corollary 4.1 Let T1, . . . , Tn be a quantum toric system on a closed manifold M .
Then the joint spectrum of T1, . . . , Tn modulo O(1/k) determines the classical inte-
grable system given by principal symbols, up to isomorphisms.
A quicker alternative proof of Corollary 4.1 was given in [31], and it also follows
(in the same way as therein) from Theorem 4.1. Indeed, Theorem 4.1 implies that
from the joint spectrum one can recover F (M). But we know that F (M) = ∆ is
the Delzant polytope of the system. Since, by Delzant’s theorem 4.4, the polytope is
enough to reconstruct the manifold and the moment map F , it follows that the joint
spectrum completely determines the classical system. 
To conclude, let us mention that an interesting consequence of the proofs of these
results is that any classical toric system can be quantized.
Corollary 4.2 ([5]) There exists a quantization of any classical toric integrable sys-
tem. That is, given a classical toric system there is a quantum toric system whose
principal symbols are precisely those given by the classical toric system.
543
A´. Pelayo, S. Vu˜ Ngo. c Spectral limits of semiclassical commuting self-adjoint operators
We do not know whether a similar statement holds for more general classes of
completely integrable systems. In the analytic case, an algebraic obstruction was
constructed in [20].
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ABSTRACT
In this note I study the twisted Alexander polynomial of a hyperbolic knot,
twisted by a lift of the holonomy representation in SL2(C). Dunfield, Friedl,
and Jackson conjectured that its degree is 4g − 2, where g is the genus of the
knot. Here I prove that its degree is at least 2, hence it is nontrivial.
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1. Introduction
Let K ⊂ S3 be a knot and let ρ : pi1(S3 \ K) → SLn(F) be a representation of the
fundamental group of its complement, where F denotes a field. Wada [22] and Lin
[12] defined the twisted Alexander polynomial of K and ρ:
∆ρ(t) ∈ C[t±1],
which is well defined up to multiplication by a factor ±tn. Conjugate representations
yield the same twisted polynomial. When ρ is trivial, one gets the usual (untwisted)
∗Author partially supported by project MTM2012-34834
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Alexander polynomial. Its degree can be defined after taking care of the indeterminacy
of the multiplying factor ±tn:
deg(∆ρ) = sup{|m− n| | ∆ρ(t) =
∑
i
ait
i, am, an 6= 0}.
A Seifert surface is an orientable, compact, and embedded surface S ⊂ S3 such
that ∂S = K. The genus of the knot is the minimal genus of a Seifert surface:
g = g(K) = min{genus(S) | S is a Seifert surface for K}.
The following upper bound is well known:
deg(∆ρ) ≤ n(2g − 1),
(where n is the dimension of the representation ρ : pi1(S
3 \ K) → SLn(F)) with
equality when the knot is fibered, see for instance [5, 13, 7]. In general the equality
is not reached.
This paper focuses on hyperbolic knots. The holonomy representation of its (com-
plete) hyperbolic structure
pi1(S
3 \K)→ Isom+(H3) ∼= PSL2(C) = SL2(C)/{±Id}
lifts to a representation [9, 4, 19]
ρ : pi1(S
3 \K)→ SL2(C).
A choice of such lift is equivalent to the choice of a spin structure [4, 14], so there are
two possible choices: if ρ is a lift, then the other one is (−1)abρ, where
ab : pi1(S
3 \K)  Z
denotes the abelianization map. The corresponding twisted Alexander polynomials
differ by a change of sign of the variable:
∆(−1)abρ(t) = ∆ρ(−t).
In particular, they have the same degree.
In [6], Dunfield, Friedl, and Jackson computed this polynomial for all hyperbolic
knots up to 15 crossings, and stated the following conjecture.
Conjecture 1.1 [6] Let K ⊂ S3 be a hyperbolic knot and ρ : pi1(S3 \K) → SL2(C)
a lift of the hyperbolic holonomy. Then
deg(∆ρ) = 2(2g − 1).
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Agol and Dunfield recently proved it for a large class of knots [1], but I am not
aware of anybody that has proved that it is nontrivial in general. This is the purpose
of this note:
Theorem 1.2 Let K ⊂ S3 be a hyperbolic knot and ρ : pi1(S3 \K) → SL2(C) a lift
of the hyperbolic holonomy. Then
deg(∆ρ) ≥ 2.
In particular ∆ρ is nontrivial.
The proof applies to other representations ρ : pi1(S
3 \K)→ SL2(C), provided that
ρ satisfies three properties: 1) ρ is acyclic, see Section 2, 2) the restriction of ρ to
the Seifert surface is irreducible, and 3) the trace of the longitude is not 2. All these
properties of course hold for a lift of the holonomy (the trace of the longitude is −2
[3, 15]).
In this note I provide a proof of Theorem 1.2 using linear algebra. More precisely,
I show first that the degree of the twisted Alexander polynomial can be computed
from the rank of a map between cohomology with twisted (complex) coefficients. This
twisted cohomology is equipped with a symmetric bilinear form, and the image of the
relevant map is Lagrangian. Then the argument is based on elementary properties
of the geometry of Lagrangian subspaces of C2n. Unfortunately, this argument will
never yield a proof of the conjecture, as it does not use the fact that the genus is
minimal.
The paper is organized as follows. Section 2 recalls the definitions of twisted
cohomology and twisted Alexander polynomial, and the fact that it can be viewed as
a Reidemeister torsion. Section 3 is devoted to the relation between the degree and
the rank of some maps in twisted cohomology, related to the Seifert surface. The basic
properties of the bilinear form on twisted cohomolgy are explained in Section 4 and
the discussion on Lagrangian spaces in Section 5. Finally the proof of Theorem 1.2
is given in Section 6.
2. Twisted polynomials
Let M = S3 \K denote the knot complement. Given a representation
ρ : pi1(M)→ SL2(C),
consider the cohomology of M with coefficients twisted by ρ. It is defined using either
de Rham or simplicial cohomology. In the de Rham setting, one constructs the bundle
E(ρ) = M˜ × C2/pi1(M),
where pi1(M) acts on the universal covering M˜ by deck transformations and on C2 via
ρ. Then the twisted cohomology is the cohomolgy of differential forms valued on this
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bundle, namely the cohomology of the complex Ω(M,E(ρ)) = Γ(Λ∗(T ∗M⊗E(ρ)) with
the usual differential. In the simplicial setting, one considers a simplicial complex X
with underlying manifold the exterior of the knot S3\N (K). Then the chain complex
considered is
C∗(X; ρ) = hompi1(M)(C∗(X˜,Z),C
2)
where pi1(M) acts on the simplicial chains on the universal covering by deck transfor-
mations and on C2 via ρ. Here hompi1(M) means pi1(M)-equivariant linear homomor-
phisms. This cohomology will be denoted by
H∗(M ; ρ).
Similarly, one defines the homology H∗(M ; ρ).
It is known by [15] that if ρ is a lift of the holonomy, then it is acyclic, namely
that
H∗(M ; ρ) = H∗(M ; ρ) = 0.
Acyclicity is not essential for the definition of twisted Alexander polynomial, but it
simplifies the definition and will be used in the proof of the theorem. So in what
follows I restrict to ρ acyclic.
To define twisted Alexander polynomials, one considers the infinite cyclic covering
of M
Z→M∞ →M,
so that there is an action of Z on H∗(M∞; ρ) and on H∗(M∞; ρ), again by deck
transformations. By letting t denote the generator of Z, the (co-)homology groups
H∗(M∞; ρ) and H∗(M∞; ρ) can be viewed as C[t±1]-modules, where C[t±1] denotes
the ring of Laurent polynomials. Since ρ is acyclic, it can be proved that Hi(M∞; ρ) =
Hi(M∞; ρ) = 0, except for i = 1 [20, 17]. In addition, H1(M ; ρ) is a C[t±1]-torsion
module, and the twisted Alexander polynomial is defined as the order of this module
[20]. In other words, since C[t±1] is a PID, one may write
H1(M∞; ρ) ∼= C[t±1]/∆1(t)⊕ · · · ⊕ C[t±1]/∆k(t).
Definition For M and ρ as above, the twisted Alexander polynomial is the product
∆ρ(t) = ∆1(t) · · ·∆k(t),
which is well defined up to a factor c tk, with c ∈ C∗ and k ∈ Z.
Notice that the indeterminacy factors are precisely the units in C[t±1]. The defi-
nition given by Wada has only ±tk as indeterminacy.
In [18] Milnor proved that the untwisted Alexander polynomial is a Reidemeister
torsion. This was generalized by Kitano in [11] for twisted Alexander polynomials. I
am not going to define Reidemeister torsion here, just use its properties. The main
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references for that are [16, 20, 21]. To view the twisted Alexander polynomial as a
Reidemeister torsion, I need to consider the abelianization map
ab : pi1(M)→ pi1(M)/[pi1(M), pi1(M)] ∼= Z,
the corresponding polynomial representation
ϕ : pi1(M) → C[t±1]
γ 7→ tab(γ)
and the tensor product:
ρ⊗ ϕ : pi1(M)→ SL2(C)⊗ C[t±1] ⊂ GL2(C[t±1]).
The Reidemeister torsion is denoted by
τ(M ; ρ⊗ ϕ) ∈ C[t±1]
and it is defined up to multiplication by a factor tk (there is no indeterminacy of
elements in C∗, nor sign indeterminacy). Usually the torsion is an element in the field
C(t), but here it belongs to the ring C[t±1]. By Kitano’s theorem [11]
∆ρ(t) = τ(M ; ρ⊗ ϕ). (2.1)
3. Twisted cohomology of the Seifert surface
Let S ⊂ S3 be a Seifert surface, namely an embedded orientable and compact surface
with boundary ∂S = K. Let S˙ denote its interior, so that it embeds in the knot
complement M = S3 \K. Let’s cut off the knot complement along S˙:
N = (S3 \K) \ N (S˙),
where N (S˙) stands for an open tubular neighborhood of S˙. The manifold N is not
compact, it can be compactified by adding the knot K:
N = N ∪K.
The boundary of N has two components parallel to S˙:
∂N = S˙− ∪ S˙+.
Its compactification is a parallel copy of the Seifert surface S± = S˙± ∪ K. Let us
also consider the closed surface
F = S− ∪ S+ ∪K = S+ ∪∂ S−
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that has twice the genus of S and satisfies ∂N = F .
From now on ρ denotes a lift of the holonomy. So the restriction ρ|pi1(S) is a faithful
representation and therefore it is irreducible, namely C2 has no proper invariant
subspace. In particular 0 is the only element of C2 fixed by ρ, so
H0(S; ρ) = 0, (3.1)
cf. for instance [2]. Therefore, since S has the homotopy type of a 1-complex and
genus g,
Hi(S; ρ) = 0, for i 6= 1, (3.2)
and
dimH1(S; ρ) = −χ(S) · dimC2 = 4g − 2. (3.3)
Then, since H∗(M ; ρ) = 0, a Mayer-Vietoris argument yields:
dimHi(N ; ρ) =
{
0 for i 6= 1
4g − 2 for i = 1 (3.4)
The main result of this section is the following lemma.
Lemma 3.1 Let i∗± : H
1(N) → H1(S˙±) denote the natural maps induced by inclu-
sion. Then
deg(∆ρ) = rank(i
∗
+) + rank(i
∗
−)− (4g − 2).
Proof. The proof is based on the Mayer-Vietoris exact sequence applied to the pair
U = N and V = N (S) ∼= S × [−1, 1], a closed tubular neighborhood of S˙ in M , so
that U ∪ V = M and U ∩ V = S+ unionsq S−. I shall consider the cohomology and the
torsion twisted by ρ ⊗ ϕ, and in this proof, in order to compute this torsion, I work
with the field C(t), not the ring C[t±1].
Notice that in each of the spaces U , V and U ∩ V , the representation ab, and
therefore ϕ, is trivial. Hence H∗(U ; ρ ⊗ ϕ) ∼= H∗(U ; ρ) ⊗ C(t), and similarly for V
and U ∩V . In particular, the Reidemeister torsion τ(U ; ρ⊗ϕ) is a trivial polynomial,
and so is for V and the components of U ∩ V . By (3.2), (3.3), and (3.4), the only
nontrivial map of the long exact sequence in cohomology is
(H1(S˙+; ρ)⊗C(t))⊕(H1(S˙−; ρ)⊗C(t))→ (H1(N ; ρ)⊗C(t))⊕(H1(S˙; ρ)⊗C(t)) (3.5)
Now, since the Reidemeister torsion is a trivial polynomial for N and S˙±, Milnor’s
formula [16] for the torsion of long exact sequences says that τ(M ; ρ⊗ϕ) is the deter-
minant of the map (3.5), provided one has a coherent choice of basis in cohomology
(which in this case does not matter, as the torsions for N and S˙± are units in C[t±1]
and I just care about the degree of the polynomials). After a choice of base points
for the fundamental groups, (3.5) can be written as a matrix:(
i∗+ i
∗
−
t· id
)
, (3.6)
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where id denotes the identity and t· multiplication by t (i∗+ and id are the identity on
the factor C(t)). Therefore
∆ρ = det(i
∗
+ − t · i∗−) (3.7)
up to multiplication by a unit in C[t±1]. The lemma follows from (3.7) and from
dimH1(S; ρ) = 4g − 2. 
Lemma 3.1 explains the upper bound on the degree of ∆ρ and why it is maximal
for a fibered knot, because then N is the product of S± with an interval and the
inclusions i± are homotopy equivalences. The aim of the rest of the paper is to prove
that rank(i∗±) ≥ 2g.
4. A bilinear product in cohomology
There is a nondegenerate and symmetric bilinear product on H1(∂N ; ρ), due to Gold-
man [8]. Recall that ∂N = F = ∂N ∪K. This bilinear product is combination of the
usual wedge product and a nondegenerate ρ-invariant bilinear product on C2. More
precisely, the determinant induces an antisymmetric bilinear paring in C2 which is
SL2(C)-invariant
C2 × C2 → C(
a
b
)
⊗
(
c
d
)
7→ det
(
a c
b d
)
.
Combined with the antisymmetric cup product in cohomology (i.e. the wedge of differ-
ential forms when working with de Rham cohomology) it yields a symmetric bilinear
product
H1(F ; ρ)×H1(F, ρ)→ H2(F,C) ∼= C. (4.1)
This is a perfect pairing (nondegenerate). In fact, it can be used in general to prove
Poincare´ duality with twisted coefficients. It will be useful to restrict it to S±.
Lemma 4.1 The inclusion induces an isomorphism
H1(S, ∂S; ρ) ∼= H1(S; ρ).
Proof. Since ∂S = K is represented by the longitude l ∈ pi1(S) ⊂ pi1(M), up to
conjugation
ρ(l) = −
(
1 1
0 1
)
[3, 15]. The minus sign is relevant, as this implies that this matrix has no fixed
vectors in C2 other than zero. Therefore H0(S; ρ) = 0 and, by Euler characteristic,
H∗(S; ρ) = 0. Then the lemma follows from the long exact sequence of the pair
(S, ∂S). 
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Lemma 4.1 allows to define again a nondegenerate a bilinear pairing
H1(S; ρ)×H1(S; ρ) ∼= H1(S; ρ)×H1(S, ∂S; ρ)→ H2(S, ∂S;C) ∼= C. (4.2)
Lemma 4.2 a) The inclusions S± ⊂ F induce an isomorphism with the orthogo-
nal sum for the pairing:
H1(F ; ρ) ∼= H1(S+; ρ) ⊥ H1(S−; ρ).
In addition the restriction to each factor is the pairing (4.2).
b) Let σ : H1(S±; ρ)→ H1(S∓; ρ) denote the map induced by the identification of
S± with S. If B± denotes the bilinear form on H1(S±; ρ), then
σ∗B± = −B∓.
Proof. For the first assertion, the direct sum is proved using the Mayer-Vietoris exact
sequence for the pair (S+, S−). Notice that in the proof of Lemma 4.1 it is shown
that H∗(S+∩S−; ρ) = H∗(∂S; ρ) = 0. Orthogonality of the sum and the fact that the
restriction to each factor is the pairing (4.2) follow from naturality of the construction
of the product, using for instance de Rham cohomology and wedge product of forms.
This proves assertion a).
For assertion b), notice that S˙+ and S˙− are identified with opposite orientation
and that H2(S, ∂S;C) occurs in the construction of the bilinear product (4.2).

The following result is well known. Combined with the previous orthogonal de-
composition it is a key tool for the argument.
Lemma 4.3 The image of H1(N¯ ; ρ)→ H1(F ; ρ) is an isotropic subspace of maximal
dimension (i.e. a Lagrangian subspace).
Proof. As this is well known, I just sketch the proof. It is based on the fact that in
the long exact sequence of the pair the following two maps are dual:
H1(N ; ρ)
i∗→ H1(F ; ρ) θ→ H2(N,F ; ρ).
Duality means that there is a similarly defined bilinear pairing
H1(N ; ρ)×H2(N,F ; ρ)→ H3(N,F ;C)
satisfying
〈i∗(a), b〉F = 〈a, θ(b)〉N¯ , ∀a ∈ H1(N ; ρ), b ∈ H1(F ; ρ),
where 〈, 〉F and 〈, 〉N¯ denote the corresponding bilinear products. Then the lemma
follows easily form this formula and nondegeneracy. 
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5. Lagrangian subspaces
The previous section, specially Lemma 4.3, justifies to work with Lagrangian sub-
spaces of H1(F ; ρ) ∼= C8g−4 and also of H1(S; ρ) ∼= C4g−2. Consider C2n equipped
with a nondegenerate symmetric bilinear form. The set of all linear Lagrangian sub-
spaces
L2n = {L ⊂ C2n | L is Lagrangian}
is an algebraic variety. Let me quote the following result [10, Section 6.1]:
Proposition 5.1 The variety L2n has two irreducible components. In addition, given
L0 and L1 in L2n,
dim(L0 ∩ L1) ∼= n mod 2
if and only if L0 and L1 belong to the same component.
Notice that this condition on the dimension implies that the irreducible compo-
nents of L2n are disjoint.
Later I will apply Proposition 5.1 to H1(F ; ρ) ∼= C8g−4. Consider in addition an
orthogonal decomposition
C8g−4 ∼= C4g−2 ⊥ C4g−2.
In view of Lemma 4.2, assume that the bilinear form decomposes as
B ⊕−B.
Let σ : C4g−2 → C4g−2 denote the permutation of factors in the orthogonal sum. Set
Seq ={L1 ⊕ L2 ∈ L8g−4 | L1 and σ(L2) belong to the same component of L4g−2},
Sdif ={L1 ⊕ L2 ∈ L8g−4 | L1 and σ(L2) belong to different components of L4g−2}.
Corollary 5.1 The sets Seq and Sdif belong to different components of L8g−4.
Proof. The proof is straightforward from the formula
dim((L1 ⊥ L2) ∩ (L′1 ⊥ L′2)) = dim(L1 ∩ L′1) + dim(L2 ∩ L′2)
for Li, L
′
i ∈ L4g−2, and from Proposition 5.1. 
The corresponding components of L8g−4 are denoted by Leq and Ldif . Let
pi± : H1(S+; ρ)⊕H1(S−; ρ)→ H1(S±; ρ)
denote the projection to each factor.
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Lemma 5.1 Let L ∈ L8g−4 be a Lagrangian subspace such that pi+(L) = H1(S+; ρ)
(or pi−(L) = H1(S−; ρ)). Then L ∈ Leq.
Proof. The restriction of pi+ defines an isomorphism L ∼= H1(S+; ρ). Choose B =
{e1, . . . , e4g−2} a basis for H1(S+; ρ). Then B′ = σ(pi−(pi+(B))) is another basis.
Since L is Lagrangian and the linear form is B+ ⊥ B−, with σ∗B− = −B+, one
has that B′ = A(B) for some A ∈ O(4g − 2,C). In fact, one can always find A ∈
SO(4g − 2,C) so that e′i = A(ei) for i = 1, . . . , 4g − 3 and e′4g−2 = ±A(e4g−2). Since
B+(ei, ej) = −B−(e′i, e′j), the sign indeterminacy can be removed: e′4g−2 = A(e4g−2).
As SO(4g−2,C) is connected, A can be deformed in SO(4g−2,C) to the identity
matrix, hence L ∈ Leq. 
6. Proof of Theorem 1.2
By Lemma 3.1 it suffices to show that rank(i∗±) ≥ 2g, where i∗± : H1(N ; ρ) →
H1(S±; ρ) denote the maps induced by inclusion.
Lemma 6.1 dim ker i∗± ≤ 2g − 1.
Proof. The image i∗∓(ker i
∗
±) is an isotropic subspace of H
1(S∓; ρ) ⊂ H1(F ; ρ). In
addition, i∗∓ is injective on ker(i
∗
±), as (i
∗
+, i
∗
−) : H
1(N¯ ; ρ) → H1(F ; ρ) is injective.
Therefore dim(ker i∗±) = dim(i
∗
∓(ker i
∗
±)) ≤ 12 dimH1(S∓; ρ) = 2g − 1. 
This lemma implies that rank(i∗±) ≥ 2g − 1. So one may assume that rank(i∗+) =
2g − 1 or rank(i∗−) = 2g − 1 and look for a contradiction.
Lemma 6.2 If rank(i∗+) = 2g − 1 then rank(i∗−) = 2g − 1 = dim ker(i∗±).
Proof. dim ker(i∗+) = dimH
1(N ; ρ) − rank(i∗+) = 2g − 1. Chose a complement,
namely a subspace V ⊂ H1(N ; ρ) so that H1(N ; ρ) = ker(i∗+) ⊕ V . Let i : F ⊂ N¯ ,
denote the inclusion. Since i∗ = i∗+ ⊥ i∗− and the image of i∗ is isotropic, then
i∗(V ) ⊥ i∗(ker(i∗+)). As i∗(ker(i∗+)) = i∗−(ker(i∗+)) is a Lagrangian subspace of
H1(S−; ρ), it follows that i∗−(V ) ⊂ i∗−(ker(i∗+)). Namely i∗−(H1(N ; ρ)) = i∗−(ker(i∗+))
and rank(i∗−) = 2g − 1. 
Since H∗(M ; ρ) = 0, a Mayer-Vietoris argument yields
σ(i∗−(H
1(N ; ρ))) ∩ i∗+(H1(N ; ρ)) = 0,
here σ is the map induced by the identification of S+ with S−. Thus, by Proposi-
tion 5.1 and as 2g − 1 is odd, σ(i∗−(H1(N ; ρ))) and i∗+(H1(N ; ρ)) belong to different
components of L4g−2. By Corollary 5.1, i∗(H1(N ; ρ)) ∈ Ldif .
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I’ll find a contradiction by showing that i∗(H1(N ; ρ)) ∈ Leq. The manifold M
can be viewed as the result of gluing N and P = S˙ × [−1, 1] along the boundary.
Notice that the inclusion induces an isomorphism H1(P ; ρ) ∼= H1(S˙ × {±1}; ρ) for
each component of the boundary S˙ × {±1}. In particular Lemma 5.1 applies, hence
the image of H1(P ; ρ) ∼= H1(S˙ × {−1}; ρ) ⊥ H1(S˙ × {+1}; ρ) lies in Leq. Since the
intersection of the image of H1(P ; ρ) with the image of H1(N ; ρ) is trivial and 4g− 2
is even, by Proposition 5.1 they lie in the same component, which is Leq.
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Resumen
In this note we find the orthogonal matrices R,S ∈ M3(R) corresponding to
the clockwise rotation r in R3 around the axis generated by a unit vector u =
(a, b, c)t through an angle α ∈ [0, 2pi), and to the symmetry s in R3 on the
plane perpendicular to u. Matrix S depends on a, b, c and matrix R depends on
a, b, c, cosα and sinα. We show SR = RS.
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Key words: matriz ortogonal; rotacio´n; simetr´ıa; proyeccio´n
En los libros de A´lgebra Lineal al uso a nivel universitario, se encuentran diversos
problemas en el espacio eucl´ıdeo R3 del siguiente tipo:
1. dados la recta E y el a´ngulo α ∈ [0, 2pi), hallar la matriz R de la rotacio´n (o
giro) en R3 alrededor del eje E, de amplitud α y sentido positivo,
2. dado el plano H, hallar la matriz S de la simetr´ıa (o reflexio´n) en R3 sobre H,
donde E, α y H son datos concretos. Llamaremos a estos problemas directos. Bajo
hipo´tesis adecuadas, las matrices R,S resultan ser ortogonales, i.e., R−1 = Rt y
S−1 = St. Asimismo encontramos los problemas inversos: dada la matriz ortogonal
M ∈ M3(R), averiguar si M representa una rotacio´n alrededor de un eje, o una
simetr´ıa, o la composicio´n de las anteriores, indicando en cada caso los elementos
geome´tricos asociados (eje E, amplitud α ∈ [0, 2pi) de la rotacio´n, plano H de la
simetr´ıa, etc.)1
1Podemos hablar tambie´n de rotacio´n de amplitud α ∈ [0, pi] con sentido positivo o negativo.
La equivalencia es clara: la rotacio´n de amplitud α y sentido negativo coincide con la rotacio´n de
amplitud 2pi − α y sentido positivo.
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En esta nota abordamos las preguntas anteriores en general, lo que sirve para
responder tanto problemas directos como inversos. Obtendremos S ∈ M3(F1) y R ∈
M3(F2), para cierta extensio´n de cuerpos
Q ⊆ F ⊆ F1 ⊆ F2 ⊆ R,
donde F es el cuerpo base del problema.
Trabajaremos en un espacio vectorial real V de dimensio´n 3, dotado de un producto
escalar 〈 , 〉 y usaremos siempre bases ortonormales. Las coordenadas de los vectores
de V (respecto de cualquier base) se escribira´n en columna. Para fijar ideas, el lector
puede tomar V = R3 con el producto escalar usual 〈 , 〉, el producto vectorial usual ∧
y la base cano´nica {e1, e2, e3}. Recordemos la conocida igualdad
u ∧ (v ∧ w) = v〈u,w〉 − w〈u, v〉, (1)
cuya demostracio´n (usando coordenadas) es un sencillo ejercicio.
Fijemos una base ortonormal B de V . Sean (a, b, c)t las coordenadas, respecto de
B, de un vector unitario u que genere E (i.e., 〈u, u〉 = a2 + b2 + c2 = 1). Denotemos
por pE la proyeccio´n ortogonal de R3 sobre E. Denotemos por rE,α y sH la rotacio´n
y simetr´ıa descritas ma´s arriba, donde el plano H, de ecuacio´n ax + by + cz = 0, es
precisamente E⊥.
Lema. La matriz de pE respecto de B es
A =
 a2 ab acab b2 bc
ac bc c2
 ∈M3(Q(a, b, c)). (2)
Demostracio´n. Si v ∈ V es un vector arbitrario, sabemos que pE(v) = u〈u, v〉, ya que
u es unitario. Por tanto, si las coordenadas de v respecto de B son (x, y, z)t, tenemos
pE(v) =
 ab
c
 (a, b, c)
 xy
z
 = A
 xy
z
 .

Teorema. La matriz de rE,α es
R = I + (senα)B + (cosα− 1)(I −A) ∈M3(Q(a, b, c, cosα, senα)), (3)
y la matriz de sE⊥ es
S = I − 2A ∈M3(Q(a, b, c)), (4)
donde I denota la matriz identidad de orden 3 y
B =
 0 −c bc 0 −a
−b a 0
 .
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Demostracio´n. La demostracio´n de (3) requiere varios pasos. Para empezar, observe-
mos que la aplicacio´n gu : V → V tal que v 7→ u ∧ v es lineal. Adema´s, la matriz de
gu respecto de B es B. Comprobamos que −B2 = I −A, lo que significa que
−g2u = id− pE = pE⊥ (5)
ya que las proyecciones sobre E y sobre E⊥ son complementarias. A continuacio´n
veamos que
rE,α = id + (senα)gu + (cosα− 1)pE⊥ , (6)
de donde se deducira´ (3), gracias a (5) y al lema. Escribamos f = id + (senα)gu +
(cosα − 1)pE⊥ y demostremos que f y rE,α actu´an igual sobre los elementos de
cierta base B′ de V . Tomemos cualquier vector unitario v perpendicular a u y sea
B′ = {u, v, u∧ v}. Unos ca´lculos sencillos (usando u∧ (u∧ v) = u〈u, v〉− v〈u, u〉 = −v
a partir de (1)) nos muestran que f(u) = u, f(v) = (cosα)v + (senα)(u ∧ v) y
f(u∧v) = −(senα)v+ (cosα)(u∧v), de donde se sigue la igualdad (6) y, con ella (3).
Ahora tomemos el vector v = h−1(−b, a, 0)t y consideramos la base B′ = {u, v, u∧
v}, donde h = √a2 + b2. La matriz de sE⊥ respecto de B′ es D = diag(−1, 1, 1), ya
que v y u ∧ v son perpendiculares a u. Por tanto, la matriz de sE⊥ respecto de B′ es
S = PDP−1, donde
P =
 a −b/h −ac/hb a/h −bc/h
c 0 h

es matriz ortogonal (i.e., P−1 = P t). Un ca´lculo sencillo proporciona S = PDP t =
I − 2A, que es la expresio´n (4). 
Corolario. Llamemos roto-simetr´ıa a la composicio´n sE⊥ ◦ rE,α = rE,α ◦ sE⊥ . Su
matriz es
SR = RS = S + (senα)B + (cosα− 1)(I −A) ∈Ms(Q(a, b, c, cosα, senα)). (7)
Demostracio´n. Basta ver que rotacio´n y simetr´ıa conmutan, y esto es cierto ya que
SB = B = BS y S(I−A) = I−A = (I−A)S, igualdades de comprobacio´n inmediata.

Observaciones.
1. En (4) tenemos S = I − 2A, de donde se deduce la conocida relacio´n (ver figura
1)
sE⊥ = id− 2pE . (8)
2. El rango de la matriz A es 1 y A no es ortogonal. Se verifica A2 = A = At e
(I−A)2 = I−A. La matriz B es antisime´trica y −B2 = I−A. De aqu´ı se sigue
que las matrices R y S son ortogonales, i.e., RRt = I = SSt = S2.
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3. Los determinantes y las trazas valen detR = 1, detS = det(SR) = −1, trR =
1 + 2 cosα, trS = 1 y tr(SR) = −1 + 2 cosα. Determinante y traza son valores
invariantes de una isometr´ıa de R3, pero NO la caracterizan en general (salvo
que la traza valga 1). En efecto, el determinante nos dice si la isometr´ıa conserva
o invierte la orientacio´n y la traza proporciona el valor cosα. Queda, pues, por
determinar el signo de senα = ±√ 1− cos2 α.
E
E?
pE(v)v
pE?(v)
sE?(v)=v-2pE(v)
0
Figura 1: Simetr´ıa respecto del plano perpendicular a la recta E.
Ejemplo. Una matriz ortogonal sencilla (pero no trivial) es
M =
1
pq
 p q 1p −q 1
p 0 −2
 ∈M3(F ),
donde p =
√
2 y q =
√
3 y F = Q(p, q) es el cuerpo base. Como MM t = I y detM = 1,
sabemos que M representa una rotacio´n alrededor de un eje E. Vamos a hallar un
vector unitario u = (a, b, c)t que genere E y la amplitud de giro α ∈ [0, 2pi) en sentido
positivo. Ciertos ca´lculos proporcionan
a =
p+ q
n
, b =
2− p− q + pq
n
, c =
1
n
,
con n =
√
21− 10p− 8q + 8pq. Como la traza es invariante sabemos, por la observa-
cio´n 3, que
1 + 2 cosα = trM =
−2 + p− q
pq
= −p
2
+
q
3
− pq
3
,
de donde
cosα = −1
2
− p
4
+
q
6
− pq
6
, senα = ±
√
1− cos2 α = ±pqr
12
,
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con r =
√
9− 2p− 2pq. Sustituimos estos valores en (3) y obtenemos la igualdad
M = R cuando el signo del seno es NEGATIVO, i.e., senα = −pqr/12. Conocidos
senα y cosα, deducimos que α ∈ (pi, 2pi/3); concretamente α ' 193◦20′.
Los libros de texto suelen usar otro procedimiento para calcular α. Hallan la
amplitud
α = arc cos
(
−1
2
− p
4
+
q
6
− pq
6
)
,
que tiene DOS soluciones, α1, α2 ∈ [0, 2pi), con α1 ≤ α2 = 2pi−α1. Luego determinan,
mediante algu´n argumento geome´trico, si α = α1 o´ α = α2. En cambio, nuestro
razonamiento se ha basado en las fo´rmulas (3), (4) y (7), trabajando en la extensio´n
algebraica Q(p, q, n, r) del cuerpo base Q(p, q). En nuestro caso tenemos cosα '
−0,973126, senα ' −0,230270 y α = α2 ' 193◦20′.
Agradecimientos. He tomado la matriz R (as´ı como su obtencio´n) de la parte debida a
Roger C. Alperin en el libro [1], p. 113–114. Recomiendo vivamente este texto a todos
los profesores universitarios de Algebra Lineal: en el encontrara´n verdaderas joyas.
Referencias
[1] D. Carlson et al. (eds.): Linear algebra gems. Assets for undergraduate mathematics.
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Resumen
Philip II and his architect Juan de Herrera had the idea of perpetuating in El
Escorial a special worship to the Mathematics and test of it is the construction
of the Library of the Monastery.
2010 Mathematics Subject Classification: 01
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1. Introduccio´n
El Monasterio de San Lorenzo de El Escorial es hoy eje geogra´fico y espiritual de
Espan˜a, convertido en polo de peregrinacio´n para todos los interesados en calar las
esencias de nuestra historia y de nuestra cultura. No se puede estudiar la edad de Oro
espan˜ola sin que la presencia de El Escorial irradie desde el horizonte, con los guin˜os de
una Espan˜a que pretendio´ ser eterna y que casi lo consiguio´. El Escorial es la expresio´n
de la razo´n geome´trica y del estudio minucioso de todos los detalles arquitecto´nicos,
art´ısticos y litu´rgicos. Felipe II y su arquitecto Juan de Herrera tuvieron la idea de
perpetuar en El Escorial un culto especial a la matema´tica y prueba de ello es la
construccio´n de la Biblioteca.
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2. Felipe II, defensor e impulsor de las matema´ticas
El rey Felipe II fue disc´ıpulo de Juan Mart´ınez Sil´ıceo, uno de los matema´ticos
ma´s prestigiosos de la Espan˜a de la primera mitad del siglo XVI. En cuanto a sus
ideas filoso´ficas, fue un ardiente defensor y divulgador de las teor´ıas de Raimon Llull.
Durante su reinado, y en lo concerniente a la ciencia, fue un personaje abierto a todo
el saber cient´ıfico y un gran defensor del estudio de las Matema´ticas y prueba de ello
es que decidio´ instituir una Academia de Matema´ticas en Madrid.
Felipe II y Juan de Herrera
Juan de Herrera, el gran colaborador de Felipe II, nacio´ en Mobella´n, estudio´
en la Universidad de Valladolid y siguiendo a Carlos I recorrio´ Flandes e Italia. En
1.556 volvio´ a Espan˜a acompan˜ando a Carlos I en su retiro a Yuste, hasta su muerte
en 1.558. En este momento Juan de Herrera se incorpora a la corte de Felipe II y
es enviado a Alcala´ de Henares para disen˜ar las figuras geome´tricas del Libro de los
Saberes, de Alfonso X el Sabio. En 1.562 entra al servicio de Juan Bautista de Toledo,
director de la construccio´n del Monasterio de El Escorial.
En 1.567 muere Juan Bautista de Toledo y en virtud de la fama adquirida como
hombre esmerado en la realizacio´n de figuras geome´tricas, se le encarga la direccio´n en
la continuacio´n de las obras de El Escorial. Los descubrimientos de Juan de Herrera
de ma´quinas y gru´as, suponen una ayuda inestimable para la construccio´n de tan
impresionante obra.
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El desarrollo de su actividad como arquitecto, viene marcado por la Geometr´ıa.
Toda su obra es de traza geome´trica. Sus contempora´neos le estimaron en gran manera
y dijeron de e´l que era un gran matema´tico.
3. La Biblioteca de El Escorial
La prueba concluyente de que en la concepcio´n por Felipe II, y en la ejecucio´n
por su arquitecto Juan de Herrera, preside la idea de perpetuar en El Escorial un
culto especial a la Matema´tica, como parte integrante de la cultura cient´ıfica, es la
Biblioteca. Haciendo un ana´lisis de la ornamentacio´n, resulta evidente la correlacio´n de
la simbolog´ıa con esta idea. En la amplia bo´veda, pueden observarse cuatro gigantescas
matronas, que simbolizan la Aritme´tica, la Mu´sica, la Geometr´ıa y la Astronomı´a.
En las ramas laterales se encuentran las figuras de Terentino, Pita´goras, Jenofonte,
Arqu´ımedes, Jordano Nemorario, Sacrobosco y Regiomontano, con algu´n que otro
mu´sico y los astro´nomos, tan relacionados con la Geometr´ıa, Ptolomeo y Alfonso X el
Sabio. En los pan˜os inferiores se representan escenas histo´ricas, plenas de simbolismo
matema´tico: Salomo´n proponiendo enigmas ante un peso de balanza, una regla y un
a´baco. Arqu´ımedes absorto en una demostracio´n geome´trica, se desentiende de los
soldados romanos que le amenazan de muerte. Toda la ornamentacio´n es, como se
puede observar, un homenaje a la Matema´tica. La Biblioteca del Real Monasterio de
El Escorial es una de las mejores de Europa, y sin duda ser´ıa la mejor del mundo si,
en 1.671, un incendio no hubiese destruido ma´s de 4.000 manuscritos; si, en 1.809,
no hubieran entrado las tropas de Napoleo´n, o si no hubieran desaparecido miles de
volu´menes durante el Trienio Liberal (1.820–23). A pesar de todo, la Biblioteca de
El Escorial cuenta con 60.000 volu´menes y cerca de 5.000 manuscritos. Felipe II, el
gran creador de esta biblioteca, fue un ardiente defensor y divulgador de todo el saber
cient´ıfico de su e´poca, prueba de ello es la adquisicio´n de las mejores bibliotecas de
su tiempo con el fin de surtir a la librer´ıa real del Monasterio de El Escorial. Las tres
principales bibliotecas que adquirio´ Felipe II fueron: La Biblioteca de Muley Zadam,
la Biblioteca de Juan de Herrera y la Biblioteca de Paez de Castro.
La Biblioteca que Felipe II funda en El Escorial es la primera renacentista que se
instala en la nacio´n, acorde con las ideas modernistas que sobre estas instituciones
ten´ıa el monarca, adquiridas tanto en las visitas de librer´ıas que vio en sus viajes por
Italia, Alemania, Inglaterra y Pa´ıses Bajos, como por las sugerencias de sus asesores,
expertos asistentes a Bibliotecas extranjeras, en especial el doctor Pae´z de Castro, que
tantos an˜os hab´ıa pasado manejando bibliotecas en Venecia y Roma. Con el fin de
probar la afirmacio´n anterior seguiremos a Teodoro Mart´ın en su libro: “Vida y obra
de Juan Pa´ez de Castro”, editado por la Diputacio´n Provincial de Guadalajara. En e´l
se recoge un memorial que dirigio´ Pa´ez de Castro a Felipe II sobre la importancia de
establecer librer´ıas (Bibliotecas) reales en el reino: Precisamente al seguir D. Felipe el
consejo de Pa´ez, se decidio´ a fundar una de las bibliotecas ma´s selectas de Europa. El
memorial entre otras cosas dec´ıa: ((Tras los libros van los hombres sabios y tras ellos los
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que quieren ser sus disc´ıpulos. Por causa de las Librer´ıas perdieron muchas Naciones
el nombre de ba´rbaras, y muchas Ciudades fueron frecuentadas de los principales
Hombres del Mundo, y se ennoblecieron con Estudios y Universidades. Las librer´ıas
son causa, que se haga amistad, y concordia entre muy diversas Naciones por v´ıa de
letras. No creciera tanto Alexandr´ıa, si, aquella librer´ıa no atraxera tantos Sabios,
que hicieron aquella tan famosa Universidad)).
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4. Principales libros de astronomı´a en la Biblioteca de El Escorial
La ciencia de los astros obtuvo un notable desarrollo en el siglo XVI, con el apoyo
y proteccio´n de Felipe II. El recuerdo de algunos hombres ce´lebres de e´sta e´poca y
sus obras cient´ıficas confirman el progreso de los estudios del mundo celeste.
Andre´s Garc´ıa Ce´spedes escribio´ “Las teor´ıas de los planetas” y propuso a Felipe II
la fundacio´n de un gran Observatorio astrono´mico en El Escorial, comprometie´ndose
a construir todos los instrumentos que presento´ para este proyecto. Rodrigo Zamo-
rano calculo´ con gran precisio´n los 33 eclipses que hab´ıan de tener lugar desde 1.584
hasta 1.605, publicando la´minas de ellos. Nebrija publico´ un tratado de Cosmograf´ıa,
dando nueva forma a los estudios astrono´micos. El propio Felipe II dio instrucciones
a Juan Lo´pez de Velasco para observar el eclipse de sol de 26 de febrero de 1.577, con
instrumentos de su invencio´n.
Un fiel reflejo del progreso de la Astronomı´a de la e´poca de Felipe II es la excelente
coleccio´n bibliogra´fica de temas astrono´micos y astrolo´gicos de la Real Biblioteca de
El Escorial. Citaremos los autores y textos ma´s significativos.
Juan Sacrobosco, cuyo tratado de la esfera hizo universalmente ce´lebre el Alma-
gesto, u´nico manual de ensen˜anza hasta que en el siglo XV Peurbachio dio a conocer
su “Teo´rica Novae Planetarium”, esta´ presente en la Biblioteca en cantidad de ma-
nuscritos e impresos. Raimond Llul es fundamentalmente un filo´sofo, pero ten´ıa una
vast´ısima erudicio´n enciclope´dica, dedica´ndose tambie´n a la Astronomı´a y a la Ma-
tema´tica. En la Biblioteca Escurialense encontramos, adema´s de la “Ars Magna”,
varios tratados de Astrolog´ıa y Astronomı´a, en forma manuscrita, fechados en Par´ıs,
1.927.
Jorge Peurbachio se encuentra ampliamente representado en la Biblioteca Escu-
rialense. Su “Teo´rica Novae Planetarium” representa una vuelta a los a´rabes, en esta
obra, desarrolla las teor´ıas astrono´micas del Sol, la Luna y los Planetas, siguiendo las
ideas de Tabit ben Qurra.
Juan Regiomontano es el gran astro´nomo y el gran divulgador de la matema´tica del
siglo XV. Sus tablas trigonome´tricas fueron muy utilizadas a lo largo de los siglos XV
y XVI, y como divulgador dio a conocer, adema´s del Almagesto, la Mu´sica, la O´ptica
y la Geometr´ıa de Ptolomeo, las Sphericas de Teodosio, las Co´nicas de Apolonio y las
Meca´nicas de Aristo´teles y Hero´n. En la Biblioteca de EL Escorial encontramos una
edicio´n del Almagesto de Venecia 1.496.
El siglo XVI; que comienza con la revolucio´n matema´tica desencadenada por la
Summa, da luz, tambie´n a una revolucio´n ma´s profunda au´n, con la aparicio´n del
“Revolutionibus” de Cope´rnico, que aporta una concepcio´n nueva para el sistema del
universo. El sistema ptolemaico es reemplazado por el sistema helioce´ntrico que supo-
ne una gran convulsio´n de la concepcio´n cient´ıfica. Del “Revolutionibus” se encuentra,
en la Biblioteca de El Escorial, una edicio´n de Nuremberg 1.543 y otra de su disc´ıpulo
Raethicus, de Basilea 1.566.
Una figura interesante, que encontramos en la Biblioteca Escurialense, es el cosmo´-
grafo alema´n Pedro Apiano, con una gran cantidad de volu´menes, entre los que desta-
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caremos la “Cosmographucus” en una edicio´n de Amberes 1.533, en la que explica el
Cuadrante Universal, dando una tabla de senos, de minuto en minuto, que fue utiliza-
da mucho a lo largo del siglo. La obra de Cristophoro Clavio tiene la importancia de
contribuir grandemente a la propagacio´n de las Matema´ticas, a trave´s de los colegios
y universidades de la Compan˜´ıa de Jesu´s, a la que pertenec´ıa y especialmente por sus
obras de las que Descartes aprendio´ y gusto´ de las Matema´ticas. En la Biblioteca de
El Escorial se encuentran muchas de sus obras, entre otras: “Novi Calendarii Roma-
ni”, realizado en 1.588 por encargo del Papa Gregorio XIII. “El Astrolabium”, Roma
1.593, en el que hace unos estudios de la Trigonometr´ıa, incluyendo la fabricacio´n y
uso del astrolabio.
Despue´s de este recorrido por los textos de la biblioteca, comprobamos con toda
seguridad la siguiente afirmacio´n: ((La Astronomı´a fue una de las ciencias que mayores
beneficios recibio´ del rey Felipe II)).
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1. Introduccio´n
Durante la Edad Media, el estudio de la Geometr´ıa en el occidente europeo estaba
incluido en lo que se llamo´ el Quadrivium, heredero de los Mathemata pitago´ricos
y que estaba constituido por los estudios de Aritme´tica, Geometr´ıa, Astronomı´a y
Mu´sica. Ma´s tarde, se incorporo´ al sistema lo que llamaban el Trivium, formado por
la Grama´tica, la Diale´ctica y la Reto´rica, configurando lo que se conoce como Las
siete artes liberales.
Las siete artes liberales se mencionan ya a principios del siglo V. En la segunda mitad
del siglo VI, Casiodoro intento´ cristianizarlas y sistematizarlas como un cuerpo enci-
clope´dico de conocimientos en sus Institutiones saecularum literarum. Su uso en las
escuelas mona´sticas y catedralicias de la Alta Edad Media generalizaron el concepto,
que se fijo´ a finales del siglo VIII cuando se adoptaron como curr´ıculo educativo por
Alcuino de York (735-804) para la Escuela Palatina de Aquisgra´n.
La implantacio´n de las siete disciplinas se generalizo´ primero en el Imperio Carolingio
para acabar extendie´ndose en todos los reinos de Europa occidental. En las Univer-
sidades, al trabajo preparatorio del trivium le segu´ıan las ensen˜anzas superiores del
quadrivium, esquema que ha pasado a conocerse como “educacio´n cla´sica” y que no
sufrio´ innovaciones hasta la llegada del denominado renacimiento del siglo XII.
Los textos que se utilizaban en las ensen˜anzas del quadrivium estaban pra´cticamente
todos basados en las obras que Boecio, patricio romano que vivio´ entre los an˜os 480
y 524, hab´ıa escrito para tales fines, libros que no eran sino simples resu´menes a un
nivel muy elemental de las obras de los matema´ticos griegos. Escribio´ una Aritme´tica
basada en la Introductio Arithmethicae de Nico´maco de Gerasa, una Geometr´ıa que
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contiene solamente proposiciones, sin demostracio´n, de algunas de las partes ma´s sen-
cillas de los cuatro primeros libros de los Elementos de Euclides, una Astronomı´a,
resumen del Almagesto de Ptolomeo, y finalmente una Mu´sica, basada en obras an-
teriores de Euclides, Nico´maco y Ptolomeo. Estas obras fueron muy utilizadas en las
escuelas de los monasterios medievales, bien en su forma original, bien, ma´s frecuente-
mente, con interpolaciones y variantes. En ellas, de la estructura rigurosa y formal
de las matema´ticas griegas, apenas queda ningu´n rastro.
A partir del siglo XII se recuperan algunos textos griegos cla´sicos gracias al trabajo
de los traductores que escriben en lat´ın estas obras a partir de los originales griegos
o de sus traducciones al a´rabe. En 1142, Adelardo de Bath (ca 1075–1160) tradujo
los Elementos de Euclides del a´rabe al lat´ın, traduccio´n que tuvo una gran influencia
durante ma´s de un siglo y que dio a conocer en occidente la obra del gran geo´metra
griego. En 1145, Roberto de Chester, miembro de la Escuela de Traductores de
Toledo, tradujo el Almagesto de Ptolomeo del a´rabe al lat´ın mientras que en 1155,
Adelardo hizo una traduccio´n de esta u´ltima obra a partir de un original griego. Por
este me´todo llegaron tambie´n a Europa diversas versiones del Algebra de Al-Hwarizmi.
Ya en el siglo XIII, Guillermo de Moerbecke, secretario de Santo Toma´s de Aquino,
publico´ una traduccio´n del Organon de Aristo´teles facilitando as´ı un redescubrimiento
de este filo´sofo para los intelectuales europeos.
Es tambie´n a partir de esta e´poca cuando se propaga en Europa el sistema decimal de
numeracio´n posicional, que los a´rabes hab´ıan incorporado a su bagaje aritme´tico desde
la India y tra´ıdo a occidente a trave´s de sus invasiones. Entre los propagadores de este
sistema de numeracio´n se encuentra Leonardo de Pisa (ca 1180-1250), ma´s conocido
como “Fibonacci”, que era un mercader italiano. Publico´ su obra Liber Abaci en
1220 que es un tratado sobre me´todos y problemas algebraicos en el que recomienda
ene´rgicamente el uso del sistema de numeracio´n posicional de base diez. Escribio´
tambie´n una Practica Geometriae, basado en la Division de las figuras de Euclides
(obra perdida). Es, como su nombre indica, un libro de geometr´ıa pra´ctica dedicado
a resolver determinados problemas de geometr´ıa elemental, sin ma´s pretensiones.
Tambie´n en el siglo XIII Ramo´n Llull (1232-1316), principalmente en el Libre de
Contemplacio´ en De´u (1274-1276), la Doctrina pueril (c. 1274) y el Arbre de cien-
cia (1295-1296) y finalmente en su Libre de Geometria Nova (1299), presenta una
definicio´n de la geometr´ıa como una compleja concepcio´n matema´tico-metaf´ısica del
universo. El trasfondo de esta visio´n geome´trica del mundo es pitago´rica y plato´nica;
la circunferencia, el cuadrado y el tria´ngulo son la base de toda la realidad y la base de
todas las dema´s figuras geome´tricas, y tambie´n se incluyen mutuamente, formando la
“figura plena”, constituida por un c´ırculo, un tria´ngulo y un cuadrado superpuestos
y que, al entender de Llull, tienen la misma a´rea, lo que constituye un intento de
cuadratura y triangulatura del c´ırculo. Esa imagen representa “la correspondencia
analo´gica entre el mundo divino, el mundo espiritual y el mundo humano.”
Ma´s importante para nuestros objetivos es la figura de Campano de Novara, del que se
sabe muy poco de su vida: so´lo que fue capella´n del papa Urbano VI, cuyo pontificado
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tuvo lugar entre 1261 y 1264. A e´l se debe una muy buena traduccio´n del a´rabe al lat´ın
de los Elementos. Estudio´ los llamados “a´ngulos corneados”, cuestio´n muy pole´mica
durante la Edad Media y su versio´n del libro de Euclides ejercio´ una gran influencia
en una obra escrita unos 60 an˜os ma´s tarde y que es el objeto de nuestro estudio en el
presente trabajo: la Geometria Speculativa, de Thomas Bradwardine (1290? – 1349).
2. Thomas Bradwardine
Thomas Bradwardine forma parte del grupo de filo´sofos que destacaron en el siglo
XIV. No se sabe muy bien ni la fecha ni el lugar de su nacimiento; debio´ nacer en
algu´n lugar del sur de Inglaterra a finales del siglo XIII, alrededor de 1290.
La primera noticia fidedigna que se tiene de e´l es su inscripcio´n como “Fellow” del
Balliol College de Oxtord en agosto de 1321. Dos an˜os ma´s tarde paso´, tambie´n
como “Fellow”, al Merton College, en el que permanecio´ presumiblemente hasta
1335. Durante su estancia en este u´ltimo escribio´ sus principales obras sobre lo´gica,
matema´ticas y filosof´ıa natural.
Se tiene una evidencia expl´ıcita que as´ı fue para una de ellas, Insolubilia, escrita
cuando era “Regent Master in Arts” y hay una gran probabilidad de que escribiera
una Arithmetica Speculativa, una Geometria Speculativa, y seguramente un tratado
elemental de astronomı´a. Ciertamente, tanto la Arithmetica como la Geometria pare-
cen ser anteriores al Tractatus de proportionibus, escrito en 1328, obra que a su vez
precede al Tractatus de continuo, en la que hace un uso constante de los argumentos
geome´tricos para mejorar la mayor´ıa de puntos de vista medievales sobre la com-
posicio´n de tal concepto.
En la de´cada de los an˜os 1330, Bradwardine estuvo bajo la proteccio´n de Richard de
Bury, monje benedictino, que hab´ıa estudiado en Oxford y ten´ıa un gran amor a los
libros; fue obispo de Durham entre 1333 y 1345. A instancias de e´ste, Bradwardine
entro´ en la carrera eclesia´stica en 1333 y dos an˜os ma´s tarde se desplazo´ a Durham al
amparo de su protector. All´ı, adema´s de tener acceso a la extensa biblioteca de Bury
entro´ en contacto con varios intelectuales de su tiempo, que viv´ıan tambie´n bajo el
mecenazgo del obispo. En 1337, Bradwardine fue nombrado canciller de la catedral
de San Pablo aunque siguio´ manteniendo un estrecho contacto con Richard de Bury
hasta la muerte de e´ste en 1345.
No se sabe con certeza la fecha en la que fue nombrado capella´n del rey Eduardo III.
En 1346 acompan˜o´ a las tropas inglesas en su expedicio´n a Francia y en agosto de
1348 fue nombrado arzobispo de Canterbury por el Papa, pero el rey consiguio´ que el
Papa anulara dicho nombramiento. No obstante, volvio´ a ser elegido para el cargo en
una segunda oportunidad el 4 de junio de 1349 y fue consagrado un mes ma´s tarde,
el 10 de julio, en la sede papal de Avignon. Bradwardine regreso´ inmediatamente a
Inglaterra donde, tras apenas un mes de ejercer como arzobispo, fallecio´ v´ıctima de
la peste negra el 26 de agosto de 1349.
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3. La Geometria Speculativa
Como ya hemos dicho, durante su estancia en Oxford, Bradwardine escribio´ la mayor´ıa
de sus obras cient´ıficas. La que tuvo mayor repercusio´n fue el Tractatus de propor-
tionibus, de 1328, pero con anterioridad hab´ıa publicado sus tratados de aritme´tica
(la Arithmetica Speculativa) y de geometr´ıa (la Geometr´ıa Speculativa). Este u´ltimo
libro comienza diciendo:
La geometr´ıa esta´, de alguna manera, supeditada a la aritme´tica [igual que la reto´rica
lo esta´ a la diale´ctica], pues es posterior a ella en orden, y las propiedades de los
nu´meros son u´tiles a las magnitudes, en cuya descripcio´n Euclides interpone la arit-
me´tica entre la geometr´ıa.
Dice tambie´n:
La geometr´ıa esta´ dividida en dos partes, teo´rica y pra´ctica, igual que otras ciencias
matema´ticas. La teo´rica es la que investiga las propiedades de las magnitudes a trave´s
de razonamientos que hacen uso del silogismo. . . La pra´ctica es la que investiga las
medidas de las magnitudes mediante resultados e instrumentos.
Estos pa´rrafos muestran el primer objetivo del autor, que es el de dar una formacio´n
geome´trica a los estudiantes de las artes liberales. No obstante, el alcance del texto va
bastante ma´s alla´ de este propo´sito. As´ı, ya en el siglo XV, Fridericus Amann sen˜ala
que este libro
. . . contiene todas las demostraciones geome´tricas que el filo´sofo [Aristo´teles] enuncia
a modo de ejemplo tanto en lo´gica como en filosof´ıa.
Asimismo, Pedro Sa´nchez Ciruelo, en 1495, en una versio´n ampliada del original de
Bradwardine dice que la obra
. . . reu´ne todas las conclusiones geome´tricas que necesitan las estudiantes de artes y
de la filosof´ıa de Aristo´teles.
La necesidad de un amplio bagaje matema´tico para interpretar correctamente a
Aristo´teles queda puesta de manifiesto con gran e´nfasis en las opiniones de Roger
Bacon y es evidente por s´ı mismo en sus propios textos. En este sentido, el libro de
Bradwardine resulta adecuado para la formacio´n de los estudiantes, si bien es una
obra que rebasa este propo´sito en muchos sentidos, como veremos ma´s adelante.
Una lectura de la obra pone de manifiesto una influencia evidente de los Elementos
de Euclides, que Bradwardine recoge a partir de la lectura de dicha obra en la versio´n
de Campano de Novara, y en menor medida, la Medida del c´ırculo, de Arqu´ımedes
y la Esfe´rica de Teodosio. Otro libro importante a lo hora de analizar las fuentes
de la Geometria es un libro titulado Ysoperimetrorum, que era una traduccio´n (posi-
blemente de Eutocio, en opinio´n de A.G. Molland) de una introduccio´n ano´nima del
Almagesto de Ptolomeo, adaptada de los trabajos de Zenodoro sobre dicha cuestio´n.
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La Geometria Speculativa tuvo un gran e´xito, como lo evidencia el gran nu´mero de
copias que se editaron de la misma. Se conservan una veintena de tales copias y,
adema´s, en 1495 se imprimio´ una versio´n de la misma de Pedro Sa´nchez Ciruelo, a la
que nos hemos referido anteriormente, que sirvio´ de modelo a sucesivas ediciones. El
propio Sa´nchez Ciruelo uso´ este trabajo como base de la seccio´n de geometr´ıa de su
Cursus quattuor mathematicarum artium liberaliun, publicado en Alcala´ de Henares
en 1516, en la que se pueden leer pa´rrafos que son copia literal de la versio´n original de
Bradwardine. Esto mismo se puede apreciar en una obra de 1390, escrita por Wigan-
dus Durheimer cuyo t´ıtulo, extenso y no falto de pedanter´ıa, es Tractatus geometrie
data et ccompilate. . . ex dictis Euclidis et Campani super geometriam Bradwardini.
Asimismo, Nicola´s de Cusa utiliza repetidamente resultados de la Geometria Specu-
lativa en sus escritos matema´ticos. En el siglo XVI, John Major hace una cr´ıtica de
la parte del libro que se refiere al infinito y ya en el siglo XVII el matema´tico polaco
Jan Brozek estudia la visio´n de Bradwardine de los pol´ıgonos estrellados.
En el siglo XVI, Juan Luis Vives hab´ıa criticado con dureza el libro de nuestro autor,
que considera correcto, pero
. . . su estudio no es necesario para los estudiantes, cuyos conocimientos matema´ticos
son u´tiles solamente para comprender otras ramas del conocimiento.
Esto da una idea del papel que jugaban en esa e´poca libros como la Geometria Spec-
ulativa y, en general, el estudio de las matema´ticas.
4. Los Postulados
Como hemos dicho en la Introduccio´n, el libro esta´ escrito baja la influencia directa
de la versio´n de Campano de Novara de los Elementos de Euclides. As´ı, la primera
de las cuatro partes de que consta el libro comienza, tras una breve introduccio´n, con
algunas definiciones para enunciar a continuacio´n los postulados que van a regir a
lo largo de la obra y de los que se deducen la proposiciones que siguen, igual que lo
hacen Euclides y Campano. Los postulados que presenta Bradwardine difieren de los
de estos dos u´ltimos autores en algunos aspectos:
Postulado 1. Trazar una l´ınea recta de cualquier punto a cualquier otro punto. Y
e´sta es la menor de todas las l´ıneas con tales extremos.
Postulado 2. Desde cualquier punto y ocupando cualquier cantidad de espacio,
describir un c´ırculo.
Postulado 3. Todos los a´ngulos rectos son iguales entre s´ı.
Postulado 4. Si una l´ınea recta corta otras dos l´ıneas rectas y los a´ngulos interiores
son menores que dos rectos, estas l´ıneas prolongadas en la misma direccio´n llegan a
cortarse.
Postulado 5. Dos l´ıneas rectas no encierran ninguna superficie.
Una simple mirada a estos postulados pone en evidencia algunas diferencias impor-
tantes respecto a los de Euclides. En el postulado 1 se an˜ade la frase:
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Y e´sta [la recta] es la menor de todas las l´ıneas con tales extremos.
Esta frase aparece tambie´n en la versio´n de Campano. La razo´n de haberla an˜adido
esta´ en la ambigua definicio´n de recta que aparece en los Elementos:
Definicio´n 4. Una l´ınea recta es aquella que yace por igual respecto de los puntos
que esta´n en ella.
Esta definicio´n de Euclides ha dado lugar a no pocos equ´ıvocos y a innumerables de-
bates. Con posterioridad, Arqu´ımedes da la definicio´n de recta en los te´rminos en los
que aparece en la adicio´n tanto de Campano como de Bradwardine como la menor de
las l´ıneas entre dos puntos. Obse´rvese que, por ejemplo, adema´s de la idea intuitiva
de recta que todos poseemos, en tanto que l´ınea situada en un plano, si la superficie
de referencia es una superficie esfe´rica, la menor l´ınea de la misma entre dos puntos
es un arco de la circunferencia del c´ırculo ma´ximo que los contiene.
Vemos tambie´n que ha desaparecido el segundo postulado de Euclides, que s´ı se incluye
en la versio´n de Campano:
Postulado 2. Postu´lese prolongar continuamente una recta finita en l´ınea recta.
Esta omisio´n no es casual, ya que el postulado esta´ en la versio´n de Campano, y esta´
probada la influencia directa de e´ste en la obra de Bradwardine. En mi opinio´n, esta´
relacionada con el hecho de que una recta finita, segu´n Euclides, se puede prolongar
sin l´ımites aunque siga siendo finita, lo cual podr´ıa chocar con la concepcio´n medieval
de un universo geoce´ntrico finito limitado por la llamada esfera de las estrellas fijas.
La ausencia del segundo postulado de los Elementos pone tambie´n en cuestio´n el
cuarto postulado de la obra que estamos comentando, que requiere precisamente la
posibilidad de prolongacio´n de cualquier recta. Este postulado 4, como es bien sabido,
esta´ relacionado con la nocio´n de rectas paralelas. Seguramente, para evitar proble-
mas, Bradwardine no da la definicio´n de rectas paralelas pero utiliza este concepto en
la proposicio´n 3 sin hacer referencia al significado de este concepto. Esta proposicio´n
queda enunciada as´ı:
Si una tercera l´ınea corta dos l´ıneas paralelas, da lugar al mismo tipo y taman˜o de
a´ngulos tanto en una como en la otra.
Y antes de dar una demostracio´n de la misma establece tres conclusiones de la misma
referidas a los a´ngulos que se forman cuando dos rectas paralelas se cortan por una
recta secante:
1. Cada a´ngulo exterior es igual al a´ngulo interior opuesto.
2. Pares de a´ngulos alternos son iguales.
3. Los dos a´ngulos interiores que se forman a un mismo lado son iguales o suman
dos rectos.
Para evitar problemas de consistencia, se pod´ıa haber dado como definicio´n de rectas
paralelas tanto al enunciado de la proposicio´n como cualquiera de estas conclusiones o
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bien prescindir del concepto dando como postulado, simplemente, que los tres a´ngulos
de un tria´ngulo suman dos rectos.
5. La cuestio´n del espacio infinito
Las dos omisiones de Bradwardine, por otra parte, parecen ir dirigidas a establecer
una relacio´n entre la geometr´ıa y un mundo finito. Se puede decir que el hecho de no
incluir ni el axioma de prolongacio´n ni la definicio´n de rectas paralelas son fruto de
un intento de dar un punto de vista realista de la geometr´ıa, obviando la posibilidad
de considerar la posibilidad de la existencia de un espacio infinito. No obstante, su
intento no consigue plenamente sus propo´sitos y por otra parte, crea una gran can-
tidad de problemas en el desarrollo de su obra. Digamos que, pese a todo, el propio
Bradwardine acabo´ concibiendo la idea de un espacio infinito con posterioridad a la
publicacio´n de su Geometria Speculativa.
La posibilidad de la existencia de un mundo infinito es una cuestio´n ampliamente
debatida desde los tiempos de Aristo´teles, quien afirmaba que el mundo es finito y no
hab´ıa espacio ma´s alla´ de la esfera del cielo. No obstante, sen˜alaba que
. . . los geo´metras trabajan con un espacio infinito tridimensional
La cuestio´n estaba en poner de acuerdo las dos posturas y as´ı en la F´ısica (III.4)
afirma:
Para muchos, una razo´n particularmente adecuada y plantea la dificultad que se pre-
senta en cualquiera: no so´lo el nu´mero, sino tambie´n las magnitudes matema´ticas y
todo cuanto esta´ ma´s alla´ de los cielos se supone infinito ya que no tiene cabida en
nuestra mente.
El propio Aristo´teles intenta separar la cuestio´n matema´tica de la f´ısica y concluye
(F´ısica, III.8):
El taman˜o por el cual una magnitud puede existir en potencia, puede existir en la
realidad. Luego, como ninguna magnitud sensible es infinita, es imposible superar
cualquier magnitud establecida, pues si fuera posible, ser´ıa mayor que los cielos.
Y para justificar las matema´ticas, afirma (F´ısica, III.8 y De Coelo, I.2):
Nuestras afirmaciones no sustraen de su ciencia a los matema´ticos, al desaprobar la
existencia real del infinito en la direccio´n del crecimiento, en el sentido de lo transver-
sal. De hecho, no necesitan el infinito y no hacen uso de e´l. Postulan solamente que
la recta finita se puede prolongar tan lejos como se quiera. Es posible dividir en la
misma razo´n de la mayor cantidad otra magnitud del taman˜o que queramos. En con-
secuencia, a los efectos de una demostracio´n, no habra´ ninguna diferencia para ellos
entre tener dicho infinito en lugar de tales magnitudes, cuya existencia queda inscrita
en el marco de las magnitudes reales.
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Surge entonces un problema: Si se puede prolongar una recta finita tanto como se
quiera, ¿hasta donde se puede llegar? ¿Ma´s alla´ del cielo, o no?
Parece que la respuesta de Aristo´teles es no, pero entonces hay problemas con el ax-
ioma de las paralelas de Euclides y para el uso de construcciones que permitan probar
ciertos teoremas.
En el siglo XII, Alexander Neckam considera el problema de construir un tria´ngulo
equila´tero de lado igual al dia´metro del mundo, lo que llevar´ıa a un mundo ma´s alla´
de la esfera de los cielos. Y en el siglo XIII, Robert Grosseteste permit´ıa que la imagi-
nacio´n concibiera un espacio infinito, pero esto no era imaginacio´n en sentido estricto,
pues el espacio, para e´l, no era ma´s que la tridimensionalidad de los cuerpos. Tambie´n
en el siglo XIII, Enrique de Gante manifestaba la dificultad de comprender que no
hab´ıa nada ma´s alla´ de los cielos, en estrecha relacio´n con las facultades imaginativas.
Bradwardine, en su De Continuo expone que el tercer axioma de Euclides (construir
un c´ırculo con un punto y una recta) podr´ıa ser incompatible con la concepcio´n de
un mundo finito:
“De facto” ningu´n cuerpo puede ser ma´s sutil que el fuego ni puede un c´ırculo ser
mayor que el mayor de los c´ırculos celestes, pero estas cosas no son imposibles “per
se”, como es manifiesto para la inteligencia. . .
Y Euclides supone lo contrario de lo segundo en la demostracio´n de la primera
proposicio´n del primer libro de los Elementos, como queda suficientemente claro si
alguien quiere construir un tria´ngulo equila´tero sobre el dia´metro del mundo.
En De causa Dei, la misma cuestio´n queda resumida con un e´nfasis ma´s teolo´gico:
Debido a la fuerza y el poder infinitos de Dios y con respecto a E´l mismo, junto
con todas las cosas creadas en virtud de tal poder, digo que es cierto lo que suponen
los geo´metras: que una l´ınea recta se puede prolongar de manera continua todo lo
que se quiera y un c´ırculo se puede describir sobre cualquier centro y ocupando una
cantidad de espacio tan grande como se desee, como se deduce claramente del primer
libro de los Elementos de Euclides y que los filo´sofos naturales suponen, que un medio
se pueda enrarecer tanto como se quiera y cosas semejantes, as´ı como cualquier cosa
compatible con los lo´gicos, se dice que son posibles “per se”, con tal de que no conlleven
contradiccio´n, pese a que no puedan ser posibles por naturaleza, es decir, por un poder
natural.
Entendidas as´ı las cosas, los axiomas dela geometr´ıa alcanzan una justificacio´n teolo´gica,
pero la visio´n realista de la geometr´ıa que tiene Bradwardine hace que se tome muy
en serio las consecuencias ontolo´gicas de todo esto.
Esto es particularmente claro en el pasaje del De causa Dei en el que, como conse-
cuencia de la inmutabilidad de Dios, afirma:
Necesariamente, Dios esta´ esencial e inmediatamente en todas partes, no so´lo en el
mundo y todas sus partes, sino tambie´n fuera del mundo, en el imaginable “espacio”
infinito o vac´ıo.
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Entiende Bradwardine que Dios esta´ claramente en el mundo. Si el “espacio” que
ocupa ahora el mundo es A, y B es un “espacio” fuera de mundo, Dios podr´ıa mover
el mundo de A a B estando entonces en B, pero si no hubiera previamente estado en
B se habr´ıa movido, lo cual es absurdo. Luego Dios esta´ en todas partes, dentro o
fuera del mundo, lo que para Bradwardine es un signo de perfeccio´n infinita.
Todo ello da una idea de la idea que ten´ıa Bradwardine de la existencia de un espacio
infinito en que desarrollar la geometr´ıa.
6. Algunos temas tratados en la obra
Tras los postulados, Bradwardine enuncia unas nociones comunes, al estilo de las que
propone Euclides en los Elementos y comienza a enumerar una serie de proposiciones
en las que trata muchas de las propiedades que aparcen en la versio´n de Campano del
tratado de Euclides y an˜ade algunas cuestiones que no aparecen en el mismo.
6.1. Recubrimiento del plano
La proposicio´n 7 de la primera parte del libro hace referencia al recubrimiento del
plano mediante pol´ıgonos. No aparece en el original de Euclides, pero es una cuestio´n
tratada en el libro V de la Coleccio´n Matema´tica de Pappus de Alejandr´ıa al estudiar
las a´reas de los pol´ıgonos regulares isoperime´tricos. Concretamente, en dicho libro
aparece esta proposicio´n con la misma redaccio´n que en la Geometria Speculativa:
Tres figuras regulares, y no otras, que son el tria´ngulo, el tetra´gono y el hexa´gono,
son las que recubren el plano.
6.2. Pol´ıgonos estrellados
La primera parte del libro finaliza con varias proposiciones sobre una cuestio´n escasa-
mente estudiada hasta entonces: los pol´ıgonos estrellados o de a´ngulos emergentes.
Dice Bradwardine al abordar este estudio:
Hablare´ acerca de figuras con a´ngulos emergentes de acuerdo con una visio´n universal
y en general, y as´ı, espero que sea suficiente. Pues el tratamiento de este tipo de
pol´ıgonos es raro y no he encontrado una discusio´n acerca de ellos, salvo solamente
en el caso de Campano, que habla de pasada sobre el penta´gono.
Se dice que una figura tiene a´ngulos emergentes cuando los lados de alguna figura
poligonal, tomada entre las ma´s sencillas, se prolongan hasta cortarse en el exterior.
Y nos da las primeras proposiciones sobre este tema:
1. De entre las figuras con a´ngulos emergentes, el penta´gono es el primero.
2. El penta´gono de a´ngulos emergentes tiene cinco a´ngulos que suman dos rectos.
3. Entre las figuras de a´ngulos emergentes cada sucesor an˜ade dos a´ngulos rectos
a su predecesor.
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Considera a continuacio´n lo que llama pol´ıgonos de a´ngulos emergentes de segundo
orden, obtenidos a partir de una segunda interseccio´n de los lados de un pol´ıgono
regular prolongados y concluye (proposicio´n 4):
De las figuras con a´ngulos emergente de segundo orden, la primera es el hepta´gono.
Estudia los pol´ıgonos estrellados de o´rdenes sucesivos y llega a la conclusio´n expresada
en la proposicio´n 5 relativa a esta cuestio´n:
Al considerar pol´ıgonos con a´ngulos emergentes de cualquier orden, el primero del
orden que sucede a otro es el que ocupa el tercer lugar en este u´ltimo.
Por ejemplo, como el penta´gono es el primer pol´ıgono estrellado de primer oren, el
que ocupa el tercer lugar en el mismo es el hepta´gono, que es el primero de segundo
orden. Asimismo, como en el tercer lugar de los pol´ıgonos estrellados de segundo
orden es el enea´gono, e´ste sera´ el que genere el primero en el orden tres, etc. Con
esta proposicio´n termina la primera parte del libro.
6.3. A´ngulos de contingencia
Los a´ngulos de contingencia es otra de las cuestiones que Bradwardine toma en con-
sideracio´n en su Geometr´ıa. Comienza dando una definicio´n del concepto:
El a´ngulo que forma una circunferencia con una l´ınea que la toca recibe el nombre
de a´ngulo de contingencia.
Los a´ngulos de contingencia, junto con los a´ngulos curvil´ıneos los trata Euclides en
su Cato´ptrica; fueron objeto de discusio´n, igual que los a´ngulos curvil´ıneos, en la
Edad Media por parte de los escola´sticos a causa de las peculiaridades de este tipo de
a´ngulos, al no poder ser objeto de medida. Esto queda reflejado en las proposiciones
seis y siete del libro de Bradwardine:
Proposicio´n 6. El a´ngulo de contingencia es menor que cualquier a´ngulo rectil´ıneo
y es infinitamente divisible.
Bradwardine pasa por alto que la divisio´n de un a´ngulo de contingencia da lugar a
dos a´ngulos de diferente naturaleza, pues uno de ellos es un a´ngulo de contingencia,
mientras el resto forma un a´ngulo curvil´ıneo, limitado por dos arcos de circunferencia.
Como consecuencia de esta proposicio´n se obtiene:
Un a´ngulo de contingencia es tanto mayor cuanto menor es el c´ırculo y rec´ıprocamente.
Esta u´ltima afirmacio´n se puede ver en La docta ignorancia, de Nicola´s de Cusa
cuando afirma que la recta es l´ımite de circunferencias o bien que una recta es la
circunferencia de radio infinito.
Consecuencia de esta proposicio´n es que un a´ngulo de contingencia es una magnitud
que no admite medida por cuanto es evidente que no es nulo, pero, en cambio, es
menor que cualquier a´ngulo rectil´ıneo, por pequen˜o que sea. Es decir, en caso de
tener una medida, e´sta deber´ıa ser menor que cualquier cantidad sin ser cero.
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6.4. Figuras isoperime´tricas
La segunda parte del libro, finaliza con el estudio de las figuras isoperime´tricas,
cuestio´n que no fue considerada por Euclides y sobre la que existen frecuentes referen-
cias tanto en la literatura antigua como en la medieval. Por ejemplo, en astronomı´a,
un argumento esta´ndar que avalaba la esfericidad de la Tierra era que la esfera era el
mayor cuerpo so´lido entre los que ten´ıan la misma a´rea. Para SACROBOSCO e´ste
era el argumento:
. . . porque de todos los cuerpos isoperime´tricos la esfera es la mayor y de todas las
formas, la redondeada es la de mayor capacidad. Por tanto, como el mundo contiene
todas las cosas, esta forma era de utilidad y adecuada a e´l.
Nicola´s de Cusa, en el siglo XV, utiliza el me´todo de las figuras isoperime´tricas en
sus escritos matema´ticos para intentar probar la cuadratura del c´ırculo. Pese a la
posibilidad de acceder con relativa facilidad a las obras de Zenodoro en los tiempos
de Bradwardine, el tratamiento que e´ste da al tema que nos ocupa esta´ relacionado
solo de manera tangencial con el del primero. Tras afirmar que “isoperime´trico” es
un te´rmino relativo pasa a enunciar su primera conclusio´n:
Luego, la primera conclusio´n acerca de los isoperime´tricos es esta: Dos figuras son
isoperime´tricas, una respecto de la otra, si sus per´ımetros son iguales.
En la Geometria Speculativa se afirma:
De todos los pol´ıgonos isome´tricos el que tiene ma´s a´ngulos es el mayor.
Para la demostracio´n de esta proposicio´n y las dos siguientes se construyen simple-
mente dos pol´ıgonos isoperime´tricos, uno de los cuales es mayor que el otro. La
proposicio´n siguiente es:
De todos los los pol´ıgonos isoperime´tricos con el mismo nu´mero de a´ngulos el mayor
es el equiangular.
A la que sigue:
De todos los pol´ıgonos isoperime´tricos con el mismo nu´mero de lados y a´ngulos iguales,
el equila´tero es el mayor.
Las tres proposiciones representan tres tendencias que el c´ırculo cumple en el ma´s alto
grado. Primero, como dice Aristo´teles, el c´ırculo es todo a´ngulo en el mayor grado;
en segundo lugar, es siempre igual en todas sus curvas, y tercero, sus lados son todos
iguales en el mayor grado puesto que un pol´ıgono regular inscrito en el mismo corta
su borde en arcos iguales. As´ı, el c´ırculo cumple perfectamente las tres condiciones
anteriores, por lo que se puede concluir que es el de mayor capacidad entre las figuras
planas, de la misma manera que la esfera lo es entre los so´lidos.
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6.5. Razones
La tercera parte del libro se refiere ba´sicamente a las razones. Como sabemos, las
razones entre nu´meros fueron tratadas en la antigu¨edad en las tradiciones aritme´ticas
y musicales. El descubrimiento de la inconmensurabilidad de magnitudes geome´tricas
hizo que la teor´ıa de razones de este tipo de magnitudes diera un giro importante. Fue
Eudoxo de Cnido quien dio por primera vez la definicio´n de proporcionalidad entre
magnitudes geome´tricas; su teor´ıa esta´ expuesta en el libro V de los Elementos de
Euclides. Bradwardine se basa, en principio en la versio´n de Campano de esta u´ltima
obra; comienza observando que la geometr´ıa tiene un rango ma´s amplio de razones
que la aritme´tica e intenta dar una definicio´n universal de este concepto:
Una razo´n es un criterio de comparacio´n entre algunas cosas mutuamente comparables
entre s´ı.
El concepto es indeterminado y en realidad, Bradwardine elige un camino distinto al
del libro V de Euclides y clasifica las razones en racionales e irracionales, cuestio´n que
en los Elementos no aparece hasta el libro X.
Algunas cantidades se pueden relacionar y decimos que son conmensurables; otras no
pueden relacionarse y las llamamos inconmensurables.
Las cantidades conmensurables son aquellas tales que existe una cantidad comu´n que
puede numerarlas. Se dice que una cantidad numera a otra si cuando se toma un
cierto nu´mero de veces da la segunda cantidad, como la l´ınea de un pie da lugar a
otra de dos pies y otra de tres. Luego, un l´ınea de dos pies y otra de tres pies pueden
relacionarse, pues existe la l´ınea de un pie que las numera como dos y tres.
Pero a las cantidades tales que no existe una cantidad comu´n que las numere se les da
el nombre de inconmensurables. De esta clase son la diagonal y el lado de un cuadrado.
Por todo esto, pues, existen dos especies de razones, que son las racionales y las ir-
racionales. Las racionales son las que corresponden a cantidades conmensurables y
son las que pueden expresarse mediante nu´meros. Una razo´n irracional se refiere a
cantidades inconmensurables, sin que se puedan expresar con nu´meros.
En consecuencia, es obvio que el tratamiento de las razones es una cuestio´n propia
de la geometr´ıa, pues en este caso toda razo´n se refiere a magnitudes aunque no todas
sean expresables mediante nu´meros.
Bradwardine esta´ ma´s interesado en la posibilidad de una descripcio´n nume´rica de
las razones que en saber co´mo se podr´ıa expresar con exactitud dicha razo´n. En
particular, se plantea como objetivo la posibilidad de establecer una correspondencia
biun´ıvoca entre razones y nu´meros, y argumenta:
Una razo´n racional queda denominada inmediatamente por un determinado nu´mero,
pues al tratarse de cantidades conmensurables es necesario que la menor o una parte
de ella numere la mayor conforme a algu´n nu´mero tal como dice Euclides, que afirma
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que para todo par de cantidades conmensurables, la razo´n de una a la otra es como la
razo´n de un nu´mero a otro nu´mero.
Con esto, se equiparan las razones entre magnitudes conmensurables a las razones
entre nu´meros de la aritme´tica.
Bradwardine esboza la clasificacio´n de las razones racionales siguiendo los criterios
de la Atithmetica de Boecio de mayor a menor desigualdad y cada una de ellas en
cinco especies. Por ejemplo, para las desigualdades mayores, las cinco especies son
las razones mu´ltiples (ej. (3 : 1)), superparticulares (4 : 3), superpacientes (7 : 5),
superparticulares mu´ltiples (11 : 5) y superpacientes mu´ltiples (11 : 3). No identifica
estas razones con nu´meros o fracciones ni contempla la denominacio´n de una razo´n
como la fraccio´n correspondiente.
En cuanto a las fracciones irracionales, afirma:
Una razo´n irracional no es inmediatamente denominada por algu´n nu´mero o alguna
razo´n nume´rica ya que no es posible que alguna parte de la menor numere la mayor
segu´n un nu´mero. Pero ocurre que una razo´n irracional se puede denominar de ma-
nera intermedia mediante un nu´mero.
Por ejemplo, la razo´n de la diagonal de un cuadrado al lado es la mitad de una razo´n
doble y as´ı, otras especies de estas razones reciben denominaciones nume´ricas.
Quiere decir el autor que como el cuadrado de lado igual a la diagonal es igual al
doble del cuadrado original, la razo´n doble de la diagonal al cuadrado es de (1 : 2)
d2 : l2 = 1 : 2.
No queda claro en la Geometria si Bradwardine considera o no que todas las razones
irracionales son susceptibles de una denominacio´n nume´rica. Aborda esta y otras
cuestiones en el Tractatus de Proportionibus si llegar a definirse. Con un mayor
concimiento de la denominacio´n, Nicola´s de Oresme pensaba, an˜os ma´s tarde, que era
probable que existieran razones que no se pudieran expresar de esta manera.
7. Concusiones
La lectura de la Geometria Speculativa sugiere que esta obra es un tratado que
pertenece ma´s a la tradicio´n filoso´fica que a la tradicio´n matema´tica te´cnica, es-
pecialmente relacionado con problemas del aristotelismo.
Queda patente que Bradwardine intento´ adaptar su geometr´ıa a un mundo finito pero
una lectura de su obra sugiere la existencia de un espacio infinito, para lo que utiliza
las formas escola´sticas de razonamiento, que afectan de una manera importante el
contenido de la obra si bien su implicacio´n en el rigor geome´trico es menor que en
la tradicio´n matema´tica griega. Por otra parte, extiende el lenguaje geome´trico al
estudio de las razones.
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La Geometria Speculativa fue disminuyendo su influencia a partir del siglo XVI pero
fue importante a la hora de inclinar el intere´s de los filo´sofos naturales hacia una
visio´n ma´s realista de las matema´ticas.
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