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It is proved that ultrasymmetric reﬂexive Orlicz spaces can be described exactly as all those
Orlicz spaces which can be written as some Lorentz spaces. This description is an answer
to the problem posed by Pustylnik in [E. Pustylnik, Ultrasymmetric spaces, J. London Math.
Soc. (2) 68 (1) (2003) 165–182]. On the other hand, the Lorentz–Orlicz spaces with non-
trivial indices of their fundamental functions are ultrasymmetric.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
For any rearrangement invariant space X on [0,1] with the fundamental function ϕX there exist a smallest r.i. space
Λ(ϕ) and a largest r.i. space M(ϕ) in the sense that Λ(ϕ) ⊂ X ⊂ M(ϕ) and all the fundamental functions are the same, that
is, ϕX (t) = ϕ(t) for all t ∈ [0,1]. In particular, for the Lp space with 1< p < ∞ we have
Lp,1 ⊂ Lp ⊂ Lp,∞
and all spaces have the same fundamental function t1/p . Note that Lp is an interpolation space between Lp,1 and Lp,∞
(see e.g. [4, Theorem 5.3.1]).
A rearrangement invariant space X on [0,1] is called ultrasymmetric if X is an interpolation space between the Lorentz
space Λ(ϕ) and the Marcinkiewicz space M(ϕ) with ϕ = ϕX . These spaces were studied by Pustylnik [21] who proved that
they embrace all possible generalizations of Lorentz–Zygmund spaces and have a simple analytical description. Moreover,
one could substitute ultrasymmetric spaces into almost all results concerning classical spaces such as Lorentz–Zygmund
spaces, and so they are very useful in many applications (see, for example, Pustylnik [22,23]).
Pustylnik asked about a description of ultrasymmetric Orlicz spaces (see [21, p. 172]). It turns out that the problem of
a description of ultrasymmetric Orlicz spaces is closely connected with geometrical properties of the subspace of an Orlicz
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χ
(2−k ,2−k+1]
ϕ(2−k) ,
k ∈ N. Orlicz spaces are not so often ultrasymmetric spaces but the Lorentz–Orlicz spaces ΛM,ϕ are always ultrasymmetric
spaces.
The paper is organized as follows: in Section 2 some necessary deﬁnitions and notations are collected. Also some known
theorems which will be used in the proofs of the new results are included.
Section 3 contains results on ultrasymmetric Orlicz spaces. The main result of the paper is Theorem 1 showing that a
reﬂexive Orlicz space is ultrasymmetric if and only if it is equal to a Lorentz space Λp,ψ for some 1 < p < ∞ and some
increasing concave function ψ on [0,1]. Important in our investigations are earlier results of Kalton [7].
Section 4 deals with Lorentz–Orlicz spaces ΛM,ϕ . It is proved, in Theorem 2, that if ϕ has non-trivial indices, then the
Lorentz–Orlicz spaces ΛM,ϕ are ultrasymmetric. In Theorem 3 we present necessary and suﬃcient conditions when the
Lorentz–Orlicz spaces ΛM,ϕ are equal to some Orlicz spaces.
The last Section 5 contains examples of Orlicz functions which assure that the corresponding Orlicz spaces are ultrasym-
metric or are not ultrasymmetric.
2. Preliminaries
We ﬁrst recall some basic deﬁnitions. A Banach function space X = (X,‖ · ‖) of all (classes of) real measurable func-
tions x(t) deﬁned on the interval I = [0,1] is said to be rearrangement invariant (r.i.) space if the condition x∗(t) y∗(t) for
every t ∈ I and y ∈ X implies that x ∈ X and ‖x‖X  ‖y‖X , where x∗ denotes the non-increasing rearrangement of |x|. We
have always the embeddings L∞(I) ⊂ X ⊂ L1(I). The fundamental function of an r.i. space X is ϕX (t) := ‖χ[0,t]‖X for t ∈ I ,
where χA denotes the characteristic function of a measurable set A in I .
Important examples of r.i. spaces are Lorentz spaces Λ(ϕ),Λp(ϕ),Λp,ϕ , Marcinkiewicz spaces M(ϕ), and Orlicz
spaces LM . Let ϕ : [0,1] → [0,∞) be an increasing concave function. The norms of the Lorentz space Λ(ϕ) and the
Marcinkiewicz space M(ϕ) on [0,1] are deﬁned by the functionals
‖x‖Λ(ϕ) =
1∫
0
x∗(t)dϕ(t) and ‖x‖M(ϕ) = sup
0<t1
ϕ(t)x∗∗(t), x∗∗(t) = 1
t
t∫
0
x∗(s)ds,
respectively. The Orlicz space LM on [0,1] is generated by the Luxemburg–Nakano norm
‖x‖LM = inf
{
λ > 0:
1∫
0
M
( |x(t)|
λ
)
dt  1
}
,
where M is an Orlicz function, that is, an increasing convex function on [0,∞) such that M(0) = 0. Its fundamental function
is ϕLM (t) = 1M−1( 1t ) .
If we have three rearrangement invariant spaces X0 ⊂ X ⊂ X1, then X is called interpolation space between X0 and X1 if
any bounded linear operator on X1 which is bounded on X0 is also bounded on X and
‖T‖X→X  C max
(‖T‖X0→X0 ,‖T‖X1→X1)
for some C  1 (see [3,4,9,13,17]), and we write this shortly that X ∈ Int(X0, X1).
A rearrangement invariant function space X on I = [0,1] is called ultrasymmetric (cf. Pustylnik [21]) if there exists a
concave increasing function ϕ : [0,1] → [0,∞) such that X ∈ Int(Λ(ϕ),M(ϕ)).
It is clear that the assumption X ∈ Int(Λ(ϕ),M(ϕ)) implies immediately that the fundamental function of X is equivalent
to ϕ , that is, there are constants c0, c1 > 0 such that c0ϕ(t) ϕX (t) c1ϕ(t) for all t ∈ [0,1].
For a given t > 0 the dilation operator σt deﬁned by σt x(s) = x(s/t)χI (s/t), s ∈ I is bounded in every r.i. space X and
‖σt‖X→X max(1, t). The lower and upper Boyd indices of X are deﬁned by
αX = lim
t→0
ln‖σt‖X→X
ln t
, βX = lim
t→∞
ln‖σt‖X→X
ln t
,
respectively. In general, 0 αX  βX  1.
The lower and upper dilation indices of an increasing concave function ψ : [0,1] → [0,∞) are deﬁned as
γψ = lim
t→0+
lnmψ(t)
ln t
, δψ = lim
t→∞
lnmψ(t)
ln t
, where mψ(t) = sup
0<s<1,0<st<1
ψ(st)
ψ(s)
, (1)
respectively. We have 0 γψ  δψ  1 and since mϕX (t) ‖σt‖X→X for any t > 0 it follows that αX  γϕX  δϕX  βX . For
general properties of r.i. spaces and indices we refer to the books [3,9,13,17] (cf. also [16]).
In further investigations the Boyd indices of Orlicz spaces and the Matuszewska–Orlicz indices of Orlicz functions will
be important. For an Orlicz function M consider two submultiplicative functions mM deﬁned as in (1) and m∞M (t) =
limsups→∞ M(st)M(s) . Boyd proved in [5] that for the Boyd indices of Orlicz spaces we have formulas
αLM = γϕLM =
1
q∞
, βLM = δϕLM =
1
p∞
,M M
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p∞M = lim
t→0+
lnm∞M (t)
ln t
, q∞M = limt→∞
lnm∞M (t)
ln t
(see Boyd [5]; cf. also [16, Theorem 4.2]). There is also another description of the Matuszewska–Orlicz indices given
by Lindenstrauss–Tzafriri [13, p. 139]: p∞M = sup{p  1: infs,t1 M(st)/M(s)t p > 0}, q∞M = inf{q  1: sups,t1 M(st)/
M(s)tq < ∞}.
Note that if an Orlicz function N is equivalent to a regularly varying function M of order p at ∞, that is, M satisﬁes
lims→∞ M(st)M(s) = t p for all t > 0, then both Matuszewska–Orlicz indices of N are equal to p (and the Boyd indices of Orlicz
space LN are equal to 1/p).
We will several times use Pustylnik’s characterization theorem of ultrasymmetric spaces (cf. [21, Theorem 2.1]). We write
it in the form used further: a rearrangement invariant space X such that γϕX > 0 is ultrasymmetric if and only if
X = (L1, L∞)KE({ϕ(2−n)2n}∞n=1), where E ∈ Int(l1, l∞).
Let us remind the deﬁnition of the K -method of interpolation. If (X0, X1) is any couple of Banach spaces and E is a
Banach lattice of sequences on Z such that l∞({max(1,2−n)}n∈Z) ⊂ E , then the interpolation space (X0, X1)KE is the Banach
space of all x ∈ X0 + X1 such that {K (2−n, x)}n∈Z ∈ E equipped with the norm ‖x‖ = ‖{K (2−n, x)}n∈Z‖E , where, for t > 0,
K (t, x) = K (t, x; X0, X1) = inf
{‖x0‖X0 + t‖x1‖X1 : x = x0 + x1}.
Note that if X1 ⊂ X0 and ‖x‖X0  C‖x‖X1 for all x ∈ X1, then K (t, x) = ‖x‖X0 for all t  C and it is enough to take the values
of the K -functional only near 0, that is, the norm of the interpolation space is equivalent to ‖{K (2−n, x)}n∈N‖E .
We will need also another Lorentz space Λp,ϕ , as a generalization of classical Lorentz Λ(ϕ) and Lp,q spaces. For
1  p < ∞ and any increasing concave function ϕ : [0,1] → [0,∞) the Lorentz space Λp,ϕ is the space generated by
the functional
‖x‖Λp,ϕ =
( 1∫
0
[
x∗(t)ϕ(t)
]p dt
t
)1/p
.
The space Λp,ϕ was investigated by Sharpley [26] and Raynaud [24], where it is proved that if 0< γϕ  δϕ < 1, then Λp,ϕ
is an r.i. space on [0,1] with the equivalent norm
‖x‖Λp,ϕ =
( 1∫
0
[
x∗∗(t)ϕ(t)
]p dt
t
)1/p
(cf. [26, Lemma 3.1]) and its fundamental function ϕΛp,ϕ (t) is equivalent to ϕ(t). Moreover, if γϕ > 0, then Λ1,ϕ coincides
with the Lorentz space Λ(ϕ) because ϕ(t) 
∫ t
0
ϕ(s)
s ds  Cϕ(t) for all 0 < t  1 (cf. [9, Lemma 2.1.4]). Let us note that
Lorentz introduced a different variant of Lorentz space Λp(ϕ) in [14] (see [13, p. 121]; see also [8], where the quasi-Banach
space Λp(w) with arbitrary weight w was investigated) generated by the functional ‖x‖Λp(ϕ) = (
∫ 1
0 [x∗(t)]p dϕ(t))1/p .
Normability of the space Λp(w) for 1 < p < ∞ was characterized by Sawyer [25]. For more information about Lorentz
spaces Λp(w), including the Sawyer’s result, we refer to the recent book [10, Chapter 10].
A generalization of Λp,ϕ spaces to Lorentz–Orlicz spaces ΛM,ϕ , obtained by replacing the Lebesgue norm in the deﬁnition
by an Orlicz norm was considered by Torchinsky [27] and used in [6]. We will discuss these spaces in detail in Section 4.
3. Ultrasymmetric Orlicz spaces
The main result here is a description of ultrasymmetric Orlicz spaces. This problem appeared in the Pustylnik paper [21].
Our description will show that a reﬂexive Orlicz space LM is ultrasymmetric if and only if it is equal to a Lorentz space Λp,ϕ .
This case, in fact, occurs rather rarely. We start with some deﬁnitions (cf. [12]).
Deﬁnition 1. A basic sequence {xn}∞n=1 of a Banach space X is said to be symmetric if, for any permutation Π of inte-
gers, the sequence {xΠ(n)}∞n=1 is equivalent to the sequence {xn}∞n=1, that is, for arbitrary an ∈ R we have ‖
∑∞
n=1 anxn‖ ≈‖∑∞n=1 anxΠ(n)‖.
Deﬁnition 2. A basic sequence {xn}∞n=1 of a Banach space X is called subsymmetric if it is unconditional and, for every
increasing sequence of integers {nk}∞k=1, the sequence {xnk }∞k=1 is equivalent to the sequence {xn}∞n=1.
It is well known that every symmetric basic sequence is subsymmetric (see [12, Proposition 3.a.3, p. 114]). The converse
implication is not true, in general, as it was shown by Garling (see [12, p. 115]).
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properties of the subspace of an Orlicz space spanned by normalized characteristic functions of dyadic intervals of [0,1].
For a subset A ⊂ [0,1] of positive Lebesgue measure m(A) > 0 and any increasing concave function ϕ : [0,1] → [0,∞)
we denote by χ¯A := χAϕ(m(A)) . In particular, χ¯k := χ¯(2−k,2−k+1] , k = 1,2, . . . .
Following Kalton [7] we deﬁne, for an Orlicz function M and 1 p < ∞, the function Ψ∞M,p(u,C) for 0 < u  1, C > 1
to be the supremum (possibly ∞) of all N such that there exist 1 a1 < a2 < · · · < aN , akak−1  2 for k = 2, . . . ,N such that
for all k either Mak (u) Cup or up  CMak (u), where Ma(u) := M(au)M(a) for a,u > 0. This notion and his result from [7] is the
main tool used in proving the following our main result.
Theorem 1. Let M(u) be an Orlicz function satisfying the Δ2-condition for large u such that also its complementary function M∗(u)
satisﬁes the Δ2-condition for large u. The following conditions are equivalent:
(i) The Orlicz space LM is an ultrasymmetric space.
(ii) {χ¯k}∞k=1 is a symmetric basic sequence in the Orlicz space LM .
(iii) {χ¯k}∞k=1 is a subsymmetric basic sequence in the Orlicz space LM .
(iv) There exists p ∈ (1,∞) such that for some C0 > 0,C1 > 0 and r > 0 we have
Ψ∞M,p(u,C0) C1u−r for all u ∈ (0,1].
(v) There exist p ∈ (1,∞) and an increasing concave function ψ such that LM = Λp,ψ .
(vi) There exists p ∈ (1,∞) such that the sequence {χ¯k}∞k=1 spans lp in LM .
Before the proof of this theorem we prove some auxiliary results.
Lemma 1. Let M and F be two Orlicz functions on [0,∞) such that for some d > 0 we have d−1M(u) F (u) dM(u) for all u  1.
If for some p > 0 there are constants C0 > 0,C1 > 0 and r > 0 such that
Ψ∞M,p(u,C0) C1u−r for all u ∈ (0,1],
then there are constants C ′0 > 0, C ′1 > 0 such that
Ψ∞F ,p(u,C ′0) C ′1u−r for all u ∈ (0,1].
Proof. Let u ∈ (0,1] and 1  a1 < a2 < · · · < aN , ak  2ak−1 (k = 2, . . . ,N) be such that for any k = 1,2, . . . ,N , we have
either
Fak (u) C0d2up or up  C0d2Fak (u). (2)
Let k0 ∈ {1,2, . . . ,N − 1} be such that ak0u  1 and ak0+1u > 1. If aNu  1, then we take k0 = N and if a1u > 1, then we
take k0 = 0. For k > k0 by the equivalence of M and F we obtain that
Fak (u)
dM(aku)
d−1M(ak)
= d2Mak (u)
and
Fak (u)
d−1M(aku)
dM(ak)
= d−2Mak (u).
By (2) we get then
Mak (u) C0up or up  C0Mak (u).
Thus, by the assumption
N − k0  Ψ∞M,p(u,C0) C1u−r . (3)
On the other hand, 2k0u  2k0a1u  ak0u  1, and, whence, k0  log2 1u 
1
r u
−r . Putting this fact together with (3) we obtain
that N = k0 + N − k0  (C1 + 1r )u−r . Thus the lemma is proved with C ′0 = C0d2 and C ′1 = C1 + 1r . 
Proposition 1. Suppose that an Orlicz function M satisﬁes the Δ2-condition for all u > 0. If the normalized sequence {χ¯k} with
ϕ(t) = 1/M−1(1/t) is a subsymmetric sequence in the Orlicz space LM , then there exist C0 > 0, C1 > 0 and 1 p < ∞ such that
Ψ∞M,p(u,C0) C1u−p for every 0< u  1.
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∞∑
k=1
akχ¯k
∥∥∥∥∥
LM
= ∥∥(ak)∥∥M,α, (4)
where
∥∥(ak)∥∥M,α = inf
{
λ > 0:
∞∑
k=1
M
( |ak|
λ
M−1
(
2nk
))
2−nk  1
}
= inf
{
λ > 0:
∞∑
k=1
M( |ak |
λ
αk)
M(αk)
 1
}
= inf
{
λ > 0:
∞∑
k=1
Mαk
( |ak|
λ
)
 1
}
(5)
with αk := M−1(2nk ), k = 1,2, . . . . By the assumption and the uniform boundedness principle (see [12, p. 114]) we obtain
that
B−1
∥∥(ak)∥∥M,α  ∥∥(ak)∥∥M,β  B∥∥(ak)∥∥M,α, (6)
for any increasing sequences of integers α = {nk} and β = {mk} with a constant B > 0 that depends only on M .
We show that there exists a constant C(B) > 0 such that for any l ∈ N, 0 < uk  1, k = 1, . . . , l, the following inequality
holds
l∑
k=1
Mαk (uk) C(B)
l∑
k=1
Mβk (uk)+ 2, (7)
where αk = M−1(2nk ), βk = M−1(2mk ),k = 1, . . . , l. Let us introduce a sequence of indices k0 = 1 and
ki = 1+min
{
j ∈ [ki−1, l]:
j∑
k=ki−1
Mαk (uk) 1
}
, i = 1,2, . . .
(here we put min∅ = l). Denote p := min{i: ki = l+1}. Since for arbitrary u ∈ (0,1] and k ∈ N we have Mαk (u) 1 it follows
that
1
ki−1∑
k=ki−1
Mαk (uk) < 2 (1 i < p) and
kp−1∑
k=kp−1
Mαk (uk) < 2. (8)
Let ai =∑ki−1k=ki−1 ukek , i = 1,2, . . . , p, where {ek}∞k=1 is the standard basis. By the convexity of M we have
ki−1∑
k=ki−1
M(ukαk/2)
M(αk)
 1
2
ki−1∑
k=ki−1
M(ukαk)
M(αk)
= 1
2
ki−1∑
k=ki−1
Mαk (uk), i = 1, . . . , p,
and then (8) and (5) imply that
1
∥∥ai∥∥M,α  2 (i = 1, . . . , p − 1) and ∥∥ap∥∥M,α  2.
Therefore, by (6),∥∥ai∥∥M,β  B−1∥∥ai∥∥M,α  B−1, i = 1, . . . , p − 1,
and, thus,
ki−1∑
k=ki−1
Mβk (Buk) 1, i = 1,2, . . . , p − 1.
Since M satisﬁes the Δ2-condition for all u > 0, that is, M(2u)  LM(u) for some L > 0 for all u > 0 it follows that
M(Bv) Llog2 B+1M(v) = C ′(B)M(v) for all v > 0, and the last inequality implies that
ki−1∑
k=k
Mβk (uk)
1
C ′(B)
, i = 1,2, . . . , p − 1.i−1
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l∑
i=1
Mαi (ui) =
p∑
i=1
ki−1∑
k=ki−1
Mαk (uk) < 2p  2C ′(B)
p∑
i=1
ki−1∑
k=ki−1
Mβk (uk)+ 2 = C(B)
l∑
k=1
Mαk (uk)+ 2,
and inequality (7) is proved.
This inequality and Kalton’s results (see [7, Proposition 6.5 and Lemma 6.6]) imply, in particular, that M is equivalent
to an Orlicz function which is regularly varying of order p at ∞. Without loss of generality, by Lemma 1, we can assume
that M itself possesses this property, and hence limt→∞ Mt(u) = up with some p ∈ [1,∞). Therefore, for any u ∈ (0,1]
there is a t0 > 0 such that for all t  t0 the following inequalities hold:
1
2
up  Mt(u) 2up . (9)
We ﬁx u ∈ (0,1] and take β = {mk} such that βk = M−1(2mk ) t0 (k = 1,2, . . .). Then (7) for uk = u and (9) imply that
l∑
k=1
Mαk (u) 2C(B)lup + 2. (10)
If we change the positions of α = {nk} and β = {mk} in (7), and use (7) and (9) once more, then we get that
lup  2C(B)
l∑
k=1
Mαk (u)+ 4. (11)
We note that in (10) and (11) α = {nk} is an arbitrary increasing sequence of integers.
Let u ∈ (0,1] and 1  a1 < a2 < · · · < al, akak−1  2, k = 2,3, . . . , l. We deﬁne nk = [1 + log2 M(ak)], k = 1,2, . . . , l, where[b] is the integer part of a number b. We can assume that M(1) = 1. Since
M(ak+1) M(2ak) 2M(ak), k = 1,2, . . . , l,
we conclude that {nk} is a strictly increasing sequence of integers. If αk = M−1(2nk ), then the deﬁnition of nk implies that
ak  αk  2ak, k = 1,2, . . . , l.
Therefore, by the Δ2-condition and the deﬁnition of nk
Mak (u) =
M(aku)
M(ak)
 M(αku)
M(αk/2)
 M(αku)
M(αk)/L
= LMαk (u)
and
Mαk (u) =
M(αku)
M(αk)
 M(2aku)
M(ak)
 LMak (u).
Thus,
L−1Mαk (u) Mak (u) LMαk (u), k = 1,2, . . . , l.
Hence, (10) and (11) imply that
l∑
k=1
Mak (u) 2LC(B)lup + 2L (12)
and
lup  2LC(B)
l∑
k=1
Mak (u)+ 4, (13)
for all natural l.
We take C0 = 3LC(B) and suppose that Mak (u) C0up , k = 1,2, . . . ,n. Then, in view of (12),
C0lu
p  2LC(B)lup + 2L
and l 2C(B)u−p .
In the case when C0Mak (u)  up , k = 1,2, . . . , l, using (13), we obtain that lup  23 lup + 4, and therefore l  12u−p .
Finally,
Ψ∞M,p(u,C0)
(
2
C(B)
+ 12
)
u−p,
and the proof is complete. 
S.V. Astashkin, L. Maligranda / J. Math. Anal. Appl. 347 (2008) 273–285 279Remark 1. If the conditions of Proposition 1 are satisﬁed, then from the proof above it follows that M is equivalent to an
Orlicz function which is regularly varying of order p at ∞, which in consequence gives that the Matuszewska–Orlicz indices
are equal to p (in particular, αLM = βLM = 1p ). This shows that such a class of Orlicz functions is “not too large.”
Proposition 2. Let X be a rearrangement invariant space on [0,1] such that its upper Boyd index βX < 1. Then
X = (L1, L∞)KE({ϕ(2−k)2k}∞k=1), (14)
where ϕ is the fundamental function of X and E is a Banach lattice with the norm
∥∥(ak)∥∥E =
∥∥∥∥∥
∞∑
k=1
akχ¯k
∥∥∥∥∥
X
, where χ¯k =
χ(2−k,2−k+1]
ϕ(2−k)
, k = 1,2, . . . . (15)
Proof. Let us consider an r.i. space Y on [0,1] given by
Y = (L1, L∞)KE({ϕ(2−k)2k}∞k=1), (16)
where E is deﬁned by (15). Since K (t, x; L1, L∞) =
∫ t
0 x
∗(s)ds for 0< t  1 it follows that
‖x‖Y =
∥∥∥∥∥
{
2kϕ
(
2−k
) 2−k∫
0
x∗(s)ds
}∞
k=1
∥∥∥∥∥
E
. (17)
Using the inequality tx∗(t)
∫ t
0 x
∗(s)ds we obtain
‖x‖Y 
∥∥{ϕ(2−k)x∗(2−k)}∞k=1∥∥E =
∥∥∥∥∥
∞∑
n=1
x∗
(
2−k
)
χ(2−k,2−k+1]
∥∥∥∥∥
X
 ‖x‖X .
On the other hand, in view of (17) and the Minkowski inequality
‖x‖Y =
∥∥∥∥∥
{ 1∫
0
x∗
(
2−ks
)
ds · ϕ(2−k)
}∞
k=1
∥∥∥∥∥
E

1∫
0
∥∥{x∗(2−ks)ϕ(2−k)}∞k=1∥∥E ds
=
1∫
0
∥∥∥∥∥
∞∑
k=1
x∗
(
2−ks
)
χ(2−k,2−k+1]
∥∥∥∥∥
X
ds 2
1∫
0
‖σ1/sx∗‖X ds
 2
1∫
0
‖σ1/s‖X→X ds‖x‖X = C‖x‖X ,
where
∫ 1
0 ‖σ1/s‖X→X ds < ∞ since βX < 1 and the proof is complete. 
Proof of Theorem 1. It is well known that the Orlicz space LM on the interval [0,1] depends only on the behaviour of the
Orlicz function M(u) for large values of u. This fact and Lemma 1 imply that if M satisﬁes the Δ2-condition for large u,
then we may suppose, without loss of generality, that M satisﬁes the Δ2-condition for all u > 0.
(i) ⇒ (ii). Let us remind that the fundamental function of the Orlicz space LM is ϕ(t) = 1/M−1(1/t). By the assumptions
on M we obtain that 0< γϕ  δϕ < 1 (see [13, Proposition 2.b.5] or [16, Theorem 4.2]). Thus, in view of the Pustylnik result
(cf. [21, Theorem 2.1]), if an Orlicz space LM is ultrasymmetric, then
LM = (L1, L∞)F ({ϕ(2−k)2k}∞k=1),
where F is a symmetric Banach lattice of sequences. On the other hand, by Proposition 2, the space LM is representable in
the form (14), where E is deﬁned according to (15). Then, in view of Proposition 2 in [1] we have that E = F with equiva-
lence of the norms. Hence, E is a symmetric Banach lattice of sequences, that is, {χ¯k} is a symmetric basic sequence in LM .
The implication (ii) ⇒ (iii) is obvious and Proposition 1 together with Remark 1 for p > 1 (the last inequality follows
from the fact that p∞M > 1) give the implication (iii) ⇒ (iv).
Equivalence (iv) ⇔ (v) has been proved by Kalton in [7] (his Theorem 6.3). Moreover, since δϕ < 1 we have that
p ∈ (1,∞) (cf. Remark 1). Then we pass right away to prove next implication.
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(0< t  1) and, thus, 0< γψ  δψ < 1. Hence, in view of the Kalton result [7, Proposition 5.1(2)], we obtain that∥∥∥∥∥
∞∑
k=1
akχ¯k
∥∥∥∥∥
Λp,ψ
≈
( ∞∑
k=1
|ak|p
ψ(2−n)p
2−n+1∫
2−n
ψ(t)p
dt
t
)1/p
≈ ∥∥(ak)∥∥lp . (18)
Finally, by the assumption, we get that ‖∑∞k=1 akχ¯k‖LM ≈ ‖(ak)‖lp , and (vi) is proved.
(vi) ⇒ (i). Since βLM = δϕ < 1, we ﬁnd that this implication follows from Proposition 2, the Pustylnik result [21, Theo-
rem 2.1] and the fact that lp ∈ Int(l1, l∞).
The proof of Theorem 1 is complete. 
Remark 2. Kalton [7], in his Theorem 6.3, proved the equivalence (iv) ⇔ (v). He restated the result proved by Montgomery-
Smith [18, Theorems 3.2 and 4.7]. In fact, the story here started already in 1961 when Lorentz [15] proved that if w is
a strictly decreasing weight, then the Lorentz space Λ1,w is equal to an Orlicz space if and only if the so-called Lorentz
condition holds:
there exists c > 0 such that
1∫
0
1
w−1(cw(t))
dt < ∞. (19)
Then Raynaud (cf. [24, Corollary 30]) and Montgomery-Smith (cf. [18, Theorems 3.2 and 4.7]) showed that if 1 p < ∞,
then the Lorentz space Λp,w is equal to an Orlicz space if and only if 1t
∫ t
0 w(s)ds ≈ w1(t)w2(t) for some strictly monotone
weights w1,w2 both satisfying the Lorentz condition (19). Kalton formulated the last condition in the form of (iv) by
proving results for elastic Orlicz spaces.
Note here that Lorentz [15], Raynaud [24] and Montgomery-Smith [18] started with a Lorentz space Λp,w and identiﬁed
it with some Orlicz space. On the other hand, Lorentz [15] and Kalton [7] started with an Orlicz space and were doing
identiﬁcation with some Lorentz space Λp,w .
Remark 3. Let us suppose that the conditions of Theorem 1 are satisﬁed and p ∈ (1,∞). In view of the Kalton result
[7, Theorem 6.3] and the proof of Theorem 1 we obtain that the following conditions are equivalent:
(i) There exist C0 > 0,C1 > 0 and r > 0 such that
Ψ∞M,p(u,C0) C1u−r for all u ∈ (0,1].
(ii) LM = Λp,ψ for some increasing concave function ψ .
(iii) The sequence {χ¯k}∞k=1 spans lp in LM .
The difference with the theorem is that in (i)–(iii) we have the same exponent p.
Remark 4. The sequence {χ¯k}∞k=1 is a subsymmetric basic sequence in every ultrasymmetric r.i. space X on [0,1] (see
Astashkin [2, Theorem 1]). Paper [2] contains also examples which indicate that this assertion will not be true if we do not
have the ultrasymmetry property of the space X . Theorem 1 complements them showing that for Orlicz spaces the converse
assertion holds.
The following result follows immediately from Theorem 1 and we can compare it with Proposition 4 from the
Lindenstrauss–Tzafriri paper [11].
Corollary 1. Let an Orlicz function M and its complementary M∗ satisfy theΔ2-condition for large u and let E be a separable symmetric
space of sequences. An isomorphism T : E → LM [0,1] transforming the standard basis into the sequence {χ¯k}∞k=1 exists if and only if
there is a p ∈ (1,∞) such that
(i) E = lp ,
and
(ii) for some C0 > 0,C1 > 0, r > 0 and all u ∈ (0,1] we have Ψ∞M,p(u,C0) C1u−r .
Remark 5. Theorem 1 provides necessary and suﬃcient conditions under which a reﬂexive Orlicz space is ultrasymmetric.
Relating to the non-reﬂexive case we note only that the Orlicz spaces with the Orlicz function increasing too slow or
too quickly in many cases are ultrasymmetric, since they coincide with Lorentz or Marcinkiewicz space with the same
fundamental function. For instance, such are the spaces L log L, exp L, etc. (cf. Lorentz [15, Theorems 2 and 3]).
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We will show that in contrast to Orlicz spaces which are not so often ultrasymmetric, the Lorentz–Orlicz spaces deﬁned
by Torchinsky [27] are always ultrasymmetric. Let M be an Orlicz function and ϕ : [0,1] → [0,∞) an increasing concave
function such that ϕ(0) = 0. The Lorentz–Orlicz space ΛM,ϕ is the space consisting of all (classes of) measurable functions x
on [0,1] such that IM,ϕ(x/λ) < ∞ for some λ > 0, where
IM,ϕ(x) :=
1∫
0
M
[
ϕ(t)x∗(t)
]dt
t
.
In general, the functional ‖x‖M,ϕ = inf{λ > 0: IM,ϕ(x/λ) 1} is not a norm because the triangle inequality holds with some
constant (it is only a quasi-norm). However, if δϕ < 1, then, in view of Lemma 1.4 in Chapter 2 of [9], we have that
t∫
0
1
ϕ(s)
ds C1
t
ϕ(t)
for all 0< t  1.
Therefore, by Lemma 2(a) in [6] (see also [24, Proposition 22(ii)]), we obtain that
IM,ϕ(x
∗∗) C2 IM,ϕ(x), (20)
and, thus, the Lorentz–Orlicz space ΛM,ϕ is an r.i. space on [0,1] with the norm
‖x‖M,ϕ = inf
{
λ > 0: IM,ϕ(x
∗∗/λ) 1
}
. (21)
It is not hard to check (see [24, Lemma 17]) that the fundamental function ϕΛM,ϕ (t) ≈ ϕ(t).
We show now that in contrast to Orlicz spaces which are rarely ultrasymmetric, the Lorentz–Orlicz spaces with non-
trivial indices of their fundamental functions are ultrasymmetric.
Theorem 2. If 0< γϕ  δϕ < 1, then for any Orlicz function M the Lorentz–Orlicz space ΛM,ϕ is an ultrasymmetric space.
Proof. First, we show equality of the upper Boyd index of the Lorentz–Orlicz space ΛM,ϕ with the upper dilation index
of ϕ , that is, the equality
βΛM,ϕ = δϕ. (22)
For given ε > 0 there exists C > 0 such that for all t  1 and 0< s 1/t we have ϕ(st)ϕ(s)  Ctδϕ+ε . Therefore,
1∫
0
M
(
ϕ(s)σt x
∗(s)
)ds
s
=
1∫
0
M
(
ϕ(s)x∗
(
s
t
))
ds
s
=
1/t∫
0
M
(
ϕ(st)x∗(s)
)ds
s

1/t∫
0
M
(
Ctδϕ+εϕ(s)x∗(s)
)ds
s
.
Since (σt x)∗∗(u) = σt x∗∗(u) it follows, in view of (21), that
‖σt x‖M,ϕ = inf
{
λ > 0: IM,ϕ
(
(σt x)∗∗
λ
)
 1
}
= inf
{
λ > 0: IM,ϕ
(
σt x∗∗
λ
)
 1
}
 inf
{
λ > 0: IM,ϕ
(
Ctδϕ+εx∗∗
λ
)
 1
}
= Ctδϕ+ε inf
{
λ > 0: IM,ϕ
(
x∗∗
λ
)
 1
}
= Ctδϕ+ε‖x‖M,ϕ .
Since ε > 0 is arbitrary, it yields that βΛM,ϕ  δϕ . The reverse inequality is true for any r.i. space with the fundamental
function ϕ and, thus, we get equality (22). In particular, we have that βΛM,ϕ < 1.
Since the Orlicz sequence space lM ∈ Int(l1, l∞) we ﬁnd, in view of Theorem 2.1 of Pustylnik [21] (compare our descrip-
tion in Section 2), that it is suﬃcient to prove
ΛM,ϕ = (L1, L∞)K −k k . (23)lM (ϕ(2 )2 )
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‖x‖M,ϕ ≈ ‖x‖M,ϕ ≈
∥∥∥∥∥
∞∑
k=1
x∗
(
2−k
)
χ(2−k,2−k+1]
∥∥∥∥∥

M,ϕ
= inf
{
λ > 0:
∞∑
k=1
2−k+1∫
2−k
M
(
x∗(2−k)ϕ(t)
λ
)
dt
t
 1
}
≈ inf
{
λ > 0:
∞∑
k=1
M
(
x∗(2−k)ϕ(2−k)
λ
)
 1
}
=
∥∥∥{x∗(2−k)}∞k=1
∥∥∥
lM (ϕ(2−k))
.
Since 0< γϕ  δϕ < 1, we can use the result of Kalton (see [7, Proposition 5.1(2)]) and we obtain that∥∥∥∥∥
∞∑
k=1
akχ¯k
∥∥∥∥∥
M,ϕ
≈ ∥∥(ak)∥∥lM , (24)
and Proposition 2 implies (23). The proof is complete. 
Let ϕ : [0,1] → [0,∞) be an increasing concave function with ϕ(0) = 0. Denote by Φ the Orlicz function on [0,∞)
deﬁned for u > 0 as follows:
Φ(u) =
u∫
0
Φ˜(t)
t
dt, where Φ˜(t) =
⎧⎨
⎩
t
ϕ−1(1) if 0 t  1,
1
ϕ−1( 1t )
if t  1.
The function Φ˜ is not necessary convex but Φ˜(t)t is increasing on (0,∞), and therefore Φ is a convex function, and for
all u > 0
Φ˜
(
u
2
)

u∫
u/2
Φ˜(t)
t
dt Φ(u) Φ˜(u).
Moreover, if γϕ > 0, then Φ˜ satisﬁes the Δ2-condition for all u and, thus, for all u > 0
Φ(u) Φ˜
(
u
2
)
 cΦ˜(u),
that is, the functions Φ and Φ˜ are equivalent on (0,∞).
Theorem 3. Suppose that ϕ : [0,1] → [0,∞) is an increasing concave function with ϕ(0) = 0 and 0 < γϕ  δϕ < 1. Let M be an
Orlicz function. The following conditions are equivalent:
(i) The Lorentz–Orlicz space ΛM,ϕ coincides with an Orlicz space.
(ii) ΛM,ϕ = LΦ with equivalence of the norms.
(iii) There exists p ∈ (1,∞) such that M(u) ≈ up for all 0< u  1 and there exist C0 > 0, C1 > 0, and r > 0 such that
Ψ∞Φ,p(u,C0) C1u−r for all u ∈ (0,1].
Proof. (iii) ⇒ (ii). The condition 0< γϕ  δϕ < 1 implies that the Orlicz function Φ and its complementary Φ∗ satisfy the
Δ2-condition for large u. Thus, by Theorem 1, LΦ = Λp,ϕ . In view of (18), (24) and the condition M(u) ≈ up for 0 < u  1
we obtain that∥∥∥∥∥
∞∑
k=1
akχ¯k
∥∥∥∥∥
LΦ
≈
∥∥∥∥∥
∞∑
k=1
akχ¯k
∥∥∥∥∥
M,ϕ
,
for all ak ∈ R,k = 1,2, . . . . Hence, since (see (22)) βΛM,ϕ = βLΦ = δϕ < 1 it follows, by Proposition 2, that LΦ = ΛM,ϕ with
equivalence of the norms.
(ii) ⇒ (i). It is obvious.
(i) ⇒ (iii). Since the fundamental functions of the spaces ΛM,ϕ and LΦ are equivalent to the same function ϕ , we ﬁnd, by
assumption that ΛM,ϕ = LΦ . Hence, in view of Theorem 2, the Orlicz space LΦ is an ultrasymmetric r.i. space. Observe that
the conditions of Theorem 1 are fulﬁlled. Thus, Theorem 1 implies that LΦ = Λp,ϕ for some p ∈ (1,∞). Using (18) and (24)
we obtain that lM = lp , that is, M(u) ≈ up for 0 < u  1. The second condition in (iii) is a consequence of Theorem 1 and
Remark 2. 
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and, therefore, his result (see [18, Theorem 4.3]) signiﬁcantly differs from our Theorem 3.
Remark 7. Already equality (23) shows that for the space ΛM,ϕ the behaviour of the Orlicz function M is important only for
small u > 0. Moreover, the equality of a Lorentz–Orlicz space ΛM,ϕ with an Orlicz space LΦ gives that the Orlicz function M
is a power function for small u.
Corollary 2. Let an Orlicz function M and its complementary M∗ both satisfy the Δ2-condition for large u. If lM is an Orlicz sequence
space generated by M, then the equivalence∥∥∥∥∥
∞∑
k=1
akχ(2−k,2−k+1]
∥∥∥∥∥
LM [0,1]
≈
∥∥∥∥∥
{
ak
M−1(2k)
}∞
k=1
∥∥∥∥∥
lM
(25)
holds for all ak ∈ R if and only if there exists p ∈ (1,∞) such that M(u) ≈ up for 0< u  1 and for some C0 > 0, C1 > 0, and r > 0
Ψ∞M,p(u,C0) C1u−r for all u ∈ (0,1].
Proof. Since lM ∈ Int(l1, l∞), then by the Pustylnik Theorem 2.1 (cf. [21]), Proposition 2 and (25) we see that the Orlicz
space LM is an ultrasymmetric r.i. space. Then, in view of Theorem 1, we have that LM = Λp,ϕ for some p ∈ (1,∞), and,
hence, lp = lM , because of (18) and (25). Therefore, M(u) ≈ up (0< u  1). Moreover, Theorem 1 and Remark 2 imply that
there exist C0 > 0, C1 > 0, and r > 0 such that Ψ∞M,p(u,C0) C1u−r for every u ∈ (0,1]. The converse assertion is an easy
consequence of Theorem 1. 
Remark 8. Novikov proved in [19] and [20] under some conditions on an Orlicz function M that the following equivalence
holds:∥∥∥∥∥
∞∑
k=1
akχk
∥∥∥∥∥
LM [0,1]
≈
∥∥∥{akM−1(2−k)}∞k=1
∥∥∥
lM
, where χk = χ(2−k,2−k+1]. (26)
Since ‖χk‖LM = 1M−1(2k) (k = 1,2, . . .) it follows that (26) implies that
M−1(2−k) ≈ 1
M−1(2k)
(k = 1,2, . . .). (27)
Clearly, (26) and (27) imply (25). If now M satisﬁes the conditions of Corollary 2, then M(u) ≈ up (0< u  1). This equiva-
lence together with (27) implies that M(u) ≈ up on the whole semiaxis (0,∞). Thus, if an Orlicz function M together with
its complementary M∗ satisfy the Δ2-condition and (26) holds, then the function M is equivalent to some power function
on (0,∞). Note that these conditions are fulﬁlled in Corollary 1 of the paper [19], and therefore in spite of this assertion is
true but, a posteriori, the hypotheses used imply that the function M has to be power function.
Corollary 3. Let the Orlicz function M satisfy the conditions of Corollary 2 and, moreover,
M(st) C0M(s)M(t) for all s, t  0 (28)
and
M(t) ≈ 1
M−1(1/t)
for all 0< t  1. (29)
Then M(u) ≈ up,u > 0 for some p ∈ (1,∞).
Proof. We prove that the equivalence (25) holds. In fact, at ﬁrst∥∥∥∥∥
∞∑
k=1
akχk
∥∥∥∥∥
LM
≈
∥∥∥∥∥
{
ak
M−1(2k)
}∞
k=1
∥∥∥∥∥
EM
,
where
∥∥(ak)∥∥EM = inf
{
λ:
∞∑
k=1
M
( |ak|
λ
M−1
(
2k
))
2−k  1
}
.
We check that EM = lM . By (28) we have that
M
( |ak|
λ
M−1(2k)
)
2−k  C0M
( |ak|
λ
)
,
and, hence, ‖(ak)‖EM  C0‖(ak)‖lM .
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M
( |ak|M−1(2k)
λ
)
2−k ≈ M
( |ak|
λM−1(2k)
)
M
(
M−1
(
2−k
))
 1
C0
M
( |ak|
λ
)
,
that is, ‖(ak)‖lM  C0C1‖(ak)‖EM . Putting these facts together we obtain (25) and by Corollary 2 we conclude that M(u) ≈ up
(0< u  1). Then (29) implies that M(u) ≈ up for all u > 0. 
5. Examples of ultrasymmetric and not ultrasymmetric Orlicz spaces
We give some examples of Orlicz functions such that the corresponding Orlicz spaces are ultrasymmetric spaces or not
ultrasymmetric spaces.
Example 1. Let the Orlicz function M be equivalent for large u to the function
M(u) = up(lnu)q1 (ln lnu)q2 . . . (ln . . . lnu)qn ,
where p ∈ (1,∞) and q1, . . . ,qn are arbitrary real numbers. Then, for every C0 > 1 there exist C1 > 1 and r > 0 such that
Ψ∞M,p(u,C0) C1 lnr
e
u
, 0< u  1.
Therefore, by Theorem 1, the Orlicz space LM is an ultrasymmetric space.
Example 2. (See Kalton [7].) Let vn ∈ (0,1), v1 > v2 > · · · > 0 and vn → 0. The function p : R → (0,∞) is deﬁned as follows:
p(t) = 2 for t  1, and p(t) = 2+ (−1)nvn if 2n−1 < t  2n , n = 1,2, . . . . Denote
f (u) =
u∫
0
p(t)dt and M(u) = e f (lnu) (u > 0).
It is clear that M is a function “close” to u2. It is not hard to show that M is equivalent to an Orlicz function and M is a
regularly varying function at ∞ of order 2, that is, for every u > 0,
lim
t→∞
M(tu)
M(t)
= u2.
At the same time, if vn tends to 0 enough slowly as n → ∞, condition (iv) of Theorem 1 fails. For example, if vn = (ln lnn)−1,
then for every p  1 and any C > 0
Ψ∞M,p(u,C) lnC exp
(
1
u
)
, u ∈ (0,1].
Thus, by Theorem 1, the Orlicz space LM is not an ultrasymmetric space.
Remark 9. Kalton, in his paper [7], considered three classes of Orlicz functions: L= {M: LM = Λp,ϕ for some 1 p < ∞ and
some increasing concave function ϕ on [0,1]}, E = {M: M is elastic} = {M: the couple (L∞, LM) is uniformly K -monotone},
and RV = {M: M is regularly varying at ∞} and proved that we have proper embeddings L  E RV . Note that in all
these classes of Orlicz functions the Matuszewska–Orlicz indices are equal.
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