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Abstract
We prove that the following statements are equivalent for a space X: (1) X is monotonically countably paracompact; (2) for
every metric space Y there exists an operator Φ assigning to each locally bounded mapping φ :X → B(Y ), a locally bounded
l.s.c. mapping Φ(φ) :X → B(Y ) with φ ⊂ Φ(φ) such that Φ(φ) ⊂ Φ(φ′) whenever φ ⊂ φ′, where B(Y ) is the set of all non-
empty closed bounded sets of Y ; (3) for every metric space Y , there exist operators Φ and Ψ assigning to each u.s.c. mapping
φ :X → B(Y ), an l.s.c. mapping Φ(φ) :X → B(Y ) and a u.s.c. mapping Ψ (φ) :X → B(Y ) with φ ⊂ Φ(φ) ⊂ Ψ (φ) such that
Φ(φ) ⊂ Φ(φ′) and Ψ (φ) ⊂ Ψ (φ′) whenever φ ⊂ φ′.
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1. Introduction
All spaces are assumed to be regular spaces. J. Mack characterized in [11] countably paracompact spaces with
locally bounded real-valued functions.
Theorem 1.1. (See J. Mack, [11].) A space X is countably paracompact if and only if for each locally bounded
function h :X → R there exists a locally bounded l.s.c. function g :X → R such that |h| g.
C. Good, R. Knight and I. Stares [2] and C. Pan [15] introduced a monotone version of countably paracom-
pact spaces, called monotonically countably paracompact spaces and monotonically cp-spaces, respectively, and it is
proved in [2, Proposition 14] that both these notions are equivalent.
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A space X is said to be monotonically countably metacompact (MCM) if there exists an operator U assigning to each
decreasing sequence (Dj )j∈ω of closed subsets of X with
⋂
j∈ω Dj = ∅, a sequence U((Dj )) = (U(n, (Dj )))n∈ω of
open subsets of X such that
(i) Dn ⊂ U(n, (Dj )) for each n ∈ ω;
(ii) ⋂n∈ω U(n, (Dj )) = ∅;
(iii) if (Dj ) (Ej ), then U((Dj ))U((Ej )).
X is said to be monotonically countably paracompact (MCP) if, in addition,
(ii)′ ⋂n∈ω U(n, (Dj )) = ∅.
This definition is due to C. Good, R. Knight and I. Stares [2]. See also [15] for an equivalent definition due to C. Pan.
Note that MCM spaces coincide with β-spaces [2, Theorem 5], and every wN -space is MCP [2, Proposition 6].
The purposes of this paper are to introduce the notion of local boundedness for set-valued mappings, to describe
countably paracompact (or countably metacompact) spaces and MCP (or MCM) spaces by expansions of locally
bounded set-valued mappings, and to provide characterizations of these spaces with monotone expansions of real-
valued functions along Theorem 1.1. Since, for a metric space Y , locally bounded mappings are characterized as
mappings having u.s.c. expansions (Proposition 3.1), theorems given with locally bounded mappings are restated by
using l.s.c. or u.s.c. mappings (Section 3).
Monotone insertions of functions on MCP spaces are originally considered by C. Good, R. Knight and I. Stares
in [2]. It is asserted in [2, Theorem 25] that the following statements are equivalent: (a) X is MCP; (b) there exists an
operator g assigning to each locally bounded function h :X → R, a locally bounded l.s.c. function g(h) :X → R with
|h| g(h) such that g(h) g(h′) whenever |h| |h′|; (c) there exists an operator g assigning to each l.s.c. function
h :X → R with h > 0, a u.s.c. function g(h) :X → R with 0 < g(h) < h such that g(h) g(h′) whenever h h′. The
proof in [2] is given by showing ‘(a) ⇒ (b) ⇒ (c) ⇒ (a)’, but that of ‘(c) ⇒ (a)’ actually shows ‘(c) ⇒ X is MCM’.
Theorem 2.4 below completes the proof of ‘(a) ⇔ (b)’ and Corollary 3.5 also shows ‘(c) ⇔ X is MCM’.
For a mapping φ :X → 2Y and W ⊂ Y , the symbols φ−1[W ] and φ#[W ] stand for {x ∈ X: φ(x) ∩ W 
= ∅} and
{x ∈ X: φ(x) ⊂ W }, respectively. A set-valued mapping φ :X → 2Y is lower semi-continuous (l.s.c.) if φ−1[W ] is
open in X for every open subset W of Y . Also, φ :X → 2Y is upper semi-continuous (u.s.c.) if φ#[W ] is open in X
for every open subset W of Y . For mappings φ, φ′ :X → 2Y , we express by φ ⊂ φ′ if φ(x) ⊂ φ′(x) for each x ∈ X.
Also, for functions f , f ′ :X → R, we express f  f ′ and f < f ′ if f (x) f ′(x) and f (x) < f ′(x), respectively,
for each x ∈ X.
For a space Y , define
F(Y ) = {F ⊂ Y : F 
= ∅, F is closed}, and
C(Y ) = {F ⊂ Y : F 
= ∅, F is compact}.
For a normed linear space Y , define
Fc(Y ) = {F ⊂ Y : F 
= ∅, F is closed and convex}, and
Cc(Y ) = {F ⊂ Y : F 
= ∅, F is compact and convex}.
For a metric space (Y,ρ), a subset B of Y is called bounded if the diameter of B (with respect to ρ) is finite, and we
define
B(Y ) = {F ⊂ Y : F 
= ∅, F is closed and bounded}.
A metric space (Y,ρ) is called unbounded if Y is not bounded (with respect to ρ). As is well known, C(R) = B(R)
holds. For a subset A of a space X, A¯ and intA denote the closure of A in X and the interior of A in X, respectively.
For basic facts on set-valued mappings and undefined terminology, see [1]. For basic facts on MCP spaces and
MCM spaces (= β-spaces), see [2] and [4]. See also [13] and [16] for basic facts on continuous selections.
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We introduce the following:
Definition 2.1. For a metric space Y , a mapping φ :X → B(Y ) is called locally bounded if for every x ∈ X there exist
a bounded set V of Y and a neighborhood O of x such that O ⊂ φ#[V ].
Boundedness is not a topological property. So, we extensively give theorems by using a notion of countable strictly
increasing closed covers, which is regarded as a tool giving a topological version of ‘boundedness’ on metric spaces.
A sequence {Bn}n∈ω of closed subsets of a space Y is called a strictly increasing closed cover if Y = ⋃n∈ω Bn and
Bn  Bn+1 for each n ∈ ω. For a space Y having a strictly increasing closed cover {Bn}, a subset B of Y is said to
be bounded (with respect to {Bn}) if B ⊂ Bn for some n ∈ ω. We set B(Y ; {Bn}) = {B ⊂ Y : B 
= ∅, B is closed and
bounded (with respect to {Bn})}.
Definition 2.2. For a space Y with a strictly increasing closed cover {Bn}, a set-valued mapping φ :X → B(Y ; {Bn})
is called locally bounded if for every x ∈ X there exist n ∈ ω and a neighborhood O of x such that O ⊂ φ#[Bn].
Let us note the following:
Lemma 2.3. A space Y has a countable strictly increasing closed cover if and only if Y has an infinite point-finite
non-empty open collection. In particular, for a regular space Y , Y has a countable strictly increasing closed cover if
and only if |Y | ω.
Countably paracompact spaces, countably metacompact spaces, MCP spaces and MCM spaces are described as
follows: (1) ⇔ (6) for countably paracompact spaces is just Theorem 1.1, and as was commented in the introduction
(1)′ ⇒ (6)′ for MCP spaces was proved in [2, Theorem 25].
Theorem 2.4. For a space X, the following statements are equivalent:
(1) X is countably paracompact (resp. countably metacompact);
(2) for every space Y having a strictly increasing closed cover {Bn}, there exists an operator Φ assigning to each
locally bounded mapping φ :X → B(Y ; {Bn}), a locally bounded l.s.c. (resp. an l.s.c.) mapping Φ(φ) :X →
B(Y ; {Bn}) with φ ⊂ Φ(φ);
(3) for every metric space Y , there exists an operator Φ assigning to each locally bounded mapping φ :X → B(Y ),
a locally bounded l.s.c. (resp. an l.s.c.) mapping Φ(φ) :X → B(Y ) with φ ⊂ Φ(φ);
(4) there exists an operator Φ assigning to each locally bounded mapping φ :X → C(R), a locally bounded l.s.c.
(resp. an l.s.c.) mapping Φ(φ) :X → C(R) with φ ⊂ Φ(φ);
(5) there exist a space Y having a strictly increasing closed cover {Bn} and an operator Φ assigning to each locally
bounded mapping φ :X → B(Y ; {Bn}), a locally bounded l.s.c. (resp. an l.s.c.) mapping Φ(φ) :X → B(Y ; {Bn})
with φ ⊂ Φ(φ);
(6) there exists an operator g assigning to each locally bounded function h :X → R, a locally bounded l.s.c. (resp.
an l.s.c.) function g(h) :X → R with |h| g(h).
The statements (2)′, (3)′, (4)′ and (5)′ obtained from (2), (3), (4) and (5), respectively, by requiring Φ a further
condition ‘Φ(φ) ⊂ Φ(φ′) whenever φ ⊂ φ′’, and (6)′ obtained from (6) by requiring g ‘g(h)  g(h′) whenever
|h| |h′|’, are mutually equivalent to (1)′ X is MCP (resp. MCM).
Remark 2.5. On Theorem 2.4, ‘every metric space Y ’ in (3) and (3)′ can be replaced by any of ‘every unbounded
metric space Y ’, ‘every normed linear space Y ’ and ‘every Banach space’, and arbitrary specific unbounded metric
space like 1, 2, ∞, c0, c0(λ), Rω, naturals N, or rationals Q.
Proof of Theorem 2.4. We only prove the equivalence of statements for MCP spaces.
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closed subsets of X with
⋂
j∈ω Dj = ∅, a sequence U((Dj )) = (U(n, (Dj )))n∈ω of open subsets of X such that
the conditions (i), (ii)′ and (iii) are satisfied. We may assume U(0, (Dj )) = X and U(n, (Dj )) ⊃ U(n + 1, (Dj ))
for each n ∈ ω. Let Y be a space having a strictly increasing closed cover {Bn}. For each locally bounded mapping
φ :X → B(Y ; {Bn}) and each n ∈ ω, define
Dn(φ) =
{
x ∈ X: φ(x)  Bn
}
.
Then, Dn+1(φ) ⊂ Dn(φ) for each n ∈ ω and ⋂n∈ω Dn(φ) = ∅. Set Φ(φ) :X → B(Y ; {Bn}) by Φ(φ)(x) = Bnx+1,
x ∈ X, where nx = max{n ∈ ω: x ∈ U(n, (Dj (φ)))}. Then, Φ(φ) is lower semi-continuous. To see this, let W
be an open subset of Y and n be the minimum n such that W ∩ Bn 
= ∅. Then, we can check (Φ(φ))−1[W ] =
U(n− 1, (Dj (φ))) (we set U(−1, (Dj (φ))) = X), thus Φ(φ) is lower semi-continuous.
To show Φ(φ) is locally bounded, let x ∈ X. By (ii)′, we have ⋂n∈ω U(n, (Dj (φ))) = ∅, so take a neighborhood
O of x and n ∈ ω such that O ∩ U(n + 1, (Dj (φ))) = ∅. Then, we have O ⊂ (Φ(φ))#[Bn+1]. This completes the
proof that Φ(φ) is locally bounded.
To show φ ⊂ Φ(φ), let x ∈ X. Then, Φ(φ)(x) = Bn+1 and x ∈ U(n, (Dj (φ))) \ U(n + 1, (Dj (φ))). Since
x /∈ U(n+ 1, (Dj (φ))), we have x /∈ Dn+1(φ). Hence, φ(x) ⊂ Bn+1. This completes the proof of φ ⊂ Φ(φ).
Finally, let φ, φ′ :X → B(Y ; {Bn}) be locally bounded mappings with φ ⊂ φ′. Since Dn(φ) ⊂ Dn(φ′) for each
n ∈ ω, by (iii), we have U(n, (Dj (φ))) ⊂ U(n, (Dj (φ′))) for each n ∈ ω. Fix x ∈ X. Then,
Φ(φ)(x) = Bn+1, where x ∈ U
(
n,
(
Dj(φ)
)) \U(n+ 1, (Dj(φ)
))
, and
Φ(φ′)(x) = Bm+1, where x ∈ U
(
m,
(
Dj(φ
′)
)) \U(m+ 1, (Dj(φ′)
))
,
this provides nm. Hence, Φ(φ)(x) = Bn+1 ⊂ Bm+1 = Φ(φ′)(x). This completes the proof of Φ(φ) ⊂ Φ(φ′).
(2)′ ⇒ (3)′: Assume (2)′ and let Y = (Y,ρ) be a metric space. If Y is bounded (that is, the diameter of Y with
respect to ρ is finite), set Φ(φ) : X → B(Y ) by Φ(φ)(x) = Y for each locally bounded mapping φ :X → B(Y ) and
each x ∈ X. If Y is unbounded, take a strictly increasing closed cover {Bn: n ∈ ω} of Y satisfying that {Bn: n ∈ ω} ⊂
{Bρ(y0;n): n ∈ ω} for some point y0 ∈ Y , where Bρ(y0;n) is the closed n-ball of y0 with respect to ρ, and apply (2)′.
(3)′ ⇒ (4)′ ⇒ (5)′: Obvious.
(5)′ ⇒ (1)′: Let Y be a space having a strictly increasing closed cover {Bn} possessing the property in (5)′. Let
(Dj )j∈ω be a sequence of decreasing closed subsets of X with
⋂
j∈ω Dj = ∅. We may assume D0 = X. Define a
mapping φ((Dj )) :X → B(Y ; {Bn}) by
φ
(
(Dj )
)
(x) = Bnx+1, where nx = max{n ∈ ω: x ∈ Dn}, x ∈ X.
Then, φ((Dj )) is locally bounded. By the assumption (5)′, there exists an operator Φ assigning to each (Dj ), a lo-
cally bounded l.s.c. mapping Φ(φ((Dj ))) :X → B(Y ; {Bn}) with φ((Dj )) ⊂ Φ(φ((Dj ))) such that Φ(φ((Dj ))) ⊂
Φ(φ((Ej ))) whenever φ((Dj )) ⊂ φ((Ej )). For each sequence (Dj ) of decreasing closed subsets of X with⋂
j∈ω Dj = ∅ and n ∈ ω, define
U
(
n, (Dj )
)= (Φ(φ((Dj )
)))−1[Y \Bn].
It suffices to show the operator U satisfies (i), (ii)′ and (iii).
To show (i) and (ii)′, let (Dj ) be a sequence of a decreasing closed subsets of X with
⋂
j∈ω Dj = ∅. To see
Dn ⊂ U(n, (Dj )) for each n ∈ ω, fix n ∈ ω and let x ∈ Dn. Then, φ((Dj ))(x) = Bm+1 and x ∈ Dm \Dm+1, and thus
nm. Since
Bn  Bn+1 ⊂ Bm+1 = φ
(
(Dj )
)
(x) ⊂ Φ(φ((Dj )
))
(x),
(Y \Bn)∩Φ(φ((Dj )))(x) 
= ∅. We have
x ∈ (Φ(φ((Dj )
)))−1[Y \Bn] = U
(
n, (Dj )
)
.
Hence Dn ⊂ U(n, (Dj )) holds. To show (ii)′, let x ∈ X, take a neighborhood O of x and n ∈ ω such that O ⊂
(Φ(φ)((Dj )))
#[Bn], and show x /∈ U(n, (Dj )).
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⋂
j∈ω Dj = ∅ and⋂
j∈ω Ej = ∅ such that (Dj )  (Ej ). Then, we can show that φ((Dj )) ⊂ φ((Ej )), hence by the assumption, we
have Φ(φ((Dj ))) ⊂ Φ(φ((Ej ))). Therefore,
U
(
n, (Dj )
)= (Φ(φ((Dj )
)))−1[Y \Bn] ⊂
(
Φ
(
φ
(
(Ej )
)))−1[Y \Bn] = U
(
n, (Ej )
)
holds for each n ∈ ω. Thus, X is MCP.
(4)′ ⇒ (6)′: Let Φ be an operator as in (4)′. For each locally bounded function h :X → R, take the locally
bounded set-valued mapping φh :X → C(R) defined in (1) of Lemma 2.6, consider the locally bounded l.s.c. mapping
Φ(φh) :X → C(R), and define the locally bounded function g(h) :X → R by g(h) = fΦ(φh) as in (2) of Lemma 2.6.
Note that each g(h) is l.s.c. because of [13, Theorem 1.2∗]. Thus, the operator g is the required one in (6)′.
(6)′ ⇒ (4)′: Let g be an operator as in (6)′. For each locally bounded mapping ψ :X → C(R), first take the locally
bounded functions fψ :X → R and f−ψ :X → R defined in (2) of Lemma 2.6, where −ψ(x) = {−y: y ∈ ψ(x)},
next set fˆψ = max{fψ,f−ψ }, consider the locally bounded l.s.c. function g(fˆψ) :X → R, and finally define the
locally bounded mapping Φ(ψ) = φ
g(fˆψ )
as in (1) of Lemma 2.6. Then, each Φ(ψ) :X → C(R) is l.s.c. because of
[13, Theorem 1.2∗]. Hence, the operator Φ is the required one in (4)′. 
The proof of the following lemma is straightforward.
Lemma 2.6. For a space X, each of the following statements holds.
(1) For a locally bounded function f :X → R, the set-valued mapping φf :X → C(R) define by φf (x) = {y ∈ R:
|y| |f (x)|}, x ∈ X, is locally bounded.
(2) For a locally bounded set-valued mapping φ :X → C(R), the function fφ :X → R defined by fφ(x) = sup |φ(x)|,
x ∈ X, is locally bounded.
3. Alternative expressions of Theorem 2.4 by l.s.c. or u.s.c. set-valued mappings
In this section, we show Theorem 2.4, described by locally bounded mappings, is restated by l.s.c. or u.s.c. map-
pings.
Proposition 3.1. Let X be a space and Y a space having a strictly increasing closed cover {Bn} with Bn ⊂ intBn+1,
n ∈ ω. For a mapping φ :X → B(Y ; {Bn}), the following statements are equivalent:
(1) φ is locally bounded;
(2) {int(φ#[Bn]): n ∈ ω} is a cover of X;
(3) there exists a u.s.c. mapping Φ(φ) :X → B(Y ; {Bn}) such that φ ⊂ Φ(φ).
In particular, the operator Φ assigning to each locally bounded mappings φ :X → B(Y ; {Bn}), a u.s.c. mapping
Φ(φ) :X → B(Y ; {Bn}) with φ ⊂ Φ(φ) can be taken so as to satisfy that Φ(φ) ⊂ Φ(φ′) whenever φ ⊂ φ′.
Proof of Proposition 3.1. (1) ⇒ (2): Obvious.
(2) ⇒ (3): Assume (2). Define Φ(φ) :X → B(Y ; {Bn}) by
(
Φ(φ)
)
(x) = Bnx , where nx = min
{
n ∈ ω: x ∈ int(φ#[Bn]
)}
,
for each x ∈ X. It is clear that φ ⊂ Φ(φ). To show Φ(φ) is upper semi-continuous, let W be an open subset of Y .
To show (Φ(φ))#[W ] is open, let x ∈ (Φ(φ))#[W ]. Then, Bnx = (Φ(φ))(x) ⊂ W , and (Φ(φ))(z) ⊂ Bnx for each
z ∈ int(φ#[Bnx ]). Thus, x ∈ int(φ#[Bnx ]) ⊂ (Φ(φ))#[W ], this completes the proof that Φ(φ) is upper semi-continuous.
(3) ⇒ (1): Let Φ(φ) :X → B(Y ; {Bn}) be a u.s.c. mapping with φ ⊂ Φ(φ). Fix x ∈ X and let n ∈ ω with
(Φ(φ))(x) ⊂ Bn. Then, x ∈ (Φ(φ))#[intBn+1] ⊂ φ#[Bn+1]. This shows that φ is locally bounded.
On the part (2) ⇒ (3) in the above proof, we have taken a u.s.c. mapping Φ(φ) :X → B(Y ; {Bn}) with φ ⊂ Φ(φ)
for each locally bounded mapping φ :X → B(Y ; {Bn}). Let φ,φ′ :X → B(Y ; {Bn}) be locally bounded map-
pings with φ ⊂ φ′. Then, Φ(φ)(x) = Bnx and Φ(φ′)(x) = Bmx , where nx = min{n ∈ ω: x ∈ int(φ#[Bn])} and
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shows that Φ(φ) ⊂ Φ(φ′). 
By Proposition 3.1 and Lemma 2.6, we have:
Corollary 3.2. For a function h :X → R, h is locally bounded if and only if there exists a u.s.c. function g(h) :X → R
such that |h|  g(h). In particular, the operator g assigning to each locally bounded function h :X → R a u.s.c.
function g(h) :X → R with |h| g(h) can be taken so as to satisfy that g(h) g(h′) whenever |h| |h′|.
Theorem 2.4, together with Proposition 3.1 and Corollary 3.2, provides the following:
Corollary 3.3. For a space X, the following statements are equivalent:
(1) X is countably paracompact (resp. countably metacompact);
(2) for every space Y having a strictly increasing closed cover {Bn} with Bn ⊂ intBn+1, n ∈ ω, there exist op-
erators Φ and Ψ (resp. exists an operator Φ) assigning to each u.s.c. mapping φ :X → B(Y ; {Bn}), an
l.s.c. mapping Φ(φ) :X → B(Y ; {Bn}) and a u.s.c. mapping Ψ (φ) :X → B(Y ; {Bn}) (resp. an l.s.c. mapping
Φ(φ) :X → B(Y ; {Bn})) with φ ⊂ Φ(φ) ⊂ Ψ (φ) (resp. φ ⊂ Φ(φ));
(3) for every metric space Y , there exist operators Φ and Ψ (resp. exists an operator Φ) assigning to each u.s.c.
mapping φ :X → B(Y ), an l.s.c. mapping Φ(φ) :X → B(Y ) and a u.s.c. mapping Ψ (φ) :X → B(Y ) (resp. an
l.s.c. mapping Φ(φ) :X → B(Y )) with φ ⊂ Φ(φ) ⊂ Ψ (φ) (resp. φ ⊂ Φ(φ));
(4) there exist operators Φ and Ψ (resp. exists an operator Φ) assigning to each u.s.c. mapping φ :X → C(R), an
l.s.c. mapping Φ(φ) :X → C(R) and a u.s.c. mapping Ψ (φ) :X → C(R) (resp. an l.s.c. mapping Φ(φ) :X →
C(R)) with φ ⊂ Φ(φ) ⊂ Ψ (φ) (resp. φ ⊂ Φ(φ));
(5) there exist a space Y having a strictly increasing closed cover {Bn} with Bn ⊂ intBn+1, n ∈ ω, and operators
Φ and Ψ (resp. and an operator Φ) assigning to each u.s.c. mapping φ :X → B(Y ; {Bn}), an l.s.c. mapping
Φ(φ) :X → B(Y ; {Bn}) and a u.s.c. mapping Ψ (φ) :X → B(Y ; {Bn}) (resp. an l.s.c. mapping Φ(φ) :X →
B(Y ; {Bn})) with φ ⊂ Φ(φ) ⊂ Ψ (φ) (resp. φ ⊂ Φ(φ));
(6) there exist operators g and f (resp. exists an operator g) assigning to each u.s.c. function h :X → R with h 0,
an l.s.c. function g(h) :X → R and a u.s.c. function f (h) :X → R (resp. an l.s.c. function g(h) :X → R) with
h g(h) f (h) (resp. h g(h)).
The statements (2)′, (3)′, (4)′ and (5)′ obtained from (2), (3), (4) and (5), respectively, by requiring Φ and Ψ a further
condition ‘Φ(φ) ⊂ Φ(φ′) and Ψ (φ) ⊂ Ψ (φ′) whenever φ ⊂ φ′’ (resp. ‘Φ(φ) ⊂ Φ(φ′) whenever φ ⊂ φ′’), and (6)′
obtained from (6) by requiring g and f ‘g(h)  g(h′) and f (h)  f (h′) whenever h  h′’ (resp. ‘g(h)  g(h′)
whenever h h′’), are mutually equivalent to (1)′ X is MCP (resp. MCM).
Remark 3.4. (1) On Corollary 3.3, ‘every metric space Y ’ in (3) and (3)′ can be replaced by any of terms stated in
Remark 2.5.
(2) V. Gutev, H. Ohta and the author [6, Theorems 5.1 and 5.2] give characterizations of λ-expandable spaces and
almost λ-expandable spaces by u.s.c. or l.s.c. set-valued mappings and c0(λ)-valued functions. Since ω-expandable
spaces (resp. almost ω-expandable spaces) are coincident with countably paracompact spaces (resp. countably meta-
compact spaces) [8,17], (1) ⇔ (4) of Corollary 3.3 also follows from [6, Theorems 5.1 and 5.2]. By Corollary 3.3,
we have that in (2) of [6, Theorems 5.1 and 5.2] ‘C(Y )’ can be replaced by ‘B(Y )’ if λ = ω and ‘C(Y )’ cannot be
replaced by ‘B(Y )’ if λ > ω.
(3) From viewpoints of Lemma 2.3, we note that a space Y has a strictly increasing closed cover {Bn} with Bn ⊂
intBn+1, n ∈ ω, if and only if Y is not pseudo-compact (that is, Y has an infinite locally finite non-empty open
collection). Hence, for example, we can give a characterization along Theorem 2.4 of MCP spaces by using set-
valued mappings with values into the unit closed interval I (Lemma 2.3), but we do not have similar characterizations
along Corollary 3.3 because I is pseudo-compact.
The following is a modification of [2, Theorem 25].
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(1) X is MCP if and only if there exist operators g and f assigning to each l.s.c. function h :X → R with h > 0,
a u.s.c. function g(h) :X → R and an l.s.c. function f (h) :X → R with 0 < f (h) g(h) < h such that g(h)
g(h′) and f (h) f (h′) whenever h h′.
(2) X is MCM if and only if there exists an operator g assigning to each l.s.c. function h :X → R with h > 0, a u.s.c.
function g(h) :X → R with 0 < g(h) < h such that g(h) g(h′) whenever h h′.
Proof. We only prove (1). Assume X is MCP. By Corollary 3.3, there exist operators g and f assigning to each
u.s.c. function h :X → R with h  0, an l.s.c. function g(h) :X → R and a u.s.c. function f (h) :X → R with
h g(h) f (h) such that g(h) g(h′) and f (h) f (h′) whenever h h′. For each l.s.c. function h :X → R with
h > 0, define G(h) = 1/g(2/h) and F(h) = 1/f (2/h). Then, G(h) and F(h) are upper semi-continuous and lower
semi-continuous, respectively, because g(2/h) and f (2/h) are lower semi-continuous and upper semi-continuous,
respectively. By the assumption, it follows that 0 < F(h)  G(h)  h/2 < h. When 0 < h  h′, it follows that
g(2/h′)  g(2/h) and f (2/h′)  f (2/h), thus we have G(h) G(h′) and F(h)  F(h′). Operators G and F are
the required ones.
Next assume that there exist operators g and f assigning to each l.s.c. function h :X → R with h > 0, a u.s.c.
function g(h) :X → R and an l.s.c. function f (h) :X → R with 0 < f (h)  g(h) < h such that g(h)  g(h′) and
f (h)  f (h′) whenever h  h′. For each u.s.c. function h :X → R with h  0, set h∗ = 1/(h + 1) :X → R. Then,
h∗ > 0 and h∗ is lower semi-continuous. Define G(h) = 1/g(h∗) and F(h) = 1/f (h∗). Then, G(h) and F(h) are
lower semi-continuous and upper semi-continuous, respectively, with h G(h)  F(h). We can show that G(h) 
G(h′) and F(h) F(h′) if 0 h h′. Thus, G and H are the required operators in (6)′ of Corollary 3.3. Hence, X is
MCP. This completes the proof of (1). 
See [12, Lemma 7] for a corresponding result on countably paracompact spaces.
4. Related problems on monotonically normal spaces
Characterizations of monotonically normal spaces by monotone insertions of real-valued functions are given by
T. Kubiak [9, Theorem 2.5] and E. Lane and C. Pan (see [10]). T. Kubiak asked in [9, Question 3.8] about monotone
selections on monotonically normal spaces. From viewpoints of Corollary 3.3, it is natural to ask about monotone
set-valued insertions on monotonically normal spaces. A set-valued mapping is said to be continuous if it is lower
semi-continuous and upper semi-continuous. See [7] for the definition and basic facts of monotonically normal spaces.
Proposition 4.1. For a space X, the following statements are equivalent:
(1) X is monotonically normal;
(2) there exists an operator Φ assigning to each ordered pair (φu,φ) of a u.s.c. mapping φu :X → Cc(R) and an l.s.c.
mapping φ :X → Cc(R) with φu ⊂ φ, a continuous mapping Φ(φu,φ) :X → Cc(R) with φu ⊂ Φ(φu,φ) ⊂ φ
such that Φ(φu,φ) ⊂ Φ(φ′u,φ′) whenever φu ⊂ φ′u and φ ⊂ φ′ for (φu,φ) and (φ′u,φ′);
(3) there exist operators Φ and Ψ assigning to each ordered pair (φu,φ) of a u.s.c. mapping φu :X → Cc(R)
and an l.s.c. mapping φ :X → Cc(R) with φu ⊂ φ, an l.s.c. mapping Φ(φu,φ) : X → Cc(R) and a u.s.c.
mapping Ψ (φu,φ) :X → Cc(R) with φu ⊂ Φ(φu,φ) ⊂ Ψ (φu,φ) ⊂ φ such that Φ(φu,φ) ⊂ Φ(φ′u,φ′) and
Ψ (φu,φ) ⊂ Ψ (φ′u,φ′) whenever φu ⊂ φ′u and φ ⊂ φ′ for (φu,φ) and (φ′u,φ′).
Proof. (1) ⇒ (2): Use [9, Theorem 2.5] (see also [3, Theorem 1.4] and [10, Theorem 2.1]), [13, Theorem 1.2*] and
[6, Lemmas 2.6 and 2.8].
(2) ⇒ (3): Obvious.
(3) ⇒ (1): Let Φ and Ψ be operators as in (3). For every pair (A,B) of disjoint closed subsets of X, define a u.s.c.
mapping φu((A,B)) :X → Cc(R) and an l.s.c. mapping φ((A,B)) :X → Cc(R) by φu((A,B))(x) = [0,1] if x ∈ A;
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put
G(A,B) = (Φ(φu
(
(A,B)
)
, φ
(
(A,B)
)))−1[
(1/2,3/2)
]
.
By using G(A,B)∩((Ψ (φu((A,B)),φ((A,B))))#[(−1/2,1/2)]) = ∅, we can show that A ⊂ G(A,B) ⊂ G(A,B) ⊂
X \ B . If pairs (A,B) and (A′,B ′) of disjoint closed sets satisfy that A ⊂ A′ and B ′ ⊂ B , then we can show that
G(A,B) ⊂ G(A′,B ′). Hence, G(·,·) is a monotone normal operator for X. 
Since every monotonically normal space is collectionwise normal [7, Theorem 3.1], it seems to be natural to ask
whether ‘R’ in (2) and (3) can be replaced by some wider classes of spaces like ‘Banach spaces’ or ‘completely
metrizable spaces’. We now consider the following conditions.
(2)′ for every Banach space Y , there exists an operator Φ assigning to each ordered pair (φu,φ) of a u.s.c. mapping
φu :X → Cc(Y ) and an l.s.c. mapping φ :X → Cc(Y ) with φu ⊂ φ, a continuous mapping Φ(φu,φ) :X →
Cc(Y ) with φu ⊂ Φ(φu,φ) ⊂ φ such that Φ(φu,φ) ⊂ Φ(φ′u,φ′) whenever φu ⊂ φ′u and φ ⊂ φ′ for (φu,φ)
and (φ′u,φ′);
(3)′ there exist operators Φ and Ψ assigning to each ordered pair (φu,φ) of a u.s.c. mapping φu :X → C(R) and
an l.s.c. mapping φ :X → C(R) with φu ⊂ φ, an l.s.c. mapping Φ(φu,φ) :X → C(R) and a u.s.c. map-
ping Ψ (φu,φ) :X → C(R) with φu ⊂ Φ(φu,φ) ⊂ Ψ (φu,φ) ⊂ φ such that Φ(φu,φ) ⊂ Φ(φ′u,φ′) and
Ψ (φu,φ) ⊂ Ψ (φ′u,φ′) whenever φu ⊂ φ′u and φ ⊂ φ′ for (φu,φ) and (φ′u,φ′);
(3)′′ for every completely metrizable space Y , there exist operators Φ and Ψ assigning to each ordered pair (φu,φ)
of a u.s.c. mapping φu :X → C(Y ) and an l.s.c. mapping φ :X → C(Y ) with φu ⊂ φ, an l.s.c. mapping
Φ(φu,φ) :X → C(Y ) and a u.s.c. mapping Ψ (φu,φ) :X → C(Y ) with φu ⊂ Φ(φu,φ) ⊂ Ψ (φu,φ) ⊂ φ
such that Φ(φu,φ) ⊂ Φ(φ′u,φ′) and Ψ (φu,φ) ⊂ Ψ (φ′u,φ′) whenever φu ⊂ φ′u and φ ⊂ φ′ for (φu,φ) and
(φ′u,φ′).
Recall from [16, Part B, Theorem (5.75)] the following: If X is paracompact, for every Banach space Y , every u.s.c.
mapping φu :X → Cc(Y ) and every l.s.c. mapping φ :X → Cc(Y ) with φu ⊂ φ, there exists a continuous mapping
φ :X → Cc(Y ) such that φu ⊂ φ ⊂ φ. Hence, we ask:
Problem 4.2. Does every paracompact monotonically normal space X satisfy (2)′?
A space X is said to be PF-normal if every point-finite open cover of X is normal. See [6] for equivalent conditions
of PF-normal spaces. Let us recall the following fact: If X is PF-normal, for every completely metrizable space Y ,
every u.s.c. mapping φu :X → C(Y ) and every l.s.c. mapping φ :X → C(Y ) with φu ⊂ φ, there exist an l.s.c. map-
ping φ :X → C(Y ) and a u.s.c. mapping ψ :X → C(Y ) such that φu ⊂ φ ⊂ ψ ⊂ φ (this actually follows from a
combination of V. Gutev [5, the proof of Example 3.11] and S. Nedev [14, Theorem 3]; see also T. Yamauchi [18]
for a direct proof). Since every collectionwise normal space (hence, every monotonically normal space) is PF-normal
[1, 5.3.(b)], we ask:
Problem 4.3. Does every monotonically normal space X satisfy each of (3)′ and (3)′′?
The convexity of Y in (2) and (2)′ are necessary to characterize monotonically normal spaces X. For, a condition
“for every ordered pair of a u.s.c. mapping φu :X → C(R) and an l.s.c. mapping φ :X → C(R) with φu ⊂ φ, there
exists a continuous mapping φ :X → C(R) such that φu ⊂ φ ⊂ φ” implies IndX  0, which provides a contradiction.
(Given disjoint zero-sets A and B of X, consider a u.s.c. mapping φu and an l.s.c. mapping φ by φu(x) = {0,1} if
x ∈ A; φu(x) = {0} if x ∈ X \ A; φ(x) = {0,1} if x ∈ X \ B; φ(x) = {0} if x ∈ B , take a continuous mapping
φ :X → C(R) with φu ⊂ φ ⊂ φ, and show the clopen set φ−1[(1/2,3/2)] (= X \ φ#[(−1/2,1/2)]) separates A
and B .)
On (3), (3)′ and (3)′′, “φ :X → Cc(R)”, “φ :X → C(R)” and “φ :X → C(Y )” cannot be replaced by “φ :X →
Fc(R)”, “φ :X → F(R)” and “φ :X → F(Y )”, respectively, to characterize monotonically normal spaces X. For,
assume on the contrary, if we consider the conditions modifying as in the above, each of them implies that X is
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monotonically normal space X which is not MCP (see [2]).
Characterizations of stratifiable spaces by monotone insertions of real-valued functions are also given by E. Lane,
P. Nyikos and C. Pan in [10] and C. Good and I. Stares in [3]. Hence, it is natural to ask about monotone set-valued
insertions for stratifiable spaces along the same lines.
Note added in proof
Corollary 3.5(1) is independently proved by Chris Good and Lylah Haynes in a recent paper ‘Monotone versions
of countable paracompactness, Topology Appl. 154 (2007), 734–740’.
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