We consider a ranking and selection problem with independent normal observations, and analyze the asymptotic sampling rates of expected improvement (EI) methods in this setting. Such methods often perform well in practice, but a tractable analysis of their convergence rates is difficult due to the nonlinearity and nonconvexity of the functions used in the EI calculations. We present new results indicating that, for known sampling noise, variants of EI produce simulation allocations that are essentially identical to those chosen by the optimal computing budget allocation (OCBA) methodology, which is known to yield near-optimal asymptotic performance in R&S. This is the first general equivalence result between EI and OCBA, and provides insight into the good practical performance of EI. We also derive the limiting allocation for EI under unknown sampling variance.
Introduction
Ranking and selection (Kim & Nelson, 2006; Hong & Nelson, 2009 ) is a fundamental problem in the simulation literature. We consider a finite set of alternatives (e.g., system designs), each of which has an unknown value that can be estimated from expensive simulation experiments. We are given a limited simulation budget and allocate the available experiments among the alternatives. After the budget has been used, we then choose the alternative for which our estimate of the value is the highest. The budget is allocated efficiently if we select an optimal or near-optimal alternative at the end. Thus, R&S is an example of an "offline" learning problem , in which a period of information collection is followed by an implementation decision.
The main methodological challenge in this problem is the "exploration/exploitation" tradeoff.
When the allowed number of simulation experiments is small relative to the number of alternatives, or when the simulations have high variance, we may not be able to simulate every alternative enough times to accurately estimate all the values. We must choose between focusing on alternatives that appear to be good, and experimenting with alternatives about which we know very little, but which may turn out to be better than we believed. Many algorithms aim to optimize this tradeoff by using various criteria to evaluate the potential of an alternative to contribute useful information; see, e.g., Chau et al. (2014) or Chen et al. (2015) for an overview of this literature. In this paper, we focus on two prevalent methodologies, namely the optimal computing budget allocation (OCBA) approach (Chen & Lee, 2010) , and the expected improvement (EI) approach (Chick, 2006) , and demonstrate that they are asymptotically equivalent. This result is the first of its kind, and is quite surprising, since the two methodologies proceed from different principles and even optimize different objective functions.
The OCBA approach (Chen et al., 2008a) begins by assuming that the true values are known, and then assigns a certain proportion of the simulation budget to each alternative based on those values. Given M alternatives and a budget of N experiments or simulation runs, OCBA solves a single optimization problem to determine the number of runs N x to allocate to each alternative x = 1, ..., M , in a way that optimizes a desired performance metric (usually the probability of correct selection; see, e.g., Chen et al., 2000) . When N → ∞, the optimal allocation admits a closed-form expression in terms of the sampling ratios
Nx
Ny for x = y; however, this expression depends on the unknown true values of the alternatives. In a practical implementation, the optimal allocation is usually estimated iteratively using plug-in estimators for the unknown parameters.
By contrast, the EI approach (Chick et al., 2010) allocates simulations one at a time in an adaptive manner. These methods typically use Bayesian statistical models where the true value of each alternative is represented by a random variable, whose probability distribution characterizes the decision-maker's beliefs about the unknown value and changes over time as more information is obtained from simulations. Using Bayesian predictive distributions, we can make a probabilistic forecast about the outcome of the next experiment, and thus to quantify the potential of that experiment to improve the current estimate of the best value (hence the term "expected improvement"). We then simulate the alternative with the greatest expected improvement; the output is observed, the Bayesian model is updated, and the calculations are repeated. In this way, EI is adaptive (decisions improve over time as information is acquired), but also myopic (we only look ahead to the outcome of the next experiment). Our main result is that this myopic algorithm asymptotically achieves the same allocation as OCBA.
As part of this analysis, we provide the first answers to a long-standing open question about the performance of EI methods. In practice, EI often performs very well (Branke et al., 2007) , admits computationally efficient implementations in a variety of settings (Chick & Inoue, 2001; Chick et al., 2010; Scott et al., 2010) , and has been a standard workhorse algorithm in global optimization for many years (Jones et al., 1998) . However, the performance of EI methods is quite difficult to characterize theoretically. Often, they are asymptotically consistent, meaning that the best alternative is found with probability 1 as the simulation budget becomes infinite. However, since the budget is not infinite in practice, the rate of convergence is also of interest. Although EI methods have been studied since at least Gupta & Miescke (1996) , their rates of convergence have remained a largely open problem. As of this writing, we are aware of three results on this subject, all of them quite recent:
1. Bull (2011) to the optimal value. 1 However, this work assumes that observations have zero variance. The proof technique cannot be easily extended to handle stochastic noise.
2. Wang et al. (2015) proves that a particular EI method performs within a factor 1 − 1 e of optimality. The proof assumes that the performance of a simulation allocation is submodular, which may not always be the case (Frazier & Powell, 2010) .
3. Szabo & Tran-Thanh (2014) proves that the error of an online EI policy grows at a logarithmic rate, but assumes that the Bayesian model and the algorithm restrict the true values to a compact set (thus ruling out, e.g., normal distributions).
The lack of general rate results stands in contrast to other types of learning algorithms such as Thompson sampling (Russo & Van Roy, 2014) or upper confidence bound methods from the multi-armed bandit literature (Lai & Robbins, 1985) . Nonetheless, EI procedures have repeatedly shown themselves to be competitive empirically , suggesting that they too may have desirable convergence rates. Unfortunately, the EI computations involve nonlinear, nonconvex functions that do not easily lend themselves to tractable analysis.
We address this problem by characterizing the asymptotic rates at which alternatives are measured by variants of EI. We consider a streamlined R&S model with independent normal priors and observations; the sampling variance can either be assumed known (as in Frazier et al., 2008) , or unknown (as in Chick et al., 2010 rate results have previously been unavailable even for this simpler setting: as can be seen from Table 1 , the present paper is the first to characterize the sampling rates of EI methods in R&S with any form of stochastic noise. Furthermore, normality assumptions are predominant in simulation optimization; for non-normal settings, Kim & Nelson (2007) suggests applying the method of batch means to render the problem approximately normal. It can also be seen from Table 1 that a significant portion of the existing work on EI methods falls under the scope of independent normal R&S (possibly with unknown variance). The OCBA literature also frequently makes normality assumptions, under which the optimal allocation may be expressed in closed form (Glynn & Juneja, 2004) , allowing for a direct comparison between EI and OCBA.
When the sampling variance is known, we find that the asymptotic sampling ratios achieved by EI are essentially identical to those achieved by OCBA, with some minor variations depending on the precise version of EI used. For this setting, the OCBA allocation is known to be near-optimal, particularly in problems with large numbers of alternatives (Pasupathy et al., 2014) . Numerical evidence further suggests that the sequential logic of EI may help it to converge to the limiting ratios more quickly than the standard plug-in implementation used in the OCBA literature. We also derive the limiting ratios for EI under unknown sampling variance, and find that these differ from the OCBA ratios, illustrating the nuances that arise when the noise is explicitly modeled as being unknown.
Although ours is the first rigorous equivalence result for EI and OCBA, some intuition for it can be found in prior work. Branke et al. (2007) observes empirically that an EI variant produces OCBA-like allocations, while Chick et al. (2010) shows the connection to OCBA in the special case of M = 2 alternatives. More recently, Gao & Shi (2014) has argued that the objectives optimized by these methodologies (probability of correct selection for OCBA, and expected opportunity cost for EI) converge to their limiting values at the same rate, and that the same allocation may asymptotically optimize both of them. Here, we obtain an even stronger insight, namely that the optimal allocation can be attained in the limit by a myopic sequential procedure. It appears that the value of information calculation essentially reproduces the behaviour of OCBA in a sequential manner, with the EI criterion declining at a rate that ensures that the optimal allocation is preserved. We view this result as a new and important insight into the structure and behaviour of value of information procedures, that may help to explain the strong practical performance of such procedures in R&S.
Section 2 lays out the R&S model and EI algorithms that will be studied; for greater clarity in the presentation, we begin by assuming that the sampling variance is known. Section 3 presents the main theoretical technique, which is first applied to a deterministic modification of EI. Section 4 then discusses how the results carry over to the stochastic case, summarizes their implications for convergence rates, and presents a numerical illustration. Section 5 studies the setting where the sampling variance is explicitly modeled as being unknown. Section 6 concludes.
Preliminaries
Suppose that there are M alternatives. Each alternative x has an unknown true value µ x . Consider a Bayesian model where µ x ∼ N θ 0 x , σ 0 x 2 , with pre-specified prior parameters θ 0 x , σ 0 x for each x. The prior mean θ 0 x can be viewed as a point estimate of µ x (this is the decision-maker's belief about the true value), while σ 0 x quantifies our uncertainty about that estimate (higher σ 0 x indicates more uncertainty and less confidence in the prior mean).
Suppose that µ x and µ y are independent for x = y. Suppose, furthermore, that for any x, we may collect noisy observations of the form W 1 x , W 2 x , ..., drawn independently from the distribution N µ x , λ 2 x . The noise parameter λ x represents the exogenous uncertainty in the simulations or field experiments. To illustrate the steps of our analysis more clearly, we assume here that λ x is known; however, later in Section 5 we show that our main results continue to hold when this is no longer the case.
At each time stage n = 0, 1, ..., we choose a single alternative x n and observe W n+1 x n . Here and throughout, we follow the convention that any quantity indexed by n becomes known (or can be computed) at time n; thus, the observation W n+1 x n becomes known one time stage later than the allocation decision x n . Then, letting F n be the sigma-algebra generated by x 0 , W 1 x 0 , ..., x n−1 , W n x n−1 , it can be shown that the conditional distribution of µ x given F n remains normal for any n. The posterior parameters can be calculated using the recursive equations (DeGroot, 1970) 
A policy π for ranking and selection corresponds to a decision rule X π mapping the posterior parameters (θ n , σ n ) to an alternative X π (θ n , σ n ) ∈ {1, ..., M }. Policies are adaptive, in the sense that each decision x n is made using the most recent information (θ n , σ n ).
Our goal is to choose a policy that will help us to identify arg max x µ x , the true best alternative, in an efficient manner. The performance of a policy can be measured in several ways, which are discussed later on in Section 4.2. A dynamic programming representation (Ch. 5 of may be used to describe the optimal sequential policy as the solution to
where N is some fixed simulation budget, and IE π denotes a conditional expectation given x n = X π (θ n , σ n ) for all n. Equation (3) is computationally intractable, motivating the study of suboptimal policies that may, nonetheless, yield good performance in theory and practice. Policies are adaptive, in the sense that each decision x n is made using the most recent information (θ n , σ n ).
The policies studied in this paper make calculations that use the information valuation function, defined as
where φ, Φ are the standard normal pdf and cdf. It is easy to show that f is strictly positive with lim z→−∞ f (z) = 0. We also note that d dz f (z) = Φ (z), which leads to the following result.
Proposition 2.1. Let c 1 , c 2 > 0 be fixed. Then,
Proof. We apply l'Hopital's rule to obtain
whence the result follows.
We consider two closely-related value of information procedures for normal-normal R&S. The expected improvement policy (Jones et al., 1998 ) makes decisions by calculating
In (4), the information valuation function f measures the potential of alternative x to improve the estimate max y θ n y , which depends both on the posterior mean θ n x (if this quantity is much smaller than max y θ n y , the potential for improvement is lower) and on the posterior standard deviation σ n x (if this is higher, the potential for µ x to be much greater than θ n x is also higher).
The knowledge gradient policy (Gupta & Miescke, 1996; Frazier et al., 2008) calculates
and
x 2 is the variance reduction achieved by experimenting with x.
The policies are quite similar. Both apply the information valuation function f to the normalized distance between θ n x , the value of the alternative proposed for measurement, and a reference value. The EI policy uses the current-best estimate max y θ n y as the reference, whereas KG uses the "best of the rest," or max y =x θ n y . Additionally, EI supposes that the exact value of µ x will be revealed after the next measurement, whereas KG only looks out over a single stochastic measurement, and thus uses the variance reduction in place of the posterior variance. We may also consider an "intermediate" or hybrid policy
which is a KG policy that assumes that the exact value of an alternative can be learned in the next measurement. The logic of this policy is somewhat similar to the LL 1 policy of Chick et al. (2010) .
All of these policies are guaranteed to asymptotically learn the true value of every alternative.
be the number of times x is measured up to time n > 0, it can be shown that N n x → ∞ a.s. under any of the above policies. Consequently θ n x → µ x a.s. and in L 2 , for every x.
Since f is strictly positive, it follows that ν EI,n x = 0 if and only if σ n x = 0 (the same is true for the KG and hybrid policies). Thus, if σ 0 x > 0, we have ν EI,n x > 0 for all finite n, but ν EI,n x → 0 in the limit (see, e.g., Ryzhov & Powell, 2011 for such an argument).
Rate analysis based on deterministic modifications
In the following analysis, suppose that µ x is fixed for every x. This is mostly for notational convenience, as the arguments can still be applied if µ x is replaced by µ x (ω). The recursive updates (1)-(2) can be used in both frequentist and Bayesian settings. For convenience, let us also assume that σ 0 x = ∞ for every x. Consequently, if N n x > 0, we have
that is, the posterior parameters for alternative x are identical to the frequentist sample mean and its variance given the observations collected thus far. We assume that the best alternative arg max x µ x is unique, as would be the case w.p. 1 under the Bayesian modeling assumption.
Analysis of the EI policy
We begin by studying the EI policy. First, we consider a modified version of the EI formula given
This is identical to (4), except that the sample means are now replaced by their true values. This modification removes the dependence of the EI quantity on the precise values of the observations.
The convergence rate of (7) depends only on the growth of N n x , and thus is more tractable. Let us consider a hypothetical policy that makes decisions by maximizing
We call this the "modified EI" policy. Note that this policy is purely deterministic; given values µ x and a set of starting conditions, we can work out the entire sequence of decisions made by the policy without observing the outcome of a single measurement. It is easy to show that N n x → ∞ for all x under the modified EI policy (exactly like the original EI policy). Now, let x * = arg max y µ y be the true best alternative, and let µ * be its value. For
Then, for such x, (7) can be rewritten as
It will also be convenient to use the continuous function
which coincides withν EI,n x for integer-valued z.
In the following, we will study the behaviour of the sampling ratios Proof. First, we prove this result for a problem with two alternatives, x and x * . That is, we wish to show that the proportion
of the budget allocated to the suboptimal alternative vanishes to zero as n → ∞.
Define a function
From (7), we see that, for integer z,ν * (z) coincides with the modified EI quantity for x * . Thus, z resembles the number of measurements of x * , with the minor difference that fractional quantities are now allowed. We can think of z as "the total length of time that we run system x * ." The curve in Figure 1 illustratesν * (z).
For the suboptimal alternative x, defineν k x to be the values of (8) with N n x replaced by k = 0, 1, .... Thus,ν k x is the EI quantity for x if we have previously measured x exactly k times. The dashed horizontal lines in Figure 1 representν k x for k = 0, 1, 2. Now, we initialize z = 0 and k = 0 and increase them in the following manner. Ifν * (z) >ν k x , we increase z (i.e., we "run system x * ") untilν * (z) =ν k x . Then, we increase k by 1 (i.e., we "measure x once") and repeat. We define the kth "cycle" to refer to the kth iteration of this procedure. Note that this is exactly how the modified EI policy behaves: we measure x * as long as it has a higher EI quantity, then switch to x. Cycles are illustrated in Figure 1 .
By definition, z satisfiesν * (z) =ν k x at the end of the (k + 1)st cycle. Applying (v * ) −1 to both sides of this equation yields Figure 1 : Illustration of cycles. In each cycle, we increase z as long asν * (z) >ν k x , and increment k by 1 whenν
where we recall thatν
Thus, after k cycles, the suboptimal alternative x has received exactly k measurements, whereas the optimal alternative x * has received a (possibly fractional) number of measurements z = λ 2
Therefore, at the end of k cycles, the total (possibly fractional) number of measurements expended on both alternatives is k + λ 2
, and the proportion of these measurements that was allocated to the suboptimal alternative x is given by
The inequality in (11) is due to the fact that
Taking limits of both sides of (11) yields
as required.
The result still holds in the general case with M alternatives. Since
n → 0, it is sufficient to pick a single x and show that
→ 0. However, this follows directly from the preceding arguments, since the modified EI criteria are independent (and decline independently) across alternatives, and the number of measurements z assigned to x * must satisfȳ ν * (z) =ν k x at the time when x receives the (k + 1)st measurement (otherwise x * will be preferred to x). We may now make intermittent measurements of other alternatives as we increase z, but these do not add to either z or k and do not affect the modified EI criteria for x, x * . Thus, the relative growth rate of z and k remains unchanged and the desired result follows.
Proof. It is sufficient to find some value ε > 0 such thatν EI,n x ν EI,n y < ε for all n. Equivalently, we can show thatν
If the modified EI policy prefers alternative y to x at time n, thenR n xy < 1. Thus, we consider a situation whereν EI,n x >ν EI,n y at time n. Without loss of generality, we take n large enough so that N n y > 0. Now, recall the continuous interpolation of the EI quantity in (9). It must be the case that, under the modified EI policy,
By definitionν EI,n y =ν y N n y , so the first inequality in (13) holds. The second inequality holds because the EI quantity for any alternative is strictly decreasing in the number of measurements of that alternative; thus, if the inequality did not hold, we would not have been able to make N n y measurements of y by time n.
Therefore, to prove the desired result, it is sufficient to show that
uniformly for some ε. Applying l'Hopital's rule, we calculate
Since this limit exists, the ratiosν
νy(n) are uniformly bounded by some constant C > 1. Taking ε = C, we complete the proof.
Corollary 3.1. Proposition 3.2 still holds if either x or y in (12) is replaced by x * . If x = x * , the proof goes through unchanged. If y = x * , the limit in (14) is simply 1, and the proof is still valid.
A direct consequence of Proposition 3.2 is that lim inf n→∞R n xy > 0. If this is not true, the limsup of the reciprocal sequence would be infinite. This allows us to establish the following rate result. It then follows that
where the last line follows from Proposition 2.1. Consequently, for large enough n,
whenceR n k xy → ∞, contradicting Proposition 3.2. Thus, From Proposition 3.3, we know that must be finite. Then, for any ε > 0, there exists K such that, for all k ≥ K, we have
For large enough k, it follows that
We then take the limit of the lower and upper bounds of (15) 
Taking ε → 0 yields the desired result.
Corollary 3.2. For x, y = x * ,R n xy → λxcx λycy .
We have now characterized the budget allocated to any alternative relative to other alternatives.
Finally, we can apply Corollary 3.1 to describe the growth rate of N n x for x = x * . The proof of the following result is given in the Appendix.
Proposition 3.4. For x = x * , the growth rate of N n x is O (log n).
Let us now summarize the main insights of this analysis:
1. From Theorem 3.1, we conclude that, for x, y = x * ,
which is identical to the asymptotically optimal ratio calculated by the OCBA policy for independent normal rewards (Chen & Lee, 2010, Sec. 3.3 .1).
2. At the same time, by Proposition 3.1, the effort allocated to suboptimal alternatives is sublinear in the total simulation budget. Asymptotically, almost all simulations will be allocated to the true best alternative. See Section 4.2 for a discussion of how this behaviour relates to OCBA.
3. Proposition 3.4 further shows that the asymptotic sampling rate for any suboptimal alternative is logarithmic in the simulation budget, suggesting that EI may perform well in online learning problems (see Ch. 6 of .
Analysis of other policies
The analysis from Section 3.1 largely carries over to modified versions of the other policies under consideration. However, there are some important differences. First, consider the modified hybrid policy
This policy is identical to modified EI, except that it uses max y =x µ y as a reference value instead of max y µ y . As a result, the EI computation is the same for all x = x * , whence (16) still holds for
x, y = x * . However, we have
where x = max y =x * µ y is the second-best alternative. This occurs because
Thus (18) is obtained by recalculating (16) with the new reference value, and observing that both the numerator and the denominator of the limiting ratio contain the term (µ * − µ x ) 2 , which is canceled out. As a consequence, N n x and N n y grow at the same rate for any x, y, suggesting that each alternative receives a non-zero proportion of the budget asymptotically.
The same is true of the modified KG policy
but the limiting proportions are now different. Observe that
This has the effect of changing the "time scale" in which we run EI. Suppose that x and y receive n x and n y measurements. Then, (19) ranks x and y the same way that (17) would for N x = n x (n x + 1) and N y = n y (n y + 1) measurements. Under the hybrid policy, N x is increased when x is ranked the highest, and we have the result that 
for x, y = x * . Furthermore,
where x * and x are again the best and second-best alternative. Although the limit in (20) is now different from the optimal ratio calculated by OCBA, (21) is precisely the optimal OCBA ratio for a problem with only two alternatives (Chen & Lee, 2010, Thm. 3.1) . This also matches our intuition about the KG policy, because such a policy is theoretically optimal for any problem with two alternatives (Frazier et al., 2008) .
In this way, each of the modified policies exhibits parallels to the theoretical OCBA allocation for independent normal R&S. The modified EI policy produces the OCBA ratios for suboptimal alternatives when M > 2, whereas KG recovers the OCBA proportions in the case where M = 2 (which is also the case where KG is theoretically optimal). Intuitively, KG pays similar attention to the top two alternatives, since it always uses the "best of the rest" as the reference value.
Sampling rates for stochastic measurements
We now discuss the stochastic EI policy, based on the criterion defined in (4). In brief, the stochastic EI policy attains the same limiting ratios as its deterministic counterpart with probability 1.
This argument is laid out in Section 4.1. Section 4.2 discusses how the limiting ratios relate to convergence rates in stochastic R&S. Section 4.3 presents a numerical illustration of our results on a test instance of R&S, with evidence that variants of EI may converge to the limiting ratios more quickly than the randomized plug-in method, which is commonly used in the OCBA literature.
Discussion of stochastic EI
Fix a sample path ω and take ε > 0. By the strong law of large numbers, there exists some N ω such that, for n ≥ N ω , we have |θ n x (ω) − µ x | < ε and also
As before, we view c x as fixed, but we can assume without loss of generality that no two alternatives have the same true mean (in the original Bayesian model, this event would occur with probability zero). Thus, the stochastic EI criterion is bounded above and below by quantities whose randomness depends on the outcomes of the observations solely through N n x (ω). Now, we take ε < 1 2 min x =y |µ x − µ y |, which ensures that arg max
for n ≥ N ω . Thus, for large enough n, the stochastic EI criterion of x * is equivalent to (10) with z representing N n x * (ω). For any x = x * , we define
a perturbed version of (9). The bounds in (22) imply that
for all n ≥ N ω . Figure 2 illustrates the lower and upper bounds in (23) as functions of z. The dashed lines represent ν y (k, ε) and ν y (k, −ε) for some other alternative y = x * and fixed k. Thus, if the stochastic EI policy is running system x, the earliest point at which y can be preferred to x is when ν x (z, ε) (the lower bound for x) intersects ν y (k, −ε) (the upper bound for y). Similarly, the latest point at which EI can prefer y to x is when ν x (z, −ε) (the upper bound for x) intersects ν y (k, ε) (the lower bound for y).
We can use (23) to obtain bounds on N n x (ω) N n y (ω) . Consider the following hypothetical policy. Prior to time N ω , the policy makes the same decisions as stochastic EI. After time N ω , the hypothetical policy changes to a version of the deterministic EI policy of Section 3.1, which always uses c x + ε instead of c x , and c y − ε instead of c y . From our previous analysis, we know that, under this deterministic policy, the sampling ratio for x and y converges to the limit cy−ε cx+ε 2 . Furthermore, we know that, for all n ≥ N ω , the sampling ratio N n x (ω) N n y (ω) for the stochastic EI method must be bounded below by the limiting ratio of this hypothetical deterministic policy. This occurs because, Figure 2 : Illustration of ν x (z, ε) and ν x (z, −ε) relative to ν y (k, ε) and ν y (k, −ε). The earliest (latest) point at which y will be preferred to x is the intersection of the lower (upper) bound for x and the upper (lower) bound for y. from (23), the deterministic policy always assigns x a lower valuation, and y a higher valuation, than does the stochastic policy. The deterministic policy must therefore measure y at least as often, and x at most as often, as stochastic EI.
The same analysis can be repeated with c x − ε and c y + ε, respectively, to get an upper bound.
Essentially, in the first case we suppose that the stochastic values of the EI criterion assume values that lead the policy to prefer y to x as soon as possible, and in the second case we suppose that they lead the policy to prefer y to x as late as possible. It follows that
For x, y = x * , the bounds converge to cy cx 2 as ε → 0. Thus, the same rates hold almost surely in the stochastic case, for EI as well as the other policies. An analogous argument shows that the results of Propositions 3.1 and 3.4 also hold, by comparing (10) withν x (k, −ε) andν x (k, ε). Thus, for example, Proposition 3.4 implies that, for almost every fixed ω, the mapping n → N n x (ω) grows at an asymptotic rate O (log n).
Discussion of convergence rates
In the following, we briefly discuss how the sampling rates relate to the overall convergence rate of the algorithm. Specifically, we discuss two metrics that are widely used in the R&S literature. The opportunity cost metric measures the performance of a policy by
the suboptimality of the alternative identified as being the best after N simulations, relative to x * (lower OC is better). This is also sometimes called the "linear loss" objective (Chick & Inoue, 2001 ). The 0-1 loss metric expresses performance in terms of
which equals 1 when the alternative identified as being the best after N simulations is actually the best (alternately we could use 1 − V 0−1 as the metric, in line with the more intuitive idea of minimizing the loss). The literature typically studies the means IEV OC and IEV 0−1 of these quantities. In particular, IEV 0−1 = P arg max x θ N x = arg max x µ x is widely known as the "probability of correct selection." Recent work by Gao & Shi (2014) has argued that, as N → ∞, both IEV OC and IEV 0−1 converge to their limiting values at the same rate, and that the same allocation may optimize both rates. Glynn & Juneja (2004) uses large deviations theory to derive an exact expression for the allocation that optimizes the asymptotic convergence rate of (25). When the underlying sampling distributions are normal, this allocation can be expressed in closed form. Letting p x = lim n→∞ N n x n be the limiting proportion of the budget allocated to x, the optimal proportions satisfy
for all x, y = x * . However, when p x * p x for x = x * , (26) is very closely approximated by
which is again the EI/OCBA allocation. In our analysis, Proposition 3.1 means precisely that x * receives a much greater proportion of the budget than any other alternative. Recently, Pasupathy et al. (2014) proved that the optimal allocation approaches the EI/OCBA allocation when the number of alternatives becomes large: in other words, both EI and OCBA are closer to optimal when the problem has more alternatives. In this case, the EI policy will be near-optimal (in the sense of converging to the rate-optimal allocation) for (24) and (25).
We also briefly mention a third performance metric, known as regret, which is written as
the cumulative opportunity cost of all decisions made by the policy. This objective is typically not studied in R&S, as it is more suitable when each experiment incurs a direct economic cost, and less relevant for simulation experiments. However, it is worth noting that, by combining Proposition 3.1 with Fatou's lemma, it follows that IEN n x * n → 1 under the EI policy as n → ∞, which implies that IEV R grows at a sublinear rate.
It is important to note that the type of convergence studied in in this paper is primarily sample-path-based, i.e., it holds almost surely, but occurs after a transient period whose length is random. Glynn & Juneja (2004 , 2011 observes that, due to this transient period, almost sure convergence to the optimal ratios may not guarantee optimal short-term performance. The problem of characterizing the length of the transient period remains largely unsolved, even for much simpler policies than EI (one such policy being the standard plug-in implementation used in the OCBA literature), and is outside the scope of the present paper. However, in the following section, we present a numerical illustration suggesting that EI may reach the asymptotic regime more quickly than the plug-in OCBA policy.
Numerical illustration
Although expected improvement methods are asymptotically equivalent to OCBA, the sequential logic of EI may offer practical advantages over the standard way of adapting OCBA to the sequential setting. Below, we give a numerical illustration using a simple test instance.
We let M = 10 be the number of alternatives and set θ 0 x = 0 for every x. The prior variances σ 0 x 2 and the noise variances λ 2 x are independently generated from a uniform distribution on [1, 2] at the start of the experiment. We then fix µ x by generating a sample from N θ 0 x , σ 0 x 2 for every
x. These quantities are used to generate observations in the experiment, but are not revealed to the policy; however, the policy does have access to the noise variances λ 2 x . For notational convenience, let µ [1] , ..., µ [M ] denote the values µ x sorted in decreasing order (so that µ [1] is the highest value). Now consider two policies. The first is the stochastic hybrid policy of (6). The second is a randomized sequential policy based on estimates of the limiting sampling ratios. At time n, this policy chooses x n ∈ {1, ..., M } randomly with the pmf p n x = P (x n = x) satisfying
Recall from Section 3.2 that these are simply estimates of the limiting ratios for the hybrid EI policy, but with the unknown means µ x replaced by the current sample means θ n x . Thus, the randomized policy will attain the same asymptotic sampling ratios as hybrid EI, but estimates them directly instead of using EI calculations. In the OCBA literature (Chen & Lee, 2010) , this is a standard approach for practical implementation of OCBA methods in the sequential setting: one first derives the limiting allocation in terms of µ x , then uses plug-in estimators to approximate this allocation.
Both policies were implemented on the test instance and run for 10 5 iterations. Common random numbers were used for the simulated observations, so that both policies observed the same value of W n+1 x if they both chose to simulate alternative x at time n. Since both policies asymptotically assign a non-zero proportion of the budget to every alternative, empirical convergence of the sampling ratios can be observed within 10 5 measurements. 
denotes the sampling ratio for the best and second-best alternatives. For both policies, we observe
as expected, with the dashed horizontal lines representing the theoretical limits. However, the hybrid EI policy appears to exhibit smaller deviation from, and quicker convergence to, the limiting ratios. In three out of four cases, the randomized policy exhibits substantially greater short-term deviation from the limit than does EI. In all four cases, the empirical ratios for EI are closer to the limits after approximately 2000 iterations.
These results suggest that, while EI and OCBA are asymptotically equivalent, variants of EI may demonstrate better short-term performance in sequential R&S (see also the empirical results in Branke et al., 2007 and Frazier et al., 2008) . Glynn & Juneja (2011) observes that, even though the plug-in method recovers the rate-optimal sampling ratios in the limit, nonetheless this may not guarantee optimal performance for the algorithm overall; in particular, plug-in estimators may perform poorly since small errors in the estimated values of the alternatives can lead to large errors in the estimated ratios. The design of sequential R&S algorithms that perform optimally in the short term remains a largely open problem, and most rate results for learning policies tend to be asymptotic in nature. However, asymptotic convergence to the optimal sampling ratios constitutes the strongest rate result currently available for EI methods, and the numerical evidence suggests that they offer a more efficient alternative to randomized OCBA.
Rate analysis for unknown sampling variance
Thus far, we have developed our rate analysis under the assumption that the sampling variances λ 2 x are known. In most applications, this is not realistic, and λ 2 x must be estimated. The simplest way to handle unknown variance is to implement, e.g., the EI policy with λ x replaced by a plug-in estimatorλ n x in (4). Such an implementation is still guaranteed to attain the OCBA sampling ratios, due to the arguments in Section 4.1: as long asλ n x → λ x almost surely, we will have
as before. The plug-in approach is often used in practice; for example, Jones et al. (1998) recommends using a maximum likelihood estimator of λ x .
The OCBA literature generally does not distinguish whether λ x is known or unknown. The guiding principle of OCBA is to first assume that both µ x and λ x are known for every x, and then to derive optimal sampling ratios in terms of these quantities. A practical implementation of OCBA would again use plug-in estimators for both means and variances.
However, recent work on expected improvement methods (e.g., the work by Chick et al., 2010) has developed ways to incorporate unknown sampling variance directly into the EI calculation.
First, we include the unknown variance directly into the Bayesian learning model. For a generic alternative with unknown true value µ and unknown noise variance λ 2 , let ρ = λ −2 and suppose that (µ, ρ) follows a normal-gamma distribution, i.e., that ρ ∼ Gamma (a, b) and the conditional distribution of µ given ρ is N θ, 1 τ ρ . The prior parameters (θ, τ, a, b) are pre-specified. Then, the posterior distribution of (µ, ρ), given a single new observation W ∼ N µ, λ 2 , is normal-gamma (DeGroot, 1970) with posterior parameters
In an R&S problem with M alternatives, this model is implemented as in Section 2. The pairs (µ x , ρ x ) are assumed to be independent for different x. Each pair is assumed to follow a normalgamma distribution with initial parameters θ 0 x , τ 0 x , a 0 x , b 0 x . At time n, the policy chooses an alternative x n , the information W n+1 x n ∼ N µ x n , λ 2 x n is observed, and we use the recursive updating equations to update our beliefs about alternative x n . As in (1)- (2), only one set of parameters is updated per time step.
The normal-gamma model leads to a different information valuation function and changes the calculation of the EI criterion. As we now show, one can still derive the asymptotic sampling ratios of the EI policy in this setting, but these will now be different from the OCBA ratios. This result suggests an avenue for future work on OCBA methods -if the ratios are changed when our uncertainty around the sampling variance is built directly into the learning model, this suggests that the plug-in approach to OCBA may not adequately capture all of the uncertainty in this setting.
Section 5.1 explains the EI calculations in the unknown-variance case. Section 5.2 states the results necessary to complete the rate analysis. The proofs in this section are technical and can be found in the Appendix.
EI policies under unknown sampling variance
Define the expected improvement criterion
in the same way as before. Recalling that, given F n , (µ x , ρ x ) is conditionally normal-gamma with parameters (θ n x , τ n x , a n x , b n x ), the marginal distribution of µ x can be expressed as
where T v denotes a Student's t-distribution with v degrees of freedom. Applying computational results from Chick et al. (2010) and Qu et al. (2015) , it can be shown that
and ψ v , Ψ v denote the pdf and cdf of the Student's t-distribution with v degrees of freedom.
As before, the EI policy is defined as x n = arg max x ν EI,n x . As n → ∞, we still have ν EI,n x → 0 and N n x → ∞ under this policy. Consequently, it can be shown that θ n x → µ x and b n x a n x → λ 2 x almost surely by applying martingale convergence together with the fact that a n x b n x = IE (ρ x | F n x ). It follows thatĉ n x → c x a.s., where
is defined the same way as before. In addition, if we use the non-informative prior τ 0 x = 0 and a 0 x = 0, it follows that τ n x = N n x , a n x = N n x 2 , and θ n x is simply the sample average
as in the known-variance case.
We now create a deterministic modification of the EI policy as before. Define
to be the information valuation function for the unknown-variance problem. The function g v is a natural generalization of f from the known-variance case, and has the following properties:
3. For c > 0, the tail of the function z → g z (−c √ z) is monotonically decreasing in z.
Under the non-informative prior, it can be shown with some algebra that (28) can be rewritten
and the corresponding modified (deterministic) EI quantity is given bȳ
For convenience, we again define the continuous interpolation
As in the known-variance case, we study the modified EI policy given by x n = arg max xν EI,n x . It is also possible to calculate KG and hybrid policies, together with their deterministic modifications, in this setting, but we focus on the EI policy for brevity.
Main rate results for unknown variance
Our argument largely follows the same structure as before: the key steps that require additional technical analysis are Propositions 2.1 and 3.2 (which govern the convergence rates of the information valuation function), as well as Propositions 3.1 and 3.4 (which establish the sampling rates for suboptimal alternatives under the EI policy). It is then necessary to modify the proof of Theorem 3.1 to accommodate a technical issue and arrive at the new limiting ratios.
It is known that, as v → ∞, the densities ψ v and cdfs Ψ v converge uniformly to φ and Φ, respectively. However, this by itself is not sufficient (Finner et al., 2008) to guarantee that the tail of the information valuation function will behave as in the known-variance case. More detailed tail properties (Soms, 1980) are required to establish the expansion
which is used to prove the following analog of Proposition 2.1 (the complete proof can be found in the Appendix).
Proposition 5.1. Let c 1 , c 2 > 0 be fixed. Then,
One can similarly prove the following modification of this result, which is useful for later arguments.
Proposition 5.2. Let c 1 , c 2 , k > 0 be fixed. Then,
, where K > 0 is a finite value.
Next, we prove that the growth rate of N n x is sublinear in n under the modified EI policy, as in Proposition 3.1 for the known-variance case. The proof technique proceeds along similar lines; in the Appendix, we provide the modifications necessary to accommodate the new EI calculation. Finally, we characterize the growth rate of N n x under unknown variance. Some modifications to the proof of Proposition 3.4 are again necessary; the Appendix gives the details.
Proposition 5.5. For x = x * , the growth rate of N n x is O (log n).
At this point, we obtain convergence to the limiting ratios, as the arguments of Proposition 3.3
and Theorem 3.1 can be applied to the new form ofR n xy for the unknown-variance case. Corollary 3.1 also continues to hold, using very similar arguments. However, a technical modification to the proof of Theorem 3.1 must be made, leading to a different limiting ratio. The result is stated below and the proof can be found in the Appendix. The arguments of Section 4.1 then carry over this result to the stochastic version of the policy.
Theorem 5.1. For x, y = x * , we have
Interestingly, in the unknown-variance case, the asymptotic sampling ratios achieved by the EI policy do not match those in the known-variance case. As of this writing, we are not aware of any OCBA policy that achieves the ratios in (31); however, it bears repeating that the standard approach in the OCBA literature is to assume that both means and variances are known when deriving the policy. We conjecture, however, that similar ratios might be obtained from a Bayesian derivation of OCBA that could directly model the uncertainty around the sampling variance in the budget allocation problem.
Conclusion
We have presented the first convergence rate results for several EI-type methods in independent R&S with normal observations. We found that, under known sampling variance, the methods essentially reproduce (with some minor variations) the optimal computing budget allocation of Chen & Lee (2010) , which is known to be near-optimal with respect to the asymptotic convergence rate of the most commonly used performance metrics. To our knowledge, this is the first general equivalence result between EI and OCBA methods, as well as the first rate guarantee for EI methods in R&S with stochastic observations. We also derive rates for EI methods under unknown sampling variance, which is generally not directly modeled in the OCBA literature, and observe that the limiting allocation is different in this setting.
We believe that this analysis provides valuable insight into the structure and behaviour of EI methods. Although we have focused on problems with independent normal distributions, this assumption has also allowed us to compare against a closed-form expression for the OCBA allocation.
In more complex settings, the OCBA literature (e.g., Chen et al., 2008b) typically derives an allocation rule by optimizing some approximation for the objective function of choice, and the techniques in Glynn & Juneja (2004) may not always admit an explicit solution. However, we believe that the independent R&S problem considered here helps to explain the good empirical performance of EI methods observed in the simulation literature.
Wang, Y., Powell, W. B. & Schapire, R. (2015) , 'Finite-time analysis for the knowledge-gradient policy and a new testing environment for optimal learning', Submitted for publication.
Appendix: proofs
Below, we give the proofs of results that were stated in the main text.
Proof of Proposition 3.4
Observe that 
We know from Proposition 3.1 that This allows us to characterize the asymptotic growth of N n x . Since Applying the Lambert W -function to both sides yields c 2 x N n x ≤ W Kc 2 x N n x * . Corless et al. (1996) derives the asymptotic expansion W (n) ∼ O (log n − log log n), with O (log n) being the leading term. Since N n x * n → 1, we obtain an upper bound of O (log n) on N n x . Since vanishes to zero at a slower rate than e −2c 2
x N n x , this argument can be repeated to obtain a lower bound of O (log n). for sufficiently large n. Following the arguments of Section 4 of Corless et al. (1996) , the asymptotic expansion of the inverse function of n → n 1 + c 2 x n must have O log 1+c 2 x n as the leading term. However, log 1+c 2 x n is itself O (log n) due to the properties of logarithms. The same analysis applied to the upper bound in (36) yields a lower bound of O (log n) on N n x . We conclude that N n x ∼ O (log n) by combining these bounds with Proposition 5.3.
Proof of Theorem 5.1
We follow the proof of Theorem 3.1, letting be a finite and strictly positive accumulation point of 
By Proposition 5.4, the right-hand side of (37) cannot vanish to zero. Applying Proposition 5.2, it must be the case that ≤ log 1 + c 2 y log (1 + c 2 x ) + ε.
By applying similar arguments to the fact that N n k x ≤ ( + ε) N n k y , one can also derive the lower bound ≥ log 1 + c 2 y log (1 + c 2 x ) − ε, whence the desired result follows.
