Abstract. Broad availability of molecular sequence data allows construction of phylogenetic trees with 1000s or even 10 000s of taxa. This paper reviews methodological, technological and empirical issues raised in phylogenetic inference at this scale. Numerous algorithmic and computational challenges have been identified surrounding the core problem of reconstructing large trees accurately from sequence data, but many other obstacles, both upstream and downstream of this step, are less well understood. Before phylogenetic analysis, data must be generated de novo or extracted from existing databases, compiled into blocks of homologous data with controlled properties, aligned, examined for the presence of gene duplications or other kinds of complicating factors, and finally, combined with other evidence via supermatrix or supertree approaches. After phylogenetic analysis, confidence assessments are usually reported, along with other kinds of annotations, such as clade names, or annotations requiring additional inference procedures, such as trait evolution or divergence time estimates. Prospects for partial automation of large-tree construction are also discussed, as well as risks associated with 'outsourcing' phylogenetic inference beyond the systematics community.
Introduction
Phylogenies with more than 1000 species are becoming increasingly commonplace (Tehler et al. 2003; Ley et al. 2005) and botanists have been at the forefront of this trend. Not only are many phylogeneticists interested in constructing as grand a synthesis for the tree of life as possible, but other biologists are increasingly integrating the broad knowledge base of comparative biology into these increasingly complete trees (e.g. Moles et al. 2005; Chave et al. 2006) . Chase et al.'s (1993) pioneering reconstruction of a phylogeny of 500 angiosperm species on the basis of plastid rbcL data had a profound impact. Not only did it ultimately encourage a revolution in angiosperm classification (Angiosperm Phylogeny Group 2003) , but it also prompted sustained interest in the computational aspects of large-tree reconstruction (e.g. Rice et al. 1997) and instigated an intense and highly successful research program based on sequencing other loci for comparably large sets of plant taxa (Soltis et al. 1997 Qiu et al. 1999 Qiu et al. , 2005 . Interestingly, however, after Källersjö et al.'s (1998) construction of a much larger rbcL tree a few years later, on the basis of 2500+ sequences, the plant systematics community did not invest much effort in iteratively building even larger trees from this one locus (although see Janssen and Bremer 2004) . More than 1 Reflecting on one of many raging arguments over phenetic systematics in the late 1960s, L.A.S. Johnson argued that problems of homology ('matching') would not all be whisked away by large oceans of data: '. . .even if we knew the entire nucleotide sequences over a set of organisms we should still have to make many decisions on matching. . .' (Johnson 1970: p. 227 , based on his presidential address for the Linnean Society of New South Wales in 1968). At the time the prospects for studying such complete genome sequences must have seemed remote. Now the data are here, and the newest genomics technologies (e.g. 454 Life Sciences's FLX system) promise to deliver 100 million base pairs of sequence in an eight hour run (50 chloroplast genomes or one entire Arabidopsis genome. . .). However, the number of 'decisions' to be made regarding the analysis of such data has grown along with the quantity of information. 20 000 rbcL sequences are now in GenBank, but as yet no one has made a phylogeny from this entire dataset. Perhaps this is because of technological obstacles of building alignments and trees at that scale, or more likely, because of lack of confidence in the power of a single gene to provide sufficient resolution. The 'supergene' approach has given way to that of the 'supermatrix' (combined from alignments of sequences) and 'supertree' (combined from trees), signalling recognition that data analysed at very large scales might have to be handled differently. This review addresses strategies for very largescale phylogenetic inference. Note, however, that datasets for phylogenetics can get large in two directions; namely, in the number of taxa, N, or the number of characters or sites in sequence data, C. Generally, increasing N has much more serious computational consequences than increasing C. However, new tools, especially genomics technologies, are rapidly increasing C and may help leverage robust analyses at increasingly large values of N. For this reason, I include discussion of the genomics side of data analysis, even though it is only beginning to affect large-tree construction. species, just under 10% of described global species diversity. For vascular plants, ∼62% of the genera in Mabberley (1987) have at least one sequence in GenBank. Or, from a geographic perspective, almost half the species in the California flora, one of the world's best-studied biodiversity hotspots, have at least one sequence in GenBank (48%, counting as a match possibly different infraspecific taxa present within the same species). Even the fraction of the species in the flora of Gunung Palung (species list provided by C. O. Webb, pers. comm.) in a much less well inventoried part of Indonesia, with molecular data in GenBank, is surprisingly high, at 17%. Of course, these fractions are dominated by widespread species rather than narrow endemics. Nonetheless, they suggest that global biodiversity is indeed being captured, albeit in a biased fashion, by molecular sequencing efforts. TreeBASE, an online database of phylogenetic trees, includes more than 67 000 species among its 4000+ phylogenies.
The availability of some data for a large subset of global species diversity, of course, does not guarantee their sufficiency for large-scale tree inference. Indeed, there is reason to think that something like Pareto's rule applies to phylogenetic inference, so that one would not be surprised to find that, say, 80% of the tree of life can be reconstructed relatively easily but that the remaining 20% will be much harder to reconstruct. In any phylogeny, most of the nodes are near the tips and relatively few are ancient, and it is often the ancient ones that are recalcitrant. Assessing the quality of phylogenetic trees when they are large, or are assembled piecemeal, raises new difficulties and challenges.
Once trusted, large-scale phylogenies are reconstructed, they can be annotated. Perhaps the most common annotation is nomenclatural. The systematics community is presently wrestling with procedures for integrating phylogeny and nomenclature, and although no consensus is evident about the proper approach (e.g. Godfray and Knapp 2004; Laurin et al. 2005) , there seems little doubt that phylogenies will both influence such work and themselves be annotated by its products. Other kinds of annotations require more quantitative analysis, and some may even emerge in parallel with treebuilding itself. For example, there has been much interest in estimating divergence times of nodes in phylogenetic treesand thus annotating trees with respect to geologic age. Other kinds of annotations include biogeographic history, ancestralstate reconstructions of traits, histories of gene or genome duplications or lateral transfers, inferences about diversification rates and their shifts across a tree, and even bioclimatic reconstructions or niche models of ancestors (Yesson and Culham 2006) . Some of these are computationally challenging problems in their own right, even in the context of a given phylogenetic tree. Others are relatively straightforward but may benefit from integration with tree-building itself (such as attempts to simultaneously infer trees and divergence times with a relaxed molecular clock; Drummond et al. (2006) ).
The present paper reviews some of the methodological and computational issues that are raised by recent attempts to scale phylogenetic inference up to the level that is allowed by existing data. Some of these problems are already well known and are merely exacerbated at this scale, others are novel, caused by heterogeneity of data, unprecedented scale of the trees or the interaction of systematic methodology and sampling with the end products of a complex and as yet poorly understood evolutionary process.
Sources of evidence for large-tree reconstruction

Single loci
The largest phylogenies of plant taxa have been reconstructed by using one or a few highly conserved genes that have been sequenced with universal or nearly universal PCR primers. Higher-level phylogenetic analysis of plants has benefited tremendously from the slow rate of evolution of chloroplast protein-coding and nuclear rRNA genes. Concerted cooperative efforts among many investigators have effectively parallelised the workload and provided datasets of 1000-10 000s of taxa, most notably for plastid rbcL, matK, ndhF and 18S nuclear rDNA loci (Table 1) . More rapidly evolving loci, such as internal transcribed spacers (ITS) of nuclear rDNA or various chloroplast spacer regions, have been sequenced even more widely in plants; however, difficulties of alignment have precluded their assembly into datasets as large as some of those assembled for proteincoding genes or rRNA genes (although see McMahon and Sanderson 2006 for one strategy).
Genomics
Although their impact on plant phylogenetic reconstruction has been limited, genomics data are becoming increasingly valuable for this purpose. The number of publicly available completely sequenced plant nuclear genomes is still small (Arabidopsis thaliana, Oryza sativa and Populus trichocarpa); however, another half dozen are nearing completion. These provide almost exhaustive coverage of the whole genomes of plants, limited only by the experimental design of the genomics pipeline and the quality of the assembly. The latter can be problematic in plant genomes for many reasons, including presence of highly repetitive DNA that is rampant in some large plant genomes. On the other hand, complete genomes of organelles have already proven very useful for phylogenetic efforts. Some 57 landplant plastid genomes and 14 land-plant mitochondrial genomes have been fully sequenced. Analyses of the protein-coding genes of plastid genomes have formed the basis of numerous reconstructions of angiosperm phylogenies (Goremykin et al. 1997) and some interesting controversies. For example, the arguments in the literature about the position of Amborella as the sister group of the remaining angiosperms (Goremykin et al. 2003) have revealed a sensitivity to both the method of tree reconstruction and to taxon sampling, despite the presence in these datasets of 50 genes or more (Leebens-Mack et al. 2005) . Incongruence and sensitivity to inference method may in fact be surprisingly common in phylogenomic analyses (Jeffroy et al. 2006) . Non-coding regions in plastid genomes and the highly complex mitochondrial genomes have as yet been relatively untouched, at least at a scale of the whole genome, although specific genes, spacers and introns have been widely used. The relatively high rate of horizontal gene transfer observed between angiosperm mitochondrial genomes of distantly related plant species obviously limits the utility of some of these markers for species-level inference (Mower et al. 2004) . Libraries of expressed sequence tags (ESTs) are much easier and cheaper to produce than whole nuclear genomes. They consist of small sequences derived from messenger RNA of protein-coding genes. ESTs must be assembled into larger consensus sequences to be useful for phylogenetic purposes. This assembly is complicated computationally by alternative splicing and by gene duplication, both of which can generate ambiguous assemblies (Dong et al. 2005) . Moreover, the libraries are derived from the transcriptomes of specific tissues, and may be biased towards certain subsets of the genome. Relatively few studies have exploited these data; however, this may be changing (Schlueter et al. 2004; de la Torre et al. 2006; . For example, by using seven large EST libraries for angiosperms (including pine as an outgroup) and culling through tens of thousands of EST sequences to find sets of homologues with phylogenetic signal, recovered the now well corroborated tree for these taxa. The potential is certainly great. Some 36 plant species have EST libraries with more than 50 000 sequences, and 132 species have significant EST libraries available (http://www.ncbi.nlm.gov). Moreover, although expensive, the cost is certainly much closer to the scale that molecular systematics has operated in the past, than is the cost of whole-genome sequencing.
Intermediate in cost and coverage between these two kinds of genomic resources are efforts based on BAC-end sequences (McCubbin and Roalson 2005) . In these libraries the genome is randomly broken into relatively large pieces and inserted into numerous 'bacterial artificial chromosomes', and then just the ends of these sequences are sequenced. Given enough partially overlapping BACs, a significant fraction of a genome can be sequenced or primers can be designed to permit sequencing of homologues in close relatives. Large-scale sequencing efforts have generated in the order of 100 000 BAC-end sequences for rice and a dozen of its wild relatives (Ammiraju et al. 2006) , which have been put to use to build a phylogeny of Oryza (B. Hurwitz, pers. comm).
Database mining
Few molecular phylogenetic studies rely exclusively on newly generated data. Molecular-sequence databases almost always contain relevant data for outgroup taxa at least. The taxonomic breadth of these databases provides a natural source of data for large-scale tree reconstruction. This taxonomic diversity is biased strongly towards model organisms and economically important taxa, the usual targets of both traditional molecular biology and more recent genomics projects. However, the bulk of sequence data for most of the other species in the databases, probably deposited mainly by systematists and other evolutionary biologists, forms a long taxonomically enriched 'tail' in GenBank's distribution of sequences (Fig. 1) . These diverse taxa all have relatively few sequences in the database, but collectively they form a potentially less biased resource than what a first glance at GenBank suggests. A new 'view' on the taxonomic diversity of GenBank is provided by our Phylota Browser database (http://loco.biosci.arizona.edu/cgi-bin/pb.cgi: Fig. 2 ), which assembles sets of homologous sequences suitable for use in phylogenetic analysis. For Release 157 of GenBank, the database consists of some 615 000 clusters, of which 57 000 are phylogenetically informative, meaning they contain sequences for at least four distinct taxa. Of course, these are not guaranteed to produce well supported phylogenetic trees, although they have that potential. It is worth noting that more than 1700 of these clusters are 'large', containing sequences for more than 100 distinct taxa, and many more clusters even larger than this remain undiscovered because the database limits assembly to clusters of 20 000 sequences as of this writing.
However, data-mining studies, such as the analysis of papilionoid legume diversity of McMahon and Sanderson (2006) , confront several problems that are more serious than they would be if the investigators generated the data themselves. Mistaken annotations are a widely cited problem with GenBank (Vilgalys 2003; McMahon and Sanderson 2006) , especially mistaken taxonomic identifications, which are among the most difficult to detect from the properties of the sequence data themselves (unlike, say, mistaken annotations about gene names or sequence features). The data of McMahon and Sanderson (2006) suggested a taxon identification error rate of as much as Vertical axis is the number of terminal taxa in the NCBI taxonomy tree having that many sequences per taxon. Log scale de-emphasises the dramatically skewed distribution but is necessary to plot the data. Data are from the taxonomically defined eukaryotic divisions of GenBank excluding primates and rodents, and also excluding high throughput, EST, and genome survey sequences, all of which are dominated by sequences from model organisms. In other words, the real skew across GenBank as a whole is even greater. 1 Names refer to node and its subtree unless the term "node only" appears. 4 Phylogenetically informative clusters have four or more taxa (not GIs) represented.
Sequence diversity and cluster set summaries
2 Taxa at species level rank as annotated by NCBI. Italicized cluster totals refer to internal nodes having too many sequences to exhaustively cluster, so only a sample of sequences were clustered. Non-italicized totals refer to clusters that were exhaustively built. For further information of about this sampling scheme for deep nodes see here. A dash (-) means there were too many sequences to clusters or no sequences at all. Fig. 2 . Screen shot of one page from the Phylota Browser database of phylogenetically informative sequence clusters (http://loco.biosci.arizona.edu/cgi-bin/pb.cgi). Page is shown for the Australian legume tribe Mirbelieae (as circumscribed in the NCBI taxonomy). Clusters are sets of homologous sequences from different loci that could be aligned and submitted to phylogenetic analysis. Clusters were identified by an informatics pipeline consisting of all-by-all BLAST searches with stringent 'Expect' values, requiring 51% coverage on all hits, followed by single-linkage clustering of hit results. Phylogenetically informative clusters are those having at least four distinct taxon names among the sequences present. The database provides clusters across all eukaryotes.
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7% for species of papilionoids, much lower than that cited for fungi (20%), but enough to cause significant problems in the data assembly and phylogenetic analysis. An increased incidence of sequence submissions that cite voucher specimens is a positive trend in GenBank in recent years. Another problem is the heterogeneous sample of taxa and loci that is ultimately combined in a supermatrix or supertree analysis. Since the data arrive in the database from many sources and many investigators, it is usually impossible to assemble a 'complete' matrix of species by loci-i.e. one with no missing sequences. This leads to datasets that are 'fragmented' into islands of data separated by seas of question marks ; Table 2 ). The effects of this on phylogenetic analyses can range from benign to nearly catastrophic. For example, it is possible to combine several sets of data in such a way that they shed absolutely no mutual phylogenetic light on one anothertherefore wasting the computational effort required to handle the combined dataset (Table 2 ). An alternative to downloading data for all the taxa in some clades with species in GenBank is to use formal algorithms to assemble such data, targeting certain properties of the final dataset. A simple example is to search for and enumerate maximal complete datasets; that is, the largest collections of taxa and genes that are fully sampled in the database (every taxon has every gene). Sanderson et al. (2003) and Driskell et al. (2004) explored these strategies (see these papers for visualisations). For sparse databases such as GenBank, it is often possible to quickly enumerate maximal complete datasets (they tend to be small), and then to use these as starting points for more 'lacunose' data matrices that permit some tolerable level of missing data (Yan et al. 2005) .
Literature
An increasingly popular starting point for reconstructing large phylogenetic trees is a set of trees obtained from the literature, from databases of species trees such as TreeBASE or the Tree of Life Web Project, or other databases of gene trees, several of which now have phylogeny servers associated with them (e.g. the Pfam database). These studies use supertree methods (see below) to piece together the trees. Davies et al.'s (2004) 379-taxon angiosperm supertree is a recent example, but many others have been constructed for smaller clades, including pines (Grotkopp et al. 2004) , temperate herbaceous legumes , grasses (Salamin et al. 2002) and so on. Empirical work has advanced somewhat slowly, in part because of relative inaccessibility of the data-the trees in the literature usually have to be manually extracted, but the increase in the rate of deposition of trees in the TreeBASE database promises to make these resources more widely available.
Tree inference
Single-gene datasets: scaling computation to large trees
Most of the plant phylogenetics community's experience with large phylogenetic trees has been with taxon-rich single-gene or few-gene datasets, such as the large angiosperm trees, based on rbcL and a few other loci. Methods that rely on optimisationsearching among trees for one with a best 'score', such as parsimony or maximum likelihood-belong to a class of hard problems for which no algorithms are known that are guaranteed to find the best tree in anything less than a running time proportional to e N , where N is the number of taxa, for worstcase datasets. Unfortunately, experience suggests that many phylogenetic datasets are close enough to 'worst case', so that algorithms that are guaranteed to find optimal trees, such as the 'branch and bound' method, simply never finish for datasets with more than 20-25 taxa.
Thus, the game in large-tree reconstruction is either to use approximate algorithms for optimisation methods ('heuristics'), or non-optimisation methods, such as neighbour-joining. For many years, the number of heuristics available has been limited, but recently new heuristic strategies (e.g. Goloboff 1999 , implemented in TNT; RaxML: Stamatakis et al. 2005 ; diskcovering: Huson et al. 1999 ) promise significant speed-ups. However, it is hard to imagine effective heuristics that do not require a running time that is at least proportional to N 2 , equivalent, for example, to building a tree by sequential addition with no branch-swapping, such that each taxon is provisionally added to the existing tree in every possible place before the next taxon is added. As trees grow to tens or even hundreds of thousands of sequences, even such very crude 'polynomialtime' heuristics begin to take a toll on computational resources (Bininda-Emonds et al. 2001) . Nonetheless, there is a better chance that technology can keep up with algorithms that scale as N 2 than with those that scale exponentially.
Accuracy
The question of how accurate tree-inference methods are in general, and how that accuracy scales to large trees, has received considerable attention, both in simulation studies and more recently from theory. Early work focused on accuracy of different methods in small trees and led to the conclusion that a few methods (UPGMA, Lakes invariants) had poor performance, whereas other methods were largely indistinguishable in a large part of the reasonable set of evolutionary model conditions (Hillis et al. 1994) . The main exception to this is the failure of parsimony methods in the so-called 'Felsenstein zone', a veritable black hole drawing in infinite amounts of data but never returning the correct answer (Felsenstein 1978) . Later work showed analogous conditions under which maximum likelihood could be misled, particularly when the model of evolution used for inferring the tree did not closely match the model under which the characters evolved. One such case occurs when the true evolutionary process consists of a mixture of very different processes but the model used in inference does not (Chang 1996; Kolaczkowski and Thornton 2004) . In practice it has proven difficult to positively detect these pathological cases, although some studies have shown 'long-branch-attraction' effects through simulation and parametric bootstrap procedures (Huelsenbeck 1997; . A more relevant issue to this review is the question of how accurately large trees can be reconstructed, compared with smaller ones (Kim 1998) . This question received considerable attention after Hillis (1996) described a large phylogeny that could be reconstructed accurately with surprisingly few characters. Interestingly, this was based on the newly available large dataset of 18S sequences for angiosperms. Much debate followed about whether 'adding taxa' or 'adding characters' was the best way to improve accuracy (Graybeal 1998) . However, this debate often conflated two separate questions. The first concerns how accurately a tree of a given size can be reconstructed by using data exhibiting certain properties. The second question concerns, given a set of data and a set of taxa sampled from a larger tree, what the best strategy is to improve accuracy (Kim 1998) . In both questions it is important to distinguish the accuracy of some specific phylogenetic hypothesis about the tree (e.g. the presence of a specified quartet relationship between four specified taxa) from the average overall accuracy of the tree. As a tree gets larger (whether by more sampling or by expanding its depth), obviously it requires more information to specify all the details about its structure.
Some important recent theoretical results can at least place bounds on accuracy (reviewed in Mossel and Steel 2005) . One way to state them is in terms of k min , the minimum number of characters needed to reconstruct the tree correctly with some specified probability. Given a lower bound on the rate of evolution across the tree, l c (which can be thought of as the 'length' of the shortest branch), and depending on the shape of the tree, measured by the 'diameter' or length of the longest path in the tree, this number ranges from a worst case bound of
which is polynomial in N, to
which is polynomial in ln N and therefore grows more slowly ('sublinearly') than N. Here, b and c are constants that depend on the model and tree shape. Mossel and Steel (2005) conjectured that b = 1 (it can be proven to hold for completely balanced trees with a few other assumptions); however, this remains unproven. In either case, a sublinear dependence on N means it is not necessary to add characters proportional to the number of taxa, debunking an old rule of thumb in the literature that three characters per taxon are needed for a reliable tree (Sneath and Sokal 1973: p. 351) . One piece of bad news is that in either case, k min will grow as the inverse square of the shortest, most difficult branch length, which may well explain the existence of so many polytomies that remain recalcitrant to phylogenetic inference. Interestingly, if one is satisfied with inferring 'most' of the tree correctly, Mossel (2007) showed that it is possible to reconstruct the shallow parts of the tree, which after all include most of the nodes, with K min proportional to ln N. This provides theoretical explanation of some simulation results we obtained earlier (Bininda-Emonds et al. 2001 ) that implied it could be easy to reconstruct most of the tree while simultaneously difficult to get a few deep nodes right.
To understand the second question it is important to note that a tree can 'get' larger in terms of number of taxa in the following two ways: by 'infilling' with more taxa sampled from the tree but keeping the most recent common ancestor the same; or 'outfilling' by making the root of the tree deeper. Both outfilling and infilling can increase the diameter or decrease the length of the shortest branch, depending on the distribution of branches on the tree. Only by making certain assumptions about the tree, can a general trend in accuracy be predicted. Without these strong assumptions about branch lengths, it is impossible to know whether adding taxa will improve or degrade accuracy (Kim 1998) .
Perhaps this can all be summed up by asserting that much of any clade will be reconstructed with a reasonable investment of characters, probably even a sublinear one; however, the remainder may require an unreasonable investment, making the consideration of cost per character an important factor.
Supermatrix approaches
With still very few exceptions (e.g. see rbcL and ITS in Table 1 ), the number of taxa sequenced for any given locus is still small with respect to the entire tree of life. This has prompted assembly of multiple loci into datasets that cover more taxa at the expense of having missing data for some taxa. The combination of several multiple-sequence alignments into a single giant alignment is referred to variously as a 'supermatrix' or 'superalignment'. The basic structure of a supermatrix can be described by an auxiliary construct called a 'data availability matrix', which is also useful in a workflow setting for describing which data remain to be sequenced. It is simply a matrix of taxa by loci, in which a '1' entered in a cell indicates the presence of a sequence for that locus and taxon, whereas a '0' indicates absence. The 'density' of the supermatrix is then the fraction of cells in the data-availability matrix having a '1' .
Although many phylogenetic projects are designed to build high-density many-locus datasets, these obviously require significant investment of resources if the goal is to build a large tree. Larger trees can be built more inexpensively by assembling data with lower densities. Indeed, almost all such mining studies tolerate some level of missing data, and this level tends to increase with the number of taxa included. For example, many studies of the order of a 100 taxa have been assembled with densities of 1/3 or higher (Bapteste et al. 2002) ; however, a study of McMahon and Sanderson (2006) of 2000+ papilionoid species had a density of only 5%.
Low-density supermatrices present several problems. Large numbers of question marks make life hard for heuristic search algorithms because so many alternative trees have the same score. Supermatrices can also become fragmented in ways that either limit the amount of new information that can be obtained ; see Table 2 ) or conspire with other defects in the data to generate pathologies, such as rogue taxa that can roam the tree Flying-Dutchman-like (McMahon and Sanderson 2006) . Combining alignments may even not be possible for non-coding regions such as ITS that form the workhorse of lower-level phylogenetic inference (in plants), forcing them to be kept separate and contributing thereby to decreases in overall density. Nonetheless, taxon-rich supermatrices can have a very low density and still generate relatively robust hypotheses that combine deep phylogenetic inferences with shallow ones (McMahon and Sanderson 2006) .
Supertrees
Supertrees are trees assembled from other, smaller trees (reviewed in Bininda-Emonds 2004a , 2004b . Supertrees are distinguished from consensus trees, which are trees assembled from a collection of trees all having the same set of taxa. Sometimes supertrees are assembled more or less manually, as with the protocols implemented in the phylomatic site (Webb and Donoghue 2005 ; http://www.phylodiversity.net/phylomatic/ phylomatic.html) which integrate a 'trusted' backbone tree of plants with lower-level phylogenies of specific taxa. These have permitted comparative analyses of thousands of plant species (Moles et al. 2005; Chave et al. 2006) . However, formal algorithms have also been developed, in which supertrees are built in a multi-step procedure where individual 'input' trees are built first and then these trees are combined. Supertrees have been constructed for many reasons, including conflict resolution, building phylogenies for a group that include all its species and building very large trees-or all of the above simultaneously. The methodology has evolved quickly in the last few years and attracted the renewed interest of computer scientists, who first developed the techniques as a tool in database queries (Aho et al. 1981) . When the input trees are all compatible-meaning that there exists one or more supertrees that display all the input trees as subtrees-it is possible to build supertrees in polynomial time. See Bininda-Emonds et al. (2002) for an accessible description of one algorithm. In the real world, input trees tend not to agree and other algorithms are necessary. The most widely used algorithm is matrix representation with parsimony (MRP: Baum 1992), which first converts each input tree to a matrix of binary characters in which each column represents a clade on that tree, then combines the input matrices into a 'supermatrix' with whatever question marks are necessary to fill it in and finally reconstructs a supertree via parsimony analysis of that 'supermatrix'. The only homoplasy in this matrix arises from conflicts between the input trees, which may be much less than in a character (super)matrix derived from the original data used to build the input trees.
The strengths of the method are also its weaknesses. Because the inputs are trees, some of the complexity of the underlying data used to build those trees is removed before supertree analysis. This can translate into a much faster tree reconstruction than the corresponding supermatrix approach, but the loss of signal contained in the original data may mislead downstream analyses, especially if weak signals from individual datasets might have emerged when combined into a supermatrix. Criticisms that information about the reliability of the input trees is lost in supertree construction are less compelling. Reliability scores from the inputs can be incorporated into the supertree algorithms, and several supertree bootstrap procedures have now been developed (Burleigh et al. 2006; Moore et al. 2006) . Interestingly, supertree construction raises similar problems of fragmentation as does sampling from the sequence databases; the pattern of taxonomic overlap is important (Ané et al. 2006) . For example, if two trees share only one species in common (as in Table 2 ), the set of supertrees that displays each of those input trees reveals nothing new about relationships between the taxa on the different trees. On the other hand, if two rooted input trees share two species then new information can be gleaned (Ané et al. 2006) . However, this is a sufficient but not a necessary condition; four rooted trees that share only one taxon in common between every pair can lead to novel statements in the supertree (see Ané et al. 2006 for additional insights on these conditions).
An interesting recent advance which may help overcome some of these problems of partial taxonomic overlap of input trees is an algorithm that respects labelled internal nodes on the input trees (Semple et al. 2004) . Input trees may share no terminal taxa despite the fact that they each have representatives of some well known larger clade (e.g. taxa sampled from different clades of eudicots). If some knowledge of clade membership is assumed by annotating internal nodes, this information can help constrain the supertree analysis. As always, there will be risks in assuming knowledge of clade membership, but certain clades have achieved a level of credibility that might warrant this approach (legumes, eudicots, angiosperms, seed plants and so on). This is in some ways analogous to enforcing the monophyly of certain taxa in a conventional character-based (or supermatrix) analysis.
Supertrees from gene trees
A final topic that fits technically within any discussion of supertrees is the problem of constructing a species tree from one or more gene trees. Gene trees may be subject to a variety of processes making them incongruent or otherwise difficult to assemble into species trees, including lineage sorting, hybridisation, lateral transfer and, most challenging, gene or genome duplication and loss. The topic can be considered one of supertree construction because the basic unit of analysis is the (gene) tree, and the taxa included in the gene trees may well be fewer than those in the set of all gene trees together. What makes it stand on its own, historically as well as algorithmically, is the frequent presence of duplicate representatives of the same taxon, usually owing to gene duplication or multiple alleles.
When multiple copies of the same locus are present in taxa and these have arisen by duplication deep in the history of the collection of species (i.e. before the last speciation event), it is clearly not possible to directly infer species trees from the sequence data. The genes within a single species may be only distantly related by an ancient duplication event; the presence of homology between genes present in the same genome can promote recombinational processes that cloud the ancestry of the gene tree, and deletion of copies of the gene can paint a false picture of relationships among the surviving sequences. Goodman et al. (1979) proposed a method of inferring species by minimising the number of duplications that must be inferred in a collection of gene trees. The number will vary among all possible rooted species trees, providing a criterion for speciestree preference. Relative to conventional species-tree inference, fewer algorithms and software tools are available for building species trees in this way, but the topic is receiving renewed interest (Page 1998; Arvestad et al. 2003; Durand et al. 2005; Bansal et al. 2007) . Good reviews of the approach can be found in Page and Charleston (1998) . recently performed an exhaustive search across all species trees in a small number of taxa by using highly duplicated plant EST libraries and recovered what is generally regarded as the correct angiosperm tree. Until recently, however, it has been difficult to scale up this kind of analysis. Bansal et al. (2007) improved the running time of tree search algorithms for gene tree parsimony significantly, allowing construction of much larger trees, including that for plants shown in that paper. Arvestad et al. (2003) explored statistical Markov-chain Monte Carlo approaches to the core problem of reconciling gene trees and species trees, and there is some hope that this will lead to fast species-tree inference procedures; however, as yet, none is available in this model-based inference framework.
Incremental tree construction
As trees get larger it becomes increasingly attractive to simply add new data to old analyses. One of the most complete explorations of this approach to large-tree inference is in the ARB project (Ludwig et al. 2004) , which originally was focused on constructing very large bacterial and archeal trees from tens of thousands of 16S rDNA sequences. ARB's parsimony insertion feature tries to insert a new sequence into an existing tree in the most parsimonious way possible, with little or no rearrangement of the existing tree. This requires only about O(N) running time, as opposed to the O(N 2 ) running time of building the whole base tree from scratch, with sequential addition heuristics. Limited branch swapping can be invoked following the optimal placement of a new sequence to look for global optimality, but of course this has no guarantee of success. This general approach is finding new applications in DNA barcoding projects, such as the Witness for the Whales Project (Ross et al. 2003) , which attaches user-submitted sequences to the appropriate part of an already constructed reference tree (among other options).
Confidence limits
Bootstrap methods for assessing confidence in clades are fairly sensitive to the size of the tree; bootstrap values for clades tend to decline as larger samples of that clade are taken ('infilling'-see above; Mort et al. 2000; Salamin et al. 2003) . For example, when we bootstrapped the entire dataset of 2228 species of papilionoid legumes, few clades were supported by high bootstrap values, despite agreement in the literature about high support for certain familiar clades (McMahon and Sanderson 2006) . However, when taxa were pruned from the bootstrap trees (after, not before, bootstrapping), the fraction of trees exhibiting these familiar clades was much higher. This same phenomenon was documented in detail for Astragalus, a species-rich clade of legumes . Bayesian methods build a different kind of confidence assessment directly into their search procedures and thus offer an attractive alternative to bootstrapping; however, the widespread perception that Bayesian posteriors for clades are also biased, in this case upward, must be resolved satisfactorily (Alfaro and Holder 2006) . For either bootstrapping or posterior calculations, the length of time needed to converge either to something near the optimal tree, or to stationarity, respectively, must grow with the size of the tree and thereby may have an impact on the reliability of these assessments (see e.g. Sanderson and Wojciechowski 2000, for bootstrapping) . One cannot escape the suspicion that none of the existing tools for confidence assessments is ready for scaling to very large phylogenies.
Conflict resolution
Regardless of methodology, constructing large datasets for phylogenetics raises the possibility that different subsets of the dataset may contain different signals about phylogenetic history. This might arise from any number of causes ranging from analytical artefacts (some genes suffer from long-branch attraction; others do not) to real differences in evolutionary history owing to lineage sorting, recombination, hybridisation, introgression, lateral gene transfer and gene duplication. Data heterogeneity has been one of the best-studied phylogenetic issues of the last decade. (de Queiroz et al. 1995; Cunningham 1997; Rokas et al. 2003; Vogl et al. 2003) .
Perhaps the first stage in any large-scale analysis of phylogenetic data is an assessment about the presence or absence of paralogous copies of sequence in the dataset. As discussed earlier, special phylogenetic algorithms are needed to reconstruct species trees when gene duplications are present, and most workers have opted therefore to either focus on single-copy loci from the get-go, or develop methods for excluding paralogs from the dataset (e.g. Storm and Sonnhammer 2002; Sanderson et al. 2003; Robbertse et al. 2006) . Even if paralogs have been successfully excluded, conflict may still arise from a variety of sources. Thus, assembly of large supermatrices or supertrees would therefore ideally be followed by careful analysis of whether partitions of the data (or subsets of the input trees in supertree analyses) track different histories or different models of evolution. Unfortunately, the technology to do so efficiently is not yet in place. In supermatrix analysis, tests for data heterogeneity can be undertaken with established tools such as the ILD test (Farris et al. 1994 (Farris et al. , 1995 ; although note numerous statistical criticisms, e.g. Shimodaira 2002 ). These kinds of tests must now be extended to tens or hundreds of loci at a time. Enumerating all the subsets of loci that might each obey the same probabilistic model is computationally prohibitive, irrespective of the statistical approach chosen, and the alternative of simply allowing every partition to have its own very complex collection of parameters seems guaranteed to eventually run afoul of the bias-variance tradeoff in model selection (Burnham and Anderson 1998) -that is, increasing inaccuracy of tree estimation as the model complexity increases.
Thus, not surprisingly, most attempts to build large trees from numerous loci or input trees have just sidestepped the question of detecting data heterogeneity and taken an implicit 'total evidence' approach-probably without much deference to the extensive discussions in the systematics literature about the philosophical issues involved (e.g. Kluge 1989 ). It would not be surprising if the data heterogeneity problem reared its head yet again in the context of large-scale phylogenetics.
Annotation of large trees
General comments
Although the construction of large phylogenies, with an eye towards the ultimate goal of building the tree of life, has its own appeal to phylogeneticists, most biologists are interested in the information that can be conveyed directly by such trees (who's related to whom) and can be attached to it (names, branch lengths, times, rates, areas and so on). Indeed, the topological structure alone is something perhaps only a phylogenetic systematist could love. Scaling annotation to large trees raises some new problems for certain kinds of data, whereas other data are less affected. New software tools are available, aimed explicitly at easing the process of manual annotation and providing queries on the basis of those annotations (e.g. TreeDyn: Chevenet et al. 2006 ; and the phyloXML project: http://www.phyloxml.org). However, other kinds of annotations are expected to be more automated or driven by quantitative computational procedures themselves.
One generic issue that arises irrespective of the kind of annotation, however, and which does raise scaling problems, is the choice of whether to annotate a point estimate (a single tree) or a confidence interval (credible set) of trees. As the techniques of phylogenetics have become increasingly influenced by statistical model-based inference methods, the annotation of trees with non-phylogenetic information has had to confront a basic issue; namely, whether to annotate a single tree or a spectrum of the reasonable trees implied by the data. The former is easiest to communicate and use in downstream analyses; the latter is a more faithful portrayal of phylogenetic uncertainty. As trees become larger, however, the inclusion of a spectrum of trees in subsequent analysis becomes increasingly computationally expensive.
Nomenclature
Many phylogeneticists annotate trees with taxonomic names, almost always the names of clades. Generally, the choice of which clades to name has been rather arbitrarily based on considerations such as congruence with existing classifications, agreement with reconstructions of key character innovations, and so on. This is one setting in which phylogenetic uncertainty expressed in a Bayesian or other framework is not easily communicated. Ideally, names are added only if phylogenetic results can be presumed correct-the uncertainty having been set aside. Hibbett et al. (2005) arrived at an interesting answer to this problem by developing an automated system for applying phylogenetically precise definitions of taxa to large phylogenies of homobasidiomycetes that would change as the trees change. This could serve as an interesting model for nomenclatural annotation of large phylogenies. The systematist constructs a set of node-based definitions of taxa (lists of terminal taxa that together uniquely identify a most recent common ancestor and the clade descended from it), and the system automatically annotates the tree correctly on the basis of this definition, even as the tree increases in size or changes shape because of incorporation of new data. The system is limited only by the small computational problem of finding the most recent common ancestor of sets of taxa repeatedly, which can be done in constant time if the tree is pre-processed correctly (Bender and Farach-Colton 2000 ; Hibbett describes a somewhat slower algorithm). This particular form of nomenclatural annotation shares the schema expressed in the Phylocode, but it seems that any reasonable alternative schema might have similar properties.
Divergence times
Rivalling nomenclatural annotations of phylogenies in frequency in the last few years are estimates of divergence times. With the advent of methods that attempt to account for variable (non-clocklike) rates of molecular evolution, the rate of publication of time-calibrated phylogenetic trees has soared, despite numerous methodological hurdles that remain (see especially Britton 2005 , reviewed in e.g. Rutschmann 2006 ). In the best cases, in which evolution is nearly clocklike, the estimation of divergence times scales as the square of the number of taxa for many likelihood-based methods (such as ML in PAUP or LF in r8s, assuming optimal quadratic convergence of the continuous function hill-climbing routines), and as linear in the number of taxa for fast non-model based methods such as the mean path length method of Britton et al. (2002) . It is likely that for trees in which rates of substitution vary substantially across the tree, rate-smoothing methods will not converge as fast as when a clock is present (nor as accurately!), making scaling divergence times to large trees somewhat problematic. One thing that should help is the inclusion of proportionally more fossil calibration points, to impose additional constraints on the inferences (Yang and Rannala 2006) . However, this is obviously not feasible for many clades, with a paucity of such fossils to begin with. For example, Lavin et al. (2005) , in their large analysis of divergence times in Leguminosae, a clade with 19 000 species and as many unknown internal node ages, scoured the literature to find even a small number of reliable fossils. The only saving grace for the problem of adding divergence times to large trees is the possibility that for some large clades the tempo of the rate change is sufficiently slow so that occasional calibration points added to the tree as needed will be sufficient to bound the divergence-time estimates. However, this is an open and entirely empirical question.
Until recently, divergence-time estimation was done post hoc, on either a single given tree or a spectrum of trees. However, recent work (Drummond et al. 2006) has shown how trees can be inferred simultaneously with divergence times, without making the strong and usually unwarranted assumption of a molecular clock.
Trait data
Many comparative biologists want to display and analyse trait information on large phylogenetic trees. For example, a recent analysis examined the correlates of seed-size variation across a tree of 13 000 species of seed plants (Moles et al. 2005) . Software such as MacClade (Maddison and Maddison 2000) and Mesquite are well established and provide estimates of the evolutionary history of traits, both discrete and continuous, under various sets of assumptions, as well as nice visualisations. More specialised procedures may be necessary for features more loosely associated with the species' biology, such as their geographic range or climatic tolerances (Hardy and Linder 2005) or their membership in a specific community . Most of these reconstruction algorithms run very efficiently, usually in linear time, and thus scale well to large trees; however, the problem is increasingly one of archiving and visualisation rather than algorithm engineering. It is barely practical to annotate a large tree with some nomenclatural information and divergence times (if the tree is drawn as a chronogram), and adding the reconstructed evolutionary history of a set of traits is simply not feasible. This implies that online databases of results, perhaps an extended annotation-aware version of TreeBASE, will be necessary to communicate information of this sort. Alternatively, because reconstructions are indeed quite fast, perhaps it will suffice to have real-time tools available so that users can simply input a tree and the particular trait data of interest and have the reconstructions done on the fly. This should become more feasible when existing tools such as Mesquite become more integrated into other databases and web services (cf. the CIPRes project: www.phylo.org).
Technological issues
Computational complexity and harnessing computing resources
Program running times for both tree building and tree annotation have been discussed above at length. The basic conundrum of computational phylogenetics is that most of the relevant problems, including multiple-sequence alignment and tree inference, are 'intractable' in that no exact solution is known with better than exponential running times in the number of taxa. Because present 'large-scale' phylogenetic efforts hover around perhaps 1000 species, and there exists great interest in extending this input 1000-fold to 1 million or more species (the order of the tree of life), this presents daunting computational challenges (i.e. e 1000 times harder, at best). All the computing resources of the planet could be harnessed and still no known exact algorithm (e.g. branch and bound) would finish running for large datasets that have already been published. Barring someone discovering the solution to these difficult problems, the phylogenetics community individually and collectively has to develop strategies to balance both their requests for massive computing infrastructure and their need for good heuristic solutions that require long (but not exponential) running times.
Fortunately, extensive work is underway. Explicitly parallelisable methods, such as the parsimony heuristics of TNT, the Bayesian MCMC runs of MrBayes, neighbour-joining (pNJTree: Du and Lin 2006) , maximum likelihood (Minh et al. 2005, pIQPNNI; Till et al. 2004; Keane et al. 2006) , DCM (Du et al. 2005) , quartet puzzling methods (Schmidt et al. 2002) and genetic algorithms (Zwickl 2006) , or trivially parallelisable bootstrap analyses (Stamatakis 2006) , can be run on compute clusters that are becoming increasingly common or on 'grid' computing systems, i.e. collections of under-utilised networks of machines in classrooms, office buildings, and so on, distributed broadly over the internet (Myers and Cummings 2003; Walters et al. 2005) . Parmentier et al. (2006) described promising algorithms for parallelising simultaneous alignment and tree building, following in a line of work on parallel versions of multiple-sequence alignment in recent years. Exotic solutions such as porting RaxML to the graphics processor on desktop computrs have even been explored (Charalambous et al. 2005) . One reason for optimism is the new enthusiasm for these problems among computer scientists.
Automation?
Can the construction of large phylogenetic trees be automated? For genomic analysis such work is well underway (see e.g. Nilsson et al. 2004 for tree-based EST assembly). Efforts aimed at species-tree reconstruction are also moving forward. Ciccarelli et al. (2006) built a computational pipeline to assemble orthologues from whole-genome sequences across the tree of life and build a phylogeny of 191 taxa. Driskell et al. (2004) and then McMahon and Sanderson (2006) constructed a pipeline to download sequences from GenBank, assemble and align them into large supermatrices and build phylogenetic trees of up to a few thousand species. Robbertse et al. (2006) described a similar set of protocols to mine genomesequence data across ascomycetes. These pipelines generally still all require non-trivial human intervention. Hibbett et al. (2005) developed the Mor pipeline to automatically extract rDNA sequences for homobasidiomycetes and build very large phylogenies from them in a continually updated fashion (the only such system existing, I believe). General computing tools to develop these pipelines further may be helpful in the future, such as the Kepler (http://kepler-project.org/) and Pise projects (http://www.pasteur.fr/recherche/unites/sis/Pise/), aided by extensive libraries of modular programs, such as BioPERL.
In their work, Driskell et al. (2004) , McMahon and Sanderson (2006) and found several important obstacles to automating such pipelinesin other words, steps that required human intervention to prevent introduction of egregious but avoidable errors. Perhaps the most important of these was alignment. No alignment program has been found that can reliably deal with a combination of non-coding sequence data, deep divergence and heterogeneous sequence length. Hundreds of hours of manual sequence examination were required to minimise introduction of misleading phylogenetically significant errors at the alignment step. Work to develop good quantitative indicators of bad alignments is relatively experimental and heuristic (Castresana 2000; Lassmann and Sonnhammer 2002) . Another obstacle is mistaken annotations. Similar issues face anyone relying on data-based information, and it may be possible to develop automated tools that send alarms when consistency checks fail (e.g. two angiosperm species with a gene labelled rbcl do not BLAST). Finally, the patterns of fragmentation of data that can arise if multiple loci or deep divergences are included can introduce pathological results that can be difficult to explain without detailed post hoc analysis of the steps in the pipeline.
Visualisation of large trees
A surprisingly obstinate problem that has emerged as phylogenies have grown in size and information content is visualisation. Trees are odd structures that can be displayed in many apparently distinct ways (e.g. rotating sister groups around a node does not change anything but the tree's visual appearance). As their size increases, it becomes difficult for the eye to capture grouping information, the content of clades, in a way that is meaningful.
In large trees, a more basic problem arises; namely, how to see the terminal taxon or clade names and place them in context with their phylogenetic neighbours and more inclusive clades? One approach is to 'hide' part of the tree. This is the strategy of tools that collapse large clades to nodes or icons (ARB: Ludwig et al. 2004) and to web browser-based tools such as the Tree of Life Web Project Schulz 1996-2007) which uses hyperlinks to move up and down in the phylogenetic hierarchy. Instead of hiding the rest of the tree completely, other tools distort the space that the tree is found in, magnifying the local neighbourhood and shrinking the more distant parts of the tree. The first innovations in this direction embedded large trees in a 3-D 'hyperbolic space' (Munzner 1998; Hughes et al. 2004) , in which the user, by navigating through this space, encountered highly magnified nearby parts of the tree, with distant parts vanishing. A more recent approach, taken in the Fig. 3 . View of the 2228-taxon tree of McMahon and Sanderson (2006) using the program TreeJuxtaposer (Munzner et al. 2003) . The program permits the user to interactively magnify clades as shown here for a predominantly Australian collection of papilionoid legumes. Taxon names are sampled from the terminal nodes according to a density parameter specified by the user.
program TreeJuxtaposer (Munzner et al. 2003) , lays out the tree in 2-D space, but lets the user interactively magnify one part of the tree while shrinking the rest of the tree in a visually appealing fashion (Fig. 3) . Paloverde (Sanderson 2006) is not nearly so geometrically innovative. It merely lays out a large circular tree in a 3-D world, providing rapid mouse-driven methods for zooming in on local areas of interest (a sort of GoogleEarth for trees), while maintaining correct undistorted perspective on what lies in the distance.
The success or failure of these visualisation efforts will probably lie in the ability of these programs to communicate phylogenetically relevant information and annotations. For example, in Paloverde one feature will collapse all species within genera to nodes if the taxon names are given as binomials. TreeJuxtaposer has a nice feature to highlight similarities and differences between trees laid out side by side. Other automated ways to convey information about the higher-order structure of large trees are easy to imagine, such as providing node-based definitions of clades to the program, as suggested by the structure of the Mor project described above.
Conclusions: who will assemble the tree of life?
Anyone on the planet with an internet connection and a reasonably new desktop computer can download sequence data and build large phylogenetic trees. This is both exciting and sobering. On the one hand, a clear lesson of the bioinformatics revolution is that open access to data and tools can accelerate discovery and innovation. The many costs incurred by individual investigators forced to deposit their sequence data into GenBank, for example, have probably been more than compensated for on a community-wide basis. On the other hand, although phylogenetics-like bioinformatics-has a relatively recent origin, phylogenetics differs in that it is also intimately tied to systematics, a discipline with a much longer history, a vast literature and a complex set of intellectual and philosophical issues with important implications for all of biology (e.g. taxonomy and nomenclature). The computational tools and data are in place for many workers with little training in systematics to build large phylogenetic trees. This is not necessarily a recipe for disaster, but it does beg many questions. Would such efforts be undertaken in full cognisance of existing hypotheses of relationships and with a view towards integrating new work with less accessible forms of data (e.g. morphology, fossils, geography)? Would it proceed with an appreciation of its taxonomic and nomenclatural implications; the downstream effects on the very practical impacts that classifications derived from phylogenies will have on the biological sciences? Finally, will it be tempered by the same level of native scepticism and desire to examine results for congruence in the most synthetic fashion possible that has traditionally characterised systematically driven phylogenetic work?
Because sequence data are so readily available for such a diversity of organisms, building large-scale trees from it is likely to be too tempting to resist for computationally savvy biologists of many stripes. If phylogenetic systematists do not take this opportunity, it is likely that others will. Most of the efforts along these lines have been undertaken by workers with a largely phylogenetic research program, but this might change if the phylogenetics community loses interest in advances in computational biology.
Furthermore, since it is much easier and cheaper to download data than it is to collect new plant material or even sequence DNA obtained from herbarium specimens, there is a risk that data mining may come to dominate the phylogenetics culture. If so, the fraction of described biodiversity now in the databases will not continue to grow at its present rate, which has seen a roughly linear increase of ∼17 000 new species a year across the last 5 years (or ∼1% of described species diversity per year) (note the accumulation of sequences is exponential, doubling roughly every 2 years). The interest and efforts of many focused on mining the databases should not occur at the expense of the extraordinary efforts, driven almost entirely by the systematics community, to populate those databases with information drawn from the global biota.
