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Abstract
A word w is central if it has a minimal period πw such that |w|−πw +2 is a period of w coprime
with πw . Central words are in a two-letter alphabet A and play an essential role in combinatorics
of Sturmian words. We study some new structural properties of the set PER of central words which
are based on the existence of two basic bijections ψ and ϕ of A∗ in PER, related to two different
methods of generation, and two natural bijections θ (the ratio of periods) and η (the rate) of PER in
the set of all positive irreducible fractions. In this paper we are mainly interested in sets of central
words which are codes. In particular, for any positive integer n we consider the set ∆n of all central
words w such that the period |w| − πw + 2 is not larger than n + 1 and |w| ≥ n. In a previous paper
we proved that for each n,∆n is a maximal prefix central code called the Farey code of order n since
it is naturally associated with the Farey series of order n+1. New structural properties of Farey codes
are given as well as of their pre-codes Pn . In particular one has PER = ∪n≥0∆n . Moreover, for each
n two languages of central words Ln and Mn are introduced. The language Ln (resp., Mn) is called
the Farey (resp., dual Farey) language of order n. The name is motivated by the fact that Ln and Mn
give faithful representations of the set of Farey’s fractions of order n. Finally, two total orderings of
PER are naturally defined in terms of maps θ and η. The notion of order of a central word relative
to a language of central words is given and some general results are proved. In the case of Farey’s
languages one has that the Riemann hypothesis on the Zeta function can be restated in terms of a
combinatorial property of these languages.
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1. Introduction
A Sturmian word is an infinite word such that for any integer n ≥ 0 the number of
its distinct factors is equal to n + 1. Sturmian words are of great interest in various fields
such as algebra, theory of numbers, physics, and computer science. They have been studied
for at least two centuries with a great number of research papers on the subject mainly in
recent years. Two valuable overviews on Sturmian words containing recent developments
of the theory are in [4, Chap. 2] and [1, Chaps. 10, 11].
A geometrical definition of a Sturmian word is the following: consider the sequence of
the cuts (cutting sequence) in a squared lattice made by a ray having a slope which is an
irrational number. A horizontal cut is denoted by the letter b, a vertical cut by a, and a
cut with a corner by ab or ba. Any such cutting sequence is a Sturmian word. Sturmian
words represented by cutting sequences produced by rays starting from the origin are called
standard or characteristic.
The most famous Sturmian word is the Fibonacci word
f = abaababaabaababaababaabaababaabaab . . .
which is the limit of the sequence of words ( fn)n≥0, inductively defined by
f0 = b, f1 = a, and fn+1 = fn fn−1 for n ≥ 1.
Standard Sturmian words can be equivalently defined in the following way which is a
natural generalization of the definition of the Fibonacci word. Let c0, c1, . . . , cn, . . . be any
sequence of integers such that c0 ≥ 0 and ci > 0 for i > 0. We define, inductively, the
sequence of words (sn)n≥0, where
s0 = b, s1 = a, and sn+1 = scn−1n sn−1 for n ≥ 1.
The sequence (sn)n≥0 converges to a limit s which is an infinite standard Sturmian word
(cf. [4]). Any standard Sturmian word is obtained in this way. We shall denote by Stand
the set of all the words sn , n ≥ 0, of any sequence (sn)n≥0. Any word of Stand is called a
finite standard Sturmian word, or generalized Fibonacci word.
In the study of combinatorial properties of Sturmian words a crucial role is played by
the set PER of all finite words w having two periods p and q such that gcd(p, q) = 1 and
|w| = p + q − 2.
The set PER was introduced in [10] where its main properties were studied. In particular,
it has been proved that PER is equal to the set of the palindromic prefixes of all standard
Sturmian words. The words of PER have been called central in [4]. As is well known,
central words are in a two-letter alphabet {a, b} that will be denoted byA.
In Section 3 we recall some basic structural properties of central words with a particular
reference to their generation. In fact, central words can be generated, starting from the
words of A∗ (generating words), by two methods which are conceptually very different.
The first uses the operation of left-palindromic closure and the second the Fibonacci
morphism and the automorphism E ofA∗ which interchanges the letter a with the letter b.
In this way one introduces two basic bijections (generating maps) ψ and ϕ from A∗ to
PER.
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A suitable arithmetization of the theory is obtained by considering two bijections θ and
η from the set of all central words to the set I of all positive irreducible fractions. The
map θ , called the ratio of periods, is defined as: θ(ε) = 1/1 and θ(w) = p/q (resp.,
θ(w) = q/p) if w begins with the letter a (resp., letter b), p is the minimal period πw of
w, and q = |w| − p + 2. The map η, called the rate, is defined as: for any w ∈ PER,
η(w) = (|w|b + 1)/(|w|a + 1). The relation between the ratio of periods and the rate of a
central word w can be expressed in terms of continued fractions associated with the integral
representation of the ψ-generating word ψ−1(w) of w. From this one derives that the
natural inner bijection θ−1η of PER is length preserving and involutory, i.e., θ−1η = η−1θ .
In Section 4 we introduce three maps T1, T2, and T3 from A∗ to A∗ which can be
defined in terms of suitable operations made on the words of A∗. These maps, which are
length preserving inner bijections ofA∗, are related to the natural inner bijection and to the
generating maps as follows: T1 = ψ−1θ−1ηϕ, T2 = ψ−1θ−1ηψ , and T3 = ϕ−1θ−1ηϕ.
The map T = T2T1 = ψ−1ϕ is the so-called standard correspondence [7] which relates the
ψ-generating and ϕ-generating words of central words. Thus, in particular, T1 = Fa−1Ga
where Fa and Ga are the natural bijections fromA∗ to I defined as Fa = θψ and Ga = ηϕ.
In Section 5 a suitable derivation relation on the set I is introduced. A subset H of I
is called independent if no fraction of the set can be derived from another one. A subset
H of I is called full if for any element p/q of I either one can derive an element of H
from p/q or there exists an element of H from which one can derive p/q . A subset X of
A+ is a prefix (resp., maximal prefix) code if and only if Fa(X) is an independent (resp.,
independent and full) set of fractions. A similar result holds if Fa(X) is replaced with
Ga(X).
In Section 6 we consider prefix central codes, i.e., sets of central words such that no
word of the set is a prefix of another word. A prefix central code is called maximal if it is
not properly included in a larger prefix central code. We recall some results proved in [6].
In particular, a set Y of central words is a prefix (resp., maximal prefix) central code if and
only if the set X of its ψ-generating words is a prefix (resp., maximal prefix) code. This
is also equivalent to the statement that the set θ(Y ) is independent (resp., independent and
full). The set X = ψ−1(Y ) is also called the pre-code of Y .
In Section 7 we consider for any integer n ≥ 0 the set∆n of all central words w having
minimal period p, q = |w|− p+2 ≤ n+1, and |w| ≥ n. For each n > 0,∆n is a maximal
prefix central code called the Farey code of order n since it is naturally associated with the
setFn+1 of the fractions of the Farey series of order n+1. The code∆n can be decomposed
as∆n = ∆n,a ∪∆n,b , with∆n,a = θ−1(Gn) where Gn = {(p/q) ∈ Fn+1 | p+q −2 ≥ n},
and ∆n,b is obtained from∆n,a by interchanging in each word of∆n,a the letter a with b.
One has that PER is the union of all ∆n , n ≥ 0.
In Sections 8 and 9 we consider for any positive integer n the languages Ln and Mn
defined respectively as
Ln =
n−1⋃
k=0
∆k,a and Mn =
n−1⋃
k=0
Hk,a,
where for any k ≥ 0, Hk,a = η−1(Gk). One can easily show that Ln = {w ∈ PERa ∪ {ε} |
|w| ≤ n + πw − 2} and Mn = {w ∈ PERa ∪ {ε} | |w|a ≤ n}, where PERa = PER ∩ aA∗.
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The language Ln (resp., Mn ) has been called the Farey language (resp., dual Farey
language) of order n. The name is motivated by the fact that Ln , as well as Mn , gives
a faithful representation of the set Fn of the Farey fractions of order n. In fact, one has
θ(Ln) = η(Mn) = Fn . Some interesting properties of the Farey languages are proved. In
particular, we show that for all n > 0, Ln is equal to the set of all palindromic prefixes of
∆n−1,a .
In Section 10 we consider the pre-codes of Farey codes. The prefix code Pn = ψ−1(∆n)
is called the Farey pre-code of order n. Some properties of Pn are shown. In particular, Pn
is a maximal prefix code. We consider also the sets Qn = ϕ−1(Hn), Rn = ψ−1(Hn), and
Sn = ϕ−1(∆n), where Hn = Hn,a ∪ E(Hn,a). For all n > 0 the following relations hold:
Qn = T −11 (Pn), Rn = T2(Pn), and Sn = T3T −11 (Pn).
Therefore, the sets Qn , Rn , and Sn can be determined from Pn by the maps T1, T2, and
T3. Since these maps are length preserving, these sets and Pn have the same word-length
distribution. Moreover, for any n > 0, Qn is a maximal prefix code, Rn is a maximal suffix
code, and Sn,x = Sn ∩ xA∗, x ∈ A, is a suffix code.
In Section 11 we introduce two total orderings of the set PER naturally defined in terms
of the maps θ and η. For a finite language L ⊆ PER and x ∈ PER the θ -order of x
relative to L is defined as ordL x = Card{w ∈ L | θ(w) ≤ θ(x)}. Moreover, one sets
δL(x) = θ(x)−ordL x/Card L. For a language L ⊆ PERa ∪{ε} the quantity∑x∈L |δL(x)|
gives a measure of the regularity of the distribution of θ in L. Similar quantities can be
introduced in the case of the map η. Some general results are proved. It is noteworthy that
the Riemann hypothesis on the Zeta function can be restated as a combinatorial property
of the Farey languages Ln and Mn .
2. Preliminaries
Let A be a finite non-empty set, or alphabet, and A∗ the free monoid generated by A.
The elements of A are usually called letters and those of A∗ words. The identity element
of A∗ is called the empty word and denoted by ε. We set A+ = A∗ \ {ε}.
A word w ∈ A+ can be written uniquely as a sequence of letters as w = w1w2 · · ·wn ,
with wi ∈ A, 1 ≤ i ≤ n, n > 0. The integer n is called the length of w and denoted |w|.
The length of ε is 0. For any w ∈ A∗ and a ∈ A, |w|a denotes the number of occurrences
of the letter a in w.
Let w ∈ A∗. The word u is a factor of w if there exist words p and q such that w = puq .
A factor u of w is called proper if u = w. If w = uq , for some word q (resp., w = pu, for
some word p), then u is called a prefix (resp., a suffix) of w.
For any word w, we denote by Pref w the set of its prefixes. For any X ⊆ A∗, Pref X
will denote the set of prefixes of the elements of X . An element of Pref X will be also
called a prefix of X .
Let p be a positive integer. A word w = w1 · · ·wn , wi ∈ A, 1 ≤ i ≤ n, has period p if
the following condition is satisfied: for any integers i and j such that 1 ≤ i, j ≤ n,
if i ≡ j (mod p), then wi = w j .
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From the definition one has that any integer q ≥ |w| is a period of w. As is well known
(cf. [14]), a word w has a period p ≤ |w| if and only if there exist words u, v, s such that
w = us = sv, |u| = |v| = p.
We shall denote by πw the minimal period of w. In the following, we set πε = 1.
Let w = w1 · · ·wn , wi ∈ A, 1 ≤ i ≤ n. The reversal of w is the word w∼ = wn · · ·w1.
One defines also ε∼ = ε. A word is called a palindrome if it is equal to its reversal. We
shall denote by PAL(A), or simply PAL, the set of all palindromes on the alphabet A.
A code X over a given alphabet A is the base of a free submonoid of A∗, i.e., any
non-empty word of X∗ can be uniquely factorized by words of X (cf. [3]).
A set X ⊆ A∗ is called prefix (resp., suffix) if no word of X is a proper prefix (resp.,
suffix) of another word of X . A set is biprefix if it is both prefix and suffix. As is well
known any prefix or suffix set X = {ε} is a code.
A prefix (resp., suffix) code is a maximal prefix (resp., suffix) code if it is not properly
included in another prefix (resp., suffix) code on the same alphabet.
In the following the composition f ◦ g of two maps f and g will be simply denoted
by f g.
3. Central words
The periodicity theorem of Fine and Wilf (cf. [14]) states that if a word w has two
periods p and q and length |w| ≥ p +q −gcd(p, q), then w has also the period gcd(p, q).
Therefore a central word having the coprime periods p and q is either a power of a single
letter or it has the maximal length p + q − 2 to which the theorem of Fine and Wilf does
not apply. The empty word ε is assumed to be a central word (this is formally consistent
with the definition if one takes p = q = 1).
The set PER of all central words on a fixed binary alphabet A = {a, b} has remarkable
structural properties. For instance, PER is equal to the set of palindromic prefixes of all
standard Sturmian words. Moreover, the set of all finite factors of all Sturmian words equals
the set of factors of all central words. The set Stand of all finite standard Sturmian words
is given by
Stand = A ∪ PER{ab, ba}.
Thus, any finite standard Sturmian word which is not a single letter is obtained by
appending ab or ba to a central word.
The following useful characterization of central words is a slight generalization of a
statement proved in [9] (see also [6,13]).
Proposition 3.1. A word w is central if and only if w is a power of a single letter of A or
it satisfies the equation
w = w1abw2 = w2baw1
with w1, w2 ∈ A∗. Moreover, in this latter case, w1 and w2 are central words, p = |w1|+2
and q = |w2| + 2 are coprime periods of w, and min{p, q} is the minimal period of w.
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For any word w we denote by w(−) the shortest palindrome having the suffix w. The
word w(−) is called the palindromic left-closure of w. For any set of words X , we set
X (−) = {w(−) | w ∈ X}. The following lemma was proved in [9].
Lemma 3.1. For any w ∈ PER, one has (aw)(−), (bw)(−) ∈ PER. More precisely, if
w = w1abw2 = w2baw1, then
(aw)(−) = w2baw1abw2, (bw)(−) = w1abw2baw1.
If w = xn with {x, y} = A, then (xw)(−) = xn+1 and (yw)(−) = xn yxn.
By Proposition 3.1 and Lemma 3.1 one easily derives that if u = (xw)(−) with
w ∈ PER and x ∈ A, then
|u| = πu + |w|. (1)
3.1. Generation
There exist two different, and in some respect dual, methods of constructing the set of
central words. The first method, based on the operation of palindromic left-closure, was
introduced in [9]. By Lemma 3.1 we can define the map
ψ : A∗ → PER,
as follows: ψ(ε) = ε and for all v ∈ A∗, x ∈ A
ψ(vx) = (xψ(v))(−).
The map ψ : A∗ → PER is a bijection. Thus, for any w ∈ PER there exists a unique word
v ∈ A∗ such that w = ψ(v). The word v will be called the ψ-generating word of w. One
has that for all v, u ∈ A∗,
ψ(vu) ∈ A∗ψ(v) ∩ ψ(v)A∗. (2)
Example 3.1. Let w = abba. One has
ψ(a) = a,
ψ(ab) = aba,
ψ(abb) = ababa,
ψ(abba) = ababaababa.
In the following we shall denote by E the automorphism of A∗ defined by E(a) = b,
E(b) = a. From the definition one has ψE = Eψ .
As usual, one can extend ψ to the subsets of A∗ by setting, for all X ⊆ A∗,
ψ(X) = {ψ(x) | x ∈ X}. In particular, one has ψ(aA∗) = PERa and ψ(bA∗) = PERb,
where
PERa = PER ∩ aA∗ and PERb = PER ∩ bA∗.
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A second method for generating PER is obtained by introducing a further bijection
ϕ : A∗ → PER based on some endomorphisms of A∗. More precisely, let µ and λ be the
morphisms defined by
µ(a) = ab, µ(b) = a, λ(a) = a, λ(b) = ab.
The morphism µ is the so-called Fibonacci morphism and λ = µE . The map ϕ is defined
as follows: ϕ(a) = a, and for w ∈ aA∗,
ϕ(wa) = λ(ϕ(w))a, ϕ(wb) = µ(ϕ(w))a.
Moreover, ϕ is naturally extended to A∗ by setting ϕE = Eϕ. Thus, ϕ(ε) = ε and for
w ∈ bA∗ one has ϕ(w) = E(ϕ(E(w))). It has been proved [7,8] that ϕ is a bijection ofA∗
onto PER. Thus, for any w ∈ PER there exists a unique word v ∈ A∗ such that w = ϕ(v).
The word v will be called the ϕ-generating word of w.
Example 3.2. Let w = abba. One has
ϕ(a) = a,
ϕ(ab) = aba,
ϕ(abb) = abaaba,
ϕ(abba) = aabaaabaa.
3.2. Arithmetization
Let I be the set of all irreducible positive fractions. By Proposition 3.1 any w ∈
PER \ {ε} has the coprime periods p = πw and q = |w| − πw + 2. We consider the
map θ : PER → I, called the ratio of periods, defined by
θ(w) = p
q
if w ∈ PERa, θ(w) = qp if w ∈ PERb.
Moreover,
θ(ε) = 1
1
.
As proved in [9], the map θ is a bijection.
As is well known, for any w ∈ PER the numbers |w|a + 1 and |w|b + 1 are coprime so
one can introduce the map η : PER → I defined, for any w ∈ PER, by
η(w) = |w|b + 1|w|a + 1 .
The map η is a bijection [2] that we call the rate. We notice that for any w ∈ PER the rate
η(w) gives the ‘slope’ of the standard words wab and wba.
As one easily checks, for any w ∈ PER one has
θ E(w) = 1
θ(w)
and ηE(w) = 1
η(w)
. (3)
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Any word w ∈ aA∗ can be uniquely represented as
w = aα1bα2 · · · aαn−1bαn ,
where n is an even integer, αi > 0, i = 1, . . . , n − 1, and αn ≥ 0. We call the list
(α1, . . . , αn) the integral representation of the word w. For some purposes it is convenient
to consider the trim integral representation of w defined as (α1, . . . , αn) if αn > 0 and
as (α1, . . . , αn−1) if αn = 0. In the following we identify the word w with its integral
representation or with its trim integral representation and we shall write w ≡ (α1, . . . , αn).
As is well known (cf. [2]), if w ∈ aA∗ has the trim integral representation (α1, . . . , αn),
the developments of ηψ(w) and θψ(w) in continued fractions are given by
ηψ(w) = [0; α1, α2, . . . , αn−1, αn + 1],
θψ(w) = [0; αn, αn−1, . . . , α2, α1 + 1]. (4)
Example 3.3. Let w = ab2a2. The integral representation of w is (1, 2, 2, 0) and the
trim integral representation of w is (1, 2, 2). Since ψ(w) = ababaababaababa, one has
ηψ(w) = [0; 1, 2, 3] = 7/10 and θψ(w) = [0; 2, 2, 2] = 5/12.
3.3. A natural involution
We have considered two bijections θ and η between PER and I. Therefore, θ−1η is an
inner bijection of PER. The fixpoints of this bijection have been called harmonic central
words [5].
Proposition 3.2. The bijection θ−1η is involutory, i.e.,
θ−1η = η−1θ.
Proof. We have to prove that for any w ∈ PER, if w′ = η−1θ(w), then w′ = θ−1η(w).
This is trivial if w = ε. Let us suppose that w ∈ PERa . By Eq. (4), the developments of
η(w) and θ(w) in continued fractions are given by
η(w) = [0; a1, a2, . . . , an−1, an + 1],
and
θ(w) = [0; an, an−1, . . . , a2, a1 + 1],
for suitable positive integers ai , i = 1, . . . , n. Since η(w′) = θ(w) it follows that
θ(w′) = η(w). Hence, w′ = θ−1η(w).
Now suppose w ∈ PERb. Since η(w′) = θ(w) one has ηE(w′) = θ E(w). As
E(w) ∈ PERa , by the previous argument one derives θ E(w′) = ηE(w), so by Eq. (3),
θ(w′) = η(w). Hence, w′ = θ−1η(w). 
In the following the bijection η−1θ will be called the natural involution of PER. We
notice that the natural involution is a length preserving map. Indeed, if θ(w) = η(w′) =
h/k, w,w′ ∈ PER, then from the definition it follows easily that |w| = |w′| = h + k − 2.
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4. Generating maps and the natural involution
In this section we introduce three length preserving inner bijections of A∗ which, as we
shall see, are related to the natural inner bijection of PER and to the generating maps ϕ
and ψ .
We start by defining some suitable substitution operations on lists of integers. If
(α1, . . . , αn) and (β1, . . . , βm) are two lists and 1 ≤ i ≤ n, we denote by
(α1, . . . , αi−1, (β1, . . . , βm), αi+1, . . . , αn)
the list
(α1, . . . , αi−1, β1, . . . , βm, αi+1, . . . , αn).
Of course one can do several insertions of different lists in a given list. For instance, (1,
2, (3, 4), 5, (6, 7, 8), 9) will be the list (1, 2, 3, 4, 5, 6, 7, 8, 9). Moreover, for any integer
h > 0, (α)h will denote the list
(α)h = (α, . . . , α︸ ︷︷ ︸
h times
).
If h = 0, then (α)0 will denote the empty list ( ).
We define two maps T1, T2 : aA∗ → aA∗ as follows. If w has the integral
representation (α1, . . . , αn), then
T1(w) ≡ (α1, (1)α2−1, α3 + 1, . . . , (1)αn−2−1, αn−1 + 1, (1)αn ).
If w has the trim integral representation (α1, . . . , αm), then
T2(w) ≡ (αm , . . . , α1).
Moreover we set T = T2T1.
One can naturally extend T1, T2 and, consequently, T to A∗ by setting Ti E = ETi ,
i = 1, 2. We remark that |T1(w)| = |T2(w)| = |T (w)| = |w|.
The map T has been called the standard correspondence. It relates the ψ- and ϕ-
generating words of a central word as shown by the following proposition proved in
[7].
Proposition 4.1. One has T = ψ−1ϕ.
The following propositions relate the previously introduced maps inA∗ with the natural
involution on central words and the generating maps ϕ and ψ .
Proposition 4.2. One has T2 = ψ−1θ−1ηψ .
Proof. It is sufficient to show that for all w ∈ A∗ one has
ηψ(w) = θψ(T2(w)). (5)
This is trivial for w = ε. Now suppose that w ∈ aA∗ and let w have the trim integral
representation w ≡ (α1, . . . , αn). In this case
T2(w) ≡ (αn, . . . , α1).
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By Eq. (4) it follows that
ηψ(w) = [0; α1, . . . , αn−1, αn + 1] = θψ(T2(w)),
so Eq. (5) is satisfied.
Now suppose that w ∈ bA∗. By the preceding result one has
ηψ(E(w)) = θψ(T2 E(w)).
Since E commutes with T2 and ψ , one obtains by Eq. (3),
1
ηψ(w)
= η(Eψ(w)) = θ(Eψ(T2(w))) = 1
θψ(T2(w))
,
from which Eq. (5) follows. 
Proposition 4.3. One has T1 = ψ−1θ−1ηϕ.
Proof. Since T2 is involutory, one has
T2T = T 22 T1 = T1.
By Propositions 4.1 and 4.2, one derives
T1 = ψ−1θ−1ηψψ−1ϕ = ψ−1θ−1ηϕ. 
From previous propositions it follows that the maps T , T1, and T2 are bijections of A∗.
Now we introduce the bijection T3 of A∗ defined by
T3 = T −11 T .
Proposition 4.4. One has T3 = ϕ−1θ−1ηϕ.
Proof. From Propositions 4.1 and 4.3, one has
T3 = ϕ−1η−1θψψ−1ϕ = ϕ−1η−1θϕ.
By Proposition 3.2 the result follows. 
One can naturally introduce the bijections Fa, Ga, Ra, and Sa of A∗ in I defined as
Fa = θψ, Ga = ηϕ, Ra = θϕ, and Sa = ηψ.
The maps Fa and Sa are called, respectively, the Farey map and the Stern–Brocot map
[2,7]. From the preceding propositions one derives
T1 = Fa−1Ga = Sa−1Ra, T2 = Sa−1Fa, T3 = Ra−1Ga,
and
T = Sa−1Ga = Fa−1Ra.
Now, we shall give an interpretation of maps T1, T2, and T3 in terms of suitable
operations on the words of A∗.
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Proposition 4.5. Let w = a1a2 . . . ak, ai ∈ A, 1 ≤ i ≤ k. Then T1(w) = b1b2 . . . bk
where b1 = a1 and for 1 < i ≤ k,
bi =
{
bi−1 if ai = a1,
E(bi−1) if ai = E(a1). (6)
Proof. First we suppose that a1 = a. The proof is by induction on k. For k = 1 the
statement is trivially true. Let (α1, . . . , αn) be the integral representation of w.
We set u = a1 · · · ak−1. If αn > 0, then one has ak = b and bk = E(bk−1). The integral
representation of u is
u ≡ (α1, . . . , αn−1, αn − 1).
From the definition of T1, one has
T1(u) ≡ (α1, (1)α2−1, α3 + 1, . . . , (1)αn−2−1, αn−1 + 1, (1)αn−1),
T1(w) ≡ (α1, (1)α2−1, α3 + 1, . . . , (1)αn−2−1, αn−1 + 1, (1)αn ).
From the inductive hypothesis, we have T1(u) = b1 · · · bk−1. Hence
T1(w) = b1 · · · bk−1 E(bk−1) = b1 · · · bk−1bk .
Now suppose αn = 0, so that ak = a and bk = bk−1. One has
u ≡ (α1, . . . , αn−2, αn−1 − 1, 0) or u ≡ (α1, . . . , αn−2)
according to whether αn−1 > 1 or αn−1 = 1. In both cases one derives
T1(u) ≡ (α1, (1)α2−1, α3 + 1, . . . , (1)αn−2−1, αn−1),
T1(w) ≡ (α1, (1)α2−1, α3 + 1, . . . , (1)αn−2−1, αn−1 + 1).
From the inductive hypothesis, we have T1(u) = b1 · · · bk−1 so
T1(w) = b1 · · · bk−1bk−1 = b1 · · · bk−1bk .
Now let us suppose w ∈ bA∗. By the preceding result T1 E(w) = c1 · · · ck , where
c1 = E(a1) and for 1 < i ≤ k,
ci =
{
ci−1 if ai = a1,
E(ci−1) if ai = E(a1).
Comparing with Eq. (6) one has b1 = E(c1) and for 1 < i ≤ k
ci = ci−1 if and only if bi = bi−1. (7)
Let us verify that bi = E(ci ). This is certainly true for i = 1. If i > 1, by making induction
on i we may suppose bi−1 = E(ci−1). By Eq. (7) either bi = bi−1 = E(ci−1) = E(ci )
or bi = E(bi−1) = ci−1 = E(ci ). This proves that b1 · · · bk = E(c1 · · · ck). Since
c1 · · · ck = T1 E(w) = ET1(w), we conclude that b1 · · · bk = T1(w). 
We observe that, unlike T2 and T3, the map T1 is not involutory. Indeed, for instance,
T 21 (aabbba) = aabbab.
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Proposition 4.6. For any w ∈ A∗ one has
T2(w) =
{
E(w∼) if w ∈ aA∗b ∪ bA∗a,
w∼ otherwise.
Proof. Trivial if w = ε. Now suppose that w ∈ aA∗ and let (α1, . . . , αn) be the
trim integral representation of w, so that T2(w) ≡ (αn, . . . , α1). If n is even, then
w = aα1bα2 · · · aαn−1bαn ∈ aA∗b and T2(w) = aαn bαn−1 · · · aα2bα1 = E(w∼). If,
on the contrary, n is odd, then w = aα1bα2 · · · bαn−1aαn ∈ aA∗b and T2(w) =
aαn bαn−1 · · · bα2aα1 = w∼.
Now suppose w ∈ bA∗. One has
ET2(w) = T2 E(w) =
{
w∼ if w ∈ aA∗b ∪ bA∗a,
E(w∼) otherwise.
From this the assertion follows. 
Proposition 4.7. For any x ∈ A and w ∈ A∗ one has T3(xw) = xw∼.
Proof. We first suppose that x = a. Let (α1, . . . , αn) be the integral representation of aw.
Then
T2T1(aw) ≡ ((1)αn , αn−1 + 1, (1)αn−2−1, . . . , (1)α2−1, α1).
If αn > 0, the integral representation of aw∼ is
aw∼ ≡ (1, αn, . . . , α2, α1 − 1, 0) or aw∼ ≡ (1, αn, . . . , α2)
according to whether α1 > 1 or α1 = 1. In both cases,
T1(aw∼) ≡ ((1)αn , αn−1 + 1, . . . , (1)α2−1, α1),
so T1(aw∼) = T2T1(aw). Since T3 = T −11 T = T −11 T2T1 it follows that T3(aw) = aw∼.
If αn = 0, the integral representation of aw∼ is
aw∼ ≡ (1 + αn−1, αn−2, . . . , α2, α1 − 1, 0) or aw∼ ≡ (1 + αn−1, αn−2, . . . , α2)
according to whether α1 > 1 or α1 = 1. In both cases,
T1(aw∼) ≡ (1 + αn−1, (1)αn−2−1, αn−3 + 1, . . . , (1)α2−1, α1) ≡ T2T1(aw).
Therefore also in this case one derives the assertion.
Now let us suppose that x = b. In this case, by the previous argument one has
T3(a E(w)) = a E(w)∼ = E(bw∼). Since T3 commutes with E , it follows that
bw∼ = ET3(a E(w)) = T3(bw)
from which the assertion follows. 
The following lemma concerning the action of the maps T1, T2, and T3 on some subsets
of A∗ will be useful in the sequel.
Lemma 4.1. Let X ⊆ A∗. The following statements hold:
1. T1(XA) = T1(X)A,
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2. if X = E(X), then T2(X) = X∼,
3. if x ∈ A and X ⊆ xA∗ is a prefix code, then T3(X) is a suffix code.
Proof. 1. Let w ∈ X . By Proposition 4.5 one has T1(wa) = T1(w)z with z ∈ A and
T1(wb) = T1(w)E(z), so T1(wA) = {T1(w)a, T1(w)b} = T1(w)A. From this one
derives that T1(XA) = T1(X)A.
2. Assume X = E(X). From Proposition 4.6 one has T2(X) ⊆ X∼ ∪ E(X∼). Since
X = E(X), it follows T2(X) ⊆ X∼. Similarly one has T2(X∼) ⊆ X , so X∼ =
T2T2(X∼) ⊆ T2(X). In conclusion, T2(X) = X∼.
3. If X = {x} the result is trivial. Suppose X = {x}. In such a case we can write X = xY
where Y is a prefix code. By Proposition 4.7 one has T3(X) = xY ∼, with Y ∼ a suffix
code. Consequently, T3(X) is a suffix code. 
Example 4.1. Let w = ab3ab. Its integral representation is (1, 3, 1, 1). One has T1(w) ≡
(1, (1)2, 2, (1)1) = (1, 1, 1, 2, 1) ≡ abab2a and T2(w) ≡ (1, 1, 3, 1) ≡ aba3b. Thus,
T (w) = T2T1(w) ≡ (1, 2, 1, 1, 1) ≡ ab2aba and T3(w) = abab3. As one verifies,
ϕ(w) = ψ(T (w)) = ababaabababaababaabababaababa,
Ga(w) = ηϕ(w) = 13/18, and Fa(w) = θψ(w) = [0; 1, 1, 3, 2] = 9/16. Moreover,
Fa(T1(w)) = θψ(abab2a) = [0; 1, 2, 1, 1, 2] = 13/18, Sa(T2(w)) = ηψ(aba3b) =
[0; 1, 1, 3, 2] = 9/16, Ra(T3(w)) = θϕ(abab3) = 13/18, so Ga(w) = Fa(T1(w))
= Ra(T3(w)) and Fa(w) = Sa(T2(w)).
5. The tree of irreducible fractions
We introduce in I the binary relation ⇒ defined as follows: for p/q, r/s ∈ I, one sets
p
q
⇒ r
s
if p ≤ q, r ∈ {p, q}, s = p + q or p ≥ q, s ∈ {p, q}, r = p + q.
One easily verifies that the graph of this relation is a complete binary tree with root 1/1.
We denote by ∗⇒ the reflexive and transitive closure of ⇒. For instance, one has
1/2 ⇒ 2/3 ⇒ 2/5 ⇒ 5/7, so 1/2 ∗⇒ 5/7. Moreover, for any n ≥ 0 we denote by
n⇒ the nth power of the relation ⇒. Thus, 1/2 3⇒ 5/7.
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Proposition 5.1. Let p/q ∈ I with p < q. There exists r/s ∈ I such that p/q ⇒ r/s and
r/s > p/q if and only if p/q < g − 1, where g is the golden ratio g = (1 + √5)/2.
Proof. Suppose that p/q ⇒ r/s > p/q . Since p < q one has r/s ≤ q/(p + q) so
q
p + q >
p
q
(8)
or, equivalently, p2 + pq − q2 < 0. This implies p/q < (√5 − 1)/2 = g − 1.
Conversely, if this latter condition is satisfied, then Eq. (8) holds, so p/q ⇒ q/(p+q) >
p/q , concluding the proof. 
Proposition 5.2. Let p/q ∈ I. If
1
1
m⇒ p
q
, m ≥ 0,
then m + 1 ≤ max{p, q} ≤ Fm+2, where (Fn)n≥1 is the Fibonacci series. These bounds
are tight.
Proof. For m ≤ 1 the statement is trivially true. Thus we assume m ≥ 2 and proceed by
induction on m. Moreover, we assume p ≤ q . The proof in the opposite case is similar. Let
1
1
= p0
q0
⇒ p1
q1
⇒ · · · ⇒ pm−1
qm−1
⇒ pm
qm
= p
q
.
One has q = pm−1 + qm−1. Since 1 ≤ pm−1 ≤ qm−2, one obtains
qm−1 + 1 ≤ q ≤ qm−2 + qm−1.
For the inductive hypothesis we have m ≤ qm−1 ≤ Fm+1 and qm−2 ≤ Fm . One derives
m + 1 ≤ q ≤ Fm+2.
To prove that the bounds are tight, it is sufficient to observe that
1
1
⇒ 1
2
⇒ 2
3
⇒ · · · ⇒ Fm+1
Fm+2
and
1
1
⇒ 1
2
⇒ 1
3
⇒ · · · ⇒ 1
m + 1 ,
that is, 1/1 m⇒ Fm+1/Fm+2 and 1/1 m⇒ 1/(m + 1). 
Proposition 5.3. Let w,w′ ∈ PER. Then
θ(w) ⇒ θ(w′) if and only if w′ ∈ (Aw)(−).
Proof. We assume w ∈ PERa (the case w ∈ PERb is symmetrically dealt with and the case
w = ε is trivial). Thus, θ(w) = p/q , with p < q . If w′ ∈ (Aw)(−), then by Proposition 3.1
and Lemma 3.1 one derives θ(w′) ∈ {p/(p+q), q/(p+q)} so θ(w) ⇒ θ(w′). Conversely,
if θ(w) ⇒ θ(w′), then θ(w′) ∈ {p/(p + q), q/(p + q)} = θ((Aw)(−)). Since θ is a
bijection, it follows that w′ ∈ (Aw)(−). 
Proposition 5.4. Let w,w′ ∈ PER and u = ϕ−1(w). Then
η(w) ⇒ η(w′) if and only if w′ ∈ ϕ(uA).
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Proof. If w = ϕ(u) ∈ PERa one has
ηϕ(ua) = |w|b + 1|w| + 2 , ηϕ(ub) =
|w|a + 1
|w| + 2 . (9)
Indeed, since
|λ(w)|a = |µ(w)|a = |w|, and |λ(w)|b = |w|b, |µ(w)|b = |w|a, (10)
one derives ηϕ(ua) = η(λ(ϕ(u))a) = (|λ(w)a|b +1)/(|λ(w)a|a +1) = (|w|b +1)/(|w|+
2) and, in a similar way, ηϕ(ub) = (|w|a + 1)/(|w| + 2). Set η(w) = r/s. By Eq. (9) one
has
ηϕ(uA) = {r/(r + s), s/(r + s)}.
Thus, if w′ ∈ ϕ(uA), then η(w) ⇒ η(w′). Conversely, if η(w) ⇒ η(w′), then
η(w′) ∈ ηϕ(uA). Since η is a bijection, w′ ∈ ϕ(uA).
Now let us suppose that w ∈ PERb. By Eq. (3) one has η(w) ⇒ η(w′) if and only if
ηE(w) ⇒ ηE(w′). Since E(w) ∈ PERa , by the preceding argument this happens if and
only if E(w′) ∈ ϕ(vA) where v = ϕ−1(E(w)). Hence, w′ ∈ Eϕ(vA) = ϕ(E(v)A). Since
E(v) = ϕ−1(w), the conclusion follows.
Finally, the statement is trivially true in the case w = ε. 
Lemma 5.1. Let x, x ′ ∈ A∗ and m ≥ 0. The following conditions are equivalent:
1. Fa(x) m⇒ Fa(x ′),
2. Ga(x) m⇒ Ga(x ′),
3. x is a prefix of x ′ and |x ′| − |x | = m.
Proof. The statement is trivially true for m = 0. In the general case, it is sufficient to prove
the result for m = 1.
First, we prove that Fa(x) ⇒ Fa(x ′) if and only if x ′ ∈ xA. Indeed, by Proposition 5.3
one derives that Fa(x) ⇒ Fa(x ′) if and only if ψ(x ′) = (zψ(x))(−) = ψ(xz) with z ∈ A
or, equivalently, if and only if x ′ = xz.
In a similar way, one has Ga(x) ⇒ Ga(x ′) if and only if x ′ ∈ xA. Indeed, by
Proposition 5.4 one has Ga(x) ⇒ Ga(x ′) if and only if ϕ(x ′) = ϕ(xz) with z ∈ A or,
equivalently, if and only if x ′ = xz. 
Corollary 5.1. Let w ∈ PER and m ≥ 0. One has
1
1
m⇒ θ(w) if and only if m = |ψ−1(w)|
and
1
1
m⇒ η(w) if and only if m = |ϕ−1(w)|.
Proof. The result is obtained by taking in previous lemma x = ε and x ′ equal to ψ−1(w)
and ϕ−1(w), respectively. 
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The following proposition, which summarizes and extends some results of [9], will
play an important role in the following. A new simple proof is given here for the sake of
completeness.
Proposition 5.5. Let x, x ′ ∈ A∗. The following conditions are equivalent:
1. x is a prefix of x ′,
2. Fa(x) ∗⇒ Fa(x ′),
3. Ga(x) ∗⇒ Ga(x ′),
4. ψ(x) is a prefix of ψ(x ′).
Proof. The equivalence of Conditions 1, 2, and 3 is a straightforward consequence of
Lemma 5.1. From Eq. (2) it follows that Condition 1 implies Condition 4. Now we prove
that Condition 4 implies Condition 1. By contradiction let us assume that x is not a prefix of
x ′. If x ′ is a proper prefix of x , then ψ(x ′) is a proper prefix of ψ(x) which is absurd. Thus,
denoting by z the longest common prefix of x and x ′, we can write x ∈ zαA∗, x ′ ∈ zβA∗
with {α, β} = A. One derives that (αψ(z))(−) ∈ Pref ψ(x) and (βψ(z))(−) ∈ Pref ψ(x ′).
Hence, ψ(z)α ∈ Pref ψ(x) and ψ(z)β ∈ Pref ψ(x ′) which gives a contradiction, since
ψ(x) is a prefix of ψ(x ′). 
We say that a subset H of I is independent if for any pair of fractions p/q, r/s ∈ H
such that p/q ∗⇒ r/s one has p/q = r/s. A subset H of I is full if for any fraction
p/q ∈ I there exists a fraction r/s ∈ H such that p/q ∗⇒ r/s or r/s ∗⇒ p/q .
Proposition 5.6. Let X ⊆ A∗. The following conditions are equivalent:
1. X is a prefix set,
2. Fa(X) is an independent set,
3. Ga(X) is an independent set.
Proof. Let x and x ′ be two distinct elements of X . By Proposition 5.5, x is a proper prefix
of x ′ if and only if Fa(x) ∗⇒ Fa(x ′). This implies that X is a prefix set if and only if Fa(X)
is an independent set.
Similarly, one proves that X is a prefix set if and only if Ga(X) is an independent
set. 
Proposition 5.7. Let X ⊆ A∗ be a prefix code. The following conditions are equivalent:
1. X is maximal,
2. Fa(X) is a full set,
3. Ga(X) is a full set.
Proof. A prefix code X is maximal if and only if for any word w ∈ A∗ there exists a word
x ∈ X such that either w is a prefix of x or x is a prefix of w. By Proposition 5.5 this
occurs if and only if Fa(w) ∗⇒ Fa(x) or Fa(x) ∗⇒ Fa(w). This implies that X is a maximal
prefix code if and only if Fa(X) is a full set.
Similarly, one proves that X is a maximal prefix code if and only if Ga(X) is a full
set. 
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6. Prefix central codes
In a previous paper [6] we have considered sets of central words on a binary alphabet
which are codes. These codes have been called Sturmian central codes or, simply, central
codes.
For instance the sets X1 = {a, b}, X2 = {b, aa, aba}, X3 = {aa, aabaa, babbab}, and
X4 = {b2} ∪ (ab)∗a are central codes.
A particular subclass of central codes is formed by prefix central codes, i.e., central
codes which are prefix codes. Since the words of such codes are palindromes, one has that
a prefix central code is also a suffix code and thus a biprefix code. For instance, the set
X = {a, bab, bb} is a prefix central code.
Proposition 6.1. A set Y ⊆ PER is prefix if and only if Y = ψ(X), with X prefix.
Proof. Trivial by Proposition 5.5. 
We describe as the pre-code of a prefix central code Y the prefix code X such that
Y = ψ(X). For instance, the pre-code of {a, bab, bb} is the prefix code {a, ba, bb}
and the pre-code of the prefix central code {aba, bb, babab, babbab} is the prefix code
{ab, bb, baa, bab}. The pre-code of the prefix central code {anban | n ≥ 0} is the prefix
code a∗b.
Proposition 6.1 shows that the property of being a prefix code is preserved by ψ and
ψ−1. In contrast, the property of being a code is not, in general, preserved by ψ or ψ−1,
as shown by the following example.
Example 6.1. The set X = {ab, ba, abbb} is a code whereas the set ψ(X) =
{aba, bab, abababa} is not a code. Conversely, the set X = {a, ab, bab} is not a code
whereas ψ(X) = {a, aba, babbab} is a code.
Proposition 6.2. A set Y ⊆ PER is prefix if and only if θ(Y ) is an independent set.
Proof. By Proposition 6.1, Y is prefix if and only if Y = ψ(X), with X prefix. By
Proposition 5.6, this occurs if and only if Fa(X) = θ(Y ) is an independent set. 
A prefix central code is a maximal prefix central code if it is not properly included in
another prefix central code. The following propositions have been proved in [6]. We report
the proofs for the sake of completeness.
Proposition 6.3. A prefix central code is a maximal prefix central code if and only if its
pre-code is a maximal prefix code.
Proof. Let Y be a maximal prefix central code and X be its pre-code. By Proposition 6.1,
X is a prefix code. Suppose that X is properly included in a prefix code X ′ over A. Since
ψ is a bijection, Y = ψ(X) ⊂ ψ(X ′). By Proposition 6.1, ψ(X ′) is a prefix central code
which properly contains Y , which contradicts the maximality of Y as prefix central code.
Conversely, suppose that the pre-code X of the prefix central code Y is a maximal prefix
code. If Y were properly included in another prefix central code Y ′, then one would have
X ⊂ ψ−1(Y ′). By Proposition 6.1, ψ−1(Y ′) is a prefix code, so we reach a contradiction
with the maximality of X . 
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Proposition 6.4. A set Y ⊆ PER is a maximal prefix central code if and only if Y = {ε}
and θ(Y ) is an independent and full set.
Proof. By Propositions 6.1 and 6.3, Y is a maximal prefix central code if and only if
Y = ψ(X), with X a maximal prefix code. By Propositions 5.6 and 5.7, this occurs if
and only if Y = {ε} and Fa(X) = θ(Y ) is an independent and full set. 
7. Farey codes
For any positive integer n, we consider the set
Fn =
{
p
q
∈ I
∣∣∣∣ 1 ≤ p ≤ q ≤ n
}
.
As is well known, by ordering the elements of Fn in an increasing way one obtains the
Farey series of order n (cf. [12]). Now, set for n ≥ 0,
Gn =
{
p
q
∈ Fn+1
∣∣∣∣ p + q − 2 ≥ n
}
and G′n =
{
q
p
∈ I
∣∣∣∣ pq ∈ Gn
}
.
We introduce the sets of central words∆n,a , ∆n,b, and ∆n defined as
∆n,a = {s ∈ PER | θ(s) ∈ Gn}, ∆n,b = {s ∈ PER | θ(s) ∈ G′n},
∆n = ∆n,a ∪∆n,b.
Since θ is a bijection, one has θ(∆n,a) = Gn and θ(∆n,b) = G′n . For n > 0, the set
∆n is a prefix central code [9] called the Farey code of order n. One easily checks that
∆0 = ∆0,a = ∆0,b = {ε} and for n > 0, ∆n,a ⊆ PERa and ∆n,b ⊆ PERb. Moreover, the
words of ∆n,b are obtained from those of ∆n,a by interchanging the letter a with b.
Example 7.1. In the following table, we report the elements of G6 with the corresponding
words of the prefix code∆6,a and their lengths.
1/7 aaaaaa 6
2/7 abababa 7
3/7 aabaabaa 8
4/7 aabaaabaa 9
3/5 abaaba 6
5/7 ababaababa 10
4/5 aaabaaa 7
5/6 aaaabaaaa 9
6/7 aaaaabaaaaa 11
Some interesting properties of Farey codes have been proved in [9] and [6]. We recall
that for all n > 0,
Card∆n =
n+1∑
i=1
φ(i),
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where φ is the totient Euler’s function. The length of the words of ∆n is between n and
2n − 1. More precisely, for 0 ≤ h ≤ n − 1 one has
Card(∆n ∩An+h ) = φ[h+1,n+1](n + h + 2),
where for any positive real numbers α, β, φ[α,β](n) denotes the number of integers in the
interval [α, β] which are coprime with n.
Proposition 7.1. For all n ≥ 0, the set Gn ∪ G′n is independent and full.
Proof. For n = 0 the result is trivially true, since G0 = G′0 = {1/1}. Let us suppose n > 0.
In this case, 1/1 does not belong to Gn ∪ G′n .
First, we prove the independence. Let p/q and r/s be distinct elements of Gn ∪G′n such
that p/q ∗⇒ r/s. We suppose p < q (the case where p > q is similarly dealt with). There
exists a sequence of irreducible fractions pi/qi , i = 1, . . . , m, such that
p
q
⇒ p1
q1
⇒ · · · ⇒ pm
qm
= r
s
.
Hence, q1 = p + q ≥ n + 2, so s = qm ≥ q1 ≥ n + 2 and r < s. This contradicts the
assumption that r/s ∈ Gn ∪ G′n .
Now, we prove the fullness of Gn ∪ G′n . Let r/s be an element of I. We suppose r < s
(the case r > s is similarly dealt with).
First we consider the case where s ≥ n + 2. There exists a sequence of irreducible
fractions pi/qi , i = 1, . . . , m, such that
1
1
⇒ p1
q1
⇒ · · · ⇒ pm
qm
= r
s
.
Let k be the minimal integer such that qk ≥ n + 2. One has qk−1 ≤ n + 1 and
pk−1 + qk−1 = qk ≥ n + 2, so pk−1/qk−1 ∈ Gn and pk−1/qk−1 ∗⇒ r/s.
Now, we consider the case where s < n + 2. Let k be the minimal integer such that
kr + s ≥ n + 2. One has (k − 1)r + s ≤ n + 1, so r/((k − 1)r + s) ∈ Gn and
r/s
∗⇒ r/((k − 1)r + s). 
Proposition 7.2. For all n > 0, the Farey code of order n is a maximal prefix central code.
Proof. Since θ(∆n) = Gn ∪ G′n , the result follows from Propositions 7.1 and 6.4. 
The following proposition gives an equivalent definition for Farey codes.
Proposition 7.3. For any n ≥ 0 one has
∆n = {w ∈ PER | n ≤ |w| ≤ n + πw − 1}.
Proof. If n = 0 the result is trivial. Now suppose that w ∈ PERa and set θ(w) = p/q , so
that p = πw and q = |w| − πw + 2. One has w ∈ ∆n,a if and only if p/q ∈ Fn+1 and
p + q − 2 = |w| ≥ n. Since p/q ∈ Fn+1 if and only if q = |w| − πw + 2 ≤ n + 1, one
derives that w ∈ ∆n,a if and only if n ≤ |w| ≤ n + πw − 1.
If w ∈ PERb, by a similar argument one obtains that w ∈ ∆n,b if and only if
n ≤ |w| ≤ n + πw − 1. From this the assertion follows. 
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From Proposition 7.3 one derives immediately that for all n ≥ 0,
∆n+1 \∆n = {w ∈ PER | |w| = n + πw}. (11)
For any n ≥ 0 we set
Un = PER ∩An.
For n > 0, Un is a maximal uniform central code [6]. As is well known [10], for any n,
Card Un = φ(n + 2). For instance, one has
U5 = {aaaaa, aabaa, ababa, babab, bbabb, bbbbb},
U7 = {aaaaaaa, aaabaaa, abababa, bababab, bbbabbb, bbbbbbb}.
From Proposition 7.3 one has that
∆n \∆n+1 = Un . (12)
The following propositions show further relations between Farey codes of consecutive
orders and maximal uniform central codes.
Proposition 7.4. For any n ≥ 0 one has
∆n+1 \∆n = (AUn)(−).
Proof. In view of Eq. (11) we have to prove that
{w ∈ PER | |w| = n + πw} = (AUn)(−).
Let us suppose w = (xv)(−), with x ∈ A and v ∈ Un . Then w ∈ PER and by Eq. (1),
|w| = πw + n. This proves the inclusion “⊇”. Conversely, suppose that w ∈ PER and
|w| = n + πw. Let u ∈ PER and x ∈ A be such that w = (xu)(−). Since by Eq. (1),
|w| = |u| + πw , one derives |u| = n, so u ∈ Un and w ∈ (AUn)(−). This proves the
inclusion “⊆”. 
Proposition 7.5. For any n ≥ 0 one has
∆n+1 = (∆n \ Un) ∪ (AUn)(−).
Proof. For any n ≥ 0 one can write ∆n+1 = (∆n \ (∆n \∆n+1)) ∪ (∆n+1 \∆n) and the
conclusion follows from Eq. (12) and Proposition 7.4. 
Example 7.2. Consider the case n = 5. One has
∆5,a = {a5, ababa, aba2ba, a2ba2, a3ba3, a4ba4}
and
U5,a = U5 ∩ aA∗ = {a5, ababa, a2ba2}.
Moreover,
(AU5,a)(−) = {a6, a5ba5, ababa2baba, abababa, a2ba3ba2, a2ba2ba2}.
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The set ∆6,a is given in Example 7.1. As one easily verifies, ∆6,a = (∆5,a \ U5,a) ∪
(AU5,a)(−). In a similar way, setting U5,b = U5 ∩bA∗ one obtains∆6,b = (∆5,b \U5,b)∪
(AU5,b)(−), so ∆6 = (∆5 \ U5) ∪ (AU5)(−).
The following proposition holds.
Proposition 7.6. PER = ⋃n≥0∆n .
Proof. Since by Eq. (12), Un ⊆ ∆n , n ≥ 0, one derives PER = ⋃n≥0 Un ⊆ ⋃n≥0∆n .
The opposite inclusion is trivial. 
Proposition 7.7. Let i and n be integers such that 0 ≤ i ≤ n. Any element of ∆i is a
palindromic prefix of an element of∆n.
Proof. It is sufficient to prove that any element of∆i is a palindromic prefix of an element
of ∆i+1. Let w ∈ ∆i . If w ∈ ∆i+1 we are done. Otherwise by Eq. (12), one has
w ∈ ∆i \ ∆i+1 = Ui . Thus, w is a palindromic prefix of the word (aw)(−) ∈ ∆i+1 \ ∆i
by Proposition 7.4. 
8. Farey languages
For any n > 0 we introduce the set
Ln =
n−1⋃
k=0
∆k,a .
By Proposition 7.3 one has
Ln = {w ∈ PERa ∪ {ε} | |w| ≤ n + πw − 2}. (13)
The set Ln will be called the Farey language of order n. This is motivated by the fact
that Ln gives a faithful representation of the set Fn , as shown by the following:
Proposition 8.1. For any n > 0 one has θ(Ln) = Fn.
Proof. First we observe that
n−1⋃
k=0
Gk = Fn . (14)
Indeed, since Gk ⊆ Fn , k = 0, . . . , n − 1, the inclusion “⊆” is trivial. Conversely, let
p/q ∈ Fn . One has p ≤ q ≤ n. Since p + q − 2 ≥ q − 1 it follows that p/q ∈ Gq−1.
By definition,
Ln =
n−1⋃
k=0
{s ∈ PERa ∪ {ε} | θ(s) ∈ Gk} = {s ∈ PERa ∪ {ε} | θ(s) ∈ Fn}.
Thus, since θ is a bijection of PER onto I, θ(Ln) = Fn . 
Proposition 8.2. For all n > 0, Ln = PAL ∩ Pref ∆n−1,a.
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Proof. By Proposition 7.7 one has ∆i,a ⊆ PAL ∩ Pref ∆n−1,a for i = 1, . . . , n − 1. This
proves the inclusion “⊆”.
Conversely, let w ∈ PAL∩Pref ∆n−1,a . Thus, there exists v ∈ ∆n−1,a such that v = wλ,
λ ∈ A∗. Since any palindromic prefix of a central word is central, one has w ∈ PER. We set
θ(w) = r/s and θ(v) = p/q . By Proposition 5.5 one has r/s ∗⇒ p/q . Thus, s ≤ q ≤ n.
Therefore, r/s ∈ Fn , so by Proposition 8.1, w ∈ Ln . 
Proposition 8.3. For all n > 0 one has Ln+1 \ Ln = ∆n,a \∆n−1,a.
Proof. By Eqs. (13) and (11) one has
Ln+1 \ Ln = {w ∈ PERa | |w| = n + πw − 1} = ∆n,a \∆n−1,a. 
Corollary 8.1. For all n > 0 one has θ(∆n,a \∆n−1,a) = Fn+1 \ Fn.
Proof. By Proposition 8.3, one has θ(∆n,a \∆n−1,a) = θ(Ln+1 \ Ln) = θ(Ln+1)\θ(Ln).
The conclusion follows from Proposition 8.1. 
From the previous corollary one obtains that
Card(∆n,a \∆n−1,a) = Card(Fn+1 \ Fn) = φ(n + 1).
Proposition 8.4. For all n > 0 one has
Ln = ∆n−1,a ∪
n−2⋃
i=0
Ui,a ,
where for any i ≥ 0, Ui,a = Ui \ bA∗.
Proof. We can write
Ln = ∆n−1,a ∪
n−2⋃
i=0
(∆i,a \∆i+1,a).
By Eq. (12) for any i ≥ 0 one has∆i,a \∆i+1,a = Ui,a . The conclusion follows. 
9. Dual Farey languages
For n ≥ 0 we set
Hn,a = {s ∈ PER | η(s) ∈ Gn}, Hn,b = {s ∈ PER | η(s) ∈ G′n},
and
Hn = Hn,a ∪ Hn,b.
One easily checks that H0 = H0,a = H0,b = {ε} and for n > 0, Hn,a ⊆ PERa
and Hn,b ⊆ PERb. Moreover, the words of Hn,b are obtained from those of Hn,a by
interchanging the letter a with b. Since η is a bijection one has η(Hn,a) = Gn and
η(Hn,b) = G′n .
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Proposition 9.1. For any n > 0 and x ∈ A one has
Hn,x = {w ∈ PERx | |w|x ≤ n ≤ |w|}.
Proof. Let w ∈ PERa . Since η(w) = (|w|b + 1)/(|w|a + 1), one has η(w) ∈ Gn if and
only if |w|a ≤ n and |w| ≥ n. The proof in the case w ∈ PERb is similar. 
Example 9.1. In the following table, we report the elements of G6 with the corresponding
words of the set H6,a and their lengths.
1/7 aaaaaa 6
2/7 aaabaaa 7
3/7 aabaabaa 8
4/7 abaabaaba 9
3/5 abaaba 6
5/7 ababaababa 10
4/5 abababa 7
5/6 ababababa 9
6/7 abababababa 11
We remark that unlike∆n , the set Hn in general is not a code. For instance, H6,a is not
a code.
Lemma 9.1. For any n ≥ 0 and x ∈ A one has
Hn,x \ Hn+1,x = Un,x .
Proof. Let w ∈ Hn,x\Hn+1,x . By Proposition 9.1 one has |w|x ≤ n ≤ |w| and |w| < n+1.
Thus w ∈ Un,x . Conversely, if w ∈ Un,x then |w|x ≤ |w| = n. Thus, w ∈ Hn,x and
w ∈ Hn+1,x . 
Lemma 9.2. For any n ≥ 0 and x ∈ A one has
Hn+1,x \ Hn,x = {w ∈ PERx | |w|x = n + 1}.
Proof. If w ∈ Hn+1,x \ Hn,x , then by Proposition 9.1 one has |w|x ≤ n + 1 ≤ |w| and
n < |w|x . Thus |w|x = n + 1. Conversely, if |w|x = n + 1, then n + 1 ≤ |w|, so
w ∈ Hn+1,x . Moreover, since |w|x > n it follows that w ∈ Hn,x . 
Proposition 9.2. For any n ≥ 0 one has
Hn+1,a \ Hn,a = (λ(Un,a) ∪ µ(Un,a))a = µ(Un)a.
Proof. Let w′ ∈ (λ(Un,a) ∪ µ(Un,a))a. There exists w ∈ Un,a such that w′ ∈ (λ(w) ∪
µ(w))a. By Eq. (10) one has |w′|a = |w| + 1 = n + 1. By Lemma 9.2 one derives
w′ ∈ Hn+1,a \ Hn,a .
Conversely, let w′ ∈ Hn+1,a \ Hn,a. One has w′ = ϕ(ux) with u ∈ A∗ and
x ∈ A. Setting w = ϕ(u), one has w′ ∈ (λ(w) ∪ µ(w))a, so by Eq. (10) one obtains
|w′|a = |w| + 1. By Lemma 9.2, |w′|a = n + 1, so |w| = n, i.e., w ∈ Un,a .
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To conclude the proof we observe that λ(Un,a) = µ(E(Un,a)) = µ(Un,b). 
Proposition 9.3. For any n ≥ 0 one has
Hn+1,a = (Hn,a \ Un,a) ∪ (λ(Un,a) ∪ µ(Un,a))a.
Proof. For any n ≥ 0 one can write Hn+1,a = (Hn,a \ (Hn,a \ Hn+1,a))∪ (Hn+1,a \ Hn,a)
and the conclusion follows from Lemma 9.1 and Proposition 9.2. 
Proposition 9.4. PER = ⋃n≥0 Hn.
Proof. Since by Lemma 9.1 one derives Un ⊆ Hn, n ≥ 0, one obtains PER =⋃n≥0 Un ⊆⋃
n≥0 Hn. The opposite inclusion is trivial. 
For any n > 0 we introduce the set
Mn =
n−1⋃
k=0
Hk,a.
By Proposition 9.1 one easily derives that
Mn = {w ∈ PERa ∪ {ε} | |w|a ≤ n − 1}. (15)
The set Mn will be called the dual Farey language of order n. This is motivated by the
fact that Mn also gives a faithful representation of the set Fn , as shown by the following:
Proposition 9.5. For any n > 0 one has η(Mn) = Fn.
Proof. From the definition of the sets Hn,a and Eq. (14) one has
Mn =
n−1⋃
k=0
{s ∈ PERa ∪ {ε} | η(s) ∈ Gk} = {s ∈ PERa ∪ {ε} | η(s) ∈ Fn}.
Thus, since η is a bijection of PER onto I one has η(Mn) = Fn . 
Lemma 9.3. Let n > 0 and (n + 1)/2 < k ≤ n − 1. Then w = ak−1bak−1 ∈ Ln \ Mn.
Proof. The word w has the periods k and k +1 and length |w| = 2k −1, so w ∈ PERa and
θ(w) = k/(k + 1). Since k + 1 ≤ n, one has w ∈ Ln . However, |w|a = 2k − 2 > n − 1.
By Eq. (15) it follows that w ∈ Mn . 
One can easily verify that Ln = Mn for n = 1, 2, 3. For n ≥ 4, from the previous
lemma one derives Ln = Mn .
Proposition 9.6. For all n > 0, PAL ∩ Pref Hn−1,a ⊆ Mn.
Proof. Let w ∈ PAL ∩ Pref Hn−1,a. Thus, there exists v ∈ Hn−1,a such that v = wλ,
λ ∈ A∗. Since any palindromic prefix of a central word is central, one has w ∈ PER. By
Eq. (15) one has |w|a ≤ |v|a ≤ n − 1, so w ∈ Mn . 
We observe that the inclusion in the previous proposition is in general strict. Indeed, for
instance one can verify that w = aaabaaa ∈ H6,a ⊆ M9. However, w is not a palindromic
prefix of H8,a.
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Proposition 9.7. For all n > 0 one has Mn+1 \ Mn = Hn,a \ Hn−1,a.
Proof. By Eq. (15) and Lemma 9.2, one has
Mn+1 \ Mn = {w ∈ PERa | |w|a = n + 1} = Hn,a \ Hn−1,a. 
Corollary 9.1. For all n > 0 one has η(Hn,a \ Hn−1,a) = Fn+1 \ Fn.
Proof. By Proposition 9.7, one has η(Hn,a\Hn−1,a) = η(Mn+1\Mn) = η(Mn+1)\η(Mn).
The conclusion follows from Proposition 9.5. 
From the previous corollary one obtains that
Card(Hn,a \ Hn−1,a) = φ(n + 1).
Proposition 9.8. For all n > 0 one has
Mn = Hn−1,a ∪
n−2⋃
i=0
Ui,a .
Proof. We can write
Mn = Hn−1,a ∪
n−2⋃
i=0
(Hi,a \ Hi+1,a).
By Lemma 9.1, for any i ≥ 0 one has Hi,a \ Hi+1,a = Ui,a . The conclusion follows. 
10. Farey pre-codes
For any n > 0, the pre-codes of ∆n,a , ∆n,b, and ∆n will be respectively denoted by
Pn,a , Pn,b, and Pn . The prefix code Pn = Pn,a ∪ Pn,b will be called the Farey pre-code of
order n.
Example 10.1. In the following table we report the elements of ∆6,a , the corresponding
elements of the pre-code P6,a , and their lengths.
aaaaaa 6 aaaaaa 6
abababa 7 abbb 4
aabaabaa 8 aabb 4
aabaaabaa 9 aaba 4
abaaba 6 aba 3
ababaababa 10 abba 4
aaabaaa 7 aaab 4
aaaabaaaa 9 aaaab 5
aaaaabaaaaa 11 aaaaab 6
As a consequence of Propositions 7.2 and 6.3 one has
Proposition 10.1. For all n > 0, the Farey pre-code of order n is a maximal prefix code.
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Proposition 10.2. For all n > 0 one has
Pn+1 = (Pn \ Γn) ∪ ΓnA,
where Γn = ψ−1(Un).
Proof. We observe that ψ(ΓnA) = (Aψ(Γn))(−) = (AUn)(−). Since ψ is a bijection, in
view of Proposition 7.5 one obtains
ψ(Pn+1) = ∆n+1 = (∆n \ Un) ∪ (AUn)(−) = ψ((Pn \ Γn) ∪ ΓnA)
and the statement follows. 
Proposition 10.3. Let n > 0. For all x ∈ Pn one has
min{k | Fk+3 ≥ n + 2} ≤ |x | ≤ n.
These bounds are tight.
Proof. Let x ∈ Pn . We set |x | = m, ψ(x) = w ∈ ∆n , and θ(w) = p/q . We assume that
x ∈ Pn,a so that p < q . The case x ∈ Pn,b can be similarly dealt with. By Corollary 5.1
one has
1/1 m⇒ p/q. (16)
By Proposition 5.2 one has m + 1 ≤ q . Since w ∈ ∆n , one derives m + 1 ≤ q ≤ n + 1
which implies m = |x | ≤ n.
By Eq. (16) one has 1/1 m+1⇒ p/(p + q). By Proposition 5.2 one has p + q ≤ Fm+3.
Since w ∈ ∆n one has p + q − 2 ≥ n, so Fm+3 ≥ n + 2. Hence m = |x | ≥ min{k |
Fk+3 ≥ n + 2}.
Now we prove optimality of the bounds. The word x = an is such that ψ(x) = an ∈ ∆n ,
so x ∈ Pn and |x | = n. Set r = min{k | Fk+3 ≥ n + 2}. As shown in the proof
of Proposition 5.2, 1/1 r⇒ Fr+1/Fr+2, so there exists x ∈ A∗ with |x | = r such that
θψ(x) = Fr+1/Fr+2. Since Fr+1 + Fr+2 = Fr+3 ≥ n + 2 and, by the minimality of r ,
Fr+2 ≤ n + 1, it follows that ψ(x) ∈ ∆n and therefore x ∈ Pn . 
Proposition 10.4. For any n > 0 the set Qn = ϕ−1(Hn) is a maximal prefix code.
Moreover, Qn = T −11 (Pn).
Proof. Indeed, Ga(Qn) = ηϕ(Qn) = η(Hn) = Gn ∪G′n . Since by Proposition 7.1, Gn ∪G′n
is an independent and full set, from Propositions 5.6 and 5.7 one derives that Qn is a
maximal prefix code.
Since Fa(Pn) = θ(∆n) = Gn ∪ G′n = Ga(Qn), in view of Proposition 4.3, Pn =
(Fa−1Ga)(Qn) = T1(Qn), from which the result follows. 
Example 10.2. In the following table, we report the elements of H6,a and the
corresponding elements of Q6,a .
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aaaaaa aaaaaa
aaabaaa abaa
aabaabaa aaba
abaabaaba aabb
abaaba abb
ababaababa abab
abababa aaab
ababababa aaaab
abababababa aaaaab
Proposition 10.5. For all n > 0 one has
Qn+1 = (Qn \ Γ ′n) ∪ Γ ′nA,
where Γ ′n = ϕ−1(Un).
Proof. We first observe that T1(Γ ′n) = Γn . Indeed, one has Ga(Γ ′n) = η(Un) and
Fa(Γn) = θ(Un). Since η(Un) = θ(Un) = {p/q ∈ I | p + q − 2 = n}, it follows
that Ga(Γ ′n) = Fa(Γn), so by Proposition 4.3 one has Γn = T1(Γ ′n).
By Lemma 4.1 one derives T1(Γ ′nA) = T1(Γ ′n)A. Thus, since T1 is a bijection and, in
view of Proposition 10.4, for all m > 0, T1(Qm) = Pm , one has
T1((Qn \ Γ ′n) ∪ Γ ′nA) = (T1(Qn) \ T1(Γ ′n)) ∪ T1(Γ ′n)A = (Pn \ Γn) ∪ ΓnA.
By Proposition 10.2 one derives
T1((Qn \ Γ ′n) ∪ Γ ′nA) = Pn+1 = T1(Qn+1).
Since T1 is a bijection, the conclusion follows. 
Proposition 10.6. For any n > 0 the set Rn = ψ−1(Hn) is a maximal suffix code and
Rn = T2(Pn) = P∼n .
Proof. One has
θψ(Pn) = θ(∆n) = Gn ∪ G′n = η(Hn) = ηψ(Rn).
Therefore, by Proposition 4.2 one has Rn = ψ−1η−1θψ(Pn) = T2(Pn). Since Pn =
E(Pn), by Lemma 4.1, one has Rn = P∼n . Since Pn is a maximal prefix code, Rn is a
maximal suffix code. 
Proposition 10.7. For any n > 0 and x ∈ A, the set Sn,x = ϕ−1(∆n,x ) is a suffix code.
Moreover Sn = Sn,a ∪ Sn,b = T3(Qn).
Proof. One has
θϕ(Sn) = θ(∆n) = Gn ∪ G′n = η(Hn) = ηϕ(Qn).
Therefore, by Proposition 4.4 one has Sn = ϕ−1θ−1ηϕ(Qn) = T3(Qn).
For x ∈ A, since Qn,x = Qn ∩ xA∗ is a prefix code, by Lemma 4.1 one derives that
Sn,x = T3(Qn,x ) is a suffix code. 
398 A. Carpi, A. de Luca / European Journal of Combinatorics 28 (2007) 371–402
We observe that Sn in general is not a code. For instance, as one easily verifies, S6 is not
a code.
In view of the previous propositions, one has that for all n > 0 the following relations
hold:
Qn = T −11 (Pn), Rn = T2(Pn), Sn = T3T −11 (Pn). (17)
Therefore the sets Qn , Rn , Sn can be determined from Pn by the maps T1, T2, and T3. Since
these maps are length preserving, these sets and Pn have the same word-length distribution.
In the following table we report the elements of P6,a and the corresponding elements of
the codes Q6,a , R6,a , and S6,a computed by using Eq. (17)
P6,a Q6,a R6,a S6,a
aaaaaa aaaaaa aaaaaa aaaaaa
abbb abaa aaab aaab
aabb aaba aabb aaba
aaba aabb abaa abba
aba abb aba abb
abba abab abba abab
aaab aaab abbb abaa
aaaab aaaab abbbb abaaa
aaaaab aaaaab abbbbb abaaaa
11. Farey languages and Riemann’s hypothesis
As we have seen in Section 3 one can introduce two bijections of the set of central words
onto the set of positive irreducible fractions, namely the ratio of periods θ and the rate η.
These bijections allow one to define in PER two natural total order relations by setting for
any w1, w2 ∈ PER,
w1 ≤ w2 if θ(w1) ≤ θ(w2)
and
w1  w2 if η(w1) ≤ η(w2).
For any L ⊆ PER and x ∈ PER one can consider the sets
L ∗ x = {w ∈ L | w ≤ x} and L ◦ x = {w ∈ L | w  x}.
We define the θ -order of x relative to L the quantity
ordθL x = Card(L ∗ x).
In a similar way, the η-order of x relative to L is defined as
ordηL x = Card(L ◦ x).
In the following we shall mainly refer to the θ -order and denote ordθL x simply by ordL x .
If L is finite, then ordL x < ∞. If L is infinite, the order of an element x ∈ PER may be
infinite or finite. For instance, the order of any central word with respect to PER is infinite.
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In contrast, if L = {w ∈ PER | θ(w) = (n − 1)/n, n > 1}, then the order of any word
of PERa with respect to L is finite. If L ⊆ M ⊆ PER, then for all x ∈ PER one has
ordL x ≤ ordM x .
From the definition one derives that if L = ⋃ni=1 Ki , where Ki , i = 1, . . . , n, are
pairwise disjoint sets, then for all x ∈ PER,
ordL x =
n∑
i=1
ordKi x . (18)
If L ⊆ PER has finite cardinality k, then
∑
x∈L
ordL x = k(k + 1)2 . (19)
Given a finite subset L of PER and a central word x one can consider the quantity
δL(x) = θ(x) − ordL xCard L .
If x ∈ PERa , the companion of x (relative to θ ) is the word x ′ ∈ PER such that
θ(x ′) = 1 − θ(x). A set L ⊆ PERa ∪ {ε} is closed by companion if ε ∈ L and for
any x ∈ L \ {ε} the companion of x is in L.
Lemma 11.1. Let L ⊆ PERa ∪ {ε} be a set closed by companion of finite cardinality k.
One has∑
w∈L
θ(w) =
∑
w∈L
ordLw
k
= k + 1
2
.
Proof. Since Card L = k, by Eq. (19) one has ∑w∈L ordL w/k = (k + 1)/2. Since L is
closed by companion and θ is a bijection, it follows that∑
w∈L\{ε}
θ(w) =
∑
w∈L\{ε}
(1 − θ(w)) = k − 1 −
∑
w∈L\{ε}
θ(w).
One derives
∑
w∈L θ(w) = θ(ε) +
∑
w∈L\{ε} θ(w) = (k + 1)/2. 
Lemma 11.2. Let L ⊆ PERa ∪ {ε} be a set closed by companion of finite cardinality. For
any x ∈ L \ {ε} one has
δL(x) = −δL(x ′),
where x ′ is the companion of x.
Proof. Let k = Card L. We prove that ordL x = k − ordL x ′. Since L is closed by
companion and x ′ ∈ L one has
ordL x = Card{z ∈ L | θ(z) ≤ θ(x)} = Card{z ∈ L \ {ε} | θ(z) ≥ θ(x ′)}
= Card{z ∈ L | θ(z) > θ(x ′)} = k − ordL x ′.
Since θ(x) = 1 − θ(x ′) the result follows. 
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Given a finite set L ⊆ PERa ∪ {ε} one can introduce the quantity∑
x∈L
|δL(x)|
which gives an evaluation of the ‘regularity’ of the distribution of θ in L.
By Lemma 11.1, if L is closed by companion, then
2
k + 1θ(x) and
2
k + 1
ordL x
k
, x ∈ L,
are two probability distributions on the set L. We remark that the quantity
2
k + 1
∑
x∈L
|δL(x)|
is the so-called variational distance of the previous two probability distributions on the set
L.
In Section 8 we have considered for any n ≥ 0 the Farey language Ln which gives a
faithful representation of Fn . In the following the order of a central word x with respect to
Ln will be briefly denoted by ordn x .
We notice that for all x ∈ PERb ∪ {ε}, ordn x = Card Ln = CardFn = Φ(n), where
Φ(n) = ∑ni=1 φ(i).
In the following we set K0 = {ε} and for n > 0, Kn = ∆n,a \∆n−1,a .
Proposition 11.1. For any x ∈ PERa ∪ {ε},
ordKn x = φ[1,(n+1)θ(x)](n + 1).
Proof. If n = 0 the statement is trivially verified. Let us suppose n > 0. From Eq. (11)
one has Kn = {w ∈ PERa | |w| = n − 1 + πw}. Therefore, for any x ∈ PERa ∪ {ε} one
derives Kn ∗ x = {w ∈ PERa | |w| = n − 1 + πw and πw ≤ (n + 1)θ(x)}. This implies
that
θ(Kn ∗ x) =
{
p
q
∈ Fn+1
∣∣∣∣ q = n + 1 and p ≤ (n + 1)θ(x)
}
.
Since θ is a bijection ordKn x = Card θ(Kn ∗ x). From this it follows that ordKn x =
φ[1,(n+1)θ(x)](n + 1). 
By Eq. (11) one derives that the sets Kn , n ≥ 0, are pairwise disjoint. For any n ≥ 0 we
can decompose Ln as
Ln =
n−1⋃
i=0
∆i,a =
n−1⋃
i=0
Ki .
By Eq. (18) and Proposition 11.1 one derives that for any x ∈ PERa ∪ {ε},
ordn x =
n−1∑
i=0
ordKi x =
n∑
i=1
φ[1,iθ(x)](i).
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Example 11.1. For n = 5 one has
K1 = {a}, K2 = {a2, aba}, K3 = {a3, a2ba2},
K4 = {a4, ababa, aba2ba, a3ba3},
and
θ(K1) =
{
1
2
}
, θ(K2) =
{
1
3
,
2
3
}
, θ(K3) =
{
1
4
,
3
4
}
, θ(K4) =
{
1
5
,
2
5
,
3
5
,
4
5
}
.
For instance, let w = a2ba2. One has θ(w) = 3/4, ordK0 w = 0, ordK1 w = 1,
ordK2 w = 2, ordK3 w = 2, ordK4 w = 3, so ord5 w = 8.
Since for any n ≥ 0 the Farey language Ln is closed by companion and Card Ln =
Φ(n), by Lemma 11.1 one has
∑
w∈Ln
θ(w) =
∑
w∈Ln
ordn w
Φ(n)
= Φ(n) + 1
2
.
Since θ is a bijection, for any x ∈ PER one has ordn x = Card(Ln ∗ x) = Card θ(Ln ∗ x).
Since θ(Ln) = Fn one derives
ordn x = Card
{
p
q
∈ Fn
∣∣∣∣ pq ≤ θ(x)
}
. (20)
If x ∈ Ln , then θ(x) ∈ Fn , so ordn x gives the ‘place’ occupied by θ(x) in the Farey series
of order n.
Let fν , ν = 1, . . . ,Φ(n), be the Farey series of order n. A theorem of Franel and Landau
(cf. [11]) shows that the famous Riemann hypothesis on the Zeta function is equivalent to
the statement that
Φ(n)∑
ν=1
∣∣∣∣ fν − νΦ(n)
∣∣∣∣ = o(n(1/2)+ε)
for all ε > 0 as n → ∞. Since Card Ln = Φ(n), by (20) one derives
∑
x∈Ln
|δLn(x)| =
Φ(n)∑
ν=1
∣∣∣∣ fν − νΦ(n)
∣∣∣∣
so Riemann’s hypothesis is equivalent to the statement that∑
x∈Ln
|δLn(x)| = o(n(1/2)+ε)
for all ε > 0 as n → ∞.
If one considers the η-order instead of the θ -order, one can obtain results analogous
to the previous ones. In particular, for any finite subset L of PER and any x ∈ PER one
defines the quantity
δ
η
L(x) = η(x) −
ordηL x
Card L
.
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One easily verifies that the Riemann hypothesis is equivalent to the statement∑
x∈Mn
|δηMn (x)| = o(n(1/2)+ε)
for all ε > 0 as n → ∞.
It is noteworthy that Riemann’s hypothesis can be restated in terms of a combinatorial
property of the Farey languages Ln and Mn . We recall that a similar result was obtained by
Mignosi [15] by considering suitable languages of finite Sturmian words.
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