Abstract. In this paper we deal with the study of limits of solutions of a class of fully nonlinear elliptic problems at nearly critical growth. By means of P.L. Lions' concentrationcompactness principle, we prove an alternative result for the existence of non-trivial solutions of the limit problem.
Introduction
Let Ω be a bounded domain of R n , 1 < p < n and p * = np n−p . In 1989 Guedda and Veron [10] proved that the p−Laplacian problem at critical growth −∆ p u = u Now, there is a second approach in the study of problem ( * ), which in general does not require any geometrical or topological assumption on Ω, namely to investigate the asymptotic behaviour of solutions u ε of problems with nearly critical growth −∆ p u = |u| as ε → 0. If Ω is a ball and p = 2, Atkinson and Peletier [2] showed in 1987 the blowup of a sequence of radial solutions. The extension to the case p = 2 was achieved by Knaap and Peletier [12] in 1989. On a general bounded domain, instead, the study of limits of solutions of problem ( * * * ) was performed by Garcia Azorero and Peral Alonso [9] around 1992.
Let now ε > 0 and consider the general class of Euler-Lagrange equations with nearly critical growth
associated with the functional f ε :
As noted in [18] , in general these functionals are not even locally Lipschitz under natural growth assumptions. Nevertheless, via techniques of non-smooth critical point theory (see [18] and references therein) it can be shown that for each ε > 0 problem (P ε ) admits a non-trivial solution u ε ∈ W 1,p 0 (Ω). Let u ε be a solution of problem (P ε ). The main goal of this paper is to prove that if the weak limit of (|∇u ε | p ) ε>0 has no blow-up points in Ω, then the limit problem
has a non-trivial solution (the weak limit of (u ε ) ε>0 ), provided that f ε (u ε ) → c with
where ν > 0 and γ ∈ (0, p * − p) will be introduced later on. In our framework, (2) plays the role of a generalized second critical energy range (if γ = 0 and ν = 1, one finds the usual range
The plan of the paper is as follows: In Section 2 we shall state our main results. Section 3 contains some preliminary lemmas, namely the lower bounds of the non-vanishing Dirac masses and of the nontrivial weak limits. In Section 4 we prove our main results. In Section 5 we see that at the mountain pass levels the sequence (u ε ) ε>0 blows up. Finally, Section 6 contains a non-existence result.
The main results
Let Ω be any bounded domain of R n . In the following, the space W 1,p 0 (Ω) will be endowed with the standard norm u
is strictly convex and L(x, s, 0) = 0. Moreover, assume the following:
for a.e. x ∈ Ω and for all (s, ξ) ∈ R × R n .
(A 2 ) There exists
for a.e. x ∈ Ω and for all (s, ξ) ∈ R × R n . Moreover, there exist a 1 ∈ L p (Ω) and ν > 0 such that
(A 3 ) For a.e. x ∈ Ω and for all (s,
and there exists γ ∈ (0, p
Remark 2.1. The growth conditions of (A 1 ) and (A 2 ) and the assumptions in (A 3 ) are natural in the fully nonlinear setting and were considered in [18] , and in a stronger form in [1, 16] (see also Remark 6.2). Notice that when L is p−homogeneous with respect to ξ, then condition (8) 
satisfies all the previous requirements. For instance (γ
Remark 2.2. We stress that although as noted in the introduction f ε fails to be differentiable, one may compute the derivatives along the L ∞ −directions, namely
The following is a general property due to Brézis and Browder [5] .
From now on, by solution of problem (P ε ) we shall always mean weak solution, namely f ε (u ε ) = 0 in the sense of distributions. The next lemma is our starting point. We point out that, in our general framework, the technical aspects in the verification of the Palais-Smale condition for f ε are, in our opinion, interesting and not trivial.
Note that since L(x, s, 0) = 0, in view of (6) one obtains
Proof. For each ε > 0 we have f ε (u ε )(ϕ) = 0 for each ϕ ∈ C ∞ c (Ω). On the other hand, taking into account (7), by Proposition 2.3 one can also take ϕ = u ε . Therefore, in view of (8) and (9) one obtains
In particular, (u ε ) ε>0 is bounded in W 
where δ x j denotes the Dirac measure at x j ∈ Ω and S denotes the best Sobolev constant for the embedding W
Proof. See e.g. [ (Ω) is a sequence of solutions of problem (P ε ) such that f ε (u ε ) → c and
Then µ j = 0 for j ≥ 2 and the following alternative holds:
(a) µ 1 = 0 and u is a non-trivial solution of problem (P 0 ).
(b) µ 1 = 0 and u = 0.
This result extends [9: Theorem 9] to a class of fully nonlinear elliptic problems.
Theorem 2.8. Let (u ε ) ε>0 be any sequence of solutions of problem (P ε ) with
Then u = 0.
As we shall see in Section 5, this is also the behaviour when one considers critical levels of mountain-pass type.
The weak limit of (u ε ) ε>0
Let us briefly summarize the main properties of the best Sobolev constant [19] . Proposition 3.1. Let 1 < p < n and S be the best Sobolev constant, i.e.
Then the following facts hold:
(a) S is independent on Ω ⊂ R n .
(b) The infimum (14) is never achieved on bounded domains Ω ⊂ R n .
(c) The infimum (14) is achieved if Ω = R n by the family of functions on R
with δ > 0 and x 0 ∈ R n . Moreover, T δ,x 0 is a solution of −∆ p u = u
The next result establishes uniform lower bounds for the Dirac masses. Proof. Let x j ∈ Ω the point which supports the Dirac measure of coefficient σ j . Denoting with B(x j , δ) the open ball of center x j and radius δ > 0, we can consider a function
Applying Hölder inequality and (5) to the first term of the decomposition and keeping into account that (u ε ) ε>0 is bounded in W 1,p 0 (Ω), one finds constants c 1 , c 2 > 0 such that
with β δ → 0 as δ → 0. Then, taking into account (6) and (7) one has
Letting δ → 0, it results νµ j ≤ σ j . By means of (13) the proof is complete
In the next result we obtain uniform lower bounds for the non-zero weak limits.
Proof. By Lemma 3.2 we may assume that µ has at most r Dirac masses µ 1 , . . . , µ r at x 1 , . . . , x r , respectively. Let now 0 < δ < 
Then, since one can choose (1 − ψ δ )u ε as test, by (6) one obtains
On the other hand, arguing as for (17) , one obtains
for each δ > 0. Now, it results
as δ → 0 and
as δ → 0. Therefore, in view of (19) - (21), by letting δ → 0 and ε → 0 in (18) one concludes that ν
As Ω is bounded, by Proposition 3.1/(b) one has Ω |∇u| p dx > S Ω |u| p * dx p p * which combined with (22) yields the assertion
(Ω) be a sequence of solutions of problem (P ε ) and let u be its weak limit. Then u is a solution of problem (P 0 ).
Theorem 1], up to a further subsequence, we have ∇u ε (x) → ∇u(x) for a.e. x ∈ Ω. Therefore, in view of (5) one deduces that
By (4) -(6) one finds a constant M > 0 such that for each δ > 0
for a.e. x ∈ Ω and for all (s, ξ) ∈ R × R n . If we test equation (23) with the functions
Since by inequalities (7) and (25) for each ε > 0 and δ > 0 we have 
