In mathematical chemistry, the median eigenvalues of the adjacency matrix of a molecular graph are strictly related to orbital energies and molecular orbitals. In this regard, the difference between the occupied orbital of highest energy (HOMO) and the unoccupied orbital of lowest energy (LUMO) has been investigated (see Fowler and Pisansky in Acta Chim. Slov. 57:513-517, 2010). Motivated by the HOMO-LUMO separation problem, Jaklič et al. in (Ars Math. Contemp. 5:99-115, 2012) proposed the notion of HL-index that measures how large in absolute value are the median eigenvalues of the adjacency matrix. Several bounds for this index have been provided in the literature. The aim of the paper is to derive alternative inequalities to bound the HL-index. By applying majorization techniques and making use of some known relations, we derive new and sharper upper bounds for this index. Analytical and numerical results show the performance of these bounds on different classes of graphs.
Introduction
The Hückel molecular orbital method (HMO) (see [] ) is a methodology for the determination of energies of molecular orbitals of π -electrons. It has been shown that π -electron energy levels are strictly related to graph eigenvalues. For this reason, graph spectral theory became a standard mathematical tool of HMO theory (see [-] and [] ). Among the various π -electron properties that can be directly expressed by means of graph eigenvalues, one of the most significant is the so-called HOMO-LUMO separation, based on the gap between the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO). For more details as regards the HOMO-LUMO separation issue we refer the reader to [-] and [] .
In some recent works, Fowler and Pisanski ([] and [] ) introduced an index of a graph that is related to the HOMO-LUMO separation. By analogy with the spectral radius, these authors proposed the notion of the HOMO-LUMO radius which measures how large in absolute value may be the median eigenvalues of the adjacency matrix of a graph. At the same time, an analogous definition is given in [] that introduces the HL-index of a graph. Several bounds for this index have been proposed for some classes of graphs in [] and [] . Recently in [] the authors provided some inequalities on the HL-index through the energy index.
The contribution of this paper is along those lines: we derive, through a methodology based on majorization techniques (see [-] and [] ), new bounds on the median eigenvalues of the normalized Laplacian matrix. Consequently, given the relation between the normalized Laplacian matrix and the adjacency matrix eigenvalues, we provide some new bounds for the HL-index. In particular, we employ a theoretical methodology proposed by Bianchi and Torriero in [] based on nonlinear global optimization problems solved through majorization techniques. These bounds can also be quantified by using the numerical approaches developed in [] and [] and extended for the normalized Laplacian matrix in [] and in [] .
Furthermore, another approach to derive new bounds makes use of the relation between HL-index and energy index. In particular, we take advantage of an existing bound on the energy index (see [] ) depending on additional information on the first eigenvalue of the adjacency matrix. This additional information is obtained here by using majorization techniques in order to provide new inequalities for the HL-index of bipartite and nonbipartite graphs.
The paper is organized as follows. In Section  some notations and preliminaries are given. Section  concerns the identification of new bounds for the HL-index. In particular, in Section ., by the fact that the eigenvalues of normalized Laplacian matrix and adjacency matrix are related, we localize the eigenvalues of the normalized Laplacian matrix via majorization techniques. In Section . we find a tighter alternative upper bound for the HL-index by using the relation with energy index provided in [] and an existing bound on energy index proposed in [] . Section  shows how the bound determined in Section . improves those presented in the literature.
Notations and preliminaries
In this section we first recall some basic notions on graph theory (for more details refer to [] ) and on the HL-index. Considering a simple, connected and undirected graph G = (V , E) where V = {, , . . . , n} is the set of vertices and E ⊆ V × V the set of edges,
Let A(G) be the adjacency matrix of G and D(G) be the diagonal matrix of vertex degrees. The matrix
and L(G), respectively. The following properties of spectra of A(G) and L(G) hold:
The eigenvalues involved in the HOMO-LUMO separation are λ H and λ L , where
In the following, we list some well-known results on this index. In [] the authors show that, for every connected graph, R(G) is bounded as
Other bounds have been found for special classes of graphs in [, ] and [] . Finally, [] shows that for a simple connected graph
where 
Other bounds have been proposed in [] for non-bipartite and bipartite graphs depending only on n:
We now recall the following results regarding nonlinear global optimization problems solved through majorization techniques. We refer the reader to [] for more details as regards majorization techniques and for the proofs of Lemma  and Theorems  and  recalled in the following.
Let g be a continuous function, homogeneous of degree p, real, and strictly Schur-convex (see [] for the definition of Schur-convex functions and related properties). Let us assume
where p is an integer greater than , b ∈ R, and
The following fundamental lemma holds.
Lemma  Fix b ∈ R and consider the set S. Then either b
We can now deduce upper and lower bounds for x h (with h = , . . . , N ) by solving the following optimization problems P(h) and P * (h):
solution of the optimization problem P(h) is α
* where
].
Theorem  The solution of the optimization problem P
* (h) is ( a N ) if b = a p N p- . If b = a p N p- , the solution of the optimization problem P * (h) is α * where . for h = , α * is the unique root of the equation f (α, p) = h * α p + a -h * α p -b =  () in I = ( a h * + , a h * ]; . for  < h ≤ (h * + ), α * is the unique root of the equation f (α, p) = (N -h + )α p + (a -(N -h + )α) p (h -) p- -b =  () in I = (, a N ]; . for h > (h * + ), α * is zero.
Some new bounds for the HL-index via majorization techniques

Bounds on median eigenvalues of the normalized Laplacian matrix
In this section we localize median eigenvalues of the normalized Laplacian matrix by applying the methodology (see [] ) recalled in Section  (Theorems  and ). The additional information on median eigenvalues and the interlacing between eigenvalues of normalized Laplacian and adjacency matrices turned out to be a handy tool for bounding the HL-index for both non-bipartite and bipartite graphs. According to [] (see Theorem ..), the following relations hold:
Proposition  For a simple, connected, and non-bipartite graphs
when n is even with
and
when n is odd with
Proof From (), we can easily derive the following bounds:
By applying majorization, we are able to bound the median eigenvalues
) considered in (). To this aim, we face the set:
It is well known that, for every connected graph of order n (see [] ), we have
where the left inequality is attained for the complete graph G = K n . It is noteworthy to see that S  b is derived from the general set S with a = n, N = n -, b = b  , and a p = . By Lemma  we have for a non-complete graph
We distinguish the following cases: . Considering γ n  for n even, by () we have h < h * . Hence, by solving equation () of Theorem , we can derive the unit root α  such as γ n  ≤ α  . Therefore
In virtue of (), we have 
From (), we have
with the right inequality attained only for the complete graph G = K n .
Having
. Picking now γ n+

, where h ≤ h * by equation () of Theorem  we deduce
Taking into account the lower bound of β  ≤ γ n+  , by () and for n even, we have h < h * +  and then
In this case, we derive | -γ n+
. For a graph with n odd number of vertices, we need to study only γ n+  with β  ≤ γ n+  ≤ α  , and we have by Theorem  and Theorem , respectively:
where h < h * + .
By using the bounds on the eigenvalues of the normalized Laplacian matrix computed above, bounds () and () follow.
Proposition  For a simple, connected and bipartite graphs with n even we have
where
Proof When G is bipartite, the HL-index is defined as
In virtue of (), we can derive the following bound when n is even:
By applying majorization techniques, we are able to bound γ n  considered in (). To this aim, we now face the set
By () and b
where the left inequality is attained for the complete graph G = K n . The set S  b is derived from the general set S with a = n -, N = n -, b = b  , and p = . By Lemma  we have for a non-complete graph
for n even. We now consider γ n  : . By (), we have h ≤ h * . In virtue of equation () of Theorem , we deduce the following upper bound:
. In a similar way, we can evaluate the value β
Theorem  entails
It is easy to show that | -α 
Bounds on R(G) through the energy index
In the following we obtain bounds on the HL-index starting from (). Our aim is to bound the energy index making use of additional information on the first eigenvalue of A(G). In [] the authors show that, if a tighter bound k on λ  such as λ  ≥ k ≥ m n is available, then the energy index for a non-bipartite graph is bounded as
while for a bipartite graph it is E(G) ≤ k + (n -) m -k  .
In order to find the value of k, we can introduce new variables x i = λ  i , facing the set:
In virtue of (), we are now able to derive the following bounds for non-bipartite and bipartite graphs, respectively.
Proposition  . For a simple, connected and non-bipartite graph G R(G)
≤ k n +  n (n -) m -k  . (   )
. For a simple, connected and bipartite graph
where, by means of Theorem ,
Remark  Bounds () and () are tighter than or equal to () and (), respectively.
Proof of Proposition  . Non-bipartite graphs
We start by proving that the condition (m -k  ) ≥  required in bound () is always satisfied for simple and connected graphs.
. Indeed, by the basic concepts of calculus it is easy to see that k increases when m increases and then h * tends to . Hence, k is limited from above by
and where
We now show how bound () improves bound () presented in [] . We need to prove that the following inequality holds:
By simple algebraic rules we obtain
The left-hand side term of () can be represented by
The function f (k) is a convex parabola that assumes negative values in the range of k we are interested in. Indeed we have f ( m n ) ≤  and f ( √ m) ≤ . Both sides of () being negative we can apply some basic concepts of algebra, getting
The function t(k) = k  n  + k(mn -m) + m -mn + m  is again a convex parabola with vertex (
). Both coordinates are less than zero (then
Therefore, bound () performs better than or equal to bound (). Furthermore, we see that both bounds perform equally when h * = n  m (i.e.
n  m is an integer). It is noteworthy that: (a) when n is odd, ). By some basic algebraic concepts, we see that (m -k  ) ≥  entails:
concave, decreasing, and non-negative on the interval m ∈ (
). Therefore, the required condition is satisfied.
We now show how bound () improves bound () presented in [] . We need to prove that the following inequality holds:
By simple algebra, we have
The left-hand side term of () can be represented by
The function f (k) is a convex parabola that assumes negative values in the range of k we are interested in. Indeed we have f (
Both sides of () being negative, by some manipulations we obtain
The function t(k) = k  n  + km(n -) + m  + m -mn is again a convex parabola with vertex (
Hence bound () performs better than or equal to bound ().
Numerical results
Non-bipartite graphs
In this subsection we compare our bounds ((), (), and ()) with those existing in the literature. We initially compute them for graphs generated by using the Erdös-Rényi (ER) model G ER (n, q) (see [-] and [] ) where edges are included with probability q independent from every other edge. Graphs have been derived randomly by using the well-known package of R (see [] ) and by ensuring that the graph is connected. Table  compares alternative upper bounds of R(G) evaluated for simulated G ER (n, .) graphs with different number of vertices. It is noteworthy that bound () has the best performance for n = , while bound () is the sharpest one in all other cases. However, the improvements are very slight with respect to bound () when large graphs are considered.
We now extend the analysis to the same class of graphs but with varying the probability q. Two alternative values (q = . and q = ., respectively) have been tested in Tables  and . In both cases bound () appears always as the tightest one. In particular, we observe significant differences with respect to other bounds when the number of edges increases. It is noticeable in Table  how the improvement is very remarkable even for very large graphs.
We now focus on bounds (), (), and () that share the advantage of being dependent only on n and/or m. In Section ., it has been already proved that bound () is better than or equal to bound (). This result is obviously confirmed by Figure  , where it is interesting to highlight how bound () strongly improves the other bounds for large values of m. 
Bipartite graphs
We now report in Table  a comparison of alternative bounds derived for bipartite graphs, varying the number of vertices and edges. In some selected cases (i.e. n = , m =  and n = , m = ), our bound () performs better. In all the other cases, the tightest one is bound () as obtained in Section .. As for non-bipartite graphs, we can focus on bounds (), (), and () that can be computed without generating any graph. We observe in Figure  how the bound () provides a significant improvement for higher values of m. This result is also confirmed for very large graphs.
Conclusions
In this paper alternative upper bounds on the HL-index are provided by means of majorization techniques. On one hand, we find new bounds for both non-bipartite and bipartite graphs by exploiting additional information on the median eigenvalues and the interlacing between the eigenvalues of normalized Laplacian and adjacency matrices. On the other hand, new bounds are derived by making use of the relation between the HL-index and the energy index. Analytical and numerical results show the performance of these bounds on different classes of graphs. In particular, the bound related to the energy index performs better with respect to the best-known results in the literature.
