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Abstract— numerous implications related with food, economic and environmental concerns are looking 
for cotton crop identification using timely information. However, the accuracy of cotton crop detection 
remains a challenging task, despite supervised classifier play significant roles. Moreover, the obtained 
results are not at expected remarkable level, when such direct application of classifiers is done on the 
images. Hence, vegetation indices are brought into the picture, but challenge persists on identifying 
suitable vegetation indices among numerous indices in the literature.  This work studies the performance 
of such six renowned vegetation indices like Simple Ratio (SR), Normalized Difference Vegetation Index 
(NDVI), Enhanced Vegetation Index (EVI), Normalised IR, Wide-Dynamic Range Vegetation Index 
(WDRVI) and GreenNDVI (GNDVI). For this study, fuzzy c – means (FCM) clustering algorithm is 
unified with neural network, which is trained using Levenberg – Marquardt (LM) algorithm. The 
experimental results are investigated through which it is found that Green normalised difference 
Vegetation Index performs well than any other vegetation indices by accomplishing 91.63% accuracy on 
average. 
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I. INTRODUCTION
Remote sensing is a multipurpose tool that plays 
key role in investigating the nature of Earth in terms 
of geography, climate, etc. It works well with 
suitable sensors and equipments to acquire spectral 
and spatial information about visible objects 
materials from huge distance. Aerial and satellite 
images are often called as remotely sensed images 
that are used to map land cover and to enable 
landscape traits in provincial, continental and 
universal scales. Remotely sensed image find 
number surveillance applications including 
detecting land utilization and extent [1]. Other 
applications include military and civil applications, 
ecological spoil assessment, monitoring land 
utilization, radiation watch, town planning, 
development management, soil evaluation and crop 
yield assessment [2]. Moreover, they are helpful in 
mapping and classifying land extent traits such as 
soil, water, vegetation and forests [3]. 
When evaluating crop yield, it is necessary to have 
accurate and relevant data of the subjected regions. 
Hence, remote sensing has come in practice for crop 
region analysis. Every data provided by the remote 
sensing technique is found to be significant in 
categorizing the crop regions, because crops attain 
various stages from seedlings to a mature crop and 
they exhibit various levels of spectral reflectance. 
However, remote sensing technique lag in perform 
crop region analysis, because of the need for 
temporal analysis and periodical data [4]. This 
makes the crop classification and other data mining 
techniques related with crop yield management 
using remote sensing imagery become more 
challenging. Hence, the requirement of having an 
automated crop classification technique has 
increased rapidly over the period. The later era in 
research has somehow come with little 
advancement in computer vision techniques, 
especially segmentation techniques, object –
oriented and knowledge – based techniques using 
remote sensing images [5]. For instance, Musande 
et. al. [6], Jia et. al. [7], Omar [8], Rajesh K et. al. 
[9] and N. R. Rao et. al. [10] have proposed crop 
classification methods based on remote sensing 
imagery. 
This work proposes a cotton crop classification 
method based on FCM and neural network using 
satellite imagery. The primary objective of the work 
is to effectively classify the cotton crop region using 
object – based image segmentation. This work 
makes use of classical vegetation indices on the 
satellite images followed by FCM clustering to 
segment interested objects of variable sizes and 
shapes. Further, neural network is employed to 
understand the behavior of cotton crops region from 
the training images using LM algorithm. The rest of 
the paper is organized as follows. Section 2 gives 
motivation behind the research and Section 3 details 
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the proposed methodology. Section 4 discusses the 
results and Section 5 concludes the paper
II. MOTIVATION
The necessity to understand the cultivation ability at 
a specific time has increased the attention of 
researchers to work on computer vision methods. 
These computer vision methods aid the crop yield 
management team to improve the cultivation, the 
current cultivation area, the quality of cotton crops, 
etc. To perform the crop classification methods, 
remote sensing finds its own significant place. In 
earlier days, cotton crop regions were grouped using 
segmentation techniques. The later stages exploited 
supervised algorithms and satellite images to 
perform the similar task. Fortunately, supervised 
algorithms gain more attention and accomplished a 
satisfactory performance. However, they require the 
help of vegetation indices to find its applications in 
practice. Vegetation indices have been well studied 
by the researchers for its ability to offer temporal 
data. The usage of vegetation indices have also been 
enhanced well by producing a single value by 
integrating multiple bands. The vegetation indices 
are proved good by many researchers because of 
their biophysical characteristics of the vegetation of 
the land cover. However, a challenge arises when 
finding suitable vegetation indices for images 
acquired by a specific type of sensors. Moreover, 
finding suitable supervised learning procedure is 
also found to be challenging. This work tackles the 
above challenges by hybridizing FCM and neural 
network and used to investigate seven renowned 
vegetation and green leaf indices. 
III. PROPOSED COTTON
CLASSIFICATION METHODOLOGY
This section details the proposed crop image 
classification system. The layout of proposed 
system includes major four major steps, namely 1) 
Reading and Band computation of multispectral 
image, 2) Computation of vegetation indices and 
leaf area index, 3) Crop image segmentation 
through FCM clustering, and 4) Crop image 
classification through neural network. The high 
level architecture to explain the proposed 
classification method in detail is illustrated in 
Figure 3. 
Fig 1: Overview of the proposed cotton crop 
classification process
However, a general layout of the proposed work 
can be illustrated in four steps as given in Figure 1 
for prior understanding. The major steps of the 
proposed cotton crop classification are detailed in 
the following sub-sections.
A. Reading and Band computation of 
multispectral image 
Generally, the adopted LISS – III images are 
acquired in four different bands such as R (Red) 
band, G (Green) band, NIR (Near Infrared) band 
and SWIR (short wave infrared) band. These 
images are available in .hdr format to restore the 
multispectral. Hence, we adopted the MATLAB 
command ‘multiband read’ to read the images and 
to further process it. Using this command, we can 
sequentially extract these four bands. However, the 
B (Blue) band is not available in the sensor, though 
it is essential to process the image. Hence, we adopt 
the formula, which is given in Eq. 1 to determine 
the B band from R and G bands.
GRB 25.075.0       (1)
B. Computation of vegetation indices and leaf 
area index 
The extracted image bands are subjected to 
determine vegetation indices and green leaf index. 
As stated earlier, we exploit six vegetation indices 
[11, 12], namely, SR, NDVI, EVI, GARI, WDRVI 
and CIgreen, and a green leaf index called as GLAI. 
The formulations and sources of these indices are 
tabulated in Table I and the computing procedure is 
illustrated in Figure 2. Each vegetation index has 
their own merits and demerits and hence it is 
necessary to understand the performance of them 
while attempting to classify cotton crops region.
TABLE I. VEGETATION INDICES, THEIR FORMULA 
AND REFERENCES
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Index 
Name
Index 
Category
Model Reference
SR Vegetation 
index R
NIR
SR  [13]
NDVI Vegetation 
index RNIR
RNIR
NDVI

 [14]
NNIR Vegetation 
index
GRNIR
NIR
NNIR  [14]
SAVI Vegetation 
index
)1(*
)(
)(
L
LRNIR
RNIR
SAVI 

 [16]
WDRVI Vegetation 
index )(5.0
)(5.0
RNIR
RNIR
WDRVI

 [17]
GNDVI Vegetation 
index
)(
)(
GNIR
GNIR
GNDVI

 [18]
GLAI Green leaf 
index
118.0*618.3  EVIGLAI [11]
C. FCM for Crops segmentation 
In order to segment the crops region, the five bands 
are utilized to form a data matrix in which the 
number of rows represents the number of pixels, 
which are same in all the bands, and the number of 
columns represents five bands. In other words, the 
five bands are concatenated to form data matrix in 
such a way that each column of the data matrix 
represent the bands and the rows represent pixels of 
the respective bands. The concatenated data matrix 
is subjected to clustering process to determine the 
pixels that exhibit similarity among all the bands 
and dissimilarities between each other.
Fig 2: Computation of vegetation indices and leaf 
area index
Fig 3: High level architectural diagram of 
proposed cotton crop classification
K – Means algorithm [19] is one of the popular 
clustering algorithms for its simplicity. Many 
researchers have worked on enhancing k – means 
algorithm and this has paved the way for FCM [20], 
when fuzzy logic is integrated to find cluster 
centroids, rather than defining arbitrary centroids. 
FCM intends to solve the objective function given 
in Eq. 2 [20]. 
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The steps that are included in FCM operation are 
discussed below.
1. Initialize arbitrary membership matrix.  
2. Compute the centroids based on the following 
equations
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3. Update the membership matrix
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4. Go to step 2 until maximum iteration is reached
D. Neural network for cotton crop classification 
Neural network plays key role in classifying cotton 
and non-cotton crops region. We employ feed 
forward neural network (FFNN), which is subjected 
to training using LM algorithm. LM algorithm 
makes use of a training data, which is nothing but 
the concatenated data matrix with labels. The labels 
are obtained from clustering outcomes so that a 
proper training data matrix is generated. Hence, the 
neural network is trained in such a way that it will 
be able to define an image pixel, which belongs to 
cotton crop or non-cotton crop region. The proposed 
FFNN architecture is illustrated in Figure 4. 
Fig 4: Preferred network architecture for pixel –
based classification
The FFNN is a network of one input layer, one 
hidden layer and one output layer. The hidden layer 
may be increased to more than one, but it may lead 
to computational complexity. The input layer 
accepts the input pixel components of the data 
matrix and the output neurons produce the output 
based on the mathematical model of the network. 
Each layer is interconnected by vertices, which have 
their own weights between definite intervals.
The training algorithm determines the error between 
the network output and the actual output and 
attempts to minimize the error by adjusting the 
weights of network layers. Adjusting the network 
weights with the objective of minimizing the error 
can be seen as an optimization problem in which the 
weights can be selected in such a way that least 
error is accomplished. LM algorithm, here, almost 
performs optimization procedure to solve the error 
minimization problem. 
LM algorithm initiates the process by arbitrarily 
assigning weights and adjusts the weights at each 
iteration, based on the determined error. Adjusting 
the weights interpret that determining new weights 
that can be determined as follows
www tt 1 (5)
where,  w is computed as follows,
)()(]))([( 1 vevJIvJw T  (6)
The Jacobian matrix )(vJ is defined by:
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)(ve is the error computation in the previous 
iteration,  is the mean values, I is the identity 
matrix.
When the complete training procedure is 
accomplished, the neural network model is 
constituted of optimal weights that are able to 
produce minimized error for the training data. The 
testing phase makes use of the optimal network 
model, i.e., network model with optimal weights, to 
determine the class label for the subjected input data 
using the transfer functions and activation functions 
that are available in the neurons. Hard thresholding 
is applied at the output to convert the output score 
into Boolean value to define the straightforward 
decision on the crop region, i.e., whether the cotton 
crop or not.
IV. RESULTS AND DISCUSSION
This section presents experimental results and the 
detailed analysis of the proposed system with 
different vegetation indices. Section A discusses the 
study area .Section B comes with intermediate 
results obtained from the proposed method. Section 
C discusses the network performance and Section D    
reveals the individual and average performance of 
the vegetation indices.
A. Study Area and Dataset description 
The study is conducted in the Aurangabad region 
(19° 53′ N, 75° 23′ E) of Maharashtra province, 
India, because of its high cotton cultivation rather 
than any other crops. LISS – III images of these 
regions are acquired using sensors of IRS – P6 
satellite on five different periods from May 2010 to 
February 2011. First image represents pre-sowing 
period, next three images represent flower to open 
ball stages and the last image is acquired at the time 
of harvesting. Hence, acquired images are subjected 
to experimentation and the results are analyzed. 
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B. Intermediate Results
This Section provides sample results obtained for 
the remote sensing image acquired at May 2010. 
Figure 5 gives different band images of the remote 
sensing image acquired on May2010. Figure 6 gives 
the six vegetation indices and one green leaf index 
of the same image, i.e. image acquired on May2010. 
Figure 7 provides the segmented outcome of the 
subjected image and the classified image. From 
Figure 6-7, the diversity of the images at various 
instances or processes can be observed. Such 
diversity provides both the challenge and 
performance on cotton crop classification. 
Fig 5: Different band outputs of the image 
acquired on May2010
C. Performance study
The classification performance is investigated for 
each vegetation index by subjecting the five images 
to experimentation. The accuracy value is collected 
for each vegetation index on supporting the neural 
network. Accuracy can be calculated as the ratio of 
correctly classified pixels to the total pixels in the 
image. Figure 13 tabulates the accuracy graph 
plotted against various vegetation indices for each 
image. For instance, the first row has the accuracy 
versus vegetation indices plot for the image 
acquired on May2010. The next four rows give the 
plot for the images Nov2010, Dec2010, Jan2011 
and Mar2011, respectively. 
Fig. 6. Accuracy versus vegetation indices for five 
remote sensing images 
D. Investigation of Different Vegetation Indices
To investigate the performance of the different 
vegetation indices, five different input images are 
taken and the classification system read the input 
individually to do the classification through 
different indices. For each index, the accuracy was 
computed and plotted in figure 9. The accuracy is 
the ratio of correctly classified pixels to the total 
number of pixels in the image. For the image 
May2010 and Nov2010, the maximum accuracy 
was reached by the GNDVI measure which 
outperformed better as compared with other 
measures. Similarly, the maximum accuracy was 
reached in Dec2010 image was by NNIR measure 
and NDVI measure. For the Jan2011, SR measure 
and GLAI measure proved better classification as 
compared with other measures taken for 
investigation. For the images of Mar2011, SAVI 
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measure proved better crop region by reaching the 
maximum accuracy. Figure 8 plots the average 
accuracy of the five different images taken for the 
investigation. In the average performance, GNDVI 
measure outperformed with all other indices by 
reaching the accuracy value of 81.21%. Then, 
NDVI measure achieved the second rank with the 
accuracy of 93.57% and subsequently, NDVI and 
GNDVI measure obtained the accuracy of 0.91%, 
0. 9163% .
Fig.7.Mean accuracy calculated for each 
vegetation index by considering all the five 
images under test. GNDVI outperformed well 
and hence marked in bold.
V. CONCLUSION
This paper proposed a methodology to classify 
cotton crops region and to investigate the 
classification performance of six vegetation indices 
namely, SR, NDVI, NNIR, SAVI, 
WDRVI,GNDVI, and a leaf index, called GLAI. 
Neural network was adopted to perform 
classification, while LM algorithm was used to train 
the network. The proposed methodology made use 
of these vegetation indices to represent each image 
bands that were acquired from LISS – III images of 
IRS – P6 satellite. The obtained vegetation indices 
were labeled using FCM and hence labelling were 
provided to generate training data. The training data 
were subjected to train the network using the 
aforesaid LM algorithm. Hence derived 
methodology was subjected to experimentation with 
five LISS – III images gathered from Aurangabad 
region of Maharashtra province, India. A GUI was 
developed in MATLAB to interface the user 
requirements and the machine process. The results 
were obtained with the aid of the GUI and study 
was carried out.  The study results revealed that 
GNDVI accomplished 91.21% and hence it grabbed 
the lead position among all the other vegetation 
indices. The obtained results were also encouraging 
to meet the requirements of crop yield management. 
In future, we have planned to extend the research 
towards predicting the change of cultivation regions 
with temporal data using time series prediction 
model.
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