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THE FACTOR TYPE OF CONSERVATIVE KMS WEIGHTS ON
GRAPH C∗-ALGEBRAS
KLAUS THOMSEN
1. Introduction
In certain quantum statistical models the observables are represented by the el-
ements of a C∗-algebra and the time-evolution by a one-parameter group of au-
tomorphisms on the C∗-algebra, [BR]. In such models the equilibrium states are
characterized by the KMS-condition, [HWH], and much work has been devoted to
the study of these KMS-states. As a result there are now large classes of C∗-algebras
and one-parameter groups for which the structure of the equilibrium states is com-
pletely understood. An extremal KMS-state, and more generally also an extremal
KMS-weight, gives rise in a canonical way to a representation of the C∗-algebra
which generates a von Neumann algebra factor. Some of the papers on KMS-states
have included a determination of this factor for the extremal KMS-states. This is
the case in [EFW], [BC], [O], [BF] [IKW], [N], [LN], [Y1], [LLNSW], [CPPR], [KW],
[Th1], [Th2], [Th4],[Y2] and [I]. 1 The factor types give a natural way to distinguish
between KMS states very similar to the type classification of non-singular transfor-
mations in ergodic theory. The purpose with this paper is to determine the factor
types for a class of KMS-weights and KMS-states that arise from generalized gauge
actions on simple graph C∗-algebras. In [Th3] the author studied such KMS-weights
and among other things it was shown that they can be naturally divided into three
classes depending on the properties of the measure they induce on the unit space of
the groupoid underlying the C∗-algebra. For the KMS-weights we consider here the
measure is concentrated on the space of infinite paths in the graph and it is conser-
vative with respect to the action of the shift. We call them therefore conservative
KMS-weights. We determine their factor type when the graph C∗-algebra is simple
by calculating the Γ-invariant of Connes for the associated factors. As shown in
[Th3] there is a bijective correspondence between the rays of KMS-weights and the
KMS-states on a corner defined by a vertex in the graph, at least for the cases we
consider in this paper, and we show therefore first that the Γ-invariant for the factor
defined by an extremal KMS-weight is the same as the Γ-invariant for the factor
obtained from the corresponding KMS-state on the corner. This is not surprising,
but it is helpful because it shows that our calculation of the Γ-invariant covers two
cases.
Acknowledgement I am grateful to Johannes Christensen for discussions and help
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1Despite some effort to make this a complete list, presumably it is not.
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2. The setting
2.1. Factors from KMS-weights. Let A be a C∗-algebra and A+ the convex
cone of positive elements in A. A weight on A is a map ψ : A+ → [0,∞] with the
properties that ψ(a + b) = ψ(a) + ψ(b) and ψ(λa) = λψ(a) for all a, b ∈ A+ and
all λ ∈ R, λ > 0. By definition ψ is densely defined when {a ∈ A+ : ψ(a) <∞} is
dense in A+ and lower semi-continuous when {a ∈ A+ : ψ(a) ≤ α} is closed for all
α ≥ 0. We will use [Ku], [KV1] and [KV2] as our source of information on weights,
and as in [KV2] we say that a weight is proper when it is non-zero, densely defined
and lower semi-continuous.
Let ψ be a proper weight on A. Set Nψ = {a ∈ A : ψ(a∗a) <∞} and note that
N ∗ψNψ = Span {a∗b : a, b ∈ Nψ}
is a dense ∗-subalgebra of A, and that there is a unique well-defined linear map
N ∗ψNψ → C which extends ψ : N ∗ψNψ ∩ A+ → [0,∞). We denote also this densely
defined linear map by ψ.
Let α : R → AutA be a point-wise norm-continuous one-parameter group of
automorphisms on A. Let β ∈ R. Following [C] we say that a proper weight ψ on
A is a β-KMS weight for α when
i) ψ ◦ αt = ψ for all t ∈ R, and
ii) for every pair a, b ∈ Nψ ∩N ∗ψ there is a continuous and bounded function F
defined on the closed strip Dβ in C consisting of the numbers z ∈ C whose
imaginary part lies between 0 and β, and is holomorphic in the interior of
the strip and satisfies that
F (t) = ψ(aαt(b)), F (t+ iβ) = ψ(αt(b)a)
for all t ∈ R. 2
A β-KMS weight ψ with the property that
sup {ψ(a) : 0 ≤ a ≤ 1} = 1
will be called a β-KMS state. The following is Theorem 2.4 in [Th3].
Theorem 2.1. Let α : R → AutA be a point-wise norm-continuous one-parameter
group of automorphisms on a C∗-algebra A. Let p be a projection in the fixed point
algebra of α such that p is full in A. For all β ∈ R the map
ψ 7→ ψ(p)−1ψ|pAp
is a bijection between the set of rays of β-KMS weights for α and the β-KMS states
for the restriction of α to pAp.
Given a proper weight ψ on a C∗-algebra A there is a GNS-type construction
consisting of a Hilbert space Hψ, a linear map Λψ : Nψ → Hψ with dense range and
a non-degenerate representation πψ of A on Hψ such that
• ψ(b∗a) = 〈Λψ(a),Λψ(b)〉 , a, b ∈ Nψ, and
• πψ(a)Λψ(b) = Λψ(ab), a ∈ A, b ∈ Nψ,
2Note that we apply the definition from [C] for the action α−t in order to use the same sign
convention as in [BR], for example.
FACTOR TYPES 3
cf. [Ku], [KV1], [KV2]. A β-KMS weight ψ on A is extremal when the only β-
KMS weights ϕ on A with the property that ϕ(a) ≤ ψ(a) for all a ∈ A+ are scalar
multiples of ψ, viz. ϕ = sψ for some s > 0.
The following is Lemma 4.9 in [Th1].
Lemma 2.2. Let A be a separable C∗-algebra and α a pointwise norm-continuous
one-parameter group of automorphisms on A. Let ψ be an extremal β-KMS weight
for α. Then πψ(A)
′′ is a factor.
It is shown in Section 2.2 of [KV1] that a β-KMS weight ψ extends to a normal
semi-finite faithful weight ψ˜ on πψ (A)
′′ such that ψ = ψ˜ ◦ πψ, and that the modular
group on πψ(A)
′′ corresponding to ψ˜ is the one-parameter group θ on πψ(A)
′′ given
by
θt = α˜−βt ,
where α˜ is the σ-weakly continuous extension of α defined such that α˜t◦πψ = πψ◦αt.
By construction α˜t = AdUt, where Ut ∈ B(Hψ) is defined by
UtΛψ(a) = Λψ(αt(a)) .
In the setting of Theorem 2.1, let (πϕ, Hϕ, ξϕ) be the GNS-representation of the state
ϕ on pAp defined such that
ϕ(x) = ψ(p)−1ψ(x) .
The modular automorphism group θ′ on πϕ(pAp)
′′ corresponding to the vector state
defined by ξϕ is given by
θ′t (πϕ(pap)) = πϕ (α−βt(pap)) = πϕ (pα−βt(a)p) .
Lemma 2.3. In the setting of Theorem 2.1 there is an ∗-isomorphism
πϕ (pAp)
′′ ≃ πψ(p)πψ(A)′′πψ(p) (2.1)
of von Neumann algebras which is equivariant with respect to θ and θ′.
Proof. Let q ∈ B(Hψ) be the orthogonal projection on Λψ (pAp) and define a unitary
W : Hϕ → qHψ such that
Wπϕ(x)ξϕ = ψ (p)
− 1
2 Λψ(x)
for x ∈ pAp. Conjugation by W gives an isomorphism πϕ (pAp)′′ ≃ qπψ(A)′′q. Since(
qHψ, πψ,
Λψ(p)√
ψ(p)
)
is the GNS-triple of ϕ it follows from Corollary 5.3.9 in [BR] that
Λψ(p) is separating for πψ(p)πψ(A)
′′πψ(p). Since q commutes with πψ(p)πψ(A)
′′πψ(p)
and qHψ contains Λψ(p), the map m 7→ mq is an isomorphism
πψ(p)πψ(A)
′′πψ(p)→ qπψ(A)′′q .
We obtain then the isomorphism (2.1) as the composition of two isomorphisms, both
of which are equivariant. 
When M is a σ-finite von Neumann algebra factor every normal faithful semi-
finite weight on M comes together with a modular automorphism group θ = (θt)t∈R
and the Connes-invariant Γ(M) is the intersection
Γ(M) =
⋂
q
Sp(qMq) ,
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where we take the intersection over all projections q ∈M fixed by θ, and Sp(qMq) de-
notes the Arveson spectrum of the restriction of θ to qMq. In more detail, Sp(qMq)
is defined as follows. For f ∈ L1(R) define a linear map θf : qMq → qMq such that
θf (a) =
∫
R
f(t)θt(a) dt .
Then
Sp(qMq) =
⋂{
Z(f) : f ∈ L1(R), θf (qMq) = {0}
}
,
where
Z(f) =
{
r ∈ R :
∫
R
eitrf(t) dt = 0
}
.
See [Co1]. In particular, when ψ is an extremal β-KMS weight on A we can calculate
Γ (πψ(A)
′′) by using the automorphism group θt = α˜−βt and we get the following
immediate corollary to Lemma 2.3.
Corollary 2.4. In the setting of Lemma 2.3,
Γ
(
πϕ (pAp)
′′) = Γ (πψ(A)′′) .
2.2. Generalized gauge actions on graph C∗-algebras. Let G be a countable
directed graph with vertex set GV and arrow set GAr. For an arrow a ∈ GAr we
denote by s(a) ∈ GV its source and by r(a) ∈ GV its range. A vertex v which does
not emit any arrow is a sink, while a vertex v which emits infinitely many arrows is
called an infinite emitter. The set of sinks and infinite emitters in G is denoted by
V∞. An infinite path in G is an element p ∈ (GAr)N such that r(pi) = s(pi+1) for all i.
A finite path µ = a1a2 · · · an = (ai)ni=1 ∈ (GAr)n is defined similarly. The number of
edges in µ is its length and we denote it by |µ|. A vertex v ∈ GV will be considered
as a finite path of length 0. We let P (G) denote the (possibly empty) set of infinite
paths in G and Pf(G) the set of finite paths in G. The set P (G) is a complete metric
space when the metric is given by
d(p, q) =
∞∑
i=1
2−iδ(pi, qi) , (2.2)
where δ(a, a) = 0 and δ(a, b) = 1 when a 6= b. We extend the source map to P (G)
such that s(p) = s(p1) when p = (pi)
∞
i=1 ∈ P (G), and the range and source maps to
Pf(G) such that s(µ) = s(a1) and r(µ) = r(a|µ|) when |µ| ≥ 1, and s(v) = r(v) = v
when v ∈ GV . Associated to the finite path µ ∈ Pf(G) is the cylinder set
Z(µ) = {(pi)∞i=1 ∈ P (G) : pj = aj , j = 1, 2, · · · , |µ|}
which is an open and closed set in P (G). In particular, when µ has length 0 and
hence is just a vertex v,
Z(v) = {p ∈ P (G) : s(p) = v} .
The C∗-algebra C∗(G) of the graph G was introduced in this generality in [BHRS]
as the universal C∗-algebra generated by a collection Sa, a ∈ GAr, of partial isome-
tries and a collection Pv, v ∈ GV , of mutually orthogonal projections subject to the
conditions that
1) S∗aSa = Pr(a), ∀a ∈ GAr,
2) SaS
∗
a ≤ Ps(a), ∀a ∈ GAr,
3)
∑
a∈F SaS
∗
a ≤ Pv for every finite subset F ⊆ s−1(v) and all v ∈ GV , and
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4) Pv =
∑
a∈s−1(v) SaS
∗
a, ∀v ∈ GV \V∞.
For a finite path µ = (ai)
|µ|
i=1 ∈ Pf(G) we set
Sµ = Sa1Sa2Sa3 · · ·Sa|µ| .
The elements SµS
∗
ν , µ, ν ∈ Pf(G), span a dense ∗-subalgebra A in C∗(G). The
projections
Pµ = SµS
∗
µ
will play an important role in the following.
Lemma 2.5. C∗(G) is a nuclear C∗-algebra and π(C∗(G))′′ is a hyperfinite von
Neumann algebra for all non-degenerate representations π of C∗(G).
Proof. The nuclearity of C∗(G) follows from [KP] when G is row-finite in the sense
that #s−1(v) <∞ for all v ∈ GV , and the general case follows then from [DT]. The
second statement is a wellknown consequence of the first and goes back to [CE] and
[Co2]. 
We describe next the necessary and sufficient conditions which G must satisfy for
C∗(G) to be simple. These conditions were identified by Szymanski in [Sz]. A loop
in G is a finite path µ ∈ Pf(G) of positive length such that r(µ) = s(µ). We will say
that a loop µ has an exit then #s−1(v) ≥ 2 for at least one vertex v in µ. A subset
H ⊆ GV is hereditary when a ∈ GAr, s(a) ∈ H ⇒ r(a) ∈ H , and saturated when
v ∈ GV \V∞, r(s−1(v)) ⊆ H ⇒ v ∈ H .
In the following we say that G is cofinal when the only non-empty subset of GV
which is both hereditary and saturated is GV itself.
Theorem 2.6. (Theorem 12 in [Sz].) C∗(G) is simple if and only if G is cofinal and
every loop in G has an exit.
A function F : GAr → R will be called a potential on G. Using it we can define a
pointwise norm-continuous one-parameter group αF =
(
αFt
)
t∈R
on C∗(G) such that
αFt (Sa) = e
iF (a)tSa
for all a ∈ GAr and
αFt (Pv) = Pv
for all v ∈ GV . An action of this sort is called a generalized gauge action; the gauge
action itself being the one-parameter group corresponding to the constant function
F = 1. To describe the KMS-weights for a generalized gauge action, extend F to a
map F : Pf(G)→ R such that F (v) = 0 when v ∈ GV , and
F (µ) =
n∑
i=1
F (ai)
when µ = (ai)
n
i=1 ∈ (GAr)n. For β ∈ R, define the matrix A(β) = (A(β)v,w)v,w∈GV
over GV such that
A(β)v,w =
∑
a
e−βF (a)
where we sum over arrows a ∈ GAr with s(a) = v and r(a) = w. As in [Th3] we say
that a non-zero non-negative vector ψ = (ψv)v∈GV is almost A(β)-harmonic when
• ∑w∈GV A(β)v,wψw ≤ ψv, ∀v ∈ GV , and
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• ∑w∈GV A(β)v,wψw = ψv, ∀v ∈ GV \V∞.
The almost A(β)-harmonic vectors ψ for which
• ∑w∈GV A(β)v,wψw = ψv, ∀v ∈ GV ,
will be called A(β)-harmonic. In particular, when G is row-finite without sinks an
almost A(β)-harmonic vector is automatically A(β)-harmonic. An almost A(β)-
harmonic vector which is not A(β)-harmonic will be said to be a proper almost
A(β)-harmonic vector. It was shown in [Th3] that an almost A(β)-harmonic vector
ϕ gives rise to a β-KMS weight Wϕ characterized by the properties that S
∗
µ ∈ NWϕ
and
Wϕ (SµS
∗
ν) =
{
0, µ 6= ν
e−βF (µ)ϕr(µ), µ = ν
when µ, ν ∈ Pf (G), and that all gauge invariant KMS-weights arise like this. Gen-
erally there can be KMS-weights that are not gauge invariant, but as shown in
Proposition 5.6 of [CT] all KMS-weights are gauge invariant when C∗(G) is simple.
Therefore, in the case that concerns us here, all KMS-weights arise from almost
A(β)-harmonic vectors. Borrowing terminology from harmonic analysis we say that
an almost A(β)-harmonic vector ϕ is minimal when it only dominates multiples
of itself, i.e. when every almost A(β)-harmonic vector ϕ′ with the property that
ϕ′v ≤ ϕv for all v ∈ GV is of the form ϕ′ = λϕ for some λ > 0. Thus the minimal
almost A(β)-harmonic vectors are those for which the corresponding β-KMS weight
Wϕ is extremal.
The minimal almost A(β)-harmonic vectors can be subdivided in various ways.
Here we shall consider three fundamental classes. The first class consists of the
minimal proper almost A(β)-harmonic vectors. The other two classes consist of
the A(β)-harmonic vectors and are distinguished by the properties of the measures
they define on P (G). To explain this observe that by Lemma 3.7 in [Th3] an A(β)-
harmonic vector ϕ defines a Borel measure mϕ on P (G) such that
mϕ(Z(µ)) = e
−βF (µ)ϕr(µ) (2.3)
for all µ ∈ Pf(G). The Borel measures m on P (G) that arise from A(β)-harmonic
vectors in this way are characterized by the two properties that
• m(Z(v)) <∞ for all v ∈ GV , and
• m (σ(B ∩ Z(a))) = eβF (a)m(B∩Z(a)) for every edge a ∈ GAr and every Borel
subset B of P (G).
Here σ denotes the shift on P (G), defined such that σ(p)i = pi+1. Non-zero Borel
measures on P (G) with these two properties are called eβF -conformal, [Th5]. They
are the measures that were called harmonic β-KMS measures in [Th3]. Let G be a
cofinal graph. As in [Th1] and [Th3] we say that a vertex v ∈ GV is non-wandering
when there is a finite path µ ∈ Pf(G) of positive length such that v = s(µ) = r(µ).
When the set NWG of non-wandering vertexes is not empty it is a hereditary subset
of GV , and together with the arrows
NWAr = {a ∈ GAr : s(a) ∈ NWG}
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they constitute a strongly connected subgraph of G which we also denote by NWG ,
cf. Proposition 4.3 in [Th3]. Set
P (G)rec =
⋂
a∈NWAr
{p ∈ P (G) : pi = a for infinitely many i}
and
P (G)wan =
⋂
v∈GV
{p ∈ P (G) : # {i ∈ N : s(pi) = v} <∞ } .
We say that an A(β)-harmonic vector ϕ is conservative when mϕ is concentrated on
P (G)rec and that ϕ is dissipative when mϕ is concentrated on P (G)wan. When NWG
is empty, P (G)rec = ∅ and P (G)wan = P (G), and hence all A(β)-harmonic vectors
are dissipative. To see that we have introduced a genuine dichotomy we need the
following. For strongly connected graphs it is Theorem 4.10 in [Th3].
Theorem 2.7. Let G be a cofinal digraph such that NWG 6= ∅. Every eβF -conformal
measure m is concentrated either on P (G)rec or on P (G)wan, and
• m is concentrated on P (G)rec if and only if
∞∑
n=0
A(β)nv,v =∞
for one, and hence all v ∈ NWG , and
• m is concentrated on P (G)wan if and only if
∞∑
n=0
A(β)nv,v <∞
for one, and hence all v ∈ NWG .
Proof. Consider an eβF -conformal measure m on P (G). For every µ ∈ Pf(G), set
Z(µ)P (NWG) =
{
(pi)
∞
i=1 ∈ Z(µ) : (pi)∞i=|µ|+1 ∈ P (NWG)
}
.
Note that since m is eβF -conformal,
m (Z(µ)P (NWG)) = e
−βF (µ)m (P (NWG) ∩ Z(r(µ))) .
Combined with the observation that
P (G) =
⋃
µ∈Pf (G)
Z(µ)P (NWG) (2.4)
by Proposition 4.3 in [Th3], it follows that m(P (NWG)) 6= 0. In short, no eβF -
conformal measure annihilates P (NWG). Therefore all conclusions follow from (2.4)
above and Theorem 4.10 in [Th3].

It follows that when G is cofinal every minimal A(β)-harmonic vector is either
• a proper almost A(β)-harmonic vector,
• a conservative A(β)-harmonic vector or
• a dissipative A(β)-harmonic vector.
In this paper we focus on the conservative minimal A(β)-harmonic vectors. We
call the corresponding β-KMS weights conservative. The adjective ’minimal’ is su-
perfluous in connection with conservative β-KMS weights because of the following
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Theorem 2.8. Assume that C∗(G) is simple. There is a conservative A(β)-harmonic
vector if and only if
• NWG 6= ∅,
• ∑∞n=0A(β)nv,v =∞, and
• lim supn
(
A(β)nv,v
) 1
n = 1
for one and hence all v ∈ NWG . When it exists it is unique up to multiplication by
scalars and it is minimal.
Proof. As observed above there can not be any conservative eβF -conformal measure
on P (G) unless NWG 6= ∅. Therefore all statements follow by combining Theorem
2.7 above with Proposition 4.9 and Theorem 4.14 in [Th3]. 
In particular, when C∗(G) is simple the existence of a conservative KMS-weight
for αF depends only on the restriction of F to the strongly connected subgraph
NWG . For many generalized gauge actions there is at most one β-value for which
the three conditions in Theorem 2.8 can be met, and we ask
Question 2.9. Is there a strongly connected digraph with a potential function F such
that there exists a conservative β-KMS weight for αF for more than one value of β?
When G is strongly connected the gauge action on C∗(G) has a conservative β-
KMS weight if and only if β is the Gurevich entropy of G and G is recurrent in the
sense of Ruette, [Ru].
3. The factor type of a conservative β-KMS weight
In the setting of Section 2.2, assume that NWG 6= ∅ and pick a vertex v in NWG .
Then
{βF (µ)− βF (µ′) : µ, µ′ ∈ Pf(G), r(µ) = r(µ′) = s(µ) = s(µ′) = v}
is a subgroup of R which does not depend on the vertex v ∈ NWG . Let RG,F be the
closure in R of this subgroup.
Lemma 3.1. Assume that G is cofinal and that NWG 6= ∅. Let ψ be an extremal
β-KMS weight for αF . Then πψ(C
∗(G))′′ is a hyperfinite factor and
Γ (πψ(C
∗(G))′′) ⊆ RG,F . (3.1)
Proof. M = πψ(C
∗(G))′′ is hyperfinite by Lemma 2.5. In the following proof we
suppress πψ in the notation and consider C
∗(G) as a subalgebra of M . We will
show that R\RG,F ⊆ R\Γ(M). Let therefore r ∈ R\RG,F and choose a function
f ∈ L1(R) whose Fourier transform fˆ satisfies that fˆ(t) = 0 for all t ∈ RG,F
and fˆ(r) 6= 0. Fix a vertex v ∈ NWG and let µ, ν ∈ Pf(G) be finite paths with
s(µ) = s(ν) = v. We assume that r(µ) = r(ν) since SµS
∗
ν is zero otherwise. Since v
is wandering and NWG is strongly connected there is a finite path δ in G such that
s(δ) = r(µ) = r(ν) and r(δ) = v. Then
βF (µ)− βF (ν) = βF (µδ)− βF (νδ) ∈ RG,F .
It follows that
θf (SµS
∗
ν) =
∫
R
f(t)θt(SµS
∗
ν) dt = fˆ(β(F (µ)− F (ν)))SµS∗ν = 0
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because β(F (µ) − F (ν)) ∈ RG,F . Since the elements of the form SµS∗ν for some
µ, ν ∈ Pf (G) with s(µ) = s(ν) = v span a strongly dense subspace of PvMPv we
conclude that θf (PvMPv) = {0}. Since fˆ(r) 6= 0 we conclude that r /∈ Sp(PvMPv),
and hence r /∈ Γ(M). 
Lemma 3.2. Assume C∗(G) is simple and that there is a β-KMS weight for αF .
Let µ, ν, δ be finite paths in G such that |δ| > max{|µ|, |ν|} and F (µ) = F (ν). Then
PδSµS
∗
νPδ =
{
0, when µ 6= ν
PδPµ, when µ = ν .
Proof. If |µ| 6= |ν| and S∗δSµS∗νSδ 6= 0, the relations defining C∗(G) imply that a
piece of µ or a piece of ν will be a loop κ of positive length in G such that F (κ) = 0.
By Lemma 10.6 in [Th5] the existence of a β-KMS weight rules out the existence
of such a loop. It follows that S∗δSµS
∗
νSδ can only be non-zero when |µ| = |ν|. But
S∗δSµ 6= 0 implies that µ must be the initial piece of δ and similarly S∗νSδ 6= 0 implies
that ν must also be the initial piece of δ. Therefore S∗δSµS
∗
νSδ 6= 0 implies that
µ = ν, in which case PδSµS
∗
νPδ = SδS
∗
δSµS
∗
µSδS
∗
δ = PδPµ.

Theorem 3.3. Assume that C∗(G) is simple and NWG not empty. Let ψ be a
conservative β-KMS weight for the generalized gauge action αF . Then
Γ(πψ(C
∗(G))′′) = RG,F .
Proof. The proof is a further development of the proofs of Proposition 4.11 in [Th1]
and Theorem 4.1 in [Th4]. As in the proof of Lemma 3.1 we suppress πψ in the
notation and consider C∗(G) as a subalgebra of M . The modular automorphism
group θ on M defined by ψ˜ is given by
θt = α˜F−βt ,
where α˜F is the σ-weakly continuous extension of αF . Note that β 6= 0 by Propo-
sition 2.3 in [Th5]. Let N ⊆ M be the fixed point algebra for θ and consider a
vertex v ∈ NWG . By Lemma 3.1 it suffices to show that RG,F ⊆ Γ(M), and from
Lemme 2.3.3 and Proposition 2.2.2 in [Co1] we see that it suffices for this to consider
a non-zero central projection q ∈ PvNPv for some vertex v ∈ NWG , and show that
βF (l) ⊆ Sp(qMq) when l is a loop in G such that s(l) = r(l) = v. Let ω be the state
on PvMPv given by ω(a) = ψ(Pv)
−1ψ˜(a). Then ω is a faithful normal state which
is a trace on PvNPv and we consider the corresponding 2-norm
‖a‖v =
√
ω(a∗a) .
By Kaplansky’s density theorem there is an element f ∈ PvAPv such that 0 ≤ f ≤ 1
and ‖q − f‖v is as small as we want. Then f is a linear combination of elements of
the form SµS
∗
ν where µ, ν ∈ Pf(G) and s(µ) = s(ν) = v. Note that
lim
R→∞
1
R
∫ R
0
θt(SµS
∗
ν) dt =
{
SµS
∗
ν when F (µ) = F (ν)
0 when F (µ) 6= F (ν) ,
with convergence in norm, and that∥∥∥∥q − 1R
∫ R
0
θt(f) dt
∥∥∥∥
v
=
∥∥∥∥ 1R
∫ R
0
θt(q − f) dt
∥∥∥∥
v
≤ ‖q − f‖v
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by Kadisons Schwarz-inequality. By exchanging limR→∞
1
R
∫ R
0
θt(f) dt for f we may
assume that
f =
N∑
i=1
λiSµiS
∗
νi
,
where 0 ≤ λi ≤ 1 and F (µi) = F (νi) for all i. Let mψ be the eβF -conformal measure
on P (G) defined by ψ and let m be the restriction of the measure mψ(Z(v))−1mψ to
Z(v). Then m is a Borel probability measure on Z(v) ⊆ P (G) such that
ω (Pµ) = m(Z(µ))
for all µ ∈ Pf(G) with s(µ) = v. For each k ∈ N we let Mk be the set of paths δ in
G such that s(δ) = v and |δ| = k. Then∑
δ∈Mk
ω(Pδ) =
∑
δ∈Mk
m(Z(δ)) = 1 ,
which implies that 1 =
∑
δ∈Mk
Pδ, where the sum converges with respect to the
2-norm and hence also in the strong operator topology. It follows that we can define
Qk : PvMPv → PvMPv such that
Qk(m) =
∑
δ∈Mk
PδmPδ .
ThenQk is a positive linear map of norm one andQk(q) = q. When k > max{|µ|, |ν|}
it follows from Lemma 3.2 that
Qk (SµS
∗
ν) =
{
Pµ, when µ = ν
0, when µ 6= ν .
Thus, for some k large enough, we have that Qk(f) is a linear combination
Qk(f) =
N ′∑
i=1
λiPµi ,
where 0 ≤ λi ≤ 1 for all i. Using Kadisons Schwarz inequality again we find that
‖q −Qk(f)‖v = ‖Qk(q − f)‖v ≤
√
ω (Qk ((q − f)2)) = ‖q − f‖v
since ω ◦Qk = ω for all k. By exchanging f with Qk(f) for some k large enough we
may assume that
f =
N ′∑
i=1
λiPµi . (3.2)
Now observe that since ψ is conservative by assumption it follows that m is concen-
trated on
{p ∈ Z(v) : s(pi) = v for infinitely many i} .
Fix one of the paths µi appearing in (3.2). Let Hj denote the set of finite paths δ
of length j such that s(δ) = r(µi), r(δ) = v. Then, up to an m-null set,
∞⋃
j=1
{Z(µiδ) : δ ∈ Hj} = Z(µi) .
We can therefore find a finite set Ki ⊆
⋃∞
j=1Hj such that
m (Z(µi)\ ⊔δ∈Ki Z(µiδ))
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is as small as we want. Note that∥∥∥∥∥Pµi −
∑
δ∈Ki
Pµiδ
∥∥∥∥∥
v
=
√
m (Z(µi)\ ⊔δ∈Ki Z(µiδ))
is then also small. Therefore, by exchanging
∑
δ∈Ki
Pµiδ for Pµi we may assume that
s(µi) = r(µi) = v for all v. Finally, since q is a projection, a standard argument, as
in the proof of Lemma 12.2.3 in [KR], allows us to select a subset of the µi’s and
arrange, after a renumbering, that
p =
M∑
i=1
Pµi (3.3)
is a projection in PvAPv such that
‖q − p‖v ≤ ǫ , (3.4)
where ǫ > 0 can be chosen as small as we need. We choose ǫ > 0 so small that
ω(q)− eF (l)βǫ− 3ǫ > 0 .
For each µi from (3.3) we let wi ∈ PvAPv be the elements
wi = SµiS
∗
µil
.
Each wi is a partial isometry such that
a) wiwi
∗ = Pµi ,
b) wi
∗wi = Pµil ≤ Pµi , and
c) αFt (wi) = e
−iF (l)twi for all t ∈ R.
Set w =
∑M
i=1wi and note that w is a partial isometry. It follows from b) that
wp = w and therefore from (3.4), c), b) and a) that
ω(qwqw∗q) ≥ ω(wqw∗)− 2ǫ = eβF (l)ω(qw∗w)− 2ǫ
≥ eβF (l)ω(pw∗w)− eβF (l)ǫ− 2ǫ = eβF (l)ω(w∗w)− eβF (l)ǫ− 2ǫ
= ω(ww∗)− eβF (l)ǫ− 2ǫ = ω(p)− eβF (l)ǫ− 2ǫ ≥ ω(q)− eβF (l)ǫ− 3ǫ .
The choice of ǫ ensures that ω(qwqw∗q) > 0 and hence that qwq 6= 0. Since
θt(qwq) = e
−itβF (l)qwq for all t ∈ R, it follows from Lemme 2.3.6 in [Co1] that
βF (l) ∈ Sp(qMq), as desired.

In combination with Corollary 2.4 we get the following
Corollary 3.4. Assume that C∗(G) is simple and that NWG 6= ∅. Let ϕ be a
β-KMS state for the restriction of αF to PvC
∗(G)Pv for some v ∈ GV . When∑∞
n=0A(β)
n
w,w = ∞ for some (and hence all) w ∈ NWG , the Connes invariant
of πϕ(PvC
∗(G)Pv)′′ is Γ (πϕ(PvC∗(G)Pv)′′) = RG,F .
In an Appendix in [Th5] it is shown that in the setting of Theorem 3.3 the sub-
group RG,F is never {0}. Therefore, thanks to Connes’ classification in [Co2] and
Haagerup’s result in [Ha], we get the following
Corollary 3.5. In the setting of Theorem 3.3 and Corollary 3.4 the factors πψ(C
∗(G))′′
and πϕ(PvC
∗(G)Pv)′′ are isomorphic; they are both isomorphic to the hyperfinite fac-
tor of type IIIλ for some 0 < λ ≤ 1.
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Example 3.6. (Generalized gauge actions on O∞.) The Cuntz algebra O∞, [Cu],
is the graph C∗-algebra C∗(G) when G is the countable digraph with one vertex and
infinitely many arrows, an, n = 1, 2, 3, · · · . Since O∞ is unital all proper weights
are bounded and can be normalized to states. Let {tn}∞n=1 be a sequence of real
numbers and define F : GAr → R such that F (an) = tn for all n. The gauge action,
where tn = 1 for all n, was considered by Olesen and Pedersen who showed in [OP]
that there are no KMS states for the gauge action. In general, it follows from [Th3]
that a β-KMS state exists iff
∑∞
n=1 e
−βtn ≤ 1 and that it is unique. There is a
conservative β0-KMS state for α
F iff
∞∑
n=1
e−β0tn = 1 .
By Theorem 3.3 the Connes invariant of the corresponding factor is the closed sub-
group of R generated by the numbers {β0ti}∞i=1. It follows that the factor is always
of type III and never of type III0 while all hyperfinite factors of type IIIλ for
0 < λ ≤ 1 can occur by varying the sequence {tn}. The KMS states for αF that are
not conservative occur for values of β for which
∑∞
n=1 e
−βtn < 1 and they correspond
to minimal proper almost A(β)-harmonic vectors, albeit of a somewhat degenerate
kind since the vectors only have one coordinate.
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