Abstract: Almost sure convergence rates for linear algorithms
Introduction
Linear stochastic approximation algorithms have found widespread application in parameter estimation, adaptive machine learning, signal processing, econometrics and pattern recognition (see, e.g., [1] , [3] , [9] , [25] and [29] ). Consequently, their asymptotic rates of almost sure and r th -mean convergence as well as invariance and large deviation principles are of utmost importance (see e.g., [6] , [11] , [17] , [18] , [21] , [22] , [23] , [31] and [32] ). For motivation, suppose {x k , k = 1, 2, · · ·} and {y k , k = 2, 3, · · ·} are second order R d − and R−valued stochastic processes, defined on some probability space (Ω, F, P ), that satisfy
where h is an unknown d-dimensional parameter or weight vector of interest and ǫ k is a noise sequence. One often wants to find the value of h that minimizes the mean-square error h → E|y k+1 − x T k h| 2 . This best h is given by h = A −1 b, where A = E(x k x T k ) and b = E(y k+1 x k ), assuming the expectations exist, wide-sense stationarity conditions and that A is positive definite. However, we often do not know the joint distribution of (x k , y k+1 ) nor have the necessary stationarity but instead estimate h using a linear algorithm of the form:
where µ k is the k th step size (often of the form µ k = k −χ for some χ ∈ 1 2 , 1 ) and
x l x y l+1 x l (3) for some N ∈ N, are random sequences of symmetric, positive-semi-definite matrices and vectors respectively. Most often N = 1 so A k = x k x T k and b k = y k+1 x k . More information on stochastic approximation can be found in e.g. [8] , [10] , [13] , [17] , [24] , [28] and [33] , which provide examples and motivation for our work. However, our work is easily differentiated from these. Delyon [8] , for example, focuses on non-linear stochastic approximation algorithms, treating linear examples the same as non-linear ones. (In Section 4.2.2 he uses linear algorithm approximation but with a constant deterministic matrix A k = A in our notation.) Delyon's work handles important applications. However, his A-stable and (A, B) Conditions are usually harder to verify than our Marcinkiewicz Strong Law of Large Numbers (MSLLN) conditions (given below) in the (unbounded, random A k ) linear case, he does not supply almost sure rates of convergence, his theorems are geared to martingale-increment-plus-decreasing-perturbation noise and he often assumes fourth order moments. We are motivated by (but not restricted to) the common setting where X T k = (x T k , y k+1 ) is a (multivariate) linear process
Matrix sequence (C l ) can decay slowly enough (as |l| → ∞) for long-range dependence (LRD) while {Ξ l } can have heavy tails (HT), so E|b k | 2 = ∞ and/or E|A k | 2 = ∞. Even in the lighter tail, short-range dependence case our twosided linear process example {x k } is not a martingale. Moreover; long-range dependence and heavy tails; exhibited in many network [19] , financial and paleoclimatic data sets for example; voids the usual mixing and moment conditions. We focus on one-step versus Polyak-Ruppert's two-step averaging algorithms but handle heavy tails and long range dependence, deriving a surprising decoupling. This means that the optimal convergence rate of (2) is affected by either the heavy tails or the long-range dependence, whichever is worse, but not both. This contrasts the rate for partial sums of long-range dependent, heavily-tailed random variables, which is degraded twice (see e.g. Theorem 4).
Step size µ k has a direct effect on the convergence rate and algorithm effectiveness (see, e.g [12] , [15] and references cited therein). Consider the extreme cases. In the homogeneous, deterministic setting, i.e. A k = A and b k = b, (2) can solve the linear equation Ah = b when matrix inversion of A is illconditioned. In this case, a constant gain µ k = ǫ is best: Since b = Ah, we have
n−1 (h 1 − h) and h n → h geometrically, provided ǫ is small enough that the eigenvalues of I − ǫA are within the unit disc. Conversely, in the presence of persistent noise, decreasing step sizes are required for the convergence h n → h. Existing results show that the best possible almost-sure rate of convergence is |h n − h| = O n −1 log log(n) , implied by the law of the iterated logarithm, and that this rate is only attainable when µ k = 1 k , second moments of A k , b k exist and there is no long-range dependence. (These claims follow from the almost-sure invariance principle in Kouritzin [23] .)
Herein, we handle all gains, long range dependence and heavy tails, addressing the optimal rate of convergence by establishing results akin to the MSLLN,
M is called the Marcinkiewicz threshold in the sequel and is defined by
Usually, we expect M ∈ ( T : k ∈ Z} is a linear process as in (4) , it is shown in [20] 
Here, α ∈ (1, 2] is a heavy-tail parameter with α = 2 indicating non-heavy tails and σ ∈ 1 2 , 1 is a long-range dependence parameter with σ = 1 indicating the minimal amount of long-range dependence.
In classical applications the best theoretical convergence rate is attained when χ = 1 corresponding to γ (χ) 0 = 1 2 . However, this rate knowledge can lead to erroneous conclusions as the algorithm often performs better with µ k = k −χ for some χ < 1 than with µ k = 1 k . How might one explain this apparent paradox? First of all, these simple rate-of-convergence results do not account for the possibility of exploding constants, i.e. if h (χ) k denotes the solution of the algorithm (2) with
0 . However, this D χ often increases rapidly as χ ր 1 so the observed convergence may be fastest for some χ < 1. Secondly, a higher value of χ is worse for forgetting a poor initial guess h 0 of h since you move further and further from the geometric convergence mentioned above as χ → 1.
Our approach is to transfer the MSLLN from the partial sums of a linear algorithm's coefficients to its solution. In other words, we establish the almost sure rates of convergence |h n − h| = o(n −γ ) for the algorithm
with χ ∈ (0, 1), assuming only
for some γ ∈ [0, χ), which can be implied by e.g.
where
, these conditions can be verified by the MSLLN under a variety of conditions, which we study using the specific structure of A k and b k in Section 3.
In addition to rates of convergence, our results show that convergence (h k → h) in (6) takes place provided that χ ∈ (M, 1). All this suggests that more quickly decreasing gains like µ k = 1 k χ with χ near 1 should be used in very heavytailed or long-range dependent settings. Conversely, slowly deceasing gains like µ = 1 k χ with smaller χ might work well in lighter-tailed, short-range-dependent situations. Our simulations in Section 4 show that the smallest normalized error, |hn−h| |h1−h| , usually occurs for χ ∈ (M, 1] and the most commonly used choice χ = 1 is most appropriate in very heavy-tailed or long-range-dependent settings (where M is close to 1) or very long runs. In other words, a slower decreasing gain usually gets you close to the true parameters h more quickly unless the coefficients have a high probability of differing significantly from their means.
Let us consider what is new in terms of our theoretical results. The idea of inferring convergence and rates of convergence results for linear algorithms (2) from like convergence and rates of convergence of its coefficients is not new. Indeed, it dates back at least to work done by one of the authors in 1992 and 1993 (see [21] , [22] and [23] ). The first result [21] considered relatively general gain µ k and achieved optimal rates of r th -mean convergence. It has been proved in [23] that the solution of the linear algorithm (2) satisfies an almost sure invariance principle with respect to a limiting Gaussian process when µ k = 1 k and each A k is symmetric under the minimal condition that the coefficients satisfy such an a.s. invariance principle. One could then immediately transfer functional laws of the iterated logarithm from the limiting Gaussian process back to the solution of the linear algorithm. Again assuming the "usual" conditions of A k symmetry and µ k = 1 k , Kouritzin [22] showed that the solution of the linear algorithm converges almost surely given that the coefficients do. While this result does not state rates of convergence, our current work in going from Proposition 1 to Theorem 1 within shows that almost-sure rate of convergence sometimes follow from convergence results for linear algorithms as a simple corollary.
There were many results (see, e.g. [13] , [14] and [16] ) that preceded those mentioned above and gave convergence or rates of convergence for linear algorithms. However, these results assumed a specific dependency structure and, thereby, were not generally applicable. More recently, some authors, e.g. [6] , [8] and [31] , have followed the path of transferring convergence and rates of convergence from partial sums of (the coefficient) random variables to the solutions of linear equations. Specifically, Tadić [31] transferred almost-sure rates of convergence, including those of the law-of-the-iterated-logarithm rate, from the coefficients to the linear algorithm in the non-symmetric-A k , general-gain case. He does not develop a law of the iterated logarithm where one characterizes the limit points nor does he consider functional versions. Moreover, he imposes one of two sets of conditions (A and B in his notation). Conditions B ensure the gain µ k ≈ 1 k , so these results should be compared to prior results in [23] and [4] , which imply stronger Strassen-type functional laws of the iterated logarithm. Tadić does not give any examples verifying his Conditions A where lessor rates are obtained.
It seems that we are the first to consider processes that are simultaneously heavy-tailed and long-range dependent in stochastic approximation.
The rest of this paper is organized as follows. Main theorems are formulated in Section 2. Then, Section 3 includes some background about the Marcinkiewicz Strong Law of Large Numbers for Partial Sums and a new MSLLN result for outer products of multivariate linear processes with LRD and HT. Experimental results are given in Section 4 and proof of main result (Theorem 1) is delayed until Section 5.
Notation and Theoretical Result
In this section, we define our notation and provide our results.
Notation List
|x| is Euclidean distance of some R d -vector x. C = sup |x|=1 |Cx| for any R n×m -matrix C.
a ∨ b = max{a, b} and a ∧ b = min{a, b}.
Main Results
We will state and prove our results in a completely deterministic manner and then apply these results on a sample path by sample path basis. Therefore, we assume that χ ∈ (0, 1), d is a positive integer,
Our first main result establishes rates of almost sure convergence:
Remark 1 Lemma1 of Appendix establishes that (10) implies (12) .
, the solution of (2), converges to h = A −1 b a.s. Indeed, to establish the rate of convergence |h n − h| = o(n −γ ), one need only check standard conditions for the MSLLN in (10) and (11), which is less onerous task than checking the technical conditions in Corollary 1 or Corollary 3 in [31] say. Indeed, there appears to be a need for some extra stability in [31] by the imposition that "the real parts of the eigenvalues of A should be strictly less than a certain negative value depending on the asymptotic properties of {γ n } and {δ n }". We do not need any such extra condition.
Generally, we do not know h when using stochastic approximation so we cannot just verify (11) but rather use the following corollary instead of Theorem 1.
Corollary 1 Suppose γ ∈ [0, χ) and A is a symmetric positive-definite matrix.
Finally, we give a version of the theorem for linear processes under very verifiable conditions.
. Remark 2 Theorem 2 follows from Corollary 1 and Theorem 6 (to follow), by letting
) and correspondingly, Ξ l = Ξ l , C l = C l and σ = σ. σ and α are long-range dependence and heavy-tail parameters, respectively. Theorem 6 also appears in [20, Theorem 4].
Marcinkiewicz Strong Law of Large Numbers for Partial Sums
Our basic assumptions are MSLLN for random variables for {A k } and {b k }. (Technically, our assumptions are even more general as they allow the non-MSLLN case where χ − γ ≤ 1 2 that could be verified by some other method in some special situations.) The beauty of this MSLLN assumption is that: 1) It is minimal in the sense that the linear algorithm with A k = I and µ k = 1 k reduces to the partial sums
convergence in the algorithm solution h k implies a MSLLN for random variables {b j }. 2) MSLLNs hold under very general conditions, including heavily-tailed and long-range dependent data. Hence, we review some of the literature in this area before giving simulation results for our theoretical work.
The classical independent case, due to Marcinkiewicz, is generalized slightly by Rio [27] :
Actually, Rio gives a more general m-dependent result on page 922 of his work. However, the important observation for us is that only the p th moment need be finite rather than a higher moment as is typical under some stronger dependence assumptions. Theorem 3 is quite useful in verifying our conditions when There are many other important results that include heavy-tails, long-range dependence or both. For example, Louhchi and Soulier [26] prove the following result for linear symmetric α-stable (SαS) processes.
Theorem 4 Let {ζ j } j∈Z be i.i.d. sequence of SαS random variables with 1 < α < 2 and {c j } j∈Z be a bounded collection such that
The condition s < α ensures j∈Z |c j | α < ∞ and thereby convergence of
Moreover, {X k } not only exhibits heavy tails but also long-range dependence if, for example, c j = |j| −σ for j = 0 and some σ ∈ 1 2 , 1 . Notice there is interactions between the heavy tail condition and the long range dependent condition. In particular for a given p, heavier tails (α becomes smaller) implies that you cannot have as long range dependence (s becomes smaller) and vice versa. Moreover, this result is difficult to apply in the stochastic approximation setting. For example, if wanted to apply it for X k = A k in the scalar case, then we would need x k such that x 2 k = A k which is impossible when A k is SαS. One nice feature of mixing assumptions is that they usually transfer from random variables to functions (like squares) of random variables. There are many mixing results that handle long range dependence. For example, Berbee [2] gives a nice β-mixing result. However, strong mixing is one of the most general types of mixing that is more easily verified in practice. Hence, we will just quote the following strong mixing result from Rio [27] (Theorem 1) in terms of the inverse α −1 (u) = sup{t ∈ R + : α ⌊t⌋ > u} of the strong mixing coefficients
and the complementary quantile function
Theorem 5 Let {X i } be an identically-distributed zero-mean sequence of Rvalued random variables such that
Notice again that for a given p, heavier tails implies that you cannot have as long range dependence and vice versa: If you wanted to maintain the same value of the integral condition and there became more area under P (|X| > t), then there would be more area under Q p X (t) so the area under [α −1 (t/2)] p−1 , which is equal to 2
n , would have to decrease to compensate. Also, there can be difficulty in establishing that a given model satisfies the strong mixing condition with the required decay of mixing coefficients. Still, this is an important result for verifying our basic assumptions.
A new MSLLN for outer products of multivariate linear processes with long range dependence and heavy tails is studied in [20] . A new decoupling property is proved that shows the convergence rate is determined by the worst of the heavy tails or the long range dependence, but not the combination. This result used to obtain Marcinkiewicz Strong Law of Large Numbers for stochastic approximation (Theorem 2). The result is as follow.
This theorem actually shows the MSLLN for
, and then throw out the unneeded columns.
Experimental Results
In this section we now verify our results of the previous section experimentally in the stochastic approximation setting discussed in the introduction. In particular, we use power law or folded t distributions.
Power law distribution: A random variable ξ obeys a power law with parameters β > 1 and x min > 0, written ξ ∼ P L(x min , β), if it has density
Note that E(|ξ| r ) exists if and only if r < β − 1. Experimental results in this section are divided in two parts.
Heavy-tailed cases
Assume N = 1 in (3), dimension is d = 2 and {(x (1) k , x (2) k , ǫ k ) T , k = 1, 2, ...} are i.i.d.
random vectors so linear algorithm (2) reduces to:
For consistency and performance, we always let x (1) k , x (2) k and ǫ k be independent. The runs are always initialized with h 1 = (101, 101)
T and, for testing purposes, the optimal h = (1, 1) T is known. Table 1 are obviously still influenced by (heavy-tailed) randomness, one can see that convergence does appear to be taking place as one moves from n = 100, 000 through n = 750, 000 to n = 1, 500, 000 when χ > M and it is less clear that convergence is taking place when χ < M . Furthermore, our (as well as prior) theoretical results predict rates of convergence that increase in χ. Indeed, in the case β = 4 our theoretical results suggest that χ ≈ 1 should result in a rate of convergence |h n − h| = o(n −0.33 ) while χ = 0.85 should only result in a rate of convergence |h n − h| = o(n −0.18 ). Conversely, Table 1 demonstrates that χ = 0.85 performs better, which seems to contradict the theory. However, this paradox is explained by the Table 1 Algorithm performance-Power Law n=100000 n=750000 n=1500000 χ\β 3.5 4 4. The best χ's, corresponding to the smallest value of rh for β = 3.5, β = 4 and β = 4.5 and 3 different sample sizes, as well as the γ corresponding to the theoretical rate of convergence o(n −γ ) are summarized in Table 2 . In all cases the best value for χ is in the predicted range. As we explained, a faster decreasing gain is appropriate for a heavier-tailed distribution, which is also confirmed by Table 2 . Notice also that the best χ increases in n, a phenomenon consistent with our exploding constants and the initial condition effect discussion. Now, we repeat the previous example with a different distribution. Since the results are consistent with those of the previous example, we will keep our discussion to a minimum. Table 3 with sample sizes: n = 50, 000, 100, 000 and 750, 000.
A summary of of best χ result is given in Table 4 . Again, a smaller β corresponds to heavier tails and larger best χ. Moreover, as we predicted the best χ for β = 3.5, β = 4 and β = 4.5 in the range of (0.8, 1], (0.67, 1] and (0.57, 1], respectively. Best χ's increase in sample size. is due to the fact that y k+1 = x k h + ǫ k and ǫ k = j∈Z c k−j a j . We consider {c j = |j| −σ }, for j = 0 and σ ∈ ( 
The initial and optimal values are h 1 = 401 and h = 1.
The simulation is done for one-sided process and since in computer we cannot technically do infinite sum, we assume summation over the range of (0, 500, 000). As in the last two examples the normalized errors in 100 trial simulations, {h Simulation results are provided in Table 5 with summary of best χ in Table  6 . It worth noticing that the convergence does not seem to take place below the Marcinkiewicz threshold and the best χs are in the predicted ranges and the normalized error decreases as β increases. Note that by considering σ = 0.65, the minimum of 2 − 2σ and 1 α for all β = 4, 4.5 and 5 is 2 − 2σ, hence we do not expect much change in the χ as β changes. In addition, the rate of convergence for all considered β's is determined by γ < χ + 2σ − 2. Table 6 Best fixed χ-Power Law, LRD with σ = 0.65 n=100 n=5000 n=10000 β Letting η k = k+1 k γ − 1, setting g k = k γ h k − h and using (9), one finds that
However, we have by Taylor's theorem and assumption that
Step 2: Show MSLLN for new coefficients i.e.
(Â k − A) → 0, and
which goes to zero by assumption and the Toeplitz lemma. By Taylor's theorem
which goes to zero by the Toeplitz lemma.
Step 3: Convergence of g k , hence the rate of convergence ofh k follows from the Proposition 1 with b = 0,ĥ k = g k , h = 0 and η k = k+1 k γ − 1.
is a symmetric, positive-semidefinite R d×d -valued sequence; A is a (symmetric) positive-definite matrix; χ ∈ (0, 1); θ ∈ (χ, 1]; η k ≤η k θ ;η > 0 and
Notation: To ease the notation in the sequel, we will take the product over no factors to be 1 and the sum of no terms to be 0. For convenience, we let:
Proof.
Step 1: Show simplified algorithm with A k 's replaced converges.
We note 1 n χ n k=1 z k → 0 and will show ν k → 0, by proving u k → 0 and w k := ν k − u k → 0, where
By induction, we have:
Hence,by (24) , (25) and Lemma 2 i, ii)
Step 2: Transfer stability from A to blocks of A k . Define the blocks
for k = 0, 1, 2, ... and the block products
Now, let λ min and λ max be the smallest and biggest eigenvalues of A and define a ′ = a 1−χ , where a > 0 is chosen small enough that
Then, by (27) and the fact that
we have lim k→∞
which also implies
For arbitrary ǫ > 0 one finds some K ǫ > 0 by (32) and (31) such that
Moreover, we can use Lemma 3 of Appendix, (22), (21), (32), (33), Taylor's theorem and the fact d A a ′ < 1 and to obtain a K
Therefore, by (34), Lemma 2 iii), (30) and (35) one finds
Furthermore, using the fact that a ′ < λmin e 1 (d A ) 2 and making for ǫ > 0 small enough, we find from (36) that, there exists a 0 < γ < 1 and an integer k 1 > 0 such that
Step 3: Convergence of remainder w n along a subsequence using block stability of A k . By (20) , (22), (24) and
so it follows by (38) that
In particular,
where U k is defined in (28) and
By Lemma 2 v) and (41) we obtain,
Therefore, by (37), (42), (28) , (40), and (12) we have
In addition,
so using Lemma 2 iv), (26) , (32) and finally applying Toeplitz Lemma, we obtain
Moreover, since
it follows from (43), (44), (45) and the Toeplitz Lemma with a l,k = γ k−l−1 1 k1≤l≤k−1
Step 4: Use w n k → 0 to show block convergence max n∈I k |w n | → 0. Now, we return to (39) and find for n ∈ I k |w n | ≤ n−1
Finally, by (47), (46), Lemma 2 v), and (44) we obtain
Part b) By (9) and (22) ,
Averaging, then reordering the sum, we have
The second and third terms on the RHS of (49) converge to 0 by the Toeplitz lemma with a n,k =
Appendix
We first establish our promised comparison on our conditions.
Proof. By Lemma 3 (to follow) and the fact that
Hence, by the fact
This final term is bounded by the Toeplitz lemma and our hypothesis.
We give our list of technical bounds used in the proof of Proposition 1.
Lemma 2 Assume the setting of Proposition 1; and
are as defined in (27) , (25) and (22) . Then, following are true:
Let D ∈ R and λ min > 0 be the minimum eigenvalue of A and l * be large enough that:
Hence,
ii) (r χ +η r r χ −(r−1)
A is upper bounded ∀r > 1 since χ ∈ (0, 1). Hence, by (25) we have 
and it follows from (53), the fact that the eigenvectors of A span R d and the principle of uniform boundedness that Therefore, by assumption, (25) , (55) and Toeplitz' lemma with a n,r = (r − 1) χ F r−1,n − F r,n and x r = as n → ∞.Turning to the second limit in ii), we have by (25) and (54) 
for all n so the second limit in ii) follows by the Toeplitz lemma.
iii) Since 
where the summations all start from l = 1 and stop at l = n k − 1, r or n k+1 − 1. Furthermore, by the hypothesis and (27) 
and the first two terms on the RHS of (59) go to zero. Moreover, by (27) r∈I k 1 r ≤ log n k+1 − 1 n k − 1 = log ⌊(a(k + 1)) 
The following lemma is taken from Kouritzin [22] .
Lemma 3 Suppose m is a positive integer and {M k , k = 1, 2, 3, ...} is a sequence of symmetric, positive semidefinite R m×m -matrices. Then, it follows that
M k , ∀j = 1, 2, 3, ...
