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Al~tract--This paper describes the simulation performance of information placement onfour suggested 
alternative configurations of various torage devices in a local area network. The investigation focuses 
on maximizing system throughput and determining which of the alternatives offers the most efficient 
option in storing and retrieving user information. 
INTRODUCTION 
In the selection of computer systems, the evaluation of computer performance is of vital 
importance. This also applies in designing a new local area network where the performance of 
the network has to be investigated under various workloads. Basically, there are three general 
aims of performance valuation: selection evaluation, performance projection and performance 
monitoring [1]. 
Of these three, the one that is of most concern with respect o this investigation is performance 
projection, which is mainly oriented towards designing a new system. The goals here are to estimate 
the performance of a system that does not yet exist, and to project he performance of the system 
on a new workload. 
This paper compares loop networks using three classes of storage medium. The problem that 
will be investigated is that in which a user in a loop topology local network has three different 
storage devices available to him. These three filestores are the central filestore (CFS), the local loop 
filestore (LLF) and the local filestore (LFS). 
The CFS is the main filestore attached to a central computer. The LLF functions as a community 
file server on the loop where users can store and retrieve common information files. The LFS is 
attached to each of the peripheral user intelligent erminals with some local memory (LCM) via 
a floppy disc drive. Various alternatives of the loop topology with the above three storage devices 
are considered, namely: 
A. Where only the CFS exists for storage purposes the rest of the peripheral nodes 
are ftted with "dumb" terminals (Fig. 1). 
B. Exactly as in alternative A except hat the peripheral nodes are now fitted with 
intelligent erminals, thus allowing temporary storage in the LCM (Fig. 2). 
C. In this case the intelligent erminals in alternative B are now each attached to a 
floppy disc drive, such that each user can have his own LFS on floppy disc 
available locally (Fig. 3). 
D. Exactly as in alternative C but with an additional filestore called the LLF available 
on the loop functioning as a community file server (Fig. 4). 
The reason for choosing the four alternatives from the possibly infinite set of file system 
configurations i  that, each of the alternatives except alternative A, is a stepwise upgrade from the 
tWork performed while the author was a postgraduate student at the Department ofComputer Science, University of 
Liverpool, Merseyside, England. 
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previous alternative. This makes the possibility of investigating the slight change in the overall 
performance of the configuration under study much more tractable. 
This paper attempts to investigate the simulation performance of the various alternative 
strategies put forward for information placement in a local network. The goals of the pcrformanee 
investigation are to determine which of the alternatives i able to maximize the throughput of the 
local network, and at the same time to investigate which of the alternatives i able to process a 
given workload at a minimum cost. 
In addition, another goal is to seek an optimal alternative which offers the most efficient option 
in storing and retrieving user informaticin without incurring large disc overheads. The question 
regarding the effect of using different units of information transfer is also investigated, i.e. whether 
to download only the page required by the user from the CFS (or the LLF), to the local user, or 
to download the complete file to the user. 
PERFORMANCE EVALUATION TECHNIQUES 
Techniques which have been used for computer performance analysis include hardware timings, 
instruction mixes, kernel programs, analytical models, benchmark runs, synthetic programs and 
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simulation along with performance monitoring of hardware and software [1]. Out of this wide 
spectrum, simulation and analytical modelling are considered to be the most suitable techniques 
for performance projection evaluation. 
Both simulation, and analytical modelling can be extremely helpful in analysing hardware before 
choosing a new machine. Simulation provides excellent results for projecting performance, and 
provides a testing for and insight into the functioning of the overall system. 
A possible approach for comparing the performance of the four alternatives for information 
placement described earlier is to measure how the central system copes with the various loads 
imposed on it by the peripheral nodes on the loop. 
A possible performance measure in the simulation would be to measure the central system's 
throughput, which can be thought of as the amount of processing work that is being performed 
by the central system in a given time period. This could be number of instructions performed per 
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second, number of programs processed in an hour, number of database or user file accesses 
performed per minute or some other quantity. 
With respect o the above measurement the comparison between the four alternatives ( ee Figs 
1-4), can be made by plotting either the graph of wait time against load, or the graph of the central 
system's throughput against load for each of the alternatives, and then comparing these graphs. 
However, before these graphs can be plotted, a few mathematical formulae have to be defined, in 
order to calculate the central system's throughput. 
Let 
N = the number of nodes in each of the altlernatives investigated, 
nj = the total number of jobs executed by node j
and 
rnj = the total number of jobs that are directed to the central system specifically for processing 
by node j, 
where a job is defined as an operation performed on a file, which may include editing, listing the 
file to an attached printer or user terminal, or downloading a file to another location in the local 
network. These operations can either be performed locally at the user intelligent terminal, or they 
can be directed specifically to the central system to be processed there. 
Then the average service time ~t, for a job in the system is given by the total elapsed time of all 
the jobs minus the total wait time experienced by the jobs, divided by the total number of jobs 
processed by the system in a given time period. This is mathematically represented by 
= (t , ; -  w~;) n;, (1) 
j i 
where t,j is the total elapsed time experienced for job i from node j in the system to be completely 
processed, while w;2 is the total wait time experienced by the same job, 
The load imposed on the central system by job i that is directed to the central node from node 
j in a given time period say T, can be represented by the job's actual service time divided by the 
system's average service time ~t [see equation (1)]. Then the summation of the loads imposed on 
the central system from all the peripheral nodes of the system, gives a measure of the total load 
on the central system/~, which is given by 
f l  = - -  ( t i ;  - w , j )  ~t. (2) 
j= l  L_i=l 
Having derived 0t, the average job service time in equation (1), and fl, the load on the central 
system expressed in average job units in equation (2), it now remains to obtain an expression for 
the central system's load expressed in unit jobs per unit time, 7- This is represented by dividing 
equation (2) by T which is the time period over which equation (2) is evaluated, i.e. 
7 = f l /T ,  (3) 
where T in this investigation will be the total simulation time. 
SIMULATION ASSUMPTIONS 
For each of the alternatives, the simulation programs assume that there are N = 50 nodes on 
the loop, and that only one job can be executed by any of the user terminal nodes at any one time. 
A general assumption is that, a user at any of the terminals can either store or retrieve information 
in or from the CFS (for alternatives A, B, C, D) or in or from the LCM (for alternatives B, C, 
D) or in or from the LFS (for alternatives C, D) or in or from the LLF (for alternative D). 
The size for each of the user files used in the simulation programs is generated from a memory 
histogram using a random function. The memory histogram was compiled using data obtained (see 
Table 1) from the monitoring performed on the departmental GEORGINA teaching system [2]. 
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Table 1 
Student population count 
1st  year computer science students = 159 
2nd year computer science students = 75 
3rd year computer science students = 61 
Total student population = 295 
File size 
(byte) Frequency % Frequency % Cum. Frequency 
1024 (1 k) 968 35.12 35.12 
1536 518 18.79 53.91 
2048 (2 k) 432 15.67 69.58 
2560 266 9.65 79.23 
3072(3 k) 116 4.20 83.43 
3584 56 2.03 85.46 
4096(4k) 88 3.19 88.65 
4608 50 1.81 90.46 
5120 (5 k) 50 1.81 92.27 
5632 51 1.85 94.12 
6144(6k) 33 1.19 95.13 
6656 18 0.65 95.96 
7168 (7 k) 59 2.14 98.10 
7680 8 0.29 98.39 
8192 (8 k) 7 0.25 98.64 
8704 1 0.10 98.74 
9216 (9 k) 20 0.72 99.46 
9728 8 0.29 99.75 
10,240(10 k) 7 0.25 100.00 
Total frequency = 2756 
Average number of f i l es  per active user = 9.3423 
The simulation generates filesizes ranging from 1 to 10 kbyte. This is a reasonable range because 
out ot 2756 files created by 295 undergraduates from the monitoring results, 35.12% of the total 
files created are ~< 1 kbyte and 0.25% are between 9.5 and 10 kbyte in size. 
The allocation of user files among the various filestores in the four alternatives i assumed to 
be as shown in Table 2. In alternative A, all the files are assumed to be stored in the CFS, because 
the CFS is the only storage device available. In alternatives B, C and D, 10% of the user files are 
assumed to be found in the LCM. Since the user will be operating on one file at a time makes 
the above assumption more reasonable. This is further evidenced from the monitoring results in 
Table 1, which show that there is an average of 9 files per active user. Then 10% of it gives about 
1 file which could easily be resident in the LCM. 
The allocation of user files in alternatives C and D is not based on any real data collected from 
any existing implementations. This is simply because of the unavailability of any systems 
implemented with respect o the configurations described for alternatives C and D at the time of 
the investigation. It would make the simulation more realistic if the allocations were based on 
known reference frequencies of user files from the various storage devices. 
The proportions in which files are stored in alternatives C and D (see Table 2), are based on 
the following assumptions: for alternative C it is assumed that the most frequently used files are 
stored in the LFS rather than in the CFS. For alternative D the assumption is based on long-term 
Table 2 
CFS (%) LCM (%) LFS (%) LLF (%) 
Al ternat ive  A 100  - -  - -  - -  
Alternative B 90 10 - -  - -  
Alternative C 40 10 50 - -  
Alternative D 20 10 40 30 
Table 3. Frequency distribution of command 
executions 
Commands 
Day(s) RJ VE LF SF 
I 325 547 891 64 
2 407 598 I161 71 
3 392 536 1022 84 
4 575 801 1193 97 
5 631 848 1190 106 
6 477 982 1070 138 
7 628 1291 1412 135 
8 502 817 1295 97 
9 798 1113 1584 66 
10 665 930 1142 41 
Execution probabilities 
0.2020 0.3167 0.4475 0.0338 
CFS = central filestore, LCM = local memory, LFS = local filestore, RJ = runjob, VE = edit, LF = listfile, 
LLF = local loop filestore. SF = sendfile. 
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storage files being stored in the CFS, while the frequently and the less frequently used files are 
stored in the LFS and LLF, respectively. 
The simulation program simulates the execution of four main commands which are frequently 
executed by users in a teaching environment. The probabilities of execution of these four 
commands, runjob (RJ), visual/screen edit (VE), listfile (LF) and sendfile (SF) are shown in 
Table 3. The results were taken from the same monitoring of the GEORGINA system [2] over a 
period of 10 days. The reason for choosing this set of commands i that they form a reasonable 
representative subset of those commands which involve filestore access. 
RJ, LF, SF all involve the communication channel in one way or another; i.e. a user can either 
run his job at the central system, or locally, and retrieve his files from the CFS, or from the LLF, 
or store his files in the CFS, or in the LLF. Inclusion of the VE command was essential, because 
over 30% of all the commands monitored on the departmental GEORGINA system [2] are edit 
commands, and as Holdsworth et al. [3] showed from their monitoring of another teaching system, 
63.7% of the messages produced fall into the edit category. 
This is mainly attributed to the fact that, when creating or inputting (IN), a file from a terminal, 
it is common practice to create first a small file, and then make repeated additions of fresh 
information via the system editor (VE). 
The simulation assumes that whenever a VE command is being serviced, the requested file to 
be edited, if stored in the CFS or in the LLF, is downloaded to the user terminal. On completion 
the file is copied back to the storage device from where it was retrieved. 
The service of the VE command will also be modified in the simulation programs to inversigate 
the effect of downloading only the page required to be edited by the user. This modification will 
help in comparing the performance of the effect of using different units of information transfer. 
Whenever files are retrieved, or stored in the various torage devices of the system, disc transfers 
are performed. These disc transfers influence the performance of the overall system, in that, the 
longer the storage device takes to read (or write) the information, the longer will be the wait time. 
The simulation of the disc access part of the simulation programs does not take into consideration 
record formats on the disc, the interface, controller characteristics and processor speed. 
The simulation assumes the time delay experienced during the transmission ofmessage packets 
via the loop system to be based on the Pierce--Liu mathematical model with respect o the 
asymmetric traffic characteristics formulated by Ranai [4]. This model is an analysis of the average 
time delay experienced in transmitting a message packet from the source node to a destination node 
in the loop network. 
The only point to remember concerning the Pierce-Liu model is that the time delay calculated 
during the transmission of message packets is only the average value. The transmission speed for 
the unidirectional loop simulated for the four alternatives i  assumed to be 1.5 Mbit/s. 
Lastly, the simulation also takes into consideration the existence of system overheads such as 
(1) the time spent scanning the directory entries at the CFS or LLF nodes, (2) the time spent loading 
the programs in the LCM and (3) the time spent at each of the loop interfaces in assembling and 
disassembling message packets to the required format, after and before transmission. 
The system overhead calculation (in seconds) in this investigation is based on the following 
formula: 
system overhead =[k + (filesize/100)]/1000, (4) 
where k is a constant in the range 0 ~< k ~< 100, and filesize is the memory requirement in bytes 
of the file that is being loaded or retrieved in or from the system. The simulation assumes that 
the time incurred by any kind of system overhead that might exist should not exceed 250 ms. For 
this investigation k is assumed to be 25, 50 and 50 respectively for the three system overheads 
mentioned above. 
SIMULATION RESULTS 
The simulation programs for each of the four alternatives under investigation were based on the 
discrete vent oriented approach. A time-ordered list of events which are to occur in the future 
is held in a special time-ordered queue. Standard simulation packages such as Simscript or GPSS 
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Table 4. Simulated percentage of filestore 
jobs 
Table 5. Simulated percentage of  frequency 
of  commands 
Alternatives Alternatives 
Jobs A B C D Commands A B C D 
CFS 100 90.67 46.29 27.00 LF 43.80 45.17 45.86 44.57 
LCM - -  9.33 13.42 16.43 SF 3.20 4.00 2.71 2.57 
LFS - -  - -  40.29 33.43 VE 31.60 33.00 32.57 33.29 
LLF  - -  - -  - -  23.14 ILl 21.40 17.83 18.86 19.57 
Abbreviations as in Table 2. Abbreviations as in Table 3. 
could easily be used for this investigation. Since these packages were not available the simulation 
programs were coded in Pascal. 
The simulation results of the four alternatives A, B, C and D, with respect to the file allocation 
shown in Table 2, are presented in Tables 4 and 5, and are also depicted graphically in Figs 5-8. 
In alternative A, where 100% of the time user files were accessed from the CFS, the average job 
service time ~, calculated over nj = 500, in the system was found to be about 288.86 unit time. The 
simulation of alternative B, where 90.67% (see Table 4) of the time user files were accessed from 
the CFS and from the LCM 9.33% of the time, did not significantly improve the average value 
of ~t, which was found to be about 242.61 unit time. 
This is as expected because, although alternative B has intelligent terminals plugged all round 
the peripheral nodes of the local network, about 90% of the user information is still stored in the 
CFS hence, most of the retrieval of user information still has to take place via the central system 
(CFS). 
The simulation of alternative C reduced the average value of ~t by a further factor of 65%, 
i.e. to about 156.76 unit time. This is because of the existence of the LFS which, according to 
Table 4, showed that 40.29% of the time user files were accessed at the LFS, while 46.29% of the 
time accesses were made at the CFS and 13.42% of the time at the LCM. 
The average value of ~t was further improved to about 89.03 unit time when alternative D was 
simulated. This improvement was mainly due to the introduction of an additional filestore on the 
loop called the LLF. In this simulation, user files were accessed at the LLF 23.14% of the time, 
at the CFS 27% of the time, at the LFS 33.43% of the time and at the LCM 16.43% of the time. 
With regard to 7, which is the CFS's load expressed in unit jobs per unit time (nj = 500), 
alternative D has the highest value of about 0.0879, followed by alternative C with 0.0651, 
alternative B with 0.0371 and alternative A with 0.0361. The average load directed to the CFS, 
which is equal to fl/nj (nj---500), by each job in alternatives A and B is 1.000 and 0.9882, 
respectively, and 0.8746 and 0.6812 in alternatives C and D, respectively. What the results really 
indicate is that a job directed to the CFS in alternative D stands a better chance of being executed 
in a given time period than in the other three alternatives. 
The CFS's mean elapsed time tij in each of the alternatives simulated increases harply as the 
load on the CFS, fl, increases from 0 to about 250 units, followed by a gradual increase thereafter. 
This is seen from Fig. 5, it also shows the performance of the CFS with respect to alternative D 
to be far better than that of the other three alternatives. 
Figure 5 also shows that there is no significant difference in performance between alternatives 
A and B, where most of the retrieval of user information has to be via the central system. 
Distributing the user information among the various storage devices on the loop system elicits a 
marked improvement in the performance of the system, as shown for alternatives C and D. 
This performance improvement is shown in Fig. 6, which is a plot of the CFS disc transfers made 
during the simulation runs against the load fl, on the CFS. Figure 6 shows that the number of CFS 
disc transfers made during the simulation runs is greatest in alternative A followed by alternatives 
B, C and D. 
Compared with alternative A, there is, on average, about 10.07% improvement in the CFS disc 
transfers in alternative B, followed by a further 57.86% improvement i  alternative C and a further 
14.47% improvement in alternative D. This is mainly due to the fact that user information in 
alternatives C and D is far more distributed among the various torage devices on the loop system 
than in alternatives A and B, where most of the user information is concentrated in the central 
system. 
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Figure 7 is a plot of the channel utilization vs the number of jobs processed (nj). This figure 
shows that alternative C has the best utilization of the line as compared to alternatives A, B and 
D. The overall average channel utilization of alternatives A, B, C and D calculated over nj = 500 
are 0.0429, 0.0398, 0.0169 and 0.0195, respectively. 
Although alternative D shows better overall performance, as seen in the previous figures, its 
channel utilization is worse than that of alternative C because of the existence of the LLF. With 
this extra storage device, 23.14% of the jobs executed uring the simulation of alternative D 
involved the LLF and 27% involved the CFS. A total of 50.14% of the jobs executed in alternative 
D involved the usage of the communication channel as compared to 46.29% in alternative C. 
Figure 8 shows the effect of downloading different units of information via the loop. The case 
in which only the page required by the local user is downloaded from the CFS (or the LLF), during 
the execution of a VE or LF command, is compared to the case where complete files in alternative 
D are downloaded. A slight improvement in the performance of the CFS when downloading only 
the page(s) required by the local user is evident. 
CONCLUSIONS 
The simulation results showed that the introduction of local intelligence had only a small effect 
on performance. However, the addition of the LFS made a very major difference, bringing the 
conclusion that off-loading most of the load that is directed to the CFS onto alternative storage 
devices clearly improves the performance of the system both with respect o its average job service 
time and to the channel utilization. 
The inclusion of the LLF made a further improvement, but this was relatively slight, although 
when compared with the worst case alternative (A), it was found to be about 68% better off in 
performance together with an improvement in the average job service time of about 35%. However, 
there was an increase of about 17% in the channel utilization. 
A possible extension to this investigation would be to see how the performance of the four 
suggested alternatives would compare, if the LLF was introduced in alternatives A and B. As it 
stands the LLF is only accompanied by the LFS in alternative D. 
The overall conclusion that may be drawn from the simulations is that, depending on the 
importance placed on the channel utilization or the load on the central system, either alternative 
C or D would be a valid choice for the placement of user information files. If the load on the central 
system is of prime importance, then alternative D would be a better choice. If, on the other hand, 
low channel utilization is the main concern to the user then alternative C would be the right choice. 
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