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The inverse problem of statistical mechanics involves finding the minimal Hamiltonian that is
consistent with some observed set of correlation functions. This problem has received renewed in-
terest in the analysis of biological networks; in particular, several such networks have been described
successfully by maximum entropy models consistent with pairwise correlations. These correlations
are usually weak in an absolute sense (e.g., correlation coefficients ∼ 0.1 or less), and this is some-
times taken as evidence against the existence of interesting collective behavior in the network. If
correlations are weak, it should be possible to capture their effects in perturbation theory, so we
develop an expansion for the entropy of Ising systems in powers of the correlations, carrying this out
to fourth order. We then consider recent work on networks of neurons [Schneidman et al., Nature
440, 1007 (2006); Tkacˇik et al., arXiv:0912.5409 [q–bio.NC] (2009)], and show that even though
all pairwise correlations are weak, the fact that these correlations are widespread means that their
impact on the network as a whole is not captured in the leading orders of perturbation theory.
More positively, this means that recent successes of maximum entropy approaches are not simply
the result of correlations being weak.
I. INTRODUCTION
Most of what is interesting about the phenomena of
life results from interaction among large networks of
elements—protein structures are stabilized by networks
of interactions among amino acids, metabolism is gov-
erned by a network of enzymatic reactions, decisions
about cell fate during embryonic development are deter-
mined by a network of genetic regulatory interactions,
and our perceptions are shaped by dynamic interactions
among networks of neurons. Physicists have long hoped
that the behavior of such large networks could be ap-
proached using ideas from statistical mechanics, and this
idea has been explored most fully in the context of neu-
ral networks [1, 2]. In contrast to the usual statisti-
cal mechanics problems, however, it is not clear how to
measure the macroscopic “thermodynamic” properties of
these networks. On the other hand, a new generation of
experiments is making it possible to observe something
closer to the microscopic state of these networks, for ex-
ample recording the activity of large numbers of neurons
simultaneously [3–5]. Given such data, what can we say
about the global structure of the network?
Although experiments are continually improving, they
will never get to the point that they can sample fully the
state space of even modest sized networks. What such
data can provide, with high precision, is data on a finite
set of correlation functions or expectation values, or the
distributions of some small set of order parameters. To
make progress toward a global description of the network,
we need to solve an inverse problem. In the language of
statistical mechanics, we are given the expectation values
of various operators, and we need to infer the underlying
Hamiltonian. In general, of course, this is ill–posed. Re-
cently, a number of groups have explored the possibility
that this inverse problem can be successfully regularized
using the classical idea of maximum entropy [6].
To make these ideas concrete, note that the electrical
activity in networks of neurons consists of discrete, iden-
tical pulses termed action potentials or spikes [7–9]. In a
small window of time, each neuron either generates one
spike or remains silent, so that the state of the system is
described naturally by Ising spins, spin up for a spike and
spin down for silence. Knowing the mean rate at which
each cell generates spikes is equivalent to knowing the
mean magnetization of each spin, and the probability of
two cells generating spikes in the same small window of
time is related to the spin–spin correlation function. The
maximum entropy model consistent with knowledge of
the mean spike rates and pairwise correlations is then an
Ising model with pairwise interactions [10, 11], and the
relevant inverse problem is to determine the magnetic
fields and spin–spin interactions from measurements of
the magnetization and two–point correlation functions.
In general these systems are inhomogeneous and likely
to be glassy, since neurons can be both positively and
negatively correlated.
Interest in the inverse statistical mechanics approach
to biological networks has been raised by several demon-
strations that maximum entropy models built from pair-
wise correlations succeed in capturing the higher–order
structure of these systems. Examples include neurons
in the retina [11–14], in cultured networks [11, 15], and
in the cortex [16, 17]. An independent stream of work
has shown that functional proteins can be constructed
by drawing randomly from an ensemble of amino acid se-
quences that reproduces the correlations between substi-
tutions at pairs of sites across known families of proteins
[18–21]. This construction is, in certain limits, equivalent
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2to a maximum entropy model [22], and this approach has
now been applied to wide range of different proteins [23–
25]. Pairwise maximum entropy models have also been
used to describe biochemical [26] and genetic [27] net-
works, and even the spelling rules for four letter words
[28].
The full power of statistical mechanics approaches lies
in the limit of large networks. Generations of theoreti-
cal studies have led us to hope for interesting collective
behavior in these systems, which of course becomes clear
only in the large N limit. The maximum entropy con-
struction provides a bridge between these theoretical ex-
pectations and real data [11, 12]. The search for collective
effects in large networks is also a subject of controversy,
and settling these controversies will require actually solv-
ing the inverse problem in large systems. Recent work
suggests some promising approaches, but also highlights
the difficulties of the problem [29–31].
Here we try to make progress on something more mod-
est than the full inverse problem. We start with the ob-
servation that individual pairwise correlations often are
weak in an absolute sense; for example, the correlation
coefficient between the activity of two neurons typically
is C ∼ 0.1 or less. This apparently weak correlation sug-
gests that the effects of correlations will be small, and
indeed if one looks at small groups of neurons this must
be true. More formally, if we believe that correlations
are weak, then it should be possible to capture the im-
pact of these correlations in perturbation theory. Here we
develop this perturbation theory, evaluating the entropy
of an Ising system out to fourth order in the spin–spin
correlations [32]. We apply our results to re–analyze the
correlations among neurons in the vertebrate retina [11].
Our primary conclusions are negative: real networks
of neurons in the retina are outside the regime in which
we can expect the leading orders of perturbation theory
to capture the impact of the measured correlations, and
we argue that this is true more generally for biological
networks. But even this negative result is important, be-
cause it shows us that the successes of maximum entropy
models thus far are not simply the result of correlations
being weak, so that even in groups of 20 of 40 neurons
we are seeing meaningful hints of the emergent, collec-
tive behavior predicted by these models. The perturba-
tion expansion also highlights the difficulties of defining
a thermodynamic limit for these systems.
II. CALCULATION OF THE ENTROPY
We are interested in a system of N spins {σi}, which
represent the states of a biological network. As noted
above, this representation is especially simple for neu-
rons, where σi = +1 marks the occurrence of an action
potential from neuron i in a small time window, while
σi = −1 indicates that neuron i is silent. Although the
problem is quite general, when we want to speak con-
cretely we will use such networks of neurons as our ex-
ample.
Once the number of elements N in our system is large,
no reasonable experiment can lead directly to an estimate
of the full probability distribution P ({σi}) describing the
states of the system as a whole. What we can hope to
measure are expectation values for low–order operators,
such as the mean magnetization of each spin,
〈σi〉 =
∑
{σi}
P ({σi})σi, (1)
and the spin–spin correlation,
〈σiσj〉 =
∑
{σi}
P ({σi})σiσj. (2)
In the maximum entropy formulation, one constructs
a distribution which maximizes the entropy S[P ({σi})],
subject to constraints. The entropy is defined as usual
by
S[P ({σi})] ≡ −
∑
{σi}
P ({σi}) ln [P ({σi})] , (3)
where we measure entropy in nats unless stated other-
wise. One can in principle write down a maximum en-
tropy distribution consistent with higher order correla-
tions, but if we keep just the one–point and two–point
expectation values then the solution to the resulting con-
strained maximization problem is
P ({σi}) = 1
Z({hi, Jij}) exp
∑
i
hiσi +
1
2
∑
i6=j
Jijσiσj

(4)
where Z({hi, Jij}), the partition function, is given by
Z({hi, Jij}) =
∑
{σi}
exp
∑
i
hiσi +
1
2
∑
i6=j
Jijσiσj
 . (5)
The numbers {hi, Jij} are Lagrange multipliers which are
fixed by imposing the constraints in Eq’s (1) and (2). One
immediately recognizes Eq (4) as the Ising model where
the interactions {Jij} exist (potentially) between all pairs
of spins.
The difficulty in computing the entropy S[P ({σi})] di-
rectly from the distribution in Eq (4) is that of imposing
the constraints in Eq’s (1) and (2). This corresponds to
solving the N(N + 1)/2 simultaneous equations
〈σi〉 = ∂ lnZ({hi, Jij})
∂hi
(6)
〈σiσj〉 = ∂ lnZ({hi, Jij})
∂Jij
. (7)
Our goal is to develop a perturbative approach to this
problem. At the risk of being pedantic, we present the
development in some detail, hopefully making the dis-
cussion accessible to a broader audience with interests in
biological networks.
3A. The General Case
Let’s start with a very general approach, in which we
imagine that we know the expectation values for some
set of operators Oˆµ({σi}), µ = 1, 2, · · · ,K. Then the
partition function for the maximum entropy distribution
takes the form
Z({gµ}) =
∑
{σi}
exp
[
K∑
µ=1
gµOˆµ({σi})
]
. (8)
The {gµ} represent the coupling constants of the system,
which arise as Lagrange multipliers in the constrained
maximization problem from which this partition function
originated. The coupling constants are determined by the
K simultaneous equations
〈Oˆµ({σi})〉 = ∂ lnZ
∂gµ
. (9)
We assume that there is some ‘zero order’ condition in
which the expectation values are 〈Oˆµ({σi})〉(0) and the
corresponding coupling constants are g0µ. If we observe
that expectation values are slightly different from their
zero order values, this should have a proportionally small
effect on the entropy, and this is what we want to calcu-
late in perturbation theory.
As is usual in statistical mechanics, we can relate the
entropy to derivatives of the free energy,
S({gµ}) = lnZ({gµ})−
∑
µ
gµ
∂ lnZ({gµ})
∂gµ
. (10)
Note that, in this view, entropy is a function of the cou-
pling constants, and only implicitly a function of the mea-
sured expectation values. To make the dependence on
expectation values explicit, we consider
∂S
∂〈Oˆµ〉
=
∑
ν
∂S
∂gν
∂gν
∂〈Oˆµ〉
(11)
=
∑
ν
[
−
∑
λ
gλ
∂〈Oˆλ〉
∂gν
]
∂gν
∂〈Oˆµ〉
(12)
= −
∑
λ
gλ
[∑
ν
∂〈Oˆλ〉
∂gν
∂gν
∂〈Oˆµ〉
]
(13)
= −gµ. (14)
To use this expression we should view the coupling
constants as functions of the expectation values, gµ =
gµ({〈Oλ}). In the zero order state we have
gµ = g
0
µ ≡ gµ({〈Oλ〉(0)}), (15)
and we measure the deviations from this state as
δgµ = gµ − g0µ. (16)
Similarly, we define the deviation of the operators from
their zeroth order values to be
∆Oˆµ ≡ Oˆµ − 〈Oˆµ〉(0). (17)
Then the entropy in the state we are interested can be
found by integrating, starting from the zero order state:
S = S({〈Oˆα〉(0)})−
∑
µ
g0µ〈∆Oˆµ〉
−
∑
α
∫ {〈∆Oˆµ〉}
{0}
d〈∆Oˆα〉δgα, (18)
where S({〈Oˆα〉(0)}) is the entropy of the zeroth order
distribution.
Now our task is clear—we need to develop a perturba-
tion theory for the coupling constants themselves. The
zeroth order couplings define expectation values with re-
spect to the induced zeroth order distribution in the usual
way,
〈
· · ·
〉(0)
≡ 1
Z0({g0µ})
∑
{σi}
exp
[∑
µ
g0µ Oˆµ({σi})
](
· · ·
)
(19)
Z0({g0µ}) ≡
∑
{σi}
exp
[∑
µ
g0µ Oˆµ({σi})
]
. (20)
Using these definitions, one can rewrite the partition
function as
Z({gµ}) = Z0({g0µ}) exp
(∑
µ
δgµ〈Oˆµ〉(0)
)
×
〈
exp
[∑
µ
δgµ ∆Oˆµ
]〉(0)
(21)
where for convenience we drop the explicit dependence
of our operators on the binary variables. From this ex-
pression we use the cumulant expansion to develop lnZ
as a power series in δg, and then differentiate to obtain
the expectation values. The result is that
〈Oˆµ〉 = 〈Oˆµ〉(0) + 〈∆Oˆµ∆Oˆν〉(0)c δgν +
1
2!
〈∆Oˆµ∆Oˆν∆Oˆλ〉(0)c δgνδgλ +
1
3!
〈∆Oˆµ∆Oˆν∆Oˆλ∆Oˆρ〉(0)c δgνδgλδgρ + · · · , (22)
4where we sum over repeated indices for the remainder of this section. We can rewrite this as
δgα = (χ
−1)αµ〈∆Oˆµ〉 − 1
2!
(χ−1)αµδgνδgλ〈∆Oˆµ∆Oˆν∆Oˆλ〉(0)c −
1
3!
(χ−1)αµδgνδgλδgρ〈∆Oˆµ∆Oˆν∆Oˆλ∆Oˆρ〉(0)c + · · · ,
(23)
where we identify the susceptibility
χµν ≡ 〈∆Oˆµ∆Oˆν〉(0)c . (24)
Iterating this series expansion, we find
δgα = (χ
−1)αµ〈∆Oˆµ〉 − 1
2
(χ−1)αµ(χ−1)βν(χ−1)γλ〈∆Oˆν〉〈∆Oˆλ〉〈∆Oˆµ∆Oˆβ∆Oˆγ〉(0)c
− 1
3!
(χ−1)αµ(χ−1)βν(χ−1)γλ(χ−1)δρ〈∆Oˆν〉〈∆Oˆλ〉〈∆Oˆρ〉〈∆Oˆµ∆Oˆβ∆Oˆγ∆Oˆδ〉(0)c
+
1
2
(χ−1)αµ(χ−1)βν(χ−1)γλ(χ−1)δρ(χ−1)σ〈∆Oˆν〉〈∆Oˆρ〉〈∆Oˆσ〉〈∆Oˆµ∆Oˆβ∆Oˆγ〉(0)c 〈∆Oˆλ∆Oˆδ∆Oˆ〉(0)c
+ · · · . (25)
Having obtained an expression for the couplings perturbatively, we use the coupling constant integration [Eq (18)]
to generate an expansion for the entropy. The result is
S = S({〈Oˆα〉0})− g0µ〈∆Oˆµ〉 −
1
2
(χ−1)αµ〈∆Oˆα〉〈∆Oˆµ〉
+
1
6
(χ−1)αµ(χ−1)βν(χ−1)γλ〈∆Oˆα〉〈∆Oˆν〉〈∆Oˆλ〉〈∆Oˆµ∆Oˆβ∆Oˆγ〉(0)c
−1
8
(χ−1)αµ(χ−1)βν(χ−1)γλ(χ−1)δρ(χ−1)σ〈∆Oˆα〉〈∆Oˆν〉〈∆Oˆρ〉〈∆Oˆσ〉〈∆Oˆµ∆Oˆβ∆Oˆγ〉(0)c 〈∆Oˆλ∆Oˆδ∆Oˆ〉(0)c
+
1
24
(χ−1)αµ(χ−1)βν(χ−1)γλ(χ−1)δρ〈∆Oˆα〉〈∆Oˆν〉〈∆Oˆλ〉〈∆Oˆρ〉〈∆Oˆµ∆Oˆβ∆Oˆγ∆Oˆδ〉(0)c
+ · · · . (26)
These results allow us to express the entropy—or, more
precisely, the maximum possible entropy—as a function
of experimentally observable expectation values, assum-
ing that these are close to some reference state which we
understand exactly.
B. The Pairwise Maximum Entropy Model
In the pairwise maximum entropy model one assumes
that the operators Oˆµ take on two distinct expressions
depending on their index. In the first sector, µ = i ⇒
Oˆµ = σi and in the second µ = ij⇒ Oˆµ = σiσj. The gen-
eral partition function of the last section [Eq (8)] then
reduces to the partition function of the Ising model in
Eq (5). One can write down the entropy for this lat-
ter partition function in perturbation theory in terms of
empirical quantities, namely, in terms of the one- and
two-point correlation functions {〈σi〉} and {〈σiσj〉} re-
spectively. The final form of this entropy is that of our
earlier result, Eq (26). Here, we rewrite Eq (26) in terms
of quantities defined by the pairwise maximum entropy
model, leaving the details of the calculation to the ap-
pendix.
We begin with a form for the partition function which
re-expresses the operators appearing in the pairwise con-
struction such that their expectation values vanish in the
zeroth order distribution. Namely we consider the follow-
ing variant of Eq (5),
Z({hi, Jij}) =
∑
{σi}
exp
∑
i
hiδσi +
∑
i<j
Jijδσiδσj
 .
(27)
where δσi = σi − 〈σi〉(0). The zero order coupling
constants {g0µ} correspond to a noninteracting model,
Jij = 0, with the {h0i } chosen to reproduce the observed
mean magnetizations,
〈σi〉 = 〈σi〉(0) = tanh(h0i ). (28)
One can rewrite the partition function in Eq (27) as
Z({hi, Jij}) = Z0({h0i }) exp
(
−
∑
i
h0i 〈σi〉(0)
)〈
exp
∑
i
δhiδσi +
∑
i<j
Jijδσiδσj
〉(0), (29)
5where
Z0({h0i }) ≡
∑
{σi}
exp
(∑
i
h0i σi
)
. (30)
As usual, zero order expectation values are defined by
〈
· · ·
〉(0)
≡ 1
Z0({h0i })
∑
{σi}
exp
(∑
i
h0i σi
)(
· · ·
)
. (31)
Proceeding as in the general case, we obtain the ana-
logue of Eq (26). The result can depend only on the
experimental one point correlations {〈σi〉(0) = 〈σi〉} and
the experimental two point correlations, which we sum-
marize by the correlation coefficients
Cij ≡ 〈δσiδσj〉√
〈(δσi)2〉(0)
√
〈(δσj)2〉(0)
. (32)
We write the entropy as
S({〈σi〉(0), Cij}) = S0({〈σi〉(0)}) + ∆S({〈σi〉(0), Cij}),
(33)
where
S0 = N +
1
ln 2
N∑
i=1
ln
(
cosh
(
tanh−1(〈σi〉(0))
))
− 1
ln 2
N∑
i=1
〈σi〉(0) tanh−1(〈σi〉(0)) bits (34)
is the entropy of the noninteracting system, and then
collect terms with successive powers of the Cij:
∆S = ∆S2 + ∆S3 + · · · , (35)
where
∆S2({Cij}) = − 1
4 ln 2
∑
i 6=j
Cij
2 bits (36)
∆S3({〈σi〉(0), Cij}) = + 1
3! ln 2
∑
i 6=j j 6=l i 6=l
CijCjlCli +
1
3 ln 2
∑
i 6=j
Cij
3
[
〈σi〉(0)
(δσi)
(0)
rms
][
〈σj〉(0)
(δσj)
(0)
rms
]
bits. (37)
Details of the computation, including the fourth order
term ∆S4, are collected in the Appendices.
C. Remarks on the thermodynamic limit
Many biological networks are large, and it is tempting
to think that the essence of their behavior can be derived
in the thermodynamic limit, N → ∞. We expect that,
in this limit, the entropy is extensive, that is S ∝ N . But
we have to be careful about how we define this limit, and
what is held fixed as N varies.
To illustrate the problem, consider the entropy to sec-
ond order in the correlations (in bits),
S ≈ S0 − 1
4 ln 2
∑
i6=j
Cij
2. (38)
As N becomes large, we can write this as
S ≈ S0 − N(N − 1)
4 ln 2
〈C2〉, (39)
where 〈C2〉 denotes the average squared correlation co-
efficient in the network. It is the entropy per spin which
should be finite as N →∞,
S
N
→ S0
N
− N〈C
2〉
4 ln 2
. (40)
To enforce the existence of a thermodynamic limit, it is
tempting to say that we must have N〈C2〉 be finite as
N grows large. The difficulty is that 〈C2〉 is an exper-
imental quantity, not something we are free to adjust
theoretically.
We recall that, if we are studying a large system with a
well defined geometry and a finite correlation length, then
we expect correlations to decay with the distance between
spins. Roughly speaking, in dimension d we expect that
of the ∼ N2 pairs of spins that we could choose, only
∼ N(ξ/a)d have significant correlations, where a is the
lattice spacing or typical distance between spins. Thus
the mean square correlation will scale as
〈C2〉 ∼ C20
N(ξ/a)d
N2
∼ C
2
0 (ξ/a)
d
N
, (41)
where C0 is the correlation between nearby spins. In
this scenario, N〈C2〉 indeed is finite at large N , and the
entropy is extensive, as it should be.
Because neurons connect through structures (axons
and dendrites) that can be much longer than the spacing
between neurons, many interesting biological networks or
sub–networks do not have a clear notion of geometry or
locality. The result is that correlations need not have a
systematic dependence on the distance between cells, and
so the system is more nearly mean–field–like. In a truly
mean–field system, all Cij would be drawn from the same
6distribution, and to enforce extensivity would require this
distribution to have 〈C2〉 ∝ 1/N . But, again, 〈C2〉 is an
experimentally accessible quantity.
If we have a system of N neurons with connections
that reach across the entire network, it is plausible that
recording from two neurons at random we will measure a
correlation coefficient that is independent of the distance
between cells and represents a sample from the overall
distribution P (C). In the salamander retina, for exam-
ple, there is no systematic relationship between correla-
tions and distance as long as we stay within a radius of
∼ 200µm, and within such a correlated patch there are
N ∼ 200 cells [33]. In such networks, 〈C2〉 is a number
we can measure by sampling many pairs of cells, even if
we can never record from all N cells simultaneously.
If we imagine networks with different values of N but
the same value of 〈C2〉, corresponding to what we mea-
sure in a real network, this family of hypothetical net-
works will have an entropy per spin that varies with N ,
even at large N . In this sense, there is no simple thermo-
dynamic limit. We can think about increasing N at fixed
〈C2〉 as being like changing temperature, as in the quali-
tative discussion of Ref [11], or we can try to estimate the
actual value of N〈C2〉 in the real system, and imagine a
system in which N →∞ but N〈C2〉 is fixed to its exper-
imental value. A key point, which will be reinforced by
the more detailed calculations below, is that N〈C2〉 can
be large even when all Cij are small, so that the impact
of correlations on the entropy per spin depends on the
size of the system.
III. RESULTS FOR A NETWORK OF REAL
NEURONS
Interest in maximum entropy approaches to real bio-
logical networks was stimulated by Ref [11], which ana-
lyzed the responses of neurons in a small patch of the
salamander retina as they responded to a naturalistic
movie. The experiment used an array of electrodes to
record from forty neurons within a radius of ∼ 200µm,
a region throughout which there is no systematic depen-
dence of correlations on distance, as described above. It
is reasonable, then, to view this experiment as a sample
from the ∼ 200 neurons in the patch. In this sample, the
distribution of correlation coefficients is peaked near zero,
with almost all the weight at C < 0.1; a substantial frac-
tion of correlation coefficients are negative, and the ex-
periment is long enough that the threshold for statistical
significance is |C| ∼ 0.001. These weak pairwise correla-
tions coexist with signatures of interesting collective be-
havior, such as a long tail in the probability that K of the
N cells spike simultaneously, and dramatic discrepancies
between the probability of different 10–cell patterns of
response and the probabilities predicted if each cell were
acting independently. These discrepancies are resolved in
the maximum entropy model. This detailed analysis of
patterns of response in small sub–networks was extended
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FIG. 1: Entropy vs the strength of correlations for 20
cells. As explained in the text, we consider a popula-
tion of neurons with measured mean spike rates {〈σi〉} and
correlation coefficients scaled by a factor F , Cij → FCij.
‘2nd order’ refers to the entropy to second order in per-
turbation theory i.e., S({〈σi〉(0), FCij}) = S0({〈σi〉(0)}) +
∆S2({FCij}) and similarly for the other orde s. We note that
at F ∼ 0.5, ∆S3({〈σi〉(0), FCij}) is roughly the same size as
∆S2({FCij})—perturbation theory is breaking down. Corre-
lations for which F & 0.5 can thus be considered to be large.
to groups of 20 and 40 cells [12, 14], showing for example
that three–point correlations are well predicted from the
maximum entropy model that incorporates only pairwise
interactions. These successes invite extrapolation to the
behavior of larger groups of cells, where collective effects
are predicted to be even more dramatic [11, 12, 14].
Here we are interested in reanalyzing the data of Ref
[11] using our perturbation theory for the entropy. We
lean on the results of Ref [12], where numerical meth-
ods were used to construct the pairwise maximum en-
tropy models for groups of N = 20 neurons (exactly) and
N = 40 neurons (approximately, matching the measured
Cij within ∼ 1%). These results give us essentially ex-
act answers for the (maximum) entropy in these groups
of cells, against which our perturbative results can be
compared.
We would also like to have an internal standard for the
validity of perturbation theory. As usual, we can obtain
such a criterion by asking whether successive orders of
perturbation theory provide progressively smaller correc-
tions, in this case to the entropy. To gain control of the
calculation, we imagine a population of neurons in which
all correlation coefficients have been scaled by a factor F ,
Cij → FCij, but the mean spike rates (the expectation
values 〈σi〉) are held fixed. Certainly as F → 0 pertur-
bation theory should work, and as we increase F → 1
we approach the real system. In Fig 1 we present the
entropy as a function of F for a group of N = 20 cells,
as calculated in different orders of perturbation theory,
comparing the exact results [34].
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FIG. 2: Entropy vs F for (left to right) 15, 10 and 5 cells. These groups are nested subsets of the 20 cells used in Figure 1.
We see from Fig 1 that, at F = 1, the third and fourth
order contributions to the entropy overcorrect the sec-
ond order approximation. The perturbative formalism
at this scale of the correlations lies outside its range of
validity. Scaling F → 0, we see gross agreement be-
tween the perturbative results and the numerical result
with convergence at roughly F = 0.3. Comparing only
successive contributions to the deviation of the entropy
from the independent entropy we note that the magni-
tude of the third order correction |∆S3({〈σi〉(0), FCij})|
is roughly the same as the magnitude of the second order
correction |∆S2({FCij})| at F ∼ 0.5. Qualitatively then,
it is at these values of the correlations that the pertur-
bative formalism for N = 20 cells is breaking down and
thus for F & 0.5, the correlations are effectively strong.
As discussed in relation to the thermodynamic limit,
our perturbation series mixes a dependence on the cor-
relations themselves with a dependence on the size of
the system. If the scale of correlations is held fixed (for
example, at the experimentally observed values!), then
convergence of the series depends upon N . At smaller
N , we expect that the perturbative approach will work
for larger values of the correlations. To see this, we ex-
plicitly consider subsets of 15, 10, and 5 cells out the 20
we have analyzed so far. For these different values of N
we again trace the perturbative predictions for the en-
tropy as a function of F , which scales the correlations
relative to their experimental values; results are shown
in Fig 2.
For 15 and 10 cells, we do not see convergent be-
haviour of the series, and again the fourth order con-
tribution ∆S4({〈σi〉(0), FCij}) significantly compensates
for the third order contribution ∆S3({〈σi〉(0), FCij}). For
5 cells, the series seems to be displaying convergent
behaviour, with each successive correction representing
some fraction of the last one. Also, in this case the se-
ries makes the sensible prediction that the entropy of the
correlated system is smaller than when the correlations
are zero; even this basic fact seems outside the reach of
perturbation theory at larger N .
Although it might be interesting to know the particu-
lar answer for the entropy in specific groups of neurons,
we are more interested in the overall validity of our per-
turbative approach. As suggested above, we can think
of any N cells we study as being drawn out of a larger
population, and in this population we can compute av-
erages of the correlations in the combinations that enter
the series for the entropy; our first example above was in
Eq (39), and we can do this for every term in the series.
Up to third order, this yields
S(N,F ) = N
(
1 +
1
ln 2
〈ln
(
cosh
(
tanh−1(〈σi〉(0))
))
〉 − 1
ln 2
〈〈σi〉(0) tanh−1(〈σi〉(0))〉
)
− 1
4 ln 2
N(N − 1)F 2〈Cij2〉i6=j
+
1
3 ln 2
N(N − 1)F 3
〈
Cij
3 〈σi〉(0)
(δσi)
(0)
rms
〈σj〉(0)
(δσj)
(0)
rms
〉
i6=j
+
1
3! ln 2
N(N − 1)(N − 2)F 3〈CijCjlCli〉i6=j,j6=l,l6=i bits (42)
where again, the averages 〈. . .〉 above are taken empiri-
cally.
Two conditions will guide us in constructing a sensible
regime of validity for the series. The first is that, as with
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FIG. 3: Regime of validity (green) for the perturbative entropy S(N,F ) expressed as a function of the number of cells N and
the correlation scale factor F . At left, results to third order in perturbation theory. The green region corresponds to that
part of our configuration space where the magnitude of the third order correction is less than 90% of the magnitude of the
second order correction (|∆S3(N,F )| < 0.9|∆S2(N,F )|) and the total correlated entropy is less than the independent entropy.
We have not included the fourth order term ∆S4(N,F ) in our considerations here. At right, green region corresponds to
that part of our configuration space where the magnitude of the fourth order correction is less than 90% of the magnitude
of the third order correction which is in turn less than 90% of the magnitude of the second order correction (|∆S4(N,F )| <
0.9|∆S3(N,F )| , |∆S3(N,F )| < 0.9|∆S2(N,F )|) and the total correlated entropy is less than the independent entropy.
any perturbative series, successive corrections in the se-
ries must be less than some fraction of the previous order
correction. We will use, for the sake of being concrete, a
figure of 90%. By this measure, the perturbative series
will be said to have convergent behaviour at some com-
bination of N and F if the magnitude of the k’th order
correction |∆Sk(N,F )| is less than 90% of the magni-
tude of the (k− 1)’th order correction |∆Sk−1(N,F )| for
all k ≥ 3 included in the construction of the space. We
also insist that a valid perturbation theory must predict
the entropy of the correlated system to be smaller than
that of the uncorrelated (F = 0) system, order by order.
With these criteria, we outline the regions of validity for
perturbation theory in Fig 3. We emphasize that these
results are a combination of theory with the empirical val-
ues for different moments of the correlation coefficients
in the network of retinal neurons [11].
IV. DISCUSSION
Most of what has been learned about the function of
the brain, as well as other biological networks, has been
learned by studying the activity of individual elements—
the spikes generated by single neurons, the expression
levels of single genes, the concentrations of particular
metabolites, and so on. Our intuition from statistical
mechanics is that these large networks should have in-
teresting collective behaviors. A first step in searching
for collective effects is to look for correlations between
elements, and this has been explored in a wide variety of
experiments; in the case of neural networks, this effort
dates back roughly forty years [35, 36].
It commonly is observed that correlations among neu-
rons are weak but widespread. Thus, almost all pairs
of cells that plausibly are involved in the same neural
functions have statistically significant, but small, cor-
relations; examples include the retinal neurons consid-
ered here [11], as well as in cerebral cortex [37]. If we
ask about the implications of these weak correlations for
the function of pairs of neurons, the answer must be
that the effects are proportionally small. But because
the correlations are widespread, it is possible that the
∼ N2 correlated pairs add up to provide a signature of
a qualitatively important collective effect. Recent work
has made this idea explicit, using the maximum entropy
method to map data on the pattern of pairwise corre-
lations into a statistical mechanics model of the whole
network [11, 12, 14].
Although the maximum entropy approach to describ-
ing networks of neurons has had some success, it could
be that these successes are not probing a regime in which
collective effects are possible. In particular, if correla-
tions are weak enough, one can imagine that a mini-
malist (i.e., maximum entropy) account of their impact
succeeds, but for the trivial reason that all effects are
minimal; this pessimistic claim has been made explicitly
[38]. In this setting, pessimism about what we are learn-
ing from maximum entropy analyses of real neural data
is equivalent to optimism about the utility of perturba-
9tion theory. Perhaps amusingly, optimism about the de-
tectability of collective behavior favored by physics–style
models is equivalent to pessimism about the utility of one
the physicists’ favorite tools, perturbation theory.
Our main technical result is the development of a per-
turbation series that relates the maximum entropy to the
observed pattern of pairwise correlations. To use this re-
sult, we imagine a population of N neurons in which the
distribution of mean spike rates is what one observes ex-
perimentally, and the distribution of correlations is as
observed but scaled uniformly by a factor F . Then we
can study the entropy as a function of N and F . We
note that the real system corresponds to F = 1, and
maximum entropy analyses have been pushed to N = 40
using real data [12, 14]. Figure 3 shows, unambiguously,
that this is outside the regime in which we can expect
the low orders of perturbation theory to give reliable an-
swers. Conversely, this means that the successes of the
maximum entropy approach provide hints of interesting
collective behavior, which is consistent with the obser-
vation of multiple locally stable states and an incipient
critical point [12, 14]; for more on criticality in biological
networks, see Ref [39].
More generally, as we look at larger networks—perhaps
the ∼ 102 of transcription factors controlling gene expres-
sion in a single celled organism, or the tens of thousands
of cells in small patch of visual cortex—the maximum
correlations that can be captured in low orders of per-
turbation theory become smaller and smaller. For the
small patch of retina we have been discussing, the rele-
vant N ∼ 200, where the validity of perturbation theory
is limited to F . 0.1, corresponding to correlations ten
times smaller than what is seen experimentally.
Much of the work on correlations in biological networks
is focused on the more limited question of whether a
particular element in the correlation matrix is statisti-
cally significant. Roughly speaking, if we make K in-
dependent measurements, we expect that the threshold
for statistical significance scales as C∗ ∝ 1/√K. On the
other hand, depending on the pattern of correlations, the
threshold for breakdown of perturbation theory can scale
as Cs ∝ N or Cs ∝
√
N . If we are in the limit where
Cs < C
∗, we have a serious problem: even ‘insignificant’
correlations could be so large that they lead to a break
down of perturbation theory. Put another way, in this
limit the statistical power of the experiments is so poor
that it can fail to detect even the signatures of collective
behavior in the network, let alone more subtle patterns
of truly weak correlation. This means that the number
of measurements we need to make to provide a meaning-
ful characterization of the correlations between two ele-
ments grows with the size of the network in which these
elements are embedded. Note that this is in contrast to
the usual statistical intuition, and provides a sobering
message for experimentalists.
To summarize, the real patterns of pairwise correla-
tions in biological networks—certainly the network of
neurons that we consider in detail—fall outside the
regime in which the low orders of perturbation theory
can capture their impact on the states of the network as
a whole. This is bad news for actually solving the inverse
problem, but good news in that it means the successes of
maximum entropy approaches to these networks are not
simply the result of correlations being weak.
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Appendix A: Details of the expansion
The pairwise maximum entropy partition function is given by Eq (29), which we restate here for reference:
Z({hi, Jij}) = Z0({h0i }) exp
(
−
∑
i
h0i 〈σi〉(0)
)〈
exp
∑
i
δhiδσi +
∑
i<j
Jijδσiδσj
〉(0). (A1)
We make the following identifications to align the form of our partition function [Eq (A1)] with that of the generic
case discussed earlier:
gα = g
0
α + δgα ≡
{
h0i + δhi α→ i
∑
α →
∑
i
0 + Jij α→ ij
∑
α →
∑
i<j
∆Oˆα ≡
{
δσi α→ i
δσiδσj α→ ij (i < j)
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We obtain an expression which deviates slightly from that of the corresponding equation for the generic case in Eq
(21),
Z({gµ}) = Z0({g0µ}) exp
(
−
∑
i
h0i 〈σi〉(0)
)〈
exp
(∑
α
δgα∆Oˆα
)〉(0)
. (A2)
Utilizing the definition of the cumulant expansion and noting that here, 〈∆Oˆα〉(0)c = 〈∆Oˆα〉(0) = 0 for all α, we find
that
Z({gµ}) = Z0({g0µ}) exp
(
−
∑
i
h0i 〈σi〉(0)
)
× exp
(
1
2!
∑
µ,ν
δgµδgν〈∆Oˆµ∆Oˆν〉(0)c +
1
3!
∑
µ,ν,λ
δgµδgνδgλ 〈∆Oˆµ∆Oˆν∆Oˆλ〉(0)c + · · ·
)
(A3)
where again 〈. . .〉(0)c represents the cumulant of the enclosed operator with respect to the zeroth order distribution.
One can show that equations Eq (23) to (25) hold now for the pairwise maximum entropy distribution as well. However
in this instance we can elaborate on the final generic form for the perturbed couplings Eq (25), as one can explicitly
calculate the susceptibility [Eq (24)] as follows,
χµν ≡ 〈∆Oˆµ∆Oˆν〉(0)c = 〈∆Oˆµ∆Oˆν〉(0) − 〈∆Oˆµ〉(0)〈∆Oˆν〉(0). (A4)
The indices µ and ν can take on forms i or ij giving us three unique combinations of indices for the quantity χµν . A
short calculation shows that only cases where the same form of index appears in χµν does one obtain a nonzero value.
Therefore one has that
χµν = δµνf(µ) (A5)
with no sum over the repeated index [on the right hand side of Eq (A5)], where δµν is the Kronecker delta function
and
f(µ) ≡
{ 〈(δσi)2〉(0) for µ = i
〈(δσi)2〉(0)〈(δσj)2〉(0) for µ = ij.
Given these results, the expression for the perturbed couplings in Eq (25) becomes
δgµ =
〈∆Oˆµ〉
f(µ)
− 1
2
1
f(µ)
〈∆Oˆβ〉
f(β)
〈∆Oˆγ〉
f(γ)
〈∆Oˆµ∆Oˆβ∆Oˆγ〉(0)c
− 1
3!
1
f(µ)
〈∆Oˆβ〉
f(β)
〈∆Oˆγ〉
f(γ)
〈∆Oˆδ〉
f(δ)
〈∆Oˆµ∆Oˆβ∆Oˆγ∆Oˆδ〉(0)c
+
1
2
1
f(µ)
1
f(γ)
〈∆Oˆβ〉
f(β)
〈∆Oˆσ〉
f(σ)
〈∆Oˆτ 〉
f(τ)
〈∆Oˆµ∆Oˆβ∆Oˆγ〉(0)c 〈∆Oˆγ∆Oˆσ∆Oˆτ 〉(0)c + · · · . (A6)
where we sum over repeated indices and do not sum over indices in the argument of our function f(· · ·).
We can reconstruct Equation (18) for the entropy in terms of the couplings by starting with
S({gµ}) = lnZ({gµ})− gµ ∂ lnZ({gµ})
∂(δgµ)
. (A7)
Taking derivatives with respect to the perturbed couplings one finds that
∂S
∂ (δgβ)
= −gα ∂〈∆Oˆα〉
∂ (δgβ)
(A8)
which implies a relation for the entropy as a function of the couplings analogous to Eq (14),
∂S
∂〈∆Oˆα〉
= −gα
(
{〈∆Oˆµ〉}
)
. (A9)
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Integrating this equation from the set of zeroth order expectation values (the uncorrelated network) up to the exper-
imental values of the correlations, one finds that
S = S0 − g0α〈∆Oˆα〉 −
∫ {〈∆Oˆα〉}
{0}
d〈∆Oˆα〉δgα
(
{〈∆Oˆµ〉}
)
(A10)
where S0 is the entropy computed from the zeroth order partition function; namely, the entropy for the noninteracting
or independent system. Again, the values of the one–point correlations {〈σi〉} which one gleans from experiment are
those that result in the no interaction limit, that is for i = 1, . . . , N ,
〈σi〉 = 〈σi〉(0) = tanh(h0i ). (A11)
This assumption forces 〈∆Oˆα〉 = 0 for α = i and notably fixes the N zeroth order couplings in the problem. Combining
Eq (A10) for the entropy, and Eq (A6) for the perturbed couplings, one obtains
S = S0 + ∆S (A12)
where for an array of N cells, the independent entropy S0, is given by
S0 = N ln 2 +
N∑
i=1
ln
(
cosh
(
tanh−1(〈σi〉(0))
))
−
N∑
i=1
〈σi〉(0) tanh−1(〈σi〉(0)) (A13)
and the deviation of the entropy from this independent result is given by
∆S = −1
2
〈∆Oˆα〉〈∆Oˆα〉
f(α)
+
1
3.2!
〈∆Oˆα〉
f(α)
〈∆Oˆβ〉
f(β)
〈∆Oˆγ〉
f(γ)
〈∆Oˆα∆Oˆβ∆Oˆγ〉(0)c
+
1
4.3!
〈∆Oˆα〉
f(α)
〈∆Oˆβ〉
f(β)
〈∆Oˆγ〉
f(γ)
〈∆Oˆδ〉
f(δ)
〈∆Oˆα∆Oˆβ∆Oˆγ∆Oˆδ〉(0)c
− 1
4.2
1
f(λ)
〈∆Oˆα〉
f(α)
〈∆Oˆβ〉
f(β)
〈∆Oˆγ〉
f(γ)
〈∆Oˆδ〉
f(δ)
〈∆Oˆα∆Oˆβ∆Oˆλ〉(0)c 〈∆Oˆλ∆Oˆγ∆Oˆδ〉(0)c + · · · . (A14)
For notational simplicity we will rewrite Eq (A14), splitting it into its component parts as follows:
∆S = ∆S2 + ∆S3 + ∆S4 + . . . (A15)
where
∆S2 ≡ −1
2
〈∆Oˆα〉〈∆Oˆα〉
f(α)
(A16)
∆S3 ≡ 1
3.2!
〈∆Oˆα〉
f(α)
〈∆Oˆβ〉
f(β)
〈∆Oˆγ〉
f(γ)
〈∆Oˆα∆Oˆβ∆Oˆγ〉(0)c (A17)
∆S4 ≡ 1
4.3!
〈∆Oˆα〉
f(α)
〈∆Oˆβ〉
f(β)
〈∆Oˆγ〉
f(γ)
〈∆Oˆδ〉
f(δ)
〈∆Oˆα∆Oˆβ∆Oˆγ∆Oˆδ〉(0)c
− 1
4.2
1
f(λ)
〈∆Oˆα〉
f(α)
〈∆Oˆβ〉
f(β)
〈∆Oˆγ〉
f(γ)
〈∆Oˆδ〉
f(δ)
〈∆Oˆα∆Oˆβ∆Oˆλ〉(0)c 〈∆Oˆλ∆Oˆγ∆Oˆδ〉(0)c (A18)
are the second, third and fourth order contributions to the total deviation of the entropy from its independent value
respectively.
To complete the calculation, one can explicitly compute the contribution of each of the terms in Eq (A14) to the
deviation of the entropy from its independent value in Eq (A13) . For the sake of completeness we will outline this
computation for the contribution of the third order term ∆S3 to ∆S and then simply state the result up to fourth
order.
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Appendix B: The third order contribution
Consider the third order term ∆S3 (in nats),
∆S3 =
1
3.2!
〈∆Oˆα〉
f(α)
〈∆Oˆβ〉
f(β)
〈∆Oˆγ〉
f(γ)
〈∆Oˆα∆Oˆβ∆Oˆγ〉(0)c . (B1)
By assumption, 〈∆Oˆα〉 = 0 for α = i so the only terms which contribute to the sum above are those for which α = ij.
Note also that
〈∆Oˆα∆Oˆβ∆Oˆγ〉(0)c = 〈∆Oˆα∆Oˆβ∆Oˆγ〉(0) + (terms that vanish). (B2)
In the only nonzero sector of the above sum, we have, restoring the sums explicitly in our expression,
∆S3 =
1
3!
1
23
∑
i6=j k 6=l m 6=n
〈δσiδσj〉〈δσkδσl〉〈δσmδσn〉 〈δσiδσjδσkδσlδσmδσn〉
(0)
〈(δσi)2〉(0)〈(δσj)2〉(0)〈(δσk)2〉(0)〈(δσl)2〉(0)〈(δσm)2〉(0)〈(δσn)2〉(0)
.
(B3)
The correlation function
〈δσiδσjδσkδσlδσmδσn〉(0)
vanishes if the individual deviations δσi are left unpaired in the sum in which they reside. This means that one has
two distinct contributions to the sum, one where the deviations δσi are paired off (e.g., i = k, j = m, l = n) and one
where three indices are equal (e.g., i = k = m and j = l = n). The symmetry properties of the sum under investigation
dictate that there are eight identical contributions to ∆S3 from the former and four identical contributions to ∆S3
from the latter. Thus we obtain
∆S3 =
1
3!
∑
i6=j j 6=l i 6=l
〈δσiδσj〉〈δσiδσl〉〈δσjδσl〉
〈(δσi)2〉(0)〈(δσj)2〉(0)〈(δσl)2〉(0)
+
4
2.3!
∑
i6=j
〈δσiδσj〉3
〈(δσi)2〉(0)3/2〈(δσj)2〉(0)3/2
 〈σi〉(0)〈σj〉(0)√
〈(δσi)2〉(0)
√
〈(δσj)2〉(0)
 .
Writing this in terms of the two point correlations {Cij} introduced in Eq (32), we obtain the following expression for
the third order contribution to the entropy
∆S3 = ∆S3({〈σi〉0, Cij})
=
1
3!
∑
i6=j j 6=l i 6=l
CijCjlCli +
1
3
∑
i6=j
Cij
3
[
〈σi〉(0)
(δσi)
(0)
rms
][
〈σj〉(0)
(δσj)
(0)
rms
]
(B4)
where (δσi)
(0)
rms ≡
√
〈(δσj)2〉(0).
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Appendix C: The fourth order contribution
One can employ a similar technique to that of the last subsection in computing the remaining terms in the con-
struction of the entropy. Here we will simply state the final result for the entropy to fourth order in the correlation
coefficients {Cij}:
S = S({〈σi〉(0), Cij})
= N +
1
ln 2
N∑
i=1
ln
(
cosh
(
tanh−1(〈σi〉(0))
))
− 1
ln 2
N∑
i=1
〈σi〉(0) tanh−1(〈σi〉(0))
− 1
4 ln 2
∑
i 6=j
Cij
2
+
1
3! ln 2
∑
i6=j j 6=l i 6=l
CijCjlCli +
1
3 ln 2
∑
i 6=j
Cij
3
[
〈σi〉(0)
(δσi)
(0)
rms
][
〈σj〉(0)
(δσj)
(0)
rms
]
− 1
24 ln 2
∑
i 6=j
Cij
4
1 + 9〈σi〉(0)2 − 3〈σj〉(0)2 + 9〈σi〉(0)2〈σj〉(0)2
(δσi)
(0)
rms
2
(δσj)
(0)
rms
2

− 1
4 ln 2
∑
i6=j i 6=n j 6=n
Cij
2Cin
2
− 1
8 ln 2
∑
i6=j j 6=n n 6=l l 6=i i 6=n j 6=l
CijCjnCnlCli +O(C
5) bits. (C1)
[1] JJ Hopfield, Neural networks and physical systems with
emergent collective computational abilities. Proc Nat’l
Acad Sci (USA) 79, 2554–2558 (1982).
[2] DJ Amit, Modeling Brain Function: The World of At-
tractor Neural Networks (Cambridge University Press,
Cambridge, 1989).
[3] R Segev, J Goodhouse, JL Puchalla & MJ Berry II,
Recording spikes from a large fraction of the ganglion
cells in a retinal patch. Nat Neurosci 7, 1155–1162 (2004).
[4] D Gunning, C Adams, W Cunningham, K Mathieson,
V O’Shea, KM Smith, EJ Chichilnisky, AM Litke & M
Rahman, 30 µm spacing 519–electrode arrays for in vitro
retinal studies. Nuc Inst Methods A 546, 148–153 (2005).
[5] S Suner, MR Fellows, C Vargas–Irwin, GK Nakata &
JP Donoghue, Reliability of signals from a chronically
implanted, silicon–based electrode array in non–human
primate primary motor cortex. IEEE Trans Neural Sys
Rehab Eng 13, 524–541 (2005).
[6] ET Jaynes, Information theory and statistical mechanics.
Phys Rev 106, 620–630 (1957).
[7] ED Adrian, The impulses produced by sensory nerve end-
ings: Part I. J Physiol (Lond) 61, 49–72 (1926).
[8] ED Adrian & Y Zotterman, The impulses produced by
sensory nerve endings: Part II. The response of a single
end–organ. J Physiol (Lond) 61, 151–171 (1926).
[9] F Rieke, D Warland, R de Ruyter van Steveninck & W
Bialek Spikes: Exploring the Neural Code. (MIT Press,
Cambridge, 1997).
[10] E Schneidman, S Still, MJ Berry II & W Bialek, Network
information and connected correlations. Phys Rev Lett
91, 238701 (2003); arXiv:physics/0307072.
[11] E Schneidman, MJ Berry II, R Segev & W Bialek, Weak
pairwise correlations imply strongly correlated network
states in a neural population. Nature 440, 1007–1012
(2006); arXiv:q–bio.NC/0512013.
[12] G Tkacˇik, E Schneidman, MJ Berry II & W Bialek,
Ising models for networks of real neurons. arXiv:q–
bio.NC/0611072 (2006).
[13] J Shlens, GD Field, JL Gauthier, MI Grivich, D Petr-
usca, A Sher, AM Litke & EJ Chichilnisky, The struc-
ture of multi–neuron firing patterns in primate retina. J
Neurosci 26, 8254–8266 (2006).
[14] G Tkacˇik, E Schneidman, MJ Berry II & W Bialek,
Spin glass models for a network of real neurons.
arXiv:0912.5409 [q–bio.NC] (2009).
[15] A Tang, D Jackson, J Hobbs, W Chen, JL Smith, H
Patel, A Prieto, D Petrusca, MI Grivich, A Sher, P Hot-
towy, W Dabrowski, A Litke & JM Beggs, A maximum
entropy model applied to spatial and temporal correla-
tions from cortical networks in vitro. J Neursoci 28, 505–
518 (2008).
[16] S Yu, D Huang, W Singer & D Nikolic´, A small world of
neural synchrony. Cereb cortex 18, 2891–2901 (2008).
[17] See also the presentations at the 2007 meeting of the So-
ciety for Neuroscience, http://www.sfn.org/am2007. IE
Ohiorhenuan & JD Victor, Maximum–entropy analysis
of multi–neuron firing patterns in primate V1 reveals
stimulus–contingent patterns, 615.8/O01. MA Sacek, TJ
Blanche, JK Seamans & NV Swindale, Accounting for
network states in cortex: are pairwise correlations suffi-
14
cient?, 790.1/J12.
[18] SW Lockless & R Ranganathan, Evolutionarily con-
served pathways of energetic connectivity in protein fam-
ilies. Science 286, 295–299 (1999).
[19] GM Su¨el, SW Lockless, MA Wall & R Ranganathan,
Evolutionarily conserved networks of residues mediate al-
losteric communication in proteins. Nat Struct Biol 10,
59–69 (2003).
[20] M Socolich, SW Lockless, WP Russ, H Lee, KH Gardner
& R Ranganathan, Evolutionary information for specify-
ing a protein fold. Nature 437, 512– 518 (2005).
[21] WP Russ, DM Lowery, P Mishra, MB Yaffe & R Ran-
ganathan, Natural–like function in artificial WW do-
mains. Nature 437, 579–583 (2005).
[22] W Bialek & R Ranganathan, Rediscovering the power
of pairwise interactions. arXiv.org:0712.4397 [q–bio.QM]
(2007).
[23] M Weigt, RA White, H Szurmant, JA Hoch & T
Hwa, Identification of direct residue contacts in protein–
protein interaction by message passing. Proc Nat’l Acad
Sci (USA) 106, 67–72 (2009).
[24] T Mora, AM Walczak, W Bialek & CG Callan Jr, Max-
imum entropy models for antibody diversity. Proc Nat’l
Acad Sci (USA) 107, 5405–5410 (2010); arXiv:0912.5175
[q–bio.GN] (2009).
[25] N Halabi, O Rivoire, S Leibler & R Ranganathan, Protein
sectors: Evolutionary units of three–dimensional struc-
ture. Cell 138, 774–786 (2009).
[26] G Tkacˇik, Information Flow in Biological Networks (Dis-
sertation, Princeton University, 2007).
[27] TR Lezon, JR Banavar, M Cieplak, A Maritan & NV
Federoff, Using the principle of entropy maximization to
infer genetic interaction networks from gene expression
patterns. Proc Nat’l Acad Sci (USA) 103, 19033–19038
(2006).
[28] GJ Stephens & W Bialek, Statistical mechanics of letters
in words. Phys Rev E 81, 066119 (2010); arXiv:0801.0253
[q–bio.NC] (2008).
[29] T Broderick, M Dud´ık, G Tkacˇik, RE Schapire & W
Bialek, Faster solutions of the inverse pairwise Ising prob-
lem. arXiv:0712.2437 [q–bio.QM] (2007).
[30] M Me´zard & T Mora, Constraint satisfaction problems
and neural networks: A statistical physics perspective.
J Physiol (Paris) 103, 107–113 (2009); arXiv:0803.3061
(2008).
[31] V Sessak & R Monasson, Small–correlation expansions
for the inverse Ising problem. J Phys A 42, 055001
(2009); arXiv:0811.3574 (2008).
[32] Our approach is closely related to that of Ref [31].
[33] JL Puchalla, E Schneidman, RA Harris & MJ Berry II,
Redundancy in the population code of the retina. Neuron
46, 493–504 (2005).
[34] We thank G Tkacˇik for computing these quantities from
the results in Refs [12, 14].
[35] GL Gerstein & WA Clark, Simultaneous studies of fir-
ing patterns in several neurons. Science 143, 1325–1327
(1964).
[36] DH Perkel, GL Gerstein & GP Moore, Neuronal spike
trains and stochastic point processes. II. Simultaneous
spike trains. Biophys J 7, 419–440 (1967).
[37] For a recent example see MA Smith & A Kohn, Spatial
and temporal scales of neuronal correlation in primary
visual cortex. J Neurosci 28, 12591–12603 (2008).
[38] Y Roudi, S Nirenberg & P Latham, Pairwise maximum
entropy models for studying large biological systems:
when they can and when they can’t work. PLoS Comp
Biol 5, e1000380 (2009); arXiv.org:0811.0903 (2008).
We note that in their survey of maximum entropy ap-
proaches, Roudi et al did not consider the results of Ref
[12]. This might be significant, since Ref [12] looks at
groups of N = 40 neurons, noticeably larger than in other
work.
[39] T Mora & W Bialek, Are biological systems poised at
criticality? arXiv:1012.2242 [q–bio.QM] (2010).
