Abstract. Given a parametrization of a rational plane algebraic curve C, some explicit adjoint pencils on C are described in terms of determinants. Moreover, some generators of the Rees algebra associated to this parametrization are presented. The main ingredient developed in this paper is a detailed study of the elimination ideal of two homogeneous polynomials in two homogeneous variables that form a regular sequence.
Introduction
Suppose we are given a rational map
where g 1 , g 2 , g 3 are homogeneous polynomials of degree d ≥ 1 in the polynomial ring K[X 1 , X 2 ] with K a field. We assume that g 1 , g 2 , g 3 are not all zero and that the greatest common divisor of g 1 , g 2 , g 3 over K[X 1 , X 2 ] has degree < d, so that the closed image of the rational map φ is a rational algebraic plane curve C. The geometric modeling community is interested in the manipulation of parametrized algebraic plane curves and has developed many tools for this purpose in the last decade. One of them is what is called the moving curve ideal [Cox08] . Denoting by T = (T 1 , T 2 , T 3 ) the homogeneous coordinates of P 2 K , a moving curve of degree ν ≥ 0 is a polynomial α1,α2,α3≥0 α1+α2+α3=ν A α1,α2,α3 (X 1 , X 2 ) T where A α1,α2,α3 (X 1 , X 2 ) ∈ K[X 1 , X 2 ]. Such a moving curve is said to follow the parametrization φ if α1,α2,α3≥0 α1+α2+α3=ν
A α1,α2,α3 (X 1 , X 2 ) g 1 (X 1 , X 2 ) α1 g 2 (X 1 , X 2 ) α2 g 3 (X 1 , X 2 ) α3 = 0.
The set of all moving curves that follow the parametrization φ form an ideal in the polynomial ring K[X 1 , X 2 ][T 1 , T 2 , T 3 ]. It is called the moving curve ideal of the parametrization φ.
From an algebraic point of view, the moving curve ideal of φ can be seen as the defining ideal of the Rees Algebra of the ideal I = (g 1 , g 2 , g 3 ) in K[X 1 , X 2 ]. More precisely, Rees K[X1,X2] (I) is the image of the K[X 1 , X 2 ]-algebra morphism
and the kernel of β is exactly the moving curve ideal of φ (see for instance [BJ03, Proposition 3 .5] for a detailed proof of this well-known fact). Notice that this ideal is naturally bi-graded: it is N-graded with respect to the homogeneous variables T 1 , T 2 , T 3 by definition, and it is also N-graded with respect to the variables X 1 , X 2 because the polynomials g 1 , g 2 , g 3 ∈ K[X 1 , X 2 ] are homogeneous.
Content of the paper. In this paper, the moving curve ideal is studied in order to address two problems that have been recently raised by several authors. Our approach is based on the theory of inertia forms for which we will have to develop new results.
First, we will focus on the determination of the equations of the moving curve ideal, that is to say on the computation of a system of generators as an ideal in K[X 1 , X 2 ][T 1 , T 2 , T 3 ]. As we have already noticed, this corresponds to the determination of the equations of a certain Rees algebra and there is a vast literature on this topic -see for instance [Vas94] and the references therein. In our more precise context, this question of getting a full system of generators for the moving curve ideal of φ appears in [Cox08, HSV08, CHW08] where answers are given for a particular class of curves. In Section 3 of this paper, we will recover these results and obtain a full system of generators of the moving curve ideal for a new class of curves. More generally, we will provide new results on the character of some of the generators of the moving curve ideal of any rational curve.
Then, we will focus on the study of a certain graded part of the moving curve ideal, namely the moving curves following φ that are linear form in the variables X 1 , X 2 . Indeed, David Cox recently observed in [Cox08] that this graded part carries a lot of geometric properties of the curve C. More precisely, [Cox08, Conjecture 3.8] suggests a close relation between adjoint pencils on C and moving curves following φ of degree 1 in X 1 , X 2 and degree d − 2 (resp. d − 1) in T 1 , T 2 , T 3 . In Section 4, we will investigate this relation and prove several new results. The main contribution is to show that under suitable genericity conditions any moving curves following φ of degree 1 in X 1 , X 2 and degree d − 2 or d − 1 in T 1 , T 2 , T 3 is an adjoint pencil on C. In general, we will show that one can always find an adjoint pencil on C of degree d − 2 in T 1 , T 2 , T 3 that belongs to the moving curve ideal of φ, this adjoint pencil being described very simply in terms of certain determinants. Finally, as a by product of our study, we will obtain an extension of Abhyankar's Taylor resultant [Abh90, Lecture 19 , Theorem p.153 ] from the polynomial parametrization case to the rational parametrization case.
Another description of the moving curve ideal. Our approach to study the moving curve ideal is based on the following alternative description of this ideal. The first syzygy module of g 1 , g 2 , g 3 is known to be a free homogeneous K[X 1 , X 2 ]-module of rank 2 and a basis of this syzygy module consists in two homogeneous elements (the notation X and T stand for the set of variables X 1 , X 2 and T 1 , T 2 , T 3 respectively)
of degree µ and d − µ respectively. This is a consequence of the Hilbert-Burch Theorem. Notice that the choice of p and q is not unique, but their degrees are fixed and depend only on the parametrization φ. We will identify p, q with the two inria-00198350, version 2 -10 Feb 2009
that form what has been called a µ-basis of the parametrization φ by the geometric modeling community because of its importance to handle parametrized plane curves.
As an illustration of the benefit of µ-bases, we recall the following well-known formula that relates the resultant of a µ-basis, an implicit equation C(T 1 , T 2 , T 3 ) of C and the degree of the parametrization (1.1):
where α ∈ K \ {0}. Here is another characterization of the moving curve ideal of φ. 
Proof. The first assertion follows from [ASV81, §2.1], and the second from [BJ03, Proposition 3.6] for instance.
This result shows that the study of the moving curve ideal is equivalent to the study of the inertia forms of two homogeneous polynomials in two homogeneous variables that form a regular sequence. Therefore, in Section 2 we provide a detailed study of these inertia forms.
Inertia forms of two polynomials in two homogeneous variables
In this section we suppose given a non-zero commutative ring A and two homogeneous polynomials
We will denote by m, resp. I, the ideal of C generated by X 1 , X 2 , resp. f 1 , f 2 , and by B the (canonically graded) quotient ring C/I. Also, we define the integer
We recall that the resultant of f 1 and f 2 , denoted Res(f 1 , f 2 ), is equal to the determinant of the well-known Sylvester matrix
which is of size d 1 + d 2 = δ + 2. The first-order subresultants of f 1 and f 2 correspond to some δ-minors of this Sylvester matrix. More precisely, by expanding the determinant
along its last column, we get the polynomial
The elements SRes i (f 1 , f 2 ) ∈ A, i = 0, . . . , δ, are the (first-order) subresultants of f 1 and f 2 . The element SRes 0 (f 1 , f 2 ) is usually called the principal subresultant.
From now on in this section, we assume that (f 1 , f 2 ) is a C-regular sequence. Our aim is to give, under suitable other conditions, an explicit description of the ideal of inertia forms of f 1 , f 2 w.r.t. the variables X 1 , X 2 , that is an explicit description of the ideal (I : C m ∞ ) consisting of all the elements f ∈ C such that there exists an integer k with the property that m k f ⊂ (f 1 , f 2 ). Since f 1 and f 2 are obvious inertia forms, it is sufficient to describe the graded B-module H 0 m (B) ⊂ B since we have the canonical isomorphism
The methods we will use are inspired by [Jou97] where such a work has been done for two generic homogeneous polynomials of the same degree, that is in the case
2.1. Sylvester forms, Morley forms and an explicit duality. We gather some known properties and results on the module H 2.1.2. Sylvester forms. Suppose given β = (β 1 , β 2 ) ∈ N×N such that |β| = β 1 +β 2 ≤ d 1 − 1. Then, f 1 and f 2 can be decomposed in C as
where f i,j ∈ C is homogeneous of degree d i − β j − 1. Therefore the determinant of the matrix (f i,j ) i,j=1,2 is a homogeneous polynomial in C of degree δ − |β|. The class of this determinant in B turns out to be independent of the choice of the decompositions (2.2); it is a called a Sylvester form of f 1 , f 2 and will be denoted
It is easy to check that, for k = 1, 2, we have X
, very similar to the classical Jacobian, plays a particular rôle since it makes explicit the isomorphism
. Moreover, by duality we deduce that for all α, β such that 0 ≤ |α| = |β| ≤ d 1 − 1 we have 
which is easily seen to be homogeneous in the variables X 1 , X 2 , resp. Y 1 , Y 2 , of degree δ. Now, consider the ring
.
Since B is graded, B ⊗ A B inherits of a canonical bi-grading (a grading w.r.t. the variables X 1 , X 2 and another one w.r.t. Y 1 , Y 2 ); we set
The Morley form of f 1 and f 2 , denoted morl(
It is independent of the choice of the decompositions (2.4). Since
Recall some properties of Morley forms that will be useful in the rest of this paper (see [Jou97, §3.11 ] for the proofs):
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(1) Let τ be the symmetry exchanging X i with Y i for i = 1, 2. Then τ leaves morl(f 1 , f 2 ) invariant and for all pairs (p,
we have the following isomorphism of A-modules [Jou96, §3.6] (see also [Jou07] )
In particular, this isomorphism shows that it is possible to describe explicitly all the inertia forms of f 1 , f 2 of degree ν if one can describe explicitly the dual of B δ−ν . This is the approach we will follow hereafter. For technical reasons, our analysis is divided into the three intervals 0
Of course, depending on the values of d 1 and d 2 , it may happen that one or two of these intervals are empty. We recall that we always assume that
For all integers ν = 0, . . . , d 1 − 1, we introduce the new indeterminates
and we consider the polynomials
We define the determinant D(ν) as
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and the determinant D 1 (ν) as
Proof. By specialization, it is sufficient to prove the claimed equality in the generic case, that is to say in the case where 
Since (f 1 , f 2 ) is a C-regular sequence, we have the canonical isomorphism, inverse of (2.3),
with the property that λ(b)
which is given by the matrix defining D 1 (ν) after deleting its unique column depending on the T i 's. It is clear that Λ vanishes on (f 1 , f 2 ) δ−ν , that corresponds to the first δ − 2ν columns of the matrix of D 1 (ν), and on (h) δ−ν , that corresponds to the last ν columns of the matrix of D 1 (ν) since hD(ν) ∈ (f, g) by (2.6). Therefore, Λ • v = 0 and hence Λ belongs to the kernel of v ∨ , the dual of v. Moreover, it is not hard to check that the depth of the ideal of (δ − ν)-minors of v is at least 2 and this implies that the Buchsbaum-Rim complex associated to v ∨ is acyclic; it is of the form
It follows that there exists an element a ∈ A[W , T ] such that, for all elements
By inspecting the homogeneous degrees w.r.t. U , V , T , W , we deduce that a ∈ Z. Then, to determine a we consider the specialization
and the lemma is proved.
It is interesting to notice that in the case ν = 0, this lemma shows that
2 with q i ∈ A, we deduce by specialization of T i to q i for all i = 0, . . . , δ, and using the isomorphism (2.7), that
Observe that this is also equal to (−1) d1+1 times the determinant D 1 (0) where T i is specialized to q i for all i = 0, . . . , δ.
Given two free modules F, G and a linear map u : F → G, we will denote by Det q (u) the determinantal ideal generated by the q-minors of u.
Moreover, if the inequality
Proof. The formula (2.6) shows that
and hence that D β (X 1 , X 2 ) ∈ C is an inertia form of degree ν of f 1 , f 2 w.r.t. m for all β such that |β| = ν. Now, let G ∈ C ν be an inertia form of f 1 , f 2 w.r.t. m of degree ν and consider the A-linear map
where λ is defined by (2.7). It is clear that Γ G vanishes on (f 1 , f 2 ) δ−ν , that is to say that Γ G • f = 0, and hence that Γ G belongs to the kernel of the dual f ∨ of f . Notice that the first δ − 2ν columns of the matrix of D 1 (ν) give a matrix of f in appropriate monomial bases. Under the hypothesis (2.9), the Buchsbaum-Rim complex associated to f ∨ is acyclic; it is of the form
where we recall that the map ε ν sends the basis element
For all set I ⊂ {1, . . . , δ − ν + 1} with cardinality |I| = δ − 2ν + 1, we denote by D I ∈ A[T ] the determinant of the minor of D 1 (ν) corresponding to the first δ − 2ν + 1 columns and the rows indexed by I. From the acyclicity of the above complex we deduce that there exists a collection of elements a I ∈ A such that (2.10)
To finish the proof we distinguish the two cases ν = 0 and 1
If ν = 0, (2.10) reduces to the equality λ(ϕG) = aD 1 (ν) for some a ∈ A, since D 1 (ν) does not depend on W in this case. Specializing ϕ to sylv (0,0) (f 1 , f 2 ), we deduce that
because G ∈ A and this specialization sends 
and such that (D β ) |β|=ν and (H I ) |I|=δ−2ν+1 form two systems of generators of the same A-module. With this notation, Lemma 2.1 gives
i.e. λ(ϕH I ) = D I for all I ⊂ {1, . . . , δ − ν + 1} with |I| = δ − 2ν + 1. Therefore, we deduce from (2.10) that
By identifying the coefficients in the variables T , we deduce that the two multiplication maps by G and I a I H I from B δ−ν to H 0 m (B) δ coincide. Therefore, by the duality (2.1) we deduce that G = I a I H I . 
and that all the other subresultants vanish, so the ideal generated by all the subresultants has depth exactly 1.
Later on we will be concerned with the case ν = 1, so we describe in more detail the situation in this case. Notice that this case may occur only if d 2 ≥ d 1 ≥ 3. For simplicity, we rename the inertia forms D β (p, q) with |β| = 1 as D i (p, q), i = 0, . . . , δ − 1 in the following way :
Corollary 2.4. With the above notation, for all i = 0, . . . , δ − 1 we have, in A,
Moreover, if the inequality
holds, then the collection of inertia forms
Proof. This is a straightforward computation from the definitions.
Inertia forms of degree
For all integers ν such that
. . . 
For any choice of sequences (α 1 , . . . , α m ) such that Y α1 ≻ · · · ≻ Y αm and |α i | = δ−ν for all i = 1, . . . , m, we will denote by ∆ α1,...,αm and ∆ ′ α1,...,αm the determinants associated to the decompositions (h i,j ) i,j=1,2 and (h ′ i,j ) i,j=1,2 respectively. By Section 2.1.3, we know that
and, by taking homogeneous components for 0 ≤ ν ≤ δ, that (2.12)
we have the exact sequence
and (2.12) implies that we also have the exact sequence (2.14)
M ν being defined as the matrix M ν where each element q β (X) in the last column is replaced by the difference q β (X) − q ′ β (X) respectively. Therefore, the comparison of (2.13) and (2.14) shows, by invariance of Fitting ideals, that the class of ∆ α1,...,αm − ∆ ′ α1,...,αm in B = A[X]/(f 1 (X), f 2 (X)) is null. We deduce that ∆ α1,...,αm is independent of the choice of the decomposition (2.4) modulo (f 1 , f 2 ), as claimed.
Since
where f 1 denotes the multiplication by f 1 and we deduce, by duality, that we have the exact sequence of A-modules
In particular, B δ−ν ∨ is isomorphic to the kernel of f 1 ∨ . Now, consider the Buchsbaum-Rim complex associated to f 1 ∨ ; it is of the form
Since it is a complex, the image of ε ν is contained in B δ−ν ∨ and hence we can consider the composition map
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Choosing a decomposition (2.4) and setting det(h i,j ) i,j=1,2 = |β|≤δ q β (X)Y β , we deduce that θ ν • ε ν sends the basis element (
αm , to the determinant ∆ α1,...,αm up to sign. Therefore, all the determinants ∆ α1,...,αm are inertia forms of degree ν, as claimed. Moreover, if (2.11) holds then (2.15) is acyclic since
and it follows that the image of ε ν is exactly B δ−ν . We hence deduce that θ ν • ε ν is surjective.
The case d 1 = 1 is particularly interesting because then the matrix M ν is square for all ν (such that d 1 − 1 = 0 ≤ ν ≤ d 2 − 2 = δ − 1). Therefore, if (2.11) holds then H 0 m (B) ν is a free A-module of rank 1 generated by det(M ν ). In other words, for all 0 ≤ ν ≤ d 2 − 2 we have the isomorphism
For the sake of completeness, we give an alternate construction of a system of generators of H 0 m (B) in this case. This system was discovered independently in [CHW08] and [HSV08] .
δ . Now, for all integer i = 1, . . . , δ we define h δ−i by induction with the formula 
Therefore, since sylv (0,0) (f 1 , f 2 ) ∈ H 0 m (B), we deduce that h ν , for all ν = 0, . . . , δ, is an inertia form of f 1 , f 2 . Moreover, h ν is homogeneous of degree ν in X 1 , X 2 , hence h ν ∈ H 0 m (B) ν , and by construction h ν and det(M ν ) are both homogeneous of degree δ − ν + 1, resp. 1, in the variables U 0 , U 1 , resp. V 0 , . . . , V d2 . It follows that there exists a ν ∈ Z such that h ν = a ν det(M ν ) for all ν = 0, . . . , δ − 1. Finally, to prove that a ν = ±1 for all ν we observe that the specialization sending f 1 to X 1 and f 2 to X d2 2 sends h ν to X ν 2 , for all ν = 0, . . . , δ − 1. The last statement of this corollary is contained in Theorem 2.5.
Observe that, as a consequence of this proof, det(M 0 ) and h 0 are both equal to Res(f 1 , f 2 ) up to sign. So we assume that
2 . For simplicity, we rename the inertia forms of degree ν = 1, that is ∆ α1,...,α δ−1 (f 1 , f 2 ) with |α i | = δ − 1 = d 2 − 1. In this case, we have to consider the maximal (d 2 − 1)-minors of the
We define the inertia forms ∆ i , i ∈ {1, . . . , d − 2} by the formula (δ = d 2 here)
Lemma 2.7 (d 1 = 2, ν = 1). For all i = 0, . . . , δ − 1, we have, in A,
Proof. We claim that this is a consequence of Lemma 2.1 applied with
Indeed, denoting D(X) the determinant D(1) in this case, the properties of Morley's forms imply that
so by comparison of these two equalities and duality it follows that
and hence ∆ i = D δ−i for all i = 0, . . . , δ − 1, as claimed.
2.4. Inertia forms of degree ≥ d 2 − 1. This last case is the easiest one. For all integers ν such that d 2 − 1 ≤ ν ≤ δ, we have 0 ≤ δ − ν ≤ d 1 − 1. Since I is generated in degree at least d 1 , we have a canonical isomorphism C δ−ν ≃ B δ−ν and hence C δ−ν ∨ ≃ B δ−ν ∨ . Therefore, the morphism (2.5) is completely explicit as it is easy to find a basis of the A-module C δ−ν ∨ ; for instance the dual of the monomial basis
Proof. The proof of [Jou97, Proposition 3.11.13] works verbatim.
It follows that for all integers ν such that d 2 − 1 ≤ ν ≤ δ, the isomorphism (2.5) is given by
and we have the
The collection of all the Sylvester forms of degree
Finally, as we did in the previous sections we make explicit the case ν = 1 for later purposes. Here, the only interesting situation occurs when d 1 = d 2 = 2 and we have
Equations of the moving curve ideal
We take again the parametrization (1.1)
Without loss of generality, we will assume hereafter that the greatest common divisor of g 1 , g 2 , g 3 over K[X 1 , X 2 ] is a non-zero constant in K. Moreover, we will restrict our study to the case of interest where the algebraic curve C, image of φ, has degree at least 2. Let p(X, T ), q(X, T ) be a µ-basis of the parametrization φ, where p, resp. q, has degree µ, resp. d − µ, in the variables X 1 , X 2 . By Proposition 1.1, the moving curve ideal of φ is equal to the ideal of inertia forms of p, q with respect to the ideal (X 1 , X 2 ). Therefore, the results developed in Section 2 can be used to give some of the generators of the moving curve ideal of φ, and sometimes a whole system of generators. To proceed, we set 3.1. The case µ = 1. From Section 2, we have the following list of inertia forms of p and q: Proof. According to Theorem 2.5 and Theorem 2.9, we only have to prove that depth A (U 0 , U 1 ) ≥ 2. This inequality is a direct consequence of the facts that deg(C) ≥ 2 and that p is by definition a syzygy of minimal degree of g 1 , g 2 , g 3 .
3.2. The case µ = 2. From Section 2, we have the following list of inertia forms of p and q: 
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Two comments are in order here. First, the hypothesis V (U 0 , U 1 , U 2 ) = ∅, implicitly assumed in [HSV08, Proposition 4.9], is not superfluous since otherwise there exist some counterexamples. Also, we mention that this latter condition corresponds to the geometric property that there is no singular point on the curve C of multiplicity d − 2, the maximum possible value for a singular point on C in this case by [SCG07, Theorem 3] .
Secondly, we showed that if deg(φ) = 1, i.e. φ is birational onto C, then the greatest common divisor of the subresultants SRes i (p, q), i = 0, . . . , d − 2 is a non-zero constant. We can actually prove along the same line in [BD04] that this is an equivalence. Moreover, in this case the inertia forms X 1 SRes i (p, q) − X 2 SRes i+1 (p, q), i = 0, . . . , d − 3, yield rational maps from P 2 to P 1 that all induce the inverse of the parametrization φ.
3.3. The case µ ≥ 3. From Section 2, we have the following list of inertia forms of p and q:
By Theorem 2.9, we know that the inertia forms sylv α (p, q), |α| = δ − ν, form a system of generators for
(in particular φ has to be birational onto C). The latter inequality can only be satisfied if µ = 3 since depth A (T 1 , T 2 , T 3 ) = 3. By Theorem 2.5, the collection of inertia forms ∆ α1,...,αm (p, q), with m = δ − ν − µ + 2 and
holds. But such an inequality never holds in A.
3.4. Inertia forms of degree 1. We finally gather the results concerning the inertia forms of degree 1 that we will need in the next section.
If µ = 1 we have seen that H 0 m (B) 1 is isomorphic to A and hence generated by a unique determinant, or equivalently by an iterated Sylvester form.
If µ ≥ 2 the inertia forms of degree 1 that we have described are always built from subresultants. More precisely, we proved that for all i = 0, . . . , δ − 1 = d − 3, the polynomials
are inertia forms of degree 1. Moreover, they generate H 0 m (B) 1 • if µ = 2 and d = 4 (see Equations (2.16)),
• if µ ≥ 3 and
(notice that the above matrix has d − 2 rows). As we will mention in the next section, there are examples that show that such conditions are necessary.
Adjoint pencils
As in Section 3, suppose given the parametrization (1.1)
and assume that the greatest common divisor of g 1 , g 2 , g 3 over K[X 1 , X 2 ] is a nonzero constant in K. Moreover, we will also assume hereafter that φ is birational 1 onto its image, that is to say the curve C, and that K is an algebraically closed field. We recall that p(X, T ), q(X, T ) denote a µ-basis of the parametrization φ, where p, resp. q, has degree µ, resp. d − µ, in the variables X 1 , X 2 and 1 ≤ µ ≤ d − µ.
Since C is a rational plane curve, it is well-known that the genus of C is zero, that is to say that
where the sum is over all the singular points, proper as well as infinitely near, of C and m p denotes the multiplicity of C at p. Notice that to distinguish the infinitely near singularities of C, we call a proper singularity of C a usual singular point of C in the (T 1 : T 2 : T 3 )-projective plane.
Definition 4.1. An algebraic curve D is said to be adjoint to C if D is going with virtual multiplicity m p − 1 through all the singular points, proper as well as infinitely near, of C of multiplicity m p .
The notions of virtual multiplicity and virtually going through are quite subtle and essential to formulate a correct and useful inductive definition of adjoint curves. However, since we will not handle these notions in the sequel, we will not go further into the details and refer the reader to [CA00, Sections 4.1 and 4.8]. We just mention that if p is a proper singular point of C of multiplicity m p , then a curve D goes through p with virtual multiplicity m p − 1 if it has multiplicity at least m p − 1 at p. Therefore, it is clear what is an adjoint to a curve having no infinitely near singularity.
The curve C being rational, it can be shown that curves adjoint to C of degree ≤ d − 3 do not exist, whereas curves adjoint to C of degree ≥ d − 2 are guaranteed to exist. Of course, the character of curves adjoint to C of degree d − 2 and d − 1 is particularly interesting.
An adjoint pencil on C of degree m is a one-parameter family of curves adjoint to C of degree m. It is hence of the form X 1 D 1 (T ) + X 2 D 2 (T ) where D 1 , D 2 are homogeneous polynomials in K[T ] of degree m. Recently, David Cox noticed that moving curves of φ following C of degree d − 2 (resp. d − 1) that are linear in X 1 , X 2 sometimes give adjoint pencils on C (we refer the reader to [Cox08, Conjecture 3.8 and Remark 3.9] for precise statements). Denote by L d−2 (φ) (resp. L d−1 (φ)) the finite K-submodule of the moving curve ideal of φ consisting of moving curves of degree d − 2 (resp. d − 1) that are linear in X 1 , X 2 . In what follows, using the results of Section 3 we determine explicit moving curves in L d−2 (φ) and L d−1 (φ) that give adjoint pencils on C. Point out that a similar study could be done for moving curves of degree 2, 3, etc in X 1 , X 2 using the same approach. However, we will stick to the case of moving curves linear in X 1 , X 2 because of its geometric content.
According to the notation of Section 3, the study of 
and m = (X 1 , X 2 ), that are homogeneous of degree d − 2 or d − 1 in the variables T 1 , T 2 , T 3 . In the rest of the paper, we will always assume that d ≥ 3; this is not restrictive because a rational curve of degree ≤ 2 has no singular point. Finally, observe that since we are assuming that φ is birational onto C, the inertia forms of degree 0 of p, q with respect to the ideal (X 1 , X 2 ) are generated by Res(p, q) ∈ K[T ] which is an irreducible and homogeneous polynomial of degree d. Therefore, the inertia forms of degree 0 of p, q w.r.t.
We begin with the simple case µ = 1 before turning to the case µ ≥ 2 for which we will need to give another characterization of adjoint curves.
4.1. The case µ = 1. The µ-basis associated to the parametrization φ of C is of the form
Proof. Since d ≥ 3, Equation (4.1) implies that there exists at least one singular point on C. By a suitable linear change of coordinates one may assume that this point is at the origin: p = (0 : 0 : 1). Then, we claim that p 3 = 0 in (1.2). If this is true, clearly U 0 (p) = U 1 (p) = 0 and we will have
inria-00198350, version 2 -10 Feb 2009 that shows that ord p C(T 1 , T 2 , T 3 ) ≥ d − 1, i.e. p is a singular point of multiplicity ≥ d − 1. Then, it will follow by (4.1) that p has multiplicity exactly d − 1 and that it is the unique singular point of C.
To prove that p 3 = 0 we proceed by contradiction and assume that p 3 = 0. Since C(p) = 0, we deduce that Res(p 3 , q 3 ) = 0 and hence that p 3 divides q 3 . Therefore, by a change of µ-basis if necessary, we can assume that q 3 = 0. But then, by inspecting the Sylvester matrix of p and q we have
where ord p R(T 1 , T 2 ) ≥ 2. Since p is a singular point, the term Res(p 3 , q 1 T 1 + q 2 T 2 ) must vanish, that is p 3 must divide q = q 1 T 1 + q 2 T 2 , a contradiction with the fact that the couple (p, q) is a µ-basis of φ.
In Section 2.3 we defined the matrix
. . .
, and we proved that
The two following propositions recover [CHW08, Theorem 3.2] -see also Proposition 2.6.
The element p is a K-basis of L 1 (φ) and gives an adjoint pencil on C. Moreover, any element in L 2 (φ), which is K-generated by T 1 p, T 2 p, T 3 p and sylv (0,0) (p, q), gives an adjoint pencil on C.
Proof. From Section 3.1, we know that L 1 (φ) = p K and that
By Lemma 4.2, p is the unique singular point of C, it has multiplicity 2 and U 0 (p) = U 1 (p) = 0. Moreover, sylv (0,0) (p, q) ∈ (U 0 , U 1 ) by construction and hence it also vanishes at p.
Proof. By construction q β ∈ (U 0 , U 1 ). Therefore, from the definition of
Now, if p be is a singular point of C, then by Lemma 4.2 p is unique with multiplicity d − 1 and U 0 (p) = U 1 (p) = 0. Therefore, det(M 1 (p, q)) vanishes at p with multiplicity at least d − 2. Notice that det(M 1 (p, q)) = 0 for it is a generator of H 
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In general, if d > 3 and µ = 1 an element of
is not an adjoint pencil on C, but one can always find one, namely det (M 1 (p, q) ). Indeed, from Section 3.1 we have
So the element p of the µ-basis has degree µ = 1 and hence contribute to 4.2. Adjoint and polar curves. Instead of using directly Definition 4.1 to show that a certain curve D is adjoint to C, we will use a property of adjoint curves that allows us to prove that D is adjoint to C by looking at the intersection of C and D at all the proper singularities. This approach has the advantage of avoiding the consideration of the infinitely near singularities of C through a desingularization process of C. To state this property, we first need to fix some notation. Given two plane curves D and D ′ that intersect in a finite set of points, we denote by mult p (D, D ′ ) the intersection multiplicity of D and D ′ at the point p, and by mult p (D) the multiplicity of D at p. Recall that
where the minimum is taken over all the lines L passing through the point p, and also that mult
where
) a branch of D centered at p, the intersection multiplicity of γ and D ′ at p is defined as
Then, the multiplicity of γ at p is
and mult p (D) is equal to the sum of the multiplicities of the branches of D.
Definition 4.5. Suppose given a curve D ⊂ P 2 with equation D(T 1 , T 2 , T 3 ) = 0 and a point q = (q 1 : q 2 : q 3 ) ∈ P 2 . The polar curve of C w.r.t. q is the curve defined by the equation
Proposition 4.6 ([CA00, Theorem 6.3.1]). Let C ⊂ P 2 be a curve, q ∈ P 2 be a point not lying on C and P q be the polar curve of C w.r.t. q. A curve D ⊂ P 2 is adjoint to C if and only if
for all proper singular points p of C and all branches γ of C centered at p, where L q denotes the line joining the points p and q.
It should be noticed that the quantity mult p (γ, P q )−mult p (γ, L q ) is independent of the choice of the point q / ∈ C. We also recall that a birational parametrization of a plane algebraic curve gives naturally parametrizations for all the branch curves.
In particular, the number of irreducible branches at a singular point p is the number of its distinct pre-images under the parametrization (see for instance [CA00, Proposition 3.7.8]).
4.3. The case µ ≥ 2. An implicit equation of the curve C of degree d is given by Res(p, q) ∈ K[T ], where (p, q) is a µ-basis. The next result shows that the firstorder subresultants SRes i (p, q), i = 0, . . . , d − 2, define curves of degree d − 2 that are adjoint to C (notice that since 2 ≤ µ ≤ d − µ, we must have d ≥ 4). To prove this, we will need the following lemma that can be found in [BM09, Lemma 5.1]; we include the proof for the convenience of the reader.
Lemma 4.7. Suppose we are given two homogeneous polynomials SRes 0 (g 1 , g 2 ) modulo (g 1 (x, 1), g 2 (x, 1)).
Proof. Consider the polynomials g 1 (X 1 + xX 2 , X 2 ) = a Res(g 1 (X 1 + xX 2 , X 2 ), g 2 (X 1 + xX 2 , X 2 )) = Res(g 1 (X 1 , X 2 ), g 2 (X 1 , X 2 )), SRes 0 (g 1 (X 1 + xX 2 , X 2 ), g 2 (X 1 + xX 2 , X 2 )) = SRes 0 (g 1 (X 1 , X 2 ), g 2 (X 1 , X 2 )).
Therefore, expanding the determinant Res(g 1 (X 1 + xX 2 , X 2 ), g 2 (X 1 + xX 2 , X 2 )) = SRes 0 (g 1 , g 2 ) + (a and therefore to deduce that (4.2) is the claimed equality. Proof. Recall that the curve C of degree d is parametrized by the generically injective rational map
and that (p, q) stands for a µ-basis of φ. Hereafter, we will denote by D the curve defined by SRes 0 (p, q) = 0. It is well-defined by properties of the first principal subresultant and the µ-basis. We first prove that the curve D defined by SRes 0 (p, q) = 0 is adjoint to C by using the characterization of adjoint curves given in Proposition 4.6. So let p be a proper singular point of C and γ be an irreducible branch of C centered at p. By a linear change of coordinates in P 2 , we can assume that p is the origin (0 : 0 : 1) and that the point q = (0 : 1 : 0) does not belong to C. Also, by a linear change of coordinates in P 1 , we can assume that φ(0 : 1) = p; turning to the affine parameter (x : 1) ∈ P 1 with x ∈ K, we have φ(0) = p and we can assume that ord p φ 1 (x) ≤ ord p φ 2 (x), ord p φ 3 (x) = 0 where (φ 1 (x) : φ 2 (x) : φ 3 (x)) is a local parametrization of γ. The polar curve P q of C with respect to q is the curve of equation ∂Res(p, q) ∂T 2 (T 1 , T 2 , T 3 ) = 0 and therefore mult p (P q , γ) = ord p ∂Res(p, q) ∂T 2 (φ 1 (x), φ 2 (x), φ 3 (x)) .
Similarly, the line L q joining the points p and q is the line of equation T 1 = 0 and hence mult p (L q , γ) = ord p φ 1 (x).
Also, we have mult p (D q , γ) = ord p (SRes 0 (p, q)(φ 1 (x), φ 2 (x), φ 3 (x))) .
Now, set
where the notation f ′ (x) stands for the derivative of the polynomial f (x) with respect to the variable x. Since (p, q) is a µ-basis of φ, we have form a system of generators of L 2 (φ) over K and that
, T i sylv (1,0) (p, q)
i=1,2,3 K . Therefore, the claimed result follows from that fact that SRes i (p, q) = 0 defines a curve adjoint to C for all i = 0, 1, 2.
The case µ = 2, d > 4 is more intricate. Following Section 2.3, we have to consider the (d − 2) × (d − 3)-matrix
