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ABSTRACT
Systems such as the power grid, world wide web (WWW), and internet are cate-
gorized as complex systems because of the presence of a large number of interacting
elements. For example, the WWW is estimated to have a billion webpages and under-
standing the dynamics of such a large number of individual agents (whose individual
interactions might not be fully known) is a challenging task. Complex network repre-
sentations of these systems have proved to be of great utility. Statistical physics is the
study of emergence of macroscopic properties of systems from the characteristics of
the interactions between individual molecules. Hence, statistical physics of complex
networks has been an effective approach to study these systems. In this dissertation,
I have used statistical physics to study two distinct phenomena in complex systems:
i) Cascading failures and ii) Shortest paths in complex networks.
Understanding cascading failures is considered to be one of the “holy grails“ in the
study of complex systems such as the power grid, transportation networks, and eco-
nomic systems. Studying failures of these systems as percolation on complex networks
has proved to be insightful. Previously, cascading failures have been studied exten-
sively using two different models: k-core percolation and interdependent networks.
The first part of this work combines the two models into a general model, solves
it analytically, and validates the theoretical predictions through extensive computer
simulations. The phase diagram of the percolation transition has been systematically
vi
studied as one varies the average local k-core threshold and the coupling between
networks. The phase diagram of the combined processes is very rich and includes
novel features that do not appear in the models which study each of the processes
separately. For example, the phase diagram consists of first- and second-order tran-
sition regions separated by two tricritical lines that merge together and enclose a
two-stage transition region. In the two-stage transition, the size of the giant compo-
nent undergoes a first-order jump at a certain occupation probability followed by a
continuous second-order transition at a smaller occupation probability. Furthermore,
at certain fixed interdependencies, the percolation transition cycles from first-order to
second-order to two-stage to first-order as the k-core threshold is increased. We setup
the analytical equations describing the phase boundaries of the two-stage transition
region and we derive the critical exponents for each type of transition.
Understanding the shortest paths between individual elements in systems like
communication networks and social media networks is important in the study of
information cascades in these systems. Often, large heterogeneity can be present in
the connections between nodes in these networks. Certain sets of nodes can be more
highly connected among themselves than with the nodes from other sets. These sets
of nodes are often referred to as ’communities’. The second part of this work studies
the effect of the presence of communities on the distribution of shortest paths in a
network using a modular Erdo˝s-Re´nyi network model. In this model, the number
of communities and the degree of modularity of the network can be tuned using the
parameters of the model. We find that the model reaches a percolation threshold
while tuning the degree of modularity of the network and the distribution of the
shortest paths in the network can be used as an indicator of how the communities
are connected.
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1Chapter 1
Introduction
Physicists are often adept at finding simple laws in seemingly large systems that are
not amenable to detailed description. Thermodynamics is a perfect example. Laws
of thermodynamics holds true for all physical systems in equilibrium ranging from
simple gases to complicated systems like living cells. Much effort is being devoted
to understand the generality of these laws emerging from the properties of dynamics
of composite particles. Statistical physics has been successful in this pursuit for
simple systems such as gas, liquid and simple solids. Study of phase transitions and
properties of complex solid material properties gave rise to many new concepts in
1980s that are relevant in studying systems that are complex with many different
energy and times scales. Concepts such as Emergent phenomena [6], critical behavior
and universality [76], chaos theory [79], and self-organized criticality [10] have given
theoretical foundations to study many non-traditional systems, often referred to as
complex systems
1.1 Complex systems
Systems such as biological systems, power grid, communication networks, socio-
economic systems and internet are categorized as complex systems due to the pres-
ence of a large number of interacting parts, and dynamics at different length and
time scales. In biological systems, experiments have shown that physics of molecular
2motors at the scale of nanometers to organized structures such as organelles at the
scale of micrometers gives rise to the most complicated emergent property of matter
that we know: life.
In the other category, phenomena in systems such as socio-economic systems, crit-
ical infrastructure networks, and internet have been shown to obey power laws [68,77]
allowing the use of vast theoretical framework developed in the context of phase tran-
sitions. Many other approaches are being used to study complex systems. Approaches
ranging from non-linear dynamics, agent based modeling, chaos and fractal theory,
and computational complexity theory are being used [57]. Complex networks is an-
other important theoretical framework being used to study these systems and is the
subject of this dissertation.
1.2 Complex Networks
1.2.1 Node, link, degree distribution
Complex networks are being used to study diverse systems such as power grid [59],
transportation networks [34], protein interaction networks [13, 28], neural networks
[75], systemic risk of banking systems [18], financial markets [3], and epidemics [63].
The list is certainly not exhaustive. These systems are often divided into smaller
parts and represented as ’nodes’ or ’vertices’ in the network. The interaction between
different parts is represented as ’links’ in the network. There is no fixed algorithm
for dividing up the system into smaller parts but rather the system and problem
being studied dictates how the system is divided into parts. For example, facebook
users can be represented as a network with each person’s profile being represented as
nodes. A link is formed between two nodes, if the persons representing those nodes
are connected as ’friends’ on facebook. Airports are often represented as a network.
Different airports are represented by nodes and if a flight connects two airports, then
a link is used to connect the two nodes representing those airports (see Fig. 1.2.1).
3(a)
(b)
Figure 1.1: Illustration of network representation of a) air traffic routes connecting
different airports around the world [1] and b) people in Somali community represented
as a network and various communities being identified [2].
4Complex network representation of these systems helps in many ways: i) identify
the agents ii) understand the topology of the network, iii) use percolation theory to
study many of its robustness properties and iv) a framework to study dynamics on
an irregular lattice. In this dissertation, I use percolation theory to study cascading
failures and small world phenomena.
The global topology of the networks is often characterized by its degree distri-
bution. Degree of a node represents the number of links emanating from the node.
A degree distribution P (i) of a network gives the probability distribution of find-
ing a node with degree i. Topology of the network is an important feature of the
system. Theoretical studies have shown specific organizing principles governing the
system giving rise to specific degree distributions. For example, Baraba´si-Albert
model demonstrated that preferential attachment of new nodes to existing high de-
gree nodes gives rise to a power law degree distribution with an exponent of 3 [12].
Other models include studies by Redner et.al [47–49,67] and Dehmamy, et.al [31].
Theoretical models are often studied using three types of networks: i) Random
Regular network ii) Erdo˝s-Re´nyi network and iii) scale-free network [33, 56]. A Ran-
dom Regular network consists of a network with all the nodes having identical de-
gree m. Hence, the degree distribution of a Random Regular network is given by
P (i) = δi,m.
An Erdo˝s-Re´nyi network is formed when the probability of connecting any two
nodes is identical and independent of chosen nodes. The degree distribution of an
Erdo˝s-Re´nyi network is poissonian, characterized by an average degree z1 and of the
form P (i) =
zi1e
−z1
i!
.
A scale-free network is characterized by a power-law degree distribution and the
degree distribution is of the form P (i) ∼ i−γ. A representative of Erdo˝s-Re´nyi and
scale-free networks are shown in Fig. 1.2.
5(a)
(b)
Figure 1.2: Illustration of a) Erdo˝s-Re´nyi network b) scale-free network. One of
the defining features of scale-free networks is the presence of hubs. The ratio of
probabilities of finding a node with degree 1 to that of degree 10 is 10γ, which is 100
for γ = 2. Hence, high degree nodes are connected with a large number of low degree
nodes leading to presence of hubs.
61.2.2 Centrality measures
As described in the last section, topology of the network is often described by the
degree distribution. Degree distribution represents information of the network at a
global level and does not provide much insight into the relative importance of different
nodes in the system or other mesoscopic features of the network. Different measures
are often defined to capture distinct mesoscopic features of the system and are known
as centrality measures. Since many distinct systems are represented by complex
networks that greatly differ in functionality, many distinct centrality measures are
defined. Hence, a complete review of all the centrality measures is impossible. Some
of the commonly used measures are discussed in the section to give a flavour and they
are i) degree centrality ii) betweenness and iii) k-core .
Degree centrality is the most basic measure that associates importance of node
with its degree. Thus, a node with highest degree is considered to be of the highest
importance. Betweenness is another centrality measure that is often found useful in
systems such as transportation networks. Betweenness of a node is defined to be the
number of shortest paths connecting different pairs of nodes passing through it.
k-core is another important centrality measure that is of great utility. A k-core
is defined to be a maximal set of nodes that have at least k neighbors with in the set.
Identifying k-core in networks has given very many insights in to the functionality of
the system and can be used to visualize networks as described in the next section.
1.2.3 k-core decomposition of networks
k-cores in a network provide an effective way to visualize networks. A sparse net-
work is often represented as a tree with a few cross-links between nodes in different
branches. The tree representation is impossible for networks that are not very sparse.
In such networks, the k-core measure of each node of the network is used to organize
the nodes in the network with nodes belonging to the highest k-core at the center and
nodes belonging to lower k-cores as nested shells. An example of k-core representation
7of the network is shown in Fig. 1.3.
The first step of k-core decomposition of a network is to identify various k-cores
in the network. The algorithm for finding a k-core in a network is a local process. In
this process, all the nodes with less than k neighbors are removed. The process of
removing nodes is repeated until all the nodes in the network satisfy the condition of
having at least k neighbors. The nodes remaining in the network at the end of the
process constitutes a k-core . The k-cores in the network are identified for increasing
values of k = 1, 2, ...., kh. If no nodes are left in the network when the process is
performed to find (kh + 1)-core, then the highest k-core found in the network is kh-
core. Nodes belonging to the kh-core are represented at the center. Nodes that belong
to kh-core also belong to (kh−1)-core, ....1-core as well. Therefore, nodes that belong
to (kh− 1)-core and not belong to kh-core are placed as a shell enveloping the central
kh-core. The process is repeated for all the nodes with 1-core nodes represented in
the outer most shell.
The value of k in k-core is referred to as local threshold. During the process of
identifying k-core , any node with less than k neighbors are removed and hence the
name.
1.3 Cascading failures
One of the widely studied phenomena in complex systems is cascades or cascading
failures. A cascade is a phenomena where a small perturbation in the system leads
to change or re-organization of a large part of the system. Cascading failures refer
to situations where a small damage to the system leads to a sequence of failures
amounting to a large damage to the system. Cascading failures are often seen in
power grids, computer networks, some biochemical pathways in cells and in financial
markets. Many incidents of massive blackouts in large geographical regions are well
documented. One such incident occurred in northeastern United States in 2003. The
black out was triggered when a single power grid in Ohio went down. The problem
8Figure 1.3: Illustration of k-core decomposition applied to internet users that were
responsible for the spread of a rumour about the discovery of Higgs boson. k-core
decomposition provides a very effective and convenient way to represent networks
that are highly inter-connected and where tree-structure cannot be used. Figure
taken from Domenico et al. [30].
9led to overload in many power grids across northeast leading to a blackout in a large
geographical region. The unpredictability of such cascading failures and a large abrupt
damage increases the importance of understanding them. Studying these systems as
complex networks has provided useful insights into features of the systems that are
responsible for cascading failures and a quantitative model to study them.
1.3.1 Percolation theory on complex networks
Percolation theory has been studied extensively on regular lattices [78]. Percolation
problems are often simple to state but difficult to solve. Some definitions are necessary
to state the problems in this field and they are introduced with an example of a square
lattice (see Fig. 1.4). The lattice sites can be either empty or occupied. Occupied sites
are represented as black dots in the Fig. 1.4. Occupation probability or percolation
probability is defined as the fraction of lattice sites that are occupied. A cluster is
defined as the set of occupied sites where all the sites in the set can be transversed
by moving from one occupied lattice site to the other either in horizontal or vertical
direction. The occupied sites form clusters of various sizes. The largest of these
clusters is defined to be the giant component (denoted as P∞). Percolation theory
involves the study of (i) the fraction of nodes P∞(p) in the giant component at a given
percolation probability p (ii) the critical percolation probability p = pc below which
the giant component ceases to exist and (iii) the nature of the percolation transition.
Answers to these questions depend on the topology of lattice.
Percolation theory can be used to study the robustness of complex networks and
the quantities defined for the case of square lattice can be used. The nodes of the
system that become dysfunctional are analogous to empty sites in the example of
square lattice. The giant component in the network is the biggest connected cluster
of nodes. In these studies, giant component is considered to be the functional part
of the network. Answers to the problems studied in percolation theory for networks
depend on the topology of the networks.
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Percolation transitions are often categorized as i) first-order ii) second-order and
iii) two-stage transition. In a first-order transition, the giant component goes to
zero abruptly as the occupation probability is reduced below the critical threshold
pc. In a second-order transition, the giant component goes to zero continuously as
the occupation probability is reduced and becomes zero below a critical threshold
pc. A two-stage transition exhibits features from both these types with an abrupt
transition followed by the giant component going to zero continuously at a lower
occupation probability. Abrupt transition in first-order and two-stage transitions is
interpreted to be a sign of instability in the system. The systems are considered to be
prone to cascading failures as a failure of small number of nodes around pc leads to an
abrupt change in the giant component or the functional component of the network.
1.3.2 Interdependent Networks
Complex systems are not only complex due to presence of many interacting parts but
also the systems depend on other systems to function. Such systems are said to be
interdependent. A textbook example is the interdependency between power grid and
communication systems. Nodes in the power grid depend on nodes in the communi-
cation network to regulate, whereas nodes in the communication network need power
from the nodes in the power grid to function. Research has shown interdependency
between resources being one of the important mechanisms for cascading failures.
Buldyrev et. al. [21] first introduced a model that incorporates interdependency into
percolation theory for complex networks and provided a formalism to systematically
study the model. In this formalism, two interdependent systems are represented as
two networks with dependency links between them (see Fig. 1.5). Dependency links
are used to represent the interdependency of nodes from one network on the nodes
in the other network. If a node i from the first network depends on a node j in the
second network, then damage to node j in the second network leads to the failure
of node i from the first network. Hence, interdependency is often considered to be a
11
Figure 1.4: Illustration of percolation on a square lattice for different occupation
probabilities. A giant cluster of black dots that spans a fraction of the entire system
is formed at critical occupation probability pc = 0.5927 [54].
12
Figure 1.5: Illustration of interdependent networks. Network A (power grid) depends
on network B(communication) for regulating the power grid. Network B depends on
Network A for power to function [43].
reason for cascading failures in the system.
Interdependency modifies many known percolation properties for single networks.
As mentioned in the previous section, topology of the network affects the percolation
properties. Single networks with broad degree distribution, like scale-free network, is
more robust than networks with narrow degree distributions such as Random Regular
or Erdo˝s-Re´nyi networks. Interdependency changes these properties. Interdependent
networks with broad degree distributions are more robust to random failures than
networks with narrow degree distribution [21]. Parshani et al. showed that increasing
the interdependency between networks also renders the system more vulnerable to
cascading failures. In the percolation theory formalism, this result is manifested into
percolation transition changing from second- to first- order as the coupling between
layers of networks is increased from no interdependency to full interdependency. As
explained before, first-order transition is considered to be a sign of instability in the
networks [62].
[H]
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1.4 Organization of the thesis
In this dissertation, I study two distinct phenomena in the second and third chapters.
In the second chapter, I propose a general model that combines k-core percolation and
interdependent networks. These models were studied separately until this research.
I solve the model analytically and validate the theoretical predictions through exten-
sive computer simulations. I study the model systematically for different parameter
regimes and summarize the results in the form of a phase diagram of the percolation
transition as one varies the average local k-core threshold and the coupling between
networks. The phase diagram is very rich and includes novel features that do not ap-
pear in the separately studied models. These features are demonstrate for three types
of networks: Random Regular , Erdo˝s-Re´nyi and scale-free networks. I have analyt-
ically derived all the critical percolation thresholds, exponents and critical couplings
for various regions of the phase diagram.
In the third chapter, I study the small world phenomena in modular networks. I
introduce the modular network model and algorithm to simulate it. I compute the
distribution of shortest paths at different degrees of modularity and study the effect
of modularity on the small world phenomena systematically.
Finally, in the last chapter, I give an overview of the results found from the two
chapters and possible theoretical implications of the results.
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Chapter 2
k-core percolation in
interdependent networks
2.1 Introduction
Understanding cascading failures is one of the central questions in the study of com-
plex systems [11]. In complex systems, such as power grids [19, 60], financial net-
works [50], and social systems [82], even a small perturbation can cause sudden cas-
cading failures. In particular, two models for cascading failures with two different
mechanisms were studied extensively and separately, k-core percolation [42, 85] and
interdependency between networks [21,22,62,83].
In single networks, k-core is defined as a maximal set of nodes that have at least k
neighbors within the set. The algorithm to find k-cores is a local process consisting of
repeated removal of nodes having fewer than k neighbors until every node meets this
criterion. k-core decomposition of networks has been extensively used in studying the
organization of large networks [5], and relating this organization to the functionality
in diverse systems such as Internet [23], protein interaction networks [4,87], neuronal
networks [29] and cortical organization of the human brain [51]. The greater impor-
tance of nodes present in the higher k-cores is demonstrated also in epidemiology [44],
community detection [41], and neuronal networks [51,71]. Furthermore, k-core perco-
lation has been used in explaining cascading failures [42,85], evolutionary biology [45]
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and robustness studies of airport networks [88]. Additionally, The threshold k can
be node-dependent, which is often referred to as heterogeneous k-core percolation.
Both homogeneous and heterogeneous cases have been extensively studied in single
networks [14,15,24,25,32].
Another salient feature of real-world systems that causes cascading failures is
interdependency. For example, power network and communication network depend
on each other to function and regulate, so failure in one network or both networks
leads to cascading failures in one or both systems. Cascading failures have been
studied extensively as percolation in interdependent networks [16, 21, 40, 62, 74, 89].
Increase in either interdependency or k-core threshold increases the instability in
networks. The models, studying these processes separately, demonstrate this with
percolation transition changing from second-order → first-order as the parameters
are increased [24,62].
As motivated above, k-core percolation provides a model to understand the ro-
bustness of diverse systems and more specifically robustness of important nodes in
the system. Recent studies have shown that these systems are often interdependent
on other systems and interdependency makes the systems more vulnerable [21, 69].
Therefore, k-core percolation has to be studied in the presence of interdependency,
as we do here, for better understanding of the robustness of the the systems. In this
chapter, we study a general model that combines both processes (k-core percolation
and interdependency), and demonstrate that the results of the combination are very
rich and include novel features that do not appear in the models that study each
process separately. In many aspects, results are counterintuitive. For example, at
certain fixed interdependencies, the percolation transition changes from first-order→
second-order → two-stage → first-order as the k-core threshold is increased.
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2.2 General formalism
Consider a system composed of two interdependent uncorrelated random networks A
and B with both having the same arbitrary degree distribution P (i). The coupling q
between networks is defined as the fraction of nodes in network A depending on nodes
in network B and vice versa (Fig. 2.1). The k-core percolation process is initiated
by removing a fraction 1 − p0 of randomly chosen nodes, along with all their edges,
from both networks. In k-core percolation, nodes in the first network with fewer
than ka neighbors are pruned (the local threshold of each node may differ), along
with all the nodes in the second network that are dependent on them. The k-core
percolation process is repeated in the second network, and this reduces the number
of neighbors of nodes in the first network to fewer than ka. This cascade process is
continued in both networks until a steady state is reached. The cascades in both
networks are bigger during k-core percolation than during regular percolation due to
pruning process. The detailed equations for the cascade process are discussed in the
appendix A. The cascade process is shown in Fig. 2.2.
2.3 k-core threshold
Here we consider the case of heterogeneous k-core percolation in which a fraction r of
randomly chosen nodes in each network is assigned a local threshold ka + 1 and the
remaining fraction 1 − r nodes are assigned a threshold ka. This makes the average
local threshold per site, identical for both networks, to be k = (1− r)ka + r(ka + 1),
which allows us to study the k-core percolation continuously from ka-core to (ka+ 1)-
core by changing the fraction r. Note that the k-core percolation properties depend
on the distribution of local thresholds ka, and not on the average threshold per site as
found in single networks [25, 26]. In this chapter, for notational simplicity, k is used
for indexing various functions. The functions truly depend on the parameters ka and
r, which can be calculated from k using
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Figure 2.1: Demonstration of an interdependent network with coupling q = 0.75
with dependency links shown as dashed lines. The 2-core and 3-core are the highest
possible k-core in the top and bottom layers respectively, while still preserving all the
dependency links.
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Figure 2.2: Plot of giant component at each stage of the cascade process. Iteration
number corresponds to the number of times k-core process was performed in each
layer of the network. (2, 2)-core percolation was simulated in two coupled Erdo˝s-
Re´nyi networks with average degree z1 = 10 and N = 5 ∗ 105 nodes.
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ka = bkc (2.1)
r = k − ka
where bkc denotes the floor function of k.
Additionally, we consider a case of both layers of the interdependent networks
having the same k-core threshold distribution. The general case of different k-core
threshold and detailed equations for the cascade process is discussed in the appendix
A.
At the steady state of the cascade process, the network becomes fragmented into
clusters of various sizes. Only the largest cluster (the “giant component”) is consid-
ered functional in this study and is the quantity of interest. The fraction of nodes
φ′∞ remaining in the steady state is identical in both networks as the entire process
is symmetrical for both networks and can be calculated (see appendix A for detailed
derivation) using the formalism developed by Parshani et al [62],
φ′∞ ≡ p0[1− q(1− p0Mk(φ′∞))], (2.2)
where Mk(φ
′
∞) is the probability of a node to belong to the giant component in a
single network with an occupation probability of φ′∞. Due to coupling between the
networks, the fraction φ′∞ remaining in each network at the steady state of the cascade
process is less than the fraction p0 of nodes remaining in each network after the initial
damage. The size of the giant component in the coupled networks at the steady state
φ∞ is
φ∞ = φ′∞Mk(φ
′
∞). (2.3)
The k-core formalism for single networks [14], based on local tree-like structure,
can be used to calculate Mk(φ
′
∞). In this formalism, any node belonging to the
giant component is required to be the root node for (ka − 1)-ary tree to satisfy the
condition of the root node having at least ka neighbors within the giant component.
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Therefore, the function Mk(φ
′
∞) depends on the probability of reaching a node in the
giant component starting from any randomly chosen link Z, and a randomly chosen
node X. The function is given by
Mk(φ
′
∞) = Mk(Z(φ
′
∞), X(φ
′
∞))
= (1− r)
∞∑
j=ka
P (j)Φkaj (Z(φ
′
∞), X(φ
′
∞))+
r
∞∑
j=ka+1
P (j)Φka+1j (Z(φ
′
∞), X(φ
′
∞)), (2.4)
where
Φkaj (Z,X) =
j∑
l=ka
(
j
l
)
(1−X)j−l
l∑
m=1
(
l
m
)
Zm(X − Z)l−m,
which depends only on the value of ka.
These are calculated using the self-consistent equations
X
fk(X,X)
=
Z
fk(Z,X)
= φ′∞, (2.5)
where
fk(Z,X) = (1− r)
∞∑
j=ka
jP (j)
〈j〉 Φ
ka−1
j−1 (Z,X)+
r
∞∑
j=ka+1
jP (j)
〈j〉 Φ
ka
j−1(Z,X). (2.6)
The probabilities Z and X are equal when the local thresholds of k-core percolation
are ka ≥ 2 [24].
Since there are many intermediate variables and are coupled through multiple
equations, we will sketch a way of solving them. Eq. (2.2) can be simplified into a
quadratic equation in p0 as
qMk(φ
′
∞)p
2
0 + (1− q)p0 − φ′∞ = 0,
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which has a positive root given by
p0 =
q − 1 +√(q − 1)2 + 4qφ′∞Mk(φ′∞)
2qMk(φ′∞)
. (2.7)
Equation (2.6) can be used to express φ′∞, and X as a function of Z. The simplified
form is given by
p0 =
q − 1 +
√
(q − 1)2 + 4qZMk(Z,X(Z))
fk(Z,X(Z))
2qMk(Z,X(Z))
≡ hk,q(Z), (2.8)
which can be (numerically) solved for Z at any initial percolation probability p0. This
value of Z is used to calculate X, φ′∞, Mk(φ
′
∞), and ultimately the giant component
φ∞.
The size of the giant component as a function of p0, found through the above dis-
cussed method, is in excellent agreement with simulation results for both Erdo˝s-Re´nyi
(see Figs. 2.3, 2.4) and scale-free networks (see Fig. 2.13). The detailed discussion of
results for these networks are described in the following sections.
2.4 (k, k)-core percolation in Erdo˝s-Re´nyi networks
To study the model that combines k-core and interdependency, we focus on two inter-
dependent Erdo˝s-Re´nyi networks. Both networks have identical degree distributions
given by P (i) = zi1 exp(−z1)/i! with the same average degree z1. The function fk is
given by fk(Z,X) = 1−e−z1Z , fk(X,X) = 1−re−z1X for 1 ≤ k < 2. Since X = Z for
k ≥ 2, fk(Z,Z) = 1 − e−z1Z(1 + rz1Z). The functions Mk are given by Mk(Z,X) =
1 − e−z1Z − rz1Ze−z1X for 1 ≤ k < 2, and Mk(Z,Z) = 1 − (1 − r)Γ(2,z1Z)Γ(2) − rΓ(3,z1Z)Γ(3)
for k ≥ 2, where Γ(m,x) and Γ(m) are incomplete and complete gamma functions,
respectively, of order m. The parameter r appearing in the functions is calculated
using Eq. (2.1).
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2.4.1 Types of percolation transitions
The behavior of the function hk,q(Z) (Eq. (2.8)) for fixed values of parameters, as a
function of Z determines the nature of the k-core percolation transition. In general,
the function hk,q(Z) has either (i) a monotonically increasing behavior, (ii) a local
minimum, or (iii) a global minimum (see Fig. 2.5). Monotonically increasing behavior
corresponds to a second-order percolation transition. When hk,q(Z) has a global
minima, percolation transition is an abrupt (first-order) transition. The presence
of local minima indicates that the percolation transition is a two-stage transition
in which the giant component undergoes an abrupt (first-order) jump followed by a
continuous transition as the occupation probability p0 is decreased [see the case of
q = 0.765 in Fig. 2.4(b)]. Using this analysis, we plot the complete phase diagram of
k-core percolation transition for Erdo˝s-Re´nyi networks in Fig. 2.6.
2.4.2 Complete phase diagram
The boundaries of the phase diagram (Fig. 2.6), q = 0 and k = 1 lines correspond to
the cases of k-core percolation in single network and regular percolation in interdepen-
dent networks, respectively. We describe the complex nature of the combined k-core
percolation and interdependent network model at intermediate couplings 0 < q < 1,
and contrast it with the known results at the boundaries. Parshani et al. [62] demon-
strated that regular percolation in coupled networks changes from a second-order to
first-order when it passes through a tricritical point at the critical coupling qtri,1. The
tricritical nature is preserved in k-core percolation as the average local threshold k is
increased, but the tricritical coupling qtri,k increases with k, as can be seen in Fig. 2.6.
The dependence of qtri,k on the average degree z1 (see Sec. B.1.3) is
qtri,k = 1 +Xk−1,0 −
√
(1 +Xk−1,0)2 − 1, (2.9)
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Figure 2.3: The giant component for two coupled Erdo˝s-Re´nyi networks (z1 = 10),
computed numerically and through simulations, as a function of fraction of initially
removed nodes p0 at different average local threshold k for couplings a) q = 0.3
b) q = 0.7 c) q = 0.8 and d) q = 0.9. For low coupling q = 0.3, nature of k-
core percolation is similar to that of single networks. For high couplings q = 0.8
and q = 0.9, k-core percolation is first-order indicating the increased instability of
the system compared to single networks. For the intermediate coupling q = 0.7,
k-core percolation is initially first-order for k = 1.5, which then becomes a two-
stage transition as the average local threshold is increased to k = 2.0. The cascades
during k-core percolation are expected to increase as the local threshold of nodes are
increased, and therefore, k-core percolation would be (intuitively) expected to remain
as first-order. Surprisingly, k-core percolation changes to second-order for k = 2.3.
Finally, the increased instability in the system is manifested into k-core percolation
becoming a first-order transition for k = 2.7. Simulation results (shown as symbols)
are obtained for a system with 106 nodes in each network.
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Figure 2.4: Comparison of theory (lines) and simulation (symbols) for two coupled
Erdo˝s-Re´nyi networks at fixed average local threshold a) k = 1.5 b) k = 2.0 c) k = 2.0
(on a semi-log plot) and d) k = 2.5. As the coupling q is increased, k-core percolation
transition changes from second-order to first-order. For k = 2.0, a novel two-stage
transition is seen at intermediate couplings. Simulation results agree well with the
theory (more evident in the semi-log plot of panel (c)).
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where Xk−1,0 is the numerical solution for X in self-consistent Eq. (2.5) when Z = 0.
A first-order transition indicates network instability. Because instability increases
with an increase in both the coupling q and the average local threshold k—more nodes
are removed during k-core percolation at higher local thresholds—we expect the k-core
percolation transition to become first-order at lower couplings when the average local
threshold is higher. Counter-intuitively, Figure 2.6 shows that the tricritical coupling
qtri,k increases with k. To test this further, we analyze Eq. (2.9). A perturbative
expansion shows that qtri,k (see Sec. B.1.4) indeed increases with k, around k = 1, as
qtri,k = qtri,1 +
δke−1(1 + δke−1)
z1
(
z1 + 1√
2z1 + 1
− 1
)
, (2.10)
where δk = k − 1 and the tricritical coupling qtri,1 (consistent with results found in
Ref. [39]) is given by
qtri,1 = 1 +
1
z1
−
√
(1 +
1
z1
)2 − 1. (2.11)
We compare the perturbative solution of Eq. (2.10) with the numerical solution of
Eq. (2.9) and the simulation results in Fig. 2.7.
Above an average local threshold k . 2, the tricritical nature ceases to exist.
Instead, as the coupling q is increased, the k-core percolation transition goes through
a two-stage transition as it changes from second-order to first-order. Figure 2.4(b)
shows that this two-stage transition has characteristics of both first- and second-order
transitions. The critical couplings qc,1 and qc,2 separate the two-stage transition from
the first-order and second-order transition regions respectively. At the critical line
qc,2(k), the function hk,q(Z) develops an inflection point at Z > 0 that signals the
development of a local minimum for q > qc,2 (see Fig. 2.5(b)). The condition for qc,2
at a fixed k is
h′k,qc,2(Z0) = 0 & h
′′
k,qc,2
(Z0) = 0, (2.12)
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Figure 2.5: Comparison of behavior of the function hk,q(Z) for two coupled Erdo˝s-
Re´nyi networks at fixed average local threshold a) k = 1.5 and b) k = 2.0 at different
couplings. As seen in the phase diagram (see Fig.2.6), k-core percolation changes from
a second-order at low couplings to a first-order at high couplings passing through a
tricritical point for k = 1.5, and through a two-stage transition for k = 2.0. In both
cases, hk,q(Z) is characterized by monotonically increasing behaviour corresponding
to second-order transition and, by the presence of a global minima corresponding
to first-order transition. For k = 1.5, the inflection point occurs at Z = 0, which
immediately turns into a global minima as the coupling is increased, leading to a
tricritical point. For k = 2.0, the inflection point occurs at Z > 0, which turns into a
local minima - leading to a two-stage transition- followed by being a global minima
as the coupling is increased.
27
Coupling (q)
A
ve
ra
ge
 lo
ca
l t
hr
es
ho
ld
 (k
)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.91
1.5
2
2.5
First order transition
Two−stage
transition
z1 =10
Second order transition
Figure 2.6: Complete phase diagram for k-core percolation transition for two inter-
dependent Erdo˝s-Re´nyi networks with average degree z1 = 10 . Both networks have
the same average local threshold per site k = (1 − r)ka + r(ka + 1), with fraction
1 − r of randomly chosen nodes having local threshold ka and the remaining nodes
having local threshold ka+1. Symbol ’X’ in the phase diagram indicates the coupling
qc,2.5. The transition properties depend on the composition of the ka-cores and not on
average k. For example, the average local threshold of 3 can be achieved by setting
half of the nodes with local threshold 2 and remaining nodes with local threshold 4.
k-core percolation of this heterogeneous case is found to be different from that of the
homogeneous case where all the nodes have the same threshold 3. Phase diagrams
for different average degree z1 are shown in (Fig. 2.12).
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Figure 2.7: Plot of tricritical coupling qtri,k as a function average threshold k obtained
from the numerical solution of perturbative expansion to first order, second order and
exact equation given in the Eqs. (2.9, 2.10). The numerical results are in excellent
agreement with the simulation results (shown as symbols) for a network with 105
nodes.
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where the derivatives are taken with respect to Z and the inflection point Z0 must
be determined using the relationship in Eq. (2.12). For couplings q ≤ qc,1, the global
minimum of hk,q(Z) occurs at Z = 0. For q > qc,1, the global minimum shifts to
Z0 > 0. At the critical line qc,1(k), the function has global minima at both Z = 0 and
Z0 > 0 (see Fig. 2.5(b)) and this yields the conditions for the critical coupling qc,1,
h′k,qc,1(Z0) = 0 & hk,qc,1(Z0) = hk,qc,1(Z = 0), (2.13)
where the derivatives are taken with respect to Z.
In single networks, the k-core percolation transition reaches a tricritical point
when the average local threshold is increased from 2 to 3 at kc = 2.5 [24]. Figure 2.6
shows that this tricritical point is preserved when the coupling between the networks
is increased up to a critical coupling qc,2.5 and forms a second tricritical line. The
point qc,2.5 (point “X”) is a triple point surrounded by three regimes. This critical
coupling (see Sec. B.3.2 for detailed derivation) depends on the average degree z1 ,
qc,2.5 = 1 +
3
2z1
−
√
(1 +
3
2z1
)2 − 1. (2.14)
The critical lines qc,1(k) and qc,2(k) can be calculated perturbatively around the
point qc,2.5 (see Sec. B.3.3 for detailed derivation). Using the expansion of hk,q(Z)
around Z = 0 with the conditions in Eq.(2.12) and Eq.(2.13), we get a general
equation
am(1− q)4 + bmq(1− q)2 + cmq2 = 0, (2.15)
where am =
z21
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(12(3−2m)δ2+6(m−2)δ+1), bm = z16 (12(1−m)δ2+(4−2m)δ−1), cm =
δ2 + δ+ 1/4 with δ = 2.5− k. Solving Eq.(2.15) with m = 3 and m = 4 gives qc,2 and
qc,1, respectively. The numerical solution of Eq. (2.15) are plotted in the Fig. 2.8.
Finally, for the average local threshold 2.5 < k ≤ 3, k-core percolation transition
remains first-order even when the coupling between the networks is increased.
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Figure 2.8: Numerical solution of the perturbative expansion of qc,1(k) and qc,2(k)
around the triple point qc2,.5 given in Eq. (2.15) in the main text.
The critical percolation thresholds and critical exponents for all three transitions
discussed above can be calculated from the function hk,q(Z). At the second-order
transition and the continuous part of the two-stage transition (q < qc,1, the gray
regions in Fig. 2.6), the critical behavior of the giant component takes the form
φ∞ ∼ (p0 − pc,2)β2 , where pc,2 = hk,q(Z = 0). The analytical expressions for pc,2 (see
Secs. B.1.2 & B.2.2 for detailed derivation) are
pc,2 =
{
1
z1(1−q) , 1 ≤ k ≤ 2
1
z1(1−(k−2))(1−q) , 2 ≤ k ≤ 2.5
(2.16)
We find the exponent β2 by using the Taylor series expansion of the function
hk,q(Z) around Z = 0. The exponent depends on coupling, indicating that coupling
changes the universality classes of these k-core percolation transitions. The exponents
(see Secs. B.1.2,B.2.2 & B.3.1 for detailed derivation) found at different points of the
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phase diagram (see Fig. 2.9) are
β2 =

1, 1 ≤ k < 2, q < qtri,k
1/2, 1 ≤ k < 2, q = qtri,k
2, 2 ≤ k < 2.5, q ≤ qc,1
1, k = 2.5, q < qc,2.5
2/3, k = 2.5, q = qc,2.5.
(2.17)
At the first-order transition and the abrupt jump of the two-stage transition, the
critical behavior of the giant component takes the form φ∞ − φ∞,0 ∼ (p0 − pc,1)β1 ,
where pc,1 = hk,q(Z0). Z0 is the minimum of the function hk,q(Z) found using the
condition h′k,q(Z0) = 0. Both pc,1 and pc,2 are calculated numerically and are in good
agreement with the simulations shown in Fig. 2.10. We calculate the critical exponent
β1 using a Taylor series expansion of the function hk,q(Z) around the minimum Z0
and find that it is dependent only on coupling q (see Fig. 2.9) as given by
β1 =
{
1/3, q = qc,2
1/2, q > qc,2 .
(2.18)
The exponents β1 and β2 (see Sec. B.4 for detailed derivation) are shown on the
phase diagram for all regimes in Fig. 2.9.
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Figure 2.9: The critical exponents for the k-core percolation of coupled networks are
given at different regions of the phase diagram for two interdependent Erdo˝s-Re´nyi
networks with average degree z1 = 10. β1 denotes the critical exponent for the first-
order transition and near the abrupt jump of the two-stage transition. β2 denotes the
critical exponent for the second-order transition and at the continuous part of the
two-stage transition. Regions labeled with both β1 and β2 represent the two-stage
transition regime. The exponents are summarized in Eqs. (2.17) and (2.18). Symbol
’X’ in the phase diagram indicates the coupling qc,2.5. The critical exponents of k-
core percolation transitions for low couplings are identical to those found in single
networks [24].
The richness of the phase diagram is striking when the change in k-core percola-
tion transition is considered as threshold k is increased at fixed q. At certain fixed
intermediate couplings, the k-core percolation transition changes from first-order →
second-order → two-stage → first-order as the k-core threshold is increased (See ver-
tical arrow in Fig. 2.6). Additionally, note that the result for fully interdependent
networks q = 1 is consistent with the result for the k-core percolation transition in
multiplex networks in that they are both first-order for any average threshold k [7].
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Figure 2.10: Percolation threshold pc, for two coupled Erdo˝s-Re´nyi networks, as a
function of (a) the coupling q for fixed average local threshold k = 1.0, 1.5, 2.0, 2.5
representing horizontal lines in Fig. 2.6 (b) the average local threshold k for several
fixed coupling q = 0.3, 0.7, 0.8, 0.9 representing vertical lines in Fig. 2.6. Dashed
and continuous lines indicate that the percolation threshold is at abrupt (first-order)
jump and continuous transition respectively. Simulation results (shown as symbols)
are obtained for a system with 106 nodes in each network.
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2.5 (k, k)-core percolation in Random Regular net-
works
We consider two coupled Random Regular networks with identical degrees z1. The
function fk is given by fk(Z,X) = 1− (1− Z)z1−1, fk(X,X) = 1− r(1−X)z1−1 for
1 ≤ k < 2. Since X = Z for ka ≥ 2, fk(Z,Z) = 1−(1−Z)z1−1−rZ(z1−1)(1−Z)z1−2.
The functions Mk are given by Mk(Z,X) = 1 − (1 − Z)z1 − rz1Z(1 − X)z1−1 for
1 ≤ k < 2 and Mk(Z,Z) = 1 − (1 − Z)z1 − z1Z(1 − Z)z1−1 − r z1(z1−1)2 Z2(1 − Z)z1−2
for k ≥ 2. Based on the behavior of hk,q(Z), the complete phase diagram for the
percolation transition is plotted in Fig. 2.11. The features of the phase diagram
are the same as those of coupled Erdo˝s-Re´nyi networks, including identical critical
exponents. The critical percolation thresholds are different. For second-order and
continuous part of the two-stage transition is given by
pc,2 =
{
1
(z1−1)(1−q) , 1 ≤ k ≤ 2
1
(z1−1)(1−(k−2))(1−q) , 2 ≤ k ≤ 2.5
(2.19)
The tricritical coupling for regular percolation in interdependent Random Regular
networks depends on its degree z1 as given in Eq. (2.20).
qc,1 = 1 + α−
√
(1 + α)2 − 1, (2.20)
where α = z1
(z1−1)(z1−2) .
The tricritical point found for average local threshold k = 2.5 in single Random
Regular network is preserved in coupled networks as well. The tricritical nature
persists only up to a critical coupling qc,2.5 and its dependence on the degree z1 is
given by
qc,2.5 = 1 + α
′ −
√
(1 + α′)2 − 1, (2.21)
where α′ = 3z1
2(z1−2)(z1−3) .
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Figure 2.11: Complete phase diagram for k-core percolation transition for two coupled
Random Regular networks with coupling q. Both the networks have the same local
k-core threshold distribution. A fraction r of randomly chosen nodes have local
threshold ka + 1 and remaining nodes have ka, resulting in average local threshold
k = (1−r)ka+r(ka+1). The phase diagram has similar features that were seen in two
coupled Erdo˝s-Re´nyi networks(Fig. 2.6). The critical exponents for all the regions in
the phase diagram are identical to that of Erdo˝s-Re´nyi networks as reported in the
Fig. 2.9. The expressions for critical percolation thresholds for continuous transition
part of both second-order and two-stage transitions are given in Eq. (2.19).
2.6 Two-stage transition and broadness of degree
distribution
In this section, we compare the phase diagram for two coupled Erdo˝s-Re´nyi networks
with different average degree z1 as shown in Fig. 2.12. The width of two-stage
transition region in the phase diagram decreases with increase in average degree.
The broadness of the degree distribution for Erdo˝s-Re´nyi network increases with the
average degree z1. Hence, the width of two-stage transition decreases with increase in
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broadness of degree distribution. This point is highlighted in the case of two coupled
scale-free networks as discussed in the next section.
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Figure 2.12: Complete phase diagram for k-core percolation transition for two coupled
Erdo˝s-Re´nyi networks with average degree z1 = 5, 10, 15, 20. Both the networks have
the same average local threshold per site k = (1 − r)ka + r(ka + 1), with fraction
1−r of nodes having local threshold ka and fraction r of nodes having local threshold
ka + 1. The transition properties depend on the composition of the ka-cores and not
on average threshold k. Width of the two-stage transition region in the phase diagram
decreases as the average degree z1 is increased.
2.7 (k, k)-core percolation in scale-free networks
In the previous sections, we studied the k-core percolation in coupled Erdo˝s-Re´nyi
and Random Regular networks. In Fig. 2.12, we observed that the two-stage transi-
tion region grows thinner with increase in the width of the distribution. Additionally,
we found many results that were counterintuitive for mean-field networks. Now, we
focus on k-core percolation in scale-free networks to check if these features survive for
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non mean-field networks. k-core percolation in single scale-free networks is known to
be subtle by itself and depends on many details. In the following section, an overview
of known results for k-core percolation in single scale-free network is given and then
proceed to studying the case of two coupled scale-free networks.
2.7.1 Single scale-free networks
Consider a scale-free network with degree distribution given by P (i) ∼ (i + c)−γ
with a minimum degree and a maximum degree. For 2 > γ > 3, the number of
second-nearest neighbors z2 diverges. One manifestation of this result is that pc = 0
for regular percolation in these networks. In this scenario, one finds that k-cores are
present for any value of k and are robust against any damage. For finite size networks,
it has been shown that the highest k-core present in the network kh scales with the
cut-off degree of the degree distribution [32].
For γ > 3, the number of second-nearest neighbors z2 is finite. No k ≥ 3-core exists
for a graph with the minimum degree imin = 1, γ > 3, and c = 0 [36]. The k-cores
emerge as c is increased and is the reason for including c in the degree distribution [32].
The result becomes intuitive when one notices that for the case of c = 0, for every
node with degree 10 there will be 10γ ( = 1000 for γ = 3) nodes with degree 1.
Hence, such a network will have a central hub (with high degree) connected to a large
number of low degree nodes as shown in Fig. 1.2. Whereas [(i+ c)/(i+1+ c)]−γ → 1
as c increases making the degree distribution more homogeneous. Therefore, k-cores
emerge as c is increased for k ≥ 3. Additionally, the presence of k-cores depends on
the choice of minimum and maximum degree.
2.7.2 Two coupled scale-free networks
In this section, we consider two coupled scale-free networks with identical degree
distribution P (i) ∼ (i + c)−γ to simplify the study. The functions fk(Z,X) and
Mk(Z,X) cannot be expressed in closed form for scale-free networks. The expressions
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given in Eq. (2.4 & 2.6) can be simplified to increase the efficiency of computations.
The simplified forms reduces to the forms given for Random Regular and Erdo˝s-Re´nyi
networks in the previous sections.
For 1 ≤ k ≤ 2, functions fk is given by
fk(X,X) = 1− rP (1)
< i >
− r
∞∑
i=2
iP (i)
< i >
(1−X)i−1
fk(Z,X) = 1− P (1)
< i >
−
∞∑
i=2
iP (i)
< i >
(1− Z)i−1, (2.22)
and Mk is given by
Mk(Z,X) = (1− r)P (1)Z +
∞∑
i=2
P (i)
[
(1− (1− Z)i)− riZ(1−X)i−1] . (2.23)
Since X = Z for ka ≥ 2, the functions fk and Mk are given by
fk(Z,Z) = 1+
2rP (2)Z
< i >
−P (1) + 2P (2)
< i >
−
∞∑
i=3
iP (i)
< i >
[
(1− Z)i−1 + rZ(i− 1)(1− Z)i−2] ,
(2.24)
Mk(Z,Z) = 1 + rP (2)Z
2 − P (1)− P (2)
−
∞∑
i=3
P (i)
[
iZ(1− Z)i−1 + (1− Z)i + rZ2 i(i− 1)
2
(1− Z)i−2
]
.(2 25)
The analytical equations are numerically solved and found to be in excellent agree-
ment with the simulations as shown in Fig. 2.13.
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Figure 2.13: Comparison between theory and simulation of k-core percolation in two
interdependent Scale-free networks with exponent γ = 2.5, with both layers having
identical local thresholds k = 1, 2, 3. Simulation results were obtained for a system
with N = 106 nodes in each network. The minimum and maximum degree for nodes
in each network were set to be imin = 2 and imax = 1000, respectively.
Some of the counterintuitive results observed at the mean-field networks are seen in
scale-free networks as well. The critical coupling for the onset of two-stage transition
at fixed k-core threshold increases with the increase in k-core threshold as seen in the
phase diagrams (Figs. 2.14 - 2.17).
Phase diagram: Effect of c
As explained in section 2.6, broadness of the degree distribution results in a region
of two-stage transition in the phase diagram for k-core percolation in interdependent
networks. The feature was observed for two coupled Erdo˝s-Re´nyi networks and the
broadness of two-stage transition region decreased with increase in broadness of degree
distribution. Broadness of the distribution of the form P (i) ∼ (i+c)−γ increases with
c. Additionally, decay of the scale-free degree distribution is more gradual for higher
values of c. Therefore, region of two-stage transition shrinks in Figs. 2.14, 2.15 &
2.16. Additionally, stability of k-cores also increases with c for all values of γ since the
the percolation transition remains second-order for higher couplings as c is increased.
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Figure 2.14: Complete phase diagram for k-core percolation transition for two coupled
scale-free networks with exponent γ = 2.5 for values of c = 0, 2, 4. Both the networks
have the same average local threshold per site k = (1− r)ka + r(ka + 1), with fraction
1−r of nodes having local threshold ka and fraction r of nodes having local threshold
ka + 1. Width of the two-stage transition region in the phase diagram decreases as
the distribution becomes more flat.
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Figure 2.15: Complete phase diagram for k-core percolation transition for two coupled
scale-free networks with exponent γ = 3.0 for values of c = 0, 2, 4. Both the networks
have the same average local threshold per site k = (1− r)ka + r(ka + 1), with fraction
1−r of nodes having local threshold ka and fraction r of nodes having local threshold
ka + 1. Width of the two-stage transition region in the phase diagram decreases as
the distribution becomes more flat.
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Figure 2.16: Complete phase diagram for k-core percolation transition for two coupled
scale-free networks with exponent γ = 3.5 for values of c = 0, 2, 4. Both the networks
have the same average local threshold per site k = (1− r)ka + r(ka + 1), with fraction
1−r of nodes having local threshold ka and fraction r of nodes having local threshold
ka + 1. Width of the two-stage transition region in the phase diagram decreases as
the distribution becomes more flat.
Phase diagram: Effect of minimum and maximum degree
The properties of k-core percolation depends on the choice of minimum and maximum
degree. Broadness of the scale-free distribution decreases as the minimim degree
for the distribution is increased. Consequently, the region of two-stage transition
broadens as seen in Figs. 2.17(a) & 2.17(b). Additionally, k-core percolation is found
to be second-order at low couplings for all the k-core threshold values (as shown in
Fig. 2.13) consistent with results for single scale-free network. As the maximum
degree of the distribution is increased, k-core becomes more stable with percolation
transition changing from second-order to first-order transition for higher values of
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average k-core threshold. The tricritical line around average k-core threshold k ∼ 2.5
shifts closer towards 3 as the maximum degree is increased as shown in Figs. 2.17(b)
& 2.17(c). Hence, k-core percolation in coupled scale-free networks is sensitive to the
choice of parameter values.
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Figure 2.17: Complete phase diagram for k-core percolation transition for two coupled
scale-free networks with exponent γ = 2.5, c = 0 for maximum degrees of imin = 1, 2.
The percolation transition remains second-order for higher average k-core threshold
as the minimum degree is increased for lower coupling consistent to results known in
single networks.
2.8 Conclusion
In conclusion, we have demonstrated the richness of the combination (k-core perco-
lation and interdependency) by analyzing our generalized model for two interdepen-
dent Erdo˝s-Re´nyi networks. The coupling between networks changes the universality
classes of k-core percolation found in single networks, and the new critical exponents
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are calculated analytically. At fixed k-core threshold, the k-core percolation tran-
sition changes from second-order to first-order as the coupling is increased, passing
through either a tricritical point or two-stage transition depending on the average lo-
cal threshold. Counter-intuitively, we find the tricritical coupling to increase with the
k-core threshold. The critical coupling, for the onset of two-stage transition, at fixed
average k-core threshold increases with the increase in average k-core threshold. The
richness of this generalized model is further emphasized with the k-core percolation
transition, for certain fixed couplings, changing from first-order → second-order →
two-stage → first-order as the k-core threshold is increased, in contrast to second-
order → first-order for k-core percolation in single networks. To test the universality
of our results, we have analyzed, both analytically and numerically, the phase dia-
gram for k-core percolation in interdependent Random Regular networks and found
this system to be very similar to that of Erdo˝s-Re´nyi networks. The novel features
seen for k-core percolation in coupled Erdo˝s-Re´nyi networks were also demonstrated
in the case of two coupled scale-free networks. Nature of k-core percolation depends
on the choice of c, minimum and maximum degree for the modified scale-free degree
distribution. The universal feature observed in all the three types of networks is that
the region of two-stage transition decreases as the broadness of degree distribution is
increased. Studying these new percolation transitions found in this generalized model
will enable us to understand the importance and the rich effects of coupling between
different resources in cascading failures that occur in real-world systems, which will
enable us to design more resilient systems.
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Chapter 3
Small world phenomenon in
modular networks
3.1 Introduction
The second part of this thesis concerns with small world phenomenon. An example
of small world phenomenon is the common occurrence of two randomly chosen people
connected through a chain of small number of acquaintances. In 1960s, Milgram
conducted social experiments to find the number of acquaintances connecting two
randomly chosen people. The average number was found to be six leading to the
popular concept of six degrees of separation [46, 80, 81]. The phenomenon is striking
considering that the population of North America is of the order of millions and yet
the number of acquaintances that connect two people is five orders of magnitude
smaller. In recent times, the experiment has been carried out on a much larger
scale using information from social media. The study finds that only four people
connect any two people on an average [8]. The result is astonishing considering four
is 8 orders of magnitude smaller than the number of users on social media. The
small world phenomenon has been studied using network models. In Erdo˝s-Re´nyi
networks, the typical distance scales as ∼ lnN , where N is the number of nodes
in the network. Small world model proposed by Watts and Strogatz finds a similar
result [84, 86]. Additionally, scale-free networks are shown to be ’ultra small’ with
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distances in the network scaling as ∼ ln lnN [17,27]. Understanding the compactness
of network models is of prime importance in studying many dynamical processes
in epidemiology [53], social behavior [52], internet routing [64] and transportation
networks [61,72].
Another feature of networks is the presence of modules or communities. Commu-
nity is a set of nodes in the network that are more tightly connected among them-
selves than with other nodes in the network. Various techniques and methods are
being studied to detect communities in empirical networks [38,55,58,65]. Identifying
communities leads to deeper understanding of organizing principles governing the for-
mation of networks. Community detection has received a lot of interest in the study of
metabolic networks [66,70] and internet [37]. Modular structure of networks changes
the robustness properties and the effect of modularity on robustness has been studied
extensively [9, 20, 73]. In this chapter, we specifically study the effect of modularity
on small world phenomena in modular Erdo˝s-Re´nyi network model.
3.2 Modular Erdo˝s-Re´nyi Network
3.2.1 Model
An Erdo˝s-Re´nyi network can be constructed with a simple rule of connecting any
two nodes with a probability p. A network thus obtained will have a poisson degree
distribution as discussed in Sec. 1.2.1. The community structure in this network
cannot be predetermined and will differ from different realizations of the network
thus built. In this chapter, we want to study the shortest paths in a network with
a predefined community structure. Community structure is introduced into Erdo˝s-
Re´nyi network, as proposed by Shai. et. al [73], by initially distributing N nodes in m
communities. The probability of connecting any two nodes from the same community
is defined to be pin and can be tuned relative to the probability of connecting any
two nodes from different communities, which is defined to be pout. In this model, the
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degree of modularity in the network is controlled by the parameter α, defined as
α =
pin
pout
. (3.1)
The total number of connections within the community is denoted by Min and
across communities by Mout. These number of links can be calculated using combi-
natorics and is given by
Min = pin
N(N
m
− 1)
2
, (3.2)
Mout = pout
N(m− 1)N
m
2
. (3.3)
Let k be the average degree of the entire network. The expressions for Min and
Mout can be simplified as
Min =
Nk
2
α
α +m− 1 (3.4)
Mout =
Nk
2
m− 1
α +m− 1 (3.5)
The average number of links a node has with nodes from the same the community
kintra is equal to the ratio of Min and the total number of links possible between nodes
from the same community, and is given by
kintra = k
α
α +m− 1 . (3.6)
The average number of links a node has outside the community kinter is simply
a ratio of Mout and the total number of links possible between nodes from different
communities, and is given by
kinter = k
m− 1
α +m− 1 , (3.7)
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where kintra and kinter satisfy the condition kintra + kinter = k.
Figure 3.1: Demonstration of network structure in modular Erdo˝s-Re´nyi network with
5000 nodes distributed among m = 6 communities for a) α = 100 and b) α = 1000.
The nodes were separated into communities using Force-atlas I algorithm in the Gephi
software. Gephi software had no input about the presence of communities.
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3.2.2 Simulating modular Erdo˝s-Re´nyi Network
A modular Erdo˝s-Re´nyi network is simulated by distributing N nodes in m commu-
nities. Intra-community links are formed by randomly choosing two nodes from the
same community until a total of Min number of intra-community links are formed.
Inter-community links are formed between two randomly chosen nodes from different
communities until a total of Mout links are formed. Self-loops and multiple connec-
tions between nodes are prohibited during the simulation. The network thus formed
is tested for modularity using community finding algorithm that has no prior infor-
mation about communities. Fig. 3.1 shows one example of community separation
using Force-Atlas I method. The method automatically detects the correct number
of communities.
3.3 Network of Super-nodes
Consider a modular Erdo˝s-Re´nyi network with the parameters N,m, and k fixed.
The degree of modularity of the network increases as α is increased. The increased
modularity manifests into fewer links between nodes from different communities and
to traverse between two communities, one might have to pass through other commu-
nities. A network of super-nodes is constructed for better visualization of modularity
and also for better interpretation of the distribution of shortest paths, which is stud-
ied in the next section. In this representation, a super-node represents a community
of nodes in the original modular network. A pair of super-nodes are connected with
a link if there is at least one link in the original network that connects nodes from
the communities represented by those super-nodes. The increased modularity with
increase of α is shown in Fig. 3.2. The increase in modularity manifests in two ways:
i) the average degree of super-nodes decreases and ii) shortest path lengths between
various pairs of super-nodes increase.
The communities get dissociated above a certain critical αc, and represents the
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(a)
(b)
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(d)
Figure 3.2: a) Network structure of super-nodes showing the connectivity between
communities in a modular Erdo˝s-Re´nyi network with N = 105 nodes, m = 10 com-
munities and average degree k = 4 for a) α = 103 b) α = 5 ∗ 104 c) α = 105 and d)
α = 2 ∗ 105. The network of super-nodes show that increasing modularity with the
average degree of super-nodes decreasing as α increases with communities dissociating
ultimately for α > αc.
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Figure 3.3: Size of the giant component in the original modular network as a function
of α with 104 nodes present in each community. Size of the giant component decreases
after a certain percolation threshold αc ∼ 105 and size of the giant component reaches
104 when the communities are no longer connected.
percolation of communities in the original modular network as shown in Fig. 3.4(a).
The critical αc depends on the number of nodes in each community and this is high-
lighted in Fig. 3.4(b).
Another quantity of interest is size of the giant component in the original modular
network as α is varied. The distribution of shortest paths are computed between pairs
of nodes belonging to the giant component and the distribution cannot be compared
for different values of α if size of the giant component itself changes. As shown in
Fig. 3.3, size of the giant component remains constant upto critical αc and the giant
component reduces in size as the communities separate above αc. Ultimately, for
α → ∞, the giant component reaches a constant value of number of nodes in each
community and the original modular network consists of m giant components of equal
sizes.
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Figure 3.4: a) Number of communities present in the giant component as a function
of α with 104 nodes present in each community. b) Fraction of total number of
communities present in the giant component as a function of α. Connectivity between
communities decreases as α increases. Fewer communities are connected inside the
giant component for α > αc. Beyond the percolation limit, the communities become
disconnected and all the communities cannot be traversed starting from a node.
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3.4 Distribution of shortest paths
After simulating the modular Erdo˝s-Re´nyi network, the giant component in the net-
work is identified. A random node is chosen from the giant component to be the
origin node from which the distances to all other nodes in the giant component are
computed using Djikstra’s algorithm (see Sec. 3.4.1). A probability distribution of
the shortest path lengths is computed for this origin node. The process is repeated
for 1000 randomly chosen nodes as origin and an average distribution is computed
for various values of α (see Figs. 3.5 & 3.6).
3.4.1 Djikstra’s algorithm
In this section, I will briefly describe the algorithm, commonly referred to as Djikstra’s
burn algorithm, to compute the shortest distance between nodes in a network. In this
algorithm, a local attribute l is added for each node. At the end of the process, the
attribute l for a node represents the shortest distance between the node and the origin
node. The distance l is set to∞ for all the nodes except for the starting(origin) node
at the beginning of the process. The distance l for the origin node is set to 0. The
algorithm consists of burning all the nodes. Burning a node is a two step process: i)
the distance attribute of each of the neighbors of the node being burnt is updated and
ii) adding the unburnt neighbors to a list. The rule for updating the distance attribute
of the neighboring nodes is simple. Consider one of the neighboring nodes. Let lburn,
lneighbor be the distance attributes of the node being burnt and the neighboring node,
respectively. If lneighbor > lburn + 1, the distance attribute of the neighboring node is
changed to lburn+1. Otherwise, the distance attribute lneighbor is left unchanged. The
updating process is repeated for all of the neighbors of the node being burnt. All the
nodes in the list of unburnt nodes are burnt, which marks the end of the process. For
example, the process is initiated with burning the origin node. The distance lneighbor
for all of the neighbors of the origin node is set equal to 1 because all the neighbors
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Figure 3.5: Distribution of path lengths between various nodes in the modular Erdo˝s-
Re´nyi network for various α. The network was constructed with 104 nodes in each
community with average degree k = 4 and a) m = 10 and b) m = 20 communities.
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Figure 3.6: Distribution of path lengths between various nodes in the modular Erdo˝s-
Re´nyi network for various α. The network was constructed with 104 nodes in each
community with a) m = 50 and b) m = 100 communities. The total average degree
for the entire network was set to k = 4.
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of the origin node will have lneighbor = ∞ initially, which is greater than 1. All the
neighboring nodes of the origin node are then added to the list of unburnt nodes and
the process is repeated for these nodes.
3.5 Discussion: De-compaction of small world ?
The distribution of shortest paths between different pairs of nodes belonging to the
giant component is plotted in Figs. 3.5 & 3.6. The largest value of the shortest
paths between all possible pairs of nodes in a network is defined as diameter. The
diameter of the network increases with α upto the critical αc and then starts to
decrease for α > αc. As discussed above, size of the giant component does not
change as α is increased upto the critical αc. The distances between nodes with in
the communities does not change and the increase in the diameter is related to the
weakening of connections between communities. Hence, the increase in the diameter
of the network is purely a result of increasing modularity in the system. The decrease
in the diameter of the original network for α > αc is due to the disintegration of
communities. As seen in Fig. 3.3 & 3.4, the number of communities in the giant
component decreases and consequently size of the giant component decreases as well.
Another striking feature of the distribution of the shortest path lengths is the
information encoded about the connectivity of community structure in the original
modular network. Let us focus on the case for m = 10 communities shown in Fig.
3.5(a) for a concrete discussion. Each community has 104 nodes and hence there
are 105 nodes in the entire network. As α increases, modularity of the networks
increases. For α = 1, the network is essentially a Erdo˝s-Re´nyi network. For α = 100,
the nodes from different communities are connected densely enough to observe strong
modularity. For α = 5∗104, the distribution has three peaks (See Fig. 3.7). The first
peak corresponds to maximum distance between nodes within the community. The
other two peaks indicates the maximum number of intermediate communities that
needs to be traversed to connect nodes from any two different communities. Network
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of super-nodes illustrates the connectivity between communities in a clear way as
shown in Fig. 3.7(a). The diameter of the network of super-nodes is found to be 2.
Hence, the number of peaks in the distribution of shortest paths is equal to one more
than the diameter of the network of super-nodes.
For α = 105, the critical value above which the communities are no longer con-
nected. The distribution has three peaks (See Fig. 3.8). The first peak corresponds
to maximum distance of nodes within the community. The other three peaks indi-
cates the maximum number of intermediate communities that needs to be traversed
to connect nodes from any two different communities. Network of super-nodes illus-
trates the connectivity between communities in a clear way as shown in Fig. 3.8(a).
The diameter of the network of super-nodes is found to be 3. Hence, the number of
peaks in the distribution of shortest paths is equal to one more than the diameter of
the network of super-nodes, which is 4 in this case.
For α = 2 ∗ 105, there are only 5 communities connected in the giant component.
The distribution has three peaks (See Fig. 3.8). The first peak corresponds to max-
imum distance of nodes within the community. The other three peaks indicates the
maximum number of intermediate communities that needs to be traversed to con-
nect nodes from any two different communities. Network of super-nodes illustrates
the connectivity between communities in a clear way as shown in Fig. 3.9(a). The
diameter of the network of super-nodes is found to be 3. Hence, the number of peaks
in the distribution of shortest paths is equal to one more than the diameter of the
network of super-nodes, which is 4 in this case.
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Figure 3.7: a) Network structure of super-nodes showing the connectivity between
communities in a modular Erdo˝s-Re´nyi network with N = 5∗104 nodes, m = 10 com-
munities, average degree k = 4 for α = 105. Each super-node represents a community
and a link exists between two super-nodes if there is at least a link exists between a
pair of nodes from each of the communities in the original modular network. The gi-
ant component in the original modular network consists of all the 10 communities. b)
Distribution of shortest path lengths between various nodes for the original modular
network for parameters specified above. The number of peaks is equal to one more
than the diameter of the network of super-nodes shown in subfigure (a). Diameter of
the network of super-nodes is found to be 2. The relative sizes of peaks indicates the
distribution of shortest paths between various ’super nodes’ in the network.
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Figure 3.8: a) Network structure of super-nodes showing the connectivity between
communities in a modular Erdo˝s-Re´nyi network with N = 105 nodes, m = 10 com-
munities, average degree k = 4 for α = 105. Each super-node represents a community
and a link exists between two super-nodes if there is at least a node from each of the
communities are connected in the original modular network. The giant component
in the original modular network consists of all the 10 communities. b) Distribution
of shortest path lengths between various nodes for the original modular network for
parameters specified above. The number of peaks is equal to one more than the diam-
eter of the network of super-nodes shown in subfigure (a). Diameter of the network
of super-nodes is found to be 3. The relative sizes of peaks indicates the distribution
of shortest paths between various ’super nodes’ in the network.
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Figure 3.9: a) Network structure of super-nodes showing the connectivity between
communities in a modular Erdo˝s-Re´nyi network with N = 105 nodes, m = 10 commu-
nities, average degree k = 4 for α = 2∗105. Each super-node represents a community
and a link exists between two super-nodes if there is at least a node from each of
the communities are connected in the original modular network. The giant compo-
nent in the original modular network consists only 5 communities. b) Distribution
of shortest path lengths between various nodes for the original modular network for
parameters specified above. The number of peaks is equal to one more than the diam-
eter of the network of super-nodes shown in subfigure (a). Diameter of the network
of super-nodes is found to be 3. The relative sizes of peaks indicates the distribution
of shortest paths between various ’super nodes’ in the network.
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In conclusion, we have studied the distribution of shortest paths in modular Erdo˝s-
Re´nyi network to understand the effect of modularity on the small world phenomenon.
Topology of connectivity between communities can be best visualized by constructing
a network of super-nodes with every super-node representing a community in the
original modular network. The representation of super-nodes helps in relating the
features of the distribution of shortest paths in the modular network to the topology
of connectivity between communities. Furthermore, the network of super-nodes is a
regular Erdo˝s-Re´nyi network. A regular Erdo˝s-Re´nyi network arises in a situation
when probability of connecting any two nodes is constant and the probability of
connecting any two communities is constant.
Modularity is found to increase the distances between nodes in this model and the
distance is greatest at the percolation point when the communities are most loosely
connected. In the strong modularity regime, the diameter of the modular network
scales essentially as a product of diameter of the network of super-nodes and the
diameter of each community. The diameter of each community scales as ∼ ln(N/m).
The Erdo˝s-Re´nyi nature of network of super-nodes can be used to find the diameter
at the percolation limit. Cohen et al. have shown that the diameter of the network
to be maximum at the percolation point and scales as N1/3 [27]. Applying this result
to the network of super-nodes, the largest diameter of the modular network will be
of the form ∼ m1/3ln(N/m). Let us analyze the limits of this expression. For a fixed
number of communities m, the diameter scales as ∼ lnN still preserving the small
world effect. If the number of nodes in each community is kept constant, then, the
diameter scales as ∼ N1/3 and hence strong modularity can change the small-world
phenomenon.
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Chapter 4
Overview
In this dissertation, I have used statistical physics of complex networks to study two
phenomena observed in complex systems. Representation of systems as networks has
provided a formalism of high utility.
In the first part, I have studied the physics of cascading failures in complex sys-
tems through percolation on networks. The features of complex systems that induce
cascading failures are the presence of mutually interconnected elements in the system
and dependence on resources from other systems. In prior research, physicists had
studied these two features separately through: k-core percolation in single networks
and regular percolation in interdependent networks. But, in real systems, combined
effects of these features contribute to cascading failures and this needs to be sys-
tematically studied to build a more realistic model. In this work, I have studied the
combined effects of interdependency and k-core percolation systematically for the first
time. The results of the generalized model are novel and counter-intuitive. Surprising
nature of results could not have been predicted with the results known from studying
the two models separately. The phase diagram for the nature of k-core percolation
as a function of degree of interdependency and k-core threshold is very rich consist-
ing of two triple points, two tricritical lines merging to enclose a region of two-stage
transition. The k-core percolation transition changes from second-order to first-order
as the interdependency between networks is increased. This change happens either
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going through a tricritical point or through a novel two-stage transition, which has
features of both first- and second-order transitions. The smooth transition between
these two behaviors will be of much interest to research community studying resilience
of complex systems.
First surprising result is that the percolation transition becomes first-order at
higher interdependencies for higher k-core thresholds. This is surprising as the first-
order transition is often believed to be a sign of growing instability in networks and
instability is expected to increase with both interdependency and k-core threshold.
This result will be of great interest to communities in engineering that study power
grid, communication networks and other systems which can be designed to have higher
resilience to cascading failures.
In the two separate models: k-core percolation in single networks and regular
percolation in interdependent networks, increasing the k-core threshold or degree
of interdependency changes percolation transition from second- to first-order. This
change of nature of transition is considered a sign of growing instability in the sys-
tem. In this work, for certain fixed intermediate couplings, k-core transition changes
from first-order → second-order → two-stage → first-order as the k-core threshold is
increased. The result is novel and this has not been observed in other network models
to my knowledge.
The novel features of the model have been tested with extensive simulations and
are in excellent agreement with analytical results. Additionally, the novel features
were demonstrated for the case of coupled scale-free networks indicating that the
results are not an artifact seen only in mean-field network models.
In the second part of this thesis, I have studied the small world phenomenon in
modular networks. Research has demonstrated that presence of community structure
or modularity in networks changes the properties known from studies solely based
on the global topology of the network. Real world systems often have modularity
built into them and hence it is imperative to study the effects. Many models are
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being studied to understand the effects of modularity on the resilience of networks.
In this work, we have studied the small world phenomenon in modular Erdo˝s-Re´nyi
network to understand the effect of modularity. The model suggests that strong mod-
ularity and large number of modules increase the distances in the network indicating
deviations from the logarithmic behavior. Additionally, features of the distribution
of shortest paths between nodes in the modular network was demonstrated to be a
’finger print’ of how the communities are connected. The small world phenomenon is
understood to breakdown in networks with a large number of modules [35] and this
model provides a quantitative way to understand these deviations. Another related
problem that is often studied is the possibility or existence of local algorithms to
determine the shortest path to a particular node without the information of global
topology of the network. Kleinberg et al. have demonstrated that local algorithms
are non-existent for certain classes of networks and one of them is a network with
strong hierarchy or weakly connected modules [35]. Theoretical implications of these
results may be studied quantitatively in this model.
Appendices
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Appendix A
General equations for any two
interdependent networks
I will give a brief derivation of the results given in Chp. 2 in these appendices. The
expressions are cumbersome to be worked out and hence the simplified expressions
and derivations will be of interest to future researchers.
A.1 Model for (k1, k2)-core percolation
In section 2.2, the model for k-core percolation assumed identical k-core threshold
distribution for both the layers. Equations for the cascade process were omitted to
focus on the main results. In this section, general equations for the cascade process
are presented for any k-core threshold distribution, which can be different for the two
layers. The equations simplify into Eq. 2.2 for identical k-core threshold distribution.
Consider two interdependent networks with their own degree distribution, which
can be different for the two layers. Coupling q is defined to be the fraction of nodes of
one network being dependent on the nodes from other network and vice versa. The
coupling q represents the interdependence between the layers. If node j from network
B depends on node i from network A, then damage to a node i in network A will lead
to failure of node j from network B. The percolation process is initiated by removing
1−p0 randomly chosen nodes from both networks to make the process symmetric. In
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k-core percolation, nodes in the network A with fewer than ka neighbors are pruned
(the local threshold of each node may differ), along with all the nodes in the second
network that are dependent on them. The k-core percolation process is repeated in
the second network, and this reduces the number of neighbors of nodes in the first
network to fewer than ka. This cascade process is continued in both networks until
a steady state is reached. The size of the giant component in each of the layers can
be calculated at each step of the cascade process as given in Eq. (A.1). The giant
component in networks A and B are denoted by ψn and φn respectively at the n
th
step of the cascade process.
ψ′1 = p0, ψ1 = ψ
′
1MA(ψ
′
1),
φ′1 = p0, φ1 = φ
′
1MB(φ
′
1),
ψ′2 = p0{1− q[1−MB(φ′1)p0]}, ψ2 = ψ′1MA(ψ′2),
φ′2 = p0{1− q[1−MA(ψ′1)p0]}, φ2 = φ′2MB(φ′2)...,
ψ′n = p0{1− q[1−MB(φ′n−1)p0]}, ψn = ψ′nMA(ψ′n),
φ′n = p0{1− q[1−MA(ψ′n−1)p0]}, φn = φ′nMB(φ′n),
(A.1)
where ψ′n (φ
′
n) is the fraction of nodes remaining in Network A (B) at the n
th step of
the cascade process. MA(ψ
′
n) (MB(φ
′
n)) is the probability of a node belonging to the
giant component in network A(B) with an occupation probability of ψ′n (φ
′
n) with all
the nodes in the layer satisfying the k-core threshold assigned to the nodes.
The cascade process will stop when no further nodes can be removed from either
networks. At this stage, the fractional size of networks will stabilize and is given by
φ′n = φ
′
n+1,
ψ′n = ψ
′
n+1,
(A.2)
as n→∞.
We can calculate the final fractional size of networks A and B at end of the cascade
process and are denoted by x and y. They satisfy the set of equations given by
{
x = p0{1− q[1−MB(y)p0]}
y = p0{1− q[1−MA(x)p0]}. (A.3)
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The form of equations for MA(x) (MB(x)) depends on the k-core threshold distri-
bution k for each of the networks, which was presented in Eq. (2.4) in Chp. 2. The
equations can be solved numerically through an iterative process and the numerical
results are in excellent agreement with the simulation results as shown in Figs. A.1
& A.2.
A.2 Equations for (k, k)-core percolation
A.2.1 Expression for 1P0
In Chp. 2, the fraction of nodes belonging to the network at the end of the cascade
process for the case of identical k-core threshold distribution in both layers was given
in Eq. (2.8) and is given by
qMk(φ
′
∞)p
2
0 + (1− q)p0 − φ′∞ = 0,
which has a positive root given by
p0 =
q − 1 +√(q − 1)2 + 4qφ′∞Mk(φ′∞)
2qMk(φ′∞)
. (A.4)
Equation (2.6) can be used to express φ′∞ and X as a function of Z. The simplified
form is given by
p0 =
q − 1 +
√
(q − 1)2 + 4qZMk(X(Z),Z)
fk(Z,Z)
2qMk(X(Z), Z)
≡ hk,q(Z). (A.5)
The function hk,q(Z) has a first order pole at Z = 0, which makes the expansion
around Z = 0 subtle. One standard way to circumvent this problem is to derive an
expression for 1
p0
instead. Eq. (A.4) can be rewritten as
qMk(φ
′
∞) +
(1− q)
p0
− φ
′
∞
p20
= 0,
which has a positive root given by
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1
p0
=
1− q +√(q − 1)2 + 4qφ′∞Mk(φ′∞)
2φ′∞
, (A.6)
which will be the starting point for deriving critical exponents and critical thresholds
in the following sections.
A.2.2 Expansion of 1P0 around Z = 0
The right hand side of the Eq. (A.2.1) depends on φ′∞ and Mk, which are functions of
X and Z. For continuous transitions, giant component φ∞ goes to zero continuously.
If the giant component is 0, then the probability of a node belonging to the giant
component Z should also be 0. Therefore, the function 1/p0 (Eq. (A.2.1)) has to
be analyzed around Z = 0 to understand the critical behavior of k-core percolation
transition. Since Mk(Z)→ 0 as Z → 0, Eq.(A.2.1) takes the following form:
1
p0
=
1− q +√(q − 1)2 + 4qφ′∞Mk(φ′∞)
2φ′∞
=
1− q
φ′∞(Z)
+
q
1− qMk(Z) as Z → 0. (A.7)
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Figure A.1: Plot of giant component as a function of fraction of removed nodes for
(k1, k2)-core percolation for two coupled Erdo˝s-Re´nyi networks with average degree
z1 = 10 and coupling q = 0.25. k-core threshold (for all the nodes) in the first
and second layers are k1 and k2 respectively. The solid lines show the giant compo-
nent calculated using the cascade equations and symbols show the simulation results.
Simulations were performed on networks with each layer containing N = 105 nodes.
Theoretical and simulation results are in excellent agreement.
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Figure A.2: Plot of giant component as a function of fraction of removed nodes for
(k1, k2)-core percolation for two coupled Erdo˝s-Re´nyi networks with average degree
z1 = 10 and coupling q = 0.5. k-core threshold (for all the nodes) in the first and
second layers are k1 and k2 respectively. The solid lines show the giant compo-
nent calculated using the cascade equations and symbols show the simulation results.
Simulations were performed on networks with each layer containing N = 105 nodes.
Theoretical and simulation results are in excellent agreement.
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Appendix B
Equations for k-core percolation in
two coupled Erdo˝s-Re´nyi networks
In Chp. 2, we discussed the model describing the k-core percolation transition in
two coupled networks with identical k-core threshold distribution. In general, the
percolation transitions were found to be either first-order, second-order or two-stage in
nature. The analytical expressions for critical percolation thresholds for second-order
and continuous part of the two-stage transition were reported in Eq. (2.16). In this
appendix, I will sketch the derivation for the critical exponents, critical percolation
thresholds, and couplings for different critical points of the phase diagram that were
presented in Chp. 2.
B.1 Critical coupling, threshold and exponents
for 1 ≤ k ≤ 2
B.1.1 Expansion of hk,q(Z) around Z = 0
X
fk(X,X)
=
X
1− re−z1X = φ
′
∞ (B.1)
Z
fk(Z,X)
=
Z
1− e−z1Z = φ
′
∞ (B.2)
Mk(Z,X) = 1− e−z1Z − rz1Ze−z1X (B.3)
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The function Mk(Z,X) can be expressed as a function of only Z. Using Eq. (B.1),
the probability X can be expressed as a function of Z. Since the function depends
on the value of k (and hence r), we denote the function as Xk(Z) and is given by
Mk(Z) = 1− e−z1Z − rz1Ze−z1Xk(Z). (B.4)
The function Xk(Z) is an implicit function of Z and closed form analytical solution
is not possible. The function simplifies into
Xk(Z) =
Z
1− e−z1Z , for k = 1
Xk(Z) = Z, for k = 2. (B.5)
Therefore,
X → 1/z1 as Z → 0, for k = 1
X → 0 as Z → 0, for k = 2. (B.6)
Therefore, the function Xk(Z) can be written as power series in Z with co-efficients
being functions of k. It takes the form
Xk(Z → 0) = Xk,0 + AkZ +BkZ2 + ..., (B.7)
where Xk,0 = Xk(Z = 0).
The function Mk(Z) becomes
Mk(Z) = −
∞∑
n=1
(−z1Z)n
n!
− rz1Z
∞∑
m=0
(−z1Xk(Z))m
m!
(B.8)
Substituting in Eq. (A.7), we get
1
p0
= (1− q)z1
∞∑
n=1
(−z1Z)n−1
n!
− q
1− q
∞∑
n=1
(−z1Z)n
n!
− rz1Z
∞∑
m=0
(−z1Xk(Z))m
m!
(B.9)
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Approximating e−z1Xk(Z) to only first order in Xk(Z), we get
1
p0
= (1− q)z1 − z
2
1(1− q)Z
2
+
∞∑
n=2
(−z1Z)n
n!
[
z1(1− q)
n+ 1
− q
1− q
]
− z1q
1− qXk(Z)
∞∑
n=1
(−z1Z)n
n!
(B.10)
B.1.2 Derivation of pc and β
From Eq. (B.11), we get
pc − p0
p2c
= −z
2
1(1− q)Z
2
+
∞∑
n=2
(−z1Z)n
n!
[
z1(1− q)
n+ 1
− q
1− q
]
− z1q
1− qXk(Z)
∞∑
n=1
(−z1Z)n
n!
, (B.11)
where pc =
1
z1(1−q) . This result is consistent with both 1-core and 2-core having
the same percolation threshold for single networks for continuous transition and hence
not dependent on k or r.
Since Xk(Z) = 1/z1 +O(Z), pc − p0 ∼ Z and since φ∞(Z) ∼ Z as Z → 0, we get
φ∞ ∼ (p0 − pc) (B.12)
and hence, the critical exponent for continuous transition for average k-core thresh-
old 1 ≤ k < 2 is found to be
β2 = 1. (B.13)
B.1.3 Derivation for qtri,k
Eq. (B.11) can be simplified into
hk,q(Z) = p0 = pc + p
2
c
(
z21(1− q)Z
2
−
∞∑
n=2
(−z1Z)n
n!
[
z1(1− q)
n+ 1
− q
1− q
])
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+
z1p
2
cq
1− qXk(Z)
∞∑
n=1
(−z1Z)n
n!
. (B.14)
The form of the function of Xk(Z) is not fully known but the power series expan-
sion is given by
hk,q(Z) = pc + AZ +BZ
2 + ...+ αXk(Z)(DZ + EZ
2). (B.15)
At the tricritical couping q = qtri,k, the k-core percolation transition changes from
second- to first-order as the coupling is increased keeping the k-core threshold fixed.
The minima of the function hk,q(Z) develops at Z = 0 and therefore h
′
k,q=qtri,k
(Z =
0) = 0. Using Eq. (B.15), we get
h′k,q=qtri,k(Z = 0) = A+ αXk(Z = 0)D = 0. (B.16)
Comparing Eqs. (B.14 & B.15), we get A =
p2cz
2
1(1−q)
2
and αD =
z21p
2
cq
1−q . Therefore,
solving Eq. (B.16), we get
qtri,k = 1 +Xk,0 −
√
(1 +Xk,0)2 − 1, (B.17)
where Xk,0 = Xk(Z = 0).
B.1.4 Perturbative expansion for qtri,k about k = 1
Eq. (B.17) can be more insightful if the behaviour of Xk(Z = 0) = Xk,0 is known as
a function of k. In this section, we derive a perturbative expansion for Xk(Z = 0)
about k = 1. The equation for Xk(Z) is given by
Xk(Z)
1− re−z1Xk(Z) =
Z
1− e−z1Z , (B.18)
where r = k − 1. With r = 0, Xk=1(Z = 0) = 1/z1. Let us start with the ansatz
of Xk,0 = Xk=1,0 + δ. Substituting this ansatz back into Eq. (B.1), we get
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1/z1 + δ
1− re−(1+δ/z1) =
1
z1
, (B.19)
for Z → 0. Solving the equation for δ gives
δ =
−re−1 − r2e−2
z1
(B.20)
and therefore,
Xk,0 =
1
z1
− (re
−1 + r2e−2)
z1
. (B.21)
Substituting Xk,0 in Eq. (B.17) and simplifying to the order of r
2 gives
qtri,k = qtri,1 +
δke−1(1 + δke−1)
z1
(
z1 + 1√
2z1 + 1
− 1
)
, (B.22)
where δk = k− 1 and the tricritical coupling qtri,1 is calculated using qtri,1 = 1 + 1z1 −√
(1 + 1
z1
)2 − 1.
B.2 Critical coupling, threshold and exponents
for 2 ≤ k < 2.5
B.2.1 Expansion of hk,q(Z) around Z = 0
As explained in section 2.4, properties of the function hk,q(Z) determines the nature
of percolation transition. Using the forms of equations for fk(Z) and Mk(Z) for two
coupled Erdo˝s-Re´nyi networks, we get the power series of the functions as Z → 0 as
given by
1
φ′∞(Z)
=
fk(Z)
Z
=
1− e−z1Z(1 + rz1Z)
Z
= z1
∞∑
n=0
(−z1Z)n
n!
(
1
n+ 1
− r), (B.23)
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and
Mk(Z) = 1− e−z1Z(1 + z1Z + r
2
(z1Z)
2)
=
∞∑
n=2
(−z1Z)n
n!
(n− 1)(1− rn
2
). (B.24)
Using Eq. (A.7), we get the power series to be
1
p0
=
1− q
φ′∞
+
q
1− qMk
= z1(1− q)(1− r)− (1− q)(1
2
− r)z1Z
+
∞∑
n=2
(−z1Z)n
n!
(n− 1)
[
(1− q)z1( 1
n+ 1
− r) + q(n− 1)
1− q (1−
rn
2
)
]
.(B.25)
The giant component φ∞(Z) is given by
φ∞(Z) = φ′∞(Z)Mk(Z), (B.26)
which becomes,
φ∞(Z) =
1
z1(1− r)
∞∑
m=2
(−z1Z)m
m!
(m− 1)(1− r
2
m)
− 1
1− r
∞∑
m=2
∞∑
n=1
(−z1Z)m+n
m!n!
(
1
n+ 1
− r)(m− 1)(1− rm
2
). (B.27)
B.2.2 Derivation of pc and β
Eq. (B.25) can be rewritten for p0 − pc as
p0 − pc
p2c
= z1Z(r − 1
2
)(1− q)
−
∞∑
n=2
(−z1Z)n
n!
(n− 1)
[
(1− q)z1( 1
n+ 1
− r) + q(n− 1)
1− q (1−
rn
2
)
]
(B.28)
with critical percolation threshold pc for continuous transition given by,
pc =
1
z1(1− q)(1− r) . (B.29)
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Using r = k − bkc = k − 2, we get
pc =
1
z1(1− q)(1− (k − 2)) . (B.30)
At the continuous transition, the giant component φ∞ → 0 at p0 → pc and
therefore Z → 0 as well. Therefore,
p0 − pc ∼ Z, (B.31)
and this can be used in the expansion of φ∞(Z) in Eq. (B.27) and get
φ∞(Z) ∼ Z2
→ φ∞(p0) ∼ (p0 − pc)2. (B.32)
Therefore, the critical exponent for continuous transition regions for 2 ≤ k < 2.5
for q < qc,1 is found to be
β2 = 2. (B.33)
B.3 Critical coupling, threshold and exponents
for k = 2.5
B.3.1 Derivation of pc and β
The k-core percolation transition has a tricritical point at k = 2.5 as average k-
core threshold is increased at constant couplings. The percolation threshold pc is still
given by Eq. (B.30) but critical exponent at the second-order transition β2 is different.
Eq. (B.38) for k = 2.5 (r = 1/2) and q < qc,2.5 becomes
p0 − pc
p2c
= −
∞∑
n=2
(−z1Z)n
n!
(n− 1)
[
(1− q)z1( 1
n+ 1
− r) + q(n− 1)
1− q (1−
rn
2
)
]
.(B.34)
Therefore,
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p0 − pc ∼ Z2, (B.35)
and this can be used in the expansion of φ∞(Z) in Eq. (B.27) and get
φ∞(Z) ∼ Z2
→ φ∞(p0) ∼ (p0 − pc). (B.36)
Therefore, the critical exponent for continuous transition for k = 2.5 for q < qc,2.5
is found to be
β2 = 1, for q < qc,2.5. (B.37)
For q = qc,2.5, as explained in the next section, h
′′
k=2.5,qc,2.5
(Z = 0) = 0. Hence,
Eq. (B.38) becomes
p0 − pc
p2c
= −
∞∑
n=3
(−z1Z)n
n!
(n− 1)
[
(1− q)z1( 1
n+ 1
− r) + q(n− 1)
1− q (1−
rn
2
)
]
.(B.38)
Therefore,
p0 − pc ∼ Z3, (B.39)
and this can be used in the expansion of φ∞(Z) in Eq. (B.27) and get
φ∞(Z) ∼ Z2
→ φ∞(p0) ∼ (p0 − pc) 23 . (B.40)
Therefore, the critical exponent for continuous transition for k = 2.5 for q = qc,2.5
is found to be
β2 =
2
3
, for q = qc,2.5. (B.41)
80
B.3.2 Derivation of qc,2.5
As explained in Chp. 2, the tricritical point seen in single Erdo˝s-Re´nyi network
exists for two coupled Erdo˝s-Re´nyi networks as well upto a critical threshold qc,2.5.
At couplings q > qc,2.5, the k-core percolation transition is first-order, which implies
that there exists a local minima in hk,q(Z) and h
′′
k,q(Z) < 0. Therefore, at the critical
coupling q = qc,2.5, we expect h
′′
k=2.5,qc,2.5
(Z = 0) = 0. From Eq. (B.38) for r = 1/2 ,
we get
h′′k=2.5,qc,2.5(Z = 0) = 0
→ h′′k=2.5,qc,2.5(Z = 0) = (1− q)z1(
1
3
− r) + q
1− q (1− r)
→ z21p2c
[
(1− q)z1(1
3
− 1
2
) +
q
1− q (1−
1
2
)
]
= 0
→ q2 − 2q(1 + 3
2z1
) + 1 = 0
→ qc,2.5 = 1 + 3
2z1
−
√
(1 +
3
2z1
)2 − 1. (B.42)
B.3.3 Perturbative expansion for qc,1 & qc,2
The critical coupling separating the two stage transitions from first-order and second-
order are are qc,1 & qc,2 respectively. qc,1 and qc,2 can be calculated analytically using
perturbative expansion around qc,2.5.
Expansion for qc,2
The condition for critical coupling qc,2 as given by Eq. (2.12) is
h′k,qc,2(Z0) = 0 & h
′′
k,qc,2
(Z0) = 0. (B.43)
The perturbative calculation is a bit cumbersome and therefore, we take the first
few terms in hk,q(Z) for average threshold 2 ≤ k < 3 as
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hk,q(Z) = pc + aZ + bZ
2 + cZ3. (B.44)
Therefore, the condition for critical coupling qc,2 leads to
h′k,qc,2(Z0) = a+ 2bZ0 + 3cZ
2
0 = 0
h′′k,qc,2(Z0) = 2b+ 6cZ0 = 0. (B.45)
Solving the equations simultaneously gives the perturbative expansion for qc,2 as
given in Eq. (2.15).
Expansion for qc,1
The condition for critical coupling qc,2 as given by Eq. (2.13) is
h′k,qc,1(Z0) = 0 & hk,qc,1(Z0) = hk,qc,1(Z = 0), (B.46)
where the derivatives are taken with respect to Z.
The perturbative calculation is a bit cumbersome and therefore, we take the first
few terms in hk,q(Z) for average threshold 2 ≤ k < 3 as
hk,q(Z) = pc + aZ + bZ
2 + cZ3. (B.47)
Therefore,
h′k,qc,1(Z0) = 0
→ a+ 2bZ0 + 3cZ20 = 0. (B.48)
Solving the quadratic equation for Z0 and substituting in
hk,qc,1(Z0) = hk,qc,1(Z = 0)
82
→ a+ bZ0 + cZ20 = 0. (B.49)
Solving the second quadratic equation for q gives the perturbative expansion of
qc,1 as given in Eq. (2.15).
B.4 Critical exponents β1 at discontinuous transi-
tion
B.4.1 Exponents at first-order transition
As described in section 2.4, the condition for first-order condition was the function
hk,q(Z) having a minima at Z > 0. Therefore, the function hk,q(Z) can be expanded
around Z = Z0 gives
hk,q(Z) = hk,q(Z0) +
∂hk,q
∂Z
∣∣∣∣
Z=Z0
(Z − Z0) + ∂
2hk,q
∂Z2
∣∣∣∣
Z=Z0
(Z − Z0)2 + ... (B.50)
Since,
∂hk,q
∂Z
∣∣∣∣
Z=Z0
= 0, near Z = Z0 , we get
(Z − Z0) ∼ (p0 − pc,1)1/2, (B.51)
where pc,1 = hk,q(Z0).
The function φ∞(Z) is a continuous function of Z and Taylor expansion around
Z = Z0 gives,
φ∞(Z) = φ∞,0 +
∂φ∞
∂Z
∣∣∣∣
Z=Z0
(Z − Z0) + .., (B.52)
which leads to
φ∞ − φ∞,0 ∼ (p0 − pc)1/2. (B.53)
Therefore, critical exponent at first-order transition is β1 = 1/2.
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B.4.2 Exponents at the boundary of two-stage and second-
order transition
At the onset of two-stage transition for q = qc,2, the giant component φ∞(p0) has a
point p = pc,1 at which the first derivative goes to ∞ and the point develops into an
abrupt jump in two-stage transition for q > qc,2. At q = qc,2, both h
′
k,q=qc,2
= 0 and
h′′k,q=qc,2 = 0. Therefore, Taylor expansion of hk,q=qc,2(Z) gives
hk,q(Z) = hk,q(Z0) +
∂3hk,q
∂Z3
∣∣∣∣
Z=Z0
(Z − Z0)3 + ..., (B.54)
and therefore,
(Z − Z0) ∼ (p0 − pc,1)1/3. (B.55)
Taylor expansion of the function φ∞(Z) around Z = Z0 gives
φ∞(Z) = φ∞,0 +
∂φ∞
∂Z
∣∣∣∣
Z=Z0
(Z − Z0) + .., (B.56)
which leads to
φ∞ − φ∞,0 ∼ (p0 − pc)1/3. (B.57)
Therefore, critical exponent at the boundary between two-stage and continuous
transition regions is β1 = 1/3.
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