Two fundamental problems of machine learning, misclassi cation minimization 10, 24, 18] and feature selection, 25, 2 9 , 1 4 ] are formulated as the minimization of a concave function on a polyhedral set. Other formulations of these problems utilize linear programs with equilibrium constraints 18, 1 , 4 , 3 ] w h i c h are generally intractable. In contrast, for the proposed concave minimization formulation, a successive linearization algorithm without stepsize terminates after a maximum average of 7 linear programs on problems with as many as 4192 points in 14-dimensional space. The algorithm terminates at a stationary point or a global solution to the problem. Preliminary numerical results indicate that the proposed approach is quite e ective and more e cient than other approaches.
Introduction
We shall consider the following two fundamental problems of machine learning: Problem 1.1 Misclassi cation Minimization 24, 18] Given two nite point sets A and B in the n-dimensional real space R n , c onstruct a plane that minimizes the number of points of A falling in one of the closed halfspaces determined by the plane and the number of points of B falling in the other closed halfspace. Problem 1.2 Feature Selection 4, 3] Given two nite point sets A and B in R n select a suciently small number of dimensions of R n such that a plane, constructed in the smaller dimensional space, optimizes some separation criterion between the sets A and B:
We immediately note that the misclassi cation minimization problem is NP-complete 6, P r o p osition 2]. But, e ective methods for its solution have been proposed in 18] and implemented in 1]. An approximate technique 6] has also been implemented. The formulation that we p r o p o s e i n this work terminates in a nite number of linear programs (typically less than seve n ) a t a v ertex solution or stationary point of the problem.
We outline the contents of the paper now. In Section 2 we give a precise mathematical formulation of the misclassi cation minimization and feature selection problems and indicate how they can be set up as linear programs with equilibrium constraints and indicate some of the di culties olvi@cs.wisc.edu. This material is based on research supported by A i r F orce O ce of Scienti c Research G r a n t F49620-94-1-0036 and National Science Foundation Grants CCR-9322479. attendant this formulation. We then introduce in Section 3 a simple concave exponential approximation of the step function, similar to the classical sigmoid function of neural networks 28, 11, 17] , but with the signi cant di erence of concavity of the proposed approximation which is not shared by the sigmoid function. This concavity is possible, because the step function is applied here to nonnegative v ariables. This leads to a nite successive linearization algorithm (SLA) without a stepsize procedure that is described in Section 4 of the paper. Section 5 gives very encouraging results on numerical tests on the misclassi cation minimization and feature selection problems. Section 6 gives a concluding summary of the paper.
A w ord about our notation now. For a vector x in the n-dimensional real space R n x + will denote the vector in R n with components (x + ) i := max fx i 0g i = 1 : : : n :Similarly x will denote the vector in R n with components (x ) i := (x i ) i = 1 : : : n where ( ) is the step function de ned as one for positive x i and zero otherwise, while jxj will denote a vector of absolute values of components of x: The base of the natural logarithm will be denoted by " and for y 2 R m " ;y will denote a vector in R m with component " ;y i i = 1 : : : m :The norm k k p will denote the p norm, 1 < = p < = 1 while A 2 R m n will signify a real m n matrix. For such a matrix, A T will denote the transpose, and A i will denote row i: For two v ectors x and y in R n x ? y will denote x T y = 0 : A v ector of ones in a real space of arbitrary dimension will be denoted by e. The notation arg min x2S f(x) will denote the set of minimizers of f(x) on the set S: Similarly arg vertex min x2S f(x) will denote the set of vertex minimizers of f(x) on the polyhedral set S: By a separating plane, with respect to two given point sets A and B in R n , w e shall mean a plane that attempts to separate R n into two half spaces such that each open halfspace contains points mostly of A or B: The symbol \:=" de nes a quantity appearing on its left by a quantity appearing on its right. For f : R n ;! R which is di erentiable at x, the notation rf(x) will represent the 1 n gradient v ector. R n + will denote the nonnegative orthant. P := fx j x 2 R n x T w = g (1) where w 2 R n 2 R, s u c h that some error criterion is minimized. Thus in the exceptional case when the convex hulls of A and B do not intersect, a single linear program 2] will generate a plane P that strictly separates the sets A and B as follows:
Aw > = e + e Bw < = e ; e (2) Our concern here is with the usually occurring case when no plane P exists satisfying (2 fx j x T w < + 1 g
as well as the number of points of B lying in the complement of the closed halfspace reserved for it, that is, minimize the number of elements of B in: fx j x T w > ; 1g (4) Thus, if we i n troduce the nonnegative slack v ariables y 2 R m and z 2 R k and make use of the step function ( ) the misclassi cation minimization problem can be stated as follows: min w y z fe T y + e T z j y > = ; Aw + e + e y > = 0 z > = Bw; e + e z > = 0g (5) Note that without the step function ( ) in (5), the problem becomes a linear program (essentially the robust linear program 2, Equation (2.11)], but without averaging over m and k), in which c a s e y and z of (5) The objective of (7) Lemma 2.1 Let a 2 R m : Then r 2 arg min r fe T r j r > = a r > = 0g ) r = a (8) Proof If r is a solution of the indicated minimization problem then for i = 1 : : : m :
By using this lemma on problem (5) we obtain the following proposition, which s h o ws that any solution of (5) (and we will show in Proposition 2.4 below that (5) is always solvable) generates a plane that minimizes the number of misclassi ed points, that is points of A in (3) and points of B in (4). Proposition 2.2 Let ( w y z) solve (5), then e T y + e T z = min w e T (;Aw + e + e) + e T (Bw; e + e) (9) Proof Fo r a x e d ( w ) let (y(w ) z (w )) 2 arg min y z By Lemma 2.1 we h a ve that (y(w )) = ( ;Aw + e + e) (z(w )) = ( Bw; e + e) (11) Since ( w y z) s o l v es (5) we h a ve b y (10)- (11) that e T y + e T z = min w e T (;Aw + e + e) + e T (Bw; e + e) (12) To establish the existence of solution to problem (5) and to relate it to a linear program with equilibrium constraints (LPEC) 18, 1 9 , 1 6 , 1 5 ], we state the following lemma. Lemma 2.3 Let a 2 R m : Then r = a u = a + , (r u ) = arg min r u fe T r j 0 r ? u ; a > = 0 0 < = u ? ; r + e > = 0g (13) Proof The constraints of the minimization problem constitute the Karush-Kuhn-Tucker conditions for the dual linear programs: max r fa T r j 0 r < = eg min u fe T u j u > = a u > = 0g (14) which are solved by: 
The objective function e T r minimized in (13) renders the solution r of (15) 
Since the nonempty (take w = 0 = 0 y = e z = e r = e s = e u = e v = e) feasible region of (16) is the union of a nite number of polyhedral sets over which the linear objective function e T r + e T s is bounded below b y zero, it follows that e T r + e T s attains a minimum on each o f t h e s e polyhedral sets. The minimum of these minima is a solution of (16) . Since (16) is equivalent t o (5), we h a ve the following.
Proposition 2.4 The misclassi cation minimization problem (5) has a solution.
We turn our attention to our second problem, the feature selection problem. The problem again is to separate the nite point s e t s A and B in R n but with the additional requirement o f using as few of the dimensions of R n as possible. If we t a k e as our point of departure the robust linear program 2, Equation ( By using an identical technique to that used to establish the existence of a solution to problem (5), we can similarly replace problem (17) by an LPEC and establish existence of a solution to it. We t h us can state the following result. We turn our attention now to algorithmic considerations by rst approximating the step function ( ) , which appears in both problems (5) and (17), by a smooth concave approximation. 
Here " is the base of the natural logarithm. For moderate values of the sigmoid is a very adequate approximation of the step function : A shortcoming of the sigmoid is that it is neither convex nor concave. This prevents us from invoking some of the fundamental properties of these functions. In the two applications of this paper, it turns out that the variables to which the step function is applied are nonnegative: y and z in problem (5) 
Two important consequences of this simpler concave approximation of the step function are: rst, an existence proof to both the smooth concave approximation of the misclassi cation minimization problem (5) as well as to the smooth concave approximation of the feature selection problem (17) (Proposition 3.1 below), and second, a nite termination theorem (Theorem 4.2 below) for the successive linearization algorithm (SLA Algorithm 4.1 below). We n o w state the smooth approximations of the misclassi cation minimization and the feature selection problems. We turn our attention to algorithmic considerations.
Successive Linearization of Polyhedral Concave Programs
By replacing the variables (w ) b y the nonnegative v ariables (w 1 1 1 ) using the standard transformation w = w 1 ; e 1 = 1 ; 1 the smooth problems (20) and (21) can be transformed to the following concave minimization problem: min x ff(x) j Ax < = b x > = 0g (22) where f: R`! R, is a di erentiable, concave function bounded below on the nonempty polyhedral feasible region of (22), A 2 R p `a nd b 2 R p : By 27, Corollary 32.3.4] it follows that f attains its minimum at a vertex of the feasible region of (22) . We n o w prescribe a simple nite successive linearization algorithm (essentially a Frank-Wolfe algorithm 9] without a stepsize) for solving x i+1 2 arg vertex min x2X rf(x i )(x ; x i ) X = fx j Ax < = b x > = 0g (23) Stop if x i 2 X and rf(x i )(x i+1 ; x i ) = 0 : Comment: The condition x i 2 X takes care of the possibility that x 0 may not be in X:
We show below that this is a nite algorithm which generates a strictly decreasing nite sequence ff(x i )g i = 1 2 : : : i which terminates at an x i that is a stationary point that may also be a global minimum solution. Remark: SLA may be started from many di erent random starting points. This was not necessary in the present applications. 
We note immediately that because x i 2 X for i = 1 2 : : : it follows that rf(x i )(x i+1 ; x i ) < = 0:
Hence only two cases, (a) or (b), can occur, as indicated above. When case (a) above occurs, the algorithm does not stop at iteration i, and we h a ve from the concavity o f f and the strict inequality of case (a) that:
Hence f(x i+1 ) < f (x i ) for i = 1 2 : : : :When case (b) occurs we then have that: 8x 2 X: rf(x i )(x ; x i ) > = 0 (26) and the algorithm terminates (provided x i 2 X which m a y not be the case if x i = x 0 6 2 X) and set i = i: The point x i thus satis es the minimum principle necessary optimality conditions (26) with x i = x i and x i may be a global solution. Furthermore, since X has a nite number of vertices,
ff(x i )g is strictly decreasing and f(x) is bounded below o n X it follows that case (b) must occur after a nite number of steps. We turn our attention to some computational results.
Numerical Tests
The proposed approach w as tested numerically on publicly available databases from (20) . For this problem ten databases were used from the Irvine repository and the Star/Galaxy database. Table 1 gives the percent of correctly separated points as well as CPU times using an average of ten SLA runs on the smooth misclassi cation minimization problem (20) . These quantities are compared with those of a parametric minimization method (PMM) applied to an LPEC associated with the misclassi cation minimization 18, 1]. Table 1 shows that the much simpler SLA algorithm obtained a separation that was almost as good as the parametric method for solving the LPEC at considerably less computing cost. Each problem was solved using no more than a maximum average of 7 LPs over ten runs. Average of solution times of the SLA over all problems run was 56% of the average PMM solution times.
Our second test consisted of solving the smooth concave feature selection problem (21) by S L A 4.1. The test problem consisted of the Wisconsin Breast Cancer Database WBCD tested in the above set of tests, with one modi cation. Two new random features, uniformly distributed on the interval 0 10] were added to the problem, so that the problem space was R 11 instead of the original R 9 : With = 0 :05 in problem (21) , and by solving 6 successive linear programs, the SLA was able to suppress the e ect of the random components x 10 and x 11 by setting w 10 and w 11 equal to zero, as well as some other components: w 3 w 4 w 5 w 7 and w 9 . The resulting separation in R 4 correctly separated 97.1% of the points, which is almost as good as the 97.6% correctness obtained above without the feature selection option by solving the misclassi cation minimization problem (20) in R 9 : This indicates that, for this problem, the stationary point obtained by the SLA algorithm in R 4 for the smooth feature selection problem (21) is almost as good as the stationary point obtained in R 9 for the smooth misclassi cation minimization problem (20) . The key observation however, is that the feature selection approach proposed here, not only gets rid of extraneous random features, but also of unimportant features in the original problem.
Conclusion
We h a ve formulated two important problems of machine learning: misclassi cation minimization and feature selection as the minimization of a simple concave function on a polyhedral set that is always solvable. A successive linearization algorithm that requires the solution of a few LPs in each instance appears to be a very e ective method of solution.
