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ABSTRACT 
The compensation process in control system engineering 
is indispensable. The addition of a compensator to a fixed 
plant can often make the system meet certain specifications 
easily. 
In this study an atte''mpt was made to use a general 
purpose digital computer to design a feedback compensator. 
The method developed is first to determine the minimum 
gain of the amplifier and the number of compensator poles 
and zeros based on the given specifications. Then free 
hand root-loci are plotted, with several combinations of 
possible compensation variables. These data are used as 
the open-loop transfer function from which the poles 
and zeros of the closed loop system are obtained. If any 
set of data meets all the specifications then it is a 
solution. If not, then select the one which is closest 
to the performance as an initial value for subsequent 
iteration and solve the problem. 
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A. Statement of the problem. 
It is impossible .. ge·neral~y. to satisfy simultaneously 
the performance specifications given for the steady state 
response and the transient ~esponse of a feedback control 
system with only the basic fixed elements. In order to 
achieve a certain performance some additional equipment, 
known as compensato.r., . is frequently necessary._. The com-
pensation of a feedback control system can frequently be 
accomplished by either series compensation, feedbaqk.eom-
pensation, load compensation or their combinations. 
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The purpose of this study is to design the compensator 
of a fe~dback control system, which has the compensator in 
the feedback path, thraugh the use of the root locus tech-
nique and a general purpose digital computer. 
B. Significance of the problem. 
The methods of compensator design thus far developed 
involve a certain amount of trial and error and the use of 
judgement based on past experience. The use of the computer 
will speed up the trial and error process and save time of 
the designer. 
Although feedback compensators are sometimes more 
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laborious to apply than cascade compensators, often a faster 
time of response can be achieved. The use of a feedback 
compensator, as shown in Appendix I, also improves the 
degree of accuracy and stability of a control system when 
the environmental conditions, in which the feedback control 
system is to be utilized, affect the degree of accuracy and 
stability of the controlled quantity. 
C. Purpose of investigation. 
Electronic digital computers are helpful to solve some 
problems which can be formulated in terms of mathematical 
symbols. The use of computers to solve design problems is 
becoming more widespread. The value and applicability of 
using a digital computer to design a compensator led the 
author to write this thesis. 
CHAPTER II 
REVIEW OJ!' LITERATURE 
A number of methods for synthesis of a compensator 
for linear feedback control systems have been developed 
by different authors. 
Aseltine 1 contributed an inverse root-locus method which 
is based on the fact that the gain on an inverse root-locus 
plot must have the· same value at all required open-loop 
poles. The procedure is first to find the de.sired ·closed.:.. 
loop transfer function according to the given specifications, 
and then plot an inverse root locus. From this the open-loop 
transfer function is found. If the gain is the same at each 
of the open-loop pole positions, the problem is solved. This 
method can be applied to systems of up to the fourth order 
with linear algebra resulting. Its utility for higher-order 
systems depends on finding additional constraints; otherwise 
there will be more unknowns than equations. 
Yaochan Chu2 developed a method to express the system 
performance specifications in terms of the closed-loop 
poles and zeros. 
Truxal3 presented a method in which a closed-loop trans-
fer function is first found to meet the specifications, then, 
from the closed-loop transfer function finally an open-loop 
transfer function with real poles is determined graphically. 
4 
The method has the following features: 
(a) Compensation poles lie on the negative real axis. 
lb) Plant poles must be canceled by compensation zeros. 
lc) Compensation poles are determined fraphically so thBt 
some measure of control over the final result is retained. 
Zaborszky4 sugr;ested an iterative process alternatinf. 
between direct and inverse root-locus plots with small 
chanres in the closed-loop or open-loop transfer functions 
made at each step. Repeatinf this process at last the syn-
thesis problem is solved. The method may lead, throurh trial 
and error, to a satisfactory solution. The converpence of the 
process when many poles are involved is questionable, however. 
Zaborszky and Marah5 later introduced a method of cascade 
compensation that could be ad~pted to the digital computer. 
This work, extended by Amsler6 , was based on the simultaneous 
solution of a set of non-linear equations. !hese equations 
expressed: (1) the relationships between the open-loop poles 
and zeros and the poles of the closed-loop system and (2) the 
relationships between the system specifications and the poles 
and zeros of the various transfer functions. System specifica-
ti.ons, al thoue)l or1,·inally stated as inequalities, had to be 
treated as equalities. 
Ping Liang7 later made a modification of Amsler's thesis, 
in which specifications were written as inequalities instead 
of as eq_ualities but the compensation was still restricted 
to a cascade compensator. 
CHAPTER III 
GENERAL FORMULATION 
A. Mathematical Development. 
The basic configuration of feedback compensation and 
the block diagram of an equivalent unity feedback control 
system are shown in Fig. 1 and Fig. 2. 
Where: 
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G~(s) is the transfer function of the controlled process. 
H(s) is the transfer function of the compensator. 
Am is the gain of the amplifier. 
G(s) is the open-loop transfer function of the system 
after compensation. 
C(s) is the controlled variable. 
R(s) is the reference input. 
where a =b =1 n m 
Also 
H(s) = 






General Feedback Control System Yii th 
Feedback Compensator 




G( s) = __ A...;;m;...G..,p_( s_) _ 
1 + GP(s)H(s) 
Fig. 2 
Equivalent To The System Of Fig. 1 
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In applying feedback compensation, it is ofien necessary 
to maintain the type of the basic system and it is known 
that good improvement is achieved by using a feedback com-
pensator H(s) which has a zero at the origin of equal or 
preferably hi[;her order than the type of the original trans-
fer function GP(s). As a result, there must be a factor sn 
in the numerator polynomial of H(s) with n equal to or 
larger than the number of poles of GP(s) at the origin.* 
Table 3-1 presents the basic forms that H(s) may have 
so that the systems type remains the same after the minor 
feedback compensation loop is added. 
Table 3-1 
Basic Forms Of H{s) To Be Used In Order 
To Prevent Change Of System Type 
Form Of H(s) Can .Be Used liith a f§ic 





K Type 0 
Ks Type 0 and 1 
-
Ks2 Type o, 1 ' and 2 _, 
From above table, it may be concluded that :l:skL.buld 
be greater than or equal to q. And .Q =f+r, where r is the 
number of zeros of H(s) at the origin. 
After the basic form of H(s) has been decided upon, then 
G{$) :;;: ~Gp(s) = --~---K-1 .A_(_s_)Y_(_s_) __ 
i+GP(s)H(s) B(s)Y(s)+K1K2A(s)X(s) 
8 
fF~om John J. D'azzo , pg. 334. 
(3-3) 
The control ratio is 
(3-4) 
Substituting Eq.(3-3) into Eq.(3-4) and after rearrangement, 
Eq.(3-5) is obtained. 
~ _ AmK1A(s)Y(s) 
IifSJ- F(s) (3-5) 
where A,(s) and Y(s) are polynomials .definedin Eq.(3-1) and 
Eq.(3-2), and the closed-loop system characteristic is 
F( s) = ~ ( s-wpi) ~ ( s-whi )+K1 K2 ~ ( s-zpi) N1 ( s-zhi) 
+AmK1 ~(s-zpi)~(s-wh1 ) (3-6) 
Since £>q then m+q::;n+£. The inequalities depend upon the 
type and order of GP(s) and H(s) 
If m+q;::-n+.£ is assumed, then 
F( s) = :--!b Cksk 
(3-7) 
Comparing the coefficients of both sides of Eq.(3-7) a set 
of equations is obtained. 
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c = 1 m+q 
mtg_ 
0m+q-1 = - ~ pk 
c . 2 
~q m+g 







CO = (-1}m+q P1P2P3•••Pk 
By expanding Eq.(3-6) 
b m+q ( ) m+q-1 ( 
mYq8 + bm-1Yq+bmYq-1 8 + bmfq-2+bm-1Yq-1+ 
+(a1x0+a0x 1 )a+a0x0J 
+A K (a y sntq+(a y +a y )an+q-1+ 
m 1 n q n-1 q n q-1 • • • (3-9) 
+(a1yo+aoy1)s+aoYoJ 
= n+q ~ m+q-1 ~q m+Q. pipk8 m+q-2 a - ~ pks +i ~1 ~ + ••• 
+(-1)m+qP1P2P3•••Pk 
From Eq. ( 3-9), with the proper values of m, n, 1 and q, sets 
of equations will be obtained by equating coefficients of 
like powers of a. 
To illustrate the process just described, assume Gp(a) 
is a transfer function of type 1, then R should be greater 
than or equal to q+1. Asduming 
J. = q· + 1 and m - n = 2 
the following set of equations is obtained. 
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m...,+Q. 
- ~1 Pk = (bm-1Yq+bmYq-1)+K1K2(anx~) 
i ~ m+g, 
= ~ PiPk = (bmYq-2+bm-1Yq-1+bm-2Yq)+ 




<-1)m+q P1P2 ••• Pm+q = boYo+K1K2aoxo+AmK1aoYo 
From Eq.(3-1) 
n n 1 M <s-zp1 ) = ~ a.s l. 
m m 1 JJ1 (s-wp1 ) :::; :?:% bi s 
By comparing the coefficients of both sides of Eq.(3-1) 
an = 1 
~ 
an-1 = - zp:i. i=1 




ao = (-1)m zp1zp2 ••• zpn 
b = 1 m -~ bm-1 = wpi 







Similarly from Eq.(3-2) 
J. 
iu1 ( s-zhi) = a:b xi 81 
~ n=l1 ( s-whi) = --9.::: y. s 1 
... :i=n ~ 
Therefore 
x.l = 1 
~ 
X~ -1 = -~ zhi 
x.£-2 = !~ ~ zhizhj (3-13) i re j 
• 
• 
xo = (-1) zh1zh2 • • • zh 
and 
Yq = 1 
Yq-1 = -til whi 
Yq-2 = * i-t ~ whiwhj i 'F j (3-14) 
• 
• 
Yo= {-1)q wh1wh2 ••• whq 
Substituting Eqs.(3-11), (3-12), (3-13), (3-14) into 
Eq.(3-10) a set of m+q equations which express the closed-




t ~ :;;pipk= i ~ ~whiwhj+~wpi ~~i 
+i ~ ~whiwhj 




The purpose of expressing the closed-loop poles in terms 
of the poles and zeros of GP(s) and H(s) is thus achieved 
as in Eq.(3-15). 
B. System Specifications. 
It is necessary to express the items in the specifica-
tions of the system in terms of the poles and zeros of the 
closed-loop transfer function before a digital computer 
can be used. The steady state velocity error coefficient 
was selected for illustration purpose in this thesis. 
1. Steady State Response. 
The computation of the steady-state error is simpli-
fied if some basic facts and relationships among the. types 
of inputs, systems, and the steady state error are estab-
lished. Usually, three basic types of test inputs (step, 
ramp, and acceleration) are considered. According to 
classical definitions. 
K = lim G( s) p s ""»{) 
Kv = !~ sG(s) 
= lim s2G(s) Ka s-1{) 
Through the use of generalized definitions these three 
constants can be expressed as 
K .~ 
k ~· z 
J= l j 
1 Kv = ---n----1--~ --m--~1--
'5-- ~-­J='I P~ J=1 zj 
-2 Ka = ----1---+---n--~1~----m--~1--
K2 ?=1 p~ - ~7 




The details of the derivation are shown in Appendix II. 
2. Transient Response. 
The transient performance of a feedback control 
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system is normally ·analyzed by using a unit-step function 
as the reference input. A typical step response is shown in 
Fig. 3. The response is usually characterized by the follow-
ing quantities. 
a. Peak time. 
It is shown in Appendix III that 
R=1 











where p1 = ~1 + jw1 and 61 and w1 · are the real parts and 
imaginary parts of the predominant complex conjugate poles. 
This statement implies that Eq.(3-19) is applicable in the 
case only when 
i. A pair of predominant complex conjugate poles, 
P1= 61+jw1 and 
ii. !o~>3j61j 
b. Maximum Overshoot. 
This equation comes directly from Eq.(3-19) and is 
{3-20) 
derived in Appendix III. Therefore, it can be applied only 
when there is a pair of predominant complex conjtigate.poles. 
CHAPTER IV 
GENERAL METHOD OF SOLUTION 
A. Determination of the number of the parameters. 
Recalling that 
n 
G (s) = K1 ~ (s-zpi) 
P JFt (s-wpi) 
i=1 
1t 
K2 ilJ1 ( s-zhl.. ) H( s) = ____;;;;:;.,:-=:-.....;..----=--
-rrl ( s-whl." ) ii:J, 
AmK1 151 ( s-zpi) Jh ( s-whi) 
mtr ( s-pk) 
k=1 
After checking these equations thoroughly, the total 
number of unknowns are found to, be m+q+.l'+q+2 .. They are: 
(1) m+q poles of the closed-loop transfer function. 
(2) J..' zeros and q poles of the compensator. (3) The gain 
of amplifier Am and sensitivity K2• 
According to the classical definition of the velocity 
constant Kv = !~ sG(s) and 
= AmK1 ~(s-zpi) iCr,ts-whi) 
. i1 ( s-wpi) TI ( s-whi) +K1 K2 fr ( s-zpi) :h ( s-zhi) l.=1 1=1 i=1 i=1 
G( s) 
For example assume Gp(s) is type 1, then 
16 
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and (3 1a) 
Usually K2 is small, and as a result, the second term of the 
denominator of the Eqe(3-21a) can be neglected, 
hence Am = Kv 
b1 \3-21b) 
K1a0 
The value of Am thus obtained is the minimum gain of the 
amplifier. Futhermore, if the value of Am thus obtained 
smaller than one, this means the use of an amplifier is 
not necessary, then Am=1 is considered. With a different 
system, it is sometimes more convenient to fix the value of 
wh rather than the value of Am' as is illustrated in 
Example 1 .. 
After the approximate value of Am or wh has been 
determined, the total number of unknowns is reduced to 
u = m+q+r+q+1. 
As presented in Chap. III, there is one equation 
corresponding to each specification~ therefore d equations 
are obtainable from £ specifications. In this study ~=3. 
Combining the three resulting equations with the conditions 
given in Eq.(3-15) m+q+3 equations can be set up and m+q+3 
18 
unknowns can be solved. 
Thus 
U = m+q+(+q+1 = m+q+3 
Let v be the total number of compensator parameters which 
can be uniquely determined. Then, from the above equation 
v ::: f+q = 2. (3-22b) 
The configuration of these two unknowns can either be 
two poles, two zeros, or one pole and one zero. Only one 
pole and one zero configuration will he considered in this 
study .. 
B. Solving the equation. 
The m+q+~ equations thus found are quite non-linear 
and it is not generally possible to find a solution set 
directly. The set of equations can be expressed in the 
general form of Eq.l3-23) 
F1tx1, x 2 , ••• xm+qtc() = 0 




Fm+q+~(x 1 , x2 , ••• xm+q+~) = 0 
In solving this kind of problem, the following proce-
dure is carried out: 
1. Find approximate solutions of the simultaneous equation. 
From conventional methods, S7.'Ch B.s the root-locus tech-
nique, find several sets of zh, wh or Am and K2 which will 
19 
approximately make the system meet the specifications. 
2. Solve for the roots of the characteristic equation. 
Solve for the roots of the characteristic equation using 
ea.ch set of zh' wh or Am and K2• For equations whose 
order is higher than four, the Bairstow Method is re-
commended. Otherwise, some iterative method and 
quadratic formulas are available. The roots of the equa-
tion are poles of the closed-loop transfer function. All 
of them should be located in the left half plane. 
3. Test the specifications. 
Let the approximate solution thus found be x 1=a1 , x2=a2 , 
••• xm+q+~=am+q+~~ Substitute these values into Eq.(3-17), 
Eq.(3-19) and Eq.(3-20). If any one set of performance 
data satisfies. all the specifications, the corresponding 
set of zh, wh- or Am and K2 is a solution; if none of them 
meets all t:1e specifications, then further iteration is 
necessary. 
4. Iterative process. 
Before i tera.tion is applied, it is necessary to express 
Eq .. (3-15), Eq.(3-17), Eq.(3-19) and Eq.(3-20) in terms of 
zeros and poles of the closed-loop and the open-loop 
transfer functions as shown in Eqs.(3-24). 






<P, = Kv-1/(~1/pj-~1/zj)::::=.o 
cp2 = ~-1 ( -~ ~1-zpi-~ ;l>1-whi+~/P1-pk)-tp5.-0 
cJ:>3 = lnf't (p1-zpi) +lnj-:1 ( p1-whi )+ o; tp-1n~ ( -zpi) 
where 41, ¢2• 43• ... correspond to Fm+q+1 ' Fm+q+2 , Fm+q+3 
••• Fm~q+£' as the notations used in Eq.(3-23). From 
Eq.(3-24) m+q+3 unknowns can be solved. 
After the simultaneous non-linear equations are set 
up, the Newton-Raphson Iterative method is a good 
approach to the solution of the problem. The procedure is: 
a. Select a set of data obtained from step 1,2 and 3 which 
is the "nearest" one to the specifications. 
b. Linearize all the. non-l·inear equa tiona of Eq. ~ 3-24) 
by using a Taylor series expansion about the points a 1 , 
a2' a3' • • • am+q+~ and retain only the first order terms. 
Thus, there are m+q+~linear equations as given in 
Eq.(3-25) 
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m±9,:!ot.: 9F ! f:, ~x1 !a a a (x.;-a.;)=-F1(a1,a2 ••• am+ +r) 
i I 1 2 • • • m+q +J.. .... ... q ot--
mt~.! cF21 i~ ~x. a a a (xi-ai)=-F2(a1,a2 ••• am+ +~) 
"" :t I 1 2 • • • m+q +o( q 
• (3-25) 
• 
m~ct aFm+g+cC 1 ~ (x.-a.) 1= oXi a 1a 2 ••• am+q+~ 1 1 
=-Fm+q+L(a,,a2 ••• ao+q+~) 
Let ~ai=xi-ai, which is to be added to ai to yield the 
starting point for the next iteration. The process may be 
repeated as many times as necessary .to find a solution. 
In sclving Eq.(3-25) to find ai' either the Newton-Raphson 
Method or the Gauss-Jordan Reduction Method can be used. 
c. Programming. 
The programming is divided into two parts as shown in 
Flow Chart 1 and 2. 
The initial data. entered into Flow Chart 1 are taken from 
the free hand root loci after the configuration of the 
compensator poles and zeros has been decided .. Using this 
set of data as a central point, through the use of "Do 
.Statements" with N loops in wh, J loops in zh' and I loops 
in K2 , calculate the response of the system for several 
compensators around the initial choice. Then, NxJxi 
22 
combinations are obtained. 
For each set of data found from Flow Chart 1 plot a free 
hand root-locus. Judgement is made according to the shape of 
the root-locus, if the set of data is suitable. If it is 
suitable, then enter this set of data into Flow Chart 2 and 







Enter data o:f wh,K?, 
z and A ,found from 
r¥ee han~ root loci 
plots and Eq.(3-21b) 
Evaluate the roots 
Of 1+GP(s)(H(s)+Am) 
m p 
wh ' zh' k2 '.Am' 
the closed-loop 
No 
all the roots 
L ________________ ·~---




~nter sets of data 
found from Flow Chart 
1. (Assume there are 
L sets of data) 
EValuate partial deri-1 
vatives which are the 
linear Eq's coe:f. anj 
f0rm into a Matrix 
Array. 
Solve the Eqs. by 
Gauss-Jordan Matrix 
method. 
Evaluate the new 
starting value. 
No 
Print wh,zh,K2 ,~, 
all the closed-loop 




- K ?::::0 v 
- Tp::;_ 0 
- M ~~0 p 
complex conjugate 
poles and 









Assume a given plant with Gp(s) = 
in a unity £eedback system. 
10 
s(s + 2) is used 
The response characteristics of this plant are: 
Velocity constant = 5.00 
Peak time = 1.045 Sec. 
Max overshoot = 0.351 
The given specifications are: 
k :::;;.- 1 0 v-
tp ~ 0.45 
mp :::= 0.22 
Consider a feedback compensator as shown in :H'ig. 1 .. 
From Eq. ( 3-21 b) , and Eq .. ( 3-22b), it can . be found that 
v = 2 .. Am::::::::; 3, 
Fixing the gain of 
H(s) will take the form 
H(s) has been decided, 
the amplifier equal to 6 .. 0, then 
K2s(s-zh) ( s-wh) • After the form of 
the closed-loop system charac-
teristic is found from Eq.(3-6) as; 
F(s) = s(s+2)(s-wh) + 10K2s(s-zh) + 60{s-wh) (5-1) 
The characteristic equation of the complete system is 
s ( s+2 )( s-wh) + 1 OK2s( s-zh) + 60( s-wh) = 0 





-1 = -----=-=---==-.;.._--(s-wh)(s2 + 2s + 60) (5-3) 
From Eq.(5-3), a free hand root-locus as a function of K2 
can be plotted as shown in Fig. 4. Based on this plot a set 
of data wh=-15, zh=-30, K2=0.15 is taken as a central point. 
Entering these data into Flow Chart 1 with AWh=-5, &zh=-10 
andAK2=0.05 several sets of initial approximations of wh' 
zh and K2 are obtained. Next, kv' tp and mp are computed by 
Eq.(3-17), Eq.(3-19) and Eq.(3-20). The computed results 
for different compensators are given in Table 2. 




A free hand root-locus of Example 1 with compensator 
Table 2 
Computed System Parameters And Specifications 
Of the Compensated System In Example 1 
Set 1 2 3 4 5 
Am 6 6 6 6 6 
wh -10 -20 -15 -15 -20 
zh -20 -30 -20 -40 -20 
K2 0.10 0.10 0.20 0.15 0.20 
6'1 - 1. 893 - 1. 756 -2.345 - 3.124 - 2.000 
w1 7.844 7.648 7.576 7.981 7.483 
p3 - 9.214 -19.489 -14.310 -12.253 -20.000 
t 0.412 0.412 0.418 0.410 0.420 
ln m - 0.802 - 0.725 - 0.987 - 1.316 - 0.840 
mE 0.449 0.484 0.373 0.268 0.432 
kv 18.000 17.143 12.857 10.000 15.000 
Checking the results thus obtained, it is found that 
the 4th set of data was fairly close to the specifications 
of the system. Hence, this set of data was selected as an 
initial value for the iterative process. The result of 
each iteration is shown in Table 3. 
It is seen from Table 3 that after the 76th iteration 
21 
the new set of values satisfies all the specifications. Renee 
the transfer function of the compensator is determined to be 
Am= 9 •2 ; H(s) = O.SS!fsts+l9.438) (s+15) 
Table 3 
System Parameters And Response of Ex. 1 
Initial 1st 2nd 10th 
Approx. Iteration Iteration Iteration 
6.000 5.980 ?.250 9.180 
-15 -15 -15 -15 
. . . 





zh -40 -40 -40 -19.924 . . . 





- 3.124 - 3.500 - 3.725 - 3.910 ••. - 3.922 
7.981 7.763 7.514 7.334 .•. 7.323 
-12.253 -13.990 -16.822 -18.707 
0.410 0.409 0.411 0.411 
- 1.316 - 1.315 - 1.491 - 1.601 
0.268 0.268 0.225 0.210 
10.000 9.999 9-936 9.999 
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. . . 
. . . 
• • • 






The response for both compensated and uncompensated 
systems is pl.otted in Fig. 5. In this figure curve 1 is 
the response of the uncompensated system. Curve 2 is the 
* response of the system with cascade compensation. Curve 3 
is the response of the system with feedback compensation. 
For the purpose of comparison, the response obtained 
from the analog computer is plotted in Fig. 6. 
7 
*From Liang , pg. 30 
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The total computing time of this example by the digital 
computer is five minutes. The error is less than 5%. 
Fig. 6 
The Time Response of Ex. 1 
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Example 2. 
Given a plant with the transfer function 
Gp ( 8 ) = ---:---=2..:;.. 8;:;.;2._ __ 
s(s2 + 2s + 2.82) 
The characteristics of this plant are found to be 
velocity constant = 1. 
peak time = 2.931 Sec. 
maximum overshoot = 0.329 
The system performance specifications are 
k >- 10 
v 
tp <:: 0.95 Sec. 
mp < 0.15 
The root locus sketch of the uncompensated system is shown 
in Fig. 8. ~rom Eq.(3-22b) v=2 was obtained. Then, there 
are two possible choices for the compensator: one pole 
and one zero or two zeros. Since the latter case can not 
be realized as a passive network, it will be omitted and 
the case of one pole and one zero will only be considered. 
In order to satisfy one of the specific~tions,kv~10, 
from Eq.(3-21b) the minimum value of Am was found to be 
10. Fixing the value of sh equal zero, then with Am~10, 
there are always two poles of the c'losed-loop transfer 
function which lie in the right half plane. As a result, 
the system is not stable. The conclusion is that the kind 
of compensator desci·ibed can not be used to solve this 
special problem. 
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The root locus sketch of the system with compensation 









Fig. 7. Root-locus of Uncompe~sated System of Example 2 
jw 
Fig. 8. Root-locus of Example 2 with Compensator 
CHAPTER VI 
DISCUSSIOl~ AND CONCLUSION 
As a summary of the Chap. III and IV, the general 
procedure of the method is listed below. 
1. The determination of the configutation of the com-
pensator. 
2. The construction of the free hand root-locus. 
3. The selection of the approximate solution and the 
test of the specifications. 
4. The iterative process to complete the solution. 
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It is noted, that the method is applicable only 
when all the specifications are expressable as functions 
of the closed- and open-loop poles and zeros. 
Discussion. 
Corresponding to each step developed above, the. 
discussion is made. 
First, it is required that there be a pair ·of 
predomiant complex poles of the closed-loop transfer 
function and the systems type is not changed after 
compensation. In other words, only underdamped systems 
with no other significant real poles are considered in 
this study. 
Second, sometimes the selection of one or more 
variables to balance the number of unknowns and the 
34 
number of equations is necessary. The choice is arbitrary 
and depends on the designer·• s · expe;rience: for instance, 
in example 1 wh. was choaen to be specified . by the. de sif:ner •.. 
The determination of the minimum gain of the amplifier, Am, 
followed from the specification concerning the steady state 
response and was based on previous experience with this 
type of system. A general method of selection of the vari-
ables to fixed has not been developed. 
The stability of the system after compensation can be 
easily found from the free hand root-locus; an unstable 
system was illustrated in example 2. In the case of an 
unstable system, the use of another kind of compensator 
is recommended. 
Third, the selection of the approximate solutions from 
the free hand root locus is somewhat a trial and error 
process. The use of a high speed digital computer will 
shorten this process. As stated in the preceding chapterst 
the way used is to take a set of data as a central point 
and to perturb on all the sides a little and find out NxJxi 
sets of combinations. After testing the specifications with 
these combinations, a good approximate solution can be 
found. 
Since, to simplify the problem, the specifications 
concerning the transient response were based on the 
assumption that only predominant terms were considered, 
the neglect of the other terms will cause some error, 
and the error is less than 5%. 
All of this process was carried out by Flow Chart 1. 
Fourth, the selection of an initial value out of 
NxJxi combination from Flow Chart 1 also depends on the 
designer's intuition and experience. It is possible to 
enter all of these NxJxi sets of data into Flow Chart 2 
and find several solutions, but it will take much more 
time. 
The convergence of the iteration is not assured, 
it even will be divergent with the improper choice of 
the initial value. If the iteration does diverge then 
a change of the initial value is necessary. 
The Newton-Raphson method to solve a set of simul-
taneous non-linear equations is used in Flow Chart 2$ 
In their procedure to linearize the non-linear equations 
will cause some error too. Therefore, the poles of the 
closed-loop transfer function resulting from the final 
compensator are not exactly the sam& as will be obtained 
directly from an analytical solution. 
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Conclusion. 
1. As illustrated in the .. e.xample ,. the peak time and the-: rise 
time of the response are excellent. However, the peak over-
shoot is bigger. 
2. The trial and error has been taken over by the computer 
but a complete and self-contained process has not been de-
veloped. 
In summary, the work done in this study is to develop 
a digital co,rpputer :iterati"'Ve method to1 de·sign .. a feedback 
compensator with emphasis placed on meeting a set of 
performance specifications. Although some judgement and 
preparation of the designer are required in using this 
method, however, this method is still a.:useful aid iri · 
feedback compensator design. 
The work presented here does not terminate the possi-
bilities of this method. Nith the other combinations of 
specifications, compensators and amplifiers the work may 
be extended. 
APPENDIX I 
The environmental conditions to which a control ·system 
is subjected affect the degree of accuracy and stability 
of a system. The performance characteristics of most 
components are affected by their environment. Thus any 
change in the component characteristics causes a change 
in the transfer function with a resulting effect on the 
controlled quantity. 
To illustrate the effect o~ changes in the parameters 
of the transfer function, three bases are considered for 
which the input signal R and the frequency are a constant. 
Case 1. Open-loop System of Fig. 8a •.. 
The effect of a change in G, due to environmental 
conditions, can be determined by differentiating 
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c0 = RG (I-1) 
dC0 = RdG 
Combining Eqs.(I-1) and (I-2), 
dG 
dCo = TCo 
(I-2) 
(I-3) 
Therefore a change in G causes a proportional change in 
the output c0 • This requires that the specifications of 
the components of G be such that any variation, due to 
environmental conditions, still results in the degree of 
accuracy required. 
--.!L{ a ! co 
'L..:._ ---r 
(a) 
Fig. 8 · 
Control system. (a) Open-loop. 
R + E ~}- 0() IB ~----
1 ra L....:: . (b) 
(b) Closed-loop. 
Case 2. Closed-loop Unity Feedback System of Fig. 8b 
(H = 1) 
Proceeding in the same manner as for Case 1, 
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G Cc = R ~---=~ 1+G 
= R dG 




Comparing Eq.{I-6) with Eq.(I-3) readily reveals that the 
effect of parameter changes upon the output, when going 
from open-loop to closed-loop control, is reduced by the 
1 factor 1+G • 
Case 3. Closed-loop Nonunity Feedback System of Fig. 8b' 
First consider that the feedback function H is cons-
tant. Then prodeeding as before, 
C = R G (!~7) c 1+Gil 
dC0 = R dG (I-8} ( 1+GH)2 
dC = dG cc =( 1 )dG (I-9) c G( 1+GH) 1+GH G 0 c 
Within the range for which the degree of accuracy of C0 
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must be maintained, the term GH may be large enough so 
that a greater reduction of the effect of parameter changes 
results over that for Case 2. If the term 1+GH is greater 
than the term 1+G, this illustrates a possible advantare 
of parallel over series compensation. 
Secondly, consider that the forward transfer function is 
constant and only the components of H are affected·. From 
E<L ( I-7), 
-G2dH d C = R _ ___;;,...:::;::.;;:~ 
c ( 1 +GH) 2 (I-10) 
Multiplying and dividing Eq.(I-10) by Hand also dividing 
by E1.(I-7) result in 
de _ dH C 
c-- H c (I-11) 
for those values of frequency where it can be considered 
that GH::>-/'1. When Eq.(I-11) is compared with Eq.(I-3), it 
is seen that a variation in the feedback function has app-
roximately a direct effect upon the output in the same 
manner as for the open-loop case. Thus the components of 
H(s) must be selected upon the basis of maintaining the 
desired degree of accuracy and stability in the output 
signal C(s) 
1he two situations in Case 3 serve to point out the 
9:dvantage of parallel compensation when considered from the 
standpoint of environmental changes. 
APPENDIX II 
For a unity feedback control system 
ru+ = --:-1-+ ~':!:":(r-s""'':)-
1 
If --:::"'1 +-G~( ..... s"'"")- is expanded in a Maclaurin series in s, the 
error constants are defined in terms of the successive 
coefficients: 
2 
s + •.•• lii-1) 
As a result of the relation between i and~' the error cons-
tants al~~o serve to define the Maclaurin expansion of Q: R 
-
e( s) 1 1 1 2 R = 1 - --:1..-.+=K..-- - - s - """"K s - • • • 
p Kv a 
(II-2) 
The relation between Kpt Kv' and Ka and the poles and zeros 
of i is readily determined if i is written in factored form: 
0 (s+z1)(s+z2 ) ••• (s+zm) 
R(s) = K (II-3) 
(s+p1 )(s+p2 ) ••• (s+pn) 
With this notation, the zeros lie at -zj' the poles at -pj. 
(1) Calculation of KP is simply related to i<o), as shown 




for KP in terms of R(O) 
values .for i<o) y~elds 
. K Jf z. 
and substitution of pole 
j=1 J 
Kp = ----------~. 
n P K m z j[1 j- j[1 j 
(2) In the calculation of K it is noted that the deriva-v 
tive of C(s)/R(s) at th origin is equal to -1/Kv. In most 




( d (C \'j! 1- '.-1 ~ ds \Ri s=O 
f c '· i -J\ R1 s=O 
( II-4) 
The operation of taking the logarithm replaces the multi-
plication of factors in C/R by an addition. Substitution 
of Eq.(II-3) into (II-4) yields 
1 r= 
v 
-{~s (ln K+ln(s+z 1 )+ ••• +ln(s+zm) 










Zz j=1 j 
(II-5) 
( II-6) 
{3) Eq.(II-2) indicates that -2/Ka is equal to the zero 
frequency value of the second derivative of j_(s). For the 
C/R, Ka is also written in terms of the logarithmic deri-
vative. 
(C~R)" -r·cc/R) ~2 
CR C7if1 
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c Consequently, if R(O) is equal to unity, 
s=O 
Differentiation of the right side of Eq.(II-5) and substi-
tution of s=O yields, with Kv as given in Eq.~II-6), 
APPENDIX III 
For the system as shown in Fig. 2 the closed-loop transfer 
function can be expressed as 
Q{s) _ ~K1A(s)Y(s) _ K1 ~(s-zpi)~(s-whi) 
RTS) - F(s) - ~tTQ 
k 1=1 ( s-pk) 
For a unit step input, R(s) = *· Thus 
- ~K1 t ( s-zpi) iJ1 ( s-whi) 
C(s) - s m±q 
~~1(s-pk) 
Assume C(s)/R(s) has a pair of predominant poles 
Express C(s) in partial fraction expansion, then 
* C{ s) = A + _]__ + B + • • • 
s s-p s-p1 
. 1 
and thus 
C ( t) = A + 2 jB I Exp ( d 1 t ) cos ( w 1 t + ~) + ••• (III-1) 
If 61 < 36i then only the two terms shown in Eq. ( III-1) 
need be considered and 
d~~t)ltp = 2iBid1Exp(d1tp) cos(w1tp + ~) 






a; ~fp1-z i. + :!.L!t_-'ll- ~~LP1-p,_ -& i=1 p l.="l - = - ~ (III-4) 
Substitute Eq.(III-4), (II!-3) into Eq.(III-2) 
Maximum overshoot mp: 
Substitute Eq.(III-3), (III-4), (III-5) into Eq.(III-1) 
with t = tp. Then, 
Mp = C(t)lt=t 





+ 2 - . P1:~( +Pf-Pk) 
(III-6) 
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