A Point Process Model for the Dynamics of Limit Order Books by Vinkovskaya, Ekaterina
A point process model for the dynamics of
limit order books
Ekaterina Vinkovskaya
Submitted in partial fulfillment of the
requirements for the degree
of Doctor of Philosophy
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Ekaterina Vinkovskaya
This thesis focuses on the statistical modeling of the dynamics of limit or-
der books in electronic equity markets. The statistical properties of events
affecting a limit order book -market orders, limit orders and cancellations- re-
veal strong evidence of clustering in time, cross-correlation across event types
and dependence of the order flow on the bid-ask spread. Further investiga-
tion reveals the presence of a self-exciting property - that a large number of
events in a given time period tends to imply a higher probability of observing
a large number of events in the following time period. We show that these
properties may be adequately represented by a multi-dimensional self-exciting
point process with multiple regimes that reflect changes in the bid-ask spread.
We propose a tractable parametrization of the model and perform a Maxi-
mum Likelihood Estimation of the model using high-frequency data from the
Trades and Quotes database for US stocks. We show that the model may be
used to obtain predictions of order flow and that its predictive performance
beats the Poisson model as well as Moving Average and Auto Regressive time
series models.
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Today a large proportion of transactions in equity markets are executed by
algorithms on electronic trading platforms. Orders are sent in and processed
by machines and this information is kept on the exchange in the form of “limit
order books”, which are described in this section. The shift from floor trading
to largely automated trading on electronic markets has led to an increase in
frequency and volume of transactions and order flow. Most large market
participants, such as investment banks, hedge funds and proprietary trading
firms develop sophisticated algorithms to take advantage of the small price
fluctuations on the market, and profit from them due to the large volume of
trades that they make. Such traders are faced with several high-level tasks
such as making trading strategy decisions - for example which stocks to trade
and when, whether to buy or to sell, at what price, etc. These decisions are
usually made by algorithms within milliseconds or microseconds, as described
in Moallemi and Saglam (2010).
Other market participants, such as mutual funds and pension funds
2tend to take larger and more long term positions and are referred to as fun-
damental or directional traders. These large orders must be executed in a
way that would disguise the investor’s intention to take a large position, since
other market participants may use the information to take the opposite po-
sition in the trade and push the price in their advantage. Aside from the
issue of revealing their strategy the order must also be executed in a way that
would minimize price impact - at each price there is only a limited number of
orders available on the market, so if all orders at the best available price are
executed the trader must give some time for the market to replenish. So large
orders are executed over a longer time horizon by being split into smaller child
orders. These traders also rely on algorithms to execute the large orders that
they place. These algorithms must minimize price impact but also minimize
the risk that the price increases as the time over which the order is carried out
is extended. An entire field of optimal execution is dedicated to this problem
and the task is usually passed on to and addressed by algorithmic trading
firms and investment banks which must accurately predict the rates at which
transactions occur, price queues are depleted and volume that is traded.
Once the timing of execution and sizes of the child orders are deter-
mined the trader or broker is faced with another task, which has recently
gained more attention and popularity - that of order routing. Many trad-
ing venues are available - the U.S. has 12 public stock exchanges as well as
numerous dark pools (see Carrie (2008)) and private venues. Once the child
order is placed the goal is for it to be executed as quickly as possible. Since
most markets prioritize execution at a particular price on a first come, first
served basis, the trader must wait for all orders at the same price that have
already been placed on the market prior to the arrival of his or her order to
either be executed or canceled. Different venues carry different traffic and
3therefore have different rates of cancelations and executions. The trader is
interested in the order being executed as quickly as possible, so it is usually
optimal to further split the child order up into parts and simultaneously send
them to a number of different venues. Traditionally, venues give small re-
bates for providing liquidity (i.e. trading a limit order) and take a small fee
for taking liquidity (i.e. trading a market order). This both drives liquidity
(in the sense of an increased abundance of outstanding limit orders on the
book) and allows the exchange to make a profit from the difference between
the fees they charge and the rebates they give. The optimal distribution of
what proportion of the order to send to which venues will be determined by
the execution rates at each venue as well as the rebates received from or fees
paid to the venues.
For all such traders - either implementing high frequency trading or
optimal execution algorithms - it is important to have a model that can react
quickly to short-term market fluctuations and the goal is to make predictions
of order flow, which would be used to make decisions in trading strategies,
optimal execution of large orders or child order routing. We propose a model
of the order flow based on a point process which has a “self-exciting” property
that allows for the instantaneous rate of arrival of events to react by increasing
in response to order arrivals and decreasing continuously for as long as events
do not occur. This model can be used to make predictions, with a higher
degree of accuracy than other competing models, of order arrivals and other
quantities of interest to high-frequency traders and market makers and used
in optimal execution algorithms, which are relied on by fundamental traders
taking large long-term positions. The flexibility of the model’s parameters
allow for applications across a variety of markets: for instance stocks, indexes
and Exchange Traded Funds (ETF’s), which may contain commodities, in-
4dexes and other underlying securities but are traded on the exchange and
mimic the dynamics of stocks.
1.2 Limit order books and order types
Constant fluctuations in the price of securities on the market make it rea-
sonable for a trader to assume that a better price than currently traded may
become available sometime in the near future. It therefore makes sense to
place an order for a certain number of shares to be bought at a price lower
than the current buying price, in the hope that this price will become avail-
able within some desired time horizon. Such orders are called “limit orders”.
More specifically, a limit buy (sell) order is an order to buy (sell) the specified
quantity at a price no higher (no lower) than the specified limit price. Such
orders must wait on the market to be executed and the trader placing such
an order runs the risk of it not being matched within the time frame he or she
wishes to make the purchase or sale. If the order was not matched within the
time frame that the trader intended, it can be canceled. If the trader needs
to make the transaction immediately they must compromise on the price and
place a “market order”, which is executed immediately at the best available
price.
The “Limit Order Book” is the collection of outstanding limit orders on
the market that have not yet been matched with an order on the opposite side.
It can be visualized as a bar graph with the horizontal axis representing the
price and the vertical axis representing the quantity (in shares) of outstanding
orders at that price, see figure 1.2. The highest price at which the book
contains buy orders is called the “best bid” and the lowest price at which the
book contains sell orders is called “best ask”. The difference between the best
5bid and the best ask is called the “bid-ask spread”, or more commonly just
the “spread”.
Figure 1.1: A graphical representation of the limit order book. The prices
are on the horizontal axis and the outstanding number of shares at the cor-
responding price is on the vertical axis. Buy orders are shown in blue and
sell orders in pink. The distance between the right most blue bar and the left
most pink bar (i.e. the best buy price and the best sell price) is the “spread”.
This structure is constantly changing as there are new orders coming
in and old ones being executed or canceled, so the order book is dynamic. It
is these dynamics that we model in this thesis.
In particular, there are six types of events that can modify the state
of the limit order book: limit bids, limit asks, market buys, market sells and
cancelations on the bid and ask sides. Limit orders always correspond to
6an increase of the outstanding quantity on the book and market orders and
cancelations correspond to decreases.
The way in which the limit order book is affected by the events listed
above is further explained by the figures on the following pages.
The model in this thesis considers only the “best bid” and “best ask”
queues, which has the advantage of being able to make inferences regarding
order flow regardless of the price. The model allows for some of the infor-
mation regarding the current price on the market to be included as it can be
represented by different regimes, see section 4.2.2.
We now depict the dynamics of a limit order book graphically - the
affects of the six limit order book events described above are shown in the
figures that follow. The first figure gives a snapshot of a limit order book
and the next figures show the effects of various limit order book events (limit
order arrivals, market order arrivals, cancelations) on the state of the book.
Figure 1.2: A snapshot of the limit order book taken at a fixed instance in
time.
7Figure 1.3: The affect of a limit bid on the order book: the number of shares
at the price specified by the limit order increases by the given order size. The
increase is shown in teal.
Figure 1.4: The state of the limit order book immediately following the arrival
of the limit bid in figure 1.3
8Figure 1.5: The affect of an arrival of a market bid: the quantity at the best
ask price (the lowest price at which someone is willing to sell) decreases by
the given order size. The decrease is shown in teal. The affect of a market
ask would be a decrease in the best bid queue.
Figure 1.6: The state of the limit order book immediately following the arrival
of the market bid in figure 1.5.
9Figure 1.7: Limit orders can be canceled (or modified to decrease the size of
the order). This figure shows the effect of a cancelation of a limit ask - the
size of the queue at the corresponding price decreases. The decrease is shown
in teal.
Figure 1.8: The state of the limit order book immediately following a cance-
lation of a limit ask order in figure 1.7.
10
1.3 Point process models of high-frequency
data
Limit order book models have been a popular topic in recent years. Naturally,
interest in market microstructure research rose when limit order book data be-
came available and traders and academics realized that the micro-fluctuations
observed in the order data contain valuable information and rather than be-
ing discarded as noise can be used to, for instance, predict price movements,
estimate the time it will take to execute an outstanding order or predict large
spikes in volume.
The high-frequency evolution of the limit order book occurs through
the discrete events represented by arrivals and cancelation of limit orders and
execution of market orders. It is thus natural to represent it as a (multivariate)
point process. Various econometric models have adopted this point of view
and proposed point process models for high frequency data of trades and
orders Cont (2011).
The simplest class of point process models is the class of Poisson point
processes. Cont et al. (2010) model the dynamics of a limit order book with
multiple levels as a spatial Poisson point process and show how such a model
may be used to compute various quantities of interest such as the distribution
of the waiting time for an order to be executed or the distribution of the
duration between two price changes. The advantage of Poisson models is that
most quantities of this type may be expressed in terms of hitting times of
birth-death processes, for which many computations may be done analytically
Cont et al. (2010).
The dependency structure of the arrival process of limit order book
events has led to consider the self-exciting point processes process as an alter-
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native to Poisson point processes. Self-exciting point processes have mostly
been applied to high frequency data on price changes or arrival times of trades
(i.e. market orders), not arrivals of limit orders and cancelations. Some ex-
amples are given later in this section.
The most prominent example of self-exciting point process is the Hawkes
process Hawkes (1971), Hawkes and Oakes (1974), a point process with stochas-
tic intensity which via its dependence on the history of the process captures
the temporal and cross sectional dependence of the event arrival process
as well as the ”self-excitation” property observed in the empirical analysis.
Hawkes processes have recently gained popularity in financial research and
industry and are also widely used for other applications such as modeling
neural activity, genetics Carstensen (2010), occurrence of crime Louie et al.
(2010) and earthquakes.
1.3.1 Hawkes models in finance
Bowsher (2007) who to our knowledge was the first to apply the Hawkes
modeling framework to financial data, uses a Hawkes process to present ev-
idence of two-way interactions between the timing of trades and mid-quote
changes, but stops short of exploiting the analytical properties of the model.
Cartea et al. (2011) applies a Hawkes process to model market order arrivals
but does not consider the full order low (limit orders and cancelations). Fil-
imonov and Sornette (2012) and Filimonov et al. (2013) apply the Hawkes
process to estimate the percentage of price changes caused by endogenous
self-generated activity rather than the exogenous impact of news or novel
information. Bauwens and Hautsch (2009) uses a five-dimensional Hawkes
process to estimate multivariate volatility, between five stocks, based on price
intensities.
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Another early reference is Hewlett (2006) who uses the instantaneous
jump in intensity caused by the occurrence of an event to quantify the market
impact of that event, taking into account the cascading effect of secondary
events also causing further events. Hewlett (2006) also uses the Hawkes model
to derive optimal pricing strategies for market makers and optimal trading
strategies for investors given that the rational market makers have the historic
trading data. The empirical analysis is performed on EBS FX market data
and only considers trade transactions, ignoring limit orders, hence the buy
and sell transactions are modeled as a bivariate Hawkes process.
The work in Large (2007) also applies a Hawkes model for the purpose
of investigating market impact with the more specific interest of order book
resiliency. Large (2007) considers limit orders, market orders and cancella-
tions on both the buy and the sell sides and further categorizes these events
depending on their level of aggression, resulting in a 10-dimensional Hawkes
process. The estimated cross-excitation parameters are used as an indicator
of the resiliency of the order book, for instance to demonstrate whether a
limit buy will trigger the opposite event (in this case a limit sell) which will
compensate the limit order book for the effects of the original event.
Other econometric models based on (marked) point processes with
stochastic intensity include Autoregressive Conditional Duration (ACD) mod-
els Engle (2000); Engle and Lange (2001); Engle and Lunde (2003) for uni-
variate processes and ACI (autoregressive conditional intensity) models for
multivariate processes, where the intensity depends on the history of the in-
tensity process, see Hasbrouck (1999) which introduces a multivariate point
process to model the different events of an order book but does not param-
eterize the intensity, and the many works of Engle with the ACD model -
Engle and Russell (1998) introduces the ACD model for the univariate case,
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Engle (2000) indirectly parameterizes the univariate intensity using the ACD
model, Engle and Lange (2001) uses the ACD model to generate an explana-
tory variable and Engle and Lunde (2003) categorizes multiple event types in
the ACD framework. Yet another work that builds on the ACD model is Ghy-
sels and Jasiak (1998), which also focuses on durations between trade arrivals
and introduces the ACD-GARCH model, which combines the ACD approach
with a GARCH model for increments as a model for stock returns sampled at
transaction times and is used to show significant causality between volatility
and intra-trade durations. Dependency of the trade or order arrival processes
on market conditions such as volatility can be included in the multiple-regime
framework of the model proposed in this thesis.
In contrast, rather than turning to waiting times, Bauwens and Hautsch
(a) used the LIF (latent intensity factor) model to give direct specification of
parameters.
1.4 The Hawkes process
We begin with a point process which consists of the Markovian pair (Nt, λt)t>0,
where Nt represents the number of events up to time t and λt is the “intensity”
of the event arrival process Nt. The intensity λt is stochastic and depends
deterministically on the history of the event arrival process, {Ns}s<t . By
the definition of the intensity of a Hawkes process, when an event occurs the
intensity instantaneously increases and immediately begins to decay towards
the baseline asymptotic rate. A detailed description of the mathematical
theory of Hawkes processes is given in Liniger (2009) and some applications
to financial data are given in Embrechts et al. (2011).
Definition The one-dimensional Hawkes process (Hawkes 1971; Hawkes and
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Oakes 1974) is a point process N which may be characterized by its intensity









Typically, g() is chosen to be a decreasing function with g(0) > 0.
This process was first introduced by Hawkes (1971) as a model for
earthquakes occurrences. The interpretation of this equation is that the events
occur according to an intensity with a “baseline” µ which increases by g(0)
at each new event then decays back to the baseline value according to the
function g. Choosing g(0) > 0 leads to a jolt in the intensity at each new
event: this is the self-exciting feature.
If one chooses the commonly used exponential response function: g(s) =
δe−κs, then the process (λ,N) is a continuous-time Markov process. The in-
tensity then solves the linear stochastic differential equation
dλ(t) = −κ (λ(t)− µ) dt+ δdN(t) λ(0) = µ
whose solution is given by




1{t ≥ Tk} (1.3)
for t ∈ [Tk, Tk+1) where Tk is the last event observed before t.
Hawkes processes with exponential response functions belong to the
class of affine processes (Duffie et al. 2000; 2003): their moment generating
functions and characteristic functions may be computed semi-analytically by
solving a set of ordinary differential equations (Errais et al. 2010). Hence,
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such models have been used for modeling the occurrence of defaults and to
solve the associated pricing problems for credit derivatives (Errais et al. 2010).
Definition A J-dimensional Hawkes process (Daley and Vere-Jones 1988;
Embrechts et al. 2011) is a J-dimensional point process N(t) = (Nk(t), k =
1, ..., J) where the intensity of Nk is given by







The parameters of this process are: µ ∈ RJ+, κ ∈ RJ+, δ ∈ MJ×J(RJ+). The
first parameter, µk, is the baseline intensity, which can be thought of as the
intensity if no events have occurred yet, or the asymptotic value to which
the intensity decays if events cease to occur. At each new event of type j
the intensity of Nk increases instantaneously by δk,j. In between events, the
intensity λk decays exponentially (since we are using an exponential kernel) at
rate κk. These dynamics are shown in figure 1.9 which illustrates the intensity
one of the components of a multivariate Hawkes process. The different sized
jumps of the intensity correspond to events of different types which caused
the increases. The cascading behaviour is observed, where an event causes the
intensity to increase which in turn results in the occurrence of more events.
A positive diagonal element of the excitation matrix, δk,k > 0 leads to
the self-exciting feature observed empirically in the autocorrelation in flow of
events of type k. Positive off-diagonal elements, δk,j > 0, allow for “mutual
excitation” and capture the cross sectional correlation in arrivals of events of
different types which is observed in the TAQ data.
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Figure 1.9: The intensity of one of the components of a multivariate Hawkes
process.
1.5 Contribution
We propose a tractable statistical model for limit order book events, which
adequately captures various statistical features of high frequency order flow
and allows, in particular, to exploit the dependence structure observed in
order book events for short term prediction estimates.
The starting point of our analysis is the observation that the arrivals of
limit orders, market orders and cancelations often tend to cluster in time (see
section 3.1.1) and are not independent of one another (see section 3.1.2). It is
this clustering, not adequately captured by Poisson models or Cox processes
(see section 3.2), which has motivated us to explore self-exciting point
processes (see section 1.4) as a modeling framework for limit order book
dynamics.
We perform a detailed empirical analysis which shows the presence of
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self-excitation and cross-excitation in the order flow, and that a Poisson point
process is not appropriate for modeling the dynamics of a limit order book
due to the dependency structure of the order arrival process. More explicitly,
we apply a non-parametric moving average estimator to the order arrival data
and observe that it does not adequately capture the large fluctuations in the
level of activity of this process. We also show that the dynamics of the limit
order book depend on the size of the bid-ask spread defined in section 1.2 and
therefore conclude that the bid-ask spread needs to be incorporated in the
model to capture this feature.
In light of this we propose to model the evolution of the top levels of
the limit order book by a regime-switching self-exciting point process. We
estimate its parameters by Maximum Likelihood Estimation on Trades and
Quotes (TAQ) data. For comparison we also estimate the parameters of the
standard Hawkes model with a single regime.
We derive the characteristic function and numerically solve a system of
ordinary differential equations to obtain the coefficients of its polynomial. We
then approximate the first derivative of the characteristic function to get the
conditional expectation - and therefore predicted value - of the order flow over
a small time interval 4t. We obtain predictions over the same set of values
for a number of other models: Poisson as well as Auto-regressive (AR) and
Moving Average (MA) time series models and measure their performance by
the standard error of the residuals. Finally, we compare the performance of all
the models, including the single-Regime Hawkes model and regime-switching
variations of the Hawkes model and find that the Hawkes models consistently
outperform other models over a range of prediction horizons which reflects
the time decay parameter for the impact of self- and cross-excitation.
An important issue is that of comparison of Cox and Hawkes processes
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for the purpose of modeling order book dynamics. The comparison of these
two types of processes is raised by Giesecke and Goldberg (2004) which exam-
ines their ability to capture default contagion. Ideally a joint universal model
would be built by using a combination of both the Cox and Hawkes processes
because they are different and complementary in nature. In this thesis we
focus solely on the Hawkes process, which does not require an external ob-
servable variable but rather deals with endogenous variability. For example a
large order executed in small child orders throughout the day will surely lead
to increased activity on the market - both due to the placement of these child
orders and the activity from other traders in response to these events - but
optimal execution algorithms make such orders difficult to detect. What our
model aims to do is, rather than detect these large orders or other outside
events and triggers, estimate the cascading effects of the activity which results
from these triggers. In this setup there is no need - and no time - to estimate
or predict the effect of news announcements or to detect a large buyer/ seller
who has just begun to liquidate his or her position. The advantage of the
Hawkes model is to quickly detect any effect that such events may have on
market dynamics and update the rate of event arrivals accordingly, to predict
the level of activity in the next, usually short, time interval.
The main application of the model proposed in this thesis is predicting
order flow or linear combinations of order flow - such predictions can be used
in high frequency trading strategies, optimal execution and order routing
(discussed in section 1.1. There are numerous applications in these areas. For
instance, accurate predictions of order flow have can be used to estimate the
time taken to execute an outstanding order, which a trader may wish to know
if deciding whether to place a market or a limit order, or the time taken to
deplete a queue which is valuable information both for developing a trading
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strategy - as the depletion of a queue is indicative of a price change - and for
optimal order routing when deciding to which exchange it is best to send an
order. An accurate estimation of the order flow imbalance (which measure
the net impact of the order flow on bid and ask queue sizes) can be used to
assess the market impact of a particular order placement. Simply predicting
the total trading volume is valuable to VWAP strategies and predicting large
spikes in volume can also optimise VWAP execution in ensuring that as much
of the order is executed as quickly as possible.
1.6 Organization of the Thesis
The outline of the thesis is as follows.
• Chapter 2 describes the Trades and Quotes database and the process
used to extract the National Best Bid and Offer (NBBO) and order
flow data for our analysis. We also include some descriptive statistics
of order flow data.
• Chapter 3 describes the results of empirical analysis performed on the
order flow data. In particular we show that the arrivals of order book
events of different types show significant autocorrelations and contem-
poraneous cross sectional correlations across event types, as well as evi-
dence of self-exciting behaviour and dependence on the bid-ask spread.
These properties imply some degree of predictability in order flow which
may be relevant for trading and market-making purposes.
• Chapter 4 proposes a class of analytically tractable point-process mod-
els which attempt to capture the properties described in Chapter 3. We
propose a numerical method for computing Maximum Likelihood Esti-
mators for this parametric class, and present the results obtained using
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high-frequency trades and quotes data described in Chapter 1. The
estimation results show evidence of self-excitation and cross-excitation
across event types, confirming the non-parametric analysis of Chapter
3.
• Chapter 5 describes how this model can be used for short-term predic-
tion of the order flow, present some empirical results and discuss various
applications. We assess the predictive performance of the self-exciting
point process model in comparison with other popular models such as
Moving Average and AR models.





2.1 The Trades and Quotes (TAQ) database
The data used to develop and test the model presented in this thesis is the
Trades and Quotes (TAQ) dataset, provided by the New York Stock Ex-
change, which consists of high frequency recordings of trades (transactions)
and quotes (order arrivals) for all stocks on 12 US exchanges. 1 The TAQ
dataset consists of two tables: the Trades table has a record for each trans-
action that took place on any of the participating exchanges, including the
size, price and exchange; the Quotes table contains information on the best
bid and ask and has a record for each update of either the price or size of
the bid or the ask on any of the exchanges. In other words, each record in
the Quotes table corresponds to a new state of the order book (at depth one)
after a change has taken place, due to either a new limit order, a cancelation
or a new market order matching an outstanding limit order, coming from one
of the exchanges. Time stamps in both tables are accurate to 1 second.
The data are neither ideally clean nor complete and do not contain all
1Data from dark pools and other venues is not as readily available for academic research
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the information necessary to reconstruct the order book with 100% accuracy.
For instance both the Trades and the Quotes tables contain entries which are
obviously invalid - bid prices as low as 0 and ask prices as high as $999.99 or
$2000.00. Most of these invalid entries are found outside of normal trading
hours (9:30 AM - 4:00 PM).
The time stamps in both the Quotes table, indicating the time at which
the state of the best bid or best ask queues changed, and the Trades table,
indicating the time at which a market order arrived (or trade occurred) are
both accurate only to one second. In reality there are many event arrivals
in most 1-second intervals, so the exact time stamps of events are unknown.
Most of the analysis in this thesis is done on the number of event arrivals in
a given time period so this issue can be avoided. The treatment of the time
stamps is further discussed in section 2.2.
Sometimes, quotes may be recorded to the TAQ database with a slight
delay, which could cause the National Best Bid and Offer (NBBO) spread
to become negative. Specifically, this can happen when the best quotes for
different exchanges are updated in a different order than in which the changes
occurred on the markets. In that case the National Best Bid (NBA) and the
National Best Offer (NBO) will also be inaccurate for a small period of time.
Lastly, traders sometimes use ”hidden” and ”iceberg” limit orders. In
the case of the ”iceberg” order this means that only a part of the order is
displayed in the limit order book and ”hidden” orders are not displayed at
all. These orders are reported, however, in the Trades table once they are
executed (if the quantity is larger than 100 shares, Yao (2012)). This causes
problems in the reconstruction of market orders and cancelations from the
combined information in the Trades and Quotes tables (see section 2.3).
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2.2 Data treatment
Before running analysis on the Trades and Quotes data presented in chapter
3 we process the data to remove invalid records, construct the NBBO and
transform the timestamps to ensure events do not occur at the same time.
We begin by removing all events that occurred outside the trading day
hours (9:30 AM - 4:00 PM). The level of activity is low outside the trading
hours, data is sparse and the dynamics of the limit order book are entirely
different to those that are typically observed during the trading day. Further-
more, outside the trading hours, the minor exchanges tend to dominate the
incoming quotes and quotes from smaller exchanges can stay in the order book
for a considerable time, such that the NBBO is affected by these quotes when
prices move. For parameter estimation and prediction purposes in chapters 4
and 5.4 we also remove the first hour and the last 30 minutes of trading since
a significant number of traders are not active on the market during that time
and it may not be reasonable to assume stationarity throughout the entire
trading day since the dynamics of the limit order book close to the market
open and market close may differ significantly to the behaviour throughout
the remainder of the trading day.
Next, we filter records which have invalid entries: quote prices that are
$0.00 or greater than $999.99 and unusually large quote sizes. Most of these
entries are removed by keeping only the data from the trading day hours.
Furthermore, outside the trading day, the minor exchanges tend to dominate
the incoming quotes. Outside the normal trading hours, quotes from smaller
exchanges can stay in the order book for a considerable time, such that the
NBBO is affected by these quotes when prices move.
The occasional delay with which quotes can sometimes be recorded to
the tape is, unfortunately, a deficiency of the data and cannot be resolved.
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This causes the implied NBB and the NBO prices, as well as the bid-ask
spread based on the NBB and NBO, to be inaccurate for a short period of
time. It is possible that there are instances of delays which result in price and
spread inaccuracies that cannot be obviously detected, so we ignore this case.
However at times the inaccuracies are clear since they result in a negative
spread - we remove these entries. The two types of data errors described
above, make up a small proportion of the data, typically below 1 percent.
The Regulation National Market System (Reg NMS) introduced by the
Securities and Exchange Commission and aimed at consolidating the market
contains an ”Order Protection” rule, which requires that market orders are
executed at the venue that offers the best price. That is, regardless of the
venue to which a trader explicitly sends a market sell order, it will be executed
at the venue with the highest best bid and market buys will always be executed
at the venue with the lowest best ask price. This rule only applies to the level
one queues, that is the best bid and the best ask queues. Essentially it leads
to a consolidated book at depth one, where the best bid and best ask across all
the exchanges, called the National Best Bid and Offer (NBBO) are the relative
quantities. For this reason we mostly focus on performing the analysis on the
consolidated NBBO data rather than for individual exchanges.
One obvious limitation of the TAQ tables that are provided, at no cost,
for academic research is that the maximum precision of the time stamps is
to the second. In reality there may be more than one event of the same type
occurring in a 1 second time interval - in some cases more than 100 limit
orders arrive for liquid stock such as Bank of America. These events appear
as separate entries in the tables but show the same time stamp (accurate to
the second). To differentiate the events and reconstruct distinct timestamps
we first reconstruct the number of events per second (see section ??) and
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then divide events evenly within the second. These ”pseudo”-timestamps
obtained in this way are used in the calculation of the intensity for parameter
estimation and prediction of order flow. Specifically, the timestamp is used to
determine the amount by which the impulse created by the event has decayed
(see section 1.4 for the expression of the intensity). Since these decays have
an exponential form, the extent to which the inaccuracies in the timestamps
will affect the accuracy of the calculated intensity depends on the level of the
intensity at the time of the event and the difference between the true time of
the event and the reconstructed timestamp.
2.3 Extracting market orders and cancelations
The Quotes table tells us about the decreases and increases in the quanti-
ties of outstanding shares at the best bid and best offer prices. An increase
always corresponds to a limit order whereas a decrease can occur due to a
market order or a cancelation. For simplicity we will refer to aggressive limit
orders (those crossing the spread) as market orders also. Hence out of the
six limit order book events (limit bids, limit asks, market buys, market sells,
cancelations at the bid and cancelations at the ask prices) the Quotes table
only contains information on the following four events: (1) limit bids (2) limit
asks (3) decreases at the bid (bid cancelations and market sells combined) (4)
decreases at the ask (ask cancelations and market buys combined).
Each trade corresponds to the arrival of a market order (or an ag-
gressive limit order at the best opposite price). Therefore by combining the
information in the Trades and Quotes table we can determine which decreases
in outstanding quantity were due to a market order and which were due to a
cancelation by checking whether each quote matches to a trade. Sometimes
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there are several events of the same type and for the same quantity for a single
time stamp in the quotes table that lead to a decrease in quantity. The total
number of entries for a given time stamp, price, quantity and side (bid/ ask)
in the Quotes table is checked against the Trades table for entries with the
same values. For each such entry found in the Trades table, the corresponding
entry in the Quotes table is marked as a market order, otherwise it is marked
as a limit order. Sometimes there are entries in the Trades table which can-
not be matched to an entry in the Quotes table, possibly representing the
execution of hidden or iceberg orders. These entries are treated as market
orders.
2.4 Reconstructing event arrivals from NBBO
Once we have obtained the quotes across the exchanges to get the NBBO, the
data in the Quotes table consists of a time stamp, bid and offer quantities
and prices:
SYMBOL DATE TIME BID BID_SIZE OFFER OFFER_SIZE
BAC 20081001 09:34:24 34.53 1 34.54 41
BAC 20081001 09:34:24 34.51 22 34.54 41
BAC 20081001 09:34:24 34.51 22 34.53 1
BAC 20081001 09:34:24 34.51 22 34.53 3
BAC 20081001 09:34:24 34.51 20 34.53 6
BAC 20081001 09:34:24 34.51 17 34.52 2
For the purposes of empirical analysis we define the variables Nj(t),
(j = 1, ..., 6), as the number of events of type j that have occurred up
to time t, where j = 1, ..., 6 correspond to: (1) Limit bids at the best bid
price (2) Limit asks at the best ask price (3) Market buys (4) Market sells
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(5) Cancelations at the best bid price (6) Cancelations at the best ask price.
The algorithm for reconstructing the number of events per second is
as follows. For each row in the NBBO Quotes table we compare the best
bid price pbt i to the best bid price in the previous row p
b
t i−1 along with the
outstanding quantities at those levels, Qbt i and Q
b
t i−1 .
We generate n1(ti) = N
1(ti)−N1(ti−1), the number of limit bid arrivals
in the ith second, using the following method:
• If pbt i = pbt i−1, then n1(ti) = max(Qbt i −Qbt i−1, 0).
• If pbt i > pbt i−1, then this is equivalent to the arrival of a limit bid at a
better price. Then n)1(ti) = Q
b
t i.
• If pbt i < pbt i−1 then the orders at the best bid has been hit by a market
order or canceled. In either case n1(ti) = 0.
Similarly for n4(ti) - the number of decreases on the bid side (i.e. mar-
ket sells and bid cancelations combined) in the ith second we use the following
method:
• If pbt i = pbt i−1, then n4(ti) = max(Qbt i−1 −Qbt i, 0).
• If pbt i > pbt i−1, then this is equivalent to the arrival of a limit bid at a
better price. Then n4(ti) = 0.
• If pbt i < pbt i−1 then the orders at the best bid have been hit by a market
ask order or canceled. In either case n4(ti) = Q
b
t i−1.
The generation of n2(ti) - the number of limit ask arrivals in the i
th second
and n3(ti) - the number of decreases on the ask side in the i
th second can be
done in an analogous fashion. The total number of events of each type per
second can then be used to divide the events evenly within the second and
get estimated millisecond timestamps.
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2.5 Descriptive statistics
The empirical analysis in this thesis was performed on 10 different stocks
across a variety of sectors. These are: Bank of America, Catterpillar, Disney,
General Electric, Google, IBM, Johnson and Johnson, Coca-Cola, Microsoft
and Walmart. The examples we provide in this and later chapters focus
primarily on Bank of America (BAC) trade and quote data on October 1st
2008. Results for other stocks and days are similar.
The analysis can be done on each of the exchanges separately (or, say,
the most common one) or to aggregate the NBBO across all the exchanges.
In this thesis we do both and provide results for the NBBO for the reasons
discussed in section 2.2 and also since the results for the most common ex-
change are similar. The process of aggregating the information across all the
exchanges to retrieve the NBBO and then to again reconstruct the limit order
book events was also discussed in section 2.2.
The data reflect quotes across 12 exchanges, however with three ex-
changes (NASDAQ stock exchange, National (Cincinnati) Stock Exchange,
The Island Exchange) having between 20 and 30 percent of the quotes each,
two exchanges have 10 percent (New York Stock Exchange) and 15 percent
(Pacific Exchange) of the quotes. This reflects that stocks are significantly
traded across several market centers, which indeed makes the notion of a
National Best Bid and Offer relevant.
The following table shows the stocks in our analysis and the exchanges
which contain the highest volume of trading for each stock (in numbers of
limit order book events) and the percentage of limit order book events that
occur on that particular exchange.
Figure 2.2 shows histograms of the number of order arrivals per second
over the course of one trading day (Oct 1st 2008).
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Stock code Stock name Exchange Percentage
BAC Bank of America The Island 29%
CAT Catterpillar Cincinnati 33.70%
NASDAQ 30.20%
DIS Disney NASDAQ 26.62%
The Island 26.06%
GE General Electric The Island 32.64%
GOOG Google Cincinnati 56.88%
IBM IBM The Island 27.37%
JNJ Johnson and Johnson NASDAQ 32.33%
The Island 29.47%
KO Coca Cola The Island 32.30%
NASDAQ 30.54%
MSFT Microsoft NASDAQ 44.78%
WMT Walmart The Island 31.06%
NASDAQ 27.90%
Table 2.1: Percentage of volume of order book events on October 1st, 2008.
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Figure 2.1: Frequency histograms of the number of arrivals per second for
each type of limit order book event: Bank Of America (BAC) from October
1st, 2008.
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Figure 2.2: Frequency histograms showing the number of shares that arrive
per second for each type of limit order book event. The data is for Bank Of
America (BAC) from October 1st, 2008.
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These histograms show that the observed distributions of the number
of limit order book event arrivals per second (conditional on the event that
an order arrives since we are excluding 0), are highly right skewed. The
median number of arrivals is between 7 and 8 orders per second, where as
the 90th percentiles are between 31 and 33 orders per second. The number of
arrivals in one second can be as high as 150 for limit orders and cancelations,
and is usually between 0 and 20 for market orders. If order sizes are taken
into account then the number of arrivals in one second (now measured in
the number of shares) can be as high as 80,000 shares in one second. This
indicates that there may be spikes in high activity which cannot be predicted
by a Poisson framework, but may be adequately captured with a self-exciting
process.
Next we turn to the size of the incoming order, conditional on an order
arriving. Figure 2.3 shows the histograms for order sizes - orders are measured
in units of one hundred stocks (which is the minimum size of the limit orders).
As with the number of order arrivals, the distributions are right skewed.
More specifically, the sample medians are 1 unit, and the means are around
2.6 units. This may indicate that marks for volume of orders could yield better
results. The models proposed in this thesis describe event arrival behaviour
in number of orders not number of shares, that is we do not aim to describe
the size of the orders. This question is discussed further in the Conclusion
section.
The number of increases and decreases of outstanding orders at the
best bid and best ask queues should be roughly the same throughout the
trading day, however the percentage of decrease events due to market orders
is only about 5% making the total contribution of market orders about 2.5%
among market orders, limit orders and cancelations. This again reiterates the
33
Figure 2.3: Histograms of order sizes. Histograms of number of arrivals per
second. Upper left is N1(t), upper right is N2(t) + N3(t), lower left is N4(t)
and lower right is N5(t) + N6(t). The data is for Bank Of America (BAC)
from October 1st, 2008.
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importance of incorporating this information into a model of market dynam-
ics. Most events which occur on the limit order book are quotes, not trades,
and the rate of their arrivals carries information regarding queue depletion
and growth and therefore price changes and order executions.
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Chapter 3
Empirical analysis of Trades
and Quotes
Summary
In this Chapter, we analyze the empirical properties of the arrival pro-
cess of order book events, using a non-parametric approach, focusing in par-
ticular on the the cross-sectional and temporal dependence structure of these
arrival processes. We then consider whether a Poisson point process would
be an appropriate model for the data being studied. The analysis shows sig-
nificant auto- and cross- correlations which violate the assumptions necessary
for a Poisson model. Finally, we also test for the presence of self-excitation
features using a method based on empirical transition probabilities.
3.1 Event arrivals as a time series
Using the trades and quotes data, we reconstruct, as described in Chapter 2,
time series for six types of order book events: limit buy, limit sell, market
buy, market sell, bid cancelation, ask cancelation, respectively labeled by
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j = 1, ..., 6. As before, for each order book event type j = 1, .., 6 , we define
nj(t) = Nj(t + ∆t) − Nj(t) the number of events of type j during [t, t + ∆t]
and analyze the time series (n1(t), ..., n6(t)). In the analysis presented in this
chapter ∆t is one second.
Inspection of the joint dynamics of these time series reveals two im-
portant features: clustering of arrivals and interdependence between the time
series. Figure 3.1 representing the number of arrivals per second of the time
series on the bid side (limit bids, market buys and bid cancelations) shows
clustering, simultaneous spikes as well as periods of high and low activity
occurring together in the three time series. These features are visible to the
naked eye; their presence is confirmed by examining the autocorrelation, par-
tial autocorrelation and cross-correlations in the series.
Figure 3.2 shows the first hour of the time series of arrivals of limit
bids, market bids, bid cancelations and market asks. There are significant
fluctuations in the observed rate of order arrivals, with sudden spikes in ac-
tivity and also periods of low activity. The one minute moving average also
varies across this first hour of trading in all four order types but still has a
tendency to mean revert to around 8 orders per second for limit orders and
cancelations.
Simultaneous spikes and similarities in event flow between the different
time series show inter-dependence, while periods of high activity followed
by periods of low activity are indicative of clustering. This will be further
evidenced by autocorrelations and contemporaneous correlations between the
time series.
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Figure 3.1: Number of events per second throughout the trading day for
time series on the bid side - Bank of America (BAC) stock, October 1st, 2008.
Simultaneous spikes, similarities in order flow and clustering are evident.
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Figure 3.2: The grey line shows the number of limit order book events per
second in the first hour of trading. The black line represents the 1-minute
moving average. Four of the six types of events are shown: limit bids, bid
cancelations, market bids and market asks. The data is for Bank of America
(BAC) from October 1st, 2008.
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3.1.1 Clustering
Autocorrelations and Partial Autocorrelations for each of the time series re-
main high and statistically significant (ACF and PACF are about 0.1 and
0.05, respectively, for roughly the first 10 lags). This is evidence of clustering
in the limit order book event process and shows that the assumption of inde-
pendent time intervals in the Poisson model is not met. A more sophisticated
model is required to capture the dependent behavior of this process.
Figure 3.3: Autocorrelation of (n1(t), ..., n6(t)), the number of arrivals per
second. Dashed lines are 95 % confidence bands. The data is for Bank of
America (BAC) from October 1st, 2008.
Figure 3.4 shows the partial autocorrelations, for all six time series. We
see that the first order autocorrelations are by far the most significant, with
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Figure 3.4: Partial autocorrelation of (n1(t), ..., n6(t)), the number of arrivals
per second. Dashed lines are 95 % confidence bands. The data is for Bank of
America (BAC) from October 1st, 2008.
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Figure 3.5: Average partial autocorrelation in the number of arrivals per
second based on a 30 minute estimation window. Upper left plot is for limit
bids, N1(t), upper right is for market sells and bid cancelations combined,
N4(t) +N5(t), lower left is for limit asks, N2(t), and lower right is for market
buys and ask cancelations combined, N3(t) + N6(t). Dashed lines are 95 %
confidence bands. The data is for Bank of America (BAC) from October 1st,
2008.
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values around 0.2. Higher order autocorrelations (2 to 20 lags) are smaller
in size, around 0.05. For lags higher than 20, the autocorrelations are even
smaller and statistically insignificant.
One issue when working with high frequency data, is that the large
number of observations induce narrow confidence bands and spurious signif-
icance can be an issue. As the number of observations grows the estimated
quantity (in this case autocorrelations and partial autocorrelations) will be-
come statistically significant, however this does not indicate practical signif-
icance if the correlations are very small. So to put these values in context
we also calculate the autocorrelations in 30 minute windows (ie. from 9.30
to 10.00, from 10.00 to 10.30 etc.) - the average autocorrelation from this
procedure is given in figure 3.5. The results are comparable to the ones in
figure 3.4, however due to a lower number of observations in the estimation
window, confidence bands are wider, and only the first one to four lags are
significant. All in all, the first lag is of greatest importance, and the lags that
follow, albeit significant, are of smaller importance.
3.1.2 Inter-dependence
We now examine the dependence between the different time series by plotting
the number of arrivals in each second, for a given time series, against the
number of arrivals per second for another time series. Several examples of
these plots are displayed below.
The tables show the correlations between the time series of increases
and decreases on both sides of the order book1.
First we notice that all measures of dependence are positive. The
1We have also performed the 30 minute window estimation for the correlation. The



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.6: Scatter plots of the number of arrivals per second for different
time series.
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LB LA MB MA CB CA
Pearson 0.2447 0.1996 0.1363 0.4589 0.7686
LB Spearman 1.0000 0.4419 0.2058 0.7844
Kendall 0.2122 0.1994 0.1252 0.2876 0.6450
Pearson 0.1364 0.2026 0.7389 0.3909
LA Spearman 1.0000 0.7803 0.4517
Kendall 0.1338 0.1741 0.6278 0.3067
Pearson 0.3946 0.1012 0.1297
MB Spearman 1.0000 0.4198










Table 3.1: Correlations between the number of shares (per second) that were
placed as limit orders, market orders and removed due to cancelations. Corre-
lations are shown for three different methods: Spearman’s correlation, Pear-
son’s correlation and Kendall’s τ .
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LB LA MB MA CB CA
Pearson 0.1740 0.1105 0.0951 0.6276 0.5922
LB Spearman 1.0000 0.3061 0.2246 0.1510 0.4168 0.7407
Kendall 0.2163 0.1877 0.1261 0.3035 0.5842
Pearson 0.0638 0.1570 0.5146 0.4014
LA Spearman 1.0000 0.1614 0.1934 0.7310 0.4385
Kendall 0.1341 0.1607 0.5735 0.3173
Pearson 0.1462 0.0521 0.1472
MB Spearman 1.0000 0.4353 0.1369 0.2043
Kendall 0.4274 0.1144 0.1706
Pearson 0.1044 0.0951
MA Spearman 1.0000 0.1688 0.1303
Kendall 0.1414 0.1086
Pearson 0.2257





Table 3.2: Correlations between number of event arrivals per second shown
for three different methods: Spearman’s correlation, Pearson’s correlation and
Kendall’s τ .
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Spearman and Kendall’s Tau are robust to distributional properties and pro-
vide consistent dependence estimates across the two datasets. Some of the
Pearson correlation estimates, however are vastly different depending on whether
the time series takes into account the order sizes. Also notice that the
Kendall’s Tau estimates are more conservative.
The largest correlations are observed between opposite events on dif-
ferent sides of the order book, namely the limit bid / ask cancelations pair
and limit ask / bid cancelation pair. This result is intuitively apparent: if
the price is moving up, market participants will be placing limit bids to buy
and canceling their limit asks. On the other hand, this shows an interesting
phenomenon of the behavior of the order book - an asymmetric pattern: as
one side increases, the other tends to decrease.
Although the scatter plots for the two datasets look quite different,
the rank-based correlation estimates are similar, particularly Kendall’s Tau.
Henceforth we shall consider the Kendall’s Tau method when we refer to the
correlation estimates.
If one is interested in joint ’bursts’ or spikes in two series, tail de-
pendence is more relevant a concept than correlation or global measures of
dependence. We attempt to measure this tail dependence by looking at the
conditional correlation coefficients, defined as the sample correlation between










where qp(i) = F
−1
i (p) is the p-quantile of ni(t).
These conditional correlations are more indicative of the cross-excitation
nature between two time series. Although correlations for all pairs are pos-
itive, we observe that these tail-dependence measures are either negative or
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close to zero.
The examples in figure 3.7 show that the correlation between limit
bids and market sells increases as we take larger percentiles of the limit bid
time series. The inverse occurs for the limit asks / market sells pair - the
correlation decreases as we take larger percentiles of the limit asks time series.
The first example is intuitive because taking larger percentiles of the limit bid
time series means that we are considering only those time intervals in which
an unusually large number of buy orders were placed and the best bid queue
grew significantly. It is not surprising that during the same time interval there
would be many market sell orders, which are executed immediately at the best
bid price. Furthermore, there needs to be a large number of outstanding limit
orders on the book for it to be possible that a large number of market orders
are placed. Interestingly, the second example shows that if in a given time
interval the number of new limit asks is large then the number of orders for
immediate sell execution will not be large.
3.2 A non-homogeneous Poisson point pro-
cess model
We now introduce the notion of intensity of the point process (Bre´maud 1981;
Jacod 1975) and use it to study the event arrival processes from a different
angle.
Given a filtration Ft modeling the flow of information, a point process





is an Ft−(local) martingale.
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Figure 3.7: Pearson tail correlations. The data points for the analysis are
obtained by taking the largest p× 100% of the observations in the time series
on the horizontal axis and selecting their corresponding pairs from the time
series on the vertical axis. This was done for values of p ranging from 0.6 to
0.99. The correlation increases between the limit bid/ market sell pair and
decreases for the limit ask/ market sell pair as we move further into the tail.
In our context, given the data at hand, Ft will always represent the
history of the (multivariate) point process which models the arrivals of all
order types i.e. the history of the limit order book.
Intuitively, the intensity of N represents the probability per unit time
of a new event occuring, given the information Ft:
P [N(t+ ∆t) = N(t) + 1|Ft] = λ(t)∆t+ o(∆t)
Watanabe’s theorem (Bre´maud 1981) characterizes the Poisson process as the
unique point process with constant intensity. More generally, point processes
with deterministic intensity are ‘inhomogeneous Poisson processes’ and may
be seen as Poisson processes with time-varying (but not stochastic) intensity.
We now consider a non-parametric estimator of the intensity of the
point process and examine how well a Non-Homogeneous Poisson process
with the intensity given by the non-parametric estimate compares with the
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empirical data in terms of the properties detailed above. If inter arrival times
were known precisely, one could use the pathwise inverse of the average of
interarrival times expected inverse inter arrival times to estimate the (inte-
grated) intensity. However, given that the TAQ data is only precise to a
second, we use a different method, based on the number of arrivals per unit
time (second). The definition of intensity implies:






If the intensity of the process is varying slowly, then a possible estimate for
it would be given by the average number of arrivals over a given period.
To construct these intensity estimators, we break the trading day into
(non overlapping) K second intervals and treat the intensity as piecewise-
constant over these intervals. Based on the partial autocorrelation plots, we
set K equal to 10 seconds.
Figure 3.8 shows this estimate of the intensity of the arrivals of limit
bids, along with 99.9 % confidence bands and the actual number of arrivals.
Since we plot the first 1000 seconds of trading (roughly the first 16 minutes),
then the we would only expect to see the actual number of arrivals to be
outside the confidence intervals one time - obviously this is not the case. In
fact, over the course of the trading day, the intensity is above the confidence
interval in 13% of the observations, and below the confidence intervals in 17%
of the observations. The figures are similar for the time series corresponding
to the other limit order book events.
We try to achieve a closer fit with the non-homogeneous Poisson process
by taking the intensity estimate as a moving average of the number of observed
events but now with weights given by an Exponential distribution, rather than
a flat, uniform, distribution. Figure 3.9 shows that the results are similar.
To assess the performance of this non-parametric intensity estimator
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Figure 3.8: Non-parametric intensity estimate based on a 10 second win-
dow (solid black lines) and actual number of arrivals per second (grey lines).
Dashed red lines are 99.9 % confidence bands for a Poisson process with the
intensity given by the non-parametric intensity estimate. The data is limit
bid arrivals, for Bank of America (BAC), October 1st, 2008.
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Figure 3.9: Non-parametric intensity estimate based on exponentially
weighted averages over 10 second windows (solid black lines) and actual ar-
rivals per second (grey lines). Dashed red lines are 99.9 % confidence bands
for a Poisson process with the intensity given by the non-parametric intensity
estimate. The data is limit bid arrivals, for Bank of America (BAC), October
1st, 2008.
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Figure 3.10: Q-Q plot for the residuals in equation 3.3. Model quantiles of
the number of event arrivals are based on a Poisson process with the intensity
given by the non-parametric intensity estimate. The data is increases in limit
bids and is for Bank of America (BAC), October 1st, 2008.
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we construct quantile-quantile plots of the residuals. We follow Baddeley et
al. (2005) and produce a simulation based Q-Q plot. Let λ(tn, tn+1) be the
intensity from time tn to time tn+1 (in this case the intensity based on the K
second estimator) and let ∆N(tn, tn+1) be the number of orders arriving in
second tn (ie. between time tn and tn+1). Then we define the residual as
R(tn, tn+1) =
∆N(tn, tn+1)− λ(tn, tn+1)√
λ(tn, tn+1)
(3.3)
Since the data does not have precise time stamps we consider a Q-Q plot
based on the number of arrivals per second rather than the (time changed)
inter arrival times otherwise often used in the point process literature (see
Bowsher (2007) and Bauwens and Hautsch (b)).
In order to obtain the Q-Q plot, we construct time series with intensity
{λ(tn, tn+1)}Nn=0 using Monte Carlo simulation. Based on 1000 simulated time
series we calculate (expected) quantiles for the model based residuals Rm.
Finally, based on the observed time series, we construct residuals based on
the data, Rd. If the model with intensity {λ(tn, tn+1)}Nn=0 is a good fit for the
underlying data, the plot of (Rm, Rd) will be lie close to the bisector of the
positive orthant.
Figure 3.10 shows the Q-Q plot based on the non-parametric intensity
estimate. It is obvious from Figure 3.10 that this measure of intensity is inad-
equate in explaining the data. The quantiles show a non-linear relationship
between model based and data based residuals. Obviously the intensity does
not fluctuate enough to adequately represent the observed arrivals.
3.3 The presence of self excitation
In the previous sections we showed that a multi-dimensional Poisson point
process is not a good fit to the limit order book data due to clustering in event
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arrivals and inter-dependence between the processes. This lack of fit was also
evidenced by a Q-Q plot for a non-homogeneous Poisson process and simple
descriptive statistics such as the empirical mean and standard deviation of the
number of arrivals per second. In this section we also show that the limit order
book data exhibits a certain behavior which is characteristic of the Hawkes
process . This behavior is the self-exciting feature. Heuristically speaking, we
notice that periods when events arrive with high intensity tend to be followed
again by a high number of arrivals in the next (short) time interval. Whereas
low-activity periods are not as likely to lead to a large number of arrivals in
the next instance.
To show this we consider the number of order arrivals as a Markov
Chain - this allows us demonstrate the dependency of the current level of
order flow on the previous level of order flow, which should not be observed
in a Poisson point process. More precisely we split the 1 second time periods
into J bins, and consider how the arrival processes move between the different
bins. Using this approach we can more efficiently deduce how the arrival
processes vary between the different activity states.
For the Bank of America data we split the observations into 11 bins
where the number of arrivals in 1 second is 0 to 4 for the first bin, 5 to 10 for
the second, etc., with the last bin containing observations with 51 or more
events. We estimate the transition probabilities, Λˆij, from one state to the
others based on the observed frequencies in the TAQ data. For a Poisson point
process, the transition probabilities, Λij, should not depend on the current
state i. Empirically, however, we observe two things: strong state dependence
and the self-exciting feature.
Figure 3.11 shows the empirically estimated transition probabilities,
Λˆij, for four of the eleven states. These are i = 1, 4, 7, 11, where: state
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1 corresponds to 0-4 arrivals, state 4 corresponds to 15-19 arrivals, state 7
corresponds to 30-34 arrivals and state 11 to 50 or more arrivals. The plots all
vary in shape showing that the limit order book process exhibits strong state
dependence, which contradicts the assumptions of a Poisson point process
. More interestingly, however, the ”flicked-tail” shape in the last two plots
shows that when the process is already in a high activity state, it is more
likely to transition to a high activity state again in the following time interval.
There is no observed increase in probability of transitioning to other (lower
activity) states. This is clear evidence of the self-exciting feature: transition
probabilities to high activity states are larger when the process starts in a
high activity state than when it starts in a low activity state.
Figure 3.11: Markov Chain transition probabilities for Limit Orders for Bank
of America (BAC), 1st October 2008.
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3.4 Dependence on the spread
There is an important variable that has a large impact on the behavior of
the order flow - the size of the bid-ask spread. Empirically, we observe that
correlations between arrivals of different events vary vastly depending on the
size of the spread. The observed rates of arrival for each type of event also
depend on the size of the spread - for instance if the spread increases the
observed number of market buy and market sell orders per second decreases.
This is intuitive, since market orders cross the spread and the larger the size
of the spread the higher the premium that the trader must pay for immediate
execution.
Below are plots of empirical distributions of the spread in a day of
trading data (October 1st 2008) for several stocks.
Most stocks, as in figure 3.12 have small spread sizes that mostly take
on two or three values, sometimes taking on larger values but for short periods
of time. For such cases the application of the regime-switching model proposed
in section 4.2 is natural and higher but infrequent values of the spread can
be combined into one regime. However, stocks such as Google, which have
a larger spread which can take on many different values, illustrated in figure
3.13, pose a different modeling problem, which is discussed in section 4.2.
The tables that follow compare the correlations computed based on
the observations when spread = 1 to the correlations computed based on
the cases when spread = 2. Most of the correlations in the second table are
largely different to the ones in the case of the unit spread, indicating that the
dynamics of the limit order book are different under these two scenarios.
The following table compares the mean number of arrivals for each
event type, for the cases when spread = 1 and spread = 2. The observed
intensities for market bids and asks decreases when the spread is high, which
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Figure 3.12: Empirically observed frequencies of the size of the spread for
different stocks, October 1st 2008. The frequency for spread size = i is the
number of seconds in the trading day at the beginning of which the spread
was i cents.
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Figure 3.13: Empirically observed frequencies of the size of the spread for
Google, October 1st 2008. The size of the spread and the number of possible
values it takes is very different to most stocks which are also large-cap but not
as liquid as Google and selling at lower prices (as illustrated in figure 3.12).
LB LA MB MA CB CA
LB 1.0000 0.1441 0.1447 0.0604 0.2860 0.3764
LA 1.0000 0.0817 0.1341 0.3703 0.2811
MB 1.0000 -0.0077 0.0338 0.1531
MA 1.0000 0.1098 0.0463
CB 1.0000 0.0934
CA 1.0000
Table 3.3: Kendall’s τ of arrivals per second when spread is 1.
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LB LA MB MA CB CA
LB 1.0000 0.2567 0.1531 0.0052 0.4347 0.2935
LA 1.0000 0.0854 0.0656 0.3119 0.4164
MB 1.0000 -0.0121 0.1260 0.0882
MA 1.0000 0.0056 0.0172
CB 1.0000 0.1062
CA 1.0000
Table 3.4: Kendall’s τ of arrivals per second when spread is 2.
is intuitively obvious since the investor will incur greater costs in crossing the
spread.
This indicates that the dynamics of the order book change under dif-
ferent regimes, depending on the size of the spread at the time. This de-
pendence should also be captured in a realistic model, which pleads for a
regime-switching mechanism where different regimes are defined according to
the prevailing bid-ask spread and in each regime the process may have differ-
ent dynamics governed by its own set of parameters. This will be discussed
further in later sections.
Spread LB LA MB MA CB CA
1 3.75 3.55 0.34 0.33 3.27 2.97
2 3.81 2.74 0.07 0.03 3.25 2.56
Table 3.5: Average observed order flows for different sizes of the spread
Frequency of observed spread sizes throughout the day are shown in
figure 3.12. This distribution is important in determining the number of
regimes needed to capture the dependence on the spread. In the case of
Disney or Coca-Cola stock, most observed spreads are either $0.01 or $0.02.
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These stocks could be modeled with two or three regimes (e.g. (1) spread
is 1 cent and (2) spread is 2 cents or larger). Other stocks, such as Google
which have a higher stock price also have higher spreads with much more
variability and number of possible values that it takes. In such cases the
regime-switching model in section 4.2 would be difficult to apply as it would
require a large number of regimes and dramatically increase the number of
parameters in the model (see section 4.2).
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Chapter 4
A self-exciting point process
model
Summary
The empirical properties of the high-frequency order flow – time-varying
intensity, signficant autocorrelations and partial autocorrelation in event ar-
rivals, cross-correlations in arrival rates of different order types, conditional
properties and self-exciting features – are not appropriately captured by a
Poisson point process or simple examples of Cox processes. We propose to
model the statistical properties of order book events by a self-exciting point
process.
The multivariate Hawkes process Hawkes (1971); Embrechts et al. (2011)
has flexible statistical features which allow to incorporate autocorrelations as
well as self-exciting and mutually exciting features of order flow, while re-
taining the advantage of analytical tractability. Unlike some time series mod-
els (ACD-GARCH, etc) the Hawkes process allows many interesting features,
such as likelihood functions, conditional distributions, moments, Laplace trans-
forms and characteristic functions to be computed analytically or by solving
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ODEs.
We propose here a multivariate point process model which retains the
analytical tractability of the multivariate Hawkes process but takes into ac-
count the influence of the bid-ask spread on order book dynamics, a feature
observed in empirical analysis of the data (see Chapter 3). This leads to a
regime-switching self-exciting point process which generates more realistic dy-
namics for the order flow. However, given the fact that the regime is governed
by the bid-ask spread, which is observable, the analytical tractability of the
original Hawkes process is retained.
4.1 The Multivariate Hawkes process
Let us begin by recalling the definition, from section 1.4, of a multivariate
Hawkes process:
Definition A J-dimensional Hawkes process (Daley and Vere-Jones 1988;
Embrechts et al. 2011) is a J-dimensional point process N(t) = (Nk(t), k =
1, ..., J) where the intensity of Nk is given by







As before, µ ∈ RJ+, κ ∈ RJ+, δ ∈ MJ×J(RJ+) are the parameters of the
process. The parameter µk represents the baseline intensity. The intensity of
the kth component of the process, λk, decays exponentially at rate κk and δk,j
represents the amount by which the intensity of Nk increases when an event
of type j occurs.
A key feature of the multivariate Hawkes process is its analytical tractabil-
ity. Among other interesting features, the characteristic function of a mul-
63
tivariate Hawkes process can be computed analytically. A derivation is pre-
sented in the following subsection.
4.1.1 Derivation of the conditional moment generating
function
In this section we consider the derivation of the conditional moment generat-
ing function of the multivariate Hawkes process.
Denote by C− the set of complex numbers with negative real parts.
Proposition 1. The conditional moment generating function of the J-dimensional
Hawkes process {N(t) = (Nk(t), k = 1, ..., J), t ∈ (0,∞)} (as defined in Sec-
tion 4.2) is given by





, u ∈ CJ−
= exp
(




A(t, T, u) +
J∑
j=1
(Bj(t, T, u)λj(t) + ujNj(t))
)
where the coefficients
A(t, T, u) : R×R×RJ 7→ R
Bj(t, T, u) : R×R×RJ 7→ R
are solutions of the ordinary differential equations:
d
dt






Bj(t, T, u) = κjBj(t, T, u)− e
∑J
k=1 δj,kBk(t,T,u)+uj + 1
subject to A(T, T, u) = B1(T, T, u) = . . . = BJ(T, T, u) = 0.
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has the form F (t, λt, Nt). Since N is an affine process (Duffie et al. 2003), F
has the exponential-affine form
F (t, λt, Nt) = exp
(
A(t, T, u) +
J∑
j=1



























































Decomposing the last term into the sum of a compensated jump integral and







































where M is a pure–jump (local) martingale, given by the compensated sum
of the jump terms. This decomposition of φt(u) into a continuous process of
finite variation (the ’drift’) and a pure-jump martingale M is unique. Since for
any u ∈ CJ−, φt = F (t, λt, Nt) is a martingale with terminal value φT = 1, this
implies that the continuous finite variation term is equal to zero dt×dP−a.e.,






















with the terminal conditions A(T, T, u) = B1(T, T, u) = . . . = BJ(T, T, u) = 0
and Cj(T, T, u) = uj for j = 1, . . . , J . Using the last equaton we obtain the
following expression for C and φt:
φt(u) = exp
(
A(t, T, u) +
J∑
j=1
























subject to A(T, T, u) = B1(T, T, u) = . . . = BJ(T, T, u) = 0.
These ordinary differential equations may be solved numerically to
yield the functions A,B.
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4.2 A regime switching model
The Hawkes process captures the features that we observed in Chapter 3,
namely, autocorrelations, cross-correlations and the self- and cross- excita-
tions. However, the Hawkes process does not take into account dependence
on the bid-ask spread. To model this we introduce a regime-switching variant
which accounts for the fact that certain events sharply increase in intensity
when spreads widen. The multivariate Hawkes process will be a special case
of our model.
In its simplest non-trivial form, the regime-switching model has two
regimes: in Regime 1 the spread is 1 tick and in Regime 2 the spread is
greater than 1 tick. However, the model can be extended to include more
than two regimes. The number of regimes required for a particular stock
can be determined by examining the empirical distribution of the size of the
spread. Some examples of this are given in section 3.4, see figures 3.12 and
3.13.
In contrast with Markov Switching Models, the multiple regime Hawkes
model is a conditional Hawkes model where the set of parameters that gov-
ern the process at time t can be retrieved by conditioning on the observed
variable r(t). This makes it possible to increase the flexibility, goodness of fit
and predictive power without any need for filtering or the complexity of esti-
mating a Markov regime switching model. The regime-switching model with
m regimes is given by the state space, the parameter space and the intensity,
as described below.
State space:
(Nt, λt) ∈ N× (0,∞)




Θ = (Θ1, ...,Θm),
In regime r ∈ R = {1, ...,m}, the dynamics of order book events are
described by a multivariate Hawkes process with parameters Θr = (µr, δr, κr)
where µr, κr ∈ RJ+ and δr ∈MJ×J(RJ+)




a matrix of the cross-excitation terms where δrj,k is the size of the jump when
“j is excited by k” in regime r and the vector of decay coefficients is given by:













Note that the “regime” variable r(t) is observed; see discussion in Section
5.2.2.






r, qr = P{Rt = r}
The effective baseline intensity, µ¯j, is the expected baseline intensity
taken using the marginal probabilities of being in each regime (q1, ..., qm), .
Written in terms of sums the intensity is:











In particular, ifR reduces to a single regime we recover the multivariate
Hawkes process, for which we also discuss estimation and predictions below
and in the next chapter.
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Each regime has its own set of parameters ((µ1, κ1, δ1) and (µ2, κ2, δ2)
in the two-regime model) to reflect that the behavior of the process is different
under the two settings. In other words, if an event occurs while the process
is in Regime 1, the intensity will react differently to the way it would have
if the event occurred while the process was in Regime 2. More specifically,
the instantaneous increase of the intensity would be δ1j,k instead of δ
2
j,k and it
decays at an exponential rate with factor κ1j instead of κ
2
j , until the occurrence
of the next event. Finally, the parameter µrj also varies with the regime, r,
and the baseline intensity is now a weighted average of the µrj ’s across all
the regimes, where the weights are taken as the unconditional probabilities of
being in each regime.
Now we turn to the dynamics of the bid-ask spread, which determines
the variable r(t). The bid-ask spread is an observed variable, so for the
purposes of parameter estimation it does not need to be modeled. The Hawkes
process is conditioned on the observed value of the bid-ask spread, or r(t),
to determine which regime it is in at time t and therefore by which set of
parameters it is governed. For the purposes of prediction - the variable r(t)
also needs to be determined. See the discussion in section 5.2.2 for details on
the prediction procedure for the regime-switching multivariate Hawkes model.
In this approach, the process switches between regimes as the spread
widens or tightens. The process departs from Regime 1 when the spread
widens beyond one tick: this occurs only when the (best) bid or ask queue
are depleted i.e. a gap appears in the order book between the bid and the ask
side. Once the process is in a regime r 6= 1, it stays there for a very short time,
until an order arrives inside the bid-ask spread, causing the spread to tighten
i.e. revert back to Regime 1. For liquid stocks, this spread tightening happens
very quickly, over a time scale of a few milliseconds (Cont and Larrard 2011).
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To capture these spread dynamics, we condition on the observable vari-
able r(t), which is a process that represents the size of the spread and:
• moves out of Regime 1 endogenously, as the best bid/ask queues are
depleted, an event which is completely determined by the history for
the order flow, and
• reverts back from Regime r 6= 1 to Regime 1 at a (high) rate βr.
In the limit where βr →∞ we retrieve the multivariate Hawkes model with pa-
rameters (µ1, κ1, δ1): every time the spread widens, it reverts back to Regime
1 instantaneously. This assumption has been used in some queueing models
of limit order book dynamics (Cont and Larrard 2011; Cont and De Larrard
2013). Taking a finite but large βr relaxes this assumption. Large values of
βr for all regimes r also imply that for long prediction horizons, T , the dis-
tribution of r(t + T ) is close to being stationary: it does not depend on the
regime at time t and so the unconditional steady state probabilities given in
table 5.2 can be used, see section 5.2.2.
Altogether, these parameters combined with the history of the process
(arrival times up to current time t) determine the intensity at a given point
in time, which in turn determines the distribution of the waiting time until
the next event. The distribution of the waiting time is different in Regime 1
and Regime 2.
4.2.1 Choosing the number of regimes
An appropriate choice for the number of regimes to have in a particular im-
plementation of the model depends on the behaviour of the spread of the
security being modeled. The limit order books of many stocks spend most of
their time in a state with the spread being one tick, occasionally the spread
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increases to two or more ticks but reverts back quickly to a spread of one tick,
see figure 3.12 as well as (Cont and Larrard 2011; Cont and De Larrard 2013).
Occasionally there are exceptions, for example Google, which was trad-
ing at a higher price on Oct 1st 2008 than the stocks in figure 3.12 and had a
larger spread which was fluctuating across a larger set of values. Implement-
ing the regime-switching model for this data would have been more challeng-
ing. Each regime corresponds to a new set of parameters, which increases
the computational complexity for both the parameter estimation and making
predictions (see section 5.4.3 for a discussion of computational complexity is-
sues involved in an implementation of the Hawkes process models presented
in this thesis). Therefore the maximum number of regimes that the model
could have would be determined by the computational resources available as
well as the data set. The number of observations for each regime should be
sufficient to estimate the parameters under all regimes to a desired degree
of confidence. One possible implementation of a regime-switching model for
a stock such as Google would be to group the spread values into categories,
where each category corresponds to a regime.
4.2.2 Dependence on other market variables
One may argue that the dynamics of the limit order book also depend on
other market variables, such as volatility, market price, the price trend (bull
or bear) or, say, the difference between the theoretical value and market value
of the security. Any such market variable, as long as it is observed, could also
be represented via regimes. The same question arises as in the case of intro-
ducing regimes to capture the varying behavior under different sizes of the
bid-ask spread: how to map the different values that the market variable can
take - to the set of regimes in the model. First of all the market variable,
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say volatility, would need to be discretized to be mapped to a finite (rela-
tively small) number of regimes. For example a model with three regimes
could account for “low”, “medium” and “high” volatility with the mapping
to these levels being determined from past data, which can reveal “typical”
levels of volatility and its degree of variation for each stock. The number
of levels required to model a particular stock can be determined either from
sufficient experience of the quantitative analyst/ trader or by an extra param-
eter in the model which represents the number of levels - this parameter can
be incorporated into the likelihood and therefore estimated using the MLE
procedure.
4.3 Likelihood






































where tkn is the time of the occurrence of the n
th event in the kth di-
mension of the process.
Proof. The density can be factorized into J terms, each depending only on
the parameters and observations of the jth component, Θj (Rubin 1972):





where Θj = (µj, δj,1, ..., δj,J , κj).




























































































































where Θˆ are the estimated parameters, Θ0 are the true parameters, N is the
number of observations and I(Θ0) is the Fisher information matrix. Here
we approximate the Fisher information matrix using the Hessian of the log-
likelihood computed numerically at the solution of the maximization problem.
4.4 Parameter estimation
Parameters of the Hawkes process may be estimated via maximum likelihood
estimation Ozaki (1979). The likelihood is maximized using a numerical op-
timization algorithm. We have employed a Nelder-Mead downhill simplex
method and a gradient-based algorithm to maximize the likelihood of the sin-
gle dimensional, multivariate and multiple-regime multivariate Hawkes mod-
els presented in this thesis. Furthermore, as pointed out in Bauwens and
Hautsch (b), the optimization is equivalent to L parallel optimizations, which
improves the speed of implementation. This can be seen from the form of the
likelihood - it is a sum of J components. Each jth component depends only on
the event times and the parameters µj, κj and δj,1, ..., δj,J , so each component
can be maximized (or minimized) separately. In our experience this approach
leads to a faster and more robust estimation of the parameters. To simplify
the estimation procedure we reduce the dimensionality of our parameter space
by combining market buys with ask cancelations (since both correspond to a
decrease at the ask queue) and market sells with bid cancelations.
This section gives the maximum likelihood estimates obtained from the
Bank of America (BAC) data, October 1st 2008. Each series (limit bid, limit
ask, bid decreases and ask decreases) has approximately 250,000 arrivals, thus
giving us around one million events in the dataset.
The following set of tables give the Maximum Likelihood estimates ob-
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tained using the Nelder-Mead downhill simplex algorithm. Each row contains
six entries corresponding to the six parameters for each dimension of the pro-
cess. For instance, the first row, called “LB” contains the six parameters of
the dimension of the Hawkes process that corresponds to Limit Bid arrivals,
namely: µLB, κLB, δLB,LB, δLB,LA, δLB,MB, δLB,MA. These six parameters are
specified by the column names, where the bullet, in this instance, would be
replaced by “LB”. Empirical standard errors are given in brackets and are
based on the Fisher information matrix calculated from the Hessian, which
was obtained from the empirical Likelihood using the Maximum Likelihood
estimates. Standard errors for parameters which fall on the boundaries of the
parameter space could not be calculated and are given as N.A.
The first set of tables give the Maximum Likelihood estimates for the
model parameters for two regimes.
µ κ δ•,LB δ•,LA δ•,MB δ•,MA
LB 0.25 8.92 7.07 0.47 0.37 0.25
(0.09) (0.01) (0.01) (0.34) (0.05) (0.14)
LA 0.36 8.47 0.20 7.44 0.42 0.88
(0.06) (0.01) (N.A.) (0.01) (0.02) (0.02)
MB 0.55 12.66 1.16 0.70 10.46 0.63
(0.02) (N.A.) (0.04) (0.04) (N.A.) (N.A.)
MA 0.37 11.27 0.15 2.41 0.59 7.93
(0.05) (0.01) (0.06) (N.A.) (N.A.) (N.A.)
Table 4.1: Parameter estimates for Regime 1 (i.e. spread = 1) from Maximum
Likelihood Estimation on Bank of America (BAC) data.
The next table shows the parameter estimates when we restrict our
model to a single regime.
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µ κ δ•,LB δ•,LA δ•,MB δ•,MA
LB 0.38 5.34 0.15 0.34 2.27 0.31
(0.09) (0.02) (N.A.) (N.A.) (0.02) (N.A.)
LA 0.09 3.29 0.56 0.41 0.07 1.11
(0.06) (N.A.) (N.A.) (N.A.) (N.A.) (N.A.)
MB 0.003 4.60 0.68 1.26 0.23 0.96
(0.36) (0.01) (N.A.) (N.A.) (N.A.) (N.A.)
MA 1.12 7.07 2.64 2.52 0.36 1.07
(0.02) (0.10) (N.A.) (N0.04) (N.A.) (0.10)
Table 4.2: Parameter estimates for Regime 2 (i.e. spread is 2 ticks or higher)
from Maximum Likelihood Estimation on Bank of America (BAC) data.
µ κ δ•,LB δ•,LA δ•,MB δ•,MA
LB 1.02 9.72 6.92 0.27 1.82 0.37
(0.01) (0.05) (0.01) (N/A) (0.00) (0.00)
LA 1.62 9.43 0.31 6.53 0.00 2.07
(0.02) (0.05) (0.00) (0.04) (0.00) (0.00)
MB 1.43 7.52 0.89 0.63 4.87 0.09
(0.02) (0.05) (0.00) (N/A) (0.00) (0.01)
MA 1.84 9.37 0.61 0.66 0.22 6.66
(0.02) (0.04) (0.00) (0.00) (0.00) (0.00)
Table 4.3: Parameter estimates for the single regime model from Maximum
Likelihood Estimation on Bank of America (BAC) data.
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Figure 4.1 shows the intensity of the limit bid arrivals for the first three
seconds of trading (3000 milliseconds), based on the Maximum Likelihood
estimates presented in this section, and how it changes in response to the
different event types. The arrivals of events are represented by the colored
points along the horizontal axis and the legend shows which color corresponds
to which event type. The different colors of the intensity line show the regime
of the process (i.e. in this case the size of the bid-ask spread) across time.
As in figure 1.9 it can be seen that the intensity increases instantaneously
as an event occurs and then immediately begins to decay at an exponential
rate. The parameters that determine the sizes of these jumps are the cross-
excitation and mutual-excitation effects in the matrix δ. The plot shows that
some jumps are larger and some are smaller and that the sizes of these jumps


















































































































































































































































































A point which is not discussed in the previous literature is that, given
the large number of parameters and the lack of concavity of the likelihood
function, Maximum Likelihood Estimation (MLE) is not straightforward as
soon as we deal with the multidimensional case. Indeed, gradient-based op-
timization methods may not converge to the MLE. We have also considered
a multi-step procedure for estimation of parameters which deals with this
important issue. This method consists in noting that the lack of concavity
stems from the dependence on the κj parameters in the likelihood function:
if the κjs are fixed, then the (partial) likelihood is a concave function of other
parameters. These parameters κj determine the time decay of the intensity
after each event. This suggests to fix the values of κj, for example by using a
Method of Moments/ GMM approach based on the time-decay of the auto-
correlation and cross-correlation functions, as a first step. Then, given these
values, one can maximize the log-likelihood with respect to the other param-
eters using a gradient-based method, which is then guaranteed to converge to
a global maximum.
4.5 Discussion of estimation results
The parameters of a multvariate Hawkes model can reveal interesting features
in the dynamics of the underlying process, in particular they imply not only
the individual rates of arrival of each component of the process, but also
a dependence structure between, as well as within, each component. The
direction of the dependence is given by the off-diagonal components of the
excitation parameters in the matrix δ. That is, the entry δj,k in the matrix
implies that the intensity of the jth component increases by δj,k when it is
excited by an event of type k and the matrix need not be symmetric, so
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the intensity of events of type k need not be excited by the arrival of events
of type j to the same degree or at all. The diagonal entries of the matrix
reveal the degree of autocorrelation in each of the components. The relative
magnitude of the decay parameters κ to the excitation matrix δ imply the
degree of excitation present in the process. If κj >> δj,• then the behaviour
will be similar to a Poisson process, without much excitation observed. The
magnitude of the decay parameters κ, alone, shows how long the effect of
excitation lasts. The larger the κ the quicker the intensity will decay back
to its baseline µ, even if the excitation parameter δ is large. A process with
both large κ and δ can be interpreted as one which has large and relatively
sparse spikes. That is, after an event occurs, the intensity instantaneously
increases by a large amount, but it also decays quickly, so the probability of
observing another event immediately following the first one is relatively small,
however if the second event does occur it causes the intensity to increase even
further - again by a large amount - creating a cascading effect and resulting
in a cluster. On the other hand, a Hawkes model with κ and δ parameters
that have a similar ratio but smaller magnitude would imply an underlying
process with clusters of longer duration but smaller size.
In this section we will discuss the interpretation of the parameter esti-
mates for the Bank of America order arrival data as given by the Maximum
Likelihood procedure.
We first shall discuss the parameters of the single regime multivariate
Hawkes model. The parameter estimates in the previous section show that
the baseline intensity µ and the rate of decay (the inverse of the half-life), κ,
are very similar across all the dimensions of the process, with the differences
possibly reflecting the supply and demand effects on the given trading day.
They are also similar across the regimes.
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The estimates also show that there is a large self exciting component
for each of the process dimensions. In the single regime case, by far the largest
impact on the intensity of any process comes from an event of the same type:
cross effects are of a much smaller magnitude than direct self exciting effects.
For example, the diagonal terms in the single-regime model have magnitude
close to 6 and the largest off-diagonal terms have magnitude about 1.8-2.1.
The largest off-diagonal terms, or cross-excitation effects, occur be-
tween opposite events on different sides of the book. That is, an increase on
one side of the book stimulates a decrease on the other side of the book and
vice-versa, for instance in the single regime case δLB,MB = 1.82, so a decrease
in the ask queue would increase the intensity of limit bids by 1.82 orders per
second. On the other side, we have δLA,MA = 2.07 implying that a decrease in
the bid queue would increase the intensity of limit ask arrivals by 2.07 orders
per second. This indicates that throughout the day there were strong price
movements in a specific direction. Consider for instance a situation when the
price is dropping: traders will be canceling their outstanding bids, placing
more limit orders to sell and selling at the market price (in an attempt to
catch the best available selling price before the price drops).
There is a small cross-excitation effect observed between opposite events
on the same side of the order book, indicating some level of resiliency. That
is, limit bids excite bid decreases and limit asks excite ask decreases. This
does suggest that to some extent the book tends to replenish its depleting
queues, however we cannot draw any insightful conclusions regarding order
book resiliency from these parameters because the model does not distinguish
between events that arrive to the current best price or a better price (inside
the spread) as well as between events that decrease the queue and events that
deplete it completely (i.e. decreasing the best bid price or increasing the best
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ask price as a result).
Lastly, we see that the cross-excitation effect between analogous events
on the opposite side of the order book is either very small in relation to the
other δ terms or almost 0. For instance, an influx of limit buy orders would
not cause more limit sell orders to arrive on the market, which is intuitively
expected.
Now we move on to the discussion of estimates for the multiple regime
multivariate Hawkes model. We observe that the estimates for the first regime
corresponding to spread of size one tick are similar to those of the single regime
Hawkes model, though generally - the baseline intensity terms are smaller, the
diagonal self-excitation entries of the matrix δ are larger and the off-diagonal
excitation terms are smaller. There is also less symmetry in the parameters,
which may be due to the imperfections of the estimation procedure, discussed
briefly at the end of this section. Interestingly, the largest off-diagonal ele-
ments for the parameters of the first regime are δMB,LB and δMA,LA whereas
the largest off-diagonal elements for the single regime model were δLB,MB and
δLA,MA, implying that, overall, market orders drive the arrival of limit or-
ders of the same buy/sell type but when examined under each regime the
dependency from the opposite direction is stronger when the spread is 1 tick.
That is, under regime one, an increased activity in the arrival of limit orders
drives market order of the same buy/sell type. Under regime two, it is unclear
(again, likely due to the shortcomings of the estimation) but at least for the
buy side it can be seen that the δLB,MB parameter (δLB,MB = 2.72) is larger
than the δMB,LB parameter (δMB,LB = 0.68).
Overall, the estimates for regime 2, on the other hand, which corre-
sponds to a larger bid ask spread, have smaller diagonal and larger off-diagonal
excitation terms indicating that events of all types excite further activity but
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there is less distinction between which types cause a higher jump in intensity.
The relative magnitudes of the decay parameters versus the excitation jump
parameters and baselines intensities remain similar, thus indicating that the
Hawkes process behaviour in the order book data is the non-trivial case (i.e.
could not be described by a Poisson process).
It is important to note that the estimates of the parameters confirm
the relevance of the Hawkes model to the high frequency order book data in
that the process exhibits self-exciting behaviour (i.e. it is not a trivial case
of the Hawkes process) and that there are no explosions. We observe that
the decay parameters κˆ and the baseline and excitation effects, µˆ + δˆ, are of
the same order of magnitude. If the sum µˆ + δˆ were much larger than κˆ the
intensity would keep increasing with every event and further events would
occur before the intensity could decay. This would lead to explosions in our
process, which are not observed in limit order book data. If, on the other
hand, the decay rate was significantly larger than the effective intensity then
the cascading behavior would not be observed and the process would behave
like a simple Poisson process, therefore there would be no need for the more
complex Hawkes model. Section 4.7 gives further details regarding explosions
in Hawkes processes and what the MLE’s reveal about the Bank of America
data.
4.6 Goodness of fit for competing models
In this section we consider the goodness of fit measures for the various Hawkes
models given in the previous sections, as well as alternative Poisson and time
series models that will be discussed further in Section 5.4. Namely, we look
at the Akaike Information Criterion (AIC) and a Q-Q plot.
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By the definition of AIC:
AIC = 2k − 2log(L)
where k is the number of parameters in the model and L is the likelihood.
The AIC of the multivariate Hawkes process model is therefore given by:
AICM = 2(2J + J2)− 2log(L)
where J is the dimension of the multivariate Hawkes process and L is the
likelihood. For a four-dimensional Hawkes model this becomes:
AICM = 12− 2log(L)
Since the log-likelihood separates into terms that do not overlap in the
set of parameters they contain, we can consider each event type separately.
More specifically:











where AICMj , 2(2 + J)− 2log(LMj )
Here AICMj can be thought of as the AIC of the j
th component, or the
AIC of the arrival process of the jth event type, since (2 +J) is the number of
parameters that the jth component depends on and log(Lj) is the component
of the likelihood which depends only on the parameters corresponding to the
jth component and is therefore sufficient to estimate the parameters of the jth
component.
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The AIC of the regime-switching multivariate Hawkes model is analo-
gous:











where AICRj , 2R(2 + J) − 2log(LRj ). More specifically, for the 4-
dimensional case we have:
AICRj = 36− 2log(LRj )
We computed AIC values for the single regime multivariate Hawkes
model and the regime-switching multivariate Hawkes model as well as the
one dimensional Hawkes model. These values are presented in table 4.4 along
with AIC values for alternative models (which are presented and discussed
further in section 5.4).
LB LA MB MA
Hawkes 1d -598,478 -529,324 -510,316 -495,667
Hawkes Single Regime -473,404 -460,421 -407,232 -433,887
Hawkes Multiple Regime -475,562 -469,443 -417,006 -438,969
AR(4) -25,102 -26,080 -25,881 -29,349
MA(4) -25,101 -26,082 -25,880 -29,350
ARIMA(p,q,d) -25,472 -26,390 -26,122 -29,469
Poisson -25,071 -26,049 -25,850 -29,324
Table 4.4: AIC values for different models of the arrivals of limit order book
events.
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Figure 4.2: Q-Q plot where the model based quantiles are based on the esti-
mated Hawkes process. The data is increases in limit bids and is for Bank of
America (BAC) from October 1st, 2008.
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Note, that comparing AIC values for models which are not nested, such
as the models based on the Hawkes process versus autoregressive or moving
average models is not informative since AIC is based on the log likelihood
and the likelihoods of these two different types of models are not nested.
Nevertheless, we see both that the AIC of the Hawkes models outperforms
the AIC of the autoregressive, moving average and Poisson models and that
the AIC values show that the multivariate multiple regime Hawkes model
does result in a better fit to the order flow data than the multivariate single-
regime Hawkes model. Of the three Hawkes models, the AIC values show
a better fit of the single regime single dimensional model - this may be due
to the imperfect performance of the Nelder-Mead estimation algorithm on
multivariate data with a large number of parameters. In other words, it is
possible that the MLE’s of the one dimensional model are closer to the true
parameter values than the MLE’s of of the multivariate models because the
estimation is difficult for a more complex model and provides less precise
results.
A Q-Q plot where the model based quantiles are based on the estimated
Hawkes process shows that, although it doesn’t quite capture the tails, the fit
of the multi-variate Hawkes model is a significant improvement on the fit of
the non-homogeneous Poisson model in section 3.2.
4.7 Explosion criteria
Sufficient conditions for stationarity (and hence the absence of explosions) are
given by Bremaud and Massoulie (1996). In particular, a sufficient condition
for stationarity is that the highest eigenvalue of the matrix A is less than 1:
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max( | λ | ) < 1
where λ are the eigenvalues of matrix A and A is a matrix consisting





which in the case of the exponential response function (see Section 1.4),









The condition states that max( | λ | ), the highest eigenvalue of A must
not exceed 1 in absolute value.




0.7108 0.0277 0.1878 0.0381
0.0332 0.6931 0.0001 0.2202
0.1187 0.0844 0.6468 0.0126
0.0651 0.0709 0.0239 0.7105









There are no eigenvalues which are greater than 1 and this satisfies the
sufficient conditions for the absence of explosions. The absence of explosions
is consistent with our understanding of financial markets - that there can






5.1 Predictability of the order flow
An important feature of our model is that it implies there is some predictability
in the order flow: the process is more likely to move to a high activity state
if it is already in a high activity state than if it is currently in a low activity
state. For example in section 3.3 we showed that for the arrival of limit bid
orders for Bank of America stock on Oct 1st 2008 the probability of staying
in the highest activity state is 0.13 whereas the probability of moving from
the highest activity state to the lowest activity state is only 0.02.
We tested this feature in a similar way to the conditional analysis done
in Chapter 3. We partitioned the observations that represent the number of
events that occurred in each second into 11 buckets (0 - lowest activity bucket,
11-highest activity bucket) according to the total number of events observed
in each time interval (second). Then for each event type (limit bid, limit ask,
bid decrease and ask decrease) we computed empirical transition probabilities
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between the buckets from the TAQ data. Next we compared these empirical
transition probabilities with the corresponding transition probabilities for a
univariate Hawkes process simulated using the maximum likelihood estimates
as the parameters.
Figure 5.1 for limit bid arrivals shows that the simulated data can
produce transition probabilities which are similar to the ones produced by
the actual data. For the higher activity states (greater than 35 orders per
second, which corresponds to orders above the 90 % percentile), the model
seems to understate the mean reversion to the state with between 0 and 4
orders. This is an indication that this simple Hawkes process may not fully
capture the mean reversion features of the limit orders. However overall the
Hawkes process seems to capture the main empirical features of the transition
probabilities. The QQ plot in figure 4.2 also showed that the Hawkes process
model gives a close fit for the middle quantiles but does not capture the lower
and upper quantiles quite as accurately.
Observing this predictability feature is interesting but next we turn to
a more specific task of obtaining short term predictions of order flow.
5.2 Short term prediction of order flow
5.2.1 Predictions for single-regime model
Consider a multivariate Hawkes model with a single regime where the in-
creases and decreases of the best bid and ask queues are described by a
J-dimensional (in this case J = 4) Hawkes process {N(t) = (Nk(t), k =
1, ..., J), t ∈ (0,∞)} as defined in section 4.2). Denote:
N(t, T ) , N(T )−N(t)
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Figure 5.1: Transition rates between buckets that are based on number of
orders arriving per second. Green line shows transition probabilities for simu-
lated limit bid arrivals and blue line for observed limit bid arrivals. The data
is Bank of America stock (BAC) from October 1st, 2008.
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as the number of events of each type arriving between times t and T , t < T .
We can compute short term predictions of the process under the mul-
tivariate Hawkes model using the moment generating function, which is given
by (see section 4.1.1 for the proof):





, u ∈ R4
= exp
(




A(t, T, u) +
4∑
j=1
(Bj(t, T, u)λj(t) + ujNj(t))
)
where the coefficients A(t, T, u) and B(t, T, u) are functions
A(t, T, u) : R×R×RJ 7→ R
Bj(t, T, u) : R×R×RJ 7→ R




A(t, T, u) = −
4∑
j=1
κjµjBj(t, T, u) (5.1)
d
dt
Bj(t, T, u) = κjBj(t, T, u)− e
∑4
k=1 δj,kBk(t,T,u)+uj + 1 (5.2)
where j=1,...,4 are the dimensions of the process and u is the argument
of the moment generating function.
The remaining arguments are times t and T which represent the interval
of prediction. That is, we condition on the information Ft up to t and predict
the number of events in the interval T − t.
We can obtain predictions for any linear combination of the order flow,
L(t, T, ξ) , ξTN(t, T ), where ξ ∈ Rd and N(t, T ) , N(T ) −N(t), by taking
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the first derivative of its M.G.F. at 0, which gives the conditional expectation
of L. The M.G.F. of L is given by:









=φN(t, T, v · ξ), ξ ∈ Rd, v ∈ R
The predictions are given by:











φN(t, T, v · ξ)|v=0
=ξT∇uφN(t, T, 0)
By the chain rule and since φN(t, T, u) has an exponential form, taking
the derivative at 0 gives:
∇uφN(t, T, 0) =∇uA(t, T, 0) +∇uB(t, T, 0)λ(t) +N(t) (5.3)
⇒ L̂(t, T, ξ) =ξT∇uφN(t, T, 0) (5.4)
=ξT∇uA(t, T, 0) + ξT∇uB(t, T, 0)λ(t) + ξTN(t) (5.5)
5.2.2 Predictions for regime-switching model
For the purposes of estimation, r(t) is an observed variable. When making
predictions of the number of events in a given time interval, we observe the
regime, r(t), only at the beginning of the interval. Immediately after time t
the regime may change, so in order to predict the number of events using the
regime-switching multivariate Hawkes model we must predict the regime over
the duration of the prediction horizon.
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In reality, all spread movements are endogenous and generated by the
order flow but in a complex manner that we do not attempt to track, given
that our model does not distinguish between limit orders arriving at the cur-
rent best price or to a better price (inside the spread). Instead we propose
to model the behavior of the regime switching as a continuous time Markov
process and then we do one of two things. The first, is to assume that the
regime that was observed at t, the beginning of the prediction interval, re-
mains throughout the duration of the prediction horizon, which is realistic for
short prediction horizons, as shown later in this section. The second, is to use
the steady state distribution of the Markov process that represents the future
regime dynamics, which is realistic for longer prediction horizons.
More specifically, the empirical expected time that the process spends
in each regime (in a two regime setting), for the Bank of America stock data
on October 1st 2008 is shown in table 5.1.
Regime Waiting time (in milliseconds)
1 588
2 83
Table 5.1: Expected times spent in each regime in milliseconds.
The empirical steady state probabilities of being in each regime are
given in table 5.2.
Regime Steady state probability
1 0.86
2 0.14
Table 5.2: Marginal probability of being in each regime.
If the prediction horizon is smaller than the smallest expected time
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spent in any of the regimes we make the assumption that the regime doesn’t
change during the prediction horizon. Therefore, when making predictions
for intervals smaller than 80ms (for Bank of America data) we condition on
rt, the regime at the beginning of the period, and calculate the predictions for
each interval using the parameters corresponding only to the observed regime
rt.
If the prediction horizon is smaller than the expected time spent in the
first regime but longer than the expected time spent in the other regimes,
we can still gain extra benefit by assuming that the intervals which begin in
regime 1 remain in regime 1. Empirically we see that the process spends most
of its time in the first regime, where the spread is one tick. Therefore, when
making predictions over time horizons of less than 500ms and greater than
80ms (for Bank of America data) we can still condition on the regime for a
large number of observations.
For longer prediction horizons, we utilize the Markov process repre-
sentation, which has transition rates qi,j going from regime i to regime j
and model the value of r(t) over the prediction interval by the steady state
distribution of the Markov process. In essence, we obtain the prediction by
averaging across the regimes using the steady state distribution as the weights.
More specifically, suppose that at time t the process is in regime i, then
the predicted number of limit order book events that will occur between times
t and T can be expressed as:
L̂(t, T, ξ) ≈ p · L̂Θ1(t, T, ξ) + (1− p) · L̂∗(t, T, ξ) (5.6)
where p = P{r(u) = ri, t < u < T} is the probability that over the entire
prediction horizon the process remains in regime i. We use L̂Θi(t, T, ξ) to
represent the prediction of L(t, T ) under a single-regime multivariate Hawkes
model governed by the parameters of regime i and L̂∗(t, T, ξ) represents the
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prediction of the linear combination of order flow, L, under the condition that
the process will have changed regimes during the prediction horizon.
Since lim
(T−t)→0
p = 1 and lim
(T−t)→0
L̂∗(t, T, ξ) = 0 we have:
lim
(T−t)→0
(1− p) · L̂∗(t, T, ξ) = 0 (5.7)
Therefore, for sufficiently small prediction horizons the second term in equa-
tion 5.6 becomes negligible and we can approximate L by L̂Θi(t, T, ξ).
So, again, for prediction horizons under 80ms we can obtain predictions
by assuming that the process will remain in the regime, ri, observed at the
beginning of the interval and using only the predictor L̂Θi(t, T, ξ) under the
parameters of regime ri. For longer prediction horizons we make the same
assumption but only for the time intervals which begin in regimes ri s.t.
E[τri ] >> T , where τri is the time spent in regime ri. For prediction horizons
T s.t. E[τri ] << T for all regimes ri (prediction horizons of 500ms or longer in
the case of the Bank of America dataset) we do not make this assumption at
all: instead we average over the regimes using the steady state probabilities
of being in each regime (shown in table 5.2).













where each expectation is taken using the set of parameters Θi that govern
the behaviour of the process under the corresponding regime ri.
We now see that to obtain estimates of L we must solve ODE’s to
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obtain the coefficients of the MGF. The entire procedure can be outlined as
follows:
1. Compute M.L.E.’s
2. Solve the O.D.E.’s (using M.L.E.’s from above) to get the coefficients
of the MGF.
The system needs to be solved twice for each dimension taking two
values of u around u = 0:
• ui,1 = (0, ..., ui = ε, ...0),
• ui,2 = (0, ..., ui = −ε, ...0),
We compute the O.D.E.’s for several values of T that are of interest, for
instance 10ms, 100ms, 200ms, 500ms.
The O.D.E.’s are solved numerically in Matlab (using solver).
3. Using the numerical solutions for the functions A(t, T, u) and Bj(t, T, u)










Bj(t, T, ui,1)−Bj(t, T, ui,2)
2ε
(5.9)
4. Compute the first derivative of the moment generating function of L at
v = 0 to get the first moment, and hence the mean, of the distribution
of L. The M.G.F. of L is given as follows:









= ξT∇uA(t, T, 0) + ξT∇uB(t, T, 0)λ(t) + ξTN(t)
where ∇uA(t, T, 0) is approximated by the vector of numerical partial
derivatives of A and ∇uB(t, T, 0) by the matrix of numerical partial
derivatives of the Bj’s, both given in step 2 above.
To obtain predictions under the regime-switching model, predictions
are first calculated individually under the parameters from each regime
and then either a weighted average is taken according to the steady
state probabilities of being in each regime, or, for sufficiently short time
horizons, simply the prediction obtained under the corresponding regime
is taken.
5.3 Order flow imbalance
A particular quantity of interest is the Order Flow Imbalance (OFI) and
the Hawkes limit order book models can be used to obtain predictions for
it. OFI is a relevant quantity to consider because it has applications in the
development of both execution algorithms and trading strategies, as it can be
used to accurately model price impact as well as price changes, see Cont et
al. (2014).
The OFI is the difference between the net increases on the buy side
and the net increases on the sell side:
OFI(t, T ) =N1(t) +N2(t)−N3(t)−N4(t) (5.10)




Having obtained predictions using the various Hawkes models we now need a
way of assessing their performance relative to other models. Gneiting (2011)
states that the scoring function used to assess the predictions and the fore-
casting task should be carefully matched. Here we are taking the conditional
expected number of arrivals as the predicted value and since the squared error
loss is consistent for the mean or expectation functional we use it to assess







(Nti − N̂ti)2 (5.11)
where Nti and N̂ti are the observed and predicted number of events,
respectively, during the ith interval in the test sample. The standard error of
the residuals does not depend on the model or the distribution of the residuals,
therefore we can compare these quantities across different models and infer
that the smaller ones indicate better predictive performance.
In our comparison we consider the basic Poisson model as well as more
sophisticated alternatives which are commonly used to predict order flow: an
Auto-Regressive (AR) model, a Moving Average (MA) model and an Auto-
Regressive Integrated Moving Average (ARIMA) model. We ensure that each
model (with the exception of the Poisson model) has the same number of
parameters as the Hawkes model with which it is being compared, with the
exception of the Poisson model, which only has one parameter. Taking Nti
as the number of events in the interval (ti, ti + ∆t), these models are defined
as follows:
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where K is the number of time intervals in the training sample.
This model has one parameter: λjP .
AR(4) N jti = αAR +
∑4
k=1 φkNti−k + ε
AR
ti
, εARti ∼ N(0, σAR)
where αAR is the constant term in the autoregressive time series re-




Normally distributed error terms with variance σAR.
This model has six parameters: αAR, φ1, ...φ4, σAR.







, εMAti ∼ N(0, σMA)
where αMA is the constant term in the moving average time series re-




Normally distributed error terms with variance σMA.
This model has six parameters: αMA, θ1, ...θ4, σMA.































where αA is the constant term in the ARIMA time series regression,
φi’s are the autoregressive coefficients, θi’s are the moving average co-
efficients and the εAti ’s are the Normally distributed error terms with
variance σA.
This model consists of the differencing term d and five other parameters:
αA, φ1, ...φp, θ1, ...θq, σA, where p+ q = 3.
The estimated differencing term for the order flow data presented in this
thesis takes on only the values 0 and 1 in which case the expressions
for the estimated number of events during the interval (ti, ti + ∆t),
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given that the number of events in the previous max(p, q) intervals was
observed, is:
























Hawkes N jti = ξ
T
j ∇uA(t, T, 0) + ξTj ∇uB(t, T, 0)λ(t) + ξTj N(t),
where the j’th entry of ξTj is 1 and the rest are 0.
This model has six parameters: θj, κj, δj,1, ...δj,4.
One issue with applying these time series models directly to order flow
data is that the optimization procedure may return parameter estimates which
result in negative predictions of future quantities. Since the number of order
arrivals in a given time interval cannot be negative we restrict the predictions
to non-negative values by modeling the logarithm of the number of order
arrivals instead. Therefore, we model the series M jti = log(N
j
ti + 1) and after
obtaining predictions of the series {M}t retrieve the corresponding values of
the number of order arrivals: N jti = expM
j
ti − 1.
We break the data up into a training and testing sample - for instance,
in order to estimate and test out-of-sample prediction ability of the model,
the first hour and last 30 minutes of the trading day are discarded and the
remaining 5 hours are divided into a 2.5 hour sample used for estimation
(training sample) and the subsequent 2.5 hour period is used for out-of-sample
testing. The parameters are estimated on the training sample (for all models)
and these parameters are used to make one step ahead predictions in the
testing sample. That is, we always condition on the number of events up
to time t to make predictions for t + 1, but the parameter estimates remain
unchanged. In the case of the Hawkes model that requires all previously
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observed event occurrence times (although events further back into the past
have negligible impact on current intensity and therefore future predictions).
The AR(4) and MA(4) models require the observed number of events in the
previous four time intervals. Each time a prediction is made for time ti, the
value is compared to the actual value that was observed for that time interval,
the error is recorded and then the prediction for time ti+1 is calculated using
the observed value ti (not the predicted).
5.4.2 Results
This section presents the results of the out-of-sample predictive performance
of the single regime Hawkes model as well as the two implementations of the
multiple regime Hawkes model: averaging across the regimes and conditioning
on the current regime, while assuming that the process does not exit this
regime over the duration of our prediction horizon. These results show that
over a certain window of prediction horizons the Hawkes model predicts order
flow more accurately than any of the alternatives. This window is determined
by the rate of decay, κ, of the intensity increases.
The table below, in figure 5.2, displays the root mean squared errors
of the predicted number of orders over the testing sample (the second part
of the trading day: 13:00 - 15:30) for various prediction horizon lengths for
all models described above. The data is Bank of America stock on October
1st 2008. The first three models (from the left) are the single regime multi-
variate Hawkes model, multiple regime multivariate Hawkes model where the
predictions are obtained by averaging over the regimes and, finally, the multi-
ple regime multivariate Hawkes model where the predictions are obtained by
assuming that the process does not move out of the regime that is observed at
the beginning of the prediction horizon and conditioning on the parameters
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of that regime. The models in the columns that follow are the AR(4), MA(4),
ARIMA and Poisson models. The number of AR and MA terms as well as
the degree of differencing in the ARIMA model are chosen automatically by
the fitting procedure to minimize the AIC.
Over the prediction horizons that correspond to a duration of 1-3 half
lives of the intensity increase, the single regime Hawkes model clearly outper-
forms the alternatives by a sizeable margin. We get a further improvement, of
the same order of magnitude, by introducing several regimes to the multivari-
ate Hawkes model. Overall, we see a 30− 40% improvement in the prediction
error between the regime switching Hawkes model and the worst performing
alternative for the 100ms and 200ms prediction horizons.
At the 500ms prediction horizons the Hawkes models begin to lose their
predictive power and there is no clear model that outperforms the rest - the
Hawkes model does well for dimensions 1 and 4, but the ARIMA model has
the best performance for dimension 3 and for dimension 2 it is the Poisson.
We can say at a prediction horizon of 500ms the Hawkes models still perform
well but are inconsistent. At longer prediction horizons (e.g. 1000ms) they
perform poorly and are surpassed by the ARIMA model, with Poisson gener-
ally having the second smallest prediction errors. The Hawkes models should
perform well, in theory, for the 10ms horizon, however the results in figure
5.2 show that in this case they are outperformed by the ARIMA model. This
could be due to the low degree of accuracy of the timestamps in our original
TAQ dataset. The data contains timestamps accurate to 1 second and we
are attempting to predict the number of events over a 10ms horizon. How-
ever, even so, both the single regime and multiple regime Hawkes models
outperform the Poisson as well as the AR(4) and MA(4) models for the 10ms
prediction horizon.
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Consistently, for every dimension and every prediction horizon, the
Hawkes multiple regime models outperform the single regime model, giving a
further improvement of up to 23% in the 200ms prediction horizon and 16%
in the 100 ms prediction horizon. Expanding the multivariate Hawkes model
to introduce regime switching does, indeed, result in more accurate prediction
results.
In conclusion, the one-dimensional, multivariate and regime-switching
multivariate Hawkes models perform well and achieve a higher degree of ac-













































































































































































We briefly discuss the complexity and computational intensity that is asso-
ciated with an implementation of the single regime and multivariate regime-
switching Hawkes models described in this thesis. Since the intensity depends
on the entire history of the process and is required for the calculation of both
the likelihood and the predicted order flow it is important to consider the is-
sue of computational intensity. Very liquid products that generate very high
frequency data sets tend to have high decay rates, κ, therefore it is impor-
tant to be able to make predictions over short horizons before the impact of
the excitation decays. It is also for these products that the time taken to
calculate the intensity is usually the longest, as they generate the most data.
However, this issue can be resolved for the following three reasons: (1) not all
unknowns have to be computed in real time (2) events that occur in the dis-
tant past have little or no impact on the current intensity; (3) the algorithms
and hardware used in the computations can be optimized, for example as in
Gue et al. (2013).
Most of the computations can be done off-line. For instance, parameter
estimation is done on historical data - from the previous trading day or an
average of several previous trading days. These estimates can then be used for
the entire day, or bucket, if we use different estimates for different parts of the
trading day. Either way they can be computed before the trading day begins.
The ODE’s that are coefficients of the moment generating function and used
in making predictions depend only on the parameters of the model, therefore
can also be solved offline. The component that is constantly changing is the
intensity, which does need to be updated in real time to obtain predictions
on the fly. We mentioned earlier that it is particularly important to obtain
predictions quickly for stocks with large decay parameters since the impact
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of previous events will decay quickly. It is for this same reason that events
in the past have little or no impact and a smaller portion of the history of
the order arrival process is necessary for the calculation of the intensity for
the arrival process of these stocks - this reduces the computational intensity.
Finally, both the algorithms and hardware can be optimized for the required
online computations. For example, both the intensity and the components of
the likelihood corresponding to the J dimensions can be computed in parallel.
See Gue et al. (2013) for a detailed example of an optimization for Hawkes
processes.
5.5 Application to detection of block trades
In this section we present a simple yet useful application of the 1-dimensional
Hawkes model to the detection of “block trades” executed through sequences
of orders. In this model only three parameters are to be estimated (µ, κ, δ),
which all reduce to scalars and the ordinary differential equations to obtain
the coefficients of the moment generating function reduce to:
d
dt
A(t, T, u) = −κ · θ ·B(t, T, u)
d
dt
B(t, T, u) = κ ·B(t, T, u)− eδ·B(t,T,u)+u + 1




A(t, T, u)|u=0 + λt
d
du
B(t, T, u)|u=0 (5.12)
Traders who place large orders typically turn to brokers who implement
optimal execution strategies and send this order on behalf of the trader in
small pieces over time, to minimize price impact. The more slowly the order
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is executed the less impact it will have, on the other hand the longer it takes
to execute it the more risk is involved as the price may move.
Often to minimize the price impact of an order an upper limit is spec-
ified for each interval, indicating the maximum volume that can be traded
over that period, often in terms of a percentage of the volume traded on the
market. Therefore, increase in volume poses an opportunity for more orders
to be executed during the period of high activity. Since a shorter execution
horizon decreases the risk of price movement, brokers like to be able to detect
spikes in volume and trade more during those periods.
If one were able to observe orders of a single market participant, one
could distinguish such block trade executions by spotting sequences of consec-
utive orders in the same direction. However, given that one only observes the
aggregate order flow, such a sequence is mixed with the order flow of other
market participants. Yet, if the size of the block is significant, it still shows
up in the aggregate order flow as sequentially correlated order flow. A 1-
dimensional Hawkes process model can be helpful in detecting this correlated
order flow and therefore predicting increased activity.
The plot below of the number of trades per second clearly shows clus-
tering, in particular it is these clusters that are of special interest since these
periods of high activity pose an opportunity to execute a large portion of
the order and stay within the benchmark of participation as a percentage
of daily traded volume. We shall refer to these periods of high activity as
Virtual Blocks and will use the 1-dimensional Hawkes model to predict their
occurrence.
As before, the trading day is divided into intervals of time periods of
length ∆t seconds. The occurrence of a Virtual Block is defined as any interval
in which the trading volume exceeds some threshold α. The threshold can be
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Figure 5.3: Number of trades per second 10:30 AM - 11:30 AM June 1st 2012.
Dashed lines show examples of thresholds for defining Virtual Blocks.
set to any value, such as ∆t · 10λ¯ or max(10,∆t · 10λ¯) for less liquid stocks
that have a very small λ¯. Here λ¯ is the average observed intensity per second
in the previous trading day.
A new process on the previously discretized trading day is constructed
as follows: if the number of trades during the interval (ti, ti + ∆t) is greater
than the threshold α (defined above) then an event occurred at time ti, oth-
erwise no event occurred at time ti. The parameters of the 1-dimensional
Hawkes model are then estimated on this process and used to obtain pre-
dictions for each interval (ti, ti + ∆t) in the following trading day. Since the
Hawkes process takes values in {0, 1, 2, ...} we must cap the predicted values
at 1. In other words, we say that if the predicted Hawkes value is 1 or greater
for the interval (ti, ti + ∆t) then an event (a Virtual Block) occurred in that
interval, otherwise no events occurred.
Furthermore we would like to take advantage of the self-exciting feature
of the Hawkes process and therefore only consider the intervals that follow an
observed occurrence of a Virtual Block.
The table below compares the predictions obtained for the intervals
that follow a Virtual Block using several models: the Poisson model, Auto-
Regressive (AR) model, Moving Average (MA) and, finally, Hawkes. The
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models are defined as follows:





AR(1) Nti = α + βNti−1 + εAR, εAR ∼ N(0, σAR)












where Nti represents the number of trades in the interval (ti, ti + ∆t).
The parameters of the 1-dimensional Hawkes model (µ, κ, δ) are esti-
mated on the previous day’s data, excluding the 30 minute intervals around
the market open and market close, and then used to obtain the MGF coef-
ficients A(t, T, u) and B(t, T, u). The trading day is divided into intervals of
length ∆t = 1 second and the intensity, λt, is calculated for each time inter-
val, t, and used to get the predicted number of trades for (ti, ti + ∆t), as per
equation 5.12.
To measure model performance we again consider the root mean squared
error. The table in figure 5.4 displays these standard errors for various stocks
and dates and for all four models described above. The Poisson model pro-
duces the worst overall results (largest standard errors), where as the 1-
dimensional Hawkes model, along with the AR(1) model produce the best
results (smallest standard errors).
The predictions are performed on a selection of small-cap, mid-cap and
large-cap stocks as well as the SPDR Gold Shares (“GLD”) ETF designed to
track the price of a tenth of an ounce of gold and the “Spyder” (“SPY”) ETF
designed to track the S&P 500 stock market index.
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Figure 5.4: Root mean squared errors between the observed number of events
and predicted number of events based on different models. Results shown for
various stocks, dates and models. The standard errors highlighted in green





“Essentially, all models are wrong, but some are useful.”
George E. P. Box
Empirical Model-Building and Response Surfaces (1987)
Every model has its drawbacks and strengths and it is important to
recognize both in order to determine the context and setting in which the
benefits of applying each model can be maximized. By far the most coveted
advantage of the Hawkes process is its predictability, which it possesses due
to the fact that its intensity depends on the history of the event arrival pro-
cess. This predictability comes at a cost: complexity. And with complexity
comes computational intensity, parameter estimation issues and further pos-
sible complications which may arise in other applications. The good news
is that these issues can be mostly overcome, as shown and discussed in this
thesis (see section 4.4 and Gue et al. (2013)) and that the model’s complexity
does indeed bring the advantage of significantly better predictive power (see
section 5.4.2 for the results).
As expected from the empirical analysis in chapter 3 the Hawkes mod-
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els outperform the Poisson model consistently. Furthermore, they outper-
form time series models of the AR, MA and ARIMA form. The multiple
regime multivariate Hawkes model that conditions its parameters on the bid-
ask spread consistently brings further improvement to the accuracy of the
predicted order flow. The Hawkes models continue to perform well for pre-
diction horizons comparable with the half life of the intensity jumps (given
by the parameter κ) - in the case of the Bank of America stock (Oct 1st
2008) the Hawkes models perform better than the alternatives for prediction
horizons of up to 200ms, which is equivalent to roughly 2-3 half-lives. For
example, suppose κ ≈ 9 (as it is for the single regime case, as estimated by




77ms. After the duration of two half-lives, which is 154ms, the intensity still
retains 25% of the impact of the event and we see that for these prediction
horizons the model still performs well.
Higher accuracy in order flow predictions can carry significant value
and benefits for investors, which have been discussed in the previous sec-
tions. Predicted order flow is used in algorithmic trading for optimizing order
routing procedures (selecting the venue to which to send the orders), estimat-
ing volume for optimal execution algorithms which use VWAP or executed
volume as a benchmark as well as numerous other applications. Improving
such algorithms can save mutual funds, asset management firms and pension
funds a significant amount. High frequency trading strategies are also based
on predicted order flow and quantities derived from order flow (such as the
OFI), as these microstructure movements are what drives and precedes price
movements, since for the mid-price to change either one of the queues must
be depleted or, in the case of the bid-ask spread being greater than one tick, a
new limit order must be posted at a better price inside the spread. Numerous
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applications of limit order book models, in both the algorithmic trading and
high frequency trading fields, are possible and using a model which produces
predictions with a higher degree of accuracy can result in significant benefits.
Ultimately, we have shown that both Hawkes models produce results
which improve on current methods, with the regime-switching extension pro-
viding a further improvement on the ordinary multivariate Hawkes model.
We have presented a model which captures the predictability and dependence
in order flow and allows to improve over high frequency predictions in order
flow based on a range of classical models.
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