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INTRODUCTION 
L'objet de ce memoire est de faire le bilan des logiques utilisees pour le 
traitement automatique de la langue naturelle et plus particulierement ce qui concerne 
Fanalyse semantique. 
Nous essaierons de decrire les methode de la logique formelle classique et celles des 
"nouvelles logiques" ainsi que de leurs difficultes a traiter la semantique. Ce memoire 
tente de repondre a la question : 
La semantique est-elle formalisable comme l'a ete la morphologie et la syntaxe ? 
On peut se poser cette question quand on regarde les lignes directrices des recherches 
actuellement faites par les "grands" de la recherche et plus precisement dans le secteur 
de 1'Intelligence Artificielle. 
H.SIMON, pionnier de PI.A. vers 1955 reste sur ses positions de Fepoque malgre les 
echecs relatifs des systemes symboliques declarant : "L'intelligence artificielle n'a pas de 
limites... lagrande inconnue, c'est le temps qui sera necessairepoury arriver " 
J. MC CARTHY, pdre du langage LISP travaille actuellement sur C.S.K. dont les axes 
d'etudes sont Vinteraction d'evenements, la correlation entre apparence et realite, la 
vision et 1'anticipation, les relations entre les notions de croyances et de connaissances et 
1'etude de la communication comme processus dynamique. 
T. WINOGRAD, concepteur du programme SHRDLU en 1972 qui simulait des 
comportements dans un micro monde travaille actuellement aux aspects inferentiels de 
la pensee. II est influence par le neuro-physiologiste MATURANA et se rapproche 
aussi de la theorie de F. VARELA quand il dit: 
"L'experience permet de comprendre les phenomenes sans que vous ayez besoin de les 
formuler". 
A. BARR qui a etudie le probleme de la meta-connaissance relativise maintenant la 
portee des systemes experts dont les limites portent sur les problemes d'apprentissage. 
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En effet, des systdmes comme MYCIN ne trouvent pas la bonne reponse dans les 5% 
des probldmes ou justement les experts humains divergent (souvent pour des nuances 
assez floues d'ailleurs). BARR precise que les systemes experts sont actuellement trop 
formels et deterministes ne faisant que comprendre, or on cherche a resoudre des 
problSmes par nature floue, nuancee et en perpetuelle evolution. 
S. PAPERT, eleve de PIAGET continue la voie de 1'apprentissage a l'aide des logos en 
analysant la connaissance comme un processus d'interaction. 
"C'est en utilisant les concepts qu'on les construit". 
H. DREYFUS critique toujours avec justesse les fondements de l'IA et plus 
particulierement les systemes experts, admettant tout de meme qu'un systeme apprenant 
par analogie inductive pourrait 6tre equivalent k un expert. 
Le projet de 5eme generation au Japon semble muter par le fait d'une approche trop 
formaliste. Ce progjkmme de developpement informatique de traitement de la 
connaissance a choisi comme langage de base PROLOG. Cet outil integre un moteur 
d'inference fixe dont Voriginalite est de faire une recherche exhaustive des solutions 
mais il a bien du mal k g6rer 1'augmentation exponentielle des calculs (1) et se retrouve 
pour 6tre efficace, truffe de coupe-choix, ce qui en fait un outil de type heuristique. Or 
c'est la recherche en largeur d'abord qui permet d'obtenir des solutions reellement 
paralleles. C'est l'inflation des inferences qui a fait dire a D. BODROW en 1984: 
"Si PROLOG est la reponse... Quelle est la question ? ". 
Ainsi le projet a donc gliss6 vers 1'ordinateur de 6eme generation centre sur la 
physiologie, la neurobiologie, la psychologie, la linguistique et la logique. 
L'outil connexionniste plus souvent appe!6 "neuro-ordinateur" ou "neuro-mimetique" est 
decrit dans la seconde partie de ce memoire. II est contitue d'axes pluri-disciplinaires 
dont j'essaierai de decrire les fondements ainsi que les premierej applications et 
1) processus de retour arriere ou "backtraking" causd par la recherche en profondeur d'abord sur une arborescence de solutions. 
3 
simulations. Ce moddle apporterait peut-etre des reponses qualitatives pour la 
semantique dans sa capacite a traiter des concepts d'une maniere parallele. 
Uepistemologie de ce memoire est une dialectique qui tente de depasser les 
contradictions de chaque moddle vis-^-vis de 1'objet reel qu'est la langue naturelle afin 
de conceptualiser des outils qualitatifs - formel ou non - permettant de traiter les aspects 
semantiques. 
Postulant Pexistance d'objets en dehors de notre consience, on se doit & Paide d'un autre 
niveau d'abstraction de penetrer Pinconnu qui resiste a Panalyse dans une confrontation 
constante de la tMorie avec la pratique. Destructurer la langue naturelle via un outil 
conceptuel plus proche de la realite objective permettrait de cerner ou se situe la nature 
specifique de la semantique par rapport k Ia morphologie et la syntaxe. Cette nouvelle 
explication theorique transforme la langue en un autre objet de pensee que 1'on doit 
confronter k Pepreuve des faits pour en juger la valeur explicative. Ce va et vient permet 
de mieux saisir 1'objet concret. 
II est necessaire de s'appuyer sur les strategies existantes -la logique formelle, le 
connexionnisme- afin de voir les contradictions qui emanent de leur confrontation 
avec le traitement semantique de la langue naturelle et de tenter de depasser celles-ci. 
PARTTE I - LA LOGIQUE DU TRAITEMENT LINGUISHQUE 
P^SOI^, MAiS iA t-oiesr FORMELLE: I Toure P6RSONNC QUI CN TUECA vqUDNTAlGEMfckjr one Atznee... 
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1.1 La logique formelle 
"Les evenements futurs ne peuvent etre deduits des evenements presents. L'enchainement 
causal est une superstition". 
L. WITTGENSTEIN - Tractatus Logico - Philosophicus. 1921 
La logique formelle s'exprime dans un continuum temporel mais a-t-elle un 
avenir ? De fait tous les processus de mise en forme logique se situent dans une 
demarche deductive, or celle-ci n'apporte aucune information nouvelle de par ses 
conclusions. 
Elle ne fait que decrire une forme aprfcs un enonce en postulant une separation 
momentanee du contenu de celui-ci. L'aspect temporel de I'elimination du sens n'est pas 
une suppression totale mais une fronti&re conceptuelle necessaire a 1'abstraction. Cette 
negation enveloppe ce qui est mis a 1'ecart et ne prend sa forme reelle qu'avec le retour 
de 1'enonce c'est-&-dire dans 1'unite du contenant avec le contenu. La proposition n'est 
qu'une materialisation de la pensee qui doit etre coherente pour etre valable malgre sa 
nature contradictoire. 
A l'interieur de cette separation fictive on tente de definir un systeme ferme et deductif 
base sur la tautologie, principe d'identite qui apparait peu satisfaisant. 
La logique formelle "classique" utilise le syllogisme d'ARISTOTE du point de vue de 
"Fextension" c'est-&-dire par inclusion du plus grand terme avec le plus petit en fonction 
de son aspect numerique (tous, etre) - calcul des predicats -. 
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L'identit6 tautologique repete ce qui a ete donne dans les hypotheses d'ou la tendance a 
se fermer dans un cercle vicieux puisque la conclusion n'apporte aucune information 
nouvelle. Elle ne donne que le contenu dans sa forme limite. 
'Tout homme est mortel, A 
Socrat est homme, B 
donc Socrate est mortel" C 
Mais on peut analyser le syllogisme en "comprehension" dans laquelle chaque terme est 
pris selon sa qualit6, ce qui fait que Ia premiere proposition A devient une hypothese, Ia 
seconde B un moyen terme et la troisieme C une conclusion - calcul des propositions -. 
Une conclusion amene une information nouvelle qui porte Vessence de l'etre determine. 
ARISTOTE a bien formule la un mouvement d'idee , un contenu mis en forme dont 
l'axe fondamental est la conclusion et son caractdre dynamique le moyen terme. Comme 
mouvement essentiel de la pens6e, il a toute sa qualite creatrice, cependant la logique 
formelle n'utilise que des essences (ou propriete) figees sans liens entre elles, ce qui a 
tendance k limiter la portee de 1'analyse. 
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1.2 Les limites de la metaphvsique de la connaissance 
Le principe d'identite qu'ARISTOTE a mis en forme est bien un moment (1) essentiel 
de la pensee humaine. En situant son activite sur son propre plan, 1'etre humain 
commence £. se degager des solutions revelees de nature religieuse tout en restant 
prisonnier dans cette tentative entre la science et les mythes (2). 
L'impasse metaphysique de la pensee grecque provient du contexte dans lequel elle s'est 
d6velopp6e. Elle restera statique (geometrique et contemplative) parce que faite par 
des hommes "libres", ces aristocrates pensaient k partir d'une position sociaie detachee 
totalement de la realite materielle de la societe. Le contact avec la pratique etait 
abandonne aux artisanset aux esclaves. Le monde des idees etait donc separe de la 
transformation de la matiere. La fragilite politique et economique de la cite grecque fait 
reculer les premiers principes de la raison humaine vers la metaphysique d'un monde 
ideal afin de contrer ce sentiment d'ephdmdre. De fait, les progres scientifiques ne se 
developperont que quand sera cassee cette separation entre la pratique et le travail de 
la pensee.(3) 
1) dans le sens d'un mouvement evolutif de la pens4e. 
2) entre le defini -le monde reel grec- et l'indefini -le mobile, le continu-, entre la determination logique et le substrat des proprietes 
donc entre Hdraclite et Parmenide. 
3)Quand DESCARTE applique le nombre a la geometrie et les mathematiques 4 la realitd physique rompant par les faits cette 
sdparation. Le discours de la methode (Leyde 1637) se forge aux contacts avec Plempius, Shooten, Huyagens et parait en meme 
temps que la Dioptrique, les Mdtdores et la Geometrie, alors que Bacon et Kepler avaient deja ouvert le chemin des lumieres. 
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1.3 La logique mathematisee 
L'utilisation des mathematiques permet d'effectuer des calculs de propositions, de 
classes, de relations et de predicats. Mais quand on quantifie on prend le risque 
d'eliminer la qualite. 
A = > B ,  B = > C ,  A = > C  
Cette substitution des semblables - S. JEVONS - se rapproche du raisonnement 
mathematique. Mais toutes propositions memes atomiques du type R(x) dans laquelle x 
est un individu de 1'ensemble R est une relation dont la verite ou la faussete ne peut etre 
connue qu'empiriquement (1). II faut donc sortir du calcul et considerer le contenu pour 
juger. 
Pour calculer on a construit des systemes logiques qui sont constitues par la definitions 
des termes premiers ainsi que de propositions premidres qui forment les regles. A partir 
de celles-ci on deduit des axiomes qui permettent de definir des theoremes. L'axiome 
sert de r6glement autorisant ou non des operations. On peut considerer ce systeme 
comme un vase clos qui doit etre consistant (tel qu'on ne peut demontrer une formule et 
son contraire), complet (qu'entre deux formules contradictoires on puisse toujours en 
demontrer une) et decidable (qu'on puisse toujours decider du vrai ou du faux). Or en 
autodefinissant ces outils formels on fait deja un choix subjectif qui peut toujours etre 
critiquable.(2) 
Cette rigueur interae k la construction a tendance a faire oublier qu'elle est echaffaudee 
sur une separation momentanee du contenant (la forme) et du contenu (le sens). 
Certains iront jusqu'& considerer qu'un cadre symbolique de ce type est un systeme de 
signes avec les rdgles de leurs emplois, ce qui en fait une langue. On prendra alors en 
compte les termes linguistiques de "syntaxe" et de "semantique" sans preciser le contexte 
dans lequel ils s'utilisent. 
1) RUSSEL; WHITEHEAD - Principia Mathdmatica -1925 
2) On peut, du fait du seul principe tautologique d'identitd critiquer le symbole de negation introduit par Russel. En effet, le negatif 
reel n'est pas le positif affectd d'un autre signe (non quelque chose), "Aller vers 1'ouest n'est pas seulement ne pas aller vers 1'est" 
HEGEL - Grande Logique 
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Cette demarche fait passer rapidement le construit pour du reel et provoque 
1'utilisation du calcul deductif dans un monde clos sans lien avec la methode qui le 
fonde, d'oii les paradoxes de meta-meta definitions logiques qui tournent en cercles 
vicieux (1). 
Le contexte de s6paration dans lequel s'effectuent ces calculs doit etre rappele mais 
quand? 
On ne peut aller eternellement dans un calcul deductif sans se perdre meme si selon 
Wittgenstein, on peut deplacer cette frontiere entre analyse et synthese, jusqu'ou 
maintenir cette partition ? 
Ne doit-on pas k un moment ou un autre revenir au fait, au contenu irreductible de la 
realite qu'enveloppe la pensee mathematique pour retrouver un sens limite mais valable ? 
"Or il clair que pouvoir utiliser effectivement ces structures dans ces mecanismes elabores de 
raisonnements, un programme doit connaitre le sens des mots" Sabah g. (2) 
Mais les valeurs de verite de la logique formelle sont booleennes, il y a donc un decalage 
important entre le formalisme de la logique et 1'enonce linguistique. Le choix des 
connecteurs reste reducteur et represente assez mal ceux de la langue naturelle. 
La logique formelle est un schema deductif de representation contenant une syntaxe 
interne dont on ne precise le sens que des connecteurs et des quantificateurs. 
nom symbole usuel type autres symboles 
negation —1 monadique - ,  ~ ,  not ,  non 
conjonction A dyadique & , . ,  and ,  et  
disjonction V dyadique | ,  or ,  ou 
implication D dyadique => , —> 
equivalence = dyadique •C- , ~ 
Les quantificateurs sont: 
V = pour tout 
1) QUINE, TARSKI, GODEL. La problematique dc i'dpoque etait de savoir dans quelle mesure ies tangages formels pouvaient 
parler d'eux-memes. GODEL a prouve Vindecidabilite d'expressions bien formees en mettant en correspondance bouclee chaque 
symbbole d'un langage avec un nombre, de tel sorte qu'un theoreme 4 propos des nombres corresponde aussi a un nombre. Le 
paradoxe de GODEL semble parvenir aussi de la tentative d'expliquer des mdcanismes a partir d'un modele donnd alois que leurs 
racines causales sont plus profondes ou differentes,- cf Nagel & Newman - GODEL's proof - N.Y. University Press, 1965. 
2) Llntelligence Artificielle et le langage, ed. Paris : vol 1, PP. 159. 
(boude de Gddei) 
ihcoremet 
au $uj«t des anthmetiqi nomhres 
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3 = il existe 
Les symboles de base sont des ensembles de constantes, de variables, de predicats ou de 
fonctions. 
Le calcul des propositions qui provient de stoiciens est plus proche de nous, deja Peirce, 
Frege, Peano depassaient le calcul des predicats a 1'interieur de chaque phrase (decrit 
par Aristote) par son degr6 superieur d'abstraction. La loi principale est le principe 
d'identite formelle qui pour tout A,A1 An => B est correcte si toutes les 
interpretations Al, A2, ....An sont vraies alors B est vraie. Cette inference appelee 
Modus Ponens est une tautologie. 
II y en a eu d'autres comme celle du tiers exclus et de contradiction qui sont de type 
alternative et celle plus curieuse de la double negation. On utilise aussi la 
commutativite, 1'associativite et la distributivite pour gdrer les inferences. 
a/ Concernant les regles svntaxiques internes 
* predicat 
. Un atome est une expression du type s = t ou s et t sont des termes 
. Un atome est une formule. 
. Si A est une formule, alors non-A aussi. 
. Siv4 e t£  son t  de s  fo rmu le s ,  
alors (A v B), (A A  B), (A > B),(A = B) sont des formules. 
. Si A est une formule et x une variable, 
alorsxvl Q t x A  sont des formules 
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* Proposition 
. Toute proposition est une formuie. 
. Si x ety sont des formules, 
alors non x, (x v y), (x Ay), (x > y), (x = y) sont des formules. 
b/Concernant la semantique interne a la logique 
Elle doit etre faite en fonction de ses constituants c'est-&-dire compositionnelle. Les 
connecteurs sont verifonctionnels tel que la valeur de verite a une formule du type (x,y) 
sera connue dds que seront connues les valeurs de verite de x ety. 
Les valeurs de verite se limitent au vrai oxifaux. 
* Predicats: 
. Les classes de formules (valides, consistantes, decidables) ne sont pas recurssives donc 
necessitent pour la consistance la definition d'un domaine de reference. 
. Une forme clausale est inconsistante si et seulement si elle est fausse pour toutes les 
interpretations du domaine de Herbrand (1). 
* Proposition: 
. Preuve par refutation : une contradiction est inferee k partir des regles et de la 
negation du but. 
. Clause de HORN: peut etre assimilee k une rdgle de reecriture specifique (2) 
La logique du calcul des predicats du premier ordre est une particularisation du calcul a 
un domaine determin6 dans lequel les quantificateurs ne peuvent porter que sur des 
variables, elle fait partie des calculs de base de la logique formelle classique. 
1) voir A. THAYSE - Approche logique de 1'Intelligence Artificielle - tome 1, pp. 31, <Sd. Paris DUNOD 1988. 
2) op. cit. A. THAYSE pp. 57. 
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1.4 Les nouvelles logiques ? 
Les limites de la logique formelle classique ont pousse des logiciens a chercher des 
systemes plus riches afin de se rapprocher de la langue naturelle. Les logiques modales 
et temporelles decoulent de la logique classique mais font intervenir des nouveaux 
operateurs pour refleter au mieux la souplesse d'expression du langage humain. D'autres 
s'opposent d'une maniere virtuelle en refusant certains theoremes cherchant a enrichir 
la conclusion seche du vrai et du faux. Elles se nomment multivaluees, plurivalentes, 
floues ou intuitionnistes. 
Arbre 
Logique classique .Logique Multivalee 
Logique modale Logique Temporelle 
. Logique Floue 
. Logique intuitionniste 
Logique non monotone 
— liens directs 
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1.4.1 Les logiques modales 
Le cadre general de ces logiques est d'ajouter des operateurs aux quatre modes 
deja definis par Aristote et de les faire porter sur le calcul des propositions. 
Ainsi aux modes que sont le necessaire. 1'impossible. le possible et le contingent. C. 
LEWIS (1) a voulu renforcer la notion d'implication en poussant la tautologie a son 
paroxysme afin d'eviter le paradoxe de la logique classique (2). 
N F = P ( ~i F )) (F est necessaire si non F n'est pas possible) 
I F = — P ( F ) (F est impossible s'il n'est pas possible d'avoir F) 
CF =. P(-iF)) (F est contingem si non F est possible)... 
Cette relation qualifiee de stricte ne repose pas sur des fonctions de verite dans le sens 
ou les operateurs modaux ne sont pas des foncteurs de verite. 
La valeur de verit6 repose alors sur la notion de monde possible (Mi) et une relation 
d'accessibilit6 entre eux definie par kripke (3). 
1) - Implication and Algebre of logic - Mind, vol. 21,1912. 
2) Le paradoxe classique est une simple jonctions de faits (assertorique) entre deux propositions, alors que celle de Lewis est une 
liaison directe des premisses & ses consequences (apodictique) signifiant qu'on ne peut avoir a la fois p vrai et q faux donc que si p est 
vrai q est necessairement vrai, ce qui correspond i Vimplication tautologique. 
3) - Naming and necessity, in semantics of natural language - 6d. Harman & Davidson, Reidel, 1963. II y a une nouvelle edition a 
Basil Blackwell, oxford, 1980. 
Relation d'accessibiliti entre mondes. 
C. LEWIS a defini diverses axiomatiques qui vont de S1 a S5 dans lesquelles le caractere 
strict de 1'implication s'affaiblit en meme temps que diminue le nombre des modes 
irreductibles. Soit pour S1 une superposition indefinie des modes et pour S5 une 
reduction de tous les modes complexes aux quatre classiques d'Aristote. 
Selon les rares applications informatiques existantes, il faut fixer les proprietes 
d'accessibilite entre les mondes et une interpretation precise des modalites. (1) Le fait 
que le calcul de propositions devienne non contradictoire dans son passage de S1 &. S5 
en fait un systdme indecidable car plus il gagne en completude moins il est consistant 
1.4.2 Les logiques temporelles 
La modification que provoque le temps sur les verbes a inspir6 les logiciens pour 
construire une logique voisine des systSme modaux. On prend un ensemble d'instants 
que l'on rapporte a un monde possible. Les modalites sont du type : 
1)C'est le cas pour la logique "deontique" dont les applications concernent les connaissances juridiques ainsi que les raisonnements 
pour porter des jugements. D'autres comme les logiques "epistemiques" utilisent le meme modele pour formaliser ce qui correspond 
au savoir et cc qui revient i 1'opinion dans le cadre des dialogues homme/machine. Mais les systemes developpes sont tres complexes 
et incomplets puisqu'ils debouchent sur le paradoxe de l'omniscience qui fait que si l'on sait quelque chose on en connait toutes les 
consequences. ((K F) et (F O)) (KG). 
2) cf. les critiques de QUINE et 1'analyse faite par S. HAACK - Philosophy of togics - Cambridge university Press, 1978 pp. 193; 194. 
CP 
(2). 
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- F A comme "d parnr de mainicnant, A scra toujours vrai" 
- G A comme "A sera vrai k un moment donnd" 
- P A comme "A a toujours dte vrai dans ie passd" 
- Q A comme "A a dt£ vrai a un mcmcnt donnc" 
D'aprds la conception du temps (minimal, arborescent, lineaire), on attribue des 
contraintes d'accessibilite aux mondes construits. La valeur de verit6 d'une formule 
depend ainsi de 1'instant ou elle est enoncee. Bien que la notion du temps soit 
eternellement discutable cette logique a provoqu6 des extensions interessantes. Cette 
volonte de tenir compte du temps via une unite discrete a une cause bien materielle qui 
a pour effet de relativiser la notion de conclusion dans un enonce. 
De plus, on a conceptualise une relation entre logique temporelle lineaire et les 
automates d'etats finis en modelisant 1'extraction automatique des preuves. Celle-ci sera 
k la base de la verification des programmes informatiques paralldles (1). 
Par ailleurs, La relation temps/evenements semble intuitivement riche de potentiel et 
des chercheurs tentent d'etudier cette jonction afin d'en d6gager les proprietes 
structurelles(2), ce qui n'est pas sans rapport avec Fapproche d'autres concepteurs dont 
nous verrons le developpement dans la seconde partie. Plus fondamentalement cette 
extension permet de mod6rer 1'aspect intemporel de la logique formelle classique en la 
rapprochant du traitement automatique qui est par nature temporel. 
1.4.3 La logique non monotone ou le raisonnement r6visable 
Cest une tentative de formuler une conclusion d'une maniere evolutive par 
f 
lintroduction de nouveaux axiomes qui peuvent invalider des theoremes (3). Le 
caractere non monotone modifie les exigences de la logique classique concernant la 
1) THAYSE et co-auteur - Approche logique de L'IA, ed. Dunod, tome 2, chap.4,1989. 
2) Kamp - "Some remarks on the logic of change, in time, tensc and quantification", actes de la conference Logic of tense and 
quantification.North Holland 1980.1. Van Benthem - The logic of time - Reidel, 1983. 
3) D. MC DERMOTT; J. DOYLE - Non monotonic Logic I et II1980,1982, Artificial Intelligence N° 13. 
D.MC DERMOTT - A temporal logic for reasonnig about processes and plans - Cognitive Science, Ablex Publishing Corp, New 
Jersey, N° 6,1982. 
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validite du raisonnement deductif (1)  et construit une relation d'inference particuliere 
permettant de conclure meme lorsque tous les premisses ne sont pas verifies. 
Les formules infer6es n'en doivent pas moins etre consistantes entre elles et vis-a-vis des 
premisses. 
soit: 
Logique classique: 
. Si p est un th6ordme et si q est un theorSme alors R est un thdordme aussi. 
Logique non monotone : 
. Si p est un theordme et si non-q n'est pas un theor6me alors R est un theordme. 
Le nombre de conclusion doit pouvoir decroitre lorsque le nombre de premisses 
augmente et la valeur de verite devient aleatoire selon 1'evolution des propositions. De 
plus, une prise de decision peut etre faite malgre une information incomplete. 
Les regles d'inference sont prise en compte dans un systeme modal donne selon 
1'axiomatique classique: 
1. Schemas d'axiomes classiques ( Kleene ) : 
(a) p D { q D  p ) ,  
(b) { p D { q D  r ) )  D  { { p  D  q )  D  { p  D  r)), 
(c) (~>q D ->p) D ((->? D p) D q), 
(d) (Vv)p D pv/t (ou v est libre pour t dans p), 
(e) {Vv)(p D q) D (p D (Vv)q)(si v ne figure pas dans p et n'est pas 
l i e  d a n s  q ) .  
Si le systdme d'inf6rence non monotone semble operatoire, le choix des modes reste 
discutable. La tentative d'integrer des connecteurs plus souples et des calculs moins 
strictes ne d6passe pas les limites deja decrites des op6ration d6ductives. Meme non-
monotone les ensembles stables de conclusions que l'on appelle "points fixes" restent 
1) Les rigles de rdecriture respectent le fait: 
- d'infdrer une conclusion identique aux premisses, 
- qu'un resultat n'est pas remis en cause, 
- que tous les resultats intermediaires renforcent la validitd de la conclusion. 
Ceci donne un caractere monotone 4 la la logique classique parce l'ensemble des ddductions qu'elle peut faire est invariant. 
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assez ind6cidables : des conclusions plausibles pouvant se faire k partir de premisse 
incomplet. 
2. Schemas d'axiomes modaux : 
(b) schema d'axiome de distribution : L(p D q) D (Lp D Lq), 
(c) schema de Barcan : ((Vv)Zp) D L(Vv)p, 
(d) schema de Vintrospection positive : Lp D LLp, 
(e) schema de Vintrospection negative : Mp D LMp. 
3. Regles d'inference : 
(a) regle du Modus Ponens : p,p D q h- q, 
(b) regle de generalisation universelle : p h- (Vu)p, 
(c) regle de necessite : p t- Lp, 
(d) regle d'inference non monotone : 
"On ne peut inferer ->p" Mp. 
La non-monotonie est surtout utilisee actuellement dans des etudes theoriques. Une 
"croyance" dans la logique epistemique de MOORE (1) devient un "raisonnement par 
defaut" (2) utilisable pour analyser les aspect implicites du langage naturel (3). 
(a) schema d'axiome de la connaissance : Lp D p 
UNCONTROVERSIAL 
UNDEHIABl 
DOUBTLES 
FORSEEABLE 
CONCEIVABLE 
PROVABLE 
REALIZABLE 
ARCUABLE 
ASSUHABLE 
1) MOORE - Semantical considerations or non monotonic logic -1983. 
2) R. REITER - A logic for defautlt reasoning - Artificial Intelligence, N° 13, pp. 81, 313,1980. 
3)MC CARTHY - Circumscription : a form of non-monotonic reasoning - Artificial Intelligence, N°13 pp.27,39,1980. 
18 
1.4.4 les logiques multivalu6es 
Ces sytSmes ont ete congus pour etendre la logique classique tout en gardant les 
concepts de base. La seule modification est la remise en cause de la dichotomie entre le 
vrai et le faux afin de se rapprocher des aspects plus ou moins contradictoires des 
enonces de la langue naturelle. Cette evolution est d'autant plus necessaire que s'est 
developpe le systeme booleen puis binaire du 0 et du 1 en informatique. De fait, la 
rigueur dont a besoin le calcul mathematique devient un inconvenient majeur pour 
decrire la souplesse de la langue naturelle, mais aussi des problemes en physique 
quantique (1) dont les observations contredisent les lois classiques de la physique. 
Reichenbach et d'autres ont eu besoin de qualifier la double mesure de la position d'une 
particule et son energie cinetique pendant un instant considere comme significatif (2) 
ayant les proprietes ni du vrai, ni du faux mais d'indetermine. De plus, la notion de 
verit6 et son contraire a oscille dans Vhistoire de la logique. 
1) H. REICHENBACH - Philosophie foundation of quantum mechanics - CA U. P. 1944. 
2) Heise nberg proposait la double indication k un instant donne considere comme insignifiant. 
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' to say of ivhat is, tkat it is' . . .etc. 
A r i s t o t l c  
coherence -
Bradley 
Rescher 
pragmatist - _ 
Peirce 
Janics 
I )ewey 
(Wittgenstein) 
i 
I 
I 
Dummett 
correspondence 
Russell 
Wittgenstein 
Austin 
semantic 
Turski 
opper 
Davidson 
K r i p k e  
simpte 
Prior 
Mackie 
redundancy 
Kamsey \ 
(Austin) 
perjormative 
Strawson 
I prosentential 
\\ illiams Belnap, 
Camp, Grover 
direct influence affinity ( ) influence on development 
Theories of truth 
Or, si on veut garder une certaine cohesion avec la logique classique tout en remettant 
en cause les valeurs de verit6, il faut ajouter une notion note "?" qui sera modulaire en 
fonction du contexte, ce qui donne pour une logique & trois valeurs (vrai - faux et ?) les 
tables suivantes. 
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A -i A 
V F 
F V 
i ? 
R 
A n B V F i 
V V F ? 
A F F F ? 
i ? ? ? 
A u B V 
B 
F i 
V V V ? 
A F V F ? 
i ? ' ? ? 
A 3 B 
B 
V F i 
V V F ? 
A F V V ? 
i ? ? ? 
Les travaux de Kleene a propos des propositions indecidables ont permis de donner une 
valeur i calculable selon une echelle de verite a P valeur. Si les presupposes d'une 
affirmation sont faux, ils prennent dans la table de verite la valeur i. C'est avec cette 
logique que l'on tente d'avancer dans le domaine du dialogue homme/machine (1). 
Le systdme de Lukasiewicz (2) repose lui sur le dilemme d'Aristote pour qui, lorsqu'une 
chose future est consid6ree ni vrai, ni fausse une des valeurs est acculee au fatalisme. 
Cette vision du futur due au contexte de la pensee grecque est transposee par 1'auteur 
en une logique trivalent qui obtient quelques tautologies mais reste incomplete dans le 
traitement de l'implication. V = 1, F = 0 et / = 1/2. 
Par ailleurs, une proposition recente(3) etudie une logique de 1'instable qui prend en 
compte des propositions dont la valeur de verite peut changer au cours du temps mais 
qui est maintenue dans le calcul. 
Des questions restent malgre tout en suspens, la souplesse recherchee par ces logiques 
qui tentant de traiter du semantique (paradoxe des presuppositions, interpretation de 
certains quantificateurs) est-elle compatible avec les outils binaires qui font les calculs ? 
1) J. VERONIS - Contribution 3 i ctude dc Verreur dans ie dialogue hommc/machine en iangage naturel - These de 1'Universite 
AIX-MARSEILLEIII, 1988. 
2) J. Lukasiewicz - On three valued logic - in Polish Logic et Mc call Oxford university Press, 1967. 
3) P. Comu - Une logique de 1'instable - Acte MARI, La Vilette, 1987 pp. 98,103. 
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De fait, certains mots ou expressions de la langue naturelle gardent leurs caracteres 
intuitifs et imprecis et restent retifs au traitement automatique. 
F AG  F  V G  F D G  
expression vraie expression fausse 
F ~*F F \ G  0 2 0 2 0 1 2 0 2 
0 2 0 0 0 0 0 2 2 2 2 2 0 
1 1 1 0 1 3 2 1 2 2 1 2 1 
2 0 2 0 2 2 2 2 0 2 0 2 
non contingente contingente non contingente 
1 3 II 2 1 1 iL 0 1 
eventueilement vraie necessairement fausse 
(= pas necessairement fausse) 
necessairement vtaie eventueilement fausse 
(= pas necessairement vraie) 
1.4.5 Les logiques floues et intuitionnistes 
La plus importante de ces logiques a ete theoris6 par Heyting (1) et justifie par 
des mathematiciens. Le debat tient ses sources de la discussion sur le status des 
mathematiques et des liens avec la logique. 
Pour 1'ecole intuitionniste les mathematiques ne peuvent etre que constructives et 
donner a un enonce une valeur de verite qui ne provient de son seul sens mais aussi de 
ses relations avec ses moyens de verification en terme de preuve(2). Ceci a pour 
consequence de relativiser la portee explicative de la logique formelle dont le role serait 
de decouvrir a posteriori les principes de raisonnement. Cependant il faut reconnaitre 
que Brouwer congoit les mathematiques d'un point de vue metaphysique, comme une 
activite intellectuelle pure et non en relation avec la matidre selon le point de vue de 
Hilbert qui reflechissait aussi sur la nature des mathematiques et de la logique. Ces 
etudes ont pour consequence le rejet de la notion d'infini et la bivalence entre le vrai et 
le faux. 
Hilbert precise que le principe du tiers exclu a pour signification une contradiction 
binaire, or le tiers ne peut etre que le troisidme terme qui permet la resolution d'un 
probleme (3). Ce principe figure parmi les theoremes dans le calcul de Russel et non 
1) A. Heyting - Intuitionim - North Holland, 1956. 
2) Brouwer et son ecole. 
3) Hilbert postule que les mathematiques ont un contenu qui ne provient pas de la logique pure mais un objet concret extra-logique 
imm£diatement per$u, anterieurement & toute pensee- Sur 1'infini - Acta Mathematica to XL, VIII pp. 101,121. 
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dans les axiomes, sa remise en cause provoque donc la reecriture entiere d'une 
axiomatique. Le systdme logique de Heyting est compose de 11 axiomes qui 
redefinissent le sens des notions primaires de negation, conjonction, disjonction et 
d'implication. 
1. p -* (p kp) 
2. ( p  & 9) -> ( q & P )  
3- (P -* ?) ((P &  r) -* (? &  r)) 
4- ( ( p  q )  &  ( q  - * r ) )  - *  ( P  r )  
5 -  q ^ (p^q )  
6. ( p  &  ( p - +  q ) )  - *  q  
1 -  p - * ( p v  q )  
8 .  (p v  $ ) -> (?  v  / > )  
9- ((/> - >  r ) & ( q - +  r ) )  -> ((/> v g) r) 
10. "l/>->(/>->?) 
11. ((/> -> ?)&(/> -»•1q)) -* "iP 
Cette !ogique contient tous les operateurs du calcul classique mais elle en definit 
d autres qui semblent Plus riches et facilite les formulations (1). Les logiques floues s'en 
s°nt inspirees pour autoriser des quantificateurs numeriques autres que V et 3 tel "au-
moins-80%", voire des quantificateurs linguistiques comme "la plupart" etc. 
Absurde (impossible) 
Vrai Faux 
Non-contradictoire (possible) 
1) R. Blanche - Introduction 4 la logique contemporaine - Paris : ed. Armand Colin 1968 
Gabbay "Automated deduction", Springer Notes, in Computer Sciences, N=6,1982. 
23 
1.4.5 Conclusion 
Qu'apportent de nouveau ces logiques ? On peut remarquer qu'elles reprennent 
toutes les postulats dela logique classique ou s'opposent "formellement" k sa volonte de 
tout decrire. Retravailler la syntaxe ou la semantique des calculs propositionnels n'a fait 
que renforcer les tautologies et rendre plus complexes les resolutions. Prendre en 
compte des aspects concrets comme le temps ou les contradictions d'un raisonnement 
parait justifie mais l'on se retrouve devant le choix ambigu des mondes de references a 
theoriser pour rester coherent. Vouloir sortir du carcan du tiers exclu est 
comprdhensible mais ces logiques se perdent trop souvent dans un calcul deductif 
incompetent a traiter du sens. 
Ces recherches ont un mouvement global qui est de vouloir traiter du semantique de la 
langue naturelle, or il semble que les outils utilises jusqu'£ maintenant ne soient pas 
adequats avec cette volonte generale. 
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1.5 A propos des reseaux semantiques 
Une forme de representation a permis quelques avancees dans le traitement de 
la semantique en realisant des dessins sous forme de graphes, leur utilisation 
contemporaine nous vient de C. Peirce (1) sous la forme de graphes existentiels. Ces 
dessins sont composes de noeuds (representant des concepts) relies par des arcs qui 
jouent le role de relation. Chaque noeud peut etre connexe et comporter plus d'un 
ascendant. 
\ Sorte-de z < VoitureJ >fV6hiculcJ 
Graphes tlimentaires. 
Cette representation graphique peut servir a differents objets d'etude (2) mais nous nous 
limiterons au point de vue semantique de la linguistique. 
De quelle semantique parle-t-on ? En effet, diverses definitions existent & son propos. 
D'une part la semantique vericonditionnelle issue de Tarski, Montague, Cresswelle, qui 
etudie les rapports entre intention et extension et dont la portee ne se rapporte pas 
obligatoirement aux langues naturelles. D'autre part, la semantique qui refuse de 
distinguer les signifies des concepts (3) et travaille autour des relations entre 
signifiant/signifi6 (sens) et entre signifies eux-memes (signification). 
Le champ est donc limite aux langues naturelles et aide les chercheurs qui tentent de 
depasser les conditions de v£rit6 (4). 
1) Le philosophe fut impressionn^ par les diagrammes des moldcules en chimie organique et pensa que les graphes pouvaient 
simplifier les regles de la logique. Selon J. Sowa in - Conceptual structures : information, processing in mind and machine - Adisson 
Wesley Publishing, Reading, MA,1984. 
2) Les noeuds peuvent representer aussi des equations mathematiques comme l'a montre B. Raphael - The thingking computer mind 
inside matter- San Francisco CA ed. Freeman, 1976. 
3) Selon Saussure, les concepts ne sont que de simples correlats psychiques des signifies. 
4) Schank et Wilks . Wilks a particuliirement discutd la L. semantique de montague en montrant 1'aspect aleatoire des conditions de 
verite in Philosophy of language ,NY, Charniak & Wilks ed., 1976. 
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C'est finalement la modelisation du contenu linguistique( l )  qui donne aux reseaux la 
capacit6 de traiter de la semantique. 
Les concepts sont au point de vue linguistique une abstraction formelle donc avec un 
caractdre flou (2), selon 1'importance que l'on donne au langage pour la pensee 
humaine.On peut dire qu'ils ont pour support privilegie le langage et comme contenu le 
resultat de la conjugaison de la logique intentionnelle et extensionnelle (3). Or si on suit 
F. Rastier, en assimilant chaque noeud k un contenu linguistique(4) on doit donner un 
role majeur aux arcs qui les joignent. Dans ce cas les liens ont un caractere extra 
linguistique qui ne reldve d'aucune langue particuliere. 
"Nous en venons ainsi a inverser la problematique habituelle : les reseaux semantiques ne 
seraient pas constitues de concepts relies par des liens semantiques mais fait de contenus 
linguistiques reliespar des liens conceptuels" (5) 
L'engouement pour les reseaux semantiques est essentiellement du a leurs facilites a 
modeliser des raisonnements par composition de relation. Selon Hendrix un noeud 
represente une entite du monde , or sa conception 1'amene a negliger la mediation 
reseau/connaissance. 
1) Le contenu comprend selon F. Rastier le sens, la signification et la designation soit 1'ensemble des relations relatives a un signe 
linguistique in "La semantique des rdseaux", Quaderni di semantica vol. VIII, N°l, Juin 1987. 
2) F. Rastier - op. cit. pp. 121,122, en reltive au moins cinq : 
1 - D'aspect philosophique et logique et sans rapport necessaire avec les langues naturelles ni autres systemes de signes. Le concept 
est alors une forme de la pensde humaine qui permet de ddgager l'essence de la realitd objective - Kant, Hegel -
2 - D'aspect linguistique, il est un universel de representation du langage mais pas relatif 4 une langue particuliere, soit un nodme -
Martin, Pottier -
3 - Directement le signifie d'un morpheme d'une langue naturelle ou slm&ne selon Goseriu, Pottier, Martin et en informatique un 
formula selon Wilks ou frame selon Charniak. 
4 - La rdduction de 1 4 2 soit un langage intdrieur selon Fodor. 
5 - La rdduction de 1 4 2 ou 3 au meme niveau conceptuel qualifie de semantique selon Sowa. 
3) Le concept s'exprime le mieux possible par i'arbitraire des signes et s'enrichit de la combinaison des logiques. 
4) H qualifie de semantique le niveau 2 de la classification prd-citee en note, les noeud peuvent etre alors: 
- Un sememe (noeud type) et ses composants, les s6mes (noeud, jeton) pour chaque plan ddfini par Quilliam dans un but 
lexicographique. 
- une classe de morph6mes (ou suite de morphemes, mots, syntagme) representant un sememe prd-construit d'une langue quasi-
naturelle comme le fait Sabah. 
5) F. Rastier "sur la sdmantique des reseaux" op. cit. pp.122, il s'oppose aussi 4 Shapiro pour qui les arcs des reseaux sont des 
relations non conceptuelles. 
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GE> <D 
L'espace contient un seul fait. L'espace contient trois faits. 
Par une notion d'espace, il represente des individus et des classes, il donne aux liens un 
role semantique et reprend k son compte les connecteurs de la logique formelle et se 
lance dans un traitement similaire au calcul des predicats de premier ordre. De plus, il 
ajoute k son systdme une logique modale avec laquelle il tente de representer le 
contexte ce qui donne des graphes trds complexes qui paraissent peu operatoires. Ceci 
conforte F. Rastier dans le fait que les reseaux soient irr6ductibles a la logiques des 
predicats. 
professeur prof-univ Subs Elem Inst Isa evenement 
Phrases 1,2.3 
Phrase 1 ecriture 
Ecrire 
Phrase 2 
Expedit Inst 
Objet 
Inst Objet livre Inst envots 
Objet 
Adr Inst 
Lire 
Phrase 3 lecture 
Livre.de.bib.untv Isa Elem ( ELem ( Inst 
etudianis Subs evenement 
Age ,Nombre 
Hendrbc 
6 FRANC C) % { 
1, ENTITE - — DUREE —- UNITg-TEMPS 27 
' GN z GV 
8 MOIS C) % 3 
9 EVOLUTION VAL-DEB -*• FRANC : (') % 7 
Le dollar est passe PREP GN PREP GN PR£P GN 
19 EVOLUTiON - VAL-FIN - FRANC . (*) % 8 
de 7 francs i 8 francs en trois mois. 
: OOLLAR 
" EVOLUTION DUREE - - MOIS C) % 3 
. ^VOLUTION AGT - ENTIT6-6CONOMIQUE 
FRANC .C)%7 MOIS : (•) % 3 FRANC : (•) % 8 
VAL-DEB VAL-FIN 
UNITE-MESURE UNITE-MESURE 
•b EVOLUTION 1 - VAL-DEB UNITt-MESURE 
7. CONSTHLCTION DL CRAPHE CONCEPTUEL D'UNE PHHASE. On a repre«mte m mJLS y1 6  A p h r a s e .Z '  d^'a r  "' P""' d' 7 francs a S francs en trois mois et 
numerote les sommets de cet arbre. Dans la partie inferieure de la flgure, oa a indiaue les 
graphes conceptuels construits, pas a pas, pour chacun des sommets de 1'arbre svntaxique 
avec dans chaque cas les diverses possibilites que le systeme rencontre. En bas, on a indiqui 
le graphe conceptuei representant la phrase compiete. 
' 4 FRANC C)%7 
EVOLUTiON ; VAL-FIN » UNITE-MESURE 
J. Sowa (1) echaffaude une theorie interessante tout en conservant un calcul deductif 
dans 1'analyse semantique. II utilise une operation d'appariement de graphe conceptuel 
qui est basee sur des regles d'inference classique mais celles-ci se trouvent limitees par 
le nombre de concepts traitables avec un ordinateur booleen, ce qui oblige a restreindre 
les applications dans un domaine tres precis. D'autre part, J. Fargues (2) en vient a 
poser les limites de la deduction analytique pour traiter "cette connaissance de nature 
synthetique" qui echappe a la logique de ce moddle. 
S. Fahlman (3) est le premier a avoir fait la relation entre les reseaux semantiques et le 
fonctionnement du cerveau en mettant la semantique non pas dans les noeuds mais dans 
les interconnexions dans le cadre d'un reseau a propagation de marqueurs hautement 
parall&le. II utilise deux types de noeuds, les premiers qualifies d'individus et les seconds 
de classes qui servent de description schematique autorisant la creation de x copies 
individuelles et ainsi la recopie virtuelle du contexte par heritage des noeuds "parents" 
vers les noeuds "enfants". 
Un concept est alors un couple de noeuds limite par la quantite des liens pouvant relier 
des noeuds, ce reseau permettait une gestion des exceptions et la consideration du 
contexte en faisant appel & des logiques modales et non monotones. Realise qu'au 
1) - Conceptual structures - Reading MA, Addison-Wesley, 1984. 
2) J. Fargues," Des graphes pour coder le sens des phrases", in Pour la Sciences. N° 137, Mars 1989, pp. 52-60. 
3) S.E. Fahlman - NETL: a system for representing and using real word knowledge, MIT Press, Cambridge MA, 1979. 
J. Sowa Conceptual structures 
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Phrase 
L'avocat verdit lorsqu'i/ entendit... 
ANALYSE HORPHOLOGIQUE 
ET LEXICALE 
Classes syntaxiques 
f. substantif (avocat, masculin, singulier) 
I verbe (verdir, indicatif, present, 
\ troisieme personne, singulier) 
ANALYSE SYNTAXIOUE 
Arbres svntaxiques 
Lavocat verdit ... 
ANALYSE SEMANTIQUE 
Graphe conceptuel 
PERSONNE 
DEDUCTION 
DICTIONNAIRE SYNTAXIQUE 
DE MOTS ET D EXPRESSIONS 
REGLES DE CONJUGAISON ET DE DECUNAISON 
GRAMMAIRE FORMELLE DU FRANQAIS 
PH «- GN.VB 
TREILLIS DES CONCEPTS 
ENTITt 
FRUIT PERSONNE 
LEXIOUE SEMANTIQUE 
avocat. 1 
PERSONNE 0 
avocat2 
FRUIT 
RlGLES DINFfcRENCE 
Si phrase 1 et si phrase 2, akxs 
l 
phrase 3. 
Q-cHZl 
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niveau de la simulation logicielle NETL a revele la puissance du calcul parallele de 
masse pour d6passer les problemes de temps de reponse dus k 1'explosion combinatoire 
des systdmes sequentiels. 
De plus, il y avait malgre des problemes de tests de coherence assez pauvres, la 
possibilite de traiter deux interpretations semantiques simultanement ce qui n'est pas 
negligeable. 
Le debat a propos des reseaux semantiques tourne autour d'un phenomene de 
repr6sentation de type symbolique dont les points sont dynamiques donc globalement un 
mouvement de connaissance. 
La demarche graphique semble refleter cette mouvance et ce en dehors des roles des 
elements qui la compose (noeuds, liens). 
C'est dans Finteraction de ses constituants que reside la valeur semantique des reseaux 
et les questions posees rejoignent celles des neuro-biologistes sur les connexions dans le 
cerveau humain.(l) 
1.5.1 La corflruction du contexte 
Afin d'6viter 1'explosion combinatoire, on est oblige soit de travailler avec des 
propositions impr6cises, soit de construire un contexte que Pon utilise selon une 
semantique preferentielle. La premidre solution oblige a utiliser des calculs fastidieux 
qui introduisent des facteurs de pond6ration sur des r6gles et des faits a traiter 
(probabilit6s, ensembles flous). Mais ces methodes sont eloignees du traitement 
symbolique qu'op6re 1'humain. La seconde realise des aspects contextuels construits en 
modelisant le type d'inf6rence dont on a besoin (presuppositionelle, logique, 
pragmatique) selon des critdreyde la psychologie cognitive. 
E. Charniak (2) a mis en place un ensemble de r&gles de deduction qui hors d'un 
contexte calculatoire donne fait son declenchement d'une maniere aleatoire. II 
1) F. Rastier dans une note prdcise :"Retenons qu'une thiorie semantique est utilisable en InteUigence Artificielle non pas en raison de 
son caractire formel, mais en raison du caractire rationnel voire simplement raisonrtable de ses premisses" Ce qui est aussi exprime par 
les connexionnistes dans leur recherche d'un dquilibre en dehois de toute formalisation. 
2)E. Charniak - Inference and knowiedge, in computational semantic - Charniak & Wilks dd. Amsterdam, 1976. 
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s'int6resse particuli6rement aux mecanismes d'inference et en postule l'independance 
vis-d-vis de Fanalyse d'ou leurs qualifications de"demons". 
C. Schank (1)  a construit des scenarios dans le cadre de la comprehension des textes. Ils 
servent particulidrement a prevoir des informations avenirs selon une deduction pre-
construite et la "normalit6" des situations mais l'opportunit6 de leurs d6clenchements est 
comme celle des d6mons un peu hasardeuse. Schank a opere des reculs importants 
quant & la portee de ces travaux et travaille depuis sur 1'organisation de la memoire 
humaine.(2) 
Des sch6mas sont aussi utilises comme une gen6ralisatioon des r6seaux semantiques et 
bien qu'ils traite assez bien les propositions incompldtes, on est oblige de discuter les 
protypes qui les fondent. En effet, la metrique qui mesure 1'appartenance ou non d'un 
objet k un prototype reste selective et garde mal la richesse de la langue naturelle. La 
notion de monde ouvert dans lequel on peut gerer des connaissances incompletes est 
s6duisante malgre l'interpr6tation ambigue des quantificateurs. 
Par exemple: 
la liaison de deux concepts x ety lies par un relation R "xRy", si on ne la trouve pas dans 
le monde de reference, on peut y trouver une relation "zRy", on en deduit plusieurs types 
de r6ponses: 
- non, peut-etre, surement pas, je ne sais pas. 
Bien-sur le concept de monde ferm6 ou clos simplifie les solutions bool6ennes oui/non 
en utilisant la n6gation par absence. Dans ce cas, toute information positive est connue 
et si un fait est absent il est consid6re comme faux. A ce stade on se demande si 
1'utilisation d'une logique formelle classique ne suffit pas k rendre les meme resultats. 
D R- Schank - SAM a stoiy understand - report N°43, Yale University Press 1977. 
2) - Dynamic memory: a theory of reminding and learning in computeis and peaple - N.Y., Cambridge university Press, 1983. 
La semantique des mondes possibles de M ontague (1) presuppose tout de meme pour 
un locuteur la connaissance des environnements pre-construits, mais il faut remarquer 
qu'il y a une difference essentielle(2) entre les langues naturelles et les "langues 
formelles". Bien-sur 1'isomorphisme est rassurant mais il ne suffit pas car l'etre humain 
semble ne pas construire totalement son monde reference.(3) 
Ceci provoque un mouvement d'auto-limitation generale de 1'objet d'etude qui ne 
permet pas de depasser les limites des optiques logiques. Pour garder une certaine 
coherence de raisonnement on a eu besoin de construire un systeme de meta-
connaissance qui a tendance a restreindre la semantique. L'aspect plus puissant des 
logiques d'ordre superieur butte aussi sur des paradoxes aussi graves que la logique 
classique en acceptant des predicats ou des fonctions comme variables. 
La problematique generale subsiste donc, plus un systdme d'analyse est prScis dans le 
declenchement de ses inferences moins il peut traiter de la semantique et si on veut 
1) R. Montaigue "The proper treatment of quantification in ordinary English", Hintikka et all. eds, Approaches to natural language, 
Reidel, pp. 221-242, 1973. 
- Formal philosophy: selected papers of richard Montague, Yale University Press, R Thomason ed., 1974. 
2) dans le sens d'essence, de nature. 
3) voir A.Thaysd - Approche logique de l'IA - tome 2 pp. 177, 1989. 
32 
modeliser le sens correctement on arrive plus a savoir comment et quand utiliser les 
inferences. Ce passage par les calculs inferentiels est-il oblige ? 
La mise en forme du contexte n'est donc guere plus consistante avec les logiques 
contemporaines. 
Une representation mixte de D. Coulon et D. Kayser(l), avec une logique non 
monotone et un reseau semantique a eu une application prometteuse definissant son 
analyse sur le concept de profondeur variable du sens. II faut remarquer que 1'element 
qualitatif de ce systeme est le souci constant de la coh&rence semantique. 
1.6 Deduction - induction ou la nature inductive du sens 
"La forme est toujours forme d'un contenu mais le contenu determine laforme" H. 
Lefebvre. 
Les inferences logiques des calculs formels se font dans un mouvement de 
deduction afin de decortiquer la forme d'un enonce (2). Cette demarche fait partie de 
1'entendement dans le sens ou c'est la determination detaillee des elements d'un objet 
qu'on ne peut confondre avec 1'analyse. Cette derniere permet la synthese et le 
depassement de Vabstraction qui amene k une explication nouvelle. L'operation 
deductive qui pourrait s'apparenter au demontage d'un moteur en pieces detachees pour 
saisir les specificites et les relations entre elles ne doit pas faire oublier le remontage de 
1) - La comprehension : un processus a profondeur variable - Actes du congres AFCET "informatique", Nancy, pp. 517-527,1980. 
D. Kayser - Le raisonnement a profondeur variable - Actes des journee PRC "intelligence artificieile", Toulouse, 1988. 
D. Coulon - Raisonnement et ebauche de raisonnement - Colloque logique naturelle et argumentation, Rayaumont, 1987. 
2) deduction : du latin deductio = extraire. Aller du general vers le particulier, i une valeur de demonstration, constate mais 
n'invente rien. 
Dimanchc TEMPS 
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1'engin afin, en le faisant fonctionner, de mieux comprendre la raison du mouvement 
qu'il provoque. Or, la forme de cette reconstruction passe par 1'induction (1) et ce va et 
vient entre la deduction et 1'induction provoque le mouvement de la pensee. Cependant 
les formes de cette derniere sont mal d6finies contrairement a celles de la deduction 
dont on a depuis longtemps degage les outils formels permettant le calcul demonstratif 
(2). 
Mais 1'allongement exponentiel des demonstrations rigoureuses voulu par les logiciens 
ne revdle que 1'impossibilite de progresser dans la solution des probldmes et tend a 
paralyser le processus de la pensee par des inferences deductives sans fin. 
1) induction : du latin inductus = conduire. Consiste a tirer des faits particuliers une conclusion generale ou une loi nouvelle. 
2) substitution.et detachement de variables entre elles ou de variables par des constantes : 
- Modus ponens (si p est vrai et si p implique q, alors on deduit q), 
- Modus tollens (si q est faux et si p implique q est vrai, alors on deduit non p), 
- specialisation universelle (si p  est vrai pout tous les x ,  si a  est x ,  alors p  est vrai pour a ) .  
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De plus, 1'induction n'est pas a reduire a l'analogie simpliste comme le fait G. Sabah (1) 
qui suit la demarche des philosophes. II faut distinguer 1'induction rigoureuse de celle 
appel6e amplifiante ou transcendante. La premidre -rigoureuse- qui n'est qu'une 
extension primaire des cas particuliers (Aristote, Kepler), l'autre plus riche apporte une 
nouvelle combinaison des faits dont la valeur est d'arriver k une explication neuve 
(Bacon). 
La valeur qualitative de Vinduction est proportionnelle k son manque de formalisation, 
ce qui a fait dire k certains (2) que le non dit de ce mouvement de pensee provient d'une 
puissance supra-physique exterieure k la nature des choses donc relevant de la 
metaphysique. Minimisee par Aristote, maximalisee pas Bacon, 1'induction reste riche 
d'avenir dans sa complementarite avec la deduction a 1'interieur d'un processus 
conjugu6 et contradictoire et non en opposition k celle-ci. 
Par ailleurs, 1'induction est un element important dans les sciences de la nature. La 
regression analytique qu'elle provoque dans son saut des faits aux lois rend possible la 
progression de la connaissance par la synthese. Rarement ecrite 1'induction arrive a des 
conclusions qu'on ne peut seulement juger selon des criteres de coherence formelle 
interne mais aussi dans sa collision d. la realite materielle. 
1) - 1'Intelligencc Artificielle et le langage - ed. Hermes, tome 2 pp. 193,1989. 
2) Lachalier "La possibititi de Vinduction repose sur le double principe des causes efficientes et des causes finales" - Fondement de 
l'induction : dtudes sur le syllogisme - pp.10. 
Or la nature ne se propose pas des fins ou des lois absolues imposees par une puissance superieure. 
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"Uinduction est une espece de raisonnement qu'on ne peut pas caracteriser sans faire 
reference a son contenu, qu'on ne peut apprecier dans un cas concret, sans prendre en 
consideration la verite materielle de son resultat" P. Blanche (1) 
Or si I'une des forces de I'induction est de generer des conclusions nouvelles, l'autre est 
de relativiser les lois considerees universelles par un depassement qualitatif. Ce 
rapprochement de la realit6 rentre dans un mouvement infini qui fait grossir le champ 
de connaissance de Fhumain. Une loi nouvelle devenant hypothdse d. l'6preuve de 1'objet 
k etudier. 
* 
"La loi n'estpas dans la nature comme absolue, c'est unefagon qu'a Vesprit de dechiffrer la 
nature, en construisant un langage qui par sa structure et son contenu, permette de s'y 
reconnaitre dans Vincoherence apparente desphenomenes" 
P. Blanche. 
Une conclusion differente des premisses reste une induction legitime, prise vis-a-vis de 
son contenu et non seulement d'apr£s sa forme. 
Revenir au sens d'une proposition revient donc & utiliser un processus inductif. Mais le 
phenomdne concret qu'est l'6nonce reste une representation ecrite ou orale dont la 
semantique est enfouie dans les meandres du cerveau humain. On peut constater de plus 
que 1'aspect aleatoire du processus inductif rend difficile son traitement automatique 
par un ordinateur k valeur booleenne dont le critere est un calcul de forme symbolique 
pre-construite. Enfoui dans l'informel, la semantique semble trouver sa solution dans un 
processus inductif. 
1) - L'induction scientifiquc et lois naturelles - 6d. PUF, 1975, p. 18. Cctte mdthodologie matdrialistc a toujours 6t6 le fondement des 
sciences de la nature qui se sont ddveloppees en opposition 4 la mdtaphysique de la pensee. 
PARTIE II L'ARCHITECTURE CONNEXIONNISTE 
"Le logiciel est-il la reponse a tout ? " 
J.C. Mc CLELLAND, D.E.RUMELHART, G.E. HINTON. 
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1.1 Fondement conceptuel 
La modelisation de Pinformel est-elle possible ? La demarche connexionniste 
semble non pas passer par une formalisation logique mais plutdt de rgaliser les 
conditions permettant de traiter de 1'informel. 
Autrement dit d'avoir une solution inverse k 1'intelligence artificielle classique qui part 
de la logique du haut vers le bas -top/bottom- mais en reproduisant les conditions qui 
peuvent g^ndrer le resultat -bottom/up- un peu a la maniere dont on forme de l'eau en 
faisant la liaison entre deux molecules d'hydrogenes et une d'oxygene. 
On peut constater avec J. Perez (1) que cette separation s'est toujours faite dans les 
sciences physiques et biologiques avec des resultats complementaires alors que 1'I.A. a 
toujours privilegie 1'option analytique du formel et du symbolique en premier opposant 
les r&gles a 1'intuition. 
Le connexionnisme est la synthdse de trois notions : 
- parallelisme massif, 
- hasard controle par la thermodynamique, 
- emergence statistique de marqueurs actifs. 
On utilise pour cela une modelisation par automates totalement interconnectes dont 
1'evolution dynamique permet de simuler : 
-Papprentissage, la reconnaissance de forme, la comprehension. 
II faut pr6ciser i§i ce qu'on appelle par apprentissage. En effet, ce n'est pas dans ce cas 
compris comme une formalisation de rdgles explicites dans une perspective calculatoire. 
Selon Piaget (2) Papprentissage est moins formel qu'on imagine, son etude des enfants 
indique que fonctionne au d6but une logique concrete (inductive) a laquelle se rajoute 
plus tard (vers 12 ans) une logique abstraite (deductive) bien formalisee par les 
mathematiques par exemple. 
1) - L'intelligence Artificielle -" pluri-disciplinarite, auto-organisation, reseaux neuronaux", ed. Masson, Paris, 1989. 
2) Piaget - Six etudes de psychologie - ed. Denoel, paris, 1964. 
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"Nous n'attribuons pas de capacites caculatoire puissantes au mecanisme d'apprentissage. 
Nous postulons Vexistence de mecanismes simples de modulation de force de liaison entre 
les unites sur la base de 1'information localement disponible a 1'emplacement de la liaison" 
L'accent est mis chez les connexionnistes sur la representation locale de 1'information et 
les configurations d'activations qui regissent les unites ainsi que sur les mecanismes dont 
la finalit6 est d'apprendre des forces de liaisons adequates. 
L'information est codee dans les connexions qui materialisent ce qu'on veut traiter via 
leur position sur le reseau. Chaque configuration a une puissance (un poids) tel qu'elle 
puisse en induire une autre, il y a donc negation des outils formels que sont les regles de 
calcul symboliques (2). Ce postulat provient des limitation des systemes a interpretation 
symbolique et de 1'etude du fonctionnement du cerveau. 
De fait il est difficile d'expliquer certains phenomenes une fois depasse la phase 
d'apprentissage qui se singularise par une forme d'oubli. II est perilleux de faire dire k 
un expert comment il trouve la solution k certains problemes parce qu'il travaille par 
analogie inductive. 
Les notions meme de symbole et d'information ne sont que des outils pour nous 
permettre de formaliser une explication a des phenomenes, et il ne faut pas les prendre 
pour la r6alite ni vouloir tout expliquer avec.(3) 
Le mod6Ie connexionniste postule lui qu'aucune information symbolique ne transite 
entre deux unit6s d'un r6seau, ce qui remet en cause le pr6suppos6 de Kant pour qui 
"toute conduite ordonnee est necessairement regie par des regles". L'homme n'opere pas 
toujours via des r6gles de calculs pour etre coh6rent. 
La puissance des ordinateurs s6quentiels n'est pas niable mais ils ne resolvent pas 
1'explosion combinatoire qui est provoqu6e par l'augmentation des variables alors que 
cette accumulation donne le resultat inverse pour le cerveau humain. II s'effectuent 
1) J. MC Qelland ; D. Rumelhart; G. Hinton - Par allel distributed processing - MTI Press, 1986. Voir aussi une traduction fran^aise 
du premier chapitre dans la revue ddbat N°7, Nov-Dec, 1987. 
2) D Alkon "memorisation et neurones" in pour la Science , N°143, Sept 1989. 
D. Hofstater - Godel, Escher, Bach -" les brins d'une guirlande eternelle", dd. Inter-Editions, Paris 1985. 
3) Lorque Simon et Newell prennent " la manipulation de contre marque -token- d'ordre formel" comme la nature de la pensee ne 
vont-ils pas trop loin ? - Physical symbol system - in Cognitive Science, N°2, Avril/Juin, 1980 pp.135-183. 
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d'autres processus qui lui conferent la puissance qu'un super-calculateur n'a pas. II est 
peut-etre necessaire de se rapprocher du cerveau en tant qu'objet materiel et vivant afin 
de trouver d'autres outils et c'est ce qu'ont fait les artisans de ce modele. 
L'architecture connexionniste mime des processus dont les valeurs explic atives ne se 
situent qu'au niveau bas (micro-structure) et il n'est pa squestion de les formuler avec 
des notions hautes (macro-structure) d'information ou de semantique, mais 
da 
curieusement son utilisation permettrait peut-etre de se rapprocher du traitement sens. 
1.2 La metaphore du cerveau humain 
De fait, on a cherche & calquer materiellement 1'organisation physique des 
cellules nerveuses. On a constate que le neurone recevait des influx nerveux (chimique 
et electrique) par ses dentrites et transmettait par une fibre unique 1'axone. Les contacts 
entre cellules se faisant par les synapses (1). 
Suite aux observations faites on a remarqu6 qu'il existait une multitude de 
branchements dont la structure est fixe ou modulaire (2). De plus, les "decisions" prises 
par ce reseau de neurones ont un caractere collectif, les differences de potentiel 
produisent par r6actions un influx nerveux ainsi qu'une possibilite d'autonomie plus ou 
moins dependantes des branchements(3). 
Doit-on aller jusqu'& nier les aspects relationnels de la conception de J. Varela ?(4) Ce 
neurobiologiste tente avec succds de remettre en ordre les niveaux de description 
utilises jusqu'a maintenant en demontrant que les paradoxes de la logique formelle 
d'incompl6tude et d'ind6cidabilit6 n6cessitent un espace d'analyse different si on ne veut 
pas se laisser enfermer dedans. 
1) Les analyses ilectrophysiologiques ont montrd qu'une decharche est de !'ordre d'une milliseconde. Deux potentiels d'actions ne 
peuvent donc etre emis dans un temps infdrieur 4 Tr = 3 millisecondes. Cette periode designee "refractaire" permet de mesurer un 
standard de temps. 
2) J.P. Changeux - L'homme neuronal - e'd. Fayard, coll. Pluriel, 1983. 
3) Les neuro-transmetteurs chimiques libdrds de la synapse, modifient le potentiel intra-cellulaire en rendant les tissus permeables 
ce qui augmente la probabilit< que celle-ci donne naissance 4 un influx nerveux. 
4) J. Varela - Autonomie et connaissance - Paris : ed. Seuil, 1989. 
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Axone 
Sympia 
o. 
V*8iCUl« 
de stockage 
Le concept de cloture degage apparait riche de potentiel explicatif mais 1'auteur se 
laisse paradoxalement enfermer dans sa propre abstraction puisqu'il postule 1'autonomie 
du vivant d'une maniere on ne peut plus radicale (1), alors qu'il devrait la qualifier 
d'interne. Mais on peut etre d'accord avec le fait que tout systeme vivant comme le 
cerveau , le corps humain possede une autonomie interne qui s'auto-organise pour 
maintenir son equilibre face a 1'exterieur compris alors comme un element perturbateur. 
On passe donc d'une logique qui doit formaliser tout ce qui se passe k une autre qui 
impose sa coherence comme postulat, idee qui est reprise par les connexionnistes. En ce 
1) A moins que cela soit pour des raisons didactiques 4 la maniere du "jet apre* de La Mettrie (l'homme machine 1748) pour 
s'extirper des notions qui finissent par voiler la pensde. 
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qui concerne le cerveau, c'est a partir de son organisation - les branchements entre 
neurones - que s'etablit un equilibre. II serait donc plus pertinent de parler comme le 
fait J. Varela d'un systeme de presentation plutot que de representation face a 
Vexterieur. 
La recherche doit-elle s'interesser a savoir comment le syst&me nerveux produit des 
formes stables pour rester vivant ? 
II y a de fait une recherche de correspondance mimetique dans ce qu'on constate du 
cerveau et la construction du reseau connexionniste qui seraient tout deux (le cerveau 
humain £ echelle n fois plus puissant) des systemes auto-organises a la recherche d'un 
6quilibre face aux entrees.(l) 
On a donc r6alis6 des systdmes artificiels qui reproduisent les elements observes soit 
pour chaque neurone un processeur simple (2), une connectivite entre eux qui entraine 
un traitement cooperatif et parallele massif des flux. 
1) II faut prdciser ici que beaucoup usent et abusent de la terminologie relative au monde neurobiologique dans la descriptioon de 
leur modele, j'essaierai pour ma part de ne pas le faire afin de ne pas faire rtgner la confusion entre les niveaux de description 
(biologique, linguistique, informatique), ce qui evite aussi la proliKration de guillemets dans le texte. D'autre part j'estime que le 
qualificatif de connexionniste correspond le mieux au modele presente du fait de 1'importance primordiale des connexions entre unite 
de base. 
2) soit un un circuit logique avec une petite memoire, une machine de Turing, un micro-processeur ou un amplificateur couple avec 
un circuit de retroaction compos^ lui meme d'une resistance et d'un condensateur. 
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t!n auiomate te l lulairc  est  def lm par  :  
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Reseau cellulaire 
a 1 dimension (ligne) 
L etat d une cellule 
depend de l etat de 
ses "voisines":on 
definit plusieurs 
voisinages: 
11 1 1 1 J ••••• ••••• ••••• ••••• ••••• ••••• 
a 2 dimensions 
(damier) 
+ 3$ • • • 
von Neumann floore 
Automates celiulaircs. 
Dans les annees 1940 V. Neumann et McCulloch et Pitts (1) ont mis en place les 
premiers concepts qui mettaient en paraMe 1'organisation du cerveau et des machines 
en se posant la question : 
Peut-on concevoir une machine capable, comme le cerveau, d'auto-reproduire son 
organisation ? 
V. Neumann a propose 1'utilisation d'un reseau d'automates cellulaire dans lequel 
chacun est susceptible de changer d'etat en fonction de celui des unites voisines. Cette 
evolution a ete formalisee par un algorithme decrivant le processus d'auto-reproduction. 
1) J. V. Neumann - Theory of self reproduction automata - 66. A.W. Burks, Uni. Illinois Press, 1966. 
Mc Culloch ; W. Pitts - A logical calculus of ideas immanent in nervous activity - Bull. Math. Biophys. N°5, pp. 115-133,1943. 
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Un reseau d'automate est une abstraction commode pour modeliser des systemes 
complexes et il a ete utilise pour la simulation des phenomenes de physique pure. 
Ce type de moddle est caracterise par une evolution dynamique qui a ete difficile a 
maitriser. En 1949, le reseau de F. Rosenblatt (1) compos6 de matrice de 400 photo-
recepteurs tente de reconnaitre des formes simples. 
En 1959, le reseau Adaline congu par B. Widrow met en action des filtres adaptatifs 
pour mesurer I'6volution. Cette architecture informatique ne se programme pas avec un 
logiciel mais garde une trace des exemples qu'on lui presente. 
- L'apprentissage supervise 
Le principe est d'61iminer les differences entre les entrees et les sorties et par 
"apprentissages" successifs stabiliser les etats collectifs de toutes les unites du reseau en 
calculant le degre d'influence mutuelle entre chaque el6ment. On donne par exemple en 
entree 1'image d'un chiffre et ala sortie son code binaire correspondant. 
Chaque processeur simple fonctionne comme un additionneur, il calcul son potentiel (v) 
en faisant la somme pondere de ses entrees xj ;  les coefficients de ponderation sont (Cj),  
son etat de sortie est une fonction non lin6aire du potentiel appel6e fonction de 
transfert s = f(v). 
On peut employer un etat de sortie a valeur binaire comme etat discret de sortie 
(echelon de heaviside) qui est calcul6 collectivement d'apres les unit6s voisines pendant 
un temps donne. soit: 
V(t) = £j Cj X j(t) 
s ( t  + t )  =  + 1  s i  v ( t )  >  0  ;  
s(t +*c) = - 1 si v(t) < 0. 
Ncuronu de Mc Culloch-Pilts. 
1) F- Rosenblatt - Principles of perceptrons - ed. USA Spartan, Washington DL, 1962. 
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Cependant, ces machines souffraient k 1'epoque d'un manque de quantification 
math6matique qui aurait permis de maitriser leur evolution, ce qui fait que la recherche 
principalement americaine dans ce domaine s'est tournee vers la manipulation 
symbolique et ce qui s'est auto-designee "1'Intelligence Artificielle". 
Or en 1974, Widrow-Hoff congoivent une methode appelee "retropropagation de 
gradient" qui rend calculable les coefficients de ponderation en fonction des entrees et 
des sorties. 
L'aigorlthm«; 
- Prtjenar un exemple x" ~~ 
- Propager les eaa: z,- f(At) 
- Comparer la sortie eakuJee s11 
la sorne deaiiee yk 
• Endeduiie 1'emur 
c]1- ( sf - yj1) 
• Retro-propaterreneur 
iecoucheN 
- [ Zk Wu(k) /^ ] 1' (Ap i e coxiclie H 
• Modifier les poidi: 
Wa(H)-Wa(K-l)- cW./^  iv 
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1.3 L'utilisation qualitative du bruit et du hasard 
- Le bruit 
Alors que l'on cherche generalement a eliminer le bruit dans Ies theories de la 
communication, les connexionnistes ont valorise son rdle dans les reseaux d'automates 
connectes. 
Partant d'une extension de la theorie de Shannon, H. Atlan (1) a propose la mesure d'un 
phenomene d'auto-organisation par le bruit. II oppose la notion de complexite a celle de 
compliqu6 (2) et theorise un niveau superieur aux formules de Asby et de Shannon 
concernant Pinformation dans un systdme. 
Les theories de la communication sont prises comme niveau de mesure de la complexite 
qui par emboitement introduisent une contrainte k chaque nouvelle etape apportant une 
certaine connaissance en terme de resultat. 
La premidre formule de Asby n'a pas de contrainte : 
H = l o g N  
H est la vari6te et n le nombre d'element different. 
La deuxidme de Shannon introduit une possibilite relative k chaque variable et mesure 
le desordre et 1'homogeneite statique en y ajoutant une probabilite d'emergence de 
chaque cas, cette formule peut etre reduite a la premiere si on a egalite dans les 
probabilit6s. 
jj H = sigma p log p <- f 
La formule propos6 par Atlan introduit une notion de redondance donc 1'expression de 
contraintes connue sur le systdme. 
H = Hmax (1-R) 
1) - Auto-organisation fonctionnelle et creation de signification - Forum COGNITrVA, JUIN 1985. 
2)* complexitd : qui represente une grande varietd souvant synonyme de hasard parce que construit d'une maniere aleatoire (ex : un 
syst6me expert devant les problemes de coherence et de completude). 
* compliqud : presente une complexite apparente mais en fait est de nature ddterministe ( ex : un programme informatique 
encapsule, l'un se deduisant de l'autre etc). 
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H est toujours la complexite sans contraites et mesure Pinformation aleatoire (existant 
par ignorance) que Pon cherche a quantifier. q 
Hmax mesure la complexite qu'aurait un systeme. Avec une redondance nulle, la 
formule se reduit & celle de Shannon. 
La notion de redondance R est introduite par Atlan dans un esprit de complementarite. 
II tente par ce biais d'introduire la mesure de Pauto-organisation ou de Pequilibre 
dynamique dans un systdme d'information. Le bruit peut enrichir Porganisation d'un 
syst&me a un niveau plus englobant par le fait qu'il provoque un forme d'organisation 
micro-structurelle via la redondance (1). Atlan appelle "la signification" cette 
redondance R absente dans la formule de Shannon. 
On peut donc avec cette formule mesurer l'6tat de 1'organisation d'un systeme dont 
Pevolution est dynamique en opposant Paction des deux termes de la formule soit H la 
complexit6 effet perturbateur du bruit et R la redondance, effet organisateur du bruit 
(2) et dejouer les fausses stabilisations dans un reseau d'automate comme celui de 
Conway dans lequel il y a une oscillation reguliere qui n'a que 1'apparence de 
Porganisation. 
1) la rdpdtition du bruit par le fait meme de sa frequence reguliere d'apparition induit une forme d'organisation si on regarde un 
syst6me k une autre echelle. 
2) formule de H. Atlan : 
dH = - Hmax dR + (1-R) dHmax 
dr dr 3r ~ 
- Le hasard 
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La Boltzmann machine (1) realis6e en simulation est un reseau ou chaque processeurs 
est a etat binaire calculant son nouvel etat sous une forme probabiliste -a la maniere de 
1'evolution cinetique des gaz-. Afin d'6tre sur que le r6seau se stabilise selon une valeur 
minimale oscillante (facteur d'equilibre), Kirpatrick (2) a propose d'introduire des 
cycles aleatoires supplementaires apres la premidre stabilisation, ces cycles ayant pour 
effet de "secouer" le r6seau pour etre certain que l'on est bien arrive au bon minimum. 
Appliqu6 au phenomene "chaleur (3) , on a simul6 sur un r6seau (simulant l'air) les 
capacit6s d'auto-organisation, d'apprentissage et d'organisation face a une pertubation 
exterieure (simulant la chaleur). 
Xi-f(Aj) avec A-,wiX-Ik-i...nwikxk X) "Z* 
FIGURE 2: automaie quasHin6aire 
avec difldrentes fonctions f: fonctions S seuil, d saturation ou sigmoTde (fig.3): 
Xi1  
1 
Xi1 
B 
o a y 
t /  
-i 
Ai 
A 
i 
-a 
fonction 4 seuil fonction i saturation fonction sigmoide 
/ / 
Present Model 
Linear Modeling 
Membrane Potentiol (Volts) or "input" 
1) S. Falhmann ; G. Hinton ; J. Sejnowsky, 1985. 
Cette machine porte le nom de Boltzmann , physicien autrichien du 19eme qui a dtudid la thermodynamique selon un approche 
statistique . II est citd par V. Neumann en 1949 :"L'ordinateur du futur sera peut-etre issus de la thermodynamique loin de Vequilibre, 
telle que Boltzmann Ventendait" 
II faut remettre dans son contexte le terme equilibre qui est la une oscillation reguliere evoluant dynamiquement donc oppose aux 
aspects statiques de la logique formelle de l'epoque. 
2) "Optimizing by simulated annealing" revue Science N° 220, N.Y., 1983. 
3) Par lequel on a constatd une rdpartition non reguliere des temperatures de l'air au dessus d'une plaque chauffante. 
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De plus, il faut remarquer que ce systeme thermodynamique a des convergences avec la 
th6orie des systemes dynamiques et chaotiques du mathematicien H. Poincare. Ce 
hasard denomm6 "chaos" est compose d'elements totalement organises apportant une 
solution pour expliquer les reactions d'un systeme perturbe. (1). 
Le modele de Boltzmann serait coherent pour simuler la lente et progressive baisse 
d'energie des hautes vers les basses temperatures ( methode du "recuit simule" ) 
montrant le fonctionnement global du phenomdne d'attraction vers un minimum dans 
un reseau(2). 
L'auto-reference et 1'unicite des formes utilisees independamment des systemes et des 
echelles se conjuguent pour aider les connexionnistes a construire leurs outils de 
simulation. 
J. Hopfield (3) a trouv6 une equation precise permettant de maitriser la dynamique 
d6terministe de reseaux totalement interconnect6s. Le calcul provient des principes 
physiques des systdmes magn6tiques desordonnes. La mecanique statistique permet en 
effet d'expliquer les proprietes d'ensembles constitu6s d'un nombre important de 
systdmes identiques. 
C'est a partir du calcul des moments magnetiques elementaires des aimants (4) que 
JJ.Hopfield a propose une methode pour calculer les regularites des interactions entre 
unit6s. En effet, l'6volution dynamique des etats tend comme les moments magnetiques 
k se stabiliser selon un cycle discret. Ceci a permis de calculer les sorties de chaque 
element du reseau avec des valeurs continues reelles comprises entre deux limites de 
saturation ( fonctions sigmoide). Son caractere lin6aire permet donc sa mesure 
analogique. 
1) Etudid selon differents points de vue par : 
I. Progogine - Physique, temps et devenir - Paris, ed. Masson, 1982. 
R. Thom - Paraboles et catastrophes - Paris : <£d. Flammarion, 1983. 
B. Mandelbrot - The fractal geometrie of nature - W. Freeman <Sd., SAn Francisco, USA, 1982. 
2) On cherche a minimiser une fonction de cout assimilee 4 une energie E, soit pour chaque nouvel etat discret une descente des 
temp^ratures par pas egaux et uniforme. 
3) JJ. Hopfield - Neural and physical systems with emergent collective computational abilities - ed. USA : Proc. Nath. Sci., vol. N°79, 
pp. 2554-2558, April 1982. 
JJ.Hopfield and D.W. Tank - Neural computation of decisions in optimization problems - USA : Biol. Cyber. , N°52, pp. 141-152, 
1985. 
4) DJ. Gross, M. Mezard - the simplest spinglass - Nud. Phys. FSB240, pp. 431-452,1984. 
P. Peretto, "Mdcanique statistique et reseau de neurones formels", Cahier STS, dd. Paris : CNRS, N°9-10, pp. 97-106,1986. 
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Ces m6moires associatives permettent de fournir une reponse plausible k des clefs non 
apprises ou bruitees, ce qui est impossible avec des memoires classiques. 
On peut decrire un etat stable de ce type comme un minimum energetique qualife 
"d'attracteur". Cela revient a provoquer des "trous" aux bons endroits dans le paysage 
electrique du reseau. 
Les reseaux d'Hopfield n'ont pas d'apprentissage a proprement parle mais une 
determination a priori des poids de connexions d'apr&s les contraintes du probleme a 
resoudre. Cet aspect est tendancieux car si le probleme est mal pose les poids aussi et la 
solution optimum s'en trouve faussee. 
- Parallelisme massif et marqueurs actifs. 
La rapidit6 de reaction est due au caractere collectif des calculs. On a constate que pour 
un reseau & N elements la dynamique est de^N* et pas 2^ 6tats comme on l'imaginait, le 
nombre limite de cycles est donc infime (500 pour un reseau de 1 million d'elements) 
(1). Cet aspect a permis & JJ.Hopfield de r6soudre un probleme d'optimisation (NP-
complets) avec ce reseau sans explosion combinatoire.(2) 
1) G. Weisbuch "Systdmes ddsordonnds et comportement gdnerique", Cahieis STS N°9 pp. 80,1986. 
2) "The traveling Salesman problem" : un voyageur de commerce doit faire une tournee en passant par n villes ; il doit trouver le 
trajet le plus court en passant qu'une seule fois par ville. 
A noter que B. Angeniol a utilis^ le principe des cartes topologiques de Kohonen pour optimiser les solutions & ce probleme via un 
algonthme lineaire du nombre de ville, ce qui donne un apprentissage tres rapide ( quelques heures sur une station de travail pour un 
probleme avec 1000 villes). 
B A 
z 
O J r  
0-. 4 0=271 
0 02 34 0 6 08 1 
Fig. 3a^-c. a. b Paths 
random cities. The e: 
city names .4 . . .  J  use 
found using a two-st: 
Uimportance de ce type de reseau est sa capacit6 d'auto-organisation. Celle-ci se 
modelise assez bien en utilisant un reseau d'automates booleens dans lequel chaque 
elements peut avoir deux etats (0 ou 1 par exemple). Son etat interne est le resultat d'un 
fonction bool6enne de deux variable d'entree. Chaque unite regoit un nombre de 
fonctions booleennes possibles (16). Elle regoit donc deux entrees en provenance de ses 
voisins et envoie son etat interne a ses deux autres voisines. 
Si on construit un reseau fait d'une matrice de connexions 16 *16 refermee sur elle-
meme de fagon a ce que toutes les unites soient connectees entre-elles (un tore). On y 
distribue les differentes fonctions booleennes possibles selon des conditions aleatoires. 
1'encropie  d 'un jutomate probubi l is te  de matr ice  dc t ransi t ion A est  
Hf A) = -  wjj  a j j  log aj j  
La capaci te  d  un automate probabi i isce dont  les  matnces  de t ransi t ion associees  
aux s ignaux d 'entre 'e  yj  sont  A (>;)  es t  deMnie par  :  
C(A) = sup Z Hfp(yj)  Aiy, i j  -  Ep{Yj)  H{A(yj)]  
P 
ou la  borne supe 'neure est  pr isc  par  rapport  a  [ouces ics  dis tnbucions de probabi luc p 
sur  l 'ensemble des  s ignaux d 'cnrrcc V = yj  
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D  =  4  5 5  0 * 2  8 3  
0 2  0 4  0 . 6  0 8  0 . 2  0 . 4  0 6  0 8  1  
found by thc analog convcrgcncc on 10 
(ample in a is also the shortest path. The 
d in Fig. 2 are indicated. c A typical path 
ite network instead of a continuous one 
D - 4  2 6  0  =  5 . 0 7  
0 2  0 4 0 6 0 3  1  0  0 2 0 4 0 6 0 8  0  0 2  0 4  0 6  0 6  
Fig. 4a-c. a A random tour for 30 random cities. b The Lin-
Kernighan tour. c A typical tour obtained from the analog 
network by slowing increasing the gain 
Ce melange de procedure probabiliste et deterministe provoque une structuration en 
sous reseaux oscillants separes d'elements stables. 
Soit pour 150 conditions aleatoires ou les 
stables. 
150 sont des automates oscillants et les 0 
0  0  4 9  4 9  4 9  1 5 0  0  0  1  4 8  1  4 8  1  4 8  1 50 1 50 1 50 1 50 1 50 
1  4 6  0  4 9  4 9  1 5 0  1  5 0  0  0  1  4 9  1  4 8  1  4 8  1 5 0  1 5 0  1 5 0  1  5 0  1  5 0  
1  4 6  1  5 0  1 5 0  4 9  1 5 0  1  5 0  6 4  1 5 0  1  4 8  1 4 8  1  2 8  1 5 0  1 5 0  1  5 0  1 5 0  1 5 0  
1  4 6  1 5 0  1 5 0  1  5 0  1  5 0  1  5 0  1 5 0  1 5 0  1  4 9  1 4 9  1  3 8  1 4 9  1 4 9  1 5 0  1 5 0  1  4 6  
2 0  5 6  7 8  8 2  1 5 0  1 5 0  1 5 0  1  5 0  1  5 0  1 4 9  1  3 8  1  3 4  1  4 9  1  5 0  1  3 2  1  3 2  
1  3 2  7 1  8 5  7 4  5 8  1  5 0  1  5 0  1  5 0  1  5 0  1 5 0  1  3 8  1 5 0  1  5 0  1  2 2  1  3 3  1 3 1  
1  3 3  1  7  8 4  8 4  8 4  1  5 0  1  5 0  7 1  7 1  4 1  3 3  1 5 0  1 5 0  1  1 8  1  3 3  1 3 1  
1  4  
1  1  
1 6  9 7  8 4  8 1  0  0  7 0  7 0  6 9  3 3  1 4 2  1  4 2  1  3 0  1  3 0  1  3 0  
6 8  9 3  9 1  7 8  6 9  0  0  7 0  6 9  7 0  9 4  1 4 1  1  2 5  1 2 8  9  
6 0  5 8  7 1  8 5  6 1  6 3  1  3 2  1  7  7 0  6 9  1  4 0  1  4 0  5 1  5 3  1  3 0  6 2  
6 4  8  9 3  9 1  8 3  6 9  1  3 2  1  3 2  0  0  1  4 0  1  4 0  1 3 2  1  4 4  6 2  
6 3  8  9 7  8 4  8 1  6 0  1  3 2  1  3 4  0  0  1 4 2  1 4 2  1  4 4  1  4 4  6 7  5 9  
1  5 0  1  5 0  7 3  9 1  7 0  8 1  1  4 8  1  4 8  1  4 5  1 5 0  1 5 0  0  1  4 4  1  4 4  6 1  6 0  
1  5 0  1 5 0  7 8  5 7  7 5  7 7  1  4 8  1  4 8  1  4 5  1  5 0  1 5 0  0  1 1 6  6 0  6 0  1 5 0  
4 9  4 9  0 0  0 0 I  4 8  1  4 8  1  4 8  1  5 0  1 5 0  1 5 0  1 3 1  1 5 0  1  5 0  1 5 0  
0  4 9  4 9  4 9  0  0  0  0  1  4 8  1  4 8  1  4 8  1  5 0  1 5 0  1  5 0  1  5 0  0  
Une analyse plus fine permet de mieux comprendre les reactions asymptotiques de ce 
type de reseau en provoquant une sequence aleatoire de 0 et 1 pendant un intervalle 
superieur & deux periodes qui fait alors office de bruit. 
endroit ou a ete presente du bruit (2.1.) 
endroit ou 1'element s'est stabilise (1.16.) 
- 1 - • - 0 0 1  1 1 1 1 1 1 0 
• - 1 - 1 1 0  0  1 1 1 1 1 -- 1 1 1 0 0 0 0 1 0 1 1 1 0 0 - 1 0 0 0 0 0 0 1 1 1 1 1 0 
• - 0 0 0 0 1 1 1 1 1 
- 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 1 1 0 0 0 0 1 0 1 1 0  0  1  1 0 0 0 1 1 0 1 1 1 0  1  1 1 0 0 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1  0 1 1 1 1 1 1 1 1 1 1 1  0 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 0 0 1 1 1 1 1 1  1 0 0 1 1 1 1 0 0 - 1 0  0  1  1 0 1 1 1 1 0 
Figure 6-b L o  f i g u r e  r e p r e s e n t e  l o  s t r u c t u r e  d u  
p s e u d o  c y c l e  h r n i t e ,  o p r e s  q u  o n  e i t  i n s e r e  d u  b r u i t  
s i m u l t e n e m e n t  o u x  n o e u d s  ( 1 , 4 ) , ( 2 , 1 )  e t  ( 5 , 2 )  *  
U n e  v a l e u r  O s i g n t f i e  q u e  1  e l e m e n t  a  e t e  s t a b l e  
p e n d a n t  l e  c y c i e  i i m t t e ,  i  q u  i i  a  o s c i l l e  
-  r e p r e s e n t e  l e s  p o t n t s  v o i s i n s  d e s  p o i n t s  d  m s e r t i o n  
d u  b r u i t  
/ 
Ce qui fait dire k H. Atlan que l'61ement qui a changejf d'6tat selon une certaine 
sequence a "reconnu" celle-ci. 
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En effet, selon une analyse detaillee ne concernant que cette etape , D est un element 
de sortie (1,16), A d'entr6e (2,1), B.C.E. les unit6s connectees k D responsables de son 
etat. Le passage k 1 de C est du & la reception d'un 0 k sont entree provenant de E, or il 
faut selon sa fonction booleelle qu'il regoive un 1 de B dont la fonction est NON-ET. B 
doit pour rester oscillant ne jamais avoir d'entee oscillante en meme temps, vu 
1'oscillation de C, il suffit d'envoyer a A un message compose de 0 annulant les 1 de C 
pour stabiliser D. 
•  E  ( s t o D i e  e n  0  )  
sortie 
C  o s o l i e  o v e c  u n e  p e r i o d e  8  e t  r e p e t e  l o  s e q u e n c e  d  e t o t s  
0 I 0 I 0 I 10 
\  E  0  1  
0  
\ 
0  0  
1  0  
a 
e n t r t e  
\ A 
c\ 
0 1 
0 
1 
1 1 
1 0 
Une classe de sequence pseudo-aleatoire est donc reconnue par ce systeme. Ce modele 
peut donc reconnaitre deux sortes de message celui qui aurait ou pas un "sens". 
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1.4 Modelisation actuelle 
II s'agit ici de reconnaitre les filiations qui existent entre le modele presente et les 
machines realisees. Les elements qui composent un systdme connexionniste sont: 
a) trois composantes materielles 
- un graphe complet (un reseau totalement connecte), 
- un reseau complet de memorisation (utilisation de la propriete de delocalisation de 
1'information), 
- des commutateurs non lineaires (1'unite qui transite permet d'associer une sortie 
bistable a des entrees analogiques selon des lois non lineaires). 
b) trois composantes dynamiques : 
- maintien du signal d'entree par boucle auto-referentielle (theorie cybernetique du 
"feed back"), 
- propagation de voisinage de proche en proche (rythmee par un voisinage topologique 
selon la nature ondulatoire de 1'emission), 
- situation periodique du reseau par auto-organisation. 
Implementer un reseau c'est modeliser un ensemble d'unite de base - automates 
connectes entre eux - , definir une architecture gen6rale - couche entree/sortie - et 
preciser les parametres de fonctionnement: 
-la fonction de seuil, 
-les sources d'information, 
- les regles d'apprentissage qui decrivent 1'evolution des coefficients de connexion en 
fonction du temps. 
Nous avons alors le choix au niveau materiel entre les simulateurs des laboratoires de 
1 
recherche : 
Societe Produit Description Prix 
PDP 
Carnegie Mellon 
Stanford 
Explorations in Parallei 
Distributed Processing 
Livre • 2 disquettes 
Essentiellement didactique 
30$ 
(01/89) 
ROCHESTER 
University 
Rochester 
Connectionnist 
Simulator 
2 versions 
1 - Multiprocesseur BNN 
2 - VAX ou SUN 
150$ 
(08/88) 
BR0WN 
Un. of Colorado 
at Boulder 
Brain State 
in a Box 
n/c 
UCLA SPHINX 
Machine Vision Labs 
En cours pour diffusion n/c 
Produiti "tout logiciel" 
Societe Produit Description Prix 
Neural systems 
Vsacouvgr 
Awareness Logiciel de simuiation sur IBM PC 
4 types de resaaux 
275$ 
(1988) 
Nsuronics 
Cembridge (MA) 
Mac Brain Logiciel de simulation 
pour Macintosh 
200 elements - 40000 connexions 
250$ 
(1988) 
Nwtor 
Proridence (RI) 
Nestor Writer . 
Nestor MDS 
Nestor AES 
3 Logiciels pour 
SUN - Apolio - PC AT 
Saisie de texte manuscrit 
Developpement d'applications 
en reconnaissance de formes 
Prediction de risques par systeme 
expert adaptatif 
1295$ . 
(1988) 
25000$ 
(1988) 
Msrtingaie rsh. 
Houston (TYX) 
Syspro Simuiateur PC AT 
5000 connexions 
Reconnaissar.ce de signaux 
n/c 
Al Were 
Cleveland (OH) 
Neurai Works 
Explorer 
Simulateur de reseaux 
5000 connexions 
PC AT-XT PS2 400$ 
(1989) 
Professionai II 425000 connexions 
PC/AT 
Sun3, Sun4 
2000$ 
(1989) 
5000$ 
(1989) 
Produit Description 
Mark III, IV Systemes de simulation 
de reseaux de neurones 
Contr61e de trafic aerien 
Reconnaissance d avions 
Plato/AristotJe Processeur reseaux de neurones 
Systeme expert de traduction 
de langues naturelles 
Compacq 286 et 386 
Systeme de gestion des reservations 
aeriennes 
Evaluation de risques financiers 
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Les produits sur ordinateurs classiques avec cartes speciales : 
Produits "matiriel + iogiciel" 
Societe Produit Description 
Human Devices 
New York (NY) 
Carte Parallon • Envircnnement de deveioppement 
PC et Accelerateur 
- Compiiatcur devermineur 
- Carte d'acce!eration 
8 Processeurs NEC 
jusqu'a 8 cartes par PC 
AI Ware 
Cleveiand (OH) 
AINET Environnement de developpement 
PC • Accelerateur 
- logiciel d'appiication 
- carte d'acceleration 
HNC 
Neurocomputer 
San Diego (CA) 
ANZA 
Environnement de developpement 
PC • Accelerateur 
- Compilateur + devermineur 
- carte d acceleration (68020) 
SAIC 
Tucson (AZ) 
SIGMAl Ejivironnement de developpement ; 
PC + accelerateur j 
Texas Instrument 
LHUas (TX) 
Odyssey Carte processeur pour 
Station explorer 
Reconnaissance de la parole 
TIRF 
Grenoble 
Crasy Architecture multiprocesseur 
reconfigurable 
Mais ces systemes simulent sur des machine classiques et ne permettent pas.de 
beneficier des avantages du moddle qui sont : 
- un traitement reellement parallele, 
- une grande rapidite de reaction, 
- une insensibilit6 au bruit, 
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- une resistance aux pannes due a la redondance des unites. 
L'implementation exploitant la technologie VLSI (Very Large Scale Integration) est une 
voie plus interessante mais la diversite des possibilites oblige a definir et cibler le type 
de probleme k resoudre et de concevoir un systeme dedie k celui-ci. Les choix doivent 
aussi se faire a propos de la structure du reseau : mono-couche/multi-couche, bouclee 
ou non. 
Les architectures non bouclees sont qualifiees de statiques parce que la sortie est 
obtenue apres 1'application du signal d'entree ; elles servent principalement au signal -
classificateur, filtre, predicteur - mais leur apprentissage reste tres lent, ce qui fait que 
l'on rentre souvent le prototype en meme temps qu'en phase d'utilisation. 
Neuroiiei de »<«tle 
Nfuronrs cerk*s 
R*<«»pleurs d'efitr*e 
: R&eau non boucld 4 unc couche cach<5c. 
Sortic (6lat du rdscau) 
a i • 
Entrfa 
R6scau boucld nans neuronca cacli6s. 
Les reseaux boucles sont dynamiques parce que leurs sorties tiennent compte des 
donnees d'entr6es et des donnees internes. 
On peut realiser des memoires associatives comme celles d'Hopfield, qui memorise une 
trace prototype que l'on retrouve lors de 1'utilisation meme si on entre des versions 
incompletes ou deformees. 
Sortlcs 
(Lcs ncuroncs 3, 4 c* 5 sonl "cacltfa") 
R^scau dc ncurvncs boucld . 
Des reseaux boucles plus complexes ont ete etudies (1) dans lesquels 1'apprentissage ne 
concerne pas tout le reseau et ou des couches "cachees" calculent sans que l'on controle 
leurs etats. 
Par ailleurs, un reseau reagit selon la nature des elements qui le composent (processeur, 
VLSI, resistance) et de la fagon dont on realise 1'apprentissage. 
De plus, on peut choisir le type de representation des donnees : analogique ou 
numerique. 
L'analogique semble actuellement plus utilise pour la sommation des donnees et les 
fonctions non lineaires. Le numerique est une bonne solution pour realiser les elements 
de memoire ( memorisation des coefficients) (2). 
On peut choisir enfin le role du reseau, ses capacites a realiser l'apprentissage et la 
reconnaissance, un systeme pouvant aussi bien apprendre sans reconnaitre, la 
reciproque n'est pas verifiee. On ne saurait dire quelle sera 1'implementation ideale car 
il est actuellement difficile de faire la connexion materielle entre toutes les unites. 
Un calculateur paralldle comme la connection machine de "Thinking Machine Corp." 
peut etre un outil de simulation interessant mais elle n'est en fait qu'un calculateur 
surpuissant dont on se demande aprds coup k quoi il peut servir. Hinton et d'autres ont 
eu la demarche inverse qui est de partir du probleme afin de definir une architecture de 
machine adequate. 
Une impl6mentation interessante a ete realisee sur une machine composee de 
"transputers". Cest une puce construite avec une ou plusieurs unites de calcul d'une 
1) A. J. Robinson ; F. Fallside - Neural networks from models to applications - eds IDSBT, Paris, 1989, pp. 541. 
2) F. Blayo "Tour d'horizon sur les implementations de reseaux de neurones" Universite d'et<5 QRILLE, LYON I, INSA LYON, 
Juillet 1989, pp. VII-3. 
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memoire interne ainsi que des liens d'interconnections. Elle a ete congue pour executer 
directement du code machine que l'on programme comme un ordinateur normal avec 
des langages symboliques(i). Chaque "transputer" est relie a quatre autres autorisant un 
calcul parallele limite dans le sens ou chaque unite ne calcule qu'avec les informations 
de renvironnement immediat. Ces machines sont malgre tout de bons calculateurs 
matriciels et simulent assez bien les reseaux d'automates (2). 
Une autre solution est d'utiliser le paralldlisme des systemes optiques en exploitant les 
particularites des hologrammes (3) pour la representation des connaissances donc la 
memoire. L'implementation la plus proche du moddle est en etude dans les laboratoires 
Bell de ATT depuis 1986, les calculs sont effectues sur les valeurs electriques de 
resistances. Selon BELL les comportements semblent insensibles aux defauts de 
connexions, ce qui founit une resistance aux pannes et au bruit de bonne qualite. 
Uengouement outre-atlantique pour ce type de r6seau(4) ne doit pas gommer les 
problemes qui r6sistent, meme si des personnalit6s comme G. Lunch, C. Mead ou F. 
Fagin ont constitue un "start up" en 1986 sur cette architeture, beaucoup de choses n'en 
sont qu'au stade de la recherche experimentale. Uapprentissage dans le cas de reseaux 
boucles avec des elements caches n'est pas encore maltris6. 
On peut suivre G. Hinton quand il rappelle les limites des systemes connexionnistes : 
- Y a t-il toujours convergence ? 
- la stabilisation est-elle toujours la bonne ? 
- comment calculer le bon poids des connexions ? 
auxquelles je rajouterais comme remarque : 
- peut-on impl6menter un reseau avec des aspects g6neralistes ? 
dans la n6gative, on est limite au specifique. 
1)Le langage congu pour ces unites est Occam, mais on peut l'utiliser en C, Pascal, Fortran, Lisp, Prolog, Ada, suivant la construction 
des compilateurs. Occam est un langage issu du modele CSP( Communicating Sequential Prcesses) ddveloppe I Oxford par l'£quipe 
CAR de Hoare. Ce nom Occam reflete une maniere de programmer et la philosophie d'un franciscain Guillaume d'Ockham (1270-
1349) plus connu pour son principe du rasoir par lequel il ne faut pas multiplier les entitds au deli de ce qui est necessaire "Entia non 
sunt multipUcanda praeter necessitatem". 
2) Ces machines sont utilisees 4 1'EiSPCI de Paris et au CENG ainsi qu' a l'IMAG de Grenoble. 
3). L'ESCPI de Paris et et le GESSY de Toulon ont un projet commmun de calculateur optoelectronique depuis 1987. 
4) 1'augmentation des entreprises fabriquant des systdmes matriciels a presque 6t6 multiplie par 8 depuis 1985, selon Micn>systeme 
d'Octobre 1987. 
ORDINATEURS CONVENTIONNELS NEURO-ORDINATEURS 
NUMERIQUE/TEMPS DISCRET 
Traite des mformations codees en 0 et 1 pour 
la precision par commutation de pones logi-
ques synchronisees par les pulsations d'une 
horloge. 
CALCUL SEQUENTIEL 
Un seul processeur traite sequentiellement 
quelques biis de donnees de la zone memoire. 
MEMOIRE LOCALISEE 
Enregistre 1'information dans une zone de-
diee a la memoire. L'adresse physique per-
met de retrouver facilement chaque donnee. 
LOGIQUE BOOLEENNE 
Prend des decisions OUI/NON basees sur 
des fonctions logiques. 
RESULTAT EXACT 
Trouve des reponses precises a un probteme 
dans des delais parfois prohibitifs. 
PROGRAMMABLE 
PAR INSTRUCTIONS 
Mampule les donnees de maniere strucruree. 
Les operations sont toujours sous controle et 
les resultats previsibles. Adapte a 1'execution 
de taches sequentielles. Dur a programmer 
par experience. 
SENSIBLE AUX PANNES 
MATERIELLES 
La defaillance d'un seui composant de la ma-
chir.e peut avoir des consequences catastro-
pniques. 
ANALOGIQUE/TEMPS CONTINU 
Traite des informations codees par des si-
gnaux analogiques continus, de basse preci-
sion, par transmission dans un reseau de pro-
cesseurs, en temps reel. 
CALCUL MASSIVEMENT PARALLELE 
Les unites de traitement interconneaees trai-
tent toutes les donnees en meme temps. 
MEMOIRE ASSOCIATIVE 
DISTRIBUEE SUR LE RESEAU 
Enregistre Vinformation de maniere repanie, 
par ia modification des poids des connexions 
du reseau. Chaque donnee rappelie automati-
quement les mfonnations qui iui sont reliees. 
LOGIQUE FLOUE 
Prend des decisions ponderees a partir de 
donnees floues, incompletes ou contradictoi-
res. 
RESULTAT APPROCHE 
Trouve rapidement de bonnes solutions ap-
prochees pour des problemes tres complexes. 
PROGRAMMABLE 
PAR L'EXPERIENCE 
Formule de maniere spontanee ses propres 
methodes de traitement de !'information par 
auto-organisation lors de Padaptation des 
connexions. Ma! adapte a la programmation 
sequentielle, car les recursions et les boudes 
sont dures a implementer en termes de re-
seaux. 
TOLERANT VIS-A-VIS DES PANNES 
MATERIELLES 
Les penormances se degradent graduelle-
ment en fonction des defaillances des compo-
sants, car 1'information et le tranement sont 
distribues sur piusieurs unites. 
inteiligcnce Artifxiclic Connexionnismc 
svmbolicuc 
Represcntation e: re;;les de haut r.iveau de bas niveau 
de transformation : 
- granulariK dlcvti faibic 
- narnit dcs informations complcxe surtout numdnque 
circulant dans le systiir-c 
Transparenie : elevec quasi nullc 
- pcuvoir explioaf potenricUetrcm bcr. tres limitd 
- utilisarion dc I2 ihcoris namreUc trts difficiie 
dudomaine 
Souplesse : faiblc bonne 
- explcitanon dc donr-ces diiccilc cxccUentc 
"corrompucs" 
- adaptadon au cor.rexte limitfc naarelk 
- rfsinance aux "fautes" l mauvazsc bonne 
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- comment peut-on faire fonctionner d'une maniere complementaire un reseau 
connexionniste et un ordinateur classique ? 
- devons nous comparer les possibilites des deux architectures en utilisant les memes 
criteres ? 
Leurs modeles conceptuels semblent s'opposer et il est plus serieux d'associer les 
traitements au modele le plus adequat et d'essayer un couplage complementaire dans 
les applications qui le necessitent. 
Si on prend en exemple un probleme d'optimisation combinatoire, on arrive a un temps 
d'application 6quivalent pour les deux systemes : 
Avec un ordinateur classique la conception est relativement rapide - algorithme de 
Branch & Bound - mais le calcul est tres long et risque 1'explosion combinatoire. Par 
contre un reseau connexionniste est tres qualitatif dans son temps de calcul arrivant a 
une solution optimum tres rapidement, mais il perd son gain dans la conception 
specifique et obligatoirement dediee de son architecture materielle. 
Conclusion : le temps est globalement le meme mais certains aspects se revelent 
puissants et dignes d'interets si on les appliquent bien en relation aux problemes poses. 
1.5 Applications linguistiques 
L'originalit6 des reseaux connexionnistes serait la capacite a former des concepts 
en grande quantit6 et une gestion parallele de ceux-ci. Ils peuvent compacter des 
donnees floues, braitees, ambigues et en extraire des representations pour le niveau 
symbolique qui seraient traite par des r6seaux s6mantiques. 
Cette orientation permet d'apporter une solution 616gante aux probldmes des processus 
inductifs et associatifs utilises par les experts par exemple. Elle permettrait aussi de 
g6rer une forme de contexte d'un point de vue dynamique. 
Dejk des chercheurs ont utilis6 cet outil pour realiser des 6tudes touchant a la 
reconnaissance de la parole et des formes. 
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Les laboratoires BELL de ATT ont fait un systeme de lecture de code postaux 
manuscrits a l'aide d'un reseau compose en VLSI mixte analogique-numerique qui 
donne une caracteristique topologique des chiffre communiques a un classificateur 
servant ensuite de trace k la reconnaissance. Les performances sont comparables aux 
methodes habituelles de classification (1). 
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ans le reseau.De plus, la machine va memoriser ce nouvel 
lement dans ses memoires. 
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On a realise ce type de classification en utilisant un groupe de reseaux connexionnistes 
multicouches traitant directement les representations en pbcel. Or celui-ci obtenait 12% 
1) H.P. Graf; W. Hubbard - Neural networks from models to application - in Peisonnaz, Dreyfus eds, IDSET, Paris 1989, pp.725. 
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de rejet et 1% d'erreur a partir d'une base de donnees de plusieurs millions de 
caractdres (1). 
Ce type de reseau a servi a preciser les phenomenes de perception visuel ainsi que les 
relations du cerveau avec les yeux. On a fait recevoir des informations concernant les 
bords d'une figure et a un deuxieme niveau concernant le centre focal de 1'attention. 
Uinterconnexion entre le centre d'attention et les bords a rendu possible la 
reconnaissance.(2) 
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De plus, il semble que la similitude des reactions du reseau et de ce qui se passerait 
dans le cerveau ne soit pas absurde. L'evidence lineaire additive serait une propriete 
1)L Guyon ; Poujaudl ; L. Personnaz ; G. Dreyfus ; J. Denker et Y. Lecon, international joint conference on neural networks, in 
Proceeding of the IEEE, Whashington, 1989. 
2) Kienker; J.Sejnowski; E. Hinton ; L. Schumacher 
- Separating figure from ground with a parallel network - Perception N° 15, pp. 197-216,1986. 
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generale du systeme de perception (1). Ce reseau connexionniste est plus efficient et 
plus robuste au bruit qu'un systeme a chute de gradien (2). 
Concernant la reconnaissance de la parole Kohonen (3) a utilise des cartes topologiques 
avec un reseau connexionniste. II a construit un reseau avec apprentissage en 
competition dont le principe est 1'inhibition laterale, son fonctionnement dynamique 
tend vers une excitation par ilots sensibles k des motifs. L'apprentissage renforce la 
specialisation des liens par exclusion mutuelle en decouvrant des proximites et des 
recouvrements partiels entre classes de motifs. 
L'algorlthme: 
Pieseneruaexemple xk» (xk ..., x" ) 
- DetermiMr la cellule i(X) U. plus 'seiuible*: 
llx"- w»,l-Mto.|xk_W| 
<*) i i 
• Modifler les poids des ceEules du voisinaze 
Nfc de la ceflule Xk): 
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Une unite apres stimulation va avoir une action inhibitrice sur les cellules voisines, l'une 
d entre elles sera plus stimulee que les autres, elle va donc renforcer son poids et exiter 
ses voisines a la baisse. II faut remarquer que ce reseau ne fonctionne bien que sur les 
sons qui ont de 1'energie donc principalement les voyelles. 
Par ailleurs, une experience interessante s'est faite k 1'universite J. Hopkins (Maryland, 
USA) avec T Sejnowski et C. Rosenberg, ils ont utilise un reseau connexionniste pour 
convertir du texte en son equivalent oral (4).L'apprentissage du reseau s'est fait en 
reglant les coefficients entre elements pour faire correspondre la chaine de caractere 
d'entree et les phondmes correspondant en sortie. La couche d'entr6e examine 7 
caract&res d un texte k la fois ce qui donne avec le nombre d'unit6 du reseau 18 629 
1) G. Sperlig - Image processig in perception and cognition " in Physical and Biological Processing of images, eds J. Braddick, AC. 
Sleigh, Berlin Springer, pp.359-378. A noter que l'on retrouve aussi la meme analyse chez Pillsbury en 1897 a propos de la perception 
visuelle des mots. 
2) Ballard ; G. Hinton ; Sejnowski" Parallel visual computation" in Nature N°306, pp. 21-26, London, 1983. 
3) T. Kohonen - Representation de l'information sensorielle par cartes auto-organisatrices - colloque COGNinVA, CESTA, Paris, 
Juin 1985. 
4) Netalk", Micro-syst6me , Octobre 1987, Ils ont utilisd un syst6me comj&^ de 309 eldments interconnectds et organisds en trois 
couches. 
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connexions variables. Uapprentissage d'un dictionnaire de 20 000 mots a necessite une 
semaine de calcul. Avec 1'aide d'un synthetiseur de parole en sortie, la machine rendait 
une version orale assez surprenante. 
Cette etude a mis en valeur les processus d'auto-organisation des couches cachees qui 
opSrent une classification des regles de prononciation de chaque groupe de lettres, 
isolant les exceptions. 
Mais pr6cise Sejnowski le reseau ne comprend pas le texte. 
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Figure 1. A few of the neighbors of the node for the letter "t" in the first position in a word 
and their mterconnections (McClelland 8 Rumelhort, 1981). 
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D'autres chercheurs comme Lippman ou Waibel (1) ont realise des systemes de 
reconnaissance de lettres a l'aide d'un reseau non boucle possedant deux couches 
d elements cachees c|ui donne pour Ia reconnaissance des "B", "D", "G" des resultats avec 
des taux d'erreurs de 1,5% pour 1200 exemples (600 pour l'apprentissage, 600 pour le 
test), alors qu'avec un systeme utilisant une chaine de Markov il y a 6% d'erreur. 
II existe des contraintes mutuelles dans la reconnaissances des lettres qui modifient 
1 analyse d un mot vis-a-vis d'un autre et lorsqu'il y a ambiguite nous explorons 
simultan6ment toutes les solutions jusqu'a ce que toutes les contraintes aient ete prises 
en compte, alors Pequilibre energetique correspond k ce qu'on appelle la bonne 
solution. 
Pour traiter la reconnaissance des mots , il a ete realise un reseau dont chaque unite a 
des interactions excitatoires et inhibitrices representant differentes hypotheses d'entree 
k differents niveaux d'analyse (2). 
Postulant que deux hypothese compatibles se soutiennent (la lettre T et le mot tracteur) 
et qu' a 1'inverse deux solutions incompatibles s'affaiblissent ( T avec le mot champs), on 
arrive & une seule solution de la lecture d'un mot incompletement represente. 
Par ailleurs, 1'etude du traitement semantique de la langue naturelle a et6 commenc6e 
avec cette architecture. Malgr6 le rdle central donn6 a la s6mantique Waltz et B. 
Pollack (3) ont mis 1'accent sur le fait que la capacite de 1'etre humain k resoudre 
1'ambiguite du langage n'est pas ou peu differente des facultes de reconnaissance des 
"I) R.P. Lippman, Neural Computation , 1989. 
A. Waibel, T. Hanazana ; G. Hinton ; K. Shikan et KLang, Trans. Accoust. ,IEEE, Specch Sinal Processig.1990. 
2) J- L. MC Qelland ; D.E.Rumeihart; G. E. Hinton - par allel distributed processing : exptorations in microstructure of cognition -
MIT Press, Bradford Books, 1986. 
Les auteurs ont appeld ieur machine " traitement parallele reparti" afin de se distinguer de 1'approche de J. Felman et Ballard et sans 
doute pour dviter la mdtaphore biologique. 
3) D.L. Waltz ; J.B. Pollack - A strongly interactive modei of natural language interpretation - Cognitive Science N° 9, pp. 51-74,1985. 
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formes. Ainsi au lieu d'utiliser un reseau de transition augmente (ATN) de Woods ou 
un analyseur deterministe de Marcus, ils ont couple un reseau semantique avec un 
reseau connexionniste. Ce dernier traite simultanement les differents sens des mots 
d'une phrase jusqu'a ce que les associations collectives arrivent k une position stable. 
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D.L. Waltz ; J.B. Pollack - A strongly interactivc model of natural language interpretation 
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CONCLUSION 
1.1 De la specificit6 du langage 
L. Wittgenstein est oblige dans sa reflexion (1) de soumettre la combinaison d'objet 
mentaux que forme la proposition logique & 1'epreuve du reel pour savoir si elle est 
vraie ou fausse, donc de comparer une sensation avec le percept primaire trace dans le 
cerveau. 
II est important ici d'essayer de percevoir a quoi correspond le langage dans le cerveau 
et nous nous baserons sur les observations et les mesures physiques des sciences neuro-
physiologiques et biologiques. Le langage se mat6rialise en fait dans Factivation de 
diff6rentes couches de neurones du cerveau humain. Celles-ci sont soit les aires 
sensorielles primaires et secondaires, s'il s'agit de choses materielles, soit le cortex 
frontal s'il s'agit de concepts abstraits. 
Le langage sert k traduire les stimulis en notion interne, le cerveau en reaction cherche 
un etat viable -donc stable- qui correspond a une nouvelle notion que le langage peut 
retraduire en processus externe. 
L'op6ration generatrice "d'idees nouvelles" ou hypothetiques -de 1'ordre de 1'imaginaire-
proviendrait du caractdre dynamique des combinaisons que peuvent faire les neurones 
oscillateurs entre eux. Tout se fait dans une action selective de comparaison qui fait 
rentrer les associations neuronales en resonance ou en dissonance avec ce qui est perqu 
de l'ext6rieur dans le cas de choses materielles et motrices ou par la comparaison des 
assemblees de neurones dans le cas de concepts. 
1) Tractatus logico-philosophicus (1921) ed. Paris : Gallimard. 
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L'activit6 du cerveau serait donc le resultat de couplage dynamique sur des matrices 
dejd. connectees. Ces branchements s'effectuent k des <§chelles de temps diff6rentes (1). 
Ce qui nous apparalt inne ne serait en fait que le r6sultat de 1'adaptation sur un espace 
de temps trds long, tout dans le cerveau ne serait que branchement de neurones 
dynamiques, et ceci relativise la contreverse de l'inn6 et de l'adaptionnisme (2). 
scissure 
de Aofando 
scissure 
oerpendlculairB 
exteme 
& 
scissure obe temooral lobe occioita caicanne 
scissure 
de Syivius 
1) Les interconnexions rapides sont contraintes par un mode de cablage pnf-existant qui dc fait impose " sa grammaire " ou sa trame, 
mais ces branchements resultent eux-memes d'un long processus de va et vient entre l'exterieur et l'intdrieur de tout 1'organisme 
vivant meme animal. Bien qu'il soit transmis par l'ADN et qu'il nous paraisse fix< cc cablage s'est fait d'une maniere dynamique sur 
une dchelle de temps incommensurable avec notre perception et continue sans doute 4 se modifier. 
R. Kalil" La formation des synapses dans le cerveau" in Pour la Science N°148, F6vrier 1990. 
2) J. P. Changeux ; A. Danchin - selective stabilization of developing synapses as a mechanisme for the specification of neuronal 
networks - Nature, N°264, pp. 705-712,1976. 
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La codification langagiere semble bien pauvre face a la qualite des images mentales 
realisees d'ou 1'expression concernant "1'arbitraire des signes"(l) mais Factivite de la 
langue naturelle reste un bon interface avec le cerveau afin de tenter de comprendre son 
fonctionnement. 
- 1'oral 
1'orale peut avoir une caracteristique qualitative. selon A. Danchin (2) il existe des 
structures liees au support du sens mais dont 1'organisation est independante de ce 
dernier. 
C'est Fapparition ou la disparition selective d'une classe de connectivite entre neurones 
au niveau des axones/synapses qui donne &. 1'humain la capacite du langage evolue. Ces 
modifications specialisent une topologie permettant 1'adaption k un langage complexe. 
Le principe de connexion/deconnexion pouvant s'assimiler aux structures independantes 
du sens (la syntaxe) sur lequel s'ajoute une stabilisation selective dont 1'equilibre face a 
1'exterieur provoque du sens. 
Les chemins afferents representeraient les syntagmes nominaux et les echanges entre 
cellules le syntagme verbal. Le cerveau, a 1'image d'un homeostat semble donc 
rechercher par un principe d'economie une activation entre neurone a 1'aide d'un 
balayage permanent des couplages entre dendrites. Ce sont ces comparaisons entre 
differents chemins qui forment cette voix interne caracteristique lorsqu'on lit un texte. 
L'hypothdse du langage organe de Chomsky semble confirmee par les recherches neuro-
biologiques.(3) 
1) L'expression est connue de E de Saussure (1915) mais on peut la retrouver dans "L'homme machine" de La Mettrie en 1748 , (ed. 
Denoel, 1981) "Rien de simple, comme on le voit que la micanique de notre education ! tout se reduit & des sons ou a des mots, qui de la 
bouche de 1'un passent par Voreille de 1'autre dans le cerveau, qui reqoit en merne temps par les yeux la figure des corps dont ces mots sont 
les signes arbitraires" 
2) - Les bases cdrdbrales du langage -, Debat, N°47, Paris : 6d. Gallimard, Nov. 1987, pp. 158-170. 
3) Nous ne sommes pas loin d'un systeme qui dlude les conditions constructivistes de Piaget avec les hypotheses selectivistes de 
Chomsky. 
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Or ce systeme de generation interne de 1'oral permettrait de simuler Vaspect phonetique 
et phonologique d'un texte ecrit qui pourrait aider d'une manidre qualitative la 
reconnaissace semantique. 
- 1'ecrit 
L'ecrit est historiquement un moyen de transmettre un langage qui a ete oral et cette 
syntMse graphique est restee trds longtemps dependante de la phonetique. Devenant de 
plus en plus un moyen de communiquer des idees a travers le temps, 1'ecrit s'est 
condense jusqu'& devenir outil d'abstraction remplagant l'acte. 
L'id6ographie developpee par 1'ecriture scientifique s'est d'ailleurs dictee ses propres 
regles et se degage par ce biais de 1'oralite, d'ou la violence faite aux textes de ce type 
quand ils sont lus k haute voix. 
La comparaison avec un systdme ideographique comme 1'algebre montre bien les 
differences faces aux langues indo-europeennes qui privilegient la forme nominale ou 
verbale. 
Dans ces langues les signes/choses sont devenus des pictogrammes et par stylisation des 
signes/mots (id6ogramme se figeant dans un alphabet qui associe les sons). 
L'6criture des scribes lient alors un sens k plusieurs signes et par "stabilisations 
s61ectives" font disparaitre les ideogrammes au profit des signes alphabetiques (1). 
1) A. Leickman , C. Ziegler - Naissance de l'dcriture cuneiforme et hidroglyphes - Paris : 6d. Rdunion des musdes nationaux, 1982. 
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Cette recherche de la coherence dans une optique selectionniste tend a depasser les 
explications constructivistes, le processus d'economie par specialisation des outils se 
rapproche aisement des phenomenes biologiques vivants. 
Au niveau du cerveau , il y aurait eu une fixation lente et evolutive d'images et de 
concepts plus aises & faire par specialisation des branchements entre les neurones. Les 
images mentales ont donc une duree de conception beaucoup plus longue que les 
quelques fractions de secondes n6cessaires au cerveau pour les reproduire. 
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Melange de signes alphabetiques (en gris} et d'ideogrammes 
f en notrj sur une inscription egyptienne de la VI* dynastie (vers 2300 
ffvan/ mtre ere). Dans les systemes d'ecriture occidentaux, seul 
inoii a persiste (d'apres Ziegler dans Andre-Leicknam et Ziegler, 1982). 
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Un lien entre les processus du modele connexionniste et Vinduction semble effectif. La 
notion d'equilibre interne modifie les perspectives et apporte une solution nouvelle a 
1'analyse semantique de la langue naturelle. Chaque niveau du reseau induit par ses 
branchements successifs et paralleles une valeur des niveaux inferieurs pour arriver a 
une caracterisation du contenu en rapport avec le contexte. 
L'ecrit est enfoui sous toute cette organisation et il serait necessaire de le considerer si 
on ne veut pas bruler les etapes dans la reconnaissance automatique. 
1.2 Base de donn6es et interrogation 
Les bases de donnees scientifiques classiquement interrogeables par thesaurus 
posent des probldmes d'interrogation du fait de la non-connaissance de ce que 
recherche 1'utilisateur. Cela provoque 1'appel d'informations incompletes a 1'interieur 
d'un domaine qui induit des strategies transversales. On est oblige d'utiliser des 
m6canismes d'association pour passer d'un domaine d 1'autre, et les relations de 
synonymie n'arrive pas k en rendre compte completement(l). 
La mise en place de reseaux enchevetres rend complexe 1'analyse d'un point de vue qui 
en plus oscille selon les mots cles. On doit recourir h des algorithmes adaptables en 
separant les rSgles d'interrogation des connaissances de la base. 
1) J.P. Courtial; J. Ponian - Un systime & base de logique des associations - Documentaliste. N°24, Janvier/fevrier 1987. 
Si on prend le moddle connexionniste, on peut comparer la base de donn6es a un 
ensemble coh6rent et la question d'un usager k une pertubation. L'interrogation peut 
etre consideree avec Ia logique intentionnelle et comme forme imprecise a mettre en 
relation avec un mode de reference compose d'un ou plusieurs domaines. 
L'optimisation peut se faire en rajoutant une couche sur un SGBD relationnel 
permettant de gerer un thesaurus d'une manidre dynamique. On utilise des mots cles 
ou/et une gestion via un hypertexte. Cette couche peut etre construite comme une 
memoire associative bidirectionnelle. Une experience c'est faite k Rennes (1) ou a ete 
utilis6 un reseau connexionniste avec la theorie de l'harmonie de Smolensky (2) dont les 
fondements sont analogues k la machine de Boltzmann. 
1) Y. Cochet; G. Paget - Rdsaux neuronaux pour base d'images - Neuro nimes ,1988. 
2) P. Smolensky - information processing in dynamical systems : foundations of harmony theory - Parallel distributed processing, 
chap. 6, MIT Press, 1987. 
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On tend vers la coherence entre les x et les y dans le cadre des connaissances incarnees 
par les poids entre les unites du reseau. Ceci permet d'associer les entrSes A aux mots 
cles et le niveau B aux documents. Les poids de connexions entre un mot- cle et un 
document se modifient selon 1'usage des usagers de la base. On reussi \k une forme de 
cablage optimisant les questions aux reponses qui changent selon les points de vue 
ou les habitudes des utilisateurs. 
Cette indexation dynamique via le reseau permet une recherche inductive en faisant 
fonctionner le systdme a 1'envers, c'est-a-dire en activant les mots-cles par les 
documents; ce qui peut compldter le choix d'un interrogateur en lui proposant des 
documents auxquels il n'aurait peut-etre pas pense par association d'idees. On evite 
ainsi trop de silence ou de bruit par le principe de coherence interne du reseau en ne 
retrouvant pas systematiquement les unites les plus activees . 
II est important de maintenir les aspects modulaires d'un analyseur afin de garantir 
l'6volution. On doit garder les modules morpho-syntaxiques et semantiques en 
cherchant a lier entre-eux une forme de va-et-vient. 
On pourra y rajouter des modules connexionnistes dont les taches sont de decrypter les 
informations floues et ambigues afin d'optimiser le travail des modules symboliques 
dont le travail porte sur la morphologie, la syntaxe et la semantique et la pragmatique. 
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Concevoir 1'architecture d'un analyseur avec un reseau connexionniste revient d'une part 
a resoudre les problemes concernant les liens entre machines sequentielles et reseaux a 
calcul parallele massif et d'associer les demarches de ces deux systemes d'une maniere 
compI6mentaire - 1'induction et la d6duction r6unies sur une meme machine 
Les aspects materiels sont trop long a realiser pour ce type de simulation : la plupart du 
temps est consacre a implementer la machine, a analyser les reactions lors de 
1'apprentissage et k calculer les coefficients de connexions. 
On se limitera dans ce memoire a conceptualiser le type de reseau et son (ou) ses roles 
en relation avec les modules gerant le symbolique en g6n6rale. Le systeme 
connexionniste est puissant pour les analyse bruitees et floues, on peut lui faire gerer les 
aspects de reconnaissance de caracteres et phonologiques en cas d'entree orale. Celui-ci 
pourrait k un autre niveau generer une version orale d'un texte ecrit en cas d'ambiguite 
morphologique ou syntaxique et ainsi donner la possibilite d'analyser des langues peu 
marquees k 1'ecrit. 
. rfseau associationnistc (Grumbach) 
. rSseau de rtglcs (LIFIA) 
. domain plan (Ahuja) 
. systimc dc production (Hinton - Touretzky) 
NTVEAU LOGIQUE 
. harmony theory (Smolensky) 
. case plan (Ahuja) 
. auto-organisation (Kohonen) 
NTVEAU ASSOGATIF 
. rfseau dc rclations univoqucs 
. reconfiguration dynamique 
. propagation unidirectionnelle 
. reptisentc dcs rigles ou des s6quentialit& 
(conditionnemcnt) 
NIVEAU LOGIQUE 
. rtseau de contraintcs ou microcoirfiations 
. ajustement et apprentissage 4 partir 
d'cxempies 
. adaptation 
. relaxation ct minimisaticsi d'energie 
NTVEAU ASSOCIATIF 
Desciiption sommaire des mfcanismes intemes. 
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On peut imaginer le module d'analyse semantique compose d'un reseau semantique 
coupl6 a un reseau connexionniste dont le role serait de gerer dynamiquement des liens 
entre les "frames". 
En effet, le but principal du reseau connexionniste serait de traiter les niveaux bas - dit 
microscopique - de la cognition qui associ6s aux traitements de hauts niveaux - dit 
symboliques- du reseau s6mantique r6alisent le processus de cognition dans sa 
globalite. 
Niveaux cognitifs 
/X 
mveau 
supeneur 
mveau 
mterm6diaires 
i 
(sub-symbolique) 
mveau 
infirieur 
rtseaux memory retrieval niveau logique de 
stinantiques d6duction 
traitements symbotiques 
sur structures neuroniques 
processus 
cogmrifs 
iacognition 
(IA, Psychologie 
cognitive) 
aspects 
macroscopiques 
de la cognition 
panem matching aspects 
panem retrieval microscopiques 
de la cognioon 
(Neuropsychoiogie, 
Neurophysiologie) 
On pourrait alors se lib6rer des barrieres quantitatives et qualitatives des ambiguites et 
des vides syntaxiques ou d'un contexte ferme du type monde clos. 
Le reseau connexionniste ne voit pas pas le contexte mais peut le gen6rer au fur et a 
mesure de 1'analyse d'un texte en creant des liens dynamiques entre concepts -frames-. 
L'auto-organisation permet une adaptation naturelle et 1'emergence de concepts 
appliques k un domaine a partir des donnees brutes provenant du module morpho-
syntaxique. 
On peut implementer ce r6seau de maniere distribu6e ou localise, a savoir r6partir 
1'evocation d'un concept sur plusieurs unites ou la concentrer dans une. Dans le 
deuxi6me cas les liens representent le degr6 de parent6 entre concepts. Les fonctions de 
poids gerent la probabilit6 d'exc!usion ou non. 
77 
Le syst&me de Waltz et Pollack (1) a utilise en partie cette logique a partir d'un apport 
unique d'information, ce qui evacue le caractdre temporel de la reconnaissance d'un 
enonce. 
Or il est plus valable de faire marcher ce modele avec un apport continu d'information. 
La representation de la connaissance via des concepts locaux de haut niveau peut se 
faire par l'int6gration dans chaque "frame". Dans un reseau semantique dont les liens se 
cr6ent dynamiquement a 1'aide d'interactions locales et autonomes peut se former une 
topologie de liens entre concepts qui peut evoluer dans le temps selon la suite de la 
phrase. 
Ce modSle est donc hybride, connexionniste dans son fonctionnement et symbolique 
dans son mode de repr6sentation.(2) 
Les liens sont charges d'un coefficient caracterisant leur stabilite. On peut definir les 
diff6rentes contraintes pour le changement des liens qui integre le type (evenement, etre 
humain, operateur), des contraintes liees aux domaines d'applications choisis, ainsi 
qu'une notion d'influence qui est fonction du nombre de liens pointant sur un "frame" 
mais aussi des "frames" dej& connectes sur lui. 
Lors de 1'analyse d'un texte les liens sont remis en cause suivant leurs coefficients ( k< l). 
les liens non engages cherchent eux activement une cible. Le systeme pourrait peut-
etre traiter les propositions relatives en faisant evoluer le niveau d'interpretation sur une 
phrase voire les liens anaphoriques par association de paquets de liens. 
L'auto-organisation peut-elle gerer une forme de coherence contextuelle qui manque 
tant aux systemes classiques ? 
Les op6rations de gestion de coh6rence impliquent de maintenir deux m6moires 
distinctes, une pour l'arborescence de tous les choix et une autre qui verifie la coherence 
logique au fur et k mesure de 1'evolution de 1'analyse. 
1) D. Waltz ; J. Pollack - A strongly interactive modei of natural ianguage interpretation - in Cognitive Science, N°9,1985. 
2) A. Cornejuols - Connexionnisme et representation de haut niveau Actes universitd d'etd, Juillet 1989, Universite Lyon I, Insa 
Lyon. 
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Elle peut dans le cas d'incoherence logique trop importante redevelopper 1'arbre des 
decisions a partir d'un nouveau choix par un retour arridre ("bactracking") mais ceci 
comporte des risques d'explosion combinatoire au niveau physique et logique de part le 
melange heterogene entre les aspects syntaxiques, semantiques et conceptuels. 
Si on se limite zt une situation pendant un temps T al6atoire, on ne gdre plus ces aspects 
mais on augmente les calculs et on fait baisser les probabilit6s de coherence de 1'analyse. 
Malgr6 la puissance du traitement parallele et dynamique du modele connexionniste,il 
est actuellement obligatoire de faire apprendre au reseau des concepts du domaine 
concerne par le texte auquel on applique 1'analyse, ce qui limite les points de reference 
(sauf k imaginer des memoires de concepts organisees en bases de connaissances en 
quantite infinie via un reseau tel6informatique). Les problemes de memoire sont 
actuellement regl6s au niveau quantitatif, seul, l'acces aux "frames" est un goulot 
d'etranglement aux performances d'un tel systeme. 
Le refus conceptuel des notions symboliques faites par les concepteurs du modele 
connexionniste n'empeche pas l'utilisation en toute compl6mentarit6 avec les systemes 
symboliques , ce postulat epist6mologique a eu 1'effet positif de clarifier les choses 
concernant la s6mantique et peut - etre de permettre une avancee conceptuelle 
qualitative dans Vanalyse de la langue naturelle. 
* 
* * 
80 
BIBLIOGRAPHIE - PARTIE I 
AHO A. ; JEFFREY U., The theory of parsing. translation and compiling. volume 1, 
Englewood Cliffs : ed. Prentice Hall, 1972. 
ALLEN J., "An interval - based representation of temporal knowledge", Actes du 7&me 
ITCAl. Vancuver, 1981, pp. 221-226. 
ALLEN J. ; PERRAULT R., "Analizing intention in utterances", Artificial intelligence. 
n°15, 1980, pp. 143-178. ' 
ATLAN H., A tort et a raison, intercritique de la science et du mvthe. Paris : ed. 
seuil, 1986. 
BACHELARD G., La formation de Pesprit. scient.ifiniie. Paris : ed. Vrin J, 1965. 
BENTHEM J., The logic of time. Reidel ed., 1983. 
BLANCHE R., L'induction scientifique et les lois naturelles. Paris : P.U.F., 1975. 
BLANCHE R., Introduction a la logique contemporaine. Paris : Armand Colin, 1968. 
BLANCHE R., La logique et son historiaue. d'Aristote a Rnssel. Paris : Collin/Coll U, 
1970. 
BOBROW D., "Natural language input for a computer problem solving system", 
Semantic information processing. Cambridge : Minsky ed. MIT Press, 1968. 
BOCHVAR D., "On three-valued logical calculus and its applications to the analysis of 
contradictions", Matematicesk sbornik. n°4, 1932, pp. 353-369. 
BOOLE G. , The mathematfcal Analysis of logic. New York : philosophical Library, 
1948. 
BRACHMAN R., "What's in a concept : structural foundations for semantic networks", 
International iournal of man-machine studies. n°9, 1977, pp. 127-152. 
BREMOND C., Logique du recit. Paris : ed. seuil, 1973. 
CARNAP R., Le probleme de la logique de la science : science formelle et science du 
reel. ed. Herman et Cie, 1935. 
CHARNIAK E., "Passing markers : a theory of contextual influence in language 
comprehension", Cognitive Science. n°7, 1983, pp. 171-190. 
CORNU P., Une logique de 1'instable. La Villette : Actes Mari, 1987. 
COULON D., "Raisonnement et ebauche de raisonnement", Colloque logique naturelle et 
argumentation, Royaumont, 1987. 
DESCLES J.P., "A propos de la mathernatisation de la linguistique", semantique et 
logique, Paris : ed. Pottier, coll. Univers semiotiques, 1976. 
DEWEZE A., Reseaux semantiques : essai de modelisation. application a l'indexation et 
a Ia recherche de rinformation documentaire. Universite LYON I : these d'universite. 
81 
DIDEROT D., Le reve cTAlembert. Paris : ed. Garnier, 1965. 
DUPONT P.L., Elements logico-semantiques pour une analvse du francais. Universite 
LYON II : These d'etat, 1983. 
FAUCONNIER G., La coreference : svuntaxe ou semantinue ?. Paris : ed. Seuil, 1974. 
FREGE ; GOTTLOB Ecrits logiques et philosophiaues - Tradiction fran^aise de C. 
Imbert, Paris : ed. seuil, 1971. 
FROIDEVAUX C. "ISA Hierarchie with exceptions, Proc.", 5gme Congres AFCET 
Reconnaissance des Formes et inteliigence artificiellp- Grenoble, 1985, pp. 1127-1138. 
GABBAY D.M., "Theorical fondations for non-monotonic reasoning Expert svstems. 
research report, London : Department of computing, Imperial College, 1984. 
GOCHET P., "Theorie des modeles et competence pragmatique", Le langage en 
contexte. Amsterdam : ed. H. Parrek, 1980, pp. 319-388. 
GOCHET P., "La semantique recursive de Davidson et de Montague", Penser les 
mathematiaues. Paris : ed. Seuil 1982. 
GOCHET P., "L'originalite de la semantique de Montague", Etudes philosophiques. vol 2, 
1982, pp. 149-173. 
GODEL K., "An undecidable propositions of formal mathematic systems" The 
undecidable. Princeton : Davis ed., 1934. 
GODEL K., "On formally undecidable propositions of principia Mathematic and related 
systems" in Van Heigenoork - 1967, pp. 592-617. 
GRICE H.P., "A utterer's meaning, sentence meaning and work meaning", Foundations 
of language. n°4, pp. 225-242. 
GRIZE J.B., "Logique naturelle et vraisemblance", Actes du colloque logique naturelle 
et argumentation, Royaumont, 1986. 
HAACK S., Philosophv of logic.s , CarnbrxAe^e orv1ue<-5*V-y 1S7-
HEGEL, Grande logique et Phenomenologie de 1'esprit. ed. Lasson. 
HENDRIX G., "Encoding knowledge in partitioned networks. Associative networks : 
representation and use of knowledge by computers, New York : Findler, Academic 
press, 1979, pp. 51-92. 
HERBRAND J., Recherche sur la theorie de la demonstration. Varsovie : Societe des 
sciences et des lettres, ed. Ecrits logiques, Paris : PUF, 1968. 
HEYTING A., Intuitionism. an introduct.ion. North Holland 1956. 
HILBERT, "Sur 1'infini", Acte mathematica. tome XLVIII, pp. 101-121. 
HOFSTADTER, Godel, Escher. Bach. Les brins d'une guirlande eternelle. Trad. 
Frangaise, Paris : Inter-edition 1985. 
KAMP H., "A theory of truth and semantic representation", Truth. interpretation and 
information. Groningue : Groenendijk ed., 1984. 
82 
KATZ J., Semantic theorv. New York : Harper and Row ed., 1972. 
KAYSER D., "Representation des connaissances en intelligence artificielle", Actes de 
l'ecole d'ete de l'ARC, 1986. 
KAYSER D., "Le raisonnement a profondeur variable", Actes des journees nationales du 
PRC intelligence artificielle, Toulon, 1988. 
KAYSER D., "What kind of thing is a concept ?", computational Intelligence, 1988. 
KLEENE S., Introduction of mathematics. Van Nostrand, 1952. 
KRIPKE S., Naming and necessitv. Oxford : Basil Blackwell ed., 1972 - traduction 
frangaise, La logique des noms propres. Paris : ed. Minuit, 1980. 
LACHELIER, Fondement de l'induction. 
LALANDE A., Theories de rinduction et de l'experimentation. ed. Boivin, 1929. 
LEFEBVRE H., Logique formelle. Logique diaCectique. Paris : ed. Anthropos, 1969. 
LE GUERN M., Semantique de la metaphore et de la metonvmie. Paris : ed. Larousse, 
coll. Langue et langage, 1973. 
LEWIS, "Implication and the algebra of logic", Mind. vol 21, 1912, pp. 522-531. 
LEWIS et LANGFORD, Symbolic logic. Dover publications, 1932. 
LUKASIEWICZ J., On three value logic. Oxford : Mc Call ed., 1967. 
LUKASIEWICZ J., Many-valued svstems of propositional logic. Oxford : Mc Call ed., 
1967. 
MARTIN R., Pour une logioue du sens. Paris : ed. P.U.F., Coll Linguistique nouvelle, 
1983. 
Mc DERMOTT D., "A temporal logic for reasoning about plans and actions", Cognitive 
Science, n°6, 1982, pp. 101-155. 
Mc DERMOTT D. et Jon D., "Non monotonic logic I", Artificial intelligence. n°13, 
1980, pp. 41-70. 
Mc DERMOTT D., "Non monotonic logic II - Non monotonic modal theories", Tournal 
of the ACM. N° 1, 1982, PP. 33-57. 
MILL J.S., Systeme de logique deductive et inductive. Paris : ed. Alcan, 1989. 
MONTAGUE R., "The proper treatment of quantification in ordinal English", Formal 
philosophy. London : Yale University Press, 1974, pp. 188-221. 
MOORE R., "A formal theory of knowledge and action", Formal theories of the 
common sense word. Ablex publishing corporation, 1984. 
MOORE R., "Semantical considerations on non-monotonic logic". Artificial Inelligence. 
vol. 25, n°l, 1985, pp. 75-94. 
NAGEL E. et NEWMAN J., Godel's proof. New York : University Press, 1965. 
83 
PIERREL J.M., Dialogue oral homme-machine. Paris : ed. Herm6s, 1987. 
PONASSE D., Logique mathematioue. Paris : OCDL, 1967. 
QUILLIAN R., "Semantic memory", Semantic information processing. Cambridge : Mass 
ed., Minsky : MIT press, 1968, pp. 227-270. 
QUINE W.V., Methodes de logique. Paris : ed. Armand Colin, 1972. 
QUINE W.V., Philosophie de la logjque. Paris : ed. Montaigne 1975. 
RASTIER F., "Sur la semantique des reseaux", Ouaderni di semantica. n°8-l, 1987, pp. 
REITER R., "A logic for default reasoning", Artificial intelligence. n°13, 1980, pp. 
RESCHER N., Many valued logic. Mac Graw-hill ed. 1969. 
RESCHER N., A theory of possibilitv. Oxford : Blackwell ed. 1975. 
RICHE J., "Logique et theorie de la signification", Encvclopedie philosophioue 
universelle. Paris : PUF, 1989. 
RUSSELL B., On denoting. Mind, vol 14, 1905, pp. 479-493, "Contemporary Reading", 
Logical Theorv. New York : Mac Millan. 
SABAH G., L'intelligence artificielle et le langage. Paris : ed. Hermes, tome 1 et 2, 
SCHANK R., "Reminding and memory organisation : an introduction to MOP", 
Strategies for natural language processing. N.J. : Lehnart & Ringle, Laurence Erlbaum, 
1982. 
SELIGMAN L., Integration de la svntaxe. de la semantique et de la pragmatique dans 
MB—analyseur de textes. Application a 1'avionique, Paris : these universite Pierre et 
Marie Curie, 1985. 
SHAPIRO S., "What do semantic network nodes represent ?" Teim - Rep n°7, Dept of 
computer sciences University of New York, 1981. 
SIMMONS R., "Semantic networks : their computation and use for understanding 
English sentences", Computer models of thought and language. San Francisco : Schank 
& Colby, Freeman, 1973, pp. 63-113. 
SOWA J., Conceptual structures : information processing in mind and machine. Reading, 
M.A, U.S.A., Addison Wesley publishing company, 1984. 
TARSKI A., Logique. semantique. metamathematiaues. Paris : ed. Colin, 1972. 
THAYSE A. et co-auteurs, Approche logique de 1'intelligence artificielle. Paris : ed. 
Dunod, Tome 1 et 2, 1989. 
ULLMAN J., Principles of database svstems. London : Putman ed., 1982. 
VERONIS J., Contribution a 1'etude de l'erreur dans le dialogue homme-machine en 
langage naturel. Marseille : these de 1'universite Aix-Marseille III, 1988. 
84 
VIDALENC I. ; LAINE S. ; LAROUK O., "Systemes d'informations textuelles : 1'apport 
des logiques intentionnelles et extensionnelle", Grenoble : congres ACM/SI GIR, 1988. 
WHITEHEAD A.N. et RUSSEL B., Principia mathematics Cambridge University, vol 1, 
2 et 3, 1910-1913. 
WITTGENSTEIN L., Tractatus logico-philosophicus. Paris : ed. Gallimard, 1961. 
WOODS W., "Transition networks grammars for natural language analvsis". CACM. n°10. 
1970, pp. 591-606. 
WOODS W. "What's in a link : foundations for semantic Network. New York : 
Bodrow/Collins ed., 1975, pp. 35-82. 
ZADEH L., "Fuzzy logic and approximate reasoning svnthese. n°30, 1975, pp. 407-428. 
85 
BIBLIOGRAPHIE PARTIE II 
ARBIB M.A., "Perceptual structures and distributed motor control", Computer and 
Information Science, University of Massachusetts : center for systemes Neuro science 
June 1979. 
AIPLE F ; KRUGER J., "The brain is an input driven neural network". in connectivity 
analysis of monkey visual cortex by cross correlating spike train.* 
ALKON D., "Memorisation et neurones", Pour la science. n°143, Septembre 1989, pp. 
38-46. 
ALMEIDA B., Proc. of the first IEEE international conference on Neural Networks. 
San diedo : IEEE, 1987 pp. 11-609. 
ANDERSON J.R., The architecture of cognition. U.S.A., Cambridge : Harvard university 
Press, 1983. 
ANGENIOL B., LE TEXIER J.Y., MATEU J.B., "SLOGAN : an objet-oriented language 
for neural network specification". 
AMY B. ; DECAMP E. ; GUEZ S., Reseaux d'automates : panorama des recherches. 
Grenoble : Rapport I.M.A.G., 1987. 
ARBIB M.A., "Perceptual structures and distributed motor control", Computer and 
Information science. University. of Massachusetts : Center for systems neuroscience, 
June 1979. 
ARBIB M.A. ; CAPLAN D. "Neurolinguistics must be computational, the Brain and 
Behavioral, Sciences. n°2, 1979 pp. 449-483. 
ATLAN H., "Creation de signification dans des reseaux d'automate". in cahier S.T.S.. 
n°9-10 Paris : ed C.N.R.S., 1986 pp. 65-79. 
ATLAN H. ; FOGELMAN - SOULIER ; SALOMON S., WEISBUCH G., "Randon boolean 
networks", cvbernetic and svstem. n°12, 1981, pp. 103-121. 
ATLAN H., Entre le cristal et la fumee. Paris : ed. Seuil 1979. 
BALLARD D.H., "Cortical connections and parallel processing : structure and function", 
Behavior Brain Science. 1985. 
BALLARD D.H. ; HINTON G.E., SEJNOWSKI, "Parallel visual computation", Nature. 
n°306, London, 1983, pp. 21-26. 
BALLARD O.H., "Parameter Networks : towards a theory of low level vision", 
Vancouver ; 1981. 
BANQUET J.P. ; SMITH M. ; SPINAKIS A., EL OUARDIRHI, "Probability learning and 
memory : a connectionist approach *. 
BAVER H., GEISEL T., "Dynamical analysis of temporal sequence in information 
processing networks" *. 
BEHREND K., DONICHT M., "Neuronal organisation of motor activity in the electric 
fish" *. 
86 
BERWICK R.C., "Transformational grammar and artificial intelligence : a 
contemporary view", Cognition and Brain theorv. n°6, pp. 383-416. 
BEST J., MALLOT H., KRUGER K., DINSE H., "Dynamics of visual information 
processing in cortical systems" *. 
BERRENDONNER A., Elements de pragmatique linguistinue Paris : ed de Minuit, 1981. 
BIENENSTOCK E. ; DOURSAT R. ; "Elastic Matching and Pattern recognition in 
Neural networks". * 
BLAYO F. ; HURAT P., "A systolic architecture dedicated to neural Networks". * 
BOURRET P. ; GASPIN C. "scheduling space operations by a Boltzmann machine". * 
CANNING A. "Self organization of cellular automata with distance dependant 
connectivity". * 
CASTI J.L., Real brains. Artificial Minds. North Holland : A. Karlquist ed, 1987. 
CHAMPOST E. "Linear clasification with binary connection in neural network". * 
CHANGEUX J.P., L'homme neuronal. Paris : ed Fayard / coll pluriel, 1983. 
CHANGEUX J.P. ; DANGHIN A, "Apprendre par stabilisation selective de synapses en 
cours de developpement", in l"Unite de l'homme. Paris : le seuil, 1974, pp. 320-357. 
CHARNIAK E. "Passing markers : A theory of contextual influence in language 
comprehension", Cognitive science. n°7, 1983, pp. 171-190. 
CHEVALIER R.C. ; SIRAT G.Y. ; MARVANIA D., "Optical implementation by 
Frequency multiplexed raster of neural networks". * 
CHOL PMUNTEAN T., "NEURA : towards an OCCAM extension for neuro 
computers". * 
CIRILLE, "Reseaux connexionnistes en informatioue. methodes et aptlications". Actes, 
3eme universite d'ete, 3-7 juillet 1989, ed. Universite LYON I - Insa de LYON. 
COHEN M.A., GROSSBERG S., "Neural dynamics of brightness perception : Feature, 
boundaries, diffusion and resonance". Perceotion and Psvchophvsics. n°31, 1984, pp. 
428-456. 
COTTRELL, "Analysis of simplified model ot the cerebellar cortex". * 
COURTIAL J.P. ; POMIANS "Un systeme a base des logiques des associations pour 
Vinterrogation des bases de donnees". Documentaliste. Vol. 24. n°l. lanvier-Fevrier 
1987. 
CRUSE H., "The control of path and joint angles in a human arm". * 
DANCHIN A., "Les bases cerebrales du langage", in Debat. n°47, Novembre-Decembre 
1987, ed. Gallimard, pp. 158-170. 
DEHENHAM R. ; GARTH R., "Investigations into the effect of numerical resolution 
and the performance of back propagation" * 
87 
DELOBEL CL. ; ADIBA M. "Bases de donnees et svstemes relationnels". Paris : 
DUNOD, 1982. 
DREYFUS G. ; ZIPPELIUS A., "Graph recognition by neural networks". * 
DOBSON V., "Decrementing associative network". * 
DORFFNER G. ; "Cascaded associative networks for complex learning tasks". * 
DURAND C., "Recherche : vers le neuro-ordinateur". Micro svstemes. Octobre 1987 nn. 
85-95. 
DURANTON M. ; GOBERT J. ; MAUDIT N., "A digital V.L.S.I. Module for neural 
networks". * 
EKEBERG O. ; LANSNER A., "Automatic generation of internal representations in a 
probabilistic artificial neural network". * 
FAHLMAN S.E. ; HINTON G.E. ; SEJNOWSKI T.J., "Massively-parallel architectures 
for A.I. : NETL THISTLE and Boltzmann Machines" in Proceedings of the National 
conference on artificial intelligence. washington DC : W Kauffman ed, 1983 pp. 
109-113. 
FAHLMAN S.E., NETL : A svstem for representing and using real-word knowledge. 
Cambridge M.A. : MIT Press - I - 1979. 
FARGUES J., "Des graphes pour coder le sens des phrases", Pour la science. n°137, 
Mars 1989 pp. 52-60. 
FAURE B., MAZARE G. "a V.L.S.I. asynchronous cellular architecture dedicated to 
multilagered neural networks". * 
FELDMAN J.A., BALLARD H., "Connectionist models and their properties", Cognitive 
science. n°6, 1982, pp. 205-254. 
FODOR J., The modularitv of mind. Cambridge MA. : MIT Press, 1982. 
FOGELMAN-SOULIE F., Contribution a une theorie du calcul sur reseaux. These d'etat. 
Grenoble 1985. 
GELPERIN A.E. ; HOPFIELD J.J. ; TANK, "the logic of LIMAX", in Model neural 
networks and behavior. New York : Plenum Press, 1985. 
GIELEN C.C., COOLEN A.M., "Self organisation in neural networks underlying the 
coordination of movement". * 
GOULD S., Ontogeny and phylogenv. Cambridges MA. : Harvard university Press, 1977. 
GRAF H.P. ; HUBBARD W., "Neural networks from models to applications". * 
GROSS D.J. ; MEZARD M., "The simplest spinglass". Nucl. Phvs.. FS B n°240. 1984 pp. 
431-452. -
GROSSBERG, The adaptative brain. 2 vol, North Holland, 1987. 
88 
Gl.nyA.RCH M., "Reseaux : techniques de base et apprentissage, actes36me Universite 
d'ete, Reseaux connexionnistes en informatiaue Methodes et applications. 3-7 Juillet 
1989, Universite LYON I - Insa de LYON - pp. II 1- II 30. 
HARTMANN G., "A neural Network architecture intergrating multiple representations 
of visual information".* 
HEBB D.D., The organization of behavior. New York : wiley ed, 1949. 
HERZ A. ; SULZER B. ; KUHN R., V. Hemner, "Hebbian learning : a canonical way of 
representing static and dynamic objects in an associative neural network". * 
HINTON G.E. ; SEJNOWSKI J.T., "Optimal perceptual inference" in Proceeding or the 
IEEE, Washington DC : IEEE Computer Society Press, 1983, pp. 448-453. 
HINTON G.E. Implementing semantic networks in parallel hardware. Hillsdale : erlbam 
in HINTON/ANDERSON eds, 1981. 
HOFSTADTER D. "Cognition, subcognition : sortir du reve de boole", ledebat, n°47, 
Nov-dec 1987 pp. 26-44. 
HOPFIELD J.J. ; TANK D.W., "Neural" computation of decisions in optimization 
problems". Biol. cvber n°52, 1985, pp. 141-152. 
HOPFIELD J.J., "Neural networks and physical systems with emergent collective 
computational abilities", Proc. Nath. Acad. Science.. USA, vol 79, April 1982, pp. 
2554-2558. 
HOUK JC. ; KEIFER J., "Micro electrode stadies using the isolated turtle Brainstem -
cerbellum". * 
HUDAK M.J. "Application of a spatio temporal recognition network to phonetic 
discrimination". * 
JOSIN G. ; CHARNEY D. ; WHITE D., "A neural representation of an unknown inverse 
kinematic transformation". * 
KATZ B., "A connectionist model of chronic pain". * 
KAUFFMAN S., "Behavior of randomly constructed genetic nets" in Towards a theorical 
biology, washington : Edingburgh university Press, vol 3, 1970 pp. 13-37. 
KIENKER P.K. ; SEJNOWSKI T.J. ; HINTON G.E., SCHUMACHER E, "Separating 
figure from ground with a parallel network". Perception. vol 15 1986, pp. 197-216. 
KIRKPATRICK S. ; GELLATT D., VECCHI M.P., "Optimization by simulated 
annealing" in Science. n°220, 1983, pp. 671-680. 
KOHRING G., "Dynamics of learning in symmetric and asymmetric neural networks".* 
KRAUTH ; MEZARD M., NADAL P.P., "Relevant Paremeters for the dynamics of 
neural networks". * 
KRISTAN W.B., Information processing in the Nervous system, N.Y. : Pinsker eds, 
1980. 
KROGH A. ; HERTZ J., "Hierarchical associative networks". * 
89 
MACKIE S., "Implementations.of neural network models in silicon", Neural comnuter. 
Eckmiller/Malsburg eds springer, 1987. 
MALLOT H.A. ; SCHULZE E. ; STORJOHANN K., "Neural network strategies for robot 
navigation". * 
Mc CULLOCH W.S. ; PITTS W.H., "A logical calculus of ideas immanent in nervous 
activity", Bulletin of mathematical biophvsics. n°5, 1943, pp. 115-133. 
MEIDAN M. ; AMIT D.J. ; GUTFREUND H., SOMPOLINSKY H., "Electronic analog 
neural network with noise and time delays". * 
MICHEL C., "Reseaux de processeurs", Cahier STS. ed CNRS, n°9-10, 1986, pp. 25-54. 
MIL GRAM M., "Barycentric entropy of Markov systems". Cvber. and svst... n°12. 1981. 
pp. 141-178. 
MILGRAM M. ; ATLAN H., "Probalistic automata as a model for epigenesis of cellular 
networks", S. Theor. Biol.. n°103, 1983, pp.523-547 
MINSKY M. ; PAPERT S., Perceptrons : an introduction to computational geometrv. 
Cambridge MA : Mitt Press, 1969. reediton 1988. 
MINSKY M., Plain talk about neuro developmental epistemologic. Cambridge MA : 
M.I.T. Press, 1977, pp. 1083-1092. 
LALANNE P. ; CHAVE P. ; TABOURY J., "One charnel optical implementation of 
optical inner product associative memory with opto-electronic feeback". * 
LAMETTRIE, L'homme machine. Paris : ed Denoel/Gauthier, 1981. 
LEBRETON G. ; JOHANNET A. ; PERSONNAZL ; DREYFUS G., "Design of an 
experimental opto-electronic neural network simulation". * 
LELU A., ROSENBLATT P., "A neural network model for information retrieval". * 
LEVY J. ; STENNIGN K., "A.P.D.P. simulation of recall processes in human memory".* 
LIPPMANN R.P., "An introduction to computing with neural nets" I.E.E.E., A.S.S.P. 
magazine. n°4. 1987. 
MINSKY M., "K-lines : a theory of memory", Cognitive Science. n°4, 1980, pp. 117-133. 
NEUMANN J.V., Theory of self reproducing automata. Illinois : Aw Burks ed, university 
Illinois press, 1966. 
NEUMANN J.V., "The computer and the brain", London : Yale University press, 1958. 
NOEST A., "Continuous and Discrete - state phasor neural networks". * 
OPPER M. ; DIEDERICH S. ; ANLAUF J.K., "Statistical mechanics of learning 
algorithms for neural networks". * 
90 
PERETTO P., "Mecanique statistique et reseaux de neurones formels", Cahier STS, ed 
CNRS, n°9 - 10, 1986, PP. 97-106. 
PERSONNAZ L. ; DREYFUS G., "Les reseaux de neurones, situation et persDectives". 
colloque GRETSI, Paris, 1989. 
PHILLIPS W.A., "Human cognition and neural computation". * 
POLLACK J.B. ; LWALTZ D., "Massively Parallel parsing : a strongly interactive model 
of natural language interpretation". Cognitive science. n°9, 1985, pp. 51-74. 
POPPEL G. ; KREY U. ; "Learning of structural patterns and the generation of context 
in spin-glass models". * 
RENAL S. ; ROHWER R., "Training recurrent networks". * 
REILLY R., "Building a connectionist model of reading". * 
ROBINSON A.J. et FULLSIDE F., Neural information processing svstems. USA : 
Anderson DZ ed, American institute of physics, 1987. 
ROSENBLATT F. Principles of perceptitins spartan. Washington DL, 1962. 
RUMELHART D. ; Mc CLELLAND J.L., Parallel distributed processing. M.I.T. Press, 2 
vol, 1986. Traduction remaniee du premier chap. La revue debat.. ed Gallimarri. n°47 
1987, pp. 45-64. 
SANSONNET J.P., "L'architecture des ordinateurs". La recherche. n°204. vnl 19. 1988. 
pp. 1300-1330. 
SCHRETER Z. ; PFEITER R., "Short-term memory/Long-term memory interactions in 
connectionist simulations of psychological experiments on list learning". * 
SEELEN V. ; MALLOT H., "Parallelism in neural Nets-structure and implications". * 
SEJNOWSKI T.J., "Open questions about computation in cerebral cortex", Parallel 
Distributed Processing, Cambridge MA : M.I.T. Press, Mc Clelland - Rumelnart eds, 
1986, pp. 372-389. 
SEJNOWSKI T.J. ; KOCH C. ; CHURCHLAND P.S., "Computational neuro-science", 
Science. vol 241, 1988, pp. 1299-1306. 
SHAPIRO J.L., "A solvable model in hard learning". * 
SHEPHERD G.M., "Microcircuits in the nervous svstem" Sci, Am. n°238. 1978. nn. 
92-103. 
SMITH L.S., "Formalizing neural networks". * 
SOLLA S., "Learning and generalization in lagered neural networks : the contiguity 
problem". * 
STEIN D., "Les verres de spin", Pour la science. n°143, sept 1989, pp. 30-37. 
TCHUENTE M., Contribution a 1'etude des methodes de calcul pour des svstemes de 
tvpe cooperatif , Grenoble : these d'etat, 1982. 
91 
TESAURO G., Learning of human expert preferences by comparison training in 
Neural Networks". * 
THOULESS P. ; ANDERSON P. ; PALMER G., "Solution of solvable model of a spin 
glass , Phil. Mag. n° 35, 1977, pp. 593-607. 
ULLMAN S., Relaxation and constrained optimization by local processes", Comouter 
graphics and image precessing. n°10, 1979, pp. 115-125. 
ULLMAN S., "Sisual routines", Cognition. n°18, 1984, pp. 97-159. 
VARELA F.J., "Autonomie et connaissanr.e". Paris : ed. seuil, 1989. 
WANG S. ; YE h. ; ROBERT F.., "A PCMN neural network for word recognition". * 
WEISBUCH G., "Systemes desordonnes et comportement generique", Cahier STS. ed 
CNRS, n°9-10, 1986, pp. 81-89. 
WEISBUCH G., "Des reseaux electriques a la physique du solide", cahier STS. ed CNRS. 
n°9-10, 1986, pp. 107-114. 
* Neural Networks from models to applications, Paris : Personnaz L., Dreyfus G. eds, 
i.D.S.E.T. 1989. 
(Recueil de 87 articles). 
92 
S ources schemas : 
- Couverture : Jean MARTIN-BONTOUX, gravure - illustration pour "Ubu-Roi" d'Alfred 
Jarry. 
- BLANCHE R., Introduction a la logiaue contemporaine pp. 87, 114. 
- SABAH G., l'intelligence artificiele et le lannraee. tome 1, pp. 170, 176, 177, 180, 186, 
187, 204 ; tome 2 pp. 199. 
- THAYSE et Co Auteurs, Approche logique de Hntelligence Artificielle pp. 2, 132, 
143, 147, 219. 
- HAACK S., Philosophy of logics PP. 40, 53. 
- Hopfield JJ., "Neural computation of decisions in optimization problems". pp. 148 
- Hopfield JJ., "Neural networks and physical svstems with emergent collective 
computational abilities" pp. 2555. 
- gahier STS, Jeux de reseauj(fpp. 14, 20, 23, 47, 73, 74, 75, 76, 77, 79. 
- Le debat n° 47 p 166. f-W/ 
- BARBE, cinemas et d'autres choses. Paris : ed. Jailu BD 1987 pp. 57. 7/ \ ; 
- FRANQUIN, Idees Noires. Paris : ed. Fluide Glacial, 1985 p. 16. « l ' /~ 
- SEJNOWSKI T.J., "Computational neuro-science" p. 1305. 
- Personnaz, "les reseaux de neurones. situation et perspectives" colloque GRETSI 1989. 
- Personnaz, "La recherche" vol 19, pp. 1366. 
- KIENKE, "separating figure from ground with a parallel network" pp. 199, 200, 206. 
- FELMAN . BALLARD, "Connectionist models and their properties". pp. 208. 
- CORNUEJOLS A., "Connexionnisme et representation de Haut niveau" LYON I pp. 
XIII-2. 
- La Recherche en Neurobiologie. Paris : ed. Seuil 1988 pp. 299. 
bib l io theque  de  l  enss ib  
802379D 
