The Hybrid Navigation System is being developed to achieve the required attitude accuracy and calculate a navigation solution for the SHEFEX2 mission, which will be launched in February 2012 from Andøya Rocket Range in Norway by the German Aerospace Center (Deutsches-Zentrum für Luft-und Raumfahrt, DLR). This system fuses data from an IMU, GPS receiver, and star tracker using the extended Kalman filter. For testing it needs a realistic software-and hardware-in-the-loop test bench that can simulate the expected flight conditions and test the system. The hardware test bench requirements include: real-time simulation progression, accurate synchronization of all components, and providing stimulation inputs for the GPS receiver, star tracker and gyro instruments (inside the IMU) representative of the expected flight profile. Another key requirement is that the test bench must be easily reconfigurable by swapping real and modeled instruments. This allows the system to be tested with variable levels of complexity, which decreases debugging time by allowing the user to separate or remove the problem points by simply swapping cables. The developed software-in-the-loop simulation consists of the navigation flight code wrapped in a Simulink s-function and fed by several high-fidelity Matlab/Simulink models which simulate the rocket dynamics and system sensors. The hardware-in-the-loop test bench runs the models from the software simulation on a dSPACE real-time simulator, which feeds the modeled sensor outputs to the hybrid navigation system's navigation computer. With the help of a Spirent GSS7700 GPS signal generator, a Jenoptik Optical Sky field Simulator, and an Acutronic 3-axis rotation table all synchronized to the dSPACE simulation, the modeled sensors can be replaced with real sensors fed with stimulated input. Navigation results from the hardware test bench are compared with results from the software-in-the-loop simulation to ensure that the hardware-in-the-loop simulation is working correctly.
I. Introduction
The second SHarp Edge Flight EXperiment (SHEFEX2) will be launched in February 2012 from Andøya Rocket Range in Norway by the German Aerospace Center (Deutsches-Zentrum für Luft-und Raumfahrt, DLR). This sounding rocket mission consists of an aerodynamic payload mounted on a modified Brazilian VS-40 launch vehicle. The goal of SHEFEX2 is to validate analytical predictions and ground test data and to investigate technologies for hypersonic and space transportation systems. The rocket is unguided during the propelled flight phases and is actively controlled during entry with canards. During entry and for results analysis, there are a number of attitude accuracy requirements imposed by the passenger experiments. The Hybrid Navigation System (HNS) is being developed to achieve the required attitude accuracy. 1, 2, 3 This system fuses data from an inertial measurement unit (IMU), a Global Position System (GPS) receiver, and a star tracker (STR) using the extended Kalman filter.
The HNS is a complex system with many devices working together in parallel. For testing it needs a realistic software-in-the-loop (SIL) simulator and hardware-in-the-loop (HIL) test bench that can simulate the expected flight conditions and test the system. As in any mission, thoroughly testing the software and hardware is very important. The requirements for the test bench include: real-time simulation progression, accurate synchronization of all test bench components, and providing stimulation inputs for the GPS receiver, STR and gyro instruments representative of the expected flight profile. Another key requirement is that the test bench must be easily reconfigurable by swapping real and modeled instruments. This allows the HNS to be tested with variable levels of complexity and allows the user to separate or remove the problem points by simply swapping cables. The goal is to decrease debugging time by simplifying problems in the system. This work presents the design of the HIL test bench for the HNS experiment. The paper begins with a brief description of the HNS system followed by the SIL models and HIL test bench architecture. HIL testing is done in several stages of increasing complexity which are discussed in detail. Test bench calibration is then presented, where errors induced by the test bench itself are removed. HIL simulation results are compared with the baseline SIL simulation to ensure that the test bench is working correctly.
II. Hybrid Navigation System
The HNS has been presented in a number of papers 1, 2, 3 and is summarized here. The system consists of a suite of instruments and flight software designed to meet the SHEFEX2 performance objectives. The core of the HNS is a strapdown navigation system which consists of a PC/104 commercial-off-the-shelf (COTS) navigation computer (NC) from RTD Embedded Technologies Inc. integrated with an iIMU-FCAI-MDS IMU from iMAR GmbH, which uses fiber optic gyros and servo accelerometers (1
• /hr, 2mg). A Phoenix-HD GPS receiver and a low-cost STR 4 provide additional measurements which are combined with the strapdown solution using a Kalman filter. Figure 1 provides a breakdown of the hardware components and their placement in the rocket. Figure 2 illustrates the overall HNS architecture as a block diagram. Angular rotation and specific force measurements from the IMU are integrated over time by the navigation algorithm to maintain an estimated navigation solution at 400Hz. Pseudo-range measurements from the GPS receiver and attitude quaternion measurements from the STR are received at 1Hz and fused in the filter with past sensor measurements to calculate corrections to various errors in the system. GPS measurements are used throughout the entire mission when available and the STR is only used when activated during the coast phase (after the second stage burnout and before atmospheric entry) when the vehicle angular rate is less than 2
• /sec. The NC is loosely coupled with the GPS receiver and STR, 5 meaning the GPS and STR measurements are not influenced by the navigator. The GPS receiver is aided to support signal acquisition with position and velocity information at 0.5Hz when the GPS receiver is not already tracking. Measurements are synchronized using digital input/output (DIO) triggers (TTL level) timestamped on the NC clock, which are then converted to GPS system time on board the NC. Triggering the IMU resets the IMU's internal clock, which is used to timestamp the IMU data. The GPS receiver provides its own pulse per second (PPS) signal which is synchronized to its measurement reference times. The STR camera is triggered directly by the NC, which starts the image capturing process.
III. Software-in-the-Loop
The HNS SIL simulation is used to develop and test the navigation code and tune the filter. This Matlab/Simulink simulation models the entire flight of the SHEFEX2 rocket and the HNS sensor outputs. The requirements for the simulation include: use of realistic sensor models, allow for code to be reused in HIL simulation, and test the actual flight code. The goal is to provide a highly visible framework to develop the flight code which allows easy code verification, debugging and performance analysis. Figure 3 shows the top level view of the SIL simulation. It is broken into separate blocks for the rocket plant model, the NC and each sensor. The simulation is setup as in the real HNS system and the arrows show how data is transfered between the hardware. The solid black lines are serial interfaces, the dashed black lines are digital IO connections and the solid blue lines pass truth (plant) data to each sensor and symbolize physical connections and the dynamics environment. The connections modeled here are those which are important for the navigator. The external HNS connections are not needed to test the navigator's functionality and are therefore not included. 2Hz and is representative of the expected trajectory. Starting with an initial condition, these variables are integrated over time using Matlab's ode45 (Dormand-Prince) integrator at a fixed rate of 1600Hz. A spline fit is used to find specific force and angular rotation values in between the look-up table points. The outputs of this model are used as the truth inputs for the sensor models and as the true navigation solution when analyzing the navigator's performance.
The IMU model is configured to represent the iMAR iIMU-FCAI IMU by using the specifications provided by the manufacturer as the 1σ values for the error terms. Inputs include the true specific force, angular rate and time from the rocket model and the IMU trigger from the NC. The IMU model accounts for accelerometer lever arms by including additional centripetal and Euler accelerations for each accelerometer. The internal IMU time is adjusted to start counting from the last received IMU trigger. The resultant accelerations, rotation rates and time values are corrupted with the IMU errors (biases, scale factors, nonlinearity, misalignments, etc.), quantized and sampled before being sent to the NC, which models the real IMU.
The GPS receiver model is configured to simulate the Phoenix GPS Receiver and was programmed by the GPS receiver developers. The inputs are the true position and velocity at the GPS antenna phase center as well as time and the antenna pointing vector. The model uses a preloaded GPS satellite constellation model to calculate range values from the applicable satellites. Pseudo-ranges are calculated by corrupting the ranges with atmospheric delays, satellite ephemeris errors and clock errors before being output to the NC. Additional outputs include the measured GPS time, satellite ephemeris and health data, as well as the PPS signal, which is set high on the integer GPS second values indicating the reference time of the GPS measurements.
The STR model is configured to represent the HNS STR instrument by modeling the measurement noise seen in HIL tests with the real STR. Inputs include the true quaternion and the STR trigger from the NC. The model uses the true attitude of the camera frame with respect to an inertial frame to find measured star positions in the modeled field of view. These measurements are corrupted with noise before being fed to the attitude estimation algorithm. The estimated attitude measurement, the covariance of the measurement, frame integration time and frame number are then output to the NC.
The NC flight code is separated into navigator code, which calculates the navigation solution, and executive code, which handles external interfaces, resource management and timing. In the SIL simulation the NC is also split into two blocks. The navigator flight software block contains the actual flight software for the navigator code wrapped in a Simulink s-function. Included in the wrapper is some executive functionality which handles message delays, message formatting, housekeeping outputs and sending commands to the navigator. The clock and triggering block mimics other functionality of the executive software by triggering the IMU and STR at the appropriate times as well as timestamping all trigger signals.
IV. Hardware-in-the-Loop Test Bench
The HIL test bench is used to test the HNS hardware and software in a real-time integrated simulation. The core of the HIL simulation consists of the same models as in the SIL simulation. However, any of the sensor models can be ignored in place of the real instruments. There are several test bench configurations as all combinations of modeled or real instruments can be used. In all configurations the NC hardware receives IMU, GPS receiver and STR sensor messages synchronized to the simulation, no matter if they are from the sensor models or real instruments.
A. Simulation Architecture
The test bench uses COTS hardware and a mix of commercial and custom software. The hardware consists of a dSPACE real-time simulator to control and synchronize the simulation and a Spirent GSS7700 GPS Simulator, a Jenoptik Optical Sky field Simulator, and a 3-axis Acutronic rotation table to provide sensor inputs. The final product is a HIL test bench that was relatively quick and simple to develop and has many features which make testing the HNS functionality easier.
The HIL simulation is controlled by the dSPACE real-time simulator, which is a modular COTS realtime simulation platform. 6 dSPACE allows model development using Simulink and a provided hardware application programming interface (API), and has a range of hardware interfaces. The system used for this work is composed of a DS1006 processor board, a DS4002 timing and DIO board, a DS4201 serial interface board, a DS4504 Ethernet solution board, and a DS5101 SCRAMNet+ interface board. The DS1006 controls the interface boards and hosts the user's program, the DS4002 interfaces with all DIO signals, the DS4201 interfaces with all serial connections, the DS4504 provides remote commands to the Spirent and OSI PC, and the DS5101 interfaces with the rotation table.
The simulation software running on the DS1006 is a modified version of the SIL simulation. All three instrument models and the rocket dynamics plant model are taken directly from this simulation. Additional code is needed to interface with the hardware stimulators in order to provide the real instruments with simulated inputs.
In the simplest setup all sensor outputs are modeled by the dSPACE simulator and connected to the NC as in Figure 4 . Only the dSPACE, NC and the appropriate cables are needed. This configuration allows the NC software to be easily debugged because the sensor outputs are known and configurable.
Including GPS Receiver and STR
To include the GPS receiver into the simulation a Spirent GSS7700 GPS signal generator is used to provide the receiver hardware with a simulated RF antenna input. The Spirent host PC receives scenario initialization commands and trajectory data remotely from the dSPACE simulation via Ethernet which are synchronized to the dSPACE simulation using the signal generator's PPS signal. A GPS constellation is simulated and L1 band signals representative of the current simulated state of the GPS receiver's antenna are provided via a coax cable. The GPS receiver output is then used by the NC directly. When the Spirent and GPS receiver are used then the outputs of the GPS model are ignored.
An end-to-end test of the STR by itself has already been presented in another paper. 7 This setup is altered to include the STR in the full HIL test bench. A Jenoptik Optical Sky field Simulator (OSI) can stimulate optical camera systems which operate with a collimated beam for observing objects with an optically finite distance. It consists of an optical head which projects the image, a baffle mount, a control box, the connecting harnesses and a control computer including remote interface software. The optical head includes a micro display with 800 × 600pixel resolution and is directly attached to the camera lens with a special adapter. The display interfaces to a host PC as a standard VGA monitor. The OSI host PC receives attitude dynamics commands remotely from the dSPACE simulation and processes the data within 17ms. The PC calculates and projects a simulated image of the sky (including stars, planets, the Moon, single event upsets, etc.) through the optical head as a collimated beam. The beam enters the camera aperture, the NC triggers the camera, and the STR processes the captured image. The STR always solves for the attitude quaternion as the ''lost in space'' case. When the OSI and STR are used then the outputs of the STR software model are ignored. The HIL test bench setup including the real GPS and STR instruments and modeled IMU is shown in Figure 5 . This is the closest configuration to testing the entire HNS system with the expected flight dynamics.
Including IMU
To include the IMU into the simulation a 3-axis rotation table from Acutronic is used to rotate the IMU according to the expected flight dynamics. The rotation table receives rotation commands remotely from the dSPACE simulation via a SCRAMNet+ fiber-optic connection at 100Hz. The IMU measures the resulting dynamics and sends messages to the NC. Except for the IMU, all of the HNS hardware is static in the laboratory outside of the rotation table. The test bench including the NC, GPS receiver, STR and IMU is shown in Figure 6 . This configuration tests the entire HNS system with the expected flight rotations, but not with the expected flight accelerations since the rotation table cannot apply translational dynamics.
When the real IMU is used then the simulated rocket trajectory cannot be used as the truth model since the IMU's accelerometer measurements will not agree with the trajectory. Instead, the rocket model is altered so that the rotations come from the stored trajectory and the accelerations are consistent with the Earth-fixed location of the rotation table. The new rocket ''trajectory'' is then consistent with a vehicle at an Earth-fixed position rotating about it's center of mass. This trajectory is used as input to the GPS and STR models and stimulators, as well as the rotation table controller.
The biggest issue with this setup is that the rocket model provides only an approximation to the true IMU dynamics. Several factors contribute to this problem: the IMU rotates only approximately about its center of mass (within a few centimeters), which is inconsistent with the rocket model; the true initial attitude of the IMU can only be measured to within 2
• azimuth and 0.02
• elevation (see section IV.C); and the rotation table only approximately matches the commanded rotations due to the table's angular acceleration limits and its physical configuration. Some of these problems can be resolved with effort, but this level of simulation accuracy is not needed. Instead, the attitude calculated from the rotation table's own angular measurements (accurate to within 0.001
• ) and the constant Earth-fixed position of the center of rotation can be used as the true dynamics. The navigation solution can be compared to this to measure its performance, keeping in mind the uncertainty in the initial IMU attitude and the difference between the center of rotation and the origin of the IMU frame (center of the accelerometer triad). 
B. Timing and Synchronization
When simulating the SHEFEX2 trajectory, synchronizing the dSPACE, Spirent and the OSI together is important. If any of these systems is not synchronized accurately enough, then the navigation solution will show degraded performance. Ideally, all systems in the test bench should be synchronized to each other to within 4µs (an order of magnitude better than the timing accuracy of the NC clock) to ensure that the error in timing does not significantly degrade the navigation performance. The dSPACE simulation is synchronized to the clock on the DS1006 board, but all of the DIO signals are timestamped using the DS4002 clock. Both clocks must be calibrated with respect to each other so that times on one clock can be converted to their corresponding values on the other clock. This is done by sampling both clocks simultaneously a number of times and fitting the resulting data points to a line. The equation of the line is the formula used to convert simulation time to the DS4002 clock. In practice the two clocks can be calibrated to within the resolution of the DS4002 clock (200ns).
If the Spirent is not present, then the DS4002 clock is used as the true simulation time reference since it controls the modeled GPS PPS signal, which provides the NC with a reference to GPS system time. However, if the Spirent is present then the PPS from the real GPS receiver is used, which means the Spirent clock must be used as the true simulation time reference. Therefore, the dSPACE simulation must calibrate the DS4002 clock to the Spirent's GPS system time. The PPS signal from the Spirent is triggered at the integer GPS system seconds. To find the GPS system time, the dSPACE simulation must count the Spirent PPS signals starting from the beginning of the Spirent simulation, which is commanded by the dSPACE. Spirent GPS system time is calibrated with the DS4002 clock by sampling the DS4002 clock at each PPS and fitting the corresponding GPS system time values to a line. Synchronizing the OSI to the simulation is not as important. The star tracker has a requirement that the vehicle cannot rotate more than 2
• /sec while in use, so the vehicle angular rates during this time are relatively slow. Synchronization is accomplished by triggering the graphics card for the OSI's optical head at 60Hz with the dSPACE. Messages are sent to the OSI at 1Hz and are aligned with this trigger such that the commanded quaternion will be used for the simulated sky at the correct VGA frame. The OSI then uses the commanded angular rate to update the sky image over time until the next message is received. One limitation of this setup is that sky images are only updated at 60Hz. The typical exposure time for the STR camera is 50ms. Which means that typically 3 sequential OSI images are captured by the camera every time it is triggered. If the simulated rotation rate of the vehicle is too large then then stars will skip several pixels in the camera image for every OSI frame. At 2
• /sec, the maximum distance a star can jump between frames is 1.4pixels, based on the camera specifications presented in a previous paper. 7 The camera is defocused so that stars are spread around a 2 × 2pixel grid. Therefore, a jump of 1.4pixels is small enough so that a single moving star looks like a smeared star in the camera image instead of several separate stars.
The rotation table is synchronized to the simulation using the SCRAMNet+ interface. SCRAMNet+ is an asynchronous shared memory interface. When new data is written to the shared memory space then all connected systems can immediately see the changes. After the dSPACE simulation writes commands to the rotation table controller, the table will respond within 1 control step (2000Hz). The rotation table controller cannot be synchronized to the dSPACE, so there will be a variable delay before the controller responds to a command (between 0 and 0.5ms). This is only important for the STR model and OSI interface since the outputs from these models are determined directly from the rocket model and must closely match the attitude of the real IMU. However, all sources of error due to synchronization are greatly reduced when the STR is operational since the vehicle rotation rate must be less than 2 • /sec. Nevertheless, the OSI images will still contain errors due to the initial IMU attitude uncertainty.
C. Calibration
Before using the HIL test bench to test the HNS, the setup must first be calibrated to remove known error sources in the test bench itself. Any undesirable errors may influence the sensor measurements and the navigation solution, thus changing the measured system performance.
There are two sources of error related to the OSI/Camera interface: the optical deformation caused by the OSI optics and the alignment between the OSI optical head and the STR camera. Both are calibrated by comparing the camera's image with the image commanded to the OSI optical head. The calibration methods are discussed in more detail in a previous paper.
7
When the real IMU is used with the rotation table the initial IMU attitude must be measured to provide an initial attitude value for the true dynamics. This is done using the method of gyro compass alignment. First, the gyro and accelerometer biases are calibrated by exciting the sensors with known values using the rotation table and fitting the resulting IMU measurements to an error model. This reduces the uncertainty in the gyro biases to 0.8
• /hr and the accelerometer biases to 0.5mg (other IMU error terms are negligible). The IMU data is collected for 10 minutes at three separate perpendicular attitudes. For each attitude the data is averaged and compensated for the known bias values to determine the Earth rotation and gravity vectors in the IMU body frame. Knowing the position of the IMU in the Earth fixed reference frame, the IMU's attitude with respect to Earth can be measured. During IMU alignment and calibration the IMU is held at constant temperature to reduce changes in bias values. This method has an accuracy of 2
• in azimuth and 0.02
• in local level elevation.
V. Test Bench Performance
The performance of the test bench is measured by how well it models the real HNS system under the actual flight conditions. However, it's not possible to make this assessment without having previously launched the SHEFEX2 rocket. Instead, data from the HIL simulations can be compared to data from similar scenarios run with the SIL simulation. Everything in the SIL simulations can be precisely configured and controlled so there are no synchronization or calibration issues to deal with. Therefore, if the HIL test bench is synchronized and calibrated correctly, then the navigation performance results using the HIL simulation should be similar to the results using the SIL simulation. This comparison is a final test of the HIL test bench. It is used to ensure all the significant errors are removed from the test bench and is not a substitute for individually testing the system's components for synchronization or calibration errors. One downside to this method is that fully functional navigation software is needed, so this test can only be done once the software has been sufficiently tested. To fully check the HIL test bench this comparison should be done for all combinations of modeled/real sensors.
Monte Carlo simulations are done with the SIL simulation and the HIL test bench with the real GPS receiver and STR sensors (as shown in Figure 5 ). Before each simulation various constants are varied randomly according to their expected limits, including: IMU parameters, rocket initial conditions, GPS constellation parameters, etc.. Each simulation is then run for a full simulated flight. After running each simulation, the navigation performance is determined by comparing the position, velocity and attitude output of the flight code to the corresponding variables in the rocket model. Navigation performances for 100 SIL simulations are combined by calculating the RMS (root-mean-square) of the position, velocity and attitude navigation errors at each navigation time step. The navigation filter also provides variance values which are a measure of how accurate the navigation solution is according to the filter model. The 1σ standard deviations for each simulation are combined by calculating the RMS at each time step. Similarly, the RMS of the navigation errors and 1σ filter accuracies are calculated combining 12 HIL simulations with random simulation parameters.
The results from both the SIL and HIL Monte Carlo simulations are shown in Figure 7 . The navigation performance from both Monte Carlos are very close to each other, suggesting that the HIL test bench is sufficiently synchronized and calibrated. The slight differences between the SIL and HIL results can be explained by statistical variation and by the fact that the software models do not exactly simulate their respective sensors.
To be concise, only the results using the HIL simulation with the real GPS receiver and STR sensors are presented. However, additional tests have shown that the navigation performance when using the HIL test bench with modeled GPS and STR sensors is similar to the using the real sensors. Results from the HIL test bench with the real IMU would be interesting, but unfortunately the rotation table was not available at the time of this writing and results suitable for publication could not be obtained.
VI. Conclusion
The HNS SIL and HIL test benches are ideal for testing the HNS system because they are easy to use, highly configurable, and allow full visibility to all simulation variables. The HNS HIL test bench satisfies the requirements stated in section I and includes a number of features:
• The GPS and STR sensors can be easily swapped in place of their modeled counterparts, allowing a variable level of complexity to help debug the system. The IMU can also be easily swapped, but some fidelity is lost as the IMU cannot be stimulated with the full mission flight dynamics.
• Reusing the SIL simulation code for the HIL models allows both simulations to simultaneously be updated whenever this code is changed.
• Through dSPACE's ControlDesk software, the user has real-time access to all simulation variables including: trigger rates, IMU errors, GPS satellite constellation parameters, etc..
• All test bench components are synchronized, allowing real-time analysis of the system.
• Monte Carlo simulations can be run by automatically changing variables, compiling and reloading the dSPACE software through Matlab/Simulink.
It is important to note that the SIL and HIL test benches are not a replacement for traditional ''real world'' testing with the full integrated system, such as a road test or attitude calibration using the night sky. Even with all the features of the test bench there are still some aspects of the system that require real world testing, such as using the real GPS antenna, GPS satellite constellation, and night sky. Instead, the SIL and HIL test benches provide a user friendly test environment to be used as a first step in the debugging process where most of the bugs in the system can be quickly fixed.
