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INTEGER-VALUED DEFINABLE FUNCTIONS IN Ran,exp
GARETH JONES AND SHI QIU
Abstract. We give two variations on a result of Wilkie’s ([11]) on unary
functions definable in Ran,exp that take integer values at positive integers.
Provided that the function grows slower (in a suitable sense) than the func-
tion 2x, Wilkie showed that is must be eventually equal to a polynomial.
We show the same conclusion under a stronger growth condition but only
assuming that the function takes values sufficiently close to a integers at
positive integers. In a different variation we show that it suffices to assume
that the function takes integer values on a sufficiently dense subset of the
positive integers (for instance the primes), again under a stronger growth
bound than that in Wilkie’s result.
1. Introduction
In [4], Thomas, Wilkie and the first author studied functions f : (0,∞)→ R
definable in certain o-minimal structures under the assumption that f is integer-
valued, that is f(n) ∈ Z for all positive integer n. They showed that, under
a rather strong growth bound, such a function must be a polynomial. This
gives a weak real analogue of a classical theorem of Polya on integer-valued
entire functions. Wilkie [11] substantially improved the one-variable result of
[4], proving that such an f must be a polynomial provided that it satisfies a
growth bound that is close to optimal. Wilkie’s result also applies to a larger
o-minimal structure than those considered in [4].
Here we consider a similar problem in which the function f is no longer
supposed integer-valued, but only assumed to be such that f(n) is close to an
integer for positive integers n. Throughout this paper, by definable, we mean
definable in the structure Ran,exp. This structure is o-minimal by work of [9].
We prove the following.
Theorem 1.1. Suppose that f : [0,∞) → R is definable and analytic. There
exists δ > 0 with the following property. Suppose that there exists c0 > 0 such
that for all positive integers n there is an integer mn such that
|f(n)−mn| < c0e
−2n.
If there is c1 > 0 such that |f(x)| < c1e
δx then there is a polynomial Q such
that
Q(n) = mn
for all sufficiently large n.
We also prove a result in which our function f is only assumed to be integer-
valued on some sufficiently dense subset of the nonnegative integers. For this
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we fix A ⊆ N such that there is a positive real λ such that for all sufficiently
large T we have
T
(log T )λ
≪ #A ∩ [0, T ]≪
T
(log T )λ
.
With such an A fixed, we prove the following.
Theorem 1.2. Suppose that f : [0,∞)→ R is definable and analytic, and such
that f(n) is an integer for n ∈ A. If there exist α > 0 and c1 > 0 such that
|f(x)| < c1 exp
(
x
(log x)2λ+2+α
)
then f is a polynomial.
So for instance, if |f(x)| < c exp
(
x
(log x)5
)
and f is integer-valued on the
primes, then f is a polynomial.
Before discussing the proofs of these results, we briefly discuss Wilkie’s proof.
Wilkie first shows that definable unary functions whose growth is at most expo-
nential can be approximated by a function which admits an analytic continuation
(as a complex function) to a half-plane. The diophantine part of the proof then
follows Polya’s method, as adapted by Langley [5] to functions on a half-plane.
This seems to need the function to be take integer values at all positive integers,
and doesn’t seem to adapt to a set A as in the second theorem above. And it
is difficult to see how this method could be used to prove Theorem 1.1. The
method of [4], which relies on a counting theorem in [3] gives nothing in the
context of Theorem 1.1. Instead, we adapt Waldschmidt’s proof, via transcen-
dence methods, of a weak form of Polya’s Theorem [10]. See also Chapter 9
of Masser’s recent book [6]. Waldschmidt’s proof was adapted by Hirata [1] to
show that an entire f that is exponentially close to integers at positive integers,
and doesn’t grow too quickly must be a polynomial. And a more precise version
of this result was given by Ito and Hirata-Kohno [2]. This fails in the o-minimal
setting (consider say e−ax for large a, or even worse exp(− expx)). But the
method, applied not to the function itself but to an approximating function
with a large continuation, provided by Wilkie’s work, goes through and gives
Theorem 1.1. The second Theorem is proved by similar methods, and further
exploits o-minimality, in that to show that an analytic function definable in an
o-minimal structure is identically zero, it is enough to show that it has infinitely
many zeros. In the setting of our second Theorem, the method of [4], applying
the counting theorem for curves in [3] would give that f is a polynomial provided
that it is definable in the structure Rexp and satisfies the much stronger growth
bound |f(x)| < ex
ε
, eventually, for all positive ε.
It will be clear from the proofs that a similar result can be obtained, for
instance, assuming that f is close to integers (in the sense of Theorem 1.1) on
a sequence A as in Theorem 1.2. Or we could suppose that the sequence A in
Theorem 1.2 had more points, and get a corresponding relaxation in the growth
bound. Various results of this nature will appear in the thesis of the second
author. Finally, the main point of [4] was to consider functions of several
variables that take integer values at tuples with integer coordinates. Again,
considerations of this kind will appear in the thesis of the second author.
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2. Preliminaries
We begin with various estimates that we shall use repeatedly. First, a well-
known estimate for binomial coefficients (see for instance (9.9) on page 104 of
[6]).
Lemma 2.1. Suppose that z ∈ C and that i is a nonnegative integer with
i ≤ L. Then ∣∣∣∣
(
z
i
)∣∣∣∣ ≤ eL
(
|z|+ L
L
)L
.
The following lemma is easy.
Lemma 2.2. Suppose that P =
∑L
i=1
∑M
j=1 pi,j
(X
i
)
Y j is a polynomial with
complex coefficients. Then for a, b, b′ > 0 we have∣∣P (a, b) − P (a, b′)∣∣ ≤ (L+1)(M+1)2 max{|pi,j |}max
{∣∣∣∣
(
a
i
)∣∣∣∣ : i ≤ L
}
bMb′M |b−b′|.
We will use the following estimate which is a special case of Lemma 3 of [8].
Lemma 2.3. Suppose that a1, . . . , aN are pairwise distinct integers. Then
N∏
i=2
|a1 − ai| ≥
(N − 1)!
2N−1
.
In place of the usual formula for the number of zeros of a complex function,
we use the following, a special case of Lemma 6 of [2].
Proposition 2.4. Suppose that φ is analytic on |z| ≤ R, and that a1, . . . , aN
are complex numbers of modulus less than R. Then
(1) |φ(0)| ≤ |φ|R
N∏
i=1
|ai|
R
+
N∑
i=1

|φ(ai)| N∏
j=1
|R2 − aiaj |
R2
N∏
k=1,k 6=n
|ak|
|ak − an|

 .
3. Functions with values close to integers
For our proofs we will use Wilkie’s results on approximate continuations. The
result we need in this section is as follows.
Theorem 3.1 (Wilkie). Suppose that f : R→ R is definable and suppose that
there exist c1 > 0 and a definable function δ > 0 such that |f(x)| < c1e
δx for all
large x. GivenD > 0 there is an a ∈ R and an analytic g : {z : Re(z) > a} → C
such that
(1) |g(x)− f(x)| < e−Dx for all x > a,
(2) there exists c2 > 0 such that |g(z)| < c2e
δ|z| for all z such that Re(z) >
a.
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Proof. Apply Corollary 4.8 in [11] to get definable functions f1, . . . , fl, pairwise
distinct reals s1, . . . , sl and a positive a such that
(2)
∣∣∣∣∣f(x)−
l∑
i=1
fi(x) exp(six)
∣∣∣∣∣ .
Moreover, in the notation of [11], the functions fi are all in Rsubexp. It then
follows from Theorem 4.2 in [11] that, perhaps after increasing a, these functions
continue to the half-plane {z : Re(z) > a}. And by Lemma 5.3 in [11] these
continuations are such that
|fi(z)| ≤ exp(
δ
2
|z|)
for any z in the half-plane with large modulus, and i = 1, . . . , l. By the growth
condition on f and (2), we have that si ≤ δ for each i. So we can take g to be
the continuation of
∑l
i=1 fi(x) exp(six).

Theorem 3.2. Suppose that f : [0,∞) → R is definable and analytic. There
exists δ > 0 with the following property. Suppose that there exists c0 > 0 such
that for all positive integers n there is an integer mn such that
|f(n)−mn| < c0e
−2n.
If there is c1 > 0 such that |f(x)| < c1e
δx then there is a polynomial Q such
that
Q(n) = mn
for all sufficiently large n.
Proof. Rather than the assumption in the statement, we start by assuming that
the integers mn are such that
|f(n)−mn| < c0e
−Dn
for some positive D, and show later that the choice D = 2 is sufficient. Note
that we can assume without loss of generality that f is positive. Suppose that
|f(x)| ≤ c1e
δx, for some positive δ < 1. By Wilkie’s Theorem above, there is a
function g analytic in some right halfplane, and such that |g(x)−f(x)| < e−Dx
for large x. Moreover, we have |g(z)| ≤ c2e
δ|z|. We will assume that c2 ≥ 2c1.
Translating, we can assume that the halfpane is {z : Rez ≥ 0}, and that for all
x ≥ 0 we have
(3) |g(x) − f(x)| < c3e
−Dx.
We let M,L be large integers, to be determined later. We suppose that
M + 1 < L and that L is odd. Set T = (L + 1)(M + 1). We construct a
polynomial
P (X,Y ) =
L∑
i=1
M∑
j=1
pi,j
(
X
i
)
Y j
such that
(4) P (n,mn) = 0
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for n ∈ [T/2, T ] ∩ Z. So we have T unknowns and T/2 equations. To apply
Siegel’s lemma, we first compute an upper bound on∣∣∣∣
(
n
i
)
mjn
∣∣∣∣
for n ∈ [T/2, T ] ∩ Z, i ≤ L and j ≤M . By Lemma 2.1 we have∣∣∣∣
(
n
i
)∣∣∣∣ ≤ eL(M + 4)L.
And
mjn ≤ (2f(n))
j ≤ cM2 e
δMT .
So Siegel’s Lemma (see [6, 8.3], for example) gives solutions pi,j to (4) with
(5) |pi,j| ≤ (L+ 1)(M + 1)e
L(M + 4)LcM2 e
δMT .
We now show that P (X,Y ) is not too big at either (n, f(n)) or (n, g(n)). For
n ∈ [T/2, T + 1]∩ Z we have, by assumption, |f(n)−mn| ≤ c0e
−DT/2. So by
Lemma 2.2, we have, for n in the same range
|P (n, f(n))− P (n,mn)| ≤ T
3c3M2 e
2L(M + 4)2Le3δM(T+1)−DT/2.
In particular, the right hand side here is an upper bound for |P (n, f(n))| for
n ∈ [T/2, T ] ∩ Z. Similarly, for n ∈ [T/2, T + 1] ∩ Z we have
|P (n, f(n))− P (n, g(n))| ≤ T 3c3M2 e
2L(M + 4)2Le3δM(T+1)−DT/2.
Combining these, we have
(6)
|P (T+1,mT+1)| ≤ |P (T+1, g(T+1))|+2T
3c3M2 e
2L(M+4)2Le3δM(T+1)−DT/2.
And for n ∈ [T/2, T ] ∩ Z we have
(7) |P (n, g(n))| ≤ 2T 3c3M2 e
2L(M + 4)2Le3δM(T+1)−DT/2.
With the aim of showing that P (T + 1,mT+1) = 0, we now consider the
function φ(z) = P (z+ T +1, g(z +T +1)), analytic on |z| < T +1 and show,
using Proposition 2.4, that it is small at the origin. For |z| ≤ 2T +2 and i ≤ L
we have ∣∣∣∣
(
z
i
)∣∣∣∣ ≤ e2L(M + 4)L
(using Lemma 2.1). So, from the definition of φ, the bounds (5) and the growth
bound in Wilkie’s Theorem we have
(8) |φ|T ≤ T
2c2M2 e
3L(M + 4)2LeδM(3T+2).
Let AT = [T/2, T ]∩Z, and for n ∈ AT let an = n−T−1. Then |an| ≤ 1+T/2
and
|φ|T
∏
n∈AT
|an|
T
≤ |φ|T
(
1
2 +
1
T
)T
2
≤ |φ|T
(
11
20
)T
2 ,
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where we use that T is large. So by (8) we have
|φ|T
∏
n∈AT
|an|
T
≤ T 2c2M2
(
e3(M + 4)2
11
M+1
2
20
M+1
2
)L+1
eδM(3T+2)
We now consider the second summand in the estimate (1) for |φ(0)|. First,
we have ∏
k∈AT \{n}
1
|ak − an|
≤
2
T
2
−1(
T
2 − 1
)
!
for any n ∈ AT . And so
∏
k∈AT \{n}
|ak|
|ak − an|
≤
(
T
2 + 1
)T
2
−1
2
T
2
−1(
T
2 − 1
)
!
Estimating the factorial and simplifying, this is at most
c4(2e)
T
2
−1
for some positive constant c4. Since∣∣∣∣T 2 − anakT 2
∣∣∣∣ < 1
we have the following upper bound (using (7)) for the second summand in (1).
c4T
4c3M2 e
2L(M + 4)2Le3δM(T+1)−DT/2(2e)
T
2
−1.
So, by (6), and Proposition 2.4 we have
|P (T + 1,mT+1)| ≤T
2c2M2
(
e3(M + 4)2
11
M+1
2
20
M+1
2
)L+1
eδM(3T+2)+
c4T
4c3M2 e
2L(M + 4)2Le3δM(T+1)−DT/2(2e)
T
2
≤c4T
4c3M2
(
e3(M + 4)2
11
M+1
2
20
M+1
2
)L+1
eδM(3T+2)
(
1 + exp
(
−
DT
2
+ T log 2 +
T
2
))
Now, if we fix M sufficiently large then(
e3(M + 4)2
11
M+1
2
20
M+1
2
)
<
1
2
.
We then take δ > 0 so small that
e4δM(M+1) < 2.
These choices ensure that(
e3(M + 4)
11
M+1
2
20
M+1
2
e3δM(M+1)
)L+1
decays exponentially as L increases. Then taking
D > 2 log 2 + 1
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(e.g. D = 2 as claimed in the statement of the Thereom) we will have
|P (T + 1,mT+1)| < 1
provided that L is large enough. As P (T + 1,mT+1) is an integer, it must be
zero.
Now inductively suppose that P (n,mn) = 0 for all n ∈ [T/2, T
′] ∩ Z, for
some T ′ > T . We write T ′ = (T +1)(M ′+1) for some M ′ ∈ Q. Using Lemma
2.1, if |z| ≤ T ′ + 1 and i ≤ L then
(9)
∣∣∣∣
(
z
i
)∣∣∣∣ ≤ eL(2M ′ + 2)L.
And if |z| ≤ 2T ′ + 2 and i ≤ L then
(10)
∣∣∣∣
(
z
i
)∣∣∣∣ ≤ eL(3M ′ + 4)L.
Using (9) and Lemma 2.2, for n ∈ [T ′/2, T ′ + 1] we have
(11)
|P (n, f(n))− P (n,mn)| ≤ T
3c2M2 e
2L(M + 4)L(2M ′ + 2)Le3δM(T
′+1)−DT ′/2.
Similarly, for n in the same range,
(12)
|P (n, f(n))−P (n, g(n))| ≤ T 3c2M2 e
2L(M +4)L(2M ′+2)Le3δM(T
′+1)−DT ′/2.
These two inequalities hold in particular for n ∈ [T ′/2, T ′]∩Z and here we also
have P (n,mn) = 0, so for n in this range we get
(13) |P (n, g(n))| ≤ 2T 3c2M2 e
2L(M + 4)L(2M ′ + 2)Le3δM(T
′+1)−DT ′/2.
Finally, for n = T ′ + 1 we have
(14)
|P (T ′+1,mT ′+1)| ≤ |P (T
′+1, g(T ′+1))|+2T 3c2M2 e
2L(M+4)L(2M ′+2)Le3δM(T
′+1)−DT ′/2.
As before, we now aim to show that P (T ′ + 1, g(T ′ + 1)) is small, using
Proposition 2.4, and thus show that P (T ′ + 1,mT ′+1) = 0. To this end let
ψ(z) = P (z + T ′ + 1, g(z + T ′ + 1)),
analytic on |z| < T ′+1. Let AT ′ = [T
′/2, T ′]∩Z so that T
′
2 −1 ≤ #AT ′ ≤
T ′
2 .
And for n ∈ AT ′ let an = n−T
′−1, so that |an| ≤
T ′
2 +1. Using the definition
of ψ, together with (5) and (10) and the growth bounds on g, we have
|ψ|T ′ ≤ T
2c2M2 e
2L(M + 4)L(3M ′ + 4)Le4δM(T
′+).
From this we see that
(15)
|ψ|T ′
∏
n∈AT ′
≤ T 2c2M2

e2(M + 4)(3M ′ + 4)(11
20
)M′+1
2


L+1
e4δM(T
′+1).
To estimate the second summand in (1) we first note that as in the base case,
for n ∈ AT ′ , we have ∏
k∈AT ′\{n}
|ak|
|ak − an|
≤ c5(2e)
T ′
2
−1
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for some positive constant c5. And as before, for n, i ∈ AT ′ we have∣∣∣∣T ′2 − aianT ′2
∣∣∣∣ < 1.
So, with (13) we have
N∑
i=1

|φ(ai)| N∏
j=1
|R2 − aiaj |
R2
N∏
k=1,k 6=n
|ak|
|ak − an|

 ≤
c5T
′T 3c2M2 e
2L(M + 4)L(2M ′ + 2)Le3δM(T
′+1)−DT ′/2(2e)T
′/2−1.
(16)
So by Proposition 2.4 we get an upper bound for |P (T ′ + 1, g(T ′ + 1))|, given
by the sum of the right hand sides of (15) and (16), and then by (14) we have
|P (T ′ + 1,mT ′+1)| ≤ c5T
′T 3c2M2

e2(M + 4)(3M ′ + 4)(11
20
)M′+1
2


L+1
·
e4δM(T
′+1)
(
1 + e(−D+2 log 2+1)T
′/2
)
With our earlier choices of M, δ and D, and L fixed sufficiently large, this tends
to 0 as M ′ ≥M tends to infinity. So P (T ′ + 1,mT ′+1) = 0.
Hence, by induction, we have P (n,mn) = 0 for all n.
Now, there are finitely many analytic algebraic functions θ1, . . . , θk defined
on some interval (a,∞) such that if P (x, y) = 0 and x > a then y = θi(x)
for some i. We assume that the functions θi are distinct. For n > a we have
mn = θi(n) for some i. We show that i here is independent of n, perhaps after
increasing a. Suppose on the contrary that i, j ≤ k are not equal and such that
there are infinitely many n > a with mn = θi(n) and infinitely many n
′ > a
with mn′ = θj(n
′). Since for all large n we have
|f(n)−mn| < c0e
−2n
we have, by o-minimality,
|θi(x)− θj(x)| < 2c0e
−2x
for all large x. But θi and θj are algebraic, so this cannot happen unless they
are equal. Hence there is some i such that for all sufficiently large n we have
mn = θi(n). Since θ is an algebraic function taking integer values at all large
integers, θi must be a polynomial (for instance by the Theorem on page 131 of
[7]), and the proof is complete. 
4. Functions taking integer values on a reasonably dense
sequence.
For this section we require another result on approximate continuations.
Theorem 4.1 (Wilkie). Suppose that f : R→ R is definable and suppose that
there exist positive N,α and c1 such that |f(x)| < c1 exp
(
x
(log x)N+α
)
for all
large x. Then there exist η > 0, a ∈ R and an analytic g : {z : Re(z) > a} → C
such that
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(1) |g(x)− f(x)| < e−ηx for all x > a,
(2) there exists c2 > 0 such that |g(z)| < c2 exp
(
x
(log x)N
)
for all z such
that Re(z) > a.
Proof. By Theorems 4.1 and 4.2 in [11], there exist η > 0, a ∈ R and an analytic
g : {z : Re(z) > a} → C such that |g − f | is infinitesimal with respect to the
valuation ring Fsubexp (in the notation of [11]). We may suppose that |g − f |
is positive. So |g − f | is less than all elements of the decreasing sequence
exp
(
−
x
log x
)
, exp
(
−
x
log log x
)
, . . . , exp
(
−
x
log · · · log x
)
, . . . .
It then follows from the fact that Ran,exp is exponentially bounded (see Propo-
sition 9.2 of [9]) that there is a positive η such that the first condition in the
theorem holds.
It remains to check the growth condition. This follows using Theorem 4.2 of
[11], following the argument of Lemma 5.3 of [11] but with the φ there replaced
by
(log x)N log g(x)
x
.
The extra α in the growth bound ensures that this φ tends to 0, so that Wilkie’s
argument works. 
With this in hand, we prove the second main result. Recall that we fix a set A
of positive integers for which there exist positive real λ such that for sufficiently
large T we have
T
(log T )λ
≪ A∩ [0, T ]≪
T
(log T )λ
.
It follows that there exist positive reals a, b and ε ∈ (0, 1) such that
a
T
(log T )λ
≤ A ∩ [εT, T ] ≤ b
T
(log T )λ
for large T .
The result is as follows.
Theorem 4.2. Suppose that f : [0,∞)→ R is definable and analytic, and such
that f(n) is an integer for n ∈ A. If there exist α > 0 and c1 > 0 such that
|f(x)| < c1 exp
(
x
(log x)2λ+2+α
)
then f is a polynomial.
Proof. To prove this we proceed as before and start by applying Wilkie’s theorem
above and translating to obtain a positive η and a g, analytic on the right half-
plane {z : Re(z) ≥ 0}, such that
(17) |g(z)| ≤ c2 exp
(
|z|
(log |z|)2λ+2
)
and
(18) |f(x)− g(x)| ≤ c3e
−ηx
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for x ≥ 0, where c2 and c3 are positive and we assume c2 ≥ c1. Below we set
δ(x) = x
(log x)2λ+2
.
We fix large integers L and M and aim to construct a nonzero polynomial
P (X,Y ) =
L∑
i=0
M∑
j=0
pi,j
(
X
i
)
Y j
with integer coefficients such that
(19) P (n, f(n)) = 0
for all n ∈ A ∩ [εT, T ], where T = (L + 1)(M + 1). Aiming to use Siegel’s
Lemma to control the size of the coefficients, note that Lemma 2.1 implies that
if k ≥ 1 and |z| ≤ kT and i ≤ L then∣∣∣∣
(
z
i
)∣∣∣∣ ≤ (ek)L(M + 4)L.
And for j ≤M,x ≤ kT we have
|f(x)|j ≤ cM1 e
Mδ(kT ).
Taking k = 1 here, these estimates together with Siegel’s Lemma show that
there are integers pi,j not all zero such that (19) holds for all n ∈ A ∩ [εT, T ]
and such that
(20) |pi,j | ≤ Te
L(M + 4)LcM1 e
Mδ(T ).
Combining this with Lemma 2.2, and using (18) we have
|P (x, f(x))− P (x, g(x))| ≤ T 3(ek)2L(M + 4)2Lc3M2 e
3Mδ(kT )e−ηεT
where k ≥ 1 and x ∈ [εT, kT ]. So for n ∈ A ∩ [εT, T ] we have
(21) |P (n, g(n))| ≤ T 3e2L(M + 4)2Lc3M2 e
3Mδ(T )e−ηεT
and for x ∈ (T, kT ] we have
(22) |P (x, f(x))| ≤ |P (x, g(x))| + T 3(ek)2L(M + 4)2Lc3M2 e
3Mδ(kT )e−ηεT .
In order to apply Proposition 2.4 we estimate |P (z, g(z))| for z in the closed
right half-plane, with |z| ≤ kT . We have
(23) |P (z, g(z))| ≤ T 2(ek)2L(M + 4)2Lc2M2 e
2Mδ(kT ).
Now let T1 = min{n ∈ A : n > T}, and fix ℓ such that T < T1 ≤ ℓT (for
instance we can take ℓ around 1/ε). Put φ(z) = P (z+ T1, g(z + T1)), analytic
on |z| ≤ T1. By (23) with k = 2ℓ we have
(24) |φ|T1 ≤ T
2(2eℓ)2L(M + 4)2Lc2M2 e
2Mδ(2ℓT ).
And
∏
n∈A∩[εT,T ]
|n− T1|
T1
≤
(
1− ε
T
T1
)[a T
(log T )λ
]
≤ r
T
(logT )λ
where r = (1− ε2)a/2 < 1.
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Arguing as in the previous proof, for n ∈ A ∩ [εT, T ] we have
∏
m∈A∩[εT,T ]\{n}
∣∣∣∣m− T1m− n
∣∣∣∣ ≤ (c log T )b T(log T )λ ,
for some c > 1 (depending on ε, ℓ and a but not T or n).
And as in the previous proof, for n ∈ A ∩ [εT, T ] we have
∏
m∈A∩[εT,T ]
∣∣∣∣T 21 − (m− T1)(n − T1)T 21
∣∣∣∣ < 1.
Applying Proposition 2.4 and using (24),(21), and (22) and the previous three
inequalities, we have
|P (T1, f(T1))| ≤ T
4(2eℓ)2L(M + 4)2Lc3M2 e
3Mδ(2ℓT )r
T
(log T )λ
·
(
1 + exp
(
b
T
(log T )λ
log(c log T )−
(
ηεT +
T
(log T )λ
log r
)))
We consider the two factors on the right separately. First, using the fact that
T = (L+1)(M +1), the definition of δ(x), and taking M +1 to be an integer
around (log(L+ 1))λ+1, we have
T 4(2eℓ)2L(M + 4)2Lc3M2 e
3Mδ(2ℓT )r
T
(log T )λ ≤ T 4(2eℓ)2L(M + 4)2Lc3M2 e
6ℓ M(M+1)(L+1)
(log(L+1))2λ+2 r
(M+1)(L+1)
2λ(log(L+1))λ
≤ exp
(
(L+ 1)
(
6 log(M + 4) +
1
2λ
(log r) log(L+ 1)
))
for sufficiently large L. Since r < 1, this is at most 1/4 for sufficiently large L.
For the second factor we have
1 + exp
(
b
T
(log T )λ
log(c log T )−
(
ηεT +
T
(log T )λ
log r
))
<
3
2
for large enough L. So |P (T1, f(T1))| is an integer less than 1, hence P (T1, f(T1)) =
0.
We now inductively assume that T ′ ≥ T1 and that P (n, f(n)) = 0 for all
n ∈ A ∩ [εT, T ′]. We write T ′ = (M ′ + 1)(L + 1). Suppose that k ≥ 1. For
|z| ≤ kT ′ and i ≤ L we have
(25)
∣∣∣∣
(
z
i
)∣∣∣∣ ≤ (3ke)L(M ′ + 1)L.
Using the fact that max{|f(x)|j , |g(x)|j} ≤ cM2 e
Mδ(kT ′) for x ≤ kT ′ and j ≤
M , together with (20),(18) and Lemma 2.2, this implies that
(26)
|P (x, f(x))−P (x, g(x))| ≤ T 3(3ke)2L(M +4)L(M ′+1)Lc3M2 e
3Mδ(kT ′)e−ηεT
′
for x ∈ [εT ′, kT ′]. In particular for x ∈ (T ′, kT ′] we have
(27)
|P (x, f(x))| ≤ |P (x, g(x))|+T 3(3ke)2L(M+4)L(M ′+1)Lc3M2 e
3Mδ(kT ′)e−ηεT
′
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As in the base case we now let T ′1 = min{n ∈ A : n > T
′} and put ψ(z) =
P (z + T ′1, g(z + T
′
1)), analytic for |z| ≤ T
′
1.Let ℓ such that T
′
1 ≤ ℓT
′. Using
Proposition 2.4, and estimating as in the base case, and using (27) we have
|P (T ′1, f(T
′
1))| ≤ T
2(6ℓk)2L(M + 4)L(M ′ + 1)Lc2M2 e
2Mδ(2lT ′)r
T ′
(log T ′)λ
+2
T ′
(log T ′)λ
T 3(3ℓe)2L(M + 4)L(M ′ + 1)Lc3M2 e
3Mδ(ℓT ′)e−ηεT
′ (
log T ′
)c6 T ′
(log T ′)λ
for some r < 1 and some positive c6. With the choice of M made earlier, we
see that for M ′ > M we have |P (T ′1, f(T
′
1))| < 1 once L is fixed sufficiently
large. So P (T ′1, f(T
′
1)) = 0. And then inductively we have P (n, f(n)) = 0 for
all sufficiently large n ∈ A.
By o-minimality and analyticity it follows that P (x, f(x)) = 0 for all x ≥ 0.
So f is algebraic. It then follows from the theorem on page 131 of [7] that f
must in fact be a polynomial.

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