A property preserved under a semi-homeomorphism is said to be a seml-topologJcal property. In the present paper we prove the following results:
talked about the concept of a semi-homeomorphism. A property preserved under a semihomeomorphism is said to be a semi-topological property.
Every semitopological property is a topological property. Crossley and Hildebrand [2] proved that some topological properties are in fact semitopological. In the present paper we propose to develop a technique which enables one to establish whether a topological property is semi-topotogical or not. We also develop a technique to identify those topological properties P for which being minimal P is not semi-topological. These techniques are used to show that the property of being an s-Urysohn space [3] is semi-topologlcal. Also we show that the properties of being a completely s-regular space [4] , a semi-TD-space [5] , a TD-space [6] , a seml-normai space [7] and a completely semi-normal space [8] are not semi-topological. Furthermore, for P Hausdorff, sequential or completely regular we prove that being minimal P is not seml-topological.
2.
THE AIN RESULT.
Crossley and Hildebrand [2] showed that two different topologies on a set X can have the same family of semi-open sets. However. they proved that for any space (E.), there exists the finest topology F(T) for X having the same family of semi-open sets as (X,T). Crossley [9] proved hat this topology is characterized as F() (U N" U T and N is a nowhere dense subset of In fact the topology F(T) is the same as the topology of Njstad [10] . The topology T consists of all -sets of a space (X.T) where a set A is said to be an -set if A int(cl(int A)) [10] .
Before we state our main result we shall give some definitions. PROOF. Suppose P is a semi--topological property. The identity function f: (X.) (X,F()) is a semi-hoeomorphism. Hence if (X,) has P, (X,F()) has P. On the other hand, if (X.F()) has P, then the identity function g: (X,F()) (X,T) is a semi-homeoorphism and so (X,T) will have P. Conversely, let the statement '(X,) has P if and only if (X,F()) has P' be true. Let f" (X,T) (Y,) be a semi-hoeomorphis and let (X,T) have P. Then (X,F(T) has P, in view of the hypothesis. In view of Theore 2.6 in [2] , (Y,F()) has the property P and so (Y,) has P. 3 The proof of the following theorem is easy and hence omitted.
semi-T 2 [12] , semi-US [13] , semi-Urysohn [3] , s-normal [14] , completely s-normal [8] , hyper-connected [15] , S-closed [16] , strongly S-closed [ [3, 14, 17, 18, 19, 20, 21] .
It may be noted that a similar method is used to prove that the properties of being T 2, being strongly Hausdorff and of being Urysohn are emt-topologtcal [2, 22] . Crossley and Hildebrand [2] proved that the properties T0,T1,T3,T4,T5. It may be noted that semi-normal spaces have been studied by Maheshwary It is well known that for a topological property P, if (X,) is minimal P and f: {X,) (Y,U) is a homeomorphism, then (Y,U) is minimal P. llowever as we shall soon see being minlmal P need not be a semi-topological property. We have seen that for a space (X,), the corresponding F() (U N: U and N Is a nowhere dense subset of (X,T)). So, if (X,) is minimal P and (X,T) has a nonempty nowhere dense subset N such that for some U , U N T, then for that property P, being minimal P is not a semi-topological property.
In the following example we shall use this technique to show that the property of being minimal Hausdorff, or being sequential and Hausdorff minimal or being minimal completely regular is not semi-topological. The space (X,) ls first countable and hence sequential. Also every sequential mlnimal Hausdorff space ls sequential and Hausdorff mtnlmal [23] .
Hence (X,) is sequential and Hausdorff minimal. Therefore In vlew of Theorem Closely associated wlth the class of minimal P-spaces is the class of Katetov P spaces. A P-space (X,T) is tetov P if is finer than a-minimal P topology on X. THEOREM 3.18 . Suppose P is a semi-topological property and being mtnlmal P ls not semi-topological. Then there exists a minimal P-space (X,) for which (X,F()) is Katetov P.
PROOF. In view of Theorems 2.2 and 3.15, the proof is straight forward and is omitted.
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