A new method for identifying soft communities in networks is proposed. Reference nodes, either selected using a priori information about the network or according to relevant node measurements, are obtained. Distance vectors between each network node and the reference nodes are then used for defining a multidimensional coordinate system representing the community structure of the network at many different scales. For modular networks, the distribution of nodes in this space often results in a well-separated clustered structure, with each cluster corresponding to a community. The potential of the method is illustrated with respect to a spatial network model and the Zachary's karate club network.
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I. INTRODUCTION
One of the interesting properties of several real-world complex networks -such as scientific collaborations, brain networks, social and economical networks -concerns their modular structure. Modularity is important from both topological and dynamical points of view [1] . Topologically, communities correspond to the partitioning of the network into major groups of reference, revealing much about the possible origin of the communities as well as the behavior of different dynamics in the network. Indeed, modularity influences dynamics, because it tends to constrain dissemination of activation inside each module (e.g. [2] ). It was also shown that the all important issue regarding the interplay between topology and dynamics is heavily influenced by modularity, in the sense that different types of such a relationship can be observed within communities of a same network [3] .
For all its importance and promises, modularity remains a challenge as a consequence of the difficulty of, given a network, to identify its respective communities [1] . Indeed, many are the reported approaches proposing new methods of community detection (e.g. [1] ). Part of the difficulty in finding communities are better understood by taking into account the direct analogy between this task and the problem of clustering, or unsupervised classification, in the research area known as pattern recognition, which is backed by decades of investigations (e.g. [4] ). The main problem in clustering concerns the diversity of manners in which a cluster can appear or be defined. Basically, a cluster is a subset of the objects so that its elements are more similar (closer) one another than with objects in the remainder of the set. The multiplicity of ways to define a cluster can start to be appreciated by observing that there is an infinite number of possible distance types in a geometric space (e.g. Euclidean, Mahalanobis, cityblock, etc.). Distinct metrics will possibly be more compatible with specific types of data.
Another problem in defining clustering is the criteria to be adopted for deciding if each of the given objects belong or not to that cluster. This issue can be effectively treated by mapping the objects into a density space, so that clusters become associated to density extremes. However, as a consequence of real-world complexity, these extremes will appear along a whole set of spatial scales. These two main types of problems, choice of metrics and cluster identification, are directly inherited by community detection approaches.
The current work addresses the problem of community detection through an analogy with prototype-based supervised classification. More specifically, a prototype node is assigned to each community, and used as a reference from which respective distances are calculated.
II. MATERIALS AND METHODS

A. Our method
Our method requires the definition of references nodes. These central nodes can be defined using a priori information about the network or according to measurements such as the degree, clustering coefficient, accessibility [5] , and/or geographic characteristics of the network. Yet another possibility is to have these reference nodes provided by the user. Given the reference nodes, a distance vector D i is defined for each node i in the network. The j-the element of D i contains all the distances between node i and the reference node c j times a weight factor α cj . That is
where M is the number of reference nodes. Distance d icj can be topological or spatial. Each of the reference nodes can be understood as a kind of coordinate axis in a multidimensional space Ω. The consideration of the several distances, taking into account their multiplicity, provides robust indication about the position of each of the network nodes with respect to the overall network structure, typically inducing respective well-separated clusters in Ω. Each of these clusters tend to correspond to one of the original communities. The assignment of each node to each of the communities is done by taking into account the minimum topological arXiv:1802.00513v1 [physics.soc-ph] 1 Feb 2018 or spatial distance with each of the reference nodes. Ties were broken by comparing the sum of distances of the neighbors of the node to each center.
B. Benchmark networks
A benchmark network model was defined in order to verify if the method proposed in this work can correctly identify the community structure of spatial networks. The model works as follows: first, a set of reference points S is defined. For each reference point p, a Poisson point process [6] with density λ p is performed inside a circle of radius R p centered on the point, defining the positions of the network nodes. Nodes are then connected according to the Waxman [7] algorithm, that is, node i is connected to node j with probability
where d ij is the Euclidean distance between the nodes and β is a constant that controls the network average degree.
III. PRELIMINARY RESULTS
A network with two communities was created using the model described in Section II B. The parameters used in the model were R 1 = 3, R 2 = 1 and λ 1 = λ 2 = 65. The distance between the two reference points for each community was set to R 1 + R 2 . The created network was partitioned by the proposed method assuming Euclidean distance between the nodes. The weight parameter was set to α ci = R i . The result is shown in Figure 1(a) . The method correctly identified all the nodes in the two communities.
In order to better visualize the association of the nodes with each community, Principal Component Analysis (PCA) was applied to the node distance vectors. The result is shown in Figure 1(b) . Two well-separated clusters are observed in the PCA space.
The proposed method was also applied to the Zachary's karate club network [8] . The two nodes with the largest degree, v i=0 and v i=33 , were set as reference for each community. The topological distance, instead of a geometric distance, was used and the weights were set to α c1 = α c2 = 1. The detected communities are shown in Figure 2 .
IV. CONCLUDING REMARKS
Community finding remains a challenging problem in network science. In this note, we propose a distancebased method that takes into account the topological or geometric distances to pre-defined reference points. The membership of each node is determined by taking the community identifier corresponding to the smallest of the obtained distances for each node. The method has been found to perform surprisingly well for several spatial networks. Future developments should include the evaluation of the methodology for other spatial networks, as well as its extension to non-spatial structures. 
