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BANDLIMITED APPROXIMATIONS TO THE TRUNCATED GAUSSIAN
AND APPLICATIONS
EMANUEL CARNEIRO AND FRIEDRICH LITTMANN
Abstract. In this paper we extend the theory of optimal approximations of functions
f : R → R in the L1(R)-metric by entire functions of prescribed exponential type (ban-
dlimited functions). We solve this problem for the truncated and the odd Gaussians using
explicit integral representations and properties of truncated theta functions obtained via
the maximum principle for the heat operator. As applications, we recover most of the
previously known examples in the literature and further extend the class of truncated and
odd functions for which this extremal problem can be solved, by integration on the free
parameter and the use of tempered distribution arguments. This is the counterpart of the
work [5], where the case of even functions is treated.
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1. Introduction
An entire function K : C → C is of exponential type at most 2πδ if, for every ǫ > 0, there
exists a positive constant Cǫ, such that the inequality
|K(z)| ≤ Cǫe(2πδ+ǫ)|z|
holds for all z ∈ C. These functions are also referred to as bandlimited functions, since their
distributional Fourier transforms are compactly supported in [−δ, δ], as a consequence of the
Paley-Wiener theorem.
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2 CARNEIRO AND LITTMANN
For a given function f : R→ R we consider the problem of finding an entire function K(z)
of exponential type at most 2πδ, such that the integral∫ ∞
−∞
|f(x) −K(x)| dx (1.1)
is minimized. Such entire function is called a best two-sided approximation. As a variant
of this problem, we may impose the additional condition that K(z) is real-valued on R and
satisfies f(x) ≥ K(x) for all x ∈ R. In this case a function K(z) that minimizes the integral
(1.1) is called an extreme minorant of f(x) (or lower one-sided approximation). Extreme
majorants (upper one-sided approximations) are defined analogously.
For the history of the one-sided approximations we refer to the survey [31]. The two-
sided problem was considered by Bernstein, Akhiezer, Krein, Nagy, and others, since at least
1938. In particular Krein [18] in 1938 and Nagy [30] in 1939 published seminal papers solving
this problem for a wide class of functions. A recent paper of Ganzburg [12] investigates the
two-sided problem following the classical method of Sz.-Nagy (cf. [29, Chapter 7]).
Applications of the solutions to these problems include sieving inequalities [24, 28, 31],
Hilbert-type inequalities [6, 15, 22, 25, 31], Erdo¨s-Tura´n discrepancy inequalities [6, 19, 31],
optimal approximations of periodic functions by trigonometric polynomials [2, 6, 7, 31], Taube-
rian theorems [15] and, more recently, bounds for the Riemann zeta-function and its argument
function on the critical line under the Riemann hypothesis [8, 14]. The extremal problem
in higher dimensions, with applications, is considered in [1, 17]. Approximations in Lp-
norms with p 6= 1 are treated, for instance, in [13]. Other works on the subject include
[10, 11, 20, 21, 23].
In [5] the solution of the extremal problem (1.1) is obtained for the Gaussian
Gλ(z) = e
−πλz2 ,
where λ > 0 is a free parameter. This result together with tempered distribution arguments
for even functions provides the solution of the extremal problem for a large class of even
functions. Number-theoretical applications such as Hilbert-type inequalities related to the
discrete Hardy-Littlewood-Sobolev inequality [5, Corollary 22] and improved bounds for the
Riemann zeta-function in the critical strip under the Riemann hypothesis [3, Theorems 1 and
2] are obtained from these results.
In this paper we aim to build the analogous theory for truncated and odd functions. This
introduces additional difficulties due to the discontinuity at the origin. We will treat both the
unrestricted L1(R)-approximation and the one-sided problem.
The first part of the paper is devoted to the solution of the extremal problem for the
truncated Gaussian z 7→ G+λ (z) defined by
G+λ (z) =
 Gλ(z) for ℜz > 0,1/2 for ℜz = 0,
0 for ℜz < 0.
and the odd Gaussian z 7→ Goλ(z) defined by
Goλ(z) =

Gλ(z) for ℜz > 0,
0 for ℜz = 0,
−Gλ(z) for ℜz < 0.
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The second part of the paper is devoted to the integration on the free parameter λ as a tool
to generate the solution of (1.1) for a class of truncated and odd functions. We determine
the set of admissible measures for integration. The use of the Paley-Wiener theorem for
distributions is classical in the unrestricted extremal problem, see for instance [11], whereas
in the one-sided case it has been recently used in [5].
2. Results
Let τ ∈ C with ℑτ > 0. We follow the notation of Chandrasekharan [9] and define with
q = eπiτ the Jacobi theta functions
θ1(z, τ) =
∞∑
n=−∞
q(n+
1
2 )
2
e(2n+1)πiz , (2.1)
θ2(z, τ) =
∞∑
n=−∞
(−1)nqn2e2πinz , (2.2)
θ3(z, τ) =
∞∑
n=−∞
qn
2
e2πinz . (2.3)
Throughout this paper we define the truncation x0+ by
x0+ =
1
2 (1 + sgn(x)).
Recall that the Fourier transform of the Gaussian Gλ(x) = e
−πλx2 is given by
Ĝλ(t) =
∫ ∞
−∞
e−2πitxGλ(x) dx = λ
−1/2e−πλ
−1t2 ,
and, via contour integration, the Fourier transform of the truncated Gaussian G+λ (x) =
x0+ e
−πλx2 is shown to be
Ĝ+λ (t) =
1
2
λ−1/2e−πλ
−1t2 +
t
iλ
∫ 1
0
e−πλ
−1t2(1−y2) dy. (2.4)
Define the following three entire functions of exponential type
K+λ (z) =
sinπz
π
∞∑
n=1
(−1)n
{
Gλ(n)
(z − n) −
Gλ(n)
z
}
,
L+λ (z) =
sin2 πz
π2
∞∑
n=1
{
Gλ(n)
(z − n)2 +
G′λ(n)
z − n −
G′λ(n)
z
}
,
M+λ (z) =
sin2 πz
π2
∞∑
n=1
{
Gλ(n)
(z − n)2 +
G′λ(n)
z − n −
G′λ(n)
z
}
+
sin2 πz
π2z2
.
Note that K+λ is obtained as a function that interpolates the values of G
+
λ at Z\{0} with
the value at z = 0 obtained through the Poisson summation formula. In the same way, L+λ
and M+λ interpolate the values of G
+
λ and its derivative at Z\{0}. Note that K+λ is initially
defined on C\N but extends to an entire function of exponential type π, while L+λ and M+λ ,
also initially defined on C\N, extend to entire functions of exponential type 2π.
The following two theorems provide the solution of the extremal problem (1.1) for the
truncated Gaussian.
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Theorem 1 (Optimal two-sided approximation). The inequality
sinπx
{
G+λ (x) −K+λ (x)
} ≥ 0 (2.5)
holds for all real x. Let z 7→ K(z) be a function of exponential type at most π. We have∫ ∞
−∞
∣∣G+λ (x)−K(x)∣∣ dx ≥ 1πλ
∫ 1
0
θ1
(
0, iλ−1
(
1− y2)) dy , (2.6)
with equality if and only if K = K+λ .
Theorem 2 (Optimal one-sided approximations). The inequality
L+λ (x) ≤ G+λ (x) ≤M+λ (x) (2.7)
holds for all real x.
(i) Let z 7→ L(z) be a function of exponential type at most 2π which satisfies the inequality
L(x) ≤ G+λ (x) for all real x. Then∫ ∞
−∞
{
G+λ (x)− L(x)
}
dx ≥ −θ3(0, iλ)
2
+
1
2
+
1
2
√
λ
, (2.8)
with equality if and only if L = L+λ .
(ii) Let z 7→ M(z) be a function of exponential type at most 2π which satisfies the in-
equality M(x) ≥ G+λ (x) for all real x. Then∫ ∞
−∞
{
M(x)−G+λ (x)
}
dx ≥ θ3(0, iλ)
2
+
1
2
− 1
2
√
λ
, (2.9)
with equality if and only if M = M+λ .
The starting point of the proofs is a decomposition of these functions into integral repre-
sentations analogous to those developed in [5]. In distinction to the representations for the
Gaussian, the integrands in our representation are not Jacobi theta functions. They turn out
to be certain solutions of the heat equation, and the maximum principle for the heat operator
is used to obtain the necessary inequalities. The uniqueness part will follow from the inter-
polation properties at Z. A simple dilation argument provides the optimal approximations of
exponential type 2πδ for any δ > 0.
Once we have established the solution of the extremal problem (1.1) for the truncated
Gaussian as described in Theorems 1 and 2, we can easily derive the solution of this problem
for the odd Gaussian z 7→ Goλ(z). Observe that
Goλ(z) = G
+
λ (z)−G+λ (−z)
and define the entire functions
Koλ(z) = K
+
λ (z)−K+λ (−z),
Loλ(z) = L
+
λ (z)−M+λ (−z),
Moλ(z) = M
+
λ (z)− L+λ (−z).
Theorem 1 and Theorem 2 imply
sin(πx)
{
Goλ(x)−Koλ(x)
}
= sin(πx)
{
G+λ (x) −K+λ (x)
}
+ sin(−πx){G+λ (−x)−K+λ (−x)} ≥ 0
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and
Loλ(x) ≤ Goλ(x) ≤Moλ(x).
These functions preserve the interpolation properties at Z and are the best approximation, ex-
tremal minorant and majorant for the odd Gaussian, respectively. This follows by arguments
analogous to the proofs of Theorems 1 and 2, and plainly guarantees the odd counterparts of
all the results we present here for truncated functions.
Having solved the extremal problem (1.1) for a family of functions with a free parameter
λ > 0, we are now interested in integrating this parameter against a set of admissible non-
negative Borel measures ν on [0,∞) to generate a new class of truncated (and odd) functions
for which (1.1) has a solution.
We determine in Section 8 the set of admissible measures ν. The results of that section
lead us to consider non-negative Borel measures ν on [0,∞) satisfying one of the conditions∫ ∞
0
1
1 +
√
λ
dν(λ) <∞ , (2.10)∫ ∞
0
dν(λ) <∞ . (2.11)
We define the truncated function g : R→ R given by
g(x) = x0+
∫ ∞
0
e−πλx
2
dν(λ) .
Theorem 3 (Optimal two-sided approximation - general case). Let ν satisfy (2.10). Then
there exists a unique best approximation z 7→ k(z) of exponential type π for x 7→ g(x). The
function k interpolates the values of g at Z\{0}, satisfies
sinπx {g(x)− k(x)} ≥ 0
and ∫ ∞
−∞
|g(x)− k(x)| dx =
∫ ∞
0
1
πλ
∫ 1
0
θ1
(
0, iλ−1
(
1− y2)) dy dν(λ).
Theorem 4 (Optimal one-sided approximations - general case).
(i) (Extremal minorant) Let ν satisfy (2.10). Then there exists a unique extremal mi-
norant z 7→ l(z) of exponential type 2π for x 7→ g(x). The function l interpolates the
values of g and its derivative at Z\{0} and satisfies∫ ∞
−∞
{g(x)− l(x)} dx =
∫ ∞
0
{
−θ3(0, iλ)
2
+
1
2
+
1
2
√
λ
}
dν(λ).
(ii) (Extremal majorant) Let ν satisfy (2.11). Then there exists a unique extremal majo-
rant z 7→ m(z) of exponential type 2π for x 7→ g(x). The function m interpolates the
values of g and its derivative at Z\{0} and satisfies∫ ∞
−∞
{m(x)− g(x)} dx =
∫ ∞
0
{
θ3(0, iλ)
2
+
1
2
− 1
2
√
λ
}
dν(λ).
Let us mention one immediate application of the results obtained here to the theory of
the Riemann zeta-function. When one considers the odd Gaussian Goλ(x) = sgn(x)e
−πλx2
integrated against the finite measure
dν(λ) =
{∫ ∞
0
t
2
√
πλ3
e−
t2
4λ
(
1
t
sin(
√
πt)−√π cos(√πt)
)
dt
}
dλ ,
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one arrives at the odd function
g(x) = arctan
(
1
x
)
− x
1 + x2
.
This was observed by Carneiro, Chandee and Milinovich in [4] and they used the extremals
for this function to improve the upper bound for the argument function S(t) on the critical
line under the Riemann hypothesis. The previous best bound had been obtained by Goldston
and Gonek [14].
Further applications include the odd and truncated counterparts of the applications in [5],
we refer to that paper for the definition of measures.
3. Integral representations for the Gaussian
Let λ > 0 and recall that Gλ(z) = e
−πλz2 . We note that
Gλ(z)
−1 = λ
1
2
∫ ∞
−∞
e−2πλzuGλ(u) du (3.1)
for all complex z. In this section we collect auxiliary integral representations and estimates
for the Gaussian. It was shown in [5] that for distinct w, z ∈ C and λ > 0 the identity
Gλ(z)−Gλ(w)
z − w = 2πλ
3
2
∫ 0
−∞
∫ 0
−∞
e−2πλtuGλ(z − t)Gλ(w − u) du dt
− 2πλ 32
∫ ∞
0
∫ ∞
0
e−2πλtuGλ(z − t)Gλ(w − u) du dt.
(3.2)
is valid. We require similar representations for (z − w)−1G(w) and (z − w)−1G(z).
Lemma 5. Let λ > 0, and w, z ∈ C. For ℜz < ℜw we have the identities
Gλ(w)
z − w = −2πλ
3
2
∫ ∞
−∞
∫ 0
−∞
e−2πλtuGλ(z − t)Gλ(w − u) du dt (3.3)
and
Gλ(z)
z − w = −2πλ
3
2
∫ ∞
0
∫ 0
−∞
e−2πλtuGλ(z − t)Gλ(w − u) du dt
− 2πλ 32
∫ ∞
0
∫ ∞
0
e−2πλtuGλ(z − t)Gλ(w − u) du dt ,
(3.4)
while for ℜz > ℜw we have the identities
Gλ(w)
z − w = 2πλ
3
2
∫ ∞
−∞
∫ ∞
0
e−2πλtuGλ(z − t)Gλ(w − u) du (3.5)
and
Gλ(z)
z − w = 2πλ
3
2
∫ 0
−∞
∫ 0
−∞
e−2πλtuGλ(z − t)Gλ(w − u) du dt
+ 2πλ
3
2
∫ 0
−∞
∫ ∞
0
e−2πλtuGλ(z − t)Gλ(w − u) du dt.
(3.6)
Proof. To prove (3.3), let λ = 1 and set G(z) := G1(z). We have for ℜz < ℜw
1
2π(z − w) = −
∫ 0
−∞
e−2πzt e2πwt dt =
∫ ∞
−∞
e−2πzt hw(t) dt , (3.7)
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where hw(t) = 0 if t > 0, and hw(t) = −e2πwt if t ≤ 0. From (3.1) and (3.7) it follows that
the product of G(z)−1 and [2π(z − w)]−1 is the two-sided Laplace transform of the integral
convolution of G with hw, and this Laplace transform converges absolutely for ℜz < ℜw.
Hence we obtain
1
z − w = −2πG(z)
∫ ∞
−∞
e−2πzt
∫ 0
−∞
e2πwuG(t− u) du dt (3.8)
for ℜz < ℜw. We multiply (3.8) by G(w) and use the identity
G(z)G(w) e2π(wu−tz)G(t− u) = G(z + t) e2πtuG(w − u)
to get (3.3) for λ = 1. A change of variable gives the result for arbitrary λ. Addition of (3.2)
and (3.3) gives (3.4). The identities for ℜz > ℜw are shown with an analogous argument. 
4. Auxiliary inequalities
The classical Jacobi theta functions play an important role in the extremal problem for
the truncated Gaussian. This section collects inequalities for these functions and related
expressions that are needed in the later sections. For easy reference we list the product
representations (cf. [9, Chapter V, Theorem 6])
θ1(z, τ) = q
1/4 eπiz
∞∏
n=1
(
1− q2n) ∞∏
n=1
(
1 + q2ne2πiz
) ∞∏
n=1
(
1 + q2n−2e−2πiz
)
, (4.1)
θ2(z, τ) =
∞∏
n=1
(
1− q2n) ∞∏
n=1
(
1− q2n−1e2πiz) ∞∏
n=1
(
1− q2n−1e−2πiz), (4.2)
θ3(z, τ) =
∞∏
n=1
(
1− q2n) ∞∏
n=1
(
1 + q2n−1e2πiz
) ∞∏
n=1
(
1 + q2n−1e−2πiz
)
, (4.3)
and the transformation formulas (cf. [9, Chapter V, Theorem 9 and Corollary 1])
λ−
1
2 θ1
(
z, iλ−1
)
=
∞∑
n=−∞
(−1)nGλ(z − n), (4.4)
λ−
1
2 θ2
(
z, iλ−1
)
=
∞∑
n=−∞
Gλ
(
z − n− 12
)
, (4.5)
λ−
1
2 θ3
(
z, iλ−1
)
=
∞∑
n=−∞
Gλ
(
z − n), (4.6)
for all z ∈ C. In the following we let θ′j(z, τ) = ddz θj(z, τ), where j = 1, 2, 3.
Lemma 6. Let λ > 0. Then i θ′2(ix, iλ) > 0 for all real x with −λ2 < x < 0, and θ′3(x, iλ) ≤ 0
for all real x with 0 ≤ x ≤ 1/2.
Proof. The series representation (cf. [32, page 489])
θ′2(z, τ)
θ2(z, τ)
= 4π
∞∑
n=1
qn sin 2πnz
1− q2n
(
|ℑz| < ℑτ
2
)
,
gives with z = ix, τ = iλ and sin(2πnz) = i sinh(2πnx)
iθ′2(ix, iλ) = −2π θ2(ix, iλ)
∞∑
n=1
sinh(2πnx)
sinh(πnλ)
(|x| < λ/2).
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Since for −λ/2 < x ≤ 0 the function x 7→ θ2(ix, iλ) is positive (from (4.2)), the first inequality
of the lemma follows. The inequality for θ′3 follows similarly from the representation
θ′3(z, τ)
θ3(z, τ)
= −4π sin(2πz)
∞∑
n=1
q2n−1
1 + 2q2n−1 cos(2πz) + q4n−2
.

Lemma 7. Let λ > 0. For 0 ≤ x < 1/2 we have
θ1
(
x, iλ−1
)
θ1
(
0, iλ−1
) ≤ Gλ(x). (4.7)
Proof. The definition (2.2) and the transformation formula (4.4) give
λ−
1
2 θ1
(
x, iλ−1
)
= Gλ(x) θ2(−iλx, iλ). (4.8)
In particular λ−
1
2 θ1
(
0, iλ−1
)
= θ2
(
0, iλ
)
which is positive. Lemma 6 implies that
d
dx
θ2(−iλx, iλ) = −i λ θ′2(−iλx, iλ) < 0 ,
and hence
θ2(−iλx, iλ) ≤ θ2(0, iλ) (4.9)
for 0 ≤ x < 1/2. Identity (4.8) and inequality (4.9) imply (4.7). 
Lemma 8. Let λ > 0. For x > 0 we have∫ ∞
0
e−2πλxt
{
θ1
(
t, iλ−1
)− θ1(0, iλ−1)Gλ(t)} dt < 0. (4.10)
Proof. By Lemma 7 we obtain∫ 1/2
0
e−2πλxt
{
θ1
(
t, iλ−1
)− θ1(0, iλ−1)Gλ(t)} dt ≤ 0 , (4.11)
and the integrand is not identically zero, so the inequality is strict. The identity θ1(z+1, τ) =
−θ1(z, τ) implies∫ ∞
1/2
e−2πλxt θ1
(
t, iλ−1
)
dt =
∞∑
n=0
(−1)n
∫ 1
0
e−2πλx(t+
1
2+n) θ1
(
t+ 12 , iλ
−1
)
dt
=
1(
eπλx + e−πλx
) ∫ 1
0
e−2πλxt θ1
(
t+ 12 , iλ
−1
)
dt ,
(4.12)
and since θ1
(
t, iλ−1
) ≤ 0 for 12 ≤ t ≤ 32 , we see that (4.11) and (4.12) imply (4.10). 
The remaining part of this section is devoted to the proof of the following three inequalities.
Proposition 9. For t > 0 we have
∞∑
n=1
(−1)n+1n2e−tn2 ≥ 0, (4.13)
∞∑
n=0
e−tn
2(
1− 2tn2) ≥ 1
2
, (4.14)
∞∑
n=1
e−tn
2(
tn3 − n) ≥ 0. (4.15)
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Proof of (4.13). Consider
θ2(0, it) = 1 + 2
∞∑
n=1
(−1)ne−πtn2
for positive t. The product formula (4.2) implies
θ2(0, it) =
∞∏
n=1
(
1− e−2πnt) ∞∏
n=1
(
1− e−(2n−1)πt)2. (4.16)
Every factor in the products of (4.16) is a positive, monotonically increasing function of t for
t > 0, hence ∂tθ2(0, it) ≥ 0 which implies (4.13). 
Proof of (4.14). Differentiation of the functional equation (from (4.6))
π
1
2
∞∑
n=−∞
e−
pi2n2
t = t
1
2
∞∑
n=−∞
e−tn
2
,
gives
π
5
2 t−2
∞∑
n=−∞
n2e−
pi2n2
t =
1
2t
1
2
(
1 + 2
∞∑
n=1
e−tn
2
(1− 2tn2)
)
,
and the left-hand side is non-negative, which gives (4.14). 
The proof of (4.15) for 0 < t < 1 is surprisingly involved, since there does not appear
to be an identity analogous to the functional equation for
∑
n |n|e−tn
2
. We define Dawson’s
integral x 7→ D(x) by
D(x) =
∫ x
0
e(u
2−x2) du .
We require lower bounds by rational functions and an integral evaluation involving D.
Lemma 10. We have
D(x) ≥ 1
2x
for x ≥ 1 , (4.17)
and
D(x) ≥ x
2 − 1
x(2x2 − 3) for x ≥ 2. (4.18)
Proof. We define x 7→ g(x) for x > 0 by
g(x) =
∫ x
0
eu
2
du− e
x2
2x
.
Since D(1) > 12 and g
′(x) = (2x2)−1 exp(x2) > 0 for all positive x, we obtain g(x) ≥ 0 for
x ≥ 1 and hence (4.17). The inequality D(2) > 3/10 and differentiation of
x 7→
∫ x
0
eu
2
du− ex2 x
2 − 1
x(2x2 − 3)
gives (4.18) with an analogous argument. 
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Lemma 11. We have for real x and j = 0, 2, 4
∫ ∞
0
uje−u
2
sin(2xu) du =

D(x) if j = 0,
1
2x+D(x)
(
1
2 − x2
)
if j = 2,
5
4x− 12x3 +D(x)
(
3
4 − 3x2 + x4
)
if j = 4.
Proof. The case j = 0 follows by contour integration∫ ∞
0
e−u
2
sin(2xu) du =
∫ ∞
0
e−u
2
(
e2ixu − e−2ixu
2i
)
du
= e−x
2
∫ ∞
0
e−(u−ix)
2
2i
du − e−x2
∫ ∞
0
e−(u+ix)
2
2i
du
= e−x
2
∫ x
0
eu
2
du = D(x).
The steps j 7→ j + 2 follow by repeated integration by parts. 
Proof of (4.15). Inequality (4.15) is trivially true for t ≥ 1. In order to prove it for 0 < t < 1
we define the periodic Bernoulli function u 7→ B(u) by
B(u) = u− [u]− 1
2
,
where [u] is the greatest integer ≤ u. We define furthermore for j ∈ N and t > 0
t 7→ Nj(t) =
∫ ∞
0−
uje−tu
2
dB(u) (4.19)
and note that
Nj(t) =
∫ ∞
0
uje−tu
2
du −
∞∑
n=0
nje−tn
2
. (4.20)
We perform an integration by parts in (4.19) and replace B by its Fourier series expansion.
Since the partial sums of the Fourier series of B are uniformly bounded [33, Vol I, page 61],
Lebesgue dominated convergence followed by an application of Lemma 11 gives, for j ≥ 1,
with xn,t = t
− 12nπ
Nj(t) = −
∫ ∞
0
B(u) e−tu
2
uj−1
(
j − 2tu2) du
=
∞∑
n=1
1
πn
∫ ∞
0
e−tu
2
uj−1
(
j − 2tu2) sin(2πnu) du
=

t−1
∞∑
n=1
{2xn,tD(xn,t)− 1} (j = 1),
t−2
∞∑
n=1
{
x2n,t − 1 + xn,t
(
3− 2x2n,t
)
D(xn,t)
}
(j = 3).
Since xn,t = t
− 12πn ≥ π for 0 < t < 1 and n ≥ 1, inequality (4.17) implies that N1(t) ≥ 0 and
inequality (4.18) implies that N3(t) ≤ 0 for all 0 < t < 1. Inserting this into (4.20) gives for
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0 < t < 1
∞∑
n=1
ne−tn
2 ≤
∫ ∞
0
ue−tu
2
du = t
∫ ∞
0
u3e−tu
2
du ≤ t
∞∑
n=1
n3e−tn
2
which finishes the proof of (4.15). 
5. Estimates for truncated theta series
Let λ > 0. We will be working with the truncations z 7→ θ+(z, λ) and z 7→ ϑ+(z, λ) defined
by
θ+(z, λ) =
∞∑
n=1
(−1)n+1Gλ(z − n)
ϑ+(z, λ) = 2πλ
∞∑
n=1
(n− z)Gλ(n− z).
(5.1)
We denote their partial sums by θ+N and ϑ
+
N , respectively. By (4.4) and (4.6) note that
−λ− 12 θ1
(
z, iλ−1
)
= θ+(z, λ) + θ+(−z, λ)−Gλ(z), (5.2)
λ−
1
2 θ′3
(
z, iλ−1
)
= ϑ+(z, λ)− ϑ+(−z, λ) +G′λ(z). (5.3)
For easy reference we collect some growth estimates. The proofs are straightforward, and we
omit them.
Lemma 12. Let λ > 0. Then
|θ+N (u, λ)| ≤ 2Gλ(u− 1) (u ≤ 1), (5.4)
|θ+N (u, λ)| = O(1) (u ≥ 1), (5.5)
where the implied constant is independent of N . Moreover, for u ≤ 0
0 ≤ ϑ+N (u, λ) ≤ ϑ+(u, λ) ≤ cλ(|u|+ 1)Gλ(1− u) (5.6)
holds with cλ = 2πλGλ(1)
−1
∑
n≥1 nGλ(n) independent of u.
We develop estimates for truncated theta functions that will be crucial for the proofs of
the main theorems. We accomplish this via the maximum principle for the heat operator,
primarily a tool in partial differential equations. We denote by ∂xf the partial derivative of
f with respect to x and by L the partial differential operator acting on (x, t) 7→ f(x, t) given
by
f 7→ L[f ] = ∂xxf − ∂tf.
For an open rectangle E we let
C2,1(E) = {f ∈ C1(E) | ∂xxf(x, t) ∈ C(E)}.
The maximum principle for the heat operator can be found for instance in [26, Chapter 3]. It
essentially states that for a function f(x, t) with L[f ] ≥ 0, knowledge of f on the boundary
of a rectangle implies information about f inside the rectangle.
Lemma 13 (Maximum principle for the heat equation). Let ℓ > 0 and T > 0. Consider the
open rectangle E = (−ℓ, 0)× (0, T ). Assume that f ∈ C2,1((−∞, 0)× (0,∞)) and
L[f ] ≥ 0
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on E. Let F be the closed set given by the union of bottom, left side, and right side of the
closure of E (i.e. F = {−ℓ} × [0, T ] ∪ [−ℓ, 0]× {0} ∪ {0} × [0, T ]). If
lim sup
(x,t)∈E→(x0,t0)∈F
f(x, t) ≤M
for all (x0, t0) ∈ F , then
f(x, t) ≤M
for all (x, t) ∈ E.
Proof. We refer to [26, Chapter 3]. The lemma is shown there under the stronger assumption
that f is continuous on the closure of E; the statement given here follows with an approxi-
mation from inside. 
Throughout this section we will be working with the function (x, t) 7→ k(x, t) defined for
(x, t) ∈ R× (0,∞) by
k(x, t) = t−1/2e−
x2
4t . (5.7)
Note that k solves the heat equation L[k] = 0 at every (x, t) ∈ R× (0,∞).
Proposition 14. Let x < 0 and λ > 0. Then
θ+(0, λ)Gλ(x) − θ+(x, λ) ≥ 0, (5.8)
ϑ+(0, λ)Gλ(x) − ϑ+(x, λ) ≥ 0, (5.9)
ϑ+(0, λ)Gλ(x) − ϑ+(x, λ) ≤ G
′
λ(x)
2
. (5.10)
Moreover, for 0 ≤ x ≤ 1/2 and λ > 0
ϑ+(0, λ)Gλ(x) ≤ ϑ+(0, λ) ≤ ϑ+(x, λ). (5.11)
Proof. The arguments are similar for all the inequalities. We give full details for the proof of
(5.8), and omit some of the details for the other inequalities.
To prove (5.8), define the function (x, t) 7→ u(x, t) by
u(x, t) = t−1/2 θ+
(
x, (4πt)−1
)
=
∞∑
n=1
(−1)n+1k(x− n, t),
and consider
f(x, t) = u(x, t)− k(x, t)
∞∑
n=1
(−1)n+1e−n
2
4t .
With the change of variable λ = (4πt)−1 note that (5.8) is equivalent to
f(x, t) ≤ 0
for all x < 0 and t > 0. We check the assumptions of Lemma 13.
(i) L[f ] ≥ 0: Since uxx − ut = kxx − kt = 0, we obtain for all x < 0 and t > 0, using
(4.13), that
L[f ](x, t) =
k(x, t)
4t2
∞∑
n=1
(−1)n+1n2e−n
2
4t ≥ 0.
(ii) {(x, 0) : x < 0} and {(0, t) : t > 0}: Since k(0, t) = t−1/2 for t > 0 and k(x, 0) = 0 for
x < 0 we obtain f(0, t) = 0 and f(x, 0) = 0.
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(iii) Limsup at (0, 0): The function u is continuous at the origin for t→ 0+ and u(0, 0) = 0.
Since for any t > 0
∞∑
n=1
(−1)n+1e−n
2
4t > 0,
we have
lim sup
(x,t)→(0,0)
x<0,t>0
f(x, t) ≤ 0.
(iv) {(−ℓ, t) : t > 0} with sufficiently large ℓ: Let ε > 0. It can be checked directly that
for all ℓ ≥ ℓ0(ε) > 0 we have
f(−ℓ, t) ≤ ε.
An application of Lemma 13 implies that f(x, t) ≤ 0 for x < 0 and t > 0, finishing the proof
of (5.8).
For the proof of (5.9) we note that the substitution λ = (4πt)−1 gives
ϑ+(x, λ) = 2πλ
∞∑
n=1
(n− x) e−πλ(n−x)2 = 1
2t
∞∑
n=1
(n− x) e− (n−x)
2
4t . (5.12)
Define (x, t) 7→ f(x, t) by
f(x, t) = t−
1
2 ϑ+
(
0, (4πt)−1
)
G(4πt)−1(x)− t−
1
2 ϑ+
(
x, (4πt)−1
)
and note that (5.12) implies
f(x, t) = t−
1
2
1
2t
∞∑
n=1
n e−
n2
4t e−
x2
4t − 1
2t
3
2
∞∑
n=1
(n− x) e− (n−x)
2
4t
= k(x, t)
∞∑
n=1
n
2t
e−
n2
4t −
∞∑
n=1
kx(x− n, t).
Apply L = ∂xx− ∂t. The function f(x, t) is continuous on the quadrant x ≤ 0 and t ≥ 0 with
the possible exception of (0, 0). Since k and kx are in the kernel of L, an application of (4.15)
after the substitution t 7→ (4t)−1 gives L[f ](x, t) ≤ 0 for t > 0. We apply Lemma 13 to −f .
The required inequalities on the sets {(0, t) : t > 0}, {(x, 0) : x < 0}, {(L, t) : t > 0} with
L < 0 and sufficiently large |L|, and at the origin can be checked directly, the calculations are
omitted. This finishes the proof of (5.9).
The proof of (5.10) requires some preparation. We define (x, λ) 7→ h(x, λ) by
h(x, λ) =
∞∑
n=1
ne−πλn
2
+
x
2
+
∞∑
n=1
(x− n) eπλ(2nx−n2) (5.13)
and we note from (5.1) that
2πλ e−πλx
2
h(x, λ)
= 2πλ
∞∑
n=1
ne−πλ(n
2+x2) + πλxe−πλx
2 − 2πλ
∞∑
n=1
(n− x)e−πλ(n−x)2
= ϑ+(0, λ)Gλ(x)− G
′
λ(x)
2
− ϑ+(x, λ),
hence we need to show that
h(x, λ) ≤ 0
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for x < 0 and λ > 0. Since (5.13) implies
h(0, λ) = 0
for λ > 0, it suffices to show that x 7→ h(x, λ) is an increasing function on (−∞, 0) for every
λ > 0. We have from (5.13)
hx(x, λ) =
1
2
+
∞∑
n=1
(
1 + 2πλn(x− n))e−πλ(n2−2nx).
We let λ = (4πt)−1 and define g by
g(x, t) = k(x, t)hx
(
x, (4πt)−1
)
,
where k is given by (5.7). We shall apply Lemma 13 to −g. Note that
g(x, t) =
1
2
k(x, t) +
∞∑
n=1
(
t−
1
2 e−
(x−n)2
4t − n
2t
3
2
(n− x) e− (x−n)
2
4t
)
=
1
2
k(x, t) +
∞∑
n=1
k(x− n, t)−
∞∑
n=1
nkx(x− n, t) ,
and in particular L[g] = 0. For the boundary calculations we obtain, using (4.14) with
t 7→ (4t)−1,
g(0, t) =
1√
t
(
1
2
+
∞∑
n=1
e−
n2
4t
(
1− n
2
2t
))
≥ 0 ,
which gives the required inequality on {(0, t) : T > 0}. The remaining sides can be checked
directly, proofs are omitted. An application of Lemma 13 finishes the proof of (5.10).
The left side of (5.11) follows immediately from ϑ+(0, λ) > 0. In order to show the second
inequality in (5.11) we establish that x 7→ ϑ+(x, λ) is an increasing function on [0, 1/2] for
λ > 0. The goal is therefore to show for the partial derivative ϑ+x that
ϑ+x (x, λ) ≥ 0 (5.14)
for 0 ≤ x ≤ 1/2 and λ > 0. We apply the maximum principle to (x, t) 7→ t− 12 ϑ+x (x,
(
4πt)−1
)
.
Since
G′′λ(x) = 2πλe
−πλx2(2πλx2 − 1),
we have with the substitution λ = (4πt)−1
t−
1
2 ϑ+x (x, λ) = t
− 12
∞∑
n=1
G′′λ(n− x) =
∞∑
n=1
kxx(n− x, t). (5.15)
In particular, (x, t) 7→ t− 12 ϑ+x
(
x, (4πt)−1
)
is in the kernel of L = ∂xx − ∂t. Consider ϑ+x on
the set {(0, t) : t > 0}. Since ϑ+(0, λ) > 0, (5.9) implies that ϑ+(x, λ) ≤ ϑ+(0, λ) for x < 0.
Hence for x = 0
ϑ+x
(
0, (4πt)−1
) ≥ 0 (t > 0). (5.16)
Consider next the vertical half line {(1/2, t) : t > 0}. We have
ϑ+x
(
1
2 , λ
)
= 2πλ
∞∑
n=1
(
2πλ
(
n− 12
)2 − 1) e−πλ(n− 12 )2 . (5.17)
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From the product representation (4.2) we have
θ2
(
0, iλ−1
)
=
∞∏
n=1
(
1− e− 2pinλ
) ∞∏
n=1
(
1− e−pi(2n−1)λ
)2
,
which implies in particular that λ 7→ θ2
(
0, iλ−1
)
decreases, hence
d
dλ
θ2
(
0, iλ−1
) ≤ 0 (5.18)
for all positive λ. From the transformation formula for θ2 we obtain
θ2
(
0, iλ−1
)
= λ
1
2
∞∑
n=−∞
e−πλ(n+
1
2 )
2
and differentiation with respect to λ gives, together with (5.18),
0 ≥ d
dλ
θ2
(
0, iλ−1
)
=
1
2λ
1
2
∞∑
n=−∞
e−πλ(n+
1
2 )
2 − πλ 12
∞∑
n=−∞
(
n+ 12
)2
e−πλ(n+
1
2 )
2
=
1
2λ
1
2
∞∑
n=−∞
(
1− 2πλ(n+ 12)2) e−πλ(n+ 12 )2 ,
hence from (5.17) we obtain that
ϑ+x
(
1
2 , (4πt)
−1
) ≥ 0 (t > 0). (5.19)
Finally, we note that t−
1
2ϑ+x (x, λ) has a continuous extension to (x, λ) for x ∈ R\{1, 2, ....}
according to (5.15). Hence
lim
t→0+
t−
1
2ϑ+x
(
x, (4πt)−1
)
= 0 (0 ≤ x ≤ 1/2). (5.20)
From (5.15), (5.16), (5.19), and (5.20) it follows that the assumptions of Lemma 13 are
satisfied for −ϑ+x , hence (5.14) follows. As mentioned above, this implies (5.11). 
6. Proof of Theorem 1
Let K be an entire function of exponential type π such that G+λ − K is in L1(R). The
partial sums of the Fourier expansion
sgn(sinπx) = lim
N→∞
i
π
∑
|n|≤N
1(
n+ 12
) e−2πi(n+ 12 )x
are uniformly bounded, hence, letting
ϕλ(x) := G
+
λ (x) −K(x),
dominated convergence and the Paley-Wiener theorem give∫ ∞
−∞
sgn(sinπx)(G+λ (x) −K(x)) dx = limN→∞
i
π
∑
|n|≤N
ϕ̂λ
(
n+ 12
)
n+ 12
=
i
π
∞∑
n=−∞
Ĝ+λ
(
n+ 12
)
n+ 12
.
(6.1)
Taking absolute values in the integral, and using (2.1) and (2.4), we arrive at the lower bound
(2.6). As mentioned in the introduction, K+λ is entire and has exponential type π, so it
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remains to show that the lower bound (2.6) is attained for K = K+λ (which follows once (2.5)
is established) and that the inequality is strict for any other K of exponential type π.
Fix λ > 0. In order to show (2.5) we define the remainder z 7→ I(z) by
I(z) =
π
sinπz
(
K+λ (z)−G+λ (z)
)
,
and we aim to prove that for all real x 6= 0 we have I(x) ≤ 0. This is shown in Lemma 15 for
negative x and in Lemma 17 for positive x.
Lemma 15. For all x < 0 we have
I(x) ≤ 0.
Proof. Let x < 0. Define IN by
IN (x) =
N∑
n=1
(−1)nGλ(n)
(
1
x− n −
1
x
)
,
and note that IN → I uniformly on compact subsets of C/Z+. Applying (3.3) for non-negative
n we obtain
IN (x) = 2πλ
3
2
∫ ∞
−∞
Gλ(x− t)
∫ 0
−∞
e−2πλtu
{
θ+N (u, λ)−Gλ(u)θ+N (0, λ)
}
du dt.
By (5.4), we can find c(λ) > 0 such that
|IN (x)| ≤ 2πλ 32
∫ ∞
−∞
Gλ(x− t)
∫ 0
−∞
e−2πλtu
∣∣θ+N (u, λ)−Gλ(u)θ+N (0, λ)∣∣ du dt
≤ c(λ)
∫ ∞
−∞
Gλ(x − t)
∫ 0
−∞
e−2πλtuGλ(u) du dt.
We split now the outer integral at t = 0. For t ≤ 0 we estimate |e−2πλtu| ≤ 1 and note that
the resulting double integral is finite. For t ≥ 0 we use first that
Gλ(x− t)e−2πλutGλ(u) = Gλ(x)e2πλxtGλ(t+ u),
extend the inner integral over u to R, and use finally that e2πλxt is integrable since xt < 0.
Dominated convergence then implies that
I(x) = 2πλ
3
2
∫ ∞
−∞
∫ 0
−∞
e−2πλtuGλ(x − t){θ+(u, λ)−Gλ(u)θ+(0, λ)} du dt,
and (5.8) implies that the right-hand side is non-positive. 
The calculation for positive x is slightly more involved. We prove first an integral repre-
sentation for I(z) valid when ℜz > 0.
Lemma 16. For ℜz > 0 we have
I(z) = 2πλ
3
2
6∑
i=1
Li(z) , (6.2)
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where
L1(z) =
∫ 0
−∞
Gλ(z − t)
∫ 0
−∞
e−2πλtu θ+(u, λ) du dt ,
L2(z) = −
∫ ∞
0
Gλ(z − t)
∫ ∞
0
e−2πλtu θ+(u, λ) du dt ,
L3(z) =
∫ ∞
0
Gλ(z − t)
∫ ∞
0
e−2πλtuGλ(u) θ
+(0, λ) du dt ,
L4(z) =
∫ 0
−∞
Gλ(z − t)
∫ ∞
0
e−2πλtuGλ(u) θ
+(0, λ) du dt ,
L5(z) =
∫ 0
−∞
Gλ(z − t)
∫ 0
−∞
e−2πλtu
{
θ+(−u, λ)−Gλ(u)
}
du dt ,
L6(z) =
∫ 0
−∞
Gλ(z − t)
∫ ∞
0
e−2πλtu
{
θ+(−u, λ)−Gλ(u)
}
du dt.
Proof. The function I is the limit as N →∞ of
IN (z) =
N∑
n=1
(−1)nGλ(n)−Gλ(z)
z − n +
N∑
n=1
(−1)n+1Gλ(n)
z
+
0∑
n=−N
(−1)n+1Gλ(z)
z − n ,
and we denote these three sums by IN = I1,N + I2,N + I3,N . Equation (3.2) implies
I1,N (z) = 2πλ
3
2
∫ 0
−∞
Gλ(z − t)
∫ 0
−∞
e−2πλtu θ+N (u, λ) du dt
− 2πλ 32
∫ ∞
0
Gλ(z − t)
∫ ∞
0
e−2πλtu θ+N (u, λ) du dt
:= I1,1,N (z)− I1,2,N (z).
In I1,1,N we may apply dominated convergence using (5.4) and |e−2πλtu| ≤ 1. Define
Γλ(u) = −
∫ ∞
u
Gλ(t) dt
and
T+N (u, λ) =
N∑
n=1
(−1)n Γλ(n− u).
From the fact that
|Γλ(u)− Γλ(u+ 1)| ≤ max
u≤y≤u+1
{Gλ(y)} ,
we obtain |T+N (u, λ)| ≤ cλ for all u ∈ R and N ∈ N. We note that dduT+N (u, λ) = θ+N (u, λ). An
integration by parts gives for t > 0∫ ∞
0
e−2πλtu θ+N (u, λ) du = −T+N (0, λ) + 2πλt
∫ ∞
0
e−2πλtu T+N (u, λ) du,
and an application of Lebesgue dominated convergence shows that the limit as N → ∞ in
I1,2,N may be evaluated under the integral sign.
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Hence I1,N converges to
I1(z) = 2πλ
3
2
∫ 0
−∞
Gλ(z − t)
∫ 0
−∞
e−2πλtu θ+(u, λ) du dt
− 2πλ 32
∫ ∞
0
Gλ(z − t)
∫ ∞
0
e−2πλtu θ+(u, λ) du dt
= 2πλ
3
2
{
L1(z) + L2(z)
}
.
(6.3)
Since ℜz > 0, equation (3.5) with w = 0 implies
I2,N (z) = 2πλ
3
2
∫ ∞
−∞
Gλ(z − t)
∫ ∞
0
e−2πλtuGλ(u) θ
+
N (0, λ) du dt ,
which converges to
I2(z) = 2πλ
3
2
∫ ∞
−∞
Gλ(z − t)
∫ ∞
0
e−2πλtuGλ(u) θ
+(0, λ) du dt
= 2πλ
3
2
{
L3(z) + L4(z)
}
.
(6.4)
To estimate I3,N we use expression (3.6) and the identity
0∑
n=−N
(−1)n+1Gλ(u− n) = θ+N (−u, λ)−Gλ(u).
We have
I3,N (z) = 2πλ
3
2
∫ 0
−∞
Gλ(z − t)
∫ 0
−∞
e−2πλtu
{
θ+N (−u, λ)−Gλ(u)
}
du dt
+ 2πλ
3
2
∫ 0
−∞
Gλ(z − t)
∫ ∞
0
e−2πλtu
{
θ+N (−u, λ)−Gλ(u)
}
du dt.
(6.5)
With an analogous argument as the one used for I1,N above we may verify that dominated
convergence can be applied to both terms on the right side of (6.5), giving, as N →∞, that
I3,N converges to I3 with
I3(z) = 2πλ
3
2
{
L5(z) + L6(z)
}
, (6.6)
thus (6.3), (6.4) and (6.6) imply (6.2). 
Lemma 17. For all x > 0 we have I(x) ≤ 0.
Proof. We define W1 = L1 + L5, W2 = L2 + L3, and W3 = L4 + L6. Lemma 16 implies for
ℜz > 0 that
I(z) = 2πλ
3
2
3∑
i=1
Wi(z), (6.7)
and we note that
W1(z) =
∫ 0
−∞
Gλ(z − t)
∫ 0
−∞
e−2πλtu
{− λ− 12 θ1(u, iλ−1)} du dt,
W2(z) =
∫ ∞
0
Gλ(z − t)
∫ ∞
0
e−2πλtu
{
Gλ(u) θ
+(0, λ)− θ+(u, λ)}du dt,
W3(z) =
∫ 0
−∞
Gλ(z − t)
∫ ∞
0
e−2πλtu
{
Gλ(u) θ
+(0, λ) + θ+(−u, λ)−Gλ(u)
}
du dt.
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We shall show that Wi(x) ≤ 0 for i = 1, 2, 3 and x > 0. For λ > 0, the function u 7→
θ1
(
u, iλ−1
)
is an even, real-valued function with period 2, satisfying
θ1
(
u+ 1, iλ−1
)
= −θ1
(
u, iλ−1
)
.
From the product representation (4.1) we know that u 7→ θ1
(
u, iλ−1
)
has only simple zeros
at the points Z+ 12 , and therefore θ1
(
u, iλ−1
)
> 0 for all real values of u in the open interval
− 12 < u < 12 . This is sufficient to establish for t < 0∫ 0
−∞
e−2πλtu
{− λ− 12 θ1(u, iλ−1)}du
=
∞∑
k=0
e4πλtk
∫ 0
−2
e−2πλtu
{− λ− 12 θ1(u, iλ−1)} du
=
1(
1− e4πλt)
∫ 0
−2
e−2πλtu
{− λ− 12 θ1(u, iλ−1)}du ≤ 0,
which implies
W1(x) ≤ 0 (x > 0).
For u ≥ 0, using (5.2) and (5.8) we obtain
θ+(0, λ)Gλ(u)− θ+(u, λ)
= λ−
1
2 θ1
(
u, iλ−1
)
+ θ+(0, λ)Gλ(u) + θ
+(−u, λ)−Gλ(u)
≤ λ− 12 θ1
(
u, iλ−1
)
+
(
2θ+(0, λ)− 1)Gλ(u)
= λ−
1
2 θ1
(
u, iλ−1
)− λ− 12 θ1(0, iλ−1)Gλ(u),
and (4.10) implies
W2(x) ≤ 0
for x > 0.
To prove W3(x) ≤ 0 we consider u ≥ 0 and use (5.2) and (5.8) to get
θ+(0, λ)Gλ(u) + θ
+(−u, λ)−Gλ(u)
≤ (2θ+(0, λ)− 1)Gλ(u) = −λ− 12 θ1(0, iλ−1)Gλ(u) ≤ 0,
and this shows that
W3(x) ≤ 0
for x > 0. 
It remains to show that if equality holds in (2.6) for some K of exponential type π, then
K = K+λ . It follows from (2.6) and (6.1) that for such a function K we must have∫ ∞
−∞
sgn(sinπx)
{
G+λ (x) −K(x)
}
dx =
∫ ∞
−∞
∣∣G+λ (x) −K(x)∣∣ dx.
The function x 7→ G+λ (x)−K(x) is continuous for all x 6= 0, and hence
sgn(sinπx)
{
G+λ (x) −K(x)
}
=
∣∣G+λ (x) −K(x)∣∣
for x 6= 0. It follows that for all n ∈ Z\{0}
K(n) = G+λ (n) = K
+
λ (n),
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and therefore by a standard interpolation theorem for functions of exponential type π [33,
Vol. II, p. 275]
K(z)−K+λ (z) =
(
K(0)−K+λ (0)
) sinπz
πz
,
for all complex z. Since K − K+λ is integrable, we obtain K(0) = K+λ (0) and therefore
K = K+λ .
7. Proof of Theorem 2
Proof of Theorem 2 (i). Let L : C → C be an entire function of exponential type at most
2π, that is real and integrable on R, and satisfies G+λ (x) ≥ L(x), for all x ∈ R. From Poisson
summation formula and the Paley-Wiener theorem we have∫ ∞
−∞
L(x) dx = L̂(0) =
∞∑
n=−∞
L(n) ≤
∞∑
n=1
G+λ (n) =
θ3(0, iλ)
2
− 1
2
, (7.1)
and hence ∫ ∞
−∞
{
G+λ (x)− L(x)
}
dx ≥ −θ3(0, iλ)
2
+
1
2
+
1
2
√
λ
. (7.2)
Observe that L+λ satisfies the equalities in (7.1) and (7.2) since it interpolates G
+
λ at Z\{0}
and is equal to 0 at x = 0.
We now move to the proof of the inequality G+λ (x) ≥ L+λ (x) for all x ∈ R. We start by
defining z 7→ R(z) by
R(z) = L+λ (z)−G+λ (z).
Lemma 18. The inequality
R(x) ≤ 0 (7.3)
holds for all x < 0.
Proof. We define
RN (z) =
sin2 πz
π2
N∑
n=1
{
Gλ(n)
(z − n)2 +
G′λ(n)
z − n −
G′λ(n)
z
}
(7.4)
and note that RN → R uniformly on compact sets in ℜz < 0. Recall that
ϑ+(u, λ) =
∞∑
n=1
G′λ(u − n)
and ϑ+N are the partial sums of ϑ
+. We differentiate (3.3) with respect to w. The resulting
representation with w = n is used to replace the first two terms in each summand of (7.4).
The third term in each summand is expanded using (3.3) with w = 0. In this way we obtain
RN (z)
2πλ
3
2
= − sin
2 πz
π2
N∑
n=1
∫ ∞
−∞
∫ 0
−∞
e−2πλtuGλ(z − t){
G′λ(n− u)−G′λ(n)Gλ(u)
}
du dt
=
sin2 πz
π2
∫ ∞
−∞
∫ 0
−∞
e−2πλtuGλ(z − t)
{
ϑ+N (u, λ)− ϑ+N (0, λ)Gλ(u)
}
du dt.
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It can be checked similarly to the proof of Lemma 15 that the assumptions of the dominated
convergence theorem are satisfied. It follows in ℜz < 0 that
R(z) = 2πλ
3
2
sin2 πz
π2
∫ ∞
−∞
∫ 0
−∞
e−2πλtuGλ(z − t)
{
ϑ+(u, λ)− ϑ+(0, λ)Gλ(u)
}
dudt, (7.5)
and an application of (5.9) gives (7.3). 
The proof of R(x) ≤ 0 for x > 0 is separated in two lemmata. We first give an integral
representation for R in Lemma 19 valid in the region 0 < ℜz, then prove non-negativity in
Lemma 20.
Lemma 19. For 0 < ℜz we have
R(z) = 2πλ
3
2
sin2 πz
π2
6∑
k=1
Sk(z) , (7.6)
where
S1(z) =
∫ 0
−∞
∫ 0
−∞
e−2πλtuGλ(z − t)ϑ+(u, λ) du dt ,
S2(z) = −
∫ ∞
0
∫ ∞
0
e−2πλtuGλ(z − t)ϑ+(u, λ) du dt ,
S3(z) =
∫ 0
−∞
∫ ∞
0
e−2πλtuGλ(z − t)Gλ(u)ϑ+(0, λ) du dt ,
S4(z) =
∫ ∞
0
∫ ∞
0
e−2πλtuGλ(z − t)Gλ(u)ϑ+(0, λ) du dt ,
S5(z) =
∫ 0
−∞
∫ 0
−∞
e−2πλtuGλ(z − t)
{
G′λ(u)− ϑ+(−u, λ)
}
du dt ,
S6(z) =
∫ 0
−∞
∫ ∞
0
e−2πλtuGλ(z − t)
{
G′λ(u)− ϑ+(−u, λ)
}
du dt.
(7.7)
Proof. Let 0 < ℜz and define
RN (z) =
sin2 πz
π2
(
N∑
n=1
{
Gλ(n)−Gλ(z)
(z − n)2 +
G′λ(n)
z − n −
G′λ(n)
z
}
−
0∑
n=−N
Gλ(z)
(z − n)2
)
.
We note that RN → R uniformly in compact sets in 0 < ℜz as N → ∞. We differentiate
(3.2) and (3.6) with respect to w. Together with (3.5) we obtain
RN (z) = 2πλ
3
2
sin2 πz
π2
{∫ 0
−∞
∫ 0
−∞
e−2πλtuGλ(z − t)ϑ+N (u, λ) du dt
−
∫ ∞
0
∫ ∞
0
e−2πλtuGλ(z − t)ϑ+N (u, λ) du dt
+
∫ ∞
−∞
∫ ∞
0
e−2πλtuGλ(z − t)Gλ(u)ϑ+N (0, λ) du dt
−
∫ 0
−∞
∫ 0
−∞
e−2πλtuGλ(z − t)
0∑
n=−N
G′λ(n− u) du dt
−
∫ 0
−∞
∫ ∞
0
e−2πλtuGλ(z − t)
0∑
n=−N
G′λ(n− u) du dt
}
.
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We note that
0∑
n=−N
G′λ(n− u) =
N∑
n=0
G′λ(−n− u) = ϑ+N (−u, λ)−G′λ(u) ,
which gives rise to a representation
RN (z) = 2πλ
3
2
sin2 πz
π2
6∑
k=1
Sk,N (z),
where the functions Sk,N are defined by replacing the series in (7.7) by their respective partial
sums. Note in particular that the third integral in (7.8) equals S3,N + S4,N .
It remains to justify the change of integration and limit as N → ∞. For S1,N , S3,N , and
S4,N , this is straightforward; we omit the calculations. To apply dominated convergence in
S6,N we note that for t < 0 and u > 0 by (5.6)∣∣e−2πλtuGλ(z − t){ϑ+N (−u, λ)−G′λ(u)}∣∣
≤ c (|u|+ 1|) e−2πλtu e−πλ(ℜz−t)2 Gλ(u)
= c (|u|+ 1) e−πλℜz2 e2πλtℜz Gλ(t+ u) ,
with a constant c = c(λ, z) > 0, and since ℜz > 0, the latter expression is in L1((−∞, 0] ×
[0,∞)), which finishes the proof for S6,N .
To deal with S2,N we use integration by parts
S2,N (z) = −
∫ ∞
0
Gλ(z − t)
N∑
n=1
∫ ∞
0
e−2πλtuG′λ(u− n) du dt
= −
∫ ∞
0
Gλ(z − t)
N∑
n=1
{
−Gλ(n) + 2πλt
∫ ∞
0
e−2πλtuGλ(u− n) du
}
dt ,
(7.9)
and since
N∑
n=1
Gλ(u− n) ≤ C
for all u ∈ R and all N , we can pass to the limit as N → ∞ in (7.9) and use integration by
parts again to get
S2(z) = −
∫ ∞
0
Gλ(z − t)
∫ ∞
0
e−2πλtu ϑ+(u, λ) du dt.
With a similar argument, using integration by parts twice we show that
S5(z) =
∫ 0
−∞
∫ 0
−∞
e−2πλtuGλ(z − t)
{
G′λ(u)− ϑ+(−u, λ)
}
du dt ,
which finishes the proof. 
Lemma 20. Let x > 0. Then
R(x) ≤ 0.
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Proof. We combine the integrals in (7.7) by integration region. We note that
S2(z) + S4(z) =
∫ ∞
0
∫ ∞
0
e−2πλtuGλ(z − t)
{
ϑ+(0, λ)Gλ(u)− ϑ+(u, λ)
}
du dt. (7.10)
We split the integral over u at u = 1/2 and replace ϑ+(u, λ) for u ≥ 1/2 using (5.3) to arrive
at
S2(z) + S4(z) =
∫ ∞
0
∫ 1
2
0
e−2πλtuGλ(z − t)
{
ϑ+(0, λ)Gλ(u)− ϑ+(u, λ)
}
du dt
+
∫ ∞
0
∫ ∞
1
2
e−2πλtuGλ(z − t)
{
ϑ+(0, λ)Gλ(u)− ϑ+(−u, λ) +G′λ(u)
}
du dt
− 2λ− 12
∫ ∞
0
Gλ(z − t)
∫ 1
2
0
sinh(2πλtu)
1− e2πλt θ
′
3
(
u, iλ−1
)
du dt,
(7.11)
where we have used in (7.11) the fact that, for positive t,∫ ∞
1
2
e−2πλtu θ′3
(
u, iλ−1
)
du =
∞∑
n=1
e−2πλtn
∫ 1
2
− 12
e−2πλtu θ′3
(
u, iλ−1
)
du
= 2
∫ 1
2
0
sinh(2πλtu)
1− e2πλt θ
′
3
(
u, iλ−1
)
du,
(7.12)
since u 7→ θ′3
(
u, iλ−1
)
is odd and 1-periodic. Returning to (7.11), an application of (5.11)
in the first integral, (5.10) in the second integral, and Lemma 6 in the third integral implies
that for x > 0 we have
S2(x) + S4(x) ≤ 0.
We show next that S1+S3+S5+S6 ≤ 0. We estimate first S1+S5 and S3+S6 separately.
We have with an application of (5.3)
S1(z) + S5(z) =
∫ 0
−∞
∫ 0
−∞
e−2πλtuGλ(z − t)
{
ϑ+(u, λ) +G′λ(u)− ϑ+(−u, λ)
}
du dt
= λ−
1
2
∫ 0
−∞
∫ 0
−∞
e−2πλtuGλ(z − t) θ′3
(
u, iλ−1
)
du dt
= λ−
1
2
∫ 0
−∞
∫ 0
− 12
e−2πλtuGλ(z − t) θ′3
(
u, iλ−1
)
du dt
+ 2λ−
1
2
∫ 0
−∞
Gλ(z − t)
∫ 1
2
0
sinh(2πλtu)
1− e−2πλt θ
′
3
(
u, iλ−1
)
du dt,
(7.13)
where we have used the identity, for negative t,∫ − 12
−∞
e−2πλtu θ′3
(
u, iλ−1
)
du =
∞∑
n=1
e2πλtn
∫ 1
2
− 12
e−2πλtu θ′3
(
u, iλ−1
)
du
= 2
∫ 1
2
0
sinh(2πλtu)
1− e−2πλt θ
′
3
(
u, iλ−1
)
du.
(7.14)
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Since (1 − e−2πλt)−1 sinh(2πλtu) ≥ 0 for t < 0 and u > 0, an application of Lemma 6 in the
last integral of (7.13) implies for x > 0 that
S1(x) + S5(x) ≤ λ− 12
∫ 0
−∞
∫ 0
− 12
e−2πλtuGλ(x− t) θ′3
(
u, iλ−1
)
du dt
= −λ− 12
∫ 0
−∞
∫ 1
2
0
e2πλtuGλ(x− t) θ′3
(
u, iλ−1
)
du dt.
(7.15)
The expression on the right-hand side of (7.15) is non-negative, but it turns out to cancel
with S3 + S6. We note that
S3(z) + S6(z) =
∫ 0
−∞
∫ ∞
0
e−2πλtuGλ(z − t)
{
ϑ+(0, λ)Gλ(u)
+G′λ(u)− ϑ+(−u, λ)
}
du dt.
(7.16)
We obtain from (5.10) with −u < 0 the inequality
ϑ+(0, λ)Gλ(u) +G
′
λ(u)− ϑ+(−u, λ) ≤
G′λ(−u)
2
+G′λ(u) =
G′λ(u)
2
≤ 0
and applying this for x > 0 and u ≥ 1/2 gives the upper bound
S3(x) + S6(x) ≤
∫ 0
−∞
∫ 1
2
0
e−2πλtuGλ(x− t)
{
ϑ+(0, λ)Gλ(u) (7.17)
+G′λ(u)− ϑ+(−u, λ)
}
du dt.
We combine now (7.15) and (7.17). For t < 0 and u > 0 we have e2πλtu ≤ e−2πλtu. An
application of Lemma 6, (5.3) and (5.11) gives{
ϑ+(0, λ)Gλ(u) +G
′
λ(u)− ϑ+(−u, λ)
}
e−2πλtu − λ− 12 θ′3
(
u, iλ−1
)
e2πλtu
≤ e−2πλtu{ϑ+(0, λ)Gλ(u) +G′λ(u)− ϑ+(−u, λ)− λ− 12 θ′3(u, iλ−1)}
= e−2πλtu
{
ϑ+(0, λ)Gλ(u)− ϑ+(u, λ)
} ≤ 0,
and hence
S1(x) + S3(x) + S5(x) + S6(x) ≤ 0
for x > 0. 
The uniqueness part follows from classical arguments in this theory. Suppose that L : C→
C is an entire function of exponential type at most 2π, real and integrable on R such that
G+λ (x) ≥ L(x), for all x ∈ R. If equality happens on (7.2) we must have
L(n) = G+λ (n) = L
+
λ (n),
for all n ∈ Z\{0}, and L(0) = 0 = L+λ (0). Since L minorizes G+λ this implies also
L′(n) =
(
G+λ
)′
(n) =
(
L+λ
)′
(n),
for all n ∈ Z\{0}. Therefore the entire function
z 7→ L+λ (z)− L(z)
has exponential type at most 2π, vanishes at each point of Z and its derivative vanishes at
each point of Z/{0}. An application of [15, Lemma 4] shows that this function must be
identically zero, and thus L = L+λ .
APPROXIMATIONS TO THE TRUNCATED GAUSSIAN 25
Proof of Theorem 2 (ii). The proof of the minimal integral and the uniqueness statement
of (ii) follow by analogous arguments as for part (i) and are omitted. It remains to show that
M+λ (x) ≥ G+λ (x)
for all x ∈ R. For this we define the difference function
T (z) = M+λ (z)−G+λ (z)
for z ∈ C and the desired inequality follows from the two results below.
Lemma 21. The inequality
T (x) ≥ 0
holds for all x < 0.
Proof. We note the identity
T (z) = R(z) +
sin2 πz
π2z2
. (7.18)
Differentiation of (3.3) with respect to w and setting w = 0 gives for ℜz < 0
1
z2
= 2πλ
3
2
∫ ∞
−∞
∫ 0
−∞
e−2πλtuGλ(z − t)G′λ(u) du dt. (7.19)
Plugging (7.19) and (7.5) into (7.18) gives for all z with ℜz < 0 the representation
T (z) = 2πλ
3
2
sin2 πz
π2
∫ ∞
−∞
∫ 0
−∞
e−2πλtuGλ(z − t){
ϑ+(u, λ) +G′λ(u)− ϑ+(0, λ)Gλ(u)
}
du dt.
Inequality (5.10) implies
ϑ+(u, λ)− ϑ+(0, λ)Gλ(u) +G′λ(u) ≥ −
1
2
G′λ(u) +G
′
λ(u) ≥ 0,
which proves the lemma. 
Lemma 22. The inequality
T (x) ≥ 0
holds for all x > 0.
Proof. Differentiation of (3.5) with respect to w and setting w = 0 gives for ℜz > 0 the
representation
1
z2
= −2πλ 32
∫ ∞
−∞
∫ ∞
0
e−2πλtuGλ(z − t)G′λ(u) du dt.
Identities (7.7), (7.10), (7.13) and (7.16) lead to
T (z) = 2πλ
3
2
sin2 πz
π2
(V1 + V2 + V3),
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where
V1(z) =
∫ ∞
0
∫ ∞
0
e−2πλtuGλ(z − t)
{
ϑ+(0, λ)Gλ(u)− ϑ+(u, λ)−G′λ(u)
}
du dt,
V2(z) =
∫ 0
−∞
∫ 0
−∞
e−2πλtuGλ(z − t)
{
λ−
1
2 θ′3
(
u, iλ−1
)}
du dt,
V3(z) =
∫ 0
−∞
∫ ∞
0
e−2πλtuGλ(z − t)
{
ϑ+(0, λ)Gλ(u)− ϑ+(−u, λ)
}
du dt.
An application of (5.3) and (5.9) for −u < 0 gives
ϑ+(0, λ)Gλ(u)−
{
ϑ+(u, λ) +G′λ(u)
}
= ϑ+(0, λ)Gλ(u)−
{
λ−
1
2 θ′3
(
u, iλ−1
)
+ ϑ+(−u, λ)}
≥ −λ− 12 θ′3
(
u, iλ−1
)
.
(7.20)
Plugging (7.20) back into V1(x) and performing a calculation analogous to (7.12) leads to
V1(x) ≥ 0 for all x > 0. In a similar way, using the rationale in (7.14), we arrive at V2(x) ≥ 0
for x > 0. Finally, an application of (5.8) with −u < 0 implies that V3(x) ≥ 0 for x > 0. 
8. Asymptotic analysis
We are now interested in understanding the set of admissible non-negative Borel measures
ν on [0,∞) against which we can integrate the minimal integral appearing in Theorem 1. We
define H by
H(λ) =
1
πλ
∫ 1
0
θ1
(
0, iλ−1
(
1− y2)) dy.
and provide in this section a brief asymptotic analysis of this expression.
Lemma 23. The function H satisfies
lim
λ→∞
λ1/2H(λ) =
1
2
(8.1)
and
lim
λ→0
H(λ) =
1
2
. (8.2)
Proof. By the transformation formula (4.4) we see that(
λ
1− y2
)−1/2
θ1
(
0, iλ−1
(
1− y2)) = ∞∑
n=−∞
(−1)nGλ(1−y2)−1(n)
and, since the Gaussian is radially decreasing, this implies(
1− 2e−πλ(1−y2)−1
)
≤
(
λ
1− y2
)−1/2
θ1
(
0, iλ−1
(
1− y2)) ≤ 1
for all λ > 0 and y ∈ (0, 1). We arrive at
1
π
∫ 1
0
1
(1− y2)1/2
(
1− 2e−πλ(1−y2)−1
)
dy ≤ λ1/2H(λ) ≤ 1
π
∫ 1
0
1
(1− y2)1/2 dy. (8.3)
Using dominated convergence as λ→∞ and a direct evaluation, it follows that both integrals
in (8.3) converge to the value 1/2, which finishes the proof of (8.1).
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The proof of (8.2) is slightly more involved. We define for each t ∈ R the function
Ht(λ) =
1
πλ
∫ 1
0
e−πλ
−1t2(1−y2) dy ,
and note that for each λ > 0 we have
H(λ) =
∞∑
n=−∞
Hn+ 12 (λ).
For each t 6= 0 we have (using (1− y) ≤ (1− y2) ≤ 2(1− y) for 0 ≤ y ≤ 1)
Ht(λ) ≤ 1
πλ
∫ 1
0
e−πλ
−1t2(1−y) dy =
1
πλ
∫ 1
0
e−πλ
−1t2w dw
≤ 1
πλ
∫ ∞
0
e−πλ
−1t2w dw =
1
π2t2
,
(8.4)
and
Ht(λ) ≥ 1
πλ
∫ 1
0
e−2πλ
−1t2(1−y) dy =
1
2π2t2
(
1− e−2πλ−1t2
)
. (8.5)
We are interested in evaluating the limit of Ht(λ) as λ→ 0. For t 6= 0, let us split the integral
in two parts
Ht(λ) =
1
πλ
{∫ a
0
e−πλ
−1t2(1−y2) dy +
∫ 1
a
e−πλ
−1t2(1−y2) dy
}
,
where a is to be chosen later. In the first integral we use the fact that (1 − y2) ≥ (1 − a2),
while in the second integral we use (1− y2) ≥ (1 + a)(1− y) to obtain the upper bound
Ht(λ) ≤ 1
πλ
{∫ a
0
e−πλ
−1t2(1−a2) dy +
∫ 1
a
e−πλ
−1t2(1+a)(1−y) dy
}
=
1
πλ
{
ae−πλ
−1t2(1−a2) +
1
πλ−1t2(1 + a)
(
1− e−πλ−1t2(1+a)(1−a)
)}
=
ae−πλ
−1t2(1−a2)
πλ
+
1
π2t2(1 + a)
(
1− e−πλ−1t2(1−a2)
)
.
(8.6)
We now choose 1− a2 = λ1/2 (recall that λ in this case is small) and plug it back in (8.6) to
get
Ht(λ) ≤
√
1−
√
λ
πλ
e−πλ
−1/2t2 +
1
π2t2
(
1 +
√
1−
√
λ
) (1− e−πλ−1/2t2) . (8.7)
For fixed t 6= 0, as λ→ 0 we see from expressions (8.5) and (8.7) that
lim
λ→0
Ht(λ) =
1
2π2t2
.
Finally, expression (8.4) allows us to use dominated convergence and conclude that
lim
λ→0
H(λ) = lim
λ→0
∞∑
n=−∞
Hn+ 12 (λ) =
∞∑
n=−∞
lim
λ→0
Hn+ 12 (λ)
=
1
2π2
∞∑
n=−∞
1(
n+ 12
)2 = 12 ,
which finishes the proof of (8.2). 
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9. Proof of Theorem 3
The strategy for integrating the free parameter in the case of two-sided approximations
uses the Paley-Wiener theorem for distributions as in [5, Sections 7 and 8] or [16, Theorems
1.7.5 and 1.7.7]. We start with a more general situation (from which the truncated Gaussian
is a particular case) where λ is a parameter on an interval I ⊆ R and x 7→ G(λ, x) is a family
of real-valued functions satisfying the following properties, for each λ ∈ I,
(i) The function x 7→ G(λ, x) is continuous on R\{0} and integrable on R.
(ii) There is a unique best approximation z 7→ K(λ, z) of exponential type π that inter-
polates the values of x 7→ G(λ, x) at Z\{0}, and satisfies
sinπx {G(λ, x) −K(λ, x)} ≥ 0
for all x ∈ R.
We will call {x 7→ G(λ, x)}λ∈I a best approximation family if it satisfies properties (i) and
(ii) above. We denote by S(R) the space of Schwartz functions and by S ′(R) the dual space
of tempered distributions. In this setting we have the following result.
Lemma 24. Let {x 7→ G(λ, x)}λ∈I be a best approximation family and ν be a non-negative
Borel measure on I satisfying∫
I
∫ ∞
−∞
|G(λ, x) −K(λ, x)| dxdν(λ) <∞.
Let g : R→ R be a function on S ′(R) that is continuous on R\{0}, and such that
ĝ(ϕ) =
∫ ∞
−∞
{∫
I
Ĝ(λ, t) dν(λ)
}
ϕ(t) dt
(in the tempered distribution sense) for all Schwartz functions ϕ supported on [− 12 , 12 ]c. Then
there exists a unique best approximation k(z) of exponential type π for g(x). The function
k(x) interpolates the values of g(x) at Z/{0} and satisfies
sinπx {g(x)− k(x)} ≥ 0,
for all x ∈ R, and∫ ∞
−∞
|g(x)− k(x)| dx =
∫
I
∫ ∞
−∞
|G(λ, x) −K(λ, x)| dxdν(λ).
Proof. The argument is a modification of the proof of [5, Theorem 16]. 
Most of the work towards the proof of Theorem 3 is done. All that remains is to check
that the hypotheses of Lemma 24 are satisfied in the case of the truncated Gaussian G+λ (x) =
x0+e
−πλx2 . First observe that, by Lemma 23, for a non-negative Borel measure ν on [0,∞)
the two conditions ∫ ∞
0
1
1 +
√
λ
dν(λ) <∞ (9.1)
and ∫
I
∫ ∞
−∞
∣∣G+λ (x)−K+λ (x)∣∣ dxdν(λ) <∞
are equivalent. It remains to show that the Fourier transform of
g(x) =
∫ ∞
0
G+λ (x) dν(λ)
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is given by
ĝ(t) =
∫ ∞
0
Ĝ+λ (t) dν(λ)
outside a compact [−δ, δ] in the tempered distribution sense. For δ > 0, let ϕ : R → R be a
Schwartz function with support on [−δ, δ]c. Using (9.1) we obtain∫ ∞
0
∫ ∞
−∞
e−πλx
2 ∣∣ϕ̂(x)∣∣ dxdν(λ) ≤ ∫ 1
0
∫ ∞
−∞
∣∣ϕ̂(x)∣∣ dxdν(λ)
+ sup
x∈R
∣∣ϕ̂(x)∣∣ ∫ ∞
1
∫ ∞
−∞
e−πλx
2
dxdν(λ)
=
∫ ∞
−∞
∣∣ϕ̂(x)∣∣ dx ∫ 1
0
dν(λ) + sup
x∈R
∣∣ϕ̂(x)∣∣ ∫ ∞
1
λ−
1
2dν(λ) <∞.
(9.2)
Also, recall from (2.4) that
Ĝ+λ (t) =
1
2
λ−1/2e−πλ
−1t2 +
t
iλ
∫ 1
0
e−πλ
−1t2(1−y2) dy. (9.3)
From (8.4) and (9.3) we know that ∣∣Ĝ+λ (t)∣∣ ≤ C3|t| , (9.4)
for some C3 > 0, and directly from (9.3) we also see that∣∣Ĝ+λ (t)∣∣ ≤ 1
2
√
λ
+
|t|
λ
. (9.5)
Expressions (9.4) and (9.5) combine to give∫ ∞
0
∣∣Ĝ+λ (t)∣∣ dν(λ) = ∫ 1
0
∣∣Ĝ+λ (t)∣∣ dν(λ) + ∫ ∞
1
∣∣Ĝ+λ (t)∣∣ dν(λ)
≤ C3|t|
∫ 1
0
dν(λ) +
∫ ∞
1
{
1
2
√
λ
+
|t|
λ
}
dν(λ) ≤ C4|t| + C5 + C6|t| ,
where the constants C4, C5 and C6 depend only on ν. This verifies that (recall that ϕ vanishes
near the origin)∫ ∞
−∞
∫ ∞
0
∣∣Ĝ+λ (t)∣∣ |ϕ(t)| dν(λ) dt ≤ ∫ ∞
−∞
(
C4
|t| + C5 + C6|t|
)
|ϕ(t)| dt <∞. (9.6)
Plainly, expressions (9.2) and (9.6) allow us to apply Fubini’s theorem twice in the computa-
tion below ∫ ∞
−∞
g(x) ϕ̂(x) dx =
∫ ∞
−∞
∫ ∞
0
G+λ (x) ϕ̂(x) dν(λ) dx
=
∫ ∞
0
∫ ∞
−∞
G+λ (x) ϕ̂(x) dxdν(λ)
=
∫ ∞
0
∫ ∞
−∞
Ĝ+λ (t)ϕ(t) dt dν(λ)
=
∫ ∞
−∞
{∫ ∞
0
Ĝ+λ (t) dν(λ)
}
ϕ(t) dt ,
which gives the required characterization of the Fourier transform ĝ(t) outside the origin in
the distribution sense and completes the proof of the Theorem 3.
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10. Proof of Theorem 4
In the one-sided case a more straightforward approach of moving the integral inside the
summation series and guaranteeing its absolute convergence will do the job. We start with
part (i), the minorant case, where we proved that
L+λ (z) =
sin2 πz
π2
∞∑
n=1
{
Gλ(n)
(z − n)2 +
G′λ(n)
z − n
}
− sin
2 πz
π2z
∞∑
n=1
G′λ(n)
satisfies
L+λ (x) ≤ G+λ (x) (10.1)
for all x ∈ R, with
L+λ (n) = G
+
λ (n) (10.2)
if n ∈ Z/{0}, and
L+λ (0) = lim
x→0−
G+λ (x) = 0. (10.3)
We consider a non-negative Borel measure ν satisfying (2.10) and we need to show that
l(z) =
∫ ∞
0
L+λ (z) dν(λ)
is a well defined entire function of exponential type at most 2π. If this is the case, by
integrating expressions (10.1), (10.2) and (10.3) against ν, these properties will be carried on
to l(x) and g(x) =
∫∞
0 G
+
λ (x) dν(λ) making l(x) the unique extremal minorant of exponential
type at most 2π for g(x) via the same arguments used in the proof of Theorem 2.
For this purpose we need to collect some estimates. For n ∈ N using (2.10) we have∫ ∞
0
Gλ(n) dν(λ) =
∫ 1
0
Gλ(n) dν(λ) +
∫ ∞
1
√
λGλ(n)
dν(λ)√
λ
≤ C1 + C2
n
, (10.4)
and ∫ ∞
0
∣∣G′λ(n)∣∣ dν(λ) = 2π ∫ 1
0
λnGλ(n) dν(λ) + 2π
∫ ∞
1
λ3/2 nGλ(n)
dν(λ)√
λ
≤ C3
n
+
C4
n2
,
(10.5)
where C1, C2, C3 and C4 are positive constants depending exclusively on ν.
To analyze the remaining term observe that
λ1/2
∞∑
n=1
∣∣G′λ(n)∣∣ = ∞∑
n=1
2π
n2
λ3/2 n3Gλ(n) ≤ C5
∞∑
n=1
2π
n2
,
which proves that
∑∞
n=1
∣∣G′λ(n)∣∣ is O(λ−1/2) as λ → ∞. On the other hand, using the
arithmetic-geometric mean inequality and (4.14), we also obtain
∞∑
n=1
∣∣G′λ(n)∣∣ = ∞∑
n=1
2πλnGλ(n) ≤
∞∑
n=1
π
{
λ3/2 n2 + λ1/2
}
Gλ(n)
≤ λ
1/2
4
+
(
1
2 + π
)
λ1/2
∞∑
n=1
Gλ(n)
=
λ1/2
4
+
(
1
2 + π
)
λ1/2
(
θ3(0, iλ)− 1
2
)
.
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We know θ3(0, iλ)→ λ−1/2 as λ→ 0, by the transformation formula (4.6). Therefore we may
conclude that
∑∞
n=1
∣∣G′λ(n)∣∣ is O(1) as λ→ 0.
This shows that
∑∞
n=1
∣∣G′λ(n)∣∣ is ν-integrable, and together with (10.4) and (10.5) we can
can move the integration inside the summation series since it converges absolutely to obtain
l(z) =
∫ ∞
0
L+λ (z) dν(λ)
=
sin2 πz
π2
∞∑
n=1
{∫∞
0 Gλ(n) dν(λ)
(z − n)2 +
∫∞
0 G
′
λ(n) dν(λ)
z − n
}
− sin
2 πz
π2z
∫ ∞
0
∞∑
n=1
G′λ(n) dν(λ).
An application of Morera’s theorem shows that this is an entire function and the exponential
type 2π is given by the main term sin2 πz. The proof of the majorizing case is analogous.
Acknowledgments
The authors are thankful to Marian Bocea for helpful discussions regarding the maximum
principle of the heat operator and to Jeffrey D. Vaaler for the discussions on the extremal
problem. E. Carneiro acknowledges support from the Institute for Advanced Study via the
National Science Foundation agreement No. DMS-0635607 and support from the CNPq-Brazil
grants 473152/2011− 8 and 302809/2011− 2.
References
[1] J. T. Barton, H. L. Montgomery and J. D. Vaaler, Note on a Diophantine inequality in several variables,
Proc. Amer. Math. Soc. 129 (2001), 337–345.
[2] E. Carneiro, Sharp approximations to the Bernoulli periodic functions by trigonometric polynomials, J.
Approx. Theory 154 (2008), 90–104.
[3] E. Carneiro and V. Chandee, Bounding ζ(s) in the critical strip, J. Number Theory 131 (2011), 363–384.
[4] E. Carneiro, V. Chandee and M. Milinovich, Bounding S(t) and S1(t) on the Riemann hypothesis, to
appear in Math. Ann.
[5] E. Carneiro, F. Littmann and J. D. Vaaler, Gaussian subordination for the Beurling-Selberg extremal
problem, to appear in Trans. Amer. Math. Soc.
[6] E. Carneiro and J. D. Vaaler, Some extremal functions in Fourier analysis, II, Trans. Amer. Math. Soc.
362 (2010), 5803–5843.
[7] E. Carneiro and J. D. Vaaler, Some extremal functions in Fourier analysis, III, Constr. Approx. 31, No.
2 (2010), 259–288.
[8] V. Chandee and K. Soundararajan, Bounding |ζ(1/2 + it)| on the Riemann hypothesis, Bull. London
Math. Soc. 43 (2011), 243–250.
[9] K. Chandrasekharan, Elliptic Functions, Springer-Verlag, Berlin, 1985.
[10] M. I. Ganzburg, Criteria for best approximation of locally integrable functions in L(R), Current problems
of summation and approximation of functions and their applications, Dnepropetrovsk Gos. University,
Dnepropetrovsk, 1983, pp 11–16 (Russian).
[11] M. I. Ganzburg, Limit theorems and best constants in approximation theory, Handbook of analytic-
computational methods in applied mathematics, 507–569, Chapman & Hall/CRC, Boca Raton, FL,
2000.
[12] M. I. Ganzburg, L-approximation to non-periodic functions, Journal of concrete and applicable mathe-
matics 8 (2010), no. 2, 208–215.
[13] M. I. Ganzburg and D. S. Lubinsky, Best approximating entire functions to |x|α in L2, Complex analysis
and dynamical systems III, 93–107, Contemp. Math. 455, Amer. Math. Soc., Providence, RI, 2008.
[14] D. A. Goldston and S. M. Gonek, A note on S(t) and the zeros of the Riemann zeta-function, Bull.
London Math. Soc. 39 (2007), 482–486.
32 CARNEIRO AND LITTMANN
[15] S. W. Graham and J. D. Vaaler, A class of extremal functions for the Fourier transform, Tran. Amer.
Math. Soc. 265 (1981), 283–382.
[16] L. Ho¨rmander, The Analysis of Linear Partial Differential Operators I, 2nd edition, Springer, New York,
1990.
[17] J. Holt and J. D. Vaaler, The Beurling-Selberg extremal functions for a ball in the Euclidean space, Duke
Math. Journal 83 (1996), 203–247.
[18] M. G. Krein, On the best approximation of continuous differentiable functions on the whole real axis,
Dokl. Akad. Nauk SSSR 18 (1938), 615–624. (Russian)
[19] X. J. Li and J. D. Vaaler, Some trigonometric extremal functions and the Erdo¨s-Tura´n type inequalities,
Indiana Univ. Math. J. 48 (1999), no. 1, 183–236.
[20] F. Littmann, Entire approximations to the truncated powers, Constr. Approx. 22 (2005), no. 2, 273–295.
[21] F. Littmann, One-sided approximation by entire functions, J. Approx. Theory 141 (2006), no. 1, 1–7.
[22] F. Littmann, Entire majorants via Euler-Maclaurin summation, Trans. Amer. Math. Soc. 358 (2006), no.
7, 2821–2836.
[23] F. Littmann, Zeros of Bernoulli-type functions and best approximations, J. Approx. Theory 161 (2009),
no. 1, 213–225.
[24] H. L. Montgomery, The analytic principle of the large sieve, Bull. Amer. Math. Soc. 84 (1978), no. 4,
547–567.
[25] H. L. Montgomery and R. C. Vaughan, Hilbert’s inequality, J. London Math. Soc. (2) 8 (1974), 73–81.
[26] M. H. Protter and H. F. Weinberger, Maximum Principles in Differential Equations, Prentice-Hall,
Englewood Cliffs, 1967
[27] I. J. Schoenberg, Metric spaces and completely monotone functions, Ann. of Math. (2) 39 (1938), 811–841.
[28] A. Selberg, Lectures on sieves, Atle Selberg: Collected Papers, Vol. II, Springer-Verlag, Berlin, 1991, pp.
65–247.
[29] H. S. Shapiro, Topics in Approximation Theory, Lecture Notes in Mathematics 187, Springer, 1971.
[30] B. Sz.-Nagy, U¨ber gewisse Extremalfragen bei transformierten trigonometrischen Entwicklungen II, Ber.
Math.-Phys. Kl. Sa¨chs. Akad. Wiss. Leipzig 91, 1939.
[31] J. D. Vaaler, Some extremal functions in Fourier analysis, Bull. Amer. Math. Soc. 12 (1985), 183–215.
[32] E. T. Whittaker and G. N. Watson, A Course of Modern Analysis, Cambridge University Press, 4th
edition, 1927.
[33] A. Zygmund, Trigonometric Series, Cambridge University Press, 1959.
IMPA - Instituto de Matema´tica Pura e Aplicada, Estrada Dona Castorina, 110, Rio de Janeiro,
Brazil 22460-320.
E-mail address: carneiro@impa.br
Department of mathematics, North Dakota State University, Fargo, ND 58105-5075.
E-mail address: friedrich.littmann@ndsu.edu
