ABSTRACT In this paper, we propose an optimization framework of computation offloading and resource allocation for mobile-edge computing with multiple servers. Concretely, we aim to minimize the systemwide computation overhead by jointly optimizing the individual computation decisions, transmit power of the users, and computation resource at the servers. The crux of the problem lies in the combinatorial nature of multi-user offloading decisions, the complexity of the optimization objective, and the existence of intercell interference. To overcome these difficulties, we adopt a suboptimal approach by splitting the original problem into two parts: 1) computation offloading decision and 2) joint resource allocation. To enable distributed computation offloading, two matching algorithms are investigated. Moreover, the transmit power of offloading users is found using a bisection method with approximate inter-cell interference, and the computation resources allocated to offloading users is achieved via the duality approach. Simulation results validate that the proposed framework can significantly improve the percentage of offloading users and reduce the system overhead with respect to the existing schemes. Our results also show that the proposed framework performs close to the centralized heuristic algorithm with a small optimality gap.
I. INTRODUCTION
With the radically increasing popularity of mobile terminals such as smart phones and tablet computers, a wide-range of mobile applications are constantly emerging, including real-time online gaming, augmented reality, natural language processing, and ultra-high-definition video streaming. These applications have stringent requirements of real-time communication, high energy efficiency, and intensive computation. However, mobile devices are usually constrained with limited battery capacity and computation capability. To tackle these issues, mobile-edge computing (MEC) has been developed by the European Telecommunications Standards Institute (ETSI) as a supplement to mobile cloud computing. The idea behind the MEC concept is to move the cloud services and functions to the network edges, thus enabling the executions of computation heavy tasks in close proximity to end users.
The emergence of MEC provides a promising solution for resource-limited users that can migrate a part or all of the intensive computations to powerful MEC servers at the network edges. However, computation offloading may incur additional overhead in terms of energy consumption and latency, e.g., the local execution only suffers from the locally processing delay whereas the remote execution latency includes the transmission delay from the users to the MEC server, the remotely processing delay at the MEC server, and the response delay from the MEC server back to the users. Optimally determining the offloading decisions is an important issue in MEC networks [1] , [2] . In the presence of multiple users, the MEC server must be able to simultaneously execute multiple computation tasks and the scarce wireless channel needs to be shared among multiple users. As opposed to the resourceful cloud, the MEC server usually has finite resources. Therefore, the joint optimization of offloading decisions and resource allocation is considered as one of the most important problems in MEC networks to improve the MEC network performance [1] . The last few years have seen the enormous amount of attention for aforementioned problems including offloading decisions in singleuser systems [3] - [5] and in multi-user systems [6] - [12] , joint optimization of communication and computation resource [13] , [14] , and joint offloading decision and resource allocation [11] , [12] , [15] , all in MEC networks with a single server, i.e., single-server MEC networks.
The densification of heterogeneous networks (HetNets) provides a promising solution for future networks to increase the spectral-and-energy efficiency and enhance the coverage for indoor and edge users [16] , [17] . In HetNets, various kinds of small cells with different characteristics can be deployed by the network operators and/or users, e.g., microcell, femtocell, and picocell. With the concept of network densification and recent advancements in computing hardware, there may exist multiple MEC servers, where each one is connected to and collocated with a smallcell eNB (SeNB). In MEC HetNets, a user can either locally handle the computation or send a request to one among multiple MEC servers for computation offloading. To fully reap the benefits of multi-server MEC HetNets, numerous technical challenges must be addressed. First, beside offloading decisions, one must answer the question ''which server does a user offload to?'', i.e., user association. In general, user association is coupled with subchannel allocation, i.e., ''which subchannel does a user utilize to offload the task'', and power allocation, which greatly complicates the joint optimization of computation offloading and resource allocation in multiserver MEC HetNets. Second, since simultaneous offloadings from multiple users can result in severe co-channel intercell interference, the offloading rates of users, which offload to different MEC servers but on the same subchannel, are coupled and/or small, thus making the resource allocation problem very hard to solve and requiring efficient schemes for interference management. In contrast, one common setting from existing studies in single-MEC networks based on orthogonal frequency-division multiple access (OFDMA) is that both intra-cell and inter-cell interference are ignored.
Unlike conventional multi-cell networks, where MEC servers are typically deployed at fixed-location macrocell eNBs (MeNBs), MEC servers are collocated at randomlydeployed SeNBs in HetNets without network predimensioning and planning. This strongly affects the user association since an MEC server is able to serve multiple users with different channel qualities and a user is under the service coverage of multiple MEC servers with different computation capabilities. Due to the dynamics and unplanned deployment of HetNets and the possibility of missing a central entity, the centralized optimization of both computation offloading and resource allocation is not always efficient in the distributed networks, for example, wireless sensor networks and Internet of Things (IoT). Although the centralized approach can achieve the optimal solution and high performance for the resource optimization problem and can fulfill various quality-of-service (QoS) requirements of offloading users, all users need to report their channel qualities to the centralized entity, e.g., MEC server, and the centralized server is lonely responsible for accomplishing the optimization for the entire network [18] . Therefore, the centralized optimization has the weakness of high computational complexity and huge reporting overhead. Moreover, there may not exist a dedicated backhaul for information exchange between the MEC servers and even if there is, the wireless backhaul in 5G HetNets would be congested due to the high burden of huge data sharing [19] . All of these points call for efficient schemes of distributed computation offloading multi-server MEC HetNets. Most of existing works in MEC focus on solutions for single-server MEC homogeneous networks [10] , [14] , [15] , single-server MEC HetNets [12] , [13] , [20] , and different aspects in multiple-server MEC networks, for example, computation offloading [21] , [22] , computation offloading and server provisioning [23] , [24] , and centralized task offloading and resource allocation [25] .
More recently, some distributed schemes for computation offloading in single-server MEC networks were proposed using game theory [10] , [26] and game-theoretic machine learning [27] . Nevertheless, none of the existing works discussed the joint optimization of distributed offloading decisions and resource allocation for multi-server MEC HetNets. Further, it is worth noticing that game-theoretic approaches present some shortcomings [28] . For instance, finding the best response of a user usually requires the knowledge of other players' actions, thus limiting the distributed implementations. Next, analyzing the tractability of equilibrium in the game-theoretic methods requires the specific structure in the objective function, which is however not always feasible in some practical scenarios. Matching theory, a subfield of economics for designing low-complexity and distributed algorithms in wireless networks [29] , [30] , is a promising solution to overcome some limitations of game-theoretic approaches and centralized optimizations. There are several benefits to apply matching theory for resource allocation in wireless networks, e.g., the ability to characterize interactions between heterogeneous players and define the general preferences and the flexibility to reflect different optimization objectives [28] , [31] .
In this paper, we develop an efficient framework of distributed computation offloading and resource (computation and communication) allocation to minimize the systemwide computation overhead in multi-server MEC HetNets. Here, computation offloading pertains to finding the solution for the user association and subchannel assignment and resource allocation relates to the transmit power allocation of offloading users and computation resource allocation at the MEC servers. The considered problem faces difficulties caused by the combinatorial nature of multi-user offloading decisions, the complexity of the optimization objective, and the existence of inter-cell interference among offloading users, i.e., an NP-hard combinatorial problem. In a nutshell, the main contributions and features of our work are summarized as follows:
• In terms of the system model and problem formulation, we consider a network scenario with multiple SeNBs collocated with the corresponding MEC servers and multiple users and define the objective function as the system-wide computation overhead. Then, an optimization problem is formulated subject to constraints on the MEC server and subchannel selections, maximum transmit power of mobile devices, and maximum computation resources at the MEC servers. To solve the problem, we adopt a suboptimal approach by splitting the original problem into two parts: (i) computation offloading decision, which includes user association and subchannel assignment, and (ii) joint resource allocation, which is further decomposed into the transmit power of offloading users and computation resource allocation at the MEC servers.
• In terms of the mathematical framework, matching theory is adopted to provide the distributed computation offloading decision. Concretely, we employ two matching games to design algorithms for user association and subchannel assignment. Accordingly, a decentralized approach is investigated to determine the offloading decision. With the proposed computation offloading scheme, (i) users decide to offload their computation tasks only if they benefit from computation offloading and remote execution and (ii) users and servers make the offloading decision in a distributed and autonomous fashion. Moreover, we approximate the inter-cell interference and find the transmit power of offloading users using a bisection method, and then solve the computation resource allocation problem via the KKT optimality conditions. Detailed analyses of the matching stability, convergence, and algorithmic complexity of the proposed algorithm are also provided.
• In terms of the performance evaluation, we validate the performance of the proposed algorithm through extensive numerical experiments. Furthermore, we compare our proposed algorithm with four existing solutions: local computing only, offloading only, the heuristic offloading decision algorithm (HODA) proposed in [15] , and the heuristic joint task offloading and resource allocation (hJTORA) proposed in [25] . The simulation results illustrate that our proposed algorithm can achieve significant performance improvement in terms of the number of offloading users and the systemwide computation overhead and can perform close to the centralized heuristic algorithm with a small optimality gap. Our paper is organized as follows. The system model and optimization problem are explained in Section II. In Section III, we propose to decompose the underlying problem into two subproblems and obtain the computation offloading decisions using the matching games. Simulation results are presented and discussed in Section IV. Finally, conclusions and future works are drawn in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION A. NETWORK MODEL
We consider a multi-user multi-server MEC HetNet as illustrated in Fig. 1 , where each MEC server is collocated with an SeNB. 1 In general, MEC servers deployed by the network operator have a moderate computing capability and have wireless channel connections to users through the corresponding SeNBs. Small cells operate in an overlaid manner, i.e., each small cell is able to reuse the whole spectrum of the macro cell and interference among small cells exists. To enable tractable analysis and obtain useful insights, we employ a quasi-static network scenario where users remain unchanged during the computation offloading period while they change across different periods. The general scenario, where users leave or join dynamically during the offloading period, is not our focus in this paper and can be considered as future work.
Denote by M = {1, 2, . . . , M } the set of SeNBs and by m the index of the mth SeNB. The set of users is denoted by N = {1, 2, . . . , N } and n is referred to as the nth user. In this paper, we use OFDMA as the multiple access scheme in the uplink. Assume that there are S subchannels in a small cell, then the set of subchannels is denoted by S = {1, 2, . . . , S} and s is referred to as the sth subchannel. Each user is assigned to at most one subchannel and a subchannel is assigned to at most one user. The general case that a user is assigned to multiple subchannels and a subchannel is assigned to multiple users will be considered in future work.
B. COMMUNICATION MODEL
For every small cell, an MEC server is collocated with the corresponding SeNB; therefore, a user can offload its computation task to the MEC server via the SeNB. We define the offloading decision profile as A = a s nm |n ∈ N , m ∈ M, s ∈ S . Specifically, a s nm = 1 if the user n offloads its computation task to the MEC server m on the subchannel s, and a s nm = 0 otherwise. Since each computation task can be either computed locally or remotely, i.e., binary offloading, we have the following constraint:
Each SeNB assigns a subchannel to at most one user, so the following constraint must be satisfied:
Moreover, since each server is collocated with a SeNB, which is usually restricted by hardware limitations [32] , the number of users offloading to a server should be constrained by 
Here, n 0 is the noise power which is identical for all users, N j is the set of users that offload their computation tasks to the MEC server j, P = p 1 , . . . , p n , . . . , p N is the transmit power vector of all users, p n = {p 1 n , . . . , p S n } is the transmit power vector of the user n with p s n being the transmit power (in Watts) of the user n on subchannel s, and h s nm is the channel gain from the user n to the SeNB m on the subchannel s. The second term of the denominator in (4) is the inter-cell interference from users offloading to other servers using the same subchannel s. Correspondingly, the data rate from the user n to the server m is R nm (A, P) = s∈S a s nm R s nm (A s , P).
C. COMPUTATION MODEL OF MOBILE DEVICES
Each user n has a computation task I n = {α n , β n } [1], [10] , where α n is the computation input data size (in bits) and β n is the number of CPU cycles required to complete the task I n (i.e., computation workload/intensity). Binary offloading is considered in our work. The extension to consider partial offloading is highly promising. We denote f l n as the computation capability (in CPU cycles per second) of the user n, where the superscript l stands for local. Due to heterogeneous mobile devices, users can have different computation capabilities. Let t l n be the completion time of the task I n by the user n, which can be computed as t l n = β n f l n . To compute the energy consumption E l n (in Joules) of the user when the task is executed locally, we adopt the model in [1] , [15] , and [11] .
Specifically, E l n can be derived as E l n = κ n β n f l n 2 , where κ n is a coefficient relating to the chip's hardware architecture. According to the measurements in [11] , we set k n = 5 × 10 −27 . It is worth noting that t l n and E l n depend on unique features of the user n and the running application; therefore, they can be computed in advance.
The local computation overhead in terms of the computational time and energy consumption is computed as Z l n = λ t n t l n + λ e n E l n , where λ t n ∈ [0, 1] and λ e n + λ t n = 1 are respectively weighted parameters of the computational time and energy consumption of the user n. Similar to heterogeneous users, different users may have different values of λ t n and λ e n . The weighted parameters can affect the offloading decisions of users. Consider a network scenario with three users as an example, where the first user with a latencysensitive application sets λ t n = 1 and λ e n = 0, the second user with an energy-hungry application and low battery state can set λ t n = 0 and λ e n = 1, and the third user can set 0 < λ t n , λ e n < 1 if it takes both computational time and energy consumption into consideration of the offloading decision.
D. COMPUTATION MODEL OF MEC SERVERS
To offload the computation task, a user incurs extra overhead in terms of the energy consumption and latency. The extra overhead in time is composed of the transmission time from the users to the server, the execution time at the server, and the response time of the computational result back to the user. The extra overhead in energy consumption includes the energy consumption for computation offloading, remote execution, and transmission of the computational result back to the user. Since our current work focuses on the user perspective and since MEC servers are generally powered by cable power supply [10] , [11] , we ignore the energy consumption for remote execution. Moreover, the computational result is relatively small compared to the input data, so the response time and consumed energy consumption are neglected.
The time and energy costs for offloading the computation task I n are, respectively, computed as
where a nm = s∈S a s nm , and
where p n = p T n 1 with X T being the normal transpose X, ζ n is the power amplifier efficiency of the user n. The execution time of the computation task I n is given by t exe n (A,
, ∀n ∈ N , where f nm is the computation capability (in CPU cycles per second) that is assigned to the user n by the server m. Here, F = {F n |n ∈ N } is the computation resource profile, where F n = {f nm |∀m ∈ M} is the computation resource vector of the user n.
Since each MEC server typically has the limited computation capability, the total computation resources assigned to VOLUME 6, 2018 offloading users cannot exceed its maximum computation capability f max m , i.e., the constraint, n∈N f nm ≤ f max m , ∀m ∈ M, must be satisfied. Similar to the local computation overhead, the remote computation overhead can be computed as Z r n (A, P, F n ) = λ t n t off n + t exe n + λ e n E off n .
E. PROBLEM FORMULATION
Since our focus is to minimize the system-wide computation overhead in terms of the computational time and energy consumption, the objective function is defined as Z (A, P, F) = n∈N Z n (A, P, F n ), where Z n is given by Z n = 1 − m∈M a nm Z l n + m∈M a nm Z r n , ∀n ∈ N . For a given offloading decision profile A, power allocation P, and computation resource F, as well as the objective function Z (·), we have the optimization formulation problem of joint computation offloading decision and resource allocation (OPT-JCORA) as follows:
where p max n is the maximum transmit power of the user n, and N off = m∈M N m is the set of offloading users that are not able to compute their tasks locally. In the optimization formulation (7), if n / ∈ N off , p n = 0, i.e., the user n executes the task locally. In addition, if n / ∈ N m , f nm = 0, i.e., the MEC server m does not assign any computation resource to the user n. The constraint C1 makes sure that the transmit power of the user n does not exceed the maximum value. The constraint C2 denotes that A is a binary vector. The constraints C3, C4, and C5 guarantee that a computation task is executed either locally or remotely, a subchannel is assigned to at most one user, and the maximum number of users q m can offload to an MEC server m, as explained in (1), (2), and (3), respectively. The constraint C6 denotes that the assigned computation resource from an MEC server to a user is positive, and the constraint C7 makes sure that the total computation resource of an MEC server assigned to offloading users does not exceed its maximum value f max m . The considered problem (7) is difficult to solve due to the following reasons:
• There exist relationships among A, P, and F. Further, the data rate of users in the denominator in (5) and (6) makes the objective function highly complicated. Thus, the objective function Z (A, P, F) is not a convex function.
• There are three set of optimization variables: offloading decision A, power allocation P, and computation resource F. P and F are continuous variables while A is a binary variable; therefore, the feasible solution set of the problem (7) is not convex. To enable distributed computation offloading, in the next section, we propose to decompose the problem (7) into two parts: computation offloading decision and joint resource allocation.
III. PROPOSED ALGORITHM A. PROBLEM DECOMPOSITION
The OPT-JCORA is a mixed-integer and non-linear optimization problem since the offloading decision A is an binary vector and P and F are continuous vectors. Moreover, the OPT-JCORA problem is NP-Hard [15] , [33] . Hence, it is hard to obtain the global centralized optimal solution. It is observed that the resource constraints C1, C6, and C7 are decoupled from the offloading constraints C2, C3, C4, and C5. Therefore, we proceed with solving the problem (7) by adopting a suboptimal approach and splitting it into two parts: (i) computation offloading (CO) decision and (ii) joint computation and communication resource allocation (JCCRA). The CO subproblem is written as follows:
where Z (A) is the objective value of the JCCRA subproblem, which is formulated as
By solving two subproblems (8) and (9) sequentially in each iteration until convergence, the solution to the underlying problem (7) can be finally obtained. The proposed framework for solving the OPT-JCORA problem is summarized in Fig. 2 . Next, we present our algorithm to solve the OPT-JCORA problem by solving first the CO subproblem via two matching games and then deriving the solution for the JCCRA subproblem. After that, we propose an algorithm for the OPT-JCORA problem. Besides, we also provide detailed analyses of the matching stability, convergence, and computational complexity of the proposed algorithm.
B. COMPUTATION OFFLOADING AS A MATCHING PROBLEM
We consider the offloading decision problem for a given P and F by solving the following optimization problem:
In order to evaluate the average contribution of each user to the total objective, the transmit power of each user is divided 75872 VOLUME 6, 2018 FIGURE 2. Proposed framework.
equally among all the subchannels and the total computation resources of each server is uniform among the maximum q m offloading users, i.e., p s n = p max n /S and f nm = f max m /q m , as illustrated (11) and (12), respectively. This approach has been widely used in literature for scheduling, user association, and resource allocation in OFDMA networks [16] , [34] , [35] , where simulation results showed that the achieved gains are negligible compared to that of optimal power allocation.
The CO subproblem is a mixed integer nonlinear programming and an NP-Hard problem [15] , [33] . To solve the CO problem, the objective (10) is boiled down to the following:
where a n = m∈M a nm , whose value denotes the user n's offloading decision, i.e., a n = 1 (a n = 0) indicates that the user n offloads (executes locally). Recall that this paper considers binary offloading. To be executed remotely, users must benefit from computation offloading in terms of the execution latency and/or energy consumption. From (13), the user n executes the task locally if the following condition holds
where R max nm = B s log 2 1 + p n max m∈M,s∈S h s nm /n 0 and f 0 = max m∈M f max m . Let N loc = {n ∈ N |ϒ n ≥ 0} be the set of users that execute their tasks locally, and N pof = {n ∈ N |ϒ n < 0} be the set of users that potentially offload their tasks to the MEC servers. To find an offloading solution for the remaining users, we temporarily assume that a n = 1, ∀n ∈ N pof , ignore the fixed parts, and rewrite the objective function in (13) as follows:
In the case of offloading, each user needs to select the server for the remote computation and the subchannel for the task offloading. From (15) , if Z nm is given for all n ∈ N pof , m ∈ M, each user n is required to choose a nm , m ∈ M such that Z (A) is minimized. Further, if a nm is given for the user n, it is required to select a s nm , s ∈ S such that the offloading rate R nm is maximized, thus minimizing Z (A). Therefore, the computation offloading decision problem can now be further divided into two subproblems: 1) which MEC server does a user offload to and 2) which subchannel does a user utilize to offload the task. The first subproblem finds the matching X = [a nm ] |Npof|×M between N pof users and M servers so as to minimize the overhead Z nm . For a given X, the second subproblem is to determine the matching Y = a s nm |Npof|×M×S between users in N m , ∀m ∈ M, that offload their tasks to the same MEC server and subchannels S in order to maximize the achievable offloading rate R s nm . In what follows, we propose distributed processes based on a one-to-many matching game to find which MEC server a user offloads to, i.e, the user association, and based on a one-to-one matching game to find which subchannel a user utilizes to offload the task, i.e., the subchannel assignment, [29] , [30] . In the first matching game, there are two types of players: users and servers. The strategy of users is to select the best MEC server to maximize the benefit of computation offloading and the strategy of servers is to either accept or reject the offloading requests from users. From the constraints, each user can offload the task to at most one MEC server according to C3 and each MEC server can execute multiple tasks from users according to C5. The two types of players in the second matching game are users and subchannels. The strategy of users is to select the most preferred subchannel to maximize the offloading rate, and that of the subchannels is to either accept or reject the bids from users. In this second game, each user is assumed to offload on at most one subchannel and each subchannel can be matched with at most one offloading user. These two matching games are inspired by the stable marriage problem: there are two sets of matching players (one for men and one for women), who seek to be married to each other and a matching comprises (man, woman) pairs [28] . Similarly in our work, a matching consists of (user, server) pairs and (user, subchannel) pairs in the first many-to-one matching game and in the second oneto-one matching game, respectively.
1) MATCHING GAME FOR USER ASSOCIATION

Definition 1: Given two disjoint sets of players, M and N pof , a one-to-many matching function
: N pof → M is VOLUME 6, 2018 defined such that for all n ∈ N pof and m ∈ M 1) (m) ⊆ N pof and
. This matching game is defined by a tuple M, N pof , , with = {q m |∀m ∈ M} being the MEC servers' quota vector. The first condition implies that each MEC server m can execute at most q m computation tasks as in C5, the second condition indicates that each user can offload the task to at most one server, and the third condition implies that if the user n is matched with the MEC server m, then the server m is also matched with the user n. The output of this game is a user association mapping between users and servers.
Next, we define φ n,UA (m) as the preference of the user n for MEC server m and φ m,UA (n) as the preference of MEC server m for the user n. We also define n,UA and m,UA as the preference relations of the user n and MEC server m, respectively. The notation m 1 n,UA m 2 implies that the user n prefers the MEC server m 1 to m 2 , i.e., φ n,UA (m 1 ) > φ n,UA (m 2 ). Similarly, the notation n 1 m,UA n 2 implies that the MEC server m prefers the user n 1 to n 2 if the computation overhead with n 1 is smaller than that with n 2 , i.e., φ m,UA (n 1 ) < φ m,UA (n 2 ).
Preference of the mobile user: For user association problems in wireless multicell networks, the average SINR over all subchannels is considered as one of the most common criteria [16] , [35] , [36] . The preference value of the user n when it offloads the task I n to the MEC server m is defined as
where ϕ UA and ε UA are two weighted parameters and f nm = f max m /q m . Intuitively, the user n prefers to offload to the server that provides the higher offloading rate and computation resource. Since we allow each server to accommodate more than one user, multiple users may coexist and share computation resources when they offload to the same server. Similar to [31] , we assume that the coexisting users share the server's CPU rate equally with effect from their computation workloads, i.e., each user assumes a share of f max m /β n q m . Thus, the preference of user is based on the aggregation of the transmission delay (1st component) and remote processing time (2nd component).
Preference of the MEC server: We define the preference value of the MEC server m when it executes the computation task from the user n as the computation overhead as follows:
where R nm = B s log 2 1 + s∈S s nm . We say that the MEC server m prefers the user n 1 to n 2 (when n 1 and n 1 select the same MEC server m) if the user n 2 has lower computation overhead than the user n 2 . Now, we propose a distributed algorithm to find the matching between users and MEC servers while minimizing the computation overhead. The specific details of the proposed algorithm are given in Alg. 1, with new notations introduced below. First, the list of potential MEC servers for each user n is defined as M n and initialized as M, and the sets of unmatched users is N unmatched = N pof , the set of rejected and requested users for each MEC server m are defined as empty sets N for n = 1 to |N unmatched | do 5: Find m = argmax m∈M n φ n,UA (m).
6:
Send a request to the server m by setting b UA nm = 1.
7:
end for 8: for m = 1 to M do 9: Update N req m ← {n : b UA nm = 1, ∀n ∈ N pof }.
10:
Construct the preference according to (17) . 
end for 22: Update
23: end while 24: End of the algorithm: output is a stable matching * .
Next, each user n decides the best MEC server, which has the largest preference among M n , by using its preference relation in line 5 and sends a bit request b UA nm to the MEC server m. The bid function b UA nm is 1 if the user m offloads to the MEC server m and 0 otherwise (line 6).
After bidding of all users, each MEC server collects the bid requests from users and updates the list of requested users (line 9) and constructs the preference over all requested users via Eq. (17) . The MEC server m is able to accept all of the requested users if the number of requested users is smaller than its quota q m (lines 12), otherwise it will select q m among N req m requested users (lines 15 and 16). Unmatched users are then inserted into the set of rejected users of each MEC server. Meanwhile, each MEC server is removed from the preference list of its rejected users. Finally, the list of unmatched users is updated (line 22). Once there is no further requested user (condition checking at line 3), the algorithm stops.
If a stable matching does not exist, it is computationally difficult to find the solution. Fortunately, the outcome of Alg. 1 is a stable matching * . To explain how the matching Alg. 1 achieves a stable matching, we present the definitions of a blocking pair and a stable matching in Definitions 2 and 3, respectively [30] , [37] . Proof: For a given transmit power allocation, computation resource allocation, and subchannel assignment, the preference of each user and MEC server is fixed. Therefore, Alg. 1 is known as the deferred acceptance algorithm in the two-sided matching problem between users and MEC servers, which guarantees a stable matching [29] . The first part is proved.
At each iteration t, the outcome of Alg. 1 maps to a userserver association X (t) , which captures to the objective
Assume there exists a blocking pair (m 0 , n 0 ) at iteration t such that the preference of the MEC server m and user n can be improved when (m 0 , n 0 ) is added to the current matching . Accordingly, Z (X (t) ) > Z (X (t+1) ), i.e., the computation overhead is reduced. According to Definition 3, there is no blocking pair at the final matching. As a result, the matching algorithm converges to a local optimal solution to the CO problem. The second part is proved.
2) MATCHING GAME FOR SUBCHANNEL ASSIGNMENT
After determining the user association mapping or N m , m ∈ M, the one-to-one matching game is defined to find the subchannel assignment. 2 It is shown in (15) that for a given UA mapping (i.e., a nm is given for all users) each user tries to maximize its transmission rate to the associated server in order to minimize the computation overhead Z(A). Therefore, the subchannel assignment problem for each user can be determined by solving the following problem: 2) (n) ⊆ S and | (n)| ∈ {0, 1}; 3) n = (s) ↔ s = (n). The first two conditions ensure that each user can utilize at most one subchannel and a subchannel is assigned to at most one user and condition 3 implies that if the user n is matched with subchannel s, then subchannel s is also matched with the user n. The outcome of this one-to-one matching game is the association mapping between the set of users N m and the set of subchannels S. Similar to the matching definition for user association, we define φ n,CA (s) as the preference of the user n for subchannel s and φ s,CA (n) as the preference of subchannel s for the user n. The notation s 1 n,CA s 2 denotes that the user n prefers subchannel s 1 to s 2 , i.e., φ n,CA (s 1 ) > φ n,CA (s 1 ), and the notation n 1 s,CA n 2 indicates that subchannel s prefers user n 1 to n 2 , i.e., φ s,CA (n 1 ) > φ s,CA (n 2 ).
Preference of the mobile user: After determining the MEC server selection, the user m achieves the following preference when it accesses to the subchannel s
The preference in (19) implies that 1) subchannel selection of a user only affects the achievable offloading rate, which in turn determines the offloading time, as illustrated in (5), and 2) each user prefers to offload over the subchannel that offers a higher offloading rate. Preference of the MEC server for subchannels: The preference of the MEC server m on subchannel s to be matched with the user n can be written as where ϕ CA and δ s m are two weighted coefficients. The preference in (20) implies that the SeNB m assigns the subchannel s to the user n so as to maximize the achievable offloading rate and minimize the aggregated interference to other SeNBs.
A distributed algorithm is designed to allocate subchannels of an SeNB to its associated users. The specific details of the algorithm are summarized in Alg. 2. First, we obtain the VOLUME 6, 2018 sets of users N m from Alg. 1 and the subchannels S, and initialize the set of unmatched users N unmatched , the set of potential subchannels for each user S n , the lists of requested users N req s and rejected users N rej s for each subchannel s. Each user n also constructs its preference over all potential subchannels S n (step 3 for n = 1 to |N unmatched | do 5: Find s = argmax s∈S n φ n,CA (s).
Algorithm 2 Users -Subchannels Matching Algorithm
1: Initialization 1) N m , S, b CA ns = 0, ∀n ∈ N m . 2) Set N unmatched = N m , S n = S, ∀n ∈ N m ,
6:
Send a request to the server m by setting b CA ns = 1.
7:
end for 8: for s = 1 to S do 9: Update N req s ← {n : b CA ns = 1, ∀n ∈ N m }.
10:
Construct the preference via (20).
11:
Find n = argmax n∈N req s φ s,CA (n).
12:
Assign the subchannel s to the user n. (18) .
Proof: The definitions of a blocking pair and stable matching for the matching problem between users and subchannels are similar to those in Definition 2 and 3, respectively. For a given power allocation, computation resource allocation, and association matching * , the matching in Alg. 2 has the nature of deferred acceptance. Thus, a stable matching * can be found by Alg. 2. Note that the outcome of Alg. 2 at each iteration t maps to a subchannel assignment Y (t) and the objective for a
). Moreover, the matching at iteration (t + 1) guarantees that R n (Y (t) ) ≤ R n (Y (t+1) ), i.e., the objective is monotonically improved during the matching process, thus reducing the computation overhead. Consequently, Theorem 2 is proved.
C. JOINT CCRA SUBPROBLEM
For a given A, the objective function of the JCCRA subproblem can be rewritten as
where u n = α n (ζ n ) −1 . Observe from (21) that the first term is for the transmit power allocation of the users and the second term is for the computation resource allocation of the MEC servers. In addition, the constraints C1, C5, and C6 are decoupled in P and F. Therefore, it is possible to further decompose the JCCRA subproblem into two subproblems of P and F. The two following subsections are devoted to the optimization of transmit power of the users and the computation resource allocation of the MEC servers, respectively.
1) TRANSMIT POWER ALLOCATION OF MOBILE USERS
The optimization of the transmit power P can be written as
where
In (22), we only consider users that offload to different MEC servers but on the same subchannel. Obviously, (22) is a non-linear fractional and non-convex problem due to the sum-of-ratios form of the objective function and the existence of inter-cell interference I s nm = (m ,n )∈G s ,n =n p s n h s n m among users in G s . One potential approach to the sum-of-ratios problem (22) relies on its transformation into a parametric convex programming problem [17] . However, we find the approximate upper bound 3 
3 Upper bound of I s nm is due to the minimization problem (22) .
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where I s,0 nm = (m ,n )∈G s ,n =n p max n h s n m . The problem (23) is still not easy to solve due to the fractional form of the objective function. In the following however, we show that the objective function of (23) . According to [38] , S a is a convex set if for any ρ 1 , ρ 2 ∈ S a and any θ with 0 ≤ θ ≤ 1, we have
The condition (24) holds when f n (
is a convex function due to the subtraction of a linear function and a concave function. By definition,
. Due to ρ 1 , ρ 2 ∈ S a , we have f n (ρ 1 ) ≤ 0 and f n (ρ 2 ) ≤ 0. Therefore, the condition (24) holds, S a is a convex set, and then η n (p s n ) is a quasiconvex function.
One approach to quasiconvex optimization is a bisection algorithm, which solves a convex feasibility problem at each step [38] . However, for further reduction of complexity, we use the approach proposed in [15] to solve the quasiconvex problem (23 
Moreover, the first-order derivative of (25) 
From (25) and (26), we have φ n (0) < 0 and φ n p s n > 0, ∀p s n ∈ 0 p max n , i.e., φ n (·) is a monotonically increasing function and diminishes atp s n = 0. Therefore, iteratively checking the condition φ n (p s n ) ≤ 0, we can design an efficient bisection method as in Alg. 3. In each step, the interval is bisected, i.e., p s,t n = p s,u n + p s,l n /2; therefore, the number of iterations required for Alg. 3 to terminate is log 2 p s,u n − p s,l n /ε . , we obtain approximation problems for the power allocation of users. The transmit power of users is finally achieved by solving the approximation problems via the bisection Alg. 3.
2) COMPUTATION RESOURCE ALLOCATION OF MEC SERVERS
The computation resource allocation F is determined by solving the following optimization problem (OPT-CRA):
The problem (27) can be decomposed into M individual problems, corresponding to M MEC servers. However, even with (27) , we show that the optimal computation allocation of a single MEC server merely depends on the set of its associated users. Theorem 4: The OPT-CRA problem is a convex problem. Proof: It is clear that the feasible solution set of the OPT-CRA is convex. The remaining task is to show the convexity of the objective function. We have the following derivatives
Let ∇ 2 g l (F) be the Hessian matrix. Then, with all v ∈ R N off , v T ∇ 2 g l (F)v = n∈N off 2v 2 n λ t n β n /f 3 nm ≥ 0, where the equality happens only if λ t n = 0, i.e., the user n is with an energy-hungry application. Therefore, the Hessian matrix is a positive semidefinite matrix. We conclude that OPT-CRA is a convex optimization problem [38] .
Since OPT-CRA is a convex problem, the optimal solution can be optimally achieved via the KKT optimality conditions [39] , [40] . In particular, the optimal computation resource for user n at MEC server m is calculated as follows: 
D. ALGORITHM FOR JCORA PROBLEM
In this subsection, we propose a joint framework to find the optimal solution to the underlying problem (7) . The details of the proposed algorithm are summarized in Alg. 4, which is referred to as JCORAMS (JCORA Multi-Server). In general, the proposed algorithm has three phases: the pre-computation offloading decision, computation offloading and resource allocation, and post-computation offloading decision. The purpose of the first phase is to filter out users who cannot benefit from computation offloading, i.e., those users who should execute their tasks locally, and to reduce the input dimension for the second phase, i.e., nonoffloading users are not taken into account during the second phase.
The second phase is further divided into four steps: userserver association, subchannel allocation, transmit power control, and computation resource allocation.
• User-server association: The users and MEC servers join a one-to-many matching via Alg. 1. The preference of a user over potential servers and the preference of a server over the |N pof | users are calculated according to (16) and (17), respectively. The optimal user association is obtained via Alg. 1, where a user sends the computation offloading proposal to the most preferred server and a server accepts a number of preferred users based on its quota. Alg. 1 stops when every user is either accepted by one server or rejected by all preferred servers.
• Subchannel allocation: After all users know their associated MEC servers, users offloading to the same MEC server join a one-to-one matching game. Each user in N m calculates the preference over its preferred subchannels according to (19) and the MEC server m computes Pre-computation offloading decision: each user n computes ϒ n and checks the offloading condition (14) to determine the offloading decision.
4:
Computation offloading and resource allocation 5: Matching between users and MEC servers 6: Each user calculates its preference via (16).
7:
Each server constructs its preference via (17).
8:
Obtain the optimal matching * via Alg. 1.
9:
Matching for subchannel allocation in SeNBs m ∈ M
10:
Each user has its preference over S subchannels.
11:
Each subchannel gets its preference over N m users. 12: Obtain the optimal matching * via Alg. 2.
13:
Transmit power allocation of users in G s , ∀s ∈ S
14:
Each user in G s findsp s, * n andĨ s nm .
15:
Solve (23) with I s,0 nm =Ĩ s nm for the user n.
16:
Computation resource allocation at MEC servers 17: Computation resource is allocated via (28).
18:
Post-computation offloading decision 19: For
20:
Each user checks the offloading decision ϒ * n > 0 to decide to offload (a n = 1) or not offload (a n = 0).
21:
MEC servers and users update the preference lists for the next iteration. 22 : until ϒ * n ≤ 0, ∀n ∈ N pof for two consecutive times or a s nm = 0, ∀n ∈ N , m ∈ M, s ∈ S. 23: Output: the optimal solution A * , P * , F * .
its preference on all subchannels over its associated users according to (20) . A user sends the proposal to the most preferred subchannel and a SeNB assigns a subchannel to the most preferred user, who has the highest preference among requested users, and rejects the proposals of other users on that subchannel. Alg. 2 terminates when there is no bidding between users and subchannels.
• Transmit power control: Once two matching algorithms for user association and subchannel allocation terminate, the transmit power of offloading users is allocated. Note that there may be S groups G s and the transmit power of users in the group G s is achieved by solving the individual problem (23) . The approximate transmit power of a user in G s is found via Alg. 3 by fixing the intercell interference at the maximum transmit power of the other users. After that, the inter-cell interference of users can be well approximated, and these approximation 75878 VOLUME 6, 2018 problems are solved to find the transmit power of users in G s .
• Computation resource allocation: Computation resource allocation at MEC servers is executed when Alg. 2 terminates. Each MEC server m allocates the computation resources to its associated users in N m according to (28) . The third phase acts as the second filter since we assume that all of the users in N pof offload their tasks to the MEC servers. After the second phase in each iteration, it is necessary to determine whether or not the users benefit from computation offloading with resource allocation from the second phase. There are two scenarios for a user to not offload the computation task. The first is that the user is not accepted by any server and/or subchannel and the other is that the user does not benefit from computation offloading with the preferred server and subchannel. In these cases, rejected users in the previous iterations will be considered as new users in the next iterations. A user will not join the next matchings in the UA and CA steps if it is rejected in the previous iterations. Moreover, users that are served by an MEC server and benefit from computation offloading in the previous iterations will not be involved in the next matchings. However, the CCRA subproblem will consider both previously accepted users and currently proposed users.
To start a new iteration, at the end of the previous iteration, each user is required to update its potential servers and subchannels and calculate the preferences for the next matchings. Similarly, each server is required to remove the rejected users from the preference list, update the remaining quota and subchannel availability, and calculate the preferences for the next matching processes. The system-wide computation overhead decreases as more iterations are processed. The proposed algorithm converges and terminates when either the matching of two consecutive iterations remains unchanged or all users do not benefit from computation offloading, thus executing their tasks locally (line 22).
E. CONVERGENCE AND STABILITY
In order to analyze the convergence and stability of the proposed algorithm, let G s , s ∈ S denote the group formed by Alg. 4 at the end of each iteration t and introduce the definition of group stable [16] , [35] . Then, we show that matching games have group stability and the proposed algorithm converges to above group-stable points. We prove that the group G s created by Alg. 4 at the end of an iteration t is group stable by contradiction. Now assume that there is a user n inside G s can leave it to join another group G s . This implies that G s formed at the end of the CA phase is not stable. However, according to Theorem 2, G s is stable and there is no another matching G s that can provide a higher preference for user n, i.e., φ m s,CA (n) > φ m s ,CA (n). Therefore, no user inside G s can leave it to join another group. Similarly, assume that there is a user n outside G s can join it. We consider two scenarios for this condition. First, if n, n ∈ N m , n m s,CA n. Nevertheless, since G s is stable at the CA phase, n ∈ m (s) and the server m assigns the subchannel s to n instead of n . Thus the user n cannot join G s . Second, if n ∈ N m , n ∈ N m , and m = m , we have n ∈ m (s) and n ∈ m (s). Then, given that the user n has positive computation offloading gain, the post-computation offloading phase will assign n to N m and add n , m to G s . However, because G s is stable at the CA phase, the postcomputation offloading phase will not accept n to join G s . For those two scenarios, no user outside G s can join it. As a consequence, we can conclude that each group G s , s ∈ S is not blocked by any other groups, thus making the matchings of the proposed algorithms are stable. Given the stable outcomes from the UA and CA matching games in each iteration, transmit power and computation resource for accepted users are optimized. Then, users are required to check the offloading conditions to decide to offload or not. This post-computation offloading process in the third phase of Alg. 4 can be considered as the matching between subchannels and pairs of users-servers. To observe the optimality property of this matching, we realize the definition of weak Pareto optimality (PO) [41] . Denote by Z (G) the system-wide computation overhead obtained by the matching G. The matching G is weak PO if there is no other matching G with Z G Z (G), which is strict for one user [42] .
Theorem 6: The post-computation offloading phase achieves a weak PO solution for the CCRA subproblem in each iteration.
Proof: We consider a matching G obtained by the postcomputation offloading phase in any iteration t and assume that there is a unstable matching G that is better than G, i.e., Z G < Z (G). Since G is unstable, there exists at least one blocking pair. Let the matching between the subchannel s and the user-server (n, m) be a blocking pair. The reasons behind instability of G are:
n , a n = 1, n ∈ (m), and n ∈ m (s), 2) Z n ≤ Z l n , a n = 0, n ∈ (m), and n ∈ m (s). For case 1, the post-computation offloading phase will construct a new stable matching G by setting a n = 0, i.e., the user n chooses to execute the task locally instead of offloading the computation task to the MEC server over the subchannel s. This decreases the computation overhead of the user n from Z r n to Z l n (i.e., a quantity of Z r n − Z l n > 0), thus resulting in Z (G) < Z G since the computation overhead of other users is left unchanged in G . For case 2, the post-computation offloading phase will construct a new stable matching G by removing the user n from the set of local users (a n = 0) and then assigning to the set of offloading users with the server m (a n = 1, n ∈ N m ). Since for the user n, the local execution with negative computation offloading gain is replaced by the remote execution with positive computation offloading gain, removing the user n from the set of local users can decrease the system-wide computation overhead or Z (G) < Z (G ).
Hence, under both cases, the unstable matching G is replaced by the new stable matching G. Accordingly, there is no unstable matching G that can lower the system-wide computation overhead. Based on the definition of weak PO, we can conclude that the post-computation offloading phase produces a stable outcome and a weak PO solution for the CCRA subproblem in each iteration.
Theorem 7: The JCORAMS algorithm outputs a group stable G s after a finite number of iterations and is guaranteed to converge.
Proof: The numbers of preference relations of the users, MEC servers, and subchannels, i.e., n,UA , m,UA , n,CA , and s,CA , in each iteration are finite since the numbers of users, MEC servers, and subchannels are finite. According to Theorems 5 and 6, matchings generated by the JCORAMS algorithm in each iteration are proved to be all stable. Additionally, since only rejected users in the previous iterations are processed in the next iterations and no user is rejected by the same server and subchannel more than once in the UA and CA phases, respectively, the number of preference relations reduces after each iteration. The gradual finiteness of the preference relations ensures the convergence of the proposed algorithm after a finite number of iterations.
F. COMPLEXITY ANALYSIS
The optimal offloading decision can be obtained by the exhaustive search. All possible combinations of users, servers, and subchannels are searched and the one that minimizes the system-wide computation overhead is selected as the optimal solution. The exhaustive search for possible combinations has a complexity O((MS) N ). For each combination, the bisection method is run to find the approximated interference for each user and then to find the solutions for the approximation problems. Here, the complexity of achieving the transmit power for all users is O(2N log 2 p max n /ε). The complexity of allocating computation resources for users at M servers is O (M ). Since each user needs to check the offloading condition and decides to offload if it benefits from computation offloading, the complexity of finding the computation offloading decisions is O (N ). Therefore, the complexity of the exhaustive search is O((MS) N M + N + 2N log 2 p max n /ε ). It can be seen that the complexity of the exhaustive search increases exponentially with N , which would not be affordable for MEC systems with a massive number of users.
To analyze the computational complexity of the proposed algorithm, we consider the worst case when the preferences of all users for all servers as well as the preferences of users offloading to the same server for all subchannels are the same. At the end of each iteration, the preference relations used in the next iteration are updated. The computational complexities to sort the preference list of a user and a server using a standard sorting algorithm are O (M log (M )) and O (N log (N ) ), respectively. Similarly, the complexity to sort the preferences for all users N m and subchannels is O (N m S log (N m S) ). The total lengths of the input preferences in the UA phase and CA phase are, respectively, 2NM and 2N m S. From [43] , it can be shown that the stable matchings in the UA and CA phases can be obtained with the computational complexities of O (NM ) and O (N m S) respectively, which are both linear in the input size. Given the stable outputs from two matching games (i.e., computation offloading decisions are given), as aforementioned, the complexities of the JCCRA phase and the post-computation offloading phase are also linear. Since the proposed algorithm terminates after a finite number of iterations, the complexity of the proposed algorithm is finally linear in the numbers of users, servers, and subchannels. Compared with the exhaustive search, the proposed algorithm has a reasonable complexity and appears efficient in dense MEC systems.
IV. NUMERICAL SIMULATION A. SIMULATION SETTINGS
In order to evaluate our proposed algorithm, we use the following simulation settings for all simulations. We first consider the scenario where 9 SeNBs are randomly deployed in a small indoor area of 250×250 m 2 to serve 36 users. Each SeNB consists of 4 subchannels and has a quota of 4 users (q m = 4, ∀m ∈ M). The bandwidth of each subchannel is B s = 5 MHz, each user has the maximum transmit power p max n = 100 mW, and n 0 = −100 dBm. The path-loss model is −140.7 − 36.7 log 10 (d), where d (kilometers) is the distance from the user to the serving SeNB. For the computation task, we adopt the face recognition application in [10] , [15] , and [44] , where the computation input data size is α n = 420 KB and the total required number of CPU cycles is β n = 1000 Megacycles. The CPU computation capability f l n of the user n is randomly assigned from the set {0.5, 0.8, 1.0} GHz [9] , [10] and the computation capability of each MEC server f max m = 4.0 GHz, ∀m ∈ M. The weighted parameters of the computational time and energy consumption are both 0.5, i.e., λ t n = λ e n = 0.5, ∀n ∈ N . Finally, we set the values of ϕ UA , ε UA , ϕ CA , and δ s m (∀m ∈ M, s ∈ S) to 8 × 10 6 , 0.2, 1, and 0.1, respectively. For all the results, each plot is the average of 100 channel realizations and in each realization, the user and MEC server locations are uniformly distributed randomly.
B. SIMULATION RESULTS
In the following, we present the performance of our proposed approach compared with several representative benchmark methods. For existing frameworks, the following solutions are considered: 1) Local computing only: there is no computation offloading. All users perform computations locally, i.e., a n = 0, ∀n ∈ N . 2) Offloading only: all users offload their computation tasks to the MEC servers i.e., a n = 1, ∀n ∈ N . This is achieved by running our algorithm without the pre-computation offloading decision and postcomputation offloading decision steps. Note that when the number of users exceeds the system capacity, some requested users are rejected by the algorithm, i.e., ∃n ∈ N |a n = 0. 3) HODA [15] : the offloading decision, transmit power, and computation resources are determined in each cell independently. To allow fair comparison between algorithms for single MEC server and multiple MEC servers, the final results, i.e., percentage of offloading users and system-wide computation overhead, do not take into account the inter-cell interference among offloading users.
In the first experiment, we vary the number of users from 10 to 50 with a step deviation of 4 and examine the percentage of offloading users. From Fig. 3a , the percentage of offloading users is relatively high 4 when the number of user is small. However, the percentage of offloading users gradually decreases when the number of users increases. This is reasonable since 1) each user might have a high probability to associate with its preferred MEC server and offload its computation task over a good subchannel and 2) small intercell interference makes users profit more from computation offloading. In addition, when the number of users keeps increasing, each user needs to compete with the others for using radio and computation resources, thus lowering the probabilities for each user to connect with its preferred MEC server and subchannel. Due to the limited number of MEC servers, number of subchannels in each cell, and quota of each SeNB, a portion of requested users must be rejected by the proposed algorithm and they must execute their tasks locally.
We also examine the performances in terms of the percentage of offloading users and system-wide computation overhead of our proposed approach and three compared frameworks. It is observed from Fig. 3a that the percentage of offloading users in the local computing only method is 0 while that of the offloading only approach is 1 and starts to decrease as N becomes smaller and greater than 36, respectively. This is due to the quota of each SeNB, the number of subchannels of each cell, and the number of MEC servers, and hence the system capacity in terms of the number of admitted offloading users is limited by M × min{q, S}. Fig. 3b also reveals that the performance of the offloading only algorithm becomes worse than that for the local computing only method when N gets larger. This is due to competition among users 4 The percentage of offloading users should be 1 when the number of users is relatively small. However, user and MEC server locations are both randomly generated in each simulation realization, so a user may not offload its computation task due to bad channel connections with MEC servers. for the limited radio and computation resources. Compared with three baseline schemes, i.e., offloading only, local only, and HODA, our proposed algorithm can achieve better performance in terms of the percentage of offloading users and yield a lower computation overhead.
The second experiment compares the performances of our proposed algorithm with the existing frameworks under different computation task profiles. It is shown in Figs. 4a-4b that when the input data size α is large enough (1 MB in this case), the computation overhead of the offloading only method can reach that of the local computing only scheme. It is therefore better to offload less computation tasks as α increases, i.e., a computation task with small data size is more preferable to computation offloading than one with high data size. The reason for this is that by increasing the input data size, the time cost and energy cost for offloading computation tasks become higher, as seen from Eqs. (5) and (6) . This observation agrees with the performance lines of JCORAMS and HODA, where fewer users benefit from computation offloading and the system-wide computation overhead increases as α increases. From Figs. 4c-4d , we can observe that the percentage of offloading users and the system-wide computation overhead increase with the computation workload β. This is reasonable since both the local completion time and remote execution time increase as β increases; however, the computation capability of a user is often limited and an MEC server can offer offloading users with higher computation capability, i.e., users therefore benefit from computation offloading if their computation tasks are executed by the MEC servers. From the above reasons, it is better to offload a computation task with small input data size and large computation intensity rather than one with large input data size and small computation intensity. Obviously, the proposed algorithm achieves the better performance than the baseline solutions.
Next, by varying the weighted parameter of the computational time λ t from 0.1 to 0.9 with a deviation step of 0.1 and setting the weighted parameter of the energy consumption λ e to 1 − λ t , we further explore the performance comparison between our proposed algorithm and existing ones. It is worth noting that λ t and λ e are the same for all users; however, the extension to different λ t and λ e for different users does not affect the comparison among algorithms. Selecting a user with f l = 0.8 GHz as an example, we have t l = 1000 × 10 6 /0.8 × 10 9 = 1.25 (seconds) and E l = 5 × 10 −27 × 1000 × 10 6 × 0.8 × 10 9 2 = 3.20 (Joules). It is obvious that for local computing, the energy consumption is nearly three times larger than the completion time. As a result, with the increment of λ t , the system-wide computation overhead by the local only and offloading only schemes decreases and increases, respectively, as observed from Fig. 5b . In addition, there are fewer users that tend to offload their computation tasks to the MEC servers due to the lower local computation overhead, and the percentage of offloading users reduces, as shown in Fig. 5a . Here, the system-wide computation overheads by JCORAMS and HODA still increase and only start to decline when λ t is large enough. The main reason for this is the dominance of the offloading and execution time (t off + t exe ) over the offloading energy consumption (E off ). Therefore, selection of the weighted parameters plays an important role in the achieved performances. Again, our proposed algorithm is superior to the baseline solutions.
In the fourth experiment, we discuss the impacts of the maximum transmit power p max n on the performances of the considered approaches. From the Fig. 6 , it is seen that when p max n increases, the percentage of offloading users and system-wide computation overhead increases and decreases, respectively, and all become saturated when p max n is sufficiently large. For example, with N = 36 and p max n = 0.55 (W) for all users, the percentage of offloading users is 100%, i.e., the performances of our proposed and the offloading only schemes are the same, and the computation overhead is 17.9. This is due to the fact that increasing the offloading rates makes the time and energy costs for offloading the computation tasks smaller and as a consequence, there are more users that tend to offload their computation tasks to the MEC servers.
The final experiment represents the number of offloading users and system-wide computation overhead for the different algorithms when the maximum computation capability f 0 of MEC servers varies from 0.5 GHz to 4 GHz. It is shown in Fig. 7a that the percentage of offloading users monotonically increases with f 0 , and the increasing rate gradually decreases, i.e., increasing f 0 from 0.5 GHz to 1.0 GHz makes more users benefit from computation offloading than that from 1.0 GHz to 1.5 GHz. The reason is that when the computation capability of MEC servers is small, the execution time is high and so the remote computation overhead becomes higher than the local computation overhead. At the same time, because more users benefit from computation offloading, the system-wide computation overhead decreases. In order to evaluate the optimality of the proposed algorithm, we compare JCORAMS with the hJTORA algorithm proposed in [25] , where at each step, MEC server and subchannel selections are heuristically found by solving all possible resource allocation problems, and the algorithm ends when there is no feasible way to increase the objective value. Observe from Fig. 7b that at f 0 = 3.5 GHz the proposed algorithm generates the total computation overhead of 63.579, which is close to that of hJTORA with the gap of 8.86%. Fig. 7b also depicts that when the inter-cell interference is taken into consideration, offloading all computation tasks to the MEC servers is very inefficient. This is due to the fact that (i) the locations of users and MEC servers are randomly distributed in each simulation realization, so some users may have very bad connections to the MEC servers, and (ii) when the inter-cell interference exists and become severe, the offloading rates of offloading users are relatively low and the offloading time becomes much higher. In this scenario users, with the bad connections and severe interference, should locally handle their computations, while the other send requests to the MEC servers for computation offloading. As a result, a joint optimization of offloading decision, resource allocation, and interference management is highly needed to improve the network performance, which is clearly demonstrated by the comparison between our proposed algorithm and hJTORA with the local and offloading only schemes in Fig. 7 .
V. CONCLUSION AND FUTURE WORK
In this paper, we have proposed an optimization problem for jointly determining the computation offloading decision and allocating the transmit power of users and computation resources at the MEC servers. Our proposed framework is different from existing ones in that 1) we have considered a HetNet with multiple MEC servers, where a user is possibly under the service coverage of multiple MEC servers and 2) we have proposed a decentralized computation offloading scheme based on the matching theory. The simulation results validated that the proposed algorithm can achieve better performances than three alternative frameworks. In addition, our proposed algorithm could perform close to that of the centralized exhaustive search with the small optimality gap.
A joint framework of resource allocation and server selection in collocation edge computing systems is currently under investigation of our ongoing work. Moreover, we will take into account the effects of computation offloading to the quality of service of macrocell users. Finally, we will consider of hierarchical MEC systems for differentiated applications of users where users with latency-sensitive applications offload their tasks to the first tier at small cells while users with latency-tolerant applications offload their tasks to the second MEC server tier at macrocells. VOLUME 6, 2018 
