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AN ADDITIVE BASIS FOR THE COHOMOLOGY RINGS OF
REGULAR NILPOTENT HESSENBERG VARIETIES
MAKOTO ENOKIZONO, TATSUYA HORIGUCHI, TAKAHIRO NAGAOKA,
AND AKIYOSHI TSUCHIYA
Abstract. In this paper we construct an additive basis for the cohomology ring of a
regular nilpotent Hessenberg variety which is obtained by extending all Poincare´ duals of
smaller regular nilpotent Hessenberg varieties. In particular, all of the Poincare´ duals of
smaller regular nilpotent Hessenberg varieties in the given regular nilpotent Hessenberg
variety are linearly independent.
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1. Introduction
Hessenberg varieties are subvarieties of a full flag variety, which are introduced by De
Mari-Procesi-Shayman ([7], [6]). Their topology makes connections with other research
areas such as the logarithmic derivation modules in hyperplane arrangements and the
Stanley’s chromatic symmetric functions in graph theory (see e.g. the survey article [3]).
In this paper, we consider regular nilpotent Hessenberg varieties which can be regarded
as a (discrete) family of subvarieties of the flag variety connecting the Peterson variety and
the flag variety itself, where the Peterson variety is related to the quantum cohomology
of the flag variety ([14], [18]). An explicit presentation by generators and relations of the
cohomology ring of the Peterson variety is given by [9] in type A, and soon after is given
by [10] in all Lie types. For more general cases (in type A), [2] gave explicit presentations
of the cohomology rings of regular nilpotent Hessenberg varieties in type A. In [9, 10, 2],
they used localization techniques in equivariant cohomology.
Surprisingly, a relationship between the cohomology rings of regular nilpotent Hes-
senberg varieties and hyperplane arrangements is found in [4]. More specifically, the
cohomology rings of regular nilpotent Hessenberg varieties can be described in terms of
the logarithmic derivation modules of ideal arrangements. From this point of view, [4]
also gave explicit presentations of the cohomology rings of regular nilpotent Hessenberg
Key words and phrases. flag varieties, Hessenberg varieties, Poincare´ dual.
1
2 M. ENOKIZONO, T. HORIGUCHI, T. NAGAOKA, AND A. TSUCHIYA
varieties in types A,B,C,G. Recently, the authors gave in [8] explicit presentations of
the cohomology rings of regular nilpotent Hessenberg varieties in all Lie types from the
point of view of hyperplane arrangements.
In this paper, using explicit presentations of the cohomology rings of regular nilpotent
Hessenberg varieties, we construct an additive basis for the cohomology ring of a regular
nilpotent Hessenberg variety in classical types and type G2. The motivation is as follows.
The flag variety admits a complex cellular decomposition by the Schubert cells, which
implies that the Poincare´ duals of Schubert varieties in the flag variety form an additive
basis for the cohomology of the flag variety. More generally, given a Schubert variety X ,
the homology classes of smaller Schubert varieties in X form an additive basis for the
homology of the given Schubert variety X . Motivated by this, we propose the following
problems about regular nilpotent Hessenberg varieties:
(1) Given a regular nilpotent Hessenberg variety Y , is the set of cohomology classes of
smaller regular nilpotent Hessenberg varieties in Y linearly independent? (Prob-
lem 3.8)
(2) If the problem (1) is true, then find a “natural” additive basis for the cohomol-
ogy of the given regular nilpotent Hessenberg variety Y which extends the set of
cohomology classes of smaller regular nilpotent Hessenberg varieties in Y . (Prob-
lem 3.9)
Our main theorem is to construct an additive basis for the cohomology ring of a regular
nilpotent Hessenberg variety Y which is obtained by extending the set of cohomology
classes of smaller regular nilpotent Hessenberg varieties in Y for classical types and type
G2. (In particular, the basis is in the form of a product of positive roots for types
A,B,C,G2.) As a corollary, we conclude that the problem (1) above is true for classical
types and type G2. We also prove this for types F4 and E6 by using Maple. Note that [11]
gives a monomial basis for the cohomology rings of type A regular nilpotent Hessenberg
varieties which is different from our basis.
The paper is organized as follows. In Section 2 we review the definition and properties
of Hessenberg varieties. Then, we explain the property of the Gysin map from a regular
nilpotent Hessenberg variety to the full flag variety in Section 3. In Section 4 we prepare
a key lemma in commutative algebra to prove the main theorems. We prove the main
theorems (Theorems 5.4, 5.9, 5.12, 5.19, and 5.24) in Section 5. In Section 6 we first state
a geometric meaning of the main theorems. Then, we prove that all of the Poincare´ duals
of smaller regular nilpotent Hessenberg varieties in a given regular nilpotent Hessenberg
variety are linearly independent in classical types and types E6, F4, G2 (Theorem 6.1).
Throughout this paper, (unless explicitly stated otherwise) we work with cohomology
with coefficients in the real number field R.
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2. Hessenberg varieties
Let G be a semisimple linear algebraic group of rank n and fix a Borel subgroup B of G.
We denote by g and b the Lie algebras of G and B, respectively. A Hessenberg space
is defined to be a b-submodule of g containing b. One can see that there is one-to-one
correspondence between the set of lower ideals and the set of Hessenberg spaces which
sends I ⊂ Φ+ by
H(I) := b⊕ (⊕
α∈I
g−α
)
,
where gα is the root space for a root α. The Hessenberg variety Hess(X, I) associated
with an element X ∈ g and a lower ideal I ⊂ Φ+ is defined to be the following subvariety
of the flag variety G/B:
Hess(X, I) := {gB ∈ G/B | Ad(g−1)(X) ∈ H(I)}.
An element X ∈ g is nilpotent if ad(X) is nilpotent, i.e., ad(X)k = 0 for some k >
0. An element X ∈ g is regular if its G-orbit of the adjoint action has the largest
possible dimension. In this paper, we consider Hessenberg varieties Hess(N, I) for a
regular nilpotent element N ∈ g which is called the regular nilpotent Hessenberg
variety associated with a lower ideal I ⊂ Φ+. Note that if I = Φ+, then Hess(N, I)
coincides with the flag variety G/B. The regular nilpotent Hessenberg variety associated
with the set of simple roots is called the Peterson variety which is related to the
quantum cohomology of the flag variety ([14], [18]). The following is some basic properties
of Hess(N, I).
Theorem 2.1 ([15], [17], [14, 13]). Let Hess(N, I) be a regular nilpotent Hessenberg va-
riety. Then, the following holds.
(1) Hess(N, I) has no odd degree cohomology and the complex dimension of Hess(N, I)
is given by |I|.
(2) Hess(N, I) is irreducible.
(3) Hess(N, I) has a singular point in general.
Remark 2.2. In [17], they considered more general regular Hessenberg varieties. In
fact, they proved that any regular Hessenberg variety is irreducible when I contains all
simple roots. However, their proof is valid for any regular nilpotent Hessenberg varieties
Hess(N, I) (where I possibly does not contain all simple roots). cf. See also [1, Section 6].
Let T be a maximal torus contained in the Borel subgroup B and Tˆ the character
group of T . Any character α ∈ Tˆ extends to a character of B, so α defines a complex line
bundle Lα := G×B C over the flag variety G/B. Here, Lα is the quotient of the product
G×C by the right B-action given by (g, z) · b = (gb, α(b)z) for b ∈ B and (g, z) ∈ G×C.
Hence, to each α ∈ Tˆ we can assign the Euler class e(Lα) ∈ H2(G/B). In what follows,
we regard Tˆ as an additive group so that Tˆ ⊗Z R is identified with the dual space t∗ of
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the Lie algebra of the maximal compact torus TR. Then, the assignment above induces a
ring homomorphism
(2.1) ϕ : R = Sym(t∗)→ H∗(G/B); α 7→ e(Lα)
which doubles the grading on R. According to Borel’s theorem [5], the map ϕ is surjective
and its kernel is the ideal generated by W -invariants in R with zero constant term. Here,
W is the Weyl group.
Composing ϕ with the restriction map H∗(G/B) → H∗(Hess(N, I)), we have a ring
homomorphism
(2.2) ϕI : R → H∗(Hess(N, I)); α 7→ e(Lα)|Hess(N,I)
where e(Lα)|Hess(N,I) ∈ H2(Hess(N, I)) denotes the restriction of the Euler class e(Lα) ∈
H2(G/B). Surprisingly, the cohomology ring H∗(Hess(N, I)) can be described in terms of
hyperplane arrangements (see [4] for the details). By the connection with the hypeplane
arrangement, we obtain the following results.
Theorem 2.3 ([4]). The ring homomorphism ϕI in (2.2) is surjective, and the cohomology
ring H∗(Hess(N, I)) is a Poincare´ duality algebra. Moreover, the Poincare´ polynomial of
Hess(N, I) is given by the product formula
(2.3) Poin(Hess(N, I),
√
t) =
∏
α∈I
1− tht(α)+1
1− tht(α)
where ht(α) denotes the sum of the coefficients of α when α is expressed as a linear
combination of the simple roots.
Here, we recall that a graded Artinian R-algebra R =
⊕m
i=0Ri with R0
∼= R is a
Poincare´ duality algebra if there exists an isomorphism
∫
: Rm ∼= R and the pairing
map
Rk × Rm−k → Rm
∼=−→ R; (a, b) 7→ ab 7→
∫
(ab)
is non-degenerate for all k = 0, . . . , m.
Remark 2.4. A regular nilpotent Hessenberg variety is singular in general from Theo-
rem 2.1, but its cohomology ring is a Poincare´ duality algebra by Theorem 2.3.
3. Gysin map
In this section we explain the properties of the Gysin map among regular nilpotent
Hessenberg varieties which is implicitly explained in [4].
Let I and I ′ be two lower ideals with I ′ ⊂ I. By the definition of Hessenberg varieties,
we have the inclusion map ι : Hess(N, I ′) ⊂ Hess(N, I). Since the cohomology rings of
regular nilpotent Hessenberg varieties are Poincare´ duality algebras by Theorem 2.3, we
can define the Gysin map in algebraic sense
(3.1) ι! : H
∗(Hess(N, I ′))→ H∗+2c(Hess(N, I))
where c := |I| − |I ′| is the complex codimention of Hess(N, I ′) in Hess(N, I) from Theo-
rem 2.1. Namely, the Gysin map is defined to be the following composition map
ι! : H
2k(Hess(N, I ′)) ∼= H2|I′|−2k(Hess(N, I ′)) ι∗−→ H2|I′|−2k(Hess(N, I)) ∼= H2k+2c(Hess(N, I))
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where the first and the third isomorphisms are the Poincare´ duality maps and the second
map ι∗ denotes the pushforward of the inclusion ι. Here, we need to determine an iden-
tification between the top degree cohomology H2|I|(Hess(N, I)) and R. To determine the
identification naturally, we need regular semisimple Hessenberg varieties.
An element X ∈ g is semisimple if ad(X) is semisimple, i.e., ad(X) is diagonaliz-
able. Let S ∈ g be a regular semisimple element and the associated Hessenberg variety
Hess(S, I) is called a regular semisimple Hessenberg variety. Let ∆ be the set of sim-
ple roots, and we put ∆I := I ∩∆. Note that if I contains all simple roots, then ∆I = ∆.
Let WI be the parabolic subgroup associated with ∆I and W
I the set of minimal coset
representative for W/WI .
Theorem 3.1 ([6], [16]). Let Hess(S, I) be a regular semisimple Hessenberg variety. Then,
the following holds.
(1) Hess(S, I) has no odd degree cohomology and the complex dimension of Hess(S, I)
is given by |I|.
(2) Hess(S, I) is equidimensional. Moreover, Hess(S, I) is connected if and only if I
contains all simple roots. The number of connected components is given by |W I |.
(3) Hess(S, I) is smooth.
Remark 3.2. It follows from the Betti number formulas for Hess(S, I) that the number
of connected components of Hess(S, I) is precisely equal to |W I | (e.g. see [16, Proof of
Theorem 3.4]).
The T -action on the flag variety G/B preserves Hess(S, I) and the set of T -fixed point
of Hess(S, I) is identified with the Weyl group W ([6, Propositions 2 and 3]). For T -fixed
two points w and v, there is a 1-dimensional T -orbit with poles w and v if and only if
v = sαw for some α ∈ Φ+ with either w−1(−α) ∈ I or v−1(−α) ∈ I from [4, Lemma 8.6].
This implies that if two fixed points w and v satisfy w−1v ∈ WI , then w and v belong to
the same connected component of Hess(S, I). But the number of connected components
is given by |W I | from Theorem 3.1, so we have the following lemma.
Lemma 3.3. T -fixed two points w and v belong to the same connected component of
Hess(S, I) if and only if w ≡ v in W/WI.
Now we explain a connection between the cohomorogy rings of regular nilpotent Hes-
senberg varieties and regular semisimple Hessenberg varieties, which is originally found
in [2] for type A.
Composing ϕ in (2.1) with the restriction map H∗(G/B)→ H∗(Hess(S, I)), we have a
ring homomorphism
(3.2) ψI : R → H∗(Hess(S, I)); α 7→ e(Lα)|Hess(S,I)
where e(Lα)|Hess(S,I) ∈ H2(Hess(S, I)) denotes the restriction of the Euler class e(Lα) ∈
H2(G/B). Unlike the situation for Hess(N, I), the map ψI is not surjective whenever
I 6= Φ+. To describe its image, we need the Weyl group action on the cohomology
H∗(Hess(S, I)) introduced by Tymoczko [20] (see also [4, Section 8.3] for the details).
Theorem 3.4 ([4]). The image of the map ψI in (3.2) is the W -invariant subring
H∗(Hess(S, I))W and its kernel coincides with the kernel of ϕI in (2.2).
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Hence by Theorems 2.3 and 3.4, we obtain a ring isomorphism between H∗(Hess(N, I))
and H∗(Hess(S, I))W so that the following diagram is commute:
(3.3) H∗(G/B)
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
H∗(Hess(N, I))
∼= // H∗(Hess(S, I))W
where the slanting arrows are restriction maps which are surjective. The isomorphism
H∗(Hess(N, I)) ∼= H∗(Hess(S, I))W sends the Euler class e(Lα)|Hess(N,I) in Hess(N, I) to
the Euler class e(Lα)|Hess(S,I) in Hess(S, I).
If a lower ideal I contains all simple roots, then Hess(S, I) is a compact smooth con-
nected oriented manifold by Theorem 3.1. So, the evaluation map on the fundamental
class of Hess(S, I) gives the identification
(3.4)
∫
: H2|I|(Hess(S, I);Z)
∼=−→ Z.
Note that the Poincare´ dual of a point in Hess(S, I) is given by
(3.5) [pt] =
1
|W |
∏
α∈I
e(Lα)|Hess(S,I) in H∗(Hess(S, I))
when Hess(S, I) is connected, i.e. I contains all simple roots. In fact, it is known from
[6, Lemma 7] that the tangent space Tw Hess(S, I) at a T -fixed point w ∈ W has the
following decomposition
Tw Hess(S, I) =
⊕
α∈I
Cw(−α) as representations of T,
where Cα is the one-dimensional representation of T with the weight α. This implies that
the sum of the Poincare´ duals of the T -fixed points is given by the following product of
equivariant Euler classes
(3.6)
∑
w∈W
[w]T =
∏
α∈I
eT (Lα)|Hess(S,I)
in the T -equivariant cohomology H∗T (Hess(S, I)), which implies (3.5). When Hess(S, I) is
connected, (3.4) gives the identification H2|I|(Hess(S, I))W = H2|I|(Hess(S, I))
∼=−→ R.
For more general, let X1, X2, . . . , X|W I | be the connected components of Hess(S, I). If
pk is a point in Xk, then the sum
∑|W I |
k=1 [pk] of the Poincare´ duals [pk] in Xk is an element
of H2|I|(Hess(S, I))W , so is a generator. In fact, (3.6) together with Lemma 3.3 we have
|WI |
( |W I |∑
k=1
[pk]
)
=
∏
α∈I
e(Lα)|Hess(S,I) ∈ H∗(Hess(S, I))W .
In this paper we take a generator xSI of H
2|I|(Hess(S, I))W as
xSI :=
|W I |∑
k=1
[pk] =
1
|WI |
∏
α∈I
e(Lα)|Hess(S,I),
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and define the evaluation map as
(3.7)
∫
: H2|I|(Hess(S, I))W
∼=−→ R; xSI 7→ 1.
Then, the pairing define by
(3.8) H2k(Hess(S, I))W ×H2|I|−2k(Hess(S, I))W → H2|I|(Hess(S, I))W
∫
−→
∼=
R
is non-degenerate, soH∗(Hess(S, I))W is a Poincare´ duality algebra ([4, Proposition 8.13]).
In particular, we can define the Gysin map
(3.9) ιW! : H
∗(Hess(S, I ′))W → H∗+2(|I|−|I′|)(Hess(S, I))W
which sends the generator xSI′ ofH
2|I′|(Hess(S, I ′))W to the generator xSI ofH
2|I|(Hess(S, I))W .
Now by the commutative diagram (3.3) we can take naturally a generator xNI of
H2|I|(Hess(N, I)) so that the isomorphism H∗(Hess(N, I)) ∼= H∗(Hess(S, I))W sends xNI
to xSI , namely x
N
I ∈ H2|I|(Hess(N, I)) is defined by
xNI :=
1
|WI |
∏
α∈I
e(Lα)|Hess(N,I).
Using this, we define the evaluation map for Hess(N, I) by
(3.10)
∫
: H2|I|(Hess(N, I))
∼=−→ R; xNI 7→ 1.
Under the identification in (3.10), we can define the Gysin map ι! : H
∗(Hess(N, I ′)) →
H∗+2(|I|−|I
′|)(Hess(N, I)) in (3.1). Also, the (algebraic) Poincare´ dual of Hess(N, I ′) in
Hess(N, I) is defined by
[Hess(N, I ′)] := ι!(1) ∈ H2(|I|−|I′|)(Hess(N, I)).
Next, we explain an explicit formula for the Poincare´ dual of Hess(N, I ′) in Hess(N, I).
Let a(I) be the kernel of ϕI in (2.2). We obtain from Theorem 3.4 that
a(I) = kerϕI = kerψI ,
H∗(Hess(N, I)) ∼= R/a(I) ∼= H∗(Hess(S, I))W .(3.11)
Let I and I ′ be two lower ideals with I ′ ⊂ I and we set
βII′ :=
|WI′|
|WI |
∏
α∈I\I′
α ∈ R.
Since the regular semisimple Hessenberg varieties are smooth and equidimensional, we
can define geometrically the Gysin map ι! : H
∗(Hess(S, I ′)) → H∗+2(|I|−|I′|)(Hess(S, I)).
Even if Hess(S, I ′) and Hess(S, I) are disconnected, we can define the Poincare´ dual of
Hess(S, I ′) in Hess(S, I) componentwise. Namely, if Hess(S, I ′) has connected components
X1, . . . , X|W I′ |, then the Poincare´ dual of Hess(S, I
′) in Hess(S, I) is defined to be the
image of (1, . . . , 1) ∈⊕|W I′ |k=1 H0(Xk) = H0(Hess(S, I ′)) under the Gysin map:
[Hess(S, I ′)] := ι!(1, . . . , 1︸ ︷︷ ︸
|W I′ |
) ∈ H2(|I|−|I′|)(Hess(S, I)).
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From [4, Lemma 8.11] the Poincare´ dual of Hess(S, I ′) in Hess(S, I) is given by the fol-
lowing product of Euler classes
(3.12) [Hess(S, I ′)] =
∏
α∈I\I′
e(Lα)|Hess(S,I) in H∗(Hess(S, I)).
Since the Gysin map ι! : H
∗(Hess(S, I ′))→ H∗+2(|I|−|I′|)(Hess(S, I)) is W -equivariant ([4,
Proposition 8.12]), this induces ι! : H
∗(Hess(S, I ′))W → H∗+2(|I|−|I′|)(Hess(S, I))W . But,
from [4, Lemma 8.11] again we have
ι!(x
S
I′) =
( 1
|WI′|
∏
α∈I′
e(Lα)|Hess(S,I)
) · ( ∏
α∈I\I′
e(Lα)|Hess(S,I)
)
=
|WI |
|WI′|x
S
I .
Since the Gysin map ιW! in (3.9) sends x
S
I′ to x
S
I , we have
ιW! =
|WI′|
|WI | ι!.
That is, this makes the following commutative diagram:
H∗(Hess(S, I ′))
|W
I′
|
|WI |
ι!
// H∗(Hess(S, I))
H∗(Hess(S, I ′))W
?
OO
ιW! // H∗(Hess(S, I))W
?
OO
Recalling that xSI′ :=
∑|W I′ |
k=1 [pk] where pk is a point in each connected component Xk of
Hess(S, I ′), we have
ιW! (1) =
|WI′|
|WI | ι!(1, . . . , 1︸ ︷︷ ︸
|W I′ |
) =
|WI′|
|WI |
∏
α∈I\I′
e(Lα)|Hess(S,I).
Hence by this, we obtain the following commutative diagram:
H∗(Hess(S, I ′))W
ιW!−−−→ H∗(Hess(S, I))W
∼=
y y∼=
R/a(I ′) ×β
I
I′−−−→ R/a(I)
where the vertical maps are isomorphisms given in (3.11), and the top and the bottom
horizontal maps are the Gysin map and the multiplication by βII′ respectively. From this
together with (3.10) and (3.3), we also obtain the following commutative diagram:
(3.13)
H∗(Hess(N, I ′))
ι!−−−→ H∗(Hess(N, I))
∼=
y y∼=
R/a(I ′) ×β
I
I′−−−→ R/a(I)
where the vertical maps are isomorphisms given in (3.11), and the top and the bottom hor-
izontal maps are the Gysin map and the multiplication by βII′ respectively. In particular,
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we have
(3.14) [Hess(N, I ′)] =
|WI′|
|WI |
∏
α∈I\I′
e(Lα)|Hess(N,I) in H∗(Hess(N, I)).
Remark 3.5. If we take I ′ = ∅ and I = Φ+, then Hess(N, I ′) = {pt} and Hess(N, I) =
G/B. In this case, the formula in (3.14) coincides with (3.5) for I = Φ+.
Remark 3.6. Let I = Φ+. If I ′ contains all the simple roots, then the (algebraic)
definition of the Poincare´ dual [Hess(N, I ′)] ∈ H∗(G/B) in (3.14) coincides with the
usual definition of the Poincare´ dual of the subvariety Hess(N, I ′) ([1, Corollary 3.9]).
If there are some simple roots which are not contained in I ′, then by Theorem 3.1, the
reciprocal of the coefficient in the right hand side of (3.14) is the number of connected
components of Hess(S, I ′) which degenerates to the single irreducible variety Hess(N, I ′)
(cf. [1, Section 6.2]).
Moreover, it is known in [4, Proposition 4.2] that two ideals a(I) and a(I ′) satisfy
a(I ′) = a(I) : βII′
where the right hand side is the ideal quotient, i.e. a(I) : βII′ = {γ ∈ R | γ · βII′ ∈ a(I)}.
This implies a natural injective R-homomorphism given as multiplication by βII′
R/a(I ′) ×β
I
I′−֒−→ R/a(I).
From this together with (3.13), the Gysin map ι! : H
∗(Hess(N, I ′)) → H∗(Hess(N, I)) is
injective. We summarize as follows:
Lemma 3.7 (cf. [4]). Let I ′ and I be lower ideals with I ′ ⊂ I. Then, the Gysin map ι! :
H∗(Hess(N, I ′))→ H∗(Hess(N, I)) in (3.1) is injective. The Poincare´ dual of Hess(N, I ′)
in Hess(N, I) is given by
[Hess(N, I ′)] =
|WI′|
|WI |
∏
α∈I\I′
e(Lα)|Hess(N,I) in H∗(Hess(N, I)).
The flag variety G/B admits a complex cellular decomposition by the Schubert cells,
which implies that the Poincare´ duals of Schubert varieties in G/B form an additive basis
of H∗(G/B). More generally, given a Schubert variety Xw (w ∈ W ), the homology classes
of smaller Schubert varieties Xv in Xw (v ≤ w in Bruhat order) form an additive basis
of the homology H∗(Xw). Motivated by this, we propose the following problems about
regular nilpotent Hessenberg varieties.
Problem 3.8. Let I be a lower ideal and Hess(N, I) ⊂ G/B the associated regular nilpo-
tent Hessenberg variety. Then, is the set of the Poincare´ duals
(3.15) {[Hess(N, I ′)] ∈ H∗(Hess(N, I)) | I ′ ⊂ I}
linearly independent?
The cardinality of the set in (3.15) is strictly less than the dimension (as a vector space)
of H∗(Hess(N, I)) in general, but we can ask the following problem:
Problem 3.9. If Problem 3.8 is true, then find a “natural” additive basis ofH∗(Hess(N, I))
which extends the set in (3.15).
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Our main theorem is to construct a basis of H∗(Hess(N, I)) which is obtained by ex-
tending the set in (3.15) for classical types and type G2. The basis is natural from the
point of view of the Gysin maps. In particular, the basis is in the form of a product of
positive roots for types A,B,C,G2. As a corollary, we conclude that Problem 3.8 is true
for classical types and type G2. We also prove this for types F4 and E6 by using Maple.
4. Preliminaries
In this section we prove a key lemma (Lemma 4.3 below) which is used when we
construct a basis of the cohomology ring of regular nilpotent Hessenberg varieties.
We begin with recalling that a finitely generated graded R-algebra R is Artinian if and
only if it is a finite-dimensional vector space over R.
Definition 4.1. Let S be a ring. A sequence θ1, . . . , θr ∈ S is called a regular sequence
of S if it satisfies the following two conditions:
(i) θi is non-zero, and not a zero-divisor, in S/(θ1, . . . , θi−1) for i = 1, . . . , r,
(ii) S/(θ1, . . . , θr) 6= 0.
Let S = R[x1, . . . , xn] be a polynomial ring with deg xi = 1 for any i = 1, . . . , n and I
a homogeneous ideal of S. Then, the Hilbert series of the quotient graded ring R := S/I
is defined to be
F (R, t) =
∑
i
(dimRRi) t
i
where Ri is the degree i piece of R. The graded R-algebra R = S/I is complete inter-
section if I is generated by a regular sequence of S. Let f1, . . . , fi be a regular sequence
of S. It is known that if R = S/(f1, . . . , fi) is complete intersection, then its Krull dimen-
sion is n − i. This implies that R is Artinian if and only if i = n. The following fact is
well-known in commutative algebra (see e.g. [19, p.35].)
Lemma 4.2. Let S = R[x1, . . . , xn] be a polynomial ring with each deg xi = 1 and I a
homogeneous ideal of S. If the quotient ring R = S/I is Artinian and I is generated
by n homogeneous polynomials f1, . . . , fn, then R is complete intersection. Moreover, the
Hilbert series of R is given by
F (R, t) =
n∏
i=1
(1 + t+ t2 + · · ·+ tdeg fi−1).
The following is one key lemma to prove the main theorems.
Lemma 4.3. Let S = R[x1, . . . , xn] be a polynomial ring and g1, . . . , gn ∈ S a regular
sequence of S. Assume that gn = g
′
n · g′′n for some polynomials g′n, g′′n ∈ S. Then, the map
given by multiplication of g′′n
×g′′n : S/(g1, . . . , gn−1, g′n)→ S/(g1, . . . , gn−1, gn)
is injective.
Proof. Since gn is not a zero-divisor in S/(g1, . . . , gn−1), the map given by multiplication
of gn
×gn : S/(g1, . . . , gn−1) ×g
′′
n−−→ S/(g1, . . . , gn−1) ×g
′
n−−→ S/(g1, . . . , gn−1)
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is injective, so the map given by multiplication of g′′n
(4.1) × g′′n : S/(g1, . . . , gn−1)→ S/(g1, . . . , gn−1)
is injective. Let f ∈ S such that f · g′′n ∈ (g1, . . . , gn−1, gn). Then it is enough to show
that f ∈ (g1, . . . , gn−1, g′n). If we write f · g′′n =
∑n
i=1 Fi · gi for some polynomials Fi ∈ S,
then we have
(f − Fn · g′n) · g′′n =
n−1∑
i=1
Fi · gi ∈ (g1, . . . , gn−1).
Since the map in (4.1) is injective, we have f − Fn · g′n ∈ (g1, . . . , gn−1) and hence f ∈
(g1, . . . , gn−1, g
′
n). 
5. Main theorem
In this section we state the main theorems in each type. We first recall one-to-one
correspondence between the set of lower ideals and the set of Hessenberg functions con-
sidered in [8]. To do that, we need a “good” decomposition of the set of positive roots.
In what follows, we frequently use the symbol
[n] := {1, 2, . . . , n}.
Let e1, e2, . . . , en be the exponents of the Weyl group W . (For the list of exponents
e1, . . . , en, see for example [12, p.59 Table 1 and p.81 Theorem 3.19].) We define the
decomposition of all positive roots Φ+ as follows. Let Φ+i be a set of positive roots
αi,i+1, αi,i+2, . . . , αi,i+ei for 1 ≤ i ≤ n such that
αi,i+1 = αi the simple root,(5.1)
αi,j ⋖ αi,j+1 for any j with i < j < i+ ei.(5.2)
Here, we denote the covering relation by the symbol ⋖, namely, there is no element β ∈ Φ+
such that αi,j < β < αi,j+1. The sets Φ
+
i (1 ≤ i ≤ n) give disjoint n maximal chains. In
particular, we have a decomposition of the positive roots Φ+ =
∐n
i=1 Φ
+
i . We fix such
a decomposition Φ+ =
∐n
i=1 Φ
+
i and define the Hessenberg function hI : [n] → Z≥0
associated with a lower ideal I by the following formula:
(5.3) hI(i) := i+#(I ∩ Φ+i )
for 1 ≤ i ≤ n. We will take Hessenberg functions in stead of lower ideals for each type
as explained in [8]. Also, in what follows, we denote the regular nilpotent Hessenberg
variety by Hess(N, h) where h is the Hessenberg function associated with a lower ideal I
and Hess(N, h) means Hess(N, I). Then, (2.3) gives the following formula
(5.4) Poin(Hess(N, h),
√
t) =
n∏
i=1
(1 + t+ t2 + · · ·+ th(i)−i).
Also, it follows from Theorem 2.1 that the complex dimension of Hess(N, h) is given by
dimCHess(N, h) =
n∑
i=1
(h(i)− i).
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Let h and h′ be two Hessenberg functions associated with two lower ideals I and I ′
respectively. Then we define the inclusion on the set of Hessenberg functions by the
inclusion on the set of lower ideals:
(5.5) h ⊂ h′ ⇐⇒ I ⊂ I ′.
5.1. Type An−1. A Hessenberg function for type An−1 is defined to be a function
h : [n]→ [n] satisfying the following two conditions
(1) h(1) ≤ h(2) ≤ · · · ≤ h(n),
(2) h(i) ≥ i for i ∈ [n].
Note that h(n) = n by the definition. We frequently write a Hessenberg function by
listing its values in sequence, that is, h = (h(1), h(2), . . . , h(n)). It is useful to express a
Hessenberg function h pictorially by drawing a configuration of boxes on a square grid of
size n× n whose shaded boxes consist of boxes in the i-th row and the j-th column such
that j ≤ h(i) for i, j ∈ [n].
Example 5.1. Let n = 5. Then, h = (3, 5, 5, 5, 5) is a Hessenberg function for type A4
and the configuration of the shaded boxes is shown in Figure 1.
Figure 1. The configuration corresponding to h = (3, 5, 5, 5, 5).
We denote positive roots in Φ+An−1 by
αi,j = xi − xj for all 1 ≤ i < j ≤ n.
Recall that Φ+i = {αi,j | i < j ≤ n}. Under the decomposition Φ+An−1 =
∐n−1
i=1 Φ
+
i , one
can see that the set of lower ideals I ⊂ Φ+An−1 and the set of Hessenberg functions h for
type An−1 are in one-to-one correspondence which sends I to hI in (5.3). Note that we
extends a Hessenberg function hI : [n− 1]→ [n− 1] to hI : [n]→ [n] with hI(n) = n.
Example 5.2. Let n = 5. The corresponding lower ideal associated with a Hessenberg
function h = (3, 5, 5, 5, 5) consists of positive roots in shaded boxes of h as shown in
Figure 2:
x1 − x2 x1 − x3 x1 − x4 x1 − x5
x2 − x3 x2 − x4 x2 − x5
x3 − x4 x3 − x5
x4 − x5
Figure 2. The corresponding lower ideal associated with h = (3, 5, 5, 5, 5).
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Now we explain polynomials f
An−1
i,j given in [2]. For 1 ≤ i ≤ j ≤ n, we define
f
An−1
i,j :=
i∑
k=1
(
j∏
ℓ=i+1
(xk − xℓ)
)
xk
with the convention
∏j
ℓ=i+1(xk − xℓ) = 1 whenever j = i. (Note that the polynomial
f
An−1
i,j is fˇj,i in [2].)
Theorem 5.3. ([2, Theorem A], see also [4, Corollary 10.4]) Let h be a Hessenberg
function for type An−1 and Hess(N, h) the associated regular nilpotent Hessenberg variety.
Then there is an isomorphism of graded R-algebras
H∗(Hess(N, h)) ∼= R[x1, . . . , xn]/(fAn−11,h(1), . . . fAn−1n,h(n))
which sends each root α to the Euler class e(Lα).
Now we construct an explicit basis of the cohomology H∗(Hess(N, h)) in type An−1
using Theorem 5.3. By abuse of notation, we denote by α the Euler class e(Lα)|Hess(N,h)
for arbitrary h.
Theorem 5.4. Let h be a Hessenberg function for type An−1 and Hess(N, h) the associ-
ated regular nilpotent Hessenberg variety. We fix a permutation w(i) on a set {i + 1, i +
2, . . . , h(i)} for each i = 1, . . . , n− 1. Then, the following classes
(5.6)
n−1∏
i=1
αi,w(i)(h(i)) · αi,w(i)(h(i)−1) · · ·αi,w(i)(h(i)−mi+1),
with 0 ≤ mi ≤ h(i) − i, form a basis for the cohomology H∗(Hess(N, h)) over R. Here,
we take the convention αi,w(i)(h(i)) · αi,w(i)(h(i)−1) · · ·αi,w(i)(h(i)−mi+1) = 1 whenever mi = 0.
In Theorem 5.4, a permutation w(i) determines an order on positive roots I ∩ Φ+i .
Example 5.5. Let n = 5 and we take a Hessenberg function h = (3, 5, 5, 5, 5). For
each 1 ≤ i ≤ 5, we take a permutation w(i) as the identity map. Then, each product
αi,h(i) · αi,h(i)−1 · · ·αi,h(i)−mi+1 appeared in (5.6) is obtained by taking mi’s positive roots
from the right-most in shaded i-th boxes of h (see Figure 2). For example, if we take
(m1, . . . , m4) = (1, 2, 1, 0), then the product in (5.6) is expressed as
(α1,3) · (α2,5 · α2,4) · (α3,5) · 1 = (x1 − x3)(x2 − x5)(x2 − x4)(x3 − x5).
Note that this product is equal to the Poincare´ dual [Hess(N, h0)] for h0 = (2, 3, 4, 5, 5)
from (3.14). In fact, one can easily see that every Poincare´ dual [Hess(N, h′)] inH∗(Hess(N, h))
with h′ ⊂ h is appeared in (3.14) up to a non-zero scalar multiplication. We will explain
this in Section 6.
We first prove Theorem 5.4 for the case h = (n, . . . , n), namely Hess(N, h) = G/B
the flag variety for type An−1. To do that, we need several preliminaries. Let aik be a
rational number for i = 1, . . . , n and k = 1, . . . , i. For ai := (aik | 1 ≤ k ≤ i) we define a
polynomial
faii,n :=
i∑
k=1
aik
(
n∏
ℓ=i+1
(xk − xℓ)
)
xk ∈ R[x1, . . . , xn].
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For A(n−1) := (ai | 1 ≤ i ≤ n) we define a ring as follows
(5.7) RA(n−1) := R[x1, . . . , xn]/(f
ai
i,n | 1 ≤ i ≤ n).
It follows from Theorem 5.3 that the ring RA(n−1) is isomorphic to the cohomology ring
of the flag variety for type An−1 when aik = 1 for all i and k.
Lemma 5.6. Let RA(n−1) be the ring in (5.7). Let α1,j be a positive root for some j. Then
we have the following ring isomorphism
RA(n−1)/(α1,j) ∼= R[y1, . . . , yn−1]/(fa
′
i
i,n−1 | 1 ≤ i ≤ n− 1) =: RA
′
(n−2)(y1, . . . , yn−1)
where yi = xi+1 for i = 1, . . . , n− 1 and a′i = (a′ik | 1 ≤ k ≤ i) for some rational numbers
a′ik.
Proof. Recall that α1,j = x1−xj . We observe faii,n modulo α1,j for the following two cases:
Case 1 Suppose that i < j.
faii,n =
i∑
k=1
aik
(
n∏
ℓ=i+1
(xk − xℓ)
)
xk
= ai1
(
n∏
ℓ=i+1
(x1 − xℓ)
)
x1 +
i∑
k=2
aik
(
n∏
ℓ=i+1
(xk − xℓ)
)
xk
≡
i∑
k=2
aik
(
n∏
ℓ=i+1
(xk − xℓ)
)
xk (mod α1,j)
Note that fa11,n vanishes modulo α1,j .
Case 2 Suppose that j ≤ i.
faii,n =
i∑
k=1
aik
(
n∏
ℓ=i+1
(xk − xℓ)
)
xk
= ai1
(
n∏
ℓ=i+1
(x1 − xℓ)
)
x1 +
i∑
k=2
aik
(
n∏
ℓ=i+1
(xk − xℓ)
)
xk
≡ ai1
(
n∏
ℓ=i+1
(xj − xℓ)
)
xj +
i∑
k=2
aik
(
n∏
ℓ=i+1
(xk − xℓ)
)
xk (mod α1,j)
=
i∑
k=2
a˜ik
(
n∏
ℓ=i+1
(xk − xℓ)
)
xk
where a˜ik = aik + δkjai1.
Thus, setting yi = xi+1 for i = 1, . . . , n− 1, we have
faii,n ≡
{
0 if i = 1
f
a′i
i−1,n−1(y1, . . . .yn−1) if 2 ≤ i ≤ n
(mod α1,j)
for some rational numbers a′ik. This induces the isomorphism as desired. 
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Proposition 5.7. Suppose that the ring RA(n−1) in (5.7) is Artinian. We fix a permu-
tation w(i) on a set {i + 1, i + 2, . . . , n} for each i = 1, . . . , n − 1. Then, the following
products of positive roots
(5.8)
n−1∏
i=1
αi,w(i)(n) · αi,w(i)(n−1) · · ·αi,w(i)(n−mi+1),
with 0 ≤ mi ≤ n − i, form a basis for RA(n−1) over R. In particular, Theorem 5.4 for
Hess(N, h) = G/B is true.
Proof. It is enough to prove that the products in (5.8) are linearly independent in RA(n−1)
from Lemma 4.2 since we have deg faii,n = n− i+1 for each i. We prove this by induction
on n. The base case n = 1 is clear since RA(0) = R. Now we assume that n > 1 and the
claim holds for n− 1. Suppose that there exist real numbers cm, not all zero, such that
(5.9)
∑
m=(m1,...,mn)
0≤mi≤n−i
cm
(
n−1∏
i=1
αi,w(i)(n) · αi,w(i)(n−1) · · ·αi,w(i)(n−mi+1)
)
= 0 in RA(n−1) .
Then, we lead a contradiction. Let m◦1 be the minimal of m1 such that m = (m1, . . . , mn)
with cm 6= 0. Since fa11,n = a11
(∏n
ℓ=2(x1 − xℓ)
)
x1 = a11
(∏n
ℓ=2 α1,ℓ
)
x1 with a11 6= 0 (note
that RA(n−1) is Artinian, so fa11,n is non-zero), we have
(5.10)
(
n∏
ℓ=2
α1,w(1)(n−ℓ+2)
)
x1 =
(
n∏
ℓ=2
α1,ℓ
)
x1 = 0 in R
A(n−1) .
Noting that the product
∏n−1
i=1 αi,w(i)(n) · αi,w(i)(n−1) · · ·αi,w(i)(n−mi+1) is of the form
(5.11)
(
m1+1∏
ℓ=2
α1,w(1)(n−ℓ+2)
)(
n−1∏
i=2
αi,w(i)(n) · αi,w(i)(n−1) · · ·αi,w(i)(n−mi+1)
)
,
from the minimality of m◦1 together with (5.10), the polynomial in (5.11) multiplied by
the product
∏n
ℓ=m◦1+3
(α1,w(1)(n−ℓ+2))x1 is the following
0 if m1 6= m◦1
g′′n ·
(
n−1∏
i=2
αi,w(i)(n) · αi,w(i)(n−1) · · ·αi,w(i)(n−mi+1)
)
if m1 = m
◦
1
in RA(n−1) ,
where g′′n is a polynomial defined by
g′′n :=
∏
2≤ℓ≤n
ℓ 6=m◦
1
+2
(α1,w(1)(n−ℓ+2))x1.
Hence, multiplying the both sides of (5.9) by the product
∏n
ℓ=m◦1+3
(α1,w(1)(n−ℓ+2))x1, we
have
(5.12)
g′′n ·
 ∑
m=(m1,...,mn)
0≤mi≤n−i, m1=m
◦
1
cm
(
n−1∏
i=2
αi,w(i)(n) · αi,w(i)(n−1) · · ·αi,w(i)(n−mi+1)
) = 0 in RA(n−1) .
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Let g′n := α1,w(1)(n−m◦1) and gn := g
′
n ·g′′n in R[x1, . . . , xn]. Then, from Lemma 4.3 we obtain
an injective multiplication map
(5.13) × g′′n : R[x1, . . . , xn]/(fa22,n, . . . , fann,n, g′n) →֒ R[x1, . . . , xn]/(fa22,n, . . . , fann,n, gn).
Since fa11,n = a11gn, the codomain is exactly R
A(n−1) . On the other hand, the domain is
RA(n−1)/(α1,w(1)(n−m◦1)) because g
′
n = α1,w(1)(n−m◦1) is a factor of f
a1
1,n. Hence, from (5.12)
together with the injectivity of the multiplication map of (5.13), we have
(5.14)∑
m=(m1,...,mn)
0≤mi≤n−i, m1=m
◦
1
cm
(
n−1∏
i=2
αi,w(i)(n) · αi,w(i)(n−1) · · ·αi,w(i)(n−mi+1)
)
= 0 inRA(n−1)/(α1,w(1)(n−m◦1)).
However, we obtainRA(n−1)/(α1,w(1)(n−m◦1))
∼= RA′(n−2)(y1, . . . , yn−1) from Lemma 5.6 where
yi = xi+1. Thus, the linear relation in (5.14) means that the products in (5.8) for n − 1
have a linear relation. In fact, setting βi,j := yi − yj = αi+1,j+1 for 1 ≤ i < j ≤ n− 1, by
(5.14) we obtain∑
m=(m◦
1
,ℓ1,...,ℓn−1)
0≤ℓi≤n−1−i
cm
(
n−2∏
i=1
βi,v(i)(n−1) · βi,v(i)(n−2) · · ·βi,v(i)((n−1)−ℓi+1)
)
= 0 inRA
′
(n−2)(y1, . . . , yn−1).
where v(i) is a permutation on the set {i+1, i+2, . . . , n−1} defined by v(i)(s) = w(i+1)(s+
1) − 1. This is a contradiction by inductive assumption. Therefore, we proved that the
products in (5.8) are linearly independent in RA(n−1) . 
Proof of Theorem 5.4. It is enough to prove that the classes in (5.6) are linearly indepen-
dent in H∗(Hess(N, h)) from (5.4). We proceed by decreasing induction on the dimension∑n
i=1(h(i) − i) of Hess(N, h). The base case Hess(N, h) = G/B is the special case of
Proposition 5.7. Now suppose Hess(N, h) ( G/B. Also suppose by induction that the
claim is proved for h′ with Hess(N, h) ( Hess(N, h′). For a Hessenberg function h, we
can take a Hessenberg function h′ such that h′(k) = h(k) + 1 for some k and h′(i) = h(i)
for any i 6= k. The image of (5.6) under the Gysin map ι! in (3.1) is given (possibly up
to non-zero scalar multiplication) by
(5.15) αk,h′(k) ·
(
n−1∏
i=1
αi,w(i)(h(i)) · αi,w(i)(h(i)−1) · · ·αi,w(i)(h(i)−mi+1)
)
from the commutative diagram (3.13). These classes in (5.15) are linearly independent in
H∗(Hess(N, h′)) by inductive assumption. From this together with Lemma 3.7 the classes
in (5.6) are linearly independent in H∗(Hess(N, h)), so this completes the proof. 
5.2. Type Bn. A Hessenberg function for type Bn is defined to be a function h :
[n]→ [2n] satisfying the following three conditions
(1) i ≤ h(i) ≤ 2n+ 1− i for i ∈ [n],
(2) if h(i) 6= 2n+ 1− i, then h(i) ≤ h(i+ 1) for i = 1, . . . , n− 1,
(3) if h(i) = 2n+ 1− i, then h(i+ 1) = 2n+ 1− (i+ 1) for i = 1, . . . , n− 1.
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For each i = 1, . . . , n, we denote positive roots in Φ+Bn by
αi,j =

xi − xj if i+ 1 ≤ j ≤ n,
xi if j = n + 1,
xi + x2n+2−j if n+ 2 ≤ j ≤ 2n+ 1− i.
Recall that Φ+i = {αi,j | i < j ≤ 2n + 1 − i}. Under the decomposition Φ+Bn =
∐n
i=1 Φ
+
i ,
one can see that the set of lower ideals I ⊂ Φ+Bn and the set of Hessenberg functions h
for type Bn are in one-to-one correspondence which sends I to hI in (5.3). Similarly to
type A, we can express a Hessenberg function h pictorially by drawing a configuration
of shaded boxes and the corresponding lower ideal associated with h consists of positive
roots in shaded boxes of h (see [4, Section 10.3] or [8, Section 5.2]).
We explain polynomials fBni,j given in [4]. For 1 ≤ i ≤ j ≤ 2n+ 1− i, we define
(5.16) fBni,j :=
i∑
k=1
(
j∏
ℓ=i+1
αk.ℓ
)
xk
with the convention
∏j
ℓ=i+1 αk.ℓ = 1 whenever j = i.
Theorem 5.8. ([4, Corollary 10.10]) Let h be a Hessenberg function for type Bn and
Hess(N, h) the associated regular nilpotent Hessenberg variety. Then there is an isomor-
phism of graded R-algebras
H∗(Hess(N, h)) ∼= R[x1, . . . , xn]/(fBn1,h(1), . . . fBnn,h(n))
which sends each root α to the Euler class e(Lα).
Similarly to type A, we construct an explicit basis of the cohomology H∗(Hess(N, h))
for type B using Theorem 5.8. By abuse of notation again, we denote by α the Euler
class e(Lα)|Hess(N,h) for arbitrary h.
Theorem 5.9. Let h be a Hessenberg function for type Bn and Hess(N, h) the associ-
ated regular nilpotent Hessenberg variety. We fix a permutation w(i) on a set {i + 1, i +
2, . . . , h(i)} for each i = 1, . . . , n. Then, the following classes
(5.17)
n∏
i=1
αi,w(i)(h(i)) · αi,w(i)(h(i)−1) · · ·αi,w(i)(h(i)−mi+1),
with 0 ≤ mi ≤ h(i) − i, form a basis for the cohomology H∗(Hess(N, h)) over R. Here,
we take the convention αi,w(i)(h(i)) · αi,w(i)(h(i)−1) · · ·αi,w(i)(h(i)−mi+1) = 1 whenever mi = 0.
The proof of Theorem 5.9 is similar to that of Theorem 5.4. In fact, let bik be a rational
number for i = 1, . . . , n and k = 1, . . . , i. For bi := (bik | 1 ≤ k ≤ i) we define a
polynomial
fbii,2n+1−i :=
i∑
k=1
bik
(
2n+1−i∏
ℓ=i+1
αk,ℓ
)
xk ∈ R[x1, . . . , xn].
For B(n) := (bi | 1 ≤ i ≤ n) we define a ring as follows
(5.18) RB(n) := R[x1, . . . , xn]/(f
bi
i,2n+1−i | 1 ≤ i ≤ n).
Then we have Theorem 5.9 for I = Φ+Bn from the following proposition.
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Proposition 5.10. Suppose that the ring RB(n) in (5.7) is Artinian. We fix a permutation
w(i) on a set {i+1, i+2, . . . , 2n+1−i} for each i = 1, . . . , n. Then, the following products
of positive roots
(5.19)
n∏
i=1
αi,w(i)(2n+1−i) · αi,w(i)(2n−i) · · ·αi,w(i)(2n+1−i−mi+1),
with 0 ≤ mi ≤ 2(n− i)+ 1, form a basis for RB(n) over R. In particular, Theorem 5.9 for
Hess(N, h) = G/B is true.
The proof of Proposition 5.10 is similar discussion to the proof of Proposition 5.7. We
can also prove Theorem 5.9 by similar way of the proof of Theorem 5.4.
5.3. Type Cn. A Hessenberg function for type Cn is defined to be the same one for
type Bn. For each i = 1, . . . , n, we denote positive roots in Φ
+
Cn
by
αi,j =

xi − xj if i+ 1 ≤ j ≤ n,
xi + x2n+1−j if n + 1 ≤ j ≤ 2n− i,
2xi if j = 2n+ 1− i.
Recall that Φ+i = {αi,j | i < j ≤ 2n+ 1− i}. Under the decomposition Φ+Cn =
∐n
i=1 Φ
+
i ,
one can see that the set of lower ideals I ⊂ Φ+Cn and the set of Hessenberg functions h for
type Cn are in one-to-one correspondence which sends I to hI in (5.3). Similarly to types
A and B, a Hessenberg function h can be expressed pictorially by drawing a configuration
of shaded boxes and the corresponding lower ideal associated with h consists of positive
roots in shaded boxes of h (see [4, Section 10.4] or [8, Section 5.3]).
We explain polynomials fCni,j given in [8] which are originally given in [4] in a slightly
different form. For 1 ≤ i ≤ j ≤ 2n+ 1− i, we define
fCni,j :=
i∑
k=1
(
j∏
ℓ=i+1
αk.ℓ
)
xk
with the convention
∏j
ℓ=i+1 αk.ℓ = 1 whenever j = i.
Theorem 5.11. ([4, Corollary 10.15]) Let h be a Hessenberg function for type Cn and
Hess(N, h) the associated regular nilpotent Hessenberg variety. Then there is an isomor-
phism of graded R-algebras
H∗(Hess(N, h)) ∼= R[x1, . . . , xn]/(fCn1,h(1), . . . fCnn,h(n))
which sends each root α to the Euler class e(Lα).
Similarly to types A andB, we construct an explicit basis of the cohomologyH∗(Hess(N, h))
for type C using Theorem 5.11. By abuse of notation again, we denote by α the Euler
class e(Lα)|Hess(N,h) for arbitrary h.
Theorem 5.12. Let h be a Hessenberg function for type Cn and Hess(N, h) the associ-
ated regular nilpotent Hessenberg variety. We fix a permutation w(i) on a set {i + 1, i +
2, . . . , h(i)} for each i = 1, . . . , n. Then, the following classes
(5.20)
n∏
i=1
αi,w(i)(h(i)) · αi,w(i)(h(i)−1) · · ·αi,w(i)(h(i)−mi+1),
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with 0 ≤ mi ≤ h(i) − i, form a basis for the cohomology H∗(Hess(N, h)) over R. Here,
we take the convention αi,w(i)(h(i)) · αi,w(i)(h(i)−1) · · ·αi,w(i)(h(i)−mi+1) = 1 whenever mi = 0.
It follows from Proposition 5.10 that Theorem 5.12 for Hess(N, h) = G/B is true.
Hence, we can prove Theorem 5.12 in a similar way to the proof of Theorem 5.4.
5.4. Type Dn. A Hessenberg function for type Dn is defined to be a function h :
[n]→ [2n− 1] satisfying the following conditions
(1) i ≤ h(i) ≤ 2n− 1− i for i = 1, . . . , n− 1,
(2) n ≤ h(n) ≤ 2n− 1,
(3) if h(i) 6= 2n− 1− i, then h(i) ≤ h(i+ 1) for i = 1, . . . , n− 2,
(4) if h(i) = 2n− 1− i, then h(i+ 1) = 2n− 1− (i+ 1) for i = 1, . . . , n− 2,
(5) if h(i) ≥ n+ 1, then h(n) ≥ 2n− i for i = 1, . . . , n− 2,1
(6) if h(n) ≥ 2n− i, then h(i) ≥ n− 1 for i = 1, . . . , n− 2.
In order to express a Hessenberg function h pictorially by drawing a configuration
of shaded boxes, we first explain the coordinate in type Dn which is introduced in [8,
Section 5.4]. Drawing a configuration of boxes on a square grid of size n × (2n − 1), we
assign to each box the coordinate as follows. For each 1 ≤ i ≤ n− 1, we assign to a box
in the i-th row and the j-th column
the coordinate (i, j) if i ≤ j ≤ n,
the coordinate (i, j − 1) if n + 2 ≤ j ≤ 2n− i.
Also, we assign to a box in the i-th row and the n+1-th column the coordinate (n, 2n−i).
Using the coordinates, we express a Hessenberg function h by drawing a configuration of
shaded boxes which consists of boxes in the coordinate (i, j) with i ∈ [n] and i ≤ j ≤ h(i).
Example 5.13. Let n = 4. Then, h = (3, 5, 4, 7) is a Hessenberg function for type D4
and the configuration of shaded boxes is shown in Figure 3.
(1, 1)
(2, 2)
(1, 2)
(3, 3)
(2, 3)
(1, 3)
(3, 4)
(2, 4)
(1, 4)
(4, 4)
(4, 5)
(4, 6)
(4, 7)
(2, 5)
(1, 5) (1, 6)
Figure 3. The configuration corresponding to h = (3, 5, 4, 7).
We denote positive roots in Φ+Dn by
αi,j =
{
xi − xj if i+ 1 ≤ j ≤ n
xi + x2n−j if n+ 1 ≤ j ≤ 2n− i− 1
for each i = 1, . . . , n− 1, and
αn,j = x2n−j + xn if n + 1 ≤ j ≤ 2n− 1.
1The condition (5) is true for i = n− 1 because h(n− 1) = n− 1 or h(n− 1) = n.
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Recall that Φ+i = {αi,j | i < j ≤ 2n − i − 1} for i = 1, . . . , n − 1, and Φ+n = {αn,j |
n < j ≤ 2n− 1}. Under the decomposition Φ+Dn =
∐n
i=1 Φ
+
i , one can see that the set of
lower ideals I ⊂ Φ+Dn and the set of Hessenberg functions h for type Dn are in one-to-one
correspondence which sends I to hI in (5.3).
Example 5.14. Let n = 4. The corresponding lower ideal associated with a Hessenberg
function h = (3, 5, 4, 7) consists of positive roots in shaded boxes of h as shown in Figure 4:
x1 − x2 x1 − x3 x1 − x4 x1 + x4 x1 + x3 x1 + x2
x2 − x3 x2 − x4 x2 + x4 x2 + x3
x3 − x4 x3 + x4
Figure 4. The corresponding lower ideal associated with h = (3, 5, 4, 7).
We explain polynomials fDni,j given in [8]. We define for 1 ≤ i ≤ n− 1
fDni,j =
i∑
k=1
(xk − xi+1) · · · (xk − xj)xk for i ≤ j ≤ n− 2 (i 6= n− 1),(5.21)
fDni,n−1 =
i∑
k=1
((xk − xi+1) · · · (xk − xn−1)(xk + xn)) + (−1)n−inxi+1 · · ·xn,(5.22)
fDni,n+j =
i∑
k=1
(
(xk − xi+1) · · · (xk − xn)(xk + xn) · · · (xk + xn−j)
)
(5.23)
+ (−1)n−i+1nxi+1 · · ·xn−1−jx2n−j · · ·x2n for 0 ≤ j ≤ n− 1− i,
and also define for i = n
fDnn,2n−1−r =
r∑
k=1
(
(−1)n−r+1(xk − xr+1) · · · (xk − xn−1)(xk − xn)
)
+ nxr+1 · · ·xn(5.24)
with 0 ≤ r ≤ n− 1.
Theorem 5.15. ([8, Corollary 7.4]) Let h be a Hessenberg function for type Dn and
Hess(N, h) the associated regular nilpotent Hessenberg variety. Then there is an isomor-
phism of graded R-algebras
H∗(Hess(N, h)) ∼= R[x1, . . . , xn]/(fDn1,h(1), . . . fDnn,h(n))
which sends each root α to the Euler class e(Lα).
Remark 5.16. Theorem 5.15 is valid for n ≥ 2. Here, type D2 means A1 ×A1 and type
D3 means A3.
In order to construct an explicit basis of the cohomology H∗(Hess(N, h)) for type D,
we need some preliminaries.
For n ≥ 2 and ℓ = (ℓ1, . . . , ℓn) ∈ Zn with i ≤ ℓi ≤ 2n − 1 − i for i = 1, . . . , n − 1 and
n ≤ ℓn ≤ 2n− 1, we define ℓ′ ∈ Zn−1 by the following procedure: when ℓn < 2n− 1,
ℓ1 ≤ n⇒ ℓ′ := (ℓ2 − 1, . . . , ℓn−1 − 1, ℓn − 1);(5.25)
ℓ1 ≥ n + 1⇒ ℓ′ := (ℓ2 − 1, . . . , ℓn−1 − 1, ℓn − 1),(5.26)
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and when ℓn = 2n− 1,
ℓ1 ≤ n− 1⇒ ℓ′ := (ℓ2 − 1, . . . , ℓn−1 − 1, ℓ1 + n− 2);(5.27)
ℓ1 = n⇒ we do not define ℓ′;(5.28)
ℓ1 ≥ n + 1⇒ we do not define ℓ′.(5.29)
The sequence obtained from the finitely many procedures is denoted by
ℓ = ℓ(1) → ℓ(2) → · · · → ℓ(N).
If we specify that ℓ(i) → ℓ(i+1) is obtained from which procedure, we write it over the
arrow. For example, if ℓ(i) → ℓ(i+1) is obtained from procedure (5.27), then we write
ℓ(i)
(5.27)−−−→ ℓ(i+1).
Let h be a Hessenberg function for type Dn. For m = (m1, . . . , mn) with 0 ≤ mi ≤
h(i)− i for all i, we define
(5.30) v(h)m :=
n∏
i=1
α
(h−m)
i,h(i) · α(h−m)i,h(i)−1 · · ·α(h−m)i,h(i)−mi+1
with the convention α
(h−m)
i,h(i) · α(h−m)i,h(i)−1 · · ·α(h−m)i,h(i)−mi+1 = 1 whenever mi = 0. Here, α
(h−m)
i,j
is defined as follows. For ℓ := h−m = (h(1)−m1, . . . , h(n)−mn), we first consider the
procedure above
ℓ = ℓ(1) → ℓ(2) → · · · → ℓ(N).
Then, for 1 ≤ r ≤ n− 1 we define
α
(ℓ)
n,2n−r :=
{
xr if ℓ
(r) (5.26)−−−→ ℓ(r+1),
αn,2n−r = xr + xn otherwise,
and for 1 ≤ i ≤ n− 1 and i+ 1 ≤ j ≤ 2n− 1− i we define
α
(ℓ)
i,j :=

xk if ℓ
(i) (5.27)−−−→ ℓ(i+1) and ℓ(k) (5.26)−−−→ ℓ(k+1) with i < k,
xi − xk if ℓ(i) (5.27)−−−→ ℓ(i+1) and ℓ(k) (5.25)−−−→ ℓ(k+1) with i < k,
αi,j otherwise,
where k = n− j + i.
Example 5.17. Let n = 4 and we take a Hessenberg function h = (3, 5, 4, 7) for type D4.
If we take m = (m1, . . . , m4) = (1, 0, 0, 2), then we have ℓ := h−m = (2, 5, 4, 5). Hence,
the procedure is as follows:
ℓ = ℓ(1)
(5.25)−−−→ ℓ(2) (5.26)−−−→ ℓ(3),
where ℓ(1) = (2, 5, 4, 5), ℓ(2) = (4, 3, 4), ℓ(3) = (2, 3). The product v
(h)
m in (5.30) is expressed
as
v(h)m = (α
(ℓ)
1,3) · 1 · 1 · (α(ℓ)4,7 · α(ℓ)4,6) = (x1 − x3)(x1 + x4)x2.
If we take m′ = (m′1, . . . , m
′
4) = (1, 2, 0, 2), then we have ℓ
′ := h−m′ = (2, 3, 4, 5). Hence,
the procedure is as follows:
ℓ′ = ℓ′(1)
(5.25)−−−→ ℓ′(2) (5.25)−−−→ ℓ′(3),
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where ℓ′(1) = (2, 3, 4, 5), ℓ′(2) = (2, 3, 4), ℓ′(3) = (2, 3), and ℓ′(4) is not defined. The product
v
(h)
m′ in (5.30) is expressed as
v
(h)
m′ = (α
(ℓ′)
1,3 ) · (α(ℓ
′)
2,5 ·α(ℓ
′)
2,4 ) · 1 · (α(ℓ
′)
4,7 ·α(ℓ
′)
4,6 ) = (x1− x3)(x2+ x3)(x2− x4)(x1+ x4)(x2+ x4).
Note that this product is equal to the Poincare´ dual [Hess(N, h′)] for h′ = (2, 3, 4, 5) from
(3.14).
The following lemma is straightforward.
Lemma 5.18. Let ℓ = (ℓ1, . . . , ℓn) ∈ Zn with k ≤ ℓk ≤ 2n− 1− k. For 2 ≤ i ≤ n− 1 and
i+ 1 ≤ j ≤ 2n− 1− i,
α
(ℓ)
i,j (x1, . . . , xn) =
{
α
(ℓ′)
i−1,j−1(x2, . . . , xn) if ℓ→ ℓ′ is defined,
α
Dn−1
i−1,j−1(x2, . . . , xn) if ℓ→ ℓ′ is not defined.
For 2 ≤ r ≤ n− 1,
α
(ℓ)
n,2n−r(x1, . . . , xn) =
{
α
(ℓ′)
n−1,2(n−1)−(r−1)(x2, . . . , xn) if ℓ→ ℓ′ is defined,
α
Dn−1
n−1,2(n−1)−(r−1)(x2, . . . , xn) if ℓ→ ℓ′ is not defined.
Here, α
Dn−1
i,j (x2, . . . , xn) denotes the positive root for type Dn−1 in the variables x2, . . . , xn.
Using Theorem 5.15, we prove that the classes v
(h)
m with 0 ≤ mi ≤ h(i)− i, form a basis
of the cohomology H∗(Hess(N, h)) in type Dn. The idea is similar to type A, but it is
more complicated. By abuse of notation, we denote by α the Euler class e(Lα)|Hess(N,h)
for arbitrary h.
Theorem 5.19. Let h be a Hessenberg function for type Dn and Hess(N, h) the associated
regular nilpotent Hessenberg variety. Then, the classes v
(h)
m with 0 ≤ mi ≤ h(i)− i, form
a basis for the cohomology H∗(Hess(N, h)) over R.
Similar to type A, Theorem 5.19 reduces to the case of
(5.31) h(n)max := (2n− 2, 2n− 3, . . . , n, 2n− 1).
Note that Hess(N, h
(n)
max) = G/B.
Lemma 5.20. If Theorem 5.19 is true for h = h
(n)
max, then Theorem 5.19 is true for
arbitrary h.
Proof. It is enough to prove that the classes v
(h)
m are linearly independent inH∗(Hess(N, h))
from (5.4). We proceed by decreasing induction on the dimension dh :=
∑n
i=1(h(i) − i)
of Hess(N, h). The base case h = h
(n)
max is the assumption of Lemma 5.20. Now suppose
dh < dh(n)max. Also suppose by induction that the claim is proved for h
′ with dh < dh′. For a
Hessenberg function h, we can take a Hessenberg function h′ such that j := h′(i) = h(i)+1
for some i and h′(p) = h(p) for any p 6= i. Then we show that
(5.32) α
(h′−m)
i,j = αi,j
for arbitrary m = (m1, . . . , mn).
Case 1 Suppose that i 6= n. Let k = n−j+ i. By the definition of α(ℓ)i,j , we have α(ℓ)i,j = αi,j
if k ≤ i. So, we may assume that k > i, namely n > j. Since h(i) = j − 1 < n − 1, we
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have h′(n) = h(n) < 2n − i by the definition (6) of Hessenberg functions for type Dn.
Then, the last coordinate in ℓ := h′ −m = (h′(1)−m1, . . . , h′(n)−mn) satisfies
h′(n)−mn < 2n− i−mn,
which implies that each step of the procedure
ℓ = ℓ(1) → · · · → ℓ(i+1)
is either the case (5.25) or (5.26) if ℓ(i+1) is defined. Therefore, we obtain α
(h′−m)
i,j = αi,j
by the definition of α
(ℓ)
i,j .
Case 2 Suppose that i = n. We put j = 2n − r for some r with 1 ≤ r ≤ n − 1. Since
h(n) = h′(n)− 1 = j − 1 = 2n− r − 1 < 2n− r, we have
(5.33) h′(r) = h(r) ≤ n
by the definition (5) of Hessenberg functions for type Dn.
The last coordinate in ℓ := h′ −m = (h′(1)−m1, . . . , h′(n)−mn) satisfies
h′(n)−mn = j −mn = 2n− r −mn ≤ 2n− r,
which implies that ℓ(r) is defined and each step of the procedure
ℓ = ℓ(1) → · · · → ℓ(r)
is either the case (5.25) or (5.26). Now, the last coordinate of ℓ(r) is given by
h′(n)−mn − (r − 1) = 2n− r −mn − (r − 1) ≤ 2(n− r + 1)− 1,
and the first coordinate of ℓ(r) is given by
h′(r)−mr − (r − 1) ≤ h′(r)− (r − 1) ≤ n− r + 1
from (5.33). This implies that ℓ(r)
(5.25)−−−→ ℓ(r+1), so we obtain α(h′−m)n,j = αn,j by the
definition of α
(ℓ)
n,j.
By Cases 1 and 2 we proved (5.32). From the commutative diagram (3.13) and (5.32),
the image of v
(h)
m under the Gysin map ι! in (3.1) is given (possibly up to non-zero scalar
multiplication) by
(5.34) αi,h′(i) · v(h)m = α(h
′−m)
i,h′(i) · v(h)m = v(h
′)
m′ .
Here, m′ = (m1, . . . , mi−1, mi + 1, mi+1, . . . , mn). These classes v
(h′)
m′ are linearly indepen-
dent in H∗(Hess(N, h′)) by inductive assumption. From this together with Lemma 3.7
the classes v
(h)
m in (5.6) are linearly independent in H∗(Hess(N, h)), so this completes the
proof. 
For 1 ≤ i ≤ n− 1 and di := (dik, pi)1≤k≤i ∈ Qi+1 we define a polynomial
fdii,2n−1−i :=
i∑
k=1
dik(x
2
k − x2i+1) · · · (x2k − x2n) + (−1)n−i+1pi x2i+1 · · ·x2n.
Also, for 1 ≤ i ≤ n and bi := (bik | 1 ≤ k ≤ i) we define a polynomial
gbii,2n+1−i :=
i∑
k=1
bik(x
2
k − x2i+1) · · · (x2k − x2n)x2k.
Note that the polynomial gbii,2n+1−i has been already defined in Section 5.2.
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For D(n) := (di | 1 ≤ i ≤ n − 1) and B(n) := (bi | 1 ≤ i ≤ n) we define three types of
rings as follows
RD(n) :=R[x1, . . . , xn]/(f
di
i,2n−1−i, x1 · · ·xn | 1 ≤ i ≤ n− 1),
RD(n)(j) :=R[x1, . . . , xn]/(f
di
i,2n−1−i, (x1 · · ·xn)xj | 1 ≤ i ≤ n− 1)
for j = 1, . . . , n,
R(B(n),D(n))(j) :=R[x1, . . . , xn]/(g
bp
p,2n+1−p, f
dq−1
q−1,2n−1−(q−1) | 1 ≤ p ≤ j − 1, j ≤ q ≤ n)
for j = 1, . . . , n+ 1,
where fd00,2n−1 := x
2
1 · · ·x2n. Note that the ring RD(n) is isomorphic to the cohomology ring
of the flag variety for type Dn when dik = pi = 1 for all i and k from Theorem 5.15.
Lemma 5.21. For D(n) and 1 ≤ j ≤ n, we have
RD(n)(j)/(xj) ∼= R(B
′
(n−1)
,D′
(n−1)
)(j)
for some B′(n−1) and D
′
(n−1). Here, we regard the variables in the ring R
(B′
(n−1)
,D′
(n−1)
)(j)
as x1, . . . , x̂j , . . . , xn. The caret sign ̂ over xj means that the entry is omitted.
Proof. We first note that
RD(n)(j)/(xj) = R
D(n)/(xj) = R[x1, . . . , xn]/(f
di
i,2n−1−i, xj | 1 ≤ i ≤ n− 1).
If i < j, then we have
fdii,2n−1−i|xj=0 =
i∑
k=1
dik(x
2
k − x2i+1) · · · ̂(x2k − x2j) · · · (x2k − x2n)x2k
=g
b′i
i,2(n−1)+1−i(x1, . . . , x̂j, . . . , xn),
where b′i = (dik)k. If i ≥ j, then we have
fdii,2n−1−i|xj=0 =
i∑
k=1
k 6=j
dik(x
2
k − x2i+1) · · · (x2k − x2n) + (−1)n−i+1(pi − dij)x2i+1 · · ·x2n
=f
d
′
i−1
i−1,2(n−1)−1−(i−1)(x1, . . . , x̂j , . . . , xn),
where d′i−1 = (dik, pi − dij)k 6=j. These calculations imply the isomorphism as desired. 
Assume that RD(n)(j) is Artinian. Then, from Lemma 5.21 and Lemma 4.3 we obtain
the following exact sequence
(5.35) 0→ RD(n) ×xj−−→ RD(n)(j)→ R(B′(n−1),D′(n−1))(j)→ 0
for some B′(n−1) and D
′
(n−1). Here, we regard the variables in the ring R
(B′
(n−1)
,D′
(n−1)
)(j)
as x1, . . . , x̂j , . . . , xn.
Next we give an additive basis of the ring R(B(n),D(n))(j) when R(B(n),D(n))(j) is Artinian.
We fix a positive integer j with 1 ≤ j ≤ n+1. For 1 ≤ i ≤ n and i+1 ≤ k ≤ 2(n+1)−1−i,
we define
β
(j)
i,k := α
Dn+1
i,k (x1, . . . , xj−1, 0, xj, . . . , xn),
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where the right hand side α
Dn+1
i,k (y1, . . . , yn+1) means the positive root for type Dn+1 in
the variables y1, . . . , yn+1. The linear functions β
(j)
i,k are pictorially shown in Figure 5 when
1 ≤ j ≤ n.
x1 − x2
. . .
· · · x1 − xj−1
...
xj−2 − xj−1
x1
...
xj−2
xj−1
x1 − xj
...
xj−2 − xj
xj−1 − xj
−xj
x1 − xj+1
...
xj−2 − xj+1
xj−1 − xj+1
−xj+1
xj − xj+1
· · ·
· · ·· · ·· · ·· · ·
. . .
x1 − xn
...
xj−2 − xn
xj−1 − xn
−xn
xj − xn
...
xn−1 − xn
x1 + xn−1
...
xj−2 + xn−1
xj−1 + xn−1
xn−1
xj + xn−1···
xn−2 + xn−1
· · ·
· · ·· · ·· · ····· · ·
x1 + xj
...
xj−2 + xj
xj−1 + xj
xj
x1
...
xj−2
xj−1
x1 + xj−1
...
xj−2 + xj−1
· · ·
· · · x1 + x2
Figure 5. The arrangement of β
(j)
i,k for 1 ≤ j ≤ n.
The linear functions β
(n+1)
i,k are the positive roots for type Bn as shown in Figure 6.
x1 + x2· · ·x1 − xn x1 x1 + xn· · ·x1 − x2
. . .
... · · ·
xi + xi+1xi − xn · · ·xi· · · xi + xnxi − xi+1
. . .
... · · ·
xn−1 + xnxn−1xn−1 − xn
xn
Figure 6. The arrangement of β
(n+1)
i,k .
Note that the linear functions β
(1)
i,k are pictorially as shown in Figure 7.
x1x2· · ·−xn−1 −xn xn−1· · ·−x2−x1
x1 + x2· · ·x1 − xn−1 x1 − xn x1 + xn−1· · ·x1 − x2
. . .
... · · ·
xn−2 + xn−1xn−2 − xnxn−2 − xn−1
xn−1 − xn
Figure 7. The arrangement of β
(1)
i,k .
For m = (m1, . . . , mn) with 0 ≤ mi ≤ 2(n− i) + 1 for all i, we define
w(j)m :=
n∏
i=1
β
(j)
i,2n+1−i · β(j)i,2n−i · · ·β(j)i,2n+1−i−mi+1
with the convention β
(j)
i,2n+1−i · β(j)i,2n−i · · ·β(j)i,2n+1−i−mi+1 = 1 whenever mi = 0.
Proposition 5.22. Let 1 ≤ j ≤ n + 1. Assume that R(B(n),D(n))(j) is Artinian. Then,
the classes w
(j)
m with 0 ≤ mi ≤ 2(n− i) + 1, form a basis for R(B(n),D(n))(j) over R.
Proof. It is enough to prove that the classes w
(j)
m are linearly independent in R(B(n),D(n))(j)
from Lemma 4.2. We prove this by induction on n. The base case n = 2 is clear. Now we
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assume that n > 2 and the claim holds for n− 1. Suppose that there exist real numbers
cm, not all zero, such that
(5.36)
∑
m=(m1,...,mn)
0≤mi≤2(n−i)+1
cmw
(j)
m = 0 in R
(B(n),D(n))(j).
Then, we lead a contradiction. Letm◦1 be the minimum ofm1 such thatm = (m1, . . . , mn)
with cm 6= 0.
Case 1 Suppose that j ≥ 2. We first note that
gb11,2n = b11(x
2
1 − x22) · · · (x21 − x2n)x21 = b11(x1 + xn) ·
2n∏
k=2
β
(j)
1,k,
and b11 is non-zero because R
(B(n),D(n))(j) is Artinian. We put β
(j)
1,1 := x1+xn. Multiplying
the both side in (5.36) by
∏2n−m◦1−1
k=1 β
(j)
1,k, we have
(5.37)∏2n
k=1 β
(j)
1,k
β
(j)
1,2n−m◦1
·
 ∑
m=(m1,...,mn)
m1=m
◦
1
cm ·
n∏
i=2
β
(j)
i,2n+1−i · · ·β(j)i,2n+1−i−mi+1
 = 0 in R(B(n),D(n))(j).
Let g′n := β
(j)
1,2n−m◦1
and g′′n :=
∏2n
k=1 β
(j)
1,k
β
(j)
1,2n−m◦1
. Then, from Lemma 4.3 we obtain an injective
multiplication map
×g′′n : R[x1, . . . , xn]/(β(j)1,2n−m◦1 , g
bp
p,2n+1−p, f
dq−1
q−1,2n−1−(q−1) | 2 ≤ p ≤ j−1, j ≤ q ≤ n) →֒ R(B(n),D(n))(j).
From this together with (5.37), we obtain
(5.38)
∑
m=(m1,...,mn)
m1=m
◦
1
cm ·
n∏
i=2
β
(j)
i,2n+1−i · · ·β(j)i,2n+1−i−mi+1 = 0
in the ring R[x1, . . . , xn]/(β
(j)
1,2n−m◦1
, g
bp
p,2n+1−p, f
dq−1
q−1,2n−1−(q−1) | 2 ≤ p ≤ j − 1, j ≤ q ≤ n).
Since β
(j)
1,2n−m◦1
is of the form x1, x1 + xℓ, or x1 − xℓ for some 2 ≤ ℓ ≤ n, we have for
2 ≤ p ≤ j − 1 and j ≤ q ≤ n
g
bp
p,2n+1−p ≡ g
b′p−1
p−1,2(n−1)+1−(p−1)(x2, . . . , xn) mod β
(j)
1,2n−m◦1
,
f
dq−1
q−1,2n−1−(q−1) ≡ f
d
′
q−2
q−2,2(n−1)−1−(q−2)(x2, . . . , xn) mod β
(j)
1,2n−m◦1
for some b′p−1 and d
′
q−2. This implies the following isomorphism
R[x1, . . . , xn]/(β
(j)
1,2n−m◦1
, g
bp
p,2n+1−p, f
dq−1
q−1,2n−1−(q−1) | 2 ≤ p ≤ j−1, j ≤ q ≤ n) ∼= R(B
′
(n−1)
,D′
(n−1)
)(j−1)
for some B′(n−1) and D
′
(n−1) where we regard the variables in the ring R
(B′
(n−1)
,D′
(n−1)
)(j−1)
as x2, . . . , xn. This together with (5.38) implies that∑
m=(m1,...,mn)
m1=m
◦
1
cm · w(j−1)(m2,...,mn) = 0 in R
(B′
(n−1)
,D′
(n−1)
)(j − 1),
which is a contradiction by inductive assumption.
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Case 2 Suppose that j = 1. We first note that
fd00,2n−1 = x
2
1 · · ·x2n = xn ·
2n∏
k=2
β
(1)
1,k ,
We put β
(1)
1,1 := xn. Multiplying the both side in (5.36) by
∏2n−m◦1−1
k=1 β
(1)
1,k , we have
(5.39)∏2n
k=1 β
(1)
1,k
β
(1)
1,2n−m◦1
·
 ∑
m=(m1,...,mn)
m1=m
◦
1
cm ·
n∏
i=2
β
(1)
i,2n+1−i · · ·β(1)i,2n+1−i−mi+1
 = 0 in R(B(n),D(n))(1).
Let g′n := β
(1)
1,2n−m◦1
and g′′n :=
∏2n
k=1 β
(1)
1,k
β
(1)
1,2n−m◦
1
. Then, from Lemma 4.3 we obtain an injective
multiplication map
×g′′n : R[x1, . . . , xn]/(β(1)1,2n−m◦1 , f
dq−1
q−1,2n−1−(q−1) | 2 ≤ q ≤ n) →֒ R(B(n),D(n))(1).
From this together with (5.39), we obtain
(5.40)
∑
m=(m1,...,mn)
m1=m
◦
1
cm ·
n∏
i=2
β
(1)
i,2n+1−i · · ·β(1)i,2n+1−i−mi+1 = 0
in the ring R[x1, . . . , xn]/(β
(1)
1,2n−m◦1
, f
dq−1
q−1,2n−1−(q−1) | 2 ≤ q ≤ n). Since β(1)1,2n−m◦1 is of the
form xℓ for some 1 ≤ ℓ ≤ n, we have for 2 ≤ q ≤ n
f
dq−1
q−1,2n−1−(q−1) ≡
{
g
b′q−1
q−1,2(n−1)+1−(q−1)(x1, . . . , x̂ℓ, . . . , xn) if q − 1 < ℓ
f
d
′
q−2
q−2,2(n−1)−1−(q−2)(x1, . . . , x̂ℓ, . . . , xn) if q − 1 ≥ ℓ
mod β
(j)
1,2n−m◦1
for some b′p−1 and d
′
q−2. This implies the following isomorphism
R[x1, . . . , xn]/(β
(1)
1,2n−m◦1
, f
dq−1
q−1,2n−1−(q−1) | 2 ≤ q ≤ n) ∼= R(B
′
(n−1)
,D′
(n−1)
)(ℓ)
for some B′(n−1) and D
′
(n−1) where we regard the variables in the ring R
(B′
(n−1)
,D′
(n−1)
)(ℓ) as
x1, . . . , x̂ℓ, . . . , xn. This together with (5.40) implies that∑
m=(m1,...,mn)
m1=m
◦
1
cm · w(ℓ)(m2,...,mn) = 0 in R
(B′
(n−1)
,D′
(n−1)
)(ℓ),
which is a contradiction by inductive assumption.
Therefore, we proved that the classes w
(j)
m are linearly independent in R(B(n),D(n))(j). 
From the exact sequence in (5.35) together with Proposition 5.22, we inductively con-
struct an additive basis for RD(n)(j) under the assumption that RD(n)(j) is Artinian. For
the purpose, let us introduce Hessenberg functions as follows:
hj :=(j, h
(n)
max(2), . . . , h
(n)
max(n− 1), h(n)max(n)− 1) for j = 1, 2, . . . , n;
h˜j :=(j, h
(n)
max(2), . . . , h
(n)
max(n− 1), h(n)max(n)) for j = n, n + 1, . . . , 2n− 2,
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where h
(n)
max denotes the maximal Hessenberg function in (5.31). These are Hessenberg
functions for type Dn and satisfy the following inclusions
h1 ⊂ h2 ⊂ · · · ⊂ hn ⊂ h˜n ⊂ h˜n+1 ⊂ · · · ⊂ h˜2n−2 = h(n)max,
where the inclusion is defined in (5.5). For d1 := (d11, p1) ∈ Q2 and 1 ≤ j ≤ 2n − 2 we
define a polynomial
fd11,j :=

d11(x1 − x2) · · · (x1 − xj)x1 if 1 ≤ j ≤ n− 2,
d11(x1 − x2) · · · (x1 − xn−1)(x1 + xn) + (−1)n−1p1 x2 · · ·xn if j = n− 1,
d11(x1 − x2) · · · (x1 − xn−1−k)(x21 − x2n−k) · · · (x21 − x2n)
+(−1)np1 x2 · · ·xn−1−kx2n−k · · ·x2n if j = n+ k with 0 ≤ k ≤ n− 2.
We also define a polynomial
fd1n,2n−2 := d11(x1 − x2) · · · (x1 − xn) + (−1)np1 x2 · · ·xn.
For D(n) := (di | 1 ≤ i ≤ n− 1) we define two types of rings as follows
R
D(n)
hj
:=R[x1, . . . , xn]/(f
d1
1,j , f
di
i,2n−1−i, f
d1
n,2n−2 | 2 ≤ i ≤ n− 1)
for j = 1, . . . , n,
R
D(n)
h˜j
:=R[x1, . . . , xn]/(f
d1
1,j , f
di
i,2n−1−i, x1 · · ·xn | 2 ≤ i ≤ n− 1)
for j = n, . . . , 2n− 2.
In what follows, we assume that these rings are Artinian. Note that R
D(n)
h˜2n−2
= RD(n) . One
can easily see that
(5.41) R
D(n)
h1
∼= RD′(n−1) ,
where we regard the variables in the right hand side RD
′
(n−1) as x2, . . . , xn. For 2 ≤ j ≤ n,
we obtain from Lemma 4.3 the following exact sequence
(5.42) 0→ RD(n)hj−1
×(x1−xj)−−−−−→ RD(n)hj → R
D(n)
hj
/(x1 − xj)→ 0.
In fact, it follows from the following equalities
fd11,j = (x1 − xj)fd11,j−1 for 2 ≤ j ≤ n− 2,
fd11,n−1 + f
d1
n,2n−2 = 2(x1 − xn−1)fd11,n−2,
2fd11,n − (x1 + xn)fd1n,2n−2 = (x1 − xn)fd11,n−1.
Also, since we have
(−1)np1 x1 · · ·xn + fd11,n = (x1 + xn)fd1n,2n−2,
we obtain from Lemma 4.3 the following exact sequence
(5.43) 0→ RD(n)hn
×(x1+xn)−−−−−→ RD(n)
h˜n
→ RD(n)
h˜n
/(x1 + xn)→ 0.
Finally, for n+ 1 ≤ j ≤ 2n− 2 we obtain from Lemma 4.3 the following exact sequence
(5.44) 0→ RD(n)
h˜j−1
×(x1+x2n−j)−−−−−−−→ RD(n)
h˜j
→ RD(n)
h˜j
/(x1 + x2n−j)→ 0
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because we have
fd11,n+k + (−1)np1 xn−k+1 · · ·xn · (x1 · · ·xn) = (x1 + xn−k)fd11,n+k−1.
Moreover, the cokernel of each exact sequence for (5.42), (5.43), (5.44) is given by
R
D(n)
hj
/(x1 − xj) ∼= RD
′
(n−1) for 2 ≤ j ≤ n,
R
D(n)
h˜n
/(x1 + xn) ∼= RD
′
(n−1)(n− 1),
R
D(n)
h˜j
/(x1 + x2n−j) ∼= RD
′
(n−1)(2n− j − 1) for n+ 1 ≤ j ≤ 2n− 2,
for some D′(n−1). Here, we regard the variables in each right hand side above as x2, . . . , xn.
In summary, we obtain the following exact sequences
0→ RD(n)hj−1
×(x1−xj)−−−−−→ RD(n)hj → R
D′
(n−1) → 0 for 2 ≤ j ≤ n,
(5.45)
0→ RD(n)hn
×(x1+xn)−−−−−→ RD(n)
h˜n
→ RD′(n−1)(n− 1)→ 0,
(5.46)
0→ RD(n)
h˜j−1
×(x1+x2n−j)−−−−−−−→ RD(n)
h˜j
→ RD′(n−1)(2n− j − 1)→ 0 for n + 1 ≤ j ≤ 2n− 2,
(5.47)
for some D′(n−1) where we regard the variables in the three rings R
D
′
(n−1) , RD
′
(n−1)(n −
1), RD
′
(n−1)(2n−j−1) as x2, . . . , xn. Using these exact sequences, we prove Theorem 5.19.
Proof of Theorem 5.19. From Lemma 5.20, it is enough to prove that Theorem 5.19 is
true for h = h
(n)
max in (5.31). Since the ring RD(n) is isomorphic to the cohomology ring of
the flag variety for type Dn when dik = pi = 1 for all i and k by Theorem 5.15, it suffices
to prove that the classes v
(h
(n)
max)
m with 0 ≤ mi ≤ h(n)max(i)− i, form an additive basis for the
ring RD(n) under the assumption that RD(n) is Artinian. We prove this by induction on
n. The base case n = 2 is clear. Now we assume that n > 2 and the claim holds for n−1.
Claim 1 The set {v(hj)m | 0 ≤ mi ≤ hj(i)− i} forms a basis of RD(n)hj for 1 ≤ j ≤ n.
We prove Claim 1 by induction on j. As the base case j = 1, it suffices to show that
the classes v
(h1)
m with m1 = 0, 0 ≤ mi ≤ h(n)max(i) − i (2 ≤ i ≤ n − 1), and 0 ≤ mn ≤
h
(n)
max(n)−1−n, form a basis of RD(n)h1 . For m = (m1, . . . , mn) we set m′ = (m′1, . . . , m′n−1)
by m′i = mi+1. Note that
0 ≤ m′i = mi+1 ≤ h(n)max(i+1)−(i+1) = 2n−1−(i+1)−(i+1) = 2(n−1)−1−i−i = h(n−1)max (i)−i
for 1 ≤ i ≤ n− 2, and
0 ≤ m′n−1 = mn ≤ h(n)max(n)− 1− n = 2n− 1− 1− n = n− 2 = h(n−1)max (n− 1)− (n− 1).
Then, the isomorphism R
D(n)
h1
∼= RD′(n−1) in (5.41) maps v(h1)m to v(h
(n−1)
max )
m′ . In fact, the first
and the last coordinates ℓ1 and ℓn of ℓ := h1 −m are given by
ℓ1 = 1−m1 = 1 ≤ n,
ℓn = h
(n)
max(n)− 1−mn < h(n)max(n) = 2n− 1,
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which implies that the procedure ℓ→ ℓ′ is (5.25) and ℓ′ is given by
ℓ′ = (h(n)max(2)−m2 − 1, . . . , h(n)max(n− 1)−mn−1 − 1, h(n)max(n)− 1−mn − 1) = h(n−1)max −m′.
Hence, we obtain from Lemma 5.18 that v
(h1)
m (x1, . . . , xn) = v
(h
(n−1)
max )
m′ (x2, . . . , xn) in R
D(n)
h1
∼=
RD
′
(n−1) . From this together with the inductive assumption on n, we proved Claim 1 when
j = 1.
Now we assume that j > 1 and Claim 1 holds for j − 1. Then, it suffices to show that
the union of the following two sets
{v(hj)m | m1 = 0, 0 ≤ mi ≤ h(n)max(i)− i (2 ≤ i ≤ n− 1), 0 ≤ mn ≤ h(n)max(n)− 1− n} and
(5.48)
{v(hj)m | 0 < m1 ≤ j − 1, 0 ≤ mi ≤ h(n)max(i)− i (2 ≤ i ≤ n− 1), 0 ≤ mn ≤ h(n)max(n)− 1− n},
(5.49)
forms a basis of R
D(n)
hj
. By the inductive assumption on n, we can take a basis of R
D′
(n−1)
as the set
{v(h
(n−1)
max )
m′ | 0 ≤ m′i ≤ h(n−1)max (i)− i (1 ≤ i ≤ n− 1)}.(5.50)
On the other hand, by the inductive assumption on j, we can take a basis of R
D(n)
hj−1
as the
set
{v(hj−1)s | 0 ≤ si ≤ hj−1(i)− i (1 ≤ i ≤ n)}.(5.51)
In the exact sequence (5.45), from Lemma 5.18 the surjection R
D(n)
hj
։ RD
′
(n−1) sends
v
(hj)
(0,m2,...,mn)
to v
(h
(n−1)
max )
m′ with m
′ = (m2, . . . , mn) by the similar discussion of the case j = 1.
That is, the surjection R
D(n)
hj
։ RD
′
(n−1) maps the set in (5.48) to the set in (5.50).
On the other hand, for m = (m1, . . . , mn) with m1 > 0 and 0 ≤ mi ≤ hj(i) − i (1 ≤
i ≤ n), we set s = (s1, . . . , sn) by s1 = m1 − 1 and si = mi for 2 ≤ i ≤ n. Note that
0 ≤ si ≤ hj−1(i)− i for 1 ≤ i ≤ n. Then one can see that
(x1 − xj) · v(hj−1)s = v(hj)m .
In fact, let ℓ = hj −m and u = hj−1 − s. Since we have hj−1 − s = hj −m, it holds that
α
(ℓ)
i,j = α
(u)
i,j .(5.52)
On the other hand, the first and the last coordinates ℓ1 and ℓn of ℓ are given by
ℓ1 = j −m1 ≤ j ≤ n,
ℓn = h
(n)
max(n)− 1−mn < h(n)max(n) = 2n− 1,
which implies that the procedure ℓ→ ℓ′ is (5.25). Hence by the definition of α(ℓ)i,j , we have
α
(ℓ)
1,j = α1,j = x1 − xj .
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From this together with (5.52), we obtain
v(hj)m =(α
(ℓ)
1,j · α(ℓ)1,j−1 · · ·α(ℓ)1,j−m1+1) · (
n∏
i=2
α
(ℓ)
i,h
(n)
max(i)
· · ·α(ℓ)
i,h
(n)
max(i)−mi+1
)
=
(
(x1 − xj) · α(u)1,j−1 · · ·α(u)1,(j−1)−s1+1
) · ( n∏
i=2
α
(u)
i,h
(n)
max(i)
· · ·α(u)
i,h
(n)
max(i)−mi+1
)
=(x1 − xj) · v(hj−1)s .
This implies that the injection R
D(n)
hj−1
×(x1−xj)−֒−−−−→ RD(n)hj maps the set in (5.49) to the set in
(5.51).
Therefore, from the exact sequence in (5.45) we obtain a basis for R
D(n)
hj
as the union
of (5.48) and (5.49), as desired.
Claim 2 The set {v(h˜n)m | 0 ≤ mi ≤ h˜n(i)− i} forms a basis of RD(n)h˜n .
It suffices to show that the union of the following two sets
{v(h˜n)m | mn = 0, 0 ≤ m1 ≤ n− 1, 0 ≤ mi ≤ h(n)max(i)− i (2 ≤ i ≤ n)} and(5.53)
{v(h˜n)m | mn > 0, 0 ≤ m1 ≤ n− 1, 0 ≤ mi ≤ h(n)max(i)− i (2 ≤ i ≤ n)},(5.54)
forms a basis of R
D(n)
h˜n
. By Claim 1, we can take an additive basis of R
D(n)
hn
as the set
{v(hn)s | 0 ≤ si ≤ hn(i)− i (1 ≤ i ≤ n)}.(5.55)
For m = (m1, . . . , mn) with mn > 0 and 0 ≤ mi ≤ h˜n(i) − i (1 ≤ i ≤ n), we set
s = (s1, . . . , sn) by sn = mn−1 and si = mi for 1 ≤ i ≤ n−1. Note that 0 ≤ si ≤ hn(i)−i
for 1 ≤ i ≤ n. Then one can see that
(x1 + xn) · v(hn)s = v(h˜n)m
by the similar argument of Claim 1. In fact, since the last coordinate of ℓ = h˜n − m is
strictly less than 2n− 1 from mn > 0, we have the procedure ℓ (5.25)−−−→ ℓ′. Thus, we obtain
α
(h˜n−m)
n,2n−1 = x1 + xn. This implies that the injection R
D(n)
hn
×(x1+xn)−֒−−−−→ RD(n)
h˜n
in the exact
sequence (5.46) maps the set in (5.55) to the set in (5.54).
Hence, it is enough to prove that the image of the set in (5.53) under the surjection
R
D(n)
h˜n
։ RD
′
(n−1)(n− 1) in the exact sequence (5.46) forms an additive basis for the ring
R
D′
(n−1)(n− 1). In what follows, we write v(h˜n)m for the image of v(h˜n)m under the surjection
R
D(n)
h˜n
։ R
D′
(n−1)(n− 1). In order to prove this, we consider the exact sequence (5.35) for
n− 1:
(5.56) 0→ RD′(n−1) ×xn−−→ RD′(n−1)(n− 1)→ R(B′′(n−2),D′′(n−2))(n− 1)→ 0,
where we regard the variables in the rings above RD
′
(n−1) , RD
′
(n−1)(n−1) as x2, . . . , xn, and
the variables in R(B
′′
(n−2)
,D′′
(n−2)
)(n− 1) as x2, . . . , xn−1.
From Proposition 5.22 we can take a basis of R(B
′′
(n−2)
,D′′
(n−2)
)(n− 1) as the set
{w(n−1)m′ (x2, . . . , xn−1) | 0 ≤ m′i ≤ 2(n− 2− i) + 1 (1 ≤ i ≤ n− 2)}.(5.57)
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For m = (m1, . . . , mn) with mn = 0, m1 = 0, and 0 ≤ mi ≤ h(n)max(i) − i (2 ≤ i ≤ n− 1),
we set m′ = (m′1, . . . , m
′
n−2) by m
′
i = mi+1 for 1 ≤ i ≤ n− 2. Note that
0 ≤ m′i ≤ h(n)max(i+ 1)− (i+ 1) = 2n− 1− (i+ 1)− (i+ 1) = 2(n− 2− i) + 1
for 1 ≤ i ≤ n− 2. For ℓ := h˜n −m = (n, h(n)max(2)−m2, . . . , h(n)max(n− 1)−mn−1, 2n− 1),
we do not define ℓ′ such that ℓ→ ℓ′ because of (5.28). So, we have
v(h˜n)m =
n−1∏
i=2
αDn
i,h
(n)
max(i)
(x1, . . . , xn) · · ·αDn
i,h
(n)
max(i)−mi+1
(x1, . . . , xn)
=
n−2∏
i=1
α
Dn−1
i,h
(n−1)
max (i)
(x2, . . . , xn−1, xn) · · ·αDn−1
i,h
(n−1)
max (i)−m′i+1
(x2, . . . , xn−1, xn) (by Lemma 5.18).
Thus, the surjection RD
′
(n−1)(n − 1) ։ RD′(n−1)(n − 1)/(xn) ∼= R(B
′′
(n−2)
,D′′
(n−2)
)(n − 1) in
(5.56) sends v
(h˜n)
m to
n−2∏
i=1
α
Dn−1
i,h
(n−1)
max (i)
(x2, . . . , xn−1, 0) · · ·αDn−1
i,h
(n−1)
max (i)−m
′
i+1
(x2, . . . , xn−1, 0) = w
(n−1)
m′ (x2, . . . , xn−1).
Hence, the surjection RD
′
(n−1)(n− 1)։ R(B′′(n−2),D′′(n−2))(n− 1) in (5.56) maps a set
(5.58) {v(h˜n)m | mn = 0, m1 = 0, 0 ≤ mi ≤ h(n)max(i)− i (2 ≤ i ≤ n− 1)}
to the set in (5.57).
On the other hand, by the inductive assumption on n, we can take a basis of RD
′
(n−1)
as the set
{v(h(n−1)max )t (x2, . . . , xn) | 0 ≤ ti ≤ h(n−1)max (i)− i (1 ≤ i ≤ n− 1)}.(5.59)
For m = (m1, . . . , mn) with mn = 0, 0 < m1 ≤ n− 1, and 0 ≤ mi ≤ h(n)max(i)− i (2 ≤ i ≤
n− 1), we set t = (t1, . . . , tn−1) by ti = mi+1 for 1 ≤ i ≤ n− 2 and tn−1 = m1 − 1. Note
that 0 ≤ ti ≤ h(n−1)max (i)− i for 1 ≤ i ≤ n− 1. Then we show that
(5.60) v(h˜n)m (x1, . . . , xn) ≡ ±2xn · v(h
(n−1)
max )
t (x2, . . . , xn) mod x1 + xn.
Let ℓ = h˜n −m. Then the first and the last coordinates ℓ1 and ℓn of ℓ are given by
ℓ1 = n−m1 ≤ n− 1,
ℓn = h
(n)
max(n)−mn = 2n− 1,
which means that the procedure ℓ→ ℓ′ is (5.27). So, we have
ℓ′ = (h(n)max(2)−m2 − 1, . . . , h(n)max(n− 1)−mn−1 − 1, 2n− 2−m1) = h(n−1)max − t,
which implies that for 1 ≤ i ≤ n− 2 and i+ 1 < j ≤ 2n− 1− (i+ 1)
α
(ℓ)
i+1,j(x1, . . . , xn) = α
(ℓ′)
i,j−1(x2, . . . , xn)(5.61)
from Lemma 5.18. Also, by the definition of α
(ℓ)
i,j we have
(5.62) α
(ℓ)
1,n = α1,n = x1 − xn.
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To show (5.60), we prove that
α
(ℓ)
1,n−p(x1, . . . , xn) ≡ ±α(ℓ
′)
n−1,h
(n−1)
max (n−1)−p+1
(x2, . . . , xn) mod x1 + xn(5.63)
for 1 ≤ p < m1. Putting ℓ = ℓ(1) and ℓ′ = ℓ′(1), we consider the procedures:
ℓ = ℓ(1) → ℓ(2) → · · · ;
ℓ′ = ℓ′(1) → ℓ′(2) → · · · .
Note that ℓ′(i) = ℓ(i+1) if they are defined. Then, one see that we can define the procedures
ℓ′ = ℓ′(1) → ℓ′(2) → · · · → ℓ′(p) → ℓ′(p+1) → · · · → ℓ′(m1−1) → ℓ′(m1),
and each step is either (5.25) or (5.26) by inductive argument. In fact, the last coordinate
ℓ
′(p)
n−p of ℓ
′(p) for 1 ≤ p < m1 is inductively given by
ℓ
′(p)
n−p = 2n− 2−m1 − (p− 1) < 2n− 2− p− (p− 1) = 2(n− p)− 1,
which implies that ℓ′(p) → ℓ′(p+1) is either (5.25) or (5.26). Equivalently, we can define the
procedures
ℓ = ℓ(1)
(5.27)−−−→ ℓ(2) (5.25) or (5.26)−−−−−−−−−→ · · · (5.25) or (5.26)−−−−−−−−−→ ℓ(m1) (5.25) or (5.26)−−−−−−−−−→ ℓ(m1+1).
Hence by this, one has
α
(ℓ)
1,n−p(x1, . . . , xn) =
{
xp+1 if ℓ
(p+1) (5.26)−−−→ ℓ(p+2)
x1 − xp+1 if ℓ(p+1) (5.25)−−−→ ℓ(p+2)
and
α
(ℓ′)
n−1,h
(n−1)
max (n−1)−p+1
(x2, . . . , xn) = α
(ℓ′)
n−1,2(n−1)−p(x2, . . . , xn)
=
{
xp+1 if ℓ
′(p) (5.26)−−−→ ℓ′(p+1)
xp+1 + xn if ℓ
′(p) (5.25)−−−→ ℓ′(p+1)
for 1 ≤ p < m1. This implies (5.63). Thus, from (5.62), (5.63), and (5.61), we obtain that
v(h˜n)m =α
(ℓ)
1,n(x1, . . . , xn) · α(ℓ)1,n−1(x1, . . . , xn) · · ·α(ℓ)1,n−m1+1(x1, . . . , xn)
· ( n−1∏
i=2
α
(ℓ)
i,h
(n)
max(i)
(x1, . . . , xn) · · ·α(ℓ)
i,h
(n)
max(i)−mi+1
(x1, . . . , xn)
)
=(x1 − xn) · α(ℓ)1,n−1(x1, . . . , xn) · · ·α(ℓ)1,n−m1+1(x1, . . . , xn)
· ( n−2∏
i=1
α
(ℓ)
i+1,h
(n)
max(i+1)
(x1, . . . , xn) · · ·α(ℓ)
i+1,h
(n)
max(i+1)−mi+1+1
(x1, . . . , xn)
)
≡± (x1 − xn) · α(ℓ
′)
n−1,h
(n−1)
max (n−1)
(x2, . . . , xn) · · ·α(ℓ
′)
n−1,h
(n−1)
max (n−1)−(m1−1)+1
(x2, . . . , xn)
· ( n−2∏
i=1
α
(ℓ′)
i,h
(n−1)
max (i)
(x2, . . . , xn) · · ·α(ℓ
′)
i,h
(n−1)
max (i)−mi+1+1
(x2, . . . , xn)
)
mod x1 + xn (by Lemma 5.18)
=± (x1 − xn) · v(h
(n−1)
max )
t (x2, . . . , xn) (because tn−1 = m1 − 1, ti = mi+1 for 1 ≤ i ≤ n− 2)
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=± 2xn · v(h
(n−1)
max )
t (x2, . . . , xn) mod x1 + xn,
which proved (5.60). Hence, the injection RD
′
(n−1)
×xn−֒−→ RD′(n−1)(n− 1) in (5.56) maps the
set in (5.59) to the following set
(5.64) {v(h˜n)m | mn = 0, 0 < m1 ≤ n− 1, 0 ≤ mi ≤ h(n)max(i)− i (2 ≤ i ≤ n− 1)}
up to non-zero scalar multiplication. Therefore, from the exact sequence (5.56) we obtain
an additive basis of RD
′
(n−1)(n− 1) as the union of the set in (5.58) and the set in (5.64).
This proved that the image of the set in (5.53) under the surjection R
D(n)
h˜n
։ RD
′
(n−1)(n−1)
in the exact sequence (5.46) forms an additive basis for the ring RD
′
(n−1)(n−1), as desired.
Claim 3 The set {v(h˜j)m | 0 ≤ mi ≤ h˜j(i)− i} forms a basis of RD(n)h˜j for n ≤ j ≤ 2n− 2.
We prove Claim 3 by induction on j. As the base case j = n, it is exactly Claim 2.
Now we assume that j > n and Claim 3 holds for j−1. It suffices to show that the union
of the following two sets
{v(h˜j)m | m1 = 0, 0 ≤ mi ≤ h(n)max(i)− i (2 ≤ i ≤ n)} and(5.65)
{v(h˜j)m | 0 < m1 ≤ j − 1, 0 ≤ mi ≤ h(n)max(i)− i (2 ≤ i ≤ n)},(5.66)
forms a basis of R
D(n)
h˜j
. By the inductive assumption on j, we can take an additive basis
of R
D(n)
h˜j−1
as the set
{v(h˜j−1)s | 0 ≤ si ≤ h˜j−1(i)− i (1 ≤ i ≤ n)}.(5.67)
For m = (m1, . . . , mn) with 0 < m1 ≤ j − 1 and 0 ≤ mi ≤ h˜j(i)− i (2 ≤ i ≤ n), we set
s = (s1, . . . , sn) by s1 = m1− 1 and si = mi for 2 ≤ i ≤ n. Note that 0 ≤ si ≤ h˜j−1(i)− i
for 1 ≤ i ≤ n. From the definition of α(ℓ)i,j , we have α(h˜j−m)1,j = α1,j = x1 + x2n−j since
k := n− j + 1 ≤ 0. Thus, by the similar argument of Claim 1 we have
(x1 + x2n−j) · v(h˜j−1)s = v(h˜j)m ,
which implies that the injection R
D(n)
h˜j−1
×(x1+x2n−j)−֒−−−−−−→ RD(n)
h˜j
in the exact sequence (5.47)
maps the set in (5.67) to the set in (5.66).
Hence, it is enough to prove that the image of the set in (5.65) under the surjection
R
D(n)
h˜j
։ RD
′
(n−1)(2n− j − 1) in the exact sequence (5.47) forms an additive basis for the
ring RD
′
(n−1)(2n− j − 1). In what follows, we write v(h˜j)m for the image of v(h˜j)m under the
surjection R
D(n)
h˜j
։ RD
′
(n−1)(2n − j − 1). In order to prove this, we consider the exact
sequence (5.35) for n− 1:
(5.68) 0→ RD′(n−1) ×x2n−j−−−−→ RD′(n−1)(2n− j − 1)→ R(B′′(n−2),D′′(n−2))(2n− j − 1)→ 0,
where we regard the variables in the rings above RD
′
(n−1) , RD
′
(n−1)(2n−j−1) as x2, . . . , xn,
and the variables in R(B
′′
(n−2)
,D′′
(n−2)
)(2n− j − 1) as x2, . . . , x̂2n−j , . . . , xn.
From Proposition 5.22 we can take a basis of R(B
′′
(n−2)
,D′′
(n−2)
)(2n− j − 1) as the set
{w(2n−j−1)m′ (x2, . . . , x̂2n−j, . . . , xn) | 0 ≤ m′i ≤ 2(n− 2− i) + 1 (1 ≤ i ≤ n− 2)}.(5.69)
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For m = (m1, . . . , mn) with m1 = 0, mn = 0, and 0 ≤ mi ≤ h(n)max(i) − i (2 ≤ i ≤ n− 1),
we set m′ = (m′1, . . . , m
′
n−2) by m
′
i = mi+1 for 1 ≤ i ≤ n− 2. Note that
0 ≤ m′i ≤ h(n)max(i+ 1)− (i+ 1) = 2n− 1− (i+ 1)− (i+ 1) = 2(n− 2− i) + 1
for 1 ≤ i ≤ n− 2. For ℓ := h˜j −m = (j, h(n)max(2)−m2, . . . , h(n)max(n− 1)−mn−1, 2n− 1),
we do not define ℓ′ such that ℓ→ ℓ′ because of (5.29). So, we have
v(h˜j)m =
n−1∏
i=2
αDn
i,h
(n)
max(i)
(x1, . . . , xn) · · ·αDn
i,h
(n)
max(i)−mi+1
(x1, . . . , xn)
=
n−2∏
i=1
α
Dn−1
i,h
(n−1)
max (i)
(x2, . . . , xn) · · ·αDn−1
i,h
(n−1)
max (i)−m
′
i+1
(x2, . . . , xn) (from Lemma 5.18).
Thus, the surjection RD
′
(n−1)(2n−j−1)։ RD′(n−1)(2n−j−1)/(x2n−j) ∼= R(B
′′
(n−2)
,D′′
(n−2)
)(2n−
j − 1) in (5.68) sends v(h˜j)m to
n−2∏
i=1
α
Dn−1
i,h
(n−1)
max (i)
(x2, . . . , x̂2n−j, . . . , xn) · · ·αDn−1
i,h
(n−1)
max (i)−m′i+1
(x2, . . . , x̂2n−j , . . . , xn)
=w
(2n−j−1)
m′ (x2, . . . , x̂2n−j , . . . , xn).
Hence, the surjection RD
′
(n−1)(2n− j − 1)։ R(B′′(n−2),D′′(n−2))(2n− j − 1) in (5.68) maps a
set
(5.70) {v(h˜j)m | m1 = 0, mn = 0, 0 ≤ mi ≤ h(n)max(i)− i (2 ≤ i ≤ n− 1)}
to the set in (5.69).
On the other hand, by the inductive assumption on n, we can take a basis of RD
′
(n−1)
as the set
{v(h(n−1)max )t (x2, . . . , xn) | 0 ≤ ti ≤ h(n−1)max (i)− i (1 ≤ i ≤ n− 1)}.(5.71)
For m = (m1, . . . , mn) with m1 = 0, mn > 0, and 0 ≤ mi ≤ h(n)max(i) − i (2 ≤ i ≤ n),
we set t = (t1, . . . , tn−1) by ti = mi+1 for 1 ≤ i ≤ n − 2 and tn−1 = mn − 1. Note that
0 ≤ ti ≤ h(n−1)max (i)− i for 1 ≤ i ≤ n− 1. Then we show that
(5.72) v(h˜j)m (x1, . . . , xn) ≡ −x2n−j · v(h
(n−1)
max )
t (x2, . . . , xn) mod x1 + x2n−j .
Let ℓ = h˜j −m. Then the first and the last coordinates ℓ1 and ℓn of ℓ are given by
ℓ1 = j −m1 = j ≥ n+ 1,
ℓn = h
(n)
max(n)−mn < h(n)max(n) = 2n− 1,
which means that the procedure ℓ→ ℓ′ is (5.26). So, we have
(5.73) α
(ℓ)
n,2n−1 = x1.
Also, ℓ′ is defined by
ℓ′ = (h(n)max(2)−m2 − 1, . . . , h(n)max(n)−mn − 1) = h(n−1)max − t,
which implies that for 1 ≤ i ≤ n− 2 and i+ 1 < j ≤ 2n− 1− (i+ 1)
α
(ℓ)
i+1,j(x1, . . . , xn) = α
(ℓ′)
i,j−1(x2, . . . , xn),(5.74)
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and
α
(ℓ)
n,2n−(r+1)(x1, . . . , xn) = α
(ℓ′)
n−1,2(n−1)−r(x2, . . . , xn)(5.75)
for 1 ≤ r ≤ n− 2 by Lemma 5.18. Thus, we obtain from (5.73), (5.74), and (5.75) that
v(h˜j)m =
( n−1∏
i=2
α
(ℓ)
i,h
(n)
max(i)
(x1, . . . , xn) · · ·α(ℓ)
i,h
(n)
max(i)−mi+1
(x1, . . . , xn)
)
· α(ℓ)
n,h
(n)
max(n)
(x1, . . . , xn) · α(ℓ)
n,h
(n)
max(n)−1
(x1, . . . , xn) · · ·α(ℓ)
n,h
(n)
max(n)−mn+1
(x1, . . . , xn)
=
( n−2∏
i=1
α
(ℓ)
i+1,h
(n)
max(i+1)
(x1, . . . , xn) · · ·α(ℓ)
i+1,h
(n)
max(i+1)−mi+1+1
(x1, . . . , xn)
)
· x1 · α(ℓ)
n,h
(n)
max(n)−1
(x1, . . . , xn) · · ·α(ℓ)
n,h
(n)
max(n)−mn+1
(x1, . . . , xn)
=x1 ·
( n−2∏
i=1
α
(ℓ′)
i,h
(n−1)
max (i)
(x2, . . . , xn) · · ·α(ℓ
′)
i,h
(n−1)
max (i)−mi+1+1
(x2, . . . , xn)
)
· α(ℓ′)
n−1,h
(n−1)
max (n−1)
(x2, . . . , xn) · · ·α(ℓ
′)
n−1,h
(n−1)
max (n−1)−mn+2
(x2, . . . , xn)
=x1 · v(h
(n−1)
max )
t (x2, . . . , xn) (because tn−1 = mn − 1, ti = mi+1 for 1 ≤ i ≤ n− 2)
=− x2n−j · v(h
(n−1)
max )
t (x2, . . . , xn) mod x1 + x2n−j ,
which proved (5.72). Hence, the injection RD
′
(n−1)
×x2n−j−֒−−−→ RD′(n−1)(2n − j − 1) in (5.68)
maps the set in (5.71) to the following set
(5.76) {v(h˜j)m | m1 = 0, mn > 0, 0 ≤ mi ≤ h(n)max(i)− i (2 ≤ i ≤ n)}
up to sign. Therefore, from the exact sequence (5.68) we obtain an additive basis of
RD
′
(n−1)(2n − j − 1) as the union of the set in (5.70) and the set in (5.76). This proved
that the image of the set in (5.65) under the surjection R
D(n)
h˜j
։ RD
′
(n−1)(2n−j−1) in the
exact sequence (5.47) forms an additive basis for the ring RD
′
(n−1)(2n− j − 1), as desired.
We proved Claim 3. In particular, the case when j = 2n− 2 of Claim 3 means that the
classes v
(h
(n)
max)
m with 0 ≤ mi ≤ h(n)max(i)− i, form an additive basis for the ring RD(n) under
the assumption that RD(n) is Artinian. This completes the proof. 
5.5. Type G2. A Hessenberg function for type G2 is defined to be a function h :
{1, 2, 3} → {1, 2, . . . , 6} satisfying the following conditions
(1) 1 ≤ h(1) ≤ 6, 2 ≤ h(2) ≤ 3, h(3) = 3,
(2) if h(1) ≥ 3, then h(2) = 3.
We frequently write a Hessenberg function by listing its values in sequence, that is, h =
(h(1), h(2), h(3)). We denote positive roots by
α1,2 = x1 − x2, α1,3 = −x1 + x3, α1,4 = −x2 + x3,
α1,5 = x1 − 2x2 + x3, α1,6 = −x1 − x2 + 2x3,
α2,3 = −2x1 + x2 + x3.
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Under the decomposition Φ+G2 = Φ
+
1
∐
Φ+2 , one can see that the set of lower ideals I ⊂
Φ+G2 and the set of Hessenberg functions h for type G2 are in one-to-one correspondence
which sends I to hI in (5.3). Note that we extends a Hessenberg function hI : {1, 2} →
{1, 2, . . . , 6} to hI : {1, 2, 3} → {1, 2, . . . , 6} with hI(3) = 3.
Polynomials fG2i,j given in [4] are defined as follows
2:
fG21,1 = −x2 + x3, fG22,2 = x3, fG23,3 = x1 + x2 + x3;
fG21,j =
(
j∏
ℓ=2
α1,ℓ
)
(−x2 + x3) for 2 ≤ j ≤ 6;
fG22,3 = x
2
1 + x
2
2 + x
2
3.
In what follows, we may denote fG2i,j by fi,j for simplicity.
Theorem 5.23. ([4, Corollary 10.18]) Let h be a Hessenberg function for type G2 and
Hess(N, h) the associated regular nilpotent Hessenberg variety. Then there is an isomor-
phism of graded R-algebras
H∗(Hess(N, h)) ∼= R[x1, x2, x3]/(fG21,h(1), fG22,h(2), fG23,h(3))
which sends each root α to the Euler class e(Lα).
Now we construct an explicit basis of the cohomology H∗(Hess(N, h)) in type G2 using
Theorem 5.23. By abuse of notation, we denote by α the Euler class e(Lα)|Hess(N,h) for
arbitrary h.
Theorem 5.24. Let h be a Hessenberg function for type G2 and Hess(N, h) the associ-
ated regular nilpotent Hessenberg variety. We fix a permutation w(i) on a set {i + 1, i +
2, . . . , h(i)} for each i = 1, 2. Then, the following classes
(5.77)
2∏
i=1
αi,w(i)(h(i)) · αi,w(i)(h(i)−1) · · ·αi,w(i)(h(i)−mi+1),
with 0 ≤ mi ≤ h(i) − i, form a basis for the cohomology H∗(Hess(N, h)) over R. Here,
we take the convention αi,w(i)(h(i)) · αi,w(i)(h(i)−1) · · ·αi,w(i)(h(i)−mi+1) = 1 whenever mi = 0.
We first prove Theorem 5.24 for the case h = (6, 3, 3), namely Hess(N, h) = G/B the
flag variety for type G2.
Lemma 5.25. If Theorem 5.24 is true for h = (6, 3, 3), then Theorem 5.24 is true for
arbitrary h.
Proof. It is enough to prove that the classes in (5.77) are linearly independent in the
cohomology H∗(Hess(N, h)) from (5.4). We proceed by decreasing induction on the di-
mension
∑3
i=1(h(i)−i) of Hess(N, h). The base case Hess(N, h) = G/B is the assumption
of Lemma 5.25. Now suppose Hess(N, h) ( G/B. Also suppose by induction that the
claim is proved for h′ with Hess(N, h) ( Hess(N, h′). For a Hessenberg function h, we
can take a Hessenberg function h′ such that h′(k) = h(k) + 1 for some k and h′(i) = h(i)
2Strictly speaking, fG2i,j above is equal to that in [4] modulo x1 + x2 + x3.
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for any i 6= k. The image of (5.6) under the Gysin map ι! in (3.1) is given (possibly up
to non-zero scalar multiplication) by
(5.78) αk,h′(k) ·
(
2∏
i=1
αi,w(i)(h(i)) · αi,w(i)(h(i)−1) · · ·αi,w(i)(h(i)−mi+1)
)
from the commutative diagram (3.13). These classes in (5.78) are linearly independent
in H∗(Hess(N, h′)) by the inductive assumption. From this together with Lemma 3.7
the classes in (5.6) are linearly independent in H∗(Hess(N, h)), so this completes the
proof. 
Proof of Theorem 5.24. From Lemma 5.25 it is enough to prove Theorem 5.24 for h =
(6, 3, 3), namely Hess(N, h) = G/B the flag variety for type G2.
It is enough to prove that the classes in (5.77) are linearly independent in H∗(G/B)
from (5.4). Suppose that there exist real numbers cm, not all zero, such that
(5.79)∑
m=(m1,m2)
0≤m1≤5, 0≤m2≤1
cm
(
2∏
i=1
αi,w(i)(h(i)) · αi,w(i)(h(i)−1) · · ·αi,w(i)(h(i)−mi+1)
)
= 0 in H∗(G/B).
Then, we lead a contradiction. Let m◦1 be the minimum of m1 such that m = (m1, m2)
with cm 6= 0. Since f1,6 =
(∏6
ℓ=2 α1,ℓ
)
(−x2 + x3), we have
(5.80)
(
6∏
ℓ=2
α1,w(1)(6−ℓ+2)
)
(−x2 + x3) =
(
6∏
ℓ=2
α1,ℓ
)
(−x2 + x3) = 0 in H∗(G/B).
Multiplying the both sides of (5.79) by the product
∏6
ℓ=m◦1+3
(α1,w(1)(6−ℓ+2))(−x2+x3), we
have
(5.81) g′′ · ( ∑
m=(m1,m2)
m1=m
◦
1
, 0≤m2≤1
cm
(
αi,w(2)(h(2)) · · ·αi,w(2)(h(2)−m2+1)
) )
= 0 in H∗(G/B).
where g′′ is a polynomial defined by
g′′ :=
∏
2≤ℓ≤6
ℓ 6=m◦
1
+2
(α1,w(1)(6−ℓ+2))(−x2 + x3).
Let g′ := α1,w(1)(6−m◦1) and f1,6 := g
′ · g′′ in R[x1, x2, x3]. Then, from Lemma 4.3 we obtain
an injective multiplication map
(5.82) × g′′ : R[x1, x2, x3]/(g′, f2,3, f3,3) →֒ R[x1, x2, x3]/(f1,6, f2,3, f3,3).
From (5.81) together with the injectivity of the multiplication map of (5.82), we have
(5.83) ∑
m=(m1,m2)
m1=m
◦
1
, 0≤m2≤1
cm
(
αi,w(2)(h(2)) · · ·αi,w(2)(h(2)−m2+1)
)
= 0 in R[x1, x2, x3]/(g
′, f2,3, f3,3).
However, one can see that R[x1, x2, x3]/(g′, f2,3, f3,3) ∼= R[x1]/(x21). Thus, the linear rela-
tion in (5.83) is a contradiction. Therefore, we proved Theorem 5.24. 
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6. Poincare´ duals
In Section 5 we construct a basis for the cohomology ring of a regular nilpotent Hessen-
berg variety Hess(N, h) in classical types and type G2. In this section, we explain that this
basis is, in fact, an extended basis of all Poincare´ duals [Hess(N, h′)] ∈ H∗(Hess(N, h)) of
smaller regular nilpotent Hessenberg varieties Hess(N, h′) with h′ ⊂ h. In particular, all
of the classes [Hess(N, h′)] ∈ H∗(Hess(N, h)) with h′ ⊂ h, are linearly independent.
In Theorems 5.4, 5.9, 5.12, and 5.24, we take a permutation w(i) on a set {i + 1, i +
2, . . . , h(i)} as the identity map. Then the class in (5.6), (5.17), (5.20), (5.77) is denoted
by v
(h)
m on each type, namely
(6.1) v(h)m :=
n∏
i=1
αi,h(i) · αi,h(i)−1 · · ·αi,h(i)−mi+1.
For a smaller Hessenberg function ideal h′ ⊂ h, we take
m = h− h′,
which means that mi = h(i) − h′(i) for 1 ≤ i ≤ n. The class in (6.1) for m = h − h′ is
the Poincare´ dual [Hess(N, h′)] in H∗(Hess(N, h)) up to a non-zero scalar multiplication
from Lemma 3.7.
On the other hand, the class v
(h)
m in (5.30) for type Dn for m = h − h′ is also the
Poincare´ dual [Hess(N, h′)] in H∗(Hess(N, h)) up to a non-zero scalar multiplication from
Lemma 3.7. In fact, putting ℓ = h−m = h′, we claim that α(ℓ)i,j = αi,j for h′(i) + 1 ≤ j ≤
h(i). Note that if we define the procedure ℓ → ℓ′, then ℓ′ is the Hessenberg function for
type Dn−1 because ℓ is a Hessenberg function for type Dn. One can see that the claim
for i ≤ n − 1 reduces to the case when i = 1 as follows. We may assume that ℓ → ℓ′ is
defined because of Lemma 5.18 and αDni,j (x1, . . . , xn) = α
Dn−1
i−1,j−1(x2, . . . , xn). Then, we have
α
(ℓ)
i,j (x1, . . . , xn) = α
(ℓ′)
i−1,j−1(x2, . . . , xn) by Lemma 5.18 again. Since ℓ
′ is the Hessenberg
function for type Dn−1 and α
Dn
i,j (x1, . . . , xn) = α
Dn−1
i−1,j−1(x2, . . . , xn), the claim for i ≤ n−1
reduces to the case when i = 1, as desired. Now we show that α
(ℓ)
1,j = α1,j . We may assume
that ℓ
(5.27)−−−→ ℓ′. Then, we have ℓn = 2n− 1 and ℓ1 = n− 1 since ℓ = h′ is the Hessenberg
function. Hence, one has k := n − j + 1 ≤ n − (h′(1) + 1) + 1 = n − ℓ1 = 1 which
implies that α
(ℓ)
1,j = α1,j. For i = n, we show that α
(ℓ)
n,2n−r = αn,2n−r. Similar argument,
one can see that this equality reduces to the case when r = 1 from Lemma 5.18. Thus, it
suffices to show that α
(ℓ)
n,2n−1 = αn,2n−1. If ℓn < 2n− 1, then ℓ1 ≤ n because ℓ = h′ is the
Hessenberg function. Hence, the case ℓ
(5.26)−−−→ ℓ′ can not be happen, which implies that
α
(ℓ)
n,2n−1 = αn,2n−1. Thus, we proved that α
(ℓ)
i,j = αi,j for h
′(i) + 1 ≤ j ≤ h(i). Therefore,
the class v
(h)
m in (5.30) for type Dn for m = h − h′ is the Poincare´ dual [Hess(N, h′)] in
H∗(Hess(N, h)) up to a non-zero scalar multiplication.
For types F4 and E6, using an explicit presentation of the cohomology ring of a regular
nilpotent Hessenberg variety in [8, Corollary 7.2], we can prove the linear independence
of the Poincare´ duals by Maple3. We summary as follows.
3The program is available at https://researchmap.jp/ehrhart/Database/.
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Theorem 6.1. Let h be a Hessenberg function and Hess(N, h) the associated regular
nilpotent Hessenberg variety in types An−1, Bn, Cn, Dn, E6, F4, G2. Then, the set of the
Poincare´ duals
{[Hess(N, h′)] ∈ H∗(Hess(N, h)) | h′ ⊂ h}
is linearly independent.
Finally, we end this paper with the following.
Conjecture 6.2. Theorem 6.1 is also true for types E7, E8.
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