Branching fraction measurements from Fourier transform spectra in conjunction with published radiative lifetimes are used to determine transition probabilities for 263 lines of neutral chromium. These laboratory values are employed to derive a new photospheric abundance for the Sun: log ǫ(Cr I) ⊙ = 5.64±0.01 (σ = 0.07). These Cr I solar abundances do not exhibit any trends with line strength nor with excitation energy and there were no obvious indications of departures from LTE. In addition, oscillator strengths for singly-ionized chromium recently reported by the FERRUM Project are used to determine: log ǫ(Cr II) ⊙ = 5.77±0.03 (σ = 0.13). Transition probability data are also applied to the spectra of three stars: HD 75732 (metal-rich dwarf), HD 140283 (metal-poor subgiant), and CS 22892-052 (metal-poor giant). In all of the selected stars, Cr I is found to be underabundant with respect to Cr II. The possible causes for this abundance discrepancy and apparent ionization imbalance are discussed.
INTRODUCTION
Accurate abundances are a key component necessary to understand stellar chemical evolution. The derivation of reliable abundance values requires precise atomic data (i.e. radiative lifetimes, branching ratios, and transition probabilities). Early laboratory efforts to determine these atomic parameters began decades ago. Now with advances in astronomical instrumentation, the accuracy of the atomic parameters has become a main source of uncertainty in the abundance determination. New investigations are underway which employ modern laboratory techniques to facilitate the extension and the improvement of these previous measurements of atomic data.
Chromium is a member of the iron peak group (Z = 24) with one dominant isotope ( 52 Cr). The synthesis of chromium is directly dependent on iron as the parent nucleus of 52 Cr is 52 Fe (e.g. Nakamura et al. 1999) . Prior to the mid-90's, abundance surveys found [Cr/Fe] ≃ 0 for stars across the entire range of metallicity (e.g. Magain 1989 , Ryan et al. 1991 , Gratton & Sneden 1991 . Taking into consideration both the nucleosynthetic linkage and the observational data, [Cr/Fe] was believed to remain at its solar ratio independent of metallicity. However McWilliam et al. (1995) examined abundances in a sample of extremely metal-poor stars, finding that [Cr/Fe] ∼ 0 until approximately [Fe/H] = −2.5, and then starts to decrease steadily with [Fe/H] . Additional observations by Cayrel et al. (2004) and Aoki et al. (2005) supported this finding. Note that most of these abundance analyses employed only Cr I transitions.
The literature contains multiple studies of Cr oscillator strengths. The major investigations include those of Wujec & Weniger (1981;  Cr I/II), Tozzi et al. (1985; Cr I) and Blackwell et al. (1984a Blackwell et al. ( , 1986 Cr I) . A new study of transition probabilities for singlyionized chromium from the FERRUM Project has recently been published (Nilsson et al. 2006) . These Cr II results provided motivation for us to undertake a new study of Cr I oscillator strengths. Together, these two sets of high-quality transition probability data would allow for the accurate re-determination of the Cr abundance in the solar photosphere and examination of its ionization equilibrium.
In §2, we briefly summarize the radiative lifetimes employed in our work. §3 contains a description of our use of National Solar Observatory (NSO) digital archive spectra to measure Cr I branching fractions and a list of our new Cr I oscillator strengths. A report of our determinations of the Cr abundance in Sun and three other stars is found in §4, along with a discussion of the implications of our Cr abundance analysis. limit of 0.01 cm −1 , and (4) spectrum recording capability of 10 6 points in 10 minutes (Brault 1976) . The FTS interferogram is a simultaneous measurement on spectral resolution elements from the UV to near IR. This gives the FTS an advantage over single-channel, sequentiallyscanned grating monochromators which are more vulnerable to branching fraction errors from drifts in source performance.
We performed a search of all spectra in the publicly-accessible digital archives of the NSO. Numerous chromium spectra were located, however based on various selection criteria (i.e. range of lamp currents and relatively low buffer gas pressures) only seven were deemed acceptable. General characteristics of the spectral data set include: hollow cathode discharge (HCD) lamp sources with fused silica windows, argon or neon fills, interferograms with multiple co-adds, applied currents in the range 0.1-1.5 A, and buffer gas pressures in the range of 0.65-4.00 Torr. Details regarding the chosen spectra may be found in Table 2 . The majority of spectra were recorded at high discharge currents. Though high current spectra yield good S/N measurements of weak lines, radiation trapping or optical depth effects arise. For instance, spectra 3-5 have serious problems of this sort even for emission lines terminating on Cr levels with 1 eV excitation potentials. Spectrum 6, although not the lowest current spectrum, has minimal optical depth problems for Cr I lines to the 1 eV lower levels. In order to resolve these optical depth problems and to improve the radiometric calibration in the near IR, we made some additional laboratory measurements with a grating spectrometer which will be described in §3.1.
Essential to the branching ratio measurement is the accurate determination of the relative radiometric calibration or efficiency of the FTS. In effect, the radiometric efficiency is the quantification of the FTS instrument response. A methodology to arrive at a radiometric calibration has been established by Adams & Whaling (1981) which involves the use of selected sets of Ar I and Ar II lines in the range 4300-35,000 cm −1 . Confirmation and refinement of these lists of Ar I and Ar II branching ratios have subsequently been done by Danzmann & Kock (1982) , Hashiguchi & Hasikuni (1985) and Whaling et al. (1993) . The apparent intensity of subsets of Ar I and Ar II lines from a common upper level divided by the branching ratios of these lines is used to determine the FTS radiometric efficiency as a function of wavenumber. The radiometric calibration includes efficiency variations as a function of wavenumber from the optical components of the FTS and lamp system. Calibrations based solely on the Ar line technique were used for spectra 1, 2, and 6. Spectra of the Kitt Peak Optronics 15 A tungsten strip lamp were recorded during the 1984 run shortly before and after the Cr-Ne hollow cathode lamp spectra. This tungsten filament lamp is a secondary standard with a known spectral radiance and its spectra were used to establish a relative radiometric calibration of Cr-Ne spectra 3, 4, and 5 from 1984. A spectrum of a 6.25 A tungsten filament lamp from March 25, 1980 was used to smooth the Ar line cali-bration of spectrum 7 from the same date. We do not have access to the calibration curve for this standard lamp, but we were able to reconstruct a calibration using other archived FTS data from the same period. Note that tungsten filament lamp calibrations are most useful near the decline in FTS sensitivity at 12,500 cm −1 (attributed to the aluminum mirror coatings), and between 10,000 and 8,000 cm −1 , where the response of the silicon detector rapidly diminishes.
All possible transition wavenumbers between the known energy levels of Cr I satisfying both the parity change and ∆J = 0, ±1 selection rules were computed and used during the analysis of the FTS data. Energy Levels from Sugar & Corliss (1985) were used to determine all possible transition wavenumbers. Spectral features at these wavenumbers were numerically integrated to determine apparent line intensities that are subsequently divided by the relative radiometric calibration to yield branching ratios.
The procedure for determining branching fraction uncertainties has been extensively described in Wickliffe et al. (2000) . Branching fractions from a given upper level are defined to sum to unity, thus a dominant line from an upper level has small branching fraction uncertainty almost by definition. Branching fractions for weaker lines near the dominant line(s) tend to have uncertainties limited by their signal-to-noise ratios. Systematic uncertainties in the radiometric calibration are typically the most serious source of uncertainty for widely-spaced lines from a common upper level.
Branching fraction measurements were completed on 65 of the 131 levels from the lifetime experiment. Some of the levels for which branching fractions could not be obtained have significant branches which fall outside the spectral coverage region of the FTS configuration. The division of the branching fractions by the radiative lifetimes results in the transition probabilities for chromium lines. Table 3 presents oscillator strengths for 263 transitions of Cr I. Note that the table omits transition probability data for a few weak lines from selected upper levels. These omissions are due to excessively large uncertainties from low S/N, blending issues, and some calibration problems for weak lines widely separated from dominant branches connected to the same upper level. Branching fractions of strong lines were corrected using our rough measurements on the omitted weak lines. Inaccuracies in the branching fractions of the weak lines have negligible effect on the accuracy of the branching fractions for the strong lines. The branching fraction uncertainty was combined in quadrature with the radiative lifetime uncertainty to yield the transition probability uncertainty shown in Table 3 .
Grating Spectrometer Measurements
Supplemental measurements were made using a 0.5m focal length grating spectrometer equipped with a set of dye and interference filters and a diode detector array. The purpose of these supplemental measurements was to verify and improve the IR radiometric calibration of the primary FTS data as well as further investigate the optical depth problems in a small portion of this data. We used small, sealed Cr-Ne and Cr-Ar hollow cathode lamps, which are standardly found in atomic absorption spectrophotometers. To eliminate optical depth concerns during these measurements, the operational discharge current was limited to a range of 1.0-4.0 mA. Two diffraction gratings were used: a first-order 1200 groove/mm grating for broad coverage in a single exposure and an echelle grating with 316 groove/mm and a 63 degree blaze for high spectral resolution. A tungsten-quartz-halogen lamp was employed to calibrate the radiometric response of the spectrometer system (which included filters used to suppress scattered radiation). Special attention was devoted to optical depth effects in the z 5 P to a 5 S and z 5 P to a 5 D multiplets. In the solar Cr abundance determination of Blackwell et al. (1987) , these multiplets were specifically mentioned and will be discussed in further detail in §4.4.
Spot checks with the grating spectrometer were performed on the the longest wavelength z 5 F to a 5 G multiplets. These re-measurements indicated that in the IR, FTS data calibrated with the Optronic 15 A tungsten strip lamp were more accurate than those calibrated with the Ar I/II line method. This is in part due to the weakness of the Ar I lines at high discharge currents. However, the overwhelming majority of final transition probabilities listed in Table  3 are derived from FTS spectra.
Theoretical Transition Probabilities
Some of the high spin levels of transition metals such as Cr display relatively pure LS or Russell-Saunders coupling. We have used the standard LS formulae from Condon & Shortley (1935) with a frequency cubed correction to compute transition probabilities for selected multiplets in Table 3 . The absolute scale of the transition probabilities of each multiplet was normalized to match one line in the multiplet. The lines used for these normalizations are labeled with a "N" in Table 3 . As shown, the A-values from LS-coupling computations agree well with those from experiment (where the average and rms values of (A Exp − A LScalc )/A Exp are found to be 0.011 and 0.084 respectively).
Comparison to Previous Studies
Numerous investigations of oscillator strengths for neutral chromium have been made with a variety of techniques. Significant experimental initiatives in this vein include the pioneering work of Corliss & Bozmann (1962) , the shock tube approach of Wolnik et al. (1968 Wolnik et al. ( , 1969 , and the arc emission method of Wujec & Weniger (1981) . Theoretical determinations of Cr I transition probabilities have been done by Biémont (1974) and Kurucz & Peytremann (1975) . Here, we focus on comparisons with two more recent sets of measurements: the hook and emission method of Tozzi et al. (1985) and the furnace absorption technique of Blackwell et al. (1984a Blackwell et al. ( , 1986 . We also comment on the relationship of our gf data to those of the NIST critical compilation.
Oscillator strengths for 60 Cr I lines (which originate from 14 different upper levels) were reported by Tozzi et al. (1985) . Measurements of branching fractions were done with the hook and emission method. The Tozzi et al. branching fractions were combined with the radiative lifetimes from Kwiatkowski et al. (1981) to yield the gf values with an internal accuracy of 7%. Figure 1 shows the differences between the log gf values from Tozzi et al. (1985) and those from our work, as a function of wavelength, transition probability, and upper level transition energy. Overall, the agreement between their values and ours is quite good. A minor trend in wavelength is seen in the upper panel of Figure 1 : the agreement between the two data sets worsens as wavelength increases. The lower panel of Figure 1 displays a similar trend with E upper . We have 41 transitions in common with Tozzi et al. with the average and rms values of log(gf ) T ozzi − log(gf ) Sobeck calculated to be −0.01 and 0.04 respectively.
With the use of the furnace absorption technique, the Blackwell group published two papers (1984a, 1986) on Cr I oscillator strengths. The yield of the two efforts was 102 Cr I oscillator strengths from 38 different upper levels with an internal accuracy claim of better than 1%. NIST has assembled a collection of Cr I transition probability data from 11 different sources (Martin et al. 1988) . Classification of oscillator strengths in terms of accuracy is done by NIST as follows: A ≤ 3%, B ≤ 10%, C ≤ 25%, D ≤ 50%, and E > 50%. Figure 3 presents our data in comparison to the NIST compilation. We share 155 transitions with the NIST compilation with the average and rms values of log(gf ) N IST − log(gf ) Sobeck tabulated to be +0.05 and 0.12 respectively. A specific breakdown of the average and rms differences of log(gf ) N IST − log(gf ) Sobeck with respect to the NIST oscillator strength categorization is as follows: B-level, −0.01 and 0.033 respectively; C-level: 0.10 and 0.13 respectively; D-level, 0.08 and 0.17 respectively; and E-level 0.17 and 0.17 respectively. The upper panel of Figure 3 shows a systematic trend with wavelength (as the wavelength decreases, the mean agreement between the two data sets diminishes and the line-to-line scatter increases). We have gf data for 2 E-level and 49 D-level accuracy transitions which should be taken as an improvement and given preference over the NIST values.
Solar and Stellar Chromium Abundances
Our new Cr I oscillator strength data are now applied to the solar spectrum and a few other stars. We have chosen stars of varying metallicity and evolutionary state: HD 75732 ([Fe/H] = +0.35; an extremely metal-rich dwarf); HD 140283 ([Fe/H] = −2.50; a very metal-poor subgiant); and CS 22892-052 ([Fe/H] = −3.10; a well-characterized, low metallicity, r-process rich giant). Our Cr abundance analysis was facilitated by the existence of numerous transitions in the visible wavelength range and the presence of both the neutral and first-ionized species.
Inclusion of Oscillator Strengths for Singly-Ionized Chromium from the FERRUM Project
The availability of new Cr II transition probabilities (Nilsson et al. 2006 ) enables us to compare the solar abundance value from the Cr I lines to that from the Cr II lines. Nilsson et al. (2006) and our group both employ the same technique which is the mostadvanced and broadly applicable for determining transition probabilities in complex spectra. With the combination of LIF radiative lifetime determinations and FTS branching fraction measurements, they have generated a complete set of gf values for the 25 lowest odd-parity energy levels of Cr II. Nilsson et al. give oscillator strengths for 119 Cr II transitions in the wavelength range 2050-4850Å with an uncertainty of ∼ 10 − 15%.
Line Selection and Analysis
Development of a line list suitable for stellar abundance analysis involved two selection criteria: detection of blends and determination of relative line strength. To review the numerous available chromium transitions, we employed the solar spectral identification atlas of Moore et al. (1966) and the atomic line and parameter compendium VALD (Vienna Atomic Line Database, Kupka et al. 1999) . We eliminated all lines with strong core blends and those with significant wing contaminants (within 0.1Å of the transition center). As a result, a significant number of lines (slightly less than 40% of the initial list) still remain at hand for abundance determinations.
Equivalent width analyses were sufficient to determine the elemental abundance of chromium as effects due to hyperfine and isotopic splitting were negligible. Chromium has three stable isotopes:
52 Cr (83.79%), 53 Cr (9.50%), and 54 Cr (2.37%). A fourth isotope. 50 Cr (4.36%), is metastable with an extremely long half-life (τ > 1.8E17 years). The odd isotope 53 Cr does not posses significant hyperfine structure as its nuclear g-factor is small (the dipole moment is −0.47 nuclear magnetons with I = 3/2). The isotopic splitting of Cr lines is imperceptible (shifts are less than 0.007Å, Heilig & Wendlandt 1967) and consequently, do not contribute to changes in abundance.
To measure the equivalent widths (EWs), we used the interactive software package SPECTRE of Fitzpatrick & Sneden (1987) . For a particular transition, the numerical evaluation of the equivalent width was done via the fit of a Gaussian to the line profile. We did not find any evidence of excessive damping in the wings of strong lines. A few synthetic spectrum computations were done as spot-checks and no appreciable gain in accuracy was found. Table 4 lists the EW values for all target stars.
To gauge line strengths, we employed reduced widths, defined as RW = EW/λ. The evaluation of log (RW) for an individual line determines its position on the curve of growth (COG). Line saturation of (some) Cr I and Cr II transitions is an issue and must be dealt with accordingly. In the case of the Sun, transitions with a log (RW)> −4.3 were found to lie on the exponential portion of the COG (consequently, insensitive to changes in abundance) and were immediately discarded.
For an individual specie, the determination of stellar abundances under the stipulation of LTE allows for the relation of line strengths to both transition probabilities and BoltzmannSaha factors. We may define a relative strength factor (RSF) as log gf − θχ where χ is the excitation energy in units of eV and θ is the standard inverse temperature relation, θ = 5040/T . Consequently for weak lines, log (RW) is directly proportional to the RSF. Figure 4 shows our computation of the RSF for neutral chromium lines in the Sun (in which case θ becomes 0.87). Notice that the 5844.59Å line with an extremely low RSF of −6.19 is still detectable in the Sun and that the strongest transitions are located in the ultraviolet and blue visible portions of the spectrum. With the aid of energy level information from the NIST database, the re-computation of the partition functions for both Cr I and Cr II was done.
2 These data were then compared to the partition functions from Irwin (1981) and to those from Halenka & Grabowski (1986) . Good agreement among the data sets was established and the newly computed partition functions for Cr II were used in the abundance determination.
The Solar Photospheric Chromium Abundance
For cooler stars, main sequence stars (of high surface gravity) such as the Sun, collisional line broadening must be taken into account. In these types of stellar atmospheres, the broadening of strong spectral features is predominantly due to collisions with neutral hydrogen atoms. The classical treatment of collisional broadening involves van der Waals theory and the determination of the interaction energy parameter. In the Unsold approximation (1927, 1955 ) , the interaction energy is related to the fixed energy debt, E p , which is set to E p = 4/9 AU for all atoms regardless of species (note that from this E p , the familiar van der Waals damping coefficient, C 6 is obtained). An improved approach (applicable to both neutral and ionized species) was developed by Anstee . We made use of the publicly available collision damping constants (through the VALD catalog) and requested new calculations for those Cr I and Cr II transitions without published values (P. Barklem, priv. comm.) .
The current version of the LTE line analysis code MOOG (Sneden 1973 ) was employed to calculate the abundances. Our source of observed solar photospheric spectra was the center-of-disk spectral atlas of Delbouille et al. (1973) . Initially, we selected a Holweger & Müller (1974) model with a microturbulent velocity of v t = 0.80 km s −1 . Other model types we then tried include: MARCS (Gustaffson et al. 1975) , ATLAS (Kurucz 1993) , Grevesse & Sauval (1999) , newMARCS (Gustaffson et al. 2003) , and Asplund et al. (2004) . Table 5 lists the abundance data from the various models. We adopted the Holweger-Müller model as it resulted in the smallest Cr I/II abundance difference as well as the lowest internal line scatter. The mean solar photospheric abundance for 58 lines of Cr I is logǫ(Cr) = 5.64 ±0.01 (σ = 0.07) and 10 lines of Cr II is logǫ(Cr) = 5.77 ± 0.03 (σ = 0.13). Figure 5 demonstrates that Cr I abundances do not exhibit any trends with equivalent width, excitation potential, or wavelength. In this figure, we have encircled the two most anomalous data points at 3018.49Å and 4646.15Å. Spectral line synthesis of these two transitions did not significantly change their respective abundance values. The presence of unknown blends and the continuum determination are most certainly issues for the 3018.49 A line. As for the feature at 4646.15Å we detect a slight line asymmetry, however we are not able to identify the exact cause for its aberrant abundance (as the line originates from a dominant branch, has a highly accurate transition probability, and possesses no strong contaminants). The result of the exclusion of these two transitions from the abundance determination is logǫ(Cr) = 5.64 ± 0.01 with σ = 0.05 (a slight decrease in the standard deviation).
For error estimation, we consider the dependence of the chromium abundances on stellar atmospheric parameters and damping constants. If we vary the v t by +0.2/−0.2 km s −1 , we find that the Cr I abundance changes by −0.04/+0.03 dex and the Cr II abundance by −0.07/+0.06 dex. An alteration in T eff of +100/−100 K results in abundance changes in Cr I and Cr II of +0.08/−0.07 dex and +0.00/−0.00 dex respectively. A surface gravity variation of ∆log g = +0.20/ − 0.20 yields a −0.02/0.0 dex Cr I abundance change and a +0.03/−0.04 dex Cr II abundance change. If we then employ a damping constant formulation as suggested by Blackwell et al. (1984b; also mentioned in Simmons & Blackwell 1982) as opposed to the Barklem values, our Cr I abundance decreases just slightly by 0.02 dex to 5.62 ± 0.01 and our Cr II abundance becomes 5.74 ± 0.03 (0.03 dex decrease). It is apparent that the singly-ionized chromium abundance is more sensitive to these parameter adjustments (in the solar photosphere, Cr II is the dominant species as chromium has a relatively small first-ionization potential, 6.766 eV Grigoriev & Meilikhov 1997) . For stars with atmospheric parameters similar to the Sun, the total systematic error of the abundance values is estimated to be 0.09 dex for both Cr I (largely attributed to uncertainty in T eff ) and Cr II (mostly due to uncertainty in v t ).
One of the first studies to have had the benefit of both high quality spectra and transition probability data, Biémont et al. (1978) derived 5.64 ± 0.10 for the solar photospheric chromium abundance. The critical compilation of solar system abundances by Anders & Grevesse (1989) recommends logǫ(CrI) ⊙ = 5.67 ± 0.03 (subsequent publications, Grevesse et al. 1996 and Sauval 1998 , restate this value). Asplund et al. (2005a find logǫ(CrI) ⊙ = 5.64 ± 0.10. All of these numbers are in excellent agreement with the current meteoritic value of 5.63 ± 0.05 (Lodders 2003) . None of the solar abundance determinations use lines from singly-ionized chromium. With 58 transitions, we have been able to derive a value for the solar abundance of neutral chromium, 5.64 ± 0.01, which is in good agreement with these values from literature. Blackwell et al. (1987) reported indications of non-LTE effects in excitation for lines of neutral chromium. The abundance derivation procedure of the Blackwell group is summarized as follows: use of the solar photospheric spectral atlas by Delbouille et al. (1973) ; determination of collisional damping constants; employment of both the Holweger-Müller (1974) and MARCS (Gustaffson et al. 1975 ) model atmospheres; and EW measurement via a synthetic line profile fit to an observed transition. In contrast to the Cr I lines of higher excitation potential, they found a noticeably larger spread in the abundances from the 1 eV lines. Particularly for three transitions of the z 5 P multiplet (5247.57Å, 5300.75Å, and 5345.80Å), Blackwell et al. reported a markedly higher abundance (< logǫ CrI−z 5 P >= 5.81 as opposed to < logǫ CrI >= 5.69). They did not consider that the oscillator strengths of these 1 eV lines as sources of major error since they agreed well with those gf values given by Tozzi et al. (1985) . Nor did they believe the equivalent widths were at fault (in the case of the z 5 P multiplet) as Blackwell et al. were not able to detect any blends. On the basis of these two pieces of evidence, the Blackwell group concluded that non-LTE did indeed affect these Cr I lines.
Detection of non-LTE Effects in Excitation for
In the present study, we re-examine these low excitation chromium transitions. We do not find an abnormally large scatter in the abundances of the 1 eV lines (in fact, the standard deviation for these lines was σ = 0.06; exactly the same as that for the entire line list). Also, the three transitions of the z 5 P multiplet do not appear to give an anomalously high abundance (logǫ CrI−z 5 P = 5.65 as compared to < logǫ CrI >= 5.64). In addition to these three lines, we derive the abundances for 3 more transitions of the z 5 P multiplet with the average for all lines equal to 5.70. Table 6 displays all of the results and shows that our transition probabilities for these lines agree very well with those of Blackwell et al. This table also shows a comparison of three sets of EW measurements. We see that our values agree very well with those of Moore et al. (1966) whereas the Blackwell EWs report consistently higher than ours. We are not able to pinpoint the exact reasons for the discrepancy between the Blackwell et al. data and our own for these z 5 P transitions. In summary, we do not find any compelling evidence for departures from LTE in the transitions of Cr I.
Chromium Abundances in Other Stars
We now consider how the new Cr I and Cr II transition probability data affects the [Cr/Fe] ratios in other stars. In a preliminary investigation, we have derived new values in three stars with previously established chromium abundances. These stars represent extremes in metallicity and exhibit different evolutionary states. We modified the initial line list to account for the unique blending and detectability concerns of each star and performed EW measurements. Table 4 gives the EW data for all of the stars. We used an interpolation software program (kindly provided by I. Ivans and A. McWilliam) to generate model atmospheres from the ATLAS grid (Kurucz 1993) . We then proceeded with abundance determinations in the manner described above.
HD 75732 (ρ 1 Cnc) is a metal-rich disk main sequence star which is host to a planetary system that was first detected by Butler et al. (1997) . The most recent publication of chromium abundances for this star is from the large survey by Luck & Heiter (2005) . We adopted the model atmosphere parameters for HD 75732 as reported by Valenti & Fischer (2005) The subgiant HD 140283 was one of the first very metal-poor stars to be discovered (Chamberlain & Aller 1951) and has been well-studied over the past several decades. The Cr I abundance for this star was reported by King et al. (1998) Sneden et al. (1994 Sneden et al. ( , 2003 detected a significant enhancement of r-process neutroncapture elements in the very metal-poor giant CS 22892-052. They were also able to determine the chromium abundances for this star: log ǫ(Cr I) = 2.33 (σ = 0.11, 6 lines) and log ǫ(Cr II) = 2.42 (σ = 0.14, 2 lines). The model atmospheric parameters (4800/1.50/-3.12/1.95) from Sneden et al. 2003 were used to derive: log ǫ(Cr I) = 2.31 (σ = 0.13, 9 lines) and log ǫ(Cr II) = 2.54 (σ = 0.13, 7 lines). Our values agree reasonably well with those reported by Sneden et al (and we believe supersede them). In addition, we find for CS 22892-052 the differential abundances: [Cr/H] I = −3.33 and [Cr/H] II = −3.23.
These data offer a brief snapshot of the chromium abundance trend with metallicity in the Galaxy. They suggest that the disagreement in abundance values from Cr I and Cr II widens as the metallicity decreases (the derivation of Fe abundances and subsequent [Cr/Fe] determination awaits an investigation with a larger available data pool analyzed in a consistent manner). The difference appears to grow from ≃ −0.1 at [Fe/H] > 0 to perhaps as much as ≃ −0.3 at [Fe/H] < −2.5 (though the effect is substantially lessened if the solar abundance discrepancy between the two species is acknowledged). Finally, we emphasize that the chosen model parameters are taken from the literature, and these choices impact the derived abundances.
Chromium Ionization Imbalance Result of Departures from LTE?
We have shown that factors such as model grid selection, stellar atmospheric parameter choice, and equivalent width measurement technique cannot fully account for the sizable abundance discrepancy between the Cr I and Cr II lines (which was detected in all stars). In the case of the Sun, the difference between logǫ CrI = 5.64 (σ = 0.07) and logǫ CrII = 5.77 (σ = 0.13) is ∆ = 0.13. We note though that this difference does fall within the error of σ = 0.15 (by the quadrature addition of sigmas).
The inability to reconcile the abundances from the neutral and first-ionized states of a particular species is not unique. Even with the reference element Fe there are difficulties: the solar abundances from Fe I and Fe II transitions are likewise discordant. In the 1990's, multiple papers quoted different values for the photospheric abundance of Fe I and Fe II (e.g. Milford et al. 1994; Blackwell et al. 1995; Holweger et al. 1995; Anstee et al. 1997; and Schnabel et al. 1999 ). We are not aware of a study that simultaneously examines both Fe I and Fe II with atomic data obtained from one, sole laboratory technique and with abundances derived from a single, consistent methodology.
For every element, accurate determinations of the oscillator strengths for the majority ionic species is critical. Numerous challenges face laboratory spectroscopists. Large wavelength separations between dominant UV branches (2000Å to 3000Å) and minor IR branches (7000Å to 10000Å) from the same upper level hinder the radiometric calibration process (the frequency cubed scaling of the A values means for instance that a 2500 A branch is 27× stronger than 7500Å branch with a similar dipole matrix element from the same upper level). For the dominant UV branches, the uncertainty depends upon the lifetime measurement. However, it is rarely useful to obtain abundances from these branches as they generally correspond to highly-saturated transitions. On the other hand for the weak IR branches, the uncertainty limitation is the branching fractions (as by definition they must sum to 1.0). Errors may also result from optical depth effects. The possibility exists for the weaker branches to drop into the noise before the discharge current is low enough to ensure that the dominant UV branches are optically thin.
In spite of these cautions, we do not believe that the transition probabilities are a significant error source. We took all possible steps to ensure the rigorous determination of the Cr I gf-values. The Cr II oscillator strengths from the FERRUM Project (Nilsson et al. 2006) are of the highest quality ("state-of-the-art" techniques were employed). They took steps to avoid optical depth effects. Furthermore, the Cr I/Cr II abundance disagreement is not consistent with optical depth problems in the Cr II branching fraction study. Note that the Nilsson et al. branching fractions compare well with those generated by the Cowan code (1981) . Figure 6 displays the branching fractions associated with the Cr I and Cr II transitions used in the solar abundance analysis. As shown, only the weak branches of Cr II (with inherent errors in their associated A values of 9-37%) were employed.
Given that the average abundance from Cr I lines is markedly lower than that from Cr II lines and the ostensible reliability of the oscillator strengths, we should now consider other possible causes with special focus on departures from LTE. Unfortunately, we have not been able to locate any published set of non-LTE calculations for Cr. Eventually, non-LTE effects will be quantified for a variety of elements (Asplund et al. 2005b and references therein). It is reasonable to expect that the non-LTE effects on the ionization balance will be larger than non-LTE effects on level populations in a single ionization stage. Estimations of the non-LTE influence on the solar photospheric abundances of some elements have been done by several groups. For example, Shchukina & Trujillo (2001) suggest that non-LTE effects for Fe I lines might be as large as 0.1 dex. Future work on chromium should include (for instance) the precise re-measurement of the minor Cr II branches and the commencement of statistical equilibrium calculations.
Conclusion
Published lifetimes combined with branching fractions measured with Fourier transform spectrometry to determine transition probabilities for 263 lines of Cr I. This improved set of oscillator strengths has been used to determine the solar photospheric abundance of Cr I, logǫ = 5.64 ± 0.01 (σ = 0.07), from 58 lines. The spectra of three other stars (HD 140283, CS 22892-052, and HD 75732) was analyzed, employing 9 to 31 Cr I lines per star.
With the use of plane-parallel models and the assumption of LTE conditions, we were not able to achieve ionization equilibrium in chromium. Abundances from Cr I transitions were consistently underabundant with respect to those from Cr II lines. We have speculated as to the possible causes of the discrepancy. Contributions from internal and external error sources cannot account for the difference. We note that the suppression of the Cr I abundance relative to that of Cr II is commensurate with the idea of Cr I overionization. Therefore, we believe that the discrepancy may be due to non-LTE effects. Our contention is not novel in that several other groups have suggested that departures from LTE effect element abundances in the Sun (e.g. Shchukina & Trujillo Beno 2001 , Takeda et al. 2005 ).
Steps toward the resolution of the chromium ionization imbalance problem include the re-measurement of the Cr II branching fractions and the reanalysis of the Cr abundance with a 3-dimensional hydrodynamical model.
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4 N solar neighborhood stars database). We are deeply indebted to Paul Barklem for providing Cr I and Cr II damping constants. We are grateful to the NSF through grants AST 05-06324 to J. L. and AST 03-07495 to C. S. for providing funding support for this research. Blackwell et al. (1984 Blackwell et al. ( , 1986 ). The upper panel shows the difference between the log(gf Blackwell ) and log(gf Sobeck ) as a function of wavelength. The middle panel displays the difference verus the log(gf Sobeck ) values. The bottom panel illustrates the difference as a function of upper energy level (E upper ). Reduced widths of weak lines should be proportional to these factors. For these computations, θ = 0.87, the inverse of the effective temperature of the Sun. The squares indicate the RSF for all 263 Cr I lines and the stars designate those Cr I lines actually used in the derivation of the solar abundance. The 5844.59Å line is specially noted in the plot as it is has a small RSF yet is still detectable in the solar spectrum. , reduced width (log (RW)), and wavelength (λ). Encircled in each of the three panels are the two most erroneous abundance values. Note that these two abundance data points correspond to lines that originate from major branches. Consequently, the error in these two points cannot be attributed to oscillator strength uncertainties. 5.52 ± 0.01 0.08 5.69 ± 0.03 0.13 Asplund et al. (2004) 5.49 ± 0.01 0.08 5.70 ± 0.03 0.13 Grevesse & Sauval (1999) 5.58 ± 0.01 0.09 5.74 ± 0.03 0.13 NEW MARCS (Gustafsson et al. 2003) 5.53 ± 0.01 0.08 5.67 ± 0.03 0.13 MARCS (Gustafsson et al. 1975) 5.52 ± 0.01 0.07 5.68 ± 0.03 0.13 a Barklem damping constants and a v t of 0.80 km s −1 are used in all of the models.
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