For spectrally negative Lévy processes, adapting an approach from [11] we identify joint Laplace transforms involving local times evaluated at either the first passage times, or independent exponential times, or inverse local times. The Laplace transforms are expressed in terms of the associated scale functions. As an application, a Ray-Knight theorem type result is obtained.
Introduction
Occupation times and local times have been well studied for diffusions. But for spectrally negative Lévy processes (SNLPs in short) the systematic study of occupation times only started from a few years ago. During the last several years there have been serval papers on Laplace transforms of occupation times for SNLPs, which stem from their applications in risk theory and finance and are also of theoretical interest; see for example [4, 10, 14, 12, 13, 11] . Among them using a perturbation approach [10] studied the occupation times of half lines for spectrally negative Lévy processes, for the occupation times spent in a certain interval, using a strong approximation approach [14] identified Laplace transforms until first passage times, and [12, 13] investigated the joint Laplace transforms on occupation times using a different Poisson approach. [5] found the associated resolvent measure.
Given the previous results in [14] on Laplace transforms of occupation times spent by an SNLP over finite intervals, which are expressed in terms of q-scale functions W (q) and Z (q) for the SNLP, the next natural question is to find Laplace transforms of occupation densities, or local times, which can be obtained by taking appropriate limits on Laplace transforms of the associated occupation times. But there is a technical difficulty with this direct approach since taking the limits requires estimating the asymptotic behaviors of W (q) and Z (q) as q → ∞, which are not well understood yet. To our best knowledge, there have been no systematic studies on local times for SNLPs.
By generalizing the Poisson approach [11] recently further obtained Laplace transforms of weighted occupation times for SNLPs, which are expressed in terms of the unique solutions to integral equations that involve scale functions and the weight functions. The integral equations allow to rigorously find limits of the solutions as the weight function converges to a delta function, which gets around the above-mentioned difficulty on scale functions and produces the Laplace transforms of the occupation densities.
In this paper, for an SNLP we implement this approach to find joint Laplace transforms on the local time process either at some stopping times or independent exponential times for an SNLP, which we summarize in the following.
Let X = (X t ) t≥0 be a one-dimensional spectrally negative Lévy process, i.e. a Lévy process with no positive jumps. We are first interested in the joint Laplace transforms of
and (X(e q ), l(a, e q )) , where e q is an exponential random variable with parameter q independent of X, l(a, ·) is the local time of X at level a, and We further consider the joint Laplace transforms of local times evaluated at an inverse local time from which we recover a Ray-Knight theorem for linear Brownian motion.
Again, the Laplace transforms are expressed in terms of scale functions. In addition, we
show that an obvious generalisation of Ray-Knight process from linear Brownian motion to other SNLP always ends up with a non-Markov process.
The rest of the paper is arranged as follows. In Section 2, we quickly review the scale functions and some well known fluctuation identities of SNLPs. We then go over ω-scale functions and results in [11] on weighted occupation times. In addition, we prove several preliminary results on the ω-scale functions and the associated integral equations.
Our main results on Laplace transforms of local times are proved in Section 3 where we consider SNLPs with sample paths of unbound variation. The Laplace transforms of joint occupation times are further studied and a Ray-Knight theorem is discussed in details. Using our results on local times for SNLP, some previous results on local times of Brownian motion are recovered in the last section.
Preliminaries

Fluctuation identities of spectrally negative Lévy processes
We firstly briefly review the spectrally negative Lévy processes, the associated scale functions and some fluctuation identities. For further details, we refer the readers to the books Bertoin [2] and Kyprianou [9] .
Let X = (X t ) t≥0 be a spectrally negative Lévy process, i.e. a one-dimensional stochastic process with stationary and independent increments and with no positive jumps. We exclude the case that X is the negative of a subordinator. Its Laplace transform exists and is specified by
The function ψ(θ), known as the Laplace exponent of X, is continuous and strictly convex on R + and given by the Lévy-Khintchine formula:
where γ ∈ R, σ ≥ 0 and the Lévy measure Π is a σ-finite measure on (−∞, 0) such that
For q ≥ 0, the q-scale function W (q) is a continuous and increasing function such that W (q) (x) = 0 for x < 0 and
where Φ(q) := sup{s ≥ 0, ψ(s) = q} denotes the right inverse of ψ. With W (q) defined, we can define another scale function by
We write W (x) = W (0) (x) and Z(x) = Z (0) (x) when q = 0. It is known that
as x → ∞, where for q = 0 and Φ(0) = 0, we understand that q/Φ(q) = 1/Φ ′ (0) = ψ ′ (0) ∈ [0, ∞) and further, Φ ′ (0) = ∞ for ψ ′ (0) = 0. We refer to [8, 6] for more detailed discussions and examples of scale functions. Throughout the paper, the probability law of X for X 0 = x is denoted by P x and the corresponding expectation by E x . Write P and
For x ∈ [0, b] solutions to the two-sided exit problems for X are given by
For q ≥ 0 and x, y ∈ R the resolvent measure of X killed at exiting [0, b] is expressed as
ω-scale functions and the associated integral equations
Given an SNLP X, its occupation measure is absolutely continuous with respect to
Lebesgue measure a.s. with its occupation density, or local time, l(x, t) defined as l(x, t) := lim sup
Moreover, when the origin is regular for X, for x ∈ R, l(x, t) t≥0 defines a continuous and increasing process which plays an essential role in defining the excursions of the sample path away from x. Under further conditions, for example the majorizing measure condition in [2, Chapter V], there is a version of random field l(x, t) x∈R,t≥0 that is jointly continuous in (x, t); see [2, 17] for more details. If the origin is irregular for X, the local time is defined as
where d = W (0) −1 > 0 is the drift coefficient of process X. For this case, the local time can be evaluated more directly by counting the number of hitting times.
Investigating the Laplace transforms of occupation times over different intervals is related to the recent studies on the weighted occupation time [10, 14, 12, 13, 5, 11] . For a locally bounded nonnegative function ω on R, the ω-weighted occupation time up to time t is defined by
For ω(x) = p + q1 (a,b) (x) with a, b ∈ R and p, q ≥ 0, L(·) is reduced to the occupation time studied in [10, 14, 12, 5, 11] .
Let W (ω) (·, ·) and Z (ω) (·, ·) be, respectively, the unique locally bounded solutions to integral equations
and
for x, y ∈ R. The following results on weighted occupation times of SNLPs can be found in [11] .
The ω-resolvent of X killed at exiting [c, b] is given by 
admits a unique locally bounded solution
For the rest of the paper, we always assume that functions h and ω are locally bounded and W (0) = 0, that is, X is an SNLP having sample paths of unbound variation.
Before stating our main results, we first present some properties of the ω-scale function.
Lemma 2.
For any x, y ∈ R, we have
Proof of Lemma 2. Denoting by g(x, y) the right hand side of (12), we have from (8) that
Thus, we have g(x, y) = W (ω) (x, y) following the uniqueness of solution to (11) .
) be scale functions for weight functions
Proof of Lemma 3. Applying identity (12) to W (ω) (x, z) and identity (8) to
twice in the following integrations, we have
And (13) is thus proved. Identity (14) can be proved similarly.
If ω 1 (·) ≡ p and ω(·) ≡ q, the identities in the previous Lemma are reduced to the classical scale function identities, which were investigated and used to define auxiliary functions in [14] .
It is not hard to see from (8) and (12) that W (ω) (x, ·) and W (ω) (·, y) are monotone for x, y ∈ R, and
with respect to locally bounded ω(·) ≥ 0, and H ε (·) be a function satisfying
for some c < a, where ω ε (x) := p 2ε
Proof of Lemma 4. From Lemma 1, it is true that H ε (x) − h(x) ≥ 0 and H ε (x) is a locally bounded. Denote by for ε > 0 and
By the continuities and the monotonicity of functions involved, we have
Applying (15) we further have
Multiplying on both sides of equation above by ω ε (x) and integrating in x, it gives
And this shall completes the proof.
Remark 1. A consequence of Lemmas 3 and 4 is that, for y < a,
In particular, for the constant ω(·) ≡ q, we have for c < a
One can check that the limits in (17) also hold for W (ω+ωε) (x, y) for y ≤ a.
Laplace transforms on local times
We are now ready to state our main results.
Theorem 1 (Fluctuation identities involving local times
,
where e q denotes an independent exponential random variable with rate q.
Proof of Theorem 1. The desired formulas can be derived directly from Proposition 1, Remark 1 and the approximating identities: for ω ε (x) = p 2ε
Since e q is exponentially distributed and independent of X, for any nonnegative and bounded function f we have
The proof is completed by taking a limit.
Taking q = 0 in Theorem 1, we have
Inverting the above Laplace transform gives the next result.
Actually, in light of relation l(a, t) = l(a, t − τ {a} ) • θ τ {a} on {τ {a} < t}, the problems under P x can be converted to those under P a whenever l(a, ·) is considered, where we need following lemma concerning the hitting time. Put
Proof of Lemma 5. As observed in [7] that, due to the absence of positive jumps,
The desired result is then proved by the Markov property. Now, we have for c < a < b
E a e −pl(a,eq) ; X eq ∈ dy, e q < τ
Integrating in y over [c, b] in (22) gives
Recalling that e q is exponentially distributed and independent of X, then
Adding up the three terms yields the next result.
Letting b and c go to infinity, by (3) we have the next result.
Corollary 3. Given b > a > c, we have for p, q ≥ 0,
.
Inverting the Laplace transform in (22) gives the joint distribution:
P a l(a, e q ) ∈ dt, X eq ∈ dy, e q < τ
Corollary 4. Conditioning on {e q < τ
, X eq and l(a, e q ) are independent and have respective distributions:
The first quantity above coincides with the resolvent measure of killed X as one could expect. The independence and the distribution of l(a, e q ) were proved in [15, Proposition 3.2] for Brownian motion.
Laplace transform of joint local times
In this subsection we focus on the joint Laplace transform of local times. Applying
Lemmas 3 and 4 repeatedly, we obtain the following expressions.
Proof of Corollary 5. Let
and W (q+ω k ) be the scale function with respect to q + ω k . It follows from Proposition 1 that
Applying Lemmas 3 and 4 successively, we have for all u, v ∈ R
where the fact that
Applying the above result repeatedly, we have
(a 1 ,a 2 ) (u, v), ε 1 → 0. Then (24) for k = 2 follows by taking a limit. (24) for k > 2 can be shown similarly.
Similarly, applying Lemmas 3 and 4 one could have, for a k > v as ε k → 0,
In particular, the approximation holds for v ≡ c and for all k. Therefore,
(a 1 ,a 2 ) (u, c), ε 1 → 0, which eventually gives (25). This completes the proof.
Remark 2. Since for ω(·) ≥ 0 it follows from Remark 1 that
given a ∈ (a k , a k+1 ) for some k we also have (a 1 ,··· ,an) (a, y).
Matrix expressions for W
For arbitrary small η j ≥ ε j > 0, j = 1, · · · , n, we have by applying Lemma 3 that
where ω n (x) = n j=1 p j 2ε j 1 {|x−a j |≤ε j } , and the monotonicity of W (q+ωn) (·, v) is used. First letting ε j → 0 and then letting η j → 0 for j = 1, · · · , n, we have
by making use of the existence results and the continuities of the functions involved.
Similarly, one can obtain the same lower bound and those for Z (q;p 1 ,··· ,pn) (a 1 ,··· ,an) , which eventually yields
One can also prove that
by making use of following alternative equations from Lemma 3
Denote by α and β two n dimensional column vectors and by Σ an n × n dimensional matrix with respective entries
Then ΣΛ is a strictly lower triangular matrix, (ΣΛ) m = 0 for m ≥ n, it follows that
where I is an n × n identity matrix.
Expression for W (q;p 1 ,··· ,pn) (a 1 ,··· ,an) (x, c). Taking x = a i and y = c in (29), we have
Since det (I − ΣΛ) = 1, by Cramer's rule we have for i = 1, 2, · · · , n
where A Applying (31) to (29) with y = c = a 0 gives
where T stands for the transpose of a matrix. For the last identity, one can find that the sub-matrix obtained by deleting the 1 th column and the (k + 1) th row coincides with the matrix obtained by pushing the (−α)-row of (I − ΣΛ)
T upwards for k − 1 rows.
Expression for Z (q;p 1 ,··· ,pn) (a 1 ,··· ,an) (x, c). Following the same procedure, we have from (30) that
Cramer's rule yields for i = 1, 2, · · · , n Z (q;p 1 ,··· ,pn) (a 1 ,··· ,an) (a i , c) = det (I − ΣΛ)
Substituting into (30) gives
Local times at inverse local time
Define the right continuous inverse local time at level a ∈ R by
Corollary 6. For any b > a > c and t ≥ 0,
Proof of Corollary 6.
Inverting the Laplace transform with respect to l(a, τ 
} by the continuity of l(a, ·). The first assertion is proved.
Following the same idea of inverting the Laplace transform, other results can also be derived from (21), (23) and Corollary 2 Notice that the above conclusion on l(a, τ + b ) coincides with Corollary 1. It is true that {l −1 (a, t), t ≥ 0} under P a (·) is a subordinator with Laplace exponent (u (λ) (0)) −1 P a -a.s., where u (λ) (y) is the λ-resolvent density of X at y; see [2, Chapter V.1.4]. Since
we have (u (λ) (0)) −1 = Φ ′ (λ) −1 which agrees with Corollary 3.
Theorem 2 (Occupation time at inverse local time).
For b > a > c, let L(·) be the ω-weighted occupation time defined in (7) for some ω(·) ≥ 0. We have
. a, c) . a, c) .
Inverting the Laplace transform yields
Recalling that for every t ≥ 0, X(l −1 (a, t)) = a on {l −1 (a, t) < ∞} and {l(a, τ
This completes the proof.
Similar to the proofs of Theorem 1 and Corollary 5, by choosing some special function ω(·) ≥ 0 and taking a limit, we could derive the Laplace transform, as well as the joint Laplace transforms, of local times stopped at the inverse local times {l(z, l −1 (a, t)), z ∈ (c, b)}.
Corollary 7.
For n ≥ 1, a 0 = c < a 1 < · · · < a n < b = a n+1 and q, p 1 , p 2 , · · · , p n ≥ 0, let
(a 1 ,··· ,an) be defined in Corollary 5. We have for b > a > c, ··· ,an) (a, c) .
(35)
Proof of Corollary 7. Let ω n (x) be the auxiliary function defined in the proof of Corollary 5. We have from Theorem 2 that RK The process {l(t, l −1 (0, x)), t ≥ 0} and {l(−t, l −1 (0, x)), t ≥ 0}, both starting at x, are two independent squares of 0-dimensional Bessel processes.
As an application of our results on joint Laplace transforms for the local time, we show in the following that linear Brownian motion is the only SNLP whose local time process preserves the above-mentioned Markov property. Corollary 9. Let ω(·) ≥ 0 be a locally bounded function on R. We have for x ∈ (c, b) 0, c) .
Proof of Corollary 8. Fix any m ∈ N, c < 0 < t 1 < · · · < t m < u < v < b and p k , q, r ≥ 0. Similar to Corollary 5, we have from Corollary 9 that
where, to simplify notations, (λ m (r), β m (r), κ m , ̺ m,j ) is introduced such that
More specifically, by expanding the functions at (u, q), we have
Note that
by Proposition 1, all of λ m (r), β m (r), κ m and ̺ m,j are positive. After some calculations and making use of identity
we will arrive at
Now, inverting the Laplace transform, we have for
where δ {0} (·) is the Dirac point mass at 0. Therefore, we obtain the conditional probability 
that is, the righthand side is independent to the choice of m and {t k , p k } k=1,··· ,m .
Proof of necessity Considering the asymptotic behaviours for y → ∞, it is not hard to check that
By introducing
, the modified Bessel function of the first kind, we could rewrite
where
(1 + o(z −1 )) for z → ∞; see for example [1, 9.6.10, 9.7.1]. Therefore
From (39), it is necessary by comparing the coefficients that
Now, considering the case of three points, that is (v, u, m, p m ) = (t 3 , t 2 , 1, p), we have by (37) that
by expanding the functions at (t 3 , r). For (40) to hold, it is necessary that
Applying the identity
, it is equivalent to have
Dividing both sides of the above equation by W (b) and taking limits, we have from (3) that, for any t 3 > t 2 > t 1 > 0
where we write W Φ(0) (x) = e −Φ(0)x W (x) which is also a scale function under a new measure. Applying the identity
, we have
y − x denotes the right-derivative of W Φ(0) at x which is a well defined and right-continuous function. We can found that the right hand side of the last equation does not depend on the choice of t 1 . Therefore, for any s, t > 0,
only depends on (t − s). Making use of identity
must be 1 or an exponential function, and (linear) Brownian motion is the only SNLP with such a scale function.
Proof of sufficiency Let X t = µt + σB t be a Linear Brownian motion, where B is a standard Brownian motion and σ > 0, µ are constants. Then for x > 0,
for µ = 0 and W (x) = 2x σ 2 for µ = 0.
From the conditional Laplace transform (39), it is sufficient to show that
Equation (41) It can be checked directly that, for any u > t
By taking t = {0, t 1 , · · · , t m }, we have
by applying identity
and (29) 
, by applying (43). It follows that the right hand side does not depend on m, which proves (41).
Equation (42) From definition (37), we focus on
Check directly that for b > v > u > t ∧ s
again and (29) twice, we further have
and (42) 
Given b ≥ a ≥ c, inverting the Laplace transform in (23), we have
One can check that the expression above coincides with Table 1 .25.2 on P185 of [3] .
Similarly, we can recover Tables 3.3.7 on P215 and 4.15.4 on P236 by making use of (45) and (46).
For further results we need the following auxiliary functions for u > v.
In particular, for b > u > v > c and a ∈ (c, b), we have
Making use of (49), 3.18.5 on P223 of [3] can also be verified. In addition, by (47), (48) and (49), as c → −∞, − c) ) , which also coincides with the result on Page 93 of [3] .
excursion ǫ t for t in the local time scale, that is, ǫ g = {X g+s , 0 ≤ s < ζ(ǫ g )}. It is well- 
And it follows from Theorem 2 that 
where (53) 
