Abstract. The task of autonomous and robust design cannot be regarded as a single task, but consists of two tasks that have to be accomplished concurrently. First, the design should be found autonomously; this indicates the existence of a method which is able to find the optimal design choice automatically. Second, the design should be robust; in other words: the design should be safeguarded against uncertain perturbations.
Introduction
The goal of robust design optimization is to safeguard reliably against worstcase scenarios while seeking an optimal design. An engineer typically faces the task to develop a product which satisfies given requirements formulated as design constraints. Output of the engineer's work should be an optimal design with respect to a certain design objective. In many cases this is the cost or the mass of the designed product. An algorithmic method for design optimization functions as decision making support for engineers. The attempt of autonomous design has been made trying to capture the reasoning of the system experts. For more complex kinds of structures, e.g., a spacecraft component or a whole spacecraft, the design process addresses several different engineering fields, so the design optimization becomes multidisciplinary. An interaction between the involved disciplines is necessary. The resulting overall optimization process is known as multidisciplinary design optimization (MDO), e.g., [1] , [2] , [3] . Particularly MDO benefits from autonomous optimization methods for decision support that bridge the gap between different technical backgrounds. The difficulties arising during design optimization can be of most complex nature. We will see that multilevel, mixed integer nonlinear programming (MINLP) optimization problems with discontinuities or strong nonlinearities are involved. Standard optimization techniques cannot be used to solve such problems. We have developed heuristic optimization techniques which will be presented in detail in this paper.
In many cases, in particular in early design phases, it is common engineering practice to handle uncertainties by assigning intervals, or safety margins, to the uncertain variables, usually combined with an iterative process of refining the intervals while converging to a robust optimal design. The refinement of the intervals is done by experts who assess whether the worst-case scenario, that has been determined for the design at the current stage of the iteration process, is too pessimistic or too optimistic. How to assign the intervals and how to choose the endpoint of the assigned intervals to get the worst-case scenario is usually not computed but assessed by an expert. The goal of the whole iteration includes both optimization of the design and safeguarding against uncertainties. The achieved design can thus be qualified as robust. Apart from interval assignments there are further methods to handle uncertainties in design processes: e.g., fuzzy clustering, simulation techniques like Monte Carlo.
Real life applications of uncertainty methods disclose various problems.
The dimension of many uncertain real life scenarios is very high which causes severe computational problems, famous as the curse of dimensionality [13] . Even given the knowledge of the multivariate probability distributions the numerical computation of the error probabilities becomes very expensive, if not impossible. Often standard simulation techniques are used to tackle the dimensionality issue, as the computational effort they require seems to be independent of the dimension. Advancements have been made based on sensitivity analysis [21] , or on α-level optimization, cf. [15] , [16] . Frequently, especially in early design phases, data are scarce, though a large amount of data would be required to use traditional methods to estimate high dimensional probability distributions. Simulation techniques like Monte Carlo also require a large amount of information to be reliable, or unjustified assumptions on the uncertainties have to be made. However, mostly there are only interval bounds on the uncertain variables, sometimes probability distributions for single variables without correlation information. The lack of information typically causes standard simulation based methods to underestimate the effects of the uncertain tails of the probability distribution, cf. [5] . Similarly, a reduction of the problem to an interval analysis after assigning intervals to the uncertain variables as described before (e.g., 3 σ boxes) entails a loss of valuable uncertainty information which would actually be available, maybe unformalized, but is not at all involved in the uncertainty model.
Incomplete information supplemented by expert statements can be handled with different methods, the possibly most prominent are p-boxes [6] , fuzzy sets [4] , random sets [14] . A combination of uncertainty methods and design optimization is addressed in approaches to reliability based design optimization: based on reliability methods [22] in [12] ; based on possibility theory in [17] ; based on evidence theory [23] in [18] .
In this paper we will make use of the concept of potential clouds [8] to overcome the problem of high dimensions and the problem of incomplete information. Potential clouds have already been successfully applied in real life problems [7] , [20] . We will see how potential clouds can be regarded from the perspective of different fields like p-boxes. The clouds can be incorporated in an optimization problem formulation as confidence regions constraints. The computational effort is still tractable in higher dimensions. Remarkably potential clouds even enable an a posteriori information update for experts, even if an expert is unable to give a formal description of his knowledge. Unformalized knowledge is available, e.g., if an expert does not know corre-lations exactly, but can formulate a statement like 'if variable a has a large value then variable b cannot have a low value'. Thus he is able to exclude irrelevant scenarios, although he is unable to give a formal description. This can be performed in a graphical user interface as an interaction between the uncertainty modeling and the optimization phase.
This paper is organized as follows. In Section 2 we present our approach to robust design optimization as the core part of this paper. We will make use of uncertainty modeling with clouds which is shortly introduced in Section 3. Section 4 concludes our studies.
Robust design optimization
A classic approach to design optimization, without taking uncertainties into account, leads to decision support for engineers, but to a design which completely lacks robustness. We want to safeguard the design against worst-case scenarios, i.e., the design should not only satisfy given requirements on functionalities, but should also work under uncertain, adverse conditions that may show up during employment of the designed object. This will involve methods for uncertainty modeling we will shortly introduce later. We start with a formal statement of the optimization problem. Afterwards we point out the difficulties related and finally we present a solution approach.
Problem formulation
Provided an underlying model of a given structure, e.g., a spacecraft component, with several inputs and outputs, we denote as x the vector containing all output variables, and as z the vector containing all input variables.
The inputs contained in z can be divided into global input variables u and design variables v. The design variables are determined by the so called design choice variables. A choice variable is a univariate variable controllable for the design. The choice variables can be continuous, e.g., the diameter of an antenna, or discrete, e.g., the choice of a thruster from a set of different thruster types. Let θ be the vector of design choice variables θ 1 , . . . , θ no . Let I d be the index set of choice variables which are discrete and I c be the index set of choice variables which are continuous, Table 2 .1, N i = 10, n i = 3), and define
A global input variable is an external input with a nominal value that cannot be controlled for the underlying model, this could be, e.g., a specific temperature.
The complete vector of inputs z has the length i∈I d n i + |{i ∈ I c }| + length(u), where u is the vector of global inputs at their nominal values. Let
. We call Z a table mapping as the nontrivial parts of Z consist of the tables (τ i j,k ). The mapping Z assigns an input vector z to a given design choice θ. Both design and global input variables contained in z can be affected by uncertainties, ε denotes the related random vector. We assume that the optimization problem can be formulated as a mixed-integer, bi-level problem of the following form:
(objective functions)
where the design objective g(x) is a function of the output variables of the underlying model. The table constraints assign to each choice θ a vector z of input variables whose value is the nominal entry from the table mapping Z(θ) plus its error ε with uncertainty specified by a potential cloud, cf. Section 3. The functional constraints express the functional relationships defined in the underlying model. It is assumed that the number of equations and the number of output variables is the same (i.e., dim G = dim x), and that the equations are (at least locally) uniquely solvable for x. If the functional constraints can be solved numerically for x given z then z and x are determined by ε so that effectively only an optimization over ε is needed in the inner level of the problem. The selection constraints specify which choices are allowed for each choice variable, i.e., θ i ∈ {1, . . . ,
The cloud constraint involves the potential V and its level set for a value V α ∈ R and models the worst-case relevant region as will be described in the Section 3. At this point we can consider it as a safety constraint parameterized by a confidence level α which should be chosen to reflect the seriousness of consequences of a worst case event. In our applications from spacecraft system design we used α = 0.95, cf. [7] , [20] .
With this problem formulation we ask to find the design with the optimal worst-case scenario, that implicates the bi-level structure. It is possible to trade off between the worst-case scenario and the nominal case of a design, but this would lead to a multi-objective optimization problem formulation which will not be investigated in this study.
Difficulties
The problem formulated in the last section features several difficulties of most complex nature. The variable types can be both continuous and integer, so the problem comes as a MINLP. MINLP can, e.g., entail combinatorial explosion, it is still a recent research direction which has not yet matured, but we will not go very much into the details of it in this paper. Profound difficulties arise from the fact that the functional constraints, represented by G, can have strong nonlinearities and can contain branching decisions such as case differentiation (implemented as, e.g., if-structures in the code) which leads to discontinuities. Additionally we face a bi-level structure imposed by the uncertainties, which is already a nontrivial complication in the traditional situation where all variables are continuous. The current methods for handling such problems require at least that the objective and the functional constraints are continuously differentiable. Standard optimization tools cannot be used to tackle problem (2.1), cf. [20] .
In view of these difficulties we are limited to the use of heuristic methods. As we assumed the functional constraints of the underlying model can be solved numerically for x given z we can treat them as a black-box function x = G o (z) and make use of specific strategies to search the space of allowed inputs z = Z(θ), θ ∈ T .
Solution approach
We will first reformulate the problem incorporating the objective function and functional constraints for the underlying model in the black-box function G o (z). Note that the functional constraints in (2.1) now can be formulated as G o (Z(θ) + ε) = x after inserting the table constraints z = Z(θ) + ε. Then a substitution of x in the objective function of problem (2.1) leads to g(x) = g(G o (Z(θ) + ε)) =: G bb (θ, ε). Then only an optimization over ε is needed in the inner level of the problem.
We start with a look at the inner level of the problem, i.e., for a fixed
The cloud constraint V (ε) ≤ V α can be written as a collection of linear inequalities parameterized by the confidence level α, cf. Section 3. We approximate G bb linearly in a box containing the region {ε | V (ε) ≤ V α } by a function G bb lin (ε) (-this may not always be justified in case of discontinuities and strong nonlinearities). Thus problem (2.3) becomes a linear programming problem (LP), cf. problem (2.4).
The maximizer ε for the fixed design choice θ corresponds to the worst-case objective function value G bb (θ) := G bb (θ, ε). Now consider θ not to be fixed. The function θ → G bb (θ) implicated by the solution of problem (2.3) is the objective function of the outer level of problem (2.2) and can thus be used to get rid of the bi-level structure in (2.2):
The method we develop to solve this 1-level problem, and to seek the robust, optimal design, is based on separable underestimation. It exploits the characteristics of the problem, takes advantage of the discrete nature of many of the choice variables involved in real life design, supporting, at the same time, continuous choice variables. Remember θ is the vector of design choice variables θ 1 , . . . , θ no . We seek a separable underestimator q(θ) for the objective function defined by: 
To ensure that many constraints in (2.7) will be active we solve a modified version of the above LP. We pick a subset of the design choices, i.e., θ l , l ∈ I a ,
has a feasible solution. Afterwards we compute the differences 
and iterate this procedure until either
is nonnegative for all l ∈ {1, 2, . . . , N o }, so that q is constructed to be an underestimator of G bb at the given points θ 1 , θ 2 , . . . , θ No satisfying (2.7), or a maximum number of iterations is reached. In the latter case q(θ) :
is an underestimator for G bb at the given points θ 1 , θ 2 , . . . , θ No anyway.
The underestimator q(θ) is separable and can be easily minimized via
, if q i,2 = 0
Apart from the method of separable underestimation we also make use of further strategies to find a solution of the optimization problem (2.5). The first one fits a quadratic model for G bb which is minimized afterwards, cf. [10] . Integers are treated as continuous variables and rounded to a grid with step width 1. Another method is based on evolution strategy with covariance matrix adaptation, cf. [9] . It is a stochastic method to sample the search space. Integers are also treated as continuous variables rounded to the next integer value. Finally the minimizers that result from all methods used are starting points for a limited global search, i.e., an integer line search for the discrete choice variables, afterwards multilevel coordinate search [11] , for the continuous choice variables and an iteration of this procedure until satisfaction. Thus we hope to find the global optimal solution, but as we are using heuristics there is no guarantee.
Potential clouds
The clouds formalism [19] serves as the central theoretical background for our uncertainty handling. Clouds allow us an interpretation of uncertainties in terms of safety constraints. The particular case of interest in this paper are potential clouds [8] to deal with high dimensional and non-formalized uncertainties. In this section we shortly introduce the clouds formalism towards its embedding in the formulation of the robust design optimization problem (2.1).
The concept of cumulative distribution functions (CDFs) is well known from probability theory. In particular the univariate case is intuitively understandable and computationally attractive. However, we want to deal with significantly higher dimensions than 1. The idea is to transfer the higher dimensional case to the univariate case by means of user-defined potential functions V : R n → R. Let ε ∈ R n be a random vector. Though the CDF of ε often cannot be estimated for high n due to a lack of available data, the random variable V := V (ε) is univariate and its CDF can be easily approximated by an empirical CDF. This leads to the construction of a so called potential cloud.
Assume that we have a lower bound α and an upper bound α for the CDF F of V (ε), α continuous from the left and monotone, α continuous from the right and monotone. Then we find nested lower and upper confidence regions for ε by: The terms lower and upper confidence regions refer to the following fact: the region C α contains at most a fraction of α of all possible values of ε in R n , since Pr(ε ∈ C α ) ≤ Pr(α(V (ε)) ≤ α) ≤ Pr(F (V (ε)) ≤ α) = α; analogously C α contains at least a fraction of α of all possible values of ε in R n . Generally holds C α ⊆ C α . Figure 3 .1 illustrates the lower and upper confidence regions on a two dimensional random vector ε as level sets of a potential V (ε) : R 2 → R. The interval-valued mapping x → [α(V (x)), α(V (x))] is called a poten-tial cloud. Further details on the construction of this mapping can be studied in [8] .
Remark. Lower and upper bounds of empirical CDFs remind of p-boxes. In fact a potential cloud can be considered as a p-box on the potential of a random vector. Clouds extend the p-box concept to the multivariate case without the exponential growth of work in the conventional p-box approach. Furthermore, clouds can be considered as fuzzy sets with interval valued membership function or as a special case of random sets.
So far we assumed the potential V is given. But how do we choose the potential in a reasonable way? We seek a choice of V that gives the possibility to improve the potential iteratively and allows for a simple computation of the confidence regions, e.g., by linear constraints. This leads us to the study of polyhedron-shaped potentials. A polyhedron potential centered at m ∈ R n can be defined as: How to achieve a polyhedron that reflects the given information? Assume an engineer is able to exclude scenarios deemed irrelevant for the worst-case, cf. Figure 3 .2: The optimization phase provides a worst-case scenario which is highlighted in the graphical user interface. The expert can decide to cut off, e.g., the worst-case or different scenarios, based on his technical knowledge. Thus an expert can specify a posteriori uncertainty information in the form of dependency constraints adaptively, even if his knowledge is only little formalized, resulting in a polyhedron shaped potential.
A more detailed view on the choice of the potential is also given in [8] .
Conclusions
In this paper we present a new approach to autonomous robust design optimization. Starting from the background of potential clouds theory we introduce methodologies to process the uncertainty information from expert knowledge towards a reliable worst-case analysis and an optimal and robust design. Our approach is applicable to real-life problems with incomplete information in higher dimensions. In particular problems with discrete design choices can be tackled. The advantages of achieving the optimal design autonomously is undeniable, one future goal is to apply the methods to more problem classes in order to learn from new challenges. We can summarize the basic concept of our methodology in three essential steps within an iterative framework. First, the expert provides the underlying system model, given as a black-box model, and all a priori available information on the input variables of the model. Second, the information is processed to generate a potential cloud. Parameterized by a given confidence level, the cloud provides a nested collection of regions of relevant scenarios affecting the worst-case for a given design and thus produce safety constraints for the optimization. Third, optimization methods minimize a certain objective function (e.g., cost, mass) subject to the functional constraints which are represented by the system model, and subject to the safety constraints from the cloud. To this end we have developed heuristic optimization techniques. The results of the optimization are returned to the expert, who is given an interactive possibility to provide additional information a posteriori and to rerun the procedure, adaptively improving the uncertainty model.
The adaptive interaction between optimization and uncertainty modeling is one of the key features of our approach as it imitates real-life design strategies. The iteration steps significantly improve the uncertainty information and we are able to process the new information to an improved uncertainty model.
We can capture various forms of uncertainty information, even those less formalized. Thus we avoid a loss of valuable information. Finally, we weave the captured information into our optimization problem formulation.
Summing up, the presented methods offer an exciting novel approach to face autonomous robust design optimization, an approach which is easily understandable, reliable and computationally tractable.
