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Abstract
We exploit the link between the transport
equation and derivatives of expectations to
construct efficient pathwise gradient estima-
tors for multivariate distributions. We focus
on two main threads. First, we use null solu-
tions of the transport equation to construct
adaptive control variates that can be used to
construct gradient estimators with reduced
variance. Second, we consider the case of
multivariate mixture distributions. In par-
ticular we show how to compute pathwise
derivatives for mixtures of multivariate Nor-
mal distributions with arbitrary means and
diagonal covariances. We demonstrate in a
variety of experiments in the context of varia-
tional inference that our gradient estimators
can outperform other methods, especially in
high dimensions.
1 Introduction
Stochastic optimization is a major component of many
machine learning algorithms. In some cases—for ex-
ample in variational inference—the stochasticity arises
from an explicit, parameterized distribution qθ(z). In
these cases the optimization problem can often be cast
as maximizing an objective
L = Eqθ(z) [f(z)] (1)
where f(z) is a (differentiable) test function and θ
is a vector of parameters.2 In order to maximize L
we would like to follow gradients ∇θL. If z were a
∗Correspondence to: jankowiak@uber.com
2Without loss of generality we assume that f(z) has no
explicit dependence on θ, since gradients of f(z) are readily
handled by bringing ∇θ inside the expectation.
Proceedings of the 22nd International Conference on Ar-
tificial Intelligence and Statistics (AISTATS) 2019, Naha,
Okinawa, Japan. PMLR: Volume 89. Copyright 2019 by
the author(s).
deterministic function of θ we would simply apply the
chain rule; for any component θα of θ we have
∇θαf(z) = ∇zf ·
∂z
∂θα
(2)
What is the generalization of Eqn. 2 to the stochastic
case? As observed in [18], we can construct an unbiased
estimator for the gradient of Eqn. 1 provided we can
solve the following partial differential equation (the
transport a.k.a. continuity equation):
∂
∂θα
qθ +∇z ·
(
qθv
θα
)
= 0 (3)
Here vθα is a vector field defined on the sample space
of qθ(z).3 Note that there is a vector field vθα for each
component θα of θ. We can then form the following
pathwise gradient estimator:
∇θαL = Eqθ(z)
[∇zf · vθα] (4)
Pathwise gradient estimators are particularly appeal-
ing because, empirically, they generally exhibit lower
variance than alternatives.
That the gradient estimator in Eqn. 4 is unbiased fol-
lows directly from the divergence theorem:
∇θαL =
∫
dzf(z)
∂qθ(z)
∂θα
= −
∫
dzf(z)∇z ·
(
qθv
θα
)
=
∫
V
dz∇zf · (qθvθα)−
∮
S
fqθv
θ · nˆ dS
= lim
S→∞
{∫
V
dz∇zf · (qθvθα)−
∮
S
fqθv
θ · nˆ dS
}
=
∫
dzqθ(z)∇zf · vθα = Eqθ(z)
[∇zf · vθα]
Here we have substituted for ∂∂θα qθ using Eqn. 3 in
the first line, appealed to the divergence theorem4 in
the second line, and taken the surface to infinity in the
3More explicitly: at each point z in the sample space
the vector field vθα is specified by D components vθαi ,
i = 1, ..., D, where D is the dimension of the sample space.
4More explicitly: we apply the divergence theorem to the
vector field fqθvθ and expand the divergence in the volume
integral using the product rule (cf. Green’s identities).
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Pathwise Derivatives for Multivariate Distributions
third line. In the final step we assume that fqθvθ is
sufficiently well-behaved that we can drop the surface
integral as the surface goes to infinity.
Thus Eqn. 4 is a generalization of Eqn. 2 to the stochas-
tic case, with the velocity field vθα playing the role of
∂z
∂θα
in the deterministic case. In contrast to the deter-
ministic case where ∂z∂θα is uniquely specified, Eqn. 3
generally admits an infinite dimensional space of solu-
tions for vθα .
The transport equation encodes an intuitive geometric
picture. As we vary θ we move qθ(z) along a curve in
the space of distributions over the sample space. This
curve corresponds to a time-varying cloud of particles;
in this analogy the set of velocity fields {vθα}α describes
the (infinitesimal) displacements that particles undergo
as θ is varied. Because each velocity field obeys the
corresponding transport equation, Eqn. 3, the total
probability is conserved and the displaced particles are
distributed according to the displaced distribution.
In this work we are interested in the multivariate case,
where the solution space to Eqn. 3 is very rich, and
where alternative gradient estimators tend to suffer
from large variance, especially in high dimensions. Our
contributions are two-fold. In Sec. 3 we exploit the
the fact that the transport equation admits a large
space of solutions to construct gradient estimators that
are adapted to the test function f(z). In the context
of the reparameterization trick (see Sec. 2.3) our ap-
proach is conceptually analogous to adaptively choosing
a reparameterization T from a family of transforma-
tions {Tλ(;θ)}, with the difference that the trans-
formation is never explicitly constructed; rather it is
implicit as a solution to Eqn. 3. Second, in Sec. 4 we
construct pathwise gradient estimators for mixtures of
Normal distributions with diagonal covariance matrices.
We emphasize that the resulting gradient estimators
are the only known unbiased pathwise gradient esti-
mators for this class of mixture distributions whose
computational complexity is linear in the dimension
of the sample space. As we show in Sec. 6 our gra-
dient estimators often exhibit low variance and good
performance as compared to alternative methods.
The rest of this paper is organized as follows. In Sec. 2
we give an overview of stochastic gradient variational
inference (SGVI) and stochastic gradient estimators.
In Sec. 3 we use parameterized families of solutions to
Eqn. 3 to construct adaptive pathwise gradient esti-
mators. In Sec. 4 we present solutions to Eqn. 3 for
multivariate mixture distributions. In Sec. 5 we place
our work in the context of recent research. In Sec. 6
we validate our proposed techniques with a variety of
experiments in the context of variational inference. In
Sec. 7 we discuss directions for future work.
2 Background
2.1 Stochastic Gradient Variational Inference
Given a probabilistic model p(x, z) with observations
x and latent random variables z, variational inference
recasts posterior inference as an optimization problem.
Specifically we define a family of variational distribu-
tions qθ(z) parameterized by θ and seek to find a value
of θ that minimizes the KL divergence between qθ(z)
and the (unknown) posterior p(z|x) [19, 29, 15, 45, 31].
This is equivalent to maximizing the ELBO, defined as
ELBO = Eqθ(z) [log p(x, z)− log qθ(z)] (5)
This stochastic optimization problem will be the basic
setting for most of our experiments in Sec. 6.
2.2 Score Function Estimator
The score function estimator, also referred to as re-
inforce [12, 44, 10], provides a simple and broadly
applicable recipe for estimating gradients, with the
simplest variant given by
∇θαL = Eqθ(z) [f(z)∇θα log qθ(z)]
Although the score function estimator is very general
(e.g. it can be applied to discrete random variables)
it typically suffers from high variance, although this
can be mitigated with the use of variance reduction
techniques such as Rao-Blackwellization [5] and control
variates [36].
2.3 Reparameterization Trick
The reparameterization trick (RT) is not as broadly
applicable as the score function estimator, but it gener-
ally exhibits lower variance [30, 39, 22, 11, 42, 34]. It
is applicable to continuous random variables whose
probability density qθ(z) can be reparameterized
such that we can rewrite expectations Eqθ(z) [f(z)] as
Eq0() [f(T (;θ))], where q0() is a fixed distribution
and T (;θ) is a differentiable θ-dependent transfor-
mation. Since the expectation w.r.t. q0() has no θ
dependence, gradients w.r.t. θ can be computed by
pushing ∇θ through the expectation. This reparame-
terization can be done for a number of distributions,
including for example the Normal distribution. As
noted in [18], in cases where the reparameterization
trick is applicable, we have that
vθα =
∂T (;θ)
∂θα
∣∣∣∣
=T −1(z;θ)
(6)
is a solution to the transport equation, Eqn. 3.
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3 Adaptive Velocity Fields
Whenever we have a solution to Eqn. 3 we can form an
unbiased gradient estimator via Eqn. 4. An intriguing
possibility arises if we can construct a parameterized
family of solutions vθαλ : as we take steps in θ-space we
can simultaneously take steps in λ-space, thus adap-
tively choosing the form the θα gradient estimator takes.
This can be understood as an instance of an adaptive
control variate [36]; consider the solution vθαλ as well
as a fixed reference solution vθα0 :
∇θαL = Eqθ(z)
[
∇zf · vθαλ
]
= Eqθ(z)
[
∇zf · vθα0
]
+ Eqθ(z)
[
∇zf ·
(
vθαλ − vθα0
)]
(7)
The final expectation is identically equal to zero so
the integrand is a control variate. If we choose λ
appropriately we can reduce the variance of our gradient
estimator. In order to specify a complete algorithm we
need to answer two questions: i) how should we adapt
λ?; and ii) what is an appropriate family of solutions
vθαλ ? We now address each of these in turn.
3.1 Adapting velocity fields
Whenever we compute a gradient estimate via Eqn. 4
we can use the same Ns sample(s) zi ∼ qθ to form an
estimate of the variance of the gradient estimator:
Var
(
∂L
∧
∂θ
)
≡
∑
α
Var
(
∂L
∧
∂θα
)
=
1
Ns
∑
α
∑
zi
[
(∇zf · vθαλ )2
]
−
∑
α
(
1
Ns
∑
zi
[
∇zf · vθαλ
])2
In direct analogy to the adaptation procedure used in
(for example) [37] we can adapt λ by following noisy
gradient estimates of this variance:
∇λVar
(
∂L
∧
∂θ
)
= 1Ns
∑
α
∑
zi
[
∇λ(∇zf · vθαλ )2
]
(8)
In this way λ can be adapted to reduce the gradient
variance during the course of optimization. See Algo-
rithm 1 for a summary of the complete algorithm in the
case where single-sample gradient estimates are used
at each iteration.
3.2 Parameterizing velocity fields
Assuming we have obtained (at least) one solution vθ0 to
the transport equation Eqn. 3, parameterizing a family
of solutions vθλ is in principle easy. We simply solve
the null equation, ∇z ·
(
qθv˜
θ
)
= 0, which is obtained
Algorithm 1: Stochastic optimization with Adaptive
Velocity Fields. Note that steps 2 and 4 occur implicitly
for the reparameterization trick estimator. What sets
Adaptive Velocity Fields apart is steps 3 and 5.
Initialize θ, λ, and choose step sizes θ, λ.
for i = 1, 2, ..., Nsteps do
1. Sample zi ∼ qθ
2. Compute g(θ)θαi ≡ ∇zf(zi) · vθαλ for all α
(cf. Eqn. 7)
3. Compute g(λ)i ≡ ∇λVar
(
∂L
∂θ
)
(cf. Eqn. 8)
4. Take a (noisy) gradient step θ → θ + θg(θ)i
5. Take a (noisy) gradient step λ→ λ+ λg(λ)i
end
from the transport equation by dropping the source
term ∂∂θ qθ. Then for a given family of solutions to the
null equation, v˜θλ, we get a solution v
θ
λ to the transport
equation by simple addition, i.e. vθλ = v
θ
0 + v˜
θ
λ. At
first glance solving the null equation appears to be
easy, since any divergence-free vector field immediately
yields a solution:
∇z ·wλ = 0 and v˜θλ =
wλ
qθ
⇒ ∇z ·
(
qθv˜
θ
λ
)
= 0
However, in order to construct general purpose gradient
estimators we need to impose appropriate boundary
conditions on the velocity field; for more on this subtlety
we refer the reader to the supplementary materials.
In order to demonstrate how to construct suitable null
solutions we henceforth focus on a particular family
of distributions qθ(z), namely elliptical distributions.
Elliptical distributions are probability distributions
whose density is of the form q(z) ∝ g(zTΣ−1z) for
some scalar density g(·) and positive definite symmetric
matrix Σ. They include, for example, the multivariate
Normal distribution and the multivariate t-distribution.
For concreteness, in the following we focus exclusively
on the multivariate Normal distribution. We stress,
however, that the resulting adaptive gradient estima-
tors are applicable to any elliptical distribution. We
refer to the supplementary materials for a description
of the specific case of the multivariate t-distribution.
3.3 Null Solutions for the Multivariate
Normal Distribution
Consider the multivariate Normal distribution in D di-
mensions parameterized via a mean µ and Cholesky fac-
tor L. We would like to compute derivatives w.r.t. Lab.
While the reparameterization trick is applicable in this
case, we can potentially get lower variance gradients
by using Adaptive Velocity Fields. As we show in
the supplementary materials, a simple solution to the
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corresponding null transport equation is given by
v˜LabA = LA
abL−1(z − µ) (9)
where λ ≡ {Aab} is an arbitrary collection of antisym-
metric D ×D matrices (one for each a, b). This is just
a linear vector field and so it is easy to manipulate and
(relatively) cheap to compute. Geometrically, for each
entry of L, this null solution corresponds to an infinites-
imal rotation in whitened coordinates z˜ = L−1(z −µ).
Note that v˜LabA is added to the reference solution v
Lab
0 ,
and this is not equivalent to rotating vLab0 .
Since a, b runs over D(D+1)2 pairs of indices and each
Aab has D(D−1)2 free parameters, this space of solutions
is quite large. Since we will be adapting Aab via noisy
gradient estimates—and because we would like to limit
the computational cost—we choose to parameterize a
smaller subspace of solutions. Empirically we find that
the following parameterization works well:
Aabjk =
M∑
`=1
B`aC`b (δajδbk − δakδbj) (10)
Here each M ×D matrix B and C is arbitrary and the
hyperparameter M allows us to trade off the flexibility
of our family of null solutions with computational cost
(typically M  D).
The computational complexity of using Adaptive Ve-
locity Field gradients with this class of parameterized
velocity fields (including the A update equations) is
O(D3 +MD2) per gradient step. This should be com-
pared to the O(D2) cost of the reparameterization trick
gradient and the O(D3) cost of the OMT gradient (see
Sec. 5 for a discussion of the latter).5 We explore the
performance of the resulting Adaptive Velocity Field
(AVF) gradient estimator in Sec. 6.1.
4 Pathwise Derivatives for
Multivariate Mixture Distributions
In this section we use the transport equation Eqn. 3
to construct pathwise gradient estimators for mixture
distributions. Note that this section is logically indepen-
dent from the previous section, although—as we discuss
briefly in the supplementary materials—Adaptive Ve-
locity Fields can be readily combined with the gradient
estimators discussed here.
5Note, however, that the computational complexity of
the AVF gradient is somewhat misleading in that the O(D3)
term arises from matrix multiplications, which tend to
be quite fast. By contrast the OMT gradient estimator
involves a singular value decomposition, which tends to be
substantially more expensive than a matrix multiplication
on modern hardware.
Consider a mixture of K multivariate distributions in
D dimensions:
qθ(z) =
K∑
j=1
pijqθj (z) (11)
In order to compute pathwise derivatives of z ∼ qθ(z)
we need to solve the transport equation w.r.t. the mix-
ture weights pij as well as the component parameters θj .
For the derivatives w.r.t. θj we can just repurpose the
velocity fields of the individual components. That is, if
v
θj
single is a solution of the single-component transport
equation
(
i.e.
∂qθj
∂θj
+∇ · (qθjvθjsingle) = 0
)
, then
vθj =
pijqθj
qθ
v
θj
single (12)
is a solution of the multi-component transport equa-
tion.6 See the supplementary materials for the (short)
derivation. For example we can readily compute
Eqn. 12 if each component distribution is reparam-
eterizable. Note that a typical gradient estimator for,
say, a mixture of Normal distributions first samples the
discrete component k ∈ [1, ...,K] and then samples z
conditioned on k. This results in a pathwise derivative
for z that only depends on µk and σk. By contrast the
gradient computed via Eqn. 12 will result in a gradient
for all K component parameters for every sample z.
We explore this difference experimentally in Sec. 6.2.2.
4.1 Mixture weight derivatives
Unfortunately, solving the transport equation for the
mixture weights is in general much more difficult, since
the desired velocity fields need to coordinate mass
transport among all K components.7 We now describe
a formal construction for solving the transport equation
for the mixture weights. For each pair of component
distributions j, k consider the transport equation
qθj − qθk +∇z ·
(
qθv˜
jk
)
= 0 (13)
Intuitively, the velocity field v˜jk moves mass from com-
ponent k to component j. We can superimpose these
solutions to form
v`j = pij
∑
k 6=j
pikv˜
jk (14)
As we show in the supplementary materials, the ve-
locity field v`j yields an estimator for the derivative
6We note that the form of Eqn. 12 implies that we
can easily introduce Adaptive Velocity Fields for each indi-
vidual component (although the cost of doing so may be
prohibitively high for a large number of components).
7For example, we expect this to be particularly difficult
if some of the component distributions belong to different
families of distributions, e.g. a mixture of Normal distribu-
tions and Wishart distributions.
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w.r.t. the softmax logit `j that corresponds to compo-
nent j.8 Thus provided we can find solutions v˜jk to
Eqn. 13 for each pair of components j, k we can form
a pathwise gradient estimator for the mixture weights.
We now consider one particular situation where this
recipe can be carried out. We leave a discussion of other
solutions—including a solution for a mixture of Normal
distributions with arbitrary diagonal covariances—to
the supplementary materials.
4.2 Mixture of Multivariate Normals with
Shared Diagonal Covariance
Here each component distribution is specified by
qθj (z) = N (z|µj ,σ), i.e. each component distribu-
tion has its own mean vector µj but all K components
share the same (diagonal) square root covariance σ.9
We find that a solution to Eqn. 13 is given by
v˜jk =
(
Φ(z˜jk‖ −µ˜jk‖ )− Φ(z˜jk‖ +µ˜kj‖ )
)
φ(||z˜jk⊥ ||2)
(2pi)D/2−1qθ
∏D
i=1 σi
σµˆjk
(15)
where σµˆjk indicates matrix multiplication by
diag(σ), z˜ ≡ z  σ−1, and where the quantities
{µ˜j , µˆjk, µ˜jk‖ , z˜jk‖ , z˜jk⊥ } are defined in the supplemen-
tary materials. Here Φ(·) is the CDF of the unit Normal
distribution and φ(·) is the corresponding probability
density. Geometrically, the velocity field in Eqn. 15
moves mass along lines parallel to µj − µk. Note that
the gradient estimator resulting from Eqn. 15 has cost
O(DK2).10 We explore the performance of the result-
ing pathwise gradient estimators in Sec. 6.2.
5 Related Work
There is a large body of work on constructing gradient
estimators with reduced variance, much of which can be
understood in terms of control variates [36]: for exam-
ple, [27] constructs neural baselines for score function
gradients; [40] discuss gradient estimators for stochas-
tic computation graphs and their Rao-Blackwellization;
and [43, 13] construct adaptive control variates for dis-
crete random variables. Another example of this line
of work is [25], where the authors construct control
variates that are applicable when qθ(z) is a diagonal
Normal distribution and that rely on Taylor expansions
8That is with respect to `j where pij = e`j/
∑
k e
`k .
9To keep the equations compact we consider a diagonal
covariance matrix. The resulting velocity field is readily
transformed to a rotated coordinate system in which the
(single shared) covariance matrix is arbitrary.
10As detailed in the supplementary materials, the path-
wise gradient estimators for the familes of mixture distribu-
tions we consider all have cost O(DK) or O(DK2).
of the test function f(z).11 In contrast our AVF gradi-
ent estimator for the multivariate Normal has about
half the computational cost, since it does not rely on
second order derivatives. Another line of work con-
structs partially reparameterized gradient estimators
for cases where the reparameterization trick is diffi-
cult to apply [38, 28]. In [14], the author constructs
pathwise gradient estimators for mixtures of diagonal
Normal distributions. Unfortunately, the resulting esti-
mator is expensive, relying on a recursive computation
that scales with the dimension of the sample space. An-
other approach to mixture distributions is taken in [7],
where the authors use quadrature-like constructions
to form continuous distributions that are reparame-
terizable. Ref. [35] considers a gradient estimator for
mixture distributions in which all K components are
summed out. Our work is closest to [18], which uses
the transport equation to derive an ‘OMT’ gradient es-
timator for the multivariate Normal distribution whose
velocity field is optimal in the sense of optimal trans-
port. This gradient estimator can exhibit low variance
but has O(D3) computational complexity due to an
(expensive) singular value decomposition. In addition
the OMT gradient estimator is not adapted to the test
function at hand; rather it has one fixed form.
As this manuscript was being completed, we became
aware of reference [9], which has some overlap with this
work. In particular, [9] describes an interesting recipe
for computing pathwise gradients that can be applied
to mixture distributions. A nice feature of this recipe
(also true of [14]), is that it can be applied to mixtures
of Normal distributions with arbitrary covariances. A
disadvantage is that it can be expensive, exhibiting a
O(D2) computational cost even for a mixture of Normal
distributions with diagonal covariances. In contrast the
gradient estimators constructed in Sec. 4 by solving
the transport equation are linear in D. We provide a
comparison to their approach in Sec. 6.2.1.
6 Experiments
We conduct a series of experiments using synthetic and
real world data to validate the performance of the gra-
dient estimators introduced in Sec. 3 & 4. Throughout
we use single sample estimators. See Sec. E in the
supplementary materials for details on experimental
setups. Open source implementations of all our gradi-
ent estimators are available at https://git.io/fhbqH.
All variational inference experiments were implemented
using the Pyro probabilistic programming language [2].
11Also, in their approach variance reduction for scale pa-
rameter gradients ∇σ necessitates a multi-sample estimator
(at least for high-dimensional models where computing the
diagonal of the Hessian is expensive).
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(a) We compare the OMT and AVF gradient estimators for
the multivariate Normal distribution to the RT estimator
for three test functions. The horizontal axis controls the
magnitude of the off-diagonal elements of the Cholesky factor
L. The vertical axis depicts the ratio of the mean variance
of the given estimator to that of the RT estimator for the
off-diagonal elements of L.
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(b) We compare the variance of pathwise gradient estima-
tors for various mixture distributions with K = 10 to the
corresponding score function estimator. The vertical axis de-
picts the ratio of the logit gradient variance of the pathwise
estimator to that of the score function estimator for the test
function f(z) = ||z||2.
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(c) We compare the variance of our pathwise gradient estima-
tor for mixtures of diagonal Normal distributions to the one
described in ref. [9]. Here D = 2, σ controls the covariance
of each component distribution, and the vertical axis is the
ratio of variances (with our estimator in the denominator).
See supplementary materials for details.
Figure 1: We compare the gradient variances for dif-
ferent gradient estimators and synthetic test functions.
See Sec. 6.1.1 and Sec. 6.2.1 for details.
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Figure 2: We compare the performance of various
pathwise gradient estimators on the GP regression task
in Sec 6.1.2. The AVF gradient estimator with M = 5
is the clear winner both in terms of wall clock time and
the final ELBO achieved.
6.1 Adaptive Velocity Fields
6.1.1 Synthetic test functions
In Fig. 1a we use synthetic test functions to illustrate
the variance reduction that is achieved with AVF gra-
dients for the multivariate Normal distribution as com-
pared to the reparameterization trick and OMT gradi-
ents from [18]. The dimension is D = 50; the results
are qualitatively similar for different dimensions. Note
that, as demonstrated here, whether AVF outperforms
OMT is problem dependent.
6.1.2 Gaussian Process Regression
We investigate the performance of AVF gradients for
the multivariate Normal distribution in the context of
a Gaussian Process regression task reproduced from
[18]. We model the Mauna Loa CO2 data from [20]
considered in [32]. We fit the GP using a single-sample
Monte Carlo ELBO gradient estimator and all N = 468
data points (so D = 468). Both the OMT and AVF
gradient estimators achieve higher ELBOs than the RT
estimator (see Fig. 2); however, the OMT estimator
does so at substantially increased computational cost
(∼1.9x), while the AVF estimator for M = 1 (M = 5)
requires only ∼6% (∼11%) more time per iteration. By
iteration 250 the AVF gradient estimator with M = 5
has attained the same ELBO that the RT estimator
attains at iteration 500.
6.2 Mixture Distributions
6.2.1 Synthetic test function
In Fig. 1b we depict the variance reduction of pathwise
gradient estimators for various mixture distributions
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compared to the corresponding score function estima-
tor. We find that the typical variance reduction has
magnitude O(D). The results are qualitatively simi-
lar for different numbers of components K. See the
supplementary materials for details on the different
families of mixture distributions. In Fig. 1c we com-
pare the gradient estimator for mixtures of Normal
distributions described in Sec. 4.2 to the estimator
described in [9]. We find that our estimator exhibits
better performance when the mixture components have
more overlap (σ  0), while their estimator exhibits
better performance in the opposite regime (σ → 0).
Since their estimator has a cost that is quadratic in
the dimension D, while our estimator has a cost that
is linear in the dimension D, which estimator is to be
preferred will be problem specific.
6.2.2 Baseball Experiment
We consider a model for repeated binary trial data
using the data in [8] and the modeling setup in [1]
with partial pooling. The model has two global la-
tent variables and 18 local latent variables so that the
posterior is 20-dimensional. While mean field SGVI
gives reasonable results for this model, it is not able
to capture the detailed structure of the exact posterior
as computed with the NUTS HMC implementation
in Stan [16, 4]. To go beyond mean field we consider
variational distributions that are mixtures of K diago-
nal Normal distributions.12 Adding more components
gives a better approximation to the exact posterior,
see Fig. 3a. Furthermore, using pathwise derivatives
in the ELBO gradient estimator leads to faster con-
vergence, see Fig. 3b. Here the hybrid estimator uses
score functions gradients for the mixture logits but
implements Eqn. 12 for gradients w.r.t. the component
parameters. Since there is significant overlap among
the mixture components, Eqn. 12 leads to substantial
variance reduction.
6.2.3 Continuous state space model
We consider a non-linear state space model with ob-
servations xt and random variables zt at each time
step (both two dimensional). Since the likelihood is of
the form p(xt|zt) = N (xt|µ(zt), σx12) with µ(zt) =
(z21t, 2z2t), the posterior over z1:T is highly multi-modal.
We use SGVI to approximate the posterior over z1:T .
To better capture the multi-modality we use a varia-
tional family that is a product of two-component mix-
ture distributions of the form q(zt|zt−1,xt:T ), one at
each time step. As can be seen from Fig. 4, the varia-
tional family makes use of the mixture distributions at
its disposal to model the multi-modal structure of the
posterior, something that a variational family with a
12Cf. the experiment in [26]
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(a) Two-dimensional cross-sections of three approximate pos-
teriors; each cross-section includes one global latent variable,
log(κ), and one local latent variable, logit(θ0). The white
density contours correspond to the different variational ap-
proximations, and the background depicts the approximate
posterior computed with HMC. The quality of the vari-
ational approximation improves as we add more mixture
components.
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(b) ELBO training curves for three gradient estimators for
K = 20. The lower variance of the pathwise and hybrid
gradient estimators speeds up learning. The dotted lines
denote mean ELBOs over 50 runs and the bands indicate
1-σ standard deviations. Note that the figure would be qual-
itatively similar if the ELBO were plotted against wall clock
time, since the estimators have comparable computational
cost (within 10%).
Figure 3: Variational approximations and ELBO train-
ing curves for the model in Sec. 6.2.2.
unimodal q(zt|·) struggles to do. In the next section
we explore the use of mixture distributions in a much
richer time series setup.
6.2.4 Deep Markov Model
We consider a variant of the Deep Markov Model
(DMM) setup introduced in [23] on a polyphonic music
dataset. We fix the form of the model and vary the
variational family and gradient estimator used. We
consider a variational family which includes a mixture
distribution at each time step. In particular each fac-
tor q(zt|zt−1,xt:T ) in the variational distribution is
a mixture of K diagonal Normals. We compare the
performance of the pathwise gradient estimator intro-
duced in Sec. 4 to two variants of the Gumbel Softmax
gradient estimator [17, 24], see Table 1. For a descrip-
tion of these two gradient estimators, which use the
Gumbel Softmax trick to deal with mixture weight gra-
dients, see Sec. E in the supplementary materials. Note
that both Gumbel Softmax estimators are biased, while
the pathwise estimator is unbiased. We find that the
Gumbel Softmax estimators—which induce O(2 − 8)
times higher gradient variance for the mixture logits
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Figure 4: Approximate marginal posteriors for the toy
state space model in Sec. 6.2.3 for a randomly chosen
test sequence for t = 4, 5, 6. The mixture distributions
that serve as components of the variational family on
the bottom help capture the multi-modal structure of
the posterior.
as compared to the pathwise estimator—are unable to
achieve competitive test ELBOs.13
Note that while the numerical differences in Table 1
are not large (∼ 0.05 nats), they are comparable to
the quantitative improvement that one can achieve
in this context when equipping the variational family
with normalizing flows [41, 33]; for this particular task
there appears to be little headroom above what can be
attained with a (unimodal) Normal variational family.
Gradient Estimator
Variational Family Pathwise GS-Soft GS-Hard
K=2 -6.84 -6.89 -6.88
K=3 -6.82 -6.87 -6.85
Table 1: Test ELBOs for the DMM in Sec. 6.2.4. Higher
is better. For comparison: we achieve a test ELBO of
-6.90 for a variational family in which each q(zt|·) is a
diagonal Normal.
6.2.5 VAE
We conduct a simple experiment with a VAE [22, 34]
trained on MNIST. We fix the form of the model and
vary the gradient estimator used. The variational fam-
ily is of the form q(z|x), where q(z|·) is a mixture
of K ∈ [3, 4, 5] diagonal Normals. We find that on
13We also found the Gumbel Softmax estimators to be
less numerically stable, which prevented us from using
more aggressive KL annealing schedules. This may have
contributed to the performance gap in Table 1.
this task our gradient estimator achieves similar per-
formance to the two Gumbel Softmax estimators and
the score function estimator, see Table 2. This is not
too surprising, since VAE posteriors tend to be quite
sharp for any given x so that gradient variance is not
the bottleneck for learning.
Gradient Estimator
Var. Family Pathwise GS-Soft GS-Hard SF
K=3 -95.88 -95.95 -95.96 -95.98
K=4 -95.89 -95.84 -95.88 -95.99
K=5 -96.04 -95.94 -95.89 -95.98
Table 2: Test ELBOs for the VAE in Sec. 6.2.5. Higher
is better.
7 Discussion
We have seen that the link between the transport equa-
tion and derivatives of expectations offers a powerful
tool for constructing pathwise gradient estimators. In
the case of variational inference, we emphasize that—in
addition to providing gradients with reduced variance—
pathwise gradient estimators can enable quick iteration
over complex models and variational families, since
there is no need to reason about ELBO gradients. The
modeler need only construct a Monte Carlo estimator
of the ELBO; automatic differentiation will handle the
rest. Our hope is that an expanding toolkit of pathwise
gradient estimators can contribute to the development
of innovative applications of variational inference.
One limitation of our approach is that solving the
transport equation for arbitrary families of distribu-
tions presents a challenge. Of course, this limitation
also applies to the reparameterization trick. While
we acknowledge this limitation, we note that since:
i) the Normal distribution is ubiquitous in machine
learning; and ii) mixtures of Normals are universal
approximators for continuous distributions, improving
the gradient estimators that can be used in these two
cases is already of considerable value.
Given the richness of the transport equation and the
great variety of multivariate distributions, there are
several exciting possibilities for future research. It
would be of interest to identify more cases where we
can construct null solutions to the transport equation,
e.g. generalizing Eqn. 9 to higher orders. It could also
be fruitful to consider other ways of adapting veloc-
ity fields. In some cases this could lead to improved
variance reduction, especially in the case of mixture
distributions, where the optimal transport setup in
[6] might provide a path to constructing alternative
gradient estimators.
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A Supplementary Materials:
Overview
These supplementary materials are organized as follows.
In Sec. B we discuss general properties of pathwise gra-
dient estimators derived from the transport equation.
In Sec. C we give further details on Adaptive Velocity
Fields. In Sec. D we give further details on our path-
wise gradient estimators for mixture distributions, in
particular describing velocity fields for four families of
Normal mixtures. Finally, in Sec. E we describe the
setup of the various experiments described in the main
text.
B Pathwise Gradient Estimators and
the Transport Equation
As discussed in the main text, a solution vθ to the trans-
port equation allows us to form an unbiased pathwise
gradient estimator via
∇θL = Eqθ(z)
[∇zf · vθ] (16)
In order for this to be a sensible Monte Carlo estimator,
we require that the variance is finite, i.e
V(∇θL) = Eqθ(z)
[||∇zf · vθ||2]− ||∇θL||2 <∞ (17)
In order for the derivation given in the main text to
hold, we also require for vθ to be everywhere con-
tinuously differentiable and that the surface integral∮
S
(qθfv
θ) · nˆ dS go to zero as dS tends towards the
boundary at infinity. A natural way to ensure the latter
condition for a large class of test functions is to require
the boundary condition
qθv
pij → 0 as ||z|| → ∞ (for all directions zˆ)
(18)
Note that this boundary condition is satisfied by all the
gradient estimators proposed in this work. Much of the
difficulty in using the transport equation to construct
pathwise gradient estimators is in finding velocity fields
that satisfy all these desiderata.
For example consider a mixture of products of univari-
ate distributions of the form:
qθ(z) =
K∑
j=1
pijqθj (z) with qθj (z) =
D∏
i=1
qθji(zi)
(19)
Here j runs over the components and i runs over the
dimensions of z. Note that a mixture of diagonal Nor-
mal distributions is a special case of Eqn. 19. Suppose
each qθji has a CDF Fθji that we have analytic control
over. Then we can form the velocity field
v
pij
i = −
Fθjiqj,−i
Dqθ
with qj,−i ≡
∏
k 6=i
qθjk (20)
This is a solution to the transport equation for the
mixture weight pij ; however, it does not satisfy the
boundary condition Eqn. 18 and so it is of limited
practical use for estimating gradients.14 Intuitively,
the problem with Eqn. 20 is that vpij sends mass to
infinity.
C Adaptive Velocity Fields for the
Multivariate Normal Distribution
We show that the velocity field
v˜LabA = LA
abL−1(z − µ) (21)
given in the main text is a solution to the corresponding
null transport equation.15 The transport equation can
be written in the form
∂
∂Lab
log q +∇ · v˜ + v˜ · ∇ log q = 0 (22)
Transforming to whitened coordinates z˜ = L−1(z−µ),
the null equation is given by
∇ · v˜ = v˜ · z˜ (23)
We let v˜ = Aabz˜ and compute
∇z˜ · v˜ = Tr Aab = 0 =
∑
ij
z˜iA
ab
ij z˜j = v˜ · z˜ (24)
where we have used that Aab is antisymmetric. Trans-
forming v˜ back to the given coordinates z, we end up
with Eqn. 21 (the factor of L enters when we transform
the vector field).
For the ‘reference solution’ vLab0 we simply use the
velocity field furnished by the reparameterization trick,
which is given by
(vLab0 )i = δia(L
−1z)b (25)
Thus the complete specification of vLabA is
(vLabA )i = δia(L
−1z)b + (LAabL−1(z − µ))i (26)
As mentioned in the main text, the computational
complexity of using AVF gradients with this class of
parameterized velocity fields (including the A update
equations) is
O(D3 +MD2) (27)
14Note that since pi is constrained to lie on the simplex,
the relevant velocity fields to consider are defined w.r.t. an
appropriate parameterization like softmax logits `. It is for
these velocity fields that the boundary condition needs to
hold and not for vpij itself. This is why Eqn. 20 can be
used for D = 1, where the boundary condition does hold.
15This derivation can also be found in reference [18].
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This should be compared to the O(D2) cost of the repa-
rameterization trick gradient and the O(D3) cost of
the OMT gradient. However, the computational com-
plexity in Eqn. 27 is somewhat misleading in that the
O(D3) term arises from matrix multiplications, which
tend to be quite fast. By contrast the OMT gradient es-
timator involves a singular value decomposition, which
tends to be substantially more expensive than a matrix
multiplication on modern hardware. In cases where
computing the test function involves expensive opera-
tions like Cholesky factorizations, the additional cost
reflected in Eqn. 27 is limited (at least for M  D).
For example, as reported in the GP experiment in
Sec. 6.1.2 in the main text where D = 468, the AVF
gradient estimator for M = 1 (M = 5) requires only
∼6% (∼11%) more time per iteration.
C.1 Adaptive Velocity Fields for the
Multivariate t-Distribution
We consider the multivariate t-distribution in D dimen-
sions with probability density
qθ(z) =
∫ ∞
0
q(τ |ν)q(z|L, τ)dτ
∝ 1|L|
(
1 + 1ν z
TΣ−1z
)− ν+D2 (28)
where
q(τ |ν) = Ga(τ |ν2 , ν2 ) q(z|L, τ) = N (z|0, τ−
1
2L)
We want to compute derivatives w.r.t Lab. We compute
∂ log qθ(z)
∂Lab
=
∂
∂Lab
(− log |L| − ν+D2 log (1 + 1ν zTΣ−1z)) =
− L−1ba + ν+Dν
(
1 + 1ν z
TΣ−1z
)−1
(Σ−1z)a(L−1z)b
(29)
Now suppose vLabA is given as in Eqn. 26. Then we
have
∇ · vLabA = ∇ · vLab0 = L−1ba (30)
and
∇qθ(z) = −ν+Dν
(
1 + 1ν z
TΣ−1z
)−1
(Σ−1z) (31)
It is easy to show that
vLabA · ∇qθ(z) = vLab0 · ∇qθ(z) (32)
since the term containing Aab vanishes due to the anti-
symmetry of Aab. Thus one has
vLabA ·∇qθ = −ν+Dν
(
1 + 1ν z
TΣ−1z
)−1
(Σ−1z)a(L−1z)b
(33)
Gathering terms we see that vLabA satisfies the relevant
transport equation, namely
∂
∂Lab
log qθ +∇ · vLabA + vLabA · ∇ log qθ = 0 (34)
Consequently we have shown that the velocity fields
given in Eqn. 26 can be used to a construct adaptive
gradient estimators for the cholesky matrix of the mul-
tivariate t-distribution.
Note that the only property of qθ(z) that was used in
the derivation was the fact that
qθ(z) ∝ 1|L|g(z
TΣ−1z) (35)
for some scalar density g(·). Thus the velocity fields
in Eqn. 26 can in fact be used to construct adaptive
gradient estimators for all distributions of the form
given in Eqn. 35, i.e. for all elliptical distributions.
D Mixture distributions
In Table 3 we summarize the four families of mixture
distributions for which we have found closed form so-
lutions to the transport equation. The first one was
presented in the main text; here we also present the
solutions for the three other families of mixture distri-
butions.
D.1 Pairwise Mass Transport
We begin with the transport equation for pij , which
reads
qθj +∇z · (qθvpij ) = 0 (36)
Introducing softmax logits `j given by
pij =
e`j∑
k e
`k
(37)
and using the fact that
∂pik
∂`j
= pij(δkj − pik) (38)
we observe that the velocity field for `j satisfies the
following transport equation
pij
(
qθj −
∑
k
pikqθk
)
+∇z ·
(
qθv
`j
)
= 0 (39)
We substitute Eqn. 14 for v`j and compute the diver-
gence term, which yields
∇z ·
(
qθv
`j
)
= ∇z ·
qθpij∑
k 6=j
pikv˜
jk
 =
− pij
∑
k 6=j
pik
(
qθj − qθk
)
= −pij
(
qθj −
∑
k
pikqθk
)
Martin Jankowiak, Theofanis Karaletsos
Distribution Name Component Distributions Velocity Field Computational Complexity
DiagNormalsSharedCovariance N (z|µj ,σ) Eqn. 15 O(K2D)
ZeroMeanGSM N (z|0, λjσ) Eqn. 40 O(KD)
GSM N (z|µj , λjσ) Eqn. 54 O(K2D)
DiagNormals N (z|µj ,σj) Eqn. 51 O(KD)
Table 3: Four families of mixture distributions for which we can compute pathwise derivatives. The names are
those used in Fig. 1b in the main text.
Thus v`j satisfies the relevant transport equation
Eqn. 39.
D.2 Zero Mean Discrete Gaussian Scale
Mixture
Here each component distribution is specified by
qθj (z) = N (z|0, λjσ), where each λj is a positive
scalar. Defining z˜ = z σ−1 and making use of radial
coordinates with r = ||z˜|| we find that a solution of
the form in Eqn. 14 reduces to
v`j = pijdiag(σ)
(
v˜j −
∑
k
pikv˜
k
)
(40)
where
v˜j =
Φ˜( rλj )
qθλ
D−1
j
∏D
i=1 σi
rˆ and
Φ˜(z) =
z1−D
(2pi)D/2
∫ ∞
z
z˜D−1e−z˜
2/2dz˜
(41)
The ‘radial CDF’ Φ˜ in Eqn. 41 can be computed ana-
lytically. In even dimensions we find16
Φ˜(z) =
e−z
2/2
(2pi)D/2
D
2 −1∑
k=0
(D − 2)!!
(2k)!!
z2k+1−D (42)
and in odd dimensions we find
Φ˜(z) =
e−z
2/2
(2pi)D/2
D−1
2∑
k=1
(D − 2)!!
(2k − 1)!!z
2k−D+
(D − 2)!!
√
pi
2
1−erf( z√
2
)
(2pi)D/2zD−1
(43)
where erf(·) is the error function. Note that in contrast
to all the other solutions in Table 3, Eqn. 40 for D even
does not involve any error functions.
We show explicitly that Eqn. 40 is a solution of the
corresponding transport equation. The derivations for
16The notation k!! refers to the double factorial of k,
which occurs in this context through the identity (2n−1)!! =
2nΓ(n+ 1
2
)/
√
pi.
the other families of mixture distributions are similar.
It is enough to show that
∑
i
∂
∂zi
(
qθv˜
j
i
)
=
∑
i
∂
∂zi
(
Φ˜( rλj )
λD−1j
∏D
i=1 σi
rˆi
)
= −qθj (z)
(44)
Using the identities
∂r
∂zi
=
zi
rσ2i
∂
∂zi
=
∂r
∂zi
∂
∂r
rˆi =
zi
r
(45)
which follow from the definition r2 =
∑
i
z2i
σ2i
, we have
∑
i
∂
∂zi
(
Φ˜( rλj )rˆi
)
=
1
λj
Φ˜′( rλj )
∑
i
z2i
σ2i r
2
=
1
λj
Φ˜′( rλj )
r2
r2
=
1
λj
Φ˜′( rλj )
(46)
By construction we have that
Φ′( rλj ) = −
1
(2pi)D/2
e−
1
2 r
2/λ2j = −
(
λDj
D∏
i=1
σi
)
qθj (z)
(47)
Comparing terms, we see that v˜j is indeed a solution
of the transport equation for pij as desired.
D.3 Mixture of Diagonal Normal
Distributions
Here each component distribution is given by
qθj (z) = N (z|µj ,σj) for j = 1, 2, ...,K (48)
For i = 1, ..., D define
z˜ji =
zi − µi
σji
z¯ji =
zi − µi
σ0i
r2ji =
∑
k<i
z˜2jk+
∑
k>i
z¯2jk
(49)
where σ0 is an arbitrary reference scale. We find that
if we define17
v˘j =
∑
i
(Φ(z˜ji)− Φ(z¯ji))φ(r2ji)
qθ
∏
k<i σjk
∏
k>i σ
0
k
zˆi (50)
17Here we take the empty products
∏
k<1 and
∏
k>D to
be equal to unity.
Pathwise Derivatives for Multivariate Distributions
then we can construct a solution of the form specified
in Eqn. 14 that is given by
v`j = pij
(
v˘j −
∑
k
pikv˘
k
)
(51)
Since the reference scale σ0 is arbitrary, this is actually
a parameterized family of solutions. Thus this solution
is in principle amenable to the Adaptive Velocity Field
approach described in Sec. 3 in the main text. In
addition, the ordering of the dimensions i = 1, ..., D
that occurs implicitly in the telescopic structure of
Eqn. 50 is also arbitrary. Thus Eqn. 50 corresponds to
a very large family of solutions. In practice we use the
fixed ordering given in Eqn. 50 and choose
σ0i ≡ min
j∈[1,K]
σji (52)
We find this works pretty well empirically.
D.4 Discrete GSM
Here each component distribution is given by
qθj (z) = N (z|µj , λjσ) for j = 1, 2, ...,K (53)
where each λj is a positive scalar. We can solve the cor-
responding transport equation for the mixture weights
by superimposing the solutions in Eqn. 15 and Eqn. 40.
In more detail, in this case the solution to Eqn. 13 is
given by
v¯jk = v˜jk;λ=λ0︸ ︷︷ ︸
soln. from Eqn. 15
+w˜j − w˜k (54)
where
w˜j = v˜j;λj − v˜j;λ=λ0︸ ︷︷ ︸
solutions from Eqn. 40
(55)
Analogously to the reference scale σ0 in Sec. D.3, λ0
is arbitrary. As such Eqn. 54 is a parametric family
of solutions that is amenable to the Adaptive Velocity
Field approach. Intuitively, we use the solutions from
Eqn. 15 to effect mass transport between component
means and solutions from Eqn. 40 to shrink/dilate
covariances.
D.5 Mixture of Multivariate Normals with
Shared Diagonal Covariance
To finish specifying the solution Eqn. 15 given in the
main text, we define the following coordinates:
z˜ = z  σ−1 µ˜j = µj  σ−1 µˆjk = µ˜
j − µ˜k
||µ˜j − µ˜k||
µ˜jk‖ = µ˜
j · µˆjk z˜jk‖ = z˜ · µˆjk z˜jk⊥ = z˜ − z˜jk‖ µˆjk
D.6 Velocity Fields for the Component
Parameters of Multivariate Mixtures
Suppose vθjsingle is a solution of the single-component
transport equation for the parameter θj , i.e.
∂qθj
∂θj
+∇ · (qθjvθjsingle) = 0 (56)
Then
vθj =
pijqθj
qθ
v
θj
single (57)
is a solution of the multi-component transport equation,
since
∂qθ(z)
∂θj
+∇ · (qθ(z)vθj ) = pij
∂qθj (z)
∂θj
+∇ · (qθ(z)vθj )
= pij
(
∂qθj (z)
∂θj
+∇ · (qθj (z)vθjsingle)
)
= 0
(58)
This completes the derivation for the claim about vθj
made at the beginning of Sec. 4 in the main text.
D.7 Pairwise Mass Transport and Control
Variates
For j = 1, ...,K define K×K square matrices Ajik such
that all the rows and columns of each Ajik sum to zero.
Then
w`j =
∑
i,k
Ajikv˜
ik (59)
is a null solution to the transport equation for v`j ,
Eqn. 39. While we have not done so ourselves, these
null solutions could be used to adaptively move mass
among the K component distributions of a mixture
instead of using the recipe in Eqn. 14, which takes mass
from each component distribution j in proportion to
its mass pij (which is in general suboptimal).
E Experimental Details
E.1 Synthetic Test Function Experiments
We describe the setup for the experiments in Sec. 6.1.1
and Sec. 6.2.1 in the main text.
For the experiment in Sec. 6.1.1 the dimension is fixed
to D = 50 and the mean of qθ is fixed to the zero
vector. The Cholesky factor L that enters into qθ is
constructed as follows. The diagonal of L consists
of all ones. To construct the off-diagonal terms we
proceed as follows. We populate the entries below the
diagonal of a matrix ∆L by drawing each entry from
the uniform distribution on the unit interval. Then we
define L = 1D+r∆L. Here r controls the magnitude of
Martin Jankowiak, Theofanis Karaletsos
off-diagonal terms of L and appears on the horizontal
axis of Fig. 1a in the main text. The three test functions
are constructed as follows. First we construct a strictly
lower diagonal matrix Q′ by drawing each entry from
a bernoulli distribution with probability 0.5. We then
define Q = Q′ +Q′T . The cosine test function is then
given by
f(z) = cos
∑
i,j
Qijzi/D
 (60)
The quadratic test function is given by
f(z) = zTQz (61)
The quartic test function is given by
f(z) =
(
zTQz
)2
(62)
The AVF gradient usesM = 1 and we train Aab to (ap-
proximate) convergence before estimating the gradient
variance.
For the experiment in Sec. 6.2.1 that is depicted in
Fig. 1b the test function is fixed to f(z) = ||z||2. The
distributions qθ are constructed as follows. For the
distributions that admit a parameter µj , each µj is
sampled from the sphere centered at z = 0 with radius
2. For the distribution whose velocity field is given in
Eqn. 40, the mean is fixed to 0. The covariance matrices
are sampled from a narrow distribution centered at the
identity matrix. Consequently the different mixture
components have little overlap.
For the experiment in Sec. 6.2.1 that is depicted in
Fig. 1c the test function is also fixed to f(z) = ||z||2.
The distributions qθ are constructed as follows. The
K means are placed uniformly around the unit circle.
The covariance of each component distribution is given
by σ21, where σ is the parameter that is varied along
the horizontal axis of the figure. For the gradient
estimator derived from the transport equation, we use
the estimator described in Sec. D.3, although in this
particular case the estimator given by Eqn. 15 yields
identical results.
In all cases the gradients can be computed analytically,
which makes it easier to reliably estimate the variance
of the gradient estimators.
E.2 Gaussian Process Regression
We use the Adam optimizer [21] to optimize the ELBO
with single-sample gradient estimates. We chose the
Adam hyperparameters by doing a grid search over the
learning rate and β1. For the AVF gradient estimator
the learning rate and β1 are allowed to differ between
θ and λ gradient steps (the latter needs a much larger
learning rate for good results). For each combination
of hyperparameters we did 500 training iterations for
five trials with different random seeds and then chose
the combination that yielded the highest mean ELBO
after 500 iterations. We then trained the model for 500
iterations, initializing with another random number
seed. The figure in the main text shows the training
curves for that single run. We confirmed that other
random number seeds give similar results.
E.3 Baseball Experiment
There are 18 baseball players and the data consists
of 45 hits/misses for each player. The model has two
global latent random variables, φ and κ, with priors
Uniform(0, 1) and Pareto(1, 1.5) ∝ κ−5/2, respectively.
There are 18 local latent random variables, θi for i =
0, ..., 17, with p(θi) = Beta(θi|α = φκ, β = (1 − φ)κ).
The data likelihood factorizes into 45 Bernoulli obser-
vations with mean chance of success θi for each player
i. All variational approximations are formed in the un-
constrained space {logit(φ), log(κ− 1), logit(θi)}. The
mean field variational approximation consists of a di-
agonal Normal distribution in the unconstrained space,
while the mixture variational approximation consists
of K diagonal Normal distributions in the same space.
We use the Adam optimizer for training with a learning
rate of 5× 10−3 [21].
E.4 Continuous State Space Model
We consider the following simple model with two di-
mensional observations xt and two dimensional latent
random variables zt:
p(x1:T , z1:T ) = p(z1)p(x1|z1)
T∏
t=2
p(zt|zt−1)p(xt|zt)
(63)
where
p(z1) = N (z1|0, σz12)
p(zt|zt−1) = N (zt|Tzt−1, σz12)
p(xt|zt) = N (xt|µ(zt), σx12)
(64)
and
µ(zt) = (z
2
1t, 2z2t) σz =
1
2
σx =
1
4
T =
1
2
(− sin(θ) cos(θ)
cos(θ) sin(θ)
)
θ =
pi
4
(65)
The quadratic term z21t in µ(zt) results in a highly
multi-modal posterior. We generate 1000 sequences
with T = 10 and use 800 for training and 200 for testing.
The model dynamics are assumed to be known, and the
variational family is constructed along the lines of the
DKS inference network in [23]. We use the pathwise
gradient estimators introduced in Sec. 4 in the main
text.
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E.5 Deep Markov Model
The training data consist of 229 sequences with a mean
length of 60 time steps from the JSB Chorales poly-
phonic music dataset considered in [3]. Each time slice
in a sequence spans a quarter note and is represented
by an 88-dimensional binary vector. We use a Bernoulli
likelihood. The dimension of the latent zt at each time
step is 32. The inference network a.k.a. variational
family follows the DKS variant described in [23]. Sim-
ilarly, the architecture of the various neural network
components follows the architectures used in [23]. In
particular the RNN dimension is fixed to be 600 and
the dimension of the hidden layer in the neural net-
work that parameterizes p(zt|zt−1) is 200; all other
neural network hidden layers are 100-dimensional. We
use a mini-batch size of 20. Following [23] we anneal
the contribution of KL divergence-like terms over the
course of optimization (we use a linear schedule). We
use the Adam optimizer [21] with gradient clipping
and an exponentially decaying learning rate and do
up to 7000 epochs of learning. We do a grid search
over optimization hyperparameters, which include the
learning rate, β1, the KL annealing schedule, and tem-
perature (the latter only in the case of the Gumbel
Softmax estimators). We use the validation set to fix
the hyperparameters and then report results on the
test set. The reported test ELBOs use a 200-sample
estimator and are normalized per timestep.
E.5.1 Gradient Estimators
For K = 2 the mixture distributions have arbitrary di-
agonal covariance matrices; consequently the pathwise
gradient estimator is of the form described in Sec. D.3.
For K = 3 the mixture distributions share diagonal
covariance matrices at each time step (we make this
choice to limit the total number of parameters); conse-
quently the pathwise gradient estimator is of the form
described in Sec. 4.2 in the main text.
The two variants of the Gumbel Softmax estimator we
use are more similar to the approach adopted in [17]
than to the approach adopted in [24]. In particular
we do not relax the objective function in the manner
of [24] so that the resulting gradient estimators are
biased. In GS-Soft we draw a K dimensional vector y
from the Gumbel Softmax distribution so that y lies
in the interior of the K − 1 dimensional simplex. To
generate a sample from the mixture q(zt|·) we draw
a D-dimensional sample  ∼ N (0,1) and form the
sample zt via
zt,i =
K∑
k=1
yk (µki + iσki) for i = 1, ..., D
(66)
In GS-Hard we adopt the same approach as in GS-Soft,
except y is discretized via arg max, c.f. the straight-
through estimator in [17]. We adopt the approach in
Eqn. 66 so that we do not need to introduce variational
distributions of the form q(pit|·), as we expect that this
additional variational relaxation would lead to looser
ELBO bounds (and would make a direct comparison
to variational setups without ELBO terms of the form
log q(pit|·) more difficult).
We do not report numbers for the score function es-
timator, since the extremely high variance—O(105)
times higher than for the pathwise gradient estimator—
prevented us from obtaining competitive results. In
particular we were unable to obtain test ELBOs above
-9.0 nats; by contrast a mean field variational family
with diagonal Normal distributions of the form q(zt|xt)
at each time step can achieve ∼ −8.0 nats.
E.6 VAE
We train using MNIST 50k and fix the latent dimen-
sionality to 50. The prior is Normal and the likelihood
is Bernoulli. We fix the number of hidden units in the
inference network to 400 and the number of hidden
units in the decoder network to 200. We use the Adam
optimizer and do a grid search over the following opti-
mization hyperparameters: learning rate, β1, and the
temperature (for the Gumbel Softmax estimators). We
train all models for 3000 epochs with a batch size of
256. Test ELBOs are computed with a 50-sample esti-
mator. For details on the Gumbel Softmax estimators,
see Sec. E.5.1.
