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Abstract 
ALTHOUGH the ubiquitous assumptions of linearity and Gaussianity are widely advocated as good engineering practice, in reality many systems are not linear, nor are the driving inputs Gaussian in distribution. This dissertation is concerned 
with the identification of nonlinear systems when the input is a non-Gaussian process. 
Existing techniques for nonlinear system identification in the non-Gaussian case can be 
limited by analytical, parameterisation, estimation, and implementation difficulties. In an 
attempt to overcome some of these problems, a new class of block oriented model, called 
the Hammerstein series, is proposed. The Hammerstein series can characterise both time-
invariant and time-varying nonlinear systems in a useful and parsimonious manner. Unlike 
most block based models, the Hammerstein series is linear with respect to its parameters, 
and thus mean-square optimal solutions can be easily derived. The Hammerstein series 
also has specific advantages over the Volterra series in the non-Gaussian case. 
The dissertation commences with a simple introduction to the nonlinear system iden-
tification problem. Several real-life systems are presented to demonstrate the general-
ity of the identification task. Related techniques for identifying nonlinear systems in 
the non-Gaussian case are then reviewed, and the problems and limitations highlighted. 
These limitations serve as a motivation for subsequent work. The time-invariant case 
is studied first, where mean-square optimal expressions are derived in closed form for a 
time-invariant quadratically nonlinear Hammerstein series using polyspectra. A quadratic 
coherence function is derived in closed form, which proves to be particularly useful for 
model validation and analysis. In addition, it is shown how special forms of polyspectra 
facilitate an elegant solution and lead to a computationally efficient estimation procedure. 
The solutions are general in that the excitation is not assumed to be Gaussian or white. 
A procedure for identifying multiple input-output systems in the non-Gaussian input 
case is developed, based on a multiple input-output version of the Hammerstein series. 
Optimal solutions for three classes of multiple input-output nth order Hammerstein series 
are obtained. Multiple nonlinear coherence functions are also derived for the purpose of 
model validation and system analysis. By using special forms of multivariate integrated 
polyspectra, solutions for the multiple input-output problem are conveniently obtained 
in a form which is reminiscent of the single input-output case. 
The time-varying nonlinear system identification problem is studied. A time-varying 
version of the Hammerstein series is defined for modelling time-varying nonlinear systems. 
A new frequency domain time-varying nonlinear system identification procedure is also 
developed. Explicit solutions for a quadratically nonlinear time-varying Hammerstein 
ii 
Abstract 111 
series are obtained for both stationary and non-stationary non-Gaussian inputs. The 
associated time-varying quadratic coherence functions are also derived in closed form. 
Two time domain time-varying nonlinear system identification techniques are subse-
quently developed. The first uses multiple observations of the input and output signals, 
and has the advantage in that arbitrary temporal variation of the system can be charac-
terised. The second time domain identification procedure uses basis sequences to approx-
imate the time-variation of the nonlinear system, and only requires a single input-output 
observation. These techniques are applied to real-life identification problems. 
The proposed techniques represent practical solutions for the nonlinear system iden-
tification problem in the case where the input is a non-Gaussian process. 
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Preface 
R EAL-LIFE signals and systems frequently show signs of non-Gaussian, nonlinear, and non-stationary behaviour. I therefore wanted to work on a practical problem that in some way involved this kind of phenomena. Needless to say, I encountered 
many identification scenarios involving both time-invariant and time-varying nonlinear 
systems where the inputs were not Gaussian. While this area of research often proved to 
be challenging (read, difficult), it was also very interesting. 
I would like to view the techniques proposed here as being complementary to the ex-
isting body of nonlinear system identification procedures, rather than being exclusively 
competitive. My genuine hope is that the contributions that I have made may in some 
way add to the understanding and appreciation of the amazing world of which we are all 
part. 
JCR 
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Chapter 1 
Introduction 
It's not safe out here! It's wondrous, with treasures 
to satiate desires both subtle and gross. But it's not 
for the timid ... 
Q 
A LTHOUGH the origins of nonlinear system identification can be traced back to the early 1940's, many important problems as yet remain unsolved. In fact, most current techniques for nonlinear system identification still impose the simplifying 
assumptions that the input signal is a stationary Gaussian process and that the system 
is time-invariant. 
In contrast, this dissertation considers the more germane scenario where the system's 
input and output signals are not necessarily Gaussian. This situation often arises, for 
example, when the input-output signals of an unknown system are measured as part of 
a system identification experiment. In such cases it is not always possible or judicious to 
make simplifying assumptions regarding the statistics of the input. In addition, real-life 
systems sometimes show time-varying behaviour, in conjunction with nonlinear charac-
teristics. Such signal and system attributes frequently arise in practice but are seldom 
considered, largely because of the associated mathematical difficulties. The few methods 
for nonlinear system identification in the non-Gaussian case tend to be restrictive, cum-
bersome to apply, and/ or have high computational requirements. There is therefore a 
need to consider alternative techniques for system identification. The following sections 
establish the objectives, contributions, and scope of the dissertation. 
1.1 Objectives 
The underlying objective is to develop simple and computationally efficient techniques for 
nonlinear system identification that take into account the non-Gaussianity of the input. 
Once the time-invariant case has been considered, subsequent objectives are: 
1. The derivation of a simple and useful mechanism for model validation, 
2. The identification of multiple input-output nonlinear systems, and 
3. The identification of time-varying nonlinear systems. 
1 
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1.2 Contributions 
The significant original contributions of the dissertation are: 
1. The derivation of mean-square optimal solutions in explicit form for the time-
invariant quadratic Hammerstein series in the stationary non-Gaussian input case. 
2. The derivation of both time-invariant and time-varying quadratic coherence func-
tions for the Hammerstein series in closed form. Multiple input-output nonlinear 
coherence functions are also derived. The coherence functions are particularly useful 
for model validation and system analysis. 
3. The formulation of mean-square optimal solutions for a multiple input-output nth 
order time-invariant version of the Hammerstein series in the non-Gaussian case. 
Solutions are obtained in an elegant manner using novel multivariate integrated 
polyspectra. 
4. The development of two new time domain time-varying nonlinear system identifica-
tion procedures based on the time-varying Hammerstein series. These procedures 
cater for the case where either single or multiple input-output records are available. 
5. The derivation of explicit expressions for the quadratic time-varying Hammerstein 
series in the frequency domain using time-varying integrated polyspectra. 
Other minor contributions include: efficient solution formulation using integrated poly-
spectra; derivation of a closed form solution for a cubic Hammerstein series; the develop-
ment of a time-varying Wiener model; application of the techniques to real-life identifica-
tion problems. 
1.3 Scope and overview 
The work in this dissertation can be partitioned into three general sections: 
Chapters 1 and 2: Objective, scope, motivation, and introduction, 
Chapters 3 and 4: Time-invariant nonlinear system identification, and 
Chapters 5 and 6: Time-varying nonlinear system identification. 
An overview of the objectives in each chapter is given below. 
Chapter 2 overviews the nonlinear system identification problem. Several real-life non-
linear system identification applications are first presented as a motivation to the 
reader. A brief review of functional series and block oriented models is given. The 
problems associated with current nonlinear system identification procedures are ex-
amined, which highlight the need for alternative approaches. 
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Chapter 3 presents a new block oriented model, called the Hammerstein series, for 
modelling time-invariant nonlinear systems. Mean-square optimal solutions for the 
quadratic Hammerstein series are derived in closed form, which are valid for any 
stationary input process. An explicit expression for the quadratic coherence func-
tion is also derived. Modelling performance and computational considerations are 
discussed, and an automotive engineering application is presented. 
Chapter 4 generalises the results in Chapter 3 to consider a multiple input-output 
nth order version of Hammerstein series. Mean-square optimal solutions for three 
multiple input-output scenarios are derived. Multiple input-output nth order non-
linear coherence functions are also derived. Use of the multiple input-output model 
greatly simplifies estimation, interpretation, and implementation issues over other 
approaches. Simulated and real-life applications are presented. 
Chapter 5 develops a time-varying version of the Hammerstein series for characteris-
ing time-varying nonlinear systems in a parsimonious and practical manner. Two 
new time domain identification procedures are proposed. The first approach uses 
multiple input-output signals, and can characterise arbitrary temporal variation in 
the system. The second approach uses basis sequences to approximate the system's 
time-variation, and only requires a single realisation of the input-output signals. 
Chapter 6 introduces a frequency domain approach for identifying time-varying non-
linear systems. The conditions under which optimal closed form expressions can 
be obtained for stationary and non-stationary non-Gaussian inputs are explicitly 
noted. The solution, estimation, and implementation are simplified by the use of 
special forms of time-varying polyspectra. 
Chapter 7 presents conclusions and indicates possible future research directions. 
Appendix A presents some important relationships between the quadratic Volterra 
series and polyspectra. 
Appendix B details the relationships between the Volterra series and a class of block 
oriented models. 
Appendix C defines salient properties of the Hammerstein series. 
Appendix D presents a closed form solution of a cubically nonlinear Hammerstein 
series. 
Appendix E rigourously verifies the mean-square optimality of the quadratic Hammer-
stein series solution. 
Appendix F provides some related results on the Volterra series in the non-stationary 
case. 
Appendix G develops a time domain solution for a rational version of the time-varying 
Hammerstein series. 
Chapter 2 
Nonlinear System Identification 
All is linear, linear-linear in the nth power I would say, 
if that were not a contradiction. 
Erwin Schrodinger 
T HIS chapter introduces the motivations, objectives, and methods associated with the identification of nonlinear systems when the input is a non-Gaussian process. The practical limitations of existing nonlinear system identification techniques are 
examined, which indicate the need for new approaches to the identification problem. 
2.1 Introduction 
System identification is the general problem concerned with characterising the interaction 
of signals with systems. A system can be thought of as any device, structure, or trans-
formation which relates an input signal to an output signal1 . A signal is a function of 
time or space representing a physical quantity of interest, such as voltage, displacement, 
flow rate, and so on. Figure 2.1 illustrates the basic system input-output concept, which 
consists of an input signal, the system itself, and an output signal. The input signal is 
said to drive, energise, or excite the system to produce a corresponding output signal. 
Input Output 
Figure 2.1: The general system input-output concept. 
1 Other commonly accepted nomenclature for input and output include stimulus and response, excita-
tion and response, and cause and effect. 
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System model definition 
To make the identification process mathematically tractable, it is necessary to introduce 
an idealised model of the physical system. All systems considered herein are assumed to 
be governed by deterministic mechanisms. For reasons of generality, the input and output 
signals are assumed to be stochastic processes. Any error in measurement or modelling 
is accounted for by an additive zero-mean noise signal on the output side of the system 
model. It is always taken that the model is sufficiently accurate that it is realistic to 
assume that the input and the noise signals are statistically independent. Figure 2.2 
shows the general configuration of the system model. 
Input 
·I System 
·r " Output model 
Noise 
Figure 2.2: A block diagram of the model considered. 
Identifiability considerations 
Identifiability is an important concept in system identification, and concerns the ability 
to uniquely determine system model parameters with the given input signal2 . From a 
practical viewpoint, the identifiability condition ensures that the input signal possesses the 
dynamic and spectral properties necessary to uniquely characterise the unknown system. 
Non-uniqueness of the model parameters can arise, for example, from the singularity of the 
input covariance matrix because of underlying identifiability problems (EYKHOFF 1974). 
Lack of identifiability also complicates model discrimination, and leads to inconsistent 
parameter estimates (AsTROM & BOHLIN 1965). 
A pragmatic approach to the identifiability issue is adopted in this dissertation, as the 
liberty to contrive special input signals is not taken. Herein, it is always assumed that 
the input-output signals are sufficiently informative in the sense of Ljung (1987, p212), 
so as to ensure the identifiability of the models considered, i.e., all that is done with the 
input-output signals is assumed to be practically meaningful in the context of the given 
identification problem. 
2 .1.1 Some practical motivations 
A number of real-life system identification scenarios is now presented as a general mo-
tivation for the work. These examples indicate how frequently nonlinear systems and 
non-Gaussian signals are encountered in practice. 
2 A model is said to be parameter identifiable if all of its parameters are uniquely identifiable. 
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Example 2.1.1 The engine knock prediction problem 
Spark ignition engines can sometimes exhibit an abnormally rapid combustion, called 
knock, particularly when the engine operates with a high compression ratio (EASTROP & 
McCoNKEY 1970). Knock needs to be avoided as it results in an excessively noisy, over-
heated, and inefficient engine. Knock can be detected by measuring the cylinder pressure 
directly, but this is often complicated in practice. An alternative is to measure the engine 
block's structural vibration and use an engine block model to predict the cylinder pressure. 
The cylinder pressure and structural vibration signals are thus used in an input-output ar-
rangement. Physical considerations suggest a time-varying nonlinear model for the engine 
block, and thus a time-varying nonlinear system identification procedure is necessary. Fig-
ure 2. 3 shows typical cylinder pressure and engine block vibration signals ( detrended) ob-
served during engine knock3 . These signals have been shown to be non-Gaussian (ZoUBIR 
1992). Figure 2.4 shows time-frequency representations (see Jones & Boashash {1992)) 
of the knock signals in Figure 2.3, revealing the complicated time-varying nature of the 
signals involved. New methods to characterise this type of input-output behaviour are 
considered in Chapters 5 and 6. 
Cylinder pressure Engine vibration 
Figure 2.3: Typical knocking cylinder pressure and engine block vibration signals. 
0.1 Frequency (normalised) 
Crank angle (degrees) 
0.1 Frequency (normalised) Crank angle (degrees) 
Cylinder pressure Engine vibration 
Figure 2.4: Time-frequency representations of the cylinder pressure and engine block vibration 
signals showing time-varying characteristics. 
3 The author would like to thank Professor J. F. Bohme from the Signal Theory Division at the Ruhr 
University, Bochum and Volkswagen AG, Wolfsburg, Germany, for kindly providing the knock data. 
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Example 2.1.2 Acute back pain analysis 
Back pain is the most commonly observed musculoskeletal complaint and affects 80% of all 
persons at some time in their lives (KuRITZKY 1994). Surface electromyograms (EMGs) 
have been found to be a sensitive indicator of the presence of acute back pain, and are 
clinically useful in facilitating an understanding of the underlying mechanisms associated 
with this disorder (PETERS ET AL. 1989). Clinicians are particularly interested in char-
acterising interactions and spatial dependencies between back muscles, known as muscle 
((cross talk". Thus multiple recordings of the EMG can be used in a system identification 
arrangement. Figure 2.5 shows typical EMGs of a patient suffering from back pain4 • It is 
well known that muscles exhibit nonlinear dynamics (KIRSCH & KEARNEY 1993), and so 
a nonlinear model is required in order to obtain an accurate system characterisation. In 
addition, it cannot be automatically assumed that the EMG signals are Gaussian ( GER-
SCH 1972). From a signal processing viewpoint, the back pain problem can be modelled by 
a multiple input-output nonlinear system driven by stationary non-Gaussian inputs. In 
Chapter 4, a computationally efficient solution to this identification problem is developed. 
(~~ 
0 0.5 1 1.5 
Time (Seconds) 
~~:~ 
0 0.5 1 1.5 
Time (Seconds) 
500~ 1«:~ 
0 0.5 1 1.5 
Time (Seconds) 
200~ ~-~~ 
0 0.5 1 1.5 
Time (Seconds) 
Figure 2.5: Electromyograms of a patient suffering from acute back pain. 
Example 2.1.3 Monitoring and characterising seismic events 
On September 6, 1995, the French government authorised the denotation of a nuclear 
bomb in the Mururoa atoll, French Polynesia. The controversial resumption of nuclear 
4 The author would like to thank Mr. J. Ng of the Department of Physiotherapy, University of Queens-
land, Australia for kindly providing the EMG data. 
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testing precipitated considerable protest, particularly from governments and citizens in the 
South Pacific. Seismic stations around the world observed these tests with great interest. 
Figure 2. 6 shows two seismograms corresponding to a French underground nuclear test at 
Mururoa monitored by an Italian seismic network5 • Geologists are frequently interested 
in studying the relationships between seismic signals corresponding to important seismic 
events such as this. Modelling and characterising geological transmission characteristics 
are often necessary for detecting earthquake events, identifying geological fault planes, 
and for accurately determining depth and reflection parameters (VERNON III 1989). How-
ever, the Earth's transmission characteristics are nonlinear and can vary over seismic 
events and time (DARGAHI-NOUBARY ET AL. 1978). Current time-varying nonlinear sys._ 
tem identification techniques can be difficult to apply in this scenario because only a single 
non-stationary input-output signal is available. Chapter 5 considers a new solution to 
this identification problem. 
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Ill : : : : : : 
0 : : : : : : 
a: : : : : : 
j '__________ • 
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Figure 2.6: Seismograms of an underground nuclear explosion at Mururoa. 
Example 2.1.4 Equalisation of room acoustics 
Acoustic equalisation of rooms is a problem of special interest to acoustic and psycho-
acoustic engineers. An acoustic evaluation of large rooms is frequently necessary in order 
to appreciate how architectural design and environmental conditions affect the propagation 
of sound (SoNDI & MORGAN 1995). A necessary first step in the equalisation procedure 
is to identify the room's acoustic characteristics, where the room's "impulse response" 
function finds special use (MouRJOPOULOS 1985). Figure 2. 7 shows two impulse response 
functions measured from different positions in a highly reflective room6 . Since the room's 
impulse response function can vary with time (MARTINET AL. 1995), time-varying equal-
isation techniques are often required. The need to take into account various forms of 
nonlinear reverberation and decay has also been recognised (CHANG ET AL. 1994, XIANG 
1995). However, the notion of using time-varying nonlinear filters for equalisation has 
5 The author would like to thank Mr. P. Augliera of the Seismological group (Sezione Geofisica), Genova 
University, Italy, for kindly providing the Mururoa seismic data. 
6 The author would like to thank Mr. D. Cole of the Signal Processing Research Centre, Queensland 
University of Technology, and the Electronic Recording Laboratory, Queensland Police Service, Australia, 
for kindly providing the acoustic room data. 
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only recently been considered, and current methods tend to have large computational re-
quirements (MATHEWS 1991). In Chapters 5 and 6, computationally efficient methods for 
characterising time-varying nonlinear systems are developed. 
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Figure 2.7: Impulse response functions of a highly reflective room. 
2.2 Representation of nonlinear systems 
System models can be divided into two main classes-those which are linear and those 
which are not necessarily linear. Unlike linear systems, there is no universal model or 
method for characterising every type of nonlinear behaviour. From among the infinite va-
riety of possible nonlinear structures, this dissertation concentrates on polynomial models, 
and in particular a class of block oriented models. The motivation is threefold. First, 
the inherent analyticity of polynomial models leads to a mathematical structure that is 
directly amenable to statistical analysis ( cf. discontinuous nonlinearities). Second, poly-
nomial based parameterisations are a widely recognised analysis framework for nonlinear 
modelling and thus are more easily understood. Third, the underlying smoothness prop-
erty associated with polynomials often proves useful for modelling real-life systems. 
Before a review of two classes of nonlinear models is presented, namely functional series 
and block oriented models, it would appear proper to first briefly recall the definition of 
linear systems. 
Linear system definition 
A system, say L, is said to be linear if it simultaneously satisfies additivity and homo-
geneity properties, i.e., 
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and 
L{a1x1} = a1L{xl}, 
respectively, for any variables x1 , x2 E C, and any constants a 1 , a 2 E C. A system which 
does not satisfy both the additivity and homogeneity properties is said to be nonlinear. 
A discrete-time7 parameterisation of a linear system L which relates an input signal to an 
output signal can be expressed as 
00 
Y(t) = L h(t, 7)X(t- 7)' t, 7 E z' (2.1) 
r=-oo 
where X(t) and Y(t) are the respective discrete-time input and output signals. The 
function h(t, 7) characterises the response of the system to an impulsive input X(t) 
o(t- 7) such that 
h(t, 7) = L {o(t- 7)} , 
where 6(7) is Kronecker's (discrete) delta function, and therefore h(t, 7) is called the time-
varying impulse response function8 . Figure 2.8 shows an input-output flow diagram of a 
time-varying linear system. 
X(t) -~·1 h(t,T) 1--+-• Y(t) 
Figure 2.8: A schematic of a general time-varying linear system parameterised by a discrete-
time impulse response function. 
Linear models are by far the most common system parameterisation, and have been 
used in a large and varied range of applications (e.g., see Kalman (1960), Eykhoff (1974), 
Priestley (1981), among many others). There are several reasons for this. A vast amount 
of theory exists to describe the structure and behaviour of linear systems; linear systems 
can be expressed in simple ways, and thus tend to be simple to implement and interpret; 
elegant closed form results exist. 
Why consider nonlinear models? 
Despite the widespread application of linear models, it is well known that real-life systems 
frequently show nonlinear behaviour. Linearity is a mathematical idealisation which is 
only valid as an approximation under specific conditions. As a result, the use of linear 
models in practical identification problems can result in a poor characterisation of the 
system. In fact, there are cases where linear formulations completely fail to provide an 
7Herein, only discrete-time models are regarded for reasons of practical implementation. 
8 Sometimes a distinction is made between the impulse response function and the so-called system 
response function as in Huang & Aggarwal (1980), where the system response function represents an 
alternative way of expressing time-varying linear formulations. 
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adequate system characterisation. It may therefore be a matter of practical necessity 
rather than of choice to use nonlinear models. 
Nonlinear models are more general than linear models and so can characterise a wider 
range of phenomena. Nonlinear models have proved to be useful in a variety of sys-
tem identification scenarios including prediction, filtering, and channel equalisation (e.g., 
Mathews (1991), Duvaut (1991), Zoubir & Bohme (1995)). 
2.2.1 Functional series representations 
A number of important, but largely disparate, contributions to the theory of nonlinear sys-
tems occurred from the early 1940's to the late 1950's (BENNET 1944, ZADEH 1953, LuB-
BOCK 1959). Research of this era largely focused on representation issues, and on the 
statistical characterisation of (zero-memory) nonlinear transformations of white Gauss-
ian processes. The first systematic study of dynamic nonlinear systems in a stochastic 
framework is generally accredited to Wiener (1942, 1958). Wiener's 1958 monograph stim-
ulated a great amount of interest in the use of functional series expansions, particularly 
the Volterra series, for representing nonlinear systems9 . 
The discrete-time Volterra series can be defined as (PRIESTLEY 1988) 
00 00 
Y(t) = h0 + L h1(7)X(t 7)+ :L 
T=-oo 
00 00 00 
+:L L L h3(7I, 72, 73)X(t- 7I)X(t- 72)X(t- 73) + ... (2.2) 
where hn(7I, 72, ... '7n) E JR, 7n E z, n E z+ are the discrete-time Volterra kernels. The 
Volterra kernels characterise the linear, quadratic, and higher order interactions of the 
system. Once the Volterra kernels are known, they can be used to obtain the system 
output for a given arbitrary input. The Volterra series is analogous to the Taylor series 
expansion of a multivariate function. Figure 2.9 shows a block diagram of the Volterra 
series indicating the arrangement of the linear, quadratic, and higher order kernels. 
Frequency domain version of the Volterra series 
It is often judicious to formulate frequency domain descriptions for system input-output 
relationships. A frequency domain version of the Volterra series in (2.2) can be expressed 
as (see Appendix A) 
dZy(w) = Ho6(w) + H1(w)dZx(w) + j_: H2(w- ,\, ,\)dZx(w- ,\)dZx(-\) 
+ j_1f1f i: H3(-\1, -\2- -\1, w -\2)dZx(-\1)dZx(-\2- ,\I)dZx(w- -\2) 
+ (2.3) 
9For rigorous theoretical analyses on the completeness, convergence, and representation of the Volterra 
and other functional series expansions, see Yasui (1979), Rugh (1981), Wang & Wang (1992), Bondon 
(1993), and the references contained therein. 
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X(t) Y(t) 
Figure 2.9: A block diagram showing the arrangement of the Volterra series. 
where dZx(w) and dZy(w) are Cramer's spectral representation for the stationary input 
and output signals, respectively (BRILLINGER 1981), i.e., 
(2.4) 
where Zx(w) is a complex-valued stochastic process with orthogonal increments. The 
functions Hn(w1, w2, ... , wn), n E Z are known as the time-invariant generalised transfer 
functions, and are defined as the nth order multidimensional Fourier transform of the nth 
order Volterra kernel, hn(T1, 72 , ... , Tn), i.e., 
00 00 
H ( ) '"' '"' h (T ~ ,., )e-j(w1 TI +···+WnTn) n W1, W2, · · · , Wn = 6 · · · 6 n 1, 1 2, · · · , 'n , 
TI=-oo Tn=-oo 
with -1r :S Wp < 1r, p = 1, 2, ... , n. The generalised transfer functions exist given that 
the Volterra kernels are absolutely summable over all arguments. Clearly h0 H0 . 
The Volterra series has been used in a variety of theoretical and practical modelling 
problems in both the time and frequency domains (BEDROSIAN & RICE 1971, MATHEWS 
1991, PowERS & IM 1995). Although the Volterra series is a general mathematical model, 
it also can require an excessively large number of coefficients in system modelling10 . As 
a simple example of the parameterisation problem, consider a nonlinear system with an 
effective memory of 10 lags. Taking into account the symmetries of the Volterra kernels, 
the total number of coefficients required by an nth order Volterra series with m lags is 
n 1 p-1 
L! Il(m+q). 
p=l p. q=O 
The linear kernel therefore requires 10 coefficients, the quadratic kernel requires 55 coef-
ficients, and the cubic kernel requires 220 coefficients. Clearly the dimensionality of the 
10This is at odds with the celebrated principle of model parsimony which suggests "the fewer the 
parameters, the better". 
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associated estimation problem quickly becomes excessive, even for systems with a small 
memory (IM ET AL. 1993). The need to manipulate and store high dimensional kernels 
introduces additional complications. 
The parameterisation issue of functional series expansions represents a major practical 
limitation in nonlinear system modelling. This is clearly evident by the efforts to develop 
special "sub-set" Volterra models (e.g., Im et al. (1993), Nowak & VanVeen (1994)). An 
alternative class of nonlinear model for characterising nonlinear systems in an economical 
manner is discussed next. 
2.2.2 Block oriented representations 
Block oriented representations characterise nonlinear systems by using interconnections 
of linear and nonlinear blocks, typically dynamic linear filters and zero-memory nonlinear 
functions. Block oriented models are simpler to apply and interpret than functional series 
approaches, largely because the nonlinear and dynamic components of the model are 
clearly defined and decoupled. Unlike functional series expansions, block representations 
can readily incorporate a priori system structure into the model. 
The Wiener and Hammerstein block models 
Two block oriented models are of particular interest for nonlinear system identification, 
namely the Wiener model (HuNTER & KoRENBERG 1986) and the Hammerstein model 
(NARENDRA & GALLMAN 1966). The discrete-time time-invariant Wiener model relates 
input and output signals as 
(2.5) 
where 'ljJ is a zero-memory nonlinear function (frequently a polynomial), and h(T) is a 
linear impulse response. The time-invariant Hammerstein model can be given by 
00 
Y(t) = 2::: g(T)'l/J (X(t- T)) . (2.6) 
T=-oo 
Figure 2.10 shows block diagrams of the Wiener and Hammerstein models. Note that 
the position of the nonlinear function in (2.5) and (2.6) defines the class of model. Of 
these two models, the H ammerstein model is of particular interest as it can be modified 
to a linear-in-the-parameters model (RALSTON & ZouBIR 1995a). This is particularly 
important when attempting to formulate optimal mean-square estimators for the model 
parameters in the non-Gaussian case. The Hammerstein model has been widely applied for 
nonlinear system modelling in control, signal processing and engineering due to its simple 
and useful formulation (e.g., see (BILLINGS & FAKHOURI 1979, BENDAT 1990, GREBLICKI 
& PAWLAK 1991)). 
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X(t) ---.l .. , Linear 1---~ .. , Nonlinear 1-----+-~> Y(t) 
(a) Wiener model 
X(t) ----+-~ .. , Nonlinear! I----..~ .. , Linear 1----+-~> Y(t) 
{b) Hammerstein model 
Figure 2.10: A schematic illustrating the block oriented configuration of the (a) Wiener model, 
and the {b) Hammerstein model. 
Although the Volterra series is more general than most block oriented models11 , the 
increased generality comes at the expense of increased parameterisation and is not always 
necessary or desired. In addition, the structure of block oriented models can often be 
exploited to simplify the associated identification procedure. Block models also have 
the advantage that higher order nonlinear structure can be inferred from lower order 
structure. Thus block oriented representations are particularly attractive for modelling 
nonlinear systems. 
Block-oriented models have been widely and successfully applied to a range of sys-
tem modelling and identification problems, including physiological modelling, nonlinear 
channels equalisation, vibration analysis, and aeronautical engineering (KoRENBERG & 
HUNTER 1986, FAULKNER 1991, STEARMAN ET AL. 1991). 
2.3 Identification of nonlinear systems 
The analytical problem 
By the late 1960's, many theoretical results relating to the representation of nonlinear 
systems using functional series and block oriented models had been established (WIENER 
1958, LUBBOCK 1959). However there were relatively few practical results on the identi-
fication of nonlinear systems, largely because of the mathematical difficulties associated 
with the identification problem. 
In order to appreciate the general analytical problem associated with both the Volterra 
series and block oriented models in the non-Gaussian case, consider a quadratically non-
11 Explicit relationships between the Volterra series and other popular classes of block oriented models 
are given in Appendix B. 
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linear Volterra series12 
00 
Y(t) = L h1(71)X(t- 71) 
71=-oo 
00 00 
+ L L h2(71, 72)X(t- 71)X(t- 72) + N(t)' (2.7) 
71 =-oo 7z=-oo 
where h1(7) and h2(71,72) are the first and second Volterra kernels, respectively, and 
N(t) is a white, zero-mean stationary process characterising modelling and observation 
error. It is assumed that X(t) and N(t) are independent. The quadratic system in (2.7) 
is useful in illustrating the general identification problem without being too analytically 
cumbersome. The corresponding frequency domain version of (2.7) is given by 
dZy(w) = H 1 (w)dZx(w) + 1: H2 (w- A, .\)dZx(w- .\)dZx(.\) + dZN(w) (2.8) 
where H 1 (w) and H 2 (w1,w2) are the first and second order generalised transfer functions, 
respectively. 
A minimum mean-square error criterion for the Volterra kernels in (2.7) leads to the 
two equations in the time domain in terms of cumulant sequences13 (see Appendix A), 
cyx(v) = cum{Y(t)X(t- v)} 
00 00 00 
L h1(7)cxx(v- 7) + L L h2(71, 72)cxxx(v- 71, v- 72) 
7=-oo 
and 
cum{Y(t), X(t- v1)X(t- v2)} 
00 L h1(7)cxxx(v1- 7,v2- 7) 
7=-oo 
00 00 
+ L L h2(71, 72) [cxxxx(71- 72,71- v1, 71 v2) 
71=-oo 7z=-oo 
(2.9) 
where the cumulant sequences are given by 
and where cum is the cumulant operator. Equation (2.9) involves an infinite set of equa-
tions, which needs to be simultaneously solved in order to obtain optimal solutions for 
the first and second order Volterra kernels, h1(7) and h2(71,72). However, this equation 
cannot be solved explicitly when the input is a non-Gaussian process. 
12It suffices to consider a Volterra series here since a quadratic Volterra series can also represent a 
quadratical polynomial block model. 
13 Herein, cumulant sequences will be used instead of moments sequences because of the simplifying 
properties associated with the cumulants (see (NIKIAS & PETROPULU 1993)). 
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The corresponding frequency domain version of (2.9) is given by 
Cyx(w) 
Cyxx(wl, w2) H1(w1 +w2)Cxxx(wl, w2) 
+ l: H2(w1 + w2- A, .\)Cxxxx(wl, w2, .\)d.\ 
+2 H2(w1, w2)Cxx(wl)Cxx(w2), 
where Cx1x 2 ... xn (w1, w2, ... , Wn-1) is the nth order cross polyspectrum given by 
cum { dZx1 (w1), dZx2 (w2), ... , dZxn (wn)} = 
Cx1X 2 ···Xn (w1, W2, ... , Wn-1)1J(Wl + · · · + Wn)dwl · · · dwn, 
where 17(w) is Dirac's comb 
00 
17(w) = L 6(w + 27rk), 
k=-oo 
16 
(2.11) 
(2.12) 
and b(w) is Dirac's delta function (BRILLINGER 1981). The relationship between the 
polyspectra and the cumulant sequences is given by the Fourier transform 
A sufficient condition for the existence of the polyspectra is that the cumulant sequences 
are absolutely summable over all arguments. Note that the generalised transfer functions 
in (2.11) cannot be obtained explicitly because they cannot be separated from the integral-
polyspectral terms. Note also how the identification of polynomial nonlinear systems in 
the non-Gaussian case inherently necessitates a consideration of higher order cumulant 
sequences and their associated polyspectra. 
Equations (2.9) and (2.11) reveal the underlying problem associated with nonlinear 
system identification in the non-Gaussian case-neither of these equations can be solved 
explicitly when the input is a non-Gaussian process (KIM & PowERS 1988, ZouBIR 1995b). 
Clearly the problem is exacerbated for higher order nonlinear systems. It is important 
to obtain closed form expressions as it greatly facilitates the estimation, interpretation, 
and implementation of the nonlinear system identification problem. The ability to obtain 
explicit solutions for the model parameters is therefore more than a matter of mathemat-
ical elegance. It is noted, however, that it is difficult to obtain closed form solutions for 
nonlinear systems in the non-Gaussian case and consequently very few results exist. 
Various approaches have been developed in an attempt to identify the Volterra series 
and block oriented models for both Gaussian and non-Gaussian inputs. These are now 
briefly reviewed in turn. 
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2.3.1 Gaussian inputs 
Most nonlinear system identification procedures impose the simplifying assumption that 
the input is a white, stationary Gaussian process (BILLINGS & FAKHOURI 1979, KouK-
OULAS & KALOUPTSIDIS 1995). The Gaussian input assumption greatly simplifies the 
associated analytical task and, in many cases, leads to closed form solutions. This is be-
cause all cumulants greater than second order are identically zero, leading to immediate 
simplifications to (2.9) and (2.11). 
The Volterra series 
Tick (1961) was first to derive mean-square optimal closed form expressions for a quadrat-
ically nonlinear Volterra series for coloured Gaussian inputs, where the first and second 
order generalised transfer functions are given by 
and 
HI(w) = Cyx(w) 
Cxx(w) 
Cyxx(wi, w2) 
H2(wi, w2) = 2 C ( )C ( ) . XX WI XX W2 
Generalised solutions have been made for an nth order Volterra series for a white Gaussian 
input (RUDKO & WIENER 1978). 
Brillinger (1970) considered the special case where the system consists of a single nth 
order kernel, i.e., 
00 00 
Y(t) = L L hn(TI, T2, ... , Tn)X(t- TI)X(t- T2) · · · X(t- Tn), 
Tl=-oo Tn=-oo 
and derived a closed form expression for the nth order generalised transfer function, 
( ) Cyx ... x(wi, w2, ... , wn) Hn WI, w2, ... , Wn = 1 C ( )C ( ) C ( ) . n. XX WI XX W2 . . . XX Wn 
Lee & Schetzen ( 1965) devised a method for identifying an orthogonalised version of the 
Volterra series, known as the Wiener series, in closed form assuming a white, stationary 
Gaussian input process. 
Unfortunately, these results are not valid in the non-Gaussian case and are thus re-
strictive in practice. In addition, the Volterra series as a model requires many coefficients 
in system parameterisation. This dimensionality problem of the Volterra series essentially 
limits the Volterra series to third order in practice-even in the Gaussian input case where 
explicit solutions can be found (BENDAT 1990). 
Block oriented models 
Almost all existing methods for identifying block oriented models are either iterative or 
ad hoc two-step procedures. Thus these methods do not generally lead to closed form 
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results, even in the Gaussian input case. Bendat (1990), however, considers a non-iterative 
method for identifying a third order block model in the Gaussian case, based on Tick's 
(1961) result14 . Unfortunately the method cannot be used in the non-Gaussian case. 
Narendra & Gallman (1966) used an iterative method to identify a Hammerstein 
model. Chang & Luus (1971) developed a suboptimal non-iterative approach using the 
method of least-squares, and later Haist et al. (1973) considered a maximum-likelihood 
approach. Thathachar & Ramaswamy (1973) proposed an iterative block model identifi-
cation procedure using a Laguerre expansion of the system dynamics, assuming a known 
pseudo-random input signal. A fundamental problem, however, of the iterative approach 
is convergence and optimality issues, which effectively limits the usefulness of the estima-
tion technique in practice. 
Billings & Fakhouri (1979) considered a two-step iterative algorithm, assuming the 
excitation is a non-zero mean white Gaussian process. Hunter & Korenberg (1986) also 
considered various ad hoc approaches for the identification of Hammerstein, Wiener, and 
generalised Hammerstein models. The two-step methods implicitly assume that the input 
is a separable process, such as a Gaussian or sinusoidal process, in an attempt to decouple 
the estimation problem into two distinct tasks (e.g., Haddad & Thomas (1968), Billings 
& Fakhouri (1982)). However two-step methods appear to neglect the fact that block 
models are generally nonlinear-in-the-parameters, which results in a nonlinear regression 
problem. Consequently, the linear and nonlinear components of the block model cannot 
in general be independently estimated, and so parameter estimates are frequently biased. 
These problems reveal a need for an optimal and computationally efficient identification 
procedure in order to take full advantage of the block oriented structure. 
2.3.2 Non-Gaussian inputs 
The Gaussian input assumption leads to analytical simplifications in nonlinear system 
identification. However in many practical system identification problems the input can-
not be assumed to be a Gaussian process. This is problematic because, as (2.9) and 
(2.11) suggest, it is extremely difficult to find closed form expressions when the input 
is an arbitrary stationary process. The two main approaches currently used to identify 
nonlinear systems in the non-Gaussian input case are: 
1. Re-express the nonlinear model as a general linear model and solve using linear 
regression techniques, or 
2. Impose a special structure on the probability density function of the input process. 
These two approaches are now briefly considered in turn. 
14It is noted that a Volterra series can in general characterise a block oriented model and that solutions 
can be obtained in the Gaussian case. However, the structure of block oriented models can sometimes be 
exploited to provide a simpler identification procedure. 
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Regression based approaches 
It is often possible to re-express a nonlinear model into the form of a general linear model, 
and then solve for the model parameters using standard linear regression techniques. This 
approach has been used for both block oriented models and the Volterra series15 (e.g., 
Goussard et al. (1991), Kim & Powers (1995), Mathews (1995)). This approach does not 
solve for the unknowns in a closed form manner, but has the advantage that the input 
can be a non-Gaussian process. 
However linear re-parameterisation does not necessarily rectify the underlying analyti-
cal difficulties or circumvent the computational problems associated with the identification 
task. In particular, a major problem is that of over-parameterisation and numerical ill-
conditioning. This problem is invariably exacerbated by the huge parameter space created 
through nonlinear modellinearisation, which is often known as the "curse of dimensional-
ity". This is the one of the central limitations of the linearisation approach for nonlinear 
system identification. 
Special classes of non-Gaussian inputs 
By imposing additional structure on the input signal, it is sometimes possible to obtain 
closed form expressions for the generalised transfer functions. In Zoubir (1992) it was 
shown that if the input signal has a zero fourth order cumulant, then mean-square optimal 
closed form solutions can be obtained for the first and second order generalised transfer 
functions 
Cyx(w) _ ~ j1r Cxxy(w- A, >.)*Cxxx(w- A, >.)d>. 
Cxx(w) 2 Cxx(>.)Cxx(w- >.)Cxx(w) 
H1(w) = -: , 
1 1 j ICxxx(w- >., >.) l2dA 
2 Cxx(>.)Cxx(w- >.)Cxx(w) 
-7r 
and 
H ( >.) = Cxxy(-w, ->.)- H1(w + >.)Cxxx(-w, ->.) 
2 
w, 2Cxx(w)Cxx(>.) ' 
where * denotes the complex conjugate. 
If the input is a non-degenerate spherically invariant random process ( CHu 1973, 
PEARSON & DoYLE III 1993) with a zero third order cumulant sequence then the first and 
second order generalised transfer functions can be given by 
H ( ) = Cyx(w) 
1 w Cxx(w)' 
15 0ther classes of nonlinear models have also been identified using the regression approach, including 
bilinear models (see Baik & Mathews (1993), Ahmed & Rauf (1992)), and general nonlinear autoregressive 
moving average models (e.g., Pottmann et al. (1993), Chen & Billings (1989)). 
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and 
( 3 ) Cyxx(wl, w2) 2/'\, + 6 2 Cxx(wl)Cxx(w2) 
K,rJ(wl +w2) !1r Cyxx(-A,A)dA 
(2K,(7r + 1) + 6) -1r Cxx(w2)Cxx(A) ' 
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where K, is the kurtosis of X(t). Similar results can be formulated for polynomial block 
models using the relationships in Appendix B. 
While these approaches lead to closed form solutions, they make special assumptions 
which may not always be met in practice. This is an important consideration as an 
inaccurate input assumption can lead to meaningless kernel estimates. In addition, it is 
not yet clear whether these methods can be extended to higher than second order. 
The need for an alternative model 
The problems associated with current nonlinear identification procedures in both the 
Gaussian and non-Gaussian case underscore the need for a new approach. In the following 
chapter, a special class of block oriented model, called the H ammerstein series, is derived 
in an attempt to provide a solution to some of these problems. As will be seen, the 
Hammerstein series represents an ideal compromise between modelling performance and 
computational requirements in the non-Gaussian case. 
The time-varying nonlinear identification scenario is also considered in later chap-
ters. Although time-variation corresponds to a simple mathematical modification to a 
time-invariant model, many practical complications arise in representation, tractability, 
estimation, and implementation. As would be expected, very few explicit solutions exist 
for time-varying nonlinear systems, when non-Gaussian inputs are involved. Despite this, 
useful solutions can be obtained. 
2.4 Conclusions 
Real-life systems are often nonlinear and so nonlinear models are required to accurately 
characterise them. In addition, the input-output signals can be non-Gaussian. These two 
practical aspects-nonlinearity and non-Gaussianity-lead to severe analytical difficulties 
in system identification. Although steady advances in the nonlinear system identification 
problem have been made, there are many practical problems that remain unresolved. 
Current methods can suffer from high computational requirements, poor numerical con-
ditioning, or convergence and optimality problems. These practical difficulties provide 
strong motivation for developing alternative models and methods for the nonlinear sys-
tem identification problem in the non-Gaussian input case. 
Chapter 3 
Identification of Time-Invariant 
Hammerstein Series Systems 
Nonlinear system theory is widely viewed as dangerous to 
those who think about it for too long. 
Wilson J. Rugh 
I N this chapter, a new class of block oriented models, called the Hammerstein series, is introduced in an attempt to overcome some of the limitations associated with existing nonlinear system identification techniques in the non-Gaussian case. Unlike the case of 
the Volterra series, optimal closed form solutions for the time-invariant Hammerstein series 
can be obtained for any stationary input process. A nonlinear coherence function is also 
derived in closed form, which is particularly useful for model validation. Computational 
considerations and model performance issues are discussed. An automotive engineering 
application is presented to demonstrate the usefulness of the identification procedure. 
3.1 Introduction 
Existing methods for identifying nonlinear systems in the non-Gaussian case can be limited 
as a result of underlying analytical, optimality, and computational problems (e.g., see 
Billings (1980), Bendat (1990)). These problems and limitations underscore the need for 
alternative approaches. 
Block oriented models show distinct practical advantages in terms of parameterisation 
and interpretation, and therefore appear ideal candidates for nonlinear system modelling 
and identification. However most block models are nonlinear-in-the-parameters, and so 
optimality and convergence problems frequently arise in estimation. In an attempt to 
overcome this analytical complication, a new class of polynomial models can be defined 
which retains the benefits of the block oriented topology. Zadeh's (1953) so-called 911 
class of nonlinear functionals is now used to define a canonical block oriented model. 
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3.1.1 Definition of the Hammerstein series 
A non-causal discrete-time time-invariant version of the SJ11 class can be defined as 
00 
Y(t) = L G[X(t- T), T]' (3.1) 
T=-oo 
where G[(, n] E IR, ( E IR, n E Z is known as the characteristic kernel. Assuming that 
G[(, n] can be expanded in terms of a sum of convergent polynomial basis functions, i.e., 
00 
G[(,n] = L9nC, 
n=O 
where Ln l9nl < oo, then a canonical realisation of (3.1) can be defined as 
00 00 
Y(t) = 9o + L 9I(T)X(t- T) + · · · + L 9n(T)X(t- Tt + · · · , (3.2) 
T=-oo T=-oo 
which provides an explicit nonlinear system input-output relationship. Since the model 
bears similarity to both the Hammerstein model and the Volterra series, the model is 
herein called the Hammerstein series (RALSTON ET AL. 1995a). The functions 9n(T) E IR, 
n E z+ characterise linear, quadratic, and higher order responses of the system and are 
called the time-invariant Hammerstein kernels, in distinction to the kernels of the Volterra 
series. A schematic of an nth order Hammerstein series is shown in Figure 3.1, where the 
notation (·t indicates that (·t X(t)- X(t)n. 
X(t) Y(t) 
Figure 3.1: A schematic of an nth order Hammerstein series. 
The Hammerstein series in (3.2) represents a more general structure than the Ham-
merstein model in (2.6), since the Hammerstein series has a separate kernel function 
associated with each nonlinear order. In contrast, the Hammerstein model has only a 
single function to characterise system dynamics for all nonlinear orders. The full bene-
fits of the Hammerstein series for system identification will be clearly appreciated when 
it is used to model nonlinear systems driven by non-Gaussian inputs. Further salient 
properties of the Hammerstein series can be found in Appendix C. 
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Relationship to the Volterra series 
In order to determine the relationship between the Hammerstein series in (3.2) and the 
Volterra series in (2.2), like nonlinear orders of the two models are equated. For the nth 
order term, it is found that 
(3.3) 
where 6(r) in (3.3) is Kronecker's delta function, and thus 9n(r) can be seen to be equiv-
alent to the diagonal slice of the nth order Volterra kernel. 
To obtain the equivalent frequency domain relationship of (3.3), consider the one 
dimensional Fourier transform of the nth order Hammerstein kernel, namely, 
00 
Gn(w) = L 9n(r)e-jwT, 
T=-oo 
where Gn(w), n E z+ is called the Hammerstein transfer function (in distinction to the 
generalised transfer function). The relationship between the nth order generalised transfer 
function and the nth order Hammerstein transfer function can be obtained by evaluating 
then dimensional Fourier transform of (3.3), which gives 
(3.4) 
for wi, i = 1, 2, ... , n. Note the summing of the frequency variables in (3.4). As will be 
seen, the summing property is the key for determining closed form expressions for the 
Hammerstein transfer functions when the input is a general stationary process. 
Frequency domain input-output relationship 
Using the relationship in (3.4), a frequency domain version of the time-invariant Hammer-
stein series in (3.2) can be developed. For simplicity, momentarily consider a single nth 
order (homogeneous) term of the Hammerstein series1 . Let Yn(t) be the output associated 
with the nth order term of the Hammerstein model, i.e., 
00 
Yn(t) = L 9n(r)X(t- rt · 
T=-oo 
Noting that the above expression can be re-written as 
00 00 
Yn(t)= L ... L 9n(TI)6(rl-72) .. ·6(rl Tn)X(t-rl) .. ·X(t-Tn), 
TI=-oo Tn=-oo 
1 It suffices to demonstrate the relationship using a single term since the Hammerstein series consists 
of a sum of homogeneous terms. 
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using (3.3), (2.4) is substituted into the above expression to give 
Yn(t) = i: ... i: ei(wl+-·+wn)t 
00 
X L 9n(11)6(T1- 12) · · · 6(11- Tn)e-j(w171 +··+wnTn)dZx(w1) · · · dZx(wn) 
T! , ... ,Tn=-oo 
= /_: · · · /_: ej(wl+··+wn)tGn(w1 + · · · + Wn)dZx(w1) · · · dZx(wn), 
where it is assumed that the summation converges uniformly for all wi, i = 1, 2, ... , n, 
so that the order of the integration and summation can be interchanged. Setting w = 
W1 + · · · + Wn and Wn = w - W1 - · · · - Wn-1 leads to 
Yn(t) j_: · · · j_7r7r ejwtGn(w)dZx(w1)dZx(w2) · · · dZx(w1- · · ·- Wn-1) 
j_: ejwtGn(w) j_: · · · j_: dZx(w1)dZx(w2) · · · dZx(wl- · · ·- Wn-1). 
Expressing Yn(t) in the above equation using Cramer's spectral representation results in 
(3.5) 
where the above expression involves an ( n-1) dimensional integration. Thus the frequency 
domain version of the Hammerstein series is of the form 
dZy(w) = G1(w)dZx(w) + G2(w) j_: dZx(w- >..)dZx(>..) 
+ G3(w) j_: dZx(w- A1)dZx(A2- A1)dZx(A2) + · · · , 
where the Hammerstein transfer functions, Gn(w), n E z+, have separated from the 
integral expressions. This separability property is of special interest because it does not 
occur for the generalised transfer functions (KIM & POWERS 1988, ZouBIR 1992), nor for 
any other (non-trivial) subset of the Volterra series ( cf. the generalised transfer functions 
in (2.3)). This separability result is exploited to obtain closed form solutions for the 
Hammerstein transfer functions. 
3.2 Quadratic system identification 
Consider now the specific case of a quadratically nonlinear Hammerstein series. The 
quadratic case serves to illustrate the general concepts associated with the approach, 
which can be readily formulated for higher order nonlinear systems (see Appendix D, 
where a cubic system is considered). A quadratic version of the model in (3.2) can be 
defined as 
00 00 
Y(t) L 91(T)X(t- 1) + L 92(i)X(t- 7)2 + N(t)' (3.6) 
T=-oo T=-oo 
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where X(t) and Y(t) denote the stationary input and output signals respectively. For gen-
erality, an additive zero-mean stationary noise process, N(t), has been included in (3.6). 
It is assumed that X(t) and N(t) are independent. The linear and quadratic interactions 
of the system are characterised by the first and second order Hammerstein kernels 91 ( 7) 
and 92 ( 7) respectively. A block oriented realisation of the quadratic Hammerstein series 
is shown in Figure 3.2. 
X(t) Y(t) 
N(t) 
Figure 3.2: A quadratically nonlinear Hammerstein series. 
3.2.1 Derivation of optimal solutions 
Mean-square optimal expressions for the first and second order Hammerstein kernels can 
be obtained by minimising the quadratic form 
E{N(t)2} = E { (Y(t)- JL 9I(7)X(t- 7)- J~oo g,(7)X(t- 7)2)'} (3.7) 
with respect to 91(7) and 92(7), and simultaneously solving the resulting set of linear 
equations V 7 E Z. Taking the partial derivative of (3.7) with respect to 91(v), v E Z, 
and equating to zero, leads to the first equation in the lag domain in terms of cumulant 
( cf. moment) sequences, 
00 
cum{Y(t), X(t- v)} L 91(7) cum{X(t- 7), X(t- v)} 
T=-oo 
00 
+ L 92(7) cum{X(t-7)2,X(t-v)}, 
T=-oo 
thus 
00 00 
cyx(v) = L 91(7)cxx(v 7) + L 92(7)cxxx(O, v- 7). 
T=-oo T=-oo 
Note how higher order cumulant sequences naturally emerge in the formulation of the 
system equation when model nonlinearities are involved. 
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Evaluating now the partial derivative of (3.7) with respect to 92 (v), v E Z and equating 
to zero subsequently leads to the second equation in the lag domain, 
cum{Y(t), X(t- v)X(t- v)} 
00 L 91(7) cum{X(t- 7), X(t- v)X(t- v)} 
T=-oo 
00 
+ L 92(7) cum{X(t- 7)X(t- 7), X(t- v)X(t- v)}, 
T=-oo 
thus, 
00 
cyxx(v, v) = L 9I(7)cxxx(v- 7, v- 7) 
T=-oo 
00 
+ L 92(7) [cxxxx(O, v- 7, v- 7) + 2 cxx(v- 7)cxx(v- 7)] , 
T=-oo 
(3.8) 
which is again expressed in terms of cumulant sequences. Equation (3.8) makes explicit 
use of the cumulant-moment relationship involving products of random processes, i.e., 
where E{Xi} = 0 fori= 1, 2, ... , 4. 
In an attempt to obtain closed form expressions for the Hammerstein transfer func-
tions, (3.8) and (3.8) are Fourier transformed with respect to v, which respectively leads 
to 
and 
Cyx(w) = GI(w)Cxx(w) + G2(w) j_: Cxxx(A, w)dA, 
j_: Cyxx(w- A, A)dA = G1(w) j_: Cxxx(w- A, A)dA 
+ G2(w) [j_: l: Cxxxx(AI, w- A1, A2)dA1dA2 
+ 2 j_: Cxx(w- A)Cxx(A)dA] , 
(3.9) 
(3.10) 
where it is again noted that G2 (w) has separated from the integral term in (3.9) and 
(3.10). 
Closed form solutions 
In order to obtain mean-square optimal closed form expressions for G1 (w) and G2 (w), 
(3.9) and (3.10) need to be simultaneously solved. After some manipulations, it can be 
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shown that the first and second order Hammerstein transfer functions are given by 
and 
[/_: j_: Cxxxx(w AI, AI, A2)dAidA2 
+ 2 /_: Cxx(w- A)Cxx(A)dA] · Cyx(w) 
- /_: Cxxx(w, A)dA · J:1f" Cyxx(w- A, A)dA 
GI (w) = ---~--o::----=---_.:.:_------
Cxx(w) · [/_: /_: Cxxxx(w- AI, AI, A2)dAidA2 
+ 2 /_7["7[" Cxx(w- A)Cxx(A)dA] 
- /_: Cxxx(w- A, A)dA · /_: Cxxx(w, A)dA 
27 
Cxx(w)·/_: Cyxx(w- A,A)dA- /_: Cxxx(w- A,A)dA·Cyx(w) 
Cxx(w) · [j_1f"1f" J:1f" Cxxxx(w- AI, AI, A2)dAidA2 
' (3.11) 
+ 2 /_: Cxx(w- A)Cxx(A)dA] 
- /_: Cxxx(w- A, A)dA · /_: Cxxx(w, A)dA 
and thus closed form expressions can be derived in the general non-Gaussian input case. 
This result is possible because of the separability property of the Hammerstein transfer 
functions in the frequency domain2• It should be noted explicitly that this result differs 
from a linear regression-based nonlinear system identification technique in that the solu-
tion does not require a matrix inversion, nor is it valid only at a set of discrete frequencies 
or finite lags (e.g. as in Kim & Powers (1988), Korenburg & Paarmann (1991)). 
Cumulant sequence slices and integrated polyspectra 
Although the solutions for G1 (w) and G2 (w) in (3.11) are complete, they are complicated. 
However, the structure of the Hammerstein series can be exploited to simplify the form of 
the solution by using special slices3 of the cumulant sequences. Cumulant sequence slices 
have been proposed for other system identification problems (e.g., see Luo & Chaparro 
(1991), Giunta et al. (1991), Fonollosa & Vidal (1993)), but have not been previously 
applied for nonlinear system identification in the non-Gaussian case. 
Only one particular slice of the cumulant sequence is required, which is given by 
Cxmxn(T) c. cum{X(t)m,X(t- Tt} 
cum{X(t) · · · X(t), X(t- T) · · · X(t- T)}, 
m terms n terms 
2 Appendix E verifies the mean-square optimality of the solution using an alternate approach. 
3Sometimes also called collapsed or reduced representations. 
(3.12) 
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form, n 2: 1. Since X(t) is a stationary process, the sliced cumulant sequence is a function 
ofT only. Note that (3.12) involves cumulant sequences of products of stationary random 
variables, which can be expressed in terms of ( m+n )th and lower order cumulant sequences 
(BRILLINGER 1981). The polyspectra corresponding to the Fourier transform of c xm xn ( T) 
with respect toT is given by 
00 
Cxmxn(w) = L Cxmxn(T)e-jwT, (3.13) 
T==-oo 
which is herein referred to as the integrated polyspectrum corresponding to cxmxn(T), 
following Thgnait & Ye (1995). The notion of "integrated" polyspectra arises from the 
fact that the one dimensional Fourier transform of the sliced cumulant sequence can be 
expressed in terms of integrated versions of conventional polyspectra. Cumulant sequence 
slices are advantageous in that higher order information is embodied in a manner which is 
reminiscent of the (familiar) second order case. This subsequently leads to simplifications 
in the interpretation and analysis of nonlinear phenomena. 
For the case of the quadratic Hammerstein series, the slices of the third and fourth 
order cumulant sequences and their corresponding spectra are of special interest. For the 
third and fourth order cases, it can be shown that the relationship between the integrated 
polyspectra and the conventional polyspectra is given by 
and 
Cx2x(w) = /_: Cxxx(w, >..)d).., Cxx2(w) = /_: Cxxx(w- :>..,>..)d).., 
/_: /_: Cxxxx(w- A1, :>..1, A2)d:>..1d)..2 
+ 2 /_: Cxx(w- :>..)Cxx(:>..)d)... 
Note that Cx2x(w) = Cxx2(w)* by symmetry. Using the integrated polyspectral notation 
above, (3.9) and (3.10) respectively become 
and 
Cyx2(w) = G1(w)Cxx2(w) + G2(w)Cx2x2(w). 
Closed form solutions for G1 ( w) and G2 ( w) can be expressed using the simplified notation, 
and are given by 
G1(w) Cx2x2(w)Cyx(w)- Cx2x(w)Cyx2(w) Cxx(w)Cx2x2(w)- Cxx2(w)Cx2x(w)' 
Cxx(w)Cyx2(w)- Cxx2(w)Cyx(w) 
G2 (w) = Cxx(w)Cx2x2(w)- Cxx2(w)Cx2x(w) · 
(3.14) 
Comparing (3.11) to (3.14) it is clear that the use of the integrated polyspectrum notation 
greatly simplifies the form of the solution. Herein, the integrated polyspectral notation is 
used given that its representation is understood. 
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3.2.2 The quadratic coherence function 
The coherence function is a useful tool in system identification for validating the assumed 
system model. For a linear time-invariant system, it is well known that the linear coher-
ence function, L(w), defined as (BENDAT 1990) 
L(w) = jCyx(w)j2 
Cxx(w)Cyy(w)' (3.15) 
indicates the extent to which the input is linearly related to the output at a given fre-
quency w. However, the linear coherence function cannot adequately describe the extent 
to which a nonlinear model characterises a system, since it only takes into account linear 
interactions between the input and output. A nonlinear coherence function is therefore 
necessary for nonlinear systems. 
A quadratic coherence function for the quadratic Hammerstein series has not been 
previously derived. The concept of system coherency (KIM 1991) can be used to formulate 
a quadratic coherence function for the quadratic Hammerstein series. The quadratic 
coherence function, Q(w), is defined as the ratio of the quadratic model output spectral 
density to the observed output spectral density, namely 
Q(w) [:,. = Cyy(w)- CNN(w) 
Cyy(w) ' (3.16) 
where CNN(w) is the spectral density of the noise process. Clearly, from (3.16), the 
quadratic coherence Q(w) is non-negative and bounded by 0:::; Q(w) :::; 1 since CNN(w) 2: 
0 and CNN(w) :::; Cyy(w). In general, a coherence of unity indicates a perfect system 
model. Zero coherence indicates that none of the output signal comes from linear or 
quadratic operations on the input signal4 . Thus the validity of the model is established 
by evaluating the closeness of the quadratic coherence function to unity over the spectral 
regions of interest. 
The output spectral density of (3.2) consists of two components-terms arising from 
the model, and terms which are not directly attributed to the model, namely noise. The 
output spectral density of the quadratic model is given by 
Cyy(w) = jGl(w)j2Cxx(w) + 2~{G1(w)G2(w)*Cxx2(w)} 
+IG2(w)j2Cx2x2(w) + CNN(w), (3.17) 
where ~ denotes the real part. Since the system is quadratically nonlinear and the input is 
non-Gaussian, (3.17) has three model-based terms which correspond to the linear, linear-
quadratic, and quadratic interactions as they contribute to the output spectrum Cyy(w). 
All terms not accounted for by the quadratic model are embodied by the noise spectral 
density, C N N ( w). 
4Note that, like the linear coherence function, the quadratic coherence function must be interpreted 
with caution. Noise, signal non-stationaries, system time-variation, inaccurate input assumptions, mod-
elling error, and estimation error can all contribute to anomalies in coherence functions (see Bendat & 
Piersol (1986), Marmarelis (1988), Suki & Lutchen (1992)). 
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The quadratic coherence of a Volterra system cannot generally be obtained in closed 
form when the input is non-Gaussian, because generalised transfer functions cannot be 
found in closed form (TICK 1961, KIM & POWERS 1988). However, a closed form expression 
for the quadratic coherence for the Hammerstein series can be found by substituting the 
explicit solutions for G1 (w) and G2 (w) from (3.14) into (3.17). After some manipulations, 
a closed form expression for the quadratic coherence can be found, and is given by 
ICyx(w)I2 Cx2x2(w)- 2R{Cyx(w) 
Q(w) = x Cyx2(w)*Cxx2(w)} + iCyx2(w)l 2 Cxx(w) 
Cyy(w) (Cxx(w)Cx2x2(w)- Cx2x(w)Cxx2(w)) · (3.18) 
The quadratic coherence function provides a bounded frequency domain measure which 
indicates the extent to which a quadratic Hammerstein series characterises the system 
input-output relationship. Note that the quadratic coherence function in (3.18) in-
cludes the linear coherence function in addition to the linear-quadratic and quadratic 
components5 . 
Although the coherence function in (3.18) is derived in terms of second order spectral 
densities (i.e., Cyy ( w) and C N N ( w)), it also involves higher order spectra because of the 
nonlinearity of the model. Consequently, it is possible to simultaneously combine lower 
and higher system information using a single dimensional function. 
3.2.3 Estimation 
This section discusses how solutions for the first and second order Hammerstein transfer 
functions derived in (3.11) can be practically evaluated. Estimates of the sample spectra 
are computed using an averaged periodogram based approach (BRILLINGER 1981). A 
similar approach for estimating integrated polyspectra is used by Tugnait & Ye (1995). 
The second order case is straightforward since no special cumulant sequence slices 
are involved. For the slice of third order cumulant sequence cx2x(1), the third order 
cumulant-moment relationship can be used to obtain 
cx2x(1) ~ cxxx(O, 1) = cum {X(t)X(t), X(t- 1)} E{X(t)2 X(t- 1)}, 
for E{X(t)} = 0. Setting Z(t) = X(t) 2 leads to 
Czx(T) - E{Z(t)X(t- 1)}, 
since X ( t) is zero-mean and stationary6 • Similar formulations follow for the other sliced 
third order cumulant sequences cxx2(1) and cyx2(1). For the slice of the fourth order 
cumulant sequence cx2x2(1), use of the fourth order cumulant-moment relationship leads 
to 
cum{X(t)X(t), X(t- 1)X(t- 1)} 
E{X(t)2 X(t- 1)2}- E{X(t?} · E{X(t- 1)2}. 
5 Herein for simplicity, the term "quadratic coherence" is intended to mean the sum of the linear, 
linear-quadratic, and quadratic interactions. 
6cx2x(r) = czx(r) = E{Z(t)X(t- r)} = E{(Z(t)- cz) X(t- r)} = czx(r) where cz = E{Z(t)}. 
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Assuming that the input-output signals represent realisations of stationary processes, 
X(t) and Y(t), t = 0, 1, ... , T- 1, are segmented into M stretches each of length N, 
denoted by X(t,m) and Y(t,m), respectively, form= 1,2, ... ,M, such that T = MN. 
Segmenting the data using the above scheme results in an effective frequency resolution 
of 21r / N radians. Let 
cx(m) 
1 N-1 
N L X(t,m) 
t=O 
and 
1 N-1 
cz(m) = N L Z(t, m) 
t=O 
be the sample mean of X(t, m) and Z(t, m), respectively. The estimator for Cx2x(w) is 
given by 
where I1N)(wk, m), wk = 21rkjN, k = -N/2, ... , N/2- 1 is the cross periodogram of 
Z(t, m) with X(t, m), i.e., 
1 (N-1 . ) 
N 
L (Z(t, m)- cz(m)) e-Jwkt 
27f t=O 
(
N-1 )* 
X ~ (X(t, m)- cx(m)) e-jwkt 
A similar procedure is used to estimate Cxx2(w) and Cyxz(w). The fourth order inte-
grated polyspectrum is estimated using 
where I1~(wk, m) is the auto periodogram of Z(t, m). Estimates of Cxx(w), Cyy(w), and 
Cy x ( w) are found in a similar manner. The large sample properties of this class of estimate 
are discussed by Brillinger (1981) and Tugnait (1994). These estimates are substituted 
into (3.14) and (3.18) to yield estimates of the linear and quadratic Hammerstein transfer 
functions and the quadratic coherence, respectively. 
Higher order nonlinear systems 
One advantage of the Hammerstein series approach to nonlinear modelling is that closed 
form solutions can be readily and systematically obtained for higher order nonlinear sys-
tems. This is possible because the separability property of the Hammerstein transfer 
functions holds for higher order. This issue is important as it is not always possible to 
generalise some nonlinear system identification techniques to higher than second order for 
analytical or computational reasons. Identification of an nth order Hammerstein series 
system requires estimates of polyspectra up to (2n + 1)th order. As with all higher order 
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spectra based schemes, statistical variance issues become increasingly apparent (e.g., see 
Nikias & Petropulu (1993)), which may complicate the identification of high order non-
linear systems in practice. This estimation problem, however, can be overcome given that 
a sufficiently large amount of input-output data is available. 
3.3 Discussion 
3.3.1 Special cases 
The results obtained for both the Hammerstein transfer functions and the quadratic 
coherence represent generalisations of the linear case. It is therefore important to see how 
the results simplify when special cases are considered. 
Simplifications for Gaussian excitation 
When X(t) is a zero-mean Gaussian process, the solutions for G1 (w) and G2 (w) simplify 
to become 
where C xz x2 ( w) is equivalent to 
The quadratic coherence, Q(w), also simplifies to become 
Q(w) = 
(3.19) 
cf. Tick (1961) in the Gaussian input case. The linear and quadratic terms in the above 
coherence function have "decoupled", i.e., there is no linear-quadratic interaction as was 
the case for a non-Gaussian input (see (3.18)). This separability of the coherence terms 
facilitates a clear assessment of the relative contribution of the linear and quadratic com-
ponents to the output spectral density. 
Simplifications for a linear system 
When the system is purely linear, then G2(w) _ 0. This implies that 
C ( ) _ Cxxz(w)Cyx(w) yxz w - Cxx(w) 
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from (3.14). This is consistent with the equations 
Cyx(w) = GI(w)Cxx(w) 
and 
Cyx2(w) = G1(w)Cxx2(w), 
which arise for a purely linear system, and therefore the solution reduces to 
G ( ) = Cyx(w) 
1 w Cxx(w)' 
which is a familiar result. The quadratic coherence immediately becomes 
Q(w) = ICyx(w)l2 
Cxx(w)Cyy(w) ' 
which is equivalent to the well-known linear coherence function (BENDAT 1990). 
3.3.2 Scale invariance of the quadratic coherence 
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Polynomial nonlinear systems exhibit a dependency on input amplitude in that higher 
order nonlinear interactions become increasingly dominant as the input variance increases. 
This is in contrast to time-invariant linear systems, where an increase in the input's 
amplitude results in a proportional increase in the output amplitude. Thus an analysis 
of the system based on an examination of the kernel estimates alone may be misleading 
because the kernels can change depending on the input variance. The quadratic coherence 
in (3.18) is invariant to scaling of the input and linear filtering of the output signal, and 
thus provides a useful measure for describing the relative contributions of the linear and 
quadratic components of the model. Note that the quadratic coherence is not in general 
invariant to linear filtering of the input, because a "linear-nonlinear-linear" structure 
is not of the same class as the Hammerstein series 7 • This is not a severe limitation in 
practice as, irrespective of possible linear pre-filtering, the proposed identification method 
provides optimal solutions for the given input-output data set. 
The following simple example highlights the utility and importance of the quadratic 
coherence function for validating and interpreting the nonlinear model. 
Example 3.3.1 Effect of the input variance 
Consider the simple quadratically nonlinear system8 
Y(t) = X(t) + X(t) 2 , 
where X(t) is a white, zero-mean, stationary Gaussian process, and Hammerstein transfer 
functions G1 ( w) = G2 ( w) = 1 for all w. The interpretation of the coherence is simplified 
7The linear component of the quadratic coherence function is invariant to linear time-invariant filtering 
of both the input and output signals. 
8 An additive noise term is omitted here to avoid complicating interpretation. 
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here as there are no linear-quadratic interaction terms because the input is a Gaussian 
process. The linear and quadratic H ammerstein transfer functions and coherence func-
tions were estimated using 200 input-output records each of length 128 using the method 
described in Section 3.2.3. Three different input variances were considered, namely 0.25, 
1.0, and 5.0. 
Figure 3. 3 shows the estimated linear and quadratic transfer functions which were, as 
expected, unity for all w for the three cases. Figure 3.4 shows the estimated linear and 
quadratic coherence functions (the slight irregularity seen in Figure 3.4(a) is due to esti-
mator variance). Note particularly the variation in the linear coherence function (Figure 
3.4(a)) as the input variance changes. Here the linear component is seen to contribute 
approximately 65%, 35%, and 10% to the power in the output spectral density. Since the 
quadratic coherence is scale-invariant and the Hammerstein series can completely char-
acterise this system, it is unity for all cases. 
Although the linear and quadratic transfer functions are identical for a range of dif-
ferent input variances, the relative contribution of the linear and quadratic components 
changes according to the variance of the input. Thus the quadratic coherence function pro-
vides additional information about the system's nonlinear transfer characteristics which 
is not provided by the parameter estimates alone. 
(a) Linear transfer function (b) Quadratic transfer function 
Figure 3.3: Estimates of the (a) first and (b) second order Hammerstein transfer functions. 
(a) Linear coherence function (b) Quadratic coherence function 
Figure 3.4: Estimates of the (a) linear and (b) quadratic coherence functions with input 
variances equal to 0.25, 1.0, and 5.0. 
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3.3.3 Frequency mixing and multiplication 
Unlike linear systems, nonlinear systems can show frequency multiplication and frequency 
mixing behaviour (PRIESTLEY 1988). This is often characterised by additional frequency 
components in the output spectral density that were not originally present in the input 
spectral density. The following example demonstrates the use of the quadratic coherence 
when frequency multiplication and mixing characteristics are observed using tonal inputs9 . 
Example 3.3.2 Tonal inputs 
Consider the simple quadratically nonlinear system given by 
Y(t) = X(t) + 1.4X(t)2 , 
where the input signal consists of two stationary discrete-time tones, 
X(t) =cos (wot +<Po)+ 0.5 cos (w1t + </J1), 
where wo = 27r8/T, t = 0, 1, ... , T- 1, w1 = 27r13/T, t = 0, 1, ... , T- 1, and ¢0 and ¢1 
are independently and uniformly distributed random variables on [ -1r, 1r). Estimates of the 
power spectral densities and linear and quadratic coherence functions were computed using 
the method described in Section 3.2.3 forT= 128 and R 100. (A simple regularisation 
procedure was used to avoid potential numerical problems with the tonal inputs.) 
An examination of the input and output power spectral densities in Figure 3.5 suggests 
that nonlinear interactions may be involved in the form of frequency multiplication and 
mixing, i.e., two tones cf. six tones (the thin bar represents a single tone). However, in 
a practical setting, it is possible that external disturbances may be causing the additional 
tones in the output spectral density. The quadratic coherence function can be used to 
resolve this ambiguity, and provide additional information on modelling performance. 
Figure 3. 6 shows the linear and quadratic coherence functions. Notice that the linear 
coherence function does not indicate that nonlinear interactions are present in the system, 
but does indicate the frequencies at which linear mechanisms characterise the system. 
The quadratic coherence in Figure 3. 6 (b) clearly indicates that quadratic interactions are 
involved. Note also that the quadratic coherence is unity at the frequencies of interest, 
since the Hammerstein series can characterise this system with no error. 
Thus the quadratic coherence function provides important information regarding the 
transfer characteristics of the system. It also clearly indicates the performance of the 
model in a simple manner. This information is not readily apparent in the linear coherence 
function, or from the input and output spectral densities. 
9The interpretation of quadratic coherence function for mixed spectra is extremely difficult, and is 
outside the scope of this dissertation. 
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(a) In put spectra I density (b) Output spectral density 
Figure 3.5: Estimates of the (a) input and (b) output spectral densities. 
(a) Linear coherence function (b) Quadratic coherence function 
Figure 3.6: Estimates of the (a) linear and (b) quadratic coherence functions. 
3.4 Model evaluation and comparison 
This section compares the Hammerstein series approach to the Volterra series approach 
of Kim & Powers (1988), which is one of the few frequency domain nonlinear system iden-
tification methods that exists for the non-Gaussian input case. Tick's (1961) Gaussian-
Volterra series approach is also given in order to demonstrate the deleterious effects of an 
inaccurate input assumption. Modelling performance and computational aspects are dis-
cussed, as well as the effect of data length on the respective techniques. Since the Volterra 
and Hammerstein series models differ in the way they describe nonlinear systems, the re-
spective quadratic coherence functions for the two models are used for validation and 
comparison. 
For the following simulations in Sections 3.4.1 and 3.4.2, 300 input-output records 
each of length 256 are used to estimate the linear and respective quadratic coherence 
functions of the Hammerstein and Volterra identification approaches (TICK 1961, KIM & 
PowERS 1988). A white zero-mean Gaussian (noise) process is added such that the SNR 
is 15 dB. Both Gaussian and non-Gaussian inputs are considered in turn for two different 
nonlinear systems. The non-Gaussian input is generated by the square of a uniformly 
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distributed random process, which has a non-symmetrical density function. 
3.4.1 Simulated system I 
Consider the dynamic nonlinear system given by 
Y(t) = -0.64X(t) + X(t- 2) + 0.9 X(t? + X(t- 1)2 + N(t), (3.20) 
which is the same as Kim & Powers' (1988) example, except that an additive noise process, 
N(t), is included for increased realism. It is assumed that N(t) and X(t) are independent. 
The first and second order generalised transfer functions of this system are given by 
H1(w) = -0.64 + e-j2w 
and 
H2(w1, w2) = 0.9 + e-j(w1+w2 ), 
respectively10 and are shown in Figure 3.7. 
Frequency 1 
0.5 -0.5 
Frequency 2 
Figure 3.7: The (a) first and (b) second order generalised transfer functions. 
Gaussian excitation 
0.5 
Figure 3.8 shows estimates of the linear coherence function, the Volterra quadratic coher-
ence functions of Tick (1961) and Kim & Powers (1988), and the Hammerstein quadratic 
coherence function for the system in (3.20). The linear coherence function in Figure 
3.8(a) indicates that a linear model provides a poor system characterisation. The quad-
ratic component clearly improves modelling performance, as is evident by the closeness of 
10The principal sum and difference interaction regions of the quadratic transfer function H 2(w1,w2) 
are given by { (w1, wz); 0 ::; w2 ::; w1, w1 + w2 ::; 1r} and { (w1, w2); -w1 ::; w2 ::; 0, 0 ::; w1 ::; 1r }, respectively. 
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the quadratic coherence functions to unity11 in Figures 3.8(b)-(d). Unlike Kim & Powers' 
(1988) approach, Tick's (1961) method can be used to obtain closed form expressions (cf. 
matrix inversions) for the quadratic coherence since the input is a stationary Gaussian 
process. 
Note the similarity between Figure 3.8(b) and Figure 3.8(c), which indicates that both 
the Hammerstein and Volterra series can characterise the system. Thus the Volterra series 
does not provide improvement in system characterisation, despite the fact that it is more 
general than the Hammerstein series. The Hammerstein quadratic coherence function is 
also computed in a closed form manner and is therefore computationally efficient. 
(a) Linear coherence 
- u ~ u - u - u ~ u fr~(WI'~ 
(c) Quadratic coherence (K&P) 
(b) Quadratic coherence (Tick) 
(d) Quadratic coherence (Hamm) 
Figure 3.8: Coherences for a Gaussian input. (a) Linear coherence, (b) Tick's quadratic 
coherence using the Volterra series, (c) Kim & Powers' quadratic coherence using the Volterra 
series, and (d) quadratic coherence using the Hammerstein series. 
Non-Gaussian excitation 
Figure 3.9 shows estimates of the linear coherence function, the quadratic coherence func-
tions of Tick's (1961) and Kim & Powers' (1988) methods, and the quadratic coherence 
function of the Hammerstein method for the system in (3.20) with a white non-Gaussian 
input. Again the linear coherence indicates that a purely linear model does not lead to 
satisfactory modelling performance. The improvement, however, in the linear coherence 
11The reduction in the quadratic coherence at high frequencies is due to the implicit low pass charac-
teristic of the nonlinear model in (3.20). 
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function (see Figure 3.8(a)) is observed because the non-Gaussian input has a non-zero 
third order cumulant, which gives rise to joint linear-quadratic interactions. 
Comparing Figures 3.8(c)-(d) with Figures 3.9(c)-(d), it is seen that the quadratic 
coherences associated with both the Hammerstein and Volterra models are quite similar, 
despite the fact that the input is now non-Gaussian. This demonstrates the validity of 
the Hammerstein series approach in both the Gaussian and non-Gaussian cases. 
However, Tick's (1961) quadratic coherence in Figure 3.9(b) exceeds unity (note the 
scale), because the Gaussian assumption is violated. From the general definition of the 
quadratic coherence in (3.16), it is clear that the only way that the coherence can ex-
ceed unity is for the model to introduce additional noise to the output spectral density. 
Thus incorrectly assuming the Gaussianity of the input results in meaningless parameter 
estimates. 
(a) Linear coherence (b) Quadratic coherence (Tick) 
(c) Quadratic coherence (K&P) (d) Quadratic coherence (Hamm) 
Figure 3.9: Coherences for a non-Gaussian input. (a) Linear coherence, (b) Tick's quadratic 
coherence using the Volterra series, (c) Kim & Powers' quadratic coherence using the Volterra 
series, and (d) quadratic coherence using the Hammerstein series. 
3.4.2 Simulated system II 
Consider the quadratically nonlinear Volterra series system with linear and quadratic 
transfer functions given by 
H1(w) = -0.64 + e-j2w 
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and 
[
1.0 0.6 0.8] [ 1 l 
e-j2w1 ] 0.6 0.7 0.5 e-jw2 ' 
0.8 0.5 0.4 e-J2w2 
(3.21) 
as shown in Figure 3.10. This example is taken from Zoubir (1995a), and represents a more 
complicated quadratic nonlinearity than the system shown in Section 3.4.1. Consequently, 
it would be expected that the Volterra approach of Kim & Powers (1988) would provide 
a better characterisation of the system than the Hammerstein series, at the expense of 
computation. This aspect is now explored for both Gaussian and non-Gaussian inputs in 
turn. 
0.5 
0
o 0,05 0,1 0.15 0.2 0.25 0.3 0.35 
Fnqancy{oorrnahed) 
(a) H 1(w) 
Figure 3.10: The (a) linear transfer and (b) quadratic transfer functions. 
Gaussian excitation 
Figure 3.11 shows estimates of the linear coherence function, the quadratic coherence func-
tions of Tick's (1961) and Kim & Powers' (1988) methods, and the quadratic coherence 
function of the Hammerstein method for the system in (3.21) driven by a white Gaussian 
input. The linear coherence function in Figure 3.11(a) reveals that a linear model does 
not satisfactorily characterise the system, since the system is nonlinear. 
The Hammerstein quadratic coherence function shown in Figure 3.11(d) is not as close 
to unity as the Volterra quadratic coherence function in Figures 3.11(b)-(c) in the lower 
frequency range where quadratic cross interactions are most significant. The Hammer-
stein series still accounts for some quadratic interaction, despite the complicated form 
of the second order generalised transfer function for this simulation. It also provides 
improvement over the use of the linear model alone. 
If the Gaussianity of the input was assured a priori, then Tick's (1961) closed form 
approach would be particularly useful for this quadratic Volterra identification problem. 
However, in practice, it is not always possible to assume the Gaussianity of the input. 
The computational expense associated with computing the Volterra quadratic coherence 
function in Figure 3.11 (c) is far greater than that of the Hammerstein quadratic coherence 
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function in Figure 3.11(d). Note that matrix regularisation was also required with the 
Kim & Powers' (1988) approach, in order to avoid numerical problems because the input 
spectral matrix was ill-conditioned at some frequencies. 
(a) Linear coherence (b) Quadratic coherence (Tick) 
(c) Quadratic coherence (K&P) (d) Quadratic coherence (Hamm) 
Figure 3.11: Coherences for a Gaussian input. (a) Linear coherence, (b) Tick's quadratic 
coherence using the Volterra series, (c) Kim & Powers' quadratic coherence using the Volterra 
series, and (d) quadratic coherence using the Hammerstein series. 
Non-Gaussian excitation 
Figure 3.12 shows estimates of the linear coherence function, the quadratic coherence 
functions of Tick's (1961) and Kim & Powers' (1988) methods, and the quadratic co-
herence function of the Hammerstein method for the system in (3.21) driven by a white 
non-Gaussian input. 
As would be expected, the linear coherence function shown in Figure 3.12(a) is not 
significantly different from the linear coherence shown in Figure 3.11(a). Tick's (1961) 
quadratic coherence again exceeds unity (note the scale in Figure 3.12(b)), as the method 
is invalid for non-Gaussian inputs. However, the closed form solutions for the Hammer-
stein series are valid for both Gaussian and non-Gaussian inputs. Kim & Powers' (1988) 
Volterra approach in Figure 3.12(c) again performs well, as in the Gaussian case. 
A comparison of the Hammerstein quadratic coherence functions in Figure 3.11(d) 
and Figure 3.12(d) suggests that the modelling performance of the Hammerstein series 
may improve slightly in the non-Gaussian input case. This is possibly due to non-zero 
linear-quadratic interactions. The quadratic Hammerstein series does not characterise the 
quadratic Volterra series in (3.21) at the lower frequencies where quadratic cross-kernel 
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interactions are dominant. 
(a) Linear coherence (b) Quadratic coherence (Tick) 
(c) Quadratic coherence (K&P) (d) Quadratic coherence (Hamm) 
Figure 3.12: Coherences for a non-Gaussian input. (a) Linear coherence, (b) Tick's quadratic 
coherence using the Volterra series, (c) Kim & Powers' quadratic coherence using the Volterra 
series, and (d) quadratic coherence using the Hammerstein series. 
Cubic Hammerstein series 
However, it is possible to improve modelling performance by fitting a cubic Hammerstein 
series (see Appendix D) to the quadratic Volterra model in (3.21). This can be easily re-
alised because of the simplicity of the Hammerstein series. Figure 3.13 shows the quadratic 
and cubic coherence functions of the Hammerstein series fitted to the quadratic Volterra 
model in (3.21) for the non-Gaussian input. The addition of the cubic component is seen 
to improve modelling performance over the quadratic Hammerstein series. Although the 
coherence is not as good as the quadratic Volterra coherence function in Figure 3.12(c), 
it still provides reasonably good modelling performance. The improvement in modelling 
performance incurs a relatively small increase in computational cost over the quadratic 
Hammerstein series. Thus the validity of the Hammerstein series as a nonlinear model 
for a given identification task can be readily established by computing the associated 
nonlinear coherence function. 
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(a) Quadratic coherence (Hamm) (b) Cubic coherence (Hamm) 
Figure 3.13: The (a) quadratic and (b) cubic coherence functions of the Hammerstein series. 
3.4.3 Estimation error versus realisations 
In a practical identification scenario, the amount of input-output data available may be 
limited. It is therefore of interest to ascertain, even qualitatively, the performance of 
the Hammerstein and Volterra series identification techniques when the data length is 
relatively small. Since the models are different, the normalised mean-square prediction 
error (NMSE) is used in order to make a fair comparison, i.e., 
N-1 
2:: (Y(t) - Y(t)) 2 
q ~ _t=_O __ ~--------­N-1 
2:: Y(t) 2 
t=O 
(3.22) 
where Y(t) and Y(t) are the observed and predicted output signals, respectively, from the 
quadratic Hammerstein series and the quadratic Volterra series. 
Estimates of the Hammerstein and generalised transfer functions were made using the 
same input-output data set over a varying number of realisations, R = 20, 21, ... , 50, 
with a data length of N = 64 points each. These estimates were then used to predict the 
output signal, Y(t). The prediction errors were then averaged for the given number of 
realisations M =50. Figure 3.14(a) shows the NMSEs (log scale) for the two models over 
the number of realisations in the noise free case. The Hammerstein series clearly demon-
strates improved modelling performance over the Volterra approach. The improvement is 
particularly noticeable in the case where a small number of realisations is used. 
The experiment was then repeated in the noisy case, where white Gaussian noise 
was added to the output such that the SNR was 15 dB. Figure 3.14(b) shows the plot 
of the average NMSE for the two models over the number of realisations. The Volterra 
approach severely breaks down in the noisy case and the NMSE exceeds unity. This is 
mainly due to the ill-conditioning of the matrices. The Hammerstein series approach 
has a lower NMSE and does not exhibit the extremes of variability seen in the Volterra 
approach. In addition, a significant difference in the magnitude of the prediction error is 
seen for the Volterra approach in the noise free and noisy cases. This is of concern given 
that noisy measurements are more likely in a practical system identification problem. A 
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simple examination of Figure 3.14 shows that the Hammerstein series approach does not 
suffer to the same extent as the Volterra approach in the noisy case. 
The practical implication of this simple comparison is that, whilst the Hammerstein 
series may not be as general as the Volterra series, it is more robust in the small data case. 
Although this result is demonstrated on a specific example, it still indicates the improve-
ment gained by the Hammerstein series approach. When a large number of realisations 
was used in estimation, the NMSE associated with the two methods was essentially the 
same. Note also that the computational burden associated with the Volterra approach of 
Kim & Powers (1988) greatly exceeds the Hammerstein series approach. 
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(a) Noise free case (b) Noisy case 
Figure 3.14: Plot of the normalised mean-square prediction error versus number of segments. 
(a) Noise free case, (b) noisy case (SNR = 10 dB). The top line corresponds to the Volterra 
series approach and the bottom line to the Hammerstein series approach (log scale). 
3.4.4 Parameterisation and computational issues 
Parameterisation issues 
The Hammerstein series largely overcomes the parameterisation problem associated with 
nonlinear modelling (IM ET AL. 1993, NowAK & VANVEEN 1994). Since the number of pa-
rameters required by the Volterra series increases exponentially with increasing nonlinear 
order, its implementation and interpretation quickly become prohibitively complicated 
(BENDAT 1990). In contrast, the number of parameters required by the Hammerstein se-
ries for the same system memory increases linearly with increasing nonlinear order. The 
Hammerstein series can thus economically characterise dynamic nonlinear systems in a 
simple manner. 
As a example, Figure 3.15 compares the number of coefficients required by the Volterra 
series and the Hammerstein series as a function of nonlinear order for a time-invariant 
system with a memory of 10 lags. Note the exponential-like requirement of the Volterra 
series as compared to the linear relationship of the Hammerstein series. 
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Figure 3.15: A comparison of the number of coefficients required in parameterisation of an 
nth order nonlinear system between a Volterra model (solid line) and a Hammerstein series 
(dotted line). 
Computational issues 
Solutions for the Hammerstein series can be obtained in a closed form manner for any 
stationary input. As a result, the Hammerstein transfer functions can be obtained in a 
computationally efficient manner. Solutions for the Hammerstein series can be also com-
puted using special one dimensional forms of polyspectra, which also leads to reduced 
computation requirements over conventional (multidimensional) polyspectral-based tech-
niques. In contrast, solutions for the Volterra series cannot generally be found in closed 
form for non-Gaussian inputs and thus matrix inversions are often required. Most algo-
rithms for real matrix inversions are of order P 3 (GoLUB & VAN LoAN 1989), where the 
number of unknown parameters P is of order M N, where M is the discrete-time memory 
and N is the nonlinear order. 
For the frequency domain regression identification method (KIM & POWERS 1988), 
the frequency resolution effectively determines the size of the matrices that need to be 
inverted in order to obtain a solution. Each discrete frequency requires a separate matrix 
inversion and so this can represent a large computational task. A similar situation exists 
for the time domain approaches (KORENBURG & PAARMANN 1991). 
3.5 Engine transmission modelling 
In this section, the Hammerstein series approach is applied to the problem of modelling 
the transmission characteristics of a combustion engine operating in a knocking condition 
(ZouBIR 1992, BoHME & KONIG 1994, ZouBIR & BOHME 1995). Note that no attempt to 
solve the engine knock problem is made here, but rather the focus is on the application 
of the Hammerstein series as a nonlinear model. 
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3.5.1 Background 
An effective means for lowering fuel consumption and improving the general efficiency of 
a combustion engine is to increase the compression ratio (EASTROP & McCoNKEY 1970). 
However, this may also increase the occurrence of an abnormal combustion phenomenon 
called knock. Knock needs to be avoided as it results in an excessively noisy, over-
heated, and inefficient engine, and can lead to premature mechanical failure. The knocking 
condition can be especially severe when the engine is operating at high speeds (ZouBIR 
& BOHME 1995). 
The rapid combustion of knocking cycles generates damped acoustical oscillations, 
which are often heard as a knocking or ringing sound. If the knocking condition can 
be detected, then it can be adaptively controlled without adversely affecting the overall 
efficiency of the engine. The knocking signal can be transduced by placing a sensor on the 
housing of the engine. Previously, a quadratically nonlinear Volterra processor was used 
to characterise the relationship between the cylinder pressure and the engine vibration 
data (ZouBIR & BOHME 1995). Following this approach, a quadratic Hammerstein series 
is used to model the transmission characteristics of the engine housing. 
3.5.2 The identification process 
The cylinder pressure and the engine housing vibration signals were treated as the respec-
tive input and output signals12 . The data was collected from a 1.8 Litre, 4 cylinder engine 
operating running at full load and high speed, and under strong knocking conditions. 
The data was pre-processed to remove non-stationary characteristics (ZouBIR 1992). 
Later, non-stationary data will be considered. A Gaussianity test was performed on 
the knock data, and the Gaussianity hypothesis was rejected in all cases (ZouBIR & 
BOHME 1995). Typical input-output knock data is shown in Figure 3.16. A total of 150 
input-output cycles of length 128 each were used in forming estimates of the integrated 
polyspectra, and the remaining 36 cycles were used for validation. Estimates of the input 
and output spectral densities are shown in Figure 3.17, which show several dominant 
resonances. 
12 Acknowledgement: The author would like to thank Professor J. F. Bohme from the Signal Theory 
Division at the Ruhr University, Bochum and Volkswagen AG, Wolfsburg, Germany, for kindly providing 
the knock data. 
3.5 Engine transmission modelling 47 
(a) Cylinder pressure (input) (b) Engine vibration (output) 
Figure 3.16: Typical (a) cylinder pressure (input) and (b) engine vibration (output) signals for 
a combustion engine operating in strong knocking conditions measured over crank angle [ca]. 
(a) Input spectral density (b) Output spectral density 
Figure 3.17: Estimated (a) input and (b) output spectral densities. 
Estimates of the first and second order Hammerstein transfer functions were computed 
and are shown in Figure 3.18. Figure 3.19 shows the estimated linear and quadratic co-
herence. Comparing the linear and quadratic coherence functions as seen in Figure 3.19, 
the quadratic component is seen to provide modelling improvement around specific reso-
nance frequencies of interest, namely f = 0.13, 0.15, 0.26 and 0.40 (normalised frequency). 
Modelling improvement due to the quadratic term is also observed in the low frequency 
range. The quadratic Hammerstein series thus improves modelling performance over a 
linear model alone with very little computational expense. However, a more pronounced 
difference is seen in the time domain predictions of the vibration signal. 
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(a) Linear transfer function 
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(a) Quadratic transfer function 
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Figure 3.18: Estimated (a) linear and (b) quadratic transfer functions for the quadratic Ham-
merstein model. 
(a) Linear coherence function (b) Quadratic coherence function 
Figure 3.19: Estimated (a) linear and (b) quadratic coherence functions for the quadratic 
Hammerstein series. 
Time domain predictions 
In order to validate the use of the quadratic Hammerstein series for this application, 
estimates of the first and second order Hammerstein transfer functions were used to 
predict the vibration signal on 36 records that were not used in estimation. A comparison 
between a pure linear filter and a quadratic Hammerstein series was made in terms of 
the NMSE defined in (3.22). Figure 3.20 shows the best case predictions using a linear 
model and quadratic Hammerstein series, respectively. The best linear case results in 
q = 0.4333, and for the best quadratic Hammerstein series results in q = 0.2730. Hence 
improvement is obtained with use of the quadratic Hammerstein series over the linear 
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model alone. Figure 3.21 shows the worst case vibration signal predictions for the linear 
model q = 0.7203 and the quadratic Hammerstein series q = 0.6903, respectively. Even 
in the worst case prediction, the quadratic model still shows some improvement over 
the linear case, as most of the major signal features are still present. The results from 
this experiment indicate the potential of the Hammerstein series model for nonlinear and 
non-Gaussian system identification. 
(a) Linear prediction (b) Linear and quadratic prediction 
Figure 3.20: Best case predicted vibration signals using an estimated linear model and quadratic 
Hammerstein series model with respect to relative mean-square prediction error. (a) Linear 
case q = 0.4333, (b) Hammerstein series model q = 0.2730. The solid line is the measured 
vibration signal and the dashed line is the predicted vibration signal. 
-0.2 
(a) Linear prediction (b) Linear and quadratic prediction 
Figure 3.21: Worst case predicted vibration signals using an estimated linear model and quad-
ratic Hammerstein series model with respect to relative mean-square prediction error. (a) 
Linear case q = 0.7203, (b) Hammerstein series model q = 0.6903. The solid line is the 
measured vibration signal and the dashed line is the predicted vibration signal. 
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3.6 Conclusions 
A new technique for identifying time-invariant nonlinear systems was proposed, based on 
the Hammerstein series model. Optimal closed form expressions for a quadratic Hammer-
stein series model have been derived, which are valid for any stationary input signal. A 
quadratic coherence function was also derived which can be used to validate the model and 
interpret the solutions obtained. The approach has significant computational advantages 
over existing methods as the solutions are in closed form. 
Comparisons reveal the Hammerstein series represents an ideal compromise between 
modelling performance and computational requirements in the non-Gaussian case. The 
Hammerstein series is not as general as the Volterra series, but higher order approxi-
mations can be readily implemented to improve model performance. The approach is 
particularly useful when the amount of data is limited. The results were applied to both 
simulated and real data, which demonstrated the usefulness of the approach for the non-
linear and non-Gaussian system identification problem. 
Chapter 4 
Identification of Multiple-Input 
Multiple-Output Hammerstein Series 
Systems 
Normality is a myth; there never was, and never will be, a 
normal distribution. 
R. C. Geary 
Never say never again. 
007 
MULTIPLE input-output nonlinear system identification is difficult and is com-plicated by the multidimensional nature of the models involved. This chapter considers the identification of a class of multiple input-output nonlinear sys-
tems when the inputs are stationary and possibly non-Gaussian processes. A multiple 
input-output version of the Hammerstein series is defined in an attempt to provide a 
simple and useful solution to this identification problem. Solutions for three classes 
of multiple input-output nth order Hammerstein series are obtained-the single-input 
multiple-output (SIMO) model, the multiple-input single-output (MISO) model, and the 
multiple-input multiple-output (MIMO) model. Multiple nonlinear coherence functions 
are also derived. Simulations and applications are given to demonstrate the usefulness of 
the multiple input-output identification procedure. 
4.1 Introduction 
The identification and analysis of multiple input-output systems is a problem of practical 
importance, and finds special application in seismology, biomedicine, array processing, 
physiology, and vibration analysis (e.g., Marmarelis & Naka (1974), Chen et al. (1990), 
Bohme & Konig (1994)). Figure 4.1 shows the general configuration of a system which 
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has multiple-input and multiple-output signals. 
Inputs Outputs 
Figure 4.1: The general configuration of a multiple input-output system. 
The identification of multiple input-output nonlinear systems is difficult-especially in 
the non-Gaussian case-and consequently very few identification techniques exist. Most 
existing multiple input-output system identification procedures are based on the assump-
tions of linearity and Gaussianity (BENDAT & PIERSOL 1986, LJUNG 1987), and are there-
fore not valid in the nonlinear and non-Gaussian case. This is unfortunate as there are 
many multiple input-output nonlinear systems where the inputs are non-Gaussian pro-
cesses (e.g., An et al. (1988), Ralston et al. (1995a)). 
Bussgang et al. (1974) and Marmarelis & Naka (1974) considered the identification of 
MISO versions of the Volterra series, assuming a known Gaussian input signal. Chen et al. 
(1990) developed a suite of ad hoc algorithms for identifying a class of MISO block oriented 
models in the Gaussian case. However optimality problems arise because the MISO block 
models are nonlinear-in-the-parameters. An et al. (1991) considered a dual-input single-
output quadratic Volterra model in the non-Gaussian case, based on the work of Kim 
& Powers (1988). However the associated estimation procedure is computationally very 
expensive because of the generality of the Volterra series. Consequently this identification 
technique is difficult to generalise to higher order MIMO systems because of the unwieldy 
formulation. 
The practical limitations and difficulties associated with existing methods for char-
acterising multiple input-output systems motivate the use of a multiple input-output 
version of the Hammerstein series. The main advantages in using the Hammerstein series 
over the Volterra series and block oriented topologies in the non-Gaussian case are similar 
to the SISO case: the Hammerstein series is economical in terms of system modelling, 
an optimal closed form solution can be found in the non-Gaussian case ( cf. the Volterra 
series), and significant computational reductions in estimation can be achieved. 
Three distinct multiple input-output scenarios are now considered in turn, namely 
the MIMO, SIMO, and MISO systems. Mean-square optimal solutions for the MIMO 
Hammerstein series are derived first, as the SIMO and MISO models emerge as special 
cases. The solutions are obtained in a manner which can lead to explicit expressions for 
multiple input-output versions of the Hammerstein transfer functions. This is of special 
interest as closed form solutions for multiple input-output nonlinear systems in the non-
Gaussian case are previously unknown. Multiple nonlinear coherence functions are also 
derived, which fulfil an important model validation role as in the SISO case. 
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4.2 The MIMO Hammerstein series 
The MIMO system is the most complicated scenario of the multiple input-output con-
figurations. For the practical reasons elucidated in Section 4.1, a multiple input-output 
version of the Hammerstein series is used as the basis for the MIMO nonlinear model. 
Definition of the MIMO Hammerstein series 
The m-input, k-output, nth order time-invariant MIMO Hammerstein series is defined 
as1 
m oo m oo 
Yr(t) 6 L L 9prl(r)Xp(t- 7) + · · · + L L 9prn(r)Xp(t- rt + Nr(t) 
p=l7=-00 p=l T=-oo 
m n oo L L L 9prq(r)Xp(t- r)q + Nr(t), r = 1, 2, ... , k, (4.1) 
p=l q=l T=-oo 
with inputs Xp(t), p 1, 2, ... , m, outputs Yr(t), and additive zero-mean disturbances 
Nr(t) for r = 1, 2, ... , k. The MIMO Hammerstein kernel, 9prq(r), relates to the pth 
input, rth output, and qth nonlinear order for p = 1, 2, ... , m, r = 1, 2, ... , k, and 
q = 1, 2, ... , n. It is assumed that Xp(t) and Nr(t) are independent for all p, r and that 
Nr(t) and Ns(t) are independent for all s, r = 1, 2, ... , k, s =f. r, and all t. A simplified 
block diagram of the MIMO nth order Hammerstein series is shown in Figure 4.2. 
Matrix MIMO Hammerstein series 
The representation and solution formulation of the MIMO Hammerstein series can be 
simplified by introducing a matrix version of (4.1). Let 
n oo 
Y(t) = L L gq(r)'X(t- r) 0 q + N(t), (4.2) 
q=l T=-oo 
where X(t), Y(t), and N(t) respectively denote the [mx 1], [k x 1], and [kx 1] vector-valued 
input, output, and disturbance signals, X(t) 0 q is the q-fold element-wise self-product of 
X(t), i.e., 
with 0 representing the Hadamard product operator, and where the [m x k] Hammerstein 
kernel matrix gq(r) represents the collection of all MIMO qth order nonlinear Hammer-
1 A generalised version of this model is considered in Section 4.5. For convenience, the simpler config-
uration is considered first. 
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Figure 4.2: A block diagram of an m-input k-output nth order Hammerstein series. 
. k 1 2 . stem erne s , 1.e., 
9nq( T) 912q( T) 91kq( T) 
921q( T) 922q( T) 92kq( T) 
gq(T) = q = 1, 2, ... ,n, (4.3) 
9mlq(T) 9m2q(T) 9mkq(T) 
and where ' is the matrix transpose operator. X(t) is assumed to be a zero-mean, mul-
tivariate stationary process whose multivariate density function need not be Gaussian. 
Since the MIMO system in (4.1) is assumed to be stable and time-invariant, Y(t) is also 
a stationary process. In the single-input case (i.e., m = 1), X(t)0n- X(t)n. 
Note the similarities between the SISO Hammerstein series in (3.2) and the MIMO 
(4.2). The vector notion conveniently simplifies the multiple input-output nature of the 
model and greatly facilitates interpretation. 
2 Note that there are other ways to define vector versions of the MIMO Hammerstein series (e.g., 
gr(T) could represent all nth order Hammerstein kernels associated with the rth output, r = 1, 2, ... , k). 
However, the particular parameterisation chosen here leads to a simpler formulation which bears strong 
similarity to the SISO Hammerstein series. 
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Frequency domain version 
The MIMO Hammerstein series also admits a frequency domain description as in the 
SISO case. Let X(t)0 n admit Cramer's spectral representation, 
X(t)0 n c, r: ejwtdZx0n(w), t E Z, (4.4) 
where dZx0n(w) is a complex-valued stochastic [m x 1] vector-valued process with orthog-
onal increments3 (BRILLINGER 1981, P80). In the single-input case, dZx0q(w) = dZxq(w). 
Substituting (4.4) into (4.2) leads to the frequency domain version of the MIMO Ham-
merstein series, i.e., 
n 
dZy(w) = L Gq(w)'dZx0q(w) + dZN(w), (4.5) 
q=l 
where dZy(w) and dZN(w) are Cramer's multivariate spectral representations of Y(t) 
and N(t), respectively, and where the [m x k] matrix Gq(w) represents the element-wise 
Fourier transform of gq(r) with respect toT, i.e., the p, rth element of Gq(w) is Gprq(w) 
for p = 1, 2, ... , m, r = 1, 2, ... , k, and q = 1, 2, ... , n. Following the SISO case, Gq(w) 
is called the qth order MIMO Hammerstein transfer function. 
Note particularly how the MIMO Hammerstein transfer functions in ( 4.5) have sep-
arated from the spectral representations of the input. This frequency domain property 
was observed in the SISO case (see (3.5)), and leads to appreciable simplifications in 
estimation. The separability characteristic of Gq(w) makes the use of the Hammerstein 
series especially useful when identifying multiple input-output nonlinear systems in the 
non-Gaussian case. 
The frequency domain MIMO Hammerstein series formulation in ( 4.5) can be ex-
pressed explicitly as 
where dZxP(w), p = 1, 2, ... , m, dZyr(w), and dZNr(w), r 1, 2, ... , k respectively rep-
resent Cramer's spectral representation of Xp(t), Yr(t), Nr(t), respectively. 
4.2.1 Derivation of the MIMO solution 
It is possible to obtain mean-square optimal solutions for the MIMO Hammerstein transfer 
functions, Gq(w), q = 1, 2, ... , n since the MIMO Hammerstein series in (4.2) is linear 
3The notation dZx0n (w) succinctly embodies then-fold element-wise self-convolution of dZx(w). 
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with respect to its parameters. This is important as mean-square optimality cannot be 
assured for other classes of multiple input-output block oriented models (e.g., Chen et al. 
(1990)). A minimum mean-square criterion for the nth order MIMO Hammerstein series 
leads to the set of [mn x mn] linear system of equations in terms of multivariate cumulant 
sequence slices (RALSTON 1996), 
n oo 
cum { Y(t), X 0 u(t- v)'} I: I: gq(T)' cum { X 0 q(t- T), X 0 u(t- v)'} 
q=l T=-oo 
n oo 
Cyxu(v) = I: I: gq(T)'Cxqxu(v- T), v E Z, (4.6) 
q=l T=-oo 
for u = 1, 2, ... , n, where the elements of the [mxm] (p+q)th order multivariate cumulant 
sequence slice c XP xq ( T) are explicitly given by 
Cxpxq (T) 
1 1 
Cxpxq(T) 
1 2 Cxfx~(T) 
Cxpxq(T) Cxpxq(T) 2 1 Cxpxq(T) 2 2 CxKx~ (T) (4.7) 
cx::..x{(T) cx::..xg(T) cx::..x~ (T) 
i.e., the u,vth element of Cxpxq(T) is CxJ;x$(T) for u,v = 1,2, ... ,m with 
CxJ;x$(T) = cum{X~(t),X~(t- T)} 
as in the scalar case. The [k x m] cross cumulant sequence slice cy xq ( T) is defined 
similarly to (4.7), i.e., the r,pth element of Cyxq(T) is cyrxz(T) for r = 1, 2, ... , k and 
p = 1, 2, ... , m. For a MIMO nth order Hammerstein series, it is necessary that the auto 
and cross cumulant sequences slices corresponding to Y(t) and X(t) 0 n are bounded up to 
(2n + 1)th and nth order, respectively. 
Frequency domain solution 
In order to determine a solution for the MIMO nth order Hammerstein transfer functions, 
a similar approach as in the SISO case is used. Fourier transforming ( 4.6) with respect 
to v gives the [n x n] system of block equations, i.e., 
n 
Cyxu(w) =I: Gq(w)'Cxqxu(w) (4.8) 
q=l 
for u = 1, 2, ... , n, where the [k x m] and [m x m] multivariate integrated polyspectral 
matrices Cyxu(w) and Cxqxu(w) are given by the respective element-wise Fourier trans-
- --
forms of Cyxq(T) and cxpxq(T) with respect toT. Noting that (4.8) can be expressed 
as 
[
Cyx(w)'l [Cxx(w)' G1(w) + 
Cy_x;(w)' = Cxx:2(w)' G1(w) + 
G~:::xn(w)' Cxxn(w)' G1(w) + 
+ Cxnx(w)' 
+ Cxnx2(w)' Gn(w)l Gn(w) 
Gn(w) 
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leads to a convenient block matrix representation for the MIMO Hammerstein series 
Cyx(w)'l Cxx(w)' Cxzx(w)' .. . 
Cyx:z(w)' = Cxx:z(w)' Cxz~z(w)' ... . 
Cyxn(w)' Cxxn(w)' Cxzxn(w)' .. . 
Cxnx(w)'] G1(w) 
Cxn~z(w)' G2:(w) 
Cxnxn(w)' Gn(w) 
where the scalar dimension of (4.9) is [mn x k] = [mn x mn] [mn x k]. 
(4.9) 
The optimal solution for the MIMO nth order Hammerstein transfer functions is found 
by multiplying both sides of ( 4.9) with the inverse of the multivariate integrated poly-
spectral input matrix, i.e., 
IGI(w) I Cxx(w)' Cxzx(w)' ... G2:(w) = Cxx:z(w)' Cxz~z(w)' ·.·. Gn(w) Cxxn(w)' Cxzxn(w)' ... Cxnx(w)' ~-l I Cyx(w)' Cxn~z(w)' Cyx:z(w)' . Cxnxn(w)' Cyxn(w)' 
-- -
(4.10) 
Like the SISO case, ( 4.10) is solved with respect to continuous functions of w, cf. the 
method of An et al. (1991). The solutions for the MISO Hammerstein kernels, gprq(t) 
for p = 1, 2, ... , m, r = 1, 2, ... , k, and q = 1, 2, ... , n are subsequently obtained from 
the element-wise inverse Fourier transform of the MISO Hammerstein transfer functions 
Gq(w) for q = 1, 2, ... , n. Note also that there is no requirement for the input to be 
independent. 
The solution is especially useful for low order nonlinear systems, where explicit solu-
tions are relatively easy to obtain (RALSTON & ZouBIR 1996a). For high order systems 
with many inputs, it may be conceptually simpler to invert the [mn x mn] multivariate 
integrated polyspectral matrix in (4.10). From a computational point of view, this only 
requires the inversion of a matrix which is linearly ( cf. exponentially) related to nonlinear 
order. The exploitation of special forms of single lag multivariate cumulant sequences 
and their associated single frequency multivariate integrated polyspectra is clearly advan-
tageous in simplifying the multiple input-output nonlinear identification task. 
4.2.2 The MIMO nonlinear coherence function 
In a practical system identification problem, it is important to validate the assumed 
parameterisation as virtually any model can be, in some sense, "best fit" to the input-
output signals. The coherence function is a practical tool for model validation and is very 
useful in system identification. Previously, a single input-output quadratic coherence 
function was developed for a SISO quadratic Hammerstein series (see Section 3.2.2). A 
multiple nonlinear coherence function now needs to be developed for the MIMO nth order 
Hammerstein series. 
The multiple coherence function4 is defined for the (multiple-input) single-output lin-
ear case (PRIESTLEY 1981, P682) (see also Brillinger (1981, p296)), i.e., where k = 1. 
4 Also sometimes called squared multiple coherency. 
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However, it is possible to define a generalised version of the multiple coherence function 
for multiple-output systems. Herein, the coherence function associated with the MIMO 
nth order Hammerstein series is called the MIMO nonlinear coherence function, in order 
to distinguish it from the standard definition of the multiple coherence function (e.g., as 
in Priestley ( 1981)). 
Block matrix MIMO model 
A block matrix version of the MIMO Hammerstein series is now introduced in order to 
prevent the notation obscuring the derivation of the MIMO nonlinear coherence function. 
Let 
dZy(w) 9(w) dZx(w) + dZN(w) 
represent a vectorised version of (4.5), where dZy(w) and dZN(w) are [k x 1] vectors corre-
sponding to the output and noise processes, and 9 ( w) is a [ k x mn] matrix representing all 
of the MIMO Hammerstein transfer functions, Gq(w), q = 1, 2, ... , n, and where dZx(w) 
is a [mn x 1] vector containing the spectral representations of X(t)0 q for q = 1, 2, ... , n, 
1.e., 
9(w) = [G1(w)' G2(w)' · · · Gn(w)'], dZx = : , b. b. 1d~~:~ ( 2 )I dZx0n(w) 
respectively. The cross spectral density block matrix version of ( 4.9) is given by 
eyx(w) cum{dZy(w), dZx(w)H} 
cum{9(w)dZx(w), dZx(w)H} 
9(w)exx(w), (4.11) 
where eyx(w) and exx(w) are [k x mn] and [mn x mn] cross and auto block matrices, 
respectively, and H is the Hermitian operator. Clearly exx(w) = exx(w)H. The above 
equation leads to the general solution for 9(w) as in (4.10), i.e., 
9(w)H = exx(w)-1eyx(w)H, (4.12) 
assuming that exx(w) is non-singular. The [k x k] output spectral density matrix of the 
MIMO nth order Hammerstein series, Cyy(w), is given by 
Cyy(w) cum { dZy(w), dZy(w)H} 
cum { 9(w)dZx(w), (9(w)dZx(w))H} + CNN(w) 
9(w)exx(w)9(w)H + CNN(w), (4.13) 
where the dimensions of (4.13) are [k x k] = [k x mn] [mn x mn] [mn x k]. The u, vth 
element of Cyy(w) is Cy"yJw) for u, v = 1, 2, ... , k. Clearly Cyy(w) is Hermitian. 
Substituting the expressions for 9(w) in (4.11) and (4.12) into (4.13) leads to 
Cyy(w) eyx(w)exx(w)exx(w)-1eyx(w)H + CNN(w) 
= eyx(w)exx(w)-1eyx(w)H + CNN(w). 
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Re-arranging terms in the above equation to solve for CNN(w) gives 
( 4.14) 
where Ik is the [k x k] identity matrix. Noting that the second term on the right hand 
side of ( 4.14) represents all contributions to the multivariate output spectral density 
which are not related to the noise component (i.e., contributions associated with MIMO 
Hammerstein series) leads to the definition of the [k x k] MIMO nth order coherence 
function matrix5, 1{(w), (cf. Brillinger (1981, (8.3.10), p296)) 
(4.15) 
assuming that Cyy ( w) is non-singular and where the above matrix dimensions are [ k x k] = 
[k x k] [k x mn] [mn x mn] [mn x k]. The MIMO nth order coherence function does not 
depend on any MIMO Hammerstein transfer functions. The elements of 1{(w) are 
[
Rn(w) R12(w) · · · Rlk(w)l 
R21(w) R22(w) · · · R2k(w) 
1{(w)- . . . . ' 
. . . . 
. . . . 
Rk1(w) Rkl(w) · · · Rkk(w) 
(4.16) 
where Ruv(w), u, v = 1, 2, ... , k represents the constitutive auto and cross nth order 
coherence functions of the MIMO system. 
Interpretation of the MIMO nonlinear coherence function 
The MIMO nonlinear coherence function in (4.16) represents a generalised version of the 
(MISO) multiple (linear) coherence function in that it takes into account cross coherence 
interactions (cf. the definition of multiple coherence function in Brillinger (1981)). 
Since the m-input k-output MIMO Hammerstein series system can always be de-
composed into k separate MISO Hammerstein series in parallel (see Section 4.2.3), the 
diagonal (or auto coherence) terms of 1{(w), Rrr(w), r = 1, 2, ... , k, can be computed as 
( 4.17) 
with scalar output Y;.(t) for each r = 1, 2, ... , k (cf. (4.15)). In this sense, the coherence 
functions in ( 4.17) are similar to multiple nonlinear coherence functions evaluated as k 
individual MISO systems. Each (auto) multiple nonlinear coherence function is real, 
non-negative, and bounded, i.e., 
0 ~ Rrr ( w) ~ 1, r = 1, 2, ... , k, 
since CNrNr(w) ~ 0 and CNrNr(w) ~ CYrYr(w). The k MISO nonlinear coherence functions 
can thus be interpreted as a measure of the relative goodness of fit of the MIMO nth order 
Hammerstein series for the given MIMO system. Note that, unlike the quadratic coherence 
5Since the MIMO nth order Hammerstein series has k-outputs, it follows that :R(w) is a [k x k] matrix. 
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function derived in Section 3.2.2, the MIMO nonlinear coherence function in (4.15) takes 
into account nth order nonlinear interactions. 
The cross coherence terms, i.e., Ruv(w), u, v = 1, 2, ... , k for u =/= v are in general 
complex because the cross output spectral density Cy,yJw) is generally complex. The 
cross coherence components of the MIMO nonlinear coherence function provide a measure 
of the mutual or cross coupling of the MIMO system between the inputs Xp(t), p = 
1, 2, ... , m and outputs Y;.(t), r = 1, 2, ... , k such that p =/= k at frequency w. 
If the inputs are independent and Gprq(w) = 0, Vp =/= r, p = 1, 2, ... , m, r = 1, 2, ... , k 
i.e., there are no internal cross interactions or parallel SISO systems, then CY,Yv (w) 0, 
Vu =/= v and thus all cross coherence functions RYuYv (w) 0, Vu =/= v. If the inputs are not 
independent, then the signal transmission paths through the multiple input-output may 
not be unique. In this case, the cross elements of the MIMO nonlinear coherence function 
represent a combination of the correlation of the inputs and internal cross interactions of 
the system. Thus a high coherence value does not necessarily indicate a causal relationship 
between a given input and output signal6 . 
In many cases it is sufficient in terms of model validation to consider the MIMO 
system as parallel MISO systems, and compute the auto nonlinear coherence functions. 
The cross coherence functions can however provide additional information on the cross 
coupling between outputs and phase information. 
The quadratic MIMO coherence function 
In order to gain greater insight into the MIMO modelling process, it is useful to consider 
how the relative contributions of the constitutive coherence functions combine to form 
the overall nonlinear coherence function. For simplicity the discussion here focuses on a 
dual-input dual-output quadratic system. 
The MIMO (auto) quadratic coherence function, Rrr(w), can be defined as the ratio 
of the model output spectral density to the output spectral density of the rth output, i.e., 
C· · (w) 
D ( ) _ YrYr 
.LLrr W - ( ) , CYrYr W 
where C-yr-yr(w) represents the model output spectral density ofY;.(t), r = 1, 2, ... , k. The 
model output spectral density of a two-input two-output quadratic Hammerstein series 
6 No individual nonlinear coherence function between any input Xp(t), p = 1, 2, ... , m and output 
Yr(t), r = 1, 2, ... , k should equal unity. If this occurs, the other inputs are not contributing to the 
system output and thus the multiple input-output system should be reduced to a SISO system. 
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can be expressed explicitly as 
IG1r1(w) I2Cx1x1 (w) + IG1r2(w)!Cx2x2(w) 1 1 
+IG2rl(w)!Cx2x2(w) + IG2r2(w)!Cx2x2(w) 2 2 
+2~{ G1r1 (w)Glr2(w)Cx1x?(w)} + 2~{ G1r1 (w)G2rl(w)}Cx1x2 (w) 
+2~{ Glrl(w)G2r2(w)Cx1xi(w)} + 2~{ G1r2(w)G21 (w)Cx?x2 (w)} 
+2~{Glr2(w)G2r2(w)}Cx?xi(w) + 2~{G2rl(w)G2r2(w)Cx2x~(w)}. 
(4.18) 
The MIMO nonlinear coherence function is subsequently obtained by dividing ( 4.18) by 
Cyr Yr ( w). A closed form expression for the MIM 0 nonlinear coherence function can be 
obtained by substituting the solutions for the Hammerstein transfer functions into ( 4.18). 
In order to see how the constitutive coherence functions associated with the Hammer-
stein transfer functions contribute to the overall coherence function, the MIMO nonlinear 
coherence function is (quantitatively) expressed as 
Rrr(w) = R1,1(w) + Ru,u(w) + R2,2(w) + R22,22(w) 
+R1,2(w) + Ru,22(w) 
+R1,u(w) + R1,22(w) + R2,n(w) + R2,22(w) 
( 4.19) 
( 4.20) 
(4.21) 
where R1,1 (w) represents the contribution of G1r1 (w) to the output spectral density, 
R22,22 (w) represents the contribution of G2r2(w) to the output spectral density, and so 
on. Each of the constitutive coherence terms represents the fractional contribution of the 
associated Hammerstein transfer function(s) to the output spectral density at frequency 
w. Note that the auto terms in (4.19) are always non-negative, and thus do not destruc-
tively combine to reduce the MIMO nonlinear coherence function. However, the terms in 
(4.20)-(4.21) arise from cross interactions between different Hammerstein transfer func-
tions. These cross terms may be negative, since they correspond to the real part of a 
complex quantity. If the inputs are mutually independent, then the cross terms in ( 4.21) 
vanish. If the inputs are Gaussian, then all terms in ( 4.20) will vanish, since higher than 
second order cumulants of Gaussian processes are identically zero. 
4.2.3 Discussion 
A number of special cases of the MIMO nth order Hammerstein series theory is now 
presented. A MIMO to MISO decomposition is also demonstrated, which is useful in 
simplifying the interpretation of the MIMO system. 
Single-input system 
In the case where the MIMO system has only one input signal, i.e., m = 1 in ( 4.1), the 
MIMO model reduces to an nth order SIMO Hammerstein series (see (4.23)). The associ-
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ated nth order coherence function in (4.16) then reduces to a SIMO nonlinear coherence 
function. Section 4.3 examines the SIMO Hammerstein series in detail. 
Single-output system 
In the case where the MIMO system has only one output, i.e., k = 1, the MIMO Hammer-
stein series reverts to an nth order MISO Hammerstein series (see ( 4.1)). The associated 
nth order coherence function matrix in ( 4.16) consequently simplifies to the multiple non-
linear coherence function. Section 4.4 discusses salient details of the MISO Hammerstein 
series. 
Single-input and single-output system 
In the special case where the MIMO system has only one input and one output signal 
(m = r = 1 in (4.1)), the MIMO model reduces to an nth order version of the SISO 
quadratic Hammerstein series as in (3.2). The associated nth order coherence function in 
( 4.16) is consequently a scalar function of frequency. 
Linear system 
In the case where the MIMO Hammerstein series is linear (i.e., n = 1 in (4.38)), the 
nth order MIMO Hammerstein series reverts to an m-input k-output linear system as in 
Dodds & Robson (1975). The nth order nonlinear coherence function in (4.16) remains a 
[k x k] matrix, but reduces to k multiple linear coherence functions as in (3.15). 
MIMO to multiple MISO decomposition 
The interpretation of the MIMO solution can be greatly facilitated by decomposing the 
MIMO system into a set of parallel MISO nth order systems (see Section 4.4 for details 
on the MISO Hammerstein series). This represents an extension of a concept developed 
in the linear case by Bendat & Piersol (1986). The decomposed MIMO model admits the 
frequency domain representation (cf. (4.5)), 
n m 
dZyr(w) = L L Gprq(w)dZx?q(w) + dZNr(w), r = 1, 2, ... , k, 
q=lp=l 
i.e., a set of k m-input MISO nth order Hammerstein series, each indexed by r, r 
1, 2, ... , k. The decomposition is illustrated in Figure 4.3, where the notation HPr repre-
sents the rth system associated with the pth input. This decomposition is very useful in 
terms of simplifying the interpretation of the MIMO model. 
System modelling considerations 
The Hammerstein series shows specific parameterisation advantages over the Volterra 
series in multiple input-output nonlinear system modelling. A simple comparison between 
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Yr(t) 
Figure 4.3: Block diagram showing the concept behind the decomposition of a k-output MIMO 
system into k MISO systems. 
the number of coefficients required for the Hammerstein series and the Volterra series for 
the representation task is now made. 
Consider a dual-input, dual-output cubically nonlinear system with a system memory 
of M = 10 lags. An nth order Hammerstein series uses a total of Mnkm = 120 coefficients 
to model this system. Taking into account the symmetries of the Volterra kernels, the 
total number of coefficients required by an nth order Volterra series with m lags is given 
by 
n 
L(M + q- 1)!/((M- 1)!q!)km 
q=l 
where m! is the factorial of m. Thus the number of coefficients required by the Volterra 
series is 1140. There is therefore a large difference between the two models. The reduction 
in the number of coefficients required by the Hammerstein series comes at the expense 
of model generality. It should be noted, however, that the number of coefficients for the 
Volterra series grows exponentially with increasing nonlinearity, as compared with a linear 
increase of the Hammerstein series. Thus the number of coefficients required rapidly leads 
to prohibitive estimation problems. 
4.2.4 A dual-input dual-output quadratic system 
This section derives solutions for a second order Hammerstein series with dual-inputs and 
dual-outputs, i.e., m = 2, k = 2, and q = 2, in order to demonstrate a special case of 
the general MIMO theory. The MIMO quadratic coherence function is also derived. The 
quadratically nonlinear MIMO in the time domain is given by 
00 00 
Yk(t) = L 91rl(T)XI(t- T) + L 9Irz(T)XI(t- T)2 
T=-oo T=-oo 
00 00 
+ L 92rl(T)Xz(t- T) + L 9zrz(T)Xz(t- T) 2 + N(t), 
T=-oo T=-oo 
(4.22) 
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for r = 1, 2, ... , k. In the frequency domain, the MIMO quadratic Hammerstein series in 
( 4.22) is given by 
Glrl(w)dZx1 (w) + G1r2(w)dZx2(w) 1 
+G2rl(w)dZx2(w) + G2r2(w)dZx~(w) + dZN(w), 
where dZyP(w), p = 1, 2, dZyr(w), and dZNr(w) for r = 1, 2 respectively represent Cramer's 
spectral representation of the input, output, and noise processes. Figure 4.4 shows a dual-
input dual-output quadratically nonlinear Hammerstein series in a simplified form. 
Yi(t) 
Y2(t) 
Figure 4.4: Schematic of a dual-input dual-output quadratically nonlinear Hammerstein series. 
Solutions for the MIMO quadratic model 
Using the general result for the MIMO Hammerstein transfer functions in (4.10) with 
m = 2, k = 2, and q = 2 yields the block matrix equation 
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which is of scalar dimension [4 x 2] = [4 x 4] [4 x 2]. The above equation can be expanded 
to reveal the basic form of the MIMO solution, 
Gln(w) G121(w) 
G211 (w) G221 (w) 
Gn2(w) G122(w) 
G212(w) G222(w) 
Cx1x 1 (w) Cx2x 1 (w) Cx12x1 (w) Cx22x1 (w) 
Cx1x2(w) Cx2x 2 (w) Cx1 2x2(w) Cx22x2(w) 
Cxlxl2(w) Cx2xl2(w) : Cxl2xl2(w) Cx22xl2(w) 
Cx1x22(w) Cx22x22(w): Cx1 2x22(w) Cx22x22(w) 
Cy1x1 (w) Cy2x1(w) 
Cy1x2(w) CY2X2(w) 
X ...................... 
Cy1xr(w) Cy2xr(w) 
Cy1xi(w) Cy2xi(w) 
-1 
This matrix equation facilitates the evaluation of MIMO quadratic Hammerstein transfer 
functions. These functions for the MIMO system can be evaluated explicitly as required, 
or conveniently and efficiently computed using the above matrix solution. 
The MIMO quadratic coherence function 
The MIMO quadratic coherence function corresponding to the model in ( 4.22) is given 
by a special case of the result in (4.16), 
Since the MIMO quadratic Hammerstein series has two outputs, it naturally follows that 
X(w) is a [2 x 2] matrix. The results shown here illustrate the use of the MIMO nonlin-
ear system identification procedure. Note that no particular assumptions regarding the 
excitation are made other than that it is stationary, and that the various polyspectral 
quantities can be evaluated. 
4.3 The SIMO Hammerstein series 
This section considers the identification of a SIMO nth order Hammerstein series. The 
SIMO system represents a simplification of the general MIMO case, and merits special 
attention. Mean-square optimal solutions for the SIMO Hammerstein transfer functions 
are obtained, and a SIMO nonlinear coherence function is developed. Figure 4.5 shows 
the general configuration of a SIMO system, where a single input excites a system to 
produce multiple outputs. 
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Input Outputs 
Figure 4.5: The general configuration of a single-input multiple-output system. 
Definition of the SIMO Hammerstein series 
The single-input k-output nth order time-invariant Hammerstein series is defined as 
00 00 
Yr(t) L 9•ri(T)X(t- T) + · · · + L 9ern(T)X(t- Tt + Nr(t) 
T=-oo T=-oo 
n oo 
L L 9erq(T)X(t- Tt + Nr(t), ( 4.23) 
q=l T=-oo 
with input X(t) and outputs Yr(t), r = 1, 2, ... , k, and zero-mean disturbance signal 
Nr(t). The function 9•rq(T) corresponds to the qth order SIMO Hammerstein kernel7 
associated with the rth output signal. It is assumed that Nr(t) and N8 (t) are independent 
for r =/= s for r, s = 1, 2, ... , k, and that Nr(t) and X(t) are independent for all r and 'lit. 
Figure 4.6 illustrates the configuration of the SIMO Hammerstein series in a simplified 
manner. 
Vector SIMO Hammerstein series 
Following the MIMO case, let gq(T) denote the qth order SIMO Hammerstein kernel such 
that 
(4.24) 
where gq(T) represents all qth order SIMO Hammerstein kernels across the k outputs. 
Here gq(T) is a [1 x k] vector. Using the vector notation leads to the matrix version of 
the SIMO Hammerstein series in (4.23), i.e., 
n oo 
Y(t) = L L gq(T)'X(t- T)q + N(t) ( 4.25) 
q=l T=-oo 
7 For simplicity, the same symbol is used to represent the Hammerstein kernel, i.e., g, for the three 
multiple input-output configurations (SIMO, MISO, or MIMO). However the indices change to reflect the 
different configuration. The position of the "•" symbol corresponds to the system configuration with a 
single input, i.e., g•rq(r) denotes a SIMO qth order system, and gp•q(r) denotes a MISO qth order system. 
In the MIMO case, the gprq(r) corresponds to the p-input, r-output, qth nonlinear order Hammerstein 
kernel. 
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g.u(r) 
Y1(t) 
9•1n(r) 
X(t) N1(t) 
9•k1(r) 
Yk(t) 
9•kn(r) 
Nk(t) 
Figure 4.6: A simplified block diagram showing the configuration of the single-input k-output 
nth order Hammerstein series. 
where the [k x 1] vector N(t) represents the disturbance signal. The frequency domain 
version of the SIMO model in ( 4.25) is given by 
n 
dZy(w) = L Gq(w)'dZxq(w) + dZN(w), (4.26) 
q=l 
where dZN(w) is Cramer's spectral representation of N(t), and where the [1 x k] SIMO 
Hammerstein transfer function vector, Gq(w), represents the element-wise Fourier trans-
form of gq(r). The SIMO model in (4.26) can be expressed explicitly as 
[
dZyl (w)l [G.n(w) a.l2(w) . . . G.ln(w)l dZx(w) I [dZNl (w)l dZy~(w) = G.2~(w) G.2~(w) ·. ·.: G.2~(w) dZx:2(w) + dZN;(w) , 
dZyk(w) G•kl(w) G•k2(w) · · · G•kn(w) dZxn(w) dZNr(w) 
where dZx(w), dZyr(w), and dZNr(w), r = 1, 2, ... , k respectively represent Cramer's 
spectral representation of the input, output, and noise processes, and where G•rq(w) is 
the SIMO qth order Hammerstein transfer function associated with the rth output. 
4.3.1 The SIMO solution 
It is possible to obtain mean-square optimal solutions for the SIMO Hammerstein trans-
fer functions, Gq(w), q = 1, 2, ... , n, following the MIMO result. Since an nth order 
nonlinear model is considered, it is necessary to evaluate up to and including nth order 
cross polyspectra. The quadratic error criterion subsequently leads to the generation of 
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a [n x n] system of linear (block) equations in the unknown SIMO Hammerstein transfer 
functions, 
n 
Crxu(w) = 2.::: Gq(w)'Cxqxu(w), (4.27) 
q=l 
for u = 1, 2, ... , n, where Crxu(w) is a [k x 1] vector, Cxqxu(w) is a scalar function for 
q, u = 1, 2, ... , n. This set of equations can be expressed as 
Crx(w)' 
Cyx2(w)' 
Crxn(w)' 
Cxx(w) Cx2x(w) 
Cxx2(w) Cx2x2(w) 
(4.28) 
where the dimensions of the above block matrix equation are [n x k] = [n x n][n x k]. 
Simultaneously solving the above set of equations leads to a solution for the SIMO nth 
order Hammerstein transfer functions. The solution can be expressed in general matrix 
form as 
G1(w) Cxx(w) Cx2x(w) CX"X(w)r Crx(w)' 
G2(w) Cxx2(w) Cx2x2(w) Cxn~2(w) Crx2(w)' 
Gn(w) Cxxn(w) Cx2xn(w) ... Cxnxn(w) Crxn(w)' 
(4.29) 
Solutions for G.rq(w) (and consequently 9•rq(T)) are recovered from Gq(w). The impor-
tance of the result in ( 4.29) is that it represents a general approach for obtaining closed 
form solutions for a SIMO nonlinear system in the non-Gaussian case. The solution is 
especially useful for low order nonlinear systems, where explicit solutions are easy to ob-
tain. Closed form solutions for SIMO nonlinear systems in the non-Gaussian case are 
previously unknown. 
4.3.2 The SIMO nonlinear coherence function 
Block matrix SIMO model 
In order to simplify the derivation of the SIMO nonlinear coherence function, consider a 
block matrix version of the model in ( 4.26), i.e., 
dZy(w) 9(w) dZx(w) + dZN(w) 
where dZy(w) and dZN(w) are [k x 1] vectors (as before), 9(w) is a [k x n] vector represent-
ing all of the SIMO Hammerstein transfer functions, Gq(w), q = 1, 2, ... , n, and dZx(w) 
is a [n x 1] vector containing the spectral representations of X(t)q for q = 1, 2, ... , n. 
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The block matrix equation corresponding to ( 4.28) is given by 
eyx(w) = 9(w)exx(w)' (4.30) 
where eyx(w) and exx(w) are [k X n] and [n X n] block matrices, respectively. Follow-
ing the MIMO case, the [k x k] output spectral density matrix of the SIMO nth order 
Hammerstein series, Gr.r ( w), is given by 
Cyy(w) = 9(w)exx(w)9(w)H + CNN(w), (4.31) 
where exx is the [n x n] matrix containing all integrated polyspectra of the input to 
2nth order. Using the block matrix notation in ( 4.30), it follows that the solution for the 
SIMO Harnmerstein transfer functions in ( 4.29) can be expressed as 
9(w)H = exx(wt1eyx(w)H. 
Substituting the expressions 9(w) in (4.30) and (4.32) into (4.31) leads to 
Cyy(w) = eyx(w)exx(wt1eyx(w)H + CNN(w)' 
(4.32) 
where the above matrix equation is of dimensions [k x k] = [k x n][n x n][n x k] + [k x k]. 
The SIMO nth nonlinear coherence function is subsequently defined as (see (4.16)) 
( 4.33) 
Note that the above SIMO nonlinear coherence function can be evaluated solely on a 
knowledge of Y(t) and X(t), i.e., it does not depend on any unknown Hamrnerstein 
transfer functions. Since the SIMO Hammerstein series has k outputs, it follows that 
::R(w) is a [k x k] matrix, i.e., 
Rn(w) R12(w) . . . Rlk(w)l 
R21 ( w) R22 ( w) . . . R2k ( w) 
::R(w) . . . . ' 
. . . . 
. . . . 
Rk1(w) Rk2(w) . . . Rkk(w) 
where Ruv(w), u, v = 1, 2, ... , k represents the nth order coherence function associated 
with the input X(t) and the rth output, Yr(t), r = 1, 2, ... , k. The SIMO nonlinear 
coherence function in ( 4.33) can be expressed explicitly as 
::R(w) 
[
Cxx(w) 
x Cx~2(w) 
Cxxn(w) 
Cxnx(w) ~-l 
Cxn~2(w) 
Cxnxn(w) 
Crx(w)'] H 
Crx:2(w)' 
C_rxn(w)' 
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Most of the general properties of the nth order SIMO coherence function are similar to 
those discussed in Chapter 3, but are however generalised to the multiple input-output 
case. The SIMO nth order coherence function ( 4.33) represents a generalisation of the 
multiple linear coherence function (e.g., cf. Bendat & Piersol (1986, p246)), and provides 
a powerful yet simple mathematical tool for model validation and analysis. 
Special cases 
In the case where the SIMO system has a single output (i.e., k = 1 in (4.23)), the SIMO 
model reduces to an nth order SISO Hammerstein series as in (3.2). Consequently, the 
block matrix solution for the Hammerstein transfer functions in ( 4.29) reverts to 
[
GI(w) Cxx(w) Cx2x(w) . . . Cxnx(w) ~-I [Cyx(w) I 
G2~w) _ Cxx2(w) Cx2x2(w) .. : Cxn~2(w) Cyx:2(w) . 
Gn(w) Cxxn(w) Cx2xn(w) . . . Cxnxn(w) Cyxn(w) 
The associated nth order coherence function in (4.33) reduces to a single (scalar) function 
of frequency. For the quadratic case (n = 2), the solutions and coherence function are 
identical to those discussed in Chapter 3. 
In the case where the SIMO system is linear (i.e., n = 1 in (4.23)), the nth order 
SIMO Hammerstein series reverts to a single-input k-output linear system. The solution 
in ( 4.29) greatly simplifies to become 
G(w) = Cyx(w)' 
Cxx(w) 
The nth order nonlinear coherence function :R(w) remains a [k x k] matrix, but reduces 
to a multiple linear coherence function as in (3.15) for the k outputs (e.g., see Dodds & 
Robson (1975)). 
4.3.3 A single-input dual-output quadratic system 
In this section, a SIMO quadratic Hammerstein series is considered in order to demon-
strate the solutions for the SIMO system. Consider a single-input dual-output quadrat-
ically nonlinear Hammerstein series (i.e., r = 2, n = 2 in (4.23)) with an input-output 
relationship given by 
00 00 
Yr(t) = L 9•rl(T)X(t- T) + L 9•r2(T)X(t- T) 2 + Nr(t), (4.34) 
r=-oo r=-oo 
with input X(t) and outputs Yr(t) for r = 1, 2. A schematic of this model is shown in 
Figure 4.7. 
4.3 The SIMO Hammerstein series 71 
Yi(t) 
X(t) 
J---+- Y2 ( t) 
Figure 4.7: A single-input dual-output quadratically nonlinear Hammerstein series. 
Solutions for the SIMO quadratic model 
Using the general results derived in (4.29) for r = 2 and n = 2, it is possible to obtain 
closed form solutions for the Hammerstein transfer functions in ( 4.34). This is possible 
since the matrix equations associated with this system are relatively small. The solution 
for the SIMO quadratic system is given by a special case of the general result in ( 4.29), 
I.e., 
which leads to 
Explicit solutions for the SIMO quadratic Hammerstein transfer functions are therefore 
given by 
G.u(w) Cxzxz(w)Cy1x(w)- Cxzx(w)Cy1xz(w) Cxx(w)Cxzxz(w)- Cxxz(w)Cxzx(w)' 
Cxx(w)Cy1xz(w)- Cxxz(w)Cy1x(w) 
Cxx(w)Cxzxz(w)- Cxxz(w)Cxzx(w)' 
Cxzx2(w)Cy2x(w)- Cxzx(w)Cy2xz(w) 
Cxx(w)Cx2xz(w)- Cxxz(w)Cxzx(w)' 
Cxx(w)Cy2xz(w)- Cxxz(w)Cy2x(w) 
Cxx(w)Cxzxz(w)- Cxxz(w)Cx2x(w) · 
(4.35) 
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Thus closed form expressions can be found for a SIMO nonlinear model when input is 
a non-Gaussian process (cf. Marmarelis & Naka (1974), An et al. (1988)). The use of 
the multivariate integrated polyspectra leads to an elegant and simple formulation for 
the multiple input-output nonlinear identification problem. The quadratic coherence 
function associated with the SIMO quadratic model is given by a special case of the nth 
order coherence function in (4.33), i.e., 
Therefore explicit expressions for the multiple coherence functions are given by (momen-
tarily omitting w for simplicity) 
ICy1xi 2CxzxzCy2y2 - Cy1xCxzxzCy1y2 Cy1xz 
-Cy1xCxzxCY2Y2 CY2X + Cy1xCxzxCY1Y2 CY2xz 
-Cy2xCxxzCy2y2 Cy1x + Cy2xCxxzCy1y2 Cy1xz 
+ICYzxi 2CxxCYzYz - Cy2xCxxCylyzCYzX2 R11=------------------~~~--------------~ (CY1Y1 CY2Y2 - CY1Y2 CY2YJ(CxxCxzxz- CxxzCxzx) 
(4.37) 
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Note the difference between the SIMO quadratic coherence functions and the so-called 
ordinary coherence functions between X(t) and Y;.(t), r = 1, 2, 
and 
1Cy2x(w)l 2 Cx2x2(w)- 2 R {Cy2x(w) 
Q ( ) _ x Cy2x2(w)*Cxx2(w)} + 1Cy2x2(w)l2 Cxx(w) 
12 
w - Cy2y2(w) (Cxx(w)Cx2x2(w)- Cx2x(w)Cxx2(w)) · 
The results obtained here for the SIMO nonlinear system indicate the usefulness of the 
SIMO Hammerstein series identification procedure. 
4.4 The MISO Hammerstein series 
In this section, a MISO version of the time-invariant Hammerstein series is studied. The 
MISO system represents a simplification of the general MIMO case discussed in Section 
4.1. Figure 4.8 shows the general configuration of a multiple-input single-output system. 
Inputs Output 
Figure 4.8: The general configuration of a multiple-input single-output system. 
Definition of the MISO Hammerstein series 
An m-input single-output nth order time-invariant Hammerstein series with inputs Xp(t), 
p = 1, 2, ... , m, and output Y(t) can be defined in the time domain as 
m oo m oo 
Y(t) D. L L 9pel(T)Xp(i- 7) + · · · + L L 9pen(T)Xp(i- T)n + N(t) 
p=l T=-oo p=l T=-oo 
n m oo 
= L L L 9peq(T)Xp(i- T)q + N(t), (4.38) 
q=l p=lT=-oo 
where the indices of 9p•q(T) (i.e., p and q) associate the qth order Hammerstein kernel 
· to the pth input signal for p = 1, 2, ... , m and q = 1, 2, ... , n, and where N(t) is a 
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zero-mean additive disturbance. It is assumed that N(t) and Xp(t) are independent for 
p = 1, 2, ... , m and for all t. Figure 4.9 shows a block diagram of the configuration of the 
MISO Hammerstein series in similified form. 
Y(t) 
N(t) 
Y gm•n ( T) 1--1 ___J 
Figure 4.9: A block diagram of an m-input single-output nth order Hammerstein series. 
Vector MISO Hammerstein series 
As in the MIMO and SIMO cases, the formulation of the MISO model can be simplified 
by introducing a vector version of the MISO Hammerstein series. Let 
(4.39) 
represent the collection of all qth order MISO Hammerstein kernels8 across them-input 
signals. Here gq(T) is a [m x 1] vector. Using this notation, (4.38) can be re-expressed as 
00 00 
Y(t) = L gl(T)'X(t- T) + · · · + L gn(T)'X(t- T) 0 n + N(t) 
T=-oo T=-oo 
n oo L L gq(T)'X(t- T) 0 q + N(t)' ( 4.40) 
q=l T=-oo 
where X(t)0q, q = 1, 2, ... , n is a [m x 1] vector. Equation (4.40) conveniently enables 
the MISO model to be expressed in a similar manner to the SISO case, and thus simplifies 
the representation of the problem. 
8 Note that gq(t) is a column vector in the SIMO case. 
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Taking the Fourier transform of ( 4.40) with respect tot yields the equivalent frequency 
domain relationship of the MISO Hammerstein series, 
n 
dZy(w) =I: Gq(w)'dZx0q(w) + dZN(w), ( 4.41) 
q=l 
where dZy(w) and dZN(w) are Cramer's spectral representations of Y(t) and N(t) re-
spectively, dZx0q(w) is a [m x 1] containing the spectral representations of the X(t) 0 q for 
q = 1, 2, ... , n, and where the [m x 1] MISO Hammerstein transfer function vector Gq(w) 
is given by 
00 
Gq(w) = I: gq(T)e-jWT, q = 1, 2, ... , n. 
T=-oo 
Note again how the Hammerstein transfer functions Gq(w) have separated from the spec-
tral representations dZx0q(w) (cf. the Volterra and Wiener series in the non-Gaussian 
case). This separability property ofthe Hammerstein series results in large computational 
and analytical simplifications in the non-Gaussian input case (RALSTON ET AL. 1995a). 
In terms of understanding the MISO model, ( 4.41) can be expressed more explicitly as 
dZy(w) 
where Gp•q(w) is the Fourier transform of 9p·q(T) with respect toT, p = 1, 2, ... , m and 
q = 1, 2, ... , n. 
4.4.1 The MISO solution 
A similar procedure to the SIMO case is followed in order to obtain optimal mean-square 
solutions for the MISO Hammerstein kernels. Since an nth order nonlinear MISO Ham-
merstein series is considered, it is necessary to evaluate up to and including the nth order 
cross integrated polyspectra. The resulting set of linear equations is then simultaneously 
solved to yield optimal solutions for the MISO Hammerstein transfer functions. The 
quadratic error criterion leads to the system of block equations ( cf. ( 4.28)) 
n I: Gq(w)' cum { dZx0q (w), dZx0u(w)H} 
q=l 
n 
:. Cyxu(w) = I: Gq(w)'Cxqxu(w) 
q=l 
for u = 1, 2, ... , n, where Cyxu(w) is a [1 x m] vector and Cxqxu(w) is a [m x m] matrix. 
The above set of frequency domain equations can be conveniently expressed in block 
4.4 The MISO Hammerstein series 
matrix as 
Cyx(w)' I 
Cyx:2(w)' 
Cyxn(w)' 
Cxx(w)' 
Cxx2(w) 
Cx2x(w)' 
Cx2x2(w)' Cxnx(w)'] G1(w)l Cxn~2(w)' G2:(w) ' 
Cxnxn(w)' Gn(w) 
76 
( 4.42) 
where the (scalar) dimensions of (4.42) are [mn x 1] = [mn x mn][mn x 1]. The opti-
mal solution for the Hammerstein transfer functions for the MISO nth order system are 
consequently given by 
G1(w)l [Cxx(w)' 
G2:(w) = Cxx:2(w)' 
Gn(w) Cxxn(w)' 
Cx2x(w)' 
Cx2x2(w)' Cxnx(w)']-l [Cyx(w)' C xn ~2 (w )' Cyx:2 (w )' 
Cxnxn(w)' Cyxn(w)' 
-- -
( 4.43) 
Thus a general solution for the MISO Hammerstein transfer functions in the non-Gaussian 
input case has been formulated. From a computational point of view, the solution requires 
the inversion of a [mn x mn] matrix. 
4.4.2 The MISO nonlinear coherence function 
Just as the nonlinear coherence function proved useful in the SISO and SIMO cases, it's 
derivation is of special interest in the MISO case. The SISO nonlinear system coherence 
function again needs to be generalised to cater for the MISO case. 
Block matrix MISO model 
To facilitate the derivation of the MISO nonlinear coherence function, the notation of the 
solution in ( 4.43) is simplified using block matrices. Let the cross spectral density block 
matrix corresponding to ( 4.42) be represented by 
eyx(w) = cum{dZy(w), dZx(w)H} 
= 9(w)exx(w), 
where eyx(w) and exx(w) are [1 x mn] and [mn x mn] block matrices, respectively. The 
above equation leads to the general solution for 9 ( w) 
9(w)H = exx(w)-leyx(w)H. 
The (scalar) output spectral density matrix of the MISO nth order Hammerstein series, 
Cyy(w), is given by 
Cyy(w) cum { dZy(w), dZy(w)H} 
9(w)exx(w)9(w)H + CNN(w), ( 4.44) 
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where the above matrix equation is of dimensions [1 x 1] = [1 x mn] [mn x mn] [mn x 1] (cf. 
(4.13)). An expression for the MISO nonlinear coherence function is found by substituting 
the block matrix versions of 9(w) in (4.43) and (4.42) into (4.44). Thus the (scalar) MISO 
nonlinear coherence function, R( w), is given by 
R(w) = (exx(w)-leyx(w)) exx(w) (exx(w)-
1eyx(w))H 
Cyy(w) 
eyx(w)exx(w)-leyx(w)H 
Cyy(w) ( 4.45) 
where the above matrix dimensions are [1 x 1] = [1 x mn] [mn x mn] [mn x 1]. This 
results in an expression for the MISO nonlinear multiple coherence function. Since the 
MISO system has a single output, it follows that R(w) is a scalar function representing 
all of the various contributions associated with the multiple-input model. Clearly the 
MISO nonlinear coherence function is non-negative and bounded by 0::::; R(w) ::::; 1 since 
CNN(w) 2:: 0 and CNN(w) ::::; Cyy(w). Note also that R(w) is not a function of the unknown 
model parameters 9(w). In practice, this means that the coherence can be evaluated prior 
to computation of the MISO Hammerstein transfer functions. A practical interpretation 
of the MISO nonlinear coherence function is given in Section 4.4.3. 
In the special situation where the inputs to the MISO system are mutually independent 
(or mutually uncorrelated to (2n + 1 )th order), then the MISO nth order Hammerstein 
series can be treated as m separate SISO Hammerstein series systems with the same 
output signal. The lack of dependency of the input signals implies that there exists 
a unique transmission path associated with each input signal. In this case, the multiple 
nonlinear coherence function reduces tom nonlinear coherence functions and so the system 
coherency can be evaluated via the sum of (ordinary) nonlinear coherence functions. 
Special cases 
In the particular case where the MISO system has only one input signal (i.e., m = 1 in 
(4.23)), the MISO model immediately reduces to an nth order SISO Hammerstein series as 
in (3.2). The associated nth order coherence function in ( 4.45) consequently corresponds 
to a SISO Hammerstein series. 
In the case where the MISO Hammerstein series is linear (i.e., n = 1 in (4.38)), the nth 
order MISO Hammerstein series reverts to an m-input single-output linear system. The 
nth order nonlinear coherence function in ( 4.45) remains a scalar function of frequency, but 
has the interpretation of a multiple linear coherence function as in (BENDAT & PIERSOL 
1986, P246). 
4.4.3 A dual-input single-output quadratic system 
This section derives explicit solutions for a MISO quadratic Hammerstein series with 
dual-inputs and a single-output, i.e., for m = 1, k = 2, and q = 2, as a demonstration 
of the general theory. The MISO quadratic coherence function is also obtained using a 
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special result of the general formulation. This system is shown in Figure 4.10 in simplified 
form. 
9Iel(r) 
X1(t) 
9Ie2( r) 
Y(t) 
92•1 ( r) 
X2(t) N(t) 
92•2( 7) 
Figure 4.10: A dual-input single-output quadratically nonlinear Hammerstein series. 
The quadratically nonlinear MISO Hammerstein series has a time domain description 
of the form 
00 00 
Y(t) L 91•1(r)XI(t- r) + L 9Ie2(r)XI(t- r) 2 
T=-oo T=-oo 
00 00 
+ L 92el(r)X2(t- r) + L 92e2(r)X2(t- r)2 + N(t), 
T=-oo T=-oo 
( 4.46) 
In the frequency domain, the MISO model is given by 
The general result given in ( 4.43) is used to formulate an optimal solution for the MISO 
quadratic Hammerstein transfer functions. For the specific case where m = 1, k = 2, and 
q = 2, ( 4.43) becomes 
( 4.47) 
The above block matrix equation leads to an expression for the MISO quadratic Ham-
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merstein transfer functions, 
-1 
G~ei(w) Cx1X1(w) Cx2x1(w) Cx12X1 (w) Cx2zx1 (w) Cyx1 (w) 
G~e2(w) Cx1X2(w) Cx2xz(w) Cx12x2(w) Cxz2Xz(w) Cyx2(w) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ........ 
G2e~(w) Cx1x1z(w) Cx2x1z(w): Cx12x12(w) Cx22x1z(w) Cyx2(w) 1 G2.2(w) Cyxz(w) 
Cx1x22(w) Cx2x2z(w) : Cx12x2 z(w) Cxzzxzz(w) 2 
Thus solutions can be found9 for the MISO quadratic Hammerstein series in the non-
Gaussian case in a simple and computationally practical manner. 
Independent inputs 
For the special case where the inputs are independent, solutions for the MISO Hammer-
stein transfer functions are given by 
G~e1(w) = Lltw) [CYx2 (w) Cx~x~(w) ( Cx1x1 (w) Cx;x;(w)- Cx;x1 (w) Cx1x;(w)) 
- Cyx~(w)Cx~x2 (w) ( Cx1x1 (w) Cx;x;(w)- Cx;x1 (w) Cx1x;(w))] 
G~e2(w) Lltw) [Cyx1 (w) Cx;x;(w) ( Cx2x2(w) Cx~x~(w)- Cx2x~(w) Cx~x2 (w)) 
- Cyx; (w) Cx;x1 (w) ( Cx2x2 (w) Cx~x~ (w)- Cx2x~(w) Cx~x2 (w))] 
G2.1(w) Lltw) [-Cyx2 (w)Cx2x~(w) (Cx1x1(w)Cx;x;(w)-Cx;x1(w)Cx1x;(w)) 
+ Cyx~(w) Cx2x 2 (w) ( Cx1x1 (w) Cx;x; (w)- Cx;x1 (w) Cx1xr (w))] 
G2.2(w) Lltw) [-Cyx1 (w)Cx1x;(w) ( Cx2x2(w) Cx~x~(w)- Cx2x~(w) Cx~x2 (w)) 
+ Cyx;(w)Cx1x1 (w) ( Cx2x2(w) Cx~x~(w)- Cx2x~ (w) Cx~x2 (w))] 
given that the denominator (determinant), Ll(w), 
Ll(w) = Cx2x2(w) Cx1x1 (w) Cx2xz(w) Cx2xz(w) 1 1 2 2 
-Cx2x2(w) Cx1x;(w) Cx;x1 (w) Cx~x~(w) 
-Cx2x~(w) Cx1x1 (w) Cx~x2 (w) Cx;x; (w) 
+Cx2x~(w) Cx1x;(w) Cx;x1 (w) Cx~x2 (w), 
9It is visually more appealing to leave this equation in its present form. However it is straightforward 
to obtain explicit equations for the MISO Hammerstein transfer functions using standard matrix algebra. 
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is non-zero at the frequencies of interest. The quadratic coherence function associated 
with the MISO Hammerstein series is given by 
R(w) = Cyy(wtl [Cyx(w)',] [Cxx(w)'
1 
Cx2x(w)']-
1 
[Cyx(w)']H 
Cyx2(w) Cxx2(w) Cx2x2(w)' Cyx2(w)' '· 
where the above matrix is of scalar dimension [1 x 1] = [1 x 4] [4 x 4] [4 x 1], and can be 
obtained explictly if required via standard matrix algebra. The solutions for the MISO 
Hammerstein transfer functions and the MISO nonlinear coherence function demonstrate 
the practical use of the MISO Hammerstein series identification procedure. 
4.5 Generalised MIMO Hammerstein series 
Although the SIMO, MISO, and MIMO Hammerstein series are valid multiple input-
output system models, in some cases it is necessary to consider more generalised config-
urations. It can be useful to consider nonlinear cross-interactions that sometimes occur 
with multiple-input nonlinear systems. The increase in model generality comes at the 
expense of increased model complexity. The generalised MIMO Hammerstein series is 
considered here, as the SIMO and MISO configurations represent special cases of the 
MIMO result. 
The generalised m-input, k-output, nth order time-invariant Hammerstein series is 
defined as ( cf. ( 4.1)) 
n m m oo 
Y;.(t) D. L L · · · L L g~~1 'p2 , ••. ,pq)(T)Xp1 (t- T) · · ·Xpq(t- T) + Nr(t), (4.48) 
q=l P1=l pq=l T=-oo 
with inputs Xp(t), p = 1, 2, ... , m and outputs Y;.(t), r = 1, 2, ... , k, and where the qth 
order Hammerstein (cross) kernel g~~1,p2 , ••• ,pq) ( T) relates mq combinations of inputs X Pi ( t), 
i = 1, 2, ... , q to the rth output. Following the MIMO case in (4.1), it is assumed that 
Xp(t) and Nr(t) are independent for all p, rand that Nr(t) and Ns(t) are independent for 
all s, r = 1, 2, ... , k, s =/=- r, Vt. The relationship between the MIMO Hammerstein cross 
kernel g~~1 ,p2 , ..• ,pq)(T) and the MIMO Hammerstein kernel 9prq(T) is given by 
9prq(T) g~~,p, ... ,p)(T). 
It is possible to the simplify formulation of ( 4.48) by introducing a matrix version of the 
(cross) MIMO nonlinear system, i.e., 
n oo 
Y(t) = L L gq(T)'X0 q(t- T) + N(t)' ( 4.49) 
q=l T=-oo 
where X(t), Y(t), and N(t) respectively represent the [m x 1], [k x 1], and [k x 1] vector-
valued input, output, and noise processes, and where gq(t) is the (ordered) qth order 
Hammerstein cross kernel matrix of size [mq xk]. The notation X 0 q(t) represents the q-fold 
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Kronecker self-product10 ofX(t), i.e., the [mq x 1] vector X®q(t) = X(t)®X(t)® · · · ®X(t), 
where ® is the Kronecker product (GoLUB & VAN LoAN 1989). Note the similarity 
between ( 4.2) which uses the Hadamard product and ( 4.49) which uses the Kronecker 
product. 
4.5.1 Derivation of the generalised MIMO solution 
Multivariate cumulant sequence slices are again used in formulating a solution for the 
MIMO identification problem. The required (p + q)th multivariate cumulant sequence 
slice, denoted by c XP®Xq ( T), is defined as 
In order to formulate mean-square optimal solutions for the nth order Hammerstein series, 
the first nth order cross cumulant sequence slices between Y(t) in (4.49) and X®u(t- v)' 
for u = 1, 2, ... , n and v E Z are evaluated. This results in a linear system of block 
matrix equations, i.e., 
n oo 
cr®K"(v) = L L gq(T) 1Cxq®xu(v- T)' (4.50) 
q=1 r=-oo 
where the dimensions of the above matrix equation are [k x mu] = l:q[mq x k]'[mq x mu] 
for u 1, 2, ... , n. Fourier transforming (4.1) with respect to v gives 
n 
Cr®xu(w) = L Gq(w)'Cxq®xu(w) u = 1, 2, ... , n, (4.51) 
q=1 
where Cxq®X"(w) is the one dimensional (integrated) polyspectral representation (RAL-
STON & ZOUBIR 1995a) corresponding to Cxq®xu(T), and Gq(w) is the Fourier transform of 
gq(T) with respect toT which can be called the (multivariate) cross Hammerstein transfer 
functions. Optimal mean-square solutions for Gq(w), q = 1, 2, ... , n are subsequently 
given by 
G 1 (w)l Cx®x(w)' Cx2®x(w)' Cxn®x(w)' -1 Cr®x(w)' 
G2(w) CX®X2(w)' Cx2®x2(w)' Cxn®X2(w)' Cl:®X2(w)' 
Gn(w) Cx®xn(w)' Cx2®xn(w)' Cxn®xn(w)' Cy®xn(w)' 
where the above matrix equation is of dimensions [M x k] = [M x M][M x k] with 
M D. 2.:::~= 1 mq. Thus we have derived a general solution for a multiple input-output nth 
order nonlinear system identification in the non-Gaussian case. 
10The highest nonlinear order associated with any element of X®q(t) is q. 
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4.5.2 The generalised MIMO nonlinear coherence function 
A generalised version of the MIMO nonlinear coherence function for the generalised MIMO 
Hammerstein series is now derived following the MIMO case in Section 4.2.2. Let the block 
matrix equation 
eyx(w) = 9(w)exx(w)' (4.52) 
represent the system of equations in (4.51), where eyx(w) and exx(w) are the [M X k] 
and [M x M] (generalised) cross and auto spectral density block matrices, respectively, 
and 9(w) is the [M x k] MIMO cross Hammerstein transfer function matrix. Let 
(4.53) 
represent the solution in ( 4.52). The [k x k] output spectral density matrix of the gener-
alised MIMO nth order Hammerstein series is given by 
(4.54) 
An expression for the generalised MIMO nonlinear coherence function is found by substi-
tuting the expressions for 9(w) in (4.52) and (4.53) into (4.54). After some manipulations, 
it can be shown that 
(4.55) 
Thus a solution for the MIMO nth order coherence function has been derived which does 
not depend on any unknown MIMO Hammerstein transfer functions. 
Reduced representation 
It is possible to exploit the structure of the MIMO cross Hammerstein series to reduce the 
number of parameters required in modelling (RALSTON 1996). Since cumulant slices are 
used, there exists an amount of redundancy in the formulation. For example, the triple 
product X1(t)X1(t)X2(t) is equivalent to X1(t)X2(t)X1(t), X2(t)X1(t)X1(t), and so on. 
By using a "combination-with-replacement" product instead of the Kronecker product, it 
is possible to reduce the number of kernels required from mq to (m+:-1) = (";(c-+:nq~1w. 
4.5.3 A dual-input dual-output generalised quadratic system 
Consider a dual-input, dual-output quadratically nonlinear generalised system, i.e., 
00 00 
Yk(t) = L g~i)(7)Xl(t- 7) + L g~~' 1)(7)X1 (t- 7)2 
T=-oo r=-oo 
00 00 
+ L g~~'2)(7)X1(t- 7)X2(t- 7) + L g~;,l)(7)X2(t- 7)Xl(t- 7) 
r=-oo r=-oo 
00 00 
+ L g~i)(7)X2(t 7) + L g~;'2)(7)X2 (t- 7)2 + N(t), (4.56) 
r=-oo r=-oo 
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for r = 1, 2, ... , k. Figure 4.11 shows the configuration of a dual-input dual-output 
quadratically nonlinear cross Hammerstein series in simplified form. In the frequency 
domain, the MIMO quadratic Hammerstein series in ( 4.56) is given by 
dZyr(w) = G~i)(w) dZx1 (w) + G~~,l)(w) dZx2(w) 1 
+G~~'2) (w) dZx1 (w) * dZx2 (w) + G~;,I) (w) dZx2 (w) * dZx1 (w) 
+G~~)(w) dZx2(w) + G~;'2)(w) dZx2(w) + dZN(w), 2 
where G~1 ····,Pq)(w), q = 1, 2 is the qth order generalised transfer function of the rth 
output, r = 1, 2 and where* is the convolution operator. 
+-(±) Yr(t) 
t 
Nr(t) 
Figure 4.11: Schematic of a dual-input dual-output quadratically nonlinear cross Hammerstein 
senes. 
Solutions for the generalised MIMO quadratic model 
Using the general result for the MIMO Hammerstein transfer functions in ( 4.52) with 
m 2, k = 2, and q = 2 yields the block matrix equation 
[G
1(w)l _ [Cx&x(w)' Cx20 x(w)'l-I [Cr&x(w)'l 
G 2(w) - Cx0 x2(w)' Cx20 x2(w)' CD9x2(w)' ' 
which is of scalar dimension [6 x 2] = [6 x 6] [6 x 2]. This matrix equation facilitates the 
evaluation of generalised MIMO quadratic Hammerstein transfer functions. Solutions for 
the generalised MIMO system can be evaluated explicitly if required, or computed using 
the above matrix solution. 
The generalised MIMO quadratic coherence function corresponding to the model in 
( 4.56) is given by a special case of the result in ( 4.55), 
:R.(w) = Cyy(w)-1 [Cr&x(w)',] [Cx&x(w) Cx20x(w)l-l [Cr0x(w)'
1
]H 
- Cr0 x2(w) Cx0 x2(w) q~?0x2(w) Cr0 x2(w) 
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The various integrated auto and cross polyspectral quantities can be substituted into the 
above MIMO quadratic coherence function to yield an explicit solution. Since the MIMO 
quadratic Hammerstein series has two outputs, ::R(w) is a [2 x 2] matrix. The solutions 
shown here illustrate the use of the generalised MIMO nonlinear system identification 
procedure. 
4.6 Simulation 
This section considers the identification of a SIMO quadratic Hammerstein series to val-
idate the identification procedure. Consider the single-input dual-output quadratically 
nonlinear Hammerstein series as in (4.34), 
00 00 
Yr(t) = L g•rl(T)X(t- T) + L g•r2(T)X(t- T) 2 + Nr(t), 
T=-oo T=-oo 
with a non-Gaussian input X(t) and corresponding outputs Yr(t) for r = 1, 2. It is 
assumed that the additive noise signals Nr(t) are zero-mean and stationary, and that 
Yr(t) and Nr(t) are independent. White Gaussian noise is added to the outputs such that 
the SNR is approximately 15 dB. A schematic of this model is shown in Figure 4.7. 
The four Hammerstein transfer functions associated with this system, i.e., G.11 (w), 
G.12 (w), G.21 (w), and G.22 (w) have spectral representations as shown in Figure 4.12. 
Estimation 
The solutions for the SIMO Hammerstein transfer functions in ( 4.35) and the SIMO 
nonlinear coherence function in ( 4.37) have been derived explicitly in terms of auto and 
cross integrated polyspectra. As a consequence, it is possible to apply the integrated 
polyspectral estimation procedure as described in Section 3.2.3 to estimate the required 
integrated polyspectra. A similar situation follows for the MISO and MIMO models. 
This greatly simplifies the overall estimation procedure associated with the identification 
of SIMO nonlinear systems when the simplifying assumptions of Gaussian inputs cannot 
be used. 
The SIMO Hammerstein transfer functions and quadratic coherence functions were 
estimated using 200 input-output records each of length 128 using the method described 
in Section 3.2.3. An exponentially distributed stationary random process was used as the 
system input. The estimated linear and quadratic SIMO transfer functions are shown in 
Figure 4.13. The ordinary linear and quadratic coherence functions are shown in Figure 
4.14. 
Results 
The linear coherence in Figure 4.14(a) is seen to provide a poor characterisation of the 
system. However the addition of the quadratic component clearly improves the modelling, 
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(a) G.n(w) 
Figure 4.12: Plots of Hammerstein transfer functions for the single-input dual-output quadrati-
cally nonlinear system. (a) Path 1 (a) linear and (b) quadratic Hammerstein transfer functions, 
and path 2 (c) linear and (d) quadratic Hammerstein transfer functions. 
as is evidenced by the closeness of the quadratic coherence to unity over the passband of 
interest as shown in Figure 4.14(b). The linear coherence in path 2 in Figure 4.14(c) is 
improved over the first case. The closeness of the quadratic coherence in Figure 4.14(c) 
reflects the improvement in modelling achieved by the combination ofthe quadratic Ham-
merstein kernel. Similar results were obtained in the Gaussian input case. These simple 
results serve to demonstrate the general utility of the SIMO Hammerstein series for mul-
tiple input-output system identification. 
4. 7 Application 
The multiple input-output Hammerstein series identification technique is now applied to 
a practical identification problem relating to engine knock (see Zoubir & Bohme (1995), 
Ralston & Zoubir (1996a)). The application is similar to the one discussed in Section 3.5 
where a SISO model was studied. In this case, however, multiple engine block vibration 
signals are used. A single-input dual-output quadratically nonlinear Hammerstein series 
as in (4.34) is used for this problem. It is assumed that the additive noise terms, Nr(t), 
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1.8 .. ' 
0
o 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 
Froquoncy (nonnallsed) 
(a) Gu(w) 
Figure 4.13: Estimates of the Hammerstein transfer functions for the single-input dual-output 
quadratically nonlinear system. (a) Path 1 (a) linear and (b) quadratic Hammerstein transfer 
functions, and path 2 (c) linear and (d) quadratic Hammerstein transfer functions (dashed line 
is true, the solid line is estimated). 
r = 1, 2, are zero-mean and stationary, and that Yr(t) and Nr(t) are independent for all 
r, t. A schematic of the quadratically nonlinear Hammerstein series is shown in Figure 
4.7. 
For this experiment, the cylinder pressure and (two) engine vibration signals measured 
from the engine were used as the system's input and output signals respectively11 • Two 
vibration signals were measured corresponding to the combustion in the cylinder. A 
total of 150 input-output cycles of length 128 each were used in forming estimates of 
the integrated polyspectra. The quadratic SIMO system was used as a model for the 
transmission characteristics of a combustion engine operating in a knocking condition 
(RALSTON & ZOUBIR 1996a). 
Closed form solutions for the quadratically nonlinear SIMO Hammerstein transfer 
11 The author would like to thank Professor J. F. Bohme from the Signal Theory Division of Ruhr 
University Bochum and Volkswagen AG, Wolfsburg, Germany, for kindly providing the knock data. A 
1.8l, 4 cylinder engine operating under strong knocking conditions at full load was used in the experiment. 
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(a) Linear coherence (b) Quadratic coherence 
0.2 .. 
0
o 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 
FroqUOney (nommllsod) 
(c) Linear coherence (d) Quadratic coherence 
Figure 4.14: Plots of linear and auto quadratic coherences for the SIMO quadratic system. 
Path 1 (a) linear and (b) quadratic Hammerstein transfer functions, and path 2 (c) linear and 
(d) quadratic Hammerstein transfer functions. 
functions and the SIMO quadratic coherence function for this system are given by ( 4.35) 
and ( 4.36). The integrated polyspectra was estimated using the procedure described 
in Section 3.2.3. Estimates of the quadratic coherence functions associated with the 
quadratic model were obtained in an analogous manner. Note that the use of a SIMO 
Volterra series in this application may have been limited as only a relatively small amount 
of input-output data was available (see Section 3.4.3 on this issue). 
Figure 4.15 shows estimates of the linear and quadratic SIMO Hammerstein transfer 
functions for the two paths of the nonlinear model. It is interesting to note the resonances 
at specific frequencies in the quadratic transfer functions in Figure 4.15, which are not 
observed in the SIMO linear transfer functions. 
Figure 4.16 shows estimates of the SIMO linear and quadratic coherence functions 
of the SIMO quadratic Hammerstein series. The SIMO quadratic coherence function is 
seen to exceed the SIMO linear coherence function at most frequencies, particularly at 
the lower frequencies. Thus the quadratic SIMO Hammerstein series provides modelling 
improvement in terms of mean-square prediction over the use of a SIMO linear model. 
Note the different coherence function magnitudes in Figure 4.16 for the two different 
4. 7 Application 88 
signal transmission paths. The different paths correspond to different physical positions 
on the engine block. Note that the quadratic coherence function in Figure 4.16 (b) cor-
responding to the second path appears to yield greater coherence values than the first 
path, particularly at the resonance frequencies. The quadratic coherence function is seen 
to provide information which is important when attempting to optimise the placement of 
a structural vibration sensor for knock detection (ZouBIR & BoHME 1995). 
Path 1 
Path2 
Hammerstein transfer functions for the two paths 
Figure 4.15: Estimates of Hammerstein transfer functions: Path 1 (top) and path 2 (bottom) 
showing the linear (solid line) and quadratic (dashed line) transfer functions 
0.0 
I 
I 
0.8 l··· 
,, 
,, 
0.7 ·t·· 
0.3 .. 
0.2 ... 
(a) Path 1 coherences (b) Path 2 coherences 
Figure 4.16: Estimates of (a) linear (solid line) and quadratic (dashed line) coherences for 
path 1, and (b) linear (solid line) and quadratic (dashed line) coherences for path 2. 
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4.8 Conclusions 
This chapter considered the identification of a class of multiple input-output nonlinear 
systems when the inputs are non-Gaussian processes. The multivariate nature of the 
multiple input-output system identification problem inherently leads to complexities in 
system representation, identification, and validation. 
Three classes of multiple input-output Hammerstein series were defined, the SIMO, 
MISO, and MIMO nth order Hammerstein series. Mean-square optimal expressions were 
derived for the multiple input-output nth order Hammerstein transfer functions. Multiple 
nonlinear coherence functions for the multiple input-output models were also derived, 
which furnished a practical mechanism for model validation. The contrivance of special 
forms of multivariate integrated polyspectra conveniently led to simplifications in the 
representation and analysis of the solution. 
Although model parsimony comes at the expense of reduced model generality, the 
approach represents a realistic solution to the modelling problem. The proposed identi-
fication techniques solve important analytical problems associated with multiple input-
output nonlinear system identification. Overall, the solutions represent useful and compu-
tationally attractive solutions to the multiple input-output nonlinear system identification 
problem when the inputs are non-Gaussian processes. 
Chapter 5 
Frequency Domain Time-Varying 
Nonlinear System Identification 
Yet most, if not all, the physical signals that we have 
to deal with in real-life applications are generated 
by dynamic processes that are simultaneously 
nonlinear, non-stationary, and non-Gaussian. 
Simon Haykin 
MOST existing techniques for nonlinear system identification implicitly assume that the system under investigation does not vary with time. However, in re-ality, there are scenarios where time-variation is clearly apparent. This chapter 
provides new solutions for the time-varying nonlinear system identification problem, based 
on a time-varying version of the Hammerstein series. Explicit expressions for the time-
varying Hammerstein series and associated time-varying nonlinear coherence functions 
are obtained. Results for simulated and real-life systems are presented to demonstrate 
the efficacy of the identification techniques. 
5.1 Introduction 
Despite the widespread use of time-invariant linear models in signal processing, many 
systems in real-life show both temporal variation and nonlinear characteristics. In addi-
tion, the signals associated with these systems are often neither Gaussian nor stationary. 
As a consequence, identification techniques based on the assumptions of linearity, time-
invariance, stationarity, and Gaussianity do not always provide adequate or accurate 
solutions (PRIESTLEY 1988, DUVAUT 1991). 
Time-varying nonlinear system identification has been receiving increased attention 
because of the need to more fully characterise real-life phenomena (KIM & PowERS 
1991, KHURRAM & AHMED 1991, YANG 1993, HAYKIN 1996). Time-varying systems and 
non-stationary signals are frequently encountered in speech processing, vibration analysis, 
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physiology, meteorology, optics, oceanography, geophysics, economics, biomedicine, com-
munications, and engineering (e.g., see Dargahi-Noubary et al. (1978), Zhao & Lu (1991), 
Mathews (1991), Boashash & Ristic (1995)). 
However the identification of time-varying nonlinear systems is more complicated than 
in the time-invariant case. Severe analytical difficulties are encountered when attempts 
are made to find closed form expressions for time-varying nonlinear models in the non-
Gaussian input case. In addition, developing models to represent time-varying nonlinear 
phenomena is not straightforward. Although time-variation corresponds to a simple math-
ematical modification to a time-invariant model, many practical complications arise in 
representation, tractability, estimation, and implementation. For example, use of the 
time-varying Volterra series (cf.(2.2)), i.e., 
00 00 00 
Y(t) = L h1(t, 7)X(t- 7) + L L h2(t, 71, 72)X(t- 71)X(t- 72) + ... ' 
T=-oo (5.1) 
where hn(t, 71, 72, ... '7n), n E z+, are the time-varying Volterra kernels, leads to imple..: 
mentation and computational problems because of excessive parameterisation. The need 
for parsimonious time-varying nonlinear models is evident by recent efforts to develop spe-
cial sub-set models (IM ET AL. 1993, TSATSANIS & GIANNAKIS 1993, NOWAK & VANVEEN 
1994). As a result of these problems, the general attitude towards time-varying nonlinear 
system identification has been to avoid it (RuGH 1981 ). However, it is not always possible 
or judicious to remain ignorant if the given identification task necessitates a time-varying 
approach. 
Current identification methods 
The existing methods for time-varying nonlinear system identification are now briefly 
reviewed. Two main approaches have been adopted in an attempt to provide solutions to 
the time-varying nonlinear system identification problem. 
The first approach assumes that the unknown system varies slowly over time (RuTKOW-
SKI 1982, ANDERSON & JoHNSON 1983). Standard time-invariant identification methods 
are then applied over consecutive portions of the input-output data using a "sliding win-
dow" concept (PRIESTLEY 1988). This is perhaps the simplest approach to the problem, 
but often leads to a poor characterisation of the system's time-variation-particularly if 
the system varies rapidly over time (SAMS & MARMARELIS 1988, MACNEIL ET AL. 1992). 
The second approach utilises adaptive algorithms1 which attempt to adaptively adjust 
model coefficients as the statistics of the input and output signals vary over time (e.g., 
see Ljung & Soderstrom (1983), Kalouptsidis & Theodoridis (1993)). Time-varying lin-
ear and (re-parameterised) time-varying nonlinear models have been considered in this 
framework (KALMAN 1960, MATHEWS 1991, POTTMANN ET AL. 1993). Various "fast" and 
numerically stable implementations have been devised (e.g., Ahmed & Rauf (1992), Yang 
1 Although the term adaptive implies real-time implementation, adaptive algorithms are often applied 
in a batch or off-line manner. 
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(1993)). However, estimation difficulties in the time-varying case are greatly increased 
over the time-invariant case, and closed form solutions for time-varying nonlinear models 
do not exist. This consequently leads to extreme computational requirements as most 
time-varying nonlinear models consist of many coefficients. In addition, the convergence 
rate of standard adaptive algorithms is sensitive to the eigenvalue spread of the input cor-
relation matrix (WIDROW & STEARNS 1985, YANG 1993). In the case of re-parameterised 
nonlinear models, this problem can be severe since the eigenvalue spread is in general 
very large (KHURRAM & AHMED 1991). Adaptive methods implicitly constrain the rate of 
the system's time-variation, and so are restricted to the case where the system is slowly 
varying. Consequently, it is frequently necessary to make a compromise between a loss in 
temporal resolution and computational complexity (MATHEWS 1991). 
The tractability, modelling, and computational complications associated with existing 
time-varying nonlinear system identification techniques suggest an alternative approach. 
A time-varying version of the Hammerstein series is now introduced, in an attempt to 
provide solutions to these problems. 
5.1.1 The time-varying Hammerstein series 
Definition 
The new class of time-varying nonlinear model is based on a time-varying version of 
Zadeh's (1953) 911 class of nonlinear functional. A non-causal discrete-time time-varying 
version of the 911 class can be defined as (cf. (3.1)) 
00 
Y(t) b. L G[t; X(t- T), T]' (5.2) 
T=-oo 
where G[t; (, n] E JR., ( E JR., t, n E Z is a time-varying characteristic kernel corresponding 
to the time-varying nonlinear model. The time index tin (5.2) is treated as an independent 
parameter of the model. Assuming that G[t; (, n] can be expanded in terms of a convergent 
set of polynomial basis functions at each time instant t, i.e., 
00 
G[t; (, n] = L gn(t) en' 
n=O 
where supt L:n ign(t) I < oo, then a canonical realisation of the time-varying nonlinear 
functional in (5.2) can be defined as 
00 00 
Y(t) = go(t) + L g1 (t, T)X(t- T) + · · · + L gn(t, T)X(t- T)n + · · · . (5.3) 
T=-oo T=-oo 
By analogy with the time-invariant case, (5.3) is called the time-varying Hammerstein se-
ries, and gn(t, T), n E z+ is called the time-varying (nth order) Hammerstein kernel. The 
time-varying Hammerstein kernels are used to characterise the time-varying linear, quad-
ratic, and higher order dynamics of the system and are thus the object of identification. 
Whilst the time-varying Hammerstein series is not as general as the time-varying Volterra 
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series, it largely overcomes the parameterisation problems associated with time-varying 
functional series realisations2 . The time-varying Hammerstein series also characterises 
time-variation and nonlinearity ofthe system in a simple manner. A schematic of an Nth 
order time-varying Hammerstein series is shown in Figure 5.1, where the notation (·t 
indicates that (·t X(t) X(t)n. 
X(t) Y(t) 
Figure 5.1: A block diagram showing the configuration of the nth order time-varying Ham-
merstein series. 
5.1.2 Properties of the time-varying Hammerstein series 
Most of the properties of the time-varying Hammerstein series represent generalisations 
of the time-invariant Hammerstein series and also of time-varying linear systems. The 
salient properties are now discussed. 
1. Causality 
A time-varying Hammerstein series is causal if every time-varying Hammerstein 
kernel satisfies 
hn(t, r) = 0 for t < T, n E _z+. 
2. Stability 
A time-varying Hammerstein series is called bounded-input bounded-output stable 
if every time-varying Hammerstein kernel satisfies the condition 
00 
supt L ihn(t,r)i < oo, 
T=-oo 
for n finite and a bounded input (see also Schwartz (1977)). 
3. Shift-variance 
2This is in agreement with the celebrated principle of model parsimony. 
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Let H represent the time-varying Hammerstein series operator. If 
Y(t) = H{X(t)}, 
where X(t) and Y(t) respectively represent the system's input and output signals, 
then in general 
Y(t+v)#H{X(t+v)}, vEZ, 
i.e., H is shift-variant. 
4. Nonlinearity 
The time-varying Hammerstein series is nonlinear given that, if 
Y(t) = H {X(t)}, 
then in general 
Y(t) # L {X(t)}, 
where L is any linear operator. 
Relationship to the time-varying Volterra series 
It is possible to determine the relationship between the time-varying Hammerstein series 
in (5.3) and the time-varying Volterra series in (5.1). Noting that X(t - 7)n can be 
expressed as 
00 00 n 
X(t- 71)n L · · · L II 8(71- 7i)X(t- 7i)' 
where 8(7) is Kronecker's delta function, then the nth order term of the time-varying 
Hammerstein series can be expressed as 
oo oo n 
L · · · L 9n(t, 71) II 8(71- 7i)X(t- 7i)· 
Tl=-oo Tn=-oo i=2 
Equating like nonlinear orders of the above expression to the time-varying Volterra series 
in (5.1) leads to the basic time domain relationship 
(5.4) 
for n E z+. Thus the time-varying nth order Hammerstein kernel 9n(t, 7) represents the 
diagonal slice of the time-varying nth order Volterra kernel. The use of the time-varying 
Hammerstein series greatly reduces the modelling and computational problems typically 
associated with the time-varying Volterra series. 
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Frequency domain time-varying Hammerstein kernels 
Assuming the stability of the time-varying Hammerstein kernels, the nth order time-
varying Hammerstein transfer function is defined as 
00 
Gn(t, w) ~ L 9n(t, T)e-jwT, 
T=-oo 
for n E z+. The relationship between the Fourier transform of the nth order time-varying 
Volterra kernel in (5.1) and Gn(t,w) is found by equating like nonlinear orders of the two 
models. The relationship is similar to the time-invariant case (cf. (3.4)), i.e., 
(5.5) 
where Hn(t, w1 , w2 , ••• , wn) is then-dimensional Fourier transform of the nth order time-
varying Volterra kernels with respect to Ti, i = 1, 2, ... , n. The above frequency summing 
property of the Hammerstein transfer functions is particularly useful when attempts are 
made to derive closed form solutions for the time-varying Hammerstein series in the nth 
order case. 
Relationship to the time-varying Hammerstein model 
The time-varying Hammerstein series represents a generalisation of the time-varying Ham-
merstein model. The relationship between the time-varying Hammerstein series and the 
time-varying Hammerstein model can be determined by equating like nonlinear orders of 
the two models. Given that a discrete-time time-varying polynomial Hammerstein model 
can be expressed as 
M 
Y(t) = L h(t, T)j(X(t- T)) 
T=-M 
where h(t, T) is a discrete-time time-varying unit sample response and!(·) is a polynomial 
with coefficients O:'n, n E z+, then 
9n(t, T) O:'n h(t, T), n E _z+. 
Thus the time-varying Hammerstein kernels are proportional to each other, i.e., g1(t, T) ex 
g2(t, T) ex · · · ex 9n(t, T), n E z+. This property, if satisfied, can be exploited to increase 
model parsimony (RALSTON & ZOUBIR 1995b). 
5.2 The time-invariant Hammerstein series 
This section considers the identification of a time-invariant Hammerstein series when the 
input is a non-stationary non-Gaussian process. The case where the input is a stationary 
non-Gaussian process is considered in Chapter 3. The discussion focuses on the quadratic 
scenario, but the results can be generalised to higher order because of the property shown 
in (5.5). Simulations are presented in Section 5.5. 
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5.2.1 Solution for non-stationary non-Gaussian excitation 
Consider a time-invariant quadratically nonlinear Hammerstein series, i.e., 
00 00 
Y(t) = 2:: g1(7)X(t- 7) + 2:: g2(7)X(t- 7)2 + N(t)' (5.6) 
T=-oo T=-oo 
where X(t) and Y(t) are non-stationary non-Gaussian signals, and where N(t) is a zero-
mean stationary noise process. It is assumed that X(t) and N(t) are independent for all t. 
A schematic of the time-invariant quadratic Hammerstein series is shown in Figure 5.2. 
X(t) Y(t) 
N(t) 
Figure 5.2: Schematic of the quadratically nonlinear time-invariant Hammerstein series. 
Derivation of optimal solutions 
Following a similar approach as in Section 3.2, a minimum mean-square criterion for the 
quadratic Hammerstein series in (5.6) leads to two equations involving first and second or-
der time-varying cross cumulant sequences. Since the input signal can be a non-stationary 
process, the output is generally non-stationary and so time-varying versions of the cumu-
lant sequences and polyspectra are necessary. 
The first equation is given by 
00 
cum{Y(t), X(t- v)} = 2:: g1(7) cum{X(t- 7), X(t- v)} 
T=-oo 
00 
+ 2:: g2(7) cum{X(t- 7)2,X(t- v)}, 
T=-oo 
thus 
00 00 
cyx(t, v) = 2:: g1(7)cxx(t- 7, v- 7) + 2:: g2(7)cxxx(t- 7, 0, v- 7), (5.7) 
T=-oo T=-oo 
where the time-varying cumulant sequence, cx1x2 ... xn (t, 71, 72, ... , 7n-1), is defined as 
cum{X1(t), X2(t- 71), ... 'Xn(t- 7n-1)} /!,. Cxlx2"'Xn (t, 71, 72, ... '7n-1). (5.8) 
Note the dependency on the time index tin (5.8) as compared with (2.12). As was seen 
in Chapters 3 and 4, the solution can be greatly simplified without loss of generality by 
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using cumulant sequence slices. Therefore let 
00 00 
cyx(t, v) = L 9I(7)cxx(t- 7, v- 7) + L gz(7)Cx2x(t- 7, v- 7) (5.9) 
r=-oo r=-oo 
represent (5.7), where 
(5.10) 
for m,n E z+. Fourier transforming (5.9) with respect tot and v leads to (cf. (3.9)) 
00 00 
Cyx(>.,w) L 9I(7)Cxx(>.,w)e-j(A+w)r + L gz(7)Cx2x(>.,w)e-j(.Hw)r 
r=-oo r=-oo 
(5.11) 
where the integrated cumulant spectrum3 ' c xm xn ( >., w)' is defined as 
00 L Cxmxn(t,7)e-j(wr+>.t), (5.12) 
t=-oor=-oo 
i.e., the frequency variable ). ( cf. w) corresponds to the Fourier transform with respect 
to time t ( cf. 7). The key result to note in ( 5.11) is that G2 ( w) separates from the 
integrated cumulant spectra4 term C x2 x ( >., w). This separability result does not occur 
for the Volterra series in the non-Gaussian case. 
The second order cross cumulant sequence is given by 
00 
cum{Y(t), X(t- v?} = L g1(7) cum{X(t- 7), X(t- v) 2} 
r=-oo 
00 
+ L 9z(7) cum{X(t- 7)2,X(t- v) 2}, 
r=-oo 
i.e., 
00 00 
cyx2(t, v) = L 9I(7)cxx2(t- 7, v- 7) + L gz(7)Cx2x2(t- 7, v- 7). 
r=-oo r=-oo 
Fourier transforming the above equation with respect to t and v leads to the second 
frequency domain equation 
(5.13) 
In order to obtain mean-square optimal solutions for G1 (w) and G2 (w), (5.11) and (5.13) 
need to be simultaneously solved in the frequency domain. After some manipulations, 
3 Following Hinich (1994), cumulant spectrum is taken to correspond to the Fourier transform of time-
varying polyspectra. 
4Note that Cx2x(>.,w) = J::" Cxxx(>.,v,w)dv. 
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closed form expressions can be obtained, 
Cxzx2(>.,w)Cyx(>.,w)- Cx2x(>.,w)Cyx2(>.,w) 
Cxx(>., w) Cx2x2 (>., w) - Cxx2 (>., w )Cx2x(>., w)' 
Cxx(>.,w)Cyx2(>.,w)- Cxx2(>.,w)Cyx(>.,w) 
Cxx(A, w)Cx2xz (>., w)- Cxx2 (>., w)Cx2x(>., w) · 
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(5.14) 
Thus explicit expressions can be found for a time-invariant quadratic Hammerstein series 
driven by a non-stationary non-Gaussian process in terms of integrated cumulant spectra. 
Although the result in (5.14) can be expressed in terms of (conventional) cumulant spectra, 
it is far more convenient to use the integrated cumulant spectra for representing the 
solution. It is also interesting to note that, although an explicit solution can be determined 
for the time-invariant Hammerstein series in the non-stationary non-Gaussian input case, 
closed form expressions cannot be found for a time-invariant quadratic Volterra series 
even when the input is a non-stationary Gaussian process (see Appendix F). 
5.2.2 The quadratic coherence function 
The time-invariant quadratic coherence function derived in Chapter 3 proved to be useful 
for model validation and for analysing the nonlinear behaviour of the system in the sta-
tionary input case. This concept now needs to be generalised to deal with non-stationary 
input-output signals. 
The quadratic coherence function of a time-invariant system is also time-invariant, 
even though the input and output signals are non-stationary. This is because the notion 
of coherency relates to system characteristics, as opposed to signal characteristics. It 
is possible to obtain an explicit expression for the quadratic coherence function of a 
time-invariant quadratic Hammerstein series, even when the input is a non-stationary 
non-Gaussian process. 
Coherence function derivation 
The derivation of the time-invariant quadratic coherence function is again based on the 
system coherency concept (e.g., see Section 3.2.2). Since the solutions for the Hammerstein 
transfer functions were obtained in terms of hi-frequency cumulant spectra, the initial 
steps of the derivation are also in terms of cumulant spectra. 
The output cumulant spectrum of the time-invariant quadratic model is given by 
Cyy(>.,w) = Gl(>.+w)GI(w)*Cxx(>.,w) + 
2 ~ {G1 (>. + w)G2(w)*Cxx2 (>., w)} + G2(>. + w)G2(w)Cxzx2(>., w) + CNN(w), 
(5.15) 
for all ,\ E JR. An expression for the quadratic coherence function can be found by 
substituting the solutions for G1 (w) and G2 (w) into (5.15). Note, however, that there 
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exists redundancy in the solutions for G1(w) and G2(w) in (5.14), i.e., G1(w) can be 
expressed as 
Cx2x2(w- >.,>.)Cyx(w- >.,>.)- Cx2x(w- >.,>.)Cyx2(w- >.,>.) 
Cxx(w- >., >.)Cx2x2(w- >., >.)- Cxx2(w- >., >.)Cx2x(w- >., >.)' 
and similarly for G2 (w) which holds for any). E JR. This redundancy can be exploited to 
develop a simplified coherence function without loss of generality to the solution. Letting 
). = 0 for convenience subsequently leads to simplified solutions for the Hammerstein 
transfer functions ( cf. (5.14)) 
Cx2x2(0,w)Cyx(O,w)- Cx2x(O,w)Cyx2(0,w) 
Cxx(O,w)Cx2x2(0,w)- Cxx2(0,w)Cx2x(O,w)' 
G
2
(w) = Cxx(O,w)Cyx2(0,w)- Cxx2(0,w)Cyx(O,w) (5.16) Cxx(O,w)Cx2x2(0,w)- Cxx2(0,w)Cx2x(O,w)' 
and output cumulant spectral density ( cf. (5.15)) 
Cyy(O, w) = IGI(w)!2Cxx(O, w) + 
2~{G1(w)G2(w)*Cxx2(0,w)} + !G2(w)!2Cx2x2(0,w) + CNN(w). (5.17) 
Substituting the solutions in (5.16) into (5.17) leads to the definition of the time-invariant 
quadratic coherence function, 
!Cyx(O,w)l2 Cx2x2(0,w)- 2~{Cyx(O,w) 
Q(w) b. x Cyx2(0,w)*Cxx2(0,w)} + !Cyx2(0,w)f Cxx(O,w) (5.18) 
Thus a closed form expression for the time-invariant quadratic coherence function can 
be obtained when the input is a non-stationary non-Gaussian process, provided that the 
denominator is non-zero at the frequencies of interest. Although the right-hand side of 
(5.18) is strictly a two dimensional function, the formulation of the coherence function 
can be expressed as a one dimensional function of w because of the time-invariance of the 
system. From the cross spectral density inequality, i.e., 
the quadratic coherence function in (5.18) is bounded by 0::; Q(w) ::; 1 and thus provides 
a simple and meaningful measure for model validation. 
5.2.3 Special cases 
This section shows how the solutions for the time-invariant Hammerstein series and quad-
ratic coherence function revert to simplified forms when special signal and system struc-
tures are specified. As will be seen, the results represent generalisations of familiar linear 
and time-invariant formulations. 
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Stationary non-Gaussian excitation 
In the case where the input is a stationary but non-Gaussian process, the integrated 
cumulant spectra are no longer time-dependent and thus revert to (time-invariant) inte-
grated polyspectra. Consequently, the solution for the time-varying Hammerstein transfer 
functions in (5.14) simplify to become (cf. (3.14)) 
G
1
(w) = Cx2x2(w)Cyx(w)- Cx2x(w)Cyx2(w) 
Cxx(w)Cx2x2(w)- Cxx2(w)Cx2x(w)' 
G
2
(w) = Cxx(w)Cyx2(w)- Cxx2(w)Cyx(w) 
Cxx(w)Cx2x2(w) Cxx2(w)Cx2x(w) · 
The time-invariant quadratic coherence function in (5.18) also simplifies to become 
ICyx(w)I2 Cx2x2(w)- 2lR{Cyx(w) 
Q(w) = x Cyx2(w)*Cxx2(w)} + ICyx2(w)l 2 Cxx(w) 
Cyy(w) (Cxx(w)Cx2x2(w)- Cx2x(w)Cxx2(w))' 
as in (3.18) for the stationary non-Gaussian case. 
Stationary Gaussian excitation 
When X(t) is a stationary Gaussian input, the results greatly simplify due to the prop-
erties of Gaussian random processes and cumulants. The solutions for the Hammerstein 
transfer functions and quadratic coherence function in this case are shown in Section 3.3.1. 
Linear system 
In the case where the system is linear and time-invariant, the solution for the first order 
time-varying Hammerstein transfer function reduces to 
G ( ' ) = Cyx(A,w) 1 /\+w Cxx(-X,w)' 
This result concurs with that of Al-Shoshan & Chaparro (1994). The time-varying coher-
ence function simplifies to become 
Q( ) = 1Cyx(O,w)l2 
w - Cxx(O,w)Cyy(O,w)' 
with the setting of A= 0 as in (5.18). 
5.3 The time-varying Hammerstein series 
This section considers the identification of the time-varying Hammerstein series when the 
input is a non-Gaussian process. The cases where the system is excited by a stationary 
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non-Gaussian process, and a non-stationary non-Gaussian process are considered in turn. 
As will be seen, additional considerations are required in the non-stationary case in or-
der to obtain approximate closed form solutions. The results represent computationally 
efficient solutions for the time-varying nonlinear system identification problem. 
5.3.1 Solution for stationary non-Gaussian excitation 
Consider a quadratically nonlinear version of the time-varying Hammerstein series in (5.3), 
1.e., 
00 00 
Y(t) = L g1(t, 7)X(t- 7) + L g2(t, 7)X(t- 7)2 + N(t), (5.19) 
T=-oo T=-00 
where X(t) is a stationary but non-Gaussian process, and g1 (t, 7) and g2(t, 7) are the first 
and second order time-varying Hammerstein kernels. N(t) is a zero-mean noise process 
representing observation noise and model error, and it is assumed that X(t) and N(t) 
are independent for all t. Since the system in (5.19) is time-varying, Y(t) is generally 
non-stationary. A schematic of the time-varying quadratic system is shown in Figure 
5.3. 
X(t) Y(t) 
N(t) 
Figure 5.3: Schematic of the quadratically nonlinear time-varying Hammerstein series. 
Derivation of optimal solution 
A minimum-mean square metric for the time-varying model in (5.19) leads to two equa-
tions in h1(t,7) and h2(t,7). The first equation in terms of time-varying cumulant se-
quence slices is given by 
00 
cum{Y(t), X(t- v)} L 9I(t, 7) cum{X(t- 7), X(t- v)} 
T=-oo 
00 
+ L g2(t, 7) cum{X(t- 7)2, X(t- v)}, 
T=-oo 
for v E Z, which leads to 
00 00 
cyx(t,v) = L 9I(t,7)cxx(v -7) + L 92(t,7)Cx2x(v -7). (5.20) 
T=-oo T=-oo 
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Fourier transforming (5.20) with respect to v leads to the first frequency domain equation 
in terms of time-varying integrated polyspectra, 
00 00 
Cyx(t, w) = L L 9I(t, r)cxx(v- r)e-jwv 
v=-ooT=-oo 
00 00 
+2::: L 92(t, r)cx2x(v- r)e-jwv 
v=-ooT=-oo 
00 00 L 9I(t, r)Cxx(w)e-jwT + L 92(t, r)Cx2x(w)e-jwT 
T=-oo T=-oo 
(5.21) 
where G1(t,w) and G2(t,w) are the first and second order time-varying Hammerstein 
transfer functions. 
The second time domain equation is given by 
00 
cum{Y(t), X(t- v)2} = L g1 (t, r) cum{X(t r), X(t- v) 2} 
T=-oo 
00 
+ L 92(t,r) cum{X(t-r)2,X(t-v)2} 
T=-oo 
00 00 
cyx2(t,v) = L 91(t,r)cxx2(v-r)+ L 92(t,r)cx2x2(v-r). 
T=-oo 
Fourier transforming the above equation with respect to v leads to 
Cy·x2(t,w) = G1(t,w)Cxx2(w) + G2(t,w)Cx2x2(w). (5.22) 
To obtain closed form solutions for G1(t,w) and G2(t,w), (5.21) and (5.22) need to be 
simultaneously solved. After some manipulations, this yields 
Cx2x2(w)Cyx(t,w)- Cx2x(w)Cyx2(t,w) 
Cxx(w)Cx2x2(w) Cxx2(w)Cx2x(w) 
Cxx(w)Cyx2(t,w)- Cxx2(w)Cyx(t,w) 
G2(t,w) = Cxx(w)Cx2x2(w)- Cxx2(w)Cx2x(w) ' (5.23) 
and thus closed form expressions for the first and second order time-varying Hammerstein 
kernels can be found in the case where the excitation is a stationary non-Gaussian process. 
5.3.2 The time-varying nonlinear coherence function 
Coherence functions have been previously defined for time-invariant linear systems (BEN-
DAT & PIERSOL 1986, CADZOW & SOLOMON 1987), time-invariant nonlinear systems (TICK 
1961, MARMARELIS 1988, KIM & POWERS 1988, ZOUBIR 1992), and time-varying linear 
systems (YOUN ET AL. 1983, KONG & THAKOR 1993, GERR & ALLEN 1994). No attempt, 
however, has been made to develop a joint time-varying nonlinear coherence function for 
the time-varying Hammerstein series. Time-varying nonlinear coherence functions natu-
rally arise when considering time-varying nonlinear systems, and fulfil an important model 
validation role as in the time-invariant case. 
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Definition 
Let the time-varying quadratic coherence function, Q( t, w), be defined as the ratio of the 
time-varying spectral density of the model output to the time-varying spectral density of 
the observed output, i.e., 
Q( ) ~ 0yy(t, w)- CNN(t, w) t,w 0 ( ) , yy t,w (5.24) 
where Cyy(t,w) and CNN(t,w) are the time-varying output and noise spectral densities, 
respectively. Equation (5.24) represents a time-varying version of the quadratic coherence 
function defined in Section 3.2.2 which was used in the stationary case. It is necessary 
that the time-varying quadratic coherence function is real and non-negative in order for 
it to possess a strict physical interpretation. Given that Cyy(t,w) and CNN(t,w) are 
real and non-negative for all t and w, the time-varying quadratic coherence function is 
bounded by 0 :::; Q(t, w) :::; 1, Vt, w. The time-varying quadratic coherence function thus 
provides a bounded measure which indicates how well the time-varying quadratic model 
characterises the system over time. In this sense, the time-varying coherence function can 
be thought of as a sequence of time-invariant quadratic coherence functions, each indexed 
by an independent (time) parameter t. 
The time-varying output spectral density of the time-varying quadratic Hammerstein 
series in (5.19) is given by 
0yy(t,w) = IGI(t,w)I2Cxx(w) + 
2 3r {G1(t, w)G2(t, w)*Cxx2 (w)} + IG2(t, w) I2Cx2x2(w) + CNN(w). 
Substituting the solutions for G1(t,w) and G2 (t,w) into (5.25) leads to 
ICyx(t,w)I2Cx2x2(w)- 23'i{Cyx(t,w) 
X Cyx2(t,w)*Cxx2(w)} + l0yx2(t,w)l2 Cxx(w) 
Q(t,w) = Cyy(w) (Cxx(w)Cx2x2(w)- Cx2x(w)Cxx2(w)) 
(5.25) 
(5.26) 
which represents a closed form expression for the time-varying quadratic coherence func-
tion of a time-varying quadratic Hammerstein series. The importance of this result is 
that it remains valid even when the input is a stationary non-Gaussian process. The 
time-varying nonlinear coherence function in (5.26) represents a generalisation of the re-
sults in White & Boashash (1990). 
5.3.3 Solution for non-stationary non-Gaussian excitation 
Consider now the general case where the input signal is a non-stationary, non-Gaussian 
process driving a time-varying quadratic Hammerstein series. Formulating the first and 
second order time-varying cross cumulant sequences in a similar manner to previous sce-
narios yields 
00 00 
cyx(t, v) = L 91 (t, 7)cxx(t- 7, v- 7) + L g2(t, 7)Cx2x(t- 7, v- 7) (5.27) 
T=-oo T=-oo 
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and 
00 00 
Cyx2(t, v) = L g1(t, T)cxx2(t- T, v- T) + L g2(t, T)cx2x2(t- T, v- T), (5.28) 
T=-oo T=-oo 
for v E Z. A close examination of (5.27) and (5.28) reveals that, in general, closed 
form expressions cannot be obtained for the time-varying Hammerstein kernels when the 
input is a non-stationary process. This is because of the time-dependent convolutional 
interaction between the time-varying cumulant sequences and Hammerstein kernels, which 
do not separate when (5.27) and (5.28) are Fourier transformed with respect tot and/or 
v. This problem occurs even in the time-varying linear case. 
Approximate solutions 
Approximate closed form expressions, however, can be determined by imposing additional 
constraints on the dynamic variation of the kernels and the non-stationarity of the input 
signal. The specific assumptions are: 
1. The system memory is relatively short with respect to the temporal variation of 
the cumulant sequences of X(t), i.e., gn(t, T), n E z+, falls away rapidly in ITI with 
respect tot in Cxuxv(t,v), u,v E z+, and 
2. X(t) is a weakly non-stationary process, i.e., the temporal variation of the cumulant 
sequences is bounded such that 
cxx ... x(t, T1, T2, ... , Tn-1) ~ cxx ... x(t + lvl, Tt, T2, ... , Tn-1) 
is a good approximation for small v. 
Application of the above assumptions leads to the respective approximations for (5.27) 
and (5.28) 
00 00 
cyx(t, v) ~ :L g1(t, T)cxx(t, v- T) + :L g2(t, T)cx2x(t, v T), 
T=-oo T=-oo 
(5.29) 
and 
00 00 
cyx2(t, v) rv :L g1(t,T)cxx2(t,v- T) + :L g2(t,T)cx2x2(t,v- T). rv 
T=-oo T=-00 
(5.30) 
Fourier transforming (5.29) and (5.30) with respect to v leads to an approximate solution 
for the time-varying Hammerstein transfer functions 
Cx2x2(t,w)Cyx(t,w)- Cx2x(t,w)Cyx2(t,w) 
~ Cxx(t,w)Cx2x2(t,w)- Cxx2(t,w)Cx2x(t,w)' 
'""' Cxx(t,w)Cyx2(t,w)- Cxx2(t,w)Cyx(t,w) 
'""' Cxx(t,w)Cx2x2(t,w)- Cxx2(t,w)Cx2x(t,w). (5.31) 
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It is interesting to note that the time-varying quadratic coherence assumes a form which 
is similar to the time-varying coherence function in (5.26). 
5.3.4 Approximate time-varying nonlinear coherence function 
Given the approximations on the input process and the time-varying Hammerstein ker-
nels previously elucidated, it is possible to derive an approximate time-varying quadratic 
coherence function. Following a similar argument as in Section 5.3.2, the approximate 
coherence function is of the form 
ICyx(t,w)I 2 Cx2xz(t,w)- 2~{Cyx(t,w) 
( ) x Cyxz(t,w)*Cxx2(t,w)}+ ICyx2(t,w)I 2 Cxx(t,w) 
Q t,w ~ Cyy(t,w) (Cxx(t,w)Cxzx2(t,w)- Cx2x(t,w)Cxx2(t,w)) · (5.32) 
Although the above time-varying coherence function represents an approximate solution, 
it still provides specific advantages over coherence functions based on the evolutionary (or 
semi-stationary) spectral framework (PRIESTLEY & TONG 1973, PRIESTLEY 1988, AMIN 
& FENG 1988). This is because coherence functions based on evolutionary spectra are 
implicitly time-invariant, even if the system is time-varying. As a consequence it is not 
possible to evaluate how the coherence function varies over time. The result in (5.32) 
avoids this problem, and provides a simple and computationally efficient solution. 
5.3.5 Special cases 
This section shows how the solutions for the time-varying Hammerstein series simplify 
when specific signal and system structures are imposed. The time-invariant scenario is 
discussed in Section 5.2.3. 
Stationary non-Gaussian excitation 
In the case where the input is a stationary but non-Gaussian process, the integrated 
polyspectra of the input become time-invariant. Consequently, (5.27) and (5.28) can be 
explicitly solved in the frequency domain. The approximate solution for the time-varying 
Hammerstein transfer functions in (5.31) thus become exact as in (5.23), i.e., 
Cx2x2(w)Cyx(t,w)- Cxzx(w)Cyxz(t,w) 
Cxx(w)Cx2x2(w)- Cxx2(w)Cx2x(w) 
Cxx(w)Cyx2(t,w)- Cxx2(w)Cyx(t,w) 
Cxx(w)Cx2x2(w)- Cxx2(w)Cx2x(w) · 
The time-varying quadratic coherence function in (5.32) is equal to the closed form ex-
pression in (5.26). 
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Stationary Gaussian excitation 
As was seen in Section 3.2 for the time-invariant case, the general results greatly simplify 
when the input is a stationary Gaussian process. The solutions for the first and second 
order time-varying Hammerstein transfer functions in (5.23) and (5.31) both reduce to 
equal 
Cyx(t,w) 
Cxx(w) 
Cyx2(t,w) 
G2 (t, w) = 2 Cxx(w)Cxx(w) · 
The time-varying quadratic coherence functions in (5.26) and (5.32) become 
Q( ) JCyx(t,w)J
2 JCyx2(t,w)J 2 
t,w = + , Cxx(w)Cyy(t,w) Cx2x2(w)Cyy(t,w) 
which represents a time-varying version of the result in (3.19). 
Time-varying linear system 
In the case where a time-varying linear system is involved and the input is a non-stationary 
process, the approximate solution for the first order time-varying Hammerstein transfer 
function is given by 
G( ) r'VCyx(t,w) 1 t, w r-v c ( ) . 
XX t,w 
Equality holds in the above equation when the input is stationary. The corresponding 
time-varying coherence function in (5.32) also simplifies to become 
Q( ) r-v JCyx(t,w)J
2 
t, w r-v ( ) ( ) ' Cxx t,w Cyy t,w 
which also is exact as in (5.26) when the excitation is a stationary process (cf. White & 
Boashash ( 1990)). 
5.4 Estimation 
The solutions for the time-invariant and time-varying Hammerstein kernels have been 
formulated in terms of time-varying integrated polyspectra. The estimation of time-
invariant integrated polyspectra has been described previously (see Section 3.2.3), and 
thus special attention is given to the time-varying case. 
The estimation scheme adopted here requires multiple independent records of the input 
and output signals. Clearly it is necessary to assume that the non-stationary nature of 
the input-output signals and/or time-variation of the system is the same from record to 
record. 
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Let X(t, m) and Y(t, m), m = 1, 2, ... , M, t = 0, 1, ... , N- 1, respectively denote 
the mth record of the input and output signals. It is assumed that the input and output 
records are zero mean in the ensemble sense, i.e., X(t, m)- cx(t) and Y(t, m)- cy(t) are 
used, where cx(t) and cy(t) are the respective sample means of X(t) and Y(t), e.g., 
1 M 
cx(t) = M L X(t, m). 
m=l 
Second order spectra 
The relationship between the second order time-varying cumulant sequence of X(t) and 
second order time-varying moment sequence is 
cxx(t,7)- E{(X(t)- cx(t)) (X(t- 7)- cx(t- 7))}, 
where cx(t) = E{X(t)}. Let the estimator of the time-varying second order spectral 
density be given by 
Cxx(t, wk) = 2 L h(7) cxx(t, 7)e-j2wkT 
ITI<W 
(5.33) 
for wk = 21rkjW, k = -W/2, ... , W/2- 1, k =1- 0, and h(7) is a smooth, normalised 
window defined for 0 < 171 :S W < N/2. The estimator for cxx(t, 7) is given by 
1 M 
cxx(t, 7) = M L X(t, m)X(t- 7, m), 
m=l 
(5.34) 
which is consistent as M -+ oo with variance of order O(M-1), and thus (5.33) is also 
consistent (GIANNAKIS & DANDAWANTE 1989). An estimate of Cxx(Ak,wk) is found by 
Fourier transforming Cxx(t, w) with respect to t, t = 0, 1, ... , N- 1. Estimates of 
Cyx(t,w), Cyx(-A,w), Cyy(t,w), and Cyy(.A,w) are found in a similar manner to the 
above. Smoothing of the resulting estimates may also be applied given that the time-
varying polyspectrum and integrated cumulant spectra have regularity properties (NIKIAS 
& PETROPULU 1993, BRILLINGER 1981). 
Third order polyspectra 
The third order time-varying cross cumulant sequence can be expressed in terms of the 
third order time-varying moment sequence as 
cx2x(t,7) c,. cum{X(t)2,X(t-7)} 
E{(Z(t)- cz(t)) (X(t- 7)- cx(t- 7))}, (5.35) 
where Z(t) = (X(t) - cx(t)) 2 for convenience. This can be interpreted as a form of 
time-varying "cross" cumulant sequence between Z(t) and X(t). Following (5.33), the 
estimator of the third order time-varying integrated polyspectra is given by 
Cx2x(t, wk) = 2 L h(7) cx2x(t, 7)e-j2wkT (5.36) 
ITI<W 
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with 
cxzx(t, T) = ~ :E (X(t, m) 2 - cx2(t)) X(t- T, m) 
m=l 
since X ( t, m) is zero mean. The function h( T) is again a smooth, normalised window 
defined for 0 < T ::; W ::; N /2. The estimator in (5.36) is consistent as M --+ oo. An 
estimate of Cxzx(-A,w) is found by transforming Cxzx(t,w) with respect tot. Estimates 
of Cxxz(t,w), Cxxz(.A,w), Cyxz(t,w), and Cyxz(.A,w) are obtained in a similar manner 
to the third order case described. 
Fourth order spectra 
The fourth order time-varying cumulant sequence slice can be expressed in terms of fourth 
order moment sequences as 
cum {X(t)X(t), X(t- T)X(t- T)} 
E{(X(t)- cx(t))2 (X(t- T) cx(t T))2} 
-cxz(t) · Cxz(t- T). 
The fourth order time-varying integrated polyspectrum, C xz xz ( t, w), is estimated using a 
similar approach as in the second and third order cases above using the above cumulant-
moment relationship. An estimate of Cxzxz (-A, w) is subsequently obtained from the 
estimator of C xz xz ( t, w). 
The time-varying integrated polyspectra and integrated cumulant spectra are subse-
quently substituted for the ideal integrated polyspectra and integrated cumulant spectra 
to provide estimates of the Hammerstein transfer functions and the quadratic coherence 
functions. 
Interpretability considerations 
Some of the time-varying polyspectral quantities used in the derivation of the solutions 
in this chapter may not possess a strict physical interpretation in the sense of a power 
density. In fact, negativity is frequently observed in time-varying polyspectra (MELARD & 
ScHUTTER 1989). The negativity issue can result in interpretability difficulties for certain 
signal processing problems, particularly with ad hoc time-frequency signal analysis (RAo 
1978, PRIESTLEY 1988, FRAZER & BOASHASH 1993, BOASHASH & RISTIC 1995). 
However this is not a problem in the context of time-varying nonlinear system iden-
tification since these functions, given the model, naturally arise from the application of 
the mean-square optimality criterion. Whether the time-varying spectra possess physical 
interpretations is secondary to the goal of obtaining minimum mean-square solutions for 
the Hammerstein transfer functions. If physical interpretability is an issue of concern in 
a given identification scenario, then specific constraints can be imposed on the dynamic 
and temporal variability of the system and cumulant sequences so that the time-varying 
spectral quantities have physical (i.e., positive) power and energy representations (e.g., 
see Jones & Boashash (1992)). 
5.5 Simulations 109 
5.5 Simulations 
This section demonstrates the nonlinear identification procedures developed in Sections 
5.2 and 5.3. First, a quadratically nonlinear time-invariant nonlinear system driven by 
a non-stationary non-Gaussian input is considered. A time-varying nonlinear system ex-
cited by a stationary non-Gaussian input is subsequently considered. Examples of the 
time-invariant nonlinear system identification in the stationary non-Gaussian case were 
presented in Section 3.4. All systems considered here are representable by the Hammer-
stein series for simplicity. Other cases of interest are shown in Ralston et al. (1995a). 
5.5.1 The time-invariant case 
Consider the identification of a time-invariant quadratic Hammerstein system as in (5.6), 
driven by a non-stationary process. A simple form of non-stationarity was generated by 
modulating a zero-mean, stationary Gamma distributed random process with parameters 
a = 2 and (3 = 3 with a mean-shifted Hamming filter of the same temporal support. It 
is assumed that N(t) is a stationary, white Gaussian noise process such that the SNR is 
15 dB. The true first and second order time-invariant Hammerstein transfer functions for 
the model are shown in Figure 5.4. 
Gz(w) 
Figure 5.4: True linear and quadratic time-invariant Hammerstein transfer functions. 
Estimation 
A total of 400 records of length 256 were used to estimate the linear and quadratic time-
invariant Hammerstein transfer functions and the quadratic coherence function. The 
estimates of the linear and quadratic time-invariant Hammerstein transfer functions are 
shown in Figure 5.5. The estimated Hammerstein transfer functions are in close agreement 
with the true transfer functions. The quadratic coherence is shown in Figure 5.6, and 
indicates the general goodness of fit of the model over the spectra of most interest. This 
would intuitively be the case since the Hammerstein series was used to generate the 
input-output data. Note that the maximum value of the coherence function is not unity 
because of the additive noise component. A simple regularisation procedure was used to 
avoid numerical problems due to division operations required in the solution. 
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I 
Figure 5.5: Estimates of the (a) linear and (b) quadratic time-invariant Hammerstein transfer 
functions. 
Quadratic coherence function 
Figure 5.6: Estimate of the time-invariant quadratic coherence function. 
5.5.2 The time-varying case 
Consider the identification of a time-varying quadratically nonlinear Hammerstein series 
driven by a zero-mean, stationary, non-Gaussian process as in (5.19). Here, the input is 
a stationary, zero-mean, white, uniformly distributed process. It is assumed that N(t) is 
a stationary, white, Gaussian noise process such that the SNR is 15 dB. For the purposes 
of demonstrating the identification technique, let the first and second order time-varying 
Hammerstein transfer functions be given by 
g1(t,T) = exp(-0.1t) · h(T) 
and 
g2(t, T) = exp( -0.003 (t- 10)2 ) • h(T), 
respectively, where h( T) is a finite impulse response bandpass filter with a passband 
defined over [0.47r, 0.61r). The Hammerstein transfer functions are defined over t = 
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0, 1, ... , 250. The time-frequency representations of the first and second order time-
varying Hammerstein transfer functions are shown in Figure 5.7. 
Estimation 
A total of 500 independent input-output records of length 256 each were used to estimate 
the time-varying integrated polyspectra. A rectangular window of length 32 in the time 
and lag domain was used to reduce bias caused by implicit windowing effects due to the 
finite length of the input-output data. A 3-point smoothing window was also applied 
along the frequency axis to the resulting transfer function estimates. 
0.8 
240 Frequency 
Time Time 
Frequency 
(a) G1 (t,w) 
Figure 5.7: True (a) linear and (b) quadratic time-varying Hammerstein transfer functions. 
Results 
Figure 5.8 shows estimates of the first and second order time-varying Hammerstein trans-
fer functions, which appear to be in close agreement with the true kernels. This observa-
tion is validated by the time-varying coherence function, shown in Figure 5.9. Unlike the 
nonlinear coherence functions previously considered, this coherence function shows vari-
ation over time. The maximum value of the estimated time-varying coherence function is 
not equal to unity because noise was added to the output in the simulation. Note that as 
time evolves, the amplitude of the time-varying coherence function becomes increasingly 
less in sympathy with the decreasing amplitude behaviour of the time-varying Hammer-
stein kernels (as in Figure 5.8). A simple regularisation procedure was also applied when 
computing the time-varying quadratic coherence function estimate. This was necessary 
since some values of the time-varying output spectral density function were close to zero, 
particularly in the range t 200, 201, ... , 250. 
The Hammerstein transfer functions and quadratic coherence function are single fre-
quency functions, and thus are far easier to visualise and interpret than multi dimensional 
time-varying functions (e.g., as in the time-varying Volterra series). In addition, the solu-
tions are valid in the non-Gaussian case and represent a computationally efficient approach 
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for the time-varying nonlinear system identification problem. 
Frequency 240 Frequency 
Time Time 
Figure 5.8: Estimates of the (a) linear and (b) quadratic time-varying Hammerstein transfer 
functions. 
240 Frequency 
Time 
Q(t,w) 
Figure 5.9: Estimate of the time-varying quadratic coherence function. 
5. 6 Application 
The following section applies the time-varying nonlinear system identification technique 
to a biomedical prediction scenario using real data. A time-varying nonlinear model is 
seen to provide a more accurate system characterisation than a time-varying linear model. 
Background 
In many biomedical problems it is often necessary to infer one physiological measurement 
from another. This is because some measurements are more difficult, invasive, or expensive 
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to transduce (DEUTSCH & DEUTSCH 1993). Figure 5.10 shows a typical "snapshot" of the 
left aortic pressure and left ventricular pressure of an anaesthetised canine5 . The data 
was measured at a sampling rate of 1000 Hz. A model of the underlying characteristics 
of the heart can be used to infer the aortic pressure from the ventricular pressure, which 
is in some cases easier to measure. 
Clearly the input-output signals show time-varying characteristics, and thus the iden-
tification technique must be able to cater for non-stationary signals. Here time-varying 
system identification techniques can be used to model the relationship between these two 
signals and provide a mechanism for physiological prediction. 
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Figure 5.10: Snapshots of the (a) left aortic pressure and (b) left ventricular pressure from an 
anaesthetised canine. 
The identification process 
Previously, a time-invariant quadratically nonlinear model was used to characterise this 
system (LEE 1995). However, the performance was not considered satisfactory. A neural 
network architecture was subsequently proposed, which led to an improved characterisa-
tion of the system. However, the approach had large computational requirements, and the 
solution could not be physically interpreted in terms of conventional polynomial models. 
An alternative approach is now considered based on the time-varying Hammerstein series. 
Let the left aortic pressure and left ventricular pressure represent the system input and 
output signals respectively. The data was segmented to provide multiple records. A total 
5 The author kindly acknowledges the Signal Processing Information Base (SPIB) public access 
database for the canine data. 
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of 500 input-output pressure records was used to estimate the time-varying integrated 
polyspectra using the approach described in Section 5.4. A rectangular window of length 
16 in the time and lag domain was used to reduce bias caused by implicit windowing 
effects due to the finite length of the input-output data. A 3-point smoothing window 
was also applied along the frequency axis to the resulting transfer function estimates. A 
quadratically nonlinear time-varying Hammerstein series was used as the system model, 
under the premise that the assumptions outlined in Section 5.3.3 were realistic. The time-
varying spectra of the left aortic pressure and left ventricular pressure shown in Figure 
5.11 support this notion. 
(a) Aortic pressure (b) Ventricular pressure 
Figure 5.11: Estimates of the time-varying spectrums of the (a) left aortic pressure and (b) 
left ventricular pressure. 
Results 
Estimates of the time-varying nonlinear Hammerstein series are shown in Figure 5.12. 
The time-varying quadratic coherence function is shown in Figure 5.13. Note how the 
time-varying coherence function qualitatively reveals the evolution of the modelling per-
formance. The closeness of the quadratic coherence function at dominant time-frequency 
regions indicates the overall goodness of fit of the time-varying quadratic model. Special 
care was needed when forming estimates because of the small values in the time-frequency 
plane causing numerical problems, and thus regularisation was again applied. 
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Frequency 0.5 200 Time 
(a) Time-varying linear transfer function (b) Time-varying quadratic transfer function 
Figure 5.12: Estimate of the (a) time-varying linear and (b) time-varying quadratic transfer 
functions. 
Frequency 0.5 200 Time 
Figure 5.13: Estimate of the time-varying quadratic coherence function. 
Time domain predictions 
The estimated time-varying Hammerstein series was then used for time domain prediction 
on data that was not previously utilised in estimation. A total of 200 new input-output 
records was used. Figure 5.14 shows the NMSE for the time-varying linear and time-
varying nonlinear models. Although the time-varying linear model performs well, the 
quadratic model is seen to provide additional improvement with only a small increase in 
computational cost. 
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Figure 5.14: Comparison of normalised mean-square prediction error for the time-varying linear 
(solid line) and quadratic (dashed line) models. 
Note also the variation in NMSE over realisation number in Figure 5.14. This variation 
is most likely to correspond to additional longer term time-variation that was not present 
in the input-output data used in estimation. This highlights an important aspect of 
time-varying system identification in that the results are generally specific to a given 
temporal range. Thus it is not in general possible to impose the results over a long 
temporal support unless additional assumptions can be made, such as periodic variation 
or repeating conditions (RALSTON ET AL. 1995b). 
The frequency domain approach is particularly useful here as the dynamic variation 
is relatively slow and of large support. Consequently, a time domain solution may have 
necessitated the use of more coefficients in modelling the dynamic variation of the system. 
This would subsequently lead to an (unnecessary) increase in computational requirements. 
5.7 Conclusions 
This chapter presented new solutions for the time-varying nonlinear system identifica-
tion problem. Closed form solutions were obtained using the Hammerstein series in both 
the stationary and non-stationary non-Gaussian cases. Approximate closed form solu-
tions were found in the time-varying case by assuming that the excitation was a weakly 
non-stationary process. Time-varying nonlinear coherence functions were also derived in 
a closed form manner. The coherence functions provide a robust way to validate and 
interpret the results in a practical identification experiment. The solutions for the Ham-
merstein series and coherence functions were elegantly expressed in terms of time-varying 
integrated polyspectra and integrated cumulant spectra. The frequency domain approach 
thus proved useful for obtaining computationally efficient identification techniques in the 
time-varying case. 
The time-varying Hammerstein series represents a practical compromise between mod-
elling and computational complexity. Many of the tractability, modelling, and computa-
tional complications associated with existing time-varying nonlinear system identification 
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techniques were overcome through the use of the time-varying Hammerstein series. The 
usefulness of the approach was demonstrated using simulated and real identification ex-
periments. 
Chapter 6 
Time Domain Time-Varying Nonlinear 
System Identification 
Time is nature's way of keeping everything from 
happening at once. 
Anonymous 
T HIS chapter continues the investigation into the time-varying nonlinear system identification problem using a time domain approach. Two new time-varying nonlinear system identification procedures are developed in response to different 
identification scenarios. The first technique utilises multiple observations of the input-
output signals to obtain solutions for the time-varying Hammerstein kernels. The second 
technique uses basis sequences to approximate the temporal variation of the time-varying 
Hammerstein series, and only requires a single input-output record. Examples of the 
identification techniques are presented using simulated and real data. 
6.1 Introduction 
While time-invariant nonlinear formulations prove useful for a range of identification prob-
lems, there exist practical situations where the use of time-varying nonlinear models is 
clearly more appropriate. In such cases, the application of time-invariant models may no 
longer represent an adequate system parameterisation. As was indicated in Chapter 5, 
virtually all real-life systems inevitably show temporal variation and nonlinear behaviour. 
Thus the need to consider time-varying nonlinear models may be unavoidable (HAYKIN 
1996). 
This chapter develops time domain methods for time-varying nonlinear system iden-
tification using the Hammerstein series. The analytical, parameterisation, and computa-
tional benefits associated with the use of the Hammerstein series have been elucidated 
previously. Time domain identification approaches sometimes represent a more judicious 
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modelling framework than frequency domain approaches. For example, specific signal and 
system features may be more readily observable in the time domain as opposed to the 
frequency domain. Time domain approaches can also lead to very parsimonious solutions 
if the system has a relatively short dynamic (memory) length. 
6.2 The time-varying Hammerstein series 
This section presents the first of two time domain identification procedures for the time-
varying Hammerstein series. As will be seen, arbitrary temporal system variation can be 
characterised using this approach. 
Hammerstein series of finite support 
Previously, frequency domain approaches have been used to formulate solutions for the 
Hammerstein series. By using a frequency domain approach, it is theoretically possible 
to have "infinite" system memory (i.e., lags), since the system's dynamics are represented 
as a continuous function of frequency. In practice, however, the frequency domain is 
subsequently discretised and a finite number of coefficients used to characterise system 
memory. The time-domain approach necessitates that the time-varying Hammerstein 
series is of finite temporal and lag support (cf. (5.3)), i.e., 
N M 
Y(t) = :L :L 9n(t, r)X(t- r)n (6.1) 
n=l T=-M 
for t = 0, 1, ... , T- 1, for M, T < oo, where X(t) and Y(t) are the observed (non-
stationary) input and output signals, and 9n(t, r), n = 1, 2, ... , N are the time-varying 
Hammerstein kernels of finite support. If the order of the system depends on time, then 
the maximum order is selected, i.e., if 
h(t) h(t) 
Y(t) = 2: :L 9n(t, r)X(t- r)n, 
n=l T=-h(t) 
then N b. SUPt !I (t) E ;:z+ and M b. supt h(t) E z+. 
Given that observation noise and modelling error are often present in practical iden-
tification scenarios, it is more realistic to represent the time-varying nonlinear model in 
(6.1) by 
N M 
Y(t) = :L :L 9n(t, r)X(t- r)n + E(t), (6.2) 
n=l T=-M 
where E(t) is a white, stationary, zero-mean noise process. It is assumed that E(t) and 
X(t) are independent for all t. 
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6.2.1 Solution formulation 
A simple examination of (6.1) reveals that there are (2M+ 1)N distinct unknowns at 
each time-instant for t = 0, 1, ... , T - 1. Consequently, it is not possible to solve for 
the time-varying Hammerstein kernels using a single input-output record. It is however 
possible to solve (6.1) given multiple independent realisations of the input and output 
signals (RALSTON & ZOUBIR 1995b). 
Let X(t, r), Y(t, r), and E(t, r), r = 1, 2, ... , R denote the rth realisation of the input, 
output, and noise signals, respectively. Substituting X(t, r), Y(t, r), and E(t, r) into (6.2) 
leads to the basic system equation 
N M 
Y(t, r) = L L 9n(t, T)X(t- T, rt + E(t, r), (6.3) 
n=l T=-M 
where r = 1, 2, ... , R. Since it is assumed that the same time-varying nonlinear behaviour 
is observed for each input-output realisation, (6.3) can be seen to represent T sets of 
[R x (2M+ 1)N]linear systems of equations, which are explicitly given by 
N M 
Y(t, 1) L L 9n(t, T)X(t- T, 1t + E(t, 1) 
n=l r=-M 
N M 
Y(t, 2) L L 9n(t, T)X(t- T, 2t + E(t, 2) 
n=l r=-M 
N M 
Y(t, R) = L L 9n(t, T)X(t- T, Rt + E(t, R). (6.4) 
n=l T=-M 
The above equations can be conveniently represented in matrix form as 
Yt 
(6.5) 
where Yt is the [R x 1] output vector with rth element Y(t, r), Xfn is the [R x (2M+ 1)] 
nth order input matrix1 with r, Tth element X(t- T, r)n, gnt is the [(2M+ 1) x 1] vector 
corresponding to the nth order Hammerstein kernel, and et is the [R x 1] disturbance 
vector. The [R x (2M+ 1)N] block matrix Bt has elements, Xfn for n = 1, 2, ... , N, and 
gt is the [(2M+ l)N x R] block matrix of all time-varying Hammerstein kernels gnt for 
n = 1, 2, ... , N. The notation Xfn means that each element in Xt is raised to the nth 
1 It is assumed that all unavailable data points in estimation are set to zero. 
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power, i.e., 
X 0n= t -
[
X(t + M, 1)n 
X(t+ M,2)n 
X(t+M,R)n 
X(t+M-1,1)n 
X(t+M -1,2)n 
X(t+M-1,R)n 
X(t- M, 1)n 
X(t- M,2)n 
X(t- M,R)n 
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Note that (6.5) has been formulated as an equation down the columns, as compared with 
across the columns as in the time-invariant case. In this way, the unknown time-varying 
Hammerstein kernels are constant with respect to the record index, r. 
Singular value decomposition-based solution 
The cases where R < (2M+ 1)N, R = (2M+ 1)N, and R > (2M+ 1)N correspond to 
where (6.5) are under-determined, uniquely determined, or over-determined, respectively. 
Since observation noise is frequently non-zero, an over-determined system of equations is 
generally necessary, and thus Bt is non-square. 
The singular value decomposition represents a method for obtaining numerically sta-
ble least-squares estimates of the time-varying Hammerstein kernels in (6.5) (GoLUB & 
VAN LoAN 1989, P71). Given that Bt can be represented as 
Bt = UtStVf, 
where Ut is a [R x (2M+ l)N] column-orthogonal matrix, St is a diagonal [(2M+ 1)N x 
(2M+ 1)N] matrix containing the singular values of BtBf, and Vt is an orthogonal 
[(2M+ 1)N x (2M+ 1)N] matrix, then the Moore-Penrose pseudo-inverse of Bt, Bf, is 
given by 
Bf = vtsfuf, 
where sf and Uf are the pseudo-inverses of St and Bt, respectively. This leads to 
least-squares estimates for gt, i.e., 
A B# gt = t Yt · 
This equation is solved at each time instant for t = 0, 1, ... , T 1 to provide a solution 
over the full temporal support of the system. Estimates of the time-varying Hammerstein 
kernels are subsequently obtained from gt. Note that the temporal variation of the system 
can occur from instant to instant because the equation is independently solved at each 
time instant. This approach thus has the advantage that it can be used when little or 
no information is known regarding the time-variation of the system. This is important 
since most adaptive nonlinear identification approaches implicitly impose constraints on 
the allowable dynamic variation of the system. Note also that the input does not need to 
be Gaussian or stationary, which is a requirement of many nonlinear system identification 
procedures (e.g., Tick (1961), Palo & Bendat (1989)). 
A non-causal time-varying Hammerstein series was defined in (6.1), which can provide 
specific modelling advantages over a causal formulation, particularly in prediction (e.g., 
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see Wagner et al. (1994)). Clearly, the non-causal model cannot be implemented in real 
time since it requires knowledge of future values of the input signal. In practice, the use 
of a non-causal model necessitates a processing delay of (in this case) M -1 time instants. 
For off-line estimation procedures, the non-causality of the model is not of concern since 
access is available to past, current, and "future" input-output data. 
6.2.2 Special cases 
The time-varying Hammerstein series represents a generalisation of several linear and 
nonlinear system parameterisations. It is therefore of interest to see how simpler system 
models emerge as special cases of the time-varying Hammerstein series when additional 
structural assumptions are made. 
Time-invariant nonlinear system 
For the case where the system can be assumed to be time-invariant, then gn(t, T) _ gn(T), 
n E z+, Vt, and consequently only one input-output observation (R = 1) is required to 
obtain least-squares estimates of the time-invariant Hammerstein kernels. 
Time-varying linear system 
If the system is linear, i.e., N = 1, then the problem reduces to the estimation of a time-
varying linear transversal filter. Thus Bt becomes a [R x m] matrix and gt a [m x 1] 
vector fort= 0, 1, ... , T -1. A solution is found in a similar manner to the time-varying 
nonlinear case. 
6.2.3 Practical estimation considerations 
Attaining input-output records 
The time-varying nonlinear system identification procedure requires multiple realisations 
of the input and output signals in order to obtain least-square solutions for the time-
varying Hammerstein kernels. Because the system is time-varying, the output (and pos-
sibly the input) will be non-stationary, and thus it is not possible to segment the input-
output data as in the stationary case. However, multiple input-output records can be 
readily obtained for certain classes of signals, such as cyclostationary signals (GARDNER 
1990, GIANNAKIS & ZHOU 1995). Cyclostationary signals arise in many practical cases of 
interest. For example, cyclostationary signals are often encountered in signal processing 
problems involving rotating machinery or other periodic phenomena (e.g., see Dowling 
(1993), Bohme & Konig (1994), Prakriya & Hatzinakos (1994)). 
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Invoking a temporal regularity assumption 
It is sometimes possible to improve the accuracy of the estimates in practice by taking 
into account additional knowledge about the physical process being characterised. For 
example, the quality of the time-varying Hammerstein kernel estimates is related to the 
number of realisations R. A general observation suggests that more realisations lead 
to more accurate estimates. As a way of improving the estimates of the time-varying 
Hammerstein kernels, consider an assumption of local time-invariance over s adjacent 
time-instants, i.e., 
9n(t, 7) ~ 9n(t- 1, 7) ~ · · · ~ 9n(t- S + 1, 7), 
for n = 1, 2, ... , N. The practical implication of this assumption is that an additional 
(s-1) input-output records are available to estimate 9n(t, 7). The increase in the effective 
number of input-output records comes at the expense of temporal resolution. The s-lag 
temporal regularity assumption for the time-varying Hammerstein series leads to the new 
matrix equation (cf. (6.5)) 
I Yt I I Xt Yt-1 Xt-1 Yt~s+l - Xt~s+l (6.6) 
where the dimensions of the above matrix equation are [sRx 1] = [sRx (2M +1)N][(2M + 
1)Nx 1]+[sRx 1] with sR ~ T R. Note that the parameter vector gt is the same dimension 
as before. This technique can be applied with advantage if the regularity assumption can 
be sustained. For the special case where s = T, the model represents a time-invariant 
nonlinear Hammerstein series. 
In the special case where the time-varying system is linear, the s-point time-invariance 
assumption corresponds to the matrix equation 
I Yt I Yt-1 Yt~s+l -
where the dimensions of the above matrix equation are [sR x 1] = [sR x (2M+ 1)][(2M + 
1) X 1] + [sR X 1]. 
Rank reduced inversion 
Additional improvement can be made in estimation by considering a rank reduced pseudo-
inverse of Dt (RALSTON ET AL. 1994). If one or more of the singular values of Dt are close 
to zero, then Df will be dominated by roundoff noise. Thus it may be useful to apply 
regularisation to the basic matrix inversion (GoLUB & VAN LOAN 1989). Regularisation 
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effectively corresponds to removing vectors that are corrupted by (or very susceptible to) 
noise. Most procedures for determining the effective rank of a matrix are based on setting 
tolerance values for roundoff error. 
There are two main reasons why the input matrix Dt may have less than full rank. 
First, the model (or possibly portions of it) may not be able to adequately describe the 
input-output data, which frequently leads to a poorly conditioned input matrix. Second, 
the model may be over-parameterising the input-output data, i.e., certain portions of the 
model are not contributing to improvement in error and are consequently redundant. 
6.2.4 Simulation 
The time-varying nonlinear system identification procedure was validated using simulated 
input-output data. A quadratically nonlinear time-varying Hammerstein series was used 
with a system memory of M = 20 lags. Figure 6.1 shows time-lag plots of the first and 
second order time-varying Hammerstein kernels. R = 80 realisations of white Gaussian 
noise were used as the system input fort = 0, ... , 119. Figure 6.2 shows typical input-
output observations of the system. Noise was added to the output such that the SNR 
was 20 dB. Estimates of the linear and quadratic time-varying Hammerstein kernels are 
shown in Figure 6.3. Note the first 19 points are not plotted along the time axis as this 
region corresponds to time instants when the matrix is non-full rank. 
Time 
Lag Time 
(a) Linear kernel (b) Quadratic kernel 
Figure 6.1: Time-lag plots of the true (a) time-varying linear Hammerstein kernel and the (b) 
time-varying quadratic Hammerstein kernel. 
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(a) Input (b) Output 
Figure 6.2: Typical (a) input and (b) output signals for the simulation. 
Time nme 
(a) Estimated linear kernel (b) Estimated quadratic kernel 
Figure 6.3: Time-lag plots of the estimated (a) time-varying linear Hammerstein kernel and 
the (b) time-varying quadratic Hammerstein kernel. 
Validation 
Although the time-varying linear kernel estimate appears quite irregular, the prediction 
error indicates that the estimate is quite satisfactory. The estimated linear and quadratic 
time-varying Hammerstein kernels were then used on simulated data that was not used 
in estimation. Figure 6.4 compares the NMSE (as in (3.22) for N _ T) over 50 individual 
records for a time-varying quadratically nonlinear Hammerstein series and is compared 
with a linear time-varying model with M = 40 lags, i.e., the same number of coefficients 
as the nonlinear case. Clearly the quadratic model performs better, despite the fact that 
more records were available for estimation in the linear case. 
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Figure 6.4: Comparison of normalised mean-square prediction errors for a time-varying linear 
(dashed line) and the time-varying quadratic (solid line) Hammerstein series. 
Figure 6.5 shows the effect on the time-varying Hammerstein kernel estimates in terms 
of NMSE as the number of realisations increases. Figure 6.5 suggests that the more 
realisations, the lower the NMSE on the kernel estimates. Since a quadratically nonlinear 
system was used with M = 20 lags, it was necessary that R > 40 in order to have an 
over-determined system of equations. 
Figure 6.5: Comparison of normalised mean-square kernel error over a number of realisations 
(SNR = 20 dB). 
6.2.5 Application: Engine block modelling 
This section applies the time domain time-varying nonlinear system identification tech-
nique to the engine block modelling problem. The background to the problem was pre-
sented in Section 3.5. In contrast to the time-invariant case, here "raw" non-stationary 
data is used with a time-varying quadratically nonlinear model. 
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The model 
In order to predict the cylinder pressure signal from the structural vibration signal, an 
accurate model of the engine block's characteristics is required. Previously, a time-varying 
linear model (BOHME & KONIG 1994) and a time-invariant quadratically nonlinear model 
(ZouBIR 1992) have been used to characterise the engine housing. In Ralston & Zoubir 
(1995b), a comparison between the time-invariant Hammerstein series and the time-
varying Hammerstein series was made. Figure 6.6 shows a block diagram of the basic 
modelling problem considered. 
Here a time-varying linear model is compared with the time-varying Hammerstein 
series, which represents an alternative model for this modelling and identification problem. 
A number of physical factors motivates the use of a time-varying nonlinear model: the 
motion of the piston, the rapid pressure variation during combustion, non-uniform acoustic 
losses during the knocking condition, and resonances varying over vapour temperature 
(BoHME & KoNIG 1994, ZOUBIR & BOHME 1995). A time-varying quadratic Hammerstein 
series is used since the engine housing transmission characteristics have been shown to be 
weakly nonlinear (ZouBIR 1992). The model is necessarily non-causal since the vibration 
signal of the engine block arises from a combustion inside the cylinder. 
Pressure --~·1 Engine blockil-_ _,.,~,1--_..,., Vibration 
Noise 
Figure 6.6: Schematic of the automotive system identification problem. 
The data 
In contrast, however, the data considered here is not pre-processed to remove non-
stationary trends (cf. the processed data in Chapter 3), but was band-pass filtered to 
highlight the high frequency oscillation characteristic associated with the condition of 
knock (BoHME & KoNIG 1994). Figure 6.7 shows typical cylinder pressure and struc-
ture vibration signals corresponding to a single combustion cycle. The requirement for 
multiple independent realisations in estimation is satisfied since the knock signals are 
cyclostationary (KONIG & BOHME 1994). The cylinder pressure and structural vibration 
signals from the engine block respectively again constitute the system's input and output 
signals. A 1.8 litre, 4 cylinder engine operating on a test bed at 3500 rpm under strong 
knocking conditions at full load was used over 10 to 100 ca. 
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I 
(a) Cylinder pressure (b) Structural vibration 
Figure 6.7: Typical (a) cylinder pressure and (b) structural vibration signals observed during 
knock. 
Comparison 
In selecting the model order M, the singular values corresponding to the time and lag 
parameters of the model were computed for T = 0, 1, ... , 30 (see Figure 6.8). Note the 
gradual decay of the singular values over lag, which is a typically observed characteristic 
with real data2 . Figure 6.8 motivated the conservative but ad hoc choice of M = 15 lags 
for the model. 
Lag 
Figure 6.8: Plot showing the gradual decay characteristic of the singular values over crank 
angle and lag. 
For the parameter estimation stage, 100 input-output cycles were used, and 49 records 
for model validation. Since the models are different, the relative mean-square error, i.e., 
149 L (Yr(t)- Yr(t)) 2 
q r=lOl 149 
L Yr(t) 2 
r=101 
2In contrast, simulated models show an abrupt change at the (pre-specified) order of the model. The 
gradual decay characteristic observed in practical identification problems can make the optimal choice of 
model order difficult. 
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is used as a performance index between the two models. Figure 6.9 shows the estimated 
outputs using the two approaches: (a) is the time-varying linear approach, (b) is the 
time-varying quadratic Hammerstein series approach. 
0.2.----,---,.-----.---,-----.-------, 
--o.2 '-------:5'=-0 ---,-10:-:-0----:1:-:-50----:2:-:'::00----:2:-:'::50:-------:-'300 
Time 
0.2.---,-----,-,.-----.---,-----.------, 
--o.2 '-------:5':-o ---,-1:-:-00----:1c':-::5o----=2:-:'::oo----:2:-:'::5oc-----=-'3oo 
Time 
(a) Linear model. Top: best case, bottom: worst case. 
o.5.----,---..-------,---.,-----,.------, 
-0.5 '------:5:--0 ---:-10:-:-0---,-15:-:-0----:2:::00----:2:-:'::50------:-'300 
Time 
0.2.---,-----,-.,.---.---,---.,-----,.------, 
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Time 
(b) Nonlinear model. Top: best case, bottom: worst case. 
Figure 6.9: A best-case/worst-case comparison of the two models: (a) is the time-varying 
linear approach, (b) is the time-varying nonlinear approach. 
Figure 6.10 compares the mean-square prediction errors of the two models. The time-
varying quadratic Hammerstein series is seen to perform at least as well in all but a 
few cases. The time-varying linear approach implemented by Konig & Bohme (1994) 
used a large number of parameters used to characterise the system-up to 400 lags were 
considered. This can lead to difficulties in estimation since the size of the matrix to be 
(pseudo) inverted is related to the number of unknown parameters3 , and that at least as 
many realisations are required in order to have an over-determined system. 
3 This equates to the estimation of 350 x 400 = 140,000 unknown parameters. 
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Figure 6.10: Comparison of the prediction errors: the dashed line corresponds to the time-
varying linear model, and the solid line to the nonlinear model. 
Effect of smoothing assumption 
To evaluate the practical effect of invoking the temporal regularity assumption, the time-
varying Hammerstein kernels were again computed using a 5-lag smoothness assumption. 
To evaluate the effect on modelling error, the time-varying Hammerstein kernels were 
used to predict the cylinder pressure signal. Figure 6.11 shows the prediction errors when 
the temporal smoothness assumption was applied. Figure 6.11(a) corresponds to the 
no-smoothing case, and the Figure 6.11(b) corresponds to a 5-lag smoothing approach. 
It is interesting to note the reduction in prediction error due to the invocation of 
the temporal regularity assumption. This suggests that the temporal characteristics of 
the engine block exhibit some regularity behaviour, i.e., there exists a physical bound 
on the rate of system change. Thus, although the identification technique developed in 
this section can characterise instantaneous time-variation from time-instant to instant, 
it is sometimes not required. In such cases, this property is useful as the assumption of 
temporal regularity between adjacent time-instants has the effect of increasing the ratio 
of equations to unknowns (from (6.6)). The smoothing assumption consequently has a 
positive impact on the resulting time-varying Hammerstein kernel estimates. 
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Figure 6.11: Effect on prediction error with smoothing assumption. Top: no-smoothing, 
bottom: 5-lag smoothing. 
A time-varying rational Hammerstein series 
Appendix G develops a rational version of the time-varying Hammerstein series in (6.1). 
The rational formulation is particularly useful in that it allows for the incorporation of 
any a priori information regarding the system's dynamics to increase model parsimony 
and reduce computational requirements (RALSTON & ZouBIR 1995b). 
6.3 Basis sequence approximation 
This section considers the second time domain technique for time-varying nonlinear system 
identification. This approach is designed for the case where only a single input-output 
observation is available. 
The time-varying nonlinear system identification problem is complicated by the fact 
that most time-varying nonlinear models involve an extremely large number of parameters. 
As a result, the associated estimation procedures can have high computational require-
ments. In addition, system identification sometimes has to be performed on the basis of a 
single input-output observation. These practical complications can lead to difficulties in 
estimation, interpretation, and implementation. There is therefore a need for a practical 
identification technique which can characterise time-varying nonlinear phenomena in a 
parsimonious manner. 
In an attempt to solve this problem, the temporal evolution of the time-varying Ham-
merstein series is approximated using basis sequences. A significant advantage of this 
concept is that it leads to a single input-output system identification procedure. Approx-
imating the temporal evolution of the nonlinear model can greatly reduce the number of 
6.3 Basis sequence approximation 132 
parameters required in system characterisation. Given the significant parameterisation 
problems that have been previously elucidated, the notion of economical time-varying 
nonlinear models is highly motivated. 
The concept of basis parameterisation has been considered in the context of fitting 
time-dependent parameters to non-stationary time-series models for some time (e.g., see 
Farmer (1963), Grenier (1983), Charbonnier et al. (1987), and the references contained 
therein). Note, however, that the decomposition is not unique. These concepts are now 
applied and extended to the time-varying Hammerstein series. 
6.3.1 The model 
Consider approximating the temporal (cf. dynamic) variation of each time-varying Ham-
merstein kernel in (6.1) via a linear combination of basis sequences, denoted by cpk(t), 
k = 0, 1, ... , K of temporal support t E [0, T- 1]. The basis sequence approximation of 
the nth order Hammerstein kernel is thus given by the K :::; T terms 
K 
9n(t, r) = L an(k, r)cpk(t), (6.7) 
k=O 
for n = 1, 2, ... , N, where an(k, r) is the approximation of the nth order time-varying 
Hammerstein kernel 9n(t, r). Equation (6.7) represents an extension of the basis expansion 
concept which has been successfully applied in the time-varying linear case (e.g., see 
Tsatsanis & Giannakis (1993)). Substituting (6.7) into (6.1) leads to the new system 
equation 
N M K 
Y(t) = L L L an(k, r)cpk(t)X(t- rt + E(t), (6.8) 
n=lT=-M k=O 
where Y(t) is the system output associated with the basis sequence approximation. E(t) 
is a zero-mean noise signal representing modelling and observation error, and it is assumed 
that X(t) and E(t) are independent. 
6.3.2 Solution formulation 
Identification of the system now involves the estimation of the functions an(k, r). It is 
interesting to note that (6.8) admits the form of a tangential time-invariant model at 
each time instant t. Thus the estimation problem can be expressed as a general linear 
model, i.e., 
y=Xa+e, (6.9) 
where y is the [T x 1] input vector, X is the [T x (K + 1)(2M + 1)N] observation matrix4 , 
a is the [(K + 1)(2M + 1)N x 1] parameter vector, and e is the [T x 1] noise vector. 
4It is assumed that all unavailable data points are set to zero. 
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The vectors and matrices y, X, a, and e respectively represent Y(t), <pk(t)X(t- r)n, 
o:n(k,r), and E(t) fort= 0,1, ... ,T 1, k = 0,1, ... ,K, T = -M,1- M, ... ,M and 
n = 1,2, ... ,N. 
When observation noise is present (i.e., e =f 0), it is generally necessary that T > 
(2M +1)(K +1)N such that (6.9) represents an over-determined system oflinear equations. 
A least-squares estimate for a can be obtained by computing the Moore-Penrose pseudo-
inverse of X, i.e., 
(6.10) 
where X# is the pseudo-inverse of X computed using the singular value decomposition. 
The approximated time-varying Hammerstein kernels are subsequently extracted from the 
parameter vector &. The result given in (6.10) represents a simple and efficient procedure 
for identifying time-varying nonlinear systems using a single input-output observation. 
This is important as the requirement for multiple input-output realisations can sometimes 
prove difficult to obtain in practice. 
Since the number of basis sequences required to characterise the system is often much 
less than the temporal support of interest, i.e., K ~ T, the reduction in parameters can 
be significant. The reduction will be most apparent when a time-varying nonlinear system 
needs to be modelled over a large temporal support. 
6.3.3 Selection of the basis sequences 
The underlying motivation behind the basis sequence parameterisation of (6.1) is to ex-
ploit potential structure in the temporal variation of the system to reduce the number of 
coefficients in modelling. Unfortunately, it is not always possible to determine a priori 
which class of basis will prove to be the most appropriate in a given identification sce-
nario. The initial choice of basis must therefore be judged on physical knowledge and/ or 
empirical observations of the given system. 
Two different classes of basis sequences are considered here, namely the discrete prolate 
spheroidal basis and the discrete Walsh basis. The implicit regularity of the prolate 
spheroidal sequences is ideal for modelling smooth or oscillatory temporal evolution, whilst 
the Walsh basis is useful for characterising rapidly varying or step-like behaviour. Other 
basis sequences could be used in the modelling process if the application so suggests. 
Clearly the efficacy of the approach relies on a judicious choice of basis to parameterise 
the time-variation of the system. The Slepian basis proved useful in the general case, 
probably because of the implicit regularity of the sequences. However, as the number of 
basis sequences is increased, the distinction between different classes of bases becomes less 
pronounced and thus less significant (e.g., see Figure 6.20). Thus to a certain extent the 
modelling process needs to be iterative, conditional on the magnitude of the prediction 
error obtained for the given identification problem. 
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The discrete prolate spheroidal sequences 
The discrete prolate spheroidal (or Slepian) sequences are a set of discrete orthonormal 
sequences defined on [0, T-1] (SLEPIAN 1978). The Slepian sequences, denoted by vkT)(t), 
for k, t = 0, 1, ... , T- 1, and their associated eigenvalues Ak, are solutions of the eigen-
vector equation 
(T) . _ sin(21rW(m- n)) 
D ( m, n, W) - ( ) 1r m-n 
for m, n = 0, 1, ... , T- 1, where 0 < W < 1/2 is the bandwidth parameter (typically 
W = 0(1/L)). The Slepian sequences are ordered so that 1 > )..0 > )..1 > · · · > Ar_1 > 0. 
Figure 6.12 shows the first five Slepian sequences for W = 0.005 and T = 1024. 
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Figure 6.12: The first five Slepian sequences for W = 0.005 and T = 1024. 
The discrete Walsh sequences 
The discrete Walsh basis consists of a set of orthogonal step sequences, defined on [0, T -1] 
for T = 21, l = 1, 2, ... , which assume a value of either ±1. The (Hadamard ordered) 
Walsh sequences, denoted by wiT)(t) for k, t = 0, 1, ... , T- 1, are defined as the rows 
of the lth order [L x L] Hadamard matrix, H(l). The Walsh sequences can be efficiently 
generated through a simple recursion relationship associated with the Hadamard matrix. 
The lth order Hadamard matrix can be found by 
[HU-
1) H(1- 1) l [1 1 l 
H(l) = H(l-1) -H(l-1) ' with H(1) L;. 1 -1 ' 
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for l = 2, 3, .... It is sometimes convenient to re-order the rows of the Hadamard matrix 
to give the so-called sequency ordered Walsh basis (see Ahmed & Rao (1975, p89)). Figure 
6.13 shows the first five Walsh sequences computed forT= 1024 using sequency ordering. 
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Figure 6.13: The first five sequency ordered Walsh sequences for T = 1024. 
6.3.4 Simulation 
In order to demonstrate the basis sequence identification technique, it is now applied 
to two simple nonlinear systems which have different forms of temporal variation. Two 
different classes of basis sequences are compared. 
Smooth temporal variation: Slepian sequences 
Consider the time-varying quadratically nonlinear system 
where v~T) (t) and v~T) (t) are the second and sixth Slepian sequences respectively for 
T = 256. In this example, these sequences can be thought to represent the "unknown" 
time-variation of the system. Estimates of the model parameters were made for K = 10 
basis sequences, T = 2 lags, and N = 2 using both Slepian and Walsh bases. 
Figure 6.14 shows the estimated system time-variation of the linear and quadratic 
kernels using the Slepian basis approximation. Since two specific sequences of the Slepian 
basis were used to model the system's temporal variation, only two components of the 
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linear and time-varying kernels are non-zero. Figure 6.15 shows the estimated linear and 
quadratic kernels using the Walsh basis approximation. Unlike the Slepian approximation, 
all K = 10 Walsh basis functions were required. To compare the approximations, the 
NMSE as in (3.22) was evaluated. The NMSEs for the Slepian and Walsh bases were~ 0 
and 0.2723, respectively. Clearly the use of the Slepian basis in this case leads to a very 
accurate system characterisation because the temporal variation is exactly "matched" to 
the Slepian sequences. The Walsh basis, however, does not perform as well because the 
step-like nature of the parameterisation does not model smooth functions well. 
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Figure 6.14: Slepian basis parameterisation for the (a) linear time-varying Hammerstein kernel 
and the (b) quadratic time-varying Hammerstein kernel. 
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Figure 6.15: Walsh basis parameterisation for the (a) linear time-varying Hammerstein kernel 
and the (b) quadratic time-varying Hammerstein kernel. 
Piecewise temporal variation: The Walsh basis 
Consider now a time-varying nonlinear system given by 
Y(t) = 2w~T)(t)X(t) + w~T)(t)X(t -1) + wf)(t)X(t- 3)2 , 
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where w ~T) ( t), wiT) ( t) , and w ~T) ( t) are the third, fourth, and sixth order Walsh sequences 
with T = 256 for t = 0, 1, ... , T- 1. Estimates of the model parameters were again made 
forK= 10 basis sequences, M = 2 lags, and N = 2 using both the Slepian and Walsh 
bases. Figure 6.16 shows the estimated system time-variation of the linear and quadratic 
kernels using the Slepian basis approximation. Figure 6.17 shows the estimated system 
time-variation of the linear and quadratic kernels using the Walsh basis approximation. As 
would be expected, only three Walsh sequences were non-zero, in contrast to the K = 10 
Slepian sequences which were all non-zero. This is because the temporal evolution of the 
system conforms with the general shape of Walsh basis. The NMSE for the Slepian and 
Walsh based approximations were 0.1163 and ~ 0, respectively. 
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Figure 6.16: Slepian basis parameterisation for the (a) linear time-varying Hammerstein kernel 
and the (b) quadratic time-varying Hammerstein kernel. 
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Figure 6.17: Walsh basis parameterisation for the (a) linear time-varying Hammerstein kernel 
and the (b) quadratic time-varying Hammerstein kernel. 
These simple examples indicate how time-varying nonlinear systems can be accurately 
and economically characterised if the system's temporal evolution is similar to the chosen 
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basis. Clearly these are specific examples, but they still serve to indicate the general 
concepts involved. It is interesting to note that the NMSE is generally acceptable even 
if the choice of basis is not ideally suited to the system's temporal evolution (e.g., 0.1163 
cf. ::::::::: 0 in the last example). 
6.3.5 Application: Seismic modelling 
Background 
In this section, the time-varying nonlinear system identification procedure is applied to 
a modelling scenario in seismology. Figure 6.18 shows two seismograms corresponding 
to an underground nuclear test5 . Modelling and characterising geological transmission 
characteristics are often useful for detecting seismic events, and for accurately determining 
depth and reflection parameters. Seismic signals can traverse time-varying nonlinear 
paths before they are measured (DARGAHI-NOUBARY ET AL. 1978), and so a time-varying 
nonlinear system identification is necessary. 
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Figure 6.18: Seismic waveforms: (a) input, (b) output. 
The identification process 
For the purposes of identification, the seismic signals from two stations are used as input 
and output signals of length T = 2048 points each. A time-varying linear version of 
5 The author would like to thank P. Augliera of the Seismological group, Genova University, Italy, for 
kindly providing the Mururoa atoll seismic data. The data was collected by the I.G.G. Seismic network 
in North-Western Italy. 
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the model (i.e., N = 1 in (6.8)) was first considered using the Slepian and Walsh bases 
in turn to parameterise the temporal variation. A time-varying linear parameterisation 
with K = 25, M = 10 led to normalised mean-square errors of 0.4553 and 0.4087 for the 
Slepian and Walsh approximations respectively. A nonlinear model was then used with 
K = 12, M = 10, and N = 2 to ascertain if some improvement could be realised using 
(approximately) the same number of parameters as for time-varying linear models. This 
lead to normalised mean-square errors 0.3485 and 0.3953 for the Slepian and Walsh basis 
approximations respectively. A reduction in normalised mean-square error was therefore 
observed when a time-varying nonlinear model was used over a time-varying linear model 
for the same number of parameters. 
Figure 6.19 shows the basis function approximation of the linear and quadratic time-
varying Hammerstein kernels. Note the variation in the lag parameters over time for 
both basis approximations. Given that the estimated time-varying Hammerstein series 
characterises the transmission path between seismic sensors, it is possible that the model 
could be used for prediction and monitoring. For example, changes in the estimated time-
varying Hammerstein series and/or predictions based on a previously computed time-
varying Hammerstein series with new event data could relate to geological changes. This 
may in turn provide information as to how and when changes in the geological landscape 
occurred. 
NMSE over model order 
To gain an appreciation as to how the selection of M and K affects the prediction error, 
Figure 6.20 shows the NMSEs associated with the Slepian and Walsh sequence approx-
imations plotted over a range of M = 1, 2, ... , 10 and K = 1, 2, ... , 10. The general 
modelling result is apparent, i.e., the more parameters the lower the NMSE; however, it 
is interesting to note the more rapid reduction in NMSE for M, K ~ 5. For the same 
number of parameters, the Walsh basis approximation appears in general to yield a lower 
NMSE than the Slepian basis. 
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Figure 6.19: Plots of the (a) linear and (b) quadratic time-varying kernel Slepian basis approx-
imations, and the (c) linear and (d) quadratic time-varying kernel Walsh basis approximations. 
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Figure 6.20: An evaluation of the normalised mean square output prediction error over a range 
of lag and basis functions for the (a) Slepian and (b) Walsh bases. 
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6.4 Conclusions 
Two new solutions for the time-varying nonlinear system identification problem were 
presented. The first uses multiple observations of the input-output signals and has the 
advantage in that arbitrary temporal variation of the system can be characterised. The 
second approach uses basis sequences to approximate the time-variation of the nonlinear 
system and only requires a single input-output observation. Because both techniques 
are based on the time-varying Hammerstein series, the computational requirements are 
relatively modest. Unlike many other nonlinear system identification approaches, the 
input does not need to be Gaussian nor stationary, and the system does not have to be 
linear or time-invariant. The time domain time-varying nonlinear system identification 
procedures were validated using both simulated and real data. 
Chapter 7 
Summary and Conclusions 
T HIS dissertation proposed new solutions for the nonlinear system identification problem in the case where the input is a non-Gaussian process. Existing methods were seen to show specific limitations, particularly in terms of system represen-
tation, mathematical tractability and optimality, computation requirements, and imple-
mentation. 
The first issue addressed was the identification of time-invariant nonlinear systems in 
the stationary non-Gaussian input case. A new model, called the Hammerstein series, 
was developed for parsimoniously characterising nonlinear systems and for facilitating 
the derivation of computationally efficient solutions. Mean-square optimal solutions were 
obtained for a quadratically nonlinear Hammerstein series in a closed form manner using 
polyspectra in the stationary non-Gaussian case. A coherence function for the quadrati-
cally nonlinear model was also derived in explicit form. The quadratic coherence function 
provides a simple yet powerful mechanism for model validation and for interpreting the 
results obtained. 
Since a consideration of nonlinearity and non-Gaussianity naturally involves the use 
of higher order cumulant sequences and polyspectra, multidimensional equations were re-
quired which could become cumbersome. To overcome the multidimensional problem, the 
structure of the Hammerstein model was exploited to provide solutions in terms of single 
dimensional integrated polyspectra. This subsequently simplified representation, imple-
mentation, and interpretation of the solution without any loss in generality or optimality. 
Overall, the nonlinear system identification approach overcame many limitations associ-
ated with existing identification techniques, and represented the successful realisation of 
a core objective. 
This primary result was subsequently generalised to provide new solutions in the 
multiple input-output and time-varying identification scenarios. 
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The issue of multiple input-output nonlinear system identification in the non-Gaussian 
case was addressed. This identification task is complicated by the inherent multivari-
ate nature of the models involved, and so the notion of using a multiple input-output 
Hammerstein series was of special interest. Three classes of multiple input-output time-
invariant nth nonlinear order Hammerstein series were defined, namely the MIMO, SIMO, 
and MISO models. Mean-square optimal expressions were subsequently derived for the 
multiple input-output nth order Hammerstein transfer functions, which are valid for any 
stationary input process. Novel multiple nonlinear coherence functions for the multiple 
input-output models were also derived, which furnish a practical mechanism for model 
validation. The contrivance of special forms of multivariate integrated polyspectra were 
seen to lead to great simplifications in the representation and analysis of the solution. So-
lutions were obtained in a simple and systematic manner which can be expressed explicitly 
if required. A generalised MIMO model was also developed which takes into account cross 
input effects, and a corresponding nonlinear coherence function defined. Simulated and 
real-life identification scenarios demonstrated the usefulness of the approach. The multi-
ple input-output nonlinear system identification technique provided new solutions for an 
important problem, and thus the second core objective was achieved. 
The third and final issue addressed involved the identification of time-varying nonlin-
ear systems. Not unexpectedly, the analytical and computational problems encountered in 
the time-invariant case are exacerbated in the time-varying scenario. As a consequence, 
comparatively few results exist for the time-varying identification problem despite the 
practical need for the method. A time-varying version of the Hammerstein series was 
defined in an attempt to provide solutions for the time-varying nonlinear system identifi-
cation problem. Frequency domain and time domain approaches were developed. 
The frequency domain approach was considered first, and was based on a generalisation 
of the time-invariant frequency domain approach. In most cases, optimal closed form 
solutions for the time-varying Hammerstein series could be found in the non-Gaussian 
case for both the stationary and non-stationary input cases. For the case where both the 
system and the cumulant sequences of the input are time-varying, approximate closed form 
solutions were found by some additional assumptions. Time-varying nonlinear coherence 
functions were also obtained, which provide valuable information regarding the temporal 
evolution of the nonlinear coherence functions. Such functions are previously unknown. 
By using special forms of cumulant spectra, the solutions were obtained in a simple and 
elegant manner. 
Two classes of time domain time-varying nonlinear identification techniques were also 
devised. The time domain approach sometimes represents a more convenient analysis 
framework when, for example, the system's dynamics are short. The first identification 
technique utilised multiple input-output observations, and allowed for the characterisation 
of arbitrary temporal variation of the system. A rational version of the time-varying Ham-
merstein series was defined, which proved useful when additional information regarding 
the system's dynamics is available. The second identification technique utilised basis se-
quences to approximate the temporal evolution of the nonlinear system, and subsequently 
led to a very economical system parameterisation. This method also has the advantage 
that only a single input-output record is required in estimation. Clearly the efficacy of 
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this approach relies on a judicious choice of basis to parameterise the time-variation of 
the system. However, as the number of basis functions is increased, the distinction be-
tween different classes of bases becomes less pronounced and thus less significant. Note 
that the time domain approaches make no stationarity or Gaussianity assumptions. It 
is only necessary to assume that the data is sufficiently informative that identifiability 
considerations are satisfied. The third core objective was therefore achieved. 
A few comments on the Hammerstein series as a system parameterisation are in order. 
Model parsimony and model performance are factors which are constantly in tension. The 
Hammerstein series was seen to represent an ideal compromise between modelling perfor-
mance and associated computational requirements in the non-Gaussian case. Although 
the Hammerstein series is not as general as the Volterra series, higher order approxi-
mations can be readily implemented to improve model performance. The Hammerstein 
series also has the advantage that closed form solutions can be formulated for arbitrary 
nonlinear order in the non-Gaussian case. 
This dissertation presented elegant and useful solutions to a range of nonlinear system 
identification problems in the non-Gaussian input case. The Hammerstein series pro-
vided an interesting and powerful vehicle for unifying the concepts of non-stationarity, 
non-Gaussianity, nonlinearity, and time-variation without leading to overly complicated 
solutions. The solutions obtained are interesting in that so few explicit results exist when 
nonlinear and non-Gaussian effects are considered. This is particularly apparent in the 
time-varying case. The proposed techniques were applied to a variety of practical iden-
tification tasks for both analysis and prediction problems. The original stated objectives 
were realised. 
Future considerations 
There are many aspects that have not as yet been completely explored in the nonlinear 
and non-Gaussian system identification scenario. These include: 
1. System representation issues are always of interest. Bilinear models, non-parametric 
models, and nonlinear scale-invariant models all merit future study. 
2. Orthogonality problems in the non-Gaussian input case make it difficult to ensure 
that higher order approximations will improve system performance. Non-parametric 
approaches for nonlinear system identification appear worthwhile, and may provide 
some relief to this problem. 
3. Time-varying versions of the MIMO Hammerstein series for characterising multiple 
input-output time-varying nonlinear systems in the non-Gaussian case could be 
devised. Both time domain and frequency domain versions are motivated. 
Appendix A 
Volterra Series and Cumulants 
THIS appendix derives the general relationship that exists between the first and second order generalised transfer functions and the cumulants of a non-Gaussian input process. A quadratically nonlinear Volterra series is given by 
00 
Y(t) = L h1(71)X(t- 71) 
T1=-oo 
00 00 
+ L L h2(71, 72)X(t- 7I)X(t- 72) + N(t). (A.l) 
Let N(t) be a white, zero-mean process with constant variance. Let X(t) be a zero-
mean stationary process admitting the Cramer spectral representation. The relationship 
between the cumulants and Cramer's spectral representation is given by (BRILLINGER 
1981) 
cum {dZx(wi), ... , dZx(wn)} 
= ry(wl + · · · + wn)Cxx ... x(wl, w2, ... , Wn-l)dwl · · · dwn (A.2) 
where ry(w) is the delta comb, 
00 
ry(w) = L 6(w + 21rk). 
k=-oo 
Let Y1(t) and Y;(t) denote the output of linear and quadratic components respectively. 
The system equation ( A.l) therefore becomes 
Y(t) = Y1 (t) + Y;(t) + N(t). (A.3) 
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Using (A.l) and working with the linear component first, i.e., 
f: hi(ri) j1f eiw(t-Tl)dZx(w) 
T1=-oo -1r 
j1f ejwt f: hi ( 7I)e-jw71 dZx(w) 
-7r T1=-00 
(A.4) 
j_: ejwtHI(w)dZx(w). 
Next the quadratic component, i.e., 
Y2(t) f: f: h2(ri, r2) j1f ejw1(t-T1)dZx(wi) j1f eiw2(t-Tl)dZx(w2) 
Tl =-oo T2=-oo -1r -1r 
j1f j1f ej(w1+w2)t f: f: h2(ri, 72)e-j(w171 +w272 )dZx(wi)dZx(w2) 
-1r -1r T1=-oo T2=-oo j_: j_: ei(w1+w2)tH2(wi,w2)dZx(wi)dZx(w2) (A.5) 
j~ j_: ejwt H2(w- .A, .A)dZx(w - .A)dZx(.A) , 
where line 3 of (A.5) is equivalent to line 4 using the substitution w = WI + w2 , WI = 
w - w2 and then letting .A = w2 to distinguish it as an internal variable in the integration. 
Combining (A.3), (A.4), and (A.5) leads to 
Y(t) = j_: ejwtHI(w)dZx(w) 
+ J:1f ejwt j_: H2(w- .A, .A)dZx(w- .\)dZx(.A) + N(t). (A.6) 
Note that this is an alternate form to (A.l). The first, second, and third order cross 
correlation and spectral quantities are now evaluated. 
First order term 
Since E{X(t)} = 0, 
Cy1 = cum{YI(t)} = j_: ejwtHI(w) cum{dZx(w)} = 0. 
For the quadratic term, 
cum{Y2(t)} j_: j_1f1f eiwtH2(w- .A, .A) cum{dZx(w- .A), dZx(.A)} j_: j_: ejwtH2(w- .A, .A)ry(w)Cxx(w- .A)dwd.\. 
Contributions to the integral only occur when w 0, therefore 
j_1f1f H2( -.A, .A)Cxx( -.\)d.\ 
1:1r H2( -.A, .A)Cxx(.A)d.A. 
(A.7) 
(A.8) 
(A.9) 
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The first order cumulant of (A.l) is 
cy = j_: H2( -.A, .A)Cxx(.A)d.A. (A.lO) 
Second order spectra 
Using the result that 
cum{ dZx(wi), dZx(w2)*} = EdZx(wi)dZx(w2)* = cum{ dZx(wi), dZx(w2)}, 
(A.2) for second order case, and by noting that dZx(w) = dZx( -w), 
cum{ dZx(wi), dZx(w2)*} = ry(wi- w2)Cxx(wi)dwidw2. 
Let 
Evaluating the first order cross correlation, i.e., 
cum {(Yi (t + v) cy), X(t)} 
cum{/_: eiwl(t+v) HI(wi)dZx(wi), j_: eiw2tdzx(w2)} 
j_: j_7r7r ej(w+l+w2 )tejw1v HI (wi) cum{ dZx(t»I), dZx(w2)} 
j_: j_: ej(w1+w2 )tejw1v HI(wi)'rJ(WI + w2)Cxx(wi)dwidw2. 
(A.ll) 
(A.l2) 
(A.l3) 
v E Z, where contributions to the integral only occur when WI + w2 = 0. By letting 
.A= WI+ w2, so that w2 =.A- uh and d.A = dw2 
j_: j_: ei>-tejw1v HI (wi)ry(.A)Cxx(w,)dwid.A 
j_: eiw1v HI(wi)Cxx(wi)dwi. 
Noting the above relationship and letting w =WI results in 
(A.l4) 
(A.15) 
Consider now the contribution of the quadratic portion of the model to the second order 
cross cumulant function, i.e., 
cy2x(v) = cum {(Y;(t + v)- cy), X(t)} 
cum {j_:j_:ej(w1+w2)(t+v) H2(wi, w2)dZx(wi)dZx(w2), j_: ejw3tdzx(w3)} i: i: i: ej(wl +w2+w3)t ej(wl +w2)v H2 (WI' w2) 
x cum{ dZx(wi)dZx(w2), dZx(w3)} (A.l6) 
/_7r7r /_7r7r /_7r7r ej(wl +w2+w3)t ej(wl +w2)V H2 (WI' w2) 
xry(wi + w2 + w3)Cxxx(wi, w2)dwidw2dw3. 
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The only contribution to the integral occurs when WI +w2 +w3 = 0. Put .A= WI +w2 +w3 
and d). = dw3. This leads to 
j_1r1r j_1r1r j_: ej.>.tej(w1 +wz)v H2 (WI, w2)17( A )Cxxx (WI, w2)dwi dw2d.A 
j_1r1r j_1r1r ej(wl+wz)v H2(wi, w2)Cxxx(wi, w2)dwidw2 · (A.l7) 
Let w = WI+ w 2, so WI = w- w2 and dwi = dw. Put .A = w 2 to distinguish it as an 
integration variable, which results in 
(A.l8) 
The cross spectrum is 
(A.l9) 
and thus the combined linear and quadratic contribution is 
(A.20) 
Third order spectra 
The third order cross cumulant function, cxxy(vi, v2), is now considered. The linear term 
is considered first, i.e., 
cum{/_: eiwl(t-vl)dZx(wi) j_1r1r eiwz(t-vz) 
xdZx(w2) j_: eiw3tHI(wg)dZx(wg)} 
J:1r j_1r1r i: ej(wl +wz+wg)tej(wlVl +wzvz) HI (wg) 
x cum{ dZx(wi)dZx(w2), dZx(wg)} i: j_1r1r i: ej(wl+wz+wg)tej(wlvl+wzvz) HI (wg) 
x17(wi + w2 + wg)Cxxx(wi, w2)dwidw2dw3. 
(A.21) 
Noting that the only contribution to the integral is made when WI+ w 2 + w3 = 0, let 
.A= WI+ w2 + w3 , i.e., w3 =.A- WI w2 and d).= dw3. Thus 
CxxY
1 
(vi, v2) = j_1r1r /_: /_: ej>.tej(w1v1+wzvz) HI(>.- WI- w2)17(.A) 
x Cxxx(wi, w2)dwidw2d.A (A.22) 
j_1r1r j_1r1r ej(w1v1 +wzvz) H( -WI- w2)Cxxx(wi, w2)dwidw2 · 
Using the above result leads to 
(A.23) 
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Considering now the third order cross cumulant function with the quadratic component, 
let 
which leads to 
cum{/_: ejw1(t-vl)dZx(wi) j_: ejwz(t-vz)dZx(w2), 
j_'/[7[ j_'/[7[ ej(wa+w4 )t H2(w3 , w4)dZx(wa)dZx(w4)} 
/_: /_: ~~ /_: ei(w1+wz+wa+w4)tej(w1v1+wzvz) H2(wa, w4 ) 
x cum{ dZx(wi)dZx(w2), dZx(wa)dZx(w4)}. 
(A.24) 
(A.25) 
The formula relating to the cumulants of products involving the fourth order cumulant is 
given by 
cum{ dZx(wi)dZx(w2), dZx(wa)dZx(w4)} 
cum{dZx(wi), dZx(w2), dZx(wa), dZx(w4)} 
+cum{ dZx(wi), dZx(wa)} cum{ dZx(w2), dZx(w4)} 
+cum{ dZx(wi), dZx(w4)} cum{ dZx(w2), dZx(w3 )}. 
(A.26) 
For simplicity, (A.25) is evaluated in three parts. Evaluating the first intergral gives 
/_: /_: /_: /_: ej(w1 +wz+w3+w4)t ej(w1 v1 +wzvz) H2 ( Wa, w4) 
x cum{ dZx(wi), dZx(w2), dZx(w3 ), dZx(w4)}. 
which using (A.2) becomes i: ... i: ej(wl +wz+wa+w4)tej(w1Vl +wzvz) H2(wa, w4)7J(WI + w2 + Wa + w4) 
x Cxxxx(wi, w2, wa)dwidw2dwadw4. 
Setting)..= WI+ w2 + w3 + w4, d). dw4 and w4 =)..-WI- w2 - w3 leads to i: i: i: i: ej.>-tej(wlvl+wzvz) H2(wa,)..- WI- w2- wa)7J(A) 
x Cxxxx(wi, w2, wa)dwidw2dwadA. 
Given that contributions to the integral only occur when ).. = 0, subsequent integration 
with respect to ).. gives 
Setting ).. = w3 and d). = dw3 to distinguish it as an internal integration variable leads to 
CxxY2 (VI,v2) = J:1rj_1r1[j_1[1[ej(w1v1+wzvz)H2()..,-wi w2-)..) 
x Cxxxx(wi,w2, )..)d)..dwidw2. 
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The third order cross spectral density function resulting from the quadratic term is given 
by 
(A.27) 
Note the similarity of (A.27) with the linear term of Cxxy1 (w1, w2). The second term of 
(A.25) is j_: j_: j_: j_: ej(w1 +w2+w3+w4)tej(w1v1 +w2v2) H 2 (w3 , w4) 
x cum{dZx(w1), dZx(w3)} cum{dZx(w2), dZx(w4)}, 
which using (A.2) becomes i: i: ~~ i: ej(wl+w2+w3+w4)tej(wlvl+w2v2) H2(w3, w4)'lJ(W1 + w3)Cxx(w1) 
x 'lJ(w2 + w4)Cxx(w2)dw1dw2dw3dw4. 
Let .\1 = w1 + w3 and .\2 = w2 + w4, giving W3 = .\1 - w1, W4 = .\2- w2, d.\1 = dw3 and 
d.\2 = dw4. Substituting these in the above integral gives i: i: i: i: ej(.Al+A2)tej(wlvl+w2v2) H2().1 w1, ).2- w2) 
x 'l](A1)'lJ(A2)Cxx(w1)Cxx(w2)dw1dw2d.\1d).2. 
Given that contributions to the integral occur only when .\1 = 0 and .\2 = 0 leads to 
j_1r1f 1:1r ej(w1v 1+w2v 2) H 2 ( -w1, -w2)Cxx(w1)Cxx(w2)dw1dw2 · 
and so the following expression is subsequently obtained 
Cxxy2 (w1,w2) = H2(-w1, -w2)Cxx(w1)Cxx(w2). 
The third component of (A.25) is j_: j_: ~~ j_: ej(w1 +w2+w3+w4)tej(w1v1 +w2v 2) H2 (w3 , w4) 
x cum{ dZx(w1), dZx(w4)} cum{ dZx(w2), dZx(w3)}, 
which using (A.2) becomes 
(A.28) 
Let .\1 = w1 + w4 and .\2 = w2 + w3, giving w4 = .\1 - w1, w3 = .\2- w2, d.\1 = dw4 and 
d.\2 = dw3. Substituting these in the above integral gives 
j_1r1r j_1r1r j_1r1r j_1r1r ej(.A1 +>-2)t ej(w1 v1 +w2v2) H 2 ( ;.2 _ w2, ;.1 _ w1)"7( ).1) 
x 'l](A2)Cxx(w1)Cxx(w2)dw1dw2d.\1d).2. 
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Noting that contributions to the integral occur only when )11 = 0 and .:\2 = 0 leads to 
~~ l: ej(w1v 1+wzvz) H2( -WI, -w2)Cxx(wi)Cxx(w2)d.\IdA2. 
This leads to the following expression for the quadratic term 
The kernels are symmetrical functions of their arguments, i.e., 
and thus 
so that 
j_: H2(.:\, -WI- w2- .\)Cxxxx(wi,w2, .\)d.\ 
+H2( -wi, -w2)Cxx(wi)Cxx(w2) 
+H2( -WI, -w2)Cxx(wi)Cxx(w2), 
j_: H2(\ WI- w2- .\)Cxxxx(wi, w2, .\)d.\ 
+2H2( -wi, -w2)Cxx(wi)Cxx(w2). 
(A.29) 
(A.30) 
(A.31) 
The third order cumulant function resulting from both the linear and the quadratic terms 
Cxxy(wi,w2) = CxxY1 (WI,w2) + CxxY2 (WI,w2) is 
Cxxy(wi, w2) = HI( -WI- w2)Cxxx(wl, w2) 
+ j_: H2(.:\, WI- w2- .\)Cxxxx(wl, w2, .\)d.\ 
+2H2( -w1, -w2)Cxx(wl)Cxx(w2) 
These general results are useful when attempting to demonstrate mean-square optimality 
of a time-invariant quadratic model in the stationary non-Gaussian case. 
Appendix B 
Block Oriented Models 
and the Volterra Series 
0 NE of the main problems associated with the Volterra series is the large number of coefficients required in system modelling. This issue has motivated the use of alternative models, such as block oriented models, to characterise nonlinear 
systems. The benefit of using block oriented models is that they can emulate nonlinear 
behavior with fewer coefficients than the Volterra series. This appendix shows the rela-
tionship between the Volterra series and three popular block based models, namely the 
Hammerstein, Wiener, and generalised Hammerstein models in the time and frequency 
domains. 
The Volterra series 
A time-invariant nonlinear system may be expressed by a Volterra series of the form 
(PRIESTLEY 1988) 
00 00 00 
Y(t) = I:: h1(T)X(t- T) + I:: I:: h2(T1, T2)X(t- T1)X(t- T2) + · · · , (B.l) 
T=-oo 
where the constant term is omitted for convenience. Given that X(t) admits Cramer 
spectral representation, then (B.l) can be expressed as 
Y(t) = l: ejw1t H1 (wi)dZx(wi) 
+ j_7r7r j_7r7r ej(w1 +w2 )t H2 ( w1, w2)dZ x ( w1)dZ x ( w2) 
+ l: j_7r7r j_: ej(w1+w2+w3 )t H3(w1, w2, w3)dZx(w1)dZx(w2)dZx(w3) 
+ ... ' 
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(B.2) 
Block Oriented Models and the Volterra Series 
or alternatively as 
dZy(w) = HI(wi)dZx(wi) 
+ j_: H2(w- A, )..)dZx(w- )..)dZx(A) 
+ i: i: H3(A1, A2- A1, w A2)dZx(A1)dZx(A2- AI)dZx(w- A2) 
+ .... 
Hammerstein model 
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A discrete-time time domain version of the Hammerstein model can be expressed as 
00 
Y(t) = L h(7)V;(X(t- 7))' 
T=-oo 
where h(7) is a unit sample response and V;(·) is a nonlinear function. Given that the 
nonlinear function can be approximated by a polynomial with coefficients a 1, a 2, ... , the 
Hammerstein model may be expressed as 
00 
Y(t) = L h(7)V;(X(t- 7)) 
T=-oo 
00 00 L h(7) L anX(t- 7)n, 
T=-oo n=-oo 
or in the frequency domain as 
Y(t) = a1 1:1r ejw1t H(wi)dZx(wi) 
+a2 j_: j_: ej(w1 +w2 )t H(wi + w2)dZx(w1)dZx(w2) 
+a3 j_:j_: ej(w1+w2+w3 )tH(wi +w2 +w3)dZx(wi)dZx(w2)dZx(w3) 
+ ... ' 
(B.3) 
where H(w) is the Fourier transform of h(7). Equating like nonlinear orders of (B.l) 
and (B.3) reveals the time domain relationship between the Volterra kernels and the 
Hammerstein model, i.e., 
hn(7I, 72, · ·. , 7n) = anh(7I)8(7I- 72) · · · 8(71- 7n) 
in the nth order case. The corresponding frequency domain relationship is 
Hn(wi, w2, ... , Wn) = anH(wl + W2 + · · · + Wn). 
Wiener model 
A discrete-time time domain version of the Wiener model can be expressed as 
Y(t) = V; c~oo h(7)X(t- 7)) , 
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where h(r) is a unit sample response of a time invariant linear filter and '1/J(·) is a nonlinear 
function. Given that the nonlinear element can be approximated by a polynomial with 
coefficients a 1 , a 2 , ... , the Wiener model in the time domain may be expressed as 
Y(t) = 'ljJ c~oo h(r)X(t- r)) 
n~oo an c~oo h(r)X(t- r)) n (B.4) 
or in the frequency domain as 
Y(t) = a1 I: ejw1t H(wi)dZx(wi) 
+a2I: I: ej(w1+w2 )t H(w1)H(w2)dZx(w1)dZx(w2) 
+as I: I: ej(w1+w2+w3 )t H(wi)H(w2)H(ws)dZx(wi)dZx(w2)dZx(ws) 
+ 
Equating (B.4) to (B.l) reveals the time domain relationship between the Wiener model 
and the Volterra kernels, i.e., 
in the nth order case. The corresponding frequency domain relationship is given by 
Generalised Hammerstein model 
Consider the time-invariant nonlinear model 
where g(v) and h(T) are unit sample responses and '1/J(·) is a nonlinear function. This 
model is equivalent to a Hammerstein model with pre-filtering, and is refered to as the 
generalised Hammerstein model. Given that the nonlinear element can be approximated 
by a polynomial with coefficients a 1 , a 2 , ... , the generalised Hammerstein model may be 
expressed as 
Y(t) v~oo g(v)'l/J c~oo h(r)X(t- T-v)) 
v~oo g(v) n~oo an c~oo h(r)X(t- T-v)) n (B.5) 
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or in the frequency domain as 
Y(t) = a1 j_: ejw1tG(wl)H(wl)dZx(w1) 
+ a2 j_: j_: ej(w1+w2)tG(wl + wz)H(wl)H(wz)dZx(wl)dZx(wz) 
+ a3 i: j_: ej(w1 +w2 +ws)tG(wl + Wz + w3)H(w1)H(wz)H(w3) X 
dZ x ( w1)dZ x ( w2)dZ x ( w3) 
+ 
155 
Equating (B.5) to (B.l) yields the time domain relationship between the generalised 
Hammerstein model and the Volterra series in the nth order case, 
00 
hn(Tl, T2, ... , Tn) = O!n I: g(Tl- T) · · · g(Tn- T)h(T). 
T=-oo 
The corresponding frequency domain relationship is 
Appendix C 
Properties of the Hammerstein Series 
T HE Hammerstein series has not been systematically studied as a nonlinear model. Consequently, the basic properties of the nonlinear model have not been fully elucidated. The salient properties are defined here. 
Properties of the Hammerstein series 
1. Causality 
A Hammerstein series is said to be causal if every Hammerstein kernel satisfies 
2. Stability 
A Hammerstein series is said to be bounded-input bounded-output stable if the 
Hammerstein kernels satisfy the necessary and sufficient condition 
00 
L lhn(T)I < 00' v n E z+' 
T=-oo 
for a bounded input, say IX(t)l < M < oo and n finite. 
3. Shift-invariance 
Let H represent the time-invariant Hammerstein series operator. A Hammerstein 
series is said to be shift-invariant (or time-invariant) given that if 
Y(t) = H {X(t)}, 
then 
Y(t+v)=H{X(t+v)}, vEZ VtEZ 
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4. Nonlinearity 
A Hammerstein series is nonlinear, i.e., if 
Y(t) = SJ {X(t)}, 
then, for any 9n(T) ::f. 0, for n > 1, 
aY(t) ::f. L {X(t)} . 
Compatible classes 
Let S) represent the class of Hammerstein series. The classes of systems that are repre-
sentable by the time-invariant Hammerstein series are now explicitly noted. 
1. Any time-invariant attenuator is of class S). 
2. Any stable time-invariant linear system is of class S). 
3. Any time-invariant zero-memory nonlinear system is of class S). 
4. Any time-invariant Hammerstein model, i.e., a zero-memory nonlinear system fol-
lowed by a time-invariant linear system, is of class S). 
5. Any system comprised of any number of Hammerstein models in parallel is of class 
S). 
6. Any system comprised of any number of S) systems in parallel is of class S). 
Appendix D 
Solution for a Cubically Nonlinear 
Hammerstein Series 
T HIS appendix shows how closed form solutions for a cubically nonlinear Hammer-stein series can be obtained in the non-Gaussian case. The cubically nonlinear time-invariant Hammerstein series is defined as 
00 00 00 
Y(t) = 2: 91(7)X(t- 7) + 2: 92(7)X(t- 7)2 + 2: g3(7)X(t- 7)3 + N(t), 
r=-oo r=-oo r=-oo 
where 9n(7), n = 1, 2, 3, is the nth order Hammerstein kernel, and N(t) is a stationary, 
zero-mean noise process. It is assumed that X(t) and N(t) are independent for all t E Z. 
A block diagram of the cubic model is shown in Figure D.l. The manner in which the 
parameters of a cubically nonlinear system are estimated is analogous to the second order 
case. This leads to the matrix formulation 
Figure D.l: Block diagram of a cubically nonlinear system model. 
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Solution for a cubically nonlinear Hammerstein series 
Given that 
1 
afh + dbi +gee- aei- deh- gbf 
X 
[ 
f h - ei bi - eh 
di - f g eg - m 
eg- dh ah- bg 
ee- bf l 
af- ed 
bd- ae 
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for a, b, e, d, e, j, g, h, i E C and afh + dbi +gee- aei- deh- gbf # 0, expressions for 
G1 (w), G2(w) and G3 (w) can be determined in closed form. Momentarily omitting the 
dependency on w for notational brevity leads to 
Cyx(Cx2xsCxsx2- Cx2x2Cxsxs) 
+Cyx2(Cxx2Cxsxs- CxxsCxsx2) 
+Cyxs(CxxsCx2X2 Cxx2Cx2xs) 
Gl= --------~------------------~-­
CxxCx2xsCxsx2 + Cx2xCxx2Cxsxs 
+CxsxCxxsCx2X2 - CxxCx2x2Cxsxs 
-Cx2xCxxsCxsx2 - CxsxCxx2Cx2xs 
Cyx(Cx2xCxsxs- Cx2xsCxsx) 
+Cyx2(CxxsCxsx- CxxCxsxs) 
+Cyxs(CxxCx2xs- CxxsCx2x) 
G2= ---------------------------------CxxCx2xsCxsx2 + Cx2xCxx2Cxsxs 
+CxsxCxxsCx2X2- CxxCx2x2Cxsxs 
-Cx2xCxxsCxsx2- CxsxCxx2Cx2xs 
Cyx(Cx2x2Cxsx- Cx2xCxsx2) 
+Cyx2(CxxCxsx2- Cxx2Cxsx1) 
+Cyxs(Cxx2Cx2x1- CxxCx2x2) G3=--------~------------------~--
CxxCx2xsCxsx2 + Cx2xCxx2Cxsxs 
+CxsxCxxsCx2x2 - CxxCx2x2Cxsxs 
-Cx2xCxxsCxsx2- CxsxCxx2Cx2xs 
Appendix E 
Optimality of the Quadratic 
Hammerstein Series 
T HIS appendix demonstrates the mean-square optimality of the first and second order Hammerstein transfer functions, namely G1 (w) and G2 (w) over all other possible choices of functions. Given the quadratically nonlinear Hammerstein 
series model 
00 00 
Y(t) = L 9I(r)X(t- r) + L 92(r)X(t- r) 2 + N(t), 
T=-oo T=-oo 
then the variance of the error series is 
E{N(t) 2 } I: CNN(w)dw 
l:(Cxx(w)Cx2x2(w)- Cxzx(w)Cxxz(w))-l 
X [Cyy(w) + IGI(w)I2Cxx(w) + IG2(w)I2Cxzxz(w) 
-2~{GI(w)Ctx(w)}- 2~{G2(w)Ctxz(w)} 
+2~{GI(w)G2(w)*Cxx2(w)}]dw. 
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Expanding, the above equation becomes 
E{N(t) 2 } 
j_: (Cxx(w)Cx2x2(w)- Cxzx(w)Cxx2(w))-1 
X [ Cyy(w) - ICyx(w) 12 Cxzx2 (w) - 2a1 { Cyx(w )Cyx2 (w )*Cxxz (w)} 
+ iCyx2(w)l2 Cxx(w) + Cx2xz(w)G1(w)Cxx(w)2G1(w)* 
+Cxzx2 (w )G1 (w )Cxx(w )G2(w )Cx2x(w) - Cx2xz (w )G1 (w )Cxx(w )Cyx(w )* 
-Cxzx2 (w )Cyx(w)Gl (w )*Cxx(w) - Cxzxz (w )Cyx (w )G2(w )Cx2x(w) 
+Cx2x2(w)Cyx(w)Cyx(w)*- Cx2x(w)Gl(w)Cxx2(w)Gl(w)*Cxx(w) 
-Cxzx(w)2Gl(w)Cxxz(w)G2(w) + Cxzx(w)Gl(w)Cxxz(w)Cyx(w)* 
+Cxzx(w)Cxyz(w)Gl(w)*Cxx(w) + Cxzx(w)2Cyxz(w)G2(w) 
-Cx2x(w)Cyxz(w)Cyx(w)*- Cxx2(w)2G2(w)Cxzx(w)G1(w)* 
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-Cxx2(w)G2(w)Cxzx(w)G2(w)Cx2xz(w) + Cxx2 (w)G2(w)Cx2x(w)Cyxz (w)* 
+Cxxz(w)2Cyx(w)Gl(w)* + Cxx2(w)Cyx(w)G2(w)Cx2xz(w) 
-Cxxz (w )Cyx(w )Cyxz (w )* + Cxx(w )G2(w )Cxzxz (w )G1 (w )*Cxxz (w) 
+Cxx(w )G2(w )Cxzxz (w )2G2(w) - Cxx(w )G2(w )Cxzxz (w )Cyx2 (w )* 
-Cxx(w)Cyxz(w)Gl(w)*Cxxz(w)- Cxx(w)Cyxz(w)G2(w)Cxzxz(w) 
+Cxx(w)Cyxz(w)Cyx2(w)*]dw. 
Therefore, for any G1 (w) and G2 (w), 
E{N(t)2} ~ j_7rJCyy(w)-
ICyx(w)l2 Cx2xz (w) -2a1{Cyx(w)Cyxz (w)*Cxxz(w) }+ ICyxz (w)l2 Cxx(w)] d 
(Cxx(w)Cx2xz(w)- Cxzx(w)Cxxz(w)) w' 
with equality achieved when G1 (w) and G2 (w) are given by (3.11), i.e., the error variance 
is minimised over all other choices of G 1 ( w) and G2 ( w). 
Appendix F 
Solutions for the Volterra Series 
A S was discussed in Chapters 2 and 3, it is not possible to obtain closed form expressions for the time-invariant Volterra series when the input is a stationary non-Gaussian process. There are, however, a few special cases when explicit 
solutions for the time-varying Volterra series can be found and in particular when the 
input is a Gaussian process. 
This appendix considers four possible (SISO) scenarios involving the time-invariant 
and time-varying quadratic Volterra series under both stationary and non-stationary 
Gaussian inputs. The aims here are two-fold: first, to highlight the basic analytical prob-
lems associated with characterising time-varying nonlinear time-varying Volterra series in 
the general input case; second, to indicate how a closed form result for the time-varying 
Volterra series can be found. The limitations and difficulties highlighted here provide a 
motivation for the use of the time-varying Hammerstein series for time-varying nonlinear 
system identification. 
The time-invariant case 
Consider a time-invariant quadratically nonlinear Volterra series, i.e., 
00 
Y(t) = L hl(T)X(t- T) 
r=-oo 
00 00 
+ 2: L h2(Tl, T2)X(t- Tl)X(t- T2) + N(t)' (F.1) 
where the functions h1 (T) and h2(T1 , T2) are the first and second order time-invariant 
Volterra kernels, respectively, and where N(t) is a zero-mean stationary noise process 
such that X(t) and N(t) are independent. The case where X(t) is a stationary Gaussian 
process is well known from Tick's (1961) result, and is shown in Chapter 2, Section 2.3.1. 
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Non-stationary Gaussian input 
In the case where X(t) is a non-stationary Gaussian process, then all time-varying cumu-
lant sequences higher than second order are identically zero, i.e., 
for all n 2:: 2. In general, Y(t) is a non-stationary process since X(t) is a non-stationary 
process. A minimum mean-square criterion for the time-invariant Volterra kernels in (F.l) 
leads to the first equation 
00 
cum{Y(t), X(t- v)} I: h1(7) cum{X(t- 7), X(t- v)} 
T=-oo 
00 
cyx(t,v) = I: h1(7)cxx(t-7,v-7). (F.2) 
T=-oo 
Fourier transforming (F.2) with respect to v gives 
00 00 
Cyx(t,w) = I: I: h1(7)cxx(t- 7, v- 7)e-jwv 
v=-ooT=-oo 
00 I: h1(7)Cxx(t- 7,w)e-jTw. 
T=-oo 
Note the simple form of the above equation due to the Gaussianity of the input (cf. (2.9)). 
Taking the Fourier transform of the above equation with respect to t gives 
00 00 
Cyx(D,w) I: I: h1(7)Cxx(t- 7,w)e-jTwe-jnt 
t=-ooT=-oo 
H1(n + w)Cxx(D,w), 
which immediately leads to a closed form expression for the first order (generalised) trans-
fer function, i.e., 
H ((} ) = Cyx(D,w) 1 H +w Cxx(D,w) · 
To determine a solution for the quadratic transfer function, the second order time-varying 
cross-cumulant sequence is constructed, i.e., 
cum{Y(t),X(t- v1)X(t- v2)} = 
00 00 I: I: h2(71, 72) cum{X(t 7I)X(t- 72), X(t- v1)X(t- v2)} 
00 00 I: I: h2(71, 72) [cxx(t- 71, v1- 71)cxx(t- 72, v2- 72) 
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Fourier transforming the above equation with respect to VI and v2 leads to 
00 00 L L h2(1I, 12) [Cxx(t- II, wi)Cxx(t- 12, w2)e-j(wm+w272 ) 
Cxx(t- II, w2)Cxx(t- 12, wi)e-j(w172+w172 )] . 
Fourier transforming the above equation with respect to t yields the equation 
00 00 00 L L L h2(1I,12) [Cxx(t- II,wi)Cxx(t- 12,w2)e-j(w171 +w272 ) 
t=-oo 71 =-oo 72=-oo 
Cxx(t- II, w2)Cxx(t- 12, wi)e-j(w172+w172 )] e-jnt 
2 i: H2(A +WI, n + w2- )..)Cxx(A, WI)Cxx(n- A, w2)d)..' 
which uses the symmetry of the quadratic transfer function to simplify the result, i.e., 
H2(wi, w2) = H2(w2, wi)· An examination of the above equation reveals that it is not 
possible to obtain a closed form for H 2(wi, w2) when X(t) is a non-stationary input without 
making further structural assumptions. Similar complications occur when higher order 
Volterra systems are considered. 
The time-varying case 
Stationary Gaussian input 
Consider a time-varying quadratically nonlinear Volterra series, i.e., 
00 
Y(t) = L hi (t, 1)X(t- 1) 
7=-oo 
00 00 
+I: L h2(t, II, 12)X(t- II)X(t- 12) + N(t)' (F.3) 
where hi(t, 1) and h2(t, II, 12) are the first and second order time-varying Volterra kernels, 
respectively, and where N(t) is a zero-mean noise process such that X(t) and N(t) are 
independent. Here it is assumed that X(t) is a stationary Gaussian process. In general, 
Y(t) is a non-stationary process since the Volterra system in (F.3) is time-variant. Using 
the minimum mean-square optimality criterion as before leads to the first equation 
00 
cum{Y(t), X(t v)} L hi(t, 1) cum{X(t- 1), X(t- v)} 
7=-oo 
00 
cyx(t, v) L hi(t,l)cxx(v- 1). (F.4) 
7=-oo 
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Notice here that, since X(t) is a stationary process, the implicit dependence on t in the 
cumulant sequence is omitted. Evaluating the Fourier transform of (F.4) with respect to 
v in an attempt to obtain an explicit expression for HI(t,w), 
00 00 
Cyx(t,w) = L L hi(t,7)cxx(v- 7)e-jwv 
v=-oo7=-oo 
00 L hi(t, 7)Cxx(w)e-jw7 
7=-oo 
HI(t,w)Cxx(w), 
which immediately yields a closed form expression for the first order time-varying gener-
alised transfer function, i.e., 
H (t ) = Cyx(t, w) 
I ,w Cxx(w) · 
To determine a solution for the time-varying quadratic transfer function, the second order 
time-varying cross cumulant sequence is evaluated, 
cum{Y(t),X(t vi)X(t- v2)} 
00 00 L L h2(t, 7I, 72) cum{X(t- 7I)X(t- 72), X(t- vi)X(t- v2)} 
71 =-oo 7z=-oo 
00 00 
L L h2(t, 7I, 72) [cxx(vi- 7I) · cxx(v2- 72) 
7I=-oo 7z=-oo 
Fourier transforming the above equation with respect to VI and v2 gives the frequency 
domain version 
00 00 L L h2(t, 7I, 72) [Cxx(wi)Cxx(w2)e-j(w171 +w272 ) 
7I=-oo 72=-oo 
Using the lag symmetry of the quadratic kernel results in a simple solution for H 2(t, WI, w2), 
i.e. 
Cyxx(t, WI, w2) 
H2(t,wi,w2) = C ( )C ( ) . 
XX WI XX W2 
Thus closed form expressions can be found for a time-varying quadratically nonlinear 
Volterra series when the input is a stationary Gaussian process in the frequency domain 
( cf. Tick (1961)). 
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Non-stationary Gaussian input 
Consider again the quadratically time-varying Volterra series in (F.3), but where X(t) is 
now a non-stationary Gaussian process. Clearly, Y(t) is also a non-stationary process in 
general. The first order cross cumulant equation leads to the first time domain equation 
00 
cum{Y(t), X(t- v)} L h1(t, T) cum{X(t- T), X(t- v)} 
T=-oo 
00 
cyx(t,v) = L hl(t,T)cxx(t- T,v- T). (F.5) 
T=-oo 
To obtain the frequency domain version of (F.5), consider Fourier transforming (F.5) with 
respect to v, i.e., 
00 00 
Cyx(t, w) L L h1 (t, T)cxx(t- T, v- T)e-jwv 
v=-ooT=-oo 
00 L hl(t,T)Cxx(t T,w)e-jwT. 
T=-oo 
Fourier transforming the above equation with respect to t gives 
Cyx(Sl, w) = j1r f H1(n- >., T)Cxx(>., w)e-i(w+>-)T d.\ 
-1r T=-oo L: H1(S1- >.,w + >.)Cxx(>.,w)d>., 
where H1(S1,w) represents the Fourier transform of H1(t,w) with respect tot. This equa-
tion cannot be solved without further simplifying assumptions, and so an explicit expres-
sion for the first order generalised transform cannot be obtained. Similar intractability 
problems are encountered in the quadratic case. Consequently, form expressions for the 
time-varying quadratic Volterra series cannot be found when the input is a non-stationary 
Gaussian process. These basic analytical problems associated with the Volterra series 
(which exist even in the Gaussian case) motivate the use of the Hammerstein series as a 
practical and simple model for characterising time-varying nonlinear systems. 
Appendix G 
A Time-Varying Rational Hammerstein 
Series 
T HIS appendix considers the development of a rational version of the time-varying Hammerstein series. A rational formulation is particularly useful in that it allows for the incorporation of any a priori information regarding the system's dynamics. 
The rational model therefore has the advantage that fewer coefficients can be used in 
system characterisation. It is also important to note that the increase in model parsimony 
does not come at the expense of temporal resolution. 
The rational model 
Consider a rational version of the time-varying Hammerstein model (cf. (6.1)) which is 
defined as 
B(t, z-1) 
Y(t) = 1 + A(t, z-1) ~ (X(t)) ' 
where X(t) and Y(t) are the input and output signals, ~(·) is a nonlinear function, and 
z-1 is the unit delay operator. It is assumed that A(t, z-1) and B(t, z-1) constitute a 
stable, causal1 , time-varying rational (P, M)th order filter with coefficients 
B(t, z-1) 
1+A(t,z-1) 
b(t, 0) + b(t, 1)z-1 + · · · + b(t, M)z-M 
1 + a(t, 1)z-1 + · · · + a(t, P)z-P 
The stability condition indicates that the roots of the polynomial 1 + A(t, z-1 ) must lie 
inside the unit circle for all t = 0, 1, ... , T- 1. A block diagram of the time-varying 
rational Hammerstein model is shown in Figure G.l. 
1 A non-causal model can be defined in a similar manner. 
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X(t) I ( ( ) ) I I 
Bt(z-1 ) --~ .. 1/J X t 1--~.. l+At(Z 1 ) 1----+lo y ( t) 
Figure G.l: The time-varying rational Hammerstein model. 
The basic advantage of this model is that it is simple and capable of characterising 
time-varying nonlinear phenomena. In addition, the rational model often requires fewer 
coefficients to model the system's dynamics than the time-varying Hammerstein model in 
(6.1) since (P + Q + 1) ::; (2M+ 1) in general. 
Solution formulation 
This section re-formulates the nonlinear rational model into the form of a general linear 
model and solves using the method of least-squares. In a practical situation, observation 
noise is present and thus a more realistic system model is given by 
B(t, z-1) 
Y(t)= A( 1)1/J(X(t))+E(t), 1 + t, z- (G.1) 
where E(t) is a zero-mean white noise process such that X(t) and E(t) are independent. 
Given that 1/J(·) can be approximated via an Nth order polynomial with coefficients {an} 
for n = 1, 2, ... , N leads to the equation 
B(t, z-1) [ N n] Y(t) = A( _1 ) 2: anX(t) + E(t). 1 + t, Z n=1 
Re-arrangement of the above equation leads to 
which, solving for Y(t), becomes 
Y(t) = B(t, z-1 ) [t,_ anX(tt ]- A(t, z-1)Y(t) + E'(t) 
M N P 
:E :E anb(t, T)- :E a(t, v)Y(t- v) + E'(t) (G.2) 
T=0n=1 v=1 
with E'(t) b. (1+A(t,z-1))N(t). Although the model in (G.2) is nonlinear in the pa-
rameters, it can be linearised by setting bn(t, T) b. anb(t, T) for n = 1, 2, ... , N. This 
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substitution subsequently leads to the definition of the time-varying rational Hammer-
stein series 
N M P 
Y(t) = L L bn(t, T)X(t- Tt-L a(t, v)Y(t- v) + E'(t), (G.3) 
n=lT=O v=l 
where a(t, v), v = 1, 2, ... , P and bn(t, T), T = 0, ... , M constitute the (nth order) time-
varying rational Hammerstein kernel for n = 1, 2, ... , N and t = 0, 1, ... , T- 1. The 
identification task is now to estimate the time-varying rational Hammerstein kernels in 
(G.3) for a given P, M, and N. 
In order to characterise arbitrary temporal variation of the rational Hamrnerstein 
series, a similar estimation procedure as in the case of a time-varying Hammerstein series 
is used (see Section 5.1.1). Given that multiple realisations of the input and output 
processes are available, i.e., X(t, r) and Y(t, r) for r = 1, 2, ... , R, then (G.3) can be 
expressed as 
N M P 
Y(t, r) = L L bn(t, T)X(t- T, rt- L a(t, v)Y(t- v, r) + E'(t, r). (G.4) 
n=l T=O v=l 
Note that it is assumed that the same time-varying nonlinear behaviour is in effect for 
every realisation, r = 1, 2, ... , R. Since (G.4) represents a system of linear equations, it 
can be re-expressed as the general linear equation in matrix form, i.e., 
Yt [X X02 x0N t t . . . t 
blt 
b2t 
(G.5) 
where Yt is a [R X 1] output vector with rth element Y(t, r), xrn is the [R X (M + 1)] 
nth order input matrix with r, Tth element X(t- T, r)n, Yt is a [R x P] input matrix 
with r, vth element Y(t- v, r), at is a [P x 1] vector, bnt is the [(M + 1) x 1] vector, 
and et is the [R x 1] disturbance vector. The [R x ((M + 1)N + P)] block matrix Bt has 
elements, xpn for n = 1, 2, ... 'N, and gt is the [((M + 1)N + P) X R] block matrix of 
all time-varying rational Hammerstein kernels ant and bnt' n = 1, 2, ... , N. 
In general, it is necessary that (G.5) represents an over-determined system of equations 
because noise is likely to be present in a practical identification scenario. Consequently 
the matrix Dt is less than full rank. The Moore-Penrose pseudo-inverse, when computed 
using the singular value decomposition, can be used to obtain numerically stable least-
squares estimates for the time-varying rational Hammerstein transfer function gt, i.e., 
A D# gt = t Yt, (G.6) 
where Df is the pseudo-inverse of Dt. Since this equation is solved at each time instant 
for t = 0, 1, ... , T - 1, it is possible for the system's time variation to be completely 
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different from one time instant to the next. Although the approach exploits potential 
regularity in the system dynamics to increase model parsimony, this gain does not come 
at the expense of temporal resolution. Note that with any recursive scheme, it may be 
necessary to evaluate the stability of the solution at each time instant t. 
Discussion 
Estimator bias 
Least-squares estimates for the time-varying rational Hammerstein kernels were obtained 
in (G.6). However, in (G.3), the model was re-parameterised and so the (white) noise 
term, E(t), was multiplied by (1 + A(t, z-1 )). Consequently, E'(t) is a coloured process. 
Thus the residual of the linear regression is not in general white noise, which is necessary 
to obtain unbiased estimates. In the high signal to noise (SNR) case, the bias tends to be 
small. The results may be quite biased in the low SNR case and thus a more sophisticated 
estimation procedure may need to be applied, such as the method of maximum likelihood 
(e.g., see Eykhoff (1974, p40)), or a robust regression procedure (e.g., Lindberg (1993)). 
This, however, would be at the expense of increased computational complexity. Thus, 
whilst the rational model can characterise the dynamic behaviour of time-varying non-
linear systems with fewer coefficients than the tme-varying Hammerstein series in (5.3), 
additional caution needs to be exercised with respect to system stability and parameter 
optimality. 
Transversal and recursive system 
The conditions when M = 0 and P = 0 in (G.3) respectively correspond to a (special) 
form of transversal or recursive filter. For the transversal filter, a similar equation form is 
observed as in (G.3) but Dt becomes a [R x (M + 1)N] matrix and gt a [(M + 1)N x 1] 
vector fort= 0, 1, ... , T- 1. For the recursive filter, Dt becomes a [R x P] matrix and 
gt a [P x 1] vector. 
Time-invariant nonlinear system 
For a time-invariant nonlinear model, i.e., an(t, r) an(r) and bn(t, r) bn(r), only 
one input-output observation is required in estimation. Consequently (G.5) becomes the 
simplified equation 
y = Dg+e, 
where y is the [T x 1] output vector, D a [T x ((M + 1)N +P)] matrix, g a [((M + 1)N + 
P) x 1] vector, and e a [T x 1] vector. 
Time-varying linear system 
In the special case where the system is linear but time-variant (i.e., N = 0), then the 
identification problem reduces to the estimation of a simple time-varying rational linear 
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filter. Thus Dt is a [R x (M + P + 1)] matrix and gt is a [(M + P + 1) x 1] vector. The 
solution is computed fort= 0, 1, ... , T- 1. 
Simulation 
This section presents an example of the time-varying rational Hammerstein system. The 
simulated system was constructed using a nonlinear rectifier followed by a time-varying 
linear filter. Figure G.2 shows the basic configuration of the system. 
X(t) ~·I __/ I ·1...._~-~~:=_-~j_:-~·~~--· Y(t) 
N(t) 
Figure G.2: A block diagram showing a time-varying rectifier. 
To model the system's time-variation, five moving average coefficients were selected 
as 
bn(t, T) ex {0.0201t, 0.2309t, 0.4981t, 0.2309t, 0.0201t} 
fort = 0, 1, ... , 99. Five auto-regressive coefficients (discounting the initial coefficient) 
were also used, 
an(t, T) = {0.1469, -0.3382,0.5867, 0.4224, -0.4965} 
which were incremented at each time instant by 
{0.00025, 0, -0.0025, -0.0001, 0.001} 
for t = 0, 1, ... , 99. Figure G.3 shows the nonlinear rectifier characteristic and a time-
frequency plot of the corresponding time-varying linear transfer function. A fourth order 
nonlinear system was used (N = 4). A total of R = 80 realisations of white Gaussian 
noise were used as the system input fort = 0, ... , 119. Noise was added to the output 
such that the SNR was 20 dB. Figure G .4 shows typical input-output observations of 
a time-varying rational nonlinear system. Estimates of the nonlinear characteristic and 
the linear time-varying transfer function estimate are shown in Figure G.5. Since the 
system here corresponds to the special case of the time-varying Hammerstein model, the 
dynamics of all nonlinear orders are equal and therefore it suffices to consider only the 
linear time-varying transfer function. Note the first 24 points are not plotted along the 
time axis as this region corresponds to when the matrix is non-full rank. 
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0.5 
Time 0 -0.5 
Normalised Frequency 
(a) Rectifier characteristic (b) Time-varying filter 
Figure G.3: Time-frequency plots of the true (a) nonlinearity and (b) time-varying transfer 
function. 
llme 
(a) Input (b) Output 
Figure G.4: Typical (a) input and (b) output signals for the time-varying rational nonlinear 
filter. 
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0.5 
Tlmo 0 -0.5 
Normalised Froquoncy 
(a) Rectifier characteristic (b) Time-varying transfer function 
Figure G.5: Plot of the (a) true rectifier characteristic (solid line) and estimated fourth order 
polynomial approximation (dashed line) and the (b) estimated time-varying transfer function. 
Figure G.6 compares the NMSE for a linear, quadratic, and quartic nonlinear system. 
A total of 50 additional input-output realisations were generated (i.e., data not used in 
estimating the time-varying rational filter) for validation. It is interesting to note in this 
simulation that little is gained from quadratic to quartic nonlinearity. However significant 
gains were realised when a quadratic model ( cf. linear model) was used, because of the 
form of the rectifier characteristic. These results demonstrate the use of the time-varying 
rational Hammerstein series identification technique. 
Reatiaation Number 
Figure G.6: Comparison of mean-square prediction errors for a linear (dash-dot line), quadratic 
(dash-dash line), and a quartic (solid line) system. 
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