Quantum supremacy is the ability of quantum processors to outperform classical computers at certain tasks. In digital random quantum circuit approaches for supremacy, the output distribution produced is described by the Porter-Thomas (PT) distribution. In this regime, the system uniformly explores its entire Hilbert space, which makes simulating such quantum dynamics with classical computational resources impossible for large systems. However, the latter has no direct application so far in solving a specific problem. In this work, we show that the same sampling complexity can be achieved from driven analog quantum processors, with less stringent requirements for coherence and control. More importantly, we discuss how to apply this approach to solve problems in quantum simulations of phases of matter and machine learning. Specifically, we consider a simple quantum spin chain with nearest-neighbor interactions driven by a global magnetic field. We show how quantum supremacy is achieved as a consequence of the thermalization due to the interplay between the disorder and the driven many-body dynamics. We analyze how the achieved PT distribution can be used as an accessible reference distribution to probe the many-body localization (MBL) phase transition. In the second part of our work, we show how our setup can be used for generative modeling machine learning tasks. We propose a novel variational hybrid quantum-classical approach, exploiting the system's inherent tunable MBL dynamics, to train the device to learn distributions of complex classical data. The performance of our training protocol depends solely on the phase that the quantum system is in, which makes fine-tuning of local parameters not necessary. The protocol is implementable in a range of driven quantum many-body systems, compatible with noisy intermediate-scale quantum devices.
I. INTRODUCTION
Recent experimental advances strongly suggest that noisy intermediate-scale quantum (NISQ) devices with few hundred quantum nodes/qubits are soon to be available [1] . In principle, these devices can outperform classical computers in particular tasks by exploiting their intractably large Hilbert space, achieving the so-called quantum supremacy [2] . So far, the first steps toward the experimental characterization of quantum supremacy have been made with linear optical networks for boson sampling [3] [4] [5] [6] and in driven disordered superconducting circuits [7] . The latter is inspired by random quantum circuit proposals [8] , where the system undergoes chaotic evolution and uniformly explores its entire Hilbert space within its coherence time.
Among the most promising applications for NISQ devices are hybrid quantum-classical variational approaches, commonly referred to as quantum approximate optimization algorithms [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . The general idea is to use the output state of a quantum system as a variational function that is optimized for a given problem with the help of a classical feedback loop. These approaches have been used to solve problems in quantum chemistry [10] [11] [12] [13] , machine learning [16] [17] [18] , and high-energy physics [15] . Similar to any variational techniques, their accuracy is tied to having an accurate ansatz, which in general, might not be known or easily implementable. In those cases, the model should be flexible enough to capture the answer that may be far from the initial guess. In this aspect, quantum systems have been shown to have more expressive power, i.e., the ability to model complex functions, than standard classical tools such as artificial neuron networks [19] [20] [21] . Hence, having access to a large Hilbert space and efficient training protocols are keys to demonstrate quantum supremacy in the learning performance.
In parallel with outstanding efforts in using digital approaches on NISQ platforms, the alternative paradigm of analog quantum simulators (AQSs) [22] [23] [24] has already shown possible to reach regimes inaccessible to existing numerical techniques [25] . AQSs are controllable quantum computers built to simulate specific quantum systems that are hard to simulate classically. Unlike universal quantum computers, they do not require error correction nor high-fidelity universal quantum gates, making their implementation easier and more versatile. For example, experimental platforms for AQSs include cold atoms in optical lattices [25, 26] , trapped ions [27, 28] , Rydberg atoms [29] , superconducting circuits [30] , quantum dots [31] , defects in solid-state systems [32] , nuclear magnetic resonance [33] , and interacting photons [34, 35] . Consequently, AQSs stand as a natural computing paradigm for NISQ devices.
In this work, we discuss how to efficiently achieve quantum supremacy in AQSs and its applications in probing phases of matter and machine learning. As in the case of random quantum circuits [8] , we characterize signatures of quantum supremacy by measuring the difference between the output distribution and the Porter-Thomas (PT) distribution [36] . The latter is a signature of quantum chaos and indicates that the system uniformly explores its intractably large Hilbert space. As a specific example of AQSs, we consider a simple isolated quantum Ising spin chain with nearest-neighbor interactions, periodically driven by a global magnetic field with disordered on-site energies. We show that the system reaches the PT distribution on a shorter timescale than random quantum circuits with the same connectivity [8] , as the drive effectively generates longer-range interactions and thus changes the topology of the architectures.
As a direct application, we show how the achieved PT distribution can be used as a reference distribution to probe the driven many-body localization (MBL) phase transitions. The latter is a quantum phase transition from thermalized to many-body localized phases resulting from the interplay of interactions, the disorder, and the drive [37] [38] [39] [40] [41] . Our protocol bypasses the need to probe level statistics, which is very challenging experimentally, especially in driven systems [41] .
For the second application, we show how AQSs can be trained to learn complex distributions of classical data, in an analogy of the unsupervised task known as generative modeling in machine learning [42] . We describe how the accuracy of our training protocol solely depends on the phase in which the quantum device operates so that finetuning is not required. Due to its simplicity, our proposal is generic to driven quantum many-body systems and compatible with NISQ devices.
II. ACHIEVING QUANTUM SUPREMACY:
ANALOG VS DIGITAL
A. The analog model
In this work, we consider driven Ising chains described by the HamiltonianĤ(t)
where L is the number of sites, {X i ,Ŷ i ,Ẑ i } are Pauli's spin operators at site i, J is the interaction, and F is the driving amplitude, as depicted in Fig. 1 . We consider disordered magnetic fields along the z-axis with strengths h i being drawn from a uniform distribution ranging from 0 to W , i.e. h i ∈ [0, W ]. We choose a smooth sinusoidal periodic drive of frequency ω so that the resulting magnetic field along x remains positive at all time. This simple model has been implemented in various quantum platforms, including Rydberg atoms [29] , trapped ions [28] , and superconducting circuits [16] . We note that quantum supremacy of two-dimensional Ising spin lattices without the drive, suitable for cold atoms in optical lattices, has been discussed in [43, 44] .
The initial state |ψ 0 is chosen to be a product state where every spins point along the +z direction. The state after m driving cycles is then |ψ m =Û m |ψ 0 , witĥ
whereĤ(t) =Ĥ(t + T ), T = 2π/ω, andT is the timeordering operator. The sketch of the time evolution is depicted in Fig. 2(a) . After evolving, we calculate the output probability p m (z) on the computational basis {|z }.
, where z i ∈ {±1} is the spin configuration along the z-direction. The distribution of p m (z) averaged over D disorder realizations is denoted as Pr(p).
B. Random quantum circuits
To compare with digital approaches, we simulate random quantum circuits for quantum supremacy, which is the 1D version of the proposal in Ref. [8] . They consist of m layers of gates and L qubits, as depicted in Fig. 2(b) . Each layer consists of one sub-layer of singlequbit gates and another sub-layer of controlled-Z gates. The first single-qubit layer consists of Hadamard gates. Other single-qubit gates are chosen randomly from the set
represents a π/2 rotation around the X (Y ) axis of the Bloch sphere and T is a non-Clifford gate representing a diagonal matrix {1, e iπ/4 }. As in the analog case, we measure the output distribution Pr(p) averaged over D realizations of the random circuits. To make a fair comparison, we set the driving period in the analog case to be the same as the time it takes to implement one layer of gates in the digital case [45] . The entangling gates here are also restricted to nearestneighbors as the interactions in the analog case.
C. Characterizing quantum supremacy:
analog versus digital
A key ingredient to demonstrate quantum supremacy, both in the analog and the digital cases, is quantum chaos. Quantum chaotic systems are exponentially sensitive to perturbations [46] and their evolutions are accurately described by the random matrix theory [47] . In the limit where all matrix elements are fully random, the output state has an equal probability of being anywhere in the Hilbert space. Its output distribution then follows the Porter-Thomas (PT) distribution PT(p) ≡ N e −N p [8] , where N = 2 L 1. Simulating such systems on a classical computer requires analyzing its full quantum dynamics with resources that grow exponentially with the size of the system. For random quantum circuits, it is expected that state-of-the-art supercomputers will fail to simulate the circuits with more than approximately a hundred qubits [48] [49] [50] . The latter regime is referred to as the quantum supremacy regime.
Signatures of quantum supremacy can be characterized by measuring the difference between the output probabilities Pr(p) from the quantum device and the PT distribution. This can be done by using the Kullback-Leibler (KL) divergence defined as
where P (x) and Q(x) are the two distributions to be compared and x is an input variable. The KL divergence is zero only when P (x) = Q(x) for all x. We use this measure to compare various distributions throughout the text.
We simulate the dynamics of the driven Ising chain as described by Eq. 3 using exact diagonalization. In Fig.  2 (c), we plot KL(Pr(p) PT(p)) for the analog case as a function of driving cycles m for different L. We find that the KL divergence decays exponentially to a constant value. Fig. 2(e) shows an example of Pr(p) after 10 driving cycles for visualization. In Fig. 2(f) , we plot the KL divergence at the long time limit, KL SS , as a function of L. It shows that KL SS also decays exponentially with L. Hence, Pr(p) tends to the PT distribution in the thermodynamic limit.
In the digital case, KL(Pr(p) PT(p)) as a function of m is plotted in Fig. 2 (d). It shows that the analog approach converges at a faster rate. Fig. 2 (f) shows that in the long-time limit, both approaches give the same value of the KL divergence for L > 9. In the presence of several tens of qubits required for quantum supremacy, these features make the analog approach more favorable for NISQ devices due to the limited coherence time. Morever, the analog approach does not require precise local control to implement the gates.
D. Driving-induced long-range interactions and computational complexity
Achieving the PT distribution with a driven analog quantum processor can be viewed as a result of effective long-range interactions generated by the drive. To see this, it is insightful to investigate the unitary operator U that describes the evolution of a quantum state. The dynamics at stroboscopic times, t m = mT , can be de- scribed by a time-independent Floquet HamiltonianĤ F , defined asÛ ≡ exp −iĤ F T [51] .
For interacting systems, it is generally impossible to find an analytic form forĤ F , and one needs to resort to approximations. The most common approach is using the Magnus expansion to expand exp [−iH F T ] in a power series of E c /ω, where E c is a characteristic energy of the HamiltonianĤ(t) which, in our case, depends on J, W , and F . Doing so, one can write the Floquet Hamilto-
F , where the two first terms, for example, read
The first term is simply the time average ofĤ(t). The second term is zero as a consequence of the sinusoidal driving f (t). The first correction toĤ
F , which is computed in Appendix A. In the limit of infinite frequencies, the Floquet Hamiltonian formally coincides witĥ H (0) F , while the series diverges in the low frequency regime ω < E c .
The crucial point is that higher-order contributions generally include multi-body and longer-(but finite) range effective interactions. For example,Ĥ . This tendency suggests that in the limit where the series diverges, the dynamics is governed by infinitely-long range multi-body interactions. This observation sheds light on the advantages of periodically driven systems to explore larger regions of their Hilbert space by highlighting the effectively enhanced connectivity of the model, which leads to faster growth of entanglement.
In Fig. 3 , we picture the convergence of the Magnus expansion by plotting in panel (a) the fidelity | ψ m |ψ (n) | 2 between a state evolved underĤ(t) after one driving cycle (m = 1) and a state evolved under the truncated Magnus series |ψ (n) = exp(−i n l=0Ĥ
F T )|ψ 0 with n = 0 and 2. We see that for small driving frequencies ω, the truncated Magnus series fails to capture the time evolution which suggests the divergence of the series. As a comparison, Fig. 3 (b) shows KL(Pr(p) PT(p)) as a function of the driving frequency. We see that the convergence of Pr(p) toward PT(p) coincides with the divergence of the Magnus expansion.
The appearance of effective long-range interactions and the PT distribution present a significant challenge to simulate the driven disordered Ising chains with approximate numerical methods. For example, the standard matrixproduct-state-based techniques are applicable only for weakly-entangled systems with short-range interactions [52, 53] . Moreover, the presence of disorder makes the effective fermionic model, derived using the Jordan-Wigner transformation, non-local and analytically hard to solve [54] . In the high-frequency limit, one can find analytical solutions for particular driving pulses [55] , but no general solutions exist. In general, simulating the driven disordered Ising chain as described by Eq. (3) on a classical computer requires exact numerics, which quickly becomes intractable as the number of sites increased.
III. PROBING QUANTUM PHASES OF MATTER
In the previous section, we have seen the advantages of the driven Ising chain in achieving quantum supremacy, compared to the digital random quantum circuits with the same topology. Here, we discuss a close connection between the achieved quantum supremacy and quantum chaos in periodically-driven systems. This relation strongly suggests that the PT distribution in our system cannot be obtained without the drive. We then show a direct application of our sampling protocol in probing driven many-body localization (MBL) phase transitions, where driven quantum many-body systems fail to thermalize due to disorder.
The concept of thermalization in an isolated quantum system begins with the eigenstate thermalization hypothesis [56] , which states that, for an initial state |ψ 0 with E = ψ 0 |Ĥ F |ψ 0 , any generic observable is expected to evolve toward the micro-canonical ensemble prediction associated with the energyĒ ± ∆E, where ∆E is the variance of Ĥ F . In the thermodynamic limit, this ensemble is equivalent to the canonical ensemble with a temperature T = Ē /k B [57] . In the driven case, it has been shown that ifĤ F has a diverging Magnus expansion, the system may thermalize with a corresponding infinite temperature [40] . In Appendix B, we show analytically that such infinite temperature ensemble is equivalent to the ensemble of states that follow the PT distribution. This simple relation implies that obtaining the PT distribution without the drive is not possible in our system due to the conservation of energy. A detailed discussion on thermalization in the undriven case is provided in Appendix C.
In the presence of large disorder, the above description fails, giving rise to the MBL phase, which has been the focus of numerous studies both theoretically and experimentally in recent years [58] [59] [60] . Unlike standard quantum phase transitions which happen at the ground state, the MBL transitions occur in the dynamics and involve every eigenstate. Identifying the transition on a classical computer then requires exact diagonalization which is not possible for large systems [37] [38] [39] [40] 61] . Partial experimental signatures of the MBL transitions have been observed in cold neutral atoms [25, [62] [63] [64] , superconducting circuits [41, 65] , and trapped ions [66] .
A. Probing the MBL transition with level statistics
One of the standard ways to analyze the dynamics of the driven system is via the notion of the level statistics of the unitary operatorÛ [38, 40, 61] . Let |φ n be an eigenstate of the Floquet Hamiltonian, i.e.,
where { n } are eigenenergies ofĤ F . It follows that
where θ n = n T modulo 2π. The level statistics P(r) is a normalized distribution of the level spacing
with δ n = θ n+1 − θ n and θ n+1 > θ n .Û is said to be chaotic if it can be described by a random unitary matrix where {θ n } follow the Circular Orthogonal Ensemble (COE) statistics,
The plot of P COE (r) is depicted in Fig. 4 (a) (red solid curve), showing a peak near r = 0.5 with r COE ≈ 0.527. This statistics implies level repulsion as P COE (0) = 0, meaning that {θ n } are correlated. Notice that in contrast to the eigenenergy n , the phase θ n or the 'quasi-energy' only takes the value within the range [0, 2π]. This effect is referred to as energy folding. In the high-frequency limit n T 2π, {θ n } and { n } follow the same statistics as they are linearly related. However, in the low-frequency limit n T 2π, the statistics of {θ n } can be vastly different from that of { n } due to the folding. For example, ifĤ F contains only short-range interactions and { n } shows level repulsion, {θ n } can appear to be uncorrelated [59] . WhenĤ F contains long-range interactions, i.e., the Magnus expansion diverges, the repulsion among { n } can be so strong that the folded phases remain correlated. This relation stresses the important role of the drive in generating the COE statistics in our system.
When the system is in the MBL phase with localized energy eigenstates, the energies { n } are uncorrelated and so are the phases {θ n }. In this phase, the statistics of {θ n } follows the Poisson (POI) statistics [38, 61] ,
The plot of P POI (r) is depicted in Fig. 4(a) (green dashed curve), showing a peak at r = 0 with r POI ≈ 0.386. In Fig. 4(b) , we plot the averaged level spacing r calculated using the level statistics of a driven quantum Ising chain as a function of disorder strength. We see the transition between the COE at W < 5J and the POI statistics at W > 10J. The level statistics in the chaotic and the MBL phase are plotted in Fig. 4(a) and 4(c) showing a good fit to the COE and the POI statistics respectively.
Even though the level statistics have been widely used in theoretical studies of MBL, its experimental realizations are limited. In the undriven case, signatures of level statistics have been measured using two interacting photons in a nine-site superconducting circuit [41] . The spectroscopy method proposed in Ref. [41] is based on the Fourier transform of the time evolution. Its resolution is limited by the coherence time of the system. In the driven case, the quasi-energies become significantly denser due to the energy-folding when n T 2π, making the measurement even more challenging.
B. Probing the MBL transition with the Porter-Thomas distribution
Since probing the level statistics in the experiment is very challenging, we propose here to use KL(Pr(p) PT(p)) as an order parameter to probe the MBL phase transition. This order parameter captures a direct signature of the COE statistics: the latter implies thatÛ is a fully random unitary matrix, hence a state evolving underÛ is a random vector in the Hilbert space which leads to the PT distribution.
In Fig. 4 (e), we plot KL(Pr(p) PT(p)) as a function of disorder strength W . For W < 5J, we see that the output probability converges to the PT distribution, as expected since the system is chaotic. The KL divergence starts to increase at W 5J and saturates at W ∼ 10J. This trend is consistent with r shown Fig. 4(b) . In the MBL phase, the output distribution, shown in Fig.  4(f) , is far from the PT distribution as expected because the system is localized near the initial state and does not explore the whole Hilbert space. We explore this relation for different values of the driving-frequencies over the coupling, ω/J, in Appendix D.
We note that in Refs [25, [62] [63] [64] , the spreading of an initially localized state is used to observe the MBL transition. However, such order parameter only gives informations about the spreading in real space, but not in the Hilbert space. The latter can be measured by KL(Pr(p) PT(p)).
IV. MACHINE LEARNING IN THE HILBERT SPACE WITH AN ANALOG QUANTUM PROCESSOR
So far, we have shown that there are two phases associated with the driven disorder quantum Ising chain. In this section, we show how the same setup, with additional feedback loops, can be used to solve problems in machine learning, where the accuracy of the protocol solely depends on which phases the system operates in. Our goal here is to guide or 'train' the quantum system to a specific point in the Hilbert space which represents the answer to a particular problem, as depicted in Fig. 5(a) . We show that in the chaotic phase, although the system is capable of probing the entire Hilbert space, training is impossible due to the chaotic nature of the dynamics. In the MBL phase, on the other hand, while the system only explores a small regime in the Hilbert space after each iteration, the dynamics can still efficiently probe the Hilbert space by quenching the evolution. However, in this regime, the more controlled evolution allows a successful optimization process.
A. Generative modeling tasks
We demonstrate our argument by tackling a generative modeling problem. The latter is an unsupervised machine-learning task, meaning that the training data are unlabelled. The goal is to find the unknown probability distribution, q(z), of the training data. Here, the data is a set of binary vectors {z} data = {z 1 , z 2 , ...}. As a real-world example, this data can represent the opinions of a group of customers on a set of L different products, as depicted in Fig. 5(b) . The opinion of the customer i is represented by a binary vector z i = [z i1 , z i2 , ..., z iL ] where z ij = 1 if he/she likes the product j and −1 otherwise. After knowing q(z), the company can generate new data from this distribution and recommends products with +1 score to new customers.
In this section we use an artificial dataset as a working example. To assure the generality of the data, we assume that q(z) is the Boltzmann distribution of classical Ising spins with all-to-all connectivity, i.e.,
where Z = z exp (−E(z)/k B T ) is the partition function, k B is the Boltzmann constant, T plays the role of a temperature, and
with a i , b ij being random numbers between ±J/2. This model is known as the Boltzmann machine which is one of the standard types of artificial neuron networks used in machine learning and has been shown to capture a wide range of real-world data [67] . Its quantum version has been studied in [68, 69] .
B. Training driven analog quantum processors
Classically, the distribution of {z} data can be obtained by first guessing a model p model (z) q(z)) using either gradient descent or gradient-free optimization algorithms.
In our case, we show how the distribution of {z} data can be recovered as the output probability p m (z) of the driven quantum Ising chain. Instead of the static disorder as before, the disorder is quenched after each driving cycle. The time evolution is described as
whereÛ 1 ,Û 2 ,Û 3 ,...,Û m are propagators as defined in Eq. (3) with different disorder realizations but the same W, J, F and ω [70] . The subscript indicates the order in which the propagator is applied. Our cost function is defined as C = KL (p m (z) q(z)), whereq(z) is the normalized histogram of {z} data . 'Training' is done by using feedback loops to find a set of disorder realizations that minimizes the cost function via a gradient-free approach. Our training protocol, depicted in Fig. 6 (a) takes place as follows:
1. Initialize the system at |ψ m = |ψ 0 with m = 0.
2. Evolve the system by one driving cycle |ψ m+1 = U |ψ m , and then measure C.
3. Repeat the step (2) D times with different disorder realization.
4. Choose the disorder realization that has the lowest C, label the corresponding evolution as U m , and update m → m + 1.
5. Repeat the step (3)- (4) until convergence.
Note that, as shown below, our optimization is done in the Hilbert space, which is also an important difference to the usual optimization approaches which are done in the parameter space [68, 71] .
C. Results and discussions
Results of the training, depicted in Fig. 6(b) , compare the convergence of the protocol for systems in the quenched MBL and chaotic regimes. It shows that the protocol only converges in the quenched MBL regime. To visualize the dynamics of the system during the training, we choose to calculate the classical entropy associated with the output distribution in the step (2),
In Fig. 6(c) -(d), we plot {S p } and {C} for all disorder realizations at different m. The vertical dashed line is the entropy of the training data,
The semi-dashed line is the entropy of the states that follow the PT distribution [8] ,
As shown in 6(c), in the MBL phase, although the system starts from a state with low entropy, the quenched disorder quickly drives the system into states with an entropy closer to Sq. As shown in Fig. 6(b) , the convergence rate slows down when the entropy of the system becomes comparable to Sq at approximately m = 5. On the other hand, the system in the quenched chaotic regime is trapped near S PT , as shown in Fig. 6(d) , meaning that no optimization can be efficiently implemented due to the chaotic dynamics. In Fig. 6(e) , we plot the cost function after the training for different disorder strengths W . It confirms that the protocol does not give an accurate result when the system is in the quenched chaotic regime. In the quenched MBL regime, the protocol converges to the same C independent of W . With larger W/J, we find that the system takes a longer time to reach the same entropy as Sq. However, the total convergent time is approximately the same throughout the range of W/J considered in Fig.  6 (e). This shows that the performance of our training protocol depends solely on the phase of the quantum device and fine-tuning is not required.
The better learning performance in the quenched MBL regime stems from two factors. First, unlike the static disorder case, the system during the quenched MBL dynamics can go to anywhere in the Hilbert space. Second, the system has a 'short-term memory' which enables a more controlled evolution. To show the former, in Fig. 7(a) , we plot KL(Pr(p) PT(p)) calculated from the quenched dynamics without the feedback loops, as a function of m. It shows that the system in both phases reaches the PT distribution over time. To show the memory effect, in Fig. 7(b) , we plot KL(p m+δm (z) p m (z)) which is the difference between the output distributions at m and m + δm cycles as a function of δm. It shows that, in the quenched MBL regime, the memory decays exponentially with δm, while there is no memory in the quenched chaotic case.
We note that although the modulation of the magnetic field along the x-axis is the key to achieving quantum supremacy in the previous sections, it is not strictly required here as the quenched disorder acts as a drive. However, as shown in Appendix E, we find a significantly degraded learning performance when the modulation is removed, i.e. f (t) = 0.5. 
V. CONCLUSIONS AND OUTLOOKS
In this work, we have shown how to achieve quantum supremacy efficiently in analog quantum processors. Compared to the digital random circuit approaches with the same connectivity, analog methods require shorter coherence time and less control to reach the quantum supremacy regime. As a first direct application, we show that the difference between the output distribution and the PT distribution, KL(Pr(p) PT(p)), is a direct signature of the COE statistics and can be used as an accessible order parameter to probe driven MBL phase transitions. For machine learning applications, we show that quenched MBL dynamics and feedback loops can be used to train the system to learn complex classical data. We show that the performance of our training protocol depends solely on the phase of the quantum device and fine-tuning is not required.
Our results pave a way on how NISQ processors can be used to solve real-world problems beyond the reach of classical computers. Note that, in our machine-learning example, the number of products or 'features' is the same as the number of qubits/sites. The latter can vary from a few tens to a few hundred for NISQ devices. However, for real-world datasets, the number of features can be far exceeding this number. Nevertheless, in practice, dimension reduction techniques such as principal component analysis (PCA) can be used to reduce the number of features drastically [72] . For example, in single-cell RNA sequencing data, each cell can have several ten thousand features, which are usually reduced to 30-50 features before clustering algorithms were applied [73] . This number provides a promising avenue to benchmark NISQ devices with real-world data against classical methods. Similar to other hybrid quantum-classical or classical gradientfree optimization algorithms, the scalability and the convergence of our protocol have not been proven mathematically in a general case. Its applicability has to be tested on a case-by-case basis.
While this work sheds light on an essential aspect for training quantum devices based on their phases, there is still room for the improvement of the optimization of the protocol. For example, it would be interesting to investigate how to implement the more efficient use of all the information measured during the training and how it could be applied to quantum chemistry problems. F , the analytic form is the followinĝ
By specifying t 0 = 0 as in the main text, the term disappears. Now, consider the second order termĤ
where in the last step we specify t 0 = 0. Note thatẐ jXj+1Ẑj+2 in the last line is the three-body interaction term which is also mentioned in the main text. The many-body long range interaction terms are common in the higher order corrections. Lastly, the higher order correction terms scale as In this section, we prove that the ensemble of the states that follows the PT distribution is a mixed state with the infinite temperature. We begin by writing the state as |ψ = N i=1 c i |i , where |i is a basis vector and N is the dimension of the Hilbert space. A random vector in the Hilbert space means that C i = a i + ib i is a random complex number, subjected to the constrain i |c i | 2 = 1. It has been shown that the distribution of the probabilities p i = |c i | 2 follows the Porter-Thomas distribution, i.e. Pr(p) = N e −N p . Let S PT be the ensemble of such states. The density-matrix representation of the ensemble is written as
where D is the number of states in the ensemble and ν is the label of the state in the ensemble. Let us first consider the diagonal elements
Pr(p i )p i dp i = 1 pi=0 N e −N pi p i dp i = −e −N 1 + 1
To calculate the off-diagonal elements, we assume that a i and b i are drawn from a uniform distribution in the range [−η/2, η/2] with η → ∞. The integral over the Hilbert space is
Hence, the ensemble average of the off-diagonal elements is the random matrix theory [47] . This link is what mainly motivates the use of the PTD as a signature of quantum supremacy [8] . In the following sections, we discuss the subtle relation between quantum chaos in driven interacting systems and quantum supremacy signatures.
One of the standard way to observe the emergence of quantum chaos in time-independent systems is by analyzing the level statistic of the underlying static Hamiltonian [57] . For example, writingĤ ave = n n |φ n φ n | with eigenstates |φ n of energy n , one can define the level spacing as
where δ n = n+1 − n ( n ≤ n+1 ) is the distance between two adjacent eigenenergies. The level statistic Pr(r) is the normalized distribution of r n . The system is said to be chaotic if Pr(r) exhibits level repulsion and coincides with the distribution obtained from a random Gaussian matrix. The latter is known as the Gaussian orthogonal ensemble (GOE) and reads Pr GOE (r) = 27 4 r+r 2 (1+r+r 2 ) 5/2 with a mean value r GOE ≈ 0.536. In physical implementations, the Hamiltonian has more structure than a fully random Gaussian matrix. However, within a small energy window, the eigenstates of a physical HamiltonianĤ that exhibits GOE level statistic are expected to be equivalent to random unit vectors (i.e. no clear structure) when written in a generic basis [e.g. the {|z } basis]. As a consequence, for an initial state |ψ 0 withĒ = ψ 0 |Ĥ|ψ 0 and ∆E = ψ 0 |Ĥ 2 |ψ 0 − | ψ 0 |Ĥ|ψ 0 | 2 , any generic observable is expected to evolve toward the microcanonical ensemble prediction associated to the energȳ E ± ∆E, which in the thermodynamic limit is equivalent to the canonical ensemble with a finite temperature T = Ē /k B [57] . This result is expected from the eigenstate thermalization hypothesis [56] . In contrast, for phases of matter where the different energy eigenstates are uncorrelated, as it is the case for MBL phases, the level statistic is expected to follow the Poisson distribution P POI (r) = 2 (1+r) 2 with r POI ≈ 0.386. In this case, the system fails to thermalize, and the eigenstate thermalization hypothesis breaks down.
For periodically driven Hamiltonians, a different point of view has to be adopted. Since it is in general impossible to find a closed form for the time-independent Floquet HamiltonianĤ F , one has to focus on the unitary evolution operatorÛ (T ) = n e −iθn |ψ n ψ n |. The same approach follows except that it is the phase statistic that is accessible, i.e. δ n = θ n+1 − θ n (θ n ≤ θ n+1 and θ n ∈ [0, 2π]) in eq. (C1), which leads to qualitatively different signatures. For example, in the limit of infinite driving frequencies ω → ∞,Ĥ F converges toĤ ave and θ n = n T 2π, so that the phase θ n and energy n statistics are identical. In the intermediate regime where ω is finite butĤ F is local and extensive (i.e. convergent Magnus expansion), the folding of the energy spectrum θ n ∈ [0, 2π] can drastically change the statistic as eigenstates far apart in energy are expected to have little correlations. AĤ F that leads to level repulsion (GOE energy statistic) can exhibit Poisson phase statistics within the [0, 2π] range.
Finally, in the low-frequency limit where the Magnus expansion diverges,Ĥ F can be non-local and so correlations between every eigenstates can arise, leading to phase repulsion despite the energy spectrum folding. In that case, the corresponding phase statistic tends toward the level statistic of a random unitary matrix, known as the circular orthogonal ensemble (COE). In analogy with the static scenario, the eigenstates ofÛ (T ) are expected to be equivalent to random unit vectors, but this time, over the entire Hilbert space. Consequently, any generic observable is expected to evolve toward the micro-canonical ensemble with ∆E → ∞ which in the thermodynamic limit corresponds to the canonical ensemble with an infinite temperature [40] . Finally, we note that for ω → 0, the phase statistic follows the Poisson distribution and the output state diverges from the PT distribution. In this limit, the dynamics becomes approximately adiabatic, and the dynamics is well described by short-range interactions.
