The exponential model for the spectrum of a time series is based on the Fourier series expansion of the logarithm of the spectral density. The coefficients of the expansion are the cepstral coefficients 
Introduction
The analysis of stationary processes in the frequency domain has a long tradition in time series analysis; the spectral density provides the decomposition of the total variation of the process into the contribution of periodic components with different frequency as well as a complete characterization of the serial correlation structure of the process, so that it contains all the information needed for prediction and interpolation.
Inferences on the spectrum are based on the periodogram, which possesses a well established large sample distribution theory that leads to convenient likelihood based estimation and testing methods. This paper is concerned with a class of generalised linear models formulated for the logarithm of the spectral density of a time series, known as the exponential model, which emerges by truncating the Fourier series expansion of the log-spectrum. The coefficients of the expansion are known as the cepstral coefficients and are in turn obtained from the discrete Fourier transform of the log-spectrum; their collection forms the cepstrum. This terminology was introduced by Bogert, Healy and Tuckey (1963), cepstral and cepstrum being anagrams of spectral and spectrum, respectively.
The Fourier transform of the logarithm of the spectral density function plays an important role in the analysis of stationary stochastic processes. It is the key element of the spectral factorization at the basis of prediction theory, leading to the Kolmogorov-Szegö formula for the prediction error variance (see Doob, 1953 , theorem 6.2, Grenander and Rosenblatt, 1957, section 2.2, and Pourahmadi, 2001 , Theorem VII).
Bogert, Healy and Tuckey (1963) advocated its use for the analysis of series that are contaminated by echoes, namely seismological data, whose spectral densities typically factorize as the product of two components, one of which is the the contribution of the echo. We refer the reader to Oppenheimen and Schafer (2010, ch. 13), Brillinger (2001) and Childers, Skinner and Kemerait (1977) for historical reviews on the cepstrum and its applications in signal processing. Solo (1986) extended the cepstral approach for modelling bivariate random fields. Bloomfield (1973) introduced the exponential (EXP) model and discussed its maximum likelihood estimation, relying on the distributional properties of the periodogram of a short memory process, based on Walker (1964) and Whittle (1953) . As illustrated by Cameron and Turner (1987) , maximum likelihood estimation is computationally very attractive, being carried out by iteratively reweighted least squares.
Local likelihood methods with logarithmic link for spectral estimation have been considered by Fan and Kreutzberger (1998) . Also, the exponential model has played an important role in regularized estimation of the spectrum (Wahba, 1980; Pawitan and O'Sullivan, 1994) , where smoothness priors are enforced by shrinking higher order cepstral coefficients toward zero, and has been recently considered in the estimation of time-varying spectra Wood, 2009, and Stoffer, 2012) . Among other uses of the EXP model we mention discrimination and clustering of time series, as in Fokianos and Savvides (2008) .
The model was then generalised to processes featuring long range dependence by Robinson (1991) and Beran (1993) , originating the fractional EXP model (FEXP), whereas Janacek (1982) proposed a method of moments estimator of the long memory parameter based on the sample cepstral coefficients estimated nonparametrically using the log-periodogram. Maximum likelihood estimation of the FEXP model has been dealt with recently by Narukawa and Matsuda (2011).
The paper contributes to the current literature by introducing the class of generalised linear cepstral models with Box-Cox link, according to which a linear model is formulated for the Box-Cox transformation of the spectral density. The link function depends on a power transformation parameter, and encompasses the exponential model, which corresponds to the case when the transformation parameter is equal to zero.
Other important special cases are the inverse link (which leads to modelling the inverse spectrum), and the identity link. The coefficients of the model are related to the generalised autocovariances, see Proietti and Luati (2012) , and are termed generalised cepstral coefficients. To enforce the constraints needed to guarantee the positivity of the spectral density, we consider a reparameterization of the generalised cepstral coefficients and we show that this framework is able to nest alternative spectral estimation methods, in addition to the exponential approach, namely autoregressive spectral estimation (inverse link) and moving average estimation (identity link), so that the appropriate method can be selected in a likelihood based framework. We also discuss testing for white noise in this framework.
The paper is structured as follows: section 2 provides a review of cepstral analysis and introduces the exponential model and its long memory extension, the fractional exponential model. Section 3 considers frequency domain estimation of the cepstral coefficients based on the periodogram or sample spectrum. The class of generalised linear cepstral model is the subject of section 4. Illustrations are provided in section 5.
Finally, in section 6 we trace some conclusions and directions for further research.
The Exponential Model and Cepstral Analysis
Let {y t } t∈T be a stationary zero-mean stochastic process indexed by a discrete time set T , with covariance
is the spectral distribution function of the process and ı is the imaginary unit. We assume that the spectral density function of the process exists, F (ω) = ∫ ω −π f (λ)dλ, and that the process is regular (Doob, 1953, p. 564 
We shall start by assuming that f (ω) is bounded in (−π, π), i.e. the process {y t } t∈T is a short memory process.
As f (ω) is a positive, smooth, even and periodic function of the frequency, its logarithm can be expanded in a Fourier series as follows,
where the coefficients c k , k = 0, 1, . . ., are obtained by the (inverse) Fourier transform of ln[2πf (ω)],
The coefficients c k are known as the cepstral coefficients and the sequence {c k } k=0,1,... is known as the cepstrum (Bogert, Healy and Tukey, 1963) . The interpretation of the cepstral coefficients as pseudoautocovariances is also discussed in Bogert, Healy and Tukey (1963) and essentially follows from the analogy with the Fourier pair 2πf (ω) = γ 0 + 2
dω. Important characteristics of the underlying process can be obtained from the cepstral coefficients. The intercept is related to the the one-step ahead prediction error variance (p.e.v.), σ 2 = Var(y t |F t−1 ), where F t is the information set up to time t: by the Szegö-Kolmogorov formula,
we get immediately that c 0 = ln σ 2 . Moreover, the long run variance is obtained as
Also, if we let y t = φ(B)ξ t denote the invertible Wold representation of the process, with φ(B) =
, where B is the lag operator, B j y t = y t−j , then the moving average coefficients of the Wold representation are obtained recursively from the formula
with φ 0 = 1. The derivation, see Janacek (1982), Pourahmadi (1983) and Hurvich (2002) , is based on the
, and equating the derivatives of both sides with respect to z at the origin, enables to express the Wold coefficients in terms of the cepstral coefficients, giving (2) . The autoregressive representation π(B)y t = ξ t , where
, is easily determined from the relationship ln π(z) = − ln φ(z), and it is such that π 0 = 1 and
The mutual information between the past and the future of a Gaussian time series is defined in terms of the cepstral coefficients by Li (2005) ,
and the following relation hold between cepstral coefficients and the partial autocorrelation coefficients, {ϕ kk } k=1,2,... , the so called reflectrum identity,
, the latter being a consequence of the Kolmogorov-Szegö formula.
We also note that the Fourier expansion (1) 
Cepstral Analysis of ARMA Processes
If y t is a white noise (WN) process, c k = 0, k > 0. Figure 1 displays the cepstrum of the AR(1) process 
we have the following general result
where
This is the sum of elementary cepstral processes corresponding to polynomial factors. When a j and b j are real c Gradshteyn and Ryzhik , 1994, 4 .397.6). When there are two complex conjugate roots, a j = r −1 e ıϖ ,ā j = r −1 e −ıϖ , with modulus 1/r and phase ϖ, their contribution to the cepstrum is via the coefficients r k cos(ϖk)/k. Hence, the cepstral coefficients of the stationary cyclical process (1 − 2r cos ϖB + r 2 B 2 )y t = ξ t are c k = r k cos(ϖk)/k, k = 1, 2, . . .; 
Truncated Cepstral Processes
The class of stochastic processes characterised by an exponential spectrum was proposed by Bloomfield (1973) , who suggested truncating the Fourier representation of ln 2πf (ω) to the K term (EXP(K) process), so as to obtain:
The EXP (1) process, characterized by the spectral density f (ω) = (2π) −1 exp(c 0 + 2c 1 cos ω), has autocovariance function
where 
, is such that the spectral density can be factorized as
This result comes from the Fourier expansion of the factors exp(2c k cos(ωk)).
Fractional Exponential (FEXP) processes
We now move to long memory processes, whose spectral density is unbounded at the origin. The process {y t } t∈ T is generated according to the equation
where ξ t is a short memory process and d
is the long memory parameter, 0 < d < 0.5. The spectral density can be written as
where the first factor is the power transfer function of the filter
and f ξ (ω) is the spectral density function of a short memory process, whose logarithm admits a Fourier series expansion. 
Here, c 0 retains its link to the p.e.v.,
(see also Gradshteyn and Ryzhik, 1994 , formula 1.441.2), which tends to infinity when ω → 0, we rewrite (4) as
Hence, for a fractional noise (FN) process, for which y t ∼ WN(0, σ 2 ), the cepstral coefficients show an
When ln 2πf ξ (ω) is approximated by an EXP(K) process, i.e. the last summand of (4) 
The Periodogram and the Whittle likelihood
The main tool for estimating the spectral density function and its functionals is the periodogram. Due to its sampling properties, a generalised linear model for exponential random variables with logarithmic link can be formulated for the spectral analysis of a time series in the short memory case. The strength of the approach lies in the linearity of the log-spectrum in the cepstral coefficients.
Let {y t , t = 1, 2, . . . , n} denote a time series, which is assumed to be a sample realisation from a stationary short memory Gaussian process, and let ω j = 2πj n , j = 1, . . . , [n/2], denote the Fourier frequencies, where [·] denotes the integer part of the argument. The periodogram, or sample spectrum, is defined as
In large samples (Brockwell and Davis, 1991, ch. 10)
whereas The above distributional result is the basis for approximate or Whittle maximum likelihood inference on the EXP(K) model for the spectrum of a time series: denoting by θ the vector of cepstral coefficients,
Notice that we have excluded the frequencies ω = 0, π from the analysis; the latter may be included with little effort, and their effect on the inferences is negligible in large samples. Estimation by maximum likelihood (ML) of the EXP(K) model was proposed by Bloomfield (1973) ; later Cameron and Turner (1987) showed that ML estimation is carried out by iteratively reweighted least squares (IRLS).
In some cases, tapering the series before computing the periodogram may improve the estimation, in that tapering reduces the finite sample bias due to the leakage in spectral estimation that arises from neighbour- (5) holds. In our applications we shall use a taper formed for zeroth-order discrete prolate spheroidal sequences (dpss), for which we refer to Percival and Walden (1981, sec. 3.9 and ch. 7).
Generalized Linear Cepstral Models with Power Link
The EXP model is a generalised linear model (GLM, McCullagh and Nelder, 1989) for exponentially distributed data, the periodogram ordinates at the Fourier frequencies, with mean function given by the spectral density and a logarithmic link function.
The generalization that we propose in this section 1 refers to the short memory case and is based on the Let us thus consider the Box-Cox transform of the spectral density function 2πf (ω),
Its Fourier series expansion, truncated at K, is
and the coefficients
will be named generalised cepstral coefficients (GCC).
Hence, a linear model is formulated for g λ (ω). The spectral model with Box-Cox link and mean function
will be referred to as a generalised cepstral model (GCM) with parameter λ and order K, GCM(λ, K), in short. The EXP model thus corresponds the the case when the power parameter λ is equal to zero, and c 0k = c k , are the usual cepstral coefficients.
For λ ̸ = 0, the GCC's are related to the generalised autocovariance function, introduced by Proietti and Luati (2012),
by the following relationships:
In turn, the generalised autocovariances are interpreted as the traditional autocovariance function of the power-transformed process:
series analysis. We are grateful to Scott Holan for providing this reference.
where ξ * t = σ −1 ξ t , s(λ) is the sign of λ, and
is a series in the lag operator whose coefficients can be derived in a recursive manner based on the Wold coefficients by Gould (1974) 
Whittle Likelihood Estimation
Then, the approximate Whittle likelihood is
where, for
and the approximate Whittle estimator of θ λ isθ λ such that
where Θ ⊆ R K+1 .
The score vector and the Hessian matrix, when λ ̸ = 0, are respectively
Maximum likelihood estimation is carried out numerically by the Newton-Raphson algorithm, i.e. iterating until convergenceθ
or by the method of scoring:θ
with fixed initial conditions, e.g. the white noise case.
The asymptotic theory forθ λ is based on Dzhaparidze (1986, ch. 2). For a Gaussian process with positive spectral density function, under the usual regularity conditions (the true parameter θ 0 is an inner point of Θ, the model is identifiable and the derivatives
exist and are continuous for all l), theñ
In the exponential case, when λ = 0, the derivation is the same and so are the asymptotic results, provided that z * j is replaced by z j . In the case of misspecification, it is possible to derive the asymptotic covariance matrix ofθ λ by following Bloomfield (1972 Bloomfield ( , 1973 . However, in the present case, when we are faced with the further assumption of positivity of the inverse Box-Cox transform, we suggest to reparametrize the model as in section 4.3.
White Noise and Goodness of Fit Test
We consider the problem of testing the white noise hypothesis H 0 : c λ1 = c λ2 = · · · = c λK = 0 in the GCM framework, with λ and K given. Interestingly, the score test statistic is invariant with λ and is asymptotically equivalent to the Box-Pierce (1970) The score test of the null H 0 :
where z ′ j = [1, 2 cos ω j , 2 cos(2ω j ), . . . , 2 cos(Kω j )],ũ j = 1 − I(ω j )/Ī, and we rely on the large sample approximations: 2N ≈ n, On the contrary, the likelihood ratio test can be shown to be equal to
,
where V = 2πĪ is the unconditional variance of the series, estimated by the averaged periodogram, and the prediction error variance in the denominator is estimated by the geometric average of the estimated spectrum under the alternative. The former is also the p.e.v. implied by the null model; the latter depends on λ. Interestingly, the LR test can be considered a parametric version of the test proposed by Davis and Jones (1968) , based on the comparison of the unconditional and the prediction error variance.
Reparameterization
The main difficulty with maximum likelihood estimation of the GCM(λ, K) model for λ ̸ = 0 is enforcing the
This problem is well known in the literature concerning generalised linear models with the inverse link for gamma distributed observations, for which the canonical link is the inverse link (McCullagh and Nelder, 1989) . Several strategies may help overcoming this problem, such as periodogram pooling (Bloomfield, 1973 , Moulines and Soulier, 1999 , Faÿ, Moulines and Soulier, 2002 , which reduces the influence of the periodogram ordinates close to zero, and weighting the periodogram, so as to exclude in the estimation those frequencies for which the positivity constraint is violated.
The most appropriate solution is to reparameterize the generalised autocovariances and the cepstral coefficients as follows:
where the b k coefficients are such that the roots of the polynomial 1 + b 1 z + · · · + b K z K lie outside the unit circle, so that, for λ ̸ = 0, the GCC's are obtained as
To ensure the positive definiteness and the regularity of the spectral density we adopt a reparameterization due to Barndorff-Nielsen and Schou (1973) and Monahan (1984) as λ varies can be used to select the spectral model for y t . A similar idea has been used by Koenker and Yoon (2009) for the selection of the appropriate link function for binomial data; another possibility is to test for the adequacy of a maintained link (e.g. the logarithmic one) using the goodness of link test proposed by Pregibon (1980) .
In conclusion, the GCM framework enables the selection of a spectral estimation method in a likelihood based framework. Another possible application of the GCM(λ, K) is the direct estimation of the inverse spectrum and inverse autocorrelations up to the lag K, which arises for λ = −1 (this corresponds to the inverse link) and of the optimal interpolator (Battaglia, 1983) , which is obtained in our case from the corre-
which represents the inverse autocorrelation at lag k of y t .
Illustrations
The proposed generalizations will now be applied to three well known time series that have been analyzed extensively in the literature and that provide a useful testbed for the class of generalised linear cepstral models.
Southern Oscillation Index
The Southern Oscillation Index (SOI) measures the difference in surface air pressure between Tahiti We investigate what GCM(λ, K) representation provides the best fit to the sample spectrum of the time series. This depends on two crucial parameters, the truncation parameter K and the power parameter λ, which can be selected by an information criterion, such as the Akaike Information Criterion (AIC):
where ℓ(θ λ ) is the Whittle likelihood of the GCM(λ, K) model, evaluated at the maximum likelihood estimate of the parameters θ λ ; the latter is obtained using the reparameterisation considered in section 4.3.
The AIC always leads to K = 7 for all values of λ. Figure 3 displays the prediction error variance and the profile Whittle likelihood of GCM(λ, 7) models, as a function of λ. This suggests that the optimal value of the power transformation parameter isλ = −2.28.
The estimated spectrum isf (ω) = From the second panel of figure 3 it is evident that the likelihood ratio test of λ = −2 for a GCM(λ, K) model with K = 7 is not significant, so that the spectrum that is fitted by maximum likelihood does not differ from that arising from fitting an autoregressive model of order 14 such that the autoregressive polynomial is the square of a polynomial of order 7. This polynomial has three pairs of complex conjugate roots and a real root. Figure 4 plots the periodogram of the SOI series and overimposes the spectral densities fitted by the GCM(λ, K) model with K = 7 and λ set equal to 1, 0, −1 andλ = −2.28. The case when λ is set equal to 1 corresponds to fitting an MA(7) model to the series, whereas the case λ = 0 corresponds to fitting the EXP(7) model; λ = −1 corresponds to fitting an AR(7). It should be noticed that in none of these cases a spectral peak arises at a frequency other than zero. The spectrum fitted by maximum likelihood, on the contrary has a clear mode at a frequency corresponding to a period of about four years. This example illustrates that the exponential model provides a fit that is comparable to that of an ARMA model, in terms of the prediction error variance. There is a possibility that the series has long memory, which agrees with the finding in Beran (1995) and Velasco and Robinson (2000) .
When we move to fitting the more general class of GMC(λ, K) models, both AIC and BIC select the model GCM(-2.29, 1); see table 1, which refers to the AIC. Notice that the EXP(5) and EXP(7) are characterised by a much higher AIC (see the row corresponding to λ = 0). Table 2 
Simulated AR(4) Process
As our third example we consider n = 1024 observations simulated from the AR(4) stochastic process y t = 2.7607y t−1 −3.8106y t−2 +2.6535y t−3 −0.9238y t−4 +ξ t , ξ t ∼ NID(0, 1). The series is obtained from Percival and Walden (1993) and constitutes a test case for spectral estimation methods, as the data generating process features a bimodal spectrum, with the peaks located very closely. In fact, the AR polynomial features two pairs of complex conjugate roots with modulus 1.01 and 1.02 and phases 0.69 and 0.88, respectively. As in Percival and Walden, the series is preprocessed by a dpss data taper (with bandwidth parameter W = 2/n, see Percival and Walden, 1993, sections 6.4 and 6.18, for more details).
The specifications of the class GCM(λ, K) selected by AIC and BIC differ slightly. While the latter selects the true generating model, that is λ = −1 and K = 4, AIC selects λ = −1 and K = 6. However, the likelihood ratio test of the null that K = 4 is a mere 4.8.
The estimated coefficients of the GCM(−1, 4) model and their estimation standard errors are The comparison with the true autoregressive coefficients (reported in the last column) stresses that they are remarkably accurate. Figure 7 displays the centered periodogram and compares the log-spectra fitted by the selected GCM(−1, 4) model and the EXP(5) model, which emerges if Box-Cox transformation parameter is set equal to zero. The latter fit is clearly suboptimal, as it fails to capture the two spectral modes.
Conclusions
Modelling the log-spectrum has a long tradition in the analysis of univariate time series and leads to computationally attractive likelihood based methods. We have devised a general frequency domain estimation framework within which nests the exponential model for the spectrum as a special case and allows for any power transformation of the spectrum to be modelled, so that alternative spectral fits can be encompassed.
As a direction for future research we think that the exponential framework can have successful applications for modelling the time-varying spectrum of a locally stationary processes (Dahlhaus, 2012) , by allowing the cepstral coefficients to vary over time, e.g. with autoregressive dynamics. Finally, a multivariate extension, the matrix-logarithmic spectral model for the spectrum of a vector time series, could be envisaged, along the lines of the model formulated by Chiu, Leonard and Tsui (1996) for covariance structures.
