Secretion of insulin by electrically coupled populations of pancreatic -cells is governed by bursting electrical activity. Isolated -cells, however, exhibit atypical bursting or continuous spike activity. We study bursting as an emergent property of the population, focussing on interactions among the subclass of spiking cells. These are modelled by equipping the fast subsystem with a saddle-node-loop bifurcation, which makes it monostable. Such cells can only spike tonically or remain silent when isolated, but can be induced to burst with weak di!usive coupling. With stronger coupling, the cells revert to tonic spiking. We demonstrate that the addition of noise dramatically increases, via a phenomenon like stochastic resonance, the coupling range over which bursting is seen.
Introduction
Pancreatic -cells are a well-studied example of emergent oscillations in interacting cell populations. The -cells are organized into clusters, called islets of Langerhans, of hundreds to thousands of cells. In the presence of a stimulatory level of glucose, the membrane potential of these cells exhibits bursting oscillations with a period of 10}60 s. Bursting consists of alternating active and silent phases of spiking and quiescence, respectively. The particular form of bursting seen in -cells is of &&square-wave'' (Bertram et al., 1995; Rinzel, 1987) or &&fold/homoclinic'' (Izhikevich, 2000) type. Visually, this is identi"ed by the fact that the spikes rise from a plateau [see Fig. 1(a) ]; a more precise de"nition is given in Section 2. The cells are electrically coupled via gap junctions (Eddlestone et al., 1984; Meda E-mails: devries@math.ualberta.ca; asherman@nih.gov et al., 1984) , and the oscillations are nearly synchronous among the cells within an islet. The electrical activity is of prime importance for the physiological function of the cells because it governs oscillations in the intracellular calcium concentration, the trigger for the release of the hormone insulin.
The earliest recordings from individual cells isolated from islets (Misler et al., 1992; Rorsman & Trube, 1986) revealed continuous but noisy spiking activity rather than bursting. This led to a hypothesis (Atwater et al., 1983) that the intrinsic burst dynamics are disrupted in isolated cells by stochastic channel #uctuations. In intact islets, on the other hand, the e!ect of the #uctuations is reduced because they are shared over the combined membrane of many cells, and bursting is recovered. Simulations of cells with stochastic channels (Chay & Kang, 1988; Sherman et al., 1988) lent support to this hypothesis by demonstrating that noise would cause premature transitions between active and silent phases, shortening the burst period. With su$cient noise (1) and (2)], using s as the bifurcation parameter. The Z-shaped curve is the curve of steady states (solid is stable, dotted is unstable, and the open circles denote saddle-node bifurcations). The C-shaped curve indicates the maxima and minima of the stable limit cycle oscillations stating at a Hopf bifurcation ( ) and terminating at a homoclinic bifurcation ( ). (c) Close-up of the region of bistability in (b). Superimposed onto the bifurcation diagram are the s-nullcline ( ) and the projection of the numerical solution from (a) in the (v, s)-plane. s decreases below sR "0 and increases above sR "0.
amplitude, individual cells exhibited noisy spikes, resembling the experimental recordings. On the other hand, when su$ciently many cells were coupled su$ciently strongly, the population burst synchronously. In these simulations, each cell possessed intrinsic dynamics appropriate to produce bursting, which only became manifest as the number of cells, and the number of shared channels, were increased, and the noise amplitude was thus decreased.
More recent experimental investigations, with better techniques that more closely preserve the physiological environment, have revealed a more complex picture. These experiments cast doubt on the idea that channel noise can explain the failure to observe oscillations like those seen in islets in isolated cells. Indeed, the main result of the present study is that smaller levels of noise, more consistent with recent experiments, can in fact promote bursting under certain conditions.
The most systematic survey of single-cell electrical activity to date (Kinard et al., 1999) revealed that many cells (about half ) do burst, though with periods an order of magnitude smaller than in islets, generally not more than 5 s. An extensive study of calcium oscillations in clusters of 1}50 cells by Jonkers et al. (1999) found that while oscillations became more regular with increasing cluster size, the mean period did not vary much. The former observation is consistent with the noise hypothesis, but the latter is not. The oscillations recorded by Jonkers et al. (1999) were actually much slower than those in islets, several minutes in length. Although membrane potential was not measured in those experiments, the slow calcium oscillations likely correspond to the slow oscillations in voltage that have been 514 reported occasionally (Bertram et al., in press; Larsson et al., 1996; Smith et al., 1990) .
Thus, for reasons that remain unclear, isolated cells oscillate with frequencies that are usually either much faster or much slower than those in islets. We conclude that noise, while present, is not so large in magnitude that it prevents bursting oscillations.
Nonetheless, cells that exhibit fast, large amplitude spiking remain a signi"cant part of the mix seen in single cells [about one-third, according to Kinard et al. (1999) ]. We hypothesize that this is not due to the noise, but to the di!erences in cell properties such as channel conductances or time constants. Here we abstract out the largeamplitude spiking cells and ask what happens when such cells are coupled.
We build on the observation (Sherman & Rinzel, 1992 ) that weak coupling can convert spiking cells to bursting cells. However, the range of coupling strengths for which the bursting solution is generated is small. In this paper, we demonstrate that the addition of modest amounts of noise enhances this form of emergent behaviour by signi"cantly increasing the range of coupling strengths over which bursting is seen. This phenomenon resembles stochastic resonance, in the sense that there is no bursting solution for low and high levels of noise, but there is a bursting solution for intermediate levels of noise. Moreover, there is a level of noise (number of channels) for which a measure of the bursting solution (de"ned later) is optimized.
In Section 2, we introduce the model, and explain the deterministic solution behaviour of a single cell through a geometric bifurcation analysis. In Section 3, we present the results of stochastic simulations, showing emergent bursting. This is done "rst with a system of two coupled cells for which we can explain the results using an extended bifurcation analysis. Then we investigate how the emergent bursting phenomenon scales with cluster size and show that it is more robust for larger number of cells.
Although the model we use in this study and the questions we address arise from the study of pancreatic -cells, the results should be applicable to other bursting systems, especially other &&square-wave bursters'' that have the same types of bifurcation diagrams. These include the Hindmarsh}Rose model for thalamic neurons (Hindmarsh & Rose, 1984) and the model of Butera et al. (1999a) for brainstem respiratory CPG neurons.
The Model
We begin by describing the equations and the solution behaviour of the deterministic version of the model we use, and add stochasticity later. The equations are based on a biophysical model of bursting in pancreatic -cells (Sherman et al., 1988) according to the formulism developed by Hodgkin & Huxley (1952) . The biophysical model was simpli"ed and scaled (Sherman, 1994; Sherman & Rinzel, 1991) , resulting in a minimal but representative model of bursting. We modify the minimal model by including one additional current, namely the ATP-sensitive K> current, I ) 2.
. The resulting model equations are
where
Equation (1) is the current balance equation, with v representing the membrane potential and t the time. I !? and I ) represent the voltage-activated calcium and potassium current, respectively. I !? is assumed to respond instantaneously to a change in membrane potential, whereas the dynamics for I ) are governed by the gating variable n via eqn (2). These two currents are responsible ENHANCEMENT OF EMERGENT BURSTING 
"1.2 p"0.5 Q "20 000 ms for generating the action potentials during the active phases of bursting. I Q represents a generic slow current, in this case an inhibitory potassium current. I Q is gated by the slow variable s via eqn (3), and is responsible for switching between the active and silent phases. Finally, I ) 2. is a background current with a voltage-independent conductance, which is responsible for setting the plateau fraction, the ratio of the active phase duration to the burst period. For the deterministic version of the model, p, representing the average fraction of open K(ATP) channels, is constant.
For the values of the model parameters listed in Table 1 , system (1)}(3) exhibits bursting, as shown in Fig. 1(a) . The dynamics of s are much slower than the dynamics of v (and n, not shown) as a result of Q < . Rinzel (1985) exploited the di!erent time scales to perform a geometric bifurcation analysis leading to an understanding of the solution behaviour. We brie#y review the idea here, as we will use it extensively later in the paper.
Since s is slow, we can decompose the full system of equations into a fast subsystem, consisting of eqns (1) and (2), and a slow subsystem, consisting of eqn (3). Treating s as a parameter, the solution behaviour of the fast subsystem can be summarized in the bifurcation diagram shown in Fig. 1(b) . There is a Z-shaped curve of steady states in (s, v)-space. Steady states on the lower branch are stable nodes, steady states on the middle branch are saddle points, and steady states on the upper branch are either spiral sources or spiral sinks, except near the right knee, where the steady states are unstable nodes. The stability of the steady states on the upper branch changes at a supercritical Hopf bifurcation. A branch of stable limit cycle oscillations emerges from the Hopf point, and terminates at a homoclinic bifurcation when the limit cycle forms a homoclinic cycle with the saddle point on the middle branch of the Z-curve. For values of s between the left knee of the Z-curve and the homoclinic bifurcation, there is bistability between the stable steady-state solution on the lower branch, corresponding to the silent phase of bursting, and the stable limit cycle solution surrounding the "xed point on the upper branch, corresponding to the active phase of bursting.
The mechanism for switching between the active and silent phases becomes clear when the dynamics of s, governed by the slow subsystem, are included. Figure 1(c) shows an enlargement of the region of bistability with the nullcline sR "0 superimposed. Below the nullcline, sR (0. That is, during the silent phase, the solution of the full system of equations closely follows the lower branch of steady states to the left. A switch to the active phase is made when the saddle-node (fold) at the left knee of the Z-curve is reached. Here sR '0, and hence s increases, until the homoclinic bifurcation is reached, and a switch back to the silent phase is made. Since this type of bursting solution depends on traversing through both fold and homoclinic bifurcations, it is known as fold/homoclinic bursting (Izhikevich, 2000) . It is also known as square-wave bursting (Rinzel, 1987) , due to the fact that the active phase spikes rise from a plateau.
We now modify the model parameters so that individual cells are no longer capable of bursting. In terms of the bifurcation diagram of the fast subsystem, we thus need to remove the bistability. This can be accomplished by moving the homoclinic point along the middle branch of the Z-curve leftward until it meets the saddle-node on the left knee, for example by decreasing the parameter . The homoclinic point "rst meets the saddle-node in a codimension-2 saddlenode-loop bifurcation. As decreases further, the homoclinic orbit deforms continuously as a result of a series of codimension-one saddle-node on invariant circle (SNIC) bifurcations. The last contact of the homoclinic orbit with the saddlenode is another saddle-node-loop bifurcation. Changing the value of the parameter from 0.9 to 0.8 places the fast subsystem in the SNIC regime, and the resulting bifurcation diagram for the fast subsystem is shown in Fig. 2 (a). Since there no longer is any bistability in the system, the full system of equations, (1) We further modify the model by including stochasticity. Although there are many sources of noise in any biological system, we restrict ourselves to the stochastic opening and closing of ion channels, in particular those of the K(ATP) channel. Considering the stochasticity of only this channel type, which does not depend on voltage, signi"cantly simpli"es the computations and analysis, and is su$cient to demonstrate the phenomenon of emergent bursting. Thus, p is no longer a constant, but a random variable. We assume that the K ( 
and the mean open fraction of K(ATP) channels at equilibrium is given by (3) and (12)]. The solution should be compared with the corresponding deterministic solution shown in Fig. 2 
Although the time constant N is redundant, it is convenient for changing the rate at which 1p2 is approached without a!ecting its value. This has important consequences for the amount of noise observed in the other model variables. We postpone the discussion of this issue until Section 3.3.
There are several ways to simulate the resulting stochastic model, (1)}(3), where now p is determined by the stochastic process described above. For example, one may calculate p as a function of time by numerically simulating the two-state Markov process described by eqn (9). Rather than keeping track of the state of every single channel, which is computationally expensive, it is su$cient to monitor only the total number of open and closed channels per cell (Keizer, 1987) . For this method, the timestep in the numerical solution, t, must be chosen su$-ciently small so that the probability of two channel openings (or closings) during one timestep is negligible, say(0.1. That is, we require
, (11) where N ) 2. is the number of K(ATP) channels per cell. The need to control the error in the integration of the deterministic variables also places a restriction on t. For solvers using a "xed time step, it is this restriction which determines the value of t, unless the number of channels is extremely large.
An alternative method is due to Fox & Lu (1994) [see Fox (1997) for a nice summary]. They showed that if the number of channels is su$-ciently large, the cellular automaton approach can be contracted into a Langevin description. That is, the dynamics of p are described by a stochastic di!erential equation (in the Stratonovich sense), as follows:
where g N (t) is a Gaussian white-noise process with zero mean and mean square given by
(t!t). (13) As N ) 2. PR, g N P0, and one obtains the usual deterministic equation for p.
All stochastic simulations in this paper are based on the Langevin description for p. The complete model consists of eqns (1)}(3) and (12), and solutions are computed using the equivalent Heun's method (Gard, 1988) . A solution to the stochastic model, corresponding to the deterministic spiking solution shown in Fig. 2(b) , is shown in Fig. 3 .
With the Langevin description of p, a binomial process (which is bounded) is approximated by a Gaussian process (which is not bounded). Thus, it is possible for p to fall outside the range [0, 1], in which case a new random number is drawn, as discussed by Fox & Lu (1994) and Fox (1997) . The closer 1p2 is to 0 or 1, the more likely it is that p goes out of bounds, and then the redrawing of Gaussian random numbers can bias 1p2 away from N /( N # N ). In that case, a simulation based on the Markov approach would be more accurate. However, for all simulations reported in this paper, N " N "1, so that 1p2"0.5, and in this case, erroneous values for p are rare, especially 
where g A represents the coupling conductance, and the summation is over the set of cells G to which cell i is coupled. In a one-dimensional string of cells, all cells, except for the two cells at the edges, are coupled to two neighbouring cells. Similarly, all interior cells in a two-dimensional array are coupled to four neighbouring cells, and all interior cells in a three-dimensional array are coupled to six neighbouring cells.
Results

COMPARISON OF RESULTS FROM THE DETERMINISTIC AND STOCHASTIC TWO-CELL MODELS
We begin by examining the behaviour of the deterministic two-cell model, eqns (2), (3) and (14) (2), (3), (12) and (14)]. Parameter values are as for Fig. 3, except N )2. "16 000, and (a) g A "0.02
a spiking solution. When the coupling strength is increased to g A "0.02 [ Fig. 4(b) ], the spiking solution is essentially maintained, although there are occasional episodes resembling a silent phase. A bursting solution is obtained when g A is increased to 0.03 [ Fig. 4(c) ]. When the coupling strength is increased further to g A "0.04 [ Fig. 4(d) ], there is transient bursting (not shown), but eventually the system returns to a spiking solution.
Thus, it is possible for weak coupling to induce a bursting solution from cells that are themselves incapable of bursting, as previously demonstrated by Sherman & Rinzel (1991) . We discuss the reason for this after examining the e!ect of noise. Figure 5 shows the solution of the stochastic two-cell model, eqns (2), (3), (12) and (14). We keep the number and the kinetics of the stochastic K(ATP) channels constant, varying only the coupling strength. When g A "0.01, the two-cell system exhibits a spiking solution (not shown), similar to the deterministic analog. When the coupling strength is increased to g A "0.02 [ Fig. 5(a) ], the solution clearly shows a tendency for the spikes to cluster, and there are some burstlike episodes. When g A "0.03 [ Fig. 5(b) ], the system bursts, as in the deterministic case. However, in contrast to the deterministic simulations, bursting is maintained over a signi"cant range of coupling strengths. For example, when g A "0.08 [ Fig. 5(c) ], the system still exhibits a bursting solution. There are occasional episodes of spiking during the transition from the silent to the active phase, an example of which is shown in the "rst burst in Fig. 5(c) . The spiking episodes increase in duration and frequency as the coupling strength is increased further, until bursting can no longer be maintained, for example when g A "0.12 [ Fig The above phenomena can be explained by extending the decomposition of the single-cell bursting system into fast and slow subsystems to the two-cell case. Since the cells are assumed to be identical, s +s . This allows us to study the bifurcation structure for the fast subsystem of the two-cell model, eqns (2) and (14) Fig. 2(a) . The Z-shaped curve of steady states persists. But on the upper branch, there are now two Hopf bifurcations instead of one. The branch of periodic solutions originating at the leftmost Hopf bifurcation corresponds to the branch of periodic solutions in the single-cell case. Along this branch, the two cells behave identically, that is, v and v exhibit in-phase (IP) oscillations. The IP branch loses stability via a pitchfork-of-periodics bifurcation near the Hopf bifurcation. At the pitchfork-of-periodics bifurcations, two new periodic solutions emerge. These correspond to asymmetrically phase-locked ENHANCEMENT OF EMERGENT BURSTING solutions. However, at this coupling strength, these solutions are only stable over very small intervals of s. For clarity, we omit these solution branches from the bifurcation diagrams. For more details, see Sherman (1994) and de Vries et al. (1998) . The second branch of periodic solutions, originating at the rightmost Hopf bifurcation, corresponds to anti-phase (AP) oscillations. The AP branch is unstable initially, but becomes stable at a torus bifurcation. A critical feature of the anti-phase solution is that its amplitude is smaller than that of the in-phase solution. Consequently, the AP branch terminates to the right of the IP branch. Figure 6 (b) is an enlargement of the portion of the bifurcation diagram near the left knee of the Z-shaped curve. First, the IP branch regains stability at a pitchfork-of-periodics bifurcation at s"s .$.
, just before it terminates at the SNIC bifurcation at s"s 1,'! . Second, the AP branch remains stable up to s"s 1,.
, the location of a saddle-node-of-periodics bifurcation, to the right of both s .$. , there is bistability between the stable steady state on the lower branch of the curve of steady states and the periodic anti-phase solution on the AP branch.
It is the latter type of bistability that can give rise to bursting solutions in the full two-cell system, although it is not guaranteed. In fact, the only attractor in the full (six-variable) deterministic two-cell model is a spiking solution, corresponding to the large-amplitude oscillation on the IP branch, as shown in Fig. 6(c) . When the K(ATP) channel is made stochastic, the fraction of open channels, p, is no longer constant. That is, the fast subsystem is no longer represented by the bifurcation diagram shown in Fig. 6(a) , which was computed for 1p2,0.5, but by a family of bifurcation diagrams parameterized by p. Every change in p in the full system corresponds to a horizontal shift in the underlying bifurcation diagram of the fast subsystem. Consequently, the solution to the full two-cell model cannot settle onto an attractor in the deterministic sense. If p is su$ciently far from 1p2, so that the corresponding bifurcation diagram is moved su$ciently far to the right, for example, the trajectory is drawn out of the basin of attraction of large-amplitude spiking solutions on the IP branch, and into the basin of attraction of small-amplitude spiking solutions on the AP branch. Once there, a transient burst ensues. When the trajectory approaches the homoclinic bifurcation, horizontal movement of the bifurcation diagram again plays an important role, and underlies the premature termination of bursts. The addition of noise does precisely all this on a repetitive basis, and a noisy bursting solution is obtained, as shown in Fig. 6(d) .
When the coupling strength is decreased, for example to g A "0.03, the size of the interval [s .$. , s 1,'! ] is signi"cantly reduced. Consequently, the corresponding full two-cell system cannot support a spiking solution, unless the dynamics of the slow subsystem are adjusted very carefully, and we obtain bursting in both the deterministic and stochastic cases [Figs 4(c) and
When the coupling strength is increased, the AP branch loses stability and disappears. At the same time, the IP branch stabilizes. Consequently, coupled cells synchronize and behave like individual cells, and no amount of noise can induce a bursting solution.
In summary, the addition of noise signi"cantly increases the range of coupling strengths over which coupling can induce a bursting solution from cells that are incapable of bursting themselves. For the deterministic two-cell case shown in Fig. 4 
, a solution with clear bursting characteristics only occurs for values of g
A approximately between 0.028 and 0.036, whereas for the stochastic case shown in Fig. 5 , bursting occurs for values of g A approximately between 0.024 and 0.1. During the transition from spiking to bursting solutions and vice versa, solutions often take on characteristics of both, and hence it is di$cult to classify solutions unambiguously as either spiking or bursting. In the next section, we introduce an objective measure of the bene"t of coupling relative to the behaviour of a single deterministic cell, and the additional bene"t of including stochasticity. , on the numerical solution of the stochastic two-cell model. The coupling strength is held "xed at g A "0.1. Other parameter values are as for Fig. 3 and as listed in Table 3 , except v Q "!20.0, N "500, and N ) 2. "7 500 000 for (a) and (b); N ) 2. "15 000 for (c) and (d); N ) 2. "25 for (e) and (f ).
EFFECT OF THE NUMBER OF K(ATP) CHANNELS
The study in the previous section was done for a "xed number of K(ATP) channels, N ) 2. "16 000. In Fig. 7 , we investigate the e!ect on the solution behaviour of varying N ) 2. , with the coupling strength g A "xed at 0.05. Recall that the deterministic two-cell model yields a spiking solution [ Fig. 6(c) ] for this value of g A , whereas the stochastic two-cell model with N ) 2. "16 000 yields a bursting solution [ Fig. 6(d) ]. We expect from eqn (13) that as the number of K(ATP) channels increases, the level of noise decreases. In fact, as N ) 2. PR, the solution of the stochastic model converges to the solution of the deterministic model [ Fig. 7(a) ]. In particular, for N ) 2. large enough, the stochastic two-cell model no longer yields a bursting solution, but a spiking solution. Similarly, as N ) 2. decreases, the level of noise increases. Thus, for N ) 2. small enough, the level of noise is so high that bursting solutions are disrupted continually, resulting in noisy spiking [ Fig. 7(e) ]. Numerical experimentation indicates that the transition from spiking to bursting and back to spiking as the number of channels increases is gradual. That is, in the transition from bursting to spiking, there are more and more episodes of spiking interspersed with the bursting, and these episodes increase in length, until eventually only spiking is observed, as discussed previously in the context of the transition from bursting to spiking for a constant value of N ) 2. and varying coupling strength (Fig. 5) . Since we are interested in the phenomenon of emergent bursting, we ask whether there is a level of noise for which the bursting solution has the &&most desirable'' properties. For example, for which number of channels is the number and duration of spiking episodes minimized? Quanti"cation of desirable properties is a complex issue, depending on how ENHANCEMENT OF EMERGENT BURSTING many properties one wishes measure and the relative weight one wishes to assign to each property. We de"ne optimal bursting to mean that average intracellular Ca> concentration is maximized. This is motivated by the recent experimental observation that secretion of insulin from pancreatic -cells is proportional to the average intracellular Ca> concentration (Sato et al., 1999) .
In order to track the concentration of free intracellular Ca>, c, we add one more equation to our model,
where is a factor to convert current to concentration, is the fraction of free intracellular Ca>, and k !? is the rate of removal of Ca> by membrane pumps and exchangers.
Equation (15) models the dynamics of a single pool of calcium, and reproduces the fast components of measured calcium time-courses. Although we neglect slower components that are probably due to interactions with internal calcium stores (endoplasmic reticulum), this formulation captures the key feature that mean intracellular calcium, 1c2, averaged over bursts, increases with glucose. This follows from the action of glucose to increase the plateau fraction of the bursts, that is, the fraction of the burst period spent in the active phase. The parameter values (listed in Table 3 ) were chosen to ensure in addition that 1c2 is higher for a bursting solution than for a spiking solution. Since we use c only for reporting purposes, we assume that the electrical activity a!ects the time course of c through v, but c does not feed back onto the membrane potential. Figure 7 (b), (d), and (f ) show the time course of c corresponding to the solutions of the two-cell model shown in Fig. 7(a) , (c), and (e), respectively. Note that when the system yields a bursting solution, c undergoes a slow large-amplitude oscillation. In contrast, when the system yields a spiking solution, c undergoes a fast, smallamplitude oscillation. , that is, at an intermediate level of noise. This phenomenon is reminiscent of stochastic resonance, in which the response of a nonlinear system to a weak periodic input signal is optimized by a non-zero level of noise (Wiesenfeld & Moss, 1995) . However, instead of optimal detection of a weak input signal, here we have optimization of bursting as measured by mean intracellular calcium levels. The cells with an intermediate level of noise are also &&optimal'' in the sense that only they produce a graded increase of 1c2 when glucose is increased, as pancreatic islets do in experiments.
[The e!ect of glucose can be represented in this simple model by varying v Q to shift the s nullcline. See Fig. 2(a) and Rinzel (1985) ]. In contrast, because the cells with a low level of noise do not burst for this value of g A , their response is allor-none: 1c2 is low if the cells are silent and high if the cells are "ring continuously. The cells with a high level of noise admit only low values of 1c2 because they spend so much of their time deeply hyperpolarized. "16 000. Results are compared with the simulations of the deterministic two-cell model ( ), and a simulation of a single deterministic cell (
). The results of the deterministic simulations are essentially identical for N "10, 100, 500, and only the results for N "500 are shown.
Whereas the previous two "gures assumed a constant coupling strength of g A "0.1, we know from Figs 4 and 5 that coupling strength also plays an important role in determining whether a given two-cell system will burst or not. Figure 9 summarizes the e!ect of both the number of K(ATP) channels and coupling strength on 1c2. We take the value of 1c2 obtained for a single deterministic cell (solid horizontal line in Fig. 9 ) as the standard of comparison. Both the deterministic and stochastic two-cell models yield a signi"cant increase in 1c2 over a range of coupling strengths. However, the stochastic two-cell models do so over a much larger range. As expected, a stochastic simulation with an extremely large number of K(ATP) channels (open squares) yields results comparable to a deterministic simulation ("lled circles). Similarly, a stochastic simulation with only a few K(ATP) channels (open triangles) yields results similar to those with a spiing solution (solid horizontal line). A stochastic simulation with an intermediate number of K(ATP) channels ("lled diamonds) yields the largest bene"t over the largest range of coupling strengths.
EFFECT OF THE KINETICS OF THE K(ATP) CHANNEL
The e!ect of a change in the time constant N on the level of noise observed in a simulation is not as straightforward as the e!ect of a change in N ) 2. . In particular, we note from eqn (13) that increasing the time constant N reduces the mean square of the Gaussian white noise process. Consequently, deviations of p from 1p2 are reduced. However, from eqn (12), increasing N also slows down the return of p to 1p2. The resulting e!ect on the level of noise in a trace of the variable v depends on the relative sizes of the membrane time constant, , and N . When N ; , deviations of p from 1p2 are large, but p returns to 1p2 much faster than v can respond, and hence the level of noise in v is negligible. When N < , deviations of p from 1p2 are so small that even though v has ample time to respond, the level of noise in v remains negligible. Signi"cant levels of noise in v are obtained only with intermediate values of N . Figure 10 summarizes the e!ect of both the time constant N and coupling strength on 1c2. For N "10, there is only a small amount of noise in traces of v, and hence little bene"t of adding noise to coupled cells is realized. For N "100, the range of coupling strengths over which a bene"t is observed is enlarged signi"cantly, but the maximum value of 1c2 is much smaller than for a deterministic simulation. For N "500, the range of coupling strengths over which a bene"t ENHANCEMENT OF EMERGENT BURSTING is observed is enlarged again, and the maximum value of 1c2 is starting to approach that of the deterministic simulations. Additional bene"ts can be obtained with the higher values of N . However, if N is too high, there are very few channel events per unit time, and the Langevin approximation is no longer valid.
EFFECT OF VARYING THE NUMBER OF CELLS COUPLED TOGETHER
In the previous sections, the phenomenon of emergent bursting was demonstrated for two coupled non-bursters. In this section, we examine how the phenomenon carries over to many coupled cells.
First, we focus on clusters of cells large enough so that boundary e!ects can be ignored. For large number of cells, we introduce the following scaling argument to show that if one increases the number of cells, identical solutions are obtained for larger clusters by increasing the coupling strength appropriately. Consider a "nite onedimensional chain of cells. Provided there are su$ciently many cells, it is valid to replace eqn (14) by its continuum analog (Pernarowski, 1998) 0(x(¸(16) with no-#ux boundary conditions at x"0,¸. I GML (v, n, p, s) represents all ionic currents, and the last term represents the electrical coupling. The parameter D is related to the coupling strength, g A , assumed here to be isotropic. Rescale the spatial variable by letting x"¸xL , so that eqn (16) becomes (after dropping the hats) (17) Thus, if the number of cells is increased by a factor , i.e.,¸P ¸, one obtains an identical solution on the new domain provided D is increased by a factor . A similar result holds for two-and three-dimensional clusters of cells, assuming that the coupling is identical in all directions. In particular, if we restrict ourselves to square or cubic arrays, D must be increased by a factor of when the length of each dimension is increased by a factor . Equivalently, if the number of cells increases by a factor N, D must be increased by a factor NB, where d is the dimension of the cluster. Thus, once a cluster of cells is large enough that boundary e!ects can be ignored and the above continuum equation is a valid approximation, increasing the size of the cluster further will not signi"cantly a!ect the type of solutions obtained, provided the coupling strength is scaled appropriately. However, boundary e!ects play an important role for small clusters of cells, as will be seen below. The scaling argument was obtained for deterministic cells, but also holds for stochastic cells, provided the level of noise is kept constant. Recall that with electrical coupling, currents are e!ectively shared over the combined membrane of cells (Sherman et al., 1988) . Thus, if the number of K(ATP) channels, N ) 2. , is kept constant, then the larger the number of cells coupled together, the smaller the level of noise. In order to keep the level of noise relatively constant as we increase the size of our array, we keep the total number of K(ATP) channels within the entire array constant. Optimal values of 1c2 were observed in two-cell simulations when N ) 2. " O(10 000) per cell (Fig. 9) . Accordingly, we choose the total number of K(ATP) channels in the array to be 16 000. Based on the results in the previous section, we choose N "500 (Fig. 10) . Figure 11 summarizes the result of increasing the number of cells coupled together within a square two-dimensional array. Stochastic simulations (open circles) are compared to deterministic simulations ("lled circles). In all cases, the stochastic cells bene"t from coupling over a larger range of coupling strengths than the deterministic cells. The range of coupling strengths shown in each plot is equivalent according to the scaling argument above [for example, g A "3.2 for a cluster of 8;8 cells in Fig. 11(c) is equivalent to g A "3.2;100/64"5 for a cluster of 10;10 cells in Fig. 11(d) ]. This makes it apparent that the range of coupling strengths where noise enhances the bursting scales with the number of cells. The factor of increase is about 2.5 for all array sizes.
Comparing Fig. 11 , held constant at 16 000 for the entire array. Results are compared with the simulation of a single deterministic cell ( ).
value of 1c2 for both deterministic and stochastic cells is reduced in the smaller arrays, and that the phenomenon of emergent bursting is more robust in large clusters of cells. Due to the scaling argument above, results for three-dimensional clusters of cells are qualitatively similar.
Discussion
There are two elements required for the type of bursting seen in pancreatic -cell models: bistability and a slow process with a time constant comparable to the period of islet bursting [see Fig. 1 and Rinzel (1985) ]. In this paper, we have assumed the existence of a slow variable appropriate for islet-like bursting, and explored how bistability can emerge from the coupling of cells that individually lack bistability. The slow process is manifest only when bistability is present, and allows the emergence of bursting. The cells that individually are non-bursters correspond to the large subclass of fast spiking cells observed experimentally. Other recent modelling work (Bertram et al., in press ) focuses on the emergence of the slow process in populations through the interaction of faster and slower processes, presumed to be responsible for the bursting observed in single cells, which is generally either much faster or much slower than that in pancreatic islets. These two studies are complementary but not incompatible aspects of the broader picture of emergent bursting.
It was previously shown (Sherman, 1994; Sherman & Rinzel, 1992 ) that coupling fast ENHANCEMENT OF EMERGENT BURSTING spiking cells that have a monostable fast subsystem in the SNIC regime (Fig. 2) can lead to collective bursting. This emergent bursting depends on out-of-phase spiking and disappears as coupling strength is increased because the inphase spiking branch becomes stable and captures all trajectories coming out of the silent phase [ Fig. 6(c) ]. Here we have shown that the presence of noise enlarges the range of coupling for which there is bursting by perturbing the basin of attraction of the periodic in-phase solution so that the trajectory lands in the basin of attraction of the periodic anti-phase solution [ Fig. 6(d) ]. In contrast, in previous studies of noise in pancreatic islets (Chay & Kang, 1988; Sherman et al., 1988) , in which the individual cells were competent to burst (they had both bistability and an appropriate slow variable), noise hindered the appearance of bursting.
The physiological signi"cance of bursting lies in part in its ability to generate higher peak and mean levels of calcium than a large amplitude spiking solution [compare Fig. 7(d) with Fig. 7(b) ]. We used mean calcium, 1c2, as a measure of the e$cacy of the electrical activity because it correlates with insulin secretion (Sato et al., 1999) . For "xed noise, or no noise, there is a level of coupling at which 1c2 is optimized (Fig. 9) . Similarly, for "xed coupling, there is a level of noise, parametrized by the number of K(ATP) channels, at which 1c2 is optimized (Fig. 8) . Su$cient noise is needed to draw the trajectories away from the in-phase spiking solution and towards a bursting solution, but too much noise obliterates the deterministic burst dynamics. This is a form of stochastic resonance in the sense that an intermediate level of noise optimizes a macroscopic output of the system. The peak in 1c2 as a function of N ) 2. is very broad; the e!ect exists over several orders of magnitude in channel number.
The extended bifurcation analysis was carried out only for the case of two coupled cells and revealed the existence of the type of bistability required for bursting solutions for a range of coupling strengths. We believe that something similar happens with larger populations, since they also exhibit the emergent bursting phenomenon (Fig. 11) . We have simulated only modestly sized clusters, but the e!ects scale, as shown in the analysis of the continuum equation for v, eqn (17). The range of g A for which noise enhances the bursting response increases with the number of cells in the cluster. This holds for both deterministic and stochastic cases, but the range always is greater with noise. For arrays large enough that boundary e!ects are negligible, 1c2 equals or exceeds that in the absence noise at essentially every value of g A . In dimensional units, the relevant values of g A for large clusters are in the range of hundreds of pS, comparable to measured values in islets (Mears et al., 1995; Perez-Armendariz et al., 1991) .
A number of choices have been made in order to specify a model to illustrate the emergent bursting phenomenon, but these are not obligatory for the stochastic enhancement to occur. First, the fast subsystem was placed in the SNIC regime by slowing down the voltage-dependent potassium channels [i.e., by reducing in eqn (2); see Table 1 ]. This is convenient because it does not modify the shape of the Z-curve, but any other parameter change, such as increasing calcium channel conductance, g !?
, that leads to a SNIC would have the same e!ect. Numerical experimentation indicates that the further the fast subsystem is placed into the SNIC regime, the more di$cult it is to obtain the emergent bursting phenomenon. Second, there is also nothing special about limiting the noise to the K(ATP) channel. This does, however, simplify the solution of the stochastic di!erential equation because there is no feedback of other variables onto the equation for p, eqn (8). Moreover, it leads to a simple geometric interpretation of channel #uc-tuations as horizontal jiggling of the Z-curve. Finally, the stochastic process here was a di!usion approximation of the Markov process for channel opening and closing, but a simple additive white noise term in the voltage equation would have produced equivalent results.
The fundamental requirement for this form of emergent bursting is that the individual cells be in the SNIC regime, and furthermore, that there is a range of coupling strengths for which the multicell fast subsystem exhibits bistability between in-phase and out-of-phase periodic spiking branches. This is generically possible for weak coupling, including synaptic coupling, not just di!usive coupling. In their respiratory neuron 528 model, Butera et al. (1999b) demonstrated emergent bursting in beating cells coupled by fast, excitatory synaptic coupling (e.g., via NMDA receptors). In preliminary studies using our model (not shown), we also "nd emergent bursting with excitatory synaptic coupling. When the synapses are weak, the spikes during the bursts are out of phase, as with di!usive coupling. It is also possible in principle to have bistability between inphase and out-of-phase branches with synaptic coupling. In contrast to di!usive coupling, however, the in-phase solution can terminate on the middle branch of the Z-curve and mediate emergent bursting. This may limit the ability of noise to enhance emergent bursting. Further work is needed to characterize the similarities and di!erences between electrical and chemical synapses and also to determine if noise can have similar e!ects on other forms of bursting besides squarewave/fold-homoclinic bursting.
As an alternative to noise, Smolen et al. (1993) suggested that heterogeneity of cell properties prevents isolated cells from bursting, whereas coupling permits populations to burst. While individual cells can burst in many cases, the di!erences in electrical activity between islets and isolated cells and the diversity of behaviour among isolated cells appear to result from heterogeneity. Like noise, heterogeneity can also enhance bursting in certain circumstances, including when fast spiking cells like the ones studied here are coupled [see Fig. 12 in Sherman (1994) ]. In a forthcoming study, we analyse the bifurcation structure underlying this phenomenon.
