INTRODUCTION
As the core IP networks grow in size and complexity, it is becoming increasingly important to have effective traffic engineering tools to optimize their performances. As the traffic grows and the demand for bandwidth increases, the network may develop several traffic hot-spots that lower the overall performance in terms of lower IP throughput, higher loss rates, and varying time delay. It is not cost-effective to undertake infrastructure build-outs or upgrades until the existing network resources have been optimally used. Hence, it is essential to have a traffic engineering tool that achieves good load balancing to reduce network congestion and improve bandwidth utilization. It also helps in supporting better service level guarantees to the end-users. The majority of the traffic on the Internet is inherently highly bursty in nature. The peak to average bandwidth requirements on the link can be very high and the traffic remains bursty even after aggregation or statistical multiplexing. Thus, the dynamic load conditions in the network can change rapidly. A good traffic engineering scheme should adapt to the dynamic load conditions quickly without adding excessive performance penalties in terms of resource overheads, convergence time delay, reduced stability, or poor scalability.
Commonly used routing protocols rely on information about the network conditions such as, a node or a link failure, to flow from the distant network node to all participating router nodes. This information flows either directly (in link-state type protocols, such as OSPF) or indirectly (in distance-vector type protocols, such as RIP or BGP). Thus, each router forms a consistent picture of the network, which is used to build and update the route look-up tables based on the dynamic network conditions [5] . Presently, a typical core IP router may have look-up table entries in excess of 150,000 [6] , which makes the routing and forwarding tasks of the router rather complex and costly. In addition, if the individual link costs or weights are changed frequently to reflect the dynamic load conditions then, it would lead to excessive overheads in terms of routing information exchange, processing, memory storage, and I/O.
One of the main advantages of MPLS protocol is to support traffic engineering based on specific label-switched path setups [7] . A possible intra-domain routing algorithm that can be used for MPLS path selection is OSPF with traffic engineering extensions or OSPF-TE [1] . OSPF-TE uses weight assignment to individual links and uses Link State Advertisements (LSAs) to flood this information. This information exchange can be both periodic as well as event-driven such as, a change in the link load above a threshold level. After every LSA update the shortest-paths are recomputed in terms of cumulative link weights using the Dijkstra's algorithm and the routing tables are updated. As the forwarding engines get the updated information, the packet-flow traffic adjusts accordingly. As the traffic pattern changes it may trigger further LSAs due to load changes. Thus, every LSA update may trigger some cascaded updates as the network settles down to a new traffic pattern. A similar but more drastic effect is observed in case of a node or link failure. After such an event, flurry of routing information exchanges and processing updates take place leading to high processor utilization [8] . It has been observed that under multiple failures the processor utilization remains high for a few hundreds of seconds [8] . As the processor is pre-occupied with this information processing, it is not available for doing other tasks. This can overwhelm the internal queues in the router leading to packet drops. Furthermore, any missed control packets may lead to a false interpretation as a loss of adjacency and lead to additional flooding of information. This is potentially an unstable situation and would be more severe for larger networks. The frequency of the LSA updates and the average processing time after each LSA update increases with the size of the network. As the amount of control information exchanged and its frequency increases, a large network may be driven into unstable operating regimes. Such events, although rare, can be catastrophic for the end-users.
For every known demand matrix and network topology, there is a set of optimal link weights to give the best possible network performance. However, finding of these optimal weights is shown to be NP-hard [9] and many heuristic algorithms have been proposed. The simplest types of weight assignments are static, which ignore dynamic link loading completely, e.g. the weights can be all unity (i.e. simple OSPF with no traffic engineering capability), or inversely proportional to the link distances (i.e. based on the propagation delay), or inversely proportional to the link capacity (proposed by Cisco [10] ). When link costs are related to actual delays on the links, it may lead to oscillatory behavior in traffic flows. Whereas, when the link weights are assigned based on inverse of link capacity, it ignores the actual link loading that governs the performance. Routing based on static or quasi-static traffic conditions ignores the dynamic nature of the load conditions. Heuristic traffic engineering algorithm based on approximate minimum delay routing has been presented in [11, 12] . The link weights based on the actual link utilization has been proposed in [9, 13] , wherein a piece-wise linear, convex cost function is used to define the initial link weights. The network performance for a known demand matrix is optimized iteratively to determine a sub-optimal solution with only a few weight changes. The iterative method uses a heuristic approach of local search in the parameter space to march towards the solution. The demand matrix is generated from the traffic data aggregated over long time intervals (hours and days) [14] and quasi-static solution is determined. The two main reasons for employing the static or quasi-static approaches are: one, the computational complexities of the algorithms involved and two, the frequent cascaded updates can lead to excessive overheads and stability problems due to slow convergence of routing tables in the above mentioned approaches.
The VS-based traffic engineering scheme presented here, is a fully dynamic solution that is inherently stable and highly scalable. It aims at minimizing the routing information exchange, processing, memory storage, and all the associated costs. This scheme can be viewed as employing the local search heuristic in the virtual space topology. The detailed VSbased routing scheme has been presented in [2] . It is used here specifically for the traffic engineering study. The VS routing scheme separates the network information into static (or slowly changing) part related to the network topology and the dynamic part related to the network conditions. The static topology information is made available to each node in the most simplified form using the virtual space configuration. This information is exchanged only while initializing or in rare updates (say, in days and weeks). The dynamic information, including link loading, any node or link failure, is expressed in terms of the link and node costs. The dynamic link cost information is exchanged frequently (say, 25 ms intervals), but to the direct neighbors only. Since the VS link cost updates neither flood the whole network nor lead to any cascaded updates, this algorithm is highly scalable and stable under dynamic conditions. The VS forwarding path towards the destination is selected using the VS coordinates and link costs.
A concise version of the VS formulation based on [2] is included in Section II for the sake of completeness. This paper deals with the VS routing as an overlay tool that is compatible with other protocols (MPLS or ATM) and provides traffic engineering support. It is proposed that the VS based routing can be used for the initial selection of the label-switched paths in MPLS [7] . The path set-up process can be integrated with the MPLS signaling protocols (CR-LDP or RSVP-TE). The dynamic link cost formulation used for the present traffic engineering studies is described in Section II. In Section III, the results from the simulation studies have been presented, which demonstrate the efficacy of VS routing including the load balancing and congestion avoidance properties. These simulations are carried out on arbitrary networks of 80 and 200 nodes and a realistic network (BTnet backbone) with arbitrary demand patterns. The paper is concluded by summarizing the results and the advantages of the proposed scheme.
II. VS ROUTING SCHEME

A. Virtual Space Transformation
The critical aspect of the VS routing is the automatic path directivity that is enabled by the virtual space embedding. This is achieved by making the distances between every node pair to closely match with the least number of hops between them. The VS configuration is such that a directed VS distance to any destination node indicates the available path options with the least (or low) number of hops through the network. It is equivalent to having a multi-dimensional road-map of the network topology for navigation of packets.
The detailed formulation of the VS embedding is given in [2] . Here it is summarized for the sake of completeness. The transformation of an initially planar (2-D) network into the virtual space representation of dimensionality N d , is achieved by letting the network evolve under the influence of a set of virtual forces in the multi-dimensional virtual space. The forces are defined as follows:
1) Force on the directly connected nodes:
This force, called F 1ij , acts like a spring force between the nodes n i and n j that are directly connected and tends to make the distance between the directly connected nodes close to unity.
2) Repulsive force on the nodes not connected directly: This force, called F 2ik , acts on the nodes n i and n k that are not directly connected to push them apart.
3) Random kick force: This is a deterministic, pseudorandom force F 3i used to kick individual nodes in the multidimensional VS configuration.
All such forces add vectorially, to give total force F ti acting on each node n i . For every iteration, the node n i moves under the action of F ti by a small distance ∆ i that is proportional to the force. The network is allowed to evolve in the multidimensional VS space under the influence of the forces specified above for a fixed number of (say, 40) iterations. The network slowly saturates to a final VS configuration. The final configuration has all the network topology information embedded in it and exhibits excellent directivity property for routing packets. It is envisaged that the VS configuration would have to be recomputed after a sufficiently long duration (days or weeks), if the network topology changes significantly. Whereas, any dynamic network conditions such as link or node failures and changes in the link or buffer utilizations are reflected in the respective link and node costs. These dynamic conditions do not require recomputation of the VS configuration.
B. VS-based Routing
The packet forwarding decisions in VS routing are based on the VS coordinates and the dynamic costs. The dynamic link (or node) failure or loading conditions are expressed in terms of link and node costs and advertised only to the direct neighbors. As an analogy, while traveling by road to a distant city, it is sufficient to head towards it without knowing the exact traffic conditions near the final destination. In a wellconnected road network, a suitable detour would be found in the local vicinity of the problem area having blockage or congestion. Here, the directivity is based on the VS coordinates and the local vicinity refers to the direct connections and not the physical distances. Thus, this scheme reduces the routing information exchange significantly, including the overheads and the associated costs. It also makes the scheme highly dynamic, robust and scalable.
The VS forwarding at a starting or intermediate node, n i , is based on the VS addresses of the final destination node, n D , of the packet and the VS addresses of the forwarding node n i and all its neighbors. A cost function, C ij , is evaluated for each outgoing link from the node n i to its neighbor n j given by,
Where C 1 is a constant and θ j is an angle between the directed distance to the final VS destination d iD from n i to n D and the outgoing link distance vector d ij from n i to n j in the multi-dimensional virtual space. The second term in the cost function is a link cost function, C 2ij , for the link between n i to n j nodes and reflects the dynamic traffic conditions. The third term C 3j is a node cost term for node n j and is an average of all the outgoing links from that node. This gives a "forward visibility" to avoid any network congestion further downstream.
The VS routing can be either single-path or multi-path, depending upon the channel requirements. In single path routing, each packet is forwarded along the link having the lowest total cost. The advantage of single path routing is that as long as the link costs are unchanged, a given data stream will follow the same path and the packet sequence remains unchanged. In multi-path routing, one or more low cost paths (with total costs within a fixed cost differential of +0.3 from the lowest available value) are chosen with equal probability. Rather than availing the multiple path options at the packet level, they can be chosen on a per flow basis using hash-tables [15] , in order to avoid out-of-order packets in the TCP flows. Multi-path routing has a natural tendency to distribute any traffic load between the available paths. The VS-based routing scheme can incorporate the multi-path and stochastic routing without any additional resources in terms of time, cost, storage, or complexity. Thus, it provides a quick recovery or protection from any link or node failures.
C. Traffic Engineering using VS-based Routing
The dynamic link cost, C 2ij in (1), is dependent on the link and buffer capacity utilization levels. As the cost increases, the link becomes less attractive vis-à-vis other path choices, if available. As the links with lower capacity utilization are selected their utilization improves and congestion on the heavily loaded links is alleviated. Thus, the traffic pattern evolves dynamically to achieve efficient load balancing. In addition, the node cost, C 3j in (1), also gives a forward 2-hop visibility. A linear link cost function based on the link utilization is used here as given by,
Where, constants C 20 and C 21 are fixed at 0.40 and 0.30 in the simulations presented in Section III. L ij is the link usage or loading of the link from node n i to n j , and L avg is the mean value for all the links. ∆ L is a scaling factor, which is fixed to the standard deviation of the link usage distribution (L ij values) after the first iteration. These normalization constants bring the cost distribution for most of the links within the (0,1) interval. Certain more complex, linear and nonlinear link cost functions have also been tried and have shown some improvements. However, those cost functions are not discussed in this paper.
The loading level for each link is determined by counting how many packets traversed that link in the previous iteration. The simulations presented here, assume equal link capacity on all the links, otherwise the link usage would have to be scaled down by the capacity to get the link cost that reflects the utilization level. The link costs are modified after every iteration depending upon the link usage L ij for each link. If the link costs are allowed to fluctuate with drastic amplitudes, it may lead to route flaps and load oscillations. Hence the cost is updated to a weighted average of the newly proposed link cost, C' 2ij (N) , and the previous cost, C 2ij (N-1) , as given by,
Where, α is a constant set at 0.3 to avoid load oscillations and the iteration numbers are indicated in brackets by, (N) and (N-1). Each iteration corresponds to one link cost update interval in the VS protocol and its value may be fixed at 25 or 100 ms in the practical implementation. As the link costs change, the traffic pattern evolves dynamically under a given arbitrary demand matrix. The load balancing is achieved due to the feedback between the path selection process and the link cost updates.
Instead of packet switching, the VS routing may also be used in the control plane to select label-switched paths in MPLS (or virtual circuits in ATM). A possible implementation could be based on sending multiple path-selection packets that are routed through the network using the VS scheme. These control packets record the path traces and the link costs along the way. The selection of the single or multiple primary paths and back-up paths can be done at the destination. The MPLS signaling protocols can then be used to set-up the primary and back-up label-switched paths. The back-up paths may be triggered at the point of the path bifurcation if the primary path gets heavily congested. The efficacy of the VS based path selection, in terms of load balancing and congestion avoidance, is demonstrated by the simulation results in the next section.
III. SIMULATION RESULTS
For simulation purposes arbitrary networks have been constructed using randomly chosen connectivity matrix and random node coordinates. The network is specified in terms of only the total number of nodes and the average connectivity per node. We have carried out simulations for randomly constructed networks with 25, 40, 80, and 200 nodes with average node connectivity of 4 and 6. An example of the transformation from a planar 25-node network topology with given connections into the 3-D VS configuration is shown in Fig. 1 from [2] . The figure shows how the nodes get rearranged to reflect the original network topology information in terms of the VS embedding. The nodes 21 and 4 that are originally located near get separated as per their least hop distance. Whereas, the nodes 15 and 16 that are directly connected remain close by and are separated by a distance of approximately one unit. The directed VS distance between distant nodes tends to indicate the available paths with the least or low number of hops, e.g. the directed VS distance from the node 18 to node 5 indicates routing paths given by 18-19-14-24-6-5 and 18-10-9-8-7-25-5.
Simulation results of VS based packet routing in randomly constructed 100 and 200-node networks with average node connectivity of 4 and 6 are presented in [2] . With properly evolved VS configuration with dimensionality of 5 or higher and using the 1-hop, 2-hop termination schemes the packet looping probability can be virtually eliminated. The packet throughputs of 99.9% have been observed in the simulations consistently. The VS routing also shows high packet throughputs under arbitrary link failures to give a self-healing property to the network. The studies presented in [2] demonstrate over 99.5% and 99% throughputs under 5% and 10% random link breakages for 100-node networks.
Traffic engineering simulations are performed on several randomly constructed 200-node networks and the sample results are presented here for one such network with an average connectivity of 4. The connectivity of individual nodes varies between 2 to 8 with a large majority of them having the connectivity of 3, 4, and 5. The routing is based on the 8-dimensional VS configuration that is constructed as per the steps outlined in section II. Out of the total 39800 sourcedestination pairs only 1600 pairs are selected randomly to represent active communication channels. A demand matrix is generated by randomly selecting a data rate for each pair from 5, 10, 15, 20, and 25 packets/iteration.
For the first iteration all the links are kept at a fixed cost level of 0.4 to generate the initial traffic pattern. The link loading is calculated in terms of number of packets traversing that link in each iteration. The distribution of links versus the loading is plotted as a histogram after each iteration and the results are shown in Fig. 2(a) . After the first iteration, the distribution has a wide spread and a large tail on the high loading side. For several such random initial settings, the traffic pattern after the first iteration had a very similar structure with the average link usage, L avg in (2), of about 320 and the standard deviation of about 127. At every successive iteration the link costs are defined based the link usage (L ij ) in the previous iteration. The scaling factor, ∆ L in (2) , is fixed to 127, i.e. the standard deviation after the initial iteration.
As the links with higher usage have higher costs, they become less attractive for further traffic flow and the vice versa. Thus, the VS-based routing naturally leads to load balancing, so that link usage pattern moves closer towards the [2] mean loading level. As the load balancing takes effect the heavy loading tail in the distribution is suppressed and the center peaks up in the successive iterations. This phenomenon is clearly demonstrated by the simulation results presented in Fig. 2(a) . The traffic pattern stabilizes after about 4 to 5 iterations and the final pattern is plotted after 10 iterations. The standard deviation of the link usage distribution shrinks from 127 after iteration-1 to about 68 after iteration-10. Thus, close to a 50% reduction in the link usage variation has been achieved. The average link usage moves up only slightly from a 320 level to 330, which implies that there has been no performance penalty incurred in the load balancing process. Similar types of results are observed under different initial settings.
The variations of link costs for 4 sample links with iterations are plotted in Fig. 2(b) . It shows that starting from 0.4 the costs spread apart (variation from 0.1 to 0.9) after the first iteration due to diverse loading levels, but the costs are brought close to the middle range (within 0.3 to 0.65) by load balancing. The link costs stabilize after 4-5 iterations, just like the link loading distribution. If the link cost variation is not damped based on (3), then certain links may exhibit load oscillations due to route flaps between the successive iterations. However, the overall link load distribution may not indicate these load oscillations. As mentioned before, each iteration corresponds to one link cost update interval in the VS protocol. Thus, the load distribution adjusts to any arbitrary demand pattern within 4 to 5 cost update intervals, i.e. the network can stabilize to a new load balanced traffic pattern in 100 to 500 ms depending upon the update interval. Since the link cost information does not flood the network nor does it lead to any cascaded updates, the update interval can be made arbitrarily small. This is a very useful property under dynamic load conditions or under bursty traffic patterns.
One important bench-mark for VS routing is its comparison with the OSPF routing. Simulations have been carried out using the OSPF routing for the same 200-node network under the same demand matrix. The optimal link weights calculation for the OSPF-TE is found to be not scalable for a 200-node network, so the comparison is not shown here. The comparison of the final VS and OSPF link loading distributions is shown in Fig. 3 . The OSPF distribution has a heavy tail on the high link loading (>500) side indicating high level of traffic congestion. Whereas, the VS distribution shows a very low spread that indicates excellent load balancing. From Fig. 3 , the OSPF distribution has the average link loading of 252 packets (for single iteration) that is about 25% lower than that of the VS routing. However, the RMS spread of the OSPF distribution is 115, which is about 70% higher. For fair comparison, we have carried out OSPF simulations with multi-path (more than one least-hop paths) routing just as the VS routing. If the single path OSPF routing is used then the average loading remains the same but the RMS spread increases even more. The average loading in OSPF indicates the lower bound for a given demand matrix and any scheme that improves the load balancing must have a higher value of average loading. For various 200-node network simulations the packet throughput remained at a level of 99.9%, which indicates very efficient VS routing with almost no looping in the network. If the VS configuration of lower dimensionality (6-D or 7-D) is used, the packet throughput remains at the same level except the average link loading goes up by 5-10% indicating slightly less efficient route selection.
The figure shows that the peak in OSPF loading extends about 35 to 40% higher than the VS peak. About 4 to 8% of the links in the heavy tail suffer from excessive loading and possible congestion. This congestion brings down the performance of the entire network in terms of lower throughput, available bandwidth, and quality. If this heavy tail is eliminated the network utilization levels can be increased by 25-30% without suffering any loss in its performance. The static link-weight assignment schemes (i.e. OSPF-TE) attempt to address the same problem. The VS routing scheme achieves this task of load balancing and provides solution that is fully dynamic and scalable.
Simulations are carried out for randomly constructed 25, 40, 80, and 400-node networks and the results from the VS routing and OSPF routing are very similar to the 200-node network presented in (3) . As an example, 80-node network is simulated with 400 arbitrary source-destination pairs and with variable data rates of 5, 10, 15, 20, and 25 packets/iteration. The average and RMS spreads in the loading levels are 124 and 65 for the OSPF and 155 and 34 for the VS. Thus, the average OSPF link loading is about 20% less compared to the VS average, but the RMS spread is 90% higher. The peak value of the OSPF loading is again 30% higher, which again validates the congestion avoidance property of the VS scheme.
Although, these network topologies are randomly constructed, the realistic networks may have biases, which may alter their network performance. The practical networks tend to have higher probability of short-distance links (nodes that are physically located near by), which leads to clustering of nodes. A 90-node BTnet backbone network as seen from their website [16] , has been used to carry out the VS and OSPF routing simulations. The average connectivity of each node in the network is about 5. As points of deviation, these simulations do not use the actual traffic demand matrix as would be seen on the BTnet and the link capacity on all links is assumed to be the same. Different link capacity values can easily be added by introducing a scaling factor in the link cost function, as described in section II. The demand matrix is created by choosing 200 source-destination pairs at random and the data rates are fixed randomly between 5, 10, 15, 20, and 25 packets/iteration. The link load distributions for the VS and OSPF routing schemes are plotted in Fig. 5 . The average loading for OSPF and VS routing is 65 and 85, respectively.
One striking fact about the distributions in Fig. 4 is that, their characteristics are quite different from those for the 200-node random networks. The spread in the link loading levels for the OSPF routing is very high (at 79) for this network, in fact the RMS spread is higher than the average itself. If the high usage level links match with the higher link capacities, then the spread would be brought down and that would be valid for both the routing schemes. In spite of the differences in the nature of the distributions, the conclusions drawn from the comparison of the VS and OSPF routing schemes remain the same. The load balancing and congestion avoidance property of the VS routing is even more enhanced in these simulations. The peak loading level of the OSPF routing exceeds that of the VS routing by nearly 50%.
IV. CONCLUSIONS AND DISCUSSION
We have presented a novel traffic engineering technique using the new VS-based routing scheme. It uses virtual space embedding to express the network topology information in a very concise form. The dynamic link loading or failure information is expressed in terms of link and node costs and distributed to only the neighboring nodes. The final route selection is done by taking into account the load conditions along with the VS configuration. Since the need for broadcasting the link state information to distant nodes and the subsequent cascaded updates are eliminated, the VS routing avoids the flurry of information exchange under dynamic conditions. This makes the VS scheme a very stable, flexible, and highly scalable solution for traffic engineering. It is proposed that this technique be used for intra-domain path selection in MPLS networks.
The VS scheme takes into account the dynamic link costs which alleviate traffic congestion and achieve excellent load balancing. The simulation results for randomly constructed 80 and 200-node networks show that the VS-based traffic pattern adjusts to any arbitrary demand matrix in only 4 to 5 iterations of link cost updates to achieve excellent load balancing. The cost update interval can be made 25 ms or smaller to give fully dynamic adaptability to cater to any bursty or real-time traffic patterns. We are currently working on modeling the VS based routing using the Network Simulator (NS) to study the packet throughput, link failure, and buffer utilization.
As a bench-mark test, the link load distributions from the VS and OSPF routing schemes for the same networks are compared. The simulations results for randomly constructed 80 and 200-node networks show that the OSPF distribution has the average link loading that is 20-25% lower than that for the VS routing. However, the RMS spread of the OSPF distribution is 70-90% higher. The peak value of the OSPF loading is 30-40% higher, which validates the congestion avoidance property of the VS scheme. This property would improve the overall performance of the network in terms of higher packet throughput, lower loss rates, and stable time delay. The simulations are also carried out on the BTnet backbone network and the results demonstrate excellent load balancing and congestion avoidance properties of the VS routing scheme on the realistic networks.
The VS-based routing can be used as a stand-alone routing scheme. However, it can also be used along with the existing networking protocols (ATM and MPLS) as a control plane tool for traffic engineering. The VS-based routing can be used for path selection and integrated with the other signaling protocols to establish label-switched paths. A specific quality of service (QoS) request may be supported using the resource reservation protocols (RSVP-TE). As a possible implementation the path selection can be done by sending multiple path-request datagrams that keep track of their paths along with the associated costs and are forwarded using the VS routing. The destination node can select the primary and back-up paths or multiple primary paths for establishing the label-switched channels. As an alternative, all the path selections can be done at one central node using the VS routing, provided that all the dynamic link costs are available to the node.
In conclusion, the novel traffic engineering scheme based on the VS-routing appears to be very promising.
