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 “O principio criador reside na matemática; a sua certeza é absoluta, 
enquanto se trata de matemática abstrata, mas diminui na razão direta 
de sua concretização.”  
                                                                                      (Albert Einstein) 
 
 
  
RESUMO 
 
Neste trabalho são estudados alguns conceitos da Álgebra Linear, para então desenvolver um 
breve estudo de matrizes ortogonais. Tais matrizes apresentam propriedades de conservar 
ângulos e módulos, produtos escalares e além disso do ponto de vista numérico, preservam a 
ordem de grandeza de números durante operações numéricas.  No decorrer do trabalho foram 
contemplados além da fatoração QR, o problema de mínimos quadrados calculados através da 
equação normal e via fatoração QR. Durante a pesquisa fez-se uma abordagem da reta de 
melhor ajustes, em que a tal reta é  y=ax +b que minimiza a soma dos quadrados dos resíduos.  
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INTRODUÇÃO 
 
Ao se falar em matriz ortogonal, segundo Poole (2006), tal nomenclatura não é muito 
adequada, um termo melhor seria “matriz ortonormal”, o qual não é utilizado, até porque não 
tem termo algum para designar uma matriz não quadrada com colunas ortonormais.  
Para construir uma base ortogonal (ou ortonormal) para qualquer subespaço de nR é 
utilizado um método simples (O Processo de Gram-Schmidt) que nos leva a uma das mais 
úteis fatorações de Matrizes. Se A é uma matriz mxn com colunas linearmente independentes 
(exigindo m>n ),  o processo de Gram-Schmidt produz uma fatoração da matriz A em um 
produto de uma matriz ortogonal Q  por uma matriz triangular superior R, conhecida como a 
fatoração QR. A fatoração QR tem aplicações em programas de computador para encontrar os 
autovalores de uma matriz, para resolver sistemas lineares e para encontrar as aproximações 
por mínimos quadrados,  
que discutiremos neste trabalho. 
Sistemas impossíveis aparecem muitas vezes em aplicações, embora nem sempre com 
uma matriz de coeficientes tão grande. Quando o sistema não possui solução, o melhor  que 
podemos fazer é encontrar um x que faça com que Ax fique o mais próximo possível de b. O 
problema geral de mínimos quadrados é encontrar um x que torne b Ax  o menor possível. 
O termo mínimos quadrados vem do fato de que b Ax  é a raiz quadrada de uma soma de 
quadrados. 
O presente trabalho tem por objetivo fazer um breve estudo à respeito  de matrizes 
ortogonais, visando aplicações em problemas que envolvem o método dos mínimos 
quadrados. Sua elaboração constitui-se de 4 capítulos e está organizado da seguinte maneira: 
No capítulo I são mencionados os conceitos preliminares que serão utilizados nos 
capítulos seguintes. 
No capítulo II apresentamos os conjuntos de propriedades das matrizes ortogonais e 
dois exemplos típicos de matrizes ortogonais: a matriz reflexão e a matriz rotação. 
No capítulo III utilizamos a propriedade do processo de Gram-Schmidt para provar a 
fatoração QR. 
No capítulo IV mostramos o problema de mínimos quadrados, onde o sistema linear  
Ax b  não possui solução, porque o vetor do lado direito não pertence ao espaço coluna da 
12 
 
matriz. Nesses casos, podemos recorrer de b, para isso podemos utilizar as equações normais 
para x ou  fatoração QR.  
Finalmente procuramos uma reta de melhor ajuste que se aproxime ao máximo dos 
pontos dados, ou seja, que possui o mínimo possível de erro. 
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CAPÍTULO 1 
 
 CONCEITOS PRELIMINARES 
 
Neste capítulo apresentaremos alguns conceitos de álgebra linear que serão necessários 
para a compreensão dos próximos tópicos. Para maiores detalhes em relação aos conceitos 
indicamos os livros KOLMAN & HILL (2006),LAY( 2007), CALLIOLI  ET AL (1990) e 
BOLDRINI ET AL (1980). 
 
1.1  Definição de Matrizes 
Uma matriz Amxn é um arranjo retangular de mn números reais (ou complexos) distribuídos 
em m linhas horizontais e n colunas verticais: 
 
                                       Figura  1 
 
A i-ésima linha de A é 
 1 2i i ina a a        1 ;i m   
e a j-ésima coluna de A é 
  
1
2
j
j
mj
a
a
a
 
 
 
 
 
  

         1 .j n   
Dizemos que A é m por n (representado por mxn). 
 
 
1.2  Operações com Matrizes  
 
1.2.1Adição de Matrizes 
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Se A= ija   e B= ijb    são matrizes mxn, então a soma de A e B é a matriz C= ,ijc    
mxn, definida por Cij= aij+bij                    1 ,1 .i m j n     
Logo, C é obtida pela adição dos elementos correspondentes de A e B. 
Se A e B são matrizes mxn, escrevemos A + (-1)B como A – B e chamamos isto de diferença 
entre A e B.  
Observamos que pela maneira com que foi definida, a adição de matrizes tem as mesmas 
propriedades que a adição de números reais. 
Propriedades: Dadas as matrizes A, B e C de mesma ordem mxn, temos: 
i) A + B = B + A (comutatividade) 
ii) A + (B + C) = (A + B) + C (associatividade) 
iii) A + 0 = A, onde 0 denota a matriz nula mxn. 
 
1.2.2 Produtos 
 
1.2.2.1 Multiplicação por um escalar 
Se A= ija   é uma matriz mxn e r é um número real, então a multiplicação por um 
escalar de A por r, rA, é a matriz B= ijb   , mxn, onde bij = raij        1 ,1 .i m j n     
Logo, B é obtida pela multiplicação de cada elemento de A por r. 
  Propriedades: Dadas as matrizes A e B de mesma ordem mxn e números r, r1 e r2, temos: 
i) r(A + B)= rA + rB 
ii) (r1 + r2)A =r1A + r2A 
iii) 0 . A = 0, isto é se multiplicarmos o número zero por qualquer matriz A, teremos a 
matriz nula. 
iv) r1(r2A) = (r1r2)A 
 
 
1.2.2.2 Multiplicação de Matrizes 
Se A= ija    é uma matriz mxp e B= ijb    é uma matriz pxn, então o produto de A e B, 
representado por AB, é a matriz mxn C = ijc   , definida por 1 1 2 2ij i j i j ip pjc a b a b a b     = 
1
p
ik kj
k
a b

      1 ,1 .i m j n     
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Propriedades da multiplicação de matrizes 
a. Se A, B e C têm os tamanhos apropriados, então A(BC) = (AB)C    (propriedade 
associativa da multiplicação); 
b. Se A, B e C têm os tamanhos apropriados, então A(B+C) = AB+AC  (propriedade 
distributiva à esquerda); 
c. Se A, B e C têm os tamanhos apropriados, então (A+B)C = AC+BC (propriedade 
distributiva à direita) 
 
 
1.3 Alguns Tipos Especiais de Matrizes 
 
1.3.1 Definição de Matriz Quadrada 
É aquela cujo número de linhas é igual ao número de colunas ( m n ). Quando nos 
referimos a uma matriz quadrada n x n , podemos dizer que a sua ordem é n ao invés de n x n . 
 
1.3.2 Definição de Matriz Identidade 
 
 É aquela em que 1iia   e 0ija  , para .i j  Isto é, é a matriz quadrada de ordem n, 
em que todos os elementos da diagonal principal são iguais a 1 e os demais elementos são 
iguais a zero. Representa-se a matriz identidade por .nI  
 
1.3.3 Definição de Matriz Triangular Superior 
 É uma matriz quadrada onde todos os elementos abaixo da diagonal são nulos, isto é, se 
0ija  , para i > j . 
 
1.3.4 Definição de Matriz Simétrica 
Uma matriz quadrada A é dita simétrica, se AT=A equivalentemente, A é simétrica se 
os elementos simétricos com relação à diagonal principal são iguais, ou seja, aquela onde  
.ij jia a  
Exemplo: 
a b c
b d e
c e f
 
 
 
 
 
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Podemos observar que a parte superior é uma “reflexão” da parte inferior, em relação a 
diagonal. 
 
1.3.5 Matriz Transposta 
Definição: Dada uma matriz mxn A, a transposta de A é a matriz nxm, denotada por AT, cujas 
colunas são formadas com as linhas correspondentes de A. Note que a transposta de um vetor 
coluna é um vetor linha e vice-versa. 
 A operação de matriz transposta satisfaz às seguintes propriedades: 
Sejam A e B matrizes cujos tipos são apropriados para as seguintes somas e produtos. 
a. (AT)T=A 
b. (A+B)T=AT+BT 
c. Para qualquer escalar r, (rA)T= rAT 
d. (AB)T=BTAT  
 
 
1.4 Produto Interno 
Definição: Seja V um espaço vetorial de dimensão finita sobre IR*. Entende-se por produto 
interno sobre V uma aplicação que transforma cada par ordenado (u,v)VxV em um número 
real, (que indicaremos por ,u v  ) obedecendo às seguinte condições: 
a)  , , , , , , ;u v w u w v w u v w V            
b) , , , ;u v u v IRe u v V           
 c) <u,v> = <v,u>, para todo u,v V; 
d) ,u u  é um número real maior que zero para todo vetor 0u  . 
Um espaço vetorial V onde está definido um produto interno é chamado espaço com 
produto interno (real). Como exemplo de um espaço com produto interno temos o n , com 
1 1 2 2, ... n nu v x y x y x y      , onde u = (x1, x2,..., xn) e v = (y1, y2,..., yn). 
 
1.5 Propriedades do produto Escalar 
Se u, v, e w são vetores em nR e c é um escalar, então: 
a) . 0; . 0u u u u  se, e somente se, 0u   
b) . .u v v u  
c) ( ). . .u v w u w v w    
d) (c ). .(c ) c( . )u v u v u v   
17 
 
 
1.6 Norma em n  
 O comprimento (ou norma) de v é o escalar não-negativo v  definido por 
v  = .v v  = 2 2 21 2 nv v v    e 
2 .v v v  
 
1.7 Ortogonalidade 
Seja V um espaço euclidiano. Dizemos que dois vetores ,u v V são ortogonais se, e somente 
se, , 0u v   . Um conjunto S={u1, ...,ur}V se diz ortonormal se, e somente se, (I) 
1iu  (i=1, 2,...,r) e (II) dois vetores quaisquer de S, distintos entre si, são ortogonais.  
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CAPÍTULO 2  
 
MATRIZES ORTOGONAIS 
 
No capítulo II apresentamos o conjunto de propriedades das matrizes ortogonais e dois 
exemplos típicos: matrizes de reflexão e matrizes de rotação. 
Segundo Poole (2006), a nomenclatura Matriz Ortogonal não é muito adequada, pois 
um termo melhor seria “matriz ortonormal”, o qual não é utilizado, até porque não tem 
nenhum termo para designar uma matriz não quadrada com colunas ortonormais. Para este 
capítulo nos baseamos nos trabalhos de POOLE (2006), LIPSCHUTZ (1994), STEINBRUCH 
(2009). 
 
Definição: Uma matriz real Q é ortogonal se T TQQ Q Q I   . 
Observe que uma matriz ortogonal Q é necessariamente quadrada e invertível, e sua inversa 
coincide com a transposta isto é, 1 TQ Q  .  
Exemplo: 
Seja 
1 8 4
1 4 4 7
9
8 1 4
Q
 
    
 
 
. Então 
1 8 4 1 4 8
1 14 4 7 . 8 4 1
9 9
8 1 4 4 7 4
TQQ
   
         
       
= 
1 64 16 4 32 28 8 8 16
1 4 32 28 16 16 49 32 4 28
81
8 8 16 32 4 28 64 1 16
TQQ
      
        
       
 
81 0 0 1 0 0
1 0 81 0 0 1 0
81
0 0 81 0 0 1
TQQ I
   
        
   
   
 
 
Definição: Se det A  = 1, a matriz ortogonal A é chamada matriz ortogonal própria e se detA 
= -1, a matriz ortogonal A é chamada matriz ortogonal imprópria. 
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Existem matrizes ortogonais que produzem efeitos especiais quando aplicados num 
vetor. Duas dessas são a Matriz de Reflexão e Matriz de Rotação. As matrizes de 
transformação que representam rotações do plano sobre a origem são exemplos de matrizes 
ortogonais próprias e as reflexões do plano com respeito a uma reta pela origem são exemplos 
de matrizes ortogonais impróprias. Além disso, tanto os vetores linha quanto os vetores 
coluna de uma matriz de rotação e de uma matriz de reflexão podem ser considerados como 
um par de vetores unitários ortogonais. 
 
 
2.1 Matriz Reflexão 
 
 
                                              Figura  2 
 u : unitário 
S  = Tu (complemento ortogonal) 
S u   
V= S S   
v V ; 1 2v v v  ; 1v S  e 2v S
 ; 1 2v v  
Uma reflexão de Householder é uma matriz da forma H= 2 TI uu . 
Temos que 
 2
S
y x P x    
2 Ty x uu x    
( 2 )TI uu x   
Ao multiplicar uma matriz de Householder por um vetor x é equivalente a refletir o 
vetor x através do plano perpendicular a u . 
20 
 
As matrizes de Householder são simétricas e ortogonais, como veremos no teorema a 
seguir: 
Teorema: A matriz de Householder é uma Matriz ortogonal. 
Demonstração: 
Vamos provar que TH H I e THH I  
Observamos que H é simétrica, de fato, 
( 2 )T T TH I uu   
      = 2( )T T TI uu  
     = 2( )T T TI u u  
     = 2 TI uu = H  
Assim, temos  
TH H = 2HH H  
         = 2( 2 )TI uu  
         = ( 2 )( 2 )T TI uu I uu   
        = 2 2 2 4( )( )T T T TI Iuu uu I uu uu    
         = 2 2 4T T TI uu uu uu   = I 
 
Exemplo:  
Suponha 1 (3, 4)
5
T Tu  calcular a reflexão de Householder. 
Seja 2 TH I uu  então, 
 3 4 3 42 , ,
5 5 5 5
T
H I       
  
 
3
1 0 3 452
0 1 4 5 5
5
H
 
          
     
 
 
6
1 0 3 45
0 1 8 5 5
5
H
 
         
     
 
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18 24
1 0 25 25
0 1 24 32
25 25
H
 
  
   
    
 
 
7 24
25 25
24 7
25 25
H
  
  
   
 
logo, 
7 241
24 725
H
 
    
 Det (H) = -1 
 
2.2 Matriz Rotação  
Em duas dimensões, a rotação pode ser definida por um único ângulo ,  . Por 
convenção, ângulos positivos representam rotação no sentido anti-horario.  
Rotação é uma operação básica muito usada em aplicações gráficas. Ela faz parte de 
um grupo maior de transformações chamadas isométricas, que tem a característica de 
preservarem o comprimento do vetor. Para construir a matriz de rotação considere a figura 
abaixo: 
 
                                           Figura 3 
Já sabemos que o tamanho do vetor não se altera. Aqui chamado de r. 
1cos x
r
  → 1 cosx r   
2xsen
r
  → 2x rsen  
1cos( ) y
r
   → 1 cos( )y r     
2( ) ysen
r
   → 2 ( )y rsen     
22 
 
1 cos( )y r    
1 2
1 cos cos
x x
y r rsen sen    

 
2 ( )y rsen     
21
2 cos cos
xx
y r sen rsen                    ou, 
                        1 1
2 2
cos
cos
y xsen
y xsen
 
 
    
    
    
                    ou, 
                          Y=           R       .      X 
Onde, R é ortogonal. 
 Para verificar se esta matriz rotação é ortogonal basta multiplicar pela sua transposta, obtendo 
assim a matriz identidade. 
 
  
cos cos
cos cos
sen sen
sen sen
   
   
   
      
2 2
2 2
cos 0
0 cos
sen
sen
 
 
 
 
 
=
1 0
0 1
 
 
 
 e determinante 
igual a 1. 
 
cos
cos
sen
D
sen
 
 
 
  
 
 Sejam  
x
v
y
 
  
 
 e   u=D.v=
cos
cos
x ysen
xsen y
 
 
 
 
 
 
2 2v x y   
   2 2cos cosu x ysen xsen y        
2 2 2 2 2 2 2 2cos 2 cos 2 cos cosu x xy sen y sen x sen xysen y              
2 2 2 2 2 2(cos ) ( cos )u x sen y sen        
2 2v x y  → Preserva a norma do vetor. 
 
Exemplo1: qual a rotação do vetor  
 1,0u 

, e 30º  no sentido anti-horário. 2 2:T    
Multiplicando a matriz rotação pelo vetor coluna obtemos: 
cos30º 30º 1
30º cos30º 0
sen
sen
   
   
   
3
2
1
2
 
 
 
 
  
que é as coordenadas do vetor que é rotação do vetor 
 1,0u 

de ângulo 30º. 
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Exemplo 2: 
Com  =
4
 rad             D=
cos
cos
sen
sen
 
 
 
 
 
=
2 2
2 2
2 2
2 2
 
 
 
 
 
 
   v=
1
0
 
 
 
  
u= 
2 2
12 2
02 2
2 2
 
         
 
 
=
2
2
2
2
 
 
 
 
 
 
 
O vetor u é uma rotação de v, com 45 graus para a direita , têm a mesma norma e as colunas 
de D são ortogonais. 
 
                              Figura 4 
 
As rotações planas apresentadas anteriormente podem ser generalizadas para dimensões 
maiores. Para 3R , por exemplo, podemos definir: 
1
1 0 0
( ) 0 cos
0 cos
R sen
sen
  
 
 
 
 
  
 Neste caso a rotação é feita apenas no plano YZ, mantendo o eixo 
X fixado. 
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                     Figura 5 
2
cos 0
( ) 0 1 0
0 cos
sen
R
sen
 

 
 
 
 
  
 Neste caso a rotação é feita apenas no plano XZ, mantendo o eixo 
Y fixado. 
 
3
cos 0
( ) cos 0
0 0 1
sen
R sen
 
  
 
  
  
 Neste caso a rotação é feita apenas no plano XY, mantendo o eixo 
Z fixado. 
 
 
2.3 Propriedades das Matrizes Ortogonais 
As matrizes ortogonais,satisfazem o conjunto das propriedades enunciadas nos 
teoremas a seguir: 
Proposição 2.3.1 Seja Q uma matriz mxn . Suas colunas formam um conjunto ortonormal se, 
e somente se, .T nQ Q I  
 Demonstração:  
Seja iq a i ésima coluna de Q (consequentemente a i ésima linha de 
TQ ). Como o 
elemento ( , )i j de TQ Q é produto escalar da i ésima linha de TQ pela j ésima coluna de Q , 
temos que,  
,( )
T
i jQ Q = ,i jq q                                                                            (*) 
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devido a definição de multiplicação de matrizes. De fato, as colunas de Q formam um 
conjunto ortonormal se e somente se 
1  se i
,
0  se ii j
j
q q
j

 

   logo, da equação (*), vale se e 
somente se ,
1  se i
( )
0  se i
T
i j
j
Q Q
j

 

 
Proposição 2.3.2 Uma matriz quadrada Q é ortogonal se e somente se 1 .TQ Q   
Demonstração: 
Segundo POOLE (2006), no teorema anterior vimos que Q é ortogonal se e somente se 
.TQ Q I  Isso é verdade se e somente se, Q é invertível. Assim, se multiplicarmos ambos os 
lados de TQ Q I  por 1Q  pela direita obtemos 1 1 1 1.T T TQ QQ IQ Q I Q Q Q         
Nesse caso, as colunas de Q são ortogonais entre si e formam uma base ortonormal de n . 
Proposição 2.3.3 Seja Q  uma matriz nxn . As seguintes afirmações são equivalentes: 
a. Q  é ortogonal. 
b. Qx x  para todo x em n  . 
c. . .Qx Qy x y  para todo n . 
Demonstração: Como as afirmações são equivalentes temos que provar que 
( ) ( ) ( ) ( )a c b a   . Para provar tais equivalências POOLE (2006) utilizou o fato de que, 
se x e y são vetores (coluna) em n , então . Tx y x y . 
( ) ( )a c  Se Q é ortogonal  , ,Qx Qy x y isto é, o produto das imagens é igual ao 
produto do domínio. 
Seja Q ortogonal, então TQ Q I . De fato, , ( )TQx Qy Qx Qy então 
, T TQx Qy x Q Qy como TQ Q I temos que , TQx Qy x Iy e portanto  
, TQx Qy x y  logo, 
, ,Qx Qy x y . 
( ) ( )c b Se , , ,Qx Qy x y x y Qx x     
Suponha que , ,Qx Qy x y , nx y  . Tomando x=y, por hipótese temos que 
, ,Qx Qx x x assim, ,Qx Qx Qx = ,x x = x . 
( ) ( )b a Considere válida a propriedade (b) e que iq denota a i ésima coluna de Q . Então: 
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a) 2 2( ))Q x y x y    
                = ,x y x y   
              = , 2 , ,x x x y y y   
               = 2 22 ,x x y y   
 
b) 2( )Q x y  2 ,x y x y x y     
                   = 2 22 ,x x y y    
 
i) (a)-(b) 
2 2( ) ( )Q x y Q x y   = 
2 22 ,x x y y  -  2 22 ,x x y y  = 4 ,x y  
c) 2( )Q x y = 2Qx Qy  
                    = ,Qx Qy Qx Qy   
                    = 2 22 ,Qx Qx Qy Qy   
 
d)  2( )Q x y = ,Qx Qy Qx Qy   
                      2 22 ,Qx Qx Qy Qy   
 
ii) (c)-(d) 
2 22 ,Qx Qx Qy Qy  -  2 22 ,Qx Qx Qy Qy  = 4 ,Qx Qy  
i = ii 
4 ,x y  = 4 ,Qx Qy multiplicando ambos os lados por 1
4
 logo teremos 
  
 ,x y = ,Qx Qy  x e y em n . [Isso mostra que (b)  (c)]. Analisando esta propriedade 
percebemos que preserva o ângulo dos vetores. 
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Agora, ,x y = ,Qx Qy se x= iq e y= jq  então, , ,i j i jq q Qe Qe = 
1  se i
,
0  se ii j
j
e e
j

 

 As 
colunas de Q formam, portanto, um conjunto ortonormal, e Q é uma matriz ortogonal. 
Analisando esta propriedade percebemos que preserva o ângulo dos vetores. 
 
Proposição 2.3.4 Se Q  é uma matriz ortogonal, então suas linhas formam um conjunto 
ortonormal. 
Demonstração: Assuma que Q é uma matriz ortogonal, então 1 .TQ Q   Assim, 
   1 11TQ Q  =  TTQ Q , logo TQ é uma matriz ortogonal. Então, as colunas de TQ que 
são exatamente as linhas de Q formam um conjunto ortonormal. 
Proposição 2.3.5 Seja Q  uma matriz ortogonal. 
a. 1Q  é ortogonal. 
Demonstração: LIPSCHUTZ (1994) 
Temos 1TQ Q , pois, Q é ortogonal. Assim, como Q é ortogonal se e somente se TQ é 
ortogonal logo 1Q é ortogonal. 
 
b. det Q =  1 
Demonstração: STEINBRUCH (2009) 
 Para provar esta propriedade é suficiente lembrar que TQ  e Q têm o mesmo determinante e 
que o determinante da identidade é igual a 1. Sendo Q ortogonal, TQ Q =I. Logo, det( )TQ Q = 
det I  det( )TQ det( )Q =1 
Como det( ) det( )TQ Q , vem: 2(det ) 1Q   ou seja, det( ) 1Q    ou det( ) 1Q    
c. Se   é um autovalor de Q , 1  . 
Demonstração: POOLE (2006) prova esta propriedade utilizando o fato de que uma matriz 
ortogonal conserva o tamanho do vetor. 
Seja  um autovalor e v um autovetor associado a Q , então Qv v logo, 
v Qv v v     e como 0, 1v v  . 
 
d. Se 1Q  e 2Q  são matrizes ortogonais nxn , 1 2Q Q  também é. 
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Esta propriedade nos mostra que o produto de duas matrizes ortogonais é ortogonal, e para 
demonstrá-la utilizamos a idéia de LIPSCHUTZ (1994). 
Demonstração :  
Para provar esta propriedade, lembremos que ( )T T TAB B A . Sejam agora 1Q e 2Q  
ortogonais, isto é, 11 1
TQ Q   e 12 2
TQ Q  . Assim, 1 2 1 2 1 2 2 1( )( )
T T TQ Q Q Q Q Q Q Q   
Utilizando o fato de 11 1
TQ Q  e 12 2
TQ Q   temos que 1 11 2 2 1Q Q Q Q
   1 11 2 2 1( )Q Q Q Q
   
logo 11 1Q IQ
  11 1Q Q
  I  Assim, 11 2 1 2( ) ( )
TQ Q Q Q  , e, portanto, 1 2Q Q  é ortogonal. 
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CAPÍTULO 3 
 
O PROCESSO DE GRAM-SCHMIDT E A FATORAÇÃO QR 
 
No capítulo III descrevemos o processo de ortogonalização de Gram-Schmid e 
mostramos sua relação com a fatoração QR. 
 
3.1 Projeção Ortogonal 
 Definição: Seja W um subespaço de nR  e seja  1,... ku u uma base ortogonal de W. Para um 
vetor v em nR , a projeção ortogonal de v em W é definida por 
1
1
1 1
..( )
. .
k
w k
k k
u vu vproj v u u
u u u u
  
     
   
  A componente ortogonal de v  em relação a W é o 
vetor ( ) ( )w wperp v v proj v  . 
Como os vetores iu são ortogonais, a projeção de v sobre W é a soma de suas projeções 
ortogonais sobre subespaços unidimensionais que são mutuamente ortogonais. 
,v s V  
Ex: 3v    
 S Span v  
 
                                                                   Figura 6 
 
 
?sP   
Seja sP x tv , algum para t  
Para determinar t , exigimos que  
30 
 
( )sx P x S   
        
( )sx P x v   
        
, 0
, 0
, , 0
,
,
sx P x v
x tv v
x v t v v
x v
t
v v
 
 
 

 
    Conclusão 
,
,s
x v
P x v
v v
  
Se .,. : produto interno em n , , Tx v x v   = Tv x  
T
v T
v xP x v
v v
  
= 
 T
T
vv
x
v v
 
= 
T
T
matriz
projeção
vv x
v v
 
 
 
 
= sP  
 Exemplo numérico 
 
 1 2,S Span v v  
1
1
1 1
3 1
v
 
   
  
      sP = 
2
1
1 0
2 1
v
 
   
  
 
Note que 1 1v   e 2 2v   
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 1 2
1
1 1. 1 1 1 . 0
3 2 1
Tv v
 
    
  
  
 1 2
1 1. 1.1 1.0 ( 1).1 0
3 2
Tv v       
sP = 
 
 
1
1 2
2
11 1 1 1 1
1 1 31 0
13 2 1 0 11 1
2
T
T
v
v v
v
 
   
       
      
      
            
    

  
 
calculando obtemos a matriz projeção 
sP = 
1 1
1 1 13 2
1 3 3 30
1 13 0
1 1 2 2
3 2
 
                    
= 
 
 
sP =
1 1 1 1 10
3 2 3 3 2
1 1 10 0 0
3 3 3
1 1 1 1 10
3 2 3 3 2
     
 
     
 
     
  
 
sP = 
5 1 1
6 3 6
1 1 1
3 3 3
1 1 5
6 3 6
 
 
 
  
 
 
  
 
 
3.2 O PROCESSO GRAM SCHMIDT 
Teorema:  
Seja  1,..., kx x uma base para um subespaço W de n e defina o seguinte: 
1 1v x ,          1 1( )W span x  
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1 2
2 2 1
1 1
v xv x v
v v
 
    
,  2 1 2( , )W span x x  
1 3 2 3
3 3 1 2
1 1 2 2
v x v xv x v v
v v v v
    
         
,   3 1 2 3( , , )W span x x x  
      
1 2 1
1 2 1
1 1 2 2 1 1
k k k k
k k k
k k
v x v x v xv x v v v
v v v v v v


 
      
               
 ,      1( ,..., )k kW span x x  Então para cada 
1,...,i k ,  1,..., iv v é uma base ortogonal de iW . Em particular  1,..., kv v é uma base de W . 
Em suma, todo subespaço de n  tem uma base ortogonal e fornece um algoritmo para 
construir uma base dessas. Para normalizarmos os vetores do processo de  Gram-Schmidt, 
basta a cada  i substituir iv pelo vetor unitário ii
i
vq
v
 
   
 
. 
  
Demonstração: veja POOLE [2006], página 343 
Exemplo: Considere a base S= 1 2, 3,x x x para 3 , onde 1 (1,1,1)x  , 2 ( 1,0, 1)x     e 
3 ( 1, 2,3)x    utilizaremos o processo de Gram schmidt para transformar S em uma base 
ortonormal para 3 . 
Passo1: Seja 1 1 (1,1,1)v x  . 
Passo 2: calculando agora 2v e 3v : 
2 1
2 2 1
1 1
x vv x v
v v
 
    
 
     
   
 2
1,0, 1 1,1,1
1,0, 1 1,1,1
1,1,1 1,1,1
v
   
       
 
2v =  
2( 1,0, 1) 1,1,1
3
      
 
 
2v  = (-1,0,-1) -  
2 2 2, ,
3 3 3
     
 
1 2 1, ,
3 3 3
   
 
 
 
 
3 1 3 2
3 3 1 2
1 1 2 2
x v x vv x v v
v v v v
    
         
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     
   
 
 
3
1 2 11, 2,3 , ,1, 2,3 1,1,1 1 2 13 3 31,2,3 1,1,1 , ,
1 2 1 1 2 11,1,1 1,1,1 3 3 3, , , ,
3 3 3 3 3 3
v
                                             
  
 
   3
2
4 1 2 131,2,3 1,1,1 , ,23 3 3 3
3
v
 
               
    
 
 
 
   3
4 4 4 1 2 11, 2,3 , , 1 , ,
3 3 3 3 3 3
v             
   
 
 3
4 4 4 1 2 11,2,3 , , , ,
3 3 3 3 3 3
v           
   
 
 3 2,0,2v    
Assim, uma base ortogonal para 3 é     1 2 11,1,1 , , , , 2,0, 2
3 3 3
      
  
. 
Agora normalizando a base ortogonal 
   1
1 2 2 2
1
1,1,1 1,1,1 1 1 1, ,
3 3 3 31 1 1
vq
v
 
     
  
 
 
 22 2 2 2
2
1 2 1, ,
3 3 3
1 2 1
3 3 3
vq
v
   
  
             
     
= 
1 2 1, ,
3 3 3
6
3
   
  = 1 2 1, ,
6 6 6
 
  
 
 
 3
3 2 2 2
3
2,0,2
( 2) 0 2
vq
v

 
  
= 2 0 2, ,
8 8 8
 
 
 
= 1 1,0,
2 2
 
 
 
 
Logo obteremos a base ortonormal para 
3 1 1 1 1 2 1 1 1, , , , , , ,0,
3 3 3 6 6 6 2 2
      
       
     
. 
 
3.3 FATORAÇÃO QR 
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Teorema: Seja A uma matriz mxn com colunas linearmente independentes. Então A pode ser 
escrita como: A QR , onde Q é uma matriz mxn com colunas ortonormais e R é uma matriz 
triangular superior invertível. 
Demonstração:  Ao aplicar o processo de Gram schimdt (com normalizações) a 1,..., nx x  
corresponde a fatorar A. 
As colunas de A formam uma base  1,..., nx x para coluna de A. Utilizando o processo 
de Gram schmidt, podemos obter um base ortonormal  1,..., nq q para o espaço coluna de A. 
Seja  1 2 ... nQ q q q para 1,...,K n , kx está em    1 1,..., ,...,k nSpan x x Span q q .  
Agora, cada um dos vetores ix pode ser escrito como uma combinação linear dos 
vetores q , isto é, existem constantes 1 2, ,...,k k kkr r r tais que 
1 1 2 2 1... 0 ... 0k k k kk k k nx r q r q r q q q         . Podemos supor que os elementos da diagonal 
de R são positivos. Se 0kkr  , basta substituirmos kq por kq e kkr  por kkr , ou então 
simplesmente multiplicar tanto  kq  como kkr  por -1. Assim, como foi dito anteriormente, kx  é 
uma combinação linear das colunas de Q  usando como coeficientes as coordenadas do vetor 
1
0
0
k
kk
k
r
r
r
 
 
 
 
  
 
 
 
 


 
ou seja, k kx Qr  para 1,...,k n . Seja  1 nR r r  . Então 
   1 1n nA x x Qr Qr QR    , onde 
11 12 1
22 20
0 0
0 0
n
n
nn
r r r
r r
R
r
 
 
 
 
 
 
  



  

 
Mostraremos agora que R  é invertível. Seja y  uma solução para o sistema linear 0Ry  . 
Multiplicando esta equação por Q à esquerda, temos 
 ( ) 0Q Ry Q   
( ) 0QR y  usando o fato de A QR   
0Ay   
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Escrevendo 0Ay  como 
1 1 2 2 0n ny x y x y x    , onde 1 2, , , ny y y  são as componentes do vetor y . Como as 
colunas de A são linearmente independentes, 1 2 0ny y y    , portanto y tem que ser o 
vetor nulo. Logo R é invertível.  
 
 
Exemplo: 
Encontre a fatoração QR de A= 
1 1 1
1 0 2
1 1 3
  
 
 
  
 
 
As colunas de A são os vetores 1 2, 3,x x x do exemplo anterior. Aplicando o processo de Gram 
Schmidt para essa base iniciando com 1x , encontramos a seguinte base ortonormal para o 
espaço coluna de A já calculados ainda no exemplo anterior: 
1
1
3
1
3
1
3
q
 
 
 
   
 
 
  
,  2
1
6
2
6
1
6
q
 
 
 
   
 
   
,  3
1
2
0
1
2
q
 
 
 
  
 
 
  
 
Utilizando estes vetores ortonormais como colunas de Q  temos; 
 1 2 3
1 1 1
3 6 2
1 2 0
3 6
1 1 1
3 6 2
Q q q q
 
 
 
    
 
   
 
Por construção, as k primeiras colunas de Q  formam uma base ortonormal para 
 1,... kSpan x x . Pela demonstração do teorema anterior A=QR para algum R. Para encontrar 
R, note que TQ Q I , já que as colunas de Q são ortonormais. Logo, multiplicando esta 
equação por TQ  à esquerda, temos 
A QR  
T TQ A Q QR  
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( )T TQ A Q Q R  
TQ A IR  
TQ A R  
calculamos 
 
1 1 1
3 3 3 1 1 1
1 2 1 1 0 2
6 6 6 1 1 3
1 10
2 2
TR Q A
 
 
    
         
       
e então obtemos 
3 2 4
3 3 3
2 20
6 6
40 0
2
R
  
 
   
 
 
  
. 
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CAPÍTULO 4 
 
 MÉTODO DOS MÍNIMOS QUADRADOS 
 
No capítulo IV estudamos o problema de mínimos quadrados, onde o sistema linear  
não possui solução porque o vetor do lado direito não pertence ao espaço coluna da matriz, e 
mostramos que a solução do problema pode ser encontrado pelas equações normais ou pela  
fatoração QR. 
  Para ilustrar a teoria e os métodos estudados, procuramos uma reta de melhor ajuste de 
um conjunto de pontos dados, e finalizamos com o problema do melhor ajuste quadrático. 
 
                                                  Figura 7 
b está mais próximo de Ax do que de Ax1 e Ax2 , isto é para outro qualquer nx . 
 
4.1 O Teorema da Melhor Aproximação 
Se W é um subespaço de dimensão finita de um espaço V com produto interno e se v é 
um vetor em V, então ( )Wproj v é a melhor aproximação para v em W. 
Denotaremos ( )Wproj v como v  
 
                     Figura 8 
 
Se v = ( )Wproj v , então v v v w    para todo w v  
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Demonstração: seja w um vetor em W diferente da projeção de v no subespaço W, isto é 
diferente de v . Como w e v estão ambos em W, v -w está também em W, e ( )Wv v perp v  é 
ortogonal a v w . Aplicando o teorema de Pitágoras temos que 
2 2 2
( ) ( )v v v w v v v w        
2 2 2
v v v w v v v w        
2 22v w v v v w      
Como w v , então 
2
v w é positivo e 
2 2 2
v v v w v v     o que equivale a 
22v w v v   . Assim, segue que v é o vetor em W que minimiza 2v w e portanto 
minimiza v w . 
O teorema acima diz que a distância entre v e w, dada por v w , pode ser vista como o 
“erro” em usar w no lugar de v, e que o erro é minimizado quando w v , assim, o vetor v  é 
chamado de projeção ortogonal de v sobre w, e v  é chamado de melhor aproximação por 
elementos de W. 
 
O problema geral de mínimos quadráticos é: determinar nx  tal que a diferença 
entre b  e Ax , isto é, b Ax é mínima. 
 
4.2 Teorema dos Mínimos Quadrados 
Seja A uma matriz mxn e seja b em mR . Então, Ax b  sempre tem pelo menos uma 
solução por mínimos quadrados x. Além disso,  
a) x é uma solução por mínimos quadrados de Ax b  se, e somente se, x é uma solução da 
equação normal T TA Ax A b . 
b) A possui colunas linearmente independentes se, e somente se, TA A é invertível. Nesse caso, 
a solução por mínimos quadrados de Ax b é única e é dada por 1( )T Tx A A A b . 
Demonstração:  
a) r b Ax  (resíduo) 
Para que b Ax  seja o menor possível, o vetor resíduo deve ser ortogonal ao espaço coluna. 
Se ia  é uma coluna de A, então  
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
1
2
0
0
0
T
T
T
m
a r
a r
a r
 




 

   
Como cada Tia é uma linha de 
TA , temos   
 0TA r   
( ) 0TA b Ax   
0T TA b A Ax   
 T TA Ax A b  
Logo, uma solução por mínimos quadrados para um sistema de equações lineares Ax b  é 
um vetor x que minimiza o comprimento do vetor Ax b , isto é que satisfaz as equações 
T TA Ax A b  conhecido como equações normais para x. 
b) Note que as n colunas de A são linearmente independentes se, e somente se, posto de A=n. 
Mas isso é verdade se, e somente se, TA A é invertível. Podemos provar sua invertibilidade 
mostrando que o sistema linear 0TA Ax  tem apenas a solução trivial. Multiplicando ambos 
os lados de 0TA Ax  por Tx , temos  
0TA Ax   
0T T Tx A Ax x  
( ) ( ) 0TAx Ax   
( ).( )Ax Ax = 0 
De acordo com a propriedade 1.5 dos conceitos preliminares temos que Ax=0. Isso implica 
que temos uma combinação linear de colunas de A linearmente independentes que é nula. 
Logo, x=0. Assim, TA Aé invertível e a equação T TA Ax A b tem uma única solução 
1( )T Tx A A A b . 
Neste método de resolução o procedimento para encontrar a aproximação por mínimos 
quadrados é primeiramente formar a matriz TA A  e TA b  e em seguida resolver o sistema 
normal T TA Ax A b  por escalonamento, isto é, pelo método de Gauss-Jordan.  
Exemplo de um aplicação: 
Encontre uma solução por mínimos quadráticos do sistema impossível Ax b , onde  
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4 0
0 2
1 1
A
 
   
  
, 
2
0
11
b
 
   
  
 
Solução: 
Formaremos as matrizes TA Ae TA b  
TA A = 
4 0
4 0 1
0 2
0 2 1
1 1
 
   
       
17 1
1 5
 
  
 
 
TA b = 
2
4 0 1
0
0 2 1
11
 
           
19
11
 
 
 
 
Agora formamos o sistema normal T TA Ax A b  
17 1 19
1 5 11
x      
   
 
1
2
17 1 19
1 5 11
x
x
    
    
    
 
Aplicando o método de Gauss-Jordan, e usando o fato de TA Aé invertível temos: 
  1TA A  
117 1 17 1 1 0
1 5 1 5 0 1

   
    
   


,
1 1
,
2 1 2
17 1 1 0
0 84 1 1717
L L
L L L
        


,, ,
1 1
,, ,
2 2
1 1 11 0
17 17 17
1 1 170 1
84 84 84
L L
L L

 
 
 
   
  


,,, ,, ,,
1 1 2
,,, ,,
2 2
5 11 1 0
84 8417
1 170 1
84 84
L L L
L L

  
 
  
  


 
Logo   1TA A   5 11 1 1784
 
  
 
Resolvendo T TA Ax A b diretamente: 
1( )T Tx A A A b  
   =
5 1
1984 84
1 17 11
84 84
 
   
      
  
=
84
84
168
84
 
 
 
 
  
logo, 
x=
1
2
 
 
 
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Pelo teorema dos mínimos quadrados (b), o sistema normal tem uma única solução, devido às 
colunas de A serem independentes. 
Os componentes de x são os coeficientes da combinação linear das colunas de A 
Ax b  
4 0
0 2
1 1
 
 
 
  
1
2
 
 
 
=
2
0
11
 
 
 
  
 
4 2
4 0
3 11
   
      
      
 
que ocasionam a melhor aproximação para b. 
 
 
4.3 Utilizando Fatoração QR Para o Problema de Mínimos Quadrados 
Seja A  uma matriz mxn com colunas linearmente independentes, e seja b em mR . Se 
A QR é uma fatoração QR de  A , então a única solução por mínimos quadrados x de 
Ax b  é 1 Tx R Q b . 
Demonstração: 
Seja uma fatoração QR de A, A QR . Substituindo A nas equações normais temos: 
T TA Ax A b  
( ) ( ) ( )T TQR QR x QR b  
T T T TR Q QRx R Q b  
( )T T T TR Q Q Rx R Q b  
 como as colunas de Q formam um conjunto ortonormal, TQ Q I  
T T TR IRx R Q b  
T T TR Rx R Q b  devido R ser invertível, TR  também é uma matriz invertível e logo temos 
TRx Q b o que é equivalente a 1 Tx R Q b . (Sistema alternativo para resolver o problema de 
mínimos quadrados). 
Pelo fato de R ser triangular superior é muito mais rápido e fácil resolver TRx Q b do que 
usar substituições ou operações elementares para calcular 1R  e depois calcular 1 Tx R Q b . 
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Exemplo: Encontre uma solução por mínimos quadráticos do sistema impossível Ax b , onde  
4 0
0 2
1 1
A
 
   
  
, 
2
0
11
b
 
   
  
 
 
Utilizando a fatoração QR para o problema de mínimos quadrados temos: 
1 1 (4,0,1)v x   
2
(0, 2,1).(4,0,1)(0, 2,1) .(4,0,1)
(4,0,1).(4,0,1)
v     
 
 
2
1(0, 2,1) .(4,0,1)
17
v     
 
 
2
4 1(0, 2,1) ,0,
17 17
v      
 
 
2
4 16, 2,
17 17
v    
 
 
Base ortogonal   4 164,0,1 , 2,
17 17
    
  
 
Normalizando a base ortogonal: 
1
1 1 2 2 2
1
(4,0,1) (4,0,1) 4 1,0,
1717 174 0 1
vq q
v
 
      
  
 
2
2 2 2 2
2 2
4 16 4 16 4 16,2, ,2, ,2,
17 17 17 17 17 17
16 256 14284 16 42 289 289 28917 17
vq q
v
            
         
          
   
=  
4 16, 2,
4 34 1617 17 , ,
1428 1428 1428 1428
17
        
 
 
 1 2
4 4
17 1428
340
1428
1 16
17 1428
Q q q
 
 
 
    
 
 
  
 matriz ortogonal 
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Calculando TR Q A  
4 1 4 00
17 17 . 0 2
4 34 16
1 1
1428 1428 1428
R
               
 
17 1
17 17
840
1428
R
 
 
 
 
  
 
A solução de mínimos quadráticos x satisfaz TRx Q b , isto é, 
1
2
17 1 4 1 20
17 17 17 17 0
84 4 34 160 11
1428 1428 1428 1428
x
x
                               
 
1
2
17 1 19
17 17 17
84 1680
1428 1428
x
x
   
            
      
 
Essa equação é resolvida facilmente e obtemos 
1
2
x    
 
. 
 Talvez o fato mais importante do uso da fatoração QR é evitar o cálculo da matriz 
TA A . Tal cálculo pode produzir dificuldades no cálculo da solução do problema. Isto pode ser 
ilustrado com a seguinte matriz: 
1 1
1 1
1 1
A


 
   
  
 e 
1 1 1
1 1 1
TA


 
   
; 
2
2
3 2 3 2
3 2 3 2
TA A   
  
   
     
 
Na prática, (na utilização do computador) se   é muito pequeno, 2  é representado no 
computador como nulo, e TA A  torna-se 
3 2 3 2
3 2 3 2
TA A
 
 
  
    
 que é singular. Nesse caso, 
perde-se a unicidade da solução do problema. Isso pode ser evitado calculando QR de A. 
 
4.4 Reta de Melhor Ajuste 
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Geralmente medimos o valor de y conforme o valor de x dado, e então marcamos no 
plano cartesiano os pontos (x,y), tentamos relacionar as variáveis x e y que pode ser utilizada 
para prever valores de y para determinados valores de x. Quando os pontos marcados no 
gráfico não pertencem exatamente a uma reta, ou seja, quando dados experimentais fornecem 
pontos que ao serem colocados em um gráfico parecem estar próximo de uma reta 
costumamos usar o método dos mínimos quadrados para obter a reta que melhor se ajuste aos 
dados. Calcular a solução de mínimos quadráticos de Ax=b é equivalente a encontrar o vetor 
x que determina a reta de mínimos quadráticos. Iremos determinar os coeficientes a e b que 
tornam a reta mais próxima possível dos pontos. A reta de melhor ajustes é a reta y=ax +b que 
minimiza a soma dos quadrados dos resíduos. 
 
4.5 Erro Quadrático (resíduo) 
A diferença entre um valor de y observado e um previsto é chamada de resíduo. Para 
medir o quanto a reta está próxima dos dados utilizamos somar os quadrados dos resíduos, 
isto é, o quadrado da distância entre os vetores Ax e b é precisamente a soma dos quadrados 
dos resíduos. Uma vez calculados e encontrados a e b o objetivo é minimizar o comprimento 
do resíduo (e), o que é equivalente a encontrar a solução de mínimos quadráticos de Ax=b. 
Assim, a solução de mínimos quadráticos x é a solução das equações normais. ( )T TA A x A b   
 Sendo  
1
2
1
1
1m
x
x
A
x
 
 
 
 
 
 
 
,     
1
2
m
y
y
b
y
 
 
 
 
 
 

,     
a
x
b
 
  
 
    e    
1
2
n
e
e
e
e
 
 
 
 
 
 

  
então, 
 
T TA Ax A b  
1
21 2
1
1
1 1 1
1
mT
m
x
xx x x
A A
x
 
         
 
 

 
=
2 2 2
1 2 1 2
1 2
m m
m
x x x x x x
x x x m
      
 
   
 

 
1
21 2
1 1 1
mT
m
y
yx x x
A b
y
 
         
 
 


1 1 2 2
1 2
. m m
m
x y x y x y
y y y
   
    


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Se porventura os pontos estiverem exatamente sobre a reta de mínimos quadrados a 
equação estaria da forma y=ax+b. Porém, como alguns dos pontos podem não pertencer 
exatamente a reta, então a equação se apresenta da forma y=Ax+b+ e ,ou e =y-(Ax+b) em que 
e  é o desvio vertical do ponto dado até a reta de mínimos quadrados (representando os erros 
na direção y). Para que e  seja o menor possível o e  deve estar o mais próximo possível de 
zero. O vetor erro é apenas b-Ax, devido a forma matricial com que é representada a equação 
da reta onde os pontos não são colineares, no qual o sistema é indeterminado.Para calcular o 
resíduo utilizamos e = b Ax . 
 
                                                           Figura 9 
 
Quando os pontos de dados (x1,y1), ..., (xn,yn), em um gráfico, não parecem estar 
próximos de nenhuma reta, pode ser conveniente escolher uma outra relação funcional entre x 
e y, e então podemos utilizar o método de mínimos quadrados para aproximar pontos dados 
por outras curvas, além de retas. A solução de mínimos quadrados x é a solução das equações 
normais: ( )T TA A x A b  
Suponha que queremos aproximar os dados por uma equação da forma 
2y ax bx c   , então as coordenadas do primeiro ponto (x1,y1) satisfazem uma equação da 
forma : 21 1 1 1y ax bx c e    , onde 1e  é o erro residual entre o valor observado 1y e o valor 
previsto para y, 21 1 1y ax bx c   . Vamos formar uma equação análoga para cada ponto dos 
dados. 
2
1 1 1 1
2
2 2 2 2
2
n n n n
y ax bx c e
y ax bx c e
y ax bx c e
   
   
  
 
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Escrevendo este sistema na forma y Ax e   
  
2
1 11 1
2
2 22 2
2
1
1
1n nn n x
b eA
y ex x
a
y ex x
b
c
y ex x
    
     
           
      
     
   

 
Temos: 
( )T TA A x A b  
TA A 
2
2 2 2 1 1
1 2 2
2 2
1 2
2
1
1
1 1 1
1
n
n
n n
x x
x x x
x x
x x x
x x
 
   
   
   
       


  
=
4 4 4 3 3 3 2 2 2
1 2 1 2 1 2
3 3 3 2 2 2
1 2 1 2 1 2
2 2 2
1 2 1 2
n n n
n n n
n n
x x x x x x x x x
x x x x x x x x x
x x x x x x m
         
 
         
       
  
  
 
 
TA b 
12 2 2
1 2
2
1 2
1 1 1
n
T
n
n
y
x x x
y
A b x x x
y
 
   
       
    
 




2 2 2
1 1 2 2
1 1 2 2
1 2
. . .
. . .
n n
n n
n
x y x y x y
x y x y x y
y y y
   
 
   
    



 
 
 
 Exemplos: 
1) Encontre a reta de mínimos quadrados e o erro quadrático mínimo para os pontos (1,1), 
(2,2), (3,2), (4,3) 
Seja y=ax +b a reta procurada. Substituindo os quatros pontos  nessa equação, obtemos: 
1=a+b 
2=2a+ b        ou  
2=3a+b 
3=4a+b 
1 1 1
2 2 1
2 3 1
3 4 1
a
b
   
               
   
   
 Assim, queremos a solução por mínimos quadrados de Ax=b, onde 
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1 1
2 1
3 1
4 1
A
 
 
 
 
 
 
 e 
1
2
2
3
b
 
 
 
 
 
 
 
 
Calculando a equação normal ( )T TA A x A b  
TA A = 
2 2 2 21 2 3 4 1 2 3 4
1 2 3 4 4
      
    
 
30 10
10 4
TA A    
 
 
1.1 2.2 3.2 4.3
1 2 2 3
TA b
   
     
 
23
8
TA b    
 
 
30 10
10 4
 
 
 
 
a
b
 
 
 
= 
23
8
 
 
 
 
30 10 23
10 4 8
 
 
 


   
'
1 1
'
2 2 1
30 10 23
0 2 13
L L
L L L
  
    


   
'' ' '
1 1 2
'' '
2 2
30 0 185
0 2 1
L L L
L L
   
   


   
''' ''
1 1
''' ''
2 2
1 31 0
30 5
1 10 1
2 2
L L
L L
   
 
 
  


 logo  
3
5
1
2
x
 
 
  
 
  
 e portanto uma equação para a reta de mínimos 
quadrados com coeficientes 3
5
a   e 1
2
b   que minimiza a soma dos quadrados dos resíduos 
é:  3 1
5 2
y x  . 
Como e b Ax   temos 
1 1 1 3
2 2 1 5.
2 3 1 1
23 4 1
e
     
     
      
     
         
11
10
1 17
2 10
2 23
103
29
10
 
 
                  
 
 
 
1
10
3
10
3
10
1
10
  
 
 
 
 
 
 
 
 
 
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Calculando a norma do resíduo temos 
2 2 2 21 3 3 1
10 10 10 10
e                    
       
=  
 
1 0.447
5
  
 
 
.  
                                           Figura 10 
 
 
 
2) Encontre a parábola que tem a melhor aproximação por mínimos quadrados para os pontos 
(-1,1), (0,-1), (1,0) e (2,2). 
Solução: A equação de uma parábola é 2y ax bx c   , substituindo os pontos dados nessa 
equação, obtemos o sistema linear: 
1
1
0
2 4 2
a b c
c
a b c
a b c
  
  
  
  
   ou 
1 1 1 1
1 0 0 1
0 1 1 1
2 4 2 1
a
b
c
   
              
      
   
  
 
 
Assim, queremos a solução por mínimos quadrados de Ax=b, onde  
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1 1 1
0 0 1
1 1 1
4 2 1
A
 
 
 
 
 
 
     e  b=
1
1
0
2
 
  
 
 
 
 
 
Calculando a equação normal ( )T TA A x A b  
 
TA A 
4 4 4 4 3 3 3 3 2 2 2 2
3 3 3 3 2 2 2 2
2 2 2 2
( 1) 0 1 2 ( 1) 0 1 2 ( 1) 0 1 2
( 1) 0 1 2 ( 1) 0 1 2 ( 1) 0 1 2
( 1) 0 1 2 ( 1) 0 1 2 4
            
             
         
 
TA A 
18 8 6
8 6 2
6 2 4
 
 
 
  
 
2 2 2 2( 1) .1 0 .( 1) 1 .0 2 .2
( 1).1 0.( 1) 1.0 2.2
1 ( 1) 0 2
TA b
     
       
     
 
TA b 
9
3
2
 
 
 
  
  
18 8 6 9
8 6 2 3
6 2 4 2
a
b
c
     
          
          
 
18 8 6 9
8 6 2 3
6 2 4 2
 
 
 
  




1
1
1
2 2 3
3 1 3
4 1 1' 1
9 3 2
' 6 8 0 20 20 2
' 3 0 2 6 3
LL
L
L L L
L L L
 
 
 
   
   
 
 



  
1 1
2
2
3 2 3
4 1 11" ' 9 3 2
' 1" 0 1 1
20 10
" ' 10 ' 0 0 40 28
L L
LL
L L L
 
 
 
   
 
    
  



1 1 2
2 2 3
3 3
4 7 41"' " " 1 0
9 9 90
"' 40 " " 0 40 0 24
1 7"' " 0 0 1
40 10
L L L
L L L
L L
    
 
    
 
  
 



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1 1 3
2 2
3 3
7"'' "' '" 1 0 0 19
1 3"'' "' 0 1 0
40 5
"' "' 70 0 1
10
L L L
L L
L L
    
 
  
 
   
 



  
 
Logo x = 
1
3
5
7
10
 
 
 
 
 
 
 
 
assim, a parábola de mínimo quadrado tem equação 2 3 7
5 10
y x x   . 
 
Como e b Ax   temos 
1 1 1 1 1
1 0 0 1 3
0 1 1 1 5
72 4 2 1
10
e
 
     
           
    
    
     
 
=
9
10
1 7
1 10
0 3
102
21
10
 
 
                  
 
 
 
=
1
10
3
10
3
10
1
10
 
 
 
 
 
 
 
 
 
 
 
 
 
Calculando a norma do resíduo temos 
2 2 2 21 3 3 1
10 10 10 10
e                    
       
= 
1
5
 
 
 
 0.447 
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 Figura 11 
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CAPÍTULO 5 
 
 CONCLUSÕES 
 
A presente pesquisa foi de grande beneficio para meu conhecimento, pois tive a 
oportunidade de aprender que matrizes ortogonais apresentam propriedades de conservar 
ângulos e módulos, além de preservar produtos escalares. Ao se calcular o problema de 
mínimos quadrados em muitos casos, torna–se mais eficiente utilizar a fatoração QR de A (se 
as colunas de A forem linearmente independentes) pois as equações normais podem algumas 
vezes introduzir pequenos erros nos cálculos dos elementos  de TA A  que podem causar erros 
relativamente grandes na solução. Um exemplo disso está na matriz A = 
1 1
1 1
1 1


 
  
  
. 
Quando se calcula  TA A  = 
2
2
3 2 3 2
3 2 3 2
  
  
   
    
 num programa de computador, se   é  
muito pequeno, 2  é representado como nulo, e  TA A  torna-se TA A =
3 2 3 2
3 2 3 2
 
 
  
   
sendo 
singular, o que ocasiona a perda da unicidade da solução do problema garantida no teorema 
dos mínimos quadrados (item 4.2). Na reta de melhor ajuste, os dados experimentais 
fornecem muitas vezes, pontos que, ao serem colocados em um gráfico, parecem estar 
próximos de uma reta, temos então de determinar os parâmetros a e b que tornam a reta mais 
próxima possível dos pontos e para medir o quão próxima está a reta dos dados a melhor 
escolha é somar os quadrados dos resíduos. Quando os pontos colocados num gráfico não 
parecem estar próximos de nenhuma reta, pode ser apropriado escolher uma outra relação 
funcional, tornando-se necessário ajustar os dados a uma curva diferente de uma reta.  Assim, 
propõe-se para futuros trabalhos aprofundar o estudo de matrizes ortogonais e suas aplicações. 
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