In this paper, we provide details of managing a fleet of autonomous mobile robots (AMR) using Rapyuta Cloud Robotics Platform. While the robots are themselves completely autonomous in its motion and obstacle avoidance capability, the target destination for each robot is provided by a global planner which itself may receive goals from an Enterprise Resource Planning (ERP) system. The global planner and the ground vehicles (robots) constitute a multi agent system (MAS) which communicate with each other over a wireless network. The complexities involved, and the corresponding benefits of implementing such a cloud based system is explained by comparing with two other implementations based on the standard distributed computing and communication framework of Robot Operating System (ROS). The working of the complete system is demonstrated through a real world experiment with physical robots in a laboratory setting. Through these implementations, the limitations of the current cloud framework is identified and critical suggestions are made for its improvement which, in turn, forms the future direction for this work.
I. INTRODUCTION
The industries and warehouses of the future will employ a fleet of autonomous robots working together to accomplish a common goal set by enterprise system with least human intervention. Such collaboration will be enabled by a cloud robotics platform [1] [2] which will allow the robots to communicate with other robots and humans over network, including Internet. A cloud infrastructure allows off-loading computationally expensive tasks onto a remote server thereby reducing the on-board power and computing requirements. This will reduce the cost of robots being deployed thereby making it possible to launch viable business solutions based on "Robotics-as-a-Service (RaaS)" framework. In this paper, we demonstrate one such use-case where a cloud robotics platform is used to manage a fleet of autonomous mobile robots (AMR) for carrying goods within a factory or a warehouse premises. The objective is to understand the underlying challenges of implementing such a multi-agent system using cloud robotics platform and suggest ways to address them.
A simplified version of a fleet management system for autonomous mobile robots (AMRs) is shown in Figure 1 It consists of a global planner which receives the target destination for each robot from an user or an operator or an ERP system. The planner generates paths from its current location to its destination using a path planning algorithm. The individual mobile robots receive the next target location from the global planner and uses its on-board SLAM algorithm to reach it destination. The autonomy of each robot is governed by the navigation module that implements SLAM (Simultaneous localization and mapping) as well as obstacle avoidance capabilities. The main focus of this paper is to understand the underlying software framework necessary for implementing such systems. To be specific, we provide details of three implementation in this paper. First two make use of the distributed control and communication framework of Robot Operating System (ROS) and the last implementation uses Rapyuta cloud robotics engine [1] . A comparative analysis of these approaches are carried out through simulation as well as real experiment which provides an insight into the underlying challenges, which if addressed, may increase the usability of the platform. Such an implementation based on ROS and Rapyuta is a novel contribution which has not been reported so far. These analyses help us in identifying critical flaws with existing systems and we suggest methods to overcome them, which forms the future direction for this work.
The rest of this paper is organized as follows. An overview of related work is provided in the next section. The three approaches of implementing fleet management system is described in Section II. The comparative performance analysis of these systems for simulation and actual experiments are provided in Section III followed by conclusion in Section IV.
II. THE METHODS
In this section, we provide details of our implementation of a simplified fleet management system as shown in Figure 1 . It primarily consists of four modules: (1) a user, an operator or an ERP system that provides goals or target destination for each robot, (2) a global planner that computes the path to be taken by each robot based on the current state of the environment (3) Autonomous Mobile Robots (AMR) having capability for autonomous navigation and obstacle avoidance; and (4) an environment map which could be updated with the information of new obstacles detected by the robots. The user is also free to update the availability of routes for any robot by creating obstacles in the environment map.
The above fleet management system is implemented using three methods: (1) single-master system, (2) multi-master system and (3) Cloud Robotics platform. The first two methods make use of the distributed computing and communication architecture of Robot Operating System (ROS) [3] while the last methods uses Rapyuta cloud robotics framework [1] . The details of each implementation and their respective pros and cons are presented next in this section.
A. Single Master System
In a single master system, ROSCORE runs on one machine which is called the master. Other nodes work in a distributed fashion on different machines. The nodes can run anywhere on the network except the driver nodes, which runs on the system that is directly connected to the hardware. All the nodes need to connect to the master. They connect via ROS_MASTER_URI which can be set in .bashrc file of the respective machines as shown below. All the machines in the network have a bidirectional connection with each other. Also, the host IP and the master IP will be same in case of the master machine.
Some of the common tasks like localization, mapping etc. runs on every robot resulting in nodes with same name under ROSCORE. A single launch file cannot be used to launch the nodes as it will create a conflict and the previous running node will be overridden with the new instance of the same name. This problem is resolved by introducing namespace and tf_prefix tags in the launch file. The single master system can be set up by the following the steps: (1) Setup .bashrc in each robot as shown above.
(2) Append suitable namespace and tf_prefix to the nodes corresponding to each robot. (3) Run roscore on the master. (4) Launch each individual robot. A single master system is handy for quick testing of algorithms on a single robot because of its simple setup process. Its simplicity, however, does not provide much advantage as the number of robots increase in the environment. A schematic diagram of a working instance of single master system is shown in Figure 2 . It shows one master running roscore and two client robots connected to the master over LAN. As one can see, all the topics from one robot is available for subscription by the all other robots as well. These topics are shown as dotted ellipse. The topics generated by the robot is shown as solid ellipses. Making topics available to everyone all the time may lead to some security concern as one would like to have some control over who can access which topics. In other words, this would require additional overhead to restrict access to the topics of a given robot by the other. Secondly, the bandwidth requirement for a single master system with multiple robots is comparatively higher as all the topics are available over the network for subscription. Moreover, having a single master makes the whole system vulnerable because if roscore dies, service based communication between the nodes get stopped. Topic based communication can still work because once a connection between nodes is established via topics, roscore is no longer needed, but new topics cannot be created without roscore running. Also, as the number of robots increase, it becomes increasingly cumbersome to deal with conflict among similar topics and namespace resolution.
B. Multi Master System
Many of the limitations of a single master system can be overcome by having multiple masters running their own independent roscore as shown in Figure 3 . This makes the system robust as the failure of one will not lead to the failure of the complete system. Since the visibility of topics is limited to the scope of each roscore environment, there are no namespace conflict with topics in a multi-master system. All the nodes and services are local to that robot. However, it is possible to share a minimum number of topics with other robots through remapping as and when required. Since only a limited number of topics are shared, the bandwidth required in a multi-master system is less compared to that in a single master system for the same task.
To implement a multi-master System, a package called multimaster_fkie is needed and can be easily installed as shown below. This allows two important processes, Fig. 3 . A schematic view of a multi master system. The figure shows multiple roscores running on different machines. In this configuration, there is no conflict among the topics with similar names as their visibility is limited to the machine running its own roscore. master_discovery and master_sync to run simultaneously. The function of master_discovery is to send multicast messages to the network so that all roscore environments become aware of each other. It also monitors the changes in the network and intimates all ROS masters about these changes. The other process called master_sync enables us to select which topics can shared between different roscore. Without master_sync node, no information can be accessed by other roscores.
It is to be noted that the host and master IPs are same on each machine. This is unlike the single-master case where these two IPs could be different for a given machine. The namespace conflict in multi-master system can be avoided using a relay node. The use of relay node can be understood in the context shown in Figure 3 . The global planner needs to access pose data from Robot 1 and 2 for carrying out path planning. Each of these two robots publish pose data to a topic called /amcl_pose under their respective roscores.
To avoid conflict, one has to relay the /amcl_pose of Robot 1 to the topic /Robot1/amcl_pose and that of Robot 2 to /Robot2/amcl_pose respectively.
As shown in the above figure, the global planner can now access these new topics called /Robot1/amcl_pose and /Robot2/amcl_pose for obtaining their respective pose data.
Even though multi-master system saves us from several problems encountered in a single master system, it still does not provide solution to some other problems such as scalability, load balancing and lower computation power. As number of robots increase, one needs to reconfigure system files manually for each robot to enable multi-casting. It does not make efficient use of the processing power available because, by default, the processes are not distributed such that load on each machine is balanced. Bandwidth usage in multi-master system is still high compared to a cloud-based system due to the difference in network protocols used by different machines. In a multi-master system, each machine has a limited onboard computational hardware which can not be augmented to accommodate for higher demand in the run time. This limits the usability of multi-machine system.
C. Cloud Robotics System
Many of the limitations of a multi-master system can be solved by having a cloud infrastructure to which the robots can offload computationally heavy tasks. In this paper, Rapyuta cloud robotics engine [1] [4] is used for implementing the fleet management system. As discussed earlier, it is a Platform as a Service (PaaS) framework suitable for developing robotic applications. It includes four main components: (1) a cloud server which includes both software as well as hardware infrastructure; (2) Physical or simulated Robots and their working environment. (3) an user interface for interacting with the system and (4) an operator or an ERP system to provide goals for the system.
The inner working of this cloud-based implemented could be better understood by studying the Figure 4 that provides a process level overview of the system showing nodes, topics and interconnection pathways among various modules of the fleet management system. The figure shows a five agent system implemented using four physical machines (three robots and a server). Each robot runs processes for localization and autonomous navigation through nodes /amcl and /move_base respectively. The processes related to Rapyuta cloud robotics engine runs on the server machine. It also runs processes for global planner which generates paths for the robots. In a general scenario, the global planner and all related optimization algorithms can run on a separate physically machine on the network. Hence, it is shown as a separate block in the Figure 4 similar to the blocks corresponding to robots.
As shown in this figure, the global planner publishes data into two types of topics. The first topic is /goalNodesList which provides paths generated by the planner in the form of an array of grid block numbers. Each robot subscribes to its corresponding goalNodeList to know the cell locations that it needs to traverse. The second topic, called /cancelGoal, is a binary number which indicates whether the current goal locations received from the global planner is to be discarded by the robot or not. The binary value for the topic /cancelGoal for a given robot is set if a cell on its path is blocked either by an user or by an obstacle detected by the robot sensors. The grid cells could also be blocked by an ERP (Enterprise Resource Planning) system indicating nontraversable regions in the environment. Whenever the value for /cancelGoal is set, the robot discards previously received goal locations and uses new values available at the corresponding /goalNodesList topic. These topics are subscribed by the respective move_client nodes on the cloud which, in turn, publish necessary topics for use subscription by the physical robots.
Before going further, a brief understanding of Rapyuta organization will be useful for understanding the configuration steps described later. Rapyuta has the following four main components [1] . (1) Computing environments are the Linux Fig. 4 . The process nodes and topics required for implementing the fleet management system using Rapyuta cloud robotics engine. The system shows four agents (three robots and one global planner) interacting with each other through a cloud server. In this implementation, only a single container is used to execute all relevant processes. The arrow heads show the direction of information flow through topics between different nodes. containers [5] [6] used for running various ROS based robot applications; (2) Communication protocols: are the standard protocols used for internal and external communication between cloud, container and robot processes. (3) Core Task Set: for managing all process and tasks. They are further divided into three groups, namely, robot task set, environment task set and container task set. (4) Command Data Structures: are the necessary formats used for various system administration activities.
The setup process for the cloud robotics based fleet management system involves two main step:
• Create configuration files providing details of interaction between cloud and robots. • Launch these files using system commands on server as well as robot clients. In the remaining part of this section, we provide the details of configuration on server as well as the clients.
D. Global Planner
As discussed earlier, the global planner is responsible for generating paths for robots between their current locations and the target destinations provided by the operator. It receives the location information from each of the robots, the destination information for these robots from the operator and, uses the latest map to generate necessary paths for the robots. In its simplified form, it implements a Dijkstra algorithm [7] on a grid map to find shortest path between two cells as shown in Figure 5 . In this figure, the robots are represented by filled circles. The start and end destinations of these robots are represented by the symbol pair {S i , E i }, i = 1, 2, . . . , N where N = 3 in this case. The Figure 5a shows the case when no obstacles are present in the map. As soon as the path information is transmitted to the robots, they start following their respective paths as shown by the trail of circular dots on their paths. The Figure 5b shows the case when an obstacle is created (or detected) in the cell number 26 at any time during this motion. This results in generation of new paths by the global planner. In a simulated environment, the robots can react instantaneously to this change. However, the robots may take some in a real world scenario due to factors like communication delay and inertia of motion as shown in this figure. The global planner may also include several other factors such as, battery life of robots, additional on-board sensor or actuator on robots (in case of a heterogeneous scenario) and other environmental conditions to solve a multiobjective optimization problem to generate these paths. Our purpose in this paper has been to demonstrate the working of a complete fleet management system which invariably requires such a centralized planner for task allocation and towards this end, we pick up the simplest path planner as an example.
Readers are free to explore other planners in the same context.
III. EXPERIMENTS
The details of simulation and real world experiment is discussed in this section. The simulation is carried out by spawning mobile robot models into a Gazebo environment. The Gazebo environment runs on one machine while the individual robot processes are made to run on other machines connected to each other over a wireless LAN. In the real world experiment, the robot models are replaced with actual Turtlebots in a lab environment as shown in Figure 6 . The map of the environment is created by using Gmapping SLAM algorithm available with ROS. The map generated is shown in Figure 6b . Each of the robots run AMCL-based localization algorithm to locate themselves in the map. Compared to existing methods that use markers embedded in the environment to guide themselves, we are considering a fleet of fully autonomous systems. It also runs an obstacle avoidance algorithm that uses on-board Kinect depth range information to locate obstacles on the path and avoid them. The map is divided into equispaced 8 × 8 grid to match with the grid up used by the global planner shown in Figure 5 . For this lab experiment, we have selected the server and client machines with similar configurations with an Intel i7 processor with 8 GB on-board RAM. The complete video of the experiment [8] as well as the source codes [9] are made available online for the convenience of users. A more detailed version of this paper is published on Arxiv [10] for the benefit of readers. 
A. Performance Analysis
In order to assess the relative performance of each of these three modes of implementation, the following experiment is performed. The experiment uses two physical machines in the network connected to each other through Wireless LAN. One of these machines publish images onto a topic which is subscribed by the other machine. The other machine simply echoes this data on a console. The second machine subscribing to the image publishing topic is considered as the server as it either runs a roscore process in the single master mode or a Rapyuta engine in the cloud robotics mode of operation. The relative performance of the machines is analyzed and compared in terms of CPU usage and network bandwidth usage as shown in Figure 7 . The network usage is almost same in all the three cases as all of them use the same publishing rate and there are no other processes / nodes that generate additional network traffic. However, there is a difference in the CPU usage in these implementations. It is highest in Cloud Robotics mode of operation both on client as well as server side. This could be attributed to the additional computational overhead needed for running cloud processes. The multi-master system has the second highest CPU usage owing to the additional computation needed for running master_discovery processes and master_sync processes. Since none of these additional processes are there in the single master mode, the CPU usage is least in this case. These observations are in sync with our understanding of the systems as explained in the previous sections. 
B. Limitations and Future Work
The single-master and the multi-master ROS systems implement network robotics model based on Robot-to-Robot (R2R) communication framework. The problem of a single point of failure present in single-master mode is removed in the multi-master mode with a slight increase in the CPU and network usage. Both of these modes of operation suffer from limitation of resource and communication constraint as the onboard hardware capabilities can not be easily upgraded once deployed. They also suffer from scalability constraint as the performance deteriorates with increasing number of robots in the fleet. Many of these limitations are overcome in the cloud based PaaS systems such as Rapyuta, which implements Robot-to-Cloud (R2C) model. It still has several limitations as discussed below:
• In its current form, it does not offer high availability [11] for Rapyuta Master taskset and its failure leads to collapse of the whole system. This needs remediation by infrastructural mechanisms in combination with checkpointrestart utilities [12] . • Of the five key characteristics of Cloud Services, the current implementation of Rapyuta PaaS lacks one, namely, the elasticity. It uses a cannibalized approach for all containers on a host to access compute, storage and network resources on the host machine and does not offer ability to allocate and resize these containers in the runtime to meet the varying workload demands. The utilities for monitoring the resource consumption are rudimentary and do not offer advice for migration of containers from one host to another or resizing. • In the current implementation of the cloud platform, there are no provisions for managing communication bandwidth to cater to different traffic situations. In practical scenarios for fleet management, having a logical segregation of communication bandwidth between control and data signals will improve the responsiveness of the R2C system. This is a concern when a remote teleoperation is required for an impaired mobile robot in a data centric network environment. Ability to leverage Multi-Path TCP [13] can also improve the transfer rates with R2C communication as it can make use of multiple interfaces to compensate for congestion in one of the channels. • In a large warehouse of several thousand square feet area, it is possible that all mobile robots may not always have access to Cloud through the Cloud Access point. But with alternate communication modalities like Bluetooth, Zigbee or Wifi Direct -they may have connectivity to nearby robots which, in turn, may have access to the Cloud infrastructure. In such a scenario, a proxy-based [14] compute topology will be useful where one robot functions as a group leader to bridge the interaction between the set of nearby out-of-coverage robots and the cloud. The current Rapyuta implementation does not provide this topology and would require extensive changes to enable this. However, the other topologies such as clone-based or peer-based models are easier to implement with the current implementation and may be used along with ROS single-master or multi-master mode to simulate proxy-based systems. • In the current implementation of Rapyuta framework -the partitioning of data and compute across three optionsonboard compute on robot itself or robotic R2R network and/or Cloud execution has to be decided upfront and is usually static. Depending on the task with deadline, whether it is a SLAM, Navigation or Grasping task in warehouse, it would be useful to have a framework that can allocate these tasks to suitable compute resources (on edge / fog / cloud) in the run-time. Use of energyefficient optimization algorithms [15] for task allocation and subsequent path planning and coordination have to be added on the top of Rapyuta platform for warehouse fleet management. The directions for future work, therefore, include remediation of these limitations by developing additional layers and modules to support these functionalities.
IV. CONCLUSION
This paper presents the details of implementation of a fleet management system for a group of autonomous mobile robots (AMR) using three configurations: single-master, multimaster and cloud robotics platform. The mobile robots are completely autonomous as far as their navigation capabilities are concerned. These robots are required to traverse paths provided by a global planner. The global planner implements a basic path planning algorithm to generate paths between the current robot locations and the desired goal locations set by the operator, taking into account the obstacles which could be created dynamically in run time. The whole system can be controlled or monitored through a web-based user interface. The details of implementation for both simulation as well as actual experiment is provided which will be useful for students and practicing engineers alike. These details provide an insight into the working of each of the these modes of operation allowing us to identify the strengths and weaknesses of each one of them. These insights are further corroborated by analyzing parameters such as, network usage and CPU load. We also identify critical limitations of current cloud robotics platform and provide suggestions for improving them which forms the future direction for our work.
