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AN INSIDE/OUTSIDE RAMSEY THEOREM AND RECURSION THEORY
MARTA FIORI-CARONES, PAUL SHAFER, AND GIOVANNI SOLDA`
Abstract. Inspired by Ramsey’s theorem for pairs, Rival and Sands proved what we refer to as an
inside/outside Ramsey theorem: every infinite graph G contains an infinite subset H such that every
vertex of G is adjacent to precisely none, one, or infinitely many vertices of H . We analyze the Rival–
Sands theorem from the perspective of reverse mathematics and the Weihrauch degrees. In reverse
mathematics, we find that the Rival–Sands theorem is equivalent to arithmetical comprehension and
hence is stronger than Ramsey’s theorem for pairs. We also identify a weak form of the Rival–Sands
theorem that is equivalent to Ramsey’s theorem for pairs. We turn to the Weihrauch degrees to give
a finer analysis of the Rival–Sands theorem’s computational strength. We find that the Rival–Sands
theorem is Weihrauch equivalent to the double jump of weak Ko¨nig’s lemma. We believe that the
Rival–Sands theorem is the first natural theorem shown to exhibit exactly this strength. Furthermore,
by combining our result with a result of Brattka and Rakotoniaina, we obtain that solving one instance
of the Rival–Sands theorem exactly corresponds to simultaneously solving countably many instances
of Ramsey’s theorem for pairs. Finally, we show that the uniform computational strength of the weak
Rival–Sands theorem is weaker than that of Ramsey’s theorem for pairs by showing that a number of
well-known consequences of Ramsey’s theorem for pairs do not Weihrauch reduce to the weak Rival–
Sands theorem.
1. Introduction
The logical analysis of Ramsey-theoretic statements is a long-standing program in recursion theory,
going back to Specker’s example of a recursive graph on the natural numbers with no infinite recursive
homogeneous set [38]. In this tradition, we analyze the result of Rival and Sands stated in Theorem 1.1
below, which we refer to as an inside/outside Ramsey theorem. Our title is an homage to Jockusch’s
classic and ever-inspiring work Ramsey’s theorem and recursion theory [22].
Theorem 1.1 (Rival and Sands [33]). Every infinite graph G contains an infinite subset H such that
every vertex of G is adjacent to precisely none, one, or infinitely many vertices of H.
In Theorem 1.1 and throughout this work, a graph is a simple graph, that is, an undirected graph
without loops or multiple edges. Furthermore, we consider only countable graphs whose vertices are
sets of natural numbers.
Compare Theorem 1.1 to Ramsey’s theorem for pairs and two colors, which in terms of graphs is
phrased as follows.
Theorem 1.2. Every countably infinite graph G contains an infinite subset H that is homogeneous
for G, i.e., is either a clique (every pair of distinct vertices from H is adjacent) or an independent
set (no pair of distinct vertices from H is adjacent).
The Rival–Sands theorem is thus an analog of Ramsey’s theorem for pairs which prescribes the
relation between every vertex of the graph and the distinguished set H. In other words, the Rival–
Sands theorem provides information about vertices both inside and outside H. This is why we describe
the Rival–Sands theorem as an inside/outside Ramsey theorem. In the words of Rival and Sands:
While Ramsey’s result completely describes the adjacency structure of the distin-
guished subgraph, it provides no information about those edges which join vertices
inside the subgraph to vertices external to it.
Our main result is, in a sense, a trade-off: it provides information about the adja-
cency structure of an arbitrary vertex, with respect to the vertices of a distinguished
infinite subgraph; on the other hand, the information that it provides about the adja-
cency structure of vertices internal to the subgraph is incomplete. [33]
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The trade-off is necessary. In [33, Section 3], Rival and Sands give an example of a graph in which no
infinite homogeneous set satisfies the conclusion of their theorem.
We analyze the axiomatic and computational strength of the Rival–Sands theorem from the per-
spective of reverse mathematics and the Weihrauch degrees. Ramsey’s theorem for pairs is studied
extensively in both of these contexts, which we introduce further in Sections 2 and 4. The Rival–Sands
theorem was inspired by Ramsey’s theorem for pairs, and the two statements look very similar, so it
is natural to ask how their strengths compare.
In Section 3, we analyze the axiomatic strength of the Rival–Sands theorem from the perspective of
reverse mathematics. Reverse mathematics is a foundational program initiated by H. Friedman [13]
designed to answer questions of the sort What axioms of second-order arithmetic are required to prove
a given classical theorem of countable mathematics? Reasoning takes place over a base theory called
RCA0, which corresponds to recursive mathematics. Theorems are classified according to what extra
axioms must be added to RCA0 in order to prove them. See Section 2 for further introduction.
Theorem 3.5 shows that the Rival–Sands theorem is equivalent to the axiom system ACA0 over
RCA0. On the other hand, Ramsey’s theorem for pairs is strictly weaker than ACA0 by a classic result
of Seetapun and Slaman [35]. Therefore the axiomatic strength of the Rival–Sands theorem is strictly
greater than that of Ramsey’s theorem for pairs.
With input from Jeffry Hirst and Steffen Lempp, we also consider a weakened inside only form of
the Rival–Sands theorem, in which the conclusion need only hold for the vertices of H, not all vertices
of G: every infinite graph G contains an infinite subset H such that every vertex of H is adjacent to
precisely none, one, or infinitely many vertices of H. This so-called weak Rival–Sands theorem is a
trivial consequence of Ramsey’s theorem for pairs because homogeneous sets satisfy the conclusion of
the weak Rival–Sands theorem. Degree-theoretically, the weak Rival–Sands theorem is weaker than
Ramsey’s theorem for pairs. The Turing jump of an infinite graph G suffices to produce an H as in the
conclusion of the weak Rival–Sands theorem (see Proposition 6.6), but it does not necessarily suffice
to produce a homogeneous set as in the conclusion of Ramsey’s theorem for pairs. Axiomatically,
however, Theorem 3.6 shows that the weak Rival–Sands theorem and Ramsey’s theorem for pairs are
equivalent over RCA0. We may therefore think of the weak Rival–Sands theorem as being a weaker
formalization of Ramsey’s theorem for pairs. We hope that this equivalence will prove useful to future
studies of Ramsey’s theorem for pairs.
Rival and Sands’s proof of their theorem consists of intricate yet elementary reasoning that can be
formalized in ACA0 with a little engineering. Instead of proceeding along these lines, we give a short,
satisfying proof using cohesive sets. The reversal of the Rival–Sands theorem is, however, unsatisfying
because ACA0 is too coarse to see the difference between the computational strength used to implement
the proof and the computational strength extracted by the reversal. To produce the set H, our proof
of the Rival–Sands theorem uses (after some refinement) a function of PA degree relative to the double
Turing jump of G, whereas the reversal need only code a single Turing jump of G into H. Moreover,
the reversal can be implemented using only locally finite graphs, that is, graphs in which each vertex
has only finitely many neighbors.
In Section 5, we turn to the Weihrauch degrees to give a precise characterization of the Rival–
Sands theorem’s computational strength. What has come to be known as Weihrauch reducibility
was introduced by Weihrauch in [39,40] and is used to compare mathematical theorems according to
their uniform computational strength. In this setting we think of theorems in terms of inputs and
outputs or instances and solutions. For example, for the Rival–Sands theorem, an input or instance is
any countable graph G, and an output or solution to G is any H as in the conclusion of the theorem.
Theorems that can be phrased in terms of instances and solutions in this way are sometimes referred to
as problems. Roughly, problem P Weihrauch reduces to problem Q if there are uniform computational
procedures converting instances of P into instances of Q and then converting solutions of the converted
Q-instance back into solutions to the original P-instance. Two problems are Weihrauch equivalent if
they Weihrauch reduce to each other. Weihrauch equivalent problems are also said to have the same
Weihrauch degree. Precise definitions and background are given in Section 4. Section 4 also addresses
a few apparent gaps in the literature concerning the ascending/descending sequence principle in the
Weihrauch degrees.
Theorem 5.10 shows that the Rival–Sands theorem is Weihrauch equivalent to the double jump of
weak Ko¨nig’s lemma, which is the problem of finding an infinite path through an infinite binary tree
described via a ∆03-approximation. To our knowledge, the Rival–Sands theorem is the first ordinary
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mathematical theorem shown to exhibit exactly this strength. Furthermore, by [7, Corollary 4.18],
the double jump of weak Ko¨nig’s lemma is also equivalent to the parallelization of Ramsey’s theorem
for pairs, which is the problem of solving a countable sequence of Ramsey’s theorem instances. Thus,
in terms of uniform computational strength, solving one instance of the Rival–Sands theorem exactly
corresponds to solving countably many instances of Ramsey’s theorem for pairs simultaneously in
parallel.
In Section 6, we position the weak Rival–Sands theorem in the Weihrauch degrees. We find that the
uniform computational strength of the weak Rival–Sands theorem is much less than that of Ramsey’s
theorem for pairs, despite the two theorems being equivalent over RCA0. For example, the ascend-
ing/descending sequence principle, and even the weaker stable ascending/descending chain principle
studied in [1], does not Weihrauch reduce to the weak Rival–Sands theorem. The diagonally non-
recursive principle does not Weihrauch reduce to the weak Rival–Sands theorem either. This gives a
further sense in which the weak Rival–Sands theorem is a weaker formalization of Ramsey’s theorem
for pairs. Nonetheless, the weak Rival–Sands theorem does exhibit non-trivial uniform computational
strength. The infinite pigeonhole principle (i.e., Ramsey’s theorem for singletons) for any finite number
of partitions and the cohesiveness principle both Weihrauch reduce to the weak Rival–Sands theorem.
Theorem 6.11 summarizes the location of the weak Rival–Sands theorem in the Weihrauch degrees.
The main results of this work are the following.
• The Rival–Sands theorem is equivalent to ACA0 over RCA0 (Theorem 3.5). The forward
direction of this result gives a new proof of the Rival–Sands theorem for countable graphs.
• The weak Rival–Sands theorem is equivalent to Ramsey’s theorem for pairs over RCA0 (Theo-
rem 3.6, with Hirst and Lempp).
• The Rival–Sands theorem is Weihrauch equivalent to the double jump of weak Ko¨nig’s lemma
(Theorem 5.10) and is therefore also Weihrauch equivalent to the parallelization of Ramsey’s
theorem for pairs. To our knowledge, the Rival–Sands theorem is the first example of a natural
theorem being equivalent to the double jump of weak Ko¨nig’s lemma.
• The diagonally non-recursive principle and the stable ascending/descending chain principle do
not Weihrauch reduce to the weak Rival–Sands theorem, but the infinite pigeonhole princi-
ple and the cohesiveness principle do (Theorem 6.11). The weak Rival–Sands theorem may
therefore be thought of as a weaker formalization of Ramsey’s theorem for pairs.
We make a few final remarks concerning the Rival–Sands theorem. First, Rival and Sands’s proof
proves their theorem as stated above for graphs of all infinite cardinalities. However, their proof
produces a countable H regardless of the cardinality of G. Gavalec and Vojta´sˇ [14] examine possible
generalizations of the Rival–Sands theorem to uncountable graphs G, where |H| = |G| is also required
in the conclusion.
Second, Rival and Sands observe that by restricting the class of graphs under consideration, it is
possible to improve the conclusion of their theorem and obtain statements of the following form. Every
infinite graph G in a certain class contains an infinite subset H such that every vertex of G is adjacent
to none, or infinitely many, vertices of H. The class they consider is the class of comparability graphs
of partial orders of finite width, and the theorem they obtain is the following.
Theorem 1.3 (Rival and Sands [33]). Every infinite partially ordered set P of finite width contains
an infinite chain C such that every element of P is comparable with none, or infinitely many, of the
elements of C.
In work with Alberto Marcone [12], we analyze the reverse mathematics of this Rival–Sands theorem
for partial orders.
2. Reverse mathematics preliminaries
We remind the reader of the essential details of mathematics in second-order arithmetic, the systems
RCA0 and ACA0, and combinatorial principles related to Ramsey’s theorem for pairs. For further
information, the standard reference for reverse mathematics is Simpson’s [36]. A robust account of
the reverse mathematics of Ramsey’s theorem for pairs can be found in [17].
The language of second-order arithmetic is two-sorted. Objects of the first sort are thought of as
natural numbers, and objects of the second sort are thought of as sets of natural numbers. Lower-case
letters a, b, c, x, y, z, etc. usually denote first-order variables ranging over the first sort, and capital
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letters A, B, C, X, Y , Z, etc. usually denote second-order variables ranging over the second sort. The
constant, function, and relation symbols are 0, 1, <, +, ×, and ∈. As is customary, we use N as an
abbreviation to denote the first-order part of whatever structure is under consideration.
The axioms of RCA0 (for recursive comprehension axiom) are
• a first-order sentence expressing that the numbers form a discretely ordered commutative
semi-ring with identity;
• the Σ01 induction scheme (denoted IΣ
0
1), which consists of the universal closures (by both first-
and second-order quantifiers) of all formulas of the form
[ϕ(0) ∧ ∀n(ϕ(n)→ ϕ(n + 1))]→ ∀nϕ(n),
where ϕ is Σ01; and
• the ∆01 comprehension scheme, which consists of the universal closures (by both first- and
second-order quantifiers) of all formulas of the form
∀n(ϕ(n)↔ ψ(n))→ ∃X∀n(n ∈ X ↔ ϕ(n)),
where ϕ is Σ01, ψ is Π
0
1, and X is not free in ϕ.
The ‘0’ in ‘RCA0’ refers to the restriction of the induction scheme to Σ
0
1 formulas. RCA0 is able
to implement the typical codings of finite sets and sequences of natural numbers as single natural
numbers. See [36, Section II.2] for details on how this is done.
The axioms of ACA0 (for arithmetical comprehension axiom) are obtained by adding the arithmetical
comprehension scheme to RCA0. The arithmetical comprehension scheme consists of the universal
closures of all formulas of the form
∃X∀n(n ∈ X ↔ ϕ(n)),
where ϕ is an arithmetical formula in which X is not free.
When proving that some statement implies ACA0 over RCA0, a common strategy is to show that
the range of an arbitrary injection exists and then invoke the following well-known lemma.
Lemma 2.1 ([36, Lemma III.1.3]). The following are equivalent over RCA0.
(1) ACA0.
(2) If f : N→ N is an injection, then there is a set X such that ∀n(n ∈ X ↔ ∃s(f(s) = n)).
For a set X ⊆ N, [X]2 denotes the set of two-element subsets of X. It is often convenient to think of
[X]2 as {(x, y) : x, y ∈ X∧x < y}. A function c : [N]2 → {0, 1} is called a 2-coloring of pairs. Ramsey’s
theorem for pairs and two colors states that for every 2-coloring of pairs, there is an infinite set H such
that all pairs made from the members H have the same color. Such an H is called homogeneous for
c. Ramsey’s theorem for pairs and two colors famously decomposes into the conjunction of its stable
version and the cohesive principle.
Definition 2.2.
• Ramsey’s theorem for pairs and two colors (RT22) is the following statement. For every
c : [N]2 → {0, 1}, there is an infinite H ⊆ N and an i ∈ {0, 1} such that for all (x, y) ∈ [H]2,
c(x, y) = i.
• A coloring c : [N]2 → {0, 1} is stable if for every n ∈ N, lims c(n, s) exists.
• Stable Ramsey’s theorem for pairs and two colors (SRT22) is RT
2
2 restricted to stable colorings.
Definition 2.3.
• For sets A,C ⊆ N, C ⊆∗ A denotes that C \A is finite, and A =∗ C denotes that both C ⊆∗ A
and A ⊆∗ C.
• Let ~A = (Ai : i ∈ N) be a sequence of subsets of N. A set C ⊆ N is called cohesive for ~A (or
simply ~A-cohesive) if C is infinite and for each i ∈ N, either C ⊆∗ Ai or C ⊆∗ Ai.
• COH is the following statement. For every sequence ~A of subsets of N, there is a set C ⊆ N
that is cohesive for ~A.
Proposition 2.4 ([8, Lemma 7.11]). RCA0 ⊢ RT
2
2 ↔ (SRT
2
2 ∧ COH).
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For our purposes, it is helpful to notice that in COH, the cohesive set C can be taken to be a subset
of any given infinite set Z.
Lemma 2.5. RCA0 +COH proves the following statement. For every sequence ~A of subsets of N and
every infinite Z ⊆ N, there is a set C ⊆ Z that is cohesive for ~A.
Proof. Let Z ⊆ N be infinite, and let f : N → Z be an increasing bijection. Let ~A = (Ai : i ∈ N) be
a sequence of subsets of N, and define another sequence of sets ~B = (Bi : i ∈ N) by Bi = f−1(Ai)
for each i. By COH, let C be cohesive for ~B. Then D = f(C) is cohesive for ~A, and in this case
f(C) = {n : (∃m ≤ n)(m ∈ C ∧ f(m) = n)} exists by ∆01 comprehension because f is increasing. 
A useful consequence of RT22 is the ascending/descending sequence principle, which states that in
every infinite linear order there is either an ascending sequence or a descending sequence. The principle
ADS in turn proves both COH and the Σ02 bounding scheme (BΣ
0
2).
Definition 2.6. Let (L,<L) be a linear order.
• A set S ⊆ L is an ascending sequence in L if (∀x, y ∈ S)(x < y → x <L y).
• A set S ⊆ L is a descending sequence in L if (∀x, y ∈ S)(x < y → y <L x).
• The ascending/descending sequence principle (ADS) is the following statement. For every
infinite linear order (L,<L), there is an infinite S ⊆ L that is either an ascending sequence or
a descending sequence.
In the above definition, ADS is stated as it is in [20]. In practice, RCA0 proves that any sequence
x0, x1, x2, . . . of distinct numbers can be thinned to an increasing subsequence xi0 < xi1 < xi2 < · · · ,
in which case {xin : n ∈ N} exists as a set. Therefore, ADS is equivalent to the following statement
over RCA0. For every infinite linear order (L,<L), there is a sequence x0, x1, x2 . . . of elements of L
such that either x0 <L x1 <L x2 <L · · · or x0 >L x1 >L x2 >L · · · .
Definition 2.7. The Σ02 bounding scheme (BΣ
0
2) consists of the universal closures of all formulas of
the form
∀a[(∀n < a)(∃m)ϕ(n,m)→ ∃b(∀n < a)(∃m < b)ϕ(n,m)],
where ϕ is Σ02 and a and b are not free in ϕ.
Over RCA0, BΣ
0
2 is equivalent to the Π
0
1 bounding scheme (BΠ
0
1), which is the analogous scheme in
which ϕ is required to be Π01 instead of Σ
0
2 (see [15, Section I.2]).
Proposition 2.8 ([20, Proposition 2.10 and Proposition 4.5]).
(1) RCA0 + RT
2
2 ⊢ ADS.
(2) RCA0 + ADS ⊢ COH.
(3) RCA0 + ADS ⊢ BΣ
0
2.
On the other hand, RCA0 + ADS 0 RT
2
2; indeed, RCA0 + ADS 0 SRT
2
2 [20].
Much of the work in the reverse mathematics of combinatorics has been inspired by major open, and
now answered, questions concerning the strength of RT22. The first breakthrough was by Seetapun and
Slaman [35], who showed that RCA0+RT
2
2 0 ACA0. More recently, Liu [26] showed that RCA0+RT
2
2 0
WKL0 and that RCA0 + RT
2
2 0 WWKL0 [27]. We now also know that RCA0 + SRT
2
2 0 RT
2
2, which
was first shown by Chong, Slaman, and Yang via a non-ω-model [9], and again shown by Monin and
Patey [29] via an ω-model. Furthermore, Patey and Yokoyama showed that RT22 is Π
0
3-conservative
over RCA0 [32].
3. The reverse mathematics of the Rival–Sands theorem
We give our reverse mathematics analysis of the Rival–Sands theorem. In their original formulation
of Theorem 1.1, Rival and Sands add that we may also require every vertex of H to be adjacent to
none or to infinitely many other vertices of H. We call the version of the theorem with this additional
requirement the refined version of the Rival–Sands theorem. We show that the Rival–Sands theorem
and its refined version are equivalent to ACA0 over RCA0 and that these equivalences remain valid when
the theorem is restricted to locally finite graphs. We then analyze the inside-only weak Rival–Sands
theorem and its refined version, where the conclusion need only hold for the vertices of H. Although
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the weak Rival–Sands theorem and its refined version look potentially weaker than RT22, we show that
they are indeed equivalent to RT22 over RCA0.
Recall that we consider only simple graphs. Thus we represent a graph G = (V,E) by sets V ⊆ N
and E ⊆ [V ]2, and we write (x, y) ∈ E as an abbreviation for (min{x, y},max{x, y}) ∈ E. For a graph
G = (V,E) and an x ∈ V , N(x) = {y ∈ V : (x, y) ∈ E} denotes the set of neighbors of x. Recall that
a set H ⊆ V is a clique if (x, y) ∈ E for every pair of distinct x, y ∈ H and that H is an independent
set if (x, y) /∈ E for every x, y ∈ H.
The precise formulations of the Rival–Sands theorem and its weak version that we consider are
given below. Our terminology and notation emphasize that these are formulations of the Rival–Sands
theorem for graphs to distinguish Theorem 1.1 from Theorem 1.3. The reverse mathematics of the
Rival–Sands theorem for partial orders (i.e., Theorem 1.3) is studied in [12].
Definition 3.1.
• The Rival–Sands theorem for graphs (RSg) is the following statement. For every infinite graph
G = (V,E), there is an infinite H ⊆ V such that for every x ∈ V , either H ∩N(x) is infinite
or |H ∩N(x)| ≤ 1.
• The Rival–Sands theorem for graphs, refined (RSgr) is the following statement. For every
infinite graph G = (V,E), there is an infinite H ⊆ V such that
– for every x ∈ V , either H ∩N(x) is infinite or |H ∩N(x)| ≤ 1; and moreover
– for every x ∈ H, either H ∩N(x) is infinite or H ∩N(x) = ∅.
• The weak Rival–Sands theorem for graphs (wRSg) is the following statement. For every infinite
graph G = (V,E), there is an infinite H ⊆ V such that for every x ∈ H, either H ∩ N(x) is
infinite or |H ∩N(x)| ≤ 1.
• The weak Rival–Sands theorem for graphs, refined (wRSgr) is the following statement. For
every infinite graph G = (V,E), there is an infinite H ⊆ V such that for every x ∈ H, either
H ∩N(x) is infinite or H ∩N(x) = ∅.
As mentioned in the introduction, Rival and Sands’s original proof of RSg involves detailed elemen-
tary reasoning that can be formalized in ACA0 with a little engineering. We give a quick new proof
using cohesive sets.
Theorem 3.2. ACA0 ⊢ The Rival–Sands theorem for graphs, refined (RSgr).
Proof. Let G = (V,E) be an infinite graph. Let F = {x ∈ V : N(x) is finite}, which may be defined
in ACA0. There are two cases, depending on whether or not F is finite. If F is finite, simply take
H = V \
⋃
x∈F
N(x),
and observe that H contains almost every member of V . Consider an x ∈ V . If x ∈ F , then
H ∩N(x) = ∅. If x /∈ F , then N(x) is infinite, so H ∩N(x) is also infinite. So in this case, for every
x ∈ V , either H ∩N(x) is infinite or H ∩N(x) = ∅.
Suppose instead that F is infinite. ACA0 proves COH, so by Lemma 2.5, let C ⊆ F be cohesive for
the sequence (N(x) : x ∈ V ). As we work in ACA0, we may also define a function f : V → {0, 1} by
f(x) =
{
0 if C ⊆∗ N(x)
1 if C ⊆∗ N(x).
Define H = {x0, x1, . . . } ⊆ C ⊆ F by the following procedure. Let x0 be the first element of C.
Suppose that x0 < x1 < · · · < xn have been defined. Let Y =
⋃
i≤nN(xi), which is finite because each
xi is in F . For each y ∈ Y , if f(y) = 0, then C ⊆
∗ N(y); and if f(y) = 1, then C ⊆∗ N(y). By BΣ02,
which is a consequence of ACA0, there is a bound b such that for all y ∈ Y and all z ∈ C with z > b, if
f(y) = 0 then z ∈ N(y) and if f(y) = 1, then z ∈ N(y). Choose xn+1 to be the first member of C \ Y
with xn < xn+1 and such that, for every y ∈ Y , if f(y) = 0, then xn+1 ∈ N(y); and if f(y) = 1, then
xn+1 ∈ N(y). This completes the construction.
To verify that H satisfies the conclusion of RSgr, consider a v ∈ V . If H ∩N(v) 6= ∅, let m be least
such that xm ∈ N(v) (and hence also least such that v ∈ N(xm)). If f(v) = 0, then every xn with
n > m is chosen from N(v), so |H ∩N(v)| = 1. If f(v) = 1, then every xn with n > m is chosen from
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N(v), so H ∩ N(v) is infinite. Thus for every v ∈ V , either H ∩ N(v) is infinite or |H ∩ N(v)| ≤ 1.
Furthermore, if v ∈ H, then H ∩N(v) = ∅ because if m < n, then xn is chosen from N(xm). 
Before giving the reversal for the Rival–Sands theorem, we observe that RCA0 suffices to prove its
refined version for highly recursive graphs.
Definition 3.3. For a set X ⊆ N, let Pf(X) denote the set of (coded) finite subsets of X.
• A graph G = (V,E) is locally finite if N(x) is finite for each x ∈ V .
• A graph G = (V,E) is highly recursive if it is locally finite, and additionally there is a function
b : V → Pf(V ) such that b(x) = N(x) for each x ∈ V .
It would be more natural to use the word bounded in place of highly recursive, but there is already
an unrelated notion of a bounded graph. Every highly recursive graph is locally finite by definition.
That every locally finite graph is highly recursive requires ACA0 in general.
Proposition 3.4. RCA0 ⊢ The Rival–Sands theorem for highly recursive graphs, refined.
Proof. Let G = (V,E) be a highly recursive infinite graph, and let b : V → Pf(V ) be such that
b(x) = N(x) for all x ∈ V . Define an infinite H = {x0, x1, · · · } ⊆ V with x0 < x1 < · · · as follows.
Let x0 be the first member of V . Given x0 < x1 < · · · < xn, let Y be the finite set
Y = {xi : i ≤ n} ∪
⋃
i≤n
b(xi) ∪
⋃
i≤n
y∈b(xi)
b(y)
consisting of all vertices that are of distance ≤ 2 from an xi with i ≤ n. Choose xn+1 to be the first
member of V \ Y with xn < xn+1. Then no two distinct members of H are of distance ≤ 2, so H
satisfies the conclusion of RSgr. 
Theorem 3.5. The following are equivalent over RCA0.
(1) ACA0.
(2) The Rival–Sands theorem for graphs (RSg).
(3) The Rival–Sands theorem for graphs, refined (RSgr).
(4) The Rival–Sands theorem for locally finite graphs.
(5) The Rival–Sands theorem for locally finite graphs, refined.
Proof. Notice that (3) trivially implies (2), (4), and (5). Therefore (1) implies (2)–(5) by Theorem 3.2.
Notice also that (2), (3), and (5) each trivially imply (4). Thus to finish the proof, it suffices to show
that (4) implies (1) over RCA0.
By Lemma 2.1, it suffices to show that RSg for locally finite graphs implies that the ranges of
injections exist. Thus let f : N→ N be an injection. Let G = (N, E) be the graph where E = {(v, s) ∈
[N]2 : (v < s) ∧ (f(s) < f(v))}, which exists by ∆01 comprehension. To see that G is locally finite,
consider a v ∈ N. The function f is injective, so there are only finitely many s > v with f(s) < f(v).
Therefore there are only finitely many s > v that are adjacent to v.
Apply RSg for locally finite graphs to G to get an infinite H ⊆ N such that |H ∩ N(x)| ≤ 1 for
every x ∈ N. Enumerate H in increasing order as x0 < x1 < x2 < · · · . We show that, for any n ∈ N,
if ∃s(f(s) = n), then (∃s ≤ xn+1)(f(s) = n). Suppose that f(s) = n. Then s is adjacent to all but at
most n of the vertices v < s. This is because if v < s, then (v, s) /∈ E if and only if f(v) ≤ f(s). The
function f is an injection, so there are at most n = f(s) many vertices v < s with f(v) ≤ f(s). Thus
there are at most n vertices v < s to which s is not adjacent. At most one neighbor of s is in H, and
therefore there are at most n+ 1 many vertices in H that are < s. Thus xn+1 ≥ s. Thus n is in the
range of f if and only if (∃s ≤ xn+1)(f(s) = n). So the range of f exists by ∆
0
1 comprehension. 
We finish this section by showing that both the weak Rival–Sands theorem and its refined version
are equivalent to RT22 over RCA0. This was proved in collaboration with Jeffry Hirst and Steffen
Lempp.
Theorem 3.6 (Fiori-Carones, Hirst, Lempp, Shafer, Solda`). The following are equivalent over RCA0.
(1) RT22.
(2) The weak Rival–Sands theorem (wRSg).
(3) The weak Rival–Sands theorem, refined (wRSgr).
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Proof. For an infinite graph G, every infinite homogeneous set satisfies the conclusion of wRSgr, so (1)
implies (3). Trivially (3) implies (2). It remains to show that (2) implies (1) over RCA0.
We show that RCA0 + wRSg ⊢ SRT
2
2 ∧ ADS, from which it follows that RCA0 + wRSg ⊢ RT
2
2 by
Proposition 2.4 and Proposition 2.8 item (2). We start by showing that RCA0 + wRSg ⊢ ADS.
Let L = (L,<L) be an infinite linear order. Let G = (L,E) be the graph with E = {(x, y) ∈ [L]
2 :
(x < y) ∧ (x <L y)}. Let H be as in the conclusion of wRSg for G. Then for every x ∈ H, either
H ∩N(x) is infinite or |H ∩N(x)| ≤ 1.
First suppose that |H ∩ N(x)| ≤ 1 for all x ∈ H. Then H has no <L-minimum element. Given
x ∈ H, let y0, y1 ∈ H be such that x < y0, y1. Then at most one of (x, y0) and (x, y1) is in E, so either
y0 <L x or y1 <L x. Define a descending sequence x0 >L x1 >L x2 >L · · · by choosing x0 to be the
first member of H and by choosing each xn+1 to be the first member of H that is <L-below xn.
Now suppose that H ∩N(x) is infinite for some x ∈ H, but further suppose that |H ∩N(y)| ≤ 1 for
all but finitely many y ∈ H∩N(x). Let b be a bound such that |H∩N(y)| ≤ 1 whenever y ∈ H∩N(x)
and y > b. Let y0 < y1 < y2 < · · · enumerate in <-increasing order the elements of H ∩ N(x) that
are > b. Then y0 >L y1 >L y2 >L · · · is a descending sequence in L. This is because if yn <L yn+1
for some n, then (yn, yn+1) ∈ E, so both x and yn+1 are in H ∩N(yn), which is a contradiction.
Finally, suppose that there is an x ∈ H with H ∩ N(x) infinite and furthermore that whenever
x ∈ H and H ∩ N(x) is infinite, then also H ∩ N(y) is infinite for infinitely many y ∈ H ∩ N(x).
We define an ascending sequence x0 <L x1 < x2 <L · · · where xn ∈ H and H ∩ N(xn) is infinite
for each n. Recall that for x ∈ H, H ∩ N(x) is infinite if and only if |H ∩ N(x)| ≥ 2 because H
satisfies the conclusion of wRSg. Let x0 be any element of H with |H ∩ N(x0)| ≥ 2. Given xn ∈ H
with |H ∩ N(xn)| ≥ 2, we know by assumption that there are infinitely many y ∈ H ∩ N(xn) with
|H ∩N(y)| ≥ 2. Let 〈y,w, z〉 be the first (code for a) triple with y ∈ H ∩N(xn), xn < y, w 6= z, and
w, z ∈ H ∩ N(y). Then xn <L y because xn < y and (xn, y) ∈ E, so put xn+1 = y. This completes
the proof of ADS.
Now we show that RCA0 + wRSg ⊢ SRT
2
2. Note that RCA0 + wRSg ⊢ BΣ
0
2. This is because
RCA0+wRSg ⊢ ADS by the above argument and that RCA0+ADS ⊢ BΣ
0
2 by Proposition 2.8 item (3).
Let c : [N]2 → N be a stable coloring, and let G = (N, E) be the graph with E = {(x, y) ∈ [N]2 :
(x < y) ∧ (c(x, y) = 1)}. Let H be as in the conclusion of wRSg for G. Thus for x ∈ H, H ∩N(x) is
infinite if and only if |H ∩N(x)| ≥ 2.
First suppose that there are only finitely many x ∈ H with H ∩N(x) infinite, and let b be a bound
such that |H ∩ N(x)| ≤ 1 whenever x ∈ H and x > b. Define a homogeneous set K = {x0, x1, . . . }
for c with color 0, where xn ∈ H and xn > b for each n. Let x0 be the first member of H with
x0 > b. Given b < x0 < x1 < · · · < xn, choose xn+1 to be the first member of H with xn+1 > xn
and (∀i ≤ n)(xn+1 /∈ N(xi)). Such an xn+1 exists because H is infinite, but
∣∣H ∩⋃i≤nN(xi)∣∣ ≤ n+1
since |H ∩N(xi)| ≤ 1 for each i ≤ n. The set K is homogeneous because if m < n, then (xm, xn) /∈ E,
so c(xm, xn) = 0.
Now suppose that there are infinitely many x ∈ H with H ∩N(x) infinite. Define a homogeneous
set K = {x0, x1, . . . } for c with color 1, where xn ∈ H and |H ∩ N(xn)| ≥ 2 for each n. Let x0 be
any element of H with |H ∩N(x0)| ≥ 2. Given x0 < x1 < · · · < xn, let 〈y,w, z〉 be the first (code for
a) triple with xn < y, (∀i ≤ n)(y ∈ H ∩ N(xi)), w 6= z, and w, z ∈ H ∩ N(y). Then put xn+1 = y.
To see that such a triple exists, observe that (∀i ≤ n)(lims c(xi, s) = 1) because c is stable and for
each i ≤ n, there are infinitely many s with c(xi, s) = 1 because N(xi) is infinite. By BΣ
0
2, there is
a bound b such that (∀i ≤ n)(∀s > b)(c(xi, s) = 1). We assume that there are infinitely many y ∈ H
with H ∩ N(y) infinite, so there is a desired y ∈ H with y > max{b, xn} and |H ∩ N(y)| ≥ 2. Such
a y satisfies (∀i ≤ n)(y ∈ H ∩ N(xi)) because y > b, so c(xi, y) = 1 for each i ≤ n, which means
that (xi, y) ∈ E for each i ≤ n. The set K is homogeneous because if m < n, then (xm, xn) ∈ E, so
c(xm, xn) = 1. This completes the proof of SRT
2
2. 
4. Weihrauch degrees preliminaries
The Weihrauch degrees classify mathematical theorems in terms of their uniform computational
content. Many theorems from analysis, topology, and combinatorics have been studied in this setting.
We refer the reader to [4] for an introduction to the subject.
We think in terms of multi-valued partial functions F : ⊆X ⇒ Y between two sets (in this context
called spaces) X and Y. Here the ‘⊆X ’ notation denotes that the domain of F is a subset of X , and
the ‘⇒’ notation denotes that F is multi-valued. Multi-valued partial functions F are thought of as
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representing mathematical problems. Inputs x ∈ dom(F) are thought of as instances of the problem,
and the possible outputs y to F(x) (written y ∈ F(x)) are thought of as the valid solutions to instance
x. Of course, a multi-valued partial function F : ⊆X ⇒ Y is nothing more than a relation F ⊆ X ×Y
(or a partial function F : ⊆X → P(Y) \ {∅}). However, for working with computations it is helpful
to think in terms of inputs and outputs in the way described above. Henceforth we drop the word
partial for simplicity and refer to multi-valued partial functions as multi-valued functions.
Any mathematical statement of the form (∀x ∈ X )(ϕ(x) → (∃y ∈ Y)ψ(x, y)) may be thought of
as a multi-valued function F : ⊆X ⇒ Y and hence as a mathematical problem. The domain of F is
{x ∈ X : ϕ(x)}, and, for x ∈ dom(F), F(x) consists of all y ∈ Y such that ψ(x, y). For example, we
may think of weak Ko¨nig’s lemma as the multi-valued function WKL : ⊆X ⇒ Y where X is the space
of subtrees of 2<ω, dom(WKL) consists of the infinite trees in X , and for T ∈ dom(WKL), WKL(T )
consists of all infinite paths through T . Generally we present multi-valued functions in the style of
the following definition.
Definition 4.1. WKL is the following multi-valued function.
• Input/instance: An infinite tree T ⊆ 2<ω.
• Output/solution: An f ∈ 2ω that is a path through T .
Notice that we now use ω to denote the natural numbers. This is because we consider only the
standard natural numbers when working in the Weihrauch degrees.
For two multi-valued functions F : ⊆X ⇒ Y and G : ⊆W ⇒ Z, F Weihrauch reduces to G if there
are uniform computational procedures for encoding any F-instance x ∈ dom(F) into a G-instance
w ∈ dom(G) and decoding any G-solution z ∈ G(w) along with the original x into an F-solution
y ∈ F(x). To make this notion precise, the points of spaces X , Y, W, and Z must be represented in
a way that Turing functionals can access, and F and G must be thought of in terms of the functions
they induce on the representations of their inputs and outputs. In its full glory, Weihrauch reducibility
between multi-valued functions on represented spaces is defined as follows.
Definition 4.2.
• Let X be any space. A representation of X is a surjective partial function δ : ⊆ωω → X . A
space together with a representation (X , δ) is called a represented space.
• Let F : ⊆(X , δX )⇒ (Y, δY ) be a multi-valued function between represented spaces. A partial
function F : ⊆ ωω → ωω realizes F (or is a realizer for F) if δY(F (p)) ∈ F(δX (p)) for all
p ∈ dom(F ◦ δX ).
Now let F and G be two multi-valued functions on represented spaces.
• F Weihrauch reduces to G (written F ≤W G) if there are Turing functionals Φ,Ψ: ⊆ω
ω → ωω
such that the functional p 7→ Ψ(〈p,G(Φ(p))〉) is a realizer for F whenever G is a realizer for G.
• F and G are Weihrauch equivalent (written F ≡W G) if F ≤W G and G ≤W F . In this case,
F and G are said to have the same Weihrauch degree.
• F strongly Weihrauch reduces to G (written F ≤sW G) if there are Turing functionals Φ,Ψ: ⊆
ωω → ωω such that the functional p 7→ Ψ(G(Φ(p))) is a realizer for F whenever G is a realizer
for G.
• F and G are strongly Weihrauch equivalent (written F ≡sW G) if F ≤sW G and G ≤sW F . In
this case, F and G are said to have the same strong Weihrauch degree.
In the above definition, 〈f, g〉 denotes the usual pairing of functions f, g ∈ ωω, where 〈f, g〉(2n) =
f(n) and 〈f, g〉(2n + 1) = g(n) for each n ∈ ω. The paired function 〈f, g〉 is often also denoted by
f ⊕ g.
Both ≤W and ≤sW are quasi-orders, so both ≡W and ≡sW are equivalence relations. We emphasize
that the difference between Weihrauch reductions and strong Weihrauch reductions is that in strong
Weihrauch reductions, the decoding functional Ψ is not given explicit access to the representation p
of the original F-input. For multi-valued functions F and G, if F ≤sW G, then also F ≤W G; and
therefore if F ≡sW G, then also F ≡W G.
The mathematical problems we consider all involve spaces of countable combinatorial objects (such
as subtrees of 2<ω in the case of WKL) that can be coded as elements of ωω in a straightforward
way. We therefore follow the style of [10] by treating representations implicitly and restricting to
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multi-valued functions F : ⊆ωω ⇒ ωω, thereby dispensing with some of the notational encumbrances
of Definition 4.2. In this context, Weihrauch reducibility and strong Weihrauch reducibility may be
defined as follows.
Definition 4.3 (see [10, Definition 1.5] and [10, Appendix A]). Let F ,G : ⊆ωω ⇒ ωω be multi-valued
functions.
• F ≤W G if there are Turing functionals Φ,Ψ: ⊆ ω
ω → ωω such that Φ(f) ∈ dom(G) for all
f ∈ dom(F) and Ψ(〈f, g〉) ∈ F(f) for all f ∈ dom(F) and g ∈ G(Φ(f)).
• F ≤sW G if there are Turing functionals Φ,Ψ: ⊆ ω
ω → ωω such that Φ(f) ∈ dom(G) for all
f ∈ dom(F) and Ψ(g) ∈ F(f) for all f ∈ dom(F) and g ∈ G(Φ(f)).
Our analysis of the weak Rival–Sands theorem in Section 6 also considers the non-uniform analog of
Weihrauch reducibility, which is called computable reducibility and is defined as follows for multi-valued
functions F ,G : ⊆ωω ⇒ ωω.
Definition 4.4 (see [11, Definition 1.1]). Let F ,G : ⊆ωω ⇒ ωω be multi-valued functions.
• F computably reduces to G (written F ≤c G) if for every f ∈ dom(F) there is an f̂ ≤T f with
f̂ ∈ dom(G) such that for every ĝ ∈ G(f̂) there is a g ≤T f ⊕ ĝ with g ∈ F(f).
• F and G are computably equivalent (written F ≡c G) if F ≤c G and G ≤c F . In this case, F
and G are said to have the same computable degree.
For certain multi-valued functions F , it is possible to encode both a given p ∈ ωω and a given
f ∈ dom(F) into another g ∈ dom(F) in such a way that every element of F(g) encodes both the
given p and an element of F(f). Such an F is called a cylinder and has the property that every
multi-valued function that Weihrauch reduces to F automatically strongly Weihrauch reduces to F .
Definition 4.5.
• Let F and G be multi-valued functions. Then F × G is the following multi-valued function.
– Input/instance: A pair 〈f, g〉 ∈ dom(F)× dom(G).
– Output/solution: An element of F(f)× G(g).
• Let id : ωω → ωω denote the identity function on ωω. A multi-valued function F is a cylinder
if id×F ≤sW F , in which case F ≡sW id×F .
It is straightforward to check that if F and G are multi-valued functions where F is a cylinder and
G ≡sW F , then G is also a cylinder.
Proposition 4.6 ([2, Corollary 3.6]). Let F be a multi-valued function that is a cylinder. Then for
every multi-valued function H, H ≤W F if and only if H ≤sW F .
Our characterization of the Rival–Sands theorem in the Weihrauch degrees relies on the important
notion of the jump of a multi-valued function F , which is obtained by replacing dom(F) by functions
approximating elements of dom(F). The jump of a multi-valued function was originally defined in [3].
We present the definition using terminology that we find convenient.
Definition 4.7.
• A ∆02-approximation to a function g : ω → ω is a function f : ω × ω → ω such that ∀n(g(n) =
lims f(n, s)). Let lim f = g denote that f is a ∆
0
2-approximation of g.
• A ∆02-approximation to a set Z ⊆ ω is a ∆
0
2-approximation to the characteristic function of
Z.
Definition 4.8. Let F : ⊆ωω ⇒ ωω be a multi-valued function. The jump of F , denoted F ′, is the
following multi-valued function.
• Input/instance: A ∆02-approximation f to a g ∈ dom(F).
• Output/solution: An element of F(g).
For example, WKL′ is the multi-valued function whose inputs are ∆02-approximations to infinite
trees T ⊆ 2<ω and whose outputs are paths through the approximated input trees. Brattka, Gherardi,
and Marcone showed that WKL′ is strongly Weihrauch equivalent to several versions of the Bolzano–
Weierstraß theorem [3].
In Section 6, we consider the limit operation as a function in its own right.
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Definition 4.9. lim is the following function.
• Input/instance: An f ∈ ωω such that lim f exists.
• Output/solution: lim f .
Jumps preserve strong Weihrauch reducibility and therefore preserve strong Weihrauch equivalence.
Proposition 4.10 ([3, Proposition 5.6]). For any multi-valued functions F and G, if F ≤sW G, then
F ′ ≤sW G
′. Consequently, if F ≡sW G, then F
′ ≡sW G
′.
We find it convenient to rephrase the jumps of WKL in terms of the jumps of the problem of
producing {0, 1}-valued diagonally non-recursive functions. For multi-valued functions F : ⊆ωω ⇒ ωω,
F (n) denotes the nth jump of F , with F (0) = F , F (1) = F ′, F (2) = F ′′, and so on. For functions
f ∈ ωω, f ′ denotes the usual Turing jump of f , and f (n) denotes the nth Turing jump of f . Let
(Φe : e ∈ ω) denote the usual effective list of Turing functionals.
Definition 4.11.
• A function f ∈ ωω is DNR (for diagonally non-recursive) relative to a function p ∈ ωω if
∀e(Φe(p)(e)↓ → f(e) 6= Φe(p)(e)).
• A function f ∈ ωω is DNR2 (for 2-bounded diagonally non-recursive) relative to a function
p ∈ ωω if f is DNR relative to p and additionally ran(f) ⊆ {0, 1}.
Definition 4.12.
• DNR is the following multi-valued function.
– Input/instance: A function p ∈ ωω.
– Output/solution: A function f ∈ ωω that is DNR relative to p.
• For each n ∈ ω, (n+ 1)-DNR2 is the following multi-valued function.
– Input/instance: A function p ∈ ωω.
– Output/solution: A function f ∈ 2ω that is DNR2 relative to p
(n).
When n = 0, we may write ‘DNR2’ instead of ‘1-DNR2’.
The n-DNR2 notation used here is intended to follow the n-MLR and n-DNR notations from the
reverse mathematics literature. The formal difference between DNR
(n)
2 and (n + 1)-DNR2 is that
DNR
(n)
2 takes as input a ∆
0
n+1-approximation to a function p (in the sense of n iterated limits) and
outputs a function that is DNR2 relative to p, whereas (n+ 1)-DNR2 takes as input a function q and
outputs a function that is DNR2 relative to q
(n).
One may likewise define multi-valued functions n-DNR and n-DNRk for each n ≥ 1 and k ≥ 2
(where the subscript k denotes that the output function must be k-bounded). Our analysis of the
Rival–Sands theorem and its variations mostly makes use of DNR and 3-DNR2.
Lemma 4.13. For every n ∈ ω, WKL(n) ≡sW DNR
(n)
2 ≡sW (n + 1)-DNR2. In particular, WKL
′′ ≡sW
3-DNR2.
Proof. We start by showing that (n+ 2)-DNR2 ≡sW ((n+ 1)-DNR2)
′ for every n ∈ ω.
(n + 2)-DNR2 ≤sW ((n + 1)-DNR2)
′: Let p : ω → ω be an input to (n + 2)-DNR2. Let Φ be the
functional given by
Φ(p)(e, s) =
{
0 if Φe,s(p)(e)↑
1 if Φe,s(p)(e)↓,
so that Φ(p) is a ∆02-approximation to p
′. Let f ∈ ((n + 1)-DNR2)
′(Φ(p)). Let Ψ be the identity
functional. The function f is DNR2 relative to the n
th Turing jump of p′. That is, f is DNR2 relative to
(p′)(n) = p(n+1). Thus f ∈ (n+2)-DNR2(p), so Φ and Ψ witness that (n+2)-DNR2 ≤sW ((n+1)-DNR2)
′.
((n+1)-DNR2)
′ ≤sW (n+2)-DNR2: Fix recursive functions c : ω×ω → ω and j, d : ω → ω with the
following properties.
• For every p, q ∈ ωω, if p = Φe(q), then Φc(e,i)(q) computes the same partial function as Φi(p).
• For every p, q ∈ ωω, if p = Φe(q), then p
′ = Φj(e)(q
′).
• For every p, q ∈ ωω and every f ∈ 2ω, if p = Φe(q) and f ∈ DNR2(q), then Φd(e)(f) ∈ DNR2(p).
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Compute c(e, i) by computing an index k for a machine Φk that simulates Φi, but uses Φe to answer Φi’s
oracle queries. Compute j(e) by computing an index k for a machine Φk that behaves as follows when
equipped with any oracle g. Given input ℓ, Φk(g)(ℓ) computes an index i such that ∀h∀m(Φℓ(h)(ℓ)↓ ↔
Φi(h)(m)↓), then it outputs g(c(e, i)). If p = Φe(q), then
ℓ ∈ p′ ↔ Φℓ(p)(ℓ)↓ ↔ Φi(p)(c(e, i))↓ ↔ Φc(e,i)(q)(c(e, i))↓ ↔ c(e, i) ∈ q
′,
so Φj(e)(q
′)(ℓ) = q′(c(e, i)) = p′(ℓ) as desired. The function d can be computed by a similar strategy.
Fix an index e for a machine Φe such that for every h : ω × ω → ω, if h is a ∆
0
2-approximation to
a function p, then Φe(h
′) = p. Let h : ω × ω → ω be an input to ((n + 1)-DNR2)
′, and let p = limh.
Let Φ be the identity functional, and let f ∈ (n + 2)-DNR2(h). Let Ψ be the functional given by
Ψ(f) = Φd(jn(e))(f). We have that p = Φe(h
′), so n applications of j to e yields an index jn(e) such that
p(n) = Φjn(e)(h
(n+1)). Then Φd(jn(e))(f) is DNR2 relative to p
(n) because f is DNR2 relative to h
(n+1).
Hence Φd(jn(e))(f) ∈ ((n+1)-DNR2)
′(h), so Φ and Ψ witness that ((n+1)-DNR2)
′ ≤sW (n+2)-DNR2.
We now prove the lemma by induction on n. For the base case, DNR2 and 1-DNR2 are the
same problem, and WKL ≡sW DNR2 by [5, Corollary 5.3]. That WKL ≡sW DNR2 may also be ob-
served by noting that the uniformities in the classic arguments of Jockusch and Soare [23] imply that
WKL ≡W DNR2 and then by checking that WKL and DNR2 are both cylinders. Suppose by induction
that WKL(n) ≡sW DNR
(n)
2 ≡sW (n + 1)-DNR2. Then WKL
(n+1) ≡sW DNR
(n+1)
2 by Proposition 4.10.
Furthermore:
DNR
(n+1)
2 = (DNR
(n)
2 )
′ ≡sW ((n+ 1)-DNR2)
′ ≡sW (n+ 2)-DNR2,
where the first equivalence uses the induction hypothesis and Proposition 4.10. 
Ramsey’s theorem for pairs and its consequences have received considerable attention in theWeihrauch
degrees. See, for example, [7, 10,18]. We define the multi-valued functions relevant to our analysis of
the Rival–Sands theorem and its weak version.
Multi-valued functions corresponding to RT22, SRT
2
2, and COH are defined as follows.
Definition 4.14.
• RT22 is the following multi-valued function.
– Input/instance: A coloring c : [ω]2 → {0, 1}.
– Output/solution: An infinite H ⊆ ω that is homogeneous for c.
• SRT22 is the following multi-valued function.
– Input/instance: A stable coloring c : [ω]2 → {0, 1}.
– Output/solution: An infinite H ⊆ ω that is homogeneous for c.
• COH is the following multi-valued function.
– Input/instance: A sequence ~A = (Ai : i ∈ ω) of subsets of ω.
– Output/solution: A set C ⊆ ω that is cohesive for ~A.
Over RCA0, the ascending/descending sequence principle ADS decomposes into the conjunction of
a stable version SADS and a cohesive version CADS, similar to how RT22 decomposes into SRT
2
2 ∧
COH [20, Proposition 2.7]. There are choices to be made concerning what one means by stable and
sequence that are inessential when working in RCA0 or in the computable degrees, but make a difference
when working in the Weihrauch degrees. These choices give rise to a number of multi-valued functions
related to ADS that are explored in [1].
Officially, a linear order is stable if it satisfies the following definition.
Definition 4.15. A linear order (L,<L) is stable if every element either has only finitely many <L-
predecessors or has only finitely many <L-successors.
Thus the countable stable linear orders are those of type ω + k for a finite linear order k, of type
k+ω∗ for a finite linear order k, and of type ω+ω∗. Over RCA0, SADS is defined to be ADS restricted
to stable linear orders, which is equivalent to ADS restricted to linear orders of type ω + ω∗. In the
Weihrauch degrees, restricting to linear orders of type ω+ω∗ yields a weaker principle than restricting
to all stable linear orders.
When working with linear orders in the Weihrauch degrees, there is an important distinction between
an ascending sequence (as defined in Definition 2.6) and an ascending chain. Essentially, the difference
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is that we can uniformly distinguish ascending sequences from descending sequences, but we cannot
uniformly distinguish ascending chains from descending chains.
Definition 4.16 (See [1, Definition 2.1]). Let (L,<L) be a linear order.
• A set C ⊆ L is an ascending chain in L if {x ∈ C : x <L y} is finite for every y ∈ C.
• A set C ⊆ L is an descending chain in L if {x ∈ C : y <L x} is finite for every y ∈ C.
Of the versions of ADS and SADS studied in [1], we mostly consider ADS, which is ≤W-greatest,
and SADC, which is ≤W-least. In Section 6, we show that the weak Rival–Sands theorem is above
ADS in the computable degrees, but not above SADC in the Weihrauch degrees.
Definition 4.17.
• ADS is the following multi-valued function.
– Input/instance: An infinite linear order L = (L,<L).
– Output/solution: An infinite S ⊆ L that is either an ascending sequence in L or a
descending sequence in L.
• ADC (for the ascending/descending chain principle) is the following multi-valued function.
– Input/instance: An infinite linear order L = (L,<L).
– Output/solution: An infinite S ⊆ L that is either an ascending chain in L or a descending
chain in L.
• SADC (for the stable ascending/descending chain principle) is the following multi-valued func-
tion.
– Input/instance: An infinite linear order L = (L,<L) of order-type ω + ω
∗.
– Output/solution: An infinite C ⊆ L that is either an ascending chain in L or a descending
chain in L.
We warn the reader that the definitions of ADS, ADC, and SADC in [1] require that the domain of
the input linear order L is ω, whereas here we find it convenient to allow the domain of L to be any
infinite subset of ω. The difference is exactly the difference between ≤W and ≤sW. Let ADS↾dom(L)=ω
denote the restriction of ADS to linear orders with domain ω. Then ADS↾dom(L)=ω ≡W ADS but
ADS↾dom(L)=ω <sW ADS. In fact, ADS is the cylindrification of ADS↾dom(L)=ω, meaning that ADS ≡sW
id × ADS↾dom(L)=ω. This can be seen by an argument analogous to the proof of Proposition 6.2
below. Similarly, ADC and SADC are the cylindrifications of their restrictions ADC↾dom(L)=ω and
SADC↾dom(L)=ω to linear orders with domain ω.
We use the following formulation of CADS as a multi-valued function.
Definition 4.18. CADS (for the cohesive ascending/descending sequence principle) is the following
multi-valued function.
• Input/instance: An infinite linear order L = (L,<L).
• Output/solution: An infinite H ⊆ L such that (H,<L) is stable.
The definition of CADS is also sensitive to the precise formulation of stable. For the purposes of
this discussion, call a linear order strictly stable if it is of order-type ω, ω∗, or ω + ω∗. Let CADSstrict
denote the multi-valued function defined in the same way as CADS, except with strictly stable in place
of stable. Then CADS <W CADSstrict. The difference in uniformity between CADS and CADSstrict is
due to the fact that any finite suborder of an infinite linear order can be extended to an infinite stable
suborder but not necessarily to an infinite strictly stable suborder.
Proposition 4.19. CADSstrict W CADS. Therefore CADS <W CADSstrict.
Proof. Suppose for a contradiction that functionals Φ and Ψ witness that CADSstrict ≤W CADS. Let
L0 be the CADSstrict-instance L0 = (ω,<), let R0 = Φ(L0), and write R0 = (R0, <R0). The linear
order R0 is a CADS-instance, so let C0 ⊆ R0 be a CADS-solution. Then Ψ(〈L0, C0〉) is a CADSstrict-
solution to L0. In particular, Ψ(〈L0, C0〉) is infinite. Fix any ℓ ∈ Ψ(〈L0, C0〉). Let σ ⊆ L0 and τ ⊆ C0
be initial segments of L0 and C0 long enough to guarantee that (∀n < |τ |)(τ(n) = 1 → Φ(σ)(n) = 1)
and that ℓ ∈ Ψ(〈σ, τ〉). The string σ only encodes information about elements of L0 that are <-less
than |σ|. Let k be the <-maximum of |σ| and ℓ+1. Then any linear order L1 = (ω,<L1) that defines
0 <L1 1 <L1 · · · <L1 k − 1 is consistent with the information contained in σ and therefore satisfies
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σ ⊆ L1. Thus let L1 = (ω,<L1) be the linear order of type ω + k in which i <L1 j if and only if
i < j < k, k ≤ i < j, or j < k ≤ i. Then σ ⊆ L1. Notice that ℓ is in the k-part of L1 and therefore
that no strictly stable suborder of L1 contains ℓ.
L1 is a CADSstrict-instance, so R1 = Φ(L1) is an infinite linear order. Write R1 = (R1, <R1). Notice
that (∀n < |τ |)(τ(n) = 1→ n ∈ R1) by the choices of σ and τ and the fact that σ ⊆ L1. Let S ⊆ R1
be an ADS-solution to R1 with n > |τ | for every n ∈ S. Let C1 = S ∪ {n < |τ | : τ(n) = 1} ⊆ R1.
Then τ ⊆ C1. Furthermore, (C1, <R1) is stable because it is the union of the ascending or descending
sequence S and a finite set. Thus C1 is a CADS-solution to R1. However, ℓ ∈ Ψ(〈L1, C1〉) because
ℓ ∈ Ψ(〈σ, τ〉), σ ⊆ L1, and τ ⊆ C1. Thus Ψ(〈L1, C1〉) is not a CADSstrict-solution to L1 because no
strictly stable suborder of L1 contains ℓ. Therefore Φ and Ψ do not witness that CADSstrict ≤W CADS.
So CADSstrict W CADS. 
The reason we consider CADS is because CADS ≡W COH. Indeed, with the formulations of COH
and CADS given here, CADS↾dom(L)=ω ≡sW COH, where CADS↾dom(L)=ω is the restriction of CADS to
linear orders with domain ω. Thus CADS is the cylindrification of both CADS↾dom(L)=ω and COH. The
proofs are those of [20], which we repeat here for the sake of completeness. The equivalence between
CADS and COH helps us show that COH Weihrauch reduces to the weak Rival–Sands theorem in
Theorem 6.9 below.
Proposition 4.20 (See [20, Propositions 2.9 and 4.4]). CADS↾dom(L)=ω ≡sW COH. Therefore CADS ≡sW
id× CADS↾dom(L)=ω ≡sW id× COH.
Proof. We have that CADS ≡sW id × CADS↾dom(L)=ω by an argument analogous to the proof of
Proposition 6.2 below. So it suffices to show that CADS↾dom(L)=ω ≡sW COH.
For CADS↾dom(L)=ω ≤sW COH, given a linear order L = (ω,<L), apply COH to the sequence
~A = (Ai : i ∈ ω) where Ai = {n ∈ ω : i <L n}. Then any ~A-cohesive set C is also a CADS-solution to
L.
The proof of [20, Proposition 4.4] showing that RCA0 + BΣ
0
2 + CADS ⊢ COH describes a strong
Weihrauch reduction COH ≤sW CADS↾dom(L)=ω. Let ~A = (Ai : i ∈ ω) be a COH-instance. Define a
functional Φ( ~A) computing a linear order L = (ω,<L) as follows. Given x and y, define x <L y if and
only if 〈Ai(x) : i ≤ x〉 <lex 〈Ai(y) : i ≤ y〉, where <lex denotes the lexicographic order on 2
<ω. Let
C be a CADS-solution to L, and let Ψ be the identity functional. We claim that C is ~A-cohesive and
hence that Φ and Ψ witness that COH ≤sW CADS↾dom(L)=ω.
To see that C is ~A-cohesive, fix n and let Fn = {σ ∈ 2
n+1 : (∃x ∈ C)(σ ⊆ 〈Ai(x) : i ≤ x〉)}. Let
σ0 <lex · · · <lex σk−1 list the elements of Fn in <lex-increasing order. For each j < k, let xσj be
the <-least element of C witnessing that σj ∈ Fn. Then xσ0 <L · · · <L xσk−1 . The order (C,<L)
is stable, so in C exactly one interval (−∞, xσ0), (xσ0 , xσ1), . . . , (xσk−2 , xσk−1), (xσk−1 ,∞) is infinite,
where (−∞, a) and (a,∞) denote {x ∈ C : x <L a} and {x ∈ C : a <L x}. If (xσj , xσj+1) is infinite for
some j < k − 1, then almost every y ∈ C satisfies σj ⊆ 〈Ai(y) : i ≤ y〉. In particular, An(y) = σj(n)
for almost every y ∈ C, so either C ⊆∗ An or C ⊆
∗ An. Similarly, if (−∞, xσ0) is infinite then
An(y) = σ0(n) for almost every y ∈ C; and if (xσk−1 ,∞) is infinite, then An(y) = σk−1(n) for almost
every y ∈ C. Thus C is ~A-cohesive. 
Finally, we consider various versions of the infinite pigeonhole principle (i.e., Ramsey’s theorem for
singletons). In Section 6, we show that the weak Rival–Sands theorem is above the infinite pigeonhole
principle in the Weihrauch degrees.
Definition 4.21.
• For each k > 0, RT1k is the following multi-valued function.
– Input/instance: A coloring c : ω → {0, 1, . . . , k − 1}.
– Output/solution: An infinite H ⊆ ω that is monochromatic for c: (∀x, y ∈ H)(c(x) =
c(y)).
• RT1<∞ is the following multi-valued function.
– Input/instance: A coloring c : ω → ω with finite range.
– Output/solution: An infinite H ⊆ ω that is monochromatic for c: (∀x, y ∈ H)(c(x) =
c(y)).
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If 0 < k ≤ ℓ, then RT1k ≤sW RT
1
ℓ ≤sW RT
1
<∞. Furthermore, it is Weihrauch equivalent to specify
that solutions to RT1k- and RT
1
<∞-instances are the colors of the monochromatic sets instead of the
monochromatic sets themselves. For the purposes of this discussion, for k > 0, let cRT1k denote the
problem whose instances are colorings c : ω → k and whose solutions are the numbers i < k such that
c−1(i) is infinite. Define cRT1<∞ similarly. Then cRT
1
k ≡W RT
1
k for each k > 0, and cRT
1
<∞ ≡W RT
1
<∞.
However, cRT1k 6≡sW RT
1
k for k > 2, and cRT
1
<∞ 6≡sW RT
1
<∞.
In reverse mathematics, RT1<∞ is equivalent to BΣ
0
2 over RCA0 by a well-known theorem of Hirst [21].
Thus RCA0 + ADS ⊢ RT
1
<∞ by Proposition 2.8. Indeed, the proof that RCA0 + ADS ⊢ BΣ
0
2 in [20]
establishes that RCA0 + ADS ⊢ RT
1
<∞. In the Weihrauch degrees, the analogous question of whether
RT1<∞ ≤W ADS has not yet, to our knowledge, been considered in the literature. We address this gap
by showing that RT15 W ADS and therefore that RT
1
<∞ W ADS. On the positive side, we show that
RT13 ≤sW ADC. Whether RT
1
4 ≤W ADS remains open.
Theorem 4.22. RT13 ≤sW ADC.
Proof. RT13 ≡W cRT
1
3 and ADC is a cylinder, so it suffices to show that cRT
1
3 ≤W ADC. Let c
be a cRT13-instance. Define a functional Φ, where Φ(c) computes a linear order L = (ω,<L) as
follows. The computation of L proceeds in stages, where at stage s the order <L is determined on
{0, 1, . . . , s}. Throughout the computation, we maintain three sets As,Ms,Ds ⊆ {0, 1, . . . , s}, with
max<L(As) <L min<L(Ms) and max<L(Ms) <L min<L(Ds), where min<L(X) and max<L(X) denote
the minimum and maximum elements of the finite set X with respect to <L. The sets As and Ds are
used to build an ascending sequence and a descending sequence in L in order to achieve the following.
• If only two colors i < j < 3 occur in the range of c infinitely often, then L has order-type
ω + k + ω∗ for some finite linear order k, with the ω-part of L corresponding to color i and
the ω∗-part of L corresponding to color j.
• If only one color i < 3 occurs in the range of c infinitely often, then L has either order-type
ω + k or order-type k + ω∗ for some finite linear order k, with the ω-part or the ω∗-part of L
corresponding to color i.
To monitor the last two colors seen up to s (or the only color seen so far, if c is constant up to s),
let t < s be greatest such that c(t) 6= c(s), let lasts = {c(t), c(s)} if there is such a t, and otherwise let
lasts = {c(s)}. We assign the least color of lasts to As and the other color (if it exists) to Ds.
At stage 0, let A0 = {0}, M0 = ∅, and D0 = ∅. Assign A0 color c(0) and assign D0 no color. At
stage s+1, first check if lasts+1 = lasts. If lasts+1 = lasts, then color c(s+1) is assigned to either As or
Ds. If c(s+ 1) is assigned to As, then set As+1 = As ∪ {s+ 1}, Ms+1 =Ms, and Ds+1 = Ds. Extend
<L so that s + 1 is the <L-maximum element of As+1 and <L-below all elements of Ms+1 and Ds+1.
If c(s + 1) is assigned to Ds, then set As+1 = As, Ms+1 = Ms, and Ds+1 = Ds ∪ {s + 1}. Extend
<L so that s + 1 is the <L-minimum element of Ds+1 and <L-above all elements of As+1 and Ms+1.
Assign As+1 the same color as As, and assign Ds+1 the same color as Ds. If lasts+1 6= lasts, then set
Ms+1 = {0, 1, . . . , s}. If c(s + 1) is the least color of lasts+1, then set As+1 = {s + 1}, set Ds+1 = ∅,
extend <L so that s+1 is the <L-minimum element of {0, 1, . . . , s+1}, assign As+1 color c(s+1), and
assign Ds+1 the other color of lasts+1. If c(s + 1) is not the least color of lasts+1, then set As+1 = ∅,
set Ds+1 = {s + 1}, extend <L so that s + 1 is the <L-maximum element of {0, 1, . . . , s + 1}, assign
Ds+1 color c(s+ 1), and assign As+1 the other color of lasts+1. This completes the computation of L.
The linear order L is a valid ADC-instance, so let S be an ADC-solution to L. Define a functional
Ψ(〈c, S〉) by finding the <-least element x0 of S and outputting Ψ(〈c, S〉) = c(x0). We show that c(x0)
appears in the range of c infinitely often and therefore that Ψ(〈c, S〉) is a cRT13-solution to c. Thus Φ
and Ψ witness that cRT13 ≤W ADC.
If every color i < 3 appears in the range of c infinitely often, then c(x0) appears in the range of c
infinitely often. Suppose that exactly two colors i < j < 3 appear in the range of c infinitely often.
Then there is an s0 such that lasts = lasts0 = {i, j} for all s ≥ s0. In this case, each s ≥ s0 with
c(s) = i is added to As, and each s ≥ s0 with c(s) = j is added to Ds. Thus L is a linear order of type
ω + k + ω∗ with ω-part A =
⋃
s≥s0
As, ω
∗-part D =
⋃
s≥s0
Ds, and k-part Ms0 . If S is an ascending
chain, then it must be that S ⊆ A. We have that c(x) = i for all x ∈ A. In particular, c(x0) = i,
which occurs in the range of c infinitely often. If S is a descending chain, then it must be that S ⊆ D.
We have that c(x) = j for all x ∈ D. Thus c(x0) = j, which occurs in the range of c infinitely often.
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Finally, suppose that exactly one color i < 3 appears in the range of c infinitely often. Then there
is an s0 such that c(s) = i for all s ≥ s0 and hence is also such that lasts = lasts0 for all s ≥ s0. If i is
the least color of lasts0 , then s is added to As for all s ≥ s0, and L is a linear order of type ω+ k with
ω-part A =
⋃
s≥s0
As and k-part Ms0 ∪Ds0 . It must therefore be that S ⊆ A. We have that c(x) = i
for all x ∈ A. Thus c(x0) = i, which occurs in the range of c infinitely often. If instead i is not the
least color of lasts0 , then s is added to Ds for all s ≥ s0, and L is a linear order of type k + ω
∗ with
ω∗-part D =
⋃
s≥s0
Ds and k-part As0 ∪Ms0 . It must therefore be that S ⊆ D. We have that c(x) = i
for all x ∈ D. Thus c(x0) = i, which occurs in the range of c infinitely often. 
Theorem 4.23. RT15 W ADS. Therefore RT
1
<∞ W ADS.
Proof. RT15 ≡W cRT
1
5 and ADS is a cylinder, so it suffices to show that cRT
1
5 sW ADS. Suppose for
a contradiction that Φ and Ψ witness that cRT15 ≤sW ADS. We compute a coloring c : ω → 5 such
that the ADS-instance Φ(c) has a solution S for which c−1(Ψ(S)) is finite, contradicting that Φ and
Ψ witness that cRT15 ≤sW ADS.
The computation of c proceeds in stages, where at stage s+1 we determine the value of c(s). Thus
we compute a sequence of strings (cs : s ∈ ω), where cs ∈ 5
s and cs ⊆ cs+1 for each s. The final
coloring c is c =
⋃
s∈ω cs.
For each s, let Ls = Φ(cs)↾s denote the partially-defined structure obtained by running Φ(cs)(n)
for s steps for each n < s. Write also Ls = (Ls, <Ls). Ls is not necessarily a linear order, but it must
be consistent with being a linear order because there are functions c : ω → 5 extending cs.
For σ ∈ 2<ω, let set(σ) = {n < |σ| : σ(n) = 1} denote the finite set for which σ is a characteristic
string.
The computation of c begins in phase I, and it may or may not eventually progress to phase II. The
goal of phase I is to identify s,m∗ ∈ ω, kasc, kdec < 5, and σ∗, τ∗ ∈ 2
<ω such that
• set(σ∗) is an ascending sequence in Ls (in the sense of Definition 2.6) with kasc = Ψ(σ∗)↓;
• set(τ∗) is a descending sequence in Ls with kdec = Ψ(τ∗)↓;
• m∗ is both the <Ls-maximum element of set(σ∗) and the <Ls-minimum element of set(τ∗).
Once s, m∗, kasc, kdec, σ∗, and τ∗ are found, the computation enters phase II and no longer uses
colors kasc and kdec. The point is that, at the end of the construction, if L = Φ(c) has an ascending
sequence above m∗, then it has an ascending sequence S with σ∗ ⊆ S and hence with Ψ(S) = kasc.
Similarly, if L has a descending sequence below m∗, then it has a descending sequence S with τ∗ ⊆ S
and hence with Ψ(S) = kdec. In both cases, S is as desired because c
−1(kasc) and c
−1(kdec) are finite.
Computation in phase I proceeds as follows. We maintain sequences ~σ = (〈σℓ, uℓ, iℓ〉 : ℓ < a) and
~τ = (〈τℓ, dℓ, jℓ〉 : ℓ < b) satisfying the following properties at each stage s.
(1) For each ℓ < a, set(σℓ) is an ascending sequence in Ls, uℓ is the <Ls-maximum element of
set(σℓ), and Ψ(σℓ) = iℓ.
(2) For each ℓ < b, set(τℓ) is an descending sequence in Ls, dℓ is the <Ls-minimum element of
set(τℓ), and Ψ(τℓ) = jℓ.
(3) For each ℓ0 < ℓ1 < a, uℓ0 >Ls uℓ1 .
(4) For each ℓ0 < ℓ1 < b, dℓ0 <Ls dℓ1 .
At stage 0, begin with c0 = ∅, ~σ = ∅, and ~τ = ∅. At stage s + 1, let cs+1(s) be the least i < 5 that
is neither ia−1 (if a > 0) nor jb−1 (if b > 0). Next, search for an η ∈ 2
<s such that Ψ(η)↓ and either
(i) set(η) is an ascending sequence in Ls with <Ls-maximum element u, and u <Ls ua−1 if a > 0;
or
(ii) set(η) is an descending sequence in Ls with <Ls-minimum element d, and d >Ls db−1 if b > 0.
If there is such an η, let η be the first one found. If η satisfies (i), let 〈σa, ua, ia〉 = 〈η, u,Ψ(η)〉 and
append this element to ~σ. If η satisfies (ii), let 〈τb, db, jb〉 = 〈η, d,Ψ(η)〉 and append this element to ~τ .
If there is no such η, then do not update ~σ or ~τ .
Next, search for an θ ∈ 2<s such that Ψ(θ)↓ and either
(a) set(θ) ⊆ {u0, . . . , ua−1} is a descending sequence in Ls or
(b) set(θ) ⊆ {d0, . . . , db−1} is an ascending sequence in Ls.
If there is such a θ, let θ be the first one found. If θ satisfies (a), let uℓ be the <Ls-minimum element
of set(θ), which is also the <Ls-maximum element of σℓ. Set σ∗ = σℓ, τ∗ = θ, m∗ = uℓ, kasc = iℓ,
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and kdec = Ψ(θ). If θ satisfies (b), let dℓ be the <Ls-maximum element of set(θ), which is also the
<Ls-minimum element of τℓ. Set σ∗ = θ, τ∗ = τℓ, m∗ = dℓ, kasc = Ψ(θ), and kdec = jℓ. Go to stage
s+ 2 and begin phase II. If there is no such θ, go to stage s+ 2 and remain in phase I.
The phase II strategy is to reset ~σ and ~τ to the σ∗, τ∗, m∗, kasc and kdec found at the end of
phase I and then rerun a portion of the phase I strategy. Upon beginning phase II, reset ~σ and ~τ to
~σ = 〈σ0, u0, i0〉 = 〈σ∗,m∗, kasc〉 and ~τ = 〈τ0, d0, j0〉 = 〈τ∗,m∗, kdec〉. Throughout phase II, ~σ and ~τ
satisfy the same items (1)–(4) from phase I. Computation in phase II proceeds as follows. At stage
s + 1, let cs+1(s) be the least i < 5 not in {kasc, kdec, ia−1, jb−1}. Next, as in phase I, search for an
η ∈ 2<s with Ψ(η)↓ that satisfies either (i) or (ii). If such an η is found, then update either ~σ or ~τ
as in phase I and go to stage s + 2. If no such η is found, go to stage s+ 2 without updating ~σ or ~τ .
This completes the computation.
Let L = Φ(c) and write L = (L,<L). We find an ADS-solution S to L such that c
−1(Ψ(S)) is finite,
contradicting that Φ and Ψ witness that cRT15 ≤sW ADS.
First, suppose that the computation of c never leaves phase I. Then there must be a stage after
which no further elements are appended to either ~σ or ~τ . This is because if, say, elements are appended
to ~σ infinitely often, then u0 >L u1 >L u2 >L · · · , which means that there is a descending sequence
D ⊆ {uℓ : ℓ ∈ ω}. This D is an ADS-solution to L, so Ψ(D)↓. Let θ ⊆ D be long enough so that
Ψ(θ)↓. This θ eventually satisfies item (a) of phase I, and the construction eventually finds θ. Thus
the computation of c eventually enters phase II, contradicting the assumption that it never leaves
phase I. So let s0 be a stage after which no further elements are appended to ~σ or ~τ . Then a, b, ia−1
(if a > 0), and jb−1 (if b > 0) do not change after stage s0, and for every s > s0, c(s) is the least i < 5
that is neither ia−1 (if a > 0) nor jb−1 (if b > 0). Let A be an ADS-solution to L, and assume that A
is ascending (the descending case is symmetric). If a = 0 or if x <L ua−1 for all x ∈ A, then let η ⊆ A
be long enough so that Ψ(η)↓. This η eventually satisfies item (i) of phase I, so the computation adds
an element to ~σ at some stage after s0, which is a contradiction. Therefore it must be that a > 0
and that x ≥L ua−1 for some x ∈ A. As A is ascending, this means that x >L ua−1 for almost every
x ∈ A. Let S = set(σa−1) ∪ {x ∈ A : (x > ua−1) ∧ (x >L ua−1)}. Then S is an ascending sequence in
L. However, σa−1 ⊆ S, so Ψ(S) = ia−1. We have that c(s) 6= ia−1 for all s > s0, so S is as desired.
Now, suppose that the computation of c eventually enters phase II at some stage s0. Then c(s) is
neither kasc nor kdec for all s > s0. Recall that ~σ and ~τ are reset at the beginning of phase II. Suppose
that elements are appended to ~σ infinitely often in phase II. Then m∗ = u0 >L u1 >L u2 >L · · · , so
there is a descending sequence D ⊆ {uℓ : ℓ ∈ ω}. Recall that set(τ∗) is a descending sequence with
≤L-minimum element m∗ and Ψ(τ∗) = kdec. Let S = set(τ∗)∪{x ∈ D : (x > m∗)∧ (x <L m∗)}. Then
S is a descending sequence with τ∗ ⊆ S. Therefore Ψ(S) = kdec. However, c(s) 6= kdec for all s > s0,
so S is as desired. If instead elements are appended to ~τ infinitely often in phase II, then a symmetric
argument shows that there is an ascending sequence S with σ∗ ⊆ S and therefore with Ψ(S) = kasc.
Finally, suppose that there is a stage s1 > s0 after which no further elements are appended to either
~σ or ~τ . We argue as in the case in which the computation of c never leaves phase I. Notice that a,
b, ia−1, and jb−1 do not change after stage s1, and for every s > s1, c(s) is the least i < 5 that is
not in {kasc, kdec, ia−1, jb−1}. Let A be an ADS-solution to L, and assume that A is ascending (the
descending case is symmetric). If x <L ua−1 for all x ∈ A, then the computation must append an
element to ~σ at some stage after s1, which is a contradiction. Otherwise, x >L ua−1 for almost every
x ∈ A. Let S = set(σa−1) ∪ {x ∈ A : (x > ua−1) ∧ (x >L ua−1)}. Then S is an ascending sequence in
L with Ψ(S) = ia−1, but c(s) 6= ia−1 for all s > s1. Thus S is as desired. 
Question 4.24. Does RT14 ≤W ADS hold?
5. The Rival–Sands theorem in the Weihrauch degrees
In this section, we show that the Rival–Sands theorem is Weihrauch equivalent to WKL′′ by showing
that it is Weihrauch equivalent to 3-DNR2. To our knowledge, the Rival–Sands theorem gives the first
example of an ordinary mathematical theorem that is Weihrauch equivalent to WKL′′.
Multi-valued functions corresponding to the Rival–Sands theorem and its refined version are defined
as follows.
Definition 5.1.
• RSg is the following multi-valued function.
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– Input/instance: An infinite graph G = (V,E).
– Output/solution: An infinite H ⊆ V such that, for all v ∈ V , either |H ∩ N(v)| = ω or
|H ∩N(v)| ≤ 1.
• RSgr is the following multi-valued function.
– Input: An infinite graph G = (V,E).
– Output: An infiniteH ⊆ V such that, for all v ∈ V , either |H∩N(v)| = ω or |H∩N(v)| ≤
1; and additionally, for all v ∈ H, either |H ∩N(v)| = ω or |H ∩N(v)| = 0.
Clearly RSg ≤sW RSgr because for every infinite graph G, every RSgr-solution to G is also an
RSg-solution to G.
The proof that RSgr ≤sW 3-DNR2 is a refinement of the proof of Theorem 3.2, which we outline
before giving the full details. Let G = (V,E) be an infinite graph, and let F = {x ∈ V : N(x) is finite}.
Let f be DNR2 relative to G
′′. We need to uniformly compute an RSgr-solution H to G from f . To
do this, we begin computing H under the assumption that F is infinite. The function f uniformly
computes G′′, G′, and G, so we may use these sets in the computation of H. If F really is infinite,
then G′ computes an infinite F0 ⊆ F . Using f , we compute an infinite set C ⊆ F0 that is cohesive for
the sequence (N(x) : x ∈ V ) together with the function p : V → {0, 1} given by
p(x) =
{
0 if C ⊆∗ N(x)
1 if C ⊆∗ N(x)
(in fact, we need only the function p) using a strategy for producing cohesive sets similar to those
of [24]. The computation of H then proceeds in the same manner as in the proof of Theorem 3.2. If
F is actually finite, then eventually G′′ will detect this. At the point when G′′ detects that F is finite,
we will have committed to a finite set {x0, . . . , xn−1} ⊆ F being in H. Using G
′′, we may compute a
bound s such that H = {x0, . . . , xn−1} ∪ {y ∈ V : y > s} is an RSgr-solution to G.
We introduce a bit of notation to help describe the proof.
Definition 5.2. For ~A = (Ai : i ∈ ω) a sequence of subsets of ω and σ ∈ 2
<ω, let Aσ ⊆ ω denote the
set
Aσ =
⋂
i<|σ|
σ(i)=0
Ai ∩
⋂
i<|σ|
σ(i)=1
Ai,
where also A∅ = ω.
Lemma 5.3. RSgr ≤sW 3-DNR2.
Proof. The proof takes advantage of several well-known uniformities concerning enumerations, Turing
jumps, and DNR2 functions that we list and briefly sketch for the reader’s reference.
(1) There is a recursive function e 7→ i such that, for every g ∈ ωω, if ran(Φe(g)) is infinite, then
Φi(g) computes the characteristic function of an infinite subset of ran(Φe(g)). If ran(Φe(g)) is
finite, then Φi(g) is partial but still satisfies ∀n[Φi(g)(n) = 1→ n ∈ ran(Φe(g))].
(2) There is an index e such that Φe(g
′) = g for every g ∈ ωω.
(3) There is an index e such that Φe(f) = g whenever f, g ∈ ω
ω are such that f is DNR2 relative
to g.
(4) There is a recursive function e 7→ i such that whenever f, g ∈ ωω are such that f is DNR2
relative to g, we have that Φi(f) : ω → {0, 1} is total, and also if Φe(g) computes an infinite
subtree of 2<ω, then Φi(f) computes an infinite path through Φe(g).
For (1), observe that typical proofs that every infinite r.e. set contains an infinite recursive subset
(see [37, Section II.1]) relativize and are uniform. For (2), observe that typical proofs that g′ computes
g are uniform (see [37, Section III.2]). For (3), Φe(f)(n) generates indices i0, i1, . . . such that for
every g ∈ ωω and every y ∈ ω, Φiy(g)(iy) = 0 if g(n) = y and Φiy(g)(iy) = 1 if g(n) 6= y. Then
Φe(f)(n) searches for a y with f(iy) = 1 and outputs the first y found. If f is DNR2 relative to g, then
Φe(f)(n) = g(n). For (4), observe that typical proofs that DNR2 functions compute paths through
infinite recursive subtrees of 2<ω (see [30, Theorem 4.3.2]) relativize and are uniform.
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Let G = (V,E) be an RSgr-instance. Let Φ be the identity functional, and let f ∈ 3-DNR2(G).
That is, let f be DNR2 relative to G
′′. Define a functional Ψ(f) computing a set H as follows. By
items (2) and (3) above, f uniformly computes G′′, which uniformly computes G′, which uniformly
computes G, so we may assume that Ψ(f) has access to all these sets.
Let ~A = (Ai : i ∈ ω) be the sequence of sets where Ax = N(x) if x ∈ V and Ax = ∅ if x /∈ V . Let F
denote the set {x ∈ V : N(x) is finite}. The sequence ~A is uniformly computable from G, and the set
F is uniformly computable from G′′. Ahead of time, fix indices e0, e1, and e2 for Turing functionals
with the following properties.
• If F is infinite, then Φe0(G
′) is total and computes an infinite independent set F0 ⊆ F . If F is
finite, then {x : Φe0(G
′)(x) = 1} is a finite independent subset of F .
• If F is infinite, then Φe1(G
′′) computes an infinite tree T ⊆ 2<ω where [T ] consists of exactly
all p ∈ 2ω such that F0 ∩A
p↾n is infinite for every n.
• The function Φe2(f) is total, and if F is infinite, then Φe2(f) computes an infinite path through
T .
For e0, first fix an index e such that Φe(G
′) enumerates an independent subset of F in the following
way. On input 0, Φe(G
′)(0) uses G′ to search for the first pair 〈x, s〉 ∈ V ×ω where (∀y > s)(y /∈ N(x))
and then outputs x. Likewise, Φe(G
′)(n + 1) uses G′ to search for the first pair 〈x, s〉 ∈ V × ω where
x is not adjacent to any of Φe(G
′)(0), Φe(G
′)(1), . . . ,Φe(G
′)(n) and (∀y > s)(y /∈ N(x)), and then
Φe(G
′)(n + 1) outputs x. If F is infinite, then such x are always found, and Φe(G
′) enumerates an
infinite independent subset of F . Otherwise Φe(G
′) is partial, but the elements that Φe(G
′) enumerates
form a finite independent subset of F . Index e0 may be obtained from e via item (1) above. Let e1 be
an index such that Φe1(G
′′) computes the set of all σ ∈ 2<ω such that (∃n > |σ|)(n ∈ Φe0(G
′) ∩ Aσ).
Index e2 may be obtained from index e1 via item (4) above.
To compute H, follow the strategy from Theorem 3.2 while simultaneously using G′′ to check if F is
finite. Notice that by item (4), Φe2(f) is total regardless of whether or not F is infinite. Let p denote
the function computed by Φe2(f). Suppose inductively that x0 < x1 < · · · < xn−1 have already been
added to H and that each xi is in Φe0(G
′). Note that the set Y =
⋃
i<nN(xi) is finite because each
xi is in F . Compute Y and its maximum using G
′. Use G′′ to simultaneously search for either an
x > xn−1 such that
Φe0(G
′)(x) = 1 ∧ (∀y ∈ Y )[x ∈ N(y)↔ (p(y) = 1 ∧ y /∈ F )] (a)
or an s that is large enough to bound F and its neighbors:
(∀y ∈ V )[(∃b∀z(z ∈ N(y)→ z < b))→ (y < s ∧ ∀z(z ∈ N(y)→ z < s))]. (b)
Prenexing (b) yields a Π02 formula relative to G, so G
′′ can check if a given s satisfies (b). If x is found,
let xn = x and continue computing H according to the foregoing procedure. If s is found, abandon this
procedure and instead add {y ∈ V : y > s} to the already-computed {x0, x1, . . . , xn−1} to compute
the set H = {x0, x1, . . . , xn−1} ∪ {y ∈ V : y > s}.
We now verify that H is an RSgr-solution to G. First suppose that F is infinite. The verification
in this case is very similar to the analogous case in the proof of Theorem 3.2. In this case, each step
of the computation of H always finds an x as in (a), and there is no s as in (b). F is infinite, so
Φe0(G
′) is total, Φe0(G
′) computes an infinite independent F0 ⊆ F , and F0 ∩A
p↾n is infinite for every
n. Notice that in this case, the ‘y /∈ F ’ clause in (a) is redundant because p(y) = 1 → y ∈ V \ F
under the current assumptions. The ‘y /∈ F ’ clause is useful in the next case. Thus for every finite
Y ⊆ V , the set F0 ∩ A
p↾(max Y+1) is infinite, and therefore there are infinitely many x ∈ F0 such that
(∀y ∈ Y )(x ∈ N(y)↔ p(y) = 1). Thus an x as in (a) always exists, so the elements of H are computed
by finding such elements.
Consider a v ∈ V . If H ∩N(v) 6= ∅, then let m be least such that xm ∈ N(v) (and hence also least
such that v ∈ N(xm)). If p(v) = 0, then every xn with n > m is chosen from N(v), so |H ∩N(v)| = 1.
If p(v) = 1, then every xn with n > m is chosen from N(v), so |H ∩N(v)| = ω. Thus for every v ∈ V ,
either |H ∩ N(v)| = ω or |H ∩N(v)| ≤ 1. Furthermore, H ⊆ F0 and F0 is an independent set, so if
v ∈ H, then |H ∩N(v)| = 0. Thus H is an RSgr-solution to G.
Now suppose that F is finite. In this case there are only finitely many x with Φe0(G
′)(x) = 1,
and every sufficiently large s witnesses (b). Thus the computation of H reaches a point where it
has computed some finite independent set {x0, x1, . . . , xn−1} ⊆ F , has found an s as in (b), and has
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switched to computing the set H = {x0, x1, . . . , xn−1} ∪ {y ∈ V : y > s}. This H is an RSgr-solution
to G. Consider a v ∈ V . If v /∈ F , then N(v) is infinite and H contains almost every element of
V , so |H ∩ N(v)| = ω. Suppose instead that v ∈ F . Then {y ∈ V : y > s} ∩ N(v) = ∅ because
the elements of F have no neighbors greater than s. If {x0, x1, . . . , xn−1} ∩N(v) 6= ∅, let m be least
such that xm ∈ N(v). Then also v ∈ N(xm), so the remaining xi for m < i < n chosen according
to (a) are chosen from N(v) because v ∈ F . Thus |{x0, x1, . . . , xn−1} ∩N(v)| ≤ 1, so |H ∩N(v)| ≤ 1.
Lastly, suppose that v ∈ H. If v > s, then |H ∩N(v)| = ω because v has infinitely many neighbors. If
v ∈ {x0, x1, . . . , xn−1}, then {x0, x1, . . . , xn−1} ∩N(v) = ∅ because {x0, x1, . . . , xn−1} is independent,
and {y ∈ V : y > s} ∩ N(v) = ∅ because {x0, x1, . . . , xn−1} ⊆ F and the elements of F have no
neighbors greater than s. Thus |H ∩N(v)| = 0. So H is an RSgr-solution to G. 
The remainder of this section is dedicated to showing that 3-DNR2 ≤W RSg. We then observe
that ≤W can be improved to ≤sW. Indeed, it is straightforward to show that RSg is a cylinder by an
argument analogous to that of Proposition 6.2. The proof that 3-DNR2 ≤sW RSg makes use of several
intermediate COH-inspired problems interpolating between 3-DNR2 and RSg.
Definition 5.4.
• oCOH (for omniscient COH) is the following multi-valued function.
– Input/instance: A sequence ~A = (Ai : i ∈ ω) of subsets of ω.
– Output/solution: A function p ∈ 2ω such that Ap↾n is infinite for every n ∈ ω.
• oCOH-in-∆02 (for omniscient COH in ∆
0
2) is the following multi-valued function.
– Input/instance: A pair 〈f, ~A〉, where f is a ∆02-approximation to an infinite set Z ⊆ ω,
and ~A = (Ai : i ∈ ω) is a sequence of subsets of ω.
– Output/solution: A function p ∈ 2ω such that Z ∩Ap↾n is infinite for every n ∈ ω.
The intuition behind the name omniscient COH is that an oCOH-solution p to an oCOH-instance
~A can be used to compute an ~A-cohesive set C where, for each i, C ⊆∗ Ai if p(i) = 0 and C ⊆
∗ Ai if
p(i) = 1. Thus the function p is omniscient regarding the ~A-cohesiveness of C because, for each i, p
knows whether C ⊆∗ Ai or C ⊆
∗ Ai.
Definition 5.5.
• INForONE (for infinity or one) is the following multi-valued function.
– Input/instance: A sequence ~A = (Ai : i ∈ ω) of subsets of ω such that each x ∈ ω is in
only finitely many of the Ai: ∀x∃n∀i(i > n→ x /∈ Ai).
– Output/solution: An infinite D ⊆ ω such that for every i ∈ ω, either |D ∩ Ai| = ω or
|D ∩Ai| ≤ 1.
• INForONE-in-∆02 (for infinity or one in ∆
0
2) is the following multi-valued function.
– Input/instance: A pair 〈f, ~A〉, where f is a ∆02-approximation to an infinite set Z ⊆ ω,
and ~A = (Ai : i ∈ ω) is a sequence of subsets of ω such that each x ∈ Z is in only finitely
many of the Ai: (∀x ∈ Z)(∃n)(∀i)(i > n→ x /∈ Ai).
– Output/solution: An infinite D ⊆ Z such that for every i ∈ ω, either |D ∩ Ai| = ω or
|D ∩Ai| ≤ 1.
• INForONE-in∗-∆02 (for infinity or one almost in ∆
0
2) is an alternate version of INForONE-in-∆
0
2
where the output D is only required to be an infinite D ⊆∗ Z, rather than an infinite D ⊆ Z.
Notice how the dichotomy between infinitely many and at most one in solutions to the INForONE
problem and its variants reflects the analogous dichotomy in solutions to RSg.
The strategy is to prove a sequence of lemmas showing that
• INForONE-in-∆02 ≡W INForONE-in
∗-∆02 ≡W oCOH-in-∆
0
2,
• 3-DNR2 ≤sW oCOH-in-∆
0
2, and
• INForONE-in∗-∆02 ≤sW RSg.
It then follows that 3-DNR2 ≤W RSg. Out of independent interest, and for the sake of completeness,
we first show that INForONE ≡W oCOH.
Proposition 5.6. INForONE ≡W oCOH.
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Proof. INForONE ≤W oCOH: Let ~A = (Ai : i ∈ ω) be an INForONE-instance. Let Φ be the functional
given by Φ( ~A) = ~B, where
B2i = Ai
B2〈x,i〉+1 = {k ∈ ω : (∀j ∈ [i, k])(x /∈ Aj)}.
The sequence ~B is a valid oCOH-instance, so let p ∈ oCOH( ~B). Define a functional Ψ(〈 ~A, p〉) computing
a set D as follows. Using Φ, we may again compute Φ( ~A) = ~B. Decompose p as p = q ⊕ r. The
sequence ~A is assumed to be a valid INForONE-instance, so each x ∈ ω is in only finitely many of the
sets Ai. Using r, we can compute a bound b : ω → ω such that ∀x(i ≥ b(x) → x /∈ Ai). To do this,
observe the following for given x, i ∈ ω.
• If (∃j ≥ i)(x ∈ Aj), then B2〈x,i〉+1 is finite and r(〈x, i〉) = 0.
• If (∀j ≥ i)(x /∈ Aj), then B2〈x,i〉+1 is co-finite and r(〈x, i〉) = 1.
Thus we may compute b by letting b(x) be the least i such that r(〈x, i〉) = 1.
To compute D, suppose inductively that x0 < x1 < · · · < xn−1 have already been added to D. Let
m = n + 1 + max{b(xi) : i < n}. The set A
q↾m is infinite because q ∈ oCOH( ~A) (which is because
q ⊕ r ∈ oCOH( ~B)). So choose xn to be the least member of A
q↾m \ {xi : i < n}, and add xn to D.
To see that D ∈ INForONE( ~A), consider an i ∈ ω. If q(i) = 1, then |D∩Ai| = ω because in this case
eventually every xn is chosen from Ai. Suppose instead that q(i) = 0 and that xn ∈ D ∩ Ai for some
n. When choosing xk for a k > n, we use an m > b(xn) to make the choice. Furthermore, b(xn) > i
because xn ∈ Ai. Thus m > b(xn) > i, so xk is chosen from Ai. This means that if q(i) = 0, then
at most one xn can be in D ∩ Ai. So |D ∩ Ai| ≤ 1. Therefore D ∈ INForONE( ~A). In fact, D is also
cohesive for ~A. Thus Φ and Ψ witness that INForONE ≤W oCOH.
oCOH ≤W INForONE: For this argument, we make explicit the bijective encoding of binary strings
as natural numbers. For σ ∈ 2<ω, let pσq ∈ ω denote the code for σ. Let ~A = (Ai : i ∈ ω) be an
oCOH-instance. Let Φ be the functional Φ( ~A) = ~B, where ~B = (Bi : i ∈ ω) is the sequence given by
Bpσq = A
σ \ {x : x ≤ pσq}.
Each x is in only finitely many of the Bi, so ~B is a valid input to INForONE. Let D ∈ INForONE( ~B).
Define a functional Ψ(〈 ~A,D〉) computing a function p as follows. Using Φ, we may again compute
Φ( ~A) = ~B. The goal is to ensure that Bpp↾nq is infinite for every n and therefore that A
p↾n is
infinite for every n. To determine p(0), observe that, for the strings 0 and 1, Bp0q =
∗ A0 = A0 and
Bp1q =
∗ A1 = A0. Thus Bp0q∪Bp1q =
∗ ω, and therefore either |D∩Bp0q| = ω or |D∩Bp1q| = ω. Search
D ∩Bp0q and D ∩Bp1q until either discovering that |D ∩Bp0q| ≥ 2 or discovering that |D ∩Bp1q| ≥ 2.
If we first discover that |D ∩ Bp0q| ≥ 2, then in fact |D ∩ Bp0q| = ω because D ∈ INForONE( ~B). So
output p(0) = 0. Likewise, if we first discover that |D ∩ Bp1q| ≥ 2, then |D ∩ Bp1q| = ω, so output
p(0) = 1. Now compute the rest of p in the same way. Suppose inductively that we have computed
p↾n and that |D ∩Bpp↾nq| = ω. As
Bpp↾nq =
∗ Ap↾n = A(p↾n)
a0 ∪A(p↾n)
a1 =∗ Bp(p↾n)a0q ∪Bp(p↾n)a1q,
it must be that either |D ∩ Bp(p↾n)a0q| = ω or |D ∩ Bp(p↾n)a1q| = ω. As before, search D ∩ Bp(p↾n)a0q
and D ∩Bp(p↾n)a1q until discovering that |D ∩Bp(p↾n)a0q| ≥ 2 or that |D ∩Bp(p↾n)a1q| ≥ 2. If we first
discover that |D ∩ Bp(p↾n)a0q| ≥ 2, then |D ∩Bp(p↾n)a0q| = ω, so output p(n) = 0. If we first discover
that |D ∩ Bp(p↾n)a1q| ≥ 2, then |D ∩ Bp(p↾n)a1q| = ω, so output p(n) = 1. In the end, D ∩ Bpp↾nq is
infinite for every n, so Bpp↾nq is infinite for every n, so A
p↾n is infinite for every n. Thus p ∈ oCOH( ~A),
so Φ and Ψ witness that oCOH ≤W INForONE. 
Lemma 5.7. INForONE-in-∆02 ≡W INForONE-in
∗-∆02 ≡W oCOH-in-∆
0
2.
Proof. We show that
oCOH-in-∆02 ≤W INForONE-in
∗-∆02 ≤sW INForONE-in-∆
0
2 ≤W oCOH-in-∆
0
2.
Notice that the middle ≤sW-reduction is trivial.
INForONE-in-∆02 ≤W oCOH-in-∆
0
2: Let 〈f,
~A〉 be an INForONE-in-∆02-instance. The proof is the
same as that of the INForONE ≤W oCOH direction Proposition 5.6, except now we must also use
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oCOH-in-∆02 to compute the set Z approximated by f . Let Φ be the functional given by Φ(〈f,
~A〉) =
〈f, ~B〉, where
B3i = Ai
B3〈x,i〉+1 = {k ∈ ω : (∀j ∈ [i, k])(x /∈ Aj)}
B3x+2 = {s ∈ ω : f(x, s) = 1}.
The pair 〈f, ~B〉 is a valid oCOH-in-∆02-instance, so let p ∈ oCOH-in-∆
0
2(〈f,
~B〉). Define a functional
Ψ(〈〈f, ~A〉, p〉) computing a set D as follows. Using Φ, we may again compute Φ(〈f, ~A〉) = 〈f, ~B〉.
Decompose p into functions q, r, h : ω → ω by letting
q(n) = p(3n) r(n) = p(3n+ 1) h(n) = p(3n+ 2)
for each n ∈ ω. As 〈f, ~A〉 is a valid INForONE-in-∆02-instance, the function f is a∆
0
2-approximation to
an infinite set Z. We have that h is the characteristic function of Z. To see this, observe the following
for a given x ∈ ω.
• If lims f(x, s) = 0, then B3x+2 is finite, so h(x) = 0.
• If lims f(x, s) = 1, then B3x+2 is co-finite, so h(x) = 1.
Now proceed as in the proof of Proposition 5.6. By assumption, each x ∈ Z is in at most finitely many
of the sets Ai, so the function r computes a bound b : Z → ω such that (∀x ∈ Z)(i ≥ b(x) → x /∈ Ai)
as before. To compute D, suppose inductively that the numbers x0 < x1 < · · · < xn−1 in Z have
already been added to D. Let m = n + 1 + max{b(xi) : i < n}. The set Z ∩ A
q↾m is infinite, so
choose xn to be the least member of (Z ∩ A
q↾m) \ {xi : i < n}, and add xn to D. The result is that
D ∈ INForONE-in-∆02(〈f,
~A〉), so Φ and Ψ witness that INForONE-in-∆02 ≤W oCOH-in-∆
0
2.
oCOH-in-∆02 ≤W INForONE-in
∗-∆02: The proof is the same as that of the oCOH ≤W INForONE
direction of Proposition 5.6. Again, let pσq ∈ ω denote the number coding the string σ ∈ 2<ω. Let
〈f, ~A〉 be an oCOH-in-∆02-instance. Let Φ be the functional Φ(〈f,
~A〉) = 〈f, ~B〉, where ~B = (Bi : i ∈ ω)
is the sequence given by Bpσq = A
σ \ {x : x ≤ pσq}. Then 〈f, ~B〉 is a valid INForONE-in∗-∆02-instance,
so let D ∈ INForONE-in∗-∆02(〈f,
~B〉). Let Ψ(〈〈f, ~A〉,D〉) be the functional computing a function p
by the same procedure as in the proof of Proposition 5.6. As D ∈ INForONE-in∗-∆02(〈f,
~B〉), we
have that D ⊆∗ Z, where Z is the set approximated by f . The function p has the property that
D ∩ Bpp↾nq is infinite for every n, hence also Z ∩ Bpp↾nq is infinite for every n because D ⊆
∗ Z.
Therefore Z ∩ Ap↾n is infinite for every n, so p ∈ oCOH-in-∆02(〈f,
~A〉). Thus Φ and Ψ witness that
oCOH-in-∆02 ≤W INForONE-in
∗-∆02. 
Lemma 5.8. 3-DNR2 ≤sW oCOH-in-∆
0
2.
Proof. Let p be an input to 3-DNR2. Define a functional Φ(p) = 〈f, ~A〉 as follows. The function f is
a ∆02-approximation to the set
Z =
{
σ ∈ 2<ω :
(
∀e < |σ|
)[
(Φe,|σ|(p
′)(e)↑ → σ(e) = 0) ∧ (Φe,|σ|(p
′)(e)↓ → σ(e) = 1)
]}
of p′-approximations to p′′. To compute f , for each s ∈ ω, let τs ∈ 2
s denote the p-approximation to
p′ where (
∀e < s
)[
(Φe,s(p)(e)↑ → τs(e) = 0) ∧ (Φe,s(p)(e)↓ → τs(e) = 1)
]
.
Now, for σ ∈ 2<ω and s ∈ ω, define f(σ, s) = 1 if(
∀e < |σ|
)[
(Φe,min{|σ|,s}(τs)(e)↑ → σ(e) = 0) ∧ (Φe,min{|σ|,s}(τs)(e)↓ → σ(e) = 1)
]
,
and define f(σ, s) = 0 otherwise. Define ~A = (Ai : i ∈ ω) by Ae = {σ ∈ 2
<ω : Φe,|σ|(σ)(e)↓ = 0}.
The pair 〈f, ~A〉 is a valid oCOH-in-∆02-instance, so let g ∈ oCOH-in-∆
0
2(〈f,
~A〉). Let Ψ be the identity
functional. We show that g is DNR2 relative to p
′′. Suppose that Φe(p
′′)(e)↓ = 0, and let α ⊆ p′′ be
long enough so that Φe,|α|(α)(e)↓ = 0. All but finitely many strings in Z extend α, so Z ⊆
∗ Ae. It
must therefore be that g(e) = 1 because Z ∩ Ae is finite. Now suppose instead that Φe(p
′′)(e)↓ = n
for some n > 0. Reasoning as before, we conclude that all but finitely many of the σ ∈ Z satisfy
Φe,|σ|(σ)(e)↓ = n. Therefore Z ∩Ae is finite, so g(e) = 0. We have shown that
∀e
[
(Φe(p
′′)(e)↓ = 0→ g(e) = 1) ∧ (Φe(p
′′)(e)↓ > 0→ g(e) = 0)
]
.
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Therefore g ∈ 3-DNR2(p), so Φ and Ψ witness that 3-DNR2 ≤sW oCOH-in-∆
0
2. 
Lemma 5.9. INForONE-in∗-∆02 ≤sW RSg.
Proof. Ahead of time, recursively partition ω into three sets ω = W ∪X ∪ Y , and write W = {wi :
i ∈ ω}, X = {xi : i ∈ ω}, and Y = {yi : i ∈ ω}. For example, we may take wi = 3i, xi = 3i + 1,
and yi = 3i+ 2 for each i. Let 〈f, ~A〉 be an INForONE-in
∗-∆02-instance. Define a functional Φ(〈f,
~A〉)
computing the graph G = (V,E) where V = ω =W ∪X ∪ Y and
E ={(wi, yj) ∈W × Y : j < i}
∪ {(wi, xn) ∈W ×X : i < n}
∪ {(xn, yi) ∈ X × Y : n ∈ Ai}
∪ {(xn, xs) ∈ X ×X : (n < s) ∧ (f(n, s) = 0)}.
The graph G is a valid RSg-instance, so let H be an RSg-solution to G. Let Ψ be the functional
Ψ(H) = D, where D = {n ∈ ω : xn ∈ H}. We show that D ∈ INForONE-in
∗-∆02(〈f,
~A〉).
Let Z = lim f . We show that if n ∈ Z, then xn has only finitely many neighbors. Clearly xn has
only finitely many neighbors in W . Among the vertices of Y , (xn, yi) ∈ E if and only if n ∈ Ai. The
pair 〈f, ~A〉 is assumed to be a valid INForONE-in∗-∆02-instance, and n ∈ Z, which means that n is in
only finitely many of the Ai. Thus xn has only finitely many neighbors in Y . Among the vertices of X,
we know that if s is sufficiently large, then (xn, xs) /∈ E. This is because lims f(n, s) = 1 (as n ∈ Z),
but for s > n, (xn, xs) ∈ E if and only if f(n, s) = 0. Thus xn has only finitely many neighbors in X.
Thus if n ∈ Z, then xn has only finitely many neighbors.
Now we show that H ∩X is infinite and therefore that D is infinite. To do this, we first show that
|H ∩W | ≤ 1. Suppose for a contradiction that i < j are such that wi, wj ∈ H. Z is infinite, so let
n > j be such that n ∈ Z. Then xn has at least the two neighbors wi and wj in H. However, xn
cannot have infinitely many neighbors in H because xn has only finitely many neighbors in V . This
is a contradiction, so |H ∩W | ≤ 1. Therefore H ⊆∗ X ∪Y . If |H ∩Y | ≤ 2, then H ⊆∗ X, so H ∩X is
infinite. Suppose instead that |H ∩ Y | ≥ 2 and that i < j are such that yi, yj ∈ H. Let k > j. Then
wk has at least the two neighbors yi and yj in H, so wk must have infinitely many neighbors in H.
Vertex wk has only finitely many neighbors in Y and no neighbors in W , so wk must have infinitely
many neighbors in H ∩X. Therefore H ∩X is infinite in this case as well.
Now we show that |H ∩ {xn : n /∈ Z}| ≤ 1 and therefore that D ⊆
∗ Z. Suppose for a contradiction
that m < n are such that xm, xn ∈ H, but also m,n /∈ Z. Let s0 > n be large enough so that
f(m, s) = f(n, s) = 0 for all s > s0, and, as Z is infinite, let s > s0 be such that s ∈ Z. Then
xs is adjacent to both xm and xn, so xs has at least two neighbors in H. However, xs cannot have
infinitely many neighbors in H because s ∈ Z, which means that xs has only finitely many neighbors
all together. This is a contradiction, so |H ∩ {xn : n /∈ Z}| ≤ 1.
We have shown that D is infinite and that D ⊆∗ Z. To finish the proof, we show that, for every
i ∈ ω, either |D ∩ Ai| = ω or |D ∩ Ai| ≤ 1. Consider an i ∈ ω, suppose that |D ∩ Ai| ≥ 2, and let
m < n be such that m,n ∈ D∩Ai. Then xm, xn ∈ H and yi is adjacent to both xm and xn. Therefore
yi has infinitely many neighbors in H, almost all of which are in X because |H ∩W | ≤ 1 and yi has
no neighbors in Y . That is, N(yi) ∩X ∩H is infinite. This means that D ∩Ai is infinite, as desired.
Therefore D ∈ INForONE-in∗-∆02(〈f,
~A〉), so Φ and Ψ witness that INForONE-in∗-∆02 ≤sW RSg. 
Theorem 5.10. The following multi-valued functions are pairwise Weihrauch equivalent: WKL′′, RSg,
RSgr, 3-DNR2, oCOH-in-∆
0
2, INForONE-in-∆
0
2, and INForONE-in
∗-∆02. In particular,
WKL′′ ≡W RSg ≡W RSgr.
Proof. We have that
RSg ≤sW RSgr
≤sW 3-DNR2 by Lemma 5.3
≤sW oCOH-in-∆
0
2 by Lemma 5.8
≡W INForONE-in-∆
0
2 ≡W INForONE-in
∗-∆02 by Lemma 5.7
≤sW RSg by Lemma 5.9
and that WKL′′ ≡sW 3-DNR2 by Lemma 4.13. 
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The Weihrauch equivalences of Theorem 5.10 can be improved to strong Weihrauch equivalences
by noticing that the multi-valued functions involved are all cylinders. It fact, it suffices to show that
oCOH-in-∆02, INForONE-in-∆
0
2, and INForONE-in
∗-∆02 are cylinders, from which it follows that the
Weihrauch equivalences of Lemma 5.7 can be improved to strong Weihrauch equivalences.
Lemma 5.11. The following multi-valued functions are cylinders:
oCOH, oCOH-in-∆02, INForONE-in-∆
0
2, and INForONE-in
∗-∆02.
Proof. For oCOH, convert a given g ∈ ωω and oCOH-instance ~A into the oCOH-instance ~B where
B2i = Ai
B2〈m,n〉+1 =
{
ω if g(m) = n
∅ if g(m) 6= n.
Let p be an oCOH-solution to ~B, and decompose p as p = q⊕ r. Then q is an oCOH-solution to ~A, and
g can be uniformly computed from r because for each m, g(m) is the unique n such that r(〈m,n〉) = 1.
A similar argument shows that oCOH-in-∆02 is a cylinder.
For INForONE-in-∆02, convert a given g ∈ ω
ω and INForONE-in-∆02-instance 〈f,
~A〉 into the
INForONE-in-∆02-instance 〈h,
~B〉, where h : ω<ω × ω → 2 given by
h(σ, s) =
{
f(|σ|, s) if σ ⊆ g
0 if σ * g
is a∆02-approximation to {g↾n : n ∈ lim f}, andBi = {g↾n : n ∈ Ai}. LetD ∈ INForONE-in-∆
0
2(〈h,
~B〉).
D uniformly computes g because D is an infinite subset of {g↾n : n ∈ ω}. D therefore also uniformly
computes the set {n : g↾n ∈ D}, which is an INForONE-in-∆02-solution to 〈f,
~A〉.
Showing that INForONE-in∗-∆02 is a cylinder is slightly more complicated. Convert a given g ∈ ω
ω
and INForONE-in∗-∆02-instance 〈f,
~A〉 into the INForONE-in∗-∆02-instance 〈h,
~B〉, where h is the ∆02-
approximation to {g↾n : n ∈ lim f} as above, and ~B is given by
B2i = {g↾n : n ∈ Ai}
B2σ+1 = {τ : σ ⊆ τ}.
Each τ is in at most finitely many sets of the form B2i because 〈f, ~A〉 is an INForONE-in
∗-∆02-instance,
and each τ is in at most finitely many sets of the form B2σ+1 because τ ∈ B2σ+1 if and only if σ ⊆ τ .
Thus 〈h, ~B〉 is indeed a INForONE-in∗-∆02-instance. Let D ∈ INForONE-in
∗-∆02(〈h,
~B〉). If σ and τ are
two elements of D with σ ( τ , then σ ⊆ g. To see this, suppose that σ, τ ∈ D and σ ( τ . Then
|D∩B2σ+1| ≥ 2, so |D∩B2σ+1| = ω. However, D ⊆
∗ {g↾n : n ∈ ω}, so if σ * g, then D∩B2σ+1 would
be finite. Thus it must be that σ ⊆ g. D therefore uniformly computes g by the following procedure.
Given n, search for σ, τ ∈ D with |σ| > n and σ ( τ , and output σ(n). Since D uniformly computes
g, D therefore also uniformly computes the set {n : g↾n ∈ D}, which is an INForONE-in∗-∆02-solution
to 〈f, ~A〉 as in the INForONE-in-∆02 case. 
Corollary 5.12. The following multi-valued functions are pairwise strongly Weihrauch equivalent:
WKL′′, RSg, RSgr, 3-DNR2, oCOH-in-∆
0
2, INForONE-in-∆
0
2, and INForONE-in
∗-∆02. In particular,
WKL′′ ≡sW RSg ≡sW RSgr.
Proof. In the proof of Theorem 5.10, the Weihrauch equivalences of Lemma 5.7 can be improved
to strong Weihrauch equivalences because oCOH-in-∆02, INForONE-in-∆
0
2, and INForONE-in
∗-∆02 are
cylinders by Lemma 5.11. 
We end this section with a number of remarks and observations about its results.
First, it follows from Corollary 5.12 that WKL′′, 3-DNR2, RSg, and RSgr are all cylinders because
they are all strongly Weihrauch equivalent to oCOH-in-∆02. It is well-known, and easy to show directly,
thatWKL and its jumps are cylinders (see [2,3]). A proof that each n-DNR2 is a cylinder is also implicit
in the proof of Lemma 5.3. Direct proofs that RSg and RSgr are cylinders can be given using the method
of Proposition 6.2. On the other hand, the multi-valued function INForONE is not a cylinder, which
can be seen by observing that every pair of INForONE instances has a common solution.
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Second, it is possible to short-circuit the proof that 3-DNR2 ≤W RSg by considering the multi-valued
function F which is defined in the same way as INForONE-in∗-∆02, except that the output is restricted
to sets D with |D \ Z| ≤ 1 instead of with D ⊆∗ Z. The proof of Lemma 5.9 already shows that
F ≤sW RSg, and one may show that 3-DNR2 ≤W F by a proof similar to that of Lemma 5.8. However,
we find that INForONE-in-∆02 and INForONE-in
∗-∆02 are more natural problems than F and also that
the equivalence with oCOH-in-∆02 is worth establishing. We hope that the equivalence among WKL
′′,
oCOH-in-∆02, INForONE-in-∆
0
2, and INForONE-in
∗-∆02 will be helpful in future research. Similarly,
using the techniques of this section, one may also show that oCOH ≡sW WKL
′ and therefore that
WKL′ ≡W INForONE ≡W oCOH.
Third, one may wish to consider the versions of RSg and RSgr obtained by restricting the inputs
to graphs with V = ω. Denote these restrictions by RSg↾V=ω and RSgr↾V=ω. It is straightforward
to show that RSg↾V=ω ≡W RSg, that RSgr↾V=ω ≡W RSgr, and therefore that all four multi-valued
functions are pairwise Weihrauch equivalent. Notice, however, that the strong Weihrauch reduction of
Lemma 5.9 builds a graph with V = ω and thus shows that INForONE-in∗-∆02 ≤sW RSg↾V=ω. Therefore
RSg ≤sW RSg↾V=ω ≤sW RSgr↾V=ω ≤sW RSgr ≡sW RSg, hence all four multi-valued functions are in
fact strongly Weihrauch equivalent.
Fourth, for a multi-valued function F : ⊆ωω ⇒ ωω, the parallelization of F is the multi-valued func-
tion corresponding to the problem of solving countably many F-instances simultaneously in parallel.
Definition 5.13. Let F : ⊆ωω ⇒ ωω be a multi-valued function. The parallelization F̂ of F is the
following multi-valued function.
• Input/instance: A sequence (fi : i ∈ ω) with fi ∈ dom(F) for each i ∈ ω.
• Output/solution: A sequence (gi : i ∈ ω) with gi ∈ F(fi) for each i ∈ ω.
We have that R̂T22 ≡W WKL
′′ by [7, Corollary 4.18], so RSg and RSgr are Weihrauch equivalent to
R̂T22 by Theorem 5.10. Hence the relationship between the computational strength of RSg and RT
2
2
can be summarized thusly. The computational strength required to solve one RSg-instance exactly
corresponds to the strength required to solve countably many RT22-instances simultaneously in parallel.
Fifth, let RSg↾LF and RSgr↾LF denote the restrictions of RSg and RSgr to infinite locally finite
graphs. Then RSg↾LF ≡sW RSgr↾LF ≡sW lim. In fact, the proof that RSg↾LF is equivalent to ACA0
over RCA0 essentially establishes a Weihrauch equivalence between RSg↾LF and lim. This gives precise
meaning to the introduction’s claim that the reversal of RSg in Theorem 3.5 does not use the full
computational strength of RSg. The reversal considers only locally finite graphs, thereby establishing
that RCA0 + RSg↾LF ⊢ ACA0. However, RSg↾LF <c RSg because RSg↾LF ≡sW lim <c WKL
′′ ≡sW RSg.
Proposition 5.14. RSg↾LF ≡sW RSgr↾LF ≡sW lim.
Proof. It suffices to show that RSgr↾LF ≤W lim and that lim ≤W RSg↾LF because all three problems
are cylinders (which can be shown for RSg↾LF and RSgr↾LF by the method of Proposition 6.2).
For RSgr↾LF ≤W lim, let G = (V,E) be an infinite locally finite graph. Use lim to compute the
function b : V → Pf(V ) where b(x) = N(x) for all x ∈ V . Then compute an RSg-solution to G by the
same procedure as in the proof of Proposition 3.4.
For lim ≤W RSg↾LF, we use that lim is strongly Weihrauch equivalent to the Turing jump function
J : ωω → ωω given by J(p) = p′ (see, for example, [4, Theorem 6.7]). Given p, uniformly compute
an injection f : ω → ω with ran(f) = p′. Then proceed exactly as in the proof of the reversal in
Theorem 3.5. 
If we insist on the restrictions of RSg and RSgr to locally finite graphs with V = ω, then the resulting
problems are not cylinders (because every pair of instances has a common solution). In this case, we
obtain ≡W in place of ≡sW in the above proposition.
Sixth, we may conclude from Corollary 5.12 that RSg and RSgr have universal instances. RT22, on
the other hand, does not have universal instances [28, Corollary 5.4.8].
Definition 5.15. Let F : ⊆ ωω ⇒ ωω be a multi-valued function, thought of as a mathematical
problem. A universal instance of F is a recursive F-instance f∗ with the property that if g∗ is any
F-solution to f∗ and f is any recursive F-instance, then there is a F-solution g to f with g ≤T g∗.
Corollary 5.16. RSg and RSgr have universal instances.
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Proof. We show that RSg has a universal instance. The argument for RSgr is similar.
By Corollary 5.12, let Φ and Ψ be functionals witnessing that 3-DNR2 ≤sW RSg, and let Φ̂ and Ψ̂
be functionals witnessing that RSg ≤sW 3-DNR2. Let 0 denote the the function with constant value 0,
and let G∗ = Φ(0). The function 0 is a valid 3-DNR2-instance, so G∗ is a valid RSg-instance. We show
that G∗ is universal. First, G∗ is recursive because 0 is recursive. Now, let H∗ be any RSg-solution to
G∗, and let G be any recursive RSg-instance. Let p = Φ̂(G), which is recursive and therefore satisfies
p′′ ≡T 0
′′. Let f∗ = Ψ(H∗), which is DNR2 relative to 0
′′ and therefore computes a function f that
is DNR2 relative to p
′′. This f is a 3-DNR2-solution to p, so Ψ̂(f) is an RSg-solution to G. We have
that Ψ̂(f) ≤T f ≤T f∗ ≤T H∗, so H∗ computes an RSg-solution to G. 
More generally, one may show that if F and G are Weihrauch equivalent problems and F has a
universal instance, then so does G. The Weihrauch equivalence between RSg and WKL′′ also yields
the following degree-theoretic corollary.
Corollary 5.17. Let a be any Turing degree. A Turing degree b computes solutions to every RSg-
instance G ≤T a if and only if b is PA relative to a
′′. The statement also holds with RSgr in place of
RSg.
6. The weak Rival–Sands theorem in the Weihrauch degrees and the computable
degrees
In this section, we compare the Weihrauch degree and the computable degree of the weak Rival–
Sands theorem to those of RT22, its consequences, and other familiar benchmarks. The general theme
is that although wRSg and RT22 are equivalent over RCA0, wRSg is much weaker than RT
2
2 in the
Weihrauch degrees and in the computable degrees. This justifies our description of wRSg as a weaker
formalization of RT22.
Multi-valued functions corresponding to the weak Rival–Sands theorem and its refined version are
defined as follows.
Definition 6.1.
• wRSg is the following multi-valued function.
– Input/instance: An infinite graph G = (V,E).
– Output/solution: An infinite H ⊆ V such that, for all v ∈ H, either |H ∩ N(v)| = ω or
|H ∩N(v)| ≤ 1.
• wRSgr is the following multi-valued function.
– Input/instance: An infinite graph G = (V,E).
– Output/solution: An infinite H ⊆ V such that for all v ∈ H, either |H ∩ N(v)| = ω or
|H ∩N(v)| = 0.
Clearly wRSg ≤sW wRSgr because given a graph G, every wRSgr-solution to G is also a wRSg-
solution to G. We do not know if this reduction reverses. That is, we do not know if wRSgr ≤W wRSg.
We do however show that wRSgr ≤c wRSg in Proposition 6.4 below.
One may also wish to consider the restrictions wRSg↾V=ω and wRSgr↾V=ω of wRSg and wRSgr to
input graphs with V = ω. In the case of RSg, the restriction makes no difference. In the case of
wRSg, the difference between wRSg↾V=ω and wRSg reflects the difference between ≤sW and ≤W. The
problem wRSg↾V=ω is not a cylinder, and wRSg is its cylindrification. Thus wRSg↾V=ω ≡W wRSg, but
wRSg↾V=ω <sW wRSg. The same comments apply to wRSgr.
Proposition 6.2.
(1) wRSg↾V=ω and wRSgr↾V=ω are not cylinders.
(2) wRSg ≡sW id× wRSg↾V=ω and wRSgr ≡sW id× wRSgr↾V=ω.
Proof. We prove both items for wRSg. The proofs for wRSgr are analogous.
For item (1), it suffices to observe that every pair of wRSg↾V=ω-instances has a common solution. It
follows that id sW wRSg↾V=ω, so wRSg↾V=ω is not a cylinder. Let G0 = (ω,E0) and G1 = (ω,E1) be
two wRSg↾V=ω-instances. Let H0 be an infinite homogeneous set for G0 (i.e., either an infinite clique
or an infinite independent set). Let G1↾H0 = (H0, E1 ∩ [H0]
2) be the subgraph of G1 induced by H0.
Let H be an infinite homogeneous set for G1↾H0. Then H is homogeneous for both G0 and G1, so it
is a wRSg↾V=ω-solution to both G0 and G1.
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For item (2), we first show that id × wRSg↾V=ω ≤sW wRSg. Let p ∈ ω
ω, and let G = (ω,E) be
a wRSg↾V=ω-instance. Let Φ be the functional given by Φ(〈p,G〉) = Ĝ = (V, Ê), where V = {p↾n :
n ∈ ω} and Ê = {(p↾m, p↾n) : (m,n) ∈ E}. Let Ĥ be a wRSg-solution to Ĝ. Define a functional
Ψ(Ĥ) computing a pair 〈q,H〉 as follows. To compute q, given n search for a σ ∈ Ĥ with |σ| > n and
output q(n) = σ(n). To compute H, take H = {n : q↾n ∈ Ĥ}. The set Ĥ consists of infinitely many
initial segments of p, so in fact we computed q = p and H = {n : p↾n ∈ Ĥ}. Furthermore, H is a
wRSg↾V=ω-solution to G because the function n 7→ p↾n is an isomorphism between G and Ĝ. Thus Φ
and Ψ witness that id× wRSg↾V=ω ≤sW wRSg.
Now we show that wRSg ≤sW id × wRSg↾V=ω. Let G = (V,E) be a wRSg-instance. Let Φ be
the functional given by Φ(G) = 〈p, Ĝ〉, where p : ω → V enumerates V in increasing order, and
Ĝ = (ω, Ê) is the graph with Ê = {(m,n) : (p(m), p(n)) ∈ E}. Then 〈p, Ĝ〉 is a (id × wRSg↾V=ω)-
instance. Let 〈p, Ĥ〉 be a (id× wRSg↾V=ω)-solution. Define a functional Ψ(〈p, Ĥ〉) computing the set
H = {v : p−1(v) ∈ Ĥ}. Then H is a wRSg-solution to G because p is an isomorphism between Ĝ and
G. Thus Φ and Ψ witness that wRSg ≤sW id× wRSg↾V=ω. 
Many of the arguments in the rest of this section are based on the observations made in the following
lemma.
Lemma 6.3. Let G = (V,E) be an infinite graph.
(1) If K ⊆ V is an infinite set such that |K ∩N(x)| < ω for every x ∈ K, then G⊕K computes
an infinite independent set C ⊆ K.
(2) Let F = {x ∈ V : |N(x)| < ω}.
(a) If F is finite, then V \ F ≤T G is a wRSgr-solution to G.
(b) If F is infinite, then G has an infinite independent set C ≤T G
′.
(3) Assume that no H ≤T G is a wRSgr-solution to G.
(a) Then G has an infinite independent set.
(b) Let D be a finite independent set, and let σ ∈ 2<ω be a characteristic string of D: |σ| >
max(D) and (∀n < |σ|)(σ(n) = 1 ↔ n ∈ D). Then σ extends to the characteristic
function of a wRSgr-solution to G.
Proof. (1): Suppose that K is infinite and that |K ∩ N(x)| < ω for every x ∈ K. To compute an
infinite independent set C = {x0, x1, . . . } ⊆ K from G⊕K, let x0 be the first element of K, and let
xn+1 be the first element of K that is > xn and not adjacent to any of {x0, . . . , xn}.
(2): Let F = {x ∈ V : |N(x)| < ω}. If F is finite, then I = V \ F is infinite, I ≤T G, and
|I ∩ N(x)| = ω for every x ∈ I. Thus I ≤T G is a wRSgr-solution to G. Suppose instead that F is
infinite. Then there is an infinite F0 ⊆ F with F0 ≤T G
′ because F is r.e. relative to G′. F0 satisfies
|F0 ∩ N(x)| < ω for every x ∈ F0, so there is an infinite independent set C ≤T G ⊕ F0 ≤T G
′ by (1)
with K = F0.
(3): Assume that no H ≤T G is a wRSgr-solution to G. For (3a), if G has no infinite independent
set, then there would be a wRSgr-solution H ≤T G by (2). For (3b), let σ ∈ 2
<ω be a characteristic
string of a finite independent set D. Again, let F = {x ∈ V : |N(x)| < ω} and let I = V \ F . If
I is finite, then F is infinite, F ≤T G, and, by definition, |F ∩ N(x)| < ω for every x ∈ F . Thus
by (1), there is an infinite independent C ≤T G ⊕ F ≡T G. This contradicts that no H ≤T G is a
wRSgr-solution to G. (In this case, one may alternatively show that σ extends to a wRSgr-solution to
G.)
Now suppose that I is infinite. Further suppose that there is an x ∈ I with |I ∩N(x)| < ω. That is,
x has infinitely many neighbors, but only finitely many neighbors of x have infinitely many neighbors.
In this case, let K = N(x) \ I. Then K is infinite and |K ∩N(y)| < ω for every y ∈ K. Furthermore,
K ≤T G because |I ∩ N(x)| < ω. Thus by (1), there is an infinite independent C ≤T G ⊕K ≤T G.
This again contradicts that no H ≤T G is a wRSgr-solution to G.
Finally, suppose that I is infinite and that |I ∩N(x)| = ω for every x ∈ I. Let n be greater than
|σ| and the maximum element of
⋃
v∈D∩F N(v). Let H = D ∪ {x ∈ I : x > n}. It is clear that
σ ⊆ H. To see that H is a wRSgr-solution to G, consider a v ∈ H. Either v ∈ D ∩ F or v ∈ I. If
v ∈ D ∩ F , then |D ∩N(v)| = 0 because D is independent, and |{x ∈ I : x > n} ∩N(v)| = 0 by the
choice of n. Hence |H ∩N(v)| = 0. If v ∈ I, then |I ∩N(v)| = ω by assumption, and therefore also
|{x ∈ I : x > n} ∩N(v)| = ω. So |H ∩N(v)| = ω. Thus H is a wRSgr-solution to G. 
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First, we show that wRSgr ≤c wRSg.
Proposition 6.4. wRSgr ≤c wRSg. Hence wRSg ≡c wRSgr.
Proof. Let G = (V,E) be a wRSgr-instance. Then G is also a wRSg-instance, so let H be a wRSg-
solution to G. We show that there is a wRSgr-solution Ĥ to G with Ĥ ≤T G⊕H.
Let I = {x ∈ H : |H ∩N(x)| = ω}. Notice that also I = {x ∈ H : |H ∩N(x)| ≥ 2} because H is a
wRSg-solution to G. Therefore I is r.e. relative to G⊕H. Now consider three cases.
Case 1: The set I is finite. Let K = H \ I. Then K is infinite, K ≡T H, and |K ∩N(x)| < ω for
every x ∈ K. Thus by Lemma 6.3 item (1), there is an infinite independent Ĥ ≤T G⊕K ≡T G⊕H,
which is a wRSgr-solution to G.
Case 2: There is a v ∈ I with |I ∩ N(v)| < ω. Let K = (H ∩ N(v)) \ I. Then K is infinite and
K ≤T G⊕H because H ∩N(v) is infinite, H ∩N(v) ≤T G⊕H, and I ∩N(v) is finite. Furthermore,
|K ∩ N(x)| < ω for every x ∈ K. Thus by Lemma 6.3 item (1), there is an infinite independent
Ĥ ≤T G⊕K ≤T G⊕H, which is a wRSgr-solution to G.
Case 3: I is infinite and |I ∩N(v)| = ω for every v ∈ I. In this case we compute a set Ĥ ≤T G⊕H
with Ĥ ⊆ I and |Ĥ ∩N(x)| = ω for each x ∈ Ĥ. This Ĥ is thus a wRSgr-solution to G. To compute
Ĥ = {x0, x1, . . . }, let x0 be the first element of I. To find xn+1, decompose n as n = 〈m, s〉, search for
a y ∈ I ∩ N(xm) with y > xn, and set xn+1 = y. Such a y exists because xm ∈ I and every element
of I has infinitely many neighbors in I. The search for y can be done effectively relative to G ⊕ H
because I is r.e. relative to G⊕H. Finally, |Ĥ ∩N(x)| = ω for each x ∈ Ĥ because xn+1 is adjacent
to xm whenever n is of the form 〈m, s〉. 
Question 6.5. Does wRSgr ≤W wRSg hold?
We may situate wRSg in the computable degrees by combining Lemma 6.3 and the proof of Theo-
rem 3.6 with established results concerning RT22 and its consequences. Recall that the chain/anti-chain
principle (CAC) of [20] states that every infinite partial order contains either an infinite chain or an
infinite anti-chain.
Proposition 6.6. In the computable degrees, wRSg is
• strictly below RT22 and lim;
• strictly above ADS and SRT22;
• incomparable with CAC.
Proof. Trivially wRSg ≤sW RT
2
2, hence wRSg ≤c RT
2
2. That RT
2
2 c wRSg is because every wRSg-
instance G has a solution H ≤T G′ by Lemma 6.3 item (2), whereas by [22, Theorem 3.1] there are
recursive RT22-instances with no solution recursive in 0
′.
As mentioned in the proof of Proposition 5.14, lim is strongly Weihrauch equivalent, hence com-
putably equivalent, to the Turing jump function J. Every wRSg-instance G has a solution H ≤T G
′
by Lemma 6.3 item (2), so wRSg ≤c lim. That lim c wRSg follows from the cone-avoidance result for
RT22: by [35, Theorem 2.1], every recursive infinite graph has a homogeneous set, hence wRSg-solution,
that does not compute 0′.
For ADS ≤c wRSg and SRT
2
2 ≤c wRSg, see the proof of the RCA0 ⊢ wRSg → RT
2
2 direction
of Theorem 3.6. The arguments showing that wRSg implies ADS and SRT22 over RCA0 describe
computable reductions from ADS and SRT22 to wRSg. For the non-reductions, by the results of [20,
Section 2], there are ω-models of ADS that are not models of RT22 and therefore not models of wRSg.
Hence wRSg c ADS. By impressive recent work of Monin and Patey [29], there are also ω-models of
SRT22 that are not models of RT
2
2 and therefore not models of wRSg. Hence wRSg c SRT
2
2.
That CAC c wRSg is because again every wRSg-instance G has a solution H ≤T G′, whereas
by [16, Theorem 3.1] there are recursive CAC-instances with no solution recursive in 0′. That wRSg c
CAC follows from fact that there are ω-models of CAC that are not models of RT22 and therefore not
models of wRSg, as shown in [20, Section 3]. 
We remark that Proposition 6.6 implies that COH <c wRSg as well because COH ≤c ADS (by
Proposition 4.20, for example).
We return to the Weihrauch degrees and first show that SADC W wRSgr. As SADC is below
both ADS and SRT22 in the Weihrauch degrees (see [1], for example), this implies that the computable
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reductions ADS <c wRSgr and SRT
2
2 <c wRSgr cannot be improved to Weihrauch reductions. We also
show that DNR W wRSgr.
Theorem 6.7. SADC W wRSgr.
Proof. Suppose for a contradiction that SADC ≤W wRSgr is witnessed by Turing functionals Φ and
Ψ. By a well-known result independently of Tennenbaum and Denisov (see [34, Theorem 16.54], for
example), there is a recursive linear order L = (ω,<L) with L ∼= ω + ω
∗ that has no infinite recursive
ascending or descending sequence. If ℓ ∈ L has finitely many <L-predecessors, then say that ℓ is in
the ω-part of L; and if ℓ has finitely many <L-successors, then say that ℓ is in the ω
∗-part of L. Notice
that no infinite r.e. set is contained entirely in the ω-part of L, as such a set could be thinned to a
recursive ascending sequence. Similarly, no infinite r.e. set is contained entirely in the ω∗-part of L.
The linear order L is a recursive SADC-instance, so G = Φ(L) is a recursive wRSgr-instance. Write
G = (V,E). G cannot have a recursive wRSgr-solution because if there were a recursive solution H to
G, then Ψ(〈L,H〉) would be a recursive SADC-solution to L, which would be an infinite recursive set
either entirely contained in the ω-part of L or entirely contained in the ω∗-part of L. Therefore G has
an infinite independent set C by Lemma 6.3 item (3a). This C is a wRSgr-solution to G, so Ψ(〈L,C〉)
is a SADC-solution to L. In particular, Ψ(〈L,C〉) is infinite. Fix any x ∈ Ψ(〈L,C〉), and assume for
the sake of argument that x is in the ω-part of L (the ω∗-part case is symmetric). Let R be the r.e.
set
R =
{
y : there is a finite independent set D ⊆ V with x, y ∈ Ψ(〈L,D〉)
}
.
Notice that if y ∈ Ψ(〈L,C〉), then any sufficiently long initial segment D of C witnesses that y ∈ R.
Thus Ψ(〈L,C〉) ⊆ R. In particular, R is infinite. However, R is r.e., so it cannot be entirely contained
in the ω-part of L. Therefore there must be a y ∈ R that is in the ω∗-part of L. Let D be a finite
independent set witnessing that y ∈ R. By Lemma 6.3 item (3b), the characteristic string of D
extends to the characteristic function of a wRSgr-solution H to G. However, x, y ∈ Ψ(〈L,H〉), x is
in the ω-part of L, and y is in the ω∗-part of L. Thus Ψ(〈L,H〉) can be neither an infinite ascending
chain nor an infinite descending chain. Thus Φ and Ψ do not witness that SADC ≤W wRSgr, so
SADC W wRSgr. 
Theorem 6.8. DNR W wRSgr.
Proof. The proof is similar to the proof of Theorem 6.7. Suppose for a contradiction that DNR ≤W
wRSgr is witnessed by Turing functionals Φ and Ψ. Let p : ω → ω be any recursive function. Then p
is a recursive DNR-instance, so G = Φ(p) is a recursive wRSgr-instance. Write G = (V,E). G cannot
have a recursive wRSgr-solution because if there were a recursive solution H to G, then Ψ(〈p,H〉)
would be a contradictory recursive DNR-solution to p. Thus G has an infinite independent set C by
Lemma 6.3 item (3a). This C is a wRSgr-solution to G, so Ψ(〈p,C〉) is DNR relative to p.
Compute a function g : ω → ω as follows. On input e, g(e) searches for a finite independent set
D ⊆ V such that Ψ(〈p,D〉)(e)↓ and outputs the value of Ψ(〈p,D〉)(e) for the first such D found. The
function g is total because Ψ(〈p,C〉) is total: for any e, any sufficiently long initial segment D of C is
a finite independent set for which Ψ(〈p,D〉)(e)↓. The function g is recursive, so it is not DNR relative
to p. So there is an e such that g(e) = Φe(p)(e). By the definition of g, there is a finite independent
set D such that Ψ(〈p,D〉)(e) = g(e) = Φe(p)(e). By Lemma 6.3 item (3b), the characteristic string of
D extends to the characteristic function of a wRSgr-solution H to G. Then Ψ(〈p,H〉)(e) = Φe(p)(e),
so Ψ(〈p,H〉) is not a DNR-solution to p. Thus Φ and Ψ do not witness that DNR ≤W wRSgr, so
DNR W wRSgr. 
On the positive side, we show that COH ≤sW wRSg and that RT
1
<∞ ≤sW wRSg.
Theorem 6.9. COH ≤sW wRSg.
Proof. It suffices to show that CADS ≤W wRSg because CADS ≡W COH by Proposition 4.20 and
because wRSg is a cylinder by Proposition 6.2.
Let L = (L,<L) be a CADS-instance. Define a functional Φ(L) computing the graph G = (V,E)
where V = L and
E = {(m,n) : (m,n ∈ V ) ∧ (m < n) ∧ (m <L n)}.
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The graph G is a valid wRSg-instance, so let H be a wRSg-solution to G. We define a functional
Ψ(〈L,H〉) computing a set C ⊆ L which will be a suborder of L either of type ω∗, of type 1 + ω∗, or
of type ω + k for some finite linear order k.
Using Φ, we may compute Φ(L) = G. Using G and H, we may enumerate the set R = {x ∈ H :
|H ∩N(x)| ≥ 2}. We claim that if |R| ≥ 2, then every x ∈ R has infinitely many <L-successors in R.
To see this, suppose that |R| ≥ 2, let x ∈ R, and let z ∈ R be different from x. Then |H ∩N(x)| ≥ 2
and |H ∩ N(z)| ≥ 2. Therefore |H ∩ N(x)| = ω and |H ∩ N(z)| = ω because H is a wRSg-solution
to G. Let w denote the <L-maximum of x and z. Then any sufficiently large y ∈ H ∩N(w) satisfies
y > x, y > z, y >L x, and y >L z. Thus any such y is in R because y ∈ H and x, z ∈ H ∩ N(y).
Therefore there are infinitely many y ∈ R with y >L x.
To compute C = {x0, x1, . . . }, first enumerate H in <-increasing order as h0 < h1 < h2 < · · · . For
each s, let Hs = {h0, . . . , hs}. Take xn = hn until possibly reaching an s0 for which there are distinct
u, v ∈ Hs0 with |Hs0 ∩N(u)| ≥ 2 and |Hs0 ∩N(v)| ≥ 2. If such an s0 is reached, then Hs0 witnesses
that u, v ∈ R. Thus R is infinite by the claim, so we may switch to computing an ascending sequence
in R. Search for a y ∈ R with y > xs0−1 and set xs0 = y. Having determined xs for some s ≥ s0,
search for a y ∈ R with y > xs and y >L xs, which exists by the claim, and set xs+1 = y.
We now show that C is a suborder of L either of type ω∗, of type 1 + ω∗, or of type ω+ k for some
finite linear order k. First suppose that there is an s0 for which there are distinct u, v ∈ Hs0 with
|Hs0 ∩N(u)| ≥ 2 and |Hs0 ∩N(v)| ≥ 2. Then {xn : n ≥ s0} is an ascending sequence in L, so C is a
suborder of L of type ω+k for some finite linear order k. If there is no such s0, then C = H, which in
this case is a suborder of L either of type ω∗ or of type 1+ω∗. To see this, suppose for a contradiction
that there are a < b such that both ha and hb have infinitely many <L-successors in H. Then there
are infinitely many n with hn >L ha, hb. In particular, there are n > m > b with hm >L ha, hb and
hn >L ha, hb. But then ha, hb ∈ Hn; ha, hb ∈ N(hm); and ha, hb ∈ N(hn). So for s0 = n there are
u = ha and v = hb with |Hs0 ∩ N(u)| ≥ 2 and |Hs0 ∩N(v)| ≥ 2, contradicting that there is no such
s0. 
The proof that RT1<∞ ≤sW wRSg is similar to Hirst’s proof that RCA0 + RT
2
2 ⊢ RT
1
<∞ from [21].
Proposition 6.10. RT1<∞ ≤sW wRSg.
Proof. It suffices to show that RT1<∞ ≤W wRSg because wRSg is a cylinder by Proposition 6.2. Let c
be an RT1<∞-instance. Define a functional Φ(c) computing the graph G = (ω,E) where E = {(m,n) :
c(m) = c(n)}. The graph G is a valid wRSg-instance, so let H be a wRSg-solution to G. Let Ψ(〈c,H〉)
be a functional that computes G = Φ(c), searches for an x ∈ H with |H ∩ N(x)| ≥ 2, and outputs
the set H ∩N(x) for the first such x found. There must be such an x because G is a disjoint union
of finitely many complete graphs (depending on the size of ran(c)), and thus H must have infinite
intersection with one of these components. The set H ∩N(x) is infinite because H is a wRSg-solution
to G, and it is monochromatic because c(y) = c(x) for all y ∈ H ∩N(x). 
We are ready to summarize the position of wRSg and wRSgr in the Weihrauch degrees. Notice that
the uniform computational content of wRSg and wRSgr is considerably less than that of RT22: RT
2
2 is
above both DNR and SADC in the Weihrauch degrees, but wRSgr is above neither of these problems.
Theorem 6.11. In the Weihrauch degrees, wRSg and wRSgr are
• strictly below RT22;
• strictly above COH and RT1<∞;
• incomparable with lim, SRT22, SADC, and DNR.
Proof. Trivially wRSgr ≤sW RT
2
2. That RT
2
2 W wRSgr follows from the stronger non-reduction
RT22 c wRSgr of Proposition 6.6.
We have that COH ≤sW wRSg and that RT
1
<∞ ≤sW wRSg by Theorem 6.9 and Proposition 6.10.
These reductions are strict (indeed, the corresponding computable reductions are strict) because there
are ω-models of COH that are not models of RT22, hence not models of wRSg, by the results of [20,
Section 2], for example; and because every recursive RT1<∞-instance has a recursive solution.
We now show the incomparabilities. Straightforward arguments show that SADC ≤sW SRT
2
2 and
that DNR ≤sW lim, so it suffices to show that wRSgr is above neither SADC nor DNR and that wRSg
is below neither SRT22 nor lim. Theorems 6.7 and 6.8 give SADC W wRSgr and DNR W wRSgr.
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COH
DNR
wRSgr
wRSg
RT22
CAC
ADS
CADS
SRT22
SCAC
SADS
SADC
RT1<∞
Figure 1. Weihrauch reductions and non-reductions in the neighborhood of RT22. An
arrow indicates that the target principle Weihrauch reduces to the source principle. No
further arrows may be added, except those that may be inferred by following the arrows
drawn. No arrows reverse, except the double arrow indicating that COH ≡W CADS
and possibly the arrow indicating that wRSg ≤W wRSgr. The reductions and non-
reductions (often in the form of ω-model separations) not proved here may be found
in [1, 7, 11,18–20,25,31].
We have that wRSg W SRT
2
2 because COH ≤sW wRSg as mentioned above, but COH W SRT
2
2
by [11, Corollary 4.5]. Finally, wRSg W lim because RT
1
<∞ ≤sW wRSg as mentioned above, but
RT1<∞ W lim by [7, Corollary 4.20]. 
From Proposition 6.10 and Theorem 6.11, one may deduce that wRSg and wRSgr are Weihrauch
incomparable with a number of other principles, such as ADS, CAC, and its stable version SCAC.
Figure 1 depicts the position of wRSg and wRSgr relative to a number of principles below RT22 in the
Weihrauch degrees.
As RCA0 + wRSg ⊢ RT
2
2 but RT
2
2 W wRSg, it is natural to ask what must be added to wRSg to
obtain RT22. In particular, we ask how many applications of wRSg are necessary to obtain RT
2
2. This
question can be formalized by considering compositional products.
Theorem 6.12 (see [3, 6]). Let F and G be multi-valued functions. The set
{F0 ◦ G0 : (F0 ≤W F) ∧ (G0 ≤W G) ∧ (F0 and G0 are composable)}
has a ≤W-maximum element up to Weihrauch degree. In a slight abuse of terminology and notation,
this maximum element is called the compositional product of F and G and is denoted F ∗ G.
To show that H ≤W F ∗ G for multi-valued functions F ,G,H : ⊆ ω
ω ⇒ ωω, it suffices to exhibit
Turing functionals Φ, Θ, Ψ such that for all p ∈ dom(H),
• Φ(p) ∈ dom(G);
• Θ(〈p, q〉) ∈ dom(F) for all q ∈ G(Φ(p));
• Ψ(〈〈p, q〉, r〉) ∈ H(p) for all q ∈ G(Φ(p)) and all r ∈ F(Θ(〈p, q〉)).
We show that an application of two parallel instances of the limited principle of omniscience (LPO)
suffices to overcome the non-uniformities in the proof that SRT22 ≤c wRSg, yielding that SRT
2
2 ≤W
(LPO × LPO) ∗ wRSg. In the case of wRSgr, one application of LPO suffices: SRT22 ≤W LPO ∗ wRSgr.
As RT22 ≤W SRT
2
2 ∗ COH, we conclude that RT
2
2 ≤W (LPO × LPO) ∗ wRSg ∗ COH. It follows that
RT22 ≤W wRSg ∗ wRSg ∗ wRSg because below we observe that (LPO× LPO) ≤W wRSg, and COH ≤W
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wRSg by Theorem 6.9. Thus three applications of wRSg suffice to obtain RT22. We do not know if two
applications suffice.
A function corresponding to LPO is defined as follows.
Definition 6.13. LPO is the following function.
• Input/instance: A function p ∈ ωω.
• Output/solution: Output 0 if there is an n such that p(n) = 0. Output 1 if p(n) 6= 0 for every
n.
Theorem 6.14.
(1) SRT22 ≤W LPO ∗ wRSgr.
(2) SRT22 ≤W (LPO× LPO) ∗ wRSg.
Proof. For (1), let c : [ω]2 → {0, 1} be an SRT22-instance. Using c, compute the graph G = (ω,E) with
E = {(n, s) : (n < s)∧ (c(n, s) = 1)}. Let H be a wRSgr-solution to G. We use an application of LPO
to determine whether or not H contains two adjacent vertices. Using G and H, uniformly compute
a function p : ω → {0, 1} by setting p(n) = 0 if any two of the least n elements of H are adjacent,
and by setting p(n) = 1 otherwise. Let b = LPO(p). If b = 1, then H is an independent set and
hence an SRT22-solution to c. Thus output H. If b = 0, then H contains a pair of adjacent vertices.
Notice that if u ∈ H has a neighbor in H, then H ∩ N(u) is infinite because H is a wRSgr-solution
to G. Furthermore, such a u is adjacent to almost every vertex in G because c is stable. Compute
an infinite clique K = {x0, x1, . . . } uniformly from G and H as follows. First, search for any x0 ∈ H
with |H ∩N(x0)| ≥ 1. Having determined a finite clique {x0, . . . , xn} ⊆ H, search for the first vertex
xn+1 ∈ H that is adjacent to each xi for i ≤ n. Such an xn+1 exists because each xi for i ≤ n is
adjacent to almost every vertex of H. The resulting K is an infinite clique and hence an SRT22-solution
to c.
For (2), again let c : [ω]2 → {0, 1} be an SRT22-instance, and again compute the graph G = (ω,E)
with E = {(n, s) : (n < s)∧(c(n, s) = 1)}. Let H be a wRSg-solution to G. Refine H to eliminate bars,
i.e., pairs of vertices in H where each is the only vertex of H adjacent to the other. To do this, compute
an infinite Ĥ ⊆ H by skipping the first neighbor of each vertex already added to Ĥ. Enumerate H
in increasing order as h0 < h1 < h2 < · · · . Let Ĥ0 = {h0}. Given Ĥn, consider hn+1. If there is
a u ∈ Ĥn such that hn+1 is the least element of H ∩ N(u), then skip hn+1 by putting Ĥn+1 = Ĥn.
Otherwise, put Ĥn+1 = Ĥn ∪ {hn+1}. Let Ĥ =
⋃
n∈ω Ĥn, which can be computed uniformly from
G and H because at stage n we determine whether or not hn is in Ĥ. If x, y ∈ H are adjacent to
each other but to no other vertices of H, then only min{x, y} is in Ĥ. If x ∈ Ĥ has infinitely many
neighbors in H, then it is adjacent to almost every vertex in G because c is stable, and therefore x
also has infinitely many neighbors in Ĥ.
Call a clique of size three a triangle. The set Ĥ is either an independent set, contains edges but no
triangles, or contains triangles. Using G and Ĥ, uniformly compute two LPO-instances p, q : ω → {0, 1}
to determine if Ĥ contains edges or triangles. Set p(n) = 0 if any two of the least n elements of Ĥ
are adjacent, and set p(n) = 1 otherwise. Set q(n) = 0 if any three of the least n elements of Ĥ
form a triangle, and set q(n) = 1 otherwise. Let (a, b) = (LPO × LPO)(p, q). If (a, b) = (1, 1), then
Ĥ contains no edges; if (a, b) = (0, 1), then Ĥ contains edges but not triangles; and if (a, b) = (0, 0),
then Ĥ contains triangles. Output (1, 0) is not possible because if Ĥ contains triangles, then it also
contains edges.
If Ĥ contains no edges, then it is an independent set and hence an SRT22-solution to c. Thus output
Ĥ.
Suppose that Ĥ contains edges but not triangles, and suppose that x, y ∈ Ĥ are adjacent. If neither
x nor y has any other neighbors in H, then only one of them would be in Ĥ. Therefore either x or y
has at least two, and therefore infinitely many, neighbors in H. So either x or y has infinitely many
neighbors in Ĥ. Thus there is a z ∈ Ĥ with Ĥ ∩N(z) infinite. We can therefore compute an infinite
independent set, hence an SRT22-solution to c, uniformly from G and Ĥ by searching for a z ∈ Ĥ with
|Ĥ ∩N(z)| ≥ 2 and outputting Ĥ ∩N(z). We have just seen that such a z exists. If |Ĥ ∩N(z)| ≥ 2,
then |H ∩N(z)| ≥ 2, so H ∩N(z) is infinite, so Ĥ ∩N(z) is infinite. Finally, Ĥ ∩N(z) is independent
because Ĥ contains no triangles.
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If Ĥ contains a triangle, thenH contains a triangle, so there are distinct x, y ∈ H with |H∩N(x)| ≥ 2
and |H ∩N(y)| ≥ 2. Then H ∩ N(x) and H ∩ N(y) are both infinite because H is a wRSg-solution
to G. The coloring c is stable, which means that x and y are adjacent to almost every vertex of G.
Thus almost every vertex of H is adjacent to both x and y, and therefore is adjacent to almost every
other vertex of H. Compute an infinite clique K as in (1), except this time start by searching for
any distinct x0, x1 ∈ H with |H ∩ N(x0)| ≥ 2 and |H ∩ N(x1)| ≥ 2. The resulting clique K is an
SRT22-solution to c. 
Corollary 6.15. RT22 ≤W (LPO× LPO) ∗ wRSg ∗ COH. Therefore RT
2
2 ≤W wRSg ∗ wRSg ∗ wRSg.
Proof. We have that RT22 ≤W SRT
2
2 ∗ COH, and SRT
2
2 ≤W (LPO × LPO) ∗ wRSg by Theorem 6.14.
Therefore RT22 ≤W (LPO× LPO) ∗ wRSg ∗ COH. That RT
2
2 ≤W wRSg ∗ wRSg ∗ wRSg follows because
LPO×LPO ≤W wRSg and COH ≤W wRSg. Theorem 6.9 gives us COH ≤W wRSg. It is straightforward
to show that LPO ≤W RT
1
2 and that RT
1
2 × RT
1
2 ≤W RT
1
4 (see also [10, Proposition 2.1]). Therefore
LPO× LPO ≤W RT
1
2 × RT
1
2 ≤W RT
1
4 ≤W RT
1
<∞ ≤W wRSg,
where the last reduction is by Proposition 6.10. 
Hence three applications of wRSg (or of wRSgr) suffice to obtain RT22. We do not know if two
applications suffice.
Question 6.16. Does RT22 ≤W wRSg ∗ wRSg hold? Does RT
2
2 ≤W wRSgr ∗ wRSgr hold?
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