ABSTRACT This paper investigates the robust control invariance of probabilistic Boolean control networks via the technique of semi-tensor product. Some essential conditions are obtained to check whether the set is a robust event-triggered control invariant set (RETCIS) through the given event-triggeredcontroller (ETC). Moreover, an algorithm is designed for ETC to ensure that the given set is RETCIS. At last, a model of the apoptosis network shows the effectiveness of the main results.
I. INTRODUCTION
Boolean networks (BNs), first introduced by Kauffman [1] , which have attached considerable attention from many experts and scholars because of its simplicity and potential. As a valuable tool for bio-genetic engineering, BNs have been widely used to describe, analyze and simulate the genetic regulatory networks and cellular networks [2] . In BNs, each node has two values (1 or 0), which can represent a gene state (false or true). The state of each node updates via some logical functions at every discrete times. When binary inputs and outputs are considered, BNs are called Boolean control networks (BCNs). The arise of semi-tensor product (STP) which first proposed by Cheng et al. [3] and [4] provide a powerful tool to study many classical control theory problems in BCNs. Using STP, the Grain-like cascade feedback shift registers have been investigated [5] and a BCN can be converted into a standard discrete-time linear system [6] . After that, there are many useful and interesting results in BNs and BCNs, such as the stability [7] - [9] , the observability [11] , [12] , the controllability [13] - [17] , the topological structure [18] , [19] , the optimal control [20] - [22] , the synchronization issue [23] , as well as the pinning control [24] , etc.
It is noted that BCNs can characterize many features in the genetic regulatory networks, which are deterministic networks without stochastic phenomena. Unlike the classical BCNs, a probabilistic Boolean control network (PBCN) considers the stochastic phenomena, and it is a very meaningful expansion for classic BCNs. When it comes to the stochastic phenomena, [25] designed a dynamic output feedback to study H ∞ consensus of nonlinear stochastic multi-agent systems. Of course, there have been many interesting results on PBCNs. For example, [26] has shown how to design feedback controllers to simultaneously stabilize PBCNs composed of the same constituent BCNs. Moreover, the study on PBCNs also includes weak reachability [27] , controllability [28] , set stabilization [29] , and output tracking control problems [30] .
One of the objectives of PBCNs modeling is to use the network out of undesirable states and into desirable states, such as those associated with disease, ones [31] . In the control design, disturbance decoupling is not trivial in rigid body motion control for solving marine vessels [32] , as well as in linear systems [33] , neutral systems [34] . Therefore, due to the disruptive effect of disturbance inputs on effectiveness control strategy, the results in cellular states of genetic regulatory networks may be not applicable again. Thus it is necessary and indispensable to consider disturbance decoupling in the study. For BCNs, there have been lots of results obtained in the study of disturbance decoupling [35] - [37] . While robust control invariance can also solve the issue of disturbance. For example, [38] - [40] have considered the robust control invariance of PBCNs and BCNs, and designed the feedback controllers to get a robust control invariant set.
For the control systems, the study and design of controllers is an important problem deserve discussing. A slow state feedback controller has been studied for nonlinear singular perturbed systems with Markov jumping parameters in [41] . Also, [42] has investigated the reach control problem for the dynamical systems and derived an invariance condition for Lipschitz differential inclusions. As for BCNs, there have been many interesting kinds of controllers, such as state feedback controllers [43] - [45] , sampled-data state feedback controllers [46] . In this paper, a class of ETCs are proposed to investigate the robust control invariance of PBCNs. The feature of an ETC is that there exists a triggering strategy which keeps the controller updated. For example, ETCs are updated, when the measurement error exceeds the specified range [47] . In [48] , the event-triggered strategies have been proposed for the control of discrete-time systems, whose control law has been updated once norm of a measurement error was violated. Many scholars also apply ETC to research multiagent systems, such as decreasing communication load and overcoming network constraints by ETC in [49] ; investigating ETC with fixed and switching topologies [50] , as well as energy Internet [51] , ducted rocket engine [52] . Using STP of matrices, [53] has studied a class of ETC for finite evolutionary networked games, and presented an adjustment method to minimize the control times. And [54] has proposed a new design of switching-signal-triggered pinning controllers to achieve output tracking of switched BNs. Meanwhile, since the ETC is more mature for a variety of systems, it also has been used to solve the disturbance decoupling problem of BCNs in [55] . This paper, we will investigate the ETC for the robust control invariance of PBCNs. The foremost contributions lie in the following three aspects: i) Analyzing the logical structure of PBCNs and simplifying the transition probability matrix. ii) A suitable method is presented for testing a nonempty set to be a RETCIS. iii) An algorithm is given for the design of ETC to achieve the robust control invariance. The rest of this paper is organized as follows. Section II provides some preliminaries on STP and gives the system formulation. Some necessary and sufficient conditions are obtained for the robust control invariance of PBCNs in Section III. Illustrative examples are provided to support the efficiency of the proposed results in section IV. Finally, a brief conclusion is presented in section V.
II. PRELIMINARIES
In this section, we recall some necessary notations on STP of matrices.
•
• n := {δ i n |i = 1, 2, . . . , n}, where δ i n is the ith column of identity matrix I n and D ∼ 2 .
• A matrix A ∈ M m×n is called a logical matrix if the column set of A, denoted by Col(A), satisfies Col(A) ⊆ m . Denote Col i (A) and Row j (A) the ith column and jth row of matrix A, respectively.
• Let L m×n be the set of m × n logical matrices. If A ∈ L m×n , it can be expressed as
vector and the set of m-dimensional column vectors is denoted by R m .
∈ R m , the element-wise multiplication of two vectors v and w is defined as
T .
• 
is so-called swap matrix. Lemma 2 [3] : For a given A ∈ M m×n , and Z ∈ R t , one has ZA = (I t ⊗ A)Z .
Definition 1 [4] : The semi-tensor product of two matrices A ∈ M m×n and B ∈ M p×q is defined by
where α = lcm(n, p) is the least common multiple of n and p, and ⊗ is the Kronecker product.
When n = p, STP evolved into the conventional matrix product, that is A B = (A ⊗ I 1 )(B ⊗ I 1 ) = AB. So we simply regard it as ''product" and omit the symbol '' ".
Lemma 3 [4] :
, and M r is called a power reducing matrix satisfying
and M f is called the structural matrix of f .
A BCN with disturbance inputs can be described as
. .
where
. . , ξ q (t)) ∈ D q are states, control inputs and disturbance inputs, respectively, and
The BCN (1) becomes a PBCN, if its logical functions f i could be one of the l i possible models, such that
There are totally M = n i=1 l i models. Using following matrix K to denote the index set of M models:
By matrix K , the λ-th model can be denoted by λ = {f by the λ i -th models of the logical function f i , then for λ we have
Each row of K represents a possible network with probability j=1 ξ j (t) each BCN can further be converted into the following discrete-time system by Lemma 3:
where M i is the structure matrix of f i . Multiplying the equations in (2) together and model λ is represented equivalently as
Hence, the overall expected value of x(t + 1) satisfies
where 
. . .
where e i,t : D n → D are logical functions for i = 1, . . . , m, such that closed-loop system consisting (1) and (4) implies that for all (t) ∈ D n ,
For each e i,t , i = 1, . . . , m, there exists its unique structure matrix
In this paper, we will study the following two problems.
Problem 1: For a given ETC, check whether or not a given set S is a RETCIS of system (1) under the given control u(t) = E t x(t). Problem 2: Design a ETC such that a given set S is a RETCIS of system (1).

III. MAIN RESULTS
Li et al. [55] proposed that ETC does not need to be in changed every moment, which can save cost and reduce consumption. They pointed out "the event-triggered control consists of two elements, namely, a feedback controller that computes the control input, and a triggering mechanism that decides when the controller has to be updated again". Now, we will explain the control mechanism of ECT in this paper. For Problem 1, consider system (1), we suppose that the initial time-variant event-triggered gain matrix is E 0 , which is independent on initial state x(0), and the ETC is u(t) = E 0 x(t), which will control the system with matrix E 0 until the triggering time t 0 appears. Meanwhile, the event is that
Then, the ETC u(t) = E 0 x(t) will be updated to u(t) = E t 0 x(t) such that the following equation holds,
We define the sequence of triggering time as t 0 < t 1 < · · · < t r , where r ≤ p. As for the value range of r, which is determined by the number of elements in set S = 
where 1 ≤ a ≤ r. It means that between two triggering moments t a and t a+1 , the event-triggered gain matrix E t a of execution controller u(t) = E t a x(t) unchanged. When the last triggering time t r is generated, the execution controller will not change as u(t) = E t r x(t), so the next triggering time will not be generated and it is assumed that t r+1 = ∞. Then,
Split probabilistic matrix L into 2 q equal blocks as
Blk i (L), and the nonzero elements in matrix L be 1, denoted by L. Then Split matrix L into 2 m equal blocks as
And for each L i , 1 ≤ i ≤ 2 m , it can be divided into 2 n equal columns as
For (5), we have Ex(t + 1) = Lξ (t)Eu(t)x(t) = Lξ (t)E t a n Ex(t), where 0 ≤ a ≤ r, and n = δ 2 2n [ 
×2 n is the power-reducing matrix. Then
then the set x(t + 1) = {δ 2 2 n , δ 3 2 n , δ 2 n 2 n }. Theorem 1: Given a nonempty set S = {δ
and a state-variant event-triggered gain matrix E t a ∈ L 2 m ×2 n for t 1 ≤ t a ≤ t r , then S is a RETCIS of PBCNs (1) under the ETC u(t) = E t a x(t) if and only if for all x(t) =
for 1 ≤ j ≤ p and t p+1 = ∞.
Proof: (Sufficiency) Suppose that S is not a RETCIS of PBCNs (1), then the following inequality is setting up
where t a ≤ t < t a+1 , t 0 ≤ t a < t r . That is, there exists a state δ a 2 n ∈ S, such that
2 n } S, where 1 ≤ j ≤ p and δ b 2 n ∈ 2 n \S. Since x(t + 1) is a state set of x(t + 1) generated by δ a 2 n , so the set
), which is contradiction with (6) . In summary, S is a RETCIS via ETC. Therefore, the sufficiency can be proved.
(Necessity) We need to prove that (6) 
is correct. Assume PBCNs (1) has a RETCIS S by ETC u(t) = E t a x(t) in the form of (4). It means if x(t) ∈ S,
2 n } ⊆ S. This indicates that the states in x(t + 1) are all in the set S,
). Therefore, the necessity can be proved.
Next, we will design the ETC u(t) = E t x(t) to solve the Problem 2. First, we have a definition of the final timevariant event-triggered control gain matrix (target matrix) E.
When the last triggering moment t r occurs, the corresponding updated control matrix E t r is defined as E. Because the control matrix E t r is never updated for t > t r , and it always satisfies the following condition:
So, the time-variant event-triggered control gain matrix E t r is the target matrix E. The main content of this section is to design the target matrix E. When t = 0, it is assumed that the initial ETC is
where the matrix E 0 is known. The next major task is to design the final target control matrix E by changing some columns of the initial control matrix E 0 .
When the event
2 n } < 1 occurs, remembering time t = t 0 as the first triggering time. There exists Col i 1 
We need to change the k 0 i 1 -th column in the matrix E 0 into k t 0 i 1 , and make the rest of the columns in E 0 invariable, then it makes the following equation holds,
Meanwhile, the ETC is updated from u(t) = E 0 x(t) to u(t) = E t 0 x(t). This shows that for t = t 0 and x(t) = δ i 1 2 n ∈ S, there exists
One can continue to use the ETC u(t) = E t 0 x(t) until the second triggering moment t 1 is generated. Similarly, assuming x(t 1 ) = δ i 2 2 n , then need to change the k t 0 i 2 -th column in the matrix E t 0 into k
, and make the rest of the columns in E t 0 invariable, then it makes the following equation holds,
And the ETC is updated from u(t) = E t 0 x(t) to u(t) = E t 1 x(t).
This shows that for t = t 1 and x(t) = δ i 2 2 n ∈ S, there exists
Continuing this work, if when
Then the triggering moment t k at this time is t r , which is the last triggering moment of PBCNs (1) . Since the state x(t) has taken all the values in the set S, then the corresponding updated control matrix E k is the final control matrix E r , that is the target matrix E.
After the above analysis, we present an algorithm to design an ETC for PBCNs (1).
Algorithm 1 To Design the ETC for PBCNs (1)
Input: The initial control gain matrix E 0 and a nonempty set S. Output: The target control gain matrix E.
1: for a = 1 to r, v = 1 to p, do 2: assume the initial control matrix
2 n ], for t = t a+1 6:
if v = p,a = r then 9: go to 12 10: else 11: go to 3 12 :
) and we get u(t)
end if 14: end if 15: end for
Remark 1: From the above analysis, it is known that when the ETC u(t) = Ex(t) is designed, the triggering time will be less than p, and the corresponding updated matrix is up to p.
Theorem 2: A nonempty set S = {δ
is a RETCIS of PBCNs (1) under the ETC u(t) = Ex(t), if and only if the target control gain matrix E is designed by Algorithm 1 as
From the previous analysis and algorithm 1, it shows that the above result is clearly established, so the proof here is omitted.
IV. EXAMPLES
We give two examples to illustrate obtained results. 
using the ETC to design the target controller u(t) = Ex(t). When x(t)
= δ 1 4 , then u(t) = δ 1 2 , we have Col 1 ( L 1 ) • [S] = [0, 1, 1, 0] T • [1, 0, 1, 1] T = [0, 0, 1, 0] T = [0, 1, 1, 0] T .
At this point, the triggering time appears, denoted by t 0 . Then we should change k
, and the corresponding updated control matrix is
At this time, the ETC does not have to update and there will not be any triggering times. Finally, when x(t)
At this point, the triggering time appears, denoted by t 1 . Then we should change k 
where (7): 
Assume that the initial ETC is
Now, we use Algorithm 1 to design the target control matrix E, such that the set S is a RETCIS of PBCNs (7) . When x(t) = δ At this point, the triggering time appears, denoted as t 0 . So, we should change k
At this time, the ETC does not have to update and there will not be any triggering times. Similarly, when x(t) = δ 6 8 , then At this time, the triggering time appears, denoted as t 1 (6) . Therefore, the ETC is u(t) = Ex(t), where E = δ 2 [1, 2, 2, 1, 2, 2, 1, 2]. Remark 2: Actually, our paper uses the ETC to study the robust control invariance of probabilistic Boolean control networks (PBCNs), which mainly discusses two problems. [38] has studied the robust control invariance of PBCNs with general state feedback control, as well as BCNs [39] . Compared with [38] and [39] , there is an advantage in the control method of this study. The controller is a ECT, whose working principle and design are different from conventional state feedback controllers [38] , [39] . For an ECT, there is a triggering condition first. When the system drives the condition, the triggering time is generated. It changes the structure matrix of the existing controller to approach the target matrix until the target controller is obtained. In other words, for the same purpose, the ETC reduces the workload of the controller than the conventional state feedback controllers. For the same research system (PBCNs), this paper has two other advantages compared to [38] 
Now, the triggering event is not triggered, so there will be no triggering time. Finally, for x(t)
= δ 8 8 , u(t) = E t 0 δ 1 8 = δ 1 2 , we have Col 8 ( L 1 ) • [S] = [1
V. CONCLUSIONS
In this paper, we have studied the robust control invariance of PBCNs via ETC. A necessary and sufficient condition has been derived to check whether a given set S is a RETCIS. Moreover, an algorithm is given to design the ETC for set S to be a RETCIS. Examples have been given to show the efficiency of the proposed results.
