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QoS provisioning is a complex and challenging issue in mobile ad hoc networks, especially when there are multiple QoS con-
straints. In this paper, we propose an adaptive QoS routing scheme supported by cross-layer cooperation in ad hoc networks.
The cross-layer mechanism provides up-to-date local QoS information for the adaptive routing algorithm, by considering the
impacts of node mobility and lower-layer link performance. The multiple QoS requirements are satisfied by adaptively using for-
ward error correction and multipath routing mechanisms, based on the current network status. The complete routing mechanism
includes three parts: (1) a modified dynamic source routing algorithm that handles route discovery and the collection of QoS-
related parameters; (2) a local statistical computation and link monitoring function located in each node; and (3) an integrated
decision-making system to calculate the number of routing paths, coding parity length, and traﬃc distribution rates. Simulation
results are presented to illustrate the overall performance of our scheme. Our results indicate that our adaptive routing scheme
provides suitable QoS performance that is less sensitive to network conditions (i.e., node mobility, transmission power, channel
characteristics, and the traﬃc pattern) than a nonadaptive routing strategy.
Keywords and phrases: QoS routing, ad hoc network, multiple path, end-to-end delay, packet loss.
1. INTRODUCTION
A wireless ad hoc network consists of a collection of mobile
nodes interconnected by multihop wireless paths with wire-
less transmitters and receivers. Such networks can be spon-
taneously created and operated in a self-organized manner,
because they do not rely upon any preexisting network in-
frastructure.
There are numerous applications (e.g., military, rescue)
for this type of network. The emergence of multimedia appli-
cations in communications has generated the need to provide
quality-of-service (QoS) support in mobile ad hoc networks,
and such applications require a stable path to guarantee QoS
requirements. However, the topology of ad hoc networks is
highly dynamic due to the unpredictable node mobility. In
addition, wireless channel bandwidth is limited. So, QoS pro-
visioning in such networks is complex and challenging.
This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work is properly cited.
There are many routing algorithms proposed for wire-
less ad hoc networks; a good survey is provided in [1]. Prior
work on ad hoc network routing can be categorized based on
how the state information is maintained and how the search
for feasible paths is carried out. General approaches include
source routing [2], distributed routing [3], and hierarchical
routing [4]. There are some hybrid methods [5, 6] reported
in the literature, and these schemes have been shown to en-
hance network performance.
QoS routing usually involves two tasks: collecting and
maintaining up-to-date state information about the network
and finding feasible paths for a connection based on its QoS
requirements. There are currently several main approaches
for QoS routing in ad hoc networks. These approaches can
be classified as network level only and combined network-
data-link level [7]. An example of a network-level-only ap-
proach is given in [3]. However, it may suﬀer from several
potential problems. For example, while the path is being dis-
covered, only the link bandwidth between neighboring nodes
is considered. Because transmissions between neighboring
nodes also aﬀect other nodes in ad hoc networks, neglecting
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the physical properties of the transmission channel can lead
to problems such as possible failure at high data loads. The
network-data-link level approach is more promising because
it combines information from both the network and data-
link layer [7, 8]. However, due to dynamic changes in net-
work topology and the diﬃculties in predicting link states,
indirect or estimation approaches are often used (e.g., us-
ing signal strength and link lifetime as routing parameters
[9]). The obvious problem with such approaches is that the
impacts on QoS performance are hard to quantify, since
the cross-layer behaviors of mobile networks are not con-
sidered. Therefore, most of the proposed routing schemes
for mobile networks are only QoS aware, but do not guar-
antee QoS. To address this problem, appropriate cross-layer
cooperation is required. We propose an adaptive scheme to
provide QoS information by factoring the impacts of node
mobility and lower-layer link parameters into QoS perfor-
mance.
There are many proposals for QoS routing in the liter-
ature [7, 10, 11]. Most approaches tend to focus on only
one QoS parameter (e.g., packet loss, end-to-end delay, and
bandwidth). For example, while many of the QoS-related
schemes are successful in reducing packet loss by adding re-
dundancy in the packet [12, 13, 14], they do this at the ex-
pense of end-to-end delay. Because packet loss and end-to-
end delay are inversely related, it may not be possible to find
a path that simultaneously satisfies the delay, packet loss, and
bandwidth constraints. Some proposed QoS routing algo-
rithms [15, 16, 17] do consider multiple metrics, but with-
out considering cross-layer cooperation. Multipath routing
is another type of QoS routing that has received much atten-
tion, since it can provide load balancing, fault tolerance, and
higher aggregate bandwidth [12, 18, 19]. Although this ap-
proach decreases packet loss and end-to-end delay, it is only
eﬃcient and reliable if a relationship can be found between
the number of paths and QoS constraints.
In this paper, we propose a cross-layer cooperationmech-
anism to support adaptive multipath routing with multiple
QoS constraints in an ad hoc network. The cross-layer mech-
anism provides information on link performance for the QoS
routing. It treats traﬃc distribution, wireless link character-
istics, and node mobility in an integrated fashion. That is,
it reflects the impacts of lower-layer parameters on QoS per-
formance in higher layers, with emphasis on translating these
parameters into QoS parameters for the higher-layer connec-
tions. Amultiobjective optimization algorithm is used to cal-
culate routing parameters using the cross-layer mechanism.
These parameters are adapted to the current network status,
determining the number of routing paths and code parity
lengths for FEC. In addition, a traﬃc engineering strategy is
used to evenly distribute traﬃc over multiple paths.
The remainder of the paper is organized as follows.
Section 2 provides an overview of our cross-layer routing ar-
chitecture. Three functions (the routing, the local statistic
computation, and the integrated decision-making functions)
in the routing mechanism are introduced in Section 3. The
layered network models used to support the implementation
of these functions are also presented in this part. Simulation
and numerical results are discussed in Section 4. Finally, the
summary is presented in Section 5.
2. SCHEME OVERVIEW
We propose an adaptive routing algorithm for supporting
QoS in hybrid mobile ad hoc networks. The computation of
the parameters in the routing is adaptive with respect to the
current network status. This distributed routing utilizes the
most up-to-date local information at each node, where lo-
cal states are maintained by a cross-layer mechanism. QoS
requirements are satisfied by adaptively using forward er-
ror correction (FEC) at packet level and multipath routing
mechanisms based on the current network status.
Due to the eﬀects of changes in network topology and
wireless link, QoS performance on a node becomes complex.
Therefore, an adaptive QoS routingmechanism needs several
cross-layer functions cooperating harmoniously to deal with
changes in diﬀerent layers. Firstly, a local QoS performance
prediction mechanism is needed. It should include local in-
formation collection and local QoS performance computa-
tions. Once this prediction mechanism is built, the second
step is to construct a distributed routing strategy based on
the predicted QoS performance along selected paths. This
includes routing discovery and routing maintenance. A hy-
brid asynchronous local information update mechanism is
also introduced.
In order to implement our adaptive multipath routing
scheme, three functions distributed in diﬀerent parts of the
network are needed. First, a modified dynamic source rout-
ing function is needed. It handles route discovery and col-
lecting the local QoS-related information along the selected
routes. Second, there is a local statistical computation and
link monitoring function located in each node. This function
is used to support the above routing function. It will manage
and build the local routing information in each node, which
includes a QoS-related table. The third function will be in
charge of the final decision-making process. The adaptive
routing parameters are derived from the decision-making al-
gorithm based on the QoS constraints. They are the number
N of selected paths, parity length k of the FEC, code and the
set {R} of the traﬃc distribution rates on each path. With
these functions, adaptive multipath QoS routing is imple-
mented.
Obviously, this adaptive routing is a hybrid approach be-
cause it includes both a local QoS status precomputation
and an on-demand multipath routing algorithm. Routing
parameters, such as the number of paths, the forward error
correction (FEC) parity length, and the packet distribution
rate on each path, are finally determined by the integrated
decision-making system.
The link local status depends mostly on the lower-layer
parameters such as the wireless channel characteristics and
the nodes’ mobility, which are provided by our local cross-
layer mechanism. Since on-demand routing finds feasible
paths, given a specified request, it can operate by using either
the regular method [20, 21] or an improved method [9, 12].
For example, signal strength and link lifetime constraints
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will decrease the available paths, but have the advantage
of facilitating the location of a more reliable link for rout-
ing [9]. We simply select an on-demand multipath rout-
ing protocol to use in our system, but modify the request
packet or reply packet, which depends on where the decision
making is located (source or destination). If decision mak-
ing takes place in the source, the reply packet structure is
modified to piggyback the local QoS information along the
path. If this occurs at the destination, the request packet
structure will be modified to carry the QoS requirements
from the user. This packet also piggybacks local QoS infor-
mation along the path. The reply packet sends the final deci-
sion back to the source. We design an iterative algorithm to
calculate routing parameters for QoS guarantees. These QoS
requirements can be based on either a delay or a delay and
bandwidth requirement, or a packet loss requirement. FEC
parity length is derived from the diﬀerence between the QoS
delay requirement and the average delay on selected paths
under the packet-loss constraint. Average packet loss under
this FEC scheme is achieved by using multiple routing paths.
At the same time, the packet distribution rate on each path
is determined under fair packet-loss and load-balance prin-
ciples. Routing maintenance under the same QoS guarantees
is achieved without increasing its computational complexity.
3. CROSS-LAYER COOPERATIVE FUNCTIONS
3.1. Routing function
Generally, ad hoc routing protocols can be classified into
proactive and reactive protocols [1]. We propose the use of
a distributed dynamic source routing. Split dmultipath rout-
ing (SMR) [19] is modified to fulfill the multipath routing
function in our adaptive routing scheme. It is an on-demand
routing protocol that builds multiple disjoint routes using re-
quest/reply cycles. For QoS considerations in our scheme, we
extended the structure of a request or a reply packet to in-
clude three new fields in the packet. These fields will keep
three parameters defined as follows.
Definition 1. Assume thatD(i, j) is a metric for link (i, j), for
a path p = (s, i, j, . . . , k,d). Let
D(p) = D(s, i) +D(i, j) + · · · +D(k,d). (1)
Definition 2. Assume that L(i, j) is a metric for link (i, j), for
a path p = (s, i, j, . . . , k,d). Let
L(p) = L(s, i) · L(i, j)·· · ··L(k,d). (2)
Definition 3. Assume that B(i, j) is a metric for link (i, j), for
a path p = (s, i, j, . . . , k,d). Let
B(p) = min {B(s, i),B(i, j), . . . ,B(k,d)}. (3)
Upon doing this, the receiver on the path will know the
accumulated value of D(p), L(p), and B(p). If we have D(p)
represent the accumulated value of the delay, then 1 − L(p)
represents the accumulated value of the packet loss and B(p)
represents the minimum bandwidth on the path. Whenever
the request or reply packet proceeds for another link (i, j), let
D(p) = D(p) +D(i, j), L(p) = L(p) · L(i, j),
B(p) = min {B(p),B(i, j)}. (4)
These QoS parameters are brought into the function of the
integrated decision making located in the destination or
source node. They will also be used in the calculations of the
adaptive routing parameters.
The end-to-end delay of a path is the sum of the node
delay at each node plus the link delay at each link on that
path. Node delay includes the protocol processing time and
the queuing delay at node i for link (i, j). Link delay is the
propagation delay on link (i, j). The delay metric is defined
as
delay(i, j) = nodedelay(i, j) + linkdelay(i, j). (5)
The end-to-end packet-loss rate of a path is an accumula-
tion of the packet loss caused by buﬀer overflow, link failure,
and packet discard caused by channel error. The packet loss
rate metric is defined as
pkloss(i, j) = pklbo(i, j) + pkllf(i, j) + pkldc(i, j). (6)
The residual bandwidth metric in link (i, j) is
residual B(i, j) = capacity(i, j)− aggregatetraﬃc(i, j). (7)
Since reply/request packets travel at speeds based on the
delay, a reply/request packet traveling along the path with
the smallest delay will arrive first. So, the source/destination
node always discovers available routes according to the arriv-
ing order of the reply/request packet.
3.2. Local statistical computation and
monitoring function
The second function of our adaptive scheme is the local in-
formation statistics and monitoring. It is used to support the
routing function stated above. Local QoS parameters used in
routing are obtained from this function.
In order to show how to collect and use information in
diﬀerent layers, we divide our discussion into two parts. One
part is the architecture of the mechanism for monitoring and
gathering statistics; another part presents the models used to
support the architecture.
3.2.1. Architecture
Each node in the network has a monitoring mechanism to
collect and exchange its local information periodically. In our
scheme, a node is assumed to keep up-to-date local informa-
tion, including all outgoing links and neighbors. There are
two tables in each node: one has the link state information,
the other has the QoS-related and the link weight informa-
tion. This QoS-related table is combined with the original
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routing table in the routing function. Since a distributed dy-
namic source routing is used, an arbitrary link weight can be
defined based on our objective. The state information of one
outgoing link (i, j) may include (1) average signal-to-noise
ratio S(i, j)/N0, (2) link capacity C(i, j), (3) average aggre-
gate traﬃc λ(i, j), (4) link stability ψ(i, j), and (5) neighbor
nodes’ mobility characteristics sorted by several types ξj .
The local information table is built from the monitor-
ing and statistical mechanism in the node. It consists of
two parts: (1) an exchange information part (i.e., ξj), which
comes from its neighbors, and (2) a statistical information
component (i.e., λ(i, j)), which comes from its monitoring
mechanism. Such information may be located in both the
lower and higher layers. For example, average signal-to-noise
ratio S(i, j)/N0 is a physical layer parameter. Because the
wireless device drivers normally provide signal-to-noise ratio
information, the receiver can read such information from the
driver periodically. At the same time, link stability ψ(i, j) can
be obtained from the statistics of the beacons exchanged be-
tween wireless devices. Although each node’s mobility level
has diﬀerent characteristics from others, it is assumed that
once end nodes of the type ξj are found, the local wireless
channel model and the nodes’ mobility will be known. Since
the aforementioned data is already available at diﬀerent lay-
ers in the network, there is no need for an additional mech-
anism to gather it. As such, the network overhead associated
with message exchanges will not increase.
The local QoS-related table will be produced from local
state information. This phase could be implemented by two
diﬀerent approaches. We call them pure statistical methods
and prediction methods.
A statistical method provides a simple approach to col-
lect local QoS-related parameters. It is based on an assump-
tion that all factors aﬀecting those QoS-related parameters
of a node do not change as frequently as other previously
discussed statistical values. From this statistical mechanism,
a QoS-related table is built. Residual bandwidth can be ob-
tained from the information of link capacity C(i, j) and the
average aggregate traﬃc, λ(i, j). Average delay and average
packet loss can be obtained directly from the historical infor-
mation in the node. Other information, such as S(i, j)/N0,
ψ(i, j), and ξj , can be used to calculate the link weight. Dif-
ferent methods about how to build link weight are proposed
in literature [9, 22]. We proposed the method in [9], since its
selected paths have higher QoS properties.
A prediction method is another approach to get the in-
formation in the local QoS-related table. Packet delay and
packet-loss rate are estimated by predicting link states. These
predictions are based on current local information. The link
model discussed below will be a bridge to bring lower-layer
parameters (e.g., S(i, j)/N0, ξj , etc.) into higher layers. As
such, they can be combined with the information in higher-
layers (e.g., C(i, j), λ(i, j), etc.) to predict the local QoS per-
formance.
The diﬀerence between the statistical method and predic-
tion method is that the former uses historical network infor-
mation. This previous information is inherently imprecise in
an ad hoc network because the network state and topology
may change at any time. The latter uses the forecasting infor-
mation, as it collects all possible information aﬀecting future
network states to calculate the QoS-related information. So,
the predictionmethod is more precise for predicting network
states in the next transmission interval, though the former is
less complex.
3.2.2. Models
In order to support the collection of the desired network in-
formation (especially, for the collection of the lower-layer in-
formation, i.e., node mobility and wireless channel charac-
teristics), we consider the network with three models. First,
the network model defines the properties of the network
components, including node classification and channel clas-
sification. Second, the node model provides node mobility
characteristics (e.g., relative speed, direction, etc.) and the ca-
pacity of the node with respect to its communication prop-
erties (e.g., transmission power, receiving sensitivity, etc.).
Third, the link model characterizes the changes of the wire-
less channel with features of mobile ad hoc networks, which
allows the eﬀects of the lower-layer parameters to be factored
into the computation of network performance at higher lay-
ers. All these models quantify values associated with the mes-
sages (e.g., node and wireless channel types, etc.) in diﬀerent
layers. These quantified values are further used in the statis-
tics or prediction regarding local QoS performance. A brief
description of the three models follows.
(a) Networkmodel
We propose a flexible network model with either mobile or
stable nodes. It is a set V of nodes that are interconnected
by a set L of wireless communication links. V and L change
over time since nodes join and leave the network. Nodes in
the network can be classified as belonging to several groups
according to nodemobility level, which is represented by a set
G. Each group has its unique mobile characteristics that will
be later defined in the node’s model, and each node, n, has
its unique identifier. Wireless channels are also classified ac-
cording to their local communication environments, which
are represented by a set H . The channel characteristics (e.g.,
average signal-to-noise ratio S/N0, channel gain η, etc.) are
grouped according to several typical radio channels. So, a hy-
brid network can be represented by the following two sets:











We assume that each node communicates with its neighbors,
and a link is available when two nodes are in the transmis-
sion range of each other. We consider the communication
range of the nodes individually in this paper, because we do
not want to miss the information of individual nodes coming
from the physical layer (e.g., transmission power, transmis-
sion rate, signal-to-noise ratio, mobility, etc.). Since we are
discussing the link state in the mobile network, two nodes’
features are defined: one is themobility ξi of the node i, which
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is characterized by the relative speed v(i, j) with its neigh-
bor j on that link, and the direction θ and the movement
function f (·). These characteristics can be modeled by us-
ing random functions (i.e., a mobility model proposed by
[23]). This node’s mobility aﬀects the link failure function
directly. Another node’s feature is the node’s communication
coverage range, which is presented by a two-dimension circle
areas. The maximum communication distance ri, j(t) from
node i to node j is used to represent these areas, and it is
determined by the parameters in the transmitter and the re-
ceiver (i.e., transmission power Si, receiving sensitivity βj),
physical channel fading αc, and the background noise power
N0. This coverage range finally determines the neighbors of









Generally, a link state is dominated by two factors: one
is the lower-layer status, such as node mobility and radio
channel characteristics; the other is the higher-layer traﬃc.
By exchanging neighbor’s local information in the network
model, a link’s lower-layer characteristics can be moved up to
a higher layer. Combining these lower-layer parameters with
the higher-layer parameters in a link model, we are able to
predict the local performance in mobile networks.
(c) Linkmodel
A mobile wireless channel can be modeled by a multiple-
state Markov chain. For simplicity, we use a two state Markov
model. State one represents a good channel state and state
two is the bad channel state. States are defined by the range
of signal-to-noise ratio on this mobile wireless link.
We use p to denote the transition probability from state
one to state two and use q to denote the transition probability
from state two to state one. Due to the nodes’ mobility, both
p and q are functions of the nodes’ mobility profile and the












ρi, j represents the combined mobility parameter of node i
and node j, t is a time variable.
3.3. Integrated decision-making function
This function is in charge of the final decision-making pro-
cess. The adaptive routing parameters are derived from the
decision-making algorithm. They are the number N of se-
lected paths, the parity length k of FEC code, and the set
{R} = {r1, r2, . . . , rN} of the traﬃc distribution rate on each
path. With this function, adaptive multipath QoS routing
will be implemented.
Usually, a QoS request can be a delay constraint, a
packet-loss constraint, or a minimum-bandwidth constraint.
Many routing algorithms support QoS by guaranteeing only
one of those constraints [8]. We discuss a scheme support-
ing multiple constraints. It is assumed that a QoS request
may include delay constraint, packet-loss constraint, and
minimum-bandwidth constraint, all at same time or just one
or two of them.
A packet-level FEC coding with lower coding rate may
decrease packet loss [13, 24], but would increase packet delay
in the network. In our scheme, the coding rate is determined
under both end-to-end delay constraint and packet-loss con-
straint, which are guaranteed by using multiple paths. The
increase of the delay caused by coding is also compensated
by the gain from the parallel transmission mechanism in the
multipath routing.
Our strategy is to build a multiobjective optimization
function. We set two objective functions under the con-
straints in our adaptive multipath routing scheme to satisfy
the QoS requirements. One objective function is to minimize
the diﬀerences of the actual end-to-end delay in our scheme
with its QoS requirements. Another is to minimize the diﬀer-
ence of the actual end-to-end packet loss in our scheme with
its QoS requirements. Both are constrained by the multipath
transmission and traﬃc balance mechanisms in the scheme.
Bandwidth requirement will be satisfied as a constraint of
this optimization function if there is an option for it.
Following are the functions that will be used to derive the
adaptive routing parameters N , k, {R} in our multiobjective
optimization algorithm. The multiobjective functions are
min
{
D − D¯(N , k, {R})},
min
{




N , k, {R}) ≤ D, (12)
P¯
(







ri = 1, (15)
ri · Pimin(Bi) = ri+1 ·
Pi+1
min(Bi+1)
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D, B, and P are the delay, bandwidth, and packet loss, re-
spectively, requested by the QoS requirements.M is the FEC
code length.Di is the average delay on path i. Pi is the average
packet-loss rate on path i. Bi is the minimum bandwidth on
path i. P¯ is the average packet loss rate on the N paths before
FEC decoding and P¯(N , k, {R}) represents the reconstructed
packet loss probability after the FEC decoding. D¯(N , k, {R})
is the actual average end-to-end delay of the data packet after
N parallel transmissions with FEC coding.
The above equations include several functions we con-
sidered in the algorithm. Expressions (12) and (13) present
delay and packet-loss constraints under the end-to-end QoS
guarantee, respectively.
For a general BCH code, the generator polynomial is a
function of the code length, M. So, the parity length k will
be derived from the highest power of the generator polyno-
mial. One example of the BCH code is the Reed-Solomon
(RS) code, which is the popular one used in packet level ap-
plication [14]. The direct relations between M and k in RS
code are
k = 2γ, c(γ) = M − k
M
, (18)
where γ is correctable length in an RS code, and c(γ) is the
code rate.
The recursive equation (16) is constructed to accommo-
date load balancing and fair packet loss in each path. We
implement such a policy by two steps: (1) ordering our pre-
computed paths from the largest to the smallest ratio of the
packet loss and the minimum available bandwidth; (2) dis-
tributing the data stream to those ordered paths. The distri-
bution rate is inversely proportional to the ratio of packet loss
and minimum available bandwidth. Through this method,
the data stream is spread evenly along the paths. More pack-
ets are switched to the lightly loaded and the least packet loss
paths than the heavily loaded and large packet loss paths.
Once a path fails during a rerouting interval, the packet loss
rate and the distribution rate on this path are switched to
new routes. The number of the new routes is derived from
the same decision algorithm using previous parameters. The
existing routes do not need any changes at this time. So,
routing maintenance is realized without increasing compu-
tational complexity of algorithm.
To simplify, we use an iterative algorithm (see
Algorithm 1) to look for appropriate adaptive parame-
ters N , k, and {R}. If one or two of the QoS requirements
for delay, bandwidth, or packet loss are not requested, the
initial values of the QoS requirement is set to infinity or
zero, resulting in this requirement being skipped because it
is always satisfied.
If integrated decision making is done in the source, the












Step 1: initialize the number of the paths selected, N , and set the
initial values of the QoS requirements.
Step 2: calculate the traﬃc distribution rate {R} of each path,
based on its constraints (15), (16). These constraints are based
on the current link status in the network.
Step 3: choose the parity length k of the FEC code from the
calculations based on the delay and packet loss along each path
according to (12) and (13).
Step 4: if the QoS requirements are not satisfied, N = N + 1,
return to Step 2, a new path is identified to join the calculations.
Step 5: if link failed, return to Step 4.
Step 6: output N , k, and {R}.
Algorithm 1
If integrated decision making is made in the destination,









pathID,N , k, {R}}.
(20)
If the final decision is made in the destination, the reply
message cannot be sent out until N path request messages
are all received, since N paths are needed to guarantee the
packet loss and the packet delay. If the final decision is made
in the source, the integrated decision-making algorithm can
be started, once the first reply message is received. But the fi-
nal decision still needs to be made after N path replies are
received. It should be noted that the two decision-making
schemes are equivalent at a decision-making node except for
a slight diﬀerence in the overhead. Both cases will induce a
processing delay (although this may be very small), due to
diﬀerent path delays.
4. SIMULATION ANDDISCUSSION
This section presents some numerical and simulation re-
sults, showing the performance of the adaptive multipath
routing. We present results in two categories. One part is
for investigating the performance benefits obtained from the
adaptive multipath routing. This discussion includes two as-
pects: improvement of the QoS performance regarding (1)
the end-to-end delay and (2) packet loss, with comparing
each feasible adaptive multipath routing scheme (AMPR) to
dynamic source routing (DSR) and bandwidth-aware (BAR)
QoS routing. Another part is for evaluating integrated per-
formance of the scheme through defining three performance
metrics (network control overhead, QoS redundancy, and
QoS balance eﬀect). The routing parameters (i.e., path num-
ber N , traﬃc distribution rate {R}, and EFC parity length k)
are also given in the numerical and simulation results.
During the numerical computation regarding the coding,
we do not consider the relationship between forward error
correction (FEC) parity length and the code length. We just
assume that packets with fixed lengths are sent from sources,
and then we calculate the parity length under the proposed
scheme. This parity length will guarantee that the packet loss
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Table 1: Parameters value.
Parameters Value
Integrated traﬃc rate 0.5–3.0Mbps (1Mbps = 2604 packets/s)
Bandwidth 2000–6000 packets/s
Node coverage range 100–1000m
Radio frequency 2.4e-9
Channel average SNR 1–20 dB
Radio-Tx power 10–20 db
FEC code length 13 + k (packets)
requested by QoS requirements is satisfied. If certain cod-
ing techniques (e.g., Reed-Solomon code) were used at the
packet level, then only selected parity length, calculated by
the algorithm (i.e., those that form a valid code), can be used
as the real parity length of the code. Diﬀerent coding tech-
niques have diﬀerent relationships between the code lengths
and their parity lengths. These relationships are determined
by diﬀerent generator polynomials. In practice, this coding
constraint must be added to the algorithm.
We use two tables to describe our computation and simu-
lation environments. Table 1 lists the parameter value used in
computation and simulation. Table 2 illustrates the scenario
used in GloMoSim2.0 simulation environment.
Figures 1, 2, 3, 4, 5, and 6 show two groups of results
regarding the improvement of the QoS performance. Both
compare the end-to-end QoS performance of the adaptive
multipath routing scheme (AMPR) on the multiple paths
to the performance of DSR and the scheme BAR in which
only bandwidth constraint is considered without other pro-
tections (i.e., packet loss, delay, and traﬃc balance). The first
group (Figures 1, 2, and 3) shows the performance changes
with increasing nodemobility when the diﬀerent schemes are
used. The second group (Figures 4, 5, and 6) shows perfor-
mance changes with increasing average signal power (repre-
sented by Tx power) when the diﬀerent schemes are used.
To simplify the illustration, we fix the paths number, (i.e.,
N = 2) and only keep the k and {R} adjustable. Then, we
observe one pair of the source and destination nodes in the
network scenario. The k in these figures represents the FEC
parity length selected by each feasible AMPR scheme when
the network is in a diﬀerent state, either node speeds are
changed (i.e., Figures 2 and 3) or transmission powers are
changed (i.e., Figures 5 and 6).
Figures 1 and 4 highlight the variability of the traﬃc dis-
tribution on the selected two paths. For example, in Figure 1,
when the nodes’ speed increases from 15m/s to 20m/s, the
distribution rates on the two paths change because of the
changes of QoS-related parameters in the selected paths. Ob-
viously, the parity length and the distribution rate are adap-
tive to the network changes. As the communication param-
eters change, the adaptive nature of our scheme guarantees
the end-to-end QoS performance.
Figure 2 presents the relationships between average end-
to-end packet loss probability with the mobility of the nodes,
where the line marked as DSR is the performance on one of
the selected paths by using dynamic source routing, and that
Table 2: Simulation scenarios.
Terrain dimensions (1200m, 1200m)
Simulation time 600 s
Mobile model Random waypoint (speed 0–20m/s)
Propagation path loss Two-ray
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Figure 2: Average packet loss on paths with mobility.
marked as BER is a case where only bandwidth constraint
is involved in the routing. The end-to-end packet loss is de-
fined as the complementary value of the packet delivery ratio.
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Figure 4: Traﬃc distribution rate on each path.
This packet delivery ratio is obtained by dividing the number
of data packets correctly received by the destination by the
number of data packets originated by the source. Obviously,
mobility increases the instability of the links so that mean
packet loss increased with increasing of the nodes’ velocity.
However, due to the FEC protection of our AMPR scheme,
packet loss rate is much lower than those in DSR and BAR
schemes. The induced delay was complemented by the opti-
mization algorithm in our QoS routing algorithm.
Figure 5 shows the variations of end-to-end delay of these
schemes with the changes of nodes mobility. Same as in
Figure 2, we can see performance goes worse when velocity
goes higher. The DSR case shows large variability of delay
on the path, and BAR presents an adaptive feature with the
mobility but is not as good as the AMPR performed because
AMPR balances QoS requirements and link performance by
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Figure 6: End-to-end delay on paths with Tx power.
figures, parity length and traﬃc distribution rate dynami-
cally change with the link state (includingmobility, paths and
power etc.) and QoS requirements.
Corresponding to the above figures, Figures 3 and 6 il-
lustrate the relationships between average end-to-end delay
or packet loss with the varying of signal power when using
AMPR and DSR. It is clear that AMPR performs better than
the others. Also it can see the redundancy on QoS perfor-
mance (discussed in the following part) shown by the high
protected packet loss. This is benefit of the knowledge about
QoS requirement and the link status balanced by the dis-
tributed traﬃc and packet-loss protection.
The integrated performance of the AMPR scheme is
studied as another aspect to show the performance benefit.
We define three performance metrics to evaluate it. They are
network control overhead, QoS redundancy, and QoS bal-
ance eﬀect.






















Figure 7: Network control overhead with node mobility.
Network control overhead is used to show the eﬃciency
of the AMPR scheme. It is the ratio of the number of control
messages propagated by every node and the number of the
data received by the destinations. The definition is
Overhead = Sum(CTRL / EachNode)
Sum(ReceivedData /DesNode)
. (21)
Figure 7 shows the comparison of the adaptive multipath
routing and the dynamic source routing. From this figure,
we can observe that the overhead caused by DSR is less than
that caused by multipath routing. This result is expected be-
cause searching for diverse multiple paths is more costly than
searching for a single path using DSR. However, as mobility
increases, multipath routing shows better than single path
routing. The reason is that more route reconstructions are
required for DSR than AMPR, due to more link failures re-
sulting from higher node mobility.
In order to show the overhead caused by our extra QoS
considerations, we redefine (21) in a way so that it is the ac-
tual ratio of the control bytes to the received bytes. This new
ratio is required because the sizes of the request/reply packets
are increased to include the local QoS information. Figure 8
presents the diﬀerence between the QoS multipath routing
and the multipath routing without the QoS local informa-
tion. Obviously, the QoS support in our scheme slightly in-
creases the network’s overhead.
QoS redundancy and QoS balance eﬀect are defined to
describe the integrated balance of the performance improve-
ment. They are presented in Figures 9 and 10, respectively.
Let
diﬀ{x} = QoSrequirement{x}−QoSperformance{x}. (22)
The following is the definition of the QoS redundancy:
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Figure 9: QoS redundancy versus path number.
This equation may be described by either delay or packet
loss. In Figure 9, the delay parameter is used. QoS require-
ments vary from user to user. Obviously, QoS redundancy
increases when path number increases under the same QoS
requirement, because increasing the number of routing paths
means decreasing the average packet loss and end-to-end de-
lay due to the parallel transmissions when traﬃc load is light.
QoS balance eﬀect is expressed as
QoSbalanceeﬀect = ∣∣diﬀ{Delay}−diﬀ{Packetloss}∣∣. (24)
This equation shows how adaptive multiple path rout-
ing ensures the balance between QoS performances without
wasting network resources. From Figure 10, we can see that
the diﬀerence of the eﬀects between diﬀerent QoS require-
ments is small. The QoS balance eﬀect only increases slightly
with increasing the number of selected paths. This means

























Figure 10: QoS balance eﬀect versus path number.
that the adaptive multipath routing scheme will keep the bal-
ance between diﬀ{Delay} and diﬀ{Packetloss}.
5. SUMMARY
For QoS support in mobile ad hoc networks, we pro-
posed an adaptive multipath routing scheme supported by
a cross-layer cooperation mechanism. Using this scheme,
performance satisfying QoS requirements is realized. Ad-
ditionally, the forward error correction coding technique,
along with a multiple-path routing algorithm, is imple-
mented to satisfy the multiple QoS requirements. The adap-
tive routing is completed in a distributed manner based
on local QoS performance provided by cross-layer mecha-
nism. Three functions (routing function, local statistic com-
putation and monitoring function, and integrated decision-
making function) are implemented in the diﬀerent parts
of the mobile network. Due to the distributed structure,
the computation and implementation complexity of the
routing scheme are reduced. Also, since routes are discov-
ered based on the up-to-date local information and se-
lected by the optimization computation, routing parame-
ters (e.g., number of paths, FEC parity length, and traﬃc
distribution rate) are dynamic and optimized. In addition
to supporting multiple QoS requirements, traﬃc balancing
and bandwidth resources are factored into our decision-
making process. The distributed structure of the local QoS
statistics used in the routing enables this QoS support
mechanism to be scalable in mobile networks. Our sim-
ulation results indicate that the performance (i.e., packet
loss and end-to-end delay) are much better and less sus-
ceptible to the state changes (i.e., node mobility, transmis-
sion power, channel characteristics, and the traﬃc pattern)
of the network, compared to a nonadaptive routing strat-
egy.
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