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Focused ion beams are indispensable tools in the semiconductor industry because of their ability to image and
modify structures at the nanometer length scale. Here we report on performance predictions of a new type of
focused ion beam based on photo-ionization of a laser cooled and compressed atomic beam. Particle tracing
simulations are performed to investigate the effects of disorder-induced heating after ionization in a large
electric field. They lead to a constraint on this electric field strength which is used as input for an analytical
model which predicts the minimum attainable spot size as a function of amongst others the flux density of
the atomic beam, the temperature of this beam and the total current. At low currents (I < 10 pA) the spot
size will be limited by a combination of spherical aberration and brightness, while at higher currents this is a
combination of chromatic aberration and brightness. It is expected that a nanometer size spot is possible at
a current of 1 pA. The analytical model was verified with particle tracing simulations of a complete focused
ion beam setup. A genetic algorithm was used to find the optimum acceleration electric field as a function
of the current. At low currents the result agrees well with the analytical model while at higher currents the
spot sizes found are even lower due to effects that are not taken into account in the analytical model.
PACS numbers: 41.75.Ak, 29.27.Bd, 41.85.Gy
I. INTRODUCTION
Miniaturization and functional diversification are the
driving forces in the semiconductor industry; features on
integrated circuits (ICs) become smaller and complexer1.
To be able to produce these features, tools that can im-
age and modify structures at the nanometer length scale,
such as a focused ion beam (FIB), are indispensable.
Applications of a FIB include physical sputtering (also
known as milling), gas assisted deposition2 and secondary
ion mass spectroscopy (SIMS)3. As the features on ICs
become smaller and complexer, the resolution of focused
ion beams should increase.
The ion source most often used in commercial FIB in-
struments is the Ga+ Liquid Metal Ion Source (LMIS)
with a reduced brightness of 106 Am−2sr−1eV−1 and an
rms energy spread of 2.1 eV4,5. It is capable of producing
a 1 pA beam that can be focused to a 5-10 nm spot at
30 keV6. Due to the relatively large mass of gallium and
thus high sputter yield it is currently the preferred source
for milling purposes. However, the gas field ionization
source (GFIS) has a much higher brightness (estimated
at 2×109 Am−2sr−1eV−1,7) and lower energy spread (less
than 1 eV7), which enables sub-nanometer spot sizes.
This source has been demonstrated using helium7 and
neon8. Due to the low mass of these atomic species the
sputter yield is lower than for example gallium. Further-
more, these ions have a larger penetration depth causing
subsurface damage to substrates9. Overall this makes it
the best choice for imaging, but less suited for nanoma-
chining.
The LMIS and GFIS, both achieve a high brightness
by extracting the ions from a small area, thus having a
very large current density at the source. Another way to
achieve a high brightness is by extracting the ions from a
very cold source, which limits the angular spread of the
beam. Such a cold source can be created by means of
laser cooling and compression of a gas as was proposed by
several authors10–12. The so called ultra-cold ion source
(UCIS) produced a beam of ionic rubidium with a re-
duced brightness of 8 × 104 A m−2sr−1eV−1 and a rms
energy spread of 0.9 eV13. A complete FIB system was
built as well, utilizing the similar magneto optical trap
ion source (MOTIS). It was able to focus a 0.7 pA beam
of lithium to a spot size of 27 nm14. The limitations of
these sources in terms of brightness and spot size were
inherent to the design of the source. Due to the low dif-
fusion rate in a magneto optical trap (MOT), the current
density that can be extracted from the ionization volume
is limited, which limits the brightness and the extractable
current as well15.
Here we report on calculations of the expected perfor-
mance of a focused ion beam based on photo-ionization of
a laser cooled and compressed atomic beam of rubidium.
By first creating an atomic beam and then laser cooling
and compressing it in two dimensions, the fundamental
limitations of the UCIS and MOTIS are overcome. The
current density is not limited anymore by the diffusion
rate, but is determined by the flux density of the atomic
beam before ionization. Our calculations aim to give the
expected spot size as a function of the beam current and
other relevant experimental parameters. The effects of
disorder-induced heating and aberrations of a realistic
lens system are included.
2II. SOURCE DESIGN
The general design of the source under consideration
in this article is discussed in16; here only the most impor-
tant features are repeated. Figure 1 shows a schematic
overview of the proposed design. An atomic beam of ru-
bidium is created with a Knudsen cell. The advantage of
using a Knudsen cell is that it can produce a very high
flux of atoms (> 1013 s−1 at 400 K when using rubidium)
as compared to a so called 2D+ MOT17. In the next
stage this beam is laser cooled and compressed in the
two transverse directions. Simulations of this magneto-
optical compressor (MOC) showed that this increases the
flux density φ of the beam to 4× 1019 m−2s−1, while the
transverse temperature T⊥ of the beam is decreased to 2
mK16. Note that some results shown here are calculated
with a flux density of 5 × 1019 m−2s−1 and a transverse
temperature of 400 µK. This lower temperature should
be possible when additional sub-Doppler cooling is per-
formed. The effect of different initial flux density and
temperature will also be discussed.
Behind the MOC a fraction of the center of the beam is
selected with a circular aperture. The transmitted part
of the beam is photo-ionized and immediately acceler-
ated in an electric field E in order to suppress disorder-
induced heating. The assumptions are made that the
complete transmitted beam is ionized and this happens
without any increase in transverse velocity spread due
to excess energy of the photons. This last assumption
is valid since the ionization laser will be tuned near the
ionization threshold and most of the excess energy will
go to the much lighter electrons. Complete ionization is
necessary to convert the high atomic flux density to a
high current density. If only a part of the beam would be
ionized the current density and thus also the brightness
of the beam will be lower. Ionizing the complete beam
is possible, although a build-up cavity will be needed to
create a high enough intensity in the ionization laser. Al-
ternatively one can excite the atoms to a Rydberg state
and ionize the atoms by means of field ionization18. The
current I in the ion beam is set by varying the radius ri
of the selection aperture, which is given by
ri =
√
I
πeφ
, (1)
in which e represents the charge of the ions. With the
mentioned expected flux density this means the aperture
should have a radius of 0.2 µm to select a current of 1pA,
which is small but not impossible. A problem arising with
such a small aperture is the fact that it might get clogged,
obstructing the passage of the beam. To prevent this
from happening the aperture should be heated in order
to evaporate any rubidium which is accumulating on the
aperture. After the photo-ionization stage the beam is
further accelerated to 30 keV in a second accelerator and
finally focused with a FIB lens system.
Since the ionization takes place in an electric field, the
position at which an atom is ionized determines its final
energy. Therefore the rms energy spread σU of the beam
will be determined by the magnitude of the electric field
E and the rms radius σL of the ionization laser
σU ≈ eEσL. (2)
The approximation made in this equation is that the en-
ergy spread of the atomic beam (≈0.04 eV at a Knudsen
cell temperature of 400 K) is negligible compared to the
energy spread caused by the ionization process. Equation
2 shows that a smaller electric field leads to a smaller en-
ergy spread. Therefore the effect of chromatic aberration
of the downstream lens system will be smaller for smaller
electric fields. However, the process of disorder induced
heating is influenced by the electric field as well since a
larger electric field reduces the ion density faster. Thus
a large electric field is beneficial to suppress disorder-
induced heating but increases the effects of chromatic
aberration. This means there exists an optimal electric
field which leads to the smallest spot size.
The effects of Coulomb interaction in the UCIS15 and
the MOTIS19 were investigated in the past. The current
density in an ion beam created from a magneto opti-
cal compressed thermal atomic beam is expected to be
higher by a factor of ≈100 however, making the effects
of inter-ion Coulomb interaction even larger. The next
section shows the results of particle tracing simulations
to investigate the process of disorder-induced heating in
the proposed setup and to determine the electric field in
the ionization stage which is needed to sufficiently sup-
press disorder-induced heating for different beam cur-
rents. This field determines the energy spread of the
beam, which is used in analytical calculations of the min-
imum achievable spot size shown in section IV. The spot
size calculations were verified with particle tracing sim-
ulations of a complete and realistic ion beam line shown
in section V.
III. DISORDER-INDUCED HEATING
The effect of the Coulomb forces between the ions in
the beam can be split up into two categories: the space
charge effect and statistical effects. Understanding the
difference between these two is key to understanding the
problems of Coulomb interactions in a focused ion beam.
The space charge effect is the effect of the smoothed out
average force of all particles. Due to this average effect,
the beam will start to expand after it is ionized. The
magnitude of this force is correlated to the transverse
position of the particle it acts upon. Therefore it can be
undone with a positive lens20, which implies that space
charge has no effect on the beam’s reduced brightness.
However, the beam does not consist of a homogeneous
space charge, but it contains particles at which the charge
is localized. This granularity is the origin of the statisti-
cal Coulomb effects in a focused ion beam.
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FIG. 1. Schematic view of the complete beam line of the proposed setup. An atomic beam is created by means of a Knudsen
cell with a collimation tube. The beam of rubidium atoms is laser cooled and compressed in the transverse directions. Then
it enters the ionization stage through a selection aperture of radius ri. The selected atoms are photo-ionized and immediately
accelerated in an electric field E. The ions are further accelerated to an energy of 30 keV in a second acceleration stage and
finally focused by a FIB lens system.
Statistical Coulomb effects can be subdivided into two
categories: relaxation of kinetic energy and relaxation
of potential energy. Relaxation of kinetic energy occurs
when the velocity distribution of the beam is anisotropic,
i.e., when the temperature in one direction is different
from the temperature in other directions. When this
happens the energy present in the random motion in one
direction can be transferred to the other directions due
to Coulomb collisions. An example of such a process is
the well known Boersch effect21.
When ions are created from a laser intensified atomic
beam, their transverse temperature will be of the order of
2 mK. At that moment the longitudinal temperature will
be of the order of the temperature of the Knudsen cell.
Therefore a process which can be described as the oppo-
site of the Boersch effect can occur, i.e., a relaxation of
kinetic energy from the longitudinal to the transverse di-
rection. However, ions are usually accelerated to 30 keV
in FIBs, which decreases the longitudinal temperature of
the beam22 with a factor 106. Therefore the effects of
this process are expected to be minor.
Relaxation of potential energy is also known as
disorder-induced heating. When a laser cooled and com-
pressed atomic beam is ionized, ions are created at ran-
dom initial positions. Therefore the Coulomb interaction
forces between these ions will point in random directions
and have random magnitudes. In other words, a certain
amount of potential energy is created which will relax
into random kinetic energy, i.e., the beam heats up.
Disorder-induced heating has been investigated in the
context of ultra-cold plasmas23. In such systems, ther-
malization will lead to kinetic energies kBTf of the order
of the initial potential energy
kBTf ≈ e
2
4πǫ0a
, (3)
in which ǫ0 is the vacuum permittivity and a is the
Wigner Seitz radius which for a beam is given by
a =
(
3v
4πφ
) 1
3
, (4)
in which v is longitudinal velocity of the atoms. The final
temperature Tf is reached on a time scale of the order of
the inverse plasma frequency ω−1p , which for a beam is
given by
ω−1p =
√
mvǫ0
φe2
, (5)
in which m represents the mass of the particles. Using
these equations for ions created from a laser cooled and
compressed atomic beam with a typical flux density of
5× 1019 m−2s−1 and atoms traveling at ≈ 300 ms−1, the
beam will heat up to ≈ 15 K in about 18 ns. Recalling
that the transverse temperature of the atomic beam is ex-
pected to be 2 mK, this means the temperature increases
with approximately four orders of magnitude, meaning
the reduced brightness will decrease with four orders of
magnitude.
These numbers clearly indicate the problem of
disorder-induced heating. In order to better understand
the problem, particle tracing simulations of the ion beam
have been performed. Moreover, these particle tracing
simulations are used to investigate the effect of exper-
imental quantities such as the electric field E and flux
density φ on the heating process.
A. Simulation Setup
The process of disorder-induced heating in an acceler-
ating ion beam is investigated with particle tracing sim-
ulations using the General Particle Tracer code24. This
code solves the three-dimensional equations of motion for
a specified set of particles, in our case individual rubid-
ium ions. It includes externally applied electric fields
4in the calculation as well as all pairwise Coulomb inter-
actions. Therefore it takes into account all granularity
effects as long as the number of particles is chosen suffi-
ciently large, to mimic a continuous beam.
The ions in the simulation are created at random ini-
tial positions with random initial velocities, but taking
into account certain distributions. The transverse po-
sition distribution was taken constant and non-zero for
r ≤ ri and zero for r > ri, in which r is the radial posi-
tion of the particle and ri is given by equation 1. Since
the longitudinal initial distribution of the ions will be de-
termined by the ionization laser it was chosen Gaussian
with an rms radius σL of 3 µm and centered at longitu-
dinal position z = 0. The velocity distributions in the x-
and y-direction are Gaussian with a standard deviation
σv⊥ given by
σv⊥ =
√
kBT⊥
m
, (6)
in which T⊥ = 400 µK is the transverse temperature
achieved with laser cooling and compression. The lon-
gitudinal velocity distribution was also assumed to be
Gaussian, but with a standard deviation determined by
the longitudinal temperature T// = 400 K and an average
〈vz〉 of
〈vz〉 =
√
8kBT//
πm
. (7)
The only implemented external electric field was a con-
stant electric field E in the longitudinal direction to accel-
erate the ions. The results shown in the next subsection
are obtained at z = 10 mm.
B. Results
Figure 2 shows a typical simulation result. It shows
phase space plots and velocity distributions of a simu-
lated beam at z=0 and z=10 mm. The simulation was
performed with a beam current of 10 nA, a flux density of
5×1019 m−2s−1 and an electric field of 1 MVm−1. There
are two obvious differences between the two phase space
plots. First of all, a correlation has developed between
the transverse velocity and transverse position. This is
caused by the correlation between the space charge force
and the positions, which was explained in the beginning
of this section. The other difference is the fact that the
phase space density, and thus also the brightness, is lower
at z = 10 mm. This clearly visualizes the effect of disor-
der induced heating.
The velocity distributions shown in figure 2 are ob-
tained from the phase space distributions by fitting a
linear function through the phase space data and sub-
tracting this linear function from the data. From this
corrected data the velocity distribution is shown. As can
be seen, the distribution at z = 0 is a Gaussian, which
was the velocity distribution that was used as input for
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FIG. 2. Phase space and transverse velocity distribution plots
at different longitudinal positions. Both of the velocity distri-
butions are fitted with a Gaussian distribution as well as with
a Holtsmark distribution. The distribution at z=0 resembles
a Gaussian distribution more than a Holtsmark distribution
with a reduced chi squared value of 0.63 for the Gaussian as
compared to 1.2 for the Holtsmark distribution. The distri-
bution at z=10 mm resembles a Holtsmark distribution more
than a Gaussian distribution with a reduced chi squared value
of 0.90 for the Holtsmark distribution as compared to 1.7 for
the Gaussian.
the simulation. The distribution at z = 10 mm is much
broader than the distribution at z = 0, which is the effect
of disorder-induced heating. Furthermore it resembles a
Holtsmark distribution20 more than a Gaussian distribu-
tion, which can be concluded from the lower reduced chi
squared value of the Holtsmark fit as compared to the
Gaussian fit. Characteristic for the Holtsmark distribu-
tion are the much broader side wings than the Gaussian
distribution. These side wings are the reason that the
second moment of the distribution does not exist, i.e., the
rms radius of the distribution is infinite. Therefore the
reduced brightness of a beam with such a velocity distri-
bution will approach zero. However, this does not mean
that the peak reduced brightness will approach zero. A
better measure for the beam quality is therefore the re-
duced brightness of 50 percent of the beam Br,50, which
was used in this research. The method to calculate this
brightness was shown earlier by Van der Geer et al.15.
Simulations were performed with different values for
the current, electric field and flux density. The results
are shown in figure 3. Figure 3a shows Br,50 as a func-
tion of the current for electric field strengths ranging from
0.2 MVm−1 to 5 MVm−1. These simulations were per-
formed at a flux density of 5× 1019 m−2s−1. The results
for all electric field strengths show similar behavior. At
low currents, the brightness stays constant with increas-
ing current. In this current region the beam is in the
so-called pencil beam regime, which is characterized by
5the fact that the transverse size d = 2ri of the beam
is smaller than the average longitudinal separation be-
tween individual ions in the beam. In this regime all
ions are more or less behind each other instead of next
to each other, so that the interaction forces will predom-
inantly point in the longitudinal direction. Therefore,
transverse heating will be limited and the brightness un-
affected. However, at a certain current, the transverse
size of the beam will become too large. At that current
heating will also occur in the transverse direction and the
brightness will drop. Finally, when the current becomes
even larger, a growth of the transverse size has almost no
effect on the brightness anymore.
In order to find the electric field needed to suppress
disorder-induced heating, the current at which the pencil
beam regime ends needs to be identified as a function
of the applied acceleration field. Since this current is
difficult to quantify the current I∆z=2ri is calculated at
which the transverse size of the beam is equal to the
initial average longitudinal separation between the ions.
This longitudinal separation ∆z between subsequent ions
is given by
∆z =
eE
2m
∆t2 + va∆t ≈ eE
2m
∆t2, (8)
in which va is the average atomic velocity before ioniza-
tion and ∆t = e/I is the average time between subse-
quent ionizations. Obviously, the approximation made
in this equation is only valid if E ≫ 2mIvae2 . Equating the
value in equation 8 to 2ri and using equation 1 to solve
for the current leads to
I∆z=2ri ≈
(
e3E
4m
√
πeφ
) 2
5
. (9)
In order to verify this scaling, figure 3b shows the same
brightness data as figure 3a, but now as a function of the
scaled current I/E2/5. The value shown in equation 9 is
indicated with a vertical solid line. It can be seen that
at this value the brightness is already lower as compared
to its initial value for all electric field strengths. How-
ever, in all simulations the brightness starts decreasing
at approximately the same value of the scaled current.
Figure 3c shows Br,50 as a function of the current for
flux densities ranging from 1 × 1019 m−2s−1 to 1 × 1021
m−2s−1. A larger flux density translates to a higher
brightness at low currents, i.e., in the pencil beam regime
where no transverse heating takes place. However, for
large currents, all flux densities approximately lead to
the same Br,50. The loss in brightness due to disorder
induced heating is larger for larger flux densities since
the particles are initially closer together, i.e., they are
created with a larger potential energy. However, at high
currents this larger loss in brightness due to heating is
compensated by the higher initial brightness. This leads
to the observation that the brightness is nearly indepen-
dent of the initial flux density at large currents. Figure
3d shows that the scaling of equation 9 also applies to
the flux density. However, due to the lower power of φ in
equation 9 the effect is less prominent.
The simulation data shown in figure 3 shows that the
current Iend at which the pencil beam regime ends, scales
according to equation 9. However, the exact value of Iend
is difficult to define since there is no hard limit for what is
a pencil beam and what is not. Here the limit is obtained
empirically from figure 3b and is set at
Iend =
E2/5
α
(
φ
φ0
)1/5
, (10)
in which α = 1013A−1V2/5m−2/5 and φ0 = 5 × 1019
m−2s−1 is the flux density at which the simulations in
figure 3b were performed. The data shows that at this
current the brightness has approximately decreased a fac-
tor of two. When equation 10 is rewritten in terms of the
electric field, an equation is obtained for the electric field
that is needed to reasonably suppress disorder induced
heating as a function of the current
E(I) = (αI)
5
2
(
φ0
φ
) 1
2
. (11)
IV. SPOT SIZE CALCULATIONS
Now the electric field we need to apply to maintain a
high brightness is known, calculations can be performed
to find the optimal probe size that can be reached with
a focused ion beam based on laser cooling and compres-
sion. First we will show analytical calculations in which
the three most important contributions to the probe size
are taken into account: the finite brightness of the beam
and spherical and chromatic aberration of a realistic FIB
lens system. As a measure for the size of the distribution
the diameter d50 that contains 50 percent of the current
is used. The probe sizes of the three individual contri-
butions and the procedure to add them together will be
introduced. Then the total spot size will be optimized for
the cases of only chromatic aberration and only spherical
aberration by changing the size of the beam at the po-
sition of the final lens. Since we use the electric field of
equation 11 in the analytical calculations, the results will
not include any trade off between a high brightness due
to a high electric field and a low energy spread due to a
low electric field. However, it is possible that this leads
to smaller spot sizes, especially at high currents, where
a very high electric field is needed to suppress disorder-
induced heating. To investigate this effect particle trac-
ing simulations of the complete ion beam line are per-
formed, combined with a genetic algorithm optimization
to find the optimum electric field. These simulations are
the subject of section V.
The emittance, or brightness, limited spot size d50,B is
derived from the definition of the emittance ǫi, given by
ǫi =
√
〈i2〉 〈v2i 〉 − 〈ivi〉2, (12)
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FIG. 3. Simulation results showing the reduced brightness (a,b,c) of 50 percent of the beam or this value divided by the flux
density (d) at a longitudinal position of 10 mm for: (a) a constant flux density of 5 × 1019 m−2s−1 and varying electric field
strengths (0.2,0.4,0.6,0.8,1,2,3,4 and 5 MVm−1) as a function of the current, (b) a constant flux density of 5×1019 m−2s−1 and
varying electric field strengths as a function of a scaled current, (c) a constant electric field strength of 1 MVm−1 and varying
flux densities (1, 3, 5, 7, 9× 1019 m−2s−1, 1, 3, 5, 7, 9× 1020 m−2s−1 and 1× 1021 m−2s−1) as a function of the current and (d) a
constant electric field of 1 MVm−1 and varying flux densities as a function of a scaled current. The solid vertical lines in figure
b and d show the current for which the transverse size of the beam is equal to the average initial longitudinal separation of the
ions in the beam (equation 9). The dashed vertical lines indicate the end of the pencil beam regime (equation 10).
in which i denotes a transverse direction, vi denotes the
velocity in that transverse direction and 〈.〉 denotes the
average over all particles. The assumption is made that
no heating of the beam takes place so that emittance is a
conserved quantity. This assumption is reasonably justi-
fied as long as the applied electric field in the acceleration
stage is equal or larger than the value given by equation
11. In the final waist of the beam after the last lens and
in the first waist of the beam at the position of ionization
(z=0 in figure 1) there is no correlation between position
and velocity. Therefore the correlation term in equation
12 becomes zero at these longitudinal positions. Conser-
vation of emittance and the fact that for an azimuthally
symmetric beam
√
〈x2〉 =
√
〈y2〉 =
√
〈r2〉/√2 gives
σr,iσvr ,i = σr,fσvr ,f , (13)
in which σr,i and σr,f are the rms radial sizes of the beam
in the ionization plane and the focus of the beam and
σvr ,i and σvr ,f are the rms spreads in radial velocity in
the ionization plane and the focus of the beam. The cur-
rent distribution in the ionization plane is assumed to
be uniform with a radial size ri. For such a distribution
σr,i = ri/
√
2. Furthermore, the current density distribu-
tion at the final focusing lens is also assumed to be uni-
form with a radial size rL. This assumption is justified
due to the small transverse velocity spread of the ions.
On the basis of geometrical arguments, the rms spread
in radial velocity after the final lens with focal length f
is now given by σvr ,f = vzrL/(
√
2f). Finally, the rms
spread in radial velocity in the ionization plane is given
by σvr ,i =
√
2kBT⊥/m. Together, these equations lead
7to
σr,f =
d50,B
2
=
fri
rLvz
√
2kBT⊥
m
. (14)
The first equality in equation 14 is generally valid for a
uniform circular distribution.
The probe size contributions of spherical and chro-
matic aberration are obtained from Wang et al.25 and
given by
d50,S =
1
4
√
2
CS
r3L
f3
d50,C = 0.811CC
σU
U0
rL
f
,
(15)
in which U0 is the average kinetic energy of the ions in the
beam and σU is the energy spread. This energy spread is
calculated by inserting the electric field given by equation
11 into equation 2. To get realistic results, aberration
constants of CC = 100 mm and CS = 850 mm were used,
which are typical for commercial FIB columns having
sample tilt capability. Improved performance could be
obtained by optimizing the aberration constants for a
cold ion source and specified working distance.
The total probe size d50,T is calculated with the root
power sum algorithm of Barth and Kruit26
d50,T =
((
d1.350,S + d
1.3
50,B
) 2
1.3 + d250,C
) 1
2
. (16)
An important parameter in minimizing this total probe
size is the so called aperture angle θ = rLf . As can be
seen in equations 14 and 15 the brightness contribution
to the probe size is inversely proportional with θ while
the chromatic aberration contribution is proportional to
θ and the spherical aberration contribution is propor-
tional to θ3. An analytical optimization of d50,T in terms
of θ is complicated, due to the various powers in equation
16. Therefore separate optimizations of the spherical and
chromatic aberration limited probe size were performed
in which the term containing d50,C or the term containing
d50,S were left out respectively. The results of these op-
timizations are the spherical aberration limited spot size
d50,T,S and chromatic aberration limited spot size d50,T,C
given by
d50,T,S =
(
3-
3
5.2+3
1
5.2
) 1
1.3
(
2k3B
π3e3
) 1
8
× C
1
4
S
(
IT⊥
φU0
) 3
8
(17)
and
d50,T,C =
(
16× 0.8112kBe
π
) 1
4
(
T⊥φ0α
5I6C2Cσ
2
L
U30φ
2
) 1
4
.
(18)
Both of these results are shown in figure 4a for U0 =30
keV, φ = 5 × 1019 m−2s−1 and T⊥ = 400 µK. It also
100 101 102 103
10−1
100
101
102
current (pA)
d r
,5
0 
(nm
)
10−2
10−1
100
E (
MV
/m
)
100 101 102 103
current (pA)
a.
b.
d       (analytical)50,T
50,T,S
50,T,C
d          (analytical)
d          (analytical)
d       (simulation)50,T
E (analytical)
E (simulation)
FIG. 4. (a) Result of the analytical calculation of the spot
size as a function of the current (solid line) as well as the re-
sult of the genetic optimization of the spot size with particle
tracing simulations (circles, the simulations are discussed in
section V), both for U0 =30 keV, φ = 5 × 10
19 m−2s−1 and
T⊥400 µK. The figure also shows the spherical (dotted line)
and chromatic (dashed line) aberration limited spot size as a
function of the current. Note that since the flux density is
fixed here, the radius of the beam defining aperture is var-
ied when the current is varied due to the relation given by
equation 1. (b) The electric field used to accelerate the ions
in the analytical calculation (solid line) and in the genetic
optimization using particle tracing simulations (circles, the
simulations are discussed in section V) as a function of the
current.
shows a plot of the minimized complete spot size, given
by equation 16. For this plot, either the spherical aberra-
tion optimal aperture angle or the chromatic aberration
optimal aperture angle was used, depending on which
lead to the smallest spot size. Figure 4b shows a plot of
the electric field used in the calculation.
As can be seen, the probe size will be dominated by
spherical aberration below 10 pA, while at higher cur-
rents, meaning larger beam radii due to the relation in
equation 1, chromatic aberration is more important. This
behavior is exactly opposite as compared to other sources
such as the liquid metal ion source in which the energy
spread is independent of the current. For such sources
the chromatic aberration limited spot size27 is propor-
tional to I
1
4 , which is a weaker dependence than the I
3
8
81018 1019 1020
0.1
10
φ (m−2s−1)
d 5
0 (n
m)
T = 1 μK
T = 10 μK
T = 100 μK
T = 1 mK
T = 10 mK
T = 100 mK
1
FIG. 5. This figure shows the dependence of the attainable
spot size on the flux density and temperature of the beam
after laser cooling and compression, with a 30 keV beam with
a current of 1 pA. The dot marks the location of the tempera-
ture and flux density we expect to realize in our experimental
setup.
dependence of the spherical aberration limited spot size.
However, in a focused ion beam based on laser cooling a
higher electric field is needed at higher currents to sup-
press disorder-induced heating as explained in the previ-
ous section. Therefore the chromatic aberration limited
spot size is proportional to I
3
2 as shown in equation 18.
This is the reason why chromatic aberration is dominant
at high currents instead of low currents.
The spot size plot shown in figure 4a is based on as-
sumptions of the attainable flux density and temperature
after laser cooling and compression as explained in sec-
tion II. With the analytical model shown in this section
it is also possible to test what spot size can be reached
with different initial conditions. Figure 5 shows the de-
pendence of the spot size on the initial flux density and
temperature of the beam, assuming a 30 keV beam con-
taining 1 pA. Note that since the current is fixed here,
varying the flux density of the beam also means varying
the beam radius. At a current of 1 pA the spot size is al-
most completely determined by spherical aberration and
brightness so that equation 17 is valid. This equation
and figure 5 show that a factor of 10 increase in temper-
ature or decrease in flux density leads to a factor of 10
3
8
increase in spot size. For higher currents, at which the
spot size will be limited by chromatic aberration, a factor
of ten increase in temperature or decrease in flux density
will lead to a factor of 10
1
4 or 10
1
2 increase in spot size
respectively. Additional work16 showed that by using a
thermal source of rubidium and a compact laser cooling
stage a flux density of φ = 4 × 1019 m−2s−1 and trans-
verse temperature of T⊥ = 2 mK could be reached. As
shown in figure 5, a 1 pA beam with these characteristics
can be focused to 1 nm.
In the analytical calculations shown here the electric
field is chosen such that all disorder-induced heating is
suppressed within approximately a factor of two decrease
in brightness, see section III B. Therefore the electric field
has a 5/2 power dependence on the current. This is cor-
rect for low currents, but from a certain current onward
it may not be beneficial anymore to use the electric field
according this dependence. It might be better to use a
smaller electric field, so that the energy spread is lower,
while accepting that some disorder-induced heating takes
place. In the optimal situation the electric field should
be chosen such that the loss of brightness balances the
decrease of energy spread. Since we can not describe the
shape of the plots in figure 3 analytically this effect is
investigated numerically.
V. GENETIC ALGORITHM OPTIMIZATION
To investigate the effect described in the last paragraph
of the previous section, particle tracing simulations of the
complete ion beam line are performed in combination
with a genetic algorithm to find the optimal experimen-
tal parameters that lead to the smallest spot size. The
genetic algorithm is an optimization method based on
evolution28. In each step a certain population of solu-
tions is created. The best of these solutions are selected
as parents, which are used to create the input param-
eters for their children in the next generation. In this
way the different solutions evolve towards the optimal
solution of the problem. In the case of optimizing the
parameters for a focused ion beam there are two main
objectives: an as large as possible current in an as small
as possible spot size. Therefore a multi-objective genetic
algorithm is used. With multiple objectives, the set of
best solutions is defined as the set of solutions for which
there is no other solution which scores better on one of
the objectives without worsening one of the other objec-
tives. This set of solutions is called the pareto front. The
optimization shown here is performed using the built-in
multi-objective genetic algorithm of Matlab.
A. Simulation Setup
The simulations in this section are also performed with
the GPT code. This time the complete ion beam line is
incorporated, including a more realistic accelerator struc-
ture and lens column. As explained in section IV, the
aperture angle of the last lens must be variable in or-
der to optimize the spot size. This can either be done
by varying the length of the system or by changing the
divergence of the ion beam before the lens column. In
practical sense the last option is preferred, which is in-
corporated in the simulation with a decelerating einzel
lens that focuses the ions after which the beam diverges.
The whole ion beam line is schematically shown in fig-
ure 6. The ions are created in the beginning of the ac-
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FIG. 6. Schematic view of the complete ion beam line incorpo-
rated in the GPT simulations for the probe size optimization.
celeration stage with the same initial distributions as de-
scribed in section III. In the acceleration stage a variable
electric field is applied to accelerate the ions. The ions
are further accelerated to 30 keV in the post accelera-
tion stage. They then enter the aperture setting einzel
lens from which the outer plates are grounded and the
inner plate is set at a variable positive voltage (0-30 kV)
to reach the desired aperture angle. In the simulation
the einzel lens is constructed from three infinitely thin
conducting plates with a circular hole with a radius of 1
mm. The accelerator plates in the acceleration and post
acceleration stage are constructed of such plates as well.
After a drift space the ions reach the lens column. The
electric fields of a realistic lens column were implemented
in the simulations. This column basically consists of two
einzel lenses; the condenser lens, which aims to collimate
the beam and the objective lens, which is used to fo-
cus the beam to a small spot. All in all the simulation
has four input variables: the acceleration field, the einzel
lens voltage, the condenser lens voltage and the objective
lens voltage. These parameters are varied by the genetic
algorithm to find the pareto front of the problem.
B. Results
The result of the genetic algorithm optimization is
shown in figure 4a. For low currents, the simulated spot
sizes are very similar to the model, including the current
at which the transition from a spherical aberration domi-
nated spot size to a chromatic aberration dominated spot
size takes place. However, at larger currents the pareto
front of the optimization deviates from the model, i.e.
the simulations lead to smaller spot sizes than the ana-
lytical model predicts. As explained at the end of section
IV, disorder induced heating is suppressed within a fac-
tor of two in the analytical model. However, at large
currents the electric field that is needed to do so, see
equation 11, becomes so large that it is more beneficial
to accept some disorder induced heating so that a lower
electric field can be applied and the chromatic aberration
becomes smaller.
This explanation is verified by figure 4b, which shows
the electric field of the pareto solution as a function of
the current in comparison with the electric field in the
analytical model. At low currents the electric field is
not of much importance, because the beam is limited by
spherical aberrations. Therefore the electric field in the
simulation deviates from the one in the model in this
region. However, at a certain current the electric field
rises and has approximately the same value as given by
equation 11. As can be seen this transition is not fluent
in the simulation data. This is an artefact of the genetic
optimization however. Since the problem has a relatively
high number of input parameters it takes very long for
the pareto solution to evolve to the actual optimum. The
optimization shown here was stopped manually after a
week.
From a certain current the electric field starts to de-
viate from equation 11. This is the current for which
not all disorder-induced heating is suppressed anymore,
since this strategy leads to smaller spot sizes as shown
in figure 4a. Since the genetic optimization was stopped
manually without any well defined stopping criteria, the
solution shown in figure 4 possibly deviates from the ac-
tual optimal solution, i.e., there might be smaller spot
sizes possible.
VI. CONCLUSION
The analytical calculations and particle tracing simu-
lations of a complete and realistic ion beam line shown
here predict that a FIB based on photo-ionizing a laser-
intensified thermal atomic beam will outperform a LMIS
based FIB in terms of spot size. By varying the electric
field in which the ions are created for each beam cur-
rent one can tune the trade-off between brightness and
energy spread in order to get the optimum FIB perfor-
mance. Nanometer size spots can be attained with a
30 keV beam of rubidium ions up to currents of a few
pA. Due to the higher mass of rubidium atoms, better
milling performance is expected than GFIS based FIBs,
although this should be investigated in the future. At
low currents the beam will be limited by a combination
of spherical aberration and the beams brightness, while
at higher currents chromatic aberration will be dominant.
On the basis of the analytical result it can be concluded
that the sensitivity of the final spot size to the initial
flux density and temperature is low. Therefore less ef-
ficient laser cooling and compression than expected will
not have dramatic consequences.
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