Abstract. This talk addresses some problems of supervised learning in the setting formulated by Cucker and Smale. Supervised learning, or learning-from-examples, refers to a process that builds on the base of available data of inputs x i and outputs y i , i = 1, . . . , m, a function that best represents the relation between the inputs x ∈ X and the corresponding outputs y ∈ Y . The goal is to find an estimator f z on the base of given data z := ((x 1 , y 1 ), . . . , (x m , y m )) that approximates well the regression function f ρ (or its projection) of an unknown Borel probability measure ρ defined on Z = X × Y . We assume that (x i , y i ), i = 1, . . . , m, are indepent and distributed according to ρ.
