In this paper, we propose a novel activation function, namely, Interval Type-2 (IT2) Fuzzy Rectifying Unit (FRU), to improve the performance of the Deep Neural Networks (DNNs). The IT2-FRU can generate linear or sophisticated activation functions by simply tuning the size of the footprint of uncertainty of the IT2 Fuzzy Sets. The novel IT2-FRU also alleviates vanishing gradient problem and has a fast convergence rate since it pushes the mean activation to zero by allowing the negative outputs. In order to test the performance of the IT2-FRU, comparative experimental studies are performed on the CIFAR-10 dataset. IT2-FRU is compared with widely used conventional activation functions. Experimental results show that IT2-FRU significantly speeds up the learning and has a superior performance compared to other handled activation functions.
Introduction
During the past decade, deep learning with neural networks has made a breakthrough in various areas such as image classification, object detection, character recognition, etc. [1] [2] [3] . One of the most commonly employed Deep Neural Network (DNN) is the Convolutional Neural Networks (CNNs) [4] [5] [6] . Activation functions for DNNs is still an active research area as they have an important role during the learning process. After the discovery of Rectified Linear Unit (ReLU) [7] , DNNs have made a great progress as the ReLUs have not only alleviated the vanishing gradient problem but also improve the training performance of DNNs [7] , [8] .
Activation functions for DNNs in literature can be grouped as the extensions of ReLU and their variants.
For instance, Leaky ReLU (LReLU) allows the negative part by assigning a predefined slope value [9] while Parametric ReLU (PReLU) also does not saturate the negative part to zero by learning the slope parameter during training [10] . Moreover, Exponential Linear unit (ELU) and Parametric ELU (PELU), that are defined as identity for positive arguments and ( − 1) for negative ones, proposed to reduce bias shift problem and make learning faster [11] , [12] . Even though the activation functions mentioned here have a good performance in DNNs, they all have a disadvantage that is their weak ability to express nonlinear input-output mappings. To define nonlinear input-output mappings, it has been shown that Fuzzy Logic Systems (FLSs), especially Interval T2 (IT2) FLSs, are very powerful tools [13] [14] [15] [16] [17] [18] [19] [20] [21] . This lies due to the fact that IT2-FLSs use and employ IT2 Fuzzy Sets (FSs) that have more extra degree of freedom provided by the Footprint of Uncertainty (FOU) [13] [14] [15] [16] [17] [18] [19] [20] [21] . Hence, many theoretical studies have been presented on how the size/shape of the FOU affects the IT2 Fuzzy Mappings (FMs) [20] [21] [22] [23] .
In this paper, we will propose a novel IT2 Fuzzy Rectifying Unit (FRU) that inherits the powerful properties of IT2-FMs to improve the learning performances of the DNNs. The novel activation function IT2-FRU is learned for each neuron independently during training and can express a linear or sophisticated activation function by simply tuning the FOU sizes of IT2-FSs. Thus, IT2-FRU gives the opportunity to the DNNs to have better learning capability. Moreover, the novel IT2-FRU also allows negative outputs and has the similar advantages with the other non-saturated activation functions; it alleviates vanishing gradient problem and has a fast convergence rate. In order to investigate the performance of the proposed IT2-FRU, we will present two different CNN structures; the first one is selected as a shallow network and the second one is a DNN structure composed of three stacked CNN layers. In both cases, we will compare the performance of IT2-FRU with ReLU, PReLU and ELU on the benchmark CIFAR-10 dataset. We will also test the performances of the rectifying units in presence of Batch Normalization (BN) layer which is widely done in benchmarking of DNN structures. The experimental results will show that the proposed IT2-FRU can have a significant performance improvement when compared to other activation units and have a very robust performance with or without BN layer(s). This paper is organized as follows. Section 2 provides some preliminaries on activation functions. Section 3 presents the proposed novel IT2-FRU. The comparative experimental results of the proposed IT2-FRU are given in section 4. Finally, the conclusions and future works are given in section 5.
Preliminaries on Activation Functions
In this section, we will give some information about the most popular activation functions used in DNNs which are the ReLU, PReLU and ELU.
 The activation function of ReLU is defined as [7] ( ) = max (0, )
where, is the input.
 The activation functions of LReLU [9] and PReLU [10] are defined as
where > 0. The only difference between the PReLU and the LReLU is that the leak parameter is learned during training in order to find a proper positive slope for negative inputs in PReLU. This allows negative outputs and prevents the negative inputs saturated always to zero.
 Another proposed ReLU based activation unit is the ELU [11] that is defined with:
( ) = max(0, ) + (e min(0, ) − 1)
The ELU also allows the negative outputs and the hyperparameter controls the values of the output in the negative quadrant and weights them exponentially.
Interval Type-2 Fuzzy Rectifying Unit
In this section, we will present a novel activation function based on IT2-FLSs. We will firstly present the properties SIT2-FLS which provides the basis of the IT2-FRU. Then, the proposed novel fuzzy activation unit will be introduced.
Internal Structure of the SIT2-FLS
In this study, we use and employ a SIT2-FLS composed of 3 rules which is defined as: : If is̃Then is , = 1,2,3
Here, is the output, is the normalized input value that is defined as:
where is the actual input and is scaling factor that helps to normalize the inputs in between ∈ [−1, 1].
The consequent parts ( ) in (4) are defined with crisp MFs as 1 = , 2 = and 3 = , while the antecedent part is defined with the IT2-FSs (̃) shown in Fig. 1 . Here, the heights of the LMFs is the only parameter that creates the FOU of the IT2-FS [20] . In the rest of the paper, we will employ the following equalities; = 0 to guarantee that = 0 ⇒ = 0. Additionally, the height of the LMFs is employed as 2 = , 1 = 3 = 1 − as suggested in [20] . The resulting IT2-FM ( ( )) for ∈ [0, 1] can be formulated as
where ( ) is defined as:
Similarly, for the input interval ∈ [−1, 0] the IT2-FM can be derived as [20] :
The following design guidelines have been presented in [20] by defining the criteria 0 ( ) = | ( )| − | |: 1] . Thus, an Aggressive FM (A-FM) is obtained compared to a Unit Mapping (UM).
In Fig. 2 , the A-FM ( = 0.1), S-FM ( = 0.9) and U-FM ( = 0.5) are sketched for all of the consequent parameters are selected as = = 1. Also, a UM is presented for the comparison. Here, it can be seen that the S-FM has relatively low input sensitivity when is close to "0" in comparison to the A-FM. Moreover, as seen in Fig. 2 , nearly a UM can be obtained when < < is satisfied. Thus, the can be seen as learning hyperparameter to be set or learned to increase the performance of DNNs. 
Learning with IT2-FRU
Here, we will introduce the novel IT2-FRU. The proposed activation unit can be formulated by arranging the (6) and (8) as following:
The resulting output of the IT2-FRU could be a linear or nonlinear activation depending on selection of the parameters. IT2-FRU has three learnable parameters , and . As shown in Fig. 3 , the parameter controls the slope of the function in positive quadrant, while the parameter controls the slope of the function in negative quadrant. In the case of < < , the outputs converge to linear functions with slopes of or as seen in Fig. 3 . Moreover, when 0 < ≤ or ≤ < 1 is satisfied, the activation function ( ) can imitate a sophisticated input-output mappings such as A-FM or S-FM. Thus, the total number of additional parameters that could be learned when using the IT2-FRUs in a layer is only 3 , where is the overall number of hidden units in the activation layer. This is a small number in comparison with the total number of weights in typical networks. In contrast to the ReLU, IT2-FRU can process negative input values that helps to push the mean activation of the layer around zero. It is known that layers with mean activations closer to zero tend to learn faster [11] . Unlike the other rectifying linear units (ReLU, ELU, LReLU, etc.), IT2-FRU can also learn each neurons contribution in the positive quadrant. Besides, proposed IT2-FRU can learn sophisticated input-output mappings for the negative quadrant by tuning the FOU parameter of the IT2-FS unlike its counterparts. This flexibility gives the network the opportunity to improve its learning performance. Moreover, IT2-FRU can alleviate the effect of small variations for certain hyperparameter settings if necessary. For instance, if the S-FM is employed, then the IT2-FRU has a relatively low input sensitive for ≈ 0. Low input sensitivity indicates that variating information propagated to the next layer is decreased, thus the resulting network will be more robust against noisy inputs.
The update rule of the learnable parameters ∈ { , , } is derived by the chain rule and defined as follows:
where = 1, … , indexes of the channels, represents the objective function of the DNN, indexes of the elements over height, width, and observations. The term / ( ) is the gradient propagated from the deeper layers after the IT2-FRU. The gradients of the IT2-FRU for each parameter are given in (11) and
The rule for updating the parameters by momentum method is:
Here represents the momentum terms and ε is the learning rate.
In the training of IT2-FRU, the slope parameters and are not restricted with an upper or lower bound and thus can be learned freely during the training. However, we constrain the parameter of in the interval of [0, 1] to end up with an IT2-FS.
Experiments with IT2-FRU
In this section, we will examine the learning performance of DNN structures with the IT2-FRUs. To evaluate the performance of novel activation function, we performed several experiments with CIFAR-10 data set [1] for different CNN structures. The CIFAR-10 dataset contains color images with size of 32×32. It contains 50000 training images and 10000 testing images with 10 different classes [1] . Besides, we did not perform any data augmentation. We performed the classification experiments in MATLAB and CUDA environments. All experiments are conducted on a PC that includes Intel Core i7 3.3GHz CPU, 32GB RAM. Moreover, we used a NVIDIA GTX 1080 TI GPU to reduce the training time. The experiments are performed for two different DNN structures. In the first structure, we selected a shallow network with single CNN layer and for the second network we composed a deep layer by stacking three CNN layers. Since we mainly focus on testing the effects of IT2-FRU on the performance of deep networks, we only change the activation units in the employed network structures and keep other elements of the network unchanged. We compared our proposed IT2-FRU to ReLU, PReLU and ELU activation functions on two networks with and without BN layer. Also, cross-entropy is selected for loss function as we handle a classification problem.
Here, is the number of classes.
In learning process, we applied the stochastic gradient descent algorithm with a minibatch size of 64 samples and momentum of 0.9 for 5 epochs. The L2-weight decay regularization term was set to 0.004. To make a fair comparison, we used the same learning settings for all employed activation units in the handled networks.
Classification Performance with the Shallow CNN Network
In this subsection, we test the learning behavior and performance of the proposed IT2-FRU in a simple CNN structure rather than a complex neural network to show the superiority of the IT2-FRU. The shallow network structure has an image input layer with a 'zero-center' normalization. The convolution layer of the network has 32 filters. Each kernel size has been selected as 5×5 and has been padded by 2 pixels on each side. After convolution layer, in one structure a BN layer is added and it is named as Shallow CNN-BN, while the other structure is constructed without BN layer that is named as Shallow CNN. Then, the convolutional layer or BN layer is followed by an activation unit with the selections of ReLU, PReLU, ELU or IT2-FRU. Finally, one fully connected layer with size of 10 and a softmax classification layer have been added to the network.
In learning process, the learning rate starts at 10 −2 for Shallow CNN-BN and 10 −4 for Shallow CNN, after 3 epochs its value divided by 10 for both network. These initial learning rates are experimentally determined as the optimal initial learning rates for these networks.
In Fig. 4 , the medians of training loss over five experiments on CIFAR-10 dataset are presented for both structure Shallow CNN and Shallow CNN-BN. Results show that proposed IT2-FRU has achieved a lower training loss value compared to ReLU, PReLU and ELU with both structure; with or without BN. Moreover, as it can be seen from Fig. 4a , IT2-FRU has a much better and faster convergence behavior with Shallow CNN structure compared to its counterparts. In Fig. 4b , we observed that BN is generally improved training performance. Also, we observe that IT2-FRU has the best training performance in Shallow CNN-BN as illustrated in Fig. 4b . Table 1 , in the testing experiments, IT2-FRU obtained a higher median accuracy rate on CIFAR-10 with or without BN layer when compared to ReLU, PReLU and ELU. The deployment of the IT2-FRU layer has increased the median accuracy rate by 2.04% compared to ReLU counterpart and achieved the maximum median accuracy rate of 50.90% on CIFAR-10 without BN network. On the other hand, we see that BN is generally increased the median testing accuracy. Besides, proposed IT2-FRU has improved the median testing accuracy of the second best rectifying unit, ELU, in amount of 3.94% as given in Table 1 .
As shown in
It can be concluded that both the IT2-FRU's training and testing performances are significantly better when compared to the other activation units for a shallow CNN structure. BN is generally improved the testing performances of rectifying units. It also can be seen that IT2-FRU network clearly outperforms its counterparts in Shallow CNN-BN.
Classification Performance with Stacked CNN Network
In this subsection, we examine the learning behavior and generalization capabilities of the proposed IT2-FRU against the other activation functions with a relatively more sophisticated CNN structure. Our relatively complex network structure has an image input layer with a 'zero-center' normalization. We designed our complex network by stacking 3 convolutional layers one after another. These 3 convolutional layers have been constructed with 32, 32 and 64 filters, respectively. Each one of them has a kernel size of 5×5. Each CNN layer is padded with 2 pixels on each side.
After each convolutional layer, in one structure a BN layer is added and it is named as Stacked CNN-BN, while the other structure is constructed without BN layer and named as Stacked CNN. Then, each convolutional layer or each BN layer is followed by an activation unit with the selections of ReLU, PReLU, ELU or IT2-FRU. After the activation, the layers are followed by the max-pooling layers. Pooling layers have a kernel size of 3×3 with a stride of 2. Then, two fully connected layers with sizes of 64 and 10, respectively, with an activation unit between them have been added to the network. Finally, a softmax classification layer is added.
In the learning process, the learning rate starts with a value of 10 −2 for both stacked CNNs (Stacked CNN-BN and Stacked CNN). Learning rate is divided by 10 after 3 epochs during training. This learning rate is determined experimentally for these DNNs.
In Fig. 5 , the medians of training loss over five experiments on CIFAR-10 dataset are presented for both structure Stacked CNN-BN and Stacked CNN. It should be noted that we do not present the results for PReLU in Fig. 5 , since it was not able to learn the data set with the selected learning rate value. The results show that the proposed IT2-FRU has achieved a lower training loss value compared to ReLU, PReLU and ELU with both stacked structure with or without BN layer. The training performance of the IT2-FRU significantly outperforms other activation units, in particular, within Stacked CNN structure as seen in Fig. 5a . The deployment of a BN layer has significantly improved the training performance of ReLU, PReLU and ELU. BN, also enhanced the training performance of IT2-FRU as seen in Fig. 5b . In Table 1 , the median values of test accuracy on CIFAR-10 are presented. We observed that IT2-FRU has a significantly higher median accuracy rate on CIFAR-10 with Stacked CNN. IT2-FRU has increased median accuracy rate by 18.11% compared to ReLU counterpart and achieved the maximum accuracy rate of 74.35% on CIFAR-10 without BN layer as seen in Table 1 . With Stacked CNN-BN network, all employed rectifying units have nearly same median accuracy rate values. These results clearly reveal that BN has a crucial influence on the ReLU, PReLU and ELU, while the IT2-FRU can achieve satisfactory performance with or without BN networks.
Remark: It should be underlined that more sophisticated DNN structures have been employed in the literature to reach a satisfactory classification performance on CIFAR-10 dataset. As the aim of this section is to show that the IT2-FRU is a powerful tool and can enhance the performance, thus we preferred relatively simpler DNN structures.
To sum up, the deployment of IT2-FRU layer resulted with a robust and high performance with the Stacked CNN structure when compared to other activation units. It is also worth to underline that the IT2-FRU can achieve high classification performances with or without BN layer networks unlike its counterparts.
Conclusions and Future Works
In this paper, we proposed a novel IT2-FRU that is based on IT2-FMs to enhance the learning performance of the DNNs both in accuracy and convergence speed. The advantage of the proposed IT2-FRU is that it has the capability to learn sophisticated activation functions, alleviates vanishing gradient problem and has a fast convergence rate as it does not map negative input values to zero output values. The presented classification results obtained from different DNN structures demonstrated that IT2-FRU has effectively improved the performance of DNNs, especially without BN layer.
In our future work, we will examine the proposed IT2-FRU on different datasets with more complex DNNs.
