In this letter, by regarding finite-time stability as an inverse problem, we reveal the essence of finite-time stability and fixed-time stability. Some necessary and sufficient conditions are given. As application, we give a new approach for finite-time and fixed-time synchronization and consensus.
Introduction
In many practical situations, stability over a finite time interval is of interests rather than the classic Lyapunov asymptotic stability, since it is more phyiscally realizable than concerning infinite time.
There are two categories of concepts of stability over finite time interval. One is finite-time stability that means that the system converges within a finite time interval for any initial values; the other is fixed-time stability that means that the time intervals of convergence have a uniform upper-bounds for all initial values within the definitive domain. The previous works on this topic include Dorato 1961 , Roxin 1966 , Haimo 1986 , Bhat and Bernstein 1998 , 2000 , Hong, et. 2002 ,. In particular, Lu and Chen 2005 presented analysis of the finite-time convergence for Cohen-Grossberg neural networks with discontinuous activation function.
The finite-time and fixed-time stability/convergence have been successfully applied in many fields.
More related to the present letter, synchronization and consensus in networked systems have been attracting increasing interests (Lu, W.L and Chen 2004, 2006) . Many recent literature were concerned In this letter, we propose a simple, novel and general technique to re-visit the problem of finite-time and fixed-time stability by regarding as an implicit inverse function of time and apply to the synchronization and consensus in networked system.
To exploit the idea, suppose a nonnegative scalar function V (t) satisfieṡ
where
BecauseV (t) > 0, V (t) is decreasing. Therefore, the trajectory can also be written aṡ
(See the following figure) where t(V ) be the inverse function of V (t). Then,
Therefore, the least time t * to make V (t * (V (0))) = 0 is
In summary, we have Proposition 1. For system (1),
1. "0" is a finite-time stable equilibrium for the system (1), i.e. there exists a time t * = t * (V (0)) depending on the initial value V (0), such that V (t) = 0, if t ≥ t * (V (0)), it is necessary and sufficient that the integral
is finite.
2. "0" is a fixed-time stable equilibrium for the system (1), i.e. there exists a time t * independent of the initial value V (0), such that V (t) = 0, if t ≥ t * , it is necessary and sufficient that the integral
Remark 1. It is clear that finite-time convergence is an inverse problem: To find the timet so that
instead of V (t), we discuss the inverse function t(V ). Previous results reveal that
the finite-time convergence depends on the behavior of µ(V ) in the neighborhood of V = 0.
Remark 2. Instead, the fixed-time convergence depends on the behavior of µ(V ) at V = 0 as well as the behavior of µ(V ) at ∞.
Remark 3. Geometrically, a system is stable is equivalent to that its trajectory x(t) is with finite length in state space x. Instead, finite-time convergence means that the trajectory x(t) is with finite length in time-state space (x, t).
In case µ(s) = s, then
and
It is clear that the integral
Therefore, there is no t * such that V (t * )=0. In fact, the system (1) is exponentially stable. 
which means that V (t) converges to zero in finite-time.
On the other hand, in case p > 1,
which means that V (t) does not converges in finite time. Instead, it converges to zero with power rate t −(p−1) (see Chen. T. et.al, 2007) .
With similar approach, we have the following Theorem 1. Suppose the Dini derivative of a nonnegative function V (t) = V (z(t)) satisfieṡ
for some constant a > 0, where functions µ 1 (V (t)) > 0, µ 2 (V (t)) > 0, when V (t) > 0; µ 1 (0) = 0;
e., the fixed-time stability of "0" is realized.
Proof. In this case, no matter V (0) ≤ 1 or V (0) ≥ 1, we can prove
The proof is completed.
Remark 4. System governed by (4) is written as event-triggered system, which can also be written as following time-triggered modelV
Remark 5. The model discussed in Lu and Chen (2005) for Cohen-Grossberg neural networks with discontinuous activation functions can be regarded aṡ
where µ(V ) is a discontinuous monotone-nondecresing function with equilibrium V * lying in the discontinuity of the activation functions. In this case, finite-time convergence can be ensured (see Theorem 8 in Lu and Chen (2005) ).
Applications: Finite-time and fixed-time synchronization and consensus
In this section, we will apply the theoretical results given in previous section to finite-time and fixedtime synchronization and consensus, where the nodes are nonlinearly coupled and the network is a strongly connected undirected graph.
Finite-time synchronization
In Chen 2004, 2006) , and some other papers, the following linear coupled systeṁ
is discussed. By defining following useful reference node given in Chen 2004, 2006 ):
and following Lyapunov function (see Chen 2004, 2006 )
it was proved that under some mild conditions,V (t) ≤ −αV (t) for some constant α. Therefore by previous result for µ(V ) = V , the convergence is exponential and not with finite-time.
To make the convergence finite-time, in this section, replacing (18), consider nonlinear coupled network with N nodes:ẋ
where scalars α > 0,
symmetric and irreducible, with a ij ≥ 0, i = j.
Continuous function
The nonlinear function Φ(·, ·) : R n × R n → R n is defined as (see [?] ):
where φ(x, y) = sign(y − x)
, and the function µ(V ) > 0 satisfies 1. semi-norm property
is monotone increasing when V increasing.
Noticing A is strongly connected and the semi-norm property for function µ, we can find some constants a µ,A ,ā µ,A depending on the function µ and the coupling matrix A such that
Based on previous preparations, we can give
The coupling strength α is chosen such that
Then, the system (9) reaches synchronization for all
Proof. Differentiating the Lyapunov function (8), we havė
By some algebra, we have
Therefore,V
By Theorem 1, the proof is completed.
Fixed-time synchronization
In this part, we consider fixed-time synchronization.
Suppose A = (a ij ) and B = (b ij ) with a ij ≥ 0 and b ij ≥ 0, i = j are two symmetric and irreducible matrices.
Consider following systeṁ
where ψ(x, y) = sign(y − x)
is monotone decreasing when V increasing. 
Then, we have the following fixed-time synchronization result.
Theorem 3. System (18) can reaches synchronization for all
Proof. We will first assume V (0) > 1 and x i (t), i = 1, · · · , N, satisfieṡ
In this case, differentiating the Lyapunov function, we havė
where V 1 (t) is same as in Theorem 5, and
and V (t * ) ≤ 1, where
Combining with Theorem 2, one can get that the fixed-time synchronization is finally realized, and the settling time is also given as (20).
Finite-time and fixed-time consensus
It is clear that in case f (·) = 0, n = 1, the finite-time and fixed-time synchronization problem becomes the finite-time and fixed-time consensus problem. As special examples of previous section, we consider following nonlinear consensus modelsẋ 
The system (27) reaches fixed-time consensus for all
Conclusion
In this letter, by regarding finite-time stability as an inverse problem, we reveal the essence of finite-time stability and fixed-time stability. Some necessary and sufficient conditions are given. As application, we give a new approach for finite-time and fixed-time synchronization and consensus and some new results are given, too. As direct consequences, many existing results can be derived by the general approach.
