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Abstract
The main part of this thesis presents a new approach to the topic of conjugation, with
applications to various optimization problems. It does so by introducing (what we
call) G-coupling functions.
The G-coupling function is our generalization of the concept of gap functions. It is
signiﬁcant that these coupling functions are non-negative and they do not necessarily
attain the zero value.
After giving some examples and properties of these functions, we use them, ini-
tially, to generate a dual scheme for the minimization problem. This is done by using
the generalized conjugation theory expounded by Rubinov [34] and Singer [38]. In a
very natural way, this duality scheme induces Lagrangian functions.
Let us emphasize an important point. The usual approach in the literature is to
ﬁx the coupling function and consider a family of objective functions. This allows
seeing which properties the coupling function induces to the general conjugate of the
objective function. In this work, we present an unusual type of duality. We will ﬁx
the objective function 푓 , and then deﬁne a special subfamily of the G-coupling func-
tions depending on f. Any coupling function in this subfamily will generate a duality
scheme with many interesting properties.
We study as well Strongly Star- Shaped cones. In Vector Optimization problems,
there is a partial order which tells us which object is more preferable than others. If
the partial order is induced by a solid convex cone, the theory for facing this situation
is already developed (Luc [28]). Nonetheless, in real problems, often the partial order
is induced by diﬀerent kind of cones. In [35], Rubinov and Gasimov studied the partial
orders induced by strongly star-shaped cones and introduced a scalarization technique
for a certain sub-family of these cones. In this work, we put in evidence that the results
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obtained in [35] can be extended to the whole family of proper closed strongly star-
shaped cones. We present a characterization for a sub-family of these cones. To do
so, we extend to arbitrary Banach spaces many results from [34] originally established
only for ﬁnite dimensional vector spaces.
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Preface
The basic tool in many ﬁelds of Optimization is Convex Analysis.
Suppose that we want to calculate the distance of a point 푥0 ∈ 퐼푅푛 to a convex set
퐶 ⊂ 퐼푅푛. We can formulate this basic problem in the following way:
min
푥∈퐶
∥푥− 푥0∥,
where
∥푥∥ =
√√√⎷ 푛∑
푖=1
푥2푖
is the euclidean norm in 퐼푅푛. Furthermore, we can describe the set 퐶 as follows
퐶 := {푥 ∈ 퐼푅푛 : ℎ(푥) ≤ 0},
where ℎ : 퐼푅푛 → 퐼푅 ∪ {+∞} is deﬁned by
ℎ(푥) :=
{
0 푥 ∈ 퐶
+∞ otherwise.
From this example, we can see immediately that the objective function 푓 : 퐼푅푛 →
퐼푅 deﬁned by 푓(푥) = ∥푥− 푥0∥ and the constraint function ℎ are convex. In fact, this
is what it is called a Convex Minimization Problem with a single constraint.
We are going to see how Convex Analysis has already been used to attack Con-
vex Minimization Problems with multiple constraints. The most important results
that interest us, are the results concerning convex conjugation. When we want to
minimize a function 푓 , in some cases is better to consider the greatest convex lower
semi-continuous function majorized by 푓 , denoted by 푐표푓 . The main idea of deﬁning
a regularization of a given function 푓 is to have another function which has better
analytical and/or geometrical properties than 푓 . It is known that the set of minimiz-
ers of 푓 is always contained in the set of minimizers of 푐표푓 . However, the latter set
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can be much larger and in such a case, this set cannot help. The convex conjugation
theory allows us to calculate this regularized function.
The convex conjugate of a function 푓 : 퐼푅푛 → 퐼푅 ∪ {+∞} is deﬁned as follows:
푓 ∗(푥∗) := sup[⟨푥∗, 푥⟩ − 푓(푥) : 푥 ∈ 퐼푅푛], (푥∗ ∈ 퐼푅푛),
where ⟨푥, 푦⟩ :=
푛∑
푖=1
푥푖푦푖 is the inner-product in 퐼푅
푛. A remarkable well known fact is
that the function 푓 ∗∗ = (푓 ∗)∗ is, precisely, the greatest convex lower semi-continuous
function majorized by 푓 .
Despite the good structure of 푓 ∗∗, in real problems one quite often ﬁnds objective
functions which have a trivial convex regularization. Let us consider the following
example: we want to minimize over 퐼푅 the function 푓 deﬁned by
푓(푥) =
{ √
푥, 푥 ≥ 0,√−푥, 푥 < 0. (1)
We see that 푓 is not diﬀerentiable at the origin and 푥0 = 0 is its only minimizer.
If we calculate its second convex conjugate, we would have 푓 ∗∗ ≡ 0. We have lost
all information about 푓 . Therefore, a diﬀerent technique is required. To handle this
situation, we ﬁnd in the literature, the Generalized Conjugation Theory.
The main idea in Generalized Conjugation is to replace the inner-product, in the
deﬁnition of the convex conjugate, by another coupling function, let us say 휑. Of
course, all the results must be coherent with the ones of convex conjugation if we use
the inner-product as a coupling function.
For example, if in (1), instead of the convex conjugate we use the generalized
bi-conjugate 푓휑휑, with 휑 : 퐼푅× 퐼푅→ 퐼푅 deﬁned by
휑(푥, 푥∗) :=
{
푥2 − 푥∗, ∣푥∣ ≤ 1,
푓(푥)− 푥∗ ∣푥∣ > 1.
We will have the following
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푓휑(푥∗) = sup
푥∈퐼푅
[휑(푥, 푥∗)− 푓(푥)]
푓휑(푥∗) = max
⎧⎨⎩
sup
∣푥∣≤1
[푥2 − 푓(푥)]− 푥∗
sup
∣푥∣>1
[푓(푥)− 푓(푥)]− 푥∗
푓휑(푥∗) = −푥∗.
And therefore
푓휑휑(푥) =
{
푥2, ∣푥∣ ≤ 1,
푓(푥), ∣푥∣ > 1.
In this particular example we have that argmin 푓 = argmin 푓휑휑 and it is twice diﬀer-
entiable at the origin.
There is yet another useful technique for attacking non-convex minimization prob-
lems: Lagrange-type functions. These are used to re-formulate a constrained mini-
mization problem into one without any constraint.
The objective function of the re-formulated problem is a convolution of the objec-
tive and constraints functions of the original problem. The purpose is to reduce the
constrained optimization problem to a sequence of unconstrained problems or, even
more, to solve only one unconstrained problem.
Once the basic ideas are stated, our objective is to deﬁne a family of coupling
functions, the G-coupling functions, in order to study the minimization problem and,
moreover, the equilibrium problem.
For the case of strongly star-shaped cones, in [35] the vector optimization problem
is studied using a sub-family of this large family of cones. They do it by means of the
functions 푝푢,퐾 which are deﬁned as follows: given a set 퐾 ⊂ 푋 and a vector 푢 ∈ 푋
the function 푝푢,퐾 : 푋 → 퐼푅 is deﬁned as
푝푢,퐾(푥) = inf{휆 ∈ 퐼푅 : 휆푢− 푥 ∈ 퐾}
where the inﬁmum over the empty set is equal to +∞. By deﬁnition, these functions
are positively homogeneous.
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If 퐾 belongs to a particular sub-family of strongly star-shaped cones and 푢 be-
longs to a special subset of kern∗퐾, the function 푝푢,퐾 will enjoy some good properties.
These properties are very important for studying the vector optimization problem (see
Section 1.7 and [35]).
The main result we present in this work related to this topic is that in fact, this
sub-family is actually the whole family of strongly star-shaped cones.
This work is divided in four chapters.
Chapter 1: Overview
We give in this chapter a detailed explanation of Convex Analysis, Lagrange-type
functions, Epigraphical Limit, Recession cones, Generalized Conjugation and Abstract
Convexity, the Equilibrium Problem and the relationship between Vector Optimiza-
tion problems and Strongly Star Shaped Cones.
Chapter 2: G-coupling functions
In this Chapter we deﬁne our G-coupling functions. By means of the generalized
duality theory, we will use these coupling functions to generate dual formulations for
the minimization and the equilibrium problems. It is important to emphasize that
our dual formulation for the minimization problem is diﬀerent to others (see [12], [32]
and [34]) in the sense that we will not ﬁx the coupling function.
Chapter 3: Strongly star-shaped cones
We show in this Chapter that the results in [35], related to a sub-family of Strongly
Star-shaped cones, can be extended in fact to the whole family of proper strongly
star-shaped cones. We will introduce also a characterization for a large sub-family of
the strongly star-shaped cones.
Chapter 4: Conclusions and Further Research
In this short Chapter, we will summarize our results and present our intended path
of future research.
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Chapter 1
Overview
In this chapter, we will ﬁx notations and present results and examples found in already
published works.
Unless it is otherwise speciﬁed, 푋 will denote an arbitrary Banach space and ∥ ⋅ ∥
its norm. Take 퐴 ⊂ 푋 . Denote by int퐴, bd퐴, cl퐴 (or 퐴), 퐴푐 the interior of 퐴,
the boundary of 퐴, the closure of 퐴 and the complement with respect to 푋 of 퐴
(퐴푐 = 푋 ∖ 퐴) respectively.
Given 휀 > 0 and 푥0 ∈ 푋 , we denote by 퐵휀(푥0) the open ball of radius 휀 with center
in 푥0:
퐵휀(푥0) := {푥 ∈ 푋 : ∥푥− 푥0∥ < 휀}.
Finally, 푋 ′ will denote the Banach space of all continuous functionals on 푋 (also
called the topological dual of 푋).
In the extended reals, we use as well the following conventions and notations:
+∞+ 훼 = 훼 +∞ = +∞ ∀훼 ∈ 퐼푅,
−∞+ 훼 = 훼−∞ = −∞ ∀훼 ∈ 퐼푅,
퐼푅+∞ := 퐼푅 ∪ {+∞},
퐼푅−∞ := 퐼푅 ∪ {−∞}.
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1.1 Convex Analysis
This section is devoted to giving the basic deﬁnitions and results of convex analysis.
These are required for understanding the motivation for a generalized conjugation
theory (see [7], [17], [18], [21], [23], [14], [31] and [42] for proofs and further details).
1.1.1 Convex Sets
Deﬁnition 1.1.1 A non-empty set set 퐶 ⊂ 푋 will be called convex if for every 푥, 푦 ∈
퐶 and every 푡 ∈ [0, 1], we have that 푡푥+ (1− 푡)푦 ∈ 퐶.
Remark: If 퐶 ⊂ 푋 = 퐼푅푛, Deﬁnition 1.1.1 geometrically means that for any pair of
points 푥 and 푦 in 퐶, the segment [푥, 푦] is entirely contained in 퐶 (see Figure 1.1).
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Figure 1.1: Convex Set
Deﬁnition 1.1.2 Given 푥 ∈ 푋 and 퐶 ⊂ 푋, we say that 푥 is a (ﬁnite) convex
combination of elements of 퐶, if there exist 푝 ∈ 퐼푁, {푡푖}푝푖=1 ⊂ [0, 1] and {푥푖}푝푖=1 ⊂ 퐶
such that
푥 =
푝∑
푖=1
푡푖푥푖 and
푝∑
푖=1
푡푖 = 1.
It is not diﬃcult to verify that the intersection of an arbitrary collection of convex
sets is convex. Thus, for every 푆 ⊂ 푋 , the intersection of all the convex subsets of 푋
containing 푆 is the smallest convex subset of 푋 containing 푆.
Deﬁnition 1.1.3 Given a non-empty set 푆 ⊂ 푋, we deﬁne its convex hull, denoted
by 푐표(푆), as the smallest convex subset of 푋 containing 푆.
Proposition 1.1.1 The convex hull of a non-empty set 푆 ⊂ 푋 is the set of all (ﬁnite)
convex combinations of elements of 푆.
1.1.2 Topological Properties
Theorem 1.1.2 Let 퐶 ⊂ 푋 be a non-empty convex set. Then:
1. 푖푛푡퐶 and 푐푙퐶 are convex.
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2. If 푥 ∈ 푖푛푡퐶 and 푦 ∈ 푐푙퐶, then for every 푡 ∈ [0, 1), 푥+ 푡(푦 − 푥) = 푧 ∈ 푖푛푡퐶.
Proposition 1.1.3 If 퐶 ⊂ 푋 is a non-empty convex set with non-empty interior
then:
1. 푖푛푡퐶 = 푖푛푡퐶.
2. 퐶 = 푖푛푡퐶.
Deﬁnition 1.1.4 Given a non-empty set 푆 ⊂ 푋, we deﬁne its closed convex hull,
denoted by 푐표(푆), as the intersection of all the closed convex sets which contain 푆.
Proposition 1.1.4 푐표(푆) = 푐표(푆).
1.1.3 Convex Functions
Given a function 푓 : 푆 → 퐼푅 with 푆 ⊂ 푋 , we can extend it to a function 푔 : 푋 → 퐼푅+∞,
deﬁned by:
푔(푥) =
{
푓(푥) if 푥 ∈ 푆
+∞ if 푥 /∈ 푆.
Henceforth, we suppose that the functions are deﬁned on 푋 with values in 퐼푅+∞.
Deﬁnition 1.1.5 Let be 푓 : 푋 → 퐼푅+∞ and 휆 ∈ 퐼푅. Let us deﬁne,
1. The eﬀective domain of 푓 : 푑표푚(푓) = {푥 ∈ 푋 : 푓(푥) < +∞}.
2. The epigraph of 푓 : 푒푝푖(푓) = {(푥, 휆) ∈ 푋 × 퐼푅 : 푓(푥) ≤ 휆}.
3. The hypograph of 푓 : ℎ푦푝(푓) = {(푥, 휆) ∈ 푋 × 퐼푅 : 푓(푥) ≥ 휆}.
4. The level-set 휆 of 푓 : 푆휆(푓) = {푥 ∈ 푋 : 푓(푥) ≤ 휆}.
5. If 푑표푚(푓) ∕= ∅ then we say that 푓 is proper.
Let us recall that:
∙ A function 푓 is called lower semi-continuous (l.s.c.) at 푥0 if for every 휆 < 푓(푥0)
there exists a neighborhood 푉 of 푥0 such that for all 푥 ∈ 푉 we have that
푓(푥) > 휆.
∙ A function 푓 : 푋 → 퐼푅−∞ is called upper semi-continuous (u.s.c.) at 푥0 if −푓 is
l.s.c. at 푥0.
∙ A function 푓 is called l.s.c. (respectively, u.s.c.) if it is l.s.c. (respectively, u.s.c.)
at every 푥 ∈ 푋 .
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In a well-known way, 푋×퐼푅 can be made a Banach space (which can be denoted by
푋
⊕
퐼푅) if we endow it with the product topology, which is in turn the norm topology
of one of the (equivalent) norms (푥, 휆) 7→ ∥푥∥+ ∣휆∣ and (푥, 휆) 7→ max(∥푥∥, ∣휆∣).
Theorem 1.1.5 The following are equivalent:
1. 푓 is l.s.c.
2. 푒푝푖(푓) is closed (as a subset of 푋 × 퐼푅).
3. 푆휆(푓) is closed for all 휆 ∈ 퐼푅.
Proposition 1.1.6 Let be 푓, 푔 : 푋 → 퐼푅, functions l.s.c at 푥0. Then (푓+푔), min(푓, 푔), 푘푓
for all 푘 > 0, are l.s.c. functions at 푥0. If {푓푖}푖∈퐼 is a family of function l.s.c. at 푥0
(퐼 is an arbitrary index set), then the function 푓 = sup
푖∈퐼
푓푖 is l.s.c. at 푥0.
Deﬁnition 1.1.6 Given a function 푓 : 푋 → 퐼푅+∞, we deﬁne the closure of 푓 , denoted
by 푓 (or by cl푓), as the greatest l.s.c. function majorized by 푓 . If 푓 = 푓 then we say
that 푓 is closed.
Proposition 1.1.7 Consider 푓 : 푋 → 퐼푅+∞.
1. 푒푝푖(푓) = 푒푝푖(푓).
2. 푓 is l.s.c. at 푥0 if and only if 푓(푥0) = 푓(푥0).
3. 푓 is l.s.c. if and only if 푓 = 푓 .
Deﬁnition 1.1.6 together with Proposition 1.1.7 item 1. imply that the closure of a
function always exists.
Deﬁnition 1.1.7 A proper function 푓 : 푋 → 퐼푅+∞ is said to be convex if its epigraph
is a convex set of 푋 × 퐼푅.
Proposition 1.1.8 Consider 푓, 푔, 푓푖 : 푋 → 퐼푅+∞ proper functions with 푖 ∈ 퐼 (퐼 is
an arbitrary index set). The following are true:
1. 푓 is convex if and only if for every 푥, 푦 ∈ 퐼푅푛 and 푡 ∈ (0, 1) we have that
푓(푡푥+ (1− 푡)푦) ≤ 푡푓(푥) + (1− 푡)푓(푦).
2. If 푓 is convex, then 푓 is convex (푒푝푖(푓) = 푒푝푖(푓)).
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3. If 푓 is convex and if 휆 > 0 then 휆푓 is convex.
4. If 푓 and 푔 are convex then 푓 + 푔 is convex.
5. If {푓푖}푖∈퐼 is a family of convex functions, then
푓 = sup
푖∈퐼
푓푖 is a convex function and 푒푝푖(푓) =
∩
푖∈퐼
푒푝푖(푓푖).
Theorem 1.1.9 Let 푓 : 푋 → 퐼푅+∞ be convex and 푎 ∈ 푋. If there exists a neighbor-
hood of 푎 on which 푓 is bounded from above then:
1. 푓 is a proper convex function and 푖푛푡(푑표푚(푓)) ∕= ∅.
2. At each point of int(푑표푚(푓)) there exists a neighborhood on which 푓 is bounded
from above.
3. 푓 is continuous on int(푑표푚(푓)).
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Figure 1.2: Epigraph of a convex function
1.1.4 Conjugation
Deﬁnition 1.1.8 Let be 푓 : 푋 → 퐼푅+∞, we deﬁne the conjugate function (in the
sense of Fenchel) to be the following function:
푓 ∗(푥∗) = sup
푥∈푋
[푥∗(푥)− 푓(푥)], ∀푥∗ ∈ 푋 ′.
Deﬁnition 1.1.9 Given 푔 : 푋 ′ → 퐼푅+∞, we deﬁne the conjugate function (in the
sense of Fenchel) to be the following function:
푔∗(푥) = sup
푥∗∈푋′
[푥∗(푥)− 푔(푥∗)], ∀푥 ∈ 푋.
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Remark: It is immediate to see that 푓 ∗(푥∗) = sup
푥∈푑표푚(푓)
[푥∗(푥) − 푓(푥)] and since the
functions 푥∗ 7→ 푥∗(푥)− 푓(푥) are l.s.c. and convex for every 푥 then 푓 ∗ is always a l.s.c.
convex function (푓 ∗ is the supremum of l.s.c. convex functions).
Example: The following ﬁgure shows geometrically what 푓 ∗(푣) represents when
푋 = 푋 ′ = 퐼푅 and 푓 is given by its graph:
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Figure 1.3: Fenchel conjugate
For the following proposition, 퐼푅 denotes the set 퐼푅 ∪ {−∞,+∞}.
Proposition 1.1.10 Let be 푓, 푔 : 푋 → 퐼푅. The following are true:
1. If there exists 푥0 ∈ 푋 such that 푓(푥0) = −∞, then for every 푥∗ we have that
푓 ∗(푥∗) ≥ 푥∗(푥0)− 푓(푥0) = +∞.
Therefore 푓 ∗(푥∗) = +∞, ∀푥∗ ∈ 푋 ′.
2. If 푓(푥) = +∞, for every 푥 ∈ 푋 then 푓 ∗(푥∗) = −∞, for each 푥∗ ∈ 푋 ′.
3. If 푓(푥) ≤ 푔(푥), for every 푥 ∈ 푋 then 푓 ∗(푥∗) ≥ 푔∗(푥∗), for each 푥∗ ∈ 푋 ′.
4. It is always satisﬁed:
푓 ∗(푥∗) + 푓(푥) ≥ 푥∗(푥), ∀푥 ∈ 푋, 푥∗ ∈ 푋 ′.
This is called Fenchel-Young Inequality.
5. The following is always true:
푓 ∗∗ ≤ 푓.
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Theorem 1.1.11 Let be 푓 : 푋 → 퐼푅+∞. Then:
1. 푓 ∗∗ is the pointwise supremum of the collection of all continuous aﬃne minorants
of 푓 .
2. 푓 ∗∗ is a l.s.c. convex function on 퐸.
3. 푓 ∗∗∗ = 푓 ∗.
Theorem 1.1.12 Let be 푓 : 푋 → 퐼푅. The following conditions are equivalent:
1. There exists a family of functions 퐻 such that 푓(푥) = sup
ℎ∈퐻
ℎ(푥) and every ℎ ∈ 퐻
is of the form ℎ(푥) = 푥∗(푥) + 훼 for some 푥∗ ∈ 푋 ′ and 훼 ∈ 퐼푅.
2. 푓 = 푓 ∗∗.
3. 푓 is a lower semi-continuous proper convex function or f is one of the constant
functions −∞ and +∞.
1.1.5 Convex Duality in ﬁnite dimensions
The convex conjugation theory has been used to formulate a dual problem for the
minimization problem. Furthermore, with this dual formulation in the case of the
constrained minimization problem, we can recover the classical Lagrangian duality.
General Scheme
The constrained minimization problem can be stated in the following way. Given
푓˜ : 푋 → 퐼푅+∞ we deﬁne
(푃˜ ) : 훼 = inf[푓˜(푥) : 푥 ∈ 퐶], where 퐶 ⊂ 퐼푅푛.
If we consider 푓 : 퐼푅푛 → 퐼푅+∞ deﬁned by:
푓(푥) =
{
푓˜(푥) 푥 ∈ 퐶
+∞ 푥 /∈ 퐶
we obtain an equivalent problem where there are no constraints
(푃 ) : 훼 = inf[푓(푥) : 푥 ∈ 퐼푅푛].
We say that (푃 ) is the primal problem.
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We are going to use now the notion of perturbation function ([32]). Given 푝 ∈ 퐼푁
and 휑 : 퐼푅푛 × 퐼푅푝 → 퐼푅 we say that 휑 is a perturbation function for 푓 if it satisﬁes
the following property
휑(푥, 0) = 푓(푥), ∀푥 ∈ 퐼푅푛.
Its second variable 푢 ∈ 퐼푅푝 will be called the perturbation variable.
Taking an arbitrary perturbation function for 푓 , namely 휑, we deﬁne the function
ℎ : 퐼푅푝 → 퐼푅 as follows:
ℎ(푢) = inf
푥∈퐼푅푛
휑(푥, 푢).
This function ℎ is called marginal function. It is clear that
훼 = ℎ(0) = inf
푥∈퐼푅푛
휑(푥, 0) = inf
푥∈퐼푅푛
푓(푥).
Consider now ℎ∗∗, the bi-conjugate of the function ℎ. We have that:
ℎ∗∗(0) ≤ ℎ(0) = 훼
where
ℎ∗∗(0) = sup
푢∗∈퐼푅푛
[⟨0, 푢∗⟩ − ℎ∗(푢∗)].
Then, making −훽 = ℎ∗∗(0):
(푄) : 훽 = inf[ℎ∗(푢∗) : 푢∗ ∈ 퐼푅푛].
(푄) is called the dual problem of (푃 ) and, in general, −훽 ≤ 훼. The interval [−훽, 훼]
is called duality gap. There is no duality gap if ℎ∗∗(0) = ℎ(0).
On the other hand, we know that:
ℎ∗(푢∗) = sup
푢∈퐼푅푛
[⟨푢∗, 푢⟩ − ℎ(푢)] = sup
푢∈퐼푅푛
[
⟨푢∗, 푢⟩ − inf
푥∈퐼푅푛
휑(푥, 푢)
]
ℎ∗(푢∗) = sup
(푥,푢)∈퐼푅푛×퐼푅푛
[⟨0, 푥⟩+ ⟨푢∗, 푢⟩ − 휑(푥, 푢)]
ℎ∗(푢∗) = 휑∗(0, 푢∗).
Denote by 푘 the following function
푘(푥∗) = inf
푢∗∈퐼푅푛
휑∗(푥∗, 푢∗).
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We have that 훽 = 푘(0).
Now, observe the symmetry between the two problems:
훼 = inf 푓(푥) (푃 ) 훽 = inf ℎ∗(푢∗) (푄)
휑(푥, 0) = 푓(푥), ∀푥 ∈ 퐼푅푛 휑∗(0, 푢∗) = ℎ∗(푢∗), ∀푢∗ ∈ 퐼푅푛
ℎ(푢) = inf
푥
휑(푥, 푢) 푘(푥∗) = inf
푢∗
휑∗(푥∗, 푢∗)
훼 = ℎ(0) 훽 = 푘(0)
−훽 ≤ 훼.
By construction ℎ∗ is a l.s.c. convex function, thus, (푄) is always a convex minimiza-
tion problem. If 휑 is convex over 퐼푅푛 × 퐼푅푝, then ℎ is convex over 퐼푅푝. If ℎ is proper
and convex, there is no duality gap if and only if ℎ is l.s.c. at 0. In general the lower
semi-continuity of the function 휑 does not imply that ℎ is l.s.c.
If ℎ is convex and l.s.c. at 0 and, moreover, if 훼 = ℎ(0) < +∞, then necessarily
we have that ℎ(0) = ℎ∗∗(0). In this case there is no duality gap.
Particular case: Lagrangian Duality
Let us consider the following problem:
훼 = inf[푓˜(푥) : 푔푖(푥) ≤ 0, 푖 = 1, . . . , 푝 ],
with the following hypothesis:
(퐻0) 푓˜ , 푔푖 : 퐼푅
푛 → 퐼푅+∞ are proper l.s.c. and convex functions (for every 푖 = 1, . . . , 푝).
(퐻1) There exists 푥 such that 푓˜(푥) < +∞ and 푔푖(푥) < 0, ∀푖 = 1, . . . , 푝 (this condition
is known as Slater condition).
(퐻2) 훼 > −∞.
From (퐻1) and (퐻2) we have that ∣훼∣ < +∞. Deﬁne:
푓(푥) =
{
푓˜(푥) if 푔푖(푥) ≤ 0, ∀푖 = 1, . . . , 푝
+∞ otherwise.
휑(푥, 푢) =
{
푓(푥) if 푔푖(푥) + 푢푖 ≤ 0, ∀푖 = 1, . . . , 푝
+∞ otherwise.
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It follows that 휑 is a proper l.s.c. convex function thanks to (퐻0) and (퐻1). Therefore
휑 = 휑∗∗. On the other hand,
ℎ(푢) = inf
푥
휑(푥, 푢),
is convex (since 휑 is convex). Furthermore if we take 푢푖 ≤ −푔푖(푥) for all 푖 = 1, . . . , 푝,
we have that ℎ(푢) ≤ 푓(푥). Then
푉 =
푝∏
푖=1
(−∞,−푔푖(푥)) ⊂ 푑표푚(ℎ).
Thus, 푉 is a neighborhood of 0 and 0 ∈ 푖푛푡(푑표푚(ℎ)). In consequence, ℎ(0) = ℎ∗∗(0)
(in fact ℎ is continuous at 0) which implies that there is no duality gap (−훼 = 훽).
Let us calculate ℎ∗:
ℎ∗(푢∗) = sup
푥,푢
[⟨푢∗, 푢⟩ − 휑(푥, 푢)]
ℎ∗(푢∗) = sup
푥,푢
[⟨푢∗, 푢⟩ − 푓(푥) : 푔푖(푥) + 푢푖 ≤ 0].
∙ If 푢∗ has a component lesser than zero, let us say the component 푖0, we can take
푥 = 푥, 푢푖 = −푔푖(푥) if 푖 ∕= 푖0, and make 푢푖0 go to −∞, then ℎ∗(푢∗) = +∞.
∙ If 푢∗ ≥ 0,
ℎ∗(푢∗) = sup
푥∈푑표푚(푓)∩(
∩
푑표푚(푔푖))
[
−푓(푥)−
푝∑
푖=1
푢∗푖 푔푖(푥)
]
.
Therefore
ℎ∗(푢∗) =
⎧⎨⎩
sup
푥∈푑표푚(푓)∩(
∩
푑표푚(푔푖))
[
−푓(푥)−
푝∑
푖=1
푢∗푖 푔푖(푥)
]
, 푢∗ ≥ 0
+∞, 푢∗ ≱ 0.
Thus we recover the classical lagrangian duality. Finally, because 훼 = ℎ(0) = ℎ∗∗(0)
we can write
−훽 = sup
푢∗
[−ℎ∗(푢∗)] = 훼.
Hence,
훼 = sup
푢∗≥0
inf
푥
[
푓(푥) +
푝∑
푖=1
푢∗푖 푔푖(푥)
]
.
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1.1.6 Fenchel’s duality theorem
In [18], conjugation techniques were introduced to minimize the diﬀerence of two func-
tions.
In this section, we consider 푋 = 푋 ′ = 퐼푅푛. We say that a function 푔 : 푋 → 퐼푅−∞
is concave if −푔 is convex.
For a concave function 푔, we say that 푔 is closed (respectively, proper) if −푔 is
closed (respectively, proper).
Deﬁnition 1.1.10 Let 푔 : 푋 → 퐼푅−∞ be a concave function. We deﬁne its concave-
conjugate, 푔∗, as follows:
푔∗(푥
∗) := inf
푥∈푋
[푥∗(푥)− 푔(푥)].
Deﬁnition 1.1.11 Let 푆 ⊂ 푋 be a non-empty set. Take 푎 ∈ 푆.
1. The aﬃne hull of 푆, denoted by aﬀ(푆), is deﬁned by:
푎푓푓(푆) :=
{
푎+
푝∑
푖=1
푡푖(푏푖 − 푎) : 푝 ∈ 퐼푁, {푡푖}푝푖=1 ⊂ 퐼푅, {푏푖}푝푖=1 ⊂ 푆
}
.
2. The relative interior of 푆, denoted by ri(푆), is the interior of 푆 with respect to
its aﬃne hull aﬀ(푆).
Theorem 1.1.13 Let 푓 : 푋 → 퐼푅+∞ be proper and convex and 푔 : 푋 → 퐼푅−∞ be
proper and concave. One has
inf
푥
[푓(푥)− 푔(푥)] = sup
푥∗
[푔∗(푥
∗)− 푓 ∗(푥∗)]
if either of the following conditions is satisﬁed:
1. 푟푖(푑표푚(푓)) ∩ 푟푖(푑표푚(푔)) ∕= ∅;
2. 푓 and 푔 are closed, and 푟푖(푑표푚(푔∗)) ∩ 푟푖(푑표푚(푓 ∗)) ∕= ∅.
Under 1. the supremum is attained at some 푥∗, while under 2. the inﬁmum is attained
at some x; if 1. and 2. both hold, the inﬁmum and supremum are necessarily ﬁnite.
11
1.2 Lagrange type-functions
In [36] can be found the notion of Lagrange type-functions. In the next chapter we will
present, in a diﬀerent way, Lagrange type-functions which satisfy most of the results
we will present now in this Section.
See [36] and references therein for more details and proofs of the results presented
here.
Consider the following problem 푃 (푓, 푔)
min 푓(푥) subject to 푥 ∈ 퐼푅푛, 푔(푥) ≤ 0,
where 푓 : 퐼푅푛 → 퐼푅 and 푔 : 퐼푅푛 → 퐼푅푚 (notice that 푓 and 푔 are not assumed to be
continuous). The unconstrained optimization method for solving the constrained min-
imization problem 푃 (푓, 푔) is to reduce it to a sequence of unconstrained minimization
problems of the form
min
푥
퐹 (푥, 휔), 푥 ∈ 퐼푅푛,
where 퐹 : 퐼푅푛 × Ω→ 퐼푅 and Ω is a set of parameters.
We denote by 푋0 the set of feasible elements of 푃 (푓, 푔):
푋0 = {푥 ∈ 퐼푅푛 : 푔(푥) ≤ 0};
by 푀(푓, 푔) the optimal value of 푃 (푓, 푔): 푀(푓, 푔) = {inf 푓(푥) : 푥 ∈ 푋0} and by
argmin푃 (푓, 푔) the set of optimal solutions of this problem:
argmin푃 (푓, 푔) = {푥 ∈ 푋0 : 푓(푥) =푀(푓, 푔)}.
We make the following assumption:
(A): The set of feasible elements 푋0 of problem 푃 (푓, 푔) is non-empty and the ob-
jective function 푓 is bounded from below on this set.
It follows from this assumption that −∞ < 푀(푓, 푔) < +∞.
We are interested in ﬁnding a sequence {휔푡} such that
inf
푥
퐹 (푥, 휔푡)→ 푀(푓, 푔),
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as 푡→ +∞. Such a sequence exists if
sup
휔∈Ω
inf
푥
퐹 (푥, 휔) = 푀(푓, 푔). (1.1)
If the function 퐹 satisﬁes (1.1) and it appears as a convolution of the objective and
the constraint functions, we shall call it Lagrange-type function.
The simplest example is given by the classic Lagrange function:
퐹 (푥, 휔) = 푓(푥) +
푚∑
푖=1
휔푖푔푖(푥), 푥 ∈ 퐼푅푛, 휔 ∈ Ω,
where 푓, 푔푖 : 퐼푅
푛 → 퐼푅 are convex and lower semi-continuous, and Ω = 퐼푅푚+ .
Non-linear analogues of Lagrange functions can arise if we try to give a convenient
presentation of suﬃcient conditions for a minimum. They are expressed in terms of
the empty intersection of certain sets. The following subsections are meant to put
in evidence this aﬃrmation. In later chapters, when we introduce our Lagrange-type
functions, we will see that they satisfy these conditions as well.
1.2.1 Saddle-points of Lagrange-type functions
Let us consider the following Lagrange-type functions:
퐿(푥, 휔) = 푓(푥) + 휒(푔(푥), 휔), 푥 ∈ 퐼푅푛, 휔 ∈ Ω,
where 푓 and 푔 are as in 푃 (푓, 푔).
The linear case can be seen as one of these functions if we take Ω = 퐼푅푚+ and
휒 ≡ ⟨⋅, ⋅⟩ the inner-product in 퐼푅푚.
Let K be a set of functions 휒 : 퐼푅푚 × Ω→ 퐼푅 with the following two properties:
1) 휒(⋅, 휔) is lower semi-continuous for all 휔 ∈ Ω.
2) sup
휔∈Ω
휒(푣, 휔) = 0 for all 푣 ∈ 퐼푅푚− .
Proposition 1.2.1 Let 휒 ∈ K and 퐿 be the Lagrange-type function induced by 휒.
Then
sup
휔∈Ω
inf
푥
퐿(푥, 휔) ≤푀(푓, 푔).
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Consider a point (푥∗, 휔∗) ∈ 퐼푅푛 × Ω such that
퐿(푥∗, 휔∗) = min
푥
퐿(푥, 휔∗), (1.2)
and
휒(푔(푥∗), 휔∗) = 0. (1.3)
Proposition 1.2.2 Let 휒 ∈ K. If (1.2) and (1.3) hold for 푥∗ ∈ 푋0 and 휔∗ ∈ Ω, then
푥∗ is a solution of 푃 (푓, 푔).
Recall that a point (푥∗, 휔∗) ∈ 퐼푅푛×Ω is called a saddle point of the function 퐿 on the
set 퐼푅푛 × Ω if
퐿(푥∗, 휔) ≤ 퐿(푥∗, 휔∗) ≤ 퐿(푥, 휔∗), for all 푥 ∈ 퐼푅푛 and 휔 ∈ Ω. (1.4)
Proposition 1.2.3 A point (푥∗, 휔∗) ∈ 푋0 × Ω is a saddle point of 퐿 (with 휒 ∈ K)
on 퐼푅푛 × Ω if and only if (1.2) and (1.3) hold.
1.2.2 Saddle points and separation
Let 휒 ∈ K, 휔 ∈ Ω and 휂 ∈ 퐼푅. Consider the following sets:
ℒ+휒 (휔) = {(푢, 푣) ∈ 퐼푅1+푚 : 푢+ 휒(푣, 휔) ≥ 0}, (1.5)
풯휂 = {(푓(푥)− 휂, 푔(푥)) : 푥 ∈ 퐼푅푛}. (1.6)
Proposition 1.2.4 Let 휒 ∈ K. Then (푥∗, 휔∗) ∈ 푋0 × Ω is a saddle point of 퐿 on
퐼푅푛 × Ω if and only if
풯휂 ⊂ ℒ+휒 (휔∗), where 휂 = 푓(푥∗).
It follows from Proposition 1.2.4 that the function ℎ((푢, 푣), 휔∗) = 푢+휒(푣, 휔∗) sep-
arates the sets 퐼푅1+푚− and 풯휂.
1.2.3 A non-linear example of a Lagrange-type function
Consider the function
휒(푣, 휔) = max{⟨휔0, 푣⟩, . . . , ⟨휔푝, 푣⟩}, (1.7)
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where 푝 ≥ 1, 휔 = (휔0, 휔1, . . . , 휔푝), 휔푖 ∈ 퐼푅푚+ (that is, Ω = (퐼푅푚+ )1+푝). It is easy to
check that 휒 ∈ K. The Lagrange-type function 퐿휒, which corresponds to 휒, has the
form
퐿휒(푥, 휔) = 푓(푥) + max{⟨휔0, 푔(푥)⟩, . . . , ⟨휔푝, 푔(푥)⟩}. (1.8)
We say that the function 퐿휒, deﬁned by (1.8), has a saddle point on 퐼푅
푛 × Ω if there
exists a point (푥∗, 휔∗) ∈ 푋0 × Ω such that (1.4) holds. Thus we are imposing that 푥∗
belongs to 푋0 in this deﬁnition of saddle point.
For the following Propositions and Theorem, we are considering 휒 and 퐿휒 as in
(1.7) and (1.8) respectively.
Proposition 1.2.5 The function 퐿휒 has a saddle point on 퐼푅
푛×Ω if and only if there
exists a vector 휔∗ ∈ Ω such that
풯푀(푓,푔) ⊂
∪
푖=0,...,푝
ℒ+푖 (휔∗),
where ℒ+푖 (휔∗) = {(푢, 푣) ∈ 퐼푅1+푚 : ⟨(푢, 푣), (1, (휔∗)푖)⟩ ≥ 0} is the half-space of the space
퐼푅1+푚 associated with (휔∗)푖.
Let ℒ+휒 (휔) be the set deﬁned by (1.5). It easy to check that
ℒ+휒 (휔) =
∪
푖=0,...,푝
ℒ+푖 (휔).
Consider now the complement ℒ−휒 (휔) to the set ℒ+휒 (휔). Clearly,
ℒ−휒 (휔) = {(푢, 푣) : 푢+ ⟨휔푖, 푣⟩ < 0, 푖 = 0, . . . , 푝}
is an open convex cone. Deﬁne the set
ℋ− = {(푢, 푣) ∈ 퐼푅1+푚 : 푢 < 0, 푣 ≤ 0}.
This set ℋ− is neither closed nor open. Obviously, clℋ− = 퐼푅1+푚− . Let (푢, 푣) ∈ ℋ−,
that is, 푢 < 0, 푣 ≤ 0. Since 휔푖 ≥ 0, it follows that 푢 + ⟨휔푖, 푣⟩ < 0, so ℋ− ⊂ ℒ−휒 (휔).
The previous proposition can be re-formulated as follows:
Proposition 1.2.6 The function 퐿휒 has a saddle point on the set 퐼푅
푛×Ω if and only
if there exists a vector 휔∗ = ((휔∗)0, . . . , (휔∗)푝) such that the open convex cone ℒ−휒 (휔∗)
separates the sets 풯푀(푓,푔) and ℋ− in the following sense:
ℋ− ⊂ ℒ−휒 (휔∗) and 풯푀(푓,푔) ∩ ℒ−휒 (휔∗) = ∅.
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Remark: We can express the separation stated in the previous proposition in terms
of the function ℎ((푢, 푣), 휔) := 푢+ 휒(푣, 휔):
ℎ((푢, 푣), 휔∗) < 0, for all (푢, 푣) ∈ ℋ−;
ℎ((푢, 푣), 휔) ≥ 0, for all (푢, 푣) ∈ 풯푀(푓,푔).
There is a better result if 푝 = 푚:
Theorem 1.2.7 Consider 푃 (푓, 푔). The Lagrange-type function 퐿휒 has a saddle point
on the set 퐼푅푛 × Ω if and only if there exists an open convex cone 퐾 ⊂ 퐼푅1+푚 which
separates ℋ− and 풯푀(푓,푔), that is ℋ− ⊂ 퐾 and 풯푀(푓,푔) ∩퐾 = ∅.
1.3 Epigraphical Limit
The following deﬁnitions and results can be found in [33].
Deﬁnition 1.3.1 For a sequence {퐶휈}휈∈퐼푁 of subsets of 퐼푅푛, the outer limit is the set
lim sup
휈→+∞
퐶휈 := {푥 : exists an inﬁnite set of indexes {휈푘} ⊂ 퐼푁 and
푥휈푘 ∈ 퐶휈푘 with 푥휈푘 → 푥},
while the inner limit is the set
lim inf
휈→+∞
퐶휈 := {푥 : ∃푁0 ∈ 퐼푁, 푥휈 ∈ 퐶휈 for each 휈 ≥ 푁0 with 푥휈푘 → 푥}.
The limit of the sequence exists if the outer and inner limit sets are equal:
lim
휈→∞
퐶휈 := lim sup
휈→∞
퐶휈 = lim inf
휈→∞
퐶휈 ,
in this event the sets 퐶휈 are said to converge to 퐶 (퐶 := lim sup
휈→∞
퐶휈 = lim inf
휈→∞
퐶휈) and
it is symbolized by 퐶휈 → 퐶.
Deﬁnition 1.3.2 For any sequence {푓푘}푘∈퐼푁 of functions on 퐼푅푛 (푓푘 : 퐼푅푛 → 퐼푅),
the functions 푓푘 are said to epi-converge to a function 푓 : 퐼푅
푛 → 퐼푅, a condition
symbolized by 푓푘
푒
−−−→푓 if:
푒푝푖(푓푘)→ 푒푝푖(푓).
Example: Consider 푓푘 : [−1, 1]→ 퐼푅 given by
푓푘(푥) := min[1− 푥, 1, 2푘∣푥+ 1/푘∣ − 1].
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Then it is not diﬃcult to prove that the epigraphical limit of 푓푘 is given by
푓(푥) :=
⎧⎨⎩
1, 푥 ∈ [−1, 0)
−1, 푥 = 0
1− 푥, 푥 ∈ (0, 1].
f
−1 1
k
k+1f
−1 1
f
−1 1
−1
Figure 1.4: Epigraphical limit
Proposition 1.3.1 Let {푓푘}푘∈퐼푁 be a sequence of functions on 퐼푅푛. If the sequence
is non-decreasing (푓푘 ≤ 푓푘+1), then 푓푘 푒−−−→ sup
푘
[푓푘].
Theorem 1.3.2 Suppose 푓푘
푒
−−−→푓 with −∞ < inf 푓 < +∞. We have that inf 푓푘 →
inf 푓 if and only if there exists for every 휀 > 0 a compact set 퐵 ⊂ 퐼푅푛 and 푁0 ∈ 퐼푁
such that
inf
푥∈퐵
푓푘(푥) ≤ inf 푓푘 + 휀 for all 푘 ≥ 푁0.
Deﬁnition 1.3.3 A sequence of functions {ℎ푘}푘∈퐼푁 on 퐼푅푛 converges continuously to
a function ℎ on 퐼푅푛 if and only if for every 푥 ∈ 퐼푅푛 and any sequence {푥푘}푘∈퐼푁 ⊂ 퐼푅푛
such that 푥푘 → 푥 then ℎ푘(푥푘)→ ℎ(푥).
Theorem 1.3.3 Let {푓 1푘}푘∈퐼푁 , {푓 2푘}푘∈퐼푁 be two sequences of functions. Consider
푓 1 and 푓 2 functions on 퐼푅푛 such that 푓 1푘
푒
−−−→푓 1 and 푓 2푘
푒
−−−→푓 2. If both sequences of
functions {푓 1푘}푘∈퐼푁 and {푓 2푘}푘∈퐼푁 converge pointwise to 푓 1 and 푓 2 respectively, then
푓 1푘 + 푓
2
푘
푒
−−−→푓 1 + 푓 2 .
1.4 Cones and Recession Cones
Deﬁnition 1.4.1 Let 퐾 ⊂ 푋 be a non-empty set. We say that 퐾 is a cone if 휆푥 ∈ 퐾
whenever 푥 ∈ 퐾 and 휆 > 0.
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Figure 1.5: Example of a cone in 퐼푅2
Deﬁnition 1.4.2 Let 퐾 ⊂ 푋 be a non-empty set. We deﬁne the sets 퐾+ and 퐾++
as follows:
퐾+ := {푥∗ ∈ 푋 ′ : 푥∗(푥) ≥ 0, ∀푥 ∈ 퐾},
퐾++ := {푥 ∈ 푋 : 푥∗(푥) ≥ 0, ∀푥∗ ∈ 퐾+}.
Theorem 1.4.1 Take 퐾 ⊂ 푋. 퐾 = 퐾++ if and only if 퐾 is a non-empty closed
convex cone.
Let be 퐴 ⊂ 푋 . We deﬁne its recession cone as follows (see [28]):
퐴∞ := {푑 ∈ 푋 : ∃{푥푘}푘∈퐼푁 ⊂ 퐴, {푡푘}푘∈퐼푁 ↓ 0 : 푡푘푥푘 → 푑} (1.9)
with the convention, ∅∞ = {0}. The following properties are satisﬁed:
Lemma 1.4.2 Let it be 퐴,퐵 ⊂ 푋. The following are true:
i) 퐴∞ is a closed cone.
ii) If 퐴 is bounded then 퐴∞ = {0}. If 푋 is ﬁnite dimensional, then the converse is
true.
iii) If 퐴 ⊂ 퐵 then 퐴∞ ⊂ 퐵∞.
iv) 퐴∞ = (퐴)∞.
v) If 퐴 is a cone, then 퐴∞ = 퐴.
vi) If (퐴푖)푖∈퐼 is a family of sets in 퐼푅
푝, we have that(∩
푖∈퐼
퐴푖
)∞
⊂
∩
푖∈퐼
퐴∞푖 .
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Remark: The converse of item ii) does not hold for inﬁnite dimensional Banach
spaces. For example, consider 푋 a real Hilbert space with a countable ortonormal
base {푒휆}휆∈퐼푁 ⊂ 푋 (see [27] chapter 3 for deﬁnitions and the properties used here).
Take
퐴 := {푘푒푘}푘∈퐼푁 .
Clearly 퐴 is unbounded. We will prove that 퐴∞ = {0}. Since 퐴∞ is a closed cone,
then {0} ⊂ 퐴∞. For the converse, take 푑 ∕= 0 and assume it belongs to 퐴∞. Then,
there must exist {푡푘}푘∈퐼푁 a sequence of non-negative numbers converging to zero and
{푥푘}푘∈퐼푁 a sequence of elements in 퐴 which are of the form 푥푘 = 푛푘푒푛푘 such that:
푑 = lim
푘→+∞
푡푘푥푘 = lim
푘→+∞
[(푡푘푛푘) 푒푛푘 ] . (1.10)
From (1.10) we have:
1 =
∥푑∥
∥푑∥ =
∥∥∥∥ lim푘→+∞ 푡푘푛푘푒푛푘
∥∥∥∥
∥푑∥ =
lim
푘→+∞
푡푘푛푘
∥푑∥ ,
therefore
푡푘푛푘 → ∥푑∥. (1.11)
On the other hand, from (1.10) we also have:
∥푑∥2 = ⟨푑, 푑⟩ =
〈
lim
푘→+∞
[(푡푘푛푘) 푒푛푘 ] , 푑
〉
= lim
푘→+∞
푡푘푛푘⟨푒푛푘 , 푑⟩.
But since {푒휆}휆∈퐼 ⊂ 푋 is an ortonormal base of 푋 we have that
+∞∑
푘=1
∣⟨푒푛푘 , 푑⟩∣2 ≤
∑
휆∈퐼
∣⟨푒휆, 푑⟩∣2 = ∥푑∥2,
therefore, we must have that ⟨푒푛푘 , 푑⟩ → 0. This together with (1.11) we must have
that
lim
푘→+∞
푡푘푛푘⟨푒푛푘 , 푑⟩ = 0 ∕= ∥푑∥2,
which is a contradiction. Therefore 퐴∞ = {0}.
1.5 Generalized Conjugation and Abstract Con-
vexity
As the title of this Section suggests, we will present deﬁnitions and results which gen-
eralize those presented in Section 1.1.4.
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Consider two arbitrary sets 퐴 and 퐵. Any function 휑 : 퐴×퐵 → 퐼푅 is called cou-
pling function. For example, if 퐴 = 퐵 = 퐼푅푛 then the inner product, 휑(푎, 푏) = ⟨푎, 푏⟩,
is a coupling function.
The notion of coupling function allows us to consider an element 푏 ∈ 퐵 as a func-
tion deﬁned on 퐴, namely 푏(푎) = 휑(푎, 푏) for all 푎 ∈ 퐴 and, similarly, an element 푎 ∈ 퐴
as a function on 퐵.
In this general setting, we can ﬁnd the following results and deﬁnitions (see [34],
[39] and references therein):
Deﬁnition 1.5.1 Given functions 푓 : 퐴→ 퐼푅 and 푔 : 퐵 → 퐼푅, we deﬁne:
i) The abstract-convex conjugate of 푓 (denoted by 푓휑) as:
푓휑(푏) := sup
푎∈퐴
[휑(푎, 푏)− 푓(푎)], ∀푏 ∈ 퐵.
The abstract-convex conjugate of 푔 (denoted by 푔휑) as:
푔휑(푎) := sup
푏∈퐵
[휑(푎, 푏)− 푔(푏)], ∀푎 ∈ 퐴.
ii) The abstract-concave conjugate of 푓 (denoted by 푓휑) as:
푓휑(푏) := inf
푎∈퐴
[휑(푎, 푏)− 푓(푎)], ∀푏 ∈ 퐵.
The abstract-concave conjugate of 푔 (denoted by 푔휑) as:
푔휑(푎) := inf
푏∈퐵
[휑(푎, 푏)− 푔(푏)], ∀푎 ∈ 퐴.
The following results are related only to the abstract-convex case. We can state
analogous facts regarding the abstract-concave case.
Lemma 1.5.1 If 푓 : 퐴→ 퐼푅+∞ (푔 : 퐵 → 퐼푅+∞) is proper, then
푓휑 : 퐵 → 퐼푅+∞ (푔휑 : 퐴→ 퐼푅+∞).
Let be 푓 : 퐴→ 퐼푅+∞, a proper function. We denote by 푓휑휑 the 휑−biconjugate of
푓 . That is 푓휑휑 = (푓휑)휑.
Proposition 1.5.2 Let be 푓 : 퐴→ 퐼푅+∞ any function. The following properties are
satisﬁed:
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1. For each ℎ : 퐴 → 퐼푅+∞ such that 푓 ≤ ℎ, we have that ℎ휑 ≤ 푓휑. And if
ℎ휑 : 퐵 → 퐼푅+∞, then we have that 푓휑휑 ≤ ℎ휑휑.
2. If 푓 : 퐴→ 퐼푅+∞ and 푓휑 : 퐵 → 퐼푅+∞ are proper, then 푓(푎)+푓휑(푏) ≥ 휑(푎, 푏) and
푓휑(푏)+ 푓휑휑(푎) ≥ 휑(푎, 푏) for every (푎, 푏) ∈ 퐴×퐵. This is called the Generalized
Fenchel-Young’s inequality.
3. If 푓휑 : 퐵 → 퐼푅+∞ then 푓휑휑 ≤ 푓 .
4. If 푓휑 : 퐵 → 퐼푅+∞ and 푎 ∈ 퐴 we have that
푓휑휑(푎) = sup{휗(푎) : 휗 ∈ Θ, 휗 ≤ 푓},
where Θ := {휗 : 푋 → 퐼푅, 휗 = 휑(⋅, 푏)− 푟, 푏 ∈ 퐵, 푟 ∈ 퐼푅}.
5. 푓휑휑휑 ≡ 푓휑.
Example: Let 퐴 = 푋 , 퐵 = 푋 ′ and 휑 : 푋 × 푋 ′ → 퐼푅 be the evaluation function:
(푥, 푥∗) 7→ 푥∗(푥). We are in the case summarized in Section 1.1.
Deﬁnition 1.5.2 Let 퐻 be a non-empty set of functions ℎ : 퐴 → 퐼푅 and functions
푓, 푔 : 퐴→ 퐼푅+∞.
1. 푓 is called abstract-convex with respect to 퐻 (퐻-convex) if there exists a set
푈 ⊂ 퐻 such that 푓 is the upper envelope of this set:
푓(푎) = sup{ℎ(푎) : ℎ ∈ 푈}.
푔 is called abstract-concave with respect to 퐻 (퐻-concave) if there exists a set
푈 ⊂ 퐻 such that 푔 is the lower envelope of this set:
푔(푎) = inf{ℎ(푎) : ℎ ∈ 푈}.
2. The set
푠푢푝푝푙(푓,퐻) = {ℎ ∈ 퐻, ℎ ≤ 푓}
of all 퐻-minorants of 푓 is called the lower support set of the function 푓 with
respect to the set 퐻.
The set
푠푢푝푝푢(푔,퐻) = {ℎ ∈ 퐻, ℎ ≥ 푓}
of all 퐻-majorants of 푔 is called the upper support set of the function 푔 with
respect to the set 퐻.
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3. The function 푐표퐻푓 deﬁned by
푐표퐻푓(푥) = sup{ℎ(푥) : ℎ ∈ 푠푢푝푝푙(푓,퐻)}, 푥 ∈ 푋
is called the 퐻-convex hull of the function 푓 . Clearly, 푓 is 퐻-convex if and only
if 푓 = 푐표퐻푓 .
The function 푐푣퐻푔 deﬁned by
푐푣퐻푔(푥) = inf{ℎ(푥) : ℎ ∈ 푠푢푝푝푢(푔,퐻)}, 푥 ∈ 푋
is called the 퐻-concave hull of the function 푔. Clearly, 푔 is 퐻-concave if and
only if 푔 = 푐푣퐻푔.
Proposition 1.5.3 Given a coupling function 휑 : 퐴×퐵 → 퐼푅 deﬁne 퐻 as
퐻 := {ℎ : 퐴→ 퐼푅, ℎ(푎) = 휑(푎, 푏)− 푐, 푏 ∈ 퐵, 푐 ∈ 퐼푅}.
Then
푠푢푝푝푙(푓,퐻) = 푒푝푖(푓
푔) and 푠푢푝푝푢(푓,퐻) = ℎ푦푝(푓푔).
Remark: If we consider 퐻 as above then Proposition 1.5.2 item 4 aﬃrms what is
known as the Fenchel-Moreau theorem
푓휑휑 = 푐표퐻푓.
1.6 The Equilibrium Problem
In [24], [25] and [39], the Equilibrium Problem is studied:
(퐸푃 ) Find 푥 ∈ 퐾, such that 푓(푥, 푦) ≥ 0, ∀푦 ∈ 퐾,
where 퐾 ⊂ 푋 is a non-empty closed convex set and 푓 : 퐾 × 퐾 → 퐼푅 is a function
that satisﬁes:
i) 푓(푥, 푥) = 0, for all 푥 ∈ 퐾.
ii) 푓(푥, ⋅) : 퐾 → 퐼푅 is convex and l.s.c. for all 푥 ∈ 퐾.
iii) 푓(⋅, 푦) : 퐾 → 퐼푅 is u.s.c. for all 푦 ∈ 퐾.
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This formulation includes, as particular cases, minimization problems, Nash equi-
libria problems, complementary problems, ﬁxed point problems, variational inequality
problems and vector optimization problems. Before pointing out some of these prob-
lems, we need the following deﬁnitions (see [1] and [30]):
Deﬁnition 1.6.1 Let 푇 : 푋 → 2푋′ a point-to-set mapping.
i) We say that 푥 ∈ 푋 belongs to the domain of 푇 , denoted as 퐷(푇 ) if and only if
푇 (푥) ∕= ∅.
ii) We say that 푇 is upper semi-continuous at 푥0 ∈ 퐷(푇 ) if, for all 휀 > 0, there
exists 푉 , a neighborhood of 푥0, such that 푇 (푥) ⊂ 퐵휀(푇 (푥0)) for every 푥 ∈ 푉 . 푇
is an upper semi-continuous mapping if it is upper semi-continuous at every 푥
of 푋.
For the following, see [24] and references therein:
(a) Convex minimization problem (CMP): Let ℎ : 푋 → 퐼푅+∞ be a convex, l.s.c. and
proper function. The convex minimization problem is deﬁned as
Find 푥 ∈ 퐾 such that ℎ(푥) ≤ ℎ(푦), ∀푦 ∈ 퐾.
If we take 퐾 := {푥 ∈ 푋 : ℎ(푥) < +∞} and 푓(푥, 푦) := ℎ(푦) − ℎ(푥) for all
푥, 푦 ∈ 퐾, then 푥 is a solution of (CMP) if and only if 푥 is a solution of (EP).
(b) Complementarity problem (CP): Let 퐾 be a closed convex cone, and let 푇 :
퐾 → 푋 ′ be a continuous operator. The complementarity problem is deﬁned as
Find 푥 ∈ 퐾 such that 푇 (푥) ∈ 퐾+, ⟨푇 (푥), 푥⟩ = 0.
If we take 푓(푥, 푦) := ⟨푇 (푥), 푦 − 푥⟩ for all 푥, 푦 ∈ 퐾, then 푥 is a solution of (CP)
if and only if 푥 is a solution (퐸푃 ).
(c) Vector minimization problem (VMP): Let 퐶 ⊂ 퐼푅푚 be a closed convex cone,
such that both 퐶 and its polar cone 퐶+ have nonempty interior. Consider the
partial order in 퐼푅푚 given by
푥 ≤ 푦 if and only if 푦 − 푥 ∈ 퐶,
푥 < 푦 if and only if 푦 − 푥 ∈ int(퐶).
A function 퐹 : 퐾 ⊂ 퐼푅푛 → 퐼푅푚 is said to be 퐶−convex if and only if 퐾 is convex
and 퐹 (푡푥 + (1 − 푡)푦) ≤ 푡퐹 (푥) + (1 − 푡)퐹 (푦) for all 푡 ∈ (0, 1). Let 퐶 ⊂ 퐼푅푚 a
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closed convex cone with nonempty interior, 퐶+ its polar cone and 퐹 : 퐾 → 퐼푅푚
a 퐶−convex function (퐾 is closed) such that ⟨푧, 퐹 (⋅)⟩ is l.s.c. for every 푧 ∈ 퐶+.
The vector minimization problem is deﬁned as
Find 푥 ∈ 퐾 such that 퐹 (푥) ≮ 퐹 (푥), ∀푥 ∈ 퐾.
If we take 푓(푥, 푦) := max
∥푧∥=1,푧∈퐶+
⟨푧, 퐹 (푦)− 퐹 (푥)⟩, then 푥 is a solution of (VMP)
if and only if 푥 is a solution of (EP).
(d) Fixed point problem (FPP): Assume that푋 is a Hilbert space with inner product
⟨⋅, ⋅⟩. Let 푇 : 푋 → 2푋 be an upper semi-continuous point-to-set mapping such
that 푇 (푥) is a nonempty, closed, bounded, convex subset of 퐾 for each 푥 ∈ 퐾,
where 퐾 ⊂ 푋 is nonempty, convex and closed. The ﬁxed point problem is
deﬁned as
Find 푥 ∈ 퐾 such that 푥 ∈ 푇 (푥).
If we take 푓(푥, 푦) := max
휑∈푇 (푥)
⟨푥− 휑, 푦− 푥⟩ for all 푥, 푦 ∈ 퐾, then 푥 is a solution of
(FPP) if and only if 푥 is a solution of (EP).
(e) Variational inequality problem (VIP): Let 푋 be a Banach space, 퐾 ⊂ 푋 a
nonempty, closed and convex set and 푇 : 퐾 → 2푋′ a point-to-set mapping such
that 푇 (푥) is compact for every 푥 ∈ 퐾. The variational inequality problem is
deﬁned as
Find 푥 ∈ 퐾, 푢 ∈ 푇 (푥) such that ⟨푢, 푦 − 푥⟩ ≥ 0, ∀푦 ∈ 퐾.
If we take 푓(푥, 푦) := sup
푢∈푇 (푥)
⟨푢, 푦 − 푥⟩ for all 푥, 푦 ∈ 퐾, then 푥 is a solution of
(VIP) if and only if 푥 is a solution of (EP).
It is clear now, why it is so important to study this problem.
1.7 Vector optimization and Strongly Star-Shaped
cones
In Problems of Vector Optimization, in order to ﬁnd an equivalent minimization prob-
lem, the strongly star-shaped cones play a key role. In this section we will present
results and deﬁnitions mostly from [35] (unless stated otherwise).
Deﬁnition 1.7.1 [28] Take a binary relation 퐵 on 푋 (i.e. 퐵 ⊂ 푋 × 푋). Denote
every (푥, 푦) ∈ 퐵 by 푥 ર 푦. We say that ર is a pre-order if it satisﬁes:
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i) (Reﬂexivity) For every 푥 ∈ 푋, 푥 ર 푥.
ii) (Transitivity) For every 푥, 푦, 푧 ∈ 푋 such that 푥 ર 푦 and 푦 ર 푧 then 푥 ર 푧.
Problems of vector (multi-criteria) optimization arise when there are some diﬀer-
ent criteria for the choice of a preferable object. When an object 푥 is more preferable
than an object 푦 it is often denoted by 푥 ર 푦. As a rule it is assumed that the totality
of these criteria (ર) forms a pre-order relation.
Let us present an example (see [1] and references therein).
A non co-operative two persons game: Cournot’s Duopoly.
The two players are each manufacturers of the same commodity. In this case,
the objective functions are cost functions which depend on the production of the two
players. This means that each player will produce an amount of units which depend
on the amount of units of the other player. The ﬁrst player will produce 푥 units while
the second one will produce 푦 units (both are non-negative numbers). The problem
is to ﬁnd a vector (푥, 푦) such that there can not exist another vector (푥, 푦) such that
푓1(푥, 푦) < 푓1(푥, 푦) and 푓2(푥, 푦) < 푓2(푥, 푦) where 푓푖 is the cost function of player 푖
(푖 = 1, 2). This means that after both players share information, there should not
exist a better pair of numbers (푥, 푦) such that reduces the cost of both of them. Let
us consider the case when
푓1(푥, 푦) := 푥(푥+ 푦 − 푢), 푓2(푥, 푦) := 푦(푥+ 푦 − 푢), (푥, 푦) ∈ [0, 푢]× [0, 푢].
In this case, we have that the square [0, 푢]2 is mapped by 푓 := (푓1, 푓2) into:
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Figure 1.6: The set 푓([0, 푢]2).
From this, it can be seen that any vector of the set
푃 :=
{
(푥, 푦) ∈ [0, 푢]2 : 푥+ 푦 = 푢
2
}
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is a solution of our problem. If we choose the strategy pair
푥푃 :=
푢
4
, 푦푃 :=
푢
4
,
we have that each player will have a loss of −푢2
8
. Thus, if the manufacturers agree to
co-operate, this is a reasonable compromise.
In the previous example, a strategy pair (푥1, 푦1) is more preferable to the strategy
pair (푥2, 푦2), (푥1, 푦1) ર (푥2, 푦2), if and only if 푓푖(푥1, 푦1) ≤ 푓푖(푥2, 푦2) for 푖 = 1, 2. This
order relation ર is a pre-order relation.
The theory of vector optimization with respect to pre-order relation is well de-
veloped [28]. However, often we get preferences that form a relation which is not
a pre-order. Let us give some simple examples. Assume that we have 푚 > 1 cri-
teria (objective functions) 푓1, . . . , 푓푚 deﬁned on a set 푋 . Each element 푥 ∈ 푋 can
be estimated by the vector (푓1(푥), . . . , 푓푚(푥)). Usually it is assumed that 푥 is more
preferable than 푦 (푥 ર 푦) if 푓푖(푥) ≥ 푓푖(푦) for all 푖 ∈ 퐼 = {1, . . . , 푚}. Clearly ર is a
pre-order relation. However, sometimes we need diﬀerent kinds of preferences, which
are either weaker or stronger than ર. For example, let 푚 > 2 and 퐼1 = {2, . . . , 푚},
퐼푚 = {1, . . . , 푚 − 1}. Consider preferences ર1 deﬁned in the following way: 푥 ર1 푦
if either 푓푖(푥) ≥ 푓푖(푦) for 푖 ∈ 퐼1 or 푓푖(푥) ≥ 푓푖(푦) for 푖 ∈ 퐼푚. The preferences ર1 are
weaker than ર (i.e. 푥 ર 푦 implies 푥 ર1 푦) and these preferences are not transitive,
so ર1 is not a pre-order relation. Consider now another preference ર2. We say that
푥 ર2 푦 if 푓푖(푥) ≥ 푓푖(푦) for all 푖 ∈ 퐼 and either 푓1(푥) − 푓1(푦) ≥ 푓2(푥) − 푓2(푦) or
푓2(푥)−푓2(푦) ≥ 푓3(푥)−푓3(푦). Clearly ર2 is stronger than ર and ર2 is not a pre-order
relation. Both relations ર푖 (푖 = 1, 2) have the following structure: 푥 ર푖 푦 means that
the vector (푓1(푥)− 푓1(푦), . . . , 푓푚(푥)− 푓푚(푦)) belongs to a conic set 퐾푖. This set can
be represented as the union of two convex cones, however 퐾푖 itself is not a convex cone.
In [35] a large class of preferences, namely those that are deﬁned by means of
the so-called strongly star-shaped conic sets in a Banach space 푋 , is examined. The
simplest example of a strongly star-shaped conic set is the union 퐾 of a ﬁnite number
of closed convex cones 퐾푖 (푖 ∈ 퐼) such that the intersection
∩
푖∈퐼
int퐾푖 is not empty.
Each strongly star-shaped set 퐾 determines the relation ર퐾 on 푋 , where 푥 ર퐾 푦 if
and only if 푥− 푦 ∈ 퐾. If 퐾 is not convex, the ર퐾 is not a pre-order relation.
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We can also ﬁnd some approaches to vector optimization duality using a scalar-
ization of the relation ર퐾 (in Propositions 5.1 and 5.2 of [35], we can ﬁnd scalar
minimization problems which are equivalent to special cases of vector minimization
problems). However for making this scalarization, it is required a function 푝푢,퐾 where
푢 is a particular element of 퐾 and 퐾 belongs to a sub-family of the strongly star-
shaped cones (see Deﬁnition 1.7.3 below).
In Chapter 3 we will show that in fact the sub-family used in [35] is actually the
whole family of strongly star-shaped cones.
Let us present now the main deﬁnitions and results from [35] which are going to
be essential for our study.
Let 푋 be a Banach space and 퐾 ⊂ 푋 . For each 푥 ∈ 푋 denote by 푅푥 the ray
starting at zero and going through 푥:
푅푥 := {휆푥 : 휆 ≥ 0}.
Deﬁnition 1.7.2 [34]
i) 퐾 is called star-shaped if there exists a point 푢 ∈ 퐾 such that 훼푢+(1−훼)푥 ∈ 퐾
for all 푥 ∈ 퐾 and 훼 ∈ (0, 1). The set of all points 푢 which possess this property
is denoted by kern퐾 (see Figure 1.7).
ii) 퐾 is called strongly star-shaped if there exists a point 푢 ∈ int퐾 such that the
ray 푢 + 푅푥 does not intersect the boundary bd퐾 of the set 퐾 more than once
for each 푥 ∈ 푋. The set of all points 푢 which enjoy this property is denoted by
kern∗퐾 (see Figure 1.8).
K
Figure 1.7: Star-shaped set with kern퐾 = 퐾
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Figure 1.8: Strongly star-shaped set with kern∗퐾 = int퐾
Remark: If 푢 ∈ kern∗퐾 then for each 푥, the ray 푢+푅푥 either intersects the boundary
of 퐾 once or does not intersect this boundary. The latter means that 푢+푅푥 ⊂ int퐾.
Every strongly star-shaped set is star-shaped and kern∗퐾 ⊂ kern퐾. Its proof for
ﬁnite dimensional case can be found for example in [34] (Proposition 5.18), however
this proof is valid for an arbitrary Banach space.
Recall that a set 퐾 ⊂ 푋 is called conic if 푥 ∈ 퐾 implies that (푅푥∖{0}) ⊂ 퐾. If 퐾
is a conic strongly star-shaped set, it is easy to check that the set kern∗퐾 is a conic
set.
Deﬁnition 1.7.3 Let 퐾 be a conic strongly star-shaped set. Denote by 푈(퐾) the set
of points 푢 ∈ 퐾, which possess the following properties:
(1) 푢 ∈ kern∗퐾;
(2) for each 푥 ∈ 푋 the line 푥+ {휆푢 : 휆 ∈ 퐼푅} is not contained in 퐾.
It is easy to check that the set 푈(퐾) is conic.
Example 1: If 퐾 is a convex cone, 퐾 ∕= 푋 and int퐾 is nonempty, then kern∗퐾 =
푈(퐾) = int퐾.
Example 2: If 퐾 = 푋 , then kern∗퐾 = 푋 , however 푈(퐾) = ∅.
Example 3: Let us give an example of a strongly star-shaped cone in inﬁnite di-
mensions. Consider 풞([0, 1]) the set of all continuous functions 푓 : [0, 1] → 퐼푅 with
the norm ∥푓∥ = sup
푥
∣푓(푥)∣. In this space, take the set 퐶 of all non-negative functions:
푓 ∈ 퐶 if and only if 푓(푥) ≥ 0, ∀푥 ∈ [0, 1].
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This set 퐶 is a convex cone and therefore its kern∗ must be its interior (see Example 1
above). Let us show that its interior is equal to the set of all strictly positive functions:
푔 ∈ int퐶 if and only if 푔(푥) > 0, ∀푥 ∈ [0, 1].
=⇒ Take a strictly positive function 푓 and consider 휀 = inf 푓
2
. The number 휀 is not
zero since 푓 is a continuous strictly positive function and therefore 푓 attains its
minimum in [0, 1]. We will show that if 푔 ∈ 풞([0, 1]) is such that ∥푓 − 푔∥ < 휀
then 푔 is strictly positive. In fact, ∥푓 − 푔∥ < 휀 is equivalent to:
∣푓(푥)− 푔(푥)∣ < 휀, ∀푥 ∈ [0, 1],
which in turn is equivalent to
푓(푥)− 휀 < 푔(푥) < 푓(푥) + 휀, ∀푥 ∈ [0, 1].
Then, taking inﬁmum over 푥 in the left side of the inequality, we have
inf 푓
2
= inf 푓 − 휀 < 푔(푥), ∀푥 ∈ [0, 1].
This shows us that 푔 >
inf 푓
2
and therefore, 푔 is a strictly positive function.
⇐= Take a function 푓 ∈int퐶, so there exists 휀 > 0 such that 퐵휀(푓) ⊂ 퐶. Let us
assume that there exists 푡0 ∈ [0, 1] such that 푓(푡0) = 0. Deﬁne the function
푔 as 푔 := 푓 − 휀
2
. This function belongs to 퐵휀(푓) but is negative on 푡0. This
contradiction implies that 푓 > 0.
Denote by 풦(푋) the set of all conic closed sets 퐾 ⊂ 푋 with nonempty 푈(퐾).
Proposition 1.7.1 Let 퐾 ∈ 풦(푋) and 푢 ∈ 푈(퐾). Then
i) 휈푥+ 휆푢 ∈ 퐾 for each 푥 ∈ 퐾 and 휆 > 0, 휈 > 0.
ii) For each 푥 ∈ 푋 there exists 휆 > 0 and 휈 ≤ 0 such that 휆푢 − 푥 ∈ 퐾 and
푥− 휈푢 ∈ 퐾.
iii) For each 푥 ∈ 푋 the set Λ푥 = {휆 ∈ 퐼푅 : 휆푢 − 푥 ∈ 퐾} is a closed segment of the
form [휆푥,+∞) with 휆푥 > −∞.
A useful function for determining when a point 푢 ∈ 푋 belongs to 푈(퐾) is the
following: let 푢 ∈ 푋 , 퐾 ⊂ 푋 and let 푝푢,퐾 : 푋 → 퐼푅 be deﬁned by
푝푢,퐾(푥) := inf[휆 ∈ 퐼푅 : 휆푢− 푥 ∈ 퐾], (1.12)
where the inﬁmum over the empty set is equal to +∞.
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Proposition 1.7.2 Let 퐾 ∈ 풦(푋) and 푢 ∈ 푈(퐾). The following are satisﬁed:
i) 푝푢,퐾(푥+ 휇푢) = 푝푢,퐾(푥) + 휇, ∀푥 ∈ 푋, 휇 ∈ 퐼푅,
ii) 푝푢,퐾(푥) ∈ 퐼푅 for every 푥 ∈ 푋 and
iii) 푝푢,퐾 is a continuous positively homogeneous function.
The converse is also true: consider a continuous positively homogeneous function
푝 : 푋 → 퐼푅 such that there exists 푢 ∈ 푋 which satisﬁes, 푝(푥 + 휇푢) = 푝(푥) + 휇 for
every 푥 ∈ 푋 and 휇 ∈ 퐼푅. Then there exists 퐾 ∈ 풦(푋) such that 푢 ∈ 푈(퐾) and
푝 ≡ 푝푢,퐾.
Proposition 1.7.3 Take 푢 ∈ 푋, 퐾푖 ⊂ 푋 for 푖 = 1, . . . , 푚. Deﬁne 퐾 =
푚∪
푖=1
퐾푖, then
푝푢,퐾(푥) = min
푖
푝푢,퐾푖(푥), ∀푥 ∈ 푋.
Remark: It is not diﬃcult to prove that if 퐾 ⊂ 푋 is a cone, so it is 퐾푐. Moreover,
the following holds.
Proposition 1.7.4 Let 퐾 ∈ 풦(푋) and 푢 ∈ 푈(퐾). Then 푝−푢,퐶퐾 = −푝푢,퐾 , where
퐶퐾 := (푖푛푡퐾)푐.
Proposition 1.7.5 Let 퐾푖 ∈ 풦(푋), 푖 = 1, . . . , 푚 and
푚∩
푖=1
푈(퐾푖) ∕= ∅. Let 퐾 =
푚∪
푖=1
퐾푖.
Then 퐾 ∈ 풦(푋) and
푚∩
푖=1
푈(퐾푖) ⊂ 푈(퐾).
(For the proofs of Propositions 1.7.1 - 1.7.4, refer to [35].)
In Chapter 3, we will present a characterization for strongly star-shaped closed
conic sets which the interior of their kern∗ is nonempty. For doing this, we need to
extend to the inﬁnite dimensional setting some results which in [34] are established
only for ﬁnite dimensional spaces.
We recall below some deﬁnitions from [34].
Deﬁnition 1.7.4 A positively homogeneous function 푓 : 퐼푅푛 → 퐼푅 is called min-
sublinear if for each 푥 ∈ 퐼푅푛 there exists a ﬁnite sublinear function 푝푥 such that
푝푥(푦) ≥ 푓(푦) for all 푦 ∈ 퐼푅푛 and 푝푥(푥) = 푓(푥).
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Deﬁnition 1.7.5 Let 푄 be a conic set in 퐼푅푛. A nonempty set 푈 ⊂ 푄 is called a
radiant subset of the cone 푄 if
(푥 ∈ 푈, 휆 ∈ (0, 1]) =⇒ 휆푥 ∈ 푈.
Deﬁnition 1.7.6 Let 푄 be a conic subset of 퐼푅푛 and 푈 a radiant subset of 푄. The
function 휇푈 : 푋 → [0,+∞] deﬁned by
휇푈(푥) = inf{휆 > 0 : 푥 ∈ 휆푈}
is called the Minkowski gauge of the set 푈 (here 휆푈 = {휆푥 : 푥 ∈ 푈}).
Remark: It is not diﬃcult to show from this deﬁnition that
{푥 : 휇푈(푥) < 1} ⊂ 푈 ⊂ {푥 : 휇푈(푥) ≤ 1}.
Proposition 1.7.6 A positively homogeneous function 푓 : 퐼푅푛 → 퐼푅 is min-sublinear
if and only if for any 푧 ∈ 퐼푅푛 there exists a number 푘푧 > 0 such that
푓(푥)− 푓(푧) ≤ 푘푧∥푥− 푧∥ for all 푥 ∈ 퐼푅푛.
Proposition 1.7.7 Let 푓 be a positively homogeneous Lipschitz function deﬁned on
퐼푅푛 with a Lipschitz constant 퐿. Let 푆 = {푥 : ∥푥∥ = 1} be the unit sphere. Then there
exists a family (푝푧)푧∈푆 of sublinear functions such that:
1) 푓(푥) = min
푧∈푆
푝푧(푥) for all 푥 ∈ 퐼푅푛.
2) 푝푧(푥) ≤ 푓(푧) + 퐿∥푥− 푧∥ for all 푥 ∈ 퐼푅푛.
Proposition 1.7.8 Let 푈 be a radiant subset of 퐼푅푛 and 0 ∈ 푖푛푡 푘푒푟푛푈 . Then there
exist 휀 > 0 and a family of convex closed sets (퐾푢)푢∈푈 such that:
1) 푢 ∈ 퐾푢 and 퐵(0, 휀) ⊂ 퐾푢 for all 푢 ∈ 푈 .
2) 푈 =
∪
푢∈푈
퐾푢.
Proposition 1.7.9 Let 푈 be a closed radiant subset of 퐼푅푛. The Minkowski gauge
휇푈 of the set 푈 is Lipschitz if and only if there exists 휀 > 0, a set of indices 푇 and a
family (푈푡)푡∈푇 of convex sets containing the ball 퐵(0, 휀) = {푥 ∈ 퐼푅푛 : ∥푥∥ ≤ 휀} such
that
푈 = 푐푙
∪
푡∈푇
푈푡.
Proposition 1.7.10 Let 푈 ⊂ 퐼푅푛 be a closed radiant set. Then the Minkowski gauge
휇푈 of the set 푈 is Lipschitz if and only if 0 ∈ 푖푛푡 푘푒푟푛푈 .
(See [34], Propositions 5.13, 5.14, 5.17 and Theorems 5.2 and 5.3 for proofs.)
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Chapter 2
G-coupling functions
This chapter is devoted to introducing the G-coupling functions and to presenting
many properties which are satisﬁed when these functions are applied in various opti-
mization problems.
Unless stated otherwise, the deﬁnitions, lemmas, theorems and propositions stated
in this Chapter are new.
Thanks to Fenchel and Rockafellar, duality schemes for convex minimization prob-
lems are very well explained (see [17], [18] and [31]) by means of the Fenchel conjugate.
As we have seen in Section 1.1.5, the Dual problem is a convex problem.
For the nonconvex case, an interesting theory which can be used is the generalized
conjugation (see [34] and [38]).
Our G-coupling functions are motivated by GAP functions. In the examples we
are about to consider, GAP functions have many similar properties. We are going to
put in evidence these properties.
After introducing the deﬁnition of G-coupling functions, we will induce naturally
a duality scheme for the minimization problem. This duality scheme will induce a
Lagrangian function which can be compared to some Lagrangians stated in Section
1.2.
At the end of this Chapter, we will see that even for the Equilibrium Problem we
can use G-coupling functions. Our point of view will generalize the duality scheme
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found in [25].
2.1 Motivation
In several works already published, there can be found deﬁnitions of GAP functions
for particular problems. Now we present 3 concrete examples.
∙ In [8], the Variational Inequality Problem is studied. Let 퐻 be a Hilbert space,
푇 : 퐻 → 2퐻 a point-to-set mapping and 퐶 ⊂ 퐻 a nonempty closed convex set:
(푉 퐼푃 ) Find 푥0 ∈ 퐶, such that, ∃푦∗ ∈ 푇 (푥0) with ⟨푦∗, 푥− 푥0⟩ ≥ 0 ∀푥 ∈ 퐶,
where 푇 is a maximal monotone point-to-set mapping which is deﬁned as follows:
it will be said that 푇 is a maximal monotone correspondence if it satisﬁes that
⟨푢− 푣, 푥− 푦⟩ ≥ 0 for every 푢 ∈ 푇 (푥), 푣 ∈ 푇 (푦) with 푥, 푦 ∈ 퐻 and if for some
pair (푣, 푦) ∈ 퐻 × 퐻 we have that ⟨푢 − 푣, 푥 − 푦⟩ ≥ 0, for all 푥 ∈ 퐶 and for all
푢 ∈ 푇 (푥), then we must have that 푣 ∈ 푇 (푦). The following is given as a GAP
function:
ℎ푇,퐶(푥) := sup
(푦,푣)∈퐺퐶 (푇 )
⟨푣, 푥− 푦⟩,
where 퐺퐶(푇 ) = {(푦, 푣) : 푦 ∈ 퐶, 푣 ∈ 푇 (푦)}. This function happens to be non-
negative and convex, and it is equal to zero only in solutions of (푉 퐼푃 ).
∙ In [44], the Extended Pre-Variational Inequality Problem is studied:
(퐸푃푉 퐼푃 ) : Find 푥0 ∈ 퐼푅푛, such that
⟨퐹 (푥0), 휂(푥, 푥0)⟩ ≥ 푓(푥0)− 푓(푥), ∀푥 ∈ 퐼푅푛.
Where 퐹 : 퐼푅푛 → 퐼푅푛, 휂 : 퐼푅푛 × 퐼푅푛 → 퐼푅푛 and 푓 : 퐼푅푛 → 퐼푅+∞. In this work,
the GAP function is
min
푦∈퐼푅푛
[⟨퐹 (푥), 휂(푦, 푥)⟩ − 푓(푥) + 푓(푦)],
which is non-positive and it only reaches the value zero in solutions of (퐸푃푉 퐼푃 ).
∙ In Section 1.6, we have seen the Equilibrium Problem:
(퐸푃 ) Find 푥 ∈ 퐾, such that 푓(푥, 푦) ≥ 0, ∀푦 ∈ 퐾,
where 퐾 ⊂ 퐼푅푛 is a non-empty closed convex set and 푓 : 퐾 × 퐾 → 퐼푅 is a
function that satisﬁes:
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i) 푓(푥, 푥) = 0, for all 푥 ∈ 퐾.
ii) 푓(푥, ⋅) : 퐾 → 퐼푅 is convex and l.s.c.
iii) 푓(⋅, 푦) : 퐾 → 퐼푅 is u.s.c.
In [39] a GAP function is deﬁned:
푔1(푦) :=
⎧⎨⎩ sup푥∈퐾 푓(푥, 푦), 푦 ∈ 퐾+∞, otherwise.
In this case, the function 푔1 is non-negative, convex and l.s.c. and if it vanishes
at 푥0, then 푥0 is a solution of (퐸푃 ).
These GAP functions are used to transform an Equilibrium Problem into a mini-
mization problem. The main idea for doing this is to take advantage of all the theory
and algorithms developed for the minimization problem. Thus, by using a good algo-
rithm, we can ﬁnd a solution of a particular Equilibrium Problem.
However, it is important to show that there are some other ideas of GAP functions.
In the following examples, these functions have two arguments which can belong
to diﬀerent vector spaces. Therefore, we can consider them as coupling functions.
Consider the following 2 examples:
∙ For the minimization problem, we have seen in Section 1.1.5 that the convex
conjugation theory allows us to generate a dual problem. In this approach,
there is implicit another concept of gap function. Remember that the following
scheme is satisﬁed under suitable assumptions (following the notation of Section
1.1.5):
훼 = inf 푓(푥) (푃 ) 훽 = inf ℎ∗(푢∗) (푄)
휑(푥, 0) = 푓(푥), ∀푥 ∈ 퐼푅푛 휑∗(0, 푢∗) = ℎ∗(푢∗), ∀푢∗ ∈ 퐼푅푝
ℎ(푢) = inf
푥
휑(푥, 푢) 푘(푥∗) = inf
푢∗
휑∗(푥∗, 푢∗)
훼 = ℎ(0) 훽 = 푘(0)
−훽 ≤ 훼.
Suppose that there is no duality gap (−훽 = 훼). Then 푢∗ is an optimal solution
of (푄) and 푥 is an optimal solution of (푃 ) if and only if
푓(푥) + ℎ∗(푢∗) = 0.
34
Let us focus our attention to the function 푔2 : 퐼푅
푛 × 퐼푅푝 → 퐼푅 deﬁned by:
푔2(푥, 푢
∗) = 푓(푥) + ℎ∗(푢∗).
This function can be seen as a GAP function. It vanishes at (푥0, 푢
∗
0) if and only
if 푥0 solves the primal problem and 푢
∗
0 solves the dual one. In addition, this
function is non-negative and if the ﬁrst variable is kept ﬁxed, the function is
convex and l.s.c.
∙ In [25], the (퐸푃 ) is consider in the following way:
(퐸푃 ) Find 푥 ∈ 퐾, such that 푓(푥, 푦) ≥ 0, ∀푦 ∈ 퐾,
where
i) 퐾 ⊂ 퐼푅푛 is a non-empty convex set.
ii) 푓 : 퐼푅푛 × 퐼푅푛 → 퐼푅 is a function which satisﬁes the following properties:
a) 푓(푥, 푥) = 0 for each 푥 ∈ 퐾.
b) 푓(푥, ⋅) : 퐼푅푛 → 퐼푅+∞ is convex and l.s.c. for all 푥 ∈ 퐾.
The main diﬀerences with this formulation and the one given in Section 1.6
are that 퐾 is no longer closed, 푓(푥, ⋅) can take the value +∞ and the upper
semi-continuity property is no longer needed for 푓(⋅, 푦). In this work yet another
GAP function is implicit:
푔3(푥, 푥
∗) := 푓 ∗푥(푥
∗)− 푖퐾(푥∗).
Here, 푖퐾 : 퐼푅
푛 → 퐼푅+∞ is deﬁned by
푖퐾(푥
∗) := inf
푥∈퐾
⟨푥∗, 푥⟩
and 푓 ∗푥 : 퐼푅
푛 → 퐼푅+∞ is deﬁned by
푓 ∗푥(푥
∗) := sup
푦∈퐼푅푛
[⟨푥∗, 푦⟩ − 푓(푥, 푦)].
This function 푔3 is non-negative and if it vanishes in (푥0, 푥
∗
0) with 푥0 ∈ 퐾 then
푥0 is a solution of (퐸푃 ).
These GAP functions give us a relation between the primal variable and the dual
variable (in [25], a dual formulation for the Equilibrium Problem can be found). The
“gap” between these variables is zero, whenever they are solutions of the primal and
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dual problems.
Since these GAP functions have two arguments, we can consider them as coupling
functions and apply the generalized conjugation theory. This theory is becoming more
important in solving non-convex optimization problems.
We would like to make a contribution in this ﬁeld, by introducing the G-coupling
functions.
2.2 Deﬁnition
Consider two arbitrary Banach spaces, 푋 and 푌 .
Deﬁnition 2.2.1 Given 퐴 ⊂ 푋 and 퐵 ⊂ 푌 , a non-negative function 푔 : 퐴×퐵 → 퐼푅
will be called a G-coupling function if
(D1) inf
푥∈퐴, 푦∈퐵
푔(푥, 푦) = 0.
Deﬁne ℱ퐴,퐵 := {푔 : 퐴×퐵 → 퐼푅 : 푔 is a G-coupling function}.
Not every G-coupling function has zeros:
Example: Take 퐴 = 퐵 = 퐼푅 and deﬁne
푔(푥, 푦) := exp(푥+ 푦).
Then 푔 ∈ ℱ퐴,퐵 is a continuous function and the inﬁmum in (퐷1) is not attained.
For the next Proposition, we will use some well known facts and deﬁnitions con-
cerning the weak topology in a reﬂexive Banach space (see Chapter 3 of [6], Section
2.5.1 of [9], Section 4.8 of [27], Section 3.10 of [41] and references therein). We list
them in the next Deﬁnition.
Deﬁnition 2.2.2 Let 푍 be an arbitrary reﬂexive Banach space. We say that
i) A sequence (푧푘)푘∈퐼푁 converges weakly to 푧 if and only if 푓(푧푘) converges to 푓(푧)
for every 푓 ∈ 푋 ′ (푋 ′ is the set of all continuous functionals of 푋).
ii) 퐴 ⊂ 푍 is a weakly closed set if and only if for every weakly convergent sequence
(푎푘)푘∈퐼푁 ⊂ 퐴 with 푧0 its limit, we have that 푧0 ∈ 퐴.
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iii) 퐴 ⊂ 푍 is a weakly compact set if and only if 퐴 is weakly closed and bounded.
iv) A function ℎ : 푍 → 퐼푅 is weakly l.s.c. if and only if its level sets 푆휆(ℎ) are
weakly closed for every 휆 ∈ 퐼푅.
Theorem 2.2.1 (Eberlein) Let 푋 be a Banach space. A set 퐴 ⊂ 푋 is weakly compact
if and only if 퐴 is weakly closed and every sequence contained in 퐴 has a weakly
convergent subsequence.
With these, we have the following.
Proposition 2.2.2 Let 퐴 ⊂ 푋, 퐵 ⊂ 푌 weakly closed sets and 푔 ∈ ℱ퐴,퐵 with 푋 and
푌 reﬂexive Banach spaces. The following statements hold:
i) If 푔 is weakly l.s.c. on 퐴×퐵 and there exists 푀 > 0 such that 푆푀(푔) is bounded,
then
{(푥, 푦) : 푔(푥, 푦) = 0} =
∩
휀>0
푆휀(푔) ∕= ∅.
ii) In particular, if lim
∥(푥,푦)∥→+∞
푔(푥, 푦) = +∞, with (푥, 푦) ∈ 퐴 × 퐵 and 푔 is weakly
l.s.c. (on 퐴× 퐵) then the conclusion in i) follows.
Proof:
i) It is clear that for every 0 ≤ 휆 ≤푀 we have that 푆휆(푔) ⊂ 푆푀(푔) which implies
that every 푆휆(푔) is bounded as well. Since 푔 is weakly l.s.c. then 푆휆(푔) is
weakly closed (for every 휆 ∈ 퐼푅). Then, we have a nested net of weakly compact
sets {푆휆(푔)}휆∈[0,푀 ]. Take (휆푘)푘∈퐼푁 a non-increasing sequence of non-negative
numbers such that 휆푘 < 푀 and 휆푘 ↓ 0. For each 푘 ∈ 퐼푁 take (푥푘, 푦푘) an
element of 푆휆푘(푔). Since the sequence of sets 푆휆푘(푔) is nested, we have that
(푥푘, 푦푘) ∈ 푆휆1(푔) for every 푘 ∈ 퐼푁 . Therefore, we can take (푥푛푘 , 푦푛푘) a weakly
convergent sub-sequence. Let (푥, 푦) be such limit. Since 푔 is weakly l.s.c. we
have:
푔(푥, 푦) ≤ lim inf
푘
푔(푥푛푘 , 푦푛푘). (2.1)
On the other hand,
푔(푥푛푘 , 푦푛푘) ≤ 휆푛푘 , ∀푘 ∈ 퐼푁,
hence,
lim inf
푘
푔(푥푛푘 , 푦푛푘) ≤ lim
푘
휆푛푘 = 0. (2.2)
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Finally, (2.1) together with (2.2) imply that
푔(푥, 푦) ≤ 0,
but since 푔 is a G-coupling function we always have that 0 ≤ 푔(푥, 푦) for every
(푥, 푦) ∈ 퐴×퐵, thus 푔(푥, 푦) = 0.
ii) Let us show that lim
∥(푥,푦)∥→+∞
푔(푥, 푦) = +∞ implies that all level sets 푆휀(푔) are
bounded. Assume that there exists an unbounded level set, namely 푆훼(푔). There
must exist (푥푛, 푦푛)푛∈퐼푁 ⊂ 푆훼(푔) a sequence such that lim
푛
∥(푥푛, 푦푛)∥ = +∞
and 푔(푥푛, 푦푛) ≤ 훼 for every 푛. This contradicts the assumption over 푔. Since
every level set of 푔 is bounded, we are now in the conditions of item i) and the
statement follows.
Remark: In item i), we have just proved the well known fact that every weakly l.s.c.
function attains its minimum in a weakly compact set. We presented the proof here
for completeness.
2.3 The Minimization Problem
Let us turn our attention now to how the family of functions ℱ퐴,퐵 will allow us to
establish duality schemes for the minimization problem. It is important to point out
that in the following we consider an unusual type of duality: 푓 : 퐴 → 퐼푅+∞ is kept
ﬁxed and 푔 ∈ ℱ퐴,퐵 is variable.
Unless stated otherwise, 푋 and 푌 will denote arbitrary Banach spaces.
2.3.1 The set ℱ퐴,퐵푓
Consider the following problem:
(푃 ) : min
푥∈퐴
푓(푥),
where 푓 : 퐴 → 퐼푅+∞ is a proper function and 퐴 ⊂ 푋 is non-empty. For a given
퐵 ⊂ 푌 take 푔 ∈ ℱ퐴,퐵. Deﬁne 푓 푔 : 퐵 → 퐼푅+∞ and 푓 푔푔 : 퐴 → 퐼푅+∞ as follows (see
Section 1.5):
푓 푔(푦) := sup
푥∈퐴
{푔(푥, 푦)− 푓(푥)} ∀푦 ∈ 퐵,
푓 푔푔(푥) := sup
푦∈퐵
{푔(푥, 푦)− 푓 푔(푦)} ∀푥 ∈ 퐴.
In some cases, it would be better to consider a 푔 ∈ ℱ퐴,퐵 which satisﬁes:
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(D2) 퐵 is non-empty closed convex and 푔(푥, ⋅) : 퐵 → 퐼푅 is a convex and l.s.c. function
for each 푥 in 퐴.
From the previous deﬁnitions, we have the following:
Lemma 2.3.1 Let 푓 : 퐴 → 퐼푅+∞ be a proper function and given 퐵 ⊂ 푌 take 푔 ∈
ℱ퐴,퐵. Then
푓 푔(푦) + 푓(푥) ≥ 푔(푥, 푦) ≥ 0, ∀(푥, 푦) ∈ 퐴× 퐵,
which implies
푓(푥) ≥ −푓 푔(푦), ∀(푥, 푦) ∈ 퐴× 퐵.
Moreover, if 푔 satisﬁes (퐷2), then 푓 푔 is a convex l.s.c function.
Proof: From Proposition 1.5.2 item 2, we have that
푓 푔(푦) + 푓(푥) ≥ 푔(푥, 푦), ∀(푥, 푦) ∈ 퐴× 퐵.
Since 푔 is non-negative by deﬁnition
푓 푔(푦) + 푓(푥) ≥ 푔(푥, 푦) ≥ 0, ∀(푥, 푦) ∈ 퐴× 퐵.
By using the ﬁrst part and the last part of this chain of inequalities, we conclude that
푓(푥) ≥ −푓 푔(푦), ∀(푥, 푦) ∈ 퐴× 퐵.
If 푔 satisﬁes (퐷2), then 푓 푔 will be a convex l.s.c function thanks to Propositions 1.1.6
and 1.1.8 which ensure that the supremum of a family of convex l.s.c. functions is in
turn a convex l.s.c. function.
Unless it is mentioned, not every 푔 ∈ ℱ퐴,퐵 satisﬁes (퐷2).
It would be interesting to know which condition either a G-coupling function 푔 or
the function 푓 must satisfy in order to guarantee properness of 푓 푔, because this would
provide a non-trivial function related to 푓 , namely 푓 푔. Furthermore, any value of 푓 푔
will give us a lower estimate of the optimal value of (푃 ), i.e.
−푓 푔(푦) ≤ inf 푓, for all 푦 ∈ 퐵.
The following lemma ensures the existence of such a function 푔 ∈ ℱ퐴,퐵 for any non-
empty 퐵 ⊂ 푌 , taking as a starting point a natural condition on 푓 which must be
imposed if we want to ﬁnd a solution of (푃 ).
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Lemma 2.3.2 Let 푓 : 퐴 → 퐼푅+∞ be a proper function. Then 푓 is bounded from
below if and only if, for every non-empty 퐵 ⊂ 푌 , there exists 푔 ∈ ℱ퐴,퐵 such that 푓 푔
is proper.
Proof:
∙ Suppose that inf 푓 > −∞, then for a non-empty 퐵0 ⊂ 푌 ﬁxed, take 푦0 ∈ 퐵0
and consider 푔 ∈ ℱ퐴,퐵0 as follows:
푔(푥, 푦) = ∥푦 − 푦0∥,
thus
푓 푔(푦) = ∥푦 − 푦0∥ − inf 푓 ∀푦 ∈ 퐵0,
which is clearly a proper function and since 퐵0 was ﬁxed arbitrarily, the result
is satisﬁed for every non-empty 퐵 ⊂ 푌 .
∙ Take a non-empty set 퐵0 ∈ 푌 and 푔 ∈ ℱ퐴,퐵0 such that 푓 푔 is proper. Let us
suppose that inf 푓 = −∞, from Proposition 1.5.2 item 3 we can see that this
implies that inf 푓 푔푔 = −∞. Then:
−∞ = inf
푥∈퐴
푓 푔푔(푥) = inf
푥∈퐴
(
sup
푦∈퐵0
[푔(푥, 푦)− 푓 푔(푦)]
)
.
It is well known that for any bi-function 퐹 : 퐴 × 퐵0 → 퐼푅 we have that
inf
푥∈퐴
sup
푦∈퐵0
퐹 (푥, 푦) ≥ sup
푦∈퐵0
inf
푥∈퐴
퐹 (푥, 푦) (see [3] or [31]). Let us apply this in the
previous equation where for us 퐹 (푥, 푦) = 푔(푥, 푦)− 푓 푔(푦):
−∞ = inf
푥∈퐴
(
sup
푦∈퐵0
[푔(푥, 푦)− 푓 푔(푦)]
)
≥ sup
푦∈퐵0
(
inf
푥∈퐴
[푔(푥, 푦)− 푓 푔(푦)]
)
.
On the other hand since 푔 is a G-coupling function, it is not diﬃcult to see that
푔(푥, 푦)− 푓 푔(푦) ≥ −푓 푔(푦) for every 푦 ∈ 퐵0, then inf
푥∈퐴
[푔(푥, 푦)− 푓 푔(푦)] ≥ −푓 푔(푦).
With this, we have
sup
푦∈퐵0
(
inf
푥∈퐴
[푔(푥, 푦)− 푓 푔(푦)]
)
≥ sup
푦∈퐵0
(−푓 푔(푦)) = − inf
푦∈퐵0
푓 푔(푦).
Altogether −∞ ≥ − inf
푦∈퐵0
(푓 푔(푦)) and this is equivalent to inf
푦∈퐵0
푓 푔(푦) = +∞.
Thus, 푓 푔 is not proper and we have a contradiction. Therefore, inf 푓 > −∞.
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Remark: Notice that this proof also states, in particular, that there exists 푔 ∈ ℱ퐴,퐵
for every non-empty 퐵 ⊂ 푌 which satisﬁes (퐷2) and 푓 푔 is proper.
Henceforth, we will consider only functions 푓 such that inf 푓 > −∞ and for some
ﬁxed non-empty 퐵 ⊂ 푌 , 푔 ∈ ℱ퐴,퐵 will be such that 푓 푔 is proper.
Let it be ℱ퐴 = {푓 : 퐴→ 퐼푅+∞, 푓 is proper, inf 푓 > −∞} and
훾푔,푓 : 퐴× 퐵 → 퐼푅+∞ deﬁned by:
훾푔,푓(푥, 푦) = 푓(푥) + 푓
푔(푦) (2.3)
where 퐵 ⊂ 푌 is non-empty.
Remark: Observe that 훾푔,푓(푥, 푦) ≥ 푔(푥, 푦) ≥ 0 for every (푥, 푦) × 퐴 × 퐵, but it
could take the value +∞ and therefore 훾푔,푓 might not be in ℱ퐴,퐵. Nevertheless, if
inf 훾푔,푓 = 0 then we can determine a Primal problem (푃 ) and a Dual problem (퐷) as
we will see now.
Deﬁnition 2.3.1 Deﬁne the set ℱ퐴,퐵푓 as follows:
ℱ퐴,퐵푓 := {푔 ∈ ℱ퐴,퐵/푓 푔 is proper and inf 훾푔,푓 = 0}.
Lemma 2.3.3 Let 푓 ∈ ℱ퐴. Then ℱ퐴,퐵푓 is non-empty for every non-empty 퐵 ⊂ 푌 .
Proof: Given a non-empty 퐵 ⊂ 푌 , take 푦0 ∈ 퐵 and deﬁne 푔 ∈ ℱ퐴,퐵 by:
푔(푥, 푦) = ∥푦 − 푦0∥.
It is easy to check that 푔 belongs to ℱ퐴,퐵푓 (this example also proves that functions
can be found in ℱ퐴,퐵푓 which satisfy (퐷2)).
Recall that we are considering
(푃 ) : min
푥
푓(푥)
with 푓 ∈ ℱ퐴. Taking 푔 ∈ ℱ퐴,퐵푓 , deﬁne the dual problem related to 푔:
(퐷푔) : min
푦∈퐵
푓 푔(푦).
Proposition 2.3.4 Take 푓 ∈ ℱ퐴 and 푔 ∈ ℱ퐴,퐵푓 as above. The Duality Gap between
(푃 ) and (퐷푔) is zero.
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Proof: From the deﬁnition of ℱ퐴,퐵푓 , we can write
inf
(푥,푦)∈퐴×퐵
훾푔,푓(푥, 푦) = inf
푥∈퐴
푓(푥) + inf
푦∈퐵
푓 푔(푦) = 0,
which implies
inf
푥∈퐴
푓(푥) = − inf
푦∈퐵
푓 푔(푦) = sup
푦∈퐵
[−푓 푔(푦)].
Finally, this equation proves the statement.
We present next a ”saddle-point” property for our primal and dual problems.
Theorem 2.3.5 Let 푔 ∈ ℱ퐴,퐵푓 . Then, 푦 is a solution of (퐷푔) and 푥 is a solution of
(푃 ) if and only if 훾푔,푓(푥, 푦) = 0.
Proof: 푥 and 푦 are solutions of (푃 ) and (퐷푔) respectively if and only if
푓(푥) = inf 푓 = − inf 푓 푔 = −푓 푔(푦)⇐⇒ 푓(푥) + 푓 푔(푦) = 훾푔,푓(푥, 푦) = 0.□
Examples: In the following examples, 퐴,퐵 ⊂ 퐼푅, 푓 : 퐴→ 퐼푅∪{+∞} and 푔 ∈ ℱ퐴,퐵.
1) Given a function 푓 ∈ ℱ퐴, not every G-coupling function 푔 belongs to ℱ퐴,퐵푓 .
Take 퐴 = 퐼푅, 퐵 = [0,+∞),
푓(푥) =
{
푥2, 푥 ≥ 0
+∞, 푥 < 0
and
푔(푥, 푦) =
{
1
푥푦+1
, 푥, 푦 ≥ 0
0, 푥 < 0.
Let us calculate 푓 푔:
푓 푔(푦) = sup
푥∈퐼푅
{푔(푥, 푦)− 푓(푥)} = sup
푥≥0
{
1
푥푦 + 1
− 푥2
}
, 푦 ≥ 0,
since 푔(⋅, 푦) and −푓(⋅) are both decreasing for 푥, 푦 non-negative, then
푓 푔(푦) = 1, 푦 ≥ 0.
Hence
훾푔,푓(푥, 푦) = 푓(푥) + 푓
푔(푦) =
{
푥2 + 1, 푥, 푦 ≥ 0
+∞, 푥 < 0
and since the inﬁmum of 훾푔,푓 is not zero, then 푔 /∈ ℱ퐴,퐵푓 .
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2) Consider 퐴 = 퐵 = 퐼푅, 푓(푥) = 푥2 and 푔(푥, 푥∗) = (푥푥∗)2. We will generate a dual
problem for this simple convex function 푓 which is diﬀerent from the classical
conjugation. Calculate 푓 푔:
푓 푔(푦) = sup
푥∈퐼푅
{(푥푦)2 − 푥2} =
{
0, ∣푦∣ ≤ 1
+∞, ∣푦∣ > 1.
Then 훾푔,푓 is given by
훾푔,푓(푥, 푦) = 푓(푥) + 푓
푔(푦) =
{
푥2, ∣푦∣ ≤ 1
+∞, ∣푦∣ > 1.
It is clear that 푔 ∈ ℱ 퐼푅,퐼푅푓 . In this example, 푓 푔 ∕= 푓 ∗ and (퐷) has inﬁnite
solutions.
3) In this example, we consider a function 푓 which is nonconvex. Let 퐴 = (0,+∞),
퐵 = [0,+∞),
푓(푥) =
{
ln 푥, 푥 ≥ 1
0, 0 < 푥 < 1
and 푔(푥, 푦) = 푓(푥) + 푦 for every (푥, 푦) ∈ 퐴 × 퐵. Then 푓 푔(푦) = 푦 for all 푦 ∈ 퐵
and 훾푔,푓 ≡ 푔 therefore, 푔 ∈ ℱ퐴,퐵푓 .
The next theorem states that given 퐴×퐵 ⊂ 푋 × 푌 (non-empty), the correspon-
dence deﬁned by
F : ℱ퐴 ⇉ ℱ퐴,퐵
푓 7→ F(푓) = ℱ퐴,퐵푓 ,
is an outer semi-continuous [9] correspondence (it is also called a closed correspon-
dence in [4], [16] and [45]).
Theorem 2.3.6 Take 퐴 ⊂ 푋 a non-empty set and 퐵 ⊂ 푋 non-empty, closed, convex
and 푓 ∈ ℱ퐴. Suppose that exist 푓푘 : 푑표푚(푓) → 퐼푅, 푔푘 : 퐴 × 퐵 → 퐼푅, sequences of
functions (푘 ∈ 퐼푁), such that
i) 푓푘 converges uniformly to 푓 on 푑표푚(푓), in other words:
∀휀 > 0, ∃푘0 ∈ 퐼푁 such that ∣푓푘(푥)− 푓(푥)∣ ≤ 휀,
for each 푘 ≥ 푘0 and 푥 ∈ 푑표푚(푓),
ii) 푔푘 ∈ ℱ퐴,퐵푓푘 satisﬁes (퐷2) for every 푘 ∈ 퐼푁 ,
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iii) 푔푘 converges uniformly to a function 푔 in 퐴× 퐵, which means that:
∀휀 > 0, ∃푘1 ∈ 퐼푁 such that ∣푔푘(푥, 푦)− 푔(푥, 푦)∣ ≤ 휀,
for every 푘 ≥ 푘1 and (푥, 푦) ∈ 퐴× 퐵.
Then 푔 ∈ ℱ퐴,퐵푓 and it satisﬁes (퐷2).
Proof: Let us prove ﬁrst that 푔 ∈ ℱ퐴,퐵. Since 푔푘 converges uniformly to 푔, given
휀 > 0, there exists 푁 ∈ 퐼푁 such that if 푘 ≥ 푁 then
∣푔푘(푥, 푦)− 푔(푥, 푦)∣ < 휀, ∀(푥, 푦) ∈ 퐴× 퐵.
Hence 푔푘(푥, 푦)− 휀 < 푔(푥, 푦) < 푔푘(푥, 푦) + 휀, ∀(푥, 푦) ∈ 퐴× 퐵.
Taking inf
푥,푦
(remember that inf 푔푘 = 0 for all 푘 ∈ 퐼푁):
−휀 < inf
푥,푦
푔(푥, 푦) < 휀.
Then ∣ inf 푔∣ < 휀. And since 휀 > 0 is arbitrary, one has that inf 푔 = 0. This proves
that 푔 ∈ ℱ퐴,퐵.
Now we prove that 푔 satisﬁes (퐷2). We need to prove that 푔(푥, ⋅) : 퐵 → 퐼푅 is
convex and l.s.c. for all 푥 ∈ 퐴. Let 푥0 ∈ 퐴 be ﬁxed arbitrarily.
∙ 푔(푥0, ⋅) is convex: since for all 푘 ∈ 퐼푁 , 푔푘(푥0, ⋅) is convex, one has that given
푦1, 푦2 ∈ 퐵 and 푡 ∈ [0, 1]:
푔푘(푥0, 푡푦1 + (1− 푡)푦2) ≤ 푡푔푘(푥0, 푦1) + (1− 푡)푔푘(푥0, 푦2).
Making 푘 → +∞:
푔(푥0, 푡푦1 + (1− 푡)푦2) ≤ 푡푔(푥0, 푦1) + (1− 푡)푔(푥0, 푦2),
which proves that 푔(푥0, ⋅) is convex. Note that so far we have not used the
uniform convergence of the sequence 푔푘.
∙ 푔(푥0, ⋅) is l.s.c.: ﬁx 푦0 ∈ 퐵 and take 휆 < 푔(푥0, 푦0). Since 푔푘 converges uniformly
to 푔 in 퐴×퐵, there exists 푁 ∈ 퐼푁 such that
∣푔푁(푥, 푦)− 푔(푥, 푦)∣ < 휀, ∀(푥, 푦) ∈ 퐴× 퐵,
where 휀 =
푔(푥0, 푦0)− 휆
2
. Hence,
휆 < 휆+ 휀 = 푔(푥0, 푦0)− 휀 < 푔푁(푥0, 푦0).
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Since 푔푁(푥0, ⋅) is l.s.c., then there exists 푉 (푦0) ⊂ 퐵, a neighborhood of 푦0, such
that if 푦 ∈ 푉 (푦0) then
휆+ 휀 < 푔푁(푥0, 푦).
Reducing 푔(푥0, 푦):
휆+ 휀− 푔(푥0, 푦) < 푔푁(푥0, 푦)− 푔(푥0, 푦) < 휀.
Therefore, if 푦 ∈ 푉 (푦0), then 휆 < 푔(푥0, 푦). Thus 푔(푥0, ⋅) is l.s.c. in 푦0 ∈ 퐵, and
since 푦0 was ﬁxed arbitrarily then 푔(푥0, ⋅) is a l.s.c. function.
We have proved that for a ﬁxed 푥0 ∈ 퐴, 푔(푥0, ⋅) is a convex l.s.c. function, and since
푥0 was ﬁxed arbitrarily we have proved in fact that 푔 ∈ ℱ퐴,퐵 satisﬁes (퐷2).
It remains to prove that 푔 ∈ ℱ퐴,퐵푓 . For doing this, let us show that (푓 푔푘푘 )푘∈퐼푁 converges
uniformly to 푓 푔 (in 퐵).
Let 휀 > 0 and 푁 ∈ 퐼푁 such that if 푘 ≥ 푁 then
∣푔푘(푥, 푦)− 푔(푥, 푦)∣ < 휀
4
, ∀(푥, 푦) ∈ 퐴×퐵
and
∣푓푘(푥)− 푓(푥)∣ < 휀
4
, ∀푥 ∈ 푑표푚(푓).
Fix 푘 ≥ 푁 and take 푦 ∈ 퐵 arbitrarily, then
푓 푔푘푘 (푦)−
휀
2
< 푔푘(푥
′, 푦)− 푓푘(푥′), for some 푥′ ∈ 푑표푚(푓).
Hence
푓 푔푘푘 (푦)− 휀 < 푔푘(푥′, 푦)− 푓푘(푥′)−
휀
2
< 푔(푥′, 푦)− 푓(푥′) ≤ 푓 푔(푦),
and so
푓 푔푘푘 (푦)− 휀 < 푓 푔(푦). (2.4)
This proves that 푓 푔푘푘 (푦)− 푓 푔(푦) < 휀. On the other hand:
푓 푔(푦)− 휀
2
< 푔(푥′′, 푦)− 푓(푥′′), for some 푥′′ ∈ 푑표푚(푓),
whence
푓 푔(푦)− 휀 < 푔(푥′′, 푦)− 푓(푥′′)− 휀
2
< 푔푘(푥
′′, 푦)− 푓푘(푥′′) ≤ 푓 푔푘푘 (푦),
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and so
푓 푔(푦)− 휀 < 푓 푔푘푘 (푦).
This shows that
−휀 < 푓 푔푘푘 (푦)− 푓 푔(푦). (2.5)
Since 푦 ∈ 퐵 was arbitrary, thanks to (2.4) and (2.5) we have that
−휀 < 푓 푔푘푘 (푦)− 푓 푔(푦) < 휀, for every 푦 ∈ 퐵.
This proves that (푓 푔푘푘 )푘∈퐼푁 converges uniformly to 푓
푔 (in 퐵), and it is immediate to
see that 푓 푔 is proper and
0 ≤ 푓(푥) + 푓 푔(푦) ≤ 푓푘(푥) + 푓 푔푘푘 (푦) + 휀, ∀(푥, 푦) ∈ 푑표푚(푓)× 퐵,
where 휀 > 0 is arbitrary and 푘 is large enough. Taking inf
(푥,푦)∈퐴×퐵
one has:
0 ≤ inf
(푥,푦)∈퐴×퐵
(푓(푥) + 푓 푔(푦)) ≤ 휀.
Therefore inf
(푥,푦)∈퐴×퐵
(푓(푥) + 푓 푔(푦)) = 0 and 푔 ∈ ℱ푛,푚푓 .□
Remark: It is important to note that the parts of the proof marked with ∙ show
that if the functions 푔푘 satisfy (퐷2), so does 푔. These parts of the proof can be omit-
ted if we are in the situation that the functions 푔푘 converge uniformly to a function 푔
in 퐴×퐵 but they do not satisfy (퐷2). We will still conclude that 푔 belongs to ℱ퐴,퐵푓
but 푔 will not satisfy (퐷2) in general.
The following example shows that the assumption of uniform convergence of the
functions 푔푘 is necessary in theorem 2.3.6.
Example: In this example we will show a sequence of functions 푔푘 which converges
pointwise but not uniformly to a function 푔 and 푔 /∈ ℱ퐴,퐵푓 .
Consider 퐴 = 퐵 = 푌 = 푋 , 푓푘 ≡ 푓 where 푓 : 푋 → 퐼푅, 푓(푥) = ∥푥∥2 and 푔푘 ∈ ℱ푋,푋 is
deﬁned by
푔푘(푥, 푦) := ∥푥∥2∥푦 − 푘푢∥2
where 푢 ∈ 푋 ∖ {0} is ﬁxed arbitrarily.
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Let us calculate the function 푓 푔푘 :
푓 푔푘(푦) = sup
푥
[푔푘(푥, 푦)− 푓(푥)] = sup
푥
[∥푥∥2∥푦 − 푘푢∥2 − ∥푥∥2]
= sup
푥
[∥푥∥2(∥푦 − 푘푢∥2 − 1)].
From this we have
푓 푔푘(푦) =
{
0, ∥푦 − 푘푢∥ ≤ 1
+∞, ∥푦 − 푘푢∥ > 1.
Therefore
inf
(푥,푦)∈푋×푋
[푓(푥) + 푓 푔푘(푦)] = 0
which implies that 푔푘 ∈ ℱ푋,푋푓 . However, when 푘 → +∞ the sequence {푔푘}푘∈퐼푁
converges pointwise to the function
푔(푥, 푦) =
{
0, 푥 = 0
+∞, 푥 ∕= 0.
Thus 푓 푔 ≡ +∞ and 푔 /∈ ℱ푋,푋푓 .
Now we will use the epigraphical limit notion, for the case when 퐴 ⊂ 푋 = 퐼푅푛 and
퐵 ⊂ 푌 = 퐼푅푚. In the following 푝−−−→ will denote pointwise convergence:
푓푘
푝
−−−→푓 if and only if lim
푘→+∞
푓푘(푥) = 푓(푥), ∀푥.
Theorem 2.3.7 Let {푓푘}푘∈퐼푁 ⊂ ℱ퐴 and {푔푘}푘∈퐼푁 ⊂ ℱ퐴,퐵 be sequences of functions
such that:
i) 푓푘+1 ≤ 푓푘 for every 푘 ∈ 퐼푁 , 푓푘 푝−−−→푓 and 푓푘 푒−−−→푓 .
ii) 푔푘+1 ≥ 푔푘 for every 푘 ∈ 퐼푁 , 푔푘 푝−−−→푔 and 푔푘 푒−−−→푔.
iii) 푔푘 ∈ ℱ퐴,퐵푓푘 and 푔푘(푥, ⋅) : 퐵 → 퐼푅 is l.s.c. for all 푥 ∈ 퐴 and 푘 ∈ 퐼푁 .
iv) For every 휀 > 0 there exists 퐴1 ⊂ 퐴 compact set and 푘1 ∈ 퐼푁 such that
inf
푥∈퐴1
푓푘(푥) ≤ inf
푥∈퐴
푓푘(푥) + 휀, ∀푘 ≥ 푘1.
v) There exists 퐵1 ⊂ 퐵 compact set such that for every 푥 ∈ 퐴 and 푘 ∈ 퐼푁 , there
exists 푦푘 ∈ 퐵1 such that 푔푘(푥, 푦푘) = 0.
Then 푔 ∈ ℱ퐴,퐵푓 .
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Proof: We divide the proof in ﬁve parts.
a) 푔 ∈ ℱ퐴,퐵: Thanks to v), the sequence 푔푘 satisfy Theorem 1.3.2 (page 17), in
fact, take 휀 > 0 and 푘 ∈ 퐼푁
inf
(푥,푦)∈퐴×퐵1
푔푘(푥, 푦) ≤ 푔푘(푥′, 푦푘) = 0 ≤ inf
(푥,푦)∈퐴×퐵
푔푘(푥, 푦) + 휀 = 휀,
for any 푥′ ∈ 퐴. Therefore 0 = inf 푔푘 → inf 푔 which implies that 푔 ∈ ℱ퐴,퐵.
b) 푓 푔푘푘
푝
−−−→푓 푔: take 푦 ∈ 퐵 then it is clear that
푓 푔푘푘 (푦) ≥ 푔푘(푥, 푦)− 푓푘(푥), ∀푥 ∈ 퐴, 푘 ∈ 퐼푁
taking lim inf
푘
:
lim inf
푘
푓 푔푘푘 (푦) ≥ 푔(푥, 푦)− 푓(푥).
Taking now sup
푥
we have
lim inf
푘
푓 푔푘푘 (푦) ≥ 푓 푔(푦). (2.6)
On the other hand, take 푘 ∈ 퐼푁 and 휀 > 0. There exists 푥휀푘 such that
푓 푔푘푘 (푦)− 휀 < 푔푘(푥휀푘, 푦)− 푓푘(푥휀푘).
Since 푔푘 − 푓푘 is an increasing sequence we have that 푔푘 − 푓푘 ≤ 푔 − 푓 and hence
푓 푔푘푘 (푦)− 휀 < 푔푘(푥휀푘, 푦)− 푓푘(푥휀푘) < 푔(푥휀푘, 푦)− 푓(푥휀푘),
which implies that
푓 푔푘푘 (푦)− 휀 < 푓 푔(푦)
and therefore
lim sup
푘
푓 푔
푘
푘 (푦)− 휀 ≤ 푓 푔(푦).
Since this is valid for any 휀 > 0, we can conclude that
lim sup
푘
푓 푔
푘
푘 (푦) ≤ 푓 푔(푦). (2.7)
From (2.6) and (2.7) we have that 푓 푔푘푘
푝
−−−→푓 푔.
c) 푓 푔푘푘
푒
−−−→푓 푔: As we pointed out in b) 푔푘 − 푓푘 is a non-decreasing sequence. Then
푔푘+1(푥, 푦)− 푓푘+1(푥) ≥ 푔푘(푥, 푦)− 푓푘(푥), ∀푘 ∈ 퐼푁, 푥 ∈ 퐴.
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Whence
푓
푔푘+1
푘+1 (푦) ≥ 푔푘(푥, 푦)− 푓푘(푥), ∀푘 ∈ 퐼푁, 푥 ∈ 퐴.
Taking sup
푥∈퐴
푓
푔푘+1
푘+1 (푦) ≥ 푓 푔푘푘 (푦), ∀푘 ∈ 퐼푁.
This implies that {푓 푔푘푘 } is a non-decreasing sequence as well and thanks to
Proposition 1.3.1 the epigraphical limit exists and it must be equal to sup
푘
[푓 푔푘푘 ],
but from item iii) the family of functions 푔푘(푥, ⋅)− 푓푘(푥) is l.s.c. for every 푘 and
푥, hence 푓 푔푘푘 are l.s.c. for all 푘 ∈ 퐼푁 . Then
푓 푔푘푘
푒
−−−→ sup
푘
푓 푔푘푘 = lim
푘
푓 푔푘푘 .
d) (푓 푔푘푘 +푓푘)
푒
−−−→(푓 푔+푓): Thanks to b) and c) and condition i), we can use Theorem
1.3.3 (page 17) to conclude that the aﬃrmation is true.
e) For every 휀 > 0, there exist 퐴1 ⊂ 퐴 and 퐵1 ⊂ 퐵 compact sets such that
inf
(푥,푦)∈퐴1×퐵1
훾푘(푥, 푦) ≤ inf
(푥,푦)∈퐴×퐵
훾푘(푥, 푦) + 휀,
where 훾푘 := 푓
푔푘
푘 + 푓푘. In fact, thanks to iii), inf 훾푘 = 0 for every 푘 ∈ 퐼푁 , then
inf 푓 푔푘푘 = − inf 푓푘. On the other hand, from v) we have that for any 푘 ∈ 퐼푁
푓 푔푘푘 (푦푘) ≥ inf
푦∈퐵1
푓 푔푘푘 (푦) ≥ inf
푦∈퐵
푓 푔푘푘 (푦) = − inf
푥
푓푘(푥) = 푓
푔푘
푘 (푦푘),
hence
inf
푦∈퐵1
푓 푔푘푘 (푦) = 푓
푔푘
푘 (푦푘) = inf
푦∈퐵
푓 푔푘푘 (푦). (2.8)
Thus, thanks to iv), v) and Equation (2.8), we can see that for a given 휀 > 0
there exist 퐴1 ⊂ 퐴 compact set and 푘1 ∈ 퐼푁 such that
inf
(푥,푦)∈퐴1×퐵1
훾푘(푥, 푦) = inf
푥∈퐴1
푓푘(푥) + inf
푦∈퐵1
푓 푔푘푘 (푦) ≤ inf
푥∈퐴
푓푘(푥) + inf
푦
푓 푔푘푘 (푦) + 휀,
whence
inf
(푥,푦)∈퐴1×퐵1
훾푘(푥, 푦) ≤ inf
(푥,푦)∈퐴×퐵
훾푘(푥, 푦) + 휀,
for every 푘 ≥ 푘1. Therefore, the statement follows.
Thanks to e) and Theorem 1.3.2, we can conclude that
inf(푓 + 푓 푔) = lim
푘→+∞
(inf(푓푘 + 푓
푔푘
푘 )) = 0. (2.9)
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Finally, from a) and (2.9) we have that 푔 ∈ ℱ퐴,퐵푓 .□
Remark: In [33], Proposition 7.4 items c and d, we have that since the sequence
of functions 푓푘 is non-increasing, their epigraphical limit exists and it is equal to
cl
[
inf
푘
푓푘
]
. By making 푓 = cl
[
inf
푘
푓푘
]
, condition i) can be re-written as follows:
푓푘+1 ≤ 푓푘 for every 푘 ∈ 퐼푁 and 푓푘 푝−−−→푐푙[inf
푘
푓푘].
This omission was made to improve readability. The analogous can be said about the
sequence 푔푘 in condition ii).
Consider now the case when 퐴 = 퐼푅푛 and 퐵 ⊂ 퐼푅푚 is a closed set (non-empty).
Deﬁne 푚 (훾푔,푓) := {(푥, 푦) ∈ 퐴× 퐵 : 훾푔,푓(푥, 푦) = 0}, where 훾 is given by (2.3). From
Theorem 2.3.5, (푥0, 푦0) belongs to 푚 (훾푔,푓) if and only if 푥0 is a solution of (푃 ) and
푦0 is a solution of (퐷푔). Take 푓 ∈ ℱ퐴 such that it is a l.s.c. function and 푔 ∈ ℱ퐴,퐵푓 .
Deﬁne the set 푅 (훾푔,푓), as follows:
푅 (훾푔,푓) :=
∩
(푥,푦)∈퐴×퐵
(
푆훾푔,푓 (푥,푦) (훾푔,푓)
)∞
,
where for any set 퐾 ⊂ 퐴× 퐵, 퐾∞ is given by (1.9).
Lemma 2.3.8
i) (푚(훾푔,푓))
∞ ⊂ 푅(훾푔,푓).
ii) If 푚(훾푔,푓) ∕= ∅ then 푅(훾푔,푓) = (푚(훾푔,푓))∞.
Proof:
i) Since 푚(훾푔,푓) =
∩
(푥′,푦′)∈퐴×퐵
(
푆훾푔,푓 (푥′,푦′)(훾푔,푓)
) ⊂ 푆훾푔,푓 (푥,푦)(훾푔,푓) for every (푥, 푦) ∈
퐴×퐵, then by lemma 1.4.2 iii) we have that (푚(훾푔,푓))∞ ⊂ (푆훾푔,푓 (푥,푦)(훾푔,푓))∞ for
every (푥, 푦) ∈ 퐴× 퐵 and so (푚(훾푔,푓))∞ ⊂ 푅(훾푔,푓).
ii) If 푚(훾푔,푓) ∕= ∅ then 푆0(훾푔,푓) = 푚(훾푔,푓) ∕= ∅. So, we have that 푅(훾푔,푓) ⊂
(푆0(훾푔,푓))
∞ = (푚(훾푔,푓))
∞. The statement follows from i).
Lemma 2.3.9 Let {휆푘}푘∈퐼푁 be a sequence such that lim
푘→+∞
휆푘 = 0 and 휆푘 > 0 for each
푘 ∈ 퐼푁 . If 푚(훾푔,푓) = ∅, then 푅(훾푔,푓) =
∩
푘∈퐼푁
(푆휆푘(훾푔,푓))
∞.
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Proof: We only need to show that
∩
푘∈퐼푁
(푆휆푘(훾푔,푓))
∞ ⊂ 푅(훾푔,푓). Indeed, take 푢 ∈∩
푘∈퐼푁
(푆휆푘(훾푔,푓))
∞, then 푢 ∈ (푆휆푘(훾푔,푓))∞ for all 푘 ∈ 퐼푁 . For every (푥, 푦) ∈ 퐴 ×
퐵 (arbitrarily ﬁxed), we have that 0 < 훾푔,푓(푥, 푦) (because 푚(훾푔,푓) = ∅). Since
lim
푛→+∞
휆푛 = 0, we have that there exists 푞 ∈ 퐼푁 such that 휆푞 ≤ 훾푔,푓(푥, 푦). So,
푆휆푞(훾푔,푓) ⊂ 푆훾푔,푓 (푥,푦)(훾푔,푓). It implies that (푆휆푞(훾푔,푓))∞ ⊂ (푆훾푔,푓 (푥,푦)(훾푔,푓))∞ and so
푢 ∈ (푆훾푔,푓 (푥,푦)(훾푔,푓))∞. The statement follows.□
Remark: In general, the converse of this lemma is not true. For example, take
퐴 = 퐵 = 퐼푅, 푓(푥) = 푥2 and 푔(푥, 푦) = 푥2 + 푦2. It is not diﬃcult to see that 푔 ∈ ℱ퐴,퐵푓 ,
푓 푔(푦) = 푦2 and 훾푔,푓 ≡ 푔. The level sets 푆휆(훾푔,푓) are compact for every 휆 ∈ 퐼푅,
therefore
푅(훾푔,푓) =
∩
푘∈퐼푁
(푆휆푘(훾푔,푓))
∞ = {(0, 0)}
for every sequence {휆푘}푘∈퐼푁 such that 휆푘 ↓ 0 and 푚(훾푔,푓) = {(0, 0)} ∕= ∅.
Lemma 2.3.10 Take 푔 ∈ ℱ퐴,퐵푓 such that 푔(푥, ⋅) is l.s.c. for all 푥 ∈ 퐴. Then
푚(훾푔,푓) = ∅ if and only if (푚(훾푔,푓))∞ ∕= 푅(훾푔,푓).
Proof: We will prove that while (푚(훾푔,푓))
∞ consists only of the vector zero, the set
푅(훾푔,푓) does not. We divide the proof in two parts:
∙ If 푚(훾푔,푓) = ∅, then (푚(훾푔,푓))∞ = {0}. Since 푓 and 푔(푥, ⋅) are l.s.c for all 푥 ∈ 퐴
then 푆훾푔,푓 (푥,푦)(훾푔,푓) are closed for all (푥, 푦) ∈ 퐴 × 퐵. If there exists (푥0, 푦0) ∈
퐴 × 퐵 such that 푆훾푔,푓 (푥0,푦0)(훾푔,푓) is bounded, then by the Finite Intersection
Property we would have 푚(훾푔,푓) ∕= ∅, a contradiction. Therefore 푆훾푔,푓 (푥,푦)(훾푔,푓)
are unbounded for every (푥, 푦) ∈ 퐴 × 퐵. Now, consider {휆푘}푘∈퐼푁 such that
lim
푘→+∞
휆푘 = 0 and 휆푘 > 휆푘+1 with 푘 ∈ 퐼푁 . For each 푘 ∈ 퐼푁 take 푢푘 ∈ (푆휆푘(훾푔,푓))∞
with ∥푢푘∥ = 1. Since 휆푞 ≤ 휆푘 for every 푘, 푞 ∈ 퐼푁 such that 푞 ≥ 푘, we have that
(푆휆푞(훾푔,푓))
∞ ⊂ (푆휆푘(훾푔,푓))∞, therefore {푢푞}푞≥푘 ⊂ (푆휆푘(훾푔,푓))∞ for every 푘 ∈ 퐼푁
and so any cluster point of {푢푞}푞∈퐼푁 belongs to (푆휆푘(훾푔,푓))∞ for any 푘 ∈ 퐼푁 .
Thus, from Lemma 2.3.9 we have that any cluster point of {푢푘}푘∈퐼푁 belongs to
푅(훾푔,푓). So, the statement follows.
∙ Item ii) of Lemma 2.3.8 is equivalent to aﬃrm that if (푚(훾푔,푓))∞ ∕= 푅(훾푔,푓) then
푚(훾푔,푓) = ∅ which is what we wanted to prove.
Theorem 2.3.11 Take 푔 ∈ ℱ퐴,퐵푓 such that 푔(푥, ⋅) is l.s.c. for all 푥 ∈ 퐴. Then
푅(훾푔,푓) = {0} if and only if 푚(훾푔,푓) is non-empty and compact.
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Proof:
∙ If 푅(훾푔,푓) = {0} then 푚(훾푔,푓) is non-empty and compact. Indeed, since 푓 and
푔(푥, ⋅) are l.s.c for every 푥 ∈ 퐴, we have that 훾푔,푓 is l.s.c. on 퐴 × 퐵. Since
푅(훾푔,푓) = {0}, then from Lemma 2.3.8 item i) (푚(훾푔,푓))∞ = {0}. So, from
Lemma 2.3.10 we have 푚(훾푔,푓) ∕= ∅, here 푚(훾푔,푓) is closed (thanks to the lower
semi-continuity of 훾푔,푓). The statement follows applying Lemma 1.4.2 item ii).
∙ If 푚(훾푔, 푓) is non-empty and compact, we are in the conditions of item ii) of
Lemma 2.3.8 and the conclusion follows using the latter result and the fact that
푚(훾푔,푓)
∞ = {(0, 0)} ∕= ∅.
In the literature, for the minimization problem, it is commonly found that for a
point 푥0 such that 푓(푥0) = inf 푓 , this point is called optimal point, while the value
inf 푓 if it is not −∞ is called optimal value. At this point a natural question arises,
if 퐴 × 퐵 ⊂ 푋 × 푌 is non-empty and 푔 ∈ ℱ퐴,퐵푓 , for a given 푓 ∈ ℱ퐴, would be there
any kind of relation between the optimal points and the optimal values of 푓 and 푓 푔푔?
The next lemma answers this.
Lemma 2.3.12 For a ﬁxed 퐴 × 퐵 ⊂ 푋 × 푌 , 푓 ∈ ℱ퐴 and every 푔 ∈ ℱ퐴,퐵푓 , the
following are satisﬁed:
i) inf 푓 = inf 푓 푔푔,
ii) if 푥0 is a global minimum of 푓 , then 푥0 is a global minimum of 푓
푔푔.
Proof: Remember that 푓 푔푔 is deﬁned by:
푓 푔푔(푥) = sup
푦∈퐵
{푔(푥, 푦)− 푓 푔(푦)}.
i) inf 푓 푔푔 ≤ inf 푓 is always true. On the other hand
푓 푔(푦) + 푓 푔푔(푥) ≥ 푔(푥, 푦) ≥ 0, ∀(푥, 푦) ∈ 퐴× 퐵,
which implies that
inf
푥∈퐴
푓 푔푔(푥) ≥ − inf
푦∈퐵
푓 푔(푦).
Since 푔 ∈ ℱ퐴,퐵푓 one has that
inf
푥∈퐴
푓(푥) = − inf
푦∈퐵
푓 푔(푦),
which means
inf 푓 ≤ inf 푓 푔푔 ≤ inf 푓.
Therefore inf 푓 = inf 푓 푔푔.
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ii) 푓 푔푔(푥0) ≤ 푓(푥0) = inf 푓 = inf 푓 푔푔 ≤ 푓 푔푔(푥0), then 푓 푔푔(푥0) = inf 푓 푔푔.
Remark: In [34], Proposition 7.14, states the same result, but assuming that the
coupling function has a zero. In this lemma we do not need that assumption and
because of this, the proof of item i) is diﬀerent that the one in [34].
2.4 Generalized Lagrangians
We have seen that the functions in ℱ퐴,퐵푓 , for a given function 푓 ∈ ℱ퐴 can give us an
interesting duality scheme. In this section, we will show that in this scheme there is
implicit the notion of a Lagrangian function.
Take 푓 ∈ ℱ퐴 and 푔 ∈ ℱ퐴,퐵푓 . Recall that
(퐷푔) : min
푦∈퐵
푓 푔(푦)
is the dual problem of (푃 ) related to 푔. Deﬁne 퐿1 : 퐴×퐵 → 퐼푅+∞, as follows
퐿1(푥, 푦) = 푓(푥)− 푔(푥, 푦).
This function has some interesting properties:
Theorem 2.4.1
sup
푦∈퐵
inf
푥∈퐴
퐿1(푥, 푦) = inf
푥∈퐴
sup
푦∈퐵
퐿1(푥, 푦).
Proof: The inequality sup
푦∈퐵
inf
푥∈퐴
퐿1(푥, 푦) ≤ inf
푥∈퐴
sup
푦∈퐵
퐿1(푥, 푦) is always true. For the
opposite, since 푔 is non-negative we have:
푓(푥) ≥ 푓(푥)− 푔(푥, 푦) = 퐿1(푥, 푦), ∀(푥, 푦) ∈ 퐴× 퐵,
then
푓(푥) ≥ sup
푦∈퐵
퐿1(푥, 푦) ≥ inf
푧∈퐴
sup
푦∈퐵
퐿1(푧, 푦), ∀푥 ∈ 퐴.
It follows that
inf
푥∈퐴
sup
푦∈퐵
퐿1(푥, 푦) ≤ inf 푓.
But, since 푔 ∈ ℱ퐴,퐵푓 , we have that
inf 푓 = − inf
푦∈퐵
푓 푔(푦) = −
(
inf
푦∈퐵
{
sup
푥∈퐴
[푔(푥, 푦)− 푓(푥)]
})
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=⇒ inf 푓 = sup
푦∈퐵
inf
푥∈퐴
퐿1(푥, 푦),
which means,
inf
푥∈퐴
sup
푦∈퐵
퐿1(푥, 푦) ≤ sup
푦∈퐵
inf
푥∈퐴
퐿1(푥, 푦).
Finally,
sup
푦∈퐵
inf
푥∈퐴
퐿1(푥, 푦) = inf
푥∈퐴
sup
푦∈퐵
퐿1(푥, 푦).□
We are interested now in which properties are satisﬁed for every saddle-point of
퐿1. Remember that (푥0, 푦0) ∈ 퐴×퐵 is a saddle point of 퐿1 if and only if
퐿1(푥0, 푦) ≤ 퐿1(푥0, 푦0) ≤ 퐿1(푥, 푦0), ∀(푥, 푦) ∈ 퐴× 퐵.
Proposition 2.4.2 Let 푓 ∈ ℱ퐴, 푔 ∈ ℱ퐴,퐵푓 and 퐿1 be as before, if there exists
(푥0, 푦0) ∈ 퐴× 퐵 saddle point of 퐿1, then:
i) 푥0 ∈ 푑표푚(푓).
ii) 푦0 is an optimal solution of (퐷푔),
iii) 푓 푔푔(푥0) = 푓(푥0).
Proof:
i) This is immediate thanks to the deﬁnition of saddle point. In fact, if 푥0 /∈ 푑표푚(푓)
then 퐿1(푥0, 푦0) = +∞ and this will imply that
퐿1(푥0, 푦0) > 퐿1(푥, 푦0), ∀푥 ∈ 푑표푚(푓) ⊂ 퐴,
this last inequality is a contradiction to the deﬁnition of saddle point.
ii) From the previous theorem and the deﬁnition of saddle point, we have that
퐿1(푥0, 푦0) = sup
푦∈퐵
inf
푥∈퐴
퐿1(푥, 푦) = inf
푥∈퐴
sup
푦∈퐵
퐿(푥, 푦).
But
sup
푦∈퐵
inf
푥∈퐴
퐿1(푥, 푦) = sup
푦∈퐵
inf
푥∈퐴
[푓(푥)− 푔(푥, 푦)]
= sup
푦∈퐵
[
− sup
푥∈퐴
[푔(푥, 푦)− 푓(푥)]
]
= sup
푦∈퐵
[−푓 푔(푦)]
= − inf
푦∈퐵
푓 푔(푦).
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Moreover
퐿1(푥0, 푦0) = inf
푥∈퐴
퐿1(푥, 푦0) = −푓 푔(푦0).
Altogether we have that
푓 푔(푦0) = inf
푦∈퐵
푓 푔(푦).
iii) 푓 푔푔(푥0) = sup
푦∈퐵
[푔(푥0, 푦) − 푓 푔(푦)] = sup
푦∈퐵
[
푔(푥0, 푦)− sup
푧∈퐴
[푔(푧, 푦)− 푓(푧)]
]
. Which
means,
푓 푔푔(푥0) = sup
푦∈퐵
inf
푧∈퐴
[푔(푥0, 푦)− 푔(푧, 푦) + 푓(푧)] = sup
푦∈퐵
inf
푧∈퐴
[푔(푥0, 푦) + 퐿1(푧, 푦)].
This implies
푓 푔푔(푥0) ≥ inf
푧∈퐴
[푔(푥0, 푦0) + 퐿1(푧, 푦0)] = 푔(푥0, 푦0) + inf
푧∈퐴
퐿1(푧, 푦0),
but since (푥0, 푦0) is a saddle point of 퐿1, then inf
푧∈퐴
퐿1(푧, 푦0) = 퐿1(푥0, 푦0). With
this, we have that
푓 푔푔(푥0) ≥ 푔(푥0, 푦0) + 퐿1(푥0, 푦0) = 푓(푥0),
which means 푓 푔푔(푥0) ≥ 푓(푥0). Since 푓 푔푔(푥) ≤ 푓(푥) is always true for every
푥 ∈ 퐴 (see Proposition 1.5.2 item 3.), the conclusion follows.
Proposition 2.4.3 If 푥0 is a solution of (푃 ) and 푦0 is a solution of (퐷푔), then (푥0, 푦0)
is a saddle point of 퐿1.
Proof: Since 푥0 and 푦0 are solutions of (푃 ) and (퐷푔) respectively, we have that
푓(푥0) = −푓 푔(푦0) which implies that
0 ≤ 푔(푥0, 푦0) ≤ 푓(푥0) + 푓 푔(푦0) = 0
and thus 푔(푥0, 푦0) = 0. Now take 푦 ∈ 퐵 (ﬁxed arbitrarily)
퐿1(푥0, 푦) = 푓(푥0)− 푔(푥0, 푦) ≤ 푓(푥0) = 푓(푥0)− 푔(푥0, 푦0) = 퐿1(푥0, 푦0).
Since 푦 ∈ 퐵 was ﬁxed arbitrarily, we can conclude that
퐿1(푥0, 푦) ≤ 퐿1(푥0, 푦0), ∀푦 ∈ 퐵. (2.10)
On the other hand
inf
푥∈퐴
퐿1(푥, 푦0) = inf
푥∈퐴
[푓(푥)− 푔(푥, 푦0)] = −푓 푔(푦0) = 푓(푥0) = 퐿1(푥0, 푦0). (2.11)
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Thanks to (2.10) and (2.11) the conclusion follows.□
In Proposition 2.4.2 we would like to improve the fact that, in general, for every
saddle point (푥0, 푦0) ∈ 퐴× 퐵 of 퐿1 we have that 푓 푔푔(푥0) = 푓(푥0). For doing this, we
impose an additional condition on 푔.
Proposition 2.4.4 Let 푔 ∈ ℱ퐴,퐵푓 be such that inf
푦∈퐵
푔(푥, 푦) = 0 for every 푥 ∈ 퐴. The
following are equivalent:
i) (푥0, 푦0) is a saddle-point of 퐿.
ii) 푥0 is a solution of (푃 ) and 푦0 is a solution of (퐷푔).
Proof: The implication ii) ⇒ i) is true thanks to the previous Proposition.
Consider now (푥0, 푦0) a saddle-point of 퐿1, then
퐿1(푥0, 푦) ≤ 퐿1(푥0, 푦0), ∀푦 ∈ 퐵,
which is equivalent to
푓(푥0)− 푔(푥0, 푦) ≤ 푓(푥0)− 푔(푥0, 푦0), ∀푦 ∈ 퐵.
In turn, this is equivalent to
푔(푥0, 푦0) ≤ 푔(푥0, 푦), ∀푦 ∈ 퐵.
The above expression yields
푔(푥0, 푦0) = inf
푦∈퐵
푔(푥0, 푦) = 0.
On the other hand
퐿1(푥0, 푦0) ≤ 퐿1(푥, 푦0), ∀푥 ∈ 퐴.
This implies that
푓(푥0) ≤ 푓(푥)− 푔(푥, 푦0), ∀푥 ∈ 퐴
(remember that 푔(푥0, 푦0) = 0). Taking inf
푥∈퐴
we have
푓(푥0) ≤ −푓 푔(푦0).
And since 0 ≤ 푔(푥, 푦) ≤ 푓(푥) + 푓 푔(푦) is always true for every (푥, 푦) ∈ 퐴×퐵 we have
that 푓(푥0) = −푓 푔(푦0). This implies that 푥0 is a solution of (푃 ) and 푦0 is a solution of
(퐷푔).
Remark: To prove that there exists a 푔 ∈ ℱ퐴,퐵푓 such that inf
푦∈퐵
푔(푥, 푦) = 0 for ev-
ery 푥 ∈ 퐴 just consider 푔 ≡ 0 or 푔(푥, 푦) = ∥푦∥.
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2.5 Lagrange-type functions
In this section we consider the following:
(퐶푃 ) : min
푥∈퐴
푓(푥),
where
퐴 := {푥 ∈ 푋 : ℎ푖(푥) ≤ 0, ∀푖 = 1, . . . , 푚},
푓 ∈ ℱ퐴, ℎ푖 : 푋 → 퐼푅, are arbitrary functions for every 푖 = 1, . . . , 푚 and 푋 = 퐼푅푛.
Lagrangian-type functions are studied, for instance, in [36]. Remember that in
Section 1.2 we have seen that these functions can be induced by a set of functions K
which is deﬁned as follows: a function 휒 : 퐼푅푚 × Ω→ 퐼푅 belongs to K if and only if
i) 휒(⋅, 휔) is l.s.c. for all 휔 ∈ Ω.
ii) sup
휔∈Ω
휒(푣, 휔) = 0 for all 푣 ∈ 퐼푅푚− .
The Lagrangian-type function is deﬁned as follows: 퐿휒 : 퐼푅
푛 × Ω→ 퐼푅
퐿휒(푥, 휔) := 푓(푥) + 휒(ℎ(푥), 휔).
Now, in this Section, we introduce the set ℋ퐶,퐵. The main diﬀerence with the set
ℱ퐴,퐵푓 is the fact that these G-coupling functions will depend directly to the constraints
and not the objective function. With these coupling functions we will also generate
Lagrange-type functions.
Motivation: Classical Lagrangian Duality
Let
(퐶푃 ) : min
푥∈퐴
푓(푥)
be a typical minimization problem, where in this case,
퐴 := {푥 ∈ 푋 : ℎ푖(푥) ≤ 0, ∀푖 = 1, . . . , 푚},
푓 : 퐴→ 퐼푅, ℎ푖 : 푋 → 퐼푅, are convex l.s.c functions with 푖 = 1, . . . , 푚.
The classical Lagrangian is deﬁned as follows:
퐿(푥, 푦) := 푓(푥) + ⟨ℎ(푥), 푦⟩.
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Remember that (see [3] and [14]) the following is the well known dual problem:
(퐷퐿) : min
푦∈퐼푅푚
+
sup
푥∈퐴
{⟨푦,−ℎ(푥)⟩ − 푓(푥)},
ℎ(푥) = (ℎ1(푥), . . . , ℎ푚(푥)). Moreover, 푥0 is a solution of (퐶푃 ) and 푦0 is a solution
of (퐷퐿) if and only if (푥0, 푦0) is a saddle point of the Lagrangian function 퐿 which
means,
퐿(푥0, 푦) ≤ 퐿(푥0, 푦0) ≤ 퐿(푥, 푦0), ∀푥 ∈ 퐴, ∀푦 ∈ 퐼푅푚+ .
Deﬁne now 푔 : 퐵 × 퐵 → 퐼푅, as follows:
푔(푧, 푦) := ⟨푧, 푦⟩, (2.12)
where 퐵 = 퐼푅푚+ ⊂ 푌 = 퐼푅푚. We can see that 푔 ∈ ℱ퐵,퐵 satisﬁes the following property:
inf
푦∈퐵
푔(푧, 푦) = 푔(푧, 0) = 0, for every 푧 ∈ 퐵.
Let
푔ℎ(푥, 푦) = 푔(−ℎ(푥), 푦), (2.13)
then 푔ℎ ∈ ℱ퐴,퐵. Let us calculate 푓 푔ℎ(푦):
푓 푔ℎ(푦) = sup
푥∈퐴
[푔ℎ(푥, 푦)− 푓(푥)] = sup
푥∈퐴
[⟨−ℎ(푥), 푦⟩ − 푓(푥)],
which means
푓 푔ℎ(푦) = sup
푥∈퐴
{⟨−ℎ(푥), 푦⟩ − 푓(푥)}, for every 푦 ∈ 퐵 = 퐼푅푚+
and thus the classical Lagrangian duality is recovered. Furthermore, it is immediate
to see that 푓 푔ℎ(0) = sup
푥∈퐴
{−푓(푥)} which implies that 푔ℎ ∈ ℱ퐴,퐵푓 .
The set ℋ퐶,퐵
We focus our attention on the general case, i.e. 푓 ∈ ℱ퐴 and ℎ푖 : 푋 → 퐼푅 (푖 = 1, . . . , 푚)
are not necessarily convex functions.
We have seen, in equation (2.12), that there exist 푞 ∈ 퐼푁 and 푔 ∈ ℱ퐶,퐵, with
퐶 ⊂ 퐼푅푚 and 퐵 ⊂ 퐼푅푞 which satisﬁes:
(퐴) inf
푦∈퐵
푔(푧, 푦) = 0, for every 푧 ∈ 퐶.
Furthermore the function 푔ℎ deﬁned in (2.13) satisﬁes:
(퐵) 푔ℎ(푥, 푦) := 푔(−ℎ(푥), 푦), 푥 ∈ 퐴, 푦 ∈ 퐵 belongs to ℱ퐴,퐵푓 .
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In fact we considered the case 푛 = 푚 and 퐶 = 퐵. From (퐴), 푔ℎ satisﬁes a similar
property
inf
푦∈퐵
푔2(푥, 푦) = 0, for every 푥 ∈ 퐴.
Let it be ℋ퐶,퐵 ⊂ ℱ퐶,퐵 the set of every 푔 ∈ ℱ퐶,퐵 which satisﬁes (퐴) and its associated
function 푔ℎ satisﬁes (퐵). We say that ℋ퐶,퐵 are the G-coupling functions related to
the constraints.
Given 푔 ∈ ℋ퐶,퐵 we deﬁne
(퐷푔ℎ) : min
푦∈퐵
푓 푔ℎ(푦),
with
푓 푔ℎ(푦) = sup
푥∈퐴
[푔ℎ(푥, 푦)− 푓(푥)] = sup
푥∈퐴
[푔(−ℎ(푥), 푦)− 푓(푥)].
Thanks to (퐵), this problem is well deﬁned (there is no duality gap).
Theorem 2.5.1 Let 푔 ∈ ℋ퐶,퐵. Then (푥0, 푦0) is a saddle point of
퐿2(푥, 푦) := 푓(푥)− 푔(−ℎ(푥), 푦), 푥 ∈ 퐴, 푦 ∈ 퐵
if and only if 푥0 is a solution of (퐶푃 ) and 푦0 is a solution of (퐷푔ℎ).
Proof: Suppose that (푥0, 푦0) is a saddle point of 퐿2. Thanks to Proposition 2.4.2, we
have that 푥0 ∈ 푑표푚(푓) ⊂ 퐴 and 푦0 is a solution of (퐷푔ℎ). We only need to prove now
that 푥0 is a solution of (퐶푃 ), for doing this it is enough to see that since (푥0, 푦0) is a
saddle point of 퐿2, this implies:
퐿2(푥0, 푦) ≤ 퐿2(푥0, 푦0), ∀푦 ∈ 퐵
which is equivalent to
푓(푥0)− 푔(−ℎ(푥0), 푦) ≤ 푓(푥0)− 푔(−ℎ(푥0), 푦0), ∀푦 ∈ 퐵.
Then
푔(−ℎ(푥0), 푦0) ≤ 푔(−ℎ(푥0), 푦), ∀푦 ∈ 퐵.
And thus,
푔(−ℎ(푥0), 푦0) = inf
푦∈퐵
푔(−ℎ(푥0), 푦).
Thanks to (퐴), inf
푦∈퐵
푔(−ℎ(푥0), 푦) = 0. Using (퐵), we can say that
inf 푓 = 퐿2(푥0, 푦0)
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(check the proof of Proposition 2.4.2 item ii) and therefore
inf 푓 = 퐿2(푥0, 푦0) = 푓(푥0)− 푔(−ℎ(푥0), 푦0) = 푓(푥0).
Altogether 푥0 is a solution of (퐶푃 ).
On the other hand, let 푥0 be a solution of (퐶푃 ) and 푦0 a solution of (퐷푔ℎ), we
have then:
푓(푥0) + 푓
푔ℎ(푦0) = 0,
but
0 ≤ 푔(−ℎ(푥0), 푦0) ≤ 푓(푥0) + 푓 푔ℎ(푦0) = 0,
then 푔(−ℎ(푥0), 푦0) = 0. Finally
퐿2(푥0, 푦) = 푓(푥0)− 푔(−ℎ(푥0), 푦) ≤ 푓(푥0) = 푓(푥0)− 푔(−ℎ(푥0), 푦0) = 퐿2(푥0, 푦0) =
−푓 푔ℎ(푦0) = inf
푥∈퐴
퐿2(푥, 푦0) ≤ 퐿2(푥, 푦0).
This means
퐿2(푥0, 푦) ≤ 퐿2(푥0, 푦0) ≤ 퐿2(푥, 푦0), ∀푥 ∈ 퐴, ∀푦 ∈ 퐵.□
We can re-formulate this result such that we can put in evidence Kuhn-Tucker con-
ditions:
Lemma 2.5.2 Take 푔 ∈ ℋ퐶,퐵 as before. Then (푥0, 푦0) is a saddle point of
퐿2(푥, 푦) := 푓(푥)− 푔(−ℎ(푥), 푦), 푥 ∈ 퐴, 푦 ∈ 퐵
if and only if the following conditions are satisﬁed:
i) inf[푓(푥)− 푔(−ℎ(푥), 푦0) : 푥 ∈ 퐴] < +∞.
ii) 푔(−ℎ(푥0), 푦0) = 0.
iii) 푥0 ∈ argmin[푓(푥)− 푔(−ℎ(푥), 푦0) : 푥 ∈ 퐴].
Remark: The dual feasibility is implied by conditions ii) and iii) together, since
thanks to them −푓 푔(푦0) = 푓(푥0) ∈ 퐼푅.
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It is easy to check that every 푔 ∈ ℱ퐶,Ωℎ which satisﬁes that 푔(⋅, 휔) is u.s.c. for all
휔 ∈ Ω, can give us a function in K deﬁned by
휒(푣, 휔) := −푔(−푣, 휔).
Recall the following sets:
ℒ+휒 (휔) := {(푢, 푣) ∈ 퐼푅1+푚 : 푢+ 휒(푣, 휔) ≥ 0},
풯휂(퐴) := {(푓(푥)− 휂, ℎ(푥)) : 푥 ∈ 퐴}
and
ℋ− := {(푢, 푣) ∈ 퐼푅1+푚 : 푢 < 0, 푣 ≤ 0}.
We are considering 풯휂(퐴) instead of 풯휂, because we are interested only in the set 퐴.
The following result establishes necessary and suﬃcient conditions for saddle points
in the context of G-coupling functions (recall Proposition 1.2.4).
Proposition 2.5.3 Let 휒 be deﬁned in terms of a function 휓 ∈ ℱ퐶,Ωℎ (i.e. 휒(푣, 휔) :=
−휓(−푣, 휔)). Then (푥∗, 휔∗) ∈ 퐴× Ω is a saddle point of 퐿휒 if and only if
풯휂(퐴) ⊂ ℒ+휒 (휔∗),
where 휂 = 푓(푥∗) and
퐿휒(푥, 휔) := 푓(푥) + 휒(ℎ(푥), 휔), (푥, 휔) ∈ 퐴× Ω.
Proof:
⇐ Suppose that there exists (푥∗, 휔∗) ∈ 퐴 × Ω such that 풯휂(퐴) ⊂ ℒ+휒 (휔∗), with
휂 = 푓(푥∗). Then
푓(푥)− 휂 + 휒(ℎ(푥), 휔∗) ≥ 0, for all 푥 ∈ 퐴. (2.14)
Using 푥 = 푥∗ in this inequality we have that 휒(ℎ(푥∗), 휔∗) ≥ 0. Since 휒(푣, 휔) =
−휓(−푣, 휔) and 휓 is a G-coupling function, then 휒(ℎ(푥), 휔) ≤ 0 for every (푥, 휔) ∈
퐴× Ω, thus 휒(ℎ(푥∗), 휔∗) = 0. With this, (2.14) can be written as follows
퐿2(푥, 휔∗) = 푓(푥) + 휒(ℎ(푥), 휔∗) ≥ 휂 = 푓(푥∗) = 퐿2(푥∗, 휔∗), ∀푥 ∈ 퐴. (2.15)
On the other hand, 휒(ℎ(푥∗), 휔∗) = 0 also implies that
푓(푥∗) + 휒(ℎ(푥∗), 휔) ≤ 푓(푥∗) = 푓(푥∗) + 휒(ℎ(푥∗), 휔∗), ∀휔 ∈ Ω
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which is equivalent to
퐿2(푥∗, 휔) ≤ 퐿2(푥∗, 휔∗), ∀휔 ∈ Ω. (2.16)
Thanks to (2.15) and (2.16) the statement follows.
⇒ Suppose that (푥∗, 휔∗) ∈ 퐼푅푛 × Ω is a saddle point of 퐿휒. From Lemma 2.5.2 we
have that 푥∗ ∈ 퐴, 휒(ℎ(푥∗), 휔∗) = 0 and
푥∗ ∈ argmin{푓(푥) + 휒(ℎ(푥), 휔∗) : 푥 ∈ 퐴}.
Therefore 푓(푥∗) + 휒(ℎ(푥∗), 휔∗) = 푓(푥∗) ≤ 푓(푥) + 휒(ℎ(푥), 휔∗) for every 푥 ∈ 퐴.
Making 휂 = 푓(푥∗) ∈ 퐼푅 we have that
푓(푥)− 휂 + 휒(ℎ(푥), 휔∗) ≥ 0 for all 푥 ∈ 퐴
which is equivalent to say that 풯휂(퐴) ⊂ ℒ+휒 (휔∗).□
Example: Let 푝 ∈ 퐼푁 and deﬁne 휓 ∈ ℱ퐶,Ωℎ as follows: Ω := (퐼푅푚+ )1+푝 (퐶 = 퐼푅푚+ )
and
휓(푧, 푦) := min(⟨푧, 푦0⟩, . . . , ⟨푧, 푦푝⟩), (푧, 푦) ∈ 퐶 × Ω. (2.17)
Then 퐿2 is given by:
퐿2(푥, 푦) := 푓(푥)− 휓(−ℎ(푥), 푦) = 푓(푥) + max(⟨ℎ(푥), 푦0⟩, . . . , ⟨ℎ(푥), 푦푝⟩),
for every (푥, 푦) ∈ 퐴× Ω.
This example deﬁnes a G-coupling function which allows us to recover the Lagrangian
function deﬁned in (1.8). Propositions 1.2.5, 1.2.6 and Theorem 1.2.7 remain valid
under this setting.
In the following Theorem, given a (퐶푃 ), we will ﬁx a function 푔 ∈ ℋ퐶,퐵 and we
will point out what kind of behavior there is around the functions 푓 and 푓 푔ℎ when
we approach the function 푓 by a family of functions which will be represented by a
bi-function 퐹 .
Theorem 2.5.4 Consider (퐶푃 ). Let 푞 ∈ 퐼푁 , 퐶×퐵 ⊂ 퐼푅푚×퐼푅푞 and 푔 ∈ ℋ퐶,퐵. Take
a function 퐹 : 퐼푅푛 × 퐼푅푝 → 퐼푅+∞ which satisﬁes:
62
∙ There exists 푧0 ∈ 퐼푅푝 such that for every 휀 > 0 we can ﬁnd 훿 > 0 satisfying
∣퐹 (푥, 푧)− 푓(푥)∣ < 휀 for all 푥 ∈ 퐴 and 푧 ∈ 퐵(푧0, 훿).
Then the following are true:
i) lim
푧→푧0
(
inf
푥∈퐴
퐹 (푥, 푧)
)
= inf
푥∈퐴
푓(푥).
ii) lim
푧→푧0
(
inf
푦∈퐵
퐹 푔ℎ(푦, 푧)
)
= inf
푦∈퐵
푓 푔ℎ(푦).
Where
퐹 푔ℎ(푦, 푧) := sup
푥∈퐴
[푔(−ℎ(푥), 푦)− 퐹 (푥, 푧)].
Proof:
i) Take 휀 > 0 then there exists 훿 > 0 such that
푓(푥)− 휀 < 퐹 (푥, 푧) < 푓(푥) + 휀, ∀푥 ∈ 퐴, 푧 ∈ 퐵(푧0, 훿). (2.18)
The ﬁrst inequality of (2.18) implies
inf
푦∈퐴
푓(푦)− 휀 < 퐹 (푥, 푧), ∀푥 ∈ 퐴, 푧 ∈ 퐵(푧0, 훿),
hence
inf
푦∈퐴
푓(푦)− 휀 ≤ inf
푥∈퐴
퐹 (푥, 푧), ∀푧 ∈ 퐵(푧0, 훿).
Taking lim inf
푧→푧0
inf
푦∈퐴
푓(푦)− 휀 ≤ lim inf
푧→푧0
(
inf
푥∈퐴
퐹 (푥, 푧)
)
. (2.19)
From the second inequality of (2.18) we have
inf
푦∈퐴
퐹 (푦, 푧) < 푓(푥) + 휀, ∀푥 ∈ 퐴, 푧 ∈ 퐵(푧0, 훿),
thus
inf
푦∈퐴
퐹 (푦, 푧) ≤ inf
푥∈퐴
푓(푥) + 휀, ∀푧 ∈ 퐵(푧0, 훿).
Taking lim sup
푧→푧0
lim sup
푧→푧0
(
inf
푦∈퐴
퐹 (푦, 푧)
)
≤ inf
푥∈퐴
푓(푥) + 휀. (2.20)
Since 휀 > 0 was chosen arbitrarily making 휀→ 0 in (2.19) and (2.20) we have
inf
푥∈퐴
푓(푥) ≤ lim inf
푧→푧0
(
inf
푥∈퐴
퐹 (푥, 푧)
)
≤ lim sup
푧→푧0
(
inf
푦∈퐴
퐹 (푦, 푧)
)
≤ inf
푥∈퐴
푓(푥).
Hence
lim
푧→푧0
(
inf
푥∈퐴
퐹 (푥, 푧)
)
= inf
푥∈퐴
푓(푥).
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ii) Take 휀 > 0. From (2.18) we have for every (푥, 푦) ∈ 퐴× 퐵 and 푧 ∈ 퐵(푧0, 훿):
(푔(−ℎ(푥), 푦)− 푓(푥))− 휀 < (푔(−ℎ(푥), 푦)− 퐹 (푥, 푧))
< (푔(−ℎ(푥), 푦)− 푓(푥)) + 휀. (2.21)
The ﬁrst inequality of (2.21) gives us
(푔(−ℎ(푥), 푦)− 푓(푥))− 휀 < 퐹 푔ℎ(푦, 푧), ∀(푥, 푦) ∈ 퐴× 퐵, 푧 ∈ 퐵(푧0, 훿),
taking sup
푥∈퐴
푓 푔ℎ(푦)− 휀 < 퐹 푔ℎ(푦, 푧), ∀푦 ∈ 퐵, 푧 ∈ 퐵(푧0, 훿). (2.22)
In a similar way we can prove the following
퐹 푔ℎ(푦, 푧) < 푓 푔ℎ(푦) + 휀, ∀푦 ∈ 퐵, 푧 ∈ 퐵(푧0, 훿). (2.23)
(2.22) and (2.23) together gives us
푓 푔ℎ(푦)− 휀 < 퐹 푔ℎ(푦, 푧) < 푓 푔ℎ(푦) + 휀, ∀푦 ∈ 퐵, 푧 ∈ 퐵(푧0, 훿).
This last chain of inequalities is similar to (2.18), therefore, repeating the steps
in item i) we will have
lim
푧→푧0
(
inf
푦∈퐵
퐹 푔ℎ(푦, 푧)
)
= inf
푦∈퐵
푓 푔ℎ(푦).□
Corollary 2.5.1 Consider (퐶푃 ) and take 푔 ∈ ℋ퐶,퐵. Take a sequence of functions
{푓푘}푘∈퐼푁 such that
∙ For every 휀 > 0 there exists 푁 ∈ 퐼푁 such that ∣푓푘(푥) − 푓(푥)∣ < 휀 for all 푥 ∈ 퐴
and 푘 ≥ 푁 .
Then the following are true:
i) lim
푘→+∞
(
inf
푥∈퐴
푓푘(푥)
)
= inf
푥
푓(푥).
ii) lim
푘→+∞
(
inf
푦∈퐵
푓 푔ℎ푘 (푦)
)
= inf
푦∈퐵
푓 푔ℎ(푦).
Where
푓 푔ℎ푘 (푦) := sup
푥∈퐴
[푔(−ℎ(푥), 푦)− 푓푘(푥)].
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Proof: Deﬁne 퐽 := {푧 ∈ [0, 1] : 푧 = 1/푘, for some 푘 ∈ 퐼푁}. Use Theorem 2.5.4 with
퐹 : 퐼푅푛 × 퐼푅→ 퐼푅+∞ deﬁned by
퐹 (푥, 푧) = 푓 1
푧
(푥), ∀푥 ∈ 퐼푅푛, 푧 ∈ 퐽,
and 푧0 = 0.
Example: The following sequence of functions satisﬁes conditions i) and ii) of Corol-
lary 2.5.1:
푓푘(푥) := 푓(푥) + 푘max{0, ℎ1(푥), . . . , ℎ푚(푥)}.
2.6 The Equilibrium Problem
Let 푋 be a Banach space. Take 푓 : 푋 × 푋 → 퐼푅 amd 퐾 ⊂ 푋 a non-empty closed
convex set. Assume that
i) 푓(푥, ⋅) : 퐾 → 퐼푅 is a convex l.s.c. function for every 푥 ∈ 퐾.
ii) 푓(푥, 푥) = 0, ∀푥 ∈ 퐾.
The Equilibrium Problem is deﬁned as follows:
(퐸푃 ) : Find 푥 ∈ 퐾 such that 푓(푥, 푧) ≥ 0, ∀푧 ∈ 퐾.
Let us deﬁne the sets 퐹 and 퐹˜ :
퐹 :=
{
푥 ∈ 퐾 : inf
푧∈퐾
푓(푥, 푧) ∕= −∞
}
, (2.24)
퐹˜ :=
{
푥 ∈ 퐾 : inf
푧∈퐾
푓(푥, 푧) = 0
}
. (2.25)
Notice that if 퐹 is empty, then the (퐸푃 ) will have no solutions, therefore, 퐹 rep-
resents the set of feasible points of problem (퐸푃 ). It is immediate to see that 퐹˜ ⊂ 퐹
and 퐹˜ is the set of solutions of (퐸푃 ).
Take now 퐵 ⊂ 푌 with 푌 an arbitrary Banach space and 푔 ∈ ℱ퐾,퐵. Consider now
for every 푥 ∈ 퐾:
(푃 푥) : inf
푧∈퐾
푓(푥, 푧) (퐷푥푔 ) : inf
푦∈퐵
푓 푔푥(푦)
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where 푓 푔푥(푦) = sup
푧∈퐾
{푔(푧, 푦)− 푓(푥, 푧)} for every 푦 ∈ 퐵.
Where it is needed, we will use the following notation for the function 푓(푥, ⋅) for
a given 푥:
푓푥(푦) := 푓(푥, 푦), ∀푦.
Lemma 2.6.1 Consider (퐸푃 ) and 푔 ∈ ℱ퐾,퐵 as above. If there exists 푥 ∈ 퐾 such
that inf
푦
푓 푔푥(푦) = 0 then 푥 ∈ 퐹˜ .
Proof: Let us assume that 푥 ∈ 퐾 but 푥 /∈ 퐹˜ . Since 푓(푥, 푥) = 0 for all 푥 ∈ 퐾,
then inf
푧∈퐾
푓(푥, 푧) is always non-positive. Hence, there must exist 푧 ∈ 퐾 such that
푓(푥, 푧) < −휀 for some 휀 > 0. On the other hand,
푓 푔푥(푦) = sup
푧∈퐾
[푔(푧, 푦)− 푓(푥, 푧)] ≥ 푔(푧, 푦)− 푓(푥, 푧) > 푔(푧, 푦) + 휀.
This implies that
푓 푔푥(푦) > 휀, ∀푦 ∈ 퐵
and therefore inf 푓 푔푥 ∕= 0, a contradiction. We must have that 푥 ∈ 퐹˜ .
Example: Let us put in evidence that the converse of Lemma 2.6.1 is not true.
Take 퐾 = [0,+∞), 푓(푥, 푧) = 푧2 − 푥2 and 푔 ∈ ℱ퐾,퐾 equals to 푔(푧, 푦) = 1
푧푦+1
. It is
clear that 푥 = 0 is a solution of (퐸푃 ). On the other hand,
푓 푔푥(푦) = sup
푧∈퐾
[푔(푧, 푦)− 푓(푥, 푧)] = sup
푧≥0
[
1
푧푦 + 1
− 푧2
]
, ∀푦 ≥ 0.
Thus,
푓 푔푥(푦) = 1, ∀푦 ≥ 0.
Therefore inf 푓 푔푥 > 0.
Lemma 2.6.1 motivates the following Deﬁnition.
Deﬁnition 2.6.1 Consider (퐸푃 ) as above and let 푥 ∈ 퐾. Given 푌 an arbitrary
Banach space, 퐵 ⊂ 푌 and a 푔 ∈ ℱ퐾,퐵, we will say that 푔 satisﬁes the Zero Duality
Gap Property (ZDGP) if the following are equivalent:
i) 푥 ∈ 퐹˜ .
ii) inf
푦∈퐵
푓 푔푥(푦) = 0.
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The next Lemma tells us that there exist G-coupling functions which satisfy the
ZDGP.
Lemma 2.6.2 Let 퐵 ⊂ 푌 , 0 ∈ 퐵 and Y be an arbitrary Banach space. Take 푔 ∈
ℱ퐾,퐵 such that 푔(푧, 0) = 0, for every 푧 ∈ 퐾. Then 푔 satisﬁes the ZDGP.
Proof: Let us calculate 푓 푔푥(푦), with 푥 ∈ 퐹 , 푦 ∈ 퐵:
푓 푔푥(푦) = sup
푧∈퐾
[푔(푧, 푦)− 푓(푥, 푧)].
It is clear that
inf
푦∈퐵
푓 푔푥(푦) ≤ 푓 푔푥(0) = sup
푧∈퐾
[푔(푧, 0)− 푓(푥, 푧)] = − inf
푧∈퐾
푓(푥, 푧). (2.26)
On the other hand, for every 푥 ∈ 퐹 , 푦 ∈ 퐵 and 푧 ∈ 퐾 one has that 푓 푔푥(푦)+푓(푥, 푧) ≥ 0,
which implies that we always have
inf
푦∈퐵
푓 푔푥(푦) ≥ − inf
푧∈퐾
푓(푥, 푧). (2.27)
Therefore, if 푥 ∈ 퐹˜
inf
푦∈퐵
푓 푔푥(푦) = − inf
푧∈퐾
푓(푥, 푧) = 0 =⇒ inf
푦∈퐵
푓 푔푥(푦) = 0.
Hence, there exists 푔 ∈ ℱ퐾,퐵 which satisﬁes the ZDGP.
Example: Thanks to Lemma 2.6.2, if 푌 = 푋 ′, 퐵 = 퐾+ and 푔(푧, 푦) = 푦(푧) then
푔 satisﬁes the ZDGP.
Let us give now a function 푔 that will generate a duality scheme which has been
already studied in [25]. It is important to mention that the authors of [25] work with
a function 푓 which satisﬁes that 푓(푥, ⋅) : 푋 → 퐼푅 is convex and l.s.c. for every 푥 ∈ 퐾.
Since our function 푓 satisﬁes a weaker assumption we need to show that despite this,
their results remain valid in this setting. For sake of completeness we will include
their proofs when necessary.
Consider 푋 and arbitrary reﬂexive Banach space and 푌 = 푋 ′. Let 푖퐾 : 푋
′ → 퐼푅 be de-
ﬁned by 푖퐾(푦) := inf
푥∈퐾
⟨푦, 푥⟩, where ⟨푦, 푥⟩ := 푦(푥) and 퐾∗ := {푦 ∈ 퐼푅푛 : 푖퐾(푦) > −∞}
is the eﬀective domain of 푖퐾 . (Since 푖퐾 is a concave u.s.c function, then 퐾
∗ is a closed
convex set.) Take 푔 ∈ ℱ퐾,퐾∗ deﬁned by:
푔(푧, 푦) = ⟨푦, 푧⟩ − 푖퐾(푦). (2.28)
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Clearly, 푔(푧, 0) = 0 for every 푧 ∈ 퐾. Calculate now 푓 푔푥(푦) for 푥 ∈ 퐹 :
푓 푔푥(푦) = sup
푧∈퐾
[푔(푧, 푦)− 푓(푥, 푧)]
= sup
푧∈퐾
[⟨푦, 푧⟩ − 푖퐾(푦)− 푓(푥, 푧)]
= sup
푧∈퐾
[⟨푦, 푧⟩ − 푓(푥, 푧)]− 푖퐾(푦).
Proposition 2.6.3 The function 푔 deﬁned in (2.28) satisﬁes the ZDGP.
Proof: This function 푔 satisﬁes the conditions of Lemma 2.6.2, therefore the state-
ment follows.
Theorem 2.6.4 [25] Assume that 푑표푚(푓(푥, ⋅)) ∩ 푖푛푡퐾 ∕= ∅ for every 푥 ∈ 퐹˜ . Then
if 푥 ∈ 퐹˜ then there exists 푦∗ ∈ 퐾∗ such that sup
푧∈퐾
[⟨푦∗, 푧⟩ − 푓(푥, 푧)] − 푖퐾(푦∗) = 0.
Conversely, if there exist 푥 ∈ 퐹 and 푦∗ ∈ 퐾∗ such that sup
푧∈퐾
[⟨푦∗, 푧⟩−푓(푥, 푧)]−푖퐾(푦∗) =
0, then 푥 is a solution of (퐸푃 ).
This result says not only that inf
푦∈퐾∗
푓 푔푥(푦) = 0, but also that the dual problem (퐷
푥
푔 ) has
a solution. In order to recover this Theorem in our context of G-coupling functions,
we need the following lemma.
Lemma 2.6.5 For every 푦 ∈ 퐾∗ and 푥 ∈ 퐹 , one has:
sup
푧∈퐾
[⟨푦, 푧⟩ − 푓(푥, 푧)]− 푖퐾(푦) ≥ 0.
Proof: We have for every 푥 ∈ 퐹 and (푧, 푦) ∈ 퐾 ×퐾∗ ﬁxed
푖퐾(푦)− sup
푎∈퐾
[⟨푦, 푎⟩ − 푓(푥, 푎)] ≤ ⟨푦, 푧⟩ − sup
푎∈퐾
[⟨푦, 푎⟩ − 푓(푥, 푎)] ≤ 푓(푥, 푧).
Then,
푖퐾(푦)− sup
푎∈퐾
[⟨푦, 푎⟩ − 푓(푥, 푎)] ≤ 푓(푥, 푧), ∀(푧, 푦) ∈ 퐾 ×퐾∗.
Taking inf
푧∈퐾
:
푖퐾(푦)− sup
푎∈퐾
[⟨푦, 푎⟩ − 푓(푥, 푎)] ≤ inf
푧∈퐾
푓(푥, 푧) ≤ 0,
where the last inequality occurs, since inf
푧∈퐾
푓(푥, 푧) ≤ 푓(푥, 푥) = 0. This means,
sup
푧∈퐾
[⟨푦, 푧⟩ − 푓(푥, 푧)]− 푖퐾(푦) ≥ 0.
Before presenting the proof of Theorem 2.6.4, we need the notion of normal cone.
68
Deﬁnition 2.6.2 Given a convex set 퐶 ⊂ 푋 and 푥 ∈ 퐶, we say that 푥∗ ∈ 푋 ′ is
normal to 퐶 at 푥 if and only if
0 ≥ ⟨푥∗, 푧 − 푥⟩, ∀푧 ∈ 퐶.
The set of all vectors which are normal to 퐶 at 푥 will be denoted by 푁퐶(푥) and it will
be called the normal cone of 퐶 at 푥. If 푥 /∈ 퐶 we say that 푁퐶(푥) = ∅.
Proof of Theorem 2.6.4:
∙ If 푥 ∈ 퐹˜ , then
푓푥(푥) = 0 = min
푧∈퐾
푓(푥, 푧).
Then, using Theorem 3.5.7 of [9], there exists 푦 ∈ (−푁퐾(푥)) such that 푓푥(푥) +
푓 ∗푥(푦) = ⟨푦, 푥⟩. And thus
sup
푧∈퐾
[⟨푦, 푧⟩ − 푓(푥, 푧)] ≤ 푓 ∗푥(푦) = 푓푥(푥) + 푓 ∗푥(푦) = ⟨푦, 푥⟩ = 푖퐾(푦),
which means sup
푧∈퐾
[⟨푦, 푧⟩ − 푓(푥, 푧)] − 푖퐾(푦) ≤ 0 (here 푓 ∗푥 stands for the Fenchel
conjugate of the function 푓 ∗푥 , see Deﬁnition 1.1.8). But thanks to the previous
lemma, this implies that sup
푧∈퐾
[⟨푦, 푧⟩ − 푓(푥, 푧)]− 푖퐾(푦) = 0.
∙ Take 푧0 ∈ 퐾 (arbitrarily ﬁxed) and suppose that there exist 푥 ∈ 퐹 and 푦∗ ∈ 퐾∗
such that sup
푧∈퐾
[⟨푦∗, 푧⟩ − 푓(푥, 푧)] = 푖퐾(푦∗), then
푓(푥, 푧0) ≥ ⟨푦∗, 푧0⟩ − sup
푧∈퐾
[⟨푦∗, 푧⟩ − 푓(푥, 푧)] = ⟨푦∗, 푧0⟩ − 푖퐾(푦∗) ≥ 0.
And thus, since 푧0 ∈ 퐾 was ﬁxed arbitrarily, 푓(푥, 푧0) ≥ 0 for every 푧 ∈ 퐾.
Thus, 푥 belongs to 퐹˜ .□
Remark: In Theorem 3.5.7 of [9] the concept of subdiﬀerential is used. For simplicity
and readability we have not included this deﬁnition.
Deﬁnition 2.6.3 [25] For 휀 > 0, we say that 푥휀 ∈ 퐾 is an 휀-solution to (퐸푃 ) if it
satisﬁes:
푓(푥휀, 푧) ≥ −휀, for all 푧 ∈ 퐾.
The following Theorem presents a relationship between 휀-solutions to (퐸푃 ) and
the optimal value of (퐷푥푔 ).
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Theorem 2.6.6 Consider (퐸푃 ). Let 휀 > 0 and 푔 ∈ ℱ퐾,퐵 be a function which
satisﬁes the ZDGP. If there exists 푥 ∈ 퐹 such that inf
푦∈퐵
푓 푔푥(푦) ≤ 휀 then 푥 ∈ 퐾 is an
휀-solution to (퐸푃 ). If in addition, 푔(푧, 0) = 0 for every 푧 ∈ 퐾, then the converse is
also true.
Proof: Suppose that for a given 푥 ∈ 퐹 , inf
푦∈퐵
푓 푔푥(푦) ≤ 휀. We have that
푔(푧, 푦)− 푓(푥, 푧) ≥ −푓(푥, 푧), ∀푦 ∈ 퐵, 푧 ∈ 퐾.
Then
sup
푧′∈퐾
[푔(푧′, 푦)− 푓(푥, 푧′)] ≥ −푓(푥, 푧),
hence
sup
푧′∈퐾
[푔(푧′, 푦)− 푓(푥, 푧′)] ≥ sup
푧∈퐾
[−푓(푥, 푧)].
Taking inf
푦∈퐵
:
inf
푦∈퐵
푓 푔푥(푦) ≥ sup
푧∈퐾
[−푓(푥, 푧)].
Therefore
휀 ≥ inf
푦∈퐵
푓 푔푥(푦) ≥ sup
푧∈퐾
[−푓(푥, 푧)],
which implies
inf
푧∈퐾
푓(푥, 푧) ≥ −휀
and 푥 is an 휀-solution to (퐸푃 ).
For the converse, let 푥휀 be an 휀-solution to (퐸푃 ). Since 푔(푧, 0) = 0 for every 푧 ∈ 퐾,
Equation (2.26) is valid and since Equation (2.27) is always true, we have that
inf
푦∈퐵
푓 푔푥휀(푦) = − inf푧∈퐾 푓(푥휀, 푧). (2.29)
On the other hand, since 푥휀 is an 휀-solution to (퐸푃 ), we have that inf
푧∈퐾
푓(푥휀, 푧) ≥ −휀
and therefore − inf
푧∈퐾
푓(푥휀, 푧) ≤ 휀. This together with Equation (2.29) imply that
inf
푦∈퐵
푓 푔푥휀(푦) ≤ 휀.□
2.6.1 The Complementarity Problem
We deﬁne the Complementarity Problem as follows:
(퐶푃 ) : Find 푥 ∈ 퐾 such that 푇 (푥) ∈ 퐾+ and ⟨푇 (푥), 푥⟩ = 0,
where 퐾 ⊂ 퐼푅푛 is a closed convex cone and 푇 : 퐾 → 퐼푅푛 is a continuous function.
The following lemma tells us that this problem is a particular case of the (퐸푃 ) (see
[24] and references therein).
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Lemma 2.6.7 Consider (퐶푃 ) as above. Deﬁne 푓(푥, 푧) = ⟨푇 (푥), 푧 − 푥⟩ with 푥 and 푧
in 퐾. The solution set of the (퐶푃 ) is equal to the solution set of (퐸푃 ) related to 푓 .
Proof: Take 푥′ a solution of (퐶푃 ), then 푥′ ∈ 퐾, 푇푥′ ∈ 퐾+ and ⟨푇푥′, 푥′⟩ = 0. On the
other hand, for any 푧 ∈ 퐾 we have that
푓(푥′, 푧) = ⟨푇푥′, 푧 − 푥′⟩ = ⟨푇푥′, 푧⟩ ≥ 0.
Whence, 푥′ is a solution to (퐸푃 ).
Consider now 푥′ as a solution to (퐸푃 ) for 푓 . Then 푓(푥′, 푧) ≥ 0, for every 푧 ∈ 퐾. This
implies that
⟨푇푥′, 푧⟩ ≥ ⟨푇푥′, 푥′⟩, ∀푧 ∈ 퐾. (2.30)
By making 푧 = 0, we have that ⟨푇푥′, 푥′⟩ ≤ 0. By making now 푧 = 2푥′ in (2.30), we
have
⟨푇푥′, 2푥′ − 푥′⟩ ≥ 0,
which implies
⟨푇푥′, 푥′⟩ ≥ 0.
This together with (2.30) we have that ⟨푇푥′, 푥′⟩ = 0. But this, in (2.30), implies that
⟨푇푥′, 푧⟩ ≥ 0 for every 푧 ∈ 퐾. Therefore, if 푥′ is a solution to (퐸푃 ) then ⟨푇푥′, 푥′⟩ = 0
and 푇푥′ ∈ 퐾+ which is equivalent to say that 푥′ is a solution to (퐶푃 ).□
Let us take 푓 as in the previous lemma and 푔 ∈ ℱ퐾,퐾+ deﬁned as:
푔(푧, 푦) = ⟨푦, 푧⟩.
Calculate 푓 푔푥(푦) (푥 ∈ 퐾, 푦 ∈ 퐾+):
푓 푔푥(푦) = sup
푧∈퐾
[푔(푧, 푦)− 푓(푥, 푧)]
⇒ 푓 푔푥(푦) = sup
푧∈퐾
[⟨푦 − 푇 (푥), 푧⟩] + ⟨푇 (푥), 푥⟩
⇒ 푓 푔푥(푦) =
{
⟨푇 (푥), 푥⟩ 푦 − 푇 (푥) ∈ 퐾−
+∞ otherwise,
where 퐾− := {푤 ∈ 퐼푅푛 : ⟨푤, 푥⟩ ≤ 0, ∀푥 ∈ 퐾}. But 푦 − 푇 (푥) ∈ 퐾− is equivalent to
the statement that
푥 ∈ 푇−1(푦 +퐾+) ⊂ 푇−1(퐾+),
and this inclusion is true since 퐾+ is a closed convex cone and 푦 ∈ 퐾+. Then
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푓 푔푥(푦) =
{
⟨푇 (푥), 푥⟩ 푥 ∈ 푇−1(푦 +퐾+)
+∞ otherwise.
Therefore,
푓(푥, 푧) + 푓 푔푥(푦) =
{
⟨푇 (푥), 푧⟩ 푥 ∈ 푇−1(푦 +퐾+), 푧 ∈ 퐾
+∞ otherwise.
Calculate now the set 퐹 given by equation (2.24):
∙ If 푥 ∈ 퐾 is such that 푇 (푥) ∈ 퐾+ then
inf
푧∈퐾
푓(푥, 푧) = inf
푧∈퐾
⟨푇 (푥), 푧 − 푥⟩ = −⟨푇 (푥), 푥⟩ ∕= −∞,
which means 푥 ∈ 퐹 .
∙ If 푥 ∈ 퐾 is such that 푇 (푥) /∈ 퐾+ then there exists 푧0 ∈ 퐾 satisfying ⟨푇 (푥), 푧0⟩ <
0. Thus
lim
푛→+∞
푓(푥, 푛푧0) = −∞ = inf
푧∈퐾
푓(푥, 푧),
which means 푥 /∈ 퐹 .
All these imply that 퐹 = 푇−1(퐾+).
Since 푔 satisﬁes ZDGP (푔 satisﬁes the conditions of Lemma 2.6.2), 푥 ∈ 퐾 is a solution
of (퐸푃 ) (related to 푓) if and only if (Deﬁnition 2.6.1)
inf
푦∈퐾+
푓 푔푥(푦) = inf
푦∈퐾+
[⟨푇 (푥), 푥⟩ : 푥 ∈ 푇−1(푦 +퐾+)] = 0
which in turn is equivalent to
푇 (푥) ∈ 퐾+ and ⟨푇 (푥), 푥⟩ = 0. (2.31)
If we look closely to the function 푓 푔푥 : 퐾
+ → 퐼푅+∞, we will see that this function is
non-negative for every 푥 ∈ 퐹 . Therefore, ﬁnding a solution of (퐸푃 ) is equivalent to
minimize ⟨푇 (푥), 푥⟩ subject to 푥 ∈ 퐹 (푇 (푥) ∈ 퐾+ and 푥 ∈ 퐾).
In [13] the (퐶푃 ) is considered, when 퐾 = 퐾+ = 퐼푅푛+ and 푇 is an aﬃne operator,
in other words, the case of the Linear Complementarity Problem (퐿퐶푃 ). It is studied
in the following way.
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푥 is a solution of (퐿퐶푃 ), if and only if 푥 solves:
minimize ⟨푇 (푥), 푥⟩, subject to 푇 (푥) ∈ 퐼푅푛+, 푥 ∈ 퐼푅푛+, and ⟨푇 (푥), 푥⟩ = 0.
It is immediate to see that this equivalent problem is identical to (2.31), therefore by
using this 푔 ∈ ℱ퐾,퐾+ (the one used at the beginning of this section) we can generate
a dual problem of (퐿퐶푃 ) which has been treated in [13].
2.7 Fenchel’s Duality and abstract convexity
In [18] (see Theorem 1.1.13), a special duality was discovered. This duality relates the
minimization of the convex function 푓 − ℎ (푓 is a convex function and ℎ is a concave
function) and the maximization of the concave function ℎ∗− 푓 ∗ (see Deﬁnitions 1.1.8
and 1.1.10), where the functions 푓 and ℎ are deﬁned in a ﬁnite dimensional vector
space.
Fenchel’s duality is central to the study of constrained optimization. The key
condition in Fenchel’s duality is the following
푟푖(푑표푚(푓)) ∩ 푟푖(푑표푚(ℎ)) ∕= ∅. (2.32)
In some works ([10], [11] and [26]), instead of working with the function 푓 − ℎ,
they make the change of −ℎ = ℎ˜ and they work with the function 푓 + ℎ˜ where 푓 and
ℎ˜ are proper l.s.c. convex functions. Under this setting, we have:
(푃 ) : min
푥∈푋
[푓(푥) + ℎ˜(푥)]
and
(퐷) : max
푥∗∈푋′
[−푓 ∗(푥∗)− ℎ˜∗(−푥∗)].
Fenchel’s condition, (2.32), remains valid in the following sense:
If (2.32) is satisﬁed with ℎ = −ℎ˜ then
inf
푥∈푋
[푓(푥) + ℎ˜(푥)] = max
푥∗∈푋′
[−푓 ∗(푥∗)− ℎ˜∗(−푥∗)].
In [10] and [11] a new condition which is not an interior point condition is found.
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Theorem 2.7.1 ([11], Theorem 3.2) (Stable Fenchel-Rockafellar Duality) Let 푓, ℎ˜ :
푋 → 퐼푅+∞ be proper and l.s.c. convex functions such that 푑표푚(푓) ∩ 푑표푚(ℎ˜) ∕= ∅.
Then the following statements are equivalent:
i) inf
푥∈푋
[푓(푥) + ℎ˜(푥) + 푥∗(푥)] = max
푣∈푋′
[−푓 ∗(푣 − 푥∗)− ℎ˜∗(−푣)], ∀푥∗ ∈ 푋 ′.
ii) 푒푝푖(푓 ∗) + 푒푝푖(ℎ˜∗) is weak∗ closed.
Corollary 2.7.1 ([11], Corollary 3.2) (Generalized Fenchel-Rockafellar Duality) Let
푓, ℎ˜ : 푋 → 퐼푅+∞ be proper and l.s.c. convex functions such that 푑표푚(푓)∩푑표푚(ℎ˜) ∕= ∅.
If the set 푒푝푖(푓 ∗) + 푒푝푖(ℎ˜∗) is weak∗ closed, then
inf
푥∈푋
[푓(푥) + ℎ˜(푥)] = max
푣∈푋′
[−푓 ∗(푣)− ℎ˜∗(−푣)].
Remark: Corollary 2.7.1 can be found as well in [10], Corollary 3.
The authors of [26] generalize the results above. The latter work considers a conju-
gation which uses a diﬀerent coupling function, namely the one induced by an additive
set of functions. The inner product in ﬁnite dimensional spaces and the evaluation
function for Banach spaces (휑(푥, 푥∗) = 푥∗(푥), for every 푥 ∈ 푋 and 푥∗ ∈ 푋 ′) are
particular cases of additive set of functions. Corollary 5.2 of [26] extends Corollary
2.7.1 to this more general setting.
Let us mention now our generalized version of Fenchel’s Duality.
Take 푓 : 푋 → 퐼푅+∞, ℎ : 푋 → 퐼푅−∞ two arbitrary functions and 푔 : 푋 × 푌 → 퐼푅
a coupling function (푋 and 푌 are two arbitrary Banach spaces).
Recall an important deﬁnition given in Section 1.5:
Abstract convex and concave functions: We say that 푓 is abstract-convex if and only
if 푓 ≡ 푓 푔푔. We say that ℎ is abstract-concave if and only if ℎ ≡ ℎ푔푔.
Consider
(푃 ) : min
푥∈푋
[푓(푥)− ℎ(푥)]
and
(퐷) : max
푦∈푌
[ℎ푔(푦)− 푓 푔(푦)].
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The following is always true:
훼 = inf
푥∈푋
(푓(푥)− ℎ(푥)) ≥ sup
푦∈푌
(ℎ푔(푦)− 푓 푔(푦)) = 훽. (2.33)
The following theorem tells us where we should look for a condition such that
훼 = 훽.
Theorem 2.7.2 Let 푓 be an abstract-convex function and ℎ an abstract-concave func-
tion (with respect to 푔).
i) If 훼 ∈ 퐼푅 and 푠푢푝푝푙(푓,퐻) ∩ 푠푢푝푝푢(ℎ + 훼,퐻) ∕= ∅ then 훼 = 훽 and (퐷) has a
solution.
ii) If 훽 ∈ 퐼푅 and 푠푢푝푝푙(푓 푔, 퐻) ∩ 푠푢푝푝푢(ℎ푔 − 훽,퐻) ∕= ∅ then 훼 = 훽 and (푃 ) has a
solution.
Proof:
i) 푠푢푝푝푙(푓,퐻) ∩ 푠푢푝푝푢(ℎ + 훼,퐻) ∕= ∅ if and only if there exists (푦0, 휇0) ∈ 푌 × 퐼푅
such that
푓(푥) ≥ 푔(푥, 푦0)− 휇0 ≥ ℎ(푥) + 훼, ∀푥 ∈ 푋.
The ﬁrst inequality implies 휇0 ≥ 푓 푔(푦0) and the second one implies ℎ푔(푦0) ≥
휇0 + 훼. From this
ℎ푔(푦0) ≥ 푓 푔(푦0) + 훼,
which implies, together with (2.33),
훽 ≥ ℎ푔(푦0)− 푓 푔(푦0) ≥ 훼 ≥ 훽.
Therefore 훼 = 훽 and (퐷) has a solution.
ii) It follows by duality, since 푓 ≡ 푓 푔푔 and ℎ ≡ ℎ푔푔. In fact, consider for now
(푃 ) : min
푦∈푌
[푓 푔(푦)− ℎ푔(푦)].
It is clear that the optimal value is 훼′ = −훽 and that 푠푢푝푝푢(ℎ푔 − 훽,퐻) =
푠푢푝푝푢(ℎ푔 +훼
′, 퐻). Now, since 훼′ ∈ 퐼푅 and 푠푢푝푝푙(푓 푔, 퐻)∩ 푠푢푝푝푢(ℎ푔 +훼′, 퐻) ∕= ∅
we are in the same conditions of item i) and we can conclude that 훼′ = 훽 ′ and
the dual problem has a solution, which in this case is as follows
(퐷) : max
푥∈푋
[ℎ푔푔(푥)− 푓 푔푔(푥)]
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and 훽 ′ = sup
푥∈푋
[ℎ푔푔(푥)− 푓 푔푔(푥)]. But 푓 is an abstract-convex function and ℎ is an
abstract-concave function, therefore
(퐷) : max
푥∈푋
[ℎ(푥)− 푓(푥)] ≡ min
푥∈푋
[푓(푥)− ℎ(푥)]
and −훽 ′ = 훼 = inf
푥∈푋
[푓(푥)− ℎ(푥)].□
The condition 푠푢푝푝푙(푓,퐻) ∩ 푠푢푝푝푢(ℎ + 훼,퐻) ∕= ∅ geometrically means that the
epigraph of 푓 and the hypograph of ℎ+훼 (see Proposition 1.5.3) can be separated by
an abstract-aﬃne function. This means: there exists (푦, 휇) ∈ 푌 × 퐼푅 such that
푓(푥) ≥ 푔(푥, 푦)− 휇 ≥ ℎ(푥) + 훼, ∀푥 ∈ 푋.
If we take푋 = 푌 = 퐼푅푛 and 푔(푥, 푦) = ⟨푥, 푦⟩, we would be in the case of the classical
Fenchel’s Duality theorem. As we mentioned at the beginning of this Section, in The-
orem 1.1.13, we found that instead of the condition 푠푢푝푝푙(푓,퐻)∩푠푢푝푝푢(ℎ+훼,퐻) ∕= ∅
there is the following one: 푟푖(푑표푚(푓)) ∩ 푟푖(푑표푚(ℎ)) ∕= ∅. These conditions are not
equivalent. In fact, Rockafellar’s condition implies ours: since 푟푖(푒푝푖(푓))∩ 푟푖(ℎ푦푝(ℎ+
훼)) = ∅, they can be separated properly by a hyperplane (Theorem 11.3, in [31]).
If 푟푖(푑표푚(푓)) ∩ 푟푖(푑표푚(ℎ)) ∕= ∅ then this hyperplane can not be a vertical hyper-
plane and therefore is the graph of an aﬃne function. This aﬃne function belongs to
푠푢푝푝푙(푓퐻) ∩ 푠푢푝푝푢(ℎ + 훼,퐻).
In the following example, we will have that 훼 is ﬁnite, 푠푢푝푝푙(푓,퐻)∩푠푢푝푝푢(ℎ+훼,퐻) ∕= ∅
and 푟푖(푑표푚(푓)) ∩ 푟푖(푑표푚(ℎ)) = ∅.
Example: Consider 푔 : 퐼푅2 → 퐼푅, 푓, ℎ : 퐼푅→ 퐼푅 as follows:
푔(푥, 푦) := 푥푦,
푓(푥) :=
{
푥2, 푥 ≤ 0
+∞, 푥 > 0.
and
ℎ(푥) :=
{
−∞, 푥 < 0
−푥2, 푥 ≥ 0.
We are in the classical convex duality. It is immediate to see that 푓 is closed convex
and proper, ℎ is closed concave and proper, even more, 푟푖(푑표푚(푓))∩ 푟푖(푑표푚(ℎ)) = ∅.
Since 푑표푚(푓) ∩ 푑표푚(ℎ) = {0} we can consider
(푃 ) : min
푥∈퐼푅
[푓(푥)− ℎ(푥)].
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It is clear that
푓(푥)− ℎ(푥) :=
{
0, 푥 = 0
+∞, 푥 ∕= 0
therefore, 훼 = 0 (even more, it is attained at 푥 = 0). If we want to calculate
푠푢푝푝푙(푓,퐻) and 푠푢푝푝
푢(ℎ,퐻), thanks to Proposition 1.5.3 we have that
푠푢푝푝푙(푓,퐻) = 푒푝푖(푓
∗) and 푠푢푝푝푢(ℎ,퐻) = ℎ푦푝(ℎ∗).
It is not diﬃcult to prove that 푓 ∗ and ℎ∗ are given by:
푓 ∗(푥∗) :=
⎧⎨⎩
푥∗2
4
, 푥∗ ≤ 0
0, 푥∗ > 0
and
ℎ∗(푥
∗) :=
⎧⎨⎩
−푥
∗2
4
, 푥∗ ≤ 0
0, 푥∗ > 0.
With this
푒푝푖(푓 ∗) ∩ ℎ푦푝(ℎ∗) = {(푥∗, 휇) ∈ 퐼푅2 : 푥∗ ≥ 0, 휇 = 0}.
Furthermore, any point (푥∗0, 휇0) in 푒푝푖(푓
∗) ∩ ℎ푦푝(ℎ∗) ≡ 푠푢푝푝푙(푓,퐻) ∩ 푠푢푝푝푢(ℎ,퐻)
provides us with a solution of
(퐷) : max
푥∗∈퐼푅
[ℎ∗(푥
∗)− 푓 ∗(푥∗)],
namely 푥∗0.
From Theorem 2.7.1 and Corollary 2.7.1 it is clear that the condition 푒푝푖(푓 ∗) +
푒푝푖(ℎ˜∗) being weak* closed implies that 훼 = 훽 and (퐷) has a solution. From this, it
is not diﬃcult to show that 푠푢푝푝푙(푓,퐻) ∩ 푠푢푝푝푢(ℎ+ 훼,퐻) ∕= ∅ where ℎ = −ℎ˜.
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Chapter 3
Strongly Star-Shaped cones
As was mentioned in Section 1.7, a sub-family of the strongly star-shaped cones is
exploited in [35]. By using this sub-family, the authors of [35] extend the results in
[28].
In this Chapter we will show that the sub-family considered in [35] is, in fact,
formed by every proper strongly star-shaped cone in the space 푋 . We will prove it
using the notion of recession cone, see Equation (1.9).
We will give as well a characterisation for every strongly star-shaped cone with
non-empty interior of its kern∗. For doing this, we will need to establish ﬁrst many
results from [34] in arbitrary Banach spaces.
3.1 The set 풦(푋)
The set 풦(푋) is deﬁned in terms of the set 푈(퐾) which is a subset of kern∗퐾 (see
Section 1.7, Deﬁnitions 1.7.2 and 1.7.3). This implies that every 퐾 ∈ 풦(푋) is a
strongly star-shaped cone. We will show now that in fact, if 퐾 ⊂ 푋 is a strongly
star-shaped cone such that cl퐾 ∕= 푋 then 퐾 ∈ 풦(푋). For doing this we need the
following:
Theorem 3.1.1 Let 퐾 ⊈ 푋 be a cone. Then
푈(퐾) = kern∗퐾.
Proof: By deﬁnition, one has 푈(퐾) ⊂ kern∗(퐾) which is equivalent to
(kern∗(퐾))
푐 ⊂ (푈(퐾))푐. The proof of the opposite inclusion is divided in two parts:
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1) 푈(퐾)푐 ⊂ (kern∗퐾)푐 ∪ (kern∗퐾 ∩ (cl퐾 ∩ (−cl퐾))): in fact, take 푢 ∈ 푈(퐾)푐, such
that 푢 ∈ kern∗퐾. Since 푢 /∈ 푈(퐾) there exists 푥푢 ∈ 푋 such that 푥푢 + {푡푢 : 푡 ∈
퐼푅} ⊂ 퐾. It is immediate to see that this last inclusion implies that 푢 and −푢
belong to 퐾∞ and, thanks to Lemma 1.4.2 item v), it can be seen that 푢 and
−푢 belong to cl퐾.
2) kern∗퐾 ∩ (cl퐾 ∩ (−cl퐾)) = ∅: suppose that there exists 푢 ∈ kern∗퐾 ∩ (cl퐾 ∩
(−cl퐾)). Then, −푢 ∈ cl퐾. If −푢 ∈ bd(퐾), then {0,−푢} ⊂ bd(퐾)∩ (푢+푅−푢),
and since 푢+푅−푢 intersects bd(퐾) more than once, 푢 /∈ kern∗퐾. This contradic-
tion proves that −푢 ∈ int퐾. Consider 휀 > 0 such that 퐵(푢, 휀), 퐵(−푢, 휀) ⊂ 퐾
(푢 ∈ int퐾 thanks to the deﬁnition of kern∗). Since 0 /∈ int퐾, there exists
푦 ∈ 퐵
(
0,
휀
4
)
such that 푦 /∈ cl퐾. Deﬁne 푑 = 푦−푢, with this 푢+ 푑 /∈ cl퐾. There
exists 푡1 ∈ (0, 1) such that 푢+ 푡1푑 ∈ bd퐾. Now 푢+2푑 = 푢+2(푦−푢) = −푢+2푦
and −푢+ 2푦 ∈ 퐵(−푢, 휀) ⊂ 퐾 imply that 푢+ 2푑 ∈ int퐾. Therefore there exists
푡2 ∈ (1, 2) such that 푢 + 푡2푑 ∈ bd퐾. We have found that 푢 + 푅푑 intersects the
bd(퐾) more than once, hence 푢 /∈ kern∗퐾, which is a contradiction.
Finally, 푈(퐾)푐 ⊂ (kern∗퐾)푐 and 푈(퐾) = kern∗퐾.□
This theorem implies that
풦(푋) = {퐾 ⊈ 푋 : 퐾 is a closed conic set, with nonempty kern∗퐾}.
However 퐾 is a closed conic set with nonempty kern∗ if and only if 퐾 is a strongly
star-shaped cone by deﬁnition. Henceforth, we can re-deﬁne 풦(푋) as
풦(푋) = {퐾 ⊈ 푋 : 퐾 is a closed conic set, which is a strongly star-shaped cone}.
Remark: The only strongly star-shaped conic set not in 풦(푋) is the whole space
푋 . This is in fact good. Remember that the cones in 풦(푋) are used (in [35]) for
generating pre-order relations (see Deﬁnition 1.7.1), therefore if 퐾 = 푋 the order
relation ર퐾 has no practical use, since in this case one would have that 푥 ર퐾 푦 for
every 푥, 푦 ∈ 푋 .
We have mentioned in Section 1.7 that in [35] the set 푈(퐾) for a 퐾 ∈ 풦(푋) is
very important for ﬁnding a characterization of minimal points and two diﬀerent ways
of scalarization for some Vector Optimization Problems (see Sections 5-8 of the re-
ferred paper). Thanks to Theorem 3.1.1, it is clear now that the strongly star-shaped
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property of 퐾 is actually the most important one.
Now, it would be interesting to see under which additional conditions Propo-
sition 1.7.5 will give us that kern∗퐾 =
푚∩
푖=1
kern∗퐾푖. For example in 퐼푅
2 consider
퐾1 = {푥 : 2푥1 ≥ 푥2, 푥1 ≥ 0, 푥2 ≥ 0} and 퐾2 = {푥 : 12푥1 ≤ 푥2, 푥1 ≥ 0, 푥2 ≥ 0}. It
is immediate to see that 퐾 = 퐾1 ∪퐾2 = 퐼푅2+ and kern∗퐾 ∕= kern∗퐾1∩ kern∗퐾2 (see
Figure 3.1).
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Figure 3.1: 퐾1 and 퐾2
The following result gives a suﬃcient condition that one may impose to the sets
퐾푖.
Proposition 3.1.2 Let 퐾푖 ∈ 풦(푋), 푖 = 1, . . . , 푚 and
푚∩
푖=1
kern∗퐾푖 ∕= ∅. Let 퐾 =
푚∪
푖=1
퐾푖. If for every 푢 /∈ kern∗퐾푖 there exists 푥푖,푢 ∈ 푋 such that 푝푢,퐾푖(푥푖,푢) = −∞ for
each 푖 ∈ {1, . . . , 푚} then 퐾 ∈ 풦(푋) and
푚∩
푖=1
kern∗퐾푖 = kern∗퐾.
Proof: Thanks to Proposition 1.7.5 we already have that
푚∩
푖=1
kern∗퐾푖 ⊂ kern∗퐾.
Take now 푢 ∈ kern∗퐾 and suppose that 푢 /∈
푚∩
푖=1
kern∗퐾푖. There exists 푖0 ∈ {1, . . . , 푚}
such that 푢 /∈ kern∗퐾푖0 , even more, there exists 푥푖0,푢 ∈ 푋 such that 푝푢,퐾푖0 (푥푖0,푢) = −∞.
However, from Proposition 1.7.2 item ii), −∞ < 푝푢,퐾(푥푖0,푢) but
−∞ < 푝푢,퐾(푥푖0,푢) = min
푖
푝푢,퐾푖(푥푖0,푢) ≤ 푝푢,퐾푖0 (푥푖0,푢) = −∞
and thus a contradiction occurs. Therefore
푚∩
푖=1
kern∗퐾푖 = kern∗퐾.□
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Remark: If we consider an arbitrary family of strongly star-shaped cones instead
of a ﬁnite one, we may not have that
∩
푖∈퐼
kern∗퐾푖 ⊂ kern∗퐾. The reason for this is
that for the proof of Proposition 1.7.5, in [35], it is important that the function 푝푢,퐾
is continuous. Since this function is the minimum of a ﬁnite number of continuous
functions, namely 푝푢,퐾 = min
푖
푝푢,퐾푖, then the aﬃrmation follows. By using an arbi-
trary family of cones, this minimum becomes an inﬁmum of functions and we will not
necessarily have that the function 푝푢,퐾 is continuous.
Let us put in evidence that there exists a strongly star-shaped cone, 퐾, in 풦(푋)
such that for every 푢 /∈ kern∗퐾 there exists 푥푢 ∈ 푋 such that 푝푢,퐾(푥푢) = −∞.
Consider for example, 퐻 ⊂ 푋 a half space of 푋 , which means that there exists a
continuous linear functional 푎∗ such that
퐻 := {푥 ∈ 푋 : 푎∗(푥) ≥ 0}.
It is immediate to see that every half space 퐻 ⊂ 푋 is a convex closed cone and
kern∗퐻 = int퐻 = {푥 ∈ 푋 : 푎∗(푥) > 0}. For 푢 ∈ int퐻 calculate 푝푢,퐻(푥), for 푥 ∈ 푋
ﬁxed:
푝푢,퐻(푥) = inf[휆 ∈ 퐼푅 : 휆푢− 푥 ∈ 퐻 ].
Nevertheless, 휆푢− 푥 ∈ 퐻 if and only if
푎∗(휆푢− 푥) ≥ 0 =⇒ 휆푎∗(푢) ≥ 푎∗(푥),
since 푢 ∈ int퐻 , then 푎∗(푢) > 0 and
휆 ≥ 푎
∗(푥)
푎∗(푢)
.
Therefore 푝푢,퐻(푥) =
푎∗(푥)
푎∗(푢)
. Since 푥 ∈ 푋 was ﬁxed arbitrarily,
푝푢,퐻(푥) =
푎∗(푥)
푎∗(푢)
, ∀푥 ∈ 푋.
Take now 푢 /∈ int퐻 and calculate 푝푢,퐻(푢):
푝푢,퐻(푢) = inf{휆 ∈ 퐼푅 : (휆− 1)푢 ∈ 퐻}.
However, 푎∗(푢) ≤ 0, thus 휆1푎∗(푢) = 푎∗(휆1푢) ≥ 0, for every 휆1 < 0. Therefore
푝푢,퐻(푢) = −∞.
We can summarize this as follows:
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Corollary 3.1.1 Let 퐻푖 ⊂ 푋 be half spaces for every 푖 = 1, . . . , 푚 with
푚∩
푖=1
int퐻푖 ∕= ∅. Take 퐾 =
푚∪
푖=1
퐻푖. Then 퐾 ∈ 풦(푋) and
푚∩
푖=1
int퐻푖 = kern∗퐾.
It is easy to express the additional assumption imposed on each 퐾푖 in another way.
Proposition 3.1.3 Consider 퐾 ∈ 풦(푋). The following are true:
1) Take 푢 ∈ 푘푒푟푛∗퐾, then 퐾 = {−푥 : 푝푢,퐾(푥) ≤ 0}.
2) For each 푢 /∈ kern∗퐾 there exists 푥푢 such that 푝푢,퐾(푥푢) = −∞ if and only if
{푥 : 푝푢,퐾(푥) > 0} ⊂ kern∗퐾.
Proof:
1) Thanks to Proposition 1.7.1 item 3
−푥 ∈ 퐾 ⇐⇒ 휆푢− 푥 ∈ 퐾, ∀휆 ≥ 0⇐⇒ 푝푢,퐾(푥) ≤ 0.
Thus 퐾 = {−푥 : 푝푢,퐾(푥) ≤ 0}.
2) Assume that for each 푢 /∈ kern∗퐾 there exists 푥푢 such that 푝푢,퐾(푥푢) = −∞.
The latter equality implies that for every 휆 > 0, −푥푢 + 휆(−푢) ∈ 퐾. Then
−푢 ∈ 퐾∞ = 퐾 (see Equation (1.9)). This occurs for every 푢 /∈ kern∗퐾, therefore
−((kern∗퐾)푐) ⊂ 퐾
which is equivalent to
{푥 : 푝푢,퐾(푥) > 0} = (−퐾)푐 ⊂ kern∗퐾.
For the converse
{푥 : 푝푢,퐾(푥) > 0} = (−퐾)푐 ⊂ kern∗퐾 =⇒ (kern∗퐾)푐 ⊂ −퐾,
it is immediate then that 푝푢,퐾(푢) = −∞ for every 푢 /∈ kern∗퐾.
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3.2 Some technical results
We would like to give a characterization for a sub-family of 풦(푋). In order to do
it, we need to point out ﬁrst that Propositions 1.7.6 - 1.7.10 are still valid in Banach
spaces. Remark 5.8 of [34] gives a deﬁnition of min-sublinear function valid in Banach
spaces which is important for the next results:
Deﬁnition 3.2.1 A function 푓 : 푋 → 퐼푅 is called min-sublinear if for each 푥 ∈ 푋
there exists a continuous sublinear function 푝푥 (i.e. sup{∣푝푥(푧)∣ : ∥푧∥ = 1} < +∞)
such that 푝푥(푦) ≥ 푓(푦) for all 푦 ∈ 푋 and 푝푥(푥) = 푓(푥).
The following propositions extend Propositions 1.7.6-1.7.8 to Banach spaces. Be-
cause the same proofs as those given in [34] can be used for the more general setting
of Banach spaces, we omit them here. We are taking into consideration Deﬁnition
3.2.1.
Proposition 3.2.1 A positively homogeneous function 푓 : 푋 → 퐼푅 is min-sublinear
if and only if for any 푧 ∈ 푋 there exists a number 푘푧 > 0 such that
푓(푥)− 푓(푧) ≤ 푘푧∥푥− 푧∥ for all 푥 ∈ 푋.
Proposition 3.2.2 Let 푓 be a positively homogeneous Lipschitz function deﬁned on
푋 with a Lipschitz constant 퐿. Let 푆 = {푥 : ∥푥∥ = 1} be the unit sphere. Then there
exists a family (푝푧)푧∈푆 of sublinear functions such that:
1) 푓(푥) = min
푧∈푆
푝푧(푥) for all 푥 ∈ 푋.
2) 푝푧(푥) ≤ 푓(푧) + 퐿∥푥− 푧∥ for all 푥 ∈ 푋.
Proposition 3.2.3 Let 푈 be a radiant subset of 푋 and 0 ∈ 푖푛푡 푘푒푟푛푈 . Then there
exist 휀 > 0 and a family of convex closed sets (퐾푢)푢∈푈 such that:
1) 푢 ∈ 퐾푢 and 퐵(0, 휀) ⊂ 퐾푢 for all 푢 ∈ 푈 .
2) 푈 =
∪
푢∈푈
퐾푢.
Now, we present the extension of Proposition 1.7.9. We will follow the proof of
Theorem 5.2 of [34] considering Deﬁnition 3.2.1. The main diﬀerence of this proof
with the one in [34] is the fact that a sublinear function deﬁned in the unit Sphere,
of an arbitrary Banach space, could not attain its supremum.
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Proposition 3.2.4 Let 푈 be a closed radiant subset of 푋. The Minkowski gauge of
the set 푈 , 휇푈(푥) = inf{휆 > 0 : 푥 ∈ 휆푈}, is Lipschitz if and only if there exists 휀 > 0,
a set of indices 푇 and a family (푈푡)푡∈푇 of convex sets containing the ball 퐵(0, 휀) such
that
푈 = 푐푙
∪
푡∈푇
푈푡.
Proof: Assume that there exist 휀 > 0, a set of indices 푇 and a family of convex sets
푈푡 such that
푈 = 푐푙
∪
푡∈푇
푈푡
and 퐵(0, 휀) ⊂ 푈푡 for all 푡 ∈ 푇 . Let 휇푡 be the Minkowski gauge of the set 푈푡. The
convexity of 푈푡 implies the sublinearity of 휇푡 for every 푡. Since 퐵(0, 휀) ⊂ 푈푡, from
Deﬁnition 1.7.6 it follows that that
휇푡(푥) ≤ 휇퐵(0,휀)(푥) = 1
휀
∥푥∥
for every 푡 ∈ 푇 and therefore every 휇푡, 푡 ∈ 푇 , is a Lipschitz function with Lipschitz
constants uniformly bounded by 1/휀. Thanks to Proposition 5.4 of [34] the function 휇푈
coincides with the closure (Deﬁnition 1.1.6) of inf
푡∈푇
휇푡. Since the Lipschitz constants of
the functions 휇푡 are uniformly bounded, it follows that the function inf
푡∈푇
휇푡 is Lipschitz.
Thus 휇푈 coincides with this function and therefore 휇푈 is Lipschitz.
On the other hand, let the Minkowski gauge 휇푈 of the set 푈 be Lipschitz with
a Lipschitz constant 퐿. Applying Proposition 3.2.2, we can ﬁnd a ﬁnite sublinear
function 푝푧 for each 푧 ∈ 푆 (the unit sphere), such that
휇푈(푥) = min
푧∈푆
푝푧(푥), for all 푥 ∈ 푋 (3.1)
and
휇푈(푧) + 퐿∥푥− 푧∥ ≥ 푝푧(푥), for all 푥 ∈ 푋. (3.2)
Consider the convex set 푈푧 = {푦 : 푝푧(푦) ≤ 1}. It follows from Proposition 5.2 of [34]
that 푝푧 is the Minkowski gauge of 푈푧. Combining (3.1) and Proposition 5.4 of [34] we
conclude that
푈 = cl
∪
푧∈푆
푈푧.
Applying (3.2) we deduce that for 푧 ∈ 푆
∥푝푧∥ = sup
푦∈푆
푝푧(푦) ≤ sup
푦∈푆
(휇푈(푧) + 퐿∥푦 − 푧∥) ≤푀,
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where 푀 = ∥휇푈∥ + 2퐿 with ∥휇푈∥ = sup
푦∈푆
휇푈(푦) (which is not +∞ since 0 ≤ 휇푈(푥) ≤
퐿∥푥∥ because 휇푈 is Lipschitz). Thus the Lipschitz constants ∥푝푧∥ of the functions
푝푧 are uniformly bounded for all 푧 ∈ 푆. Since 푝푧(푦) ≤ 푀∥푦∥ for all 푦 ∈ 푋 and the
function 푦 7→푀∥푦∥ is the Minkowski gauge of the ball 퐵(0, 1/푀) it follows that
퐵(0, 1/푀) ⊂ 푈푧, for all 푧 ∈ 푆.□
Proposition 1.7.10 corresponds to Theorem 5.3 of [34]. In their proof it is needed
Theorem 5.2 which we have just extended to Banach spaces (Proposition 3.2.4). Before
we give Proposition 3.2.6 which is the extension of Proposition 1.7.10, let us quote
Proposition 5.16 of [34] which is still valid in Banach spaces.
Proposition 3.2.5 Let 퐴 a star-shaped set. Then cl퐴 is star-shaped as well and
cl(kern 퐴) ⊂ kern(cl퐴).
Proposition 3.2.6 Let 푈 ⊂ 푋 be a closed radiant set. Then the Minkowski gauge
휇푈 of the set 푈 is Lipschitz if and only if 0 ∈ 푖푛푡 푘푒푟푛푈 .
Proof: Let 푈 be a closed radiant subset of 푋 and there exists 휀 > 0 such that
퐵(0, 휀) ⊂ kern푈 . It follows from Proposition 3.2.3 that
푈 =
∪
푢∈푈
퐾푢, (3.3)
where 퐾푢 is convex and contains the ball 퐵(0, 휀). It follows from Proposition 3.2.4
and Equation (3.3) that 휇푈 is Lipschitz.
Assume now that 휇푈 is Lipschitz. Applying Proposition 3.2.4 we can ﬁnd 휀 > 0
and a family (푈푡)푡∈푇 of convex sets such that 푈 =cl푈
′, where 푈 ′ =
∪
푡∈푇
푈푡 and
퐵(0, 휀) ⊂ 푈푡. Let 푢 ∈ 푈 ′. Then there exists 푡 ∈ 푇 such that 푢 ∈ 푈푡. Since 푈푡
is convex, 휆푢+ (1− 휆)푦 ∈ 푈푡 ⊂ 푈 for all 푦 ∈ 퐵(0, 휀) and 휆 ∈ (0, 1). Thus 퐵(0, 휀) ⊂
kern푈 ′ ⊂ cl(kern푈 ′). It follows from Proposition 3.2.5 that cl(kern푈 ′) ⊂ kern(cl푈 ′) =
kern푈 . Hence 퐵(0, 휀) ⊂ kern푈 .□
Let us show now some more properties which are going to be useful for the main
result of next Section, Theorem 3.3.1. Recall the set 퐶퐾 := (int퐾)푐 (from Proposition
1.7.4).
Proposition 3.2.7 Let 퐾,퐾1, 퐾2 be conic sets of 푋 such that their closures belong
to 풦(푋) (i.e. cl퐾 ∈ 풦(푋)).
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1) Take 푢 ∈ 푋. If 퐾1 ⊂ 퐾2 then 푝푢,퐾2 ≤ 푝푢,퐾1. Furthermore, if 푢 ∈ 푘푒푟푛∗퐾1 ∩
푘푒푟푛∗퐾2 then the converse is true (푝푢,퐾2 ≤ 푝푢,퐾1 implies 퐾1 ⊂ 퐾2).
2) kern∗퐾 = kern∗(cl퐾).
3) If 푢 ∈ kern∗퐾 then 푝푢,퐾 ≡ 푝푢,cl퐾.
Proof:
1) Given 푥 ∈ 푋 and any 휆 > 푝푢,퐾1(푥), we have thanks to Proposition 1.7.1 item 3
and Equation (1.12) that 휆푢 − 푥 ∈ 퐾1 ⊂ 퐾2. Then 푝푢,퐾2(푥) ≤ 푝푢,퐾1(푥). Since
푥 ∈ 푋 was chosen arbitrarily this inequality is valid for every 푥 ∈ 푋 .
Now consider 푢 ∈ 푘푒푟푛∗퐾1∩푘푒푟푛∗퐾2 and 푝푢,퐾2 ≤ 푝푢,퐾1. Thanks to Proposition
3.1.3 item 1
퐾푖 = {−푥 : 푝푢,퐾푖(푥) ≤ 0}, for 푖 = 1, 2.
Thus, take −푥 ∈ 퐾1 then
0 ≥ 푝푢,퐾1(푥) ≥ 푝푢,퐾2(푥)
which means that −푥 ∈ 퐾2 and we have 퐾1 ⊂ 퐾2.
2) This is immediate from the deﬁnition of kern∗ (Deﬁnition 1.7.2 item ii) and from
the following: int퐾 = int cl퐾 and bd퐾 = bd cl퐾.
3) Since 퐾 ⊂ cl퐾, then (item 1) 푝푢,cl퐾 ≤ 푝푢,퐾 . Let us suppose that there exists
푥0 ∈ 푋 such that 푝푢,cl퐾(푥0) < 푝푢,퐾(푥0). Then
−푝푢,퐾(푥0) < −푝푢,cl퐾(푥0) (3.4)
from Proposition 1.7.4
−푝푢,cl퐾(푥0) = 푝−푢,퐶퐾(푥0). (3.5)
Thanks to Proposition 1.7.1 item 3 we have the following:
푝푢,퐾(푥0) = sup[휆 : 휆푢− 푥0 ∈ 퐾푐] = sup[−휆 : −휆푢− 푥0 ∈ 퐾푐]
= − inf[휆 : 휆(−푢)− 푥0 ∈ 퐾푐] = −푝−푢,퐾푐(푥0). (3.6)
Using (3.5) and (3.6) in (3.4), we have that 푝−푢,퐾푐(푥0) < 푝−푢,퐶퐾(푥0). However,
since int퐾 ⊂ 퐾 then 퐾푐 ⊂ 퐶퐾 and thanks to item 1, 푝−푢,퐶퐾(푥) ≤ 푝−푢,퐾푐(푥)
for every 푥 ∈ 푋 , in particular for 푥0, a contradiction. From this, 푝푢,퐾 ≡ 푝푢,cl퐾 .□
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Remark: Since 푈(퐾) = kern∗퐾 (Theorem 3.1.1), Proposition 1.7.1 remains valid
even if 푢 ∈ kern∗퐾 and 퐾 is a conic set not necessarily closed such that cl퐾 ⊈ 푋 .
The only diﬀerence we need to point out appears in item 3: the set Λ푥 = {휆 ∈ 퐼푅 :
휆푢− 푥 ∈ 퐾 is a segment of the form (휆푥,+∞) with 휆푥 > −∞.
The following example shows that the converse of the ﬁrst statement in Proposi-
tion 3.2.7(1) is not true in general.
Example: Consider 푢 = (1, 0) ∈ 퐼푅2 and 퐾1, 퐾2 ∈ 풦(퐼푅2) given by Figure 3.2.
In this case, we have that 푝푢,퐾2(푥) ≤ 푝푢,퐾1(푥) and 퐾1 ∩퐾2 = {0}.
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Figure 3.2: Example were 푢 /∈ kern∗퐾1∩ kern∗퐾2
3.3 Characterization of a sub-family of 풦(푋)
Thanks to all the results given in the previous Section, we can ﬁnally show the fol-
lowing:
Theorem 3.3.1 Let 퐾 ∈ 풦(푋). The interior of kern∗퐾 is non-empty, if and only if
there exist 푢 ∈ 푋, 휀 > 0 and (퐾휆)휆∈퐼 non-empty closed convex cones with
퐵(푢, 휀) ⊂ 퐾휆, for all 휆 ∈ 퐼,
such that
퐾 = 푐푙
∪
휆
퐾휆.
Furthermore, 푢 ∈ 푖푛푡(푘푒푟푛∗퐾) and
푝푢,퐾 ≡ inf
휆
푝푢,퐾휆.
Proof: Let 푢 ∈ int(kern∗퐾). There exists 휀 > 0 such that 퐵(푢, 휀) ⊂ kern∗퐾 ⊂
kern퐾. It follows from the deﬁnition of kern퐾 (Deﬁnition 1.7.2 item i) that
휆푎+ (1− 휆)푥 ∈ 퐾
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for all 푎 ∈ kern퐾, 푥 ∈ 퐾 and 휆 ∈ (0, 1). Since 퐵(푢, 휀) ⊂ kern퐾 and the latter set is
convex (see [34] and references therein), then for every 푥 ∈ 퐾 the closed convex hull
of the set {푥} ∪ 퐵(푢, 휀) is contained in kern퐾. Thus
푐표 ({푥} ∪퐵(푢, 휀)) ⊂ kern퐾 ⊂ 퐾.
Hence, consider 퐾푥 ⊂ 퐾 the cone generated by this closed convex hull. Then 푥 ∈ 퐾푥,
for all 푥 ∈ 퐾 and therefore
퐾 ⊂
∪
푥∈퐾
퐾푥 ⊂ 퐾,
퐾 = 푐푙 퐾 ⊂ 푐푙
∪
푥∈퐾
퐾푥 ⊂ 푐푙 퐾 = 퐾.
This means 퐾 = 푐푙
∪
푥
퐾푥 and 퐵(푢, 휀) ⊂ (퐾푥), for all 푥 ∈ 퐾.
For the converse, 퐾 is a closed cone, it remains to prove that int(kern∗퐾) ∕= ∅.
Propositions 3.2.4 and 3.2.6 imply that the Minkowski gauge of 퐾 − 푢 is a Lip-
schitz function and 0 ∈ int(kern(퐾 − 푢)), respectively. But int(kern(퐾 − 푢)) =
int(kern∗(퐾−푢)) (Proposition 5.18 and Remark 5.9 in [34]), therefore 푢 ∈ int(kern∗퐾)
and 퐾 ∈ 풦(푋). Finally, since 퐾 = 푐푙
∪
휆
퐾휆 and 푢 ∈ kern∗퐾 = kern∗
∪
휆
퐾휆, thanks
to Proposition 3.2.7 item 3 we have the following:
푝푢,퐾 ≡ 푝푢,∪휆퐾휆 ≡ inf휆 푝푢,퐾휆.□
The next result gives a relationship between kern∗(cl(퐾
푐)) and kern∗퐾 when 퐾 ⊂
푋 is a closed convex cone with nonempty interior.
Lemma 3.3.2 Let 퐾 ⊊ 푋 be a closed convex cone with nonempty interior and con-
sider 퐶퐾 = (푖푛푡퐾)푐. Then
푘푒푟푛∗퐶퐾 = 푖푛푡(−퐾).
Proof: Since 퐾 ∕= 푋 , −퐾 = {푥 ∈ 푋 : −푥 ∈ 퐾} is a closed convex cone (int(−퐾) =
− int퐾) which is contained entirely in 퐶퐾. In fact, if −퐾 /⊂ 퐶퐾 then there exists
푦 ∈ 퐾 such that −푦 ∈ −퐾∩ int퐾 and 0 ∈ int퐾 (see Theorem Theorem 1.1.2) and
therefore퐾 = 푋 which is a contradiction. We need to show that int(−퐾) ⊂ kern∗퐶퐾.
We need that 푢+푅푥 does not intersect bd퐶퐾 more than once for every 푢 ∈ int(−퐾)
and 푥 ∈ 푋 . Fix 푢 ∈ int(−퐾) and consider the following cases:
a) if 푥 ∈ −퐾: since −퐾 is a convex cone it is easy to prove that 푢 + 푅푥 ⊂
int(−퐾) ⊂ int퐶퐾.
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b) if 푥 ∈ 퐶퐾 ∖ (−퐾): suppose that 푢 + 푅푥 intersects bd퐶퐾. This implies that
there exists 푡 > 0 and 푦 ∈ bd퐶퐾 = bd퐾 ⊂ 퐾 such that 푢+푡푥 = 푦, which means
that 푥 =
푦 − 푢
푡
. However since 푢 ∈ int(−퐾), then −푢 ∈ int퐾 and therefore
푦 − 푢 ∈ int퐾 (there exists 휀 > 0 such that 퐵(−푢, 휀) ⊂ 퐾 then 퐵(푦 − 푢, 휀) =
푦 + 퐵(−푢, 휀) ⊂ 푦 + 퐾 ⊂ 퐾). This leads to 푥 ∈ int퐾, a contradiction. Thus,
푢+푅푥 ⊂ int퐶퐾.
c) if 푥 ∈ 퐶퐾푐 = int퐾: 푢 + 푅푥 intersects bd퐶퐾, if not 푥 ∈ (퐶퐾)∞ = 퐶퐾,
see Equation (1.9). Now suppose that there exist 푦1, 푦2 ∈ 푢 + 푅푥∩ bd퐶퐾,
푦1 ∕= 푦2. This implies that there exist 0 < 푡1 < 푡2 such that 푦1 = 푢 + 푡1푥,
푦2 = 푢+ 푡2푥 = (푢+ 푡1푥)+ (푡2− 푡1)푥 the latter implies 푦2 = 푦1+(푡2− 푡1)푥. Since
푥 ∈ int퐾 and 푦1 ∈ bd퐶퐾 = bd퐾 then 푦2 ∈ int퐾, a contradiction.
These three items imply that int(−퐾) ⊂ kern∗퐶퐾. Now take 푢 ∈ kern∗퐶퐾∖ int(−퐾).
Then 푢 /∈ bd(−퐾), otherwise −푢 ∈ bd퐾 = bd퐶퐾 and 푢+푅−푢 will intersect bd퐶퐾
more than once, namely in 0 and −푢. Nevertheless, kern∗퐶퐾 is convex (see [37])
therefore take 푢1 ∈ int(−퐾) and [푢1, 푢] the segment which goes from 푢1 to 푢, we
have that [푢1, 푢] ∈ kern∗퐶퐾 but since 푢1 ∈ int(−퐾) and 푢 /∈ int(−퐾) then[푢1, 푢]∩
bd(−퐾) ∕= ∅, a contradiction. Finally, kern∗퐶퐾 = int(−퐾).□
The next Proposition answers, under certain assumptions, an interesting question:
how many cones have the same kern∗?
Proposition 3.3.3 Let 퐾 ⊈ 푋 be a closed convex cone with non empty interior and
퐿 a closed cone, such that −퐾 ⊂ 퐿 ⊂ (푖푛푡퐾)푐 and kern∗퐿 = int(−퐾). If 퐿 is convex
then 퐿 = −퐾 and if 퐿푐 is convex then 퐿 = (푖푛푡퐾)푐.
Proof: Suppose ﬁrst that 퐿 is convex, then kern∗퐿 = int퐿 = int(−퐾), which implies
퐿 = −퐾. On the other hand, if 퐿푐 is a convex cone, since 퐿 is closed then 퐿푐 is an
open convex cone. Consider 푄 = cl 퐿푐, then 퐿 = (int 푄)푐. Hence, (thanks to the
previous Lemma) kern∗퐿 = int(−푄) = int(−퐾), which implies that 퐾 = 푄 and thus
퐿 = (int퐾)푐.□
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Chapter 4
Conclusions and Further Research
At the beginning of our work we were looking for a duality scheme for non-convex
optimization problems which resembles to the scheme for convex problems introduced
by Fenchel and Rockafellar. By using the generalized conjugation theory and our
G-coupling functions, we have accomplished this goal.
Strong points about this scheme are the fact that it is stable and it naturally in-
duces a generalized Lagrangian (Theorems 2.3.6 and 2.4.2). While this scheme does
not generate the one by Fenchel and Rockafellar, it is important to notice that if the
problem is convex, the best dual approach or Lagrangian approach is the one gener-
ated by the Fenchel conjugate.
Another good characteristic of our duality scheme is that it can be used for the
Equilibrium problem. By doing this, we can now study diﬀerent optimization prob-
lems (like the Variational Inequality Problem and the Vector Optimization Problem)
by means of a Dual problem and a generalized Lagrangian. In this work we put in
evidence the ﬁrst steps in this direction.
We wanted to ﬁnd an equivalent result of Fenchel’s Duality by means of our G-
coupling functions. Even though we did not get this result, we presented in this work
our geometrical interpretation of what this duality theorem should satisfy in a more
general setting.
We were interested as well in the strongly star shaped cones. A sub-family of these
cones have been used in [35] for solving vector optimization problems. We proved in
this work that this sub-family in fact represents the whole family of proper closed
90
strongly star-shaped cones (Theorem 3.1.1). We have even showed a characterization
for a sub-family of these cones.
In the future, we would like to exploit further the duality scheme for the Equilib-
rium problem to study the Variational Inequality problem. We would like as well to
ﬁnd the connection between our scheme for the minimization problem and a gener-
alized version of Fenchel’s duality theorem. In the study of the strongly star-shaped
cones, we intend to complete the characterization of them and to reﬁne the techniques
used by [35] for the vector optimization problem.
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