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Abstract
In the ﬁelds of data mining and knowledge discovery, many semistructured data such as HTML/XML ﬁles are represented by
rooted trees t such that all children of each internal vertex of t are ordered and t has edge labels. In order to represent structural
features common to such semistructured data, we propose a linear ordered term tree, which is a rooted tree pattern consisting of
ordered tree structures and internal structured variables with distinct variable labels. For a set of edge labels , let OTT be the set of
all linear ordered term trees. For a linear ordered term tree t in OTT, the term tree language of t, denoted by L(t), is the set of all
ordered trees obtained from t by substituting arbitrary ordered trees for all variables in t. Given a set of ordered trees S, the minimal
language problem for OTTL ={L(t) | t ∈ OTT} is to ﬁnd a linear ordered term tree t in OTT such that L(t) is minimal among
all term tree languages which contain all ordered trees in S. We show that the class OTTL is polynomial time inductively inferable
from positive data, by giving a polynomial time algorithm for solving the minimal language problem for OTTL.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In the ﬁelds of data mining and knowledge discovery, many researchers have developed techniques based on machine
learning for analyzing electronic data. Many semistructured data such as HTML/XML ﬁles have tree structures but
have no rigid structure. Such semistructured data are called tree structured data. As our data model for tree structured
data, we use a variant of object exchange model [1]. That is, tree structured data are represented by rooted trees t
such that (i) for every internal vertex v of t, there is a total ordering on the children of v, (ii) every vertex of t has
no label, and (iii) every edge of t has an label such as a tag or a text which appears in tree structured data. Such a
rooted tree is called an ordered tree. Consider the XML ﬁle XML_Sample given in Fig. 1 which is an example of tree
structured data. XML_Sample is represented by the ordered tree T1 such that every edge not adjacent to a leaf has a
tag as its label and every edge adjacent to a leaf has a text between tags as its label. In order to represent structural
features from tree structured data, we propose an ordered term tree, which is a tree pattern t such that (i) t has ordered
tree structures, and (ii) t has some internal structured variables. A variable in an ordered term tree consists of some
number of vertices and it can be substituted by an arbitrary ordered tree. For example, the tree patterns t and s in Fig. 1
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Fig. 1. An XML ﬁle XML_Sample, the ordered tree T1 as a representation of XML_Sample, the trees T2, T3, g1 and g2, and linear ordered term trees
t and s. A variable is drawn by a box with lines to its elements. The label inside a box represents the variable label of the variable. The number on a
vertex denotes the ordering on its siblings.
are ordered term trees. Amoth et al. [2,3] considered the learnabilities of the class of ordered tree patterns under the
into-matching semantics in the query learning model of Angluin [6]. Such an ordered tree pattern is a standard tree
pattern and is also called a ﬁrst order term in formal logic. Since an ordered term tree may have variables consisting
of internal vertices, an ordered term tree is more powerful than an ordered tree pattern. For example, the tree pattern
f (b, x1, g(a, z1), y1) can be represented by the ordered term tree s in Fig. 1, but the term tree t in Fig. 1 cannot be
represented by any ordered tree pattern because t has the internal structured variable which consists of the vertices
v6, v7 and v9. Arimura et al. [7] presented an ordered gapped tree pattern under into-matching semantics. An ordered
gapped tree pattern is incomparable to an ordered term tree, since a gap-variable in an ordered gapped tree pattern does
not exactly correspond to an internal variable in an ordered term tree. An ordered term tree t is said to be linear if all
variable labels in t are mutually distinct. Let  be a set of edge labels. Then, let OTT be the set of all linear ordered
term trees all of which edges are labeled with elements in . For a linear ordered term tree t in OTT, the term tree
language of t, denoted by L(t), is the set of all ordered trees obtained from t by substituting arbitrary ordered trees
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for all variables in t. Consider the examples of the ordered term tree t and the ordered tree T1 in Fig. 1. It holds that
L(t) includes T1, because T1 is obtained from t by replacing variables having the variable labels x1 and x2 in t with
the ordered trees g1 and g2 in Fig. 1, respectively.
Angluin [4,5] and Shinohara [13] gave the framework of inductive inference from positive data and showed that if
a class C has ﬁnite thickness, and the membership problem and the minimal language (MINL, for short) problem for C
are computable in polynomial time then C is polynomial time inductively inferable from positive data. Based on this
framework, in this paper, we consider the polynomial time learnability of the class OTTL = {L(t) | t ∈ OTT} from
positive data. Firstly, we show that OTTL has ﬁnite thickness, that is, for any nonempty ﬁnite set of ordered trees S, the
cardinality of the set {L ∈ OTTL | S ⊆ L} is ﬁnite. Given a term tree t ∈ OTT and an ordered tree T, the membership
problem for OTTL is to decide whether or not the term tree language L(t) of t contains T. In our previous work [21],
we showed that the membership problem for OTTL is solvable in polynomial time. Given a set of ordered trees S, the
MINL problem for OTTL is to ﬁnd an ordered term tree t ∈ OTT such that S ⊆ L(t) and there exists no ordered
term tree t ′ in OTT with S ⊆ L(t ′)L(t), that is, L(t) is minimal in the set {L ∈ OTTL | S ⊆ L}. In other
words, the MINL problem for OTTL is to ﬁnd a minimally generalized ordered term tree whose language contains
all ordered trees in S. Secondly, we present a polynomial time algorithm for solving the MINL problem for OTTL by
using a set of operations, which are sometimes called reﬁnement operators in [8,14]. For example, the ordered term tree
t in Fig. 1 is a minimally generalized ordered term tree such that L(t) ⊇ {T1, T2, T3}, where T1, T2 and T3 are given
in Fig. 1. Finally, we show that the class OTTL is polynomial time inductively inferable from positive data. These
results lead us to construct efﬁcient and effective data mining tools, which have linear ordered term trees in OTT as
knowledge representations from cleaned up tree structured data. In [12], we gave a data mining method based on a part
of theoretical results of this paper.
In [17], we showed that the class {L(t) | t ∈ ROTT} is polynomial time inductively inferable from positive data,
where ROTT denotes the set of all linear ordered term trees t in OTT such that every variable in t consists of just
two vertices of t. The results of this paper are extensions of the work [17]. A linear term tree t is unordered if for
every internal vertex v of t, there exists no total ordering on the children of v, and is unrooted if t does not have the
root. We denote the set of all rooted unordered linear term trees by UTT. In [9,15], we gave some sets of unrooted
unordered linear term trees whose languages are polynomial time inductively inferable from positive data. In the query
learning model of Angluin [6], there are many researches for the learnabilities of ordered tree patterns such as ordered
tree patterns with into-matching semantics [2,3], and ordered gapped tree patterns under into-matching semantics
[7]. In query learning model, we considered the polynomial time learnabilities of OTTL and the polynomial time
learnability of ﬁnite unions of term trees in OTT in [11]. Moreover, in [16], we considered a problem of optimizing
the size of a minimally generalized term tree t in UTT such that the language of t contains all given ordered trees.
This problem is regarded as the optimized version of the MINL problem for UTTL = {L(t) | t ∈ UTT} and is
called the optimized MINL problem for UTTL. In [16], we showed that the optimized MINL problem for UTTL
is NP-complete.
This paper is organized as follows. In Section 2, we deﬁne a linear ordered term tree and a linear term tree language.
In Section 3, we deﬁne the membership problem and the MINL problem for OTTL. As our main result of this paper,
we show that the class OTTL is polynomial time inductively inferable from positive data. In order to prove our
main result, we prove that the class OTTL has ﬁnite thickness in Section 3 and the MINL problem for OTTL is
computable in polynomial time in Section 5. In Section 4, the correctness of a polynomial time algorithm for solving
the MINL problem for OTTL given in Section 5 is shown by giving a minimal subset COTT of OTT such that
{L(t) | t ∈ COTT} = OTTL and for any two distinct linear ordered term tree t and t ′ in COTT, L(t) = L(t ′)
holds. In Section 6, we conclude by discussing related research problems.
2. Preliminaries—term trees and term tree languages
In this section, we give notions of a linear ordered term tree and a language of a linear ordered term tree. Then we
deﬁne the class of term tree languages whose polynomial time learnability is considered in this paper.
Let T = (VT , ET ) be a rooted ordered tree with a vertex set VT and an edge set ET . A list h = [u0, u1, . . . , u]
of  + 1 vertices in VT is called a variable of T if u1, . . . , u is a sequence of consecutive children of u0, i.e., u0 is
the parent of u1, . . . , u and uj+1 is the next sibling of uj for j with any 1j < . We call u0 the parent port of the
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variable h and u1, . . . , u the child ports of h. Two variables h = [u0, u1, . . . , u] and h′ = [u′0, u′1, . . . , u′′ ] are said
to be disjoint if {u1, . . . , u} ∩ {u′1, . . . , u′′ } = ∅.
Deﬁnition 1 (Ordered term trees). Let T = (VT , ET ) be a rooted ordered tree and HT a set of pairwise disjoint
variables of T. An rooted ordered term tree obtained from T and HT is a triplet t = (Vt , Et ,Ht ) where Vt = VT ,
Et = ET −⋃h=[u0,u1,...,u]∈HT {{u0, ui} ∈ ET | 1 i}, and Ht = HT . For two vertices u, u′ ∈ Vt , we say that u is
the parent of u′ in t if u is the parent of u′ in T. Similarly we say that u′ is a child of u in t if u′ is a child of u in T. In
particular, for a vertex u ∈ Vt with no child, we call u a leaf of t. We deﬁne the order of the children of each internal
vertex u in t as the order of the children of u in T. We often omit the description of the rooted ordered tree T and the set
of variables HT because we can ﬁnd them from the triplet t = (Vt , Et ,Ht ).
For example, the rooted ordered term tree t in Fig. 1 is obtained from the rooted ordered tree T = (VT , ET ) and the set
of variables HT deﬁned as follows. VT = {v1, . . . , v11}, ET = {{v1, v2}, {v2, v3}, {v1, v4}, {v4, v5}, {v1, v6}, {v6, v7},
{v7, v8}, {v6, v9}, {v1, v10}, {v10, v11}} with the root v1 and the sibling relation displayed in Fig. 1, and HT = {[v4, v5],
[v6, v7, v9]}.
For any rooted ordered term tree t, a vertex u of t, and two children u′ and u′′ of u, we write u′ <tu u′′ if u′ is smaller
than u′′ in the order of the children of u. We assume that every edge and variable of a rooted ordered term tree is labeled
with some word from a speciﬁc language. A label of a variable is called a variable label.  and X denote a set of
edge labels and a set of variable labels, respectively. We assume that  ∩ X = . We assume that each variable label
x in X has the rank, denoted by rank(x), that is an integer greater than 1 and every variable consisting of k vertices
has a variable label whose rank is k. For a variable h, we denote the variable label of h by x(h). For example, the
variables [v4, v5] and [v6, v7, v9] of t given in Fig. 1 have the variable labels x1 whose rank is 2 and x2 whose rank is
3, respectively. And x1 = x([v4, v5]) and x2 = x([v6, v7, v9]). A rooted ordered term tree t is said to be linear if all
variables in t have mutually distinct variable labels in X.
Note. In this paper, we treat linear rooted ordered term trees only, and then we call a linear rooted ordered term tree a
term tree, simply. In particular, a term tree with no variable is called a ground term tree and considered to be a rooted
ordered tree. Moreover, unless otherwise speciﬁed, we call a rooted ordered tree a tree.
For a term tree t and its vertices v0 and vi , a path from v0 to vi is a sequence v0, v2, . . . , vi of distinct vertices of t
such that for any j with any 0j < i, vj is the parent of vj+1. Such an integer i is called the length of the path from
v0 to vi . For a term tree t = (Vt , Et ,Ht ) and a vertex u in Vt , the length of the path from the root of t to u is called
the depth of u in t and denoted by deptht (u). For a term tree t, the maximal depth of vertices in t is called the height
of t. For a term tree t and two distinct vertices u and w of t, if there exists a path in t from u to w, then u is called an
ancestor of w and w is called a descendant of u. For a subset V ′t of Vt , the least common ancestor of V ′t , denoted by
lcat (V ′t ), is the vertex that is the furthest from the root of t among the common ancestors of all vertices in V ′t .
Let OTT be the set of all term trees t such that every edge in t has an element in  as its label. OT denotes the set
of all ground term trees in OTT.
Let f = (Vf , Ef ,Hf ) and g = (Vg, Eg,Hg) be term trees in OTT and  a bijection from Vf to Vg . We write
f ∼ g if for any vertex u in f which has more than one child, and for any two children u′ and u′′ of u, u′ <fu u′′ if and
only if (u′) <g(u) (u
′′). We say that f and g are isomorphic, denoted by f ≡ g, if there is a bijection  from Vf to
Vg satisfying the following conditions (1)–(4):
(1) the root of f is mapped to the root of g by ,
(2) f ∼ g,
(3) {u, u′} ∈ Ef and u is the parent of u′ if and only if {(u),(u′)} ∈ Eg and (u) is the parent of (u′), and the
two edges {u, u′} and {(u),(u′)} have the same edge label,
(4) [u0, u1, . . . , u] ∈ Hf if and only if [(u0),(u1), . . . ,(u)] ∈ Hg .
We call such a bijection  an isomorphism from f to g. We say that f is a term subtree of g if Vf ⊆ Vg , Ef ⊆ Eg ,
and Hf ⊆ Hg . For a term tree t and a vertex u in t, t[u] denotes the term subtree consisting of the vertex u and all
descendants of u in t. We note that the root of t[u] is the vertex u. The height of the term subtree t[u] is called the height
of u in t and denoted by heightt (u).
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Fig. 2. The term tree f, the tree g and the instance f ′ = f {x := [g, [v0, v5, v2, v10]]} of the term tree f by the substitution {x := [g, [v0, v5,
v2, v10]]}.
Let f and g be term trees which have at least two vertices. Let x be a variable label with rank(x) =  + 1 and
 = [u0, u1, . . . , u] a list of + 1 distinct vertices in g where u0 is the root of g and u1, . . . , u are leaves of g. Then,
the form x := [g, ] is called a binding for x. A new term tree f ′ is obtained by applying the binding x := [g, ] to f in
the following way. If f has no variable labeled with x, then f ′ ≡ f . Otherwise, for the variable h = [v0, v1, . . . , v]
labeled with x, we attach a copy g′ of g to f by removing the variable h from Hf and by identifying the vertices
v0, v1, . . . , v with the vertices u′0, u′1, . . . , u′ of g′, respectively, where the vertices u′0, u′1, . . . , u′ of g′ correspond
to the vertices u0, u1, . . . , u of g, respectively. We deﬁne a new ordering <f
′
v on every vertex v in f ′ such that <f
′
v
satisﬁes the following ordering conditions. Suppose that v has more than one child and let v′ and v′′ be two children
of v in f ′. We remark that vi = ui for any 0 i.
(1) If v, v′, v′′ ∈ Vg and v′ <gv v′′, then v′ <f
′
v v
′′
.
(2) If v, v′, v′′ ∈ Vf and v′ <fv v′′, then v′ <f
′
v v
′′
.
(3) If v = v0(= u0), v′ ∈ Vf − {v1, . . . , v}, v′′ ∈ Vg , and v′ <fv v1, then v′ <f
′
v v
′′
.
(4) If v = v0(= u0), v′ ∈ Vf − {v1, . . . , v}, v′′ ∈ Vg , and v <fv v′, then v′′ <f
′
v v
′
.
A substitution  is a ﬁnite collection of bindings {x1 := [g1, 1], . . . , xn := [gn, n]} such that for any i, j (1 i <
jn), the variable labels xi and xj are distinct and for each i (1 in), the term tree gi has no variable labeled with
any variable label in {x1, . . . , xn}. The term tree f , called the instance of f by , is obtained by applying all the bindings
xi := [gi, i] to f. We note that the root of the term tree f  is the root of f. For example, the term tree f ′ in Fig. 2
is the instance f {x := [g, [v0, v5, v2, v10]]} of f in Fig. 2 by the substitution {x := [g, [v0, v5, v2, v10]]}. In Fig. 2, we
can get the new ordering between vertices u4 and v1 of f ′ from the above ordering condition 3, the new ordering
between v3 and u8 of f ′ from the above ordering condition 4 and so on. Next, let  = {x1 := [g1, [u1, w1]], x2 :=
[g2, [u2, w2, w′2]]} be the substitution, where g1 and g2 are trees in Fig. 1. Then the instance t of the term tree t by 
is the tree T1 in Fig. 1.
Deﬁnition 2 (Term tree languages). Let  be a set of edge labels. The term tree language L(t) of a term tree t ∈
OTT is deﬁned as {s ∈ OT | s ≡ t for a substitution }. The class OTTL of term tree languages is deﬁned as
{L(t) | t ∈ OTT}.
For example, the term tree language L(t) of the term tree t given in Fig. 1 includes the trees T1, T2 and T3 given
in Fig. 1, that is, L(t) ⊇ {T1, T2, T3}. For a set S, |S| denotes the cardinality of S, that is the number of elements
in S.
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3. Polynomial time inductive inference of term tree languages from positive data
In this section, we introduce the framework of inductive inference from positive data given in [4,5,13] and show our
main theorem of this paper.
Let U be a recursively enumerable set to which we refer as a universal set. We call a subset of U a concept. An
indexed family of recursive concepts or simply a class is a triplet C = (C,R, ), where C is a family of nonempty
concepts, R is a recursively enumerable set whose element is called a representation, and  is a surjection from R to C
(i.e., C = {(r) | r ∈ R}) such that there exists a recursive function f : U × R → {0, 1} deﬁned as f (w, r) = 1 if
w ∈ (r), 0 otherwise. This function f is called a membership function. We sometimes do not distinguish C from C.
Let C = (C,R, ) be a class. A positive presentation of a nonempty concept L ∈ C is an inﬁnite sequence w1, w2, . . .
of elements in L such that {w1, w2, . . .} = L. We remark that for a positive presentationw1, w2, . . . of L and any element
w of L, there exists at least one index i such that w = wi . For a positive presentation  = w1, w2, . . . of L and an integer
n1,[n] denotes the’s initial segment of length n. An inductive inference machine (IIM, for short) forC is an effective
procedure M which runs in stages 1, 2, . . . so that in each stage, M requests an example and produces a hypothesis based
on the examples received so far. Let  = w1, w2, . . . be a positive presentation. For a stage n = 1, 2, 3, . . ., M([n])
denotes the hypothesis produced by M at stage n when w1, w2, . . . , wn, that are elements of [n], are successively fed
to M from the 1st stage to the nth stage in this order. An IIM M is responsively working if for any L ∈ C, any positive
presentation  of L and any n1, we have M([n]) ∈ R. And an IIM M is consistently working if for any L ∈ C, any
positive presentation  = w1, w2, . . . of L and any n1 with M([n]) ∈ R, we have {w1, . . . , wn} ⊆ (M([n])).
An IIM is conservatively working if for any L ∈ C, any positive presentation  of L and any n,m with 1n < m
such that M([n]) and M([m]) are in R and M([n]) = M([m]), we have {w1, . . . , wm} ⊆ (M([n])). Moreover,
an IIM M on a positive presentation  = w1, w2, . . . is polynomial time updating if after receiving wi , M produces a
hypothesis within a polynomial time with respect to the size of input received so far, that is the size of [n], for each
stage i = 1, 2, . . . . An IIM M on a positive presentation  is said to converge to a hypothesis r if there is an n1
such that for any mn, M([m]) is r. An IIM M infers a class C = (C,R, ) in the limit from positive data if for any
L ∈ C and any positive presentation  of L, M on  converges to a hypothesis r in R, such that L = (r).
Deﬁnition 3. A class C is polynomial time inductively inferable from positive data if there exists a responsively,
consistently, conservatively working and polynomial time updating IIM which infers C in the limit from positive data.
A class C = (C,R, ) has ﬁnite thickness if for any nonempty ﬁnite set S ⊆ U , the cardinality of {L ∈ C | S ⊆ L}
is ﬁnite. For an element w in U and a representation r in R, the membership problem for C is to decide whether or not
w is included in (r). For a class C = (C,R, ) and a nonempty ﬁnite subset S of U, we say that a representation r ∈ R
is minimal for (S, C) if S ⊆ (r) and (s) (r) implies S ⊆ (s) for any s ∈ R. For a nonempty ﬁnite subset S of U,
the minimal language problem for C is to ﬁnd a representation r ∈ R which is minimal for (S, C).
Consider the IIM INFER given in Fig. 3 which receives an inﬁnite sequence w1, w2, . . . as a positive presentation of
a concept L in C and produces an inﬁnite sequence h1, h2, . . . of hypotheses. Then, Angluin [4,5] and Shinohara [13]
showed the following theorem by using the IIM INFER.
Theorem 4 (Angluin [4,5], Shinohara [13]). If C has ﬁnite thickness, and the membership problem and the MINL
problem for C are computable in polynomial time then C is polynomial time inductively inferable from positive data.
Let be a ﬁnite or inﬁnite alphabet of edge labels. In this paper, we consider the class OTTL as a target of inductive
inference. In this setting, the universal set U is the set OT of all ground term trees, and (t) is the term tree language
L(t) for a term tree t ∈ OTT.
Lemma 5. The class OTTL has ﬁnite thickness.
Proof. Let S be a nonempty ﬁnite subset of OT and T = (VT , ET ) a tree in S. If t = (Vt , Et ,Ht ) is a term tree in
OTT such that L(t) includes T, then
|Vt | |VT | and |Et | + |Ht | |VT | − 1.
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Algorithm INFER;
input: an inﬁnite sequence w1, w2, . . . of elements in L;
output: an inﬁnite sequence h1, h2, . . . of hypotheses;
begin
h0 := “none”; S := ∅;
for i := 1 to ∞ do begin // Stage i
S := S ∪ {wi};
if wi ∈ (hi−1) then
Set hi to be a representation which is minimal for (S, C);
else
hi := hi−1;
output hi
end
end.
Fig. 3. Algorithm INFER.
Moreover the number of all edge labels which appear in T is ﬁnite. Hence |{t ∈ OTT | T ∈ L(t)}| is ﬁnite. Since
{t ∈ OTT | S ⊆ L(t)} =
⋂
T ∈S{t ∈ OTT | T ∈ L(t)}, |{L(t) ∈ OTTL | S ⊆ L(t)}| is ﬁnite. Therefore,
OTTL has ﬁnite thickness. 
We deﬁne the membership problem for OTTL as follows:
Membership Problem for OTTL
Instance: A tree T ∈ OT and a term tree t ∈ OTT.
Question: Is T included in L(t) ?
In [21], by giving a polynomial time matching algorithm which solves the membership problem for OTTL in O(nN)
time where n and N are the numbers of vertices of an input term tree in OTT and an input tree in OT, respectively,
we showed the following lemma.
Lemma 6 (Suzuki [21]). The membership problem for OTTL is computable in polynomial time.
In Section 5, we give a polynomial time algorithm for the minimal language problem for OTTL deﬁned as follows:
Minimal Language (MINL) Problem for OTTL
Instance: A nonempty ﬁnite subset S of OT.
Question: Find a term tree t ∈ OTT which is minimal for (S,OTTL).
Therefore, from Theorem 4, Lemmas 5 and 6 and Theorem 27, we have the following main result of this paper.
Theorem 7. For any set of edge labels, the class OTTL is polynomial time inductively inferable from positive data.
4. A minimal subset of OTT giving OTTL
4.1. Common properties of labeled term trees and unlabeled term trees
Let t be a term tree in OTT. For a vertex u of t, the parent of u is denoted by p(u). For an internal vertex u of t,
we denote by ch(u) the number of children of u and by ft (u) the number of leaves which are descendants of u. Let
Qt(u) = ft (r) − ft (u) where r is the root of t. For a variable h, we denote by cp(h) the number of the child ports of
h. For a substitution , a term tree t and a vertex u of t, we denote by (u) the vertex of the instance t of t by  into
which u is transformed by .
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Deﬁnition 8. A sequence (a1, a2, . . . , am) of m positive integers is generable from a sequence (b1, b2, . . . , bn) of n
positive integers if there exists a sequence (b11, . . . , b1j1 , b21, . . . , b2j2 , . . . , bn1, . . . , bnjn) of m positive integers such
that (1) (a1, . . . , am) = (b11, . . . , b1j1 , b21, . . . , b2j2 , . . . , bn1, . . . , bnjn) and (2) for each i with 1 in, bi1 + bi2+ · · · + biji = bi .
We write (a1, a2, . . . , am)gen(b1, b2, . . . , bn) if (a1, a2, . . . , am) is generable from (b1, b2, . . . , bn). Moreover we
write (a1, a2, . . . , am) =gen (b1, b2, . . . , bn) if (a1, a2, . . . , am)gen(b1, b2, . . . , bn) and (b1, b2, . . . , bn)gen(a1, a2,
. . . , am).
Lemma 9. Let a be an integer with a3 and (b1, b2, . . . , bn) a sequence of n positive integers such that n2
and b1 + b2 + · · · + bn = a. Then there exist two positive integers a(1) and a(2) such that a(1) + a(2) = a and
(a(1), a(2))gen (b1, b2, . . . , bn).
Proof. Obvious. 
Let t be a term tree t in OTT and u an internal vertex of t. Let h1, h2, . . . , hm be a sequence of all variables and
edges whose parent is u and sorted based on the total ordering of the children of u. That is, for 1 < im, hi is the
immediate right variable or edge of hi−1. The child sequence of u, denoted by csq(u), is a sequence (a1, a2, . . . , am)
such that for each i (1 im), ai is deﬁned as follows:
ai :=
{
cp(hi) if hi is a variable,
1 if hi is an edge.
Lemma 10. Let  be a set of edge labels such that ||1. Let t and t ′ be term trees in OTT such that t ∼ t ′ and
 is not an isomorphism from t to t ′. If there exists a vertex u of t such that ch(u)3 and csq(u)gen csq((u)), then
L(t) ⊆ L(t ′).
Proof. Let u be a vertex of t such that ch(u)3 and csq(u)gen csq((u)) and let csq(u) = (a1, a2, . . . , am). In order
to give a substitution  such that t ∈ L(t ′), we consider the three trees g(k)0 , g(k)1 and g(k1,k2)2 and the sequence  of
k + 1 vertices deﬁned as follows. For integers k, k1, k21 such that k1 + k2 = k,
g
(k)
0 = ({v, v1, . . . , vk}, {{v, v1}, . . . , {v, vk}},∅),
g
(k)
1 = ({v,w, v1, . . . , vk}, {{v,w}, {w, v1}, . . . , {w, vk}},∅) and
g
(k1,k2)
2 = ({v,w1, w2, v1, . . . , vk1 , vk1+1, . . . , vk1+k2}, E1 ∪ E2,∅) where
E1 = {{v,w1}, {w1, v1}, . . . , {w1, vk1}} and
E2 = {{v,w2}, {w2, vk1+1}, . . . , {w2, vk1+k2}},
and (k) = [v, v1, v2, . . . , vk]. All edges in g(k)0 , g(k)1 and g(k1,k2)2 are labeled with any label in . We consider the
substitution  such that for any variable h in t,  contains the binding for x(h) deﬁned as follows:
x(h) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
[g(a
(1)
1 ,a
(2)
1 )
2 , 
(a1)] if the parent port of h is u and m = 1,
[g(cp(h))1 , (cp(h))] if the parent port of h is u and m2,
[g(cp(h))0 , (cp(h))] otherwise,
where a(1)1 and a
(2)
2 are two integers such that a
(1)
1 +a(2)2 =a1 and (a(1)1 , a(2)2 )gen csq((u)). In the case of m = 1,
that is csq(u) = (a1) with a13, since there exists the unique variable which has the vertex u as its parent port
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Fig. 4. Descriptions of a variable in a ﬁgure.
and all children of u as its child ports, there exist two integers a(1)1 and a
(2)
1 such that a
(1)
1 + a(2)1 = a1 and
(a
(1)
1 , a
(2)
1 )
gen
csq((u)) from Lemma 9.
We suppose that there exists a substitution ′ such that t ≡ t ′′, that is, t ∈ L(t ′). Let T and T ′ be trees t
and t ′′, respectively. From the deﬁnition of , Qt(u) = QT ((u)) holds, and since t ∼ t ′, Qt(u) = Qt ′((u))
holds. Since the number of leaves of T is equal to the one of t, no binding in ′ can add any leaf to t ′, therefore
Qt ′((u)) = QT ′(′((u))). Hence we have QT ((u)) = QT ′(′((u))).
Since T ≡ T ′, there is an isomorphism 	 from T to T ′. Finally we have the following diagram:
t
−→ t ′
 ↓ ↓ ′
T
	−→ T ′
We note that depthT ((u)) = deptht (u) and heightT ((u)) = heightt (u)+1. Thus 	((u))must be one of the following
vertices:
(1) 	((u)) = ′((u)): Since csq(u)gen csq((u)), there is a child v of (u) such that fT (v) = fT ′(	(v)). This
is a contradiction.
(2) 	((u)) = ′(p((u))): Then we have QT ((u)) = QT ′(′(p((u)))). On the other hand, since ch((u))2,
ch(′(p((u))))2. Therefore QT ′(′((u))) > QT ′(′(p((u)))). Since QT ((u)) = QT ′(′((u))), we have
QT ((u)) > QT ′(
′(p((u)))). This is a contradiction.
(3) 	((u)) = w: Here, w is a vertex in a tree g such that by applying ′ to t ′, g is substituted to a variable in t ′ whose
parent port isp((u)) and one of whose child ports is(u). Then, we haveQT ((u)) = QT ′(w). On the other hand,
since ch(w)2 andw is the parent of ′((u)) inT ′,QT ′(′((u))) > QT ′(w). SinceQT ((u)) = QT ′(′((u))),
we have QT ((u)) > QT ′(w). This is a contradiction.
Therefore (u) cannot be transformed into any vertex by 	. Hence there is no substitution ′ such that t ′′ ≡ t. Then
T ∈ L(t ′), thus L(t) ⊆ L(t ′). 
Let t be a term tree and h = [u, v1, . . . , vk] be a variable in t. In order to describe the variable h in a ﬁgure, we
usually use the quadrangle having the line to u and the lines to all child ports (e.g., Fig. 4(a)). However, when we focus
on the ﬁrst (resp., last) child port v1 (resp., vk) of h, we use a pentagon having the line to u and the line to v1 (resp., vk)
(e.g., Fig. 4(b) (resp., Fig. 4(c))). Moreover, when we focus on any child port v of h, we use a hexagon having the line
to u and the line to v (e.g., Fig. 4(d)). In order to describe that all children of u are child ports of h, we use a hexagon
having the symbol “*” inside of it, the line to u and the line to one of child ports of h (e.g., Fig. 4). Next, let u be an
internal vertex in t and v,w children of u. In order to describe the sibling relation between v and w in a ﬁgure so that
w is the immediate right sibling of v, we use the right arrow from v to w (e.g., Fig. 4(f)).
Moreover, a box k (resp. k ) near u shows that ch(u) is equal to k (resp. is more than or equal to k).
Let 
 be a vertex of a term tree. A local property around a vertex 
 is a collection of conditions of the parent, children,
siblings, ancestors, and descendants of 
. For example, 
 has exactly two children and the parent of 
 connects to 
with
a variable having more than one child port, and so on. We use the descriptions in Fig. 4 to describe such a collections of
conditions. We give an example in Fig. 5 which shows a local property around 
. Let (
) be a local property around u.
Let t = (Vt , Et ,HT ) and u ∈ Vt . We say that t satisﬁes (u) if the parent, children, siblings, ancestors, and descendants
of u satisfy (u). In Fig. 5, t satisﬁes both 1(u) and 2(u), but t does not satisfy 3(u), because all siblings of u are
not contained in one variable. In Appendix A, we give important local properties appearing in this paper. For two term
trees t and t ′, let u and u′ be vertices in t and t ′, respectively. We say that (t, t ′) satisﬁes ((u), ′(u′)) if t satisﬁes (u)
and t ′ satisﬁes ′(u′).
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Fig. 5. Descriptions of local properties around the vertex u of the term tree t.
Fig. 6. The pair (t, t ′) satisﬁes ((u), ′((u))).
Fig. 7. Possibly L(t) ⊆ L(t ′) if ||2.
4.2. Labeled term trees (||2)
In this section, we assume that ||2.
Lemma 11. Let t = (Vt , Et ,Ht ) and t ′ = (Vt ′ , Et ′ , Ht ′) be two term trees in OTT such that t ∼ t ′. If there
exists a vertex u ∈ Vt such that ch(u) = 2, csq(u)gen csq((u)) and (t, t ′) satisﬁes neither (A(u), ′A((u))) nor
(A(u), 
′
A((u))) in Fig. 7, then L(t) ⊆ L(t ′) holds.
Proof. Let u be a vertex of t such that ch(u) = 2 and csq(u)gen csq((u)) hold. Then, we consider all the 16
pairs ((u), ′((u))) in Fig. 8 such that (t, t ′) satisﬁes ((u), ′((u))). For all ((u), ′((u))) in Fig. 8 except
(A(u), ′A((u))) and (A(u), ′A((u))) given in Fig. 7 and ((u), ′((u))) given in Fig. 6, it is easy to see that
L(t) ⊆ L(t ′) holds. Hence, we show that L(t) ⊆ L(t ′) holds if (t, t ′) satisﬁes ((u), ′((u))). If the edge label
 of the edge {u, p(u)} in (u) is different from the edge label 1 of the edge {(u), p((u))} in ′((u)), we have
L(t) ⊆ L(t ′) immediately. Therefore, we suppose  = 1. Let g(k)0 = ({v, v1, . . . , vk}, {{v, v1}, . . . , {v, vk}},∅) be
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a tree and g(2)1 = ({v,w, v1, v2}, {{v,w}, {w, v1}, {w, v2}},∅) a tree such that the edge label of {v,w} is ′ (′ = 1).
And let  = [v, v1, v2] and (k) = [v, v1, . . . , vk]. Then let  be a substitution which contains all the bindings deﬁned
as follows. For a variable h of t,
x(h) :=
⎧⎨
⎩
[g(2)1 , ] if h is the variable which appears in (u),
[g(cp(h))0 , (cp(h))] otherwise.
We suppose that t ∈ L(t ′) holds, i.e. there exists a substitution ′ such that t ≡ t ′′ holds. Then there is an
isomorphism 	 from t to t ′′. Since heightt((u)) = heightt (u) + 1, (u) is transformed into either ′((u)) or
′(p((u))) by 	. However, since ch((u)) = 1, 	 cannot transform (u) into ′((u)). And, since the label of the
edge between (u) and the new vertex w is not identical to either ′(p((u))) or ′((u)), 	 cannot transform (u)
into ′(p((u))). It is a contradiction. 
Lemma 12. Let t = (Vt , Et ,Ht ) and t ′ = (Vt ′ , Et ′ , Ht ′) be two term trees in OTT such that t ∼ t ′. If there exist a
vertex u and its child v in Vt such that [u, v] ∈ Ht and {(u),(v)} ∈ Et ′ then L(t) ⊆ L(t ′) holds.
Proof. Obvious. 
Lemma 13. Let t = (Vt , Et ,Ht ) and t ′ = (Vt ′ , Et ′ , Ht ′) be two term trees in OTT such that t ∼ t ′. For any vertex
u ∈ Vt such that (t, t ′) satisﬁes neither (A(u), ′A((u))) nor (′A(u), A((u))) in Fig. 7, if the following two]
conditions (1) and (2) are satisﬁed, then L(t) = L(t ′) holds:
(1) csq(u) =gen csq((u)).
(2) [u, v] ∈ Ht if and only if [(u),(v)] ∈ Ht ′ .
Proof. For any three bindings for the three variables of ′A(u), we can easily construct two bindings for the two
variables of A(u) which simulate the three bindings of ′A(u).
Let [u,w,wr ] be the lower variable of A(u) and h the upper variable and of A(u). We construct three bindings
of the three variables of ′A(u) which simulate any two bindings for [u,w,wr ] and h of A(u). Let f be a tree with
which the variable [u,w,wr ] is replaced. Let g be a tree with which the variable h is replaced. Let w′ be a vertex of f
such that w′ is identiﬁed with w of A(u), and w′r a vertex of f such that w′r is identiﬁed with wr of A(u). We have
the following two cases.
Case 1: The least common ancestor lcaf ({w′, w′r}) of the set {w′, w′r} is the root of f.
Case 2: lcaf ({w′, w′r}) is not the root of f.
Let h′ be the upper variable of ′A(u). Then ′A(u) has three variables h′, [u,w] and [u,wr ]. We make new bindings
for h′, [u,w] and [u,wr ] so that these three bindings simulate the two bindings for h and [u,w,wr ] of A(u). In
Case 1, let f1 be the tree consisting of vertices of f which are visited by the depth ﬁrst search before w is visited.
Let f2 be the term tree obtained from f by removing f1 excluding the root of f1. Let g1 be the term tree such that
g1 ≡ g. In Case 2, let f1 be the term tree consisting of vertices of the term subtree f [lcaf ({w′, w′r})] of f which
are visited by the depth ﬁrst search before w is visited. Let f2 be the term tree obtained from f [lcaf ({w′, w′r})] by
removing f1 excluding lcaf ({w′, w′r}). Let g1 be the term tree which consists of g and f excluding the descendants
of lcaf ({w′, w′r}). In each case, the three bindings for h′, [u,w] and [u,wr ] simulate the two bindings for h and[u,w,wr ]. 
Lemma 14. Let t = (Vt , Et ,Ht ) and t ′ = (Vt ′ , Et ′ , Ht ′) be two term trees in OTT such that t ∼ t ′. Then,
L(t) ⊆ L(t ′) if and only if the following two conditions hold:
(1) For any vertex u ∈ Vt such that (t, t ′) satisﬁes neither (A(u), ′A((u))) nor (A(u), ′A((u))) in Fig. 7,
csq(u)gencsq((u)) holds.
(2) For any vertices u, v ∈ Vt , if [u, v] ∈ Ht then there is a variable in Ht ′ which has (u) as its parent port and (v)
as a child port of it.
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Fig. 8. ||2, t ∼ t ′, and t ≡ t ′. Each entry represents a conclusion when (t, t ′) satisﬁes ((u),′((u))).
Proof. The only-if-direction follows from Lemmas 10, 11, and 12, immediately. The if-direction follows from
Lemma 13, since there exists a substitution  such that A(u) ≡ A(u) holds. 
When ||2, from Lemma 13, we have a minimal subset COTT ofOTT such that {L(t) | t ∈ COTT} = OTTL.
We deﬁne COTT formally as follows.
Deﬁnition 15. Let  be a set of edge labels with ||2. Let COTT = {t ∈ OTT | there is no vertex u of t such that
t satisﬁes ′A(u) in Fig. 7}.
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Fig. 9. || = 1 and csq(u) =gen csq((u)): all local properties which cause L(t) ⊆ L(t ′).
A term tree t is called canonical if t ∈ COTT. Any term tree t ∈ OTT is transformed into the canonical term tree
tc by repeatedly replacing ′A(u) with A(u) keeping L(t) = L(tc) until there exists no vertex u in t such that t
satisﬁes ′A(u). For a local property ′A(u), let w and wr be the lowest left and right vertices, respectively. We call a
pair of variables ([u,w], [u,wr ]) a critical pair.
Finally we have the following theorem from Lemma 14.
Theorem 16. Let  be a set of edge labels with ||2. For any two term trees t and t ′ with t ≡ t ′ in COTT, L(t)
is a proper subset of L(t ′) if and only if there exists a nontrivial substitution  such that t ≡ t ′ holds.
4.3. Unlabeled term trees (|| = 1)
In this section, we assume that || = 1. Lemmas 17 and 18 are shown by quite large tables for two local properties
which are satisﬁed by t and t ′. The tables are constructed in a similar way to Fig. 8.We give important parts of the tables
in Appendices B and C. The two lemmas follow from the whole table.
Lemma 17. Let t = (Vt , Et ,Ht ) and t ′ = (Vt ′ , Et ′ , Ht ′) be two term trees in OTT with t ∼ t ′. If there exists a
vertex u ∈ Vt with ch(u) = 2 such that csq(u)gen csq((u)) and (t, t ′) satisﬁes none of the pairs (iB(u), ′B((u))),
(iC(u), 
′
C((u))) (i ∈ {0, 1}) in Fig. 9, then L(t) ⊆ L(t ′) holds.
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Fig. 10. || = 1, [p(u), u] ∈ Ht and {(p(u)),(u)} ∈ Et ′ : all local properties which cause L(t) ⊆ L(t ′) (1 of 3).
Lemma 18. Let t = (Vt , Et ,Ht ) and t ′ = (Vt ′ , Et ′ , Ht ′) be two term trees inOTT with t ∼ t ′. If there exists a vertex
u ∈ Vt such that [p(u), u] ∈ Ht , {(p(u)),(u)} ∈ Et ′ , and (t, t ′) satisﬁes none of the pairs (iD(u), ′D((u))),
(iE(u), 
′
E((u))), (
i
F (u), 
′
F ((u))) (i ∈ {0, 1, . . . , 7}) in Figs. 10–12, then L(t) ⊆ L(t ′) holds.
Lemma 19. Let t = (Vt , Et ,Ht ) and t ′ = (Vt ′ , Et ′ , Ht ′) be two term trees in OTT such that t ∼ t ′ and t ≡ t ′. If
the following two conditions (1) and (2) are satisﬁed, then L(t) = L(t ′) holds:
(1) For any vertex u ∈ Vt such that the pair (t, t ′) satisﬁes none of the pairs (B(u), ′B((u))), (′B(u), B((u))),
(C(u), ′C((u))) and (′C(u), C((u))) in Fig. 9, csq(u) =gen csq((u)) holds.
(2) For any vertex u ∈ Vt such that the pair (t, t ′) satisﬁes none of the pairs (D(u), ′D((u))), (E(u), ′E((u)))
and (F (u), ′F ((u))) in Figs. 10–12, [p(u), u] ∈ Ht if and only if [(p(u)),(u)] ∈ Ht ′ .
Proof. It is easy to see that there exists a substitution  such that ′B(u) ≡ B(u) holds. Conversely, we can show the
following fact in the same way as Lemma 13. Let TB(u) be a tree obtained from B(u) by applying any two bindings
to two variables appearing in B(u). TB(u) can be also obtained from ′B(u) by applying appropriate tree bindings
to three variables appearing in ′B(u), respectively. For any pair of local properties (C(u), ′C(u)), (D(u), ′D(u)),
(E(u), ′E(u)) and (F (u), ′F (u)), simulations of both directions are shown in a similar way to (B(u), ′B(u)). 
Lemma 20. Let t = (Vt , Et ,Ht ) and t ′ = (Vt ′ , Et ′ , Ht ′) be two term trees in OTT such that t ∼ t ′. Then,
L(t) ⊆ L(t ′) if and only if the following two conditions hold:
(1) For any vertex u ∈ Vt such that the pair (t, t ′) satisﬁes none of the pairs (iB(u), ′B((u))), (iC(u), ′C((u)))
(i ∈ {0, 1}) in Fig. 9, csq(u)gencsq((u)) holds.
(2) For any vertex u ∈ Vt such that the pair (t, t ′) satisﬁes none of the pairs (iD(u), ′D((u))), (iE(u), ′E((u))),
(iF (u), 
′
F ((u))) (i ∈ {0, 1, . . . , 7}) in Figs. 10–12, if [p(u), u] ∈ Ht then there is a variable in Ht ′ which has
(p(u)) as its parent port and (u) as a child port of it.
Proof. The only-if-direction follows from Lemmas 10, 17, and 18, immediately. The if-direction follows from
Lemma 19. 
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Fig. 11. || = 1, [p(u), u] ∈ Ht and {(p(u)),(u)} ∈ Et ′ : all local properties which cause L(t) ⊆ L(t ′) (2 of 3).
In a similar way to the case ||2, from Lemma 19, we have a minimal subset COTT of OTT such that
{L(t) | t ∈ COTT} = OTTL. When || = 1, we also deﬁne COTT formally as follows.
Deﬁnition 21. Let  be a set consisting of only one edge label, that is, || = 1. Let COTT = {t ∈ OTT | there is no
vertex u of t such that t satisﬁes none of local properties ′B(u), ′C(u), ′D(u), ′E(u), and ′F (u) in Figs. 9–12.}.
A term tree t is called canonical if t ∈ COTT. When || = 1, we can see that any term tree t is transformed into
the canonical term tree tc by repeatedly replacing a local property ′B(u), ′C(u), ′D(u), ′E(u) or ′F (u) with B(u),
C(u), D(u), E(u) or F (u), respectively, keeping L(t) = L(tc) until there exists no vertex u of t such that t
satisﬁes ′B(u), ′C(u), ′D(u), ′E(u) or ′F (u). For local properties ′D(u), ′E(u) and ′F (u), we call an edge {p(u), u}
a surrounded edge. For ′B(u) and ′C(u), let w and wr be the lowest left and right vertices, respectively. We call a
pair of variables ([u,w], [u,wr ]) a critical pair.
From Lemma 20, we have the following theorem.
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Fig. 12. || = 1, [p(u), u] ∈ Ht and {(p(u)),(u)} ∈ Et ′ : all local properties which cause L(t) ⊆ L(t ′) (3 of 3).
Theorem 22. Let  be a set consisting of only one edge label, that is, || = 1. For any two term trees t and t ′
with t ≡ t ′ in COTT, L(t) is a proper subset of L(t ′) if and only if there is a nontrivial substitution  such that
t ≡ t ′ holds.
5. A polynomial time algorithm for solving the MINL problem for OTTL
We give a polynomial time algorithm, called MINL, for solving the minimal language problem for OTTL
in Fig. 13.
5.1. Common procedures for edge-labeled term trees and unlabeled term trees
Let S = {T1, . . . , Tn} ⊆ OT be an input set of trees. For a term tree or tree t, we denote by f (t) the number of
all leaves of t. Let (S) = min1 in f (Ti). We start with an initial term tree tINIT consisting of only one variable
having (S) child ports. We deﬁne two operators, denoted by VD and HD. These operators transform a term tree t into
another term tree t ′ so that L(t)L(t ′). Then we call these operators reﬁnement operators. These two reﬁnement
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Algorithm MINL;
input: a set of trees S = {T1, . . . , Tn} ⊆ OT;
begin
(S) := min1 in f (Ti);
tINIT := ({r, c1, . . . , c(S)},∅, {[r, c1, . . . , c(S)]}); // r is the root of tINIT .
tVD := VERTICAL-DIVISION(tINIT , S);
tHD := HORIZONTAL-DIVISION(tVD, S);
if ||2 then
tER := EDGE-REPLACING2(tHD, S, r)
else // || = 1
tER := EDGE-REPLACING1(tHD, S, r);
output tER
end.
Fig. 13. Algorithm MINL.
VERTICAL-DIVISION(t, S):
Let h = [v, c1, . . . , cm] be a variable in t and (h) = [c1, . . . , cm] a sequence of all child ports of h. For an integer
i (1 im), we ﬁnd the largest integer j such that S ⊆ L(t VD((h))i,j ) and update a temporary term tree to
t VD((h))i,j . We repeat this step for i := 1 to m. This work is called Variable-division stage and described as the
following double for-loops.
Variable-division stage;
for i := 1 to m do
for j := m downto i do
if S ⊆ L(t VD((h))i,j ) then
begin t := t VD((h))i,j ; i := j + 1; break end
Fig. 14. Procedure VERTICAL-DIVISION.
HORIZONTAL-DIVISION(t, S):
Let  = [c1, c2, . . . , cm] be the sequence of all child ports of a variable h of t such that for any k,  (1k <  < m),
ck <
t
p(h) c holds, where p(h) is the parent port of h. For an integer i (1 im), we ﬁnd the smallest integer j such
that S ⊆ L(t HD()i,j ) and update a temporary term tree to t HD()i,j . We repeat this step for i := 1 to m. This is
applied to all variables of tVD in preorder and described as the following double for-loops.
for i := 1 to m − 1 do
for j := i to m − 1 do
if S ⊆ L(t HD()i,j ) then begin t := t HD()i,j ; i := j + 1; break end
Fig. 15. Procedure HORIZONTAL-DIVISION.
operators VD and HD are used in procedures VERTICAL-DIVISION given in Fig. 14 and HORIZONTAL-DIVISION given
in Fig. 15, respectively. Let  = [c1, c2, . . . , cm] be a sequence of m vertices in t, where m1.
(1) Reﬁnement operator VD. For two integers i, j (1 ijm), VD()i,j is an operator which, if a variable
h=[v, v′1, . . . , v′i−1, ci, . . . , cm] exists in t, divides the variable h into two variables [v, v′1, . . . , v′i−1, v′i , cj+1, . . . ,
cm] and [v′i , ci , . . . , cj ], where v′1, . . . , v′i−1 are vertices in t and v′i is a new vertex. We note that this operator
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VD()i,j adds a new vertex v′i to t. Since applyingVD()i,j to t means applying the substitution {x(h):= [g, [vg, cg1 ,
. . . , c
g
m]]} to t, where g = ({vg, v′g, cg1 , . . . , cgm},∅, {[vg, cg1 , . . . , cgi−1, v′g, cgj+1, . . . , cgm], [v′g, cgi , . . . , cgj ]}), we
identify VD()i,j with the substitution {x(h) := [g, [vg, cg1 , . . . , cgm]]}.
v
c1 ci-1 cj-1 cm cmc1 ci-1
ci cj
cj+1ci cj
≥0 ≥0 ≥0 ≥00 0 0 0 0
0 0
0
⇒ v' j-i+1
(2) Reﬁnement operator HD. For two integers i, j (1 ijm − 1), HD()i,j is an operator which, if a variable
e = [v, ci, . . . , cm] exists in t, divides e into two variables [v, ci, . . . , cj ] and [v, cj+1, . . . , cm]. We note that this
operator HD()i,j adds no new vertex. Since applying this operator HD()i,j to t means applying the substitution
{x(e) := [f, [vf , cfi , . . . , cfm]]} to t, where f = ({vf , cfi , . . . , cfm}, ∅, {[vf , cfi , . . . , cfj ], [vf , cfj+1, . . . , cfm]}), we
identify the operator HD()i,j with the substitution {x(e) := [f, [vf , cfi , . . . , cfm]]}.
v ≥m-i+1
cii cmcm
≥0 ≥0 ≥0≥0
cj+1j 1cjj cii
v
cm
≥0 ≥0 ≥0≥0
cj+1j 1cjj
m -i+ 1≥ -i+1
⇒
When t has a variable [v, c1, . . . , cm], after VERTICAL-DIVISION for t terminates, for a certain integer 1Km, the
sequence  = [c1, . . . , cm] are divided into K groups
{cm0+1, . . . , cm1}, {cm1+1, . . . , cm2}, . . . , {cmK−1+1, . . . , cmK },
where m0 = 0 and mK = m. Let t ′ be a term tree obtained from t by applying VERTICAL-DIVISION to t. For
k = 1, . . . , K , if |{cmk−1+1, . . . , cmk }|2, t ′ has a new vertex v′ which is the parent port of [v′, cmk−1+1, . . . , cmk ],
otherwise we have two cases: (1) t has a new vertex v′ which is the parent port of [v′, ck], and (2) t has no new
vertex which is the parent port of ck , that is, t has the variable which has v as the parent port and ck as a child port.
Variable-division stages are applied to all variables in preorder including new variables which are added together with
a new parent port.
We denote by tVD the term tree which Procedure VERTICAL-DIVISION outputs for the term tree tINIT and a given
set of trees S. And we denote by tHD the term tree which Procedure HORIZONTAL-DIVISION outputs for tVD and S. Let
vk[t] be the kth vertex of t in preorder. Then v0[t] is the root of t.
Lemma 23. If there exists a term tree t ′ such that S ⊆ L(t ′) ⊆ L(tHD), then tHD ∼ t ′.
Proof. For all k, ch(vk[tVD]) = ch(vk[tHD]) holds, since HORIZONTAL-DIVISION adds no vertex. Hence tVD ∼ tHD.
Thus we show that ch(vk[tVD]) = ch(vk[t ′]) holds for all k. From this fact, we have tHD ∼ t ′. At ﬁrst, we show the
following claim.
Claim 1. f (tVD) = f (t ′).
Proof of Claim 1. Obviously f (tINIT )f (t ′). Since f (tVD) = f (tINIT ), f (tVD)f (t ′). On the other
hand, if f (tVD) > f (t ′) then L(t ′) ⊆ L(tVD) does not hold. 
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Let tk be the term tree after the kth variable-division stage in Procedure VERTICAL-DIVISION ﬁnishes. Let h =
[vk[tk−1], c1, . . . , cm] be the kth variable which is the target of the kth variable-division stage. We suppose that the
variable-division stage divides h = [vk[tk−1], c1, . . . , cm] into one upper variable h0 = [vk[tk], d1, . . . , dp] and q
lower variables h1, . . . , hq where for 1 iq, hi has the parent port dpi (1p1 < · · · < pqp) and mi child ports
(m1 +· · ·+mq +p−q = m). We remark that vk[tk] is identical to vk[tk−1] and |{c1, . . . , cm}∩{d1, . . . , dp}| = p−q
holds. Then we have the following claim.
Claim 2. Let p′ = ch(vk[t ′]) and d ′j the jth child of vk[t ′] (1jp′). Then p′ = p. Moreover ft ′(d ′pi ) = mi for
1 iq, and d ′j is a leaf for j ∈ {p1, . . . , pq}.
Proof of Claim 2. We prove this claim by an induction on k. The case of k = 0, which is the basic step of the induction,
is proved from Claim 1. We suppose that the claim holds for tk−1, that is, the case of k − 1 holds (the induction step
of the induction). Thus, ftk−1(vk[tk−1]) = ft ′(vk[t ′]) holds. Since ftk−1(vk[tk−1]) = ftk (vk[tk]), ftk (vk[tk]) =
ft ′(vk[t ′]) holds. We show that ftk (dj ) = ft ′(d ′j ) for all j (1j min{p, p′}) by induction on j (1jm′).
We assume that ftk (dj−1) = ft ′(d ′j−1) (2j). Since a variable-division stage ﬁnds a lower variable having the
most number of child ports in the child order from left to right, it is easy to see that ftk (dj )ft ′(d ′j ). If ftk (dj ) >
ft ′(d ′j ), there exist two vertices w of tk and w′ of t ′ such that for an integer r, w is the rth leaf of left-to-right order
of tk and a descendant of dj , and w′ is also the rth leaf of t ′ and not a descendant of d ′j . Let C (resp. C′) be the set
of all leaves which are descendants ofdj (resp.d ′j ). Then depthtk (lcatk ({w}∪C)) = depthtk (lcatk (C))depthtk (dj ), but
deptht ′(lcat ′({w′}∪C′)) < deptht ′(d ′j ). Since depthtk (dj ) = deptht ′(d ′j ), depthtk (lcatk ({w}∪C)) > deptht ′(lcat ′({w′}∪
C′)). Therefore any ground term tree T such that T ∼ t ′ is not contained in L(tk), that is, L(t ′) ⊆ L(tk). Thus
we have ftk (dj ) = ft ′(d ′j ) for all j (1j min{p, p′}). Since ftk (vk[tk]) = ft ′(vk[t ′]), we have p = p′. 
Finally we have tVD ∼ t ′. Therefore tHD ∼ t ′. 
Lemma 24. Let t ′ be a term tree in OTT such that S ⊆ L(t ′) ⊆ L(tHD). Then, for all vertices u of tHD with
ch(u)3, csq(u) =gen csq((u)), where  is a bijection satisfying tHD ∼ t ′. Moreover, for all vertices u of tHD
with ch(u) = 2, if u is not the root of tHD, csq(u) = (1, 1).
Proof. From Lemma 10, if there is a vertex u of tHD with ch(u)3 such that csq((u))gen csq(u), L(t ′) ⊆
L(tHD). Therefore, if ch(u)3, csq((u))gencsq(u). It is easy to see that after Procedure HORIZONTAL-DIVISION
terminates, no variable can be divided into two variables. Then, if ch(u)3, csq(u)gencsq((u)). Therefore we have
csq(u) =gen csq((u)). For all vertices of tHD with ch(u) = 2 which is not the root of tHD, from Lemmas 13 and 19,
we have csq(u) = (1, 1), immediately. 
5.2. Edge replacing for edge-labeled term trees (||2)
We deﬁne two operators ER and CA for a variable having just one child port. Let [u, v] be a target variable.
If possible, this variable is replaced with an edge.
(3) Reﬁnement operator ER([u, v]) ( ∈ , ||2).
Replace [u, v] with an edge {u, v} labeled with .
(4) Normalized operator CA([u, v]).
If t satisﬁes ′A(v), then replace the critical pair rooted at v given in Section 4.2 with a variable of two child ports.
In the same way as the reﬁnement operator VD, we identify this reﬁnement operator ER([u, v]) with a substitution.
We denote by t CA([u, v]) the term tree obtained from t by applying the operator CA([u, v]) to t.
We denote by tER the term tree after Procedure EDGE-REPLACING2 given in Fig. 16 for tHD and S terminates. It is
easy to see that tER ∈ COTT and there is no edge label  ∈ S and no variable h of one child port of tER such that
S ⊆ L(tER ER(h)). Then we have the following lemma from Theorem 16.
Lemma 25. If there exists a term tree t ′ ∈ COTT (||2) such that S ⊆ L(t ′) ⊆ L(tER) then tER ≡ t ′.
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EDGE-REPLACING2(t, S):
Let S be the set of all edge labels appearing in S. This procedure visits all variables of a temporary term tree in
postorder, and executes the following step. Let h = [u, v] be a target variable.
foreach edge label  ∈ S do
if S ⊆ L(t ER(h)) then
t := t ER(h) and goto the next variable;
if t satisﬁes ′A(v) then begin
foreach edge label  ∈ S do
if S ⊆ L(t CA(h) ER(h)) then
t := t CA(h) ER(h) and goto the next variable;
t := t CA(h)
end;
Goto the next variable;
Fig. 16. Procedure EDGE-REPLACING2.
5.3. Edge replacing for unlabeled term trees (|| = 1)
We suppose that [u, v] is a target variable to be replaced with an edge. We deﬁne one reﬁnement operator ER and
ﬁve normalized operators CZ (Z ∈ {B,C,D,E, F }).
(5) Reﬁnement operator ER([u, v]). Replace [u, v] with an edge {u, v}.
(6) Normalized operators CZ([u, v]) (Z ∈ {B,C,D,E, F }).
[Operators of removing a critical pair]
CB : If t satisﬁes ′B(v), then replace the critical pair rooted at v with a variable of two child ports.
CC : If there is a proper descendant w of v such that t satisﬁes ′C(w) and [u, v] is the top variable in ′C(w), then
replace the critical pair rooted at w with a variable of two child ports.
[Operators of removing a surrounded edge]
CD: If there is the immediate left sibling w of v and t satisﬁes ′D(w), then replace the surrounded edge {u,w}
with [u,w].
CE : If there is the immediate left sibling w of v and t satisﬁes ′E(w), then replace the surrounded edge {u,w}
with [u,w].
CF : If there is a left sibling w of v such that t satisﬁes ′F (w) and [u, v] is the rightmost variable in ′F (w), then
replace the surrounded edge {u,w} with [u,w].
We denote by t CZ([u, v]) the term tree obtained from t by applying the operator CZ([u, v]) (Z ∈ {B,C,D,E, F }) to
t. We note that for a variable [u, v], CX([u, v]) (X ∈ {B,C}) and CY ([u, v]) (Y ∈ {D,E,F }) can be simultaneously
executed.
We denote by tER the term tree after Procedure EDGE-REPLACING1 given in Fig. 17 for tHD and S terminates. In a
similar way to the case ||2, we have the following lemma from Theorem 22.
Lemma 26. If there exists a term tree t ′ ∈ COTT (|| = 1) such that S ⊆ L(t ′) ⊆ L(tER) then tER ≡ t ′.
Then, we have the following main theorem of this section.
Theorem 27. For both ||2 and || = 1, the minimal language problem for OTTL is computable in polynomial
time.
Proof. The correctness follows from Lemmas 25 and 26. Let M be the number of trees in S. Let Nmax and Nmin
be the maximum and minimum numbers of vertices of trees in S, respectively. Let S = {a ∈  | a appears in
trees of S}. Let MAT(N, n) be the time complexity of solving a membership problem for a tree with N vertices and
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EDGE-REPLACING1(t, S):
This procedure visits all variables of a temporary term tree in postorder, and executes the following step. Let h = [u, v]
be a target variable.
if S ⊆ L(t ER(h)) then t := t ER(h) and goto the next variable;
foreach (X, Y ) ∈ {B,C} × {E,F,G} do
if both the conditions of CX(h) and CY (h) are satisﬁed then begin
if S ⊆ L(t CX(h) ER(h)) then t := t CX(h) ER(h)
else if S ⊆ L(t CY (h) ER(h)) then t := t CY (h) ER(h)
else if S ⊆ L(t CX(h) CY (h) ER(h)) then t := t CX(h) CY (h) ER(h)
else t := t CX(h) CY (h);
Goto the next variable;
end;
foreach Z ∈ {B,C,D,E, F } do
if the condition of CZ(h) is satisﬁed then
if S ⊆ L(t CZ(h) ER(h)) then t := t CZ(h) ER(h) else t := t CZ(h);
Goto the next variable;
Fig. 17. Procedure EDGE-REPLACING1.
a term tree with n vertices. Since any variable of the output term tree t has at most Nmin − 1 child ports, we need
O(MNminMAT(Nmax, Nmin)) time for dividing one variable into two variables. Since t has at most Nmin − 1 variables,
VERTICAL-DIVISION and HORIZONTAL-DIVISION totally need O(MN2minMAT(Nmax, Nmin)) time. EDGE-REPLACING
also computes M membership problems for each labeled edge replacement. It needs O(M|S |NminMAT(Nmax, Nmin))
time to ﬁnd a ﬁnal term tree. Then the total time complexity of MINL is O(M(|S | + Nmin)NminMAT(Nmax, Nmin)).
By using the membership algorithm in [21] which runs in MAT(N, n) = O(Nn) time, the algorithm MINL runs in
O(M(|S | + Nmin)N2minNmax) time. 
6. Conclusions
We have considered the polynomial time learnability of the class OTTL of linear ordered term tree languages from
positive data. We have shown that the class OTTL has ﬁnite thickness. It is much harder to show the learnability of
the class OTTL for the case || = 1 than the case ||2. In the case ||2, for solving the MINL problem for
OTTL, we have presented an efﬁcient polynomial time algorithm which makes the most of local structured properties
including edge labels. On the other hand, in the case || = 1, by using local structured properties without edge
labels, we have presented an efﬁcient polynomial time algorithm for solving the MINL problem for OTTL. Then,
we have shown that OTTL is polynomial time inductively inferable from positive data for any set of edge labels 
with ||1.
We considered the learnability of linear ordered term tree languages in other learning models. For an inﬁnite set of
edge labels, we have already shown that the class of ﬁnite unions of linear ordered term trees all of whose variables
have just one child port are polynomial time learnable by using restricted subset and equivalence queries [11]. On
the other hand, it is not known whether the class of ﬁnite unions of linear ordered term trees is polynomial time
inductively inferable from positive data for any set of edge labels. Also we have considered a linear ordered term tree
with a contractible variable, which is an erasing variable adjacent to a leaf. It has been a focus of attention since the
pioneering work [13] to show the learnability of extended pattern languages of string or tree patterns with erasing
variables. For any set of edge labels  with ||1, we have shown that the class of linear ordered term trees of one
child port with contractible variables is polynomial time inductively inferable from positive data [18,19]. Moreover,
the learnabilities of the class of languages of term trees having a special type of variables, called height-constrained
variables, are considered in [10,20].
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In [22], we proposed the concepts of a graph pattern having graph structures and variables, called a term graph, and
a graph pattern language, called a term graph language. A term tree is a special type of a term graph. The learnabilities
of the class of term graph languages remains open.
Appendix A. Local properties
(1) Local properties for ||2.
(2) Local properties for || = 1.
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(3) Examples of a combination of two local properties.
′F(
) and ′B()′D(
) and ′B()
αα ββ 22
≥0≥0
≥0 ≥0 ≥0 ≥0 ≥00
0 0
1
*
Appendix B. Tables for proof of Lemma 17 (critical pairs)
Let  be a set consisting of only one edge label, that is, || = 1. Let t and t ′ be term trees in OTT such that t ∼ t ′,
and t ≡ t ′. Let u be a vertex of t which has exactly two children. In order to give a proof of Lemma 17, we give some
tables of which each entry represents an inclusion relation between two local properties (u) and ′((u)). Below we
assume that (t, t ′) satisﬁes ((u), ′((u))).
Case 1. u is the root of t, therefore (u) is the root of t ′, too.
We show that if (t, t ′) satisﬁes one of four pairs ((u), ′((u))) in Fig. 18, L(t) ⊆ L(t ′) holds. Let x be the
label of the variable whose parent port is u of (u) in Fig. 18.
Let g be the above term tree and x := [g, [v0, w1, w2]] be a binding for x. For a variable h = [u0, u1, . . . , un] whose
variable label is not x, let x(h) := [({v0, v1, . . . , vn}, {{v0, v1}, . . . , {v0, vn}},∅), [v0, v1, . . . , vn]] be a binding for
x(h). Let T be a tree obtained from t by applying the above bindings for all variables in t. It is easy to see that L(t ′)
does not include T, because the root of T has only one child, but the root of any tree obtained from t ′ must have more
than one child. Therefore L(t) ⊆ L(t ′) holds.
Case 2. u is not the root of t.
In a similar way to Case 1, we can give the proof of each entry of the tables. We omit the details.
Fig. 18. Case 1: u is the root of t, therefore (u) is the root of t ′, too.
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Appendix C. Tables for proof of Lemma 18 (surrounded edges)
Let  be a set consisting of only one edge label, that is, || = 1. Let t and t ′ be term trees in OTT such that t ∼ t ′,
and t ≡ t ′. In a similar way to Appendix B, we can give the proof of each entry of the tables. We omit the details
(Figs 19–23).
Fig. 19. Case 2: u is not the root of t. (I) If the parent of u has more than one child or one of the children of u has at least one child, then L(t) ⊆ L(t ′)
holds. Otherwise, in order to examine the grandparent of u (the parent of the parent of u), go to Fig. 20.
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Fig. 20. The grandparent of u is examined. (II) If the grandparent of u has more than one child, then L(t) ⊆ L(t ′) holds. Otherwise the parent of
the grandparent of u must be examined. The inclusion relation between L(t) and L(t ′) is decided until the examination step reaches the root or a
variable.
Fig. 21. If v has at most two children, we have L(t) ⊆ L(t ′) immediately. If u has a child, go to Fig. 22.
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Fig. 22. (III) (resp. (IV)) If one of the following three conditions is satisﬁed, then L(t) ⊆ L(t ′) holds. (1) the immediately right (resp. left)
sibling of u or a child of u has at least one child, (2) there are more than one edge or variable including both u and a child of u, (3) the immediately
right (resp. left) sibling of u is the rightmost (resp. leftmost) child of v. Otherwise another right (resp. left) vertex must be examined. For the right
vertex examination, go to Fig. 23.
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Fig. 23. (V) If the rightmost vertex in each ﬁgure of (u) has at least one child, or the vertex is the rightmost child of v, then L(t) ⊆ L(t ′) holds.
Otherwise another right vertex must be examined. The inclusion relation between L(t) and L(t ′) is decided until the examination step reaches
the rightmost child of v.
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