Given any self-adjoint realization S of a singular Sturm-Liouville (S-L) problem, it is possible to construct a sequence {S r } of regular S-L problems with the properties (i) every point of the spectrum of S is the limit of a sequence of eigenvalues from the spectrum of the individual members of {S r } (ii) in the case when S is regular or limit-circle at each endpoint, a convergent sequence of eigenvalues from the individual members of {S r } has to converge to an eigenvalue of S (iii) in the general case when S is bounded below, property (ii) holds for all eigenvalues below the essential spectrum of S.
Introduction
This paper is a sequel to [1] in which the problem of the numerical computation of eigenvalues of singular limit-circle Sturm-Liouville (S-L) problems is discussed. Here we study the general problem of the approximation of the spectrum of singular S-L problems with eigenvalues of regular S-L problems. In particular, we provide here a proof of [1, Theorem 4.1] which is contained in the proof of Theorem 5.1 given below.
In this paper no limitation is placed on the classification of the end-points of the given S-L problem; either end-point may be regular or singular and, if singular, may be of limit-circle (LC) or limit-point (LP) type.
Given any self-adjoint realization S of a S-L problem, regular or singular, our main result consists of an explicit construction of a sequence of regular S-L problems {S r }, with discrete eigenvalues {λ n (S r )}, with the following properties: * The work of these three authors was supported by NSF grant #DMS-9106470. For the basic theory of Sturm-Liouville problems including the definition of the Lagrange sesquilinear form, the limit-point (LP) / limit-circle (LC) classification, etc. the reader is referred to Naimark [4] or Weidmann [7] . The deficiency index d of T 0 = T 0 (M, I) is 0, 1, or 2. Any self-adjoint extension of T 0 is a restriction of T and conversely, i.e.
T (M,
T 0 ⊂ S = S * ⊂ T. (iv) Furthermore, ψ can be taken to be a real non-trivial solution of (2.9) on the interval 
(iv) Furthermore ψ can be taken to be a real non-trivial solution of (2.9) on the interval (a, a ] for some real λ.
Conversely, in either case (a) or (b), given a ψ in D satisfying (i) and (ii) but not necessarily (iv), the set D(S) defined by (iii) is a self-adjoint domain. (
(iv) furthermore, {ψ j } can be taken to be solutions of (2.9) for some λ in R on the interval Given ψ 1 , ψ 2 ∈ D satisfying (i) and (ii) but not necessarily (iv), the set D(S) defined by (iii) is a self-adjoint domain. Conversely, given a self-adjoint domain D(S) there exist ψ 1 , ψ 2 ∈ D(S) satisfying (i) and (ii) such that D(S) is defined by (iii).
Proof : Without condition (iv) a proof for all cases can be found in [4, Section 18 .1] and in [7, Ch. 4] . That condition (iv) can be added without loss of generality was shown in [3, Theorem 2] .
In general (iii) represents "coupled" boundary conditions. We get "separated" boundary conditions when ψ 1 = 0 close to b and ψ 2 = 0 close to a. All separated boundary conditions may be written in the form [y, ψ 1 ](a) = 0 = [y, ψ 2 ](b) with non-trivial real solutions ψ j of (2.9) for some real λ.
Let I r = (a r , b r ) with −∞ ≤ a ≤ a r < b r ≤ b ≤ ∞, r ∈ N = {1, 2, 3, . . .}. We are interested in approximating a given self-adjoint realization of M in the space L 2 (I, w) with self-adjoint realizations of M (more precisely of the restriction of M to I r ) acting in the spaces L 2 (I r , w). An explicit construction of these approximation operators is given and a new concept called "induced restriction" is introduced.
In all that follows we take For this reason, we consider the three cases d = 0, 1, or 2 separately. Let
We define the induced restriction operator S r in H r for each case as follows:
In this case both endpoints a and b are LP. To define the induced restrictions on the intervals I r we consider subcases depending on whether neither, one, or both endpoints of I r are the same as those of I.
(i) a r = a and b r = b. Then S r = S is the induced restriction.
(ii) a < a r and b r = b. Choose any ψ r in D(M, I r ) which is not in D 0 (M, I r ) and satisfies
. By Proposition 2.1 case 2, the operator S r = T (M, I r ) restricted to D(S r ) is a self-adjoint operator in H r . We call S r an induced restriction of S in H r . Note that the notation ψ r (r ∈ N) indicates that the required separated boundary condition at a r may be chosen arbitrarily for each r ∈ N.
(iii) a = a r and b r < b. Choose any ψ r in D(M, I r ) which is not in D 0 (M, I r ) and satisfies
is a self-adjoint domain; the associated operator S r is called an induced restriction of S on I r or in H r .
(iv) a < a r and b r < b. In this case we need two "boundary condition functions" ψ r,j , j = 1, 2.
Let ψ r,1 and ψ r,2 be in D(M, I r ) satisfying conditions (i) and (ii) of case 3 of Proposition 2.1 with ψ j = ψ r,j , j = 1, 2. Define D(S r ) by (iii) of case 3 of Proposition 2.1. Then by this Proposition, the maximal operator of M on I r restricted to D(S r ), which we denote by S r , is self-adjoint in H r ; it is called an induced restriction of S in H r .
Case 2. d = 1. In this case, one endpoint of I is LP, the other either regular or LC.
Assume a is regular or LC and b is LP. By Proposition 2.1 there exists a ψ in D(M, I)
to be any non-trivial real solution of (2.9) for a real 
Here we have used a subscript r on ψ r to emphasize that these boundary condition functions can change with r.
It is interesting to note that near the LP endpoint, the boundary condition is arbitrary for each r (unrelated to each other for different r's) but near the non-LP endpoint, the boundary condition is determined by the function ψ. In this way the separated boundary condition near the non-LP endpoint is inherited from the condition at the non-LP endpoint through the function ψ, whereas the separated boundary condition near the LP endpoint is an arbitrary self-adjoint condition.
In this case each endpoint is either regular or LC and the boundary conditions determining the induced operator S r for all r sufficiently large are inherited from those of S as follows: Let
where ψ 1 , ψ 2 satisfy (i), (ii) and (iv) of case 3 of Proposition 2.1. For this case the induced operators S r in the spaces H r are defined by
Below we study to what extent the spectrum σ(S) of S and the spectral projections E(S, ·)
of S can be approximated by the spectrum σ(S r ) of S r and the spectral projections E(S r , ·) of S r , respectively. It is clear that when a < a r < b r < b, so that S r is regular for r ∈ N , no single operator S r can be a "good" approximation of S, except for a severely restricted class of operators S, e.g. when S itself is regular or when S is singular but each singular endpoint is LC and nonoscillatory. (In this case σ(S) is discrete and bounded below as in the regular case.) We will show below that for any singular operator S satisfying (2.8), a sequence of regular operators {S r } in H r can be constructed which approximates S. In particular, such that the sequence of spectra σ(S r ) "converges" to σ(S) as r → ∞.
Proposition 2.3 Let the assumptions and notation of Proposition 2.1 hold. Then for any interval
I r = (a r , b r ) with a ≤ a r < a < b ≤ b r ≤ b, and for all cases d = 0, 1 or 2, the induced restriction S r of S defined in Definition 2.2 is a self-adjoint operator in the space H r satisfying
Proof : This follows from Definition 2. The induced operators S r act in the space H r = L 2 (I r , w), where we identify H r with the subspace of H = L 2 (I, w) obtained by extending the functions in H r to be zero on I \ I r . With each one of these operators S r we associate an operator S r in the space H as follows
where P r is the orthogonal projection of H onto H r , Θ r is the zero operator in the space
it being understood that the first space in (2.13) is {0} when a r = a and the second when b r = b.
When both a r = a and b r = b, we take S r = S r = S. In (2.12) and (2.13) the circled plus symbol denotes the orthogonal sum.
Note that the operators S r are self-adjoint operators in the space H with dense domains given
It is the operators S r rather than S r that will be shown to converge to S in a certain sense (cf.section 3). We call S r the induced restriction of S in H.
Note that the extension of S r in H r to S r in H is not without complication if I r is strictly contained in I; for then S r has zero as an eigenvalue of infinite multiplicity whether or not zero is in the spectrum of S r .
Abstract operator convergence
In this section we consider certain results on the convergence of sequences of bounded and unbounded operators in an abstract separable Hilbert space. Our main references for the results quoted here are the books by Kato [2] , Reed and Simon [5] and Weidmann [6] .
Let H be a complex separable Hilbert space; let T r (r ∈ N) and T denote self-adjoint operators in H. These operators may be bounded or unbounded but in the context of this paper are best thought of as unbounded in H.
for all f ∈ H.
A sufficient condition for a sequence {T r : r ∈ N} to be SRC to T is given in Theorem 3.2 Let H, {T r : r ∈ N} and T be given as above. Suppose there exists a linear manifold
then {T r : r ∈ N} is SRC to T in H.
For any self-adjoint operators {T r : r ∈ N} in Hilbert spaces H r and for any self-adjoint T in a
Hilbert space H we make the following definition:
there exists a sequence {λ r : r ∈ N} with λ r ∈ σ(T r ) (r ∈ N) such that lim r→∞ λ r = λ.
(ii) The sequence {T r : r ∈ N} is spectral exact for T if it is spectral included and if any limit-point of a sequence {λ r : r ∈ N}, with λ r ∈ σ(T r ) (r ∈ N), belongs to σ(T ).
(iii) We say that the sequence {T r : r ∈ N} is spectral exact for T on some λ-interval (α, β), −∞ ≤ α < β ≤ ∞, if this property holds on (α, β).
We pass now to the spectral implications of the convergence of the sequence {T r : r ∈ N} to T in the case of SRC.
Theorem 3.4 Let the sequence {T r : r ∈ N} and T in H be given as above. If {T r : r ∈ N} is SRC to T in H, then the sequence {T r : r ∈ N} is spectral included for T .
Proof : See [5, Theorem VIII.24(a)].
For any self-adjoint operator T in H let {E(T, λ) : λ ∈ R} denote the spectral resolution of the identity for T ; see [5, Theorems VIII 5 and 6] or [6, Section 7.3] . We have then Theorem 3.5 Let {H r = H : r ∈ N}. Let the sequence {T r : r ∈ N} and T be given as above ; let {T r : r ∈ N} be SRC to T . Then if λ is not an eigenvalue of T the sequence of projection operators {E(T r , λ) : r ∈ N} converges strongly to E(T, λ), i.e. for all f ∈ H E(T r , λ)f − E(T, λ)f → 0 as r → ∞. Let P r be the orthogonal projection of H = L 2 (I, w) onto the subspace H r = L 2 (I r , w) for all r in N.
Theorem 3.6 Assume that S is a self-adjoint realization of M on I and S r are induced restrictions of S in H r , S r the corresponding induced restrictions in H. Assume further that the sequence {S r : r ∈ N} is SRC to S. Then for every real λ which is not an eigenvalue of S we have
and the sequence {S r } is spectral included for S.
Proof : The strong convergence result follows from the following identities, which take into account the eigenvalue at 0, of infinite multiplicity, for S r E(S r , λ) = E(S r , λ)P r for λ < 0, (3.4) The spectral inclusion of {S r : r ∈ N} for S follows from the following considerations: Let S r (c) = S r ⊕ cI r for r ∈ N (3.7) (i.e. S r = S r (0)). Then the sequence {S r (c) : r ∈ N} is SRC to S and therefore spectral included for S. This together with
implies that {S r } is spectral included for S.
Each endpoint is regular or LC
In this section we assume that M is regular or LC at each endpoint a and b of I. Let S satisfy
We want to approximate S with operators on subintervals of I. Let a r , b r , r ∈ N, satisfy
and, see Section 2 above, {a r , r ∈ N} converges to a, {b r , r ∈ N} converges to b. in H r i.e.
and let A r be extended to A r = A * r in H as in (2.12).
Assume the sequence {A r : r ∈ N} is SRC to S in H. Then (i) for any z in C\R the operators (S−zI) −1 and (A r −zI) −1 P r , r ∈ N, are Hilbert-Schmidt integral operators in H ;
(ii) the sequence {(A r − zI) −1 P r : r ∈ N} converges to (S − zI) −1 in the Hilbert-Schmidt norm ;
(iii) the sequence {A r : r ∈ N} is spectral exact for S;
(iv) for λ, µ ∈ R not eigenvalues of S, the sequence {(E(A r , λ) − E(A r , µ))P r : r ∈ N} converges to E(S, λ) − E(S, µ) not only strongly (see Theorem 3.5) but in norm.
(b) Let S be defined by (iii) of case 3 of Proposition 2.1 in section 2 with "boundary condition" functions ψ 1 , ψ 2 in D satisfying (i), (ii) and (iv) of this Proposition. Let S r on H, r ∈ N, be the induced restrictions of S as defined in section 2; then S r is self-adjoint in H for each r sufficiently large and the sequence {S r : r ∈ N} is SRC to S; hence, by part (a), the sequence {S r : r ∈ N} is spectral exact for S.
Proof :
(a) For z in C \ R, let u 1 , u 2 be a fundamental set of solutions of (2.9) with λ = z. By Weidmann [7, ch. 7] , the kernels of the resolvents (S − zI) −1 and (A r − zI) −1 have the form
Let J 1 , J 2 be disjoint closed subintervals of (a, b) with J 1 to the left of J 2 . Let Q j be the orthogonal projection of L 2 (I, w) onto L 2 (J j , w), j = 1, 2; let χ j denote the characteristic function of J j , j = 1, 2. Then for f in L 2 (I, w) and r sufficiently large we have
and
This implies that Similarly we get
The Hilbert-Schmidt convergence follows. This easily implies the convergence of the spectrum and the desired norm convergence of the spectral projections.
(b) Define (the notation here is that of Section 2 above) Also C(S) satisfies the criteria (ii) and (iii) of Theorem 3.2: Given f in C(S) we have that f ∈ D(S r ) for all sufficiently large r and S r f = χ r Sf → Sf in H as r → ∞. Therefore {S r : r ∈ N} is SRC to S in H by Theorem 3.2.
This completes the proof of Theorem 4.1.
Remarks
1. Since each endpoint is regular or LC, the spectra of S and S r (r ∈ N) are all discrete. All spectra are unbounded above but each spectrum may or may not be bounded below ( see [7, Theorem 7.11) (i) Suppose the spectrum of S is bounded below; then the spectrum of S r is bounded below for each r ∈ N. This occurs if and only if each endpoint of the differential equation (2.9) for some real λ is non-oscillatory; see [1, pages 10 and 11] and [7, ch. 14] . Let
where N 0 = {0, 1, 2, 3, . . .}. Let these eigenvalues be ordered in the usual way:
In this case the spectral convergence of Theorem 4.1(b) is very simple: for each n ∈ N 0 we have {λ n (S r ) : r ∈ N} → λ n (S) as r → ∞.
(ii) Suppose the spectrum of S is not bounded below; this occurs if and only if the differential equation (2.9) is oscillatory at one or both endpoints a, b for some real λ. Let σ(S) = {λ n (S) : n ∈ Z} where Z = {. . . , −2, −1, 0, 1, 2, . . .}.
Let these eigenvalues be ordered in the usual way
with λ n → −∞ as n → −∞ and λ n → +∞ as n → +∞. Choose the endpoints a r , b r for all r ∈ N such that σ(S r ) is bounded below. This can be done by making sure no endpoint of I r is oscillatory, e.g. let a < a r < b r < b, r ∈ N. Let σ(S r ) = {λ n (S r ); n ∈ N 0 }, r ∈ N.
In this case the spectral convergence of Theorem 4.1(b) is more complicated. For any fixed n ∈ N 0 we have
Nevertheless, given any eigenvalue λ n (S) for fixed n ∈ Z there exists an index sequence {n(r) : r ∈ N} which depends on n, such that λ n(r) (S r ) → λ n (S) as r → ∞.
2. Theorem 4.1 part (b) gives an explicit construction of an approximating sequence {S r : r ∈ N} such that the corresponding sequence {S r : r ∈ N} converges to S in the sense of SRC; this for any sequence {a r : r ∈ N} converging to a and any sequence of {b r : r ∈ N} converging to b. Given such sequences {a r } and {b r } there may be other approximations that converge to S in the sense of SRC as well.
It is interesting to note that when this construction is applied to the case when both endpoints a, b are regular and a < a r < b r < b and S is determined by Dirichlet boundary conditions y(a) = 0 = y(b), the approximating problems S r constructed above are not, in general, determined by Dirichlet conditions y(a r ) = 0 = y(b r ). However, in this case the method of Theorem 4.1 part (a) could be employed to show that Dirichlet approximations also converge SRC. This can be seen as follows: The resolvents of R r are given by
where y ar and y br are the solutions of M y = zwy satisfying y ar (a r ) = 0, resp. y br (b r ) = 0; since these and the Wronskian W (y br , y ar ) are continuously dependent on a r , resp. b r , SRC of S r to S follows.
The LP case at both endpoints
When one or both endpoints of I is LP, the spectrum of any associated operator S need not be discrete. In general it consists of eigenvalues and of essential spectrum σ e , see [7, ch. 15] . Some of the eigenvalues may be imbedded in σ e or lie in gaps of σ e . In this section and the next we obtain results which yield spectral inclusion for the entire spectrum of S, and spectral exactness for that part of the spectrum of S which lies below σ e .
Theorem 5.1 Let p, q, w satisfy (2.2), let M be given by (2.1) and let T 0 = T 0 (M, I) and T = T (M, I) be defined as in section 2. Assume both endpoints a, b of I are LP. Let S = T 0 = T ; let I r = (a r , b r ) with a ≤ a r < b r ≤ b with {a r : r ∈ N} converging to a and {b r : r ∈ N} converging to b. Let {S r : r ∈ N} be any sequence of induced restrictions of S in H r as constructed in section 2 above, {S r : r ∈ N} the corresponding sequence of induced restrictions in H. Then the sequence (i) {S r : r ∈ N} is SRC to S in H,
(ii) {S r : r ∈ N} is spectral included for S but, in general, not spectral exact for S.
Proof : Define
Note that C(S) is the pre-minimal domain of M on I denoted by D 0 = D 0 (M, I). Since S = T 0 and T 0 is the closure of the pre-minimal operator
is a core of S. For any f ∈ C(S) there exists an r 0 such that for all r ≥ r 0 we have f ∈ D(S r ) and S r f = Sf in H. Hence, by Theorem 3.2, the sequence {S r : r ∈ N} is SRC to S, and by Theorem 3.6 the sequence {S r } is spectral included for S.
The fact that this convergence is, in general, not spectral exact follows from the following example.
is LP at both end-points. Let
and let S r in L 2 (−r, r) be determined by the boundary conditions
where u is any nontrivial real solution of −y + qy = −y. Then −1 ∈ σ(S r ), r ∈ N, and σ(S) ⊂ [0, ∞). This in spite of the fact that the sequence {S r ⊕ Θ r : r ∈ N}, where Θ r is the zero operator
We will show in Theorem 5.3 below that if the boundary conditions in the above example are replaced by y(−r) = 0 and y(r) = 0 and the new sequence {S r } is defined accordingly, then the sequence {S r } is spectral exact for S in H; in particular a convergent sequence of eigenvalues {λ n(r) (S r ) : r ∈ N} must have a limit which is in σ(S). Then, in addition to the conclusions of Theorem 5.1, the sequence {S r : r ∈ N} is spectral exact for S below the essential spectrum σ e of S. Also, for any λ below σ e which is not an eigenvalue of S, the projections {E(S r , λ)P r : r ∈ N} converge to E(S, λ) not only strongly but in norm.
In particular in the case when the spectrum of S is discrete i.e. σ e (S) = ∅, the sequence {S r : r ∈ N} is spectral exact for S; thus Let I r = (a r , b) with a ≤ a r < b, (r ∈ N) and let the sequence {a r } converge to a for both parts is LP, the solution u b is unique up to constant multiples. Also u a is unique up to constant multiples. Choose these constants so that W (u a , u b ) = 1. This is possible since u a and u b are linearly independent: their linear dependence would imply that u a is in D and this would mean that the nonreal number z is an eigenvalue of S. From [7, ch. 7 ] the kernels of the resolvents of (S − zI) −1 and (S r − zI) −1 are given by, with c r ∈ C (r ∈ N)
From this and the convergence
it follows that {c r } → 0 as r → ∞.
The convergence (A r − zI) −1 P r → (S − zI) −1 as r → ∞ with respect to the Hilbert-Schmidt norm now follows. It then follows that the sequence {A r : r ∈ N} is spectral exact for S. This completes the proof of Theorem 6.1.
Theorem 6.2 Let the basic conditions given in the first paragraph of Theorem 6.1 hold.
Let I r = (a r , b r ) with a ≤ a r < b r < b, (r ∈ N), and let {a r } converge to a, {b r } to b as r → ∞.
Let {S r } be any sequence of induced restrictions of S in H r as constructed in case 3 of section 2 above and {S r } the corresponding induced restrictions in H. Then the sequence (i) {S r : r ∈ N} is SRC to S in H
Proof : Let ψ be the "boundary condition" of Theorem 6.1 part (b). Define C(S) = {f ∈ D(M, I) : f (t) = c ψ(t) for a < t ≤ a (f ), c ∈ C, and f (t) = 0 for b (f ) ≤ t < b for some a (f ), b (f ) depending on f }.
Then it is easy to see that C(S) is a core of S which satisfies the criteria for the sequence {S r : r ∈ N} to be SRC to S in H given in Theorem 3.2 above. The spectral inclusion follows from this result and the spectral exactness fails in general as can be seen from the following example. Then −1 ∈ σ(S r ), r ∈ N, and σ(S) ⊂ [0, ∞). This in spite of the fact that the sequence {S r ⊕ Θ r :
r ∈ N}, where Θ r is the zero operator in L 2 (r, ∞), is SRC to S in L 2 (0, ∞). Then, in addition to the conclusion of Theorem 6.2, the sequence {S r : r ∈ N} is spectral exact for S below the essential spectrum σ e of S. In addition, for any λ below σ e which is not an eigenvalue of S, the projections {E(S r , λ)P r : r ∈ N} converge to E(S, λ) not only strongly but in norm.
In particular in the case when the spectrum of S is discrete i.e. σ e (S) = ∅, the sequence {S r : r ∈ N} is spectral exact for S; thus lim r→∞ λ n (S r ) = λ n (S) (n ∈ N 0 ).
Proof : Observe that, for all r ∈ N, the closed form corresponding to S r of Theorem 6.4 is a restriction of the closed form corresponding to S r of Theorem 6.1. Therefore we have for λ below σ e (S) that, for r sufficiently large, dim E(S r , λ) ≤ dim E(S r of Theorem 6.1, λ) = dim E(S, λ) < ∞, and {E(S r , λ)P r } s → E(S, λ) as r → ∞.
Hence E(S r , λ)P r − E(S, λ) → 0 as r → ∞.
