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A multi-hierarchy simulation model aimed at magnetic reconnection studies has been developed, in
which macroscopic and microscopic physics are solved self-consistently and simultaneously. In
this work, the previous multi-hierarchy model by these authors is extended to a more realistic one
with non-uniform space grids. Based on the domain decomposition method, the multi-hierarchy
model consists of three parts: a magnetohydrodynamics algorithm to express the macroscopic
global dynamics, a particle-in-cell algorithm to describe the microscopic kinetic physics, and an
interface algorithm to interlock macro and micro hierarchies. For its verification, plasma flow
injection is simulated in this multi-hierarchy model and it is confirmed that the interlocking method
can describe the correct physics. Furthermore, this model is applied to collisionless driven
reconnection in an open system. Magnetic reconnection is found to occur in a micro hierarchy by
injecting plasma from a macro hierarchy.VC 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4811121]
I. INTRODUCTION
Magnetic reconnection is a typical nonlinear complex
phenomenon controlled by multiple spatiotemporal scale
physics. Some microscopic processes generating electrical
resistivity, for instance, wave-particle interaction,1–4 are
needed as a trigger of magnetic reconnection. On the other
hand, field topology changes on a macroscopic scale and
global plasma transport occurs as a result of magnetic recon-
nection. These macroscopic and microscopic physics
phenomena are strongly and complexly coupled.
Two different types of simulation techniques, a fully
kinetic electromagnetic particle-in-cell (PIC) simulation and
a magnetohydrodynamics (MHD) simulation have been
applied to investigate the magnetic reconnection process.
MHD simulations5,6 are widely used to investigate macro-
scopic behavior of magnetic reconnection phenomenologi-
cally. However, electrical resistivity is set artificially by
introducing some assumptions in the MHD equations. Its
generation mechanism cannot be described in the MHD
framework. On the other hand, PIC simulations3,4,7–11 have
demonstrated the microscopic process of magnetic reconnec-
tion from the first principle, thus, the generation mechanism
of electrical resistivity can be treated self-consistently.
However, computer resources required for PIC simulations
are too huge to execute large-scale and long-time simulations
such as the entire geomagnetosphere.
In order to clarify the complete picture of magnetic recon-
nection as a multi-hierarchy phenomenon, we have developed
a multi-hierarchy simulation model, which deals with both
macroscopic and microscopic physics self-consistently and
simultaneously. The developed multi-hierarchy model is
applied to two test programs to examine its physical reliability.
The first is propagation of linear Alfven waves,12,13 and the
other one is plasma injection from a macro hierarchy to a
micro hierarchy.14 Then, we have further applied our model to
magnetic reconnection in a simple multi-hierarchy system and
have succeeded in the first demonstration of collisionless
driven reconnection, in which plasma inflows come from a
macro hierarchy to a micro hierarchy and drive magnetic
reconnection in the micro hierarchy.15,16
In this paper, we discuss a recent improvement of our
multi-hierarchy model aiming to apply it to more realistic
systems. In Sec. II, we explain a model with non-uniform
spatial grids as an improved version from previous multi-
hierarchy models12–16 and review the interlocking method
between macro and micro hierarchies.12,15 In Sec. III A, we
perform multi-hierarchy simulations of plasma injection in
order to examine the physical reliability of the interlocking
method in the improved model. It is confirmed that plasmas
flow smoothly and continuously. Finally, our improved
model is applied to magnetic reconnection and the multi-
hierarchy simulation results are compared with the pure PIC
simulation results in Sec. III B. Section IV gives a summary
of our work.
II. MULTI-HIERARCHY MODEL
A. Domain decomposition method with non-uniform
space grids
Let us explain a hierarchical structure of magnetic
reconnection in the upstream direction. The characteristic
spatial and temporal scales differ by domain.9 For reconnec-
tion with no guide field, in the vicinity of the reconnection
point, a gyroradius is much larger than the typical spatial
scale of the background plasma such as the width of a cur-
rent sheet. As the guide field is stronger, charged particles
become strongly magnetized, so inertia effect is expected toa)Electronic address: usami.shunsuke@nifs.ac.jp
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be significant.10 Thus, a microscopic kinetic model is
required to describe particle dynamics. On the other hand, as
being away from the reconnection point, phenomena relax
to large-scale and slow behavior. Therefore, a macroscopic
one-fluid model can give a good approximation to express
global dynamics.
Based on the feature described above, our multi-hierarchy
model employs a domain decomposition method.12–16 Figure 1
shows the schematic diagram of the multi-hierarchy model for
magnetic reconnection. The simulation domain is divided into
three domains, the MHD, PIC, and interface domains in the
upstream direction along the y axis. The MHD and PIC
domains are interlocked via the interface domain. In the MHD
domain, the MHD simulation algorithm is used to describe
global dynamics, since plasma dynamics in this domain is
assumed to be expressed by the one-fluid model. On the other
hand, the physics in the PIC domain is solved by the PIC simu-
lation algorithm, since microscopic kinetic effects play impor-
tant roles. The physics in the interface domain with a finite
width is treated by both the MHD and PIC algorithms. In
Sec. IIB, an interlocking method in the interface domain is
explained. The interface domain thus needs to be located far
away from the reconnection point, where the MHD approxi-
mation is fully satisfied.
In previous works,12–16 we have used uniform space
grids in the whole domain of the multi-hierarchy model. In
this work, we adopt non-uniform space grids in the y-axis
along the upstream direction. The grid spacing Dy is given as
a function of the space coordinate y, as shown in Fig. 2. The
grid spacing in the PIC domain is a quarter of that at the
boundary layer of the MHD domains. In the region between
y ¼ yc and y ¼ yc which covers the PIC domain, the inter-
face domain, and the MHD domain in the vicinity of the
interface domain, Dy is taken to be a constant minimum
value. On the other hand, the grid spacing Dx and Dz remain
constant, which are equal to those in the PIC domain.
B. Overview of interlocking method
The data of the PIC and MHD algorithms are intercon-
nected in the same manner as in previous models, as shown
in Refs. 12–16. We, however, outline the interlocking method
between the PIC and MHD domains in this subsection.
In the MHD algorithm, the following basic equations
are solved:
@q
@t
¼ r  ðquÞ; (1)
@ðquÞ
@t
¼ r  ðquuÞ  rPþ 1
4p
ðr  BÞ  B; (2)
@B
@t
¼ r ðu BÞ; (3)
@P
@t
¼ r  ðPuÞ  ðC 1ÞPr  u; (4)
where q; u; B; P, and C denote the mass density, fluid veloc-
ity, magnetic field, pressure, and ratio of specific heats,
respectively. On the other hand, the governing equations in
the PIC algorithm17 are
1
c
@B
@t
¼ r E; (5)
1
c
@E
@t
¼ r B 4p
c
J; (6)
r  B ¼ 0; (7)
r  E ¼ 4pqq; (8)
dðckvkÞ
dt
¼ qk
mk
Eþ vk
c
 B
 
; (9)
dxk
dt
¼ vk; (10)
FIG. 1. Schematic diagram of the multi-hierarchy simulation box for mag-
netic reconnection studies. The simulation domain is divided into PIC, inter-
face, and MHD domains.
FIG. 2. Grid spacing Dy vs space coordinate y. In the MHD domain, Dy is
non-uniform.
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J ¼
XN
k¼1
qkvkSðx xkÞ; (11)
qq ¼
XN
k¼1
qkSðx xkÞ: (12)
Here xk; vk; mk; qk, and ck are the position, velocity, mass,
charge, and Lorentz factor of the k-th particle, respectively,
and E; J, and qq denote the electric field, current density,
and charge density, respectively. Also, N is the total number
of particles and S is a form function of super-particles.17
First, let us discuss an interlocking scheme for macro-
scopic quantities such as fluid velocities and mass density. A
macroscopic quantity in the interface domain, Qinterface, is
given by the following interpolation relation:
Qinterface ¼ FQMHD þ ð1 FÞQPIC: (13)
We call this method the hand-shake scheme.12,14,18 Here,
QMHD is a macroscopic quantity calculated only by the MHD
basic equations (1)–(4) and QPIC is a macroscopic quantity
obtained only by the PIC governing equations (5)–(12). In
the PIC algorithm, macroscopic quantities are obtained by
assembling particle velocities and positions statistically. The
interconnection function, F, generally depends on the coordi-
nates ðx; y; zÞ. In this paper, hierarchy-interlocking is one-
dimensional, so then F is given as a function of y
FðyÞ ¼ 1
2
1þ cos p y yMHD
yPIC  yMHD
  
; (14)
where yMHD and yPIC are the boundary positions of the inter-
face domain on the MHD and PIC sides, respectively.
However, a different function
FðyÞ ¼ 1 ðfor y 6¼ yPICÞ
0 ðfor y ¼ yPICÞ

(15)
is used only for thermal velocity (pressure).14 We discuss
why a different function needs to be used for thermal veloc-
ity in Appendix A.
On the other hand, microscopic quantities such as posi-
tions and velocities of individual particles are needed in
order to advance the PIC algorithm in the interface domain.
It is assumed that the shifted Maxwellian velocity distribu-
tion is fully satisfied in the interface domain. In other words,
we put the interface domain at the location where the shifted
Maxwellian velocity distribution holds. At every PIC time
step, all particles in the interface domain are removed and
freshly loaded with particle velocities and positions deter-
mined so as to satisfy the profiles with the fluid velocity,
uinterface, number density, ninterface, and thermal velocity,
vT;interface. In order to generate the current density, Jinterface,
electron particle velocities are given so that their averaged
velocity is equal to uinterface  Jinterface=ninterface.
Let us summarize the interlocking method between
MHD and PIC data. In both MHD and PIC simulations,
physical quantities at the next step, n þ 1, can be expressed
as a function of ones at the current time step n
ðQðnþ1Þ; qðnþ1ÞÞ ¼ GðQðnÞ; qðnÞÞ: (16)
Here, QðnÞ and qðnÞ are macroscopic and microscopic physi-
cal quantities, respectively, the superscript n represents the
time step, and G corresponds to Eqs. (1)–(4) or Eqs. (5)–(12)
and is a function of known quantities at the step n. First,
Q
ðnþ1Þ
MHD and Q
ðnþ1Þ
PIC ðqðnþ1ÞPIC Þ are independently obtained by
using Eq. (16). After that, we have Q
ðnþ1Þ
interface according to the
hand-shake scheme (13). In the PIC algorithm, particles in
the interface domain are removed and new ones with micro-
scopic quantities, q
ðnþ1Þ
interface, determined to satisfy Q
ðnþ1Þ
interface are
loaded. At the next step, we substitute Q
ðnþ1Þ
interface and q
ðnþ1Þ
interface
in the right-hand side of Eq. (16) so as to obtain
Q
ðnþ2Þ
MHD ; Q
ðnþ2Þ
PIC , and q
ðnþ2Þ
PIC .
However, the electric field E and current density J are
treated specifically, since they are not independent variables
in the MHD algorithm, in which EMHD and JMHD are given
as EMHD ¼ uMHD  BMHD and JMHD ¼ 1=ð4pÞr  BMHD.
By using Eq. (13), Einterface and Jinterface are obtained; how-
ever, they are not used in Eq. (16) of the MHD algorithm,
while they are substituted in the right-hand side of Eq. (16)
of the PIC algorithm.
Furthermore, normalization constants of the MHD and
PIC algorithms are different, hence, unit-transformation is
required. For details, see Appendix B.
We show how time in our multi-hierarchy simulation
advances in Fig. 3. A multi-time step scheme12,14 is employed,
where each of the MHD and PIC algorithms has different time
steps. Large time steps are used for the MHD algorithm, and
small ones are used for the PIC algorithm. For advancing the
time from t1 to t2, the PIC algorithm receives interpolation val-
ues of MHD data at t1 and at t2 from the MHD algorithm at
every PIC time step. On the other hand, at t1, the MHD algo-
rithm gets PIC data averaged over several steps around t1.
The following procedure makes the simulation time
advance from t1 to t2.
Step 1: Suppose that at t1, physical quantities of the
MHD and PIC algorithms are given.
FIG. 3. Time-flow of the multi-hierarchy simulation. Large and small time
steps are for MHD and PIC algorithms, respectively.
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Step 2: The MHD algorithm sends MHD information at
t1 to the PIC algorithm.
Step 3: The PIC algorithm refers to MHD data at t1
received in step 2 as QMHD in Eq. (13) and advances to
t1 þ dt, where dt is a time period which corresponds to sev-
eral time steps of the PIC algorithm.
Step 4: PIC information averaged over the period from
t1  dt to t1 þ dt is sent to the MHD algorithm.
Step 5: The MHD algorithm advances one time step and
reaches t2, referring to PIC data obtained in step 4 as QPIC in
Eq. (13).
Step 6: PIC information at t1 þ dt which were obtained
in step 3 is deleted and the PIC algorithm returns to t1.
Step 7: The MHD algorithm sends MHD data at t1 and
those at t2 to the PIC algorithm.
Step 8: During t1 < t < t2, the PIC algorithm refers to
MHD data interpolated between at t1 and at t2 received in
step 7 as QMHD in Eq. (13) and advances to t2.
III. SIMULATION RESULTS
A. Examination: Plasma flow injection
In order to examine physical reliability of the interlock-
ing method in the multi-hierarchy model with non-uniform
space grids, we perform multi-hierarchy simulations of
plasma injection from MHD to PIC domains. Figure 4 shows
the schematic diagram of simulation box used in this subsec-
tion. The uniform magnetic field Bx0 is taken to be the x
direction (Simulation configuration is not suitable for mag-
netic reconnection.). The simulation domain is divided as
follows: MHD domain: 48:0 < jy=ðc=xceÞj < 106:75, inter-
face domain: 40:0 < jy=ðc=xceÞj < 48:0, and PIC domain:
jy=ðc=xceÞj < 40:0. The position yc shown in Fig. 4 is taken
to be yc=ðc=xceÞ ¼ 55:5. The system is periodic in the x and
z directions and is free in the y direction.
The simulation parameters are as follows. The ion-
to-electron mass ratio is mi=me ¼ 100, and the ratio of the
electron plasma frequency to the electron gyrofrequency is
xpe=xce ¼ 1:0. The MHD time step is 0.1 in the MHD unit
system and the PIC time step is 0.1 in the PIC unit system.
According to the unit-transformation relation (B7) in
Appendix B, MHD unit time is 10 times longer than PIC unit
time. Thus, 10 PIC time steps correspond to 1 MHD time
step. As the initial state, the mass density and magnetic field
are uniform. The ion-electron temperature ratio is taken to
be Ti0=Te0 ¼ 1:0 at the initial time. The number of particles
is 1 000 000 at the initial time and increases to ’ 1:59 106.
Plasma is supplied into the simulation box owing to
E B drift by imposing the driving electric field at the out-
side boundary of the MHD domain [y=ðc=xceÞ ¼ 6106:75].
The driving electric field, EzdðtÞ, is programmed to evolve
from zero to a constant value E0 with a spatially uniform
shape, where E0 is 0:06Bx0 at y=ðc=xceÞ ¼ 106:75 and
0:06Bx0 at y=ðc=xceÞ ¼ 106:75 in the PIC unit system. [In
the MHD unit system, jE0j is 0:6Bx0. See Eq. (B4) in
Appendix B.]
Figure 5 shows the bird’s eye view of the plasma mass
density in the ðy; xÞ plane at various times, where the mass
density q is normalized to the initial uniform mass density
q0. We can see that low noise due to thermal fluctuations is
excited in the PIC and interface domains. The plasma
mass density in the MHD domain begins to increase at
xcet ¼ 400, and plasmas smoothly and continuously flow to
the PIC domain via the interface domain. Consequently,
plasmas pile up in the PIC domain and at xcet ¼ 1200, two
plasma flows have collided with each other at the center of
the PIC domain.
This plasma injection process is a large-scale and slow
phenomenon which can be treated within the MHD frame-
work. Hence, we compare results of the multi-hierarchy sim-
ulation with those of pure MHD simulations, in which whole
domain is calculated by the MHD algorithm. In Fig. 6, we
display the spatial profiles of the mass density and magnetic
field averaged in the x and z directions. Black and red lines
represent results of the multi-hierarchy simulation and the
pure MHD simulation, respectively. We can see that the
mass density profiles (left panels) of the multi-hierarchy and
FIG. 4. Schematic diagram of the multi-hierarchy simulation box for exami-
nation of its validity, but not for magnetic reconnection.
FIG. 5. Bird’s eye view of the plasma mass density at xcet ¼ 0; 400; 800,
and 1200. Plasmas are injected inward and pile up in the PIC domain.
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MHD simulations are almost the same, though, at
xcet ¼ 600, the profile of the multi-hierarchy simulation
temporally has low noise in the interface domain. Also, the
magnetic field profiles (right panels) of the multi-hierarchy
simulations fit well to those from the MHD simulations.
These simulations demonstrate that at xcet ’ 1200, the
mass density and magnetic field profiles have formed a pla-
teau structure, as shown in the bottom panels of Fig. 6 and
have reached their maximum values in the vicinity of the
center of the simulation domain (y=ðc=xceÞ ’ 0). So then,
we observe the maximum values of the mass density qmax
and the magnetic field Bx;max at xcet ¼ 1200. In the multi-
hierarchy simulation qmax ¼ 1:88 and Bx;max ¼ 1:87, while
in the MHD simulation qmax ¼ 1:87 and Bx;max ¼ 1:89. Both
maximum values of the mass density and magnetic field
from the multi-hierarchy simulations are in good agreement
with those from the MHD simulations. It is confirmed that
the interlocking method in the multi-hierarchy model with
the non-uniform space grids describes the physics correctly
in the same way as that with the uniform space grids, as
shown in Ref. 14.
B. Collisionless driven reconnection
Next, we apply our multi-hierarchy simulation model to
collisionless magnetic reconnection in an open system.19
Here, the simulation box is shown in Fig. 1. The simulation
domain is implemented on a ð256 303 4Þ point grid and
a box size is 64ðc=xceÞ  114:75ðc=xceÞ  1:0ðc=xceÞ. The
simulation domain is divided as follows: MHD domain:
19:875 < jy=ðc=xceÞj < 57:375, interface domain: 17:875
< jy=ðc=xceÞj < 19:875, and PIC domain: jy=ðc=xceÞj
< 17:875. The position yc shown in Fig. 2 is taken to be
jyc=ðc=xceÞj ¼ 24:75. The system is periodic in the z direc-
tion and is free in the x and y directions.
The simulation parameters are as follows. The ion-to-
electron mass ratio is mi=me ¼ 100, and the ratio of the elec-
tron plasma frequency to the electron gyrofrequency is
xpe=xce ¼ 1:5. The MHD time step is 0.05 in the MHD unit
system and the PIC time step is 0.05 in the PIC unit system.
Referring to the unit-transformation equation (B7) in
Appendix B, MHD unit time is equal to 15 times PIC unit
time. Thus, 15 PIC time steps correspond to 1 MHD time
step. The initial condition is given by a one-dimensional
Harris-type equilibrium as BxðyÞ ¼ B0 tanhðy=LyÞ for the
magnetic field and npðyÞ ¼ np0=cosh2ðy=LyÞ for the number
density, where B0 and np0 are constant and Ly is the spatial
scale. The ion-electron temperature ratio is taken to be
Ti0=Te0 ¼ 1:0. The number of particles contributing to np is
2 000 000 at the initial time. In addition to the so-called fore-
ground plasmas np, the non-uniform background plasmas
19,20
expressed as nbðyÞ ¼ nb0½1 1=cosh2ðy=LyÞ also exist,
where nb0 has a constant value nb0=np0 ¼ 0:25. Although this
background plasmas give rise to a weak pressure imbalance,
according to Refs. 19 and 20, it is quickly justified without
FIG. 6. Spatial profiles of mass density (left) and magnetic field (right) at
xcet ¼ 600 and 1200. Black and blue lines represent results of the multi-
hierarchy and pure MHD simulations, respectively.
FIG. 7. Spatial profiles of magnetic
field lines (left) and vector plots of fluid
velocity (right) in the ðx; yÞ plane at
xcet ¼ 2430. Light blue, light brown,
and white areas show the MHD, PIC,
and interface domains, respectively.
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any significant modification of the current sheet structure.
The total number of particles thus is ’ 2:45 106 at the ini-
tial time and increases to ’3:82 106.
The driving electric field, Ezdðx; tÞ, imposed at the
upstream boundary of the MHD domain [y=ðc=xceÞ
¼ 657:375] is programmed to evolve from zero to a con-
stant value, E0 ¼ 0:04Bx0, in the PIC unit system.
[E0 ¼ 0:6Bx0 in the MHD unit system. See Eq. (B4) in
Appendix B.] The field Ezdðx; tÞ is set to zero at the initial
time and begins to grow at x¼ 0. The width of the region
where Ezdðx; tÞ grows is gradually increased. Eventually,
Ezdðx; tÞ develops to reach E0 on the entire boundary of the
MHD domain.
Figure 7 demonstrates the spatial profiles of magnetic
field line (left panel) and vector plots of the fluid velocity
(right panel) in the ðx; yÞ plane at xcet ¼ 2430. An enlarged
view of vector plots in the rectangular region, which covers
the interface domain near the downstream boundary, is also
presented. Clearly, both plasma and magnetic flux are
smoothly supplied to the PIC domain (light brown area)
through the interface domain (white area) from the MHD
domain (light blue area), and the reconnected flux moves out
smoothly from the downstream region.
Next, let us compare the multi-hierarchy simulation
results with those from the PIC simulation code named
PASMO, in order to get the physical verification of magnetic
reconnection found in our multi-hierarchy model. The
PASMO is a three-dimensional electromagnetic PArticle
Simulation code for investigating driven Magnetic reconnec-
tion in an Open system, which has been developed and pro-
gressed by Horiuchi, Ohtani et al.7,8,19 Figure 8(a) shows the
spatial profiles of the non-ideal terms in the z-component
of the ion force balance equation at xcet ¼ 2430, which is
obtained by the multi-hierarchy simulation. The pressure
tensor term (green line) becomes dominant within the ion
meandering scale lmi ’ 4:9ðc=xceÞ and it mainly sustains the
reconnection electric field (black line) in the central current
layer. The inertia term (red line) grows in the intermediate
region of lmi < jyj < di ’ 13:0ðc=xceÞ, where di is the ion
inertial length, but it is almost canceled out by the pressure
tensor term with the opposite sign. Meanwhile, in Fig. 8(b),
we display the profiles from the PASMO simulation for
mi=me ¼ 50 and xpe=xce ¼ 2:5 at xcet ¼ 1023. The results
from the multi-hierarchy simulation are consistent with those
from the PASMO simulations. Thus, our present multi-
hierarchy model with non-uniform spatial grids can describe
collisionless driven reconnection in an open system as a
multi-hierarchy phenomenon with the high accuracy.
IV. SUMMARY
We have extended our previous multi-hierarchy simula-
tion model12–16 for the analysis of magnetic reconnection to
the more realistic model with non-uniform space grids. This
model consists of three parts: an MHD algorithm with a large
time step and non-uniform space grids to describe the global
dynamics away from the reconnection point, a PIC algorithm
with fine-grained space grids to express the microscopic
kinetic process near the reconnection point, and an interface
algorithm to treat interconnection between the macro hierar-
chy (MHD algorithm) and the micro hierarchy (PIC
algorithm).
For examining physical reliability of the interlocking
method, we have performed simulations of plasma flow
injection into a system with uniform profiles by using our
improved multi-hierarchy model. Plasmas are injected
smoothly and continuously from the MHD to the PIC
domains through the interface domain. It is observed that
profiles of the plasma mass density and magnetic field in the
multi-hierarchy simulation are almost the same as those
from the pure MHD simulations.
We have further applied this model to collisionless mag-
netic reconnection in an open system. We can see that
plasma inflows come inward from the MHD domain and
drive magnetic reconnection in the PIC domain.
Furthermore, the physical validity of magnetic reconnection
found in the multi-hierarchy simulation is confirmed by com-
paring the simulation results with the PASMO simulation
results.
FIG. 8. Spatial profiles of various terms in the z-component of the ion force
balance equation along y axis. (a) Multi-hierarchy simulation, (b) PASMO
(PIC) simulation.
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Several problems remain unsolved for full understand-
ing of magnetic reconnection as a multi-hierarchy phenom-
enon. One problem is how to construct an interlocking
algorithm in the downstream direction. Fast plasma outburst
towards the downstream direction is generated as a result of
magnetic reconnection, and makes the particle velocity dis-
tribution far from Maxwellian.21,22 Some kinds of relaxation
processes are required to interlock the PIC domain with the
MHD domain. The other problem is the method for generat-
ing a kinetic region (micro hierarchy) in a dynamically
evolving macroscopic system. An appropriate interlocking
method can reduce the computer resources and enable our
multi-hierarchy simulation model to be applicable to mag-
netic reconnection in more realistic systems in near future.
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APPENDIX A: INTERCONNECTION FUNCTION FOR
PRESSURE
As the interconnection function F, Eq. (15) is used only
for pressure (thermal velocities). The reason derives from
how to treat microscopic quantities in the interface domain.
When the PIC algorithm calculates a thermal velocity by
assembling particle velocities statistically, the obtained value
contains a numerical error vTð1þ dÞ, where vT is the exact
thermal velocity and d is a numerical error factor. In general,
an averaged numerical error hdi is not zero.
As discussed in Sec. IIIB, all particles in the interface do-
main are removed and new particles satisfying macroscopic
quantities such as the new thermal velocities are loaded at ev-
ery PIC time step. In other words, the process that the PIC
algorithm calculates a thermal velocity by assembling these
particle velocities statistically, generates a Maxwellian distribu-
tion with a thermal velocity calculated, and again calculates a
thermal velocity is repeated. At first, the exact thermal velocity
is vT, however, vTð1þ dÞ is measured. As a result, particles
with a thermal velocity vTð1þ dÞ are loaded. Next, the PIC
algorithm assembles these particle velocities statistically again,
and measure vTð1þ dÞ2 as a thermal velocity if Eq. (14) is
employed as F. The error d would be quite small. However,
this process is operated many times, thus, the error would grow
exponentially to give rise to unphysical heating or cooling.23
APPENDIX B: OVERVIEW OF UNIT-TRANSFORMATION
In order to exchange physical quantities between the
MHD and PIC algorithms in the interface domain, the unit-
transformation is needed, since normalization constants are
completely different from each other. Table I represents
physical quantities and their normalization constants in the
MHD and PIC algorithms. For instance, velocities in the
MHD algorithm are normalized to the Alfven speed vA,
while ones in the PIC algorithm are normalized to the speed
of light c.
We show the unit-transformation of physical quantities
calculated by the PIC algorithm. We need to determine two
following relations:
Bn ¼ m
SP
e cxce
qSPe
; (B1)
L ¼ aðc=xceÞ; (B2)
where Bn is the normalization constant of a magnetic field in
the MHD algorithm and is arbitrary, mSPe is the electron
super-particle mass, xce is the electron gyrofrequency, qSPe is
the electron super-particle charge, and L is arbitrary length.
The parameter a can be determined freely. In this paper, a is
taken to be 1.0 for all simulations. They mean that normal-
ization constant of magnetic field in the MHD algorithm
equals that of the PIC algorithm and the MHD unit length is
a times the PIC unit length. Furthermore, in particle simula-
tions, the ion-to-electron mass ratio mi=me and the ratio of
the electron plasma frequency to the electron gyrofrequency
xpe=xce which is satisfied at the standard electron number
density ne0 are given as certain values. For instance, in Sec.
III A, mi=me ¼ 100 and xpe=xce ¼ 1:0 at ne0;P ¼ 2604:2 are
employed. Therefore, we can transform PIC quantities in the
PIC unit system to those in the MHD unit system as follows:
BM ¼ BP; (B3)
EM ¼ xpexce
ﬃﬃﬃﬃﬃ
mi
me
r
EP; (B4)
rM ¼ 1a rP; (B5)
TABLE I. Normalization constants in the MHD and PIC governing equa-
tions. Here, L; Bn, and qn are arbitrary length, magnetic field, and mass den-
sity, respectively, c is the speed of light, xce is the electron gyrofrequency,
vA is the Alfven speed defined as vA ¼ Bnð4pqnÞ1=2; mSPe is the electron
super-particle mass, and qSPe is the electron super-particle charge.
Normalization constant
Quantity MHD PIC
Length L c=xce
Velocity vA c
Time L=vA 1=xce
Magnetic field Bn m
SP
e cxce=q
SP
e
Electric field vABn mSPe cxce=q
SP
e
Mass … mSPe
Charge … qSPe
Number density … ðc=xceÞ3
Mass density qn m
SP
e ðc=xceÞ3
Pressure qnv
2
A m
SP
e c
2ðc=xceÞ3
Current density Bn=ð4pLÞ qSPe cðc=xceÞ3
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uM ¼ xpexce
ﬃﬃﬃﬃﬃ
mi
me
r
uP ¼ xpexce
ﬃﬃﬃﬃﬃ
mi
me
r
ue;P þ ðmi=meÞui;P
1þ ðmi=meÞ ; (B6)
tM ¼ 1a
xce
xpe
ﬃﬃﬃﬃﬃ
me
mi
r
tP; (B7)
qM ¼
1
ne0;P
me
mi
 
qP ¼
1
ne0;P
ne;P
me
mi
 
þ ni;P
 
; (B8)
PM ¼ xpexce
 2 1
ne0;P
PP
¼ xpe
xce
 2 1
ne0;P
ne;Pv
2
Te;P þ ni;Pv2Ti;P
mi
me
  
; (B9)
JM¼ a xpexce
 2 1
ne0;P
JP¼ a xpexce
 2ni;Pui;Pne;Pue;P
ne0;P
; (B10)
where r; u; ue; ui; t; vTe, and vTi denote the length, one-fluid
velocity, electron fluid velocity, ion fluid velocity, time, elec-
tron thermal velocity, and ion thermal velocity, respectively,
and the subscripts M and P mean quantities normalized in
the MHD and PIC unit systems, respectively. Also, we
would like to describe that in the MHD equations, the elec-
tric field is defined not as E ¼ ðu=cÞ  B which is given
from the generalized Ohm’s law, but as E ¼ u B.
Thereby, the normalization constant of the electric field is
different from that of the magnetic field in the MHD equa-
tions, while the normalization constants of the electric and
magnetic fields are the same in the PIC equations. That leads
to a factor between EM and EP in Eq. (B4).
24
Let us note that quantities on the left-hand side of
Eqs. (B3)–(B10) are measured in the MHD unit system, how-
ever, they are not data computed by the MHD algorithm, but
simulated by the PIC algorithm. In other words, quantities such
as BM and qM correspond to QPIC in Eq. (13). Transforming
from the PIC to the MHD unit systems as shown in Eqs.
(B3)–(B10), we operate the hand-shake scheme (13) in order to
give macroscopic physical quantities in the interface domain.
On the other hand, solving physics in the interface
domain with the PIC algorithm requires transformation of
Qinterface in the MHD unit system into Qinterface in the PIC unit
system. Furthermore, in order to produce Maxwellian veloc-
ity distribution, fluid (averaged) velocities, thermal velocities,
and number densities of electrons and ions in the PIC unit
system are needed. Therefore, assuming that electrons and
ions have the same number density25 and temperature, we
transform the fluid velocity, mass density and pressure in the
MHD unit system to the number densities, fluid (averaged)
velocities, and thermal velocities of electrons and ions in the
PIC unit system, respectively, as follows:
ne;P ¼ ni;P ¼ 1ðme=miÞ þ 1 ne0;PqM; (B11)
ue;P ¼ xcexpe
ﬃﬃﬃﬃﬃ
me
mi
r
uM  1a
xce
xpe
 2 me
mi
þ 1
 
JM
qM
; (B12)
ui;P ¼ xcexpe
ﬃﬃﬃﬃﬃ
me
mi
r
uM; (B13)
v2Te;P ¼
1
2
xce
xpe
 2 me
mi
þ 1
 
PM
qM
; (B14)
v2Ti;P ¼
1
2
xce
xpe
 2 me
mi
þ 1
 
me
mi
 
PM
qM
: (B15)
The electron fluid velocity is determined by Eq. (B12), since
the difference between ion and electron fluid velocities
expresses an electric current in the PIC algorithm.
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