An adaptive periodic-correlation (APC) algorithm was developed for use in extended-scene ShackHartmann wavefront sensors. It provides high accuracy even when the subimages in a frame captured by a Shack-Hartmann camera are not only shifted but also distorted relative to each other. Recently we found that the shift estimate error of the APC algorithm has a component that depends on the content of the extended scene. In this paper, we assess the amount of that error and propose a method to minimize it.
Introduction
A Shack-Hartmann wavefront sensor (SH-WFS) consists of a lenslet array and a camera at the focal plane of the lenslet array, with the lenslet array placed in a plane conjugate to the plane of the wavefront error source. Its simplicity, inexpensiveness, and real-time data processing capability has made the Shack-Hartmann sensor a popular wavefront sensing instrument in various areas including astronomical adaptive optics, optical testing, and ocular aberrometry since its invention [1] . The conventional method used in a SH-WFS first produces a set of spot images from a point source, then determines the positions of the centroids of these spot images, and finally retrieves the phase information from the estimates of the offsets between these centroid positions and a set of predetermined reference positions. When used in a closed-loop wavefront sensing and control system of a telescope, it offers high dynamic range, albeit with a lower wavefront measurement resolution than, for example, the modified Gerchberg-Saxton WFS approach [2] . In some applications of space-based, airborne, and ground-based adaptive optical systems, an extended-scene Shack-Hartmann sensor (ES-SHS) provides some great benefits [3] . Poyneer found that the periodic-correlation (PC) method works well in this application in terms of both performance with noise and computational simplicity [4] . In that approach, the subpixel shift between two subimages is determined from the location of the crosscorrelation peak of the two subimages. Recently we proposed two new approaches, the adaptive crosscorrelation (ACC) algorithm [5] and the adaptive periodic-correlation (APC) algorithm [6] , to estimate with high accuracy the shift as large as several pixels between two extended-scene subimages captured by a Shack-Hartmann camera (SHC). The ACC algorithm determines the positions of all of the extended-scene subimages or cells relative to a reference cell from the linear phase of the crosscorrelation spectrum of the two cells. Whereas the APC algorithm does the same from the location of the cross-correlation peak of the two cells in the image domain. We tested the shift estimation accuracy of these approaches with measured point-source and extended-scene images having several hundred cells. For point-source spot images, we compared their phase estimation accuracies with that of a conventional centroid-finding algorithm, and obtained good agreement between the centroiding and the two new approaches. Also, we have found that the APC algorithm is more robust and more accurate than the ACC algorithm when the subimages are not only shifted but also distorted [6] .
The shift estimation accuracy of the APC algorithm depends on the content of the extended-scene image captured by an SHC. In order to obtain consistent high performance from an ES-SHS under practical, varying-scene conditions, it is necessary to minimize, or ideally completely eliminate, the scene-dependent errors in subimage shift estimate obtained with the APC algorithm. In this paper, we assess the amount of the scene-dependent shift estimate errors introduced by the APC algorithm and propose a method to minimize such errors.
Description of the APC Algorithm
The APC algorithm works in the same way as the ACC algorithm. The only difference is that, the ACC algorithm calculates the shift of a test cell relative to a reference cell from the linear phase component of the cross-correlation spectrum of the two cells. Whereas the APC algorithm calculates the same from the location of the cross-correlation peak in the image domain. In our APC algorithm, the relative locations of the different SH extended-scene subimages were determined in the following steps:
1. Determine the global locations of all of the active subimages in Fig. 1 (more explanation will be provided on this and the next figures later in this paper), and store them in a pair of arrays, ⃗x; ⃗y ⃗ X δ ⃗x; ⃗ Y δ ⃗y , where ⃗x; ⃗y are real numbers, ⃗ X; ⃗ Y are integers, and δ ⃗x; δ ⃗y are fractional numbers ranging from −0.5 pixels to 0.5 pixels. In our case, we used the centroid locations of the spot images of a point source for this purpose.
2. Choose an N b × N b pixel test cell, where N b is preferentially a power of 2 for this algorithm and the subscript "b" means "big," within a subimage with the corresponding X i ; Y i determined in Step 1 as its center, as shown with a red box in Fig. 2 . In this figure, each red frame shows a 32 × 32 pixel (N b 32) cell. Also, choose one N s × N s small cell as a reference, where N s < N b and the subscript "s" means "small," preferably near the center of the active subimage area. In Fig. 2 , each yellow box shows a 16 × 16 pixel (N s 16) small cell. In the following, we use the position variables x; y to denote the position dependence of a cell in the image domain, and u; v to denote the position dependence of the Fourier transform of a cell. That is, the rx; y↔ru; v pair represents the reference cell in the original image and the Fourier domains, respectively. We represent the larger, N b × N b pixel test cells with the S i x; y↔Ŝ i u; v pair, and the smaller, N s × N s pixel test cells with the s i x; y↔ŝ i u; v pair, respectively. As a standard procedure, we measure a dark image frame for every signal image and subtract it out from the signal image before processing the image data.
3. Take the N s × N s pixel reference cell, rx; y, and calculate its Fourier transform,ru; v.
4. Inside a for-loop with index i, select S i x; y, and obtain the correspondingŜ i u; v andŝ i u; v, respectively. Multiplyr u; v andŝ i u; v to obtain a cross-correlation function in the Fourier domain, c i u; v r u; vŝ i u; v, where "*" denotes a complex conjugate.
5. Inside a while-loop with index j, take the inverse fast Fourier transform (FFT) ofĉ i u; v to obtain the cross-correlation function c i x; y in the image domain.
6. Assume N b 32, N s 16, x; y in c i x; y run from −8 to 7, and the integer-pixel peak of the c i x; y is located at X peak ; Y peak . Fit a parabola to three data points in c i x; y having y Y peak and x fX peak − 1; X peak ; X peak 1g, respectively, and determine the location of the c i x; y peak in the horizontal or the x direction, δx ij . Do the same in the vertical or y direction by fitting a parabola to three data points of the c i x; y having x X peak and y fY peak − 1; Y peak ; Y peak 1g, respectively, and obtain δy ij . Both δx ij and δy ij are real numbers in pixels. In practice, each peak-finding operation is done analytically using three data points to determine three unknowns, including δx ij or δy ij , as described in [4] .
The δx ij ; δy ij pair represent the incremental shifts in the x-and y directions, respectively. Accumulate these incremental shifts to obtain the total shifts Δx ij ; Δy ij up to the current peak-finding iteration:
7. Obtain a new S ij x; y, a new version of S i x; y shifted to match with the rx; y, from the inverse FFT of
Repeat the while-loop (Steps It should be pointed out thatru; v needs to be calculated only once for each SHC image frame, andŜ i u; v needs to be calculated only once for each test cell. For example, if the shift estimate for a particular test cell s i x; y is completed in four peakfinding iterations, then one needs to carry out inverse FFT onĉ ij u; v for four times (Steps 4-7), and calculate the inverse FFT ofŜ ij u; v also four times.
Shift Estimate Accuracy
The process of subimage shift estimation described in the previous section yields a grid of subimage locations in an SHC image. To determine the wavefront error at the lenslet plane, we need two sets of subimage locations. One set is obtained from a reference frame, and the other from a test frame. By subtracting the reference-frame cell locations from the test ones, we obtain a two-dimensional (2D) image-shift map specified by two image-shift vectors Δ ⃗x; Δ ⃗y. Each element of this map corresponds to the local tilt of the wavefront at the corresponding lenslet location. Depending on how the reference locations are determined in ES-SHS, the shift estimate process can be divided into two categories: differential mode and absolute mode. In the following, we briefly describe these two modes. For differential mode, we also present some shift estimate accuracy and time cost results obtained from real, measured images, and compare the performance of the standard APC algorithm with that of the PC algorithm.
A. Differential Mode
In this mode, both the reference and the test images are obtained by using the same extended-scene target. This is usually the case in a laboratory optical setup. We have evaluated the differential mode shift estimate accuracy of the APC algorithm using some image data measured on the advanced wavefrontsensing and control testbed (AWCT) at Jet Propulsion Laboratory (JPL), California Institute of Technology. The testbed was described in detail in [7] , so its description will not be repeated here. Figure 1 is an example of the measured extendedscene SHC image used in this study, and Fig. 2 shows the subareas indicated by the white (left) and the yellow (right) boxes in Fig. 1 . The red and the yellow square boxes in Fig. 2 indicate 32 × 32 pixel and 16 × 16 pixel cell areas, respectively. The subimages produced by this testbed have a size of about 35 × 35 pixels, and we used a total of 6126 cells in the following analysis. The wavefront-sensing accuracy is much more important than the time cost in our applications. Five different scene targets were implemented on the testbed, but the results obtained from only one scene target, the one shown in Figs. 1 and 2, will be presented in this paper. The extendedscene SHC images measured on this testbed exhibited severe vignetting effect from one side of the image to the other, as shown in these two figures. This condition is common to all of the measured images analyzed in this paper, and in effect represents a situation where the subimages in a single frame are not only shifted but also distorted with respect to one another. This provides us with an ideal condition to test the robustness of our APC algorithm. Besides, in the current differential mode operation of the ES-SHS, such subimage distortions are common to both the reference and the test images, and most of the cell position estimate errors of the reference image get canceled by those of the test image. As a result, the subimage distortions due to vignetting have only small impact on the accuracy of the reconstructed wavefront error in the current differential mode, as will be shown below. Figure 3 shows an example of the result of the SH wavefront sensing experiment conducted on our AWCT testbed. It is an optical path difference (OPD) map and was obtained by analyzing two frames of extended-scene images with the APC algorithm. The ES-SHS system includes a deformable mirror (DM) installed to a plane conjugate to the exit pupil of the system. The reference image frame was taken with a set of actuator commands corresponding to a "flat state," a state where the wavefront error of the system is minimized, and the test frame was taken after applying different amounts of voltages to four actuators on top of their "flat state" voltages. Figure 4 is an image-shift diagram corresponding to the OPD map in Fig. 3 . If we select the four different areas indicated in Fig. 4 with four boxes of different colors, and plot the radial shifts falling inside those four areas, we obtain an image-shift distribution plot, For the pair of the reference and the test images used in Fig. 3 , we evaluated several shift estimate parameters as a function of peak-finding iteration number of the APC algorithm, and listed the results in Table 1 . Of particular interest are the OPD RMS ratio, and the time cost listed in Row 4. The OPD RMS ratio is defined as the ratio of the ΔOPD RMS value in Row 2 to the OPD RMS value in Row 1, where ΔOPD OPD APC − OPD Iter , with Iter 1, 2, 4, and "APC." It should be noted that the APC algorithm reduces to PC algorithm when Iter 1, and Iter "APC" corresponds to the standard APC algorithm. There is a trade-off between the computation cost and the shift estimate accuracy of the PC and the APC algorithms. In this small wavefront error case, the PC algorithm introduces 52% error to the reconstructed OPD, but costs less than 25% as much time as that of the APC algorithm, as is seen from Row 4 of Table 1 . These results were obtained with a 64 bit, 1600 MHz Microway WhisperStation computer. Table 2 gives the histogram of the peak-finding iterations needed during the estimate of the 6125 test cell positions relative to the reference cell. It was obtained from the reference image frame in Fig. 3 . As we can see, close to 90% of cells need five to six peak-finding iterations to converge.
In order to confirm the accuracy of the APC algorithm, we took a pair of point-source spot image frames obtained in the same way as the extendedscene image pairs in Fig. 3 but using larger actuator commands than in Fig. 3 , and processed them with the APC algorithm and a centroiding (center of mass) algorithm. The two OPD maps obtained with those two approaches and their differences are shown in Fig. 6 . As we can see, the RMS values of the two OPD maps are very close. The RMS difference of the differential OPDs in percent is 100 × 4.0∕23.5% 17.0%. This and the extended-scene image results shown in Figs. 3-5 prove that the APC algorithm is fairly accurate in the differential mode. It was obtained from the reference image used in Fig. 3 . We also compared the performance of the standard APC algorithm with the faster APC algorithms that use a fixed number of peak-finding iterations by analyzing a series of extended-scene images taken during an "actuator linearity" experiment. In this experiment, only one actuator located near the center of the DM was poked relative to its flat state with a series of voltage values, and the linearity of the RMS values of the resulted OPD maps are evaluated as a function of the applied actuator commands. Figure 7 (a) compares the RMS values of the standard APC algorithm with those of the APC algorithms that use 1, 2, and 4 peak-finding iterations. The figure insert is an example of the OPD maps obtained in this experiment. Note that the case of "Iter 1" corresponds to PC algorithm. As expected, using less number of peak-finding iterations yields less accurate results. Figure 7(b) shows the percentage errors of the fixed-iteration APC algorithm relative to the standard one. The error is defined in the figure caption. As we can see, the PC algorithm introduces more than 20% errors in the reconstructed OPD maps in this experiment relative to the standard APC algorithm. The seven pairs of extended-scene images of this experiment were measured on the same day, but at different times, with five different extended-scene targets, in the following way: (1) Apply a set of actuator commands to the DM. The commands consist of those corresponding to a "flat state" of the optical setup, and additional −5 V, for example, to the test actuator. Take five sets of images with five different extended-scene targets by rotating a filter wheel in which the extended-scene targets are mounted. (2) Repeat Step 1 by poking the test actuator with 5 V from its nominal state. (3) Repeat Steps 1 and 2 for all other command values of the test actuator. It was found after the image-taking process was completed that the extended-scene target whose images were used here was not mounted securely to the filter wheel. As a result, the target moved from frame to frame inside the filter wheel, leading to the rotation and /or the translation of the extended-scene image from one set of actuator commands to the next. Figure 8 shows the 32 × 32 pixel reference cells of the seven-pair extended-scene images used in this study. As we can see, the brightness of the images also changed among those seven pairs of images, in addition to their positions and orientations. Again, this condition served as a good opportunity for us to compare the performances of the different versions of the APC algorithm.
As we can see from Fig. 7(a) , the RMS value of the OPD maps obtained with the APC algorithm has a Fig. 6 . OPD maps obtained in a differential mode ES-SHS experiment from a pair of point-source spot image frames. In the figure title, the "PS" means "point source," and the "ES" means "extended scene." Listed in the x-label are the RMS values of the corresponding OPD maps. range of 91-780 nm. The corresponding peak-tovalley value ranges of the x-shift and the y-shift are 0.75-2.14 pixels and 0.53-2.08 pixels, respectively.
B. Absolute Mode
In this mode, different scenes are used for the reference and the test images. This is the typical case of the real operation of an ES-SHS, such as in a telescope used for remote sensing of a planet's surface from space. In such an application, the scene to be captured as the test image changes constantly, and the reference image locations need to be determined in advance. No adequate experimental SHC image data have been available for us so far to evaluate the accuracy of the APC algorithm in the absolute mode. Even though some SHC images have been taken on our AWCT testbed with five different scenes, they were done so by moving some hardware, namely, a filter wheel, in the optical system. As a result, such images could not be used for determining the accuracy of the APC algorithm in the absolute mode. Therefore, in the following section, we evaluate the absolute mode shift estimate accuracy of the APC algorithm by using half-measured, half-synthesized extended-scene images. Using such images, we also determine the scene-dependent shift estimate errors and propose a method to minimize them.
Scene-Dependent Shift Estimate Error and Its Minimization
Let ⃗p denote the global locations ⃗x r or ⃗y r of the reference frame cells, and ⃗q denote the global locations ⃗x t or ⃗y t of the test frame cells, respectively. We calculate the image shifts from
There is no limit on ⃗ ε: it can take any values from 0 to several pixels. In general, the ⃗ ε consists of the following components:
where the subscripts "wfe," "scene," "algor," and "see" mean "wavefront error," "scene," "algorithm," and "shift estimate error," respectively. Among them, the ⃗ ε wfe represents the true image shifts caused by the wavefront error; that is, the component one seeks to estimate, the ⃗ ε scene represents the undesired scene-dependent error, and the ⃗ ε algor is the built-in error of the shift estimate algorithm. Clearly, the ⃗ ε algor is also undesirable, and ⃗ ε scene and ⃗ ε algor together make up the shift estimate error component, ⃗ ε see . In order to evaluate the ⃗ ε scene under various extendedscene conditions, it would be ideal if one can separate it from the other two components. Fortunately, the ⃗ ε wfe component can be eliminated from Eq. (4) by not introducing any additional wavefront error when taking the test image relative to the reference image. This can be done in practice by changing only the scene target in the optical system without introducing any hardware movement when going from the step of taking the reference image to the step of taking the test image. However, it is not possible to separate ⃗ ε algor from ⃗ ε scene . The reason is that, every shift estimate algorithm has its own built-in error, and that error cannot be separated from the ⃗ ε scene component. As mentioned earlier, the ES-SHS testbed we have implemented did not have the capability to change only the scene target without moving any optical hardware. Therefore, in order to investigate the ⃗ ε scene associated with the APC algorithm, we used a frame of measured point-source spot images as our reference image frame, and a series of half-real, half-synthesized extended-scene images as our target frames, as explained below. Here, it is very important to distinguish the "reference cell" from the "reference image frame": the former is used to estimate the locations of all the test cells relative to a reference cell, and both the test cells and the reference cell are part of the same image frame. Whereas the latter is used to obtain the image shifts of a test image frame relative to a reference image frame. We got our extended-scene targets from a 512 × 512 pixel satellite photo shown in Fig. 9 . It is the same photo we used to study the dependence of our ACC algorithm performance on the extended scene image quality [8] . If we take a 65 × 65 pixel square-shaped subimage, the one marked with a yellow box in Fig. 9 , and multiply it with a circular mask, we obtain a subimage shown in Fig. 10 . By convolving such a subimage with an SHC pointsource spot image, we can generate half-real, halfsynthesized extended-scene SHC images. We used a point-source spot image shown in Fig. 11 for this purpose. It was measured on another ES-SHS testbed at JPL [9] . The subimage size is about 65 × 65 pixels and the whole frame has a total of 510 subimages. The original image was taken with a 12 bit camera and has a gray scale of 0-4095. We chose from Fig. 9 a total of 180 subimages interleaved by 64 pixels in both the x-and the y directions, and generated 180 frames of ES-SHC images with different scene targets using the above method. Figure 12 is an example of such an extended-scene SHC image. It should be pointed out that the different cells in each extended-scene image frame generated this way have different noise characteristics determined by the original spot image, but the cells located at the same x i ; y i position of the different extended-scene image frames have the same noise characteristics. This is the ideal feature of the current extended-scene image frames to investigate the ⃗ ε scene of the APC algorithm. Therefore, no any additional noise, such as Poisson and read noises, has been introduced to the above half-real, halfsynthesized extended-scene SHC image frames. Using Fig. 11 as the reference image and the extended-scene image frames such as Fig. 12 as the test images leads to ⃗ ε wfe 0, thus we have ⃗ ε ⃗ ε see . Let us divide the ⃗p into its integer part, ⃗ P, and fractional part, δ ⃗p, as before:
This is equivalent to ⃗x r ; ⃗y r ⃗ X r δ ⃗x r ; ⃗ Y r δ ⃗y r . We found that, in general, ⃗ ε see is linearly dependent on δ ⃗p. That is, if we denote the x-and y-components of ⃗ ε see as Δ ⃗x see ; Δ ⃗y see , then they can be expressed as
That is, each of the Δ ⃗x see ; Δ ⃗y see pair has the following three components: (1) slope errors, a 1 δ ⃗x r ; b 1 δ ⃗y r ; (2) mean errors or biases, a 0 ; b 0 ; (3) scattered errors, Δ ⃗x scat ; Δ ⃗y scat . Figure 13 shows ⃗ ε see as a function of δ ⃗p. It corresponds to the image shifts between the images of Figs. 11 and 12, and is presented here as an example. The red circle and the blue square markers show the raw values of Δ ⃗x see ; Δ ⃗y see , and the red and the blue solid lines are their linear-fit lines. The green line indicates where Δ ⃗x see ; Δ ⃗y see should be in an ideal case; that is, when there is no shift estimate error. In this particular case, we got a 1 ; b 1 0.000; −0.345. The 16 × 16 pixel cell (yellow box) of the extended-scene target shown in Fig. 10 has lower contrast in the x direction than in the y direction, and this result seems to indicate that the absolute values of the slopes a 1 ; b 1 are proportional to such contrast levels. As is seen from Fig. 10 . 65 × 65 pixels subimage corresponding to the yellow box in Fig. 9 . The red and the yellow boxes indicate 32 × 32 pixel and 16 × 16 pixel cells, respectively. Fig. 13 , the scattered-error components dominate the other two. It is well known that the shift estimate biases give rise to global tip-tilt of the wavefront error to be measured, and can be removed by subtracting them out from the corresponding shift estimate data if necessary.
Here, we propose to eliminate the scene-dependent shift estimate slope errors by removing a 1 δ ⃗x r ; b 1 δ ⃗y r from Δ ⃗x see ; Δ ⃗y see , that is,
where the subscript "c" means "corrected." In the following, we explain why and by how much this approach works.
The shift estimates as well as their slopes and biases are all different for the 180 different extended-scene targets. Figure 14 shows the RMS values of the uncorrected and the corrected radial shift estimate errors, Δ ⃗x see 2 Δ ⃗y see
1∕2
and Δ ⃗x c 2 Δ ⃗y c 1∕2 , Fig. 15 the histograms of the linear-fit coefficients a 1 ; b 1 , and Fig. 16 the histograms of the mean values (biases) a 0 ; b 0 of Δ ⃗x see ; Δ ⃗y see , respectively. In Fig. 14 , the mean values of the two sets of data are 0.108 and 0.076 pixels, respectively. That is, on the average, the shift estimate slope error correction procedure described above reduces the radial RMS error by approximately 30%. As we can see, the tails of the negative values of the a 1 ; b 1 are longer than the positive ones (Fig. 15) . The reason for this phenomenon has yet to be understood. The distributions of the shift estimate biases are relatively symmetric (Fig. 16) .
We have also tried another five sets of extendedscene subimages extracted from the subimage arrays measured on our AWCT testbed. That is, we replaced the subimage in Fig. 10 with five subimages that are part of the ES-SHS images measured with different scenes on our testbed. They had scene contents completely different from one another, and yielded a mean RMS value of 0.052 pixels for before-correction radial shift estimate errors, and a mean RMS value of 0.031 pixels for after-correction radial shift estimate errors. That is, the mean RMS values of the radial shift estimate errors are about half of what we got in Fig. 14 . Also, we achieved a mean RMS error reduction of ∼40% this time. We expect the APC algorithm will yield results similar to that of the latter case, especially with the help of an image-content selection criterion to be implemented in the APC algorithm in the future.
One can easily imagine that the above approach does not work if ⃗ ε wfe is also a linear function of δ ⃗p, the fractional parts of the reference image cell positions. We now address this issue. In an ideal case, the differential mode operation of an ES-SHS system yields
This is because the cell position estimate errors are nearly identical to both the reference and the test images, and the errors of one image will cancel the errors of the other when calculating the image shifts. Figures 17(a) and 17(b) are the 2D graphical representations of the δ ⃗x r ; δ ⃗y r , the fractional parts of the positions of all the cells in the reference image used in Fig. 3 . The exact distribution patterns of δ ⃗x r ; δ ⃗y r can be expected to be different for different lenslet-SHC subsystem designs, but those utilizing a hexagonal lenslet as in our ES-SHS system will share the same fringe-and/or chessboard-like patterns of the δ ⃗x r ; δ ⃗y r shown in Figs. 17(a) and 17(b). Now let us denote the two components of ⃗ ε wfe with Δ ⃗x wfe ; Δ ⃗y wfe , and divide each of them into a linear-, a scattered-and a mean-components, that is,
just as we did to ⃗ ε see in Eq. (6). In order for Δ ⃗x wfe ; Δ ⃗y wfe to have linear components, that is, A 1 ≠ 0 and B 1 ≠ 0, they must have components with distributions similar to Figs. 17(a) and 17(b), with either the same signs or the opposite ones. It is hard to imagine that there can ever exist an optical system whose wavefront error causes an ES-SHC image to shift into patterns similar to Figs. 17(a) and 17(b).
In order to gain some quantitative understanding on the linear components of ⃗ ε wfe , we reanalyzed the image shifts estimated from the reference and the test images used in Fig. 7(a) . Some numerical results of that analysis are listed in Table 3 . In these seven cases of different actuator commands, each reference-test image pair produces an image shift diagram similar to the area inside the red box in Fig. 4 , and the image-shift patterns as shown in Figs. 18(a) and 18(b). The latter were obtained for the case of actuator command 0.5 a:u:. We can say at least the following two things about the results in Table 3 : (1) The linear dependencies of Δ ⃗x wfe ; Δ ⃗y wfe on δ ⃗x r ; δ ⃗y r are very weak. This is evident from the linear-fit coefficients listed in Rows 4 and 5 and the shift RMS ratio in Row 7 in Table 3 . The latter is defined as where RMSfxg means "RMS value of x," and the subscript "lin" means "linear." The values of RMSfΔ⃗ r wfe g are listed in Row 3, and those of RMSfΔ⃗ r lin g are in Row 6 in Table 3 , respectively. In Row 7, the largest value of this ratio is 1.2%. (2) In this case, the nonzero values of A 1 ; B 1 are not caused by the wavefront Fig. 17 . Fractional parts of (a) x r and (b) y r of the reference image used to obtain the result shown in Fig. 3 . They are in pixels. The cells whose data are missing in these two plots are the "bad cells" that are excluded during the analysis of the measured images. error introduced, but by the shift estimate errors, which include scene-content-dependent errors. That is, as was explained earlier, the extended-scene target drifted between the times of taking the reference and the test images because they were taken at different times, scene targets were changed among five targets for each actuator command setting, and the image measurement was carried out in air. This resulted in a test image with a scene content different from that of the reference image at the locations of the 16 × 16 pixel cells. To confirm our above claim, we calculated the radial-shift RMS ratio for the two images used in Fig. 3 , and got 0.005.6%. The two images in Fig. 3 were taken one after another about 6 min apart. Even if we assume the above maximum linear component of 1.2% that is lost during the scene-dependent shift estimate slope error correction comes from ⃗ ε wfe , it is still far less than the 30%-40% improvement we gain with the slope-error correction procedure proposed in this paper. This is one of the most important findings of this study.
Conclusion
We presented a study about the dependence of the APC algorithm performance on the image content of extended-scene targets. We have divided the scene-content-dependent shift estimate errors into the following three components: slope error, mean error (or bias), and scattered error. The scattered-error component is partly the result of an intrinsic property of the APC algorithm itself in its current form and is partly caused by scene content, and dominates the whole shift estimate error. The mean error can be eliminated completely by a simple subtraction if necessary. We have shown that the slope error can be reduced by 30%-40% without losing any useful information on the wavefront error to be measured, and proposed a procedure for the correction of slope error in this paper. The materials presented in this paper are very useful to better understand the APC algorithm and its robust implementation in adaptive optics systems that conduct Shack-Hartmann-based wavefront sensing and control using either a point source or arbitrary extended scenes. Table 3 . Several Parameters of the Image Shifts Estimated from the Reference and the Test Images Used in Fig. 7(a) a The range of the x-shift is 0.75-2.14 pixels, and the range of the y-shift is 0.53-2.08 pixels.
