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Deep Network Embedding for Graph
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Abstract—Network embedding has attracted an increasing
attention over the past few years. As an effective approach
to solve graph mining problems, network embedding aims to
learn a low-dimensional feature vector representation for each
node of a given network. The vast majority of existing network
embedding algorithms, however, are only designed for unsigned
networks, and the signed networks containing both positive and
negative links, have pretty distinct properties from the unsigned
counterpart. In this paper, we propose a deep network embedding
model to learn the low-dimensional node vector representations
with structural balance preservation for the signed networks.
The model employs a semisupervised stacked auto-encoder to
reconstruct the adjacency connections of a given signed network.
As the adjacency connections are overwhelmingly positive in
the real-world signed networks, we impose a larger penalty to
make the auto-encoder focus more on reconstructing the scarce
negative links than the abundant positive links. In addition, to
preserve the structural balance property of signed networks, we
design the pairwise constraints to make the positively connected
nodes much closer than the negatively connected nodes in the
embedding space. Based on the network representations learned
by the proposed model, we conduct link sign prediction and
community detection in signed networks. Extensive experimen-
tal results in real-world datasets demonstrate the superiority of
the proposed model over the state-of-the-art network embed-
ding algorithms for graph representation learning in signed
networks.
Index Terms—Deep learning, graph representation learning,
network embedding, signed network analysis, structural balance.
I. INTRODUCTION
NETWORK embedding is an effective method to learna low-dimensional feature vector representation for each
node of a given network, with the goal of preserving the orig-
inal network structure in the embedding space. Based on the
low-dimensional feature vector representations, many graph
analytics problems, such as graph visualization, node clas-
sification, link prediction, and graph clustering, can all be
easily solved. Although several promising network embedding
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algorithms, such as DeepWalk [1], Line [2], node2vec [3],
SDNE [4], DNGR [5]; and DNE-APP [6] have been proposed
recently, they are only designed for unsigned networks, with-
out considering the polarities of edges in the signed networks.
A signed network contains both positive and negative links,
where the positive links indicate proximity or similarity, while
the negative links reflect dissimilarity or distance [7]. Recent
studies [8], [9] have shown that the signed networks have
properties substantially distinct from unsigned networks. For
example, in unsigned networks, the homophily effect [10] and
social influence [11] theories suggest that two users directly
connected by a link would tend to have similar preferences.
However, such theories are not applicable to the signed
networks due to the existence of negative links. For instance,
in a signed network like Epinions,1 two negatively connected
users would have rather opposite opinions instead of similar
preferences. In addition, the transitivity property of unsigned
networks which suggests that “the friend of my friend is likely
to be my friend” is also not true for the negative links in
the signed networks, since both “the enemy of my enemy
is my friend” and “the enemy of my enemy is my enemy”
can be observed in the signed networks [12]. Due to the sub-
stantially distinct properties between the signed networks and
unsigned networks, existing network embedding algorithms
designed for unsigned networks cannot be directly applied to
the signed networks. Thus, it is indeed necessary to design
signed network embedding algorithms to capture the spe-
cific properties of the signed networks. “Structural balance”
is one prevailing social property of the signed networks [13].
The balance theory [14] states that “a network is balanced
if and only if all the edges are positive; or all the nodes
in the network can be grouped into two clusters where the
edges within the same cluster are all positive, while the
edges across different clusters are all negative.” A weak
balance theory [15] was proposed to generalize the original
balance theory [14] from two-way clustering to k-way cluster-
ing. Recently, Cygan et al. [16] further extended the structural
balance theory as “the nodes connected with positive links
should sit closer (i.e., possess higher proximity) than those
nodes connected with negative links.”
Existing signed network embedding algorithms mostly
employ the spectral techniques [7], [17]–[19] to embed the
original network into a low-dimensional space spanned by
the top-k eigenvectors of the characteristic matrix associ-
ated with the given network. It has been shown that such
1http://www.epinions.com/
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spectral methods based on matrix decomposition are with
limited representation learning ability to capture the highly
nonlinear properties of the complex network structures [5]. In
addition, the spectral methods based on eigen value decom-
position (EVD) are computationally highly expensive, i.e.,
even the fastest implementation of EVD requires a super-
quadratic computational complexity [20]. On the other hand,
deep learning techniques have demonstrated the powerful
ability to learn more complex and nonlinear feature repre-
sentations in the areas of computer vision [21], [22], speech
recognition [23], and natural language processing (NLP) [24].
Thus, most recently, several promising deep network embed-
ding algorithms [4]–[6], [25] have been proposed to learn
graph representations for unsigned networks. However, very
little deep network embedding work exists for the signed
networks.
In this paper, we propose a deep network embedding with
structural balance preservation (DNE-SBP) model to learn
graph representations for the signed networks. A stacked auto-
encoder (SAE) is employed to learn the nonlinear hidden
representations, by reconstructing the adjacency matrix of
a given signed network. As the real-world signed networks are
generally overwhelmingly positive [12], we impose a larger
penalty on the reconstruction errors of negative links so as
to make the SAE focus more on reconstructing the scarce
negative links as compared to the abundant positive links. In
addition, it has been shown that the semisupervised learn-
ing techniques which incorporate pairwise constraints as
the side information can effectively improve the learning
performance [4], [6], [25]–[28]. Motivated by this, we further
design a semisupervised SAE by incorporating the pairwise
constraints to map each positively connected node pair nearer
to each other (i.e., having similar hidden vector represen-
tations), and to map each negatively connected node pair
more far apart from each other (i.e., having rather different
hidden vector representations), in the low-dimensional embed-
ding space. Thus, the important structural balance property of
the signed networks can be well captured by the embedding
representations. Then, we apply vector-based machine learn-
ing algorithms on the node vector representations learned by
DNE-SBP, to carry out two important signed network mining
tasks, namely, link sign prediction [29]–[31] and community
detection [13], [32]–[34]. The contributions of this paper can
be summarized as follows.
1) We propose a novel DNE-SBP model for signed network
embedding, which leverages a semisupervised SAE to
learn low-dimensional nonlinear graph representations.
2) By reconstructing the adjacency matrix, the learned
hidden vector representations can capture the positive,
negative, and unobserved network connections in the
original network.
3) By designing the pairwise constraints to map the posi-
tively connected nodes nearer than the negatively con-
nected nodes, the structural balance property of the
signed networks can be well preserved by the embedding
vector representations.
4) To deal with the highly imbalanced data in the real-world
signed networks, we impose larger penalty and stronger
pairwise constraint on the negative links to make them
have very distinctive embedding vector representations
with respect to the positive links.
5) Extensive experiments on real-world datasets demon-
strate the superiority of the proposed DNE-SBP model
over the state-of-the-art network embedding algorithms
for graph representation learning in the signed networks.
The rest of this paper is organized as follows. Section II
reviews the state-of-the-art network embedding algorithms and
the semisupervised learning techniques. Section III introduces
the detailed framework of DNE-SBP. Section IV reports the
experimental results of DNE-SBP for link sign prediction
and community detection in three real-world signed network
datasets. Section V concludes this paper.
II. RELATED WORK
In this section, we first review the state-of-the-art network
embedding algorithms developed for unsigned networks and
signed networks. Then, we briefly introduce several related
semisupervised learning techniques.
A. Network Embedding Algorithms for Unsigned Networks
First, we introduce the state-of-the-art network embedding
algorithms designed for unsigned networks. Perozzi et al. [1]
proposed a DeepWalk algorithm to leverage truncated ran-
dom walks to transform a graph structure into a collection of
node sequences. Then, the Skip-Gram language model [35] in
NLP was extended to learn the latent representations for the
nodes, by considering each node in a network as a word in
a document. Tang et al. [2] developed a Line algorithm to
learn the low-dimensional vertex representations, which can
preserve the first-order and the second-order network prox-
imities. In DeepWalk and Line, a depth-first sampling (DFS)
and a breadth-first sampling (BFS) strategy were adopted,
respectively, to define the rigid notions of neighborhoods.
In order to define the flexible notions of neighborhoods,
Grover and Leskovec [3] proposed a node2vec algorithm,
which adopts a flexible neighborhood sampling strategy to
smoothly interpolate between DFS and BFS. Besides the
“shallow” network embedding models, most recently, some
promising deep network embedding algorithms have also been
proposed. For example, Tian et al. [20] employed a sparse SAE
to learn deep network representations for network clustering.
Cao et al. [5] introduced a DNGR model which utilizes a de-
noising SAE to learn nonlinear network representations with
high-order proximities preservation. Wang et al. [4] proposed
an SDNE model to employ a semisupervised SAE to map the
directly connected nodes near to each other in the embedding
space. This SDNE model only preserves the first-order and
the second-order network proximities. To capture high-order
network proximities, Shen and Chung [6] developed a DNE-
APP model to employ a semisupervised SAE to make the node
pairs possessing higher aggregated proximities have more sim-
ilar hidden vector representations. Yang et al. [25] adopted
a semisupervised SAE to learn network representations for
community detection, by mapping the nodes belonging to
the same community near to each other in the embedding
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space. By viewing samples in a domain as nodes in a graph,
Li et al. [36] proposed a domain adaptation framework to
preserve structure consistency by learning similar feature
representations for the samples belonging to the same class.
The unsigned network embedding algorithms only preserve
similarities between nodes in a network. However, in the
signed networks, the negative links capturing dissimilarities
have extremely distinct properties with respect to the posi-
tive links [8], [9]. Thus, existing unsigned network embedding
algorithms cannot be directly applied to the signed networks.
B. Network Embedding Algorithms for Signed Networks
Next, we review several spectral embedding algorithms
designed for the signed networks. Kunegis et al. [7] intro-
duced a signed Laplacian matrix by extending the conventional
Laplacian matrix [37] designed for unsigned networks. Then,
a signed network can be embedded into a d-dimensional
space spanned by the top-d eigenvectors corresponding to
the smallest eigenvalues of the signed Laplacian matrix.
Chiang et al. [13] proposed a multilevel clustering frame-
work based on the balanced normalized cut objective, which is
proved to be mathematically equivalent to the weighed kernel
k-means clustering objective. However, this clustering frame-
work only outputs the partitions of a network rather than an
embedded map. Zheng and Skillicorn [17] proposed a spec-
tral embedding algorithm for the signed networks. They first
defined the simple normalized signed (SNS) graph Laplacian
matrix and the balanced normalized signed (BNS) graph
Laplacian matrix. Then, the top-d eigenvectors correspond-
ing to the smallest nonzero eigenvalues of the SNS and BNS
Laplacian matrices, respectively, were employed to construct
a d-dimensional embedding space. Hsieh et al. [19] proposed
to utilize singular value projection to complete the adjacency
matrix of a given signed network. Then, the top-d eigenvec-
tors of the completed adjacency matrix were employed as the
low rank embeddings. However, a recent study [18] has shown
that the eigenvector encoding of the cluster structure does
not necessarily correspond to the smallest eigenvalues. Thus,
the standard spectral clustering techniques based on the top-
k eigenvectors associated with the smallest eigenvalues might
fail to guarantee the recovery of the ground truth cluster struc-
tures. To address this issue, Mercado et al. [18] proposed to
use the geometric mean of the Laplacian matrices, instead
of the arithmetic mean used by the standard spectral clus-
tering methods. However, measuring the geometric mean of
the Laplacian matrix is computationally expensive, thus lim-
iting this method to be scaled to the large sparse networks.
In addition, Li et al. [38] proposed a low-rank discriminant
embedding model for multiview learning which can preserve
both global discriminant information and local manifold struc-
ture. A low-rank constraint was designed to map the (similar)
samples belonging to the same class closer while mapping
the (dissimilar) samples from different classes more separable
in the low-rank space, the idea is similar to signed network
embedding.
Recently, Wang et al. [39] proposed an SiNE algorithm to
utilize a deep learning framework to learn network embeddings
for the signed networks, based on the extended structural bal-
ance theory [16]. First, for each node vi, a set of triplets
{(vi, vj, vk)|eij = 1, eik = −1} were randomly sampled from
a given signed network, where vj and vk denote a positive
neighbor and a negative neighbor of vi, respectively. Then,
based on the sampled triplets, the goal of SiNE is to make
the similarity between the hidden vector representations of
a node and its positive neighbor larger than that between the
node and its negative neighbor. Since SiNE learns network
representations based on the sampled triplets rather than the
whole network connections, some important information in
the original network might be easily missing. For example,
for the nodes with a very large degree, sampling a limited
number of triplets might fail to get enough information to
learn informative feature representations. In addition, such
sampled triplets only capture observed connections, while
ignoring all the unobserved connections. Thus, the network
representations learned by SiNE would fail to distinguish the
disconnected nodes from the connected ones. In contrast to
SiNE, the proposed DNE-SBP model learns network rep-
resentations from the adjacency matrix, which captures not
only the positive and negative connections but also the unob-
served connections. Thus, the network representations learned
by DNE-SBP can not only distinguish the positively con-
nected nodes from the negatively connected nodes but also
differentiate the connected nodes from the disconnected ones.
Another related work to our proposed model is the state-of-
the-art deep network embedding (SDNE) model [4], which
employs a semisupervised SAE to map the connected node
pairs near to each other in the embedding space, without dif-
ferentiating the negative connections from the positive ones.
Thus, SDNE fails to capture the important structural balance
property [14]–[16] of the signed networks, which suggests
that the positively connected nodes should sit closer (i.e.,
possessing higher proximity) than the negatively connected
nodes. To well capture such property, in the proposed DNE-
SBP model, we carefully designed the pairwise constraints
to map the positively connected nodes much nearer than the
negatively connected nodes. In addition, to deal with the
highly imbalanced data in the real-world signed networks,
we imposed larger penalty on the reconstruction errors of
the scarce negative links. Thus, the embedding representa-
tions learned by DNE-SBP would be more distinguishable
between the negative links and positive links, which are indis-
pensable information in signed networks. To the best of our
knowledge, the proposed DNE-SBP model is the first work to
take advantage of the semisupervised SAE for signed network
embedding.
C. Semisupervised Learning
In the real-world applications, acquiring the fully labeled
data is generally very expensive and time-consuming while it
is much easier to obtain the unlabeled data. Semisupervised
learning is an effective technique to leverage both the lim-
ited labeled data and the abundant unlabeled data to improve
the learning performance. The semisupervised learning tech-
niques can be grouped into two categories, i.e., semisupervised
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classification and semisupervised clustering. On one hand,
semisupervised classification [40], [41] explores how to uti-
lize a large amount of unlabeled samples as the extra training
data to improve the classification performance, such as self-
training and co-training [42]–[45]. On the other hand, semisu-
pervised clustering [46], [47] studies how to incorporate prior
information, such as pairwise constraints, to boost the clus-
tering performance. For example, Klein et al. [27] proposed
a semisupervised clustering algorithm by incorporating the
must-link (ML) and cannot-link (CL) pairwise constraints into
the clustering process. The ML pairwise constraint indicates
that the two instances are similar and should belong to the
same cluster. While the CL pairwise constraint reflects that
the two instances are dissimilar and cannot be assigned to the
same cluster. Yu et al. [28] proposed a transitive closure-based
constraint propagation approach to fully utilize the ML and CL
pairwise constraints in an ensemble framework for semisuper-
vised clustering. He et al. [26] developed a semisupervised
clustering algorithm to propagate the ML and CL pairwise
constraints through multilevel random walks. In addition, in
the recent deep network embedding models [4], [6], [25], pair-
wise constraints have been incorporated into the SAEs to
capture the proximity between nodes, which are similar to the
ML constraints in semisupervised clustering. However, none of
the existing deep network embedding models have utilized the
CL pairwise constraints to capture the dissimilarity between
the nodes. To well capture the structural balance property of
the signed networks, the ML and CL pairwise constraints
have been incorporated into the proposed DNE-SBP model
to target for the positively and negatively connected nodes,
respectively.
III. DEEP NETWORK EMBEDDING MODEL WITH
STRUCTURAL BALANCE PRESERVATION
In this section, we introduce how an SAE is employed to
reconstruct the adjacency matrix, how the pairwise constraints
are designed, and how the DNE-SBP model can be optimized.
For clarity, we summarize the frequently used notations and
corresponding descriptions in Table I.
Given a signed network G = (V, E) with a set of nodes
V = {vi}ni=1 and a set of edges E = {eij}, the associated signed
adjacency matrix A ∈ Rn×n is defined as
Aij =
⎧
⎨
⎩
1, if relation of
(
vi, vj
)
is positive
−1, if relation of (vi, vj
)
is negative
0, if relation of
(
vi, vj
)
is unknown.
Then, the signed adjacency matrix A can be broken into a pos-
itive part A+ ∈ Rn×n and a negative part A− ∈ Rn×n as:
A+ij = max(Aij, 0), A−ij = − min(Aij, 0), where A+ij , A−ij ≥ 0
represent the absolute weight of positive link and negative
link, respectively.
A. Stacked Auto-Encoder
Next, we employ an SAE to reconstruct the signed adja-
cency matrix A so as to learn the nonlinear hidden vector rep-
resentations for all the nodes in the signed network G. An SAE
TABLE I
FREQUENTLY USED NOTATIONS AND DESCRIPTIONS
consists of l layers of basic auto-encoder is constructed as
follows:
H(k) = f
(
X(k)
(
W(k)1
)T + B(k)1
)
, k = 1, . . . , l (1)
Xˆ(k) = f
(
Hˆ(k)
(
W(k)2
)T + B(k)2
)
, k = l, . . . , 1 (2)
where (1) and (2) represent the encoding and decoding pro-
cess at the kth layer of SAE, respectively. H(k) ∈ Rn×d(k)
denotes the hidden matrix representation learned by the kth
layer of SAE, n is the number of nodes in network G, and
d(k) represents the dimensionality of the kth hidden layer of
SAE. Specifically, the ith row of H(k), i.e., H(k)i ∈ R1×d(k)
represents the hidden vector representation of node vi, learned
by the kth layer of SAE. X(k) ∈ Rn×d(k−1) denotes the input
matrix of the kth layer of SAE, X(1) = A and X(k) =
H(k−1),∀k = 2, . . . , l indicating that the hidden matrix rep-
resentation learned by the (k−1)th layer of SAE are utilized
as the input to the kth layer of SAE. W(k)1 ∈ Rd(k)×d(k−1)
and B(k)1 ∈ Rn×d(k) refer to the encoding weight and encoding
bias matrices associated with the kth layer of SAE, respec-
tively. In addition, Xˆ(k) ∈ Rn×d(k−1) and Hˆ(k) ∈ Rn×d(k)
indicate the reconstructed matrices of X(k) and H(k), respec-
tively, where Hˆ(l) = H(l) and Hˆ(k) = Xˆ(k+1),∀k = l−1, . . . , 1.
W(k)2 ∈ Rd(k−1)×d(k) and B(k)2 ∈ Rn×d(k−1) denote the decod-
ing weight and the decoding bias matrices associated with
the kth layer of SAE, respectively. f is a nonlinear activation
function, in the proposed DNE-SBP model, the tanh function
f (x) = [(ex − e−x)/(ex + e−x)] is employed as the activation
function for each layer of SAE.
Then, by minimizing the reconstruction errors ‖Aˆ−A‖2F , we
can learn the low-dimensional hidden vector representations
which can best preserve the original network connections.
However, the connections in the real-world networks are gen-
erally rather sparse, thus there are much more zero elements
than nonzero elements in the adjacency matrix A. In such
a case, directly reconstructing matrix A would make the auto-
encoder tend to reconstruct the zero elements (i.e., unknown
connections) more than nonzero elements (i.e., observed
connections). However, reconstructing observed connections
should be more meaningful than reconstructing unobserved
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ones. To address the sparsity issue, we follow the approach
in [4] to add a larger penalty on the reconstruction errors of
nonzero elements. Moreover, unlike SDNE [4] which lacks the
consideration about negative links, the proposed DNE-SBP
model targets for the signed networks. A recent study has
shown that forming negative links requires higher cost than
forming positive links [12], which leads to overwhelmingly
positive links in the real-world signed networks. To handle
such highly imbalanced data condition in the signed networks,
we design the following penalty matrix P ∈ Rn×n to make the
auto-encoder focus more on reconstructing the scarce negative
links than the abundant positive links
Pij =
⎧
⎨
⎩
1, Aij = 0
β, Aij > 0
γ ∗ β, Aij < 0
where β ≥ 1 denotes the ratio of the penalty on the reconstruc-
tion errors of observed connections (i.e., nonzero elements)
over that of unobserved connections (i.e., zero elements) in the
input adjacency matrix A; γ ≥ 1 indicates the ratio of penalty
on the reconstruction errors of negative links over that of posi-
tive links in the input adjacency matrix A. By incorporating the
penalty matrix P, we have the modified reconstruction error
for the first layer of SAE as: J (1)1 = (1/2n)‖(Aˆ − A)  P‖2F ,
where  indicates an element-wise Hadamard product oper-
ator. It is worth noting that when k ≥ 2, the input matrix of
the kth layer of SAE is the dense hidden matrix representation
learned by the (k−1)th layer of SAE, thus we do not incorpo-
rate the penalty matrix to address the sparsity issue for deep
layers of SAE. The reconstruction errors of each kth layer of
SAE are defined as follows:
J (k)1 =
1
2n
⎧
⎪⎨
⎪⎩
∥
∥
∥
(
Aˆ − A
)
 P
∥
∥
∥
2
F
, k = 1
∥
∥
∥Xˆ(k) − X(k)
∥
∥
∥
2
F
, k ≥ 2.
(3)
B. Pairwise Constraints
Next, we design a semisupervised SAE by incorporating
the ML and CL pairwise constraints to capture the extended
structural balance property of the signed networks. For each
kth layer of SAE, the ML pairwise constraint J (k)2 and the CL
pairwise constraint J (k)3 are devised as follows:
J (k)2 =
1
2n
∑n
i=1
∑n
j=1 A
+
ij
∥
∥
∥H(k)i − H(k)j
∥
∥
∥
2
2
(4)
J (k)3 = −
1
2n
∑n
i=1
∑n
j=1 A
−
ij
∥
∥
∥H(k)i − H(k)j
∥
∥
∥
2
2
(5)
where H(k)i and H
(k)
j ∈ R1×d(k) indicate the hidden vector rep-
resentation of node vi and vj, respectively, learned by the kth
layer of SAE. On one hand, minimizing the ML pairwise con-
straint J (k)2 which is equivalent to minimizing the positive
ratio cut objective in signed network spectral clustering [13],
we can push the positively connected nodes close to each other
in the embedding space. On the other hand, via minimizing
the CL pairwise constraint J (k)3 which is equivalent to max-
imizing the negative ratio cut objective [13], we can pull the
negatively connected nodes far away from each other in the
embedding space. Moreover, to handle the highly imbalanced
data (i.e., overwhelming positive links) of signed networks,
we also utilize the parameter γ to integrate J (k)2 and J (k)3 , as
follows:
J (k)2 + γJ (k)3 =
1
n
(
Tr
((
H(k)
)T
L+H(k)
)
− γ Tr
((
H(k)
)T
L−H(k)
))
= 1
n
Tr
((
H(k)
)T
LH(k)
)
(6)
where Tr(.) denotes the trace of a matrix; L+ ∈ Rn×n is the
Laplacian matrix of A+ and L+ = D+ − A+, D+ ∈ Rn×n
denotes the diagonal degree matrix of A+, with the diagonal
entries D+ii =
∑n
j=1 A
+
ij representing the positive degree of
node vi. Similarly, L− = D− − A− is the Laplacian matrix
of A−, and D− indicates the diagonal degree matrix of A−,
with D−ii =
∑n
j=1 A
−
ij denoting the negative degree of node
vi. In addition, L = L+ − γ L−, where γ ≥ 1 indicates the
ratio of weight of the CL pairwise constraint targeting for the
negative links over that of the ML pairwise constraint target-
ing for the positive links. A larger value of γ would make
DNE-SBP tend to enlarge the distance between the negatively
connected nodes more, with respect to narrowing the distance
between the positively connected nodes. Note that when γ = 1
minimizing (J (k)2 + J (k)3 ) is analogous to minimizing the
Rayleigh quotient of SNS graph Laplacian in signed network
spectral embedding [17]. This reflects that our designed pair-
wise constraints are indeed able to capture and preserve the
extended structural balance property of the signed networks.
In addition, note that in the pairwise constraint (6) and the
penalty-modified reconstruction errors (3), we set the same
value to the parameter γ to make the DNE-SBP model eas-
ily distinguish the scarce negative links from the abundant
positive links.
C. Overall Loss Function
By integrating the reconstruction errors (3), the pairwise
constraint (6), and a L2-norm regularization term J (k)4 =
(1/2)(‖W(k)1 ‖2F + ‖W(k)2 ‖2F), the overall loss function of DNE-
SBP is defined as
J =
∑l
k=1 J
(k)
=
∑l
k=1
(
J (k)1 + αk
(
J (k)2 + γkJ (k)3
)
+ λkJ (k)4
)
(7)
where l represents the number of layers in the SAE; J (k)
denotes the loss function of the kth layer of SAE; αk, λk > 0
refer to the weights of the pairwise constraint and the reg-
ularization term at the kth layer of SAE, respectively. By
minimizing (7), we can learn the hidden node vector rep-
resentations which not only preserve the original network
connections but also capture the structural balance property
of the signed network.
D. Optimization of DNE-SBP
Here, we explain how to optimize DNE-SBP. First, for
each kth layer basic auto-encoder, with the help of back-
propagation algorithm, the “error” terms of its output layer
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
6 IEEE TRANSACTIONS ON CYBERNETICS
Fig. 1. Convergence of the first layer and the second layer of SAE in the
DNE-SBP model in the Wiki dataset.
δ
(k)
3 ∈ Rn×d(k−1) and hidden layer δ(k)2 ∈ Rn×d(k) can be
computed, respectively, as
δ
(k)
3 =
⎧
⎨
⎩
(
Aˆ − A
)
 P  P  f ′
(
Z(k)3
)
, k = 1
(
Xˆ(k) − X(k)
)
 f ′
(
Z(k)3
)
, k ≥ 2 (8)
δ
(k)
2 =
(
δ
(k)
3 W
(k)
2 + αk
(
L + LT)H(k)
)
 f ′
(
Z(k)2
)
(9)
where Z(k)3 = H(k)(W(k)2 )T + b(k)2 , Z(k)2 = X(k)(W(k)1 )T + b(k)1 ,
H(k) = f (Z(k)2 ), Xˆ(k) = f (Z(k)3 ); and f ′ denotes the derivative
of the activation function.
Next, the partial derivative with respect to the encoding
weight W(k)1 , decoding weight W
(k)
2 , encoding bias B
(k)
1 , and
decoding bias B(k)2 , can be computed, respectively, as follows:
∂J (k)
∂W(k)1
= 1
n
(
δ
(k)
2
)T
X(k) + λkW(k)1
∂J (k)
∂W(k)2
= 1
n
(
δ
(k)
3
)T
H(k) + λkW(k)2
∂J (k)
∂B(k)1
= δ(k)2 /n,
∂J (k)
∂B(k)2
= δ(k)3 /n. (10)
To minimize the loss function J (k), we use stochastic gra-
dient descent to update the parameters as: W(k)1 = W(k)1 −
ηk[(∂J (k))/(∂W(k)1 )]; W(k)2 = W(k)2 − ηk[(∂J (k))/(∂W(k)2 )];
B(k)1 = B(k)1 − ηk[(∂J (k))/(∂B(k)1 )]; B(k)2 = B(k)2 −
ηk[(∂J (k))/(∂B(k)2 )], where ηk indicates the learning rate
of the kth layer basic auto-encoder. Next, to optimize
an SAE consists of multiple layers of basic auto-encoder,
we adopt a greedy layer-wise training approach, as
in [5], [20], and [48]. The time complexity of DNE-SBP is
O(nchI), where n denotes the number of nodes in the network;
c indicates the average degree of the network; h represents the
maximum dimensionality of the hidden layers in SAE, i.e.,
h = d(1); I refers to the number of iterations. Since chI is
independent of n, the overall time complexity of DNE-SBP is
linear to the number of nodes in the network.
IV. EXPERIMENTS
A. Datasets
We evaluated the graph representation learning performance
of the proposed DNE-SBP model for link sign prediction
and community detection in three real-world signed networks,
namely Epinions, Slashdot, and Wiki. The Epinions
Fig. 2. AER, MER, and ANR ratios of the distances between the positively
connected nodes over that between the negatively connected nodes in the
embedding spaces learned by the first layer and the second layer of SAE in
the DNE-SBP model.
TABLE II
STATISTICS OF SIGNED NETWORK DATASETS
TABLE III
LAYER CONFIGURATION OF THE SAE ON THREE DATASETS FOR LINK
SIGN PREDICTION AND COMMUNITY DETECTION
dataset [49] is a “who trust whom” online social network gen-
erated from the Epinions site, where one user can “trust” (posi-
tive) or “distrust” (negative) another. The Slashdot dataset [50]
is a signed social network extracted from the technology
news site Slashdot, where users can form the relationships
as friends (positive) or foes (negative). The Wiki dataset [51]
is extracted from the Wikipedia site, which describes the votes
“for” (positive) and “against” (negative) the other in elections.
In the experiments, we used the full Wiki dataset, and extracted
7000 nodes with the largest degree and retained all the edges
between the selected nodes from the original Epinions and
Slashdot datasets. Table II shows the statistics of the three
datasets. Among three networks, Wiki is the sparsest one,
Slashdot is second sparsest, while Epinions is the densest.
B. Implementation Details
For link sign prediction, we built a two-layer SAE in the
DNE-SBP model. The layer configurations of the SAE for the
three datasets are shown in Table III. For example, for Wiki
dataset, the layer configuration “7118-256-64” indicates that
the first layer basic auto-encoder and the second layer basic
auto-encoder in the SAE were configured with the dimen-
sionality of each layer as 7118-256-7118 and 256-64-256,
respectively. In addition, the batch sizes of the first layer and
the deeper layers of SAE were set as 500 and 100, respec-
tively, and the learning rates were set as η1 = 0.025 and
ηk = 0.015,∀k ≥ 2. We set the weight of L2-norm regulariza-
tion as λ1 = 0.05 and λk = 0.1, ∀k ≥ 2 in both Epinions and
Slashdot datasets; and set λ1 = 0.05 and λk = 0.25, ∀k ≥ 2
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in the Wiki dataset. In addition, we set the weight of pairwise
constraint at the first layer and the deeper layers of SAE as:
α1 = 16, 14, 10 and αk = 0.4, 0.2, 0.2,∀k ≥ 2 for the Wiki,
Slashdot, and Epinions datasets, respectively. The ratio of
penalty on the reconstructing errors of nonzero input elements
over that of zero input elements were set as β = 25, 25 and
10 in the Wiki, Slashdot, and Epinions datasets, respectively.
Besides, we set the ratio of penalty for the reconstructing
errors of negative links over that of positive links, and the
ratio of the CL constraint weight over that of ML constraint
weight as γ1 = floor([(∑ni=1
∑n
j=1 A
+
ij )/(
∑n
i=1
∑n
j=1 A
−
ij )]),
where floor(x) rounds x to the nearest integer less than or
equal to x. In addition, note that we set γk = 1,∀k ≥ 2,
because after the first layer embedding, the larger penalty and
stronger pairwise constraint for negative links have already
been imposed to learn the hidden representations.
On the other hand, for community detection, a four-layer
SAE was built for the three datasets, as shown in Table III.
The parameter settings for community detection are similar to
those introduced for link sign prediction. Here, we only report
the differences. First, in contrast to link sign prediction, we set
a larger batch size of 1000 for each layer of SAE. Second, we
assigned a larger weight to the pairwise constraint at the deeper
layers of SAE, i.e., αk = 1.5,∀k ≥ 2. This is because the
structural balance theory [14], [15] was originally proposed
for network clustering, thus it should be more important and
necessary to preserve the structural balance property for the
community detection task (by assigning larger weight to the
pairwise constraint). In addition, for both link sign prediction
and community detection, we employed the deepest hidden
vector representations learned by the last layer of SAE as the
node vector representations, with the dimensionality d = 64.
Each layer of SAE was optimized using stochastic gradient
descent with the learning rates introduced above. As shown
in Fig. 1(a), the value of the loss function of the first layer
of SAE decreases rapidly at the first 20 iterations and then
gradually converges at 80 iterations. While for the second layer
of SAE, as shown in Fig. 1(b), the loss function is easier to
get convergence after less than 20 iterations.
C. Analysis of Embedding Learned by DNE-SBP
Here, we analyze whether the network representations
learned by the proposed DNE-SBP model can preserve the
extended structural balance property of the signed networks,
i.e., whether the positively connected nodes are sitting closer
than the negatively connected nodes in the embedding space.
In this regard, we adopted three distance measures intro-
duced in [17], namely average edge ratio (AER), median edge
ratio (MER), and average node ratio (ANR). AER is defined
as the ratio of the average embedded distance between the
positively connected nodes over that between the negatively
connected nodes, i.e.,
(∑n
i=1
∑n
j=1 A
+
ij dij
)
/
∑n
i=1
∑n
j=1 A
+
ij
(∑n
i=1
∑n
j=1 A
−
ij dij
)
/
∑n
i=1
∑n
j=1 A
−
ij
where dij indicates the Euclidean distance between the hidden
vector representations of node vi and vj. MER is the ratio of
the median of the embedded distance between the positively
connected nodes over that between the negatively connected
nodes, defined as follows:
median
(
dij|A+ij > 0
)
median
(
dij|A−ij > 0
) .
ANR is the ratio of the average embedded length of positive
links over that of negative links, from the perspective of nodes,
defined as follows:
∑n
i=1
(∑n
j=1 A
+
ij dij/D
+
ii
)
/np
∑n
i=1
(∑n
j=1 A
−
ij dij/D
−
ii
)
/nn
where np and nn indicate the number of nodes having at least
one positive link and having at least one negative link, respec-
tively. As shown in Fig. 2, all the three ratios are smaller than
1 in three datasets, indicating that the embeddings learned by
DNE-SBP can actually capture the extended structural balance
property. Moreover, we can observe that the ratios measured
in the embedding space learned by the second layer of SAE
were smaller than that learned by the first layer of SAE. This
indicates that the hidden representations learned by the deeper
layer of SAE can better satisfy the extended structural balance
condition.
D. Baseline Algorithms
The following state-of-the-art network embedding algo-
rithms were employed to benchmark against the proposed
DNE-SBP model.
1) SL [7]: It is a spectral clustering algorithm, with a signed
Laplacian matrix defined as L¯ = D¯ − A, where D¯ii =∑n
j=1 |Aij| indicates the sum of positive and negative
degree of node vi. The top-d eigenvectors of L¯ are
selected as the node vector representations.
2) SNS [17]: It is a spectral embedding algorithm defining
the SNS Laplacian matrix as LSNS = D¯−1(D+−D−−A).
The top-d eigenvectors of LSNS are selected as the node
vector representations.
3) BNS [17]: It is a spectral embedding algorithm with the
BNS Laplacian matrix defined as LBNS = D¯−1(D+−A).
The top-d eigenvectors of LBNS are selected as the node
vector representations.
4) SiNE [39]: It is a deep network embedding model
designed to preserve the extended structural balance
property of the signed networks. It randomly samples
a set of triplets containing positive and negative neigh-
bors of each node in the given network. Then, it employs
a deep learning framework to learn the node vector
representations based on the sampled triplets.
5) SDNE [4]: It is a deep network embedding model
designed for unsigned networks. It employs a semisuper-
vised SAE to map the connected node pairs close to each
other, without differentiating positive and negative links.
Since the structural balance theory is naturally defined for
undirected networks [8], we evaluated all the comparing algo-
rithms in undirected signed networks. To guarantee the best
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performance of SiNE, we used the default settings in [39], i.e.,
building a three-layer neural network with the dimensionality
of each layer and the node vector representations as d = 20.
For other baselines in link sign prediction, we used the same
dimensionality of node vector representation as in our DNE-
SBP model, i.e., d = 64. In addition, note that the spectral
embedding algorithms, i.e., SL, SNS, and BNS, assume that
the top-k eigenvectors encode the corresponding k-way cluster-
ing structure [7], [17]. Thus, for the community detection task,
the dimensionality of the node vector representations learned
by these spectral embedding algorithms were set as equal to
the number of clusters in the given network, i.e., d = k.
E. Experimental Results
In this section, we report the experimental results of the
network embedding algorithms for link sign prediction and
community detection in three real-world signed networks.
1) Link Sign Prediction: For link sign prediction, first
a training fraction f % of edges were randomly sampled from
the given network to construct the signed adjacency matrix,
which is employed as the input to learn the low-dimensional
node vector representations. Then, four types of edge feature
vector representations were built based on the node vector rep-
resentations learned by each network embedding algorithm, as
in [3]
L1: H
(
eij
) = ∣∣Hi − Hj
∣
∣
L2: H
(
eij
) = ∣∣Hi − Hj
∣
∣2
Had: H
(
eij
) = Hi  Hj
Avg: H
(
eij
) = (Hi + Hj
)
/2
where H(eij) indicates the feature vector representation of
edge eij; Hi and Hj denote the feature vector representation
of node vi and vj, respectively. A logistic regression (LR)
model was trained based on the edge vector representations
and the observed edge labels in the training set. Next, the
LR model was employed to predict the labels of edges in
the testing set. As the signed network datasets are over-
whelmingly positive, directly evaluating the accuracy on
such highly imbalanced datasets will be misleading. Thus,
following [29], [30], and [39], we adopted the “area under
the ROC curve” (AUC) metric to evaluate the link sign
prediction performance, which is insensitive to the imbal-
anced data. The higher the AUC score, the better the link
sign prediction performance. In addition, we employed the
average precision (AP) [52] as another metric. As compared
to precision@k, AP is more concerned with the retrieved
items ranking ahead. To better reflect the link sign prediction
performance in such highly imbalanced datasets, we calculated
the AP of the scarce class (i.e., negative links). The higher the
AP, the better the link sign prediction performance. Table IV
reports the AUC and AP scores of all the comparing algorithms
with four types of edge representation in the Wiki dataset.
Tables V and VI report the highest AUC and AP scores each
algorithm can achieve with its best suitable edge representa-
tion, in the Slashdot and Epinions datasets, respectively. The
reported AUC and AP scores for each comparing algorithm
were averaged over the same five random splits.
As shown in Table IV, when the given network is rather
sparse, e.g., just giving 20% of observed links in the sparest
Wiki network, the SiNE algorithm with the Avg edge repre-
sentation can achieve the highest AUC and AP scores among
all the comparing algorithms. Except that, the proposed DNE-
SBP model with the Had edge representation always achieved
the highest AUC and AP scores in the three signed networks,
as shown in Tables IV–VI. This could be explained by the
fact that SiNE learns network representations based on the
sampled triplets [39]. Then, if the given network is dense
(i.e., having a large number of possible triplets), a limited
number of samples would unavoidably lose some informa-
tion. Thus, SiNE would perform worse as the given network
is denser. In contrast to SiNE, the proposed DNE-SBP model
learns network representations from the adjacency matrix of
a given network. Thus, we can take advantage of the whole
network connections to learn more informative network rep-
resentations. In addition, we can observe that both DNE-SBP
and SiNE outperform the spectral embedding algorithms in
the three signed networks. This demonstrates the higher effec-
tiveness of deep learning techniques for graph representation
learning, as compared to the linear matrix decomposition
methods.
Second, we discuss the performance of the spectral embed-
ding algorithms, i.e., SL, SNS, and BNS. We can see that in the
densest Epinions dataset (shown in Table VI), SL with the Had
edge representation can achieve the highest AUC scores among
all the spectral embedding baselines. However, conversely, in
the sparsest Wiki dataset (shown in Table IV), SL always
achieved the lowest AUC and AP scores, no matter what per-
centage of observed links were used for training. This reflects
that SL is rather unsuitable for the sparse networks, despite of
the fact that it can perform much better in the dense networks.
In addition, as shown in Table IV, SNS with the L1 edge rep-
resentation can achieve the highest AUC scores among all the
spectral embedding methods in the Wiki dataset. While BNS
can achieve both higher AUC and AP scores than SNS in both
Slashdot and Epinions datasets, as shown in Tables V and VI.
This reflects that BNS performs better in the dense networks,
while showing greater challenge when dealing with the sparse
networks.
Next, let us continue to evaluate the performance of the
unsigned network embedding algorithm, i.e., SDNE. As shown
in Tables V and VI, SDNE always achieved much lower
AUC and AP scores than all the signed network embed-
ding algorithms in Slashdot and Epinions datasets. This is
because SDNE aims to map the connected node pairs closer to
each other based on the social theory which suggests that the
connected nodes tend to have similar preferences [10], [11].
However, this theory is not applicable for the signed networks
where negative links indicate dissimilarity while the positive
links indicate similarity. Thus, directly applying the unsigned
network embedding algorithm to the signed networks would
fail to capture the structural balance property [14]–[16] which
requires the positively connected nodes to sit closer than the
negatively connected ones.
Moreover, we can observe that all the network embed-
ding algorithms can achieve the highest AUC scores in the
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TABLE IV
AUC AND AP OF LINK SIGN PREDICTION IN THE WIKI DATASET. THE HIGHEST AUC AND AP SCORES AMONG ALL THE COMPARING METHODS ARE
SHOWN IN BOLDFACE. * AND ** INDICATE STATISTICALLY SUPERIOR PERFORMANCE TO SINE (WITH ITS BEST SUITABLE EDGE FEATURE)
AT LEVEL OF (0.05, 0.01) USING A PAIRED t-TEST
TABLE V
AUC AND AP OF LINK SIGN PREDICTION IN THE SLASHDOT DATASET. THE HIGHEST AUC AND AP SCORES AMONG ALL THE COMPARING METHODS
ARE SHOWN IN BOLDFACE. ** INDICATES STATISTICALLY SUPERIOR PERFORMANCE TO SINE AT LEVEL OF 0.01 USING A PAIRED t-TEST
TABLE VI
AUC AND AP OF LINK SIGN PREDICTION IN THE EPINIONS DATASET. THE HIGHEST AUC AND AP SCORES AMONG ALL THE COMPARING METHODS
ARE SHOWN IN BOLDFACE. ** INDICATES STATISTICALLY SUPERIOR PERFORMANCE TO SINE AT LEVEL OF 0.01 USING A PAIRED t-TEST
Epinions dataset, while the lowest AUC scores in the Wiki
dataset. These could be explained by the previous findings
in [29] and [53] that the structural balance condition is most
satisfied in the Epinions network, while least satisfied in the
Wiki network. Thus, it should be easier to predict the link
signed labels based on the structural balance property for the
Epinions dataset.
In addition, all the embedding algorithms were evaluated
on a machine with an Intel Core i7 4.2GHz CPU and 32GB
RAM. We measured the CPU time of all the embedding algo-
rithms for learning the feature vector representations in the
Epinions dataset. The running time of SDNE and our DNE-
SBP model were lowest among all the comparing algorithms,
about 17 min. And the running time was 33 min for SiNE,
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TABLE VII
ERROR RATES (%) OF k-WAY CLUSTERING IN THREE SIGNED NETWORKS. THE LOWEST ERROR RATES AMONG ALL
THE COMPARING ALGORITHMS ARE SHOWN IN BOLDFACE
22.4, 30.3, and 30.8 min for the SL, SNS, and BNS spectral
embedding algorithms, respectively. Thus, the proposed DNE-
SBP model not only achieves the highest AUC and AP scores,
but also runs efficiently.
2) Community Detection: For community detection, a
k-means algorithm was run on the node vector representa-
tions learned by each network embedding algorithm to get
the clustering results. Note that unlike community detection
in unsigned networks, the objective of signed network cluster-
ing is to group nodes into k clusters, where the connections
between the nodes within the same cluster should be mostly
positive, while the connections between the nodes belong-
ing to different clusters should be mostly negative [8], [13].
Thus, to evaluate the performance of signed network com-
munity detection, we adopted the “error rate” metric, which
is widely utilized in [13], [19], and [32]. The error rate E is
defined as the sum of the number of negative edges within
the same cluster and the number of positive edges between
different clusters, normalized by the total number of edges in
the network, as follows:
E =
∑n
i=1
∑n
j=1 A
−
ij δ
(
ci, cj
) + A+ij
(
1 − δ(ci, cj
))
∑n
i=1
∑n
j=1
∣
∣Aij
∣
∣
where ci, cj indicate the community node vi and vj belong-
ing to, respectively; if vi and vj are assigned to the same
community, then δ(ci, cj) = 1, otherwise, δ(ci, cj) = 0. The
lower the error rate, the better the signed network clustering
performance.
First, as shown in Table VII, the proposed DNE-SBP model
always outperformed all the baselines (i.e., achieved the low-
est error rates) in all the three datasets. This again proves that
the network representations learned by DNE-SBP can well
capture and preserve the structural balance property of signed
networks. In addition, among all the spectral embedding algo-
rithms, BNS achieved the lowest error rates in all the three
datasets. SNS achieved slightly lower error rates than SL in the
Slashdot and Epinions networks. Note that the objective func-
tion of SNS is analog to the pairwise constraint designed in the
proposed DNE-SBP model. However, when learning network
representations, SNS employs EVD to linearly project the orig-
inal network into a low-dimensional embedding space [17]. In
contrast, we take advantage of deep learning technique to learn
nonlinear network representations. Thus, the significant out-
performance of DNE-SBP with respect to SNS reflects that the
deep learning techniques possess more powerful feature rep-
resentation learning ability to capture the complex underlying
network structures.
Second, we can see that SiNE achieved the highest error
rates among all the comparing algorithms in the Wiki and
Epinions datasets. As the number of cluster k increases,
SiNE would perform even worse. It might be explained by
the fact that SiNE learns network representations based on
the triplets sampled from the observed connections, while
all the unobserved connections in the original network are
ignored. Thus, the network representations learned by SiNE
would fail to distinguish the disconnected nodes from the
connected nodes, which is not desirable for the commu-
nity detection task. In addition, the sampled triplets only
capture the local neighborhood structure, however, com-
munity detection also requires the global structural infor-
mation. Hence, SiNE performs rather badly when learn-
ing network representations for signed network community
detection.
Moreover, we can see that SDNE performed significantly
worse (i.e., achieved much higher error rates) than all the spec-
tral embedding algorithms developed for the signed networks.
This again confirms that the unsigned network embedding
algorithm fails to learn informative network representations
for the signed networks. Thus, it is indeed necessary to design
the network embedding algorithms targeting for the signed
networks, which can well capture the important structural bal-
ance property so as to easily distinguish negative links from
positive links.
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Fig. 3. Sensitivity of the parameters β, γ, α, l, d on the AUC score of DNE-
SBP (with the Had edge representation) for link sign prediction, when 40%
of observed links were used for training in the Wiki dataset. The higher the
AUC score, the better the performance.
F. Parameter Sensitivity
In this section, the sensitivities of the parameters
β, γ, α, l, d on the performance of DNE-SBP are reported.
Figs. 3 and 4 show the parameter sensitivity of DNE-SBP for
link sign prediction and community detection, respectively.
1) Larger Penalty on the Reconstruction Errors of Observed
Connections: β denotes the ratio of the penalty on the recon-
struction errors of nonzero input elements over that of zero
input elements. As shown in Figs. 3(a) and 4(a), β > 1 leads
to much better link sign prediction (i.e., higher AUC score)
and also much better community detection (i.e., lower error
rate) than β = 1. This demonstrates that it is highly effec-
tive to assign larger penalty to make the SAE more prone to
reconstruct the observed links than unknown connections.
2) Larger Penalty and Stronger Pairwise Constraint on
Negative Links: γ specifies the ratio of penalty on the recon-
struction errors of negative links over that of positive links,
and the ratio of weight of the pairwise constraint targeting for
the negative links over that of the positive links. As shown in
Fig. 3(b), for link sign prediction, γ > 1 can achieve much
higher AUC scores than γ = 1. This demonstrates the sig-
nificant effectiveness and necessity of imposing larger penalty
and stronger pairwise constraint on the scarce negative links to
handle the highly imbalanced data (i.e., overwhelming positive
links) in the real-world signed networks. Also, when γ ≤ 3,
a higher value of γ would lead to higher AUC score, while
after that, the AUC scores will slightly decrease. Note that
in the Wiki dataset, the ratio of the number of positive links
over that of negative links is 3.63. Thus, it indicates that set-
ting γ = floor(∑ni=1
∑n
j=1 A
+
ij /
∑n
i=1
∑n
j=1 A
−
ij ) is reasonable
Fig. 4. Sensitivity of the parameters β, γ, α, l, d on the error rate of DNE-
SBP for 3-way signed network community detection in the Wiki dataset. The
lower the error rate, the better the performance.
for DNE-SBP to achieve a good performance for link sign
prediction. On the other hand, as shown in Fig. 4(b), all dif-
ferent values of γ can achieve a satisfactory low error rate for
signed network clustering. It indicates that the performance of
DNE-SBP for signed network clustering is insensitive to the
value of γ .
3) Effect of Semisupervised Learning: αk denotes the
weight of pairwise constraints at the kth layer of SAE. As
shown in Figs. 3(c) and 4(c), α1 > 0 would contribute to better
link sign prediction and also better signed network clustering
performance, as compared to α1 = 0. This demonstrates the
effectiveness of designing a semisupervised SAE to capture the
structural balance property for signed network embedding. In
addition, as shown in Fig. 3(d), when k ≥ 2, the AUC scores of
DNE-SBP are insensitive to the value of αk. This indicates that
for link sign prediction, incorporating the pairwise constraints
to the first layer of SAE is much more effective than doing that
for the deeper layers of SAE. However, as shown in Fig. 4(d),
when k ≥ 2, αk > 0 can significantly reduce the error rate
achieved by αk = 0. Thus, in contrast to link sign prediction,
incorporating pairwise constraints at the deeper layers of SAE
is more effective for community detection than doing that at
the first layer of SAE.
4) Effect of Deep Neural Network Architecture: l denotes
the number of layers in the SAE. We constructed five SAEs,
with the layer configuration setting as 7118-64, 7118-256-64,
7118-512-256-64, 7118-512-256-128-64, and 7118-1024-512-
256-128-64, respectively. The number of layers in these five
SAEs are 1, 2, 3, 4, and 5, respectively. Then, for all the
five SAEs, we employed the deepest hidden representations
as the node vector representations, which are with the same
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dimensionality as d = 64. As shown in Fig. 3(e), l > 1
contributes to much higher AUC score than l = 1. While
when l > 2, the AUC score does not further increase as l
increases. This reveals that building a 2-layer SAE can con-
tribute to much better link sign prediction performance, as
compared to a basic auto-encoder. However, the link sign
prediction performance cannot be further improved, even
though a deeper SAE is built. In contrast, as shown in Fig. 4(e),
for signed network clustering, the error rate would keep
decreasing as l increases. This indicates that the deeper SAE
framework contributes to better signed network community
detection performance. Such interesting differences between
link prediction and community detection could be explained
by the fact that link prediction generally focuses on the con-
crete local neighborhood structure, thus more abstract feature
representations might not be more informative. However, com-
munity detection requires to capture the global network struc-
ture which is more abstract, thus the deeper SAE framework
would be more powerful for learning the meaningful feature
representations.
5) Effect of Embedding Dimension: d indicates the dimen-
sionality of the node vector representation learned by the
deepest layer of SAE. As shown in Figs. 3(f) and 4(f), when
d ∈ {64, 128, 256}, DNE-SBP always achieves the good
performance for both link sign prediction and signed network
clustering.
V. CONCLUSION
Network embedding has become a rather hot topic over
the past few years, with the goal of learning the low-
dimensional feature vector representations which can well
preserve the original network structures. Although several
promising network embedding algorithms have been proposed
recently, the vast majority of them are only designed for
unsigned networks, without considering the polarities of links
in the signed networks. In this paper, we propose a DNE-SBP
model to employ a semisupervised SAE to learn the nonlin-
ear node vector representations for a given signed network, by
reconstructing its signed adjacency matrix. To handle the over-
whelmingly positive links in the real-world signed networks,
we impose larger penalty on the reconstruction errors of neg-
ative links to make the SAE focus more on reconstructing
the scarce negative links than the abundant positive links. In
addition, to capture the extended structural balance property
of signed networks, we incorporate the ML and CL pairwise
constraints to map the positively connected nodes closer to
each other and map the negatively connected nodes more far
apart from each other in the embedding space. Based on the
low-dimensional node vector representations learned by DNE-
SBP, we apply vector-based machine learning techniques to
conduct link sign prediction and signed network community
detection. Comprehensive experimental results demonstrate
that the proposed DNE-SBP model significantly outperforms
the state-of-the-art network embedding algorithms for graph
representation learning in the signed networks. In addition,
we observe that building a 2-layer SAE has contributed
to a good performance for link sign prediction. However,
building the deeper SAE which learns more abstract feature
representations, is more beneficial for community detection.
In the future, we can apply DNE-SBP to recommender
systems, by modeling users and items as nodes, and the “like”
and “dislike” relations as the “positive” and “negative” links.
In addition, by integrating network structure and the rich con-
tent information (e.g., users/items features), we can extend
DNE-SBP to heterogeneous network embedding [54]. Then,
we can make recommendations for users based on the link
sign prediction results of DNE-SBP and conduct customer
segmentation according to the network clustering results of
DNE-SBP.
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