Epilepsy is a chronic neurological disorder which is generally defined as a condition characterized by spontaneous recurrent seizures. Absence epilepsy, mainly occurring in children[@b1][@b2][@b3][@b4][@b5][@b6][@b7], is the type of petit mal-like seizures. Usually, during the absence seizure, patients are transiently deprived of consciousness, whose clinical manifestation is characterized by the periodic 2--4 Hz spike-wave discharges (SWDs). Clinical observations show that SWD discharges are bilaterally synchronous and also well structured[@b3][@b8]. In particular, several types of seizures in children with absence epilepsy display generalized rhythmic SWD discharges through the electroencephalogram (EEG). Similar to the absence seizures in epilepsy, epileptic tonic and clonic seizures[@b9][@b10][@b11][@b12][@b13][@b14] are also the primary generalized seizures which also represent the pathological brain rhythms involving the whole cortical region of humans. Generally, they are the types of grand-mal seizures. In the electroencephalograph (EEG) of patients with epileptic tonic-conic seizures, there first exists a tonic phase characterized by paroxysmal fast activity with high frequency (more than 13 Hz), whose clinical manifestations typically show the tense of muscles[@b15], the preictal consciousness and invariably postictal unconsciousness[@b16]. Furthermore, the EEG also shows that the tonic oscillations can be specifically followed by the evolution into the clonic phase of epileptic seizures with low-frequency and high-amplitude slow-wave oscillation[@b8][@b17]. Actually, electrophysiological experiments have long revealed the existence of two-way transitions between epileptic absence and tonic-clonic seizures in the cerebral cortex[@b18][@b19].

Intuitively, \~2--4 Hz SWD discharges of absence seizure can be benign due to the transient deprivation of consciousness[@b20]. However, under the recurrent or frequent occurrences of SWD discharges, all kinds of accompanied behavioural, linguistic and cognitive disorders[@b20][@b21][@b22] can be observed from the patients with absence seizure. Pharmacotherapy is the conventional treatment for the epileptic disorders[@b20][@b23]. But, because of the chronic nature of the disorder, patients with anti-epileptic drug treatment often suffer from side-effects, which can chronically impact their quality of life[@b23]. In addition, because of the absence of neuroradiological abnormalities for the SWD discharges, invasive treatments are frequently and typically not indicated[@b20]. Alternative therapies to reduce the SWD discharges of absence seizure are need to be further explored. To some extent, stimulus perturbations can control or suppress the epileptic seizures [@b20][@b24][@b25][@b26][@b27][@b28][@b29][@b30][@b31][@b32][@b33][@b34], which can offer a potential alternative to the traditional therapy with antiepileptic drugs. Specifically, both the epileptic humans and animal models, as well as the theoretical model[@b20], have been conducted to investigate the feasibility of stimulation for aborting brain activities related to the absence seizures with SWD discharges[@b35]. Some results including the successful and unsuccessful applications of stimulus perturbations on the experimental and theoretical models[@b20][@b36][@b37][@b38][@b39] have been reported, which implies that stimulation protocols for SWD may not yet be optimal[@b20].

Additionally, recent experimental result[@b40] has shown that there exists a basic circuit module of disinhibition in the mammalian cerebral cortex, which means that there are mutual effects among different inhibitory neurons with different time scales, meditated by the GABA~A~ and GABA~B~ inhibitory projections, respectively. Hence, there exist the important modulation functions of disinhibition for the cortical epileptic dynamics. In fact, various types of GABAergic interneuronal populations can shape the representation of cortical information[@b41][@b42]. A variety of pharmacological evidences in rats have suggested that GABA~B~ receptors play a critical role in the genesis of epileptic SWD[@b43][@b44][@b45][@b46]. Also, clinical experimental results have also shown that disinhibition function, i.e., the interaction between GABA~A~ and GABA~B~ receptors, can induce the theta-like activity in hippocampal formation slices[@b47], adjust the extracellular glutamine and glutamate in rat hippocampus *in vivo*[@b48], as well as regulate the transmitter release in cerebellar granule neurons[@b49]. Particularly, it has been demonstrated that the GABA~B~ receptors can be functionally coupled to the GABA~A~ receptors by using the selective GABA~A~ receptor agonist isoguvacine, hence leading to a disinhibition action of GABA~B~ receptor agonists. In addition, after blocking GABA~A~ receptors in ferret thalamic slices[@b50], spindle oscillations can be transformed into slower \~3 Hz oscillations, which, like SWD, can be abated by GABA~B~ receptor antagonists. Hopefully, disinhibition control of SWD can be an another potential alternative to abort epileptic seizures, which need to be deeply explored.

Aside from the experimental studies, computational models are also important to explore the mechanisms underlying the occurrence and suppression of SWD. A number of developed mathematical models were used to describe the abnormal SWD[@b20][@b51][@b52][@b53][@b54][@b55]. Traditionally, periodic SWD discharges are considered as the homogeneous oscillations on the cerebral cortex. To represent the periodic SWD dynamics of the cerebral cortex, Taylor and Baier[@b52] extended the two-variable ODE of Amari model[@b56] by adding a second inhibitory population with a different timescale. It has been confirmed that the competing mechanisms among different neuronal populations can lead to robust periodic SWD discharges dynamics[@b57] when they operate on the different timescales mediated by the inhibitory GABA~A~ and GABA~B~ receptors, respectively. Marten *et al.*[@b58][@b59] also incorporated two separate inhibitory mechanisms with the different time scales of GABA~A~ and GABA~B~ inhibition in a cortical model and reported the generation of SWD. Wendling *et al.*[@b60] also supposed two different inhibitory populations operating on the different time scales in a model of temporal lobe epilepsy to simulate the transition to epileptic spiking. However, thalamocortical interactions turn out to be crucial for the generation of SWD seizures in both the rodent models[@b61][@b62] and humans[@b63][@b64]. Inspired by these findings, a thalamocortical model (see [Fig. 1(a)](#f1){ref-type="fig"}) has been developed to investigate stimulus driven epileptic seizure abatement[@b20][@b54]. Whereas, in this thalamocortical model disinhibition functions among different inhibitory neuronal populations have not been mentioned[@b40][@b55].

Based on the recent experimental result of Pi *et al.*[@b40], Fan *et al.*[@b55] proposed a modified Taylor-Baier model[@b51] (see also Fig. 1(b) in ref. [@b55]) with the addition of a second inhibitory neuronal population, and also considered the regulating function of disinhibition among different inhibitory neuronal populations. In particular, they mainly focused on the role of established competing effects of disinhibition in neuronal population of cortex, and computationally found that disinhibition may be a mechanism for the transition between absence and tonic-clonic seizures. Nevertheless, in this work they also ignored the thalamic function during epileptic absence seizure. Presently, we will develop a thalamocortical model (see [Fig. 1(b)](#f1){ref-type="fig"}), which includes the cortical excitatory pyramidal (PY) cells and two different inhibitory interneuronal populations, IN~1~ and IN~2~, as well as the subcortical TC-RE circuit model composed of the thalamocortical relay cells (TC) and the reticular nucleus (RE)[@b54]. And then, we investigate the effects of stimulus perturbations on the occurrence of SWD discharges and its transition dynamics under the mutual functions between cortex and thalamus. We further study the control effect of disinhibition on the stimulus-induced SWD discharges.

Results
=======

Based on electrophysiological experiments, we first modify the original model of Taylor[@b20] (see [Fig. 1(a)](#f1){ref-type="fig"}) by introducing the second inhibitory neuronal population, IN~2~, with a different slow timescale (see [Fig. 1(b)](#f1){ref-type="fig"}). Thereafter, we mainly focus on the effects of interactions between the cortex and thalamus, *k*~4~ and *k*~10~, i.e., the coupling strengths from thalamus to the cortex and from cortex to thalamus, respectively, on the occurrence of the periodical spike and slow-wave discharges (SWD) and its transition dynamics. Importantly, we investigate the effect of stimulation perturbations on the generation and abortion of epileptic SWD discharges. Lastly, we consider the regulating effect of disinhibition among the two different neuronal populations, IN~1~ and IN~2~, on the occurrence or suppression of SWD discharges. In addition, it is noted that all the simulating calculations are conducted for only the PY and IN~1~, without the IN~2~ due to its much slower time scale.

Stimulation-induced recurrent seizures of spike-wave discharges for the modified Taylor model
---------------------------------------------------------------------------------------------

During the seizures of spike-wave discharge (SWD) the coexistence of seizure and background states has been found[@b20]. Also, single-pulse stimulations have been suggested to prematurely terminate the seizure (Taylor *et al.*)[@b20]. However, single-point stimulations or perturbations can also induce the occurrence of the SWD. As shown in the [Fig. 2(a)](#f2){ref-type="fig"}, before seizure the system shows the stable background state. From the inset of [Fig. 2(a)](#f2){ref-type="fig"}, we can see that the system can display small-amplitude and high-frequency tonic oscillations. However, as a single-point stimulation of −0.3 indicated by the green bar ([Fig. 2(b)](#f2){ref-type="fig"}) is performed around *t* = 20 *s*, the SWD (see the inset of [Fig. 2(b)](#f2){ref-type="fig"}) discharges can be induced from the background state. Here, the single-point stimulation can be considered as the little perturbation for the system on the background state. Interestingly, the SWD discharges can also be terminated and return to the background state when another smaller stimulation or perturbation of −0.2 (see [Fig. 2(c)](#f2){ref-type="fig"}), indicated by the red bar, is given around *t* = 35 *s*. Hence, the SWD discharges can be induced, and also can be terminated by the single-point stimulations or perturbations, respectively.

In order to investigate the continuous effect of single-point stimulus on the dynamics of SWD discharges, we particularly perform periodic stimulations of *T* = 20 *s* from *t* = 20 *s* with the amplitudes of stimulus pulses are −0.3 and −0.2, indicated by longer green bars and shorter red bars, respectively. As seen from [Fig. 2(d)](#f2){ref-type="fig"}, periodical SWD discharges can be induced from the background states when the periodical single-point stimulus pulses (indicated by green bars) are successively performed. Also, the stimulus-induced SWD discharges can be periodically terminated and return into the background states by inputting the periodic stimulations indicated by the red bars. Therefore, under the continuous single-point stimulations the system can periodically transit between the onsets and offsets of SWD discharges, which potentially represents the epileptic recurrent seizures. [Figure 2(e)](#f2){ref-type="fig"} is the close-up of SWD abatement in a complete stimulation period of SWD discharge, and [Fig. 2(f)](#f2){ref-type="fig"} shows an enlargement of SWD discharges, where we can clearly see the firing frequency of 3 Hz within the SWD seizures. Because absence seizures in epilepsy is characterized by the typical 2--4 Hz SWD discharges, stimulation can biologically lead to the epileptic absence seizures and terminations.

However, during the numerical simulation of [Fig. 2](#f2){ref-type="fig"} we only use a single pulse stimulus with arbitrary strength and direction at the arbitrary timing of the stimulation, which is less beneficial for us to systematically understand the mechanism underlying the SWD initiation and termination by perturbation in [Fig. 2(c)](#f2){ref-type="fig"}. Following the work of Taylor *et al.*[@b54], the stimulation direction in the experimental setting is not necessarily controllable, e.g., a TMS (transracial magnetic stimulation) pulse. The authors in ref. [@b20] (Taylor *et al.*[@b20]) have demonstrated that fixing the direction essentially does not restrict the generality of the investigation for the deterministic system. Therefore, during the simulations we fix the direction of the single-pulse stimulations and mainly allow their timings and amplitudes to vary.

In order to find out if the mechanism of SWD initiation and termination by perturbation in [Fig. 2c](#f2){ref-type="fig"} is sensitive to exact timing of the stimulation, i.e. with respect to the phase of SWD, lots of numerical tests on the occurrence and termination of SWD induced by the single pulse stimulation have been done. Results have shown that typically the stimulus-initiated SWD onset may not depend on the exact timing of stimulation, i.e., with respect to the phase of SWD. By contrast, the SWD termination by perturbation of single pulse stimulation is relatively sensitive to the exact timing of the stimulations. Particularly, it is also essentially and closely correlated to the timing of the previous stimulations inducing the onset of SWD. For example, in [Fig. 2(c)](#f2){ref-type="fig"}, when changing the timing of stimulation from *t* = 35 *s* to *t* = 30 *s*, the perturbation by stimulation can not terminate the SWD anymore. However, when we change the timing of stimulation initiating the onset of SWD from *t* = 20 *s* to *t* = 10 *s*, the stimulation at *t* = 30 *s* can terminate the SWD again. Generally, in the [Fig. 2(c)](#f2){ref-type="fig"}, when the timing of stimulation inducing the SWD onset is set to *t* = 20 *s*, only on the exact timings of stimulation *t* = 28 *s*, 31 *s*, 35 *s*, 36 *s*, 37 *s*, 38 *s*, 39 *s* and 40 *s* within *t* ∈ \[20 *s*, 50 *s*\], the SWD can be terminated. Similarly, when changing the timing of stimulation inducing the SWD onset from *t* = 20 *s* to *t* = 10 *s*, the SWD can be terminated on the exact timings of stimulation *t* = 10 *s*, 18 *s*, 20 *s*, 21 *s*, 25 *s*, 26 *s*, 27 *s*, 28 *s*, 29 *s* and 30 *s* within *t* ∈ \[10 *s*, 50 *s*\]. However, it is still very difficult to figure out how sensitive the system to those particular timings of stimulation.

According to the conditions of [Fig. 2](#f2){ref-type="fig"}, in the 2-D region of [Fig. 3](#f3){ref-type="fig"} we want to find the typical region where the strength of first stimulation can induce the occurrence of SWDs which can also be terminated by the second stimulation. However, in order to ensure the consistency we generally use the initial letters of inducing and terminating, i.e., 'I' and 'T' to describe such an event that the SWDs can not only be induced by the first stimulation, I, but also can be terminated by sequential stimulation, T.

As to whether a stimulus with particular amplitude in the model is successful in initiating and terminating SWD, and how sensitive the system is to those particular values, without loss of generality, we investigate the robustness of system to those particular stimulation values on the basis of [Fig. 2(c)](#f2){ref-type="fig"}. Specifically, in [Fig. 3](#f3){ref-type="fig"} we provide the parametric distributions within the region of (I, T) ∈ \[0, 0.5\] × \[0, 0.5\], with respect to the stimulation strengths which can initiate ('I', green bars) and terminate ('T', red bars) the SWD, respectively. The horizontal and vertical axises of [Fig. 3](#f3){ref-type="fig"} represent the stimulation strengths of SWD initiation and termination, i.e., 'I' and 'T', represented by the initial letters of 'initiation' and 'termination' for convenience. From the [Fig. 3](#f3){ref-type="fig"} we can see that there are four different regions, i.e., 'A', 'B', 'C' and 'D', representing the various effects of stimulation parameter values on the SWD initiation and termination, respectively. From region 'A' we can see that when the stimulation strength is lower than I = T = 0.26, the SWD can not be effectively initiated by the two sequential stimulation perturbations (see the illustration corresponding to 'A'). In the region 'B', where T \> = 0.26, but I \< 0.26, even though the SWD can not be induced by the first stimulation pulse with stimulation strength lower than I = 0.26, the immediately following stimulation pulse with stimulation strength larger than T = 0.26 can initiate the SWD. In the right side of the figure, i.e., I \> 0.26, SWD can be induced by the initiation stimulation. However, in the region 'C', the stimulation-induced SWD can not be terminated by the consecutive stimulation perturbation. By contrast, in the region 'D', the stimulation-induced SWD by initiation stimulation perturbation can be effectively terminated by the sequential stimulation perturbation. Generally speaking, for the case of [Fig. 2(c)](#f2){ref-type="fig"}, only the large enough stimulation amplitude (e.g. I \> = 0.26) can initiate the SWD oscillations. Once the SWD initiated, only typical abatement simulation with amplitudes of T \> = 0.07 can terminate the SWD. Once the initiation stimulation is larger than I = 0.43, the SWD can not be terminated anymore.

Ultimately, the goal of abatement stimulation is to find the parameter region similar to 'D' in [Fig. 3](#f3){ref-type="fig"} to minimize the seizures. In principle, the abnormal brain activity can be restored through electrical stimulation. In epilepsy, abnormal patterns emerge intermittently[@b65] which may need recurrent electrical stimulation to restore the normal brain activity. Therefore, an adaptive feedback brain stimulation control that can be applied in the necessary amount and at the specific time to suppress SWD is desirable. The finding in [Fig. 2(d)](#f2){ref-type="fig"} that sequential single pulse stimulations induce sequential SWDs which can also be terminated by the sequential stimulations may be motivational to that effect.

Firing transitions of modified model induced by the interactions within thalamocortical circuit
-----------------------------------------------------------------------------------------------

Epileptic absence and tonic-clonic seizures are primary generalized seizures involving the whole cortical region of humans[@b18][@b19][@b55]. Electrophysiological experiments have long revealed the existence of two-way transitions between them[@b18][@b19]. However, the mechanisms under the electrophysiologically observed epileptic seizures are very complex, and they can not only be caused by the cerebral cortex, but also the subcortical structures, e.g., absence seizure are known to arise in thalamo-cortical networks[@b61][@b62][@b63][@b64]. Experimental results have revealed that epileptic seizures and their transitions can be induced by the abnormal interactions within the corticothalamic system[@b61][@b62][@b63][@b64]. Based on this, computational models have been developed to study these behaviors. In this section, we further explore the transition dynamics based on the proposed thalamocortical model and mainly investigate the roles of established competing mutual functions between the cortex and thalamus for the epileptic transition dynamics.

Results of [Fig. 4](#f4){ref-type="fig"} show that without ([Fig. 4(a,c)](#f4){ref-type="fig"}) and with ([Fig. 4(b,d)](#f4){ref-type="fig"}) single-point stimulations or little perturbations projected into the system, the modified Taylor model can display rich dynamics as the coupling strength, *k*~4~ or *k*~10~, i.e., the projecting function of TC on to the PY or the feedback projecting function of PY onto the TC, varies. In particular, before stimulation, it can be seen from the upper panel of [Fig. 4(a)](#f4){ref-type="fig"} (the bottom illustrations of the figure) that the modified Taylor model firstly transits from the simple tonic oscillation to the low saturated firing as the parameter *k*~4~ changes with fixing *k*~10~ = 3. Successively, transition to the periodic spike-wave discharges (SWD) can be found with *k*~4~ increasing to around *k*~4~ = 1.14. Afterwards, with *k*~4~ further increasing the system can transit from the SWD to the simple clonic oscillation. Finally, for the large value of *k*~4~, the system transits into the high saturated firing, which occurs around *k*~4~ = 1.64. Similarly, when we take *k*~4~ = 1, bifurcation scenario of the modified model is plotted in [Fig. 4(c)](#f4){ref-type="fig"} as the parameter *k*~10~ varies in \[0, 8\]. Obviously, similar to the [Fig. 4(a)](#f4){ref-type="fig"}, rich dynamic transitions successively from simple tonic oscillation to low saturated firing, spike-wave discharge (SWD), simple clonic oscillation and to the high saturated firing can also be found in the upper panel of the [Fig. 4(c)](#f4){ref-type="fig"}. Particularly, from [Fig. 4(c)](#f4){ref-type="fig"} we can see that as *k*~10~ increases into around *k*~10~ = 3.28, the SWD discharge can be induced. The SWD can also be terminated as *k*~10~ further increases to around *k*~10~ = 4.44, and simultaneously the systems transfer into the simple clonic oscillation.

In addition, in the lower panels of [Fig. 4(a,c)](#f4){ref-type="fig"} we also give the variations of dominant frequencies corresponding to the various firing state transitions within the upper panels of [Fig. 4(a,c)](#f4){ref-type="fig"}. From the evolutions of dominant frequencies, we can observe one sudden dive, one sudden jump and an another sudden dive, which corresponds to the critical transitions of different firing states. Compared [Fig. 4(a)](#f4){ref-type="fig"} with [4(c)](#f4){ref-type="fig"}, we can see that simple tonic oscillations have the higher frequency of 15 Hz, while SWD discharge and simple clonic or slow-wave oscillations have the similar frequency of 3 Hz, which are all in line with the characteristic frequencies of electrophysiologically observed epileptic absence and tonic-clonic seizures. Hence, from [Fig. 4(a,c)](#f4){ref-type="fig"} we can also find that with fixing *k*~4~ or *k*~10~, the small values of *k*~10~ and *k*~4~, i.e., the weak coupling strengths from PY to TC or from TC to PY, can lead to the high-frequency and low-amplitude simple tonic oscillations, moderate coupling strengths can result into the SWD discharges and low-frequency but high-amplitude simple clonic oscillations, and stronger coupling strengths can make the system into the high saturated firings.

Furthermore, in order to investigate the effect of single-point stimulation or perturbation on the dynamical transitions induced by the competing mutual functions between the cortex and thalamus, in the [Fig. 4(b,d)](#f4){ref-type="fig"} we give the bifurcation scenari corresponding to the [Fig. 4(a,c)](#f4){ref-type="fig"}, respectively. As seen in the [Fig. 4(b,d)](#f4){ref-type="fig"}, even though we observe the similar dynamic transitions with the [Fig. 4(a,c)](#f4){ref-type="fig"}, larger parameter intervals can be found, where SWD discharges can be induced. Specifically, without the stimulation, around the right short interval of *k*~4~ = 1 indicated by the dashed lines in [Fig. 4(a)](#f4){ref-type="fig"} the system shows the low saturated firing. However, after the introduction of stimulation ([Fig. 4(b)](#f4){ref-type="fig"}), SWD can be induced from the low saturated firing (background state), increasing the interval of SWD discharges and accordingly decreasing the one of low saturated firing. This hold true for the case of [Fig. 4(c,d)](#f4){ref-type="fig"}, where the system shows low saturated firing within the right short interval of *k*~10~ = 3 in the [Fig. 4(c)](#f4){ref-type="fig"} without stimulation, while SWD can also be induced by the single-point stimulation on the background low firing state, corresponding to the [Fig. 4(d)](#f4){ref-type="fig"}. It is noted that in contrast to the [Fig. 4](#f4){ref-type="fig"}, the parameters for stimulus-induced recurrent seizures of SWD in the [Fig. 2](#f2){ref-type="fig"} are taken as *k*~4~ = 1 and *k*~10~ = 3, respectively.

In order to investigate the overall transition dynamics of the modified Taylor model, as shown in [Fig. 5](#f5){ref-type="fig"}, we depict the state transitions (see [Fig. 5(a)](#f5){ref-type="fig"}) and corresponding variations of the dominant frequency (see [Fig. 5(b)](#f5){ref-type="fig"}) of the proposed model as the two mutual functions between cortex and thalamus, i.e., *k*~4~ and *k*~10~, are changed. In particular, it can be seen from [Fig. 5(a)](#f5){ref-type="fig"} that there are six different firing states, which are denoted as: I: simple high-frequency (corresponding to the region 'A' of [Fig. 5(b)](#f5){ref-type="fig"}) tonic oscillations, II: low saturated firing, III: stimulus-induced periodic spike and slow-wave discharges (SWD), IV: spontaneous SWD, V: low-frequency clonic (slow-wave) oscillation and VI: high saturated firing. Accordingly, compared [Fig. 5(a)](#f5){ref-type="fig"} with [Fig. 5(b)](#f5){ref-type="fig"}, we can find that the regions 'A', 'B' and 'D' in the [Fig. 5(b)](#f5){ref-type="fig"} correspond to the regions: 'I', 'II' and 'VI' in [Fig. 5(a)](#f5){ref-type="fig"}, respectively, while the region 'C' simultaneously corresponds to the regions 'III', 'IV' and 'V', due to their similar firing frequencies. It should be noted that when we take parameters from the region III, i.e., the region of stimulus-induced SWD, the system displays the low saturated firing (background state) without the stimulation, being an integral part of region 'II' in [Fig. 5(a)](#f5){ref-type="fig"}. In addition, the vertical and horizontal pink arrows represent the two transition paths corresponding to the [Fig. 4(b,d)](#f4){ref-type="fig"}, respectively, whose crosspoint, i.e., the black point, is (*k*~4~, *k*~10~) = (1, 3) which is also used in the [Fig. 2](#f2){ref-type="fig"} to simulate the recurrent onsets of SWD. On the whole we can see from [Fig. 5](#f5){ref-type="fig"} that for the large values of *k*~4~ and *k*~10~ on the 2-D plane of (*k*~4~, *k*~10~), the system lies in the stable high saturated firing state. Physiologically, this may imply that the cortex can normally transfer the information flow into the subcortical thalamus, and simultaneously the thalamus can also reasonably relay the cortical information to feed back into the cortex. Furthermore, as *k*~4~ or *k*~10~ is taken small value, for any *k*~10~ or *k*~4~ the system basically shows the pathological epileptic seizures including the simple tonic oscillation, clonic oscillation and SWD discharges, aside from the transient background low saturated firing. This may corresponds to the conditions that the thalamus can not sufficiently relay the information from the cortex or the cortex can not normally and downstream project its information into the subcortical thalamus. Specially, on both the moderate parameters of *k*~4~ and *k*~10~, the system displays the SWD discharges including the spontaneous and stimulus-induced ones. It is worth noting that the region composed of both the stimulus-induced and spontaneous SWD demonstrates a significantly negative correlation between the mutual functions of PY and TC. This may correspond to the physiological conditions that the thalamus can redundantly receive but can not effectively relay the information from the cortex; or the thalamus can not receive the sufficient information from cortex but can redundantly and abnormally feedback the cortical information.

It should be noted that during the bifurcation simulations ([Fig. 4](#f4){ref-type="fig"} and [Fig. 5](#f5){ref-type="fig"}) same initial conditions are used for all parameters to be scanned. However, from the electrophysiological standpoint, *k*~4~ and *k*~10~, i.e., the mutual interactions between the cortex and subcortical thalamus, change continuously over time. In order to justify the bifurcation diagrams in [Fig. 4](#f4){ref-type="fig"} and [Fig. 5](#f5){ref-type="fig"} and their stability, numerical calculations should be carried out by incrementing the parameter value slightly and using the end values from the previous simulation as initial conditions for the next simulation. However, instead of being somewhat redundant, we only provide the result corresponding to the [Fig. 4(a,b)](#f4){ref-type="fig"}. And particularly for convenience and without the loss of generality, we scan k4 forwards from 0 to 2 with linear growth. As shown in [Fig. 6](#f6){ref-type="fig"}, we first suppose that *k*~4~ is time-dependent and linearly increase over time ([Fig. 6(b)](#f6){ref-type="fig"}). The time series can be obtained with *k*~4~ linearly increasing, shown in [Fig. 6(a)](#f6){ref-type="fig"}, where four different timings indicated by four colored circles segregate the time series into several distinct firing states. From the close-ups of the different phases of the time series, shown in the right panels of the figure (*a*~1~-*a*~4~), we can see that when *t* \< ≈ 80 *s* the system displays simple tonic oscillations. In time intervals, 126.5 *s* \< ≈ *t* \< ≈ 136 *s* and 136 *s* \< ≈ *t* \< ≈ 167.5 *s*, the system displays SWD and clonic oscillations, respectively. For the rest of intervals, without the single-pulse stimulations, the system consistently shows the saturated firings. However, when the stimulation introduced, it is shown that in the grey region of [Fig. 6(a)](#f6){ref-type="fig"}, corresponding to the bistable states of the system, the SWD discharges can be induced by the single-pulse stimulation perturbations. As a whole, with *k*~4~ linearly increasing and under the single-pulse stimulus, the system shows the transitions from tonic oscillation, low saturated firing, stimulus-induced SWD, spontaneous SWD, clonic oscillations and to the high saturated firing, which is qualitatively consistent with the bifurcation diagram in [Fig. 4(a,b)](#f4){ref-type="fig"}. In addition, in order to illustrate the robustness of bifurcation dynamics in [Fig. 4(a,b)](#f4){ref-type="fig"}, we also repeat a backward scan from 2 to 0 of *k*~4~ with a linear decline. Transitions of various firings states can be typically and sequentially inversed, which somewhat reveals the bistability of system.

The dynamical mechanisms underlying the stimulus-induced spike-wave discharges
------------------------------------------------------------------------------

In the last section, we have observed rich dynamics behaviors from the numerical simulations in the modified model. However, the dynamical bifurcation mechanisms underlying these transitions are still missing. Therefore, in this section, the mechanistic explanations for the bifurcation mechanisms of these transitions will be elaborated. Without loss of generality, we will still merely consider the [Fig. 4(a,b)](#f4){ref-type="fig"} as illustrations to mechanistically understand these transitions between different dynamical behaviors.

In [Fig. 7](#f7){ref-type="fig"}, the maxima and minima of the model output for different values of the parameter *k*~4~ are shown. Compared [Fig. 7](#f7){ref-type="fig"}(a) to [7](#f7){ref-type="fig"}(b), we can see that for the much small values (*k*~4~ \< ≈ 0.7, left side of figure) there is one unstable focus and one stable limit cycle, hence all the simulations converge to the simple tonic oscillations (stable limit cycle). For the less small values (0.7 \< ≈ *k*~4~ \< ≈ 0.99), the tonic oscillations of the system disappear and evolve into the low saturated firings, with only one stable focus. This follows a supercritical Hopf bifurcation at *k*~4~ ≈ 0.7 (H*B*~1~, [Fig. 7(b)](#f7){ref-type="fig"}). However, for the less large values of *k*~4~ (0.99 \< ≈ *k*~4~ \< ≈ 1.14, the area of [Fig. 7(a)](#f7){ref-type="fig"} indicated by the yellow dashed rectangle) a bistable region exists with the stable focus and the stale limit cycle. This arises following a fold of cycles bifurcation (L*PC*~1~, [Fig. 7(b)](#f7){ref-type="fig"}) at *k*~4~ ≈ 0.99 with giving birth to one stable limit cycle and one unstable. Then the system transits from the low saturated firings to the bistable states between the non-seizure state and SWD oscillations. Consecutively, when *k*~4~ ≈ \> 1.14, the stable focus loses its stability due to another subcritical Hopf bifurcation (HB~2~, [Fig. 7(b)](#f7){ref-type="fig"}) at *k*~4~ ≈ 1.14, and the monostable SWD discharges and simple slow waves (clonic) oscillations exist in the region of 1.14 \< ≈ *k*~4~ \< ≈ 1.48. Beyond the reappearance of the stable focus due to the subcritical Hopf bifurcation (HB~3~, [Fig. 7(b)](#f7){ref-type="fig"}), another bistable region indicated by the white dashed rectangle ([Fig. 7(a)](#f7){ref-type="fig"}) between stable focus and slow wave (clonic) oscillation exists at 1.48 \< ≈ *k*~4~ \< ≈ 1.64. However, because of the absence of SWD, this bistable region will not be particularly elaborated. For much large values of *k*~4~ (1.64 \< ≈ *k*~4~ \< 2) the limit cycles disappears due to the second fold limit cycle bifurcation (LPC~2~, [Fig. 7(b)](#f7){ref-type="fig"}) at *k*~4~ ≈ 1.64 and all the simulations converge to the steady high saturated firing state. In addition, in the region immediately preceding the bifurcation at *k*~4~ ≈ 1 complex excitable transients occur lasting several seconds.

In particular, the stable focus can be considered as the resting state of background EEG, and the high amplitude oscillatory attractor is analogous to the various seizure states including the epileptic SWD discharges, simple tonic and clonic (slow-wave) oscillations. A mathematically simplified double-well potential diagrams (shown in [Fig. 8(a,b)](#f8){ref-type="fig"}, modified from Hauptmann *et al.*[@b66]) for the complex attractors by the first approximation is considered to illustrate the impact of a basin of attraction. The first bistable region between non-seizure state (background resting state) and spike and wave discharges (SWD) can be illustrated by considering a double-well potential, where each minimum corresponds to a stable attractor surrounded by a basin of attraction. The rhythmic SWD oscillations serving as a model for epileptic absence seizures is associated with two local minima representing the spike ('S') and wave ('W') phases of SWD oscillations, while the background saturated firings with a low amplitude and high frequency oscillation serves as the non-seizure state or healthy state. The ball in [Fig. 8(a,b)](#f8){ref-type="fig"} is used as the neuronal population. Once the system, i.e., the ball, exceeds the critical position (pink triangle shown in [Fig. 8(a,b)](#f8){ref-type="fig"}) and enters a particular basin of attraction, it will be attracted by the corresponding attractor and ultimately relaxes into the minimum of the corresponding potential.

However, appropriate stimulation protocols can drive the ball (neuronal population) to shift from one state to another. In particular, as the ball stays in the critical region indicated by pink triangles, the future states of the system depend on the directions of stochastic disturbance. As shown in [Fig. 8(a)](#f8){ref-type="fig"}, kindling stimulation of appropriate duration indicated by the green arrows can drive the ball from the background state close to the SWD oscillation or at least into the basin of attraction of SWDs (trajectory from normal resting state to the epileptic absence seizures). By contrast, the anti-kindling stimulation of appropriate durations can also drive the neuronal population close to the background state or at least into the basin of stable focus. From the mathematical standpoint, in the bistable region of the five dimensional state space there exists a separating manifold, i.e., separatrix shown in [Fig. 8(c)](#f8){ref-type="fig"}. This can be analogous to critical positions indicated by the pink triangles in [Fig. 8(a,b)](#f8){ref-type="fig"}, even though this manifold of system is structurally complex. As soon as appropriate stimuli beyond the separatrix occur in the bistable region, transitions between the non-seizure and SWD oscillations can also occur. However, the ultimate goal of stimulation induced seizure abatement is to both maximize the duration of non-seizure state and minimize the duration of SWD oscillation.

In addition, it is should be noted that during all the simulations the initial values of five state variables are set to \[0.1724, 0.1787, 0.1803, −0.0818, 0.2775\]. In the first bistable parametric region between non-seizure state and SWD oscillations, the initial values for the five state variables are close to the side of separatrix near the stable focus, i.e., the system will converge to the steady states. By contrast, in the second bistable parametric region between stable focus and slow-wave clonic oscillations, the initial values are close to the side of separatrix near the stable limit cycle and the system always shows simple slow wave oscillations. What's more, for the case of [Fig. 4(c,d)](#f4){ref-type="fig"}, the bistable region can be found in the parameter intervals of 2.96 \< ≈ *k*~10~ \< ≈ 3.28 indicated by the vertical dashed lines. Specially, in the 2D plane of (*k*~4~, *k*~10~), the bistable region in [Fig. 5(a)](#f5){ref-type="fig"} corresponds to the region 'III'.

Inhibition-induced spike-wave discharges for the modified Taylor model
----------------------------------------------------------------------

Recent experimental result (Pi *et al.*)[@b40] has shown that there exists a basic circuit module of disinhibition in the mammalian cerebral cortex, which means that there are mutual effects among different inhibitory neurons with different time scales. Hence, there are the important modulation functions of disinhibition for the cortical epileptic dynamics. Actually, recent theoretical evidences based on the model of cortical neuronal populations have tentatively and numerically found that disinhibition can be a mechanism for the two-way transitions between epileptic absence and tonic-clonic seizures[@b55]. Motivated by these works, in the following sections we mainly consider the effects of both the inhibition and disinhibition on the onsets of SWD in the presence and absence of stimulation, respectively. Specifically, we will first investigate the inhibitory modulating effect of the introduced second inhibitory neuronal populations, IN~2~, on the initiation and abatement of SWD. Thereafter, the mechanisms of disinhibition mediated by the original first inhibitory neuronal populations, IN~1~, underlying the onsets of SWD will also be explored.

In the previous sections, we have set *k*~3~ and *k*~6~, i.e., the output of the introduced second neuronal population, IN~2~, to much small values regardless of the impact from IN~2~. However, in this section, we will first investigate the abatement effect of IN~2~ on the stimulus-initiated SWD by strengthening the output of IN~2~, i.e., increasing the values of *k*~3~ and *k*~6~, which correspond to the inputs of IN~2~ into PY and IN~1~ of cortex, respectively. Without loss of generality, we take (*k*~4~, *k*~10~) = (1, 3) from the bistable region (see the region 'III' in [Fig. 5(a)](#f5){ref-type="fig"}). After the initiation of SWD, we investigate the abatement effect of IN~2~ on the 2D plane of (*k*~3~, *k*~6~) ∈ \[0.5, 1.5\] × \[0.5, 1.5\], by mediating the inputs into PY and IN~1~. As shown in [Fig. 9](#f9){ref-type="fig"}, for the small values of *k*~3~ (e.g. *k*~3~ \< ≈ 1), i.e., the weak input into P*Y* from IN~2~, the stimulus-induced SWD can always not be effectively terminated by mediating the input to IN~1~ from IN~2~ for *k*~6~ ∈ \[0.5, 1.5\]. However, for the values of *k*~3~ larger than *k*~3~ ≈ 1, weak input into IN~1~ (e.g. *k*~6~ \< ≈ 1) can start to shift the system from \~3 Hz SWD oscillation into background resting state, inducing the abatement of SWD. Particularly, as *k*~3~ getting larger, the window of SWD abatement mediated by the *k*~6~ is also gradually being enlarged. In addition, for the much large values of *k*~3~ (e.g. *k*~3~ \> ≈ 1.15), the stimulus-induced SWD has been totally abated by the input into PY of IN~2~ (i.e., *k*~3~), immune to the impact of input into IN~1~ from IN~2~, with *k*~6~ ∈ \[0.5, 1.5\]. In sum, under the combined mediation of outputs from IN~2~ (i.e., *k*~3~ and *k*~6~) the SWD abatement effect of IN~2~ can be specifically revealed. From the mathematical standpoint, the SWD abatement effect of the IN~2~ output may be due to the shift of separatrix between the non-seizure and SWD states towards the attraction basin of stable focus, mediated by *k*~3~ and *k*~6~ in the model, with enlarging the attraction basin of stable focus and reducing the attraction basin of limit cycle symbolizing SWD. Then the initial values of the system enter the attraction basin of stable focus and the system ultimately relaxes into the background resting state.

However, in contrast to the abatement effect of IN~2~ on the stimulus-induced SWD, we further wonder if the output from IN~2~ can also induce the onsets of SWD in the absence of stimulation, comparable to the effect of single-pulse stimulation. This may be beneficial for us to biologically understand the inner mechanisms underlying the spontaneous epileptic SWD and search the biological therapies instead of the clinical stimulation control. Therefore, in the following section we will investigate the initiation effect of IN~2~ on the SWD oscillation. Here, we take *k*~10~ = 3 with *k*~4~ varying in the interval \[0, 2\] and *k*~4~ = 1 with *k*~10~ varying in the interval \[0, 8\], respectively. As shown in the [Fig. 10(a)](#f10){ref-type="fig"}, without the impact of stimulation, i.e., as the *k*~4~ varies in \[0, 2\] with fixing *k*~10~ = 3, the system has a good robustness against the relatively weak inhibitory regulation function of second inhibitory neuronal population as *k*~6~ is lower around *k*~6~ = 1.05. And, on this occasion, within the right short parameter interval of *k*~4~ = 1 the system always displays the background low saturated firings (i.e., the low-amplitude and high-frequency tonic oscillations as shown in the inset of [Fig. 2(a)](#f2){ref-type="fig"}). However, as the *k*~6~ is increased into *k*~6~ = 1.063 ([Fig. 10(b)](#f10){ref-type="fig"}), similar to the single-point stimulation, inhibition can also induce the occurrence of SWD. With the further increasing of inhibitory function, i.e., *k*~6~ becomes larger, the larger parameter intervals can be found, where inhibition-induced SWD occurs. Compared to [Fig. 10(b)](#f10){ref-type="fig"}, as *k*~6~ is increased into *k*~6~ = 1.106 ([Fig. 10(e)](#f10){ref-type="fig"}), enough large inhibition function can induce the occurrence of SWD on the whole parameter interval of stimulus-induced SWD. In addition, we can also see that inhibition can terminate the epileptic tonic seizures on the parameter intervals of small *k*~4~ with *k*~10~ = 3. Particularly, during the increasing of *k*~6~ saturated firing states can be repeatedly induced by the inhibition, which results in the recurrent onsets of various epileptic seizures including the simple tonic oscillations, SWD discharges and simple clonic (slow-wave) oscillations.

Similar to [Fig. 6](#f6){ref-type="fig"}, in the [Fig. 11](#f11){ref-type="fig"} we provide the time series for the mean of neural populations PY and IN~1~, with *k*~4~ linearly increasing from 0 to 2 and under the various modulating effects from the second inhibitory variable IN~2~, i.e., *k*~6~. As shown in [Fig. 11(f)](#f11){ref-type="fig"}, we suppose *k*~4~ is time-dependent and linearly increases over time. The time series respectively corresponding to the various *k*~6~ can be obtained with *k*~4~ linearly increasing. In order to more clearly observe the dynamical transitional behaviors, the insets in the subgraphs (b), (c), (d) and (e) display the different phases of oscillating activities. Particularly, instead of the stimulus, the large enough modulating functions from the second inhibitory varible IN~2~, i.e., *k*~6~, can also induce the occurrence of SWD discharges in the bistable parametric region of the system (see [Fig. 7](#f7){ref-type="fig"}). Specially, as a whole, with the *k*~6~ gradually strengthening from (a) *k*~6~ = 1.05, (b) *k*~6~ = 1.063, (c) *k*~6~ = 1.078, (d) *k*~6~ = 1.095, and to (e) *k*~6~ = 1.106), *k*~6~-induced SWD discharges with longer time and the larger interval within the bistable region can be found.

Compared to the [Fig. 10](#f10){ref-type="fig"}, similar scenario can be found in the [Fig. 12](#f12){ref-type="fig"}, where we vary the *k*~10~ within \[0, 8\] with fixing *k*~4~ = 1, corresponding to the [Fig. 4(c,d)](#f4){ref-type="fig"}. Particularly, when *k*~6~ ≤ 1.05 (see also [Fig. 12(a)](#f12){ref-type="fig"}), the system is basically robust to the inhibition modulation function of the second inhibitory neuronal population. However, as *k*~6~ = 1.063, corresponding to the [Fig. 12(b)](#f12){ref-type="fig"}, SWD discharges can start to be induced on the right short parameter intervals of *k*~10~ = 3 by the inhibitory function. And, the larger parameter intervals of inhibition-induced SWD can be found with the further increasing of *k*~6~ (see [Fig. 12(c,d)](#f12){ref-type="fig"}). As shown in [Fig. 12(e)](#f12){ref-type="fig"}, as *k*~6~ is increased into *k*~6~ = 1.106, on the whole parameter interval of stimulus-induced SWD, SWD discharges can be induced by the relative larger inhibitory regulating function. Similar to the [Fig. 10](#f10){ref-type="fig"}, saturated firing states can repeatedly occur during the increase of *k*~6~. Hence the recurrent seizures of different epileptic oscillations can be observed.

Here, it is noted that without the stimulation inhibitory modulating function of second neuronal population can also induce the occurrence of SWD, that imply the inhibition function has the similar effect with stimulation. In fact, we can see from the proposed model in [Fig. 1(b)](#f1){ref-type="fig"} that the inhibitory function of second neuronal population, IN~2~, is actually analogous to the applied input pulse stimulation as shown in [Fig. 2](#f2){ref-type="fig"} indicated by the green bars. However, this inhibitory type of stimulation is of having the important feedback regulation. As shown in the cortical subnetwork, the second inhibitory neuronal population, IN~2~, can not only project inhibitory pulse inputs into both the first inhibitory neuronal population, IN~1~, and the excitatory pyramidal neurons, PY, as well as receives the feedback inhibitory action from IN~1~ and excitatory impact from PY. Compared to the stimulus-induced SWD, inhibition-induced SWD may be of having more important biological significance. In addition, we can see from [Figs 10](#f10){ref-type="fig"} and [12](#f12){ref-type="fig"} that without the stimulation decreasing the *k*~6~ under around the *k*~6~ = 1.05 can also terminate or inhibit the occurrence of SWD discharges.

In addition, similar dynamical bifurcation schematics (see [Figs 7](#f7){ref-type="fig"} and [8](#f8){ref-type="fig"}) to the [Fig. 4](#f4){ref-type="fig"} can be applied to mathematically understand the mechanisms underlying the inhibition-induced SWD oscillations obtained in [Figs 10](#f10){ref-type="fig"} and [12](#f12){ref-type="fig"}. Specifically, in the absence of stimulation IN~2~ output may shift the separatrix between the non-seizure and SWD states. In particular, the increasing IN~2~ output can drive the separatrix towards the attraction basin of SWD, with enlarging the attraction basin of SWD and reducing the attraction basin of stable focus. Then the initial values of system are surrounded by the attraction basin of SWD now, and the system eventually relaxes into the SWD oscillations, comparable to the effect of stimulation.

Disinhibition control of spike-wave dynamics for the modified Taylor model
--------------------------------------------------------------------------

In the last section, we investigated the inhibition regulating function of the first neuronal population, IN~1~, on the occurrence of SWD. Result shows that inhibitory modulation of IN~1~ can also induce the occurrence of SWD, which is comparable to the effect with stimulation. However, both experimental[@b40] and theoretical[@b55] evidences have shown the importance of disinhibition mechanisms for the generation and transition of SWD. Therefore, in this section under the inhibitory modulating effect of second inhibitory neuronal populations, IN~2~, we mainly focus on the disinhibition function of the first inhibitory neuronal populations, IN~1~, on the onsets and offsets of inhibition-induced SWD.

Particularly, here we take *k*~4~ = 1 and *k*~10~ = 3, as shown in [Fig. 5(a)](#f5){ref-type="fig"} which lies in the region of stimulus-induced SWD. And importantly, we can see from [Figs 10](#f10){ref-type="fig"} and [12](#f12){ref-type="fig"}, when the inhibitory regulating function of IN~2~ is larger than *k*~6~ = 1.05, the SWD discharges can be completely induced. Hence, in order to observe the disinhibition effect of IN~1~, *k*~8~, on the inhibition-induced SWD, we here consider a local parameter region of (*k*~6~, *k*~8~), \[1.3, 1.7\] × \[1.3, 1.7\], where the critical value of *k*~6~ is larger than *k*~6~ = 1.05, which can absolutely induce the occurrence of SWD discharge. As shown in [Fig. 13(a)](#f13){ref-type="fig"}, from the bottom to top, there are five different firing states including high saturated firing indicated by (I), simple clonic oscillation (II), periodic spike-wave discharge (SWD) (III), low saturated firing (IV) and the simple tonic oscillation (V). Accordingly, the variation of corresponding dominant frequency has been given in the [Fig. 13(b)](#f13){ref-type="fig"}, where regions 'A', 'C' and 'D' correspond to the regions 'I', 'IV' and 'V', respectively. Additionally, the similar firing frequency regions 'II' and 'III' are combined into the region 'B'. We can see from [Fig. 8(a)](#f8){ref-type="fig"} that the system is stable to the variation of *k*~6~ within \[1.3, 1.7\] with any fixed *k*~8~. However, as *k*~8~ is increased from 1.3 to 1.7, for any *k*~6~ ∈ \[1.3, 1.7\] the system can show rich dynamic transitions from high saturated firing to clonic oscillation, SWD discharges, low saturated firing, and to tonic oscillation. For a clearer vision, corresponding to the vertical pink arrow in the [Fig. 13(a)](#f13){ref-type="fig"}, [Fig. 14](#f14){ref-type="fig"} depicts the 1-D dynamic transition diagram with *k*~6~ = 1.5 and *k*~8~ varying in \[1.3, 1.7\]. Various firing state parameter intervals corresponding to different regions of 'I', 'II', 'III', 'IV' and 'V' can be found. As typical examples, we also take several parameter values of (*k*~6~, *k*~8~) from the vertical pink arrow in [Fig. 13(a)](#f13){ref-type="fig"} corresponding to the different firing states in [Fig. 14](#f14){ref-type="fig"}, to illustrate the various firings. [Figure 15](#f15){ref-type="fig"} shows the typical time series of the mean for the excitatory neuronal population, PY, and inhibitory neuronal populations, IN~1~. Particularly, as *k*~6~ = 1.5, we take *k*~8~ = 1.3, 1.4, 1.48, 1.55 and 1.7, respectively. And then, the system successively displays high saturated firing corresponding to the [Fig. 15(a)](#f15){ref-type="fig"}, clonic oscillation ([Fig. 15(b)](#f15){ref-type="fig"}), periodic spike and slow-wave discharges (SWD) ([Fig. 15(c)](#f15){ref-type="fig"}), low saturated firing ([Fig. 15(d)](#f15){ref-type="fig"}) and tonic oscillation corresponding to the [Fig. 15(e)](#f15){ref-type="fig"}, respectively.

More importantly, we can see from [Fig. 13(a)](#f13){ref-type="fig"} that even though enough large inhibitory function, *k*~6~, can induce the occurrence of SWD, as *k*~8~ lies in the lower values of \[1.3, 1.7\], the inhibition-induced SWD can be effectively terminated into the normal high saturated firing. However, as *k*~8~ increasing into the larger values than around *k*~8~ = 1.365 and *k*~8~ = 1.415, indicated by the green upward arrow, the epileptic tonic oscillation and SWD discharges can be induced again, respectively. Because disinhibition of the first neuronal population, *k*~8~, is mediated by the inhibitory GABA~A~ receptors with the fast time scale, the disinhibition-induced SWD is in line with the experimental evidence that epileptic absence seizures characterized by 2--4 Hz periodic SWD discharge is accompanied by enhanced GABA~A~[@b67]. However, as the disinhibition function, *k*~8~, further increases to the larger value than *k*~8~ = 1.505 indicated by the red upward arrow, the disinhibition-induced SWD can again be terminated into the background state (low saturated state). On the other hand, due to the structurally mutual functions (see [Fig. 1(b)](#f1){ref-type="fig"}) the increasing of *k*~8~ can, to some extent, relatively weaken the inhibition modulating effect of *k*~6~. And, as mentioned above, the inhibition function of *k*~6~ is analogous to the stimulating effect on the system, therefore this weakened inhibitory modulation of *k*~6~ is equivalent to the weaker stimulation to system. Hence, it can terminate the occurrence of SWD which corresponds to cases of [Fig. 2](#f2){ref-type="fig"} indicated by red bars. Above all, disinhibition can effectively control the occurrence of inhibitory regulating stimulation induced periodic spike-wave discharges.

Discussion
==========

Computational models provide a potential possibility for exploring the mechanisms underlying the occurrence and suppression of the typical 2--4 Hz SWD, which is the hallmark of epileptic absence seizures. Absence seizures are known to arise in thalamo-cortical networks. However, few computational evidences have devoted to the study on the thalamocortical dynamical mechanisms of epileptic SWD discharges. In addition, a variety of pharmacological[@b43][@b44][@b45][@b46] and clinical[@b40][@b47][@b48][@b49][@b50] evidences have shown that there exists a basic circuit module of disinhibition in the cortical neuronal network, meditated by the GABA~A~ and GABA~B~ inhibitory projections, respectively. It means that there are mutual effects among different inhibitory neurons with different time scales. Also, some results including the successful applications of stimulus-induced abatement of SWDs have been reported[@b38][@b39]. Therefore, to investigate the thalamocortical mechanism of SWD as well as its potential control mechanisms by stimulation and disinhibition, we developed an improved thalamocortical dynamics models of neural populations by introducing a second inhibitory neuronal population, IN~2~, with a different timescale. Hence the modified model has the competing mutual inhibitory effects in the different neuronal populations of cortex.

Based on the proposed model we have investigated the conditions on the occurrence of SWD, and its transitions to other dynamical behaviors such as epileptic tonic and clonic seizures. We first show that under the certain parameters, which biologically and structurally describes the mutual interactions between cortex and thalamus, single-point stimulation or the perturbation for the system can both induce and terminate the occurrence of SWD from the background state and return into the background state, respectively. Particularly, periodic stimulations or perturbations can produce the recurrent seizures of SWD. However, during the numerical simulation of [Fig. 2](#f2){ref-type="fig"} we only use a single pulse stimulus with arbitrary strength and direction at the arbitrary timing of the stimulation, which is less beneficial for us to systematically understand the mechanism underlying the SWD initiation and termination by perturbation in [Fig. 2(c)](#f2){ref-type="fig"}. In addition, following the work of Taylor *et al.*[@b54], the stimulation direction in the experimental setting is not necessarily controllable, e.g., a TMS (transracial magnetic stimulation) pulse. Therefore, in the case of TMS pulse, the problem concerning stimulation is trivial and the stimulation direction can be kept constant. In order to find out if the mechanism of SWD initiation and termination by perturbation in [Fig. 2c](#f2){ref-type="fig"} is sensitive to exact timing of the stimulation, i.e. with respect to the phase of SWD, lots of numerical tests on the occurrence and termination of SWD induced by the single pulse stimulation have been done. Results have shown that typically the stimulus-initiated SWD onset may not depend on the exact timings of stimulation, i.e., the time phases of SWD. By contrast, the SWD termination by perturbation of single pulse stimulation is relatively sensitive to the exact timings of the stimulation. Particularly, it is also essentially and closely correlated to the timing of the previous stimulations inducing the onset of SWD. However, it is still very difficult to figure out how sensitive the system to those particular timings of stimulation. As to whether a stimulus with particular amplitude in the model is successful in initiating and terminating SWD, and how sensitive the system is to those particular values, we investigate the robustness of system to those particular stimulation values on the basis of [Fig. 2(c)](#f2){ref-type="fig"}. Specifically, in [Fig. 3](#f3){ref-type="fig"} we provide the parametric distributions within the region of (I, T) ∈ \[0, 0.5\] × \[0, 0.5\], with respect to the stimulation strengths which can initiate ('I', green bars) and terminate ('T', red bars) the SWD, respectively. Generally, for the case of [Fig. 2(c)](#f2){ref-type="fig"}, only the large enough stimulation amplitude (e.g. I \> = 0.26) can initiate the SWD oscillations. Once the SWD initiated, only typical abatement simulation with amplitudes can terminate the SWD. Once the initiation stimulation is large enough, the SWD can not be terminated anymore.

Because experimental evidences have demonstrated that the abnormal interactions within the thalamocortical circuit play a critical role for the occurrence of SWD, we then explore the transition dynamics of the modified model on the 2-D plane, (*k*~4~, *k*~10~), of mutual functions between the cortex and thalamus. The obtained results show that the proposed model can display various dynamical behaviors including the simple high-frequency and low-amplitude tonic oscillation, low saturated firing describing the background state, periodic spike and slow-wave (SWD) discharges, simple low-frequency and high-amplitude clonic oscillations. And also, it is found that 2--4 Hz SWD discharges as well as the simple tonic and clonic oscillations can be captured by the modified model which represent the typical generalized epileptic wave seizures, i.e., absence seizures, tonic seizures and clonic seizures, respectively. More importantly, the region of stimulus-induced SWD on the plane of (*k*~4~, *k*~10~) can be found, where the system lies in the background low saturated firing without single-point stimulation. Furthermore, by and large, it can be concluded that both large values of (*k*~4~, *k*~10~) can drive the system into the normal high saturated firing, which implies that the cortex can downstream transfer the cortical information into the subcortical thalamus, as well as the information from the cortex can be normally relayed by the thalamus. By contrast, the lower values of *k*~4~ or *k*~10~ can all make the cortex show the pathological rhythms, which implies the abnormal interactions between the thalamocortical circuit.

Rich dynamics behaviors can be observed from the numerical simulations in the modified model. However, the dynamical bifurcation mechanisms underlying these transitions are still missing. Without loss of generality, we considered the [Fig. 4(a,b)](#f4){ref-type="fig"} as illustrations to mechanistically understand these transitions between different dynamical behaviors. Specifically, the system sequentially undergoes different dynamical bifurcation during the transitions. Particularly, a bistable region between the non-seizure state and SWD oscillations exists, with a stable focus and a stale limit cycle. This arises following a fold of cycles bifurcation. The stable focus can be considered as the resting state of background EEG, and the high amplitude oscillatory attractor is analogous to the various seizure states including the epileptic SWD discharges, simple tonic and clonic (slow-wave) oscillations. A mathematically simplified double-well potential diagram (shown in [Fig. 8(a,b)](#f8){ref-type="fig"}, modified from Hauptmann *et al.*[@b66]) for the complex attractors by the first approximation is considered to illustrate the impact of a basin of attraction, where each minimum corresponds to a stable attractor surrounded by a basin of attraction. The rhythmic SWD oscillations serving as a model for epileptic absence seizures is associated with two local minima representing the spike (S) and wave (W) phases of SWD oscillations, while the background saturated firings with a low amplitude and high frequency oscillation serves as the non-seizure state or healthy state. The ball in [Fig. 8(a,b)](#f8){ref-type="fig"} is used as the neuronal population. Once the system, i.e., the ball, exceeds the critical position (pink triangle shown in [Fig. 8(a,b)](#f8){ref-type="fig"}) and enters a particular basin of attraction, it will be attracted by the corresponding attractor and ultimately relaxes into the minimum of the corresponding potential. From the mathematical standpoint, in the bistable region of the five dimensional state space there exists a separating manifold, i.e., separatrix shown in [Fig. 8(c)](#f8){ref-type="fig"}. This can be analogous to critical positions indicated by the pink triangles in [Fig. 8(a,b)](#f8){ref-type="fig"}, even though this manifold of system is structurally complex. As soon as appropriate stimuli beyond the separatrix occur in the bistable region, transitions between the non-seizure and SWD oscillations can also occur. However, the ultimate goal of stimulation induced seizure abatement is to both maximize the duration of non-seizure state and minimize the duration of SWD oscillation.

In this paper we have tried our best to give the reasonable dynamical explanations for the bifurcation diagrams, as well as the possible clinical implications of the results we show. Therein, we mainly consider the mechanism of bistability[@b53][@b54][@b68] to investigate the initiation and determination of SWD. However, excitability[@b69] may be another critical mechanism underlying the stimulus driven seizure initiation and termination, which should be deeply investigated. In general, neurons are excitable because they are near bifurcations (transitions) from resting to spiking activity, corresponding to the qualitative change of phase portrait of the system. In this sense, the initiations and abatements of SWD may be related to change of the parameter k4, which leads to the transitions of system between stable focus and stable limit cycle. By way of comparison, the bistability mechanism underlying the stimulus-driven initiation and termination of SWD is more related to the initial conditions or the quantitative changes of the state space driven by the stimulation perturbation; but the excitability mechanism is more likely related to the changes of bifurcation parameter k4 driven by the stimulation perturbation, which can induce the qualitative transitions of different dynamic states.

In addition, we explored the effect of output from the introduced IN~2~ on the abatement effect of SWD. In sum, under the combined mediation of outputs from IN~2~ (i.e., *k*~3~ and *k*~6~) the SWD abatement effect of IN~2~ can be specifically revealed. From the mathematical standpoint, the SWD abatement effect of the IN~2~ output may be due to shift of separatrix between the non-seizure and SWD states towards the attraction basin of stable focus, mediated by *k*~3~ and *k*~6~ in the model, with enlarging the attraction basin of stable focus and reducing the attraction basin of limit cycle symbolizing SWD. Then the initial values of the system enter the attraction basin of stable focus and the system ultimately relaxes into the background resting state. What's more, we also investigate the functions of disinhibition between the two different neuronal populations, IN~1~ and IN~2~, for the occurrence of SWD and its transitions. We first interestingly observed that without stimulation, on the parameter region of stimulus-induced SWD the inhibition regulating effect of the introduced second neuronal population, IN~2~, can also induce the occurrence of SWD, which is comparable to the effect with the stimulation. More importantly, this inhibition-induced SWD is biologically and structurally based on the feedback regulating function of IN~2~ for the PY and IN~1~. Moreover, under the inhibitory regulating function of IN~2~, increasing the disinhibition coupling function of IN~1~ can terminate the SWD discharges. Due to the relatively weakened inhibition of *k*~6~ accompanied by the increase of disinhibition of *k*~8~, the disinhibition-induced termination of SWD can also be analogous to the stimulus-induced termination of SWD. Mathematically, in the absence of stimulation IN~2~ output may shift the separatrix between the non-seizure and SWD states. In particular, the increasing IN~2~ output can drive the separatrix towards the attraction basin of SWD, with enlarging the attraction basin of SWD and reducing the attraction basin of stable focus. Then the initial values of system are surrounded by the attraction basin of SWD now, and the system eventually relaxes into the SWD oscillations, comparable to the effect of stimulation.

However, various types of GABAergic interneuronal populations can shape the representation of cortical information. Many experimental data have revealed that interneurons might be mediated by mixed GABA~A~ and GABA~B~ receptors. Also, two distinct functions of inhibition, subtractive and divisive inhibition, within the neuronal network of cortex have been suggested in the experiments[@b41][@b42][@b70][@b71][@b72]. In addition, it is thought that in some areas of the cortex feedforward inhibition from T*C* to I*N* is even stronger than T*C* to PY. Therefore, the addition of this feedforward inhibition is very reasonable[@b73][@b74][@b75][@b76] and it should be much better computationally justified by building more realistic models. In particular, there is evidence that detailed structural connectivity within the cerebral cortex and connections among different cortex areas and thalamus nuclei may also significantly impact the system dynamics[@b77][@b78][@b79][@b80][@b81]. It is shown that the degree of abnormal connectivity within the thalamocortical structure is related to disease severity[@b81]. What's more, in the future more realistic noise-driven stochastic dynamical systems should be explored, where noise may contribute to the termination of SWD and affect the effect of stimulation on the abatement of SWD.

Furthermore, neural system is a complex network composed of multi-layer nervous structures including the cerebral cortex and subcortical structure. e.g., basal ganglia has been demonstrated to play a key regulation function in the absence seizures[@b70][@b82][@b83]. According to recent studies, correlated oscillatory activity and synchronization evolutions in neuronal populations of the cerebral cortex, thalamus and basal ganglia are closely related to the generation and propagation of epileptic symptoms. A comparison of the normal and patients with epilepsy symptoms indicates that the connection loop of basal ganglia-thalamocortical is different. Hence, reasonable computational models should be further developed to uncover the detailed mechanisms of epileptic SWD discharges and improve the understanding of controlling epileptic absence seizure. What's more, the large-scale brain modeling is a promising platform to investigate many brain disorders. Neural system is essentially a large-scale, as well as multi-scale complex system through the anatomical and electrophysiological observations. In this paper we have used the neural field model to describe the large-scale dynamics of neuronal populations within the cerebral cortex that reproduces the realistic firing rates for each neuronal population.

To summarize, in our previous work[@b55] based on the cortical neural field model, we have numerically found that disinhibition can be a mechanism for the transitions between epileptic absence and tonic-clonic seizures. In this paper, we further explore the control effect of disinhibition on the occurrence and abatement of SWD. Our results about the disinhibition control of epileptic absence seizures can give some theoretical insights into understanding primary generalized epileptic seizures. However, the mechanisms under the electrophysiologically observed SWD discharges and its transitions are very complex, and should be further explored in future. More realistic computational models should be further developed to uncover the detailed mechanisms of epileptic SWD discharges and improve the understanding of controlling epileptic absence seizure.

Materials and Methods
=====================

Network structure
-----------------

Taylor *et al.*[@b20] developed a thalamocortical model (see [Fig. 1(a)](#f1){ref-type="fig"}) to investigate effects of the stimulation on spike-wave discharge (SWD). However, in this model disinhibition functions among different inhibitory neuronal populations were not mentioned, which has been experimentally demonstrated to be crucial for the modulation of cortical network dynamics[@b40]. Motivated by this, we proposed a modified thalamocortical model (see [Fig. 1(b)](#f1){ref-type="fig"}) by introducing a second inhibitory neuronal population, to explore the control effect of disinhibition on the stimulus-induced SWD discharges. Hence, the modified model is composed of the cortical excitatory pyramidal (PY) cells and two different inhibitory interneuronal populations, IN~1~ and IN~2~, with different timescales, as well as the subcortical TC-RE circuit model composed of the thalamocortical relay (TC) neurons and neurons located in the reticular nucleus (RE)[@b20][@b54]. The lines with arrows represent the excitatory projections mediated by glutamate. The solid and dashed lines with closed circles denote the GABA~A~--and GABA~B~--mediated inhibitory projections, respectively.

Neural field model
------------------

Neural field model was proposed to describe the macroscopic dynamics of neural populations in an effective way with low computational cost. After the introduction of the second inhibitory interneuronal population, IN~2~, the resultant governing equations for the modified Taylor neural field model can be described as follows,

where P*Y* represents the excitatory pyramidal neuronal population, IN~1~ and IN~2~ represent the two different types of inhibitory interneuronal populations with two different fast and slow time scales determined by the parameters *τ*~2~ and *τ*~3~, respectively. *ε*~1~, *ε*~2~\...*ε*~5~ are the additive constants as used in the original version of Taylor model, *k*~1~, *k*~2~\...*k*~13~ are the connectivity strengths within different neuronal populations whose linking rules are in agreement with the experimentally known connections[@b84] (also see [Fig. 1](#f1){ref-type="fig"}). is the sigmoid transition function as used in model of Taylor[@b20][@b54], where *υ* determines the steepness and *x* = PY, IN~1~, IN~2~, T*C* and R*E*.

In particular, in order to make analysis simpler and also without qualitatively impacting the related dynamics, we simplified the thalamic subsystem by replacing the sigmoid function with a linear activation term *S(x*) = *αx* + *β*, where *x* = TC and RE. This also follows the connection schematic as shown in the Taylor models[@b20][@b54][@b84].

Model parameters
----------------

Most parameters in our modified Taylor model refer to the literatures[@b51][@b52][@b53][@b54][@b55] (see also the [Table 1](#t1){ref-type="table"}) which were originally estimated from the experimental data. Due to lack of quantitative data, the mutual functional actions between the second inhibitory interneuronal population, IN~2~, and the other neuronal populations are reasonably estimated in the following numerical studies which are comparable with the original inhibitory interneuronal population, IN~2~. However, because IN~1~ and IN~2~ have the different fast and slow timescale characteristics determined by the parameters *τ*~2~ and *τ*~3~, respectively, a much smaller value of *τ*~3~ than *τ*~2~ is used to describe the dynamics equation of IN~2~.

In addition, in order to simulate the effect of stimulus-induced SWD, we performed a stimulus control u(t), i.e., a perturbation, on the cortical variables, PY and IN, in the state space, where u~1~(t) and u~2~(t) are taken some certain values (see Table 1), and (*u*~3~(t), *u*~4~(t), *u*~5~(t)) = (0, 0, 0). The control parameters are similar to those used in Taylor *et al.*[@b20]. During the simulations, the values of *k*~2~, *k*~3~, *k*~4~, *k*~6~, *k*~8~ and *k*~10~ vary in the physiologically reasonable range, the other parameter values in this paper follow the previous work[@b20] (see also the [Table 2](#t2){ref-type="table"}).

Simulation method and data analysis
-----------------------------------

During the numerical simulations for our present model, the differential equations are solved by the standard fourth-order Runge-Kutta integration scheme under the MATLAB (MathWorks, USA) simulating environment. The temporal resolution of numerical integration is fixed at 1 ms. All simulations are performed up to 20 s and the data of the stable state after a time interval of 5 s are used for analysis. Both the bifurcation and frequency analysis[@b55][@b85][@b86] are utilized to characterize the critical state transitions and neural oscillations generated by our model. Firstly, to explore the transitions between various dynamical states, the bifurcation analysis is performed for several critical cortical parameters. The bifurcation diagrams are plotted by calculating the stable local minimum and maximum values of the mean for the cortical excitatory and inhibitory neuronal populations, with gradually changing these critical parameters. More importantly, to evaluate the dominant frequency of neural oscillations, the power spectral density (PSD) is estimated using the fast Fourier transform (FFT) for the time series of the mean for the cortical excitatory and inhibitory neuronal populations. Then the maximum peak frequency is defined as the dominant frequency of neural oscillations. By combining both the bifurcation and frequency analysis techniques, the typical 2--4 Hz SWD oscillation regions including the stimulus-induced and spontaneous ones can be roughly outlined in the 2-D parameter space (e.g., see [Fig. 5(a)](#f5){ref-type="fig"}). In addition, we provide the possible dynamical mechanisms underlying the various state transitions, using the continuation package, AUTO in XPPAUT (available from <http://www.math.pitt.edu/> bard/xpp/xpp.html), a tool for simulating, animating, and analyzing dynamical systems. Through the dynamical bifurcation diagram we can better understand the intrinsic transitional dynamical nature of the different oscillating activities.
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![Schematic diagrams of the studied models: (**a**) the original thalamocortical model proposed by Taylor *et al.* (2014), which is composed of the cortical subnetwork consisting of the excitatory pyramidal neural population, PY, and the inhibitory interneuronal population, IN~1~, and the subcortical TC-RE circuit model mainly consists of the thalamocortical relay cells (TC) and the reticular nucleus (RE) cells (Taylor *et al.*[@b20][@b54]); (**b**) the modified Taylor model by introducing the second inhibitory neural population, IN~2~, into the cortical subnetwork. The proposed model involves two dependent inhibitory neural populations IN~1~ *and* IN~2~ which are mediated by the fast and slow time scales of the inhibitory receptors GABA~A~ and GABA~B~, respectively. Excitatory synaptic connections are shown in lines with arrows. Inhibitory synaptic connections are shown in lines with closed circles, where solid and dashed ones represent the fast and slow synaptic function mediated by the GABA~A~ and GABA~B~, respectively.](srep37703-f1){#f1}

![The stimulus-induced seizures of the periodical spike and wave discharge (SWD).\
Time series of the mean of the excitatory and inhibitory neuronal populations, PY and IN~1~: (**a**) the initial background state of the system, i.e., low-amplitude and high frequency oscillations, (**b**) SWD can be induced by the weak stimulation, −0.3, indicated by the green bar performed on the background state (**a**), (**c**) SWD can also be terminated by another successively performed weaker stimulation, −0.2, indicated by the red bar. Particularly, periodical successive stimulations can induce the recurrent seizures of SWD (**d**), (**e**,**f**) are the enlarged versions of one periodical stimulation in (**d**) describing the seizure (**f**) and seizure abatement (**e**) of SWD, respectively.](srep37703-f2){#f2}

![Two-dimensional plane distribution of various stimulation strengths respectively inducing ('I', strength of the first stimulation indicated by green bars) and terminating ('T', strength of the second stimulation indicated by red bars) the SWD discharges within the region \[0, 0.5\] × \[0, 0.5\].\
There are four distinct regions showing the different firing states under the consecutive initiation ('I') and termination ('T') stimulations of SWD: (**A**) Both the consecutive stimulations fail to initiate the SWD. (**B**) The first stimulation fails to initiate the SWD, while the consecutive stimulation can induce the SWD. (**C**) The first stimulation can successfully induce the onset of SWD, which can not be terminated by the sequential stimulation. (**D**) The first stimulation can successfully induce the onset of SWD, which can also be terminated by the sequential stimulation.](srep37703-f3){#f3}

![Bifurcation diagram showing the extrema of the mean of excitatory and inhibitory neuronal populations, PY and IN~1~, and their corresponding dominant frequencies.\
As the coupling strengths, *k*~4~, varies in the region \[0, 2\] with *k*~10~ = 3 (**a,b**), or *k*~10~ varies in the region \[0, 8\] with *k*~4~ = 1 (**c,d**), the system successively transits from the high-frequency and low-amplitude tonic oscillations (\~15 Hz) to the low saturated firings, SWD discharges (\~3 Hz) (shaded area), low-frequency but high-amplitude clonic oscillations (\~3 Hz) and to the high saturated firing, respectively (see the illustrations in upper panels of (**a**)). Particularly, before stimulation (**a,c**) the system lies in the low saturated firings on the right short regions of *k*~4~ = 1 (**a**) and *k*~10~ = 3 (**c**). After stimulation (**b,d**), SWD can be induced from these stable low saturated firings, and the parameter regions of SWD is enlarged. The red and blue lines represent the maxima and minima, repectively. Numbered pink circles indicate the accurate bifurcation points. SWD can be typically initiated by stimulation perturbations in the regions indicated by the vertical lines.](srep37703-f4){#f4}

![Different firing states (**a**), and variations of corresponding dominant frequency (**b**) of the modified Taylor model are shown on the parameter plane (*k*~10~, *k*~4~), where we can observe rich firing states such as simple tonic oscillation denoted by I, low saturated firings (II), stimulus-induced periodic 1-spike slow-wave discharges (SWD) (III), spontaneous SWD discharges (IV), slow-wave or simple clonic oscillations (V) and high saturated firings (VI). In addition, the state regions, I, II and VI correspond to the A, B and D regions in the frequency diagram (**b**). The region C in (**b**) can be divided into the three regions of III, IV and V in (**a**) where when we take parameters from the region III, i.e., the region of stimulus-induced SWD, the system lies in the low saturated firing before stimulation.](srep37703-f5){#f5}

![The time series for the mean of neural populations PY and IN~1~, with linearly increasing *k*~4~ from 0 to 2 and corresponding to the [Fig. 4(a,b)](#f4){ref-type="fig"}.\
The close-ups of the different phases of (**a**) shown in the panels (*a*~1~)-(*a*~4~): simple tonic oscillation (*a*~1~), SWD discharges (*a*~2~), simple slow-wave (clonic) oscillations (*a*~3~) and the evolution into the saturated firing from the simple slow-wave oscillations (*a*~4~). The pink, red, yellow and green solid circles represent the bifurcation critical timings of different firing states, corresponding to *t* = 80, 126.5, 136 and 167.5, respectively. The grey region corresponds to the bistable region where stimulus can induce the onsets of SWD as shown in the inset of (**a**).](srep37703-f6){#f6}

![Bifurcation diagram.\
(**a**) Minima and maxima of time series for different values of *k*~4~. The blue and red lines represent the limit cycle and fixed point, respectively. The region indicated by yellow dashed rectangle represents the bistable parameter region between non-seizure and SWD states. The region indicated by white dashed rectangle represents the bistable region between non-seizure and clonic states. Pink and purple double arrows correspond to the SWD and clonic oscillations. Green double arrow indicates the kindling stimulation performed on the background resting state (stable focus) and the red arrow indicates the anti-kindling stimulation for the SWD discharges. (**b**) For the much small values of *k*~4~, there is one ustable focus and one stable limit cycle, all simulations converge to the simple tonic oscillations (stable limit cycle). The tonic oscillation disappears and evolves into the low saturated firings following a supercritical Hopf bifurcation (H*B*~1~). A bistable region exists with the stable focus and the stale limit cycle following a fold of cycles bifurcation (L*PC*~1~). The monostable SWD discharges and clonic oscillations exist following the subcritical Hopf bifurcation (HB~2~). Beyond the reappearance of the stable focus due to the subcritical Hopf bifurcation (HB~3~), another bistable region occurs. For much large values of *k*~4~ the bistable region disappears due to the second fold limit cycle bifurcation (LPC~2~).](srep37703-f7){#f7}

![Schematic plot of the attractors modified from Hauptmann *et al*.[@b66] describing the dynamical model of epileptic absence seizure characterized by Spike ('S') and wave ('W') discharges (SWD) or normal background state.\
(**a**) kindling (green arrows) and (**b**) anti-kindling (red arrows) stimulation can drive the neuronal population indicated by the ball from one attractor beyond the critical position (pink triangles) to another. (**c**) Phase space portrait showing the bistable region between stable focus (fixed point, red ball) and SWD (stable limit cycle). In the bistable region there exists a separating manifold indicated by the sphere (analogous to the critical positions indicated by pink triangles in (**a**,**b**)) between the two states in five dimensional state space. State transitions between the non-seizure and SWD states can occur when the stimulus indicated by the green and red arrows beyond the separatrix occurs.](srep37703-f8){#f8}

![The abatement effect of the introduced neuronal population, IN~2~, on stimulation-induced SWD, mediated by the *k*~3~ and *k*~6~ parameters.\
The stimulus-induced \~3 Hz SWD seizure state (bottom of the figure) can be adjusted by the combined function of (*k*~3~, *k*~6~) to return into the normal background resting state (top of the figure).](srep37703-f9){#f9}

![Bifurcation diagram showing the extrema of the mean of excitatory and inhibitory neuronal populations, PY and IN~1~.\
Inhibition-induced SWD discharges without stimulation. Corresponding to the [Fig. 4(a)](#f4){ref-type="fig"}, as the coupling strength *k*~4~ varies in the region \[0, 2\] with *k*~10~ = 3, with the inhibition function *k*~6~ increasing from (**a**) *k*~6~ = 1.05, (**b**) *k*~6~ = 1.063, (**c**) *k*~6~ = 1.078, (**d**) *k*~6~ = 1.095, and to (**e**) *k*~6~ = 1.106, the low saturated firings on the right short regions of *k*~4~ = 1 can be gradually disturbed into the SWD discharges. In addition, compared to the [Fig. 4(a)](#f4){ref-type="fig"}, after the introducing of inhibition function performed by the *k*~6~, as the increasing of *k*~4~, the system displays richer dynamical transition behaviors, showing the larger regions of saturated firings. Particularly, the small *k*~4~ can terminate the epileptic tonic seizures.](srep37703-f10){#f10}

![The time series for the mean of neural populations PY and IN~1~, with linearly increasing *k*~4~ from 0 to 2 (see (**f**)) and corresponding to the [Fig. 10](#f10){ref-type="fig"}: (**a**) *k*~6~ = 1.05, (**b**) *k*~6~ = 1.063, (**c**) *k*~6~ = 1.078, (**d**) *k*~6~ = 1.095 and (**e**) *k*~6~ = 1.106. The close-ups in each subgraph respectively display the different phases of oscillating activities: simple tonic oscillation (**b**), IN~2~ induced SWD discharges (**c**), spontaneous SWD discharges (**d**) and simple slow-wave (clonic) oscillations (**e**).](srep37703-f11){#f11}

![Bifurcation diagram showing the extrema of the mean of excitatory and inhibitory neuronal populations, PY and IN~1~.\
Inhibition-induced SWD discharges without stimulation. Corresponding to the [Fig. 4(c)](#f4){ref-type="fig"}, as the coupling strength *k*~10~ varies in the region \[0, 8\] with *k*~4~ = 1, with the inhibition function *k*~6~ increasing from (**a**) *k*~6~ = 1.05, (**b**) *k*~6~ = 1.06, (**c**) *k*~6~ = 1.066, (**d**) *k*~6~ = 1.078, and to (**e**) *k*~6~ = 1.09, the low saturated firings on the right short regions of *k*~10~ = 3 can be gradually disturbed into the SWD discharges. Similar to [Fig. 6](#f6){ref-type="fig"}, compared to the [Fig. 4(c)](#f4){ref-type="fig"}, after the introducing of inhibition function performed by the *k*~6~, as the increasing of *k*~4~, the system displays richer dynamical transition behaviors, and the larger regions of saturated firings are shown.](srep37703-f12){#f12}

![Different firing states (**a**), and variations of corresponding dominant frequency (**b**) of the modified Taylor model are shown on the parameter plane (*k*~6~, *k*~8~) within the region of \[1.3, 1.7\] × \[1.3, 1.7\], where we can observe rich firing states such as high saturated firing denoted by 'I', slow-wave or simple clonic oscillations (II), periodic 1-spike slow-wave discharges (SWD) (III), low saturated firing (I*V*) and simple tonic oscillation (V). It can be seen that in the local area of (*k*~6~, *k*~8~) the system is stable to the coupling strength *k*~6~, but can be relatively sensitive to the coupling strength *k*~8~. During the small region of *k*~8~ ∈  \[1.3, 1.7\], the system can have five times of state transitions for any *k*~6~.](srep37703-f13){#f13}

![Bifurcation diagram showing the extrema of the mean of excitatory and inhibitory neuronal populations, PY and IN~1~.\
(**a**) The state transition diagram as the *k*~8~ varying in \[1.3, 1.7\] with *k*~6~ = 1.5, corresponding to the upward pink arrow in [Fig. 13(a)](#f13){ref-type="fig"}. The system transits from high saturated firing denoted by 'I' to clonic oscillations (II), SWD discharges (III), low saturated firing (I*V*) and to the simple tonic oscillation (V).](srep37703-f14){#f14}

![Time series of the mean of the excitatory and inhibitory neuronal populations, PY and IN~1~, corresponding to the different intervals of [Fig. 14](#f14){ref-type="fig"} with (**a**) *k*~8~ = 1.3 (high saturated firing), (**b**) *k*~8~ = 1.4 (clonic oscillation), (**c**) *k*~8~ = 1.48 (SWD discharges), (**d**) *k*~8~ = 1.55 (low saturated firing) and (**e**) *k*~8~ = 1.7 (tonic oscillation), respectively.](srep37703-f15){#f15}

###### Various parametric values for the neuronal populations, PY, IN~1~, IN~2~, TC and RE.

  Input Constants                   Time Scales                                                                                                                                      
  ------------------------- --------------------------- ------------------------- ------------------------- ------------------------- ---------- ----------- ------------ ---------- ----------
  −0.35                                −3.4                       −4.4                      −2.0                       −5                 26      26 × 1.25   26 × 0.005   26 × 0.1   26 × 0.1
  **Control inputs**         **Transitional Function**                                                                                                                               
  ***u***~**1**~(***t***)     ***u***~**2**~(***t***)    ***u***~**3**~(***t***)   ***u***~**4**~(***t***)   ***u***~**5**~(***t***)   ***υ***     ***α***     ***β***                    
  −0.3/−0.2                          −0.3/−0.2                      0                         0                         0              2.5e + 5      2.8         0.5                      

PY: Excitatory pyramidal neurons; IN~1~: First inhibitory interneurons; IN~2~: Second inhibitory interneurons; TC: Thalamocortical relay cells; RE: Reticular nucleus.

###### Thirteen various coupling strengths, *k* ~1~, \..., *k* ~13~, among the five different neuronal populations, PY, IN~1~, IN~2~, TC and RE, applied in the [Figs 2](#f2){ref-type="fig"}, \..., [15](#f15){ref-type="fig"}, respectively.

  Coupling Strength                                                                                                      
  ------------------- ------- ------- ------ -------- ------ ------ ---------- ------------- ------------ -------------- ----------
  *k*~1~                PY      PY     1.8     ---     ---    ---      ---          ---          ---           ---          ---
  *k*~2~               IN~1~    PY     1.5     ---     ---    ---      ---          ---          ---         1.3--1.7     1.3--1.7
  *k*~3~               IN~2~    PY     0.03    ---     ---    ---    0.5--1.5   1.05--1.106   1.05--1.09   1.3--1.7/1.5     1.5
  *k*~4~                TC      PY      1     0--2/-   0--2   0--2     ---         0--2          ---           ---          ---
  *k*~5~                PY     IN~1~    4      ---     ---    ---      ---          ---          ---           ---          ---
  *k*~6~               IN~2~   IN~1~   0.03    ---     ---    ---    0.5--1.5   1.05--1.106   1.05--1.09   1.3--1.7/1.5     1.5
  *k*~7~                PY     IN~2~    3      ---     ---    ---      ---          ---          ---           ---          ---
  *k*~8~               IN~1~   IN~2~   1.5     ---     ---    ---      ---          ---          ---         1.3--1.7     1.3--1.7
  *k*~9~                RE      TC     0.6     ---     ---    ---      ---          ---          ---           ---          ---
  *k*~10~               PY      TC      3     −/0--8   0--8   ---      ---          ---          0--8          ---          ---
  *k*~11~               RE      RE     0.2     ---     ---    ---      ---          ---          ---           ---          ---
  *k*~12~               TC      RE     10.5    ---     ---    ---      ---          ---          ---           ---          ---
  *k*~13~               PY      RE      3      ---     ---    ---      ---          ---          ---           ---          ---

^1^PY: Excitatory pyramidal neurons; IN~1~: First inhibitory interneurons; IN~2~: Second inhibitory interneurons; TC: Thalamocortical relay cells; RE: Reticular nucleus. ^2^ "---" represents the values same to the [Fig. 2](#f2){ref-type="fig"}.
