We present a new molecular dynamics algorithm for sampling the canonical distribution. In this approach the velocities of all the particles are rescaled by a properly chosen random factor. The algorithm is formally justified and it is shown that, in spite of its stochastic nature, a quantity can still be defined that remains constant during the evolution. In numerical applications this quantity can be used to measure the accuracy of the sampling. We illustrate the properties of this new method on Lennard-Jones and TIP4P water models in the solid and liquid phases. Its performance is excellent and largely independent on the thermostat parameter also with regard to the dynamic properties.
I. INTRODUCTION
Controlling the temperature and assessing the quality of the trajectories generated are crucial issues in any molecular dynamics simulation.
1,2 Let us first recall that in conventional molecular dynamics the microcanonical ensemble NVE is generated due to the conservation laws of Hamilton's equations. In this ensemble the number of particles N , the volume V and the energy E are kept constant. In the early days of molecular dynamics the temperature was controlled by rescaling the velocities until the system was equilibrated at the target temperature. Energy conservation was also closely monitored in order to check that the correct NVE ensemble was being sampled and as a way of choosing the integration time-step. Furthermore, energy conservation provided a convenient tool for controlling that the code was free from obvious bugs.
Only in 1980, in a landmark paper, 3 Andersen suggested that ensembles other than the microcanonical one could be generated in a molecular dynamics run in order to better mimic the experimental conditions. Here we only discuss his proposal for generating the canonical ensemble NVT, in which the temperature T rather than the energy E is fixed. Andersen's prescription was rather simple: during the simulation a particle is chosen randomly and its velocity extracted from the appropriate Maxwell distribution. While formally correct, Andersen's thermostat did not become popular. A supposedly poor efficiency was to blame, as well as the fact that discontinuities in the trajectories were introduced. However its major drawback was probably the fact that one had to deal with an algorithm without the comforting notion of a conserved quantity on which to rely. Another type of stochastic dynamics which leads to a canonical distribution is Langevin dynamics. 4 Such a dynamics is not often used because it does not have an associated conserved quantity, the integration time-step is difficult to control and the trajectories lose their physical meaning unless the friction coefficient is small. For similar reasons, an algorithm 5 which is close to the simplified version of ours discussed in Section II A, has been even less popular. Inspired by the extended Lagrangian approach introduced in Andersen's paper to control the external pressure, Nosé introduced his by now famous thermostat. 6 Differently from Andersen's thermostat, the latter allowed to control the temperature without using random numbers. Furthermore, associated with Nosé's dynamics there was a conserved quantity. Thus it is not surprising that Nosé's thermostat is widely used, especially in the equivalent form suggested by Hoover.
7 However, Nosé thermostat can exhibit non ergodic behavior. In order to compensate for this shortcoming the introduction of chains of thermostats was suggested, 8 but this spoils the beauty and simplicity of the theory and needs extra tuning.
Alternative thermostats were suggested such as that of Evans 9 in which the total kinetic energy is kept strictly constant. This leads to a well defined ensemble, the so-called isokinetic ensemble, which however cannot be experimentally realized. Another very popular thermostat is that of Berendsen. 10 In this approach Hamilton's equations are supplemented by a first order equation for the kinetic energy, whose driving force is the difference between the instantaneous kinetic energy and its target value. Berendsen's thermostat is stable, simple to implement and physically appealing, however it has no conserved quantity and is not associated to a well defined ensemble, except in limiting cases. In spite of this, it is rather widely used.
In this paper we propose a new method for controlling the temperature that removes many of the difficulties mentioned above. Our method is an extension of the Berendsen thermostat to which a properly constructed random force is added, so as to enforce the correct distribution for the kinetic energy. A relaxation time of the thermostat can be chosen such that the dynamic trajectories are not significantly affected. We show that it leads to the correct canonical distribution and that there exists a unified scheme in which Berendsen's, Nosé's and our thermostat can be formulated. A remarkable result is that a quantity can be defined which is constant and plays a role similar to that of the energy in the microcanonical ensemble. Namely, it can be used to verify how much our numerical procedure generates configurations that belong to the desired NVT ensemble and to provide a guideline for the choice of the integration time-step. It must be mentioned that all the algorithms presented here are extremely easy to implement.
In Section II we shall first present a simpler version of our algorithm which is an extension of the time honored velocity-rescaling. Later we shall describe its more general formulation, followed by a theoretical analysis of the new approach, a comparison with other schemes and a discussion of the errors deriving from the integration with a finite time-step. The following Sections III and IV are devoted to numerical checks of the theory and to a final discussion, respectively.
II. THEORY A. A canonical velocity-rescaling thermostat
In its simplest formulation, the velocity-rescaling method consists in multiplying the velocities of all the particles by the same factor α, calculated by enforcing the total kinetic energy K to be equal to the average kinetic energy at the target temperatureK = N f 2β , where N f is the number of degrees of freedom and β is the inverse temperature. Thus, the rescaling factor α for the velocities is obtained as
Since the same factor is used for all the particles, there is neither an effect on constrained bond lengths nor on the center of mass motion. This operation is usually performed at a predetermined frequency during equilibration, or when the kinetic energy exceeds the limits of an interval centered around the target value. The sampled ensemble is not explicitely known but, since in the thermodynamic limit the average properties do not depend on the ensemble chosen, even this very simple algorithm can be used to produce useful results. However, for small systems or when the observables of interest are dependent on the fluctuations rather than on the averages, this method cannot be used. Moreover, it is questionable to assume that this algorithm can be safely combined with other methods which require canonical sampling, such as replica-exchange molecular dynamics.
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We propose to modify the way the rescaling factor is calculated, so as to enforce a canonical distribution for the kinetic energy. Instead of forcing the kinetic energy to be exactly equal toK, we select its target value K t with a stochastic procedure aimed at obtaining the desired ensemble. To this effect we evaluate the velocity-rescaling factor as
where K t is drawn from the canonical equilibrium distribution for the kinetic energy:
This is equivalent to the method proposed by Heyes, 5 where one enforces the distribution in Eq. (3) by a Monte Carlo procedure. Between rescalings we evolve the system using Hamilton's equations. The number of integration time-steps can be fixed or randomly varied. Both the Hamiltonian evolution and the velocity-rescaling leave a canonical probability distribution unaltered. Under the condition that the Hamiltonian evolution is ergodic in the microcanonical ensemble, it follows that our method samples the canonical ensemble. 12 More precisely, Hamilton's equations sample a phase-space surface with fixed center of mass and, for non-periodic systems, zero angular momentum. Since the rescaling procedure does not change these quantities, our algorithm samples only the corresponding slice of the canonical ensemble. We shall neglect this latter effect here and in the following as we have implicitly done in Eq. (3).
B. A more elaborate approach
The procedure described above is very simple but disturbs considerably the velocities of the particles. In fact, each time the rescaling is applied the moduli of the velocities will exhibit a fast fluctuation with relative magnitude 1/N f . Thus, we propose a smoother approach in which the rescaling procedure is distributed among a number of time-steps. This new scheme is somehow related to what previously described in the same way as the Berendsen thermostat is related to standard velocity rescaling.
First we note that it is not necessary to draw K t from the distribution in Eq. (3) at each time-step: the only requirement is that the random changes in the kinetic energy leave a canonical distribution unchanged. In particular, the choice of K t can be based on the previous value of K so as to obtain a smoother evolution. We propose a general way of doing this by applying the following prescriptions:
Evolve the system for a single time-step with
Hamilton's equations, using a time-reversible areapreserving integrator such as velocity Verlet. 2. Calculate the kinetic energy.
3. Evolve the kinetic energy for a time corresponding to a single time-step using an auxiliary continuous stochastic dynamics.
4. Rescale the velocities so as to enforce this new value of the kinetic energy.
The choice of the stochastic dynamics has some degree of arbitrariness, the only constraint being that it has to leave the canonical distribution in Eq. (3) invariant. Here we choose this dynamics by imposing that it is described by a first-order differential equation in K. Since the auxiliary dynamics on K is one-dimensional, its associated Fokker-Planck equation 14 must exhibit a zero-current solution. It can be shown that under these conditions the most general form is
where D(K) is an arbitrary positive definite function of K, dW a Wiener noise, and we are using the Itoh convention.
14 Inserting the distribution of Eq. (3) in this equation one finds
which can be used to generate the correct canonical distribution. This result is independent on the choice of the function D(K), but different choices can lead to different speeds of equilibration. Here we choose
where the arbitrary parameter τ has the dimension of a time and determines the time-scale of the thermostat such as in Berendsen's formulation. This leads to a very transparent expression for the auxiliary dynamics
Without the stochastic term this equation reduces to that of the standard thermostat of Berendsen. In the limit τ = 0, the stochastic evolution is instantly thermalized and this algorithm reduces exactly to the stochastic velocity-rescaling approach described in Section II A. On the other hand, for τ → ∞, the Hamiltonian dynamics is recovered. When a system is far from equilibrium, the deterministic part in Eq. (7) dominates and our algorithm leads to fast equilibration like the Berendsen's thermostat. Once the equilibrium is reached the proper canonical ensemble is sampled, at variance with the Berendsen's thermostat.
There is no need to apply additional self-consistency procedures to enforce rigid bond constraints, as in the case of Andersen's thermostat, since the choice of a single rescaling factor for all the atoms automatically preserves bond lengths. Furthermore, the total linear momentum and, for non-periodic systems, the angular momentum are conserved. The formalism can also be trivially extended to thermalize independently different parts of the system, e.g., solute and solvent, even using different parameters τ for the different subsystems. Interestingly, dissipative particle dynamics 15 can be included in our scheme if different thermostats are applied to all the particles pairs that are within a given distance. We have already noted that Berendsen's thermostat can be recovered from ours by switching off the noise. Also Nosé's thermostat can be recast in a form that parallels our formulation. To this effect, it is convenient to rewrite the auxiliary variable ξ of the Nosé-Hoover thermostat in adimensional form ξ = ζ τ and the mass of the thermostat as
In our scheme, Nosé-Hoover dynamics is obtained through these auxiliary equations for ζ and K:
The corresponding Liouville equation for the probability distribution
which is stationary for
dKdζ (10) which is the desired distribution. By comparing this formulation of the Nosé-Hoover thermostat with our scheme we see that the variable ζ plays the same role as the noise. In the Nosé-Hoover scheme the chaotic nature of the coupled equations of motion leads to a stochastic ζ. When the system to be thermostated is poorly ergodic, ζ is no longer stochastic and a chain of thermostats is needed.
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C. Controlling the integration time-step
When integrating the equations of motion using a finite time-step, a technical but important issue is the choice of an optimal value for the time-step. The usual paradigm is to check if the constants of motion are properly conserved. For example, in the microcanonical ensemble, sampled using the Hamilton's equations, the check is done on the total energy of the system which is given by the Hamiltonian H(x), where x = (p, q) is a point in phase space. When the Nosé-Hoover thermostat is used, the expression for the conserved quantity H Nosé is more complex and can be recast in the form:
In this section we propose a quantity that can play the same role for our thermostat, even though we are dealing with a stochastic process.
Let us consider a deterministic or stochastic dynamics aimed at sampling a given probability distributionP (x). It is convenient to consider a discrete form of dynamics. This is not a major restriction and, after all, on the computer any dynamics is implemented as a discrete process. Starting from a point x 0 in the phase space we want to generate a sequence of points x 1 , x 2 , . . . distributed according to a probability as close as possible toP (x). Let M (x i+1 ← x i ) dx i+1 be the conditional probability of reaching the point x i+1 given that the system is at x i . In order to calculate statistical averages which are correct independently of M , each point visited has to be weighted by w i which measures the probability that x i is in the target ensemble. The ratio between the weights of successive points is
where the conjugated point x * i is obtained from x i inverting the momenta, i.e., if x = (p, q), x * = (−p, q). If the dynamics exactly satisfies the detailed balance one must have wi+1 wi = 1, which implies that w must be constant. However, ifP (x) is sampled in an approximated way, the degree to which w is constant can be used to assess the accuracy of the sampling.
Rather than in terms of weights, it is convenient to express this principle in terms of an effective energỹ
The evolution ofH is given bỹ
where the last line follows in the case of a canonical distributionP (x) ∝ e −βH(x) . Let us now make use of this result in the context of our dynamics. This is most conveniently achieved if we solve the equations of motion alternating two steps. One is a velocity Verlet step, or any other area-preserving and time-reversible integration algorithm. In a step with such property, M (x * i ← x * i+1 ) = M (x i+1 ← x i ) and the change inH is equal to the change in H. The other is a velocity-rescaling step in which the scaling factor is determined via Eq. (7). If we use the exact solution of Eq. (7) derived in the Appendix, this step satisfies the detailed balance and therefore does not changeH. An idealized but realistic example of time evolution of H and H is shown in Fig. 1 .
If we use this analysis and go to the limit of an infinitesimal time-step we find where the last two terms come from the integration of Eq. (7) along the trajectory. Note that a similar integration along the path is present in H Nosé . However in our scheme a stochastic integration is also necessary. In the continuum limit the changes in energy induced by the rescaling compensate exactly the fluctuations in H. For a finite time-step this compensation is only approximate and the conservation ofH provides a measure on the accuracy of the integration. This accuracy has to be interpreted in the sense of the ability of generating configurations representative of the ensemble. The physical meaning of Eq. (15) is that the fluxes of energy between the system and the thermostat are exactly balanced. A further use ofH is possible whenever high accuracy results are needed and even the small error deriving from the use of a finite time-step integration needs to be eliminated. In practice, one can correct this error reweighting 16 the points with w i ∝ e −βHi . Alternatively, segments of trajectories can be used in a hybrid Monte Carlo scheme 17 to generate new configurations which are accepted or rejected with probability min(1, e −β(∆H) ).
From the discussion above one understands that in many waysH has a role similar to E in the microcanonical ensemble. It is however deeply different: while in the microcanonical ensemble E defines the ensemble and has a physical meaning, in the canonical ensemble the value ofH simply depends on the chosen initial condition. Thus, the value ofH can be only compared for points belonging to the same trajectory.
III. APPLICATIONS
In this section we present a number of test applications of our thermostating procedure. Moreover, we compare its properties with those of commonly adopted thermostats, such as the Nosé-Hoover and the Berendsen thermostat. To test the efficiency of our thermostat we compute the energy fluctuations and the dynamic properties of two model systems, namely a Lennard-Jones system and water, in their crystalline and liquid phases. All the simulations have been performed using a modified version of the DL POLY code 18, 19 . We adopt the parameterization of the Lennard-Jones potential for argon, and we simulate a cubic box containing 256 atoms. Calculations have been performed on the crystalline solid fcc phase at a temperature of 20 K, and on the liquid phase at 120 K. The cell side is 21.6Å for the solid and 22.5Å for the liquid. Water is modeled through the commonly used TIP4P potential:
20 water molecules are treated as rigid bodies and interact via the dispersion forces and the electrostatic potential generated by point charges. The long-range electrostatic interactions are treated by the particle mesh Ewald method. 21 The energy fluctuations and the dynamic properties, such as the frequency spectrum and the diffusion coefficient, have been computed on models of liquid water and hexagonal ice I h , in cells containing 360 water molecules with periodic boundary conditions. The model of ice I h , with a fixed density of 0.96 g/cm 3 , has been equilibrated at 120 K, while the liquid has a density of 0.99 g/cm 3 and is kept at 300 K.
A. Controlling the integration time-step
As discussed in Section II C, the effective energyH can be used to verify the sampling accuracy and plays a role similar to the total energy in the microcanonical ensemble. In Fig. 2 we show the time-evolution ofH for the Lennard-Jones system at 120 K with two different integration time-steps, namely ∆t = 5 fs and ∆t = 40 fs. In both cases, we use τ = 0.1 ps for the thermostat timescale. With ∆t = 5 fs the integration is accurate and the effective energyH is properly conserved, in the sense that it does not exhibit a drift. Moreover, its fluctuations are rather small, approximately 0.3 kJ/mol: for a comparison, the root-mean-square fluctuations in H are on the order of 16 kJ/mol. When the time-step is increased to ∆t = 40 fs, the integration is not accurate and there is a systematic drift in the effective energy. For a comparison we show also the time-evolution of E in a conventional NVE calculation. The fluctuations and drifts for E in the NVE calculation are similar to the fluctuations and drifts forH in the NVT calculation. We notice that, while in the NVE calculation the system explodes at some point, the NVT calculation is always stable thanks to the thermostat. However, in spite of the stability, the drift iñ H indicates that the sampling is inaccurate under these   FIG. 2: (color online) Total energy E (left axis) and effective energyH (right axis), respectively for a NVE simulation and for a NVT simulation using our thermostat, with τ = 0.1 ps, for Lennard-Jones at 120 K. In the upper panel, the calculation is performed with a time-step ∆t = 5 fs, and E (orH) does not drift. In the lower panel, the calculation is performed with a time-step ∆t = 40 fs, and E (orH) drifts.
conditions.
B. Energy fluctuations
While the average properties are equivalent in all the ensembles, the fluctuations are different. Thus we use the square fluctuations of the configurational and kinetic energies, which are related to the specific heat of the system, 1 to check whether our algorithm samples the canonical ensemble. Therefore we perform 1 ns long molecular dynamics runs using our thermostat with different choices of the parameter τ , spanning three orders of magnitude. An integration time-step ∆t = 5 fs is adopted, which yields a satisfactory conservation of the effective energy, as verified in the previous section. For comparison, we also calculate the fluctuations using the Nosé-Hoover thermostat, which is supposed to sample the proper ensemble. The results for the Lennard-Jones system, both solid and liquid, are presented in Fig. 3 . The fluctuations are plotted in units of the ideal-gas kinetic-energy fluctuation. For the liquid [panels (c) and (d)] the Nosé-Hoover and our thermostat give consistent results for a wide range of values of τ for both the kinetic and configurational energy fluctuations. The Nosé-Hoover begins to fail only in the regime of small τ , due to the way the extra variable of the thermostat is integrated. For the solid [panels (a) and (b)] the ergodicity problems of Nosé-Hoover's thermostat appear for τ > 0.2 ps, in terms of poor sampling. We notice that increasing τ the fluctuations tend to their value in the microcanonical ensemble. On the other hand, our procedure is correct over the whole τ range, both for the solid and for the liquid. In Fig. 3 we also plot the fluctuations calculated using the Berendsen thermostat. It is clear that both for the liquid and for the solid the results are strongly dependent on the choice of the τ parameter. In the limit τ → 0 the Berendsen thermostat tends to the isokinetic ensemble, which is consistent with the canonical one for properties depending only on configurations:
9 thus, the fluctuations in the configurational energy tend to the canonical limit, while the fluctuations in the kinetic energy tend to zero. In Fig. 4 we present a similar analysis done on water [panels (c) and (d)] and ice [panels (a) and (b)]. For this system the equations of motion have been integrated with a time-step ∆t = 1 fs. In this case we only performed the calculation with Nosé-Hoover's thermostat and with ours. Nosé-Hoover's thermostat is not efficient for ice in the case of τ larger than 0.2 ps, and also for water in the case of τ larger than 2 ps. On the other hand, the performance of our thermostat is again fairly independent from the choice of τ . 
C. Dynamic properties
In order to check to what extent our thermostat affects the dynamic properties of the systems, we have computed the vibrational spectrum of the hydrogen atoms in ice I h from the Fourier transform of the velocity-velocity autocorrelation function. The spectra have been computed, sampling 100 ps long trajectories in the NVT ensemble every 2 fs, at a temperature of 120 K, with two different values of the relaxation time τ of the thermostat (see Fig. 5 ). They are compared to the spectrum of frequencies obtained in a run in the microcanonical ensemble. In all these runs the integration time-step ∆t has been reduced to 0.5 fs. Two main regions can be distinguished in the vibrational spectrum of ice: a low frequency band corresponding to the translational modes (on the left in Fig. 5 ) and a band at higher frequency related to the librational modes. Due to the use of a rigid model the high frequency intramolecular modes are irrelevant. All the features of the vibrational spectrum of ice I h are preserved when our thermostat is used. When compared with the spectrum obtained from the NVE simulation, no shift of the frequency of the main peaks is observed for τ = 2 ps and the changes in their intensities are within numerical errors. It is worth noting that, although the thermostat acts directly on the particle velocities, it does not induce the appearance of fictitious peaks in the spectrum. The simulation done with τ = 0.002 ps shows that with a very short τ the shape of the first translational broad peak is slighly affected (see the inset in Fig. 5 ).
The performances of our thermostat have been tested also with respect to the dynamic properties of liquids, computing the self-diffusion coefficient D of TIP4P water. D is computed from the mean square displacement, through Einstein's relation, on 100 ps long simulations equilibrated at a temperature of 300 K. The results for different values of τ are reported in Tab. I and compared to the value of D extracted from an NVE simulation. The results obtained applying our thermostat are compatible with the values of D reported in literature for the same model of water, 22 and are consistent with the one extracted from the microcanonical run. A marginal variation with respect to the reference value occurs for very small τ = 0.002 ps.
IV. CONCLUSION
We devised a new thermostat aimed at performing molecular dynamics simulations in the canonical ensemble. This scheme is derived from a modification of the standard velocity-rescaling with a properly chosen random factor, and generalized to a smoother formulation which resembles the Berendsen thermostat. Under the assumption of ergodicity, we proved analytically that our thermostat samples the canonical ensemble. Through a proper combination with a barostat, it can be used to sample the constant pressure-constant temperature ensemble. We check the ergodicity assumption on realistic systems and we compare the ergodicity of our procedure with that of the Nosé-Hoover thermostat, finding our method to be more ergodic. We also use the concept of sampling accuracy rather than trajectory accuracy to assess the quality of the numerical integration of our scheme. To this aim, we introduce a new quantity, which we dub effective energy, which measures the ensemble violation. This formalism allows a robust check on the finite time-step errors and can be easily extended to other kinds of stochastic molecular dynamics, such as the Langevin dynamics.
where the R i 's are independent random numbers from a Gaussian distribution with unitary variance. Then we define the variable y
The equation of motion for y is obtained applying the Itoh rules 14 to Eq. (A1) and recalling that the increments dW i are independent dy(t) = (1 − y(t)) dt τ + 2
Since the equation of motion for x is invariant under rotation, we can assume without loss of generality that at t = 0 the multidimensional vector {x i } is oriented along its first component
Combining Eqs. (A3) and (A2) we obtain for y(t) at finite time y(t) = e −t/τ y(0) + (1 − e −t/τ )
1 − e −t/τ y(0) N f R 1 . (A6)
We now observe that with the substitution y(t) = We observe here that there is no need to draw all the R i 's Gaussian numbers, because if N f − 1 is odd. 24 A routine
