Abstract-Light fidelity (LiFi), using light emitting devices such as light emitting diodes (LEDs) which are operating in the visible light spectrum between 400 and 800 THz, provides a new layer of wireless connectivity within existing heterogeneous radio frequency wireless networks. Link data rates of 10 Gbps from a single transmitter have been demonstrated under ideal laboratory conditions. Synchronization is one of these issues usually assumed to be ideal. However, in a practical deployment, this is no longer a valid assumption. Therefore, we propose for the first time a low-complexity maximum likelihood-based timing synchronization process that includes frame detection and sampling clock synchronization for direct current-biased optical orthogonal frequency division multiplexing LiFi systems. The proposed timing synchronization structure can reduce the highcomplexity two-dimensional search to two low-complexity onedimensional searches for frame detection and sampling clock synchronization. By employing a single training block, frame detection can be realized, and then sampling clock offset (SCO) and channels can be estimated jointly. We propose three frame detection approaches, which are robust against the combined effects of both SCO and the low-pass characteristic of LEDs. Furthermore, we derive the Cramér-Rao lower bounds (CRBs) of SCO and channel estimations, respectively. In order to minimize the CRBs and improve synchronization performance, a single training block is designed based on the optimization of training sequences, the selection of training length, and the selection of direct current (DC) bias. Therefore, the designed training block allows us to analyze the trade-offs between estimation accuracy, spectral efficiency, energy efficiency, and complexity. The proposed timing synchronization mechanism demonstrates low complexity and robustness benefits and provides performance significantly better than achieved with existing methods.
I. INTRODUCTION A. Background and Motivation
T HE exponentially increasing demand of mobile data traffic is saturating the spectral resources in the conventional radio frequency (RF) networks [1] - [3] . A potential solution to this spectral bottle-neck is to use high carrier frequency for wireless communications, with a large bandwidth utilized [4] . Light fidelity (LiFi) [5] , which uses an extremely wide visible light spectrum for high speed communications, has been introduced, and is considered as a promising technology for future wireless networks. It has been shown in [6] that LiFi can achieve data rates up to 10 Gbps using a single light emitting diode (LED). The intensity of the light of LEDs can be rapidly changed/modulated to transmit data information and to provide illumination simultaneously.
The main limitations on the data rate of LiFi systems are caused by the low bandwidth of phosphor-coated LEDs, and by inter-symbol interference (ISI) when using standard pulsed modulation techniques such as on-off keying (OOK). Orthogonal frequency division multiplexing (OFDM) in conjunction with bit-and-power loading [7] is an effective solution, and has also been widely used for RF systems to combat multipath fading, due to high spectrum efficiency and low-complexity channel equalization. Therefore, OFDM can be applied to solve the problem of ISI in LiFi systems. OFDM allows transformation of signals between the frequency domain and the time domain by the use of the inverse discrete Fourier transform (IDFT) and discrete Fourier transform (DFT). M-ary quadrature amplitude modulation (M-QAM) symbols can be mapped into a number of subcarriers for transmissions. However, complex-valued and bipolar signals are generated in the time domain, which cannot be applied to intensity modulation and direct detection (IM/DD) LiFi systems, as intensity modulation optical signals are real and non-negative. This problem can partly be solved by imposing the constraint of Hermitian symmetry, resulting in realvalued signals in the time domain. However, the time-domain signals would still be negative and bipolar, which requires other techniques to make them unipolar before transmissions.
So far, there have been a number of techniques to generate unipolar OFDM signals. Direct current biased optical OFDM (DCO-OFDM) [7] - [9] is a common technique. A positive direct current (DC) bias is introduced, and added to the time-domain signals. By clipping the negative parts of the DC biased signals, the resulting signals are non-negative and unipolar. In fact, the LED requires a level of DC bias for illumination, which can also be utilized to generate unipolar OFDM signals for transmissions. Asymmetrically clipped optical OFDM (ACO-OFDM) [7] , [8] is another modulation technique to generate unipolar signals by clipping entire negative signals. By the appropriate selection of subcarriers, 0733-8716 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the impairment from clipping noise can be avoided. However, only a quarter of bandwidth in ACO-OFDM signals can be used to transmit data. Thus, it is not efficient in terms of bandwidth, compared to DCO-OFDM. However, OFDM based systems are vulnerable to synchronization errors [7] , [10] - [16] . As incoherent modulation, i.e., IM/DD, is used for LiFi systems, the frequency synchronization problem of carrier frequency offset (CFO) [17] is inherently absent. Therefore, the remaining synchronization problems for optical OFDM systems are timing synchronization, i.e., frame detection and sampling clock synchronization. The frame detection is to find the starting point of the data frame. An inaccurate detection could cause ISI which degrades system performance. The sampling clock synchronization is to estimate the sampling clock offset (SCO) within a sampling period. This offset is equal to the fraction of the sampling period [13] . SCO causes inter-carrier interference (ICI) [14] - [16] .
A number of frame detection methods are proposed in the literature using training sequences [10] , [12] , [13] , [18] . In [10] , Schmidl uses the correlation of repetition of codes for frame detection. However, the method in [10] suffers from shallow gradient peaks, and the frame detection is not accurate. In [12] , an improved method is proposed by Park, where the starting point of data frame is detected by the strongest power at the receiver. However, this method requires cancellation of positive and negative parts in the time-domain signals, which is not possible for LiFi systems with non-negative and real signals. In [18] , Park's frame detection method is modified particularity for DCO-OFDM LiFi systems. However, this method is not robust against SCO.
As stated above, sampling clock synchronization is another important issue for DCO-OFDM systems. In [13] , the effect of SCO is simply analysed for ACO-OFDM systems. In [14] , a resynchronization filter is proposed to compensate for the effect of SCO. In [15] and [16] , sampling clock synchronization methods are proposed. However, frame detection is not considered. To the best of our knowledge, a general timing synchronization process including frame detection and SCO estimation as well as channel estimation has not been investigated for DCO-OFDM LiFi systems.
B. Contribution
In this paper, we provide a comprehensive timing synchronization analysis for DCO-OFDM LiFi systems. Also, we propose a robust and low-complexity maximum likelihood (ML) based timing synchronization process that includes joint frame detection and SCO estimation as well as channel estimation. The contribution of this work can be summarized as follows:
• First, to the best of our knowledge, this is the first work to apply ML to timing synchronization for DCO-OFDM LiFi systems. We propose a number of robust timing synchronization methods. Thus, a high-complexity twodimensional search for frame detection and sampling clock synchronization can be divided into two lowcomplexity one-dimensional searches.
• Second, we propose a minimization of negative channel power (MNCP), a minimization of received signal power (MRSP) and a simplified minimization of received signal power (SMRSP) based frame detection approaches for LiFi systems, respectively. By exploring the nonnegative property of LiFi systems, the MNCP frame detection is to minimize the sum power of negative channel coefficients, while the MRSP approach is to minimize the difference between the received and reconstructed signals. Both approaches are energy efficient, as they can perform well at low DC bias ratios. SMRSP, a special case of MRSP, is to minimize part of the difference between the received and reconstructed signals for frame detection.
The SMRSP approach provides low complexity, as fine frame detection is not required. The proposed frame detection approaches are shown to be robust against the combined effects of SCO and the low-pass characteristic of LEDs.
• Third, by using a common training block SCO and channel estimations are performed jointly. The Cramér-Rao lower bounds (CRBs) of SCO estimation and channel estimation are derived for the first time for DCO-OFDM LiFi systems. In order to minimize CRBs and improve frame detection accuracy, the training block is designed with respect to the optimization of training sequences, the selection of training sequence size and the selection of the DC bias ratio. The proposed training design allows trade-offs between energy efficiency, performance, complexity and spectrum efficiency.
• Fourth, simulation results show that the proposed timing synchronization structure provides bit error rate (BER) performance close to the ideal case with perfect channel state information (CSI), no SCO and perfect frame detection. The proposed three frame detection methods significantly outperform Schmidl's method [10] , [13] and Park's method [12] , [13] , [18] in terms of probability of false frame detection. The proposed SCO estimation and channel estimation methods can provide performance close to their CRBs, respectively. The rest of the paper is organized as follows. The system model is presented in Section II. The optimum timing synchronization is proposed in Section III. The sub-optimum timing synchronization is proposed in Section IV. Performance analysis is described in Section V. Simulation results are presented in Section VI. Section VII draws the conclusion.
C. Notations
Throughout the paper, we use bold symbols to represent vectors/matrices, and superscripts * , T and H to denote the complex conjugate, transpose, and complex conjugate transpose of a vector/matrix, respectively. 
II. SYSTEM MODEL
Wireless optical communications perform best with a strong line-of-sight (LoS) channel for transmissions [19] , and in general can be described as the combination of a diffuse channel and a LoS channel. The optical wireless channel impulse response h LiFi (t) is written as follows [20] :
where η LoS is the LoS channel component, δ(t) is the Dirac delta function, h diffuse is the diffuse channel component, and t is the delay between the LoS signal and the first arriving diffuse signal. The LoS channel component η LoS is written as follows [21] :
where m = − ln(2)/ ln[cos(φ 1/2 )] represents the Lambertian emission order, with φ 1/2 denoting the half-power semi-angle of LEDs, A rx is the detection area of the receiver, φ and ϕ are the light radiance angle of the transmitter and the corresponding light incidence angle of the receiver, respectively, D is the distance between transmitter and receiver, T (φ) and G(ϕ) are the optical filter gain at the transmitter and concentrator gain at the receiver, respectively, and denotes the field of view (FOV) at the receiver. The diffuse channel frequency response is written as follows [21] :
where f 0 is the 3 dB cutoff frequency, and η diff is the diffuse signal gain, expressed as follows:
where A room is the surface area of a room, and ρ is the average reflectivity of walls. Another effect of LiFi systems is the limited modulation bandwidth of an LED, due to the low-pass characteristic of the optical front-ends. This effect causes ISI for DCO-OFDM LiFi systems, and can be approximately modelled as follows [22] :
where f b is the cutoff bandwidth of LEDs. The equivalent channel h(t) can be expressed as follows [22] - [24] :
where ⊗ denotes linear convolution. The channel impulse response in Eq. (6) is sample-spaced resulting in a number of L channel path delays as
In the system, a single LED transmits M-QAM symbols to the receiver, where a number of N subcarriers are used in each DCO-OFDM block. Define s(n) as the symbol on subcarrier n (n = 0, . . . , N − 1). Complex baseband symbols are enforced to be real, by constraining the signals to have Hermitian symmetry as
The resulting timedomain signals matrixX can be written as follows:
where
. The time-domain symbol on the n-th subcarrier can also be expressed asx(n) = . A DC bias is added tox(n) to ensure that most of negative signals become positive. The DC bias is calculated fromx(n), defined as follows [25] :
where K is the DC bias ratio. By clipping the remaining negative signals, the resulting symbol x(n) is written as follows:
where w clip (n) is the clipping noise, given by
UsingX in Eq. (6), the transmitted signals matrix X can also be written as follows:
We define τ ∈ (−0.5, 0.5) as the SCO, normalized by symbol duration T . The received signal is oversampled by a oversampling ratio Q, and the sampling interval is T s = T /Q. In order to avoid inter-block interference (IBI) caused by the channel and the low-pass characteristic of the optical front-ends as shown in Eq. (6), each DCO-OFDM block is prepended with a cyclic prefix (CP) of length L cp ≥ L − 1 before transmission. Assuming perfect frame detection, the oversampled signal vector y = [y(0), y (1), . . . , y(Q N − 1)] T for each DCO-OFDM block is written as follows [14] , [16] :
where 
III. OPTIMUM TIMING SYNCHRONIZATION

A. Timing Error Effects
For LiFi DCO-OFDM systems, timing synchronization consists of frame detection and sampling clock synchronization. The inaccurate frame detection leads to timing offset errors, while SCO causes ICI between subcarriers of DCO-OFDM systems.
1) Timing Offset: The equivalent channel model in Eq. (6) could cause a channel delay path of L as interference to the next block. If the length of CP is long enough, the CP contains a number of symbols that are not affected by the previous block. If the starting point of data frame is in the ISI free range, the orthogonality of subcarriers is maintained.
Let I m = {−L cp , . . . , 0, . . . , N − 1} be the index vector of symbols in each DCO-OFDM block. Define =θ − θ as the timing offset, withθ and θ denoting the estimate and real starting points of data frame, respectively.
• If = 0, the starting point of data frame is the position of 0 in vector I m , and there is no timing offset.
and ∈ (0, ∞), ICI and inter-block interference (IBI) are generated in the received samples.
• If ∈ [−L + L cp , 0), the symbol offset error causes a phase rotation of exp( j 2πn /N) on the n-th subcarrier symbol. This effect can be compensated for by channel equalization. Therefore, the CP should be long enough to protect the inaccurate frame detection.
2) Sampling Clock Offset: The SCO has two effects: sampling clock phase offset and sampling clock frequency offset. The sampling clock phase offset causes a phase shift, the same as the phase rotation caused by timing offsets, which can also be corrected by channel equalization. The clock frequency offset causes ICI and ISI.
B. Problem Formulation
In this paper, we first propose an optimum joint ML timing synchronization method by a single block, performing frame detection, SCO estimation and channel estimation for DCO-OFDM systems. For frame detection, ML is performed in the time domain using a window of size Q N on the received samples to move forward or backward. At the same time, the SCO and channels can be estimated jointly alongside with frame detection.
Letθ andτ denote the trial index for the start position of the frame and the trial value of the SCO, respectively. Define
The optimum joint ML estimates of the start point θ , the SCO τ , and the channel h are performed by addressing the cost function as follows:
where h(θ ,τ ) is the estimate of channel with the effect ofθ andτ . [16] . However, the received signals in LiFi systems are real, and unipolar. Maximizing the RF-based equation above with complexvalued signals does not provide a correct solution to the problem expressed in (13) with real-valued signals. Instead, we propose another solution by minimizing problem (13) to perform joint frame detection and sampling clock synchronization.
Remark 2: The optimal solution to problem (13) leads to extremely high computational complexity, as a twodimensional search is required for joint frame detection and sampling clock synchronization. Thus, we propose a timing synchronization structure that can reduce the highcomplexity two-dimensional search to two low-complexity one-dimensional searches.
IV. SUB-OPTIMUM TIMING SYNCHRONIZATION
By exploring a number of properties of DCO-OFDM LiFi systems, a sub-optimum timing synchronization method is proposed, by dividing the whole process into a frame detection step and a sampling clock synchronization step, as shown in Fig. 1 . In this paper, all timing synchronization processes are performed using a single DCO-OFDM block, described as follows: First, a number of two coarse frame detection methods are proposed, to detect coarse timing indexes. Next, fine frame detection is used to provide an accurate start point of the data frame. Furthermore, we propose a lowcomplexity frame detection method, requiring no fine frame detection. Then, by using the training block for frame detection, the SCO and channels are estimated jointly. Also, two CRBs are derived for the SCO estimation and the channel estimation, respectively. In order to lower CRBs and improve estimation performance, a set of training sequences are designed.
A. Frame Detection
We propose three frame detection schemes designed particularly for DCO-OFDM LiFi systems: MRSP, SMRSP and MNCP. The MRSP frame detection is performed by minimizing the power between the received and reconstructed signals. SMRSP, a special case of MRSP, is to minimize part of the difference between the received and reconstructed signals. This scheme provides low complexity, as fine frame detection is not required. The MNCP technique is to minimize the sum power of negative channel coefficients, by exploring the nonnegativity property of LiFi channels. The proposed frame detection methods are robust against the combined effect of the SCO and the low bandwidth of phosphor-coated LEDs. Traditional RF frame detection methods [10] , [12] , require negative and positive parts of received signals to detect the start point of the data frame. However, the received signals in LiFi systems are real and non-negative, and are therefore not suitable for DCO-OFDM LiFi systems. Also, these methods 
Define P as the length of training sequence used at the receiver. Using Eqs. (7) and (11), the training can be formulated as
Using the training X P of size N × P, the channel h(θ ) at the trial timing indexθ is written as
h(θ ) is used to reconstruct the received signal by substituting Eq. (15) into Eq. (14) . By minimizing the difference between the reconstructed signal and the received signal, the MRSP based coarse timing indexθ MRSP is obtained as follows:θ
b) Simplified minimization of received signal power: When P = 1, the training matrix becomes a transmitted signal vector as x. Using Eq. (15), we have
Compared with the MRSP method, SMRSP is to minimize the difference between the received and reconstructed signals to obtain the timing indexθ SMRSP bŷ
Please note that SMRSP is a special case of MRSP. SMRSP is robust against the effect of SCO and the low-pass characteristic of LEDs, requiring no fine frame detection, as the noise power is greatly reduced by the scalar of x T x, as shown in Eq. (17) . c) Minimization of negative channel power: Since the channels are unipolar and non-negative for LiFi systems, h(θ ) in Eq. (15) contains non-negative channel coefficients under a noiseless condition, ifθ is correct, i.e.,θ = θ . When noise is present, the sum power of negative channel coefficients at the correct timing index is much lower than that at incorrect timing index, i.e.,θ = θ . The MNCP technique aims to minimize the sum power of the negative channel coefficients in h(θ ) to obtain the coarse timing indexθ MNCP as follows:
B. Fine Frame Detection
The presence of SCO results in a biased coarse timing index. Therefore, further fine frame detection is required to improve the accuracy. For LiFi systems, the first received signal is the strongest LoS component [19] , [20] , followed by a period of no signals until the first reflected signal reaches the receiver. This is because the signal propagation delay of the LoS path is much shorter than the delay incurred by the reflected paths [19] , [20] . This property is used in the fine frame detection to refine the coarse timing index. The residual timing error after coarse frame detection can be introduced into the channel, which causes the delay of the strongest path. The proposed fine frame detection method aims at finding the path delay. This can be performed by searching for the position of the strongest channel path. Plugging Eq. (19) 
The proposed MNCP technique for fine frame detection can be described mathematically as follows:
The estimated timing indexδ MNCP stemming from the MNCP based method is defined as:
Similarly, plugging Eq. (16) 
. Similar to MNCP, the delay of MRSP is obtained by searching for the position of the strongest channel path as follows:
As a result and analog to Eq. (21), we obtain:
Please note that the LoS component η LoS is related to the LoS channel response gain, and thus it affects fine frame detection. η LoS depends on the light radiance angle φ, and is inversely proportional to the distance D between the transmitter and receiver. When φ = 0, the LoS component η LoS achieves the maximum channel power at the same distance. SCO results in inaccurate channel estimation in the frame detection. Thus, we need to improve channel estimation successively. In the next section, SCO and channels are considered to be jointly estimated.
C. Sampling Clock Synchronization
The training sequences that are used for frame detection can be employed again in this section to perform joint ML SCO and channel estimation. With correct timing index, the joint SCO and channel estimations are performed by minimizing the cost function as follows:
As the SCO is between −0.5 and 0.5, we use the trial value ofτ and the training sequences X P to estimate the channel withτ as follows:
By substituting Eq. (25) into Eq. (24), the estimate of SCOτ is to minimize the cost function as follows:
By substituting Eq. (26) into Eq. (25), the channel estimation is performed as follows:
In a multiple input multiple output (MIMO) system, where there are multiple transmitters and receivers, Eq. (13) is still applicable. However, using Eq. (13) leads to extremely high computational complexity in the MIMO case. The proposed timing synchronization approach can divide the multidimensional problem into a number of one-dimensional problems, greatly reducing the complexity for MIMO systems. Therefore, the proposed approach can easily be extended to MIMO systems.
D. Cramér-Rao Lower Bound
As the SCO estimation and the channel estimation in Eqs. (26) and (27) are unbiased, CRBs [26] can be employed to provide a performance benchmark as lower bound. We derive the CRBs in terms of closed-form expression for the joint estimation of SCO τ and channel h. As the variance of any unbiased estimator is as high as the inverse of the Fisher Information matrix, the CRB lower bound corresponds to the inverse of Fisher Information matrix. As τ and h are real, the estimation vector θ can be expressed as
Using the received signals, the corresponding Fisher Information matrix for the estimate of vector can be written as follows: [26] 
In the Fisher Information matrix, we should note that, 1), the diagonal elements are non-negative; and 2), the diagonal elements of the inverse of Fisher Information matrix are the bounds for the joint estimates of τ and h. The (u, v) component of Fisher Information matrix is expressed as
Define A =
∂G(τ )
∂τ X P and B = G(τ )X P . Here, we have The Fisher Information matrix yields:
Define
T Ah, and C h = B T B. The CRB of the joint estimation of τ and h is the inverse of the Fisher Information matrix, as shown in Appendix B, and this leads to:
As the diagonal elements of the C RB matrix are corresponding to the bounds for the estimations of τ and h, the CRB of the SCO estimation C RB (τ ) is the (1, 1) entry of C RB in Eq. (32), given as follows:
The CRB of the channel estimation C RB (h) is the (2, 2) entry of C RB in Eq. (32), given as follows:
It can be observed from Eqs. (33) and (34) that high channel gains and strong power of training sequences can minimize the CRB of joint SCO and channel estimations.
E. Training Sequence Design
The objective of training sequence design is to minimize the CRBs with respect to SCO and channel estimations. It is observed in Eq. (32) that C RB (h) is affected by C RB (τ ). Minimizing C RB (τ ) corresponds to minimizing C RB (h). Thus, we design a set of training sequencesX P to minimize C RB (τ ) as follows:X P = σ 2 2 arg min
In other words, the optimum set of training sequences can be found by maximizing the eigenvalue of h T A T B Ah. As the channel h is unknown, it is not possible to find a set of optimal training sequences that optimize Problem (35) with general h. In order to make problem (35) tractable, we can simplify problem (35) tô
Using Eqs. (7) and (11), X P can be expressed by the frequency-domain signal s. The optimization problem can be formulated to the design of the frequency-domain training sequences s. Let R(τ ) =
∂G(τ )
∂τ . Using Eq. (7) and making some arrangements, considering the effect of A T A in Problem (36), we can formulate the following problem to optimize training sequences aŝ
We only consider the dominate and significant component R T (τ )R(τ ) in (37) for the optimization of training sequences s. We can find the solution to (37) as the eigenvector of R T (τ )R(τ ) with respect to the maximum eigenvalue [27] . Define λ max {R T (τ )R(τ )} and v max {R T (τ )R(τ )} as the largest eigenvalue and the associated eigenvector of R T (τ )R(τ ), respectively. Then, we can find an optimization for problem (37) as follows:
Although the solution is not an optimal solution to the original hard coupling problem (35). However, we provide a tractable way to establish a solution which is still meaningful in engineering applications. Note that the training sequence design depends on R T (τ )R(τ ) with respect to τ which is not known in advance. However, R T (τ )R(τ ) is independent of τ , with a large number of N and Q [28] . The variations of τ have no significant impact on the performance [28] . Thus, we use the range 0 − 0.1 which sits at the center of the SCO between −0.5 and 0.5 to design the training sequences.
V. PERFORMANCE ANALYSIS
A. Complexity Analysis
For frame detection, MNCP results in (N 2 P) multiplication operations, while MRSP leads to (N 2 P 2 ) multiplication operations. As can be seen, MNCP exhibits a P-fold complexity reduction, compared to MRSP. This is because Eq. (16) With each search, the proposed optimum timing synchronization in Eq. (13) needs (N 6 Q 3 P 2 1 ) operations, with denoting the step size of the search for the SCO. Compared to the optimum method, the proposed sub-optimal approach can achieve a reduction of at least approximately (N 2 P 2 ) multiplication operations. This is equal to about 589, 824 multiplication operations reduction when N = 64 and P = 12. These parameters are used in the simulation setup in Section VI.
B. Performance Analysis for Frame Detection 1) Discussion of Training Length P:
The proposed MRSP and MNCP frame detection methods can only work if the training matrix X P of size N × P is singular.
• When P = N, X P is square. Eqs. (15) and (16) by the noise in Eq. (15) for the MNCP and MRSP techniques. The high-valued negative coefficients do not reduce the noise power. The MNCP and MRSP techniques cannot perform well. Thus, there is a careful selection of DC bias ratio, as a too low or too high level of DC bias ratio K deteriorates the performance of the MRSP and MNCP techniques. For SMRSP, noise is reduced by the scalar of x T x ≈ K 2 E{x 2 (n)} as shown in Eq. (17), which is proportional to the DC bias ratio K . Thus, SMRSP provides improved performance with higher value of K used. The impact of K on a number of frame detection methods is verified in Fig. 3 .
3) Discussion of Noise Reduction: The MNCP technique reduces the noise by X T P X P −1 X T P , while the MRSP technique does not reduce the noise power, as the component of
is multiplied by the noise. For this reason, the MNCP technique provides better performance than the MRSP technique. The SMRSP frame detection reduces the noise by a scalar of x T x. However, some negative coefficients have strong power in (X T P X P ) −1 X T P by using the MNCP technique, which does not reduce the noise power. Thus, the SMRSP frame detection provides better performance than MNCP and MRSP techniques, which is verified in Fig. 2 .
C. Performance Analysis for Sampling Clock Synchronization
1) Discussion of Training Length P: Let B = U V
T be the singular value decomposition (SVD), where denotes the diagonal singular matrix of size Q N × P, U and V denote unitary matrices of sizes Q N × Q N and P × P, respectively. LetŨ = U(1 : Q N, 1 : P). After some mathematical simplification as shown in Appendix C, Eq. (36) can be rewritten as follows:
U is the Q N × P sub-matrix of an unitary matrix. When P → N,ŨŨ T tends towards an identity matrix, i.e., (I − UŨ T ) → 0. Problem (39) cannot be optimized. When P → 1, using Eqs. (26) and (27) does not generate a sufficient number of channel paths. Therefore, the training sequence length P should be larger than L, and much less than N. The impact of training sequence length P is verified in Fig. 7 .
2) Impact of DC Bias Ratio K : Since C RB (τ ) is a scalar, a high DC bias ratio enhances the power of training signals, and minimizes the C RB (τ ) of the SCO estimation.
For channel estimation, the C RB (h) includes C 
Thus, the CRB of the channel estimation depends on the component of C −1 h or (X T P X P ) −1 rather than αββ H . If a low level of DC bias ratio K is used in training sequences, less optical power is used, as shown in Eq. (40). The proposed channel estimation provides poor performance. However, a high level of DC bias ratio does not minimize the CRB of the channel estimation. This is because the high DC bias yields high power of negative coefficients in (X T P X P ) −1 , resulting in the increased value of C RB (h). Thus, the DC bias ratio K should be carefully selected to trade off the SCO estimation and the channel estimation. The impact of DC bias ratio K is verified in Fig. 8 .
VI. SIMULATION RESULTS
We use Monte-Carlo simulations to analyze the performance of the proposed timing synchronization methods for DCO-OFDM systems. Unless otherwise stated, the simulations assume that a data frame contains 256 DCO-OFDM blocks of N = 64 subcarriers. The CP length is L CP = 16. An oversampling ratio of Q = 4 is used. A single DCO-OFDM block is used as training, resulting in a training overhead of 1/256 = 0.39%. The DC bias ratio is set as K = 1. The training sequence length is P = 12 or P = 6. However, the optimum selection of K and P depends on the respective method used. Table I shows the optimal selection of K and P for a number of frame detection and sampling clock synchronization methods. A raised cosine filter is employed, with roll off factor of 0.2. The symbol rates are 500 Msymbols/s. A step size of = 0.001 is used to search for the SCO. The training sequences are generated using SCO τ = 0 or τ = 0.1.
The mean squared error (MSE) between the true and estimated SCOs, is defined as MSE = E{(τ −τ ) 2 }. The MSE of channel estimation is defined as MSE = E{(h −ĥ) T (h −ĥ)}. Energy per bit for optical power is denoted by E b,opt , while electrical power by E b,ele . The optical power is obtained from the electrical power as follows [8] :
The 3-dB cutoff bandwidth of LED is f b = 81.5 MHz [19] . The room size is 5 m × 5 m × 3 m (length × width × height) [23] . The LED is located on the ceiling, with the coordinate (3 m, 3 m, 3 m). The receiver is on the desk of height 1 m facing upwards. A transmitter's light radiance angle of φ = 40 degrees is used, while the receiver's corresponding light incidence angle is ϕ = 60 degrees [22] - [24] . The receiver detection area is A rx = 1 cm 2 is used. The half-power semiangle of LED is φ 1/2 = 60 degrees. The average reflectivity of walls is assumed to be ρ = 0.8. An optical filter gain of T (φ) = 1 is considered at the transmitter, while a concentrator gain of G(ϕ) = 1 is used at the receiver.
A. Performance of Frame Detection
In Fig. 2 , the probability of false frame detection of the proposed MRSP, SMRSP and MNCP frame detection schemes is demonstrated, in comparison with Schmidl's method and Park's method [10] , [12] , [13] , [18] , in the presence of SCO. The MRSP and MNCP frame detection schemes result in performance significantly better than Schmidl's method and Park's method. MNCP outperforms MRSP in terms of 3 dB gains. This is because MNCP can reduce noise power, as discussed in Subsection V-B-3). SMRSP is robust against the effect of SCO when no fine frame detection is in place. It provides a better performance than MRSP and MNCP at low E b,ele /N 0 . This is because SMRSP can suppress noise power, more than MNCP, as discussed in Subsection V-B-3). Schmidl's and Park's methods are not robust against the combined effect of SCO and the low-pass characteristic of LED. Fig. 3 demonstrates the impact of DC bias ratio on the false frame detection probability performance when using MRSP, SMRSP and MNCP, in the presence of SCO, with E b,ele /N 0 = 10 dB and P = 12. MRSP and MNCP frame detection approaches demonstrate a concave with the variations of DC bias ratio, and achieve the best performance at K = 1 DC bias ratio. There is significant improvement using SMRSP when a higher DC bias ratio used. This is because the noise is reduced by the scalar of x T x ≈ K 2 E{x 2 (n)}, which is proportional to the DC bias ratio K , as discussed in Subsection V-B-2).
In Fig. 4 , the impact of training sequence length P on the performance of false frame detection probability for the proposed methods is demonstrated, in the presence of SCO, with E b,ele /N 0 = 10 dB and K = 1. SMRSP is shown with P = 1 training sequence length, as a special case of MRSP. With short training sequence length, MRSP provides better performance than MNCP. This is because MNCP requires sufficient training length to generate the total number of channel paths for frame detection. SMRSP can minimize the difference between the received and reconstructed signals to perform frame detection. When P becomes large and close to N, the proposed methods provide worse performance, because the training matrix is close to square. This is consistent with the discussion in Subsection V-B-1).
B. Performances of Sampling Clock synchronization
Figs. 5 and 6 demonstrate the MSE performance of the proposed SCO estimation and channel estimation methods, respectively, with K = 1 DC bias ratio and P = 6 training sequence length. From E b,ele /N 0 s = 0 dB to 15 dB, there is a big performance gap. This is due to the false frame detection, affecting the MSE performance of the proposed SCO estimation and channel estimation methods. From E b,ele /N 0 s = 15 dB to 30 dB, the proposed SCO estimation and channel estimation schemes alongside the proposed frame detection can provide MSE performance, close to their CRBs. Fig. 7 demonstrates the impact of training sequence length P on the MSE performance of the proposed SCO and channel estimation schemes, with E b,ele /N 0 = 20 dB and K = 1 DC bias ratio. The proposed SCO and channel estimation schemes show the best performance at training sequence length P = 6. This is because the sufficient training length P is required to generate the total number of channel paths. When P is too large, we have (I −ŨŨ T ) ≈ 0 in Eq. (39). This means that problem (39) cannot be optimized. The proposed SCO and channel estimation schemes cannot work. This is consistent with the discussion in Subsection V-C-1). Fig. 8 showcases the impact of DC bias ratio K on the MSE performance of the proposed SCO and channel estimation schemes, with E b,ele /N 0 = 20 dB and P = 6. The proposed SCO estimation scheme provides performance improvements when the DC bias ratio increases. This is due to two reasons: One reason is that greater optical power is used with a higher level of DC bias ratio. The other reason is that at the same time with the addition of a larger DC bias, the DC signal power can be enhanced, minimizing the C RB (τ ) of the SCO estimation. Thus, the proposed SCO estimation method improves. This is consistent with the discussion in Subsection V-C-2). Also, it is shown that the proposed SCO estimation scheme yield performance that is close to the CRB. For the proposed channel estimation method, a high level of DC bias ratio does not improve the performance. This is because the high DC bias yields high power of negative coefficients in (X T P X P ) −1 , resulting in the increased value of C RB (h), as discussed in Subsection V-C-2). Thus, the performance of the proposed channel estimation is shown to be concave. The best performance can be achieved at K = 1.
C. BER Performance of Proposed Timing Synchronization
In Fig. 9 , the BER performance of the proposed timing synchronization process is demonstrated with Fig. 9 . BER performance of the proposed timing synchronizing scheme. EQ refers to equalization; CE refers to channel estimation and est. refers to estimation.
16 QAM modulation. The zero forcing (ZF) based equalization method with perfect frame detection, no SCO and perfect CSI is used as benchmark. The proposed timing synchronization process includes three frame detection methods, i.e., MRSP, SMRSP and NMCP, and the proposed SCO and channel estimation methods. With a training overhead of 0.39%, a number of proposed timing synchronization schemes provide BER performance significantly better than Schmidl's and Park's methods [10] , [12] , [13] , [18] , and performance close to the ZF equalization based case with perfect CSI, no SCO and perfect frame detection.
VII. CONCLUSION
In this paper, we have proposed a timing synchronization mechanism for DCO-OFDM LiFi systems. By using a single training DCO-OFDM block, frame detection and SCO estimation can be performed jointly with channel estimation. The proposed timing synchronization techniques provide BER performance close to the ideal case with perfect CSI, no SCO and perfect frame detection. The proposed new frame detection methods significantly outperform Schmidl's method and Park's method in terms of probability of false frame detection, and demonstrate the robustness against SCO and the lowpass characteristic of the optical front-ends. The proposed SCO estimation and channel estimation methods result in performance close to CRBs. The proposed timing synchronization mechanism allows harnessing of trade-offs between estimation accuracy, spectral efficiency, energy efficiency, and complexity. In future work, we consider extending the timing synchronization to MIMO systems. x(0, 0), x(1, 0), . . . , x(N − 1, 0) 
We can see h LED (t, f b 2 ) < h LED (t, f b 1 ) with a fixed t and t = 0. Thus, the higher cutoff bandwidth leads to lower channel response of h (1) 
APPENDIX B MATHEMATICAL DERIVATIONS OF C RB
The Fisher Information matrix in Eq. (31) can be rewritten as follows: 
Thus, the joint CRB of the SCO estimation and channel estimation is expressed: 
Thus, 
B(B
This proves Eq. (39) from Eq. (36).
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