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近年，Virtual Reality（VR）/ Augmented Reality（AR）/Mixed Reality（MR）などの
XR コンテンツの普及が急速に進み，それに伴って高品質な 360 度映像配信の需要も高まっ
ている．2022 年までにそれらの市場規模は 2019 年のおよそ 3 倍に達すると予想されてお
り，その先も更に拡大していくと考えられている[1]．また，2016 年は VR 元年と呼ばれ，
HTC Vive[2]や Oculus Rift[3]，PlayStation VR[4]など様々なヘッドマウントディスプレイ
（HMD）の開発が進み，一般消費者向けにも比較的安価で提供されているため，研究用途
のみならずコンシューマ用途にも普及し始めている．さらに，2020 年の東京オリンピック
に向けて，360 度映像によるリアルタイム配信も検討されており，今後は 360 度映像の放
送も普及していくことが予想される． 
























第 1 章では，本研究の背景および目的について述べた． 
第 2 章では，本研究に関連する技術および従来研究について述べる． 
第 3 章では，本研究を行うために収集した 360 度映像視聴データセットについて述べる． 








































2.1.1 360 度映像の形式 
 







がある．図 2.1 にそのうちの主要な 4 種類の形式を示す．左から正距円筒図法
（Equirectangular），キューブマップ（Cube Map），ピラミッド型（Pyramid），十二面
体型（Dodecahedron）である．この中でもスタンダードとなっている形式は正距円筒図



























          
           （a） HTC Vive Pro                    （b） Oculus Rift 








HTC Vive ・Oculus Rift・PlayStation VR などといった製品は比較的に安価で提供され
ており，企業向けだけではなく，個人消費者向けにも普及し始めている．また近年はゲー
ムや CG 映像だけでなく，Google ストリートビューなどをはじめとした現実の 360 度画













図 2.3 球面から平面への変換の流れ [14] 
 
	 図 2.3 に示されている球面上の黒点 P （x, y, z）は，右の図の平面上の黒点 P” （x”, 
y”）にマッピングされる．その際の変換式は（1）式，（2）式のように計算される． 
𝑥"" = 0.5𝑊 + )* tan./ （ 0123 012 4）56780350123 7804 cos 𝜃       （1） 




ここで，W は平面座標にしたときの幅，H は高さである．また，f は焦点距離，𝜑と𝜃は図












	   
	 MPEG-DASH（MPEG-Dynamic Adaptive Streaming over HTTP）[6]は国際標準化機






	 他に HTTP を用いた動画配信プロトコルとして，APPLE 社の HLS（HTTP Live 




















なっており，そのルールを記述したものが MPD（Media Presentation Description）と呼
ばれるものである．生成されたレプリゼンテーションやセグメントの情報が MPD と呼ば
れるメタファイルに XML 形式の階層構造で定義されている．図 2.5 は MPD ファイルに記












dash.js [7][8]は，主に JavaScript を用いて記述されている MPEG-DASH の実装コード
例の 1 つである．特徴としては，クライアント側の端末が特別なソフトウエアを用意して
いなくても，HTML5 をサポートしていれば，MPEG-DASH コンテンツの再生を行える
ことである．HTML5 によって提供される API を利用すれば， Web ブラウザなどで









































2.3.1 Support Vector Machine (SVM) 
 
 	 Support Vector Machine（以下，SVM と略す）は，パターン識別用の教師あり機械学
習方法の一つである．「マージン最大化」というアルゴリズム等で汎用性も高く，現在知











図 2.7 SVM による分類のイメージ図 [9] 
 
2.3.2 k-nearest neighbor algorithm (k-NN) 
 





























































・MSE （Mean Square Error） 
	 MSE は平均二乗誤差のことであり，実測値と予測値の絶対値の 2 乗を平均したもので
ある．値が大きいほど誤差の多いモデルと言える．P が実測値，Q が予測値，N がサンプ
ル数とした場合，MSE の計算式は以下となる． 
𝑀𝑆𝐸 = 1𝑁 （𝑃𝑖 − 𝑄𝑖）JKLM/  
 
・RMSE （Root Mean Square Error） 
	 二乗平均平方根誤差のことである．MSE で，二乗したことの影響を平方根で補正し
たものである．計算式は MSE から√をとったものとなる． 
 
・MAE （Mean Absolute Error） 
	 MAE は平均絶対誤差のことであり，実測値と予測値の絶対値を平均したものである．
値が大きいほど誤差の多いモデルと言える．MAE の計算式は以下となる． 













表 2 予測モデル判定に関する用語 
用語 意味 
TP （True Positive） 正しいと予測され，実際にも正しい場合 
FP （False Positive） 正しいと予測されるが，実際には間違っている場合 
FN （False Negative） 間違いと予測されるが，実際には正しい場合 












	 品質の評価指標について述べる．本研究では，画質の評価指標として PSNR（Peak 
Signal to Noise Ratio）を用いている．PSNR は，最も広く使用されている客観画質評価
指標の一つであり，対象画像の画質と基準画像の画素値との平均二乗誤差（Mean Square 
Error , MSE）から算出される．PSNR は，圧縮符号化後の動画像が圧縮前の動画像と比
べてどの程度劣化したかを客観的に評価する指標の一つであり，式（2.1）によって表され






 MSE = /ef |𝑋 𝑖, 𝑗 − 𝑌（𝑖, 𝑗）|Jf./kM\e./LM\     …… （2.2） 
 






2.5 ビューポートアダプティブな 360 度映像配信技術 
	   













も多い．論文[17]では，360 度映像のフレームを 8×8 のタイルに分割し，正距円筒法を使
用してフレーム変換する．このような 360 度映像のタイルごとの階層構造は，MPEG-












る．論文[15]で提案されているシステムを図 2.9 に示す． 
 






	 また，ネットワークの条件に重点をおいた 360 度映像配信の研究もある．論文[16]で
は，ネットワークの状態だけでなく，プレイアウトバッファーの状態も考慮することで，









図 2.10 Viewport-adaptive streaming system architecture [16] 
	  
	 さらに論文[18]では，スループット推定，将来のビューポート予測，品質目標，タイル













































3.2.1 HTC Vive Pro 
	  
	 今回の 360 度映像視聴実験には HTC 社の HTC Vive Pro （図 3.1） をヘッドマウント
ディスプレイとして利用した．計測できるセンサー情報には，計測開始時を起点とした
Yaw 角・Pitch 角・Roll 角・X 座標・Y 座標・Z 座標などがある．図 3.1 中の黒い直方体
の器具がセンサーとなっており，赤外線によって頭部の位置をトラッキングしている．表






図 3.1 利用したヘッドマウントディスプレイ（HTC Vive Pro）[2] 
 
表 3.1 HTC Vive Pro のスペック 
スクリーン デュアル AMOLED 3.5 インチ（対角） 
解像度 
片目あたり 1440 x 1600 ピクセル 
（合計 2880 x 1600 ピクセル） 
リフレッシュレート 90 Hz 
視野角 110 度（対角） 
オーディオ Hi-Res ヘッドセット，Hi-Res ヘッドフォン 
センサー 
SteamVR トラッキング，G センサー，ジャイロスコープ， 
近接センサー，IPD センサー 
 
3.2.2 GoPro VR Player 
	  
	 GoPro VR Player[11]は，HTC Vive Pro などのヘッドマウントディスプレイによる視聴
にも対応した VR 映像（360 度映像）を再生することのできるプレイヤーである．最大 4K













をログとして取得する．この opentrack では Yaw 角・Pitch 角・Roll 角・X 座標・Y 座
標・Z 座標のログを CSV ファイル形式で取得することができる．ここで Yaw 角・Pitch
角・Roll 角とは 3D オブジェクトを回転させるときに用いられる概念であり，360 度映像
を視聴するときの情報としても使われる．視野予測においては，このうち 2 つの角度，
Yaw 角および Pitch 角を視野予測に用いている．Yaw 角は頭部の横振りに相当し，Pitch
角は頭部の縦振りに対応している． Yaw 角と Pitch 角の 2 つを用いて，正距円筒図法形




図 3.2 Yaw 角・Pitch 角のイメージと平面座標への変換 
 







図 3.3 opentrack のセンサー取得の様子 
 
3.3 使用した 360 度映像コンテンツ 
 
YouTube[22]は VR 映像（360 度映像）も充実しており，多種多様な種類の高品質な
360 度コンテンツを入手することができたため，本研究の視聴データ収集実験のための映
像は YouTube よりダウンロードしたものを用いる．視聴データ収集には 10 種類の 360 度
映像[23-32]を用いた．なお，ダウンロードする際には可能な範囲で最高画質モードを選択
















表 3.2 視聴コンテンツ一覧 
映像名 簡易なコンテンツ内容の説明 収集視聴数 
Mountain [23] 山を上空から撮影した風景映像 17 回 
Paris [24] パリの街の風景映像 9 回 
Slider [25] スライダーから滑り降りる映像 39 回 
Roller [26] ジェットコースターからの映像 105 回 
Basketball [27] バスケットボールの試合映像 15 回 
Soccer [28] サッカーの試合観戦映像 8 回 
Underwater [29] 海中でサメが泳いでいる映像 44 回 
Horror [30] 殺人鬼の出てくるホラー映像 64 回 
SF [31] モンスターに追いかけられる映像 160 回 
Haunted Houses [32] アニメーションのお化け屋敷映像 69 回 
 
	 本視聴実験では 310 名の視聴者から任意の映像を 1〜3 種類選んで視聴してもらったた
め，のべ 530 回分の視聴データを収集することができたが，収集した視聴数はコンテンツ
ごとに差が出た．Roller 映像，SF 映像は 100 回以上の視聴数がある一方で，Mountain
映像，Paris 映像，Basketball 映像，Soccer 映像などは 20 回未満の視聴数となってい
る．コンテンツの視聴時間は Mountain，Paris，Slider，Roller，Basketball，Soccer，













第 4 章 360 度映像視聴時の視野予測精度評価 
1 




4.1 SVR を用いた視野角度予測 
 
	 本節では，ヘッドマウントディスプレイのセンサーにより取得した視野中心の視野角度
（Yaw 角・Pitch 角）の数値をそのまま用いることで，Support Vector Regression（以
下，SVR と略す）は，による角度予測を回帰問題として扱う．評価指標には 2.3.5 節で紹




	 ヘッドマウントディスプレイのセンサーにより取得した Yaw 角・Pitch 角の時系列推移
の一例として，ある 2 人の視聴者が Roller 映像を見た場合の Yaw 角・Pitch 角のグラフを
図 4.1 に示す．Yaw 角については，正の場合はその角度分だけ右を，負の場合はその角度
分だけ左を向いたということを意味している．また Pitch 角については，正の場合はその
角度分だけ上を，負の場合はその角度分だけ下を向いたということを意味している． 






                                                   
1 本章は，文献[篠原裕矢, 金井謙治, 甲藤二郎, “SVR による 360 度映像視聴時の視野移動
予測の精度評価”, 電子情報通信学会総合大会, Sep. 2018.], [篠原裕矢, 白崎智美, 呉益妍, 
金井謙治, 甲藤二郎, “360 度映像視聴時の視野移動履歴と映像の顕著性に関する分析評価”, 
情報処理学会 AVM 研究会, Nov. 2018.], [篠原裕矢, 白崎智美, 呉益妍, 金井謙治, 甲藤二
郎, “360 度映像配信における視聴移動のクラスタリングと予測精度評価”, 電子情報通





（a） Yaw 角の時間的推移 
 
（b） Pitch 角の時間的推移 
図 4.1	 Yaw 角・Pitch 角の時系列推移の一例 
 
	 本予測実験では，予測の手段として SVM（SVR）を用いる．機械学習ライブラリの 1
つである scikit-learn[39]を使用する．予測モデルの概要図を図 4.2 に示す．ある時刻の直
前 0.5 秒分の視野中心の視野角度を入力データとし，次の 0.25，0.5，1.0 秒先の視野の中
心座標の角度を予測する回帰問題として扱う．視聴映像には，第 3 章で収集したコンテン
















表 4.1 予測時間ごとの Yaw 角と Pitch 角の回帰予測精度 
Predict 
Time [s] 
Yaw Angle [degree] Pitch Angle [degree] 
RMSE MAE RMSE MAE 
0.25 1.201 0.691 0.598 0.3722 
0.5 12.46 8.341 4.779 3.191 
1.0 25.48 19.41 8.261 6.129 
 
	 表 4.1 から，予測時間が長くなるほど，予測精度は悪くなることが確認できる．Yaw 角
と Pitch 角を比べると，Pitch 角の方が RMSE も MAE も小さい値になっており，これは
ユーザが左右に比べると上下に視野を動かす幅が狭く，予測しやすいためだと考えられる．
さらに，図 4.3 に Yaw 角，Pitch 角それぞれの実測値と予測値の時系列推移を示す．図 4.3







（a） Yaw 角の時系列推移 
 
 
（b） Pitch 角の時系列推移 
図 4.3 視野角度の実測値と予測値の時系列推移 
 
	 次に，SVM（SVR）以外の回帰予測手法として，k-NN 法と RF 法を用いて回帰予測を
し，その手法ごとの予測精度比較を行った．表 4.2 に SVR・k-NN 法・RF 法それぞれに
よる回帰予測精度の評価値（MAE）を Yaw 角・Pitch 角別で示す．直前 0.5 秒分の視野中




	 表 4.2 の結果より，MAE は低いほど精度が良いので，SVR → RF 法 → k-NN 法の順
番で精度が高いことが分かった．RF 法は k-NN 法に比べて，「データ数でも効率の良い学
習を⾏える」という特徴があるため，k-NN 法よりも高い精度になったと考えられる．  
	 MAE の数値としては，Yaw 角は 0.75 秒先以上の予測になると，10 度以上になってし
まうので，精度改善が課題であると言える．一方で Pitch 角は 1.25 秒先の予測になって
も，MAE が 10 度以内に収まっており，ある程度実用的な予測精度であると言える． 
	 本実験では，Yaw 角（頭部の横振り）と Pitch 角（頭部の縦振り）を独立して学習させ
て予測したが，本来は Yaw 角と Pitch 角の関係性も考慮するほうが望ましいと考えられ
る． 
 
表 4.2 手法別の回帰予測 MAE 比較 
（a） Yaw 角の MAE 比較 
Predict Time [s] SVR [degree] k-NN [degree] RF [degree] 
0.25 2.229 5.216 4.135 
0.5 7.465 10.46 9.559 
0.75 11.91 14.89 14.05 
1.0 16.65 19.38 18.64 
1.25 20.34 23.07 22.18 
 
（b） Pitch 角の MAE 比較 
Predict Time [s] SVR [degree] k-NN [degree] RF [degree] 
0.25 1.264 2.158 1.879 
0.5 3.121 3.982 3.781 
0.75 4.578 5.438 5.249 
1.0 6.034 6.864 6.621 









4.2 SVC を用いた視野移動予測 
 
	 本節では，視野移動の履歴を記録した角度（Yaw 角，Pitch 角）を利用することで，2.1
節で紹介したような 360 度映像をエクイレクタンギュラー形式へ変換する手法を用いてタ
イル位置に変換することで視野移動予測を行う．タイル位置に変換することで，回帰予測
の課題であった，Yaw 角と Pitch 角の関係性も考慮することができる．予測手法には，分
類機の学習アルゴリズムとして，SVM の 1 つである Support Vector Classification（以
下，SVC と略す）を用いる．今回，SVM を用いた理由は，4.1 節の実験において RF，k-
NN といった他のアルゴリズムと比べ，差は大きくないが SVM が最も優れた予測精度を





	 図 4.4 に本実験で用いた学習モデルの概要を示す．入力する特徴量には，過去の視野位
置（算出したタイルの位置）・空間的顕著性・音情報の 3 つを用いた．学習には SVR によ
る予測実験と同じく scikit-learn[39]を用いて実装し，学習データおよびテストデータの割
合は，それぞれ 80%，20%に設定する．テストにおいて，3 つの特徴量は数値化したもの
を 1 次元配列に格納する形となっている，  
 
 






	 以下，入力データとして用いた 3 つの特徴量についての詳細な補足説明を行う． 
 
（1） 過去のタイル位置 
	 本実験では，360 度映像コンテンツを 8×8 の 64 個のタイルに分割する．視野の中心と
なっているタイル位置の算出方法は，前述の通り Yaw 角・Pitch 角から計算している．1
番左上のタイルのラベルを 0 とし，そこから右にいくにつれてタイルのラベル番号を増や
していき，右端まで到達したら 2 列目の左端から順に増やしていき，最後のラベル番号を
63 とする．簡易なタイルのラベル番号付け概要を図 4.5 に示す．前述の通り，タイルのラ
ベル番号は角度から算出している．タイル番号（ラベル）の遷移パターンを 1 次元配列と
して保存し，入力データとしている．また，今回は DASH 配信を想定し，過去 2 秒分の
視野領域データから将来の（次の）2 秒後の視野領域を予測する． 
 




























図 4.6 顕著性マップの作成方法概要[35] 
 
	 本研究においては，[37]を参考にして顕著性マップを作成するコードを実装した．
Roller 映像のある画像フレームを入力した際の顕著性マップの結果の一例を図 4.7 に示
す．（a）が入力画像，（b）が出力された顕著性マップ画像である．赤色に近い領域ほど，
顕著性が高いことを意味している．なお，本章の視野予測実験で用いる際には，タイルご











図 4.7 顕著性マップの一例 
 
（3） 音情報 

















	 本節の実験では，図 4.4 で示した SVC 予測モデルを用いて，まず 10 種類の 360 度映像
コンテンツごとに予測精度評価を行った．その際，各映像コンテンツをすべて独立して学
習させて精度を求めている． 
	 実験結果を図 4.9 に示す．横軸はコンテンツごとに並んでおり，緑色の棒グラフが顕著
性・音情報を考慮していない場合，青色の棒グラフが顕著性・音情報を考慮している場合

















（a） Mountain, Paris, Slider, Roller, Basketball の場合 
 
（b） Soccer, Underwater, Horror, SF, Haunted Houses の場合 
図 4.9 コンテンツごとの顕著性・音情報あり／なしの場合の精度評価 
 














表 4.3 特徴量の重要度分析結果 
コンテンツ 視野移動履歴（A） 顕著性・音情報（B） 比率（A÷B） 
Mountain 0.2618 0.0091 28.77 
Paris 0.2422 0.0114 21.25 
Slider 0.2523 0.0211 11.96 
Roller 0.3019 0.0139 21.72 
Basketball 0.2518 0.0181 13.91 
Soccer 0.2138 0.0130 16.45 
Underwater 0.2350 0.0220 10.68 
Horror 0.2957 0.0094 31.46 
SF 0.2389 0.0144 16.59 
























のクラスタに分類した．それぞれクラスタ 1・クラスタ 2 と呼ぶこととする．各コンテン
ツがどのような割合で分類されたかの結果を図 4.10 に示す． 
 
 
図 4.10 階層的クラスタリングの結果 
 
	 図 4.10 より，クラスタ 1・クラスタ 2 の両方にほぼ均等にデータセットが分かれたこと
が確認できる．また多少のばらつきはあるが，同一コンテンツはどちらかのクラスタに偏
っていることも確認できる．コンテンツごとに分類割合を見ていくと，Roller，Horror，
Basketball などのコンテンツが他に比べてクラスタ 1 に属するデータの割合が多く，
SF，Haunted House などのコンテンツが他に比べてクラスタ 2 に属するデータの割合が
多い． 









	 続いて，これらの各クラスタに対して，4.2.2 節と同じ SVC を用いた視野予測の精度評
価を行った．単純に動画の種類ではなく，階層的クラスタリングの結果で分かれた 2 種類
のデータ群（クラスタ 1 とクラスタ 2）に対して，SVC による視野予測を行う． 





図 4.11 クラスタごとの予測精度結果 
 
	 結果を見ると，すべてのデータセット（All Data）およびクラスタ 1 に属するデータセ
ットに対して視野移動予測を行った場合，予測精度が 85%近くあるのに対し，クラスタ 2
に属するデータセットの場合は 80%に届かなかった．クラスタ 2 のデータセットで視野移
動予測を行ったときの精度が低くなった理由として，クラスタ 2 に属するデータセットは
「視野がよく動くもの」が多く，予測が難しかったためであると推測する．  








	 最後に，顕著性・音情報の効果に関して考察すると，クラスタ 1 とクラスタ 2 ではっき
りと分かれた．クラスタ 1 では 2〜3%ほど予測精度が向上したのに対し，クラスタ 2 では
2%ほど予測精度が下がった．4.2.2 節で行った実験と同じく，顕著性・音情報がノイズと
なっていることが考えられる． 













れぞれの精度結果を図 4.12 に示す．この実験において VR 未経験者とは，アンケートの
5 段階の選択肢の中で「全く VR 経験がない」を選択した視聴者と定義する． 
	 また，使用したデータはコンテンツに関係なく，3 章で収集したすべての視聴データを
















	 図 4.12 の結果より，VR 視聴経験，年齢，性別の中で最も予測精度の差が顕著に現れた


































第 5 章 視野予測を利用した 360 度映像配信時の適応
レート制御手法の性能評価 
	 2 




野移動予測結果を利用した効率的な 360 度映像配信を目指す． 
 
5.1 タイルベース 360 度映像配信シミュレーションの概要 









                                                   
2 本章は，文献[篠原裕矢, 金井謙治, 甲藤二郎, “タイルベース 360 度映像配信時の適応
レート制御手法の性能評価”, 電子情報通信学会総合大会, Sep. 2019.], [Yuya Shinohara, 
Kenji Kanai, Jiro Katto, “Performance Evaluations of Viewport Movement Prediction 






図 5.1 提案手法の概要図 
 
	 図 5.2 に，タイルベース 360 度映像配信システム（提案システム）の概要を示す．図






DASH が HTTP を採用しており，クライアントが DASH セグメントをダウンロードする
ために要求（GET メッセージ）を送信する必要があるためである．次に，ビューポートの




dash.js [8]を用いて，タイルベース 360 度映像配信のシミュレーション環境を構築した．











	 適応レート制御手法の性能比較として，以下の 5 つの適応レート制御手法を提案し，配
信シミュレーションを行う．図 5.3 にその概要を示す．  
 




	 以下，図 5.3 に示した 5 つの制御手法に関して，補足説明をする．なお，図 5.3 は簡易










C) 距離ベース制御（視野タイルからの距離に応じて 4 段階の品質選択）を行う．視野タ
イルを最高品質にし，そこから上下左右に 1 タイル分離れるごとに，1 段階ずつ品質
を下げていく． 
D) 確率ベース制御（各タイルの視聴確率に応じて 4 段階の品質選択）を行う．視野タイ
ルを最高品質にし，そこから確率上位 n タイルごとに 1 段階ずつ品質を下げていく．
（今回は n=4 で行う．）なお，各タイルの視聴確率はロジスティクス回帰で算出す
る． 
E) 手法 D の確率ベース制御をベースとした上で，同じように視野タイルを最高品質に




	 以上の 5 つの手法において，その性能評価を比較する．評価指標として，総配信データ
量（Total Video traffic Volume）および視野領域 PSNR（Viewport PSNR）を用いる．こ
の 2 つの評価指標について，以下に説明する． 
 
（1） 総配信データ量（Total Video traffic Volume） 








足し合わせることで算出したデータ容量を，「総配信データ量（Total Video traffic 
Volume）」と定義する． 
 
（2） 視野領域 PSNR（Viewport PSNR） 
	 本実験における視野領域 PSNR（Viewport PSNR）は，5.1 節の図 5.1 に示したよう
に，Viewport を含むタイル（オレンジ色タイル）を「視野タイル」と定義し，その視野タ
イル領域の PNSR を計算する．視野タイルは映像視聴中にその位置を変化させるため，1










する．配信シミュレーションに用いたコンテンツは第 3 章で述べたコンテンツの中から， 
Roller 映像と SF 映像を用いて実験を行った．図 5.4 に使用した映像コンテンツのサムネ
イルおよび概要を示す．使用コンテンツとしてこの 2 つの映像を選択した理由は，他の映
像コンテンツよりも多くのデータ数の集まったため，さらにコンテンツ間でやや違う特徴
があるためである．Roller 映像は 4.2 節においてクラスタ 1 に多く分類され，また予測精
度が他のコンテンツよりも高いという特徴がある．SF 映像は 4.2 節においてクラスタ 2
に多く分類され，また予測精度が Roller 映像と比べて低いという特徴がある．また，コン






図 5.4 配信シミュレーションに使用する 360 度映像コンテンツ 
	  




準とした場合，品質が上がるにつれてそれぞれ 2 倍，3 倍，4 倍の圧縮レートに設定す
る． 
 
表 5 品質レベル別の圧縮レート 
コンテンツ 最高品質 高品質 中間品質 低品質 
Roller 20 [Mbps] 15 [Mbps] 10 [Mbps] 5 [Mbps] 
SF 16 [Mbps] 12 [Mbps] 8 [Mbps] 4 [Mbps] 
 
	 また動画サーバには，クラウドサービスの 1 つであるさくらクラウド[42]を利用する．
この理由は，研究室内のサーバに動画を配置する場合よりも，より実用的な環境に近づけ









う．各配信制御手法の定義は，5.2 節の図 5.3 で説明したものを用いている． 
 Roller 映像および SF 映像の 1 つ 1 つのシミュレーションデータ（1 人の視聴者の視野移
動パターン）すべてに対して，5 つの制御手法を用いた配信シミュレーションを行った．
横軸に総配信データ量，縦軸に平均の Viewport PSNR の結果をプロットした二次元グラ
フを図 5.5 および図 5.6 に示す．視聴データの 20%をシミュレーションに用いたため，
Roller 映像は 21 人分，SF 映像は 32 人分のプロット数となっている． 
	 また図中には，参考のために RD 曲線の近似カーブを引いている．RD 曲線の横軸は通
常は圧縮レートであるが，今回は式(5.1)に示すように，圧縮レート[Mbps]を[MB/s]に変換
した後に，各映像の再生時間をかけ合わせて，データ量に変換した． 
データ量	 𝑀𝐵 = 圧縮レート	 𝑀𝑏𝑝𝑠 	÷ 8	×再生時間	[𝑠]             …… （5.1） 
なお，この RD 曲線はタイル分割する前の，全体映像に対して処理を行ったものとなってい










図 5.6 SF 映像の配信シミュレーション結果（プロット結果） 
 
 
	 図 5.5 および図 5.6 において，左上のエリアにプロットされるほど「高品質かつ低通信
量」な結果であると言える．手法ごとの結果は，多少のばらつきはあるが，視野移動パタ
ーンのサンプルに関係なく，各手法同士のプロットは近い位置となることが確認できた．




	 また，固定レートの手法 A は，品質面ではどの手法よりも優れているが，RD 曲線の右
上となってしまうことから，データ量の観点からすると他の手法に大きく劣ってしまう．
手法 A と比べ，他の 4 手法は，総配信データ量を半分以上削減できていることが分かる．












	 また，コンテンツ間の差異としては，手法 C，D，E において，Roller 映像のほうが






	 5GHz 帯 Wi-Fi を通して再生した場合，何も帯域制限を行わない場合の iperf の計測に
よるスループットは 50 Mbps 程度であった．しかし，実際にスマートフォンで YouTube
などを再生する際のスループットは 5~15 Mbps 程度である．そのため，現実的な再生環
境に近づけるために，通信環境を考慮した DASH 配信シミュレーションを行った．  
	 通信環境以外の条件は 5.4.1 節と同様となっている．Roller 映像に関してはネットワー
ク帯域幅を大きい順に 20，15，10，5 Mbps に設定し，SF 映像に関しては 16，12，8，4 
Mbps に設定する．5.4.1 節と同じく，視野移動シミュレーションデータを DASH 配信





















（b） Viewport PSNR の結果 








（b） Viewport PSNR の結果 
図 5.8 帯域制限下の平均の総配信データ量および Viewport PSNR の結果（SF 映像） 
 
	 図 5.7 および図 5.8 の総配信データ量の結果を見ると，帯域が狭くなっていくほど 5 つ
の制御手法の総配信データ量は小さくなっていくが，手法 B，C，D，E は手法 A に比べ
てそれほど影響を受けにくいことがわかる．一方で Viewport PSNR の結果を見ると，帯
域が狭くなるほど，その手法も緩やかに低下する．どの帯域においても手法 A が最も高い
PSNR を保っている． 
	 結果から，配信制御手法として手法 C，D，E がより効果的に機能するのは 15~20 








ョンデータごとに結果をプロットし，RD 曲線と合わせたグラフを図 5.9 に示す．今回は
Roller 映像の場合の結果を載せる．図 5.9 の結果からも，狭帯域になるにつれて，5 つの
制御レート手法間の差が小さくなってしまうことが確認できた． 
 
（a） 帯域制限 20 Mbps の場合 
 





（c） 帯域制限 10 Mbps の場合 
 
（d） 帯域制限 5 Mbps の場合 



















	 Roller 映像および SF 映像に対して実験を行い，算出した平均の総配信データ量と
Viewport PSNR の結果を図 5.10 に示す．  
 
 






(b) SF 映像の場合の総配信データ量および Viewport PSNR 
図 5.10 タイル分割数を変更した場合の配信シミュレーション結果 
 









































プティブに変えることによる，データサイズと Viewport PSNR の関係について，RD 最
適化の理論モデルに落とし込むことが課題として挙げられる．さらに，本手法をシミュレ
ーションのみならず，実用的な配信環境に適用し，より効率的なリアルタイム 360 度映像







































[1]  “Worldwide Semiannual Augmented and Virtual Reality Spending Guide”, 
[online]: http://www.idc.com/tracker/showtrackerhome.jsp 
[2]  “VIVE™ 日本 | 想像を超えたバーチャルリアリティの体験”, [online]: 
https://www.vive.com/jp/ 
[3] “Oculus Rift”, [online]: https://www.oculus.com/rift/ 
[4] “PlayStation VR”, [online]: http://www.jp.playstation.com/psvr/ 
[5] “Cisco VNI Global IP Traffic Forecast,2015-2020”, [online]: 
http://www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-
networking-index-vni/vni-hyperconnectivity-wp.html 
[6]  I. Sodagar, “The MPEG-DASH Standard for Multimedia Streaming Over the 
Internet,” IEEE Multimedia, vol. 18. no.4, pp. 62-67, Oct. 2011. 
[7]  ITEC DASH-JS. [online]: http://www-itec.uni-klu.ac.at/dash/?page_id=746. 
[8] “DASH Industry Forum | Catalyzing the adoption of MPEG-DASH”, [online]: 
https://dashif.org/ 
[9] “サポートベクターマシン（SVM）”, [online]: 
http://www.sist.ac.jp/~kanakubo/research/neuro/supportvectormachine.html 
[10] “HTC VIVE、VIVE Pro、Oculus Rift、PSVR の比較。VR HMD デバイスの違い。 
| ツカツカ CAMP の自作 PC”, [online]: https://jisaku-game.com/archives/2862 
[11] “GoPro VR Player 3.0.5 | Software Downloads | Techworld”, [online]: 
https://www.techworld.com/download/audio-video-photo/gopro-vr-player-305-
3330891/ 
[12] “クラスタリング （クラスタ分析）”, [online]: 
http://www.kamishima.net/jp/clustering/ 
[13] “クラスター分析の手法②（階層クラスター分析） | データ分析基礎知識”, [online]: 
https://www.albert2005.co.jp/knowledge/data_mining/cluster/hierarchical_clusterin
g 
[14] Tuan Ho, Madhukar Budagavi, “DUAL±FISHEYE LENS STITCHING FOR 
360±DEGREE IMAGING” , IEEE ICASSP, March 2017. 
[15] X. Corbillon, G. Simon, A. Devlic, and J. Chakareski. “Viewport-adaptive navigable 




[16] L. Xie, Z. Xu, Y. Ban, X. Xhang, and Z. Guo, “360ProbDASH: Improving QoE of 360 
Video Streaming Using Tile-based HTTP Adaptive Streaming,” ACM 
Multimedia’17, pp.315-323, Oct. 2017. 
[17] D. Ochi, Y. Kunita, A. Kameda, A. Kojima, and S. Iwaki. “Live streaming system 
for omnidirectional video,” In Proc. of IEEE Virtual Reality (VR), 2015. 
[18] D. V. Nguyen, H. T. T. Tran, A. T. Pham, and T. C. Thang, “A New Adaptation 
Approach for Viewport-adaptive 360-degree Video Streaming,” IEEE ISM 2017, 
pp.38-44, Dec. 2017. 
[19] F. Qian, B. Han, L. Ji, and V. Gopalakrishnan, “Optimizing 360 video delivery over 
cellular networks,” ACM SIGCOMM AllThingsCellular, pp.1-6, Oct. 2016. 
[20] C. Ozcinar, A. D. Abreu, and A. Smolic, “Viewport-aware adaptive 360-degree video 
streaming using tiles for virtual reality,” IEEE ICIP, Sep. 2017. 
[21] C. Li, M. Xu, L. Jiang, S. Xhang, and X. Tao, “Viewport Proposal CNN for 360-
degree Video Quality Assesment,” IEEE CVPR 2019, pp.10177-10186, Jun. 2019. 
[22] “YouTube”, [online]: https://www.youtube.com 
[23] “エンジェル・フォール、ベネズエラ、エリアル 8K 動画”, [online]: 
https://www.youtube.com/watch?v=L_tqK4eqelA 
[24] “[360°/VR Video] Virtual guided tour of Paris : Eiffel tower District” , [online]: 
https://www.youtube.com/watch?v=sJxiPiAaB4k 
[25] “Waterslide VRD - a Virtual 360 degree Video ride by Glass Canvas”, [online]: 
https://www.youtube.com/watch?v=Q66f8ufanp4 
[26] “[Extreme] 360° RollerCoaster at Seoul Grand Park” , [online]: 
https://www.youtube.com/watch?v=8lsB-P8nGSM 
[27] “NBA in VR - Best Of Warriors and Celtics Highlights | NextVR”, [online]: 
https://www.youtube.com/watch?v=xEbZV_BmkYw 
[28] “360 Camera | England at Wembley, unlike you have seen before!”, [online]: 
https://www.youtube.com/watch?v=ebICMhOtipg 
[29] “360° Great Hammerhead Shark Encounter | National Geographic” , [online]: 
https://www.youtube.com/watch?v=rG4jSz_2HDY 
[30] “360 VR Video | Jeff the Killer”, [online]: 
https://www.youtube.com/watch?v=YaNl4UspgK4 





[32]  “Annabelle: Creation VR - Bee’s Room” , [online]: 
https://www.youtube.com/watch?v=OwX-YlAa8XQ 
[33]  “【機械学習入門】教師あり学習と教師なし学習 | Avinton ジャパン株式会社”, 
[online]:  
https://avinton.com/blog/2017/11/supervised-and-unsupervised-machine-learning/ 
[34]  “機械学習で分類問題のモデルを評価する指標について”, [online]: 
https://blog.amedama.jp/entry/2017/12/18/005311 
[35]  上向 俊晃, 小峰 ⼀晃, 森田 寿哉, KDDI 研究所, NHK 放送技術研究所, “動画像コ
ンテンツにおける注視点マップと顕著性マップとの関係性に関する考察”, FIT 2009
（第 8 回情報科学技術フォーラム）, 2009 年 9 月 
[36] “Saliency Map Algorithm: MATLAB Source Code”, [online]: 
http://www.klab.caltech.edu/~harel/share/gbvs.php. 
[37] “GitHub - akisatok/pySaliencyMap: Python implementation of Itti's saliency 
map”, [online]:  
https://github.com/akisatok/pySaliencyMap 
[38] “Manipulate audio with a simple and easy high level interface”, [online]: 
https://github.com/jiaaro/pydub 
[39]  “scikit-learn”, [online]:  
http://scikit-learn.org/stable/ 
[40] “FFmpeg” [online]: https://ffmpeg.org/ffmpeg.html 
[41] “opentrack/opentrack: Head tracking software for MS Windows, Linux, and Apple 
OSX”, [online]: https://github.com/opentrack/opentrack 












[1] 篠原裕矢, 金井謙治, 甲藤二郎 “360 度映像配信における視野領域を考慮した適応レー
ト制御の性能評価”,映像情報メディア学会冬季大会, Dec. 2017. 
[2] 篠原裕矢, 金井謙治, 甲藤二郎 “視野領域を考慮した 360 度映像配信の適応レート制
御手法の性能評価”, 情報処理学会 AVM 研究会, Mar. 2018. 
[3] 篠原裕矢, 金井謙治, 甲藤二郎 “SVR による 360 度映像視聴時の視野移動予測の精度
評価”, 電子情報通信学会総合大会, Sep. 2018. 
[4] 篠原裕矢, 白崎智美, 呉益妍, 金井謙治, 甲藤二郎 “360 度映像視聴時の視野移動履
歴と映像の顕著性に関する分析評価”, 情報処理学会 AVM 研究会, Nov. 2018. 
[5] 篠原裕矢, 白崎智美, 呉益妍, 金井謙治, 甲藤二郎, “360 度映像配信における視聴移動
のクラスタリングと予測精度評価”, 電子情報通信学会総合大会, Mar. 2019. 
[6] Yuya Shinohara, Satomi Shirasaki, Yiyan Wu, Kenji Kanai, Jiro Katto 
“Performance Evaluations of Tile-based 360-degree DASH Streaming with 
Clustering-based Viewport Prediction”, IEEE ICCE-TW, May. 2019. 
[7] 篠原裕矢, 金井謙治, 甲藤二郎, “タイルベース 360 度映像配信時の適応レート制御
手法の性能評価”, 電子情報通信学会総合大会, Sep. 2019. 
[8] 篠原裕矢, 金井謙治, 甲藤二郎, “視野移動予測に基づく 360 度映像配信のレート制
御手法の品質評価”, 電子情報通信学会 RISING 研究会, Nov 2019. 
[9] Yuya Shinohara, Kenji Kanai, Jiro Katto “Performance Evaluations of Viewport 
Movement Prediction and Rate Adaptation for tile-based 360-degree Video 
Delivery”, IEEE ISM, Dec. 2019. 
