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Resumo
Na presente tese, fornecemos bases das identidades polinomiais graduadas de M2(K) e de
M3(K), quando consideramos graduac¸o˜es distintas da Zn-graduac¸a˜o usual.
Existe uma classificac¸a˜o geral de todas as graduac¸o˜es de M2(K). Nesta classificac¸a˜o, se
a caracter´ıstica de K e´ diferente de 2, temos basicamente quatro tipos de graduac¸o˜es na˜o
triviais e dentre estes, treˆs tipos de graduac¸o˜es ja´ teˆm a base das identidades polinomiais
graduadas conhecidas. O que fazemos e´ exibir uma base das identidades polinomiais graduadas
da graduac¸a˜o que falta, quando K e´ um corpo infinito.
Ainda para M2(K), usando a mesma classificac¸a˜o, existem treˆs tipos de graduac¸o˜es na˜o
triviais se considerarmos a caracter´ıstica de K igual a 2. Mas ja´ conhecemos a base das iden-
tidades polinomiais graduadas de dois destes tipos. O que fazemos novamente e´ exibir uma
base das identidades polinomiais graduadas da graduac¸a˜o que falta, considerando K um corpo
infinito.
Para M3(K), usamos uma classificac¸a˜o de todas as suas graduac¸o˜es e exibimos a base das
identidades polinomiais graduadas para uma Z3-graduac¸a˜o quando a caracter´ıstica de K e´ igual
a 3 e outra base quando a caracter´ıstica e´ diferente de 3. Em ambos os casos, K e´ um corpo
infinito.
Por fim, voltamos a atenc¸a˜o para as Z2-graduac¸o˜es de M2(K) quando K e´ um corpo finito
de caracter´ıstica igual a 2 e exibimos a base das identidades polinomiais graduadas nas duas
graduac¸o˜es na˜o triviais.
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Abstract
In this PhD thesis we give bases of the graded polynomial identities of M2(K) and M3(K) when
we consider gradings different from the usual Zn-grading.
There is a general classification of all gradings of M2(K). According to this classification,
if the characteristic of K is different from 2, we have basically four non-trivial gradings and
among these gradings, three gradings have the basis of graded polynomial identities known.
We exhibit the basis of graded polynomial identities of grading in the remaining case when K
is an infinite field.
Still for M2(K), using the same classification, there are three non-trivial gradings if we
consider the characterisitic of K equal to 2. But we know the bases of graded polynomial
identities of two gradings. Once again, we exhibit the basis of graded polynomial identities of
the remaining grading, when K is an infinite field.
For M3(K), we use a classification of all its gradings and we exhibit the basis of graded
polynomial identities for the Z3-grading when the characteristic of K is equal to 3, and we
exhibit another basis when the characteristic is different from 3. In both cases, K is an infinite
field.
Lastly, we pay attention to the Z2-gradings of M2(K) when K is a finite field of characteristic
equal to 2 and we exhibit the basis of graded polynomial identities for the non-trivial gradings.
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Introduc¸a˜o
Existem atualmente na classificac¸a˜o dos assuntos de matema´tica, feita pela American Mathe-
matical Society, o MSC2010, pelo menos 63 grandes a´reas de matema´tica. Dentre estas, existe
a a´rea 16 que trata de a´lgebras e ane´is associativos. Mais especificamente, a classificac¸a˜o 16R e´
destinada a ane´is com identidades polinomiais. Esta e´ a a´rea da matema´tica na qual esta tese
se encaixa.
Uma identidade polinomial de uma a´lgebra A e´ um polinoˆmio na˜o nulo f(x1, . . . , xn) nas
varia´veis na˜o comutativas x1, . . . , xn e com coeficientes num corpo K que tem a seguinte pro-
priedade: para todos a1, . . . , an ∈ A temos f(a1, . . . , an) = 0. E uma a´lgebra que satisfaz uma
identidade polinomial e´ chamada de PI a´lgebra, abreviac¸a˜o do ingleˆs Polynomial Identity.
A origem do estudo desta a´rea remonta ao se´culo XIX, com trabalhos de Sylvester que
tratavam de invariantes de matrizes de ordem 2. Depois, ja´ no se´culo XX, mais precisamente na
de´cada de 30, temos trabalhos de De¨hn e Wagner que abordam, ainda que de maneira impl´ıcita,
identidades polinomiais para matrizes de ordem 2 (inspirados em problemas de geometria finita).
Posteriormente, o estudo das PI a´lgebras teve contribuic¸o˜es de nomes como, por exemplo, Yakov
Dubnov, Sergei Ivanov, Yaakov Levitzki, Irving Kaplansky e Nathan Jacobson. Apenas para
citar um exemplo destas contribuic¸o˜es, temos a pergunta de Kaplansky sobre qual e´ o menor
grau de uma identidade polinomial satisfeita pela a´lgebra das matrizes de ordem n.
A resposta a esta pergunta e´ o ce´lebre Teorema de Amitsur-Levitzki que afirma que o
polinoˆmio standard de grau 2n e´ a identidade polinomial de Mn(K) de menor grau. Apenas
para lembrar, o polinoˆmio standard de grau m e´ dado por
sm(x1, x2, . . . , xm) =
∑
σ∈Sm
(sinalσ)xσ(1)xσ(2) · · ·xσ(m),
em que Sm e´ o grupo sime´trico de grau m, das permutac¸o˜es dos s´ımbolos 1, 2, . . . ,m e sinalσ
e´ o sinal da permutac¸a˜o σ.
A prova deste teorema, por volta de 1950, intensificou a pesquisa na a´rea e continuou
despertando o interesse de va´rios pesquisadores por anos. A demonstrac¸a˜o original utilizou
argumentos combinato´rios. Em 1958, Kostant deduz o Teorema de Amitsur-Levitzki a partir
do Teorema de Koszul-Samelson sobre cohomologia de a´lgebras de Lie. Em 1963, Swan usa a
teoria de grafos para dar uma nova demonstrac¸a˜o. Ja´ em 1974, Razmyslov prova o Teorema de
Amitsur-Levitzki utilizando a´lgebra linear (basicamente o Teorema de Cayley-Hamilton). No
ano de 1976, Rosset da´ uma nova prova, bastante curta, utilizando propriedades da a´lgebra
de Grassmann e do trac¸o de matrizes. Por fim, Szigeti, Tuza e Revesz, em 1993, provam
uma espe´cie de generalizac¸a˜o do Teorema de Amitsur-Levitzki, usando a noc¸a˜o de identidade
polinomial euleriana para matrizes.
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Um teorema que tem, pelo menos, 6 demonstrac¸o˜es diferentes e´ com certeza importante
e esta importaˆncia foi destacada em va´rios outros trabalhos. Apenas para mencionar alguns
deles, citemos o Teorema de Amitsur que diz que toda PI a´lgebra satisfaz alguma poteˆncia de
algum polinoˆmio standard, ou seja, dada uma PI a´lgebra A, temos que sm(x1, x2, . . . , xm)
n e´
identidade para A para alguns n e m; e falemos tambe´m de um resultado de Kemer que diz que
dada uma PI a´lgebra A, sm(x1, x2, . . . , xm) e´ identidade para A para algum m, se K e´ infinito
e de caracter´ıstica positiva.
O conjunto T (A) de todas as identidades polinomiais de uma a´lgebra A tem a propriedade
de ser um ideal da a´lgebra K〈X〉, dos polinoˆmios f(x1, . . . , xn) nas infinitas varia´veis na˜o comu-
tativas x1, . . . , xn, . . . com coeficientes em K. Ale´m disso, T (A) e´ invariante por endomorfismos
de K〈X〉 e por isso chamado de T-ideal. Como a intersec¸a˜o de uma famı´lia qualquer de T-
ideais e´ um T-ideal, podemos definir o T-ideal gerado por um subconjunto S de K〈X〉 como
a intersec¸a˜o de todos os T-ideais de K〈X〉 que conteˆm S e dizer que se T (A) e´ gerado por S,
enta˜o S e´ uma base das identidades de A.
Surgem assim perguntas naturais sobre o “tamanho”de S. Seria interessante, por exemplo,
que a base fosse finita, ou seja, que a quantidade de elementos em S necessa´rios para gerar todo
o T (A) fosse finita. Este e´ um famoso problema da teoria de PI a´lgebra, formulado em 1950,
por Specht e que por isso ficou conhecido como Problema de Specht: “Se A e´ uma PI a´lgebra
sobre um corpo de caracter´ıstica zero, enta˜o a base das suas identidades e´ sempre finita?”. Este
problema atraiu a atenc¸a˜o de va´rios algebristas por algum tempo. A sua resoluc¸a˜o exigiu o
desenvolvimento de uma complexa teoria estrutural desenvolvida por Kemer, que respondeu
afirmativamente ao Problema de Specht.
Outra pergunta natural e´ a possibilidade de escrever explicitamente os elementos de S,
ou seja, encontrar uma base das identidades polinomiais de uma a´lgebra dada. Esta e´ outra
questa˜o muito importante para o estudo das PI a´lgebras e apesar de sua relevaˆncia, as bases
das identidades polinomiais sa˜o conhecidas apenas para poucas a´lgebras.
Quando K e´ um corpo finito, sa˜o conhecidas bases das identidades polinomiais para M2(K),
M3(K), M4(K), E(m) e E, em que E(m) e´ a a´lgebra de Grassmann de dimensa˜o m e E e´ a
a´lgebra de Grassmann de dimensa˜o infinita.
Quando K e´ um corpo infinito de caracter´ıstica maior que 2, sa˜o conhecidas bases das iden-
tidades polinomiais de M2(K), E e Un(K), em que Un(K) e´ a a´lgebra das matrizes triangulares
superiores.
QuandoK e´ um corpo de caracter´ıstica zero sa˜o conhecidas bases das identidades polinomiais
de M2(K), E e Un(K). Observemos que na˜o se sabe quase nada sobre as identidades de M3(K)
nem mesmo em caracter´ıstica zero.
Como pouco se sabe sobre identidades polinomiais “ordina´rias”, estudam-se outros tipos de
identidades polinomiais: identidades com trac¸o, identidades fracas e identidades graduadas sa˜o
alguns dos exemplos. Fixaremos nossa atenc¸a˜o no u´ltimo exemplo: as identidades graduadas.
Dado um grupo G, organizamos o conjunto X = {x1, x2, . . . , xn, . . .} das varia´veis de forma
a termos X =
⋃
g∈GXg e Xg
⋂
Xh = ∅, para todo g 6= h ∈ G. Usamos a notac¸a˜o, α(xi) = g
para dizer que xi ∈ Xg. Tambe´m graduamos a a´lgebra A =
⊕
g∈GAg. Uma identidade poli-
nomial graduada de A e´ um polinoˆmio na˜o nulo f(x1, . . . , xn) que tem a seguinte propriedade:
f(a1, . . . , an) = 0, para todos ai ∈ Aα(xi), com i ∈ {1, 2, . . . , n}. Em outras palavras, e´ uma
identidade polinomial (como antes) mas que respeita a graduac¸a˜o na hora de substituir as
varia´veis.
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Ao tratarmos de identidades graduadas nas a´lgebras matriciais temos uma quantidade maior
de resultados em comparac¸a˜o com as identidades polinomiais “ordina´rias”. No contexto gra-
duado, o conhecimento de bases para as identidades polinomias graduadas apresenta o seguinte
cena´rio.
Quando K e´ um corpo finito e de caracter´ıstica diferente de 2, sa˜o conhecidas bases das
identidades polinomiais graduadas de M2(K) levando em conta todas as graduac¸o˜es poss´ıveis
sobre Z2.
Quando K e´ um corpo de caracter´ıstica zero ou infinito de caracter´ıstica maior que 2, sa˜o
conhecidas bases das identidades polinomiais graduadas de Mn(K) (considerando graduac¸o˜es
sobre os grupos Z, Zn e Zn×Zn), M1,1(E) e E⊗E (com graduac¸o˜es sobre Z2), em que M1,1(E)
e´ a uma suba´lgebra de M2(E).
As graduac¸o˜es citadas acima sa˜o as graduac¸o˜es usuais dessas a´lgebras. Apenas como exem-
plo, quando falamos de M2(K), temos treˆs graduac¸o˜es usuais: por Z2, por Z e por Z2 × Z2. A
Z2-graduac¸a˜o usual tem como uma componente as matrizes com elementos nulos na diagonal
principal e como outra componente as matrizes que teˆm elementos nulos na diagonal secunda´ria.
A Z-graduac¸a˜o usual tem suporte (ver Definic¸a˜o 1.4.10) {−1, 0, 1} e apresenta elementos na˜o
nulos na diagonal (componente 0), no termo a12 (componente 1) e no termo a21 (componente
-1). Ja´ a Z2 × Z2 graduac¸a˜o usual tem componentes que dependem de matrizes invert´ıveis X
e Y que anticomutam (ver Teorema 2.1.2).
Uma pergunta natural que surge e´ se estas sa˜o todas as graduac¸o˜es poss´ıveis de M2(K).
A resposta a esta pergunta foi dada em [16] que classifica todas as graduac¸o˜es de M2(K).
Esta classificac¸a˜o distingue dois casos: quando a caracter´ıstica do corpo K e´ diferente de 2
e quando a caracter´ıstica de K e´ igual a 2. Se a caracter´ıstica de K e´ diferente de 2, temos
basicamente quatro tipos de graduac¸o˜es na˜o triviais e existem treˆs tipos de graduac¸o˜es na˜o
triviais se considerarmos a caracter´ıstica de K igual a 2.
As quatro graduac¸o˜es desta classificac¸a˜o (quando a caracter´ıstica de K e´ diferente de 2), sa˜o:
as treˆs citadas anteriormente (para as quais ja´ se conhece a base das identidades polinomiais
graduadas) mais uma outra Z2-graduac¸a˜o. Esta outra graduac¸a˜o tem direito a`s suas identidades
polinomiais graduadas, afinal de contas todas as outras graduac¸o˜es ja´ teˆm as suas. Nesta tese,
exibimos uma base das identidades polinomiais graduadas desta graduac¸a˜o no Teorema 2.3.1,
considerando K infinito. Esta outra graduac¸a˜o tem uma “alma geˆmea”(se a caracter´ıstica de K
e´ igual a 2), que aparece listada dentre as treˆs graduac¸o˜es deste caso, que tem o mesmo direito:
uma base das identidades polinomiais graduadas e´ exibida no Teorema 3.2.1, considerando K
infinito.
O Teorema 2.3.1 sera´ o resultado principal de um artigo que se encontra em processo de
redac¸a˜o final. Ja´ o Teorema 3.2.1 e´ o resultado principal de [20].
Durante a demonstrac¸a˜o dos resultados anteriores, nos deparamos com uma suba´lgebra
graduada de M2(E) que tem a base de suas identidades polinomiais graduadas igual a base das
identidades polinomiais graduadas de M1,1(E). Registramos este resultado no Teorema 2.4.6.
Fizemos, novamente, a mesma pergunta sobre graduac¸o˜es para M3(K): se as treˆs graduac¸o˜es
usuais sa˜o todas as graduac¸o˜es poss´ıveis de M3(K). Novamente, usamos uma classificac¸a˜o geral
de todas as graduac¸o˜es, presente em [5]. Em um dos casos desta classificac¸a˜o, temos a distinc¸a˜o
para a caracter´ıstica de K ser igual ou diferente de 3. Para este caso, tambe´m exibimos uma base
das identidades polinomiais graduadas nos Teoremas 4.2.12 e 4.3.2, considerando K infinito.
Vale lembrar que, para algumas graduac¸o˜es que aparecem nesta classificac¸a˜o, determinar a base
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das identidades polinomiais graduadas e´ extremamente dif´ıcil.
Citamos anteriormente que quando K e´ um corpo finito e de caracter´ıstica diferente de 2,
sa˜o conhecidas todas as graduac¸o˜es poss´ıveis de M2(K) sobre Z2 e as respectivas bases das
identidades polinomiais graduadas. Nos perguntamos o que acontece para caracter´ıstica de
K igual a 2. Assim classificamos todas as graduac¸o˜es poss´ıveis de M2(K) sobre Z2. Esta
classificac¸a˜o coincidiu com o resultado de [16]. Tambe´m encontramos bases das identidades
polinomias graduadas para as duas graduac¸o˜es nos Teoremas 5.3.1 e 5.4.1, considerando K
finito.
A presente tese esta´ organizada da seguinte maneira.
No cap´ıtulo 1, apresentamos os conceitos necessa´rios a compreensa˜o dos demais cap´ıtulos.
O leitor familiarizado com as ideias ba´sicas da PI Teoria pode suprimir a leitura deste cap´ıtulo.
No cap´ıtulo 2, apresentamos uma base das identidades polinomiais graduadas de M2(K) ao
considerarmos uma Z2-graduac¸a˜o na˜o isomorfa a` graduac¸a˜o usual, quando K e´ um corpo infinito
e de caracter´ıstica diferente de 2. Tambe´m apresentamos rapidamente a base das identidades
polinomiais graduadas de uma suba´lgebra graduada de M2(E).
No cap´ıtulo 3, considerando K um corpo infinito e de caracter´ıstica 2, temos outra Z2-
graduac¸a˜o na˜o isomorfa a` graduac¸a˜o usual e para esta graduac¸a˜o exibimos tambe´m uma base
das identidades polinomiais graduadas de M2(K).
Vale ressaltar que nos dois cap´ıtulos anteriores o que provamos foi que a base das identidades
polinomiais graduadas de M2(K) coincide quando consideramos a graduac¸a˜o usual, a graduac¸a˜o
que apresentamos no cap´ıtulo 2 e a graduac¸a˜o do cap´ıtulo 3. As treˆs bases sa˜o iguais, a menos
de mudanc¸as de sinal. Sabemos que quando o corpo K e´ algebricamente fechado e as ordens dos
subgrupos de G sa˜o todas invert´ıveis em K, duas a´lgebras simples G-graduadas de dimensa˜o
finita sa˜o isomorfas se, e somente se, elas satisfazem as mesmas identidades graduadas (ver
[21]). Mas este resultado na˜o pode ser aplicado ao nosso caso pois o grupo G e´ de ordem 2.
No cap´ıtulo 4 vamos para M3(K) e novamente apresentamos uma base das identidades po-
linomiais graduadas de M3(K), ao considerarmos uma Z3-graduac¸a˜o na˜o isomorfa a` graduac¸a˜o
usual. Novamente distinguimos o caso em que K e´ um corpo infinito e de caracter´ıstica diferente
de 3 do caso no qual K e´ infinito e de caracter´ıstica igual a 3. Surpreendentemente, a mesma
base das identidades polinomiais graduadas que aparecem quando consideramos a graduac¸a˜o
usual tambe´m e´ base nos dois casos estudados neste cap´ıtulo.
No cap´ıtulo 5, considerando K um corpo finito e de caracter´ıstica 2, classificamos todas
as graduac¸o˜es poss´ıveis de M2(K) sobre Z2 e encontramos bases das identidades polinomias
graduadas para estas graduac¸o˜es. E mais uma surpresa: as bases sa˜o iguais as bases que
aparecem no caso de K ser finito e ter caracter´ıstica diferente de 2.
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Cap´ıtulo 1
Conceitos ba´sicos
Neste primeiro cap´ıtulo, introduzimos os principais objetos de estudo com suas propriedades
ba´sicas que sera˜o utilizadas nos cap´ıtulos posteriores.
O objetivo principal e´ apresentar a noc¸a˜o de base das identidades polinomiais graduadas e
mostrar alguns resultados que simplificam a procura por essas bases.
Em todo este cap´ıtulo K denotara´ um corpo. Todos os espac¸os vetoriais, a´lgebras e produtos
tensoriais sa˜o sobre K.
1.1 A´lgebras
Nesta sec¸a˜o, definiremos a estrutura a´lgebra e daremos alguns exemplos de a´lgebras. Tambe´m
definimos suba´lgebra, ideal, centro de uma a´lgebra e diferentes homomorfismos entre a´lgebras.
Definic¸a˜o 1.1.1 Seja K um corpo. Um espac¸o vetorial A e´ chamado uma a´lgebra (sobre K)
se A e´ equipado com uma multiplicac¸a˜o (ou produto)
∗ : (A,A) −→ A tal que para todo a, b, c ∈ A e todo λ ∈ K temos
(a+ b) ∗ c = a ∗ c+ b ∗ c;
a ∗ (b+ c) = a ∗ b+ a ∗ c;
λ(a ∗ b) = (λa) ∗ b = a ∗ (λb).
Em geral, escrevemos ab no lugar de a ∗ b.
A dimensa˜o dimA da a´lgebra A sera´ a dimensa˜o de A como espac¸o vetorial.
Diremos que:
• A e´ comutativa, se ab = ba para quaisquer a, b ∈ A.
• A e´ associativa, se (ab)c = a(bc) para quaisquer a, b, c ∈ A.
• A e´ unita´ria (ou com unidade), se existir 1A ∈ A tal que 1Aa = a1A = a para qualquer a ∈ A
(escrevemos 1 no lugar de 1A).
• A e´ uma A´lgebra de Lie, se a2 = aa = 0 e (ab)c+ (bc)a+ (ca)b = 0 para quaisquer a, b, c ∈ A.
• A e´ uma A´lgebra de Jordan, se A e´ comutativa e (a2b)a = a2(ba).
A menos de menc¸a˜o em contra´rio, todas as a´lgebras sera˜o associativas e com
unidade.
Vejamos alguns exemplos de a´lgebras.
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Exemplo 1.1.2 O espac¸o Mn(K) das matrizes n×n, cujas entradas esta˜o em K, com o produto
usual de matrizes e´ uma a´lgebra associativa com unidade.
Exemplo 1.1.3 Sejam K1 e K corpos tal que K1 e´ uma extensa˜o de K. Assim K1 e´ natural-
mente uma a´lgebra associativa, comutativa e unita´ria sobre K.
Exemplo 1.1.4 O espac¸o R3 com o produto vetorial usual × e´ uma a´lgebra de Lie.
Exemplo 1.1.5 Seja A uma a´lgebra associativa, e defina, no espac¸o vetorial de A um novo
produto [a, b] = ab−ba. Denotamos esta nova a´lgebra por A−. Ca´lculos imediatos mostram que
A− e´ uma a´lgebra de Lie. Por outro lado, toda a´lgebra de Lie pode ser obtida desta maneira,
como uma suba´lgebra (ver Definic¸a˜o 1.1.11) de alguma a´lgebra A−.
Exemplo 1.1.6 Seja A uma a´lgebra associativa e caracter´ıstica de K diferente de 2, definimos
no espac¸o vetorial de A um novo produto a ◦ b = (1/2)(ab + ba). Com este novo produto, A
torna-se uma a´lgebra de Jordan, denotada por A+. Aqui a situac¸a˜o e´ bem diferente do caso
de a´lgebras de Lie: existem a´lgebras de Jordan que na˜o podem ser obtidas como suba´lgebras
de A+, qualquer que seja a a´lgebra associativa A. Como na˜o precisaremos desses conceitos na
nossa exposic¸a˜o, omitiremos os detalhes e referimos o leitor para a literatura especializada, por
exemplo [11, 12].
Exemplo 1.1.7 O espac¸o dos polinoˆmios K[x1, x2, . . . , xn] com o produto usual de polinoˆmios
e´ uma a´lgebra comutativa e unita´ria.
Exemplo 1.1.8 Considere o corpo K de caracter´ıstica diferente de 2. Seja V um espac¸o veto-
rial de dimensa˜o infinita com base {e1, e2, e3 . . .}. A a´lgebra de Grassmann de V, denotada por
E, e´ a a´lgebra com base (como espac¸o vetorial) consistente dos produtos {1, ei1ei2 · · · eik : i1 <
i2 < · · · < ik} e satisfazendo a relac¸a˜o eiej = −ejei para quaisquer i, j ∈ N.
Se o corpo K tem caracter´ıstica igual a 2, enta˜o a a´lgebra de Grassmann e´ uma a´lgebra
comutativa.
Exemplo 1.1.9 Se V e W sa˜o a´lgebras com bases (como espac¸os vetoriais) {vi : i ∈ I}
e {wj : j ∈ J}, respectivamente, enta˜o o produto tensorial V ⊗ W e´ uma a´lgebra com a
multiplicac¸a˜o dada por (vi1 ⊗ wj1)(vi2 ⊗ wj2) = (vi1vi2)⊗ (wj1wj2) com i1, i2 ∈ I e j1, j2 ∈ J .
Exemplo 1.1.10 O espac¸o das matrizes n×n, com entradas em E, com a multiplicac¸a˜o usual
e´ uma a´lgebra, denotada por Mn(E).
Como uma a´lgebra A e´ um espac¸o vetorial, podemos falar em subespac¸os vetoriais e destacar
alguns deles.
Definic¸a˜o 1.1.11 Seja A uma a´lgebra. Um subespac¸o vetorial B de A e´ uma suba´lgebra de
A, se BB ⊆ B e 1 ∈ B.
Exemplo 1.1.12 Seja A a a´lgebra Mn(K) das matrizes n×n, com entradas em K. O conjunto
Un(K) das matrizes triangulares superiores, com o produto usual de matrizes, e´ uma suba´lgebra
de A.
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Exemplo 1.1.13 Considere a a´lgebra de Grassmann E do Exemplo 1.1.8. Seja E0 o subespac¸o
vetorial de E gerado por {1, ei1ei2 · · · eim : m e´ par} e seja E1 o subespac¸o vetorial de E gerado
por {ei1ei2 · · · eik : k e´ ı´mpar}. Considere a, b ∈ N com a + b = n, o conjunto das matrizes
da forma
(
A B
C D
)
em que A ∈ Ma(E0), B ∈ Ma×b(E1), C ∈ Mb×a(E1) e D ∈ Mb(E0),
denotado por Ma,b(E), e´ uma suba´lgebra de Mn(E).
Definic¸a˜o 1.1.14 Seja A uma a´lgebra. Um subespac¸o vetorial I de A e´ um ideal de A, se
AI ⊆ I e IA ⊆ I.
Definic¸a˜o 1.1.15 Seja A uma a´lgebra. O centro de A e´ o conjunto Z(A) = {a ∈ A : ax =
xa, para todo x ∈ A}.
Exemplo 1.1.16 Se considerarmos A = Mn(K) enta˜o Z(Mn(K)) = {λIn×n : λ ∈ K}, em que
In×n e´ a matriz identidade de ordem n. As matrizes λIn×n sa˜o as matrizes escalares.
Definic¸a˜o 1.1.17 Sejam A uma a´lgebra e S ⊆ A um subconjunto. O subespac¸o BS de A
gerado por {1, s1s2 · · · sk : k ∈ N, si ∈ S} e´ multiplicativamente fechado e 1 ∈ BS. Assim, BS e´
uma suba´lgebra de A, dita suba´lgebra gerada por S.
Definic¸a˜o 1.1.18 Sejam A e B duas a´lgebras. Uma transformac¸a˜o linear ϕ : A −→ B e´ um
homomorfismo de a´lgebras, se ϕ(xy) = ϕ(x)ϕ(y) para todos x , y ∈ A e ϕ(1A) = 1B.
Diremos que:
• ϕ e´ um mergulho, se ϕ e´ injetivo.
• ϕ e´ um isomorfismo, se ϕ e´ bijetivo.
• ϕ e´ um endomorfismo, se A = B.
• ϕ e´ um automorfismo, se ϕ e´ um endomorfismo bijetivo.
Quando existe um isomorfismo entre ϕ : A −→ B, dizemos que as a´lgebras A e B sa˜o
isomorfas e denotamos por A ' B.
Definic¸a˜o 1.1.19 Seja ϕ : A −→ B um homomorfismo de a´lgebras. O nu´cleo de ϕ e´ o
conjunto kerϕ = {a ∈ A : ϕ(a) = 0}. Temos que kerϕ e´ um ideal de A.
Definic¸a˜o 1.1.20 Seja ϕ : A −→ B um homomorfismo de a´lgebras. A imagem de ϕ e´ o
conjunto Imϕ = {ϕ(a) : a ∈ A}. Sabemos que Imϕ e´ uma suba´lgebra de B.
Sejam A uma a´lgebra e I um ideal de A. Como I e´ um subespac¸o de A podemos falar em
espac¸o quociente A/I. Em A/I, consideremos o produto (a+I)(b+I) = ab+I. Este produto esta´
bem definido, isto e´, na˜o depende da escolha dos representantes das classes laterais. Temos que
A/I munido com este produto e´ uma a´lgebra, dita a´lgebra quociente de A por I. Denotemos
a+ I por a¯. A projec¸a˜o canoˆnica pi : A −→ A/I dada por pi(a) = a¯ e´ um homomorfismo.
Sabemos que se ϕ : A −→ B e´ um homomorfismo de a´lgebras, enta˜o A/ kerϕ ' Imϕ .
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1.2 Identidades polinomiais
Nesta sec¸a˜o, falamos sobre os conceitos de a´lgebra associativa livre e de identidade polino-
mial. Va´rios exemplos de identidades polinomiais tambe´m sa˜o apresentados.
Seja X = {x1, x2, x3, . . .} um conjunto enumera´vel. Uma palavra sobre X e´ uma sequeˆncia
xi1xi2 · · ·xin em que n ∈ N e xij ∈ X. A palavra vazia sera´ denotada por 1. A multiplicac¸a˜o e´
definida por (xi1xi2 · · ·xin)(xj1xj2 · · · xjm) = xi1xi2 · · · xinxj1xj2 · · ·xjm . Denotaremos por K〈X〉
o espac¸o vetorial que tem como base o conjunto de todas as palavras sobre X. Assim os
elementos de K〈X〉 sa˜o somas formais do produto de um escalar por uma palavra em X e
K〈X〉 e´ uma a´lgebra (associativa com unidade), chamada de a´lgebra associativa livre.
Definic¸a˜o 1.2.1 Os elementos x ∈ X sa˜o chamados varia´veis, os produtos formais de um
escalar por uma palavra sa˜o monoˆmios e os elementos de K〈X〉 sa˜o polinoˆmios.
Definic¸a˜o 1.2.2 Um monoˆmio M tem grau k em x se x ocorre em M exatamente k vezes.
Um polinoˆmio f e´ homogeˆneo de grau k em x se todos os seus monoˆmios tem grau k em x. Se
f e´ homogeˆneo em todas as suas varia´veis, f e´ multihomogeˆneo. Um polinoˆmio f e´ linear
em x se f e´ de grau 1 em x. Se f e´ linear em cada varia´vel, dizemos que f e´ multilinear.
Sejam A uma a´lgebra e h : X −→ A uma func¸a˜o, com h(xi) = ai com ai ∈ A para todo
i ∈ N. A aplicac¸a˜o ϕh : K〈X〉 −→ A com ϕh(1) = 1A e ϕh(xi1xi2 · · ·xin) = ai1ai2 · · · ain e´ o
u´nico homomorfismo de a´lgebras tal que ϕh|X = h. Para f(x1, x2, . . . , xn) ∈ K〈X〉 denotaremos
por f(a1, a2, . . . , an) a imagem de f por ϕh. Observemos que f(a1, a2, . . . , an) e´ o elemento de
A que se obte´m substituindo xi por ai ∈ A em f .
Definic¸a˜o 1.2.3 Seja A uma a´lgebra. Um polinoˆmio 0 6= f(x1, x2, . . . , xn) ∈ K〈X〉 tal que
f(a1, a2, . . . , an) = 0, quaisquer que sejam a1, a2, . . . , an ∈ A e´ uma identidade polinomial
(ou simplesmente, identidade) de A. Caso exista tal f , diremos que A satisfaz a identidade
f = f(x1, x2, . . . , xn) = 0 ou que f e´ uma identidade polinomial de A. Tambe´m, neste caso,
dizemos que A e´ uma a´lgebra com identidade polinomial ou ainda que A e´ uma PI a´lgebra.
Observemos que f = f(x1, x2 . . . , xn) e´ uma identidade polinomial de A se, e somente se, f
pertence ao nu´cleo de todos os homomorfismos de K〈X〉 em A.
Exemplo 1.2.4 Seja A uma a´lgebra comutativa. Enta˜o
s2(x1, x2) = [x1, x2] = x1x2 − x2x1
e´ uma identidade polinomial de A.
Exemplo 1.2.5 Tome A uma a´lgebra (sem unidade) nilpotente (isto e´, An = 0). O polinoˆmio
f(x1, x2, . . . , xn) = x1x2 · · ·xn e´ uma identidade polinomial de A.
Exemplo 1.2.6 Seja A uma a´lgebra (sem unidade) nil de ı´ndice n, isto e´, existe n ≥ 1 ∈ N
tal que an = 0 para todo a ∈ A. Enta˜o f(x) = xn e´ uma identidade polinomial de A.
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Exemplo 1.2.7 Considere Un(K), a a´lgebra das matrizes triangulares superiores com entradas
em K do Exemplo 1.1.12. Temos que
f(x1, x2, . . . , xn) = [x1, x2][x3, x4] · · · [x2n−1, x2n]
e´ uma identidade polinomial de A.
Para ver isso, basta observarmos que o comutador de duas matrizes triangulares superiores
tem zeros na diagonal principal, e que o produto de n tais matrizes e´ a matriz nula.
Exemplo 1.2.8 Seja E a a´lgebra de Grassmann do Exemplo 1.1.8. Enta˜o
f(x1, x2, x3) = [x1, x2, x3] = [[x1, x2], x3]
e´ uma identidade polinomial de E.
Se a, b ∈ E enta˜o [a, b] ∈ E0 e como E0 e´ o centro de E, temos a afirmac¸a˜o.
Exemplo 1.2.9 Tome a a´lgebra M2(K) das matrizes 2× 2 com entradas em K. O polinoˆmio
h5(x1, x2, x3) = [[x1, x2]
2, x3]
e´ uma identidade de M2(K), conhecida como identidade de Hall.
A deduc¸a˜o desta identidade pode ser feita na seguinte maneira. Se a, b sa˜o duas matrizes,
enta˜o [a, b] = ab − ba e´ uma matriz de trac¸o zero. Mas se c ∈ M2(K) tem trac¸o zero, enta˜o o
quadrado desta matriz e´ uma matriz escalar.
Exemplo 1.2.10 O polinoˆmio g(x1, x2, . . . , x5) = [[x1, x2], [x3, x4], x5] e´ uma identidade poli-
nomial de E ⊗ E.
Deixamos para o leitor verificar este fato.
Definic¸a˜o 1.2.11 O polinoˆmio standard de grau m e´ dado por
sm(x1, x2, . . . , xm) =
∑
σ∈Sm
(sinalσ)xσ(1)xσ(2) · · ·xσ(m),
em que sinalσ e´ o sinal da permutac¸a˜o σ.
Exemplo 1.2.12 Seja A uma a´lgebra de dimensa˜o menor que n. Enta˜o sn e´ uma identidade
polinomial de A.
O exemplo anterior aplicado a Mn(K) afirma que sn2+1 e´ uma identidade de Mn(K).
O Teorema de Amitsur-Levitzki melhora o resultado anterior, afirmando que s2n e´ uma
identidade de Mn(K). Mais ainda, Mn(K) na˜o satisfaz nenhuma identidade de grau < 2n.
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1.3 T-ideais
Nesta sec¸a˜o, vemos a estrutura do conjunto das identidades polinomiais de uma a´lgebra.
Definimos base das identidades polinomiais e damos exemplos de bases conhecidas para as iden-
tidades de algumas a´lgebras. Dois resultados simplificam a procura por bases: com hipo´teses
sobre o corpo K, podemos restringir a busca a polinoˆmios espec´ıficos. Va´rias demonstrac¸o˜es
sera˜o omitidas. O leitor pode consultar o Livro [10] onde podera´ encontrar tais demonstrac¸o˜es.
Definic¸a˜o 1.3.1 Dizemos que um ideal I de K〈X〉 e´ um T-ideal , se ϕ(I) ⊆ I para todo
endomorfismo ϕ de K〈X〉. Em outras palavras, I e´ um T-ideal se I e´ invariante sob todos os
endomorfismos de K〈X〉.
Para uma a´lgebra A, seja T (A) o conjunto das identidades polinomiais de A. Sabemos que
T (A) e´ um ideal de K〈X〉. Mais ainda, T (A) e´ um T-ideal de K〈X〉.
Tambe´m sabemos que a intersec¸a˜o de uma famı´lia qualquer de T-ideais e´ um T-ideal. Assim
dado S ⊆ K〈X〉 podemos definir o T-ideal gerado por S, denotado por 〈S〉T , como a intersec¸a˜o
de todos os T-ideais de K〈X〉 que conteˆm S.
Definic¸a˜o 1.3.2 Se S ⊆ T (A) e´ tal que 〈S〉T = T (A), dizemos que S e´ uma base das
identidades de A.
Vejamos alguns exemplos de bases das identidades para algumas a´lgebras.
Exemplo 1.3.3 Se K e´ um corpo de caracter´ıstica zero, enta˜o uma base de T (M2(K)) e´
{s4(x1, x2, x3, x4), h5(x1, x2, x3)}.
Em 1973, Razmyslov [24] provou que T (M2(K)) e´ finitamente gerado para caracter´ıstica de
K igual a zero, determinando uma base com nove identidades. Posteriormente, Drensky [9]
mostrou que T (M2(K)) tem como base as duas identidades anteriores.
Exemplo 1.3.4 Se K e´ um corpo infinito de caracter´ıstica maior que 3, enta˜o uma base de
T (M2(K)) e´ dada por
{s4(x1, x2, x3, x4), [[x1, x2] ◦ [x3, x4], x5]},
em que a ◦ b = 1/2(ab+ ba).
Ja´ para o caso de K ser um corpo infinito de caracter´ıstica igual a 3, uma base de T (M2(K))
e´ dada por
{s4(x1, x2, x3, x4), [[x1, x2] ◦ [x3, x4], x5], r6(x1, . . . , x6)},
em que r6(x1, . . . , x6) = [x1, x2]◦(u◦v)− 18([x1, u, v, x2]+[x1, v, u, x2]−[x2, u, x1, v]−[x2, v, x1, u])
com u = [x3, x4] e v = [x5, x6]. Este resultado foi demonstrado em [19].
Exemplo 1.3.5 Se K e´ um corpo infinito, enta˜o
{[x1, x2][x3, x4] · · · [x2n−1, x2n]}
e´ uma base de T (Un(K)). Este resultado foi demonstrado em [13], para caracter´ıstica de K
igual a zero e por va´rios outros autores, como, por exemplo, Siderov, Kalyulaid, Polin e Vovsi.
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Exemplo 1.3.6 Se K e´ um corpo finito com q elementos, enta˜o
{(x1 − xq1)(x2 − xq
2
2 )(1− [x1, x2]q−1), 2(x1 − xq1) ◦ (x2 − xq2)− (2(x1 − xq1) ◦ (x2 − xq2))q}
formam uma base de T (M2(K)). Este resultado foi demonstrado em [14].
Definiremos a noc¸a˜o de a´lgebra relativamente livre, lembrando do conceito de a´lgebra quo-
ciente apresentado apo´s a Definic¸a˜o 1.1.20.
Definic¸a˜o 1.3.7 A a´lgebra quociente K〈X〉/I sera´ chamada de a´lgebra relativamente livre
quando I e´ o T-ideal das identidades polinomiais de alguma a´lgebra A.
1.3.1 Polinoˆmios multilineares e multihomogeˆneos
Existem relac¸o˜es entre as identidades polinomiais, como expressa a seguinte definic¸a˜o.
Definic¸a˜o 1.3.8 Dois conjuntos de identidades polinomiais sa˜o ditos equivalentes se eles
geram o mesmo T-ideal.
Lema 1.3.9 (i) Sejam f = f(x1, x2, . . . , xn) ∈ K〈X〉 e caracter´ıstica de K igual a zero. Se f
e´ uma identidade, enta˜o f e´ equivalente a um conjunto finito de identidades multilineares.
(ii) Sejam f = f(x1, x2, . . . , xn) ∈ K〈X〉 e K um corpo infinito. Se f e´ uma identidade poli-
nomial, enta˜o f e´ equivalente a um conjunto finito de identidades polinomiais multihomogeˆneas.
A demonstrac¸a˜o do lema anterior pode ser consultada em [10, proposic¸a˜o 4.2.3].
Assim, no caso de caracter´ıstica de K igual a zero, o T-ideal das identidades polinomiais e´
gerado pelas identidades polinomiais multilineares. Ja´ no caso de K ser um corpo infinito, o
T-ideal das identidades polinomiais e´ gerado pelas identidades polinomiais multihomogeˆneas.
1.3.2 Variedades de a´lgebras
Como uma generalizac¸a˜o do conceito de T-ideal de uma a´lgebra, podemos olhar para uma
classe de a´lgebras que satisfaz um conjunto de identidades polinomiais.
Definic¸a˜o 1.3.10 Seja {fi(x1, . . . , xni) ∈ K〈X〉 : i ∈ I} um conjunto de polinoˆmios na a´lgebra
livre K〈X〉. A classe B de todas as a´lgebras que satisfazem as identidades polinomiais fi, com
i ∈ I e´ chamada de variedade definida por {fi : i ∈ I}.
Definic¸a˜o 1.3.11 Uma variedade M⊆ B e´ dita ser uma subvariedade de B.
Definic¸a˜o 1.3.12 O conjunto T (B) de todas as identidades polinomiais da variedade B e´ o
T-ideal da variedade B. Dizemos que o T-ideal T (B) e´ gerado como T-ideal pelo conjunto de
identidades {fi : i ∈ I} da variedade B. Usamos a notac¸a˜o T (B) = 〈{fi : i ∈ I}〉T e dizemos
que {fi : i ∈ I} e´ base das identidades polinomiais de B.
Novamente temos que T (B) e´ um ideal de K〈X〉; ainda T (B) e´ um T-ideal de K〈X〉.
Exemplo 1.3.13 A classe de todas as a´lgebras comutativas e´ a variedade definida por x1x2 −
x2x1.
A classe de todas as a´lgebras associativas e´ a variedade definida pelo conjunto vazio de
identidades polinomiais.
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1.4 Identidades graduadas
Nesta sec¸a˜o, definimos a´lgebra graduada e a´lgebra associativa livre graduada. Em seguida,
vemos que as noc¸o˜es de homomorfismo de a´lgebras, identidade polinomial, T-ideal e bases das
identidades polinomiais teˆm a sua versa˜o graduada. Tambe´m o resultado de simplificac¸a˜o na
busca por bases vale no mundo graduado.
Definic¸a˜o 1.4.1 Seja G um grupo. Dizemos que uma a´lgebra A e´ G-graduada se temos uma
famı´lia de subespac¸os {Ag : g ∈ G} de A tal que
A =
⊕
g∈G
Ag
com AgAh ⊆ Ag+h. para quaisquer g, h ∈ G. Tambe´m dizemos que A =
⊕
g∈GAg com
AgAh ⊆ Ag+h e´ uma G-graduac¸a˜o de A.
Definic¸a˜o 1.4.2 Na definic¸a˜o anterior, os elementos de Ag sa˜o chamados de elementos ho-
mogeˆneos de grau g.
Vejamos alguns exemplos de G-graduac¸o˜es.
Exemplo 1.4.3 Qualquer a´lgebra A possui a seguinte G-graduac¸a˜o: A0 = A e Ag = {0} para
todo g ∈ G− {0}. Esta graduac¸a˜o e´ chamada de graduac¸a˜o trivial.
Exemplo 1.4.4 Considere a a´lgebra de Grassmann E do Exemplo 1.1.8. Sejam E0 o subespac¸o
vetorial de E gerado por
{1, ei1ei2 · · · eim : m e´ par}
e E1 o subespac¸o vetorial de E gerado por
{ei1ei2 · · · eik : k e´ ı´mpar}.
Temos que E = E0 ⊕ E1 e´ uma Z2-graduac¸a˜o de E.
Usaremos a ideia de matrizes elementares eij para as matrizes cuja u´nica entrada na˜o nula
e´ 1 e aparece na i-e´sima linha e j-e´sima coluna.
Exemplo 1.4.5 Seja n um nu´mero inteiro positivo e A = Mn(K). Para t ∈ Zn, considere o
subespac¸o Mn(K)t como o subespac¸o gerado pelas matrizes {eij} tais que j − i = t . Temos
assim uma Zn-graduac¸a˜o de Mn(K), dada por A =
⊕
t∈ZnMn(K)t. Esta graduac¸a˜o e´ chamada
de Zn-graduac¸a˜o usual.
Exemplo 1.4.6 Consideremos no exemplo anterior n=2. Assim para A = M2(K) temos a
Z2-graduac¸a˜o usual dada por A0 =
(
a11 0
0 a22
)
e A1 =
(
0 a12
a21 0
)
com aij ∈ K para todo
i, j ∈ {1, 2}.
Na graduac¸a˜o anterior as matrizes elementares sa˜o elementos homogeˆneos:. e11, e22 ∈ A0;
e12, e21 ∈ A1. Esta ideia nos leva ao conceito de graduac¸a˜o elementar.
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Definic¸a˜o 1.4.7 Suponha que A e´ uma a´lgebra de matrizes G-graduada tal que todas as ma-
trizes elementares sa˜o elementos homogeˆneos. Esta graduac¸a˜o e´ chamada de graduac¸a˜o ele-
mentar ou boa graduac¸a˜o.
Exemplo 1.4.8 Para A = Mn(K) e t ∈ Z, seja Mn(K)t =
{ {0} , se |t| ≥ n
〈eij : j − i = t〉 , se |t| < n .
Temos assim uma Z-graduac¸a˜o de Mn(K), dada por A =
⊕
t∈ZMn(K)t que sera´ chamada de
Z-graduac¸a˜o usual.
Exemplo 1.4.9 Consideremos no exemplo anterior n = 2. Assim para A = M2(K) temos a
Z-graduac¸a˜o usual dada por A−1 =
(
0 0
a21 0
)
, A0 =
(
a11 0
0 a22
)
, A1 =
(
0 a12
0 0
)
com
aij ∈ K para todo i, j ∈ {1, 2}.
Vejamos que no exemplo anterior, apesar da graduac¸a˜o ser no grupo Z, apenas treˆs compo-
nentes sa˜o na˜o nulas, a saber A−1, A0 e A1. Todas as demais componentes da Z-graduac¸a˜o sa˜o
nulas. Isto nos leva a introduzir o conceito de suporte de uma G-graduac¸a˜o.
Definic¸a˜o 1.4.10 Seja A uma a´lgebra G-graduada. O suporte da G-graduac¸a˜o de A e´
supp(A) = {g ∈ G : Ag 6= 0}.
Exemplo 1.4.11 Consideremos em A = M2(K) a G-graduac¸a˜o dada por
A1 =
{(
u v
bv u
)
: u, v ∈ K
}
, Ag =
{(
u v
−bv −u
)
: u, v ∈ K
}
, Ah = 0
para todo h ∈ G− {1, g} em que g ∈ G e´ um elemento de ordem 2 e b ∈ K−K2.
Assim supp(M2(K)) = {1, g}. Lembrando que como g tem ordem 2, temos supp(M2(K)) '
Z2, neste caso. Podemos enta˜o dizer que esta e´ uma Z2-graduac¸a˜o de M2(K).
Proposic¸a˜o 1.4.12 Se A e´ uma a´lgebra G-graduada, enta˜o 1 ∈ A0.
Demonstrac¸a˜o: Sabemos que 1 = a0 + ag1 + · · · + agn em que g1, . . . , gn ∈ G, a0 ∈ A0 e
agi ∈ Agi . Tomemos h ∈ G e ah ∈ Ah quaisquer. Assim ah = aha0 + ahag1 + · · · + ahagn e
vejamos que aha0 ∈ Ah, ahagi ∈ Ah+gi e h, h + g1, . . . , h + gn sa˜o dois a dois distintos. Logo
ahagi = 0 para i = 1, . . . , n e temos aha0 = ah. Analogamente, podemos mostrar que a0ah = ah
e portanto temos a0 = 1.
Definic¸a˜o 1.4.13 Sejam A e B a´lgebras G-graduadas. Um homomorfismo ϕ : A −→ B e´
G-graduado, se ϕ(Ag) ⊆ ϕ(Bg), para todo g ∈ G.
Do mesmo modo, podemos falar em mergulho G-graduado, isomorfismo G-graduado, endo-
morfismo G-graduado e automorfismo G-graduado.
Vejamos a noc¸a˜o de a´lgebra associativa livre G-graduada, para, em seguida, definirmos
identidade polinomial G-graduada e todos os demais conceitos G-graduados.
Seja G um grupo e para todo g ∈ G consideremos um conjunto infinito enumera´vel Xg,
com Xg1 ∩ Xg2 = ∅ se g1 6= g2. Sejam X =
⋃
g∈GXg e K〈X〉 a a´lgebra associativa livre
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com unidade. Definimos para xi ∈ Xg que α(xi) = g; para 1, α(1) = 0 e para x1x2 . . . xn,
α(x1x2 . . . xn) = α(x1) + α(x2) + · · ·α(xn). Se m e´ um monoˆmio de K〈X〉, enta˜o α(m) e´ o
G-grau de m. Seja K〈X〉g o subespac¸o de K〈X〉 gerado pelos monoˆmios m de G-grau g, em
que g ∈ G. Assim K〈X〉 = ⊕g∈GK〈X〉g, K〈X〉gK〈X〉h = K〈X〉g+h para todo g, h ∈ G e K〈X〉
e´ uma a´lgebra G-graduada, chamada de a´lgebra associativa livre G-graduada.
Definic¸a˜o 1.4.14 Seja f um polinoˆmio tal que f ∈ K〈X〉g. Dizemos que f e´ homogeˆneo de
G-grau g e denotamos isso por α(f) = g.
Definic¸a˜o 1.4.15 Sejam A =
⊕
g∈GAg uma a´lgebra G-graduada e 0 6= f(x1, x2, . . . , xn) ∈
K〈X〉. O polinoˆmio f e´ uma identidade polinomial G-graduada (ou simplesmente, uma
identidade G-graduada) de A se f(a1, a2, . . . , an) = 0 para quaisquer ai ∈ Aα(xi) com i = 1, 2,
. . . , n. Caso exista tal f , diremos que A e´ uma PI a´lgebra G-graduada.
Definic¸a˜o 1.4.16 Seja K〈X〉 a a´lgebra associativa livre G-graduada. Um ideal I de K〈X〉
e´ um TG-ideal (ou um ideal G-graduado) se ϕ(I) ⊆ I para todo endomorfismo G-graduado
ϕ de K〈X〉. Em outras palavras, I e´ um TG-ideal se f(g1, g2, . . . , gn) ∈ I, para quaisquer
f(x1, x2, . . . , xn) ∈ I e gi ∈ K〈X〉α(xi), com i = 1, 2, . . . , n.
A noc¸a˜o de TG-ideal gerado por um subconjunto S de K〈X〉 e´ ana´loga a` ideia de T -ideal
gerado por S. Denotaremos por 〈S〉TG o TG-ideal gerado por S.
1.4.1 Polinoˆmios graduados multilineares e multihomogeˆneos
Definic¸a˜o 1.4.17 Dois conjuntos de identidades G-graduadas sa˜o G-equivalentes se eles ge-
ram o mesmo TG-ideal graduado.
Lema 1.4.18 (i) Sejam f = f(x1, x2, . . . , xn) ∈ K〈X〉 e caracter´ıstica de K igual a zero.
Se f e´ uma identidade polinomial G-graduada, enta˜o f e´ equivalente a um conjunto finito
de identidades polinomias G-graduadas multilineares.
(ii) Sejam f = f(x1, x2, . . . , xn) ∈ K〈X〉 e K um corpo infinito. Se f e´ uma identidade poli-
nomial G-graduada, enta˜o f e´ equivalente a um conjunto finito de identidades polinomias
G-graduadas multihomogeˆneas.
A demonstrac¸a˜o do lema anterior e´ completamente ana´loga ao caso na˜o graduado, que pode
ser consultada em [10, proposic¸a˜o 4.2.3].
Observac¸a˜o 1.4.19 Assim, no caso de caracter´ıstica de K igual a zero, o TG-ideal G-graduado
das identidades polinomiais G-graduadas e´ gerado pelas identidades polinomiais G-graduadas
multilineares. Ja´ para o caso de K ser um corpo infinito, o TG-ideal G-graduado das identidades
polinomiais G-graduadas e´ gerado pelas identidades polinomiais G-graduadas multihomogeˆneas.
Observac¸a˜o 1.4.20 Frequentemente omitimos o grupo G nos adjetivos referentes a graduac¸a˜o
quando na˜o existem du´vidas sobre qual e´ o grupo G ao qual estamos nos referindo. Por exemplo,
substitu´ımos G-graduado por graduado e G-grau por grau.
Tambe´m escrevemos Tn-ideal para nos referirmos ao TZn-ideal.
Desta forma, temos a opc¸a˜o de escrever G-graduac¸a˜o com o objetivo de enfatizar o grupo
G em questa˜o.
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Cap´ıtulo 2
Identidades graduadas de M2(K) com K
infinito de caracter´ıstica diferente de 2
Neste cap´ıtulo, usaremos um resultado que classifica todas as graduac¸o˜es poss´ıveis da a´lgebra
M2(K) e estudar as identidades graduadas das Z2-graduac¸o˜es. Veremos que, considerando o
corpo K infinito e de caracter´ıstica diferente de 2, quase todas as Z2-graduac¸o˜es ja´ tem a base
das identidades polinomiais graduadas conhecidas. Pore´m uma das Z2-graduac¸o˜es na˜o tem
a base descrita. E e´ para esta Z2-graduac¸a˜o que vamos exibir a base. Tambe´m exibimos a
base das identidades polinomiais graduadas do envelope de Grassmann de M2(K) com a Z2-
graduac¸a˜o deste cap´ıtulo. Em todo este cap´ıtulo, a menos de menc¸a˜o em contra´rio, K denotara´
um corpo de caracter´ıstica diferente de 2.
2.1 Graduac¸o˜es de M2(K)
Vimos nos Exemplos 1.4.6 e 1.4.9 algumas graduac¸o˜es para M2(K) e nos perguntamos:
Quais sa˜o todas as graduac¸o˜es de M2(K)? Tal pergunta foi feita num cara´ter mais geral por E.
Zelmanov.
Problema 2.1.1 Encontrar todas as G-graduac¸o˜es da a´lgebra das matrizes Mn(K), sendo G
um grupo, K um corpo e n um inteiro positivo.
A resposta depende da estrutura de K e de G. E tambe´m sabemos que e´ muito dif´ıcil
resolver o problema de um modo geral. Em [16] temos a resposta completa para o caso n = 2.
Teorema 2.1.2 [16] Sejam G um grupo com elemento neutro 1, K um corpo e A = M2(K).
(I) Se char(K) 6= 2, enta˜o toda G-graduac¸a˜o de A e´ isomorfa a um dos seguintes tipos.
(1) A graduac¸a˜o trivial, isto e´, A1 = A, Ag = 0 para todo g 6= 1.
(2) A graduac¸a˜o da forma A1 =
(
K 0
0 K
)
, Ag =
(
0 K
K 0
)
e Ah = 0 para todo h ∈ G−{1, g}
em que g ∈ G e´ um elemento de ordem 2.
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(3) A graduac¸a˜o da forma A1 =
{(
u v
bv u
)
: u, v ∈ K
}
, Ag =
{(
u v
−bv −u
)
: u, v ∈ K
}
,
Ah = 0 para todo h ∈ G− {1, g} em que g ∈ G e´ um elemento de ordem 2 e b ∈ K−K2.
(4) A graduac¸a˜o da forma A1 =
(
K 0
0 K
)
, Ag =
(
0 K
0 0
)
, Ag−1 =
(
0 0
K 0
)
e Ah = 0
para todo h ∈ G− {1, g, g−1} em que g ∈ G e´ um elemento de ordem maior que 2.
(5) A graduac¸a˜o da forma A1 = KI2, Ag = KX, Ah = KY , Agh = KXY , Au = 0 para todo
u ∈ G− {1, g, h, gh} em que g, h ∈ G tal que {1, g, h, gh} e´ um subgrupo de G isomorfo a
C2 × C2, e X, Y sa˜o matrizes invert´ıveis tais que X2, Y 2 ∈ KI2 e XY = −Y X.
(II) Se char(K) = 2, enta˜o toda graduac¸a˜o e´ isomorfa a uma das graduac¸o˜es dos tipos (1), (2),
(4) em (I) ou a graduac¸a˜o da forma
(3’) A1 =
{(
u u+ v
b(u+ v) v
)
: u, v ∈ K
}
, Ag =
{(
bu+ v u
u bu+ v
)
: u, v ∈ K
}
, e Ah =
0 se h ∈ G− {1, g} em que g ∈ G e´ um elemento de ordem 2 e b ∈ K− {λ+ λ2 : λ ∈ K}.
Observac¸a˜o 2.1.3 Observemos as graduac¸o˜es na˜o triviais do teorema anterior. Utilizaremos
a mesma numerac¸a˜o do teorema para fazer refereˆncia a cada uma das diferentes graduac¸o˜es.
Em (I), ou seja, para caracter´ıstica de K diferente de 2, as graduac¸o˜es (2) e (3) sa˜o Z2-
graduac¸o˜es (sendo que (2) e´ a Z2-graduac¸a˜o usual); a graduac¸a˜o (4) e´ uma Z-graduac¸a˜o com
suporte {−1, 0, 1} e (5) e´ uma Z2 × Z2-graduac¸a˜o usual.
Ja´ em (II), isto e´, para caracter´ıstica de K igual a 2, a graduac¸a˜o (3’) e´ uma Z2-graduac¸a˜o
e a graduac¸a˜o (4) e´ uma Z-graduac¸a˜o com suporte {−1, 0, 1}.
Restringiremos nossa atenc¸a˜o apenas a`s Z2-graduac¸o˜es. Assim estamos interessados somente
em (2) e (3) em (I) (quando a caracter´ıstica de K e´ diferente de 2) e em (2) e (3’) em (II)
(quando a caracter´ıstica de K igual a 2).
As graduac¸o˜es citadas acima teˆm as suas identidades polinomiais graduadas. Algumas
dessas graduac¸o˜es ja´ teˆm bases das suas identidades polinomiais graduadas descritas.
Aqui vale uma observac¸a˜o: para a classificac¸a˜o das graduac¸o˜es na˜o temos restric¸o˜es sobre a
finitude do corpo K, ja´ para descrever a base das identidades polinomiais graduadas precisamos
de hipo´teses sobre a finitude do corpo K. Isto porque as te´cnicas utilizadas para tratar o
caso de matrizes sobre corpos infinitos sa˜o muito diferentes daquelas empregadas para o caso
de corpos finitos. Existem va´rios motivos para esta diferenc¸a. Vamos citar dois deles: um
dos motivos e´ que quando estamos tratando de matrizes sobre corpos infinitos podemos nos
restringir aos polinoˆmios multihomogeˆneos (basta lembrar da Observac¸a˜o 1.4.19); outro motivo
e´ a existeˆncia de “bons”modelos para a a´lgebra relativamente livre quando o corpo K e´ infinito
que na˜o existem para corpos finitos.
Organizar-nos-emos da seguinte maneira: as primeiras ana´lises sera˜o feitas considerando o
corpo K infinito. Na parte final da tese, analisaremos o que acontece quando K e´ finito.
Enta˜o a partir deste ponto, ate´ o final do cap´ıtulo, K e´ um corpo infinito, ale´m de continuar
tendo caracter´ıstica diferente de 2. Mas sempre que poss´ıvel escreveremos esta hipo´tese para
evitar confusa˜o.
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Veremos a descric¸a˜o das bases das identidades polinomiais graduadas das graduac¸o˜es que
nos interessam: (2) e (3) em (I) (quando a caracter´ıstica de K e´ diferente de 2) e (2) e (3’) em
(II) (quando a caracter´ıstica de K igual a 2), considerando o corpo K infinito.
2.2 Bases conhecidas
Identidades polinomiais graduadas de (2) em (I) e em (II)
Para as graduac¸o˜es (2) em (I) e em (II), temos que
{y1y2 − y2y1, z1z2z3 − z3z2z1}
em que α(yi) = 0 e α(zj) = 1 para i ∈ {1, 2} e j ∈ {1, 2, 3} e´ base das identidades graduadas.
O resultado anterior foi provado primeiramente quando a caracter´ıstica de K e´ zero em [7].
Depois, para K infinito e de caracter´ıstica positiva (diferente de 2) em [18]. Por fim, observou-se
que o resultado tambe´m vale para K infinito e de caracter´ıstica igual a 2 (em [6]).
A graduac¸a˜o em questa˜o e´ um caso particular da Zn-graduac¸a˜o usual (Exemplo 1.4.5) das
matrizes de ordem n pelo grupo Zn. Apenas para recordar a Zn-graduac¸a˜o usual e´ da seguinte
forma. Para t ∈ Zn, seja Mn(K)t o subespac¸o gerado por todas as matrizes eij tais que j− i = t
mod n. Assim Mn(K)0 e´ gerado por matrizes diagonais e Mn(K)t por matrizes da forma
0 · · · 0 a1,t+1 · · · · · · 0
...
...
... a2,t+2
...
...
...
...
. . .
...
0 · · · 0 0 · · · · · · an−t,n
an−t+1,1 · · · 0 0 · · · · · · 0
...
. . .
...
...
...
0 · · · an,t 0 · · · · · · 0

em que aij ∈ K, para i, j ∈ {1, 2, . . . , n}.
O resultado que fornece a base das identidades polinomiais graduadas e´ o seguinte teorema.
Teorema 2.2.1 [25][1] Considere a graduac¸a˜o anterior de Mn(K) por Zn, em que K e´ um
corpo infinito. Enta˜o
{y1y2 − y2y1, z1z2z3 − z3z2z1}, α(yi) = 0, α(z1) = α(z3) = −α(z2),
para i ∈ {1, 2} e´ base das identidades polinomiais graduadas.
O teorema anterior foi provado primeiramente quando a caracter´ıstica de K e´ zero em [25].
Depois, para caracter´ıstica de K positiva, com K infinito, em [1].
2.3 Bases que faltam
Pelo visto na sec¸a˜o anterior, falta determinar bases das identidades polinomiais gradua-
das nos casos restantes, que sa˜o (3) em (I) e (3’) em (II), considerando o corpo K infinito.
Trataremos aqui o primeiro caso. O segundo caso sera´ resolvido no pro´ximo cap´ıtulo.
O pro´ximo teorema e´ o resultado principal deste cap´ıtulo.
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Teorema 2.3.1 Seja A = M2(K). Suponhamos que K e´ um corpo infinito de caracter´ıstica
diferente de 2. Considere a Z2-graduac¸a˜o de A dada por A0 =
(
u v
bv u
)
, A1 =
(
u v
−bv −u
)
com u, v ∈ K e b ∈ K−K2 que aparece como (3) na notac¸a˜o do Teorema 2.1.2. Enta˜o
{y1y2 − y2y1, z1z2z3 − z3z2z1}, α(yi) = 0, α(zj) = 1
para i ∈ {1, 2} e j ∈ {1, 2, 3} e´ base das identidades polinomiais graduadas.
A ideia para provar o teorema e´ a seguinte. Temos um conjunto de identidades polinomiais
graduadas que sa˜o nossas “candidatas” a base. Chamemos de I o T2-ideal das identidades gra-
duadas gerado pelas identidades “candidatas”. O que queremos e´ mostrar que I = T2(M2(K)).
Temos I ⊆ T2(M2(K)). Falta mostrar que T2(M2(K)) ⊆ I e para isso usaremos o fato que
K〈X〉/T2(M2(K) e´ isomorfo a uma determinada a´lgebra de matrizes gene´ricas. Assim basta
encontrar um conjunto de geradores de K〈X〉/I que seja linearmente independente na a´lgebra
das matrizes gene´ricas. Os resultados seguintes teˆm por objetivo provar o teorema anterior.
Denotemos por I o T2-ideal graduado gerado por y1y2−y2y1 e z1z2z3−z3z2z1 e por F (M2(K))
a suba´lgebra de M2(K[y(j)i , z
(j)
i : i ≥ 1, j = 1, 2]) gerada pelas matrizes
Ai =
(
y
(1)
i y
(2)
i
by
(2)
i y
(1)
i
)
, Bi =
(
z
(1)
i z
(2)
i
−bz(2)i −z(1)i
)
, b ∈ K−K2.
Lema 2.3.2 A a´lgebra graduada K〈X〉/T2(M2(K)) e´ isomorfa a a´lgebra F (M2(K)).
Demonstrac¸a˜o: Defina Yi = y
(1)
1 (e11+e22)+y
(2)
i (e12+be21) e Zi = z
(1)
1 (e11−e22)+z(2)i (e12−be21)
em que b ∈ K−K2. Enta˜o defina Φ : K〈X〉 −→ F (M2(K)) por Φ(yi) = Yi e Φ(zi) = Zi. Logo
ker Φ = T2(M2(K)) e Φ e´ um isomorfismo.
Lema 2.3.3 Os polinoˆmios y1y2 − y2y1 e z1z2z3 − z3z2z1 sa˜o identidades graduadas de A.
Demonstrac¸a˜o: Ca´lculo direto.
Lema 2.3.4 a) Se g ∈ K〈X〉0 enta˜o yig − gyi ∈ I ⊆ T2(M2(K)) .
b)A a´lgebra graduada K〈X〉/I e´ gerada sobre K por 1 e pelos seguintes monoˆmios:
ya1ya2 · · · yak ,
ya1ya2 · · · yakzc1zd1zc2zd2 · · · zcmzdm ẑcm+1 ,
ya1ya2 · · · yakzc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdm ẑcm+1
em que a1 ≤ a2 ≤ · · · ≤ ak, b1 ≤ b2 ≤ · · · ≤ bl, c1 ≤ c2 ≤ · · · ≤ cm ≤ cm+1, d1 ≤ d2 ≤ · · · ≤ dm.
k ≥ 0, l ≥ 0, m ≥ 0. No terceiro tipo, se k = l = 0 seu grau e´ maior ou igual a 2. O chape´u
sobre a varia´vel significa que ela pode faltar.
Demonstrac¸a˜o: a) Basta lembrar que g e´ um elemento de K(X)0 e que comuta com os yi por
causa da identidade y1y2 − y2y1.
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b) Usando as identidades y1y2− y2y1 e z1z2z3− z3z2z1 e usando (a), obtemos que para todo
monoˆmio f ∈ K(X)/I temos as seguintes possibilidades:
b1) O monoˆmio f so´ tem yi e portanto podemos ordena´-los usando y1y2− y2y1, tendo assim
o primeiro tipo de monoˆmio.
b2) O monoˆmio f tem yi e zi. Enta˜o o nu´mero de varia´veis zi pode ser par ou ı´mpar. Se
for par, por (a), podemos comutar os zi com os yi e assim obter monoˆmios do segundo tipo.
Se a quantidade de zi for ı´mpar, enta˜o podemos comutar um nu´mero par de zi com os yi e vai
sobrar um z entre yi e assim obter monoˆmios do terceiro tipo. A identidade z1z2z3− z3z2z1 nos
permite ordenar os zi de maneira alternada.
Os resultados seguintes sa˜o para provar a independeˆncia linear dos diferentes tipos de
monoˆmios que aparecem em b) do Lema 2.3.4. Referir-nos-emos a estes monoˆmios como pri-
meiro tipo, segundo tipo e terceiro tipo, conforme a ordem que aparecem no lema.
2.3.1 Independeˆncia linear dos monoˆmios
Independeˆncia linear dos monoˆmios do primeiro tipo
Lema 2.3.5 Mantemos a notac¸a˜o do lema anterior. Enta˜o os monoˆmios do primeiro tipo que
aparece em b), sa˜o linearmente independentes na a´lgebra relativamente livre K〈X〉/T2(M2(K)).
Demonstrac¸a˜o: Como K e´ infinito, e´ suficiente considerar cada conjunto de monoˆmios mul-
tihomogeˆneos de mesmo (multi)grau, isto e´, as mesmas varia´veis aparecem em cada monoˆmio,
e com os mesmos graus. Considerando o primeiro tipo, ou seja, monoˆmios da forma fak =
ya1ya2 · · · yak com a1 ≤ a2 ≤ · · · ≤ ak, considere um (multi)grau fixado. Pela identidade
y1y2− y2y1, podemos ordenar os yi e ver que essencialmente so´ existe um monoˆmio desta forma
para um (multi)grau fixado. Logo monoˆmios do primeiro tipo sa˜o linearmente independentes
em K〈X〉/T2(M2(K)).
Independeˆncia linear dos monoˆmios do segundo tipo
Vejamos o comportamento dos monoˆmios ya1ya2 · · · yakzc1zd1zc2zd2 · · · zcmzdm substituindo
yi = Ai =
(
y
(1)
i y
(2)
i
by
(2)
i y
(1)
i
)
e zi = Bi =
(
z
(1)
i z
(2)
i
−bz(2)i −z(1)i
)
, com b ∈ K−K2, a1 ≤ a2 ≤ · · · ≤ ak,
c1 ≤ c2 ≤ · · · ≤ cm, d1 ≤ d2 ≤ · · · ≤ dm, para mostrar que monoˆmios do segundo tipo do Lema
2.3.4 sa˜o linearmente independentes em K〈X〉/T2(M2(K)).
Comec¸aremos com o caso k = 0, ou seja, quando na˜o aparecem y′s. Faremos um exemplo
e em seguida a induc¸a˜o geral. Depois consideraremos o caso k 6= 0 e novamente faremos um
exemplo e depois a induc¸a˜o geral.
Se k = 0 enta˜o temos somente z′s e veremos a seguir como reconstruir o monoˆmio em
questa˜o.
Exemplo 2.3.6 Se o monoˆmio e´ da forma zc1zd1zc2zd2, com c1 ≤ c2 e d1 ≤ d2, enta˜o apo´s a
substituic¸a˜o temos que a matriz Bc1Bd1Bc2Bd2 tera´ o elemento a12 da forma
z(1)c1 z
(1)
d1
z(1)c2 z
(2)
d2
− z(1)c1 z(1)d1 z(2)c2 z
(1)
d2
+ z(1)c1 z
(2)
d1
z(1)c2 z
(1)
d2
− z(2)c1 z(1)d1 z(1)c2 z
(1)
d2
+bf(z(1)c1 , z
(1)
d1
, z(1)c2 , z
(1)
d2
, z(2)c1 , z
(2)
d1
, z(2)c2 , z
(2)
d2
).
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Observe as parcelas com sinal negativo: nelas todas as varia´veis sa˜o do mesmo“tipo” exceto
uma delas, ou seja, todos os fatores sa˜o da forma z
(1)
? mas um dos fatores e´ da forma z
(2)
? .
Estas parcelas negativas marcam as varia´veis que esta˜o na sequeˆncia c1, c2, . . . , cm no caso de
termos uma quantidade par de z’s.
Vamos esclarecer um pouco mais sobre a independeˆncia linear dos monoˆmios com o mesmo
grau, atrave´s de um exemplo nume´rico.
Com as condic¸o˜es c1 ≤ c2 e d1 ≤ d2 temos 6 (seis) maneiras de ordena´-los em c1d1c2d2.
Pensando em 1,2,3 e 4. Temos: 1234, 1243, 1324, 2134, 2143 e 3142. Mas para cada uma
destas ordenac¸a˜o, o elemento a12 em questa˜o e´ diferente.
Observemos a tabela seguinte onde se destaca as duas parcelas negativas do elemento a12
(na segunda coluna).
Monoˆmio Parcelas Negativas do Elemento a12
z1z2z3z4 −z(1)1 z(1)2 z(2)3 z(1)4 − z(2)1 z(1)2 z(1)3 z(1)4
z1z2z4z3 −z(1)1 z(1)2 z(2)4 z(1)3 − z(2)1 z(1)2 z(1)4 z(1)3
z1z3z2z4 −z(1)1 z(1)3 z(2)2 z(1)4 − z(2)1 z(1)3 z(1)2 z(1)4
z2z1z3z4 −z(1)2 z(1)1 z(2)3 z(1)4 − z(2)2 z(1)1 z(1)3 z(1)4
z2z1z4z3 −z(1)2 z(1)1 z(2)4 z(1)3 − z(2)2 z(1)1 z(1)4 z(1)3
z3z1z4z2 −z(1)3 z(1)1 z(2)4 z(1)2 − z(2)3 z(1)1 z(1)4 z(1)2
Notemos que para cada monoˆmio que aparece na primeira coluna as parcelas negativas do
elemento a12 que esta˜o na segunda coluna sa˜o diferentes. Assim, ao tentarmos fazer uma com-
binac¸a˜o linear nula destes monoˆmios, observaremos que isso so´ e´ poss´ıvel se todos os coeficientes
da combinac¸a˜o linear forem nulos, mostrando assim que eles sa˜o linearmente independentes.
De modo geral, provaremos por induc¸a˜o que este comportamento se repete. Para isso vamos
precisar de um resultado auxiliar.
Lema 2.3.7 Consideramos o monoˆmio zc1zd1zc2zd2 · · · zcmzdm, com c1 ≤ c2 ≤ · · · ≤ cm e
d1 ≤ d2 ≤ · · · ≤ dm, e substitua zi por Bi para todo i ∈ {c1, d1, c2, d2, . . . , cm, dm}. Enta˜o o
elemento na posic¸a˜o (11) da matriz B2m = Bc1Bd1Bc2Bd2 · · ·BcmBdm e´
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm + bg2m(z(i)c1 , z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm , z
(i)
dm
), i ∈ {1, 2}
Demonstrac¸a˜o: Usaremos induc¸a˜o sobre m.
Para m = 1 temos que Bc1Bd1 =
(
z
(1)
c1 z
(1)
d1
− bz(2)c1 z(2)d1 z
(1)
c1 z
(2)
d1
− z(2)c1 z(1)d1
−bz(2)c1 z(1)d1 + bz
(1)
c1 z
(2)
d1
−bz(2)c1 z(2)d1 + z
(1)
c1 z
(1)
d1
)
. Vejamos
que o elemento a11 da forma z
(1)
c1 z
(1)
d1
− bz(2)c1 z(2)d1 nos fornece o resultado para m = 1.
Suponha, por induc¸a˜o, que para B2m−2 = Bc1Bd1Bc2Bd2 · · ·Bcm−1Bdm−1 o elemento a11 e´
z
(1)
c1 z
(1)
d1
z
(1)
c2 z
(1)
d2
· · · z(1)cm−1z(1)dm−1 + bg2m−2(z
(i)
c1 , z
(i)
d1
, z
(i)
c2 , z
(i)
d2
, . . . , z
(i)
cm−1 , z
(i)
dm−1), i ∈ {1, 2}.
Para Bc1Bd1Bc2Bd2 · · ·BcmBdm = (Bc1Bd1Bc2Bd2 · · ·Bcm−1Bdm−1)(BcmBdm) temos que o ele-
mento a11 e´
(z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm−1z(1)dm−1 + bg2m−2(z(i)c1 , z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm−1 , z
(i)
dm−1))(z
(1)
cm z
(1)
dm
− bz(2)cm z(2)dm)
+(a12)(−bz(2)cm z(1)dm + bz(1)cm z
(2)
dm
),
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em que a12 e´ o elemento a12 da matriz B2m−2. Distribuindo as multiplicac¸o˜es temos
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm−1z(1)dm−1z(1)cm z
(1)
dm
+ (bg2m−2(z(i)c1 , z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm−1 , z
(i)
dm−1))z
(1)
cm z
(1)
dm
+z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm−1z(1)dm−1(−bz(2)cm z
(2)
dm
)
+(bg2m−2(z(i)c1 , z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm−1 , z
(i)
dm−1))(−bz(2)cm z
(2)
dm
)
+(a12)(−bz(2)cm z(1)dm) + (a12)(bz(1)cm z
(2)
dm
).
Fazendo as contas teremos a11 da matriz B2m na forma desejada.
Podemos provar o comportamento desejado para o elemento a12 de
B2m = Bc1Bd1Bc2Bd2 · · ·BcmBdm .
Queremos provar o seguinte resultado.
Proposic¸a˜o 2.3.8 Considere o monoˆmio zc1zd1zc2zd2 · · · zcmzdm com c1 ≤ c2 ≤ · · · ≤ cm e
d1 ≤ d2 ≤ · · · ≤ dm. Substitua zi por Bi para todo i ∈ {c1, d1, c2, d2, . . . , cm, dm}. O elemento
a12 da matriz B2m = Bc1Bd1Bc2Bd2 · · ·BcmBdm e´ da forma
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(2)dm − z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(2)cm z(1)dm + z(1)c1 z
(1)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(1)dm + · · ·+
−z(1)c1 z(1)d1 z(2)c2 z
(1)
d2
· · · z(1)cm z(1)dm + z(1)c1 z
(2)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm − z(2)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+bf2m(z
(i)
c1
, z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm , z
(i)
dm
),
na qual as parcelas negativas marcam as varia´veis da sequeˆncia c1, c2, . . . , cm e i ∈ {1, 2}.
Demonstrac¸a˜o: Vamos usar induc¸a˜o sobre m.
Para m = 1, temos Bc1Bd1 =
(
z
(1)
c1 z
(1)
d1
− bz(2)c1 z(2)d1 z
(1)
c1 z
(2)
d1
− z(2)c1 z(1)d1
−bz(2)c1 z(1)d1 + bz
(1)
c1 z
(2)
d1
−bz(2)c1 z(2)d1 + z
(1)
c1 z
(1)
d1
)
. O elemento
a12 da forma z
(1)
c1 z
(2)
d1
− z(2)c1 z(1)d1 nos fornece o resultado para m = 1.
Suponha, por induc¸a˜o, que para B2m−2 = Bc1Bd1Bc2Bd2 · · ·Bcm−1Bdm−1 o elemento a12 e´
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm−1z(2)dm−1 − z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(2)cm−1z(1)dm−1 · · ·+ z(1)c1 z
(1)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm−1z(1)dm−1
−z(1)c1 z(1)d1 z(2)c2 z
(1)
d2
· · · z(1)cm−1z(1)dm−1 + z(1)c1 z
(2)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm−1z(1)dm−1 − z(2)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm−1z(1)dm−1
+bf2m−2(z(i)c1 , z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm−1 , z
(i)
dm−1),
na qual as parcelas negativas marcam as varia´veis que esta˜o na sequeˆncia c1, c2, . . . , cm−1
e i ∈ {1, 2}. Para Bc1Bd1Bc2Bd2 · · ·BcmBdm = (Bc1Bd1Bc2Bd2 · · ·Bcm−1Bdm−1)(BcmBdm), o
elemento a12 e´
(a11)(z
(1)
cm z
(2)
dm
− z(2)cm z(1)dm) + (a12)(−bz(2)cm z
(2)
dm
+ z(1)cm z
(1)
dm
),
em que a11 e a12 sa˜o os elementos a11 e a12 da matriz B2m−2.
Distribuindo as multiplicac¸o˜es temos
(a11)(z
(1)
cm z
(2)
dm
)− (a11)(z(2)cm z(1)dm) + (a12)(−bz(2)cm z
(2)
dm
) + (a12)(z
(1)
cm z
(1)
dm
) (2.1)
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Usando o lema anterior, que diz a forma do elemento a11, temos que as duas primeiras parcelas
anteriores se tornam
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm−1z(1)dm−1z(1)cm z
(2)
dm
+ bg2m−2(z(i)c1 , z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm−1 , z
(i)
dm−1)(z
(1)
cm z
(2)
dm
)
−z(1)c1 z(1)d1 z(1)c2 z
(1)
d2
· · · z(1)cm−1z(1)dm−1z(2)cm z
(1)
dm
− bg2m−2(z(i)c1 , z(i)d1 , z(i)c2 , z
(i)
d2
, . . . , z(i)cm−1 , z
(i)
dm−1)(z
(2)
cm z
(1)
dm
).
Pela induc¸a˜o (que diz a forma do elemento a12), a u´ltima parcela de (2.1) se torna
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm−1z(2)dm−1z(1)cm z
(1)
dm
− z(1)c1 z(1)d1 z(1)c2 z
(1)
d2
· · · z(2)cm−1z(1)dm−1z(1)cm z
(1)
dm
· · ·+ z(1)c1 z(1)d1 z(1)c2 z
(2)
d2
· · · z(1)cm−1z(1)dm−1z(1)cm z
(1)
dm
− z(1)c1 z(1)d1 z(2)c2 z
(1)
d2
· · · z(1)cm−1z(1)dm−1z(1)cm z
(1)
dm
+z(1)c1 z
(2)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm−1z(1)dm−1z(1)cm z
(1)
dm
− z(2)c1 z(1)d1 z(1)c2 z
(1)
d2
· · · z(1)cm−1z(1)dm−1z(1)cm z
(1)
dm
+bf2m−2(z(i)c1 , z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm−1 , z
(i)
dm−1)(z
(1)
cm z
(1)
dm
).
Na˜o nos interessa desenvolver a terceira parcela de (2.1), pois ela ja´ e´ um mu´ltiplo de b.
Segue das contas anteriores que a12 da matriz B2m e´ da forma desejada.
Ainda considerando k = 0 (ou seja, tendo somente z′s), se tivermos uma quantidade ı´mpar
de z’s tambe´m veremos a seguir como reconstruir o monoˆmio em questa˜o.
Exemplo 2.3.9 Se o monoˆmio e´ da forma zc1zd1zc2 com c1 ≤ c2, enta˜o apo´s a substituic¸a˜o
temos que a matriz Bc1Bd1Bc2 tera´ o elemento a12 da forma
z(1)c1 z
(1)
d1
z(1)c2 + z
(1)
c1
z
(1)
d1
z(2)c2 − z(1)c1 z(2)d1 z(1)c2 + bf(z(1)c1 , z
(1)
d1
, z(1)c2 , z
(2)
c1
, z
(2)
d1
, z(2)c2 )
Observe novamente as parcelas com sinal negativo: nelas todas as varia´veis sa˜o do mesmo
“tipo” exceto uma delas, ou seja, todos os fatores sa˜o da forma z
(1)
? mas um dos fatores e´ da
forma z
(2)
? . Estas parcelas negativas marcam as varia´veis que esta˜o na sequeˆncia d1, d2, . . . , dm
no caso de termos uma quantidade ı´mpar de z’s.
Provaremos que este comportamento se repete. Mas antes, precisaremos novamente de um
resultado auxiliar.
Lema 2.3.10 Considere o monoˆmio zc1zd1zc2zd2 · · · zcmzdmzcm+1, c1 ≤ c2 ≤ · · · ≤ cm ≤ cm+1 e
d1 ≤ d2 ≤ · · · ≤ dm. Substitua zi por Bi para todo i ∈ {c1, d1, c2, d2, . . . , cm, dm, cm+1}. Enta˜o o
elemento a11 da matriz B2m+1 = Bc1Bd1Bc2Bd2 · · ·BcmBdmBcm+1 e´
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1 + bh2m+1(z(i)c1 , z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm , z
(i)
dm
, z(i)cm+1), i ∈ {1, 2}
Demonstrac¸a˜o: Vamos aproveitar as contas do Lema 2.3.7. Ja´ sabemos como se comporta o
elemento a11 de B2m. Para encontrar a11 de B2m+1 basta calcular (a11)z
(1)
cm+1 + (a12)(−bz(2)cm+1)
em que a11 e a12 sa˜o os elementos a11 e a12 da matriz B2m. A segunda parcela ja´ e´ mu´ltiplo de
b e pelo Lema 2.3.7, temos a11 = z
(1)
c1 z
(1)
d1
z
(1)
c2 z
(1)
d2
· · · z(1)cm z(1)dm + bg2m(z
(i)
c1 , z
(i)
d1
, z
(i)
c2 , z
(i)
d2
, . . . , z
(i)
cm , z
(i)
dm
).
Fazendo as contas teremos que a11 da matriz B2m+1 e´ da forma desejada.
Podemos provar o comportamento desejado para o elemento a12 de
B2m+1 = Bc1Bd1Bc2Bd2 · · ·BcmBdmBcm+1 .
Queremos provar o seguinte resultado.
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Proposic¸a˜o 2.3.11 Considere o monoˆmio zc1zd1zc2zd2 · · · zcmzdmzcm+1, c1 ≤ c2 ≤ · · · ≤ cm ≤
cm+1 e d1 ≤ d2 ≤ · · · ≤ dm. Substitua zi por Bi para todo i ∈ {c1, d1, c2, d2, . . . , cm, dm, cm+1}.
Enta˜o o elemento a12 da matriz B2m+1 = Bc1Bd1Bc2Bd2 · · ·BcmBdmBcm+1 e´ da forma
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(2)cm+1 − z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(2)dmz(1)cm+1
+z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(2)cm z(1)dmz(1)cm+1 · · · − z(1)c1 z
(1)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(1)dmz(1)cm+1
+z(1)c1 z
(1)
d1
z(2)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1 − z(1)c1 z
(2)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
+z(2)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1 + bp2m+1(z(i)c1 , z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm , z
(i)
dm
, z(i)cm+1),
e as parcelas negativas marcam as varia´veis da sequeˆncia d1, d2, . . . , dm e i ∈ {1, 2}.
Demonstrac¸a˜o: Aproveitamos as contas da Proposic¸a˜o 2.3.8. Ja´ sabemos como se comporta
o elemento a12 de B2m. Para encontrar a12 de B2m+1 basta calcular (a11)z
(2)
cm+1 + (a12)(−z(1)cm+1)
em que a11 e a12 sa˜o os elementos a11 e a12 da matriz B2m.
A primeira parcela, pelo lema anterior, sera´ z
(1)
c1 z
(1)
d1
z
(1)
c2 z
(1)
d2
· · · z(1)cm z(1)dmz
(2)
cm+1 e a segunda par-
cela sera´, pela Proposic¸a˜o 2.3.8, igual a
−z(1)c1 z(1)d1 z(1)c2 z
(1)
d2
· · · z(1)cm z(2)dmz(1)cm+1 + z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(2)cm z(1)dmz(1)cm+1
· · · − z(1)c1 z(1)d1 z(1)c2 z
(2)
d2
· · · z(1)cm z(1)dmz(1)cm+1 + z(1)c1 z
(1)
d1
z(2)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
−z(1)c1 z(2)d1 z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1 + z(2)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
+bf2m(z
(i)
c1
, z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm , z
(i)
dm
)(−z(1)cm+1),
com i ∈ {1, 2}. Portanto a12 da matriz B2m+1 e´ da forma desejada.
Suponha k 6= 0, isto e´, aparecem ya1ya2 · · · yak nos monoˆmios da forma
ya1ya2 · · · yakzc1zd1zc2zd2 · · · zcmzdm .
Exemplo 2.3.12 Suponha que o monoˆmio e´ ya1ya2zc1zd1zc2zd2, com a1 ≤ a2, c1 ≤ c2 e d1 ≤
d2. Apo´s as substituic¸o˜es anteriores temos que Aa1Aa2Bc1Bd1Bc2Bd2 e´ uma matriz na qual o
elemento a12 tem a forma
y(1)a1 y
(1)
a2
z(1)c1 z
(1)
d1
z(1)c2 z
(2)
d2
− y(1)a1 y(1)a2 z(1)c1 z(1)d1 z(2)c2 z
(1)
d2
+ y(1)a1 y
(1)
a2
z(1)c1 z
(2)
d1
z(1)c2 z
(1)
d2
−y(1)a1 y(1)a2 z(2)c1 z(1)d1 z(1)c2 z
(1)
d2
− y(1)a1 y(2)a2 z(1)c1 z(1)d1 z(1)c2 z
(1)
d2
− y(2)a1 y(1)a2 z(1)c1 z(1)d1 z(1)c2 z
(1)
d2
+bf(z(i)cj , z
(i)
dj
, y(i)aj ),
com i ∈ {1, 2} e j ∈ {1, 2}.
Veja que em cada parcela destacada todas as varia´veis sa˜o do mesmo“tipo” exceto uma delas.
Observe as parcelas com sinal negativo. Existem dois tipos delas: num tipo a varia´vel
“diferente” e´ da forma y
(2)
? , no outro tipo a varia´vel “diferente” e´ da forma z
(2)
? . As parcelas
negativas nas quais a varia´vel “diferente” e´ da forma y
(2)
? marcam as varia´veis que esta˜o antes
das varia´veis z’s. Ja´ as parcelas negativas do outro tipo (nas quais a varia´vel “diferente” e´ da
forma z
(2)
? ) marcam as varia´veis que esta˜o na sequeˆncia c1, c2, . . . , cm, pois neste caso temos
uma quantidade par de z’s.
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Vamos novamente generalizar as observac¸o˜es anteriores. E para isto, observemos os quatro
resultados seguintes. O primeiro e´ um ana´logo do Lema 2.3.7 mas desta vez com matrizes
do tipo Ai, o segundo sera´ ana´logo a Proposic¸a˜o 2.3.8 tambe´m para matrizes do tipo Ai. Ja´
o terceiro e´ uma maneira de juntar matrizes do tipo Ai com matrizes do tipo Bj (para uma
quantidade par de z’s) e o quarto resultado junta matrizes do tipo Ai com matrizes do tipo Bj,
para uma quantidade ı´mpar de z’s.
Lema 2.3.13 Considere um monoˆmio da forma ya1ya2 · · · yak com a1 ≤ a2 ≤ · · · ≤ ak. Substi-
tua yi por Ai para todo i ∈ {a1, a2, . . . , ak}. Enta˜o o elemento a11 da matriz Ak = Aa1Aa2 · · ·Aak
e´ da forma
y(1)a1 y
(1)
a2
· · · y(1)ak + bqk(y(i)a1 , y(i)a2 , · · · , y(i)ak ), i ∈ {1, 2}.
Demonstrac¸a˜o: Usaremos induc¸a˜o sobre k. Para k = 1 temos que Aa1 =
(
y
(1)
a1 y
(2)
a1
by
(2)
a1 y
(1)
a1
)
. Ao
observarmos o elemento a11 temos o resultado para k = 1.
Suponha, por hipo´tese de induc¸a˜o, que para Ak−1 = Aa1Aa2 · · ·Aak−1 o elemento a11 e´
y(1)a1 y
(1)
a2
· · · y(1)ak−1 + bqk−1(y(i)a1 , y(i)a2 , · · · , y(i)ak−1)
com i ∈ {1, 2}. Para Aa1Aa2 · · ·Aak = (Aa1Aa2 · · ·Aak−1)(Aak) temos que o elemento a11 e´
(y(1)a1 y
(1)
a2
· · · y(1)ak−1 + bqk−1(y(i)a1 , y(i)a2 , · · · , y(i)ak−1))y(1)ak + (a12)(by(2)ak )
em que a12 e´ o elemento a12 da matriz Ak−1. Fazendo as contas teremos a11 da matriz Ak na
forma desejada.
Proposic¸a˜o 2.3.14 Considere o monoˆmio ya1ya2 · · · yak com a1 ≤ a2 ≤ · · · ≤ ak. Substitua yi
por Ai para todo i ∈ {a1, a2, . . . , ak}. O elemento a12 da matriz Ak = Aa1Aa2 · · ·Aak e´ da forma
y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(2)ak + y(1)a1 y(1)a2 y(1)a3 · · · y(2)ak−1y(1)ak + · · ·+ y(1)a1 y(1)a2 y(2)a3 · · · y(1)ak−1y(1)ak
+y(1)a1 y
(2)
a2
y(1)a3 · · · y(1)ak−1y(1)ak + y(2)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak + bqk(y(i)a1 , y(i)a2 , · · · , y(i)ak )
com i ∈ {1, 2}.
Demonstrac¸a˜o: Vamos usar induc¸a˜o sobre k. Para k = 1 temos Aa1 =
(
y
(1)
a1 y
(2)
a1
by
(2)
a1 y
(1)
a1
)
. Ao
observarmos o elemento a12 = y
(2)
a1 temos o resultado para k = 1.
Suponha, por hipo´tese de induc¸a˜o, que para Ak−1 = Aa1Aa2 · · ·Aak−1 o elemento a12 e´
y(1)a1 y
(1)
a2
y(1)a3 · · · y(2)ak−1 + y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1 + · · ·+ y(1)a1 y(1)a2 y(2)a3 · · · y(1)ak−1
+y(1)a1 y
(2)
a2
y(1)a3 · · · y(1)ak−1 + y(2)a1 y(1)a2 y(1)a3 · · · y(1)ak−1 + bqk−1(y(i)a1 , y(i)a2 , · · · , y(i)ak−1)
com i ∈ {1, 2}.
Para Aa1Aa2 · · ·Aak = (Aa1Aa2 · · ·Aak−1)(Aak), o elemento a12 e´ (a11)(y(2)ak ) + (a12)(y(1)ak ) em
que a11 e a12 sa˜o os elementos a11 e a12 da matriz Ak−1. Pelo Lema 2.3.13 temos a forma de
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a11 e a primeira parcela fica y
(1)
a1 y
(1)
a2 y
(1)
a3 · · · y(1)ak−1y(2)ak . Pela hipo´tese de induc¸a˜o temos a forma de
a12 e a segunda parcela fica
y(1)a1 y
(1)
a2
y(1)a3 · · · y(2)ak−1y(1)ak + · · ·+ y(1)a1 y(1)a2 y(2)a3 · · · y(1)ak−1y(1)ak + y(1)a1 y(2)a2 y(1)a3 · · · y(1)ak−1y(1)ak
+y(2)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak + bqk−1(y(i)a1 , y(i)a2 , · · · , y(i)ak−1)(y(1)ak )
com i ∈ {1, 2}. Portanto temos a12 da matriz Ak na forma esperada.
Vamos tentar “juntar” os dois tipos de matrizes. Uma matriz que seja resultado da substi-
tuic¸a˜o de yi por Ai em um monoˆmio ya1ya2 · · · yak , com a1 ≤ a2 ≤ · · · ≤ ak, e´ da forma(
y
(1)
a1 y
(1)
a2 · · · y(1)ak + bqk(y(i)aj ) ay12
bay12 y
(1)
a1 y
(1)
a2 · · · y(1)ak + bqk(y(i)aj )
)
com i ∈ {1, 2} e j ∈ {1, 2, . . . , k} e ay12 e´ dado pela Proposic¸a˜o 2.3.14 .
A matriz que e´ resultado da substituic¸a˜o de zj por Bj no monoˆmio zc1zd1zc2zd2 · · · zcmzdm ,
com c1 ≤ c2 ≤ · · · ≤ cm e d1 ≤ d2 ≤ · · · ≤ dm, e´ da forma(
z
(1)
c1 z
(1)
d1
z
(1)
c2 z
(1)
d2
· · · z(1)cm z(1)dm + bh2m(+1)(z
(i)
cj , z
(i)
dj
) az12
−baz12 −z(1)c1 z(1)d1 z
(1)
c2 z
(1)
d2
· · · z(1)cm z(1)dm − bh2m(+1)(z
(i)
cj , z
(i)
dj
)
)
com i ∈ {1, 2}, j ∈ {1, 2, . . . ,m} e az12 dado pelas Proposic¸o˜es 2.3.8 ou 2.3.11, conforme a
quantidade de z’s e´ par ou ı´mpar.
Assim, se tomarmos o elemento a12 do produto das duas matrizes anteriores, temos
(y(1)a1 y
(1)
a2
· · · y(1)ak + bqk(y(i)aj ))(az12) + (ay12)(−z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm − bh2m(+1)(z(i)cj , z
(i)
dj
))
Distribuindo as multiplicac¸o˜es temos as seguintes parcelas
(y(1)a1 y
(1)
a2
· · · y(1)ak )(az12)+(bqk(y(i)aj ))(az12)−(ay12)(z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm)−(ay12)(bh2m(+1)(z(i)cj , z
(i)
dj
))
Observando que a segunda e a quarta parcelas sa˜o ambas mu´ltiplas de b e lembrando que os casos
de quantidade par e ı´mpar de z’s sa˜o diferentes, podemos enunciar as seguintes proposic¸o˜es.
Proposic¸a˜o 2.3.15 Considere um monoˆmio da forma ya1ya2 · · · yakzc1zd1zc2zd2 · · · zcmzdm com
a1 ≤ a2 ≤ · · · ≤ ak, c1 ≤ c2 ≤ · · · ≤ cm e d1 ≤ d2 ≤ · · · ≤ dm. Substitua yi por Ai e zj por Bj
para todos i ∈ {a1, a2, . . . , ak} e j ∈ {c1, d1, c2, d2, . . . , cm, dm}. Enta˜o o elemento a12 da matriz
ABk2m = Aa1Aa2 · · ·AakBc1Bd1Bc2Bd2 · · ·BcmBdm e´ da forma
y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(2)dm
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(2)cm z(1)dm
· · ·
+y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(1)dm
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(2)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(2)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
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−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(2)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(2)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−y(1)a1 y(1)a2 y(1)a3 · · · y(2)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
· · ·
−y(1)a1 y(1)a2 y(2)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−y(1)a1 y(2)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−y(2)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+bf ′k2m(y
(i)
aj
, z(i)cn , z
(i)
dn
),
com i ∈ {1, 2}, j ∈ {1, 2, . . . , k}, n ∈ {1, 2, . . . ,m}.
As parcelas negativas nas quais aparecem as varia´veis do tipo z
(2)
? marcam as varia´veis da
sequeˆncia c1, c2, . . . , cm e as parcelas negativas nas quais aparecem as varia´veis do tipo y
(2)
?
marcam as da sequeˆncia a1, a2, . . . , ak.
De modo ana´logo para uma quantidade ı´mpar de z’s.
Proposic¸a˜o 2.3.16 Considere um monoˆmio da forma ya1ya2 · · · yakzc1zd1zc2zd2 · · · zcmzdmzcm+1
com a1 ≤ a2 ≤ · · · ≤ ak, c1 ≤ c2 ≤ · · · ≤ cm ≤ cm+1 e d1 ≤ d2 ≤ · · · ≤ dm. Substitua yi por
Ai e zj por Bj para todos i ∈ {a1, a2, . . . , ak} e j ∈ {c1, d1, c2, d2, . . . , cm, dm, cm+1}. Enta˜o o
elemento a12 da matriz ABk2m+1 = Aa1Aa2 · · ·AakBc1Bd1Bc2Bd2 · · ·BcmBdmBcm+1 e´ da forma
y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(2)cm+1
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(2)dmz(1)cm+1
+y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(2)cm z(1)dmz(1)cm+1
· · ·
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(1)dmz(1)cm+1
+y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(2)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(2)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
+y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(2)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(2)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
−y(1)a1 y(1)a2 y(1)a3 · · · y(2)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
· · ·
−y(1)a1 y(1)a2 y(2)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
−y(1)a1 y(2)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
−y(2)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
+bf ′k2m+1(y
(i)
aj
, z(i)cn , z
(i)
dn
, cm+1),
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com i ∈ {1, 2}, j ∈ {1, 2, . . . , k}, n ∈ {1, 2, . . . ,m}.
Ale´m disso, as parcelas negativas nas quais aparecem as varia´veis do tipo z
(2)
? marcam as
varia´veis que esta˜o na sequeˆncia d1, d2, . . . , dm e as parcelas negativas nas quais aparecem as
varia´veis do tipo y
(2)
? marcam as varia´veis que esta˜o na sequeˆncia a1, a2, . . . , ak.
O conjunto dos resultados anteriores nos permite provar o seguinte lema.
Lema 2.3.17 Mantendo a notac¸a˜o do Lema 2.3.4, considere o segundo tipo de monoˆmio que
aparece em b) do Lema 2.3.4. Enta˜o eles sa˜o linearmente independentes na a´lgebra relativa-
mente livre K〈X〉/T2(M2(K)).
Independeˆncia linear dos monoˆmios do terceiro tipo
Observemos o comportamento de monoˆmios da forma
ya1ya2 · · · yakzc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdm ẑcm+1 ,
com a1 ≤ a2 ≤ · · · ≤ ak, b1 ≤ b2 ≤ · · · ≤ bl, c1 ≤ c2 ≤ · · · ≤ cm ≤ cm+1 e d1 ≤ d2 ≤ · · · ≤ dm,
quando sa˜o efetuadas as substituic¸o˜es yi = Ai e zi = Bi, em que
Ai =
(
y
(1)
i y
(2)
i
by
(2)
i y
(1)
i
)
, Bi =
(
z
(1)
i z
(2)
i
−bz(2)i −z(1)i
)
, b ∈ K−K2.
Tambe´m sabemos que existem diferenc¸as no comportamento final do monoˆmio se a varia´vel
zcm+1 aparece ou na˜o no monoˆmio. Se zcm+1 na˜o aparece no monoˆmio temos uma quantidade
par de z’s, se zcm+1 aparece temos uma quantidade ı´mpar de z’s.
Assim faremos uma primeira ana´lise para uma quantidade par de z’s e por fim para uma
quantidade ı´mpar de z’s.
Vamos proceder da maneira anterior: enunciar um exemplo e depois demonstrar o caso
geral. Tambe´m vamos comec¸ar com o caso k = 0 para posteriormente analisar o caso k 6= 0.
Se k = 0 temos monoˆmios da forma zc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdm com b1 ≤ b2 ≤ · · · ≤ bl,
c1 ≤ c2 ≤ · · · ≤ cm e d1 ≤ d2 ≤ · · · ≤ dm, e veremos a seguir como reconstruir o monoˆmio em
questa˜o.
Exemplo 2.3.18 Se o monoˆmio e´ da forma zc1yb1yb2zd1zc2zd2 com b1 ≤ b2, c1 ≤ c2 e d1 ≤ d2,
enta˜o apo´s a substituic¸a˜o temos que a matriz
Bc1Ab1Ab2Bd1Bc2Bd2
tera´ o elemento a12 da forma
y
(1)
b1
y
(1)
b2
z(1)c1 z
(1)
d1
z(1)c2 z
(2)
d2
− y(1)b1 y
(1)
b2
z(1)c1 z
(1)
d1
z(2)c2 z
(1)
d2
+ y
(1)
b1
y
(1)
b2
z(1)c1 z
(2)
d1
z(1)c2 z
(1)
d2
− y(1)b1 y
(1)
b2
z(2)c1 z
(1)
d1
z(1)c2 z
(1)
d2
−y(1)b1 y
(2)
b2
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
− y(2)b1 y
(1)
b2
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
+ bf(z(i)cn , z
(i)
dn
, y
(i)
bj
)
com i ∈ {1, 2}, j ∈ {1, 2, . . . , l}, n ∈ {1, 2, . . . ,m}.
Observe as parcelas com sinal negativo: nelas as varia´veis sa˜o do mesmo“tipo” exceto uma
delas. Quando o fator diferente e´ z
(2)
? , as parcelas marcam as varia´veis que esta˜o na sequeˆncia
c1, c2, . . . , cm. Quando o fator diferente e´ y
(2)
? , as parcelas indicam as varia´veis da sequeˆncia
b1, b2, . . . , bl. Observe que na˜o temos nenhuma parcela com sinal positivo na qual a varia´vel
diferente seja da forma y
(2)
? . Isto indica que na˜o temos a sequeˆncia a1, a2, . . . , ak, neste caso.
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Vamos ao caso geral.
Proposic¸a˜o 2.3.19 Considere um monoˆmio da forma zc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdm com
b1 ≤ b2 ≤ · · · ≤ bl, c1 ≤ c2 ≤ · · · ≤ cm e d1 ≤ d2 ≤ · · · ≤ dm. Substitua yi por Ai e zj por Bj
para todos i ∈ {b1, b2, . . . , bl} e j ∈ {c1, d1, c2, d2, . . . , cm, dm}. Enta˜o o elemento a12 da matriz
ABl2m = Bc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm
e´ da forma
z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(2)dm
−z(1)c1 y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(2)cm z(1)dm
· · ·
+z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(1)dm
−z(1)c1 y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(2)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(2)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−z(2)c1 y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−z(1)c1 y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(2)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−z(1)c1 y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(2)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
· · ·
−z(1)c1 y(1)b1 y
(1)
b2
y
(2)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−z(1)c1 y(1)b1 y
(2)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−z(1)c1 y(2)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+bf ′l2m(y
(i)
bj
, z(i)cn , z
(i)
dn
),
com i ∈ {1, 2}, j ∈ {1, 2, . . . , l}, n ∈ {1, 2, . . . ,m}.
As parcelas negativas nas quais aparecem as varia´veis do tipo z
(2)
? marcam as varia´veis que
esta˜o na sequeˆncia c1, c2, . . . , cm e as parcelas negativas nas quais aparecem as varia´veis do
tipo y
(2)
? marcam as varia´veis da sequeˆncia b1, b2, . . . , bl (que fica entre c1 e d1).
Demonstrac¸a˜o: Para calcular o elemento a12 de Bc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm , mul-
tiplicamos a matriz Bc1 por Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm . A segunda matriz tem uma
quantidade ı´mpar de z’s e sabemos a sua forma geral, tomando o cuidado de verificar que a
primeira matriz do tipo B que aparece e´ Bd1 .
Assim para termos a12 de Bc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm basta calcular o elemento
(z
(1)
c1 )(a12) + (z
(2)
c1 )(a22) em que a12 e a22 veˆm da matriz Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm .
Vejamos tambe´m que, neste caso, a22 = −a11, devido a quantidade ı´mpar de z’s.
Temos que a12 da matriz
Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm
e´ da forma
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y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(2)dm
−y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(2)cm z(1)dm
· · ·
+y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(1)dm
−y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(2)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(2)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(2)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(2)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
· · ·
−y(1)b1 y
(1)
b2
y
(2)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−y(1)b1 y
(2)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−y(2)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+bf ′l2m−1(y
(i)
bj
, z(i)cn , z
(i)
dn
),
com i ∈ {1, 2}, j ∈ {1, 2, . . . , l}, n ∈ {1, 2, . . . ,m}, que deve ser multiplicado por (z(1)c1 ). Observe
que as parcelas negativas nas quais aparecem fatores do tipo z
(2)
? esta˜o marcando as varia´veis
que aparecem na sequeˆncia c2, c3, . . . , cm.
Ja´ a parcela (z
(2)
c1 )(a22) fica da forma (z
(2)
c1 )(−y(1)a1 y(1)a2 y(1)a3 · · · y(1)al−1y(1)al z(1)d1 z
(1)
c2 z
(1)
d2
· · · z(1)cm z(1)dm +
bf(y
(i)
aj , z
(i)
cn , z
(i)
dn
)) com i ∈ {1, 2}, j ∈ {1, 2, . . . , l} e n ∈ {1, 2, . . . ,m}. Fazendo as contas temos
a12 de Bc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm na forma desejada.
Observe que, se considerarmos l = 0, reca´ımos em monoˆmios do segundo tipo.
Considerando k 6= 0 tambe´m veremos a seguir como reconstruir o monoˆmio em questa˜o.
Exemplo 2.3.20 Se o monoˆmio e´ da forma ya1ya2zc1yb1yb2zd1zc2 com a1 ≤ a2, b1 ≤ b2 e
c1 ≤ c2, enta˜o apo´s a substituic¸a˜o temos que a matriz Aa1Aa2Bc1Ab1Ab2Bd1Bc2 tera´ o elemento
a12 da forma
y(1)a1 y
(1)
a2
y
(1)
b1
y
(1)
b2
z(1)c1 z
(1)
d1
z(1)c2 z
(2)
d2
− y(1)a1 y(1)a2 y(1)b1 y
(1)
b2
z(1)c1 z
(1)
d1
z(2)c2 z
(1)
d2
+ y(1)a1 y
(1)
a2
y
(1)
b1
y
(1)
b2
z(1)c1 z
(2)
d1
z(1)c2 z
(1)
d2
−y(1)a1 y(1)a2 y(1)b1 y
(1)
b2
z(2)c1 z
(1)
d1
z(1)c2 z
(1)
d2
− y(1)a1 y(1)a2 y(1)b1 y
(2)
b2
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
− y(1)a1 y(1)a2 y(2)b1 y
(1)
b2
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
+y(1)a1 y
(2)
a2
y
(1)
b1
y
(1)
b2
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
+ y(2)a1 y
(1)
a2
y
(1)
b1
y
(1)
b2
z(1)c1 z
(1)
d1
z(1)c2 z
(1)
d2
+bf(z(1)c1 , z
(1)
d1
, z(1)c2 , z
(1)
d2
, z(2)c1 , z
(2)
d1
, z(2)c2 , z
(2)
d2
, y
(1)
b1
, y
(2)
b2
, y
(2)
b1
, y
(1)
b2
, y(1)a1 , y
(2)
a2
, y(2)a1 , y
(1)
a2
)
Nas parcelas com sinal negativo as varia´veis sa˜o do mesmo“tipo” exceto uma delas. Quando
o fator diferente e´ z
(2)
? , as parcelas marcam as varia´veis da sequeˆncia c1, c2, . . . , cm. Quando
o fator diferente e´ y
(2)
? , as parcelas indicam as varia´veis da sequeˆncia b1, b2, . . . , bl. Observe
tambe´m que em algumas parcelas com sinal positivo a varia´vel diferente e´ da forma y
(2)
? . Isto
indica a sequeˆncia a1, a2, . . . , ak, neste caso.
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Proposic¸a˜o 2.3.21 Considere o monoˆmio ya1ya2 · · · yakzc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdm com
a1 ≤ a2 ≤ · · · ≤ ak, b1 ≤ b2 ≤ · · · ≤ bl, c1 ≤ c2 ≤ · · · ≤ cm e d1 ≤ d2 ≤ · · · ≤ dm. Substitua
yi por Ai e zj por Bj para i ∈ {a1, a2, . . . , ak, b1, b2, . . . , bl} e j ∈ {c1, d1, c2, d2, . . . , cm, dm}. O
elemento a12 de ABkl2m = Aa1Aa2 · · ·AakBc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdmBcm+1 e´
y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(2)dm
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(2)cm z(1)dm
· · ·
+y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(1)dm
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(2)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(2)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(2)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(2)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(2)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
· · ·
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(2)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(2)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
−y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(2)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(2)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+y(1)a1 y
(1)
a2
y(1)a3 · · · y(2)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
· · ·
+y(1)a1 y
(1)
a2
y(2)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+y(1)a1 y
(2)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+y(2)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+bf ′kl2m(y
(i)
ao , y
(i)
bj
, z(i)cn , z
(i)
dn
),
com i ∈ {1, 2}, o ∈ {1, 2, . . . , k}, j ∈ {1, 2, . . . , l} e n ∈ {1, 2, . . . ,m}.
As parcelas negativas nas quais aparecem as varia´veis do tipo z
(2)
? marcam as varia´veis da
sequeˆncia c1, c2, . . . , cm, as parcelas negativas nas quais aparecem as varia´veis y
(2)
? marcam as
varia´veis da sequeˆncia b1, b2, . . . , bl (que fica entre c1 e d1) e as parcelas positivas nas quais
aparecem as varia´veis do tipo y
(2)
? marcam as varia´veis da sequeˆncia a1, a2, . . . , ak.
Demonstrac¸a˜o: Novamente usaremos algumas contas anteriores. Para calcular o elemento a12
deAa1Aa2 · · ·AakBc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm , vamos multiplicar a matrizAa1Aa2 · · ·Aak
pela matriz Bc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm .
Assim para termos a12 de Aa1Aa2 · · ·AakBc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm basta calcu-
lar (ay11)(a12)+(a
y
12)(a22) em que a12 e a22 veˆm da matriz Bc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm
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e ay11 a
y
12 sa˜o os elementos a11 e a12 da matriz Aa1Aa2 · · ·Aak . Vejamos tambe´m que, neste caso,
a22 = a11, devido a quantidade par de z’s.
O elemento ay11 que e´ o elemento a11 de Aa1Aa2 · · ·Aak e´ da forma y(1)a1 y(1)a2 · · · y(1)ak + bqk(y(i)aj )
com i ∈ {1, 2} e j ∈ {1, 2, . . . , k}, conforme sabemos da Proposic¸a˜o 2.3.13. O elemento a12 de
Bc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm foi dado pela Proposic¸a˜o 2.3.19:
z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(2)dm
− z(1)c1 y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(2)cm z(1)dm
· · ·
+ z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(1)dm
− z(1)c1 y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(2)c2 z
(1)
d2
· · · z(1)cm z(1)dm
+ z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(2)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
− z(2)c1 y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
− z(1)c1 y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(2)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
− z(1)c1 y(1)b1 y
(1)
b2
y
(1)
b3
· · · y(2)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
· · ·
− z(1)c1 y(1)b1 y
(1)
b2
y
(2)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
− z(1)c1 y(1)b1 y
(2)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm
− z(1)c1 y(2)b1 y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dm + bf ′l2m−1(y
(i)
bj
, z(i)cn , z
(i)
dn
),
i ∈ {1, 2}, j ∈ {1, . . . , l}, n ∈ {1, . . . ,m}. Para calcular (ay12)(a22), temos que ay12 e´ da forma
y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(2)ak + y(1)a1 y(1)a2 y(1)a3 · · · y(2)ak−1y(1)ak · · ·+ y(1)a1 y(1)a2 y(2)a3 · · · y(1)ak−1y(1)ak
+y(1)a1 y
(2)
a2
y(1)a3 · · · y(1)ak−1y(1)ak + y(2)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak + bqk(y(i)a1 , y(i)a2 , · · · , y(i)ak )
(Proposic¸a˜o 2.3.14). O elemento a22 de Bc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm neste caso e´
a11 da mesma matriz e e´ da forma z
(1)
c1 y
(1)
b1
y
(1)
b2
· · · y(1)bl z
(1)
d1
z
(1)
c2 z
(1)
d2
· · · z(1)cm z(1)dm + bql2m(y
(i)
bj
, z
(i)
cn , z
(i)
dn
),
i ∈ {1, 2}, j ∈ {1, . . . , l}, n ∈ {1, . . . ,m}. Multiplicando os dois elementos anteriores temos
que a12 de Aa1Aa2 · · ·AakBc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm e´ da forma desejada.
Conforme citado anteriormente, analisaremos o comportamento do monoˆmio
ya1ya2 · · · yakzc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdmzcm+1 ,
com a1 ≤ a2 ≤ · · · ≤ ak, b1 ≤ b2 ≤ · · · ≤ bl, c1 ≤ c2 ≤ · · · ≤ cm ≤ cm+1 e d1 ≤ d2 ≤ · · · ≤ dm,
no qual temos uma quantidade ı´mpar de varia´veis z’s. O elemento a12 da matriz resultante das
substituc¸o˜es usuais sera´ bastante parecido com o elemento a12 descrito na proposic¸a˜o anterior:
ele tera´ apenas uma parcela a mais (com a varia´vel z
(2)
cm+1), todas as demais parcelas tera˜o um
fator a mais (z
(1)
cm+1), as parcelas negativas com a varia´vel do tipo z
(2)
? marcara˜o as varia´veis
que aparecem na sequeˆncia c1, c2, . . . , cm e as parcelas negativas com a varia´vel do tipo y
(2)
?
marcara˜o as varia´veis que aparecem na sequeˆncia a1, a2, . . . , ak.
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Proposic¸a˜o 2.3.22 Considere o monoˆmio ya1ya2 · · · yakzc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdmzcm+1
com a1 ≤ · · · ≤ ak, b1 ≤ · · · ≤ bl, c1 ≤ · · · ≤ cm ≤ cm+1 e d1 ≤ · · · ≤ dm. Substitua yi por
Ai e zj por Bj, para i ∈ {a1, a2, . . . , ak, b1, b2, . . . , bl} e j ∈ {c1, d1, c2, d2, . . . , cm, dm, cm+1}. O
elemento a12 da matriz ABkl2m+1 = Aa1Aa2 · · ·AakBc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdmBcm+1
e´ da forma
y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(2)cm+1
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(2)dmz(1)cm+1
− y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(2)cm z(1)dmz(1)cm+1
· · ·
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(1)dmz(1)cm+1
− y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(2)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(2)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
− y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(2)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(2)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(1)
b3
· · · y(2)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
· · ·
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
y
(2)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(2)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(2)
b1
y
(1)
b2
y
(1)
b3
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
− y(1)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(2)ak z(1)c1 y
(1)
b1
y
(1)
b2
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
− y(1)a1 y(1)a2 y(1)a3 · · · y(2)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
· · ·
− y(1)a1 y(1)a2 y(2)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
− y(1)a1 y(2)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
− y(2)a1 y(1)a2 y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(1)
b1
y
(1)
b2
· · · y(1)bl−1y
(1)
bl
z
(1)
d1
z(1)c2 z
(1)
d2
· · · z(1)cm z(1)dmz(1)cm+1
+ bf ′kl2m+1(y
(i)
ao , y
(i)
bj
, z(i)cn , z
(i)
dn
, z(i)cm+1),
com i ∈ {1, 2}, o ∈ {1, 2, . . . , k}, j ∈ {1, 2, . . . , l} e n ∈ {1, 2, . . . ,m}.
Ale´m disso, as parcelas negativas nas quais aparecem as varia´veis do tipo z
(2)
? marcam as
varia´veis que esta˜o na sequeˆncia c1, c2, . . . , cm (exceto zcm+1 que aparece numa parcela de sinal
positivo), as parcelas negativas nas quais aparecem as varia´veis do tipo y
(2)
? marcam as varia´veis
que esta˜o na sequeˆncia a1, a2, . . . , ak e as parcelas positivas nas quais aparecem as varia´veis do
tipo y
(2)
? marcam as varia´veis que esta˜o na sequeˆncia b1, b2, . . . , bl (que fica entre c1 e d1).
Demonstrac¸a˜o: Ja´ temos o comportamento de ya1ya2 · · · yakzc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdm
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falta apenas multiplicar por zcm+1 :
ABkl2m =
(
a11 a12
ba12 a11
)
, zcm+1 =
(
z
(1)
cm+1 z
(2)
cm+1
−bz(2)cm+1 −z(1)cm+1
)
Basta calcular a11z
(2)
cm+1 − a12z(1)cm+1 e teremos a12 da matriz
Aa1Aa2 · · ·AakBc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdmBcm+1
na forma desejada.
Assim o resultado principal desta subsec¸a˜o e´ o seguinte lema.
Lema 2.3.23 Mantemos a notac¸a˜o do Lema 2.3.4. Os monoˆmios do terceiro tipo em b) do
Lema 2.3.4, sa˜o linearmente independentes na a´lgebra relativamente livre K〈X〉/T2(M2(K)).
Diferenciando monoˆmios do segundo tipo dos monoˆmios do terceiro tipo
Nosso objetivo e´ apenas chamar a atenc¸a˜o para o fato de que monoˆmios do segundo tipo
podem ter o mesmo multigrau dos monoˆmios do terceiro tipo. Mas pela forma dos elementos a12
que resultam da substituic¸a˜o de yi por Ai e de zj por Bj para i ∈ {a1, a2, . . . , ak, b1, b2, . . . , bl}
e j ∈ {c1, d1, c2, d2, . . . , cm, dm, cm+1} nos monoˆmios em questa˜o e´ poss´ıvel diferencia´-los e ver
que eles tambe´m sa˜o linearmente independentes entre si.
Como a forma geral dos elementos a12 e´ muito longa, resolvemos facilitar a observac¸a˜o
atrave´s de exemplos. Vamos comparar os elementos a12 dos seguintes monoˆmios:
ya1ya2zc1zd1zc2zd2 Segundo tipo
ya1zc1ya2zd1zc2zd2 Terceiro tipo
zc1ya1ya2zd1zc2zd2 Terceiro tipo
Chamamos a atenc¸a˜o para o fato de que temos uma quantidade par de z’s. Sabemos, pelos
resultados anteriores, que o elemento a12 tem o formato a12 = parcelas que na˜o sa˜o mu´ltiplas
de b + parcelas mu´ltiplas de b. Destacaremos na tabela seguinte, na coluna “Algumas parcelas
do elemento a12”as parcelas que na˜o sa˜o mu´ltiplas de b.
Monoˆmio Algumas parcelas do elemento a12
ya1ya2zc1zd1zc2zd2 −y(1)a1 y(1)a2 z(1)c1 z(1)d1 z
(2)
c2 z
(1)
d2
− y(1)a1 y(1)a2 z(2)c1 z(1)d1 z
(1)
c2 z
(1)
d2
+y
(1)
a1 y
(1)
a2 z
(1)
c1 z
(1)
d1
z
(1)
c2 z
(2)
d2
+ y
(1)
a1 y
(1)
a2 z
(1)
c1 z
(2)
d1
z
(1)
c2 z
(1)
d2
+y
(1)
a1 y
(2)
a2 z
(1)
c1 z
(1)
d1
z
(1)
c2 z
(1)
d2
+ y
(2)
a1 y
(1)
a2 z
(1)
c1 z
(1)
d1
z
(1)
c2 z
(1)
d2
ya1zc1ya2zd1zc2zd2 −y(1)a1 y(1)a2 z(1)c1 z(1)d1 z
(2)
c2 z
(1)
d2
− y(1)a1 y(1)a2 z(2)c1 z(1)d1 z
(1)
c2 z
(1)
d2
+y
(1)
a1 y
(1)
a2 z
(1)
c1 z
(1)
d1
z
(1)
c2 z
(2)
d2
+ y
(1)
a1 y
(1)
a2 z
(1)
c1 z
(2)
d1
z
(1)
c2 z
(1)
d2
−y(1)a1 y(2)a2 z(1)c1 z(1)d1 z
(1)
c2 z
(1)
d2
+ y
(2)
a1 y
(1)
a2 z
(1)
c1 z
(1)
d1
z
(1)
c2 z
(1)
d2
zc1ya1ya2zd1zc2zd2 −y(1)a1 y(1)a2 z(1)c1 z(1)d1 z
(2)
c2 z
(1)
d2
− y(1)a1 y(1)a2 z(2)c1 z(1)d1 z
(1)
c2 z
(1)
d2
+y
(1)
a1 y
(1)
a2 z
(1)
c1 z
(1)
d1
z
(1)
c2 z
(2)
d2
+ y
(1)
a1 y
(1)
a2 z
(1)
c1 z
(2)
d1
z
(1)
c2 z
(1)
d2
−y(1)a1 y(2)a2 z(1)c1 z(1)d1 z
(1)
c2 z
(1)
d2
− y(2)a1 y(1)a2 z(1)c1 z(1)d1 z
(1)
c2 z
(1)
d2
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Observemos que estas parcelas que aparecem na tabela teˆm sinais diferentes para cada
monoˆmio diferente e portanto sa˜o linearmente independentes entre si.
Para obtermos o resultado na sua forma geral, basta comparar a forma do elemento a12 que
aparece nas Proposic¸o˜es 2.3.15 e 2.3.21.
Comparamos os elementos a12 dos monoˆmios com uma quantidade ı´mpar de z’s.
ya1ya2zc1zd1zc2 Segundo tipo
ya1zc1ya2zd1zc2 Terceiro tipo
zc1ya1ya2zd1zc2 Terceiro tipo
Novamente, vamos destacar na tabela seguinte, na coluna “Algumas parcelas do elemento a12”as
parcelas que na˜o sa˜o mu´ltiplas de b.
Monoˆmio Algumas parcelas do elemento a12
ya1ya2zc1zd1zc2 +y
(1)
a1 y
(1)
a2 z
(1)
c1 z
(1)
d1
z
(2)
c2 + y
(1)
a1 y
(1)
a2 z
(2)
c1 z
(1)
d1
z
(1)
c2
−y(1)a1 y(1)a2 z(1)c1 z(2)d1 z
(1)
c2
−y(1)a1 y(2)a2 z(1)c1 z(1)d1 z
(1)
c2 − y(2)a1 y(1)a2 z(1)c1 z(1)d1 z
(1)
c2
ya1zc1ya2zd1zc2 +y
(1)
a1 y
(1)
a2 z
(1)
c1 z
(1)
d1
z
(2)
c2 + y
(1)
a1 y
(1)
a2 z
(2)
c1 z
(1)
d1
z
(1)
c2
−y(1)a1 y(1)a2 z(1)c1 z(2)d1 z
(1)
c2
+y
(1)
a1 y
(2)
a2 z
(1)
c1 z
(1)
d1
z
(1)
c2 − y(2)a1 y(1)a2 z(1)c1 z(1)d1 z
(1)
c2
zc1ya1ya2zd1zc2 +y
(1)
a1 y
(1)
a2 z
(1)
c1 z
(1)
d1
z
(2)
c2 + y
(1)
a1 y
(1)
a2 z
(2)
c1 z
(1)
d1
z
(1)
c2
−y(1)a1 y(1)a2 z(1)c1 z(2)d1 z
(1)
c2
+y
(1)
a1 y
(2)
a2 z
(1)
c1 z
(1)
d1
z
(1)
c2 + y
(2)
a1 y
(1)
a2 z
(1)
c1 z
(1)
d1
z
(1)
c2
Estas parcelas que aparecem na tabela teˆm sinais diferentes para cada monoˆmio diferente.
A comparac¸a˜o mostra que e´ poss´ıvel diferencia´-los e ver que eles sa˜o linearmente independentes.
Para obtermos o resultado na sua forma geral, basta comparar a forma do elemento a12 que
aparece nas Proposic¸o˜es 2.3.16 e 2.3.22.
Acabamos assim de demonstrar o Teorema 2.3.1, que e´ o resultado principal deste cap´ıtulo.
2.4 Uma suba´lgebra de M2(E)
Nesta sec¸a˜o, descrevemos as identidades polinomiais graduadas da suba´lgebra de M2(E) que
surge quando consideramos o envelope de Grassmann de M2(K) com a graduac¸a˜o de M2(K)
que aparece como (3) na notac¸a˜o do Teorema 2.1.2, trabalhada neste cap´ıtulo.
Seja M2(E) a a´lgebra das matrizes de ordem 2 com entradas na a´lgebra de Grassmann E. A
a´lgebra M1,1(E) =
{(
a b
c d
)
: a, d ∈ E0 e b, c ∈ E1
}
e´ uma suba´lgebra de M2(E) interessante
para o estudo de identidades polinomiais.
A base das identidades graduadas de M1,1(E) consiste de {y1y2− y2y1, z1z2z3 + z3z2z1}. Em
caracter´ıstica zero este resultado foi provado por Di Vincenzo (ver [7]). Ja´ para corpos infinitos
de caracter´ıstica diferente de 2 o resultado foi provado por Azevedo e Koshlukov (ver [18]).
Para uma a´lgebra G-graduada A em caracter´ıstica zero, Di Vincenzo e Nardozza (ver [8])
descreveram as identidades G× Z2-graduadas de A⊗ E a partir das identidades G-graduadas
de A. No nosso caso, vamos olhar para A⊗ E como uma a´lgebra Z2-graduada.
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Observemos que M1,1(E) e´ o envelope de Grassmann de M2(K) quando consideramos a
Z2-graduac¸a˜o usual de M2(K) dada no Exemplo 1.4.6.
Apenas para recordar a Z2-graduac¸a˜o usual a qual estamos nos referindo e´ dada porM2(K) =
A0 ⊕ A1 em que A0 =
(
a11 0
0 a22
)
e A1 =
(
0 a12
a21 0
)
com aij ∈ K para todo i, j ∈ {1, 2}.
E seu envelope de Grassmann e´ A0 ⊗ E0 ⊕ A1 ⊗ E1.
Assim surge uma pergunta natural. Consideremos M2(K) com a Z2-graduac¸a˜o dada por
A0 =
(
u v
bv u
)
e A1 =
(
u v
−bv −u
)
com u, v ∈ K e b ∈ K − K2 que aparece como (3)
na notac¸a˜o do Teorema 2.1.2. Qual e´ a base das identidades polinomiais graduadas do seu
envelope de Grassmann?
A pro´xima subsec¸a˜o respondera´ esta pergunta.
2.4.1 Identidades graduadas
Consideremos em M2(E) a suba´lgebra E(M2(K)) como uma a´lgebra Z2-graduada dada por
A0 =
(
a d
λd a
)
e A1 =
(
b c
−λc −b
)
com a, d ∈ E0, b, c ∈ E1 e λ ∈ K−K2.
Veja que isto e´ equivalente a considerarmos A0⊗E0⊕A1⊗E1 em que a graduac¸a˜o considerada
e´ a que aparece como (3) na notac¸a˜o do Teorema 2.1.2.
Sejam V0 = {ti, wi : i ∈ N} e V1 = {ui, vi : i ∈ N} dois conjuntos disjuntos de varia´veis e
X = V0 ∪ V1. Considere a Z2-graduac¸a˜o usual sobre a a´lgebra livre K〈X〉, assumindo que as
varia´veis de V0 sa˜o pares e as de V1 sa˜o ı´mpares. Assim
K〈X〉 = K〈X〉0 ⊕K〈X〉1.
Seja T o ideal Z2-graduado de K〈X〉 gerado pelas relac¸o˜es fg = (1)λβgf para f ∈ K〈X〉λ
e g ∈ K〈X〉β. Seja Ω a a´lgebra quociente de K〈X〉 por T. A a´lgebra Ω, que e´ tambe´m uma
a´lgebra Z2-graduada, considerando a Z2-graduac¸a˜o herdada de K〈X〉, e´ conhecida como a´lgebra
supercomutativa livre. Ale´m disso, a a´lgebra Ω e´ isomorfa a K[V0]⊗ E(V1), em que E(V1) e´ a
a´lgebra de Grassmann do espac¸o vetorial com base V1, conforme o pro´ximo lema.
Lema 2.4.1 Sejam K[V0] a a´lgebra dos polinoˆmios comutativos gerada por V0 e E(V1) a
a´lgebra de Grassmann do espac¸o vetorial com base V1. A func¸a˜o
φ : K〈V0〉 ⊗ E(V1) −→ Ω
definida por φ(a⊗ b) = ab+ T e´ um isomorfismo de a´lgebras.
Demonstrac¸a˜o: E´ fa´cil ver que φ e´ um homomorfismo de a´lgebras sobrejetor. Sejam a =
y1 . . . yp e b = z1 . . . zq monoˆmios na˜o nulos de K〈V0〉 e de E(V1), respectivamente. Se fizermos
as seguintes substituic¸o˜es y1 = · · · = yp = 1 e z1 = e1, . . . , zq = eq, teremos que ab 6∈ T2(E).
Como T ⊂ T2(E), temos que φ e´ injetora.
Denotemos por I o T-ideal graduado gerado por y1y2 − y2y1 e z1z2z3 + z3z2z1 e por F a
suba´lgebra de M2(Ω) gerada pelas matrizes
Ai =
(
y
(1)
i y
(2)
i
λy
(2)
i y
(1)
i
)
e Bi =
(
z
(1)
i z
(2)
i
−λz(2)i −z(1)i
)
, λ ∈ K−K2.
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Lema 2.4.2 A a´lgebra graduada relativamente livre K〈X〉/T2(E(M2(K))) e´ isomorfa a F .
Demonstrac¸a˜o: Defina Φ : K〈X〉 −→ F por
Φ(f(y1, . . . , ym, z1, . . . , zn)) = f(A1, . . . , Am, B1, . . . , Bn).
Enta˜o Φ e´ um homomorfismo Z2-graduado sobrejetor. Uma conta simples mostra que ker Φ =
T2(E(M2(K))) e Φ e´ um isomorfismo.
Lema 2.4.3 Os polinoˆmios y1y2−y2y1 e z1z2z3+z3z2z1 sa˜o identidades graduadas de E(M2(K)).
Demonstrac¸a˜o: Ca´lculo direto.
Lema 2.4.4 a) Se g ∈ K〈X〉0, enta˜o yig − gyi ∈ I ⊆ T2(E(M2(K))) .
b) Considere a projec¸a˜o canoˆnica K〈X〉 −→ K〈X〉/I e identifique as varia´veis yi e zi com suas
imagens. A a´lgebra graduada K〈X〉/I e´ gerada sobre K por 1 e pelos seguintes monoˆmios:
ya1ya2 · · · yak ,
ya1ya2 · · · yakzc1zd1zc2zd2 · · · zcmzdm ẑcm+1 ,
ya1ya2 · · · yakzc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdm ẑcm+1 ,
em que a1 ≤ a2 ≤ · · · ≤ ak, b1 ≤ b2 ≤ · · · ≤ bl, c1 < c2 < · · · < cm < cm+1, d1 < d2 < · · · < dm.
k ≥ 0, l ≥ 0, m ≥ 0. No terceiro tipo, se k = l = 0 seu grau e´ maior ou igual a 2. O chape´u
sobre a varia´vel significa que ela pode faltar.
Demonstrac¸a˜o: A demonstrac¸a˜o e´ ana´loga a demonstrac¸a˜o do Lema 2.3.4. A u´nica diferenc¸a
aparece no ı´tem b): na˜o permitimos repetic¸o˜es das entradas nas sequeˆncias ci e di.
A prova da independeˆncia linear dos diferentes tipos de monoˆmios que aparecem em b)
do Lema 2.4.4, e´ completamente ana´loga a prova da independeˆncia linear dos monoˆmios do
Lema 2.3.4. Faremos as refereˆncias aos respectivos resultados conforme os monoˆmios forem do
primeiro tipo, segundo tipo e terceiro tipo, conforme a ordem que aparecem no lema.
Lema 2.4.5 Mantendo a notac¸a˜o do Lema 2.4.4, considere os diferentes tipos de monoˆmios
que aparecem em b). Enta˜o eles sa˜o linearmente independentes na a´lgebra relativamente livre
K〈X〉/T2(E(M2(K))).
Demonstrac¸a˜o: Para o primeiro tipo, considere a prova do Lema 2.3.5. Para o segundo tipo,
veja a demonstrac¸a˜o do Lema 2.3.17 e para o terceiro tipo, veja a prova do Lema 2.3.23.
Assim provamos o resultado principal desta sec¸a˜o que e´ o seguinte teorema.
Teorema 2.4.6 Sejam K um corpo infinito de caracter´ıstica diferente de 2, E a a´lgebra de
Grassmann e E(M2(K)) uma a´lgebra Z2-graduada dada por A0 =
(
a d
λd a
)
e A1 =
(
b c
−λc −b
)
com a, d ∈ E0, b, c ∈ E1 e λ ∈ K−K2. Enta˜o
{y1y2 − y2y1, z1z2z3 + z3z2z1}
em que α(yi) = 0 e α(zj) = 1 para i ∈ {1, 2} e j ∈ {1, 2, 3} e´ base das identidades polinomiais
graduadas.
Observac¸a˜o 2.4.7 A base que aparece no teorema anterior e´ a mesma base de M1,1(E).
36
Cap´ıtulo 3
Identidades graduadas de M2(K) com K
infinito e de caracter´ıstica 2
Neste cap´ıtulo, continuamos a descrever as identidades polinomiais graduadas das Z2-
graduac¸o˜es de M2(K), considerando agora o corpo K com caracter´ıstica igual a 2.
Em todo este cap´ıtulo, K denotara´ um corpo de caracter´ıstica igual a 2.
3.1 Graduac¸o˜es de M2(K) em caracter´ıstica 2
Repetimos parte do enunciado do Teorema 2.1.2 que diz respeito as graduac¸o˜es de M2(K).
Teorema 2.1.2 [16] Sejam G um grupo com elemento neutro 1, K um corpo e A = M2(K).
(II) Se char(K) = 2, enta˜o toda graduac¸a˜o e´ isomorfa a uma das graduac¸o˜es dos tipos (1),
(2), (4) em (I) ou a graduac¸a˜o da forma
(3’) A1 =
{(
u u+ v
b(u+ v) v
)
: u, v ∈ K
}
, Ag =
{(
bu+ v u
v bu+ v
)
: u, v ∈ K
}
, Ah =
0 para todo h ∈ G− {1, g} em que g ∈ G e´ um elemento de ordem 2 e b ∈ K− {λ + λ2 :
λ ∈ K}.
Estamos interessados nas Z2-graduac¸o˜es na˜o triviais (2) e (3’) de (II), que acontecem quando
caracter´ıstica de K e´ igual a 2. Ja´ vimos que (2) em (II) tem a base das suas identidades
polinomiais graduadas descritas para K infinito. Falta apenas determinar bases das identidades
polinomiais graduadas no caso (3’) em (II), considerando K infinito (e de caracter´ıstica 2).
Aqui vale uma observac¸a˜o: para a classificac¸a˜o das graduac¸o˜es na˜o temos restric¸o˜es sobre a
finitude do corpo K, ja´ para descrever a base das identidades polinomiais graduadas precisamos
de hipo´teses sobre a finitude do corpo K.
A partir deste ponto, ate´ o final do cap´ıtulo, K e´ um corpo infinito e de caracter´ıstica igual
a 2. Mas sempre que poss´ıvel vamos escrever esta hipo´tese para evitar confusa˜o.
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3.2 Base das identidades graduadas de M2(K) em carac-
ter´ıstica 2
O resultado principal deste cap´ıtulo e´ o seguinte teorema.
Teorema 3.2.1 Seja A = M2(K). Suponhamos que K e´ um corpo infinito com caracter´ıstica
igual a 2. Consideremos a Z2-graduac¸a˜o de A dada por A0 =
(
u u+ v
b(u+ v) v
)
e A1 =(
bu+ v u
v bu+ v
)
com u, v ∈ K e b ∈ K − {λ + λ2 : λ ∈ K}, que aparece como (3’) na
notac¸a˜o do Teorema 2.1.2. Enta˜o
{y1y2 + y2y1, z1z2z3 + z3z2z1}, α(yi) = 0, α(zj) = 1,
e´ base das identidades polinomiais graduadas.
Os resultados seguintes teˆm por objetivo provar este teorema.
Denotemos por I o T-ideal graduado gerado por y1y2+y2y1 e z1z2z3+z3z2z1 e por F (M2(K))
a suba´lgebra de M2(K[y(j)i , z
(j)
i : i ≥ 1, j = 1, 2]) gerada pelas matrizes
Ai =
(
y
(1)
i y
(1)
i + y
(2)
i
b(y
(1)
i + y
(2)
i ) y
(2)
i
)
e Bi =
(
bz
(1)
i + z
(2)
i z
(1)
i
z
(2)
i bz
(1)
i + z
(2)
i
)
,
em que b ∈ K− {λ+ λ2 : λ ∈ K}.
Lema 3.2.2 A a´lgebra graduada relativamente livre K〈X〉/T2(M2(K)) e´ isomorfa a F (M2(K)).
Demonstrac¸a˜o: Defina Yi = y
(1)
1 (e11 + e12 + be21) + y
(2)
i (e12 + e22 + be21) e Zi = z
(1)
1 (be11 +
e12 + be22) + z
(2)
i (e11 + e21 + e22), em que b ∈ K−{λ+ λ2 : λ ∈ K}. Enta˜o defina Φ : K〈X〉 −→
F (M2(K)) por Φ(yi) = Yi e Φ(zi) = Zi. Logo ker Φ = T2(M2(K)) e Φ e´ um isomorfismo.
Lema 3.2.3 Os polinoˆmios y1y2 + y2y1 e z1z2z3 + z3z2z1 sa˜o identidades graduadas de A.
Demonstrac¸a˜o: Apenas contas que usam o fato da caracter´ıstica de K ser igual a 2.
Lema 3.2.4 a) Se g ∈ K〈X〉0 enta˜o yig + gyi ∈ I ⊆ T2(M2(K)) .
b)A a´lgebra graduada K〈X〉/I e´ gerada sobre K por 1 e pelos seguintes monoˆmios:
ya1ya2 · · · yak ,
ya1ya2 · · · yakzc1zd1zc2zd2 · · · zcmzdm ẑcm+1 ,
ya1ya2 · · · yakzc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdm ẑcm+1 ,
em que a1 ≤ a2 ≤ · · · ≤ ak, b1 ≤ b2 ≤ · · · ≤ bl, c1 ≤ c2 ≤ · · · ≤ cm ≤ cm+1, d1 ≤ d2 ≤ · · · ≤ dm,
k ≥ 0, l ≥ 0, m ≥ 0. No terceiro tipo, se k = l = 0 seu grau e´ maior ou igual a 2. O chape´u
sobre a varia´vel significa que ela pode faltar.
Demonstrac¸a˜o: Como as identidades sa˜o as mesmas, a menos de sinal (mas estamos em
caracter´ıstica 2), a prova e´ completamente ana´loga a prova do Lema 2.3.4.
Os lemas seguintes sa˜o para provar a independeˆncia linear dos diferentes tipos de monoˆmios
que aparecem em b) do Lema 3.2.4.
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3.2.1 Independeˆncia linear dos monoˆmios
Independeˆncia linear dos monoˆmios do primeiro tipo
Lema 3.2.5 Mantemos a notac¸a˜o do lema anterior. Os monoˆmios do primeiro tipo que apa-
rece em b) sa˜o linearmente independentes na a´lgebra relativamente livre K〈X〉/T2(M2(K)).
Demonstrac¸a˜o: Como o corpo K e´ infinito, e´ suficiente provar a independeˆncia linear dos
monoˆmios para cada conjunto de monoˆmios multihomogeˆneos de mesmo (multi)grau, isto e´, as
mesmas varia´veis aparecem em cada monoˆmio, e com os mesmos graus respectivos.
Seja fak = ya1ya2 · · · yak um monoˆmio do primeiro tipo, a1 ≤ a2 ≤ · · · ≤ ak, e considere um
(multi)grau fixado. Mas observemos que, pela identidade y1y2 + y2y1, podemos ordenar os yi
e ver que essencialmente so´ existe um monoˆmio desta forma para o (multi)grau fixado. Assim
monoˆmios do primeiro tipo sa˜o linearmente independentes.
Independeˆncia linear dos monoˆmios do segundo tipo
Estudamos o comportamento de monoˆmios da forma ya1ya2 · · · yakzc1zd1zc2zd2 · · · zcmzdm quando
sa˜o efetuadas as substituic¸o˜es yi = Ai e zi = Bi, em que
Ai =
(
y
(1)
i y
(1)
i + y
(2)
i
b(y
(1)
i + y
(2)
i ) y
(2)
i
)
, Bi =
(
bz
(1)
i + z
(2)
i z
(1)
i
z
(2)
i bz
(1)
i + z
(2)
i
)
,
com b ∈ K − {λ + λ2 : λ ∈ K}, a1 ≤ a2 ≤ · · · ≤ ak, c1 ≤ c2 ≤ · · · ≤ cm, d1 ≤ d2 ≤ · · · ≤ dm,
para mostrar que monoˆmios do segundo tipo do Lema 3.2.4 sa˜o linearmente independentes em
K〈X〉/T2(M2(K)).
Comec¸aremos com o caso k = 0, ou seja, quando na˜o aparecem y′s. Faremos um exemplo
e em seguida a induc¸a˜o geral. Depois consideraremos o caso k 6= 0 e novamente faremos um
exemplo e depois a induc¸a˜o geral.
Se k = 0 enta˜o temos somente z′s e veremos a seguir como reconstruir o monoˆmio em
questa˜o.
Exemplo 3.2.6 Se o monoˆmio e´ da forma zc1zd1zc2zd2 com c1 ≤ c2 e d1 ≤ d2, enta˜o apo´s a
substituic¸a˜o temos que a matriz Bc1Bd1Bc2Bd2 tera´ o elemento a11 da forma
z(2)c1 z
(2)
d1
z(2)c2 z
(2)
d2
+ z(1)c1 z
(2)
d1
z(2)c2 z
(2)
d2
+ z(2)c1 z
(2)
d1
z(1)c2 z
(2)
d2
+ z(1)c1 z
(2)
d1
z(1)c2 z
(2)
d2
+bf(z(1)c1 , z
(1)
d1
, z(1)c2 , z
(1)
d2
, z(2)c1 , z
(2)
d1
, z(2)c2 , z
(2)
d2
)
Na primeira parcela todas as varia´veis sa˜o do mesmo tipo. Ja´ a partir da segunda sempre temos
varia´veis de tipos diferentes: na segunda e terceira parcelas apenas uma das varia´veis e´ diferente
(a saber, z
(1)
c1 e z
(1)
c2 , respectivamente) e na quarta parcela as varia´veis diferentes sa˜o exatamente
as mesmas anteriores (z
(1)
c1 e z
(1)
c2 ), agora numa mesma parcela. Assim estas parcelas marcam
as varia´veis da sequeˆncia c1, c2, . . . , cm no caso de termos uma quantidade par de z’s.
Lema 3.2.7 Considere o monoˆmio zc1zd1zc2zd2 · · · zcmzdm com c1 ≤ c2 ≤ · · · ≤ cm e d1 ≤ d2 ≤
· · · ≤ dm. Substitua zi por Bi para todo i ∈ {c1, d1, c2, d2, . . . , cm, dm}. Enta˜o o elemento a11 da
matriz B2m = Bc1Bd1Bc2Bd2 · · ·BcmBdm e´
z(2)c1 z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dm + z(1)c1 z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dm + z(2)c1 z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(2)cm z(2)dm
+ · · ·+ z(1)c1 z(2)d1 z(1)c2 z
(2)
d2
· · · z(2)cm z(2)dm + · · ·+ z(1)c1 z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(2)dm
+bg2m(z
(i)
c1
, z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm , z
(i)
dm
).
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Demonstrac¸a˜o: Usaremos induc¸a˜o sobre m. Para m = 1, o elemento a11 de Bc1Bd1 e´ z
(2)
c1 z
(2)
d1
+
z
(1)
c1 z
(2)
d1
+ b2z
(1)
c1 z
(1)
d1
+ bz
(1)
c1 z
(2)
d1
+ bz
(2)
c1 z
(1)
d1
, que nos fornece o resultado para m = 1.
Uma observac¸a˜o importante e´ que o elemento a21 do produto Bc1Bd1 e´ mu´ltiplo de b.
Suponha que para B2m−2 = Bc1Bd1Bc2Bd2 · · ·Bcm−1Bdm−1 o elemento a11 e´
z(2)c1 z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm−1z(2)dm−1 + z(1)c1 z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm−1z(2)dm−1 + z(2)c1 z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(2)cm−1z(2)dm−1
+ · · ·+ z(1)c1 z(2)d1 z(1)c2 z
(2)
d2
· · · z(1)cm−1z(2)dm−1 + bg2m−2(z(i)c1 , z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm−1 , z
(i)
dm−1),
com i ∈ {1, 2}. Para Bc1Bd1Bc2Bd2 · · ·BcmBdm = (Bc1Bd1Bc2Bd2 · · ·Bcm−1Bdm−1)(BcmBdm)
temos que o elemento a11 e´ a11 de B2m−2 multiplicado pelo a11 de BcmBdm + a12 de B2m−2
multiplicado pelo a21 de BcmBdm (que pela observac¸a˜o anterior e´ mu´ltiplo de b).
Fazendo as contas teremos a11 da matriz B2m na forma desejada.
Observac¸a˜o 3.2.8 De modo completamente ana´logo podemos provar que o elemento a22 da
matriz B2m = Bc1Bd1Bc2Bd2 · · ·BcmBdm tem uma forma parecida com o elemento a11 com a
diferenc¸a de que as varia´veis diferentes aparecem na sequeˆncia d1, d2, . . . , dm.
Ainda considerando k = 0 (ou seja, tendo somente z’s), se tivermos uma quantidade ı´mpar
de z’s tambe´m veremos a seguir como reconstruir o monoˆmio em questa˜o.
Exemplo 3.2.9 Se o monoˆmio e´ da forma zc1zd1zc2zd2zc3, c1 ≤ c2 ≤ c3 e d1 ≤ d2, enta˜o apo´s
a substituic¸a˜o temos que a matriz Bc1Bd1Bc2Bd2Bc3 tera´ o elemento a11 da forma
z(2)c1 z
(2)
d1
z(2)c2 z
(2)
d2
z(2)c3 + z
(2)
c1
z
(1)
d1
z(2)c2 z
(2)
d2
z(2)c3 + z
(2)
c1
z
(2)
d1
z(2)c2 z
(1)
d2
z(2)c3
+z(2)c1 z
(1)
d1
z(2)c2 z
(1)
d2
z(2)c3 + bf(z
(i)
c1
, z
(i)
d1
, z(i)c2 , z
(i)
d2
, z(i)c3 ), i ∈ {1, 2}.
Na primeira parcela todas as varia´veis sa˜o do mesmo tipo. Ja´ a partir da segunda temos
varia´veis de tipos diferentes: na segunda e terceira parcelas apenas uma das varia´veis e´ diferente
(a saber, z
(1)
d1
e z
(1)
d2
, respectivamente) e na quarta parcela as varia´veis diferentes sa˜o exatamente
as mesmas anteriores (z
(1)
d1
e z
(1)
d2
), agora numa mesma parcela. Estas parcelas marcam as
varia´veis da sequeˆncia d1, d2, . . . , dm no caso de termos uma quantidade ı´mpar de z’s.
Provaremos que este comportamento se repete.
Lema 3.2.10 Considere o monoˆmio zc1zd1zc2zd2 · · · zcmzdmzcm+1, c1 ≤ c2 ≤ · · · ≤ cm ≤ cm+1 e
d1 ≤ d2 ≤ · · · ≤ dm. Substitua zi por Bi para todo i ∈ {c1, d1, c2, d2, . . . , cm, dm, cm+1}. Enta˜o o
elemento a11 da matriz B2m+1 = Bc1Bd1Bc2Bd2 · · ·BcmBdmBcm+1 e´
z(2)c1 z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dmz(2)cm+1 + z(2)c1 z
(1)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dmz(2)cm+1 + z(2)c1 z
(2)
d1
z(2)c2 z
(1)
d2
· · · z(2)cm z(2)dmz(2)cm+1
+ · · ·+ z(2)c1 z(1)d1 z(2)c2 z
(1)
d2
· · · z(2)cm z(2)dmz(2)cm+1 + · · ·+ z(2)c1 z
(1)
d1
z(2)c2 z
(1)
d2
· · · z(2)cm z(1)dmz(2)cm+1
+bg2m+1(z
(i)
c1
, z
(i)
d1
, z(i)c2 , z
(i)
d2
, . . . , z(i)cm , z
(i)
cm+1
, z
(i)
dm
)
com i ∈ {1, 2}.
40
Cap´ıtulo 3: Identidades graduadas de M2(K) com K infinito e de caracter´ıstica 2
Demonstrac¸a˜o: Aproveitamos as contas do Lema 3.2.7. Ja´ sabemos como se comporta o
elemento a11 de B2m. Para a11 de B2m+1 calcule (a11)(bz
(1)
cm+1 + z
(2)
cm+1) + (a12)(z
(2)
cm+1) em que a11
e a12 sa˜o os elementos a11 e a12 da matriz B2m. Mas pela forma da matriz B2m temos a12 de
B2m igual a a11 + a22 de B2m. Assim, como estamos em caracter´ıstica 2, sobra na parte que
na˜o e´ mu´ltipla de b, (a22)(z
(2)
cm+1) e pela Observac¸a˜o 3.2.8 temos o resultado desejado.
Suponha k 6= 0, isto e´, aparecem ya1ya2 · · · yak nos monoˆmios da forma
ya1ya2 · · · yakzc1zd1zc2zd2 · · · zcmzdm .
Exemplo 3.2.11 Suponha que o monoˆmio e´ ya1ya2zc1zd1zc2zd2, a1 ≤ a2, c1 ≤ c2 e d1 ≤ d2.
Apo´s as substituic¸o˜es anteriores o elemento a11 de Aa1Aa2Bc1Bd1Bc2Bd2 tem a forma
y(1)a1 y
(1)
a2
z(2)c1 z
(2)
d1
z(2)c2 z
(2)
d2
+ y(1)a1 y
(1)
a2
z(1)c1 z
(2)
d1
z(2)c2 z
(2)
d2
+ y(1)a1 y
(1)
a2
z(2)c1 z
(2)
d1
z(1)c2 z
(2)
d2
+y(1)a1 y
(1)
a2
z(1)c1 z
(2)
d1
z(1)c2 z
(2)
d2
+ bf(z(i)cj , z
(i)
dj
, y(i)aj ), i, j ∈ {1, 2}.
Observe as quatro parcelas acima. Veja que em todas elas as varia´veis da forma ya? sa˜o do
tipo y
(1)
a? . Na segunda e terceira parcelas apenas uma das varia´veis e´ diferente (a saber, z
(1)
c1
e z
(1)
c2 , respectivamente) e na quarta parcela as varia´veis diferentes sa˜o exatamente as mesmas
anteriores (z
(1)
c1 e z
(1)
c2 ), agora numa mesma parcela. Assim estas parcelas marcam as varia´veis
que esta˜o na sequeˆncia c1, c2, . . . , cm no caso de termos uma quantidade par de z’s.
Vamos novamente generalizar as observac¸o˜es anteriores. E para isto, observemos os resul-
tados seguintes. O primeiro e´ um ana´logo do Lema 3.2.7 mas desta vez com matrizes do tipo
Ai, o segundo sera´ uma maneira de juntar matrizes do tipo Ai com matrizes do tipo Bj (para
uma quantidade par de z’s) e o terceiro resultado junta matrizes do tipo Ai com matrizes do
tipo Bj, para uma quantidade ı´mpar de z’s.
Proposic¸a˜o 3.2.12 Considere o monoˆmio ya1ya2 · · · yak , a1 ≤ a2 ≤ · · · ≤ ak, e substitua yi por
Ai para i ∈ {a1, a2, . . . , ak}. Enta˜o o elemento a11 da matriz Ak = Aa1Aa2 · · ·Aak e´ da forma
y(1)a1 y
(1)
a2
· · · y(1)ak + bqk(y(i)a1 , y(i)a2 , · · · , y(i)ak ), i ∈ {1, 2}
Demonstrac¸a˜o: Induc¸a˜o sobre k. Para k = 1 temos Aa1 =
(
y
(1)
a1 y
(1)
a1 + y
(2)
a1
b(y
(1)
a1 + y
(2)
a1 ) y
(2)
a1
)
. Ao
observarmos o elemento a11 temos o resultado para k = 1.
Suponha que o elemento a11 de Ak−1 = Aa1Aa2 · · ·Aak−1 e´
y(1)a1 y
(1)
a2
· · · y(1)ak−1 + bqk−1(y(i)a1 , y(i)a2 , · · · , y(i)ak−1), i ∈ {1, 2}.
Para Aa1Aa2 · · ·Aak = (Aa1Aa2 · · ·Aak−1)(Aak) temos que o elemento a11 e´
(y(1)a1 y
(1)
a2
· · · y(1)ak−1 + bqk−1(y(i)a1 , y(i)a2 , · · · , y(i)ak−1))y(1)ak + (a12)(b(y(1)a1 + y(2)a1 ))
em que a12 e´ o elemento a12 da matriz Ak−1. Fazendo as contas teremos que a11 da matriz Ak
e´ da forma desejada.
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Vamos tentar “juntar” os dois tipos de matrizes. Uma matriz que seja resultado da substi-
tuic¸a˜o de yi por Ai em um monoˆmio ya1ya2 · · · yak , com a1 ≤ a2 ≤ · · · ≤ ak, e´ da forma(
y
(1)
a1 y
(1)
a2 · · · y(1)ak + bq1(y(i)aj ) y(1)a1 y(1)a2 · · · y(1)ak + y(2)a1 y(2)a2 · · · y(2)ak + bq4(y(i)aj )
bq2(y
(i)
aj ) y
(2)
a1 y
(2)
a2 · · · y(2)ak + bq3(y(i)aj )
)
com i ∈ {1, 2} e j ∈ {1, 2, . . . , k} e q1(y(i)aj ), q2(y(i)aj ), q3(y(i)aj ) e q4(y(i)aj ) sa˜o func¸o˜es.
A matriz que e´ resultado da substituic¸a˜o de zj por Bj no monoˆmio zc1zd1zc2zd2 · · · zcmzdm ,
com c1 ≤ c2 ≤ · · · ≤ cm e d1 ≤ d2 ≤ · · · ≤ dm, e´ da forma(
az11 a
z
11 + a
z
22
b(az11 + a
z
22) a
z
22
)
com i ∈ {1, 2}, j ∈ {1, 2, . . . ,m} e az11 dado pelo Lema 3.2.7 e az22 dado pela Observac¸a˜o 3.2.8,
se a quantidade de z’s e´ par. O elemento a11 do produto das duas matrizes anteriores e´
(y(1)a1 y
(1)
a2
· · · y(1)ak + bq1(y(i)aj ))(az11) + (y(1)a1 y(1)a2 · · · y(1)ak + y(2)a1 y(2)a2 · · · y(2)ak + bq4(y(i)aj ))(b(az11 + az22)).
A parte que na˜o e´ mu´ltipla de b, resulta em (y
(1)
a1 y
(1)
a2 · · · y(1)ak )(az11).
Proposic¸a˜o 3.2.13 Considere um monoˆmio da forma ya1ya2 · · · yakzc1zd1zc2zd2 · · · zcmzdm com
a1 ≤ a2 ≤ · · · ≤ ak, c1 ≤ c2 ≤ · · · ≤ cm e d1 ≤ d2 ≤ · · · ≤ dm. Substitua yi por Ai e zj por Bj
para todos i ∈ {a1, a2, . . . , ak} e j ∈ {c1, d1, c2, d2, . . . , cm, dm}. Enta˜o o elemento a11 da matriz
ABk2m = Aa1Aa2 · · ·AakBc1Bd1Bc2Bd2 · · ·BcmBdm e´ da forma
y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(2)c1 z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dm
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dm
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(2)c1 z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(2)cm z(2)dm
· · · · · ·
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(2)c1 z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(1)cm z(2)dm
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(2)cm z(2)dm
· · · · · ·
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(1)cm z(2)dm
· · · · · ·
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(2)dm + bf ′k2m(y(i)aj , z(i)cn , z
(i)
dn
),
com i ∈ {1, 2}, j ∈ {1, 2, . . . , k}, n ∈ {1, 2, . . . ,m}. Em todas as parcelas as varia´veis ya? sa˜o
do mesmo tipo (y
(1)
a? ). Ja´ as parcelas (com excec¸a˜o da primeira) nas quais aparecem z
(1)
? marcam
as varia´veis da sequeˆncia c1, c2, . . . , cm. Tambe´m as varia´veis z
(1)
? aparecem nas parcelas de
seguinte forma: sozinhas, agrupadas duas a duas, agrupadas treˆs a treˆs, . . ., agrupadas n a n.
De modo ana´logo, para uma quantidade ı´mpar de z’s temos que uma matriz que e´ resultado
da substituic¸a˜o de zj por Bj em um monoˆmio zc1zd1zc2zd2 · · · zcmzdmzcm+1 , com c1 ≤ c2 ≤ · · · ≤
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cm ≤ cm+1 e d1 ≤ d2 ≤ · · · ≤ dm, e´ da forma
(
az11 a
z
12
az21 a
z
11
)
com i ∈ {1, 2}, j ∈ {1, 2, . . . ,m} e
az11 dado pelo Lema 3.2.10, pois a quantidade de z’s e´ ı´mpar.
Assim, o elemento a11 do produto de Aa1Aa2 · · ·Aak com a matriz anterior e´
(y(1)a1 y
(1)
a2
· · · y(1)ak + bq1(y(i)aj ))(az11) + (y(1)a1 y(1)a2 · · · y(1)ak + y(2)a1 y(2)a2 · · · y(2)ak + bq4(y(i)aj ))(az21).
De novo, a parte que na˜o e´ mu´ltipla de b e´
(y(1)a1 y
(1)
a2
· · · y(1)ak )(az11) + (y(1)a1 y(1)a2 · · · y(1)ak )(az21) + (y(2)a1 y(2)a2 · · · y(2)ak )(az21).
Observemos, no entanto, que az21 apresenta a seguinte relac¸a˜o com os outros elementos da
matriz: baz12 + a
z
21 = a
z
11 ou, equivalentemente (estamos em caracter´ıstica 2), a
z
21 = ba
z
12 +
az11. Assim, ao distribuirmos novamente as multiplicac¸o˜es, temos que a segunda parcela se
transforma numa parte igual a primeira parcela e uma parte mu´ltipla de b e lembremos que
estamos em caracter´ıstica 2.
Ja´ a terceira parcela se transforma numa parte mu´ltipla de b e outra parte (y
(2)
a1 y
(2)
a2 · · · y(2)ak )(az11).
Assim podemos enunciar a seguinte proposic¸a˜o.
Proposic¸a˜o 3.2.14 Considere um monoˆmio da forma ya1ya2 · · · yakzc1zd1zc2zd2 · · · zcmzdmzcm+1,
com a1 ≤ a2 ≤ · · · ≤ ak, c1 ≤ c2 ≤ · · · ≤ cm ≤ cm+1 e d1 ≤ d2 ≤ · · · ≤ dm. Substitua yi por
Ai e zj por Bj para todos i ∈ {a1, a2, . . . , ak} e j ∈ {c1, d1, c2, d2, . . . , cm, dm, cm+1}. Enta˜o o
elemento a11 da matriz ABk2m+1 = Aa1Aa2 · · ·AakBc1Bd1Bc2Bd2 · · ·BcmBdmBcm+1 e´ da forma
y(2)a1 y
(2)
a2
y(2)a3 · · · y(2)ak−1y(2)ak z(2)c1 z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dmz(2)cm+1
+ y(2)a1 y
(2)
a2
y(2)a3 · · · y(2)ak−1y(2)ak z(2)c1 z
(1)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dmz(2)cm+1
+ y(2)a1 y
(2)
a2
y(2)a3 · · · y(2)ak−1y(2)ak z(2)c1 z
(2)
d1
z(2)c2 z
(1)
d2
· · · z(2)cm z(2)dmz(2)cm+1
· · · · · ·
+ y(2)a1 y
(2)
a2
y(2)a3 · · · y(2)ak−1y(2)ak z(2)c1 z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(1)dmz(2)cm+1
+ y(2)a1 y
(2)
a2
y(2)a3 · · · y(2)ak−1y(2)ak z(2)c1 z
(1)
d1
z(2)c2 z
(1)
d2
· · · z(2)cm z(2)dmz(2)cm+1
· · · · · ·
+ y(2)a1 y
(2)
a2
y(2)a3 · · · y(2)ak−1y(2)ak z(2)c1 z
(1)
d1
z(2)c2 z
(1)
d2
· · · z(2)cm z(1)dmz(2)cm+1 + bf ′k2m(y(i)aj , z(i)cn , z
(i)
dn
),
com i ∈ {1, 2}, j ∈ {1, 2, . . . , k}, n ∈ {1, 2, . . . ,m,m + 1}. Em todas as parcelas as varia´veis
ya? sa˜o do mesmo tipo (y
(2)
a? ). Ja´ as parcelas (com excec¸a˜o da primeira) nas quais aparecem as
varia´veis z
(1)
? marcam as varia´veis da sequeˆncia d1, d2, . . . , dm. As varia´veis z
(1)
? aparecem nas
parcelas da seguinte forma: sozinhas, agrupadas duas a duas, treˆs a treˆs, . . ., n a n.
Lema 3.2.15 Mantemos a notac¸a˜o do Lema 3.2.4. Os monoˆmios do segundo tipo que aparece
em b) do Lema 3.2.4 sa˜o linearmente independentes em K〈X〉/T2(M2(K)).
Independeˆncia linear dos monoˆmios do terceiro tipo
Estudamos os monoˆmios da forma ya1ya2 · · · yakzc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdm ẑcm+1 , com
a1 ≤ a2 ≤ · · · ≤ ak, b1 ≤ b2 ≤ · · · ≤ bl, c1 ≤ c2 ≤ · · · ≤ cm ≤ cm+1 e d1 ≤ d2 ≤ · · · ≤ dm,
quando sa˜o efetuadas as substituic¸o˜es yi = Ai e zi = Bi, em que
Ai =
(
y
(1)
i y
(1)
i + y
(2)
i
b(y
(1)
i + y
(2)
i ) y
(2)
i
)
e Bi =
(
bz
(1)
i + z
(2)
i z
(1)
i
z
(2)
i bz
(1)
i + z
(2)
i
)
,
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em que b ∈ K− {λ+ λ2 : λ ∈ K}.
Tambe´m sabemos que existem diferenc¸as no comportamento final do monoˆmio se a varia´vel
zcm+1 aparece ou na˜o no monoˆmio. Se zcm+1 na˜o aparece no monoˆmio temos uma quantidade
par de z’s, se zcm+1 aparece temos uma quantidade ı´mpar de z’s.
Assim vamos fazer uma primeira ana´lise para uma quantidade par de z’s e por fim para uma
quantidade ı´mpar de z’s. Procedemos da mesma maneira anterior: enunciamos um exemplo
e depois demonstramos o caso geral. Comec¸amos com o caso k = 0 para posteriormente
analisarmos o caso k 6= 0. Se k = 0 temos monoˆmios da forma zc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdm ,
com b1 ≤ b2 ≤ · · · ≤ bl, c1 ≤ c2 ≤ · · · ≤ cm e d1 ≤ d2 ≤ · · · ≤ dm, e veremos a seguir como
reconstruir o monoˆmio em questa˜o.
Exemplo 3.2.16 Se o monoˆmio e´ da forma zc1yb1yb2zd1zc2zd2, com b1 ≤ b2, c1 ≤ c2 e d1 ≤ d2,
apo´s a substituic¸a˜o temos que a matriz Bc1Ab1Ab2Bd1Bc2Bd2 tera´ o elemento a11 da forma
y
(2)
b1
y
(2)
b2
z(2)c1 z
(2)
d1
z(2)c2 z
(2)
d2
+ y
(2)
b1
y
(2)
b2
z(1)c1 z
(2)
d1
z(2)c2 z
(2)
d2
+ y
(2)
b1
y
(2)
b2
z(2)c1 z
(2)
d1
z(1)c2 z
(2)
d2
+y
(2)
b1
y
(2)
b2
z(1)c1 z
(2)
d1
z(1)c2 z
(2)
d2
+ bf(z(i)cn , z
(i)
dn
, y
(i)
bj
).
Observe as parcelas, a partir da segunda: nelas as varia´veis sa˜o quase todas do mesmo“tipo”.
Mas existe uma varia´vel diferente na segunda e na terceira parcela e existem duas varia´veis
diferentes na quarta parcela. Este fator diferente marca as varia´veis da sequeˆncia c1, c2, . . . , cm.
Proposic¸a˜o 3.2.17 Considere um monoˆmio da forma zc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdm, com
b1 ≤ b2 ≤ · · · ≤ bl, c1 ≤ c2 ≤ · · · ≤ cm e d1 ≤ d2 ≤ · · · ≤ dm. Substitua yi por Ai e zj por Bj
para todos i ∈ {b1, b2, . . . , bl} e j ∈ {c1, d1, c2, d2, . . . , cm, dm}. Enta˜o o elemento a11 da matriz
ABl2m = Bc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm e´ da forma
z(2)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dm
+ z(1)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dm
+ z(2)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(2)cm z(2)dm
· · · · · ·
+ z(2)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(1)cm z(2)dm
+ z(1)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(2)cm z(2)dm
· · · · · ·
+ z(1)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(1)cm z(2)dm
· · · · · ·
+ z(1)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(2)dm + bf ′l2m(y
(i)
bj
, z(i)cn , z
(i)
dn
),
com i ∈ {1, 2}, j ∈ {1, 2, . . . , l}, n ∈ {1, 2, . . . ,m}. As parcelas nas quais aparecem as varia´veis
do tipo z
(1)
? marcam as varia´veis da sequeˆncia c1, c2, . . . , cm e aparecem agrupadas em uma a
uma, duas a duas, treˆs a treˆs, . . ., n a n, em cada parcela, a partir da segunda.
Demonstrac¸a˜o: Aproveitaremos algumas contas anteriores. Para calcular o elemento a11 de
Bc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm , multiplicamosBc1 porAb1 · · ·AblBd1Bc2Bd2 · · ·BcmBdm .
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A segunda matriz tem uma quantidade ı´mpar de z’s e sabemos a sua forma geral, tomando o
cuidado de verificar que a primeira matriz do tipo B que aparece e´ Bd1 . Assim para termos
a11 de Bc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm basta calcular (bz(1)c1 + z(2)c1 )(a11) + (z(1)c1 )(a21) em
que a11 e a21 sa˜o os elementos a11 e a21 da matriz Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm . Vejamos
tambe´m que, neste caso, a21 = a11 + ba12, devido a quantidade ı´mpar de z’s.
Multiplicando, temos (bz
(1)
c1 )(a11)+(z
(2)
c1 )(a11)+(z
(1)
c1 )(a11)+(bz
(1)
c1 )(a12). Nos interessa apenas
a parte que na˜o e´ mu´ltipla de b, enta˜o resta analisar as parcelas (z
(2)
c1 )(a11) + (z
(1)
c1 )(a11).
Lembrando que a11 da matriz Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm e´ da forma dada pela
Proposic¸a˜o 3.2.14 (tomando o cuidado de observar que os fatores diferentes marcam a sequeˆncia
c2, c3, . . . , cm) e efetuando as contas que envolvem as duas parcelas anteriores, temos o resultado
desejado. As parcelas nas quais aparecem fatores do tipo z
(1)
? esta˜o marcando as varia´veis que
aparecem na sequeˆncia c1, c2, c3, . . . , cm.
Se considerarmos l = 0 reca´ımos em monoˆmios do segundo tipo.
Considerando k 6= 0 tambe´m veremos como reconstruir o monoˆmio em questa˜o.
Exemplo 3.2.18 Se o monoˆmio e´ da forma ya1ya2zc1yb1yb2zd1zc2, com a1 ≤ a2, b1 ≤ b2 e
c1 ≤ c2, apo´s a substituic¸a˜o a matriz Aa1Aa2Bc1Ab1Ab2Bd1Bc2 tera´ o elemento a11 da forma
y(1)a1 y
(1)
a2
y
(2)
b1
y
(2)
b2
z(2)c1 z
(2)
d1
z(2)c2 z
(2)
d2
+ y(1)a1 y
(1)
a2
y
(2)
b1
y
(2)
b2
z(1)c1 z
(2)
d1
z(2)c2 z
(2)
d2
+ y(1)a1 y
(1)
a2
y
(2)
b1
y
(2)
b2
z(2)c1 z
(2)
d1
z(1)c2 z
(2)
d2
+y(1)a1 y
(1)
a2
y
(2)
b1
y
(2)
b2
z(1)c1 z
(2)
d1
z(1)c2 z
(2)
d2
+ bf(z(i)cn , z
(i)
dn
, yaj , y
(i)
bj
)
com i ∈ {1, 2}, j ∈ {1, 2, . . . , l}, n ∈ {1, 2, . . . ,m}.
Em todas as parcelas as varia´veis do tipo yaj sa˜o do tipo y
(1)
aj . Estes fatores indicam a
sequeˆncia a1, a2, . . . , ak. Ja´ a partir da segunda parcela, as varia´veis restantes sa˜o quase todas do
mesmo“tipo”. Mas ha´ uma varia´vel diferente na segunda e na terceira parcela e duas varia´veis
diferentes na quarta parcela. Este fator diferente marca as varia´veis da sequeˆncia c1, c2, . . . , cm.
Proposic¸a˜o 3.2.19 Considere o monoˆmio ya1ya2 · · · yakzc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdm, com
a1 ≤ a2 ≤ · · · ≤ ak, b1 ≤ b2 ≤ · · · ≤ bl, c1 ≤ c2 ≤ · · · ≤ cm e d1 ≤ d2 ≤ · · · ≤ dm. Substitua yi
por Ai e zj por Bj para i ∈ {a1, . . . , ak, b1, . . . , bl} e j ∈ {c1, d1, c2, d2, . . . , cm, dm}. O elemento
a11 da matriz ABkl2m = Aa1Aa2 · · ·AakBc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdmBcm+1 e´ da forma
y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(2)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dm
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dm
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(2)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(2)cm z(2)dm
· · · · · ·
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(2)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(1)cm z(2)dm
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(2)cm z(2)dm
· · · · · ·
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(1)cm z(2)dm
· · · · · ·
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(2)dm
+ bf ′l2m(y
(i)
ao y
(i)
bj
, z(i)cn , z
(i)
dn
),
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com i ∈ {1, 2}, o ∈ {1, 2, . . . , k}, j ∈ {1, 2, . . . , l}, n ∈ {1, 2, . . . ,m}. As parcelas nas quais as
varia´veis sa˜o do tipo y
(1)
ao indicam a sequeˆncia a1, a2, . . . , ak. Ja´ as parcelas nas quais aparecem
as varia´veis z
(1)
? marcam as varia´veis da sequeˆncia c1, c2, . . . , cm e aparecem agrupadas em uma
a uma, duas a duas, treˆs a treˆs, . . ., n a n, em cada parcela, a partir da segunda.
Demonstrac¸a˜o: Novamente vamos nos valer de algumas contas anteriores. Para calcular o
elemento a11 de Aa1Aa2 · · ·AakBc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm , multiplicaremos a matriz
Aa1Aa2 · · ·Aak pela matriz Bc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm . Assim para termos a11 de
Aa1Aa2 · · ·AakBc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm basta calcular (ay11)(a11) + (ay12)(a21) em
que a11 e a21 sa˜o os elementos a11 e a21 da matriz Bc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm e ay11
ay12 sa˜o os elementos a11 e a12 da matriz Aa1Aa2 · · ·Aak . Vejamos tambe´m que, neste caso,
a21 = ba12 + a11, devido a quantidade par de z’s.
O elemento ay12 e´ da forma a
y
11 + a
y
22. Assim distribuindo as multiplicac¸o˜es, olhando apenas
para as parcelas na˜o mu´ltiplas de b e lembrando que estamos em caracter´ıstica 2, temos apenas a
parcela ay22a11. Mas a
y
22 e´ da forma y
(1)
a1 y
(1)
a2 y
(1)
a3 · · · y(1)ak−1y(1)ak , e a11 foi dado na proposic¸a˜o anterior.
Enta˜o a11 de Aa1Aa2 · · ·AakBc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdm tem a forma desejada.
Conforme citado anteriormente, vamos analisar o comportamento do monoˆmio
ya1ya2 · · · yakzc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdmzcm+1 ,
com a1 ≤ a2 ≤ · · · ≤ ak, b1 ≤ b2 ≤ · · · ≤ bl, c1 ≤ c2 ≤ · · · ≤ cm ≤ cm+1 e d1 ≤ d2 ≤ · · · ≤ dm,
no qual temos uma quantidade ı´mpar de varia´veis z’s.
O elemento a11 da matriz resultante das substituc¸o˜es usuais sera´ bastante parecido com o
elemento a11 descrito na proposic¸a˜o anterior: ele tera´ apenas uma varia´vel a mais (varia´vel
z
(2)
cm+1 em cada parcela), as parcelas com as varia´veis do tipo z
(1)
? marcara˜o as varia´veis que
aparecem na sequeˆncia d1, d2, . . . , dm e as parcelas com as varia´veisl do tipo y
(1)
? (iguais em
todas as parcelas) marcara˜o as varia´veis que aparecem na sequeˆncia a1, a2, . . . , ak.
Proposic¸a˜o 3.2.20 Considere o monoˆmio ya1ya2 · · · yakzc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdmzcm+1,
a1 ≤ · · · ≤ ak, b1 ≤ · · · ≤ bl, c1 ≤ · · · ≤ cm ≤ cm+1 e d1 ≤ · · · ≤ dm. Substitua yi por Ai e zj
por Bj para i ∈ {a1, . . . , ak, b1, . . . , bl} e j ∈ {c1, d1, c2, d2, . . . , cm, dm, cm+1}. O elemento a11 da
matriz ABkl2m+1 = Aa1Aa2 · · ·AakBc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdmBcm+1 e´ da forma
y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(2)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dm
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(2)cm z(2)dm
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(2)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(2)cm z(2)dm
· · · · · ·
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(2)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(1)cm z(2)dm
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(2)cm z(2)dm
· · · · · ·
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(2)c2 z
(2)
d2
· · · z(1)cm z(2)dm
· · · · · ·
+ y(1)a1 y
(1)
a2
y(1)a3 · · · y(1)ak−1y(1)ak z(1)c1 y
(2)
b1
y
(2)
b2
y
(2)
b3
· · · y(2)bl−1y
(2)
bl
z
(2)
d1
z(1)c2 z
(2)
d2
· · · z(1)cm z(2)dm
+ bf ′kil2m+1(y
(i)
ao , y
(i)
bj
, z(i)cn , z
(i)
dn
),
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com i ∈ {1, 2}, o ∈ {1, 2, . . . , k}, j ∈ {1, 2, . . . , l}, n ∈ {1, 2, . . . ,m}. As parcelas nas quais as
varia´veis sa˜o do tipo y
(1)
ao indicam a sequeˆncia a1, a2, . . . , ak. As parcelas nas quais aparecem as
varia´veis z
(1)
? marcam as varia´veis da sequeˆncia d1, d2, . . . , dm e aparecem agrupadas em uma
a uma, duas a duas, treˆs a treˆs, . . ., n a n, em cada parcela, a partir da segunda.
Demonstrac¸a˜o: Ja´ temos o comportamento de ya1ya2 · · · yakzc1yb1yb2 · · · yblzd1zc2zd2 · · · zcmzdm .
Falta apenas multiplicar por zcm+1 . Mas
zcm+1 =
(
bz
(1)
cm+1 + z
(2)
cm+1 z
(1)
cm+1
z
(2)
cm+1 bz
(1)
cm+1 + z
(2)
cm+1
)
e ABkl2m =
(
a11 a12
a21 a22
)
.
Calculamos o elemento a11(bz
(1)
cm+1 + z
(2)
cm+1) + a12z
(2)
cm+1 e desta maneira teremos o elemento a11
da matriz Aa1 · · ·AakBc1Ab1 · · ·AblBd1Bc2Bd2 · · ·BcmBdmBcm+1 .
Vale lembrar que a12 = a11 + a22, enta˜o ao distribuirmos as multiplic¸o˜es anteriores e nos
concentrarmos nas parcelas na˜o mu´ltiplas de b, teremos que o elemento procurado e´ da forma
a22z
(2)
cm+1 . Ale´m disso, temos pela Observac¸a˜o 3.2.8 a forma de a22. Assim teremos que a11 da
matriz Aa1Aa2 · · ·AakBc1Ab1Ab2 · · ·AblBd1Bc2Bd2 · · ·BcmBdmBcm+1 tem a forma desejada.
Assim, o conjunto dos resultados anteriores nos permite provar o seguinte lema.
Lema 3.2.21 Mantendo a notac¸a˜o do Lema 3.2.4, considere o terceiro tipo de monoˆmio que
aparece em b) do Lema 3.2.4. Enta˜o eles sa˜o linearmente independentes na a´lgebra relativa-
mente livre K〈X〉/T2(M2(K)).
Diferenciando monoˆmios do segundo tipo dos monoˆmios do terceiro tipo
Nosso objetivo e´ apenas chamar a atenc¸a˜o para o fato de que monoˆmios do segundo tipo
podem ter o mesmo multigrau dos monoˆmios do terceiro tipo, mas pela forma dos elementos a11
que resultam da substituic¸a˜o de yi por Ai e de zj por Bj para i ∈ {a1, a2, . . . , ak, b1, b2, . . . , bl}
e j ∈ {c1, d1, c2, d2, . . . , cm, dm, cm+1} nos monoˆmios em questa˜o e´ poss´ıvel diferencia´-los e ver
que eles tambe´m sa˜o linearmente independentes entre si.
Como a forma geral dos elementos a11 e´ muito longa, resolvemos facilitar a observac¸a˜o
atrave´s de exemplos. Compararemos os elementos a11 dos seguintes monoˆmios:
ya1ya2zc1zd1zc2zd2 Segundo tipo
ya1zc1ya2zd1zc2zd2 Terceiro tipo
zc1ya1ya2zd1zc2zd2 Terceiro tipo
Chamamos a atenc¸a˜o para o fato de que temos uma quantidade par de z’s.
Sabemos, pelos resultados anteriores, que o elemento a11 tem o formato a11 = parcelas que
na˜o sa˜o mu´ltiplas de b mais parcelas mu´ltiplas de b. Vamos destacar na tabela seguinte, na
coluna “Algumas parcelas do elemento a11”as parcelas que na˜o sa˜o mu´ltiplas de b.
Monoˆmio Algumas parcelas do elemento a11
ya1ya2zc1zd1zc2zd2 y
(1)
a1 y
(1)
a2 z
(2)
c1 z
(2)
d1
z
(2)
c2 z
(2)
d2
+ y
(1)
a1 y
(1)
a2 z
(1)
c1 z
(2)
d1
z
(2)
c2 z
(2)
d2
+y
(1)
a1 y
(1)
a2 z
(2)
c1 z
(2)
d1
z
(1)
c2 z
(2)
d2
+ y
(1)
a1 y
(1)
a2 z
(1)
c1 z
(2)
d1
z
(1)
c2 z
(2)
d2
ya1zc1ya2zd1zc2zd2 y
(1)
a1 y
(2)
a2 z
(2)
c1 z
(2)
d1
z
(2)
c2 z
(2)
d2
+ y
(1)
a1 y
(2)
a2 z
(1)
c1 z
(2)
d1
z
(2)
c2 z
(2)
d2
+y
(1)
a1 y
(2)
a2 z
(2)
c1 z
(2)
d1
z
(1)
c2 z
(2)
d2
+ y
(1)
a1 y
(2)
a2 z
(1)
c1 z
(2)
d1
z
(1)
c2 z
(2)
d2
zc1ya1ya2zd1zc2zd2 y
(2)
a1 y
(2)
a2 z
(2)
c1 z
(2)
d1
z
(2)
c2 z
(2)
d2
+ y
(2)
a1 y
(2)
a2 z
(1)
c1 z
(2)
d1
z
(2)
c2 z
(2)
d2
+y
(2)
a1 y
(2)
a2 z
(2)
c1 z
(2)
d1
z
(1)
c2 z
(2)
d2
+ y
(2)
a1 y
(2)
a2 z
(1)
c1 z
(2)
d1
z
(1)
c2 z
(2)
d2
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Observemos que para polinoˆmios diferentes temos parcelas diferentes na tabela. Assim e´
poss´ıvel ver que eles sa˜o linearmente independentes.
Para obtermos o resultado na sua forma geral, basta comparar a forma do elemento a11 que
aparece nas Proposic¸o˜es 3.2.13 e 3.2.19.
Compararemos os elementos a11 dos seguintes monoˆmios:
ya1ya2zc1zd1zc2 Segundo tipo
ya1zc1ya2zd1zc2 Terceiro tipo
zc1ya1ya2zd1zc2 Terceiro tipo
Chamamos a atenc¸a˜o para o fato de que temos uma quantidade ı´mpar de z’s.
Novamente, destacaremos na tabela seguinte, na coluna “Algumas parcelas do elemento
a11”as parcelas que na˜o sa˜o mu´ltiplas de b.
Monoˆmio Algumas parcelas do elemento a11
ya1ya2zc1zd1zc2 y
(2)
a1 y
(2)
a2 z
(2)
c1 z
(2)
d1
z
(2)
c2 + y
(2)
a1 y
(2)
a2 z
(2)
c1 z
(1)
d1
z
(2)
c2
ya1zc1ya2zd1zc2 y
(2)
a1 y
(1)
a2 z
(2)
c1 z
(2)
d1
z
(2)
c2 + y
(2)
a1 y
(1)
a2 z
(2)
c1 z
(1)
d1
z
(2)
c2
zc1ya1ya2zd1zc2 y
(1)
a1 y
(1)
a2 z
(2)
c1 z
(2)
d1
z
(2)
c2 + y
(1)
a1 y
(1)
a2 z
(2)
c1 z
(1)
d1
z
(2)
c2
A comparac¸a˜o mostra que e´ poss´ıvel diferencia´-los e ver que eles sa˜o linearmente indepen-
dentes.
Para obtermos o resultado na sua forma geral basta comparar a forma do elemento a11 que
aparece nas Proposic¸o˜es 3.2.14 e 3.2.20.
Acabamos assim de demonstrar o Teorema 3.2.1, que e´ o resultado principal deste cap´ıtulo.
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Cap´ıtulo 4
Identidades graduadas de M3(K) com K
infinito
Neste cap´ıtulo, da mesma maneira que acontece nos cap´ıtulos anteriores, usaremos um
resultado que classifica todas as graduac¸o˜es poss´ıveis da a´lgebra M3(K) e exibiremos uma base
das identidades polinomiais graduadas de uma destas graduac¸o˜es que na˜o e´ a Z3-graduac¸a˜o
usual. Na primeira parte do cap´ıtulo, K denotara´ um corpo de caracter´ıstica diferente de 3. Ja´
na segunda parte K sera´ um corpo de caracter´ıstica igual a 3. Deixaremos claro quando esta
mudanc¸a ocorrer.
4.1 Graduac¸o˜es de M3(K)
Assim como fizemos no cap´ıtulo 2, nos perguntamos: Quais sa˜o todas as graduac¸o˜es de
M3(K)? Em [5] temos a resposta.
Teorema 4.1.1 [5] Seja K um corpo, e seja G um grupo. Enta˜o toda G-graduac¸a˜o A =
⊕g∈GAg sobre a a´lgebra de matriz A = M3(K) e´ isomorfa a uma dos seguintes tipos:
(I) Uma boa graduac¸a˜o.
(II) Uma graduac¸a˜o com supp(A) = C3 = 〈c〉, na˜o isomorfa a uma boa graduac¸a˜o. Tais
graduac¸o˜es sa˜o descritas a seguir:
(a) Se char(K) 6= 3, tal graduac¸a˜o e´ da forma A(a) para algum a ∈ K tal que a 6= λ3−3λ+1
λ2−λ para
todo λ ∈ K− {0, 1} em que
A(a)e = K[Ba] = {xB2a + yBa + zI3 : x, y, z ∈ K}, A(a)c = XK[Ba], A(a)c2 = X2K[Ba]
com Ba =
 0 1 00 0 1
−1 3− a a
 e X =
 0 0 10 −1 1
1 −2 1
.
(b) Se char(K) = 3, tal graduac¸a˜o e´ da forma A3(a) para algum a ∈ K tal que a 6= λ3−λ para
todo λ ∈ K em que
A3(a)e = K[Ca] = {xC2a+yCa+zI3 : x, y, z ∈ K}, A3(a)c = XK[Ca] e A3(a)c2 = X2K[Ca]
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com Ca =
 0 1 00 0 1
a 1 0
 e X =
 1 0 0−1 1 0
1 1 1
.
(III) Uma graduac¸a˜o com supp(A) = C3×C3 = 〈σ〉× 〈pi〉, na˜o isomorfa a uma boa graduac¸a˜o.
Tal graduac¸a˜o e´ isomorfa a um dos seguintes:
(a) A(X, Ya) em que X =
 1 0 00 ξ 0
0 0 ξ2
 e Ya =
 0 1 00 0 1
a 0 0
, com a ∈ K?.
(b) A(Xd, Y (x, y, z)) em que Xd =
 0 1 00 0 1
d 0 0
 e Y (x, y, z) =
 x y zξ2zd ξ2x ξ2y
ξyd ξzd ξx
, com
d ∈ K?− (K?)3 e x, y, z ∈ K, na˜o todos nulos; ξ e´ a raiz cu´bica primitiva da unidade de K.
Estamos particularmente interessados nas graduac¸o˜es que no teorema anterior esta˜o assina-
ladas como (II)(a) e (II)(b). Para estas, queremos encontrar bases das identidades polinomiais
graduadas.
4.2 Identidades graduadas de M3(K) em caracter´ıstica di-
ferente de 3
Considerando, a princ´ıpio, caracter´ıstica de K diferente de 3, tomemos a Z3-graduac¸a˜o Ωa,
que aparece como (II)(a) no Teorema 4.1.1, para M3(K) = A0 ⊕ A1 ⊕ A2 na qual:
A0 = {xB2a + yBa + zI3, x, y, z ∈ K}, A1 = {xXB2a + yXBa + zX, x, y, z ∈ K},
A2 = {xX2B2a + yX2Ba + zX2, x, y, z ∈ K}
sendo que Ba =
 0 1 00 0 1
−1 3− a a
 e X =
 0 0 10 −1 1
1 −2 1
.
As componentes de Ωa ficam da seguinte forma:
A0 =

 z y x−x (3− a)x+ z ax+ y
−ax− y (−a2 + 3a− 1)x+ (3− a)y (a2 − a+ 3)x+ ay + z

A1 =

 −ax− y (−a2 + 3a+ 1)x+ (3− a)y (a2 − a+ 3)x+ ay + z(1− a)x− y (−a2 + 4a− 4)x+ (3− a)y − z (a2 − 2a+ 3)x+ (a− 1)y + z
(2− a)x− y + z (−a2 + 5a+ 7)x+ (4− a)y − 2z (a2 − 3a+ 4)x+ (a− 2)y + z

A2 =

 (2− a)x− y + z (−a2 + 5a− 7)x+ (4− a)y − 2z (a2 − 3a+ 4)x+ (a− 2)y + zx+ z (a− 3)x+ y − z (1− a)x− y
z y x

com x, y, z ∈ K.
Fazendo contas diretamente com as componentes e´ poss´ıvel obter o seguinte resultado.
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Proposic¸a˜o 4.2.1 Seja K um corpo, charK 6= 3. Os polinoˆmios
x1x2 − x2x1 com α(x1) = α(x2) = 0
x1x2x3 − x3x2x1 com α(x1) = α(x3) = −α(x2)
sa˜o identidades Z3-graduadas da a´lgebra M3(K) com a graduac¸a˜o Ωa.
A partir deste ponto, ate´ o final do cap´ıtulo, K e´ um corpo infinito. Mas sempre que poss´ıvel
vamos escrever esta hipo´tese para evitar confusa˜o.
Estas mesmas identidades anteriores sa˜o a base das identidades graduadas de M3(K), con-
siderando a Z3-graduac¸a˜o usual (ver [1]). Enta˜o uma pergunta natural que surge e´: sera´ que
estas identidades sa˜o a base das identidades graduadas de M3(K), considerando a graduac¸a˜o
Ωa (que aparece nesta sec¸a˜o)?
A resposta a esta pergunta e´ sim e provaremos a partir de agora este resultado.
Seja Ω = K[y(0)i , y
(1)
i , y
(2)
i , i ∈ N] a a´lgebra dos polinoˆmios comutativos gerada pelas varia´veis
y
(0)
i , y
(1)
i e y
(2)
i . Denotemos por F a suba´lgebra Z3-graduada de M3(Ω) gerada pelas matrizes
Ai = y
(0)
i X
i + y
(1)
i X
iBa + y
(2)
i X
iB2a =
∑2
j=0 y
(j)
i X
iBja.
A matriz X tem a seguinte propriedade: X3 = I3, em que I3 e´ a matriz identidade de ordem
3. Assim teremos que a matriz gene´rica Ai pertence a componente M3(Ω)i em que i e´ tomado
mo´dulo 3 e portanto temos uma Z3-graduac¸a˜o para F .
Vejamos como e´ o produto entre dois elementos de F .
Lema 4.2.2 Sejam Ai1 =
∑2
j1=0
y
(j1)
i1
X i1Bj1a ∈ F , e Ai2 =
∑2
j2=0
y
(j2)
i2
X i2Bj2a ∈ F . Enta˜o
Ai1Ai2 =
∑2
j2=0
∑2
j1=0
y
(j1)
i1
y
(j2)
i2
X i1Bj1a X
i2Bj2a .
Demonstrac¸a˜o: Como Ai1 =
∑2
j1=0
y
(j1)
i1
X i1Bj1a e Ai2 =
∑2
j2=0
y
(j2)
i2
X i2Bj2a , teremos
Ai1Ai2 = Ai1(
2∑
j2=0
y
(j2)
i2
X i2Bj2a ) =
2∑
j2=0
(Ai1)y
(j2)
i2
X i2Bj2a
=
2∑
j2=0
(
2∑
j1=0
y
(j1)
i1
X i1Bj1a )y
(j2)
i2
X i2Bj2a =
2∑
j2=0
2∑
j1=0
y
(j1)
i1
y
(j2)
i2
X i1Bj1a X
i2Bj2a .
Observac¸a˜o 4.2.3 Vejamos que no total sa˜o 9 = 32 parcelas envolvendo as 6 = 3×2 varia´veis
y
(0)
i1
, y
(1)
i1
, y
(2)
i1
, y
(0)
i2
, y
(1)
i2
e y
(2)
i2
. E cada parcela tem na parte final um produto de 2 matrizes da
forma {X inBjna } da base.
O produto entre Ai1 e Ai2 esta´ na componente i1 + i2 mod 3.
Denotemos por T3(M3) = T3(M3(K)) o ideal das identidades Z3-graduadas para M3(K).
Lema 4.2.4 A a´lgebra Z3-graduada relativamente livre K(X)/T3(M3) e´ isomorfa a a´lgebra F .
Demonstrac¸a˜o: Defina Φ : K〈X〉 → F por Φ(f(x1, . . . , xm)) = f(A1, . . . , Am) e´ um ho-
momorfismo Z3-graduado. Temos que Φ e´ sobrejetor (pela definic¸a˜o). E temos tambe´m que
ker Φ = T3(M3). Assim pelo teorema do isomorfismo temos F ' K〈X〉/T3(M3).
Denotemos por I o ideal das identidades Z3-graduadas de K〈X〉 gerado pelas identidades
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x1x2 − x2x1 com α(x1) = α(x2) = 0
x1x2x3 − x3x2x1 com α(x1) = α(x3) = −α(x2)
Pela Proposic¸a˜o 4.2.1 ja´ sabemos que I ⊆ T3(M3). Resta-nos provar a inclusa˜o contra´ria.
Para este fim analisaremos o comportamento dos monoˆmios m de comprimento q. Lembrando
que chamamos de comprimento de um monoˆmio o nu´mero total de varia´veis, contadas com
multiplicidade. Isto e´, o comprimento de m e´ o grau degm.
Lema 4.2.5 Seja m = m(x1, x2, . . . , xk) um monoˆmio de grau q em k varia´veis. Enta˜o m =
m(Ai1 , Ai2 , . . . , Aik) =
∑2
jq=0
· · ·∑2j2=0∑2j1=0 y(j1)i1 y(j2)i2 · · · y(jq)iq X i1Bj1a X i2Bj2a · · ·X iqBjqa
Demonstrac¸a˜o: Basta aplicar q − 1 vezes o Lema 4.2.2.
Proposic¸a˜o 4.2.6 Seja m = m(x1, x2, . . . , xk) um monoˆmio de comprimento q−1 envolvendo
k varia´veis. Enta˜o m(Ai1 , Ai2 , . . . , Aik)Aiq =
∑2
jq=0
m(Ai1 , Ai2 , . . . , Aik)y
(jq)
iq
X iqB
jq
a
Observac¸a˜o 4.2.7 Na proposic¸a˜o anterior teremos, no total, 3q parcelas. Cada parcela e´ um
produto de tamanho q envolvendo algumas das 3q varia´veis seguido de um produto de tamanho
q de matrizes da forma {X inBjna } da base na qual in ∈ {i1, i2, . . . , iq} e jn ∈ {0, 1, 2}.
Relembrando as componentes: o produto entre Ai1 e Ai2 esta´ na componente i1 + i2 mod
3. Denotaremos i1 + i2 mod 3 por i2. Assim, ja´ que Ai1Ai2 esta´ na componente i2, podemos
escreveˆ-lo como combinac¸a˜o linear da base da componente i2, a saber X
i2 , X i2Ba e X
i2B2a.
Recordando a forma do produto Ai1Ai2 =
∑2
j2=0
∑2
j1=0
y
(j1)
i1
y
(j2)
i2
X i1Bj1a X
i2Bj2a escrevemos
cada produto X i1Bj1a X
i2Bj2a como combinac¸a˜o linear de X
i2 , X i2Ba e X
i2B2a. Logo
Ai1Ai2 =
2∑
j2=0
2∑
j1=0
f2(a, i1, j1, i2, j2)y
(j1)
i1
y
(j2)
i2
X i2 +
2∑
j2=0
2∑
j1=0
g2(a, i1, j1, i2, j2)y
(j1)
i1
y
(j2)
i2
X i2Ba +
2∑
j2=0
2∑
j1=0
h2(a, i1, j1, i2, j2)y
(j1)
i1
y
(j2)
i2
X i2B2a,
em que as func¸o˜es f2(a, i1, j1, i2, j2), g2(a, i1, j1, i2, j2) e h2(a, i1, j1, i2, j2) sa˜o as func¸o˜es que apa-
recem escrevendo os produtos X i1Bj1a X
i2Bj2a como combinac¸a˜o linear de X
i2 , X i2Ba e X
i2B2a.
Temos o mesmo comportamento para um monoˆmio. Defina iq =
∑q
j=0 ij mod 3. Visto que
o monoˆmio m esta´ na componente iq, podemos escreveˆ-lo como combinac¸a˜o linear da base da
componente iq, a saber X
iq , X iqBa e X
iqB2a.
Proposic¸a˜o 4.2.8 Seja m = m(x1, x2, . . . , xk) um monoˆmio de comprimento q envolvendo k
varia´veis. Enta˜o
m(Ai1 , Ai2 , . . . , Aik) =
2∑
jq=0
· · ·
2∑
j2=0
2∑
j1=0
fm(a, i1, j1, i2, j2 . . . , iq, jq)y
(j1)
i1
y
(j2)
i2
· · · y(jq)iq X iq
+
2∑
jq=0
· · ·
2∑
j2=0
2∑
j1=0
gm(a, i1, j1, i2, j2 . . . , iq, jq)y
(j1)
i1
y
(j2)
i2
· · · y(jq)iq X iqBa
+
2∑
jq=0
· · ·
2∑
j2=0
2∑
j1=0
hm(a, i1, j1, i2, j2 . . . , iq, jq)y
(j1)
i1
y
(j2)
i2
· · · y(jq)iq X iqB2a,
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as func¸o˜es fm(a, i1, j1, i2, j2 . . . , iq, jq), gm(a, i1, j1, i2, j2 . . . , iq, jq) e hm(a, i1, j1, i2, j2 . . . , iq, jq)
sa˜o as func¸o˜es que aparecem quando escrevemos os produtos X i1Bj1a X
i2Bj2a · · ·X iqBjqa como
combinac¸a˜o linear de X iq , X iqBa e X
iqB2a.
Depois de escrever o monoˆmio m na forma da proposic¸a˜o anterior podemos ainda ordenar
as varia´veis yjnin de modo a ter o seguinte resultado.
Proposic¸a˜o 4.2.9 Seja m = m(x1, x2, . . . , xk) um monoˆmio de comprimento q envolvendo k
varia´veis. Enta˜o
m(Ai1 , Ai2 , . . . , Aik) =
2∑
jq=0
· · ·
2∑
j2=0
2∑
j1=0
fm(a, i1, j1, i2, j2 . . . , iq, jq)y
(j1)
i1
y
(j2)
i2
· · · y(jq)iq X iq
+
2∑
jq=0
· · ·
2∑
j2=0
2∑
j1=0
gm(a, i1, j1, i2, j2 . . . , iq, jq)y
(j1)
i1
y
(j2)
i2
· · · y(jq)iq X iqBa
+
2∑
jq=0
· · ·
2∑
j2=0
2∑
j1=0
hm(a, i1, j1, i2, j2 . . . , iq, jq)y
(j1)
i1
y
(j2)
i2
· · · y(jq)iq X iqB2a,
em que 1 ≤ i1 ≤ i2 ≤ · · · ≤ iq ≤ m.
O monoˆmio m(Ai1 , Ai2 , . . . , Aik) da proposic¸a˜o anterior sera´ denotado por
m(Ai1 , Ai2 , . . . , Aik) = FmX
iq +GmX
iqBa +HmX
iqB2a.
Proposic¸a˜o 4.2.10 Sejam m = m(x1, x2, . . . , xk) e n = n(x1, x2, . . . , xk) dois monoˆmios de
comprimentos q envolvendo k varia´veis. Se m(Ai1 , Ai2 , . . . , Aik) e n(Ai1 , Ai2 , . . . , Aik) sa˜o tais
que Fm = Fn, enta˜o m(Ai1 , Ai2 , . . . , Aik) = n(Ai1 , Ai2 , . . . , Aik).
Demonstrac¸a˜o: Basta observar que Fm determina tanto Gm quanto Hm.
Proposic¸a˜o 4.2.11 Sejam m = m(x1, x2, . . . , xk) e n = n(x1, x2, . . . , xk) dois monoˆmios de
comprimentos q envolvendo k varia´veis. Se m(Ai1 , Ai2 , . . . , Aik) e n(Ai1 , Ai2 , . . . , Aik) sa˜o tais
que Fm = Fn, enta˜o m(x1, x2, . . . , xk) ≡ n(x1, x2, . . . , xk) mod I.
Demonstrac¸a˜o: Usaremos induc¸a˜o sobre q. Se q = 1, temos o resultado. Suponhamos q > 1.
Apenas para relembrar a nossa hipo´tese de induc¸a˜o e´: se m0 e n0 de comprimentos q−1 tiverem
Fm0 = Fn0 , enta˜o m0(x1, x2, . . . , xk) ≡ n0(x1, x2, . . . , xk) mod I.
Parte 1: Considerac¸o˜es sobre varia´veis e grau
Seja xp uma varia´vel de m(x1, x2, . . . , xk). Assim m = m1xpm2 em que m1 e m2 sa˜o
monoˆmios de K〈X〉. Pelas Proposic¸o˜es 4.2.6 e 4.2.9 temos
m(Ai1 , Ai2 , . . . , Aik) =
2∑
jp=0
m1jp(Ai1 , Ai2 , . . . , Aik)y
(jp)
ip
m2jp(Ai1 , Ai2 , . . . , Aik)X
ipBjpa .
Assim as varia´veis y
(0)
ip
, y
(1)
ip
e y
(2)
ip
aparecem em Fn. Mas cada uma delas aparece num grupo de
parcelas espec´ıfico: y
(0)
ip
aparece em 1/3 das parcelas de Fn, ja´ y
(1)
ip
aparece no outro 1/3 e por
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fim y
(2)
ip
aparece no u´ltimo 1/3 das parcelas. Assim podemos analisar cada conjunto de parcelas
separadamente, mas a ana´lise e´ ana´loga nos treˆs casos.
Procuramos a varia´vel xp em n. Temos n = n1xpn2 com n1 e n2 sendo monoˆmios de K〈X〉.
As varia´veis y
(j`)
i`
sa˜o ordenadas e Fm = Fn logo α(m1) = α(n1). Se xp aparece mais de uma
vez em m e quebra m em va´rios pedac¸os m = m1xpm2xpm3 . . .m`−1xpm` o mesmo acontece
com n = n1xpn2xpn3 . . . n`−1xpn` numa correspondeˆncia biun´ıvoca φ : {1, . . . , `} −→ {1, . . . `}
entre os graus, ou seja, α(m1xpm2xpm3 . . . xpmt) = α(n1xpn2xpn3 . . . xpmφ(t)).
Parte 2: Aplicar a Parte 1 para a primeira varia´vel de m (ou de n) e analisar as
possibilidades
Seja xi a primeira varia´vel de m. Procuramos a varia´vel xi em n. Temos n = n1xin2. Como
α(m1) = 0 (ja´ que xi e´ a primeira varia´vel de m) e pela parte 1, temos α(n1) = 0. Vamos
analisar treˆs casos poss´ıveis:
Caso 1: a varia´vel xi aparece de novo em m com m = xim1xim2 e α(xim1) = 0. Enta˜o xi
aparece de novo em n com n = n3xin4xin5, α(n3) = 0 e α(n3xin4) = 0. Assim α(xin4) = 0 e
pela identidade x1x2 − x2x1 com α(x1) = α(x2) = 0 temos n = n3xin4xin5 ≡ xin4n3xin5 mod
I. Pela hipo´tese de induc¸a˜o, temos enta˜o o resultado desejado.
Caso 2: existem duas varia´veis xa e xb que aparecem juntas em m mas separadas em n
(com xi entre elas e possivelmente mais algumas outras). Formalmente existem xa e xb com
m = m1xaxbm2 e n = n3xan4xin5xbn6. Comparando com as notac¸o˜es anteriores temos:
i) n1 = n3xan4 (lembrando que n1 era tudo que estava antes de xi e α(n1) = 0).
ii) α(m1) = α(n3) (basta observar xa).
iii) α(m1xa) = α(n3xan4xin5) (e´ so´ ver xb).
Logo as contas ficam assim: por i), temos α(n3xan4) = 0, ou seja, α(n3xa) = −α(n4); por ii),
temos α(m1xa) = α(n3xa); mas por iii), sabemos que α(m1xa) = α(n3xan4xin5) enta˜o a parte
que sobra n4xin5 tem α(n4xin5) = 0 ou α(xin5) = −α(n4).
E usando a identidade x1x2x3−x3x2x1 com α(x1) = α(x3) =−α(x2) temos n3xan4xin5xbn6 ≡
xin5n4n3xaxbn6 mod I. Pela hipo´tese de induc¸a˜o, temos enta˜o o resultado desejado.
Caso 3: Os casos 1 e 2 na˜o ocorrem. Consideremos m = xi1xi2 . . . xiq . Considere r ∈
{1, . . . , q − 1} tal que n1 = n3xirn4. Assim α(n3) = α(xi1 . . . xir−1). Escrevendo n = n5xir+1n6
teremos α(n5) = α(xi1 . . . xir). Assim o comprimento de n5 e´ menor que o comprimento de n1.
De fato, se o comprimento de n5 for igual ao comprimento de n1, enta˜o acontece o caso 1. E se
comprimento de n5 for maior que o comprimento de n1, enta˜o acontece o caso 2.
Repetindo esta ideia para r + 1, r + 2, . . . temos que existe um r0 ∈ {1, . . . , q} tal que para
r ≥ r0 todo xir aparece em n1 o mesmo nu´mero de vezes que em xir0xir0+1 . . . xiq e tambe´m toda
varia´vel que esta´ em n1 esta´ tambe´m em xir0xir0+1 . . . xiq . Assim n1 e xir0xir0+1 . . . xiq possuem
o mesmo grau em cada varia´vel. Olhemos para a primeira varia´vel xj de n. Se procurarmos
xj em m, teremos m = m3m4xjm5 com α(m3m4) = 0 e m4xjm5 = xir0xir0+1 . . . xiq . Logo
α(m4xjm5) = α(xir0xir0+1 . . . xiq) = α(n1) = 0.
Logo α(m3) = −α(m4) = α(xjm5) e usando a identidade x1x2x3 − x3x2x1 com α(x1) =
α(x3) = −α(x2) temos m = m3m4xjm5 ≡ xjm5m4m3 mod I. Pela hipo´tese de induc¸a˜o, temos
enta˜o o resultado desejado.
Em resumo, em qualquer um dos treˆs casos, m(x1, x2, . . . , xk) ≡ n(x1, x2, . . . , xk) mod I.
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Teorema 4.2.12 Seja K um corpo infinito com caracter´ıstica diferente de 3. Considere a
Z3-graduac¸a˜o Ωa de M3(K). Todas as identidades Z3-graduadas da a´lgebra M3(K) seguem de
x1x2 − x2x1 com α(x1) = α(x2) = 0
x1x2x3 − x3x2x1 com α(x1) = α(x3) = −α(x2)
Demonstrac¸a˜o: Ja´ sabemos que I ⊆ T3(M3). Basta mostrar que T3(M3) ⊆ I. Como o corpoK
e´ infinito, basta apenas mostrar que qualquer identidade polinomial graduada multihomogeˆnea
f = f(x1, . . . , xn) de M3(K) pertence a I.
Seja r o menor inteiro na˜o negativo tal que a identidade polinomial graduada multiho-
mogeˆnea f pode ser escrita mo´dulo I como combinac¸a˜o linear de r monoˆmios multihomogeˆneos:
f ≡
r∑
q=1
aqmq(modI)
com 0 6= aq ∈ K e m1,m2, . . . ,mr ∈ K〈X〉. O objetivo e´ mostrar que r = 0. Suponhamos, por
absurdo, que r > 0. Assim
a1m1(A1, A2, . . . , Am) = −
r∑
q=2
aqmq(A1, A2, . . . , Am)
Existe p ∈ {2, 3, . . . , r} tal que m1(A1, A2, . . . , Am) e mp(A1, A2, . . . , Am) teˆm Fm1 = Fmp . Pela
Proposic¸a˜o 4.2.11 temos m1 ≡ mp(modI) e portanto
f ≡ (a1 + ap)m1 +
p−1∑
q=2
aqmq +
r∑
q=p+1
aqmq (mod I).
O que significa que f pode ser expresso mo´dulo I como combinac¸a˜o linear de no ma´ximo r− 1
monoˆmios multihomogeˆneos. Absurdo, com a escolha de r.
4.3 Identidades graduadas de M3(K) em caracter´ıstica 3
Vejamos agora o que acontece no caso em que caracter´ıstica de K e´ igual a 3.
A principal mudanc¸a e´ em relac¸a˜o a Z3-graduac¸a˜o. Neste caso, temos uma Z3-graduac¸a˜o
Ωb para M3(K) = A0 ⊕ A1 ⊕ A2 na qual:
A0 = {xC2a + yCa + zI3, x, y, z ∈ K}, A1 = {xXC2a + yXCa + zX, x, y, z ∈ K}
A2 = {xX2C2a + yX2Ca + zX2, x, y, z ∈ K}
sendo que Ca =
 0 1 00 0 1
a 1 0
 e X =
 1 0 0−1 1 0
1 1 1
. As componentes de Ωb sa˜o:
A0 =

 z y xax x+ z y
ay ax+ y x+ z

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A1 =

 z y xax− z x− y + z −x+ y
ax+ ay + z (a+ 1)x+ 2y + z 2x+ y + z

A2 =

 z y xax− 2z x− 2y + z −2x+ y
2ax+ ay + z (a+ 2)x+ 2y + z 2x+ 2y + z
 ,
com x, y, z ∈ K. Fazendo contas diretamente com as componentes e usando o fato de carac-
ter´ıstica de K ser igual a 3, temos o mesmo resultado anterior.
Proposic¸a˜o 4.3.1 Seja charK = 3 e considere a Z3-graduac¸a˜o Ωb. Enta˜o
x1x2 − x2x1 com α(x1) = α(x2) = 0
x1x2x3 − x3x2x1 com α(x1) = α(x3) = −α(x2)
sa˜o identidades Z3-graduadas da a´lgebra M3(K).
Estas mesmas identidades sa˜o a base das identidades graduadas de M3(K), considerando a
Z3-graduac¸a˜o usual (veja novamente [1]). E nos perguntamos, outra vez, se estas identidades
sa˜o a base das identidades Z3-graduadas de M3(K), considerando a graduac¸a˜o Ωb?
Mas todas as contas da sec¸a˜o anterior em nenhum momento usaram explicitamente a forma
da graduac¸a˜o, mas somente as identidades envolvidas e as bases. Enta˜o conclu´ımos que, com
demonstrac¸o˜es completamente ana´logas, podemos provar o seguinte teorema.
Teorema 4.3.2 Seja charK = 3. Considere a Z3-graduac¸a˜o Ωb de M3(K). Enta˜o
x1x2 − x2x1 com α(x1) = α(x2) = 0
x1x2x3 − x3x2x1 com α(x1) = α(x3) = −α(x2)
sa˜o a base das identidades Z3-graduadas da a´lgebra M3(K).
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Identidades graduadas de M2(K) com K
finito e de caracter´ıstica 2
Neste cap´ıtulo, vamos classificar todas as Z2-graduac¸o˜es poss´ıveis da a´lgebra M2(K) e fo-
car nossa atenc¸a˜o nas identidades polinomiais graduadas destas graduac¸o˜es quando K e´ um
corpo finito (com q elementos) e de caracter´ıstica igual a 2, a fim de determinar uma base das
identidades polinomiais graduadas.
Exceto se mencionado o contra´rio, K e´ um corpo finito com q elementos e charK = 2.
Em 1978, Maltsev e Kuzmin (ver [14]) provaram que uma base das identidades de M2(K) e´
dada por
{(x1 − xq1)(x2 − xq
2
2 )(1− [x1, x2]q−1), (x1 − xq1) ◦ (x2 − xq2)− ((x1 − xq1) ◦ (x2 − xq2))q},
quando K e´ um corpo finito com q elementos e a ◦ b = ab+ ba.
O resultado de Maltsev e Kuzmin na˜o depende da caracter´ıstica do corpo. Assim ele vale,
inclusive, para caracter´ıstica de K igual a 2 (com as devidas alterac¸o˜es de sinais).
As te´cnicas utilizadas para tratar o caso de matrizes sobre corpos finitos sa˜o muito dife-
rentes daquelas empregadas para o caso de corpos infinitos. Um dos motivos desta diferenc¸a
e´ que quando estamos tratando de matrizes sobre corpos infinitos podemos nos restringir aos
polinoˆmios multihomogeˆneos (basta lembrar da Observac¸a˜o 1.4.19), o que na˜o vale para corpos
finitos. Um outro motivo e´ a existeˆncia de bons modelos para a a´lgebra relativamente livre que
existem para algumas a´lgebras quando o corpo K e´ infinito e na˜o existem quando K e´ finito.
5.1 Graduac¸o˜es de M2(K)
Quando o corpo K e´ finito e tem caracter´ıstica diferente de 2, as Z2-graduac¸o˜es de M2(K)
foram descritas, juntamente com as suas identidades polinomiais graduadas (ver [17]). O que
faremos aqui e´ exibir as Z2-graduac¸o˜es poss´ıveis para M2(K) quando K e´ um corpo finito e de
caracter´ıstica 2. Para isto vamos usar ideias presentes em [27], em [17] e em [16].
Para facilitar a leitura, vamos citar aqui um resultado importante (lema 10) presente em
[27], que se refere a uma a´lgebra graduada A = A0⊕A1 central e simples sobre um corpo K de
caracter´ıstica 2.
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Lema 5.1.1 ([27, Lema 10]) Z(A0) e´ gerado por um elemento u com u
2 + u = w ∈ K. A0 e´
o conjunto dos a em A tal que ua = au. A1 e´ o conjunto dos a em A com a(1 + u) = ua.
Vamos nos referir ao elemento u do lema anterior como uA (para fazer refereˆncia a` a´lgebra
A) ou como uΩ (quando quisermos enfatizar a graduac¸a˜o Ω de A).
Observac¸a˜o 5.1.2 O elemento uA sempre pertence a A0.
O Lema 5.1.1 nos permite provar o seguinte resultado.
Lema 5.1.3 Se B = B0 ⊕ B1 e´ uma graduac¸a˜o de M2(K) e existe uma matriz invert´ıvel P
em M2(K) tal que P−1uAP = uB enta˜o a aplicac¸a˜o φ : A −→ B definida por φ(x) = P−1xP e´
um isomorfismo graduado.
Demonstrac¸a˜o: Temos que B0 = {b ∈ B : bφ(uA) = φ(uA)b} e B1 = {b ∈ B : b(1 + φ(uA)) =
φ(uA)b}. Enta˜o se a ∈ A0 temos φ(a)φ(uA) = φ(auA) = φ(uAa) = φ(uA)φ(a), logo φ(a) ∈ B0.
Similarmente, se a ∈ A1, enta˜o φ(a)(1+φ(uA)) = φ(a)φ(1+uA) = φ(a(1+uA)) = φ(uAa) =
φ(uA)φ(a), portanto φ(a) ∈ B1.
Usando o lema anterior podemos fazer mudanc¸as de base e trabalhar com a forma de uA
que nos seja mais conveniente.
Usaremos o Lema 5.1.1 para classificar todas as Z2-graduac¸o˜es poss´ıveis de M2(K).
Seja uA =
(
a c
b d
)
∈M2(K) do Lema 5.1.1. Pelo fato de u2A + uA ∈ K temos as seguintes
relac¸o˜es:

b(a+ d+ 1) = 0
c(a+ d+ 1) = 0
a+ 1 = d
.
Vamos analisar os seguintes casos:
(i) b = c = 0,
(ii) b = 0 ou c = 0,
(iii) b 6= 0 e c 6= 0.
Seja
(
x t
z y
)
uma matriz qualquer de M2(K).
Suponhamos primeiramente (i) (ou seja, que b = c = 0). Assim uA =
(
a 0
0 a+ 1
)
e, pelo
Lema 5.1.1 e pela relac¸o˜es anteriores, teremos
A0 =
{(
x 0
0 y
)
: x, y ∈ K
}
e A1 =
{(
0 t
z 0
)
: t, z ∈ K
}
.
Suponha (ii) (ou seja, b = 0 ou c = 0). Analisaremos c = 0, pois o caso b = 0 e´ completamente
ana´logo. Assim uA =
(
a 0
b a+ 1
)
. Vejamos que seu polinoˆmio caracter´ıstico e´ f(x) =
(x + a)(x + (a + 1)) que tem a e a + 1 como ra´ızes (sendo portanto redut´ıvel). Assim existe
uma matriz invert´ıvel P em M2(K) tal que P−1uAP = u, em que u =
(
a 0
0 a+ 1
)
.
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Em outras palavras, podemos mudar de base de modo que tenhamos o mesmo caso feito em
(i). Assim teremos, novamente,
A0 =
{(
x 0
0 y
)
: x, y ∈ K
}
e A1 =
{(
0 t
z 0
)
: t, z ∈ K
}
.
Suponhamos, por fim, (iii), ou seja, b 6= 0 e c 6= 0. Assim, uA =
(
a c
b a+ 1
)
. Vejamos que
seu polinoˆmio caracter´ıstico e´ f(x) = (x+ a)(x+ (a+ 1)) + bc = x2 + x+ bc. So´ nos interessa
o caso quando f(x) e´ irredut´ıvel (o que significa que bc na˜o e´ da forma λ2 + λ para nenhum
λ ∈ K), pois se f(x) for redut´ıvel, teremos os casos anteriores. A princ´ıpio, pelo Lema 5.1.1 e
pela relac¸o˜es anteriores, teremos
A0 =
{(
x c(x+ y)
b(x+ y) y
)
: x, y ∈ K
}
e A1 =
{(
bt+ cz t
z bt+ cz
)
: t, z ∈ K
}
.
Mas, como c 6= 0, podemos mudar de base de modo que uA =
(
a′ 1
b′ a′ + 1
)
e assim teremos
A0 =
{(
x x+ y
b′(x+ y) y
)
: x, y ∈ K
}
e A1 =
{(
b′t+ z t
z b′t+ z
)
: t, z ∈ K
}
com a condic¸a˜o de que b′ ∈ K− {λ2 + λ : λ ∈ K}.
Resumiremos toda esta discussa˜o anterior no seguinte resultado.
Teorema 5.1.4 Sejam K um corpo de caracter´ıstica 2 e A = A0 ⊕ A1 uma Z2-graduac¸a˜o de
M2(K). Enta˜o A e´ isomorfa a uma das seguintes graduac¸o˜es:
Ω com A0 =
{(
x 0
0 y
)
: x, y ∈ K
}
e A1 =
{(
0 t
z 0
)
: t, z ∈ K
}
ou a
Ωb com A0 =
{(
x x+ y
b(x+ y) y
)
: x, y ∈ K
}
e A1 =
{(
bt+ z t
z bt+ z
)
: t, z ∈ K
}
com a condic¸a˜o de que b ∈ K− {λ2 + λ : λ ∈ K}.
Observac¸a˜o 5.1.5 E´ interessante observarmos que esta classificac¸a˜o concorda com a classi-
ficac¸a˜o presente no Teorema 2.1.2 (que aparece em [16]). So´ para lembrar as Z2-graduac¸o˜es de
M2(K) quando o corpo K tem caracter´ıstica 2 sa˜o:
(2) A0 =
(
K 0
0 K
)
e A1 =
(
0 K
K 0
)
(3’) A0 =
{(
u u+ v
b(u+ v) v
)
: u, v ∈ K
}
e A1 =
{(
bu+ v u
v bu+ v
)
: u, v ∈ K
}
e
b ∈ K− {λ+ λ2 : λ ∈ K}.
Observac¸a˜o 5.1.6 A forma de uA esta´ fortemente relacionada com o fato do seu polinoˆmio
caracter´ıstico f(x) ser redut´ıvel ou irredut´ıvel.
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Se f(x) e´ redut´ıvel, enta˜o uA tem, a menos de uma mudanc¸a de base, a forma
(
a 0
0 a+ 1
)
e portanto a graduac¸a˜o e´ isomorfa a (2).
Se f(x) e´ irredut´ıvel enta˜o uA tem, a menos de uma mudanc¸a de base, a forma
(
a 1
b a+ 1
)
e portanto a graduac¸a˜o e´ isomorfa a (3’).
Todas essas observac¸o˜es anteriores nos permitem provar o seguinte resultado.
Lema 5.1.7 Para uma dada Z2-graduac¸a˜o A de M2(K), seja uA a matriz do Lema 5.1.1. Se
uA e´ tal que u
q
A = uA, enta˜o A e´ isomorfa a (2).
Demonstrac¸a˜o: Pela observac¸a˜o anterior, e´ suficiente provar que o polinoˆmio caracter´ıstico
f(x) de uA e´ redut´ıvel. Como u
q
A = uA, temos que uA e´ raiz de x
q + x. Assim f(x) divide
xq + x. Mas xq + x se fatora completamente em K. Logo f(x) e´ redut´ıvel.
Para a classificac¸a˜o das graduac¸o˜es na˜o temos restric¸o˜es sobre a finitude do corpo K, ja´
para descrever a base das identidades polinomiais graduadas precisamos de hipo´teses sobre a
finitude do corpo K. Isto porque as te´cnicas utilizadas para tratar o caso de matrizes sobre
corpos finitos sa˜o muito diferentes daquelas empregadas para o caso de corpos infinitos. Um
dos motivos desta diferenc¸a e´ que quando estamos tratando de matrizes sobre corpos infinitos
podemos nos restringir aos polinoˆmios multihomogeˆneos, (basta lembrar da Observac¸a˜o 1.4.19)
o que na˜o vale para corpos finitos; outro motivo e´ a falta de “bons”modelos para a a´lgebra
relativamente livre quando K e´ um corpo finito.
5.2 Irredutibilidade subdireta e variedades de a´lgebras
Nesta sec¸a˜o, exibiremos alguns resultados que sera˜o utilizados nas demonstrac¸o˜es dos te-
oremas das sec¸o˜es seguintes. Os resultados versam sobre irredutibilidade subdireta e sobre
variedades de a´lgebras graduadas.
Definic¸a˜o 5.2.1 O produto direto das a´lgebras Ai, para i em algum conjunto de ı´ndices I,
e´ o conjunto Πi∈IAi = {f : I −→ Ui∈IAi : f(i) ∈ Ai para todo i ∈ I}.
O produto direto tem uma estrutura de a´lgebra, com as seguintes operac¸o˜es: (f + g)(i) =
f(i) + g(i), (fg)(i) = f(i)g(i) e (λf)(i) = λf(i).
Definic¸a˜o 5.2.2 Seja pii a projec¸a˜o de Πi∈IAi em Ai. Uma a´lgebra A e´ uma soma subdireta
das a´lgebras Ai, se existe um monomorfismo φ : A −→ Πi∈IAi tal que (pii ◦ φ)(A) = Ai para
cada i ∈ I.
Definic¸a˜o 5.2.3 Uma a´lgebra A e´ subdiretamente irredut´ıvel se a intersec¸a˜o de todos os
seus ideais na˜o nulos na˜o e´ zero.
Lema 5.2.4 Se A e´ uma a´lgebra graduada e finita enta˜o existe um conjunto U de a´lgebras
graduadas finitas e subdiretamente irredut´ıveis tal que V arA = V arU .
60
Cap´ıtulo 5: Identidades graduadas de M2(K) com K finito e de caracter´ıstica 2
A demonstrac¸a˜o do lema anterior pode ser consultada em [17, Lema 8].
Lema 5.2.5 Toda variedade de a´lgebras graduadas e´ gerada por suas a´lgebras finitamente
geradas.
A demonstrac¸a˜o do lema anterior pode ser consultada em [22, 2.2].
Definic¸a˜o 5.2.6 O expoente de uma variedade de a´lgebras graduadas B e´ o maior limitante
inferior do conjunto de todos os inteiros positivos r tais que ra = 0 para todo elemento a
pertencente a qualquer algebra de B.
Definic¸a˜o 5.2.7 O ı´ndice de uma variedade de a´lgebras graduadas B e´ o menor limitante
superior do conjunto de todos os ı´ndices de nilpoteˆncia de suas a´lgebras nilpotentes.
Definic¸a˜o 5.2.8 Uma variedade de a´lgebras graduadas e´ localmente finita se suas a´lgebras
finitamente geradas sa˜o finitas.
Lema 5.2.9 Uma variedade de a´lgebras graduadas com ı´ndice e expoente finitos e´ localmente
finita.
Demonstrac¸a˜o: E´ ana´loga ao Corola´rio 2.9 de [23].
Proposic¸a˜o 5.2.10 Uma variedade B de a´lgebras graduadas com ı´ndice e expoente finitos e´
gerada por um conjunto de a´lgebras graduadas finitas e subdiretamente irredut´ıveis.
Demonstrac¸a˜o: De acordo com os dois lemas anteriores, B e´ gerada por um conjunto de
a´lgebras graduadas finitas. Logo B e´ gerada por um conjunto de a´lgebras graduadas finitas e
subdiretamente irredut´ıveis.
Exibiremos uma base das identidades polinomiais graduadas para as Z2-graduac¸o˜es de
M2(K). Na pro´xima sec¸a˜o exibiremos uma base das identidades polinomiais graduadas para a
graduac¸a˜o que aparece como (2) e na sec¸a˜o seguinte, para a graduac¸a˜o chamada de (3’).
A partir deste ponto, em alguns momentos, vamos nos referir a` graduac¸a˜o (2) como Ω e
a` graduac¸a˜o (3’) como Ωb. O objetivo desta notac¸a˜o e´ melhorar a apresentac¸a˜o de algumas
aplicac¸o˜es que va˜o aparecer daqui para frente.
5.3 Base das identidades graduadas para (2)
O resultado principal desta sec¸a˜o e´ o seguinte teorema.
Teorema 5.3.1 Considere a Z2-graduac¸a˜o Ω da forma A0 =
(
K 0
0 K
)
e A1 =
(
0 K
K 0
)
,
que aparece como (2) no Teorema 2.1.2 e seja K um corpo finito com q elementos e de carac-
ter´ıstica 2. Enta˜o a base das identidades polinomiais graduadas e´ dada por
{yq1 + y1, (y1 + z1 + (y1 + z1)q)((y2 + z2) + (y2 + z2)q
2
)(1 + [y1 + z1, y2 + z2]
q−1)},
em que α(yi) = 0 e α(zj) = 1 para i, j ∈ {1, 2}.
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Apenas para refereˆncias futuras, vamos estabelecer f1(y1) = y
q
1 + y1 e
f2(y1, y2, z1, z2) = (y1 + z1 + (y1 + z1)
q)((y2 + z2) + (y2 + z2)
q2)(1 + [y1 + z1, y2 + z2]
q−1).
Denotamos por B a variedade das a´lgebras graduadas que satisfazem as identidades f1 e f2.
Os pro´ximos lemas teˆm por objetivo provar o teorema anterior.
Lema 5.3.2 V arΩ ⊆ B.
Demonstrac¸a˜o: Basta ver que f1 e f2 sa˜o identidades graduadas de Ω. No caso de f1, temos
que aq = a para todo a ∈ K. Ja´ para f2, temos por [14] que (x1 + xq1)(x2 + xq
2
2 )(1 + [x1, x2]
q−1)
e´ uma identidade polinomial de M2(K). Trocando x1 por y1 + z1 e x2 por y2 + z2 temos f2.
Lema 5.3.3 B ⊆ V arΩ.
Demonstrac¸a˜o: Seja N = N0 ⊕ N1 uma a´lgebra nilpotente de B. Logo N0 e´ uma a´lgebra
nilpotente de B, com ı´ndice de nilpoteˆncia 2. De fato, se o ı´ndice de nilpoteˆncia s fosse maior do
que 2, poder´ıamos tomar elementos a1, . . . , as−1 ∈ N0 de modo que o produto a1 · · · as−1 fosse
diferente de zero. Mas, usando f1, ter´ıamos 0 = (a1 · · · as−1)q + a1 · · · as−1 = a1 · · · as−1 6= 0 que
seria um absurdo. Logo, para a ∈ N0, temos a = aq = 0. Enta˜o N1 = N e N2 = 0.
Como a variedade B tem ı´ndice e expoente finitos, sabemos que ela e´ gerada por um con-
junto de a´lgebras graduadas finitas e subdiretamente irredut´ıveis. Desta forma, para provar o
lema basta mostrar que cada uma destas a´lgebras pertence a V arΩ. No entanto, provaremos
mais que isso: mostraremos que cada a´lgebra graduada finita e subdiretamente irredut´ıvel esta´
mergulhada em Ω. Assumiremos enta˜o (ate´ o final da prova deste lema) que A e´ uma a´lgebra
graduada finita e subdiretamente irredut´ıvel de B.
Suponha A nilpotente. Logo A0 = 0, A1 = A e dimA = 1. De fato, suponha por ab-
surdo que existam dois elementos a1 e a2 ∈ A que sejam linearmente independentes. Enta˜o os
subespac¸os gerados por a1 e por a2 sa˜o ideais com intersec¸a˜o nula. Absurdo (com a irreduti-
bilidade subdireta de A). Assim e´ poss´ıvel definir um monomorfismo graduado φ de A para Ω
do seguinte modo: se g e´ um gerador de A, defina φ(λg) = λe12.
Suponha A uma a´lgebra simples (independente de ser graduada ou na˜o), isto e´, A =
Mk(GF (p
t)) com pt ≥ q. Assim k ≤ 2. De fato, se k ≥ 3, tomemos a0, b0 ∈ A0 e a1, b1 ∈ A1
com a0 + a1 = e12 e b0 + b1 = e23. Assim f2(a0, b0, a1, b1) = e13 6= 0, absurdo.
Analisaremos os casos k = 2 e k = 1. Voltamos a olhar A como a´lgebra graduada.
Para k = 2 temos A = M2(GF (q)), pois basta tomar a0, b0 ∈ A0 e a1, b1 ∈ A1 com
a0 + a1 = λe11 e b0 + b1 = e12 para termos f2(a0, b0, a1, b1) = (λ+ λ
q)e12 = 0 e portanto λ = λ
q.
Como uA ∈ A0 (Observac¸a˜o 5.1.2), e yq1 = y1, temos, pelo Lema 5.1.7 que A e´ isomorfa a Ω.
Ja´ para k = 1, ou seja, A = GF (pt), temos para 0 6= a ∈ A1 que aq2 = a. Assim para
a0 ∈ A0 e a1 ∈ A1 temos (a0 + a1)q2 = aq20 + aq
2
1 = a0 + a1 e portanto λ
q2 = λ para todo
λ ∈ A. Logo q2 ≥ pt e enta˜o A = GF (q) ou A = GF (q2). Se A = GF (q), enta˜o existe um
homomorfismo graduado injetor de A em Ω, como, por exemplo, φ : A −→ Ω dado por
φ(λ) =
(
λ 0
0 0
)
.
Se A = GF (q2), enta˜o a u´nica graduac¸a˜o poss´ıvel e´ A0 ∼= GF (q) e A1 ∼= GF (q) e pelo
lema 5 de [27] (que vale tambe´m em caracter´ıstica 2), existe u ∈ A1 tal que A1 = A0u e
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0 6= a = u2 ∈ GF (q). Logo A = GF (q)1 + GF (q)u, em que 1 e´ a identidade multiplicativa de
A. Assim φ : A −→ Ω dada por
φ(λ1 + βu) =
(
λ βa
β λ
)
e´ um homomorfismo graduado e injetor.
Suponha que A = B ⊕ N como uma soma direta de espac¸os vetoriais onde B e´ uma
suba´lgebra na˜o-graduada semissimples de A e N e´ o radical de Jacobson de A. O radical de
Jacobson e´ graduado e, como N e´ nilpotente, N2 = 0. Se x ∈ A0 ∩ N , enta˜o f1 implica
que x = xq = 0 assim N ⊆ A1. Logo A1 = A1 ∩ B ⊕ N . Se x ∈ A1 ∩ B e u ∈ N , enta˜o
ux, xu ∈ A0 ∩ N , ou seja, ux = xu = 0. Portanto x = 0, pois o ideal de A gerado por x tem
intersec¸a˜o nula com N . Logo A1 = N . Como A/N ∼= B e A/N ∼= A0, temos que A0 ∼= B.
Assim A0 e´ uma suba´lgebra na˜o-graduada semissimples de A.
Seja A0 = B1 ⊕ · · · ⊕ Bs a decomposic¸a˜o (na˜o-graduada) de A0 em a´lgebras simples. A
identidade f1 implica que Bi = GF (q) para todo i. Seja ei a identidade da suba´lgebra Bi.
Como A e´ subdiretamente irredut´ıvel enta˜o AN 6= 0 ou NA 6= 0. Suponha que AN 6= 0.
Como a intersec¸a˜o dos ideais eiN e´ zero, apenas um deles e´ na˜o nulo, digamos e1N . Como
N se decompo˜em numa soma direta de ideais N = e1N ⊕ (1 + e1)N , temos (1 + e1)N = 0 e
N = e1N . Similarmente os ideais Nei teˆm intersec¸a˜o nula, portanto no ma´ximo um deles pode
ser diferente de 0. Ha´ treˆs casos poss´ıveis.
Caso 1: NA = 0. Enta˜o A0 = B1 = GF (q) e N e´ um espac¸o vetorial unidimensional sobre
GF (q). A aplicac¸a˜o φ : A −→M2(GF (q)) definida como
φ(λ+ βu) =
(
λ β
0 0
)
,
em que λ, β ∈ GF (q) e 0 6= u ∈ N esta´ fixado, e´ um homomorfismo graduado e injetor.
Caso 2: Ne1 6= 0, N = e1Ne1. Novamente A0 = B1 = GF (q) e N e´ um (GF (q), GF (q))-
bimo´dulo. Como A e´ subdiretamente irredut´ıvel, N na˜o pode ter sub-bimo´dulos na˜o-nulos
com intersec¸a˜o nula. Portanto, por [15, pa´gina 315], existe um automorfismo σ de GF (q) tal
que xλ = σ(λ)x para todo x ∈ N e todo λ ∈ GF (q). Assim cada subespac¸o de N e´ um
sub-bimo´dulo e portanto N e´ um espac¸o vetorial unidimensional sobre GF (q). A aplicac¸a˜o
φ : A −→M2(GF (q)) definida como
φ(λ+ βu) =
(
λ β
0 σ(λ)
)
,
em que λ, β ∈ GF (q) e 0 6= u ∈ N , e´ um homomorfismo graduado e injetor.
Caso 3: Ne2 6= 0, N = e1Ne2. Neste caso A0 = B1⊕B2 = GF (q)⊕GF (q), NB1 = B2N = 0
e N e´ um (GF (q), GF (q))-bimo´dulo. Repetindo o racioc´ınio do caso 2, existe um automorfismo
σ de GF (q) tal que xλ = σ(λ)x, para todo x ∈ N e para todo λ ∈ GF (q), e N e´ um espac¸o
vetorial unidimensional sobre GF (q). A aplicac¸a˜o φ : A −→M2(GF (q)) definida como
φ(λ+ β + γu) =
(
λ γ
0 σ(β)
)
,
em que λ, γ ∈ B1, β ∈ B2 e 0 6= u ∈ N esta´ fixado, e´ um homomorfismo graduado e injetor.
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5.4 Base das identidades graduadas para (3’)
O resultado principal desta sec¸a˜o e´ o seguinte teorema.
Teorema 5.4.1 Considere a Z2-graduac¸a˜o Ωb onde A0 =
{(
u u+ v
b(u+ v) v
)
: u, v ∈ K
}
e A1 =
{(
bu+ v u
v bu+ v
)
: u, v ∈ K
}
, em que b ∈ K− {λ+ λ2 : λ ∈ K}, que aparece como
(3’) no teorema anterior e seja K um corpo finito com q elementos e de caracter´ıstica 2. Enta˜o
a base das identidades polinomiais graduadas e´ dada por
{yq21 + y1, z2q−11 + z1, (y1 + z1 + (y1 + z1)q)((y2 + z2) + (y2 + z2)q
2
)(1 + [y1 + z1, y2 + z2]
q−1)},
em que α(yi) = 0 e α(zj) = 1 para i, j ∈ {1, 2}.
Para refereˆncias futuras, estabeleceremos g1(y1) = y
q2
1 +y1, g2(z1) = z
2q−1
1 +z1 e g3(y1, y2, z1, z2) =
(y1 + z1 + (y1 + z1)
q)((y2 + z2) + (y2 + z2)
q2)(1 + [y1 + z1, y2 + z2]
q−1). Tambe´m denotamos por
B a variedade das a´lgebras graduadas que satisfazem as identidades g1, g2 e g3.
Os pro´ximos lemas teˆm por objetivo provar o teorema anterior.
Lema 5.4.2 V arΩb ⊆ B.
Demonstrac¸a˜o: Basta ver que g1, g2 e g3 sa˜o identidades graduadas de Ω
b.
No caso de g1, temos para y1 =
(
u u+ v
b(u+ v) v
)
que seu polinoˆmio caracter´ıstico e´
f(x) = x2 + (u+ v)x+ uv + b(u+ v)2. Sabemos que existem r e rq ∈ GF (q2) ra´ızes de f(x) e
uma matriz invert´ıvel P ∈M2(GF (q2)) tal que P−1y1P =
(
r 0
0 rq
)
= R. Assim y1 = PRP
−1.
Mas (P−1y1P )q
2
= Rq
2
e Rq
2
= R. Assim P−1(y1)q
2
P = R ou (y1)
q2 = PRP−1 = y1.
Para g2 temos z1 =
(
bu+ y u
y bu+ y
)
e z21 =
(
(bu+ v)2 + uv 0
0 (bu+ v)2 + uv
)
. Como
b ∈ K− {λ+ λ2 : λ ∈ K} temos (bu+ v)2 + uv 6= 0. Logo (z21)q−1 = 1 e portanto z2q−11 = z1.
Ja´ para g3, temos por [14] que (x1+x
q
1)(x2+x
q2
2 )(1+[x1, x2]
q−1) e´ uma identidade polinomial
de M2(K). Trocando x1 por y1 + z1 e x2 por y2 + z2 temos g3.
Lema 5.4.3 B ⊆ V arΩb.
Demonstrac¸a˜o: Seja N = N0 ⊕ N1 uma a´lgebra nilpotente de B. Logo N0 e´ uma a´lgebra
nilpotente de B, com ı´ndice de nilpoteˆncia 2. De fato, se o ı´ndice de nilpoteˆncia s fosse maior
do que 2 poder´ıamos tomar elementos a1, . . . , as−1 ∈ N0 de modo que o produto a1 · · · as−1
fosse diferente de zero. Usando g1, ter´ıamos 0 = (a1 · · · as−1)q2 + a1 · · · as−1 = a1 · · · as−1 6= 0,
um absurdo. Logo se a ∈ N0, temos a = aq2 = 0 e N0 = 0. Ale´m disso, como N1N1 ⊆ N0 = 0
temos N21 = 0. Se a ∈ N1, enta˜o, por g2, a = a2q−1 = 0. Enta˜o N1 = 0 e N = 0.
Como a variedade B tem ı´ndice e expoente finitos, sabemos que ela e´ gerada por um con-
junto de a´lgebras graduadas finitas e subdiretamente irredut´ıveis. Desta forma, para provar o
lema basta mostrar que cada uma destas a´lgebras pertence a V arΩb. No entanto, provaremos
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mais que isso: mostraremos que cada a´lgebra graduada finita e subdiretamente irredut´ıvel esta´
mergulhada em Ωb. Assumiremos enta˜o (ate´ o final da prova deste lema) que A e´ uma a´lgebra
graduada finita e subdiretamente irredut´ıvel de B.
Suponha que A = B ⊕ N como uma soma direta de espac¸os vetoriais onde B e´ uma
suba´lgebra na˜o-graduada semissimples de A e N e´ o radical de Jacobson de A. O radical de
Jacobson e´ graduado e, como N e´ nilpotente, N = 0. Assim, considerando A0 = B1⊕· · ·⊕Bs a
decomposic¸a˜o (na˜o-graduada) de A0 em a´lgebras simples, vemos que, como A e´ subdiretamente
irredut´ıvel, s = 1, ou seja, A e´ uma a´lgebra simples.
Suponha A uma a´lgebra simples (independente de ser graduada ou na˜o), isto e´, A =
Mk(GF (p
t)) com pt ≥ q. Assim k ≤ 2. De fato, se k ≥ 3, tomemos a0, b0 ∈ A0 e a1, b1 ∈ A1
com a0 + a1 = e12 e b0 + b1 = e23. Assim g3(a0, b0, a1, b1) = e13 6= 0, absurdo.
Vamos analisar os casos k = 2 e k = 1. Voltamos a olhar A como a´lgebra graduada.
Para k = 2 temos A = M2(GF (q)), pois basta tomar a0, b0 ∈ A0 e a1, b1 ∈ A1 com
a0 + a1 = λe11 e b0 + b1 = e12 para termos g3(a0, b0, a1, b1) = (λ+ λ
q)e12 = 0 e portanto λ = λ
q.
Para esta Z2-graduac¸a˜o A de M2(K), seja uA a matriz do Lema 5.1.1 e seja f o seu polinoˆmio
caracter´ıstico. Afirmac¸a˜o: f e´ irredut´ıvel. De fato, suponha, por absurdo, que f e´ redut´ıvel.
Assim (pela Observac¸a˜o 5.1.6) A e´ isomorfa a (2). Mas (2) na˜o satisfaz g2. Absurdo. Portanto,
pela Observac¸a˜o 5.1.6, A e´ isomorfa a (3’).
Ja´ para k = 1, ou seja, A = GF (pt), temos para 0 6= a ∈ A1 que aq2 = a. Assim para
a0 ∈ A0 e a1 ∈ A1 temos (a0 + a1)q2 = aq20 + aq
2
1 = a0 + a1 e portanto λ
q2 = λ para todo
λ ∈ A. Logo q2 ≥ pt e enta˜o A = GF (q) ou A = GF (q2). Se A = GF (q), enta˜o existe um
homomorfismo graduado injetor de A em Ωb, como, por exemplo, φ : A −→ Ωb dado por
φ(λ) =
(
λ λ+ λ
b(λ+ λ) λ
)
=
(
λ 0
0 λ
)
.
Se A = GF (q2), enta˜o a u´nica graduac¸a˜o poss´ıvel e´ A0 ∼= GF (q) e A1 ∼= GF (q) e pelo
lema 5 de [27] (que vale tambe´m em caracter´ıstica 2), existe u ∈ A1 tal que A1 = A0u e
0 6= a = u2 ∈ GF (q). Logo A = GF (q)a+GF (q)u. Assim φ : A −→ Ωb dada por
φ(βa+ γu) =
(
β β + β
b(β + β) β
)
+
(
bγ + bγ γ
bγ bγ + bγ
)
=
(
β γ
bγ β
)
e´ um homomorfismo graduado e injetor.
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Resumo
Esta primeira considerac¸a˜o tem o objetivo de resumir os resultados principais desta tese.
Considere as duas tabelas abaixo. Na primeira coluna da cada uma delas constam as Z2-
graduac¸o˜es de M2(K). Na primeira linha, temos condic¸o˜es sobre o corpo K. No encontro da
linha com a coluna temos a base das identidades polinomiais graduadas, para esta graduac¸a˜o
e nesta condic¸a˜o sobre K. Os pontos de interrogac¸a˜o significam que, ate´ antes desta tese, as
respectivas bases eram desconhecidas. Consideramos na primeira tabela caracter´ıstica de K
diferente de 2 e na segunda tabela, caracter´ıstica de K igual a 2.
Bases das identidades graduadas de M2(K) com caracter´ıstica de K diferente de 2
Graduac¸o˜es de M2(K) K Infinito K Finito
(2) com A0 =
(
K 0
0 K
)
y1y2 − y2y1 yq1 − y1
e A1 =
(
0 K
K 0
)
z1z2z3 − z3z2z1 f(y1, y2, z1, z2)
(3) com A0 =
(
u v
bv u
)
? yq
2
1 − y1, z2q−11 − z1
e A1 =
(
u v
−bv −u
)
? f(y1, y2, z1, z2)
em que f(y1, y2, z1, z2) = (y1 + z1 − (y1 + z1)q)((y2 + z2)− (y2 + z2)q2)(1− [y1 + z1, y2 + z2]q−1).
Bases das identidades graduadas de M2(K) com caracter´ıstica de K igual a 2
Graduac¸o˜es de M2(K) K Infinito K Finito
(2) com A0 =
(
K 0
0 K
)
y1y2 + y2y1 ?
e A1 =
(
0 K
K 0
)
z1z2z3 + z3z2z1 ?
(3’) com A0 =
(
u u+ v
b(u+ v) v
)
? ?
e A1 =
(
bu+ v u
v bu+ v
)
? ?
Os resultados principais desta tese responderam a todos os pontos de interrogac¸a˜o. Vejamos
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como ficou o novo cena´rio. Novamente, consideramos na primeira tabela caracter´ıstica de K
diferente de 2 e na segunda tabela, caracter´ıstica de K igual a 2.
Bases das identidades graduadas de M2(K) com caracter´ıstica de K diferente de 2
Graduac¸o˜es de M2(K) K Infinito K Finito
(2) com A0 =
(
K 0
0 K
)
y1y2 − y2y1 yq1 − y1
e A1 =
(
0 K
K 0
)
z1z2z3 − z3z2z1 f(y1, y2, z1, z2)
(3) com A0 =
(
u v
bv u
)
y1y2 − y2y1 yq21 − y1, z2q−11 − z1
e A1 =
(
u v
−bv −u
)
z1z2z3 − z3z2z1 f(y1, y2, z1, z2)
Teorema 2.3.1
em que f(y1, y2, z1, z2) = (y1 + z1 − (y1 + z1)q)((y2 + z2)− (y2 + z2)q2)(1− [y1 + z1, y2 + z2]q−1).
Bases das identidades graduadas de M2(K) com caracter´ıstica de K igual a 2
Graduac¸o˜es de M2(K) K Infinito K Finito
(2) com A0 =
(
K 0
0 K
)
y1y2 + y2y1 y
q
1 + y1
e A1 =
(
0 K
K 0
)
z1z2z3 + z3z2z1 g(y1, y2, z1, z2)
Teorema 5.3.1
(3’) com A0 =
(
u u+ v
b(u+ v) v
)
y1y2 + y2y1 y
q2
1 + y1, z
2q−1
1 + z1
e A1 =
(
bu+ v u
v bu+ v
)
z1z2z3 + z3z2z1 g(y1, y2, z1, z2)
Teorema 3.2.1 Teorema 5.4.1
com g(y1, y2, z1, z2) = (y1 + z1 + (y1 + z1)
q)((y2 + z2) + (y2 + z2)
q2)(1 + [y1 + z1, y2 + z2]
q−1).
Ale´m destes resultados, falamos sobre envelope de Grassmann da graduac¸a˜o (3) (ver Teo-
rema 2.4.6) e sobre algumas graduac¸o˜es de M3(K) (nos Teoremas 4.2.12 e 4.3.2).
Pro´ximos passos
A segunda considerac¸a˜o final e´ sobre quais sa˜o os pro´ximos passos. Temos va´rias opc¸o˜es.
Uma primeira opc¸a˜o seria olhar para as graduac¸o˜es que aparecem como (4) e (5) na notac¸a˜o
do Teorema 2.1.2 para procurar bases das identidades polinomiais que faltem em diferentes
condic¸o˜es sobre o corpo K. Isso mesmo ciente das poss´ıveis dificuldades frente ao fato delas na˜o
serem Z2-graduac¸o˜es de M2(K). Assim podemos ter problemas em caracter´ıstica 2 e tambe´m
em caracter´ıstica 3. E tambe´m sentir a falta de teoremas estruturais sobre estas graduac¸o˜es.
Uma segunda opc¸a˜o seria olhar para as outras graduac¸o˜es de M3(K) do Teorema 4.1.1
tambe´m para procurar bases das identidades polinomiais que faltem em diferentes condic¸o˜es
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sobre o corpo K. Neste caso, tambe´m teremos poss´ıveis problemas em caracter´ıstica 3 e com
teoremas estruturais.
Uma terceira opc¸a˜o seria procurar bases do T -espac¸o dos polinoˆmios centrais graduados
para as graduac¸o˜es de M2(K) e M3(K) dos Teoremas 2.1.2 e 4.1.1 que ainda na˜o tenham a
sua base determinada. Neste ponto, precisar´ıamos definir polinoˆmio central (e a sua versa˜o
graduada), entender a estrutura de T -espac¸o (que na˜o e´ um ideal) dos polinoˆmios centrais e
todas as dificuldades decorrentes dela . . . mas isso ja´ e´ outro assunto.
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