Abstract-We investigate the problem of broadcasting analog sources to several users using short codes, employing several antennas at both the transmitter and the receiver, and channel-optimized quantization. Our main objective is to minimize the sum mean-square error distortion. A joint multi-user encoder, as well as a structured encoder with separate encoders for the different users, are proposed. The first encoder outperforms the latter, which, in turn, offers large improvements compared to state-of-the-art, over a wide range of channel signal-to-noise ratios. Our proposed methods handle bandwidth expansion, i.e., usage of more channel than source dimensions, automatically. We also derive a lower bound on the distortion.
bandwidth compression assumption. We provided two HDA coding schemes that can achieve OPTA in this problem. The HDA coding schemes have advantages over strictly digital schemes when there is a mismatch in the channel SNR. We also obtained the achievable distortion under SNR mismatch for both proposed schemes when the actual SNR is greater than the designed SNR.
I. INTRODUCTION
We study the multiple-input multiple-output (MIMO) broadcast problem with short codes, with the end-to-end sum mean square error (MSE) distortion as performance measure. This investigation can be motivated by low-latency applications, where long codes are not suitable. Our study is both of fundamental interest and relevant for applications.
A. Background
MIMO technology improves both capacity and robustness in traditional communications [1] . Recently, Weingarten et al. [2] found the capacity region for the MIMO broadcast channel, and it was established that dirty-paper coding (DPC) is optimal in the sense that techniques based on DPC can achieve any rate-tuple in this region. However, DPC relies on infinitely long codewords, and is, therefore, not suitable for a low-delay scenario.
In a scenario with short codes, the source-channel separation theorem in general does not apply, and the optimal solution consists of joint optimization of the source and the channel code. Traditional digital communication systems consist of several separate units: quantizer, channel encoder, precoder, and modulator. Joint source-channel coding (JSCC) strategies, where these units are co-designed, should be considered for the case of short codes.
Many treatments of JSCC exist, e.g., characterization of the distortion regions for the problems of sending a bivariate Gaussian source over bandwidth-matched Gaussian broadcast channels [3] and multiple-access channels [4] , information-theoretic analysis of separation of source and channel coding over several multiuser channels [5] , transmission over non-ergodic channels based on instantaneous capacity-achieving codes [6] , distortion-exponents-based analysis for high channel signal-to-noise ratio (CSNR) [7] , linear source-channel mappings for the broadcast channel [8] , and other parametric mappings for Gaussian multiple-access relay channels [9] .
Channel-optimized quantization is a way to perform JSCC that does not depend on the assumptions of instantaneous capacity-achieving codes, high CSNR approximations, and linear and other mapping parameterizations. This is a tandem approach where channel code usage and modulation format are first decided and where the quantizer and the mapping of quantizer indexes to channel codewords are optimized in a second step, depending on the channel transition probabilities determined after the first step. The algorithm in [10] determines channel-optimized vector quantizer reconstruction vectors and encoding regions, for single-user communications. This algorithm can be seen as an extension to noisy channels of the generalized Lloyd algorithm (GLA) [11] . A benefit of the algorithm in [10] is that it chooses the tradeoff between quantization distortion and channel-induced distortion automatically, and it can thus be seen as an adaptive quantization and channel coding scheme.
Numerous extensions of the scheme in [10] have been found. Some recent developments are, e.g., the study of mappings of a scalar source to several channel dimensions, i.e., bandwidth expansion [12] , channeloptimized source mappings for the relay channel [13] , and channel-optimized quantization for sources with memory [14] , [15] . Some of these schemes were intended for traditional digital communications [12] , [14] , [15] , while [13] focuses on analog communication. This is, however, only a matter of presentation of the works, and all schemes based on [10] are valid for both digital and analog domain-based communications. More modulation points result in a lower source reconstruction distortion, but also a higher computational complexity.
B. Our Scope and Contribution
In contrast to the channel-optimized quantization approaches stemming from [10] and described in Section I-A, we study channel-optimized quantization for interfering multi-user channels in this paper. More precisely, we investigate the MIMO broadcast scenario, where different streams are simultaneously sent to different users, and where all streams interfere at each user. The employed codes are short, and we utilize several antennas at both the transmitter and the receiver sides. Our main objective is to minimize the sum end-to-end distortion.
Our JSCC schemes employ the vector perturbation precoder (VPP) scheme [16] as a building block. The basic idea of VPP is to reduce power consumption through expanding the original signaling constellation. VPP has been documented to reduce the error probability significantly compared to linear methods and scalar Tomlinson-Harashima precoding [17] ; see [16] . However, our proposed JSCC schemes can deal with MIMO interference by proper modeling of the transition probabilities between codewords, for any precoder, modulation, and detector scheme. Our proposed methods handle bandwidth expansion, i.e., usage of more channel than source dimensions, automatically.
Our main contributions are as follows.
• We propose a joint multi-user encoder that outperforms the methods of comparison. This encoder has exponential complexity in the number of users.
• A transmitter with separate encoders for the different users, and linear complexity in the number of users, is developed. Despite being based on the separate user approximation, this encoder lowers distortion significantly compared to state-of-the-art. In our experiments, we further note that the proposed JSCC approach contributes more to lowering the distortion than the VPP approach.
• We derive a lower bound on the distortion.
II. MIMO BROADCAST TRANSMISSION WITH SHORT CODES
In this section, we present two new optimized low-latency coding strategies for communication over a MIMO broadcast channel, as well as a derivation of a lower bound on the distortion. Real-valued signaling per antenna is considered in this paper for simplicity. However, complex-valued signaling can be represented in this format, by appropriately treating a complex number as a vector of two real numbers. Our goal is to minimize the sum end-to-end MSE distortion. We assume perfect channel state information (CSI) at the transmitter and at the receivers. For each channel realization, a new coder has to be designed. In order to keep the notation simple, we consider two users; see Fig. 1(a) . It is conceptually straightforward to generalize the developments to any number of terminals, though no fundamental aspects are added by such an extension.
The source variables x 1 2 and x 2 2 are independent and identically distributed (i.i.d.) zero-mean Gaussian with unit variance (a nonzero mean is handled by simply removing the mean at the transmitter and adding it back at the receiver) and will be delivered to users T .
We define our analog communication system as follows. We use VPP B and in order to minimize the sum end-to-end distortion, and simple closed-form expressions for B B B and may not exist. We defer a more detailed discussion on how we set B B B, , and L to Section III-A. We further assume a mean power constraint
which is fulfilled by assuming to be uniformly distributed over
and adjusting the size of 2N , prior to optimizing the mappings (x x x), 1 (y y y 1 ), and 2 (y y y 2 ).
The rest of this section will be dedicated to the design of optimized source-channel mappings 
We thus want to solve Throughout our treatment, we will continue to use (1) 3 to denote optimal mappings. The optimization problem in (5) is very complicated. More precisely, the optimal mappings could be general nonlinear mappings with no closed-form solution, and it is difficult to achieve both the encoder and the decoders simultaneously. We therefore employ a suboptimal strategy, namely, we introduce a discretization of the channel space, and solve iteratively for the optimal encoders given the decoders, and for the optimal decoders given the encoders, in Section II-A and II-B.
We first discretize The decoder (6) is a maximum-likelihood (ML) decoder in the limit where the non-Gaussian MIMO interference is weak, and where is big enough compared to the size of S S S and the noise power, so that l l l is seldom misdetected. The standard tandem approach from [16] that we have applied here, wherell l i is first estimated by (1), and whereỹ y y i is subsequently obtained by (6), could be replaced by a joint estimation ofll l i andỹ y y i , for i = 1, 2.
The decoder mappings i now operate onỹ y y i , i (ỹ y y i ) : S S S N ! for i = 1, 2. As long as 1 2 is small compared to the noise variance, and M is big enough so that S S S 2N spans over the whole volume of 2N , the discretization is a good approximation [13] . We describe how to choose 1 in Section III-A in order to meet the mean power constraint (2) . We now rewrite (5) We note that while the state-of-the-art VPP detector with (1) and (6) is suboptimal, the optimization problem (7) takes transition probabilities between codewords, which incorporate the MIMO interference, as well as artifacts from the channel decoding by means of (1) and (6), into consideration. We can view our discretization approach as a digital communication system. As already stated in the discussion following (5), with the discretization in (7), it is still difficult to obtain both the encoder and the decoders simultaneously. Therefore, we further introduce two suboptimal strategies. In Section II-A, we present a joint consideration of the two users at the encoder, and no other approximations than the iterative Lloyd approach that consists of encoder optimization for a given decoder, and decoder optimization for a given encoder. In Section II-B, we further approximate by separating the joint multi-user encoder from Section II-A into individual encoders for the users in order to lower the computational complexity.
A. Joint Multi-User Encoder
Channel transition probabilities between transmit and receive constellation points are first determined by means of Monte Carlo simulation, and the decoders are initialized by (0) i at iteration step 0, for i = 1, 2. Thereafter, at iteration step k, k = 1; . ..;K, the optimal encoder mapping (k) for given decoder mappings 
The update equations (8) and (9) yield lower distortion at each iteration step k, k = 1; . ..;K. The iterative approach may, however, end up at a local minimum and does not necessarily solve (7) . When solving (9) in practice, the expectation is substituted by the empirical mean. Encoding by means of (8) in the general multi-user case with N U users requires on the order of N U M (N +1)N operations. Since this number does not scale well with NU, we will propose a low-complexity method in the next section.
B. Separate Encoders for the Different Users
We separate the problem (7) by constraining the source mapping (x x x) to have two independent parts (x x x) = [ 
but again, as with (7), the global optimal solution is hard to achieve. Instead, we solve (10) iteratively for the optimal encoders given the decoders, and for the optimal decoders given the encoders, by use of the equations 
for i = 1, 2, where (11) and (12) reduces distortion at each iteration step k, for k = 1; . . . ; K.Similarly to the algorithm in Section II-A, the iterative approach may, however, end up in a local minimum and does not necessarily solve (10) . For encoding by means of (11) in the general multi-user case with N U users, the computational complexity increases as N U M 2N , which is linear in NU instead of exponential; cf. the encoder (8) in
Section II-A. It should also be noted that both proposed encoders have an extra complexity term (2L + 1) N N stemming from the VPP encoding, as well as a complexity contribution stemming from the calculation of transition probabilities, which is exponential in the number of users.
Differently from the encoder, which is defined for an analog x x x, these terms are straightforward to preprocess in slow fading.
C. A Lower Bound on the Distortion
In order to obtain a lower bound on the distortion, we employ the source-channel separation theorem, calculate the maximum sum-rate, and distribute this rate among the sources in an optimal manner. 1 The concept of uplink-downlink duality [20] , [21] is employed, and the convex optimization problem 
is solved in order to find the maximum rate R 3 per user, in bits per channel use. Observing that the optimal rate allocation to two i.i.d. sources is equal and that the maximum rate that can be conveyed over the channel is 2R 3 , we have the bound J 2 02R . This bound is not achievable in general, since we are not able to distribute the rate in (13) equally to the two users. A related result, a characterization of the achievable distortion region for the problem of sending two correlated scalar Gaussian sources over a bandwidth-matched Gaussian broadcast channel, was recently presented in [3] .
III. EXPERIMENTS

A. Experimental Prerequisites
The experiment parameters are chosen as follows, in order to supply relevant experimental settings, and not favor any scheme:
• Proposed systems: Assuming that is equidistributed over the constellation points, the distance between the constellation points in one dimension, 1, is adjusted by bisection so that the mean energy of the VPP constellation is P 6 0:005P ; cf. (2) .
As already discussed in Section II, simple closed-form expressions for B B B and that minimize the sum end-to-end distortion may not exist. The MMSE precoding matrix, i.e., = 1, was chosen for the experiments presented in the figures; cf. [22] . 1 The source-channel separation theorem does not hold when we have correlated sources. This is so because the interference becomes lower when the correlation between the sources increases [ i;j + 1. The error probability associated with a misdetected perturbation vector is set to be less than PErr = 10 06 . Preliminary investigations showed that increasing L beyond 1 did not lower distortion significantly.
Channel transitions probabilities for use with the channel-optimized coders are calculated by means of Monte Carlo simulations, taking MIMO interference as well as artifacts from the channel decoding by means of (1) and (6) (8) and (9), as well as with (11) and (12), a training set that is different from the evaluation set and consisting of 15 000 realizations, is used. The number of iterations 
B. Results
The main purpose of Fig. 2(a) is to show a comparison between the proposed joint multi-user coder in Section II-A and the proposed lowcomplexity system with separate coders for all users in Section II-B for L = 0 and L = 1. We use a MIMO channel with N T = 2 and NR = 1. A linear ZF-based analog, i.e., quantization-free, coder with MMSE receivers and its theoretical performance prediction, and the lower bound from Section II-C, are added as well for comparison.
We see that the multi-user coder in Section II-A with L = 1 outperforms the other coders, for a large range of CSNR values. We can also conclude that the improvement given by the multi-user coder in Section II-A compared with the system with separate coders in Section II-B is bigger than the improvement from using VPP with L = 1. The relatively large gap to the lower bound is explained by the inability of the short codes to achieve capacity and rate-distortion optimality.
The purpose of Fig. 2(b) is to show how the system with separate coders for all users in Section II-B compares with state-of-the-art systems in a scenario with more antennas, N T = 4, and N R = 2. A comparison is given between the system in Section II-B for L = 0 and L = 1; a standard separate source-channel coding (SSCC) approach with GLA-based vector quantization, largest minimum Hamming distance-optimal linear block codes with different rates (the number of information and channel bits are given for each method in the figure), Gray mapping of bits to symbols, VPP with L = 1, and 16 constellation points per real dimension; analog ZF-precoder-based repetition coding with MMSE receivers, and its theoretical performance prediction; as well as the lower bound from Section II-C. One should further note that the range of optimal separate coding schemes with varying block code length constitutes an adaptive coding scheme.
The proposed low-complexity system with separate coders for all users from Section II-B and L = 1 outperforms the separate coding approaches and the repetition coder, for a wide range of CSNR values.
By comparing the proposed JSCC system with L = 0 and the SSCC systems, we note that JSCC contributes more than VPP to improving the solution.
The repetition coder does not use a quantizer, and thus, it beats all other methods at extremely high CSNR. At extremely high CSNR, the separate source and channel coder system without a block-code, and the JSCC system with L = 0, perform as well as the JSCC system with L = 1. This should be so, since only the source encoder matters, and our proposed scheme becomes the traditional GLA algorithm, in this regime.
We observe that the measured CSNR may deviate from the target CSNR related to P . The reason for this is that some transmit constellation points are chosen more often than others. This practical issue could be taken care of by feeding a modified mean energy target to the 1-optimization.
IV. CONCLUSION
We have studied source transmission over the MIMO broadcast channel, using short codes and with end-to-end sum-MSE as the performance measure. Two channel-optimized quantization-type systems, one with a joint multi-user encoder, and one with separate encoders for the different users, were proposed. The first encoder, which has exponential computational complexity in the number of users, outperforms the latter, which has linear computational complexity in the number of users. The latter encoder in turn has been shown to outperform state-of-the-art.
I. INTRODUCTION
We consider the problem of weighted sum-rate maximization (WSRMax) for multicell downlink systems with linear precoding. The base stations (BSs) are assumed to have multiple antennas while all the receivers are equipped with single antenna. Although the WSRMax is central to many network optimization methods [1] - [8] , it is known to be an NP-hard problem [9] . Therefore, we have to rely on global optimization approaches [10] , [11] for computing an exact solution.
In the case of single-input single-output systems, the problem of WSRMax by using global optimization approaches has been addressed in [12] - [16] . In multiple antenna systems, local methods have been proposed in, e.g., [17] and [18] . In this case, the decision variables space is large, i.e., joint optimization of transmit beamforming patterns, transmit powers, and link activation is required. Therefore, designing global optimal methods for WSRMax in multiantenna systems is a more challenging task.
The main contribution of the paper is to propose a solution method, based on the branch-and-bound (BB) technique, which solves globally the nonconvex WSRMax problem in multiple-input and single-output (MISO) systems within a predefined accuracy . Specifically, the proposed algorithm computes a sequence of asymptotically tight upper and lower bounds for the maximum weighted sum rate, and it terminates when the difference between the upper and lower bound is smaller than . Thus, our solution is certified to be at most -away from the global optimal value. It is worth noting that this paper extends our recent work [16] to MISO systems. In addition, we derive an improved bounding technique 1 that increases significantly the convergence speed as compared with the basic bounds of [16] . The proposed bounds and the transmit beamformers are computed via second-order cone programming (SOCP) [19] .
The proposed method can be used to provide performance benchmarks by back-substituting it into many existing network design problems which relies on solving the WSRMax problem (e.g., it allows evaluation of the performance loss encountered by any heuristic method for WSRMax). The proposed framework is not restricted to WSRMax; it can be used to maximize any system performance that is Lipschitz-continuous and the increasing function of SINR values.
The remainder of this paper is organized as follows. The considered MISO system model and problem formulation are described in Section II. The branch-and-bound algorithm is introduced in Section III, and the computation of the proposed bounds is described in Section IV. The numerical results are presented in Section V, and Section VI concludes our paper.
Notations
All boldface lower case and upper case letters represent vectors and matrices, respectively, and calligraphy letters represent sets. The notation IR L + denotes the set of real L-vectors with nonnegative entries, C T denotes the set of complex T -vectors, jxj denotes the absolute value of the scalar x, kxk 2 and [x] i , respectively denote the Euclidean norm and the ith element of the vector x, I denotes the identity matrix, and CN (m; C) denotes the complex circular symmetric Gaussian vector distribution with the mean m and covariance matrix C. The superscript (1) H and (1) ? is used to denote a Hermitian transpose of a matrix and a solution of an optimization problem, respectively.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A multicell MISO downlink system, with N BSs each equipped with T transmit antennas, is considered. The set of all BSs is denoted by N , and we label them with the integer values n = 1; . . . ; N . The single data stream is transmitted for each user, and we denote the set of all data streams in the system by L and label them with the integer values l = 1; . . . ; L. The transmitter node (i.e., the BS) of the lth data stream is denoted by tran (l), and the receiver node of the lth data stream is denoted by rec(l). We have L = [ n2N O(n), where O(n) denotes the set of data streams transmitted by BS n. 1 Note that the efficiency of a branch and bound algorithm greatly depends on the specific bounding method.
