Together with the Architecture, Engineering, Construction, and Operation (AECO) industry widely adopting Building Information Modeling (BIM) technologies, there has also been an increase in research activities to develop efficient solutions for bringing BIM into a Mobile Augmented Reality (MAR) environment. MAR provides an easy-to-learn and easy-to-use method of accessing information by allowing users to retrieve information in an intuitive way by visually parsing the environment and relating information in the form of augmentations to specific objects in specific places. Bringing a BIM model to an MAR environment poses several challenges, technically and logistically. In this paper, an overview of a method that practitioners can use to consolidate, optimize, and visualize their data and models in an MAR environment will be explained and then the technical and logistical issues within that process are discussed in detail. Geometry translation, indoor localization, attribute assignment, and registration are some examples of brining BIM to an MAR environment. Understanding the challenges and issues through the BIM to MAR method will provide practitioners in the AECO industry as well as researchers in academia a framework for creating more efficient workflows for this translation.
INTRODUCTION
The use of handheld mobile devices is no longer confined to personal and recreational use and there has been an increasing trend in their application in different industries. Portability and accessibility to required information have made handheld mobile devices appropriate interactive interfaces for the Architecture, Engineering, Construction, and Operation (AECO) industry where it is common to move between different spaces while needing to have continuous access to required information. Augmented Reality (AR) is a method of superimposing the real-world environment of the users with their required information allowing them to retrieve information in an intuitive way. Bringing the AR to the handheld mobile devices and developing an integrated Mobile Augmented Reality (MAR) environment can provide the users in the AECO industry with the opportunity to efficiently access their augmented layers of information through natural interaction with their mobile devices.
With the AECO industry widely adopting BIM technologies, this research investigates a method of translating BIM for use in an MAR environment that is accessible via current mobile technologies (e.g. smart phones or tablet devices). BIM environments typically grow in an ad-hoc manner with objects and their properties being added on an as-needed basis through the building life cycle. In order for a BIM model to be utilized in MAR throughout a building's life cycle, careful planning and methodical implementation of certain objects and properties is required. In this paper, a novel set of guidelines defining a method and workflow that users will need to follow in order to successfully create BIM-integrated has been created. Data exchange methods have been identified and scripts have been developed to automate the exchange from BIM to MAR. The second iteration of InfoSPOT (Irizarry et al. 2012) , an innovative approach utilizing BIM2MAR workflow, has been developed and tested in a facility management pilot study. Through this new system, the data and 3D information extracted from BIM will be augmented on the facility manger's live view. This system will be a 'transparent window' in the hands of facility managers that interactively provides them with their required information for performing their tasks all in a single interface.
Performing this pilot study provided us with valuable feedback and revealed real problems that should be considered in future stages of this research. An appropriate conversion method of the BIM geometry, interoperability problem between different servers, locating the geo-coordinates of each object in BIM should be considered as major issues for translating BIM to MAR. In the following sections a brief overview of previous MAR systems and localization strategies together with their challenges within AECO practices will be discussed.
AUGMENTED REALITY CHALLENGES IN AECO PRACTICES
In the AECO domain it is often required to relate physical objects to associated information. This makes AR a good candidate to aid users within AECO practices with their routine tasks because their live view of a space can be supplemented by the information they need, all in one interface. Traditionally, those AECO-related users need to shift the domains they were working from the physical domain to a printed or digital manifestation of the information related to it. Moreover, since those AECO-related users are constantly moving through the spaces they are working in, having a portable, mobile device would be beneficial if they were to employ AR in their tasks. There are previous studies about Mobile Augmented Reality (MAR) application in the AECO domain. Shin and Dunston (2008) have studied the possible application areas of AR to the construction domain for enhancing performance. The majority of these studies and applications are in the outdoor environment (Behzadan 2008; Behzadan and Kamat 2005; Behzadan and Kamat 2007) . They mainly focus on the design (Dunston et al. 2003) or construction (Chen and Huang 2012; Golparvar-Fard et al. 2009; Park et al. 2012; Wang and Dunston 2006) phases but there are also a few studies on MAR application in facility management (Irizarry et al. 2013 ; Irizarry et al. 2012) or indoor environment (Kuo et al. 2012) .
In AR applications for AECO, it is crucial in a video-see-through approach (one where a user views augmentations through a live camera view) that augmentations align properly with the real world. According to Azuma (1997) , "one of the most basic problems currently limiting augmented reality applications is the registration problem". Misalignment of augmentations could lead to inefficiencies in workflows and faulty data/asset management. As stated by Bajura and Neumann (1995) , there are 4 causes of registration errors in combined real and virtual images: 1. The tracking system's origin is not aligned with the world coordinate system. In mobile augmented reality systems this could result when sensor-based systems fail to provide accurate readings due to issues like line-of-sight or calibration errors. All augmentations would be displaced from their proper positions. 2. The virtual origin-to-object transformation is not the same as the real origin-toobject transformation for a particular object. 3. The virtual camera position is not the same as the real camera position. This error might arise in some mobile augmented reality systems that employ inertial and motion based sensors resulting in misregistration and drift. 4. The virtual camera-to-image mapping doesn't accurately model the real camera.
In mobile augmented reality, augmentations may misregister due to inaccurate calibrations of center of projection, field of view, or distortion. Considering all the challenges and issues discussed in the previous section, an efficient approach for BIM translation to MAR environments is discussed in the following section.
BIM2MAR WORKFLOW
A BIM2MAR exchange will require several activities to occur (Gheisari and Irizarry 2011; Irizarry et al. 2012) . First, it is necessary to generate new geo-spatial properties for each object. The MAR environments will be using geo-location to identify a user's position and subsequently only provide them with the information related to that particular location. Next, since the information displayed in MAR will relate to a user's position, several surveyed points within the BIM model also need to be identified. These points will represent where users can stand within a physical location and perform MAR tasks with sets of BIM data related to that location. And lastly, in order for BIM to be useable in an MAR environment, the geometry and property data set will need to be separated into two exchange formats. Figure 1 explains the BIM2MAR Architecture which has four phases: data, computing, tangible, and presentation (Chi et al. 2013 ). In the data phase, two main types of files are generated: (1) geometry that is exported as a Collada file and (2) object attributes that are exported as an IFC file. The Collada file serves a dual purpose. It is first used for visualization of the geometry and also used in SketchUp to generate geolocations of each object. In the computing phase, GPS, accelerometers, and gyroscopes sense the environment and capture data related to a mobile device's position, orientation, location, and context. The mobile device acts as the user's tangible tool aiding them in controlling the visual feedback they receive through the mobile device's screen. Users can also interact with the geometry and data through the Argon 2 platform utilizing the interactive surface and kinesthetic actions. Autodesk Revit was used due to its widespread adoption in AECO and the ease of developing automation scripts using the Revit API. Google SketchUp was used due to its powerful Ruby API and integration with Google Earth. This project leverages SketchUp to automate the process of finding the geo-locations (latitude, longitude, elevation) of the BIM objects. Finally Argon 2, an Augmented Reality browser, which leverages Vuforia for vision-based tracking, Metaio for model-based tracking, THREE.js and WebGL, HTML5, and JavaScript, was utilized due to the ease of implementation and support from the developers of the project. Unlike Argon 1, Argon 2 allows efficient 3D rendering and manipulation. Argon 2 is currently under development at Georgia Tech's Augmented Environments Lab and is slated for public release in late 2013.
Figure 2 BIM2MAR workflow
The BIM2MAR process begins in Revit. First, A BIM model needs to be created or edited and based on the task that a user may perform; associated objects would be hidden/visible in augmentations. After a model has been generated and edited, a user will then need to export three types of files to be used in the MAR environment: geometry, code, and data. The geometry will be exported to Collada format, an XML-based schema that allows for easy transport between different software programs. Collada is compatible with both SketchUp where the geo-locations will be generated, and the Argon 2 browser, that utilizes WebGL/THREE.js. WebGL and THREE.js are JavaScript libraries/APIs for 3D graphics rendering on mobile/web browsers. The code for the MAR application will automatically be generated for the users via several Revit plug-ins that take into account the visible geometry, customized attributes of each object, surveyed points of observation, and textures/shading. The plug-ins will create several JavaScript and HTML files that include the Argon.js framework, the THREE.js library, and several BIM2MAR classes dealing with display and interaction. Finally the data/meta-data will be provided in an IFC schema format and accessed in the JavaScript code. All the exported files are placed on an Apache HTTP server in order to access them via the Argon 2 mobile web browser.
The BIM2MAR Revit plugins are at the core of the BIM2MAR process. The Autodesk Revit API requires the Microsoft .NET Framework v3.5 or v4.0. As Autodesk Revit only supports in-process Dynamic Link Libraries (DLLs) and single threaded access, the BIM2MAR workflow consists of multiple plugins to carry out multiple operations. For BIM2MAR, the External Commands deployment method was adopted which consists of two plugins. The first plugin is for translating BIM data for the Argon 2 environment that allows users to set the visibility of different objects according to tasks and generates the necessary files needed for 3D augmentation in Argon 2. To generate the files, the XMLTextWriter and StreamWriter classes were used, to write files that can be interpreted in Argon 2. The second plugin is for translating BIM geometry to the Collada format.
The BIM2MAR process was used in a living laboratory setting (Intille et al. 2005) . A pilot study was conducted at the Shepherd Center in Atlanta GA, within a healthcare facility management context.. Since this was an active facility, the pilot study was restricted to one of the patient rooms (Room X). The BIM model of Room X was created and attributes were customized for each object based on a maintenance task (Figure 3.a) . Since the task was facility management related, only the associated objects (Figure 3 .b) were left visible for interaction within an augmented environment. 
Figure 4 Location of InfoSPOT in Room X
The system interface provides users with an alternative to traditional paperbased work orders (Figure 5 .a). In this interface, different tasks have been ordered based on priority and location of the facility manager within the building (Figure 5.b) . Selecting the object would present the user with attributes associated with each object (Figure 5 .c). Alternatively, a virtual model of the objects could also be accessed when users are not at InfoSPOT locations. The virtual model could be used as a nonlocation-based alternative providing the users with natural interactive experience of accessing the inventory data wherever they are (Figure 5.d) . Figure 5 System User Interface (UI) From our previous research (Irizarry et al. 2012) , we discovered that drift and other registration issues were common in indoor MAR environments due to the use of sensor-based localization techniques with consumer-grade hardware. It was assumed that having wireframes of each object could help the subjects to perform their tasks easier when they were faced with drift problems or information overloads/overlays in the object-congested-areas of the room.
DISCUSSION & CHALLENGES
Implementing the BIM2MAR workflow posed several challenges, technically and logistically (Figure 6 ). Currently BIM is not a standard deliverable in many construction projects and is not maintained through the lifecycle of a building. Similar to other projects, only as-built CAD drawings (architectural, structural, mechanical) of the project site were available at the beginning of the project. From this documentation and photographs, a BIM model was created and required estimation of some of the building component dimensions. If a BIM model had been available, the workflow would have been more efficient and registration errors as the result of poor documentation would not have occurred.
There were numerous challenges that the authors faced during the creation of the BIM model itself. It was quickly realized that as-builts created by construction managers or architects of the site would likely be insufficient for daily facility management tasks. Facility managers are concerned with the components of building objects. Often, facility managers need to fix/maintain/replace one part of the system and not an entire system. The BIM software utilized, Revit, did not allow for subparts of a system to be individually tagged with unique properties. For instance, a facility manager might want to assign a corrective maintenance task to a particular wall socket on a wall panel. It is difficult to assign attributes/properties to that wall socket due to the Family structure in Revit. Due to this limitation, the authors had to approach creating the BIM model differently than construction managers or architects, keeping in mind what parts of an object a facility manager would want to operate on. Additionally, it is not possible to add custom instance properties to objects making it difficult to uniquely tag individual geometry with facility management related custom attributes like completion date, personnel assignment, and priority. To address these issues, the authors had to break down families (doors, ceilings, etc.) into smaller component families, which required significant effort and ultimately is not scalable.
One of the main focus areas for this project was to determine a method to provide complex geometry on a computationally simplified mobile platform. BIM models can be rather large file size and to visualize them on a mobile platform with limited processing power and graphics capability is a daunting task. Different options of displaying 3D graphics on mobile platforms were explored. Web Graphics Library (WebGL), which uses JavaScript with no additional software installation required, is quickly becoming the standard on a majority of both desktop and mobile browsers. There are several methods of displaying 3D geometry using WebGL, but a high level JavaScript library/API was found, THREE.js, which leveraged WebGL and had established pipelines for integrating complex geometry from traditional CAD programs like 3ds Max or Maya. Each established pipeline incorporated different 3D file formats including Wavefront OBJ (*.obj), JavaScript Object Notation (*.json), and Collada (*.dae). Each pipeline was tested and several problems with both OBJ and JSON formats were discovered. Both the OBJ and JSON pipelines were time consuming, inaccessible, and the conversion process resulted in inconsistencies in geometry and loss of data.
Figure 6 BIM/Hardware Challenges
Conversion to the Collada format had several advantages including that a third-party, Lumion, had already developed an exporter plugin for Revit. The Collada files also maintained object hierarchies, properties, and textures that ultimately led to the adoption of this pipeline as part of the workflow.
Although, there was one significant drawback to using the Lumion plugin to generate Collada files. The BIM2MAR workflow relies on a backend relational database that stores the properties/attributes related to each piece of 3D geometry in the BIM model. In order to link the front-end geometry (*.dae) to the backend data (SQL), a method was initially conceived that would utilize the GUID (Globally Unique Identifier) of each 3D object as the primary key in our relational database. Unfortunately, the Collada files generated by the Lumion plugin did not maintain this GUID. Alternatively, another property that could be unique to each object was used, the object name. While this method worked for prototype purposes, this method is not scalable to larger projects where unique naming of thousands of objects would be time-consuming and require further development of taxonomies and naming conventions. Nonetheless, conversion to Collada was also beneficial because it allowed for easy import of the geometry into SketchUp, which has built-in access into Google Earth. A Ruby script was developed using the SketchUp API allowed gathering of the geo-locations for all objects for integration into the IFC schema. Although this method works, it is not the most efficient method for adding geolocation to the objects. In future work, the geo-location of objects will be established solely in the Revit platform.
After the geometry was ready for conversion, the next challenge was getting it to work in the Argon 2 environment, which is still in active development. To ensure stable results, we often communicated with the developers of the Argon 2 to help them debug issues with the incremental releases.
Ultimately, the BIM2MAR workflow required users to switch between several software applications and conduct numerous file type translations. Like other complex, multi-step workflows, this method is prone to error due to the many points in the process where users or software fails to accomplish a task sufficiently. Pilot testing also revealed several more issues that had not been considered until on site at Shepherd Center. One of the main issues faced was matching the virtual camera with the physical camera on the mobile device. At first, the virtual geometry did not align accurately with the live camera feed. It was realized that the virtual camera did not have the same field of view, focal length, and depth of field as the physical camera. After adjusting accordingly, the wireframes of the virtual objects where visible over their real-world counterparts. But, further registration issues related to drift and accuracy similar to our first InfoSPOT prototype were encountered.
Consumer grade accelerometers and gyroscopes caused the augmentations to be misaligned by several centimeters, and inaccurate CAD files resulted in the need to measure objects in the room and fix dimension errors in our BIM model.
CONCLUSION
BIM2MAR's main contribution is that it is a low-cost technical solution to transporting geometry and data from a BIM model to a Mobile Augmented Reality environment. BIM2MAR contributes to the AECO domain's body of knowledge in that it provides a better understanding of how inexpensively BIM and MAR can be integrated to facilitate access to information. WebGL and THREE.js, web standards used by most mobile browsers, are leveraged requiring no additional plugin installation or cost. Ultimately this is the first step in developing a fully automated BIM to MAR process for multiple AECO applications. In a fully automated BIM2MAR process all geometry and data would be accessible through a real-time input/output system and the AR environment would update automatically as changes are made to the BIM model. Future research involves conducting user-centered evaluations of the next iteration of the InfoSPOT prototype and testing the BIM2MAR workflow on other BIM models generated by third parties.
