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THE THREE-DIMENSIONAL CENTER PROBLEM FOR
THE ZERO-HOPF SINGULARITY
ISAAC A. GARCI´A1 AND CLAUDIA VALLS2
Abstract. In this work we extend well-known techniques for solv-
ing the Poincare´-Lyapunov nondegenerate analytic center problem
in the plane to the 3-dimensional center problem at the zero-Hopf
singularity. Thus we characterize the existence of a neighborhood
of the singularity completely foliated by periodic orbits (including
continua of equilibria) via an analytic Poincare´ return map. The
vanishing of the first terms in a Taylor expansion of the associated
displacement map provides us with the necessary 3-dimensional
center conditions in the parameter space of the family whereas the
sufficiency is obtained through symmetry-integrability methods.
Finally we use the proposed method to classify the 3-dimensional
centers of some quadratic polynomial differential families possess-
ing a zero-Hopf singularity.
1. Introduction and statement of the main results
We consider an analytic three-dimensional system
(1)
x˙ = −y + F1(x, y, z)
y˙ = x+ F2(x, y, z)
z˙ = F3(x, y, z),
where F = (F1, F2, F3) : U → R3 is real analytic vector field on the
neighborhood of the origin U ⊂ R3 with F (0) = 0 and whose Jacobian
matrix DF(0) = 0. The eigenvalues associated to the singularity at the
origin of (1) are {±i, 0}, hence the origin is called a zero-Hopf singular-
ity of (1). Another terminology in the literature is fold-Hopf singularity.
Notice that the linear part of (1) given by x˙ = −y, y˙ = x, z˙ = 0
possesses a 3-dimensional center at the origin as can be easily inter-
secting the level sets (cylinders and planes) of its two first integrals
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H1(x, y, z) = x
2 + y2 and H2(x, y, z) = z. All the orbits of the lin-
earization are circles around the z-axis which is filled of equilibria.
The origin of the nonlinear system (1) will be called a 3-dimensional
center if there is a neighborhood of it completely foliated by periodic
orbits of (1), including continua of equilibria as trivial periodic orbits.
Remark 1. Usually, an isolated singularity of a vector field X in Rn is
called a center when there is a punctured open neighborhood of it filled
by non-trivial periodic orbits. When n = 2 this open neighborhood is
called a period annulus. From a well-known topological result, there are
vector fields without singular points only on odd-dimensional spheres.
From there we can conclude that centers can only exist for even phase
space dimension n. Therefore, in the particular case of system (1) the
origin can never be a center because n = 3. This is why we use the
terminology “3-dimensional center” instead of just “center”. Clearly,
a 3-dimensional center at the origin of system (1) is a non-isolated
singularity since there is an invariant curve Γ filled of equilibria passing
through it tangent to the z-axis.
The strategy that we shall follow to solve the 3-dimensional center
problem at the origin of a family of systems (1) will be to fold. First
we compute necessary 3-dimensional center conditions on the param-
eter space of (1). The method that we use consists on to introduce a
small parameter ε into (1), next to compute in adequate coordinates a
Poincare´ map for (1) and finally to vanishing a first string of Melnikov
functions.
Theorem 2. Doing first the rescaling (x, y, z) 7→ (x/ε, y/ε, z/ε) and
later the polar blow–up (x, y, z) 7→ (θ, r, w) defined by
(2) x = r cos θ , y = r sin θ , z = rw ,
system (1) can be written for |ε| sufficiently small into the analytic
system
(3)
dr
dθ
= εR(θ, r, w; ε) ,
dw
dθ
= εW (θ, r, w; ε) ,
around its invariant set {r = 0} and defined on the cylinder {(θ, r, w) ∈
S1 ×K} where S1 = R/2piZ and K ⊂ R2 is an arbitrary compact set.
Let Ψ(θ; r0, w0; ε) = (r(θ; r0, w0; ε), w(θ; r0, w0; ε)) denote the solu-
tion of (3) with initial condition Ψ(0; r0, w0; ε) = (r0, w0). We define the
Poincare´ translation map Π(r0, w0; ε) associated to (3) as Π(r0, w0; ε) =
Ψ(2pi; r0, w0; ε) and the displacement map d(r0, w0; ε) = Π(r0, w0; ε) −
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Id(r0, w0) where Id denotes the identity map. Notice that the displace-
ment map is an analytic function due to the analyticity of (3).
Clearly any 2pi–periodic solution of (3) corresponds to a periodic
orbit of (1) near (x, y, z) = (0, 0, 0). But, what about the converse?
This point needs further explanations. The polar blow–up given in (2)
explodes the point (x, y, z) = (0, 0, 0) into {r = 0} while there is no
image of the z-axis except the origin. Thus (2) is defined in the open set
Ω = R3\{(0, 0, z) : z 6= 0} and it is a diffeomorphism in Ω\{(0, 0, 0)}.
In particular, since the origin is always a singularity of system (1), any
periodic orbit (trivial or not) of system (1) near the point (x, y, z) =
(0, 0, 0) that do not intersect the z-axis corresponds to a 2pi–periodic
solution of system (3). This almost solves our question. It only remains
to check the periodicity of those orbits of (1) near the origin that
intersect the z-axis. Two different cases appear. First, if the z-axis is
invariant under the flow of (1) then, in the 3-dimensional center case,
it must be filled of singularities (hence Γ is the z-axis) and therefore
this case can be discarded from our analysis. In the opposite case in
which the z-axis is not an invariant line we need to control whether
the crossing orbits near the origin are periodic or not without the help
of the displacement map d(r0, w0; ε) since it has no meaning now. But
in this last case we can perform an analytic near–identity change of
coordinates that locally rectifies the critical curve Γ transforming it
into the z-axis and we go back to the first case.
In summary, the above discussion leads to the following result.
Theorem 3. The origin of system (1) is a 3-dimensional center if and
only if d(r0, w0; ε) ≡ 0.
From Theorem 3 we get that an equivalent condition characterizing
3-dimensional centers is that all coefficients dj(r0, w0) with j ≥ 1 of the
Taylor series
d(r0, w0; ε) =
∑
j≥1
dj(r0, w0)ε
j
vanish.
In analogy with some classical two-dimensional problems in the qual-
itative theory of differential equations (see for example [2]), we call j-th
Melnikov function to the analytic function dj : R2 → R2.
The sufficient 3-dimensional center conditions for system (1) in the
forthcoming Theorems 5 and 6 use symmetry-integrability methods.
Let X = (−y + F1(x, y, z))∂x + (x + F2(x, y, z))∂y + F3(x, y, z)∂z
be the associated vector field to system (1) and let Φ : U 7→ Φ(U)
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be a diffeomorphism which is an involution of the phase space, i.e.,
Φ ◦ Φ = Id is the identity. System (1) is said to be Φ-reversible if it
is invariant under the discrete symmetry (x, t) 7→ (Φ(x),−t). In other
words, Φ-reversibility means that DΦ(x)X (x) = −X (Φ(x)) for any
x = (x, y, z) ∈ U , where DΦ(x) is the derivative of Φ at the point x.
Theorem 4. Assume that system (1) has a local analytic first integral
H(x, y, z) = z + · · · in U ⊂ R3. Then system (1) possesses a 3-
dimensional center at the origin if one of the following conditions hold:
(i) System (1) has an additional analytic first integral Hˆ(x, y, z) =
x2 + y2 + · · · in U .
(ii) System (1) is Φ-reversible with respect to the analytic diffeo-
morphism Φ(x, y, z) = (φ(x, y), z) in U where the fixed points
set of φ contains a planar curve through the origin.
Now we will classify the 3-dimensional centers of some quadratic
polynomial families possessing a zero-Hopf singularity at the origin.
Theorem 5. Let us consider the quadratic family of vector fields in R3
(4)
x˙ = −y + x(a1x+ a2y + a3z),
y˙ = x+ y(b1x+ b2y + b3z),
z˙ = z(c1x+ c2y + c3z),
where ai, bi, ci ∈ R are the parameters of the family. The origin of (4)
is a 3-dimensional center if and only if one of the following parameter
conditions hold:
(i) a3 = b3 = c3 = 0, a2 = ±b1, b2 = ±a1 and c2 = ±c1;
(ii) a2 = a3 = b2 = b3 = c2 = c3 = 0;
(iii) a3 = b3 = c3 = 0, a2 = b2, b1 = a1, c2 = c1b2/a1 with a1 6= 0;
(iv) a3 = b3 = c3 = c1 = c2 = 0, a2 = −2b2, b1 = −2a1;
(v) c3 = 0, a2 = ±b1, b2 = ±a1, c2 = ±c1;
(vi) c1 = c2 = c3 = 0, a2 = ∓2a1, a3 = −b3, b1 = −2a1, b2 = ±a1;
(vii) c1 = c2 = c3 = 0, a2 = b2, a3 = −b3, b1 = a1;
(viii) a1 = a2 = a3 = b1 = b2 = b3 = c3 = 0;
(ix) a1 = a3 = b1 = b2 = b3 = c1 = c3 = 0;
(x) a1 = a3 = b2 = b3 = c3 = 0, b1 = −a2, c1 = −c2;
(xi) a1 = a3 = b1 = b3 = c1 = c3 = 0.
Now we solve the 3-dimensional center problem for a quadratic family
which can be seen as a generalization of Lie´nard-type equations.
Theorem 6. Let us consider the quadratic family of vector fields in R3
(5)
x˙ = −y,
y˙ = f(x, z) + yg(x, z)
z˙ = F (x, y, z)
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where f(x, z) = x + a0x
2 + a1xz + a2z
2, g(x, z) = b0x + b1z and
F (x, y, z) = c0x
2 +c1y
2 +c2z
2 +c3xy+c4xz+c5yz being ai, bi, ci ∈ R the
parameters of the family. The origin of (5) is a 3-dimensional center
if and only if one of the following conditions hold:
(i) f(x, z) = x + a0x
2 + a1xz, g(x, z) ≡ 0 and F (x, y, z) = c3xy +
c5yz;
(ii) f(x, z) = x + a0x
2 + a2z
2, g(x, z) ≡ 0 and F (x, y, z) = c3xy +
c5yz;
(iii) f(x, z) = x, g(x, z) = b0x and F (x, y, z) = c0x
2 + c3xy− c0y2 +
c4xz+c5yz with the parameter restriction b0c0c4−c0c24−c3c4c5+
c0c
2
5 = 0;
(iv) f(x, z) = x+ a1xz, g(x, z) = b0x and F (x, y, z) = c3xy + c4xz;
(v) f(x, z) = x + a1xz + a2z
2, g(x, z) ≡ 0 and F (x, y, z) = c3xy +
c5yz.
The paper is organized as follows. In Section 2 we present some
auxiliary and preliminary results while Section 3 is devoted to give the
proofs of the main results of this work.
2. Auxiliary results
In this section we introduce some auxiliary results that will be used
through the paper.
We first recall a result concerning the characterization of the pla-
nar analytic nondegenerate centers. This is due to Poincare´ [9] and
Liapunov [5], see also Moussu [8].
Theorem 7 (Nondegenerate Center Theorem). We consider the dif-
ferential system on the plane
(6) x˙ = −y +X(x, y), y˙ = x+ Y (x, y)
where X and Y are real analytic functions defined in a neighborhood
U ⊂ R2 of the origin without constant nor linear terms. Then system
(6) has a center at the origin if and only if there exists a local analytic
first integral H(x, y) = x2 + y2 + · · · of it.
We also need a result related with the classification theorem for cen-
ters of quadratic systems due to Kapteyn [3, 4], and Bautin [1]. Here
we present the theorem in its complex form (see [10] and also [7]).
Theorem 8. Any quadratic polynomial differential system in the real
(x, y)-plane that has a singular point with pure imaginary eigenvalues
±i can be written after an affinity in complex coordinates as
(7) z˙ = iz + Az2 +Bzz¯ + Cz¯2
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with z = x+ iy, z¯ = x− iy, and A,B,C ∈ C. System (7) has a center
at the origin if and only if one of the following conditions hold:
(i) 2A+ B¯ = 0;
(ii) Im(AB) = Im(A3C) = Im(B¯3C) = 0;
(iii) B = 0;
(iv) A− 2B¯ = |C| − |B| = 0, Im(A3C) 6= 0,
where ·¯ stands for the complex conjugate.
We also state and prove the following technical result which will be
needed in the proof of some parts of Theorems 5 and 6.
Proposition 9. Consider the differential system in R3 of the form
(8) x˙ = P1(x, y, z), y˙ = P2(x, y, z), z˙ = P3(x, y, z)
where Pi are analytic functions in a neighborhood U ⊂ R3 of the origin.
Assume that H is a first integral of (8) in U\{z = 0} of the form
H(x, y, z) =
1 + P (x, y) + az log z
z
,
where a ∈ R \ {0}, and P is an analytic function near the origin such
that P (0, 0) = 0. Then there exists an analytic function S = S(x, y, z)
around the origin with S(0, 0, 0) = 1 such that (8) has the analytic first
integral
Hˆ(x, y, z) =
z
S(x, y, z)
= z + · · · .
Proof. We first observe that it is sufficient to show that there is an
analytic function S(x, y, z) around the origin with S(0, 0, 0) = 1 such
that we can rewrite H as
(9) H(x, y, z) =
S(x, y, z)
z
+ a log
(
z
S(x, y, z)
)
.
Note that if we can do this, then clearly z/S(x, y, z) = z + · · · is an
analytic first integral in a neighborhood of the origin and the proposi-
tion will follow. To do so, we will show the existence of the analytic
unit S(x, y, z) such that
1 + P (x, y)− S(x, y, z) + az logS(x, y, z) = 0.
To see the existence of S we simply apply the Implicity Function The-
orem to the function F (x, y, z, w) = 1 + P (x, y) − w + az logw at the
point (x, y, z, w) = (0, 0, 0, 1) taking into account that F (0, 0, 0, 1) = 0
and ∂F/∂w(0, 0, 0, 1) 6= 0. Hence the claim follows. 
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3. Proofs of the main results
3.1. Proof of Theorem 2. First we introduce a small parameter ε 6=
0 via the rescaling of variables (x, y, z) 7→ (x/ε, y/ε, z/ε). In this way
system (1) reads for
(10)
x˙ = −y + εG1(x, y, z; ε)
y˙ = x+ εG2(x, y, z; ε)
z˙ = εG3(x, y, z; ε).
Now we introduce polar coordinates in the following form. We perform
the polar blow–up (x, y, z) 7→ (θ, r, w) defined by (2) bringing system
(10) into a system of the form
r˙ = εR(θ, r, w; ε) ,
θ˙ = 1 + εΘ(θ, r, w; ε) ,(11)
w˙ = εW(θ, r, w; ε)
where
R(θ, r, w; ε) = cos θGˆ1(θ, r, w; ε) + sin θGˆ2(θ, r, w; ε),
Θ(θ, r, w; ε) =
1
r
[cos θGˆ2(θ, r, w; ε)− sin θGˆ1(θ, r, w; ε)],
W(θ, r, w; ε) = 1
r
[Gˆ3(θ, r, w; ε)− wR(θ, r, w; ε)].
Here we have denoted Gˆi(θ, r, w; ε) = Gi(r cos θ, r sin θ, rw; ε) for i =
1, 2, 3. We remark that system (11) is analytic about r = 0 since
Gˆi(θ, r, w; ε) = O(r2). In particular {r = 0} is an invariant set of (11)
because R(θ, 0, w; ε) = 0. Also we observe that θ˙ > 0 for |ε| sufficiently
small and (r, w) in an arbitrary fixed compact set. Therefore, under
these conditions we can write system (11) as system (3).
We remark that any 2pi–periodic solution of (3) corresponds to a
periodic orbit of (10) with |ε| sufficiently small through the transfor-
mation (2). Hence any 2pi–periodic solution of (3) corresponds to a
periodic orbit of (1) near (x, y, z) = (0, 0, 0).
3.2. Computation of the Melnikov functions. Using Theorem 2
system (1) is transformed into system (3). Expanding in power series
of ε both system (3) and its solutions gives
(12)
dr
dθ
= εR(θ, r, w; ε) = ε
∑
j≥1Rj(θ; r0, w0)ε
j ,
dw
dθ
= εW (θ, r, w; ε) = ε
∑
j≥1Wj(θ; r0, w0)ε
j ,
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and
Ψ(θ; r0, w0; ε) = (r0, w0) +
(∑
j≥1
Ψ1,j(θ; r0, w0)ε
j,
∑
j≥1
Ψ2,j(θ; r0, w0)ε
j
)
.
The initial condition Ψ(0; r0, w0; ε) = (r0, w0) leads to Ψi,j(0; r0, w0) =
0 for all j ∈ N and i ∈ {1, 2}. Then the displacement map is
d(r0, w0; ε) = Ψ(2pi; r0, w0; ε)− (r0, w0)
=
∑
j≥1
(Ψ1,j(2pi; r0, w0),Ψ2,j(2pi; r0, w0)) ε
j.
Hence the j-th Melnikov function is
dj(r0, w0) = (Ψ1,j(2pi; r0, w0),Ψ2,j(2pi; r0, w0)) .
3.3. Proof of Theorem 4. Statement (i) of Theorem 4 is trivial
whereas statement (ii) is a corollary of the following more general re-
sult.
We recall that if H is a smooth first integral of a smooth vector field
X , that is X (H) ≡ 0, then clearly H ◦ Φ is another first integral of
X provided it is Φ-reversible. The first integral H is said to be Φ-
symmetric if H ◦Φ = H and Φ-antisymmetric when H ◦Φ = −H. It is
obvious that any first integral of a reversible system can be written as
the sum of one symmetric and one antisymmetric first integrals, that
is, H = H+ +H− with H± = 12(H ±H ◦ Φ).
Proposition 10. Let X be a smooth vector field in U ×V ⊂ Rn−1×R
which is Φ-reversible with respect to the diffeomorphism Φ : U × V →
Φ(U × V ) defined by Φ(x, y) = (φ(x), y). Let H : U × V → R be
a smooth first integral of X which is Φ-symmetric and such that the
manifolds given by the level sets Mh = {(x, y) ∈ U × V : H(x, y) =
h} are given by the graph of a unique smooth 1-parameter family of
functions fh : U → V . Then, the restricted 1-parameter family of
vector fields X|Mh in U is φ-reversible.
Proof. Since Mh is given by the graph of a function fh we have that
(13) H(x, fh(x)) ≡ h
for any x ∈ U . Hence
(14) H(φ(x), fh(φ(x))) ≡ h.
On the other hand, since H is Φ-symmetric, taking coordinates we
have
(15) H(φ(x), y) = H(x, y)
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for any (x, y) ∈ U × V . From (15) and (13) we obtain
(16) H(φ(x), fh(x)) ≡ h
Comparing (16) and (14) and from the uniqueness of fh leads to
(17) fh(φ(x)) = fh(x)
for any x ∈ U , hence fh is φ-symmetric.
Using coordinates x = (x1, . . . , xn−1) we can represent
X (x, y) = ξ(x, y)∂x + η(x, y)∂y =
n−1∑
i=1
ξi(x, y)∂xi + η(x, y)∂y.
Then, the restricted vector field Yh = X|Mh is given by
Yh(x) = ξ(x, fh(x))∂x =
n−1∑
i=1
ξi(x, fh(x))∂xi .
Since X is Φ-reversible it follows that DΦ(x, y)X (x, y) = −X (Φ(x, y)).
Using the structure Φ(x, y) = (φ(x), y) we get a block diagonal matrix
DΦ(x, y) so that from the former reversibility condition we extract
Dφ(x)ξ(x, y) = −ξ(φ(x), y). Evaluating this equation at y = fh(x)
and taking into account equation (17) we obtain Dφ(x)ξ(x, fh(x)) =
−ξ(φ(x), fh(φ(x))), that is, Dφ(x)Yh(x) = −Yh(φ(x)). This proves
that Yh is φ-reversible. Notice that φ is an involution because Φ is also
an involution. 
Proof of Theorem 4. First of all we note that we can assume without
loss of generality that H(x, y, z) = z + · · · is Φ-symmetric since oth-
erwise we change it by the first integral H+ =
1
2
(H + H ◦ Φ) which
is Φ-symmetric and also H+(x, y, z) = z + · · · because Φ(x, y, z) =
(φ(x, y), z).
Second, we apply the Implicit Function Theorem to H(x, y, z) =
z + · · · to assure the existence of one unique real analytic function fh
defined in U ⊂ R2 such that H(x, y, fh(x, y)) = h for all (x, y) ∈ U .
Therefore, the level sets Mh = {(x, y, z) ∈ U : H(x, y, z) = h} are
given by the graph of the unique analytic 1-parameter family of func-
tions fh. Hence from Proposition 10 we deduce that the restricted
family of planar vector fields Yh = (−y + F1(x, y, fh(x, y))∂x + (x +
F2(x, y, fh(x, y))∂y is φ-reversible.
Notice that the eigenvalues at the origin of Yh are pure imaginary,
hence the origin is a monodromic singularity, that is, nearby orbits of
Yh rotate about the origin. Since Yh is an analytic family it is known
that the only possibilities are the origin to be either a center or a
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focus. A consequence of the reverse symmetry φ is that if γ(t) is the
time-parametrization of an orbit of Yh then φ(γ(−t)) is also an orbit
of Yh. This property together with the fact that φ is an involution
and that Fix(φ) is a curve through the origin such that any orbit of
Yh sufficiently close to the origin meets Fix(φ) at two distinct points
implies that Yh must have a center at the origin. Recall that the phase
portrait of a φ-reversible system is symmetric with respect to Fix(φ).
In short, we have deduced that system (1) possesses a 3-dimensional
center at the origin. 
Remark 11. In [6], the authors prove that when system (1) is Φ-
reversible with respect to the linear diffeomorphism Φ(x, y, z) = (y, x, z)
and a local analytic first integral H(x, y, z) = z + · · · , then it is com-
pletely analytically integrable and possesses an additional analytic first
integral x2 +y2 + · · · . In particular, the origin in system (1) becomes a
3-dimensional center. This result is a particular case of statement (ii)
of Theorem 4 taking φ(x, y) = (y, x) whose fixed points belong to the
straight line y = x.
3.4. Proof of Theorem 5. Applying our algorithm to system (4)
produces the first Melnikov’s function
d1(r0, w0) = pir0w0 ((a3 + b3)r0,−(a3 + b3 − 2c3)w0) .
From d1(r0, w0) ≡ 0 we obtain a3 = −b3 and c3 = 0. Then we get
d2(r0, w0) =
pi
4
r20 ((a2a1 − b2b1)r0, (−a2a1 + b2b1 + 4a1c2 − 4b2c1)w0) .
We impose that d2(r0, w0) ≡ 0 and split the analysis in several cases:
(a) Assume that a1 6= 0. Then d2(r0, w0) ≡ 0 if and only if a2 =
b2b1/a1 and c2 = b2c1/a1. Next we compute
d3(r0, w0) =
pi
4a21
b3(a
2
1 − b22)(2a1 + b1 − c1)(a1 − b1 + c1)r30w0 (−r0, w0) .
The condition d3(r0, w0) ≡ 0 leads to the following subcases:
(a.1) Let b3 = 0. Then we have
d4(r0, w0) =
pi
24a21
(a21 − b22)b2(a1 − b1)(3a1 − b1)r40w0 ×
(−(2a1 + b1)r0, (2a1 + b1 − 6c1)w0) .
Therefore from d4(r0, w0) ≡ 0 we obtain the following subcases.
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(a.1.1) Let b2 = ±a1. Then d5(r0, w0) = d6(r0, w0) ≡ 0 and system
(4) becomes
(18)
x˙ = −y + x(a1x± b1y),
y˙ = x+ y(b1x± a1y),
z˙ = c1z(x± y).
This system corresponds to case (i) in Theorem 5. The planar subsys-
tem x˙ = −y + x(a1x ± b1y), y˙ = x + y(b1x ± a1y) possesses a center
at (x, y) = (0, 0) because in the complex variable z = x + iy ∈ C and
its complex conjugate variable z¯ = x − iy it writes as z˙ = iz + Az2 +
Bzz¯ + Cz¯2 with
A =
a1 + b1
4
(1∓ i), B = a1
2
(1± i), C = a1 − b1
4
(1∓ i).
In view of Theorems 7 and 8 (ii), it has an analytic first integral
H1(x, y) = x
2 + y2 + · · · defined in a neighborhood of the origin which
also is a first integral of the full system (20).
Moreover it has the first integral
H2(x, y, z) = z(1 + a1(y ∓ x))−c1/a1 = z + · · ·
which is analytic in a neighborhood of the origin.
(a.1.2) Put b2 = 0. Then d5(r0, w0) = d6(r0, w0) ≡ 0 and system (4)
becomes
(19)
x˙ = −y + a1x2,
y˙ = x+ b1xy,
z˙ = c1xz.
This system corresponds to case (ii) in Theorem 5. Note that the
planar subsystem x˙ = −y + a1x2, y˙ = x + b1xy is invariant under the
discrete symmetry (x, y, t) 7→ (−x, y,−t). Hence, it is time-reversible
and (x, y) = (0, 0) is a center. Therefore, it has an analytic first integral
H1(x, y) = x
2 + y2 + · · · defined in a neighborhood of the origin which
turns out to be also a first integral of the full system (19).
On the other hand, system (19) has the first integral H2(y, z) =
z + · · · analytic in a neighborhood of the origin and given by
H2(y, z) =
{
z(1 + b1y)
−c1/b1 , if b1 6= 0,
z e−c1y, if b1 = 0.
(a.1.3) Let b1 = a1. Then d5(r0, w0) = d6(r0, w0) ≡ 0 and system (4)
becomes
(20)
x˙ = −y + x (a1x+ b2y) ,
y˙ = x+ y(a1x+ b2y),
z˙ = c1z
(
x+ b2
a1
y
)
.
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This system corresponds to case (iii) in Theorem 5. The planar sub-
system x˙ = −y+x (a1x+ b2y), y˙ = x+ y(a1x+ b2y) possesses a center
at (x, y) = (0, 0) because it is time-reversible under the symmetry
(x, y, t) 7→ (−x, y,−t). In consequence it has an analytic first integral
H1(x, y) = x
2 + y2 + · · · defined in a neighborhood of the origin which
also is a first integral of the full system (20). Actually, the explicit
expression is
H1(x, y) =
x2 + y2
(1− b2x+ a1y)2 .
System (20) also has the first integral Hˆ2(x, y, z) = z(x
2 +y2)−c1/(2a1)
which can be transformed to an analytic first integral H2 of the desired
shape at the origin
H2(x, y, z) =
Hˆ2(x, y, z)
(H1(x, y))−c1/(2a1)
= z + · · · .
(a.1.4) Let b1 = 3a1. Then d5(r0, w0) ≡ 0 but
d6(r0, w0) =
pi
384
(a21−b22)b2(a21+b22)r60 (1135a1r0,−(1135a1 − 591c1)w0) .
Anyway the annulment of d6 implies parameter restrictions already
studied before, so no new cases arise.
(a.1.5) Put b1 = −2a1 and c1 = 0. Then d5(r0, w0) = d6(r0, w0) ≡ 0
and system (4) becomes
(21)
x˙ = −y + x (a1x− 2b2y) ,
y˙ = x+ y(−2a1x+ b2y),
z˙ = 0.
This system corresponds to case (iv) in Theorem 5. This case is trivial
to analyze since the planar subsystem in the phase variables (x, y)
is divergence-free, hence it is Hamiltonian with hamiltonian function
H1(x, y) = (x
2 + y2)/2 + · · · . In short
H1(x, y) =
x2 + y2
2
− a1x2y + b2xy2 and H2(z) = z
are analytic first integrals of (21).
(a.2) Let b2 = ±a1. Then d4(r0, w0) = d5(r0, w0) = d6(r0, w0) ≡ 0
and system (4) becomes
(22)
x˙ = −y + x (a1x± b1y − b3z) ,
y˙ = x+ y(b1x± a1y + b3z),
z˙ = c1z(x± y).
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This system corresponds to case (v) in Theorem 5. System (22) pos-
sesses the first integral Hˆ2(x, y, z) given by
Hˆ2(x, y, z) =

1+a1(y∓x)−b3z log z
z
, if c1 = a1,
z
(
1 + a1(y ∓ z) + b3a1a1−c1 z
)−c1/a1
, if c1 6= a1.
Note that when c1 6= a1, the analytic function Hˆ2(x, y, z) = z + · · · ,
hence we have finished. But when c1 = a1 and b3 6= 0 then even
Hˆ2(x, y, z) is not analytic at the origin. In this last case it follows
from Proposition 9 with H = Hˆ2(x, y, z), P (x, y) = a1(y ∓ x) and
a = b3, that there is an analytic function S(x, y, z) around the origin
with S(0, 0, 0) = 1 such that z/S(x, y, z) = z + · · · is an analytic first
integral in a neighborhood of the origin of system (22) having the good
shape. In short we have that (22) possesses the first integral
H2(x, y, z) = z + · · · =

z
1+a1(y∓x) , if c1 = a1, b3 = 0,
z
S(x,y,z)
, if c1 = a1, b3 6= 0,
z(
1+a1(y∓z)+ b3a1a1−c1 z
)c1/a1 , if c1 6= a1.
which is analytic at the origin.
Additionally, system (22) is invariant under the discrete symmetry
(x, y, z, t) 7→ (−y,−x, z,−t), hence it is Φ-reversible with respect to
Φ(x, y, z) = (φ(x, y), z) with φ(x, y) = (−y,−x). Clearly, the fixed
points set Fix(φ) of the involution φ is the straight line Fix(φ) =
{(x, y) ∈ R2 : y = −x} through the origin.
In summary, from Theorem 4 we conclude that system (22) has a
3-dimensional center at the origin.
(a.3) Put c1 = 2a1 + b1 and b1 = −2a1. Now we get d4(r0, w0) ≡ 0
but
d5(r0, w0) =
9pi
256
b3(a
2
1 − b22)(3a21 + 3b22 + 8b23w20)r50w0 (r0,−w0) .
Anyway the annulment d5(r0, w0) ≡ 0 implies also d6(r0, w0) ≡ 0. More
precisely one has either b3 = 0 and we get system (21) again or b2 = ±a1
and system (4) becomes
(23)
x˙ = −y + x (a1x∓ 2a1y − b3z) ,
y˙ = x+ y(−2a1x± a1y + b3z),
z˙ = 0.
This system corresponds to case (vi) in Theorem 5. In each invari-
ant plane {z = z0} the planar subsystem in the phase variables (x, y)
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is divergence-free, hence it is Hamiltonian with hamiltonian function
H1(x, y) = (x
2 + y2)/2 + · · · . In short
H1(x, y) =
x2 + y2
2
− a1x2y + a1xy2 + b3xyz and H2(z) = z
are analytic first integrals of (23).
(a.4) We choose c1 = b1 − a1 and we obtain
d4(r0, w0) =
pi
24a21
b2(a
2
1 − b22)(a1 − b1)(3a1 − b1)r40 ×
(−(2a1 + b1)r0, (8a1 − 5b1)w0) .
In order to vanish d4 we have the next possibilities.
(a.4.1) Let b2 = ±a1. Then d5(r0, w0) = d6(r0, w0) ≡ 0 and system
(4) becomes system (22) with c1 = b1 − a1.
(a.4.2) Select b2 = 0. Then
d5(r0, w0) =
pi
256
b3(a1 − b1)r50w0 (r0D5,1(r0, w0), w0D5,2(r0, w0)) ,
with
D5,1(r0, w0) = 19a
3
1 − 29a21b1 + a1b21 + 9b31 + b23(136a1 + 56b1)w20,
D5,2(r0, w0) = 47a
3
1 − 113a21b1 + 85a1b21 − 19b31 + b23(328a1 − 136b1)w20.
The next cases arise in order to vanish d5.
(a.4.2.1) If we take b3 = 0 then system (4) becomes system (19) with
c1 = b1 − a1.
(a.4.2.2) When b1 = a1 we obtain that system (4) becomes x˙ =
−y + x(a1x− b3z), y˙ = x+ y(a1x+ b3z), z˙ = 0. We do not study this
system because it is a particular case of the forthcoming system (24).
(a.4.2.3) Taking into account that now a1b3(b1−a1) 6= 0 the condition
D5,1(r0, w0) = D5,2(r0, w0) ≡ 0 cannot be fulfilled and no more cases
are obtained.
(a.4.3) Put b1 = a1. Then d5(r0, w0) = d6(r0, w0) ≡ 0 and system (4)
becomes
(24)
x˙ = −y + x(a1x+ b2y − b3z),
y˙ = x+ y(a1x+ b2y + b3z),
z˙ = 0.
This system corresponds to case (vii) in Theorem 5. We remark that
on each invariant plane {z = z0} the planar subsystem of (24) in the
phase variables (x, y) has a center at the origin only if b23z
2
0 < 1. But in
our analysis this condition always holds since we are only performing
a local study in a neighborhood of the zero-Hopf singularity at the
origin of (24) and therefore |z0| is as small as we need and clearly b3 is
bounded.
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(a.4.4) Put b1 = 3a1. Then
d5(r0, w0) = − pi
16
b3(a
2
1 − b22)r50w0 (r0D5,1(r0, w0), w0D5,2(r0, w0))
with
D5,1(r0, w0) = 23a
2
1 + 23b
2
2 + 38b
2
3w
2
0, D5,2(r0, w0) = 5(a
2
1 + b
2
2 + 2b
2
3w
2
0).
Notice that always D5,2(r0, w0) 6≡ 0, hence the next cases arise in order
to vanish d5.
(a.4.4.1) Select b3 = 0. Then
d6(r0, w0) =
pi
384
a1(a
2
1 − b22)(a21 + b22)r60 (1135r0, 47w0) .
Therefore d6(r0, w0) ≡ 0 only when b2 = ±a1 in which case system (4)
becomes a particular case of the forthcoming system (22) with b1 = 3a1
and c1 = 2a1 and b3 = 0.
(a.4.4.2) Choosing b2 = ±a1 we get d6(r0, w0) ≡ 0 and system (4)
becomes system (22) with b1 = 3a1 and c1 = 2a1.
(b) Assume that a1 = 0. Then
d2(r0, w0) =
pi
4
b2r
2
0 (−b1r0, (b1 − 4c1)w0) .
The condition d3(r0, w0) ≡ 0 leads to the following subcases:
(b.1) Let b2 = 0. In this case
d3(r0, w0) =
pi
4
b3r
3
0w0 (r0D2,1(r0, w0), w0D2,2(r0, w0))
where
D3,1(r0, w0) = −(a2 + b1 − c2 − c1)(a2 − b1 − c2 + c1),
D3,2(r0, w0) = a
2
2 − b21 − 6a2c2 + 5c22 + 6b1c1 − 5c21.
Imposing d3(r0, w0) ≡ 0 gives the following subcases.
(b.1.1) Let b3 = 0. Then d4(r0, w0) = d5(r0, w0) ≡ 0 but d6(r0, w0) 6≡
0. In order to vanish identically d6 exactly one of the next parameter
conditions must be imposed: (a2, b1) = (0, 0) or (a2, c2) = (0, 0) or
(b1, c2) = (±a2,±c1) or (b1, c1) = (0, 0). Using this order, system (4)
becomes
(25)
x˙ = −y,
y˙ = x,
z˙ = z(c1x+ c2y),
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which corresponds to case (viii) in Theorem 5 or system (19) with
a1 = 0 or system (18) with a1 = 0 and b1 = a2 or
(26)
x˙ = −y + a2xy,
y˙ = x,
z˙ = c2zy,
which corresponds to case (ix) in Theorem 5.
System (25) has the two first integrals
H1 = x
2 + y2 and H2 = ze
−c1y+c2x = z + · · ·
analytic in R3.
The planar subsystem x˙ = −y + a2xy, y˙ = x of system (26) in the
complex variable z = x+ iy ∈ C writes as
z˙ = iz + Az2 +Bzz¯ + Cz¯2, A = −ia2
4
, B = 0, C =
ia2
4
.
In view of Theorems 7 and 8 (iii), this system has a center at the origin.
In consequence it has an analytic first integral H1 = x
2+y2+· · · defined
in a neighborhood of the origin which also is a first integral of the full
system (26). Moreover it has the first integral
H2(x, y, z) =
{
z(1− a2x)−c2/a2 , if a2 6= 0,
zec2x, if a2 = 0.
Note that in both cases H2 = z + · · · in a neighborhood of the origin.
(b.1.2) Taking c1 = a2 + b1 − c2 and b3 = 0 produces d4(r0, w0) =
d5(r0, w0) ≡ 0 but d6(r0, w0) 6≡ 0. In order to vanish identically d6 we
must add one of the following parameter conditions: (a2, b1) = (0, 0)
or (a2, c2) = (0, 0) or (b1, c2) = (a2, a2) or (b1, c2) = (0, a2) or b1 =
−a2. Using this order, system (4) becomes a particular case of the
forthcoming system (27) with a2 = 0 or system (19) with a1 = 0 and
c1 = b1 or system (18) with a1 = 0 and b1 = a2 = c1 or system (26)
with c2 = a2 or
(27)
x˙ = −y + a2xy,
y˙ = x− a2xy,
z˙ = c2z(−x+ y).
This system corresponds to case (x) in Theorem 5. In the complex
variable z = x + iy ∈ C, the planar subsystem x˙ = −y + a2xy, y˙ =
x− a2xy writes as
z˙ = iz + Az2 +Bzz¯ + Cz¯2, A =
1 + i
4
a2, B = 0, C = −1 + i
4
a2.
In view of Theorems 7 and 8 (iii), the planar subsystem has a center at
the origin. In consequence it has an analytic first integral H1(x, y) =
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x2 + y2 + · · · defined in a neighborhood of the origin which also is a
first integral of the full system (27). Moreover (27) also has the first
integral
H2(x, y, z) =
{
z
(
(1− a2x)(1− a2y)
)−c2/a2 , if a2 6= 0,
zec2(x+y), if a2 = 0.
Note that in both cases H2 = z + · · · in a neighborhood of the origin.
(b.1.3) Taking c1 = −a2 + b1 + c2 we obtain that d3(r0, w0) ≡ 0 if
and only if either b3 = 0 or b1 = a2 or c2 = a2. So we have the next
possibilities.
(b.1.3.1) Letting b3 = 0 we get d4(r0, w0) = d5(r0, w0) ≡ 0 but
d6(r0, w0) 6≡ 0. In order to vanish identically d6 we must add one
of the following parameter conditions: b1 = a2 or (a2, b1) = (0, 0) or
(a2, c2) = (0, 0) or (b1, c2) = (0, a2) or (b1, c2) = (−a2, a2). Using this
order, system (4) becomes system (18) with a1 = 0 and b1 = a2 or
system (25) with c1 = c2 or system (19) with a1 = 0 and c1 = b1 or
(26) with c2 = a2 or (27) with c2 = a2.
(b.1.3.2) Put b1 = a2. Then d4(r0, w0) = d5(r0, w0) = d6(r0, w0) ≡ 0
and system (4) becomes system (22) with the plus sign and a1 = 0,
b1 = a2 and c1 = c2.
(b.1.3.3) Let c2 = a2. Then d4(r0, w0) ≡ 0 but d5(r0, w0) 6≡ 0. It is
easy to check that d5(r0, w0) = d6(r0, w0) ≡ 0 if and only if one of the
following conditions hold. Either (b3, a2) = (0, 0) or (b3, b1) = (0, a2)
or (b3, b1) = (0,−a2) or b3 = b2 = b1 or b1 = a2. Using this order,
system (4) becomes system (19) with a1 = 0 and c1 = b1 or system
(18) with a1 = 0 and b1 = a2 = c1 or system (27) with c2 = a2 or
system (25) with c1 = c2 = 0 or system (22) with the plus sign and
a1 = 0, b1 = a2 = c1 = c1.
(b.2) Let b1 = c1 = 0 and b2 6= 0. Then we obtain that d3(r0, w0) ≡ 0
if and only if either b3 = 0 or c2 = a2 − b2 or c2 = 0 and a2 = −2b2.
Therefore we have the following possibilities.
(b.2.1) Let b3 = 0. Then d4(r0, w0) = d5(r0, w0) = d6(r0, w0) ≡ 0
and system (4) becomes
(28)
x˙ = −y + a2xy,
y˙ = x+ b2y
2,
z˙ = c2zy.
This system corresponds to case (xi) in Theorem 5. With the change
(x, y, t) 7→ (y, x,−t) system (28) becomes system (19) with c1 = −c2,
b1 = −a2 and a1 = −b2.
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(b.2.2) Let c2 = a2 − b2 and b3 6= 0. Then d4(r0, w0) ≡ 0 but
d5(r0, w0) =
pi
256
b3(a2 − b2)r50w0 (r0D5,1(r0, w0), w0D5,2(r0, w0))
where
D5,1(r0, w0) = (a2 − b2)2(9a2 + 19b2) + 8b23(7a2 + 17b2)w20,
D5,2(r0, w0) = (19a2 − 47b2)(a2 − b2)2 + 8b23(17a2 − 41b2)w20.
Imposing d5(r0, w0) ≡ 0 gives the only parameter restriction b2 = a2.
Moreover d6(r0, w0) ≡ 0 and system (4) becomes system (24) with
a1 = 0 and b2 = a2.
(b.2.3) Let c2 = 0, a2 = −2b2 and b3 6= 0. Then d4(r0, w0) ≡ 0 and
d5(r0, w0) =
pi
256
b3b
2
2r
5
0w0(3b
2
2 + 8b
2
3w
2
0) (−r0, w0)
which clearly never vanishes under our hypothesis.
3.5. Proof of Theorem 6. Applying our algorithm to system (5)
produces the first Melnikov function
d1(r0, w0) = pir0
(
b1r0w0, c0 + c1 + (2c2 − b1)w20
)
.
From d1(r0, w0) ≡ 0 we obtain b1 = c2 = 0 and c1 = −c0. Then we get
the second Melnikov function d2(r0, w0) =
pi
4
r20(d2,1(r0, w0), d2,1(r0, w0))
with
d2,1(r0, w0) = (a1c0 − a0b0)r0 + 4a2(2c4 − b0)r0w20,
d2,2(r0, w0) = (a0b0 − 5a1c0 − 4a0c4)w0 + 4a2(b0 − 4c4)w30.
We impose that d2(r0, w0) ≡ 0 and split the analysis in several cases:
(a) Assume that a0 6= 0.
(a.1) Choosing a2 = 0, b0 = a1c0/a0 and c4 = −a1c0/a0 we get
d2(r0, w0) ≡ 0 and d3(r0, w0) = (d3,1(r0, w0), d3,1(r0, w0)) with
d3,1(r0, w0) =
a21c0(a0 + c5)pi
2a0
r40w0,
d3,2(r0, w0) = −c0pir
3
0
4a20
(−5a40 + 2a21c20 + a20a1c3 + 4a30c5 − a0a1c3c5
−a20c25 + 6a0a21(a0 + c5)w20).
The condition d3(r0, w0) ≡ 0 leads to the following subcases:
(a.1.1) We put c0 = 0 and we have di(r0, w0) ≡ 0 for i = 3, 4, 5, 6. In
this case system (5) becomes
(29)
x˙ = −y,
y˙ = x+ a0x
2 + a1xz,
z˙ = c3xy + c5yz.
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This system corresponds to case (i) in Theorem 6. Note that system
(29) has the analytic first integral H1 =
x2+y2
2
+ · · · explicitly given by
H1 =

a1c3
c45
+ x
2+y2
2
+ a1
c45
ec5x(−c3 + c3c5x+ c25z)−
a1c3
2c25
x2 +
(
a0
3
− a1c3
3c5
)
x3 − a1
c25
z − a1
c5
xz, if c5 6= 0,
x2+y2
2
+ a0
3
x3 + a1
2
x2z + a1c3
8
x4, if c5 = 0.
Also system (29) has the additional analytic first integral
(30) H2 = z + · · · =
{
c3
c25
+
(
− c3
c25
+ c3
c5
x+ z
)
ec5x, if c5 6= 0,
z + c3
2
x2, if c5 = 0.
(a.1.2) We let c0 6= 0 and put c5 = −a0 and assume P1 := 5a40 −
a21c
2
0 − a20a1c3 = 0. Hence d3(r0, w0) ≡ 0 and
d4(r0, w0) =
c0
24a20
pir40 (−a1P2r0, P3 + w0P4)
where Pi are polynomials in the parameters of the family given by
P2 = 7a
4
0 + a
2
1c
2
0 + a
2
0a1c3,
P3 = 140a
5
0 − 28a0a21c20 − 28a30a1c3,
P4 = −11a40a1 + 19a31c20 + 19a20a21c3.
Since the resultant R[P1, P2, c3] of the polynomials P1 and P2 with
respect to c3 is R[P1, P2, c3] = −12a60a1, it is clear that the condition
P1 = P2 = 0 only can be true if a1 = 0 but in this case we have the
contradiction P1 = 5a
4
0 6= 0.
(a.1.3) Assume that a1 = 0 but c0 6= 0 and c5 6= −a0. Then
d3(r0, w0) ≡ 0 if and only if Q1 = 5a20 − 4a0c5 + c25 = 0. Under this
restriction we get d4(r0, w0) ≡ 0 but d5(r0, w0) = c048pir50(0, Q2) with
Q2 = 155a
4
0 − 218a30c5 + 146a20c25 − 50a0c35 + 7c45. Since the resultant
R[Q1, Q2, c5] = 320a80 6= 0 we see that d5(r0, w0) 6≡ 0.
(a.2) Let b0 = 2c4, c4 = 0 and a1 = 0. Then d2(r0, w0) ≡ 0 and
d3(r0, w0) = c0pir
3
0(d3,1(r0, w0), d3,2(r0, w0)) with
d3,1(r0, w0) = −2a2r0w0(a0 + 2a2w20),
d3,2(r0, w0) =
1
4
(
5a20 − 4a0c5 + c25 + 24a2(a0 + a2)w40
)
.
Then, from the vanishing of d3 we have the following possibilities.
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(a.2.1) Take c0 = 0. Then di(r0, w0) ≡ 0 for i = 3, 4, 5, 6 and system
(5) becomes
(31)
x˙ = −y,
y˙ = x+ a0x
2 + a2z
2,
z˙ = c3xy + c5yz.
This system corresponds to case (ii) in Theorem 6. Note that system
(31) has the analytic first integral H2 given in (30). Also system (31)
has the additional analytic first integral H1 =
x2+y2
2
+ · · · explicitly
given in terms of the H2 in (30) and H˜2 := H2 − c3c25 by
H1 =

x2+y2
2
+ a0
3
x3 + a2H
2
2x+
a2c23
20
x5 − a2c3
3
H2x
3, if c5 = 0,
a2c23
2c55
− a2c3
c35
H2 +
x2+y2
2
+ a0
3
x3 +
a2c23
3c25
x3 − a2
2c5
e−2c5xH22
+2a2c3
c25
H2xe
−c5x + a2c3
c35
H2e
−2c5x − a2c23
2c25
e−2c5x + a2c
2
3
c45
x
−2a2c23
c45
e−c5xx− a2c23
c35
x2, if c5 6= 0.
(a.2.2) Assume a2 = 0, Q1 := 5a
2
0− 4a0c5 + c25 = 0 and c0 6= 0. Then
d3(r0, w0) = d4(r0, w0) ≡ 0 and we get again the case (a.1.3).
(b) Assume that a0 = 0.
(b.1) If a1 = a2 = 0 then d2(r0, w0) ≡ 0 and d3(r0, w0) =
(
0, 1
4
P1pir
3
0
)
where P1 = b0c0c4 − c0c24 − c3c4c5 + c0c25. When the condition P1 ≡ 0
is imposed we obtain di(r0, w0) ≡ 0 for i = 3, 4, 5, 6 and system (5)
becomes
(32)
x˙ = −y,
y˙ = x+ b0xy,
z˙ = c0x
2 + c3xy − c0y2 + c4xz + c5yz.
with the parameter restriction b0c0c4 − c0c24 − c3c4c5 + c0c25 = 0. This
system corresponds to case (iii) in Theorem 6.
System (32) has the analytic in a neighborhood of the origin first
integral H1 =
x2+y2
2
+ · · · explicitly given by
H1 =
{
x2+y2
2
, if b0 = 0,
x2
2
+ 1
b0
y − 1
b20
log(1 + b0y), if b0 6= 0.
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Also system (32) has the additional analytic first integral H2 = z+ · · ·
explicitly given by when b0 = 0:
H2 =

z − c0xy + c32 x2, if c4 = c5 = 0,
c3
c25
+
(
− c3
c25
+ c3
c5
x+ z
)
ec5x, if c4 = 0, c5 6= 0,
− c3
c24
+
(
c3
c24
+ c3
c4
y + z
)
e−c4y, if c4 6= 0, c5 = 0,
c0
c4c5
+ e−c4y+c5x
(
z − c0
c4c5
(1− c5x+ c4y)
)
, if c4, c5 6= 0,
and when b0 6= 0
H2 =

z − c0xy + c32 x2 − b0c03 x3, if c4 = c5 = 0,
c3
c25
+
(
− c3
c25
+ c3
c5
x+ z
)
ec5x, if c4 = 0, c5 6= 0,
c3
c4(b0−c4) +
z− c3(1+c4y)
c4(b0−c4)
(1+b0y)c4/b0
, if c4 6= 0, c0 = c5 = 0, b0 6= c4,
c3
c24
+
z− c3
c24
− c3
c24
(1+c4y) log(1+c4y)
1+c4y
, if c4 6= 0, c0 = c5 = 0, b0 = c4,
c3
c24
+
z−c0xy− c3
c24
− c3
c24
(1+c4y) log(1+c4y)
1+c4y
, if c0, c4 6= 0, c5 = 0,
c0
c4c5
+
ec5x
(
z− c0
c4c5
(1−c5x+c4y)
)
(1+b0y)c4/b0
, if c4, c5 6= 0.
(b.2) If a1 = b0 = c4 = 0 and a2 6= 0 then d2(r0, w0) ≡ 0 and
d3(r0, w0) = c0pir
3
0
(
−4a22r0w30,
1
4
(c25 + 24a
2
2w
4
0)
)
.
Therefore, condition d3(r0, w0) ≡ 0 leads to to following cases.
(b.2.1) Taking c0 = 0 produces that system (5) becomes system (31)
with a0 = 0.
(b.2.2) When a2 = c5 = 0 system (5) becomes system (32) with
b0 = c4 = c5 = 0.
(b.3) Take c0 = a2 = 0. Then
d3(r0, w0) =
1
4
c5pir
3
0
(
a1(b0 − c4)r0w0,−(c3c4 + a1(b0 − 5c4)w02)
)
and we have the following subcases.
(b.3.1) Let c5 = 0. Then di(r0, w0) ≡ 0 with i = 4, 5, 6 and system
(5) becomes
(33)
x˙ = −y,
y˙ = x+ b0xy + a1xz,
z˙ = c3xy + c4xz.
This system corresponds to case (iv) in Theorem 6. If a1 = 0 then
system (33) becomes system (32) with c0 = c5 = 0. So, we will only
consider the case a1 6= 0. Note that the subsystem y˙ = x+b0xy+a1xz,
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z˙ = c3xy + c4xz is equivalent (rescaling the time) to the planar linear
system
(34)
y˙ = 1 + b0y + a1z,
z˙ = c3y + c4z.
We will find a local analytic first integral H2 = H2(y, z) = z + . . . for
system (34) in a neighborhood of the origin. Note that if we do so,
then H2 will be a local analytic first integral of system (33).
On the other hand, consider a sufficiently small neighborhood U ⊂
R3 of the origin and the level surfaces SK := {(x, y, z) ∈ U : H2(y, z) =
K} with K ∈ R near the origin. From the Inverse Function Theorem
it follows that these level surfaces are just the graph SK = {(x, y, z) ∈
U : z = h2(y,K)} of one unique analytic function h2 at the origin
with h2(0, 0) = K. Then, the restriction of system (33) to its invariant
surfaces SK is given by
(35)
x˙ = −y,
y˙ = x(1 + b0y + a1h2(y,K)).
Since the differential equation ydy + x(1 + b0y + a1h2(y,K))dx = 0 of
the orbits of (35) is of separate variables, then clearly
Hˆ1(x, y,K) =
x2
2
+
∫
y
1 + b0y + a1h2(y,K)
dy =
x2 + y2
2
+
a1K
2
y2 + . . .
is an analytic first integral of system (35). Now
H1(x, y, z) = Hˆ1(x, y,H2(y, z)) =
x2 + y2
2
+ · · ·
becomes a local analytic first integral of system (33) at the origin.
We are left with finding a local analytic first integral H2 = H2(y, z) =
z+ . . . for system (34) in a neighborhood of the origin. When b0 = −c4
system (34) has the analytic first integral H2 = z+
a1
2
z2− c4yz− c32 y2.
When b0 + c4 6= 0 then if c3 = b0c4a1 it has the analytic first integral
H2 =
{
z ea1z−c4y, if b0 = 0,
b0
b0+c4
[
z − c4a1 y + c4a1(b0+c4) log
(
1 + b0+c4b0 (a1z + b0y)
)]
, if b0 6= 0.
Moreover, if c3 6= b0c4a1 then system (34) has the first integral
Hˆ2 =
{
(b0−c4)c4/b0z
(b0−c4+b20y−b0c4y+a1b0z)c4/b0
, if c3 = 0 and b0 6= c4,
1−a1z log z+c4y
z
, if c3 = 0 and b0 = c4.
When c3 = 0 and b0 6= c4 the expression of Hˆ2 is well shaped, i.e.,
Hˆ2 = z + · · · . In the other case, when c3 = 0, b0 = c4 and a1 6= 0, Hˆ2
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is not analytic at the origin. In this case it follows from Proposition
9 with H = Hˆ2(y, z), P (x, y) = P (y) = c4y and a = −a1, that there
is an analytic function S(y, z) around the origin with S(0, 0) = 1 such
that z/S(y, z) = z + · · · is an analytic first integral in a neighborhood
of the origin of system (34) having the good shape. In short we have
that (34) possesses the first integral H2(y, z) = z + · · · analytic at the
origin and given by
H2(y, z) =

z
1+c4y
, if c3 = 0, b0 = c4 and a1 = 0,
z
S(y,z)
, if c3 = 0, b0 = c4 and a1 6= 0,
(b0−c4)c4/b0z
(b0−c4+b20y−b0c4y+a1b0z)c4/b0
, if c3 = 0 and b0 6= c4.
Finally, we consider the case c3 6= b0c4a1 and c3 6= 0. Since ∆ :=
a1c3− b0c4 6= 0, system (34) has the unique finite singularity (y0, z0) =
1
∆
(c4,−c3). We place the singularity at the origin with the affinity
(y, z) 7→ (Y, Z) = (y − y0, z − z0). In the new coordinates (34) is
transformed into the linear homogeneous system
(36) Y˙ = P (Y, Z) = b0Y + a1Z, Z˙ = Q(Y, Z) = c3Y + c4Z,
hence having the inverse integrating factor V ∗(Y, Z) = Y Q(Y, Z) −
ZP (Y, Z) = c3Y
2 − b0Y Z + c4Y Z − a1Z2. Going back to the initial
coordinates gives that Vˆ (y, z) = V ∗(y − y0, z − z0) is an inverse inte-
grating factor of (34). Doing the computations explicitly we check that
the rescaled polynomial inverse integrating factor of (34)
V (y, z) = ∆ Vˆ (y, z) = −c3 [b0y(a1z + c4y + 1) + c4(y − a1yz)+
(a1z + 1)
2
]
+ c4z(a1b0z + (b0 − c4)(b0y + 1)) + a1c23y2
satisfies V (0, 0) = −c3 6= 0. Associated to it system (34) has a first
integral Hˆ2(y, z) analytic at the origin with
∂Hˆ2
∂z
=
1 + b0y + a1z
V (y, z)
,
∂Hˆ2
∂y
= −c3y + c4z
V (y, z)
,
which clearly implies from the first equation that Hˆ2 = − 1c3 z + · · · . In
short (34) possesses the first integral H2 = −c3Hˆ2 = z + · · · analytic
in a neighborhood of the origin.
(b.3.2) Let a1 = c3 = 0. Then system (5) becomes system (32) with
c0 = c3 = 0.
(b.3.3) Let a1 = c4 = 0 and c3 6= 0. Then system (5) becomes system
(32) with c0 = c4 = 0.
(b.3.4) Put b0 = c4 = 0 with a1 6= 0. Then system (5) becomes
system (29) with a0 = 0.
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(b.4) Choose c0 = 0 and b0 = 2c4, then we have d3(r0, w0) =
1
4
c4pir
3
0(d3,1(r0, w0), d3,2(r0, w0)) with
d3,1(r0, w0) = r0w0(−2a2c3 + a1c5 − 2a1a2w20 + 16a22w30),
d3,2(r0, w0) = −c3c5 + 3a1c5w20 − 16a2c5w30 + 14a1a2w40 − 16a22w50,
and the following subcases arise.
(b.4.1) Let c4 = 0. Then di(r0, w0) ≡ 0 with i = 4, 5, 6 and system
(5) becomes
(37)
x˙ = −y,
y˙ = x+ a1xz + a2z
2,
z˙ = c3xy + c5yz.
This system corresponds to case (v) in Theorem 6. Note that system
(37) has the analytic first integral H2 = H2(x, z) = z + · · · given in
(30).
Now, consider a sufficiently small neighborhood U ⊂ R3 of the origin
and the level surfaces SK := {(x, y, z) ∈ U : H2(x, z) = K} with
K ∈ R near the origin. From the Inverse Function Theorem it follows
that these level surfaces are just the graph SK = {(x, y, z) ∈ U :
z = h2(x,K)} of one unique analytic function h2 at the origin with
h2(0, 0) = K. Then, the restriction of system (37) to its invariant
surfaces SK is given by
(38)
x˙ = −y,
y˙ = x+ a1xh2(x,K) + a1h
2
2(x,K).
Since the differential equation ydy+(x+a1xh2(x,K)+a1h
2
2(x,K))dx =
0 of the orbits of (38) is of separate variables, then clearly
Hˆ1(x, y,K) =
y2
2
+
∫
(x+ a1xh2(x,K) + a1h2(x,K)
2) dx
=
x2 + y2
2
+
a1K
2
x2 + . . .
is an analytic first integral of system (38). Now
H1(x, y, z) = Hˆ1(x, y,H2(x, z)) =
x2 + y2
2
+ · · ·
becomes a local analytic first integral of system (37) at the origin.
(b.4.2) Let a2 = c5 = 0. Then system (5) becomes system (33) with
b0 = 2c4.
(b.4.3) Let a2 = a1 = c3 = 0. Then system (5) becomes system (32)
with b0 = 2c4 and c0 = c3 = 0.
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