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Factor models represent a parsimonious, yet e⁄ective way of modelling the
conditional joint probability distribution of asset returns, and have formed
the basis of the capital asset pricing model of Sharpe (1964) and Lintner
(1965), and of the arbitrage pricing theory (APT) of Ross (1976). Parsimony
is essential when describing the joint behaviour of a large number N of asset
returns, and mainly explains the success of factor models in providing a
uni￿ed framework for the analysis of large portfolios.
This paper focuses on the limiting properties of mean-variance (mv) and
arbitrage pricing (ap) trading strategies when excess returns follow a general
dynamic factor model (including the approximate factor model), with em-
phasis on the issue of portfolio diversi￿cation, as the number of assets diverge
to in￿nity. In particular, we will be concerned with the ability of di⁄erent
portfolio strategies in diversifying the idiosyncratic versus the market (or
beta) risks. In this respect, it is well known that under exact pricing the
mv portfolio of Markowitz (1952) diversify the contribution of asset-speci￿c
characteristics, as N ! 1, whilst the ap portfolio is speci￿cally designed to
eliminate the market risk through an orthogonality condition involving the
factor loadings (see Ross (1976)). Hence, these two portfolio theories focus
on di⁄erent aspects of risks in portfolio management.
The paper￿ s ￿rst contribution is to establish new results on the optimality
and diversi￿ability properties of the mv and ap strategies in the presence
of a large number of assets. It shows that the limiting properties of the
two strategies critically depend on the form of the ￿ no-arbitrage￿postulated.
Three di⁄erent formulations are considered: ￿ exact pricing￿where the pricing
errors de￿ned as the di⁄erences between expected excess returns and an a¢ ne
function of factor loadings are exactly zero, ￿ asymptotic no-arbitrage pricing￿
where pricing errors vanish asymptotically at a suitable rate as N ! 1; and
the ￿ unconstrained pricing￿case where pricing errors remain even for large
N. Recall that, by construction, the ap portfolio eliminates the common
risk for any N (so long as N is larger than the number of common factors),
and under any form of no-arbitrage restrictions. Turning to the mv strategy,
it is well known that under the exact pricing case, the mv portfolio is well-
diversi￿ed in the sense of Chamberlain (1983), namely that the idiosyncratic
risk will vanish, under relatively weak conditions. However, neither portfolios
will be well-diversi￿ed under the asymptotic no-arbitrage pricing case. Their
associated portfolio returns will be positively correlated in the limit, with
the ap being sub-optimal in terms of ex ante Sharpe ratio. Finally, in the
unconstrained pricing case the two strategies are asymptotically equivalent
with perfectly correlated portfolio returns.
2The second main contribution of the paper is to establish the limit be-
haviour of the portfolio weights for the mv and ap strategies. It turns out
that, although the ap portfolio weights are by construction functionally in-
dependent of the factors￿conditional distribution for any N and any form of
no-arbitrage conditions (namely ap portfolio is market neutral by construc-
tion), the same also applies to the mv portfolio weights under the asymptotic
and unconstrained pricing cases when N ! 1. Obviously, for the mv port-
folio the factors￿conditional distribution matters for any ￿nite N; but it is
of second-order importance as compared with the factor loadings and the
idiosyncratic component conditional distribution as N ! 1, which can have
practical implications for portfolio management when considering many as-
sets. Moreover, except for the case of exact pricing, the portfolio weights
under the two strategies are asymptotically equivalent. Under the exact
pricing case the ap strategy is sub-optimal and yields a zero vector for the
portfolio weights. By contrast, the mv strategy that exploits knowledge of the
common factors leads to non-zero portfolio weights with a positive Sharpe
ratio bounded in N.
The third contribution of the paper is rather technical in nature and
provides a set of primitive conditions on the asset return distributions that
ensure the more familiar higher level assumptions needed for the validity of
the various limit results provided in this paper. Interestingly, this includes
primitive conditions that imply the various form of no-arbitrage here consid-
ered. Our assumptions are more primitive than hitherto maintained in the
asset pricing literature and allow for a considerable degree of cross section
dependence in factor loadings and error variances.
Our contributions relate naturally to the vast literature that exists on
the CAPM and APT when there are a countably in￿nite number of prim-
itive assets. Hubermann (1982) provided an alternative proof of the APT
theorem (see also Connor (1984), Ingersoll (1984), Grinblatt and Titman
(1987), Green and Holli￿eld (1992)). Chamberlain and Rothschild (1983)
studied the implications of no-arbitrage for the mean-variance frontier, as N
tends to in￿nity, in a general setting. They also extended the APT result
of Ross (1976) to the case where asset returns follow an approximate factor
structure. The latter extends the exact factor model by permitting certain
(limited) degree of correlation across the idiosyncratic component of asset re-
turns. Within the same approximate factor structure framework, Chamber-
lain (1983) clari￿ed the relationship between exact pricing, diversi￿cation of
the mean-variance e¢ cient frontier and the mutual fund separation theorem.
He also sharpened the APT result of Chamberlain and Rothschild (1983)
providing bounds on the squared sum of the pricing errors. Hansen and
Richard (1987) extended the analysis of Chamberlain (1983) and Chamber-
3lain and Rothschild (1983) to a conditional Hilbert space setting, providing
the foundation for a dynamic (conditional) version of APT. Subsequently,
Green and Holli￿eld (1992) further clari￿ed the relationships that exist be-
tween diversi￿cation (de￿ne in terms of the sup-norm of the portfolio weights
rather than in terms of Euclidean norm) and mean-variance e¢ ciency in a
general setting. Employing a factor structure, these authors also provided
a further generalization showing that even the approximate factor structure
is too stringent for the APT to hold. Sentana (2004) considers a dynamic
APT framework but with the aim of establishing the statistical properties of
static and dynamic factor representing portfolios.
To summarize, the literature has considered the limiting properties of the
mv strategy under exact pricing, and that of the ap under the no-arbitrage
pricing cases. The close relationships that exist between the two strategies,
in terms of limiting behaviour of portfolio weights and portfolio return char-
acteristics, which are evident once the strategies are evaluated relative to the
same no-arbitrage setting, appear to have been overlooked. This is partic-
ularly true of the asymptotic market neutrality property of the mv strategy.
The present paper addresses these issues in some detail. However, it is impor-
tant to note that our results assume perfect knowledge of model speci￿cation
and parameters. The issues of estimation and model speci￿cation must also
be addressed. But this falls outside the scope of the present paper, and need
to be addressed in future research.1
The remainder of the paper is organized as follows. Section 2 introduces
the concepts, sets out the dynamic factor model and the required assump-
tions, spelling out the di⁄erent forms of no-arbitrage pricing analyzed. Sec-
tion 2.1 discusses primitive conditions on the factor model. Section 3.1 de￿nes
the mv and ap trading strategies and formally establishes their relationship.
The main results are in Section 3.2 where we show, under the various forms
of no-arbitrage, the diversi￿ability and optimality properties of the mv and
ap strategies. Section 4 elaborates and discusses the implications of the the-
oretical results. As a by-product, our results also have some bearing on a
number of issues discussed in the literature, such as short-selling, the number
of dominant factors, and the granularity property of the portfolio weights.
We also provide asymptotic results on diversi￿ability and optimality of two
sub-optimal (yet popular) strategies, namely the global minimum variance
and the equally weighted portfolios.Section 5 provides a brief summary and
o⁄ers some concluding remarks. Mathematical proofs are collected in three
appendices.
1For a survey of the econometric issues associated with portfolio choice problems see
Brandt (2004).
4Notations: !p and !d denote convergence in probability and in distri-
bution, respectively; IN is the N ￿N identity matrix and ei is its ith column;
A > (￿)0 means that the generic square matrix A is positive (semi) de￿nite,
with ith row a0
i. ￿(A) and tr(A) denote the spectral norm and trace of A,
respectively. The index i = 1;2;:::;N will be used to denote an asset, and
j = 1;2;:::;k to denote a factor.
2 Factor model: de￿nitions and assumptions
We assume the N-dimensional vector rt = (r1t;r2t;:::;rNt)0 of asset returns
can be characterized by the following linear factor model
rt ￿ r0;t￿1e = ￿t￿1 + Bzt + "t; (1)
where r0;t is the risk-free rate, e = (1;1;:::;1)0 is an N￿1 vector of ones; zt =
(z1t;z2t;:::;zkt)0 is the k￿1 vector of possibly latent common factors assumed
with zero (conditional) mean without loss of generality as speci￿ed below,
B = (￿1;￿2;:::;￿N)0 = (￿
1;￿
2;:::;￿
k) is an N ￿ k matrix of factor loadings
with ith row ￿
0
i and jth column ￿
j, "t = ("1t;"2t;:::;"Nt)0 is an N ￿1 vector
of idiosyncratic components, and the N ￿1 vector ￿t￿1 represents the condi-
tional mean of the vector of excess returns, rt ￿ r0;t￿1e. Throughout, it will
be assumed that k < N remains ￿xed as N ! 1.
This paper considers the implications of the factor model for portfolio
optimization as N ! 1, at a given point in time, t. More formally, let
(Ot;At;Pt) be the probability space for cross sectionally-invariant events
common to all assets, and let (Oi:;Ai:;Pi:) be the probability space for time-
invariant events that are speci￿c to asset i. Denote by Ait the sigma-￿eld for











[ At, so that rt 2A(N);t for any N and
t. This paper establishes the asymptotic properties of portfolio weights and
excess returns as N ! 1 conditional on At￿1. Hence, any reference to the
time index of the variables involved is redundant but it has been nevertheless
maintained simply to clarify that our results apply to factor models with
time-varying conditional heteroskedasticity. Also, strictly speaking, all the
vector and matrices in (1) must also be indexed by N. But the index N is
suppressed to simplify the exposition. For future references it is also helpful
to note that (1) can be written similarly as




jzjt + "t; (2)
5and, for i = 1;2;::::;N,
rit ￿ r0;t￿1 = ￿i;t￿1 + ￿
0
izt + "it: (3)
We now specify a set of minimal assumptions needed for our results. These
assumptions are often expressed as limits of linear and quadratic forms, for
N ! 1. For this reason, we also provide more primitive conditions for such
limits to hold. These conditions are provided separately because, although
giving su¢ cient conditions, appear relatively cumbersome.
Assumption 1 (common and idiosyncratic innovations) At any given point
in time t
zt j A(N);t￿1 ￿ (0;￿t￿1); "t j A(N);t￿1 ￿ (0;Gt￿1);
where ￿ j A(N),t-1￿ means conditional on A(N),t-1. Moreover the covariance
matrices ￿t￿1 > 0 and Gt￿1 > 0 are, respectively, of dimension k ￿ k and
N ￿ N for a ￿xed k and any ￿nite N > k.




Below we will refer to the ith row of "t and Ht as "it; and h0
it, respectively.
The assumption of zero (conditional) mean for zt is without loss of general-
ity. However, note that we are not setting their covariance matrix equal to
the identity matrix, as is typically done when specifying factor models, since
we are allowing for conditional heteroskedasticity through ￿t￿1. Indeed, a
perfectly equivalent setting to ours would be when E(ztz0
t j A(N);t￿1) = Ik
with time-varying factor loadings Bt￿1. It is worth noting that Assumption
1 can also be speci￿ed with respect to the sigma-algebra spanned by the un-
observed information set zt￿s;s > 0, without a⁄ecting our main conclusions.
Concerning the idiosyncratic components, we allow the entries of "t to
be cross sectionally weakly dependent at a given point in time, to be made
more precise below. Thus we permit the o⁄-diagonal elements of Gt￿1 to
be non-zero so long as they are subject to certain bounded conditions. The
results that follow do not depend on a particular speci￿cation of the volatility
model characterizing the asset returns. Moreover, the factors can either be
observable or non-observable. As a consequence, ￿t￿1 and Gt￿1 could belong
to the multivariate stochastic volatility class as well as to the generalized
autoregressive conditional heteroskedasticity class of volatility models.
Regarding the factor loadings, we consider the case where the elements
of B are random variates satisfying the following limit condition:
6Assumption 2 (factor loadings) As N ! 1
N
￿1B
0e !p ￿￿ = (￿￿1;￿￿2;:::;￿￿k)
0 6= 0; (5)
N
￿1B
0HtB !p Dt > 0: (6)
For any i = 1;2;:::;N;each ￿i is mutually independent from any "it and hit:
(7)
Condition (6) is satis￿ed if all the k common factors are pervasive or
strong in the sense of Connor (1984) or Chudik, Pesaran, and Tosetti (2009),
although these concepts are typically de￿ned in terms of the limiting behav-
iour of N￿1B0B or the column matrix norm of B, and do not involve the
Ht matrix. But it is clear that under certain bounded conditions on the
eigenvalues of Ht, to be discussed below, N￿1B0B and N￿1B0HtB will have
the same limiting behaviour. A simple special case is when ￿i are i:i:d: with
￿nite second order moments and Ht is diagonal satisfying N￿1e0Hte !p at.
In this case Dt = at(cov(￿i) + ￿￿￿0
￿). Obviously, when the mean of the jth
factor loading ￿￿j is non zero, then N￿1￿
j0￿
j ￿ (N￿1￿
j0e)2 !p (￿￿j)2 > 0;
and the jth factor is strong since ￿
j0￿
j diverges to in￿nity at an appropriate
rate. But the reverse is not necessarily true and the factor, zjt, can be strong
even if ￿￿j = 0, so long as N￿1￿N
i=1
￿ ￿￿ij
￿ ￿ !p K > 0, where K is a ￿xed ￿nite
constant.2 Assumption 2 is an ergodicity assumption over the cross section.
It is much weaker than the i:i:d: assumption typically made when considering
random factor loadings. The results can be generalized further to the case
of heterogeneous yet non-random ￿i. General pimitive conditions on factor
loadings will be discussed below.
Assumption 3 (conditional mean returns)
￿t￿1 ￿ E(rt￿r0;t￿1e j A(N);t￿1) = B￿t￿1+vt￿1;
(8)
where ￿t￿1 de￿nes the vector of factor risk premia, and vt = (v1t;v2t:::;vNt)
is the vector of pricing errors satisfying:
For any i = 1;2;:::;N; each vit is mutually independent from any "it, and hi;t:
(9)
Note that the linear projection (8) holds in population, implying that the
individual entries of vt and ￿t do not depend on N. Instead, rather than





￿ diverges to in￿nity but
it must do so at rate Op(N). See Chudik, Pesaran, and Tosetti (2009) for further details.
7(8) the APT literature typically starts from (see Ross (1976), Hubermann
(1982), Ingersoll (1984) among others)
￿t￿1 = B^ ￿t￿1 + ^ vt￿1; (10)
where




is the (generalized) least squares estimator and ^ vt￿1 is the regression residual,
which satis￿es B0Ht￿1^ vt￿1 = 0 or, alternatively,








Clearly (10) can always be obtained, for non-singular B0Ht￿1B, although the
statistical properties of ^ ￿t￿1; ^ vt￿1 for large N will require formal assumptions
on (8). Moreover, individual entries of ^ ￿t￿1; and ^ vt￿1 will now depend on
N and our notion of factor risk premia, ￿t￿1; will be equivalent to ￿1;t￿1
of Ingersoll (1984, Theorem 3), namely the limit of ^ ￿t￿1 as N ! 1. (Here
the time index has been added to Ingersoll￿ s notation). It is more convenient
to base the analysis on ￿t￿1 and vt￿1 directly since our aim is to precisely
characterize the limit of the portfolio weights and other aspects of the distri-
bution of the mv portfolios return, unlike the APT for which assumptions on
^ vt￿1 su¢ ce, as discussed below. For future references it is important always
to bear in mind that B0Ht￿1^ vt￿1 = 0 holds for any N > k, but the magni-
tude of B0Ht￿1vt￿1 depends on N and the degree of pricing errors assumed
under di⁄erent arbitrage conditions. See Assumption 5 below.
Furthermore, given the focus of our analysis, in what follows we take the
speci￿cation of ￿t￿1, especially its vt￿1 component, as given. Using (8) in
(1) the factor model can be written as
rt ￿ r0;t￿1e = Bft + ut; (13)
where ft = zt+￿t￿1; and ut = "t+vt￿1. Therefore, ￿t￿1 and vt￿1 can also be
viewed as the predictable components of the common and the idiosyncratic
factors, respectively. As illustrated below, arbitrage opportunities arise when
one or the other of these components are non-zero for a ￿nite N or as N ! 1.
The conditional variance covariance matrices of the two components are given
by ￿t￿1 and Gt￿1, as before.
To derive the limiting behavior of the portfolios (as N ! 1) under alter-
native arbitrage opportunities we further require the following assumption:




0HtHtB !p Ft ￿ 0; (14)
N
￿1e
0Hte !p at > 0; (15)
B
0Htei = Op(1); e
0Htei = Op(1); for any i; (16)




t ￿￿ < 1 a.s.
The common feature of the limits presented in Assumption 4 is that they
involve, possibly weighted, averages of the elements of Ht. In particular,
they impose implicitly an upper bound on the speed with which the maxi-
mum eigenvalue of Ht (which coincide with the smallest eigenvalue of Gt)
could diverge to in￿nity. This is clearly seen from condition (15): assuming
for illustrative purposes that Ht is diagonal, with hii;t as its (i;i)th entry,
then (15) allows max1￿i￿Nhii;t = op(N). Condition (14) requires a further
constraint on the speed of divergence of max1￿i￿Nhii;t which can now be at
most op(N
1
2). Even this case is much weaker than max1￿i￿Nhii;t ￿ K < 1,
for some constant K, implied by the approximate factor model often adopted
in the literature (see Chamberlain and Rothschild (1983)). Green and Hol-
ly￿eld (1992) were the ￿rst to note that, insofar as optimal asset allocation
is concerned, a degree of cross-sectional dependence stronger than the one
implied by the approximate factor structure is permitted. When Ht is non-
diagonal, the previous discussion applies to its largest eigenvalue. Condition
(14), although not necessarily implied by (6), does not require Ft > 0 and it is
a technical assumption needed by our Lemma B in the Appendix. Condition
(16) imposes a ￿nite upper bound on each of the columns of Ht and is there-
fore much stronger than (6) and (15) that are expressed in terms of averages.
In particular, the second condition of (16) is satis￿ed by an approximate
factor structure. The condition at￿0
￿D
￿1
t ￿￿ < 1 rules out the case where
k = 1 and the factor loading coe¢ cient ￿i1 is homogeneous across i. In this
case ￿￿ = ￿￿1e, and Dt = at￿2
￿1 and the condition is clearly violated. The
homogeneous slope case with k > 1 is ruled out under Assumption 2, since
in this case Dt = at￿￿￿0
￿ which is not a positive de￿nite matrix contrary to
(6).
We now present a set of assumptions on the pricing errors vt that, in
turn, characterize the consequences of no-arbitrage pricing, as well as the
unconstrained case where asymptotic arbitrage possibilities are permitted.
Assumption 5 (arbitrage conditions) At any given point in time, t, either
one of the following three set of conditions hold, where all the limits below
are a.s. ￿nite:
9(i) exact no-arbitrage pricing: for any N > k
vt = 0: (17)




iHtvt = Op(1) for any i; (18)
N
￿1=2e
0Htvt !p ct; (19)
v
0
tHtvt !p dt: (20)
v
0
tHtHtvt = Op(1): (21)
(iii) unconstrained pricing: as N ! 1
e
0
iHt vt = Op(1) for any i; (22)
N
￿1e








tHtHtvt = Op(1): (25)
When either (ii) or (iii) hold, then
dtat ￿ c
2
t > 0; almost surely. (26)
When the exact no-arbitrage pricing condition (17) holds, model (1) can
be obtained, when k = 1, as the traditional CAPM of Sharpe (1964) and
Lintner (1965) or, when k > 1, as a version of the intertemporal CAPM of
Merton (1973).
Turning to the asymptotic no-arbitrage pricing set-up, conditions (19)-
(20) represent the strongest prediction of the APT of Ross (1976), when a
risk free asset is available. In particular, the APT implies [see Ingersoll (1984,
Theorem 1) for instance] that for any N > k
^ v
0





0Ht]vt = Op(1); (27)





2) which in turn, by the mutual independence between
the vit and ￿i and given (5), implies v0
tHte = Op(N
1
2). Our conditions (18)-
(19)-(20) represent slightly stronger version of these, here needed to establish
10convergence (of certain linear and quadratic forms) than simply establishing
upper bounds such as (27).
Clearly, when (17) holds then (18)-(19)-(20) trivially apply but the latter
also apply when the elements of vt, converge to zero quicker than N￿ 1
2.
Finally, concerning the unrestricted case, conditions (23) and (24) also require
the elements of vt not to grow, if at all, too fast as compared with N. The
limit ct in condition (23) is bounded, in absolute value, by (at dt)
1
2. The limit
dt in condition (24) is ￿nite whenever (15) holds and N￿1v0
tvt has a ￿nite
limit. Condition (26) implies that both ct and dt are non-zero. But note that
this is not needed in the case where vt is a non-degenerate random variable.
It is easily seen that atdt ￿ c2
t = (N￿1e0Hte)(N￿1v0
tHtvt)(1 ￿ ￿2
t~ v~ e) ￿ 0,
where ￿t~ v~ e is the correlation coe¢ cient of H
1=2
t e and H
1=2
t vt.




(rt ￿ r0;t￿1e ￿ ￿t￿1)(rt ￿ r0;t￿1e ￿ ￿t￿1)
0 j A(N);t￿1
￿
= ￿t￿1 = B￿t￿1B
0+Gt￿1:
(28)
Thus model (1) nests the various factor models with time-varying condi-
tional second moment proposed in the econometrics literature. See among
many others Diebold and Nerlove (1989), King, Sentana, and Wadhwani
(1994), Chib, Nardari, and Shephard (2002), Fiorentini, Sentana, and Shep-
hard (2004), Connor, Korajczyk, and Linton (2006), and Doz and Renault
(2006). These papers, which focus on estimation of volatility factor mod-
els, in particular when zt is not observable, all assume constant conditional
￿rst-order moments. On the other hand, the ￿nance literature dealing with
factor models-based asset allocation assumes homoskedastic factors whereby
￿t￿1 = ￿, often normalized to be equal to the identity matrix (see among
many others Pesaran and Timmermann (1995) and Kandel and Stambaugh
(1996)). A few contributions analyze asset allocation problems allowing for
volatility dynamics but impose constant conditional means (see, for instance,
Aguilar and West (2000) and Fleming, Kirby, and Ostdiek (2001)). Only re-
cently, a limited number of studies have considered time variations in both
the ￿rst and second conditional moments of asset returns (see for instance
Johannes, Polson, and Stroud (2002) and Han (2006)). Model (1) nests all
of the above speci￿cations.
2.1 Primitive assumptions
Assumptions 2, 4 and 5 involve high level assumptions on certain linear and
quadratic forms to have certain limiting values. We now present a set of
primitive regularity conditions that ensure the limits, as N ! 1, of the bi-
11linear and quadratic forms stated in the above assumptions. Such conditions
often involve the expectation operator, conditional on the sigma-algebra of
cross sectionally-invariant events, At, of functions of B;Ht; and vt, de￿ned as
follows.3 For a generic random variable X, de￿ne the cross-sectional expecta-
tion operator as Et(￿) ￿ E(￿ j At), and the cross-sectional variance operator





.4 Although, high level assumptions
provide important simpli￿cations and have been used in the literature, we
believe it is important that the implications of such assumptions for the prim-
itives of the asset pricing model (the factor loadings, the factor covariances,
the parameters of the idiosyncratic errors) are explored and investigated. To
this end ￿rst recall that B = (￿
1;￿
2;:::;￿
k) and ￿￿ = (￿￿1;￿￿2;:::;￿￿k)0








































where we assume ￿￿j > 0 (namely that the jth factor loadings are not
homogeneous across i).
































tr(￿￿j) = O(N); (34)
￿(￿
￿1
￿j ) = O(1); (35)
￿(￿￿jl) = O(1); j 6= l; (36)
tr(￿￿jl) = O(N
2): (37)
Here fdt;jlg and fft;jlg denote the (j;l)th element of Dt and Ft, respectively.
When the factor loadings are identically distributed across assets then (29) is
immediately satis￿ed since ￿
j
￿ = ￿￿je. The factor loadings cannot have zero
3For a formal characterization of At, see Section 2.
4Obviously, for any function of the factor loadings, B = B(!N), !N 2 ON, and
a measurable mapping, B(￿), then Et(￿) coincides with the unconditional expectations
operator E(￿). The same applies to any time-invariant element of the model.
12mean for (32) to follow. Since ￿(￿￿j) = ￿2(P￿j) condition (33) limits the
degree of cross-sectional dependence across assets for the jth factor loading
which, however, can still be substantial since the maximum eigenvalue of
￿￿j does not need to be bounded. Condition (35) involves the minimum
eigenvalue of ￿￿j and (34) ensures that only a limited proportion of its
eigenvalues can diverge with N. The rate imposed by condition (37) takes
care of the fact that ￿￿jl is of dimension N2 ￿ N2.
Let














where vec(A) stacks in a column vector all the elements of the generic matrix
A. When A is symmetric it is useful to consider only its distinct elements
by using the vech(A) operator. This is relevant when A is a random matrix
and one needs to evaluate the covariance matrix of its elements which would
be singular if duplications are not removed. The two operators are linked by
the duplication matrix DN (see Magnus and Neudecker (2001, p.48)) yielding
vec(A) = DNvech(A) for a N ￿ N symmetric matrix A.
Assumption 7 (idiosyncratic covariance matrix)
N
￿1e

































Conditions (38) and (39) place limits on the magnitude of the o⁄-diagonal
elements of Ht as N ! 1. These conditions are satis￿ed, for instance,
when Ht is diagonal and Et (Ht) has bounded maximum eigenvalue. In
turn this last condition is implied by (41) and Jensen￿ s inequality since the
maximum eigenvalue is a convex function. Condition (40) states that the
cross-sectional variation of the elements of Ht is asymptotically negligible
for large N. The same comments apply to H2
t when conditions (42)-(43)-
(44) hold. As indicated below, we make stronger assumptions on Ht in order
13to permit weaker conditions on the factor loadings, B, in particular to allow
the factor loadings to be (cross-sectionally) strongly dependent.
De￿ne




In terms of the properties of the pricing error vt we need to distinguish
between the asymptotic no-arbitrage pricing and the unconstrained case.
Assumption 8 (asymptotic no-arbitrage pricing)
N
￿1=2e
0Et (Htvt) !p ct; (45)
Et (v
0
tHtvt) !p dt; (46)
￿
0




tr(￿vt) = Op(1); (49)
￿(￿
￿1
vt ) = Op(N
1
2): (50)
Assumption 9 (unconstrained case)
N
￿1e




tHtvt) !p dt; (52)
￿
0




tr(￿vt) = Op(N); (55)
￿(￿
￿1
vt ) = Op(1): (56)
The main di⁄erences between Assumption 8 and 9 are due to the fact that
each element of the vector vt will vanish at rate Op(N￿ 1
2) in the former case
whereas these will be Op(1) in the latter.
We have established that the high level conditions in Assumptions 2,
4 and 5 are implied by the primitive assumptions 6, 7, 8 and 9. See the
Appendix, Part B, for a proof.
3 Asymptotic results for portfolio weights and
portfolio returns
3.1 Trading strategies
We present the trading strategies of interest establishing a useful correspon-
dence between their weights and associated portfolio returns. We consider
14two di⁄erent trading strategies. The ￿rst is the mean-variance portfolio,

















Nt)0; 0 < ￿t￿1 < 1 is the, possibly time-









The associated portfolio return is
￿
mv
t = (rt ￿ r0;t￿1e)
0w
mv
t￿1 + r0;t￿1; (59)
with conditional mean ￿mv
￿;t￿1 = E(￿mv























Next, we consider a portfolio that is used to establish the APT, here
called the arbitrage pricing (ap) portfolio. In particular using Ingersoll (1984,







with associated portfolio return
￿
ap
t = (rt ￿ r0;t￿1e)
0w
ap

























￿1=2. The scaling factor, ￿t￿1, does not a⁄ect our
main results and without loss of generality will be set as ￿t￿1 = 1.6
The following theorem, which is valid for any ￿nite N > k, clari￿es the
relationships that exist between mv and ap portfolios.
Theorem 1 Suppose the vector of asset returns, rt, follow the factor model,








5Recalling that ￿t￿1 is the conditional mean of the excess return, then the mv portfolio
return is obtained investing wmv
t￿1 in the N risky assets and 1 ￿ e0wmv
t￿1 in the risk free
asset.
6For instance, Ingersoll (1984) sets ￿t = ^ v0
tHt^ vt. However this choice makes the ap
weights invalid under exact pricing, one of the cases we wish to explore, since an indeter-
minate form arises.
15Then for any ￿nite N > k; the ap portfolio weights satisfy
w
ap
t￿1 = ￿ ￿
￿1
t￿1^ vt￿1 = ￿
￿1
t￿1^ vt￿1 = ￿ ￿
￿1
t￿1vt￿1 = ￿ ￿
￿1
t￿1￿t￿1: (63)
The ap portfolio return satis￿es
￿
ap


















t￿1B(^ ￿t￿1 + zt); (65)
where ^ ￿t and ^ vt are de￿ned in (11) and (12), respectively.
Remark 1(a) The third part of (63) is a function of the exact (inverse)
covariance matrix, ￿
￿1
t￿1. The fourth part is a function of the (true) pricing
errors vt￿1. The ￿fth part shows clearly the tight analogies that exist between
ap and mv portfolios. Notably, it suggests that for estimation of the ap
portfolio weights there is no need to identify the pricing errors nor the factor
risk premia.
Remark 1(b) Expression (65) shows that two terms make the di⁄erence
between the mv and ap portfolio returns. The ￿rst term can be shown to be
asymptotically negligible for N ! 1, in fact Op(N￿ 1
2), whereas the second
term, that involves factors and their risk premia, will be Op(1); irrespective
of the assumed form of no-arbitrage pricing condition.
Remark 1(c) The ap portfolio return is functionally independent of the
factors and their risk premia for any N > k.
Remark 1(d) Under exact no-arbitrage pricing, we have w
ap





We now present the limit behaviour of the mv and ap portfolio weights and
their returns, distinguishing between the various form of no-arbitrage pricing
conditions as spelled out by Assumption 5. Throughout this section it will
be understood that Assumptions 1, 2, 3 and 4 (or equivalently Assumptions
161, 3, 6, and 7) hold, and that7






> 0; a:s:; (66)








> 0; a:s:; (67)










> 0; a:s: (68)
Recall that ￿￿; Dt and at are de￿ned by (5), (6), and (15), respectively, and
dt and ct, are de￿ned under Assumption 5, depending on the nature of the
no-arbitrage pricing condition assumed.
When considering the mv and ap strategies di⁄erent notions of diversi-
￿ability are needed. Given the factor model (1), we distinguish between
diversi￿cation of the idiosyncratic part from the market neutrality condition
that eliminates the e⁄ects of common factors. Regarding diversi￿cation of
the idiosyncratic part we build upon Chamberlain (1983, De￿niton 1), where
hereafter k w k= (w0w)
1
2 denotes the Euclidean norm of a given vector of
portfolio weights, w = (w1;w2;:::;wN)0.
De￿nition 1 (well-diversi￿cation) The portfolio w is well diversi￿ed if
kwk!p 0 as N ! 1:
Remark (a) Well-diversi￿cation of a given portfolio w implies that idio-
syncratic risk, namely the contribution of "t, to the portfolio excess return,
￿t ￿ r0;t￿1 = w0(rt ￿ er0;t￿1), vanishes in mean square, that is (assume that
w 2 A(N);t￿1):
var(w
0"t j A(N);t￿1) = w
0Gt￿1w !p 0 (69)
if the maximum eigenvalue of Gt￿1 does not grow too quickly since
w
0Gt￿1w ￿kwk ￿(Gt￿1) a:s:
For instance, if model (1) has an approximate factor structure in the sense
of Chamberlain and Rothschild (1983, De￿nition 2), then (69) holds but, in
fact, ￿(Gt￿1) is allowed to grow with N and yet (69) would still be satis￿ed.
Remark (b) We consider a slightly di⁄erent de￿nition from Chamberlain
(1983). Here we wish to distinguish the properties of the portfolio weights




















exists since by Assumptions 2 and 4 at > 0, Dt > 0, and at￿0
￿D
￿1
t ￿￿ < 1 a.s.
17on the properties of the portfolio weights together with the characteristics of
the data generating process.
Remark (c) According to Green and Holli￿eld (1992, De￿nition P1) port-
folio wis well diversi￿ed if the sup-norm of w satis￿es kwk1= maxi=1;::;N j





De￿nition 2 (asymptotic market neutrality) The portfolio w is said to be
asymptotically market (or beta) neutral if
kB
0wk!p 0 as N ! 1:





t = 0; for any N > k:
Remark (b) When a portfolio w satis￿es De￿nition 2, the contribution
to the portfolio return of both the common risk, zt; and the risk premia,
￿t; vanish. This is due to the fact that any variable that is loaded by B
is eliminated, and neither the (conditional) mean nor the variance of the
portfolio return are a⁄ected by any variations in zt and ￿t.
Remark (c) A portfolio that satis￿es De￿nition 2 need not be, and in general
will not be, well diversi￿ed, as acknowledged for instance by Hubermann
(1982, p.187).
Remark (d) De￿nition 2 will be a relevant property so long as the portfolio
weights do not decay to zero too quickly, for otherwise asymptotic mar-
ket neutrality will be trivially achieved. For instance, if maxi=1;:::;n jwij =
op(N￿1), the weights will satisfy De￿nition 2 but they would not be of inter-
est as they also eliminate the contribution of all other components of asset
excess returns￿distribution. Instead, we consider the existence of portfolio
weights that are asymptotically market neutral in the sense of De￿nition 2,
whilst at the same time satisfy the condition 0 ￿ c < N (w0w) (in probabil-
ity) for some c > 0. This can occur if the individual weights are granular,
namely wi = Op(N￿1), and the market neutrality condition holds. The
granularity of portfolio weights on its own does not imply market neutrality.
For example, consider the equally weighted portfolio discussed in Section 4.3
below.
We now derive the limiting properties of the mv and ap portfolios under
various types of no-arbitrage conditions.
18Theorem 2 (exact no-arbitrage pricing)
Suppose the vector of asset returns, rt, follow the factor model, (1), and that
Assumptions 1-4 hold. Then under the exact pricing condition (17):













it = 0: (71)
(ii) If it is further assumed that
N
￿1=2e
0Ht￿1"t j At￿1 !d N(0;at￿1); N
￿1=2B



























To summarize, under exact no-arbitrage pricing:
Remark 2(a)wmv is well-diversi￿ed (De￿nition 1), but it is not market
neutral (De￿nition 2). wap satis￿es De￿nitions 1 for any N > k.
Remark 2(b) The limit mv portfolio excess return, and its (ex ante) Sharpe
ratio, are only a function of the factors characteristics. The ap portfolio
excess return is identically zero and its Sharpe ratio is not de￿ned.
Remark 2(c) The mv portfolio weights are Op(N￿1), and a function of the
factors￿characteristics.
Remark 2(d) Primitive conditions for (72) can be readily established.
Theorem 3 (asymptotic no-arbitrage pricing)
Suppose the vector of asset returns, rt, follow the factor model, (1), and that
Assumptions 1-4 hold. Then under (18), (19) and (21) we have:











it ￿ ￿ wit !p 0; (76)
where









19(ii) If it is further assumed that (19), (20), (26), and (72) hold, and
v
0




t ￿ r0;t￿1 j At￿1!d
et￿1
bt￿1



















































where xt ￿ N(0;et￿1=bt￿1).
To summarize, under asymptotic no-arbitrage pricing:
Remark 3(a) wmv
t is neither well-diversi￿ed in the sense of De￿nition 1, nor
market neutral in the sense of De￿nition 2. w
ap
t is market neutral but not
well-diversi￿ed.
Remark 3(b) The limit mv portfolio excess return, and the associated ex
ante Sharpe ratio, are function of both factors and asset-speci￿c character-
istics. The ex ante Sharpe ratio is positive and bounded. The same features
apply to the limit ap portfolio excess return with the notable di⁄erence of
being functionally independent of the common factors. In general, the limit
Sharpe ratio for the ap portfolio is smaller than that of the mv portfolio.
Remark 3(c) The mv and ap portfolio weights are both Op(N￿ 1
2). Their
limit approximation, ￿ wit, is the same and does not depend on the distribution
of the common factors, zt. It is only a function of asset speci￿c characteristics.
Remark 3(d) Primitive conditions for (78) can be easily established.
Theorem 4 (unconstrained pricing)
Suppose the vector of asset returns, rt, follow the factor model, (1), and that
Assumptions 1-4 hold. Then under (22), (23) and (25), we have:
(i) For any i
w
mv
it ￿ ￿ wit !p 0; (83)
w
ap
it ￿ ￿ wit !p 0; (84)
20where





























































To summarize, in the unconstrained pricing case:
Remark 4(a) wmv
t is neither well-diversi￿ed nor market neutral in the sense
of De￿nitions 1 and 2. w
ap
t is market neutral by construction but is not
well-diversi￿ed in the sense of De￿nition 1.
Remark 4(b) The mv and ap portfolio weights are both Op(1) with the same
limit approximation, ￿ wit, which is only a function of asset speci￿c character-
istics.
Remark 4(c) The limit mv and ap portfolio returns, and their associated ex
ante Sharpe ratios, coincide and are only functions of asset speci￿c charac-
teristics.
Remark 4(d) Normalization by N￿1 for the return and by N￿ 1
2 for the
Sharpe ratio is necessary and shows that without the no-arbitrage pricing
restrictions, and if B, Ht￿1 and ￿t￿1 are known, then the Sharpe ratio of
both the mv and ap portfolios will be unbounded in N; which is clearly not
compatible with any form of no-arbitrage8. It would be interesting to ￿nd out
if the Sharpe ratio will continue to be unbounded in N in this unconstrained
case if estimation uncertainty is taken into account.
8MacKinley (1995) pointed out the lack of no-arbitrage implications in terms of Sharpe
ratio. See also Cochrane and Saa-Requejo (2001).
214 Discussion of results
4.1 Market neutrality and portfolio diversi￿cation
The above analysis makes it clear that a well diversi￿ed portfolio need not
be market neutral, whilst a market neutral portfolio need not be well diversi-
￿ed. A simple example of the former is the equal weighted portfolio, and an
example of the latter is the ap portfolio (which is market neutrality for any
N > k by construction). Our results also show that although the mv strategy
is not market neutral per se , it can be adjusted to achieve asymptotic market
neutrality. The adjustment needed depends on the type of no-arbitrage con-
dition assumed, but does not require knowledge of any of the parameters. In
particular, we show that mv portfolio can not be made market neutral under
exact pricing, but can be adjusted to become asymptotically market neutral
under asymptotic no-arbitrage or unconstrained pricing cases, once the mv
portfolio weights are adjusted by a factor of N￿ 1
2 and N￿1, respectively.
Whether asymptotic market neutrality holds depends on the limiting be-
haviour of ￿
￿1
t B; and the type of no-arbitrage restrictions under consider-














t B = Op(1): (90)






t B = Op(N
￿ 1
2) (91)




instance (114) with Xt set to "t).
Bearing in mind (90) and (91), the mv portfolio weights can be written as





t ￿t = ￿
￿1
t vt + ￿
￿1
t B￿t:
This, together with (13), yields the following decomposition of the mv port-
folio excess return, ￿mv
t ￿ r0;t￿1 = wmv0
t (rt ￿ er0;t￿1);
￿
mv



























22In the exact pricing case vt = 0 and the portfolio excess return simpli￿es to
￿
mv









By (90), with Xt set to B, the ￿rst term on the right hand side is Op(1) and
by (91), with Xt set to "t, the second term is Op(N￿ 1
2). Therefore, market
neutrality does not apply and, indeed, by Theorem 2, in this case we have
￿mv





Consider now the unconstrained case. Then v0
t￿1￿
￿1
t B = Op(1) by (90),
with Xt set to vt, and thus the second and third term on the right hand side
of (92) are Op(1). Of the two terms in the right hand side of (93), which in-
volve "t, the ￿rst one is Op(N
1
2), since we assume that a central limit theorem
applies, and the second term is Op(N￿ 1
2) as outlined previously. Likewise,




which is Op(N) under mild assumptions. It easily follows that if we normal-
ize the mv portfolio weights by N￿1, implying that N￿1wmv




t￿1vt will vanish, including all terms involving risk pre-
mia ￿t￿1 and common factor risk, zt. Therefore, De￿nition 2 applies to the
adjusted portfolio weights N￿1wmv
t in the unconstrained pricing case. The
same argument also applies when the asymptotic no-arbitrage pricing holds
and one then considers the mv portfolio weights normalized by N￿ 1
2 to which
De￿nition 2 applies. Note that, once again, N￿ 1
2wmv
it = Op(N￿1).
The ap portfolio is market neutral by construction, for any ￿nite N >
k and for any form of no-arbitrage assumptions since w
ap
t = ￿ ￿
￿1
t￿1￿t￿1 by
Theorem 1, and recalling that ￿ ￿
￿1
t￿1B = 0. One would therefore expect a
close relationship between the ap and mv strategies in the non-exact pricing
cases, since as we have seen the mv strategy can be made market neutral (as
N ! 1) in such cases. This is in line with our earlier result showing that
in the unconstrained case the ap and mv strategies are in fact asymptotically
equivalent in terms of portfolio weights as well as the limit portfolio returns










Op(N￿1). Such equivalence plays no role in exact pricing since in that case
the ap weights are identically null, unlike the mv weights which depend on the
factor characteristics. As a result it is not surprising that the limit behaviour
of the two strategies di⁄er markedly in the exact pricing case.
Consider now the issue of portfolio diversi￿cation. The degree of portfo-
lio diversi￿cation achieved crucially depends on the assumed nature of the
arbitrage condition. Under the exact pricing case, the mv portfolio weights



































t !p 0 as N ! 1, and the mv portfolio in this case
is well-diversi￿ed in the sense of De￿nition 1. It is also easily seen that
jwmv
it j=kwmv
t k !p 0 as N ! 1 and the portfolio weights are granular in the
sense of Chudik, Pesaran, and Tosetti (2009).
The above result does not carry over to the other two cases. In the
asymptotic no-arbitrage case

































t ￿￿ + Op(N
￿1=2);
which is Op(1). In this case the weights are not granular and the possibility
that one or more assets in the portfolio will be given sizeable weights can
not be ruled out even if N ! 1. The situation is even more extreme if the



































4.2 Contribution of factors to portfolio return
The mv and ap strategies are closely related. Their associated portfolio re-
turns coincide, as N gets arbitrarily large, in the unconstrained case and are
positively correlated, albeit not perfectly so, in the asymptotic no-arbitrage




t is always at most Op(1) irrespective of the type of
no-arbitrage assumption postulated. In fact, of the two terms that makes ex-
actly the di⁄erence between the portfolio returns, "0
t￿
￿1






t￿1B(^ ￿t￿1 + zt) is Op(1), as illustrated in the previous sec-
tion. Both terms have limits that are independent of vt, and thus do not de-
pend on whether some form of no-arbitrage holds or not. The latter matters,
however, for the limit behaviour of the portfolio return themselves (rather
than for their di⁄erence) as evident from (64) which we use to establish
the limit behaviour of the ap portfolio return. Now, in the exact pricing
case vt = 0 yielding ￿
ap
t = r0;t￿1 and thus one ￿nds zero (conditional) cor-
relation between the two portfolio returns. In the asymptotic no-arbitrage
pricing case, ￿
ap
t ￿r0;t￿1 = Op(1) since, by (63), "t ￿ ￿
￿1
t￿1^ vt￿1 = "t ￿ ￿
￿1
t￿1vt￿1 and
^ vt ￿ ￿
￿1
t￿1^ vt￿1 = vt ￿ ￿
￿1
t￿1vt￿1 where both terms are Op(1). In this case, the mv
and ap portfolio returns are positively, but not perfectly, correlated. Lack of
perfect correlation is due to the fact the ap portfolio return is, by construc-
tion, independent of the common factors whereas the latter, as indicated by
(65), contains Op(1) terms involving the common factors. Finally, in the
unconstrained case, the mv and ap portfolio returns are perfectly correlated
since they both involve the term ^ vt ￿ ￿
￿1
t￿1^ vt￿1 = vt ￿ ￿
￿1
t￿1 vt￿1 which is Op(N)
and dominates all the other terms which are at most Op(N
1
2), as "t ￿ ￿
￿1
t￿1^ vt￿1,
or even Op(1), as the terms in (65). As a consequence, the unconstrained
case requires the normalization by N￿1 to establish well-de￿ned limits for
the mv and ap portfolio returns.
Extension to the minimum variance (minimizing the variance subject to
a target expected return) and maximum expected return (maximizing the
expected return subject to a target portfolio variance) portfolios is straight-
forward. However, our focus on mv trading strategies is less restrictive than
it might appear at ￿rst since our results equally apply to other trading
strategies so long as they can be written as ￿
￿1
t￿1￿t￿1 for some N ￿ 1 vector
￿t￿1 = ￿(A(N);t￿1); a general function of A(N);t￿1, the exact form of which
could depend on the type of trading strategy under consideration. For in-
stance, our results hold for certain dynamic trading strategies where the
portfolio weights can be written as the sum of the mv component and of
an inter-temporal hedging component, both of which employ the inverse of
the covariance matrix in the suitable way. See, for example, Campbell and
Viceira (2001) and Campbell, Chan, and Viceira (2003).
The di⁄erent forms of no-arbitrage imply di⁄erent behaviour of the ex
ante Sharpe ratio. In the exact and asymptotic no-arbitrage pricing cases,
the Sharpe ratio turns out to be bounded even for large N. It is well known
that this is a fundamental property which is key to establishing the APT
(see, for instance, Ingersoll (1984, Theroem 1)). Instead, the Sharpe ratio of
mv and ap portfolios diverge to plus in￿nity at rate N
1
2 in the unconstrained
case. This result generalizes MacKinley (1995) who provides an example
25where such divergence occurs, in particular when there is a non-priced missing
factor from the postulated factor structure.9
4.3 Comparisons with some sub-optimal portfolios
It is of interest also to compare the limit properties of optimal mv portfolios
to sub-optimal but relatively easy to implement portfolios such as the global-
minimum-variance (gmv) portfolio and the equal weighted (ew) portfolio. The












t = argminw (w
0￿tw); such that w












It is well known that this portfolio does not belong to the e¢ cient frontier,
except when the conditional expected returns ￿i;t￿1 are the same across i.
Nevertheless, this portfolio is still of interest since its implementation does
not require the estimation of expected returns. Jagannathan and Ma (2003)
show that, in terms of asset allocation, its out-of-sample performance is com-
























it ￿ ￿ w
gmv
it ) !p 0: (98)
For portfolio returns and the ex ante Sharpe ratio we have under exact no-



































9In case of a priced missing factor there is a correspondence between the pricing error














Finally, under the unrestricted case
(￿
gmv



















Therefore, under all the three cases, the gmv portfolio is well-diversi￿ed and
asymptotically market neutral in the sense of De￿nitions 1 and 2. In the exact
and asymptotic no-arbitrage pricing cases, the portfolio return converges to
the risk free rate, but not so in the unconstrained case where a weighted
average of the pricing errors vt￿1 makes the limit excess return. Moreover,
in this last case its ex ante Sharpe ratio diverges at rate Op(N
1
2) (as in the
case of mv and ap portfolios), but importantly it is not guaranteed to diverge
to in￿nity (ct need not be positive). This largely re￿ ects the sub-optimal
nature of the gmv strategy as it does not make use of the expected return
predictions.
Consider now the ew portfolio de￿ned by wew
t = N￿1e. Since var(N￿1e0"tj




t ￿ r0;t￿1 = N
￿1(rt ￿ r0;t￿1e)
0e !p ￿v;t￿1 + ￿
0
￿￿t￿1;













Hence, the equal weighted portfolio is well-diversi￿ed, but is not market
neutral. Well-diversi￿cation occurs when ￿(Gt￿1) = op(N). The ex ante
Sharpe ratio of the equal weighted portfolio is bounded in N, but need not
be positive. This is in contrast to the mv and ap portfolios that ensure a
non-negative limit for the ex ante Sharpe ratio. The Sharpe ratio of the equal
weighted portfolio is always a function of the factors conditional moments.
The only consequence of either the exact or approximate no-arbitrage pricing
case is that ￿vt = 0, without changing much in terms of the behaviour of
the Sharpe ratio of the ew portfolio. Therefore, the relatively favourable evi-
dence provided in the empirical literature for the ew portfolio (see DeMiguel,
Garlappi, and Uppal (2009)) most likely is due to the negative impact of the
estimation uncertainty on the performance of the mv or ap portfolios.
274.4 Contribution of factors to portfolio weights
The conditional distribution of the common factors is irrelevant, as far as
the form of the limiting mv and ap portfolio weights is concerned, both in
the asymptotic no-arbitrage pricing and unconstrained cases. For the (sub-
optimal) global minimum variance portfolio weights (97) this holds for the
exact pricing case as well.
An immediate implication is that when these portfolio weights are set
empirically, one can avoid specifying, let alone estimating, the conditional
mean and the conditional covariance matrix of the common factors. Obvi-
ously, one is not exempted from estimation of the factors themselves (when
latent) in so far as they help in estimation of vt￿1 and Ht￿1. For a ￿nite N,
this estimation strategy clearly would involve an approximation error since
the ￿nite-N expression of the portfolio weights will necessarily be a function
of ￿t￿1 and ￿t￿1. However, such approximation error decreases to zero as
N increases and, at the same time, using either the limit portfolio formulae
(77), (85), and (97), is likely to be robust to the consequences of incorrectly
specifying, or poorly estimating ￿t￿1 and ￿t￿1.
Part (i) of Theorems 2, 3, and 4 can be interpreted as a cross sec-
tional consistency result, showing the form of the limit approximations, as
N ! 1, of the portfolio weights. These results can be strengthened, by
showing that the asymptotic distribution of the portfolio weights, centered
around the limit portfolio weights, is distributed independently of the con-
ditional moments of zt. In other words, the contribution of these moments
to the (￿nite-N) portfolio weights vanishes at a suitably fast rate, faster
than the rate required to obtain the asymptotic distribution of the portfolio
weights. Moreover, the stated results of the above theorems hold not only
point-wise for each i = 1;2;:::;N; but also hold jointly for the entire vec-
















￿ ￿ = op(N￿ 1
2) in the asymptotic no-arbitrage pricing
case and kwmv
t ￿ ￿ wmv
t k = op(1) in the unconstrained pricing case. The last




Another important consequence of part (i) of these theorems is that, with
the exception of the mv portfolio weights in the exact pricing case, the limiting
portfolio weights will not be time-varying unless Ht is, that is only if the
idiosyncratic component "t features dynamic conditional heteroskedasticity.
If we relax our assumptions, say allowing B to be time-varying Bt, then
portfolio weights become time-varying even if Ht = H. But for this case
to be genuinely interesting, Bt needs to be independent from the factors zt.
28This rules out the case Bt = B￿
1
2
t ; which, as far as the dynamics of rt is
concerned, is observationally equivalent to (1). If instead one alternatively
assumes the parameter-free form ￿t = Ik, our result continues to apply since
the limit portfolios continue to be functionally independent of any parametric
aspect of ￿t.
4.5 Short-selling and factor dominance
Green and Holli￿eld (1992) argue that the possibility of short-selling, in the
sense of a repeated ￿nding of negative optimal portfolio weights, is related
to the presence of one dominant factor, challenging the common view that
large negative weights are simply the consequences of estimation uncertainty.
Jagannathan and Ma (2003) provide some simulation results which suggests
that this e⁄ect depends on the cross-sectional dispersion of the factor load-
ings. Our result provide some analytical insights on this issue.
To simplify the exposition we shall consider the case where Ht is diagonal,
the factor loadings, ￿i, are i:i:d: with ￿nite covariance matrix ￿￿, and focus
on the mv portfolio under the unconstrained pricing case. Using (85), and
noting that e0
iHtvt = vithii;t and B0Htei = hii;t￿i, At = at￿￿, and after




















where for simplicity we set ￿h
vt = ct=at, namely the probability limit of
(￿N
j=1vjthjj;t=￿N
j=1hjj;t), and as before ￿￿j and ￿ij are the jth element of
￿￿ = (￿￿1;￿￿2;:::;￿￿k)0 and ￿i = (￿i1;￿i2;:::;￿ik)0, respectively. Since the
factor loadings are assumed to be independently distributed, when ￿￿j 6= 0



































vt can be viewed as a weighted average of the pricing errors, vjt,
with the weights given by the relative inverse volatilities of the idiosyncratic
shocks, hjj;t=￿N






measures the extent to which the pricing error of the ith asset deviates from
the mean pricing errors across all assets, corrected by ￿ij=￿￿j.
10The requirement that ￿￿j 6= 0 is not restrictive since the term associated with the
factor with a zero mean factor loading can be dropped from the expression.
29Green and Holli￿eld (1992) argue that the possibility of short-selling, in
the sense of a repeated ￿nding of negative optimal portfolio weights, is related
to the presence of one dominant factor. Our result sheds some light on this.
One can see from (99) that the limit portfolio weights only depend on factor
loadings if the mean of these loadings is non-zero (i.e. if ￿￿j 6= 0). Such
factors are regarded as dominant by Jagannathan and Ma (2003).11
Therefore, a negative weight is more likely for the asset for which vit < 0.





> 0 for some 1 ￿ j ￿ k, a negative
weight is more likely to arise whenever the jth factor loading assumes a value
larger than their cross-sectional average. This e⁄ect is magni￿ed, the larger
is the Sharpe ratio of the factor loading, de￿ned by ￿￿j=￿￿j. A large beta
dispersion implies a smaller chance of ￿nding negative weights, corroborating
the ￿ndings based on simulations reported by Jagannathan and Ma (2003).
On the other hand, note also that the larger the number of dominant factors
under consideration (in the sense of Jagannathan and Ma (2003)), the less
likely it is that a negative weight would be encountered. Similar outcomes
obtain for non-diagonal Ht. This is in line with Green and Holli￿eld (1992)￿ s
conjecture about the presence of a single dominant factor whenever large
negative weights are observed.
5 Final remarks
In this paper we have investigated the limit properties of mean-variance (mv)
and arbitrage pricing (ap) trading strategies, as the number of assets diverge
to in￿nity. Speci￿cally, we have focussed on the issue of portfolio diver-
si￿cation and the extent to which di⁄erent portfolio strategies are able to
diversify the idiosyncratic versus the market risks. We have extended the
results obtained in the literature for the exact pricing case to two other cases
of asymptotic no-arbitrage pricing and the unconstrained pricing scenarios.
Under the non-exact pricing cases it is established that the two portfolios (mv
and ap) are closely related and are in fact asymptotically equivalent in the
unconstrained case. The results are related to a number of issues of inter-
est in the literature on asset pricing such as the prevalence of short-selling,
the number of dominant factors and the granularity property of the port-
folio weights. We also consider diversi￿ability and optimality of the global
minimum variance and the equally weighted portfolios, two sub-optimal yet
popular strategies. For the ￿rst time, the paper also provides a set of primi-
11Note that a dominant factor is necessarily strong in the sense discussed earlier. But
a strong factor need not be dominant since it is possible for the factor loadings to be





￿ !p K > 0 with N￿1￿N
i=1￿ij !p ￿￿j = 0.
30tive conditions on the asset return distributions that ensure the more familiar
higher level assumptions needed for the validity of the limit results provided
in the asset pricing literature as well as in this paper.
Our results have important practical implications. It is well know that
under the assumption of correct model speci￿cation, factor model-based op-
timal portfolios weights leads to more e¢ cient estimates of the corresponding
portfolio variance, as compared to the familiar sample moment plug-in esti-
mates (see the empirical results of Chan, Karceski, and Lakonishok (1999)
and the theoretical results of Fan, Fan, and Lv (2007)). However, the as-
ymptotic independence of mv portfolio weights from the common factors￿
conditional distribution, established in this paper, suggests that in the case
of large portfolios it might be prudent to side-step the tasks of speci￿cation
and estimation of the conditional distribution of the factors and instead use
the approximate formulae for the portfolio weights advanced in this paper.
In this way it might be possible to avoid the adverse e⁄ects of model and
parameter uncertainties that surround the speci￿cation of the unobserved
common factor models. But before this issue can be examined one also needs
to consider the extent to which the properties of the limit portfolios are still
valid when the remaining unknown parameters are replaced by their esti-
mates. This is particularly important with respect to the market neutrality
properties of the mv and ap strategies. This papers clari￿es that an essential
ingredient for building market neutral trading strategies is to recover the
factor loadings corresponding to the strong factors. Instead, knowledge of
the factors conditional distribution is not relevant here. Therefore, in so far
as market neutrality is concerned, the development of e¢ cient testing and
estimation procedures to carry inference on the loading of the (dominant)
factors appear of primary importance. Double asymptotic results will need
to be established, where both the cross-section and the time series dimen-
sions diverge to in￿nity, unlike this paper whose results hold at each point
in time. The examination of estimation uncertainty and its e⁄ects on the
properties of the limit portfolios is beyond the scope of the present paper
and will be the subject of future research.
31Appendix
Part A: Lemmas
The following lemmas derive the means and variances of linear, bilinear




where the N ￿ N random matrix A is symmetric, A > 0 a:s: such that the
N(N + 1)=2 ￿ 1 random vector a = vech(A) has mean ￿a and covariance
matrix ￿a = PaP0
a. The random N ￿ 1 vector ￿ = (￿1;￿2;:::;￿N)0 has
mean E (￿) = ￿￿, covariance matrix ￿￿ = P￿P0
￿ > 0 and ￿nite fourth
moment satisfying E(v3
i) = ￿1 and E(v4
i) = ￿2 + 3 for v = (v1;v2;:::;vN)0 =
P￿1
￿ (￿ ￿ ￿￿). When:





￿E(A￿￿A)￿￿ + ￿2tr[E(C ￿ C)]
+4￿1￿
0








where C = P0
￿AP￿, tr(A), ￿(A) and vech(A) denote the trace, the spectral
norm and the vech (the vector with all the distinct elements) of a matrix A, ￿
and ￿ are the Hadamard and Kronecker product operators, respectively, and
DN is the N2￿(N(N +1)=2) duplication matrix (see Magnus and Neudecker
(2001, p.48)).
An alternative representation is
var(Q1;N) = 2tr[D
0
N (￿￿ ￿ ￿￿)DN￿a] + 4tr[D
0











N (￿￿ ￿ ￿￿￿
0
￿)DN￿a























12Moments of quadratic forms when the weight matrix A is non-stochastic are available
in the statistics literature. See, for example, Ullah (2004). But to our knowledge such
moments have not been derived for the case where A is a matrix with stochastic elements.
32it follows that
var(Q1;N) = E [var(Q1;N jA)] + var(E(Q1;N jA)): (100)


































2) + ￿2tr(C ￿ C)
E [v(v
0Cv)jA] = ￿1(In ￿ C)e:
Hence, after some algebra we obtain






Then, regarding var[E(Q1;N jA)], let F = ￿￿+￿￿￿0
￿ and note that E(Q1;N jA) =
vec(F)0vec(A). Since A = A0, using the duplication matrix DN; we have
vec(A) = DNvech(A) = DNa where a is a N(N + 1)=2 ￿ 1 vector, com-






var[E(Q1;N jA)] = var(d








Adding the above expression to the expectation of E(var(Q1;N jA)) yields
the ￿rst representation of var(Q1;N).
Now we establish the second representation. Since
tr(C
2) = tr(￿￿A￿￿A) = vec(A)










var(Q1;N jA) = 2vec(A)
0 (￿￿ ￿ ￿￿)vec(A) + 4vec(A)
0 (￿￿ ￿ ￿￿￿
0
￿)vec(A)




￿ C(IN ￿ C)e:
33For d as de￿ned above and
G1 = D
0
N (￿￿ ￿ ￿￿)DN;
G2 = D
0




var(Q1;N) = 2E (a
0G1a) + 4E (a





￿ E [C(IN ￿ C)]e + var(d
0a)
and noting that G1;G2 and d are non-stochastic, we have
var(Q1;N) = 2tr[G1 (￿a + ￿a￿
0








￿ E [C(IN ￿ C)]e














where ￿ and A satisfy the same assumptions of Lemma A.1 and ￿ =
(￿1;:::;￿N)0 has ￿nite fourth moment with ￿￿￿ = E(￿￿0), ￿￿￿ = vec(￿￿￿)
and ￿ = E (￿￿0 ￿ ￿￿0). When














Proof: the result follows substituting into (100)
E(Q2;N jA) = tr(A￿￿
0) = tr(￿￿￿A) = ￿
0
￿￿DNa:















































where ￿ and A satisfy the same assumptions of Lemma A.1 and ￿ =








An alternative representation is
var(Q3;N) = tr[(￿￿










Proof: it is clear that





















The ￿rst representation uses simply the expectation of the ￿rst term on the
right hand side of var(Q3;N jA) above together with












The second representation relies on











The results follows substituting suitably the above expressions into (100). 2
Next, we introduce a lemma where we show that for a given t and as
N ! 1, ￿
￿1
t￿1 and B are asymptotically orthogonal. This result turns out
to be critical for characterizing the behavior of optimal portfolios as N gets
large.
Lemma B Let (6) holds. Recalling that ei is the ith column of the identity






j !p 0 as N ! 1; 1 ￿ j ￿ k; (101)
35where ￿
j denotes the j-th column of B.






￿1); 1 ￿ j ￿ k; as N ! 1: (102)
Proof: the results follow from the identity
￿
￿1









Pre-multiplying both sides by e0
i and post-multiplying both sides by ￿
j yields
(101).
We deal with (102) more explicitly. First note that, setting ej to be the
















































where notice that g
(j)
t is a k ￿ 1 vector with a ￿nite norm.
Therefore, substituting the latter expression into (103) and recalling that
Bej = ￿





































































Part B: Primitive assumptions
Here we show formally how Assumptions 2, 4 and 5 are implied by the
primitive Assumptions 6, 7 and 8. Using the conditional cross-sectional
mean and variance operators Et(￿) and vart(￿), de￿ned in Section 2.1, we
establish mean-square convergence conditional on the sigma-algebra of cross
36sectionally-invariant events, At. For non-time varying arguments we use the
standard operators E(￿) and var(￿).
Consider ￿rst Assumption 2. Then (5) follows by (29) and Lemma A.3
with ￿ = e; ￿ = ￿
j; A = IN yielding C = P0
￿jP￿j with crs as its (r;s)th








yielding convergence in quadratic mean of ￿
j0e=N to ￿￿j. (6) follows by





using Lemmas A.1, with ￿ set to ￿
j, A to Ht and C to P0
￿jHtP￿j.
Using repetitively the bound ￿(￿￿j) ￿ ￿2(P￿j), and the result tr(DAD
0) ￿
￿(A)tr(DD
0) for any matrix D and positive semi-de￿nite A (see Lutkepohl


































































where Ct = P0
￿jHtP￿j, (IN ￿Ct) is a diagonal matrix with cii;t on the (i;i)th





￿j Et (Ct(IN ￿ Ct))e




























2￿fEt[Ct(IN ￿ Ct)]g = op(N
2):
But, since tr(Ct ￿ Ct) = tr[(IN ￿ Ct)Ct] by Magnus and Neudecker (2001,
Theorem 7, p.46) and ￿(￿) is a convex function (Magnus and Neudecker 2001,
Theorem 5, p.205), then ￿fEt [Ct(IN ￿ Ct)]g ￿ Et f￿[Ct(IN ￿ Ct)]g ￿ Et [￿2(Ct)] ￿
￿4(P￿j)Et [￿2(Ht)] = op(N). The expression (35) is redundant when ￿1 = 0.
For the o⁄-diagonal terms of B0HtB use Lemmas A.2 with ￿ set to ￿
j;￿
to ￿






































Now consider Assumption 4. Then (14) easily follows much in the same
way as done for (6), although we need the slightly stronger conditions (31),
(42), (43), and (44). Next, (15) follows by (38) and Lemma A.3 with ￿ and










Finally, consider Assumption 5. By Lemma A.3 with ￿ set to vt; ￿ to e;
A to Ht and C to P0

























To establish (20) we use (46) and Lemma A.1 with ￿ set to vt ;A to Ht. In




















































vt Et [Ct(IN ￿ Ct)]e










vt )￿fEt[Ct(IN ￿ Ct)]g = op(N
￿ 1
4);
since, as already seen, ￿fEt[Ct(IN ￿ Ct)]g ￿ ￿4(Pv;t)Et [￿2(Ht)] which is
op(N￿1). Therefore vart(v0
tHtvt) = op(1). Condition (50) is redundant when
vt has a symmetric distribution around the mean.
Following the same steps, one establishes (23). In fact, (51) holds and by






















38To establish (24) we use (52) and rely on Lemma A.1 setting ￿ to vt, and A
to Ht yielding vart(v0





































vt Et [Ct(IN ￿ Ct)]e










vt )￿fEt [Ct(IN ￿ Ct)]g = op(N
2);
where all the arguments used earlier still apply and noting in particular
that ￿[Et(Ct(IN ￿ Ct))] ￿ ￿4(Pvt)Et [￿2(Ht)] = op(N). Condition (56) is
redundant when vt has a symmetric distribution around the mean.
In so far as (21) and (25) are concerned, one follows the same steps used
for (20) and (24) but, in addition, we need to strengthen (39), (40), and (41)
by (42), (43), and (44), respectively.
Part C: Proofs of Theorems






































































t￿1 = ￿ ￿
￿1
t￿1: (104)
Recalling that ￿t￿1 = B￿t￿1 + vt￿1 = B^ ￿t￿1 + ^ vt￿1 where





Ht￿1^ vt￿1 = ￿ ￿
￿1
t￿1^ vt￿1 = ￿ ￿
￿1
t￿1vt￿1 = ￿ ￿
￿1





t￿1^ vt￿1 = ￿
￿1
t￿1^ vt￿1, thus establishing (63). Since ￿ ￿
￿1






t￿1B = 0: (106)
39Now (64) follows (with ￿t = 1) recalling that
￿
ap











Finally (65) follows since
￿
mv
t ￿ r0;t￿1 = (rt ￿ r0;t￿1e)
0w
mv
t￿1 = ["t + ^ vt￿1 + B(zt + ^ ￿t￿1)]
0￿
￿1
t￿1(^ vt￿1 + B^ ￿t￿1)
= ("t + ^ vt￿1)
0 ￿ ￿
￿1












All the limits below are based on N ! 1, and the normalization ￿t￿1 = 1
is used throughout.
Proof of Theorem 2















t B ￿t; (107)
then for the exact pricing case vt = 0, and using
￿
￿1

























t ￿t = Op(N
￿1):
(109)
Similarly, for the ap strategy, recalling that ￿ ￿
￿1




















= ( vt￿1 + B￿t￿1)
0￿
￿1
t￿1B( ￿t￿1 + zt) (110)



















t￿1( ￿t￿1 + zt) since
vt￿1 = 0. When the second part of (72) holds, using (103), by Billingsley



















implying that term (112) involving "t is Op(N￿ 1
2). Since under exact pricing






























































t￿1 ￿t￿1 = Op(N
￿1):
(115)
For the ap strategy, using (64) and (105), we have
￿
ap




Hence, under vt￿1 = 0, ￿
ap
t = r0;t￿1 as required.2
Proof of Theorem 3
(i) Consider (107). By identity (103), and recalling that here we are consid-


















































0Htvt !p ￿￿ct; (117)
by the row-wise independence between B and Htvt. By the identity
D
￿1


































































t B ￿t = Op(N￿1) by (109) which holds irrespective of the form
of no-arbitrage since this term does not depend on vt￿1.
Concerning the ap strategy, by Theorem 1, w
ap
t = ￿ ￿
￿1































t vt has the same limiting behaviour as (119).
(ii) Recalling (108) and (117), then B0￿
￿1





























Also, by (114), B0￿
￿1
t￿1"t = Op(N￿ 1
2), implying that the dominant terms in

















t￿1vt￿1 !p et￿1=bt￿1: (121)







































































t ￿￿ = (bt ￿ 1)=at, and et = dt + (atdt ￿ c2
t)(bt ￿ 1)=at. For the





t￿1"t j At￿1 !d xt ￿ N(0;et￿1=bt￿1) (122)
by a simple application of the continuous mapping theorem (see Billingsley




































t ￿￿. The latter term is positive since atdt > c2
t by our
assumption and At is positive de￿nite. The ￿rst term dt is certainly non-





￿;t￿1 ￿ r0;t￿1 = (vt￿1 + B￿t￿1)
0￿
￿1













t￿1( vt￿1 + B￿t￿1)





t￿1(vt￿1 + B￿t￿1): (124)
By (113), (115), (120) and (121)
￿
mv






























where for ￿mv 2










































￿;t￿1 ￿ r0;t￿1 and ￿mv 2





t￿1￿t￿1 and (80) follows.
For the limit ap portfolio return, by repeated use of Theorem 1,
￿
ap
t = r0;t￿1 + ("t + ^ vt￿1)
0 ￿ ￿
￿1






























































































where for the second equality on the left hand side of ￿
ap2
￿;t￿1 we used (104).
Then by (121) the result follows. 2
Proof of Theorem 4 We follow the proofs of both part (i) and part (ii) of
Theorem 3.
(i) Consider (107). As before e0
i￿
￿1























































it (1 + op(1)) = Op(1): (127)

































(ii) By (108) and (126) then B0￿
￿1









































t￿1 vt￿1. It turns out that these are Op(N
1
2)


































































































from which (130) follows simple manipulations, in view of identity (118).
Collecting terms, the limit of the normalized (by N￿1) mv portfolio excess
return will be (130) establishing (86). It is easy to see that et > 0; almost




t ￿￿. The latter
term is positive since atdt > c2
t by our assumption and At is positive de￿nite.
The ￿rst term dt is certainly non-negative since it equals the probability limit
of the quadratic form N￿1 v0
tHtvt.























































t￿1 ￿t￿1 = Op(N
￿1):
Therefore N￿1(￿mv
￿;t￿1 ￿r0;t￿1) and N￿1￿mv 2
￿;t￿1 both converge in probability to
et￿1=bt￿1 and (87) follows since the Sharpe ratio requires the square root of
￿mv 2
￿;t￿1 in the denominator.
For the limit ap portfolio return, by repeated use of Theorem 1,
￿
ap









Then (88) follows normalizing ￿
ap
















































































where for the second equality on the left hand side of ￿
ap2
￿;t￿1 we used (104).
Therefore, by (130), N￿1(￿
ap
￿;t￿1 ￿ r0;t￿1) and N￿1￿
ap2
￿;t￿1 both converge in
probability to et￿1=bt￿1 and (89) follows. 2
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