In this study, we derive a fast, novel time-domain algorithm to compute the nth-order moment of the power spectral density of the photoelectric current as measured in laser-Doppler flowmetry (LDF). It is well established that in the LDF literature these moments are closely related to fundamental physiological parameters, i.e. concentration of moving erythrocytes and blood flow. In particular, we take advantage of the link between moments in the Fourier domain and fractional derivatives in the temporal domain. Using Parseval's theorem, we establish an exact analytical equivalence between the time-domain expression and the conventional frequency-domain counterpart. Moreover, we demonstrate the appropriateness of estimating the zeroth-, first-and secondorder moments using Monte Carlo simulations. Finally, we briefly discuss the feasibility of implementing the proposed algorithm in hardware.
Introduction
Assessing the number of moving erythrocytes and blood flow (or perfusion) using laserDoppler flowmetry (LDF) relies on the use of the zeroth-( ω 0 ) and the first-order ( ω 1 ) moments of the power spectrum of the photoelectric current i(t) (for a review cf Briers (2001) and Humeau et al (2007) ).
While the original LDF theory was developed for a simple point-source point-detector configuration, it has been shown experimentally and theoretically that it can also be appliedwith acceptable accuracy-to more sophisticated geometries such as for full-field laserDoppler imagers (Serov et al 2002 , 2005 , Briers 2007 , Binzoni and Van De Ville 2008 , Draijer et al 2009a , Raabe et al 2009 . To obtain images related to blood perfusion in real time, this new LDF hardware requires the nearly-simultaneous computation of thousands of power spectra using Fourier transform (FT) algorithms and their respective moments (e.g. a 512 × 512 image would require 262 144 such computations). In this context, the main bottleneck of the classical moment calculation algorithm is the utilization of the FT. Even with dedicated hardware to calculate the FT, the task remains difficult and expensive. For this reason, Draijer et al (2009b) have introduced a time-domain algorithm, which does not require the FT, allowing the estimation of ω 1 and thus the blood flow. This algorithm is derived by making an 'intuitive' approximation of the actual moments as computed using the FT. This limitation makes it difficult to take advantage of the large theoretical and experimental knowledge accumulated during years on the physiological significance of the different moments of order n ( ω n ), which are all linked to the concentration of moving erythrocytes and blood flow. Our aim in this note is to derive an exact analytical expression for the moments in the time domain, and to use the related numerical algorithm for computing ω n , n ∈ {0, 1, 2, . . .}. Here, we exploit previous theoretical findings (Bonner and Nossal 1981, Binzoni et al 2004) , which have shown that ω 0 and ω 2 allow us to assess the number and flow of red blood cells. This particular point has been proven on a set of synthetic i(t) generated by Monte Carlo simulations (Binzoni et al 2009) that were derived from a large range of physiological values. The potential limitations on the maximum speed of the LDF-based instrumentation and the possible implementation of the proposed algorithm directly in hardware is also discussed. The present work represents a step further towards new time-domain algorithms for LDF that are computationally more efficient than straightforward fast Fourier approaches.
Material and methods

Analytical equation for ω n in the time domain
The nth-order moment of the power spectrum of i(t) is conventionally defined in LDF as
where i o is the dc component of the photo-electric current defined as
and the Roman i is the imaginary number. From the numerical point of view, the computationally expensive part in equation (1) is the FT. Here, we eliminate the FT by first rewriting (1) as
where n = 2p. We identify the fractional derivative of order p ∈ {0, 1/2, 1, 3/2, . . .} in the Fourier domain and consequently, equation (1) can be transformed into
and thanks to the Parseval's relation, we have that
Mathematically, the fractional derivative is a convolution operator that is defined in the sense of distributions in the Fourier domain (Podlubny 1999) . Numerical calculation of the integral in equation (5) is in principle faster than its counterpart in equation (1) because we got rid of the inner integral that corresponds to the FT. While classical derivatives, p ∈ {0, 1, . . .}, can be computed efficiently in the time domain, there is a difficulty in making such an association in the context of fractional derivatives for p ∈ {1/2, 3/2, 5/2, . . .}, which are relatively time consuming to compute, even with approximated fast algorithms (Galucio et al 2006) . For this reason, we investigate in detail in the next section how the moments associated with classical derivatives can be used to retrieve physiological information.
Link between ω n and the physiological parameters
In their scholarly paper, Bonner and Nossal (1981) (Binzoni et al 2004) . For the purpose of our analysis, we state here the first three equations correlating the physiological parameters with ω 0 , ω 1 and ω 2 (see the appendix and equations (27)- (29) from Binzoni et al 2004) :
where c 1 and c 2 are constants (their significance is not crucial to our analysis here) and o(·) represents the remaining terms for the variable appearing in the parenthesis. It must be noted that equations (6) and (8) are exact expressions whereas equation (7) is an infinite series expansion in V trans andm. If V trans = 0, then equations (6)- (8) reduce to the original Bonner and Nossal (1981) model for ω n , n ∈ {0, 1, 2}, as it should. It is clear that equations (6) and (8) have two major advantages: (1) they are simple and exact and; (2) they establish a correspondence with equation (5) for the case where the order of the derivative is a positive integer, thus eliminating the problem associated to the numerical implementation of fractional derivatives.
The utilization of equations (6) and (8) appears to be the best strategy from the numerical point of view. For this reason, by exploiting a known theoretical framework (Bonner and Nossal 1981, Binzoni et al 2004) we investigate next if ω 0 and ω 2 can potentially yield information about the number of moving erythrocytes and blood flow, the latter parameter being classically extracted from ω 1 . By Taylor-series expansion of the right-hand side of equation (6) we get
and by considering only the first order form (m is classically considered to be small), ω 0 is approximated by ω 0 o(m 2 ) and turns out to be proportional to
This is a well-known result wherem represents the average number of collisions that a detected photon makes with moving cells. According to the classical theory,m is also proportional to the concentration or number of the moving erythrocytes present in the measured region of interest (see e.g. Binzoni et al (2006) ). In practice, laser-Doppler instruments can monitor the 'concentration' (in arbitrary units) of moving red blood cells sincem can be obtained from equation (5) for p = 0. Thus, equation (10) shows that there is a link between ω 0 and the number of moving erythrocytes, but we still need to calculate the blood flow. The blood flow can be assessed by observing that
where ω 0 and ω 2 have been expressed using equations (10) and (8), respectively. Equation (11) and V trans (normal velocity distribution plus a bulk translational movement) can be written as (equation (14) in Binzoni and Van De Ville 2008 )
for V trans = 0 and
Equation (13) reproduces exactly the mean velocity of the Bonner and Nossal (1981) model, where V trans is considered to be zero. When V trans = 0, the √ . factor of equation (11) (up to a proportionality constant √ 8/π ) is equal to the actual V (equation (13)). When V trans = 0, an analytical comparison giving a good intuition of the problem is more difficult to perform. For this reason, a numerical comparison between √ . (equation (11)) and V (equation (12)) is reported in figure 1. Even in this case, we obtain a reasonable linear relationship between speeds (with the proportionality factor √ 8/π ) and in particular, as expected, when V trans is small. Figure 1 suggests that equation (11) is a good estimator for the blood flow (if V trans = 0, then the estimation is exact, by definition).
In conclusion, the analysis of sections 2.1 and 2.2 together with the classical theoretical interpretation of LDF encourages us to use ω 0 and ω 2 to estimate the number of moving erythrocytes and blood flow. We will further validate this hypothesis in the following sections by considering Monte Carlo simulations.
Monte Carlo simulation of i(t)
To further corroborate whether ω 0 and ω 2 reflect the desired physiological parameters, we compute them for a set of simulated photo-currents i(t) (i.e. the signal as produced by a real LDF instrument) derived from knownm, V condition is impossible to fulfill in an experimental scenario, we have generated a large set of different i(t) by Monte Carlo simulation (Binzoni et al 2009) .
In summary, a virtual tissue phantom was represented by a semi-infinite medium. The LDF was a simple point-source/detector configuration, with the source normal to the plane and an annular detector of 75 μm width. The interoptode spacing (0.5 mm) was defined as the distance between the point-source and the middle point of the annular detector. The number of photon packets generated for obtaining one i(t) (one simulation) was N packet = 18 × 10 6 . Following equation (13) in Binzoni et al (2009) , we can express i(t) as
where ω n are the accumulated Doppler shifts, W (·) the weights of the photon packets reaching the detector and (ω 0 + ω n ) ∈ [0, 2π ] the phase factors that are uniformly independently distributed random variables satisfying the constraint
From each simulation, 100 different i(t) realizations taking into account the possible random phase accumulated by the photons along their travel inside the tissue were obtained (Binzoni et al 2009) . Intuitively, the random phase manifests itself as the noise-like appearance of i(t) and explains also why it is experimentally necessary to average many power spectra (obtained from different i(t)) to obtain one noise-free spectrum (in the present case we have the choice to average from 1 up to 100 spectra); the chosen number of averages is denoted by N avg . The absorption coefficient (μ a ), the reduced scattering coefficient (μ s ), the refractive index (n), the anisotropy parameter (g) and the wavelength (λ) were set to 0.025 mm −1 , 0.5 mm −1 , 1.4, 0.9 and 800 nm, respectively, for all the simulations. The refractive index for the air was taken to be unity. The remaining parameters were P move ∈ {0.025, 0.05, 0.075, 0.1, 0.125, 0.15}, V 2 Brown 1/2 ∈ {1, 2, 3, 4} mm s −1 and V trans ∈ {0, 1, 2, 3, 4} mm s
, where P move is related to the fraction of scatterers (erythrocytes) moving inside the tissue and can be seen as the probability for a photon packet to interact with a moving particle. For a fixed interoptode distance we have (Binzoni and Van De Ville 2008) P move ∝m,
and for this reason P move will be chosen to interpret the results. The chosen set of parameters is representative for a skeletal muscle tissue (Ferreira et al 2007) . The sampling frequency for i(t) was ν s = 40 kHz with the number of sampling points being N s (see section 3).
Numerical computation of ω
0 and ω
2
The numerical algorithm for ω 0 and ω 2 can be easily implemented by rewriting equation (5) for p = 0 as (see the appendix)
where t s = 1/ν s is the sampling time and
Equation (5) for p = 1 becomes
where the first-order derivative has been approximated by using the first-order finite difference. Since experimentally LDF cannot lead to absolute values, the proportionality constants are neglected. It must be noted that equations (17) and (19) essentially give the same solution, for n = 0 and n = 2, as the classical direct numerical implementation of equation (1) using the FT, up to the discretization of the derivative, whose effect can be neglected at the chosen sampling rate. There is no doubt that the implementation related to equations (17) and (19) are simpler and faster than the FT-based algorithm. When using a real LDF instrument, there is the inevitable acquisition noise and noise-like influence of the random phase on i(t) (Binzoni et al 2009) . It therefore becomes necessary to average many ω n to obtain a reliable value. We denote the average ω n value, for N avg different samples, as ω n .
Results
As we have shown mathematically, expressions (1) and (5) The parameters ω 0 and ω 2 represent the average zero-and second-order moments computed using the fast algorithm represented by equations (17) and (19). For the average, N avg different ω 0 or ω 2 were utilized. This tests the underlying hypothesis of equation (10). Left panel: relationship between the theoretically known number of moving red blood cells (proportional to P move and classically representing the 'blood volume') and the same value estimated by the average zero moment, ω 0 . Right panel: relationship between the theoretically known 'blood flow' (proportional to P move V ) and the same values estimated using the expression ω 0 ( ω 2 / ω 0 ) 1/2 . This tests the underlying hypothesis of equation (11).
algorithm and the proposed time-domain approach is the finite-difference approximation of the derivative operator. Using our simulation data, we found a complete equivalence up to numerical accuracy. As shown in figure 2, ω 0 and ω 2 computed using equations (17) and (19) are proper estimates of the number of moving erythrocytes (proportional to P move ) and blood flow (proportional to P move V ), respectively. Moreover, as postulated in section 2, the quantity ω 0 ( ω 2 / ω 0 )
1/2 appears to effectively estimate the blood flow (P move V ). Figure 2 (left panel) correctly reproduces the expected behaviour where the data appear to be slightly exponential (equation (6)), thus linear for smallm (equation (10)), and where P move andm are related through equation (16). These results have been obtained with a relatively small number of samples of i(t) (N s = 1024 ). An average of N avg = 100 measurements was found to be necessary. In practice, this corresponds to an acquisition time for a given point in figure 2 of N s ν −1 s N avg = 2.56 s (data processing not included). Figure 3 shows the same data as in figure 2 but for the parameter N avg = 10. In this case the acquisition time reduces to 0.256 s and, as expected, the data are more scattered. From a practical point of view, the estimation of the number of moving erythrocytes P move seems to be slightly more affected by the phase noise (for small N avg ) than the blood flow P move V . 
Discussion and conclusions
In the present work, we have shown that it is possible to deduce (in relative units) the number of moving erythrocytes and the blood flow from ω 0 and ω 2 . For this purpose, a new and fast time-domain algorithm has been derived, starting from the exact expression of ω 0 and ω 2 . The analytical model developed by Bonner and Nossal (1981) and Binzoni et al (2004) has been utilized as a path that has brought us to the expression ω 0 ( ω 2 / ω 0 ) 1/2 for the blood flow.
The maximum speed limit of a real-time LDF
As reported in section 3, the 'noise-like' component of i(t) is an intrinsic property of LDF measurements and requires us to average N avg moments to obtain a reliable result. As already explained elsewhere (Binzoni et al 2009) , the presence of this 'noise-like' component is due to the random phase accumulated by the photons before reaching the detector. This is a pure physical phenomenon generated by the interaction between the biological tissue and the photons. Thus, even for an ideal LDF instrument, with noise-free hardware, we still need to average out this component. This means that the acquisition time increases and that the computing time must be added to this value. For this reason, it is necessary to experimentally find the best compromise for the choice of N s , N avg and ν s (frame rate in the case of an imager). Thus, for real-time systems, the value N s ν −1 s N avg represents a theoretical lower bound on the speed of the instrument. (21) as a function of the blood flow (P move V ). Right panel: average first-order moment ( ω 1 S ) computed using equation (22) as a function of the blood flow.
Outlook on time-domain algorithms
For the sake of completeness we present here the derivation of ω 1 obtained using the timedomain equation (5) with p = 1/2. This algorithm is obviously not fast; however, it is an exact algorithm reproducing ω 1 as obtained directly by the FT. This allows us to explicitly show the quality of the estimation of the blood flow using ω 1 (i.e. the classical approach) and compare it with its time-domain counterpart. To this end, equation (5) becomes
By using the Grünwald-Letnikov approach to the fractional derivative (Podlubny 1999), equation (20) can be discretized as
where is the Gamma function. It must be noted that the Grünwald-Letnikov algorithm (suitably combined with equation (5)) gives the solution found in equations (17) and (19) for p = 0 and p = 1, respectively, and thus is in accordance with the present approach. Other numerical approaches to evaluating the fractional derivatives can also be used, but this subject is beyond the scope of this note.
In figure 4 , the average ω 1 (equation (21)) is shown as a function of the blood flow (P move V ). It appears, in agreement with the classical theory, that ω 1 is a good estimator but this result shows that ω 2 is also an equally good estimator. It is possible that the introduction of a fast method for the fractional derivative of order p = 1/2 would render ω 1 more interesting; however, this is a matter of further investigation. It is instructive at this point to consider the first algorithm historically introduced for the estimation of ω 1 in the time domain for LDF (equation (11) in Draijer et al (2009b) ) as follows:
This equation has never been validated on Monte Carlo data and thus we reproduce the results in figure 4 . In practice, we can observe that equation (22) coherently reproduces the behaviour of the blood flow but it appears to be less accurate. This is an expected finding since equation (22) was derived 'intuitively' as a reasonably good approximation of ω 1 .
Feasibility of hardware implementation
As mentioned in the introduction, despite the fact that the classical FT approach was developed for a simple point-source point-detector configuration, it has been applied as the core algorithm for full-field laser-Doppler imagers (Serov et al 2002 , 2005 , Briers 2007 , Binzoni and Van De Ville 2008 , Draijer et al 2009a , Raabe et al 2009 . We have shown that the proposed novel time-domain algorithm (equation (5)) for computing the moments ω 0 and ω 2 is equivalent to the FT approach (equation (1)). The numerical implementation of equations (17) (i.e. estimation of the concentration of erythrocytes) and (19) (i.e. estimation of the 'blood flow') only requires basic arithmetic operations, which can be realized using elementary adders, subtractors, squarers/multipliers and accumulators. The algorithms can be programmed using Verilog/VHDL (Ciletti 2009, Roth and John 2007) and can be subsequently synthesized, placed and routed for field-programmable gate arrays (FPGAs)/application-specific integrated circuits (ASICs). Using these basic blocks on a pixel-by-pixel basis enables massive parallelization, which can potentially generate perfusion images in real time (Morgan et al 2010) . Note that equation (A.5) corresponds to the first-order derivative expressed by using the classical first-order finite difference.
A.2. Relationship between ω n and the physiological parameters
The relationship between ω n and the physiological parameters has been previously obtained in Binzoni et al (2004) and the derivation follows a rather tedious procedure. Here we report only the intuitive idea and the main result. In practice, the general expression allowing us to obtain equations (6)-(8) has been derived by following the original Bonner and Nossal (1981) method. However, a more general velocity distribution of the red blood cell has been chosen, i.e. by including a supplementary bulk translational velocity, V trans , that should better represent the tissue physiology. Coherently, when V trans is set to zero, the original results from Bonner and Nossal results are found. The general expression giving all the possible n-order moments, ω n , corresponds to (equations (25) and (26) Substituting n by 0, 1 or 2, one can directly retrieve equations (6), (7) and (8). The parameters A, dc, β, ξ and a are constants that are not essential in the present context and thus they are simply included in the global constants c 1 and c 2 in equations (6), (7) and (8).
