The elementary function method is an approximate method for propagation calculations in spatially, partially coherent light in two dimensions. In this paper, we present the numerical application of this method to a 248 nm UV excimer laser source. We present experimental results of the measurement of the degree of spatial coherence and the beam profile of this source. The elementary function method is then applied to the real beam data and used to simulate the effects of imaging an opaque edge with a source of varying degrees of spatial coherence. The effect of spatial coherence on beam homogenization is also presented.
Introduction
We have previously explored the elementary function method [1] , originally presented by Wald et al. [2] , and we have demonstrated the circumstances under which this method can be used to reduce the propagation calculations of partially coherent light to two dimensions. In this paper, we apply the elementary function method to a 248 nm excimer beam and examine the effectiveness of this method in the case of a partially coherent source with a relatively high degree of spatial coherence. The structure of this paper is as follows. In Section 2, the elementary function method is summarized and the analytical results previously presented in [1] are compared with a theoretical numerical model. To create a system-specific numerical model, the spatial coherence of a 248 nm excimer beam is measured and the results are presented in Section 3. In Section 4, the elementary function method is applied to a partially coherent beam and used to image an opaque edge. Finally, in Section 5, the method is applied to an imaging homogenizer, an element commonly used to achieve high-level uniformity in lithographic imaging systems.
Elementary Function Method
The theory of scalar propagation of partially coherent light is well established, basically taking the form of diffraction integrals that are extensions of those used for coherent or incoherent light [3] [4] [5] . When it comes to performing these integrations numerically, a problem arises: the integrals are fourdimensional (4D), rather than two-dimensional (2D) as for purely coherent or incoherent light. The reason is that for partially coherent light, the second-order correlation between fields at different points in space must be taken into account, so integration must be performed not just over all points of a 2D field distribution, but over all pairs of points. Methods of avoiding these extended calculations have been developed, such as Hopkins' Method [6] and coherent-mode decomposition [7] [8] [9] [10] , all with their distinct advantages and disadvantages. The elementary function method is a modal method where a transform is introduced that will give us an expression for the cross-spectral density. This method is similar to the coherent-mode method but easier to handle numerically. In the coherent-mode method, a 4D integral must be calculated to find the modes, which can then be propagated using 2D integrals. No 4D integrals are required at any stage in the elementary function method. Unlike the coherent-mode expansion, the elementary function method is not mathematically exact: certain approximations limit its application to relatively wellbehaved fields such as short-wavelength partially coherent excimer sources. The following summary of the theory is expanded further in [1] .
We first consider the continuous case. A partially coherent field can be described using the crossspectral density Wr 1 ; r 2 . The intensity is I 0 Wr; r. All quantities are implicitly assumed to depend on the frequency ν of the light, e.g., Wr 1 ; r 2 ; ν, but the notation is dropped for the rest of this discussion.
It is assumed that we know W 0 r 1 ; r 2 over a plane 2D region where r j x j ; y j , and we wish to propagate it to any other region. We also need to make an important assumption: that the cross-spectral density is real in the plane where we start the propagation. This is a limitation, but it can be said of most beams, if the first plane is chosen appropriately and, for example, the phase functions of lenses included in the propagation instead. The propagation is performed using 
where hr; r 0 is an impulse response function and depends on the system. Introducing the transform, we assume the initial cross-spectral density may be written as
where the elementary function f r is real and even. This expression describes a transform, and provided that the functions ar 0 and f r exist, it is exact. We find ar 0 and f r in a similar way to the method introduced by Wald et al. [2] , taking the Fourier transform of the cross-spectral density. This leads to the following expression
wheref u is the 2D Fourier transform of f r. The shape of the function f r can be found from the inverse Fourier transform. It can then be normalized. The coefficient function ar 0 can be found in a similar way:â
In practice, instead of the exact transform in Eq. (2), we use the corresponding discrete sum:
Here r mn x m ; y n are sampled on a grid as x m mΔx and y n nΔy. The values of Δx and Δy are found by establishing a sampling criterion based on the partition of unity condition [11] . We take the Fourier transform of the cross-spectral density to givê
Interchanging the order of integrations and sum and performing the Fourier transforms using the shift theorem yieldŝ
We once again assume f r is real and even, so we can sayŴ
and provided that the sum exists, this leads us tô
A. Numerical Analysis: The Schell-Model Beam
The concept of Schell-model sources has been widely used to describe the structure of spatially, partially coherent sources and the far zone representation of the respective optical field [12, 13] . In particular, Gaussian Schell-model (GSM) sources characterized by Gaussian distributions of both the optical intensity and the complex degree of spatial coherence have been extensively analyzed [10, [14] [15] [16] . This approach is popular mainly because the mode sources of this type represent many actual sources to a good approximation and are mathematically convenient to work with. A source is said to be Schell type if its crossspectral density has the form
If its cross-spectral density and its intensity envelope have a Gaussian profile, the source is said to be a GSM. The quasi-monochromatic GSM beam is one of a very limited number of partially coherent fields that can be propagated analytically [4] . The fact that they can be propagated analytically make them very useful in verifying numerical propagation algorithms. The essential point is that the degree of spectral coherence depends on r 1 and r 2 only through their difference. To evaluate this transform numerically, we construct the cross-spectral density of the Schell-model beam using measurable quantities: the intensity profile of the beam I 0 and the coherence distribution γ:
Both I 0 r and γr are 2D quantities, and so finding the Fourier transform of W 0 r 1 ; r 2 involves a 4D integral. To avoid this calculation, we go directly to the 2D quantityŴ 0 u; −u bŷ
whereÛu andγu are the Fourier transforms of Ur (the intensity distribution) and γr (the coherence distribution), respectively.
The elementary function method was tested in the first instance for a GSM beam. To find the crossspectral density, the Fourier transform of the intensity distribution is calculated and then squared to giveÛ 2 . A Fourier transform is applied to the coherence distribution to giveγ. These two quantities are convolved to giveŴ 0 u; −u.
Referring to Eq. (2), the elementary function can be found fromŴ 0 u; −u using the following relation:
Next, using the sampling criterion outlined in [1] , we calculate the number of functions required to represent the source. The elementary functions are, in general, not orthogonal, and thus finding the expansion coefficients becomes more difficult than for orthogonal sets of functions. Unser [11] presented a sampling and interpolation theory for nonorthogonal basis sets, which we use to find a sampling criterion and to retrieve the values of the coefficients. The traditional Shannon-Whittaker sampling criterion cannot be applied, since it implies that sinc functions of appropriate width will be used as interpolation functions. In our case, the interpolating function (i.e., the elementary function) will not be a sinc function, and its width will be different from that assumed in traditional sampling and interpolation.
We can write the intensity in terms of the cross spectral density:
and, from this, define our basis functions:
The new coordinatesr x;ỹ x∕Δx; y∕Δy ensure that the function is sampled at integer values, and the constant D ensures that φ0 1. These changes allow us to use the three conditions for expansion presented by Unser. Following the argument presented in [1] , we arrive at an expression for the sampling distance Δx:
where σ I represents the FWHM of the intensity distribution, and σ g is the width of the coherence distribution. The value given to c depends on what we consider to be the full width of the Gaussian distribution. Common practice when handling a Gaussian distribution exp−x 2 ∕σ 2 is often to consider values over a width of 6σ, i.e., for jxj ≤ 3σ, while values for larger jxj are considered to be zero. This corresponds to using c exp−9 ≈ 1.23 × 10 −4 . The number of elementary functions to be propagated is calculated by dividing the value for Δx into the full width of the intensity distribution (i.e., 6σ I ). For this example case, we choose the values for σ I and σ g as 0.01 and 0.02 m, respectively. These values produce a Δx of 0.0074 m which corresponds to nine elementary functions. Starting with an elementary function positioned at the center of the source, we position four functions on either side, each centered a distance of Δx away from the previous function. The weighting coefficients are calculated as a distribution, which we sample in the same way. The weighting distribution is calculated as follows:
Each shifted elementary function is squared and then weighted to give the reconstructed intensity distribution U r r:
A plot of the nine shifted, squared, and weighted elementary functions required for this GSM beam example is shown in Fig. 1 . In Fig. 2 , the numerical results of the elementary function method are compared to those previously obtained analytically. Figures 2(a) -2(c) are calculated numerically using the same coherence width and intensity width as in the analytic calculations shown in Figs. 2(d)-2(f), respectively. In each case, the numerical result bears a close resemblance to the equivalent analytic result below it. In Fig. 2(d) , the calculated weighting function has some negative elements that drive the two second-to-largest shifted functions negative. In the numerical case, the weighting coefficients are positive, but the reconstructed intensity still closely matches the original intensity profile.
Measuring the Spatial Coherence
Excimer lasers are operated in pulsed mode with a broad linewidth, meaning that both the temporal and spatial coherence are low. Excimer lasers are quite often line-narrowed for use in lithographic systems that can increase the coherence of the laser quite dramatically. Many lithographic systems also use homogenizing optics to smooth the intensity profile of the beam, which can have an effect on the spatial coherence length of the source. To develop an accurate model of a lithographic imaging system, precise information about the degree of spatial coherence of the source is needed.
Many methods to measure spatial coherence of a light source are based on the Young's double slit interferometer. In 1938, Zernike [17] determined the degree of coherence directly from the visibility of the interference fringes formed in a Young interferometer. Methods based on the measurement of fringe visibility have involved masks containing two apertures, but this has the disadvantage that the mask must be moved laterally to sample all parts of the beam [18] . Also, if the phase and modulus of the complex degree of spatial coherence are shift variant, a single interferogram is not sufficient to fully characterize the light field. Methods using coded arrays have an advantage over two aperture systems: the data gathered from a single exposure of an array of many pinholes can be equivalent to several exposures of a double aperture system. Nugent and Trebes [19] , Castañeda and Jaroszewicz [20] , and Garcia-Sucerquia and Castañeda [21] proposed an alternative to the double pinhole measurement: using a mask with multiple apertures spaced nonredundantly and analyzing the Fourier spectrum. The spacing between apertures in the array determines the class of coded array. If the spacing between each pair of apertures is unique, the array is called nonredundant; if the spacing between each set of apertures is equal, then the array is called uniformly redundant. Mejía and Gonzáles [22] have shown experimental results of a method involving a nonredundant array. Their experimental setup includes an array with five apertures. Each spacing is unique and an integer multiple of the smallest spacing. The mask is illuminated by a coherent laser source (633 nm) decohered using a piece of rotating ground glass. When the array of pinholes is illuminated by the source, a pattern is produced which is the result of the interference of each aperture pair adding together. Fourier analysis of the far-field interferogram follows. The degree of spatial coherence can be deduced from the visibility of the interference fringes multiplied by a factor dependent on the intensity at each aperture as shown by Wolf [23] .
A. Experimental Design
The design of the pinhole plate is shown in Fig. 3 . The layout of the pinholes is suitable for measurements of spatial coherence in both the horizontal and vertical direction, or the long and short axis of the beam. The diameter of the pinholes differs in the arrays: the pinholes in array A are 5 μm in diameter, the pinholes in the arrays labelled B are 10 μm in diameter, and in arrays labelled C the pinhole diameter is 15 μm. The spacings between the pinholes are as follows: 1-2 0.16 mm, 2-3 0.08 mm, 3-4 0.32 mm, and 4-5 0.40 mm.
The spacings chosen from an array with one degree of redundancy, i.e., one aperture pair spacing occurs more than once. The chosen design will allow coherence measurements at several spacings within the expected coherence length of the sources, but the trade-off is one separation occurring twice. This can be avoided by increasing the pinhole separations, but this results in fewer pinhole pairs within the coherence length of the source. To optimize the measurements, his compromise was accepted, and the data corresponding to the redundant spacing was ignored during data analysis. Golay presents a discussion on the optimization of nonredundant arrays in [24] .
The five pinholes in this design will produce nine classes of aperture pairs. Under spatially, partially coherent illumination, the effective contributing classes will be chosen by the modulus of the complex degree of spatial coherence in such a way that its magnitude specifies the weight of the contribution and its support the number of contributing classes. From this, the modulus and complex degree of coherence can be determined.
The expected results can be derived using the elementary equations for the theory of partial coherence found in Born and Wolf [3] . They show that when two quasi-monochromatic light beams interfere, the intensity at point Q in the interference pattern is given by
This equation is valid as long as the path difference js 2 − s 1 j cjτj introduced between the interfering beams, is small compared to the coherence length, i.e.
−ΔSj js
where c∕Δν λ 2 ∕Δλ. Within this range of validity, the correlation between the vibrations at any two points P 1 and P 2 in the wave field is characterized by the mutual intensity, J 12 , rather than by Γ 12 τ, i.e., by a quantity that depends on the positions of the two points, but not on the time difference τ. It follows that −γ 12 τj ≈ jj 12 j; (21) so that jj 12 j represents the degree of coherence of the vibrations at P 1 and P 2 (and 0 ≤ jj 12 j ≤ 1). The phase β 12 of jj 12 j represents their effective phase difference. j 12 , just like γ 12 τ, which is a special case, is usually called the complex degree of coherence, and J 12 is called the mutual intensity. Equation (19) can be extended for interference of multiple sources, as in the case of a pinhole array. In the case of three pinholes, assuming uniform intensity across the source, the intensity at point Q in the interference pattern is given by
Performing a Fourier transform of the intensity expression gives
This shows that a Fourier transform of the intensity in the image plane of the interference pattern will produce a delta function with magnitude proportional to the sum of the intensities of the interfering beams. On either side of this delta function, there are delta functions of a lower magnitude, corresponding to a different frequency or interaction between a pair of apertures. For an interference problem with three apertures, there are three resulting delta functions located on either side of the central maximum.
The spacing of the functions is related to the distance between interfering apertures in the array, their height depends on the number of apertures in the array. In the case of three pinholes illuminated with fully spatially coherent light, the height of the sidebands is one third of the normalized central delta function and for five pinholes, the magnitude is one fifth. In Fig. 4(a) , the intensity cross section for a simulation of a pinhole array illuminated with perfectly spatially coherent light is shown. Figure 4(b) shows the corresponding normalized Fourier spectrum in this case. As expected, for an array of five pinholes, the magnitude of the delta functions on either side of the central maximum is one fifth the magnitude of the central peak.
The magnitude of the sidebands decreases with decreasing spatial coherence. According to Eq. (23), taking the ratio of the magnitude of each sideband with respect to the central (unnormalized) delta function and multiplying by a factor related to the number of pinholes in the array, the visibility of the interference fringes can be calculated. A plot of pinhole separation versus fringe visibility will give a value for the complex degree of coherence j 12 , which is analogous to γ 12 defined previously.
B. Experimental Results for 248 nm Source
Spatial coherence measurements were taken using 248 nm Braggstar KrF excimer source. This is a pulsed source running at 5 Hz with an output of 4.2 mJ. The raw laser beam had a rectangular profile 8 by 3 mm approximately arriving at the pinhole plate. Measurements were taken using the 10 and 15 μm pinholes, oriented horizontally and vertically.
The pinhole plate was orientated such that both vertical and horizontal measurements were taken, corresponding to the long and short axis of the beam profile, respectively. Figure 5 shows the output image from the camera for the case of the 10 μm pinholes. A line sample was selected perpendicular to the interference lines, through the center of the image, to include the pixels of maximum intensity. This sample was extended to include 10 pixels on either side and integrated to calculate an average intensity value. A Fourier transform was then performed on the resulting 1 × n array of averaged intensity values, where n is the number of pixels in the original line sample. Fourier transform of the raw image data seen in Fig. 5(a) . Similarly, the intensity cross section along the long axis of the beam is shown in Fig. 5(d) , and the corresponding Fourier transform of the data in Fig. 5(b) is shown in Fig. 5(f) . Figure 6 shows the visibility of the interference fringes as a function of pinhole separation for both the long and short axis for the 248 nm source. An estimate of the spatial coherence of the source in both directions is taken at a reference level of 50% visibility, which corresponds to the laser manufacturer's choice for measurement of the coherence width. For this source, a coherence length of 285 μm in the short axis is observed. If we compare these results with those expected for this source, they are consistent. The source has a greater coherence length in the short axis of the beam than in the long axis. The manufacturer reports a value of 275 μm, and our results give an initial estimate of ≈270 μm for the coherence length in the short axis of the beam. In the long axis, the expected coherence length is 75 μm. Our apparatus did not register a measurement for pinhole separation of less than 80 μm which falls below the 50% visibility reference level that we used to estimate the spatial coherence length. However, this result is still suitable for inclusion in our beam model as the entire coherence distribution is taken into account.
C. Coherence Distribution
A Gaussian fit was applied to the coherence distribution data for the 248 nm source. In both cases, the fit was applied to the experimental data using the curve fitting toolbox in Matlab. The Gaussian curve was not constrained to pass through the maximum visibility point. The reason for this is that the maximum visibility was not measured experimentally. In theory, a maximum visibility measurement of 100% is expected for two overlapping pinholes illuminated with partially coherent light. However, we can assume that if we were to have completed this measurement in the laboratory, it would be subject to the same error as the other measurements taken. Figure 7 (a) shows the measured coherence distribution data for the short axis of the source (starred data points) and the best Gaussian fit is given as a solid line. The coherence distribution data for the long axis of the source beam (starred data points) and corresponding Gaussian fit (solid line) is plotted in Fig. 7(b) .
The root mean square (rms) error for the Gaussian fit applied to the data taken for the short axis of the 248 nm beam [ Fig. 7(a) ] is 5.47%. For the fit applied to the data corresponding to the long axis of the beam [ Fig. 7(b) ], the rms error is 8.53%.
Application of the Elementary Function Method
We now apply the elementary function method to the propagation of a real beam; in this case we use the measured intensity profiles and coherence distributions of the long and short axis of the 248 nm Braggstar source. As shown earlier, we go directly to the 2D cross-spectral density,Ŵ 0 u; −u, and following the same series of steps, we arrive at the elementary function for the source.
Initially, we assumed that the sampling criterion outlined in the previous section for the GSM beam is sufficient for this more "Super-Gaussian" intensity distribution. However, this resulted in under-sampling, which manifests as a noisy intensity distribution for the reconstructed beam. The width of the elementary function is small, and the sampling predicted by the GSM case results in an insufficient overlap between adjacent functions. Thus a larger overlap than predicted by the GSM is needed to accurately sample the beam. We return to the initial sampling criterion outlined in [1] and the sampling distance Δx and the weighting distribution ar for this beam profile can be found. The sum of the weighted elementary functions is compared to the original intensity distribution and presented in Fig. 8 . Reducing the noise in the weighting distribution results in a smoother reconstructed intensity profile, and for both the Fig. 8(a) short axis and 8(b) long axis, the reconstructed intensity plot corresponds well with the original intensity profile.
A. Imaging an Opaque Edge
In 1965, Watrasiewicz calculated the intensity in the image of an opaque edge. Based on Hopkins' approach to partial coherence [25] , the intensity in the image plane is calculated due to one point of the effective source, followed by integration over the whole area of the effective source to give the intensity distribution due to the whole source. For initial partial spatially coherent calculations, we assume the source to be a GSM source. The partially coherent image of an opaque edge was calculated and compared with the image of an opaque edge for incoherent and coherent illumination with a Gaussian intensity distribution. The results are shown in Fig. 9 . In all cases, the width of the Gaussian intensity distribution is the same (σ I 1000 μm) and the coherence width (σ g ) was varied. In Fig. 9 (a) σ g 100 μm, which requires 115 elementary functions to be propagated. In Fig. 9 (b) σ g 10 μm, requiring 1145 elementary functions, and in Fig. 9 (c) σ g 1 μm, with 11,459 elementary functions to be propagated. The numerical aperture of the imaging system is 0.55 and the wavelength is 248 nm. In Figs. 9(a)-9(c) the intensity at the edge of the image corresponds well with the purely coherent case despite the decreasing coherence. In fact, the points representing the partially coherent data coincide with the coherent data points in these first three plots. The reason for this is that in each of these cases the defined width of the coherence distribution is still large compared to the point spread function of the imaging system. As such, the intensity at the edge in the image of the opaque edge appears consistent with coherent imaging. In Fig. 9(d) , σ g is sufficiently small so that the imaging appears less coherent, the partially coherent data points can be distinguished on the plot, and the intensity at the edge lies between the coherent and incoherent extremes.
In Fig. 10 , the opaque edge is illuminated by the real beam in one-dimension with the system numerical aperture of 0.55. The spatial coherence distribution in both Fig. 10(a) short axis and 10(b) long axis is large compared to the point spread function of the imaging system, and, as we expect (given the results in Fig. 9 ), the intensity in the image of an opaque edge illuminated by the real beam corresponds with the purely coherent case. As before, the data points corresponding to coherent illumination coincide with the partially coherent data points.
Modelling an Imaging Beam Homogenizer
The homogenization of laser beams is an important issue in the areas of laser material processing, laser measuring techniques, and laser analysis. In lithography, uniform illumination at the target plane is especially required, along with a welldefined energy-or power-density value. The rectangular beam produced by most excimer lasers must usually be reshaped to match the needs of the process. Because of the shape and intensity profile of the raw excimer beam, these transformations cannot be made using the simple optical systems used for lasers with well-behaved Gaussian beams. The most popular technique is beam integration, or beam folding, that consists of mixing fractions of the input beam to smooth out the intensity spikes [26] [27] [28] [29] [30] . This device implicitly assumes spatial incoherence of the mixed beams.
Beam-folding homogenizers are designed on the principle that the source beam is divided into subsections that are superimposed on top of one another. There are two types of beam-folding homogenizers: imaging and nonimaging. Both types of homogenizers use arrays of crossed cylindrical lenses or square spherical lenses to divide the beam into beamlets. The beamlets are then passed through a spherical (Fourier) lens to be overlapped at the homogenization plane. The difference between the two types of homogenizers is that nonimaging homogenizers use a single lens array with a spherical lens, imaging homogenizers use two lens arrays and a spherical lens.
The imaging beam homogenization system modelled here is based on a system from Suss MicroOptics. It has been designed for use with the 248 nm source, and comprises two square spherical lenslet arrays and a spherical Fourier lens. Prior to entering the beam homogenization optics, the raw beam passes through a randomizing phase plate (or rotating diffuser). The purpose of the rotating diffuser is to reduce the spatial coherence by the addition of static aberration. The performance of a lenslet array is generally improved by the additions of a randomizing aberration plate. If such a randomizing phase plate is used, then only the dynamic effects in the laser will contribute to further suppression of coherent artifacts, and the static (fixed) aberrations of the laser do not matter and should not be included in the laser characterization [31] .
A wavefront arriving at the first microlens array of an imaging homogenizer is divided into an array of beamlets. The second microlens array, along with the Fourier lens, images the complex amplitude of the incident wavefront onto the image plane, where each beamlet is overlapped with a certain magnification. The superposition of beamlets averages out any intensity fluctuations in the incident wavefront if the beamlets are mutually incoherent; a greater number of lenslets results in greater uniformity in the image plane [32] . On a basic level, for light of arbitrary coherence, this process may be compared to the phenomenon of multiple beam interference [3, 33] . Earlier, in Section 3.A, the theory behind the interference pattern created by light incident on a nonredundant array was introduced. In the double-slit case, the intensity at a point in the image plane is equal to the sum of the intensities of the two beams multiplied by an interference term. If the source is spatially incoherent, the interference term is zero. If the source is partially coherent, the interference term begins to grow, becoming more significant as the coherence of the source increases. Here we will approximate the effect of an imaging homogenizer using a special case of multiple beam interference: the aperture (or "slit") diameter and aperture separation are the same, and are equal to the diameter of a single lenslet (Fig. 11) . With the exception of the beamlet corresponding to the center lenslet (on the optic axis), a phase shift, dependant on distance from the optic axis, is applied. The beamlets are then added together.
A. Elementary Function Method Applied to an Imaging Homogenizer
The proposed homogenization model is applied to the partially coherent excimer source. Each shifted elementary function is propagated through the imaging homogenizer using the special case of multiple beam interference, squared (to give the intensity) and then weighted according to its position in the source. The weighted intensities are then summed. In Fig. 12 , the intensity in the image plane of an imaging homogenizer is shown for GSM sources of fixed intensity width (σ I 0.1 mm) and various coherence widths (σ g ). In effect, the degree of coherence of the source is decreasing in each step in Figs. 12(a)-12(f) as the width of the coherence distribution becomes increasingly small relative to the width of the intensity profile of the source. In Fig. 12(a) , the coherence width is equal to the intensity width, resulting in a highly spatially coherent source. According to our sampling criterion, 13 elementary functions are required to represent the source. As the width of the coherence distribution decreases [Figs. 12(b)-12(f)], the degree of spatial coherence of the source decreases, and as a result, the fluctuations in the intensity profile gradually decrease to produce a more uniform intensity distribution.
From Fig. 12 it is clear that the relationship between the coherence and intensity width is key to the effects (if any) seen in the image plane of the imaging homogenizer. The number of elementary functions required gives a good indication of the degree of spatial coherence of the source, and can be a useful predictor of the outcome of imaging such a source through a homogenizer. Furthermore, in both cases, the nonuniformity in the intensity profile in the image plane of the homogenizer as a result of the coherence properties of the source is not trivial.
Next, we apply the model to the data gathered from the 248 nm excimer source. We do this in three stages. First, we examine the effect produced when the imaging homogenizer is illuminated by a spatially incoherent source with the same intensity width as the excimer beam. Second, we look at a GSM source with the same measured intensity and coherence values as the excimer beam. Finally, we model the effect of illuminating the imaging homogenizer with the real excimer beam. Figure 13 shows the simulated intensity in the image plane of an imaging homogenizer illuminated by a spatially incoherent source with the same intensity width as Fig. 13(a) , the short axis and 13(b), the long axis of the 248 nm excimer beam. The intensity width in Fig. 13(a) is 3.27 mm, and in Fig. 13 (b) the intensity width is 8.964 mm and in both cases, the fluctuations in the intensity profile are very low, as we would expect to see from a spatially incoherent source.
Next, the intensity and spatial coherence data for the 248 nm beam is applied to a GSM beam, which is modelled using the elementary function method. The intensity widths (σ I ) and coherence widths (σ g ) are assumed to refer to the FWHM's of Gaussian distributions, and the elementary function and sampling distribution is calculated as before. Figure 14 shows the intensity in the image plane for the 248 nm beam assuming illumination along Fig. 14(a) , the short axis of the beam, and Fig. 14(b) , the long axis of the beam. The intensity and coherence widths in Fig. 14(a) are 3.27 and 0.67 mm, respectively, resulting in 57 elementary functions to be propagated, and in Fig. 14(b) the intensity and coherence widths are 8.946 and 0.214 mm, respectively, requiring 479 elementary functions. In Fig. 14(a) , the fluctuations in the image plane are considerable and the intensity profile is highly nonuniform. Figure 14(b) shows a smoother intensity profile in the image plane, due Fig. 11 . Special case of multiple beam interference to imitate the effect of a lenslet array. The aperture (slit) diameter is equal to the aperture separation. The beamlet corresponding to the central lenslet is unaffected. A phase shift, dependant on the distance from the axis, is applied to all other beamlets. Beamlets experiencing the same phase shift will interfere with each other, e.g., beamlet 2 and 2 0 will interfere with each other, as will 3 and 3 0 .
to the much lower level of spatial coherence along this axis. This result is reasonable considering the coherence measurements for this source. Along the short axis of the beam, the width of the coherence distribution corresponds to 20% of the width of the intensity profile of the source; along the long axis of the beam, the coherence distribution covers just over 2%. The final part of this study involves the application of the homogenizer model to the real 248 nm source data using the elementary function method. Figure 15 shows the simulated intensity in the image plane of an imaging homogenizer illuminated by the partially coherent excimer beam. As in Fig. 14 , a pronounced interference effect is seen when the homogenizer is illuminated by the short axis of the beam. The long axis of the excimer beam has a much lower degree of spatial coherence and thus the intensity profile produced by the imaging homogenizer is much smoother. It is clear from both Figs. 14 and 15 that the use of an imaging homogenizer with a source with the level of spatial coherence present in the short axis of the beam, does not smooth the final intensity (as we showed earlier for the fully coherent source). The spatial coherence of the source manifests itself in dramatic interference effects in the image plane of the homogenizer, and thus the source is not ideal for applications involving high-resolution imaging. The imaging beam homogenizer is really only suitable for use with spatially incoherent sources, and the coherence properties of this excimer beam will produce dramatic interference effects in the image plane of the homogenizer.
Conclusion
The elementary function method has been successfully applied to a GSM beam of various degrees of spatial coherence, and to the real 248 nm Braggstar excimer source. While the elementary function method provides a way to reduce the complexity of propagation calculations for a spatially, partially coherent source, some assumptions and approximations are necessary. For the case of the source modeled in this study, these assumptions are not debilitating. The results of imaging an opaque edge have proven useful in understanding high-resolution imaging at this level. A partially coherent source with a relatively high degree of spatial coherence (i.e., the excimer source) will appear approximately coherent as long as the FWHM of the coherence distribution is greater or equal to the FWHM of the point spread function of the system. Imaging at 248 nm with a numerical aperture of 0.55 produces a narrow point spread function with an FWHM on the order of a micron or less. The effects of imaging with partially spatially coherent light will only become apparent when the coherence distribution becomes narrower than this. The elementary function method was then applied to the homogenizer model in three different ways. First, a source (filled with delta functions) was defined with a width corresponding to the intensity width of the excimer source along the x and y axis. The simulated intensity in the image plane of the Fourier lens was quite uniform, with only slight fluctuations visible in the intensity distribution. Second, the model was applied to a GSM beam with the same intensity and coherence widths as the 248 nm beam. The fluctuations in the intensity distribution in the homogenizer image plane were considerably large for the short, and more coherent, axis of the beam. A more effective smoothing was seen along the less coherent long axis. Finally, the model was applied to the real 248 nm excimer beam. The result was similar to the GSM case: the coherence properties along the short axis of the beam produce dramatic interference effects in the image plane of the homogenizer, while a smoother intensity profile is produced when the homogenizer is illuminated with the long axis of the beam. From these simulations it is clear that the coherence properties of the excimer beam give rise to undesirable interference effects in the image plane of an imaging homogenizer, which, without further averaging, would greatly hinder high resolution circuit printing. 
