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A Euclidean SU(2) monopole consists of a connection and Higgs field on an 
SU(2) bundle over T 3 , satisfying certain partial differential equations. Monopoles 
may equivalently be described in terms of holomorphic vector bundles on twistor 
space, algebraic curves in twistor space, rational maps, or solutions to Nahm's 
equations (a set of ODEs for matrix-valued functions), all satisfying some fur-
ther conditions. Research by Atiyah, Donaldson, Hitchin, Nahm and others has 
provided a beautiful and relatively complete picture of these different viewpoints 
and the links between them. 
Monopoles have also been studied on hyperbolic space 1H1 3 , although the cor-
responding picture in this case is less well understood. One difficulty is that the 
conditions which must be imposed in order for all the various correspondences 
to be valid have not yet been completely determined. A partial answer is given 
in Chapter 2, where it is proved that any hyperbolic monopole arising from a 
spectral curve satisfies a certain natural boundary condition. The proof uses the 
algebraic geometry of the spectral curve and is similar to Hurtubise's proof of the 
analogous result in the Euclidean case. 
A large part of this thesis concentrates on the "Braam-Austin" description of 
hyperbolic monopoles. This is the hyperbolic version of Nahm's description of 
Euclidean monopoles; a monopole corresponds to a pair of discrete matrix-valued 
functions satisfying some difference equations. Euclidean monopoles appear as 
limits of hyperbolic monopoles as the curvature of IHP tends to zero. This "Eu-
clidean limit" is described geometrically and is studied in terms of Braam-Austin 
data. Explicit conditions are given for such a sequence to have a subsequence 
converging to a Euclidean monopole. The result depends on a conjecture (4.5) 
about properties of Braam-Austin monopole solutions. 
Explicit solutions are given in the case of charge 2, based on Ward's solution of 
the discrete Toda equations. The geometry of hyperbolic 2-monopoles is discussed 
in some detail, including their spectral curves and the case of "widely separated" 
monopoles. The Euclidean limit for charge 2 is illustrated explicitly. 
I would like to thank my supervisor, Michael Singer, whose help and patience 
have made this thesis possible. I would also like to thank the numerous other 
people, in Edinburgh and beyond, who have helped me mathematically or who 
have been good friends over the past few years - and especially those who have 
done both! My thanks go to the EPSRC for financial support. 
I declare that this thesis was composed by myself and that the work contained 
therein is my own, except where explicitly stated otherwise in the text. 
(Ruth Hawksley) 
	
Chapter 1 Introduction 	 3 
1.1 Bundles and connections .......................5 
1.2 Definitions of monopoles and instantons ..............7 
1.3 Monopoles as circle-invariant instantons ..............9 
1.4 Mass, charge and instanton number .................13 
1.5 Twistor descriptions .........................15 
Chapter 2 Boundary conditions 20 
2.1 The minitwistor correspondence 	................... 20 
2.2 Ward transform 	............................ 24 
2.3 Blowing up 	Z 	............................. 27 
2.4 An expression for the transition map of E 	............. 29 
2.5 A nonsingularity condition 	...................... 33 
2.6 The asymptotic expression for 1.................... 36 
Chapter 3 	Braam and Austin's description 41 
3.1 The ADHM construction 	....................... 41 
3.2 Adaptation for monopoles 	...................... 42 
3.3 Gauge 	group 	.............................. 46 
3.4 Isotropy conditions 	.......................... 47 
3.5 Standard form 	............................. 48 
3.6 Solutions of the difference equations ................. 51 
3.7 Solution for the symmetric charge 2 monopole 	........... 54 
3.8 Centre of a monopole 	......................... 58 
Chapter 4 	Euclidean limit 63 
4.1 Changing the curvature of IV 	.................... 63 
4.2 Moving the boundary of THI3 	..................... 64 
4.3 Nahm's equations 	........................... 65 
4.4 Shift 	of axis 	.............................. 68 
4.5 Analytic functions 	.......................... 70 
1 
4.6 	Convergence definition ........................73 
Chapter 5 Monopoles of charge 2 78 
5.1 Jacobi elliptic functions ........................ 78 
5.2 The general solution 	......................... 80 
5.3 Other conditions 	........................... 84 
5.4 Euclidean 	limit 	............................ 87 
5.5 Small and large separation of centres 	................ 90 
5.6 Spectral 	curve 	............................. 94 
Appendix A Equivariant cohomology 	 100 
A.1 	Background .............................. 100 
A.2 Proof of Proposition 1.4 	.......................101 




I:Sii tI(.1 ItSISI 
A monopole on a 3-manifold M is a soliton solution (meaning it behaves in 
some sense like a particle) to the Bogomolny equations (1.2). These are partial 
differential equations for a connection and Higgs field defined on a bundle over 
M and are a dimensional reduction of the Yang-Mills equations for a 4-manifold. 
For nontrivial solutions to exist M must be noncompact, and for the purposes of 
this thesis M will always be either Euclidean space RI or hyperbolic space W. 
A monopole has two topological invariants, the charge k E Z and the mass 
m E R>0. The mass may be rescaled, at the cost of rescaling the curvature of 
M, so the mass of a Euclidean monopole is generally assumed to be 1. On 1H1 3 
however, or any space with nonzero curvature, the mass is a significant parameter 
(the curvature of hyperbolic space is usually fixed to be —1). On the other hand, 
scaling the curvature of M is equivalent to scaling the mass. It was conjectured 
by Atiyah [4] and proved by Jarvis and Norbury [20] that in 'a precise sense the 
moduli space of hyperbolic monopoles becomes the Euclidean monopole moduli 
space as the curvature of W tends to zero. This corresponds to the mass tending 
to infinity. Their result used a description of monopoles in terms of rational 
maps f : CP1 -+ CP'. A large part of this thesis is devoted to studying the same 
Euclidean limit in terms of more explicit descriptions; it is not easy to recover 
any other description of a monopole from its rational map. The aim here is not 
to study the moduli spaces but instead to understand the convergence in terms 
of sequences of hyperbolic monopoles whose limit is a Euclidean monopole. 
There are several equivalent ways to study monopoles, and the relations be-
tween them are interesting in their own right. The correspondence between "ex-
tended" monopole moduli spaces and spaces of rational maps was proved by Don-
aldson [13] in the Euclidean case, by Atiyah [4] for hyperbolic monopoles with 
integral mass and by Munari [22] for general hyperbolic monopoles. If the mass 
of a hyperbolic monopole is an integer, the monopole defines a circle-invariant 
instanton on R; if not the same process gives an instanton on V \ R 2 with non- 
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trivial holonomy around the removed R. Thus results about integral hyperbolic 
monopoles may be obtained using known facts about instantons, in particular the 
"ADHM" description; but these are not easily generalised to the nonintegral case. 
A Euclidean monopole may be thought of as a translation-invariant "instanton", 
though it will have infinite action (the action is the integral of the norm-squared 
of the curvature over ii). 
Using twistor theory, both Euclidean and hyperbolic monopoles have descrip-
tions in terms of holomorphic bundles over a "minitwistor" space Z [16], which 
is the total space of TIN in the Euclidean case and p1 x IF' in the hyperbolic case 
(where IN denotes the complex projective line). A consequence of this is that a 
monopole determines and is determined by an algebraic curve S in Z, called the 
spectral curve. The procedure for obtaining S is explained by Hitchin in [16], 
and by Murray and Singer in [23] for the hyperbolic case. It will be discussed in 
more detail later. 
The other very useful description of monopoles is related to the ADHM con-
struction for instantons and was first used by Nahm [25]. The ADHM construction 
represents instantons in terms of algebraic objects: vector spaces and a linear map 
between them which depends linearly on x E R 4 . In Nahm's version, for certain 
instantons with infinite action, the vector spaces are infinite dimensional and the 
linear map is replaced by a differential operator. This operator is determined by 
three functions T, (s), T2 (s) and T3 (s) on the interval (0, 2), which have values 
in the 2 x 2 matrices. They must satisfy certain conditions, including Nahm's 
equations: 
ds 
for each cyclic permutation (i,j, k) of (1,2,3). In the hyperbolic case it is more 
obvious how to adapt the ADHM description for integral monopoles, by restricting 
to the circle-invariant case. This was done by Braam and Austin in [12]. The 
result is again a set of matrix-valued functions, this time on a discrete subset of 
the interval and satisfying a set of difference equations, which will be referred 
to as the "Braam-Austin equations". There is as yet no similar description for 
non-integral monopoles. 
Although similar tools may be used to study Euclidean and hyperbolic mono-
poles, the picture in the hyperbolic case is less well understood. In particular it 
is not known what boundary conditions must be imposed on the connection and 
Higgs field of the monopole to ensure that all the correspondences between the 
various descriptions hold. It is shown in Chapter 2 that every monopole (with 
connection V, Higgs field 1 and mass m> ) which arises from a spectral curve 
satisfies the boundary condition 
1(1)1 =m+O(e_2r) 
where r is the geodesic distance from the origin in W. This is a step towards 
finding a complete set of boundary conditions for (V, ). The "Braam-Austin" 
description of integral monopoles, in terms of matrices and difference equations, 
is given in Chapter 3, where it is compared to the standard form of ADHM 
data. Solutions for 1-monopoles and an axially symmetric 2-monopole are given, 
together with some results on centring. Chapter 4 is concerned with the Euclidean 
limit in this picture and describes the way in which Braam-Austin data becomes 
Nahm data as the curvature of 1H13  tends to zero. In Chapter 5 a full solution for 
charge 2 monopoles with fixed centre and orientation is given, following Richard 
Ward's solution of the "discrete Toda" equations [29]; these are essentially the 
same as the Braam-Austin equations. The centre, spectral curve and Euclidean 
limit are discussed in detail for this solution. Some of the results on which the 
Braam-Austin description rests have proofs in terms of equivariant cohomology, 
and these are mentioned briefly in Appendix A. The rest of this chapter contains 
definitions of monopoles and instantons, together with some details about the 
link between them and the correspondence with holomorphic bundles via twistor 
theory. 
Li Bundles and connections 
Let E be a vector bundle over a manifold M. Then the p-forms P(M) on M 
and the E-valued p-forms 1l'(E) are given by 
= F(APT*M) 
= F(APT*M (DE) 
where T*M  is the dual of the tangent bundle of M, F(F) denotes the space of 
sections of the bundle F, and Al' refers to the pth exterior power. A connection 
A on E may be thought of as a covariant derivative DA, which is a map from 
sections of E to bundle-valued one-forms: 
DA: ° (E) -+ cz'(E) 
A will also sometimes be used to denote a one-form with values in EndE, such 
that in a local frame for E, the map DA is given by d+A, i.e. DAS = ds+As where 
d is the (de Rham) exterior derivative. From this point of view the curvature 
FA of A is given by 
FA =dA+[A,A] 
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which is an endomorphism-valued 2-form. In fact, if E has structure group G, 
with Lie algebra g, then FA has values in the adjoint bundle of E. For G 
SU(n), this is the subbundle of EndE consisting of trace-free endomorphisms. 
For general G, its fibres may be identified with g. The 1-form A may also be 
thought of as g-valued, or as a 1-form on the adjoint bundle of E. Note that 
the commutator [A, A] in the above expression is a matrix commutator, but with 
ordinary multiplication replaced by exterior multiplication (wedge product). 
The covariant derivative DA extends to a covariant exterior derivative 
dA: cl"(E) -+ P 1 (E) 
by imposing the Leibnitz rule. To be more precise, using the isomorphism 
lP (E) 	P(M) ® F(E) 
the map dA is given by 
dA(( (9 s) = d( ® s 
+ (_1)deg)( ® DAS 
where ( E QP(M), s E F(E) and d is the exterior derivative. There is an equivalent 
definition of curvature in terms of dA, which is 
FA = dA o  dA 
and any connection A satisfies the Bianchi identity: 
dAFA = 0 
Given bundles E and E' on M, with connections A and A' respectively, there is 
a direct sum connection defined on F = E E' by 
DAAI(S ED s') = DA  ED DA' S' 
Any connection on F which may be written in this form as a direct sum is said to 
be reducible. On the other hand, a connection which does not fix any nontrivial 
subbundle is called irreducible. 
If M is an n-dimensional, oriented Riemannian manifold (so that it has a 
metric (,) and a fixed n-form [vol]), then the Hodge star operator is defined. 
This is a map 
* : c11'(M) —* Q- -P(M) 
defined by the identity 
a  *b= (a,b).[vol] 
an 
where a, b e QP (M). In future, *4 will always denote the Hodge star on R 4 with 
the Euclidean metric, and *3 the star on THP with the hyperbolic upper half space 
metric. Usually no subscript is needed as it should be clear which metric is being 
used. For clarity, connections on bundles over DV will often be denoted by a bold 
A, and connections on ]R3 or 1H13 by A. 
1.2 Definitions of monopoles and instantons 
Definition 1. A monopole is a solution (A, I) to the Bogornolny equations: 
DA4 = *FA 
	 (1.1) 
over an oriented Riemannian 3-manifold M, where A is a connection on an 
SUM-bundle E -+ M, FA is its curvature, and 1, the Higgs field, is a section of 
the adjoint bundle. 
There are monopoles for other Lie groups, and most of the theory generalises 
to these cases, but the generalisations will not be considered here. The group will 
always be SU(2), and so 1? may be thought of as an su(2)-valued section. 
A hyperbolic monopole is a solution to these equations over hyperbolic 
3-space 1H13 , which will usually be thought of in terms of the upper half space 
model, with coordinates (u, t) E C & R >0 . Monopoles on R3 with its standard 
metric will always be referred to as Euclidean monopoles. 
Monopoles are studied modulo the action of the gauge group, G, which may 
be thought of as the group of bundle automorphisms of E fixing IV, or the group 
of transformations between local trivialisations of E. (Physicists refer to "fixing a 
gauge" when they mean choosing a trivialisation.) Two monopoles are equivalent 
if they are related by a bundle automorphism 
g: IV -+ SU(2) 
(a smooth map giving a "change of coordinates" in each fibre). If the action 
of g on sections of E is s i-+ gs, then the action on the monopole is given 
by (DA,) '-+ (gDA g',gIg'). The action on FA is FA gFAg. Given a 
framing (or local trivialisation) of E this is, for 1 and FA, conjugation of matrices 
in the usual sense (although the entries of FA are 2-forms). DA is a differential 
operator, thus if it has connection 1-form a, so that DA(f) = df + af, then the 
action of g E on a is 
a -+ gag' + dgg 1 
There are several boundary conditions which are usually imposed on monopoles 
to ensure that the space of solutions is finite dimensional; one of these is that it 
must have finite energy, i.e. that 
JW (IFAI2 + 
is finite. The norms are zu(2)-norms, so 1(1)1 2 = —tr1)2 . The space of monopoles 
with fixed mass and charge is defined to be the space of solutions which have 
finite energy, modulo gauge. 
FA will sometimes be shortened to F. Another important boundary condition 
is that IJ has a constant (nonzero) limit at infinity, i.e. that if x e 51V is a 
boundary point, choose local coordinates (u, t) centred at x (so x is the point 
(0, 0)), then 
limI1)(0,t)l =m 
t-*O 
This limit m e 11>0 is called the mass of the monopole. For Euclidean monopoles 
in can always be taken to be 1, but in the hyperbolic case scaling the mass also 
scales the curvature. The assumption that W has constant curvature —1 means 
that the mass is a topological invariant. Usually, a slightly stronger boundary 
condition is imposed: that the errors in this boundary approximation decay like 
t2 . So there is a local frame near the boundary where 
	
= (irn _O ) +0(t2 ) 	 (1.2) 
One justification for this is that it holds for any monopole arising from a spectral 
curve. Further explanation of this and a proof will be given in Chapter 2. 
The charge of a monopole is a topological invariant defined by 
P 
k = urn 
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1 
J tr(1)F) 	 (1.3) r-*co 
where S,2 is the sphere radius r in W, centred at the origin. The charge is always 
a positive integer which may be identified with the degree of the map 
: S 	 S2 
where r is large and the image S2 is the unit sphere 	in 5u(2) 	W (for a proof, 
see [15], page 372). 
Definition 2. An instanton on an oriented Riemannian4-manifold M4 is a 
solution A to one of the equations 
*FA = +FA 
	 (1.4) 
where A is a connection on an SU(2)-bundle over M 4 and FA is its curvature, 
which will often be written F. An instanton is called self-dual (SD) or anti-self-
dual (ASD) depending whether the sign in (1.) is plus or minus. 
Instantons are also considered up to gauge, where the gauge group 9 is the 
group of smooth maps g : M4 i—+ SU(2). For the space of instantons on a 
manifold, modulo gauge, to be finite dimensional, instantons are required to have 
finite action. In other words, the integral 
fR4  
must be finite. For R4  instantons this means that A and 1? extend from R' to S 4 , 
by a result of Uhienbeck on removable singularities [28]. 
SU(2) instantons on S have a single topological invariant, the instanton 
number tc E Z>o, given by evaluating the second Chern class of the bundle on 
the fundamental class [S 4 ]. 
1.3 Monopoles as circle-invariant instantons 
When its mass is an integer, a hyperbolic monopole can be described as a circle-
invariant instanton. These are relatively well understood, so this is a useful point 
of view for studying monopoles. It was first pointed out by Atiyah in [4] and is 
the hyperbolic analogue of the description of Euclidean monopoles as translation 
invariant solutions of (1.4) (see [7], p120). The hyperbolic case seems simpler 
in this respect than the Euclidean case, since it involves finite action instantons; 
Euclidean monopoles correspond to "instantons" with infinite action. 
To see how the correspondence works, first take coordinates (x, y )  t, 0) on NV 
(where (t, 0) are polar coordinates on ]R2 ). Then the metric is 
ds2 = dx2 + dy2 + dt2 + t2 d02 
= 2 	 +d02} 
Hence there is a conformal equivalence 
W \ ii 	H3 x S 1 	 (1.5) 
because (dx 2 + dy2 + dt2 )/t2 is the hyperbolic metric for the upper half space 
model of THP (t > 0). This means that THF may be thought of as the quotient 
of J 4  \ R2 by the natural circle action (given by 0). The fixed point set is the 
R2 spanned by x and y, which is the set {t = 01, and this corresponds to the 
boundary of V. 
An instanton A is given by 
A = Adx + A n dy + Adt + A9d0 
and A circle invariant just means that (in some gauge) the functions A i must be 
independent of 0. Writing 
A=A+d0 
gives a way to change between instantons and monopoles (suppressing the pro-
jection map r: S 4 -* IHP), provided the following is true: 
Lemma 1.1. A pair (A,1) satisfies (1.1) if A = A + 1d0 satisfies (1.4) with a 
fixed sign. 
The sign depends on the orientations, so monopoles may correspond to SD or 
ASD instantons depending on the conventions chosen. The proof below uses the 
conventions of Atiyah in [4], starting from a given orientation of ]R 4 and giving a 
correspondence with ASD instantons. 
Proof Use the circle action to orient the t, 0 plane. The orientation of W then 
induces an orientation on the fixed 1l2 (the x, y plane) and this, in turn, orients IH[3 , 
which has the fixed R2  as boundary. The orientation of the fixed R 2 corresponds 
to an "inward-pointing" normal, so that W inherits the opposite orientation by 
this method to the one it has from the equivalence (1.5). If A = A + 1d0 then 
IF = F + (DA + d0)d0 - d0(DA + d0) 
= F+DA(')Ad0 
So, taking account of the orientations, 
- *3 F A dO - * 3DA() 
Thus IF = - * 4 F if and only if * 3F = DA(), i.e. A is an instanton if and only if 
(A, ) is a hyperbolic monopole. 	 LI 
This shows that every hyperbolic monopole is equivalent to an instanton on 
1R4 \ R2 , though there is no reason to expect it to extend to the whole of R 4 . 
Generally it does not extend: 
Lemma 1.2. If m V Z then the instanton A given by the monopole (A, ) does 
not extend to the whole of R4 . 
Proof The problem with extending A to R4 is that dO is singular. If (x, y, u, v) 
are Euclidean coordinates on W, where u = t cos 0 and v = t sin 0, then 
dt = du. cos O+dv. sin O 
dO = dv. cos O— du. sin O 
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which shows that dO is singular at t = 0, but tdO is not. The connection A cannot 
be extended across t = 0 unless there is a gauge where the dO term is zero. By 
the boundary condition (1.2), there is a local frame where 
. 7 m 	0 '\ 
=z(0 _m)+O(t2) 
(recall that "oo" is at t = 0). If m is an integer, g E 9 given by 
f e _imo 	ü 
	
g= 	eimo) 	 (1.6) 
is well defined on R4 \ 11 2 .  Changing gauge with g, the dO part of A becomes 
g'dOg + 0(t2 )dO + g'ôog = 0(t2 )dO 
which is nonsingular, so in this case A may extend. 
On the other hand, any g e Q which removes the dO term must involve e mo, 
since g must satisfy 
(im 	0 '\ ag 
0 190 
near t = 0. Solving these differential equations for the entries of g gives terms 
Ce mo. These functions are not well defined for m V Z, and so instantons on 
R4  \ R2 with nonintegral mass do not extend to R4 . 	 U 
It is a theorem of Sibner and Sibner [26] that the converse is true: when the 
mass is an integer, the instanton does extend to R4 (and so to S4), provided the 
connection and curvature lie in certain Sobolev spaces. 
This shows that the singularity at t = 0 is removable precisely for integral 
monopoles, which seems to imply that the only monopoles for which the S 4 
picture makes sense are those with integral mass. However, looking for a gauge 
where everything is independent of 0 is a fairly crude (and not gauge invariant) 
method of looking for circle invariance. Braam's more sophisticated approach 
([11], pp  430-431) shows that the S 4 picture is in fact useful for m E Z. 
1.3.1 Half integral mass and double covers 
To understand Braam's argument it is necessary to look more closely at actions 
of S' on SU(2)-bundles over S 4 . The structure of SU(2) is important here - there 
are no such complications if, for example, the group is SO(3). 
Let X be a manifold with a circle action M : S —+ Diff(X), E an SU(2)-
bundle on X (the construction is no more complicated in this general case than 
for S4 ), and let 4*  denote the set of irreducible connections on E. If E S', the 
diffeomorphism u() of X is covered by some bundle automorphism of E (because 
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S' is connected). This automorphism is determined up to gauge because the 
group of automorphisms covering the identity is exactly 9. In other words, let 
T C Diff(X) be the group 
T={t():eES 1 } 
and let ]- be the group of all bundle automorphisms covering some element of T. 
Then 
e — gt -- T — e 	 (1.7) 
is exact. Now the natural way to define an action of S' on E is as a homomorphism 
q: S1 -p 7- which covers the action on X: 
/Vf 
Si ,1 'T 
where p is the natural projection. 
Given such an action, S 1 acts on 13* = A*19 and if [A] is a fixed point of this 
action, A is fixed by the action on E up to gauge. 
Lemma 1.3. Let cA C 9 and 71A C 9-1 be the stabilisers of a connection A. 
Then [A] E 13* is a fixed point if 
(1.8) 
is exact. 
Proof If [A] is a fixed point then (1.8) is exact: By exactness of (1.7), the 
projection '1-1 -+ T is onto; every 4) e T is covered by something in 9-1. So if 
'I1A -4 T is not onto then there is some element of 9-1 which moves [A], and [A] is 
not a fixed point. The group GA is the subgroup of ?1A covering the identity, so 
(1.8) is exact for the same reasons that (1.7) is exact. 
If (1.8) is exact then [A] is a fixed point: In this case the map WA -+ T is onto, 
so any diffeomorphism of X induced by some S 1 is covered by something in 
9(A, which fixes A. Since the lift to 1-1 is unique up to gauge, any lift fixes [A]. fl 
For an irreducible connection A, the stabiliser GA  is {±1}, so '71A is an extension 
e—{+1}—*?A—*T--*e 
For hyperbolic monopoles, as described above, T S 1 . Thus WA = Z 2 x 51  or 
WA = 51, where S' is the double cover of S'. The interpretation of this is that 
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the natural way to lift an action of S' on X to an SU(2)-bundle E over X is as 
an 91  action which covers the S' action on X, as this allows either possibility 
for WA.  A circle invariant connection is then one which is invariant under such 
a lift. Note that if there is an S' action on the bundle as well, the weights with 
respect to this action will be half those of the 81 weights. This is the fact which 
allows Braam and Austin in [12] to consider monopoles with half-integral weights, 
and corresponds to the fact that if m is half-integral (but not integral) then the 
matrix g in (1.6) is defined only up to sign, but gauge transformation with g is 
well-defined. 
1.4 Mass, charge and instanton number 
The aim of this section is to find interpretations of the mass and charge of a 
monopole, in terms of bundles and circle actions, and to prove 
Proposition 1.4. Let (A, 1) be a monopole with charge k and integral mass 
m E Z. Let ic be the instanton number of the corresponding instanton A on 
Then 
=2mk 
First consider the definition of . Let E be the bundle over S4 (so ,c = 
c2 (E)) and E the bundle on 1H13 . 45 is the dO component of a circle-invariant 
connection on E, so it encodes information about the circle action. More precisely, 
differentiating the circle action on E gives rise to a vector field X (a "lift of 5/SO"). 
Contracting with the connection, A(X) is an zu(2)-valued section over S, and 
= f*(A(x)) where f : NP —+ S 4  is the composition NP - NP x S' -+ S4 . The 
second map is the conformal equivalence (together with the inclusion into the 
whole S4 ) and NP is identified with 1H13 x {1} C NP x S'. 
Over a fixed point of S 4 , the circle action is vertical, so I is given by the 
infinitesimal action on the fibre. Since S2  is pointwise fixed by the circle action, co 
E152 splits by Grothendieck's theorem as a direct sum L L*
,  with respect to 
which the circle acts via 	
0 F4 
(e 0 	0 
0 e 9 
some p E Z. The infinitesimal action on a fibre is given by ( 
	
0.), so 
comparing with (1.2), p = m. In this way m appears as the weight of the circle 
action at infinity. The invariant k has an interpretation as the first Chern number 
of the positive weight bundle L, which will be a consequence of the proof of 
Proposition 1.4. 
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The next step is to find the action of the instanton and the energy of the 
monopole in terms of t, m and k using the 
Lemma 1.5 (Chern & Well). If  is a curvature 2-form on a bundle B - M, 
then 
det(1 + 	= 1 + c 1 (B) + a2 (B) + 
where a2 (B) E 2 (M) is a closed 21-forrn on M such that the cohomology classes 
[c(B)] E H2 (M) are the Chern classes c1 (B) of B. 
For a proof see, for example, [9]. 	 Li 
Suppose F = ( gi m), then by Lemma 1.5 
r, = 
_lf 
det F = i 
r 
— i / (g1 A g1 + g A 93) 47T 2 4ir .'S4 
So 
Action 
= f tr(TF A * 4F) = - f tr(F A F) 	(since F is ASD) S 4 	 S 4 
= - f 2(gi A g1 + g A 93) = 
Thus Action = —8r2 ic. 
Similarly for the Energy. Note first that I F l2 = lDA l 2  because of the mono-
pole equations. Then 
Energy 
= fH3 
2tr(F A *3F) 
= f 2tr(F A DA)  
= 
fH3






by Stokes' theorem (the sign is due to the orientation of S2 ). So Energy = 00 
—87rrnk, by (1.3). 
Proof of Proposition 1.4 All that remains for the proof is to relate the Action 
and the Energy. The map r S 4 —+ 1H13  will be written explicitly this time for 
clarity. 
Action 
= f tr(FA*41F)  = f trfT*(FA*3F)AdO+-r*(DA(DA*3DA(l))AdOI   (1.9) 
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(cross terms cancel using the Bogomolny equations (1.1)). Everything in the trace 
is independent of 0, so doing the dO integral (1.9) becomes 
27r f tr(F A * 3 F + DA A *3DA) 
i.e. Action = 27r.Energy. 
Substituting the expressions for the Action and Energy already found gives 
the result ic = 2mk, proving Proposition 1.4. 	 Li 
A second proof of (1.4) using equivariant cohomology is given in Appendix A. 
As promised, there is also 
Corollary 1.6. The monopole charge k is the first Chern number of the positive 
weight line bundle L over S,. 
Proof From the proof of Proposition 1.4, 




_zM )  
and F 
= ( 	, ), 
diagonal because F is circle- 
invariant. So F1 is a curvature form on L, tr(F) = 21mF1 and 
2imJS2 F1 =4irmk 	 (1.10) 
o 
Let c be the first Chern number of L, then by (1.5) 
F1 
2ir 
Comparing this with (1.10) gives the result. 
1.5 Twistor descriptions 
Roughly speaking, Penrose's "twistor programme" provides a method for trans-
forming vector bundles with connections into holomorphic bundles over a different 
space. Twistor theory is a vast subject with many applications, and has proved 
an essential tool for the study of instantons and monopoles. One reason for de-
scribing hyperbolic monopoles as circle-invariant instantons is to allow the use of 
the twistor correspondence for S 4 . 
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L5.1 Twistors for S 
In [3], Atiyah describes the twistor correspondence for S 4 in terms of the quater-
nions H. Recall that 
H = {x 1 + ix 2 + jx3 + kx 4 : Xt E R} 
where i2 = 3 2 = k 2 = — 1 and ij = —ji = k. H can also be identified with C2 : 
H = {w i + jw2 : W1, W2 E C} 
The 4-sphere 54  is isomorphic to HP', the quotient of H 2 by scalars acting on 
the right. The twistor fibration : CP3 -+ HP' is the map 
ir: [zi , z21  Z3 Z41C F-+ [z1 + jz2 , z3 + jz41H 
and CF3 is called the twistor space of S4 . The fibre over a point of HP' is 
a complex line CF1 in CP3 ; for example the fibre over [0, 11H  is {[0, 0, z3 , Z41C 
Z3, z 4 e Q. The fibre over a general point [a + jb, 11H e S 4 is given by 
(Zi = ( a - 	( Z3 )
Z2J 	b a / Z4 
Right multiplication by j on HP' induces an antiholomorphic involution a on 
CP3 , namely 
or : [z,, z 2 , z3 , z4 1 	[—z2 , Z1 -4 f3 l 
This has no fixed points, but there are fixed lines; these are the fibres of it and 
are called real lines. The map a gives a "real structure" on CP3 , which can be 
thought of as an alternative version of the conjugation map. 
A vector bundle E on S4 lifts to a bundle E on CP3 , and there are lifts of 
the connection and curvature forms. The reason twistors are important is that 
a 2-form w on S is ASD if its lift D to CF3 is of type (1, 1) (see [3], Chapter 
IV, Proposition 2.7). Since the curvature of a holomorphic bundle always has 
type (1, 1) and any bundle with curvature of type (1,1) has a unique holomorphic 
structure compatible with the connection, E is ASD if E is holomorphic. 
To be more precise about the relation between E and E, suppose P is the 
real line in CP3 corresponding to x e S 4 . Then because E is a pullback, Ep 
is trivial. So a basis of E defines a holomorphic basis for Elp. Conversely 
the fibre E is the space of holomorphic sections of k1p.. The bundle E has 
a unitary structure, or positive Hermitian form. This may be thought of as an 
antilinear isomorphism r : E -* E* such that the Hermitian form on E is given 
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by (u, v) = (u, 'rv). Then 'r defines a lifting of or to E via 
E TE* 
1' _ I 
Cpl> Cp 
(because cr fixes real lines P, and Ep 	E x Pr). T is recovered from f as the 
map induced by ? on holomorphic sections of 
Proposition 1.7. There is a natural 1-1 correspondence between anti-self-dual 
SU(2)-instantons on S 4  (up to gauge) and holomorphic SL(2, C) vector bundles 
on CP3 with an antiholomorphic lift T of or (up to isomorphism). 
This is Theorem 2.9 of [3], Chapter IV. 	 E 
Note that the bundles E each have a natural symplectic structure. 
1.5.2 Circle action 
In this picture, the circle action on 54 = HP 1 can be written 
0 : [qi, q2]H '-+ [eqi, e2q]  
R'1 is included in S via 
q '-+ [q, 11H 
so the action (1.12) corresponds to the action q i-+ e- 2 qe on R4 , i.e. 
z 1 +jz2 	z 1 +je ° z2 
which is rotation in the second factor, as before. The action lifts to CP 3 and 
complexifies to a C action: 
[z1 , z2 , z3 , z4 1 	[ '\ 2  Z1, A2 z 2 , A 2 Z3,  A2 z] 
There are two lines which are fixed pointwise: 
T = {z i = 0 = z3 1 and P1 = {z2 = 0 = z4 1 
and each of these projects back to the fixed S 2 in S4 . They are interchanged by 
a. The C*  action on CP 3 defines a flow, where P1 is the stable manifold and P 
the unstable manifold. Given z e CP 3 , and multiplying by A112 , 
= [z1,Az2,z3,)z4} = ['z 1 ,z2 ,)C'z3 ,z4 ] 
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So 
).z -+ [0, z 2 , 0, z4 ] e IP as I A 1 -4 00 
	
,\.z -p [z,,0,z 3 ,0] E 	as JAI —+0 
Because of this, 
CP3—(IPuP) 	
IP' 	' - + x - 
which is the twistor space analogue of the isomorphism (R4 \ W)/S' ]HI. The 
space PI x F1 is called the minitwistor space of ]HP (the closure of IH1). The 
minitwistor space for 1H1 3  is the same with the points corresponding to S = 9W 
removed. The points of S.2 in S4 are 
11Z1, 11H : z 1 e C} u{[l,0]} 
and the fibres over these points are the complex projective lines 
L 1 = {[z,z 3 , flz4,  z 3 , z41 : z3 , z4 E C \ 0} 
together with L = {[z,, z 2 , 0, 0]}. Looking at the limit points as I ) I tends to 
0 and oo, the lines L 1  correspond to [0, , 0, 1] E P1 and [zi , 0,1,0] e IP; and 
these points are related by a. L corresponds to [0, 1, 0, 0] and [1, 0, 0, 0] in IP 
and P1  respectively and these are also related by a. This set of points represents 
all pairs of points related by a. So let L be the antidiagonal, the set of points 
(w, w_) in P1 x PI such that w = a(w_), then the minitwistor space of ]H1 3 is 
Z = (PI x PI ) \ A . The space Z is the hyperbolic analogue of Hitchin's space 
TP' in the Euclidean case ([161,  §3). 
1.5.3 Spectral curve 
A consequence of Hitchin's minitwistor correspondence is an expression for the 
holomorphic bundle E -+ TIP' as an extension in two ways. These extensions 
may be used to define the spectral curve. A similar result ([4], §4) holds in 
the hyperbolic case, where the monopole defines a holomorphic bundle E -~ 
(PI x PI ) \ A = Z, and this will be of use. Let ir : Z -4 P be the natural 
projections and let 0(r) be the complex line bundle on IN of degree r. Then the 
line bundle O(p,  q) -* Z is defined to be the bundle 
0(p, q) = 7(0(p)) 0 7r(0(q)) 




The involution a induces an involution on Z which lifts to a quaternionic structure 
on E. Pullback under this lift followed by complex conjugation exchanges the 
two extensions. The extensions may be combined to produce a map ço: O(—rn - 
k, m) -* O(—m, m+k). This map is multiplication by a section .F of O(k, k), and 
the spectral curve of the monopole is defined to be its zero set {1 = O}. From the 
definition, the spectral curve is the set of points in Z over which the two bundles 
0(—m—k,m) and O(m, —m—k) coincide and, in particular, O(-2m—k, 2m+k) 
is trivial on the spectral curve. 
The points of the spectral curve correspond to geodesics in W. Atiyah ([4], 
pp29,30) showed that these geodesics I are precisely those on which the solution 
S to 
V1 s+is=O 
(where V1 is the component of V along I) decays exponentially as a function of 
geodesic distance from the origin, in both directions along 1. 
It is necessary for the next chapter to make it clear which curves will be 
considered as spectral curves of monopoles. It was shown in [23] that the spectral 
curve of a hyperbolic monopole with mass m and charge k is a compact algebraic 
curve S c Z in the linear system 10 (k, k)l (so it has genus (k - 1) 2 ) such that 
S is real with respect to a 
. the restriction of 0(-2m - k, 2m + k) to S is trivial 
There are two more conditions suggested by those satisfied by the spectral curves 
of Euclidean monopoles. One is that S has no multiple components, and the other 
is an analogue of Hitchin's nonsingularity condition [17], that Ho (S, Lz(k_2)) = 0 
for z E (0,2) where L is a canonically defined line bundle. Murray and Singer are 
currently working on these as part of their programme [24]. What follows does 
not use them, so the monopoles obtained from spectral curves in the next chapter 
may have singularities. 
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The aim of this chapter is to prove that the boundary condition (1.2), describing 
the rate of decay of the Higgs field, is satisfied for hyperbolic monopoles arising 
from spectral curves. A similar result was proved by Hurtubise [19] in the Eu-
clidean case, by analysing the algebraic geometry of the spectral curve and its 
relation to the bundle E. His strategy will be used to prove 
Theorem 2.1. If (V, (D) is a hyperbolic monopole coming from a spectral curve, 
with mass m >, then T is asymptotically constant and the error terms decay 
like e_2T (where r denotes geodesic distance from the origin). In other words 
IasI =m+O(e_2r) 
The proof uses the structure of the minitwistor correspondence, and so the 
first task is to understand this in more detail. The reason for the condition m > 
will become clear towards the end of the chapter. All the results of this chapter 
hold for monopoles with nonintegral as well as integral mass. 
2.1 The minitwistor correspondence 
Hitchin ([161, 3) constructs the Euclidean minitwistor space TIP' as the space of 
oriented lines in V. In the same way, Z = P1 x PI \ A is the space of oriented 
geodesics in NP. This is intuitively clear, thinking of 1H13 as the interior of the 
unit ball, since a geodesic is determined by its past and future endpoints, i.e. by 
a point of S2 x S 2  (minus the diagonal, since the past and future endpoints must 
be different). The complex structures arising from Hitchin's construction give 
the second sphere the opposite orientation to the first, so that in fact it is the 
antidiagonal A = {( i, o-ij)} which is removed. Coordinates on Z will sometimes be 
written (ij,() and sometimes ([wo ,w,],[zo ,z i ]), where ij = w i /w o and ( = z i /z o . 
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These are related to the CP3  coordinates of the previous chapter by 
Z3 	 Z2 
ZI Z4 
The twistor correspondence gives a formula relating points of Z and geodesics in 




\ - ( t U 	—te ° ( z3 
z - e 0 u ) z4 
where (u, t) E CEBR >o 1H13  are upper half space coordinates on IHP. Eliminating 
0, this pair of equations reduces to 
t2 z3 z4 = (uz3 - zi )(z2 - üz4 ) 
which, in terms of the coordinates (77, () on Z, is 
= (1 - u77)(( + u) 	 (2.1) 
The relationship between THP and Z may be thought of in terms of a correspon-
dence space C C Z x W consisting of those points of Z x W satisfying (2.1). 
Since Z is the space of oriented geodesics in H3 , an equivalent way to define C 
is as the space whose points consist of a geodesic in IHP and a point of THi 3 which 
lies on it. There are natural maps from C to Z and to H. 
It is a straightforward check that the real structure or on CP3 descends to a 
real structure "y on Z given by: 
'(mC)= 
(-,-) 
which corresponds to changing the orientation of the geodesics. 
Fixing a point x = (u, t) E IH[3 fixes a complex projective line L in Z via 
(2.1), corresponding to the set of oriented geodesics through x (the antidiagonal 
does not meet any of the lines Li ). What is more, L x is real, in the sense of being 
fixed by 'y, and all real lines in Z arise in this way. Two of these real lines L x and 
L, corresponding to x, y e II?, meet in exactly two points in Z, which represent 
the two oriented geodesics joining x and y. 
Thus a geodesic in IV defines a pencil of real lines in Z (with one real param-
eter), all of which pass through two points (corresponding to the two orientations 
of the geodesic) and no two of which meet at any other point. For example, 
suppose the geodesic is given by {u = O}, the t-axis in the upper half space 
model. Then for fixed t the real line L(o, t ) is given by (2.1) to be ij = b(, where 
b = l/t2 e R>0 (or equivalently = b'77 with b' = t2 ). So the pencil of real lines 
defined by the geodesic {u = O} is 
P = {77 =bc : be (O,00)} 
The lines in P all meet in the points (77, () = (0, 0) and (i, () = 'y(O, 0). 
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2.1.1 A different viewpoint 
A neat way of writing the twistor correspondence for 1EI is described by Mur-
ray and Singer in ([23], §2); their argument will be summarised in this section. 
Twistor theory was originally developed for Minkowski space M, and hyperbolic 
3-space is isomorphic to the quotient U/IR >o , where U is the open cone of future-
pointing timelike vectors in M and R>0  acts by scalar multiplication. Geodesics 
in IHP are represented by null geodesics in U, i.e. geodesics which have null di-
rection. The R>o-orbit of such a geodesic is a time-like 2-plane in U, and such 
a 2-plane E contains two families of null geodesics. These two families provide a 
coordinate system on E (see Figures 1 and 2). 
0 	 0 
Fig 	 Fig  
Figure 1 shows the time-like 2-plane E in U (with one dimension 
suppressed) and Figure 2 illustrates the two families of null geodesics 
contained in E. Note that each family may be thought of as the R >0 
orbit of any one geodesic in the family. The limiting geodesics form 
the boundary of. 
Matrix version 
Minkowski space M may be identified with the space of 2 x 2 complex Hermitian 
matrices, under 
(Xl - Z* X2 (X 0 , X
1 , X 2 , X3) 	
X 0 +X3 X 1 +iX2 
X = 
	0 - 
Then IX 1 2 = det X and U becomes the cone of positive definite matrices in M. 
The lift of (2.1) to this picture is 
w = Xz 	 (2.2) 
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where w = (w o , wi)t,  z = (z0 , z1)'  (and still = w1 /w o , ( = zi /zo ). There is a 





where the bottom two arrows both represent taking the quotient by a TR >0 action. 
P is the space 
P={[wo ,w 17 z0 ,z i ] ECP3 :D0 z0 + 1 z 1 ER>0 } 
and C' is the the subset of U x P given by 
C'={(X:w,z)EUXP:w=Xz} 
A point [w, z] of P corresponds via (2.2) to the null geodesic 
ww * 	Jz(Jz) 
7[w,z](S) = (w, 
z) 
in U, where s E R>0, * denotes conjugate transpose, J(zo , z1)1 = (i 0)t and 
(w, z) = wz. (Y[w ,zJ(S) is a matrix since w and z are column vectors.) Thus P 
may be identified with the set of null geodesics in U. 
The R>0 -action on P is 
	
A: Iwo , w i ,zo ,zi ] 	[Awo ,Awi ,Azo ,Azi ] 
and taking the quotient recovers the twistor space Z of W: 
P/R>0 = {([w], [z]) E IF' x P1 : (w, z) =A O} 
A point ([w], [z]) of Z corresponds to the R>0 -orbit of the null geodesic 7[w,z], 
which is a null 2-plane in U. So it defines a geodesic in W. Thus the quotient of 
the correspondence recovers the original twistor correspondence. The advantage 
of the Minkowski space picture is that it makes it easier to find a formula for 
the Higgs field along a fixed geodesic 1 = {u = O}. This geodesic 1 is now 
represented by the time-like 2-plane 
\J 
u n O'\ 
H = 	 I : n, v are real and positive 
1 vj 
which is the intersection of the 2-plane of real, diagonal matrices with U. 
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2.1.2 Correspondence for H 
The restriction of the twistor correspondence to the timelike 2-plane H will now 
be explained in more detail. For a point X e H, the line Lx E P is given by 
w = Xz, i.e. 
	
W O = zLz 0 	w 1 = vz 1 	 (2.3) 
(so the quotient is the line 71 = b( in Z where b = v/u). The points of H 
correspond to a pencil P of real lines in P. If [w, z] e P lies on one of the lines 
in this pencil, then (2.3) may be solved for u and v: 
wo 	 Wi 
v=- 
ZO z 1 
except at points of P of the form [0, Wi, 0, z 1 ] or [w0 , 0, z0 , 0]. In the first case u is 
left undefined, and in the second case the same happens for v. The reason is that 
these special points of P correspond to null geodesics in U which lie completely 
inside H. All the other geodesics corresponding to points of P lying on lines in P 
intersect H exactly once, and u and v give the coordinates of the intersection. So 
the two families of null geodesics on H are the families {u = uo } and {v = vo l. 
A point X = (u, v) e H defines a real projective line L X in P, given by 
{[uzo,vzi,zo,zi] : zo ,z 1 E C} 	 (2.4) 
Any two such lines Lx and L y descend to real lines L X and Ly in Z, which 
intersect in the two points 
P1 = ([1, oil  [1,O]) 	P2 = ([011]1[0,1}) 
(coming from z 1 = 0 and z0 = 0 respectively in (2.4)). This fact will become 
important for the calculation of the parallel transport coming from the Ward 
transform. 
2.2 Ward transform 
The Ward transform relates bundles with connection on W to holomorphic bun-
dles on Z. This section contains a brief explanation, which is then used to find a 
formula for (D (near )W, along the fixed geodesic 1) in terms of the geometry of H 
and U. Given a bundle E -+ W, its Ward transform E -* Z is the holomorphic 
bundle with fibres 
= {e E F(1, E): (V 1 - i)e = O} 
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where I is the geodesic in W corresponding to (ij, () e Z and V1 is the covariant 
derivative in the direction of I. E is recovered from E by 
E = H° (L,O(E)) 
(certainly, E thus defined is a vector bundle, since the restriction of E to any real 
line L is trivial). The connection and Higgs field on E are also defined by E, in 
a more involved way which will be explained in §2.2.1, §2.2.2 and §2.2.3. 
There is a similar relation between the pullbacks E(u) -* U and E(p) -+ P of 
E and E to U and P respectively. P is a 5-dimensional real manifold, so E(p) 
cannot be holomorphic, but it is a CR-bundle. A definition of CR-bundles will 
not be given here; it is enough to know that the restriction of E(p) to any real 
line Lx IF', corresponding to a point X of U, has a complex structure with 
respect to which the restricted bundle is holomorphically trivial. In addition, if 
E(u) is the pullback of a bundle on IHP, with a pullback connection, then E(p) is 
the pullback of a holomorphic bundle on Z. For details of this correspondence 
see ([23], §3). 
2.2.1 Parallel transport 
Let E -p Z, a holomorphic bundle, be the Ward transform of the bundle E -+ 
IHi3 with connection A, and suppose x, y e 1H13 lie on the geodesic I. Then the 
corresponding projective real lines L and L in Z meet in two points. Let p be 
the one which represents 1, when it is oriented so that the positive direction is 
from x to y. Let e E E be a point in the fibre of E over x. To define the parallel 
transport of e along I from x to y, first recall that 
Ex = H° (L X  , 0(E)) 	E = H° (L, 0(E)) 
So e is represented by a section s of E over L. The restriction of E to any real 
line is trivial, so there is a unique holomorphic section s' of E over L such that 
s(p) = s'(p). This section s' represents a point e' e E, which is defined to be the 
parallel transport of e along I to E. The fact that this parallel transport does 
determine a connection A is a consequence of the existence of a Ward transform. 
2.2.2 R>0-invariant bundles over H 
Suppose E(u) -+ U, with connection A(u), is the pullback of E 	1H13 , connection 
A. Then (E( u), A(u)) is R>0 -invariant, as is its transform E( p) -+ P, and E(p) is 
the pullback of some holomorphic E -* Z. The plane H in U corresponds to the 
geodesic 1 in IHP. By §2.1.2, evaluation at Pi  and at P2  each define a connection on 
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E 1 , because if x, y E 1 then the real lines L, L in Z intersect at Pi  and P2•  But 
these connections also lift to connections V', V 2 on E(u)In. To see what these 
are, note from (2.4) that if (u, v 1 ), (u, v 2 ) e H then the corresponding lines in P 
intersect at [u, 0, 1, 0] E P, which is in the preimage of ([1, 0], [1, 0]) = Pi E Z. So 
parallel transport with V', the lift of the connection on E defined by evaluation 
at Pi,  is the same as parallel transport along one of the null geodesics u = uo in 
H with A(u) (i.e. in the v direction). In the same way, parallel transport with 
V2  is parallel transport along v = vo with A(u).  They are defined for parallel 
transport between any pair of points in IT, because the orbit of any point of 11 
has a representative on any given one of the null geodesics in either of the two 
families. It makes no difference which geodesic in the family is chosen. 
2.2.3 A formula for 
The coordinates (u, v) on H give homogeneous coordinates on the quotient H/R >o , 
since the action of R>o is given by (u, v) i-+ (Au, Av). This symmetry is generated 
by the Euler field 
= + va 
A 1-form on IT is horizontal if its contraction with x is zero (i.e. if it is pulled 
back from IHP) so any horizontal 1-form Q may be written 
7dudv = 
\U 
= a ( - 	adlog(u/v) 
for some function a which is homogeneous of degree 0 in (u, v). 
Suppose A(u) has covariant derivative 
DA=d+Q() +R() 
Any connection may be written in this way, for some matrix-valued functions Q 
and R. Because A(u) is R>o -invariant, Q and R are homogeneous of degree 0 in 
(u, v) in an appropriate gauge. The Higgs field is i., where O is the component 
of A(u)  in the direction of the symmetry. So 1' is the contraction of A(u) with x: 
= (DA, X) = Q+R 




V 1 =d+a(— -') 	V 2 =d+/3 ( - \u 	v,, \u 	v) 
Parallel transport with V 2 is just parallel transport with A(u)  in the u direction, 
so the contractions of V 2 and DA with 9, (i.e. their du components) must be the 
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same. Thus Q = 0 and by a similar argument, R = —a. Substituting these, 
V 1 = d - Rdlog(u/v) 	V 2 = d + Qdlog(u/v) 
so 
V2 - V' = (Q + R)dlog(u/v) = bd1og(u/v) 
It remains to show that log(u/v) = 2r, where r is geodesic distance in 1H13 along 
the t-axis I from t = 1, to obtain the result: 
2 -Mr = i(V 2 - V') 
	
(2.5) 
But a point (u, v) E H corresponds to the line 17 = b( in Z, where b = v/u 
(see §2.1.2), and b = 1it2 . Geodesic distance along the t-axis is given by the 
coordinate r = log t, measured from the point t = 1. So 
log(u/v) = log(t2 ) = 2r 
completing the proof that (2.5) gives a formula for 1b. 	 D 
2.3 Blowing up Z 
The idea for the proof of Theorem 2.1 is to use this formula for and look at 
what happens as t -+ 0, that is, as b -+ 00. This section contains the necessary 
groundwork, including finding a good coordinate system on (a blowup of) Z. 
Recall that I is the geodesic {u = 0} in ll, which defines a pencil P of real lines 
{i = b} in Z (taking the quotient of the pencil defined in F). 
The twistor space Z can be covered by the two charts: V1 = {ij, ç oo} fl 
Z and V2 = {r, ( 0} fl Z, since the two points of iN x 1P not contained in 
V1 U V2  lie on the antidiagonal A . The transition map from V1 to V2 is given by 
(ij, () 	(1/77, 1/0. 
All the lines in the pencil P meet in the two points Pi = (0, 0) and P2 = 
'y(O, 0) = (oo, oo), and these are the only two points where a pair of lines in P 
meet. So blowing up Z at these two points turns the pencil into a ruling of lines 
H>0 x P1 . Using coordinates (b, () on the blowup Z, the map i = b( describes the 
projection 7rz : Z -+ Z. Pulling everything back to Z is equivalent to pulling back 
to the correspondence space C, because it separates all pairs {(L,x) : x E L}, 
where x E W is such that L e P and L is a geodesic in H3 . This is useful, since 
the natural coordinates (b, ) on P are much more convenient than (ij, () on Z. 
They are nonsingular (on the pullback P of P to Z), and some coordinate system 
including b is needed to make the behaviour as b -* oo clear. Also, the lines 
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lb = constant} are real, whereas the lines {( = constant} and 177 = constant} are 
not. Calculating the transition matrix for the lift of EIp to Z is the same as finding 
the transition matrix on Z from V = V1 - { = O,ij O} to = V. The 
idea is to find an explicit formula for this matrix. The notation Lb = 177= b(}, 
Eb = EI(o,b) and Eb = EILb will be used frequently. 
2.3.1 Intersection of P with the spectral curve 
The aim of this section is to describe the intersection points Lb fl S, and their 
behaviour as b -+ oo. These results underpin all that follows. 
The spectral curve S of the monopole is given by F e F(Z, O(k, k)), so it is 
an algebraic curve on Z of bidegree (k, k). This means that for each b e (0, oo) 
there are 2k intersection points of Lb with S. As b -+ oo half of these intersection 
points approach the line {( = 01 and the other half tend to limits on 177 = oo} (see 
picture). Reality of S and of Lb means that the whole picture must be symmetric 
under 'y, which, in Figure 3, may be thought of as reflection in the antidiagonal 
L. So the intersection points must come in pairs related by 'y, and for large b 
there will be a natural way to split the points into two sets, with one from each 
pair in each set. Similarly as b -+ 0 the intersection points approach {ij = 0} 
and {( = oo}. For large b, label the intersection points Lb n S by {(ij(b), ((b))}, 
where q(b) = b((b) and, choose the ordering so that 
(i,()-+(c,0) for 1<i<kaSb--+OO 	 (2.6) 
and 
( 7]k+j, (k+i) = 'y(lJj, ;j) 	 (2.7) 
Assume that ci =A 0 Vi, i.e. that (0,0) 	S. This can always be arranged by 
choice of coordinates so there is no loss of generality. Then by (2.7) 
(k+i, (k+i) = (-1/(, —1 /10 
so as b -+ oo, 
Tlk+i -+ oc and (k+i 	—1/ 
The relation /r = b(r  implies that 
Tlk+i = 0(b) and (i = 0(b 1 ) 	 ( 2.8) 









blow up 0-"a) 
Fig 3: An intuitive picture to illustrate the pencil P. The diagram 
shows the four (horizontal and vertical) lines {I = 01, {( = oo}, 
{r = 01 and 177 = oo} and also the points (0,0) and 'y(O, 0) where all 
the lines in the pencil intersect, which are to be blown up. Despite 
appearances, A does not intersect S or any of the lines in P. 
2.4 An expression for the transition map of E 
The next task is to make explicit the dependence of E on the spectral curve, by 
finding the transition map from V to V. 
First recall (1.5.3) that E can be described as an extension in two ways: 
o - 	- k, m) - E - (9(m + k, —m) - 0 	 (2.9) 
o -* O(m, —m - k) - E -* O(—m, m + k) - 0 	 (2.10) 
and O(—m - k, m) and O(m, —m - k) coincide on the spectral curve 5, given 
by {F = O}. Here 1 is the composition of the maps from O(—m - k, m) to E 
to O(—m, m + k). Because O(—m - k, m) and O(m, —m - k) coincide on 5, the 
bundle O(-2m - k, 2m + k) I s is trivial. 
'3!] 
2.4.1 Note on extensions 
In general, extensions E given by an exact sequence 
of bundles over a manifold X, are classified by H 1 (X, L®M*). To see this, first let 
{ U} be an open cover of X, so that E I ui = L1u2 	and choose trivialisations 
Si 	XxC-4Lu, 
ti 
	XxC'- -- MI u, 
for each i. These give a trivialisation of Ej u, for each i; and the transition 
functions of L and M are 
oij = ss 1 
oij = ti t 1 
respectively. Because L is a subbundle of E and M is a quotient (of E by L), the 







i.. \U 	'11 
mapping Llu 	(in the j trivialisation) to itself (in the i trivialisation). 
To make the trivialisations clearer, 	Mlu1 -+ Lu 3  may be written 
ij = Sj77jit j 
where 77ij : X x Ctm -+ X x C is the identity on the first factor (note no triviali-
sations are seen by ij). Then the cocycle condition gijgjkgki = 1 translates to the 
condition 
Sjt 1 + S?]t 1 + Sju)kit 1 = 0 
SO {SjlljktT1} is a tech cocycle representing an element of H 1 (X, L® M*) (in the 
i trivialisation). The other elements of the same equivalence class are obtained by 
changing the trivialisations of L and M. This shows that extensions are classified 
by H 1 (X, L ® M*) .  Conversely, if v is a representative of an extension class and 
v 3 is the (ij) part (in the j trivialisation) then, comparing definitions, the entry 
j of the transition matrix gij  is given by ssv j = Oijvij. This correspondence 
between bundles and extension classes via the transition map will be used now 
in the case of extension (2.9). 
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2.4.2 Calculating the transition map 
Extensions of type (2.9) are determined by elements of H'(Z, 0(-2rn — 2k, 2m)). 
Atiyah ([4], pp  14-15) explains how to obtain the extension class for E from S as 
follows. Given .F, there is a short exact sequence: 
0 —* 0(-2m — 2k, 2m) —* 	— k, 2m + k) -* 0(-2m — k, 2m + k) Is -*0 
which has coboundary map 
(5: HO (S, O(-2m — k, 2m + k)) —* H 1 (Z, O(-2m — 2k, 2m)). 
The space H1 (Z,0(-2m — 2k, 2m)) determines the extensions (2.9). 
Lemma 2.2. All nonzero sections f e H° (S, 0(-2m — k, 2m + k)) define the 
same extension (as in (2.9)) via the extension class 6(f)  e H'(Z, 0(-2m — 
2k,2m)). 
Proof: The space, H° (S, 0(-2m — k, 2m + k)), is one dimensional, since the 
bundle is trivial on 5, so the result is true provided 6 is injective. The kernel of 
(5 is 
ker6 = H° (Z, (9(-2m — k, 2m + k)) 
(with equality since H°(Z, 0(-2m — 2k, 2rn)) = 0). 
The restriction of the bundle 0(-2m — k, 2m + k) to a generator {( = 01 is 
O(-2m-k), which has no sections. But any section of 0(-2m-k,2rn+k) over 
Z restricts to a section over the generator. Thus HO (Z, O(-2m — k, 2m + k)) = 0, 
so ker6 = 0 and the lemma is proved. 
The extension E defined in this way is the holomorphic bundle corresponding 
to the spectral curve S (see [4], p15). 
The transition function of E is obtained by combining this extension class with 
the transition functions of the other bundles in (2.9). The transition function of 
0(-2m — k, 2m + k) from V1 to V2 is (/(2m+1)  (since the transition function 
of O(-1, 1) is r/( = b, which is real on 1'). Write f = fj (b, () for the restriction 
of f to V fl 5, s o that f2  (b, ) = b2m+kf1(b, (). Then the transition matrix is 




Here 6(f)12 is the (12) part of a tech representative of 6(f) in H1 (Z, 0(-2m — 
2k, 2m)). Write f(b) = fj (b, (b)), where i E {1,. .. , 2k}, J e {1, 21. Then 
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Lemma 2.3. If the ((b) are all distinct, the (12) entry of the transition matrix 
T21 is given by 
a(b)( + (b)' + ... + 
f 1  (b) 
a(b) 
- b-1b 	 - 	 b Sz\ I 11ji'z\ I 	'3 
The main part of the proof is calculating 8(f), which extends f from S to the 
whole of Z. The fj have to be extended to functions Fj on V. One way to do 
this is to use Lagrange interpolation, which gives a formula for a polynomial g 
of degree r - 1 taking the values a 1 ,.. . , ar  at specified distinct points (j,.  
respectively. The formula is 
g(ç) = 	ajgj (), 	where g(ç) 
= 	 I 
i=1 	 j=1,joi 	
3 
(see, for example, [211). 
Proof of lemma First interpolate for fixed b, and then regard the coefficients 
of the polynomial as functions of b. The resulting polynomials are supposed to 
be functions pulled back to the blowup Z from Z, which means that they must 
be constant on the exceptional divisor. So impose the additional condition 
F1 (b,O) = 0 = F2 (b,00). 
Then the extended functions F are given by 
F, (b, 	) = where Oi 
jj 	2 3 j=1 








Here 	' = 1/( is a coordinate on V21 , and ( = 1/(, so substituting 1/ 	for  
()2k1(() 
The coboundary map is constructed from F1 and F2 by 
F 	b- 2mF 2 
since 1J(( - (2 (b)) 	= ..T. Putting all this together, remembering that fi2 = 
b 2m+Icf 1 , and simplifying, 





Multiplying by b+IC, the result follows from (2.11). 	 U 
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where 
2.4.3 Limit of a(b) 
The reason for the factor b_k  in the definition of a(b) is so that the following 
result holds: 
Lemma 2.4. Suppose the limits {c} are all distinct. Then the function a(b) 
has a finite nonzero limit as b - oo when 1 < i < k and is O(b_ 2m_ 2k) when 
k + 1 < i < 2k. 
Proof Recall that the points (ii, () tend to (c2 , 0) for 1 < i < k as b tends to 
infinity. Because the section f is continuous, f2  is bounded near =00 , so for 
large b and i > k, 
f 1 (b) = O(b_2m_k) . 	 (2.12) 
Since 
	
1 	 1 - 	
)
\k+1 
i th.i - (j) 	Uj>k,j0i_k(h1ci_k - 1/cj_k) 
which is finite and nonzero, and using (2.12), 
a(b) 
=  VC 	- 	
= b_kO(b_ 2m_k) = 0(b_2m_ 2k). 	(2.13) 
Now suppose that i < k, then f1 = fi(ij, ,) —* f 1 (c, 0), as b —* oo, which is 
finite and nonzero. Also: 
1 	 1 
— ) = b(i  fl j0i,j<k(b — b) fl>k(i — 
which tends to 
1 	 — 	fl_ 1 (c) 
c fljOjj<k(ci — c) {J_ 1 (1/e) c [T ~ (ci — c) 
as b —+ oo. So a2 (b) has a finite limit in this case, given by 
fi(c, 0) 	C 
a(oo) = 
c2 flo(c — c) 
and the proof is complete. 	 LI 
2.5 A nonsingularity condition 
Starting from the spectral curve, there is no guarantee that the monopole obtained 
will be nonsingular (i.e. that E will be holomorphically trivial on all real lines). 
One use of the above results is to prove 
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Proposition 2.5. Let (A, ) be the monopole corresponding to the spectral curve 
5, or equivalently to the holomorphic bundle E, as above. Then (A, ) is non-
singular outside a compact set in W. 
The proof goes by first finding a condition for the monopole to be nonsingular 
at a given point on the t-axis (i.e. restricting to the pencil P in Z), then showing 
that this condition holds as b —+ 00, and finally extending to other directions in 
10. 
Each point (0, t) E 1H13 corresponds to a line Lb e P, where b = 1/t2 ; and 
the solution (A, 'I) is nonsingular at (0, t) if kb is holomorphically trivial. Since 
c 1 (E) = 0, E is holomorphically trivial on all lines except the jumping lines, the 
exceptional lines on which the splitting type of the bundle changes. So the first 
part of the problem is reduced to finding necessary and sufficient conditions on b 
for Lb E P to be a jumping line. 
Lemma 2.6. Using the notation of the preceding sections, the line Lb is a jump-
ing line for E if the matrix 
	
/ >a 	
aj(+1 ... >aj(j211 
M(b) 
= 
>aj(' E aiQk 	 ... 
i 	 ... 
is singular, where all the sums are over i between 1 and 2k. 
Proof of Lemma The restriction of E to Lb is kb = 0(m) 0(—m) for some 
m E ZZ, the jumping lines being those where m 0. Thus Lb is a jumping line 
if H0 (Eb( - 1)) $ 0. Restrict (2.9) to Lb and twist with 0(-1), to see that the 
extension 
0 —* 0(—k — 1) —* kb(—l) — ~ 0(k — 1) —4 0 	 (2.14) 
is given by the transition matrix (T21 (restricted to Lb),  since 0(-1) has transition 
function (. The condition for triviality of kb  is that kb( — l) has no sections. If 
there is a section, given by f = (fl, 12)1  on V1' and g = (g, 
92)t on V2', where 
g = (T21 f on V1' fl 1/2', then (putting bm+Ic(6(f) 12  = K) 
(
g2 	 b___lf2 ) 
gi'\ = (bm+Ic 
m
(i+1 f 1 +(Kf2 
) 
is holomorphic in (. Because f2  is holomorphic in ( and 92  is holomorphic 
in 	', f2 must be a polynomial of degree < (k — 1) in (, say  f2 = jo 
Then looking at gi,  since  fi  is holomorphic, (Kf 2  must have no terms of order 
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1, 2,. . . , k in (; i.e. Kf 2  can have no terms of order 0,. . . , k - 1. 
2k 	 k—I 
Kf2 = bm+2k aj(b)((k + ((b)( 	+... + ((b)2k(_k) 
i=l 	 j=0 
and the coefficients of 1, (, (2
,.. , (k_i in this (ignoring the factor b 21 and 
collecting powers of () are given by the entries of the column vector 
aiQk 	aj 1 ... 	 A 0 
MA = 
	 >cLj 	... A 1 
E aj( 	... 	 )- i 
where this is the matrix M of the lemma. There can only be a section of Eb(-1) 
if MA = 0, and this can only happen if all the A 2 are zero (i.e. 12 = 0) or the 
matrix M is singular. But 12 = 0 = fl = 0 (from the expression for g1). So 
Eb(-1) has no sections (and hence Lb is not a jumping line for E) unless the 
matrix M is singular. E 
Note that this condition extends to the case where the (2 (b) are not all distinct. 
An invariant version: Part of the long exact sequence associated to (2.14) is 
0 -+ HO (Lb, E(-1)) -4 HO (Lb, O(k — 1)) -'4 H1 (Lb, O(-k — 1)) 
where 6 is a map between k-dimensional vector spaces. This map has matrix M 
(with appropriate choices of coordinates), so clearly HO (L,, E(-1)) = 0 if M is 
nonsingular. 
Proof of Proposition It is not possible to take the b —* oo limit of this matrix 
as it stands, since all the entries tend to zero. Row and column operations do not 
affect the singularity of M, so multiply row i by b and column j by b. This 
just makes explicit the dependence of the A 3 on b. It is natural to put in the extra 
factor b', so that g1 = So if Mij is the (i,j) entry of the transformed M, 
2k 
M23 (b) = >an (b(fl (b))c_ 2 = 	+ cii, 
n=1 
where Mi = 	an (b(n )k 	and cii 	/_dn=k+1 an(b(n)k_ . The matrix M 





Furthermore, this limit is nonsingular. The determinant of M is calculated in 
[19] by expressing it in terms of Vandermonde matrices. Let V, W and D be the 
matrices Vij = cj W = c and D = diag{a(oo)}. Then Af(oo) = VDW, and 
det M(oo) = det V det D det W 
= (_i)c [J (q- c3 )[Jaj (oo)[Jci fJ (cj—c), 
	
k>i>j>1 	 k>i>j>1 
which is finite and nonzero (Lemma 2.4). M can be approximated by M for large 
b, since by (2.13), and the calculations in (2.3.1), e ij  = O(b_2m_ 2k).O(bi+i) = 
O(b_ 2m_k_2+i). The entry which decays slowest is in the top right hand corner, 
where i = 1 and j = k. This term is O(b_2m_l).  So € decays as b -* 00. This 
shows that for large enough b, say b > b0 , the matrix M(b) is nonsingular and so Lb 
is not a jumping line of E. The proof extends to show that the monopole defined 
by E is nonsingular outside a compact set: varying the choice of coordinates gives 
the result for an open patch of directions away from the origin in W. Then the 
(compact) sphere of directions has a covering of these patches, with a bound for 
b on each. (It was assumed that the Cj were distinct, but even if this is not the 
case the result still holds because of the factor fl (c - c) in the denominator of 
a(oo).) 
2.6 The asymptotic expression for 
This is the section which leads to the proof of Theorem 2.1. Suppose that b> b0 , 
then Lb is not a jumping line and the restriction kb is holomorphically trivial. 
Then any section is completely determined by its value at a point. Remember 
that Eb = H° (Lb, 0(E)), so that sections of E over a real line correspond to 
points in the fibre Eb. By Proposition (1.7) and the argument before it, there is 




\ U2) 	V2 / 
evaluated at a point of the line. It does not depend on the point chosen. Let 
s(b, ) = (si(b, 	, 82 (b, 	
)t 	t(b, () = (t1 (b, ), t2 (b, )) t 
be the sections in the 17k' trivialisation with s(b, 0) = (1 
0) t  and t(b, 0) = (0, i)t. 
Then {s, t} is a V'-fiat basis for Eb. Recall that V' is the connection corre-
sponding to evaluation at (ii, () = (0, 0) e Z and V2  corresponds to evaluation 
at 'y(O, 0) (i.e. the two connections come from evaluation at ( = 0 and ( = 00 
on the blowup). Let u(b, () and v(b, () be the functions corresponding to s and t 
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in the 4' trivialisation, so that {u, v} is a V 2-fiat basis and the change of basis 
matrix is 
- (ui (b,00) vi(b,00) 	 (2.15)  g - u2 (b,00) v2(b,00) ) - 
In a V'-fiat basis, V' = d and V 2 = d + g'ôrg, where r = log b is the geodesic 
distance along the line in W. Substituting these into the formula for '1, 
= g0rg 
	 (2.16) 
Using the symplectic structure, 
(u(b,(),v(b,()) = (u(b,O),v(b,O)) = 1 
for all C. But 
(u(b,00),v(b,00)) = detg 
So det g = 1. The idea now is to use similar arguments to those of the previous 
section to find formulae for u and v at ( = 00 in terms of the points (j, and then 
use these in the formula for 1. 
Using the transition matrix T21 to relate s and u, 
	
( U'= (bm+k 	K(b, () ) ( si) 
= / 
bm+ si  + K(b, ()52' 	(2.17) \ 
U2) 	0 b_m_k(_k) 82 	 b_m_k(_kS2 	)  
Put 
ui(b,() = bm+k I 1 (b,C), u2(b,() = b_m_kÜ 2 (b), 	 (2.18) 




Sin (k+n + 	b'a( + ... +(i%_k) 
	








The section ü 2 is continuous at ( = 00 so only negative powers of ( can have 
nonzero coefficients. Hence, from (2.17), 8 2 only has powers of ( which are less 
than or equal to k, and S2 (b, () =
Ek sc because s is continuous at ( = 0. 
Similarly, looking at fil, there can be no positive powers of (. The positive powers 
of ( coming from s 1  must cancel with those from the other term in the sum and 
hence also s i (b, ()= 
2.6.1 A matrix formula 
The constant term of fL2 is S2k = ui2 (b, oo). The coefficients of 	çk in fil  must 




b'aj(" 	> 	 ) (S20 	 / urn 
	
b'a' 	>bkaj 	... S21 1 - 9 	(2.19) 
bka 	bk ajj 	... 	bkaj 	S2k) 	\ — i0) 
where the sums are all from i = 1 to 2k, and s10 = 1 from the definition of s. 
If there is a form of (2.19) which has a good limit as b —+ oo, it will provide a 
formula for i o  in terms of the . This problem is similar to that of §2.5. To check 
that the matrix has a good limit, write S2n = b's2 and do the row operations 
ri i-4 b' 1r, so that (2.19) becomes: 
/ 	ai (b(j )k 	 ... 	>ai(b(j)2k \ 	820 	b'Üi O 
Ea(b(z Y c 	>aj(b(j)k 	 .. . aj(bj)2Ic(S21 	= 	0 
ai 	E a(b() 	... 	aj(b(i)k ) 	 — 1 
(2.20) 
It is also necessary to know the behaviour of the 2n  as b —+ 00. Note that 820 = 0 
(since s20 = 0), so leaving out the first row and first column of the matrix, 
ai(b(i)2k_\\ (21 '\ 	(9 
ai(b(i) k ) 	82k) 	' 
This matrix is the matrix M of Lemma 2.6 (after row and column operations), so, 
from the proof of Proposition 2.5, M = M + € where M has a finite nonsingular 
limit as b —+ oo and € = O(b_ 2m). Hence 
921 	 f0\ 
( 92k) 
+ O(b 2ml) 
\-iJ 
Because M has a finite nonsingular limit, so does M and then each 82n  must 
also have a finite limit as b —+ 00. In particular, 92k = 82k = u2 (b, oo) has a finite 
limit. Now let H denote the (k + 1) x (k + 1) matrix of (2.20), then 
Hij = I + pjj 
k 	 2k 
= 	an (b(n )k_i+3+ 
n=i 	 n=k+1 
where tLij = O(b_ 2m_ 2k).O(bk_ 3). Again, the slowest decaying entry is in the top 
right hand corner: /1,k+1 = O(b 2m), which tends to zero as b -+ oo. So H can 
be approximated by H for large b, in other words by the same matrix but with 
sums from 1 to k instead of 1 to 2k. Using this approximation and row reducing 
(2.20) with the row operations {r -+ rj — (b(1 )r +1} 1 , { r 	— (b( 2 )r +1}, 
r 1 i-* Ti — ( b(k)r2, the top row is 
k 
bku 10 = ( l)kbk [II + 0(b_2m) 
so 
k 
jL10 = ()k [J + 0(b_2m_k). 
j=1 
(this is OK because the 92,,  have finite limits). For the other entries, put 
	
vi(b,() = bm+1)1 (b,, v2(b,() = b_m_1) 2 (b,() 	(2.21) 
then a calculation like the one above shows that 01 (b, oo) = '1)10 = 0(b_ 2m_I) 
(because t 10 = 0). Using these results and the symplectic structure, '20 = üj'. 
Note: The approximations are all valid up to terms of order 	Cal- 
culating 	involves differentiating, but with respect to the geodesic distance 
T = — 1/21ogb, rather than with respect to b. Since 	(b _a) = O(b), the 
derivatives of the approximation will also be valid up to terms of order b_2m_k, 
and differentiating the approximations will not cause any problems. 
2.6.2 Calculating 
From (2.16): 
— i( v 2 (b,00) 	—v i (b,00)"\ 	(ui (b,00) v i (b,00) 
— 2 — U2 (b, oc) u i (b, ) ) 
r u2 (b, oo) v 2 (b, oo) 
(recall detg = 1) where T is geodesic distance and b = e2r .  Substituting, 	is 
given by the matrix 
i (2(m + k) + 9r log fl (j + O(e_ 4mr) 	 O(e_4mr) 
2 	 O(e 21 ) 	 — 2(m+k) 
_ar  
which means that 	 k 
llas = 12(m+k) +ar log[J(i} 
The formula for is correct up to terms of order b_2m ;  this is where the condition 
m > 1  becomes important. Otherwise the error terms will be larger than the 
approximations. But provided the condition is satisfied there is no problem in 
what follows. Note that the formula makes sense whether the (2 (b) are distinct 
or not. To see that the limit as b —* oc is the right one, use the fact that fi (, as 
a function of b, has a zero of order k at b = oo (from (2.8)). Write 
00 	 00 
[J ((b) = b' = 
e-2kr E ae_2flT 
n=O 	 n=0 
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where a0 $0. Then, since D log f = i9f/f, 
0, fl n - 	>_ ae' + e 2ic' >(-2n)ane2'" = —2k + O(e_2T) 
e2' E ae_2nT 
So 
Ias = 	+ k) — 2k + O(e_2T)} 
= m +O(e 2r) 
The error in this approximation is O(e_ 4mr), which is smaller than the O(e_2r) 
error because 4m > 2. Thus 	las —+ m as r —+ 00. This calculation proves 
Theorem 2.1. 	 Li 
2.6.3 Comparison with the Euclidean case 
Although the method used here is very similar to Hurtubise's method in the 
Euclidean case, there are some significant differences, besides the fact that the 
boundary conditions for monopoles are different in the two cases. The most 
obvious difference is that the rates of decay of the errors must be kept track of 
much more carefully here; in the Euclidean case all errors decay exponentially in 
b instead of only polynomially. The Euclidean case may be thought of as the limit 
of the hyperbolic case as m —* 00 (see Chapter 4) and clearly as m increases so 
does the rate of decay of the errors. In the Euclidean case the limits of the points 
are either zero or infinity, there are no finite limits. Another difference is that 
the Euclidean minitwistor space TP' is already a fibration, whereas Z is not. This 
is no problem when restricting to 7  and finding a formula for 1 along a single 
geodesic, but it does become an obstacle to extending results "horizontally". 
The same method as used above gives a formula for the component V 3 of the 
connection in the direction of 1, namely V 3 = d+dr, but not for the components 
V 1 , V 2 perpendicular to it. 
Braam and Austin's description 
Braam and Austin's description of hyperbolic monopoles [12] is a circle-invariant 
version of the ADHM construction (see below). It will be used to study monopoles 
with large mass in the hope of understanding the Euclidean limit m —4 00. It only 
holds for instantons on S 4 , i.e. monopoles with m E Z, but is still useful as it 
consists of algebraic data, matrices and difference equations, which are relatively 
tractable. What follows is a review of Braam and Austin's construction, from 
[12], together with some details not in that paper. From now on, hyperbolic 
monopoles will be assumed to have mass m e 
3.1 The ADHM construction 
There is a by now well-known description of instantons on S 4 in terms of linear 
algebra [6] using the twistor correspondence and results of Horrocks and Barth. 
"ADHM data" for an instanton with invariant ic consists of complex vector spaces 
W and V, dimension ic and 2ic +2 respectively, and a map A(z) : W —+ V which 
depends linearly on z E C4 (i.e. A(z) = E Aizi for constant matrices A i). 
There is also an antilinear map a, such that a 2 = 1 on W; a2 = — 1 on V, and 
a on C4 is given by a(z) = (-, fl , -, z). The conditions on these objects are 
that 
V has a fixed skew, nondegenerate bilinear form compatible with a (in other 
words, (av i , av2 ) = (v i , v 2 )) 
. The Hermitian form (,) defined by (v 1 , av2 ) = ( v i , v 2 ) must be positive 
definite 
. W has a real structure (given by a) 
• A(z) is injective and Uz = A(z)W is isotropic with respect to the skew form 
on V, Vz $0 
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• A(z) is compatible with a, i.e. a[A(z)w] = A(az)crw 
The first three conditions ensure that V may be identified with a quaternionic 
vector space, and W with W ® C, in a natural way. The map or represents 
multiplication by the quaternion j on V and complex conjugation on W. This 
data describes a holomorphic bundle E on CPI which corresponds to an instanton 
on S4 , by E = U° /U, where U°  is the annihilator of U. The fibre E has 
complex dimension 2 and is the cohomology of 
with A*  defined using the quaternionic structure on V. The connection on E is 
the projection onto E of the trivial connection on V x CP3 . The fourth condition 
above is that E really is a bundle; A must be injective so that the fibre dimen-
sion does not jump, and the isotropy condition implies that U C U° . The last 
condition is that the whole construction respects a, so E inherits a quaternionic 
structure. 
The group G = GL(WR) x Sp(V) acts on (W, V A) by 
(g, u) : (W, V, A) -* (gW, uV, uAg 1 ) 
where GL(WR) is the subgroup of GL(W) preserving the real structure and Sp(V) 
preserves the quaternionic structure on V. This action defines an equivalence 
relation on the set of ADHM data. Because of the equivalence between instantons 
and holomorphic bundles, there is the 
Theorem 3.1 (ADHM). There is a 1-1 correspondence between 
equivalence classes of ADHM data, and 
ASD instantons on S 4 up to gauge. 
3.2 Adaptation for monopoles 
When the instanton is circle-invariant, the S'-action lifts in a natural way to an 
action on all the ADHM data. Note that the circle acting now is the double 
cover 8', so it acts with weight 2 on IR'1 . With this natural action, the map A 
is 8'-equivariant and the vector spaces V and W are representation spaces for 
8', which split into direct sums of weight spaces. The integral and half-integral 
cases are slightly different; in what follows, M will always denote an odd number 
(m = M12 in the case where m V Z). Let Z0  denote the odd integers. The first 
thing to do is to find the characters of the representations, by proving 
Lemma 3.2. The vector spaces V and W, written as complex representation 
spaces, are given by: 







where Cs is the s-dimensional complex vector space on which 81 acts with weight 
r. 
The proof of this lemma involves the use of the equivariant Atiyah-Singer index 
formula, and some details are given in Appendix A. The most important point is 
that V and W are kernels of Dirac operators (explained in [141). The quaternionic 
structure on V and the real structure on W arise from the quaternionic structures 
on E and on the spin bundles of S. Then the equivariant index theorem may be 
used to calculate the equivariant Chern characters of W and V, which give the 
weight space decompositions. 
Write V = 	V and W = 14/3 , where j is the weight of the §1 representation, 
and note that dimc(W) = 2mk and dimc(V) = 4mk + 2. Fix isomorphisms 
W3 -~ C such that the real structure on W is given by a(w) = R, where R is 











- 1k+ 1 
If 2m = M, where M e 7Z0 , this definition is fine. If m E Z there is a block 
J0  in the middle of the matrix giving the symplectic structure on Vo . Let Jo = 
(0 'k). This extra slight complication is why Braam and Austin only treat 
the case 2m odd in their paper. 
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The map A(z) = E Az 2  must respect the decompositions of V and W, in other 
words it may only change the weight of a representation by +1. So AzW 3 C Vi, 
with the sign depending on the circle action on z. The only other conditions on A 
are the last two listed in §3.1, which are that A(z) is injective for all z, compatible 
with a (quaternion linear), and that A(z)W is isotropic with respect to the skew 
form on V. 
The 8' action on 0 is 
Z 	(A'z i , ) z2 , )C'z3 , Az 4 ) 
i.e. the double cover of the S' action defined earlier. Circle equivariance 
A.(A(z)w) = A(A.z)A.w) 
means that 
14 -4 
A 2 , A 4  : Wj-4Vj+i 














where the blocks are the weight spaces, with the largest negative weight at the 
top. The two middle blocks are 
Ilk '\ .1 W_ 1 -*V_ 2 when mE7/- 
k0k)jWo—V_l when 2m=MEZ o 
(Ok '\ .1 W 1 -*V0 when mEZ 
\ 'k ) 	W2 -+V1 when 2rn=MEZZ0 
The quaternionic linearity condition A(az)(aw) = a(A(z)w), expressed in 
terms of R and J, is 
(-A 1 z + A 2 2 - A 3 z4 + A4 z3 )RJ = J(A,z i + A2 z2 + A 3 z 3  + A4Z4) ID  
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Equating coefficients of 2j, this is equivalent to 













where this time the two middle blocks are 
(Ok'\ f W_ 3 —*V_ 2 when mEZ 
'. Ik ) j W_ 2 —*V_ 1 when 2m=MEZ 0 
I Ik '\ f W1-+V0whenmEZ 
'\ Ok ) j W 0 -+V1 when 2m=MEZ 0 
With A 1 and A 2 fixed, A 3 must have the same diagonal form as A 1 , and A 4 
is related to it by quaternion linearity (and has the same shape as A 2 ), so they 



























These are matrices for A 3 and A 4 when m E Z. The matrices in the half-integral 
case are similar, but the numbering of the i3 and changes slightly. The gauge 
fixing means that the bundle is trivialised over P, the fibre in CP3 over :c = 
[1, 01 E S4 (this is the line z3 = z4 = 0). 
3.3 Gauge group 
The group acting on this data is G 9 ' = GL(W)s' x Sp(V) 91 , the 8 1 -equivariant 
subgroup of G. The aim of this section is to find the subgroup of which 
preserves the chosen form of A. 
If (g, 'a)  E Gsl, then g and 'a must have the form g = diag{g} and a = 
diag{u}, where gj  :Wj -* W and 'a3 : Vj -+ V. In addition, the blocks uj must 
be unitary and u , from the condition Ju = V. 
The condition that the action of (g, u) preserves A 1 and A 2 is 
	
.= (gj+i 	0k 
°k gj - i 
Hence the group acting in this case is 
cm = { maps{-2m + 1, —2m + 3,.. . , 2m - 3, 2m - 11 -+ U(k) : gj = 
acting on Braam and Austin's matrices by 
03 F-*  9093-' 	 (3.1) 
7.7 '-+ 9-179-41 	 (3.2) 
V I-* V9 1 2m+1 	 (3.3) 
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There is also a circle action on v on the left, which corresponds to changing 
the trivialisation of E at infinity. It is sometimes useful to include this (but see 
Theorem 3.3 part (ii)). 
3.4 Isotropy conditions 
The isotropy condition on A(z)W = U is that U C U° , i.e. that A( z )*A( z ) = 0 
for all z. The adjoint A of A is with respect to the symplectic structure on 
and in terms of matrices A* = AV, using the diagram 
tj 
w * 	v* 
The equation E zAJAz 3 = 0, Vz, is the same as the conditions 
A ' JAj =0 
and A ' JAj + A~ JAi = 0 for i 
Once these are multiplied out (using the explicit matrices defined above) their 
entries give the difference equations: 
_fj - 	 = 0 	 (3.4) 
(3.5) 
133 - 1Yj ­Y303+1 = 0 	 (3.6) 
[i3;, f3] + 	- 	 = 0 	 (3.7) 
[/32m-1, 02m-11 + VV - 72m_2'Y2m-2 = 0 	 (3.8) 
These will be referred to as the Braam-Austin equations. If rn e Z, Oj is 
defined for odd j and 'yj  is defined for even j, with —2m + 1 < j < 2m - 1. If 
2m = M is odd, Oj is defined for even j and for odd j, with —M+1 < j < M-1. 
So Braam and Austin's data consists of a set of matrices {0,'y,v} for 0 < 
j < 2m - 1 (using (3.4) and (3.5)) which satisfy (3.6), (3.7) and (3.8), up to the 
action of 9m . There is a circle-invariant version of Theorem 3.1: 
Theorem 3.3 (Braam and Austin). There is a 1-1 correspondence between 
Equivalence classes of Braam-Austin data 
Gauge equivalence classes of monopoles with a fixed U(1) trivialisation at 
infinity 	 L] 
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3.5 Standard form 
Atiyah ([3], Chapter IV, §2,3) has a formulation of the ADHM data as a quater- 
nionic linear map, for a bundle on S 4  = HP' in terms of homogeneous coordinates 
(qi, q2): 
v(q l ,q2) = Cq1 +Dq2 
The conditions on v are that v(q 1 , q) has maximal rank for all (qi, q) :A (0, 0) 
and that 
vv  is real 	 (3.9) 
The gauge group acting is Sp(2mk + 1) x GL(2mk, R), where 
(x, y) : v -+ xvy' 






where A is a k-row vector and B is a k x k matrix. The condition (3.9) translates 
to 
A*A  + B*B is real, and 
B is symmetric 
Writing the ADHM data this way brings the bundle back from twistor space to 
I1, and so describes the monopole more "directly". The Braam-Austin matrix 
A(z) may also be written in this form after some changes of basis. This will 
be done for the case where m = M/2 with M odd; the case m E Z is similar. 
The idea is to change bases so that Braam and Austin's real and quaternionic 
structures on W and V become the standard ones. 
3.5.1 Quaternion linear map 
First, the vector space V must be identified with a quaternionic vector space, and 
W with a real vector space 
W=( 	... R l )xRC 
using the quaternionic and real structures on W and V. In the current basis, 
the circle acts on Wr as e2 ' 0  whereas in terms of a real basis Wr is split into 
112 
factors on which the circle acts by 
( cos 2r9 sin 2r0 
- sin 2r0 cos 2r0 
If {e i , e 2 } is such a real basis, put 
= e1 +ze2 
Th = e1 —ie 2 
then the circle acts in terms of the new basis by 
(e29 	o 
0 e 20 
making explicit the isomorphism Tl OR C = Cr e C_r . So a change of basis matrix 
from the complex to the real coordinates is given by 
2k1 
and the Braam-Austin matrices must be postmultiplied by the matrix 






The other identification is V H 2 ' using Hr = Cr C_r where C, may be 
thought of as the "complex part" and C r as the "j part". This corresponds 
to premultiplying the matrices by blocks ('2k — 3 '2k), i.e. multiplying the full 
matrices by 
'k+l 	 3'k+l 
'2k 	 3'2k 
'2k 	3'2k 
(this matrix is not square because pairs of basis vectors are being added together 
to form quaternionic basis vectors). The transformed matrices A 2 satisfy 
A 2 = A 1 3 
A 4 = A 3 3 
so that writing q1 = z1 + jz2 and q2 = z3 + jz4 , Braam and Austin's map is now 























The matrix coefficient A 1 is 
















The gauge group may be used to transform A 1 to 
_I2mk) 
the necessary transformations being a permutation (so that the nonzero entries 
are in 2 x 2 blocks on the diagonal), a matrix which multiplies each of the blocks 
by its inverse, and a rescaling. A 3 is then (using (3.4), (3.5)) 
Lt 
272m-2 	272m-2 













s standard form 
B ) 
with B symmetric. Because the 'yj  are 
injective, there is no gauge in which this is a "t'Hooft type" solution with A real 
and B = diag{b} diagonal. (The bi should also be distinct and the entries of A 
positive. These solutions were discussed in ([3], p26) and represent a superposition 
of instantons with centres b2 .) Atiyah's ADHM condition (3.9) on these matrices 
corresponds precisely to the Braam-Austin equations (3.4)-(3.8). The calculation 
is not hard, but it is tedious, and has therefore been omitted. 
Thus Braam-Austin data may be viewed as matrix blocks in ADHM data for 
an instanton with large ic. Alternatively it may be thought of as a set of discrete 
matrix valued functions (which have interpretations as "discrete endomorphisms" 
and "discrete connections" on a "discrete vector bundle" of rank k). This second 
approach will be the more useful in finding explicit solutions and for considering 
the Euclidean limit. 
3.6 Solutions of the difference equations 
Finding explicit solutions to the Braam-Austin difference equations is not at all 
easy, though there are some existence and uniqueness results. Braam and Austin 
[12] proved that hyperbolic monopoles are "determined by their boundary data", 
and it may be seen that fixed boundary data determine a unique solution of the 
difference equations, modulo g. To see what this boundary data is, restrict to 
the negative weight space C 2 C C4 , where z2 = z4 = 0. The projectivisation IP' 
covers S,2,. C S4 ,which is the boundary of IHP, with EI S 2 = L L*.  The ADHM 
data has no cohomology here except at the "ends", the spaces with largest weight, 
so ([12]) 
Li - V_2 m /(A(Z)W_2m+i) z 
LZ = ker(A(z)* V2 m + W2,-l) 
and the "boundary value" is the map 
( -2m+1 - Z 	W_2m+1 
V 	/ 
where here z = —z i / z 3  is an inhomogeneous coordinate on S. The condition 
A(z) injective for all z implies that the matrices -y j  must all be injective (see [12], 
Lemma 4.2). Using this, and fixing 0-2 m --1 and v, the Braam-Austin equations 
may be solved successively to find the other 13  and 'y.  Equation (3.5) gives 02m-i 
and then (3.8) gives an expression for 7m_272m2  To fix gauge, assume = 'y. 
There is always such a choice, provided 'Ym_2'Y2m2 is positive definite (a necessary 
L1 
condition for a solution). Then 'ym_2y2m-2 = h2 for some Hermitian h, and 
= I, which implies that 7h 1 = u, unitary. So 7j = h'u and 
taking Yj = h provides a canonical way to choose the 'y. Once 2'2m-2  is fixed (since 
it is known to be invertible), 132m -3 is determined uniquely by (3.6). Continuing 
this procedure the full solution may be found. Note that if the condition 'y = 
is imposed, the only remaining gauge freedom is conjugation by a constant matrix 
g3 =g E 0(k, R). 
So {/3-2m+1,  v} determines a unique solution, i.e. a unique monopole, pro-
vided it determines a solution at all. There is no guarantee, starting from arbi-
trary 10-2m+1,  v}, that all the 7j will be injective, so there may be no solution. 
It is known that v must be a cyclic vector for 3, in other words that the set 
{v, /3v,. . . , 01c_1v} must span CRC,  but it is still an open problem to determine 
which 10-2m+1,  v} are boundary data for a hyperbolic monopole. Donaldson [13] 
showed that Euclidean monopoles correspond to pairs 1/3, v} with v cyclic for 3, 
up to the action of the complexified gauge group GL(k, C). The rational map 
associated to the monopole is then 
f(z) = vt(z - 
The rational map is defined in the same way in the hyperbolic case [12]. So 
although hyperbolic monopoles correspond to pairs 10, v} with 0 symmetric and 
v cyclic for 0 up to the action of the complexified gauge group, it is not easy to 
see how to get back from this to solutions of the Braam-Austin equations with 
group U(k). 
3.6.1 Example: the 1-monopole 
The case where all solutions can be found easily is that of the 1-monopole, where 
k = 1. It is known via other methods that there is a unique such monopole (up 
to its position), and that it is spherically symmetric. The Braam-Austin data 
gives another proof of this, since in this case the matrices are all scalars, so the 
commutators in the difference equations vanish. From (3.6), the /33 are all equal 
to some fixed complex number /3. Using the = yj gauge, the yj  may all be 
set equal to a fixed positive real number 'y,  and by changing the trivialisation at 
infinity, v may be chosen so that v = 'y (otherwise JvJ = 'y). Thus a 1-monopole 
is determined by (/3, 'y)  e C x R and it will be shown shortly that these are 
precisely the centre coordinates of the monopole in the upper half space model 
of W. 
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3.6.2 Example: 2-monopoles 
In this case the form of the boundary data is less obvious. What follows demon-
strates a method of calculating it in the case where the monopole is axially sym-
metric. 
A second circle action 
Braam-Austin data is already invariant under the 81  action 
= X 1 z 1 , Az 2 , ) - 'z3 , ) z4 ) 
To find an axially symmetric monopole, impose invariance under another action: 
= (/z1 ,/i 1 z2 ,/ 1 z3 ,z4) 
On 1l' the original action corresponds to a rotation in the second factor (the 
(t, 9)-plane). This new action is rotation in the first factor (the (x, y)-plane). It 
commutes with both the original action and with the real structure a, and so it 
descends to a circle action on THP. Thus a solution invariant under both these cir-
cle actions will describe a circle-invariant instanton on W. To say that a solution 
{ Oj, 'y3 , v} to the Braam-Austin equations is invariant under both actions means 
that it may be recovered from its pullback p(i)*({/3,- yj ,v}) by a gauge transfor-
mation. The transformation will not be in Gm,  since p(p) does not preserve A 1 
and A 2 ; instead there will be a representation of §1 defining a circle subgroup 
of the full gauge group GL(WR) S ' x Sp(V)s', and this will contain the required 
map. The pullback is 
\*. J A2+!1 'A2 
A 3 '-4 pA 3 
A4i-*btA 
Because the gauge transformation (u, g) must restore A 1 and A 2 , the block diag-
onal matrices u = diag{u 2 } and g = diag{g} must satisfy 
	
U 2m (P_19_2m+1 0) and u - (
Jc 1 _i+i 	0 
- - 
	0 	S 	 0 g_j_i) 
for positive j, where all diagonal blocks are 2 x 2 except 8, which is a complex 
number with modulus 1. There are similar formulae for u3 when j > 0. Looking 
at U_2m and the first block of A 3 , the pullback condition is 





g-2m+1 - 	V 
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so that 
= 13-2m+1 	 (3.10) 
= V 	 (3.11) 
The matrices gi  are representations of the circle, so for some choice of coordinates 
(X  0 
gj-0 
/L 
Putting this into (3.10), either 
(0 d'\ 




(d o) and y—x=2 
and these two possibilities for -2m+1  are gauge equivalent (by gauge fixing d may 
(0 0 '\ 
also be taken to be real and positive). Suppose 3-2m+1 = d o) Then by 
(3.11), visa left eigenvector of 92m+1 (with eigenvalue S -1 ), so v = (c 0) or 
V = ( 0 c). The condition 
(2m+1) injective implies v = (0 c). 
Summary 
This shows that boundary data for a symmetric k = 2 monopole must (in some 
gauge) have the form
0 -2m+1 
= () 	
v = (0 c) 
d 0 
In fact, the full solution may be found in this case, which fixes the dependence of 
c on d. 
3.7 Solution for the symmetric charge 2 mono-
pole 
The general solution of Braam and Austin's equations for k = 2, based on Ward's 
solution [29] to the discrete Toda equations, will be given in Chapter 5. The 
method will be illustrated here for the simpler case of the axially symmetric 
monopole, in the hope of making the general case more transparent later. In-
stead of solving iteratively from the boundary values, the whole system will be 
considered at once. Because of this, it is convenient to use a more index-free 
notation. Knowing the form of the boundary data is useful for guessing a good 
gauge in which to solve the equations. Once the boundary condition is imposed, 
the solution prescribes the relationship between the constants c and d above. 
or 
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3.7.1 Ward's notation 
The matrices 0 and 7  are now to be thought of as functions of j, rather than as 
blocks inside a larger matrix. The subscripts "+" and "-" are used to denote a 
shift of 2 in j. Thus 
7j = 7='Y(i) 
7+ = 7(j+2) 
7- = 7(j-2) 
where j is an odd number. Because /3 is defined for even j there is a slight change 
in the labelling: 
/33 =/3(j+1) 
with 3 = /3(j +3) etc. defined in the obvious way. The Braam-Austin equations 
(3.6) and (3.7) are now 
	
/37-7/3+ = 0 	 (3.12) 
717- 
- 77* + [/3*, /31 = 0 	 (3.13) 
3.7.2 Gauge choice 
Since tr(y*7)  is independent of j, looking at the boundary conditions it seems 
reasonable to guess that there is a gauge in which 0 and have the form 
/3—b 
(0 i\ 	_b(\/19 	0 '\ 	- 0 - w 	
0) ) 
v— 	a) 
where w and g are functions of j and the solution is trivialised so that a and b 
are real, positive constants. This is a special case of Ward's choice of matrices 
for the "discrete Toda" equations. Substituting these into (3.12) and (3.13), the 
difference equations in terms of w and g are: 
= 	 (3.14) 
g = w 2 +g 	 (3.15) 
3.7.3 A conserved quantity 
Conserved quantities such as tr/3 and tr(7*7)  are relatively easy to spot from the 
Braam-Austin equations, but there is another, less obvious one: 
Lemma 3.4. Let 
= w 2 (1 + g) - 




2 = 	w (1 + 	(g - w 2 ) 2 
= w 2 (1_ g + w 2 )_ g2 +2gw 2 _w 4 
= w 2 (1+g)—g2 
= 
Thus I does not depend on J- 
3.7.4 Solution for g 
Writing w in terms of I, 
= +9 	 (3.16) 
1+g 
the equation (3.15) becomes a difference equation for g only: 
I+g 
- 1-g (3.17) 
The way to solve this is to guess a solution and then show that it satisfies the 
equation. However, by analogy with the Euclidean case [27], there should be a 
solution in terms of trigonometric functions and the difference equation should 
be essentially an addition formula. So guess that 
g = A tan (Bj) 
then 
j) + tan(2B)) 
g =Atan(B(j+2)) = 
A(tan(B 
 
1 - tan(Bj) tan(2B) 
Clearly if A = tan(2B) and I = A 2 , this g satisfies (3.17). 
(3.18) 
3.7.5 Solution for w 
Putting g back into (3.16) and taking the square root shows that 
A sec(Bj) 
W = 	 ( 3.19) 
J1 + Atan(Bj) 
3.7.6 Change of gauge 
The above g and w certainly lead to solutions of (3.6) and (3.7) but these do not 
obviously satisfy the other Braam-Austin equations. Assume (3.18) and (3.19) 
give the solution for j > 1, then changing to a gauge in which 0 is symmetric 
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makes it clearer how the solution extends to negative j. The required element of 
the gauge group is 
1 (1 i 
1 
and (using (3.1), (3.2) and (3.3)) the new matrices are 
j3 bw(_i 1) 	v=(i 1), 
b((/1+g+1—g) i(/f—/1—g) 
- . i (1 	- /Fi) (/fT + v'l - g) 
Because g is odd, the condition (3.4) is satisfied when the solution is extended to 
negative j. Condition (3.5), that /L =,3j' is also satisfied: First note that 




bw(—j+1) 7—i 1\\ 
2 
but 
w( -j +i) 	




tan(—B(j + 1) + 2B) 
- A (cos (B(j + 1)) cos(2B) + sin (B(j + 1)) sin (2B))' 
- 	 1 
( 1 + Atan(2B)_tan(B(3+1)) 
1+A tan (B(j+1)) j 
- 	 A/f+Atan(B(j+1)) 
- 
 
cos (B(j + 1)) cos (2B)(1 +Atan(B(j + 1)))'/1 +A2 
A sec (B(j + 1)) 
- 	1+A tan (B(j+1)) 
= w(j+i) 
so 3 satisfies (3.5). 
3.7.7 Boundary conditions 
Substituting the solution into the boundary condition (3.8) yields 
a2 / 1 	\ 	2 
 ( 	
1 	ig(2m-2 ) ' 
b2w2(2m) 	
) + 
	( —i 1) 
—b 
 —ig(2m - 2) 	1 	j = 
thus a2 = 2b2 and w 2 (2m) - 1 + g(2m - 2) = 0. Substituting for w and g and 
simplifying, the second equation is 
Atan(2Bm) = 1 
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i.e 
tan(2B) tan(2Bm) =1 
= cos((2m+2)B)=0 
71 	 71 
=B= 	= 
2(24i + 2) 	4(m + 1) 
All this leads to the result: 
Proposition 3.5. The solution 
- bw (—i 
2 	1 
_b( \/F+/f-g 





v'l —+ g + V'1 -- g 
1) 
A sec(Bj) 
wU) = 	1+Atan(Bj) 
9(j) = A tan (Bj) 




(for fixed b) is the Braam-Austin data for an axially symmetric charge 2 hyperbolic 
monopole (with fixed centre and orientation). 
The proposition follows because it is known that there is a unique such mono-
pole, up to the position of the centre and the axis of symmetry, and that sets 
of Braam-Austin data correspond precisely to monopoles and are completely de-
termined by their boundary data 10-2m+1,  v}. The scaling b corresponds to a 
dilation of V. LI 
Solving the difference equations in this way is much better than solving iter-
atively from the boundary data because it gives formulae for 3 and 'y  in terms 
of discretised analytic functions. The fact that these functions exist in general 
will become important in Chapter 4. This method does not rely on knowing the 
boundary conditions, as will become clear in Chapter 5. 
38 Centre of a monopole 
It is known ([12], p821) that hyperbolic monopoles have a well-defined centre 
(at least for m E Z), but it is not easy to find the centre of a given monopole 
explicitly from its Braam-Austin description. The answer is known in the case 
k = 1: 
Proposition 3.6. The centre of the 1-monopole (0, 'y), where the solution is in 
the gauge with v = y e R>0 , is the point 
(/:3,7) e IH[3 	C 	Il > 
This is proved in §3.8.2. Recall that for a 1-monopole, /3 and 'y are independent 
of j. These centre coordinates may be written gauge invariantly as (01 V7). 
3.8.1 Definition of centre 
There is more than one way to calculate the centre of a monopole. One method 
is to use the boundary data. The restriction of the bundle E to the sphere at 
infinity splits as Elaipp = L ED L*.  The connection on E induces U(1) connections 
on L and L*  whose curvatures are nowhere vanishing (see [12]). Let A be the 
connection on L*  and let F be its curvature. Then the 2-form F defines a 
measure on 81V = S. Any measure on a sphere has an associated "conformal 
centre of mass", which is a point in IV (using the ball model) defined by the 
measure and behaving naturally under isometries of W (any isometry extends 
conformally to 81H13 ). The centre of the monopole is defined to be this conformal 
centre. The definition of the conformal centre of mass may be found in [8], §5, 
where its equivariance under isometries is discussed. The proofs of existence and 
uniqueness are given in Appendix A of that paper. If the monopole has any 
symmetry (this includes all monopoles of charge 1 or 2), an alternative definition 
of the centre is to take the centre of symmetry, which may be found by considering 
symmetries of the spectral curve (see Chapter 5). The centre obtained this way 
agrees with the conformal centre because of the naturality of the conformal centre 
under symmetries of IV. Another consequence of naturality is the fact that, 
identifying W with the unit ball in R 3 , the conformal centre of mass is at the 
origin if and only if the Euclidean centre of mass is at the origin. The Euclidean 
centre of mass is given by the integrals of the coordinate functions restricted to 
S2 against the measure. 
3.8.2 Proof of Proposition 3.6 
Braam and Austin have a way of calculating F as the pullback of the Kähler form 
on CP" under a map f S -* CP". The map f is induced by the "boundary 00 
monad map" 
(/3_2m+1U\ .Ck 	Ck+1 
) 	
-2m+1 
with u a coordinate on S2  . Then f(u) = [n(u)], where n(u) is the normal in 00 
to the image (/3_2m±1 
- 	
C 2m+I . This image is always k-dimensional 
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by injectivity. 
When k = 1 the boundary map is 
(13_u) :S -~ Q  
113— 
so f(u) is the point 	
u
L ' 	 ] E CP' and a representative is 
_1 	1 f(u)— L  
In inhomogeneous coordinates f(u) = - 	 and the pullback of the Kähler form 
is 
df(u) A df(u) - 	1712du A dü - F 
- (1+ if (u) 2 ) 2 (ii2 + 13 
The idea is to pull back the form F to the ball model 13 = {(x, y, z) E 
x2 + y2 + z 2 < 11 of 1H13  by a conformal map which sends 0 E 13 to (13,'y) E U. 
Then (0, 'y) is the centre of mass of F if the integrals of the coordinate functions 
of 13 against the pulled-back F vanish. It is enough to do this for (13, 'y) = (0, 1), 
since any point may be moved to (0, 1) by an isometry of U, and it is easier 
in practice to pull the coordinate functions back from B to U and to do the 
integration there. 
The correspondence between U with coordinates (u, t) and 13 with coordinates 
(x, y, z), which restricts to stereographic projection on the boundary (t = 0 or 
x2 + y2+ Z2  = 1) and sends 0 e 13 to (0, 1) e U, is given by 
2u 	 = 
	
X + iy 
= i4+ (1 + t)2 	
u 
1u12+t2-1 	 t= z= 
1u12+(1+t)2 
2(x + iy) 
x 2 + y2 + (z - 1) 2 
1 - - y2 - 
X2 + y2  ± (z - 1) 2 
So the integrals of the pulled-back coordinate functions are 







EC (1 + 1u1 2 ) 3 L I   
2 	
00 2ir(r2 - 1) 




00 + f - 	
dr 
 (1+r2 ) 
H 2(1 + r2) 0 	 2 2 
completing the proof of the proposition, provided the coordinates behave in the 
expected way under isometries of THP. This is shown in the next section. 	LI 
3.8.3 Isometrics of 11H1 3 
It remains to check the effect of isometries on Braam-Austin matrices. The 
Braam-Austin formulation fixes a point at infinity, so the only relevant isome-
tries are those that fix this point. They are generated by 
	
(u,t)-- (u+a,t) 	a E C 
(u,t)- 	(Au, At) 
Including IHP in S4  and using the fact (equation 1.11) that the fibre in CF3 over 
a ± jb E S4 = HP' is the real line 
( z1)
"a (Z3'\ 
Z2 a z) 
the isometries 01 and 02  lift to CF3 . For 0 1 , 
- \(z 3 (z 1 '\(aZ3 
2) 	( 
- 
b 	a±) '\Z4) - Z2) 	aZ4 
So 
q 1 [z] = [z1 + az3 , z2  + dZ4, z3 , z 4 1 
and similarly 
= [z1,z 2 ,)tz 3 ,)iz4] 
= [z1 ,z2 ,Az3 ,Az4 ] 
Pulling back the matrices A 2 by these maps, 
i* (E A j zj) = A 1 z 1 + A2 z2 + (A3 + aAi )z3 + 04 + A2)Z4 
which means that 
131 F- 13j +aI 
'Yj 1-4 	'yj 
and for 02, 
2 (E Az) = A 1 z 1 + A2 z 2 + \A 3 z 3 + AA4Z4 
so in this case Oj i- A/3d and yj i-* 	Thus when k = 1 the coordinates (i3, 'y) 
do indeed behave correctly under isometries of W. 
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3.8.4 Higher charge 
In general, the centre coordinates must be given by some expressions in 0 and 'y 
which do not depend on j (of course these expressions will involve traces so that 
the result is a scalar). They must also be independent of gauge and transform 
in the right way under isometries of IHP. Conversely, any invariant formula for 
the centre which is correct for centred, oriented monopoles and transforms as it 
should will be valid for all monopoles of that charge. This fact was used in the 
proof of Proposition 3.6. 
Using coordinates (u, t) E W C R>0 , the obvious choice for the complex 
coordinate is to take u = tr/3. This will be correct provided a general monopole 
(with a fixed orientation), centred at (0, t) for some t, is defined by Braam-Austin 
data with tr/3 = 0. The other coordinate is more complicated, as the following 
result illustrates. 
Proposition 3.7. The centre coordinates of the 2-monopole specified by Braam-
Austin data {/3, 'y,  v}, given in the upper half space model, are 
(u, t) = ( _ tro, =x) 
where 
X = (tr/32)2 - 2tr(7*(7* - 20*/3)) + 2(tr*)2  + (tr/3) - (tr/3) 2 tr/32 
_2tr/3tr/3* y * y - 2tr/3*tr/3y*y + tr/3tr/3*try*7 
A proof will be given in Chapter 5 (see §5.6.2). It may be checked that in the 
case of the centred symmetric 2-monopole solution given in Proposition 3.5, the 
formula for the centre simplifies to 
(u, t) = (0,={sec(2B)}) 
where as before, B 	 .=The check is relatively easy because tr3 and tr/3 2 
both vanish so there are only two terms of x to calculate. 
This formula for the centre is only valid for k = 2. It was obtained by using 
explicit solutions and knowing the invariants of the Braam-Austin equations for 
k = 2. Finding a formula for t when k> 2 seems very hard at present. 
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Euclidean limit 
The aim of this chapter is to understand how the Braam-Austin description of 
monopoles becomes the Euclidean (Nahm) description for large mass. Euclidean 
space R3  may be thought of as a limit of hyperbolic spaces with curvatures tend-
ing to zero. It is conjectured that Braam-Austin data should be discretisations 
of analytic functions and, on the strength of this, conditions for a sequence of 
hyperbolic monopoles of fixed charge and increasing mass to have a subsequence 
converging to a Euclidean monopole are given. 
4.1 Changing the curvature of 1H13 
Recall that the correspondence between hyperbolic monopoles and instantons was 
based on the conformal equivalence DV \ R 1H1 3 x S', which was illustrated by 
writing the R'1 metric as 
ds2 - t2 {dx
2 + dy2  + dt2 + d02} 
- 
There is a similar formula for any R E 11>o, given by 
ds2 - R2 {R22 + dy
2  + dt2 + R2d92} 
-- 
and so a conformal equivalence IR' 1 \ T1 '-' EP(R) x S 1 (R) where S' (R) is the 
circle of radius R and W (R) is hyperbolic space with constant curvature —11R 2 . 
The charge of a monopole is not changed by this rescaling of IHP, but because 
A—_A+dO=A+RdO 	 (4.1) 
it is clear that a monopole of mass m on W corresponds to one with mass 
on W (R). Euclidean monopoles may always be scaled to have mass 1. As R 
increases, the curvature of W (R) tends to zero, so it is reasonable to hope that a 
sequence of monopoles with increasing mass has some sensible limit as a Euclidean 
monopole of finite mass, using a rescaling of this sort. 
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4.2 Moving the boundary of 1H13 
Atiyah's picture ([4], §5) of the limiting process is to consider shifting the axis of 
rotation along the real axis in the (t, 0)-plane. Recall that if R 4 is identified with 
the quaternions H, with coordinate q = a + jb = x + iy + jte° , then the circle 
action is 
A: a±jb'—* a+jAb 
As the axis of rotation moves away from the origin in the (t, 0)-plane the circle ac-
tion near the origin becomes closer to the translation action (along the imaginary 







In the upper half space picture, this corresponds to changing from U = It > O} 
to UR = { t> —R} and rescaling the metric, so the boundary of hyperbolic space 
drops away from the origin; and on any compact set containing the origin the 







To find out what effect this shift of the axis has on the Braam-Austin matrices it 
must first be lifted to CP3 . 
4.2.1 Lift to CP 3 
Translation along the real axis (in the (t, 0)-plane) by R corresponds in R4 to 
a+jbi-+a+j(b+R). Since 
( a 	——R(z3\ - (a -(Z3\ 	( —Rz 4 )
b+R a ) z) 	b a ) z4 + Rz3 
(and using the equation (1.11) for the fibre over a point of S 4 ) a lift of this 
translation to twistor space is given by 
z i-+ [zi - Rz 4 , z2 + Rz3 , z3 , z4 1 
Conjugating the circle action by this lift, the new rotation action with axis at —R 
is given by 
PR(A) : z 	[ z1 + R( 	- 	) z4 , Az2 + R(A - 	)z3, 	z3 , z41 
Given matrices solving the Braam-Austin equations, their pullbacks under trans- 
lation by —R will be invariant under the new action. In other words if {A 2 } solves 
the Braam-Austin equations and is invariant under the original circle action, then 
A 1 z 1 + A2 z2 + ( A 3 - RA 2 )z3 + (A4 + RA 1 )z4 
is invariant under PR.  This formula may be used to convert between P R-invariant 
data and data invariant under the original circle action. 
4.2.2 Limit of this action 
To confirm that the action has the expected limit for large R, put ) = 
where u will remain finite. Then ) -+ 1 as R -* oo and 
R(A - 	= 21R sin GUR) 
-+ ivasR —*oo 
So in the limit, the action PR(A)  becomes 
z F-* [zi + iuz4 , z2 + iuz3 , z 3 , z4 1 
When this is restricted to EV = {[q, 1]} it is just translation by iu in the (t, 6)-
plane, which is the limit of the actions previously described in pictures. 
403 Nahm's equations 
From the method of construction, it would seem reasonable to expect Braam and 
Austin's difference equations to be related to the Nahm equations for Euclidean 
monopoles. This section contains a summary of Nahm's results, and Donaldson's 
reformulation of them. 
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Euclidean monopoles correspond to ASD connections on 11, invariant under a 
translation action (translation in the x 4 direction, say). This is less pleasant than 
a circle invariant connection since the "instanton" no longer has finite action. In 
the "ADHMN" description of monopoles (see [17], §2, for details), Nahm replaced 
the vector spaces V and W by infinite dimensional spaces and the map A(z) by a 
differential operator L(z). To be more precise, let C 2 represent the quaternions 
and H° := £ 2 [1 ,  1] with real structure o(f)(s) = J(—s); then V := H0 ®C'®C2 
and 
W := If E H' 0 Ck : f(-1) = f(1) = O} 
where H' is the Sobolev space of differentiable functions on [-1, 1] whose deriva-
tives are in £2.  Note that W has a real structure and V a quaternionic structure 
arising from similar structures on the individual fibres. Using homogeneous co-
ordinates and letting e 1 , e2 and e3 be right multiplication by the quaternions i, j 
and k respectively, the map L(z) may be taken to have the form 
df 
L(z)f = (zo + 	ze)f + i— + i ) T(s)ef 
ds - i=1 
where T3 (s) is a k x k matrix depending analytically on s E (-1, 1), with simple 
poles at the endpoints (the C 4 coordinate is now (z o , z 1 , z 2 , z3 ) as this is more 
convenient here). 
In this setup, the conditions for A to define a monopole become 
Ti (s) = 
and Nahm's equations: 
dT, 







= [TI, T21 
Then E 	kerL\*( x) is a 1-dimensional quaternionic vector bundle on R4 , with a 
connection defined by orthogonal projection of the trivial connection on V. It was 
proved by Nahm [25] and Hitchin [17] that such bundles correspond to Euclidean 
monopoles. 
In fact Hitchin (as well as Nahm) uses the interval (0, 2) instead of (-1, 1), 
but this latter interval will prove more convenient later. 
4.3.1 Donaldson's description 
Donaldson, in [13], has a way of rewriting Nahm's equations, by noticing that 
they are equivalent to the ASD equations for a connection A =Ej=j Ti (s)dpi on 
the R' with coordinates (s,p1 ,p2,p3). From this point of view, it is natural to 
introduce a fourth matrix To (s) and extend Nahm's equations to the full ASD 
equations (in the case where the coefficients depend on only one variable): 
dT1 
---+[T0,T1]—[T2,T3] = 0 ds 
dT2 




considered up to the action of the gauge group 
g = {u: (-1,1) —+ U(k) : u(—s) = ut(s)_l} 
g acts via 
J u(T) =uTu 1 for i = 1, 2,3 
u(To ) = uT0u 1 - (4!s ) u d 
so there is always a gauge where To = 0. Donaldson's point of view is that of 
complex coordinates, since there is already a splitting R3 = C. So he defines 
the coordinates s + ip1 and P2  + ip3 , and the matrices 
a= (TO +iTi ) 	3=(T2 +iT3) 
The original matrices T may be recovered from c and 0 by taking the adjoint 




+2[a,I3J = 0 	 (4.2) 
+ *) + 2([a, a] + [, *]) = 0 	 (4.3) 
ds 
4.3.2 Poles and residues 
Nahm's matrices Ti (s) have simple poles at the endpoints s = +1. Hitchin, in 
([171, p150), argues that near s = 1, the matrix Ti (s) may be written 
Ti (s) = 	+b(s) 
ai 
1—s 
where a, is constant and b(s) is analytic in a neighbourhood of s = 1. Then 
dT 	a2 	db, 
s (1_s) 2 c1s 
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Putting this into Nahm's equations and taking the coefficient of 1/(1 - 8) 2 , 
—a 1 = 1a2 , a3 ] 
plus cyclic permutations 
so that the residues a 2 form a k-dimensional representation of u(2). The fact that 
this representation must be the unique irreducible one of dimension k was proved 
in Proposition 5.24 of [17]. By the property T2 (—s) = —[(s), the representation 
of the residues at the other pole will then also be irreducible. 
4.4 Shift of axis 
It is pointed out in ([12], p817) that if yj =+ aj then the continuum limit 
of the Braam-Austin equations is exactly the Nahm equations in Donaldson's 








2 	1/rn 	 2m 	2m 	2m 
(4.4) 
Because Nahm's equations depend on a variable s e (-1, 1), it is sometimes 
convenient to rescale j by setting j/2m = s. Using this, it is possible to take 
continuum limits, by letting j and m tend to infinity in such a way that s re-
mains fixed. Doing this to (4.4), the left hand side becomes a derivative and (4.4) 
becomes equation (4.2) above. Similarly, substituting into (3.7), rearranging and 
taking the limit gives (4.3). These are Donaldson's form of Nahm's equations. 
In future, the relation s = j/2rn will often be used to switch between the con-
sideration of 0 and 'y as functions on a lattice and as discretised functions on 
(-1,1). 
To obtain a Euclidean monopole from a sequence {A(m)},  where A(m) 
{Am) ,. . . A } is Braam-Austin data representing a hyperbolic monopole of mass 
rn, the curvature of hyperbolic space is changed by moving the axis of rotation 
to Rm in the (t, 0)-plane, i.e. to the point (t, 0) = (Rm , -) (4.2). It turns out 
from the above that the correct axis shift is Rm = 
Justification: The following is a formal argument, in that it is assumed there 
are no difficulties with existence of derivatives or the continuum limit, but it is 
nevertheless useful and provides the motivation for the rest of the chapter. If 
A(m) is pulled back to pp-invariant data A(m), then 
A(m) z = A 1 1 z 1 + Am) Z2 	 ]?,,,A (-) )z4+ (Aim) - Rm Am)) Z3  + 
(Aim)  + mAm))z4 
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by §4.2.1, where the matrices A(
m)  of A' / are in Braam and Austin's standard 
form, Am) having blocks 
(m) 7çm) and v (m). Recall A(m) z W(m)  
where W(m) and V(m) have the weight space decompositions given in Lemma 3.2. 
A vector f(m) E W(m) may be thought of as a discrete function 
{f(m)} 
with 
 fm) a 
k-vector in the weight space W3 of W. Consider the coefficient of z3 in A(m) z f(m) : 









j ;(m) 	__ (m) 	;(m) 





rnJO 'Y1 J2 
(m) 	(m) 




E V 	(4.5) 
If there is to be a nonsingular limit as m —+ oc, the entries of this column vector, 
and in particular the functions 
_Rmf4 + 
	(m) (m)f 	 (4.6) 
must have finite nonzero limits (for a general f(m))  as m —+ oo. To keep them 
from becoming arbitrarily large, 
çm) must have the form 
(m) 
= Rm Ik + (m) 
M) where a.() has a limit as a finite matrix-valued function a. Thus it is natural to 
use the pair 
( (m) (m)) to represent Braam-Austin data, especially when consid- 
ering the Euclidean limit. Comparing with the substitution fj =+ cei gives 
'-' 





in the continuum limit. 
Note that a shift of the axis by m/2 for a mass m monopole corresponds to 
scaling so that the monopoles all have mass 2, by equation (4.1). 
4.5 Analytic functions 
Recall that solutions ('y, /3) to the Braam-Austin equations may be thought of as 
discrete functions ('y(s), 13(s)) on the interval (-1, 1) by setting s = j/2m. This 
is the viewpoint taken in the following conjecture: 
Conjecture 1. For each solution (YBA, I3BA, v) to the Braam-Austin equations 
for hyperbolic monopoles with mass m and charge k > 1, there exist matrix-valued 
functions a(s) and 13(s) such that 
a and 13 are analytic on the intervals (-1 - , I +) and (-1, 1 + ) 
respectively with simple poles at the endpoints 
The functions y = MIk + a and 13 satisfy the Braarn-Austin equations for 
mass m for all s E (-1, 1) 
7BA and I3BA are discretisations of 'y and 13 respectively, so that ('YBA)j = 
'y(j/(2m)) and (13BA) = 0((j + 1)/(2m)) 
iv) The matrix -y(s) is invertible for all s away from the poles, except at s = ±1 
where it is singular 
When considering (YBA, I3BA) as discrete functions it is convenient to use the 
notation of §3.7.1. There, the domain of definition of 13 was shifted so that 13 and 
were defined at the same points. This convention has been adopted here. The 
"unshifted" domain for 0 is thus (-1 - 	, 1 + ). 
The conjecture is satisfied for k = 2, which may be verified from the solutions 
given in Chapter 5. In the case k = 1, the matrices are constant and there are 
no poles. 
While Conjecture 1 remains a conjecture for k > 3, there is very good evidence 
that it, or something very similar, is true. This evidence is mostly based on work of 
Murray and Singer [24], who describe how to construct "discrete Nahm" data (i.e. 
a solution to the Braam-Austin equations) from the spectral curve of a monopole, 
following Hitchin's construction [17] for the Euclidean case. 
4.5.1 Murray and Singer's construction 
Starting from the spectral curve S, construct vector spaces V as spaces of sections 
of line bundles over 
VT = HO (S, LT(k - 1,0)) 	 (4.7) 
where L is the restriction of the line bundle 0(1, —1) over Z to S and 
L' (k - 1,0) 
is ashorthand for LT®0(k_1,0)ls = 0(r+k-1, —r)t.5. The bundle 
LT(k_1,0) 
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represents a point on the Jacobian, Jack(k_1)(S), of line bundles on S with degree 
k(k - 1). The theta divisor e of S lies in Jac9 _ i (S) = Jack(k_2)(S) (recall S 
has genus (k - 1) 2 ) . Murray and Singer ([241, Definition 2.1) make the following 
definition 
Definition 3. A bundle L E Jack ( k _ 1 )(S) is regular if 
£(-1, 0) E Jack(k_2)(S) \ e 	and 	L(O, —1) E Jack(k_2)(S) \ e 
The degrees work out because S has bidegree (k, k), so tensoring with 0(-1, 0) 
or 0(0, —1) reduces the degree by k. Murray and Singer then prove 
Proposition 4.1. If L e Jack(k_1)(S) is regular, then 
h° (S,J.) = k= h° (S,lL®L') 
(this is true for generic £ by Riemann-Roch), and there is an exact sequence 
0 —~ H O (S, £) —~ H O (S, £) ® H O (S, 0(1, 1)) -  HO (S, £(1, 1)) —~ 0 	(4.8) 
where m is the multiplication map. 
Thus Vr  has dimension k and depends holomorphically on r, for r in some 
region of C such that L ' (k - 1,0) is regular. For integral r, L' (k - 1,0) is 




because 0(- 2m - k, 2m + k) I s 0s. When 2m + 2 < r < 2m + k, both of 
r - 2m - 2 and —r + 2m + k are positive and so the bundle LT (k - 2,0) has 
sections (for example, the restrictions of global sections, since r E Z). A generic 
bundle of degree k(k - 2) has no sections, and so L' (k - 2,0) must lie on the 
theta divisor. Thus LT(k - 1,0) is not regular for 2m + 2 < r < 2m + k. The 
same argument using 0(0,—i) instead of 0(-1,0) shows that L' (k - 1,0) is not 
regular for 2m + 1 < r < 2m + k - 1. This region where L(k - 1,0) is not 
regular occurs periodically, since L° (k - 1,0) L2m(k - 1, 0). The claim is that 
LT(k - 1, 0) is regular for real r outside [2m + 1, 2m + k] and its translates, and 
so for r in some region ci e C containing the interval [1, 2m]. 
The kernel Kr  of the multiplication map 
Vr  ® HI (S, 0(1,1)) —+ HO (S, L' (k, 1)) 
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is then k dimensional and may be identified with Vr , by Proposition 4.1. An 
element of K is a set of four elements {s oo , üi,  s10, s ii } of 17V, such that 
w 1 z 1 s00 + wz o s0 + w 0 z 1 s 10 + w 0 z0 s 11 = 0 	 (4.9) 
on 8, where 77 = wi /wo and ( = zi /z o are coordinates on Z. So (4.9) implies that 
(w i soo + w 0 s 10 , w 1 s01 + w o s ii ) = (zo , —zi)t+ 
(z i soo + zo so1 , z 1 s io + zo s ii ) = (wo , —w i )t_ 
on 5, for some sections t. In fact, from these formulae t, E V 1 so the procedure 
defines maps P : Kr -+ V 1 . These maps depend holomorphically on r E ft 
Murray and Singer prove that for r E Q, the P are isomorphisms. The identifi-
cation of Kr with V, is by projecting to s10 , and so there are endomorphisms A r , 
Br , Dr of Vr  such that (reverting to inhomogeneous coordinates) 
(A rii( + Br il + C ± Dr )sr = 0 	V.9,. E V,. 
These endomorphisms also vary holomorphically with r. Fixing a basis for the 
V,. (and making the identification with Kr ), the maps P, Ar and Dr may be 
written as matrices. It turns out [24] that these matrices satisfy the Braam-
Austin equations, with the P,1 taking the roles of the -yj and 'y, and A r and Dr 
the roles of /3 and 
This construction makes it clear that difference equations, rather than differ-
ential equations, arise naturally from the geometry of S. Although the difference 
equations are satisfied at all points of ft there is a natural discrete set of points to 
choose, namely those corresponding to real integral r. In this case, the points of 
Jac k (k_ 1 )(S) represented by the LT(k —1,0) meet the boundary of the non-regular 
region (after a finite number of steps and without crossing non-regular points). 
This should give rise to the poles at the endpoints and the singular behaviour of 
'y there. 
In the case k = 2, the spectral curve is an elliptic curve and Jac(S) may 
be identified with S. Writing S as C/A, the lattice A must be rectangular (i.e. 
must be generated by 11, it} with t real) because of the reality conditions on S. 
Thus S is determined as an abstract curve by one positive real number. The 
theta divisor is the single point 0 E Jaco (S). Choose coordinates so that the 
L'(1,0) E Jac2 (S) (with r real) lie along the real axis in C. Then looking at 
integral values of r divides the real interval [0, 11 C C into equal steps, with the 
L'(1, 0) only non-regular at the endpoints. 
Murray and Singer [24] prove that the above matrix data may be constructed 
from the spectral curve of any monopole. They have a procedure (see §5.6) for 
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finding the spectral curve from the matrices and prove that this recovers the 
original spectral curve. They also prove that for any such solution, Vr has the 
form 
V = H° (S,C 3 ) 
where £3 E Jack(k_1)(S) is isomorphic to £o®Li. The original definition of VV, fits 
this pattern, but calculating L O  remains a problem. So it remains a conjecture at 
present that the V are always given by (4.7). In any case, the maps P,, A and 
Dr  depend analytically on r E ft 
4.5.2 Note 
The particular endpoint conditions of Conjecture 1 are satisfied by the symmetric 
2-monopole and by the 2-monopole solutions given in the next chapter. For larger 
k the lattice A is still rectangular, but the theta divisor is more complicated 
and the situation less easy to understand. The precise endpoint condition does 
not affect the results deduced from the conjecture, however, provided (a, )3) are 
analytic on an interval containing (-1, 1) with poles at the endpoints and that 
the positions of the poles tend to ±1 as m tends to infinity. This much should 
follow from Murray and Singer's work. Part iv) will not be used in what follows. 
The rest of this chapter will be based on the assumption that Conjecture 1 is 
true. 
4.6 Convergence definition 
It is now possible to make sense of the statement that "hyperbolic monopoles of 
increasing mass tend to Euclidean monopoles". The idea is to let A(m)  denote a 
set of Braam-Austin data for a monopole of mass m, and to look at sequences 
{A(')} of such monopoles of fixed charge k, one for each integral mass. The 
rescaling is equivalent to writing (-) = M Ik + a and considering the functions 
W m) 	instead 	 (m) (m) , /3 ) 	of ('y , /3 ) (using the arguments of §4.4). By Conjecture 
(m) O(m) (m) pair 	. 	(m) (m) 1, (a3 , /3 ,v ) corresponds to a pair of analytic functions (a , /3 ) on 
an interval containing (-1, 1), together with the vector v(m).  If these functions 
converge to analytic functions on (-1, 1) with poles at the endpoints, the limit 
functions (a, 3) will satisfy Nahm's equations (again by §4.4) and so describe a 
Euclidean monopole. 
Most sequences {A(m)} of monopoles do have a Euclidean limit in this sense. 
To make this precise, 
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Definition 4. A sequence {A(m)}  of monopoles of increasing mass is a se- 
(m) 	(711) 	(m) 	(in) quence of Braam-Austin data, where A = (7BA 
P(M), , v ) represents a mono- 
pole of mass m and the sequence contains one such A(m)  for each integral mass 
m. The sequence is indexed by m. 
The following theorem gives conditions for such a sequence to converge. 
Theorem 4.2. Assume Conjecture 1 is true. Let {A(m)}  be a sequence of mono-
poles of increasing mass with fixed charge k, such that the corresponding sequences 
{(m)} , {/3(m)} of analytic functions and {v(m)}  of vectors satisfy 
The functions a(m), (m) all extend as meromorphic functions on some fixed 
region Q C C containing the interval [-1, 11 with at most two simple poles 
(depending whether ±(i+) e ) and are uniformly bounded on any compact 
subset of Q excluding the poles 
There is a subsequence of the boundary data {(0(m)(1)/ m , v (m)/ m )} converg-
ing to (b, v) where v is a cyclic vector for b (i.e. IV,  bv,. . . ,b'v} span Cc) 
then there is a subsequence {A(mm)} converging to a Euclidean monopole of charge 
k. 
Notes 
• Condition i) of Theorem 4.2 is the condition that no charge escapes to in-
finity, or in other words that "the monopoles remain inside a compact set" 
in H. It will become clear in Chapter 5 that in the case of 2-monopoles the 
condition that the functions extend to meromorphic functions on a fixed 
set Q corresponds to the "monopole separation" remaining finite, and that 
for a monopole with "finite separation", the uniformly bounded condition 
corresponds to the centre of the monopole remaining inside a compact set. 
An example will be given in Chapter 5 of a sequence of 2-monopoles where 
some, but not all, of the charge "escapes to infinity". The result is a Eu-
clidean monopole of charge 1. 
• Any analytic function on a real interval extends as a holomorphic function 
on some region 1 of C. The important part of condition i) is that this Q is 
the same for all a and (m) 
• Condition ii) that v is cyclic for b in the limit ensures that the representation 
formed by the residues of the limit is irreducible, and so the limit really is 
an SU(2) monopole and does not degenerate in any way. 
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In fact the theorem almost gives both necessary and sufficient conditions 
for a sequence of monopoles of increasing mass and fixed charge to have a 
subsequence with limit a Euclidean monopole of the same charge: such a 
limit exists if and only if i) and ii) of Theorem 4.2 hold for some infinite 
subset of the {A(m)} . 
4.6.1 Proof of Theorem 4.2 
Assume Conjecture 1 is true and suppose the sequence {A(m)}  satisfies i) and ii) 
of Theorem 4.2. Then by the conjecture, the poles of the corresponding analytic 
functions m) (m) !Jk and /3(m)  are at ±(1 + ) and —1, 1 + . respectively. 
Assume m is large enough that ±(1 + ) E 11, and for convenience that 
{
(/3()(l) v(m)\)l 
—~ (b, v) 
M m,J 
as m —+ 00, with v cyclic for b. If this were not true, it would be true for some 
subsequence by ii) of the theorem. This kind of assumption will be made again 
during the proof because it is notationally cumbersome to take subsequences and 
renumber when the original sequence is indexed by the mass. The proof is in two 
main parts; the first is that limit functions (a, ,3) exist and the second that they 
represent a Euclidean monopole. The first part subdivides into the proof that the 
functions minus their poles converge, and the proofs that the residues and hence 
the original functions converge. 
Existence of limit 
Both a 	and 0(m) extend to meromorphic functions on Q (given by part i) of 
the theorem) which have two simple poles and are holomorphic otherwise. So let 
R be the residues of m)  at ±(1 + ) respectively and S the residues of 
/3(m) 
at —1 and 1 + . Define holomorphic functions &(m)  and 3(m)  by 
Rm 
	
â(m)(s) = c (-)( s ) - 	 + 	
- 	 (4.10) 
1+—s l++s 
StmStm = /3(m)(s) - 	 + 	
- 	 (4.11) 
1 + - S - 1+ S Tn 
Now by the conditions of the theorem, the families {6z (' ) } and {(m)}  are uni-
formly bounded on all compact subsets of ft Any such sequence has a subse-
quence converging to an analytic function on Q , the convergence is uniform on 
compact sets and the derivatives also converge uniformly to the derivative of the 
limit (see, for example, [2]). So there is a subsequence {m} such that the pair 
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(&(mn)) (mn)) converges to a pair of holomorphic functions (a, /3) defined on ci, 
with the derivatives also converging. Again, for notational reasons, assume this is 
in fact the whole sequence. Thus (a(') , 0(-) ) converges to a pair of meromorphic 
functions on ci with simple poles at +1 provided the residues converge. 
Convergence of residues Note first the obvious fact that if {a} is a sequence 
of points in D := f jzj < R} C C with an -+ 0 as n - oo, then for any compact 
set ci C D = D \ {0} there exists N 1 e N such that an ci for n > Nc1 . The 
idea is to consider a sequence {f} of functions meromorphic on D with simple 
poles at a, residues c, and no other poles. Using this framework we can state: 
Lemma 4.3. Suppose {f} is a sequence of meromorphic functions on D as 
described above, and that there is a holomorphic function f on D*  such that for 
any compact set ci C D* ,  the sequence jfnjn>Nn  converges uniformly to f. Then 
f extends to a meromorphic function on D with at worst a simple pole at 0 E C, 
and the residues Cn  converge to the residue c of f at the pole. 
Proof of Lemma 4.3 





t = 	 dw 
27ij Wn+l  
and is a small loop around w = 0 in C. Choose € < R, then there exists N e N 
such that an  E {IzI < e} for all n > Nf . Then for n > Nf the residue cn of fn at 
an  is 
C-n 	f f(w)dw 
272' 





It remains to check that f has at worst a simple pole (it may have none at all 
if c = 0). Clearly the only possible bad point is z = 0. The coefficient of z_k 
(where k> 2) in the Laurent expansion of f is given by 
f wk_If(w)dw = lim 	f (w — an)k_lfn(w)dw = 0 27ri 	 n-c 27riw1 f 
since the functions fn all have only simple poles. 	 El 
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This lemma may be applied to neighbourhoods of +1 to show that the se-
quences of residues converge, say R -+ R± and S -* S±. Thus the functions 
(a(-) ,,3(-) ) converge to analytic functions (a, ,3) with simple poles at ±1 (the fact 
that the limit residues are nonzero, and so the functions do have simple poles, 
will be shown in the last part of the proof of the theorem). 
Reality and boundary conditions 
Because each A(m) satisfies the Braam-Austin equations for mass m, 
it follows 
from §4.4 that the pair (a,,3) satisfy Donaldson's form of Nahm's equations. It 
remains to check the other conditions which, in this formulation, are 
• a(—s) = a(s)' and 0(—s) 
• In a gauge where a is Hermitian, the residue of a at 1 and the Hermitian 
and skew-Hermitian parts of the residue of 0 at 1 define an irreducible 
representation of 5u(2) 
The first condition is satisfied because a(m) and 
0(m) satisfy the Braam-Austin 
equations (3.4) and (3.5), namely a(-) (-s) = a(m)( s)t and 
0(m)(_S  + 1/2m) 
0(m)( s + 1/2m)t for all S E (-1,1). 
If the second condition is to be satisfied, the residues must in particular be 
nonzero. To see this note that 
Lemma 4.4. The residue S of 0 at 1 satisfies 
b 
where b is the limit as m -+ oo of the boundary data /3(m)(1)/m. 
Proof of Lemma 4.4 




- SM  
m 	m 	
+ 2m 
Taking the limit as m -4 oo gives the result, since b = limm 	
0(m)  
Then the condition follows from the argument of §4.3.2, which proves that 
any solution to Nahm's equations which satisfies all the other conditions must 
define a k-dimensional representation of su(2) via the residues at its poles. By 
condition ii) of the theorem, b = 8+ has a cyclic vector and so the representation 
is irreducible. This completes the proof of Theorem 4.2. Note that this proof is 
also valid (with only small modifications) assuming the slightly weaker version of 
Conjecture 1 given in §4.5.2. 
	 * 
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Monopoles of charge 2  
The general solution of Nahm's equations for a charge 2 monopole may be ex-
pressed in terms of Jacobi elliptic functions, and the same is true in the hyperbolic 
case. Ward's solution of the discrete Toda equations provides explicit solutions 
to the Braam-Austin equations. The Euclidean limit may be calculated explicitly 
as well as the spectral curve, and the behaviour of "widely separated" monopoles 
studied. 
5.1 Jacobi elliptic functions 
This section lists some basic facts about elliptic functions, for reference, as they 
will be needed in what follows. These and further details may be found in [1]. 
An elliptic function is a doubly periodic meromorphic function on C. The 
Jacobi elliptic functions are defined by the rectangular lattice: 
n .d .n .d 
,s 	.c 	.8 	.0 
'a .d .n .d 
.8 	.0 	.8 	.0 
in C, where zero is one of the points s, the real axis is horizontal and the imaginary 




and the vertical distance between s and n is K' = K(ic') with ic12 = 1 - ,c2 
If  p 
and q are any two of the letters s, c, d, n and p q, then the function pq(u) is 
defined by: 
pq has a simple zero at p and a simple pole at q and no other zeros or poles 
The step from p to q is a half-period, the steps from p to the other two 
corners of the square are quarter-periods 
3. The leading coefficient in the expansion about u = 0 is 1 (i.e. the first term 
is u, 1 or 1/u according as 0 is a zero, regular point or pole of pq) 
As might be expected, sn(x)/cn(x) = sc(x) and cn(x)nc(x) = 1 etc., so formulae 
will be given only for sn, cn and dn. The equivalents for the other functions may 
be deduced from these. The functions where one of p and q is s are odd, and the 
others are even. All the functions pq(x) are real for real x. In this case sn(x) is 
positive for x E (0, 2K) and cn(x) is positive for x E (—K, K), both vanishing at 
the endpoints of these intervals. dn(x) is always positive for real x, and all three 
functions have modulus less than 1. Note that, in particular, this means nc(x)I 
and dc(x) are greater than or equal to 1 for real x. 
The number ic is called the elliptic modulus, and to denote this dependence 
sn will sometimes be written sn,ç . The elliptic functions have properties similar to 
the trigonometric functions, indeed when ic is 0 or 1 they become trigonometric 
or hyperbolic functions: 
Sn0 = sin 
cn0 = cos 
dn0 = 1 
Relations between squares 
sn2 (u) + cn2(u) = 1 
Addition formulae 
sn 1 = tanh 
cn 1 = sech 
dn 1 = sech 
ic2sn2 (u) + dn2 (u) = 1 
sn(a + b) 
cn(a+b) 
dn(a + b) 
- sn(a)cn(b)dn(b) + sn(b)cn(a)dn(a) 
- 	1 - ,c2 sn2 (a)sn2 (b) 
- cn(a)cn(b) - sn(a)sn(b)dn(a)dn(b) 
- 	1 - ,c2 sn2 (a)sn2 (b) 
dn(a)dn(b) - ,c2 sn(a)sn(b)cn(a)cn(b) 
i- ,c2sn2(a)sn2 (b) 
Special arguments 
sn(0) = 0 	 sn(K) = 1 
cn(0) = 1 	 cn(K) = 0 
dn(0) = 1 	 dn(K) = 
Imaginary transform 
sn,' (iu) = isck (u) 	cn,ç ' (iu) = flC,ç (u) dnk ' (iu) = dc, (u) 
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Taylor series 
Sflk U = U —(1 + k2 ) + 0(u5 ) 
cnK u = 1--+0(u4 ) 
2 
2 U dnku = i—,c—+0(u 4 ) 2 
All these properties are needed to verify the calculations in this chapter. 
52 The general solution 
The general solution to the Braam-Austin equations for charge 2 is essentially 
Ward's k = 2 discrete Toda solution [29] and is found by the same method as 
the symmetric solution (3.7). Using the notation of 3.7.1, write yj = 
Oj = 3(j + 1) and look for a solution of the form 
/ 0 	u+x\ 
=b(' 
12) 	 0 ) 
where fi = /1 -- g, f2 = '1+ g . Then the Braam-Austin equations 
= 
= + 
are equivalent to 








g = g+4ux 	 (5.3) 
The discrete Toda equations are the same except that the first two have numer-
ators u - xg and a; - ug on the right hand sides. The solution given here is 
essentially the same as Ward's discrete Toda solution, but because those solu-
tions were bounded with fixed centring it is necessary to change to an imaginary 
variable and convenient to have the scaling b clearly visible. Thus it is easier to 
solve the equations again from the beginning, incorporating the differences from 
the start. 
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5.2.1 Conserved quantities 
As in the symmetric case, the equations have conserved quantities (where e no 
longer denotes the theta divisor): 
Lemma 5.1. Let 
e = 
= 	- 2u2 - 2x 2 - 4gux 
then e and Q are independent of j. 
Proof 
= (g + 4u+x+)2 - 2U2  2x - 4( g + 4ux)u+x +  
= 92 + 4gux - 2u 2 - 2x 
- 
g 	 1—g2 
- 2u2 - 2x2 - 4gux 
=c 
This shows that Il is conserved. The proof for e is simpler, following the same 
lines, and so is omitted. 	 LII 
5.2.2 An equation for g 
In order to solve the equations, first use the change of variable p = x—u, q = x+u, 
so that 
e=pq 
= g2-p2- q2+ g (p2 -q2 ) 
Solving these (by substituting q = e/p and solving a quadratic equation for p2 , 








R2 = (g2 - 	- 4(l - g2 )E. 2 	 (5.4) 
21 
These can be solved for u and x to get 
U = 1 	- cz - 2e) 112 	 (5.5) 
1 
- + 2e)"2 	 (5.6) 
Note that these are interchangeable since the difference equations do not distin-
guish between u and x. This is reflected by the fact that the sign of e is not 
determined by the equations. It will be shown that p2 and q2  are real and positive, 
over a suitable range for j, so that u and x are well-defined. 
Substituting into equation (5.3) leads to a difference equation in terms of g 
alone: 
= g+4ux1- 
= g —p+q 
- - R 
=g 4 	1—g 
which (translating j) simplifies to 
g - (1 - g2)g_ - gQ ± R = 0 	 (5.7) 
5.2.3 Solution for g 
The discrete Toda equations, which are almost identical to Braam and Austin's 
equations, also lead to (5.7). Ward [29] has a solution in terms of the Jacobi 
elliptic function sn, although because his variable is real, the solution is bounded. 
For a monopole, the function g must have poles at the endpoints of the interval 
and behave something like tan. The most obvious way to accomplish this is to 
use the fact that snKl(iz) = isck(z), in other words to make the argument purely 
imaginary. It is easier to work with sn than with sc for the moment (because of 
the form of the addition formula), so start by assuming that 
g = Asn, çi(iBj) 
where B is real. Then 
- A5n(iBj)dl(2iB)d11(2iB) - sn(2iB)cn(iBj)dn(iBj) 
- 	 1 - ,c 12 sn2 (2iB)sn 2 (iBj) 
and 
1 - g2 = 1 - A2sn2(iBj) 
Set A = —Ic'sn kl(2iB) (the sign is chosen so that g = ,c'sc(2B)sc k (Bj) using the 
imaginary transform), which simplifies the g_ term: 
(1 - g2)g_ = _,c'sn(2iB){sn(iBj)cn(2iB)dfl(2iB) - sn(2iB)cn(iBj)dn(iBj)} 
,c'sc(2B){sc(Bj)nc(2B)dc(2B) - sc(2B)nc(Bj)dc(Bj)} 
Using this expression for g in (5.7) and cancelling two of the terms by setting 
= 1 - nc(2B)dc(2B), the equation simplifies to 
R = _p'sc2 (2B)nc(Bj)dc(Bj) 
	
(5.8) 
Equation (5.8) fixes which root of R is needed, provided the squares of the two 
sides are equal (which must be checked since (5.8) must agree with (5.4)). This 
is equivalent to the condition 4c 2 = (nc(2B) - dc(2B)) 2 . The check is messy but 
not hard, using properties of the elliptic functions. The calculation is given in 
§5.2.4. Thus g = ic'sc(2B)sc(Bj) solves the difference equations, since (5.5) and 
(5.6) are formulae for u and x in terms of g. 
5.2.4 Proof of (5.8) 
It remains to check that 
R2 - 12 sc4 (2B) nc2 (Bj)dc 2 (Bj) = 0 
	
(5.9) 
if and only if 4 2 = (nc(2B) - dc(2B)) 2 . Substituting from (5.4), the left hand 
side of (5.9) is 
(g2 - Q) 2 - 4(1 - g2)e2 - k /2 sc4 (2B) 11c2 (Bj)dc 2 (Bj) 	( 5.10) 
Multiplying out the brackets, using the formulae for g and Q and the identities 
nc2 (u) = 1 + sc2 (u) 	dc2 (u) = 1 + Ic12 sc2 (u) 
the expression (5.10) simplifies to 
{1 - ,c12 sc2 (2B)sc 2 (Bj)}{2 + sc2 (2B) + ic'2sc2(2B) - 2nc(2B)dc(2B) - 4e2 1 
i;F2 sc2 (2B) sc 2 (Bj)}{nc 2 (2B) + dc2(2B) - 2nc(2B)dc(2B) - 4e2 1 
,c'2sc2(2B)sc2(Bj)}{(nc(2B) - dc(2B)) 2 - 40
2 1 
which is identically zero if and only if 
= (nc(2B) - dc(2B)) 2 
The above calculation verifies that the solution for g is consistent with all the 
equations for this (and only this) choice of e2 . 
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5.3 Other conditions 
The solution is not yet in a form satisfying all the Braam-Austin equations. It 
remains to impose the boundary condition and to find a gauge where the reality 
conditions (3.4): 'y_j = and (3.5): j = hold. 
5.3.1 Change of gauge 
As in the symmetric case, change to a more convenient gauge using the constant 
unitary matrix 




—ix 'a 	 b ( fl+f2 	i(f2 — fi) 
- ( 	 i(fi — f2) fl+f2 ) 
(where f? = 1 - g and f22  = 1 + g as before). It is now clear that (3.4) holds, 
since replacing j by -j exchanges fi  and f2,  as sc is odd, and that (3.5) reduces 
to the conditions u(j + 1) = u(—j + 1) and x(j + 1) = x(—]' + 1), which by (5.5) 
and (5.6) is equivalent to gg_(j + 1) = gg_(—j + 1). This is straightforward to 
check from the formula for g, verifying that the solution satisfies (3.4) and (3.5). 
Note also that in this gauge 
* 	2 1 1 	ig\ 	 * 	2 	/0 —1 'n =b t_ig i) [/3, /3]=4bzux1 0 
The vector v appears in the boundary condition and nowhere else. Let v = 
b(x y). 
5.3.2 Boundary condition 
The boundary condition (3.8) is 
[/3(2m), 13*(2m)1 + vtL; - *(2m - 2)'y(2m - 2) = 0 




+b2 (Ix 2 XV ) —b2 / 
Y 	1y12 	—ig(2m —2) 
Thus IX 1 2 = 1y12 = 1, y 	—xV = ±i, and 
4u(2m)x(2m) + 1 + g(2m - 2) = 0 
Using the difference equation for g, (5.11) becomes 
g(2m) = +1 
i.e. ic'sc(2B)sc(2mB) = +1. 
ig(2m - 2) 
1 
(5.11) 
Proposition 5.2. The boundary condition ,c




Proof: First note that 
k'sc(2B)sc(2mB) = 1 	1cs(2B)cs(2mB) 1 
cs(a)cs(b) - dn(a)dn(b) 
cska- cs(a)dn(a) + cs(b)dn(b) 
K 
(from the addition formulae for Sn and cn). So when B = 2(m+1)' 
(M+ 
\ 
cs(2mB) = cs Km 1 ) =cs(K_ 1 ) 
cs(K)cs (-) - dn(K)dn 
= cs(K)dn(K) + cs() dn (-) 
Ic' 	 Ic' 
CS (J_) = cs(2B) m+1 
thus -cs(2B)cs(2mB) = 1. The check for the other case is almost identical. LI 
The constant B can take no other values Since sc has a pole at K, so g would 
then have poles in the interval where 0 and 'y are defined (which can't happen by 
Conjecture 1). 
Because of the shift 133 = /3(j+1), g must be defined for all  between —2m+2 
and 2m, so B = 2(m— 1) is no good either and the only possibility is 
B= 
2(m±1) 
corresponding to g(2m) = 1. The vector v may be taken to be v = b (i 1) (it is 
easy to check that the matrix 
(/3_+i) is injective for this choice). 
5.3.3 Reality of u and x 
It was assumed from the beginning that u and x were real, so it remains to check 
that this is true; or equivalently that p 2 and q2  are always positive, as g, Q, e 
and R are all real. Recall that 
2= 	
q2_ R 
2(1—g) 	 - 2(1+g) 
and that R2 = (g2 - Q) 2 - 4(1 - g2)e2, so p2 q2 = 0
2 > 0 and hence p2 and q2 
have the same sign. For real z, nc(z)dc(z) > 1, so 





Let Im be the interval (-2m + 2, 2m). By (5.8), R = 	(2B)nc(Bj)dc(Bj), 
which is always negative for j E 'm  On that interval —1 < g < 1. These facts 
together show that q 2 is always positive on 'm  and hence so is p2 . Since g reaches 
the value 1 (at j = 2m), it looks as though p2 is undefined there. In fact, taking 
the limit, 
2e2 
as j -* 2m (remembering to use the negative root of R2 ). So u and x are 
defined and real on 'm,  and this solution solves the Braam-Austin equations for 
a hyperbolic monopole of charge 2. 
5.3.4 Summary 
The general solution to the Braam-Austin equations for a charge 2 monopole 





b( 	+ V1 —+ g i(\/1+g— \/1—g) ly - 
i(/1 	— /f) \/i -- g + \/iT 
where 




= (gg_ - Q - 
= (gg_ — Q + 2e)"2 
= 1 - nc(2B)dc(2B) 
e = 	(nc(2B) - dc(2B)) 
and the number r,E [0, 1) is the modulus of the elliptic functions, ,'2 = 1 - 
and K is the complete elliptic integral of the first kind with parameter ic. 
All 2-monopoles, up to centre and orientation, are obtained this way, since 
an elliptic curve is determined as an abstract curve by the modulus ic E [0, 1) 
and there is a solution for each ic. Changing the embedding of the curve in Z 
corresponds to changing the centre and orientation of the monopole. The general 
solution may be used to demonstrate various properties of monopoles and to begin 
to clarify the role of ic. For example, as 'c -* 0, we recover the symmetric solution. 
On the other hand, as ic —* 1, the solution becomes an approximate superposition 
of two widely separated 1-monopoles. The Euclidean limit of the solution is the 
general solution for (centred, oriented) Euclidean 2-monopoles, and by modifying 
the data to incorporate a translation it is possible to illustrate the phenomenon 
noted by Jarvis and Norbury [20] of charge "escaping to infinity". More precisely, 
this will be done by giving an explicit sequence of 2-monopoles on hyperbolic 
spaces with decreasing curvature, whose limit is a Euclidean monopole of charge 
1. Note that the functions a and 0 of Conjecture 1 are obvious in this case. It 
may be verified that this solution satisfies all the conditions of the conjecture. In 
addition, the vector v appears as 
v = im'y(2m) = kery(-2m) 
so that the degeneracy of y  at ±2m defines v. Murray and Singer conjecture that 
something similar to this should be true in general. 
5.4 Euclidean limit 
The method for taking the Euclidean limit was described in Chapter 4. The 
general Euclidean 2-monopole solution will be briefly reviewed first, and then 
shown to be the same as the limit of this hyperbolic solution. 
5.4.1 Euclidean monopoles 
It is known (see Sutcliffe [27]) that the Nahm data for a charge 2 monopole (with 
fixed centre and orientation) may be expressed in the form 
fi(0 1" 	
f2(—i 
o 	 f3 	i 
	
T1 1 o)' T2j 0 •)' 
T3=(9 
) 
and then the Nahm equations are 
fi = f2 13 	12 = f3 fl 	13 = f' 12 	 (5.12) 
To solve these for a symmetric monopole two of these functions are equal, say 




= 21212 = 2 fi  f22 = 2f fi 




= f 1 =C tan C(s—K) 
for constants C and K. Because fi must be defined for s E (-1, 1), with poles at 
-1 and 1, the constants are K = 0 and C = . Putting this into the first of the 
Nahm equations, 
== (7r )2 sec2 




fi = i.tan 
7r 	7rs 
f2 = sec -- 
In general, the equations (5.12) are the Euler top equations, which have a 
solution in terms of elliptic functions (see [27]): 
fi = —Kcs(Ks') 
f2 = —Kns(Ks') 
f3 = Kds(Ks') 
As before, flS, cs and ds are Jacobi elliptic functions with modulus ,c and K is the 
complete elliptic integral of the first kind with parameter ic. The variable s' lies 
in the interval (0, 2), which is the standard interval for solving Nahm's equations. 
Braam and Austin's construction leads us to use s E (-1, 1) instead, and the two 
versions may be compared by setting s' = s + 1. The symmetric solution is the 
special case /c = 0. 
5.4.2 Limit of the discrete solution 
If ic is fixed, the corresponding family {A(m) } of 2-monopoles satisfies Conjecture 
1 and i) and ii) of Theorem 4.2, so a limit exists. The first step in finding a limit 
is to replace the parameter j E (-2m + 2,2m) by s e (-1, 1), where s = j/2rn. 
Then j = 2ms and 
2mKs 
Bj = 	 Ks for large m 
2(m + 1) 
sc(2B) = sc( K \ 
	K 
+i) rn+l 
for large m 
For a limit to exist, must have the form 'y = EII + a. Since g is small for large 
m, at least near the centre of the interval 'm, choose the constant b(m) = 
. This 
corresponds to shifting the axis of rotation in R 4  by the right amount (as in §4.4). 
For fixed s and large rn, 
g = ,c'sc(2B)sc(2mBs) = 0(1/rn) 
and so 
= 1+ g +O(1/rn2 ) 
= 1_ g +0(1/ rn2 ) 
Thus, putting this into the formula for 'y, 
mimg/O 1)+0(1) 
0 
with 	 iic'K zmg  
—j-- 
- 
- ---icsc(2B)sc(2rnBs) , —sc(Ks) 
for large m. 
For the limits of u and x, it is easiest to start by using the Taylor expansions 
of sn, cn and dn. Observe that 
ci = 1 - cri,c 1(2iB)dn k'(2iB) 




 + 0(B4)) (i - 
ic'2(2iB)2 + 0(B
4)) 
= —2B2 (1 + ic'2 ) + 0(B 4 ) 
and 
2e = cnk'(2iB) - dn,çi(2iB) 
= 2(1 - ic'2 )B 2 + 0(B 4 ) 
Using the fact that gg_ = (m±i)2sc(Ks) + 0(B 4 ) and putting these into the 
expressions for u and x, 
2u = (gg_ - ci - 2e)112 
	
1/2 
/ ,c'2 K 2 
= 	(m + 
1)2 SC (Ks) + 2B2 (1 + '2) - 2B2(1 - 12
) + 0(1/rn2)) 
/ ic'2 K 2 = 	(M+  1) 2 
 
(SC (Ks) + 1) + 0(1/m2)) 
/ ic'2K2 
nc 2 (Ks) + 0(1/m2))1/2 = (  
\\ rn+l 
There is a similar calculation for x so that (in terms of elliptic functions with 
modulus ic), 
K' K_  
nc 
2(rn +1) 




1) dc(Ks) + 0(1/rn) 	 (5.14) 
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So the limits as m —4 00 of a and 
13(m) are matrix-valued functions a°° and 
given by 
(oo) 	ikK 	(0 	1 
	
a = sc(Ks) 	1 
K (—idc(Ks) ic'nc(Ks) 
4 	ic'nc(Ks) 	idc(Ks) 
5.4.3 Recovering the Nahm matrices 
Recall that (in a gauge where a is Hermitian) the Donaldson matrices a and /3 
are related to Nahm data by 
/3=(T2 +iT3 ) 
Thus T2  is given by the skew Hermitian part of 0 and T3  by the Hermitian part, 
and the Nahm data corresponding to {a(°°), 0(00)} is: 
,c'K 	C 1T1 = 	 sc(Ks) 1 





in other words 
fi = ic'Ksc(Ks) 
	
f2 = Kdc(Ks) 
	
f3 = —i'Knc(Ks) 
Using the addition formulae to evaluate f3 (s + 1), 
fi ( s + 1) = —Kcs(Ks) 	f2 (s + 1) = —Kns(Ks) 	f3 (s + 1) = Kds(Ks) 
which is precisely the solution in Sutcliffe's paper. 
5.5 Small and large separation of centres 
The aim of the rest of this chapter is to illustrate properties of the solution given 
in §5.3.4 and its Euclidean limit. In this section the limiting situations tc = 0 and 
,c —+ 1 are studied. The case ic = 0 corresponds to the symmetric solution and 
as ic becomes close to 1 the solution approximates a superposition of two widely 
spaced 1-monopoles. The approximate separation in this case is found and the 
Euclidean limit compared to results of Atiyah and Hitchin. 
The corresponding spectral curves are given in the final section, which lead 
to results on 2-monopole centring. The behaviour in the "tc close to 1" case is 






The check that the general solution reduces to the symmetric case already found 
in Proposition 3.5 is fairly straightforward. Recall 
sc0 = tan 
nc0 = sec 
dc0 = sec 









(m+1) _m+1)) 	(2(m+1)) Grn + 1) ) 
and 'y becomes the symmetric in the limit. The limits of the constants e and 
are 
= 	(nco(2B) - dco (2B)) 112 0 
ç 0 = 1 - nco (2B)dco (2B) = 1 - sec 2 (2Bo ) = tan  (2Bo ) 
where B0 = 4(rn+1) So (by (5.5) and (5.6)) u 
and x are both equal when n 0: 
= (tan 2(2Bo)  tan(Boj) tan(Boj - 2B0) - tan 2 (2Bo ))/' 2 
Expanding using the addition formula for tan and simplifying, this is equal to 
1 	tan(2B0 ) sec(Boj) 
2 \/i + tan(2B0 ) tan(Boj) 
leading to exactly the symmetric solution for /3. As expected, the Euclidean limit 
of this symmetric solution is the Euclidean symmetric monopole. 
5.5.2 "Widely separated" monopoles 
The limit as Ic -+ 1 corresponds to the monopoles becoming infinitely separated. 
The limit itself is meaningless, because the monopoles have disappeared to infinity 
in opposite directions, but it is possible to see how the solution is an approximate 
superposition of widely spaced 1-monopoles for ic close to 1. Note that ic' —p 0 
and K —* oo as ic -+ 1. There are also approximations for sc, nc and dc in terms 
of hyperbolic functions when Ic is close to 1 (see [1]): 
sc(z) = sinh(z) • O(ic'2) 
nc(z) = cosh(z) • O(ic'2) 
dc(z) = 1 + 0(ic12 ) 
!J1 
Recall s = j/2m, so that for any rn the variable s lies in the interval [-1, 1]. 
Although the function g = k'Sc(2B)Sc(Bj) = ic'sc(2B)sc(2mBs) takes the value 
±1 at s = ±1, for other values of s it is "small" for ic close to I. More precisely: 
Lemma 5.3. For fixed mass m and fixed s 0 E (-1,1), 
g,(so )—O 	as 
The rate of convergence increases as Is o l decreases and as m increases. 
Proof 
Using the approximations above, and the fact [7] that K 	-log ic ' when r, is 
close to 1, 
g(so) 	k ' sinh(2B) sinh(2mBso) 
/j/ - log Ic ' 	jg \ / —map log Ic' 	mSp log c 1 
' 	e m+l - e m+l 	e m+1 	- e rn+1 
1 / / M(1 -8 0 ) 1 2+rn(1+sp) 	,2+m(1—ap) 	,m(1+sp) 
- 	rn+1 + i'c m+1 	- ,ç m+1 	- /ç m+l 
All the powers of ic' in this expression are positive, so g(s o) -+ 0 as ic' -* 0, i.e. 
as Ic —p 1. Note that this expression tends to zero as Isol -+ 0 or as m -f oo 
regardless of Ic' , hence the increased rates of convergence when lsoI is small or m 
is large. El 
This lemma shows the sense in which for ic close to 1, the matrix 'y is approxi-
mately b12 (12 denoting the 2 x 2 identity matrix). 
An approximation for 0 
The matrix /3 also becomes approximately diagonal when ic is close to 1. First 
approximate e and Q in terms of hyperbolic functions: 
= 1 - nc(2B)dc(2B) 
= 1 - cosh(2B) + 0(ic'2 ) 
= —2 sinh2 (B) + 0(r,2) 
and similarly 20 = 2sinh2 (B) + O(ic'2 ). So, by (5.5) and (5.6), 
U 	0 
x 	sinh(B) 
when ic is close to 1. 
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Thus when ic is close to 1 both 'y and 0 are approximately diagonal, and 
so correspond to an approximate superposition of widely spaced 1-monopoles 
with centres (±ibx, b) '-..' (±ibsinh(B), b) in upper half space coordinates (W 
C x R>0). The separation of the two centres is then approximately 2 sinh(B), 
determined by K and m (it is independent of b because of the factor 11t2 in the 
hyperbolic metric). 
5.5.3 Euclidean limit in the widely-separated case 
If ,c is fixed close to 1 we may take m -+ oo in this picture. As before, b must be 
set equal to m/2, so in this case c 	0. For 0, 









4 (m+1)+0 ( 1 lm ) 
Thus the limit is an approximate superposition of Euclidean monopoles with 
centres (±iK/4, 0) in R3  C ED R. The separation of the centres is K12 in 
the limiting Euclidean metric. Recall from §4.4 that the Euclidean limit gives 
monopoles of mass 2. If the metric is rescaled so that the limit has mass 1, then 
the separation of centres is precisely K, as calculated by Atiyah and Hitchin ([7], 
pf32). 
Example of charge "escaping to infinity" 
It has been shown that the tc = 1 solution is not a monopole because the charge 
(concentrated at the monopole "centres") has escaped to the boundary OH'. This 
highlights one of the problems in trying to find a Euclidean limit for a general 
sequence of hyperbolic monopoles, one for each integer mass. It may be that 
some or all of the charge "escapes" in the limit. This was addressed in condition 
i) of Theorem 4.2. The following is an example where that condition is violated. 
The example shows that it is possible for only a part of the charge to escape, 
in particular that it is possible to have a sequence of hyperbolic 2-monopoles 
converging to a Euclidean 1-monopole. 
The idea is simple; to take a sequence of 2-monopoles which approximate a 
pair of widely separated 1-monopoles, with the spacing increasing with m, and 
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to translate so that one of the "centres" is fixed at the origin and the other 
disappears to infinity. Recall that the effect on the matrices of translations in IH[ 3 
was given in §3.8.3. 
Let A(m) = ( zy (m), /3(m) , i(m)) be the monopole solution of §5.3.4 with modulus 
Km such that ic' = 	Let A(m) be the translated data 
(m) = (m)+5inh(B)J2 
7(m) = (m) 
(m) = 
As m tends to infinity, 4 tends to zero, 'm tends to 1 and Km  tends to infinity. 
So 7(m) behaves as before in the limit and 
m) 02. For large m, the modulus 
Km is close to 1, so (putting b = m/2) 




As m - 00, the top left-hand entry of 
3(m) tends to 0 while the bottom right-
hand entry tends to infinity. Thus the Euclidean limit is a 1-monopole situated 
at the origin. The "other charge" has escaped. 
This is an example of a sequence violating the conditions of Theorem 4.2 but 
which has a limit of lower charge. The sequence clearly does not satisfy condition 
i) of the theorem, as the functions are not uniformly bounded on any fixed ft 
(As a consequence of this, condition ii) is not satisfied either.) It should be the 
case that for larger k any number of the charges can escape in this way, and the 
rest have a limit as a Euclidean monopole. 
Thus, geometrically, the reason for condition i) of Theorem 4.2 becomes clear, 
at least in the case of charge 2. The spectral curve S C/A is defined by the 
lattice A, generated by 11, it}. The real number t is given by t = K'/K, so the 
monopoles becoming infinitely separated corresponds to t tending to zero. In this 
case the lattice "collapses". Recall that the theta divisor is the single point 0 (2 C 
modulo A, or in other words the lattice points in C. As the lattice collapses, the 
shortest distance between lattice points becomes arbitrarily small. On the other 
hand, the functions a and 0 can only be extended to meromorphic functions on 
1 c C with at most two poles if Q contains at most two lattice points. So the 
first part of condition i) is precisely that the "monopole spacing" remains finite. 
56 Spectral curve 
Murray and Singer ([24], PS, equation (1.19)) have a formula for the spectral 
curve S of a monopole in terms of "discrete Nahm" data, which is essentially 
the condition for a real line in 11 (the fibre over a point of S 4 ) to be a jumping 
line (in the sense described in [4], Proposition 3.5). The formula in terms of 
Braam-Austin matrices is: 
det(( + (*7 + 	+)ii + + ) = 0 	 (5.15) 
where ij and ( are inhomogeneouS coordinates on Z = CP' x CP1  \ . Recall 
(from (2.1)) that the correspondence with W is given by 
t2 77 = ( 1 - uij)(( + u) 	 (5.16) 
Murray and Singer prove that (5.15) is independent of j. Substituting the k = 2 
solution into the formula and simplifying, the spectral curve of this solution is 
given by F( () = 0 where 
F(, () = b2 e 2 (2 + 2 b4 (e2 + 1 - ç) + 2  + 2bb2ij + 
In the last part of this chapter, the behaviour of the spectral curve under sym-
metries of 1H13  will be examined in some detail. A formula for the centre will be 
found and a proof of Proposition 3.7 given. The case Ic -* 1 is studied and the 
results compared to those of §5.5.2. There is also a comparison with results of 
Atiyah and Hitchin [7]. 
5.6.1 Symmetries of S and centring 
Note that 	= 0 	F = 0, so the spectral curve is invariant under the real 
structure o. It is also invariant under the involution 
I: (77, () 	(A 1 ,A) 
where A = b2 (e2 + 1 - Q) 1/2. This gives a way to calculate the centre. The 
involution I has a fixed line ( = Aij which via (5.16) corresponds to the point 
('u, t) = (0, A 1 !2); hence the monopole is centred at this point. If the solution is 
scaled by setting b = ( 32 + 
1 - ) h/4, the monopoles are all centred at the point 
(0, 1). The factor (E 2 + 1— 
)h/4 is { sec (2Bo)} when ic = 0, which is the factor 
in the formula for the centre of a symmetric monopole mentioned in §3.8.4. It is 
now possible to prove Proposition 3.7 of Chapter 3. 
5.6.2 Proof of Proposition 3.7 
Recall that this was the proposition that the centre coordinates of a 2-monopole 
are 
(u, t) = (tr/3, 	x) 
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where 
X 	(tr/3 	- 2tr(7*(7* - 20*13)) + 
2(tr*7)2  + (tr/3) - (trfi) 2 tr02 
_2tr/3tr/3*y*y - 2tr/3*tr/3y*y + tr/3tr/3*try*7 
It was remarked in Chapter 3 that it is enough to show the formula holds for a 
general centred, oriented monopole and transforms the right way under isometries 
of JHP. It has now been shown that in the special case u = 0 the centre is given 
by 
X0 = 2b 
4(02  + 1 - 	 (5.17) 
Ward [29] has pointed out that the conserved quantities of the Braam-Austin 
equations for charge 2 are 
trj3, 	tr/3* , 	tr02, 	tr/3* 2 , 	tr_y * y, 	tr/3.y*_y, 	tr/3* y * y, 	tr ( y * y (_y*_y - 20*13)) 
These are independent of j and gauge invariant. They may be used to express b, 
E) and Q in terms of 0 and 'y: 
2b2 = try*.y 
2b4 (1 + l) = tr ( y* 7 ( y* y - 2/3*13)) 
—2b 2() = tr0 2 
Substituting, (5.17) becomes 
= (tri3 	- 2tr ( y * y (7* y - 20*13)) + 2(try*y)2 
This is a candidate for x in general, but unfortunately it is not invariant under 
0 '-+ /3 + al. By adding combinations of order 4 (so that the scaling still works) 
of the conserved quantities which vanish when tr/3 = 0, it is possible to arrive 
at a formula which is invariant under translating 0. This is the formula of the 
proposition, which was obtained by the ugly method of adding combinations 
of the invariant quantities and solving for their coefficients using the invariance 
condition. . 
5.6.3 Inversions 
The symmetries of the spectral curve will now be studied in more detail. Hitchin, 
Manton and Murray [18] look at the effect on S of inversions of W to find Eu-
clidean monopoles with symmetry. This approach is also useful to clarify the 
geometry of hyperbolic 2-monopoles. An inversion I of W changes the orien-
tation, so it induces an antiholomorphic map (which will also be denoted I) on 
Z. Since S is invariant under the real structure, the method of [18] is to study 
the holomorphic map o, * I, the pullback of I under the real structure. Then the 
condition for S to be invariant under I is 
oIoa(i,() = 0 	= 0 
so that all points of S also lie on the pullback of S under I o a. All 2-monopoles 
are invariant under some inversion; for example 
Proposition 5.4. Let h be the geodesic hemisphere in 1H13 which is symmetric 
about the t-axis and contains the point (0, 1). If the 2-monopole solution of §5.3.4  
is scaled by b = ((92 + 1 - )_1/4, then it is invariant under inversion in h. 
Proof: Inversion in h is the map 
(u, t) 	
(iui 2 t2 ' 1u1 2 ±t2 ) 
in hyperbolic 3-space. This is transferred to Z via (5.16), by finding (i", (') such 
that 
/ 	 / 	ui/ \/, 	u 
u1 2  + t2) 	
= - + t2) ( + 2  + t2 
which simplifies to t2 (' = '—ü)(l±uc). Comparing with the complex conjugate 
of (5.16), the antiholomorphic map induced on Z is (ij, ) -+ (1/fl, 1/c). The 
pullback with a is the holomorphic map 
1h : (ij,() -+ (-,-7]) 
When b = (32 + 1 - ) 1 /4 , the spectral curve is 
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 2(2 	
+ 77 2  + 2  + 	
27( 	+ 	e 	- 0 
( 2 + 1 - ) 1/2 	 ( 2 + 
1 - ) 1/2 (e2 + 1 - 1/2 
which is clearly invariant under 'h 	 El 
The solutions of §5.3.4 are also invariant in this sense under inversions in 
certain planes perpendicular to the boundary {t = 01 of H3 . Inversion in the plane 
making an angle 0 with the real axis {Im(u) = 01 is given by (u, t) (e2 ü, t), 
which corresponds to (ij, () 	(e 2 , e 2 ). The holomorphic version is 
I : 	
(
e 2 " 	e 2 " 
	
(m - 	- , ) 
The monopole is invariant under the inversion if I7 = 0 for all points on the 
original spectral curve S, i.e. if 
e4 "eij2 (2 	22 	2 7 ( 	 e 4 e 
(e2 + 1 - ) 1/2 + + ( + (e2 + 1 - ) 1/2 + (e2 + 
1 - ) 1/2 = 0 
for all points (ij, () of S. Thus of all the I, S is only invariant under inversion 
in {Im(u) = 01 (when /' = 0) or in {Re(u) = 01 (when b = 7r/2) unless e = 0. 
This is precisely the symmetric monopole, and is invariant under all the I,. 
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These calculations show that all the monopoles of §5.3.4 with the given scaling 
are invariant under inversion in h, {Im(u) = O} and {Re(u) = O}. The only point 
fixed by of all of these is the centre, (0 1  1). 
Symmetry group 
It was shown in ([7], p58) that the symmetry group of a Euclidean 2-monopole is 
Z2 x Z2 , or Z2  x S' in the axially symmetric case. This is also true for hyperbolic 
monopoles. The inversions discussed above can be composed in pairs to make 
orientation-preserving maps. Still keeping the fixed scaling for b, the symmetry 
group Z2 x 7L 2  is generated by the two maps 
/1 i\ 
The first corresponds to a rotation by it about the t-axis and the second to a 
rotation by it about the geodesic c 1 := h n {Re(u) = 01. Their composition cor-
responds to rotation by it about c2 := h fl {Im(u) = 01. In the axially symmetric 
case there are also all other rotations about the t-axis as described earlier. The 
geodesics c1 and c2  are fixed (setwise) by the action of Z 2 x 7L2 , and the only fixed 
point is the centre c1 fl c2 = (0, 1). 
5.6.4 Wide separation 
Again, it is possible to check that S has the correct behaviour as /c -# 1. Using 
the approximations 
—2sinh2 B 
E) 	sinh2 B 
of §5.5.2, 	
1 	 1 
b = 
(e2 + 1 — cosh(B) 
Putting this into the equation for S (and using the fact that tanh(B) ' 1 and 
1/ cosh(B) '--i 0 for large K) the spectral curve is approximated by 
p2(2 + 2  + 02 + 1 = 0 
The left hand side factorises as (1 — i7)) (1 + irj) (( + i) (( — i), so S is approximately 
the product of two real lines (1 — ij)(0 — i) = 0 and (1+ i)(( + i) = 0. These are 
the points (i, 0) and (—i, 0) on 81H13 . The monopoles of this particular solution 
are in some sense constrained to the two fixed geodesics c 1 and c2 , so it is to be 
expected that the limit as r. -4 1 will be either the pair (±i, 0) or (±1,0) on 0113 . 
Some choices were made during the solution regarding the sign of e ; if these 
had been made differently the limit would have been the second pair of points. 
This is the phenomenon noted by Atiyah and Hitchin ([71, p63) where two of the 
axes may swap roles. Using Atiyah and Hitchin's terminology, the t-axis is the 
"main axis" of these monopoles, c 1 is the "Higgs axis" and C2  is the "third axis". 
Changing the sign of e exchanges c 1 and c2 , which happens as the solution passes 
through the symmetric monopole e = 0. 
Unscaled version 
If b is not scaled, the result for widely separated monopoles agrees with that 
obtained in §5.5.2. The spectral curve calculation shows that the centre of the 
monopole is at the point 
(u, t) = (0, b(e2 + 1 - c)114) '-i (0, b cosh (B)) 
for ic close to 1, whereas the calculation via the matrices demonstrates that for 
ic close to 1 the monopole is an approximate superposition of 1-monopoles at the 
points 
(u, t) = (±ib sinh (B), b) 
It is a short calculation to check that these points and the centre all lie on the 
intersection of the hemisphere JU12+t2 = b2 cosh 2 (B) with the plane {Re(u) = 01, 
which is a geodesic symmetric about the t-axis (see picture). 
(-ib sini (B), b) 
So the centre of mass of the two widely separated 1-monopoles is the same as the 
centre calculated from the spectral curve. 
This appendix contains the equivariant cohomology proof of Proposition 1.4, that 
= 2mk, and the proof of Lemma 3.2. The aim is not to develop the theory of 
equivariant cohomology, so only some basic definitions will be given. The details 
may be found at the beginning of [5]. 
A01 Background 
Let G be a topological group. Then EG denotes a contractible space (not neces-
sarily unique) on which G acts freely, with quotient BG = EG/G, so that 
G — EG — BG 
is a fibration. The space BG is also not necessarily unique, but for fixed C all 
possible BG are homotopy equivalent. 
Example: EG and BC when C = S'. The case C = 5' is the only one which 
will be needed. To find ES' note that S acts freely on odd-dimensional spheres. 
To obtain the contractible space ES', take the direct limit of all these spheres, 
which can be included inside one another. Taking the quotient, BS' is CP°°: 
SIC 	S5C 	 C 	
52n+1 	 ES 
_______ 	_______ 	_______ L ________ 	 f 
CP'c 	CP2 c 	 BS' 
The first vertical arrow is the Hopffibration, and the others are higher dimensional 
analogues of it. 
Note that if G acts on X, then C acts freely on X XG EG, where if X and 




These spaces fit into a "mixing diagram": 
X-- XxEG 	EG 
I______ 	I  
X/G 	XxEG - BG 
The map ff is a fibration; X XG EG is a fibre bundle over BC with fibre X. On 
the other hand, a is not usually a fibration. If G is the stabiliser of x in C then 
the fibre of a is 
r'(xG) = EG/GX = BG 
If G acts freely on an orbit xG then a 1 (xG) = EG, whereas if x is a fixed point 
of the action, cr 1 (xG) = BC. If G acts freely, a is a fibration. 
Definition 5. The equivariant cohomology H(X) of a space X with a G-
action is defined by 
H(X) = H(X XG EG) 
so that H(X) is a H*(BG) module, where H* denotes ordinary cohomology. 
This is a good way to define cohomology for quotients X/G when the action 
of G is not free. If the action is free, then H(X) = H*(X/G x EG) = H*(X/G) 
since EG is contractible. Using these definitions, most of the constructions of 
cohomology extend to the equivariant case, including the theory of characteristic 
classes. 
A.2 Proof of Proposition 1.4 
Recall that A = A+ (HO, where A is an instanton on S4 \S2  with invariant ,, and 
(A, ) is a monopole on W with charge k and mass m. The proposition ,c = 2mk 
will be proved here in the case m e Z, so that the instanton A extends to the 
whole of S4 . The connections A and A are defined on vector bundles E and E 
over S4 and W respectively, where E is the pullback of E to S4 . The second 
Chern number of E is ,c and the restriction EIs Es of E to the sphere at00 
infinity splits as L ED L*,  with fS2 ci (L) = k, and the circle action defined by 1 
has weight m when restricted to L. 
Let x be a generator of H2 (S) and u a generator of H2 (BS') = 
H2(Cpl) = 
00 
where H 1  is the equivariant cohomology of a point. Then the equivariant 
first Chern class of L is given by 
(Ci)S1 (L) = kx - mu 
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To see this, first note that S2 0. is the fixed point set of the action, so 
H1(S) = H*(S x BS') = e H*(Sj ® H*(BS1) 00 
by Kunneth's formula. Therefore H 1 (S) = H2 (S) e H2 (BS 1 ), and the "or- 00 
dinary" and equivariant parts can be treated separately. The ordinary part of 
(ci)s(L) is the first Chern class ci (L) = kx. The equivariant .part is given by 
the circle action. Because the orientation of S, 2,. is opposite to the one it inherits 
from S4 , this part will be —mu. The claim that (ci)S1 (L) = kx - mu follows. 
The Chern class of the dual L*  is the negative of this, and so 
(c2)S1(ES2) = —( Icx - mu) 2 = 2mkxu — m 2u2 
00 
because E is a direct sum on S.2  and x2 = 0 (x is the volume form on S). 
Integration formula 
As in the mixing diagram, let ir be the fibration ir ' : X XG EG —+ BG, so that 
is given by integration over X; and let i be the inclusion 
i:S-+S4 
Then 
(c2)s1(E1s2) = j*(C )(E) 
Atiyah and Bott ([51 p9) deduce the integration formula 
S 4 	S2 (i*,P) 
where e is the equivariant Euler class of vs, the normal bundle of S,2.. in S4 . 
Since S' acts on the (trivial) normal bundle with weight 1, in this case e is just 
the generator u. Applying the integration formula to the restricted second Chern 
class provides a way to calculate the equivariant second Chern number of E: 
fS




— f 2mkxu — m 2u2 
U 
00 
= f (2mkx — m 2 u) = 2mk 
00 
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Because H 1 (S 4 ) H* (S4) ® H*(CP0O) (see §A.2.1), H 1 (S 4 ) is generated by y 
and u2 , where y is a volume form on S 4 . So (C2)S1  (E) = icy + )u2 . Integrating 
over S 4 , the u2 term vanishes and 
f (c2 ) s i(E) = = fS4 C2 
(E) 
So the equivariant second Chern number of E is equal to the ordinary one, ic. 
Thus ,c = 2mk, which proves the proposition. 	 El 
A.2.1 Hs i (S 4 
This section contains a brief explanation of why 
H1 (S4) H*(S4) ® H*(CP0O) 
which was needed above. The map it of the mixing diagram is a fibration, which 
in this case is 
4 _4 S 
XS1 ES' -74 CP°° 
There is a corresponding Serre spectral sequence, with Er  => H* (S 4 X s' ES'). 
The E2 term is 
E'' = H(S4 ) ® H(CPOO) 
since CP°° is simply connected and H* (S4)  is finite dimensional (see [10], page 
170). A diagram for the E2 term is 
H* (S4) 
0 	2 	4 	6 	8 
H*(CPOO) 
since H*(S 4 ) has one generator in dimension 4 and one in dimension 0, and 
H*(CPc) has a generator in each even (real) dimension. But all the differentials 
are zero, since 
• r,p,q 	p+r,qr+l 
Ur 
The only one which maps the 4th row to the baseline is d5 , one of which is marked 
in the diagram, and there is nothing in the image of those differentials d5 which 
start somewhere nonzero. Thus E = and2 00 
H1(S4) = H*(S4 XSI ES') H* (S4) ® H*(CPQO) 
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A03 Proof of Lemma 32 
The methods of equivariant cohomology are needed for the proof of 
Lemma 3.2. Let Zc, denote the odd integers. The vector spaces V and W, written 
as complex representation spaces, are given by: 
V - 




Ck2m+i(C~~ 2m+3 e C 1 	 ... C 	m E Z 
:2m=ME7L0 
where C is the s-dimensional complex vector space on which 81 acts with weight 
r. 
To prove the lemma, some further theory is needed, and then the proof is the 
character calculation below. Remember that the circle acting now is the double 
cover 91 of 8'. 
Braam and Austin have the formulae 
V = ker{VA :F(S4 ,E®S_(&S_)4F(S 4 ,E®8+®S_)} 
W = (ker{VA : F(S 4 , E ® S_) —+ F(S4 , E ® S+)})* 
for V and W in terms of the spin bundles S± on S, the bundle E and VA, the 
adjoint of the Dirac operator with coefficients in S_ 0 E and E (see [12], p813). 
Note: Because A is an SU(2)-connection and SU(2) = Sp(1), the bundles E 
and S_ each carry a quaternionic structure a such that cr2 = —1. These induce 
the real structure on W and the quaternionic structure on V. 
A.3.1 Character calculation 
Following [11], using the fact that V is the kernel of a Dirac operator and applying 





where S is the fixed point set of the action, N is the normal bundle of S in S40.
and ch-1  is the equivariant Chern character. The A genus of a bundle E is given 
by 
Ti 
A(E) = 11 P sinh y/2 j 
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where E has total Pontrjagin class 
p(E) = I + pi (E) +... = 11(1 + y) 
For a manifold X, A(X) means A(TX), and the equivariant genus A 9-1 is cal-
culated in the same way but using the equivariant Pontrjagin classes p -1 (E). It 
remains to calculate the various parts of (A.1) and substitute back (noting that 
the Pontrjagin classes of S 4 vanish except for pr). 
Using (as before) the notation x for a generator of H2 (S, Z) (so that x 2 = 0) 
and ü for a generator of H 2 (BS'), the equivariant Euler class e 9-1 (N) is 2ü, 
because N is trivial and the circle acts on it with weight 1 (so the double cover 
8' acts with weight 2). 
Calculation of A-1 (S4 ) I 00 
The class A -1 (S)I s, involves knowing (p1 ) (TS') 	= (p') ,(TS  I sj, which 
may be calculated using the following facts: 
(pi)i = (c1)1 - 2(c2)51 
	 (A.2) 
TS 4 1 s 2 	TS Q eN 
	
(A.3) 
Because ci(T*S) =2x (and there is no equivariant part), (ci)j(TS) = —2x. 
So, using (A.3), 
(c) l (TS 4 Is2) = (c)-1 (TS).(c) 1 (N) = (1 - 2x)(1 + 2ü) 
00 
= 1-2x+2fl-4flx 
(take the parts in dimensions 2 and 4) 
[ (c i ), (TS 4 1s2) 
= 2fl - 2x 
I.. (c2) 1 (TS 4 Is2) = — 4üx 




Calculation of ch 1 (E (D S_)Is: 00 
This will be done by first working out the Chern characters of the two parts, since 
ch 9-1 (E ® 	 s S)1s 2 = ch 1 (E)l.ch i (S_)Is. The Chern character of S +  1s2 may 
be calculated using the result from ([11], p437): 
S ® S+182 = C ED (A"° (S) ®c N*) ED (A°"(S) ®c N) ED C 00 
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so that, substituting results already calculated, 
ch 1 (S+ (& S+)s = 	2 ± e2x_2ü + e _22,& = (es_u ± e)2 
= 	chS-l(S±s2) 
00 
= eX_U + ex 	= 2 cosh ü 	2xsinhü 
because x 2 = 0. This also calculates ch s-i (S_)I s = —ch i (S+) I s2. 
The Chern character of E1s2  may be calculated easily, using the splitting 
EIS c, = L L*  and the additive property of the Chern character: 
	
ch i (E)Is2 	ch 1 (L) + chsi(L*) = e_2mu + e_+2mu
00 
= 2 cosh 2mü - 2kx sinh 2mü 
Putting these results together, 
chi (E (D S_) 	—4 cosh 2mü cosh ii + 4x cosh 2mü sinh ü + 4kx cosh li sinh 2mü 00 
Back to the index formula 
Putting all this back into the RHS of (A.1) and integrating gives 
2k cosh ü sinh 2mü 
ch 1 (V) = 	2 cosh 2mü + 	
sinh 	
(A.4) 
because integrating over S2  the terms not containing x vanish and the integral 00 
of x over S.2  is 1. It is not obvious how to write out a formula for (A.4) as a 
polynomial in ü, but it isn't too hard to multiply it out in specific cases and to 
see from that what the formula will be. Repeated use of the hyperbolic double 
angle formulae produces the useful identities (for t e 
( 
2t 
sinh 2tx = 	2r 	
sinh2t_2T+l x cosh" 
( 2t+1 
sinh(2t + 1)x = 	2r - 1 ) 
sjnh2r_l cosh2t_22 
/ 
cosh 2tx = 	
2t 
2r ) 
sinh2t_2T x  cosh 2r  x 
r=O 
/ 
cosh(2t + 1)x = 	
2t+1 
2r + 1 ) 
sinh2t_ 2T x cosh 2r+1 
which allow the first part of the calculation to be done in general. When m E Z, 




sinh2m_3  u cosh  ü + 
( 2m 
+ 2m 3) sinh
3 ü cosh2m_3  ü + 2m sinh ü cosh2m  u 
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This has a factor of sinh ü, so substituting into the expression for ch 1 (V) and 
writing sinh and cosh in terms of exponentials, 
ch(V) = e2mu + e2mu  + 	+ e)2 {2m ( eü - e ) 2m 2 22m 
7 2m" - 	- 
+ 	) (em-4 (eu  + e_ü)2  + 
( 2m 
+ 2m - ) (
eü - 	+ e_ü)2m4  + 2m(eu + e_u)2m_2 } 
When m = 1 this is just 
ch1(V) = e2Ü + e2Ü  + k(e2u  + e 2U +2)(2+2)  
= (k + 1)e2ü + 2k + (k + 1)e2ü 
which corresponds to the representation C 1 
When m = 2, (A.4) becomes 
ch1(V) = 	+ e4Ü  +(efi  + e_ü)2(8(eü - e' 
)2  + 8(eu + e)2 ) 24 
= (k + 1)e _4ü + 2ke_2u  + 2k + 2ke2u  + (k + 
i.e., the representation is 
Cl 	 2k 
In general, for m e Z, this pattern continues, and V is as given in Lemma 3.2. 
Similarly for m = M12 where M E Z is odd, the calculation yields the result of 
the lemma, expanding sinh Mu in terms of sinh ü and cosh ü. The calculation for 
W is almost the same, starting from 
ch1 (W*) 
= fS e (N)'chi (E)  ls  .A 1 (S 4 ) Iso 	 S 	00 
This completes the proof of Lemma 3.2. 
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