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Resumen: En el presente trabajo se presenta un entorno gráfico 
diseñado en base a nn ambiente de cálculo numérico y matricial y 
una interface gráfica disponibles, que denominamos genericamente 
Adaptool. La premisa fue generar un ambiente para la simula.ción 
y evaluación de prohlenlas especificos de filtrado adaptivo de seña.lefi, 
con éhfasis en aplicaciones de ecualización, identificación de sistelnas 
y cancelamiento de int.erferencias con filtros adaptivos de realización 
nR. La premisa de diseño del entorno es su modularidad, de fornla 
que el mismo pueda ser expandido tanto en sus aplicaciones conlO en 
sus prestaciones, de forma silnple y consistente. 
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Adaptool 
Un Entorno Gráfico para Procesamiento Adaptivo 
Itesumen 
En el presente trabajo se presenta, un entorno grá,fico diseñado en base a un ambiente de cá.lculo 
n~lmérico y matricial y una interface grá.fica, disponiblel;', que denominamos genericamente Adap-
t 01. La premisa fue generar un ambiente para la simulación y evaluación de prohlemas espccirrtos 
d filtrado adaptivo de seña.1es, con énfasis en aplicaciones de ecualización, identificación de sis-
trrnas y cancelarniento de int.erferencias con filt.ros adaptivos de realización JIR. Con ese ohjetivo 
sF definieron una serie especificaciones respecto al diseño de los distintos elementos del entorno, 
tc;í como su uso, ma,nejo, y formatos de datos con los cuales t.rabajar. La premisa de diseño del 
,ntorno es su modularida,d, de forma que el mismo pllC'da ser expa,ndido tanto en SItS a,plica,ciones 
lomo en sus prestaciones, de forma simple y cOIIsiRtente, . 
. Entre los elementos implementados se ctlenta con Hila serie de controles gr:if1co::; y SIlS fUllciones 
,1lxilia,res <l8odadas, los cuales permiten disponer de a"lglll1a.S de la~ necesida,des bá.sica.<; el!")l JHoce-
. amiento adaptivo, como ser gcnera,ción ele seiírt.les, ;t1goritmos para filtrado adaptivo y ViSIla.li7.ad()11 
e resultados, A partir de estos elementos es posible configurar aplicaciones dentro del elltorno, 
.otuo por ejemplo identificación de sistemas y cancc1amicnlo de interferencias, quedatldo <l,bierta. la, 
lOsibilidad de complementarlo r.on nuevos dc~mrrol1os de aplicaciones. 
[1 Introducción 
IEI procesamiento adaptivo de seña.les en forma. genérica es aquel en el cual el sistema. que lo rcali7.a" 
, . . 
se adecua a una respuesta ca,ratt.erística desea.da por el usuario [1][2]. La Figura 1 muestra d 
diagrama, de bloques bá..,ico de un sistema adaptivo genérico. En ca,da intervalo de tiempo, una 
muestra de la señal de entrada x(n) es procesa.rla. por un filtro variante en el tiempo, generrwdo 
una salida, y(n). Está. señal es campa,rada. con Ilna referencia d(n) para generar una señal de error 
e(n) = d(n) - y(n). Finalmente, este error es usado por IItI algoritmo que ajust.a los coeficientes 
del filtro ada,ptivo para minimizar un crit.erio de 'de~empp.ño determinado. 
d(n) 
x (n:...J.) ___ "¡ Filtro Ada}";,,!) y(n) + 
e(n) 
Figura 1: Esquema genérico de filtrado adaptivo. 
La cara,eterización de un sistema adaptivo completo esta asociada a los 
aplicación, realización del filtro ada.ptivo y algoritmo de adaptación. 
Algunas de las aplicaciones de interés para este t1'3,hajo son las siguientes 
siguientes a.spectos: 
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Identificación de sistemas: En este caso a medida, que ~e minimiz'a el error por medio del 
proceso adaptivo (Fignra 2), la, función transferancia del sistema ~,da,ptivo se acerca a una, que 
reproduce en forma aproximada. a la del sistema deliconocido, 
Ecualización: Tamhién lIa/lla,da. modela.do illverso, plles el objdivo el! ohtcncl' IIn modelo 
semejante a la inversa de la función transferencia. de un sistema (Figura 3), para poder reducir en 
alguna medida los efectos que este hubiera producido sobre una señal de entrada. 
v(n) I 
Sütema desconocido f---=~ 
I 
L _________ 1 
d(n) 
x (n~--+-__ -+i y(n) Filtro Adal'tivo + 
e(n) 
Algorifmo t-.-------J 
Figma 2: Configurac.ión de idcntificación de sisl.cmas, 
En el aspecto relacionado con la realización del filtro aua.ptivo, la elección de la. estructll1'íl, está 
influencia.da por la complejidad computa.ciolla! del filtro y por el úúmero de itemciolles necesarias 
para alcanzar un determinado nivel de desempeño. Basicamente, podemos considerar dos dases 
generales de filtros adaptivos 
• Realización adaptiva FIR (respuesta finita al impulso): Para esta rea.Üzación, la 
salida y(n) es una comhinación lineal de los coefic:ientes del filtro, con una. función de error 
cuadrático medio (MSI~ definida. por E[c2(n)]) c:on un único mínimo [1J . 
• Realización adaptiva I1R (respuesta infinita al· impulso): Una ventaja poten r.i a.l 
frente a. la realización FIR es que esta. realización modela adecuadamente sistema.s físicos 
debido a. suestrllctllra polo-cero. En est.e ('.aso la salida y(n) dependerá. de x(n) y de valores 
pasa.dos de y( n). Por lo que en general el MS E puede no tener un línico mínimo. Tiene 
tina menor complejidad computa.dona.1 que un filtro FIn. COIl similares caradcrístieas en su 
respuesta. Aunque es posible tener en cuenLa la realización canónica en forma directa. para 
la implementación de filtros ITR adaptivos, la dificultad para mantener la esta.bilidad de 
csta estructura. lleva a. considerar otras realizaciones como por ejemplo la paralela, cascada o 
lattice [3]. 
De forma general, los filtros ada.pt.ivos JIn. todavía no ha,n sustituido a los FIn., debido a 
problema.s de complejidad compllt.a.tiona.t (;¡.c;ociaclas a.l algoritmo de adaptación) y velocidad de 
convergencia. Por la estructura recursiva de los mismos, se plantean problemas de estahilidad del 
filtro ademá.s de los del algotitmo de a.daptación, convergencia a soluciones en mínimos locales y 
l' 
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Retardo 
v(n} x(n-d) 
. x(n) I x(n) + 
-~'---..f Si~tema de .• conocido 1-----"'1"-+1 Filtro Ada.ptitlO 
I 
L _______ _ 
-, e(n) 
Figura 3: Conl1guración de ecualización. 
una. convergencia lenta.. En consecuencia., dist.int.os algoritmos para filtrado adaptivo JlR han sido 
propuestos en la, literát;lITa tra.t.ando de snperar estos problemas. 
Con el proposito de disponer de ulla herramienta de sitmllación a.decua.da pa.ra. el allá.lisis de 
. algoritmos lIR, se construyó el entorno Adaptool. En la. presentación del tra.bajo serán discnt.idos 
en la sección 2 los algoritmos básicos que forlllan part.e del entorno. En la sección 3 se descrihen 
las característkas escencialcs del ent.orno Adaptool. Se incluyen además en la sección -1 algunos 
ejemplos de a.plicación y !inahnente las concluciones en la sección 5. 
2 Algoritmos 
El algoritmo de adaptación es el procedimient.o Hsado para a,justar los coeficientes del fitro a.daptivo 
a fín de minimizar un criterio dado. El (I.!goritmo está determinado por el método de hnsq\Jcda 
(o algoritmo de minimización), la fnnción ohjetivo .Y la naturaleza de la señal error. La elcr.ción 
del algoritmo determina diversos aspectos cruciales del filtrado adaptivo en general, tales como 
la existencia de soluciones süb-óptima.s ti ópt.imas pola.ri7.adas, la velocidad de convergenci~. y la. 
complejidad computacional del mismo. Se anaJizará. en esta sección una metodología general para 
los algoritmos IlR, de especia.! interés en este trabajo. 
Una forma de análisis de algoritmos asociados a filtros a.daptivos UR, puede hasa.rse en la. 
aplicación de identificación de sistemas y la estnJctura a.daptiva IIR en forma directa. La. seña.l 
deseada. entonces para esta aplicación en p¡:¡,rticular se define por 
Jl(q-l) 
d(n) = A(q_l)x(n)+v(n) (1 ) 
donde A( q-l) = 1 - E~l a¡q-i y R( q-J) = Ej:o lJjq-i son polinómios sin fa.ctores coml:n('s el1 
el operador retardo unitario q-l, y x(n) y ven) son la señal de entrada y el ruido de medición, 
respectivamente, considerado en genera.! a este líltimo de media cero y varianza. acotada.. El filtro 
a.daptivo implementa,do con la estructura directa está. definido por: " 
(2) 
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donde An(q-l) = 1- r:~1 a¡(n)q-¡ y Bn(q-I) = r:~o bj(n)q-j. 
Definiendo 
8(n) 
<p(n) 
O(n) 
~(n) 
= [al ... an" j bo ... bnb]T 
B(q-t) 8(q-l). T 
= [A(q_l)x(n-l)·"A(q_t)x(n-na),x(n) ... x(n-nb)] 
= [ti1(n) ... tiN(n); bo(n) ... bM(n)JT 
= fY(7' - l) ... y(n - N); x(n) ... 3:(n - M)]T 
las ecuaciones (1) Y (2) pueden reescribirse como 
d{n) = 8(nf 4>(n) + ven) 
yen) = 8(nf ~(n) 
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.... 
La función objetivo es función directa de 11 na seña'! de error genética, que a su vez es función 
de 1a,s señales x(n), yen) y den), esto es, J(n) = J[e(n)] = J[e(x(n),y(n),d(n»]. Esta función 
debe minimizarse para que yen) se aproxime <l, den). Usando este planteo, se puede considera,r 
que un algoritmo de filtrado adaptivo posee tres aspectos relevantes en particular: definición del 
algoritmo de minimización, definición de la forma de la función objetivo y definición de la señal 
error. Estos aspectos determinan una manera simple y estructurada de interpretar, analizar y 
estudiar un algoritmo en particular. De hecho, la mayoria de los algoritmos adaptivos conocidos 
pueden ser visualizados así, o con pequeñas va,riaciones de esta. forma [5]. 
La definición del a.lgoritmb de minimización afecta esencialmente la velocidad ~e convergencia 
del proceso adaptivo. Algunos de los métodos ma.s comunmente usados en el campo del proce-
samiento adaptivo de señales son: . 
• Método Gauss-Newton: Esta clase de <l.lgoritmos minimiza la función objetivo J[e(n)] usando 
una, f>stimación recursiva de la inversa de la nlatriz Hessiana y del gradiente. El algoritmo 
puede: expresarse como: 
8(n + 1) = 9(n) - J.tP(n)Vg{J[e(n)]} . (3) 
dond~ Vg{J[.)} es el operador gradiente, JI. es el fa.ctor de convergencia y 
1 P(n -- l)V¡¡(n - l)VT(n - l)P(n - 1? 
P(n)=-[P(n-l).- ., 8 ] (1) 
1 TI], l~E'+Vl(-ln)P(n-l)Vo(n-l) 
Además, el vector gradiente V e{ J[e( n)]} es reempla.zado por una estimación compllta.ciona.1-
mente eficiente . 
• Método de gradiente estocástico: Con este tipo de algoritmo se busca el mínimo de la. función 
objetivo siguiendo la dirección opuesta. <1.1 vector gré\diente instantáneo de dicha función. En 
consecuencia, la ecuación de actualización asume la forma 
9(n + 1) == ñ(n) -¡tV¡j{J[e(n)]} (5) 
En general, los métodos de gradiente son computé\cional~nente mas simples, pero el método 
Gauss-Newton usualmente requieren un menor número de iteraciones para acercarse al punto 
mínimo. Sin embargo, pueden aparecer problemas de inestabilidad debido a la formas recursi-
vas de estimar la matriz Hessiana iuversa. Para el aná.lisis de los distintos algoritmos en este 
trabajo, se adoptará. el método de gradiente estocástico, fundamentalmente por la simplicic1a,d de 
las expresiones resultantes. . 
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Algoritmo de Gradiente Recursivo (OE) 
, te algoritmo tiene como base la minimización del error medio cuadrático de predicción. Por 
s relación con métodos generales del área de identificación de sistemas, este método se denomina 
t mbién de Máxima Verosimilitud Aproximada (AML) [.5]. Por la forma de obtener las componentes 
d .J regresor aqui lo denominamos de Gradiente Recur.c¡ÍlJo (OE). Teniendo en cuenta que como 
f nción objetivo. Este algoritmo puede definirse como: 
Ó(n + 1) = Ó(n) -/~V'9[ebE(n)] (6) 
donde eOE(n) = e(n) = den) - yen) es el error de predicción o error de salida. Desarrollando el 
gra.diente se obtiene la siguiente expresión 
1 2 2V'é[eOE(n)] = eoE(n)V'ó[r.o¡;;(n)] = -eoe{n)V'ti[y(n)] (7) 
: Asumiendo que los paní.mctros varían lentament.e, puede derivarse con respecto a. O( n};' donde 
(~espues de algunas simplificaciones [5] se obtip.llc: . 
V e[y(71.)] !!!! [Jín_/(q l)y{n-t)oo. An_~(q I)y{n-N) An(~_I):r(71.)"· An_~(q_I):r{n-M)]T 
= [y/(n-I).ooy/{n-N):r/(n).oox/(n-"M)JT 
== ~oE{n) (8) 
~tonde yJ(n) = Án(~-I)y(n) y :l/en) = Án(!-l)x(n) 
El cálculo de las componentes del vedor gradiente requiere un filtrado de las señales de entrada 
~ salida, para obtener las coinponentes delregresor 1>oE( n). Por. lo tanto se puede expresa.r el 
~lgoritmo OE como 
, 
, 
(9) 
Se observa entonces que existen tres elementos dentro de la actualización de tos parámetros: el 
factor de velocidad de convergencia ¡t, el error eOE(n) Y el regtesor ~oE(n). La característica. mas 
importante del algoritmo OE es que solo Pllcdc Fier ga.ra.ntizada su convergencia en forma loca.!, por 
110 qlle la posible existencia d~ mínimos locales plleden afectar la convergencia. tof.a.l del a.lgoritmo. 
2.2 Algoritmo de Error de Ecuación (EE) 
Con el algoritmo Least Mean Squares Equation En'or [2], o de Error de Ecua.ción (EE), se pretende 
superar el problema de la existencia de mínimos locales del algoritmo anterior, logrando una relación 
lineal entre la señal de referencia y los coeficientes del filtro adaptivo. Para esto, se elige la señal 
error como 
• -1 ·-1 
. eEB(n) = An(q )d(n) - B,,(q )x(n) (10) 
El gradiente de la función objetivo queda. en este caso 
(11 ) 
o en forma explícita 
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Se puede apreciar que es mas simple comp:I1t.1\,cionalmente que el método de Gradiente Recursivo, 
debido a que solo se compone de muestras anteriores de la entrada y la salida. deseada. Queda 
entonces la siguiente expresión para el algoritmo de ada,ptación: 
( 13) 
La desventaja que presenta este a,lgoritmo es la pola,rización de la solución resultante ante la 
presencia de ruido de medición. 
2.3 Algoritmo Steiglitz-McBride (SM) 
En este algoritmo se combinan las buenas cara.cterístiras de los algoritmos OE y EE, solución no 
polarizada y global única, respectivamente. Para a1canr,ar este objetivo, el algoritmo Steiglitz-
McBride [4] está basado en una señal error eSM( n), que es una función lineal de los coeficientes del 
filtro adaptivo. La intepretación física, de la señal error es similar a la del algoritmo OE, teniendo 
una solución global no polarizada. La señal error eSM ( n) está dada por: 
• t 
() [ An{ q- ) ] ) . 1 . eSM n = . eeo(n = [ .~ r')eEE(n) 
An_l(q-l) . An_t(q-l) (14) 
El vector gradiente para está. señal es 
(15) 
Considerando la aproxima,ción de variación lenta de los pará.metros es posible obtener el regresor 
para este algoritmo es el siguiente [6] 
(A I( l)d(n-t) "'" ~ ¡)d(n-N):;{ l( _1)'1:(n) .. ' A l( _I)r(n-M)] 
.. -1 , n-I q .. -1 , .. -1 , 
~ (A \ _I)d(n-t) ". l . \ _l)d(tl-N) ---1-( _ )r(n) ,,, A l( _I)r(n-M')] 
n-I q n-N q "n(,-I) n-M" 
= (d/(,¡":t) .. , d/(n-N) 3;/(n) '" rJ(n-M»)T 
(16) 
de forma que la ecuación de a,daptación queda 
(17) 
Existen otros algoritmos para filtros adaptivos I1R, con distintas características e ímplementaciopes, 
pero todos ellos tienen los mismos elementos en comtÍn, que son el error y el regresor. Por otra parte 
la estructura del filtro adaptivo puede variar (sobre todo para simplificar el test de estabilidad), 
pudiendo ser alternativamente paralela, cascada, lattice, etc ... También puede variar el IP.étodo de 
optimiza.ción (utilizando por ejemplo métodos de gradientes conjugados o descomposición QR de la 
inversa de la matriz Hessiano (1)). Sin embargo el regresor y el error siempre pueden discriminarse 
como estructuras en común. 
En la sección siguiente se insertará.n los algoritmos estudiados dentro de un contexto de filtrado 
adaptivo, para mostrar los requerimientos necesarios para su funcionamiento y evallla.ción. 
" 
3 Filtrado adaptivo IIR: Entorno Adaptool· 
En la sección anterior se planteo la forma genérica que adoptan algunos algoritmos para filtra.do 
adaptivo: filtrado propiamente dicho, cálculo del error, cálculo del regresor y actualización de los 
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coeficientes. Estos pasos se deben repetir iterativamente sohre las señales que ingresan a.l procesador 
adaptivo, las cuales eRtá,n d;ula.s por la aplir.a.dón tttilií>:ada,. Se aprecian entonces algunas de 
os elementos necesarios dentro de un entorno de procesamiento adaptivo, los cuales deben ser 
·mplementados. 
La herramienta fundamental es el procesador adaptivo, el cual debe implementar diversos algo-
ritmos de adltpta.ción y mini1l1i7,adón, sohre divc,rsa.,c¡ estructura.e; de filtrado. Este debe ser insertado 
racilmellte dentro de las a.plica.ciones particula,res, que implementarán lás diversas configuraciones 
~Ie procesamiento adaptivo que se deseen eva,luar. Por otra parte, se necesita disponer de señales 
~obre las cuales actua,r. Estas señales pueden ser generadas en el entorno, o poder ser ingresadas 
pesde el exterior, por ejemplo desde otros entornos de procesamiento de señales [9). -
Finalmente se debe poder evaluar la aplicación realizada, a fín de analizar las ventajas y desven-
~ajas de los diversos algoritmos. Una herramienta para esto es la curva de aprendizaje, la cnal 
tonsiste en un gráfico del error cuadrático en función del tiempo. Otras formas de visua1i7,ación del 
rroceso adaptivo se refieren a' los coeficientes del filtro a.daptivo, observandose su evolución en el 
~iempo. Por ejemplo, en el caSo de los filtros TIR., es común graficar en el caso de un denominador 
r1e segundo orden, el r.oeficiente de orden \tno versus el termino independiente. Superponiendo a. 
rste gráfico una curva de niveles de la función de error J ~e aprecia. de que forma se acercan los 
k:oeficientes del filtro a una solución. . ' .
, A partir de la.<; necesidades pla.nteadas anteriortnónte para el filtrado adaptivo, se construyó el 
ponjunto de funciones Ada,ptool, basado en el próg'rama MATLAB for WindoW8 [71. Este último 
s un ambiente computacional para procesamiento y visualizaci6n numérica de alto desempeño que 
ntegra análisis numérico, calculo matricia.l, procesamiento de seii8:1es y grlÍficos. Posee además 
acilidades para el uso y creación de una. interface grá.fica [8). Esta. interface consiste en una serie 
le objetos gráficos, tales como menues, botones, listas y campo~, los cuales al ser seleccionados por 
1 usuario producen una acción determinada: '(>n el entorno. 
~.1 Controles Adaptool 
lEn la implementación del entorno para el filtrá..dd a,dél.ptivo Adaptool, se definió una. seri(! dp con-
~roles crea,dos a pa,rtir de objetos graficos de MATLAD. Ca.da uno de estos controles está dest.inado 
~ la selección de opciones e ingreso de valores que luego serlÍn utilizados por funciones específicas del ntorno de adaptación. Además, dentro del funcionamiento del mismo control está la posibilida,d 
e seleccionar sobre que funciones se aplicar~n esta.s selecciones. .',' 
Todo el conjunto de posibilidades que pdseéun control se halla programada dentro de una 
unción MATLAD que controla su creadón y funcionamiento. Esta.c; funciones tienen una, sintáxis 
emejante, ya que en sus parámetros se dehúingtesar un manipulador que identifique al control 
orrespondiente, una cadena de caracteres dótlde se indica la tarea a realiza,r sobre el control, 
algunos parámetros opcionales. El manípúlador es similar a los utilizados por los' controles 
MATLAB y es un valor númerico asignado e~ el momento de su creación para individualizarlo. 
Jas tareas que puede ejecuta.r un control son 'su creación, asignación de valores al r.ontrol desde 
a función en lugar del usuario por medio de 1~, interface gráfica, lectura de estos valores y de 
elecciones hechas en el mismo, etc. De esta forma, cualquier función o aplicación que acceda a· 
stas funciones puede obtener la información que el usuario ingreso en el control. 
Estos controles permiten a.lcanzar un alto gra,do de modularidad en la. construcción de aplica.-
jones dentro del entorno, ya que no es nece~¡l.l'i9 progr<lmar en cada una los distintos elementos de 
a interface gráfica. Por otra parte, si se realiza U1Ia modificación en uno de estos controles, como 
.gregar nuevas opciones, la misma estará. disponible en todas las aplicaciones que los use. 
Los controles disponibles son los siguientes: 
• Sggencal: Genera,dor de señales determinísticl'l.5. 
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• No isecal: Generador de señales estocásticas. 
• Ldveccal: Cargar y sa.lva.r vectores de señales ~n variables o a.rchivos. 
• Ldmatcal: Cargar y salvar matrices en variables. 
• Stfircal: Fi1tro adaptivo FTR ( filtra.dodc la señal y cálculo de gradientes de los coeficientes 
). 
• Stiírcal: Filtro adaptivo I1R( filtrado dela senñal y cálculo de gradientes delos coeficientes ). 
. ~ 
• MininJ.cal: Minimización de función objetivo ( actualización de coeficientes de] filtro aclaptivo 
). . 
• Dialocal: Ventana para mensajes de error. 
A partir. de ellos se pueden construir las aplicaciones propiamente dichas, siendo solo necesario 
utilizar la función correspondiente a cada control para Sil creación y posterior manejo ( modific~.r 
párametros, ohtener los ingresa.dos por el l1sl1a.rio,etc.). 
Existen tina serie de funciones relacionada.s con algtllfos de lo~ controles ( .'itfircal , Stiircal , 
Minimcal). En estos controles existe la posihilida.d .de selecciona.r diversos métodos de minimización 
o algoritmos da. adaptación, los cuales están disponibles como funciones MATl,A S, distintas a las 
del control. Cuando se hace una selección en un control, se obtiene el nombre de las funr.iones 
correspondientes a la selección, las que son invocadas lllego por la aplicación que ha.ce liSO del 
control. Con esto se logra una triayor velocidad, y flexibilidad en )30 implementación, o sea, solo se 
debe modifica,!' el control grá.rir.o pa.ra ingrcsar la. n1leva opción. Iúl,s funciones implementan el cálculo 
del error y el regresar en los algoritmos de adapta.ción y la actualización de los coeficientes en los 
métodos de minimización. Por]a existencia de los puntos en común vistos anteriormente, pueden 
independizarse los diversos métodos y algorit;mos,siendo solo necesario respetar la convención 
establecida para el paso de los parámetros correspondientes. Esto es utilizado por las aplicaciones 
para obtener los diversos valores calculados por las funciones sin necesidad de tener en cuenta e] 
algoritmo específico. 
3.2 Aplicaciones 
El siguiente nivel dentro del ~ntorno Adaptool es el de las aplicaciones, herramientas gráficas para 
resolver una situación específica de pror.cRamiento aoaptivo, construidas a partir de los controles 
gráficos vistos anteriormente. Se observan va.rias categorias de aplicaciones: las destinada.c¡ a la 
generación y ma.nipulación de señales, los procesadores a.daptivos propiamente dichos, las diversas 
configuraciones adaptivas y aquellas para la evahiáción de los resulta.dos obtenidos. Las aplica,ciones 
disponibles son las siguientes: 
• Generad: generación de señales de divE!rsa. naturaleza. 
• ModPlant: modelado de plantas AR, MAy ARMA con agregado de ruido de medición. 
• AdaptFIR: procesamiento adaptivo FIR. 
• AdaptIlR: procesamiento adaptivo JIR. 
• SigPlot: graficado de señales. 
• TrayPlot: graflcacióu ele trayectoria de coeficientes. 
• Cancel: cancelamiento ada.ptivo de int.erferencias. 
I 
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• Eqttaliz: ecualización adaptiva .. 
• Ident: identificación ada,ptiva de sistem .. ,s. 
• Ensemble: promediado de curva.s de aprendizaje. 
El protocolo para el manejo oe l<ls aplicaciones es similar al existente en los controles gráficos. 
IExiste una función MATLAB con la cual se crea cada una, de las aplicaciones dentro del entorno, 
. udiendo existir multiples instancias de la.s mismas. Para identificar a cada una, al ser creadas, 
a función correspondiente devuelve un ma,nipulador, de la misma manera que con los controles 
ráficos. Sin embargo fué necesario agregar un protocolo de identificación de las distintas inst¡¡.ncia.s 
e las aplicaciones, teniendo etl cuenta el momento de su creación. Esto es debido a que el programa 
ATLAB puede repetir un mismo identifica,dor del tipo lIsado por estas dentro de una misma sesión 
~e trabajo, pudiendo causar problema!! pa.ra individualizarlas. 
El formato gráfico de las ap1icaciones es simila.r en todas ellas: una ventana con una serie de 
ontroles gráficos Adaptool y una harra. de ménlJ. Con los primeros !!e puede seleccionar diversos 
arámetros dentro de la aplicación. En la, barra de menú se disponen de diversas opciones, algunas 
e las cuales permiten a,brir otras a.plicaciones. Por ejempl,9, desde una aplicación de identifica.ción 
e sistemas, se puede abrir una instancia pa.ra la generación de s~ñales, las cuaJes son utiliza,da.s 
or la primera. De esta manera se logra una interconexión rápida y simple entre las misma.s. Se 
impUfiea además de esta forma la progra,mación de las mismas al poder disponer en una aplicación 
e funciones ya implementadas por otras. . 
Utilización del entorno de procesamiento adaptivo 
ara ejemplificar el uso del entorno ÁdaptooI; se utiliza,rá la configuración de identificación de 
istemas. Como primer paso se inicia la a.plicación de identificación Ident, invocandola desde la 
inea de comandos del MATLAB por medj~ del e¿mando ¡dento Se tiene entonces disponible la 
entana correspondiente, que solo posee una'harra de menú, desde donde se abren las aplicadones 
ecesarias pan la identificación: modela.do de planta (ModPlant) y procesador adaptivo (AdaptFIR 
AdaptIIR). Aunque estas aplicaciones son independientes de la de identificación, en este contexto 
parecen asociadas a la misma. Esto se refleja en los nombres que las mismas adoptan. En este 
aso se utilizará. un filtro adaptivo I1R. 
Con la aplicación ModPlant se modela el sistema desconocido, pudiendose elegir ~(tipo de 
modelo a. utilizar (AR, MA, ARMA) desde la barra de menú. Se desea modelar una, pla,nta COII la 
siguiente función transferencia 
.' -1 0.5 - 0.3q ) yo(n) = x(n 1 + 0.3q- 1 - 0.2q-2 ' (] 8) 
Se selecciona entonces U11 filtro ARMA en el memÍ Plant y luego desde la linea de coma,ndos de 
MATLAB se ingresa los coeficientes del filtro peir medio de las ordenes 
»a=[l, -.3, .2]; b=[.5, -.3]; 
IFinalmente, en los controles correspondient.eR se ingresan los nombres de las variables del entorno 
IMATLAB que contienen los coeficientes necesarios para el modelado y se los lleva a la aplicación. ¡También puede agregarse un ruido de medici6n,especificando la relación señal-ruido deseada.. En 
!el menú Noise se selecciona, el tipo de ruido, apareciflndo el control correspondiente. Como se 
¡observa ~n la Figura 4 se seleccionó ruido .~allssiano de media c~~o y v_arian~a igual ~ ~tn~, con una 
¡frecuencia de muestreo /6 = 1 Hz y duraclon 1000 seg. La relaclOn senal nudo se ellgo de 60 dIl. 
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'---------------_._-------------' 
Figura 4: ldentificaci6n, modelado de plant~ y fi.\tro adaptivo IIR.. 
; " " j. .~: 
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La señal de entrada a la planta se obtiene"déuna aplicación Generad, asociada a la de mod-
elado, ya que se inicia desde uno ete los t'nenues de esta.. No so]o se pueden generar señales de 
distinta naturaleza, sino también obtener aquella~ almacena.das en archivos o variables del entorno 
MATLAB. Si se desea como entrada ruido Gaus,:;;iano, desde el menú se activa el control correspon-
diente, y luego se ingresan ]os parámetros p~ú'a ~1 mismo; en este caso media cero, varianza igual 
a uno y para ser consistente con las demás seiíales del ejemplo, la misma frecuencia de m~estreo y 
duración ingresadas anteriormente (Figura .5). .;: . 
Figura. 5: Generación de ent.rada de la planta 
Si se desea, puede ejecutarse una aplicad9n, por ejemplo la de modelado, separada del resto 
de la configuración. Pulsando el menú Applyen ella, se activa Generad y luego la. de modelado. 
Desde el menú Output de a.mbas se pueden obtener las señales correspondientes, para alma.cena.r 
o graficar. La opción de graficado invoca una aplicación Sigplot (Figura 6). En Ja misma pueden 
variarse los parámetros del gráfico, por medio de un control propio. 
Finalmente para ejecuta.r la aplica.ción' de idel1tifica.ción de sistema.c;, se deben ingresar ]08 
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Figura 6: Generación de la salida. de la planta 
Ipa.té.metros que configuren al procesa.dor a.da.ptivo j en cuanto a. algoritmo y método de minimización 
ia utilizar. A través de los controles grá.fkos correRpondicntes, se especifica tipo de estrllcl;l\I'R y 
lalgoritmo, c~ntidad de coeficientes del filtro y factor de convergencia ( Figura. 7 ). 
En elite ejemplo se utilizó nn filtro Un. con rea.lización directa con numerador y denominador 
[de segundo orden, ada.ptado por medio de un algoritmo OE con minimización por el método de 
gradiente, con factor de convergencia. JL = 0 .. 01. Tambi~n puede elegirse como se visualizará la 
levolución de los coeficientes durante la a.dapta~i9l}, por ejemplo como tra.yectoria de los mismos. 
Con el memí Apply de la aplicación de ident'ifi~~.ción, se inida el proéeso de adaptación, ponien-
dose en funcionamiento todas las demá.s. Una vez finalizado el mismo, en el procesador adapt.ivo 
pueden obtenerse los resultados (gráficos y vectores de coeficientes del filtro). Los coeficientes se 
deben salvar como variables en el entorno MATLAD, estando disponibles pa.ra otras aplicaciones o 
funciones. 
Figura 7: Aplicación de ident.ificación de sistemas. 
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5 Conclusiones 
Debido a qtle el a.nálisis oe lOA algoritmos d~ filtra.do ada.ptivo IIR es complejo y se encuentra en 
constante a.va.nce, es necesario djAponer de herramientas adecuadas, ta.nto para el estl1dio oc los 
algoritmos existentes como pa.rael análisis o el di sen o de nuevos a.Jgoritmos. En este tra.bajo se 
presentó una herra.mienta para la simulación de filtros adaptivos IIR para satisfacer los requerim-
ientos anteriores. Se busr,aron los bloques bá.sicos conAtitutivos del filtra.do adaptivo IlR., poniendo 
en evidencia sus características, especificaciones y puntos en común. A partir de esto se construyó 
dentro de un ambiente gráfico destinado al cálculo numérico, una serie de herramientas pan. la 
implementación de los diversos algoritmos de a.daptació IIR, así como aplicaciones que haganl1so 
de los mismos. De fundamental importancia en la definición de los mismos fue la modularidad, 
con el objeto de poder realizar distintas aplicaciones de una forma simple y consistente, así como 
la posibilidad de expa.nsión de los mismos, para. poder incorporar en el futuro nuevos algoritmos, 
configuraciones y prestaciones a] entorno'. 
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