Object detection has improved significantly in recent years on multiple challenging benchmarks. However, most existing detectors are still domain-specific, where the models are trained and tested on a single domain. When adapting these detectors to new domains, they often suffer from catastrophic forgetting of previous knowledge. In this paper, we propose a continual object detector that can learn sequentially from different domains without forgetting. First, we explore learning the object detector continually in different scenarios across various domains and categories. Learning from the analysis, we propose attentive feature distillation leveraging both bottom-up and top-down attentions to mitigate forgetting. It takes advantage of attention to ignore the noisy background information and feature distillation to provide strong supervision. Finally, for the most challenging scenarios, we propose an adaptive exemplar sampling method to leverage exemplars from previous tasks for less forgetting effectively. The experimental results show the excellent performance of our proposed method in three different scenarios across seven different object detection datasets.
Introduction
Object detection has improved significantly in recent years [2, 10, 17, 28] on multiple challenging benchmarks, such as PASCAL VOC [7] and MS COCO [18] . However, most of the existing detectors are domain-specific, lacking the generalization ability for new domains and categories. Recently, Wang et al. [35] proposed a universal object detector by domain attention across eleven diverse datasets. They show that a single network with marginally more parameters can handle detection on multiple domains, even outperforming single-domain detectors in most cases.
However, a major drawback of such a universal detector is that all data has to be accessible at the time of training the model. Moreover, once the model is trained, it is hard * Work done as an intern at Amazon Web Sevices. to adapt it to new domains without retraining all seen domains again. Unfortunately, in real-world scenarios, legacy data from previous domains can be lost, proprietary, or simply too expensive to use in new domains [16] . For example, for models deployed on edge devices, it is unlikely that these models can still access the original training data. If we want to learn to detect new concepts from new domains on devices for these models, we need to develop a new learning scheme. Therefore, the ability to learn incrementally across multiple domains becomes an important feature of a true universal object detection system. On the other hand, incremental and continual learning has drawn significant attention in recent years [1, 14, 16, 20, 26] . However, most existing work focus on classification problems, while ignoring the more challenging detection problems. For object detection, we not only need to consider the forgetting problem of the classification part but also need to pay specific attention to the bounding boxes.
Data Collection
Recently, Shmelkov et al. [33] proposed to learn object detectors incrementally by adding one or a few classes by using an L 2 distillation loss on both logits and bounding boxes, but their work still only focuses on a single domain.
In this paper, we aim to develop a universal detector by allowing sequential learning across multiple domains. We approach this challenging problem by first studying the effects of domain and category differences on catastrophic forgetting. For instance, VOC and COCO are from similar domains, but COCO has 60 more categories, how would forgetting happen if we train from VOC to COCO or from COCO to VOC? Watercolor and Comic [13] share the same categories, but they are from different domains, how would the domain shift affect the continual learning process? KITTI [8] and Kitchen [9] have disjoint categories and significant domain discrepancies; can we learn those sequentially without forgetting? To answer these questions and better understand forgetting across domains, we conducted a comprehensive analysis of different scenarios, as shown in Figure 1 .
To solve the problem of continual universal object detection, we study the interesting line of works of applying probability distillation to learning without forgetting (LwF) [16] . However, naively transferring these distillation methods to object detection introduces new problems. Since many region proposals in detection are background, if we do not consider spatial information in distillation, we could end up with more noisy than useful information. Recently, learning without memorizing (LwM) [6] applied attention-based distillation to avoid catastrophic forgetting for classification problems. This method could perform better than distillation without attention, but this attention is rather weak for object detection. Hence, we develop a novel attentive feature distillation which leverages both bottomup and top-down attention maps to focus on spatial foreground regions and useful context information. Further, it also provides stronger supervision compared to attentionbased distillation [6, 38] .
For really difficult settings in our problem, i.e., when both domains and categories are drastically different, we study the use of exemplars from previous tasks to mitigate forgetting. iCarl [26] proposes to keep exemplars that stay close to the mean of each category in the feature space. RWalk [3] proposes to compare several sampling methods; however, it turns out that random sampling works equally well as others at a lower complexity cost. To the best of our knowledge, we are the first to investigate the impact of keeping exemplars to avoid forgetting in object detection. Additionally, we propose to rank the samples by the number of ground truth bounding boxes, then sample them adaptively with a fixed budget to balance between the number of bounding boxes and the diversity of exemplars.
We make the following major contributions:
• We propose to explore a novel problem, where the object detector is learned across different domains incrementally.
• We conduct an in depth analysis of the effects of domain and category differences on catastrophic forgetting for object detection.
• We propose a novel attentive feature distillation approach to mitigate forgetting for object detection,
• We propose a novel adaptive exemplar sampling to choose samples with more information and diversity to solve the difficult problems in our setting.
Experimental results across seven datasets demonstrate the effectiveness of our proposed method and show interesting behaviors in different scenarios.
Related work
Our work is at the intersection of continual learning, knowledge distillation, and object detection. Three fields have advanced dramatically in the last few years. Here we briefly review the relevant literature. Object detection Object detection networks can be divided into two categories: two-stage or one-stage. Faster-RCNN [28] is a representative two-stage method with a region proposal network (RPN) and a classification and regression network (Fast-RCNN [10] ). YOLO [27] and SSD [19] are representatives of one-stage methods, which predict bounding boxes and class probabilities directly from full images in one step. We show experimental results with Faster-RCNN, although our method applies to other twostage and one-stage methods. Large datasets have been a driven force in object detection, such as PASCAL VOC [7] , MSCOCO [18] . However, most of the detectors are specific for one domain and hard to extend to other domains. Recently, Wang et al. [35] proposed to train a single network for 11 diverse domains, which achieves better performance compared to most other independent detectors. The assumption they make is that all data can be accessed simultaneously, which is not always true in practice. We propose to do object detection across domains by continual learning, in which the objective is to learn a detector on the current task without forgetting previous knowledge. Continual learning Losing the acquired knowledge from previous tasks when learning a new task is known as catastrophic forgetting. Continual learning approaches are introduced to alleviate this undesired effect. Most works on continual learning focus on classification problems, which can be roughly divided into three main families [5, 24] .
The first family is regularization-based, which contain both data-focused and prior-focused approaches. The first subset is composed of distillation approaches such as LwF and LwM. The second subset estimates the importance of network parameters, and it applies a higher penalty on those that show a significant change when switching from one task to another [1, 14, 16, 20, 39] . The next family prevents catastrophic forgetting by growing a sub-network or learning a mask for each task [15, 22, 23, 30, 31] . Finally, rehearsal-based approaches form the last family, which either store a small number of training samples from previous tasks [3, 21, 26] , or use a generative model to sample synthetic data from previously learned distributions [32, 36] .
There are few works on continual object detection learning. Shmelkov et al. [33] proposed the first work to learn an object detector incrementally by adding one or a few classes at a time within one single domain by using an L 2 distillation loss on both logits and bounding boxes. However, we are interested in learning objects continually across different domains. Additionally, to the best of our knowledge, we are the first to explore storing exemplars for continual object detection and to propose adaptive exemplar sampling which provides more information and diversity.
Knowledge distillation Probability distillation was proposed by Hinton et al. [11] to compress networks for fast inference. It trains a smaller student network from the softened output of a wider teacher network. Romero et al. [29] extended the idea to learn intermediate features from teacher networks using a two-stage strategy. Moving forward, Zagoruyko et al. [38] proposed to mimic the attention maps from teacher networks, computed by activations or gradients. Due to the simple implementation and success of knowledge distillation, the idea has been applied to different applications, such as object detection [4] , and continual learning [6, 16, 26] . In this work, we focus on learning an object detector continually by further exploring the idea of knowledge distillation.
Problem formulation
In this section, we introduce the formulation for universal object detection in continual learning and the main concepts before presenting the proposed approach in Sec. 4.
Object detection
We consider the object detection task learned from
is the corresponding label with both bounding boxes and classes, and N is the size of the dataset. As for Faster-RCNN [28] , we divide the network into feature extractor F , Region Proposal Network (RPN) R, and the remaining modules as detection head H. The objective function of the detection loss is formalized as:
where L det contains all losses for object detection including classification losses and bounding box regression losses.
Continual object detection
We consider the continual object detection learning setting where T detection tasks are learned sequentially from the corresponding domains D 1 , . . . , D T with corresponding Y 1 , . . . , Y T categories. During the learning process, we share part of the network modules or grow some of them for the new task. If we train a new copy of the model for each new task, it results in T models which need T times the memory size and is commonly referred as independent training. If we finetune from the previous model for each new task, we obtain a single model after training all tasks. That is efficient in terms of memory consumption, but suffers from catastrophic forgetting. We simplify the problem of learning A, B tasks sequentially by proposing four different scenarios (see Figure 1 ):
If both domains and categories are the same, task B is a new set of samples of the same distribution as task A.
If domains are the same but categories are different, it is the case of intra-domain sequential learning. For example, VOC and COCO have different categories under the same domain.
If domains are different but categories are the same, the scenario is closer to sequential domain adaptation. For example, Watercolor and Comic have the same categories but belong to different domains.
If both domains and categories are different, it is the case of inter-domain sequential learning. For example, KITTI and Kitchen have very different domains and categories.
In this work, we focus on the last three scenarios where forgetting is more likely to happen. It is straightforward to extend the idea from two domains to more.
Knowledge distillation
Probability distillation was proposed by Hinton et al. [11] to match two output distributions of two different networks. The loss function for probability distillation is:
where σ is the softmax function, P τ T are the probabilities of the current model, P τ T −1 are the recorded probabilities of the previous model, o are the outputs before softmax and τ > 1 is a temperature parameter to control the scaling of the probabilities.
Feature distillation was proposed by Romero et al. [29] to use feature alignment on the intermediate representations to do network distillation. The loss function of their proposed hint feature distillation is:
where F T and F T −1 are feature extractors of current and previous model respectively.
Attention distillation: instead of matching the probabilities of two networks, Zagoruyko et al. [38] proposed to mimic the attention maps from the teacher to the student for network distillation. The attention maps are computed as:
where c is the number of channels per activation. The activation of the ith image can be computed as
Attention map a i is processed with an L 2 normalization and the attention distillation loss is defined as:
where a T i and a T −1 i are attention maps of current and previous model respectively.
One of the drawbacks of probability distillation, when we apply it to object detection, is that region proposals are very noisy. The large amounts of background result in unreliable distilled information, especially when domains are very different. A similar problem happens to feature distillation due to the diversity and complexity of backgrounds. Attention distillation partially reduces noisy information. However, it is weaker supervision compared to direct features, which ends up being less effective against catastrophic forgetting. Therefore, in this paper, we propose an attentive feature distillation using both bottom-up and top-down attentions to alleviate the effects of catastrophic forgetting in continual object detection.
Proposed approach
In this section, we will first introduce the proposed attentive feature distillation using both bottom-up and topdown attention. Then we will explain how adaptive exemplar sampling could balance the number of bounding boxes and diversity of exemplars.
Attentive feature distillation
We propose attentive feature distillation (AFD) to make use of the advantages of both feature and attention distillation while avoiding the drawbacks of both methods. Specifically, we proposed to use both top-down (TD) and bottomup (BU) attention maps to filter out the noisy information 
Bottom-up attention captures critical context information of the input image, which we use to guide the current model to mimic the attentive features of the previous one.
Top-down attention masks were first proposed in [34] to do distillation on object detection, although it does not focus on avoiding catastrophic forgetting. For each ground truth bounding box, Intersection over Union (IoU) with all anchors is computed. A dynamic filter threshold is computed by ψ max (IoU), and ψ is set to be 0.5. We propose two modifications:
1. for each bounding box, we compute the mean of all overlapping proposals over the threshold, which helps to focus on the center region of the object. Then, we obtain the final mask M by looping over all groundtruth boxes and adding all normalized masks (as shown in Figure 2 ).
2. we do the same normalization as in Eq. 6 but replacing the attention maps by the previously computed final mask M .
Therefore, the top-down attentive feature distillation objec- ...
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Top-down attention concentrates on foreground objects, which is crucial for object detection algorithms. To leverage both rich context information and foreground objects, bottom-up and top-down attention can be complementary. The final attentive feature distillation loss function is:
Since both attention maps and masks are normalized in the same way, there is no need to use an hyperparameter to balance between both losses.
Adaptive exemplar sampling
Exemplars are stored while learning a task to retain performance after learning future tasks [3, 26] . Random sampling has been shown to be simple and effective [3] for classification problems. Therefore, we use random sampling as a baseline for object detection.
Additionally, since the number of bounding boxes in object detection varies a lot, we propose hard sampling as another baseline, which keeps exemplars with the most number of bounding boxes. This sampling method provides more information with the same memory consumption compared to random sampling. However, in cases like video-based datasets such as KITTI and Kitchen, the diversity of samples can reduce by using hard sampling, as the images with more bounding boxes are more likely to be sampled from consecutive frames in a video.
To overcome this drawback, we also propose adaptive sampling. For each specific category, we rank all K samples by the number of bounding boxes in descending order. Given a budget of s number of exemplars with K s and η ∈ N, we randomly sample s exemplars from the list (1, ηs) which we ordered before. We define three different sampling cases:
hard sampling min(ηs, K) = K, random sampling otherwise, adaptive sampling (9) which allow balance between the number of bounding boxes and diversity of exemplars by adapting η. An illustration of different sampling methods is shown in Figure 4 .
Learning
By fusing the usual object detection losses with the proposed attention feature distillation loss, the final objective function for continual object detection is defined as:
where λ is the trade-off parameter to balance the current learning objective and distillation objective to avoid forgetting. As shown in Figure 3 , we train the first task A using Faster-RCNN with data D A . Then we train on task B Table 1 . Analysis of performance (mAP) and forgetting on different scenarios without exemplars. Arrows indicate order of learning. with data D B using our proposed attentive feature distillation and adaptive exemplar sampling methods. It results in the same model as in [35] but learning different tasks continually instead of training all tasks together. The same procedure could be easily applied to more tasks.
Experiments
We use a Pytorch [25] implementation of Faster-RCNN [37] with SE-ResNet-50 [12] pre-trained on Ima-geNet, as in [35] . As usual in detection, the first convolution layer, the first residual block, and all BN layers are fixed during training. We consider different combinations of the following datasets: Watercolor [13] , Clipart [13] , Comic [13] , Kitchen [9] , KITTI [8] , VOC [7] , COCO [18] . All train and test splits are the same as in [35] . The Pascal VOC mean average precision (mAP) is used for evaluation of all cases. Training details: Following [37] , we use the default parameters for Faster-RCNN with 4 anchor scales and 3 anchor ratios. Learning rate is set to 0.01 for 10 epochs and 0.001 for the last 2. For small datasets (Watercolor, Clipart, Comic) we use a batch size of 8 on 4 synchronized GPUs. For the other datasets, we use a batch size of 16 to speed up training. For all experiments, we set λ=1e-4 from Eq. 10. Compared methods: We compare our proposed methods (Feature Distillation, Attention Distillation, AFD) with LwF Detection and three other baselines (Independent, Joint, Finetuning). For LwF Detection, we follow [33] to embed the loss function into our framework. Independent is training from an ImageNet pre-trained model for each dataset separately. For Joint, we follow [35] to train a universal detector. Both baselines can be seen as an upper bound, but they have their drawbacks (i.e. Joint needs all data available at once). Finetuning is done by training all object detection tasks sequentially without any additional loss to avoid forgetting.
Analysis on forgetting in different scenarios and ablation studies
We analyze different scenarios (Section 3.2) with ablation studies on different attention mechanisms (Section 4.1) and exemplar sampling (Section 4.2). Forgetting in different scenarios. In Table 1 , we analyze forgetting in object detection for three different scenarios: 
1) KITTI and Kitchen (D
). The analysis also contains the ablation study on our proposed distillation methods without using any exemplars.
In the case of Kitchen and KITTI, we observe a lot of forgetting due to the vast differences in categories and domains. Finetuning forgets the first task almost completely while our proposed AFD outperforms both bottomup and top-down attentive feature distillations. However, compared to Independent, the performance of AFD drops 53.7 → 36.6 and 70.9 → 20.5 respectively. Without the help of exemplars, it is hard to mitigate the forgetting effect even with the best distillation methods for this scenario.
In the second scenario, domains are different but categories are the same, which causes much less forgetting, even for Finetuning. By using our proposed attentive feature distillation, the object detector can retain similar performance as the Independent baseline. We observe that with drops of 45.1 → 42.9 and 50.0 → 49.4, forgetting can be avoided for Comic and Watercolor.
In the last scenario, since VOC is a subset of COCO, it is interesting to note that training from VOC to COCO has no forgetting. Furthermore, performance is improved by using our proposed methods. There is a lot of forgetting when learning from COCO to VOC, which neither Finetuning nor AFD can avoid. However, AFD still manages to improve over Finetuning from 20.1 → 27.8. It seems that category differences can cause severe forgetting when reducing the number of categories, but they seem to avoid forgetting better when adding more categories from the same domain.
Ablation study for exemplars Although we have shown that attentive feature distillation can mitigate forgetting by a large margin, there is still a gap with Independent train- ing in the more challenging scenario (i.e. KITTI -Kitchen). Therefore, we experiment with exemplar sampling by keeping a small number of exemplars from the previous task. As shown in Figure 5 , we compare our proposed methods together with different sampling strategies. It is notable that with only 100 randomly sampled exemplars, Finetuning increases by ∼50% from Kitchen to KITTI, and by ∼25% from KITTI to Kitchen. Combined with our distillation methods, the accuracy from previous task gets closer to Independent. Performance improves as more exemplars are added. Attentive feature distillation is superior to both individual bottom-up and top-down attentions. As shown in Table 2 , we also compare with the different sampling strategies introduced in Section 4.2. All results are reported with attentive feature distillation. Hard sampling performs better than random sampling from Kitchen to KITTI, but is much worse from KITTI to Kitchen. When looking at the selected samples, we found that many consecutive frames have a very similar scene, which reduces the diversity of samples. By choosing different values of η, we observe that adaptive sampling slightly outperforms both random and hard sampling with η = 5 being the best and fixing it for the remaining experiments.
Comparison on two tasks
In this section, we compare our proposed methods to other baselines and methods in different scenarios. Table 3 , Joint performs slightly better than Independent by sharing representations from different tasks during training. Finetuning usually suffers from catastrophic forgetting, although with 100 exemplars we can see that it still performs quite well. LwF Detection [33] performs similar or worse than Finetuning. We assume this is due to the large amount of background after the RPN, which is not suitable for LwF Detection. Feature distillation is worse in both cases, while Attention distillation performs better by filtering out the noisy information. Attention feature distillation outperforms all other methods and baselines and is close to both Independent and Joint with only 100 exemplars (less than 2% of KITTI data and less than 3% of Kitchen data).
KITTI and Kitchen. As shown in
Comic and Watercolor. Since we had very little forgetting on this scenario, we compare with the methods and base- lines without using exemplars. Similar conclusions to the previous scenario can be drawn, as seen in Table 4 . Note that with our method, we achieve similar results as the upper bounds (Independent, Joint) without any exemplars. COCO to VOC. We present results on this relatively larger datasets in Table 5 . Since there is no forgetting from VOC to COCO, we only report results from COCO to VOC. COCO is a more challenging dataset compared to others because of the large amount of data and categories. Our attentive feature distillation surpasses the other distillation methods by a wide margin. However, there is still space for improvement until achieving similar performance as Independent or Joint. We also show some qualitative results on COCO before and after training on VOC (see Figure 6 ). We can clearly see that Finetuning outputs less bounding boxes or has lower prediction confidence on COCO after learning VOC. Our proposed attention feature distillation closes the gap between Finetuning and Independent by forgetting less and predicting more confident scores.
Experiments on longer sequences
In this section, we show results in more realistic and challenging settings with more than two tasks. In Table 6 , a sequence on KITTI, VOC, and Kitchen where datasets are evaluated after training the last dataset. Our proposed approach clearly outperforms in both orders of the sequential training. It is important to note that Finetuning with exem- Figure 6 . Examples of predictions on COCO after training on VOC for Finetuning (top), Independent (bottom) and Ours (middle). Finetuning tends to forget objects, such as the hydrant, the tie or the keyboard. Ours is capable of detecting all those objects and only misses the ball and the bicycle. Independent is capable of detecting all the objects missed by the other methods, but is not capable of differentiating between the two elephants. In the last column, Ours predicts the objects with higher confidence than the other methods. plars has a more competitive performance and lower forgetting, as seen in previous experiments. To further scale our setting, we conduct experiments on a sequence of six different datasets: VOC, Clipart, KITTI, Watercolor, Comic, and Kitchen. To illustrate the dynamic process of forgetting after training on each dataset, we show in Figure 7 a forgetting matrix. It reflects the forgetting of all current or previous datasets after training each task. The total forgetting percentage for each datasets is obtained by adding all values on that row. For instance, after training the last task, performance on VOC Finetuning drops 27.1, while only 19.5 for Ours. It is interesting that after training on KITTI, datasets like VOC and Clipart experience severe forgetting. However, performance after training on other datasets does not drop too much for KITTI.
Conclusions
We have proposed a novel setting for continual learning for universal object detection. We have shown how forgetting can be mitigated by using attentive feature distillation. We can further improve performance in the more dif- ficult scenarios by adding our proposed adaptive exemplar sampling. The experimental analysis indicates that when learning a new task, domain differences with previous tasks cause less forgetting than category differences. By combining attentive feature distillation and adaptive exemplar sampling, we outperform existing methods with a relatively small number of samples. As future work, it would be interesting to apply our proposed approaches to other one-stage detectors.
