We study two distinct, but overlapping, networks that operate at the same time, space, and frequency. The first network consists of n randomly distributed primary users, which form either an ad hoc network, or an infrastructuresupported ad hoc network with l additional base stations. The second network consists of m randomly distributed, ad hoc secondary users or cognitive users. The primary users have priority access to the spectrum and do not need to change their communication protocol in the presence of secondary users. The secondary users, however, need to adjust their protocol based on knowledge about the locations of the primary nodes to bring little loss to the primary network's throughput. By introducing preservation regions around primary receivers and avoidance regions around primary base stations, we propose two modified multihop routing protocols for the cognitive users. Base on percolation theory, we show that when the secondary network is denser than the primary network, both networks can simultaneously achieve the same throughput scaling law as a stand-alone network. Furthermore, the primary network throughput is subject to only a vanishingly fractional loss. Specifically, for the ad hoc and the infrastructure-supported primary models, the primary network achieves sum throughputs of order n 1/2 and max{n 1/2 , l}, respectively. For both primary network models, for any δ > 0, the secondary network can achieve sum throughput of order m 1/2−δ with an arbitrarily small fraction of outage. Thus, almost all secondary source-destination pairs can communicate at a rate of order m −1/2−δ .
I. INTRODUCTION
In their pioneering work [1] , Gupta and Kumar posed and studied the limits of communication in ad hoc wireless networks. Assuming n nodes are uniformly distributed in a plane and grouped into source-destination (S-D) pairs at random, they showed that one can achieve a sum throughput of S(n) = Θ( n/ log n). This is achieved using a multihop transmission scheme in which nodes transmit to one of the nodes in their neighboring cells, requiring full connectivity with at least one node per cell. A trade-off between throughput and delay of fully-connected networks was studied in [2] and was extended in [3] to trade-offs between throughput, delay as well as energy.
The work in [4] has studied relay networks in which a single source transmits its data to the intended destination using the other nodes as relays. Using percolation theory [5] , [6] , they showed that a constant rate is achievable for a single S-D pair if we allow a small fraction of nodes to be disconnected. This result can be applied to ad hoc networks having multiple S-D pairs and the work in [7] proposed an indirect multihop routing protocol based on such partial connectivity, that is all S-D pairs perform multihop transmissions based on this partiallyconnected sub-network. They showed that the indirect multihop routing improves the achievable sum throughput as S(n) = Θ( √ n). Information-theoretic outer bounds on throughput scaling laws of ad hoc wireless networks were derived in [8] , [9] , [10] , [11] . These bounds showed that the multihop routing using neighbor nodes is order-optimal in the powerlimited and high attenuation regime. Recently, a hierarchical cooperation scheme was proposed in [12] and was is layered on top of a sparser oblivious one, then both may achieve the same throughput scalings as if each were a single network. This result may be extended to more than two networks, provided each layered network obeys the same three main assumptions as in the two network case. This paper is structured as follows. In Section II we outline the system model: we first look at the network geometry, co-existing primary and secondary ad hoc networks, then turn to the information theoretic achievable rates before stating our assumptions on the primary and secondary network behaviors. In Section III we outline the protocols used for the ad hoc primary model and prove that the claimed single network throughput scalings may be achieved. We also prove the claimed single network throughput scalings for the infrastructure-supported primary model in Section IV. We conclude in Section V and refer the proofs of the lemmas to the Appendix.
II. SYSTEM MODEL
In order to study throughput scaling laws of ad hoc cognitive networks, we must define the underlying network models. We first explain the two geometric models that will be considered in Sections III and IV. We then look at the transmission schemes, resulting achievable rates, and assumptions made about the primary and secondary networks.
Throughout this paper, we use P(E) to denote the probability of an event E and we will be dealing with events which take place with high probability (w.h.p.), or with probability 1 as the node density tends to infinity 1 .
A. Network Geometry
We consider a planar area in which a network of primary nodes and a network of secondary nodes co-exist. That is, the two networks share the same space, time, code, and frequency dimensions. Two types of networks are considered as the primary network: an ad hoc network and an infrastructure-supported network, while the secondary network is always ad hoc. The two geometric models are illustrated in Fig. 1 . As shown in Fig. 1 . (a), in the ad hoc primary model, nodes are distributed according to a Poisson point process (p.p.p.) of density n over a unit square, which are randomly grouped into primary S-D pairs. For the secondary network, nodes are distributed according to a p.p.p. of density m over the same unit square and are also randomly grouped into secondary S-D pairs.
Our second model is the infrastructure-supported primary model, shown in Fig. 1. (b) . There, primary nodes are still randomly distributed over the square according to a p.p.p. of density n, but these nodes are supported by additional l regularly spaced BSs (the number of BSs is equal to l, which is also the density of BSs). The BSs' sole purpose is to relay data for the primary network, they are neither sources nor destinations. We assume that the BSs are connected to each other through wired lines of capacity large enough such that the BS-BS communication is not the limiting factor in the throughput scaling laws. Secondary nodes again form an ad hoc network with random S-D pairs, distributed according to a p.p.p. of density m.
The densities of the n primary nodes, m secondary nodes, and l BSs are related according to
where β > 1 and γ < 1. We focus on the case where the density of the secondary nodes is higher than that of the primary nodes. We also assume that the densities of both the primary nodes and secondary nodes are higher than that of the BSs, which is reasonable from a practical point of view. The wireless propagation channel typically includes path loss with distance, shadowing and fading effects. However, in this work we assume the channel gain depends only on the distance between a transmitter and its receiver, and ignore shadowing and fading. Thus, the channel power gain g(d), normalized by a constant, is given by
where d denotes the distance between a transmitter (Tx) and its receiver (Rx) and α > 2 denotes the path-loss exponent.
B. Rates and Throughputs Achieved
Each network operates based on slotted transmissions. We assume the duration of each slot, and the coding scheme employed are such that one can achieve the additive white Gaussian noise (AWGN) channel capacity. For a given signal to interference and noise ratio (SINR), this capacity is given by the well known formula R = log(1 + SINR) bps/Hz assuming the additive interference is also white, Gaussian, and independent from the noise and signal. We assume that primary slots and secondary slots have the same duration and are synchronized with each other. We further assume all the primary, secondary, and BS nodes are subject to a transmit power constraint P .
We now characterize the rates achieved by the primary and secondary transmit pairs. Suppose that N p primary pairs and N s secondary pairs communicate simultaneously. Before proceeding with a detailed description, let us define the notations used in the paper, given by Table I . Then, the i-th primary pair can communicate at a rate of
where · denotes the Euclidean norm of a vector. I i p and I i sp are given by
and
Similarly, the j-th secondary pair can communicate at a rate of
where I j s and I j ps are given by
Throughout the paper, the achievable per-node throughput of the primary and secondary networks are defined as follows.
Definition 1: A throughput of T p (n) per primary node is said to be achievable w.h.p. if all primary sources can transmit at a rate of T p (n) (bps/Hz) to their primary destinations w.h.p. in the presence of the secondary network.
Definition 2: Let ǫ s (m) > 0 denote an outage probability of the secondary network, which may vary as a function of m. A throughput of T s (m) per secondary node is said to be ǫ s (m)-achievable w.h.p. if at least 1 − ǫ s (m) fraction of secondary sources can transmit at a rate of T s (m) (bps/Hz) to their secondary destinations w.h.p. in the presence of the primary network.
For both ad hoc and infrastructure-supported primary models, we will propose secondary routing schemes that make ǫ s (m) → 0 as m → ∞ 2 . Thus, although we allow a fraction of secondary S-D pairs to be in outage, for sufficiently large m, almost all secondary S-D pairs will be served at a rate of T s (m). Let us define S p (n) as the sum throughput of the primary network, or T p (n) times the number of primary S-D pairs 3 . Similarly, we define S s (m) as the sum throughput of the secondary network, or T s (m) times the number of served secondary S-D pairs at a rate of T s (m). While T p (n) and S p (n) represent the per-node and sum throughputs of the primary network in the presence of the secondary network, we use the notations T alone (n) and S alone (n) to denote the per-node and sum throughputs of the primary network in the absence of the secondary network, respectively. 2 In this paper, m → ∞ is equivalent to n → ∞ since m = n β . 3 We note that in general Sp(n) = n 2 Tp(n) since the nodes are thrown at random according to a p.p.p. of density n. The actual number of nodes in the network will vary in a particular realization.
C. Primary and Secondary User Behaviors
As primary and secondary nodes must share the spectrum, the rules or assumptions made about this co-existence are of critical importance to the resulting achievable throughputs and scaling laws. Primary networks may be thought of as existing communication systems that operate in licensed bands. These primary users are the license holders, and thus have higher priority access to the spectrum than secondary users. Thus, our first key assumption is that the primary network does not have to change its protocol due to the secondary network. In other words, all primary S-D pairs communicate with each other as intended, regardless of the secondary network. The secondary network, which is opportunistic in nature, is responsible for reducing its interference to the primary network to an "acceptable level", while maximizing its own throughput T s (m). This acceptable level may be defined to be one that does not degrade the throughput scaling of the primary network. More strictly, the secondary network should satisfy w.h.p.
during its transmission, where δ loss ∈ (0, 1) is the maximum allowable fraction of throughput loss for the primary network. Notice that the above condition guarantees T p (n) = Θ (T alone (n)). The secondary network may ensure (9) by adjusting its protocol based on information about the primary network. Thus, our second key assumption is that the secondary network knows the locations of all primary nodes. Since the secondary network is denser than the primary network, each secondary node can measure the interference power from its adjacent primary node and send it to a coordinator node. Based on these measured values, the secondary network can establish the locations of the primary nodes.
III. AD HOC PRIMARY NETWORK
We first consider the throughput scaling laws when both the primary and secondary networks are ad hoc in nature. Since the primary network needs not change its transmission scheme due to the presence of the secondary network, we assume it transmits according to the direct multihop routing similar to those in [1] and [2] . We also consider the indirect multihop routing proposed in [7] as a primary protocol. Of greater interest is how the secondary nodes will transmit such that the primary network remains unaffected in terms of throughput scaling.
A. Main Results
The main results of this section describe achievable throughput scaling laws of the primary and secondary networks. We simply state these results here and derive them in the remainder of this section.
Suppose the ad hoc primary model. For any δ loss ∈ (0, 1), the primary network can achieve the following per-node and sum throughputs w.h.p.:
where
for indirect multihop routing (11) and S alone (n) = Θ (nT alone (n)). The following per-node and sum throughputs are ǫ s (m)-achievable w.h.p. for the secondary network:
where ǫ s (m) = O This result is of particular interest as it shows that not only can the primary network operate at the same scaling law as when the secondary network does not exist, but the secondary network can also achieve, with an arbitrarily small fraction of outage, the exact same scaling law obtained by the direct multihop routing as when the primary network does not exist. Thus almost all secondary S-D pairs can communicate at a rate of T s (m) in the limit of large m. In essence, whether the indirect multihop or the direct multihop is adopted as a primary protocol, the secondary network can achieve the sum throughput of Θ( m/ log m) w.h.p. while preserving 1 − δ loss fraction of the primary network's stand-alone throughput.
In the remainder of this section, we first outline the operation of the primary network and then focus on the design of a secondary network protocol under the given primary protocol. We analyze achievable throughputs of the primary and secondary networks, which will determine the throughput scaling of both co-existing networks. Throughout this work, we place the proofs of more technical lemmas and theorems in the Appendix and outline the main proofs in the text.
B. Network Protocols
We assume the primary network communicates according to the direct multihop routing protocol. The indirect multihop routing will be explained in Section III-D, which can be extended from the results of the direct routing. The challenge is thus to prove that the secondary nodes can exchange information in such a way that satisfies T p (n) ≥ (1 − δ loss )T alone (n) w.h.p.. We first outline a primary network protocol, and then design a secondary network protocol which operates in the presence of the primary network.
1) Primary network protocol:
We assume that the primary network delivers data using the direct multihop routing, in a manner similar to [1] and [2] . The basic multihop protocol is as follows:
• Divide the unit area into square cells of area a.
• A 9-time division multiple access (TDMA) scheme is used, in which each cell is activated during one out of 9 slots.
• Define the horizontal data path (HDP) and the vertical data path (VDP) of a S-D pair as the horizontal line and the vertical line connecting a source to its destination, respectively. Each source transmits data to its destination by first hopping to the adjacent cells on its HDP and then on its VDP.
• When a cell becomes active, it delivers its traffic. Specifically, a Tx node in the active cell transmits a packet to a node in an adjacent cell (or in the same cell). A simple round-robin scheme is used for all Tx nodes in the same cell.
• At each transmission, a Tx node transmits with power P d α , where d denotes the distance between the Tx and its Rx. This protocol requires full connectivity, meaning that each cell should have at least one node. Let a p denote the area of a primary cell. The following lemma indicates how to determine a p satisfying this requirement.
Lemma 1: The following facts hold. (a) The number of primary nodes in a unit area is within ((1 − ǫ)n, (1 + ǫ)n) w.h.p., where ǫ > 0 is an arbitrarily small constant. (b) Suppose a p = 2 log n n . Then, each primary cell has at least one primary node w.h.p.. Proof: The proof is in the Appendix. Based on Lemma 1, we set a p = 2 log n n . Under the given primary protocol, T alone (n) = Θ(1/ √ n log n) and S alone (n) = Θ( n/ log n) are achievable w.h.p. when the secondary network is absent or silent.
Results similar to Lemma 1 can be found in [1] and [2] , where their proposed schemes also achieve the same T alone (n) and S alone (n). Note that the Gupta-Kumar's model [1] , [2] assumes uniformly distributed nodes in the network and a constant rate between Tx and Rx if SINR is higher than a certain level. Although we assume that the network is constructed according to a p.p.p. (rather than uniform) and that the information-theoretic rate log(1 + SINR) is achievable (rather than a constant rate), the above primary network protocol provides the same throughput scaling as that under the Gupta-Kumar's model.
2) Secondary network protocol: Since the secondary nodes know the primary nodes' locations, an intuitive idea is to have the secondary network operate in a multihop fashion in which they circumvent each primary node in order to reduce the effect of secondary transmissions to the primary nodes. In [29] , [30] a network with holes is considered and geographic forwarding algorithms that establish routing paths around holes are proposed.
Around each primary node we define its preservation region: a square containing 9 secondary cells, with the primary node at the center cell. The secondary nodes, when determining their routing paths, need to avoid these preservation regions: Our protocol for the secondary ad hoc network is the same as the basic multihop protocol except that
• The secondary cell size is a s = 2 log m m .
• At each transmission a secondary node transmits its packet three times repeatedly (rather than once) using three slots.
• The secondary paths avoid the preservation regions (see Fig. 2 ). That is, if the HDP or VDP of a secondary S-D pair is blocked by a preservation region, this data path circumvents the preservation region by using its adjacent cells. If a secondary source (or its destination) belongs to preservation regions or its data path is disconnected by preservation regions, the corresponding S-D pair is not served.
• At each transmission, a Tx node transmits with power δ P P d α , where d denotes the distance between the Tx and its Rx and δ P ∈ (0, 1). Since a s converges to zero as m → ∞, there exists m 0 such that the power constraint is satisfied for any δ P ∈ (0, 1) if m ≥ m 0 . We will show in Lemma 2 that adjusting δ P induces a trade-off between the rates of the primary and secondary networks while the scaling laws of both networks are unchanged, which allows the condition (9) to be meet.
Unlike the primary protocol, each secondary cell transmits a secondary packet three times repeatedly when it is activated. As we will show later, the repeated secondary transmissions can guarantee the secondary receivers a certain minimum distance from all primary interferers for at least one packet, thus guaranteeing the secondary network a non-trivial rate. Therefore, the duration of the secondary 9-TDMA scheme is three times longer than that of the primary 9-TDMA. The main difference between this scheme and previous multihop routing schemes is that the secondary multihop paths must circumvent the preservation regions and that a portion of secondary S-D pairs is not served. But this portion will be negligible as m → ∞. By re-routing the secondary nodes' transmission around the primary nodes' preservation regions, we can guarantee the primary nodes a non-trivial rate.
Similar to Lemma 1, we can also prove that the total number of secondary nodes is within ((1 − ǫ)m, (1 + ǫ)m) w.h.p. and that each secondary cell has at least one secondary node w.h.p..
C. Throughput Analysis and its Asymptotic Behavior
In this subsection, we analyze the per-node and sum throughputs of each network under the given protocols and derive throughput scaling laws with respect to the node densities.
1) Primary network throughputs:
Let us consider the primary network in the presence of the secondary network. We first show that each primary cell can sustain a constant aggregate rate (Lemma 2), which may be used in conjunction with the number of data paths each primary cell must transmit (Lemma 3) to obtain the per-node and sum throughputs in Theorem 1.
Let R p (n) and R alone (n) denote the achievable aggregate rate of each primary cell in the presence and in the absence of the secondary network, respectively. We define
having a finite value for α > 2, which will be used to derive an upper bound on the interference power of the ad hoc primary and secondary networks. Then the following lemma holds. Lemma 2: Suppose the ad hoc primary model. If δ P ∈ (0, min{δ P,max , 1}), then
and I is given by (13) . Moreover, R alone (n) is lower bounded by K p , where K p = 1 9 log 1 + P N0+I is a constant independent of n. Proof: The proof is in the Appendix. The essence of the proof of Lemma 2 lies in showing that the secondary nodes, even as m → ∞, do not cause the aggregate rate of each primary cell to decay with m. This is done by introducing the preservation regions, which guarantee the minimum distance of √ a s from all secondary Txs to the primary Rxs. This Lemma will be used to show that (9) can be satisfied w.h.p. if δ P ∈ (0, min{δ P,max , 1}) in Theorem 1.
The next lemma determines the number of data paths that each cell should carry. To obtain an upper bound, we extend each HDP to the entire horizontal line and all cells through which this horizontal line passes should deliver the corresponding data of HDP (see Fig. 3 ). Similarly, we extend each VDP to the entire vertical line. We define this entire horizontal and vertical line as an extended HDP and an extended VDP, respectively. Throughout the rest of the paper, our analysis deals with extended HDPs and VDPs instead of original HDPs and VDPs. Since we are adding hops to our routing scheme, the extended traffic gives us a lower bound on the achievable throughput.
Lemma 3: Under the ad hoc primary model, each primary cell needs to carry at most 4 √ 2n log n data paths w.h.p..
Proof: The proof is in the Appendix. Lemma 3 shows how the number of data paths varies with the node density n. Lemmas 1-3 may be used to prove the main theorem, stated next.
Theorem 1: Suppose the ad hoc primary model. For any δ loss ∈ (0, 1), by setting δ P ∈ (0, min{δ P,max , 1}), the primary network can achieve T p (n) = (1 − δ loss )T alone (n) and S p (n) = (1 − δ loss )S alone (n) w.h.p., where
The definitions of δ P,max and K p are given in Lemma 2.
Proof: First consider the stand-alone throughput of the primary network. Since each primary cell can sustain a rate of K p (Lemma 2), each primary S-D pair can achieve a rate of at least K p divided by the maximum number of data paths per primary cell. The number of data paths is upper bounded by 4 √ 2n log n w.h.p. (Lemma 3). Therefore, T alone (n) is lower bounded by Kp 4 √ 2n log n w.h.p.. Now the whole network contains at least (1 − ǫ)
Finally Lemma 2 shows that, for any δ loss ∈ (0, 1), if we set δ P ∈ (0, min{δ P,max , 1}), then R p (n) = (1 − δ loss )R alone (n) is achievable in the limit of large n. Since the number of primary data paths carried by each primary cell and the total number of primary S-D pairs in the network holds regardless of the existence of the secondary network, T p (n) = (1 − δ loss )T alone (n) and S p (n) = (1 − δ loss )S alone (n) are also achievable w.h.p., which completes the proof.
2) Secondary network throughputs: Let us now consider the per-node throughput of the secondary network in the presence of the primary network. The main difference between the primary and secondary transmission schemes arises from the presence of the preservation regions. Recall that the secondary nodes wish to transmit according to a multihop protocol, but their path may be blocked by a preservation region. In this case, they must circumvent the preservation region, or possibly the cluster of primary preservation regions 4 . However, as we will see later circumventing these preservation regions (clusters) does not degrade the secondary network's throughput scaling due to the relative primary and secondary node densities: the secondary nodes increase at the rate m = n β and β > 1. Thus, intuitively, as the density n of the primary nodes increases, the area of each preservation region (which equals 9 secondary cells) decreases faster than the increase rate of the primary node density (and thus number of preservation regions). These clusters of preservation regions remain bounded in size, although their number diverges as n → ∞. This can be obtained using percolation theory [5] .
Let us introduce a Poisson Boolean model (X, ρ, λ) on R d . The points X 1 , X 2 , · · · are distributed according to a p.p.p. of density λ and each point X i is the center of a closed ball with radius ρ i . Notice that ρ i 's are random variables independent of each other and independent of X, whose distributions are identical to that of ρ. The occupied region is the region that is covered by at least one ball and the vacant region is the complement of the occupied region. Note that the occupied (or vacant) region may consists of several occupied (vacant) components that are disjointed with each other. Then the following theorem holds.
Theorem 2 (Meester and Roy): For a Poisson Boolean model
P(number of balls in any occupied component is finite) = 1.
(17) Proof: We refer readers to the proof of Theorem 3.3 in [5] . By scaling the size of the above Poisson Boolean model and setting ρ as a deterministic value, we apply Theorem 2 to our network model.
Corollary 1:
Any cluster of preservation regions has at most N c preservation regions w.h.p., where N c > 0 is an integer independent of n.
Proof: Let us consider a Poisson Boolean model (X, ρ = 1, λ = 8na s ) on R 2 . All balls in this model have deterministic radii of 1 and the density of the underlining p.p.p. is a function of n decreasing to zero as n → ∞. Thus, E(ρ 3 ) = 1 < ∞ and there exists n 0 > 0 such that λ < λ 0 for all n ≥ n 0 . As a consequence, (17) holds for all n ≥ n 0 . Since this result holds on R 2 , the same result still holds if we focus on the area of 0,
show the same percolation result (see Proposition 2.6.2 in [31] ). Therefore, under the Poisson Boolean
2 , the number of balls in any occupied component is upper bounded by N c w.h.p., where N c > 0 is an integer independent of n.
In the case of
2 , the underlining p.p.p. is the same as that of the primary network and each ball contains the corresponding preservation region shown in Fig. 4 . Thus preservation regions cannot form a cluster if the corresponding balls do not form an occupied component, meaning the number of preservation regions in any cluster is also upper bounded by N c w.h.p., which completes the proof. This corollary is needed to ensure that the secondary network remains connected, to bound the number of data paths that pass through secondary cells, and to prove the next lemma. As mentioned earlier, whenever a secondary source or destination lies within a primary preservation region or there is no possible data path, this pair is not served. The next lemma shows that the fraction of these unserved secondary S-D pairs is arbitrarily small w.h.p..
Lemma 4:
Under the ad hoc primary model, the fraction of unserved secondary S-D pairs is upper bounded by ǫ s,1 (m) = Θ( log m m 1−1/β ) w.h.p., which converges to zero as m → ∞. Proof: The proof is in the Appendix. Next, Lemma 5 shows that, in the presence of the primary network, each secondary cell may sustain a constant aggregate rate.
Lemma 5: Under the ad hoc primary model, each secondary cell can sustain traffic at a rate of K s , where
is a constant independent of m and I is given by (13) . Proof: The proof is in the Appendix. The main challenge in proving Lemma 5 is the presence of the primary Txs. Since the primary node density is smaller than the secondary node density, the primary cells are relatively further away from each other, thus requiring higher power to communicate. Although the relatively higher power could be a potential problem because the secondary nodes repeat their transmissions for three slots, the interfering primary transmission occurs at a certain minimum distance away from the secondary Rx on one of these slots. Although the actual rate of the secondary network is reduced by a factor of three, this allows us to bound the interference of the more powerful primary nodes, without changing the scaling laws. From Lemma 2, the value of δ P , which is a normalized transmit power of the secondary Txs, should be smaller than min{δ P,max , 1} in order to satisfy (9) . We also notice that the range of δ P does not affect the throughput scalings of the secondary network.
Let us define the secondary cells that border the preservation regions as loaded cells and the other cells as regular cells. The loaded cells will be required to carry not only their own traffic, but also re-routed traffic around the preservation regions and, as a result, could deliver more data than the regular cells. The next lemma bounds the number of data paths that each regular cell and each loaded cell must transport. As the number of data paths each cell could carry was essentially the limiting factor in the sum throughput of the primary network, the following lemma is of crucial importance for the secondary sum throughput scaling law.
Lemma 6: Under the ad hoc primary model, each regular secondary cell needs to carry at most 4 √ 2m log m data paths and each loaded secondary cell carries at most 4(6N c + 1) √ 2m log m data paths w.h.p., where N c is given in Corollary 1.
Proof: The proof is in the Appendix. As it will be shown later, for 1 < β ≤ 4/3 the loaded cells are the bottleneck of the overall throughput. But even in this case, only a constant fraction of throughput degradation occurs, which does not affect the throughput scaling. For β > 4/3, since the secondary network is much denser than the primary network, the fraction of secondary data paths needing to be re-routed diminishes to zero as the node densities increase. Thus in the limit, almost all secondary cells behave as regular cells.
Finally, we can use the previous corollary and lemmas to obtain the per-node and sum throughputs of the secondary network in the following theorem.
Theorem 3: Suppose the ad hoc primary model. For any δ loss ∈ (0, 1), by setting δ P ∈ (0, min{δ P,max , 1}), the following per-node and sum throughputs are ǫ s (m)-achievable w.h.p. for the secondary network:
where ǫ s (m) = O Proof: Note that by setting δ P ∈ (0, min{δ P,max , 1}), the secondary network satisfies (9) 
If 4/3 < β ≤ 4, from Lemma 13, we obtain
Then,
Hence, if β > 4/3, we obtain w.h.p. 
where Notice that if the secondary network knows when the primary nodes are activated in addition to their location, then 81-TDMA between the secondary cells in Fig. 6 can achieve the same scaling laws of Theorem 3. Specifically, each group of the secondary cells can be activated based on the 9-TDMA (dotted region) and within each group secondary cells operate 9-TDMA.
D. Indirect Multihop Routing for the Primary Network 1) Indirect multihop routing protocol:
The indirect multihop routing in [7] can also be adopted as a primary protocol, which provides the sum throughput of Θ( √ n). The key observation is that the construction of multihop data paths with a hop distance of Θ(1/ √ n) is possible, which consists of the "highway" for multihop transmission.
During Phase 1, each source directly transmits its packet to the closest node on the highway and, during Phase 2, the packet is delivered to the node on the highway closest to the destination by multihop transmissions using the nodes on the highway. Finally, during Phase 3, the destination directly receives the packet from the closet node on the highway.
2) Throughput scaling laws: Let us assume that the transmit power of each primary Tx scales according to the hop distance, that is each primary Rx will receive the intended signal with a constant power. Since the hop distance for Phase 1 (or 3) is given by Θ(log n/ √ n), which is greater than Θ( log n/n) achieved by the direct routing, the transmit power of Phase 1 (or 3) is greater than that of the direct routing. The transmit power of Phase 2, on the other hand, is smaller than that of the direct routing because the hop distance is given by Θ(1/ √ n). Therefore, we can apply the previous secondary routing protocol during Phase 2 of the primary indirect routing, which will cause less interference to the secondary network. Based on the analysis used for the direct routing, we derive the same results of Theorems 1 and 3 except now we have T alone (n) = Θ(1/ √ n) and S alone (n) = Θ( √ n).
IV. INFRASTRUCTURE-SUPPORTED PRIMARY NETWORK
In this section, we consider a different primary network which includes additional regularly-spaced BSs. Here the primary nodes are again randomly distributed over a given area according to a p.p.p. of density n. In addition, the communication between the primary nodes is aided by the presence of l BSs, which may communicate at no cost in terms of scaling. In this infrastructure-supported primary model, the secondary network continues to operate in an ad hoc fashion with nodes distributed according to a p.p.p. of density m = n β . Again we consider β > 1 only.
We first outline the main results before describing the network protocols and analyzing the throughput and its asymptotic behavior for both the primary and secondary networks.
A. Main Results
Suppose the infrastructure-supported primary model with γ > 1/2. For any δ loss > 0, the primary network can achieve the following per-node and sum throughputs w.h.p.:
where 
where ǫ s (m) = O(1/ log m), which converges to zero as m → ∞.
Compared to the throughput scalings of the ad hoc primary model, the addition of BSs helps increase the scaling law of the primary network if γ > 1/2, otherwise the scaling law stays unaffected [17] . We show here that the presence of a secondary network does not change the scaling law of this primary network for γ > 1/2 (For γ ≤ 1/2, the results of the previous ad hoc primary model apply). The secondary network can again achieve, with an arbitrarily small fraction of outage, the same scaling law under the direct multihop routing protocol as when the primary network is absent.
B. Network Protocols
We assume the primary network uses a classical BS-based data transmission, in which sources deliver data to BSs during the uplink phase and BSs deliver received data to destinations during the downlink phase. The challenge is again to prove that the secondary nodes can transmit in such a way that the primary scaling law should satisfy
1) Primary network protocol:
We consider the primary protocol in which a source node transmits a packet to its closest BS and the destination node receives the packet from its closest BS, similar to those in [17] and [19] :
• Divide the unit area into square primary cells of area a ′ p = 1 l , where each primary cell has one BS at its center.
• During the uplink phase, each source node transmits a packet to the closest BS.
• The BS that receives a packet from a source delivers it to the BS closest to the corresponding destination using BS-to-BS links.
• During the downlink phase, each destination node receives its packet from the closest BS.
• A simple round-robin scheme is used for all downlink transmissions and all uplink transmissions in the same primary cell.
• At each transmission, a Tx node transmits with power P d α , where d denotes the distance between the Tx and its Rx. Under the given primary protocol, the sum throughput of S alone (l) = Θ (l) is achievable, which coincides with the result of [17] . Note that if γ > 1/2, S alone (l) = Θ(l) > Θ ( √ n). That is, when γ > 1/2, using BSs helps improve the throughput scaling of the primary network. As was pointed out in [17] , to improve throughput scaling, the number of BSs should be high enough. Therefore, this primary protocol for the infrastructure-supported model is suitable for γ > /1/2, while the result of the ad hoc primary model can be applied for 0 < γ ≤ 1/2.
2) Secondary network protocol:
Let us consider the secondary protocol when the primary network is in the downlink phase. Since the secondary cell size is smaller than the primary cell size, the amount of interference from the secondary network to the primary network may be reduced by setting a preservation region around each primary receiving node. However, the repeated transmissions of the same secondary packet does not guarantee a non-trivial rate for secondary transmissions since all BSs are always active in the worst case for the infrastructure-supported case. Similar to the concept of preservation regions, in order to reduce the interference to the secondary nodes, in a certain region around each BS (which are primary Txs) we insist that no secondary nodes transmit or receive in that region. However, due to the relatively high transmit power of primary transmissions, these regions need a larger area than the previously defined preservation region. Define an avoidance region as a square containing δ a a ′ p a ′ s secondary cells with a BS at the center, where a ′ s is the size of the secondary cell that is the same as a s . We also set the preservation regions around each BS consisted of δa log n a ′ p a ′ s secondary cells and around each primary node consisted of 9 secondary cells. We obtain a secondary protocol by replacing the three repeated transmissions of the previous secondary protocol by:
• If a horizontal or vertical data path of each secondary S-D pair is blocked by an avoidance region, this data path is shifted horizontally (or vertically) to the non-blocked region.
• Divide the entire time into two phases, where δ t ∈ (0, 1) denotes the time fraction for Phase 1. During Phase 1, Txs in the avoidance regions perform multihop transmissions using δ t time fraction. During Phase 2, Txs outside the avoidance regions perform multihop transmissions using 1 − δ t time fraction. Fig. 7. (a) illustrates examples of shifted secondary data paths due to the avoidance regions (for simplicity, preservation regions are not shown in this figure) : A illustrates the case where the HDP and VDP are not blocked, B the case where only the HDP is blocked, C the case where only the VDP is blocked, and D the case where both the HDP and VDP are blocked. Fig. 7. (b) illustrates the shifted HDP of the case B. Since the source is in the avoidance region (but not in the preservation region), the multihop from the source to the first receiving node outside the avoidance region will be conducted during Phase 1 and the rest multihop to the destination will be conducted during Phase 2.
Avoidance region re-routing:
Since the area of each avoidance region is much larger than that of each preservation region, secondary cells adjacent to the avoidance regions should handle much more traffic than regular cells if we were to re-route blocked data paths using only these cells. In order to more evenly distribute the re-routed traffic, we shift an entire data path to the non-blocking region based on given mapping rule for the case when it is blocked by an avoidance region. Let us consider the details of finding a shifted secondary data path when it is blocked by an avoidance region. Define R h as the region in which extended HDPs are not blocked by the avoidance regions. This region is guaranteed to exist because of the regular BS placement, which is shown by the dotted regions in Fig. 7. (b) . Let us focus on the case B, where the blocked HDP in R c h is shifted to the new HDP in R h . Let y 1 and y 2 denote the y-axis of the blocked HDP and of its shifted HDP, respectively. Without loss of generality, it is assumed that y 1 is in [0,
Then y 2 is given by
Note that D 1 is half of the side length of an avoidance region, while D 2 is half of the length of the strips which are free of avoidance regions. Similarly, let R v denote the region in which none of VDPs are blocked. We can shift a blocked VDP in R c v to R v using the analogous mapping to the horizontal case. If a HDP is shifted, it requires a series of short vertical hops to reach the shifted HDP, where we denote these vertical hops as a short VDP. It also requires short horizontal hops to reach a destination after the VDP if that VDP is shifted, where we denote these horizontal hops as a short HDP.
Let us consider the secondary protocol when the primary network is in the uplink phase. We can also define an avoidance region at each Tx (primary node) of the primary network. Due to the irregular placement of primary nodes, however, it is hard to construct a re-routing protocol when each data path is blocked by an avoidance region. More importantly, we cannot set the area of each avoidance region as large as in the downlink case since the density of primary nodes is higher than that of BSs, leading to a smaller throughput than the downlink case. Note that if we operate the secondary network during the uplink and downlink phases separately, then throughput scalings of the secondary network follow the maximum of the uplink and downlink throughputs. Therefore, overall throughput scalings follow those of the downlink phase.
C. Throughput Analysis and its Asymptotic Behavior
In this subsection, we analyze the per-node and sum throughputs of each network under given protocols and derive the corresponding scaling laws.
1) Primary network throughputs:
Let us consider the per-node throughput of the primary network in the presence of the secondary network. We first show that all primary cells may sustain a constant, non-trivial rate in Lemma 7. We then determine the number of uplink and downlink transmissions each of these cells must support in Lemma 8. Using these results, we obtain the primary per-node and sum throughputs in Theorem 4.
Let R ′ p (l) and R ′ alone (l) denote the achievable aggregate rate of each primary cell in the presence and in the absence of the secondary network, respectively. We define
having a finite value for α > 2, which will be used to derive an upper bound on the interference power of the infrastructure-supported primary network. Then the following lemma holds. Lemma 7: Suppose the infrastructure-supported model. If δ P ∈ (0, min{δ ′ P,max , 1}), then Proof: The proof is in the Appendix. Theorem 4: Suppose the infrastructure-supported model. For any δ loss ∈ (0, 1), by setting δ P ∈ (0, min{δ ′ P,max , 1}), the primary network can achieve T p (l) = (1 − δ loss )T alone (l) and S p (l) = (1 − δ loss )S alone (l) w.h.p., where
The definitions of δ ′ P,max and K ′ p are given in Lemma 7. Proof: First consider the stand-alone throughput of the primary network. Let T alone,d (l) and T alone,u (l) denote the per-node throughput during downlink and uplink, respectively. Then T alone (l) = 2) Secondary network throughputs: Let us now consider the throughput scalings of the secondary network in the presence of the primary network. We first show that the fraction of the unserved S-D pairs due to the preservation regions will be negligible w.h.p. in Lemma 9. Unlike the ad hoc primary model, the overall multihop transmission of each S-D pair is divided into Phases 1 and 2 depending on each Tx's location. Hence the per-node throughput scales as the minimum of the rate scalings related to Phases 1 and 2, respectively. We will show that although the aggregate rate of each secondary cell in the avoidance regions decreases as Θ(log m) −α/2 (Lemma 10), the number of data paths delivered by this cell is much less than that of each secondary cell outside the avoidance regions (Lemmas 11 and 12) . Thus the cells in the avoidance regions provide higher rate per each hop transmission than the cells outside the avoidance regions w.h.p. and, as a result, T s (m) and S s (m) are determined by the transmissions outside the avoidance regions, which is Phase 2. , which tends to zero as m → ∞, and K ′ s,2 = 1−δt
is a constant independent of m. The definitions of I and I ′ are given by (13) and (28), respectively.
Proof: The proof is in the Appendix.
As in the ad hoc primary model, we define the secondary cells which border the preservation regions as the loaded cells and the other cells as regular cells. Then, the following lemmas hold.
Lemma 11: Suppose the infrastructure-supported primary model. Each regular secondary cell and each loaded secondary cell outside the avoidance regions need to carry at most 4(1 − √ δ a ) −1 √ 2m log m and 4 (6N c + 1) (1 − √ δ a ) −1 √ 2m log m data paths w.h.p., respectively, where N c is given in Corollary 1. Proof: The proof is in the Appendix. Lemma 12: Suppose the infrastructure-supported primary model. Each regular secondary cell and each loaded secondary cell in the avoidance regions need to carry at most 2 2δ a m 1−γ/β log m and 2 (6N c + 1) 2δ a m 1−γ/β log m data paths w.h.p., respectively, where N c is given in Corollary 1.
Proof: The proof is in the Appendix. We can now use the previous corollaries and lemmas to obtain the per-node and sum throughputs of the secondary network in the following theorem.
Theorem 5: Suppose the infrastructure-supported primary model. For any δ loss ∈ (0, 1), by setting δ P within (0, min{δ ′ P,max , 1}), the following per-node and sum throughputs are ǫ s (m)-achievable for the secondary network w.h.p.:
and Proof: Note that by setting δ P ∈ (0, min{δ ′ P,max , 1}), the secondary network satisfies (9) during its transmission. Let us first consider β > 4/3. Let m ′ h (similarly, m ′′ h ) denote the number of secondary S-D pairs whose original, including shifted one, or re-routed HDPs are in R h (R c h ) and pass through loaded cells. Similarly, we can define m ′ v and m ′′ v for extended VDPs. To obtain an upper bound on m ′ h , we consider extended HDPs, which is the same as Lemma 11, and study the geometric scenario that requires re-routing the largest number of data paths to the loaded cells. This worst-case scenario is obtained when the projections of all preservation regions on the y-axis are separated at a distance of at least 2 a ′ s and all preservation regions are in the avoidance-region free zone R h . Thus, all nodes located in the area of 1 × 5c(1 + ǫ)n a ′ s pass through loaded cells, where c = (1 − √ δ a ) −1 arises from the shifted HDPs along with the original HDPs. Therefore, an upper bound on m ′ h follows Poisson 5c(1 + ǫ)n 2 a ′ s . Similarly, an upper bound on m ′′ h follows Poisson 5(1 + ǫ)n 2 a ′ s , where we assume that all preservation regions are in R c h for this case. The vertical worst-case scenario may be similarly derived. Using the same analysis from (20) to (22), we obtain w.h.p. m 
w.h.p., where we use the result of Lemma 9. Then the achievable per-node throughput is determined by the rate of S-D pairs passing through only the regular cells. Let us consider the regular cells in the avoidance regions, which perform transmissions during Phase 1. For this case, since each cell sustains a rate of K ′ s,1 (m) w.h.p. (Lemma 10), and based on Lemma 12, the rate per each hop transmission provided by these cells is lower bounded by
w.h.p.. If we consider the regular cells outside the avoidance regions, from Lemmas 10 and 11, the rate per each hop transmission is lower bounded by
w.h.p.. Since, for sufficiently large m, the rate provided by the cells in the avoidance regions is greater than that provided by the cells outside the avoidance regions, T s (m) is lower bounded by
Let us now consider 1 < β ≤ 4/3. Again, we obtain a lower bound on T s (m) by considering the most heavily loaded scenario in which all served S-D pairs pass through loaded cells. Then ǫ s (m) ≤ ǫ ′ s,1 (m) = Θ(1/ log m). Similarly, we can derive the rate per each hop transmission related to Phases 1 and 2 from the results in Lemmas 10 to 12. As a result, T s (m) is lower bounded by
, which completes the proof.
V. CONCLUSION
In this paper, we studied two co-existing ad hoc networks with different priorities (a primary and a secondary network) and analyzed their simultaneous throughput scalings. It was shown that each network can achieve the same throughput scaling as when the other network is absent. Although we allow outage for the secondary S-D pairs, the fraction of pairs in outage converges to zero as node densities increase. Furthermore, these scalings may be achieved by adjusting the secondary protocol while keeping that of the primary network unchanged. In essence, the primary network is unaware of the presence of the secondary network. To achieve this result, the secondary nodes need knowledge of the locations of the primary nodes, and the secondary nodes need to be denser than the primary. For β ≤ 1 (primary is denser than the secondary network), on the other hand, it seems to be more challenging to achieve similar throughput scaling results while keeping the primary unchanged, as there are many primary nodes around each secondary node. As mentioned before, if we allow the primary protocol to adapt to the presence of the secondary network, we can achieve throughput scalings of two homogenous networks by employing TDMA between two networks. Our result may be extended to more than two networks, provided each layered network obeys the same three main assumptions as in the two network case.
APPENDIX
Before proving our lemmas, we recall the following useful lemma from [7] . Lemma 13 (Franceschetti, Dousse, Tse, and Thiran) : Let X be a Poisson random variable with parameter λ. Then
We refer readers to the paper [7] .
Proof of Lemma 1
Let X 1 denote the number of primary nodes in a unit area. For part (a), we wish to show that P(|X 1 − n| ≥ ǫ n) → 0 as n → ∞. Noting that X 1 is a Poisson random variable with mean n and standard deviation √ n, we use Chebyshev's inequality to see that
Clearly, as n tends to infinity we can make this quantity arbitrarily small.
For part (b), let X 2 denote the number of primary nodes in a primary cell. Then P(X 2 = 0) is given by
Therefore, the probability that there is at least one cell having no node is upper bounded by nP(X 2 = 0), where the union bound and the fact that there are at most n primary cells are used. Since 1 n → 0 as n → ∞, (b) holds w.h.p., which completes the proof.
Proof of Lemma 2
Suppose that at a given moment, there are N p (n) active primary cells and N s (n) active secondary cells, including the i-th active primary cell. Then, the rate of the i-th active primary cell is given by
where 1 9 indicates the loss in rate due to the 9-TDMA transmission of primary cells. The rate of the i-th active primary cell in the absence of the secondary network is given by R i alone (n) = R i p (n) by setting I i sp (n) = 0. Fig. 8 illustrates the worst case interference from the secondary interferers to the Rx of the i-th active primary cell, where the dotted region denotes the preservation region around the primary Rx and the shaded cells denote the active secondary cells based on the 9-TDMA. Because of the preservation region, the minimum distance of √ a s can be guaranteed from all secondary transmitting interferers to the primary Rx. Thus, there exist 8 secondary interferers at a distance of at least √ a s , and 16 secondary interferers at a distance of at least 4 √ a s , and so on. Then, I i sp (n) is upper bounded by
where we use the fact that
Notice that δ P,max is the value of δ P such that the right-hand side of (42) is equal to 1 − δ loss . Thus, if we set δ P ∈ (0, min{δ P,max , 1}), then lim n→∞
Because the above inequality holds for any i, we obtain lim n→∞ Rp(n) Ralone(n) ≥ 1 − δ loss . Similarly, there exist 8 primary interferers at a distance of at least √ a p , and 16 primary interferers at a distance of at least 4 √ a p , and so on. Then
where we use the fact that P k p ≤ P ( 2a p ) α . Thus,
Therefore, Lemma 2 holds.
Proof of Lemma 3
Let n h denote the number of extended HDPs that should be delivered by a primary cell. Similarly, n v denotes the number of extended VDPs that should be delivered by a primary cell. When HDPs are extended, the extended HDPs of all primary sources located in the area of 1 × √ a p should be handled by the primary cell. By assuming that all primary nodes are sources, the resulting upper bound on n h follows Poisson(λ = n √ a p ). Using Lemma 13, we obtain
Similarly, the extended HDPs of all primary destinations located in the area of √ a p × 1 should be also handled by the primary cell. By assuming that all primary nodes are destinations, we obtain
From (45) and (46), we obtain
where the last inequality comes from the union bound. Therefore, the probability that there is at least one primary cell supporting more than 4n √ a p extended data paths is upper bounded by 2ne √ ap → 0 as n → ∞, each primary cell should deliver the corresponding data of at most 4n √ a p extended data paths w.h.p., where a p = 2 log n n . Note that the above bounds also hold for the original data paths, which completes the proof.
Proof of Lemma 4
Let A p,1 denote the area of all preservation regions, A p,2 denote the area of all disjoint regions due to the preservation regions except the biggest region, and A p = A p,1 + A p,2 . Define m p as the number of secondary nodes in the area of A p that follows Poisson(λ = mA p ). The number of secondary S-D pairs not served is clearly upper bounded by m p . From Lemma 13, we obtain
An upper bound on A p,1 is obtained if we assume none of the regions overlap. Thus, as each preservation region has an area of 9a s and there are at most (1 + ǫ)n such regions w.h.p., we obtain w.h.p.
To derive an upper bound on A p,2 , we assume all preservation regions form clusters having N c preservation region each (Corollary 1) shown in Fig. 9. (a) , where the shaded regions denote A p,2 . Then the maximum disjoint area generated by a cluster of N c preservation regions is given in Fig. 9. (b) as a circle maximizes the area of a region for a given perimeter. Because each preservation region contributes a length of at most 6 √ a p to the circumference of this circle, the radius is upper bounded by 12Nc √ as π . Thus, A p,2 is upper bounded w.h.p. by
where we use the fact that the total number of clusters having N c preservation regions in each cluster is upper bounded by (1+ǫ)n Nc w.h.p.. From (49) and (50), A p is upper bounded by 18β(1 + ǫ) π+4Nc π n 1−β log n w.h.p.. By substituting A p for its upper bound in (48), we obtain
Thus, we obtain w.h.p.
where ǫ s,1 (m) = 72 w.h.p., the fraction of unserved S-D pairs is upper bounded by ǫ s,1 (m) w.h.p., which completes the proof.
Proof of Lemma 5
Since the same secondary packet is transmitted three times, the minimum distance of √ ap 2 from all primary interferers to the secondary Rx can be guaranteed for one out of three transmissions. Then the interference from primary interferers of that packet is upper bounded by
where we use the same technique as in Lemma 2. Similarly, I s is lower bounded by δ P I. Thus, the rate of each secondary cell is lower bounded by
where 1 27 indicates the rate loss due to the 9-TDMA and repeated (three times) transmissions of the same secondary packet. Therefore, Lemma 5 holds.
Proof of Lemma 6
Let m h,1 and m h,2 denote the number of extended HDPs including re-routed paths that should be delivered by a secondary regular cell and by a secondary loaded cell, respectively. Similarly, we can define m v,1 and m v,2 for extended VDPs.
Let us first consider a regular cell. This regular cell delivers the corresponding data of extended HDPs passing through it. Then all extended HDPs of the secondary sources located in the area of 1 × √ a s should be handled by the regular cell, where we ignore the effect of S-D pairs not served, which yields an upper bound on the total number of HDPs. By assuming that all secondary nodes are sources, the resulting upper bound on m h,1 follows Poisson(λ = m √ a s ). From Lemma 13, we obtain
We obtain the same bound for m v,1 by assuming that all secondary nodes are destinations and then
From the union bound and the fact that there are at most m secondary cells, each regular cell should deliver the corresponding data of at most 4m √ a s extended data paths w.h.p., where we use the fact that 2me −m √ as e Let us now consider a loaded cell. Unlike in the primary data path which has no obstacles, a secondary data path should circumvent any preservation regions which lie on its path. Therefore, the loaded cells should deliver more data paths than the regular cells w.h.p.. Suppose a cluster of preservation regions located on the boundary of the network in Fig. 10 
Proof of Lemma 7
The overall procedure of the proof is similar to that of Lemma 2. Let us first consider downlink transmissions, where all primary cells are activated simultaneously at a given moment. Let I ′ p,d and I ′ sp,d denote the interference from all primary interferers and all secondary interferers during downlink, respectively. Let R ′ p,d and R ′ alone,d denote the downlink rates of a primary cell in the presence of the secondary network and in the absence of the secondary network, respectively. Then
From the same bounds in (41) and (42), we obtain lim l→∞ Fig. 11 ), we obtain
where we use the fact that the transmit power of each BS is upper bounded by P a ′ p /2 α . Then
In a similar manner, the rate of each primary cell during uplink is also lower bounded by K ′ p . Therefore, we can guarantee a constant rate of K ′ p for each primary cell during both downlink and uplink, which completes the proof.
Proof of Lemma 8
Let n ′ p denote the number of primary nodes in a primary cell, which follows Poisson λ = na ′ p . From Lemma 13, we obtain
From the union bound, each primary cell has at most 2na ′ p primary nodes w.h.p., where we use the fact that ne
If we assume that all primary nodes are destinations (or sources), the number of downlink transmissions (or the number of uplink transmissions) per primary cell is upper bounded by 2na ′ p = 2n 1−γ w.h.p.. Therefore, the lemma holds.
Proof of Lemma 9
Let A b denote the area of all preservation regions around BSs and m b denote the number of secondary nodes in the area of A b . Then, From Lemma 13,
Since each preservation region around BS has an area of 
Combining this with the result of Lemma 4, we obtain 
Proof of Lemma 10
First consider the rate of a secondary cell in the avoidance regions (but not in the preservation regions). Due to the preservation regions around BSs, the minimum distance of 1 2 δa log n a ′ p can be guaranteed from all primary interferers. Thus, I ′ ps
. Similarly I ′ s < δ P I. Then the rate of each secondary cell in the avoidance regions is upper bounded by
where δ
In the case of a secondary cell outside the avoidance regions, the minimum distance of 1 2 δ a a ′ p can be guaranteed from all primary interferers. Then the rate of each secondary cell outside the avoidance regions is upper bounded by
where 1−δ 18 arises from 9-TDMA, the time fraction of Phase 2, and the time fraction of downlink. Therefore, Lemma 10 holds.
Proof of Lemma 11
Consider Phase 2 in which the secondary cells outside the avoidance regions are activated. Let m ′ h,1 and m ′ h,2 denote the number of extended HDPs that should be delivered by a secondary regular cell and by a secondary loaded cell, respectively. We can define m ′ v,1 and m ′ v,2 analogously for VDPs. Let us first consider a regular cell in R h ∩ R v . There are two types of HDPs in R h : the first type is an original (or a shifted) HDP and the second type is a short horizontal hops in order to reach each destination. Note that a short HDP only occurs if its original VDP is blocked by an avoidance region. We assume that a short HDP always occurs regardless of its VDP and extend it to the entire horizontal line including the short HDP. Fig. 12 illustrates examples of original (or shifted) HDPs (left) and their extended HDPs (right) in R h . Note that the y-axis of an extended HDP from an original (or shifted) HDP originates from a source node. Similarly, the y-axis of an extended HDP from a short HDP originates from a destination node. As a result, under this extended traffic, all secondary nodes generate extended HDPs on R h because each node is a source or a destination, where we ignore the effects of the S-D pairs not served and the S-D pairs that do not generate traffic on R h . Since a regular cell in R h delivers the corresponding data of all extended HDPs passing through it, all extended HDPs of the secondary nodes located in the area of 1 × a ′ s should be delivered by the regular cell. Additionally, it should deliver the corresponding data of all nodes in the area of 1 × 
The same bound can be obtained for m ′ v,1 . From the fact that the number of data paths that should be delivered by a regular cell in R h ∩ R v is given by m ′ h,1 + m ′ v,1 , we obtain
By the union bound and the fact that there are at most m secondary cells, each regular cell in R h ∩ R v should deliver at most 4mc a ′ s extended data paths w.h.p., where we use the fact 2me −mc 
Proof of Lemma 12
Consider Phase 1 in which the secondary cells in the avoidance regions are activated. Since the avoidance regions are in R c h ∪ R c v , there exists no shifted data path. The overall procedure is similar to the proof of Lemma 11. Let us first consider the secondary regular cells. If we extend HDP to the line having the length of 1 2 δ a a ′ p , which is the length of half an avoidance region side, all nodes in the area of 1 2 δ a a ′ p × a ′ s generate extended HDPs passing through a regular cell. Thus, the number of extended HDPs delivered by each regular cell is upper bounded by δ a a ′ p × a ′ s m = 2δ a m 1−γ/β log m w.h.p.. By the same analysis for VDP, each regular cell should deliver the corresponding data of at most 2 2δ a m 1−γ/β log m extended data paths w.h.p.. Similarly, each secondary loaded cell should deliver the corresponding data of at most 2 (6N c + 1) 2δ a m 1−γ/β log m extended data paths w.h.p., which completes the proof. 
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