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The manner in which the brain encodes the position and movement of an animal as it navigates its
environment has been a topic of intense study for decades. Interestingly, specific cell types have been
identified that are thought to contribute to distinct aspects of spatial navigation. An important
class, the so-called grid cells of the medial entorhinal cortex (MEC), fire spikes preferentially when
the animal is near specific locations in its environment. For each grid cell, these locations form the
vertices of a hexagonal lattice spanning the explored environment, which promoted the idea that
the brain uses grid cells to measure the amount of distance travelled. On the other hand, many
details about how the temporal firing behaviour of grid cells informs the brain about the animal’s
position and trajectory remain unclear. My thesis is based on two projects that address such issues
of temporal coding in grid cells.
In the first study we investigated grid cells based on spike-time autocorrelations and the existence
of depolarizing afterpotentials (DAPs) following single spikes. Analyzing whole-cell data from mice
running on virtual tracks, we found three different groups, ”sparsely bursting cells”, ”bursty cells
with depolarizing afterpotentials” and ”bursty cells without depolarizing afterpotentials”. Bursty
cells with prominent DAPs were mostly stellate cells in Layer II of the MEC; their interspike
intervals (ISIs) reflected DAP time-scales (5-10 ms). In contrast, neither the sparsely bursting
pyramidal cells in Layer III, nor the high-frequency bursters in Layer II, showed a DAP. The bursty
without DAP cells had the earliest peaks in the ISI distributions, consistently around 4 ms. We
hypothesized that these differences in the temporal characteristics could resemble differences on
spatial coding. However, extracellular recordings from mice exploring real 2D arenas did not show
strong differences in the tuning properties of the three cell groups. We next extended our analysis
to non-grid principal cells in the MEC and found similar discharge characteristics. These findings
suggest that depolarizing afterpotentials shape the temporal response characteristics of principal
neurons in MEC with little effect on spatial properties.
In the second study we asked whether grid cells encode the animal’s current location or show
some predictive behavior concerning the animal’s future movement. We found that the grid cell
firing rate is higher when the animal moves into a firing field of that neuron (”inbound” parts of
the animal’s trajectory) than when it travels in an outbound direction. We could eliminate this
difference by shifting spikes ahead in time or in space along the momentary movement-direction or
the head-direction vector or by a given distance along the trajectory. Optimal shifts ahead were
around 170 ms and 2-3 cm, respectively. With these optimal forward shifts, we have shown that
grid-cell activity indeed anticipates future movements.
In short, in my thesis I have shown that DAPs influence burst firing characteristics of principal
cells in the MEC and that grid cells exhibit anticipatory firing. Both findings add new aspects to




In this introduction I briefly consider the necessary prerequisites, which help to put the results of
my thesis in the right context. I provide a general framework for the specific introductions of the
two manuscripts in the thesis. I will give a brief introduction to spatial navigation and spatially
modulated cells, especially grid cells in the brain.
2.1 The Tasks of Navigation
Spatial navigation is a fundamental, but complex task for the nervous system of every motile
animal. It is essential to change location to obtain food, escape predators and find mates. Through
an analogous example we can formulate theories of what functional subunits of neural networks
could exist in the brain to solve a navigational problem.
Let us consider a hypothetical and complex example of going to the grocery store during a
pandemic. One takes into account all the necessary steps and carries out all the subtasks of
navigation.
The tasks of navigation - To get from A to B one needs to know:
1,Where is A? Where am I in my world/frame/city?
I am at home.
2, Where is B in my world/frame/city?
The grocery store is at Bernstein street, 5.
3, What is my unit of distance, cm/m/km?
As I should not travel long distances, my unit of distance is meter.
4, What is my distance and orientation relative to B?
The grocery store is 100 m away, north from home.
5, How to navigate safely?
Plan a likely curved trajectory, avoiding obstacles and maintaining social distancing
on the pavement.
6, How long does it take to get to B?
Choose the planned trajectory that is the fastest. It is crucial to spend the least time
outside. Thus, one has to take the path that can be executed in the quickest way,
providing the smallest probability (i.e. the shortest time window) of getting infected.
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With this example we considered the most important tasks of navigation without giving a
complete overview of all the tasks. Examples for some more complicated tasks of navigation could be
three-dimensional navigation, long-distance navigation along the surface of the planet or navigation
in different materials, like water or air.
The brain is able to solve such a navigational problem with the help of spatially modulated cells.
The functionally different cell types form a network of millions of cells which is able to compute
how to navigate. In the following section we will look at how particular cells in the brain encode
the sufficient parameters to carry out a navigational task.
2.2 Spatially Modulated Neurons in the Hippocampal Formation
In the hippocampal formation there are various types of cells responsible for computing the pre-
viously mentioned tasks to navigate successfully. The hippocampal formation is located in the
medial temporal lobe of the brain and can be divided into four major regions, the hippocampus,
the dentate gyrus, the subiculum and the entorhinal cortex (Figure 1.). Spatially modulated cells
can be found all over the hippocampal formation.
Place cells in the hippocampus are active at a certain location in the frame (here: the city) we
are in (O’Keefe & Dostrovsky, 1971). In our example, there is at least one place cell that is active
when at home and another one that is active when in the grocery store. Home is also described by
border cells found in the subiculum which are active when one is at the edge of a space, like the
door or the walls of the house one lives in (Lever et al. , 2009). The spatial units of the space we
are located in are represented by grid cells in the medial entorhinal cortex (Hafting et al. , 2005),
the focus of this thesis. Like place cells, grid cell activity is spatially tuned, but unlike place cells,
grid cells are active at multiple locations within the environment and these locations are arranged
on the vertices of a hexagonal lattice. The hexagonal pattern can be described by the spacing
between the vertices, the offset relative to the boundary and the orientation of the lattice. The
orientation and distance to the grocery store are computed in concert by head direction cells in the
postsubiculum and in the thalamus (Taube et al. , 1990), and goal-direction and goal-distance cells
in the CA1 region of hippocampus (Sarel et al. , 2017). Head direction cells are active at a certain
orientation of the head relative to external land marks. Goal-direction and goal-distance cells signal
the relative orientation and the path distance to the target. Correspondingly, the activity patterns
of these diverse cell types will be highly dynamic as we execute our journey to the grocery store.
Since most of the time we cannot take a straight trajectory to the store, we need to make
a plan. When planning the trajectory, place cells can actually help us replay in our mind the
previously known sequence of visited clues, such as corners and trees on our way to the target.
The corresponding place cells fire in the same order as the remembered sites visited (Wilson &
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Figure 1: Schematic overview of the anatomy and the location of different spatially modulated cells
in the hippocampal formation (gray dashed line). The hippocampal formation receives subcortical
inputs (from the medial septum/diagonal band of Broca and thalamus) and cortical inputs (from
the perirhinal and postrhinal cortex). Head direction cells are found both in the thalamus and in
the dorsal portion of the presubiculum (PreSb), called postsubiculum. The lateral and the medial
entorhinal cortex (LEC, MEC, respectively) receive input primarily from the pre- and parasubicu-
lum. Grid cells are located in the MEC. The downstream area of the entorhinal cortex is the
dentate gyrus (DG) and the CA3 and CA1 areas of the hippocampus. There are place cells in
all three major areas of the hippocampus (CA1, CA2, CA3) and furthermore, goal-direction and
goal-distance cells are also placed in the CA1 area. The primary output of the hippocampal circuit
is the subiculum (Sb), where border cells can be found. This closes the circuit and synapses on the
PreSb, the ParaSb, the LEC and the MEC.
cell sequences during immobility and sleep (Wilson & Mcnaughton, 1994; Foster & Wilson, 2006).
Furthermore, another way to make a plan is preplaying a future trajectory to the goal by sequentially
activating the corresponding place cells. In rodents preplay of hippocampal place cells is reported
to happen when viewing the delivery of food to an unvisited part of an environment (Olafsdottir
et al. , 2015).
Importantly, to avoid accidents, we have to plan ahead where we will be just moments ahead
given the speed at which we are moving. The various cells of the hippocampal formation can
calculate our future position to provide this information. Head direction cells for example, anticipate
future head directions by up to 95 ms (Stackman Jr & Taube, 1998). In turn, place and grid cells
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anticipate future spatial locations by 30-120 ms (Muller & Kubie, 1990), (Sharp, 1999) and 50-
80 ms (Kropff et al. , 2015), respectively. Furthermore, to adapt to modifications in the known
environments (like the appearance of a puddle on the pavement), place cells change the locations
or the intensities at which they prefer to be active (Cressant et al. , 2002). Also, so-called social
place cells in the CA1 hippocampal area signal the position of others in the environment (Omer
et al. , 2018). Here, they can fire if there is a person passing by very closely, practically alerting us
so we can re-plan the trajectory to avoid infection. When going to the store, we cannot completely
avoid human contact, but we can reduce the probability of being exposed to infectious subjects, by
navigating faster on the street, thus having ensuring a smaller time window spent around others.
For this, speed information can be read out from speed cells in the medial entorhinal cortex, which
increase their firing rate as the animal moves faster (Kropff et al. , 2015).
It is obvious that no single cell type described can encode our entire trajectory to the store.
Only the tightly coordinated activity of the brain’s spatially modulated cells can accomplish such a
computationally challenging task. Although our example is of humans, the specific cells introduced
here are mainly studied in rodents. Figure 1 shows their anatomical location in the hippocampal
formation.
2.3 Experimental Designs to Study the Neural Basis of Spatial Naviga-
tion
To identify and study the navigational functionality of the cells mentioned above one needs to have
access to their electrical activity. This is traditionally performed by implanting electrodes, often in
the form of four bundled wires, called tetrodes, in the brain of rodents, usually in rats or mice. The
tetrode records the so-called local field potential in the vicinity of the electrodes, an electric signal
representing the superposition of various different neural dynamics going on in parallel, such as
action potentials and synaptic activity (Buzsáki et al. , 2012). The further away the signal’s source
is from the tetrode, the smaller the recorded amplitude and the broader the signal’s wave form.
However, when the tetrode happens to be particularly close to the cell bodies of individual neurons,
it can furthermore detect the spike activity of those neurons. Using the differences between the four
signals recorded simultaneously with the tetrode, one can extract and separate the spike activity
of individual neurons within the group (so-called single units) and assign unique spike-times to the
respective cells (Figure 2A).
While such recordings are ideal for freely moving animals, they provide little insight into the
processes underlying the cells’ firing behavior. To overcome this limitation, whole-cell recordings
serve as a complementary method to understand how and why neurons may fire in specific temporal
patterns. Here, the intracellular membrane-potential dynamics are of particular importance and is
usually measured with patch-clamp electrodes targeted to individual neurons. It should be noted
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Figure 2: Experimental design to study navigation in the rodent brain. A, Recording of the local
field potential and different cells’ activities. The four electrodes of the tetrode record the activity of
the close-by cells (in the example shown: pyramidal neurons in the gray area). The action potentials
of one cell are recorded with different amplitudes on the 4 electrodes because all the 4 electrodes
have a different distance from the cell (arrows). The signal-to-noise ratio of cellular activities decays
with increasing distance. B, Recording of the animal’s trajectory and its position when spikes are
generated. In this example, there were three LEDs (green dots) placed on the head of the animal,
from which at every sampling time the tracking position (gray squares) was recorded by a camera
placed above the experimental arena (not shown). The positions of a cell’s spikes (black dots) can
then be calculated from the recorded spike-times from the tetrodes (A) by interpolation along the
recorded trajectory.
that although these methods are also possible in vivo, they require head-fixed recordings in virtual-
reality settings, thus restricting the natural movement behavior of the animals (see, for example,
Domnisoru et al. (2013)).
For experiments with which the neural data of spatially modulated neurons are collected in
vivo, the animal is usually put into a box or a circular arena. The animal is expected to move
around freely and cover the environment with its movements. To encourage this behavior, the
experimenters typically throw in chocolate chips to random spots in the arena. A camera above the
arena records the location of the animal using tracking LEDs on its head. In the end, one acquires
two datasets recorded in parallel, one containing the spike-times of one or multiple neurons and the
other one the position of the animal over time. From the spike-times one can then compute the
specific position of the animal that corresponded to a particular spike (i.e., where the animal was
when a spike of a cell was fired) (Figure 2B).
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2.4 The Contribution of Grid Cells to Navigation
In this thesis, the neural basis of navigation is studied by analyzing the activity of grid cells. Grid
cells are located in the medial entorhinal cortex, an input area to the hippocampus, where place
cells are located. When the animal explores its environment grid cells appear to activate in a
regular manner. They fire action potentials at multiple locations, which together form a hexagonal
lattice (Figure 3) (Fyhn et al. , 2004; Hafting et al. , 2005). A region where spikes accumulate
is called a grid field; its member spikes are denoted by red circles in Figure 3, the center of the
grid field by a black asterisk. Grid-cell like representations were shown for rodents, bats and
humans, in two-dimensional, three-dimensional, close to natural and virtual navigational tasks as
well (Fyhn et al. , 2004; Doeller et al. , 2010; Yartsev et al. , 2011; Hayman et al. , 2011).
The regular firing patterns of grid cells could emerge from a path integration-dependent attractor
network of cells providing a metric representation of the spatial environment (Hafting et al. , 2005).
In agreement with this theory some grid cells were also experimentally shown to conjunctively
represent position, direction and velocity (Sargolini et al. , 2006). Remarkably, when changing
recording environments the positional relationship between grid cells is maintained, suggesting,
unlike place cells their activity is independent of the contextual details of individual environments
(Fyhn et al. , 2007). Such a rigid structure of the grid map combined with its spatial periodicity
could serve as a stable component of the brains metric for a local space during navigation (Moser
et al. , 2008; Fyhn et al. , 2007). Note, however, that the activity level within a grid field does
depend on contextual cues (Diehl et al. , 2017).
The entire population of grid cells can be divided into different grid modules (Stensola et al.
, 2012). In each module, grid cells have similar spacing (grid scales) and orientation between the
grid fields, whereas their offset, i.e., the relative position of fields to the boundaries varies. Also,
the modules are topographically arranged along the dorsoventral axis of the MEC, small inter-field
distances predominate the dorsal part and high inter-field distances predominate the ventral part.
The grid scales of the 4-10 different modules follow a geometric progression rule with a scale factor
approximately around 1.42 (Stensola et al. , 2012). Theoretical work of Mathis et al. (2012) showed
with that such a nested, modular organization the grid code can exceed the best possible place code
with the same number of neurons.
I chose to study the neural basis of navigation in grid cells because they seem to be a stable
spatially modulated subset of cells providing a rather rigid input to the more sensitive set of place
cells.
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Figure 3: The recording of one grid cell in a 70*70 cm arena while a mouse was foraging for 20
minutes. Grey line: the trajectory of the animal. Yellow dots show the position of the animal
when an action potential was fired by the recorded grid cell. Red circles denote the positions of
action potentials belonging to one particular grid field, detected by automatic clustering of the
spike positions. The black asterisk denotes the center of the grid field. The name of the animal,
the tetrode number (TX) and the cell number (CY) is indicated by the gray text. Data recorded
by Latuske et al. (2015).
2.5 Temporal Activity of Grid Cells
Grid cells are interesting not only because of their remarkable spatial firing properties, but also
because they exhibit non-trivial activity in the temporal domain. One widely studied temporal
property of spatially tuned cells is the so-called theta-phase precession. Compared to the ongoing,
large-scale theta oscillation (7-12 Hz) in the hippocampus and medial entorhinal cortex, cells fire
at earlier and earlier phases of these cycles as the animal is moving through a firing field. This was
shown not only for place cells (O’Keefe & Recce, 1993), but also for grid cells (Hafting et al. , 2008;
Reifenstein et al. , 2012).
Given the temporal order in which the fields are visited, from differently phase precessing place
or grid cells the so-called theta sequences can arise, first reported by Foster & Wilson (2007). Theta
sequences are the temporal sequences of spikes of different place or grid cells in one theta cycle.
During navigation spikes of cells’ whose fields are ahead of the animal will appear at the late phases
of the cycle, whereas spikes of cells corresponding to fields of ”now” and the ”past” would be at
earlier and earlier phases of that same theta cycle. For grid cells, the firing rate at the ”look ahead”
phases of theta cycle was higher than at the ”reset” phases (Kropff et al. , 2015).
There is a debate in the literature about whether theta cycles contribute to the formation of
the grid pattern. Brandon et al. (2011) reported that in rodents with inactivation of the medial
septum, the strength of theta activity in the medial entorhinal cortex was reduced and grid cells
lost their spatial periodicity. However, in the entorhinal cortex of bats grid cells existed in the
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absence of continuous theta band oscillations, although approximately second long ”theta-bouts”
were reported during crawling (Yartsev et al. , 2011).
Nested within the slower theta rhythm are network oscillations with frequency in the high gamma
range (60-120 Hz) (Chrobak & Buzsáki, 1998; Colgin et al. , 2009). In the MEC, gamma oscillations
have clock-like features suitable as reference signals for multiplexing temporal codes within rate-
coded grid firing fields (Pastoll et al. , 2013). Furthermore, the cells exhibit burst behavior, i.e., they
fire packages of spikes with interspike intervals in the 5-20 ms range. But not all cells burst in the
same manner. Some fire frequently in bursts while others show little bursting if at all (Latuske et al.
, 2015). This bursting behavior could be observed because of the dense expression of perineural nets
around reelin-expressing stellate cells in the Layer-II of MEC, which was shown to support plas-
ticity and bursting behavior (Lensjo et al. , 2017a,b). Also, early peaks in the pairwise spike-time
cross-correlations of grid cells reflected the corresponding spatial tuning offsets, not only during ex-
ploration but also in REM and non-REM states (Trettel et al. , 2019; Gardner et al. , 2019). The
few milliseconds delay between the firing of cell pairs supports the theory that grid cells are re-
currently connected (Fuhs & Touretzky, 2006; Mcnaughton et al. , 2006; Burak & Fiete, 2009;
Navratilova et al. , 2012). As there are many open questions regarding grid cell firing patterns in
the temporal domain, we focused on two questions regarding the temporal firing behavior of grid
cells.
First, we studied the burst behavior of grid cells. We investigated whether the so-called depo-
larizing afterpotential (DAP) following a single spike might underlie burst behavior in vivo. DAPs
are ”bump-like”, 5-10 ms long deflections in the membrane-potential dynamics following an action
potential and a short fast after-hyperpolarization. This in vivo analysis was strongly motivated by
in vitro results reported by Alessi et al. (2016), who had found that there can be a second spike
sitting on the DAP if the cell was well hyperpolarized before triggering the spike. Furthermore,
this was shown to be true for stellate cells, but not for pyramidal cells (Alessi et al. , 2016). We
also studied whether the existence of depolarizing afterpotentials carries navigational information
or encodes a specific position relative to the hexagonal firing pattern.
Second, we asked whether grid cells could plan ahead in time and signal a future position of the
animal on its current trajectory. When navigating (i.e. in our example trip to the grocery store),
one must always plan a little forward along the path, for example: look ahead on the pavement when
walking. It also seems like a plausible scenario for grid cells that they rather signal a future position
along the trajectory (de Almeida et al. , 2012; Kropff et al. , 2015), so one can plan and avoid close





Spike Afterpotentials Shape the In Vivo Burst Activity of
Principal Cells in Medial Entorhinal Cortex
Dóra É. Csordás, Caroline Fischer, Johannes Nagele, Martin Stemmler, and Andreas V.M. Herz
Bernstein Center for Computational Neuroscience Munich and Faculty of Biology, Ludwig-Maximilians-Universität München, Martinsried-Planegg
82152, Germany
Principal neurons in rodent medial entorhinal cortex (MEC) generate high-frequency bursts during natural behavior. While
in vitro studies point to potential mechanisms that could support such burst sequences, it remains unclear whether these
mechanisms are effective under in vivo conditions. In this study, we focused on the membrane-potential dynamics immedi-
ately following action potentials (APs), as measured in whole-cell recordings from male mice running in virtual corridors
(Domnisoru et al., 2013). These afterpotentials consisted either of a hyperpolarization, an extended ramp-like shoulder, or a
depolarization reminiscent of depolarizing afterpotentials (DAPs) recorded in vitro in MEC principal neurons. Next, we corre-
lated the afterpotentials with the cells’ propensity to fire bursts. All DAP cells with known location resided in Layer II, gener-
ated bursts, and their interspike intervals (ISIs) were typically between 5 and 15 ms. The ISI distributions of Layer-II cells
without DAPs peaked sharply at around 4 ms and varied only minimally across that group. This dichotomy in burst behavior
is explained by cell-group-specific DAP dynamics. The same two groups of bursting neurons also emerged when we clustered
extracellular spike-train autocorrelations measured in real 2D arenas (Latuske et al., 2015). Apart from slight variations in
grid spacing, no difference in the spatial coding properties of the grid cells across all three groups was discernible. Layer III
neurons were only sparsely bursting (SB) and had no DAPs. As various mechanisms for modulating ion-channels underlying
DAPs exist, our results suggest that temporal features of MEC activity can be altered while maintaining the cells’ overall spa-
tial tuning characteristics.
Key words: bursts; grid cells; medial entorhinal cortex; spatial navigation; spike afterpotentials; whole-cell recording in
vivo
Significance Statement
Depolarizing afterpotentials (DAPs) are frequently observed in principal neurons from slice preparations of rodent medial
entorhinal cortex (MEC), but their functional role in vivo is unknown. Analyzing whole-cell data frommice running on virtual
tracks, we show that DAPs do occur during behavior. Cells with prominent DAPs are found in Layer II; their interspike inter-
vals (ISIs) reflect DAP time-scales. In contrast, neither the rarely bursting cells in Layer III, nor the high-frequency bursters
in Layer II, have a DAP. Extracellular recordings from mice exploring real 2D arenas demonstrate that grid cells within these
three groups have similar spatial coding properties. We conclude that DAPs shape the temporal response characteristics of
principal neurons in MEC with little effect on spatial properties.
Introduction
Principal neurons in the superficial layers of medial entorhinal
cortex (MEC) show rich temporal behavior, from slow depolari-
zation ramps (Domnisoru et al., 2013; Schmidt-Hieber and
Häusser, 2013), spike locking and phase precession in the u
band (Hafting et al., 2008; Reifenstein et al., 2012), to g -band ac-
tivity (Chrobak and Buzsáki, 1998; Colgin et al., 2009) and burst
sequences with instantaneous firing rates of up to 300Hz
(Latuske et al., 2015). The spatial firing fields of one particular
MEC cell class, namely grid cells, form hexagonal lattices span-
ning the explored 2D environment (Hafting et al., 2005).
Notably, not every grid cell participates to the same degree in
these temporal phenomena. In particular, there are two sub-
classes of grid cells, those that burst frequently and those that do
not or only rarely generate bursts (Mizuseki et al., 2009; Latuske
et al., 2015; Ebbesen et al., 2016). But what is the mechanism
behind the MEC bursts and what role do they play for spatially
selective neurons, such as grid cells?
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In this study, we tested the hypothesis that burst activity of
principal neurons in MEC is shaped by cell-intrinsic membrane-
potential dynamics. While extrinsic factors, such as u -band cou-
pling in MEC Layer-II stellate cells change the likelihood of burst
generation (Alonso and Klink, 1993; Engel et al., 2008; see also
Hasselmo, 2014; Newman and Hasselmo, 2014) and the timing
of spikes within a burst could reflect the arrival of strongly coin-
cident synaptic input, we focus on the short-term dynamics that
are triggered in the wake of an action potential (AP).
Indeed, slice experiments have shown that depolarizing after-
potentials (DAPs) arise in a majority of principle cells in superfi-
cial MEC layers (Alonso and Klink, 1993; Canto and Witter,
2012). DAPs are at the center of triphasic deflections following
an AP, sandwiched between fast and medium after-hyperpolar-
ization (fAHP and mAHP). The DAP maximum occurs some 5–
10 ms after the AP and peaks a few millivolts above the fAHP
minimum. In stellate cells, DAPs become more pronounced
when neurons are hyperpolarized, whereas the reverse is true for
pyramidal neurons (Alessi et al., 2016). Not all cell types associ-
ated with grid-like rate maps have DAPs in vitro, however. In
particular, Layer-III neurons are reported to have no DAPs
(Canto andWitter, 2012).
DAPs do not only agree in their relevant time scale with intra-
burst interspike intervals (ISIs); in vitro, DAPs also play a causal
role for bursting. Alessi et al. (2016) reported that during DAPs
the AP current threshold was reduced such that the cells’ average
excitability increased by over 40%. Conversely, neurons without
strong DAPs did not burst at the beginning of an AP train
(Canto andWitter, 2012).
To test the functional relevance of DAPs under in vivo condi-
tions, we analyzed whole-cell recordings from mice moving on a
virtual linear track (Domnisoru et al., 2013) and could show that
DAPs play a decisive role for burst firing in MEC Layer-II neu-
rons: Cells with DAPs were bursty and their intraburst ISIs were
compatible with the DAP mechanism. ISI distributions of the
other Layer-II cells were highly uniform and had a sharp peak at
4.16 0.2ms (SD across this cell group). The remaining neurons
were sparsely bursting (SB) and those with known location resided
in Layer III, apart from one pyramidal cell in Layer II. The results
are compatible with our findings for extracellular recordings from
open-field arenas (Latuske et al., 2015). In addition, bursty cells
with and without DAP did not differ in their spatial coding prop-
erties, apart from a slight change in grid spacing. As the ionic con-
ductances that support DAPs are subject to modulatory factors,
our analysis suggests that temporal features of grid-cell activity
can be altered to serve different functions without affecting the
cells’ qualitative spatial tuning characteristics.
Materials and Methods
Data
We analyzed data from two separate studies in navigating wild-type
(C57BL/6) male mice. Dataset D (Domnisoru et al., 2013) contained
voltage traces from whole-cell recordings sampled at 20 kHz in head-
fixed animals. These mice ran on cylindrical treadmills through virtual
corridors. Dataset L (Latuske et al., 2015) contained tetrode data (sam-
pling frequency: 20 or 24 kHz) obtained during movements in a real
square arena (70 70 cm).
Cell selection
Dataset D
The original dataset contained recordings from 51 cells of which 27 had
been classified as grid cells by Domnisoru et al. (2013). One grid-cell re-
cording was partially corrupted and excluded. Two grid cells had mean
firing rates above 10Hz and were removed to allow for an unbiased
comparison with dataset L, which contained only cells with firing rates
below 10Hz to exclude interneurons. From the 24 neurons that had
been classified as non-grid cells two cells had firing rates above 10Hz
and the APs of six other cells did not meet our criteria (see below,
Membrane-potential dynamics). This resulted in 40 neurons from data-
set D, namely 24 grid cells and 16 non-grid cells.
Dataset L
After removing cells for which the animal trajectories showed artifacts,
522 principal cells were identified using the same criterium (mean firing
rate,10Hz) as in Latuske et al. (2015). Out of those cells, 115 cells had
been classified as grid cells by these authors. Ten of the 522 cells were
not considered further as their ISI distributions differed strongly from
all other cells in that they had not a single ISI below 8ms. Similarly, to
avoid artifacts in the cluster analysis of the cells’ spike-time autocorrela-
tions, seven cells with sparse autocorrelations were removed (see below
for details). Altogether, this led to 505 cells in dataset L, 112 grid cells
and 393 non-grid cells.
Spike-train characterization
The firing rate of a cell was defined as number of spikes divided by the
total duration of the recording. For the graphical illustrations, spike-
time autocorrelations and ISI distributions were calculated from binned
data (bin width: 1ms). To compute the peak location and width of ISI
distributions, the recorded time difference between each pair of succes-
sive spikes was represented by a Gaussian kernel with a SD of 1ms, cen-
tered at the measured time difference. These individual kernel density
(KD) estimates were summed up across the entire recording. The analo-
gous procedure was used for autocorrelations.
The location of the ISI peak was determined as the ISI for which the
KD estimate was maximal. Similarly, the width of the ISI distribution
was defined as full width at half maximum. The mean ISI and its SD
were calculated from all ISIs, the coefficient of variation (CV) was
defined as the ratio of SD to mean.
A burst was defined as a sequence of at least two spikes with ISIs
shorter than 8ms. The fraction of ISIs smaller than 8ms was calculated
relative to all ISIs and serves as a measure for the cell’s burstiness. An
event is a burst or an isolated spike. The fraction of single spikes was
defined as the number of spikes that do not belong to a burst divided by
the number of all events.
Principal-component analysis (PCA)
For both datasets, autocorrelations were calculated for time lags between
0ms and tmax = 50ms. To weigh all neurons equally autocorrelations
were normalized to unit area. Principal components were calculated af-
ter binning (bin width: 1ms). To reduce spurious effects caused by
sparse normalized autocorrelations, cells with .75% empty bins (the
maximum value for dataset D) were removed (one grid cell and six non-
grid cells in dataset L). For the same reason, five (two) cells of dataset D
(dataset L) that had relatively few spikes (,130) were excluded when PC
components were calculated but are included in the further analysis. To
test the robustness of the PCA of the D data, the maximal time lag tmax
was varied between 30 and 100ms (see also Results).
Identification of neuron classes
For the D dataset, visual inspection of the 2D space spanned by the first
two PCs suggested two main cell groups, whose arrangement was deter-
mined by k-means clustering with k= 2 clusters. To test the robustness
of the k-means clustering for the L dataset, cluster analyses were per-
formed on the 50-dimensional binned autocorrelations as well as in PC
spaces with N= 2–4 dimensions. The clustering quality was estimated
through silhouette scores (Rousseeuw, 1987).
Membrane-potential dynamics
The whole-cell voltage traces contained sizeable fluctuations that
reflected synaptic inputs and potential movement artefacts. To obtain
reliable information about the membrane potential before and after an
AP, AP-triggered averaging was performed. The APs themselves varied
in amplitude and width, both within and across the different recordings,
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suggesting that the recording quality varied in time; the
slowly decaying AP amplitudes and increasing width of
some cells indicated run-down effects. To guarantee a
good recording quality and to obtain reliable estimates
of the subthreshold membrane-potential dynamics on
the time scales relevant for fAHPs and DAPs, we
focused on well isolated APs (no further APs within
25ms before and after the trigger AP), and required
the individual AP amplitudes to be larger than 40mV
(measured relative to the membrane potential 10ms
before the AP maximum) and APs width (full width at
half height) to be smaller than 1ms.
The pre-AP voltage slope was calculated from the
cell’s average AP-triggered voltage trace within the last
10ms before AP onset; AP onset was determined by a
threshold crossing (15mV/ms) in the first derivative of
the average AP-triggered voltage trace. For single APs,
the AP threshold was determined by the point of maxi-
mal curvature in the voltage trace (after Gaussian-fil-
tering the voltage trace with sigma = 0.1 ms).
For the intraburst voltage traces shown in Figure 1C,
we collected all first and second APs (amplitude.40mV,
width,1ms) within a burst, i.e., all APs following an ISI
longer than 8ms and followed by an ISI shorter than
8ms (“first APs”) and all APs following a first AP with an
ISI shorter than 8ms (“second APs”), respectively. To
illustrate the time evolution of the membrane potential,
we either aligned the voltage traces at the first AP and cut
the trace when the threshold for the second AP was
reached (Fig. 1C, left panels) or aligned the traces at the
second AP (Fig. 1C, right panels). In that case, the high-
lighted traces start at two AP-widths after the first AP
and end at the threshold crossing of the third AP in the
burst or 8ms after the second AP, whichever comes first.
Mean voltage traces (Fig. 1C, black lines) are calculated
form these truncated samples to minimize influences by
AP upstrokes or downstrokes.
For cells with DAPs, the fAHP amplitude DVfAHP was
defined as the average voltage minimum during the fAHP
relative to the voltage at AP onset. This means that
DVfAHP is negative for DAP cells (Fig. 1). The DAP-deflec-
tionDVDAP was defined as the difference between the volt-
age level at the DAP peak and at the minimum of the
preceding fAHP. It is positive for cells with DAPs. The
time interval between the AP peak and the following
fAHP minimum is denoted by DtfAHP, the time interval
between the AP peak and the following DAPmaximum is
calledDtDAP.
To compare the after potentials of all recorded neu-
rons, the definitions of DVfAHP and DVDAP had to be
generalized to cells without DAP. This was done (1) for
grid cells only, and (2) for all neurons. To this end,
we calculated the population averages DtfAHP and
DtDAPacross the respective DAP cells (grid cells:
n=8, all neurons: n=15). We then used these mean
time intervals (grid cells: Dt1  DtfAHP= 1.86
0.4ms, Dt2  DtDAP= 4.66 1.2ms, all neurons:
Dt1  DtfAHP= 2.06 0.5ms, Dt2  DtDAP= 5.4 6
2.3ms) to determine voltage changes corresponding to
DVfAHP and DVDAP for cells without DAP. These are
calledDV1 andDV2, respectively. For notational simplicity,
we will use these terms for DAP cells, too, but here, they
denote the DVfAHP and DVDAP values measured at the
cell-specificDtfAHP andDtDAP values.
To characterize the subthreshold behavior follow-
ing the first AP within a burst, we determined DV1 and DV2 values from
the traces between the first and second AP and used the cell-specific Dt1
and Dt2values calculated for isolated APs. For one DAP cell, Dt1
exceeded 8ms so that this analysis could not be applied. Similarly, the
second APs of six other cells did not meet the AP-width criterium so
that in total, seven cells had to be excluded.
Figure 1. Spike afterpotentials of MEC grid cells from mice moving in virtual corridors. A, Typical examples of
grid-cell burst behavior. Left panel, Autocorrelation function of a SB cell. Middle panel, A bursting cell with broad
autocorrelation flanks. Right panel, A bursting cell with sharply peaked autocorrelation. Note the different scale
on the y-axis. B, Grid cells differ in their spike afterpotentials, as shown by the spike-triggered averages of the
voltage traces of isolated APs (no further APs within 25ms before and after the trigger AP). Left panel, A mono-
tone repolarization that is gradually slowing down. Middle panel, fAHP followed by a DAP. Right panel, A short
repolarization that abruptly turns into a much slower voltage decay, which may include an initial flat shoulder. C,
These dynamics occur during bursts, too, as shown by voltage traces around the first and second AP in a burst
(left and right subpanels, respectively). The fAHP/DAP complex is more pronounced after the first spike (middle
panel), and the membrane potential decreases more rapidly after the second spike in the two example cells with-
out fAHP/DAP complex, in agreement with the lack (left panel) or reduction (right panel) of further spikes in the
burst. D, Characterization of spike afterpotentials. Inset, Definition of parameters. Main panel, Group data. To char-
acterize afterpotentials for cells without DAPs, the two parameters DV1 and DV2 take the role of DVfAHP and
DVDAP. The new parameters are determined in the same way as DVfAHP and DVDAP, at times Dt1 and Dt2,
respectively. These times are obtained from averages of DtfAHP and DtDAP across the population of DAP cells. To
simplify the notation, the terms DV1 and DV2 (instead of DVfAHP and DVDAP) are used for DAP cells, too.
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Spatial coding properties
For dataset L, firing rate maps were computed as in Latuske et al. (2015).
Based on these maps and their spatial autocorrelations, grid spacings
were computed; grid scores and head-direction scores were calculated as
in Sargolini et al. (2006), the spatial information as in Skaggs et al.
(1996).
Experimental design and statistical analysis
We analyzed data recorded by Domnisoru et al. (2013) and Latuske et al.
(2015) and refer the reader to these two publications for details on the
experimental design. All our analyses were performed in Python 2.7.6.
Specific statistical tests used are stated throughout the text. The Kruskal–
Wallis test, the Kolmogorov–Smirnov test, the x 2 test, and the median
tests are taken from scipy.stats (0.17.0, RRID: SCR_008058). For an over-
view over SciPy, see Virtanen et al. (2020). The linear regression, the
PCA and the k-means clustering are taken from scikit-learn (0.19.2,
RRID: SCR_002577; Pedregosa et al., 2011). Unless noted otherwise, all
errors are reported as SDs.
Bootstrapping
To assess the fAHP and DAP parameters, we bootstrapped the AP-trig-
gered voltage traces of a cell by using sampling with replacement and
repeated this procedure 10,000 times to obtain mean values and standard
errors.
Results
The temporal firing characteristics of principal neurons in the
MEC of behaving rodents vary strongly from cell to cell, even if
their mean firing rates are almost identical (Latuske et al., 2015).
Some neurons rarely fire with ISIs shorter than 8ms; their spike-
time autocorrelations have a pronounced dip at short time lags
(Fig. 1A, left). In other cells, the autocorrelation peaks in the 5-
to 15-ms range with broad flanks (Fig. 1A, middle); yet other
cells have distinct autocorrelations that are sharply peaked at
even shorter lags (Fig. 1A, right). The second and third group of
neurons were collectively termed “bursty” by Latuske et al.
(2015), who did not distinguish between the two groups, whereas
the first group has been called “non-bursty” by these authors.
Since non-bursty neurons generate bursts from time to time, too,
we will call them “sparsely bursting” (SB), in line with Simonnet
and Brecht (2019).
We wondered whether differences in the in vivo spike pat-
terns of bursty neurons could be explained at a mechanistic level
by differences in their intrinsic single-cell dynamics and whether,
for the spatially tuned cells within the total population, differen-
ces in the cells’ temporal discharge patterns were reflected in
their spatial tuning properties. To this end, we analyzed whole-
cell recordings from mice moving on a linear track in virtual
reality (Domnisoru et al., 2013) and extracellular recordings
frommice navigating in 2D environments (Latuske et al., 2015).
We start with an analysis of grid cells and then extend our
approach to non-grid cells. Before doing so, we note that recent
work shows that true grid-cell firing in a virtual environment is
only seen if the animal is free to rotate its head in a virtual envi-
ronment (Chen et al., 2019). For this reason, when we use the
term “grid cells” for the cells recorded by (Domnisoru et al.,
2013) under head fixation, such a cell should be understood as a
“putative grid cell.”
Grid cells differ in the voltage deflections following an AP
We first focus on the intracellular linear-track data as these pro-
vide information about both spike times and membrane-poten-
tial dynamics.
The time courses of the membrane potentials recorded by
Domnisoru et al. (2013) show striking cell-to-cell differences
within the first 10 ms following an AP. Three distinct types of
behavior can be distinguished from the spike-triggered voltage
traces of isolated APs (such that no other APs occurred within
25ms before or after the trigger AP): (1) a monotone repolariza-
tion that gradually slows down (Fig. 1B, left panel); (2) a fAHP
followed by a DAP (Fig. 1B, middle panel); and (3) a short repo-
larizing phase that abruptly turns into a much slower voltage
decay, which may include a flat shoulder (Fig. 1B, right panel).
Are these characteristic features only expressed when a cell
fires isolated APs or can they also be observed during episodes of
high spike activity? To answer this question, we analyzed bursts
(Fig. 1C), defined as AP sequences with intraburst ISIs of,8ms.
Distinguishing between the voltage traces around the versus sec-
ond AP in a burst (Fig. 1C, left vs right subpanels), shows that in
cells with a fAHP/DAP complex, this voltage excursion is more
pronounced after the first spike (Fig. 1C, middle panel). In the
two cells without fAHP/DAP complex, the membrane potential
decreases more rapidly after the second spike, in agreement with
the lack (Fig. 1C, left panel) or strongly reduced number (Fig.
1C, right panel) of further APs in the burst.
To quantify these distinct behaviors, we used parameters that
capture two salient features of cells exhibiting DAPs, the voltage
minimum during the fAHP and the voltage peak during the
DAP (Fig. 1D, lower left inset). The “fAHP-depth” DVfAHP
measures the voltage minimum relative to the membrane poten-
tial at AP onset. This minimum occurs at some time DtfAHP after
the AP peak. The “DAP-deflection” DVDAP measures the differ-
ence between the membrane potential at the DAP peak and the
fAHP minimum. The DAP peak is attained at some time DtDAP
after the AP peak (Fig. 1D).
To extend the DVfAHP and DVDAP measures to voltage
traces of cells with no detectable DAP, two time intervals cor-
responding to DtfAHP and DtDAP need to be defined. For con-
creteness, we used the population means across all grid cells
with a DAP (n = 8), resulting in Dt1  DtfAHP= 1.86 0.4ms
and Dt2  DtDAP= 4.66 1.2ms. We then determined the
voltage differences corresponding to DVfAHP and DVDAP at
these two time points, and named them DV1 and DV2, respec-
tively. For DAP cells, we define DV1 = DVfAHP and DV2 =
DVDAP to simplify the notation. These settings mean that cells
with a shoulder or slow voltage decay (Fig. 1B, right panel)
have zero or small DV2 regardless of their DV1 value, whereas
large negative DV2 values indicate a strong decline in mem-
brane potential until around 5 ms after the AP.
Within the parameter space spanned by DV1 and DV2, neu-
rons fall into two distinct groups (Fig. 1D), cells with a pro-
nounced DAP (negative DV1 and positive DV2) and cells with no
detectable DAP (negative DV2), which typically have also no
fAHP (positive DV1). Results from a bootstrapping analysis (see
Materials and Methods) underscore the reliability of the DV1
and DV2 estimates (Fig. 2A). Whether we measured APs within
bursts or isolated APs did not qualitatively change the scatter of
data points in the DV1–DV2 plane nor the relation between the
cell groups (Fig. 2B).
All measured neurons that had a DAP and whose location
was known resided in Layer II. Five of these eight cells had large
u -band membrane potential oscillations and have been called
“large u cells” by Domnisoru et al. (2013). Cells without a DAP
(n= 16) were located in both Layers II and III.
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Grid cells differ in their spike-train characteristics
To capture the diversity of spike discharge patterns we con-
ducted a PCA on the spike-time autocorrelations of the 24 intra-
cellularly recorded grid cells (Fig. 3A), as has been done for
extracellular recordings (Latuske et al., 2015). We restricted our
attention to autocorrelations on short time-scales, in particular
to the region between 0 and 50ms after a spike. We found that
the first two principal components, PC1 and PC2, explain 66%
and 18% of the cell-to-cell variability, respectively, whereas the
contribution from PC3 adds only another 4%. Together, PC1
and PC2 thus account for 84% of the variability. This value
changes by ,3% when tmax is varied between 30 and 100ms
(data not shown) and starts to decrease for shorter or longer
maximal lag. These findings indicate that a 2D PC representation
of the grid-cell autocorrelations in the 0- to 50-ms range
describes the essence of the cell-to-cell variability.
The mean autocorrelation is highly peaked at a lag t of
around 4ms (Fig. 3B), and so are both principal components
(Fig. 3C). This indicates that brief activity bursts in the 250-Hz
range play an important role for both the mean grid-cell dis-
charge patterns and their cell-to-cell variability.
Within this 2D representation (Fig. 3A), neurons without a
DAP, shown in blue and yellow, have a negative or only small
positive second principal component and strongly vary in their
first principal component. Cells with large negative PC1 are SB
as the example in the left panel of Figure 1A, whose position in
the PC1/PC2 space is marked with a blue arrow in Figure 3A.
Cells with positive PC1 burst like the cell in Figure 1A, right
panel (Fig. 3A, yellow arrow). Cells with a DAP have positive
PC2, only a small PC1, and are also bursting, although with a
much broader peak in their autocorrelation as demonstrated by
the example in Figure 1A, middle panel (Fig. 3A, red arrow).
This grouping is based on visual inspection of the AC princi-
pal components and might not properly distinguish between
bursting and sparsely-bursting neurons with small PC1. To bet-
ter discriminate between these two cell groups, we conducted a
k-means clustering with k= 2. The analysis suggested that nine
cells should be classified as SB neurons; based on their intracellu-
lar characteristics, the remaining 15 bursting (“B”) cells are either
DAP cells (“BD1”) or cells without detectable DAP (“BD–”). The
same clusters emerge if the spike data from the first and second
half of each experiment are treated separately (data not shown),
and provide evidence for the robustness of our approach.
All bursty neurons whose anatomic position was classified by
Domnisoru et al., are located in Layer II, none in Layer III (two
bursty cells were not assigned to a layer). Furthermore, unlike
suggested by reports from rats (Ebbesen et al., 2016), bursty neu-
rons are more likely to be stellate than pyramidal cells (six vs two
cells), in agreement with the larger abundance of stellate cells
compared with pyramidal cells (Alonso and Klink, 1993). There
was no detectable difference in the morphology of bursty
Figure 3. Spike-time autocorrelations of MEC grid cells from mice moving in virtual corri-
dors. A, visual inspection of spike-time autocorrelations suggests a separation in two major
groups, SB and bursting. Based on the intracellular measurements (see Fig. 1), the group of
bursting neurons can be subdivided in cells with DAP (BD1), which are shown in red, and
cells without detectable DAP (BD–), shown in yellow. The arrows mark the example neurons
shown in Figure 1. One cell has intermediate properties and is assigned to the sparsely-burst-
ing group (blue) by k-means clustering (k = 2). B, Mean autocorrelation. Shaded areas show
the variability in the data (SD). C, The first two principal components of the spike-time auto-
correlations. The pronounced peaks in B, C demonstrate that ISIs of around 4 ms are indica-
tive of both the mean grid-cell discharge patterns and their cell-to-cell variability.
Figure 2. Stability of afterpotential parameters. A, To quantify the reliability of the pa-
rameters characterizing spike afterpotentials, we conducted a bootstrapping analysis, using
data from isolated APs. Error bars indicate SEM as obtained from 1000 samples and demon-
strate that the fAHP and DAP parameters can be estimated reliably. The three arrows show
how a cell’s position in the DV1–DV2 space changes when the respective parameter is
increased. B, As an additional test, we computed the parameters DV1 and DV2 from voltage
traces following the first AP in a burst. With our criteria for APs, this was possible for 17 cells;
the other cells are shown as isolated dots. For technical details, see Materials and Methods.
For all but two cells, for which DV1 and DV2 could be determined for isolated APs and first
APs within a burst, both quantities increase when computed from traces within a burst, as
can also been seen from the mean changes in each cell class. Importantly, the original
grouping in different cell classes is not affected.
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neurons with and without DAP: Within the BD1 group (n= 8),
there were three stellate cells, one pyramidal neuron and four
non-identified cells. Within the BD– group (n= 7), there were
three stellate cells, one pyramidal neuron and three non-identi-
fied cells. In contrast, not a single non-bursty cell was identified
as a stellate cell (pyramidal and non-identified cells: three and six
out of n= 9, respectively) and non-bursty neurons may have a
tendency to reside in Layer III (three vs one cell in Layer II; five
cells were not classified). Finally, in the DV1–DV2 representation
(Fig. 1D), BD— neurons overlap with SB cells, but tend to have
less negative DV2 values and the DV1 and DV2 values within the
group of bursty neurons are correlated
with a slope of 0.49 (SE: 0.06). The
three groupings are robust, as confirmed
by bootstrapping and indicated in Figure
2A, error bars.
Post-AP dynamics explain the spike-
train characteristics of bursty grid cells
After dividing the cells into three groups
based on their spike-train autocorrela-
tions and DAP characteristics, we com-
pared the group averages for the grid
cells’ intracellular voltage traces (Fig. 4).
Confirming the impression from individ-
ual cells, sparsely-bursting neurons show
a smooth and monotone AP down-stroke
(Fig. 4A, left panel), bursty cells with DAP
exhibit a local voltage minimum followed
by repolarization (Fig. 4A, middle panel),
and compared with SB cells, bursty cells
without DAP tend to have two phases of
repolarization: an initial AP downstroke
followed abruptly by a slower rate of repo-
larization, yielding a kink in the voltage
traces (Fig. 4A, right panel). Within bursts
(Fig. 4B), the characteristic differences
between the three cell classes are also
apparent, with the voltage trace following
the second AP in a burst decreasing more
rapidly than the trace following the first
AP for SB and BD– cells; for BD1 cells,
the second AP in a burst is generally not
followed by a DAP, which could be a sign
that the DAP mechanism benefits from a
longer subthreshold period before the AP.
To visualize these distinct features,
the spike-triggered voltage traces were
averaged for each neuron and then
aligned to the cell’s mean voltage at AP
onset. Without voltage alignment (see
insets), group-to-group differences in
membrane potential at the onset of iso-
lated APs are apparent (SB: 59.42 6
1.22mV, BD1: 57.126 3.09mV, BD–:
61.406 6.83mV) but not significant [p
(BD1, BD–) = 0.25; p(BD–, SB) = 0.15; p
(BD–, SB) = 0.96, Kruskal–Wallis test], as
the AP onset voltage varies throughout
the experiment, including for the two
groups of bursting neurons. We, there-
fore, focused on voltage slopes and volt-
age differences between isolated APs and
APs occurring with bursts.
The voltage slope during the last 10ms before the onset of
isolated APs does not differ significantly between BD1 and BD–
neurons (BD1: 0.506 0.03mV/ms; BD–: 0.486 0.08mV/ms;
p= 0.35, Kruskal–Wallis test) but does so when bursty and
sparsely-bursting neurons are compared (B: 0.496 0.06mV/ms;
SB: 0.346 0.05mV/ms; p=0.00,015, Kruskal–Wallis test). For all
cell groups, the second AP in a burst was triggered at a higher
voltage than the first AP [SB: 2.51 6 0.57mV, BD1: 0.78 6
0.72mV, BD–: 2.21 6 0.54mV, with p(BD1, BD–) = 9.8  103,
p(BD1, SB) = 3.4  103, p(BD–, SB) = 0.85, Kruskal–Wallis
Figure 4. Group-level analysis of MEC grid cells from mice moving in virtual corridors. A, Population average of the spike-
triggered membrane potential for isolated APs (no further AP within 25 ms before and after the AP). The main plot shows data
that were aligned to AP onset before the group average was taken, the inset illustrates the absolute membrane potential val-
ues. B, Population average of spike-triggered membrane potentials for APs within a burst. As in Figure 1C, second APs were
clipped when the traces were aligned to the first AP in a burst, and first and third APs were removed when traces were aligned
to the second AP in a burst. For details, see Materials and Methods. C, Population-averaged autocorrelation functions. D,
Population-averaged ISIs distributions. Arrows in B, C highlight bursts of SB cells; inset in C with logarithmic time scale empha-
sizes u -band activity. E, Population-averaged intraburst spike count distributions. Shaded areas in all panels, SD.
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test]. Isolated APs are triggered at voltages slightly lower than
those of the first AP in a burst (SB: 0.96 6 0.60mV, BD1:
0.51 6 0.71mV, BD–: 0.36 6 0.63mV). These values do not
differ significantly across the three cell groups [p(BD1, BD–) =
0.70; p(BD1, SB) = 0.38; p(BD–, SB) = 0.36, Kruskal–Wallis test].
Finally, for BD1 cells, the maximal depolarization reached dur-
ing the DAP was highly variable; when a second AP was not trig-
gered, the DAP maximum lay 3.75 6 0.63mV below the second
AP’s threshold, when averaged across cells. For each cell, the
broad distribution of DAP maxima overlapped with the distribu-
tion of thresholds for the second AP, consistent with the hypoth-
esis that DAPs play a role in burst firing of BD1 cells.
The averaged autocorrelations (Fig. 4C, left panel) and ISIs
(Fig. 4D, left panel) of sparsely-bursting cells show that although
these neurons rarely generate spike sequences with short ISIs,
only 2% of all their ISIs are ,8ms, if they do fire such bursts,
there is a pronounced short ISI that is only 4.306 0.81ms long
(Fig. 4C,D, black arrows). Both types of bursty neurons exhibit
prominent ISI- and autocorrelation peaks at short time scales
(Fig. 4C,D, middle and right panels). Population averages within
each group show that the most likely ISI of cells without a DAP
is significantly shorter than that of cells with a DAP (4.12 6
0.12 vs 6.966 3.73ms, p= 0.01, Kruskal–Wallis test); the same is
true for the autocorrelation peaks (4.136 0.11 vs 9.466 4.41ms,
p=0.001, Kruskal–Wallis test). These differences are readily
explained by the different time courses of the post-spike voltage
deflections: The rapid fAHP time course of BD1 cells strongly
reduces the chance that a second AP is fired directly after the first
AP, whereas in BD– cells the down-stroke of the first AP stops
abruptly at depolarized levels, often above the AP threshold
(Figs. 1B,C, 4A,B).
In fact, the absence of an fAHP in BD– cells separates this
group from BD1 cells. Consistent with this picture, the fAHP
increases the refractory period (taking the shortest 10% of the
ISIs yields a mean ISI of 3.45ms in BD– vs 5.24ms in BD1 cells).
When the voltage dynamics are released from the fAHP, the
DAP is uncovered, which opens a wide “window of opportunity”
for a second AP in BD1 cells. The resulting ISI distributions are
broader for BD1 cells (6.76 3.27ms) compared with BD– cells
(3.666 0.36ms, p=0.01, Kruskal–Wallis test). For BD1 cells, the
most likely ISI in a burst mirrors DtDAP, the time interval
between an AP and the succeeding DAP peak [median value
5.1ms, no difference with most likely ISI according to a median
test (p=0.61)], which suggests a direct role of the post-AP dy-
namics in burst behavior.
The intrinsic voltage dynamics alone do not explain why
sparsely-bursting cells have much broader ISI distributions (Fig.
4D). Other features correlated with SB behavior, however. All
identified SB cells were pyramidal neurons, whereas only one out
of four BD– cells were pyramidal; four of the five SB cells were in
LIII, whereas BD– cells were solely found in LII. By contrast, the
BD– and BD1 groups were not distinguished by cell-type or the
layer in which they were found, which makes it unlikely that ana-
tomic differences can explain the observed variations in the spike
trains of bursty neurons.
In vitro, stellate cells often produce spike doublets or brief
bursts (Alessi et al., 2016). We tested whether spike trains in vivo
showed similar preferences. For this purpose, we computed the
frequency with which cells fired two, three, or more spikes in a
burst. The frequency of bursts with exactly n spikes decreases
monotonically with n, and does so for all three cell groups.
Doublets and triplets were not overrepresented (Fig. 4E). In 21
out of the 24 cells, the distribution for n is consistent with an
exponential distribution (x 2 goodness of fit test for the correla-
tion between linear fit and data after logarithmic transformation;
p. 0.05). There is thus no preferred burst size or “unit of infor-
mation,” such as a spike doublet or triplet. In the spirit of hippo-
campal “complex spike bursts” (Ranck, 1973), a grid-cell burst
can be regarded as just a sequence of two or more spikes with
short ISIs. The exact choice of the cutoff threshold is not critical;
qualitatively similar results were obtained using ISI thresholds
from 8ms up to 15ms (data not shown).
Spike-train characteristics of bursty cells are largely
conserved across 1D and 2D environments
So far, the analysis was based on a relatively small number of
neurons recorded in head-fixed animals running in a virtual lin-
ear corridor (Domnisoru et al., 2013). To explore whether these
data generalize to other experimental conditions, we analyzed a
complementary dataset that contained 112 grid cells from mice
that foraged at random in a square environment (Latuske et al.,
2015). Although these extracellular recordings do not offer direct
access to the membrane-potential dynamics, they might still
reveal signatures of the different post-AP dynamics. In particu-
lar, we expected that grid cells would not only show the versus
non-bursty dichotomy described by Latuske et al. (2015), but
that there would also be qualitative differences within the bursty
subpopulation.
To facilitate the comparison between the two datasets we kept
the maximum lag of 50ms and the 1-ms binning when analyzing
spike-time autocorrelations. To minimize observer bias, k-means
cluster analyses were performed on the 50-dimensional raw
autocorrelations as well as in principal-component spaces with
N= 2–4 dimensions. We analyzed the robustness of the k-means
clustering results by calculating silhouette scores for each value
of k (Rousseeuw, 1987). Irrespective of the dimensionality N of
the data, separation into three clusters led to the best perform-
ance; the clusters hardly changed when using different numbers
of principal components. Cluster assignment was stable, regard-
less of whether the autocorrelations were computed from the
first or second half of a cell’s spike train: 91.1% of the cells kept
their cluster identity (Fig. 5B) from the first to the second half
when using N=3 principal components. To compare these data
with the previous results, we again plot the first two principal
components against each other (Fig. 5A). The mean autocorrela-
tion (Fig. 5C) closely resembled the one obtained from the vir-
tual-track data (Fig. 3B); and so did the principal components
(compare Figs. 5D and 3C), as quantified by their similarity (the
scalar product computed for time lags up to 50ms) of 0.86 for
PC1 and 0.63 for PC2 when the two experimental conditions are
compared.
There is also a high similarity between the corresponding
group-averaged autocorrelations in both datasets (SB cells: 0.93,
BD– cells: 0.93, BD1 cells: 094; compare Figs. 5E and 4C). This is
remarkable as the cluster analysis of the open-field data (Latuske
et al., 2015) only reflects the overall structure of the grid-cell
autocorrelations and is not informed by intracellular measure-
ments. There is, however, one prominent difference between
both datasets. The SB neurons recorded by Latuske et al. (Fig.
5E, left panel) fire hardly any spike within the first few millisec-
onds (so that the authors named them non-bursty neurons) and
their autocorrelation has a pronounced peak at around 15ms.
The autocorrelation function of the SB neurons recorded by
Domnisoru et al. (2013; Fig. 4C, left panel) exhibits a local peak
at around 4ms, and grows more slowly, with a local maximum
at 30–40ms. On the other hand, the average autocorrelations of
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the BD1 and BD– cells are almost identical when compared
across both experimental conditions.
In the virtual-track data, the autocorrelations of the BD– neu-
rons (n= 7) peak at 4.13ms with a cell-to-cell variability of
0.11ms (SD). The autocorrelations of the corresponding cells
from the open-field recordings (n= 25) have their peak at
3.56ms (SD: 0.27ms). The two experimental conditions also dif-
fer in the measured grid-field sizes: these are larger in virtual
reality than open-field environments (Domnisoru et al., 2013,
their supplemental Fig. 9). Consistent with this observation,
other spike-train measures also reflect longer
timescales in virtual versus open fields, e.g.,
the most likely ISI (Fig. 6A), the width of the
ISI histogram (Fig. 6B) or the fraction of ISIs
below 8ms (Fig. 6C). Within each experi-
mental setting, however, the three cell groups
exhibited the same trends, albeit on slightly
different timescales.
Differences between virtual-track and
open-field data might be influenced by how
spikes are measured intracellularly and extrac-
ellularly (Anastassiou et al., 2015). APs of BD–
neurons tend to slightly increase their width
within a burst-like discharge pattern. This
implies that the time interval between the
peaks of two successive APs (i.e., the intracellu-
larly measured ISI) can be somewhat longer
than the time interval between the maximal
upstroke slopes of the two APs, a proxy of the
extracellularly measured ISI (Henze et al.,
2000). Judging from the AP shapes of the BD–
neurons in the data of Domnisoru et al. (2013),
this differential effect is, however, only on the
order of 0.1–0.2ms and thus cannot fully
explain the observed timing differences. Other
possible factors include differences in the ani-
mals’ physiological state and stress level in
these two highly different experimental condi-
tions. The firing rates (Fig. 6D) are rather simi-
lar across experimental conditions and cell
groups, which might reflect a general network-
level regulation of the average firing rate.
Spatial response properties are similar
across all three grid-cell groups
In the next step of our analysis, we asked
whether the pronounced differences between
the temporal response characteristics of the
three grid-cell groups translate into differen-
ces in their spatial firing patterns. The study
of Latuske et al. (2015) had shown that this
was not the case when one compares bursty
with sparsely-bursting grid cells. However,
the two groups of bursty neurons might still
differ in their spatial behavior. To obtain reli-
able field estimates, we used the open-field
data for this analysis. We tested several meas-
ures, including grid score (Sargolini et al.,
2006), spatial information (Skaggs et al.,
1996), and head-direction score (Sargolini et
al., 2006), but could not detect any signifi-
cant differences between BD1 and BD– cells
in these measures (Fig. 6E–G). Only the grid
spacing (Hafting et al., 2005) shows a slight
trend in that BD– cells had a somewhat smaller spacing (37.3 6
6.6 cm) than BD1 cells (41.6 6 6.9 cm; Fig. 6H). This finding is
in agreement with results by Bant et al. (2020), who report that
shorter intraburst ISIs go hand in hand with smaller grid periods.
The effect was present, but not strong in the data presented here
(p=0.019, Kolmogorov–Smirnov test). Differences in grid spacing
between bursting and SB cells (38.76 6.3 cm) were not significant
(p=0.98, Kolmogorov–Smirnov test).
Figure 5. Spike-time autocorrelations of MEC grid cells from mice moving in open arenas. A, k-means cluster analysis
(k = 3) of spike-time autocorrelations. B, To test the robustness of the PCA-based class assignment in A, we separately
considered the first and second half of all spikes for each neuron. We then computed the autocorrelations within these
two sets and projected the results into the PC space of the full data. k-means clustering (k = 3) results in only 8.9% of
neurons switching group identity, underscoring the robustness of the cluster analysis. C, Mean autocorrelation across the
grid cells. Shaded areas, SD. D, The first two principal components of the spike-time autocorrelations. The sharp peaks in
B, C again demonstrate the prevalence of short ISIs (here around 3.5 ms) in the mean grid-cell discharge patterns as
well as their cell-to-cell variability. Shaded areas, SD. E, Autocorrelations averaged across all neurons from each cell
group reveal a striking similarity between cells recorded on virtual tracks and in open fields. Strongest deviations are
shown by non-bursting/SB cells in the Latuske et al. (2015) versus Domnisoru et al. (2013) data.
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Slice experiments show that DAPs of stellate cells can be
modulated; if the holding potential is decreased, the amplitude
DVDAP of the following DAP increases, and it decreases when-
ever the holding potential is increased (Alessi et al., 2016).
Domnisoru et al. (2013) found that a grid cell depolarizes as the
animal crosses a firing field and hyperpolarizes in the out-of-field
regions. Therefore, we wondered whether a BD1 cell might pref-
erentially generate DAP-mediated bursts on entering a grid field,
as the hyperpolarization preceding the membrane-potential
ramp might facilitate larger DAPs and thus make DAP-mediated
burst firing in these neurons more likely.
To test this hypothesis, we took open-field data from Latuske
et al. (2015) and investigated in detail whether spikes belonging
to the bursts of a BD1 cell had an above-chance probability to
occur at the edges of its firing fields and, more generally, whether
those spikes differed in their spatial statistics from other spikes of
the same neuron, in the spirit of a place-cell study by Harris et al.
(2001). In particular, we analyzed the distribution of spike dis-
tances from the respective firing-field centers as well as topologi-
cal features of the discharge patterns of BD1 cells, with special
focus on ISIs expected for DAP-triggered bursts. For BD1 cells,
the field-wise mean distance between burst spikes and the re-
spective firing-field center (normalized by each individual firing-
field size to range between zero and unity) was 0.46 6 0.10, sig-
nificantly smaller than the same quantity evaluated for isolated
spikes (0.60 6 0.06, p= 1.8  104 Kruskal–Wallis test). This
shows that burst spikes are far more likely to occur near the fir-
ing-field center than isolated spikes and contradicts the hypothe-
sis that burst spikes represent the edges of firing fields. The same
was true for BD– cells (0.446 0.06 vs 0.596 0.04, p= 8.7 105
Kruskal–Wallis test) and SB cells (0.46 6 0.12 vs 0.56 6 0.09,
p= 7.5  103 Kruskal–Wallis test). Compared across the three
cell groups, the mean distances for burst spikes were not statisti-
cally different (SB vs BD1: p=0.99, SB vs BD–: p=0.85, BD1 vs
BD—: p= 0.72, Kruskal–Wallis test). We thus we did not find a
special role for bursts in spatial coding. As a complementary
check, we used the data from Domnisoru et al. (2013) to search
for whether DAP deflections measured in the firing fields of
BD1 cells were smaller than the DAP deflections of out-of-field
spikes but did not find any obvious changes either.
These findings suggest that despite the striking differences in
the spike-train patterns of bursty cells with and without DAP,
these differences have no obvious consequences for the cells’ spa-
tial tuning properties. Temporal variations in the membrane
potential, in particular the large u oscillations observed in some
bursty grid cells, are uncorrelated with the animal’s trajectory
and may easily mask less prominent spatial dependencies. In
fact, decoupling of spatial and temporal tuning characteristics
might endow the system with added plasticity and computational
flexibility.
Bursty grid cells: one continuum or two clusters?
Since BD1 and BD– cells showed indistinguishable spatial tun-
ing, we reconsidered their partition into two distinct groups
based on their temporal firing characteristics. Could it be that
the data are better described as a single group with continuously
varying parameters?
To answer this question, we went back to the grid-cell data
from Domnisoru et al. (2013) and analyzed how the cells’ salient
spike-train characteristics depended on the two biophysical pa-
rameters DV1 and DV2 (Fig. 7). The mean firing rate does not
correlate with DV1 and DV2 (Fig. 7A,B). There are also no signif-
icant dependencies within the BD1 and BD– groups (DV1:
pBD1= 0.88, pBD-= 0.24; DV2: pBD1 = 0.58, pBD-= 0.90, as tested
by independently shuffling the two coordinates of the respective
data points and computing the Pearson correlation for each new
sample; the p value is given by the fraction of samples for which
the correlation value was larger than in the original sample).
Figure 6. Grid-cell spike-train characteristics across datasets and spatial coding. A–D,
Comparison of linear-track data (filled symbols) and data from the open arena (un-filled
symbols). E–G, Spatial properties of grid fields recorded in the open arena. A, ISI peak, i.e.,
most likely ISI. B, Width of the ISI distribution. C, Fraction of ISIs below 8ms (“burstiness”).
D, Mean firing rates. E, Grid score. F, Spatial information. G, Head direction score. H, Grid
spacing. Despite strong differences in temporal spike-train characteristics (A–C), mean firing
rates (D) and spatial coding properties (E–H) of grid cells are largely conserved across all
three cell groups, with a slight difference in grid spacing between BD1 and BD– cells. The p
values are calculated from Kolmogorov–Smirnov tests.
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A different picture emerges when the fraction of short ISIs
(below 8ms) is considered (Fig. 7C,D). Visual inspection sug-
gests a joint trend for BD1 and BD– cells; the larger DV1, the
more frequent are short ISIs (Fig. 7C). With a p = 0.013, this
trend is statistically significantly different from the null-hypothe-
sis (no increase/decrease as a function of DV1), and in agreement
with our earlier functional interpretation of DAPs: for negative
DV1 (i.e., BD
1 cells), cells quickly hyperpolarize, making very
short ISIs rare.
Consistent with this observation, the location of the ISI peak
tends to grow for increasingly negative DV1 (Fig. 7E) and
increasingly positive DV2 (Fig. 7F) if the entire population of
bursty neurons is considered (DV1: p= 0.04, DV2: p= 0.01).
Within the BD– population, however, the ISI peak does hardly
vary at all, as emphasized before.
These results indicate that there is no clear-cut answer to the
question whether the population of bursty neurons forms one
joint although under-sampled cloud or contains two distinct sub-
populations. More importantly, however, is the observation that
in either case, certain spike-train characteristics do depend on
the cells’ individual DAP properties, which supports the view
that DAPs do not only exist under in vivo conditions but may
also play a functional rule.
Non-grid cells show same DAP and spike-train
characteristics as grid cells
In the last step of our analysis, we asked whether non-grid cells
differed from grid cells in their DAP behavior or spike-time
autocorrelation characteristics. To this end, we first determined
the DAP parameters DV1 and DV2 for all 40 neurons on linear
tracks in virtual reality. As shown in Figure 8A, non-grid cells
(represented by “x”) fall into the same data clouds as the grid
cells (represented by open hexagons) when these two intracellu-
lar measures are considered. Similarly, a PCA of the spike-train
autocorrelations of the entire dataset (Fig. 8B) exhibits a 2D
structure that is highly reminiscent of that when only grid cells
are taken into account (Fig. 3A). The same is true for the PCA of
the spike-train autocorrelations of the open-field data from
Latuske et al. (2015), shown in Figure 8C. In fact, even the princi-
pal components themselves are highly similar when computed
for grid cells only or for non-grid cells only (Fig. 8D,E). Moreover,
the entire dataset exhibits the same ambiguity concerning the “one
versus two clusters” question (Fig. 9) as when only grid cells are
considered (Fig. 7).
Figure 8. Comparison of the characteristics of grid cells and non-grid cells. A,
Quantification of spike afterpotentials as in Figure 1D but now for all principal cells recorded
on the virtual linear track. B, PCA of spike-time autocorrelations as in Figure 3A but now for
all principal cells recorded on the virtual linear track. C, PCA of spike-time autocorrelations as
in Figure 5A but now for all principal cells recorded in the open environment. The high simi-
larity between grid cells and non-grid cells suggests that the three functional cell classes
identified in this study are universal across all principal cells in the superficial MEC layers. D,,
First and second principal components (left and right panels, respectively) of the virtual-track
dataset for grid cells and non-grid cells. The similarity of the PC components is measured by
the scalar product for time lags up to 50 ms. E, As in D, but now for the data recorded in
the open environment. The values of the scalar products are rather close to their maximal
value of 1 and underscore the similarity of the grid-cell and non-grid-cell autocorrelations
and their cluster structure.
Figure 7. Cluster structure of the bursty-grid-cell population. Dependence of key spike-
train parameters on the amplitude of fast AHP (DV1) and afterdepolarization (DV2). For a
definition of these two parameters, see, e.g., the caption of Figure 1. A, B, mean firing rates.
C, D, Fraction of ISIs below 8 ms (“burstiness”). Across the entire population of bursty neu-
rons, the larger DV1, the more frequent are short ISIs. E, F, Location of ISI peak. While the
firing rates do not exhibit a trend, neither within the two cell groups nor across the groups,
the other quantities depicted show trends that differ from the null-hypothesis (no increase/
decrease as a function of DV1 or DV2). The data also suggest that the population of bursty
neurons either forms one joint although under-sampled cloud or contains two distinct subpo-
pulations. In either case the spike-train characteristics do depend on the cells’ DAP
properties.
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Consistent with this observation, the remarkably small cell-
to-cell variability in the autocorrelation peaks of BD– grid cells
(virtual linear track: 4.136 0.11ms; open field: 3.566 0.27ms) is
also shared by the non-grid BD– cells (virtual linear track:
4.056 0.25ms, open field: 3.676 0.60ms), and these peaks are
significantly shorter than the autocorrelation peaks of the non-
grid BD1 cells (virtual linear track: 9.296 3.53ms, p= 0.02,
Kruskal–Wallis test; open field: 6.996 3.52ms, p=1.15  1029,
Kruskal–Wallis test). All data: mean values 6 SD. The SD
describes the cell-to-cell variability.
Taken together, our findings demonstrate not only that the
DAP characteristics of grid cells have no consequences for their
spatial firing properties (Fig. 6E–G) but that in addition, non-
grid cells and grid cells fall into the same three subgroups, SB
neurons, bursty with DAP and bursty without DAP. Both results
suggest that DAPs and burst firing are not critical for spatial
navigation.
Discussion
Tetrode recordings in freely moving rats (Mizuseki et al., 2009;
Ebbesen et al., 2016) and mice (Latuske et al., 2015) have shown
that principal neurons in superficial MEC layers come in two
functional subclasses, cells that burst frequently and others that
do not or only rarely burst. Our analysis of whole-cell data from
mice running on linear virtual tracks (Domnisoru et al., 2013)
suggests that principal cells located in Layer III tend to be SB and
that they do not generate DAPs, in agreement with previous slice
studies in rats (Canto andWitter, 2012).
Bursty neurons varied strongly in the overall shape of their
autocorrelations (as shown for grid cells in Fig. 4C) and their ISI
distributions (Fig. 4D). This diversity can be understood in terms
of the cell-specific shapes of spike afterpotentials: Neurons with-
out a DAP (BD– cells) had ISI distributions that peaked sharply
at around 4 ms and varied only minimally across that group of
cells whereas the ISIs of neurons with a DAP (BD1 cells) were
most frequent between 5 and 15ms.
At first sight, the gap between BD1 and BD– cells in the
DV1–DV2 diagram (Fig. 1D) speaks against a continuum of
bursty grid cells and rather points to the existence of two separate
subgroups. This impression might, however, be due to a sam-
pling artifact; there are only 15 such cells with intracellular
recordings in the dataset from Domnisoru et al. (2013). We,
therefore, investigated the dependencies of various spike-train
characteristics on DV1 and DV2 (Fig. 7). The smooth behavior of
some measures, such as the burstiness, i.e., the fraction of ISIs
below 8ms, or the ISI-peak location, and the lack of any sharp
transitions in the other measures, support the characterization of
the BD– and BD– grid-cell subgroups as a single, although
sparsely populated group that spans a range of properties. The
BD1 and BD– grid-cell subgroups have a roughly equal stellate-
to-pyramidal-cell ratio (3:1), which means that cellular morphol-
ogy is not indicative of the cell’s type of bursting behavior.
Moreover, the bursting behavior of non-grid cells is almost iden-
tical (Fig. 8A) to grid cells (see also Fig. 8D,E), so the spatial
encoding properties of neurons are also not an indicator of their
bursting behavior.
Consistent with the hypothesis of one single group of bursty
neurons, The physiological properties of individual cells could ei-
ther be fixed or undergo plastic changes that move the biophysi-
cal cell parameters between the BD1 and BD– regions. In the
DV1–DV2 space (Figs. 1D, 8A), a transition from BD
1 to BD–
corresponds to an increase in DV1 accompanied by a somewhat
smaller decrease in DV2. Such a parameter change can be
achieved through modifications of the AP-threshold, fAHP min-
imum and/or DAP maximum, as illustrated by the arrows in
Figure 2A. Various ion channels have been implicated in DAP
generation, from sodium and calcium channels (Alessi et al.,
2016), to potassium (Eder et al., 1991) and HCN channels
(Dickson et al., 2000), which also play a key role for slower grid-
cell rhythms (Giocomo and Hasselmo, 2009). These channels
could be regulated, e.g., by cholinergic stimulation, which has
been shown to induce DAPs and after discharges in MEC-Layer-
II neurons (Magistretti et al., 2004). Such modulations would
have a direct impact on the precise temporal characteristics of
bursting neurons. In addition, cells with BD– characteristics and
thus shorter intraburst ISIs seem to have smaller grid spacing
than BD1 cells, in accordance with findings by Bant et al. (2020),
although the significance of our results is weak.
Modulations of the biophysical parameters governing the
afterpotentials might even occur at the time scale of single runs
through the animal’s environment. Indeed, close inspection of
individual membrane-potential traces suggests that BD1 cells do
not generate a DAP after every AP; conversely, some APs of BD–
cells are followed by a DAP. One might even speculate that most
bursty cells are capable of generating DAPs, slice experiments in
rats suggest 85% of Layer-II stellate cells and 73% of Layer-II pyr-
amids have DAPs (Canto and Witter, 2012), but that this mecha-
nism is under external control so as to switch cells between BD1
and BD– behavior.
Remarkably, the ISI distributions of BD– cells have ultra-
sharp peaks, whose location varies only minimally within that
group. Notably, the same short ISIs are shown by the SB neurons
in Layer III (see also Mizuseki et al., 2009) and could be elicited
if Layer-III SB neurons received (convergent) synaptic input
from Layer-II BD– cells. The precise function of burst sequences
in the 250- to 300-Hz regime remains an open question.
Similarly, it is not obvious how cells with highly distinct firing
characteristics can be orchestrated to create one joint grid-cell
network (but see Pastoll et al., 2013), in which the SB, BD–, and
Figure 9. Cluster structure of all bursty principal cells recorded in virtual reality.
Dependence of key spike-train parameters on fast AHP (DV1) and afterdepolarization (DV2).
A, B, Mean firing rates. C, D, Fraction of ISIs below 8 ms (“burstiness”). E, F, Location of ISI
peak. There is no apparent difference to the grid-cell cluster structure shown in Figure 7.
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BD1 cell classes have roughly the same grid score, spatial infor-
mation and head direction score (Fig. 5E–G). With their high
rate of bursts, BD– neurons might be ideally suited to drive other
neurons in the network, whereas the DAPs of BD1 cells might
trigger synaptic plasticity, similar to their function in CA3 py-
ramidal neurons (Mishra et al., 2016), and thus play a critical
role for network reconfiguration when the animal learns about
new environments (Krupic et al., 2018) or goals (Boccara et al.,
2019).
Switching on the DAP mechanism (without interfering with
the preceding fAHP) would then increase the probability of addi-
tional APs (Alessi et al., 2016) as well as provide a trace for the
long-term potentiation of incoming synapses (Mishra et al.,
2016). Once these synapses are strengthened and the DAP mech-
anism has been turned off again (or masked), the cell can fire
precisely tuned bursts with short ISIs. These cell-intrinsic proc-
esses could be complemented by precisely wired and timed syn-
aptic inputs (Varga et al., 2010; Couey et al., 2013; Pastoll et al.,
2013; Buetfering et al., 2014; Fuchs et al., 2016; Schmidt et al.,
2017; Winterer et al., 2017). Through short-term plasticity and
integrative postsynaptic processes (Lisman, 1997; Izhikevich et
al., 2003) such reorganization could result in a stronger influence
on downstream neurons.
In contrast to what one might have expected, the strong de-
pendence of DAPs on the neuron’s recent history (Alonso and
Klink, 1993; Canto and Witter, 2012; Alessi et al., 2016) does not
seem to translate into a spatial burst code. For example, one
might have hypothesized that the DAP of a Layer-II stellate cell
should be particularly large when the animal is moving into one
of the cell’s firing fields, as this corresponds to raising the mem-
brane potential from its previous out-of-field hyperpolarization.
However, we could not find any signature for the ring-like burst-
field structure expected in this scenario. In fact, we could not
find any nontrivial spatial dependencies despite vigorous search.
This came as a surprise, given the role of burst firing for spatial
coding in the hippocampus (Harris et al., 2001) or subiculum
(Simonnet and Brecht, 2019). Similarly, spike doublets do not
seem to play any special role for burst coding. Together, these
findings suggest that grid-cell bursts are either not used for spa-
tial coding, apart from their contribution to u -phase precession
(Hafting et al., 2008; Reifenstein et al., 2012), or that the spatial
coding is masked by temporal fluctuations that are uncorrelated
with spatial coordinates.
It is well known that after-spike potentials play a critical role
in the control of AP firing patterns. For example, mAHPs control
u -band clustering of APs in MEC stellate neurons (Fransén et
al., 2004). Our study extends these and related findings to the
250- to 300-Hz range and provides a novel mechanistic explana-
tion of MEC burst firing. Given the inherent limitations of head-
fixed virtual reality experiments, whole-cell recordings from
rotationally unconstrained animals, such as performed by Chen
et al. (2019), should provide further insight into the mechanisms
underlying burst phenomena in rodent MEC.
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Abstract
Grid cells in the rodent medial entorhinal cortex preferentially fire spikes when the animal is within
certain regions  of space.   When experimental  data  are  averaged over  time,  spatial  firing fields
become apparent.  If these firing fields represented only the current position of the animal, a grid
cell's firing should not depend on whether the animal is running into or out of a firing field. Yet
many grid cells are sensitive to the animal’s direction of motion relative to the firing-field center.
Such apparent  egocentric "inbound-outbound tuning" could be a sign of prospective encoding of
future position, but it is unclear whether grid cells code ahead in space or in time. To investigate this
question, we decided to undo the inbound-outbound modulation by shifting all spikes within a given
firing field by a fixed distance in space or in time.  For grid-cell data recorded in mice, optimizing
in space requires a forward shift of around 2.5 cm, whereas optimizing in time yielded a forward
shift of about 170 ms.  In either case the firing-field sizes decrease. Minimizing just the field size
yields somewhat smaller shifts (roughly 1.8 cm and around 115 ms ahead). Jointly optimizing along
the temporal and spatial dimension reveals a continuum of flat inbound-outbound tuning curves and
a shallow minimum for field sizes, located at about 2.3 cm and 35 ms. These findings call into
question a purely spatial or purely temporal interpretation of grid-cell firing fields and inbound-
outbound tuning. 
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Introduction
Navigating through space requires a well-organized network of spatially active cells, such as place
cells in the hippocampus (O'Keefe et al., 1971), head-direction cells in the postsubiculum (Taube et
al., 1990), grid cells in the medial entorhinal cortex (Hafting et al., 2005), boundary vector cells in
the subiculum (Lever et al., 2009) and speed cells in the medial entorhinal cortex (Kropff et al.,
2015).
The  traditional  working  hypothesis  that  these  cells  encode  the  current  values  of  the  dynamic
variables they are tuned to, was already shown to be incorrect. Head direction cells, for example,
anticipate future head directions by up to 95 ms (Stackman and Taube, 1998), and place and grid
cells anticipate future spatial locations by 30-120 ms (Muller and Kubie, 1989, Sharp 1999) and 50-
80 ms (Kropff et al., 2015), respectively. In addition, the cells' coding properties, as inferred from
the experimental data, may reflect implicit assumptions about the neural code. In fact, Huxter et al.
(2008) showed that shifting the measured spike positions forward along the movement direction can
shrink the calculated place  field size.  As a  consequence,  the  calculated anticipatory  activity  of
spatially tuned cells is influenced by the experimentalist's choice about where to place the tracking
LEDs on the animal's head – the chosen LED position may or may not reflect the "true" position
perceived by the animal. 
To disentangle spatial effects from temporal anticipation, considering velocity-dependencies might
help. This approach has proven successful in other studies and showed that head-direction cells in
the anterodorsal nucleus and in the lateral mammillary nuclei systematically shift their directional
firing preference as a function of angular velocity (Blair and Sharp, 1995, Stackman and Taube,
1998).  Place  cell  firing  correlates  with  future  locations  at  slow  speeds,  but  at  high  speeds  it
correlates with past locations (Sharp, 1999). Studying anticipation in animals foraging in 2D or 3D
comes with  an added benefit  compared to  1D movements  in  that  spatial  and temporal  aspects
decouple as soon as the animal moves on a curved path. 
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It has remained an open question whether place cells or grid cells indeed show true anticipation or
whether  the  observed  phenomena  are  just  a  side  effect  of  incorrectly  assigning  the  animal's
perceived position on the body. Focusing on the medial entorhinal cortex, the present study explores
whether the spatial position shifts, temporal anticipation or possibly a combination of both scenarios




We analyzed data reported in Latuske et al. (2015). The dataset contained tetrode data (Sampling
rate: 20 or 24 kHz) obtained from male mice during movements in a square arena (70 x 70 cm). The
trajectory was recorded by three LEDs placed on the head of the animal, two at the ears, and one
centrally positioned close to the animal's neck. The spatial position of the animal was defined as the
midpoint  between  the  two  LEDs  at  the  ears  (as  shown  in  Fig.  1A).  The  head  direction  was
determined by the vector pointing from the neck LED to this midpoint.
Grid cell selection
After removing recording sessions for which the animal trajectories showed artifacts, 522 principal
cells were identified using the same criteria as in Latuske et al. (2015); in particular, the mean firing
rate had to be smaller than 10 Hz. Out of those cells, 115 cells had been classified as grid cells by
Latuske et al..
Grid field detection
The spikes belonging to each grid field ("member spikes") and the associated grid-field centers
were assigned using the Mean Shift  algorithm  (Comaniciu and Meer,  2002).  The Mean Shift
algorithm and the estimation of its bandwidth (number of samples = 10) was performed using the
Python implementation from the sklearn.cluster package (using default parameters otherwise). To
account for temporal effects, each spike data was weighted by the dwell time of the animal in the
corresponding spatial bin (2x2 cm) before clustering. The radius of a grid field was computed as the
maximal distance of the member spikes from the respective grid field center. To avoid boundary
effects, we focused on well-defined grid fields away from the arena's boundary. To this end, grid
fields were only considered further if the disk drawn around the grid-field center with the field
radius was fully within the arena. Based on these criteria, 45 grid cells with 55 grid fields were
included in the study (for 36 grid cells with 44 grid fields, the head direction was also recorded).
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Inbound-outbound firing probability in a grid field
To compute inbound-outbound firing probabilities, every spike in a given grid field was assigned an
angle α which was the angle between the momentary velocity vector and the vector pointing from
the spike position to the grid field center (see Fig. 1A). With this convention, 0°  means that the
animal was heading directly towards the grid field center when the spike was generated and +/-180°
means that the grid field center was straight behind the animal. Furthermore, a positive angle means
that the grid field center was on the left side of the animal and a negative angle means that it was on
the  animal's  right  side.  Accordingly,  if  α  was  between -90° and  90° the  spike  was  fired  on  a
trajectory segment on which the animal moved closer to the firing-field center and which will be
called  an  "inbound  trajectory",  otherwise,  the  animal  moved  on  an  "outbound  trajectory".  The
trajectory points themselves were assigned an angle in the same way. Polar histograms with 36 ten-
degree  bins  in  the  range  of  -180° to  180° of  both  the  spikes  and  the  trajectory  points  were
computed. The inbound-outbound firing rate was defined as follows:
Firing rateinbound −outbound (α )=
Histogramspike (α )
Histogram trajectory (α )
∗ samplingrate
To correct for different firing rates in the grid fields, firing probabilities, whose sum over angular
bins equals unity, were calculated by normalizing the firing rates. 
Inbound-outbound tuning in a grid field  
The firing probability curves were fit by the least squares method with the following cosine model:






∗ cos ( α −offset )
where NB was the number of bins (36) and the free parameters were the angular offset and the
modulation amplitude (MA), which was assumed to be positive or zero. From the MA and offset we
computed two related measures, i.e. the modulation index (MI) and the peak phase. If the peak of
the cosine fit was between -90° and 90° the MI was defined to be equal to the absolute value of
MA, otherwise MI was set to minus the absolute value of MA. The peak phase was the center of the
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bin at which the cosine fit had its maximum value. With these definitions, both the MI and the peak
phase carry information about a grid cell was inbound or outbound tuned for the grid field under
consideration (Fig. 1B).
Statistical validation of a grid field being inbound-outbound tuned 
To decide whether a grid field is  significantly tuned we shuffled the bins of the original firing
probability curve of the grid field 10000 times and fitted each shuffle again with the cosine model.
If the grid field's MI was smaller than the 5th percentile or higher than the 95th of the shuffled MI
distribution, then the field was called significantly tuned. 42 out of 55 grid fields were significantly
tuned. If the peak phase was less than +/-45° away from 0° or 180°, then the tuning curve was
called centered. We found 30 grid fields with significantly tuned and centered tuning curves.
Modeling different prospective or retrospective scenarios
The following scenarios were applied at the level of individual grid cells. 
Movement direction (MD)
We shifted every trajectory point backwards (negative shift) or forwards (positive shift) along the
animal's momentary movement direction (MD). The MD was computed as the orientation of the
average of the vectors defined by the previous and the following trajectory segments (the vector
pointing from (pxi-1,pyi-1) to (pxi,pyi) and the vector pointing from (pxi,pyi) to (pxi+1,pyi+1)), where i
denotes the i'th location in the raw position data set. Using the original spike times we recomputed
the MD-shifted spike positions by interpolation on the MD-shifted trajectory (Fig. 2A first panel).
The explored shifts ranged from -6 to +6 cm in steps of 0.2 cm.
Head direction (HD)
We shifted  every  trajectory  point  along the  animal's  head direction  (HD),  given by the  vector
pointing from the neck LED to the midpoint between the two LEDs at the ears. Using the original
spike times we recomputed the HD-shifted spike positions on the HD-shifted trajectory (Fig. 2A
second panel). The range of explored shifts was from -6 to +6 cm with steps of 0.2 cm.
34
TIME 
In  the  scenario  "TIME"  we  decreased  (past,  -)  or  increased  (future,  +)  the  spike  times  and
recomputed spike positions on the recorded trajectory (Fig. 2A third panel). The range of tested
shifts was from -600 to 600 ms with 20 ms steps.
Distance along trajectory (DAT)
In the DAT scenario we moved spikes by a fixed distance either backwards (-) or forwards (+) along
the trajectory. From these new positions on the recorded trajectory we recomputed new spike times
(Fig. 2A forth panel). The TIME and the DAT scenarios are related to each other by the animal's
speed. The range of tried shifts was from -6 to 6 cm with 0.2 cm steps.
Optimization in different dimensions
At every shift we reran the original field detection algorithm. If there was a field detected and if the
grid field center was in the 5 cm vicinity of the field center detected at 0 shift, we kept the grid field
center and labeled spikes to it as described in 'Grid field detection'. We computed a MI for the field
at every shift parameter when there was a detectable field. We chose the optimal shift where MI was
closest to 0 (most uniform inbound-outbound tuning).
Speed division
We divided every cells’ spiking data into 4 equal sized quartiles based on the momentary running
speed when spikes were fired. We rerun the field detection algorithm on the 4 quartiles separately
and if there was a field center detected in the 5 cm vicinity of a field center of the undivided spiking
data we computed the modulation index and the optimal shifts.
Field size





where n is the number of spikes labeled as members of the grid field and Di is the spatial distance of
the ’i'th spike position in the field from the grid-field center. All field sizes computed for a grid field
during optimization were normalized by the field size computed at 0 shift (FS).
Experimental design and statistical analysis 
We analyzed data recorded by Latuske et al.  (2015) and refer the reader to this publication for
details  on the  experimental  design.  All  our  analyses  were performed in  Python 2.7.6.  Specific
statistical tests used are stated throughout the text. The T-test is taken from scipy.stats. Spearman
and  Pearson  correlations  were  tested  for  significance  by  independently  shuffling  the  two
coordinates of the respective data points and computing the corresponding correlation for each new
sample. The p-value for correlation is given by the fraction of samples for which the correlation




Grid-cell data can show non-uniform inbound-outbound tuning
If grid cells encoded the animal's current allocentric position, a cell's firing should not depend on
whether the animal is running into one of its firing fields, out of the field, or in some other direction
relative to the firing-field center.  This  should even be true for conjunctive cells,  which encode
location together with the head's absolute direction in space (Sargolini et al., 2006). On the other
hand,  deviations  from a flat  tuning curve in  coordinates relative to the grid-field center  would
indicate that grid cells do not encode the animal's current position but one shifted in time or space.
A similar effect was reported by Huxter et al. (2008), who showed for hippocampal place cells from
dorsal CA1 that shifting spike positions along the animal's current movement direction by about
three centimeters leads to the strongest decrease in the firing-field size. In the present study, we
wanted to find out whether the shifts needed to obtain flat tuning curves indicate spatial or temporal
transformations or even more complicated representations of the animal location.
In the first step, we studied the angular distribution between the animal's momentary velocity vector
and the vector pointing from the spike position to the center of the grid field under study, which we
will  call  the  "inbound-outbound  angle"  (Fig.  1A).  Unlike  head-direction  angles,  the  inbound-
outbound angle represents the orientation of the animal relative to the field center (Fig. 1D) instead
of the absolute orientation (Fig. 1C). From these angles we computed an "inbound-outbound firing
probability" curve for every grid field, and fitted the data with a cosine model (see Materials and
Methods), as shown in Fig. 1E. Based on the modulation amplitude of the cosine fit, we computed
modulation  indices  (MIs)  -  which  measure  the  modulation  amplitude  -  and  peak  phases,  as
described in Materials  and Methods.  If  a grid field's  MI was positive and the peak phase was
between -90° and 90°, the field was called "inbound tuned", and "outbound tuned" otherwise (Fig.
1B).  
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We detected 42 out of 55 significantly tuned grid fields (see Materials and Methods). 40 grid fields
had  positive  MIs  and  two  fields  had  negative  MIs.  Most  importantly,  the  mean  of  the  MI
distribution (0.46+/-0.27) was highly significantly different from zero (T-test,  p = 1.08*10 -13) as
shown in Fig. 1F;  the circular mean of the peak phase distribution was -8.55°+/-4.65°, see Fig. 1G.
As more than 75% of the grid fields were significantly tuned and more than 95% of  the significant
fields had a positive MI, there was a clear asymmetry between inbound and outbound firing rates in
that grid cells tended to be more active when the animal moved towards the firing field than when it
moved away from it. 
This phenomenon agrees with the concept of prospective firing (see, e.g., De Almeida et al., 2012).
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Figure 1 - Inbound-tuned firing pattern of mouse grid cells
A, Computation of the inbound-outbound angle . There were three LEDs (green dots) placed on
the head of the animal, from which the tracking position (grey squares) was computed at every
sampling point. The positions of the spikes generated by a cell (black dots) were calculated from its
spike times by interpolation along the animal trajectory. For all spikes of a particular grid field,
inbound-outbound angles were computed as the angles between the momentary movement direction
and the vector pointing from the spike position to the center of that grid field.
B, To characterize the inbound-outbound tuning curves, modulation indices (MIs) and peak phases
were calculated. For illustrative purposes, three qualitatively different fits are shown, inbound tuned
(red), outbound tuned (orange) and a neutral case. The MIs show the tuning strength and their signs
tell whether the tuning is inbound (+) or outbound (-). Asterisks denote the fits' peak phase. 
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C, Absolute running directions of an animal when spikes were fired for two example grid fields.
(Grey: trajectory, black: spikes that are not members of the grid field, large black dot: center of the
grid field, colored dots: spikes that are members of the firing field, colored by the absolute running
direction). 
D, Inbound-outbound, egocentric running direction of an animal when spikes were fired. Same two
example grid fields as in C (Spikes belonging to the particular grid field are colored by the running
direction relative to the grid field center (inbound-outbound angle). 
E, Inbound-outbound firing probabilities for the two example grid fields, together with their cosine
fits. (Thin black line: binned firing probability, thick black line: cosine fit, black text: MI and peak
phase of the cosine fit).
F, Relative frequency of modulation indices of the significantly tuned grid fields. (Grey dashed line:
expected mean of the modulation indices,  i.e.  zero,  black dashed line: Mean of the modulation
indices. 3 asterisks note that the mean of the distribution of MI-s is significantly different from 0, T-
test, p<0.01).
G, Relative frequency of peak phases of the significantly tuned grid fields. (Black dashed line:
Circular mean of the peak phases). 
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Inbound firing rate tuning vanishes when shifting spikes ahead both in space and in time
To explain these observations, we tested four alternative hypotheses: 
MD ("movement direction"): grid cells anticipate future locations along the momentary velocity
vector;
HD ("head direction"): the diodes used to track the animal's location do not represent the position
along the head-axis which the grid cells actually encode;
TIME: grid cells anticipate future locations using a fixed temporal interval;
DAT ("distance along trajectory"): grid cells anticipate future locations along the trajectory with a
fixed spatial distance from the current location.
Hypotheses MD and HD assume that a spike is fired in the correct moment, but not for the position
where it was recorded. To test whether this could explain the data, we shifted the trajectory points in
space and remapped the spikes onto the shifted trajectory (Fig. 2A, first and second subpanel). By
altering the size of the shift, we investigated whether approximately flat tuning curves could be
obtained. The optimal shifts obtained in that manner might reveal the type of anticipation used
and/or the mismatch between the tracing position and the animal's own sense of self-location. 
Similarly,  the  TIME  scenario  assumes  that  a  spike  was  fired  earlier  or  later  in  time,  i.e.,
prospectively  or  retrospectively,  so  we  decreased  or  increased  the  spike  time  (Fig.  2A,  third
subpanel). Finally, the DAT shift assumes that grid cells anticipate along their curved movement
trajectory,  so  we shifted  their  spikes  by  a  fixed  distance  along  the  trajectory  (arc  length)  and
recomputed the new spike times (Fig. 2A, forth subpanel). The TIME and DAT shifts are related by
the momentary speed.  
Every cell's data were shifted according to the four different scenarios (three when there was no
head direction data provided in the recorded data). We shifted both backwards (negative shifts) and
forwards (positive shifts). For each shift parameter all the data of one cell were shifted by that given
parameter (i.e., if the time shift was -400 ms, all spike times of the cell were decreased by -400 ms).
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We only  studied  optimization  curves  of  grid  fields  which  were  significantly  inbound-outbound
tuned and had a centered peak phase (peak phase less than +/-45° away from 0° or 180°) for zero
shift (see also Materials and Methods). We optimized for flat inbound-outbound tuning curves. All
four scenarios showed inverted sigmoidal MI optimization curves (Fig. 2B). The optimal shift for a
grid field was defined as that shift for which MI was closest to zero, i.e., the cosine fit to the tuning
curve  at  that  shift  was as  flat  as  possible.  Every  shifting paradigm resulted mainly  in  positive
optimal shifts, significantly different from zero shift as shown in Fig. 2C (T-test with Bonferroni
correction, MD: 3.17+/-1.65 cm, p=3.12*10-11; HD: 2.72+/-1.49 cm, p=8.40*10-8; TIME: 0.17+/-
0.09 s, p=4.03*10-11; DAT: 1.97+/-1.95 cm, p=7.78*10-6). As illustrated in Fig. 2D, the means of the
modulation indices at optimal shifts of all four scenarios were not significantly different from zero
(T-test  with  Bonferroni  correction,  MD:  -0.020+/-0.141,  p=0.46;  HD:  0.056+/-0.153,  p=0.11;
TIME: -0.001+/-0.165, p=0.96; DAT: 0.006+/-0.150, p=0.82). We conclude that the optimization
indeed flattened the tuning curves such that on average, they are no longer inbound or outbound
tuned.
One might expect that the higher modulation index MI is, the higher the expected optimal shift. In
other words, when the field is more inbound tuned, flattening it is likely to require a larger forward
shift.  To test  this hypothesis, we calculated  the Spearman correlations between the MIs before
shifting and the optimal shifts and found that this was indeed true for the MD (rs=0.71, p=1.27*10-
5), TIME (rs=0.61, p=3.46*10-4) and DAT (rs=0.74, p=3.10*10-6) shifts as shown in Fig. 2E. For HD
we  obtained  a  postive  but  non-significant  correlation  (rs=0.38,  p=0.08).  Without  the  outlier  at
MI=0.95, the regression line (m=4.7cm, b=1.06 cm, rs=0.60) would resemble those for the MD and
DAT optimizations. 
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Figure 2 - Alternative scenarios to flatten inbound-tuned firing rates
A, Visualization of the four different scenarios that were used for optimization. For MD and HD we
shifted  the  trajectory  points  forwards  and  backwards  along  the  movement  direction  or  head
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direction and kept the spike times. For TIME we assumed that spikes were fired with a positive of
negative  temporal  offset,  so  we  shifted  the  spike  times  and  remapped  them  on  the  original
trajectory. For DAT we moved spikes by a given distance along the trajectory and recomputed the
spikes times from the new spike positions.
B, Mean optimization curves in the different scenarios of the significant and centered fields. MI is
shown as a function of the tested shift (Blue line: mean MI at shift, shaded area: SD around the
mean, Grey dashed line: optimal modulation index).
C, Distributions of optimal shifts in the different optimization scenarios. (Black dashed line: Mean
of optimal shifts; three asterisks indicate that the mean of the distribution is highly significantly
different from zero, T-test p<0.01/4)
D, Modulation indices before and after optimization in the different optimization scenarios. The
modulation  indices  are  decreased  after  optimization  and  their  means  where  never  significantly
different from zero (n.s.: not significant, T-test, p>0.05/4)  (Grey dashed lines: lines of constant
performance in terms of absolute MI values.)
E,  Optimal  shifts  as  a  function of MIs before shifting.  The fit  of  regression lines  were highly
significant for the reliability of fit for MD, TIME and DAT. Black solid line: regression line, black
dashed line: 95% confidence interval, rs: Spearman correlation value, m: slope of the regression
line, b: intercept of the regression line, SD: standard error of the estimate. Three asterisks indicate




A purely spatial anticipation or a mismatch between the animal's perceived localization and that
measured by the experimenter should not depend on the animal's speed. However, MI increases,
although non-significantly with the mean running speed in the field (rs=0.29, p=0.069), suggesting
that there could be a temporal aspect in anticipation (Fig. 3A). A closer look at how the optimal shift
depends on the animal's speed shows that the optimal shift for TIME does only change slightly with
changing speed (third panel, Fig. 3B). For a rough comparison of the speed dependency in the time-
shift paradigm versus those in the other shift-scenarios, the physical dimensions of the slopes, i.e.,
s2/cm versus s, need to be related by a characteristic animal speed, which we take to be 10-15 cm/s
(the average of mean movement speed in grid fields is 13.91+/-4.00 cm/s). With this setting, the
slope of the regression line of the TIME scenario (m=0.005 s2/cm) translates into an effective slope
of m=0.04-0.06 s, which is of the same order of magnitude as the MD (0.21 s) , HD (0.13 s) and
DAT (0.24 s) slopes, but only about a third as large. These rough estimates suggest that the optimal
shifts  vary less  in  the TIME scenario than in  the other  three shift  paradigms, with an average
temporal anticipation of around 170 ms.
To investigate whether the speed dependency of the anticipation is true in sessions, we divided
every cells’ spiking data into 4 quartiles based on the momentary running speed. We found that
indeed, the ranks of the speed quartiles were highly significantly correlated with the corresponding
modulation indices (rs=0.39, p=6.20*10-6) (Fig. 3C). Furthermore, when we correlated the optimal
shifts of the quartiles in the case of one spatial scenario, namely MD, we found a highly significant
correlation (rs=0.49, p=5.19*10-8) (Fig 3D). On the other hand, the TIME optimal shifts showed a
close to zero, non-significant correlation with the quartiles’ ranks (rs=0.09, p=0.34) (Fig. 3D).  This
suggests that in-session the strength of inbound tuning is speed dependent. This could be explained
by a consistent temporal  anticipation and thus speed dependent  spatial  optimal  shifts  along the
trajectory of the animal. More detailed analysis on the level of individual runs through grid fields
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could not be unambigiously performed, because the spike counts per run would not provide enough
spikes for reliably detecting the grid field centers at the tested shift parameters.
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Figure 3 – Effect of speed on modulation index and optimal shift
A, Modulation indices before optimization as a function of mean running speed within the grid
fields.
B, Optimal shifts as a function of within-grid-field mean running speed before optimization for the
four optimization scenarios.
C, Modulation indices of the quartiles before optimization as a function of the quartiles’ rank.
D,  Optimal  shifts  of  the  quartiles  as  a  function  of  the  quartiles’ rank  for  the  four  different
optimization scenarios.
Black solid  lines:  regression  lines,  black  dashed lines:  95% confidence  intervals,  rs:  Spearman
correlation values, m: slopes of the regression lines, b: intercepts of the regression lines, single
asterisks:  significance value for correlation (B: p<0.05/4), three asterisks:  significance value for
correlation (C: p< 0.01,  D:  p<0.01/4),  n.s.:  significance value for  correlation (A: p>0.05, B,D:
p>0.05/4) (correction for multiple testing).
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Optimization of firing-field size 
Other authors, such as Huxter et al. (2008) and Kropff et al. (2015), have tested grid and place cell
coding by shifting spikes ahead either in space or time so as to obtain the smallest grid or place-cell
field sizes (FS). We repeated this analysis for the four shifting scenarios (Fig. 4A). Optimal shifts
were mostly positive for the smallest field size and the MD, TIME and the DAT optimal shifts were
significantly  different  from  zero  (T-test  with  Bonferroni  correction,  MD:  1.85+/-2.54cm,
p=4.79*10-4, HD: 1.65+/-0.86cm, p=0.018, DAT: 1.99+/-2.43 cm, p=1.27*10-4, TIME: 0.115+/-
0.226s, p=0.013), as shown in Fig. 4B,C. These shifts are somewhat smaller than those from the
inbound-outbound tuning optimization, but the difference if significant only for MD (T-test, MD:
p=0.022, HD: p=0.143,  TIME: 0.228, DAT: p=0.973).  On average,  the field sizes  decreased to
values between 90 and 95% of their  starting values (MD: 0.95+/-0.06, HD: 0.91+/-0.06 TIME:
0.91+/-0.08, DAT: 0.92+/-0.06). These results demonstrate that, similar to our results for inbound-
outbound tuning curves, firing-field sizes can be optimized in different ways without a particular
preferred shift dimension. In other words, being able to reduce the firing-field size along a certain
dimension does not imply that this dimension is in any way unique. 
We then asked how strongly the optimization for MI or FS differed. When we optimized for the
modulation index to be close to zero, all four optimization scenarios showed decreased average
field sizes that were highly significant for HD and TIME (T-test with Bonferroni correction, MD:
0.98+/-0.06 p=0.037, HD: 0.95+/-0.05 p=1.12*10-4, TIME: 0.97+/-0.03 p=1.64*10-6, DAT: 0.97+/-
0.06 p=0.031), see Fig. 4D. When we minimized the FS (Fig. 4E), on the other hand, the average
modulation indices, which initially had an average of 0.48 for MD, TIME and DAT, and 0.42 for
HD,  decreased  strongly  (T-test,  MD:  0.36+/-0.30,  p=4.89*10-7,  HD:  0.25+/-0.26,  p=3.29*10-4,
TIME: 0.51+/-0.47, p=2.45*10-6, DAT: 0.48+/-0.34, p=2.69*10-8) towards near-zero values (MD:
0.12, HD: 0.18, TIME: -0.02, DAT: 0.01). This finding shows that, indeed, optimizing for FS goes
hand  in  hand with  achieving  small  modulations  in  the  inbound-outbound tuning curves.  Thus,
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although the two optimization schemes involve fundamentally different measures, they nevertheless
result in rather similar final configurations.
Figure 4 – Optimizing firing fields
A, Mean optimization curves for the relative field size (FS) in the different scenarios. FS is shown
as a function of the tested shift (Blue line: mean MI at shift, shaded area: SD around the mean, Grey
dashed line: relative FS at zero shift, i.e., unity).
B, Distributions of spatial shifts when optimizing for FS (n.s.: not significant, T-test, p>0.05/3, three
asterisks:  T-test, p<0.01/3).
C, Distribution of optimal TIME shifts for the smallest FS (two asterisks:  T-test, p<0.02).
D,  FS  distribution  when  optimizing  for  the  modulation  indices  to  be  close  to  zero  (n.s.:  not
significant, T-test, p>0.05/4, three asterisks:  T-test, p<0.01/4).
E, Distribution of the differences between initial MI and optimized values when small field sizes are
the target of optimization. (three asterisks:  T-test, p<0.01/4)
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Combined optimization along the HD and TIME dimensions 
Although a constant temporal shift is consistent with a speed-dependent spatial shift we cannot rule
out that both the displacement of the LEDs relative to animal's perceived location and temporal
anticipation lead to the high modulation indices of inbound-outbound tunings. Therefore, we ran a
combined tuning-curve optimization where we varied both along the HD and TIME-dimension and
picked the optimal combination of spatial and temporal shifts (parameter ranges: TIME: -0.1 s to
+2.0 s in 0.02 s steps, HD: -1 cm to +5 cm in 0.2 cm steps). The two-dimensional optimizations
resulted in a continuum of optimal shifts (Fig. 5A). This continuum resembles a straight line, in
agreement with a linear relation between the HD and TIME components of the joint shift (r=-0.998,
p=8*10-52). The slope of the linear fit to the average optimization plane (-21.74 +/- 0.23 cm/s) is of
the  same  order  though  somewhat  larger  than  the  typical  running  speed  of  the  studied  mice
(population-averaged median speed in grid fields: 13.47+/-4.44 cm/s) which might suggest that the
trade-off  between a spatial  shift  and temporal  anticipation is  related to  the animals'  movement
characteristics. The continuum of optimal solutions underscores the difficulty in assigning a unique
cause to the inbound-outbound tuning of grid cells.
When one simultaneously minimizes the firing-field size along the HD and TIME dimensions, a
shallow minimum appears at the population level (Fig. 5B). From a parabolic fit of the data for
FS<1, optimal spatial shifts were calculated as 2.31 cm, optimal temporal shifts were 0.036 s. The
two-dimensional HD-TIME optimization does not lead to significantly better improvements in FS
compared to the one-dimensional HD or TIME optimizations (p=0.87 and p=0.85, respectively).
The ellipsoidal near-optimal field-size contours in Fig. 5B are tilted and again suggest a trade-off
between temporal anticipation and spatial  offset,  in qualitative agreement with the tuning-curve
results. 
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Figure 5 – Population average of combined HD and TIME optimizations
A, When spikes are simultaneously shifted along the HD and TIME dimension, a continuum of
optimal solutions with vanishing MI emerges, here shown for the average across all analyzed grid
fields.  This  continuum  illustrates  the  trade-off  between  spatial  mismatch  (LED  position  vs.
perceived location) and temporal anticipation.
White line: zero-crossing of the mean optimization plane,  black dashed line: regression line, r s:
Pearson correlation value, p: p-value for Pearson correlation, m: slope of the regression line, b:
intercept of the regression line
B, When joint shifts along the HD and TIME dimension are used to minimize firing-field size, a
shallow minimum can be observed (HD shift: 2.79+/-1.72 cm, TIME shift: 0.024+/-0.070 s). 
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Discussion  
Analyzing the dataset of Latuske et al. (2015) we found that grid cells in mice fire prospectively
(positive MI) almost exclusively. This result differs from findings by De Almeida et al. (2012) who
reported that rat grid cells can also be in a retrospective mode. Furthermore, the spatial anticipation
measured by De Almeida et al. was up to 15 cm, whereas pure spatial shifts calculated in this paper
are  around  3  cm.  The  differences  might  partly  reflect  differences  in  animal  size  as  well  as
differences in the experimental design – fast straight runs on linear tracks without foraging in the
study of De Almeida et al. versus curved trajectories during foraging in an open arena in the study
of Latuske et al. – that result in different behavioral states.
To better understand the inbound-outbound firing characteristics in the dataset of Latuske et al. we
studied four different scenarios – anticipation along the movement direction (MD), head direction
(HD), TIME and DAT (distance along trajectory). The optimal spatial shifts measured in the MD,
HD, and DAT paradigm were around 3 cm. Shifts in that range were also reported by Huxter et al.
(2008) who recorded place cells in rat hippocampus (CA1) and minimized the place-field size along
the movement direction. These authors then assumed that the apparent prospective firing results
from  a  mismatch  between  the  LED  position  and  the  animal's  perceived  location.  However,
minimizing firing-field sizes can again be done along the same dimensions as minimizing tuning-
curve modulations (Fig. 4). For all four dimensions investigated, shifting spikes can reduce the
firing-field  size  –  as  for  tuning-curves,  there  is  no special  role  for  shifts  along the  movement
direction. This finding implies that the place-cell data of Huxter et al. (2008) might possibly also
have  an  interpretation  as  true  temporal  anticipation  or  some  mixture  of  spatial  and  temporal
components, as in our work. The temporal anticipation scenario was also supported by our finding
that in-session the modulation indices and the MD spatial optimal shifts are speed dependent. This
could  be  explained  by  the  consistent  TIME  optimal  shifts  which  were  shown  to  be  speed
independent (Fig. 3).
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For rat CA1 place-cell ensemble coding a theta-sequence look-ahead with a goal-dependent extent
was reported by Wilkenheiser and Redish (2015). Since in the experimental data analyzed in our
study there were no goals present the results cannot be directly compared. However, the prospective
fashion of the coding is supported by those findings.  For grid cells in the superficial  layers of
medial  entorhinal  cortex  of  rats,  indications  of  a  similar  look-ahead  have  been  found  as  well
(O’Neill et al. 2017). In addition, recent evidence suggests that hippocampal theta sequences extend
to  MEC and represent  forward-directed  sweeps as  well  as  left-right  alternations  of  prospective
trajectories in egocentric coordinates (Gardner et al.,  2019). The detailed relation between these
phenomena and the modulated inbound-outbound tuning curves studied here has not been addressed
yet.
The optimal TIME shift found in the present study is around 170 ms, which clearly differs from the
70 ms reported by Kropff et al. (2015) for rat grid cells with theta-modulated speed cell input (T-
test, p=1.29*10-6). In both studies, however, the spatial anticipation along the trajectory showed the
same qualitative running-speed dependency. Further analysis is needed to reconcile the quantitative
differences. On the other hand, when we optimized for minimal field size, as in Kropff et al. (2015),
the distribution of temporal shifts was not significantly different from 70 ms (T-test, p=0.31). In
other words, optimizing for small field size results in smaller optimal shifts than when focusing on
inbound-outbound tuning.
The present exploratory study underscores the importance of distinguishing between spatial aspects
and temporal anticipation and points to a trade-off once both types of shifted activity are jointly
considered for optimizing the inbound-outbound tuning curves. Given the optimization criteria (i.e.
the modulation index) should be the closest to zero and not reaching a local extremum, the two
dimensional inverted sigmoidal optimization plane has many zero crossings. This trade-off could be
especially relevant when the animal is taking straight runs through a grid field. In these cases the
temporal and the spatial forward shifts would be both along the same directions. In such scenarios,
the spatial and temporal anticipation are hard to distinguish. Furthermore, the trade-off would be
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more obvious if the running speed of the animal during these runs is relatively constant. In addition,
comparison with the published literature shows that there remain a number of open issues. We do
hope that our investigation will trigger follow-up studies to clarify these questions.  
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The two main findings of this thesis can be summarized as follows: First, the in vivo burst firing
of principal neurons in the medial entorhinal cortex is strongly influenced by the cell-intrinsic
voltage response directly following an action potential. Second, grid cells anticipate the animal’s
future movement. The direct implications of these findings are explained in detail in the discussion
sections of the two manuscripts that form the core of this thesis. Here, I will rather highlight some
aspects of my findings in the broader context of spatial navigation.
Let me first clarify the relation between anticipation, preplay and replay. In replay, neural
representations of previously visited locations are reactivated both in the hippocampus and the
entorhinal cortex, typically in a highly time-compressed manner (Wilson & Mcnaughton, 1994;
Foster & Wilson, 2006; Olafsdottir et al. , 2016). This has been implicated in the consolidation of
spatial memories, see Foster (2017) for a comprehensive review. In preplay, sequential activations
of place cells occur that mimic future activity sequences to a goal, even before the animal visits
a new or modified enclosure, see, for example Olafsdottir et al. (2015). One mechanism for such
activations are prewired chains of neurons, to which external stimulus sequences are associated
during spatial behavior, as discussed in the paper of Leibold (2020). Finally, anticipation implies a
temporal or spatial shift of neural activity.
All three phenomena may aid future behavior but they occur in rather different situations
replay and preplay are observed while the animal is resting whereas anticipation is an integral
part of neural activity while the animal is moving in its environment. Furthermore, replay and
preplay can be temporally distant from the experience of the past or future trajectory segment,
whereas anticipation is in the spatial (few cm) or temporal (few 100 ms) vicinity of the navigational
experience. It remains an open question whether preplay and replay utilize the shifted reference
frames of anticipatory activity.
When learning the locations of goals in a navigational task, the amount of grid cell anticipation
could dynamically vary. It was shown that in such an experimental paradigm grid fields move
towards the goal location (Boccara et al. , 2019). During this learning process, it is possible that
the amount of temporal or spatial anticipation is dynamically decreasing over time, thus showing
a drift of the location of the grid field towards the goal.
We have shown that the inbound-outbound tuning in grid fields was dependent on the running
speed of the animal. This was also true for some of the optimal spatial shifts. Such a correlation
could be explained by a consistent temporal anticipation resulting in higher spatial optimal shifts
ahead along the trajectory as the animal runs faster. Thus, assuming that grid cells anticipate in
time, I will consider the relationship to theta oscillation and theta sequences.
The interpretation of inbound tuned grid fields is that the firing rate in a grid field is higher when
entering the grid field, compared to when leaving it. As this is a sign of anticipation, the firing rate is
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higher for future positions than for positions already left behind. In other words, in the case of tem-
poral anticipation this means that the firing rate is higher on the predictive phase of the theta cycle
than on the retrospective phase. This is in agreement with Kropff et al. (2015) who had shown that
the maximal firing rate in the entorhinal cortex is on the predictive phase (look ahead stage) of the
theta oscillation. Also, these authors reported that only grid cells whose activity is theta-modulated
exhibit anticipatory spiking behavior. Such asymmetric representations in theta sequences for fu-
ture and past in one cycle were also shown for place cells by Amemiya & Redish (2018). The idea
of theta sequences in grid cells have one benefit compared to theta sequences in place cells, namely
that the regularity of the grid cell organization within each module results in a finite set of theta
sequences that correspond to each movement direction (Zutshi et al. , 2017).
Although in rodents, the necessity of theta activity was emphasized by the fact that spatial cod-
ing by grid cells require theta oscillation (Brandon et al. , 2011), in other species it might be differ-
ent. For example, the entorhinal cortex of bats does not express a continuous theta oscillation but
rather shows theta-bouts (∼ 1 s) during crawling (Yartsev et al. , 2011). Additionally, a clear, but
weak theta phase locking of grid cells during theta-bouts has been reported (Yartsev et al. , 2011).
Thus, temporal anticipation in the frame of theta sequences in the bat MEC does not seem plausible.
One particular strength of the spatial navigation field is the extensive depth of theoretical work
alongside experimental data. Currently there are various models describing the emergent dynamics
and functions of grid cells. One class of models assumes that grid cells implement velocity-controlled
oscillatory (VCO) interference effects that lead to the emergence of a hexagonal activity pattern
(Hasselmo et al. , 2007; Burgess et al. , 2007; Burgess, 2008). Brandon et al. (2011) showed that in
rodents with reduced theta oscillation grid cells lost their spatial periodicity. Although this supports
these type of models, it could not be generalized to other species (Yartsev et al. , 2011). An alterna-
tive class of models are based on continuous attractor networks (CANs). This type of model assumes
that grid cells are arranged on a neural sheet with recurrent connections that support repetitive
patterns in the activity bumps that move on the neural sheet due to external velocity input (Fuhs
& Touretzky, 2006; Mcnaughton et al. , 2006; Burak & Fiete, 2009; Navratilova et al. , 2012). The
CAN models are supported by the finding that stellate cells in Layer-II of the entorhinal cortex are
interconnected via inhibitory interneurons (Couey et al. , 2013). Additionaly, the observation that
the patterns of spike-time cross correlations of grid cells were preserved during different behavioral
states is consistent with CAN model predictions (Trettel et al. , 2019; Gardner et al. , 2019). A
hybrid model of combining the two classes was also proposed, in which the VCOs account for theta
modulation and phase precession, updating the location according to the movement, i.e. path inte-
grating, and thus CANs provide stability increasing the spatial information (Bush & Burgess, 2014).
Our in-depth analysis of grid-cell dynamics could help to improve these models.
In the first manuscript of this thesis we focused on neural dynamics at short time scales. We
found that depolarizing afterpotentials shape the in vivo burst activity of MEC principal cells.
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It would thus be interesting to test how the characteristics of models based on spatially- and
theta-modulated inhomogeneous Poisson processes, as in Bush et al. (2015) or Stemmler et al.
(2015), changes as more detailed membrane-potential dynamics are taken into account (for an
earlier attempt in this direction, see Navratilova et al. (2012)). To reflect the diversity of the
experimentally observed depolarizing afterpotentials and burst behavior, this modeling approach
should involve cell-type and layer-specific neural descriptions. Furthermore, the behavioral state
should also be considered as a parameter, since propensity to burst in grid cells was shown to in-
crease at fast running speeds (Bant et al. , 2020). Even a rather simple network model incorporating
the experimentally observed membrane-potential dynamics shows promise to shed new light on the
dynamic interactions between high-frequency bursters in MEC Layer-II and sparsely bursting neu-
rons in Layer-III, as well as their functional implications. Considering that stellate cells in Layer-II
showed prominent DAPs, in a more detailed CAN model one could model the DAP in the mem-
brane potential dynamics with the appropriate inhibitory interconnectivity (Couey et al. , 2013).
Perineural networks - the proposed regulators of plasticity (Lensjo et al. , 2017b), which encap-
sulate the soma and stretch along the dendrites were also shown to influence spiking variability
in the reelin-expressing stellate cells in the MEC (Lensjo et al. , 2017a). As we proposed in the
first manuscript, DAPs and bursts could trigger plasticity, and modeling how much the presence of
perineural nets influence the membrane potential dynamics could test this hypothesis.
The second manuscript shows that grid cells can exhibit non-uniform inbound-outbound tuning
and suggests that they anticipate future movements, but the question remained whether in the bi-
ological system, such anticipation is calculated in spatial or temporal coordinates or involves both
dimensions. The manuscript suggests that there is no simple answer to this question and demon-
strates a trade-off if both types of shifted activity are jointly considered. In continuous attractor
models of navigation (see, for example, Burak & Fiete (2009)), the external velocity input is used
to update the representation of the current location. It would thus be interesting to see whether
one can replicate anticipatory activity in such network models by choosing specific velocity inputs
and network-intrinsic connections. Such a theoretical approach could indeed clarify the concep-
tual challenges in distinguishing between spatial and temporal anticipation. Also, both types of
models assume movement direction input provided by head direction cells. Theoretical work of
Raudies et al. (2015) showed that they both fail to produce the hexagonal grid pattern when using
head direction information instead of movement direction. Our work also highlights that optimiza-
tion in these two different spatial scenarios provides slightly different results. Moreover, only the
movement direction optimal shifts resembled the correlation between speed and anticipation. This
could mean that movement direction information is already encoded in the firing of grid cells.
In the broader context of network organization of the hippocampal formation, grid cells in the
medial entorhinal cortex seem to play a crucial role in providing information about the location of
the animal. This information combined with the activity of time cells (i.e. the continuously varying
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signal in the lateral entorhinal cortex, providing a code for the temporal progression of events) could
answer the ”where” and ”when” questions for forming episodic memories (Sugar & Moser, 2019).
Additionally, Gardner et al. (2019) assumed that during sleep, a covert grid signal that drifts could
exist. Our results on anticipation also showed that grid cells might not only sign the position of
the animal, but also convey more complex information with regard to planning. As an alternative
idea for grid cells, the work of Kraus et al. (2015) showed that information about location was
not sufficient to explain the firing activity of grid cells when running on a treadmill in the absence
of external dynamic clues and visual flow. They proposed that grid cells could rather do dead
reckoning through computation of path distance from a combination of time traveled and running
speed. The addressed anticipation shown for grid cells in this thesis also supports the idea that with
planning ahead in the future, grid cell firing considers both time, distance traveled and running
speed. The findings in this thesis on the spatio-temporal properties of grid cells further contribute
to the theoretical framework of navigation and forming memories.
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Buzsáki, Gyorgy, Anastassiou, Costas, & Koch, Christof. 2012. The origin of extracellular fields
and currentseeg, ecog, lfp and spikes. Nature reviews. neuroscience, 13(05), 407–20.
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