In this paper we study the relation between the concept of exponential separation and those of reducibility, exponential dichotomy, and almost periodicity of linear difference equations.
In this paper we study the relation between the concept of exponential separation and those of reducibility, exponential dichotomy, and almost periodicity of linear difference equations. ( 1986 Academic Press, Inc This paper is concerned with the exponential separation of linear difference equations. First we prove that if a linear difference equation is exponentially separated then it is reducible. We give also a criterion for exponential separation in terms of exponential dichotomy. Using this result we give some other criteria for exponential separation. We also prove the roughness theorem for exponential separation. Finally, we prove that if a linear difference equation with almost periodic coefficient matrix is exponentially separated, then all the systems in which the coeffkient matrix belongs to the hull of the matrix of the first system are exponentially separated.
The results obtained are the discrete analogues of those of Palmer [7] and Bylov and Vinograd [I] .
Let ii7 be the set N = {O, I ,... } or the set Z = I..., -1, 0, l,... ). Consider the difference equation
where A(n) is a kx k matrix such that for n~m,
IA( GM, IA-'(n)1 GM (A '(n) is the inverse ofA(n (2) with elements a&n) real functions on R. We denote the space of all such systems by W. In what follows we denote by 1.1 any convenient norm. The difference equation (1) is said to possess an exponential dichotomy on N if there exist a projection P, that is, a k x k matrix P such that P* = P, and constants K > 0, 0 < p < 1 such that IX(n) P.%?'(m)/ < Kp"-", n3m
where X(n) is a fundamental matrix of (1) and n, m E A? Consider the difference equation
Equations (1) and (3) are said to be kinematically similar if there exists a k x k invertible matrix S(n), which is bounded together with its inverse, such that the change of variables x = S(n) y tansforms (1) to (3) .
Equation (1) is said to be reducible to the system (3) if it is kinematically similar to the system (3) whose coefficient matrix has the form B(n) = diag(B,(n) ,..., B,(n)).
The ordered pair V,, V, of subspaces of Rk is said to be exponentially separated with respect to (1) if dim V, 3 1, I', n P', = { 0} and for n 3 m, n,
where x,(n) is a solution of (1) x~(O)E V,, i= 1, 2. Let k, ,..., k, be positive integers such that k, + . + k, = k. The system (1) is said to be (k, ,..., k,) exponentially separated if Rk can be decomposed as a direct sum I', @ ... @ V,, dim I',= ki such that the pairs Vi, Vi+, are exponentially separated for i = 1, 2,..., I -1. We also say that V, ,..., VI are exponentially separated.
We note that some results on exponential dichotomy of difference equations are included in the papers [S, 91.
MAIN RESULTS LEMMA 1. The system (1) is reducible to the system (3) where E(n) = diag(B,(n),..., B,(n)) if and only if there exist supplementary projections P I,...> P, of respective ranks k, ,..., k, such that X(n) P,X-a' is bounded,for i = 1, 2 ,..., 1.
Proof. Let IX(n) PiXP'(n)l be bounded for i= 1,2,..., 1. From [2, p. 1541 there exists a k x k invertible matrix S(n) such that IS(n)1 B k112, IS-'(n)1 6 k"* sup{ IX(n) PiXP1(n)j, i= 1, 2,..., I, II EN}, S(n) P,,'-'(n) = X(n) PiXP'(n), and S(n) = X(n) R-'(n), where R2(n) =cf= r P,X'(n) X(n) Pi, where X'(n) is the transpose matrix of X(n). Moreover, R(n) Pi = P,R(n), i = 1, 2 ,..., 1. We put in (1) x = S(n) y and we get the equation y(n+l)=S-r(n+l)A(n)S(n)y(n)=B(n)y(n).
We have that R(n) is a fundamental matrix of the last equation, so B(n) Pi = P,B(n). According to [6, p. 231 we have that B(n) has a block diagonal form B(n) = diag(B,(n),..., B,(n)).
Suppose now that (1) can be reduced to a system in which the coefficient matrix has a block diagonal form B(n) = diag(B,(n),..., B,(n)). Let S(n) be the transformation matrix and suppose Bj is kix k,. Take P, = diag(O,..., Ik,,..., 0), where Zk, is the ki x kj identity matrix. We have X(n) = S(n) diag( Y,(n) ,..., Y,(n)) where Y,(n + 1) = B,(n) Y,(n), i= 1, 2 ,..., 1. So IX(n) P,X-'(n)l d IS(n)/ IS-'(n)/ and the proof is completed.
In the above case we also say that (1) is reducible with respect to the decomposition V, 0 . @ V, of R", where Vi is the range of Pi. PROPOSITION 1. Zj' (1) is (k, ,..., k,) exponentially separated with V, 0 @ V, the corresponding decomposition qf Rk, then it is reducible with respect to the same decomposition.
Proof. Let n E iV, s E N and x(n) be a solution of (1). We have
Now using Lemma 1, the last relation, and arguing as in Lemma 1 [7, p. 3271 we get the conclusion of the proposition. PROPOSITION 2. The system (1) is (k, ,..., k,) exponentially separated if and only if there exist supplementary projections P, ,..., P, with rank P, = k, such that for n 2 m, n, m E N,
where K> 1, O<p< 1, i= 1,2 ,..., I-1. 
and the proof is completed. Let Rk = V, @ .. 0 V, and Pi, i = l,..., Z, be the corresponding projections. Then the function p(n) is called an upper (resp. lower) function for Vi with respect to (1) if there exists a constant K> 0 such that for N 3 m, n,mEm,
where X(n) is a fundamental matrix of (1) . 3. Let (1) be reducible with respect to a decomposition V, @ ' 0 V, with P, ,..., P, the corresponding projections. Then for H> 1, and i = 1, 2,..., I, the functions p&(n) = IX(n + H) P,X -'(n)l'l" and pi,-'(n) = IX(n) P,X '(n + H)I ~. 'I", n E fl, are respectively upper and lower function.7 for V,.
Proof: Let
Then we have
IWm) PiXp'(mJl .,=m (4) From (2) 
Also So from (5), Lemma 1, and the last relation we have
We have proved that the upper function for Vi.
We have Now working as in the first case we can easily prove that the function pHi-l(n) = /X(n) P,X-'(n + H)I -'I" is a lower function for Vi. We say that the bounded functions pi(n): N-, R+, i= 1, 2,..., 1, which have bounded inverses, are multiplicatively separated if '--l Pi+ Its) n---jEPl P;(s) 3 K, ~'1 -n', K,>O,p,>l,n>m. 
From (8) and (9) where A is a constant such that 1 <L<jT=K-""p ~'. From (10) we have that the functions p,(n), i = 1, 2 ,..., I, are multiplicatively separated. Moreover Y,(n) = x(n) n;=d p;'(s) is a fundamental matrix of (7) PROPOSITION 4. Suppose that the functions a,(n),..., ak(n) are bounded and their inverses are also bounded. Then the diagonal system x(n + 1) = diag(a,(n) ,..., ak(n)) x(n), nEiV
is (k, ,..., k,) exponentially separated if and only if the functions a,(n) can be re-ordered so that jai,(n)/,..., /an(n)1 are multiplicatively separated, whenever j, ,..., jl are integers such that 1 6 j, <k ,,..., k, + ... + k,_ , <j, d k, + ... +k,, i32.
Proof: System (13) is kinematically similar to the system x(n + 1) = diag(lal(n)lq..., Mn)l)
( 1, h x n w ere the matrix of transformation is
s=" E6-r"" n-) .,=. ld~)l .
Therefore without loss of generality, we suppose that a,(M) = /ai(n Suppose first that the multiplicative separation conditions on the functions a,(n) hold. Then we have 
Therefore by Proposition 2 the system (1) is (k, ,..., k,) exponentially separated. Suppose now that (1) is (k, ,..., k,) exponentially separated. We prove by induction that the multiplicative separation conditions on a,(n) hold. This is obvious for k = 1. Suppose the statement holds for all integers which are smaller than k. According to Proposition 3 there exist multiplicatively separated functions p,(n) such that the 1 systems
.j = l,..., 1 (15) I have an exponential dichotomy with corresponding projection of rank equal to k,+ ... + k,. Therefore for j = 1, (15) has an exponential dichotomy with projection of rank k,. So there exists a set I $ { 1, 2,..., k j, card I = k, such that for n >, m, and Therefore if i E I, j $ I we have for n > m, n, m E IV (17) From the multiplicative separateness of p,(n) (cf. (6)) and (16) we have where ,j = 2 ,..., I and i E I. Then for j = 2 ,..., I the k -k, dimensional system 1 x(n+ l)=-pi@ 1 diag(a,(n)) x(n), i$ I, i= 1, 2 ,..., k has an exponential dichotomy with projection of rank k, + .. + k,. According to Proposition 3 the system
is (k2,..., k,) exponentially separated. Applying the induction hypothesis to (18) and using (17) we complete the proof. PROPOSITION 5. Consider an upper triangular system ( 1) in W for n E N.
Then (1) is (k,,..., k,) exponentially separated if and only (f the corresponding diagonal system is (k, ,..., k,) exponentially separated.
Proqf By Proposition 3 (1) is (k, ,..., k,) exponentially separated if and only if there exist multiplicatively separated functions p,(n),..., p,(n) such that the 1 systems (7) have an exponential dichotomy with projection of rank k, + ... + k,. But "an upper triangular system has an exponential dichotomy if and only if the corresponding diagonal system has an exponential dichotomy" [8, Proposition 31. So the I systems x(n + 1) = (l/pi(n)) diag(a,l(nL...y u&n)) x,Jn) have an exponential dichotomy with projection of rank k, + '.. + k;. Therefore by Proposition 3 the proof is completed. COROLLARY 1. Consider the system in W for n E N, y(n + 1) = A(n) y(n) + C(n) z(n) (19) z(n + 1) = B(n) z(n). (k, ,. .., k,) exponentially separated. We must prove that all the systems x(n+ l)= (,4(n)+ B(n))x(n), where Ill(n)1 is sufficiently small and x(n + 1) = (,4(n) + B(n)) x(n) E W, are (k, ,..., k,) exponentially separated. From Proposition 3 and the 1 systems (7) have an exponential dichotomy with projection of rank k, + ... + k,. So, if Ill(n)/ is sufficiently small, from the roughness of exponential dichotomy [S, p. 2321, the systems x(n + 1) = pi-'(n)(A(n) + B(n)) x(n), i= 1,2,..., 1, have an exponential dichotomy with projection of rank k, + . + k,. It remains to show that x(n + 1) = (,4(n) 
is an invertible matrix. Moreover (A(n) + B(n)) ' is bounded, because where V, is the product of the stable subspace of (21) and y = 0, Vz is the subspace z = 0, and V, is the product of the unstable subspace of (21) and y=o.
Proof
Arguing as in Remark 2 [7, p. 3401 we can easily prove the corollary.
In the continuous case [3, p. l] a function f: Z + A', where X is a topological space, is almost periodic if from every sequence (aLI 1, a; E Z, there exists a subsequence {a,,) such that lim f(n + a,,), m + CO, exists uniformly with respect to n.
We note that some results on almost periodicity of difference equations are included in Ref. [4] .
Let H(f) = {g: there exists a sequence a,, a, E Z, such that lim f(n + a,,,) = g(n), m + GO, uniformly with respect to n}. H(f) is called the hull ofJ:
The following proposition is the discrete analogue of Lemma 1 [ 1, p. 9491. PROPOSITION 7. Consider system (1) with almost periodic matrix in Z. If (1) is (k, ,. .., k,) exponentially separated with V, @ . . @ V, the corresponding decomposition qf Rk, then every system in which the matrix belongs to H(A) is (k, ,..., k,) exponentially separated with V, @ ... @ P, the corresponding decomposition of R", where V, are subspaces of Rk such that dim P, = dim V,, i = 1, 2 ,..., 1.
We have H(A) # ,@. Since (1) is (k,,. .., k,) exponentially separated then from Proposition 2 there exist projections P,, i = 1, 2,..., 1, such that for n B m, n, m E 2, IX(n) P,X--I( IX(m) P,, ,X l(n)\ d Kp'-',,, K>l,O<p<l.
Let A E H(A). Then there exists a,,, a,EZ, such that A(n+a,)-+A(n) uniformly with respect to rz. Consider the system y(n + 1) = A(n + a,,) y(n).
It has fundamental matrix Y,Jn)= X(n +a,) .%-'(a,), where X(n) is a fundmental matrix of (1). For s E Z, Y,(n) X(a,) P&r'(a,) Y,-'(s) = X(n + a,) P;X-'(s + a,).
So for n 2 s we have I Y,(n) X(4 P,~-'hl) cm I Y,(s) X(%2) pi+ l~-l(Gz) Y,-'(n)1 = IX(n + a,) P,X-'(s + a,)/ JX(s + a,) P;, ,X-'(n + u,~)I ,< Kp"-'.
We (k, ,. .., k,) exponentially separated and the proof is completed.
