ABSTRACT The problem of multi-view transformation is associated with transforming available source views of a given object into unknown target views. To solve this problem, a Mutual-Encoding InfoGenerative Adversarial Networks (MEIGANs)-based algorithm is proposed in this paper. A mutual-encoding representation learning network is proposed to obtain multi-view representations, i.e., it guarantees through encoders different views of the same object are mapped to the common representation, which carries enough information with respect to the object itself. An InfoGenerative Adversarial Networks-based transformation network is proposed to transform multi-views of the given object, which carries the representation information in the generative models and discriminative models, guaranteeing the synthetic transformed view matches the source view. The advantages of the MEIGAN are that it bypasses direct mappings among different views, and can solve the problem of missing views in training data and the problem of mapping between transformed views and source views. Finally, experiments on incomplete data to complete data restoration tasks on MNIST, CelebA, and multi-view angle transformation tasks on 3-D rendered chairs and multi-view clothing show the proposed algorithm yields satisfactory transformation results.
I. INTRODUCTION
Real-world objects can exist in multiple modalities. For example, media records can exist in the form of audio and video [1] ; a semantic object can be expressed by parallel text in different languages [2] . Each modality of data is concerned as a specific view and the whole of them are called multi-view data. The presence of multi-view data offers opportunities to better understand objects. Generally, real-world applications often require complete views of objects. However, data is often collected, processed, and organized independently, which makes complete views of data difficult to obtain. Thus, transforming the full views of an object by utilizing available source views is of great significance [3] .
To perform the transformation from the source view to the full views, the primary task is to obtain proper representations. Traditional methods for multi-view data problem lie in adding penalty factors to difference [4] , canonical correlation analysis [5] , maximizing the mutual relations and minimizing the difference [6] , etc. Meanwhile, since the deep neural network (DNN) allows leveraging and extracting features simultaneously, it provides opportunities to enhance research into representation learning [7] . However, with the difference among views, how to construct a proper representation for multi-view transformation still remains an ongoing topic.
Given that proper representations are provided, another task is to restore the properties in target views. The existing methods are generally based on generative models, such as maximum mean discrepancy optimization [8] , approximate inference [9] , Markov chain [10] , etc. Due to the fact that the DNN based generative methods predict the distribution and learn the parameters from available data, such approaches have achieved success. Typical structures include recurrent neural networks (RNN) [11] , convolutional neural networks (CNN) [12] , variational auto-encoders (VAE) [13] , generative adversarial networks (GANs) [14] , etc.
Nevertheless, since data of different views are often complex, redundant and heterogeneous, how to integrate the representation into the generative model still remains to be further studied.
Several previous GANs based methods have worked on multi-view transformation tasks including the DiscoGAN [15] , VariGAN [16] , MV-BiGAN [17] , etc. Both the DiscoGAN and VariGAN perform the transformation process from image to image directly. MV-BiGAN maps the distribution of real data to a simple distribution in the latent space through an adversarial mechanism and then the data retrieval process. The existing works in generative models, especially the GANs, facilitate research into multi-view restoring. However, the problem is still difficult because the mapping among different views exhibits diversity and the problem of how to integrate the obtained representation of source view into generative models still remains to be explored.
In view of the above, this paper proposes to obtain the properties of other target views from a source view with a generative model. The contributions are as follows. To obtain a proper representation, a deep encoder network is constructed for each view, through which data is mapped into a mutual representation in the feature space. To integrate the mutual representation of the source view into the generative model and restore the target view data, a generative method based on the InfoGAN [18] is proposed, where an individual InfoGAN is built for each target view respectively. At the input terminals of the generative network and discriminative network, not only a random variable and the data are input, but also the representation of the source view after mapping is input, so that the generative model can generate samples of the corresponding target views.
The remainder of this paper is organized as follows. Section II introduces the related work in terms of representation learning and multi-view restoring; Section III describes the formulations of the multi-view transformation problem and the mutual encoding representation learning method; Section IV proposes the InfoGAN based multi-view restoring method; In section V, experiments on MNIST, CelebA, 3D rendered chairs and MVC datasets are conducted to validate the effectiveness of the proposed method. Finally, concluding remarks are given in section VI.
II. RELATED WORK
This work is related to representation learning and generative models. In this section, we first review the methods of representation learning and then the generative methods for multi-view restoring.
A. REPRESENTATION LEARNING FROM DATA
In terms of multi-view transformation tasks, it is crucial to learn a representation which exposes features in the form of decodable factors to target views. Early methods are mainly based on single-layer greedy learning modules, with auto-encoders as their ingredient [19] , [20] . Inspired by the breakthrough in deep neural network (DNN), extensive studies on multi-layer greedy learning modules have been carried out [21] , [22] . The idea is to build hierarchical structures, where new representations at each hierarchy are composed of previously learned representations [23] , [24] . In order to obtain representation from the pre-trained layers, some approaches combine the RBM parameters into deep Boltzmann machine [25] ; some approaches stacks several RBMs or auto-encoders into deep auto-encoders [26] ; other ones consider the iterative construction of an energy function [27] . Recently, auto-encoders based methods have achieved promising learning results, some approaches conduct inference and learning based on a stochastic gradient variational Bayes estimator [28] ; some approaches encode data into a compact code, and decode the code to reconstruct the input data as accurately as possible [29] .
The existing methods have been shown to learn good representations from data. However, in terms of multi-view transformation, the problems are complex because of the following issues [30] .
• Complementary diversities: it is required that the representation should not only include the information of the source view, but also it can be used to restore other views. Each view of the object may contain some information that other views do not have. This leads to the problem of how to describe these properties so that the description will carry enough information regarding the object itself.
• Consensus similarities: among the views that are used to describe the same object, there may be similarities in the properties that can be used to restore each other. Nevertheless, since different views are expressed heterogeneously, the mutual properties are exhibited implicitly. This leads to the problem of how to extract the mutual representation. As shown in the methods presented above, the algorithm proposed in this paper follows a multi-layer greedy approach to learn representations from data, i.e., it constructs deep neural networks, with the output of each layer as the input of its subsequent layer. The training objective is to minimize a loss function that evaluates the qualities of the obtained representations. Rather than simply following the principles of basic multi-layer neural network, we develop a mutual-encoding approach to mitigate the problems incurred by complementary diversities and consensus similarities. Compared with the existing work, the characteristics of this method can be summarized as follows.
• We propose using multiple deep neural networks to learn the representations, with each for one view respectively. We term them encoders. At the lower layers, the encoders possess different architectures and weights, and at the higher layers, they share their architectures and weights. The framework is inspired by the idea that deep neural networks can learn layer-wise representations. The lower layers encode the individual characteristics of each view, and the higher layers encode the high-level mutual semantics of all views. With this 43316 VOLUME 6, 2018 framework, the proposed method helps to mitigate the problem incurred by complementary diversities.
• We propose expanding the objectives of the encoders to the ones that minimize the loss during transformation and the difference among encoded representations of the same instance. The underlying principle is that the views that describe the same instance share common properties, which can be explicitly expressed by layer-wise transformation of deep neural networks, even though data from different views is heterogeneous and exhibited implicitly. Through such a mechanism, the proposed method can help to mitigate the problem incurred by consensus similarities.
B. GENERATIVE METHODS FOR MULTI-VIEW TRANSFORMATION
The problem of multi-view transformation can be formulated as restoring other views by utilizing the mutual representations that are extracted from the available source view. Similar to representation learning, the advances on multi-view restoring also have been based on DNN, inspired by their excellent performance on unsupervised learning tasks [31] . The objective of training is to minimize the reconstructive error as well as to maximize the canonical correlation among different views. For example, the split auto-encoders (SplitAE) [32] extract shared representations by learning to reconstruct both views from the one view that is available at test time; the deep canonical correlation auto-encoder (DCCAE) restores other view data by utilizing both the techniques of SplitAE and canonical correlation analysis (CCA) [33] . Generally, restoring representations of other views requires generative models, which have been nourished by the prosperity of DNN. For example, Dosovitskiy et al. [34] propose a generative model based on convolutional neural networks to generate chairs with a given code; Kulkarni et al. [35] leverage VAE to generate new images of the same object varying in pose and lighting. More recently, with the GANs becoming an effective workhorse, significant progress have been made in terms of generative performance [36] . The structure of the GANs is inspired by a two-player minimax game, which generates new samples by constructing a generative network and a discriminative network to capture the latent distribution of real data samples. Unlike traditional generative models, it avoids the Markov chain style learning mechanisms, making the model still applicable when the probability density of real data is incomputable.
There exists several previous GANs based methods dealing with multi-view transformation tasks. Example works include the DiscoGAN, VariGAN, MV-BiGAN, etc. The DiscoGAN uses two groups of domain generators and domain discriminators, each responsible for generating or discriminating images in the respective domain. In contrast to the vanilla GANs, which map a random noise z to an image, DiscoGAN receives images directly and outputs the target image. The VariGAN combines the VAE and GANs to divide the generation process into two phases. Firstly, it generates low resolution target view images through VAE and then generates high resolution ones through GAN. The MV-BiGAN learns a reverse mapping compared to GAN, i.e., it maps the distribution of real data to a simple distribution in the latent space through an adversarial mechanism. Based on the basic structure of BiGAN [37] , MV-BiGAN maps incomplete data to the latent space and then tries to retrieve the complete data through the generator.
In this paper, we explore GANs in an informative setting to further look into the multi-view transformation problem by building a model based on the InfoGAN. The proposed model in this paper entails a two-stage training process. At the first stage, we train a mutual encoding model to learn the common representation vector of the full view data. The mutual encoding model maps the multi-view data to a mutual representation by DNNs, where the reasonability of the representation is ensured by the decoding module of the mutual encoding method. However, the traditional multi-view CCA method maps two views into a common latent space where the correlation between the two views is maximized. At the second stage, with the help from the InfoGAN, we maximize the mutual information between the latent variable and the generated data. Through such a mechanism, we use the representation of source view as input and generate a corresponding target view output.
Compared to a standard GAN which merely feeds a random noise into the generator, the proposed MEIGAN additionally takes a mutual representation vector as the input which is acquired by means of the proposed mutual representation learning method. The proposed method provides an extension to GAN which embodies both a mutual representation learning strategy and an informative adversarial learning strategy.
III. THE MUTUAL ENCODING REPRESENTATION
Let us consider an instance set χ , consisting of n instances and v views, and each instance is expressed as
i ∈ R d k stands for the k th view of the i th instance, and d k is the dimension of the k th view. Meanwhile, the guiding vector q i ∈ Q = {0, 1} v corresponds to each instance, and q
The aim of this paper is to construct a generative model through a group of training instances, so that given the original view of any test source instance x j , namely to maximize the probability P(x
In the following sections, the k th view is denoted by x (k) .
Given the k th view x (k) , in order to construct a DNN based encoder model, the view can be encoded into a low-dimensional vector c (k) . Assuming the mapping function is
. v DNNs are used VOLUME 6, 2018 FIGURE 1. Multi-view data are mapped to the same representation vector directly.
to construct encoder models for all the views respectively. However, by using such an approach, we can not obtain same or similar multi-view representation. Thus, by leveraging DNN's ability to approximate any function, the model maps
into the same representation space as shown in Figure 1 . In order to guarantee that the different views of the same instance are mapped into one representation vector, we minimize the weighted JS divergence between any two views k and r in the network's training process, where view k is the target view and view r denotes any source view. The objective function of network optimization is defined as:
where θ 1 , θ 2 ,· · · , θ v are parameters of v DNNs respectively, λ 1 is the hyper-parameter denoting the relative importance and KL(P 1 ||P 2 ) stands for the KL divergence between distribution P 1 and P 2 . In the process of practical application, in order to guarantee the compactness of the representation information, we set c at a lower dimension. The network structure as shown in Figure 1 guarantees that for any instance x i , all of its views can be mapped into the same representation vector c i by their corresponding neural network. However this can not guarantee the representation vector c i includes the information needed in the restoration of instance x i . According to information theory, given a random variable x, the information it contains can be calculated by:
The mutual information I (x; y) between random variable x and random variable y can be defined as how much amount of information about random variable y the random variable x contains, which can be calculated as Equation 3, as shown in Figure 2 : As shown in Figure 2 , in order to maximize the mutual information between x and c, we can fit both H (x|c) and H (c|x), where H (c|x) can be optimized through the DNN based encoding model but H (x|c) is intractable to compute.
To tackle this problem, we build a DNN based decoding model constrained by c to reconstructx, whose network structure is shown in Figure 3 . The mutual information among x,x and c can be indicated by Figure 4 . H (x|c) and H (x|c) can be obtained by comparing the original training data and the reconstructed data. Through a encoding model, we can adjust both H (c|x) and H (x|c). By adjusting H (c|x) and H (x|c), the model approaches H (x|c), so that the mutual information I (x; c) is maximized.
In particular, from v views, one view is chosen randomly, denoted by view 1 and a decoding model is built for this view, whose input includes two parts: (1) a random vector z sampled from gaussian distribution; (2) a representation vector c produced by the encoding model. The output of the decoding model isx (1) and then the optimization objective is defined as:
where θ dec stands for all the parameters of the decoding model and ||.|| 2 denotes the L2 loss here. Based on the descriptions above, the DNN based multi-view representation learning method proposed in this paper can be summarized as follows:
1) It builds a DNN for each view respectively, mapping the data from different views to the mutual representation vector; 2) It also builds a decoding model, in which the representation vector includes the reconstruction information about the instance. The conditional mutual latent code will also be used in InfoGAN to obtain the target view data, which will be discussed in section IV.
IV. MULTI-VIEW RESTORING VIA INFOGENERATIVE ADVERSARIAL NETWORKS
With the mutual encoding multi-view representation learning method, multiple views of the same instance are input into the encoding neural network, by which the mutual representation vector is produced. Since this representation vector describes the same instance from multiple views, it can be leveraged to restore the multi-view data.
In the standard GAN, during the adversarial gaming process between the generator and discriminator, the generator tries to fit the distribution of real data P data (x) with the model distribution P model (x) and meanwhile the discriminator outputs the possibility that the input data are sampled from the real data. That is to say, if it is from real data, the discriminator outputs 1, or if from artificial data, then 0. Unlike traditional generative models, a GAN uses DNNs to map a Gaussian latent variable z to artificial data x with its distribution P model (x). The optimization objective is defined as:
By using the GAN, we can obtain the data samples similar to real data, but the aim of this work to restore multi-view data, namely to restore multi-view data through the GAN using the mutual representation vector. The restored multi-view data should not only takes on the same distribution as that of the data from the respective view, but also the restored data should carry the information included in the representation vector. To achieve this, our model in this paper is based on InfoGAN, which is a generative adversarial model to maximize the mutual information.
InfoGAN learns the representations of real data in an unsupervised manner, which adds latent variable into the generative model and maximizes the mutual information between the latent variable and the generated data. In order to learn the representation out of the real data, a multi-view data restoring method based on InfoGAN is proposed. In this method, we build an InfoGAN for data in each view respectively, input representation vector to the generative model and then add the regularizer -the mutual information between the representation vector and the generated data to the optimization objective. We can use the representation vector to guide the restoration of the data of any view. The structure of the model is shown in Figure 5 and the optimization objective of each InfoGAN is defined in Equation 6 . where Q is the auxiliary distribution and L 1 (G, Q) in Equation 7 denotes a variational lower bound of the mutual information term I (c;G(z, c) in Equation 6 , and λ 2 is a hyper-parameter, which denotes the relative importance of the mutual information term. By deriving a lower bound of the mutual information term objective, the model can be trained more efficiently. As shown in Figure 1 , before the training starts, representation vector c was produced by the encoding model. For the InfoGAN of each view, during the training process, the generator G takes both a Gaussian random variable z and the constraint c as input. The discriminator takes both the real data and the generated data as input. Meanwhile, with the help of from the auxiliary distribution Q network, the discriminator VOLUME 6, 2018 maximizes the mutual information between the representation vector and the generated data. By the adversarial training process shown in Equation 6 , the discriminator and generator keep approaching the real data distribution conditioned on c meanwhile maximizing the mutual information between the latent variable and the generated data, and the generator generates new data samples.
During the generation process, representation vector c is firstly obtained from the encoding model. Conditioned on Equation 4 , representation vector c includes the information needed in the restoration process of the whole view data. Both c and random noise z can be passed to the generator of any view to restore the data of corresponding view.
V. EXPERIMENTS A. EXPERIMENT SETTINGS 1) DATASETS AND COMPARED BASELINES
In order to validate the effectiveness of the MEIGAN, two sets of experiments are conducted. The first set of experiments work on restoring complete data from incomplete one and the second set deal with the multi-view angle transformation problem. In the first set, the MEIGAN is compared with MV-BiGAN on datasets MNIST [38] and CelebA [39] . In the second set, MEIGAN is compared with DiscoGAN and VariGAN on 3D rendered chairs [40] and multi-view clothing (MVC) [41] .
2) NETWORK ARCHITECTURES AND TRAINING SETTINGS
For the network architectures of the mutual encoding networks, the details are slightly different between experiments on MNIST and the ones on CelebA, 3D rendered chairs and MVC. The values of the hyper-parameters on different datasets are obtained by trial and error. We set the hyper-parameters in our model as values with which MEIGAN yields the best results.
For MNIST, the encoding network is a four-layer structure and the last several layers of the subnetworks share variables. The network has two convolutional layers whose stride are both 2 × 2 with batch normalization and LeakyReLU activation function, followed by two fully connected layers whose output size are 1024 and 10. That is to say, the encoder's output, namely the mutual latent code's dimension is 10. λ 1 in Equation 1 is 0.8.
For the generator on MNIST, the mutual latent code c is fed into two fully connected layers with batch normalization and ReLU activation function and then two layers of deconvolution layers both with stride 2 × 2. The input size of the mutual encoding networks and the output size of the generator are both 28 × 28. λ 2 in Equation 6 is 1.
For the case for the CelebA, 3D rendered chairs and MVC, their encoding networks share the same network architectures. The architecture is a five-layer network and the last several layers share variables. The network has four convolutional layers all with stride 2×2 and one final fully connected layer with 100 as the output size. The dimension of mutual latent code is 100. λ 1 in Equation 1 is 0.8.
For the generators on CelebA, 3D rendered chairs and MVC, they share the same network structure except that their λ 2 s are different. The mutual latent code c is fed into a fully connected of layer with 8192 as the output size and then reshaped into feature maps with size of 4 × 4 × 512. Then followed by four deconvolution layers whose stride are all 2 × 2 all with batch normalization and the ReLU activation function, the generator output images with size of 64 × 64. For CelebA, λ 2 in Equation 6 is 0.0005. For both 3D rendered chairs and MVC, λ 2 is 0.001.
As explained in the original paper of InfoGAN, with the dimension of latent code c increasing, the λ 2 should be decreasing. Thus, we also adopt this approach in the MEIGAN as shown above.
The discriminator D and the auxiliary recognition Q network share most of the network except for the last layer. For discriminator D, the ultimate output is a 1-dimension scalar, denoting whether the input image is real or fake. For the Q network, the dimension of the output is the same as that of mutual latent code learned in the mutual encoding networks. The network architectures of D and Q on MNIST and 3D rendered chairs are listed in Table 8 and Table 11 in the Appendix.
The mutual encoding networks and the InfoGAN based generative models are both trained for 50 epochs (on MNIST), 10 epochs (on CelebA), 500 epochs (on 3D rendered chairs) and 1000 epochs (on MVC). Both in the mutual encoding stage and InfoGAN based generation stage, we use Adam as the optimizer and the learning rate is set to 0.0002, β 1 is set to 0.5 and β 2 is set to 0.999. The mini batch size during training is 64.
The full network architectures are presented in the tables in the Appendix.
3) THE EVALUATION CRITERIA
In order to quantify the proposed approach's performance, we adopt the structural similarity index (SSIM) [42] and Peak Signal to Noise Ratio (PSNR) [43] as the assessment criteria to measure the similarity between the generated image and the ground truth image and the generated image quality. Supposing I x is the generated image and I y is the ground truth one, the SSIM between I x and I y is defined as:
where µ x , µ y are the mean pixel value of I x and I y respectively, and σ 2 x , σ 2 y are the variance of I x and I y respectively and σ xy is the covariance between I x and I y . The bigger the SSIM value is, the closer the generated image is to the ground truth one and the SSIM is always non-negative and not larger than 1.
PSNR is a criterion measuring the image quality, which is defined as:
where MSE is the mean-square error, I n is the n th pixel value of the original image, P n is the n th pixel value after being processed by the model. FrameSize is the product of image's height, width and channel. The number 255 in the formulation of PSNR means the maximum pixel value of an image. The bigger the PSNR is, the better the image quality is.
4) STUDY ON SHARED LAYERS
We also investigate the impact of different shared layers in the mutual encoding networks and the final results are displayed in Table 1 . We find on MNIST by sharing three layers out of total four layers in the mutual encoding networks, the model yields the best performance. Thus we adopt such an approach in the experiments on the rest of datasets by varying the number of shared layers. On CelebA on image restoration tasks, 3D rendered chairs and MVC on multi-view angle transformation tasks, by using two shared layers, the MEIGAN yields the best evaluation results. For conciseness, on these three datasets this paper will only list the best results yielded by the model using two shared layers in the mutual encoding networks. 
B. THE INCOMPLETE DATA TO COMPLETE DATA RESTORATION
This section deals with the restoration problem and two datasets MNIST and CelebA are considered. Comparison has been conducted between our proposed model MEIGAN and MV-BiGAN with regard to both the evaluation criteria and visualization.
1) THE RESTORATION ON MNIST DATASET
MNIST consists of 70,000 handwritten digit images of which 60,000 ones are the training data and 10,000 ones are the test data, with the size of each image 28×28 [38] . The complete data are considered as the view 1 data. After both the upper left quarter and lower right quarter are removed by replacing the pixel values in these areas with 0, we obtain the view 2 incomplete data. The goal in this experiment setting is to restore view 1 data from view 2 data. Figure 6 shows the transformation results from the incomplete source view data (view 2 ) to the complete target view (view 1 ) data. In Figure 6 , the first row is the input incomplete data (view 2 data). The second row is the corresponding output of our proposed model MEIGAN. The third row is the output of the compared algorithm MV-BiGAN. The fourth row is the ground truth view 1 data. As visualized in Figure 6 , although both the upper left quarter and the lower right quarter of the image are missing in view 2 , the proposed algorithm still obtain good restoration results. This demonstrates that the proposed representation learning method can not only obtain the semantic meaning from the image, but also the stroke direction, thickness, etc.
The visualization also shows that the proposed model's results are better than those of MV-BiGAN, since the digit type of several restoration images of the MV-BiGAN are mistaken compared to the ground truth view 1 data. However the digit type of results of the proposed MEIGAN are correct, which implies the MEIGAN's ability to correctly learn the mapping between original data and the mutual representation latent code and the ability to restore the original view data.
With regard to the evaluation criteria, the average evaluation results on 10 mini test batches and the comparison with MV-BiGAN are listed in Table 2 . As shown in Table 2 , our proposed model outperforms MV-BiGAN in terms of both SSIM and PSNR. 
2) THE RESTORATION ON CELEBA DATASET
CelebFaces Attributes Dataset (CelebA) is a large-scale face attribute dataset with more than 200K celebrity images, each with a 40 binary attribute annotation. The attribute vector includes information about skin color, hairstyle, eye-glasses, etc [39] .
Similar to the setting in the MV-BiGAN, we also take the complete images as view 1 data and the images with a quarter in the middle missing as view 2 data. The proposed model restores view 1 data from view 2 data and it is also compared with MV-BiGAN on the CelebA. To analyze the model's performance qualitatively, Figure 7 presents the restoration results of MEIGAN and the visualization results on CelebA taken from the original paper of MV-BiGAN. As shown in the visualization results, compared to MVBiGAN, MEIGAN produces the restored images which are more stable in attribute retention and more realistic with respect to the ground truth data. To evaluate the model quantitatively, we have computed the results of evaluation criteria, which are listed in Table 3 . As shown in Table 3 , the MEIGAN outperforms MV-BiGAN with regard to both SSIM and PSNR.
C. THE MULTI-VIEW ANGLE TRANSFORMATION
This section deals with the multi-view angle transformation problem. Two datasets 3D rendered chairs and MVC are used on this task. All these datasets vary along azimuth rotation. Comparison has been done with DiscoGAN and VariGAN in terms of both the visualization and the evaluation criteria.
1) THE MULTI-VIEW ANGLE TRANSFORMATION ON 3D RENDERED CHAIRS.
For the rendered chairs dataset, the original dataset is composed of 1393 groups of chairs, each group consisting of the same chair varying in azimuth rotations from −180 • to 180 • [40] .
When taking the front view images as 0 • rotation, we take the images in 0 • , −45 • , +45 • rotation as view 1 Figure 8 and Figure 9 show the transformation results from two source view data (view 2 and view 3 ) to the target view (view 1 ) data, including the results of the proposed MEIGAN and two compared baselines DiscoGAN and Vari-GAN. In Figure 8 , the first row is the input source view data (view 2 data). The second row is the corresponding output of our proposed model MEIGAN. The third and the fourth row are the output of the compared algorithms DiscoGAN and VariGAN respectively. The fifth row is the ground truth view 1 data. In Figure 9 , the first row is the input source view data (view 3 data). The second row is the corresponding output of our proposed model MEIGAN. The third and the fourth row are the output of the compared algorithms DiscoGAN and VariGAN respectively. The fifth row is the ground truth view 1 data.
The visualization shows that images produced by the MEIGAN are correctly transformed from view 2 With regard to the evaluation criteria, the average evaluation results on 10 mini test batches and the comparison with DiscoGAN and VariGAN are listed in Table 4 . In Table 4 , on both the transformation tasks from view 2 and view 3 to view 1 , MEIGAN outperforms DiscoGAN and VariGAN in terms of both SSIM and PSNR.
2) THE MULTI-VIEW ANGLE TRANSFORMATION ON MVC.
The MVC dataset consists of crawled clothing item images from several online shopping websites, such as Amazon.com, Zappos.com or Shopbop.com. Each image instance in MVC has four different views (front, back, left, and right views) [41] .
We take the front view, the left view and the right view as view 1 , view 2 and view 3 , respectively. In the experiment, the proposed MEIGAN generates the corresponding view 1 data by utilizing view 2 and view 3 data, respectively. On MVC dataset, we also select the VariGAN and the DiscoGAN as the baselines to compare with the proposed model in terms of both the visualization results and the evaluation criteria including SSIM and PSNR. Figure 10 and Figure 11 show the respective transformation results from two source view data (view 2 and view 3 data) to the target view (view 1 ) data, which include the results of both the proposed MEIGAN and two compared baselines Disco-GAN and VariGAN. In Figure 10 , the first row is the input source view data (left view 2 data). The second row is the corresponding output of our proposed model MEIGAN. The third and the fourth row are the output of the compared algorithms DiscoGAN and VariGAN respectively. The fifth row is the ground truth view 1 data. In Figure 11 , the first row is the input source view data (right view 3 data). The second row is the corresponding output of our proposed model MEIGAN. The third and the fourth row are the output of the compared algorithms DiscoGAN and VariGAN respectively. The fifth row is the ground truth view 1 data.
The visualization shows that images produced by the MEIGAN are successfully transformed from view 2 data and view 3 data to view 1 data. Besides, compared with Disco-GAN and VariGAN, the transformed results of MEIGAN are smoother in terms of the images' texture and the boarder of the object is sharper as well.
As for the evaluation criteria, the average evaluation results on 10 mini test batches and the comparison with DiscoGAN and VariGAN are listed in Table 5 . As shown in Table 5 , on both the transformation tasks from view 2 and view 3 to view 1 , MEIGAN outperforms DiscoGAN and VariGAN in terms of PSNR. For SSIM, the MEIGAN outperforms the DiscoGAN but not the VariGAN. VariGAN is effective at retaining the structural similarity but the image quality of the results from it is not better than that of MEIGAN. 
VI. CONCLUSIONS
In multi-view learning, learning to restore the whole view from available views is important. One of the problems to be VOLUME 6, 2018 solved is to build a representation mapping model, through which the different views of the same instance can be mapped to a common representation vector. Meanwhile, the vector needs to include the full restoration information about the instance. In terms of this problem, a DNN based multi-view representation learning algorithm is proposed in this paper. By building DNNs for each view and leveraging DNNs' powerful ability to fit any distribution, we map the data from different views to a common representation. This paper also proposes a decoder model, which ensures the representation includes the full restoration information. To restore the full view, an InfoGAN based multi-view restoring algorithm is proposed. Through the adversarial training process between the generator and discriminator, the model generates multi-view data. The experiment results on image restoration and multi-view angle transformation tasks demonstrate that the proposed representation learning algorithm not only obtains the information carried by multi-view data but also has the ability to obtain good transformation results. 
