Results of the Bayesian model indicate that Hispanics have the highest epilepsy risk overall, followed by African Americans, and then Caucasians. There are significant increases in relative risk for both African Americans and Hispanics when compared with Caucasians, as indicated by the posterior mean estimates of 2.09 with a 95% credible interval of (1.67, 2.62) for African Americans and 2.97 with a 95% credible interval of (2.37, 3.71) for Hispanics. Results also demonstrate that using a Bayesian analysis in 2 combination with geographic information system technology can reveal spatial patterns in patient data and highlight areas of disparity in epilepsy risk among subgroups of the population.
Introduction
Epilepsy is a neurological disorder marked by recurrent, unprovoked seizures. It has been estimated that at least 2.5 million people are being treated for epilepsy in the United States alone [1] and 150,000 people are newly diagnosed with epilepsy each year [2] . There are a range of etiologies and risk factors for epilepsy, many of which show geographic variation, which in turn lead to spatial variation in epilepsy incidence and prevalence rates [2] [3] [4] . Some etiologies include genetic conditions, central nervous system infections, cancer, and cerebrovascular disease. However, the full range of etiologies is not known and predictors of epilepsy outcomes are not well established. In addition, it is difficult to diagnose individual cases of epilepsy [2, 5] , and incidence and prevalence estimates are generally thought to be underestimates due to the difficulty in case attainment, as individuals with epilepsy may not seek medical treatment due to lack of education regarding symptoms or stigma [6, 7] . Comorbidity in epilepsy is also a major concern, as epilepsy patients tend to have higher risks for various somatic and psychiatric disorders [8] .
Previous research suggests that incidence and prevalence rates for epilepsy are positively associated with various measures of social and economic disadvantage, such as residence overcrowding and unemployment [9] [10] [11] . This pattern also appears at the international scale where prevalence and incidence estimates are generally higher in developing countries than in developed countries [2] . The Centers for Disease Control and Prevention (CDC) and the Epilepsy Foundation defined epilepsy as an emerging public health issue in a recent report "Living Well with Epilepsy II" and emphasized the importance of epilepsy studies focusing on minorities and people of low socioeconomic status [7] .
The increasing interest on health disparities in specific outcomes such as epilepsy builds on the broad literature on health disparities. The U.S. federal government, as part of the initiative Healthy People 2010 [12] , aims to reduce or eliminate health disparities among subgroups of the population, where disparities may be based on numerous factors, including ethnicity and geographic location. A 2005 report on health disparities from the Agency for Healthcare Quality revealed that significant gaps still exist for those who are non-Caucasian for many chronic health conditions [13] . Typically, African Americans and Hispanics, compared with Caucasians, experience higher morbidity and mortality for many diseases as well as shorter life spans and lower rates of insurance coverage [14] .
Minorities receive less continuity of care and utilize hospital clinics and community health centers more than non-minorities [15] . Hispanic adults are substantially less likely than non-Hispanic adults to receive preventive services such as cancer screenings, cholesterol screening and vaccinations [16] , and access to care issues play an important role in the relationship between quality of health care and the presence of health disparities [17] since insurance status and socioeconomic differences account for a large amount of disparities in health and health care among minorities [18] . Race and ethnicity are closely related concepts and the terms ethnicity and race are often used synonymously in practice [19, 20] . However, in the U.S. Census and other survey-based data collection systems race and ethnicity assignments are derived from two different response items. The first, race, refers to the respondent's self-identification with one or several of a listed set of racial classifications. The second, ethnicity, refers to the respondent's yes/no response regarding Hispanic origin. Since previously reported epilepsy prevalence rates differ between individuals reporting Hispanic origin, and nonHispanic individuals reporting African-American race and Caucasian race, we concentrate on these three groups. For convenience, we use the term ethnicities to refer to the population groups in the study, even though the classification is based on responses to both the race and ethnicity questions. Ethnicity is a useful concept with which to analyze health within a population, as it helps to differentiate between social and environmental exposures over time that can lead to inequalities in health status [19] . However, there is often heterogeneity within an ethnic group, and research typically underestimates this heterogeneity [20] . The focus on ethnicity in the present study may be helpful in generating testable hypotheses about epilepsy etiology and also for planning and delivering health care and public educational efforts [20] . In addition, health care managers can benefit from knowing the geographic and demographic distribution of epilepsy patients in the population to better allocate health care resources in their area [2] .
Methods

Data
We obtained three years of administrative epilepsy inpatient and outpatient patient contact data from the five hospitals within the TUHS. The dataset included 3,947 unique inpatients, 5,441 unique outpatients, and 7,818 unique patients in Philadelphia with variables for demographics, complete address, and five International Classification of Disease-9th Revision (ICD-9) codes. TUHS patients were classified as having epilepsy or seizures using ICD-9 codes 345.xx and 780.3x from five different diagnosis variables, consistent with codes used in other studies to classify persons with epilepsy and seizures [2, 5] . Patients self-reported their ethnicity in a manner similar to other studies [19] thereby reducing potential deficiencies arising from external classification of patient ethnicity [20] . More specifically, patients self-reported race as white, black, Asian, or other, and also self-reported if they were of Hispanic origin. Based on these ethnicity variables, we first classified patients as Hispanic if they were of Hispanic origin and then as Caucasian, African American, or other, if not of Hispanic origin, yielding four mutually exclusive ethnic groups. To map individual epilepsy patient contacts from the TUHS, patient records were address matched, or geocoded, to a street network using geographic information system (GIS) software. Individual records for which an automatic match could not be made were located with Internet-based searches [21, 22] for an overall geolocation rate of 96% of all patient records. Records of individual patient visits were combined to create unique patient records and then patients were aggregated by area and ethnicity to derive epilepsy patient counts. We next calculated smoothed, model-based risk estimates by ethnicity at the ZIP Code level under three different modeling scenarios.
There was one ZIP Code in the southeast corner of the study area with no inhabitants, and we did not produce estimates for this area.
Hierarchical Bayesian Models
We use hierarchical Poisson Bayesian models to estimate epilepsy rates in smallarea units to account for the instability of crude local rate estimates, where a small number of observed cases or a small ethnic population count in an area would result in an unreliable rate with a large variance. The models require as input the crude relative risk of epilepsy (standardized prevalence ratio), which was estimated using the overall rate of epilepsy in the study data.
We compare and contrast three different models defined by different correlation structures induced by three classes of spatial prior distributions. The first hierarchical Bayesian model jointly estimates the smoothed relative risk of epilepsy for the three ethnicities of interest using an intrinsic multivariate conditional autoregressive (CAR) prior, or MCAR, for the area-specific log relative risks. See [23] for details on the intrinsic CAR model and [24] [25] [26] for details on the proper and intrinsic MCAR models.
See also [27] for another example of using the MCAR prior for spatially modeling health disparities in stroke mortality. The Bayesian model estimates smoothed rates of epilepsy by borrowing strength for areas with small populations from the neighboring areas to produce more reliable rates. It also includes an age covariate to account for potential differences in population age structure among the areas. Outputs of the model include posterior estimates of overall epilepsy risk by ethnicity, local risk by ethnicity, and the overall correlation between the rates of different ethnicities. The second hierarchical Bayesian model uses a multivariate convolution (MCON) prior [28] to include both structured and unstructured random effects; see [23, 29] for more details of the convolution prior. The third Bayesian model is a shared component model, introduced by Knorr-Held and Best [30] , that includes random effects for spatial structure in risk for each ethnicity, as well as a spatially structured random effect that is common to all ethnicities. These types of hierarchical Bayesian models have been used previously to estimate smoothed rates of two diseases simultaneously [30] . In the work in this paper, we use these models to estimate the risk of one adverse health condition in three different ethnic groups. The motivation for using the models in this way is to both utilize risk factors common to multiple ethnicities and quantify disparities in risk among different ethnicities in a unified framework.
More specifically, we begin with the standardized prevalence ratio estimated by 
i.e., the epilepsy case counts for ethnicity k and area i , ik Y , are assumed to follow independent distributions conditional on the unknown mean, ik μ . The three types of models we consider each specify the log mean of the expected counts in different ways.
We continue the specification of the three models in turn, beginning with the MVCAR model.
Multivariate CAR Model
The unknown log mean of the counts is specified in the MCAR model as
where the ethnicity-specific baseline log relative risk is α k , the area-specific log relative risk for each ethnicity is ik S , 1 i x is the covariate for % population 65 years and older, and 1 β is its associated coefficient. It is convenient to think of ik S as the spatial random effect of unobserved risk factors, which may vary by area and ethnicity. Given the structure of the spatial random effects, log relative risks for an ethnicity are correlated between areas and risks for the three ethnicities are correlated within each area due to unmeasured risk factors, shared at the area level. The relative risk for ethnicity k in area i is
The ethnicity indices are 1 for African American, 2 for Hispanic, and 3 for Caucasian.
The intercept term for baseline relative risk for Caucasians, 3 α , is set to 0, i.e. it is the referent category. 
, has a multivariate conditional distribution
where
κ is the set of neighboring areas for area i , 
Multivariate Convolution Model
The multivariate convolution prior model is similar to the MCAR model, but also includes an unstructured random effect for each area i and ethnicity k to account for non-spatial over-dispersion. The unknown log mean of the counts is specified in the model as 1 1 log log ,
where ik U is the additional unstructured random effect, and the other terms are as previously defined. The total random effect for each area and ethnicity is now a combination of the structured, ik S , and unstructured, ik U , components, where the ' i s U follow independent multivariate normal distributions. The MCON model has additional flexibility over the MCAR model, in that it allows the data to decide how much of the variation in risk is due to over-dispersion and how much is due to spatial structure. hyperparameters for the prior variances for the S and U components is not an obvious one in the convolution model. As Banerjee and coauthors [26] point out, in the univariate convolution prior model, using the same hyperparameters for the gamma-distributed precision terms for the unstructured and spatially structured random effects can lead to an unfair prior due to the fact that the unstructured effect precision uses the marginal specification and the structured effect precision uses the conditional specification. These authors give a prior adjustment to make the priors comparable in the univariate case, based on work in [31] . The adjustment involves making the prior standard deviation for the unstructured effects equal to 0.7 times the prior standard deviation of the structured effects, which is the square root of the prior variance multiplied by m , the mean number of adjacent neighbors in the study area. We adopt that line of thinking here in the multivariate case and try two different prior specifications for 
Shared Component Model
In the shared component model, the spatial variation in relative risk is separated into a common component for all ethnicities and an ethnic-specific component. The unknown log means of the counts for each ethnicity are log log ,
where the log relative risk ik η is specified for each ethnicity as 1 1 / , 
where the subscripts indicate the ethnicities in the ratio.
It is clear that both the shared component and the ethnic-specific components are spatially structured. We follow [28] in using convolution priors for both components. The The age covariate is included in the shared component since it is not specific to any ethnicity. We do not include separate ethnic-specific log relative risk terms, as in the MCAR and MCON models, due to identifiability issues. Instead, we marginalize over the 
Implementation
For all models, the neighborhood adjacency list used in the spatial effect priors is generated in GeoBUGS [28] . We use Markov chain Monte Carlo simulation in WinBUGS software [32] to provide samples of model parameter values from their joint posterior distribution. We use a "burn-in" period of 20,000 iterations and use 180,000
samples from the joint posterior distribution to calculate posterior mean estimates for the model parameters.
Results
The ZIP Code-specific crude relative risks are plotted in Figure 1 Posterior mean estimates and 95% credible intervals for some parameters from the shared component model are listed in Table 5 . The total relative risk for African Americans and Hispanics is similar, while that for Hispanics is slightly higher. Relative risk for both of these ethnicities is higher than for Caucasians. The specific relative risks are highest for Hispanics and lowest for Caucasians, although there are no significant differences among ethnicities in the specific relative risks. The age effect parameter is not The fits of the models, while considering model complexity, are compared using the Deviance Information Criterion (DIC) [32, 33] values that are listed in Table 6 . The Another assessment of interest in the analysis was the use of comparable, or fair, priors versus priors with equal hyperparameters for the unstructured and structured model effects. The results of using comparable priors for the spatially structured and unstructured random effects varied depending on the type of model. In the multivariate convolution prior model, using comparable priors resulted in more shrinkage in the estimated relative risks to the overall, or global, relative risk due to an increase in the correlations of the unstructured effects among the three ethnicities. This is somewhat in contrast to the conclusion by Lindley [34] , also noted in [32] , that the choice of the prior scale matrix for an inverse Wishart covariance matrix has little impact on its posterior estimate, although the setting and model structure is different here. In contrast, the comparable priors for the structured and unstructured effects in the shared component model had little impact on any of the posterior estimates when compared to the shared component model with the same prior hyperparameters for the structured and unstructured effects.
In analyzing the epilepsy data in this paper, we encountered several difficulties in dealing with administrative data, particularly in merging spatially misaligned data from multiple sources. In addition to the TUHS data, we also obtained inpatient epilepsy data from PHC4, with only ZIP Code available for a patient residence. PHC4 collects data from all general acute-care, psychiatric, rehabilitation, and long-term Pennsylvania hospitals. The dataset included 5,247 unique inpatients with ZIP Codes in Philadelphia. It contained a larger geographic area than Philadelphia, in which 37% of the patients had no valid ZIP Code listed, but instead were listed as "private". These are thought to be primarily psychiatric or HIV patients. There were some differences in the percent missing ZIP Code by ethnicity. The TUHS database is administrative in nature, while the PHC4 database is an aggregation of multiple reporting sources, and therefore has the potential for more complete and larger coverage. However, the large percent of missing locational information in the PHC4 data was a difficulty in attempting to synthesize the two epilepsy and seizure datasets, particularly in a spatial analysis. In addition, the PHC4 data contained only patients with a primary diagnosis of seizures or epilepsy, whereas the TUHS data contained five codes for diagnosis of epilepsy or seizures. To maximize the use of both the inpatient and outpatient data from TUHS and to avoid the potential bias of missing data, we elected not to use the PHC4 data.
Another difficulty in working with administrative data is in distinguishing between disease incidence and prevalence. The TUHS dataset did not include indicators for patient history of epilepsy or seizures, so it was not possible to estimate incidence rates. Another facet of working with hospital system administrative data is a potential distance decay effect in observed rates of hospital visits. For example, we expected a significant negative distance decay effect given the increased opportunity to visit hospitals of another hospital system as distance from residence to TUHS hospitals increases. There was a significant distance decay effect in the MCAR model with the TUHS data, although curiously adding the significant distance covariate parameter did not decrease the DIC.
Geographic information systems are frequently utilized in public health research for exploring spatial relationships in disease and disparities in access to health care services. In addition, Bayesian statistical modeling has proven to be useful in displaying trends and explaining spatial variation in disease rates. Bayesian hierarchical models with multivariate conditional autoregressive priors, multivariate convolution priors, and shared components have previously been beneficial in estimating smoothed rates for multiple diseases simultaneously. Our experience in analyzing epilepsy data from the Temple University Health System demonstrates that using these Bayesian hierarchical models in combination with geographic information system technology can reveal spatial patterns in patient data and highlight areas of disparity in risk for one disease among several subgroups of the population, in this case different ethnic groups. Furthermore, maps of posterior relative risk estimates illustrate that these disparities vary within the study area in geographically distinctive ways. These patterns can be examined in various ways to improve outreach efforts and patient education programs, as well as for identifying community resources where such programs could be based. Future work could produce sub-group specific risk estimates at the census tract, neighborhood, and grid level for an examination of scale effects. Table 6 . DIC values for the Bayesian models 
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