The nonparametric estimation results for time series described in the literature to date stem fairly directly from a seminal work of M. Rosenblatt. The gist of the current picture is that under either strong or G2 mixing, many properties of nonparametric estimation in the i.i.d. case carry over to Markov sequences as well. The present work shows that many of the above results remain valid even when mixing assumptions are removed altogether. It is seen here that if the Markov process has a stationary density function, then under standard smoothness conditions, the kernel estimators of the stationary density and the auto-regression functions are asymptotically normal, with the same limiting parameters as in the i.i.d. case. Even when no stationary law exists, there are circumstances lenient enough to include ARMA processes and random walks, for which a kernel auto-regression estimator with sample-driven bandwidths is asymptotically normal. The foundation for this study is developments by Orey and Harris. 8 1989 Academic Press, Inc.
BACKGROUND AND INTRODUCTION

Nonparametric
estimation is now a flourishing branch (a "trunk" might be a more apt metaphor) of statistical research. Its origins lie in spectral estimation (e.g., Parzen [ 123) . For the past two decades, research interest has centered on i.i.d. observations, but recent years have witnessed a resurgence of interest in time series. Is the modern time series work, however, spectral analysis and second-order theory is not the main research object. Rather, an alternative theory which is suited to nonlinear prediction and decision analysis is emerging.
Precursors to modern nonparametric time series estimation developments include Roussas [lS] , who showed consistency of an empiric dis-tribution function (df) estimate of the Markov transition df. However, it was a seminal investigation by Rosenblatt [I 171 which laid the foundation for recent studies. In that work, a mixing condition, the G2 condition, was described and shown to be sufficient to assure asymptotic normality of the kernel density estimator for the stationary pdf. A great number of studies are direct descendants of that work (e.g. Collomb [2, 11, Collomb and Hardle [3] , Doukan and Ghingdes [6] , Nguyen [9, lo] , Robinson [14] , Yakowitz [24] ).
The message of the present study is that in the Markov case the mixing assumptions are not essential. If the time series is Markov and has a single ergodic class with no moving cyclic subsets and if a stationary law exists, then the convergence properties of point density and regression estimators are analogous to the i.i.d. case. For instance, our first result is that if the Markov sequence has a stationary pdf g(x) which is twice continuously differentiable and a bounded transition function pdf, then with the kernel density estimate g,(x) as in the i.i.d. case,
is asymptotically normal. Here (b,} is the bandwidth sequence. It is known (e.g., Orey [ 111) that ergodicity and existence of a stationary density imply strong mixing. However, studies under the strong mixing hypothesis of which I am aware (e.g., Collomb Cl], Rosenblatt [ 16, Chap. VII], Roussas [19] , Sarda and Vieu [20] ) all impose hypotheses about rates of mixing parameter sequences.
Even in the absence of a stationary distribution, under conditions general enough to include unbounded random walks and ARMA processes, regression estimation is possible. We require only stationarity of the transition law, not of the process; thus symmetric random walks, Brownian motion, etc. fall into the purview of this study. Tantalizing questions about extension to non-Markovian processes and automatic bandwith selection await answers.
In my earlier study [23] , I derived results in the absence of mixing assumptions through a "revised nearest neighbor" rule. In the present paper, some of these results, as well as new findings, are obtained in a more elegant fashion by employing theoretical advances due to Harris [7] and Orey [ll] .
I am indebted to Professor M. Rosenblatt for bringing these works to my attention.
Introduction
We proceed now to details of the theory. Exposition begins with a statement of the process assumptions and the cogent Orey/Harris Markov process results just mentioned.
The object of interest here is an ergodic Markov sequence {X(i)}, the state space being a Euclidean d-space, Rd. The word "Bor" will denote the Bore1 field for Rd. It is presumed throughout that the process has a transition pdf S(x\x') which is stationary and continuous in x and x'. We presume the process has but one ergodic class with no cyclic moving subsets. The developments here depend fundamentally on investigations by Harris [7] and Orey [ 111, and I A useful observation is that if A is in Bor and I'(j) is the time of the jth visit of {X(i)} to A, then {X( V(j))} is likewise a Markov sequence with stationary continuous transition pdf. An explicit transition formula appears in Harris [7] , who calls {X(V(j))} the "process on A". Let Y(j) be the sequence {mw+ 1),33w)+2), ...? X(W+ 1))).
Orey [ 111 speaks of {Y(j)} as being the "A-path process," and notes that it too is Markov, with uniform of Cartesian products of Rd serving as state space.
The results we will draw on are:
Under Condition H, Rd is the limit of a sequence {S(n)} of sets in Bor such that S(n) c S(n + l), and for any n, the process on S(n) satisfies the Doeblin condition of Doob [5] , namely (in our notation): There is a (finite-valued) measure 4 of sets A ~Bor, A c S(n), with &S(n)) > 0, an integer u 2 1, and a positive e, such that for {X( V(j)} the process on S(n), P[X( V(u)) E A\X( V( 1)) = x] < 1 -e whenever &A) <e and x E S(n).
If the process on A satisfies Doeblin's condition, then the A-path process likewise satisfies the Doeblin condition.
At the beginning of this section, we announced a standing hypothesis that the process has a transition density function. Under the hypothesis, Condition H is appreciably weaker than Doeblin's or the G2 [lS] condition for {X(i)}. Woodroofe [21] had constructed a non-G, process, and Gaussian AR processes are known from Doob [S] not to be Doeblin, in general. However, even unstable AR processes will satisfy Condition H, in some cases. For a stable AR, processes with an absolutely continuous white noise sequence, take H( ) to be the uniform law for some sphere about the origin to see that Condition H holds. (Note that H(E) > 0 need not hold for every recurrent set.) When our hypothesis of existence of a pdf is dropped, then Condition H no longer subsumes G, processes, as an example in Rosenblatt [ 173 shows.
THE STATIONARY CASE Density Estimation
Here it is presumed that the {X(i)} p recess has a stationary pdf, g(x), which is twice continuously differentiable. The one-step transition density function, presumed continuous in x and y, is f(y\x), and the pdf of X(k)\(X( 1) = x) is denoted by f"( y\x). Occasionally we will use notation such as 1x1 for Euclidean norm, and Vat-, for "variance," as though the state space were real. "Var( ),, should be interpreted as the covariance matrix of the indicated variable. This notation is for readability only, and we continue to take as our state space the set Rd, with "Bor" denoting its Bore1 field.
Condition H is trivially satisfied by taking H( ) to be the law determined by g(x). The developments to follow show that the usual kernel density estimate is asymptotically normal, with the same limiting normal parameters as in the i.i.d. case. Hence, take r small enough that B(r) c S(k), k being the least integer such that x E S(k).
On the basis of the lemma, I proceed with the demonstration of asymptotic normality of the kernel density estimator. Take as kernel k( ) a bounded continuous pdf, with J xk(x) dx=O. To begin with, however, presume further that the support of k( ) is contained in the unit ball centered at the origin. Construct the kernel estimate of g( ) in the usual manner, i.e., Let B(r) be as in the lemma. (The statistician is not required to know the value of r.) Next, let NV= NV(n) denote the number of visits to A = B(r) during the initial n-segment of the process. That is, NV= i if for exactly i numbers j, 1 < j < n, X(j) E A. Consider now the kernel estimate g,(x; A) = nlNVg,(x) of the (conditioned) stationary pdf g(x\A) for the process on A. By ergodicity, almost surely
For b(n) < r, g,(x; A) exactly coincides with the kernel estimator for g(x\A), based on the process for A, and which uses the (random) bandwidths b( V(n)), P'(n) being the time of the nth visit to A. Note that if (2.2) is fulfilled, then {b( V(n))} satisfies (2.1) whenever {b(n)} does.
Developments in the Appendix show that the G2 theory continues to hold, even though the bandwidths are chosen by a random process-dependent where S, is the set of indices i<n for which IX(i) --xl > r and S2 is the complementary set of indices. The second term of the partition is asymptotically normal as needed by virtue of the summands eventually being restricted to a process on the Doeblin ball B(r) and in view of preceding arguments. The contribution of the first term can be seen to be asymptotically negligible if (2.1) holds and if k(u)=G(l/ IUId+*), as 1~1 + co, (2.8) for then the contribution due to the first term of the partition goes as ,/m, which, in view of (2.1), vanishes.
In summary, we have the following: THEOREM 1. Let X(n), n = 1,2, . . . . be a Markov sequence with one ergodic class and no moving cyclic subsets. Presume the process has a bounded stationary density function g(x) and bounded continuous transition probability f( y\x). Define the kernel density estimator to be g,(
where k( ) is a zero-mean continuously differentiable density function satisfying
as 12.41 + 03.
If g( ) is bounded and continuously differentiable up to second order and has finite second moments and if b(n)d+4 + 0, nb(n)d+ co then
is asymptotically normal with mean 0 and variance
The developments of this section can be used to infer the transition pdf by applying the reasoning in Yakowitz [22] . Since the X-process is Markov, the conditional law wu+ l))\Y(j)=VU+ l))\X(W+ 1)). (2.12) This expression is tantamount to the statement that
Here Y denotes the last coordinate in Y. One observes that despite the unorthodox state space for Y, the covariances still maintain the Doeblin property (e.g., Doob [S, p. 2221) of exponential decay:
for some number p in the open unit interval, and C a fixed constant (not depending on h(a)). This exponential decay is sufficient for the proof of asymptotic normality, under Doeblin's condition, as given in Yakowitz [22] . The idea in the proof of Theorem 1 of employing the bandwidths {!I( V(i))} for the process on A must be used here. Thus, from Yakowitz must likewise be asymptotically normal (but with asymptotic variance scaled by l/g(A)).
My study [22] leading to (2.13), in turn, was a direct application of the asymptotic normality analysis of Rosenblatt [17] . There is a technical point in connection with this application that deserves mention: In using the exponential decay property, Rosenblatt restricted the functions h( ) to be bounded. However, careful inspection of Rosenblatt's Section 5 reveals that Doob's Lemma 7.1, which does not hypothesize boundedness, is enough. This generalization is, in fact, needed for the regression application.
We summarize as follows: is asymptotically normal with mean 0 and variance
The differentiability assumptions in Theorems 1 and 2 are needed for the bias rate, even for kernel regression in the i.i.d. case (e.g., [13, Section 4.21). As noted fairly forcefully in Yakowitz [24, pp. 240-241] ), the Chebyshev inequality implies that the density and regression estimators here are achieving the Stone-optimal convergence rates [25] under our dimension and differentiability assumptions. The conditions of the theorems here are stronger: Stone does not require the marginal density to exist, much less, be differentiable. On the other hand, I am not aware of any results to the effect that imposing the smoothness restrictions leads to faster convergence.
REGRESSION FOR THE CASE OF No STATIONARY MEASURE
The goal of this brief section is to informally outline a rationale for the case in which there is no stationary law. A more mathematically detailed development is given in Yakowitz [23] . We do not require the existence of a stationary law, but it is presumed that Condition H (Section 1) is in force. Upon examining developments in the preceding section, one confirms that most of the ingredients to the convergence analysis are in place. From Orey [ 111, we can still conclude that, provided x is in the support of H( ), the process on B(r) is Doeblin whenever r is sufficiently small. Here, as before, B(r) denotes the ball centered at x. The Doeblin property of the (Y(i)) path process carries over. A key ingredient missing when there is no stationary law is (2.2), namely that NV(n)/n is convergent to a non-zero number, as required for the regression analysis in the preceding section. Without a stationary law, it seems possible that no matter how the b(n)% are selected, the inequality IX(n) -xl < b(n) may never be satisfied. To make the estimation variance vanish, some schedule for shrinking the bandwidth is needed to assure that NV(n) b(n)d+ co.
The answer to this need in my earlier paper [23] proposed a "revised" nearest neighbor rule. To adopt this approach to the current setting, we proceed as follows: B(r) continues to denote the ball of radius r centered at x. At any time n, select b(n) to be the number b such that The asymptotic normality demonstration for t/o)(m,(x) -m(x)) in Yakowitz [22] holds also for with m, constructed as just described. The details are straightforward: From (3.2) we get that the bias part is asymptotically negligible; the Doeblin property gives that the process is GZ, for b(n) sufhciently small, and, as argued in the preceding reference, this, in turn, gives that covariance terms are asymptotically negligible, and so the variance goes as O(n[B(n))] b(n)4). Also, from the Doeblin condition, and a bounded fourth-moment assumption, the argument of Rosenblatt [ 171 showing asymptotic normality, in the context alluded to in Yakowitz [22] , remains valid.
APPENDIX: ANALYSIS OF RANDOM BANDWIDTHS AND ASYMPTOTIC NORMALITY
Further justification of the theorems is needed because the bandwith sequence is random, depending on process evolution, whereas Rosenblatt [17] theory supposes a fixed deterministic sequence. We analyze the (bounded) kernel density estimation case (Theorem 1) in detail here. The reader will see how to apply the idea to the numerator of m,(x) (defined by (2.10)) to take care of the regression case. For the no-stationary measure case of Section 3, a parallel development using nearest-neighbor constructs of Yakowitz [23] is needed.
We will assume here that k( ) has its support in the unit ball and that b(n) N O(n -q) for some q > 0. Our idea is to define PJX; A) to be the density estimator based on the deterministic bandwidth sequence Multiply both sides by dm and recall that & E(n) converges in law. Thus &i$E( n must converge in probability to 0 and so (A.1 ) does ) hold.
