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Abstract: 
Glaucoma is a common disease of the eye that often 
results in partial blindness. The main symptom of glaucoma is 
progressive loss of sight in the visual field over time. The 
clinical management of glaucoma involves monitoring the 
progress of the disease using a sequence of regular visual field 
tests. However, there is currently no universally accepted 
standard method for classifying changes in the visual field test 
data. Sequence matching techniques typically rely on 
similarity measures. However, visual field measurements are 
very noisy, particularly in people with glaucoma. It is 
therefore difficult to establish a reference data set including 
both stable and progressive visual fields. This paper proposes 
a method that uses a “baseline” computed from a query 
sequence, to match stable sequences in a database of visual 
field measurements collected from volunteers. The purpose of 
the new method is to classify a given query sequence as being 
stable or progressive. The results suggest that the new method 
gives a significant improvement in accuracy for identifying 
progressive sequenses, though there is a small penalty for 
stable sequences. 
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1. Introduction 
Glaucoma is a common eye disease that affects the 
optic nerve. Its prevalence in Australia is about 3% [1, 2]. 
Most people with glaucoma have no symptoms until some 
blindness occurs. A common feature in all patients is that 
the optic nerve fibers are damaged irreversibly [3]; however, 
with treatment the damage process can at least be slowed. 
Early detection of the disease is therefore crucial. If a 
patient continues to lose visual function after treatment, the 
glaucoma is said to be progressing, otherwise it is said to be 
stable.  
Accurate evaluation of visual function is a crucial 
aspect of glaucoma management. It requires a series of 
visual field tests as described in the next section. However, 
it is difficult to separate true visual field loss from 
fluctuations that arise from learning effects, fatigue, and the 
inherent variation in the tests [4]. The high level of “noise” 
makes the correct diagnosis of glaucoma and the detection 
of progression difficult. A number of mathematical, 
statistical, and data mining methods have been proposed to 
determine visual field progression [5-10]. At present, 
however, there is no universally accepted standard against 
which to validate them [11]. Different clinical trials use 
different definitions of “progressing”. Nevertheless, all 
agree that visual field measurement is an essential tool for 
detecting progression.  
Sequence matching techniques have been widely used 
in applications such as image recognition, DNA analysis, 
signal processing, and anomaly detection for computer 
security [12, 13]. This study investigates sequence 
matching techniques applied to glaucomatous visual fields. 
This problem is complex because of the noise in the raw 
data, and the lack of a universally accepted standard for 
detecting progression. Hence we propose a method using 
baselines (Section 4) to match a database of stable 
sequences. The aims of this work are as follows: (1) for a 
given query sequence, to find the closest matches in a set of 
reference sequences and then classify the query sequence 
using the matches; (2) to compare the performance of the 
new method with the Glaucoma Change Probability (GCP) 
method that is widely used by clinicians to identify visual 
field loss. 
The rest of this paper is organized as follows. Section 
2 briefly describes the standard technique for measuring 
visual fields. The data sets used in this paper are described 
in Section 3. Section 4 describes the methods. The results 
are summarized in Section 5, and conclusions are presented 
in Section 6. 
2. Visual Field Measurement 
Regular eye tests are essential to detect glaucoma early 
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and prevent significant loss of sight. The Standard 
Automated Periphery (SAP) technique currently employed 
in glaucoma management requires subjects to place their 
chins on an immobile stand and fixate on a central spot. 
Subjects are then asked to press a button whenever they see 
a flash of light. Lights of varying intensity are shown in 
each of 76 locations in the visual field. The marginally 
visible light intensity is recorded as the threshold sensitivity 
value. Each of the 76 locations has a threshold value 
reported in decibels (dB), printed on a map of the visual 
field [14]. The threshold values range from 0 to 40 dB. 0 dB 
indicates that the brightest light could not be seen - in other 
words, that the location is blind. Threshold values of 35-40 
dB indicate exceptional vision at those locations. Figure 1 
shows a visual field with localized loss in the top left corner. 
There are two physiological blind spots, as indicated by 
small zeros. For convenience in data processing, all visual 
fields of the left eye are reflected into the right eye format. 
 
 
 
Figure 1. A map of the 76 locations in a SAP visual field 
showing localized loss in the top left quadrant. 
 
When visual field measurements are repeated over time, 
the key task for an ophthalmologist is to determine whether 
change has occurred. This is a classification problem: each 
location must be classified as either nonprogressing (which 
includes stable and improving) or progressing. Several 
techniques exist to aid the clinician in this task. The most 
widely used of these is the Glaucoma Change Probability 
method described in Section 4. 
3. Data 
The proposed sequence matching method is based on a 
reference data set consisting only of stable sequences. To 
test the method, we created two artificial datasets to 
simulate glaucomatous progression and stable glaucoma. 
All of the data sets are described below. 
3.1. Reference Data Set 
The SAP data in the reference set were taken from 15 
subjects with normal eyes and 35 subjects with stable 
glaucoma. The subjects ranged from 34 to 82 years of age 
(average, 60.9 years). The first five follow-up visual fields 
for each subject were used, even in cases where subjects 
had more than five SAP tests. Hence a total of 250 visual 
fields were analyzed. The time between tests for patients 
with stable glaucoma was typically about one week. The 
test interval for subjects with normal eyes was six months. 
Together, these subjects provide 50 × 74 = 3700 
sequences measured at locations which are known to be 
stable. For a stable sequence, because of noise in the raw 
date, the best overall estimate of the threshold value is the 
mean of the five measurements for that sequence. The 
distribution of the 3700 means is shown in Figure 2. 
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Figure 2. Distribution of the means of five visual field 
measurements at all 74 SAP locations, in 50 subjects. 
 
Figure 2 shows that the data covered the entire range 
of stable visual field values (0 - 34dB). All sequences were 
used to form a reference data set R. Let R={S1, S2, …, Sn} 
denote the set of sequences where n=3700, and Si = {yi1, 
yi2, …, yi5} (i =1, 2, ..., 3700) is a series of threshold values 
for one location of either a normal eye or a stable 
glaucomatous eye. 
3.2. Simulated Data Sets 
Spry et al [15, 16] describe an approach to generate 
stable and progressive sequences using a model based on 
variables: eccentricity-related fluctuation (location-based 
noise), and defect-related fluctuation (age-based noise). To 
test the effectiveness of the sequence matching method, we 
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created a synthetic dataset using a simulation similar to that 
of Spry et al. This provided stable, linear, bilinear, and 
convex exponential degradation of locations over time. All 
simulated visual fields were in right eye format. 
3.2.1. Progressive Visual Field Data 
To simulate progressive visual field data, the first 
visual fields of 15 normal subjects were randomly 
distributed into three groups, each of five fields. All 15 
visual fields were used as the initial values in the simulation. 
The visual field values in the three groups were then 
duplicated, but with 12dB, 18dB, or 24dB subtracted from 
all locations. These new fields were used as the final values. 
If the final value at any point was less than zero, this value 
was replaced by 0dB. The standard deviation of long-term 
fluctuation (with normal distribution) was 1dB. The 
standard deviation of short-term fluctuation was varied as 
|xn - N| ×0.4/5 [16]. Finally, five new visual fields were 
interpolated between the initial and the final fields, with 
average decreases of 2dB, 3dB or 4dB between consecutive 
fields for the 3 groups respectively. The linear, bilinear and 
concave exponential procedures were applied to each of the 
15 visual fields, providing a total of 45 progressive visual 
fields. 
 
3.2.2. Stable Visual Field Data 
 
To simulate stable visual field data, the first visual 
field from each of the 50 real subjects was used as both the 
first and last values. To generate the middle five visual 
fields, short-term and long-term fluctuations were used as 
described above. Thus, 50 virtual eyes with stable glaucoma 
were generated. 
To avoid repetition, the initial and final values were 
removed from the simulated data. The number of sequences 
simulated in each group is shown in Table 1. 
 
Table 1. The number of simulated sequences in each group 
(5 × 74 = 370). 
 Linear  Bilinear Convex Total
Progressing 12dB 
Progressing 18dB 
Progressing 24dB 
Stable 
370     370    370 
370     370    370 
370     370    370 
3700     0      0 
1110
1110
1110
3700
Sum 4810    1110   1110 7030
 
4. Methods 
The 7030 simulated sequences (95 virtual patients) 
were evaluated using the GCP method with the established 
confidence intervals, and using the proposed matching 
method. 
4.1. GCP Methods 
Given a sequence of n threshold measurements: X = 
{x1 , x2, …, xn}, the baseline is defined as (x1+ x2)/2 where 
x1 and x2 were taken in a short period so that no natural 
decline or glaucomatous progression occurred. 
Glaucoma Change Probability (GCP) analysis 
calculates the difference between a threshold measurement 
and a baseline on a point-by-point basis, and then 
determines whether the difference falls inside or outside the 
95% confidence interval established from a database of 
stable glaucomatous visual fields [17]. If the difference for 
one location is less than the lower limit of the confidence 
interval, this location is said to be progressing. If the 
difference falls inside the confidence interval, this location 
is said to be stable. Otherwise, it is said to improving.  
We present two methods of building a confidence 
interval by using the reference set R. One method is similar 
to that used by Spry et al [11].   
(1) The mean of all five values in a sequence: {y1+ y2+ 
y3+ y4+y5}/5 is calculated, and then rounded to the nearest 
integer. These integers are used to divide the sequences into 
groups.  
(2) The difference between test and retest values is 
calculated for each sequence in each group. That is, yi -yi+1, 
i = 1, 2, 3, 4. 
(3) The differences in each group are sorted from the 
smallest to the largest, and then the 2.5% and 97.5% 
percentiles are computed to form a 95% confidence interval 
for that group. This method for building a confidence 
interval is called SA in this paper. 
Because there is no consensus as to how the 
underlying confidence interval should be derived, we 
modified the second step by taking (y1+ y2 )/ 2 – yi, (i = 3, 4, 
5) instead of yi -yi+1. This method for building a confidence 
interval is called SB in this paper. 
4.2. Baseline Matching Stable Sequences 
Let query Q = {x1 , x2,  …, xm} be a sequence of values 
for one location, where xi is the ith value, and m is the 
number of measurements. We are not able to find a 
sequence in R to match Q exactly due to noise, and because 
all reference sequences in R are stable, whereas the query 
sequence may be progressing. Thus, in this study we used a 
similarity measure D:  
D = |baseline – iS | ≤ cutoff              (1) 
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Where iS is the average of five visual field measurements 
from a stable sequence, and the baseline is from Q. This 
function is used to choose the best matching reference 
sequences in R for the query sequence Q.  
The rationale behind this method is that the baseline 
value for each query sequence Q is an observation of the 
initial condition, and is the comparison condition for future 
follow-up examinations [14]. For a stable sequence Si ={yi1, 
yi2, …, yi5}, iS is an unbiased estimate of the population 
mean at the corresponding location. Therefore, |baseline 
– iS | indicates that for a given query Q, we select stable 
sequences which are the closest to the baseline of Q. The 
degree of similarity depends on the cutoff. 
For a given cutoff and query Q, we collected all points 
from matched sequences and sorted them from the smallest 
to the largest. The 2.5% and 97.5% percentiles in this range 
were calculated to form a 95% interval. If the mth value xm 
in Q fell into the 95% interval, the query sequence was said 
to be stable. If xm was less than the lower limit of the 
interval, the query sequence was said to be progressing. 
Otherwise, the sequence was improving. Improving and 
stable sequences were classified together as 
nonprogressing. 
4.3. Experiments 
In the experiments, the first interpolated field was 
taken as the baseline for each query. That is, for a query 
sequence Q = {x1 , x2, …, xm}, x1 was the baseline value.  
In this study, we only discuss baseline values from 16 
to 31dB due to the sample obtained from the stable visual 
fields. This is because of the small numbers below 16 (see 
Figure 2). The evaluation of an interval requires a sample 
size large enough. If the sample is too small, the method 
may not be reliable [18]. The formula for calculating the 
required sample size n is  
n = Z2 × σ2 /E2                   (2) 
where E is the maximum allowable error (the difference 
between the population mean and the sample mean). Z is 
obtained by using the given confidence interval coefficient 
α , and σ is the population standard deviation. For this 
study, E = 1, Z = 1.96 (computed by using α = 0.95), and 
σ is computed using Henson's [19] standard deviation:  
loge(SD) = -0.081dB + 3.27               (3) 
In equation (1), we used values between 0.1 and 1.0 as 
the cutoff to select matches in R. The results are examined 
in Section 5. 
4.4. Statistical Methods 
Both the new method SB and the GCP method SA 
were applied to the simulated visual fields. For each 
simulated sequence, each method produced a binary 
outcome: classified correctly or not. Cochran's Q-test [20] 
was used to asses whether any difference between the 
methods was due to chance. This test is basically an 
ANOVA for data that is binary (also referred to as 
dichotomous or categorical). If the Q-test indicated a 
difference between the methods, then a non-parametric 
pairwise comparison technique outlined in Sheskin [21, 
page 689] was applied. This takes into account a correction 
for multiple (k ≥ 2) comparisons. 
5. Results 
Figures 3 and 4 show the results obtained by the new 
method on the simulated datasets for classifying the 3rd, 
4th and 5th visual field measurements, baseline values 
being 16 to 31dB, at different cutoffs. When the cutoff 
gradually increases, the accuracy of classification gradually 
increases for stable sequences, while it gradually decreases 
for progressing sequences. This is because when the cutoff 
is less than 0.4, some query sequences cannot get enough 
points as required by equation (2). For these sequences, the 
result of classification is not reliable. On the other hand, 
when the cutoff is greater than 0.6, query sequences may 
obtain enough points from the matched stable sequences. 
However, the means of some matched stable sequences are 
closer to the integer “baseline + 1” or “baseline – 1”. (| 
baseline - mean | ≤ cutoff ⇒ baseline - cutoff ≤ mean ≤ 
baseline + cutoff). That is, the interval formed by taking all 
points from matched stable sequences is too wide. When 
the cutoff is 0.4, the minimum number of points from the 
matched sequences is 120 to satisfy equation (2). Figure 3 
and 4 show that when the cutoff is 0.4, 0.5, or 0.6, the 
results of correct classification are very similar for 
classifying the 3rd, 4th or 5th visual field. 
We took the cutoff as 0.5 to compare the GCP methods. 
As a comparison for each location, we also used the GCP 
criteria: (1) for a given location, if progression at this 
location was identified in two of three consecutive fields 
(denoted by 2of3), this location was said to be progressing; 
or (2) in three of three consecutive fields (denoted by 3of3) 
[22]. The results are shown in Table 2 using 5 visual field 
measurements. 
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Figure 3. The percentage of correct classification for stable 
sequences with baseline values from 16 to 31dB at different 
cutoffs for the 3rd, 4th and 5th visual field measurements. 
(“S” for stable sequences.) 
Figure 4. The percentage of correct classification for 
progressing sequences with baseline values from 16 to 
31dB at different cutoffs for the 3rd, 4th and 5th visual field 
measurements. (“P” for progressing sequences.) 
 
In Table 2, “P” indicates the percentage of correct 
classification for progressing sequences, “S” for stable 
sequences. The new method offers higher accuracy for 
classifying progressing sequences, while accuracy is lower 
for stable sequences. Using Cochran's Q-test confidence 
level α of 0.05, we analyzed whether the new method 
improves classification overall. A significant difference was 
found. Hence, pairwise comparisons were performed and 
are given in Table 3. 
Table 2 and 3 show that the GCP method using 
confidence interval SB is statistically significantly more 
accurate compared with GCP using SA when classifying 
progressive sequences. The accuracy of GCP with SB in 
classifying stable sequences decreases slightly, but the loss 
is not statistically significant. The new method MH is the 
best for correctly classifying progressing sequences. It 
increases accuracy by between 8% and 14% compared with 
GCP using confidence interval SB and SA respectively. It 
decreases accuracy by less than 2% for detecting stable 
sequences when GCP criterion (1) was used. When GCP 
criterion (2) was used, the method offers about 11% and 
16% increase respectively for progressing sequences, with 
about 0.5% decrease for stable sequences. 
 
Table 2. The percentage of correct classification for base- 
line 16 to 31dB. SA and SB are confidence interval 
methods described in Section 4.1. MH denotes the new 
method proposed in Section 4.2.  
SA SB MH Criterion   P      S   P     S  P     S 
2of3 
3of3 
68.35 99.06 
36.24   99.83 
74.10  98.95 
41.52  99.79 
82.72  97.11
52.99  99.30
 
Table 3. Difference (in percent) of correct classification 
between methods. Statistically significant change is shown 
underlined (α <0.05). 
Criterion Group SB-SA MH-SA MH-SB 
2of3 
12dB 
18dB 
24dB 
Stable
+7.8 
+4.9 
+3.8 
-0.1 
+21.7 
+12.1 
+7.4 
-1.5 
+13.9 
+7.2 
+3.6 
-1.4 
3of3 
12dB 
18dB 
24dB 
Stable
+3.8 
+5.9 
+5.4 
0.00 
+45.4 
+48.4 
+39.3 
-2.1 
+41.6 
+42.6 
+33.9 
-2.1 
 
Table 2 and 3 show that the GCP method using 
confidence interval SB is statistically significantly more 
accurate compared with GCP using SA when classifying 
progressive sequences. The accuracy of GCP with SB in 
classifying stable sequences decreases slightly, but the loss 
is not statistically significant. The proposed new method is 
the best for correctly classifying progressing sequences. It 
increases accuracy by between 8% and 14% compared with 
GCP using confidence interval SB and SA respectively. It 
decreases accuracy by less than 2% for detecting stable 
sequences when GCP criterion (1) was used. When GCP 
criterion (2) was used, the proposed method offers about 
11% and 16% increase respectively for progressing 
sequences, with about 0.5% decrease for stable sequences. 
6. Conclusion 
This paper has described an application of sequence 
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matching to the problem of classifying change in visual 
fields. It is difficult to establish a set of reference sequences 
which includes progressing sequences, because using 
different techniques can give different results for a given 
patient with progressing glaucoma. Therefore, we have 
focused on the use of the baseline for a given query 
sequence. In this way, the set of reference sequences can be 
constructed only from stable sequences. The results indicate 
that using the new method can significantly improve the 
accuracy of identifying progressing sequences, though there 
is a small penalty for stable sequences.  
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