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A hybrid of message passing and shared memory techniques is presented 
for scalable parallelization of the adaptive integral method (AIM), an FFT based 
algorithm, on clusters of identical multi-core processors. The proposed hybrid 
MPI/OpenMP parallelization scheme is based on a nested one-dimensional (1-D) 
slab decomposition of the 3-D auxiliary uniform grid and the associated AIM 
calculations: If there are M  processors and T  cores per processor, the scheme (i) 
divides the uniform grid into M  slabs and MT  sub-slabs, (ii) assigns each 
slab/sub-slab and the associated operations to one of the processors/cores, and (iii) 
uses MPI for inter-processor data communication and OpenMP for intra-
processor data exchange. The MPI/OpenMP parallel AIM is used to accelerate the 
vii 
 
MOM solution of combined-field integral equations pertinent to the analysis of 
scattering from perfectly conducting surfaces. The scalability and efficiency of 
the implementation are investigated theoretically and verified numerically by 
solving benchmark scattering problems on a (near) petaflop supercomputing 
cluster of quad-core processors. The timing and speedup results on up to 1024 
processors show that the proposed hybrid MPI/OpenMP parallelization exhibits 
better strong scalability (fixed problem size speedup) compared to pure MPI 
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CHAPTER 1: INTRODUCTION 
Traditional iterative method of moments (MOM) [1] solution of frequency-
domain integral equations is limited to electrically small problems as it results in a dense-
matrix equation, whose solution requires ( )2O N  operations per iteration and ( )2O N  
bytes of memory for N degrees of freedom. Over the past two decades, several “fast 
algorithms” [2] have been developed to reduce the computational costs of MOM solvers, 
e.g., fast multi-pole method (FMM) [3-5] and fast Fourier transform (FFT) based 
accelerators [6-9] have been shown to reduce the MOM operation counts and memory 
requirements to ( )O N  within logarithmic factors for broad classes of electrically large 
problems. To maximally harvest the available computational power, these fast algorithms 
are parallelized: A wide variety of MPI and OpenMP based parallel fast solvers have 
been developed that target distributed- and shared-memory architectures, respectively [6-
14].  
The recent emergence of multi-core architectures and the continuing deployment 
of supercomputing clusters of multi-core processors that result in a hierarchy of local and 
remote memory have blurred the shared-/distributed-memory distinction. MPI based 
parallel implementations of many algorithms that are traditionally scalable to a large 
number of processors suffer efficiency losses when deployed on such architectures and 
are often not “multi-core scalable”, i.e., their parallel efficiency is significantly lower 
when multiple cores of the processors are used [15]. One avenue for overcoming this 
limitation is to use a hybrid MPI/OpenMP parallelization model [16-19] as has recently 
been presented for finite-difference time-domain solvers [20, 21], FMM algorithms [22], 
and direct MOM solvers accelerated by low-rank compression algorithms [23].  
This thesis explores the parallel scalability of FFT accelerated iterative MOM 
solvers on multi-core clusters. Specifically, a typical pure message-passing (MPI) and a 
novel hybrid message-passing/shared-memory (MPI/OpenMP) technique are contrasted 
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for parallelizing the adaptive integral method (AIM) [4, 7], an FFT based algorithm for 
non-uniformly meshed structures. The hybrid method exploits the memory hierarchy of 
multi-core clusters via a nested parallelization scheme that uses MPI for inter-processor 
data communication and OpenMP for intra-processor (inter-core) data exchange. The 
AIM grid and the associated calculations including FFT operations are distributed among 
the cores by using a nested one-dimensional (1-D) slab decomposition. Both theoretical 
analysis and numerical results from benchmark electromagnetic scattering problems 
demonstrate that the resulting hybrid MPI/OpenMP parallelization of AIM outperforms a 
pure MPI version. All the simulations in this thesis are conducted on the Ranger [24] 
cluster at the Texas Advanced Computing Center (TACC), which is a near-petaflop 
cluster of 3936 computing nodes each of which consists of four quad-core processors and 
8 GB of memory per processor (2 GB per core). 
The rest of this thesis is organized as follows. Chapter 2 reviews three integral 
equation formulations commonly used in electromagnetic analysis and briefly formulates 
the MOM solution procedure and the AIM approach. It also introduces a set of scatterers 
that are used to benchmark different parallelization methods. Chapter 3 presents the MPI 
and hybrid MPI/OpenMP parallelization of iterative MOM solvers based on column and 
nested column-row decomposition, respectively. It analyses the parallel scalability of the 
two approaches and contrasts their performance on Ranger for the benchmark scatterers. 
Chapter 4 presents the two parallelization approaches for AIM and details the slab and 
the nested slab decomposition used for its MPI and hybrid MPI/OpenMP parallelization, 
respectively. A detailed scalability analysis and extensive numerical results on Ranger 
quantify the multi-core scalability of the two approaches. Chapter 5 concludes the thesis 
and discusses future research directions.   
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CHAPTER 2: THE ADAPTIVE INTEGRAL METHOD 
This chapter briefly reviews (i) the electric, magnetic, and combined field integral 
equation (EFIE, MFIE, and CFIE) pertinent to the analysis of time-harmonic scattering 
from perfectly conducting surfaces residing in an unbounded homogenous medium [25, 
26], (ii) the MOM solution of these integral equations, and (iii) the AIM acceleration. It 
then presents a set of scatterers that are used to verify that the computational costs of the 
MOM and AIM implementations agree with the theoretical expectations. These scatterers 
are also used for benchmarking parallel implementations throughout the thesis. 
2.1 Integral Equations 
Consider an arbitrarily shaped 3-D perfectly electrically conducting (PEC) 
scatterer with surface S  that resides in an unbounded, lossless, homogeneous dielectric 
medium with permittivity ε  and permeability μ (Fig. 2.1). 
 
Figure 2.1:  Scattering from a PEC scatterer meshed with triangular patches. 
A time-harmonic incident electromagnetic field { }inc inc,E H  induces a surface current on 
the scatterer that in turn generates the scattered field { }sca sca,E H , which can be expressed 
in terms of the vector and scalar potentials A  and Φ  as ( j te ω  time variation is assumed 
and suppressed) 
 ( ) ( ){ } ( ) ( ) ( )sca sca, ,jω
μ
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is the surface current density, ′= −R r r
 
is the distance between source point 
′r  and observation point r , and k ω με=  is the wave number. Enforcing tangential 
boundary conditions at the PEC surface yields the frequency domain EFIE and MFIE. 
The CFIE is a linear combination of them: 
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Here, 0 1α≤ ≤   and n  is the outward directed unit vector normal to S .  
2.2 Method of Moments (MOM) 
To numerically solve the integral equations, the MOM is applied. First, the 









≅ ∑J r S r  (2.4) 
Here, k ′S  denotes the 
thk ′  RWG basis function defined on pairs of triangular patches 
[27], kI ′  is the unknown current coefficient associated with k ′S , and N  is the number of 
unknowns. Second, the integral equations are converted into matrix equations via 
Galerkin testing, which uses the same testing functions as the basis functions. This results 
in the MOM matrix equation 
 inc
1 1N N N N× × ×=Z I V  (2.5) 
Here, Z  is the impedance matrix, incV  is the tested incident field vector, and I  is the 
current coefficient vector. For the CFIE, the entries of the matrices and vectors are given 
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 (2.6) 
where P.V.S stands for the Cauchy principle value. The EFIE and MFIE matrices and 
vectors can be deduced from the above equations by setting α  to 1 and 0, respectively. 
Third, and finally, the desired current coefficients are found by solving the matrix 
equation (2.5). Both direct and iterative solution techniques are widely used for solving 
the MOM matrix equation [28, 29]. In this thesis, a TFQMR [30] iterative solver is 
adopted.  
The iterative MOM solution procedure requires ( )2O N  operations to fill the 
dense N N×  impedance matrix, ( )2O N  memory to store it, and ( )2O N  operations to 
multiply it with trial vectors at each iteration. Several classes of fast algorithms have been 
developed to accelerate the MOM procedure [2]. 
2.3 Adaptive Integral Method (AIM) 
AIM [6] is an FFT based algorithm that accelerates the iterative MOM solution of 
integral equations for arbitrarily shaped scatterers by exploiting the translational 
invariance of the integral kernel through an auxiliary uniform grid (Fig. 2.2). The number 
of points on the auxiliary grid is denoted by 
x y z
N N N N
C c c c
= × × , where cxN , yNc , and 
cz
N  are the number of auxiliary grid points along x , y , and z  dimensions, respectively. 
6 
 
For general 3-D scatterers 1.5
C
~N N  and for quasi-planar surfaces that have much larger 
transverse dimensions than their height, 
C
~N N . 
 
 
Figure 2.2:  A pictorial description of the AIM projection, propagation, and interpolation 
steps. The circles show the auxiliary uniform grid points. 
Using the auxiliary grid, the AIM separates the MOM matrix entries into “far-
zone” and “near-zone” terms. Then, at each iteration, it (i) projects currents onto the 
auxiliary grid, (ii) propagates fields onto the same grid using FFTs, (iii) interpolates 
fields onto the scatterer mesh from the grid, and (iv) corrects near-zone terms. This four-
step algorithm can be expressed in matrix form as follows. AIM approximates the MOM 
matrix as   
 near FFT
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, , ,x y z ∇Λ   and , ,x y zΓ  
are CN N×  sparse matrices that store the mapping coefficients 
for projecting currents from the surface mesh to the auxiliary grid and the superscript T  
denotes the matrix transpose. These mapping coefficients relate the basis functions to the 
associated auxiliary grid points and are found by the moment matching scheme [6], i.e., 
by matching the multi-pole moments of the auxiliary sources using the mapping 
coefficients xΛ , yΛ , zΛ , ∇Λ , xΓ , yΓ , and zΓ   to those of the functions k⋅x S , k⋅y S , 
k
⋅z S , 
k
∇⋅ S , 
k
⋅ ×x n S , 
k
⋅ ×y n S , and 
k
⋅ ×z n S , respectively (In all the results in this 
thesis, up to third order moments are matched). The 
x y z, , , ,φA
G  matrices, also referred to as 
the “Green function kernel”, are dense (3-level) block-Toeplitz matrices and can be 
multiplied efficiently via multidimensional FFTs. Their entries are:  
 
{ , , , , , , , , , }
1





















G G G G G
r r
 (2.9) 
Here, u  and u ′  are the observer and source grid point position on the auxiliary grid, 
respectively, and 




φ ⎡ ⎤′⎢ ⎥⎣ ⎦
A
G  are set to zero to avoid singularities.  
In (2.7), the nearZ  matrix, which is a sparse matrix with nearN  nonzero entries, 























R ′  is the minimum “grid distance” [6, 9] between the auxiliary points associated 
with the basis and testing functions, cΔ  is the grid spacing, and γ  is a parameter that 
sets the near-zone region. In practice, cΔ  is comparable to the edge lengths on the 
scatterer mesh and is typically 1/20th-1/6th of the wavelength, 1 6γ≤ ≤ , and near ~N N  
when the structure of interest is electrically large and devoid of geometrical details.   
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The AIM acceleration has the following computational costs: AIM requires 
( )O N  operations to fill , , ,x y z ∇Λ  and , ,x y zΓ  matrices, ( )CO N  operations to fill the 
, , , ,x y z φA
G  
matrices, and
 ( )nearO N  operations to fill the 
nearZ  matrix. Thus, it requires 
( )near CO N N+  operations and ( )near CO N N+  bytes of storage space to fill and store 
the matrices. In the iterative solution stage, at each iteration, AIM requires ( )O N  
operations for the projection and interpolation steps, ( )nearO N  operations for the near-
zone correction step, and ( )C ClogO N N  operations for the propagation step. Thus, it 
requires ( )near C ClogO N N N+  operations per iteration. 
2.4 Computational Complexity Validation 
The computational complexity of the MOM and AIM implementations are 
verified next. Different sizes of PEC square plates and spheres are used here and 
throughout the thesis as benchmark numerical examples. EFIE and CFIE (with 0.6α = ) 
formulations are used to analyze scattering from plates and spheres, respectively. These 
scatterers represent the best- and worst-case extremes for AIM as 
C
N  is proportional to 
N  for plates and to 1.5N  for spheres. The edge length PL  of the plates and the radius SL  
of the spheres are scaled from λ  to 256λ  and λ  to 64λ , respectively. The relative root-
mean-square error in the VV-polarized bistatic radar cross section (RCS) θθσ  is computed 




















σ σ θ θ φ
σ θ θ φ




The MOM solution is used as reference for the plates, whereas both analytical Mie series 
and numerical MOM results are used as reference for the spheres.  The AIM parameters 
are chosen to minimize the iterative solution time, which is often the dominant 
computational cost, subject to the following error constraints: 0.5%errθθ <  with respect 
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to the reference MOM solution for the plates (when the MOM solution is possible); 
1%errθθ <  with respect to both the reference Mie series and MOM results for the 
spheres (when the MOM solution is possible) (Tables 2.1-2.2).  
Table 2.1:  Parameters for scattering analysis of plates 
( )L λP  N  γ NC  Reference ( )%errθθ  
1 280  3 12 12 4× × MOM 0.10 
2  1160  3 20 20 4× × MOM 0.36 
4  4 720  3 36 36 4× × MOM 0.42 
8  19 040  3 72 72 4× ×  MOM 0.34 
16  76 840  3 144 144 4× × MOM 0.46 
32  306 560  3 288 288 4× × -  
64   1 227 520  3 576 576 4× ×  -  
128   4 912 640  3   1152 1152 4× × -  
256   19655680  3   2 304 2 304 4× × -  
 
Table 2.2:  Parameters for scattering analysis of spheres 
( )L λS  N  γ NC  Reference ( )%errθθ  
1  3 384  3 24 24 24× ×  
MOM 0.19 
Mie 0.93 
2  10 947  3 48 48 48× ×  
MOM 0.09 
Mie 0.97 
4  44 595  3 64 64 64× ×  
MOM 0.17 
Mie 0.97 
8  179 130  3 128 128 128× ×  
-  
Mie 0.97 
16  742 059  3 256 256 256× ×  
-  
Mie 0.80 
32   2 903 916  3 512 512 512× ×  
-  
Mie 0.97 










Figure 2.3:  AIM vs. MOM for PEC plates and spheres as the scatterer sizes are 
increased. (a) Matrix fill time. (b) Solution time per iteration. (c) Memory 





Figure 2.3:  Continued. 
Fig. 2.3 compares the computational requirements of AIM and MOM as observed 
on the Ranger cluster. These data are obtained from the MPI/OpenMP based parallel 
implementation of the methods detailed in Chapters 3 and 4; specifically, the timing data 
are obtained by multiplying the observed wall-clock time with the number of cores used 
and the memory data are obtained by summing the memory required for all cores. To 
minimize the effect of parallelization inefficiencies, the simulations in Fig. 2.3 use only 
the minimum number of cores dictated by the memory requirements and only one core 
per processor. The results observed in Fig. 2.3 agree well with the theoretically expected 
computational complexity trends. Notice that AIM accelerated MOM solvers outperform 
classical solvers in all performance metrics when N  is as few as 310 . Several 
irregularities are evident in the observed data: (i) In Fig. 2.3(b), a jump in the solution 
time is observed for the =32sL λ  sphere case. A closer investigation of the data shows 
that this jump is caused by a disproportionate increase in the time needed for calculating 
FFTs during the AIM propagation step: The time needed for the 3
C
512N =  auxiliary 
grid (for which 1024  2-D FFTs of size 1024 1024×  are calculated) should be ~9  larger 
than that needed for calculating FFTs for an 3
C
256N =  grid (for which 512  2-D FFTs 
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of size 512 512×  are calculated) but was observed to be ~17  times larger. For smaller 
and larger problem sizes, it is observed that the FFT time (as well as the total CPU time) 
scales as expected; thus, this jump likely indicates the point where the large FFT arrays 
start to not fit in the faster but limited memory caches. (ii) In Fig. 2.3(c), the memory 
requirements slightly deviate from the computational complexity line for the largest two 
plates. This is because of parallelization inefficiencies (specifically, non-parallelized data 
replication) and is explained in detail in Section 4.4. (iii) In Fig. 2.3(c), the total memory 
requirement for spheres scales as ( )O N  when N  is relatively small (
510N < ) but as 
1.5( )O N  for larger N . This is because the 
nearZ  matrix initially dominates the memory 









CHAPTER 3: PARALLELIZATION OF  
THE METHOD OF MOMENTS 
This chapter presents (i) MPI parallelization of MOM using a column based 
decomposition approach, (ii) hybrid MPI/OpenMP parallelization of MOM using a 
nested column-row based decomposition approach, and (iii) numerical results on the 
Ranger cluster that compare the parallel performance of the two approaches when applied 
to the benchmark scatterers introduced in Chapter 2. Note that, the column and nested 
column-row decomposition based methods can also be formulated as row and nested 
row-row decomposition based ones, respectively. While this alternative formulation 
would change the implementation details, e.g., data would be stored using a row-wise 
instead of a column-wise order in memory, it would not affect the presented results, 
especially the relative performance of the MPI and hybrid MPI/OpenMP parallelization. 
3.1 MPI-MOM: Column Based Decomposition 
As detailed in Chapter 2, the dominant computational costs of MOM are the 
computation of the integrals in (2.2) (matrix fill step), which requires ( )2O N  operations, 
and the solution of the dense matrix equation inc=ZI V  (matrix solve step), which 
requires ( )2O N  operations per iteration if an iterative solver is used. In a typical 
distributed-memory MPI implementation, these steps are parallelized by distributing the 
impedance matrix columns and the current coefficient and incident-field vectors among 
different MPI processes [31]: If there are P  MPI processes, each process is assigned 
~ /N P  columns of the impedance matrix and the corresponding ~ /N P  elements in 
the current coefficient and incident-field vectors (Fig. 3.1); thus, each process executes 
( )2O N P  operations during the matrix fill step to fill the columns assigned to it and 
( )2O N P  operations per iteration during the matrix solve step to multiply them with the 




Figure 3.1:  MPI parallelization of MOM using column based decomposition on a 
distributed-memory cluster of single-core processors. The red, green, and 
blue boxes represent the processors, their local memories, and the common 
communication channel, respectively. Process p  on processor p  fills and stores ~ /N P  columns of Z  and the corresponding rows of ∗I  and ∗V  
using the local memory. At each iteration, the process calculates its part of 
the matrix-vector multiplication (green dashed lines), receives contributions 
to its portion of ∗V  from other processes through the channel (blue dashed 
lines), and sends portions of the result of its matrix-vector multiplication to 
the other processes through the channel. 
Assuming that the geometry and basis/testing function data are replicated, the 
MPI processes do not communicate during the matrix fill step; thus, this step usually 
achieves near-ideal parallel scalability. During matrix solve step, however, portions of 
several vectors (e.g., the trial solution vector ∗I  and the residual vector inc ∗−V ZI ) must 
be communicated among MPI processes in order to calculate matrix-vector 
multiplications and vector norms (Fig. 3.1). Each process must send to (and receive from) 
the other 1P −  processes ( )O N P  bytes of data; thus, the processes exchange a total of 




(a)      (b) 
Figure 3.2:  Parallel scalability of MPI-MOM matrix solve step: (a) Latency limited 
(
bw fl lat
t t t<  and  
max bw
P P< ) (b) Bandwidth limited (
bw fl lat
t t t>   and 
bw max
P P< ).  
To analyze the scalability of the matrix solve step, let 
lat
t  denote the latency and 
bw
t  the one over the bandwidth of the network; then, 
lat bw
/t Nt P+  is the time required 
to communicate /N P  bytes of data. If the time required to compute one floating point 
operation is 
fl
t , then each process requires a total of 2
fl lat bw
( / )O N t P Pt Nt+ +  seconds 
per iteration. Clearly, the parallel scalability of the matrix solve step is limited by the 
communication time and can be either latency or bandwidth limited depending on the 
cluster (Fig. 3.2). The time required per iteration can be reduced at best to 
fl lat bw
( [ ])O N t t t+  seconds using 
max fl lat
~ /P N t t
 
 processes (using more than 
max
P  
processes increases the matrix solve time). Note that in the bandwidth limited scenario, 
parallel performance gains are minimal beyond 
bw fl bw
~ /P Nt t  processes (Fig. 3.2) 
When the above MPI-MOM is deployed on a cluster of single-core processors, as 
visually depicted in Fig. 3.1, each active processor is assigned a different MPI process. In 
contrast, on a cluster of multi-core processors, where each processor consists of multiple 
computing elements (cores), each active processor should be assigned multiple MPI 
processes to utilize all the available computational power. Ideally, each core of a 
processor can be assigned a different MPI process (Fig. 3.3); in practice, however, 
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performance suffers when all the cores of the processors are used and typically one or 
more cores are left idle [15, 32]. In addition to the general problem of the limited memory 
bandwidth available to the multiple cores within the processor, the performance of the 
MPI-MOM approach is hampered also because it does not account for the memory and 
communication channel hierarchy of the cluster; specifically, the parallel decomposition 
algorithm does not account for the shared memory and potentially faster communication 
channel among the cores of each processor. Thus, compared to an approach that exploits 
the cluster hierarchy (see next section), the MPI-MOM approach requires additional 
intra- as well as inter-processor MPI messages; as the number of active cores in a 
processor increases, there are more messages sent/received using the communication 
channel of the processor, which increases the impact of latency and limits “multi-core 
scalability”. (It should be noted that “multi-core aware” MPI implementations exist [15, 
33-35]; unfortunately, these are currently either in development or are proprietary).  
 
Figure 3.3:  MPI parallelization on a cluster of four-core processors when each core is 
assigned one MPI process. The red, orange, green, and blue boxes represent 
the processors, their computing cores, the local memories shared by the 
cores, and the common communication channel, respectively. 
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3.2 Hybrid MPI/OpenMP-MOM: Nested Column-Row Decomposition 
An alternative approach on clusters of multi-core processors is to use a 
combination of shared and distributed memory parallelization [16-19]; such a hybrid 
MPI/OpenMP-MOM scheme can be developed starting from an MPI-MOM 
implementation. In this approach, each active processor is assigned only one MPI process 
that initiates multiple OpenMP threads on the processor; typically, one OpenMP thread is 
initiated per active core, i.e., if M  processors and T  cores in each processor (a total of 
MT  cores) are active then there are M  MPI processes and T  OpenMP threads for each 
process. When the hybrid scheme is executed on a cluster of multi-core processors, it 
reduces to a pure distributed-memory parallel implementation when one thread per MPI 
process is used ( 1,  1M T≠ = ) and it reduces to a pure shared-memory parallel 
implementation when one MPI process with multiple threads is used ( 1,  1M T= ≠ ). 
In this approach, the MOM computations are parallelized using a nested 
decomposition (Fig. 3.4). First, each of the M  processes is assigned ~ /N M  columns 
of the impedance matrix and the corresponding ~ /N M  elements in the current 
coefficient and incident-field vectors. Then, each process initiates T  threads for 
computing MOM operations: (i) Matrix fill: Each thread fills ~ 1 /T  of the impedance 
matrix columns assigned to its process; thus, each of the MT  threads executes 
( )2O N MT  operations to fill ~ /N MT  columns of the impedance matrix. (ii) Matrix 
solve: Each thread multiplies ~ 1 /T  of the rows in each of the impedance matrix 
columns assigned to its process; thus, each of the MT  threads executes ( )2O N MT  
operations per iteration to multiply the ~ /N T  rows of the impedance matrix with the 






(b)      (c) 
Figure 3.4:  Hybrid MPI/OpenMP parallelization of MOM using nested column-row 
based decomposition on a cluster of multi-core processors. (a) Workload 
decomposition among processes: Process m  is assigned ~ /N M  columns of Z  and the corresponding rows of ∗I  and ∗V . Each process executes T  
OpenMP threads. (b) Matrix fill step: Each thread of process m  fills 
~ /N MT  columns of Z  and stores it in the shared memory. (c) Matrix 
solve step: Each thread of process m  multiplies ~ /N T  rows of the
~ /N M  columns of Z  and writes the result in the shared memory. 
Notice that the impedance matrix is decomposed column and row wise among the 
threads during the matrix fill and solve steps, respectively. The row-wise division during 
matrix solve step is natural as it avoids any memory overlap (and thus OpenMP critical 
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regions) among threads when storing the results of the matrix-vector multiplication in 
∗V 1. A similar row-wise division could be used for the matrix fill step; indeed, there is 
little difference between using a column-wise or a row-wise division when filling the 
dense MOM impedance matrix. (A column-wise division does maximize contiguous 
memory access for each thread if the data is stored in column-wise order in memory; 
however, the resulting buffering and pre-fetching related advantages are minimized by 
the very large number of operations required for filling each matrix entry). A column-
wise division is used when parallelizing the MOM matrix fill step mainly for pedagogical 
reasons, i.e., to maintain symmetry with the parallelization of AIM, where a column-wise 
division is more efficient for the matrix fill step (see Chapter 4).   
 Assuming the geometry and basis/testing function data are replicated over 
different MPI processes, the matrix fill step of the hybrid MPI/OpenMP implementation 
exhibits near-ideal parallel scalability because there is neither communication among 
processes nor memory overlap among threads (although memory bandwidth and cache 
coherency problems can limit scalability). During the matrix solve step, however, 
portions of vectors must be either exchanged by inter-processor MPI messages (among 
the threads that do not share memory) or shared via intra-processor OpenMP directives 
(among the threads that share memory). To reduce communication costs, only one thread 
per process (one core per processor) participates in inter-processor communication, i.e., 
at each iteration, each process sends only one message to (and receives one message 
from) the other 1M −  processes and each message contains ( )O N M  bytes of data; 
thus, the processes exchange a total of 2( )O M  messages and communicate ( )O NM  
bytes of data per iteration. Because each process requires a total of 
                                                            
1 If column-wise approach is used, then after each thread multiplies the corresponding elements from the 
*I  vector with the Z  matrix columns, the whole right hand size vector ∗V is updated with the 
multiplication results from each thread. This will cause memory overlap as this ∗V  vector is shared in the 






( / ( ) )O N t MT Mt Nt+ +  seconds for computation and communication per 
iteration, the parallel scalability of the hybrid MPI/OpenMP-MOM is limited just like 
that of the MPI-MOM. Nevertheless, the hybrid approach should exhibit better scalability 
because it reduces the impact of latency by communicating larger chunks of vectors using 
fewer messages; this is detailed next.  
 
(a)       (b) 
Figure 3.5:  Parallel scalability of hybrid MPI/OpenMP-MOM vs. MPI-MOM matrix 
solve step: (a) Latency limited  (
max max bw bw
P M T P M T< < = ) (b) 
Bandwidth limited (
bw bw max max
P M T P M T= < < ). 
If T  threads are used per process, then the hybrid approach can reduce the time 
required for the matrix solve step at best to 
fl lat bw
( [ / ])O N t t T t+  seconds per iteration 
using 
max fl lat
~ / ( )M N t t T  processes. Note that in the bandwidth limited scenario, 
performance gains are minimal beyond 
bw fl bw
~ / ( )M Nt t T . These costs should be 
contrasted to those of the pure MPI-MOM using P MT=  processes in Section 3.1, e.g., 
each MPI-MOM process requires a total of 2
fl lat bw
( / ( ) )O N t MT MTt Nt+ +  seconds 
per iteration that can be reduced at best to 
fl lat bw
( [ ])O N t t t+  seconds using 
max fl lat
~ /P N t t  processes. When scalability is latency-limited, the hybrid 
MPI/OpenMP approach can reduce the minimum time required for the matrix solve step 
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by a factor of T  compared to the pure MPI approach by using 
max
M T  cores instead of 
max
P  cores (
max max
M T TP=  in this case [Fig. 3.5(a)]). When scalability is bandwidth 
limited, however, the hybrid approach has little effect on the minimum matrix solve time 
(
bw bw
M T P≈  in this case [Fig. 3.5(b)]). Nevertheless, the hybrid approach can still be 
useful because it reduces the rate of increase of solution time with the number of cores 
beyond 
max
P  (Fig. 3.5(b)). This means that a smaller time penalty is paid in the matrix 
solve step when more than 
max
P  cores are employed; these additional cores (i) enable 
more memory to be accessed2 and (ii) reduce the time needed for the (near-ideal-scaling) 
matrix fill step. 
3.3 Numerical Results 
This section presents numerical results that show the parallel scalability of the 
MPI-MOM and hybrid MPI/OpenMP-MOM for several of the benchmark spheres and 
plates described in Chapter 2. The wall-clock time required during the matrix fill step, the 
average wall-clock time required for one iteration during the matrix solve step, and the 
memory cost are measured while M , the number of multi-core processors, and T , the 
number of cores used in each processor, are varied.  
 First, the differences between scaling M  and T  are highlighted. Fig. 3.6 shows 
3-D log-log-log plots that display the computational requirements for analyzing scattering 
from the 4PL λ=  plate and 2SL λ=  sphere along the (logarithmic) z axis versus M  
and T  along the (logarithmic) x and y axes, respectively. These specific examples are 
simulated because they are large enough to be in the asymptotic complexity regime of 
MOM and small enough to observe both near-ideal scalability and scalability limitations 
using relatively smallMT . Note that, if an observed computational requirement exhibited 
ideal parallel scalability with respect to both M  and T , then the surface in the 3-D plot 
                                                            
2 Because the MOM requires 2( )O N   memory, the largest problem it can solve is limited by the available 
memory as well as the simulation time; thus, there is a strong incentive to access more memory.  
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(c)      (d) 
Figure 3.6:   Computational requirements for analyzing scattering from an 4PL λ=  plate (on the left-hand side) and an 2SL λ=  
sphere (on the right-hand side) 
using MPI-MOM and hybrid MPI/OpenMP-MOM. Wall clock time (matrix 
fill) for (a) plate and (b) sphere. Average wall clock time per iteration 
(matrix solve) for (c) plate and (d) sphere. Maximum memory needed per 




(e)      (f) 
Figure 3.6:  Continued.  
Fig. 3.6(a), (c), and (e) on the left-hand side (Fig. 3.6(b), (d), and (f) on the right-
hand side) show the wall-clock time during the matrix fill step, the average wall-clock 
time for one iteration during matrix solve step, and the maximum memory per core3 
during the entire analysis required by the MPI-MOM and hybrid MPI/OpenMP-MOM 
implementations for the plate (sphere) simulation, respectively. These figures show the 
following: (i) The matrix fill step of both implementations exhibit near-ideal scalability, 
which is as expected and indicates that the limited memory bandwidth and cache 
coherency problems are not critical for this step. (ii) The average wall-clock time per 
iteration for the MPI-MOM scales well with T  when 1M =  but it scales poorly with T  
as M  increases. In comparison, the hybrid MPI/OpenMP-MOM exhibits better strong 
scalability in the matrix solve step, i.e., it can reduce the time per iteration more by using 
more cores and processors for a fixed problem size. As anticipated, this is because the 
                                                            
3 “The maximum memory required per core” is found by calculating the maximum of the following data: 
The peak memory requirement of each MPI process measured during run time for the MPI-MOM 
implementation; and the peak memory requirement of each MPI process measured during run time divided 
by the number of OpenMP threads for the hybrid MPI/OpenMP-MOM implementation. This is a 
convenient measure of memory use on multi-core processors that captures any imbalance among MPI 
processes but does not account for the imbalance among threads. 
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communication cost in matrix solve step becomes the dominant cost of the MPI-MOM 
(as the number of messages is proportional to 2 2( )O M T ) and the algorithm runs out of 
scalability earlier than the hybrid MPI/OpenMP implementation that reduces the 
communication cost by sending larger but fewer messages. (iii) The hybrid 
MPI/OpenMP-MOM implementation exhibits better strong memory scalability compared 
to the MPI-MOM as M  and T  increases; this is because it avoids replicating certain 
serial data structures among the multiple cores of a processor (see below for details). 
Next, more detailed observations are made by using 2-D log-log plots instead of 
the 3-D plots above. Figs. 3.7 and 3.8 show the computational requirements for several of 
the benchmark plates and spheres in Chapter 2 along the (logarithmic) y axis versus the 
total number of active cores P MT=  along the (logarithmic) x axis, respectively.) 
Because multiple choices of the number of active processors and the number of active 
cores for each processor can result in the same total number of active cores, the data in 
the figures are plotted by varying M  and fixing T . If an observed computational 
requirement exhibited ideal parallel scalability with respect to M  then the curve in the 2-
D plot would be linear and have slope equal to 1−  at each data point (i.e., it would be 
parallel to the ideal scalability tangents). If the requirement exhibited ideal parallel 
scalability with respect to T  then curves with different T  in the 2-D plot would coincide. 
Fig. 3.7(a), (c), and (e) on the left-hand side (Fig. 3.7(b), (d), and (f) on the right-
hand side) show the wall-clock time during the matrix fill step, the average wall-clock 
time for one iteration during matrix solve step, and the maximum memory among all 
cores during the entire analysis required by the MPI-MOM (hybrid MPI/OpenMP-MOM) 
implementation for different plate simulations, respectively. Fig. 3.8(a), (c), and (e) on 
the left-hand side (Fig. 3.8(b), (d), and (f) on the right-hand side) show the corresponding 




       (a)                  (b) 
  
       (c)                  (d) 
Figure 3.7:  Computational requirements for analyzing scattering from 2PL λ= ,
4
P
L λ=  and 8PL λ=   plates using MPI-MOM (on the left-hand side) and 
hybrid MPI/OpenMP-MOM (on the right-hand side). Wall clock time 
(matrix fill) for (a) MPI-MOM and (b) hybrid MPI/OpenMP-MOM. 
Average wall clock time per iteration (matrix solve) for (c) MPI-MOM and 
(d) hybrid MPI/OpenMP-MOM. Maximum memory needed per core (e) 





       (e)                  (f) 
Figure 3.7:  Continued.  
Figs. 3.7(a)-(b) (Figs. 3.8(a)-(b)) show that the matrix fill step of both 
implementations exhibit near-ideal scalability for plates (spheres). Moreover, the lines 
with different color curves that represent different choices of T  coincide, i.e., the time 
required for the matrix fill step does not depend on the particular choice of M  and T  but 
is a function of the total number of cores P MT= . This implies that the memory and 
communication hierarchy of Ranger cluster can be ignored for the MOM matrix fill step.  
Figs. 3.7(c)-(d) (Fig. 3.8(c)-(d)) show that the matrix solve step of the hybrid 
MPI/OpenMP-MOM exhibits better scalability and is less sensitive to the choice of T  for 
plates (spheres). It is observed that the fewer number of cores are active in each processor 
(the smaller T  is), the more scalable MPI-MOM is with P ; in comparison, the hybrid 
MPI/OpenMP-MOM scales almost independently of the number of active cores in each 
processor. Clearly, the memory and communication hierarchy of Ranger cannot be 
ignored for the MOM matrix solve step and the hybrid MPI/OpenMP-MOM exploits this 
hierarchy successfully. Moreover, it is evident that the scalabilities of the 




       (a)                  (b) 
   
       (c)                  (d) 
Figure 3.8:  Computational requirements for analyzing scattering from 1SL λ= ,
2
S
L λ= , and 4SL λ=  spheres using MPI-MOM (on the left-hand side) 
and hybrid MPI/OpenMP-MOM (on the right-hand side). Wall clock time 
(matrix fill) for (a) MPI-MOM and (b) hybrid MPI/OpenMP-MOM. 
Average wall clock time per iteration (matrix solve) for (c) MPI-MOM and 
(d) hybrid MPI/OpenMP-MOM. Maximum memory needed per core (e) 




   
       (e)                  (f) 
Figure 3.8:  Continued.  
Figs. 3.7(e)-(f) (Fig. 3.8(e)-(f)) show that the maximum memory requirement of 
the hybrid MPI/OpenMP-MOM implementation exhibits better scalability. The memory 
requirement of both implementations falls down to a constant level as the total number of 
cores increases; this level is dictated by the operating system, compiler, and parallel 
library overheads as well as the storage requirements of the non-parallelized data 
structures, e.g., geometry and basis/testing function data, that are replicated among all 
MPI processes. Because it only executes one MPI process on each processor and does not 
replicate the non-parallelized data among different cores of a processor, the 
MPI/OpenMP-MOM memory requirement is practically independent of T . Note that the 
memory requirement of the MPI-MOM begins to increase slowly with the number of 
cores after scaling down to 100 MB for the small plate and sphere examples; this is due 
to the overhead of auxiliary data structures and operations specifically used for 
parallelization that scale with the number of cores (but not with the number of 
unknowns). This overhead is due to both the MPI library and the MPI-MOM 
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implementation. The memory requirement of the hybrid MPI/OpenMP-MOM will also 
suffer from this problem as the number of MPI processes increases. 
Finally, it should be observed that all computational requirements of both MOM 
implementations exhibit weak scalability, i.e., the larger the problem size the more cores 
can be used effectively; in line with the prediction that 
max
P  and 
max
M  are proportional 




  CHAPTER 4: PARALLELIZATION OF  
THE ADAPTIVE INTEGRAL METHOD 
This chapter presents (i) the MPI parallelization of AIM using a 1-D slab 
decomposition of the auxiliary grid, (ii) the hybrid MPI/OpenMP parallelization of AIM 
using a nested slab decomposition of the grid, and (iii) comprehensive numerical results 
that compare the performance of the two approaches for benchmark scatterers on Ranger. 
4.1 MPI-AIM: 1-D Slab Decomposition 
   
Figure 4.1:   1-D slab decomposition The doubled auxiliary grid is distributed by 
dividing it along the x  dimension among MPI processes. Here and in Figs. 
4.2 and 4.3, P 6= , c cy 12xN N= = , and cz 5N =  ( z dimension not 
shown).  
The most common method of parallelizing AIM is based on a 1-D slab 
decomposition of the auxiliary uniform grid [6-9]; in this approach, the grid is partitioned 
into P  slabs along the x  dimension and each slab is assigned to one of the P  MPI 
processes (Fig. 4.1). (Note that the AIM grid is doubled because multiplication of a 
(block) Toeplitz matrix via FFTs [36] requires zero padding of the Green function 
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matrices and current coefficient vectors). As each MPI process can access only part of the 
auxiliary grid locally, all AIM steps must be modified. 
        
(a)      (b)
       
(c)      (d) 
Figure 4.2:    Pictorial description of the projection, propagation, and interpolation steps 
of MPI-AIM. (a) Projection. Only part of the uniform mesh projected by the 
active processes is shown. (b) Each MPI process computes 4 2-D forward 
FFTs of size 24 10×  in the y  and z  dimensions followed by a matrix 
transpose. (c) Each MPI process computes 40 1-D forward FFTs of size 24 
along the x  dimension. This is followed by point-wise multiplication and 3-
D inverse FFTs. (d) Interpolation by the active processes. 
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Projection Step: Each MPI process projects the current density onto the grid 
points in its slab of the auxiliary grid (Fig. 4.2(a)). The projection step for basis functions 
whose associated grid points reside in different slabs is shared among multiple MPI 
processes (each MPI process computes only the projection onto its slab). Ideally, each 
process fills and stores ( )O N P  coefficients and executes ( )O N P  operations per 
iteration for this step, but the primary mesh is non-uniform and only about half of the 
MPI processes project the current density (due to the doubled grid size) and the workload 
is unbalanced in this step. Nonetheless, this does not affect the overall performance and 
scalability of AIM significantly because the projection step typically requires far fewer 
operations than the propagation and near-zone correction steps.  
Propagation Step: First, the 3-D FFTs of currents on the auxiliary grid are 
computed using the FFTW library [37]. To this end, each MPI process computes 2-D 
FFTs of (zero-padded) currents at the grid points in its slab along the y  and z  
dimensions (Fig. 4.2(b)); a global matrix transpose redistributes the data among all the 
processes (or equivalently, the transpose repartitions the grid into slabs along the y  
dimension); and each MPI process then computes 1-D FFTs along the x  dimension (Fig. 
4.2(c)). Second, the 3-D FFTs of the currents are multiplied (point-wise) with the 3-D 
FFTs of the Green function kernel to yield fields (in the spectral domain) at the same grid 
points. Note that the 3-D FFTs of the Green function kernel is typically pre-computed 
and is not repeatedly calculated at each iteration. Third, and last, inverse 3-D FFTs of the 
fields are computed by reversing the steps of the forward 3-D FFTs: Each MPI process 
computes 1-D inverse FFTs along the x  dimension; a second global matrix transpose 
resumes the original data distribution; and each MPI process computes 2-D inverse FFTs 
along y  and z  dimensions. Each process fills and stores ( )CO N P  bytes of data and 
executes ( )C ClogO N N P  operations per iteration for this step. The workload is 
perfectly balanced in this step as long as both 
cx
N  and 
cy
N  are integer multiples of P  [8, 
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9]. Interpolation Step: Each MPI process interpolates the fields at the grid points in its 
slab of the auxiliary grid to the primary surface mesh (Fig. 4.2(d)). Similar to the 
projection step, the interpolation for testing functions whose associated grid points reside 
in different slabs is shared among multiple MPI processes (each MPI process computes 
only the interpolation from its slab). Moreover, each process also fills and stores 
( )O N P  bytes and executes ( )O N P  operations per iteration ideally and the load 
unbalance in the interpolation step mirrors the one in the projection step. 
 Near-zone Correction Step: The nonzero elements of the sparse near-zone 
correction matrix nearZ  are distributed by a column based decomposition approach 
similar to the approach for MPI-MOM in Section 3.14, i.e., the (sparse) columns of the 
nearZ  matrix are distributed among the MPI processes such that each process fills and 
stores 
near
( / )O N P  matrix entries and executes 
near
( / )O N P  operations per iteration. 
While the computations can be relatively easily balanced across processes, the 
distribution of the columns in this step also affects the cost of communication for 
calculating vector norms during the iterative solution. While there are several general-
purpose methods for load-balancing sparse-matrix vector multiplications [38], a method 
specific to AIM is employed here: The columns are distributed to the processes based on 
the location of the basis functions by utilizing the auxiliary grid and the slab 
decomposition. 
Just like those for MPI-MOM, the processes for MPI-AIM only communicate 
during the matrix solve step: (i) During the propagation step, each MPI process must send 
to (and receive from) the other 1P −  processes ( )2CO N P  bytes of data to transpose 
                                                            
4 Unlike the case for MOM, where the column and row based decomposition are equivalent, the column 
based decomposition is more efficient for AIM especially during the matrix fill step. This is because the 
FFTZ  contribution to the nearZ  matrix can be found more efficiently one-column-at-a-time than one-row-at-
a-time by amortizing the projection and propagation steps: Only one projection and one propagation step 
(and many interpolation steps) are needed to fill each column of the nearZ  matrix but many projection, 
propagation, and interpolation steps are needed to fill each row. 
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matrices for 3-D FFT calculations. (ii) During the near-zone correction step, depending 
on the distribution of the columns among the processes, each process will send to (and 
receive from) an average of 
near
P  other processes ( / )O N P  bytes of data5; thus, the 
processes exchange a total of 2
near
( )O P PP+  messages and communicate a total of 
( )C nearO N NP+  bytes of data per iteration.  
To analyze the parallel scalability of the above MPI-AIM, let 
lat
t  denote the 
latency, 
bw
t  the one over the bandwidth of the network, and 
fl
t  the time required to 
compute one floating point operation as in Chapter 3. Then, each process requires a total 
of 
C C near fl near lat C near bw
([ log ] / [ ] [ ] / )O N N N t P P P t N NP t P+ + + + +  seconds per 
iteration for the propagation and near-zone correction steps---the two computationally 
dominant steps of AIM . Because 
near
P P  typically, the parallel scalability of MPI-
AIM is limited principally by latency and the time required per iteration can be reduced 
at best to 
C C near fl lat C near bw lat
( [ log ] [ ] )O N N N t t N NP t t+ + +  seconds using 
max C C near fl lat C near bw lat
~ [ log ] / [ ] /P N N N t t N NP t t+ + +  processes. A comparison 
with MPI-MOM, which can achieve a minimum time per iteration of 
fl lat bw
( [ ])O N t t t+  
using MOM
max fl lat
~ /P N t t  processes (Section 3.1), is in order: Clearly, MPI-AIM is 
scalable to a significantly fewer number of processes for a given scatterer; e.g., for the 
benchmark spheres, 3/2 3/2
max fl lat bw lat
~ [ log ] / /P N N t t N t t+  and for the benchmark 
plates, 
max fl lat bw lat
~ [ log ] / /P N N t t Nt t+ . Nonetheless, the minimum time per 
iteration that MPI-AIM can achieve is significantly smaller because of its reduced 
complexity, e.g., MPI-AIM requires down to 3/4( log )O N N  and 1/2( log )O N N  
                                                            
5 Each process sends at worst to 
near




processes. Worst case: The 
entries of the (sparse) columns assigned to the process are distributed such that multiplication with the 
corresponding entries of the current-coefficient vector results in ( )O N  non-zero entries. Best case: The sparse-matrix vector multiplication assigned to the process results in ( )/O N P  non-zero entries, most of which are assigned to the same process. In other words, the union of the near-zone regions of the basis 
functions assigned to the process covers the entire scatterer in the worst case and covers a small 
neighborhood of the region assigned to that process in the best case. 
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seconds (instead of down to ( )O N
 
seconds for MPI-MOM) per iteration for the 
benchmark spheres and plates, respectively.  
4.2 Blocking vs. Non-blocking 3-D FFTs 
In the above parallelization approach, the matrix transpose at the propagation step 
can be implemented by using either a (blocking) collective communication or a (non-
blocking) point-to-point communication approach. These are detailed and contrasted for 
MPI-AIM next. To simplify the presentation, it is assumed that 
cx
N  and 
cy
N  are integer 
multiples of P . 
 
(a)      (b) 
Figure 4.3:  Pictorial description of the matrix transpose at the propagation step. Slab 
decomposition before and after the transpose for the 3-D (a) FFTs and (b) 
inverse FFTs. The straight and dashed red lines show the slab assigned to 
each process before and after the transpose, respectively. The symbols 
1 6
C C−  and 
1 6
R R−  identify column slabs and row slabs, respectively. 
Consider the matrix transpose during the 3-D FFTs at the propagation step (Fig. 
4.3(a)): Each MPI processes is assigned 2
cx
N P  columns (a column slab) of the 
auxiliary grid before the matrix transpose and 2
cy
N P  rows (a row slab) of the auxiliary 
grid after the matrix transpose (the number of grid points in the slab assigned to each 
process is ( )4 2cy cz cxN N N P  before and ( )4 2cx cz cyN N N P  after the transpose). Thus, 
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each matrix transpose requires an all-to-all communication where each process receives 
and sends
C
( / )O N P  bytes of data.  
In the collective communication approach, the processes communicate only after 
all of them finish computing the 2-D FFTs along the y-z dimensions in their column slabs 
and no process can compute the 1-D FFTs along the x dimension in their row slabs until 
all of them have finished sending (and receiving) data. This approach relies on the 
“MPI_Alltoall” collective communication directive and is very common, e.g., the multi-
dimensional FFT subroutines in the FFTW library adopt this approach [37].  
In the point-to-point communication approach, first each process issues 1P −  
non-blocking “MPI_IRecv” directives to collect the row slab data. The row slob data is 
received in small blocks: Let R C
i j
 denote the block of grid points at the intersection of 
the thi  row and thj  column slab; the block contains ( )22 4 /cz cx cyN N N P  grid points; and 
the process 
i




R−  and 
1
R C C
i j i P
R+ −  from the 
corresponding processes. Second, each process computes the 2-D FFTs in its column slab 
and organizes the columns into small blocks. Third, each process issues 1P −  non-
blocking “MPI_ISend” directives to distribute the column slab data, i.e., process 
j
P  






−  and 
1
R C C
j j P j
R
+
−  to the corresponding processes. 
Fourth and finally, each process waits for the receive directives to be completed using 
“MPI_Wait” and then computes the 1-D FFTs in its row slab. Notice that computation 
and communication are overlapped in this approach. Furthermore, the approach can be 
specialized to the FFTs in AIM. Specifically, because of the doubled auxiliary grid, only 
about half of the processes must compute the 2-D forward and 1-D inverse FFTs6; 
importantly, this implies that the number of messages and the total data size 
                                                            
6 For the forward (inverse) FFTs: The output (input) of the AIM projection (interpolation) step is non-zero 
current (field) values only at the grid points immediately surrounding the scatterer; thus, only the processes 
that are assigned the column slabs that contain the scatterer (e.g., 
1 3
P P−  in Fig. 4.3) must compute 2-D 
forward FFTs (1-D inverse FFTs), as the remaining processes (e.g., 
4 6
P P−   in Fig. 4.3) can avoid the FFT 
computations because the results are zero (are not interpolated back onto the scatterer mesh).  
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communicated can be reduced by ~2 as approximately half the processors must send data 
after the forward FFTs and receive data before the inverse FFTs.  
 
(a)      (b) 
Figure 4.4:   3-D FFTs using collective vs. point-to-point communication. Average wall 





plate  and (b) 4SL λ=  
sphere. 
Fig. 4.4 compares the performance of collective and point-to-point 
communication approaches for the matrix transpose at the AIM propagation step. The 
figure shows the average wall clock time per iteration required during matrix solve step 
of MPI-AIM for a benchmark plate and sphere. The non-blocking FFT implementation 
shows slightly better scalability and is adopted henceforth. 
4.3 Hybrid MPI/OpenMP-AIM: Nested Slab Decomposition 
Although the above MPI-AIM is well suited for distributed memory architectures, 
it is not multi-core scalable for reasons similar to those for MPI-MOM detailed in Section 
3.1. To exploit the memory and communication channel hierarchy of multi-core clusters, 
a hybrid MPI/OpenMP parallelization of AIM is proposed next. As in Chapter 3, it is 
assumed that each active processor is assigned only one MPI process that initiates 
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multiple OpenMP threads on the processor (one OpenMP thread per core), i.e., if M  
processors and T  cores in each processor (a total of MT  cores) are active then there are 
M  MPI processes and T  OpenMP threads for each process.  
 
Figure 4.5:  Nested 1-D slab decomposition. The doubled auxiliary grid is distributed by 
dividing it along the x  dimension first among MPI processes and then 
among OpenMP threads. Here and in Fig. 4.6, M T6, 4= = ,
c cy 12xN N= = , and cz 5N =  (z dimension not shown).  
The hybrid MPI/OpenMP-AIM is parallelized using a nested decomposition (Fig. 
4.5). In this approach, the grid is partitioned into M  slabs along the x  dimension and 
each slab is assigned to one of the M  MPI processes (Fig. 4.5). Then, each slab is further 
partitioned into T  sub-slabs each of which is assigned to one of the T  OpenMP threads 
initiated by the process. Because multiple threads share the same memory space, the 
MPI-AIM steps must be modified accordingly.  
Projection Step: Each OpenMP thread projects the current density on the primary 
mesh onto its sub-slab of the auxiliary grid (Fig. 4.6(a)). The projection step for basis 
functions whose associated grid points reside in different sub-slabs is shared among 
multiple OpenMP threads (each OpenMP thread computes only the projection onto its 
own sub-slab). Ideally, each thread fills ( )O N MT  coefficients and executes 
( )O N MT  operations per iteration but the workload among threads is also unbalanced 
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in this step because of the non-uniform primary mesh (see Section 4.1). Note that there is 





Figure 4.6:    Pictorial description of the projection, propagation, and interpolation steps 
of hybrid MPI/OpenMP-AIM. (a) Projection. Only part of the uniform mesh 
projected by the active threads is shown. (b) Each thread computes 10 
forward FFTs of size 24 in the y dimension and 24 forward FFTs of size 10 
in the z  dimension followed by a matrix transpose. (c) Each thread 
computes 10 forward FFTs of size 24 along x dimension, point-wise 
multiplication within its sub-slab, and 10 inverse FFTs of size 24 along x  








Propagation Step: First, the 3-D FFTs of the current on the auxiliary grid are 
computed: Each thread computes the 2-D FFTs in y  and z  dimensions of (zero-padded) 
currents on its sub-slab of the auxiliary grid (Fig. 4.6(b)); a global matrix transpose at the 
MPI process level repartitions the grid into slabs in y  dimension; these slabs are divided 
into T  sub-slabs and each OpenMP thread computes 1-D FFTs along the x  dimension in 
its sub-slab (Fig. 4.6(c)). Second, the 3-D FFTs of the currents are multiplied (point-wise) 
with the (pre-computed) 3-D FFTs of the Green’s function kernel: Each OpenMP thread 
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multiplies the Green’s function kernel in its sub-slab of the grid. Third, and finally, 3-D 
inverse FFTs are computed by reversing the above steps. Each thread fills ( )CO N MT  
bytes of data and executes ( )C ClogO N N MT  operations per iteration for this step. The 
workload is perfectly balanced in this step as long as both 
cx
N  and 
cy
N  are integer 
multiples of MT .   
Interpolation Step: The threads interpolate the fields at the grid points onto the 
testing function on the primary surface mesh. The workload is parallelized as follows: 
First, the 1-D slab decomposition is used to assign testing functions to each MPI process. 
Then, the testing functions (and not the grid points) assigned to each process are 
distributed among its OpenMP threads and each thread interpolates the fields from the 
appropriate grid points to the testing functions assigned to it (Fig. 4.6(d)). This unknown-
based decomposition approach avoids memory-write overlap among threads and 
OpenMP critical regions. Ideally, each thread fills ( )O N MT  coefficients and executes 
( )O N MT  operations per iteration; while the workload of threads in each process is 
well balanced, the workload across processes is unbalanced mirroring the projection step. 
Near-zone Correction Step: The near-zone correction operations are distributed 
among threads using a nested decomposition approach similar to the hybrid 
MPI/OpenMP-MOM: First, the columns of the nearZ  matrix are distributed among the 
MPI processes such that each process is assigned 
near
~ /N M  matrix entries and an 
arbitrary number of columns7. Then, each process initiates T  threads during matrix fill 
and solve steps. (i) Matrix fill: Each thread fills ~ 1 /T  of the columns assigned to its 
process; thus, each of the MT  threads executes ( )nearO N MT  operations. (ii) Matrix 
solve: Each thread multiplies ~ 1 /T  of the rows in each of the columns assigned to its 
                                                            
7 The number of columns assigned to each process depends on the sparsity pattern of the nearZ
 
matrix, 
which reflects the distribution of unknowns on the scatterer mesh.  
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process; thus, each of the MT  threads executes ( )nearO N MT  operations per iteration to 
multiply the nearZ  matrix with the corresponding trial vector.   
To reduce communication costs during the matrix solve step, only one thread per 
process (one core per processor) in MPI/OpenMP-AIM participates in inter-processor 
communication: (i) During the propagation step, each MPI process must send to (and 
receive from) the other 1M −  processes ( )2CO N M  bytes of data to transpose matrices 
for 3-D FFT calculations. (ii) During the near-zone correction step, depending on the 
distribution of the columns among the processes, each process will send to (and receive 
from) an average of 
near
M  other processes ( / )O N M  bytes of data; thus, the processes 
exchange a total of 2
near
( )O M MM+  messages and communicate a total of 
( )C nearO N NM+  bytes of data per iteration. Because a total of 
( )C C near fl near lat C near bw([ log ] / [ ] [ ] / )O N N N t MT M M t N NM t M+ + + + +  seconds 
per iteration is required for the propagation and near-zone correction steps, the parallel 
scalability of the hybrid MPI/OpenMP-AIM is limited by latency just like that of the 
MPI-AIM. This implies that the hybrid approach will exhibit better scalability because it 
reduces the impact of latency by communicating larger chunks of vectors using fewer 
messages. Specifically, assuming that 
near
M M  (as is typical), the hybrid approach can 
reduce the time required for the matrix solve step at best to 
( )C C near fl lat C near bw lat( [ log ] [ ] )O N N N t t T N NM t t+ + +  seconds per iteration using 
max C C near fl lat C near bw lat
~ [ log ] / ( ) [ ] /M N N N t t T N NM t t+ + +  processes. These costs 
should be contrasted to those of the pure MPI-AIM using P MT=  processes in Section 
4.1, e.g., each MPI-AIM process requires a total of 
C C near fl
([ log ] / ( )O N N N t MT+ +
near lat C near bw
[ ] [ ] / ( ))MT P t N NP t MT+ + +  seconds per iteration that can be reduced at 
best to 
C C near fl lat C near bw lat
( [ log ] [ ] )O N N N t t N NP t t+ + +  seconds using 
max C C near fl lat C near bw lat
~ [ log ] / [ ] /P N N N t t N NP t t+ + +  processes. To sum up, the 
hybrid MPI/OpenMP approach can reduce the minimum time required for the matrix 
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solve step by a factor of T  compared to the pure MPI approach by using 
max
M T  cores 
instead of 
max
P  cores (
max max
M T TP=  in this case.) 
4.4 Numerical Results 
This section presents numerical results using the benchmark spheres and plates 
described in Chapter 2. First, the accuracy of hybrid MPI/OpenMP-AIM is demonstrated. 
Then, the scalability of MPI-AIM and hybrid MPI/OpenMP-AIM are investigated.   
A. Accuracy Validation 
To demonstrate the accuracy of the hybrid MPI/OpenMP-AIM, the largest 
benchmark plate ( )256PL λ=  and sphere ( )64SL λ=  are illuminated by an x̂ -polarized 
plane wave propagating toward ẑ−  direction. Fig. 4.7(a) and (b) compare the VV-
polarized bistatic RCS of the plate and sphere to the (approximate) physical optics [39] 
and (exact) Mie series solutions, respectively. Good agreement is observed with reference 
results. Here, the AIM results are obtained by using the parameters given in Chapter 2 
and by terminating the iterative solver when the relative residual error is less than 410− .  
 
(a) 
Figure 4.7:  Bistatic RCS (VV) of the largest benchmark scatterers: (a) Plate 






Figure 4.7:  Continued. 
B. Scalability 
First, the difference between scaling M  and T  are highlighted using the 3-D log-
log-log plots introduced in Section 3.3. Fig. 4.8 shows the computational requirements 
for analyzing scattering from the 8PL λ=  plate and 4SL λ=  sphere along the 
(logarithmic) z axis versus M  and T  along the (logarithmic) x and y axes, respectively. 
These specific examples are simulated because they are large enough to be in the 
asymptotic complexity regime of AIM and small enough to observe both near-ideal 
scalability and scalability limitations using relatively smallMT . Fig. 4.8(a), (c), and (e) 
on the left-hand side (Fig. 4.8(b), (d), and (f) on the right-hand side) show the wall-clock 
time during the matrix fill step, the average wall-clock time for one iteration during the 
matrix solve step, and the maximum memory per core during the entire analysis required 
by the MPI-AIM and hybrid MPI/OpenMP-AIM implementations for the plate (sphere) 
simulation, respectively. Similar observations to the MOM results can be made for AIM 
from these figures: (i) The matrix fill step of both implementations exhibit near-ideal 
scalability. (ii) The matrix solve step of hybrid MPI/OpenMP-AIM exhibits better strong 
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scalability in comparison to MPI-AIM. (iii) The memory requirement of hybrid 
MPI/OpenMP-AIM exhibits better strong memory scalability compared to the MPI-AIM. 
 
 
(a)      (b) 
 
(c)      (d) 
Figure 4.8:  Computational requirements for analyzing scattering from an 8PL λ=  plate (on the left-hand side) and an 4SL λ=  
sphere (on the right-hand side) 
using MPI-AIM and hybrid MPI/OpenMP-AIM. Wall clock time (matrix 
fill) for (a) plate and (b) sphere. Average wall clock time per iteration 
(matrix solve) for (c) plate and (d) sphere. Maximum memory needed per 





(e)      (f) 
Figure 4.8:  Continued. 
Next, more detailed observations are made by using 2-D log-log plots introduced 
in Section 3.3. Figs. 4.9 and 4.10 show the computational requirements for several of the 
benchmark plates and spheres along the (logarithmic) y axis versus the total number of 
active cores P MT=  along the (logarithmic) x axis, respectively.  The data in the figures 
are obtained by varying M  and fixing T . Fig. 4.9(a), (c), and (e) on the left-hand side 
(Fig. 4.9(b), (d), and (f) on the right-hand side) show the wall-clock time during the 
matrix fill step, the average wall-clock time for one iteration during matrix solve step, 
and the maximum memory among all cores during the entire analysis required by the 
MPI-AIM (hybrid MPI/OpenMP-AIM) implementation for different plate simulations, 
respectively. Fig. 4.10(a), (c), and (e) on the left-hand side (Fig. 4.10(b), (d), and (f) on 




(a)      (b) 
 
(c)      (d)  
Figure 4.9:  Computational requirements for analyzing scattering from 2PL λ= ,
8
P
L λ=  and 32PL λ=   plates using MPI-AIM (on the left-hand side) and 
hybrid MPI/OpenMP-AIM (on the right-hand side). Wall clock time (matrix 
fill) for (a) MPI-AIM and (b) hybrid MPI/OpenMP-AIM. Average wall 
clock time per iteration (matrix solve) for (c) MPI-AIM and (d) hybrid 
MPI/OpenMP-AIM. Maximum memory needed per core for (e) MPI-AIM 






(e)      (f) 
Figure 4.9:  Continued. 
Figs. 4.9(a)-(b) (Figs. 4.10(a)-(b)) show that the matrix fill step of both 
implementations exhibit near-ideal scalability for plates (spheres)8. It is observed that the 
memory and communication hierarchy of Ranger cluster can be ignored for the AIM 
matrix fill step because the time required for the matrix fill step does not depend on the 
particular choice of M  and T 9 but is a function of the total number of cores P MT= .  
Figs. 4.9(c)-(d) (Fig. 4.10(c)-(d)) show that the matrix solve step of the hybrid 
MPI/OpenMP-AIM is less sensitive to the choice of T  for plates (spheres). Indeed, the 
more cores are active in each processor (the larger T  is) the less scalable MPI-AIM 
becomes. Moreover, both parallelization approaches show limited scalability compared to 
their MOM counterparts in Figs. 3.7(c)-(d) (Figs. 3.8(c)-(d)) for the same number of 
unknowns as expected. Overall, the memory and communication hierarchy of Ranger 
                                                            
8 The scalability of the matrix fill step for the smallest plate and sphere are observed to be limited. This 
unexpected result appears to be because “FFTW_MEASURE” flag is used in the implementation when 
creating FFTW plans. Further tests show that using “FFTW_ESTIMATE” flag during plan creation 
overcomes this limitation and the matrix fill time becomes ideally scalable even for the smallest scatterers.  
9 The matrix fill step for the 16SL λ=   sphere for the hybrid MPI/OpenMP-AIM appears to be a function 
of T  . The source of this anomaly is not clear at the time of the writing of this thesis. 
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cannot be ignored for the AIM matrix solve step, and the hybrid MPI/OpenMP-AIM 
better exploits this hierarchy to outperform the MPI-AIM during the matrix solve step.  
  
(a)      (b) 
 
(c)      (d) 
Figure 4.10:  Computational requirements for analyzing scattering from 1SL λ= ,
4
S
L λ= , and 16SL λ=  spheres using MPI-AIM (on the left-hand side) 
and hybrid MPI/OpenMP-AIM (on the right-hand side). Wall clock time 
(matrix fill) for (a) MPI-AIM and (b) hybrid MPI/OpenMP-AIM. Average 
wall clock time per iteration (matrix solve) for (c) MPI-AIM and (d) hybrid 
MPI/OpenMP-AIM. Maximum memory needed per core (e) MPI-AIM and 




(e)      (f) 
Figure 4.10:  Continued. 
Figs. 4.9(e)-(f) (Fig. 4.10(e)-(f)) show that the maximum memory requirement of 
the hybrid MPI/OpenMP-AIM implementation exhibits better scalability compared to the 
MPI-AIM. The memory requirement of both implementations falls down to a constant 
level as the total number of cores increases due to the same reasons as in Section 3.3. 
Next, the weak scalability of the two implementations are compared by focusing 
on the matrix solve step, which is the main parallel scalability bottleneck. Fig. 4.11 shows 
the average wall-clock time required per iteration for the benchmark scatterers; the data 
in the figure are obtained by varying M  and fixing T  to the two extreme cases: 1T =  (1 
core is active per processor) and 4T =  (all cores are active). Figs. 4.11(a) and (c) (Fig. 





(a)      (b) 
 
(c)      (d) 
Figure 4.11:  Average wall clock time per iteration (matrix solve) for plate (on the left-
hand side) and sphere (on the right-hand side) simulations: (a) Plates and (b) 
spheres for 1T =   and (c) plates and (d) spheres for 4T = . 
For the 1T =  case, the timing data for both implementations should theoretically 
be identical but the data in Figs. 4.11(a)-(b) show small differences, which are less than 
5% in all cases except for the largest plate data (where the differences are less than 15%). 
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The small differences might reflect random variations in execution time from one 
simulation to the next or OpenMP overheads for executing one-threaded parallel regions. 
For the 4T =  case, the advantages of the hybrid MPI/OpenMP-AIM are clear (Figs. 
4.11(c)-(d)). Fig. 4.11(c) noticeably shows that the 
max
P  for MPI-AIM increases with the 
plate size. Indeed, the effectively usable number of cores for MPI-AIM doubles as the 
number of unknowns quadruples for the plates, which agrees with the analysis in Section 
4.1 that 
max C C near fl lat C near bw lat
~ [ log ] / [ ] /P N N N t t N NP t t+ + +  (
C
~N N  for 
quasi-planar geometries). Although less visible, the hybrid MPI/OpenMP-AIM results 
also follow the predicted trends.  
 
(a)      (b) 
Figure 4.12:  Computational complexity of the hybrid MPI/OpenMP-AIM for plates (on 
the left-hand side) and spheres (on the right-hand side) when using different 
number of cores. Total CPU time (matrix fill) for (a) plates and (b) spheres. 
Total CPU time per iteration (matrix solve) for (c) plates and (d) spheres. 





(c)      (d) 
 
(e)      (f) 
Figure 4.12:  Continued. 
Finally, the weak-scalability of the parallelization is investigated by quantifiying 
the impact of parallelization on the computational complexity of AIM. Figs. 4.12(a), (c), 
and (e) on the left-hand side (Figs. 4.12(b), (d), and (f) on the right-hand side) show the 
total computation time during the matrix fill step, the total computation time per iteration 
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during matrix solve step, and the total memory requirement of the hybrid MPI/OpenMP-
AIM with respect to N  for plates (spheres), respectively. The data points are obtained 
using the data in Fig. 4.11; i.e., the wall-clock time and memory requirement per core for 
different number of cores are multiplied with the corresponding number of cores to yield 
the total computation time and memory requirement, respectively. As a result, if ideal 
scalability was achieved, the different data points for a given N  should coincide with 
each other.  
Figs. 4.12(a), (c), and (e) (Figs. 4.12 (b), (d), and (f)) show that the matrix fill 
time, the matrix solve time per iteration, and the memory requirement of the hybrid 
MPI/OpenMP-AIM scales as ( )O N , ( log )O N N , and ( )O N  ( ( )O N , 1.5( )O N , and 
1.5( )O N  ) for plates (spheres), respectively.  
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CHAPTER 5: CONCLUSIONS AND FUTURE WORK 
This thesis presented a hybrid MPI/OpenMP technique for scalable parallelization 
of AIM on clusters of identical multi-core processors. The proposed hybrid MPI/OpenMP 
parallelization scheme is based on a nested 1-D slab decomposition of the 3-D auxiliary 
uniform grid and the associated AIM calculations. If M  MPI processes processors and T  
OpenMP threads per process are used (a total of MT  cores are active) then the scheme 
(i) partitions the uniform grid into M  slabs in x  dimension and assigns each slab to one 
MPI process (ii) further partitions each slab to T  sub-slabs and assigns the associated 
computations to each thread. 
It was shown that the parallel scalability of the MOM and AIM are limited by the 
communication time during the matrix solve step. Theoretical analysis and numerical 
studies on benchmark scatterers showed that (i) parallel scalability of MOM can be either 
latency or bandwidth limited depending on the cluster, whereas scalability of AIM is 
principally latency limited and (ii) the hybrid MPI/OpenMP parallelization improves the 
scalability of both MOM and AIM by reducing the impact of latency (which is achieved 
mainly through the communication of larger chunks of data using fewer messages). 
Moreover, the hybrid MPI/OpenMP-AIM does not replicate non-parallelized data 
structures among different cores of a processor; thus, its memory requirement is 
practically independent of T  and exhibits better multi-core scalability than MPI-AIM.  
Finally, it should be observed that the maximum number of cores participating in 
the nested 1-D slab decomposition is limited by the largest two dimensions of the 3-D 
auxiliary uniform grid, which limits the available memory and thus the problem size. A 
2-D decomposition of the 3-D auxiliary uniform grid has the potential to increase the 
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