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Largeur de seuil dans les lois du Zéro-Un
Résumé : Ce travail de thŁse prolonge les dØveloppements rØcents, dßs à Talagrand, Friedgut
et Kalai de l’Øtude des conditions gØnØrales assurant l’existence d’un phØnomŁne de seuil.
Dans une premiŁre partie, nous apportons une contribution à l’unication du cadre thØo-
rique des phØnomŁnes de seuil, d’une part en reliant rigoureusement le cadre originel des
fonctions seuils introduit par Erdös et RØnyi, celui des travaux de Friedgut et Kalai et la
concentration du temps d’atteinte de la propriØtØ qui suit le phØnomŁne de seuil ; d’autre
part en initiant une recherche sur la stabilitØ des phØnomŁnes de seuil par trois types d’opØ-
rations : l’union, l’intersection et le produit tensoriel. On obtient ainsi un moyen simple de
construire des largeurs de seuil d’ordres variØs. Dans une seconde partie, on optimise la ma-
joration gØnØrale de la largeur de seuil d’une propriØtØ croissante et symØtrique, à l’aide de
l’inØgalitØ de Sobolev logarithmique sur l’hypercube discret.
Mots-clefs : phØnomŁne de seuil, largeur de seuil, transition de phase, concentration de la
mesure, loi du zØro-un, inØgalitØ de Sobolev logarithmique, graphe alØatoire
Classification AMS (2000) : 60F20, 28A35, 60E15, 05C80, 82B26
Threshold width in Zero-One laws
Abstract: This thesis further develops some recent results due to Talagrand, Friedgut and
Kalai on the study of general conditions under which threshold phenomena occur. In a rst
part, we contribute to the unication of the general framework of the threshold phenomena,
rstly by connecting the original setting of the threshold functions due to Erdös and RØ-
nyi, the one of Friedgut and Kalai’s work and the concentration of the hitting time of the
property for which the threshold phenomenon holds ; secondly, by originating a research on
the stability of threshold phenomena under three kind of operations : union, intersection and
tensor product. We obtain thus a simple way to construct threshold widths of various orders.
In a second part, we optimize the general upper bound on the threshold width of a monotone
symmetric property by using the logarithmic Sobolev inequality on the discrete cube.
Key Words: threshold phenomenon, threshold width, phase transition, concentration of mea-
sure, zero-one law, logarithmic Sobolev inequality, random graph
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Chapitre 1
Introduction.
A l’Øchelle microscopique, la matiŁre a un comportement essentiellement alØatoire. Or le
monde tel que nous le percevons est, à bien des Øgards, dØterministe, prØdictible. Le mouve-
ment dØsordonnØ des molØcules de gaz ne nous empŒche pas de mesurer des tempØratures ou
des pressions. MalgrØ l’agitation molØculaire, nous sommes capables de prØvoir la quantitØ
de combustible nØcessaire pour chauffer une piŁce connaissant son volume, ou la puissance
transmise par un piston à de l’air comprimØ. Quel miracle fait que, en passant de l’Øchelle
microscopique à l’Øchelle macroscopique, ce qui Øtait alØatoire devient dØterministe ? Un(e)
probabiliste a une rØponse en tŒte : la loi des grands nombres.
La loi des grands nombres dit qu’une moyenne de variables indØpendantes est essentiel-
lement constante. On peut dØnir rigoureusement cette notion, en dØcidant qu’une suite de
variables alØatoires (Xn) est essentiellement constante si elle est Øquivalente à la suite des
espØrances (E[Xn]), à savoir si Prob[Xn ≤ cE[Xn] ] converge vers 0 pour c < 1, vers 1 pour
c ≥ 1. L’inØgalitØ de BienaymØ-Chebyshev fournit une condition pour qu’il en soit ainsi : il
suft que l’Øcart-type de Xn soit petit devant son espØrance.
lim
n→∞
√
V ar[Xn]
E[Xn]
= 0 =⇒ lim
n→∞
Prob
[∣∣∣∣ XnE[Xn] − 1
∣∣∣∣ > ε
]
= 0 , ∀ε > 0 .
Pour une somme de n variables indØpendantes, l’espØrance est proportionnelle à n, l’Øcart-
type à
√
n, et ce critŁre s’applique. Mais ceci n’est qu’un cas particulier d’une dØmarche trŁs
gØnØrale, qui est commune non seulement à tous les probabilistes, mais aussi à bon nombre
de physiciens, chimistes, biologistes, informaticiens . . . Devant un phØnomŁne alØatoire par-
ticulier (variable ou processus), on commence par se placer à son échelle de localisation (son
espØrance). Il y a loi des grands nombres si à l’Øchelle de localisation (macroscopique) le
phØnomŁne est essentiellement dØterministe. On se place ensuite autour de l’espØrance, à
l’échelle des fluctuations, donnØe par l’Øcart-type. A cette Øchelle (microscopique), le phØ-
nomŁne est bien alØatoire, et on peut chercher à dØmontrer, dans le meilleur des cas, une
convergence en loi. Par exemple, dans le cas des sommes de n variables indØpendantes, la
localisation est en O(n), les uctuations en O(
√
n) et la limite en loi est gaussienne : c’est
le thØorŁme central limite ([28], p. 258). Mais bien d’autres comportements sont possibles.
Lorsqu’on Øtudie le supremum de n variables alØatoires indØpendantes et de mŒme loi, on
peut avoir essentiellement trois types de comportements à l’Øchelle des uctuations, et toutes
9
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sortes d’Øchelles de localisations ([25]). L’informatique, aussi, fournit un catalogue particu-
liŁrement riche et variØ de ces comportements asymptotiques (voir le livre de Flajolet et
Sedgewick [58]).
L’apparition du dØterminisme dans le monde rØel peut Œtre modØlisØe, pour un probabiliste,
par l’existence d’une loi des grands nombres pour chaque grandeur dØterministe qu’il ob-
serve. Ce dØterminisme n’est pas pour autant immuable, et une mŒme matiŁre peut avoir
deux comportements dØterministes fort diffØrents. Prenons l’exemple de l’eau. A chaque
tempØrature xØe, l’eau est relativement prØvisible. Lorsque la tempØrature dØpasse 100◦C,
le comportement de l’eau change radicalement, mŒme s’il reste prØvisible. L’eau est passØe
d’un Øtat à un autre, et ce changement s’est fait à une tempØrature prØcise, dØterministe :
100◦C. En physique, on appelle cela une transition de phase, et le paramŁtre qui la rØgit est
la tempØrature. Nous utiliserons le nom de loi du 0-1 pour dØnir cette Øvolution brutale
entre deux Øtats radicalement diffØrents comme le sont 0 et 1, ou l’eau et la vapeur d’eau. Le
sujet central de cette thŁse est un modŁle mathØmatique de transitions de phases (que nous
appellerons donc lois du 0-1) que l’on peut dØcrire de la maniŁre suivante : un grand nombre
de variables alØatoires indØpendantes et identiquement distribuØes, dont la loi commune dØ-
pend d’un paramŁtre de contrôle. On pourrait assimiler ce paramŁtre à la tempØrature, mais
on prØfŁrera prendre comme image celle du temps. Les problŁmes d’apparition d’une phase,
lorsque le paramŁtre de contrôle (le temps) Øvolue, seront qualiØs de temporels, tandis
que les propriØtØs de dispersion des variables alØatoires, à un temps donnØ, seront qualiØes
de spatiales. Prenons un exemple pour Øclaircir nos buts, le modŁle le plus simple de graphe
alØatoire (voir [10] par exemple), sur lequel on reviendra plus longuement dans le chapitre 4.
Définition 1.0.1 Soit p un élément de [0, 1] et n un entier naturel non nul. On appelle graphe
alØatoire, et on note G ou G(n, p), la variable aléatoire à valeurs dans l’ensemble des graphes
non orientés d’ensemble de sommets {1, . . . , n}, telle que l’arête {i, j} existe avec probabi-
lité p, ces événements étant indépendants.
ConsidØrons le problŁme de savoir si le graphe contient ou non des triangles, et combien. Il
est clair que lorsque p augmente de 0 à 1, il y a de plus en plus de chances que le graphe
contienne des triangles, et il en possŁdera de plus en plus en moyenne.
La question le graphe contient-il un triangle est une question temporelle, au sens oø, si
l’on se xe un seuil ε, on pourra y rØpondre de la maniŁre suivante : Tant que p est plus
petit qu’un certain pε, la probabilitØ que le graphe contienne un triangle est moindre que ε,
et dŁs que p est supØrieur à un certain p1−ε, cette probabilitØ est plus grande que 1 − ε. La
largeur de l’intervalle [pε, p1−ε] quantiera la qualitØ du dØterminisme des triangles, c’est
l’Øchelle des uctuations de la propriØtØ contenir un triangle, tandis que p 1
2
sera considØrØ
comme l’Øchelle de localisation de cette propriØtØ. Il y aura loi du 0-1 Øtroite si cette Øchelle
de localisation est petite devant l’Øchelle des uctuations.
Remarquez que le fait de contenir un triangle dans un graphe ayant un trŁs grand nombre
de sommets s’apparente intuitivement à une propriØtØ microscopique, et ne devrait donc pas
Œtre qualiØ de dØterministe ... Nous verrons dans l’exemple 15 que le fait de contenir un
triangle ne suit pas une loi du 0-1 Øtroite.
D’un autre côtØ, la question Combien le graphe contient-il de triangles est une question
11
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FIG. 1.1  ProbabilitØ que le graphe alØatoire à 10 sommets contienne un triangle, en fonction
de p.
plutôt spatiale. On pourra y rØpondre, pour tout p xØ, en donnant un rØsultat de concentra-
tion pour la variable alØatoire qui compte le nombre de triangles contenus dans G(n, p) : La
probabilitØ que le nombre de triangles contenus dans G(n, p) soit plus grand que m(p, ε)
et plus petit que M(p, ε) est supØrieure à 1 − ε. L’Øchelle de localisation du nombre de
triangles contenus dans le graphe est la moyenne de ce nombre, tandis que l’Øchelle des
uctuations est la longueur de l’intervalle [m(p, ε),M(p, ε)].
En fait, les deux types de questions ne sont pas sans rapport. L’approche classique consiste
mŒme à dØduire de rØsultats de concentration, ou mŒme de limite en loi, les rØsultats
temporels (cf. l’article fondateur de Erdös et RØnyi [26]). Un trŁs grand nombre de rØsultats
a ainsi ØtØ obtenu, et on peut avoir maintenant une assez bonne idØe du comportement du
graphe alØatoire G(n, p) lorsque p Øvolue de 0 à 1 (voir, outre l’article prØcØdemment citØ,
les livres de BollobÆs [10], Spencer [61], Janson, uczak et Rucinski [40]).
En 1996 paraît un article de Friedgut et Kalai qui dØtone dans le paysage des graphes alØa-
toires. Cet article, intitulØ Every monotone graph property has a sharp threshold ([32]),
et basØ sur des techniques d’analyse harmonique dans (Z/2 Z)n donne une majoration trŁs
gØnØrale de l’Øchelle des uctuations des propriØtØs. De plus, son cadre n’est pas limitØ à
celui du graphe alØatoire, mais est Øtendu à de nombreux cadres oø s’exprime une certaine
symØtrie. L’inØgalitØ obtenue est, de surcroît, non asymptotique. Il faut considØrer que cet
article est à la base du travail de recherche prØsentØ ici. C’est notamment l’Øtonnement
suscitØ par l’utilisation de l’analyse harmonique et par le caractŁre gØnØral du rØsultat
obtenu qui nous a amenØ à amØliorer ces preuves et à chercher les liens qui unissaient ce
rØsultat aux techniques plus classiques des probabilitØs, en l’occurence au corpus sans cesse
grandissant de travaux rØalisØs sur le thŁme de la concentration de la mesure.
Dans cette thŁse, on s’intØressera aux questions temporelles concernant les propriØtØs dites
croissantes, mais dans un cadre plus large que celui du graphe alØatoire G(n, p). Le
chapitre 2 sera rØservØ à des prØliminaires. Nous y donnerons la dØnition de la croissance,
la dØnition prØcise d’une loi du 0-1 et de ses caractŁres (Øtroite, grossiŁre . . . ). Nous
introduirons notamment deux dØnitions nouvelles qui concerneront ce que nous avons
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dØcidØ d’appeler l’homogØnØitØ d’une loi du 0-1. Cette homogØnØitØ est la condition
essentielle pour avoir une certaine stabilitØ de la loi du 0-1 par tensorisation, ainsi que nous
le verrons dans le chapitre 3. Le modŁle choisi Øtant trŁs large, nous donnerons un ensemble
variØ de cadres qu’il englobe. Ces exemples ont en commun une symØtrie qui sera dØtaillØe
dans la section 2.2, et qui sera une hypothŁse essentielle dans les rØsultats du chapitre 5.
Dans le chapitre 3, nous aborderons la question de la stabilitØ de la notion de loi du 0-1 par
trois types d’opØrations : l’union, l’intersection et le produit tensoriel. Notre apport pour
l’union et l’intersection consiste uniquement à Øcrire proprement ce qui Øtait dØjà connu. Le
rØsultat concernant le produit tensoriel de deux propriØtØs, c’est à dire la conservation de la
loi du 0-1 correspondante est nouveau.
Les problŁmes spatiaux ne nous intØresseront que dans la mesure oø ils peuvent nous donner
des renseignements sur des problŁmes temporels. Dans le chapitre 4, nous discuterons de
ces liens, notamment par le biais des mØthodes du premier et deuxiŁme moments et des
approximations poissonniennes, qui forment la culture nØcessaire à la comprØhension du
type de transition de phase qui nous occupe.
Les approches spØciquement temporelles seront l’objet d’Øtude du chapitre 5, qui forme le
cur de cette thŁse. AprŁs avoir exposØ le rØsultat fondateur de Kahn, Kalai et Linial (section
5.2), on explicitera l’approche de Friedgut et Kalai par l’analyse harmonique (section 5.3).
C’est dans la section 5.4 que se trouve l’essentiel des nouveautØs que nous apportons,
dans le but d’optimiser le rØsultat de Friedgut et Kalai. Nous commencerons par obtenir
une valeur explicite, en suivant leurs idØes, de la constante intervenant dans leur inØgalitØ.
Puis nous insisterons sur les liens qui unissent leur approche avec le concept d’inØgalitØ de
Sobolev logarithmique, outil trŁs utilisØ actuellement dans une certaine prØsentation de la
concentration de la mesure (cf. notamment [50, 47, 48]). Ceci nous permettra de trouver
une ligne de preuve nouvelle et prometteuse, exposØe dans la section 5.4.3, conduisant à
une inØgalitØ presque optimale (section 5.4.4). On nira cette partie par une discussion des
limites du nouveau rØsultat ainsi obtenu (section 5.5).
Enn dans la partie 6, on montrera pourquoi tous les problŁmes considØrØs dans les chapitres
prØcØdents peuvent Œtre vus sous l’angle de la concentration d’un certain temps d’atteinte
d’un ensemble par un processus croissant sur {0, 1}n. Cette section a un rôle d’ouverture,
on ne fait qu’y offrir un changement de perspective qui nous semble pouvoir jouer un rôle
fØcond.
Chapitre 2
Cadre général.
Notre Øtude ne se limite pas au cadre du graphe alØatoire exposØ dans l’introduction. Plu-
tôt, nous allons nous placer dans un cadre trŁs large, recouvrant notamment celui du graphe
alØatoire G(n, p), mais aussi bien d’autres modŁles. Ce cadre est celui de l’espace {0, 1}n
muni d’une probabilitØ à un paramŁtre telle que toutes les coordonnØes soient indØpendantes
et uniformØment distribuØes. AprŁs avoir ØnoncØ les dØnitions nØcessaires à notre Øtude des
lois du 0-1 pour les propriØtØs croissantes de cet espace (section 2.1), nous ØnumØrerons un
certain nombre de cadres et de propriØtØs qui peuvent Œtre vus sous cet angle (section 2.2).
2.1 Notations et définitions de base.
Soit E un ensemble ni. On appelle conguration sur E une application de E dans l’en-
semble à deux Øtats {0, 1}. L’ensemble des congurations est donc {0, 1}E. On peut dØnir
sur cet ensemble une probabilitØ µE,p telle que chaque ØlØment de E soit dans l’Øtat 1 indØ-
pendamment des autres, avec probabilitØ p. On a alors, en notant bp la mesure de Bernoulli
sur {0, 1} :
∀η ∈ {0, 1}E, µE,p(η) =
∏
e∈E
bp (η(e)) .
Ou, ce qui revient au mŒme :
∀η ∈ {0, 1}E, µE,p(η) = p
P
e∈E η(e)(1− p)
P
e∈E(1−η(e)) .
Les rØsultats ØtudiØs dans cette thŁse prennent la plupart du temps leur sens lorsque le cardi-
nal deE est grand. On considØrera souvent une bijection privilØgiØe (mais rarement explicite)
de E dans {1, . . . , n}, oø n est le cardinal de E, et on utilisera alors ({0, 1}n, µn,p) au lieu
de
({0, 1}E, µE,p), avec la dØnition suivante, pour tout p ∈ [0, 1] et tout n ∈ N,
∀x ∈ {0, 1}n, µn,p(x) = p
Pn
i=1 xi(1− p)
Pn
i=1(1−xi) . (2.1.1)
Lorsqu’il n’y aura pas d’ambiguïtØ, on utilisera la notation µp au lieu de µn,p.
L’espace {0, 1}n est muni de l’ordre coordonnØe par coordonnØe  :
∀x, y ∈ {0, 1}n, x  y ⇐⇒ (∀i, xi ≤ yi) . (2.1.2)
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Dans cette thŁse, nous nous intØresserons aux transitions de phases des propriØtØs croissantes
pour l’ordre  :
Définition 2.1.1 Soit A ⊂ {0, 1}n une propriété. On dit que A est croissante si sa fonction
indicatrice est une fonction croissante pour  :
∀x, y ∈ {0, 1}n, (x ∈ A et x  y) =⇒ (y ∈ A) .
En d’autres termes, si une propriØtØ croissante est vraie pour une conguration, elle reste
vraie quand on remplace des 0 par des 1.
Remarque:
Une propriété croissante A est entièrement déterminée par ses éléments mini-
maux. En effet, notonsM la collection des éléments minimaux deA pour l’ordre
 :
M = {m ∈ A tq. ∀x ∈ A, x  m⇒ x = m} .
L’ensemble M est une famille d’éléments de {0, 1}n deux à deux non compa-
rables, et A peut s’écrire :
A = {x ∈ {0, 1}n tq. ∃m ∈ M, m  x} .
Il est clair qu’une propriété décroissante va de même être déterminée par ses
éléments maximaux. Donc, pour une propriété croissanteA, si on noteM′ l’en-
semble des éléments maximaux de Ac, on a :
Ac = {x ∈ {0, 1}n tq. ∃m′ ∈ M′, m′  x} .
Lorsque la propriØtØ A est croissante, la fonction p 7→ µn,p(A) est croissante, comme le
montre le lemme 2.1.3, et mŒme strictement croissante lorsque la propriØtØ considØrØe n’est
pas triviale au sens suivant :
Définition 2.1.2 Soit A ⊂ {0, 1}n, on dira que A est trivial si A = ∅ ou A = {0, 1}n.
Lemme 2.1.3 Soit A une propriété croissante, alors p 7→ µn,p(A) est une fonction crois-
sante. De plus, si A n’est pas trivial, p 7→ µn,p(A) est strictement croissante.
Démonstration :
Pour montrer la propriØtØ de croissance annoncØe, on dØnit sur {0, 1}n un
processus croissant qui a pour loi µn,p au temps p. Soit U = (Ui)i=1,...,n un
Øchantillon de la loi uniforme sur [0, 1]. Les coordonnØes Ui sont des variables
alØatoires indØpendantes et identiquement distribuØes. La loi du vecteur U est la
loi uniforme sur [0, 1]n. Pour tout i = 1, . . . , n et pour tout p ∈ [0, 1], on dØnit
X (n, p) = (Xi(p))i=1,...,n ,
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oø Xi(p) = 1I[0,p](Ui) (1 si Ui ≤ p, 0 sinon). Il est facile de voir que la loi de
X (n, p) est la loi µn,p, et on a :
∀ 0 ≤ p ≤ p′ ≤ 1, X (n, p)  X (n, p′) .
Donc si A est une propriØtØ croissante, vraie pour X (n, p) avec un certain p,
alors elle est aussi vraie pour X (n, p′), pour tout p′ ≥ p. D’oø le rØsultat. Pour
la croissance stricte, on se reportera à la dØmonstration du lemme 5.1.3.

Par consØquent, pour un ensemble croissant, et non trivial, p 7→ µn,p(A) est une bijection
croissante de [0, 1] dans lui-mŒme. Pour tout ε xØ, il y a exactement une seule montØe de
ε à 1− ε (cf. gure 2.1). L’intervalle sur lequel s’effectue cette montØe sera appelØ la fenŒtre
de transition, et sa largeur, la largeur de seuil. L’instant oø la probabilitØ de A vaut 1
2
sera
appelØ probabilitØ critique.
Définition 2.1.4 Largeur de Seuil.
Soit A ⊂ {0, 1}n un ensemble croissant non trivial, et α < β deux réels de ]0, 1[. On appelle
fenŒtre de transition pour A de α à β, et on note F(A, α, β) l’intervalle [pα, pβ] où pε est
défini pour tout ε de [0, 1] par :
µpε(A) = ε .
Pour tout ε de ]0, 1
2
], on appelle largeur de seuil de niveau ε pour A, et on note τ(A, ε), la
longueur de F(A, ε, 1− ε) :
τ(A, ε) = p1−ε − pε ,
enfin, on appelle probabilitØ critique pour A le nombre p 1
2
.
0 1
PSfrag replacements
pε p1−εp 1
2
ε
1− ε
p
µp(A)
︸ ︷︷ ︸
τ(A,ε)
1
2
FIG. 2.1  Exemple de seuil.
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Jusqu’ici, on a considØrØ dans chaque dØnition un unique sous-ensemble A de {0, 1}n.
En gØnØral, on s’intØresse plutôt à des propriØtØs dØnies comme des sous-ensembles
de
∏
n∈N{0, 1}α(n), oø α(n) est une suite d’entiers naturels strictement croissante. Par
exemple, posons α(n) =
(
n
2
)
= n(n− 1)/2. Quitte à numØroter toutes les arŒtes pos-
sibles de 1 à α(n), l’ensemble des arŒtes A d’un graphe à n sommets peut Œtre identi-
Ø à une conguration de {0, 1}α(n) et l’espace probabilisØ G(n, p) peut Œtre assimilØ à({0, 1}α(n), µα(n),p). Par exemple, la propriØtØ de connexitØ pour le graphe alØatoire G(n, p)
peut s’Øcrire A = (An)n∈N oø An ⊂ {0, 1}n(n−1)2 dØsigne l’ensemble des graphes connexes
ayant {1, . . . , n} pour sommets. Par commoditØ, on commettra l’abus de notation consistant
à Øcrire A ⊂ {0, 1}α(n) au lieu de A = (An)n∈N ⊂
∏
n∈N{0, 1}α(n), µα(n),p(A) au lieu de
µα(n),p(An) et τ(A, ε) au lieu de τ(An, ε). On dira Øgalement que la propriØtØA ⊂ {0, 1}α(n)
est croissante si tous les An sont croissants.
Nous arrivons maintenant à la dØnition de ce qui sera l’objet principal de cette thŁse : les
lois du 0-1.
Définition 2.1.5 Loi du 0-1.
Soit (αn)n∈N une suite strictement croissante d’entiers naturels non nuls. SoitA ⊂ {0, 1}α(n)
une propriété croissante. On dit que A suit une loi du 0-1 si :
∀ε ∈]0, 1
2
], τ(A, ε) −−−−→
n→+∞
0 .
Soit p 1
2
la probabilité critique de A. On dit que A suit une loi du 0-1 Øtroite si :
∀ε ∈]0, 1
2
],
τ(A, ε)
p 1
2
−−−−→
n→+∞
0 .
Enfin, on dit que A a un seuil grossier si elle ne suit pas de loi du 0-1 étroite, c’est à dire, s’il
existe ε dans ]0, 1
2
[ tel que :
lim sup
n→∞
τ(A, ε)
p1/2
> 0 .
Remarquez que si la localisation de la propriØtØ A tend vers 1, c’est à dire, si p 1
2
tend vers 1
lorsque n tend vers l’inni, il faut remplacer dans les dØnitions ci-dessus τ(A,ε)
p 1
2
par τ(A,ε)
1−p 1
2
.
On peut obtenir une dØnition qui recouvre les deux cas en utilisant τ(A,ε)
p 1
2
(1−p 1
2
)
. Nous avons
prØfØrØ ne pas changer les habitudes, d’autant que la totalitØ des exemples ØvoquØs dans cette
thŁse n’ont pas une localisation qui tend vers 1.
Nous ferons parfois usage du petit lemme suivant, qui exprime un condition Øquivalente pour
que A suive une loi du 0-1 Øtroite.
Lemme 2.1.6 La propriété croissanteA ⊂ {0, 1}αn suit une loi du 0-1 étroite si et seulement
si, pour tout ε de
]
0; 1
2
]
, on a :
p1−ε
pε
−−−−→
n→+∞
1 .
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Démonstration :
La propriØtØ A Øtant croissante, on a :
∀ε ∈
]
0;
1
2
]
, p1−ε ≥ p 1
2
≥ pε .
Ainsi,
p1−ε − pε
p 1
2
−−−−→
n→+∞
0 ⇒ p1−ε − pε
p1−ε
−−−−→
n→+∞
0 ,
⇒ pε
p1−ε
−−−−→
n→+∞
1 ,
⇒ p1−ε
pε
−−−−→
n→+∞
1 ,
⇒ p1−ε − pε
pε
−−−−→
n→+∞
0 ,
⇒ p1−ε − pε
p 1
2
−−−−→
n→+∞
0 .
L’Øquivalence est dØmontrØe.

Lorsqu’on est en prØsence d’une loi du 0-1, il est trŁs frØquent que l’intervalle de seuil soit
homogŁne, au sens oø tous les sous-intervalles de la fenŒtre de transition se rØduisent à la
mŒme vitesse. L’intØrŒt de cette homogØnØitØ est que l’on peut alors parler de l’ordre de
grandeur de la fenŒtre de transition, celui-ci ne dØpendant plus du niveau ε de cette fenŒtre.
De mŒme, cette homogØnØitØ de la largeur du seuil s’accompagne frØquemment de l’homo-
gØnØitØ de la localisation du seuil, qui correspond au fait que tous les instants qui constituent
la fenŒtre de transition sont Øgalement du mŒme ordre de grandeur. Nous donnons dans le
second ØnoncØ qui suit une dØnition rigoureuse de ces deux idØes. Pour parler des ordres de
grandeurs nous utiliserons les notations suivantes :
Définition 2.1.7 Notations des ordres de grandeur.
Soient (an)n∈N et (bn)n∈N deux suites de réels.
On note an = o(bn) si :
∀ε > 0, ∃N ∈ N, ∀n ≥ N, |an| ≤ ε|bn| .
On note an ∼ bn si :
an − bn = o(bn) .
On note an = O(bn) si :
∃C > 0, ∃N ∈ N, ∀n ≥ N, an < Cbn .
On note an = Θ(bn) si :
an = O(bn) et bn = O(an) ,
ou de manière équivalente, si :
∃C2 > C1 > 0, ∃N ∈ N ∀n ≥ N, C1bn < an < C2bn .
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Définition 2.1.8 Homogénéité.
Soit A ⊂ {0, 1}αn une propriété croissante et non triviale, (an)n∈N et (bn)n∈N deux suites de
réels strictement positifs, (bn)n∈N admettant 0 pour limite.
On dit que A possède une localisation de seuil homogŁne d’ordre an si et seulement si tous
les pε sont du même ordre :
∀ε ∈]0; 1[, pA,ε = Θ (an) et 1− pA,ε = Θ (1− an) .
On dit que A suit une loi du 0-1 de largeur d’ordre bn si pour tous α et β de ]0, 1[ tels que
α < β on a :
pA,β − pA,α = O(bn) .
On dit que A suit une loi du 0-1 de largeur homogŁne d’ordre bn si pour tous α et β de ]0, 1[
tels que α < β on a :
pA,β − pA,α = Θ(bn) .
Nous aurons besoin dans la section 3.2 d’une notion un peu plus forte de loi du 0-1, qui
conserve l’homogØnØitØ lorsqu’on autorise les niveaux de seuil à dØpendre de n.
Définition 2.1.9 Homogénéité forte.
Soit A ⊂ {0, 1}αn une propriété croissante et non triviale, et (bn)n∈N une suite de réels
strictement positif admettant 0 pour limite.
On dit que A suit une loi du 0-1 de largeur fortement homogŁne d’ordre bn si elle suit une
loi du 0-1 de largeur homogène d’ordre bn et si, pour toutes suites (βn)n∈N et (γn)n∈N telles
que
∃ε ∈]0, 1[, ∀n ∈ N, ε < βn < γn < 1− ε ,
on a :
pA,γn − pA,βn = O((γn − βn)bn) .
Nous verrons dans le chapitre 4.1 que les notions de loi du 0-1 de localisation homogŁne et de
loi du 0-1 Øtroite de seuil et largeur homogŁnes correspondent respectivement à l’existence
d’une fonction seuil et d’une paire de fonctions de seuil Øtroit, au sens usuel, dØni par Erdös
et RØnyi dans le cadre du graphe alØatoire (cf. [26]).
On termine cette section avec un rØsultat qui nous sera utile à plusieurs occasions. Ce rØsultat,
intitulØ l’inØgalitØ FKG (cf. [30] ou [3], p.75), du nom de ses inventeurs, dit en substance que
deux fonctions croissantes sur ({0, 1}n,) sont toujours positivement corrØlØes, pourvu que
la mesure sur {0, 1}n vØrie la condition FKG que nous allons dØnir. Remarquez que toute
partie non vide de {0, 1}n est majorØe et minorØe, et admet un plus petit majorant et un plus
grand minorant, qu’on appelle respectivement borne supØrieure et borne infØrieure. Si x et
y sont deux ØlØments de {0, 1}n, on note x ∪ y la borne supØrieure de {x, y} et x ∩ y la
borne infØrieure du mŒme ensemble. Ces notations coïncident avec les notations usuelles
d’union et d’intersection lorsqu’on identie tout ØlØment x de {0, 1}n avec le sous-ensemble
de {1, . . . , n}, {i tq xi = 1}.
Définition 2.1.10 Condition FKG. Soit µ une mesure de probabilité sur {0, 1}n. On dit que
µ satisfait la condition FKG si :
∀x, y ∈ {0, 1}n, µ(x ∪ y)µ(x ∩ y) ≥ µ(x)µ(y) . (2.1.3)
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Proposition 2.1.11 Inégalité FKG. Soit µ une mesure de probabilité sur {0, 1}n vérifiant la
condition FKG. Soient f et g deux fonctions croissantes de ({0, 1}n,) dans R. On a alors :
Eµ(fg) ≥ Eµ(f)Eµ(g) .
Pour la dØmonstration, voir [30] et [38].
Remarque:
La mesure µn,p vérifie l’inégalité FKG :
µn,p(x ∪ y)µn,p(x ∩ y) = p|x∪y|+|x∩y|(1− p)2n−|x∪y|−|x∩y| ,
= p|x|+|y|(1− p)2n−|x|−|y| ,
= µn,p(x)µn,p(y) .
2.2 Exemples de cadres particuliers.
MŒme si les ensembles An sont croissants, non triviaux, rien ne permet d’assurer qu’il y
ait rØellement une loi du 0-1 au sens de la dØnition 2.1.5. En effet, soit An l’ensemble des
ØlØments x de {0, 1}n tels que x1 = 1 :
An = {x ∈ {0, 1}n tq x1 = 1} .
Cet ensemble est croissant, non trivial, et vØrie µn,p(An) = p. On peut difcilement avoir
une progression plus rØguliŁre de 0 à 1 ! S’il n’y a pas de saut du tout, c’est certainement
parce que l’ensemble An dØpend exclusivement d’une coordonnØe. Un problŁme qui nous
occupe est donc de chercher des conditions les plus naturelles possibles sur An, ensemble
croissant non trivial, pour pouvoir assurer un contrôle de sa largeur de seuil qui implique une
loi du 0-1. Dans cette section, nous allons prØsenter un certain nombre d’exemples qui seront
autant de repŁres dans la quŒte de majorations gØnØrales des largeurs de seuil. Ils partagent
la propriØtØ de respecter une certaine symØtrie, au sens dØni comme suit :
Définition 2.2.1 Soit A ⊂ {0, 1}n une propriété. On dit que A est symØtrique si A est inva-
riante par l’action d’un groupe G de permutations des coordonnées agissant transitivement
sur {1, . . . , n} :
∀i, j = 1, . . . , n , ∃σ ∈ G , σ(i) = j ,
et :
∀σ ∈ G , (xi)i∈{1,...,n} ∈ A =⇒ (xσ(i))i∈{1,...,n} ∈ A .
Au premier abord, cette dØnition peut paraître surprenante. En fait, une telle condition est
assez naturelle. Donnons quelques exemples.
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Exemple 1 Symétrie totale
Quelles sont les propriØtØs A ⊂ {0, 1}n, monotones, et invariantes sous l’action du groupe
des permutations Sn tout entier (on dira d’une telle propriØtØ qu’elle est totalement symØ-
trique) ? Un instant de rØexion permet de se convaincre que ce sont les propriØtØs qui s’ex-
priment sous la forme
Ak,n =
{
n∑
i=1
xi ≥ k
}
,
pour un certain entier k ∈ {0, . . . , n + 1}. Une majoration de la largeur du seuil se dØduit
dans ce cas trŁs simplement de la concentration de la variable alØatoire Sn =
∑n
i=1 xi. Pour
prØciser le comportement de Sn à l’Øchelle des uctuations (l’echelle de localisation, est
bien sßr k
n
), nous utiliserons le rØsultat suivant qui se dØduit des inØgalitØs de Chernov ou de
Hoeffding (voir, par exemple, [59]).
Théorème 2.2.2 Pour tous n, p et pour tout c > 0 on a :
µn,p(Sn − np > c
√
n) ≤ exp(−2c2) , (2.2.4)
µn,p(Sn − np < −c
√
n) ≤ exp(−2c2) , (2.2.5)
et donc :
µn,p(|Sn − np| > c
√
n) ≤ 2 exp(−2c2) . (2.2.6)
Le thØorŁme 2.2.2 va nous permettre d’obtenir un contrôle indØpendant de k, pour les lar-
geurs de seuil de toutes les propriØtØs Ak,n. Dans la proposition 2.2.3, n et k sont quel-
conques.
Proposition 2.2.3 Pour tout ε ∈]0, 1/2[, on a :
τ(Ak,n, ε) ≤
√
2 log(1/ε)√
n
.
Démonstration :
Fixons ε entre 0 et 1/2, et posons c =
√
log(1/ε)
2
, de sorte que exp(−2c2) = ε. Si
pε est tel que µn,pε(Ak) = ε, alors k ne peut pas Œtre trop loin de npε. L’inØgalitØ
(2.2.4) permet d’afrmer que k est infØrieur à npε +
√
n log(1/ε)/2. Posons
alors q = pε + 2
√
log(1/ε)/(2n). Par l’inØgalitØ (2.2.5) appliquØe à nq, on
obtient µn,q(Ak) ≥ 1− ε, et donc q ≥ p1−ε, d’oø le rØsultat.

Exemple 2 Graphe aléatoire G(n, p)
Revenons sur l’exemple dØveloppØ dans l’introduction. Posons α(n) = (n
2
)
= n(n−1)/2.
Nous avons dØjà notØ que l’ensemble des arŒtes A d’un graphe à n sommets peut Œtre iden-
tiØ à une conguration de {0, 1}α(n), et que le modŁle de la dØnition 1.0.1 revient à mettre
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la probabilitØ µα(n),p sur {0, 1}α(n). Notons que ce modŁle est diffØrent de celui initiale-
ment proposØ par Erdös et RØnyi [26], qui considØraient l’ØquiprobabilitØ sur l’ensemble des
graphes ayant un nombre xe d’arŒtes. En fait, dans de nombreux cas, les deux modŁles ont
les mŒmes propriØtØs asymptotiques (cf. par exemple, [10] thØorŁme 3 p.36).
Il est alors naturel de dire qu’un sous-ensemble de {0, 1}α(n) est une propriØtØ de graphe
s’il est invariant par tout automorphisme de graphe. Ceci revient à dire que A ⊂ {0, 1}α(n)
est une propriØtØ de graphe lorsque A est invariante sous l’action de Sn (permutations de
sommets) sur les arŒtes :
∀σ ∈ Sn, ∀i 6= j, σ.(i, j) = (σ(i), σ(j)) .
Les graphes considØrØs ne comportant pas de boucle, l’action de Sn sur {1, . . . , α(n)} est
transitive. On verra dans le chapitre 4 quelques calculs de localisation et de largeur de seuil
pour diverses propriØtØs de ce graphe alØatoire. Remarquons Øgalement qu’on peut adapter
ce modŁle aux sous-graphes d’un graphe dont le groupe d’automorphisme est transitif sur
les arŒtes. Nous allons prØsenter plus prØcisØment deux propriØtØs du graphe cyclique à n
sommets dans les exemples 3 et 4.
Exemple 3 Stabilité
ConsidØrons d’abord la propriØtØ S denie comme suit.
Définition 2.2.4 On munit {1, . . . , n} de la structure de graphe cyclique non orienté dont
l’ensemble d’arêtes est :
Cn =
{
{1, n} , {i, i + 1} , i = 1, . . . , n−1
}
.
Une configuration, identifiée à un sous-ensemble de {1, . . . , n} est dite stable si elle est un
sous-ensemble stable pour le graphe cyclique :
x = (xi) ∈ S ⇐⇒ (∀{i, j} ∈ Cn , xi = 1 =⇒ xj = 0) . (2.2.7)
Le graphe cyclique aléatoire, de loi µn,p sera noté C(n, p).
En d’autres termes, une conguration est stable si elle ne comporte pas deux 1 voisins. Nous
notons S la propriØtØ de stabilitØ. La nØgation de S, Sc est croissante, et invariante par le
groupe des permutations cycliques, qui est bien transitif sur {1, . . . , n}. La propriØtØ de sta-
bilitØ est donc symØtrique au sens de la dØnition 2.2.1. On peut calculer la fonction gØnØ-
ratrice des ensembles stables pour de nombreux types de graphes (voir [29]). Dans le cas
du graphe cyclique à n sommets, elle est particuliŁrement simple. Notons sk,n le nombre de
stables à k sommets dans le graphe cyclique à n sommets. On a :
gn(z) =
n∑
k=0
sk,nz
k =
(
1−√1 + 4z
2
)n
+
(
1 +
√
1 + 4z
2
)n
.
Il est facile d’en dØduire l’expression explicite de µn,p(S).
µn,p(S) = (1− p)ngn
(
p
1−p
)
.
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Pour toute valeur strictement positive de p, µn,p(S) tend vers 0 quand n tend vers l’inni.
Pour p = p(n) tendant vers 0, on vØrie facilement que µn,p(S) est Øquivalent à exp(−np2).
L’Øchelle de localisation de S (ou de Sc) est 1/√n. L’Øchelle des uctuations est aussi 1/√n.
Exemple 4 Runs de longueur u logn
ConsidØrons à nouveau le graphe cyclique à n sommets. Notons Mn la variable alØatoire
Øgale au nombre maximal de 1 consØcutifs dans la conguration alØatoire Xn. Soit Rn la
propriØtØ d’avoir au moins un run de 1 consØcutifs de longueur u logn, avec u > 0 xØ.
La propriØtØRn s’identie Øgalement à un sous-ensemble croissant de {0, 1}n, invariant sous
l’action du groupe cyclique. La distribution des runs dans une conguration alØatoire cy-
clique a souvent ØtØ ØtudiØe (voir par exemple [33]). On dØmontre que la variable alØatoire
Mn est localisØe en O(log(n)), avec des uctuations d’ordre O(1), sans qu’il y ait conver-
gence en loi à l’Øchelle des uctuations. Le rØsultat suivant, dß à Erdös et RØvØsz [27], est
dØmontrØ dans [46] (voir aussi [34, 45] et [37] pour une gØnØralisation).
Théorème 2.2.5 Posons :
a(n) =
⌊
log(n)
log(1/p)
⌋
et b(n) =
log(n)
log(1/p)
−
⌊
log(n)
log(1/p)
⌋
,
où b·c désigne la partie entière. Notons Rk la propriété :
Rk = “Mn − a(n) ≤ k” .
Quand n tend vers l’infini :
µn,p(Rk) = exp(−pk−b(n)) + o(1) .
De maniŁre gØnØrale, toute propriØtØ de graphe cyclique est symØtrique au sens de la dØni-
tion 2.2.1. Par propriØtØ de graphe cyclique, on entend une propriØtØ telle que dŁs que deux
congurations sont isomorphes, soit elles vØrient toutes les deux la propriØtØ, soit aucune
des deux ne la vØrie.
Nous reviendrons sur le graphe cyclique dans le chapitre 4.
Exemple 5 Images aléatoires
Nous utiliserons ici les images alØatoires comme un autre moyen de visualiser la concentra-
tion de la mesure dans un espace produit. Nous ne considØrons que des images carrØes n×n,
binaires, pour lesquelles les pixels sont noirs avec probabilitØ p ou blancs avec probabilitØ
1−p, indØpendamment les uns des autres.
Définition 2.2.6 On appelle image alØatoire, et on note I, ou I(n, p), la matrice aléatoire
de taille n × n, dont les coefficients, indépendants, valent 1 avec probabilité p et 0 avec
probabilité 1−p.
C’est une nouvelle variante du modŁle de Bernoulli : l’espace est identiable à {0, 1}n2 et la
loi d’une image alØatoire est µn2,p.
L’idØe des images alØatoires est de fournir une base quantitative à l’intuition qui consiste
à dire que l’il voit dans une image ce qui est inhabituel, qui tranche sur un bruit de fond,
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bref, qui est improbable. Les algorithmes de dØtection cherchent donc les groupes de pixels
qui seraient de probabilitØ faible dans une image alØatoire (voir [23]).
On peut convenir qu’une propriØtØ d’image doit Œtre invariante par l’action sur les pixels
du groupe engendrØ par les deux translations ØlØmentaires :
τv : (i, j) 7→ (i + 1, j) ,
τh : (i, j) 7→ (i, j + 1) ,
oø on identie l’ensemble des pixels à
(
Z/n Z
)2 (conditions de bord toriques). Le groupe
de permutations ainsi obtenu agit bien transitivement sur l’ensemble des pixels. Pour des
rØsultats sur la localisation des seuils d’apparition de sous-images particuliŁres, voir [16].
Exemple 6 Systèmes Parallèle-série et Série-parallèle en fiabilité
Les deux exemples que nous allons introduire sont issus de la abilitØ (voir par exemple
[5]). Ils sont trŁs importants d’un point de vue thØorique du fait de leur grande simplicitØ
calculatoire. Nous ne faisons ici que les dØnir, et nous reviendrons dessus dans le chapitre
5.4.4.
Imaginons un systŁme Ølectrique constituØ de m blocs en sØrie, chacun des blocs contenant k
composants ØlØmentaires en parallŁle qui sont en panne indØpendamment les uns des autres
avec probabilitØ p. En posant n = mk, on peut assimiler l’ensemble des Øtats possibles des
n composants à {0, 1}n, oø 0 correspond à un Øtat de marche, et 1 à un Øtat de panne. On
dØnit alors PSn comme Øtant le sous-ensemble de {0, 1}n des Øtats de panne du systŁme.
Appelons Si l’ensemble des transformations qui permutent les composants du i-Łme bloc,
et τj,k la transformation qui Øchange les composants du j-Łme bloc avec ceux du k-Łme, et
notons G le groupe engendrØ par les ØlØments des Si et les τj,k pour i, j, k ∈ {1, . . . , n}. Il
est facile de voir que G agit transitivement sur les composants. PSn est clairement invariant
par l’action de ce groupe, donc symØtrique, et est Øgalement croissant. On a :
µp(PSn) = 1− (1− pk)n/k .
On peut aussi observer un systŁme SØrie-parallŁle sur le mŒme modŁle : il sera constituØ de
m blocs en prallŁle, chacun des blocs contenant k composants ØlØmentaires en sØrie qui sont
en panne indØpendamment les uns des autres avec probabilitØ p. On dØnit alors SPn comme
Øtant le sous-ensemble de {0, 1}n des Øtats de panne de ce systŁme. SPn est Øgalement un
ensemble croissant et symØtrique, et on a :
µp(SPn) = (1− (1− p)k)n/k .
Remarque:
Utiliser le langage de la fiabilité nous sert surtout à avoir une autre manière de
nous représenter les sous-ensembles croissants de ({0, 1}n, µn,p). En effet, un
tel sous-ensemble peut toujours être considéré comme l’ensemble des états de
panne d’un certain système cohérent. Le qualificatif “cohérent” renvoie juste-
ment à cette croissance de l’ensemble des états de panne : si un système est en
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panne et qu’un composant tombe en panne, le système reste en panne.
Dans [32], la propriété PSn est appelée “the tribes example”, l’exemple des
tribus, en référence au fait qu’on y observe des tribus indépendantes. Elle joue
un rôle d’optimalité qu’on retrouvera dans la section 5.4.4.
Exemple 7 Formules croissantes de clauses
On se donne un ensemble de n variables logiques boolØennes, x1, . . . , xn. Une clause de
longueur k est une disjonction de k de ces variables, afrmØes ou niØes. Par exemple, xi1 ∨
¬xi2 ∨ xi3 est une clause de longueur 3. Il y a
(
n
k
)
ensembles de k variables possibles, et une
fois choisies les k variables, chacune peut apparaître afrmØe ou niØe dans la clause. Il est
donc possible de former α(n, k) = 2k
(
n
k
)
clauses de longueur k sur n variables. Notons Cn,k
l’ensemble des clauses. Choisissons d’ordonner les clauses de C1 à Cα(n,k), et identions,
grâce à cet ordre, les sous-ensembles de Cn,k à {0, 1}α(n,k). En suivant l’exemple du graphe
alØatoire G(n, p), on dØnit une formule alØatoire comme suit.
Définition 2.2.7 On appelle formule aléatoire, et on note F(n, p), une variable aléatoire à
valeurs dans {0, 1}α(n,k), telle que chaque clause apparaît dans la formule avec probabilité
p, indépendamment des autres.
La loi de F(n, p) est donc µα(n,k),p. Choisissons maintenant une phrase loqique Φ à α(n, k)
variables boolØennes yi, avec uniquement les connecteurs et et ou, et des parenthŁses,
bien sßr (pas de nØgation). Par exemple,
Φ(y1, . . . , y8) = (y1 ∧ (y2 ∨ y3)) ∨ (y8 ∧ y3) .
Si ψ : {1, . . . , n} → {V rai, Faux} est une affectation boolØenne de x1, . . . , xn, et F une
formule, on notera F ◦ ψ le α(n, k)-uplet dont la coordonnØe de la clause C est Vrai
lorsqu’elle est absente de F (i.e coordonnØe FC Øgale à 0) ou lorsque cette clause est vraie
sous l’affectation ψ, et Faux sinon. On notera
AΦ =
{
F ∈ {0, 1}α(n,k) tels que ∃ψ : {1, . . . , n} → {V rai, Faux}, φ(F ◦ ψ) = V rai} ,
Il est facile de voir que AΦ est nØcessairement dØcroissante (mais peut Œtre triviale), et donc
AcΦ est croissante. ConsidØrons maintenant deux types d’action sur les clauses. Tout d’abord,
l’action de chaque ØlØment σ de Sn, qui consiste à remplacer chaque variable xi par xσ(i)
dans les clauses. Ensuite, les transformations τk, qui consistent à Øchanger xk et ¬xk. Voici
deux exemples pour des clauses de longueur 3 :
(145).(¬x4 ∨ x6 ∨ x5) = (¬x5 ∨ x6 ∨ x4) ,
τ4.(¬x5 ∨ x6 ∨ x4) = (¬x5 ∨ x6 ∨ ¬x4) .
Le groupe engendrØ par ces ØlØments agit transitivement sur l’ensemble des clauses de
longueur k, et on le fait agir par l’intermØdiaire des clauses sur l’ensemble des formules
{0, 1}α(n,k). On peut voir Øgalement que pour toute phrase Φ, AΦ est invariante par l’action
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de ce groupe.
Remarquons que ce cadre recouvre le cØlŁbre cas de la k-sat pour un choix particulier de Φ.
En effet, il sut de prendre pour Φ la conjonction de toutes les clauses :
Φ(y1, . . . , yα(n,k)) = y1 ∧ . . . ∧ yα(n,k) .
L’ensemble AΦ est alors identiable à celui des formules à n variables qui sont k-
satisfaisables. Ce sont les formules de clauses de k variables, toutes les clauses devant Œtre
satisfaites simultanØment.
Ce problŁme particulier a ØtØ intensØment ØtudiØ ces derniŁres annØes, par des physiciens,
des informaticiens et des mathØmaticiens. On ne sait toujours pas calculer rigoureusement
l’Øchelle de localisation de ce phØnomŁne, mais un grand pas a ØtØ fait par Friedgut en 1998
([31], publiØ en 1999). Nous aurons l’occasion de revenir plus longuement sur ce problŁme
dans l’exemple 14 et dans le chapitre 5.5.2.
Remarquez enn qu’on peut s’intØresser à d’autres types de clauses. Au lieu de relier les
variables par un ou, on peut les relier par un ou exclusif, par exemple. En prenant encore
pour Φ la conjonction de toutes les clauses, on retrouve le problŁme de k-XORSAT, ØtudiØ
notamment par Creignou, DaudØ, Dubois et Mandler (voir notamment [24], [20]). D’autres
types de clauses sont encore possibles. On renvoie à [21] pour un exposØ gØnØral dans le cas
d’une conjonction de ces clauses.
Chapitre 3
Combinaisons algébriques de seuils.
A partir de deux propriØtØs croissantes et symØtriques, il est naturel de se demander si, en
les combinant d’une certaine maniŁre, on peut dire quelque chose de la taille du seuil de la
nouvelle propriØtØ ainsi formØe. Dans cette section, on apporte des ØlØments de rØponse pour
trois types de combinaisons distinctes : l’union, l’intersection et le produit tensoriel.
Il est facile de voir que la propriØtØ de loi du 0-1 se conserve par union et intersections nies,
mais pas par union ou intersection quelconques. Il en est de mŒme pour le caractŁre grossier
d’une propriØtØ (cf. section 3.1).
Les lois du 0-1 se comportent donc de maniŁre assez mØdiocre vis-à-vis de l’union et de
l’intersection. Il y a nØanmoins une combinaison pour laquelle la loi du 0-1 se comporte
trŁs bien. Cette combinaison, dont l’idØe vient de la abilitØ, est le produit tensoriel de deux
propriØtØs. Elle nous permettra de construire dans la section 3.2 des largeurs de seuils trŁs
variØes à partir de deux ensembles de base.
3.1 Union et intersection d’un nombre fini de propriétés.
Mettons-nous un instant en tŒte l’idØe qu’une loi du 0-1 correspond à l’approximation
d’une propriØtØ qui asymptotiquement a pour probabilitØ 0 ou 1. Si A et B sont deux ØvŁ-
nements dont les probabilitØs valent 0 ou 1, alors A ∪ B et A ∩ B ont pour mesure 0 ou 1.
De plus, si A et B sont croissants, A ∪ B et A ∩ B sont croissants. On peut donc avoir en
tŒte les schØmas de la gure 3.1. Ces schØmas ne sont pas faux, mais prØsentent la situation
asymptotique. Nous allons voir dans la section 3.1 ce qu’il advient des largeurs de seuil des
points de vue asymptotique et non asymptotique dans le cas de l’union et de l’intersection.
En utilisant les relations simples :
A ⊂ A ∪ B ,
B ⊂ A ∪ B ,
µp(A ∪ B) ≤ µp(A) + µp(B) ,
on peut facilement donner un premier encadrement de la largeur de seuil de l’union de deux
propriØtØs.
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FIG. 3.1  StabilitØ de l’union et l’intersection pour les lois du 0-1.
Proposition 3.1.1 Soient A et B deux propriétés croissantes de {0, 1}n. On a, pour tout ε
de [0, 1],
inf
{
pA, ε
2
, pB, ε
2
} ≤ pA∪B,ε ≤ inf {pA,ε, pB,ε} .
Par conséquent, pour tout ε de ]0, 1
2
[, on a :
τ(A ∪B, ε) ≤ sup
{
τ
(
A,
ε
2
)
, τ
(
B,
ε
2
)}
.
Démonstration :
Pour minorer pA∪B,ε, il suft d’utiliser le fait que :
µp(A ∪ B) ≤ µp(A) + µp(B) .
Ainsi, A ∪B Øtant croissante,
pA∪B,ε ≥ inf
{
pA, ε
2
, pB, ε
2
}
.
Pour la majoration, on utilise :
µp(A ∪B) ≥ sup {µp(A), µp(B)} .
Par consØquent,
pA∪B,ε ≤ inf {pA,ε, pB,ε} .
Pour la largeur du seuil, on Øcrit :
τ(A ∪B, ε) ≤ inf {pA,1−ε, pB,1−ε} − inf
{
pA, ε
2
, pB, ε
2
}
,
≤ sup {pA,1−ε − pA, ε
2
, pA,1−ε − pA, ε
2
}
,
≤ sup
{
τ
(
A,
ε
2
)
, τ
(
B,
ε
2
)}
.
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
Pour obtenir une minoration utile, il est nØcessaire d’utiliser l’inØgalitØ FKG (cf. proposition
2.1.11).
Proposition 3.1.2 Soient A et B deux propriétés croissantes de {0, 1}n. On a, pour tout ε
de [0, 1],
inf
{
pA,1−√1−ε, pB,1−√1−ε
} ≤ pA∪B,ε ≤ inf {pA,ε, pB,ε} .
Par conséquent, pour tout ε de ]0, 1
4
[, on a :
inf
{
τ(A,
√
ε), τ(B,
√
ε)
} ≤ τ(A∪B, ε) ≤ sup {τ (A, 1−√1− ε) , τ (B, 1−√1− ε)} .
Démonstration :
La mesure µn,p satisfaisant l’inØgalitØ FKG (voir remarque 2.1), on peut Øcrire :
µp(A ∩B) ≥ µp(A)µp(B) .
Donc :
µp(A ∪ B) ≤ µp(A) + µp(B)− µp(A)µp(B) .
Posons p = inf
{
pA,1−√1−ε, pB,1−√1−ε
}
.
Supposons, par exemple, que pA,1−√1−ε ≤ pB,1−√1−ε. On a alors :
µpA,1−√1−ε(B) ≤ µpB,1−√1−ε(B) = 1−
√
1− ε .
Donc :
µp(A) + µp(B)− µp(A)µp(B) = µp(A) + µp(B) (1− µp(A)) ,
≤ 1−√1− ε+ (1−√1− ε)√1− ε ,
= ε ,
et donc :
µpA,1−√1−ε(A ∪B) ≤ ε .
De mŒme, si pA,1−√1−ε ≥ pB,1−√1−ε, on trouve :
µpB,1−√1−ε(A ∪B) ≤ ε .
Par consØquent,
pA∪B,ε ≥ inf
{
pA,1−√1−ε, pB,1−√1−ε
}
.
Et ainsi,
τ(A ∪B, ε) ≥ inf {pA,1−√ε, pB,1−√ε}− inf {pA,ε, pB,ε} ,
≥ inf {pA,1−√ε − pA,ε, pB,1−√ε − pB,ε} ,
≥ inf {pA,1−√ε − pA,√ε, pB,1−√ε − pB,√ε} .
Ce qui nous donne la minoration attendue de la largeur de seuil de A ∪ B. La
majoration se montre de maniŁre analogue, à partir de l’encadrement de pA∪B,ε.
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
On peut tout de suite dØduire de la proposition 3.1.2 le rØsultat suivant :
Corollaire 3.1.3 Toute union finie de propriétés croissantes admettant un seuil grossier ad-
met elle-même un seuil grossier.
De même, toute union finie de propriétés croissantes suivant une loi du 0-1 (resp. une loi du
0-1 étroite) suit elle-même une loi du 0-1 (resp. une loi du 0-1 étroite).
Démonstration :
Montrons d’abord que toute union nie de propriØtØs croissantes admettant un
seuil grossier admet elle-mŒme un seuil grossier. Par une rØcurrence ØlØmentaire,
il suft de dØmontrer le rØsultat pour l’union de deux propriØtØs croissantes A
et B de {0, 1}n admettant un seuil grossier. D’aprŁs la proposition 3.1.2, on a,
pour tout ε de
]
0, 1
4
[
,
τ(A ∪B, ε) ≥ inf {τ (A,√ε) , τ (B,√ε)} ,
et Øgalement :
pA∪B, 1
2
≤ inf
{
pA, 1
2
, pB, 1
2
}
.
Par consØquent :
τ(A ∪B, ε)
pA∪B, 1
2
≥ inf
{
τ (A,
√
ε)
pA, 1
2
,
τ (B,
√
ε)
pB, 1
2
}
,
et ainsi,
lim inf
n→∞
τ(A ∪B, ε)
pA∪B, 1
2
≥ inf
{
lim inf
n→∞
τ(A, ε)
pA, 1
2
, lim inf
n→∞
τ(B, ε)
pB, 1
2
}
.
Les propriØtØs A et B admettant un seuil grossier (cf. dØnition 2.1.5), on en
dØduit :
lim inf
n→∞
τ(A ∪B, ε)
pA∪B, 1
2
> 0 ,
et A ∪ B admet un seuil grossier.
Il est trŁs simple de voir que la proposition 3.1.1 implique que toute union nie
de propriØtØs croissantes suivant une loi du 0-1 suit elle-mŒme une loi du 0-1.
Montrons que toute union nie de propriØtØs croissantes suivant une loi du 0-1
Øtroite suit elle-mŒme une loi du 0-1 Øtroite. Par une rØcurrence ØlØmentaire, il
suft de dØmontrer le rØsultat pour l’union de deux propriØtØs croissantes A et
B de {0, 1}n admettant un seuil Øtroit. Dans ce cas, on peut Øcrire, toujours à
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l’aide de la proposition 3.1.1,
1 ≤ pA∪B,1−ε
pA∪B,ε
≤ inf{pA,1−ε, pB,1−ε}
inf{pA, ε
2
, pB, ε
2
} ,
= sup
{
inf{pA,1−ε, pB,1−ε}
pA, ε
2
,
inf{pA,1−ε, pB,1−ε}
pB, ε
2
}
,
≤ sup
{
pA,1−ε
pA, ε
2
,
pB,1−ε
pB, ε
2
}
,
≤ sup
{
pA,1− ε
2
pA, ε
2
,
pB,1− ε
2
pB, ε
2
}
.
Or, A suivant une loi du 0-1 Øtroite, on a, d’aprŁs le lemme 2.1.6,
pA,1− ε
2
pA, ε
2
−−−−→
n→+∞
1 ,
et
pB,1− ε
2
pB, ε
2
−−−−→
n→+∞
1 .
Ainsi,
pA∪B,1−ε
pA∪B,ε
−−−−→
n→+∞
1 ,
ce qui donne le rØsultat attendu, toujours à l’aide du lemme 2.1.6.

On peut immØdiatement traduire les rØsultats relatifs à l’union en des rØsultats relatifs à
l’intersection. En effet, on aurait pu dØnir, comme dans la dØnition 2.1.4 une largeur de
seuil pour des propriØtØs dØcroissantes non triviales. Or (A ∩ B) = (Ac ∪Bc)c, et si A et
B sont croissantes, Ac et Bc sont dØcroissantes, et corrØlØes positivement. On a alors les
rØsultats suivants :
Proposition 3.1.4 Soient A et B deux propriétés croissantes de {0, 1}n. On a, pour tout ε
de [0, 1],
sup {pA,ε, pB,ε} ≤ pA∩B,ε ≤ sup
{
pA,√ε, pB,√ε
}
.
Par conséquent, pour tout ε de ]0, 1
4
[, on a :
inf
{
τ(A,
√
ε), τ(B,
√
ε)
} ≤ τ(A∩B, ε) ≤ sup {τ (A, 1−√1− ε) , τ (B, 1−√1− ε)} .
Corollaire 3.1.5 Toute intersection finie de propriétés croissantes admettant un seuil gros-
sier admet elle-même un seuil grossier.
De même, toute intersection finie de propriétés croissantes suivant une loi du 0-1 (resp. une
loi du 0-1 étroite), suit elle-même une loi du 0-1 (resp. une loi du 0-1 étroite).
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3.2 Produit tensoriel de deux propriétés.
A partir de deux propriØtØs croissantes et symØtriques, on peut construire une nouvelle
propriØtØ croissante et symØtrique en effectuant ce qu’on appellera le produit tensoriel des
deux propriØtØs. Cette nouvelle propriØtØ appartient à un nouvel espace, qui correspond
effectivement à un produit tensoriel usuel, si on identie {0, 1}n au F2-espace vectoriel(
Z/2 Z
)n
.
Définition 3.2.1 Soient A ⊂ {0, 1}r et B ⊂ {0, 1}m. On note A ⊗ B la propriété de
({0, 1}r)m définie par :
η ∈ A⊗ B ⇔ ( 1Iη1∈A, . . . , 1Iηm∈A) ∈ B ,
où
η = (η1, . . . , ηm) et ∀j ∈ {1, . . . , m}, ηj ∈ {0, 1}r .
Cette construction, qui peut sembler abstraite, se reprØsente bien avec le langage de la a-
bilitØ. Si A dØsigne l’ensemble des Øtats de panne d’un circuit A et B dØsigne l’ensemble
des Øtats de panne d’un autre circuit B, alors A ⊗ B dØsigne l’ensemble des Øtats de panne
d’un circuit obtenu en remplaçant les composants ØlØmentaires de B par m copies du circuit
A. On peut par exemple obtenir les systŁmes ParallŁle-sØrie et SØrie-ParallŁle ØvoquØs dans
l’exemple 6 à partir de briques ØlØmentaires en sØrie ou en parallŁle (cf. gure 3.2). Ce jeu de
construction peut se continuer ainsi indØniment, en emboîtant des circuits dans les autres
(cf. gure 3.3).
On peut facilement calculer la probablitØ de A⊗B en fonction de celles de A et B, et Øgale-
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FIG. 3.2  Les systŁmes ParallŁle-sØrie et SØrie-parallŁle s’obtiennent par tensorisation.
ment obtenir un rØsultat d’invariance sur A⊗B en fonction des invariances de A et B. Dans
la suite, si η = (η1, . . . , ηm) est un ØlØment de ({0, 1}r)m, avec ηj ∈ {O, 1}r pour tout j, on
notera ηj = (ηi,j)i=1...r, ηi,j valant 0 ou 1. On identie ainsi ({0, 1}r)m à {0, 1}{1,...,r}×{1,...,m}
Proposition 3.2.2 Soient A ⊂ {0, 1}r et B ⊂ {0, 1}m. Alors :
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FIG. 3.3  Un exemple de tensorisation de deux ensembles de pannes en abilitØ.
1. Pour tout p de [0, 1],
µmr,p(A⊗B) = µm,µr,p(A)(B) ,
2. Si A et B sont croissantes, alors A⊗B est croissante.
3. Si A est invariante par un sous-groupe G de Sr et B par un sous-groupe H de Sm,
alors A ⊗ B est invariante sous l’action du sous-groupe G ×H des permutations de
{1, . . . , r} × {1, . . . , m} définie par :
∀i ∈ {1, r}, ∀j ∈ {1, m}, (g, h).(i, j) = (g.i, h.j) .
Démonstration :
Si (η1, . . . , ηm) sont indØpendantes et distribuØes selon la loi µr,p, alors
( 1Iη1∈A, . . . , 1Iηm∈A) est distribuØ selon la loi µm,µp(A). Ce qui prouve le pre-
mier point.
Prouvons la deuxiŁme assertion. Soient η et ζ deux ØlØments de ({0, 1}r)m tels
que η ≤ ζ . Alors,
∀i ∈ {1, . . . , m}, ηi ≤ ζi .
Comme A est croissant, on a :
( 1Iη1∈A, . . . , 1Iηm∈A)  ( 1Iζ1∈A, . . . , 1Iζm∈A) . (3.2.1)
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Supposons que η ∈ A⊗ B. On a donc :
( 1Iη1∈A, . . . , 1Iηm∈A) ∈ B . (3.2.2)
Comme B est croissant, on dØduit de (3.2.1) et (3.2.2) que ζ ∈ B, ce qui montre
la croissance de A⊗B.
Prouvons le dernier point. Prenons η ∈ A ⊗ B, (g, h) ∈ G × H et notons
ζ = (g, h).η. On a :
ζi,j = η(g,h).(i,j) = ηg.i,h.j ,
c’est à dire :
ζ = (g.ηh.1, . . . , g.ηh.m) .
D’autre part,
η = (η1, . . . , ηm) ,
avec ηi ∈ {0, 1}r. Et aussi :
( 1Iη1∈A, . . . , 1Iηm∈A) ∈ B .
Par consØquent, (
1Ig(η1)∈A, . . . , 1Ig(ηm)∈A
) ∈ B .
Et donc :
h.
(
1Ig(η1)∈A, . . . , 1Ig(ηm)∈A
) ∈ B ,
ce qui signie : (
1Ig(ηh.1)∈A, . . . , 1Ig(ηh.m)∈A
) ∈ B .
Donc ζ ∈ A⊗B.

La propriØtØ 3.2.2 permet d’obtenir un rØsultat de stabilitØ de la loi du 0-1 sous certaines
hypothŁses d’homogØnØitØ (cf. dØnitions 2.1.8 et 2.1.9). Nous aurons aussi besoin que l’une
des deux propriØtØs ait son seuil loin de 0 et de 1, ce qui se traduit, dans la proposition
suivante, par un seuil d’ordre 1
2
. Notez bien que ce seuil peut donc se situer en n’importe
quel α ∈]0, 1[.
Proposition 3.2.3 Soient (rn)n∈N et (mn)n∈N deux suites strictement croissantes d’entiers
naturels. Supposons que A ⊂ {0, 1}rn suit une loi du 0-1 de largeur fortement homogène
d’ordre an, et B ⊂ {0, 1}mn suit une loi du 0-1 de localisation (homogène) d’ordre 12 et
de largeur homogène d’ordre bn. Alors, il existe α appartenant à ]0; 1[ tel que A ⊗ B ⊂
{0, 1}rnmn suive une loi du 0-1 de localisation pA,α et de largeur d’ordre an.bn. Si, de plus,
A admet une localisation homogène, alors la localisation de A ⊗ B est homogène, d’ordre
pA, 1
2
.
Démonstration :
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Soit ε un rØel de ]0, 1
2
[. D’aprŁs la proposition 3.2.2, on a :
µmnrn,p(A⊗ B) = µmn,µrn,p(A)(B) ,
Donc,
µrn,pA⊗B,ε(A) = pB,ε .
puis :
pA⊗B,ε = pA,pB,ε .
pA⊗B,1−ε − pA⊗B,ε = pA,pB,1−ε − pA,pB,ε .
La propriØtØ B suivant une loi du 0-1 de localisation d’ordre 1
2
et de largeur
homogŁne d’ordre bn, on a :
pB,1−ε − pB,ε = Θ(bn) ,
et
∃α ∈]0, 1[, ∀n ∈ N, α < pB,ε < pB,1−ε < 1− α .
On peut alors utiliser le fait que A suive une loi du 0-1 de largeur fortement
homogŁne d’ordre an (cf. dØnition 2.1.9) pour Øcrire :
pA,pB,1−ε − pA,pB,ε = Θ ((pB,1−ε − pB,ε) an) = Θ(anbn) .
Pour la localisation, remarquons qu’il existe une constante α ∈]0, 1[ telle que :
∀ε ∈]0, 1[, pB,ε −−−−−→
n−→+∞
α .
Supposons maintenant que le seuil de A soit un seuil de localisation homogŁne.
Soit ε ∈]0, 1[. On peut alors remarquer que :
∃N ∈ N, ∀n ≥ N, α
2
≤ pB,ε ≤ 2α ,
donc :
∃N ∈ N, ∀n ≥ N, pA,α
2
≤ pA⊗B,ε ≤ pA,2α .
Or pA,α
2
et pA,2α sont du mŒme ordre que pA, 1
2
lorsque n tend vers l’inni, par
consØquent, pour tout ε de ]0, 1[, pA⊗B,ε est de l’ordre de pA, 1
2
, ce qui achŁve la
dØmonstration.

Les consØquences de la proposition 3.2.3 sont thØoriques, mais d’importance. En effet, ce
rØsultat nous permet, à partir d’exemples de bases, ØlØmentaires, dont on connait les seuils et
les largeurs de seuils, de construire d’autres exemples ayant de nouvelles largeurs de seuil.
Nous en donnons une illustration dans l’application qui suit.
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Exemple 8 Construction d’un seuil de largeur Θ
(
1
Nα logN
)
, pour α ∈]0, 1
2
[.
On considŁre A ⊂ {0, 1}n, dØni par (voir l’exemple 1) :
An =
{
n∑
i=1
xi ≥ n
2
}
.
Puis on considŁre un systŁme ParallŁle-sØrie Bn à b nlog nc blocs en sØrie de blog nc compo-
sants en parallŁle (pour la dØnition, voir l’exemple 6). Posons N = n× b n
log n
c.blog nc.
On peut voir (cf. exemples 1 et 6) queA admet un seuil localisØ en 1
2
, de largeur fortement ho-
mogŁne 1√
n
, et queB suit une loi du 0-1 de localisation homogŁne en 1
e
, de largeur homogŁne
1
log n
. Par consØquent, la proposition 3.2.3 nous assure que la propriØtØ An ⊗ Bn ⊂ {0, 1}N
admet un seuil de localisation homogŁne situØe en 1
2
, de largeur homogŁne d’ordre 1√
n log n
.
La largeur de seuil est donc d’ordre 1
N
1
4 logN
.
De la mŒme maniŁre, pour tout α ∈ ]0, 1
2
[
, on peut construire des propriØtØs sur {0, 1}N
munies d’un seuil ayant une largeur d’ordre 1
Nα logN
. En effet, il nous suft de considØrer la
propriØtØ Cα = A—
n
2α
1−2α
 ⊗Bn ⊂ {0, 1}N , avec N =
⌊
n
2α
1−2α
⌋
.b n
log n
cblog nc. On peut alors
dØduire de la proposition 3.2.3 que Cα admet un seuil de largeur 1√
n
2α
1−2α log n
. Or,
N = Θ
(
n
1
1−2α
)
,
donc :
n = Θ
(
N1−2α
)
,
donc : √
n
2α
1−2α = Θ (Nα) ,
et
log n = Θ(N) .
La propriØtØ Cα possŁde donc un seuil de largeur d’ordre 1Nα logN .
Chapitre 4
L’approche classique et les liens
temps-espace.
En 1960, dans leur article fondateur [26], Erdös et RØnyi donnaient dØjà une description
ne du comportement du graphe alØatoire en dØpeignant les changements radicaux qu’il subit
lorsqu’on fait Øvoluer p de 0 à 1. D’une soupe primordiale composØe de petites composantes
connexes en arbres, de taille au plus de l’ordre de log n, on passe, lorsque p franchit 1
n
, à un
graphe avec une composante gØante, d’une taille linØaire en n. Un peu plus tard, le graphe
devient brutalement connexe lorsque p franchit log(n)
n
, les uctuations de cette propriØtØ Øtant
de l’ordre de O(1/n) autour de la localisation. On a mŒme une fonction de rØpartition de
seuil Øtroit qui est celle de la loi de Gumbel (voir aussi [60] p. 303). Ces rØsultats Øtaient
obtenus essentiellement avec les mØthodes dites du premier et deuxiŁme moments et d’ap-
proximation poissonnienne. Depuis, une importante littØrature s’est dØveloppØe, empruntant
les mŒmes mØthodes.
La prØsentation des phØnomŁnes de seuil a ØvoluØ entre l’article d’Erdös et RØnyi [26] et
celui de Friedgut et Kalai [32]. Le but de cette Øvolution est notamment de pouvoir parler de
majorations non asymptotiques de la largeur de seuil. Il nous a donc paru opportun de relier
les dØnitions modernes aux anciennes dans la section 4.1.
Nous exposerons les mØthodes du premier et deuxiŁme moments (section 4.2). Suivront cer-
taines de leurs applications, qui donnent une culture essentielle du comportement asympto-
tique du graphe alØatoire ou d’autres objets introduits dans la section 2.2.
Pour nir, nous prØsenterons un rØsultat d’approximation poissonnienne dß à Janson (section
4.3) dont nous donnerons une application à un contrôle non asymptotique de la largeur de
seuil.
4.1 Les définitions des fonctions seuils.
Dans cette section, nous prØsentons les dØnitions usuelles des fonctions seuils, telles
qu’elles ont ØtØ utilisØes notamment dans l’Øtude du graphe alØatoire. De plus, nous relierons
ces dØnitions à celles que nous avons mises en place dans le chapitre 2.1. En fait, dans
l’article fondateur sur le graphe alØatoire [26], les auteurs considŁrent un modŁle lØgŁrement
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diffØrent et nous adaptons ici leurs dØnitions au cadre introduit dans la section 2.1 (voir
Øgalement le cours de Saint-Flour de Spencer [60]).
Dans toutes les dØnitions suivantes, (αn)n∈N dØsigne une suite strictement croissante d’en-
tiers naturels non nuls.
Définition 4.1.1 Soit A ⊂ {0, 1}α(n) une propriété croissante. On dit que (s(n))n∈N∗ ∈
[0, 1]N
∗
est une fonction seuil pour la propriété A si :
lim
n→∞
p(n)
s(n)
= 0 =⇒ lim
n→∞
µα(n),p(n)(A) = 0 ,
lim
n→∞
p(n)
s(n)
= +∞ =⇒ lim
n→∞
µα(n),p(n)(A) = 1 ,
lim
n→∞
1− p(n)
1− s(n) = 0 =⇒ limn→∞µα(n),p(n)(A) = 1 ,
et lim
n→∞
1− p(n)
1− s(n) = +∞ =⇒ limn→∞µα(n),p(n)(A) = 0 .
Cette dØnition correspond, dans le langage du chapitre 2.1 à une localisation homogŁne
d’ordre s(n). On a le rØsultat suivant :
Proposition 4.1.2 Soit A ⊂ {0, 1}α(n) une propriété croissante. Les deux affirmations sui-
vantes sont équivalentes.
1. La propriété A possède une localisation homogène d’ordre s(n).
2. La propriété A admet s(n) pour fonction seuil.
Démonstration :
Supposons que A possŁde une localisation homogŁne d’ordre s(n) :
∀ε ∈]0; 1[, pA,ε = Θ (s(n)) et 1− pA,ε = Θ (1− s(n)) .
Supposons que :
lim
n→∞
p(n)
s(n)
= 0 .
Soit α ∈]0, 1[. On a :
∃C > 0, ∀n ∈ N, pα ≥ Cs(n) ,
Donc :
∃N ∈ N, ∀n ≥ N, p(n) ≤ pα ,
et alors,
∀n ≥ N, µp(n)(A) ≤ α .
On a donc :
∀α ∈]0, 1[, ∃N ∈ N, ∀n ≥ N, µp(n)(A) ≤ α ,
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ce qui revient à dire
lim
n→∞
µα(n),p(n)(A) = 0 .
De la mŒme façon, supposons que :
lim
n→∞
p(n)
s(n)
= +∞ .
Soit α ∈]0, 1[. On a :
∃C > 0, ∀n ∈ N, pα ≤ Cs(n) ,
Donc :
∃N ∈ N, ∀n ≥ N, p(n) ≥ pα ,
et alors,
∀n ≥ N, µp(n)(A) ≥ α ,
On a donc :
∀α ∈]0, 1[, ∃N ∈ N, ∀n ≥ N, µp(n)(A) ≥ α ,
ce qui revient à dire
lim
n→∞
µα(n),p(n)(A) = 1 .
Supposons maintenant que :
lim
n→∞
1− p(n)
1− s(n) = 0 .
Soit α ∈]0, 1[. On a :
∃C > 0, ∀n ∈ N, 1− pα ≥ C(1− s(n)) ,
Donc :
∃N ∈ N, ∀n ≥ N, 1− p(n) ≤ 1− pα ,
et alors,
∀n ≥ N, µp(n)(A) ≥ α ,
On a donc :
∀α ∈]0, 1[, ∃N ∈ N, ∀n ≥ N, µp(n)(A) ≥ α ,
ce qui revient à dire
lim
n→∞
µα(n),p(n)(A) = 1 .
Enn, supposons que :
lim
n→∞
1− p(n)
1− s(n) = +∞ .
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Soit α ∈]0, 1[. On a :
∃C > 0, ∀n ∈ N, 1− pα ≤ C(1− s(n)) ,
Donc :
∃N ∈ N, ∀n ≥ N, 1− p(n) ≥ 1− pα ,
et alors,
∀n ≥ N, µp(n)(A) ≤ α ,
On a donc :
∀α ∈]0, 1[, ∃N ∈ N, ∀n ≥ N, µp(n)(A) ≤ α ,
ce qui revient à dire
lim
n→∞
µα(n),p(n)(A) = 0 .
DØmontrons maintenant la rØciproque. Supposons que la propriØtØ A admette
s(n) pour fonction seuil. Soit α ∈]0, 1[. Montrons par l’absurde que pα est nØ-
cessairement du mŒme ordre que s(n). Supposons le contraire. Il existe une suite
d’entiers k(n) strictement croissante telle que :
∀C > 0, ∀n ∈ N, pα,k(n) > Cs(k(n)) ,
ou
∀C > 0, ∀n ∈ N, s(k(n)) > Cpα,k(n) .
C’est à dire qu’on peut extraire deux sous-suites pα,k(n) et s(k(n)) telles que :
lim
n→∞
pα,k(n)
s(k(n))
= +∞ .
ou
lim
n→∞
pα,k(n)
s(k(n))
= 0 .
Par consØquent, A admettant s(n) pour fonction seuil, on en dØduit :
lim
n→∞
µpα,k(n) = 1 ou 0 ,
Ce qui donne une contradiction, puisque µpα,k(n) = α ∈]0, 1[.

Définition 4.1.3 Soit A ⊂ {0, 1}α(n) une propriété croissante. On dit que (s(n))n∈N∗ ∈
[0, 1]N
∗
est une fonction de seuil rØgulier pour la propriété A si c’est une fonction seuil pour
A, et s’il existe une fonction de répartition F telle que pour tout x ∈ R∗+ point de continuité
de F , on ait :
lim
n→∞
p(n)
s(n)
= x =⇒ lim
n→∞
µα(n),p(n)(A) = F (x) .
Dans ce cas, F est appelée la fonction de rØpartition de seuil de la propriété A.
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Exemple 9 Nous verrons, grâce au thØorŁme 4.3.2 que 1
n
est une fonction seuil pour la pro-
priØtØ contenir un triangle concernant le graphe G(n, p). La fonction de rØpartition de seuil
correspondante est
F (x) = 1− e−x
3
6 .
Définition 4.1.4 Soit A ⊂ {0, 1}α(n) une propriété croissante. On dit que (s1, s2) ∈(
[0, 1]N
∗)2
est une paire de fonctions de seuil Øtroit pour la propriété A si :
lim
n→∞
s2(n)
s1(n)
= 0 ,
lim
n→∞
p(n)− s1(n)
s2(n)
= −∞ =⇒ lim
n→∞
µα(n),p(n)(A) = 0 ,
et :
lim
n→∞
p(n)− s1(n)
s2(n)
= +∞ =⇒ lim
n→∞
µα(n),p(n)(A) = 1 .
La suite s2 sera appelée une largeur du seuil (pour la propriété A).
Remarque:
Il est clair que si (s1, s2) est une paire de fonctions de seuil étroit pour une pro-
priété A, alors, s1 est une fonction seuil régulière pour A, avec comme fonction
de répartition dégénérée :
F (x) = 1Ix>1 .
On peut voir facilement que l’existence d’une paire de fonctions de seuil Øtroit correspond
à l’existence d’une loi du 0-1 Øtroite de localisation homogŁne et de largeur homogŁne.
Proposition 4.1.5 Soit A ⊂ {0, 1}α(n) une propriété croissante. Les deux affirmations sui-
vantes sont équivalentes.
1. La propriété A suit une loi du 0-1 étroite de localisation homogène d’ordre s1(n) et
de largeur d’ordre s2(n).
2. La propriété A admet (s1(n), s2(n)) pour paire de fonction de seuil étroit.
Démonstration :
On prendra α(n) = n dans la dØnition 4.1.4 pour simplier les notations. Sup-
posons tout d’abord que la propriØtØ A suit une loi du 0-1 Øtroite de localisation
homogŁne d’ordre s1(n) et de largeur d’ordre s2(n), et montrons que 1 ⇒ 2 .
D’aprŁs la dØnition 2.1.8, on a :
p 1
2
= Θ (s1(n)) et τ(A, ε) = Θ (s2(n)) .
Comme A suit une loi du 0-1 Øtroite, on a :
τ(A, ε)
p 1
2
= o(1) ,
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donc
s2(n)
s1(n)
−−−−→
n→+∞
0 .
Maintenant, prenons p(n) tel que :
lim
n→∞
p(n)− s1(n)
s2(n)
= −∞ ,
c’est à dire :
∀K > 0, , ∃N ∈ N, ∀n ≥ N, p(n) < s1(n)−Ks2(n) .
Soit ε ∈ ]0, 1
2
[
. D’aprŁs les dØnitions d’une localisation homogŁne et de la
largeur de seuil, on a :
p 1
2
= Θ (s1(n)) , et p 1
2
− pε = O (s2(n)) .
Donc il existe deux constantes C1 et C2 strictement positives telles que :
∀K > 0, , ∃N ∈ N, ∀n ≥ N, p(n) < C1p 1
2
−KC2
(
p 1
2
− pε
)
.
Le choix de K = sup{C1
C2
, 1
C2
} donne :
∃N ∈ N, ∀n ≥ N, p(n) < pε .
On a donc :
∀ε > 0, ∃N ∈ N, ∀n ≥ N, p(n) < pε ,
ou encore :
∀ε > 0, ∃N ∈ N, ∀n ≥ N, µp(n)(A) < ε .
Ce qui donne
lim
n→∞
µα(n),p(n)(A) = 0 .
De la mŒme maniŁre, on montrerait que :
lim
n→∞
p(n)− s1(n)
s2(n)
= +∞ =⇒ lim
n→∞
µα(n),p(n)(A) = 1 .
Supposons dØsormais que la propriØtØ A admet (s1(n), s2(n)) pour paire de
fonctions de seuil Øtroit, et montrons que 2 ⇒ 1 .
D’aprŁs la proposition 4.1.2, A suit une loi du 0-1 de localisation homogŁne
d’ordre s1(n). Supposons qu’il existe α et β dans ]0, 1[, avec α < β tels que
pβ − pα ne soit pas un O (s2(n)). On peut alors trouver une suite strictement
croissante d’entiers k(n) telle que :
pk(n),β − pk(n),α
s2(k(n))
−−−−→
n→+∞
+∞ .
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On a alors :
pk(n),β − s1(k(n))
s2(k(n))
+
s1(k(n))− pk(n),α
s2(k(n))
−−−−→
n→+∞
+∞ .
Donc :
pk(n),β − s1(k(n))
s2(k(n))
−−−−→
n→+∞
+∞ ou bien s1(k(n))− pk(n),α
s2(k(n))
−−−−→
n→+∞
+∞ .
Supposons d’abord que :
pk(n),β − s1(k(n))
s2(k(n))
−−−−→
n→+∞
+∞ .
Alors, d’aprŁs la dØnition d’une paire de fonctions de seuil Øtroit :
µpk(n),β(A) −−−−→n→+∞ 1 ,
mais µpk(n),β(A) = β ∈]0, 1[. C’est une contradiction. Supposons alors que
pk(n),β − s1(k(n))
s2(k(n))
−−−−→
n→+∞
+∞ .
On a :
pk(n),α − s1(k(n))
s2(k(n))
−−−−→
n→+∞
−∞ ,
et donc :
µpk(n),α(A) −−−−→n→+∞ 0 ,
mais µpk(n),β(A) = α ∈]0, 1[. C’est encore une contradiction. Donc :
pβ − pα = O (s2(n)) ,
Et comme s2 est nØgligeable devant s1, on a bien une loi du 0-1 Øtroite de largeur
d’ordre s2.

Remarque:
En fait, lorsqu’on est dans un de ces deux cas équivalents, tous les pε ne sont pas
seulement du même ordre, ils sont tous équivalents à s1(n). En effet, supposons
le contraire, c’est à dire supposons qu’il existe ε, une suite strictement croissante
d’entiers k(n) et deux constantes C1 > 1 et C2 < 1 tels que :
pk(n),ε
s1(k(n))
≥ C1 ou bien pk(n),ε
s1(k(n))
≤ C2 .
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Si on est dans le premier cas, alors :
pk(n),ε − s1(k(n))
s2(k(n))
≥ (C1 − 1)s1(k(n))
s2(k(n))
−−−−→
n→+∞
+∞ .
Donc :
µpk(n),ε(A) −−−−→n→+∞ 1 .
Mais µpk(n),ε(A) = ε, et ε ∈]0, 1[, ce qui donne une contradiction. Supposons
alors qu’on soit dans le second cas :
pk(n),ε
s1(k(n))
≤ C2 ,
avec C2 < 1. On a alors :
pk(n),ε − s1(k(n))
s2(k(n))
≤ (C2 − 1)s1(k(n))
s2(k(n))
−−−−→
n→+∞
−∞ .
Donc :
µpk(n),ε(A) −−−−→n→+∞ 0 .
Mais µpk(n),ε(A) = ε, et ε ∈]0, 1[, ce qui donne encore une contradiction. Par
conséquent, tous les pε sont équivalents à s1(n).
Définition 4.1.6 Soit A ⊂ {0, 1}α(n) une propriété croissante. On dit que (s1, s2) ∈(
[0, 1]N
∗)2
est une paire de fonctions de seuil Øtroit rØgulier pour la propriété A si c’est
une paire de fonctions de seuil étroit pour A, et s’il existe une fonction de répartitionG telle
que pour tout y, point de continuité de G,
lim
n→∞
p(n)− s1(n)
s2(n)
= y =⇒ lim
n→∞
µα(n),p(n)(A) = G(y) .
Dans ce cas, G est appelée la fonction de rØpartition de seuil Øtroit de la propriété A.
Exemple 10 On peut voir (cf. Spencer [60] p.303) que ( log n
n
, 1
n
)
est une paire de fonctions
de seuil Øtroit rØgulier pour la propriØtØ de connexitØ du graphe alØatoire G(n, p). La fonction
de rØpartition de seuil Øtroit est alors celle de la loi de Gumbel :
G(y) = e−e
−y
.
Lorsqu’une propriØtØ dispose d’une fonction seuil rØguliŁre et non dØgØnØrØe, celle-ci donne
l’Øchelle de localisation du seuil et l’Øchelle des uctuations à la fois. Lorsqu’une propriØtØ
dispose d’une paire (s1, s2) de fonctions de seuil rØgulier Øtroit et non dØgØnØrØ, s1 donne
l’Øchelle de localisation du seuil et s2, la largeur de seuil, donne l’Øchelle des uctuations.
Celle-ci n’est Øgalement qu’un ordre de grandeur. Nous commettrons l’abus de langage
consistant à parler de la fonction seuil ou de la largeur du seuil. Dans la section 6, on mon-
trera l’Øquivalence entre l’existence d’une paire de fonctions de seuil Øtroit rØgulier et la
convergence en loi du temps d’atteinte d’un certain processus sur {0, 1}α(n).
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4.2 Les méthodes des deux premiers moments.
La propriØtØ PSn de l’exemple 6 montre qu’il existe des cas oø on peut facilement calcu-
ler exactement la probabilitØ d’un ensemble croissant et non trivial. En fait, cet exemple est
à peu prŁs le seul oø l’on peut effectivement calculer cette probabilitØ. Sa particularitØ rØside
dans le fait qu’il peut s’exprimer comme une union d’ØvŁnements simples (des cylindres) et
indØpendants, car ses ØlØments minimaux sont disjoints. Comme l’indique la remarque 2.1,
on peut toujours exprimer une propriØtØ croissante en fonction de ses ØlØments minimaux, et
Øgalement en fonction des ØlØments maximaux de son complØmentaire. Mais ces ØlØments
minimaux (ou maximaux) ne sont pas disjoints en gØnØral, rendant ainsi le calcul exact de la
probabilitØ de cette propriØtØ trop dØlicat.
Bien sßr, l’espØrance et la variance se comportent bien vis-à-vis des sommes de variables
alØatoires. Les mØthodes du premier et deuxiŁme moment consistent à essayer de ramener
l’Øtude d’une propriØtØ à l’Øtude d’une fonction somme, c’est à dire une fonction qui compte
un nombre d’ØlØments prØsents. La plupart du temps, on compte le nombre d’ØlØments mi-
nimaux (ou d’ØlØments maximaux) prØsents, mais il y a bien d’autres possibilitØs.
En effet, si A ⊂ {0, 1}n est une propriØtØ et X une fonction de {0, 1}n dans N telle que
A ⊂ {X ≥ 1}, on peut majorer la probabilitØ µp(A) à l’aide de l’espØrance de X sous µp
(qui est facile à calculer si X est une somme de fonctions simples). Si Ac ⊂ {X = 0}, on
peut la minorer à l’aide de la variance de X sous µp. Ces inØgalitØs, pourtant trŁs frustres,
permettent dans un grand nombre de cas d’obtenir le bon ordre de grandeur de la localisation
du seuil d’une propriØtØ, et mŒme celui des uctuations, c’est à dire la largeur du seuil. C’est
l’utilisation de ces bornes que l’on appelle traditionnellement les mØthodes du premier et du
second moment.
Lemme 4.2.1 Soit X : {0, 1}n → N une fonction, et A ⊂ {0, 1}n.
1. Si A ⊂ {X ≥ 1}, on a, pour tout p ∈ [0, 1] :
µp(A) ≤ Eµp(X) .
2. Si Ac ⊂ {X = 0}, on a, pour tout p ∈ [0, 1] :
1− V arµp(X)
Eµp(X)
2
≤ µp(A) .
Démonstration :
La majoration est simplement l’application directe de l’inØgalitØ de Markov :
µp(A) ≤ µp (X ≥ 1) ,
≤ E(X) .
Pour la minoration, on Øcrit :
µp(A
c) ≤ µp(X = 0) = µp
(
X − Eµp(X) ≤ −Eµp(X)
)
≤ µp
(|X − Eµp(X)|2 ≥ Eµp(X)2)
≤ V arµp(X)
Eµp(X)
2
,
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la derniŁre ØgalitØ Øtant à nouveau une consØquence de l’inØgalitØ de Markov.

On appliquera gØnØralement ce lemme avec une somme d’indicatrices X . Si X =∑
i∈I 1IAi , on a :
E(X) =
∑
i∈I
P(Ai)
V ar(X) =
∑
i∈I
P (Ai)− P (Ai)2 +
∑
i6=j∈I
P (Ai ∩ Aj)− P(Ai)P(Aj) .
Pour utiliser le lemme 4.2.1, il faudra minorer la variance. Plus prØcisØment, il faudra arriver
à montrer que la variance est nØgligeable devant E(X)2. En gØnØral, chaque P(Ai) sera un
o(1), et donc P(Ai)2 sera nØgligeable devant P(Ai). Dans de nombreux cas Øgalement, on
sera dans une situation oø P (Ai ∩ Aj) est grand devant P(Ai)P(Aj) sauf si Ai et Aj sont
indØpendants, auquel cas, les deux termes sont Øgaux. On pourra donc utiliser la minoration
suivante :
V ar(X) ≤
∑
i∈I
P (Ai) +
∑
i∼j∈I
P (Ai ∩ Aj) , (4.2.1)
oø la notation i ∼ j signie que i et j sont distincts, et que Ai et Aj ne sont pas indØpen-
dants.
Une propriØtØ A Øtant donnØe, on peut trouver beaucoup de fonctions X telles que A ⊂
{X ≥ 1} ou Ac ⊂ {X = 0}. Remarquons deux choix que l’on pourrait qualier de ca-
noniques lorsque A est croissante. On a dans ce cas une collection d’ØlØments minimaux
M⊂ {0, 1}n, 2 à 2 non comparables, telle que :
A = {x ∈ {0, 1}n tq ∃m ∈ M, m  x} ,
et on peut poser :
X(x) =
∑
m∈M
1Imx . (4.2.2)
Alors A = {X ≥ 1}. On a Øgalement une collection d’ØlØments maximaux M′ ⊂ {0, 1}n,
2 à 2 non comparables, telle que :
Ac = {x ∈ {0, 1}n tq ∃M ∈ M′, x M} ,
et on peut poser :
Y (x) =
∑
M∈M′
1IxM . (4.2.3)
Alors A = {Y = 0}. On peut afrmer, à l’aide du lemme 4.2.1, que :
µp(A) ≤ Eµp(X) (4.2.4)
µp(A
c) ≤ V arµp(X)
Eµp(X)
2
(4.2.5)
µp(A
c) ≤ Eµp(Y ) (4.2.6)
§ 4.2 Les méthodes des deux premiers moments. 47
µp(A) ≤
V arµp(Y )
Eµp(Y )
2
(4.2.7)
Toutefois, ces choix de fonctions ne sont pas forcØment les meilleurs, ni les plus aisØs à ma-
nipuler (voir le cas des graphes non ØquilibrØs dans l’exemple 11).
La suite de cette section est consacrØe à des exemples d’application du lemme 4.2.1. Nous
prØsentons deux illustrations dans le cas du graphe alØatoire, une dans le cas du graphe cy-
clique (cf. exemple 2) et une dans le cas de la k-sat (cf. exemple 7). Aucune des dØmonstra-
tions correspondantes n’est nouvelle (à part, peut-Œtre, celle concernant le graphe cyclique),
elles sont l’uvre de Spencer pour le graphe complet, Creignou et DaudØ pour la k-sat,
mais nous avons ØprouvØ le besoin de les faire gurer, an de les adapter à nos besoins, les
commenter, les prolonger et parfois les complØter lŁgŁrement. A travers ces exemples, nous
voulons avant tout expliquer les mØthodes des deux premiers moments, et les caractØristiques
qui les font marcher, ou non. Il faut noter que les mØthodes des deux premiers moments ont
surtout ØtØ utilisØes pour dØcouvrir les Øchelles de localisation, et nous Øvoquerons ce qu’elle
peuvent apporter comme majoration de la largeur de seuil.
Cette prØsentation est pour nous l’occasion de souligner deux traits des lois du 0-1 qui sont
à nos yeux fondamentaux :
 le rôle que joue la taille des ØlØments minimaux.
 le rôle que joue la gØomØtrie du modŁle.
Les diffØrences de comportement entre le graphe alØatoire complet (exemples 11 et 12) et le
graphe cyclique (exemple 13) illustrent le rôle de la gØomØtrie du modŁle. La prØsence d’une
loi du 0-1 grossiŁre dans l’exemple 11 et d’une loi Øtroite dans l’exemple 12 tØmoigne du
rôle de la taille des ØlØments minimaux dans la largeur de seuil. Enn, nous ne manquerons
pas l’occasion de montrer les limites de la mØthode du second moment dans l’exemple 14.
La prØsence de la k-sat est Øgalement destinØe à exposer un problŁme difcile, oø bien des
choses restent à dØcouvrir.
Exemple 11 Apparition de sous-graphes
Etant donnØ un graphe H xØ, quelle est la fonction seuil et la largeur de seuil de la propriØtØ
d’apparition de ce graphe comme sous-graphe de G(n, p) ? Le problŁme de la fonction seuil
est rØsolu dans l’article d’Erdös et RØnyi [26]. Celui de la largeur de seuil sera traitØ dans
la section 4.3. Dans ce qui suit, nous exposons le travail de [60], en insistant sur les points
ØvoquØs plus haut.
ConsidØrons, la propriØtØ A(H), pour G(n, p), de possØder H comme sous-graphe. Notons
XH la fonction qui compte le nombre de copies de H dans le graphe alØatoire G(n, p). Soit
v le nombre de sommets de H , e le nombre de ses arŒtes et Aut(H) son groupe d’automor-
phismes. On a :
E(XH) =
(
n
v
)
v!
|Aut(H)|p
e ,
Par consØquent,
Si p n− ve , E(XH) −−−−→
n→+∞
0 ,
Si p n− ve , E(XH) −−−−→
n→+∞
+∞ .
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Il y a donc un seuil critique pour l’espØrance, qui est, à n xØ, une fonction croissante de e
v
.
Lorsque E(XH) tend vers 0, le lemme 4.2.1 implique que µp(A(H)) tend Øgalement vers 0.
Il est naturel de se demander si n− ve n’est pas la fonction seuil de A(H). Autrement dit si,
dŁs que E(XH) tend vers l’inni, la probabilitØ de A(H) tend vers 1. Nous allons voir que ce
n’est pas automatique. En effet, considØrons un graphe H , à v sommets et e arŒtes, contenant
un sous-graphe H1 à v1 sommets et e1 arŒtes. Supposons que e1v1 soit strictement supØrieur à
e
v
. On a alors la situation suivante :
Si p n− ve , E(XH) −−−−→
n→+∞
0 et E(XH1) −−−−→
n→+∞
0 ,
Si n− ve  p n−
v1
e1 , E(XH) −−−−→
n→+∞
+∞ et E(XH1) −−−−→
n→+∞
0 ,
Si p n−
v1
e1 , E(XH) −−−−→
n→+∞
+∞ et E(XH1) −−−−→
n→+∞
+∞ ,
Remarquons maintenant que si G(n, p) contient une copie de H , il contient nØcessairement
une copie de H1. Par consØquent, A(H) ⊂ A(H1), et on a :
µp(A(H1)) −→ 0 ⇒ µp(A(H)) −→ 0 .
Ainsi, lorsque n− ve  p  n−
v1
e1 , on a à la fois E(XH) −→ +∞ et µp(A(H)) −→ 0 ! Ce
contre-exemple justie l’introduction de la dØnition suivante.
Définition 4.2.2 Soit H un graphe à v sommets et e arêtes. On appelle densitØ de H et on
note ρ(H) le rationnel e
v
. Si, pour tout sous-graphe H ′ de H , on a ρ(H ′) ≤ ρ(H), on dit
que H est un graphe ØquilibrØ. On dit qu’il est strictement ØquilibrØ si ces inégalités sont
strictes.
FIG. 4.1  Un exemple de graphe non ØquilibrØ.
L’utilisation de la mØthode du second moment va permettre de rØsoudre notre problŁme.
RØsolvons d’abord le cas de l’apparition d’un sous-graphe ØquilibrØ :
Théorème 4.2.3 SoitH un graphe équilibré, et A(H) la propriété pour G(n, p) de posséder
H comme sous-graphe. Alors, p(n) = n−
1
ρ(H) est la fonction seuil de A(H).
En termes plus imagØs, si on fait Øvoluer p de 0 à 1, tant que p est infØrieur à n− 1ρ(H) le graphe
G(n, p) ne possŁde pas H comme sous-graphe (en fait a une chance inme de le possØder),
alors que lorsque p est supØrieur à n− 1ρ(H) , vous pouvez parier qu’il possŁde une copie de H
comme sous-graphe.
Démonstration :
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FIG. 4.2- Un exemple de graphe
strictement ØquilibrØ.
FIG. 4.3- Un exemple de graphe ØquilibrØ,
mais non strictement ØquilibrØ.
Notons v le nombre de sommets de H et e le nombre de ses arŒtes. Nous pour-
rions appliquer le lemme 4.2.1 avec la fonctionXH dØcrite plus haut. On prØfŁre
ici suivre l’exemple de Spencer (cf. [60]) pour des raisons de clartØ. Pour tout
sous-ensemble de sommets S ⊂ {1, . . . , n}, notonsAS l’ØvØnement G contient
H comme sous-graphe, avec S pour ensemble de sommets. Pour tout graphe
H ′, notons Aut(H ′) le groupe des automorphismes de H ′, V(H ′) l’ensemble de
ses sommets et |H ′| le nombre de ses arŒtes. On a :
P(AS) =
∑
H⊂H′
V(H′)=S
v!
|Aut(H ′)|p
|H′|(1− p) v(v−1)2 −|H′| .
On voit donc que :
pe ≤ P(AS) ≤ v!pe ,
et aussi, si p = o(1), que P(AS) est Øquivalent à
v!
|Aut(H)|p
|H| .
Notons alors IS la fonction indicatrice de l’ensemble AS , et X la somme de ces
indicatrices, de sorte que A(H) = {X ≥ 1}. On a :
X =
∑
S⊂{1,...,n}
|S|=v
IS ,
et donc :
E(X) = Θ
((
n
v
)
v!
|Aut(H)|p
e
)
= Θ(nvpe) ,
Si p n− ve , alors E(X) −−−−→
n→+∞
0, et on retrouve donc que :
µp(A(H)) −−−−→
n→+∞
0 ,
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d’aprŁs le lemme 4.2.1.
Supposons maintenant que p  n− ve , et tournons nous vers l’examen de la va-
riance de X . On peut effectuer le mŒme raisonnement qui aboutit à l’expression
4.2.1. En effet,
V ar(X) =
∑
S⊂{1,...,n}
|S|=v
E(IS)− E(IS)2 +
∑
S 6=S′⊂{1,...,n}
|S|=|S′|=v
E(ISIS′)− E(IS)E(IS′) .
Or, si S et S ′ ont moins de 2 sommets en commun, le nombre E(ISIS′) −
E(IS)E(IS′) est nul. Notons alors S ∼ S ′ si S et S ′ sont deux sous-ensembles de
{1, . . . , n} de cardinal v, distincts et ayant au moins deux sommets en commun :
V ar(X) ≤ E(X) +
∑
S∼S′⊂{1,...,n}
|S|=|S′|=v
E(ISIS′) ,
= E(X) +
∑
S⊂{1,...,n}
|S|=v
E(IS)
∑
S′∼S⊂{1,...,n}
|S′|=v
E(ISIS′)
E(IS)
,
= E(X)

1 + ∑
S′∼S0⊂{1,...,n}
|S′|=v
P (AS′ |AS0)

 ,
par symØtrie, en xant un ensemble de sommets quelconque S0 de cardinal v.
Maintenant,
∑
S′∼S0⊂{1,...,n}
|S′|=v
P (AS′|AS0) =
v−1∑
i=2
∑
|S′∩S0|=i
|S′|=v
P (AS′ |AS0) .
C’est ici que la gØomØtrie du graphe complet joue un rôle important. L’ensemble
S0 Øtant xØ, il y a
(
v
i
)
.
(
n−v
v−i
)
= Θ(nv−i) choix d’ensembles S ′ tels que |S ′ ∩
S0| = i. Fixons S0 et S ′, il y a v!|Aut(H)| = O(1) copies possibles de H avec S ′
comme ensemble de sommets. ConsidØrons le sous-graphe J d’une telle copie
ayant pour ensemble de sommets les i sommets communs à S0 et S ′. C’est un
sous-graphe de H , or H est ØquilibrØ, donc le nombre eJ d’arŒtes de J vØrie :
eJ
i
≤ e
v
. Donc :
eJ ≤ ie
v
.
Ainsi,
P (AS′ |AS0) = O
(
pe−
ie
v
)
,
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et donc :
∑
S′∼S0⊂{1,...,n}
|S′|=v
P (AS′|AS0) =
v−1∑
i=2
O
(
nv−ipe−
ie
v
)
,
=
v−1∑
i=2
O
(
(nvpe)1−
i
v
)
,
Supposons que p n− ve . On a alors :∑
S′∼S0⊂{1,...,n}
|S′|=v
P (AS′ |AS0) = o (E(X)) ,
V ar(X) = o
(
E(X)2
)
,
µp(A(H)) −−−−→
n→+∞
0 ,
d’aprŁs le lemme 4.2.1. On a bien prouvØ que n− ve est la fonction seuil de A(H).
Pour ce qui est de la largeur du seuil, on peut Øvidemment dire qu’elle est au plus
du mŒme ordre que la fonction seuil ! On verra dans la section 4.3 que c’est en
fait le bon ordre de grandeur. On n’a donc pas affaire à une loi du 0-1 Øtroite.

La solution gØnØrale de l’apparition d’un sous-graphe particulier est alors donnØe par le
thØorŁme suivant (cf. [60]).
Théorème 4.2.4 Soit H un graphe quelconque, fixé, et H1 un sous-graphe de H de densité
maximale ρ(H1). Alors, p(n) = n−
1
ρ(H1) est la fonction seuil pour A(H) (et pour A(H1)).
0n trouvera dans le tableau 4.1 un rØsumØ du comportement de la probabilitØ d’apparition
d’un graphe et du nombre moyen de copies de ce graphe.
p 0 n−
1
ρ(H) n
− 1
ρ(H1)
E(XH) −−−−→
n→+∞
0
µp(AH) −−−−→
n→+∞
0
E(XH1) −−−−→
n→+∞
0
µp(AH1) −−−−→
n→+∞
0
E(XH) −−−−→
n→+∞
+∞
µp(AH) −−−−→
n→+∞
0
E(XH1) −−−−→
n→+∞
0
µp(AH1) −−−−→
n→+∞
0
E(XH) −−−−→
n→+∞
+∞
µp(AH) −−−−→
n→+∞
1
E(XH1) −−−−→
n→+∞
+∞
µp(AH1) −−−−→
n→+∞
1
TAB. 4.1  Asymptotique de la propriØtØ contenir une copie de H, pour un graphe H et
sous-graphe H1 de H de densitØ maximale.
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Exemple 12 Apparition du lien social
Dans cet exemple, nous nous intØressons à la propriØtØ de G(n, p),
A = {aucun sommet n’est isolØ} .
Le travail exposØ est inspirØ de Spencer (cf. [60]). Un sommet est dit isolØ lorsqu’il n’est reliØ
par une arŒte à aucun autre sommet. La propriØtØ A est croissante. Il est assez naturel, ici,
d’Øtudier la fonction qui compte le nombre de sommets isolØs. Pour tout i de {1, . . . , n}, on
noteXi la fonction indicatrice de l’ØvŁnement {i est isolØ}, et on noteX la variable alØatoire
qui compte le nombre de sommets isolØs :
X =
n∑
i=1
Xi .
On a bien sßr A = {X = 0}. Calculons l’espØrance de X :
E(X) =
n∑
i=1
E(Xi) = n(1− p)n−1 .
Si p  log n
n
, E(X) tend vers 0, et donc µp(Ac) = µp(X ≥ 1) aussi. Calculons la variance
de X :
V ar(X) =
n∑
i=1
E(Xi)− E(Xi)2 + 2
∑
1≤i<j≤n
E(XiXj)− E(Xi)E(Xj) .
= n
(
(1− p)n−1 − (1− p)2(n−1))+ n(n− 1) ((1− p)(n−2)+(n−2)+1 − (1− p)2(n−1)) ,
= E(X)
(
1− (1− p)n−1 + (n− 1)((1− p)n−2 − (1− p)n−1)) ,
= E(X)
(
1− (1− p)n−1 + (n− 1)p(1− p)n−2) ,
= E(X)
(
1 + (1− p)n−2(np− 1)) ,
et si p = p(n)  log n
n
, cette quantitØ est de l’ordre de p(n)E(X)2, ainsi V ar(X)
E(X)2
tend vers 0, et
d’aprŁs le lemme 4.2.1, µp(Ac) tend vers 1. On a donc montrØ que log nn est la fonction seuil
pour A. Maintenant, plaçons-nous dans l’intervalle critique. Soit ε ∈ [0, 1], et pε = pε(n) tel
que µpε(A) = ε. Alors :
1− V arpε(X)
Epε(X)
2
≤ µpε(Ac) ≤ Epε(X) .
Ainsi :
1− 1
Epε(X)
. 1− ε ≤ Epε(X) ,
ce qui nous donne :
1−
(
1
nε
) 1
n−1
. pε . 1−
(
1− ε
n
) 1
n−1
,
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d’oø :
log n
n
+
log ε
n
. pε .
log n
n
+
log 1
1−ε
n
.
De cela, on dØduit que la largeur de seuil de niveau ε pour A, τ(A, ε) est au plus de l’ordre
de 1
n
. On a en effet :
p1−ε − pε .
2 log 1
ε
n
.
Cela implique :
p1−ε − pε
p 1
2
−−−−→
n→+∞
0 .
La propriØtØ A suit donc une loi du 0-1 Øtroite.
Remarque:
Nous l’avons déjà dit, il y a toujours une somme d’indicatricesX “canonique”
qui est telle que A = {X ≥ 1}, c’est la fonction qui compte le nombre d’élé-
ments minimaux de A contenus dans G(n, p). Pour autant, rien ne nous assure
que ce soit un choix judicieux. Dans cet exemple, il est assez délicat d’essayer de
prouver la loi du 0-1 en utilisant cette fonction. En effet, ces éléments minimaux
sont de sortes très diverses : ils ne sont pas tous isomorphes. Par contre, la fonc-
tion étudiée ici, celle qui compte le nombre de sommets isolés dans G(n, p), n’est
autre que la fonction qui compte le nombre d’éléments maximaux de Ac conte-
nus dans G(n, p), c’est l’autre choix “canonique” décrit à l’équation 4.2.3.
D’autre part, remarquez que les éléments minimaux de A ont une taille d’au
moins dn
2
e, et que A suit une loi du 0-1 étroite. Au contraire, dans l’exemple
11, A(H) suit une loi du 0-1 grossière, et ses éléments minimaux sont de taille
bornée. Nous verrons dans le corollaire 5.1.4 qu’une propriété disposant d’élé-
ments minimaux de taille bornée ne peut avoir un seuil étroit. La question de
savoir si une propriété admet un seuil étroit dès que la taille de ses éléments
minimaux n’est pas bornée sera abordée dans la section 5.5.2.
Exemple 13 Dans cet exemple, on s’intØresse à l’analogue de l’exemple 11 pour le graphe
cyclique. Les rØsultats qui suivent se gØnØralisent sans effort au cas du tore, et mŒme aux di-
mensions supØrieures. On choisit de rester dans le cadre du graphe cyclique pour des raisons
de simplicitØ de notation.
Soit l un entier non nul, et H ∈ {0, 1}l. Pour la dØnition du graphe cyclique alØatoire
C(n, p), on se rØfØrera à l’exemple 3. On dit que le graphe cyclique contient le motif H si la
conguration du graphe cyclique, x ∈ {0, 1}Z/n Z est telle qu’il existe j ∈ Z/n Z tel que
xj+i = Hi pour tout i = 1, . . . , l. On note A(H) la propriØtØ, pour le graphe cyclique à n
sommets, de contenir le motif H . Notons k le nombre de 1 dans H . On a le rØsultat suivant :
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Proposition 4.2.5 La propriété A(H) admet pour fonction seuil :
s(n) =
1
n
1
k
.
Démonstration :
ConsidØrons XH la fonction comptant le nombre d’ØlØments minimaux inclus
dans le graphe cyclique C(n, p). Le nombre d’ØlØments minimaux est un Θ(n)).
Nous pouvons Øvaluer l’ordre de E(XH) :
E(XH) = Θ(np
k) .
Par consØquent, si p  n− 1k , E(XH) tend vers 0, et P(A(H)) aussi. Supposons
maintenant que p n− 1k . En xant un ØlØment minimalm0, on peut Øcrire (voir
l’Øquation (4.2.1)),
V ar(XH) ≤ E(XH)

1 + ∑
m tq m∼m0
P (m  C(n, p)|m0  C(n, p))

 ,
= E(XH)

1 + ∑
m tq m∼m0
P (m \m0  C(n, p))

 ,
= E(XH)

1 + ∑
m tq m∼m0
p|m\m0|

 ,
= E(XH)(1 + o(1)) ,
car pour un ØlØment minimal m0 donnØ, il n’y a qu’un nombre xØ, bornØ (par
3k) d’ØlØments minimauxm tels que m ∼ m0. Comme E(XH) tend vers l’inni
lorsque p  n− 1k , on dØduit du lemme 4.2.1 que la probabilitØ de A(H) tend
vers 1.

Pour ce qui est de la largeur de seuil, on peut voir, à l’aide des mØthodes de la section 4.3,
qu’elle est du mŒme ordre que la localisation. On a donc affaire à un seuil grossier.
Notons pour nir que ce rØsultat s’applique à la propriØtØ de contenir un run de k 1 consØcu-
tifs, avec k xØ, indØpendant de n. La localisation du seuil est alors n− 1k .
Remarque:
Dans la démonstration précédente, on s’aperçoit que la situation est très diffé-
rente de celle du graphe aléatoire G(n, p). En effet, dans celui-ci, selon que le
graphe est équilibré ou non, le terme de covariance est petit ou non. Cette diffé-
rence tient essentiellement aux différences de topologies entre G(n, p) et C(n, p).
En effet, dans G(n, p), le nombre de voisins d’un sommet quelconque est n− 1,
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alors que dans C(n, p), il y en a deux. Or, si H et H ′ sont deux éléments mini-
maux tels queH ∼ H ′, ils sont nécessairement à distance bornée l’un de l’autre,
indépendamment de n. Ceci limite le nombre de choix possibles à un O(1) dans
le cas du graphe cyclique, contre un nombre de choix de l’ordre de nv dans le
cas de G(n, p).
Si l’on espère obtenir des résultats à la fois généraux et fins pour la majoration
des largeurs de seuil, il faut nécessairement tenir compte de la géométrie du
modèle. Nous discuterons dans la section 5.5.1 le travail de Bourgain et Kalai
qui va dans ce sens.
Exemple 14 Examinons le cas de la k-sat dØni dans l’exemple 7. Dans toute la suite, on
supposera k ≥ 2. On peut naturellement associer à une formule alØatoire F le nombre d’as-
signations qui la rendent vraie. On s’intØresse donc, en assimilant {V rai, Faux}{1,...,n} à
{0, 1}n, à la variable alØatoire suivante :
Y =
∑
ψ∈{0,1}n
1Iψ◦F=V rai .
On notera Aksat l’ensemble des formules satisfaisables. C’est un ensemble dØcroissant. La
quantitØ Y est la fonction qui compte les ØlØments maximaux de Aksat comme le dØmontre
le lemme suivant.
Lemme 4.2.6 Le nombre d’assignations satisfaisant une formule F est égal au nombre
d’éléments maximaux M de Aksat tels que M  F .
Démonstration :
Quels sont les ØlØments maximaux de Aksat ? Ce sont les formules satisfaisables
telles que si on rajoute une clause de plus, n’importe laquelle, alors la formule
n’est plus satisfaisable. Nous allons voir que cet ensemble est en bijection avec
l’ensemble des affectations. Soit ψ ∈ {V rai, Faux}{1,...,n} une affectation. Si
L est une formule logique, on dira que ψ satisfait L lorsque ψ ◦F = V rai. Pour
tout k-uplet de variables donnØ, il existe une seule clause de ces k variables que
ψ ne satisfait pas, et 2k−1 clauses que ψ satisfait. En effet, prenons par exemple
k = 3, et ψ telle que :
ψ(1) = V rai, ψ(2) = Faux, ψ(3) = Faux .
Alors, la seule clause faisant apparaitre x1, x2 et x3 qui ne soit pas satisfaite par
ψ est ¬x1 ∨ x2 ∨ x3. Pour toute assignation ψ, notons Fψ la formule contenant
exactement les (2k − 1)(n
k
)
clauses satisfaites par ψ, et aucune autre. Cette for-
mule est bien entendu satisfaisable par ψ, et uniquement par ψ, et c’est la seule
formule qui ait cette propriØtØ. De plus, cette formule est maximale. En effet,
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on ne peut plus l’augmenter que d’une des
(
n
k
)
clauses que ψ ne satisfait pas.
Ainsi, ψ 7→ Fψ est une application injective de l’ensemble des assignations vers
l’ensemble des ØlØments maximaux de Aksat. Pour voir la surjectivitØ de cette
application, prenons F une formule maximale de Aksat. Comme F est satisfai-
sable, notons ψ une assignation qui la satisfait. On a alors F  Fψ, puisque les
seules clauses qui ne sont pas dans Fψ sont les clauses qui ne sont pas satisfaites
par ψ. Et comme F est maximale, on a F = Fψ, et la surjectivitØ de ψ 7→ Fψ est
dØmontrØe. Il est clair maintenant que compter le nombre d’ØlØments maximaux
qui contiennent la formule alØatoire F revient à compter le nombre d’affecta-
tions qui satisfont F .

La fonction seuil de la k-sat peut Œtre calculØe à l’aide de la mØthode du premier moment,
en utilisant les inØgalitØs 4.2.4 et 4.2.6 (cf. [21]). Nous insisterons surtout sur le fait que la
mØthode du second moment, appliquØe à Y , ne marche pas du tout.
Proposition 4.2.7 La fonction seuil de la k-satisfaisabilité est 1
nk−1 , où n est le nombre de
variables booléennes.
Démonstration :
Etudions le premier moment de Y . On peut Øcrire :
Y =
∑
ψ∈{0,1}n
∏
clauses c tq
ψ◦F=Faux
1IF(c)=0 .
Or, pour une affectation ψ donnØe, le nombre de clauses qui ne sont pas satis-
faites par ψ est
(
n
k
)
. On a donc :
E(Y ) = 2n(1− p)(nk) ,
= en log(2)+(
n
k) log(1−p) .
Si p  1
nk−1 , E(Y ) tend vers 0, et la probabilitØ que F soit satisfaisable aussi.
On peut mŒme Œtre plus prØcis. Si p ≥ α
nk−1 , avec α > k! log 2, alors E(Y ) tend
vers 0, et la probabilitØ que F soit satisfaisable aussi.
Il est naturel de se demander si la mØthode du second moment, appliquØe à Y ,
nous assurerait que 1
nk−1 est une fonction seuil pour Aksat. Nous allons voir que
cette mØthode Øchoue dans ce cas prØcis. Calculons le moment d’ordre 2 de Y :
Y 2 =
∑
ψ, ψ′∈{0,1}n
∏
clauses c tq
ψ◦F=Faux
ou ψ′◦F=Faux
1IF(c)=0 .
Fixons deux affectations ψ et ψ′, et notons l le nombre de variables auxquelles
ψ et ψ′ affectent la mŒme valeur boolØenne. Alors, le nombre de clauses qui ne
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sont satisfaites ni par ψ ni par ψ′ sont au nombre de
(
l
k
)
. En effet, les variables
constituant une telle clause sont à choisir dans les variables auxquelles ψ et ψ ′
donnent la mŒme affectation, sous la forme niØe si cette affectation est V rai,
sous la forme afrmative si cette affectation est Faux. Par consØquent :
E
(
Y 2
)
= 2n
n∑
l=0
(
n
l
)
(1− p)2(nk)−( lk) .
On a donc :
V ar(Y )
E(Y )2
=
1
2n
n∑
l=0
(
n
l
)(
(1− p)−( lk) − 1
)
.
Posons alors p = an
nk−1 . On a, en utilisant la convexitØ de x 7→ 1(1−x)α pour α > 0,
1
(1− p)( lk)
− 1 ≥ p
(
l
k
)
.
Donc :
V ar(Y )
E(Y )2
≥ 1
2n
n∑
l=0
(
n
l
)
an
nk−1
(
l
k
)
,
≥ 1
2
an
nk−1
(⌊
n
2
⌋
k
)
.
Ce dernier terme est un Θ(nan). Ainsi, tant que p est au moins de l’ordre de
1
nk
, la variable alØatoire Y n’est pas concentrØe : son Øcart-type n’est pas petit
devant son espØrance. Donc la mØthode du second moment ne permet pas de
montrer que 1
nk−1 est la fonction seuil de la k-sat.
En fait, il y a un moyen simple de trouver la fonction seuil de Aksat, c’est
d’appliquer la mØthode du premier moment à la fonction X qui compte le
nombre d’ØlØments minimaux de Acksat. Le problŁme, à premiŁre vue, est que
ces ØlØments ne sont pas aussi faciles à caractØriser que les ØlØments maximaux
de Aksat. Il revient à Creignou et DaudØ (cf. [21]) d’avoir compris la caractØ-
ristique sufsante de ces ØlØments pour minorer de maniŁre efcace l’espØrance
de X , et ce, pour une classe de problŁmes de satisfaisabilitØ bien plus large
que k-sat. Cette caractØristique essentielle est une majoration du nombre de va-
riables intervenant dans une formule minimale de Aksat en fonction du nombre
de clauses prØsentes.
Lorsque k est supØrieur ou Øgal à 3, on peut ainsi prouver l’existence de deux
constantes α < β telles que :
Si p = α1
nk−1
, avec α1 < α, alors µp(Aksat) −−−−→
n→+∞
1 , (4.2.8)
et
Si p = β1
nk−1
, avec β1 > β, alors µp(Aksat) −−−−→
n→+∞
1 . (4.2.9)
Ce qui implique bien sßr que 1
nk−1 est une fonction seuil pour la k-sat.
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
Evidemment, un tel comportement suggŁre fortement de s’intØresser à ce qui se passe
entre α et β. Pour un grand nombre de raisons, la plupart des chercheurs travaillant sur la
k-sat pensent que le seuil de cette propriØtØ est Øtroit et n’oscille pas, c’est à dire que la lo-
calisation est Øquivalente à un certain c
nk−1 . Le fait que le seuil soit Øtroit a ØtØ dØmontrØ par
Friedgut (cf. [31]) à l’aide de techniques d’analyse harmonique sur lesquelles nous revien-
drons dans la partie 5. Le fait que la localisation n’oscille pas n’a pas encore ØtØ dØmontrØ
pour k supØrieur ou Øgal à 3. Cependant, un certain nombre de simulations numØriques, ainsi
que des techniques empruntØes à la physique des verres de spins (cf. les travaux de Monas-
son et al.[53]) semblent indiquer qu’il existe une localisation prØcise en c
nk−1 , c’est à dire
que l’on peut prendre α = β = c dans les ØnoncØs (4.2.8) et (4.2.9). PrØcisons enn que
pour k = 2, le problŁme de la localisation et de la largeur de seuil a ØtØ rØsolu en dØtail par
Bollobas, Borgs, Chayes, Kim et Wilson [11], grâce à une structure spØcique du cas k = 2
permettant de le voir sous l’angle d’un problŁme d’apparition de cycles particuliers dans un
graphe alØatoire orientØ.
4.3 Approximation poissonienne.
Pour ce qui est du comportement asymptotique du graphe alØatoire vis-à-vis d’une pro-
priØtØ donnØe, l’objectif ultime est d’obtenir une paire de fonctions de seuil (ou seuil Øtroit)
rØgulier, avec la fonction de rØpartition de seuil (ou seuil Øtroit) correspondante. Dans les rØ-
sultats prØcØdents on a dØduit un comportement d’une propriØtØ A de l’Øtude d’une variable
alØatoire X à valeurs entiŁres qui lui est reliØe : en l’ocurrence, une variable qui compte des
ØlØments dont la prØsence est Øquivalente au fait que A soit vØriØe. Dans cet esprit a ØtØ dØ-
veloppØ, notamment par BollobÆs, Spencer et Janson (voir [10], [60] et [40]) le paradigme
poissonien, qui permet notamment d’atteindre dans certains cas l’objectif ultime mentionnØ.
Si on dispose d’une variableX qui compte le nombre de sous-graphes (ou plus gØnØralement
d’ØlØments de {0, 1}n) d’un certain type contenus dans G(n, p), X s’Øcrit comme la somme
d’un grand nombre d’indicatrices. On sait que si ces indicatrices sont indØpendantes, et que
l’espØrance de la somme est maintenue constante, alors X est proche d’une variable de Pois-
son, dont le paramŁtre est E(X). Donc, si ces indicatrices ne sont pas trop corrØlØes, on peut
s’attendre à ce que X se comporte de la mŒme maniŁre, et obtenir : P(X = 0) ' e−E(X). Si
A = {X ≥ 1}, on dispose alors d’une approximation de la probabilitØ que A soit vØriØe.
C’est ce phØnomŁne qui s’est produit dans les exemples 11, 12, et 13 ci-dessus. Pour dØmon-
trer une approximation poissonienne, on peut montrer la convergence de tous les moments.
Notre but, dans cette section, est plutôt d’insister sur les prØcisions que ce phØnomŁne peut
apporter à l’Øtude de la largeur de seuil. Nous allons donc utiliser un autre rØsultat, trŁs ØlØ-
gant, dß à Janson ([39]). Il a l’avantage d’Œtre non-asymptotique, et nous utiliserons cette
caractØristique dans l’Øtude des petits sous-graphes (cf. proposition 4.3.3). Il faut apprØcier
Øgalement sa simplicitØ d’utilisation. Avant d’Ønoncer le rØsultat de Janson, introduisons
quelques notations.
L’espace {0, 1}n est muni de la probabilitØ µp. SoitM un ensemble de parties de {1, . . . , n}.
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Pour tout m ∈ M, on note Im la fonction dØnie sur {0, 1}n par :
Im(x) = 1I{mx} ,
et
X =
∑
m∈M
Im .
En d’autres termes, si on pense aux ØlØments de M comme à des ØlØments minimaux d’un
ensemble croissant (pour l’ordre ), X(x) compte le nombre de ces ØlØments minimaux qui
sont infØrieurs à x. Comme dans la preuve du thØorŁme 4.2.3, on notera :
m ∼ m′ ⇐⇒ (m 6= m′) et (m ∩m′ 6= ∅) .
Notons Øgalement :
pm = E(Im) ,
λ = E(X) =
∑
m∈M
E(Im) ,
et
δ =
1
λ
∑
m∼m′
E(ImIm′) .
Dans [39], Janson dØmontre le thØorŁme suivant. Il trouve la majoration en effectuant un
travail simple et ØlØgant sur la transformØe de Laplace de X . La minoration est simplement
la consØquence de l’inØgalitØ FKG (cf. proposition 2.1.11).
Théorème 4.3.1 On a :
e
P
m∈M− log(1−pm) ≤ P(X = 0) ≤ e− λ1+δ .
Ce rØsultat a de nombreuses applications dans l’Øtude des graphes alØatoires. On peut Øga-
lement sortir du cadre du graphe alØatoire comme nous le montrerons dans l’exemple 16.
DŁs que δ et tous les pm tendent vers 0, alors que l’espØrance λ reste constante, on aura
une approximation poissonienne, au sens oø P(X = 0) = e−λ(1+o(1)). Dans la suite de cette
section, nous commençons par reprendre les deux exemples 11 et 13 de la section 2.2.
Exemple 15 Approximation poissonnienne et sous-graphes.
On peut facilement prouver un rØsultat d’approximation poissonienne dans le cas des graphes
strictement ØquilibrØs (cf. dØnition 4.2.2), comme cela a ØtØ dØcouvert par Erd os et RØnyi
[26] (voir aussi [9]). Lorsque le graphe H n’est pas strictement ØquilibrØ, les expressions
asymptotiques de la probabilitØ que G(n, p) contienne une copie de H sont plus complexes,
en gØnØral. Toutefois, lorsqu’il y a un seul sous-graphe de densitØ maximale, tout se passe
comme si la prØsence de H Øtait Øquivalente à la prØsence de ce sous-graphe (cf. [10], p.83).
Théorème 4.3.2 Soit H un graphe contenant un unique sous-graphe H1 de densité maxi-
male. Soit v le nombre de sommets de H1, e son nombre d’arêtes, et a le cardinal de son
groupe d’automorphismes. Soit c > 0 une constante, et A(H) la propriété que G(n, p)
contienne une copie de H . Alors, pour p = cn− ve , on a :
P(A(H)) −−−−−→
n−→+∞
1− e− c
e
a .
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Remarquez qu’un tel rØsultat implique nØcessairement que la loi du 0-1 correspondante est
grossiŁre, et que la largeur du seuil de A(H) est d’ordre n− ve .
En fait, le rØsultat de Janson permet Øgalement de contrôler, de maniŁre non asymptotique, à
quel point la probabilitØ de contenir une copie d’un graphe strictement ØquilibrØ est proche
de 0 ou 1 lorsque le paramŁtre p s’Øcarte de la probabilitØ critique.
Proposition 4.3.3 Soit H un graphe équilibré à v sommets, e arêtes et a automorphismes.
Notons p(n) =
((
n
v
)
v!
a
)− 1
e
. On a alors :
1. Si H est strictement équilibré,
µp(n)(A(H)) −−−−−→
n−→+∞
1
e
,
2. Si p < p(n),
µp (A(H)) ≤
(
p
p(n)
)e log 1
1−p(n)e
p(n)e
.
3. Si p > p(n),
µp (A(H)
c) ≤ e− 1va2 ( pp(n))
2e
v
.
Démonstration :
Le premier point est une trŁs lØgŁre variante du thØorŁme 4.3.2. Soit XH la
fonction qui compte le nombre de copies de H dans G(n, p). On peut l’obtenir
ainsi : notons M l’ensemble des ØlØments minimaux de la propriØtØ A(H). On
a :
∀x ∈ {0, 1}n(n−1)2 , XH(x) =
∑
m∈M
1Im≤x .
Le cardinal de M est (n
v
)
v!
a
. Remarquez que p(n) est choisi de telle sorte que
Ep(n)(XH) = 1. On peut appliquer le thØorŁme 4.3.1 :
e
P
m∈M− log(1−p|m|) ≤ P(X = 0) ≤ e− λ1+δ .
On a bien sßr P(X = 0) = µp (A(H)c). Choisissons d’abord un rØel p de
]0, p(n)[. On a donc :
µp (A(H)
c) ≥ e(nv) v!a log(1−pe) .
Or la convexitØ de la fonction x 7→ log(1− x) nous permet d’Øcrire :
log(1− pe) ≥ pe log(1− p(n)
e)
p(n)e
.
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Ainsi, en utilisant ex ≥ 1 + x :
µp (A(H)
c) ≥ e−(nv) v!a p
e
p(n)e
log 1
1−p(n)e ,
= e−(
p
p(n))
e log
1
1−p(n)e
p(n)e ,
≥ 1−
(
p
p(n)
)e log 1
1−p(n)e
p(n)e
.
D’oø la premiŁre inØgalitØ.
Supposons maintenant que p soit supØrieur à p(n) et Øtudions δ =
1
λ
∑
m∼m′ E(ImIm′). Notons, pour tout ØlØment minimal m, V(m) l’ensemble
de ses sommets. On peut Øcrire :
∑
m∼m′
E(ImIm′) =
v∑
j=2
∑
m∼m′
|V(m)∩V(m′)|=j
E(Im∪m′) ,
=
v∑
j=2
∑
m∼m′
|V(m)∪V(m′)|=j
p|m∩m
′| ,
=
v∑
j=2
∑
m∼m′
|V(m)∩V(m′)|=j
p2e−|m∩m
′| ,
Le grapheH Øtant ØquilibrØ, on est sßr que lorsquem ∼ m′ et |V(m)∩V(m′)| =
j :
|m ∩m′| ≤ j e
v
.
D’autre part, le nombre de couples (m,m′) deM2 vØriant m ∼ m′ et |V(m)∩
V(m′)| = j est infØrieur à n(n− 1) . . . (n− 2v + j + 1). Ainsi,
λδ ≤
v∑
j=2
∑
m∼m′
|V(m)∩V(m′)|=j
p2e−j
e
v ,
=
v∑
j=2
∑
m∼m′
|V(m)∩V(m′)|=j
p2e−j
e
v ,
≤
v∑
j=2
p2en(n− 1) . . . (n− 2v + j + 1)p−j ev ,
Remarquons Øgalement que :
[n(n− 1) . . . (n− 2v + j + 1)]v ≤ [n(n− 1) . . . (n− v + 1)]2v−j .
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Donc :
λδ ≤
v∑
j=2
p2e [n(n− 1) . . . (n− v + 1)] 2v−jv p−j ev ,
= p2e [n(n− 1) . . . (n− v + 1)]2
v∑
j=2
(
1
[n(n− 1) . . . (n− v + 1)] pe
) j
v
.
Remarquons que :
[n(n− 1) . . . (n− v + 1)] pe = v!
(
n
v
)
pe = λa ≥ 1,
puisqu’on a supposØ que p ≥ p(n). En minorant grossiŁrement chaque terme de
la somme par le premier terme, on obtient :
λδ ≤ p2e [n(n− 1) . . . (n− v + 1)]2 (v − 1)
(
1
[n(n− 1) . . . (n− v + 1)] pe
) 2
v
,
= (aλ)2−
2
v (v − 1) .
Donc :
δ ≤ (aλ)1− 2v a(v − 1) ,
et donc, d’aprŁs le thØorŁme 4.3.1,
µp (A(H)
c) ≤ e
− λ
1+(aλ)
1− 2v a(v−1) .
Comme (aλ)1− 2v a est supØrieur à 1, on conclut :
µp (A(H)
c) ≤ e− λ
2
v
va2 .
La deuxiŁme inØgalitØ en dØcoule.

Pour illustrer la proposition 4.3.3, prenons l’exemple du carrØ. DŁs que n est supØrieur à 10,
le terme log 1
1−p(n)e /p(n)
e est infØrieur à 1 + 3.10−4, et lorsque n grandit, il se rapproche de
1. Pour les calculs numØriques, on peut prendre ce terme Øgal à 1. La proposition 4.3.3 nous
assure alors le rØsultat suivant :
 Lorsque p ≤ αp(n), avec α < 1, le graphe alØatoire ne contient pas de carrØ, avec une
probabilitØ supØrieure à 1− α4.
 Lorsque p ≥ βp(n), avec β > 1, le graphe alØatoire contient un carrØ, avec une proba-
bilitØ supØrieure à 1− e−β
2
16 .
Exemple 16 Approximation poissonienne pour les motifs du graphe cyclique. Il est aisØ
de prouver un rØsultat d’approximation poissonienne pour les propriØtØs ØtudiØes dans
l’exemple 13.
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Proposition 4.3.4 Soit H un motif à e arêtes. Si p = c
n
, on a :
µp(A(H)) −−−−−→
n−→+∞
1− e−ce .
Démonstration :
Posons p = c
n
1
e
. D’une part, pour n assez grand, on a :
E(XH) = np
e −−−−−→
n−→+∞
ce ,
et d’autre part, en xant un ØlØment minimal m0 :
δ =
∑
m tq m∼m0
P (m  C(n, p)|m0  C(n, p)) ,
=
∑
m tq m∼m0
p|m\m0| ,
≤ 3kp
= o(1) ,
De plus,
e
P
m∈M− log(1−pm) −−−−−→
n−→+∞
e−c
e
.
Le thØorŁme 4.3.1 nous donne alors, pour n assez grand :
(1− pe)n ≤ P(A(H)c) ≤ e− np
e
1+3kp .
Et notamment :
P(A(H)) −−−−−→
n−→+∞
1− e−ce .
Ceci nous assure notamment que la largeur du seuil de A(H) est d’ordre 1
n
. La
propriØtØ A(H) suit donc une loi du 0-1 grossiŁre. Il est tout à fait aisØ d’obtenir
une proposition analogue à la proposition 4.3.3 pour A(H).

Remarque:
Il est possible d’appliquer ce type de résultats au débruitage d’images. En effet,
on peut prendre pour modèle d’images aléatoires l’analogue du graphe cyclique
en dimension 2, c’est à dire le tore. Remarquez que les résultats obtenus ici se
généralisent sans difficulté au cas du tore, ou même des dimensions supérieures.
Nous avons choisi de rester en dimension 1 pour des raisons de simplicité de
notation.
Dans [18], Coupier, Desolneux et Ycart établissent le résultat analogue à la
proposition 4.3.4 sur les images, puis l’appliquent au débruitage. Leur démons-
tration utilise une technique différente de celle présentée ici, puisqu’ils montrent
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la convergence de tous les moments de la variable XH vers ceux de la loi de
Poisson. Ainsi, la démonstration présentée ici est nouvelle, peut se généraliser
à la dimension 2 et l’analogue de la proposition 4.3.3 que l’on peut démontrer
pourrait avoir un intérêt particulier dans le débruitage d’images.
Remarquons enfin que Coupier [17] généralise ces résultats d’approximations
poissoniennes au modèle d’Ising sur les images.
Chapitre 5
Les approches spécifiquement
temporelles.
En 1982, Russo [57], ayant en vue des applications dans le domaine de la percolation,
utilise la notion d’inuence pour montrer ce qu’il appelle une loi du 0-1 approchØe, trŁs
proche des rØsultats qui nous intØressent ici. L’Øtude des inuences, notamment le lemme
traditionnellement appelØ lemme de Russo, est au cur des approches spØciquement tem-
porelles que nous prØsenterons ici. Nous les introduirons dans la section 5.1.
Dans un article de 1988 [41], Kahn, Kalai et Linial montrent qu’il existe nØcessairement une
inuence plus grande que c logn
n
, oø c est une contante. C’est dans cet article qu’apparaissent
pour la premiŁre fois les idØes d’analyse harmonique dans le calcul des inuences. On prØ-
sentera leur travail dans la section 5.2.
Quelques annØes aprŁs, dans le but d’amØliorer et de simplier le rØsultat de Russo sur les
inuences, Talagrand [62] gØnØralise le rØsultat de Kahn, Kalai et Linial à un p quelconque.
Puis Friedgut et Kalai [32] montrent l’intØrŒt particulier qu’a ce type de rØsultat dans un
certain nombre de cas oø intervient une symØtrie sur les coordonnØes. Ces dØveloppements
feront l’objet de la section 5.3.
IntØressØs par ce rØsultat trŁs gØnØral, nous avons travaillØ pour obtenir une preuve plus
simple et un meilleur rØsultat en termes de constantes dans la section 5.4. Nous commençons
par obtenir une valeur explicite et nouvelle, en suivant les idØes de Friedgut et Kalai, de la
constante intervenant dans leur inØgalitØ (section 5.4.1). Puis nous insistons sur les liens qui
unissent leur approche avec le concept d’inØgalitØ de Sobolev logarithmique (section 5.4.2).
Ceci nous permet de trouver une ligne de preuve nouvelle et prometteuse, exposØe dans la
section 5.4.3, conduisant à une inØgalitØ presque optimale (section 5.4.4).
Enn, nous prØsenterons dans la section 5.5 les suites logiques à donner à ce travail, en
suivant les travaux de Bourgain, Friedgut et Kalai [15] et [32].
5.1 Les bases.
Dans cette section nous allons donner les bases de l’approche spØciquement temporelle
en introduisant notamment la notion d’inuence et en dØmontrant le lien qui existe entre les
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inuences et la largeur de seuil, notamment avec le lemme de Russo.
Une premiŁre remarque importante consiste en effet à prØciser l’idØe selon laquelle la proba-
bilitØ de A passera d’autant plus rapidement de 0 à 1 que le graphe de la fonction p 7→ µp(A)
aura une pente plus raide prŁs du seuil. On cherchera donc à montrer que dµp(A)
dp
est grand
devant µp(A) lorsque µp(A) ≤ 12 , et grand devant 1 − µp(A) lorsque µp(A) ≥ 12 . Cela re-
vient au mŒme de montrer que dµp(A)
dp
est grand devant µp(A)(1 − µp(A)). On peut donner
une formulation prØcise avec le lemme suivant.
Lemme 5.1.1 Soit A un sous-ensemble croissant, non trivial de {0, 1}n et a un réel stricte-
ment positif. Les deux propositions suivantes sont équivalentes :
(i) ∀p ∈ [0, 1], dµp(A)
dp
≥ a µp(A)(1− µp(A)) .
(ii) ∀α ≤ β ∈]0, 1[, pβ − pα ≤ 1a log β(1−α)α(1−β) .
En particulier, le lemme 5.1.1 implique que :
∀ε ∈
]
0,
1
2
]
, p1−ε − pε ≤ 2
a
log
1− ε
ε
.
Démonstration :
On a :
dµp(A)
dp
µp(A)(1− µp(A)) ≥ a⇐⇒
d log µp(A)
1−µp(A)
dp
≥ a .
Ce qui implique (ii) en intØgrant entre pα et pβ . RØciproquement,
(ii) =⇒ ∀α < β ∈]0, 1[, a ≤
log β(1−α)
α(1−β)
pβ − pα ,
=⇒ ∀p < q ∈]0, 1[, a ≤
log µq(A)(1−µp(A))
µp(A)(1−µq(A))
q − p ,
ce qui implique (i) en passant à la limite, q tendant vers p.

La deuxiŁme remarque fondamentale est que la dØrivØe dµp(A)
dp
s’exprime à l’aide de la
somme des influences des coordonnØes, que l’on peut voir comme une mesure de la frontière
de A. Ce fait est bien connu en thØorie de la percolation sous le nom de lemme de Russo.
Pour l’Ønoncer prØcisØment, nous avons besoin de quelques dØnitions. DØsignons par δIkA,
pour tout k = 1, . . . , n l’ensemble des points de A tels que le changement de la k-iŁme
coordonnØe les en fait sortir :
δIkA = {x ∈ A t.q. Tk(x) 6∈ A} ,
oø Tk(x) est la conguration y telle que yi = xi pour i 6= k et yk = 1 − xk. L’ensemble
δIkA apparaît comme la frontiŁre intØrieure de A relative à la k-iŁme coordonnØe. De mŒme,
dØnissons une frontiŁre extØrieure par :
δEk A = {x ∈ Ac t.q. Tk(x) ∈ A} ,
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et la rØunion de ces deux frontiŁres :
δkA = δ
E
k A ∪ δIkA .
L’influence de la k-iŁme coordonnØe est une mesure de la frontiŁre relative à la k-iŁme coor-
donnØe, et donc apparaît logiquement comme une mesure en dimension n− 1.
Définition 5.1.2 Influence.
Soit A ⊂ {0, 1}n. Pour tout u ∈ {0, 1}n−1, on note :
lk(u) = {(u1, . . . , uk−1, 0, uk, . . . , un−1) , (u1, . . . , uk−1, 1, uk, . . . , un−1)} .
On appelle inuence de la k-iŁme coordonnØe sur A et on note IA(k) le nombre :
IA(k) = µn−1,p
({u ∈ {0, 1}n−1 t.q. 1IA n’est pas constante sur lk(u)}) .
Ou, de manière équivalente,
IA(k) = µn,p(δkA) .
Remarque:
Lorsque A est un ensemble croissant, on peut remarquer que IA(k) =
1
p
µp(δ
I
kA) =
1
1−pµp(δ
E
k A). Montrons cela pour k = 1 :
µp(δ
I
kA) =
∑
x∈{0,1}n tq
x∈A et T1(x)6∈A
µp(x) ,
=
∑
x∈A tq
xi=1 et T1(x)6∈A
µp(x) ,
=
∑
(x2,...,xn)∈{0,1}n−1 tq
(1,x2,...,xn)∈A et (0,x2,...,xn)6∈A
µp(1, x2, . . . , xn) ,
= p
∑
(x2,...,xn)∈{0,1}n−1 tq
(1,x2,...,xn)∈A et (0,x2,...,xn)6∈A
µp(x2, . . . , xn) ,
= pµn−1,p
({u ∈ {0, 1}n−1 t.q. 1IA n’est pas constante sur l1(u)}) ,
= pIA(1) .
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De la même façon,
µp(δ
E
k A) =
∑
x∈{0,1}n tq
x∈Ac et T1(x)∈A
µp(x) ,
=
∑
x6∈A tq
xi=0 et T1(x)∈A
µp(x) ,
=
∑
(x2,...,xn)∈{0,1}n−1 tq
(1,x2,...,xn)∈A et (0,x2,...,xn)6∈A
µp(0, x2, . . . , xn) ,
= (1− p)
∑
(x2,...,xn)∈{0,1}n−1 tq
(1,x2,...,xn)∈A et (0,x2,...,xn)6∈A
µp(x2, . . . , xn) ,
= (1− p)µn−1,p({u ∈ {0, 1}n−1 t.q. 1IA n’est pas constante sur l1(u)}) ,
= (1− p)IA(1) .
Le lemme de Russo montre que la dØrivØe de µp(A) est Øgale à la somme des inuences
(voir [35], p. 35, thØorŁme 2.25). Nous allons en proter pour donner un rØsultat un peu plus
gØnØral. Notons, pour toute fonction f de {0, 1}n dans R, pour tout i de {1, . . . , n}, et tout x
de ∈ {0, 1}n,
∇if(x) = f(x1, . . . , xi−1, 1, xi+1, . . . , xn)− f(x1, . . . , xi−1, 0, xi+1, . . . , xn) . (5.1.1)
En fait, il est plus simple de dØriver sØparØment pour chaque coordonnØe. Introduisons donc
d’autres notations : dans toute la suite, p, p1, . . . , pn Øtant des rØels de ]0, 1[, on notera p =
(p1, . . . , pn), bp la mesure de Bernoulli de paramŁtre p sur {0, 1}, et
µp =
n⊗
i=1
bpi .
Enn, pour tout n-uplet (y1, . . . , yn), on conviendra de noter :
y(i) = (y1, . . . , yi−1, yi+1, . . . , yn) .
Lemme 5.1.3 Pour toute fonction f de {0, 1}n dans R,
∂
∫
f dµp
∂pi
=
∫
∇if dµp ,
et par conséquent :
d
∫
f dµp
dp
=
n∑
i=1
∫
∇if dµp ,
et, si A est un ensemble croissant :
dµp(A)
dp
=
n∑
k=1
IA(k) .
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Démonstration :
Notons
p′ = (p1, . . . , pi−1, p′i, pi+1, . . . , pn) ,
x⊕ 0i = (x1, . . . , xi−1, 0, xi+1, . . . , xn) ,
et
x⊕ 1i = (x1, . . . , xi−1, 1, xi+1, . . . , xn) .
On a : ∫
f(x)dµp′(x)−
∫
f(x)dµp(x)
=
∫ (∫
f(x) dbp′i(xi)−
∫
f(x) dbpi(xi)
)
dµp(i)(x
(i)) ,
=
∫
[p′if(x⊕ 1i) + (1− p′i)f(x⊕ 0i)
−pif(x⊕ 1i)− (1− pi)f(x⊕ 0i)] dµp(i)(x(i)) ,
=
∫
(p′i − pi)(f(x⊕ 1i)− f(x⊕ 0i) dµp(i)(x(i)) ,
et donc, ∫
f(x)dµp′(x)−
∫
f(x) dµp(x)
p′i − pi
=
∫
∇if(x) dµp(x) ,
ce qui donne le rØsultat en faisant tendre p′i vers pi. Lorsque A est croissant, on
a, en appliquant ce rØsultat à f = 1IA,
∀k ∈ {1, . . . , n},
∫
∇kf(x) dµp(x) = IA(k) .
En effet, montrons le pour k = 1.∫
∇1f(x) dµp(x) =
∑
(x2,...,xn)∈{0,1}n−1 tq
(1,x2,...,xn)∈A et (0,x2,...,xn)6∈A
µp(x2, . . . , xn) ,
= µn−1,p
({u ∈ {0, 1}n−1 t.q. 1IA n’est pas constante sur l1(u)}) ,
= IA(1) .
Remarquons que si A est croissant et non trivial,
∑n
i=1∇i 1IA est toujours posi-
tive, et non nulle en au moins un point de {0, 1}n. Or µp charge tous les points
de {0, 1}n, pourvu que p soit diffØrent de 0 et 1. Donc si A est croissant et
non trivial,dµp(A)
dp
est strictement positive pour tout p de ]0, 1[. Par consØquent,
la fonction p 7→ µp(A) est strictement croissante sur [0, 1], rØsultat qui Øtait
annoncØ dans le lemme 2.1.3.
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
Une consØquence immØdiate de ce rØsultat et de la remarque 5.1 est qu’une propriØtØ crois-
sante dont la taille des ØlØments minimaux est bornØe a nØcessairement un seuil grossier.
Corollaire 5.1.4 Soit A une propriété croissante dont les éléments minimaux sont de taille
inférieure à K. On a :
p1−ε − pε
pε
≥ 1
K
log
(
1− ε
ε
)
.
Démonstration :
Notons hA la fonction qui compte, pour les ØlØments de la frontiŁre intØrieure
de A, le nombre de coordonnØes k par lesquelles on peut sortir de A.
hA(x) =
n∑
k=1
1Ix∈δIkA .
D’aprŁs la remarque 5.1 et le lemme 5.1.3,
dµp(A)
dp
=
1
p
∫
hA(x) dµp(x) .
Soit x un ØlØment de δIkA. La coordonnØe k appartient nØcessairement à l’inter-
section de tous les ØlØments minimaux de A contenus dans x. Par consØquent, le
nombre de coordonnØes k telles que x puisse appartenir à δIkA est infØrieur à K.
Ainsi :
dµp(A)
dp
≤ K
p
µp(A) ,
et donc :
1
µp(A)
dµp(A)
dp
≤ K
p
,
D’oø, en intØgrant l’ØgalitØ prØcØdente entre pε et p1−ε :
log
1− ε
ε
≤ K log p1−ε
pε
.
p1−ε
pε
≥
(
1− ε
ε
) 1
k
,
p1−ε − pε
pε
≥
(
1− ε
ε
) 1
K
− 1 ,
p1−ε − pε
pε
≥ 1
K
log
(
1− ε
ε
)
.

On retrouve avec ce rØsultat que les seuils des propriØtØs ØtudiØes dans les exemples 11 et
13 sont nØcessairement grossiers.
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5.2 Analyse harmonique sur
(
Z/2 Z
)n
: le travail de Kahn,
Kalai et Linial.
Les inuences (cf. dØnition 5.1.2) interviennent dans de nombreux domaines : en in-
formatique thØorique [44], mais aussi en percolation [7, 8], en thØorie du choix, [43] (voir
Øgalement l’article de revue [42]), en abilitØ (voir la discussion sur le facteur d’inuence de
Birnbaum dans [54]), etc. Dans un article de 1988, Kahn, Kalai et Linial [41] montrent que
sous µn, 1
2
, il existe toujours une inuence de l’ordre de logn
n
au moins, tant que la probabi-
litØ de l’ensemble concernØ n’est pas trop proche de 0 ou 1. C’est dans ce travail qu’appa-
raît l’idØe d’utiliser l’analyse harmonique sur (Z/2 Z)n pour Øtudier le problŁme de la plus
grande inuence.
Cette section est consacrØe à la dØmonstration de leur thØorŁme (cf. [41]) :
Théorème 5.2.1 On notera µ = µn, 1
2
, la mesure uniforme sur {0, 1}n. Il existe une constante
universelle C telle que pour tout sous-ensemble croissant A de {0, 1}n, on ait :
n∑
k=1
I2A(k) ≥ C2
(µ(A)(1− µ(A)))2 log2 n
n
,
et donc :
sup
k∈{1...,n}
IA(k) ≥ Cµ(A)(1− µ(A)) logn
n
.
Démonstration :
On peut identier {0, 1}n à (Z/2 Z)n, muni de l’addition et la multiplication
canoniques. La transformation de Fourier sur les groupes nis (voir par exemple
[56]) Øtablit alors un isomorphisme entre {0, 1}n et son dual, que l’on dØcrira
avec les parties de {1, . . . , n}. Pour S ⊂ {1, . . . , n},
uS :
{ {0, 1}n −→ C
x 7−→ (−1)Pi∈S xi , (5.2.2)
est un caractŁre, c’est à dire un morphisme de groupe de {0, 1}n dans C. On
peut ainsi identier le dual de {0, 1}n à l’ensemble des parties de {1, . . . , n},
l’addition correspondant alors à la diffØrence symØtrique ∆, et la multiplication
à l’intersection. Un rØsultat classique de la thØorie des caractŁres conclut qu’ils
forment une base de l’ensemble des fonctions de {0, 1}n dans C, orthonormale
pour le produit scalaire :
< f, g >=
∫
fg dµ .
L’espace vectoriel des fonctions de {0, 1}n dans C ayant pour dimension
|{0, 1}n| = 2n, on a obtenu tous les caractŁres en (5.2.2). On notera αS le coef-
cient de Fourier de f en uS :
αS =< f, uS > .
72 - Chapitre 5 - Les approches spécifiquement temporelles.
Exprimons tout d’abord la somme des inuences IA(k) en fonction des coef-
cients de Fourier de f := 1IA. On dØnit pour cela :
fk(T ) := f(T )− f(T4{k}) ,
oø T4{k} est dØni comme suit :
∀i 6= k, (T4{k})i = Ti, et (T4{k})k = 1− Tk .
Les fonctions fk caractØrisent les ensembles sur la frontiŁre de A : f 2k (T ) = 1
ssi f(T ) 6= f(T4{k}). On a en fait IA(k) = ‖fk‖22. Or,
αS,k =< fk, uS > = 2
−n ∑
x∈{0,1}n
fk(x)uS(x) ,
= 2−n
∑
x∈{0,1}n
(f(x)− f(Tk(x)))(−1)
P
i∈S xi ,
= 2−n
∑
x∈{0,1}n
f(x)((−1)
P
i∈S xi − (−1)
P
i∈S(Tk(x))i) ,
= 2αS 1Ik∈S .
L’ØgalitØ de Parseval donne alors :
‖fk‖22 = 4
∑
S3k
α2S ,
et :
n∑
k=1
IA(k) =
n∑
k=1
‖fk‖22 = 4
n∑
k=1
∑
S3k
α2S ,
= 4
∑
S∈{0,1}n
n∑
k=1
α2S ,
= 4
∑
S
|S|α2S .
Maintenant, comme
∑
S 6=∅ α
2
S = µ(A)(1 − µ(A)), si cette somme n’est pas
portØe principalement par les αS pour |S| petit, alors la somme des IA(k) va
Œtre signicativement plus grande. Cela pourra Œtre montrØ pour les fk, qui ont
un support petit, mais non vide : elles sont trop irrØguliŁres pour que αS,k soit
toujours petit quand |S| est grand. On voudrait donc avoir des bornes supØrieures
pour des sommes du type
∑
|S|≤b α
2
S . On s’en approche grâce à un lemme dß
indØpendamment à Bonami et Beckner [6, 1]. Au lieu de majorer ∑ 1I|S|≤bα2S ,
ce lemme va nous permettre de majorer∑ δ|S|α2S , pour δ < 1 : δ|S| sert de poids
approchant 1I|S|≤b.
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Lemme 5.2.2 L’application :
Pε :
L1+ε
2 −→ L2∑
αSuS 7−→
∑
ε|S|αSuS ,
est de norme 1 si 0 < ε < 1 .
En appliquant le lemme 5.2.2 à fk, et en notant δ = ε2, on a :
‖ fk ‖1+ε2 ≥
(∑
ε2|S|α2S,k
) 1
2
,
β
2
1+δ
k ≥
∑
S
δ|S|α2S,k ,
= 4
∑
S3k
δ|S|α2S .
Donc :
n∑
k=1
β
2
1+δ
k ≥ 4
∑
S
δ|S||S|α2S ,
≥ 4δb
∑
|S|≤b
|S|α2S ,
≥ 4δb

∑
|S|≤b
α2S − α2∅

 ,
oø b est à choisir, et α∅ = µ(A)2. Par ailleurs,∑
IA(k) = 4
∑
|S|α2S ≥ 4b
∑
|S|>b
α2S .
Donc :
δ−b
n∑
k=1
IA(k)
2
1+δ + b−1
∑
IA(k) ≥ 4
(∑
α2S − µ(A)2
)
= 4µ(A)(1− µ(A)) .
(5.2.3)
On pose λ2
n
=
∑n
k=1 IA(k)
2
.
D’aprŁs l’inØgalitØ de Cauchy-Schwarz,
n∑
k=1
IA(k) ≤ λ. (5.2.4)
Par ailleurs, l’inØgalitØ de Jensen permet d’Øcrire :
∀r ∈]1, 2[ ,
(
1
n
n∑
k=1
IA(k)
r
) 2
r
≤ 1
n
n∑
k=1
IA(k)
2 .
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On a donc :
n∑
i=1
IA(k)
2
1+δ ≤ λ 21+δn− 1−δ1+δ . (5.2.5)
On choisit maintenant b = λ
2µ(A)(1−µ(A)) , de telle sorte que (5.2.3) et (5.2.4)
impliquent :
δ−b
n∑
k=1
IA(k)
2
1+δ ≥ 2µ(A)(1− µ(A)) . (5.2.6)
Si δ = 1
2
, (5.2.5) et (5.2.6) donnent, en notant que 2µ(A)(1− µ(A)) ≤ 1 :
2
λ
2µ(A)(1−µ(A))λ
4
3 ≥ 2n 13µ(A)(1− µ(A)) ,
2
λ
2µ(A)(1−µ(A))
(
λ
2µ(A)(1− µ(A))
) 4
3
≥ n 13 ,
e
λ
2µ(A)(1−µ(A)) (log 2+
4
3
) ≥ n 13 ,
λ ≥ Cµ(A)(1− µ(A)) logn ,
avec C = 2
3 log 2+4
.
Finalement,
n∑
k=1
IA(k)
2 ≥ C2 (µ(A)(1− µ(A))
2 log2 n
n
.
Il existe donc i tel que :
IA(k) ≥ Cµ(A)(1− µ(A)) logn
n
.

5.3 La généralisation de Talagrand et les remarques de
Friedgut et Kalai.
Pour obtenir une gØnØralisation du thØorŁme 5.2 avec une mesure µp au lieu de la mesure
uniforme, l’essentiel est de gØnØraliser le lemme de Bonami et Beckner (lemme 5.2.2). Ta-
lagrand [62] introduit la base orthonormØe (rS)S⊂{1,...,n} de L2({0, 1}n, µp), dØnie comme
suit. Remarquons que dans le cas p = 1
2
, on retrouve les caractŁres de la section 5.2 :
∀x ∈ {0, 1}, r(x) =

 −
√
1−p
p
si x = 1√
p
1−p si x = 0
.
∀x ∈ {0, 1}n, rS(x) =
∏
i∈S
r(xi) .
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Remarquons que :
∀S ⊂ {1, . . . , n},
∫
rSdbp(xi) = 0 si i ∈ S ,
rS si i 6∈ S .
(5.3.7)
Pour obtenir l’analogue des fonctions fk de Kahn, Kalai et Linial, Talagrand introduit l’opØ-
rateur ∆i dØni par :
∆if(x) =
{
(1− p)∇if(x) si xi = 1 ,
−p∇if(x) si xi = 0 , , (5.3.8)
Grâce à un argument de symØtrisation, Talagrand obtient ensuite une gØnØralisation du
lemme de Bonami et Beckner. PrØcisØment, il obtient le rØsultat suivant :
Lemme 5.3.1 Pour tout nombre q ≥ 2, pour tout p ∈ [0, 1] et toute famille (aS)|S|≤k, on a :∥∥∥∥∥∥
∑
|S|≤k
aSrS
∥∥∥∥∥∥
q,µp
≤
(√
q − 1
p(1− p)
)k ∥∥∥∥∥∥
∑
|S|≤k
aSrS
∥∥∥∥∥∥
2,µp
.
Remarque:
En fait, ce résultat n’est pas optimal, comme on le verra dans la section 5.4.2.
Puis, il en dØduit le thØorŁme suivant.
Théorème 5.3.2 Il existe une constante K universelle telle que pour tout p ∈ [0, 1] et tout
ensemble croissant A ⊂ {0, 1}n, on ait :
sup
k∈{1...,n}
IA(k) ≥ Kµp(A)(1− µp(A)) logn
np(1− p) log 2
p(1−p)
.
Si on suit sa dØmonstration, la constante K obtenue (qu’il ne s’est pas du tout prØoccupØ
d’optimiser) est en fait trŁs mauvaise : elle est infØrieure à 1
30
.
A partir de ce rØsultat, Friedgut et Kalai font la remarque ØlØmentaire que si toutes les in-
uences sont Øgales, la dØrivØe dµp(A)
dp
est alors supØrieure à une constante fois µp(A)(1 −
µp(A)) log n, ce qui donne, par l’intermØdiaire du lemme 5.1.1 une largeur de seuil de niveau
ε d’au plus C ′ log
1−ε
ε
log n
, oø C ′ est une contante. Ils ne cherchent pas à calculer cette constante,
mais elle est reliØe à K par la formule C ′ = 2 log 8
4K
. Dans leur article [32], ils donnent une
collection d’exemples oø les inuences sont effectivement Øgales, en commençant par le cas
des graphes alØatoires. Ils font notamment la remarque que cette ØgalitØ aura lieu, pourvu
qu’on demande à A d’Œtre symØtrique, au sens de la dØnition 2.2.1. Ils obtiennent alors le
rØsultat suivant :
Théorème 5.3.3 Soit A une propriété croissante de {0, 1}n, symétrique et non triviale. Il
existe une constante universelle C ′ telle que pour tout ε ∈]0, 1/2], on a :
τ(A, ε) ≤ C ′ log
1−ε
ε
log n
.
Ce rØsultat dØcoule directement du thØorŁme 5.3.2 à travers les lemmes 5.1.1 et 5.1.3.
76 - Chapitre 5 - Les approches spécifiquement temporelles.
5.4 A la recherche de la meilleure constante.
Le but de cette section est de prØsenter le rØsultat qu’on a obtenu en vue d’accØder à la
meilleure constante possible dans le thØorŁme 5.3.3. Dans l’article de Friedgut et Kalai [32],
la valeur ou une majoration de cette constante C ′ n’est pas donnØe. Le but de cette section
est de montrer une autre voie pour obtenir le rØsultat de Friedgut et Kalai, avec une bien
meilleure constante que celle que l’on peut obtenir en suivant leur dØmonstration.
L’objet de la section 5.4.1 sera d’obtenir une premiŁre valeur en suivant une dØmonstration
postØrieure de Bourgain et Kalai [15], analogue à celle de Friedgut et Kalai. Il n’est pas dit
qu’on ne puisse obtenir mieux avec ces mØthodes, mais en fait, on verra qu’elles ne sont pas
aisØes à optimiser en ce qui concerne la valeur de la constante.
Dans la deuxiŁme partie 5.4.2, on prØsentera les liens Øtroits entre le phØnomŁne d’hypercon-
tractivitØ qui est au cur de la preuve de Friedgut et Kalai, à travers l’extension par Talagrand
du lemme 5.2.2, et l’inØgalitØ de Sobolev logarithmique qui forme le noyau de la nouvelle
dØmonstration.
Le dØveloppement de cette derniŁre fera l’objet de la section 5.4.3.
Enn, dans la section 5.4.4, on se posera la question de la constante optimale que l’on peut
espØrer obtenir.
5.4.1 Une première valeur.
Dans cette section, on va s’attacher à donner une premiŁre valeur pour la constante C ′ du
thØorŁme 5.3.3. Pour cela, on suivra les idØes de Bourgain et Kalai [15], en les prØcisant.
Théorème 5.4.1 Soit A une propriété croissante et symétrique. Pour tout α ∈ [0, 1], notons
pα la valeur de p telle que µpα(A) = α. Il existe une constante universelle C ≤ 7.03 telle
que pour tout ε ∈]0, 1/2], on a :
p1−ε − pε ≤ C
log 1−ε
ε
log n
.
Démonstration :
Le noyau dur de cette preuve est toujours le lemme 5.3.1. Dans la suite, on
notera :
ρ =
∑
S 6=∅
α2S = µp(A)(1− µp(A)) .
Soit β ∈ [0, 1], et K, dØpendant de β, dØni comme suit :
K = inf

j ∈ {1, . . . , n} t.q. ∑
0<|S|≤j
α2S ≥ ρβ

 .
On dØnit :
g =
∑
0<|S|≤K
αSrS .
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Nous allons utiliser les opØrateurs ∆i dØnis en (5.3.8). Remarquons que :
∆irS = rS 1Ii∈S .
On a alors :
ρβ ≤
∑
0<|S|≤K
|S|α2S =
∑
S∈En
|S| 〈f, rS〉 〈g, rS〉
=
n∑
k=1
∑
S3k
〈f, rS〉〈g, rS〉
=
n∑
k=1
∑
S
〈∆kf, rS〉 〈∆kg, rS〉
=
n∑
k=1
〈∆kf,∆kg〉 .
On utilise alors l’inØgalitØ de Hölder avec deux exposants conjuguØs q et q ′, tels
que q ∈]1, 2[ :
ρβ ≤
n∑
k=1
‖∆kf‖q‖∆kg‖q′ .
On peut choisir de xer ces exposants, par exemple en prenant 4
3
et 4. En fait,
n’importe quel choix conviendrait, tant que q ∈]1, 2[. Avec le choix indiquØ, on
obtient :
ρβ ≤
n∑
k=1
‖∆kf‖ 4
3
‖∆kg‖4 .
On peut comparer les normes, dans Lq(µp) et L2(µp) de ∆kf pour une fonction
indicatrice croissante f à l’aide du lemme suivant :
Lemme 5.4.2 Si f est une fonction de {0, 1}n dans R, et q ∈ N,∫
|∆kf |q dµp = (p(1− p)q + (1− p)pq)
∫
|∇kf |q dµp ,
Par conséquent, si f est une fonction indicatrice croissante, on a :∫
|∆kf |q dµp = ((1− p)q−1 + pq−1)
∫
|∆kf |2 dµp . (5.4.9)
De l’ØgalitØ (5.4.9), on dØduit :
‖∆kf‖ 4
3
= ((1− p) 13 + p 13 ) 34‖∆kf‖
3
2
2 ≤
√
2‖∆kf‖
3
2
2 .
D’autre part, le lemme 5.3.1 implique :
‖∆kg‖4 ≤ CK1 ‖∆kg‖2 ,
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oø :
C1 =
√
3
p(1− p) .
On a alors :
ρβ ≤
√
2CK1
n∑
k=1
‖∆kf‖
3
2
2 ‖∆kg‖2
≤
√
2CK1 max
i
‖∆kg‖
1
2
2
n∑
k=1
‖∆kf‖
3
2
2 ‖∆kg‖
1
2
2 .
L’inØgalitØ de Hölder entraîne alors :
ρβ ≤
√
2CK1 max
k
‖∆kg‖
1
2
2
(
n∑
k=1
‖∆kf‖22
) 3
4
(
n∑
k=1
‖∆kg‖22
) 1
4
≤
√
2CK1 max
k
‖∆kg‖
1
2
2
(∑
S
|S|α2S
) 3
4

∑
|S|≤K
|S|α2S


1
4
≤
√
2CK1 max
k
‖∆kg‖
1
2
2
(∑
S
|S|α2S
)
≤
√
2CK1 max
k
‖∆kg‖
1
2
2
n∑
k=1
Ik(A)p(1− p) .
Or, A Øtant symØtrique, les normes ‖∆kg‖2 sont toutes Øgales :
‖∆kg‖22 =
1
n
n∑
j=1
∑
S3j
|S|≤K
α2S
=
1
n
∑
|S|≤K
|S|α2S
≤ K
n
ρ .
On en dØduit :
ρβ ≤
√
2CK1
(
K
n
ρ
) 1
4
I(A)p(1− p) ,
oø on a posØ I(A) = ∑nk=1 Ik(A). Donc :
I(A)p(1− p) ≥ βρ
3
4n
1
4√
2CK1 K
1
4
. (5.4.10)
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D’un autre côtØ, on a :
I(A)p(1− p) ≥ K
∑
|S|≥K
α2S
≥ K

ρ− ∑
0<|S|≤K−1
α2S

 .
Compte tenu de la dØnition de K :
I(A)p(1− p) ≥ Kρ(1− β) . (5.4.11)
Fixons maintenant τ ∈]0, 1[, et choisissons :
β =
(
(1−τ) log n
2 log 3
p(1−p)
) 5
4
n
τ
4
.
On a alors deux cas possibles :
• Si K ≥ (1−τ) log n
2 log 3
p(1−p)
, alors d’aprŁs (5.4.11),
I(A)p(1− p) ≥ ρ(1− τ) logn
2 log 3
p(1−p)
(1− β) .
• Si K ≤ (1−τ) log n
2 log 3
p(1−p)
, alors on remarque que l’application x 7→ x 14Cx1 est
croissante pour x > 0 (car C1 ≥
√
12), et donc en utilisant (5.4.10),
I(A)p(1− p) ≥ (1− τ) logn
2
√
2 log 3
p(1−p)
ρ
3
4
≥ (1− τ) logn
2
√
2 log 3
p(1−p)
ρ .
Par exemple, si l’on prend τ = 1
2
, on obtient que β ≤ 0.289 (le maximum est
atteint pour n = 22026), et on a alors :
I(A) ≥ C2 logn
p(1− p) log 3
p(1−p)
ρ ,
avec C2 =
1−0.289
4
. Or pour tout p ∈ [0, 1] :
p(1− p) log 3
p(1− p) ≤
log(12)
4
,
Donc, dans le premier cas, on a :
I(A) ≥ 1− 0.289
log 12
log nµp(A)(1− µp(A)) .
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Dans le second cas, il suft de majorer p(1− p) log 3
p(1−p) pour obtenir :
I(A) ≥ 1√
2 log 12
log nµp(A)(1− µp(A)) .
Or 1√
2
< 1− 0.289. On obtient donc, dans les deux cas possibles :
I(A) ≥ log n√
2 log 12
µp(A)(1− µp(A)) ,
En utilisant le lemme 5.1.1, on conclut donc :
∀ε ∈]0, 1
2
] , p1−ε − pε ≤ C
log 1−ε
ε
log n
,
avec C = 2
√
2 log 12 ≤ 7.03.

Cette dØmonstration n’est pas aisØe à optimiser. Elle laisse pourtant le choix, notamment,
des exposants q et q′, et il n’est pas impossible que des exposants judicieux mŁnent à de
meilleures valeurs pour la constante C. Nous allons nØanmoins dØcouvrir un chemin bien
plus pratiquable pour obtenir l’amØlioration recherchØe.
Remarque:
Dans leur article sur la percolation de premier passage [8], Benjamini, Kalai et
Schramm améliorent le résultat principal de Talagrand dans [62] dans le cas où
p = 1
2
. Il est facile de généraliser leur résultat à un p quelconque, en utilisant la
bonne constante d’hypercontractivité qui découle de la proposition 5.4.11. On
peut alors obtenir une version du théorème 5.4.1 où la constante C vaut 2. Dans
les chapitres suivants, nous montrons comment obtenir une meilleure constante.
Remarquons que la preuve de Benjamini, Kalai et Schramm est plus simple que
celles de Friedgut et Kalai, ou Bourgain et Kalai, mais qu’elle utilise toujours
la décomposition de l’indicatrice de A sur la base (rS)S⊂{1,...,n}.
5.4.2 Hypercontractivité et inégalité de Sobolev logarithmique.
Dans cette section, on introduit les notions d’hypercontractivitØ et d’inØgalitØ de Sobolev
logarithmique. Ces deux notions sont liØes entre elles, comme le montre le thØorŁme 5.4.8.
De mŒme que le lemme de Bonami et Beckner, qui est un rØsultat d’hypercontractivitØ, est
au cur de la preuve des thØorŁmes 5.2.1 et 5.3.3, l’inØgalitØ de Sobolev logarithmique
correspondante est au cur de notre nouvelle dØmonstration (cf. section 5.4.3).
Rappelons la dØnition gØnØrale d’un semi-groupe et du gØnØrateur associØ (voir [4] ou [67]).
Pour cela, on se donne un espace topologique mesurØ (Ω,F , µ), et un espace vectoriel normØ
complet de fonctions continues bornØes de Ω dans R, que l’on notera (B, ‖.‖). Par exemple,
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pour Ω = {0, 1}n, B pourra Œtre l’ensemble des fonctions de Ω dans R, muni de la norme
‖.‖∞. C’est le cas qui nous intØressera. On pourra prendre aussi Ω = Rn, et B = Cb(Rn,R),
muni encore de la norme ‖.‖∞. On supposera toujours que la fonction 1IΩ, constante Øgale à
1, appartient à B.
Définition 5.4.3 On dit qu’une famille (St)t≤0 d’opérateurs linéaires sur B est un semi-
groupe de Markov si :
(i) S0 = Id ,
(ii) pour toute fonction f ∈ B, t 7→ Stf est continue sur R+ ,
(iii) pour tous s, t ≥ 0, St+s = St ◦ Ss ,
(iv) St 1IΩ = 1IΩ et Stf ≥ 0 pour f ≥ 0 ,
(v) pour toute fonction f ∈ B, ‖Stf‖ ≤ ‖f‖ .
Définition 5.4.4 Lorsque la fonction 1
t
(Stf − f) admet une limite dans B lorsque t tend
vers 0, on note Lf cette limite. On appelle alors gØnØrateur innitØsimal l’opérateur L ainsi
défini.
On dØnit alors l’hypercontractivitØ de la maniŁre suivante :
Définition 5.4.5 Etant donnée une fonction strictement croissante q, de R+ dans [q(0),+∞[,
on dit qu’un semi-groupe (St)t≤0 est hypercontractif de fonction de contraction q, si pour
toute fonction f de B, et tout t > 0,
‖Stf‖q(t) ≤ ‖f‖q(0) .
Cela revient donc à dire que St est une contraction de Lq(0)
⋂B dans Lq(t)⋂B. Evidemment,
une telle dØnition n’est intØressante que si Lq(0)⋂B n’est pas vide. Elle traduit alors une
certaine capacitØ du semi-groupe à lisser les fonctions.
La propriØtØ d’hypercontractivitØ d’un semi-groupe a un un lien Øtroit avec l’existence d’une
inØgalitØ de Sobolev logarithmique. Pour dØnir ce qu’on entend par là, commençons par
dØnir l’entropie d’une fonction relativement à une mesure µ.
Définition 5.4.6 Soit (E,F , µ) un espace probabilisé. On appelle entropie d’une fonction f
mesurable, par rapport à µ, la quantité, toujours positive, suivante :
Entµ(f) :=
∫
E
f(x) log f(x) dµ(x)−
∫
E
f(x) dµ(x) log
∫
E
f(x) dµ(x) .
Une inØgalitØ de Sobolev logarithmique est alors dØnie par une certaine majoration de l’en-
tropie.
Définition 5.4.7 Soit L un générateur infinitésimal de mesure invariante µ (c’est à dire que
µ est invariante par le semi-groupe de Markov associé à L). On dira que µ satisfait à une
inégalité de Sobolev logarithmique de constante c si, pour toute fonction f ∈ D(L),
Entµ(f 2) ≤ c
∫
−fLf dµ .
Le terme
∫ −fLf dµ est appelé l’energie de f associée au générateur L.
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Le lien Øtroit entre hypercontractivitØ et inegalitØ de Sobolev logarithmique est donnØ par le
thØorŁme suivant, dß à Gross [36].
Théorème 5.4.8 Soit (St)t≥0 un semi-groupe de Markov admettant µ pour mesure rØversible
(cf. [66] p. 121). Alors, les deux propositions suivantes sont vérifiées :
(i) S’il existe une constante c > 0 telle que le semi-groupe (St)t≥0 soit hypercontractif de
fonction de contraction q(t) = 1 + e 4tc , alors, la mesure µ satisfait à une inégalité de
Sobolev logarithmique de constante c.
(ii) Si µ satisfait à une inégalité de Sobolev logarithmique de constante c > 0, alors pour
tout q(0) > 1, le semi-groupe (St)t≥0 est hypercontractif, de fonction de contraction
q(t) = 1 + (q(0)− 1)e 4tc .
Si on repense maintenant à la dØmonstration du thØorŁme 5.2.1, on s’aperçoit que la suite
d’opØrateurs (Pε)ε∈]0,1] dØnie dans le lemme 5.2.2 forme un semi-groupe de Markov, de
mesure stationnaire µ, si on le reparamŁtre en temps t = log 1
ε
. Nous allons construire l’ana-
logue de ce semi-groupe pour tout p ∈ [0, 1]. On dØnit le semi-groupe (Tt)t≥0 sur {0, 1}
d’un processus Markovien de saut binaire, qui passe de 0 à 1 avec taux p et de 1 à 0 avec
taux 1− p. Son gØnØrateur est le suivant (voir par exemple [66]) :
Hf(x) :=
{
(1− p)(f(0)− f(1)) si x = 1 ,
p(f(1)− f(0)) si x = 0 . (5.4.12)
L’opØrateur Tt est Øgal à exp tH, et on peut ainsi exprimer le noyau de transition de (Tt)t≥0.
Pour toute fonction f de {0, 1} dans R,
Ttf(x) =
∑
y∈{0,1}
f(y)Kt(x, y) ,
avec :
Kt(x, x) = e
−t + (1− e−t)bp(x) ,
Kt(x, y) = (1− e−t)bp(y) si x 6= y .
Il est facile de voir que bp est une mesure symØtrique et invariante pour ce semi-groupe, c’est
à dire que :
∀f, g,
∫
gTtf dbp =
∫
fTtg dbp .
Puis, on obtient le semi-groupe (Tn,t)t≥0 sur {0, 1}n, obtenu à partir du prØcØdent par ten-
sorisation. Si on note Li le gØnØrateur associØ au semi-groupe (Tt)t≥0 agissant seulement
sur la i-Łme variable des fonctions de {0, 1}n dans R, on prend pour gØnØrateur de (Tn,t)t≥0
l’opØrateur L dØni comme la somme de Kronecker des Li (cf. [66]) :
L =
n⊕
i=1
Li .
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Ainsi, (Tt)t≥0 a pour noyau de transition :
Kn,t((x1, . . . , xn), (y1, . . . , yn)) =
n∏
i=1
Kt(xi, yi) ,
et on a, pour toute fonction f de {0, 1}n dans R,
Tn,tf(x) =
∑
y∈{0,1}n
f(y)Kn,t(x, y) .
Nous rØunissons dans la proposition suivante les propriØtØs immØdiates des opØrateurs Li et
L. Lorsqu’une fonction f est dØcomposØe sur la base (rS), on voit notamment apparaître le
rapport entre l’Ønergie de f associØe au gØnØrateur L et la quantitØ ∑S |S|α2S, fondamentale
dans les thØorŁmes 5.2.1 et 5.4.1.
Proposition 5.4.9
1. Le générateur Li est décrit par :
Lif(x) =
{ −(1− p)∇if(x) si xi = 1 ,
p∇if(x) si xi = 0 .
2. Le générateur Li est décrit par :
Lif = −
(
f −
∫
f dbp(xi)
)
.
3. Le générateur L possède une base orthonormée de L2 ({0, 1}n, µp) de fonctions
propres qui est constituée des fonctions rS définies par :
∀x ∈ {0, 1}, r(x) =

 −
√
1−p
p
si x = 1√
p
1−p si x = 0
.
∀x ∈ {0, 1}n, rS(x) =
∏
i∈S
r(xi) .
La fonction propre rS est associée à la valeur propre |S|.
4. Pour toute fonction f = ∑S αSrS de {0, 1}n dans R, l’énergie de f associée à L
vérifie l’égalité :
E (−fLf) =
∑
S
|S|α2S .
Démonstration :
1. C’est immØdiat, vue la dØnition du gØnØrateur H en 5.4.12.
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2. Montrons cela pour i = 1. On a :
−
(
f −
∫
f dbp(x1)(x)
)
= −p(f(x)− f(1, x2, . . . , xn))− (1− p)(f(x)− f(0, x2, . . . , xn)) ,
= −p(f(x)− f(1, x2, . . . , xn)) 1Ix1=0
−(1− p)(f(x)− f(0, x2, . . . , xn)) 1Ix1=1 ,
= −p(f(x)− f(T1(x))) 1Ix1=0 − (1− p)(f(x)− f(T1(x))) 1Ix1=1 ,
= L1f(x) ,
d’aprŁs le premier point.
3. Grâce au deuxiŁme point, on peut voir facilement que :
LirS = − 1Ii∈SrS .
Et donc,
LrS =
n∑
i=1
LirS = −
n∑
i=1
1Ii∈SrS = −|S|rS .
Le fait que les fonctions rS forment une base orthonormØe de
L2 ({0, 1}n, µp) se vØrie aisØment, et a dØjà ØtØ ØvoquØ au dØbut de la
section 5.3.
4. D’aprŁs le dernier point, on a, si f s’Øcrit ∑S αSrS ,
E (−fLf) = E
(∑
S
αSrS ×
∑
S
|S|αSrS
)
.
Comme les fonctions rS forment une base orthonormØe deL2 ({0, 1}n, µp),
on obtient :
E (−fLf) =
∑
S
|S|α2S .

Dans le cas oø f est l’indicatrice d’un ensemble croissant, la propriØtØ 5.4.9 nous permet de
relier l’Ønergie de f associØe à L et la dØrivØe dµp(A)
dp
.
Lemme 5.4.10 Si f = 1IA, où A est un sous-ensemble croissant de {0, 1}n, on a, pour tout
i de {1, . . . , n} :
−
∫
fLif dµp = p(1− p)
∫
∇if dµp ,
−
∫
fLf dµp = p(1− p)dµp(A)
dp
,
et ∫
(Lif)2 dµp = p(1− p)
∫
∇if dµp .
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Démonstration :
D’aprŁs la proposition 5.4.9 :
−
∫
fLif dµp =
(∫
(1− p)f(x) 1Ixi=1∇if(x) dµp(x)
−
∫
pf(x) 1Ixi=0∇if(x) dµp(x)
)
.
Or, f Øtant une fonction indicatrice croissante, on peut voir facilement que :
∀x ∈ {0, 1}n, f(x) 1Ixi=1∇if(x) = 1Ixi=1∇if(x) ,
et :
∀x ∈ {0, 1}n, f(x) 1Ixi=0∇if(x) = 0 ,
En observant que ∇if(x) ne dØpend pas de la coordonnØe xi, on obtient :
−
∫
fLif dµp = p(1− p)
∫
∇if dµp .
Ensuite,
−
∫
fLf dµp = p(1− p)
∫ n∑
i=1
∇if dµp .
Donc, d’aprŁs le lemme 5.1.3,
−
∫
fLf dµp = p(1− p)dµp(A)
dp
.
Pour la derniŁre ØgalitØ, c’est immØdiat, en notant que pour une fonction f crois-
sante, ∇if = (∇if)2.

Ainsi, une inØgalitØ de Sobolev logarithmique appliquØe à f = 1IA donnerait directement
une minoration de dµp(A)
dp
. On a justement une telle inØgalitØ pour le semi-groupe de gØnØra-
teur L :
Proposition 5.4.11 Soit p ∈]0, 1[, et f une fonction de {0, 1}n dans R. On a :∫
f 2 log f 2 dµp −
(∫
f 2 dµp
)
log
∫
f 2 dµp ≤ cLS(p)
∫
−fLf dµp , (5.4.13)
où :
cLS(p) =
{ log(1−p)−log p
1−p −p si p 6= 12 ,
2 si p = 1
2
.
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FIG. 5.1  Valeur de la constante de Sobolev logarithmique cLS(p) en fonction de p.
On trouvera un graphe de la fonction p 7→ cLS(p) à la gure 5.1. Pour dØmontrer la propo-
sition 5.4.11, il suft d’utiliser deux rØsultats dont on pourra trouver une dØmonstration, par
exemple, dans [4]. Le premier rØsultat est l’obtention de l’Øquation (5.4.13) pour n = 1. Le
second rØsultat est la propriØtØ 5.4.12, connue sous le nom de tensorisation de l’entropie.
Cette propriØtØ permet sans effort de passer du cas n = 1 au cas gØnØral lorsque L est une
somme de Kronecker, comme c’est le cas ici.
Proposition 5.4.12 Soient (Ei,Fi, µi, i = 1 . . . , n) n espaces de probabilité et (En,Fn, µn1)
l’espace produit muni de la tribu produit Fn et de la mesure produit µn = µ1⊗ . . .⊗µn. On
a alors :
Entµn(f) ≤
n∑
i=1
Eµn(Entµi(f)) ,
où la notation Entµi(f) signifie que seule la ieme variable est concernée par les intégrations.
La minoration obtenue en appliquant directement la proposition 5.4.11 à f = 1I(A) n’est
pas intØressante, et pour tirer pleinement parti de l’inØgalitØ de Sobolev logarithmique, on
peut Øcrire f−∫ f dµp comme une somme d’accroissements de martingale (pour la ltration
naturelle sur {0, 1}n), et appliquer la proposition 5.4.11 à chaque accroissement.
5.4.3 Une meilleure constante.
Dans ce paragraphe, nous allons dØmontrer que la largeur de seuil d’une propriØtØ crois-
sante et symØtrique est majorØe par log 1−εε
s(n)
, oø s(n) est donnØe par :
s(n) = logn− sup

log


(
log n
(log n)2
)3+ 4
e
8
(
2
e
)2+ 4
e

 , 2 log (logn)

 . (5.4.14)
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Remarquez que pour n assez grand (supØrieur à 275), on a :
s(n) ≥ log n−
(
3 +
4
e
)
log log
n
(log n)2
.
Bien sßr, on a Øgalement :
s(n) ∼ log n ,
ce qui, asymptotiquement, fait passer la constante de Friedgut et Kalai de 7,03 à 1.
PrØcisØment, nous dØmontrons le thØorŁme suivant :
Théorème 5.4.13 Soit A une propriété croissante de {0, 1}n, symétrique. Pour tout n ≥ 2,
∀p ∈]0, 1[, dµp(A)
dp
≥ s(n)µp(A)(1− µp(A))
p(1− p)cLS(p) .
Si en plus, A n’est pas trivial, on a :
∀ε ∈]0, 1/2], τ(A, ε) ≤ log
1−ε
ε
s(n)
.
Un graphe de p 7→ p(1 − p)cLS(p) est donnØ à la gure 5.2. D’autre part, on trouvera dans
les tableaux 5.1 et 5.2 des valeurs de la largeur de seuil maximale donnØe respectivement par
le thØorŁme 5.4.1 et par le thØorŁme 5.4.13, pour diffØrentes valeurs de ε et de n.
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FIG. 5.2  Graphe de p 7→ p(1− p)cLS(p).
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n 103 104 105 1010 1020 1030
ε = 0.1 2.2356 1.6767 1.3414 0.6707 0.3353 0.2236
ε = 0.05 2.9959 2.2469 1.7975 0.8988 0.4494 0.2996
ε = 0.005 5.3857 4.0393 3.2314 1.6157 0.8079 0.5386
TAB. 5.1  Largeurs de seuils maximales donnØes par le thØorŁme 5.4.1
n 103 104 105 1010 1020 1030
ε = 0.1 0.7457 0.6784 0.5397 0.1921 0.0714 0.0425
ε = 0.05 0.9993 0.9091 0.7232 0.2575 0.0957 0.0569
ε = 0.005 1.7964 1.6344 1.3001 0.4628 0.1721 0.1023
TAB. 5.2  Largeurs de seuils maximales donnØes par le thØorŁme 5.4.13
Démonstration :
Soit f =
∑
αSrS de {0, 1}n dans R. On note :
∀j ∈ {1, . . . , n}, Vj = E[f |(x1, . . . , xj)]− E[f |(x1, . . . , xj−1)] ,
De sorte que :
f − E[f ] =
n∑
j=1
Vj .
A l’aide de l’identitØ (5.3.7), on obtient le dØveloppement de Vj sur la base (rS).
Vj =
∑
S 63j+1,...,n
S3j
αSrS .
Grâce au point (2) de la proposition 5.4.9, on peut Øgalement Øcrire :
Vj = E[−Ljf |x1, . . . , xj] . (5.4.15)
Appliquons l’inØgalitØ de Sobolev logarithmique à chaque Vj :
cLS(p)
∑
S 63j+1,...,n
S3j
|S|α2S ≥ Entµp(V 2j ) ,
=
∫
V 2j log V
2
j dµp −
∫
V 2j dµp log
∫
V 2j dµp .
Puis, sommons ces inØgalitØs pour j allant de 1 à n. On obtient :
cLS(p)
∑
S
|S|α2S ≥
n∑
j=1
∫
V 2j logV
2
j dµp︸ ︷︷ ︸
(1)
+
n∑
j=1
‖ Vj ‖22 log
1
‖ Vj ‖22︸ ︷︷ ︸
(2)
.
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Notons :
I =
∑
S
|S|α2S =
∫
−fLf dµp .
D’aprŁs le lemme 5.4.10,
I = p(1− p)dµp(A)
dp
. (5.4.16)
Supposons désormais que f est une fonction symétrique. On peut alors
minorer le terme (2) comme suit (la premiŁre inØgalitØ est l’application de l’in-
ØgalitØ de Jensen à la fonction convexe x 7→ |x|) :
‖ Vj ‖22 ≤ ‖ Ljf ‖22 ,
=
1
n
n∑
j=1
‖ Ljf ‖22 ,
=
1
n
I ,
d’oø :
(2) =
n∑
j=1
‖ Vj ‖22 log
1
‖ Vj ‖22
≥
n∑
j=1
‖ Vj ‖22 log
n
I
,
= V ar(f) log
n
I
. (5.4.17)
DØcoupons maintenant chaque terme de la somme que reprØsente le terme (1)
de la façon suivante :∫
V 2j logV
2
j dµp =
∫
V 2j log V
2
j 1IV 2j ≤t dµp︸ ︷︷ ︸
(1a)
+
∫
V 2j log V
2
j 1IV 2j >t dµp︸ ︷︷ ︸
(1b)
.
Remarquons que la fonction x 7→ x log x est dØcroissante sur [0, 1
e
]. Supposons
que t ≤ 1
e2
. On peut alors Øcrire :
(1a) =
∫
2 |Vj| × |Vj| log |Vj| 1IV 2j ≤t dµp ≥
√
t log t
∫
|Vj| 1IV 2j ≤t dµp ,
≥ √t log t
∫
|Vj| dµp ,
car
√
t log t est nØgatif.
Supposons désormais que f est l’indicatrice d’un ensemble symétrique
croissant. D’aprŁs (5.4.15) et l’inØgalitØ de Jensen, on a :∫
|Vj| dµp ≤
∫
|Ljf | dµp ,
= 2p(1− p)
∫
|∇jf | dµp ,
= 2
∫
−fLjf dµp ,
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la derniŁre ØgalitØ rØsultant du lemme 5.4.10, en utilisant l’hypothŁse que f est
une fonction indicatrice croissante. D’un autre côtØ, la fonction log Øtant crois-
sante,
(1b) ≥ log t
∫
V 2j dµp .
En sommant les minorations obtenues, on trouve :
(1) ≥ 2√t log t
n∑
j=1
∫
−fLjf dµp + log(t)
n∑
j=1
∫
V 2j dµp ,
= 2I
√
t log t+ V ar(f) log(t) .
On aimerait choisir t de sorte que cette expression soit maximum. Il est plus
simple d’Øgaler les deux termes dont elle est constituØe. On aimerait donc choi-
sir :
t =
(
V ar(f)
2I
)2
,
Mais il faut Øgalement garantir que t soit infØrieur à 1
e2
. Or, pour l’instant, on ne
sait qu’une chose :
I ≥
∑
S 6=∅
α2S = V ar(f) .
On choisit donc :
t =
(
V ar(f)
eI
)2
.
Ainsi,
(1) ≥ V ar(f) log
(
V ar(f)
e
∑
S |S|α2S
)2+ 4
e
. (5.4.18)
En regroupant les minorations de (1) et (2), obtenues en 5.4.17 et 5.4.18, on
obtient :
cLS(p)I ≥ V ar(f) log
((
V ar(f)
e
∑
S |S|α2S
)2+ 4
e n
I
)
≥ V ar(f) log
(
nV ar(f)2+
4
e
e2+
4
e (I)3+
4
e
)
.
La fonction f Øtant une indicatrice, on peut Øcrire :
1 ≥ 4V ar(f)
D’oø :
cLS(p)I ≥ V ar(f) log
(
4nV ar(f)3+
4
e
e2+
4
e (I)3+
4
e
)
. (5.4.19)
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Deux cas se prØsentent alors :
• Soit on a :
cLS(p)I ≥ V ar(f) log n
(log n)2
,
• Soit on a :
cLS(p)I < V ar(f) log
n
(log n)2
,
alors, d’aprŁs 5.4.19,
cLS(p)I ≥ V ar(f) log

 4ncLS(p)3+ 4e
e2+
4
e
(
log n
(log n)2
)3+ 4
e

 ,
Dans tous les cas,
cLS(p)I ≥ min

V ar(f) log n(logn)2 , V ar(f) log

 4ncLS(p)3+ 4e
e2+
4
e
(
log n
(log n)2
)3+ 4
e



 .
Remarquons que cLS(p) ≥ 2. Donc :
cLS(p)I ≥ min

V ar(f) log n(log n)2 , V ar(f) log

 4n23+ 4e
e2+
4
e
(
log n
(log n)2
)3+ 4
e



 ,
= V ar(f).s(n) .
Rappelons maintenant (cf. 5.4.16) que :
I = p(1− p)dµp(A)
dp
.
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On obtient ainsi la premiŁre assertion du thØorŁme. Pour la deuxiŁme asser-
tion, remarquez que s(n) (dØnie en 5.4.14) est positive pour tout n ≥ 2 et que
p(1− p)cLS(p) ≤ 12 (cf. gure 5.2). Le rØsultat dØcoule alors du lemme 5.1.1.

5.4.4 Optimalité ou sous-optimalité ?
Pour Øtudier l’optimalitØ de la minoration obtenue dans la section 5.4.3, on reprend
l’exemple 6 de abilitØ dØni dans le chapitre 2.2.
Exemple 17 Parallèle-série
L’ensemble des Øtats de panne Bn est bien croissant, et symØtrique, et on a :
dµp(Bn)
dp
= npk−1
(
1− pk)nk−1 .
Fixons ε ∈]0, 1
2
]. Supposons que n
k
−−−−→
n→+∞
+∞, et que µp(Bn) reste dans ]ε, 1− ε[. Alors,
nØcessairement (p Øtant liØ à n) :
pk −−−−→
n→+∞
0 .
Et donc : (
1− pk)nk−1 = 1− µp(Bn) + o(1) ,
n
k
pk = log
1
1− µp(Bn) + o(1) .
Ainsi :
dµp(Bn)
dp
=
k
p
(1− µp(Bn)) log 1
1− µp(Bn) + o
(
k
p
)
.
Et encore :
k log
(
1
p
)
= log
n
k log 1
1−µp(Bn)
+ o(1) .
Donc :
dµp(Bn)
dp
=
log n
k log 1
1−µp(Bn)
p log
(
1
p
) (1− µp(Bn)) log 1
1− µp(Bn) + o

 log nk
p log
(
1
p
)

 .
Si on suppose, en plus, que log k = o(logn), on a alors :
dµp(Bn)
dp
=
logn
p log
(
1
p
)(1− µp(Bn)) log 1
1− µp(Bn) + o

 logn
p log
(
1
p
)

 .
§ 5.4 A la recherche de la meilleure constante. 93
Remarquons que lorsque p tend vers 0, p(1 − p)cLS(p) est Øquivalent à p log 1p . Dans cet
exemple, si on prend k = o(logn), alors p tend vers 0 si µp(Bn) reste dans ]ε, 1−ε[. On aura
donc, tant que µp(Bn) reste dans ]ε, 1− ε[,
dµp(Bn)
dp
=
logn
p(1− p)cLS(p)(1− µp(Bn)) log
1
1− µp(Bn) + o
(
log n
p(1− p)cLS(p)
)
.
Exemple 18 Série-parallèle
L’ensemble des Øtats de panne Bn est bien croissant, et symØtrique, et on a :
dµp(Bn)
dp
= n(1− p)k−1 (1− (1− p)k)nk−1 .
De la mŒme maniŁre que pour le cas ParallŁle-sØrie, on xe ε ∈]0, 1
2
], et on suppose que
µp(Bn) reste dans ]ε, 1− ε[. Alors, on montre que, si log k = o(log n), on a :
dµp(Bn)
dp
=
logn
(1− p) log
(
1
1−p
)µp(Bn) log 1
µp(Bn)
+ o

 log n
(1− p) log
(
1
1−p
)

 .
Remarquons que lorsque p tend vers 1, p(1− p)cLS(p) est Øquivalent à (1− p) log 11−p . Dans
cet exemple, si on prend k = o(logn), alors p tend vers 1 si µp(Bn) reste dans ]ε, 1− ε[. On
aura donc, tant que µp(Bn) reste dans ]ε, 1− ε[,
dµp(Bn)
dp
=
log n
p(1− p)cLS(p)µp(Bn) log
1
µp(Bn)
+ o
(
logn
p(1− p)cLS(p)
)
.
Au vu de ces deux exemples, on se rend compte que le thØorŁme 5.4.13 est assez n. Il est
assez difcile de comparer de façon gØnØrale ce rØsultat avec les exemples 17 et 18, puisque
les formes des dØrivØes au niveau du seuil ne sont pas identiques. En effet, la forme du
thØorŁme 5.4.13 est en µp(A)(1 − µp(A)), alors que les deux exemples ci-dessus sont en
µp(A) log
1
µp(A)
et (1 − µp(A)) log 11−µp(A) . On peut tout de mŒme comparer les dØrivØes à
probabilitØ µp(A) xØe. Posons :
In(ε) = inf
{
p(1− p)cLS(p)dµp(A)
dp
tq A ⊂ {0, 1}n, A symØtrique, et µp(A) = ε
}
.
Le thØorŁme 5.4.13 afrme que :
In(ε) ≥ snε(1− ε) ,
avec sn Øquivalente à log n. Les deux exemples ci-dessus nous disent que :
In(ε) . log(n) min
{
ε log
1
ε
, (1− ε) log 1
1− ε
}
.
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FIG. 5.3  Graphe de la fonction ε 7→ min{ε log
1
ε
, (1−ε) log 1
1−ε}
ε(1−ε) .
Le terme min
{
ε log 1
ε
, (1− ε) log 1
1−ε
}
est toujours supØrieur ou Øgal à ε(1− ε). On a tracØ
dans la gure 5.4.4 le quotient min{ε log
1
ε
, (1−ε) log 1
1−ε}
ε(1−ε) en fonction de ε. Le maximum est
atteint en 1
2
et vaut 2 log(2).
La question de l’optimalitØ reste donc en suspens. Nous n’avons pas rØussi à trouver de
propriØtØ A telle que p(1 − p)cLS(p)dµp(A)dp soit Øquivalente à (logn) .µp(A)(1 − µp(A))
dans l’intervalle de seuil.
Remarque:
Les calculs développés plus haut pourront être étendus au cas d’une approxima-
tion poissonienne plus générale. En effet, suppososons qu’il existe une variable
aléatoire X à valeurs entières telle qu’on ait, dans l’intervalle critique :
µp(A) ∼ 1− e−E(X) ,
Supposons de plus, pour simplifier, que X s’écrive :
X =
∑
m∈M
1Imx ,
§ 5.5 Deux voies à explorer. 95
où les éléments deM ont tous le même cardinal k. On pourra écrire en général :
dµp(A)
dp
∼ e−E(X) dE(X)
dp
,
∼ k
p
E(X)e−E(X) ,
∼ k
p
(1− µp(A)) log 1
1− µp(A) ,
∼
log |M|
E(X)
p log 1
p
(1− µp(A)) log 1
1− µp(A) .
Ceci donne un seuil de l’ordre de log |M|
p log 1
p
, puisque dans l’intervalle critique,
E(X) reste bornée (on a supposé que µp(A) = 1− e−E(X)).
5.5 Deux voies à explorer.
Enonçons maintenant deux critiques à l’encontre du thØorŁme 5.4.13. PremiŁrement, le
thØorŁme ne tient pas compte de la taille, ou d’autres spØcicitØs, du sous-groupe de Sn par
lequel une propriØtØ symØtrique A est invariante. Pourtant, nous avons vu dans l’exemple
1 que si ce sous-groupe est Sn tout entier, la largeur de seuil est nØcessairement d’ordre
infØrieur à 1√
n
. Nous avons Øgalement vu que dans le cas du groupe produit Slog n × S n
log n
(cf. exemples 18 et 17), l’ordre de largeur de seuil 1
logn
peut Œtre atteint. Il est alors tentant de
chercher un rØsultat semblable au thØorŁme 5.4.13, mais qui tienne compte du sous-groupe
d’invariance de A. Un dØbut de rØponse est apportØ par le thØorŁme 5.5.1, dß à Bourgain et
Kalai [15], rØsultat prØsentØ dans la section 5.5.1.
La deuxiŁme critique que l’on peut faire au thØorŁme 5.4.13 est qu’il est souvent incapable
de dØtecter un seuil Øtroit. En effet, dŁs que la probabilitØ critique p 1
2
d’une propriØtØA est au
plus de l’ordre d’une puissance nØgative de n, la minoration de la dØrivØe obtenue ne permet
pas de conclure que τ(A,ε)
p 1
2
tend vers 0 dans l’intervalle de seuil. Une premiŁre rØponse
à ce problŁme est apportØe par le thØorŁme 5.5.4 dß à Friedgut, prØsentØ dans la section 5.5.2.
5.5.1 Le travail de Bourgain et Kalai.
Cette section est destinØe à prØsenter le rØsultat suivant de Bourgain et Kalai [15] qui
relie les largeurs maximales de seuil à une caractØristique du groupe d’invariance, dØnie
comme suit. Soit G un groupe de permutations agissant transitivement sur {1, . . . , n}. Pour
tout k ∈ {1, . . . , n} dØnissons φ(k) par :
φ(k) = φG(k) = min
S⊂{1,...,n}
|S|=k
log2 ( |{σ(S) t.q. σ ∈ G}| ) ,
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oø log2 dØsigne le logarithme en base 2. Pour tout τ ≥ 0, posons alors :
aτ (G) = sup
{
φ(k) t.q. φ(k) > k1+τ
}
.
Théorème 5.5.1 Soit G un groupe de permutations agissant transitivement sur {1, . . . , n}.
Pour tout τ > 0, il existe une constante cτ > 0 telle que, pour toute propriété monotone A
de {0, 1}n invariante sous G :
dµp(A)
dp
> cτaτ (G)µp(A)(1− µp(A)) ,
pourvu que p(1− p) reste éloigné de 0 au sens où :
log
(
1
p(1− p)
)
≤ Cte log log n .
Par conséquent, la largeur du seuil pour une telle propriété A est au plus :
p1−ε − pε ≤
2 log 1−ε
ε
cτaτ (G)
.
Ce rØsultat leur permet, dans le mŒme article [15], de garantir des largeurs de seuil un peu
plus nes que 1
log n
à partir de considØrations algØbriques sur le groupe G. Par exemple, on
obtient, dans le cas des graphes, que pour tout τ > 0, il existe une constante Cτ > 0 telle
que pour toute propriØtØ de graphe croissante, la largeur du seuil soit majorØe par log 1−εε
Cτ (log n)2−τ .
Ceci est presque n pour ce qui concerne les graphes, puisqu’on peut montrer que la propriØtØ
de contenir une clique (graphe complet) de taille blog nc admet un seuil de largeur 1
(log n)2
.
NØanmoins, ce rØsultat n’est pas toujours n. En effet, pour le groupe de permutations Sn
tout entier, il donne une largeur de seuil maximale de l’ordre de 1
(log n)M
, pourM quelconque,
mais xØ. La largeur de seuil maximale est pourtant de l’ordre de 1√
n
.
Dans l’article dØjà citØ [15], il est fait mention d’une certaine optimalitØ du thØorŁme 5.5.1.
Nous voudrions ici prØciser un peu ce point. Pour cela, il faut commencer par remarquer qu’il
existe toujours une propriØtØ invariante par G et dont le seuil soit d’ordre 1
a0(G)
. Remarquez
que le thØorŁme 5.5.1 n’est pas valable lorsque τ = 0. Plus prØcisØment, on a le rØsultat
suivant (qui corrige une preuve de l’article original) :
Proposition 5.5.2 Pour tout sous-groupe de permutation G, il existe une propriété A inva-
riante par G et dont la largeur de seuil est d’ordre plus grand que 1
2a0(G)
.
Démonstration :
Soit S un ØlØment de {0, 1}n qui vØrie :
|G(S)| = min
T tq |T |=|S|
|G(T )|, et log2 |G(S)| ≥ |S| , (5.5.20)
et qui soit de taille maximale pour cette propriØtØ :
∀S ′ ∈ {0, 1}n, |S ′| > |S| ⇒


log2 |G(S ′)| < |S ′|
ou
|G(S ′)| > minT tq |T |=|S′| |G(T )|
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Remarquons que l’ØlØment (1, . . . , 1) ne vØrie pas l’Øquation (5.5.20), et donc :
|S| ≤ n− 1 .
Soit S ′ un ØlØment de {0, 1}n tel que |S ′| = |S| + 1 (il en existe d’aprŁs la
remarque prØcØdente) et dont le cardinal de l’orbite sous G soit minimale parmi
les ØlØments de cardinal |S|+ 1. D’aprŁs la propriØtØ de maximalitØ de S, on a :
log2 |G(S ′)| ≤ |S ′| − 1 = |S| ≤ log2 |G(S)| .
ConsidØrons la propriØtØ :
A = {x ∈ {0, 1}n tq ∃T ∈ G(S ′)T  x} .
NotonsX la fonction qui associe à x le nombre d’ØlØments minimaux deA qu’il
contient.
X(x) =
∑
T∈G(S′)
1ITx .
On a :
µ 1
2
(A) ≤ E 1
2
(X) .
= |G(S ′)|2−|S′| ,
≤ 1
2
,
oø on a utilisØ que log2 |G(S ′)| ≤ |S ′| − 1. Par consØquent,
p 1
2
≥ 1
2
.
On peut alors appliquer le lemme 5.1.4 :
dµp(A)
dp
≤ |S
′|
p
µp(A) ,
Donc :
∀p ≥ p 1
2
,
dµp(A)
dp
≤ 2|S ′|µp(A) .
Or |S ′| = |S|+ 1 ≤ log2 |G(S)|+ 1. Donc :
∀p ≥ p 1
2
,
dµp(A)
dp
≤ 2(log2 |G(S)|+ 1)µp(A) .
D’oø, en intØgrant entre p 1
2
et p1−ε,
p1−ε − p 1
2
≥ (2(1− ε)) 12(log2 |G(S)|+1) ≥ 1
2(log2 |G(S)|+ 1)
log (2(1− ε)) .
Et donc :
τ(A, ε) ≥ 1
2(log2 |G(S)|+ 1)
log (2(1− ε)) .
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
La proposition 5.5.2 ne donne pas toujours une minoration ne de la plus grande largeur de
seuil pour un groupe donnØ. Par exemple, dans le cas du groupe symØtrique tout entier, on
a :
a0(G) = sup
{
log2
(
n
k
)
, k tq O ≤ k ≤ n et log2
(
n
k
)
≥ k
}
.
Or, en utilisant la formule de Stirling,
log2
(
n
n
2
)
= n− 1
2
log2 2pin+ o(1) ,
ce qui est supØrieur à n
2
pour n assez grand. Donc, pour n assez grand,
a0(G) = n− 1
2
log 2pin+ o(1) .
La proposition 5.5.2 donne alors une minoration de la largeur de seuil maximale qui est de
l’ordre de 1
n
, ce qui est beaucoup trop petit.
Par contre, dans le cas du groupe cyclique, on obtient quelque chose de n. En effet, remar-
quons que
|G((1, 0, . . . , 0))| = n ,
et pour tout ØlØment S de {0, 1}n,
log |G(S)| ≤ log |G| = logn .
Donc, on obtient :
∀τ ≥ 0, a0(G) = aτ (G) = log n .
D’autre part, on sait que la largeur de seuil peut Œtre de l’ordre de 1
log n
, notamment dans le
cas des runs de log n 1 consØcutifs (cf. exemple 4).
En fait, il est montrØ dans l’article de Bourgain et Kalai que la minoration de la proposition
5.5.2 est assez ne pour tous les groupes primitifs, sauf pour An (le groupe alternØ) et Sn.
Les groupes primitifs sont les groupes de permutations G transitifs sur {1, . . . , n} tels que
les seules partitions de {1, . . . , n} qui soient laissØes invariantes par G sont les partitions
triviales (l’ensemble des singletons et {{1, . . . , n}}). PrØcisons ce qu’on entend par assez
ne. Notons, pour ε dans ]0, 1
2
] :
T (G, ε) = sup {τ(A, ε) tq A soit G− invariante} .
Le thØorŁme 5.5.1 et la proposition 5.5.2 impliquent que :
∀τ > 0, Cτ
aτ (G)
≥ T (G, ε) ≥ 1
3a0(G)
.
Pour plusieurs groupes primitifs, Bourgain et Kalai montrent que aτ ne dØpend pas de τ . Pour
tous les autres (saufAn et Sn), ils trouvent des majorations de aτ et des minorations de a0 trŁs
proches l’une de l’autre. Sans rentrer dans le dØtail, ces minorations sont du type a0(G) ≤
§ 5.5 Deux voies à explorer. 99
Θ
(
(log n)1+
1
r
)
et aτ (G) ≥ Θ
(
(logn)1+
1−τ
r
)
, oø r est un entier naturel. Ils obtiennent ainsi
une description assez complŁte des plus grandes largeurs de seuil possibles pour un groupe
primitif donnØ.
Une question, principalement, demeure posØe. Est-il possible d’amØliorer le thØorŁme 5.5.1
de maniŁre à recouvrir de maniŁre ne le cas des groupesAn et Sn ? Peut-Œtre les techniques
mises en uvre dans la preuve du thØorŁme 5.4.13 peuvent-elles nous-y aider.
5.5.2 Le travail de Friedgut et Bourgain : comment caractériser les
seuils étroits à partir des éléments minimaux ?
Revenons au seul rØsultat gØnØral relatif aux seuils grossiers dont on dispose. Le corollaire
5.1.4 dit en substance qu’une propriØtØ dont les ØlØments minimaux sont de taille bornØe
indØpendamment de n a un seuil grossier. La premiŁre idØe naïve qui vient à l’esprit est que
ce sont les seules propriØtØs ayant un seuil grossier, et que dŁs que les ØlØments minimaux
d’une propriØtØ ont une taille tendant vers l’inni, cette propriØtØ a un seuil Øtroit. Un moment
de rØexion permet de se rendre compte que cette idØe est un peu hâtive. En effet, il y a
beaucoup de propriØtØs grossiŁres dont le seuil se dØclenche à un endroit oø la taille des
ØlØments est grande, autrement dit, des propriØtØs A de {0, 1}N , avec N = N(n), pour
lesquelles Npε tend vers l’inni. Notons alors an une suite qui tend vers l’inni et qui est
nØgligeable devant Npε. La concentration de la mesure µN,p permet en gØnØral de dire que
la nouvelle propriØtØ B = {x ∈ A tq |x| ≥ an} a un seuil de mŒme nature que celui de A , et
situØ essentiellement à la mŒme localisation. Donc B aura un seuil grossier, et ses ØlØments
minimaux ont une taille qui tend vers l’inni.
Pour prØciser cela, prenons l’exemple de la propriØtØ A =contenir un triangle du graphe
alØatoire G(n, p). Notons α(n) = n(n−1)
2
le nombre d’arŒtes du graphe complet. Nous avons
vu dans le chapitre 4.3 que :
∀c ∈ R+, µα(n), c
n
(A) −−−−→
n→+∞
e
−c3
6 .
Ainsi, la transition de A se dØclenche lorsque p est de l’ordre de 1
n
. A ce moment-là, le
nombre moyen d’arŒtes de G(n, p) est de l’ordre de n. Posons alors :
B = {x ∈ A tq |x| ≥ logn} .
On a :
µp(A) ≥ µp(B) ≥ µp(A)− µp

α(n)∑
i=1
xi < logn

 .
Lorsque p = c
n
, la concentration de la mesure µp,α(n) implique que le dernier terme de l’Øqua-
tion ci-dessus est nØgligeable. Pour prØciser cela, utilisons une version ne de l’inØgalitØ de
dØviation classique pour les binomiales (cf. [59], p. 854) :
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Proposition 5.5.3 Soit X une variable aléatoire de loi binomiale B(N, p), Y = X−np√
n
, et λ
un réel positif. Alors :
P(Y ≥ λ) ≤ e−λ2g(p) , (5.5.21)
P(Y ≤ −λ) ≤ e−λ2g(1−p) , (5.5.22)
avec g(p) = 1
1−2p log
1−p
p
si 0 ≤ p ≤ 1
2
,
1
2p(1−p) si
1
2
≤ p ≤ 1 .
On a alors, pour p = c
n
, en utilisant l’Øquation 5.5.22 :
µp

α(n)∑
i=1
xi < log n

 = µp
(∑α(n)
i=1 xi − α(n)p√
α(n)
< −
(
c
√
α(n)
n
− logn√
α(n)
))
≤ e−
 
c
√
α(n)
n −
log n√
α(n)
!2
2 cn (1− cn ) ,
= o(1) ,
puisque
√
α(n)
n
→ 1√
2
. Ainsi, B et A ont les mŒmes transitions.
NØanmoins, Friedgut a pu dØmontrer un rØsultat qui prend en compte ce genre de cas ar-
ticiels (thØorŁme 1.1 dans [31]). Dans cet ØnoncØ, on appelle graphe minimal d’une pro-
priØtØ Bn un ØlØment minimal de Bn, c’est à dire un graphe qui la satisfait et dont aucun
sous-graphe ne la satisfait. On notera ‖Bn‖ la plus grande taille (i.e. le plus grand nombre
d’arŒtes) des graphes minimaux de Bn.
Théorème 5.5.4 Il existe une fonction k(δ, c), telle que pour tout c > 0, pour tout entier
n, toute propriété de graphe An telle que pdµp(An)dp ≤ c, pour tout δ > 0, il existe une
propriété de graphe croissante Bn telle que ‖Bn‖ ≤ k(δ, c) et µp(An∆Bn) ≤ δ (∆ désigne
la différence symétrique).
Pour relier ce rØsultat à la dØnition 2.1.5, il suft d’observer que la dØrivØe de µp(AN ) est
l’inverse de la dØrivØe de la fonction rØciproque, qui à γ associe pγ . Majorer pdµp(AN )dp revient
donc à minorer 1
pγ
dpγ
dγ
, ce qui entraîne un seuil grossier.
Plus prØcisØment, on a le rØsultat suivant :
Proposition 5.5.5 Soit A ⊂ {0, 1}n une propriété croissante.
(i) Si A admet un seuil grossier, alors il existe un rang N , une constante c > 0, un réel
ε ∈ ]0, 1
2
[
et une suite (p∗n)n≥N , tels que :
∀n ≥ N, p∗n ∈ [pε, p1−ε],
et
∀n ≥ N, p∗n
dµp(A)
dp
∣∣∣∣
p∗n
< c .
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(ii) Si il existe c > 0 et un entier N tel que :
∀n ≥ N, ∀ε ∈]0, 1[, pε dµp(AN)
dp
∣∣∣∣
pε
≤ c ,
alors A admet un seuil grossier.
Démonstration :
Notons tout d’abord que :
∀ε ∈]0, 1[, dµp(AN )
dp
∣∣∣∣
pε
=
1
dpγ
dγ
∣∣∣
ε
.
Pour dØmontrer le point (i), remarquons que siA possŁde un seuil grossier, alors,
il existe un rang N , une constante C > 0, et un rØel ε ∈ ]0, 1
2
[
, tels que pour
tout n supØrieur à N ,
τ(A, ε)
p 1
2
> C .
D’oø :
p1−ε − pε
p 1
2
> C ,
p1−ε − pε
pε
> C ,
p1−ε
pε
> 1 + C ,
pε
p1−ε
<
1
1 + C
,
p1−ε − pε
p1−ε
> 1− 1
1 + C
,
p1−ε − pε
p1−ε
>
C
1 + C
,
D’aprŁs l’inØgalitØ des accroissements nis,
τ(A, ε) ≤ (1− 2ε) sup
γ∈[ε,1−ε]
dpγ
dγ
∣∣∣∣
ε
.
Donc :
τ(A, ε) ≤ (1− 2ε) sup
p∈[pε,p1−ε]
1
dµp(AN )
dp
∣∣∣
pε
.
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Ainsi, pour tout n supØrieur à N , il existe un nombre p∗n ∈ [pε, p1−ε] tel que :
dµp(AN)
dp
∣∣∣∣
p∗n
<
(1− 2ε)(1 + C)
p1−εC
,
<
1 + C
C
,
ce qui dØmontre le point (i) avec c = C+1
C
.
Pour dØmontrer le point (ii), supposons qu’il existe c > 0 tel que :
∀ε ∈]0, 1[, pε dµp(AN )
dp
∣∣∣∣
pε
≤ c .
Alors,
∀ε ∈]0, 1[,
dpγ
dγ
∣∣∣
ε
pε
≥ 1
c
.
Or, d’aprŁs l’inØgalitØ des accroissements nis,
∀ε ∈
]
0,
1
2
[
, p1−ε − pε ≥ (1− 2ε) min
γ∈[ε,1−ε]
dpγ
dγ
.
Ainsi,
∀ε ∈
]
0,
1
2
[
, p1−ε − pε ≥ (1− 2ε) min
γ∈[ε,1−ε]
pγ
c
= (1− 2ε)pε
c
.
Donc, pour tout ε de
]
0, 1
2
[
,
p1−ε − pε
pε
≥ 1− 2ε
c
,
p1−ε
pε
≥ 1 + 1− 2ε
c
,
pε
p1−ε
≤ 1
1 + 1−2ε
c
,
p1−ε − pε
p1−ε
≥ 1− 1
1 + 1−2ε
c
,
p1−ε − pε
p1−ε
≥
1−2ε
c
1 + 1−2ε
c
,
p1−ε − pε
p 1
2
≥ 1− 2ε
c+ 1− 2ε ,
La derniŁre inØgalitØ est due au fait que A est croissante, et donc p 1
2
est plus
grand que pε lorsque ε est infØrieur à 12 .
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
Un rØsultat en tout point analogue (le thØorŁme 5.1 de l’article [31]) peut Œtre dØmontrØ
pour les propriØtØs concernant les formules de la k-sat (cf. l’exemple 7 du chapitre 2.2). Il
permet de prouver que le seuil de la k-sat est n, en montrant que la propriØtØ de ne pas Œtre
satisfaisable ne peut pas Œtre approchØe de la maniŁre dØcrite dans le thØorŁme 5.5.4.
Une question notamment reste en suspens : peut-on quantier à l’avance le quotient de la
largeur de seuil par l’Øchelle de localisation, par exemple en fonction de certaines caractØris-
tiques fondamentales des ØlØments minimaux, ne se limitant pas à leur seule taille ?
Chapitre 6
La concentration du temps d’atteinte.
On peut diviser l’Øtude de la concentration d’une variable alØatoire en deux parties. La
premiŁre est le calcul de l’Øchelle des uctuations, la deuxiŁme est la forme de la distri-
bution à l’Øchelle des uctuations, ou de maniŁre plus rØaliste, un contrôle de cette forme.
L’objet de ce chapitre est de lier un rØsultat de loi du 0-1 pour une propriØtØ A à la concen-
tration d’une variable alØatoire, à savoir le temps d’atteinte de A par un certain processus.
Lorsqu’on dit, dans le thØorŁme 5.4.13 que, essentiellement, la largeur de seuil de toute
propriØtØ croissante symØtrique est plus petite que log
1−ε
ε
log n
, cela contient une information
sur l’ordre de grandeur des uctuations de la propriØtØ, 1
log n
, et donne un contrôle non
asymptotique de la forme de ces uctuations, log 1−ε
ε
. Ces informations se traduisent en
des informations sur l’ordre de grandeur des uctuations du temps d’atteinte correspon-
dant, et un contrôle de la forme de ces uctuations. Or dans le domaine du contrôle non
asymptotique de la forme des uctuations, les probabilistes possŁdent de nombreux rØ-
sultats, maintenant sous des hypothŁses trŁs gØnØrales, notamment grâce aux travaux de
Talagrand, puis Ledoux, Boucheron, Lugosi, Massart et bien d’autres (voir notamment
[65, 63, 64, 47, 48, 22, 49, 13, 14, 12]). Ce sont les fameuses inØgalitØs de concentration.
Vue la richesse du corpus de rØsultats dans ce domaine, et la pauvretØ du corpus de rØsultats
gØnØraux analogues dans les lois du 0-1, nous pensons qu’il y a là une voie à explorer.
Dans la section 6.1, nous prØsenterons le lien entre la largeur du seuil d’une propriØtØ A et la
dispersion du temps d’atteinte de A.
Dans la section 6.2, nous montrerons l’Øquivalence entre l’existence d’un seuil rØgulier et la
convergence en loi du temps d’atteinte.
6.1 Loi du 0-1 étroite et concentration du temps d’atteinte.
On peut voir facilement que l’Øtude de la loi du 0-1 d’une suite de propriØtØs (An)n∈N est
liØe à l’Øtude de la concentration du temps d’atteinte de An dans le processus (X (n, p))0≤p≤1
dØni comme suit (voir [10], p.3839).
Définition 6.1.1 Soit U = (Ui)i=1,...,n un échantillon de la loi uniforme sur [0, 1]. Pour tout
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i = 1, . . . , n et pour tout p ∈ [0, 1], on définit
X (n, p) = (Xi(p))i=1,...,n ,
où Xi(p) = 1I[0,p](Ui) ( 1 si Ui ≤ p, 0 sinon).
Soit A ⊂ {0, 1}n. On dØnit :
T (A) = min {p tels que X (n, p) ∈ A} .
On a le rØsultat ØlØmentaire suivant :
Lemme 6.1.2 Soit A un sous-ensemble croissant de {0, 1}n. Soient α < β deux réels de
[0, 1]. Alors :
P (T (A) ∈ I(A, α, β)) = β − α .
Démonstration :
Dans la suite, on supposera que A est croissant. Ainsi,
P(T (A) > p) = P(∀u ≤ p, X (n, u) 6∈ A) ,
= P(X (n, p) 6∈ A) .
Et donc,
P(T (A) ≤ p) = µn,p(A) .

Notons alors M la collection des ØlØments minimaux de A, de sorte que A peut s’Øcrire
(voir la remarque 2.1) :
A = {x ∈ {0, 1}n tq ∃m ∈ M, m  x} .
Pour tout m de {0, 1}n, nommons alors C(m) l’ensemble des ØlØments supØrieurs à m :
C(m) = {x ∈ {0, 1}n tq m  x} .
Ainsi :
A =
⋃
m∈M
C(m),
T (A) = min
m∈M
T (C(m)) .
En reprenant les notations de la dØnition 6.1.1, on a donc :
T (A) = min
m∈M
sup {Ui, i tq mi = 1} .
Les lois des variables alØatoires sup {Ui, i tq mi = 1} sont faciles à dØterminer, mais bien
sßr, elles sont trŁs corrØlØes (positivement) entre elles, en gØnØral. Nous avons cherchØ à
obtenir directement des inØgalitØs de concentration pour T (A), ou au moins, des majorations
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de sa variance, an d’en dØduire des rØsultats sur la largeur de seuil. Nous n’avons pas ØtØ
en mesure de concrØtiser cet espoir. Au lieu de ça, le seul rØsultat que l’on est en mesure de
donner sur la concentration de T (A) consiste en une traduction du rØsultat obtenu dans le
thØorŁme 5.4.13. Posons, pour n ≥ 2 :
rn = e
s(n) = min


8
(
2
e
)2+ 4
e n(
log n
(log n)2
)3+ 4
e
,
n
(log n)2

 .
Proposition 6.1.3 SoitA un sous-ensemble symétrique et non trivial de {0, 1}n, avec n ≥ 2.
Soit M la médiane de T (A) (elle est unique). Alors :
P(T (A) ≥ M + x) ≤ 1
1 + r2xn
,
P(T (A) ≤M − x) ≤ 1
1 + r2xn
.
On peut Øgalement relier la notion de loi du 0-1 Øtroite à celle de concentration de maniŁre
plus prØcise grâce à la proposition suivante :
Proposition 6.1.4 Si l’écart-type de T (A) est petit devant sa médiane M , c’est à dire si :
V ar(T (A))
M2
−−−−→
n→+∞
0 ,
alors la propriété A suit une loi du 0-1 étroite.
Démonstration :
Supposons que T (A) soit petit devant sa mØdiane M . Notons F la fonction
de rØpartition de T (A). Elle est continue et strictement croissante (cf. lemme
5.1.3). On a, d’aprŁs le lemme 6.1.2 :
∀ε ∈ [0; 1] , pε = F−1(ε) .
Remarquons que :
V ar(T (A)) =
∫ 1
0
∫ 1
0
(u− v)2 1Iv<u dF (v) dF (u) ,
=
∫ 1
0
∫ 1
0
(
F−1(β)− F−1(α))2 1Iα<β dα dβ .
Donc ∫ 1
0
∫ 1
0
(
F−1(β)− F−1(α)
M
)2
1Iα<β dα dβ −−−−→
n→+∞
0 .
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Par consØquent, pour presque tous α et β, on a :
F−1(β)− F−1(α)
M
1Iα<β −−−−→
n→+∞
0 .
Or pour tout α xØ, β 7→ F−1(β)−F−1(α)
M
est croissante, et pour tout β xØ, α 7→
F−1(β)−F−1(α)
M
est dØcroissante. Par consØquent,
∀α < β ∈ ]0; 1[ , F
−1(β)− F−1(α)
M
−−−−→
n→+∞
0 .
Et ainsi,
∀ε ∈
]
0;
1
2
]
,
F−1(1− ε)− F−1(ε)
M
−−−−→
n→+∞
0 .
∀ε ∈
]
0;
1
2
]
,
p1−ε − pε
p 1
2
−−−−→
n→+∞
0 ,
ce qui nit de dØmontrer la proposition.

Nous ne savons pas dØmontrer la rØciproque de cette propriØtØ. En fait, nous doutons mŒme
du fait qu’elle soit juste, mais sans disposer de contre-exemple.
6.2 Seuils réguliers et convergence en loi du temps d’at-
teinte.
Dans cette section, on montre l’Øquivalence entre les notions de fonctions de seuil rØgulier
introduites dans les dØnitions 4.1.3 et 4.1.6, et la convergence en loi du temps d’atteinte
T (A) dØni dans la section prØcØdente.
Proposition 6.2.1 Soient A un sous-ensemble de {0, 1}n, s une suite de réels strictement
positifs, et G une fonction de répartition. Les propositions suivantes sont équivalentes :
1. La suite s est une fonction de seuil régulier pour la propriété A, et F est la fonction
de répartition de ce seuil.
2. La loi de T (A)
s(n)
converge vers une variable aléatoire de fonction de répartition F .
Démonstration :
Rappelons tout d’abord que pour toute suite de variables alØatoires Xn, toute
suite εn de limite 0, pour toute fonction de rØpartition F et pour tout point de
continuitØ x de F ,
P(Xn ≤ x) −−−−→
n→+∞
F (x) ⇔ P(Xn ≤ x + εn) −−−−→
n→+∞
F (x) .
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Montrons tout d’abord que 1 ⇒ 2. Supposons que T (A)
s(n)
converge en loi vers une
variable alØatoire de fonction de rØpartition F . On a donc, pour tout x point de
continuitØ de F ,
P
(T (A)
s(n)
≤ x
)
−−−−→
n→+∞
F (x) .
Soit p(n) tel que :
p(n)
s(n)
−−−−→
n→+∞
x .
Notons εn = p(n)s(n) − x. D’aprŁs le lemme 6.1.2, on a :
µn,p(n)(A) = P
(T (A)
s(n)
≤ x+ εn
)
.
Dans ce qui suit, x dØsigne un point de continuitØ de F . Comme εn tend vers 0,
la remarque prØcØdente nous permet d’afrmer que :
P
(T (A)
s(n)
≤ x + εn
)
−−−−→
n→+∞
F (x) ,
Ce qui revient à :
µn,p(n)(A) −−−−→
n→+∞
F (x) .
Montrons que 2 ⇒ 1. Soit p(n) = xs(n). On a bien sßr :
p(n)
s(n)
−−−−→
n→+∞
x .
Donc, d’aprŁs la dØnition de la fonction de seuil rØgulier,
µn,p(n)(A) −−−−→
n→+∞
F (x) .
Donc, d’aprŁs le lemme 6.1.2 :
P
(T (A)
s(n)
≤ x
)
−−−−→
n→+∞
F (x) ,
Ce qui signie que la loi de T (A)
s(n)
converge vers la loi de fonction de rØpartition
F .

On montre d’une maniŁre tout à fait analogue la proposition suivante.
Proposition 6.2.2 Soient A ⊂ {0, 1}n, s1 et s2 deux suites de réels strictement positifs, et G
une fonction de répartition. Les propositions suivantes sont équivalentes :
1. La paire (s1(n), s2(n)) est une paire de fonctions de seuil étroit régulier pour la pro-
priété A, et G est la fonction de répartition de ce seuil étroit.
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2. T (A)−s1(n)
s2(n)
converge en loi vers une variable aléatoire de fonction de répartition G.
Nous avons considØrØ ici une dynamique trŁs simple sur {0, 1}n, croissante de maniŁre dØ-
terministe. Il semble tout à fait probable qu’on puisse Øtendre les propositions 6.2.1 et 6.2.2
au cas de dynamiques stochastiquement croissantes, si l’on conserve l’indØpendance des
coordonnØes et que l’on dispose d’un contrôle sufsant des taux de transitions sur chaque
coordonnØe. Un tel travail a dØjà ØtØ menØ par Paroissin et Ycart en regardant des propriØtØs
croissantes et totalement symØtriques [55].
Chapitre 7
Conclusion et perspectives.
L’Øtude des phØnomŁnes de seuil est un chantier en pleine expansion, aux multiples fa-
cettes : Øtude classique à la Erdös-RØnyi, introduction d’outils de la physique statistique en
percolation, dans la k-satisfaisabilitØ, entre autres, dØveloppement des inØgalitØs de concen-
tration ... Nous avons voulu dans cette thŁse apporter notre contribution à l’unication du
cadre thØorique oø ces phØnomŁnes se manifestent. Pour cela, nous avons pris le temps de
relier rigoureusement le cadre originel d’Erdös et RØnyi [26], celui des travaux à la Fried-
gut et Kalai [32], et la concentration du temps d’atteinte de la propriØtØ qui suit la loi du
0-1. Nous avons Øgalement obtenu des rØsultats ØlØmentaires mais d’un type nouveau sur la
stabilitØ de la notion de loi du 0-1 par trois types d’opØrations : l’union, l’intersection et le
produit tensoriel. Nous avons surtout apportØ une nouvelle preuve du rØsultat de Friedgut et
Kalai qui majore toute largeur de seuil d’une propriØtØ symØtrique. Cette nouvelle preuve est
plus simple, donne un rØsultat plus prØcis, et met en jeu une inØgalitØ de Sobolev logarith-
mique sur {0, 1}n, ce qui jette un nouveau pont avec la concentration de la mesure, ce type
d’inØgalitØ Øtant trŁs utilisØ pour obtenir certains rØsultats de concentration.
De nombreuses perspectives s’offrent à la suite de ce travail.
Dans un avenir assez proche, il nous semble rØalisable d’Øtendre la minoration gØnØrale de
Friedgut et Kalai d’une part (que l’on a amØliorØe dans le thØorŁme 5.4.13), et le travail de
Friedgut appliquØ à la k-sat d’autre part, à un cadre plus gØnØral oø les coordonnØes restent
indØpendantes, mais ne sont pas nØcessairement identiquement distribuØes. Ce travail pour-
rait alors permettre d’apporter une contribution à l’Øtude de (2+p)-sat (voir notamment [51],
[52] et [2]).
Dans un avenir proche Øgalement, nous pensons pouvoir adapter le rØsultat sur la concentra-
tion du temps d’atteinte de la proposition 6.2.1 à une dynamique Markovienne à coordonnØes
indØpendantes et identiquement distribuØes.
Les perspectives plus lointaines ne manquent pas. D’un point de vue thØorique, comme nous
l’avons soulignØ dans le chapitre 6, il serait trŁs satisfaisant, et certainement instructif, de
parvenir à des rØsultats gØnØraux comme le thØorŁme 5.4.13 à partir d’un rØsultat de concen-
tration du temps d’atteinte de A par le processus dØcrit dans la section 6.1. NØanmoins, la
simple retranscription de ce thØorŁme en terme de concentration d’un inmum de variables
alØatoires trŁs corrØlØes entre elles (proposition 6.1.3) suggŁre l’existence d’une nouvelle
source d’inØgalitØs de concentration, taillØes pour ce type d’inmum, et provenant de rØ-
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sultats plus prØcis que le thØorŁme 5.4.13. Il s’agit maintenant d’Øtablir ces rØsultats, avec
comme guide les travaux de Bourgain, Friedgut et Kalai.
Au vu des gØnØralisations des lois du 0-1 logiques et des approximations poissonniennes
obtenues par Coupier, Doukhan et Ycart (voir [17] et [19]), on peut aussi espØrer gØnØraliser
les rØsultats de minoration gØnØrale de la largeur du seuil à des cas de dØpendance faible
comme le modŁle d’Ising.
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