Pre-training is a Hot Topic: Contextualized Document Embeddings Improve
  Topic Coherence by Bianchi, Federico et al.
Pre-training is a Hot Topic:
Contextualized Document Embeddings Improve Topic Coherence
Federico Bianchi
Bocconi University
Via Sarfatti 25, 20136
Milan, Italy
f.bianchi@unibocconi.it
Silvia Terragni
University of Milan-Bicocca
Viale Sarca 336, 20126
Milan, Italy
s.terragni4@campus.unimib.it
Dirk Hovy
Bocconi University
Via Sarfatti 25, 20136
Milan, Italy
dirk.hovy@unibocconi.it
Abstract
Topic models extract meaningful groups of
words from documents, allowing for a bet-
ter understanding of data. However, the so-
lutions are often not coherent enough, and
thus harder to interpret. Coherence can be
improved by adding more contextual knowl-
edge to the model. Recently, neural topic mod-
els have become available, while BERT-based
representations have further pushed the state
of the art of neural models in general. We
combine pre-trained representations and neu-
ral topic models. Pre-trained BERT sentence
embeddings indeed support the generation of
more meaningful and coherent topics than ei-
ther standard LDA or existing neural topic
models. Results on four datasets show that
our approach effectively increases topic coher-
ence.
1 Introduction
Language pre-training is becoming ubiquitous
in Natural Language Processing (NLP). Bidirec-
tional Encoder Representations from Transform-
ers (BERT) (Devlin et al., 2018), the most promi-
nent architecture in this category, allow us to ex-
tract pre-trained document representations to eas-
ily reach, and even exceed, state-of-the-art perfor-
mance across many tasks. Consequentially, re-
searchers use BERT representations in a diverse
set of NLP applications (Nozza et al., 2020; Rogers
et al., 2020).
However, Topic Modeling is is one NLP applica-
tion still missing out on the benefit from language
model pre-training. This lack is surprising, given
that incorporating external knowledge into topic
models is know to produce more coherent topics.
Coherent topics are easier to interpret by people,
and are considered more meaningful. E.g., a topic
with “apple, pear, lemon, banana, kiwi” is more
coherent than one defined by “apple, knife, lemon,
banana, spoon”. Coherence can be measured in
a variety of ways, from human evaluation via in-
trusion tests (Chang et al., 2009) to approximated
scores (Lau et al., 2014; Ro¨der et al., 2015).
Topic models have inspired many extensions that
incorporate several types of information (Xun et al.,
2017; Das et al., 2015; Nguyen et al., 2015; Pet-
terson et al., 2010), use word relationships derived
from external knowledge bases (Chen et al., 2013;
Yang et al., 2015), or pre-trained word embed-
dings (Das et al., 2015; Dieng et al., 2019; Nguyen
et al., 2015). Even for neural topic models, there
exists little work on incorporating external knowl-
edge, e.g., word embeddings (Gupta et al., 2019;
Dieng et al., 2019). However, most still use Bag of
Words (BoW) document representations as model
input, rather than contextualized representations.
BoW representations, though, disregard the syntac-
tic and semantic relationships among the words in
a document. To the best of our knowledge, no work
has yet investigated the use of contextual represen-
tations derived from pre-trained language models.
In this paper, we show that adding contextual
information to neural topic models enriches the
representations, and provides a significant increase
in topic coherence. This effect is even more re-
markable given that we cannot embed long docu-
ments, due to the sentence length limit in BERT.
Concretely, we extend ProdLDA (Srivastava and
Sutton, 2017), a state-of-the-art topic model that
implements black-box variational inference (Ran-
ganath et al., 2014), to include BERT representa-
tions. Our approach leads to consistent significant
improvements in topic coherence, and produces
competitive results in topic diversity.
Contributions We show how to include contex-
tualized BERT document embeddings in a neural
topic model to produce more coherent topics. Our
results suggest that topic models benefit from latent
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contextual information, which is missing in BoW
representations. The resulting model produces sig-
nificantly more coherent topics, addressing one
of the most central issues in topic modeling. We
release a Python package of our model, includ-
ing evaluation metrics, at https://github.com/
MilaNLProc/contextualized-topic-models.
2 Neural Topic Models with Language
Model Pre-training
To investigate the inclusion of a contextualized
representation to increase topic model coherence,
we introduce a Contextualized Topic Model. Our
model is built around two main components: (i) the
neural topic model Neural-ProdLDA (Srivastava
and Sutton, 2017) and (ii) the SBERT embedded
representations (Reimers and Gurevych, 2019).
Neural-ProdLDA is a neural topic modeling
approach based on the Variational AutoEncoder
(VAE). The neural variational framework trains a
neural inference network to directly map the BoW
document representation into a continuous latent
representation. Then, a decoder network recon-
structs the BoW by generating its words from the
latent document representation1.
The framework explicitly approximates the
Dirichlet prior using Gaussian distributions, instead
of using a Gaussian prior like Neural Variational
Document Models (Miao et al., 2016). Moreover,
Neural-ProdLDA replaces the multinomial distribu-
tion over individual words in standard LDA with a
product of experts (Hinton, 2002) (hence the name
ProdLDA).
We extend this model with contextualized doc-
ument embeddings from SBERT (Reimers and
Gurevych, 2019), a recent extension of BERT
that allows the quick generation of sentence em-
beddings. This approach has one limitation: the
sentence-length limit of SBERT. If a document is
longer than this limit, some information will be
lost. The document representations are projected
through a hidden layer with the same dimensional-
ity as the vocabulary size, which is concatenated
with the BoW representation. Figure 1 briefly
sketches the architecture of our model.
Note that hidden layer size can be tuned. How-
ever, an extensive evaluation of different architec-
tures is out of the scope of this paper.
1For more details see (Srivastava and Sutton, 2017).
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Figure 1: High-level sketch of our Neural Topic Model-
ing with BERT embeddings. More details of the archi-
tecture we extend are found in the original work (Sri-
vastava and Sutton, 2017).
Dataset Docs Vocabulary
20NewsGroup 18173 2000
Tweets2011 2471 5098
Google News 11108 8110
StackOverflow 16408 2303
Table 1: Statistics of the datasets used.
3 Experiments
Datasets We experiment on four common
datasets for topic modeling: 20NewsGroup2,
Tweets20113, Google News (Qiang et al., 2019),
and the StackOverflow dataset (Qiang et al., 2019).
We use the common pre-processing pipeline for all
datasets, removing digits, punctuation, stopwords,
and infrequent words. We derive SBERT document
representations from the pre-processed text using
the pre-trained model fine tuned on NLI.4
Metrics We evaluate the topics found by a model
with three different metrics: two metrics for topic
coherence (normalized pointwise mutual informa-
tion and a word embedding based measure), and
one metric to quantify the diversity of the topic
solutions.
The first coherence metric is Normalized Point-
2http://qwone.com/˜jason/20Newsgroups/
3https://trec.nist.gov/data/tweets/
4This can be sub-optimal, but many datasets in the litera-
ture are already pre-processed.
wise Mutual Information (NPMI) (Lau et al.,
2014) (τ ). It measures how much the top-10 words
of a topic are related to each other, considering the
empirical frequency of the words computed on the
original corpus. τ is a symbolic metric and relies
on co-occurrence.
As Ding et al. (2018) pointed out, though, topic
coherence computed on the same data is inherently
limited. Coherence computed on an external cor-
pus, on the other hand, correlates much more to
human judgment, but it may be expensive to es-
timate. Thus, our second metric is an external
word embeddings topic coherence metric, which
we compute by adopting a strategy similar to that
described in Ding et al. (2018). First, we compute
the average pairwise cosine similarity of the word
embeddings of the top-10 words in a topic — us-
ing (Mikolov et al., 2013) embeddings. Then, we
compute the overall average of those values for all
the topics (α).
Eventually, to evaluate how diverse the topics
generated by a single model are, we use the rank-
biased overlap (RBO) (Webber et al., 2010). RBO
compares two topics of the same model. The key
qualities of this measure are twofold: it allows
disjointedness between the lists of topics (i.e., two
topics can have different words in them) and it is
weighted on the ranking (i.e., two lists that share
some of the same words, albeit at different rankings,
are penalized less than two lists that share the same
words at the highest ranks). We define ρ as the rank-
biased overlap diversity, that we interpret as the
reciprocal of the standard RBO. ρ is 0 for identical
topics and 1 for completely different topics. Both
metrics are computed on the top-k ranked lists.
Following the state-of-the-art, we consider k = 10.
Baselines We compare our approach with the
following baselines: (i) Neural-ProdLDA (N-
ProdLDA) (Srivastava and Sutton, 2017)5 (the
model we extended);6 (ii) Neural Variational Docu-
ment Model (NVDM) (Miao et al., 2016); and (iii)
LDA (Blei et al., 2003).
Configurations We train all models with the
same hyper-parameter configurations to maximize
comparability. The inference network for both
5Note that (Srivastava and Sutton, 2017) also propose
Neural-LDA, which has been found to be scarcely effective
in topic modeling by different researchers, though (Srivastava
and Sutton, 2017; Wang et al., 2020). Our first results with
this model were also inconsistent, so we excluded it from the
further experiments.
6We use the implementation of (Carrow, 2018).
our method and Neural-ProdLDA consists of one
hidden layer and 100-dimension of softplus units,
which converts the BoW into embeddings. This
final representation is again passed through a hid-
den layer before the variational inference process.
We follow (Srivastava and Sutton, 2017) for the
choice of the parameters. The priors over the topic
and document distributions are learnable param-
eters. For LDA, we estimate the hyperparame-
ters that control the document-topic distribution
and topic-word distribution via the Expectation-
Maximization algorithm.
Model Avg τ Avg α Avg ρ
Ours 0.0714 0.1621 0.9917
N-ProdLDA 0.0632 0.1554 0.9931
NVDM -0.1720 0.0839 0.9805
LDA 0.0173 0.1627 0.9897
Results for the 20NewsGroup Dataset.
Ours 0.0166 0.153 0.9737
N-ProdLDA -0.0394 0.1370 0.9914
NVDM -0.4836 0.0985 0.8903
LDA -0.3207 0.1063 0.8947
Results for the StackOverflow Dataset.
Ours 0.0773 0.1349 0.9829
N-ProdLDA 0.0110 0.1218 0.9902
NVDM -0.3767 0.1067 0.9648
LDA -0.32502 0.0969 0.9774
Results for the GoogleNews Dataset.
Ours 0.0633 0.1563 0.9510
N-ProdLDA 0.0612 0.1327 0.9847
NVDM -0.5105 0.0797 0.9751
LDA -0.3227 0.1025 0.8169
Results for the Tweets2011 Dataset.
Table 2: Averaged results over 5 numbers of topics.
Quantitative Evaluation We compute all the
metrics for 25, 50, 75, 100 and 150 topics. We
average results for each metrics over 30 runs (see
Table 2). The topics generated with our model
are more coherent than the ones of the baselines.
Occasionally, though, they are less diverse than
Neural-ProdLDA or NVDM. Figures 2a, 2c, 2b
and 2d show the detailed coherence of τ per num-
ber of topics, including statistical significance. In
general, our model provides the most coherent top-
ics across all corpora and topic settings. Srivastava
and Sutton (2017) reported that NVDM obtains low
coherence. We observe that our model suffers the
-0.2
-0.1
0
0.1
25 50 75 100 150
Ours Neural-ProdLDA LDA NVDM
(a) NPMI for the 20NewsGroup. 50♣, 75♣, 100♣ and 150♣.
-0.4
-0.2
0
0.2
25 50 75 100 150
Ours Neural-ProdLDA LDA NVDM
(b) NPMI for the Google News Dataset. 50♣, 75♣, 100♣ and
150♣.
-0.6
-0.4
-0.2
0
0.2
25 50 75 100 150
Ours Neural-ProdLDA LDA NVDM
(c) NPMI for the StackOverflow Dataset. 25♣, 50♣, 75♣, 100♣
and 150♣.
-0.6
-0.4
-0.2
0
0.2
25 50 75 100 150
Ours Neural-ProdLDA LDA NVDM
(d) NPMI for the Tweets2011 Dataset. 50♣, 75♣.
Figure 2: Detailed results of the NPMI coherence of the models for each dataset. Topics for our model with ♣ are
significantly better than the others (t-test).
most on non-standard text like tweets, where the
representations generated by BERT do not provide
enough information to the model; this might also
be the results of generating the embedded represen-
tations from pre-processed text.
Qualitative Evaluation To provide evidence of
the quality of the topics found by our model, we
show the top-5 words of some topics in Figure 3.
These descriptors illustrate the increased coherence
of topics obtained with SBERT embeddings. The
topic related to football is more coherent in Con-
textualized TM than in Neural-ProdLDA. LDA’s
topics seem to be coherent, but are affected by
some added noise/mixture of topics.
4 Related Work
Several topic models are based on neural networks
(Larochelle and Lauly, 2012; Salakhutdinov and
Hinton, 2009) or neural variational inference (Miao
et al., 2016; Mnih and Gregor, 2014; Srivastava
and Sutton, 2017; Miao et al., 2017; Ding et al.,
2018). Miao et al. (2016) propose NVDM, an un-
supervised generative model based on a VAE, as-
suming a Gaussian distribution over topics. Srivas-
tava and Sutton (2017) propose a neural variational
Model Topics
Ours
bronco, packer, patriot, manning, brady
nokia, lumia, moto, motorola, smartphone
kanye, west, kim, kardashian, franco
san, andreas, grand, auto, theft
N-ProdLDA
andreas, san, coming, grand, auto
kanye, west, kim, kardashian, bound
nokia, lumia, launch, tablet, inch
hiv, packer, greek, viking, tie
NVDM
prince, taylor, seth, william, heard
angeles, playstation, sale, buy, space
challenge, envoy, buy, gap, prince
kanye, welcome, rogen, livin, jon
LDA
syria, peace, talk, music, american
taylor, swift, william, prince, bon
kanye, west, kim, kardashian, franco
nokia, lumia, google, packer, glass
Table 3: Topics sampled from the Google News dataset
(topics = 50)
framework that explicitly approximates the Dirich-
let prior, using a Gaussian distribution to obtain
more interpretable and coherent topics. Similar
to their approach, Miao et al. (2017) parameter-
ize the multinomial distributions of each document,
proposing three variants of neural topic models that
are able to exhibit sparse topic distributions. Our
approach builds on these works, but extends it by a
crucial component to include contextual informa-
tion.
5 Conclusions
In this paper, we show that contextualized BERT
document embeddings significantly increase the
coherence neural topic models. Our results show
that context information is an important element
to consider when using topic modeling. In the fu-
ture, we plan to extend the current sentence-length
limit of BERT. We provide a Python package of
our model at https://github.com/MilaNLProc/
contextualized-topic-models.
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