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1 U´VOD
Mobilnı´ robot pro svou spra´vnou cˇinnost potrˇebuje zna´t informace o sveˇteˇ kolem neˇj.
Pro navigaci mu˚zˇe by´t robot vybaven mapou, ale take´ mu˚zˇe nastat situace, kdy je robot
zapnut uprostrˇed naprosto nezna´me´ho prostrˇedı´. V takove´m prˇı´padeˇ pak zı´ska´va´ informace
o prostrˇedı´ pomocı´ svy´ch sensoru˚. Velmi cˇasto jsou to ultrazvukove´ snı´macˇe pro meˇrˇenı´
vzda´lenosti.
Meˇrˇenı´ prova´deˇne´ teˇmito sensory je zatı´zˇeno rˇadou chyb, at’uzˇ je to neprˇesnost meˇrˇenı´
vzda´lenosti nebo zejme´na zrcadlove´ odrazy (specular reflection). Proto se prˇi zpracova´nı´
informace ze sonaru˚ vyuzˇı´va´ ve vy´znamne´ mı´rˇe teorie pravdeˇpodobnosti a statisticke´
zpracova´nı´ dat.
Tato pra´ce se zaby´va´ pravdeˇpodobnostnı´mi modely sonarovy´ch snı´macˇu˚ prˇi jejich
pouzˇitı´ pro tvorbu map prostrˇedı´, ve ktere´m se robot nacha´zı´.
Na dalsˇı´ch strana´ch bude provedeno porovna´nı´ jednotlivy´ch modelu˚ sonaru˚, ktere´ se
ve sveˇtove´ literaturˇe uva´dı´, a pokus o vytvorˇenı´ modelu, ktery´ by meˇl teoreticke´ zdu˚vod-
neˇnı´. Prvnı´ cˇa´st pra´ce se zaby´va´ jednorozmeˇrny´m prˇı´padem kvu˚li snazsˇı´mu pochopenı´
za´kladnı´ch vztahu˚. Jednorozmeˇrny´ proble´m by se pak meˇl sta´t za´kladem pro vytvorˇenı´
modelu snı´macˇe pro dvourozmeˇrny´ prostor, ve ktere´m se mu˚zˇe robot pohybovat. Druha´
cˇa´st se zaby´va´ vytvorˇeny´m 2D modelem, a porovna´nı´m ru˚zny´ch modelu˚ z literatury.
Pro urcˇenı´ pozic prˇeka´zˇek a objektu˚ byl pouzˇit postup s vyuzˇitı´m rozdeˇlenı´ spojite´ho
prostoru do diskre´tnı´ch oblastı´ – buneˇk (cells). Kazˇde´ bunˇce je pak prˇirˇazena pravdeˇpo-
dobnost, zˇe je obsazena. Tyto bunˇky dohromady tvorˇı´ mrˇı´zˇku – tzv. mrˇı´zˇku obsazenosti
– anglicky Occupancy grid (Certainty grid, Inference grid, Evidence grid [7]). S tı´mto
prˇı´stupem poprve´ prˇisˇli na Carnegie-Mellon University v Pittsburghu Alberto Elfes a Hans
Moravec [3].
Na zacˇa´tku prvnı´ cˇa´sti je uveden prˇı´klad pro vy´pocˇet prˇi idea´lnı´m sensoru, ktery´ je da´le
rozsˇı´rˇen pro sensor s Gaussovou chybou. Nakonec je prezentova´n zpu˚sob zjednodusˇenı´
vy´pocˇtu. Druha´ cˇa´st porovna´va´ jednotlive´ modely. U uvedeny´ch postupu˚ vy´pocˇtu bude
cˇasto uvedeno, zˇe se jedna´ o sonar, ale tyto postupy jsou platne´ pro vsˇechny bezdotykove´
snı´macˇe vzda´lenosti (range finders).
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2 OBECNE´ INFORMACE
2.1 Mrˇı´zˇka obsazenosti - Occupancy grid
Jak jizˇ bylo uvedeno, robotmu˚zˇe by´t zapnut v naprosto nezna´me´m prostrˇedı´, takzˇe vsˇechny
informacemusı´ zı´skat pomocı´ svy´ch snı´macˇu˚. Proto, pokud je vybaven naprˇı´klad sonarem,
vysˇle po zapnutı´ zvukovou vlnu a cˇeka´ na odraz od okolnı´ch objektu˚. Pokud se mu
vra´tı´ odraz od neˇjake´ prˇeka´zˇky, mu˚zˇe prˇedpokla´dat, zˇe neˇkde v prostoru, ze ktere´ho
je mozˇnost odrazu vlny zpeˇt do snı´macˇe, je prˇeka´zˇka. Takzˇe zna´ prˇiblizˇnou vzda´lenost
a smeˇr (ultrazvukovy´ snı´macˇ vysı´la´ v jednom hlavnı´m laloku s neˇkolika postrannı´mi
[18]). Protozˇe nenı´ jiste´, kde prˇesneˇ se ktera´ prˇeka´zˇka nacha´zı´, je trˇeba pocˇı´tat pouze
s pravdeˇpodobnostı´.
Teoreticky mozˇny´ch sveˇtu˚ kolem robota je ale obrovske´ mnozˇstvı´, proto se jeho
okolı´ rozdeˇlı´ do mnozˇstvı´ buneˇk a kazˇde´ z nich je pak na za´kladeˇ meˇrˇenı´ prˇirˇazena
pravdeˇpodobnost obsazenı´. Tı´m jsme dosa´hli namı´sto urcˇenı´ pravdeˇpodobnostı´ jednoho
konkre´tnı´ho sveˇta jen urcˇenı´ velke´ho mnozˇstvı´ pravdeˇpodobnosti jedine´ho stavu, a to
stavu, zˇe bunˇka je obsazena. Urcˇita´ bunˇka bude znacˇena Ci (cell), kde index i urcˇuje jejı´
porˇadı´ v ra´mci mrˇı´zˇky (index prvnı´ bunˇky je i= 1 – cˇı´slova´no od jedne´).
Jako definici mrˇı´zˇky obsazenosti je mozˇne´ citovat A. Elfese [3]:
Mrˇı´zˇka obsazenosti je vı´cerozmeˇrove´ (typicky 2D nebo 3D) rozdeˇlenı´ sveˇta
do buneˇk, kdy kazˇda´ bunˇka nese pravdeˇpodobnostnı´ odhad sve´ho stavu.
Mrˇı´zˇka obsazenosti je definova´na na diskre´tnı´ch sourˇadnicı´ch (x1,x2,x3) v prˇı´padeˇ
trojrozmeˇrne´ho sveˇta. Pro u´cˇely te´to cˇa´sti pra´ce bude sveˇt jen jednorozmeˇrny´ – x1. Druhy´
rozmeˇr bude uvazˇova´n azˇ v druhe´ cˇa´sti pra´ce. Cely´ okolnı´ spojity´ prostor (v tomto prˇı´padeˇ
prˇı´mka) se tedy pokryje mrˇı´zˇkou, typicky stejneˇ velky´ch buneˇk. Pro kazˇdou bunˇku zvla´sˇt’
se z meˇrˇenı´ spocˇı´ta´ pravdeˇpodobnost, zˇe je obsazena. Bez tohoto kroku, tzv. dekompozice
[17], kdy se stav sveˇta vyhodnocuje na za´kladeˇ stavu jeho cˇa´stı´ (bunˇek), by pocˇet sveˇtu˚
pro 2D mrˇı´zˇku o rozmeˇrech m×m byl 2m2 . V ra´mci dekompozice se ocˇeka´va´ neza´vislost
buneˇk, takzˇe stav SCi jedne´ z buneˇk nijak neovlivnı´ stav bunˇky sousednı´. Pravdeˇpodobnost,
zˇe dveˇ bunˇky Ci a C j budou ve stavech SCi = si a SC j = s j (naprˇı´klad obeˇ obsazeny), je
da´na soucˇinem pravdeˇpodobnostı´ jejich stavu˚:
p(SCi = si∧SC j = s j) = p(SCi = si)P(SC j = s j). (2.1)
Bunˇka mu˚zˇe naby´vat dvou za´kladnı´ch stavu˚: obsazena´ – occupied – bude znacˇeno
SCi =OCC, nebo pra´zdna´ – empty – znacˇeno SCi = EMP. Protozˇe tyto dva za´kladnı´ stavy
u´plneˇ pokry´vajı´ mnozˇinu stavu˚, je mozˇne´ z teorie pravdeˇpodobnosti psa´t:
p(SCi = OCC) = 1− p(SCi = EMP), (2.2)
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kde p(SCi = OCC) je pravdeˇpodobnost, zˇe se ita´ bunˇka bude nacha´zet ve stavu obsazena
– OCC a p(SCi = EMP) znacˇı´ pravdeˇpodobnost, zˇe dana´ bunˇka bude pra´zdna´ – EMP.
Hodnota pravdeˇpodobnosti se samozrˇejmeˇ pohybuje v intervalu 〈0;1〉. Toto zjednodusˇenı´
do bina´rnı´ho stavu slouzˇı´ k tomu, zˇe pro reprezentaci okolnı´ho sveˇta na´m stacˇı´ jedina´
hodnota, a to p(SCi = OCC). Na obra´zku 2.1 je jeden prˇı´klad mrˇı´zˇky obsazenosti.
Obra´zek 2.1: Mozˇna´ podoba mrˇı´zˇky obsazenosti – cˇı´m tmavsˇı´ barva, tı´m veˇtsˇı´ pravdeˇpo-
dobnost obsazenı´. Cˇervena´ bunˇka je obsazena s vysokou pravdeˇpodobnostı´
(p(SCerv = OCC) = 0,9), zelena´ s malou (p(SCzel = EMP) = 0,05). Jedna´
se o meˇrˇenı´ se sonarem (je videˇt kuzˇel).
2.1.1 Bayesu˚v vzorec
Stav bunˇky je tedy reprezentova´n pravdeˇpodobnostı´ jejı´ho obsazenı´. Tato pravdeˇpodob-
nost je ale urcˇity´m zpu˚sobem zalozˇena na vy´stupu meˇrˇenı´, cozˇ znamena´ podmı´neˇnou
pravdeˇpodobnost (pravdeˇpodobnost obsazenı´ za´visı´ na cˇtenı´ snı´macˇe):
p(SCi)⇐⇒ p(SCi|r), (2.3)
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kde r znacˇı´ cˇtenı´ snı´macˇe (reading) – na´hodna´ velicˇina, ktera´ popisuje hodnotu vra´cenou
snı´macˇem. Protozˇe se jedna´ o podmı´neˇnou pravdeˇpodobnost, je na jejı´ vy´pocˇet nejvy´hod-
neˇjsˇı´ Bayesu˚v vzorec (neˇkdy nazy´vany´ vzorec o pravdeˇpodobnosti prˇı´cˇiny, protozˇe pro
vy´pocˇet pravdeˇpodobnosti du˚sledku – v nasˇem prˇı´padeˇ stavu bunˇky – vyuzˇı´va´ pravdeˇ-
podobnost prˇı´cˇiny – meˇrˇenı´ [13]). Takzˇe Bayesu˚v vzorec pro pravdeˇpodobnost obsazenı´
dane´ bunˇky bude tvaru:
p(SCi = OCC|r = r j) =
p(r = r j|SCi = OCC)p(SCi = OCC)
p(r = r j)
=
p(r = r j|SCi = OCC)p(SCi = OCC)
p(r = r j|SCi = OCC)p(SCi = OCC)+ p(r = r j|SCi = EMP)p(SCi = EMP)
, (2.4)
kde r j znacˇı´ jednu konkre´tnı´ zmeˇrˇenou hodnotu vra´cenou snı´macˇem. Oznacˇenı´ j bude v
jednorozmeˇrne´m prˇı´padeˇ znacˇit index bunˇky, do ktere´ cˇtenı´ r j spada´. Pro dvourozmeˇrny´
pak budu pouzˇı´vat indexy x a y. Ve vzorci 2.4 bylo mozˇne´ rozepsat jmenovatel do soucˇtu
z du˚vodu veˇty o u´plne´ pravdeˇpodobnosti [5, str. 129]:
p(r = r j) = p(r j|SCi = OCC)p(SCi = OCC)+ p(r j|SCi = EMP)p(SCi = EMP), (2.5)
protozˇe jevy SCi = EMP a SCi = OCC pokry´vajı´ celou mnozˇinu stavu˚ bunˇky. Proto take´
lze nahradit pravdeˇpodobnost p(SCi = EMP) vy´razem 1− p(SCi = OCC). Funkce p(r =
r j|SCi = OCC) a p(r = r j|SCi = EMP) ve vzorci 2.4 jsou pravdeˇpodobnosti meˇrˇenı´ r j,
podmı´neˇne´ prˇedpokladem, zˇe bunˇka je obsazena´ (resp. pra´zdna´).
2.1.2 Aktualizace mrˇı´zˇky
V Bayesoveˇ vzorci figuruje v cˇitateli i jmenovateli pravdeˇpodobnost obsazenı´ bunˇky
p(SCi =OCC). Tato hodnota ma´ klı´cˇovy´ vy´znam pro mrˇı´zˇku obsazenosti – umozˇnˇuje jejı´
rekurzivnı´ aktualizaci (update). Vzorec
p(SCi,t+1 = OCC|rt = r j)
=
p(r = r j|SCi,t = OCC)p(SCi,t = OCC)
p(r = r j|SCi,t = OCC)p(SCi,t = OCC)+ p(r = r j|SCi,t = EMP)p(SCi,t = EMP)
(2.6)
ukazuje, zˇe hodnota pravdeˇpodobnosti p(SCi,t+1 = OCC|rt = r j) v cˇase meˇrˇenı´ t + 1
(aposteriornı´ [17] – po provedenı´ meˇrˇenı´) se zı´ska´ na za´kladeˇ prˇedchozı´ pravdeˇpodobnosti
obsazenı´ p(SCi,t = OCC) (apriornı´ – prˇed provedenı´m meˇrˇenı´) v cˇase t (cˇasy meˇrˇenı´
jsou diskre´tnı´ okamzˇiky). Prˇed prvnı´m meˇrˇenı´m se hodnota pravdeˇpodobnosti obsazenı´
nastavı´ na 0,5, protozˇe robot o sveˇteˇ nic nevı´, a proto je stejna´ sˇance na obsazenou
i pra´zdnou bunˇku. Zde je videˇt hlavnı´ vy´hoda pouzˇitı´ mrˇı´zˇky obsazenosti: i prˇes relativneˇ
nespolehlive´ u´daje ze sonaru doka´zˇe dı´ky postupne´mu zprˇesnˇova´nı´ pravdeˇpodobnosti
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na za´kladeˇ novy´ch meˇrˇenı´ eliminovat ta zkreslena´. Prˇedstava o sveˇteˇ nenı´ zı´ska´na na
za´kladeˇ jednoho meˇrˇenı´, ale skla´da´nı´m vı´ce cˇtenı´ sensoru dohromady. Pro aktualizaci
tı´mto zpu˚sobem se tedy prˇedpokla´da´ neza´vislost jednotlivy´ch meˇrˇenı´, takzˇe jedno meˇrˇenı´
nemu˚zˇe ovlivnit na´sledujı´cı´.
Pravdeˇpodobnost podle vzorce 2.4 prˇedpokla´da´ dveˇ za´sadnı´ veˇci [17]:
• Sveˇt se v pru˚beˇhu cˇasu nijak nemeˇnı´ - je staticky´. Vy´raz je cˇisteˇ funkcı´ meˇrˇenı´,
nikoliv vnitrˇnı´ho stavu robota. Robot tedy nemu˚zˇe vykona´vat zˇa´dne´ akce, ktere´ by
stav sveˇta zmeˇnily.
• Pozice robota je naprosto prˇesneˇ zna´ma´. Pokud ma´ by´t bunˇka ve vzda´lenosti r oz-
nacˇena jako prˇeka´zˇka,musı´ by´t dost prˇesneˇ zmeˇrˇena pozice, od ktere´ dana´ vzda´lenost
platı´. Robot pro meˇrˇenı´ svy´ch sourˇadnic ve sveˇteˇ vyuzˇı´va´ naprˇı´klad odometrii, ktera´
je jako kazˇde´ meˇrˇenı´ zatı´zˇena chybou.
Nalezenı´m zmı´neˇny´ch funkcı´
p(r = r j|SCi = OCC) (2.7)
a
p(r = r j|SCi = EMP) (2.8)
se zaby´va´ prvnı´ cˇa´st pra´ce. Funkce urcˇı´ pravdeˇpodobnost cˇtenı´ r j za prˇedpokladu, zˇe vı´me,
zˇe ita´ bunˇka je obsazena (resp. pra´zdna´).
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3 JEDNOROZMEˇRNY´ MODEL SENSORU
3.1 Idea´lnı´ sensor
Odvozenı´ hledane´ funkce 2.7 uka´zˇi nejprve na idea´lnı´m sensoru. Idea´lnı´ sensor nepracuje
s chybou; pravdeˇpodobnost, zˇe prˇeka´zˇka je opravdu na dane´ ohla´sˇene´ vzda´lenosti, se
rovna´ 1. Samozrˇejmeˇ platı´, zˇe vsˇe, co je blı´zˇe k sensoru nezˇ zmeˇrˇena´ preka´zˇka, je pra´zdne´
(p(OCC) = 0). Za bunˇkou, v nı´zˇ byla prˇeka´zˇka detekova´na, jizˇ o sveˇteˇ nemu˚zˇeme nic
rˇı´ct, nebot’meˇrˇenı´ „za zed’“ nedosa´hne. Proto pravdeˇpodobnost 0,5. Na´zorneˇ to ukazuje
obra´zek obr. 3.1.
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Obra´zek 3.1: Vy´sledna´ pravdeˇpodobnost obsazenı´ p(SCi =OCC) pro h= 0,2, r j = 5,0m
u idea´lnı´ho snı´macˇe. Snı´macˇ se nacha´zı´ v bodeˇ x= 0.
3.1.1 Modely sensoru
V literaturˇe se vyskytujı´ dva typy modelu sensoru˚: prˇı´my´ a inverznı´. Prˇı´my´ model urcˇuje
hustotu pravdeˇpodonosti nameˇrˇenı´ hodnoty snı´macˇem, na nizˇ usuzuje ze znalosti sveˇta,
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ve ktere´m je meˇrˇenı´ prova´deˇno – p= p(r|GS). Prˇı´my´ proto, zˇe ze znalosti prˇı´cˇiny meˇrˇenı´
– stavu sveˇta – urcˇuje pravdeˇpodobnost meˇrˇenı´ – du˚sledku. V prˇı´padeˇ mrˇı´zˇky obsazenosti
je GS aktua´lnı´ konfigurace sveˇta – GS = {SCi}Ni=1 – soubor stavu˚ vsˇech buneˇk v mrˇı´zˇce.
Inverznı´ model je opakem k prˇı´me´mu – usuzuje na za´kladeˇ meˇrˇenı´ na stav sveˇta p=
p(S|r). Tedy z du˚sledku (meˇrˇenı´) se snazˇı´ urcˇit prˇı´cˇinu (stav sveˇta). Ma´ tvar p(GS|r= r j).
Vy´hoda pouzˇitı´ inverznı´ho modelu oproti prˇı´me´mu neˇkdy tkvı´ v tom, zˇe je jednodusˇsˇı´
popsat stav zpu˚sobujı´cı´ meˇrˇenı´ (v nasˇem prˇı´padeˇ bina´rnı´), nezˇ urcˇit vsˇechnamozˇna´ meˇrˇenı´,
ktera´ stav bunˇky mohl zpu˚sobit, a hledat, jestli toto meˇrˇenı´ do dane´ mnozˇiny spada´ [17].
Bayesu˚v vzorec 2.4 tedy pocˇı´ta´ inverznı´ model sensoru na za´kladeˇ modelu˚ prˇı´my´ch:
p(SCi|r) = f
(
p(r|SCi)
)
. (3.1)
3.1.2 Pravdeˇpodobnost cˇtenı´ prˇi obsazene´ bunˇce p(r= r j|SCi =OCC)
V te´to cˇa´sti bude nastı´neˇno odvozenı´ funkce pro spocˇı´ta´nı´ prˇı´me´ho modelu na za´kladeˇ
znalosti jedine´ bunˇky podle rovnice 2.7. Pro druhou rovnici 2.8 je vy´pocˇet podobny´, bude
uveden v na´sledujı´cı´ sekci. Za´kladem pro tento postup je cˇla´nek [2].
Postup vycha´zı´ z prˇedstavy sveˇta, kde je kazˇda´ bunˇka obsazena se stejnou pravdeˇ-
podobnostı´, s jakou je pra´zdna´, tzn. p(SCi) = 0,5. Kazˇdy´ mozˇny´ sveˇt existuje se stejnou
pravdeˇpodobnostı´. Nasˇı´m u´kolem je najı´t funkci, ktera´ by dane´mu rozestaveˇnı´ buneˇk
prˇirˇadila cˇı´slo z intervalu 〈0;1〉, ktera´ prˇedstavuje pravdeˇpodobnost meˇrˇenı´ r.
Stav sveˇta budu znacˇit GS. Pocˇet vsˇech mozˇny´ch sveˇtu˚ M je
M = 2N , (3.2)
kdeN je pocˇet buneˇk v mrˇı´zˇce (stavy buneˇk jsou vza´jemneˇ neza´visle´, kazˇdy´ ze stavu˚ mu˚zˇe
naby´vat 2 hodnot). Pocˇet mozˇny´ch sveˇtu˚ MCi , ve ktery´ch je ita´ bunˇka obsazena´, je
MCi = {SC1 = s1;SC2 = s2; ...;SCi−1 = si−1;SCi = OCC;SCi+1 = si+1;SCN = sN}= 2N−1.
(3.3)
U bunˇkyCi kvu˚li prˇedpokladu stav zna´me, proto jej urcˇujeme jen u zby´vajı´cı´ch buneˇk.
Podle veˇty o u´plne´ pravdeˇpodobnosti je mozˇne´ rozepsat vy´raz pro pravdeˇpodobnost
cˇtenı´ do tvaru:
p(r = r j|SCi = OCC) =∑
GCi
p(r = r j|SCi = OCC)p(GCi|SCi). (3.4)
Zde GCi znacˇı´ sveˇt, v neˇmzˇ je stav ite´ bunˇky zna´m. V tomto prˇı´padeˇ jsme hleda´nı´ pravdeˇ-
podobnosti cˇtenı´ prˇi obsazene´ bunˇce prˇevedli na urcˇenı´ pravdeˇpodobnosti cˇtenı´ v jednom
konkre´tnı´m sveˇteˇ spolu s urcˇenı´m pravdeˇpodobnosti sveˇta - Kolmogorovova veˇta [2].
Tyto pravdeˇpodobnosti je pak trˇeba secˇı´st prˇes vsˇechny mozˇne´ sveˇty, v nichzˇ je ita´ bunˇka
zna´ma´. Znovu platı´, zˇe mnozˇina vsˇech sveˇtu˚ u´plneˇ pokry´va´ mnozˇinu stavu˚.
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Nynı´ urcˇı´me pravdeˇpodobnosti sveˇtu˚. Dle prˇedpokladu je kazˇdy´ sveˇt stejneˇ pravdeˇpodobny´.
Kazˇda´ bunˇka je neza´visla´ na sve´m okolı´, proto ma´ p(SCi =OCC) = 0,5; p(SCi = EMP) =
0,5 (kazˇdy´ stav je stejneˇ pravdeˇpodobny´). Pocˇet sveˇtu˚ je 2N , vybı´ra´me jeden z nich.
Pravdeˇpodobnost jednoho konkre´tnı´ho sveˇta tedy je
p(GS) =
1
M
=
1
2N
. (3.5)
Pokud o sveˇteˇ jizˇ vı´me (zna´my´ prˇedpoklad), zˇe ita´ bunˇka je ve zna´me´m stavu, bude:
p(GCi) =
1
MCi
=
1
2N−1
. (3.6)
Obra´zek 3.2: Uka´zka poloh jednotlivy´ch vy´znamny´ch buneˇk C f , C j a Ci. Bı´le podbar-
vene´ bunˇky jsou pra´zdne´, syteˇ oranzˇova´ je obsazena´ a sveˇtle oranzˇove´ jsou
libovolne´. SamozrˇejmeˇCi aC j mohou lezˇet kdekoliv a mohou i sply´vat.
Vzda´lenost strˇedu ite´ bunˇky od pocˇa´tku budu znacˇit zi. Pro pravdeˇpodobnost meˇrˇenı´
hraje klı´cˇovou roli prvnı´ obsazena´ bunˇka C f v dane´m sveˇteˇ meˇrˇena´ od snı´macˇe ( f znacˇı´
index prvnı´ obsazene´ bunˇky). Na´zorneˇ znacˇenı´ buneˇk ukazuje obra´zek 3.2. Sveˇty mu˚zˇeme
rozdeˇlit do 3 kategoriı´ podle prvnı´ obsazene´ bunˇky a v nich urcˇit pravdeˇpodobnost cˇtenı´
r j:
1. f < j: Prvnı´ obsazena´ bunˇka je prˇed hodnotou cˇtenı´, takzˇe by sensor ohla´sil
vzda´lenost k bunˇceC f . Proto je
p(r = r j|C f = OCC; f < j) = 0. (3.7)
2. f = j: Prvnı´ obsazena´ bunˇka je shodna´ s bunˇkou cˇtenı´, takzˇe sensor ohla´sil spra´vnou
bunˇku ( f = j). Sensor se nemy´lı´, proto je v takove´m sveˇteˇ
p(r = r j|C f= j = OCC) = 1 (3.8)
3. f > j: Prvnı´ obsazena´ bunˇka je azˇ za hodnotou cˇtenı´, takzˇe by sensor ohla´sil cˇtenı´ na
pra´zdne´ bunˇce, cozˇ ale idea´lnı´ sensor deˇlat nemu˚zˇe. Proto je p(r= r j|C f =OCC) =
0.
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Proto mohou nenulovou pravdeˇpodobnost cˇtenı´, prˇesneˇji p(r = r j) = 1, zpu˚sobit jen
takove´ sveˇty, kde je prvnı´ obsazena´ bunˇka shodna´ se cˇtenı´m snı´macˇe:
p(r = r j|C f = OCC) =
{
0 pro f 6= j
1 pro f = j
Dalsˇı´m parametrem je pozice vysˇetrˇovane´ bunˇkyCi. Ta ma´ take´ trˇi mozˇnosti:
a) i < j: prvnı´ obsazena´ bunˇka by pak byla C f =Ci; pak je pravdeˇpodobnost meˇrˇenı´
0 dle vzorce 3.7.
b) Ve sveˇteˇ je vysˇetrˇovana´ bunˇkaCi ve stejne´ vzda´lenosti od pocˇa´tku, jako je nameˇrˇena´
hodnota r j (i= j). Tento stav umozˇnˇuje nenulovou pravdeˇpodobnost.
c) Vysˇetrˇovana´ bunˇka Ci je ve vzda´lenosti veˇtsˇı´ nezˇ je hodnota meˇrˇenı´ (zi > r j) – pak
sensor znovu detekuje bunˇku ve vzda´lenosti r j. Tento stav umozˇnˇuje nenulovou
pravdeˇpodobnost.
Je jasne´, zˇe da´le na´s budou zajı´mat pouze sveˇty, kde je pravdeˇpodobnost nenulova´, tzn.
takove´, kde vysˇetrˇovana´ bunˇka je ve vzda´lenosti zi; zi ≥ r j. Je nutne´ urcˇit, kolik takovy´ch
sveˇtu˚ existuje.
Vysˇetrˇovana´ bunˇkaCi je v mı´steˇ cˇtenı´ r j; r j = zi⇔ j = i
Nejprve vyrˇesˇı´me prˇı´pad, kdy vysˇetrˇovana´ bunˇka Ci je ve stejne´ vzda´lenosti jako je cˇtenı´
snı´macˇe r= r j. Prvnı´ obsazena´ bunˇka tedy musı´ by´t azˇ na ite´ pozici (i= j= f ), takzˇe bude
vsˇech i− 1 prˇedchozı´ch buneˇk pra´zdny´ch. Kazˇdy´ takovy´ sveˇt ma´ tedy urcˇenou hodnotu
i buneˇk. Sveˇt bude vypadat
Gi= f = {SC0 = EMP;SC1 = EMP; . . . ;SCi−1 = EMP;SC j = OCC;SCi+1 = si+1; . . . ;SCN = sN}.
(3.9)
Pocˇet sveˇtu˚ MGi= f je
MGi= f = 2
N−i, (3.10)
protozˇe mu˚zˇu na´hodneˇ zvolit bunˇky azˇ za itou bunˇkou. Pocˇty sveˇtu˚ pro N = 20 jsou videˇt
na obra´zku 3.3.
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Obra´zek 3.3: Graf pocˇtu sveˇtu˚ s dany´m indexem prvnı´ obsazene´ bunˇky f pro pocˇet buneˇk
N = 20. Odpovı´da´ funkci 2N− f .
V takove´mto sveˇteˇ je tedy p(r = r j) = 1, pocˇet sveˇtu˚ je 2N−i. Vzorec 3.4 dostane
s vyuzˇitı´m 3.8, 3.10 a 3.5 tvar:
p(r = r j|SCi = OCC; i= j = f ) =∑
GCi
p(r = r j|SCi = OCC)p(GCi|SCi = OCC)
= ∑
GCi= f
p(r = r j|SCi= f = OCC)p(GCi= f |SCi = OCC) = ∑
GCi= f
1p(GCi= f |SCi = OCC)
= ∑
GCi= f
1
1
2N−1
= 2N−i
1
2N−1
=
1
2i−1
(3.11)
A protozˇe se v tomto prˇı´padeˇ i= j, je vy´sledek
p(r = r j|SCi = OCC; i= j) =
1
2 j−1
(3.12)
Tı´mto jsme dostali hledany´ vy´raz 2.7 pro r j = zi, tzn. cˇtenı´ padne do obsahu ite´ bunˇky.
Vysˇetrˇovana´ bunˇkaCi je za mı´stem cˇtenı´ r j (r j < zi)
Postup bude podobny´ vy´pocˇtu v sekci 3.1.2. Cˇtenı´ padne do bunˇky blizˇsˇı´, nezˇ je bunˇka
Ci a prvnı´ obsazena´ bunˇka je tedy na hodnoteˇ j (index bunˇky, do ktere´ patrˇı´ meˇrˇenı´ r j),
takzˇe znovu bude vsˇech j−1 prˇedchozı´ch buneˇk pra´zdny´ch. Kazˇdy´ takovy´ sveˇt ma´ tedy
urcˇenou hodnotu j buneˇk + hodnotu ite´ bunˇky z prˇedpokladu obsazenı´. Sveˇt bude vypadat
GC j= f = {SC1 = EMP;SC2 = EMP; . . . ;SC j−1 = EMP;SC j = OCC;SC j+1 = s j+1, . . . ;
SCi−1 = si−1;SCi = OCC;SCi+1 = si+1;SCN = SN}. (3.13)
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Pocˇet sveˇtu˚ MGi je
MGi1 = 2
N− j−1, (3.14)
protozˇe mu˚zˇu na´hodneˇ zvolit bunˇky azˇ za jtou bunˇkou, ale ne pro itou bunˇku, protozˇe ji
zna´m dle prˇedpokladu vzorce 2.7 – proto odecˇtenı´ 1.
V takove´mto sveˇteˇ je tedy p(r= r j) = 1. Pocˇet sveˇtu˚ je 2N−i−1. Ve vzorci 3.4 se znovu
vsˇechny cˇleny sumy, ktere´ se ty´kajı´ jiny´ch sveˇtu˚ nezˇ GC j= f , vynulujı´ (je v nich nulova´
pravdeˇpodobnost cˇtenı´). Proto vzorec dostane s pomocı´ 3.8, 3.14 a 3.5 tvar:
p(r = r j|SCi = OCC; i> j) =∑
GCi
p(r = r j|SCi = OCC)p(GCi|SCi = OCC)
= ∑
GCj= f
p(r = r j|SCi = OCC)p(GCi|SCi = OCC) = ∑
GCj= f
1p(GCi|SCi = OCC)
= ∑
GCj= f
1
1
2N−1
= 2N− j−1
1
2N−1
=
1
2 j
(3.15)
Tı´mto jsme dostali hledany´ vy´raz 2.7 pro r j < zi, tzn. cˇtenı´ padne do obsahu jte´ bunˇky,
ktera´ je prˇed itou.
Ma´me jizˇ spocˇı´ta´ny pravdeˇpodobnosti pro vsˇechny trˇi prˇı´pady, stacˇı´ je shrnout:
p(r = r j|Ci = OCC) =

0 pro i< j
1
2 j−1 pro i= j
1
2 j pro i> j
3.1.3 Pravdeˇpodobnost cˇtenı´ prˇi pra´zdne´ bunˇce p(r = r j|SCi = EMP)
Jak jizˇ bylo uvedeno, tato pravdeˇpodobnost se pocˇı´ta´ velice podobneˇ jako pravdeˇpodobnost
cˇtenı´ prˇi obsazene´ bunˇce. Znovu hraje klı´cˇovou roli prvnı´ obsazena´ bunˇka a znovu bude
pouzˇita Kolmogorovova veˇta, ktera´ nynı´ vypada´ na´sledovneˇ:
p(r = r j|SCi = OCC) =∑
GCi
p(r = r j|SCi = EMP)p(GCi|SCi). (3.16)
Nezbytnost toho, aby prˇi dane´m cˇtenı´ byla C f = C j, sta´le trva´ (jinak by idea´lnı´ sensor
nemohl nic nameˇrˇit). I zde si rˇesˇenı´ v jednom konkre´tnı´m sveˇteˇ rozdeˇlı´m do trˇı´ cˇa´stı´
v za´vislosti na vysˇetrˇovane´ bunˇce Ci. Cˇtenı´ snı´macˇe r = r j bude te´zˇ spadat do jte´ bunˇky
smeˇrem od snı´macˇe.
1. i< j: Bunˇka na ite´ pozici je pra´zdna´, takzˇe nijak nevylucˇuje meˇrˇenı´ r= r j. S teˇmito
sveˇty mohu da´le pocˇı´tat.
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2. i = j: Kvu˚li prˇedpokladu, zˇe ita´ bunˇka je pra´zdna´, zde sensor nesmı´ nic nameˇrˇit,
proto jsme se dostali do sporu s vy´sledkem meˇrˇenı´. Pravdeˇpodobnost je tedy:
p(r = r j|Ci = EMP; i= j) = 0 (3.17)
3. i> j: Vysˇetrˇovana´ bunˇka je azˇ za hodnotou cˇtenı´, prvnı´ obsazena´ bunˇka tedy mu˚zˇe
by´tC j, a proto tento stav zahrnu do vy´pocˇtu.
Vysˇetrˇovana´ bunˇkaCi je prˇed mı´stem cˇtenı´ r j – r j > zi⇔ j > i
Zde budu znovu zjisˇt’ovat pocˇet mozˇny´ch sveˇtu˚, ktere´ splnˇujı´ tuto podmı´nku a za´rovenˇ
je jejich prvnı´ obsazena´ bunˇka azˇ C j. Pro cˇtenı´ snı´macˇe je trˇeba, aby bylo j− 1 buneˇk
pra´zdny´ch a aby SC j = OCC. Sveˇty tedy vypadajı´ takto:
GC j1 = {SC1 = EMP;SC2 = EMP; . . . ;SCi−1 = EMP;SCi = EMP;SCi+1 = EMP; . . . ;
SC j−1 = EMP;SC j = OCC;SC j+1 = s j+1;SCN = sN}.
(3.18)
Pocˇet takovy´ch sveˇtu˚ je:
M = (pocˇet vsˇech mozˇny´ch kombinacı´ sveˇtu˚)= 2N− j, (3.19)
protozˇe mu˚zˇu na´hodneˇ volit stavy jen pro bunˇky, kde i > j, ktery´ch je N− j. Ted’mu˚zˇu
upravit vzorec 3.16, znovu s pomocı´ 3.8, 3.19 a 3.5:
p(r = r j|SCi = EMP; i< j) =∑
GCi
p(r = r j|SCi = EMP)p(GCi|SCi = EMP)
= ∑
GCj= f
p(r = r j|SCi = EMP)p(GCi|SCi = EMP) = ∑
GCj= f
1p(GCi|SCi = OCC)
= ∑
GCj= f
1
1
2N−1
= 2N− j
1
2N−1
=
1
2 j−1
(3.20)
Prvnı´ cˇa´st ma´me spocˇtenou.
Vysˇetrˇovana´ bunˇkaCi je za mı´stem cˇtenı´ r j (r j < zi⇔ j < i)
Postup je skoro totozˇny´ jako u cˇa´sti 3.1.3. Sveˇty ted’vypadajı´ takto:
GCi> j = {SC1 = EMP;SC2 = EMP; . . . ;SC j−1 = EMP;SC j = OCC;SC j+1 = s j+1; . . . ;
SCi−1 = si−1;SCi = EMP;SCi+1 = si+1;SCN = sN}. (3.21)
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Pocˇet takovy´ch sveˇtu˚ je:
M = (pocˇet vsˇech mozˇny´ch kombinacı´ sveˇtu˚)= 2N− j−1, (3.22)
protozˇe mu˚zˇu na´hodneˇ volit stavy jen pro bunˇky, kde i> j, a to kromeˇ bunˇky Ci, ktera´ je
pra´zdna´. Celkem jich tedy je N− j− 1. Ted’mu˚zˇu upravit vzorec 3.16, znovu s pomocı´
3.8, 3.22 a 3.5:
p(r = r j|SCi;i> j = EMP; i< j) =∑
GCi
p(r = r j|SCi = EMP)p(GCi|SCi = EMP)
= ∑
GCj= f
p(r = r j|SCi = EMP)p(GCi|SCi = EMP) = ∑
GCj= f
1p(GCi|SCi = OCC)
= ∑
GCj= f
1
1
2N−1
= 2N− j−1
1
2N−1
=
1
2 j
(3.23)
Ma´me i druhou cˇa´st a spolu s 3.17 dosta´va´me shrnutı´:
p(r = r j|Ci = EMP) =

1
2 j−1 pro i< j
0 pro i= j
1
2 j pro i> j
Grafy obou pru˚beˇhu˚ p(r = r j|SCi = OCC) a p(r = r j|SCi = EMP) jsou videˇt na obra´zku
obr. 3.4.
3.1.4 Vy´sledny´ vzorec a graf
Ma´me tedy urcˇeny vsˇechny potrˇebne´ pravdeˇpodobnosti a mu˚zˇeme je tedy dosadit do
Bayesova vzorce 2.4. I zde dojde k rozdeˇlenı´ na 3 cˇa´sti podle pozice vysˇetrˇovane´ bunˇky
Ci vzhledem ke cˇtenı´ r j a bunˇceC j. Do 2.4 dosadı´me prˇı´slusˇne´ cˇa´sti z 3.1.2 a 3.1.3:
1. i< j:
p(SCi = OCC|r = r j) =
p(r = r j|SCi = OCC)p(SCi = OCC)
p(r = r j)
=
p(r = r j|SCi = OCC)p(SCi = OCC)
p(r = r j|SCi = OCC)p(SCi = OCC)+ p(r = r j|SCi = EMP)p(SCi = EMP)
=
0p(SCi = OCC)
0p(SCi = OCC)+2− j+1p(SCi = EMP)
= 0, (3.24)
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Obra´zek 3.4: Pravdeˇpodobnosti cˇtenı´ prˇi obou podmı´nka´ch pro h= 0,2, r j= 5,0m u idea´l-
nı´ho snı´macˇe.
2. i= j:
p(SCi = OCC|r = r j) =
p(r = r j|SCi = OCC)p(SCi = OCC)
p(r = r j)
=
p(r = r j|SCi = OCC)p(SCi = OCC)
p(r = r j|SCi = OCC)p(SCi = OCC)+ p(r = r j|SCi = EMP)p(SCi = EMP)
=
2− j+1p(SCi = OCC)
2− j+1p(SCi = OCC)+0p(SCi = EMP)
=
2− j+1p(SCi = OCC)
2− j+1p(SCi = OCC)
= 1, (3.25)
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3. i> j:
p(SCi = OCC|r = r j) =
p(r = r j|SCi = OCC)p(SCi = OCC)
p(r = r j)
=
p(r = r j|SCi = OCC)p(SCi = OCC)
p(r = r j|SCi = OCC)p(SCi = OCC)+ p(r = r j|SCi = EMP)p(SCi = EMP)
=
2− jp(SCi = OCC)
2− jp(SCi = OCC)+2− jp(SCi = EMP)
=
p(SCi = OCC)
p(SCi = OCC)+ p(SCi = EMP)
=
0,5
0,5+0,5
= 0,5. (3.26)
Tento vy´sledek vycha´zı´ z u´vodnı´ho nastavenı´ pravdeˇpodobnosti, kdy p(SCi =
OCC) = p(SCi = EMP) = 0,5. A ma´me-li tuto pravdeˇpodobnost v kroku 0, bude
kvu˚li stejny´m pravdeˇpodobnostem pro OCC i EMP platit i nada´le.
Je videˇt i z grafu na obr. 3.1, zˇe jsme pomocı´ teˇchto funkcı´ dosˇli ke shodeˇ s prˇedpokladem
a vy´sledek opravdu odpovı´da´ idea´lnı´mu snı´macˇi.
3.2 Rea´lny´ sensor
Rea´lny´ sensor na rozdı´l od idea´lnı´ho v minule´ sekci pracuje s chybou meˇrˇenı´. Podle
centra´lnı´ limitnı´ veˇty [5, str. 209] se da´ chyba snı´macˇe popsat pomocı´ norma´lnı´ho rozdeˇlenı´
(vlivu˚, ktere´ na vy´sledek meˇrˇenı´ pu˚sobı´, je velke´ mnozˇstvı´). Strˇednı´ hodnota tohoto
rozdeˇlenı´ bude v mı´steˇ, kde se prvnı´ nacha´zı´ prˇeka´zˇka – ve vzda´lenosti z od sensoru.
Smeˇrodatnou odchylku budu znacˇit σ a zı´ska´ se statisticky ze souboru meˇrˇenı´. Dostaneme
tedy funkci hustoty pravdeˇpodobnosti norma´lnı´ho rozlozˇenı´
f (r) =
1√
2piσ
e
(r−z)2
2σ2 . (3.27)
Hustota pravdeˇpodobnosti je funkcı´ parametru˚ cˇtenı´ r (r ∈ 〈0;rmax〉), σ a z. Protozˇe
se jedna´ o spojite´ rozdeˇlenı´, nenı´ forma´lneˇ spra´vne´ psa´t p(r = r j), ale je nutne´ psa´t
p(r ∈ 〈r j− h2 ;r j+ h2〉) – mı´sto diskre´tnı´ hodnoty je zde interval. Pro u´cˇely te´to pra´ce
si dovolı´m oba za´pisy u rea´lne´ho snı´macˇe kvu˚li zprˇehledneˇnı´ za´pisu a shodeˇ se za´pisem
u idea´lnı´ho snı´macˇe zameˇnit. Pro vy´pocˇet pravdeˇpodobnosti potrˇebujeme zna´t distribucˇnı´
funkci F(r), ktera´ je integra´lem hustoty:
F(r) =
1√
2piσ
∫ r j
−∞
e
(r−z)2
2σ2 dr. (3.28)
Tato funkce ale nenı´ integrovatelna´, proto pro jejı´ vy´pocˇet pouzˇijeme prˇedpocˇı´tanou
tabulku numericky spocˇı´tany´ch hodnot (naprˇ. Simpsonovou metodou) – meˇla by by´t
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ulozˇena v pameˇti. Pravdeˇpodobnost, zˇe cˇtenı´ r je v urcˇite´m intervalu 〈r1;r2〉, spocˇı´ta´me
z distribucˇnı´ funkce:
p(r ∈ 〈r1;r2〉) = 1√
2piσ
∫ r2
r1
e
(r−z)2
2σ2 dr
= F(r1)−F(r2). (3.29)
Typicky´ tvar krˇivky pro meˇrˇenı´ prˇeka´zˇky ve vzda´lenosti z je na obr. 3.5. Mrˇı´zˇka ob-
sazenosti je pro norma´lnı´ rozlozˇenı´ velice vy´hodna´, umozˇnˇuje totizˇ jednoduchou aktual-
izaci a zprˇesnˇova´nı´ hodnot.
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Obra´zek 3.5: Trˇi tvary Gaussovy´ch krˇivek: cˇervena´: σ = 0,1, z = 0,5; zelena´: σ = 0,2,
z= 2; modra´: σ = 0,4, z= 3,5.
3.2.1 Pravdeˇpodobnost cˇtenı´ r j
Bayesu˚v vzorec je i pro rea´lny´ sensor stejny´ jako pro idea´lnı´ 2.4. Pro jeho vy´pocˇet budeme
i zde hledat funkce 2.7 a 2.8. S tı´mto odvozenı´mmi velice pomohlRNDr. Brˇetislav Fajmon,
PhD. z U´stavu matematiky FEKT VUT v Brneˇ. Znovu se prˇedpokla´da´ neza´vislost buneˇk
a jejich stejna´ pravdeˇpodobnost obsazenı´.
Vy´pocˇet si i u rea´lne´ho snı´macˇe rozdeˇlı´me na vy´pocˇet prˇes vsˇechny mozˇne´ sveˇty:
p(r = r j) =∑
GS
p(r = r j|Gs)p(GS). (3.30)
Nynı´ urcˇı´me pravdeˇpodobnost cˇtenı´ v konkre´tnı´m sveˇteˇ. Tentokra´t vy´jdeme z prˇedpokladu,
zˇe snı´macˇ zmeˇrˇı´ vzda´lenost k prvnı´ obsazene´ bunˇce C f v tomto sveˇteˇ a pravdeˇpodobnost
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meˇrˇenı´ bude mı´t Gaussovo rozlozˇenı´ dle 3.27. Vzda´lenost z strˇedu bunˇky C f bude mı´sto
maxima Gaussovy krˇivky (strˇednı´ hodnotou). Krˇivka tedy bude mı´t tvar:
f (r) =
1√
2piσ
e
(r−z)2
2σ2 . (3.31)
Zde z = f h− h2 znacˇı´ vzda´lenost strˇedu prvnı´ obsazene´ bunˇky f od sensoru a h je sˇı´rˇka
bunˇky. Pravdeˇpodobnost, zˇe meˇrˇenı´ padne do u´seku o velikosti sˇı´rˇky bunˇky (r ∈ 〈r j−
h
2 ;r j+
h
2
〉
) spocˇteme znovu z distribucˇnı´ funkce:
p(r ∈ 〈r j− h2;r j+ h2〉) = 1√2piσ
∫ r j+ h2
r j− h2
e
(r−z)2
2σ2 dr
= F
(
r j− h2
)−F(r j+ h2). (3.32)
Zatı´m nenı´ uvazˇova´n ani jeden z prˇedpokladu˚ SCi = OCC a SCi = EMP, jedna´ se jen
obecneˇ o pravdeˇpodobnost urcˇite´ho cˇtenı´ p(r ∈ 〈r j− h2 ;r j+ h2〉) v jednom konkre´tnı´m
sveˇteˇ. Ma´me tedy obecneˇ pravdeˇpodobnost cˇtenı´, takzˇe mu˚zˇeme napsat jeden cˇlen sumy
ze vzorce 3.30 – pro jeden konkretnı´ sveˇt:
p(r ∈ 〈r j− h2;r j+ h2〉|Gs)p(GS) = 1√2piσ
∫ r j+ h2
r j− h2
e
(r−z)2
2σ2 dr
1
2N
(3.33)
z je znovu strˇed prvnı´ obsazene´ bunˇky. Protozˇe existuje vı´ce mozˇny´ch sveˇtu˚, kde je prvnı´
obsazena´ bunˇkaC f , zjistı´me jejich pocˇet:
MC f = 2
N− f , (3.34)
N je pocˇet buneˇk a f je index prvnı´ obsazene´. Proto pravdeˇpodobnost cˇtenı´ secˇtena´ ze
vsˇech sveˇtu˚ s prvnı´ obsazenou pozicı´ f je (z 3.34 a 3.30):
p(r ∈ 〈r j− h2;r j+ h2〉|C f ) =∑GCf p(r = r j|SC f )p(GC f |SC f ) = 2N− f
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z)2
2σ2 dr
1
2N
=
1
2 f
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z)2
2σ2 dr (3.35)
V sumeˇ tentokra´t scˇı´ta´me jen prˇes sveˇty, kde je prvnı´ obsazena´C f . Cˇtenı´ alemohly zpu˚sobit
i sveˇty, kde je prvnı´ obsazena´ jina´ bunˇka, trˇebaC f2 . Sveˇty sC f aC f2 nemohou nastat zara´z,
proto se jejich pravdeˇpodobnosti budou scˇı´tat. Pocˇet sveˇtu˚ sC f2 bude 2
N− f2 . Vezmeme-li
v u´vahu vsˇechnymozˇne´ sveˇty s prvnı´mi obsazeny´mi bunˇkamiC f1,C f2, . . . ,C fN , dosta´va´me
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vzorec pro pravdeˇpodobnost meˇrˇenı´:
p(r = r j) = ∑
GCf
p(r = r j|SC f )p(GC f |SC f ) =
1
21
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z1)2
2σ2 dr+
1
22
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z2)2
2σ2 dr+ . . .+
1
2i
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi)2
2σ2 dr+ . . .+
1
2N
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zN )2
2σ2 dr. (3.36)
Na´zorneˇ tuto situaci ukazuje obra´zek 3.6. Zde zi je strˇed ite´ bunˇky, ktery´ tvorˇı´ maximum
Obra´zek 3.6: Uka´zka zı´ska´nı´ pravdeˇpodobnosti cˇtenı´. Pro bunˇku Ci se pravdeˇpodobnost,
zˇe cˇtenı´ padne do jejı´ho prostoru, zı´ska´ secˇtenı´m ploch zvy´razneˇny´ch u´seku˚,
ktere´ odpovı´dajı´ integra´lu˚m z jednotlivy´ch Gaussovy´ch krˇivek prˇes oblast
bunˇky Ci. Kazˇda´ Gaussova krˇivka ma´ maximum na´sobene´ 2− j, kde j je
porˇadı´ bunˇky.
Gaussovy krˇivky. Index i jde od 1 do N, protozˇe scˇı´ta´me sveˇty, kde je prvnı´ obsazena´
C1 (pocˇet sveˇtu˚N = 2N−1), pakC2 (pocˇet sveˇtu˚N = 2N−2) azˇCN (pocˇet sveˇtu˚N = 2N−N).
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3.2.2 Odvozenı´ funkce p(r = r j|Ci = OCC)
Nynı´ se vra´tı´m k pravdeˇpodobnosti cˇtenı´, pokud je ita´ bunˇka obsazena. Z vy´razu 3.36
plyne, zˇe scˇı´ta´me sveˇty s danou prvnı´ obsazenou bunˇkou. Pokud ale prˇedpokla´da´me, zˇe
ita´ bunˇka je obsazena, vı´me, zˇe nejvzda´lenejsˇı´ mozˇne´ maximum od sensoru je pra´veˇ u ite´
bunˇky – suma se proto zkra´tı´ o cˇleny, kde je index bunˇky k veˇtsˇı´ nezˇ i – jizˇ nemohou by´t
prvnı´ obsazene´, protozˇeCi je obsazena jisteˇ. Pravdeˇpodobnost sveˇta s tı´mto prˇedpokladem
je:
p(GCi) =
1
2N−1
, (3.37)
protozˇe mozˇnostı´ volby buneˇk je 2N−1 – ita´ bunˇka je obsazena´. Pokud je prvnı´ obsazena´
bunˇkaCk prˇedCi (k < i), pak pravdeˇpodobnost cˇtenı´ v jednom cˇlenu sumy z 3.30 bude:
p(r = r j|SCi)p(GS) =
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z)2
2σ2 dr
1
2N−1
(3.38)
Pocˇet takovy´ch sveˇtu˚ bude 2N−k−1, jelikozˇ vsˇechny bunˇky prˇed k jsou pra´zdne´, k je
obsazena´ a itou bunˇku zna´m. Takzˇe pro pro pravdeˇpodobnost cˇtenı´ ve sveˇtech, kde je
k prvnı´ obsazena´, bude vzorec podobneˇ jako 3.35:
p(r = r j|SC j1 = OCC;SCi = OCC) = ∑
GCj
p(r = r j|SC j1 = OCC)p(GC j1 |SC j1 = OCC) =
2N−k−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z)2
2σ2 dr
1
2N−1
=
1
2k
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z)2
2σ2 dr
(3.39)
Vidı´me, zˇe pro f < i je soucˇet stejny´ jako 3.40, proto budou i vsˇechny cˇleny soucˇtu 3.36
pro i< j stejne´.
Jina´ situace je u f = i: pocˇet sveˇtu˚ je 2N−i; tentokra´t jsou vsˇechnyCk pro k< i pra´zdne´,
aCi je obsazena´. Cˇa´st sumy proC f =Ci vypada´ takto:
p(r = r j|SCi= f = OCC) = ∑
GCi=OCC
p(r = r j|SCi=OCC)p(GCi|SCi = OCC) =
2N−i
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z)2
2σ2 dr
1
2N−1
=
1
2i−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z)2
2σ2 dr (3.40)
Pravdeˇpodobnost je tedy jina´ nezˇ u 3.39. Graf za´vislosti koeficientu˚ u integra´lu˚ na indexu
prvnı´ obsazene´ bunˇky je na obra´zku 3.7.
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Obra´zek 3.7: Koeficienty u integra´lu˚ ve vzorci 3.41 v za´vislosti na f pro i = 6, N = 12
a SCi = OCC. Pro f = i je hodnota stejna´ jako u f = i−1.
Secˇtenı´m 3.40 a 3.39 zı´ska´me hledany´ vzorec:
p(r = r j|SCi = OCC) = ∑
GCf
p(r = r j|SC f = OCC)p(GC f |SC f = OCC) =
1
21
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z1)2
2σ2 dr+
1
22
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z2)2
2σ2 dr+ . . .+
1
2i−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi−1)2
2σ2 dr+
1
2i−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi)2
2σ2 dr, (3.41)
kde zk = hk− h2 , a zk = {z1,z2, . . .zi}. Ze soucˇtu v 3.36 tedy bereme jen prvnı´ch i cˇlenu˚,
prˇicˇemzˇ ity´ cˇlen je na´soben jinou hodnotou; stejnou, jako cˇlen i−1.
3.2.3 Odvozenı´ funkce p(r = r j|SCi = EMP)
Vy´pocˇet bude vypadat podobneˇ jako u p(r = r j|SCi = OCC) 3.41. Budu modifikovat
vzorec 3.36 tak, aby splnil na´roky na SCi = EMP. Pro f < i bude cˇa´st sumy se stejnou
prvnı´ obsazenou bunˇkou vypadat stejneˇ jako v 3.39. Pro f = i platı´, zˇe ma´-li by´t bunˇka
Ci pra´zdna´, pak v nı´ snı´macˇ nemu˚zˇe detekovat prˇeka´zˇku, takzˇe tato bunˇka se nesmı´ sta´t
zdrojem norma´lnı´ho rozlozˇenı´ s maximem ve sve´m strˇedu. Proto se v soucˇtu dle 3.36
objevı´ u sveˇtu˚, kde by meˇla by´t prvnı´ obsazena´ ita´ bunˇka, nula. U sveˇtu˚, kde je f > i, je
pocˇet sveˇtu˚ 2N− f , protozˇe mu˚zˇu libovolneˇ zvolit stavy buneˇk azˇ za bunˇkou C f (znalost
stavu Ci je jen potvrzenı´m toho, zˇe bunˇka prˇed prvnı´ bunˇkou C f ma´ by´t pra´zdna´). Cˇleny
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sumy 3.36 pro jednu konkre´tnı´ prvnı´ bunˇkuC f , kde f > i, budou vypadat takto:
p(r = r j|SC f =OCC,SCi = EMP, f > i) =
∑
GCf
p(r = r j|SCi = EMP;SC f = OCC)p(GCi|SCi = EMP) =
2N− f
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z f )2
2σ2 dr
1
2N−1
=
1
2 f−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z f )2
2σ2 dr
(3.42)
Proto bude vzorec pro pravdeˇpodobnost cˇtenı´ prˇi ite´ bunˇce pra´zdne´ vypadat:
p(r = r j|SCi) = ∑
GCi=EMP
p(r = r j|SCi = EMP)p(GCi|SCi = EMP) =
1
21
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z1)2
2σ2 dr+ . . .+
1
2i−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi−1)2
2σ2 dr+
+0
+
1
2i
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi+1)2
2σ2 dr+ . . .+
1
2N−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zN )2
2σ2 dr. (3.43)
Scˇı´ta´me tedy postupneˇ prˇes vsˇechny sveˇty, ve ktery´ch je C1 prvnı´ obsazena´, pak prˇes ty,
kde jeC2 prvnı´ obsazena´, pakC3, ... ,Ci−1,Ci obsazena by´t nesmı´,Ci+1, ...,CN . Hodnoty
koeficientu˚ jsou videˇt na obra´zku 3.8.
Ma´me uzˇ obeˇ pravdeˇpodobnosti dle vzorcu˚ 2.7 a 2.8, mu˚zˇeme tedy zacˇı´t pouzˇı´vat
Bayesu˚v vzorec se vsˇemi zna´my´mi cˇleny.
3.2.4 Vy´sledky – grafy
Grafy funkcı´ p(r = r j|SCi =OCC) 3.41 a p(r = r j|SCi = EMP) 3.43 jsou na obra´zku 3.9.
Z grafu je peˇkneˇ videˇt, zˇe obeˇ funkce jsou dua´lnı´: tam, kde ma´ jedna funkce minimum,
je maximum druhe´ a naopak. Maximum funkce 3.41 je v bunˇce C j. Da´le je zrˇejme´, zˇe
v dostatecˇne´ vzda´lenosti za cˇtenı´m snı´macˇe majı´ obeˇ funkce stejne´ hodnoty (oznacˇme
tuto hodnotu trˇeba c), takzˇe v Bayesoveˇ vzorci se prˇi pocˇa´tecˇnı´ch podmı´nka´ch p(SCi =
OCC) = 0,5 tato pravdeˇpodobnost zachova´.
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Obra´zek 3.8: Koeficienty u integra´lu˚ ve vzorci 3.43 v za´vislosti na f pro i = 6, N = 12
a SCi = EMP. Pro f = i je hodnota 0.
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Obra´zek 3.9: Vy´sledne´ pravdeˇpodobnosti cˇtenı´ pro h= 0,2, σ = 0,1, r j = 8,1m.
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p(SCi = OCC|r = r j) =
p(r = r j|SCi = OCC)p(SCi = OCC)
p(r = r j)
=
p(r = r j|SCi = OCC)p(SCi = OCC)
p(r = r j|SCi = OCC)p(SCi = OCC)+ p(r = r j|SCi = EMP)p(SCi = EMP)
=
cp(SCi = OCC)
cp(SCi = OCC)+ cp(SCi = EMP)
=
p(SCi = OCC)
p(SCi = OCC)+ p(SCi = EMP)
=
0,5
0,5+0,5
= 0,5. (3.44)
Prˇedpoklad se tedy shoduje s nasˇı´m ocˇeka´va´nı´m, zˇe nemu˚zˇeme rˇı´ct, co je za prˇeka´zˇkou.
Shoda obou funkcı´ zaC j je da´na tı´m, zˇe v obou se vyskytuje v sumeˇ cˇlen s prvnı´ obsazenou
C j a okolı´, ktere´ jedine´ da´vajı´ hodnoty vy´razneˇ veˇtsˇı´ nezˇ nula. Vsˇechny ostatnı´ hodnoty
jsou zanedbatelne´ proti okolı´ bunˇkyC j (jsou daleko od hodnoty cˇtenı´).
Dostatecˇneˇ prˇed cˇtenı´m r j je pravdeˇpodobnost cˇtenı´ p(r = r j|SCi =OCC) velice mala´
(blı´zka´ 0), proto i cˇitatel Bayesova vzorce bude roven nule a tı´m pa´dem i pravdeˇpodobnost
obsazenı´. Znovu se to shoduje s nasˇı´m prˇedpokladem. Du˚vodem takto male´ pravdeˇpodob-
nosti cˇtenı´ je skutecˇnost, zˇe i kdyzˇ je vysˇsˇı´ pravdeˇpodobnost vy´skytu takove´ho sveˇta pro
male´ i, pravdeˇpodobnost cˇtenı´ je v takove´m sveˇteˇ velice mala´ (funkce pravdeˇpodobnosti
sveˇta 2−i klesa´ pomaleji nezˇ funkce Gaussovy krˇivky e−x2).
Pro funkci prˇi pra´zdne´ Ci (3.43) jsou videˇt dva u´seky: v prvnı´m, blizˇsˇı´m snı´macˇi, je
p(r = r j|SCi = EMP) dvakra´t veˇtsˇı´ nezˇ ve druhe´m. Zlom je kolem bodu r j. Du˚vod je
v tom, zˇe pro vsˇechnyCi, kde i< j ( j je cˇı´slo bunˇky, do ktere´ spada´ cˇtenı´) – prvnı´ prˇı´pad,
je bunˇkaC j napravo odCi, takzˇe koeficient u integra´lu ve vzorci 3.43 je 2−i+1. Je-li ovsˇem
C j nalevo od Ci (druhy´ prˇı´pad i > j), pak je koeficient 2−i, cozˇ znamena´ dvakra´t mensˇı´
pravdeˇpodobnost pro cˇtenı´ prˇi bunˇce C j pra´zdne´. Znovu platı´, zˇe pro pravdeˇpodobnost
majı´ klı´cˇovou roli jen bunˇky poblı´zˇ C j.
Graf vy´sledne´ pravdeˇpodobnosti obsazenı´ je na obra´zku obr. 3.10. Je videˇt, zˇe prˇesneˇ
splnˇuje nasˇe pozˇadavky na funkci: ma´ hodnotu blı´zkou k nule pro i< j, maximum v i= j
a hodnotu 0,5 pro i > j. Byl zvolen sloupcovy´ graf, protozˇe pravdeˇpodobnost obsazenı´
bunˇky je stejna´ pro cely´ jejı´ obsah.
Aktualizace mrˇı´zˇky
Na obra´zku 3.11 je videˇt, jaky´m zpu˚sobem se mrˇı´zˇka aktualizuje a pravdeˇpodobnost
u´speˇsˇneˇ naru˚sta´ (rostla by azˇ k limiteˇ 1). Postup aktualizace hodnot je na´sledujı´cı´: prˇed
prvnı´m meˇrˇenı´m je hodnota vsˇech buneˇk mrˇı´zˇky nastavena na 0,5. Po prvnı´m meˇrˇenı´
r = r j1 v cˇase t1 s hodnotou r j1 bude p(SCi|r = r j):
p(SCi(t1)|r = r j1) =
p(r = r j1|SCi = OCC)0,5
p(r = r j1|SCi = OCC)0,5+ p(r = r j1|SCi = EMP)0,5
. (3.45)
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Obra´zek 3.10: Vy´sledna´ pravdeˇpodobnost obsazenı´ pro h= 0,2, σ = 0,1, r j = 8,1m.
Prˇi druhe´m meˇrˇenı´ r = r j2 se vezme jako pravdeˇpodobnost obsazenı´ bunˇky hodnota
p(SCi = OCC) z kroku 1:
p(SCi(t2)|r = r j2) =
p(r = r j2|SCi = OCC)p(SCi = OCC(t1))
p(r = r j2|SCi = OCC)p(SCi = OCC(t1))+ p(r = r j|SCi = EMP)p(SCi = EMP(t1))
.
(3.46)
Tento postup se pak rekurenteˇ opakuje i nada´le. Mrˇı´zˇka se tedy aktualizuje a maximum
by meˇlo postupneˇ naru˚stat, pokud se prˇı´lisˇ nemeˇnı´ cˇtenı´ snı´macˇe. Mrˇı´zˇka doka´zˇe docela
rychle reagovat i na prudke´ zmeˇny cˇtenı´ (naprˇı´klad cˇloveˇk, ktery´ vstoupı´ do dra´hy)
– z p(SCi = OCC) = 0,001 na p(SCi = OCC) ∼= 1 po 10 krocı´ch. Vy´sledek ukazuje
obra´zek 3.11. Pro mozˇnost dynamicky meˇnit stav sveˇta je ovsˇem nutne´ nastavit minima´lnı´
pravdeˇpodobnost na neˇjakou nenulovou hodnotu (v prˇı´padeˇ obra´zku 3.11 je to 0,001). Pro
hodnotu nula by tato zu˚stala naveˇky.
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Obra´zek 3.11: Vy´sledne´ pravdeˇpodobnosti prˇi aktualizaci mrˇı´zˇky prˇi zmeˇneˇ cˇtenı´ z r j =
8,1m na r j = 4,1m a deseti aktualizacı´ch. Znovu platı´ h = 0,2, σ = 0,1.
Maximum napravo je po jednom meˇrˇenı´.
3.2.5 Za´vislost na pomeˇru hσ
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Obra´zek 3.12: Pravdeˇpodobnost obsazenı´ buneˇk: a) h= 0,1,σ = 0,1; b) h= 0,1,σ = 0,2.
Na obra´zku 3.12 a) je dalsˇı´ z mozˇny´ch vy´sledku˚ pravdeˇpodobnosti obsazenı´, tentokra´t
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pro h= 0,1 a σ = 0,1. Je videˇt, zˇe prˇi stejne´m cˇtenı´ snı´macˇe pravdeˇpodobnost obsazenı´
v i= j proti obra´zku 3.10 poklesla. Na obr. 3.12 b) je h= 0,1, σ = 0,2 a p(SC j = OCC)
je jesˇteˇ nizˇsˇı´, skoro jako kdyby tam prˇeka´zˇka nebyla. Cˇı´m je toto chova´nı´ zpu˚sobeno?
Podle tabulky 3.1 je videˇt, zˇe neza´lezˇı´ na sˇı´rˇce bunˇky ani na vzda´lenosti od snı´macˇe,
Obra´zek 3.13: Rozebra´nı´ cˇa´stı´ Gaussovy krˇivky – σ = 0,1m, h= 0,1m.
ale na pomeˇru hσ . Vysveˇtlenı´ je dobrˇe videˇt na obra´zku 3.13. Je na neˇm zobrazena jedna
Gaussova krˇivka, ktera´ odpovı´da´ bunˇce se zmeˇrˇeny´m cˇtenı´m r j. Ma´ trˇi cˇa´sti. V prvnı´
(sˇrafova´nı´ a fialova´ barva) je plocha, ktera´ na´lezˇı´ jak do soucˇtu pro p(r = r j|SCi = OCC),
tak do soucˇtu p(r= r j|SCi = EMP). Druha´ cˇa´st (tmaveˇ modra´ barva) odpovı´da´ oblasti, jezˇ
bude zapocˇı´ta´na jen do soucˇtu pro p(r = r j|SCi = OCC). Poslednı´ prava´ cˇa´st (zelena´) je
zahrnuta jen do soucˇtu p(r = r j|SCi = EMP). Tedy do soucˇtu p(r = r j|SCi = OCC) patrˇı´
prvnı´ dveˇ cˇa´sti, do soucˇtu p(r= r j|SCi = EMP) prvnı´ a trˇetı´. Kazˇda´ z cˇerneˇ ora´movany´ch
buneˇk ma´ va´hu danou porˇadı´m, takzˇe bunˇka v 3,9mma´ 2−39, bunˇka v 4,0mma´ 2−40 atd.
Pro vy´slednou pravdeˇpodobnost je du˚lezˇity´ pomeˇr:
p(r = r j|SCi = OCC)
p(r = r j|SCi = EMP)
. (3.47)
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Obra´zek 3.14: Rozebra´nı´ cˇa´stı´ Gaussovy krˇivky – σ = 0,1m, h= 0,3m.
h σ N r j p(SC j = OCC)
h
σ
0,1 0,15 1000 90 0,535 0,67
0,1 0,15 30 2 0,535 0,67
0,2 0,3 500 90 0,535 0,67
0,2 0,3 100 10 0,535 0,67
0,1 0,2 100 90 0,513 0,5
0,1 0,2 200 1 0,513 0,5
0,2 0,2 500 90 0,595 1,0
0,2 0,2 100 10 0,595 1,0
Tabulka 3.1: Vy´sledky simulace a vy´pocˇtu
Pokud bychom zveˇtsˇili sˇı´rˇku bunˇky (na obra´zku 3.14 je h = 0,3, tzn. 3x vzrostla), tak
vy´razneˇ naroste sˇı´rˇka druhe´ cˇa´sti, ale trˇetı´ se zmeˇnsˇı´. Proto vzroste p(r = r j|SCi = OCC)
a klesne p(r = r j|SCi = EMP). Ve vy´sledku se tedy objevı´ veˇtsˇı´ hodnota maxima pravdeˇ-
podobnosti obsazenı´. Naopak pokud by druha´ cˇa´st byla jen velice mala´, pak bude pomeˇr
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maly´ a pravdeˇpodobnost klesne.
Uvedene´ odpovı´da´ logice, protozˇe cˇı´m je bunˇka sˇirsˇı´, tı´m je i prˇi Gaussovu sensoru
veˇtsˇı´ pravdeˇpodobnost, zˇe meˇrˇenı´ bude spadat pra´veˇ do nı´. Naprˇı´klad pro r= 4m, h= 0,5m
a smeˇrodatne´ odchylce σ = 0,1m je pravdeˇpodobnost meˇrˇenı´ blı´zka´ 1.
Je tedy nutne´ volit vhodneˇ velikost bunˇky. Nejvhodneˇjsˇı´ se jevı´ jejı´ velikost sva´zat
se smeˇrodatnou odchylkou σ , a to tak, zˇe h = aσ , kde a ∈ 〈1;2〉. V tom prˇı´padeˇ je
p(SCi = OCC|r = r j) po 1. meˇrˇenı´ dostatecˇneˇ vysoka´ a rychle se zprˇesnˇuje.
3.3 Zrychlenı´ a zjednodusˇenı´ vy´pocˇtu
Prˇi pohledu na vzorce 3.41 a 3.43 je videˇt, zˇe se scˇı´ta´ velke´ mnozˇstvı´ soucˇinu˚ a pocˇı´ta´
velke´ mnozˇstvı´ integra´lu˚. Oba vzorce zopakuju:
p(r = r j|SCi) = ∑
GCi=EMP
p(r = r j|SCi = EMP)p(GCi|SCi = EMP) =
1
21
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z1)2
2σ2 dr+ . . .+
1
2i−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi−1)2
2σ2 dr+ . . .+
+0
+
1
2i−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi)2
2σ2 dr+ . . .+
1
2N−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zN )2
2σ2 dr, (3.48)
a druhy´
p(r = r j|SCi = OCC) = ∑
GCf
p(r = r j|SC f = OCC)p(GC f |SC f = OCC) =
1
21
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z1)2
2σ2 dr+
1
22
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z2)2
2σ2 dr+ . . .+
1
2i−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi−1)2
2σ2 dr+
1
2i−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi)2
2σ2 dr. (3.49)
Jizˇ bylo zmı´neˇno, zˇe funkce vGaussoveˇ krˇivce jde k nule rychleji nezˇ koeficient u integra´lu
(e−i2 klesa´ s druhou mocninou x oproti 2−i). Proto hodnota cˇlenu˚ soucˇtu˚ 4.19 a 4.20, jezˇ
jsou dostatecˇneˇ vzda´lene´ od hodnoty cˇtenı´ r j, je zanedbatelna´ proti cˇlenu i = j a okolı´.
Je tedy videˇt, zˇe tyto cˇleny vu˚bec nemusı´me do vy´pocˇtu zahrnout a vy´sledek se skoro
nezmeˇnı´.
Vyzkousˇen je postup, kdy se do soucˇtu 4.19 zahrne jen poslednı´ch 5σh cˇlenu˚, tzn. od
k = i− 5σh do k = i. V soucˇtu 4.20 je pouzˇito jen 5σh cˇlenu˚ prˇed i a 5σh cˇlenu˚ po i, tzn.
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Obra´zek 3.15: Vy´sledna´ pravdeˇpodobnost obsazenı´ pro h= 0,2, σ = 0,1, r j = 8,1m prˇi
zjednodusˇene´m algoritmu.
k= i−5σh azˇ k= i+5σh . Du˚vod volby za´visle´ na tomto pomeˇru je v jeho prˇizpu˚sobenı´ se
h. Pokud naprˇı´klad h zabere prakticky celou nenulovou cˇa´st Gaussovy krˇivky, pak stacˇı´
bra´t pouze itou bunˇku. Toto omezenı´ ma´ velkou vy´hodu v tom, zˇe nevyzˇaduje promeˇnne´
na´sobenı´ za´porny´mi mocninami 2, ale dı´ky jasneˇ dane´mu pocˇtu cˇlenu˚ (prˇi rozumne´ volbeˇ
h ∈ 〈σ ;2σ〉) se da´ prˇeve´st do mocnin kladny´ch (29 azˇ 20) a deˇlenı´ 2 se pak da´ prove´st
rychly´m bitovy´m posunem (de facto dosˇlo k rozsˇı´rˇenı´ zlomku v Bayesoveˇ vzorci 2i+5).
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Vzorce tedy budou vypadat takto:
p(r = r j|SCi = EMP) = ∑
GCi=EMP
p(r = r j|SCi = EMP)p(GCi|SCi = EMP) =
29
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi−5)2
2σ2 dr+ . . .+
25
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi−1)2
2σ2 dr+
+0
+24
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi+1)2
2σ2 dr+ . . .+
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi+5)2
2σ2 dr, (3.50)
a pro obsazenou bunˇku:
p(r = r j|SCi = OCC) =∑
GCi
p(r = r j|SCi = OCC)p(GCi|SCi = OCC) =
29
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi−5)2
2σ2 dr+28
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi−4)2
2σ2 dr+ . . .+
26
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi−1)2
2σ2 dr+26
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi)2
2σ2 dr. (3.51)
Vy´sledky jsou videˇt na obra´zku 3.15. Je naprosto shodny´ s obra´zkem 3.10.
Neˇkolikra´t jsem te´zˇ uvedl, zˇe vy´pocˇet integra´lu˚ bude prˇes cˇtenı´ z tabulky prˇedpocˇı´-
tany´ch hodnot. Vzhledem k promeˇnne´mu parametru strˇednı´ hodnoty µ = z je nutne´ mı´sto
norma´lnı´ho rozdeˇlenı´ No(z,σ) pouzˇı´t tzv. U-rozdeˇlenı´ [5, str. 211] s µ = 0, σ = 1:
U(0,1) =
X−µ
σx
=
r− r j
σ
. (3.52)
Pro zjisˇteˇnou hodnotu U se jen v tabulce najde prˇı´slusˇna´ hodnota distribucˇnı´ funkce.
Dosa´hli jsme tedy relativneˇ jednoduche´ slozˇitosti algoritmu: 5 kra´t (10 kra´t pro p(r|EMP))
pohled do tabulky a na´sobenı´, to cele´ se provene N kra´t — pro kazˇdou bunˇku. Jedna´ se
tedy o linea´rnı´ slozˇitost.
3.4 Potvrzenı´ teoreticky odvozeny´ch vy´pocˇtu˚ pomocı´ si-
mulace
Dalsˇı´m ze zpu˚sobu˚, jak zı´skat funkci p(r = r j|SCi = OCC), je simulace. V nı´ postupneˇ
budeme na´hodneˇ generovat jednorozmeˇrne´ sveˇty (jejich pocˇet bude znovu M), v nichzˇ
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b)
Obra´zek 3.16: Pravdeˇpodobnost cˇtenı´ za prˇedpokladu, zˇe bunˇka ve vzda´lenosti 1,2 je
obsazena´, pro cˇtenı´ r j = 1,2: a) vy´pocˇtem; b) simulacı´ – pocˇet sveˇtu˚ M =
100 000 000.
je kazˇda´ bunˇka obsazena s pravdeˇpodobnostı´ 0,5. Pro sadu takovy´ch sveˇtu˚ pak urcˇı´me
pravdeˇpodonost p(r= r j|SCi =OCC) a p(r= r j|SCi = EMP). Pro kazˇdou z buneˇk drzˇı´me
pocˇet, kolikra´t jizˇ byla obsazena FOCCi .
V kazˇde´m sveˇteˇ najdeme prvnı´ obsazenou bunˇku C f , ktera´ se stane strˇedem pro
norma´lnı´ rozlozˇenı´, podobneˇ jako v cˇa´sti 3.2. Z tohoto rozlozˇenı´ vygenerujeme jedno
konkre´tnı´ meˇrˇenı´ r j. Pro uchova´va´nı´ cˇetnostı´ ma´me 2 cˇtvercove´ matice: pro cˇtenı´ prˇi
pra´zdne´ bunˇce (matice REMP) a pro cˇtenı´ prˇi obsazene´ (matice ROCC). Pocˇet rˇa´dku˚
odpovı´da´ pocˇtu bunˇeˇk N. Bunˇka C j, do ktere´ padne meˇrˇenı´ r j, tvorˇı´ index rˇa´dku j. Pak
se pro vsˇechny sloupce i v dane´m rˇa´dku j zvy´sˇı´ cˇetnost FRiOCC v matici s obsazeny´mi
bunˇkami ROCC pokud Ci = OCC, jinak pokud Ci = EMP, pak cˇetnost FRiEMP v matici
s pra´zdny´mi bunˇkamiREMP. To znamena´, zˇe pro jedno konkre´tnı´ meˇrˇenı´ zjisˇt’ujeme, zda
dana´ bunˇka byla prˇi tomto meˇrˇenı´ obsazena (zvy´sˇı´ se jejı´ cˇetnost v matici ROCC), nebo
pra´zdna´ (zvy´sˇı´ se cˇetnost v maticiREMP).
Po dostatecˇne´mmnozˇstvı´ sveˇtu˚ a meˇrˇenı´ v nich se jizˇ da´ urcˇit pravdeˇpodobnost meˇrˇenı´
spadajı´cı´ch do dane´ bunˇky za prˇedpokladu, zˇe tato bunˇka je obsazena cˇi pra´zdna´. Kazˇdy´
rˇa´dek matic odpovı´da´ jednomu konkre´tnı´mu meˇrˇenı´ r j, prˇesneˇji jedne´ zmeˇrˇene´ bunˇceC j.
V tomto rˇa´dku je vektor vsˇech cˇetnostı´ obsazenı´. Pro zı´ska´nı´ vektoru pravdeˇpodobnosti je
trˇeba kazˇdy´ prvek rˇa´dku j podeˇlit celkovou cˇetnostı´ prˇı´slusˇne´ bunˇky FOCCi – deˇlı´me tedy
vektor prvek po prvku. Jednodusˇe se pak vyberou vsˇechny prvky v dane´m rˇa´dku j u jedne´
z matic, abychom zjistili hodnoty funkce p(r = r j|SCi = OCC) (z maticeROCC) a funkce
p(r = r j|SCi = EMP) z matice REMP. Na´sledujı´cı´ algoritmus ukazuje simulaci na´zorneˇji
pro p(r = r j|SCi = OCC):
1. Cyklus od 1 doM
• Generuj dvojstavovy´ sveˇt o N bunˇka´ch
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• Pro vsˇechny bunˇky: Kdyzˇ SCi = OCC, pak FOCCi = FOCCi +1
• Najdi prvnı´ obsazenou bunˇkuC f
• Generuj meˇrˇenı´ r = r j se strˇednı´ hodnotou v C f a zjisti bunˇku C j, do ktere´
meˇrˇenı´ padlo
• Pro vsˇechny prvky R j,i na dane´m rˇa´dku j v matici ROCC: Kdyzˇ SCi = OCC,
pak R j,i = R j,i+1 – zvy´sˇı´ cˇetnost FRiOCC .
• Pro vsˇechny prvky R j,i na dane´m rˇa´dku j v matici REMP: Kdyzˇ SCi = EMP,
pak R j,i = R j,i+1 – zvy´sˇı´ cˇetnost FRiEMP .
2. Konec cyklu
3. Pro vsˇechny rˇa´dky j odpovı´dajı´cı´ meˇrˇenı´ r j matice s prvky o hodnota´ch FRiOCC :
p(r = r j|SCi = OCC) =
FRiOCC
FOCCi
Pro cˇtenı´ prˇi pra´zdne´ bunˇce bude postup podobny´, jen se bude pracovat s maticı´
pra´zdny´ch bunˇeˇk a prvky se budou deˇlit hodnotou M−FOCC.
Vy´sledky te´to simulace jsou videˇt na obra´zku 3.16. Je zrˇejme´, zˇe hodnoty zı´skane´
teoreticky (vlevo) jsou naprosto shodne´ s hodnotami ze simulace. Parametry simulace:
h= 0,1, σ = 0,1,M = 100 000 000. Simulace je ovsˇem cˇasoveˇ vysoce na´rocˇna´, vzhledem
k velice nı´zke´ pravdeˇpodobnosti, zˇe naprˇı´klad bunˇka s cˇı´slem 80 bude prvnı´ obsazena´.
Du˚sledkem je tedy obrovsky´ pocˇet generovany´ch sveˇtu˚.
3.5 Zhodnocenı´ jednorozmeˇrne´ho prˇı´padu
V ra´mci te´to cˇa´sti projektu bylo uka´za´no pouzˇitı´ Bayesova vzorce pro vy´pocˇet pravdeˇpo-
dobnostnı´ jednorozmeˇrne´ mrˇı´zˇky obsazenosti. Mrˇı´zˇka obsazenosti prova´dı´ dekompozici
sveˇta na jednotlive´ bunˇky velikosti h, pro neˇzˇ individua´lneˇ pocˇı´ta´ pravdeˇpodobnosti ob-
sazenı´. Tato pravdeˇpodobnost je odvozena od minule´ho stavu bunˇky a aktua´lnı´ hodnoty
meˇrˇenı´ — p(SCi = OCC|r = r j).
Na zacˇa´tku byl odvozen Bayesu˚v vzorec pro idea´lnı´ sensor, ktery´ vzˇdy prˇesneˇ zmeˇrˇı´
vzda´lenost. Na za´kladeˇ u´vah pro idea´lnı´ snı´macˇ byl odvozen vzorec pro snı´macˇ rea´lny´,
jenzˇ je zatı´zˇen Gaussovou chybou. Tento vzorec usuzuje na stav bunˇky na za´kladeˇ prav-
deˇpodobnosti meˇrˇenı´ ve sveˇteˇ, kde je tato bunˇka obsazena (resp. pra´zdna´). Hleda´nı´ teˇchto
funkcı´ p(r= r j|SCi =OCC) a p(r= r j|SCi = EMP) je nejna´rocˇneˇjsˇı´ cˇa´stı´ odvozenı´ a byla
mu veˇnova´na tato cˇa´st pra´ce.
Vy´sledky odpovı´dajı´ ocˇeka´va´nı´, kdy v mensˇı´ vzda´lenosti, nezˇ je meˇrˇenı´, je sveˇt
pravdeˇpodobneˇ pra´zdny´, v mı´steˇ meˇrˇenı´ ma´ pravdeˇpodobnost maximum a za tı´mtomı´stem
nemu˚zˇeme o sveˇteˇ nic rˇı´ct, proto p(SCi = OCC|r = r j) = 0,5.
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Potvrdila se vy´hoda Bayesova vzorce pro postupne´ zvysˇova´nı´ pravdeˇpodobnosti
p(SCi =OCC|r= r j) s dalsˇı´mi meˇrˇenı´mi. Je videˇt, zˇe je vzorec pouzˇitelny´ i v dynamicke´m
prostrˇedı´ a po neˇkolika cˇtenı´ch doka´zˇe detekovat novou prˇeka´zˇku.
Beˇhem vy´pocˇtu˚ se objevilo necˇekane´ chova´nı´, a to za´vislost p(SCi = OCC|r = r j) na
pomeˇru hσ . Proto je nutne´ volit vhodneˇ velikost bunˇky h – typicky v intervalu h ∈ 〈σ ;2σ〉.
Toto chova´nı´ se ale take´ zakla´da´ na logice. Bylo prezentova´no zjednodusˇenı´ vzorcu˚ pro
zrychlenı´ vy´pocˇtu. Nakonec simulace s na´hodny´m generova´nı´m sveˇtu˚ potvrdila teoreticky
odvozene´ vztahy.
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4 DVOUROZMEˇRNY´ MODEL
V te´to kapitole se jizˇ budu zaby´vat prakticky uplatnitelny´mi modely, ktere´ se snazˇı´ najı´t
prˇeka´zˇky ve dvourozmeˇrne´m prˇı´padeˇ. Prˇedpokla´da´m tedy robota pohybujı´cı´ho se v rovineˇ.
Protozˇe se pra´ce ty´ka´ zejme´na ultrazvuku, budu uvazˇovat, zˇe sensor pracuje s kuzˇelem,
ktery´ ma´ neˇjaky´ u´hel od sve´ osy (naprˇ. 10◦), ve ktere´m je schopen detekovat prˇeka´zˇku.
Tato pravdeˇpodobnost bymeˇla klesat smeˇremke kraji kuzˇele, protozˇe ultrazvukma´ nejvı´ce
energie ve strˇedu kuzˇele, ke krajı´m klesa´ [11](viz prˇı´loha a smeˇrovy´ diagram).
4.1 Dvojrozmeˇrny´ model snı´macˇe - vlastnı´ pokus
Na za´kladeˇ zada´nı´ bakala´rˇske´ pra´ce jsem se pokusil vytvorˇit vlastnı´ model ultrazvukove´ho
sensoru, ktery´ by se opı´ral o teorii pravdeˇpobnosti. Tento model se ty´ka´ snı´macˇe, ktery´
vysı´la´ zvuk sˇı´rˇı´cı´ se prostoremve tvaru kuzˇele. Prˇedpokla´da´m, zˇe snı´macˇ nemusı´ detekovat
kazˇdou prˇeka´zˇku, kterou ma´ ve sve´m poli.
Snı´macˇ tedy nemusı´ vzˇdy detekovat prvnı´ obsazenou bunˇku = prˇeka´zˇku, ale mu˚zˇe ji
s nenulovou pravdeˇpodobnostı´ minout a ohla´sit azˇ neˇjakou vzda´leneˇjsˇı´. Pravdeˇpodobnost,
zˇe snı´macˇ detekuje bunˇkuCx,y, budu znacˇit phiti – znacˇenı´ je podobne´ cˇla´nku od S. Thruna
[16]. Pravdeˇpodobnost, zˇe snı´macˇ tuto prˇeka´zˇku nedetekuje, je zbytkem do 1: p¬hiti =
1− phiti . V tomto modelu pravdeˇpodobnost za´sahu klesa´ s rostoucı´m u´hlem smeˇrem od
osy kuzˇele.
Zavedu pojem rˇada (v anglicˇtineˇ neˇkdy range surface [8]), cozˇ znacˇı´ soubor buneˇk
se stejnou vzda´lenostı´ od snı´macˇe (nemusı´ se jednat prˇı´mo o rˇadu, ale cˇasto tomu tak
bude – da´ se dobrˇe prˇedstavit v pola´rnı´ch sourˇadnicı´ch jako bunˇky se stejny´m r), ktere´
spadajı´ do kuzˇelu snı´macˇe. V te´to rˇadeˇ majı´ vsˇechny bunˇky stejnou pravdeˇpodobnost,
zˇe v prˇı´padeˇ, zˇe budou snı´macˇem detekova´ny, zmeˇrˇı´ danou vzda´lenost r j – spocˇı´ta´ se
zna´my´m integra´lem z Gaussovy krˇivky.
Pro kazˇdou z rˇad existuje 2N kombinacı´ stavu˚ buneˇk, N znacˇı´ pocˇet buneˇk v rˇadeˇ.
V kazˇde´ jedne´ konkre´tnı´ kombinaci (naprˇ.C1 = OCC,C2 = EMP,C3 = OCC,C4 = OCC)
je jasneˇ dana´ pravdeˇpodobnost p¬hit , zˇe nebude zˇa´dna´ bunˇka v te´to rˇadeˇ detekova´na, tzn.
mu˚zˇe by´t detekova´na azˇ bunˇka v dalsˇı´, vzda´leneˇjsˇı´ rˇadeˇ. Tato pravdeˇpodobnost se zı´ska´
jako soucˇin pravdeˇpodobnostı´ p¬hiti , zˇe zˇa´dna´ z jednotlivy´ch obsazeny´ch buneˇk nebude
detekova´na, tzn.
p¬hit =∏
P
p¬hit = p¬hit1 p¬hit2 . . . p¬hitP =∏
P
(1− phiti), (4.1)
kde P znacˇı´ pocˇet obsazeny´ch buneˇk v te´to rˇadeˇ v tomto konkre´tnı´m prˇı´padeˇ. Pro
vy´sˇe uvedeny´ prˇı´klad by to bylo (1− phit1)(1− phit3)(1− phit4). Z tohoto se lehce urcˇı´
pravdeˇpodonost detekce neˇjake´ z buneˇk v te´to rˇadeˇ: phit = 1− p¬hit .
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Tı´mto ma´me vyrˇesˇeno jedno konkre´tnı´ usporˇa´da´nı´ buneˇk v rˇadeˇ, jehozˇ pravdeˇpodob-
nost je 12N . V usporˇa´da´nı´ rˇady, kde jsou vsˇechny bunˇky obsazeny (naprˇ. zed’), musı´ sensor
neˇjakou detekovat, minout nemu˚zˇe. Proto je pravdeˇpodobnost za´sahu 1.
Kdyzˇ takto poscˇı´ta´me vsˇechny mozˇne´ kombinace usporˇa´da´nı´, a celkovou sumu vyna´-
sobı´me pravdeˇpodobnostı´ jednotlivy´ch kombinacı´ 12N , zı´ska´me pravdeˇpodobnost za´sahu
neˇktere´ z buneˇk na te´to rˇadeˇ ph:
ph =∑
Gr
phit
1
2N
, (4.2)
Gr je jedno konkre´tnı´ usporˇa´da´nı´ buneˇk na dane´ rˇadeˇ. Pravdeˇpodobnost cˇtenı´ z te´to rˇady
se tedy spocˇı´ta´ na´sledovneˇ: integra´l z Gaussova rozlozˇenı´ se vyna´sobı´ pravdeˇpodobnostı´
p(Ri), zˇe se meˇrˇenı´ dostane azˇ do rˇady i, a pravdeˇpodobnostı´ ph detekce bunˇky v te´to rˇadeˇ:
p(r = r j|Ri) = p(Ri)ph 1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z f )2
2σ2 dr. (4.3)
Pravdeˇpodobnost, zˇe se meˇrˇenı´ dostane azˇ do rˇady Ri je da´na rekurzivneˇ: pro rˇadu R1
je tato pravdeˇpodobnost 1 (meˇrˇicı´ paprsek (kuzˇel) se musı´ dostat do nejblizˇsˇı´ch buneˇk),
pravdeˇpodobnost dalsˇı´ch rˇad je:
p(Ri) = p(Ri−1)p(¬ph) = p(Ri−1)(1− ph). (4.4)
A pravdeˇpodobnost cˇtenı´ p(r = r j) se pak zı´ska´ jako soucˇet pravdeˇpodobnostı´ v jed-
notlivy´ch rˇada´ch – cˇtenı´ z jednotlivy´ch rˇad nemu˚zˇe nastat soucˇasneˇ.
p(r = r j) =∑
Ri
p(Ri)p(r = r j|Ri). (4.5)
4.1.1 Cˇtenı´ prˇi obsazene´ bunˇce: p(r j|SCx,y = OCC)
Tato pravdeˇpodobnost se bude pocˇı´tat podobneˇ jako vy´sˇe uvedeny´ prˇı´pad, s tı´m rozdı´lem,
zˇe v rˇadeˇ, kde je bunˇka obsazena´, je vyloucˇen prˇı´pad pra´zdne´ho sveˇta. Dalsˇı´m rozdı´lem
je, zˇe v dane´ rˇadeˇ, kde se bunˇkaCi nacha´zı´, je pravdeˇpodobnost jednotlivy´ch sveˇtu˚ 12N−1 .
4.1.2 Cˇtenı´ prˇi pra´zdne´ bunˇce: p(r j|SCx,y = EMP)
Tato pravdeˇpodobnost se bude pocˇı´tat podobneˇ jako vy´sˇe uvedeny´ prˇı´pad, s tı´m rozdı´lem,
zˇe v rˇadeˇ, kde je bunˇka pra´zdna´, je vyloucˇen prˇı´pad cˇtenı´ prˇi plne´m obsazenı´ buneˇk. Dalsˇı´m
rozdı´lem je, zˇe v dane´ rˇadeˇ, kde se bunˇka Ci nacha´zı´, je pravdeˇpodobnost jednotlivy´ch
sveˇtu˚ 12N−1 .
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Obra´zek 4.1: Pravdeˇpodobnost cˇtenı´ prˇi obsazene´ bunˇce. σ = 0,3, r j = 30. Pouze ilus-
trativnı´ prˇı´klad, indexy znacˇı´ cˇı´sla buneˇk. Nejedna´ se o kuzˇel. Snı´macˇ je v
pozici [3,0], natocˇen ve smeˇru osy y. Funkcˇnı´ hodnota v krajı´ch je stejna´
pro cˇtenı´ prˇi obsazene´ i pra´zdne´ bunˇce – viz obr. 4.2.
4.1.3 Vy´sledne´ grafy a zhodnocenı´ tohoto mozˇne´ho prˇı´stupu
Na obra´zku 4.1 je videˇt vy´sledny´ graf pro pravdeˇpodobnost p(r j|SCi = OCC). I kdyzˇ
ani v rˇezu nevypada´ vzˇdy jako model z jednorozmeˇrne´ho prˇı´padu, vlastnostmi mu pak
vy´sledek docela odpovı´da´. Du˚lezˇity´ je totizˇ pomeˇr mezi p(r j|SCi = OCC) a p(r j|SCi =
EMP), a ten zu˚stal zachova´n.
Na dalsˇı´m z obra´zku˚ 4.2 je pravdeˇpodobnost p(r j|SCi = EMP). I ona je podobna´ svy´mi
vlastnosti nasˇemu jednorozmeˇrne´mu modelu. Pro male´ vzda´lenosti je pravdeˇpodobnost
cˇtenı´ relativneˇ vysoka´, pro vzda´lenost r j je v minimu a pak se drzˇı´ na stejne´ hodnoteˇ jako
pravdeˇpodobnost pro cˇtenı´ prˇi obsazene´ bunˇce.
Vy´sledne´ pravdeˇpodobnosti obsazenı´ po dosazenı´ teˇchto pravdeˇpodobnostı´ doBayesova
vzorce jsou videˇt na obr. 4.3. Je z nich patrne´ chova´nı´, ktere´ bychom asi logicky ocˇeka´-
vali: maximum ve strˇedu kuzˇele (ultrazvukovy´ snı´macˇ by meˇl mı´t ve strˇedu sve´ho kuzˇele
nejveˇtsˇı´ energii, takzˇe i pravdeˇpodobnost detekce bude asi nejveˇtsˇı´), ke strana´m pravdeˇ-
podobnost klesa´. Prˇed cˇtenou vzda´lenostı´ je pravdeˇpobnost mala´, za nı´ se drzˇı´ na 0,5,
cozˇ odpovı´da´ ocˇeka´va´nı´ (obeˇ funkce p(r j|SCi =OCC) a p(r j|SCi = EMP) zde majı´ stejne´
hodnoty). Obra´zek se ty´ka´ merˇenı´, ktere´ dosahuje docela blı´zko ke snı´macˇi, protozˇe pocˇet
zasazˇeny´ch buneˇk je jen 7.
Nabı´zı´ se porovna´nı´ s obra´zkem v pra´ci A. Elfese z [3]. Ten je sice u´plneˇ bez os, takzˇe
nenı´ jasne´ meˇrˇı´tko, ale da´ se ocˇeka´vat, zˇe dosahuje vysˇsˇı´ho maxima a veˇtsˇı´ hustoty buneˇk.
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Obra´zek 4.2: Pravdeˇpodobnost cˇtenı´ prˇi pra´zdne´ bunˇce. σ = 0,3, r j = 30. Pouze ilus-
trativnı´ prˇı´klad, indexy znacˇı´ cˇı´sla buneˇk. Nejedna´ se o kuzˇel. Snı´macˇ je
v pozici[3,0], natocˇen ve smeˇru osy y.
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Obra´zek 4.3: Vy´sledna´ pravdeˇpodobnost obsazenı´. σ = 0,3, r j = 30. Pouze ilustrativnı´
prˇı´klad, indexy znacˇı´ cˇı´sla buneˇk. Nejedna´ se o kuzˇel. Snı´macˇ je v pozici
[3,0], natocˇen ve smeˇru osy y.
Prˇiblı´zˇit jeho modelu se mi tedy nepovedlo.
Na dalsˇı´m obra´zku 4.4 je videˇt chova´nı´ pro cˇtenı´ ve veˇtsˇı´ vzda´lenosti, ktera´ se jizˇ blı´zˇı´
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Obra´zek 4.4: Na´sˇ model prˇi deseti bunˇka´ch, ktere´ sˇı´rˇka kuzˇele zasa´hla. Snı´macˇ je v pozici
[6,0], natocˇen ve smeˇru osy y.
maxima´lnı´ vzda´lenosti rmax, jizˇ doka´zˇe snı´macˇ zmeˇrˇit. Zde je jizˇ pocˇet buneˇk zasazˇeny´ch
kuzˇelem na jedne´ rˇadeˇ veˇtsˇı´ (pola´rnı´ sourˇadnice kuzˇele ve veˇtsˇı´ch vzda´lenostech prˇekryjı´
vı´ce buneˇk, ktere´ jsou v karte´zsky´ch sourˇadnicı´ch). Pro tuto situaci je vliv znalosti stavu
jedne´ z buneˇk (OCC nebo EMP z prˇedpokladu) do vsˇech mozˇny´ch kombinacı´ jizˇ natolik
maly´ (je velke´ mnozˇstvı´ kombinacı´, ktere´ tuto bunˇku vu˚bec neobsahujı´ – jejı´ podı´l na
celkove´m soucˇtu tedy klesne), zˇe i vy´sˇka maxima klesne a jeho pravdeˇpodobnost se zacˇneˇ
spı´sˇe nezˇ 1 blı´zˇit 0,5.
Toto chova´nı´ se jizˇ s jednorozmeˇrny´m prˇı´padem neslucˇuje, ale na druhou stranu pro
veˇtsˇı´ vzda´lenosti i nasˇe jistota s obsazenı´m bunˇky bude klesat, protozˇe meˇrˇenı´ mohlo
zpu˚sobit vı´ce buneˇk nezˇ pro blizˇsˇı´ meˇrˇenı´. Podobne´ chova´nı´ ma´ i model snı´macˇe uva´deˇny´
v literaturˇe ([10]). Protozˇe velka´ cˇtenı´ mohl zpu˚sobit i odraz zvuku, nenı´ mensˇı´ pravdeˇpo-
dobnost obsazenı´ na sˇkodu.
Vzhledem k tomu, zˇe v algoritmu se pocˇı´tajı´ vsˇechny mozˇne´ kombinace obsazenı´
buneˇk, je slozˇitost vy´pocˇtu exponencia´lnı´. Pro kazˇdou rˇadu se musı´ vzhledem k ru˚zne´mu
pocˇtu buneˇk pocˇı´tat samostatneˇ, cozˇ vy´razneˇ zvysˇuje cˇasovou na´rocˇnost. Da´ se ale ulozˇit
do pameˇti tabulka hodnot pro jednotlive´ rˇady, takzˇe vy´pocˇet se pak redukuje na urcˇenı´,
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kolik rˇad je trˇeba pouzˇı´t a vyna´sobit pravdeˇpodobnosti, zˇe se meˇrˇenı´ dostane do dane´ rˇady
s pravdeˇpodobnostı´ cˇtenı´ z te´to rˇady, je-li bunˇka v te´to rˇadeˇ zasazˇena (viz 4.3). V tomto
prˇı´padeˇ je jizˇ vy´pocˇet velice rychly´.
Dalsˇı´m proble´mem tohoto postupu je prˇı´lisˇ u´zke´ maximum (mezi pravdeˇpodobnostı´
0 a 0,5). Toto maximum ma´ sice podobnobnou sˇı´rˇku jako jednorozmeˇrny´ prˇı´pad (v rˇezu
by se mu meˇl tvar krˇivky podobat), ale sˇı´rˇka se prˇesto jevı´ jako nedostatecˇna´ a neda´ se
prˇı´lisˇ zmeˇnit ani velkou hodnotou smeˇrodatne´ odchylky σ (touto hodnotou se spı´sˇe zmeˇnı´
vy´sˇka maxima). Du˚vod te´to nevy´hody je v relativneˇ cˇasty´ch nespra´vny´ch meˇrˇenı´ch. Zvuk
se totizˇ docela cˇasto odra´zˇı´ od prˇeka´zˇek pod veˇtsˇı´m u´hlem, cˇı´mzˇ snı´macˇ vra´tı´ prˇı´lisˇ velkou
vzda´lenost, a tato hodnota se pak dostane do konfliktu s kratsˇı´ vzda´lenostı´ zı´skanou z jine´
pozice. Cˇı´m uzˇsˇı´ maximum, tı´m rychleji se prˇi odrazech prˇepisuje.
4.2 Testy modelu˚ uva´deˇny´ch v literaturˇe
Dalsˇı´m z cı´lu˚ bakala´rˇske´ pra´ce bylo vyzkousˇet a porovnat ru˚zne´ modely snı´macˇe, ktere´ se
vyskytujı´ ve sveˇtove´ literaturˇe. V za´sadeˇ se dajı´ modely rozdeˇlit na dveˇ kategorie:
• Modely vycha´zejı´cı´ z teorie pravdeˇpodobnosti.
• Modely zı´skane´ pomocı´ strojove´ho ucˇenı´.
Modely s jasneˇ danou funkcˇnı´ za´vislostı´
Modely prvnı´ kategorie se snazˇı´ na za´kladeˇ rozboru sveˇta (teoreticky´ch u´vah) zı´skat
funkce, ktere´ by urcˇily pravdeˇpodobnost cˇtenı´ r j za zna´me´ho stavu dane´ bunˇky. Tyto
hodnoty se pak dosadı´ do Bayesova vzorce 2.4. Jako prˇı´klady, ktere´ jsem vyzkousˇel, se
dajı´ uve´st modely z Carnegie-Mellon University v Pittsburghu – prvnı´ model od Hanse
Moravce [8] nebomodel, ktery´ vytvorˇil stejny´ autor o neˇco pozdeˇji [9]. Samozrˇejmeˇ i vy´sˇe
uvedeny´ model v sekci 4.1 stojı´ na podobne´m za´kladeˇ. Cˇa´st z teˇchto modelu˚ nepracuje
s chybou danou norma´lnı´m rozlozˇenı´m, rˇesˇı´ spı´sˇe proble´m, jak urcˇit, ze ktere´ho smeˇru
v ra´mci kuzˇelu prˇisˇel odraz zvuku. Du˚vod tohoto zjednodusˇenı´ je zrˇejmy´: chyba dnesˇnı´ch
snı´macˇu v detekci vzda´lenosti je naprˇ. 11 mm (u snı´macˇe Pepperl+Fuchs UJ3000), cozˇ pro
mapova´nı´ nehraje zˇa´dnou roli (mrˇı´zˇka mu˚zˇe mı´t naprˇ. bunˇku se stranu dlouhou 10 cm).
Prˇı´klad mu˚zˇe by´t model [6]. Zna´my´ model od A. Elfese [3] norma´lnı´ rozlozˇenı´ pouzˇı´va´.
Da´le se do te´to kategorie dajı´ zarˇadit i modely, ktere´ nevycha´zejı´ z teorie, ale snazˇı´ se
pomocı´ funkcı´ zı´skat ocˇeka´vany´ tvar pru˚beˇhu pravdeˇpodobnosti cˇtenı´. Spada´ sem mnoho
modelu˚, ktere´ se obecneˇ vyznacˇujı´ vysokou rychlostı´ vy´pocˇtu a robustnostı´: naprˇı´klad
model od Robin Murphy [10] nebo [14]. Vyzkousˇen byl model od Murphy.
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Modely zı´skane´ pomocı´ strojove´ho ucˇenı´
Modely v te´to kategorii vyuzˇı´vajı´ neˇktere´ z forem strojove´ho ucˇenı´ (zejme´na neuronove´
sı´teˇ), aby pomocı´ ucˇenı´ s ucˇitelem vytvorˇily prˇı´mo hodnoty pravdeˇpodobnosti obsazenı´. Ta
se pak pomocı´ logaritmu˚ pravdeˇpodobnostı´ (log odds) secˇte s aktua´lnı´ pravdeˇpodobnostı´,
jak je uvedeno naprˇı´klad v [8].
Jednı´m z prˇı´kladu˚ pro neuronovou sı´t’ je model sensoru od S. Thruna [15], ktery´
vyuzˇı´va´ jako vstupy do sı´teˇ ne jen jedno meˇrˇenı´ (spolu s pozicı´ bunˇky), ale cˇtyrˇi po sobeˇ
jdoucı´, cˇı´mzˇ je umozˇneˇno eliminovat meˇrˇenı´ zkreslena´ odrazy. Jedna´ se do te´ doby asi
o prvnı´ model, ktery´ doka´zal vyuzˇı´t vazby mezi jednotlivy´mi meˇrˇenı´mi. Toto chova´nı´
modely, ktere´ majı´ jasneˇ danou funkcˇnı´ za´vislost, vykazovat nemohou. Velkou vy´hodou
modelu˚ zı´skany´ch tı´mto zpu˚sobem je mozˇnost rychle´ adaptace na nove´ prostrˇedı´ (jiny´
odraz od zdı´) a nastavenı´ modelu ne teoretickou analy´zou, ktera´ vzˇdy neˇktere´ vlastnosti
zanedba´ nebo zjednodusˇı´, ale na za´kladeˇ rea´lneˇ nameˇrˇeny´ch dat.
Existuje jesˇteˇ jeden zpu˚sob, ktery´ nelze prˇesneˇ zarˇadit do zˇa´dne´ z kategoriı´: iterativnı´
hleda´nı´ takove´ho sveˇta, ktery´ by co nejle´pe vyhovoval dane´ sadeˇ meˇrˇenı´. Poprve´ byl
asi pouzˇit v pra´ci S. Thruna [16]. Podstata tohoto postupu je v hleda´nı´ takove´ho sveˇta,
aby strˇednı´ hodnota pravdeˇpodobnosti meˇrˇenı´ byla co nejveˇtsˇı´ – vyuzˇitı´ EM (Expectation
maximization) algoritmu (jedna z metod strojove´ho ucˇenı´). Popis bude uveden v cˇa´sti 4.5.
4.2.1 Simulacˇnı´ program pro testova´nı´
Pro testova´nı´ neˇktery´ch z vy´sˇe uvedeny´ch modelu˚ jsem vytvorˇil program s na´zvem
Simulator-OG. Tento programma´ za u´kol jednak prove´st simulaci v generovany´ch sveˇtech,
jednak vytvorˇit prostrˇedı´ pro testy na rea´lny´ch datech zı´skany´ch pomocı´ meˇrˇenı´ ultra-
zvukem.
Vlastnı´ popis technicke´ho rˇesˇenı´ programu bude uveden da´le, ted’se zameˇrˇı´m jen na
uvedenı´ nezbytny´ch vlastnostı´, ktere´ ovlivnˇujı´ chova´nı´ modelu˚.
4.2.2 Za´kladnı´ parametry a prˇedpoklady
Modely byly testova´ny s teˇmito za´kladnı´mi prˇedpoklady: robot se pohybuje v rovineˇ, tudı´zˇ
ma´ trˇi stupneˇ volnosti a jeho pozice ξ je da´na 3 parametry:
ξ = (x,y,θ)T , (4.6)
ktere´ po rˇadeˇ znacˇı´ dveˇ sourˇadnice pro karte´zsky´ syste´m (x a y) a natocˇenı´ robota θ v ra´mci
teˇchto sourˇadnic – natocˇenı´ je bra´no v kladne´mmatematicke´m smeˇru. Znacˇenı´ je ve shodeˇ
s [17].
Robot je vybaven proximitnı´mi sensory, ktere´ vysı´lajı´ vlny v urcˇite´m prostorove´m
nenulove´m u´hlu (ultrazvuk s jeho typicky´m kuzˇelem). Protozˇe pracuji jen ve 2D, tak se
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jedna´ o rovinny´ u´hel s urcˇitou sˇı´rˇkou od osy robota. Tento u´hel je charakteristika snı´macˇe
udana´ vy´robcem. Dalsˇı´m udany´m parametrem snı´macˇe by meˇl by´t maxima´lnı´ dosah
snı´macˇe (naprˇ. 6 m). Snı´macˇ da´le charakterizuje jeho smeˇrodatna´ odchylka σ v meˇrˇenı´
vzda´lenosti a pokles pravdeˇpodobnosti detekce smeˇrem ke krajı´m kuzˇele (klesa´ energie
zvuku).
4.2.3 Mrˇı´zˇka obsazenosti
Pro tvorbu mapy je vyuzˇita tzv. globa´lnı´ mrˇı´zˇka, ktera´ drzˇı´ pravdeˇpodobnosti obsazenı´
jednotlivy´ch buneˇk. Do te´to mrˇı´zˇky se zakomponova´vajı´ jednotliva´ meˇrˇenı´ a pozice robota
– chova´ se jako zı´skana´ mapa.
Pro aktualizaci mrˇı´zˇky na za´kladeˇ meˇrˇenı´ pouzˇı´va´m loka´lnı´ 2Dmrˇı´zˇku, do ktere´ ulozˇı´m
pomeˇr
p(r=r j|SCx,y=OCC)
p(r=r j|SCx,y=EMP) . Tento pomeˇr se da´ dosadit do Bayesova vzorce na´sledujı´cı´cm
zpu˚sobem:
p(SCx,y |r = r j) =
p(r=r j|SCx,y=OCC)
p(r=r j|SCx,y=EMP) p(SCx,y = OCC)
p(r=r j|SCx,y=OCC)
p(r=r j|SCx,y=EMP) p(SCx,y = OCC)+ p(SCx,y = EMP)
. (4.7)
Du˚vod te´to volby je cˇisteˇ implementacˇnı´, nebot’stacˇı´ do funkce prˇeda´vat jen jednu hodnotu
namı´sto dvou, ktere´ jsou vza´jemneˇ prova´zane´.
Obra´zek 4.5: Loka´lnı´ mrˇı´zˇka (oranzˇoveˇ) prˇes globa´lnı´.
Loka´lnı´ mrˇı´zˇka ma´ rozmeˇr jen tak, aby pokryla vsˇechny bunˇky, ktere´ mu˚zˇe sensor
zasa´hnout. Jejı´ orientace je sva´za´na s orientacı´ robota (smeˇr odpovı´da´ jeho u´hlu θ ), je
tedy neza´visla´ na aktua´lnı´ pozici robota v ra´mci globa´lnı´ mrˇı´zˇky. Na´zorneˇ to ukazuje
obra´zek 4.5. Vy´hodou volby loka´lnı´ mrˇı´zˇky je mozˇnost rychle porovnat modely mezi
sebou. Vsˇechny obra´zky chova´nı´ snı´macˇu˚ v ru˚zny´ch modelech jsou prakticky loka´lnı´
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mrˇı´zˇky. Dalsˇı´ vy´hodou te´to reprezentace je mozˇnost pra´ce s logaritmy pravdeˇpodobnostı´
obsazenı´ pro rychlejsˇı´ vy´pocˇty, jak je uvedeno naprˇı´klad v [17][str. 94] nebo v [8].
Hodnoty z te´to loka´lnı´ mrˇı´zˇky je trˇeba pouzˇı´t do globa´lnı´ mrˇı´zˇky, takzˇe je nutne´ zajistit
mapova´nı´ mezi bunˇkami loka´lnı´ a globa´lnı´ mrˇı´zˇky (viz [17][str. 296]). Na prvnı´ pohled se
nabı´zı´ prˇevedenı´ buneˇk z loka´lnı´ do globa´lnı´ mrˇı´zˇky pomocı´ za´kladnı´ch geometricky´ch
transformacı´ – rotace a translace. Nejprve je trˇeba loka´lnı´ mrˇı´zˇku otocˇit o natocˇenı´ robota,
a na´sledneˇ prˇene´st takto vytvorˇenou mrˇı´zˇku do pozice robota. Rotace loka´lnı´ mrˇı´zˇky
vypada´ na´sledovneˇ:(
xn
yn
)
=
(
cosθ −sinθ
sinθ cosθ
)(
xlok
ylok
)
. (4.8)
Translace je pouhe´ prˇicˇtenı´ sourˇadnic robota (x,y)T k otocˇene´ loka´lnı´ mrˇı´zˇce:(
xglob
yglob
)
=
(
xn
yn
)
+
(
x
y
)
. (4.9)
Obra´zek 4.6: Loka´lnı´ mrˇı´zˇka (oranzˇoveˇ) prˇes globa´lnı´. V kruhu je vyznacˇen stav, kdy
se dveˇ bunˇky z loka´lnı´ mrˇı´zˇky prˇekry´vajı´ s jednou z globa´lnı´ - urcˇenı´ dle
strˇedu˚. Do bı´le´ bunˇky v globa´lnı´ mrˇı´zˇce se zase nenamapuje zˇa´dna´ z loka´lnı´,
takzˇe se nebude aktualizovat.
Tento jednoduchy´ a vy´pocˇetneˇ nena´rocˇny´ prˇı´stup ma´ ale jednu za´sadnı´ nevy´hodu, kterou
zobrazuje obr. 4.6 – do jedne´ bunˇky globa´lnı´ mrˇı´zˇky se mohou namapovat prˇi „vhodne´m“
u´hlu dveˇ bunˇky z loka´lnı´ mrˇı´zˇky (bunˇka je tedy jednı´m meˇrˇenı´m aktualizova´na dvakra´t),
zatı´mco sousednı´ bunˇce by neodpovı´dala zˇa´dna´, takzˇe by se neaktualizovala. Uvedene´
chova´nı´ vede k situaci, kdy se neˇktere´ bunˇky v kuzˇelu snı´macˇe nebudou aktualizovat
a jejich hodnota zu˚stane trvale na 0,5, takzˇe se zdajı´ jako potencia´lnı´ prˇeka´zˇka.
Proto je vyuzˇit obra´ceny´ postup, kdy se hleda´, kam do loka´lnı´ mrˇı´zˇky se namapujı´
jednotlive´ bunˇky z globa´lnı´ mrˇı´zˇky. Pocˇet transformacı´ zu˚sta´va´ stejny´ (naprˇed translace do
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pocˇa´tku a pak rotace do osy x) – nemeˇnı´ se tedy prˇı´lisˇ ani vy´sˇe uvedene´ vztahy 4.9 a 4.8.
Samozrˇejmeˇ nasta´vajı´ stejne´ jevy jako u vy´sˇe uvedene´ho prˇı´padu, jenzˇe ted’ je zajisˇteˇna
aktualizace kazˇde´ ze zasazˇeny´ch buneˇk v ra´mci kuzˇele, a to, zˇe se dveˇ bunˇky z globa´lnı´
mrˇı´zˇky zobrazı´ do jedne´ bunˇky v loka´lnı´ mrˇı´zˇce, prˇı´lisˇ nevadı´. Toto se da´ navı´c odstranit
interpolacı´ v loka´lnı´ mrˇı´zˇce, kdy se zahrnou vsˇechny 4 bunˇky, jejichzˇ plochu namapovana´
bunˇka mu˚zˇe zasa´hnout (viz [15]).
4.2.4 Generova´nı´ meˇrˇenı´
Jedno z vyuzˇitı´ programu je mozˇnost nadefinovat si obrysy sveˇta s ru˚zny´mi prˇeka´zˇkami
a pru˚hledy. V takove´m sveˇteˇ je pak mozˇnost simulovat meˇrˇenı´ robota, ktera´ by udeˇlal
pomocı´ sonaru. Pro generova´nı´ meˇrˇenı´ je nutne´ zna´t pozici robota ξ a u´hel θ , pod ktery´m
Obra´zek 4.7: Uka´zka urcˇenı´ vzda´lenosti k prˇeka´zˇcepro danou pozici robota ξ = (x,y,θ)T
a paprsek vyslany´ v jeho orientaci.
se ma´ meˇrˇenı´ prove´st (vu˚cˇi ose x v kladne´m smeˇru). Kuzˇel zvuku je aproximova´n pomocı´
5 paprsku˚, u nichzˇ se pak hledajı´ pru˚secˇı´ky s obrysy sveˇta. Vzda´lenost k prˇeka´zˇce je
oznacˇena d (viz obra´zek 4.7). Nejedna´ se tedy o model, ktery´ by byl neˇjak vy´razneˇ
fyzika´lneˇ podlozˇen. Kazˇdy´ z paprsku˚ ma´ svou pravdeˇpodobnost phit , zˇe se na neˇm od
prˇeka´zˇky odrazı´ zvuk zpeˇt.
Protozˇe se ale rea´lne´ zvukove´ vlny mohou ru˚zneˇ odra´zˇet, je do meˇrˇenı´ zanesena
pravdeˇpodobnost odrazu. Je jasne´, zˇe cˇı´m veˇtsˇı´ u´hel svı´ra´ paprsek s kolmicı´ na jednu
z u´secˇek obrysu, tı´m veˇtsˇı´ pravdeˇpodobnost odrazu jinam nezˇ do sensoru a tedy toho, zˇe
sensor vra´tı´ maxima´lnı´ hodnotu cˇtenı´ (naprˇ. 6 m). Jako hranicˇnı´ funkci, ktera´ rozhodne
o tom, jestli se paprsek vra´tı´ nebo odrazı´, jsem pouzˇil funkci sinus (ma´ rozsah od 0
do 1). Pracuji s u´hlem φ , ktery´ svı´ra´ paprsek se smeˇrnicı´ steˇny (viz obr. 4.7). Vygeneruji
tedy na´hodne´ cˇı´slo b z intervalu 〈0;1〉 a porovna´m jej se sinem u´hlu vyna´sobeny´m
pravdeˇpobnostı´ detekce phit . Je-li na´hodne´ cˇı´slo mensˇı´ nezˇ spocˇtena´ hodnota phit sinφ ,
pak se jako meˇrˇenı´ bere vzda´lenost k pru˚secˇı´ku d, jinak se vra´tı´ maxima´lnı´ hodnota cˇtenı´
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(odraz mimo snı´macˇ).
meˇrˇenı´=
{
d pro b< sin(φ)phit
rmax pro b> sin(φ)phit
(4.10)
Ze zmı´neˇny´ch 5 meˇrˇenı´ pak vyberu to, ktere´ nese nejkratsˇı´ vzda´lenost, a to pro meˇ pak
znacˇı´ hodnotu cˇtenı´ sonaru. Podobny´ postup je vyuzˇit pro tre´nova´nı´ neuronove´ sı´teˇ v [15].
4.2.5 Zakomponova´nı´ rea´lny´ch dat
Jak je jizˇ uvedeno vy´sˇe, do programu je mozˇne´ zadat i rea´lneˇ nameˇrˇena´ data. Protozˇe jsem
pracoval se snı´macˇem, ktery´ pomocı´ komunikacˇnı´ho protokolu prˇes se´riovy´ port doka´zˇe
vracet nameˇrˇene´ hodnoty vzda´lenosti, bylo jednoduche´ napsat program pro ukla´da´nı´
nameˇrˇeny´ch dat do souboru. V programuSimulator-OG jemozˇne´ tentoXML soubor otevrˇı´t
a prˇevzı´t z neˇj nameˇrˇena´ data – kompletnı´ pozice ξ vcˇetneˇ nameˇrˇene´ hodnoty vzda´lenosti.
Tato data pak jizˇ nenı´ proble´m pomocı´ neˇktere´ho z pouzˇity´ch modelu˚ zakomponovat do
mrˇı´zˇky a zobrazit vy´sledek. Takto zı´skane´ vy´sledky jsou urcˇiteˇ prˇesveˇdcˇiveˇjsˇı´ nezˇ data ze
simulace.
Pro porovna´nı´ s realitou je trˇeba zadat do programu sourˇadnice jednotlivy´ch bodu˚,
ktere´ tvorˇı´ mapu (naprˇ. mı´stnosti).
Tı´mto jsem popsal za´kladnı´ vlastnosti simula´toru, mohu zacˇı´t popisovat chova´nı´ jed-
notlivy´ch modelu˚.
4.3 Model od Robin Murphy
Ted’se jizˇ bude pra´ce zaby´vat popisemvlastnostı´ jednotlivy´chmodelu˚, ktere´ byly porovna´ny.
Jako prvnı´ bude popsa´n model R. Murphy. Tento model je uveden v knize Introduction
to AI robotics [10]. Jedna´ se o model, ktery´ je popsa´n funkcˇnı´m prˇedpisem a nenı´ u neˇj
uvedeno zˇa´dne´ zdu˚vodneˇnı´ volby funkce. Model pracuje se zna´my´mi funkcemi pro cˇtenı´
prˇi obsazene´ bunˇce p(r = r j|SCx,y = OCC) a prˇi pra´zne´ bunˇce p(r = r j|SCx,y = EMP).
Kuzˇel sonaru si rozdeˇlı´ do trˇı´ regionu˚, jak je patrne´ z obra´zku 4.8. Pro kazˇdy´ z regionu˚
pouzˇije jinou funkci pro cˇtenı´ prˇi pra´zdne´ a obsazene´ bunˇce. Popis kazˇde´ho z regionu˚:
• Region I: V te´to oblasti sensor vra´til cˇtenı´, takzˇe bude pravdeˇpodobneˇ obsazen.
• Region II: Nacha´zı´ se prˇed vzda´lenostı´ cˇtenı´, takzˇe by meˇl by´t pravdeˇpodobneˇ
pra´zdny´.
• Region III: Je azˇ za zmeˇrˇenou vzda´lenostı´, takzˇe se aktualizovat nebude.
• Region IV: Tento region nebyl kuzˇelem ani zasazˇen, takzˇe se aktualizovat take´
nebude.
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Obra´zek 4.8: Uka´zka regionu˚, jak jsou definova´ny v pra´ci R. Murphy. Prˇevzato z [10]
Region I
V te´to cˇa´sti by meˇla pravdeˇpodobnost by´t veˇtsˇı´ nezˇ 0,5, protozˇe se jedna´ o oblast, do nı´zˇ
spadlo meˇrˇenı´. V [10][str. 382, kapitola 11] je uveden na´sledujı´cı´ vzorec, v neˇmzˇ jsou
parametry, ktere´ odpovı´dajı´ obra´zku 4.8:
p(r = r j|SCx,y = OCC) =
(
R−r
R
)
+
(
β−α
β
)
2
MaxOccupied
p(r = r j|SCx,y = EMP) = 1− p(r = r j|SCx,y = OCC), (4.11)
kde R znacˇı´ maxima´lnı´ dosah snı´macˇe, r je vzda´lenost k bunˇce, s je zmeˇrˇena´ vzda´lenost,
β je maxima´lnı´ u´hel snı´macˇe od osy a α je u´hel k bunˇce od osy kuzˇelu. Aby pravdeˇpodob-
nost nikdy nedosa´hla 1, je na´sobena cˇı´slem o neˇco mensˇı´m nezˇ 1 (naprˇ. 0,98). Sˇı´rˇka tohoto
pa´su od zmeˇrˇene´ vzda´lenosti je urcˇena parametrem zvany´m tolerance, lze ji libovolneˇ
nastavit. V tomto parametru spocˇı´va´, jak uka´zˇi pozdeˇji, asi nejveˇtsˇı´ sı´la tohoto modelu.
Region II
Zde se jedna´ o oblast kuzˇele, ktera´ lezˇı´ dostatecˇneˇ prˇed zmeˇrˇenou vzda´lenostı´ r. Tady jsou
vztahy pro vy´pocˇet pravdeˇpodobnostı´ cˇtenı´ podobne´ jako u Regionu I., ale jsou naopak:
p(r = r j|SCx,y = OCC) = 1− p(r = r j|SCx,y = EMP)
p(r = r j|SCx,y = EMP) =
(
R−r
R
)
+
(
β−α
β
)
2
. (4.12)
Dalsˇı´ rozdı´l je v tom, zˇe zde jizˇ pravdeˇpodobnosti na extre´mnı´ hodnotu 1 jı´t mu˚zˇou.
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Obra´zek 4.9: Vy´sledne´ pravdeˇpodobnosti obsazenı´ pro model R. Murphy tak, jak jsou
vzorce definova´ny v [10]. Po krajı´ch kuzˇelu je videˇt vysoka´ pravdeˇpodobnost
obsazenı´, cozˇ neodpovı´da´ logice. Snı´macˇ je v pozici [10,0], natocˇen ve smeˇru
osy y.
4.3.1 Zhodnocenı´ chova´nı´
Vy´sledny´ graf je videˇt na obr. 4.9. Je na neˇm videˇt vy´razna´ nespojitost, kdy smeˇrem
ke kraju˚m v Regionu II pravdeˇpodobnost obsazenı´ roste i nad 0,5, takzˇe oblast se jevı´
jako obsazena´, prˇicˇemzˇ by meˇla by´t pra´zdna´. Naopak u Regionu I smeˇrem ke kraju˚m jde
pravdeˇpodobnost obsazenı´ k 0, takzˇe se oblast jevı´ jako pra´zdna´. Toto chova´nı´ je naprosto
nevhodne´. Nenı´ samozrˇejmeˇ mozˇne´ vyloucˇit, zˇe jsem neˇkde udeˇlal chybu v pochopenı´
pouzˇitı´ vzorcu˚, ale i vzhledem k prˇı´kladu uvedene´mu v knize na str. 384 (bunˇka blı´zko osy
ma´ p(r = r j|SCx,y = OCC) = 0,52, cozˇ je dost nı´zka´ hodnota) si myslı´m, zˇe je pouzˇı´va´m
spra´vneˇ.
Du˚vodem je prˇı´mo chova´nı´ vzorce: pokud vezmeme bunˇku blı´zko kraje kuzˇele, pak
rozdı´l v druhe´ cˇa´sti vzorce (pracujı´cı´ s u´hlem) bude maly´ a bude vy´razneˇ mensˇı´ nezˇ 12 .
Tı´mto ale cela´ pravdeˇpobnost pro cˇtenı´ prˇi obsazene´ bunˇce klesne pod 0,5, takzˇe po
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Obra´zek 4.10: Uka´zka vy´pocˇtu pravdeˇpodobnostı´ cˇtenı´.
dosazenı´ do Bayesova vzorce vy´jde oblast jako spı´sˇe pra´zdna´. Na´zorneˇ to ukazuje na´sle-
dujı´cı´ prˇı´klad, uka´zany´ na obra´zku 4.10. Je na neˇm bunˇka, ktera´ ma´ u´hel α = 13◦, prˇicˇemzˇ
β = 15. Vzda´lenost r= 10, s= 10 a R= 15 – Region I. Po dosazenı´ budou vzorce vypadat
takto:
p(r = r j|SCx,y = OCC) =
(
R−r
R
)
+
(
β−α
β
)
2
MaxOccupied
=
(
15−10
15
)
+
(
15−13
15
)
2
0,98
=
(
5
15
)
+
(
2
15
)
2
0,98
= 0,23
p(r = r j|SCx,y = EMP) = 1− p(r = r j|SCx,y = OCC) = 1−0,23= 0,76, (4.13)
A po dosazenı´ do Bayesova vzorce:
p(SCi = OCC|r = r j) =
p(r = r j|SCi = OCC)p(SCi = OCC)
p(r = r j|SCi = OCC)p(SCi = OCC)+ p(r = r j|SCi = EMP)p(SCi = EMP)
=
0,23∗0,5
0,23∗0,5+0,76∗0,5 = 0,23 (4.14)
Je tedy jasne´, zˇe tato bunˇka bude s vysokou pravdeˇpodobnostı´ pra´zdna´. Toto rozhodneˇ
nenı´ vy´sledek, ktery´ se da´ po modelu vyzˇadovat. V oblasti, ktera´ mohla zpu˚sobit meˇrˇenı´,
by se asi pra´zdna´ bunˇka vyskytovat nemeˇla.
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Obra´zek 4.11: Vy´sledne´ pravdeˇpodobnosti obsazenı´ pro model R. Murphy po me´ u´praveˇ.
Po krajı´ch kuzˇelu jizˇ je oblast pravdeˇpodobneˇ pra´zdna´. Snı´macˇ je v pozici
[10,0], natocˇen ve smeˇru osy y.
Navrzˇenı´ zmeˇny vzorce pro lepsˇı´ chova´nı´
Z uvedeny´ch du˚vodu˚ jsem si dovolil vzorce lehce upravit tak, aby byl plynuly´ prˇechod
smeˇrem ke kraju˚m kuzˇele a mezi regiony navza´jem. A hlavneˇ aby po krajı´ch pra´zdne´ho
Regionu II nevznikaly obsazene´ bunˇky a na kraji Regionu I nebyly bunˇky pra´zdne´.
U´prava je velice jednoducha´ a spocˇı´va´ ve vydeˇlenı´ promeˇnny´ch cˇlenu˚ v za´vorka´ch
v cˇitatelı´ch cˇı´slem 2. Pro Region I tedy vzorce vypadajı´ na´sledovneˇ:
p(r = r j|SCx,y = OCC) =
(
R− r2
R
)
+
(
β−α2
β
)
2
MaxOccupied
p(r = r j|SCx,y = EMP) = 1− p(r = r j|SCx,y = OCC), (4.15)
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a) b)
Obra´zek 4.12: Porovna´nı´ ve 2D upravene´ho a neupravene´ho modelu R. Murphy. Je videˇt,
zˇe neupraveny´ se chova´ skoro inverzneˇ, a tudı´zˇ nevhodneˇ. Cˇı´m je barva
tmavsˇı´, tı´m pravdeˇpodobneˇji je bunˇka obsazena.
a pro Region II.:
p(r = r j|SCx,y = OCC) = 1− p(r = r j|SCx,y = EMP)
p(r = r j|SCx,y = EMP) =
(
R− r2
R
)
+
(
β−α2
β
)
2
. (4.16)
Touto volbou jsem dosa´hl toho, zˇe maxima´lnı´ (minima´lnı´) hodnota na krajı´ch (prˇı´padneˇ
ve velky´ch vzda´lenostech), je 0,5, takzˇe graf plynule prˇejde do oblasti, ktera´ jesˇteˇ nebyla
prozkouma´na a ma´ uzˇ od zacˇa´tku pravdeˇpodobnost obsazenı´ 0,5. V grafu to ukazuje
obra´zek 4.11. Je videˇt, zˇe graf se vı´ce blı´zˇı´ ocˇeka´va´nı´. Porovna´nı´ ve 2D mapeˇ ukazuje
obr. 4.12.
Dalsˇı´ zajı´mavou vlastnostı´ vzorce je prˇedpoklad
p(r|SCi = OCC)+ p(r|SCi = EMP) = 1. (4.17)
Dle teorie pravdeˇpodobnosti by ale meˇlo platit:
p(r|SCi = OCC)p(SCi = OCC)+ p(r|SCi = EMP)p(SCi = EMP) = p(r), (4.18)
cozˇ se samozrˇejmeˇ 1 rovnat nemusı´ (a tento vzorec se ani prˇedpokladu nepodoba´). Asi
jedine´ mozˇne´ zdu˚vodneˇnı´ je, zˇe se prˇedpokla´da´, zˇe kdyzˇ uzˇ meˇrˇenı´ r = r j nastalo, je jeho
pravdeˇpodobnost rovna 1.
Zhodnocenı´ tohoto modelu a porovna´nı´ s ostatnı´mi provedu azˇ v kapitole 4.6.
4.4 Na´sˇ upraveny´ model z jednorozmeˇrne´ho prˇı´padu
Protozˇe model uvedeny´ v sekci 4.1 je prˇı´lisˇ slozˇity´ na vy´pocˇet, rozhodli jsme se pro
implementaci jednodusˇsˇı´ho modelu, ktery´ vycha´zı´ z vy´sˇe uvedene´ho jednorozmeˇrne´ho
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modelu v kapitole 3. Jednodusˇe vezmeme jeho jednorozmeˇrne´ charakteristiky, jen vhodneˇ
upravı´me vy´sˇku maxima. Dle diskuze v cˇa´sti 3.2.5 je zrˇejme´, zˇe vy´sˇka maxima neza´visı´
na vzda´lenosti ani hodnoteˇ σ , ale na pomeˇru hσ .
Proto take´ v pouzˇite´m modelu upravuju vztahy 3.41 a 3.41. Pro jistotu je zopakuju:
p(r = r j|SCi = OCC) = ∑
GCf
p(r = r j|SC f = OCC)p(GC f |SC f = OCC) =
1
21
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z1)2
2σ2 dr+
1
22
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z2)2
2σ2 dr+ . . .+
1
2i−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi−1)2
2σ2 dr+
1
2i−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi)2
2σ2 dr, (4.19)
a druhy´
p(r = r j|SCi) = ∑
GCi=EMP
p(r = r j|SCi = EMP)p(GCi|SCi = EMP) =
1
21
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−z1)2
2σ2 dr+ . . .+
1
2i−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi−1)2
2σ2 dr+
+0
+
1
2i
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zi+1)2
2σ2 dr+ . . .+
1
2N−1
1√
2piσ
∫ r j+ h2
r j− h2
e
(r−zN )2
2σ2 dr. (4.20)
V nich je jedina´ mozˇnost, jak zmeˇnit hodnotu maxima, zmeˇnou hodnoty σ . Proto cˇı´m
veˇtsˇı´ u´hel od osy kuzˇele, tı´m veˇtsˇı´ smeˇrodatna´ odchylka a tedy mensˇı´ hodnota maxima.
Tı´mto dosa´hnu podobne´ho tvaru, jaky´ je u modelu od Murphy.
Pro nastavenı´ hodnoty smeˇrodatne´ odchylky σ pouzˇı´va´m cˇisteˇ empiricky´ vztah:
σ = 0,2σsnimace+ e
− θ2
2σ2
0,8
0,5vzd
. (4.21)
Zde vzd znacˇı´ vzda´lenost bunˇky od snı´macˇe. Du˚vodem pro zacˇleneˇnı´ parametru vzd je
snaha zmensˇit maximum s rostoucı´ vzda´lenostı´ bunˇky (mu˚zˇe se jednat o zkreslene´ meˇrˇenı´,
tak je lepsˇı´ s nı´m nepracovat s prˇı´lisˇnou jistotou). Za´klad tohoto vzorce vycha´zı´ z pra´ce
A. Elfese [3], kde pu˚vodnı´ podoba vzorce je:
p(r) =
1
2piσrσθ
e
− 12
(
(r−z)2
σ2r
+ θ
2
σ2θ
)
. (4.22)
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Pokud bych tento vztah prˇı´mo dosadil do vztahu˚ 4.19 a 4.20, pak by se cˇa´st e
− 12
(
θ2
σ2θ
)
dala jak z cˇitatele, tak ze jmenovatele Bayesova vzorce vytknout a ve vy´sledku by se
neprojevila. Proto je nutne´ v teˇchto vztazı´ch meˇnit hodnotu σ .
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Obra´zek 4.13: Vy´sledne´ pravdeˇpodobnosti obsazenı´ pro upraveny´ model z 1D. Sensor je
v pozici[15,0] ve smeˇru osy y.
Tvar grafu, sestavene´ho podle vy´sˇe uvedene´ho postupu, je na obra´zku 4.13. Je videˇt
jedno maximum grafu, ktere´ je v ose snı´macˇe a ve vzda´lenosti r j. Pokud vezmeme
jaky´koliv u´hel a tı´mto u´hlem udeˇla´me rˇez, tvar zı´skane´ jednorozmeˇrne´ krˇivky bude shodny´
s tvarem prˇı´slusˇne´ krˇivky uvedene´ v prvnı´ kapitole pra´ce 3.10. Podobny´ prˇı´stup se zmeˇnou
hodnoty smeˇrodatne´ odchylky se vzda´lenostı´ je i v cˇla´nku [4].
Dalsˇı´ nutnou u´pravou je omezenı´ spodnı´ hranice pomeˇru
p(r=r j|SCi=OCC)
p(r=r j|SCi=EMP)
na urcˇitou
minima´lnı´ mozˇnou hodnotu – v me´m prˇı´padeˇ na 0,35 (empiricky nastaveno). Du˚vodem
je mozˇnost odrazu˚ zvuku, a tı´m pa´dem zı´skana´ maxima´lnı´ hodnota cˇtenı´. Tato by pak
prˇepsala skoro nulovy´mi hodnotami vsˇechny blı´zke´ bunˇky, ktere´ byly dosud oznacˇeny za
spı´sˇe obsazene´. Jednı´m meˇrˇenı´m bychom tedy ztratili mnoho z dosud nameˇrˇeny´ch dat.
Pokud by to bylo prvnı´ meˇrˇenı´ do dane´ oblasti, pak by zase bylo velice zdlouhave´ zmeˇnit
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tuto skoro nulovou hodnotu na cˇı´slo, ktere´ by odpovı´dalo obsazene´ bunˇce (bylo by trˇeba
prˇı´lisˇ mnoho meˇrˇenı´).
Pro implemetaci je pouzˇit vy´sˇe uvedeny´ postup, ktery´ bere jen omezeny´ pocˇet cˇlenu˚
ze soucˇtu˚ 4.19 a 4.20, jak je uvedeno v sekci 3.3. I tak je tento model v me´ implementaci
pomalejsˇı´ nezˇ model od R. Murphy. Du˚vod je absence pouzˇitı´ tabulky s prˇedpocˇı´tany´mi
hodnotami.
Vy´pocˇet integra´lu
Vy´sˇe uvedene´ vzorce obsahujı´ integra´l, jehozˇ hodnotu je trˇeba spocˇı´tat. Vzhledem k tomu,
zˇe v prostrˇedı´ .NET nenı´ zˇa´dna´ funkce pro vy´pocˇet integra´lu (na rozdı´l od Matlabu), je
nutno tento vy´pocˇet rˇesˇit numericky prˇı´mo v ko´du. Pro numericky´ vy´pocˇet pouzˇı´va´m
slozˇene´ Simpsonovo pravidlo, ktere´ vypada´ na´sledovneˇ (jeden rozmeˇr) [5]:∫ b
a
f (x)dx .=
h
3
(
f (x0)+4 f (x1)+2 f (x2)+4 f (x3)+ . . .
+2 f (xm−2)+4 f (xm−1)+ f (xm)
)
= Sm. (4.23)
Zde je h krok integrace. Tato integrace je du˚vodem pomalejsˇı´ho chodu modelu. Protozˇe
se ve druhe´m rozmeˇru jedna´ o integraci prˇes plochu bunˇky, pro jednoduchost povazˇuji
hodnotu funkce v bunˇce pro ru˚zne´ u´hly za konstantnı´ (integrace probı´ha´ jen ve smeˇru
rostoucı´ho r, nikoliv θ ).
Zhodnocenı´ tohoto modelu bude v dalsˇı´ sekci 4.6 (spolu s dalsˇı´mi modely).
4.5 Model s EM algoritmem
Naprosty´m opakem k vy´sˇe uvedeny´m modelu˚m je dalsˇı´ z vyzkousˇeny´ch modelu˚ – je
uva´deˇn v pra´ci S. Thruna [16]. Tento model se nesnazˇı´ inkrementa´lneˇ zakomponovat noveˇ
prˇı´chozı´ meˇrˇenı´ do mrˇı´zˇky, ale vzˇdy projde sadu vsˇech meˇrˇenı´, aby nasˇel nejvhodneˇjsˇı´
sveˇt.
Jak jizˇ na´zev kapitoly napovı´da´, pro hleda´nı´ nejvhodneˇjsˇı´ho sveˇta je pouzˇitExpectation
maximization (ve zkratce EM) algoritmus. Tento postup se snazˇı´ postupneˇ hledat takovy´
sveˇt, pro ktery´ je dana´ sadameˇrˇenı´ nejpravdeˇpodobneˇjsˇı´. Zmeˇnı´ stav bunˇky vzˇdy, kdyzˇ tato
zmeˇna zvy´sˇı´ strˇednı´ hodnotu pravdeˇpodobnosti meˇrˇenı´. Algoritmus je iterativnı´, skoncˇı´,
kdyzˇ uzˇ nedojde k zˇa´dne´ zmeˇneˇ stavu, tzn. byl nalezen nejlepsˇı´ sveˇt.
Du˚vodem pro pouzˇitı´ tohoto postupu je odstraneˇnı´ prˇedpokladu, ktery´ se beˇzˇneˇ deˇla´
u standardnı´ch mrˇı´zˇek obsazenosti: vza´jemne´ neza´vislosti buneˇk. Mu˚zˇeme tedy uvazˇovat
vsˇechny vazbymezi bunˇkami (naprˇ. bunˇky spadajı´cı´ do zdi by vsˇechnymeˇly by´t obsazene´,
cozˇ tradicˇnı´ mrˇı´zˇky s inverznı´mi modely nezarucˇı´). Na obra´zku 4.14 a) je videˇt typicky´
konflikt mezi dveˇmi meˇrˇenı´mi. Prˇestozˇe existuje mapa sveˇta, ktera´ by prˇesneˇ vysveˇtlila
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Obra´zek 4.14: Uka´zka konfliktu mezi 2 meˇrˇenı´mi v tradicˇnı´ch mrˇı´zˇka´ch obsazenosti.
Obra´zek prˇevzat z [17].
dana´ dveˇ meˇrˇenı´ (na obr. b), postupy s modely vy´sˇe uvedeny´mi by se navza´jem prˇemaza´-
valy. Tento algorimus by meˇl by´t schopen podobny´ sveˇt najı´t a prˇesneˇ tak urcˇit pu˚vodce
meˇrˇenı´.
Velkou vy´hodou je pouzˇitı´ prˇı´my´ch modelu˚ snı´macˇe, ktere´ jsou tvaru:
p(r|m), (4.24)
kde m je mapa dane´ho sveˇta, ktery´ zpu˚sobil meˇrˇenı´. Tzn. urcˇujı´ pravdeˇpodobnost meˇrˇenı´
na za´kladeˇ sveˇta (sveˇt je zdrojem meˇrˇenı´, takzˇe usuzujı´ z prˇı´cˇiny na du˚sledek). Tyto
modely umozˇnˇujı´ daleko le´pe popsat fyzika´lnı´ chova´nı´ sensoru (odrazy zvuku, selha´nı´
atd.). Klasicke´ mrˇı´zˇky obsazenosti cˇasto pracujı´ s inverznı´mi modely (p(m|r)), ktere´ je
mnohem teˇzˇsˇı´ neˇjak matematicky popsat a je slozˇite´ do nich vsˇechny jevy zakomponovat
(viz slozˇite´ odvozenı´ na zacˇa´tku pra´ce).
Algoritmus by meˇl strˇı´dat dva kroky: expectation step (E-Step) a maximization step
(M-step). V prvnı´m se spocˇte strˇednı´ hodnota pravdeˇpodobnosti (expectation) meˇrˇenı´ na
za´kladeˇ dosud nejlepsˇı´ nalezene´ mapy (ta se v tomto kroku bere jako prˇesna´ a bezchybna´).
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Ve druhe´m kroku se na za´kladeˇ spocˇteny´ch pravdeˇpobnostı´ vyhleda´ nejlepsˇı´ mapa pomocı´
zmeˇn stavu˚ buneˇk (maximization). Tyto kroky se postupneˇ iterativneˇ opakujı´ v porˇadı´ E-
M-E-M . . . do te´ doby, nezˇ se naleze takovy´ sveˇt, u ktere´ho jizˇ zˇa´dna´ zmeˇna nezveˇtsˇı´
strˇednı´ hodnotu pravdeˇpodobnosti meˇrˇenı´.
Postup nebudu opisovat ze zmı´neˇne´ho cˇla´nku [16], jen se zameˇrˇı´m na rozdı´lnost vlastnı´
implementace. Protozˇe jsem nepochopil kompletneˇ cely´ algoritmus uvedeny´ v [16][str.
19], zejme´na vnitrˇnı´ cyklus v Maximization step, algoritmus jsem lehce upravil. Nenı´ mi
totizˇ zna´ma hodnota indexu k v rˇa´dku s aktualizacı´
m[i]x,y = m
[i]
x,y+ et,k(zt−dt,k)2. (4.25)
Z tohoto du˚vodu jsem zmeˇnil vnitrˇnı´ cˇa´st cyklu tak, zˇe pocˇı´ta´m strˇednı´ hodnotu (E-Step)
i pro stav, kdy meˇnı´m bunˇku na pra´zdnou z obsazene´. Pro zmı´neˇnou aktualizaci pak beru
soucˇet prˇes vsˇechny obsazene´ bunˇky, ktere´ spadajı´ do kuzˇele meˇrˇenı´:
m[i]x,y = m
[i]
x,y+∑
k
et,k (4.26)
Zbytek algoritmu je jizˇ stejny´. Je tedy jasne´, zˇe ma´ implementace je o neˇco slozˇiteˇjsˇı´
(a tudı´zˇ pomalejsˇı´) nezˇ implementace S. Thruna. I tak ale dosahuje ve spousteˇ ohledu˚
(kromeˇ rychlosti) lepsˇı´ch vy´sledku˚ nezˇ standardnı´ modely zmı´neˇne´ vy´sˇe.
Nejveˇtsˇı´ vy´hodou tohoto prˇı´stupu k mapova´nı´ je zejme´na mozˇnost eliminace zkresle-
ny´ch meˇrˇenı´ s maxima´lnı´ vra´cenou hodnotou. Tyto se jednodusˇe neprojevı´, protozˇe jsou
zahrnuty do kategorie maxima´lnı´ho meˇrˇenı´, ktere´ se nepodı´lı´ na urcˇenı´ stavu˚ buneˇk. Dalsˇı´
vy´hodu je odstraneˇnı´ zmı´neˇne´ho konfliktu. Dokazˇe tedy do mapy zane´st i tenke´ prˇeka´zˇky
a u´zke´ pru˚hledy a nebude je prˇemaza´vat zkresleny´mi meˇrˇenı´mi.
Zhodnocenı´ je v na´sledujı´cı´ kapitole.
4.6 Zhodnocenı´ a porovna´nı´ vsˇech 3 modelu˚
V te´to cˇa´sti se pokusı´m o zhodnocenı´ vsˇech vy´sˇe uvedeny´ch modelu˚ – model od R.
Murphy, na´mi vytvorˇeny´ model a tvorbu mapy pomocı´ EM algoritmu.
4.6.1 Chova´nı´ v simulacı´ch
Zacˇnu nejprve porovna´nı´m chova´nı´ na simulovane´m sveˇteˇ. Na zacˇa´tku se zameˇrˇı´m na
model od R. Murphy, u neˇjzˇ budu nastavovat ru˚zne´ hodnoty parametru tolerance, a budu
sledovat vliv na vy´sledny´ tvar mapy. Vy´sledky jsou videˇt na obra´zku 4.15. Je z neˇj videˇt, zˇe
cˇı´m veˇtsˇı´ nejistota snı´macˇe (veˇtsˇı´ pa´smo tolerance), tı´m veˇtsˇı´ je odolnost vu˚cˇi zkresleny´m
meˇrˇenı´m. Protozˇe je vı´ce buneˇk nastaveno jako obsazene´, pak zkreslene´ meˇrˇenı´ „posˇkodı´“
relativneˇ me´neˇ buneˇk. Jasneˇ je to videˇt po prahova´nı´ na hodnoteˇ 0,5 (hodnota 0,5 zu˚sta´va´
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a) b)
c)
Obra´zek 4.15: Srovna´nı´ 3 tolerancı´ u modelu Murphy s povoleny´m maxima´lnı´m cˇtenı´m
rmax=6 m. Na obr. a) 0,08 obr. b) 0,15 a na obr. c) 0,3.
sˇeda´), jaka´ by se dala pouzˇı´t v rea´lu pro urcˇenı´ volne´ho a obsazene´ho prostoru 4.16. Bunˇky
s pravdeˇpodobnostı´ 0,5 jsou zobrazeny sˇedeˇ.
Dalsˇı´ obra´zek 4.17 ukazuje vy´sledky s docela cˇasto deˇlany´m omezenı´m: vsˇechna
meˇrˇenı´, ktera´ se rovnala maxima´lnı´ mozˇne´ vzda´lenosti, jsem bud’ u´plneˇ vypustil, nebo
nahradil jejich hodnotu neˇkterou relativneˇ kra´tkou (naprˇ. z 6m jsem udeˇlal 2m). Vy´hodou
tohoto omezenı´ je pak daleko veˇtsˇı´ odolnost vu˚cˇi odrazu˚m a na´sledny´m nevhodny´m
prˇepisova´nı´m mrˇı´zˇky (odrazy typicky vracejı´ maxima´lnı´ hodnotu cˇtenı´). Nevy´hoda je
take´ zrˇejma´: pokud se robot bude pohybovat v dlouhe´ chodbeˇ, bude mı´t mı´t prˇedstavu o
volne´m prostoru jen pa´r desı´tek cm prˇed sebou, namı´sto jisty´ch 6 m volne´ho prostoru. Je
evidentnı´, zˇe vy´sledek je mnohem lepsˇı´ i pro nı´zke´ tolerance. Toto omezenı´ se dost cˇasto
pouzˇı´va´ naprˇı´klad u lokalizace, kde nenı´ podstatnou ztra´tou vypusˇteˇnı´ neˇkolika meˇrˇenı´.
Na obra´zku 4.18 je videˇt stejny´ sveˇt za pouzˇitı´ nasˇeho vlastnı´ho vy´sˇe uvedene´ho
modelu upravene´ho pro 2D. Je pro hodnotu σ = 0,05. Model da´va´ lepsˇı´ vy´sledky nezˇ
model R. Murphy pro toleranci 0,08. V porovna´nı´ s modely s vysˇsˇı´ tolerancı´ ale neobstojı´.
U tohoto teoreticky zı´skane´ho modelu nenı´ mozˇnost rozsˇı´rˇit pole s maxima´lnı´ hodnotou
do de´lky, takzˇe nemu˚zˇe podobny´ch vy´sledku˚ jako Murphy dosahovat.
Na dalsˇı´m z vy´sledku˚ simulace je vy´sledek pouzˇitı´ EM algoritmu 4.19. Je z neˇj videˇt,
zˇe tento postup doka´zˇe docela prˇesneˇ zachytit tvar sveˇta s relativneˇ maly´m mnozˇstvı´m
meˇrˇenı´. Jeho nespornou vy´hodou je schopnost zvla´dnout i u´zke´ prˇı´cˇky, ktere´ by jinak
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a) b)
c)
Obra´zek 4.16: Srovna´nı´ 3 tolerancı´ u modelu Murphy s povoleny´m maxima´lnı´m cˇtenı´m
rmax= 6m a nasledny´m prahova´nı´m na hodnoteˇ 0,5. Na obr. a) 0,08, obr.
b) 0,15 a na obr. c) 0,3.
a) b)
c)
Obra´zek 4.17: Srovna´nı´ 3 tolerancı´ u modelu Murphy bez maxima´lnı´ho cˇtenı´. Na obr.
a) 0,08 obr. b) 0,15 a na obr. c) 0,3.
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a) b)
Obra´zek 4.18: Srovna´nı´ nasˇeho modelu se zahrnuty´m maxima´lnı´m cˇtenı´m a) a s vy-
pusˇteny´m max. cˇtenı´m b)
Obra´zek 4.19: Vy´sledky EM algoritmu prˇi simulaci. Je peˇkneˇ videˇt zachovany´ tvar
a prˇesne´ urcˇenı´ pru˚hledu mezi vnitrˇnı´ prˇı´cˇkou a okrajem.
cˇasto byly prˇepsa´ny odrazy a ve vy´sledne´ mapeˇ se tak neobjevily. EM algoritmus tı´m, zˇe
nepracuje inkrementa´lneˇ, tyto proble´my prˇekryje. A da´le se potvrzuje, zˇe doka´zˇe detekovat
u´zke´ pru˚hledy. Ze vsˇech modelu˚ da´va´ nejlepsˇı´ vy´sledky.
Jeho nevy´hoda je ale zrˇejma´: v me´ implementaci ma´ velice dlouhou dobu vy´pocˇtu,
zobrazena´ mapa trvala neˇkolik minut vy´pocˇtu.
Da´ se tedy rˇı´ci, zˇe zejme´na model R. Murphy (hlavneˇ s ignorova´nı´m dlouhy´ch meˇrˇenı´)
je pouzˇitelny´ pro okamzˇitou navigaci, vzhledem ke sve´ rychlosti, zatı´mco EM se pak da´
pouzˇı´t offline pro tvorbu prˇesne´ mapy.
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4.6.2 Rea´lna´ meˇrˇenı´
Pro co nejjisteˇjsˇı´ porovna´nı´ modelu˚ jsem pomocı´ ultrazvukove´ho snı´macˇe firmy Pepperl-
Fuchs UJ3000 (viz prˇı´loha A) provedl meˇrˇenı´ v mı´stnosti. Zameˇrˇil jsem vzˇdy prˇesnou
pozici snı´macˇe a jeho u´hel. Pro danou pozici jsem zmeˇrˇil u´hly po 30 stupnı´ch (celkoveˇ je
provedeno asi 500 meˇrˇenı´). Sensor komunikuje pomocı´ se´riove´ho rozhranı´, takzˇe nebyl
proble´m zı´skat data do pocˇı´tacˇe prˇı´mo a rovnou je ulozˇit ve forma´tu XML a zakomponovat
do mrˇı´zˇky.
Zı´skana´ data jasneˇ ukazujı´ velke´ mnozˇstvı´ bocˇnı´ch odrazu˚, se ktery´mi je trˇeba se
vyporˇa´dat. Na obr. 4.21 je znovu porovna´nı´ 3 ru˚zny´ch tolerancı´ u Murphy, prˇi zahrnutı´
maxima´lnı´ho cˇtenı´. I v rea´lu je tedy lepsˇı´ veˇtsˇı´ tolerance.
Na dalsˇı´m obra´zku 4.21 je srovnanı´ vsˇech 3 modelu˚ prˇi stejny´ch podmı´nka´ch. Znovu
se ukazuje, zˇe na´sˇ teoreticky odvozeny´ model uspokojive´ vy´sledky rozhodneˇ neda´va´, na
rozdı´l od dalsˇı´ch dvou modelu˚, ktere´ jsou na tom skoro stejneˇ. Za zmı´nku urcˇiteˇ stojı´, zˇe
EM algoritmus dovedl prˇesneˇ urcˇiteˇ pru˚hled dverˇmi na spodnı´ straneˇ obra´zku a zed’ za
nimi. Z obra´zku˚ je videˇt, jak moc se ultrazvuk odra´zˇı´ a da´va´ tedy vy´sledky vy´razneˇ odlisˇne´
od reality (viz pravy´ dolnı´ roh). Dalsˇı´ z obra´zku˚ 4.22 ukazuje mapu bez max. cˇtenı´ – EM je
zobrazen stejneˇ jako v minule´m obra´zku, protozˇe maxima´lnı´ meˇrˇenı´ je jizˇ zahrnuto jako
jeden ze zdroju˚ meˇrˇenı´. Vy´sledek je mnohem konzistentneˇjsˇı´ i s mensˇı´ tolerancı´.
a) b)
c)
Obra´zek 4.20: Srovna´nı´ 3 tolerancı´ u modelu Murphy s povoleny´m maxima´lnı´m cˇtenı´m
rmax = 6m. Na obr. a) 0,05 obr. b) 0,15 a na obr. c) 0,3. Cˇervena´ cˇa´ra znacˇı´
rea´lny´ obrys mı´stnosti.
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a) b)
c)
Obra´zek 4.21: Srovna´nı´ 3 modelu˚ na rea´lny´ch datech s povoleny´m maxima´lnı´m cˇtenı´m
rmax = 6 m. Tolerance u Murphy je 0,3. Na obr. a)je model R. Murphy, na
obr. b) je na´sˇ model a na obr. c) je vy´sledek EM.
Podobny´ch vy´sledku˚ dosahuje i na´mi vytvorˇeny´ 2D model. Pokud se eliminujı´ maxi-
ma´lnı´ meˇrˇenı´, pak je mapa docela prˇesna´.
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a) b)
c)
Obra´zek 4.22: Srovna´nı´ 3 modelu˚ na rea´lny´ch datech s omezeny´m maxima´lnı´m cˇtenı´m
rmax= 6m. Tolerance u Murphy je 0,3. Na obr. a) je model R. Murphy, na
obr. b) je na´sˇ model a na obr. c) je vy´sledek EM.
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5 PROGRAMOVE´ PROSTRˇEDKY
5.1 Program Simulator-OG
Obra´zek 5.1: Vzhled programu s nacˇteny´mi rea´lny´mi daty.
Jednı´m z cı´lu˚ pra´ce bylo vytvorˇenı´ programu, ktery´ by umozˇnil vy´pocˇet mrˇı´zˇky ob-
sazenosti. Jeho vzhled je na obra´zku 5.1. Umozˇnˇuje jak definovat vlastnı´ mapu sveˇta a v nı´
generovatmeˇrˇenı´, tak pouzˇitı´ rea´lny´ch dat zı´skany´chmeˇrˇenı´m pomocı´ ultrazvukove´ho snı´-
macˇe. Ovla´da´nı´ je velice jednoduche´, o cˇemzˇ sveˇdcˇı´ i male´ mnozˇstvı´ ovla´dacı´ch prvku˚
v okneˇ programu.
Za´kladem je mozˇnost nacˇı´st mapu sveˇta, ktera´ musı´ by´t ulozˇena v XML souboru
v dane´m forma´tu. Tato mapa se pak da´ pouzˇı´t pro generova´nı´ meˇrˇenı´, nebo jen cˇisteˇ pro
porovna´nı´ vy´sledku z rea´lny´ch dat se skutecˇny´m podkladem. Rea´lna´ data zı´skana´ pomocı´
programu KomunikaceUltrazvuk lze nacˇı´st tlacˇı´tkem „Nacˇı´st rea´lna´ data“. Od nacˇtenı´
aktua´lnı´ho stavu se lisˇı´ forma´tem souboru (data od snı´macˇe majı´ pro danou pozici vı´ce
meˇrˇenı´).
Pro simulova´nı´ meˇrˇenı´ se dajı´ pouzˇı´t dva postupy: bud’ zvolit jednotliva´ meˇrˇenı´
s urcˇenı´m smeˇru, nebo napodobit chova´nı´ neˇktery´ch mobilnı´ch robotu˚ pomocı´ kruhove´ho
pole 12 snı´macˇu˚ po 30◦. Pro prvnı´ prˇı´pad stacˇı´ klepnout na mapu a ta´hnout smeˇrem,
ktery´m ma´ by´t vyslane´ meˇrˇenı´. Druhy´ postup vyzˇaduje pouze klepnutı´. Volba je pomocı´
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prˇepı´nacˇe „Snı´mat cely´ kruh“. Da´le je mozˇnost vypustit maxima´lnı´ hodnotu cˇtenı´ pomocı´
pole „Zahrnout maxima´lnı´ cˇtenı´“.
Dalsˇı´ du˚lezˇita´ volba je volba typumodelu, ktery´ bude vyuzˇit pro zpracova´nı´ meˇrˇenı´. Na
vy´beˇr jsou vy´sˇe popsane´ modely. Pro EM algorimus je mozˇnost jen sbı´rat data bez nove´ho
vy´pocˇtu (jak jizˇ bylo uvedeno, algoritmus nenı´ inkrementa´lnı´). Po nasbı´ra´nı´ dostatku dat
se da´ spusit vy´pocˇet pomocı´ tlacˇı´tka „Proved’vy´pocˇet“. Po prˇepnutı´ modelu˚ je mozˇnost
zobrazit nasbı´rana´ data jiny´m modelem pomocı´ tlacˇı´tka „Prˇepocˇet pro model“.
Pro zobrazenı´ slouzˇı´ tlacˇı´tka „Prˇekresli sveˇt“ a „Vymazˇ mrˇı´zˇku“. Prvnı´ provede
prˇekreslenı´ sveˇta s novy´m nastavenı´m (prahova´nı´m, kreslenı´ bez obrysu), druhe´ vymazˇe
vsˇe dosud zı´skane´ (vymazˇe pravdeˇpodobnosti obsazenı´ a sadu meˇrˇenı´).
Je mozˇnost ulozˇit aktua´lnı´ sadu meˇrˇenı´, at’uzˇ simulovany´ch nebo rea´lny´ch, a pozdeˇji
je nacˇı´st. Toto se deˇje v menu „Sveˇt – Ulozˇit sadu meˇrˇenı´“ a „Sveˇt – Nacˇı´st sadu meˇrˇenı´“.
Samozrˇejmeˇ je mozˇne´ nastavovat parametry snı´macˇe jako smeˇrodatna´ odchylka atd.
Kazˇdou z map je mozˇno editovat v jednoduche´m editoru, ktery´ se spustı´ klepnutı´m
na tlacˇı´tko „Sveˇt – Vytvorˇit sveˇt/Editovat sveˇt“. Zde se sveˇt zada´va´ jako seznam objektu˚,
ktere´ jsou definova´ny pomocı´ posloupnosti bodu˚.
Aktua´lnı´ mrˇı´zˇku obsazenosti je mozˇno ulozˇit jako obra´zek ve vektorove´m forma´tu
EMF, ktery´ je pak mozˇno neˇktery´m z programu˚ pro spra´vu obra´zku˚ ulozˇit do jiny´ch
forma´tu˚. Umı´ take´ ukla´da´t do rastrovy´ch forma´tu˚, jako je BMP, JPG nebo PNG.
5.2 Programove´ prostrˇedky
Testovacı´ program je psa´n v prostrˇedı´ Microsoft Visual Studio .NET 2005 pro .NET
Framework 2.0. Du˚vodem volby te´to technologie je sˇiroka´ za´kladna knihoven a zejme´na
jednotny´ prˇı´stup ke vsˇem zdroju˚m (grafika, komunikace atd.). Dalsˇı´m du˚vodem je take´
ma´ dlouhodoba´ pra´ce s touto technologiı´. Programovacı´ jazyk je C#.
Za´kladem pro zobrazova´nı´ jsou jmenne´ prostory pro grafiku System.Drawing a Sys-
tem.Drawing.Drawing2D. V nich je realizova´no vesˇkere´ vykreslova´nı´. Pro grafickou
reprezentaci bunˇky z mrˇı´zˇky obsazenosti s urcˇitou pravdeˇpodobnostı´ jsem zvolil trˇı´du
Rectangle, takzˇe vykreslı´m cˇtverec s barvou, ktera´ odpovı´da´ pravdeˇpodobnosti – cˇerna´ je
zcela jisteˇ obsazena´, bı´la´ pra´zdna´. Prˇevedu tedy interval 〈0;1〉 do intervalu 〈0;255〉 pouze
s cely´mi cˇı´sly. Takto zı´skanou hodnotu pak ulozˇı´m do trˇı´dy Color tak, zˇe ji da´m jako
hodnotu pro vsˇechny trˇi slozˇky barev – pro R, G i B. Tı´mto dosa´hnu 255 stupnˇu˚ sˇede´.
Protozˇe hodnota 255 znacˇı´ bı´lou a u pravdeˇpobonosti je pra´zdna´ bunˇka s hodnotou 0, je
trˇeba hodnotu ve stupnı´ch sˇede´ odecˇı´st od cˇı´sla 255.
Po vola´nı´ funkce pro vykreslenı´ kazˇde´ho jednotlive´ho cˇtverce se spustı´ prˇekreslenı´
cele´ho formula´rˇe syste´mu Windows, cozˇ trva´ neˇjakou dobu. Jelikozˇ buneˇk je ve sveˇteˇ
obrovske´ mnozˇstvı´ (naprˇ. 60 000), a toto se deˇje pro kazˇdy´ cˇtverec, prˇekreslenı´ trva´ docela
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dlouho a je trˇeba volit jiny´ postup. Rˇesˇenı´m tohoto proble´mu je dvojity´ obrazovy´ buffer,
kdy se vsˇechny cˇtverce nejprve rasterizujı´ do pomocne´ho buferu z trˇı´dy BufferedGraphics
(anizˇ by se cokoliv vykreslilo na obrazovku), odkud se po dokoncˇenı´ rasterizace prˇeklopı´
do bufferu pro vykreslova´nı´ a zobrazı´ se na obrazovce. Tı´mto se vykreslenı´ neˇkolikana´-
sobneˇ urychlı´.
Ukla´da´nı´ do obra´zku se prova´dı´ podobneˇ. Do trˇı´dy Graphics se postupneˇ ukla´dajı´
jednotlive´ vektorove´ entity, a ty se pak ulozˇı´ do souboru.
Samotne´ vykreslova´nı´ je realizova´no jako reakce na uda´lost OnPaint, cozˇ je beˇzˇny´
postup pro formula´rˇe Windows. Prˇi kazˇde´ zmeˇneˇ okna se vola´ tato metoda pro vsˇechny
ovla´dacı´ prvky na formula´rˇi. Je tedy nutne´ zarˇı´dit vzˇdy nove´ vykreslenı´ mrˇı´zˇky prˇi kazˇde´m
vola´nı´ te´to uda´losti, jinak by se trˇeba po posunu okna vesˇkere´ zobrazenı´ ztratilo. Samotne´
vykreslenı´ probı´ha´ do komponenty Panel.
Samotne´ modely jsou implementova´ny ve trˇı´deˇ Svet2D, ktera´ se stara´ o vy´pocˇet
pravdeˇpodobnostı´ a vzda´lenostı´ a o uchova´va´nı´ informacı´ o sveˇteˇ. Mrˇı´zˇka obsazenosti je
reprezentova´na jako matice typu double.
Informace o sveˇteˇ je drzˇena ve specia´lneˇ vytvorˇene´ trˇı´deˇ WorldObject. Tato trˇı´da po-
mocı´ datove´ho typu List (umozˇnˇuje dynamicky meˇnit pocˇet prvku˚ a prˇesto prˇı´stup pomocı´
indexu˚) drzˇı´ informace o u´secˇka´ch, ktere´ tvorˇı´ hranice sveˇta. Posloupnost hranicˇnı´ch cˇar
nemusı´ by´t uzavrˇena´ a ve sveˇteˇ samozrˇejmeˇ mu˚zˇe by´t vı´ce ru˚zny´ch objektu˚ tohoto typu.
Prˇi hleda´nı´ nejblizˇsˇı´ prˇeka´zˇky pro simulaci se jednodusˇe projdou vsˇechny u´secˇky a urcˇı´
se pru˚secˇı´k s nimi podle vztahu pro hleda´nı´ pru˚secˇı´ku mezi dveˇma prˇı´mkami v paramet-
ricke´m vyja´drˇenı´ [12]. Pak je jen trˇeba zkontrolovat hodnoty parametru˚, aby pro u´secˇku
(cˇa´st objektu) spadaly do intervalu 〈0;1〉, a pro prˇı´mku (paprsek) meˇly hodnotu kladnou.
Jak jsem jizˇ uvedl, z vy´sledny´ch relevantnı´ch vzda´lenostı´ se pak jen vybere ta nejkratsˇı´.
Pro algoritmus Expectation Maximization je zapotrˇebı´ mnohem slozˇiteˇjsˇı´ch datovy´ch
struktur. Nevystacˇı´m si jen s maticı´ typu double, ale je trˇeba mı´t matici specia´lnı´ho typu. Je
totizˇ nutne´ drzˇet informace o tom, ktera´ meˇrˇenı´ danou bunˇku zasa´hla a jaka´ je vzda´lenost
te´to bunˇky pro dane´ meˇrˇenı´. Dalsˇı´ specia´lnı´ strukturou je struktura pro meˇrˇenı´, ktera´
obsahuje linea´rnı´ seznam buneˇk, ktere´ jsou v ra´mci tohoto meˇrˇenı´ obsazeny, vcˇetneˇ jejich
strˇednı´ch hodnot pravdeˇpodobnosti cˇtenı´. Takove´ vza´jemne´ prova´za´nı´ vy´razneˇ urychluje
samotny´ algoritmus.
Vsˇe, co se do programu da´ nacˇı´st, je ulozˇeno v XML souboru. Du˚vodem je jednoduchy´
prˇevod do datove´ struktury pomocı´ jmenne´ho prostoru .NETu System.Xml.Serialization.
Trˇı´da XmlSerializer dovede jakoukoliv datovou strukturu rovnou prˇeve´st do souboru
(a nazpeˇt nacˇı´st do programu), cozˇ vy´razneˇ ulehcˇuje pra´ci. Dalsˇı´ vy´hodou XML souboru˚
je jejich snadna´ editace v jiny´ch programech.
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ZA´VEˇR
V te´to pra´ci jsem uka´zal vlastnosti jednotlivy´ch modelu˚, ktere´ se vyskytujı´ v literaturˇe.
Da´le jsem se pokusil o model, ktery´ by se opı´ral o teorii pravdeˇpodobnosti.
V prvnı´ cˇa´sti se pra´ce zaby´vala nejprve zjednodusˇenı´m: jednorozmeˇrny´m modelem.
Naprˇed pouze idea´lnı´m snı´macˇem, pozdeˇji i rea´lny´m. Byly diskutova´ny jednotlive´ vlast-
nosti pouzˇite´ho modelu a jejich du˚vod. Byla uka´za´na mozˇnost zjednodusˇenı´ vy´pocˇtu
a teoreticky odvozene´ vy´sledky byly potvrzeny simulacı´.
Druha´ cˇa´st se jizˇ zaby´vala prakticky uplatnitelny´mi modely ve druhe´m rozmeˇru.
Ucˇinil jsem pokus o vlastnı´ model, ktery´ ovsˇem nevykazoval o nic lepsˇı´ vy´sledky nezˇ
modely z literatury a meˇl velkou vy´pocˇetnı´ na´rocˇnost. Da´le jsem se zaby´val otestova´nı´m
ru˚zny´ch modelu˚ na simulovany´ch a rea´lny´ch datech. Porovna´vane´ modely byly: model
od R. Murphy, model z jednorozmeˇrne´ho prˇı´padu jednodusˇe prˇeveden do 2D a vyuzˇitı´
EM algoritmu pro hleda´nı´ nejvhodneˇjsˇı´ho sveˇta pro danou sadu meˇrˇenı´.
Byly porovna´ny vy´sledky se zahrnuty´mmaxima´lnı´mmeˇrˇenı´m a bez neˇj, kdymapa byla
mnohem prˇesneˇjsˇı´, protozˇe nedocha´zelo k prˇepisu obsazeny´ch buneˇk odrazy. Z porovna´nı´
vycha´zı´ celkoveˇ nejle´pe asi model od R. Murphy, ktery´ dosahuje uspokojivy´ch vy´sledku˚,
anizˇ by byl vy´pocˇetneˇ na´rocˇny´. Je u neˇj vhodne´ nastavit veˇtsˇı´ toleranci, s nı´zˇ pak naroste
i spolehlivost mapy. EM algoritmus ma´ sice asi nejprˇesneˇjsˇı´ mapy a doka´zˇe detekovat
i tenke´ prˇeka´zˇky a male´ pru˚hledy, ale kvu˚li jeho vy´pocˇetnı´ na´rocˇnosti nenı´ pro real-time
mapova´nı´ prˇı´lisˇ vhodny´. Upraveny´ model z prvnı´ho rozmeˇru je vy´pocˇetneˇ na´rocˇneˇjsˇı´ nezˇ
model R. Murphy, anizˇ by ale vykazoval lepsˇı´ vy´sledky.
Pro testova´nı´ modelu˚ byl vytvorˇen program, ktery´ umozˇnˇuje jak simulovane´ meˇrˇenı´,
tak i na za´kladeˇ rea´lne´ mapy zakomponovat i data zmeˇrˇena´ skutecˇny´m snı´macˇem. Je
v neˇm mozˇne´ zadat mapu sveˇta, na jejı´mzˇ za´kladeˇ budou generova´na meˇrˇenı´.
Za´veˇrem se tedy da´ rˇı´ci, zˇe prˇesneˇ zdu˚vodneˇny´ model snı´macˇe v me´m prˇı´padeˇ ne-
dosahuje lepsˇı´ch vlastnostı´ nezˇ „empiricky“ vytvorˇeny´. Pro tvorbu map nenı´ ani tak
podstatna´ chyba v meˇrˇenı´ vzda´lenosti, jako spı´sˇe odolnost vu˚cˇi zrcadlovy´m odrazu˚m
(prˇı´padneˇ schopnost je rozpoznat a odstranit), ktere´ mohou mı´t na vy´slednou mapu dost
vy´razny´ (a sˇkodlivy´) vliv. Toto docela dobrˇe zvla´dajı´ model R. Murphy a EM algoritmus.
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SEZNAM SYMBOLU˚, VELICˇIN A ZKRATEK
p(A) Pravdeˇpodobnost jevu A
p(A|B) Podmı´neˇna´ pravdeˇpodobnost jevu A = pravdeˇpodobnost jevu A za
prˇedpokladu, zˇe nastal jev B
Ci Urcˇita´ bunˇka s indexem i, ktery´ urcˇuje jejı´ porˇadı´ v mrˇı´zˇce
i Index vysˇetrˇovane´ bunˇkyCi
N Pocˇet buneˇk ve sveˇteˇ
OCC Oznacˇenı´ pro stav bunˇky, kdy je bunˇka obsazena (occupied)
EMP Oznacˇenı´ pro stav bunˇky, kdy je bunˇka pra´zdna´ (empty)
SCi Stav ite´ bunˇky. Ma´ dveˇ hodnoty: obsazena´ – OCC, a pra´zdna´ – EMP
SCx,y Stav bunˇky se sourˇadnicemi v mrˇı´zˇce x, y. Ma´ dveˇ hodnoty: obsazena´
– OCC, a pra´zdna´ – EMP
r Velicˇina znacˇı´cı´ cˇtenı´ snı´macˇe
r j Jedno konkre´tnı´ cˇtenı´ snı´macˇe s danou hodnotou
j Index bunˇky, do nı´zˇ spada´ meˇrˇenı´ r j
C j Bunˇka, do nı´zˇ spada´ meˇrˇenı´ r j
G Neˇjaky´ sveˇt kolem robota
GS Sveˇt kolem robota se nacha´zı´ v konkre´tnı´m stavu S
GCi Takovy´ sveˇt, kde je ita´ bunˇka ve zna´me´m stavu
M Pocˇet vsˇech mozˇny´ch sveˇtu˚ pro dany´ pocˇet buneˇk N
MCi Pocˇet vsˇech mozˇny´ch sveˇtu˚, v nichzˇ je zna´my´ stav ite´ bunˇky
C f Prvnı´ obsazena´ bunˇka v dane´m sveˇteˇ GS (meˇrˇeno od snı´macˇe)
f Index prvnı´ obsazene´ bunˇkyC f v dane´m sveˇteˇ GS (meˇrˇeno od
snı´macˇe)
Gi= f Sveˇt, v neˇmzˇ je prvnı´ obsazena´ bunˇkaC f shodna´ s vysˇetrˇovanou
bunˇkouCi
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zi Vzda´lenost strˇedu ite´ bunˇky od snı´macˇe
h Sˇı´rˇka bunˇky
FOCCi Cˇetnost situace, kdy se bunˇka nacha´zı´ ve stavu OCC
ROCC Cˇtvercova´ matice pro uchova´va´nı´ pocˇtu˚, kolikra´t byly prˇi dany´ch
meˇrˇenı´ch r j (odpovı´da´ rˇa´dku j matice) bunˇkyCi (odpovı´da´ indexu
sloupce i) obsazeny
REMP Cˇtvercova´ matice pro uchova´va´nı´ pocˇtu˚, kolikra´t byly prˇi dany´ch
meˇrˇenı´ch r j (odpovı´da´ rˇa´dku j matice) bunˇkyCi (odpovı´da´ indexu
sloupce i) pra´zdne´
R j,i Prvek na jte´m rˇa´dku a v ite´m sloupci v matici cˇetnosti obsazenı´.
FRiOCC Cˇetnost stavu, zˇe ita´ bunˇka byla obsazena, bylo-li simulova´no meˇrˇenı´
r j
Cx,y Oznacˇenı´ bunˇky v xte´m rˇa´dku a yte´m sloupci
phiti Pravdeˇpodobnost, zˇe bunˇkaCx,y bude zasazˇena a stane se strˇednı´
hodnotou norma´lnı´ho rozlozˇenı´
phit Pravdeˇpodobnost, zˇe alesponˇ 1 bunˇkaCx,y bude z dane´ rˇady zasazˇena
a stane se strˇednı´ hodnotou norma´lnı´ho rozlozˇenı´
p¬hiti Pravdeˇpodobnost, zˇe bunˇkaCx,y nebude zasazˇena a nestane se tak
strˇednı´ hodnotou norma´lnı´ho rozlozˇenı´
p¬hit Pravdeˇpodobnost, zˇe zˇa´dna´ bunˇka nebude na dane´ rˇadeˇ zasazˇena,
takzˇe v te´to rˇadeˇ vu˚bec nenastane cˇtenı´.
ph Pravdeˇpodobnost, zˇe bude detekova´na libovolna´ bunˇka v te´to rade.
P Pocˇet obsazeny´ch buneˇk v dane´ rˇadeˇ
Gr Jedno konkre´tnı´ usporˇa´da´nı´ buneˇk na dane´ rˇadeˇ.
p(Ri) Pravdeˇpodobnost, zˇe se meˇrˇenı´ dostane azˇ do rˇady i.
Ri Rˇada buneˇk, ktere´ jsou ve stejne´ vzda´lnosti od snı´macˇe. Index i znacˇı´
porˇadı´ rˇady od snı´macˇe.
EM Expectation maximization algoritmus
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SEZNAM PRˇI´LOH
A Ultrazvukovy´ snı´macˇ Varikont UJ3000 81
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Tabulka A.1: Tabulka parametru˚ snı´macˇe UJ3000
Vzda´lenost detekce 300 mm – 3000 mm
Oblast bez detekce 0 mm – 300mm
Doba odezvy ≤ 100 ms
Frekvence asi 130 kHz
Rozlisˇenı´ 11 mm
Provoznı´ napeˇtı´ 30 – 30 V DC
Teplota okolı´ -10 ◦C – +50 ◦C
Krytı´ IP 65
Propojenı´ 2 m kabel
Rozhranı´ RS-232 (8 datovy´ch bitu˚, 9600 bit/s, 1 stop bit, bez parity)
A ULTRAZVUKOVY´ SNI´MACˇ VARIKONT UJ3000
Sensor vyra´bı´ firma Pepperl-Fuchs. Jedna´ se o model, ktery´ ma´ v pouzdrˇe jak vysı´lacˇ,
tak prˇijı´macˇ. Je vybaven proudovou smycˇkou 4–24 mA. Jeho parametry jsou uvedeny v
na´sledujı´cı´ tabulce ??.
Jeho velkou vy´hodou pro tuto pra´ci je propojenı´ pomocı´ se´riove´ linky, cˇı´mzˇ se stalo
schromazˇd’ova´nı´ dat do PC snadnou u´lohou. Komunikacˇnı´ protokol je velice jednoduchy´,
skla´da´ se jen z na´zvu prˇı´kazu (V ASCII ko´du) a znaku ukoncˇenı´ komunikace 0x15 (he-
xadecima´lneˇ). Za´kladnı´ vyuzˇı´vany´ prˇı´kaz je AD (Absolute Distance) – zmeˇrˇı´ vzda´lenost
k objektu. Odpoveˇdı´ je pak naprˇı´klad 00358 – znacˇı´ vzda´lenost v mm, znovu v ASCII
ko´du. Pro komunikaci lze vyuzˇı´t jaky´koliv termina´lovy´ program, naprˇı´klad Hyperterminal
ve Windows.
Zvla´sˇtnı´ je, zˇe i kdyzˇ vy´robce uda´va´ (viz [1]) dosah jen 3000 mm, v konfiguracˇnı´m
programu od vy´robce (Ultra 3000) meˇrˇı´ snı´macˇ azˇ do 6000 mm. Stejny´ rozsah je i prˇi
komunikaci se snı´macˇem a s rozsahem do 6000 mm jsou i data pro rea´lna´ meˇrˇenı´ v te´to
pra´ci.
Pomocı´ prˇı´kazu˚ je mozˇne´ nastavit pro snı´macˇ mnoho vnitrˇnı´ch parametru˚, naprˇı´klad
okolnı´ teplotu, aby dovedl kompenzovat zmeˇnu rychlosti zvuku s teplotou.
Klı´cˇova´ pro ultrazvukovy´ sensor je jeho smeˇrova´ charakteristika, ktera´ je na obr. A.1.
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Obra´zek A.1: Smeˇrova´ charakteristika snı´macˇe. Sveˇtla´ oblast je cˇtverec 10x10 cm, tmava´
je va´lec s pru˚meˇrem 2,5 cm. Prˇevzato z [1].
