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DENSITY OF ALGEBRAIC POINTS ON NOETHERIAN
VARIETIES
GAL BINYAMINI
Abstract. Let Ω ⊂ Rn be a relatively compact domain. A finite collection of
real-valued functions on Ω is called a Noetherian chain if the partial derivatives
of each function are expressible as polynomials in the functions. A Noether-
ian function is a polynomial combination of elements of a Noetherian chain.
We introduce Noetherian parameters (degrees, size of the coefficients) which
measure the complexity of a Noetherian chain. Our main result is an explicit
form of the Pila-Wilkie theorem for sets defined using Noetherian equalities
and inequalities: for any ε > 0, the number of points of height H in the tran-
scendental part of the set is at most C ·Hε where C can be explicitly estimated
from the Noetherian parameters and ε.
We show that many functions of interest in arithmetic geometry fall within
the Noetherian class, including elliptic and abelian functions, modular func-
tions and universal covers of compact Riemann surfaces, Jacobi theta func-
tions, periods of algebraic integrals, and the uniformizing map of the Siegel
modular variety Ag . We thus effectivize the (geometric side of) Pila-Zannier
strategy for unlikely intersections in those instances that involve only compact
domains.
1. Introduction
1.1. The (real) Noetherian class. Let ΩR ⊂ Rn be a bounded domain, and
denote by x := (x1, . . . , xn) a system of coordinates on R
n. A collection of analytic
functions φ := (φ1, . . . , φℓ) : Ω¯R → Rℓ is called a (complex) real Noetherian chain
if it satisfies an overdetermined system of algebraic partial differential equations,
∂φi
∂xj
= Pi,j(x,φ),
i = 1, . . . , ℓ
j = 1, . . . , n
(1)
where Pi,j are polynomials. We call ℓ the order and α := maxi,j degPi,j the degree
of the chain. If P ∈ R[x,y] is a polynomial of degree β then P (x,φ) : ΩR → R is
called a real Noetherian function of degree β.
We call the set of common zeros of a collection of real Noetherian functions of
degree at most β a real Noetherian variety of degree β. We call a set defined by a
finite sequence of Noetherian equations or inequalities a basic semi-Noetherian set,
and a finite union of such sets a semi-Noetherian set. We define the complexity β of
a semi-Noetherian set (more precisely the formula defining it) to be the maximum
of the degrees of the Noetherian functions appearing in the definition, plus the
total number of relations. We use an analogous definition for the complexity of a
semialgebraic set.
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We define the Noetherian size of φ, denoted S (φ), to be
S (φ) := max
x∈Ω¯R
max
i=1,...,ℓ
j=1,...,n
{|xj |, |φi(x)|, ‖Pi,j‖∞}. (2)
Here and below ‖P‖∞ denotes the maximum norm on the coefficients of P . For
simplicity of the notation we always assume S (φ) > 2. In this paper we will
be concerned with the problem of producing explicit estimates for some quantities
associated to Noetherian varieties and semi-Noetherian sets. When we say that a
quantity can be explicitly estimated in terms of the Noetherian parameters, we mean
that it admits an explicit upper bound in terms of the parameters n, ℓ, α,S (φ), β.
1.2. Main statement. For a set A ⊂ Rn we define the algebraic part Aalg of A to
be the union of all connected semialgebraic subsets of A of positive dimension. We
define the transcendental part Atrans of A to be A\Aalg. Recall that the height of a
(reduced) rational number ab ∈ Q is defined to be max(|a|, |b|). More generally, for
α ∈ Qalg we denote by H(α) its absolute multiplicative height as defined in [15].
For a vector α of algebraic numbers we denote by H(α) the maximum among the
heights of the coordinates. For a set A ⊂ ΩR we denote the set of Q-points of A by
A(Q) := A ∩Qn and denote
A(Q, H) := {x ∈ A(Q) : H(x) 6 H}. (3)
Throughout the paper we let Cj(φ, d) denote the asymptotic class
Cj(φ, d) := (S (φ))
exp◦4j(O(d2)) C(φ, d) := C1(φ, d) (4)
where it is understood that each occurrence may represent a different function from
the class. In all instances of asymptotic notation in this paper, it is understood that
the implied constants can be explicitly and straightforwardly estimated in terms of
the Noetherian parameters, even though we do not always produce explicit expres-
sions for the constants. The following is a basic form of our main theorem.
Theorem 1. Let X ⊂ ΩR be a semi-Noetherian set of complexity β and ε > 0.
There exists a constant
N = Cn(φ, βε
1−n) (5)
such that for any H ∈ N we have
#Xtrans(Q, H) 6 N ·Hε. (6)
Theorem 1 is a direct corollary of the following more general statement. First,
we consider algebraic points of a fixed degree k ∈ N instead of rational points.
Toward this end we introduce the notation
A(k) := {x ∈ A : [Q(x1) : Q], . . . , [Q(xn) : Q] 6 k}, (7)
A(k,H) := {x ∈ A(k) : H(x) 6 H}. (8)
Second, we obtain a more accurate description of the part of Xalg where alge-
braic points of a given height may lie. Toward this end we introduce the following
notation.
Definition 1. Let A,W be two subsets of a topological space. We denote by
A(W ) := {w ∈ W :Ww ⊂ A} (9)
the set of points of W such that A contains the germ of W around w, i.e. such that
w has a neighborhood Uw with Uw ∩W ⊂ A.
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In particular, when W ⊂ Rn is a connected positive dimensional semialgebraic
set then we have X(W ) ⊂ Xalg. With these notations, the general form of our
main theorem is as follows.
Theorem 2. Let X ⊂ ΩR be a semi-Noetherian set of complexity β and ε > 0.
There exists constants
d,N = Cn(k+1)(φ, βε
1−n) (10)
with the following property. For every H ∈ N there exist at most NHε smooth
connected semialgebraic sets {Sα} of complexity at most d such that
X(k,H) ⊂
⋃
α
X(Sα). (11)
We remark that in Theorem 2 we allow the asymptotic constants to depend on
the degree k as well.
1.3. Motivation.
1.3.1. The Pila-Wilkie theorem and the Pila-Zannier strategy for problems of un-
likely intersections. Following the fundamental work of Bombieri and Pila [14],
Pila and Wilkie proved in [42] that for any set definable in an o-minimal structure,
the number of rational points of height H in the transcendental part grows sub-
polynomially with H in the sense of Theorem 1. In other words, without the added
condition of effectivity, Theorem 1 is already known in vast generality. Similarly, a
non-effective result similar in spirit to Theorem 2, valid for arbitrary definable sets,
has been established in [44].
Beyond the intrinsic interest in the study of density of rational points on tran-
scendental sets, this direction of research has attracted considerable attention fol-
lowing the discovery of a surprising link to various problems of unlikely intersections
in arithmetic geometry. The first and prototypical example of this link was pro-
duced in Pila-Zannier’s [46] proof of the Manin-Mumford conjecture (first proved
by Raynaud [47]). We briefly recall the statement and strategy of proof to motivate
the following discussion.
Let A be an abelian variety and V ⊂ A an algebraic subvariety, both defined
over a number field. Suppose that V does not contain a coset of an infinite abelian
subvariety. Then (a particular case of) the Manin-Mumford conjecture asserts that
the number of torsion points is finite. The strategy of [46] proceeds as follows.
Let π : Cg → A denote the universal cover of A and Ω ⊂ Cg denote the standard
fundamental domain. Identify Cg with R2g in such a way that Ω corresponds to
the unit cube, and observe that under this identification the torsion points of order
H in V correspond to rational points of height H in X := π−1(V ) ∩ Ω. One now
obtains two competing estimates for #X(Q, H):
(1) One checks that under the assumptions on V one has Xtrans = X . Thus
by the Pila-Wilkie theorem #X(Q,H) grows sub-polynomially with H .
(2) By a result of Masser [35], if p ∈ A is torsion of order H then the number
of its Galois conjugates is at least cHδ for some c, δ > 0. Since V is defined
over a number field, a constant fraction of these conjugates belong to V ,
and we conclude that #X(Q, H) > c′Hδ for some c′ > 0.
The inconsistency of these two estimates implies that for H sufficiently large, V
contains no torsion points of order H . In particular the number of torsion points
is finite.
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The Manin-Mumford conjecture has a prototypical form: given an arithmetic
condition on p ∈ A (being torsion) and a geometric condition (p ∈ V ), the number
of solutions is finite unless for some “obvious” reasons (e.g. V contains an abelian
subvariety). Various other problems of a similar prototype have been solved by
using the same basic Pila-Zannier strategy. We list two prominent examples:
The Andre´-Oort conjecture: We describe the special case considered in
[2] for simplicity. Consider the product Y (N1) × Y (N2) of two modular
curves, and its irreducible algebraic subvariety V , and suppose V is not
defined by a modular polynomial. Then the number of points (p1, p2) ∈ V
where both p1, p2 are CM-points (i.e. correspond to elliptic curves with
complex multiplication) is finite [2]. A more general case of this statement,
the Andre´-Oort conjecture for modular curves (involving the products of an
arbitrary number of modular curves as well as abelian varieties and complex
tori) was proved using the Pila-Zannier strategy in [45]. The uniformization
maps of modular curves play a key role in this proof. Note that since the
fundamental domains of modular curves are never compact, the definable
sets appearing in this proof are not subanalytic and the full strength of the
Pila-Wilkie theorem in the o-minimal setting is required to study their be-
havior near the cusps. This proof was later extended, with significant effort
on the Galois-theoretic side, to various other contexts involving Shimura
varieties. We refer the reader to [16] for a survey of various developments
in this area, and to [50] for the more recent unconditional proof of the
Andre´-Oort conjecture for Ag.
Torsion anomalous points: Consider the two points
P (λ) = (2,
√
2(2− λ)) Q(λ) = (3,
√
6(3− λ)) (12)
on the Legendre elliptic curve Eλ defined by y
2 = x(x − 1)(x − λ). What
can be said about the set of points λ where both P (λ) and Q(λ) are torsion
on Eλ? In [32] Masser and Zannier use the Pila-Zannier strategy to show
that this set is finite. Here the analytic uniformization ℘λ(z) as a function
of both variables plays the role of the uniformization, and it suffices to
consider this function restricted to a certain compact set. Many other
results in a similar direction have been derived using a similar strategy, see
e.g. [37, 34, 33, 4].
1.3.2. Questions of effectivity. It is natural to ask to which extent, and in what
instances, can an effective form of the Pila-Zannier strategy be established. This
question is split into two parts. One problem is to effectivize the lower bounds on
sizes of Galois orbits, and the other is to effectivize the Pila-Wilkie upper bound.
Of course, in order to expect some type of effectivity in the Pila-Wilkie theorem one
must restrict to a structure where the definable sets admit some form of effective
description.
The proof of the Manin-Mumford conjecture given in [46] relies on the orbit lower
bounds of [35], which are effective. For the upper bound, the Pila-Wilkie theorem
is applied to sets defined using the uniformizing maps of abelian varieties. In the
final section of [46] Pila and Zannier hypothesize that an estimate may be derived
from an explicit description of the abelian variety and its algebraic subvariety in
terms of theta functions. Effective proofs of the Manin-Mumford conjecture have
been obtained using entirely different methods in [48, 26]. We show in §3.3–3.4 that
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elliptic and abelian functions belong to the Noetherian cateogry, thus effectivizing
the upper bound and allowing an effective version of the Manin-Mumford conjecture
to be derived using the Pila-Zannier strategy.
The proof of the Andre´-Oort conjecture for modular curves given in [45] and in
subsequent works relies on lower bounds that are generally not known to be effective
(but can be made effective assuming the Generalized Riemann Hypothesis). For the
upper bounds, the Pila-Wilkie theorem is applied to sets defined using uniformizing
maps of modular curves (and in subsequent work of Shimura varieties). Even
without an effective lower bound, an effective upper bound could lead for example
to asymptotic estimates (with an undetermined constant) in terms of the data
involved. For discussion in this direction see [45, Section 13]. An effective version
of Andre´’s original theorem (for a product of two modular curves) without the
assumption of GRH was obtained in [31] (and also in [6]). We are not aware of
effective results in higher dimensions or for other Shimura curves. We show in §3.7
that the uniformizing map of the moduli space of principally polarized abelian
varieties Ag belongs to the Noetherian category, thus effectivizing the upper-bound
for compact subvarieties of Ag.
The proof of [32] concerning torsion anomalous points relies on lower bounds
which are effective [55, Section 3.4.3]. For the upper bound, the Pila-Wilkie theo-
rem is applied to sets defined using the uniformizing maps of elliptic families, which
can be described for instance using the Weierstrass function ℘(z; τ) as a function
of both parameters (or equivalently in terms of theta function of both parame-
ters). The same is probably true for many of the subsequent works relying on the
same strategy, although we have not checked the details in every instance. Some
effective results in this direction have been obtained in [24], including through the
effectivization of the Pila-Wilkie theorem for some specific curves. We show in 3.5
that ℘(z; τ) is a Noetherian functions of both its variables, thus effectivizing the
upper bound in this context.
1.3.3. Effectivity through differential equations. The arithmetic-geometry applica-
tions of the Pila-Wilkie theorem involve the use of classical functions such as expo-
nential, elliptic and abelian functions (for Manin-Mumford); modular functions and
universal covers of more general Shimura varieties (Andre´-Oort); and theta func-
tions (torsion anomality in families). An effective version of the Pila-Wilkie theorem
that unifies the treatment of these various applications would have to start with a
framework allowing a uniform and effective description of each of these functions.
It is natural to look at differential equations as a possible way of describing such
functions explicitly.
The effective study of the quantitative geometry of transcendental functions
through differential equations is of course not new. Khovanskii’s theory of Pfaffian
functions [30] provides a very successful example of this sort. Pfaffian functions
are defined in a manner similar to the Noetherian functions, but with an extra
assumption of triangularity in the system (1). With this extra assumption, general
estimates on the geometric complexity of “Pfaffian sets” have been established in
[30] (see also [20, 19] for additional developments). This theory has been utilized for
deriving effective versions of the Pila-Wilkie theorem for Pfaffian curves [43] and for
certain Pffafian surfaces [29]. These works also prove a stronger form of the Pila-
Wilkie theorem, improving the asymptotic from sub-polynomial to polylogarithmic.
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In [11] an effective form of the Pila-Wilkie theorem (and its strengthening to poly-
logarithmic asymptotics) was established for definable sets of arbitrary dimension
in RRE, the structure generated by the restricted exponential and sine functions.
The proof relies on a combination of Pfaffian methods and complex geometry, and
it appears likely that the method of proof would extend to allow (compact restric-
tions of) elliptic and abelian functions. This puts the Manin-Mumford conjecture
in arbitrary dimension within the scope of this method. On the other hand, mod-
ular functions, theta functions and other functions required in the applications of
the Pila-Wilkie theorem to arithmetic geometry do not appear to be Pfaffian (at
least not to our knowledge), and a fundamentally different approach seems to be
required for handling them.
It seems a-priori likely (and in fact this is verified for many cases in §3) that
the functions needed in applications to arithmetic geometry would fall within the
framework of Noetherian functions. However, the quantitative geometric theory of
Noetherian functions is far less developed than that of the Pfaffian functions. Kho-
vanskii has conjectured that some “local” form of his theory of Pfaffian functions
should hold for Noetherian functions, and most work has been focused on problems
of a local nature [18, 8, 9] (and even in this local setting the conjecture is not yet
fully settled). Barring very significant progress on the general theory of Noetherian
functions it seems unlikely that the proof strategy of [11] could be carried over to
the Noetherian category. For instance, we currently do not know how to effectively
bound the number of solutions of a system of two Noetherian functions in two vari-
ables in terms of the Noetherian parameters. In the following section we explain
how it is still possible to obtain effective estimates for the seemingly much more
complicated Pila-Wilkie theorem in arbitrary dimension without ever addressing
this very basic question.
1.4. Sketch of the proof. Let {Fj} be the set of Noetherian functions defining
our set X (we suppose for simplicity that only equalities are used). Since real
Noetherian functions remain Noetherian in the complex domain as explained in §2.1,
there is no harm in viewing {Fj} as complex analytic functions and replacing X
by their common zero locus in the complex domain. We note that this simple
step which is almost automatic in the Noetherian category is unavailable in the
essentially real Pfaffian category. Even if one only wishes to prove the effective
Pila-Wilkie theorem for restricted Pfaffian functions, our proof goes through their
complex continuations which are Noetherian but no longer Pfaffian. We do not
know of any simpler method for treating the Pfaffian case in arbitrary dimension.
1.4.1. The basic inductive step. The proof follows an induction over dimension
which is similar to the one used in [42]. However, for our purposes the book-keeping
needs to be done a little differently. To simplify the presentation we assume that
Xalg = ∅. Our inductive step can then be formulated as follows.
Proposition (cf. Proposition 27). Let W ⊂ Cn be an irreducible algebraic variety
and suppose that X ⊂W . Then there exist NHε hypersurfaces Hα of degree d (both
N and d explicitly estimated in terms of the Noetherian parameters and degW ) such
that none of the Hα contain W and X(Q, H) is contained in their union.
Having established this proposition, one can start with W = Cn and at the
inductive step replace W by its intersection with each of the hypersurfaces Hα
(more precisely each irreducible component), and replace X by X ∩W . In this way
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one eventually obtains (when dimW = 0) a collection of O(Hε) points containing
X(Q, H).
1.4.2. The construction of the hypersurfaces. The construction of the hypersurfaces
Hα follows a complex-analytic strategy based on the notion of aWeierstrass polydisc
developed in [10, 11]. Recall that a Weierstrass polydisc for a pure-dimensional
analytic set Y ⊂ Ω is a polydisc ∆ := ∆z × ∆w such that dim∆z = dim Y and
Y ∩ (∆z × ∂∆w) = ∅. Under these assumptions Y ∩∆ is a ramified cover of ∆z of
some degree e(Y,∆). If we denote by ∆ρ the “shrinking” of ∆ about its center by
a factor of ρ, then by the method of [10] (analogous to [14]) one can construct a
hypersurface H of degree O(e(Y,∆)) containing (Y ∩∆H
ε
)(Q, H).
A straightforward strategy would be to cover X by sets of the form ∆H
ε
α where
∆α is a Weierstrass polydisc for X , with their number explicitly estimated in terms
of the Noetherian parameters. This is similar to the strategy of [11]. However, the
proof in [11] relies on essentially real ideas for the construction of the Weierstrass
polydiscs (entropy estimates, Vitushkin’s formula) and requires estimates which
are not available in the Noetherian category. We proceed to explain how this is
replaced in the present paper by complex-analytic considerations.
1.4.3. The codimension one case. Consider the first step where W = Cn. Choose
one of the Noetherian functions defining X which is not identically zero, say F . A
key observation is that to prove the inductive step, it suffices to replace X in the
statement by the larger set Y := {F = 0}. Rather than covering X by Weierstrass
polydiscs, we will cover Y . More specifically, we will show that for every point
p ∈ Ω one can construct a Weierstrass polydisc for Y centered at p whose size is
bounded from below in terms of the Noetherian parameters. Suppose for simplicity
that p is the origin.
We study the problem of constructing Weierstrass polydiscs for a holomorphic
hypersurface {F = 0}. After rescaling we may suppose that F is defined on the
unit disc and has maximum norm 1 there. Suppose that we can find a complex line
Lw through the origin, and a circle S of radius r around the origin in L such that,
(1) r is bounded from below in terms of the Noetherian parameters,
(2) |F (w)| for w ∈ S is bounded from below by some quantity δ depending on
the Noetherian parameters.
Then a simple argument shows that ∆z × {|w| 6 r} is a Weierstrass polydisc for
{F = 0}, where ∆z is a polydisc of radius ∼ δ orthogonal to L.
To construct S as above we use the notion of the Bernstein index (see Defini-
tions 14 and 19). For the purposes of this introduction, if F is a function of one
complex variable in a disc D then one may consider its Bernstein index given by
log(M/m) where M is the maximum of F on D and m is the maximum on the
2-shrinking D2. For functions of several variables we take the maximum over all
complex lines through the origin of the Bernstein index of the restriction. In Propo-
sition 20 we reduce the problem of finding the circle S above to the estimation of
the Bernstein index.
Much is known about the estimation of Bernstein indices for solutions of scalar
linear differential equations (of any order) due to work of [28, 39]. Moreover, these
results can be extended to solutions of polynomial (non-linear) differential equations
by using the methods of [40]. A combination of these tools suffices for producing an
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estimate for the Bernstein index of a Noetherian function in terms of the Noetherian
parameters (see Theorem 6), and allows us to finish the proof for this case.
1.4.4. Higher codimensions. We now discuss the inductive step of the proof withW
of arbitrary dimension. We again note that we may as well replace X by the larger
set Y :=W ∩{F = 0}, where F is one of the Noetherian functions defining X which
is not identically vanishing on W . We will again seek to construct a Weierstrass
polydisc for Y around the origin.
We start by constructing a Weierstrass polydisc ∆ = ∆z × ∆w for W (see
Theorem 8): since W is algebraic ∆ can be constructed using the methods of [11].
Then W is a ramified cover of ∆z, and the projection YF of Y to ∆z is given by
the zero locus of an analytic function RF which we call an analytic resultant (77):
for z ∈ ∆z it is given by the product of F (z, w) over the different branches of W
over z.
If we can construct a Weierstrass polydisc ∆′ for YF in ∆z then a simple topolog-
ical argument shows that ∆′×∆w is a Weierstrass polydisc for Y (see Lemma 21),
thus concluding our construction. Since YF is a hypersurface in ∆z we are essen-
tially reduced back to the situation already considered, except that now we must
estimate the Bernstein index of the analytic resultant RF instead of F itself. This
translates to choosing a complex line L in ∆z, and then studying the restriction of
F to the algebraic curve C obtained by lifting L through the ramified cover back
to W .
A natural approach for studying the restriction of F to an algebraic curve C
is to parameterize C using a map γ : C → C which itself satisfies a differential
equation, and then replace F |C by F ◦ γ, now defined on C and satisfying a system
of auxiliary differential equations obtained by composing the equations of F and γ.
There are two primary obstacles to this idea: first, the curve C need not be smooth,
and one must somehow handle the singular points; and second, even if C is smooth,
it is not clear how to write a differential equation for the parameterization of C
whose Noetherian parameters depend only of the degree of C. One natural option,
for instance for a plane curve C = {P (x, y) = 0}, would be to parameterize C
as a trajectory of the Hamiltonian field Py
∂
∂x − Px
∂
∂y . However, this produces
Noetherian sizes tending to infinity along degenerating families of algebraic curves
such as Cε := {y2 + εx = 0}.
To overcome this problem we appeal to the theory of linear scalar differential
equations. More specifically, for every algebraic function y(x) of degree d one can
construct a scalar differential operator
L = a0(t)∂
k
t + · · ·+ ak(t)y, a0, . . . , ak ∈ C[t], a0 6≡ 0 (13)
satisfying Ly = 0. Moreover we show that the slope
∠L := max
i=1,...,k
‖ai‖∞
‖a0‖∞
(14)
can be uniformly bounded in terms of d. This is a consequence of a much more
general phenomenon of “uniform boundedness of slopes in regular families” which
was discovered in the work of Grigoriev [22, 52]. For instance, for the family Cε
above the operator Ly = x∂xy−
1
2y provides a differential equation for y(x), uniform
in ε. The boundedness of the slope translates into a bound on the Noetherian size of
the auxiliary system constructed form F ◦γ. We then use various analytic properties
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of the Bernstein index (notably subadditivity under products, see Lemma 18) to
deduce estimates for the Bernstein indices of RF and finish the proof.
Remark 2. We remark that the non-degenerating differential equations for pa-
rameterizations of algebraic curves are in some abstract sense similar to the Cr-
parameterizaitions of Yomdin-Gromov [53, 54, 23] that are used (in a form gener-
alized to o-minimal structures) in the original work of Pila-Wilkie [42]. They are
used in our proof to avoid the same type of problem.
1.5. Contents of this paper. In §2 we introduce the notion of complex Noether-
ian functions; prove closure of the Noetherian functions under various operations
including multiplicative inverse, composition and compositional inverse, and for-
mating of implicit functions; discuss Noetherian systems with poles and Noether-
ian systems over smooth varieties in place of Cn; and prove a statement about the
behavior of a Noetherian functions near the boundary of Ω.
In §3 we develop a large number of examples of Noetherian functions: Klein’s
j-invariant and other modular functions; universal covers of compact Riemann sur-
faces; elliptic and abelian functions, Jacobi theta functions and ℘(z; τ) (with respect
to both variables); periods over algebraic integrals over smooth families; and for
the uniformizing map of the Siegel modular variety Ag.
In §4 we develop the general analytic theory of Weierstrass polydiscs: we define
the Bernstein index an recall its basic properties; show how estimates on the Bern-
stein index of a function F can be used to effectively construct aWeierstrass polydisc
for its zero locus; introduce the notion of an analytic resultant, and show how it
can be used to inductively construct a Weierstrass polydisc for a set X ∩ {F = 0}
from the Weierstrass polydisc of X .
In §5 we introduce the relevant background information on linear differential
equations for algebraic functions and the boundedness of their slope; state an es-
timate for the Bernstein index of a function satisfying a polynomial (non-linear)
differential equation in terms of the Noetherian parameters; study the restriction of
a Noetherian function to an algebraic curve by parameterization using linear differ-
ential equations; and prove the key estimates on the Bernstein indices of analytic
resultants of Noetherian functions with respect to algebraic curves.
Finally in §6 we recall the relation betweenWeierstrass polydiscs and the study of
rational (and more generally algebraic) points on an analytic set; prove a complex-
analytic analogs of Theorem 2 for complex Noetherian varieties; and reduce the
general case of Theorem 2 to its complex version.
2. The Noetherian class
In this section we develop some elementary properties of the class of Noetherian
functions. We begin by introducing the complex analog of the real Noetherian
functions, which will be the main class considered throughout the paper.
2.1. Complex Noetherian functions. Let Ω ⊂ Cn be a bounded domain. Then
a system of the form (1) where Pij are now allowed to be complex polynomials is
called a (complex) Noetherian system; its holomorphic solution φ : Ω→ Cℓ is called
a (complex) Noetherian chain; a function of the form P (x,φ) where P ∈ C[x,y]
is called a (complex) Noetherian function; and the common zero locus in Ω of a
collection of Noetherian functions is called a (complex) Noetherian variety. We
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use the convention that, unless the prefix real- is explicitly used, all Noetherian
constructs are assumed to be complex.
A real Noetherian system (1) may be viewed as a complex Noetherian system.
Any Noetherian chain φ : ΩR → Rℓ extends as a holomorphic function to some
complex domain ΩR ⊂ Ω ⊂ C
n. In fact, the size of the domain to which this
complex continuation is possible can be explicitly estimated from below in terms
of the Noetherian parameters, see Lemma 11. There is therefore little harm in
considering a real Noetherian chain as the restriction to the reals of a complex
Noetherian chain.
Conversely, under the identification of Cn with R2n every complex Noether-
ian φ chain of dimension n and length ℓ becomes a real Noetherian chain φR =
(Reφ, Imφ) of dimension 2n and length 2ℓ. Indeed, the system (1) provides deriva-
tion rules for φR with respect to
∂
∂zj
, whereas the Cauchy-Riemann equations pro-
vides derivations rules with respect to ∂∂z¯j . We leave the detailed derivation to the
reader.
In conclusion, we see that in the Noetherian category the real and complex
settings are in some sense mutually-reducible. In the present paper we will employ
essentially complex arguments to the study of Noetherian functions and assume
unless otherwise stated that all Noetherian function are complex. The equivalence
above will imply that this causes no loss of generality. We remark that this situation
stands in stark contrast to the theory of Pfaffian functions, which is an essentially
real theory: the holomorphic continuation of a Pfaffian function defined on Rn
need not itself be Pfaffian when considered as function on Cn ≃ R2n. The key
difference is that the Cauchy-Riemann equations, while algebraic, do not satisfy
the triangularity condition required of Pfaffian chains. It is this added generality
of the Noetherian class that allows our complex-analytic treatment to go through
in full generality.
2.2. Closure properties. We begin by noting that a union of Noetherian chains
is itself Noetherian.
Lemma 3. Let φ, φ˜ : Ω → C be two Noetherian chains of complexity (n, ℓ, α)
and (n, ℓ˜, α˜) respectively. Then (φ, φ˜) is a Noetherian chain of complexity (n, ℓ +
ℓ˜,max(α, α˜)). Moreover, S (φ, φ˜) is the maximum of S (φ) and S (φ˜).
The Noetherian class is clearly closed under differentiation.
Lemma 4. Let φ : Ω→ C be a Noetherian chain with complexity (n, ℓ, α) and let
F : Ω→ C be a Noetherian function of degree β over φ. Then for j = 1, . . . , n the
derivative ∂F∂xj is a Noetherian function of degree β + α− 1.
2.2.1. Closure under arithmetic operations. Next we summarize closure properties
under the basic arithmetic operations. In light of Lemma 3 there is no harm in
assuming all functions involved share one Noetherian chain φ of complexity (n, ℓ, α).
Lemma 5. Let F1, F2 be two Noetherian functions over the chain φ with degrees
β1, β2. Then F + G (resp. F · G) is a Noetherian function over φ with degree
max(β1, β2) (resp. β1 + β2).
Lemma 6. Let F = P (x,φ) : Ω → C be a Noetherian function of degree β, and
suppose that |F (x)| > ε > 0 for all x ∈ Ω. Then 1/F is a Noetherian function of
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degree 1 with respect to a Noetherian chain φ˜ with complexity (n, ℓ+ 1, α+ β + 1)
and S (φ˜) is explicitly computable from 1/ε and the Noetherian parameters.
A similar statement holds for the inverse of a matrix of Noetherian functions,
where ε is now a lower bound for the modulus of the determinant.
Proof. We let φ˜ = (φ, 1/F ). To make this into a Noetherian chain we introduce
differential equations for 1/F ,
∂(1/F )
∂xj
= −(1/F )2 ∂F∂xj = −(1/F )
2
(
∂P
∂xj
(x,φ) +
ℓ∑
k=1
∂P
∂φk
(x,φ)∂φk∂xj
)
(15)
and note that the right hand side is a polynomial in x, φ˜ of degree α+ β + 1. An
upper bound for S (φ˜) follows by a simple estimate.
For the second statement it suffices to write A−1 = (detA)−1 adjA which reduces
the claim to the first statement. 
2.2.2. Closure under compositions and compositional inverse. Next we consider clo-
sure under composition and compositional inverse.
Lemma 7. For i = 1, 2 let φi : Ωi → C be a Noetherian chain with complexity
(ni, ℓi, αi). Let F = (F1, . . . , Fn2) : Ω1 → Ω2 be a tuple of Noetherian functions of
degree at most β1 over φ1, and G : Ω2 → C be a Noetherian function of degree β2
over φ2. Then G ◦ F : Ω1 → C is a Noetherian function of degree β2 over a chain
φ˜ with complexity (n1, ℓ1 + ℓ2,max(α1 + β1, α2)) and S (φ˜) explicitly computable
from the Noetherian parameters.
Proof. We let φ˜ = (φ1,φ2 ◦ F). To make this into a Noetherian chain we use the
given equations for φ1, and the chain rule for the derivatives of φ2 ◦F, which gives
a polynomial combination of the components of φ2 ◦ F and the derivatives of F,
both of which are expressible as polynomials in φ˜. We leave the details for the
reader. 
Lemma 8. Let φ : Ω→ C be a Noetherian chain and let F = (F1, . . . , Fn) : Ω→ Ω˜
be a tuple of Noetherian functions. Suppose that F is bijective and that
∣∣det ∂F∂x ∣∣ >
ε > 0 for all x ∈ Ω. Then the compositional inverse F−1 is a tuple of Noetherian
functions over a Noetherian chain φ˜ : Ω˜ → C, with the Noetherian parameters
explicitly computable in terms of the Noetherian parameters of φ,F and ε−1.
Proof. For simplicity of the notation we assume that the tuple φ contains all the
coordinate functions xj . Denote the variables on Ω˜ by y. Then by the chain rule,
∂F−1
∂y = (
∂F
∂x ◦ F
−1)−1 =
[
det−1(∂F∂x ) adj
∂F
∂x
]
◦ F−1 (16)
where adj denotes the adjugate matrix. Note that by Noetherianity of F, the right
hand side of (16) is a polynomial in (φ, det−1 ∂F∂x ) ◦ F
−1.
We will show that φ˜ := (φ, det−1 ∂F∂x ) ◦ F
−1 : Ω˜ → Cℓ+1 forms a Noetherian
chain. By our assumption on φ it will follow in particular that each component
of F−1 is a Noetherian function of degree 1 with respect to this chain. To write
equations for φ ◦ F−1 we write
∂(φ◦F−1)
∂y =
(
∂φ
∂x ◦ F
−1
)
· ∂F
−1
∂y (17)
and note that the first factor is a polynomial in φ˜ by Noetherianity of φ while
the second factor is a polynomial in φ˜ by the note following (16). Finally, to
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write equations for (det−1 ∂F∂x ) ◦ F
−1 we proceed as in Lemma 6, noting that the
derivatives of (det ∂F∂x ) ◦ F
−1 with respect to y are expressible as polynomials in φ˜
by what was already shown since it is a polynomial in φ ◦F−1.
It is clear that the construction is entirely explicit and the noetherian parameters
of φ˜ can be explicitly estimated from those of φ and F and ε−1 (which enters into
the size S (φ˜) as in Lemma 6). 
As a simple corollary we deduce that the Noetherian class is closed under forming
implicit functions.
Corollary 9. Let Ωx ⊂ Cnx,Ωy ⊂ C
m
y be relatively compact domains and let F :
Ωx×Ωy → Cm be a tuple of Noetherian functions such that
∣∣∣det ∂F∂y
∣∣∣ > ε > 0 on the
set G = F−1(0). If G is the graph of a function G : Ωx → Ωy then G is Noetherian
with parameters explicitly computable from the Noetherian parameters of F and ε.
Proof. By assumption the map H : (x,y) → (x, F ) satisfies
∣∣∣ ∂H∂(x,y)
∣∣∣ > ε on G. We
choose a neighborhood Ω ⊂ Ωx×Ωy of G such that H is injective on Ω: it is enough
to ensure that H(x,y) is injective in y for fixed x, and Ω with this property can be
chosen by the inverse mapping theorem (here we use that G has only one point with
a given x coordinate). By Lemma 8 the inverseH−1 : F (Ω)→ Ω is Noetherian with
computable parameters as above. Finally note that Ωx × {0} = H(G) ⊂ H(Ω) and
H−1(x, 0) : Ωx → Ω is a Noetherian function of the form H−1(x, 0) = (x, G(x)),
with G satisfying the conditions of the statement. 
2.3. Systems with poles. In our definition of a Noetherian system (1) we assume
that the derivatives of φ are expressible as polynomials in x,φ. In general one may
also consider rational systems
∂φi
∂xj
=
Qi,j(x,φ)
Ri,j(x,φ)
,
i = 1, . . . , ℓ
j = 1, . . . , n
(18)
but in this case a more careful notion of “Noetherian size” is required to make our
main results hold.
Example 10. Consider the following Noetherian system in independent variable x
and dependent variables (e, f, g),
∂e
∂x = 0
∂f
∂x = g/e
∂g
∂x = −f/e. (19)
For every fixed value of 0 < ε < 1, the tuple (ε, sin(x/ε), cos(x/ε)) in the domain
Ω = {0 < x < 1} forms a Noetherian chain for this system. However, the number
of rational points of height H in the set Ω ∩ {sin(x/ε) = 0} for ε = 1/(πH) is H,
so clearly our notion of Noetherian size for such systems must tend to infinity as
ε → 0 if we are to expect a sub-polynomial asymptotic for the number of rational
points, with the constant depending only on the Noetherian size.
In this paper we will only consider the case where the Noetherian chain φ remain
bounded away from the polar locus. In this case one may, by a simple reduction,
translate (18) back into polynomial form as follows. We introduce additional de-
pendent variables ρi,j for
1
Ri,j
and recast (18) in the form
∂φi
∂xj
= ρi,jQi,j(x,φ)
∂ρi,j
∂xk
= −ρ2i,j
∂Ri,j(x,φ)
∂xk
for
i = 1, . . . , ℓ
j, k = 1, . . . , n
(20)
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where we express
∂Ri,j(x,φ)
∂xk
as a polynomial in x,φ, ρi,j using the derivation rule (18),
replacing all occurrences of 1Ri,j by ρi,j . It is then simple to see that for any solution
φ of (18), (φ,ρ) forms a solution of the system above, and moreover that the Noe-
therian size of this solution can be explicitly estimates in terms of the Noetherian
size of φ and the minimum value attained by |Ri,j(x,φ)|, i.e. the “distance” to the
polar locus of (18).
2.4. Systems over smooth algebraic varieties. Let S ⊂ CN be an irreducible
smooth algebraic variety of dimension n. One can generalize the notion of a Noe-
therian system on Cn to Noetherian systems over S. For this purpose it is more
convenient to use differential form notation. Let T ∗S denote the cotangent bundle
of S. We denote by Ω1S the (algebraic) sheaf of sections of this bundle. If U ⊂ S
is a (possibly non-algebraic) domain then we will denote by Ω1S(U) the sections
admitting a regular extension to some Zariski open neighborhood of U . We denote
by
Ω1S [z1, . . . , zk] := Ω
1
S ⊗ C[z1, . . . , zk] (21)
the sheaf of sections of T ∗S depending polynomially on additional variables z1, . . . , zk.
We will use similar notations with OS for the structure sheaf of S.
Let U ⊂ S be a relatively compact domain. A collection of holomorphic functions
φ := (φ1, . . . , φℓ) : U → Cℓ is called a Noetherian chain if it satisfies a Noetherian
system over S,
dφ = ω, ω ∈ Cℓ ⊗ Ω1S [φ](U) (22)
where ω is a vector of one-forms depending polynomially on φ. A function from
the ring OS [φ](U) is called a Noetherian function over S.
Much of the material developed in this paper could be generalized to Noetherian
systems over a smooth variety. However, this would introduce additional (mostly
notational) difficulties that we prefer to avoid in the interest of readability. Instead
we show that one can form local charts on S where the system (22) pulls back to
a standard Noetherian system on a subset of Cn. More formally let s0 ∈ S. Since
S ⊂ CN is smooth, one can choose N −n polynomials vanishing on S with linearly
independent differentials in a neighborhood of s0. Let π : S → Cn be a linear
projection which is submersive at s0. By Corollary 9 applied to the collection
of polynomials above, one may construct a biholomorphic Noetherian map Ψ =
(ψ1, . . . , ψN ) : U0 → S for some domain U0 ⊂ Cn whose image contains s0, and
whose inverse is given by π. Since π is a linear projection, we see that Ψ−1 is
Noetherian over S.
Represent the Noetherian system for Ψ in differential form
dΨ = η(Ψ), η ∈ CN ⊗ Ω1Cn [Ψ](U0). (23)
Since S is smooth, among the one-forms dx1, . . . , dxN ∈ (CN )∗ there are n forms
whose restrictions to S form a basis for T ∗S over s0. Expressing ω in terms of this
basis, we see that after possibly restricting to a Zariski open neighborhood U˜ of s0
we may write ω as the restriction to U˜ of an element of Cℓ ⊗ (CN )∗ ⊗ OS [φ](U˜).
Similarly, since any function in OS(U˜) is the restriction of some rational function
on CN with polar locus disjoint from U˜ we may take ω to be the restriction to U˜ of
ω˜ ∈ Cℓ ⊗ (CN )∗ ⊗ C[x,φ]f where the localization is by some polynomial f ∈ C[x]
non-vanishing in U˜ . Shrinking U0 we may also assume that Ψ(U0) ⊂ U˜ .
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We claim that the tuple (Ψ,φ ◦ Ψ) : U0 → CN+ℓ containing the pullbacks of φ
by Ψ is a Noetherian chain. The equation (23) is already in Noetherian form, and
we proceed to derive Noetherian equations for φ ◦Ψ. From (22) and (23) we have
d(φ ◦Ψ) = ( dφ)Ψ · dΨ = ω˜(φ ◦Ψ) · η(Ψ)
∈ Cℓ ⊗ Ω1Cn(U0)⊗ C[φ ◦Ψ,Ψ]f(Ψ)
(24)
where we used the pairing of CN and (CN )∗. Since f is non-vanishing on Ψ(U0) by
assumption we may view this as a Noetherian system with poles by the construction
of §2.3. Finally, any Noetherian function F ∈ OS [φ](U) may be expressed as an
element of C[x,φ]g as explained above, and its pullback F ◦Ψ ∈ C[Ψ,φ ◦Ψ]g(Ψ) is
Noetherian over Ψ,φ ◦Ψ (with poles at the zeros of g(Ψ)).
2.5. Boundary behavior. We finish this section with a simple lemma showing
that the behavior of the Noetherian chain at in a neighborhood of the boundary of
a domain can be controlled in terms of the Noetherian size.
Lemma 11. Let φ : Ω→ Cn be a (possibly real) Noetherian chain (so that we allow
Ω to be a bounded domain in Rn as well) and set S := S (φ). Then φ extends as a
complex Noetherian chain on the complex ρ-neighborhood of Ω, where ρ = S−O(1)
and the Noetherian size of φ in this larger domain is bounded by 2S.
Proof. It is a simple exercise to verify using (1) that for t0 ∈ Ω we have∣∣∣∂jφi∂xj (t0)
∣∣∣ 6 j!SO(|j|) (25)
where the asymptotic constants depend on n, l, α. From this it follows that φ
extends holomorphically to a ρ-neighborhood of Ω with ρ = S−O(1), and it obviously
continues to satisfy (1) in this larger domain. It is also clear that one may choose
ρ as above such that the Noetherian size of φ in this larger domain is bounded by
2S. 
3. Examples of Noetherian functions
The elementary functions ez, sin z and cos z (restricted to any relatively compact
domain in C) form classical examples of Noetherian functions. We proceed with
some less trivial examples. In this section we shall freely use Noetherian systems
with poles as developed in §2.3.
3.1. Klein’s j-invariant and other modular functions. The Klein j-invariant
is the unique function j : H → C which is SL(2,Z)-invariant, holomorphic in H,
has a simple pole at the cusp, and satisfies j(e2πi/3) = 0 and j(i) = 1728. We will
denote the coordinate on H by τ and on C by z.
The j function realizes the identification SL(2,Z)\H ≃ C = CP 1\{∞}, but note
that it is not a covering map: it is ramified over the points 0, 1728 corresponding to
the orbits of e2πi/3, i (which have a non-trivial stabilizer in SL(2,Z)). The j-function
is known to satisfy a differential equation of order 3. To define it, recall that the
Schwarzian derivative Sz(f) and automorphic derivative Dz(f) of a function f are
defined by
Sz(f) :=
f ′′′
f ′
−
3
2
(
f ′′
f ′
)2
Dz(f) := Sz(f)/(f
′)2. (26)
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If g ∈ AutCP 1 is a Mo¨bius transformation and f is a holomorphic function on
some domain in CP 1 then
Sz(g ◦ f) = Sz(f) Dz(f ◦ g) = Dz(f) ◦ g (27)
wherever both sides are defined. In particular, since j is automorphic with respect
to SL(2,Z) it follows that Dτ j is as well. Since j is a Hauptmodul for SL(2,Z) it
follows that Dτ j is a rational function of j, and more explicitly [36, page 20]
Dτ j =
j2 − 1968j + 2645208
2j2(j − 1728)2
. (28)
We now cast (28) as a Noetherian system in the free variable τ and dependent
variables j, j1, j2,
∂j
∂τ = j1,
∂j1
∂τ = j2,
∂j2
∂τ =
3j22
2j1
+
j2 − 1968j + 2645208
2j2(j − 1728)2
j31
(29)
It is straightforward to verify using (28) that φj given by
j = j(τ) j1 = j
′(τ) j2 = j
′′(τ) (30)
forms a solution of (29). If Ω ⊂ H \ SL(2,Z) · {e2πi/3, i} is relatively compact
then (29) is defined in Ω since j′ and j(j − 1728) only vanish on the orbits of
e2πi/3, i. The singularities of our equations over the orbits of e2πi/3, i correspond
to the fact the j is ramified at these points. In fact the methods developed in this
paper may be extended to cover such “mild” singularities, but in the interest of
clarity we avoid this extra generality. For “reasonable” domains Ω it should also
be possible to estimate S (φj) explicitly, but we do not pursue this direction.
If instead of SL(2,Z) one considers for instance its modular subgroup Γ(2) then
the resulting map λ : H→ Γ(2)\H ≃ CP 1\{0, 1,∞} is a covering map. By the same
arguments as above, the λ function satisfies a differential equation which can be
transformed into a Noetherian system. Note that in this case, since the λ function is
a non-ramified cover, the resulting solution φλ is defined for any relatively compact
domain Ω ⊂ H.
3.2. Universal covers of compact Riemann surfaces. Let C be a compact
Riemann surface of genus greater than one. Then by the uniformization theorem
there is a (uniquely defined up to a Mo¨bius transformation) universal covering map
f : H → Γ\H ≃ C where Γ ⊂ PSL(2,R) is a discrete subgroup acting freely on H.
We fix an embedding C → CP k of C as an smooth algebraic curve in projective
space.
Let p ∈ C, and let x = (x1, . . . , xk) : CP
k → Ck denote a set of affine coordinates
corresponding to an affine subspace of CP k. We may and do assume that p is in
the finite part of x, and moreover that dxj |C does not vanish at p for j = 1, . . . , k.
Set fj := xj ◦ f : H → C. We will show that there exists a neighborhood p ∈
Up ⊂ C such that fj form Noetherian functions in any relatively compact domain
Ωp ⊂ f−1(Up). By compactness of C we can then study the universal cover f using
finitely many such charts.
Since fj is a meromorphic and Γ-invariant, the same is true for Dτfj which
therefore defines a meromorphic function on Γ\H ≃ C. By the GAGA principle (or
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Chow’s theorem) it follows that
Dτfj = Rj ◦ f (31)
whereRj is a rational function on C. Moreover, using (26) it is easy to verify thatRj
is regular at p: the poles of Dτfj only occur at poles or zeros of f
′
j(τ) = dxj(f
′(τ)),
neither of which contains p by our assumption on x. Therefore one can write
Rj = Pj/Qj where Pj , Qj are polynomials in the coordinates x and Qj(p) 6= 0.
Fix a neighborhood p ∈ Up ⊂ C where x is finite, f ′1, . . . , f
′
k are finite, and
Q1, . . . , Qk are non-zero. Then we have a system
Dτfj =
Pj(f1, . . . , fk)
Qj(f1, . . . , fk)
(32)
and moreover the f1, . . . , fk are bounded and the denominators Qj(f1, . . . , fk) and
the derivatives f ′j are bounded away from zero in any relatively compact domain
Ωp ⊂ f
−1(Up). Then (32) may be viewed as a Noetherian system (with poles)
and the conditions above guarantee that f1, . . . , fk correspond to a holomorphic
solution of this Noetherian system in Ωp.
3.3. Elliptic functions. In §3.4 we show that all abelian functions satisfy Noe-
therian systems. However, since the case of dimension one (elliptic functions) is
of classical importance we begin with a more explicit description of this case. Re-
call that the field of doubly-periodic meromorphic functions with periods ω1, ω2 is
generated by ℘, ℘′ where
℘(z) = ℘(z;ω1, ω2) =
1
z2
+
∑
n2+m2 6=0
[
1
(z +mω1 + nω2)2
−
1
(mω1 + nω2)2
]
. (33)
The ℘-function satisfies the differential equation
(℘′(z))2 = 4℘3(z)− g2℘(z)− g3 (34)
where g2, g3 are certain invariants depending on ω1, ω2. Taking derivative, divid-
ing by ℘′ and taking another derivative we see that the ℘ function satisfies the
stationary Korteweg–de Vries equation
℘′′′(z) = 12℘℘′, (35)
which is expressible as a Noetherian system in the dependent variables ℘, ℘1, ℘2 as
follows
℘′ = ℘1 ℘
′
1 = ℘2 ℘
′
2 = 12℘℘1. (36)
We remark that the equations (36) do not depend on the invariants g2, g3, meaning
that the Noetherian complexity does not diverge as the periods ω1, ω2 degenerate.
3.4. Abelian functions. Recall that a complex torus X of dimension g is a quo-
tient Cg/Λ where Λ ⊂ Cg is a lattice of rank 2g. A complex torus A which is also a
projective variety over C is said to be an abelian variety. A meromorphic function
on an abelian variety is called an abelian function. We fix an abelian variety A and
an embedding A→ CP k of A as an smooth projective variety.
Let π : Cg → Cg/Λ ≃ A denote the quotient map, and denote by z = (z1, . . . , zg)
the coordinates on Cg. Let x = (x1, . . . , xk) : CP
k → Ck denote a set of affine
coordinates corresponding to an affine subspace of CP k and set fj := xj ◦ π. We
will show that f1, . . . , fk are Noetherian functions of the variables z away from the
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polar locus. Since A is compact, one can then study the map π using finitely many
affine charts x. The proof is similar to the one given in §3.2.
For i = 1, . . . , k and j = 1, . . . , g, the derivative ∂fi∂zj is Λ-invariant (since fj is),
and it therefore defines a meromorphic function on Cg/Λ ≃ A. By the GAGA
principle (or Chow’s theorem) it follows that
∂fi
∂zj
= Ri ◦ π (37)
where Ri is a rational function on A. Moreover, Ri is regular on the finite part of
the chart x, and can therefore be expressed as a polynomial P in the x variables.
Thus we have a system of Noetherian equations
∂fi
∂zj
= Pi(f1, . . . , fk). (38)
3.5. Jacobi theta functions, thetanulls and ℘(z; τ). The theta functions are a
subject of a large number of inconsistent notational variations. We stick here to the
conventions employed by [51, 1]. We remark that in these sources the notation for
the elliptic function ℘(z;ω1, ω2) varies slightly from the one used previously in §3.3:
it denotes a function with periods 2ω1, 2ω2 rather than ω1, ω2. To avoid further
complicating the references, we use this alternative normalization for this section.
We write ℘(z; τ) := ℘(z; 1, τ).
The Jacobi theta function is the holomorphic function given by [51, 21.1]
ϑ : C×H→ C, ϑ(z; τ) =
∑
n∈Z
(−1)neπin
2τ+2inz. (39)
We also write ϑ4 for ϑ. Three additional variants are [51, 21.11]
ϑ3(z; τ) := ϑ4(z +
1
2π; τ),
ϑ1(z; τ) := −ie
iz+
1
4πiτϑ4(z +
1
2πτ ; τ),
ϑ2(z; τ) := ϑ1(z +
1
2π; τ).
(40)
It is common to omit τ from the notation, writing ϑ(z) for ϑ(z; τ). The theta
functions ϑ1, ϑ2, ϑ3, ϑ4 vanish at (z; τ) if an only if z is congruent modulo π, πτ
to 0, π2 ,
π
2 (1 + τ),
π
2 τ respectively [51, 21.12]. Each of the theta functions satisfy a
variant of the heat equation [51, 21.4]
δϑj = −
1
4∂
2
zϑj (41)
where δ := 1πi
∂
∂τ and ∂z :=
∂
∂z .
We now restrict attention to the thetanulls, i.e. the functions ϑj(0) := ϑj(0; τ) for
j = 2, 3, 4 (note ϑ1(0) ≡ 0). From the description of the zeros of the theta functions
above, we see that the thetanulls are nowhere vanishing on H. The logarithmic
derivatives ψj := δϑj(0)/ϑj(0) satisfy a system of non-linear differential equations
due to Halphen [25],
δψ2 = 2(ψ2ψ3 + ψ2ψ4 − ψ3ψ4),
δψ3 = 2(ψ2ψ3 + ψ3ψ4 − ψ2ψ4),
δψ4 = 2(ψ2ψ4 + ψ3ψ4 − ψ2ψ3).
(42)
It is easy to recast (42) as a rational Noetherian system for the thetanulls ϑj(0)
and their first derivatives δϑj(0), for example
δ2ϑ2(0) = 2ϑ2(0)(ψ2ψ3 + ψ2ψ4 − ψ3ψ4) + (δϑ2)
2/ϑ2
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and similarly for j = 3, 4. Since the denominators of these system are given by the
thetanulls which are nowhere vanishing in H, we conclude that the thetanulls are
Noetherian in every relatively compact subdomain of H.
We now return to the general study of the theta functions and their relation to
the Weierstrass elliptic functions. Recall that the Weierstrass ζ function is defined
by the conditions
∂zζ(z; τ) = −℘(z; τ), lim
z→0
ζ(z; τ)− z−1 = 0. (44)
From (35) it follows that ζ satisfies
∂4zζ = −12(∂zζ)(∂
2
z ζ). (45)
The ζ-function can be expressed in terms of theta functions as follows [1, 18.10.7,
18.10.18]
ζ(z; τ) = ηz + ∂z(log ϑ1(
πz
2
; τ)), η := −
π2
12
ϑ′′′1 (0)
ϑ′1(0)
. (46)
We claim that η is a Noetherian function with respect to the system constructed
above for the thetanulls. To see this recall that the thetanulls satisfy the funda-
mental relation [51, 21.41]
ϑ′1(0) = ϑ2(0)ϑ3(0)ϑ4(0). (47)
Combining with (41) this gives
η =
π2
3
δ(ϑ2(0)ϑ3(0)ϑ4(0))
ϑ2(0)ϑ3(0)ϑ4(0)
(48)
and the δ-derivative can be expressed in terms of the Noetherian derivation rules.
We now construct a Noetherian system in the independent variables z, τ includ-
ing the functions ζ(z; τ) and ϑ˜1(z, τ) := ϑ1(πz/2; τ). We start with the system
constructed above for the thetanulls (by definition independent of the variable z),
and add five additional dependent variables ϑ1 and ζ = ζ0, ζ1, ζ2, ζ3 for ζ and its
first three ∂z-derivatives. For the z derivatives we have the following derivation
rules
∂zζj = ζj+1, j = 0, 1, 2,
∂zζ3 = −12ζ1ζ2,
∂zϑ˜1 = (ζ − ηz)ϑ˜1
(49)
where the last two equations follow from (45) and (46) respectively. For the τ
derivatives we have
∂τ ϑ˜1 = −
i
π
∂2z ϑ˜1,
∂τ ζ = ∂τ (ηz) + ∂τ
∂zϑ˜1
ϑ˜1
∂τζj = ∂
j
z(∂τ ζ), j = 1, 2, 3,
(50)
where the first two equations follows from (41) and (46) respectively. The sys-
tem (50) can be rewritten as a Noetherian system: for the first equation, one can
rewrite ∂2z ϑ˜1 as a polynomial using the derivation rules of (49); for the second equa-
tion one can proceed similarly using additionally the first equation for ∂τ ϑ˜1; and
for the final three equations one proceeds similarly using the second equation for
∂τζ. We leave the detailed derivation for the reader.
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In conclusion, we have obtained a rational Noetherian system for ϑ˜1(z; τ) and
ζ(z; τ) with the polar locus given by {ϑ˜1 = 0}. This polar locus is given by all pairs
(z; τ) such that z is congruent to 0 modulo 2, 2τ , which is the same as the polar
locus of ζ(z; τ). Since ℘(z; τ) = −∂zζ(z; τ), we see that ℘(z; τ) is also Noetherian
outside its polar locus.
3.6. Periods of algebraic integrals, Gauss-Manin connection. We follow
[21] for basic facts concerning the Gauss-Manin connection. Let X,S be smooth
algebraic varieties over C, and f : X → S be a rational proper holomorphic map
such that df is everywhere of maximal rank. For s ∈ S we denote Vs := f−1(s),
and think of {Vs}s∈S as a family of smooth, complete varieties depending on the
parameter s. There is an algebraic vector bundle H1dR(X/S) → S, called relative
cohomology of X over S, whose fiber over a point s ∈ S is given by H1(Xs,C).
This vector bundle is equipped with a canonical flat connection ∇ called the Gauss-
Manin connection,
∇ : H1dR(X/S)→ Ω
1
S ⊗H
1
dR(X/S) (51)
where Ω1S denotes regular 1-forms on S. Geometrically, if δ ∈ H1(Xs0 ,Z) and δ(s)
denotes the continuation of δ for s near s0 using Ehreshmann’s lemma, then δ(s) are
flat sections of the dual connection ∇∗ on the relative homology bundle H1(X/S).
Fix some point s0 ∈ S and let Φ1, . . . ,Φm : S → H1dR(X/S) be rational sections
which form a basis at s0. Choose any basis δ1(s0), . . . , δm(s0) of H1(Xs0 ,Q) and
extend it to sections δ1, . . . , δm : S → H1(X/S) as above. If we denote by (·, ·) the
pairing between homology and cohomology then we have the period matrix,
X(s) =


(Φ1(s), δ1(s)) · · · (Φ1(s), δm(s))
. . .
(Φm(s), δ1(s)) · · · (Φm(s), δm(s))

 . (52)
Since δj are flat with respect to ∇∗ we have d(Φi, δj) = (∇(Φi), δj) and in matrix
form we have a linear differential equation
dX = A ·X (53)
where A is an m × m matrix whose coefficients are rational one-forms in S and
regular whenever Φ1, . . . ,Φm form a basis.
If for instance S = Cn then (53) restricted to each of the columns of X(s) is
a (rational) Noetherian system which is regular wherever A is (and in particular
at s0). For a general variety S, the system (53) is a Noetherian system over S in
the sense of §2.4. In conclusion, we see that the entries of the period matrix are
Noetherian functions in a neighborhood of any point s0 ∈ S.
3.7. The moduli space of principally polarized abelian varieties. Periods
play a central role in the construction of moduli spaces of principally polarized
abelian varieties (with additional structure). The first classical example is that
of elliptic curves. If E is an elliptic curve, ω a holomorphic one-form on E and
δ1, δ2 ∈ H1(E,Z) two cycles with intersection number 1, then the upper half of the
period matrix (52) consists of the two elliptic integrals
I1 :=
˛
δ1
ω I2 :=
˛
δ2
ω (54)
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In the universal cover C → C/Λ ≃ E the form ω corresponds (up to scalar) to dz
and the two periods correspond to two generators of the lattice Λ. The ratio of the
two periods is one of the points in the upper half-space H representing E.
If we consider a smooth family of elliptic curves {Es}s∈S then the periods I1, I2
continue as maps I1(s), I2(s) as in §3.6. In a neighborhood of any point s0 ∈ S
these two functions are Noetherian, and we may assume without loss of generality
that I2(s) 6= 0 in the neighborhood so that the function I1(s)/I2(s) mapping each
s to its representative in H is also Noetherian. For instance if we let
Γ(N) :=
{(
a b
c d
)
: a ≡ d ≡ ±1(mod N), b ≡ c ≡ 0(mod N)
}
(55)
for N > 3 and Y (N) = Γ(N)\H then Y (N) admits the structure of a smooth quasi-
projective variety and there exists a canonical family E → Y (N) of elliptic curves
(with a level N structure) over Y (N) [38, Chapter 7]. In this case the projection
π : H → Y (N) is locally inverse to the ratio I1(s)/I2(s). Using Lemma 8 one can
then show that π is Noetherian as well, when we identify Y (N) with its projective
embedding. See the end of this section for a formal treatment of this implication
using the charts of §2.4 in a more general setting. Of course, the Noetherianity
of π also essentially follows from the construction of §3.1. However, the present
construction has the advantage of generalizing to higher dimensions as we illustrate
below.
Let Hg denote the Siegel half-space of genus g, consisting of g×g symmetric ma-
trices over C with positive-definite imaginary part. The symplectic group Sp2g(R)
acts on Hg (see e.g. [5]) and the quotient Ag := Sp2g(Z)\Hg is called the Siegel
modular variety. Then Ag is the moduli space of principally polarized abelian va-
rieties of genus g, and it can be shown to have the structure of a quasi-projective
algebraic variety. We will show that the uniformization of Ag by Hg (given by the
quotient map) is a Noetherian map.
It will be convenient for our purposes to pass from Sp2g(Z) to a finite-index
subgroup such that the quotient becomes a smooth manifold. Following [5] we take
Γ = Γ4,8 to be the theta-group of level (4, 8),
Γ4,8 :=
{
γ =
(
a b
c d
)
∈ Sp2g(Z) : γ = 1g(mod 4),
diag(atb) ≡ diag(ctd) = 0(mod 8)
}
. (56)
The quotient S := Γ\Hg is a complex manifold which has a natural structure of
a smooth quasi-projective variety [38, p.190]. The variety S is equipped with a
canonical family A→ S of principally-polarized abelian varieties with a level (4, 8)-
structure [38, Appendix 7,A–B], and is the moduli space for such varieties. We
denote by π : Hg → S the canonical projection. Since Γ is a finite index subgroup
of Sp2g(Z) there is a regular, finite algebraic map κ : S → Ag. By the results of §2.4
if we show that π is Noetherian then κ ◦ π, which is the uniformization Hg → Ag,
is Noetherian as well. We proceed to prove that π is indeed a Noetherian map.
Fix s0 ∈ S and let τ0 ∈ Hg with π(τ0) = s0. According to [49, Theorem 30.3]
we may choose g rational sections ω1, . . . , ωg : S → H1dR(A/S) which define a basis
of the holomorphic differentials on A over a generic point of S, are regular at τ0,
DENSITY OF ALGEBRAIC POINTS ON NOETHERIAN VARIETIES 21
and which admit 2πiP (τ)(1g τ) as a period matrix
1 (where we think of τ as a
function of s) and P (τ0) is an invertible matrix. As periods, each of the entries of
this matrix are Noetherian functions in a neighborhood of s0, and from Lemma 6 it
follows that τ(s), being the product of the second block by the inverse of the first,
is also a Noetherian function in a neighborhood of s0.
Having shown that the local inverse of π in a neighborhood of s0 is Noetherian,
we may also conclude that π is Noetherian in a neighborhood of τ0. We do this in
detail to illustrate the technique involving Noetherian charts. Recall that by §2.4
there exists a Noetherian chart Ψ : U0 → S with U0 ⊂ CdimS , say mapping 0 to s0,
such that τ ◦Ψ : U0 → Hg is Noetherian. By construction τ ◦Ψ is also invertible in
a neighborhood of 0, and by Lemma 8 the inverse map π˜ : Hg → U0 mapping τ0 to
0 is also Noetherian around τ0. But then π = Ψ◦ π˜ is Noetherian in a neighborhood
of τ0 by Lemma 7, as claimed.
We remark that for explicit computation of the Noetherian parameters one would
need an explicit description of the universal family and associated Gauss-Manin
connection, which may be a non-trivial problem. An alternative approach would
be to derive Noetherian systems for higher dimensional thetanulls analogous to the
Halphen system (42) directly, using the Riemann theta functions and their various
identities. Such an approach is pursued for genus two in [41] and for general genus
in [56], where the thetanulls of any genus are shown to satisfy a nonlinear system
of differential equations which may indeed be regarded as a Noetherian system.
Unfortunately this system admits singularities at the zeros of the thetanulls and
therefore does not quite establish their Noetherianity in the entire Siegel half-space
– but it does seem to indicate that this direct approach is feasible.
4. Analytic theory of Weierstrass polydiscs
We begin by recalling the notion of a Weierstrass polydisc from [11]. We call a
system x of coordinates on Cn standard if it is obtained from the standard coordi-
nates by an affine unitary transformation.
Definition 12. Let X ⊂ Ω be an analytic subset of pure dimension m. We say
that a polydisc ∆ = ∆z×∆w in a standard coordinate system x = z×w coordinates
is a Weierstrass polydisc for X if dim z = m, ∆¯ ⊂ Ω and (∆¯z × ∂∆w) ∩ X = ∅.
We call ∆z the base and ∆w the fiber of ∆.
We will denote by πz : C
n → Cm the projection map, and by πXz := πz|X∩∆.
Fact 13 ([11, Fact 5]). Let ∆ be a Weierstrass polydisc for X. Then πXz : X∩∆→
Cm is a proper e(X,∆)-to-1 map for some number e(X,∆) ∈ N called the degree.
In [10, 11] Weierstrass polydiscs play a key role in the study of rational points
on analytic varieties. Proving the existence of Weierstrass polydiscs with effective
estimates on the size and degree is the main step in establishing an effective Pila-
Wilkie result using this method. In this section we develop some analytic tools
to approach this problem. Namely, we recall the notion of Bernstein index of an
analytic function, and show that estimates on the Bernstein indices of appropriately
constructed functions imply the existence of Weierstrass polydiscs. Later, in §5 we
show that in the Noetherian category one can indeed estimate the relevant Bernstein
indices in terms of the Noetherian parameters.
1for an appropriate choice of basis for H1(As0 ,C) with respect to the principal polarization
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4.1. Bernstein indices. We recall the following definition from [39].
Definition 14. Let U ⊂ C be a domain with a connected piecewise smooth boundary
and K ⊂ U a compact subset. The Bernstein index of a holomorphic function
f : U¯ → C with respect to the pair K ⊂ U is the number
BK,U (f) := ln
MU (f)
MK(f)
, MA(f) := max
z∈A¯
|f(z)|. (57)
For U a disc and η > 1 called the gap, we denote
B
η
U (f) := BU¯η ,U (f). (58)
The following Theorem 3, Lemma 15 of [28] and Lemma 18 of [39] hold, with
suitable constants, for arbitrary pairs K ⊂ U as in Definition 14. We will only
require them in the case of concentric discs and state them for this case in order to
give explicit asymptotics for the constants (the constants as given in [28] are fully
explicit and we use asymptotic notation only to simplify the presentation).
Theorem 3 ([28, Lemma 1, Example 1]). Let U be a disc and ε > 0. For any
f ∈ O(U¯) we have
#{z ∈ U¯1+ε : f(z) = 0} 6 γε ·B
1+ε
U (f), γε =
2
ε2
+O(ε). (59)
Here each root of f is counted with its multiplicity.
The following lemma of [27] gives a lower bound for the values of a holomorphic
function in terms of its Bernstein index.
Lemma 15 ([28, Lemma 3]). Let U be a disc of radius 1 and ε > 0. For any
f ∈ O(U¯) and any h > 0 one can find a finite union Dh of discs around roots of f
in U , with the sum of the diameters less than h, such that
min
z∈U¯1+ε\Dh
|f(z)| >M
(m
M
)χε−τε lnh
(60)
where M =MU (f), m =MU1+ε(f) and
χε =
8
ε4
ln
1
ε
+O(ε−4) τε =
2
ε2
+O(ε). (61)
Proof. For the computation of the constants we note that (in the notation of [28,
Lemma 3]) we choose V to be a disc of radius 1− ε2 and by [28, Example 1] we have
ρ = 1−
1
2
ε2 +O(ε3) γ =
2
ε2
+O(ε) σ =
4
ε2
+O(ε) (62)
and then
λ1 =
2
ε
+O(1) λ2 = 1−
1
2
ε+O(ε2) θ =
8
ε4
ln
1
ε
+O(ε−4) (63)
from which the claim follows.
We also note that the fact that the centers of the discs can be chosen to be roots
of f is not part of the original statement of [28, Lemma 3] but it is evident from
the proof. 
As an easy consequence we have the following.
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Lemma 16. Let U be a disc and f ∈ O(U¯) with MU (f) = 1. Then there exists a
disc U4 ⊂ D ⊂ U¯2 concentric with U such that
min
z∈∂D
|f(z)| > e−O(B
2
U (f)). (64)
Proof. Since the claim is invariant under rescaling we may suppose that U is a disc
of radius 1. Apply Lemma 15 with h = 1/4 and note the Dh must be disjoint from
the radius of some disc concentric with U with radius 1/4 < r 6 1/2. 
We record a simple corollary of Lemma 15 which allows one to control the Bern-
stein index with the standard gap 2 in terms of the Bernstein index with a smaller
gap.
Corollary 17. Let U be a disc and f ∈ O(U¯). Then for any ε > 0 we have
B
2
U (f) 6 (χε + τε ln 2) ·B
1+ε
U (f). (65)
Proof. Since the claim is invariant by rescaling we may assume that U is the unit
disc. Apply Lemma 15 to obtain a finite union D of discs with the sum of the
diameters less than 1/2, such that
min
z∈U¯1+ε\D
|f(z)| >M
(m
M
)χε+τε ln 2
(66)
where M = MU (f), m = MU1+ε(f). In particular, since D cannot cover U
2, we
have
MU2(f)
MU (f)
>
(m
M
)χε+τε ln 2
. (67)
The claim now follows by taking inverse and log. 
We will also require the following subadditivity property of [39, Lemma 3]. We
will not need to use the explicit form of the constants, but we remark that they
can be easily explicitly recovered from the proof.
Lemma 18. Let U be a disc and f1, . . . , fp ∈ O(U¯). Then
B
2
U (f1 · · · fn) 6 O(ln(n+ 1))
p∑
j=1
B
2
U (fj). (68)
For dimension greater than one we introduce the following version of the Bern-
stein index.
Definition 19. Let B ⊂ Cn be a Euclidean ball centered at p and F : B¯ → C be
holomorphic. We define
BK,B(F ) := max
L∋p
BK∩L,B∩L(f) (69)
where L ranges over the complex lines containing p. For η > 1 called the gap, we
denote
B
η
B(f) := BB¯η ,B(f). (70)
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4.2. Weierstrass polydiscs for holomorphic hypersurfaces. Let B ⊂ Cm be
a Euclidean ball and R : B¯ → C a holomorphic function. Our goal in this section is
to construct a Weierstrass polydisc ∆ for the hypersurface XR := {R = 0}. More
specifically, we would like to control the size of ∆ and the degree e(XR,∆) in terms
of the Bernstein index B2B(R).
Proposition 20. Let R : B¯ → C be a holomorphic function and set B := B2B(R).
Then there exists a Weierstrass polydisc ∆ for XR := B ∩ {R = 0} such that
Bη ⊂ ∆ ⊂ B where η = eO(B), (71)
e(XR,∆) = O(B). (72)
Here (72) holds even if we consider XR with its cycle structure, i.e. count each
component of XR with its associated multiplicity as a zero of R.
Proof. Since the claim is invariant under rescaling of R and B we may assume that
B is the unit ball at the origin and that the maximum of R on B is achieved at
some point p ∈ B with |R(p)| = 1. Let L denote the complex line passing through
the center of B and the point p and write U = B ∩ L. Let z = z1 × z′ be a system
of Euclidean coordinates on B where the origin corresponds to the center of B and
z′ = 0 corresponds to L.
According to Lemma 16 there exists a disc U4 ⊂ D ⊂ U¯2 such that
min
z1∈∂D
|R(z1, 0)| > e
−O(B). (73)
Since R is assumed to have maximum norm 1 on B, it follows from the Cauchy
estimates that ∥∥∥ ∂f∂z′ (z1, z′)
∥∥∥ = O(1), ∀z1 ∈ ∂D, ‖z′‖ < 1/2. (74)
Combining (73) and (74) we see that we may choose a polydisc ∆w of polyradius
e−O(B) around the origin such that R does not vanish on ∆w × ∂D. Then ∆ :=
∆z′ ×D is a Weierstrass polydisc for XR. To estimate e(XR,∆) it will suffice to
count the number of zeros of R in the fiber z′ = 0, i.e. the number of zeros of R
restricted to D ⊂ L. This follows directly from Theorem 3. 
4.3. Weierstrass polydisc for an intersection with a hypersurface. LetX ⊂
Ω be an analytic subset of pure dimension m and ∆ = ∆z × ∆w a Weierstrass
polydisc for X . Let F : Ω→ C be a holomorphic function, and set
XF := X ∩∆ ∩ {F = 0}, YF := πz(XF ). (75)
Lemma 21. Suppose ∆′z = ∆z′ × ∆w′ ⊂ ∆z is a Weierstrass polydisc for YF .
Then ∆′ := ∆′z ×∆w is a Weierstrass polydisc for XF .
Proof. Recall that
∆z′ × ∂(∆w′ ×∆w) =
[
∆z′ × ∂∆w′ ×∆w
]
∪
[
∆′z × ∂∆w
]
. (76)
It thus suffices to note that XF does not meet ∆
′
z × ∂∆w since X does not meet
∆z×∂∆w; and XF does not meet ∆z′×∂∆w′×∆w since its πz projection YF does
not meet ∆z′ × ∂∆w′ . 
We define the analytic resultant of F with respect to X,∆,
RF = R(X,∆, F ) : ∆z → C, RF (z) =
∏
w:(z,w)∈X∩∆
F (z, w). (77)
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By Fact 13 we see that RF is a holomorphic function, and by definition
YF = {z ∈ ∆z : RF (z) = 0}. (78)
Here equality holds even if we consider YF and {RF = 0} with their natural cycle
structures.
Proposition 22. Let B ⊂ ∆z be a Euclidean ball with the same center as ∆z, and
set B := B2B(RF ). Then there exists a Weierstrass polydisc ∆
′ := ∆′z × ∆w for
XF such that
Bη ⊂ ∆′z ⊂ B where η = e
O(B), (79)
e(XF ,∆
′) = O(B). (80)
Proof. By Proposition 20 applied to RF , there exists a Weierstrass polydisc ∆
′
z ⊂ B
for YF satisfying (79). Then by Lemma 21, ∆
′ is a Weierstrass polydisc for XF .
Finally e(XF ,∆
′) is equal by definition to e(YF ,∆
′
z) if we count each component
of YF with its associated multiplicity, and (80) follows from (72) and the remark
following it. 
Proposition 22 can be used to inductively construct a Weierstrass polydisc of
controllable size and degree for the zero locus of a collection of functions, assuming
one can explicitly estimate the Bernstein indices B involved. Unfortunately it
appears that the techniques presently at our disposal do not suffice to produce such
estimates for arbitrary collections of Noetherian functions. Instead, we will focus
on the case where X is an algebraic variety and F is a Noetherian function, where
a wider range of techniques is available. As it turns out, this more restrictive case
will be sufficient for our purposes.
5. Weierstrass polydiscs and Bernstein indices of Noetherian
functions
In this section we produce estimates for the Bernstein indices of Noetherian func-
tions and, more generally, their analytic resultants (77) with respect to an algebraic
variety. In combination with the results of §4 this allows us to construct Weier-
strass polydiscs for the intersection between an algebraic variety and a Noetherian
hypersurface. The main statements are given in §5.1. Two principal ingredients
from the qualitative theory of differential equations are used in producing these
estimates. First, in §5.2 we use some results from the theory of linear differential
equations to obtain parametrizations of an algebraic curve which are well-behaved
(in terms of the differential equations involved). Consequently in §5.4 we produce
a well-behaved non-linear differential equation for the restriction of a Noetherian
function to an algebraic curve. In §5.3 we introduce a result of [40] on the oscilla-
tion of trajectories of (non-linear) polynomial vector fields. Finally in §5.5 we use
this result to estimate the Bernstein index of a Noetherian function restricted to
an algebraic curve, and consequently finish the proof of the main statement of this
section.
5.1. Main statement. Our goal in this section is to prove the following.
Theorem 4. Let V ⊂ Cn be an algebraic variety of pure dimension m and degree
at most β. Let F : Ω→ C be a Noetherian function of degree at most β. Let B ⊂ Ω
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be a Euclidean ball. Write
VF := (Ω ∩ V ∩ {F = 0})
m−1. (81)
Then there exists a Weierstrass polydisc ∆ for VF and η > 0 such that
(1) Bη ⊂ ∆ ⊂ B where η = eC(φ,β),
(2) e(VF ,∆) = C(φ, β).
Theorem 4 implies that one can cover any compact piece of VF by an explicitly
estimated number of Weierstrass polydiscs with explicitly estimated degrees. The
special case dimV = 1 is of some independent interest and we record it separately.
Corollary 23. Let C ⊂ Cn be an algebraic curve and F : Ω → C a Noetherian
function, both of degree at most β. Let B ⊂ Ω be a Euclidean ball. Then for
η = eC(φ,β) the number of isolated zeros of F in the set V ∩ Bη is bounded by
C(φ, β).
Proof. We observe that in this case CF of (81) has dimension zero and consists of
the isolated zeros of F on C ∩Ω. In this context a Weierstrass polydisc ∆ is just a
disc with ∂∆∩CF = ∅ and e(CF ,∆) is the number of points in CF ∩∆. The claim
follows since Bη ⊂ ∆. 
By a covering argument, Corollary 23 allows one to explicitly estimate the num-
ber of zeros of a Noetherian function restricted to a compact piece of an algebraic
curve. Crucially, the estimate depends only on the degree of the curve and the
Noetherian parameters. We conjecture that a similar statement, with the curve V
replaced by the zero locus of arbitrary additional Noetherian functions, is likely to
be true. A conjecture in this spirit (in a more local setting) is due to Gabrielov and
Khovanskii [18], with some partial results established in [18, 8, 9].
5.2. Linear ODEs and algebraic functions. Let y(t) be an algebraic function
defined by the polynomial P (y, t) = 0 of degree d. It is classically known that y
satisfies a scalar linear differential equation L(y) = 0 of order k 6 d,
L = a0(t)∂
k
t + · · ·+ ak(t)y, a0, . . . , ak ∈ C[t], a0 6≡ 0. (82)
Following [12] we define the slope2 of L to be
∠L := max
i=1,...,k
‖ai‖∞
‖a0‖∞
. (83)
It is not difficult to see that the degrees of a0, . . . , ak can be estimated in terms
of d. It is less trivial, but still true, that the same is true for the slope ∠L. More
explicitly, we have the following.
Theorem 5. The operator L can be chosen such that
deg a0, . . . , deg ak = d
O(1), (84)
∠L = 22
poly(d)
. (85)
Proof. Let P denote the space of polynomials of degree d in the variables y, t, which
we identify with their tuple of coefficients. Consider P (y, t) as a general polynomial
of degree d with indeterminate coefficients p ∈ P. According to [7, Corollary 3.3]
2we use ℓ∞ rather than ℓ2-norms for convenience but this is of no significance
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the vector function y = (y, y2, . . . , yd) satisfies an integrable regular system of the
form
dy = Ω · y (86)
where Ω is a rational matrix one-form in the variables p, t with coefficients from
Q(p, t). Moreover, the degree of the entries is bounded by dO(1) and the complexity
(i.e. maximal height of any of the coefficients) is bounded by 2d
O(1)
(this is similar,
but much easier, than [12, Theorem 9]).
By a standard reduction from linear first-order systems to high-order scalar
equations (e.g. [13, Lemma 5]) one can then derive a family of linear operators
Lp = a0(p, t)∂
k
t + · · ·+ ak(p, t)y, a0, . . . , ak ∈ C[t], a0 6≡ 0. (87)
of order k 6 d, degree dO(1) and complexity 2d
O(1)
such that Lp(y(p, t)) = 0. By
[12, Principal Lemma 33] there exists a proper algebraic subset Σ ⊂ P such that
for p 6∈ Σ the slope ∠Lp is bounded by some explicit constant of the form 22
poly(d)
.
It remains to consider the case p ∈ Σ. Note that in this case it is possible that
a0(p, t) ≡ 0 so that the expression defining the slope of Lp is not well-defined.
However, this problem is only apparent. Let γ : (C, 0) → P be a one-parametric
family that meets Σ only at γ(0) = p and consider the family Ls := Lγ(s). Then
Ls 6= 0 for s 6= 0, but L0 may vanish identically. Let ν denote the order of vanishing
in s, so that
Ls = s
νL˜s, L˜0 6= 0. (88)
For s 6= 0 we have
L˜s(y(γ(s), t)) = s
−νLs(y(γ(s), t)) = 0 (89)
and since both L˜s and y(γ(s), t) are continuous (even analytic) in s it follows
that L˜0(y(p, t)) = 0. We now note that since the slope is invariant under scalar
multiplication, ∠L˜s = ∠Ls for s 6= 0 and is therefore bounded by the uniform
constant 22
poly(d)
as above. The slope of the limit L˜0 is therefore bounded by the
same constant, and L˜0 thus satisfies the conditions of the lemma. 
In [12] a result of the type of Theorem 5 is proved for a much more general
class of functions known as Q-functions, which includes the algebraic functions as
well as abelian integrals. The qualitative theory of linear ODEs is then used to
estimate the number of zeros of Q-functions, and similar ideas could be used to
give estimates for Bernstein indices as well. In this approach the boundedness
of the slope plays a key role. However, in the context of the present paper we
must consider Noetherian functions which satisfy non-linear differential equations,
making the class of Q-functions inadequate for our purposes. As we shall see, the
boundedness of the slope for algebraic functions will play a key role none the less.
5.3. Bernstein indices for non-linear polynomial ODEs. We consider a poly-
nomial non-linear system of ODEs,
∂tx = ξ(t, x) (90)
where ξ is a polynomial vector field on Ct × CN ,
ξ = ∂∂t + ξ1
∂
∂x1
+ · · ·+ ξN
∂
∂xN
, ξ1, . . . , ξN ∈ C[t, x1, . . . , xN ]. (91)
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Let
d = deg ξ := max
i=1,...,N
deg ξi, (92)
‖ξ‖∞ := maxi=1,...,N
‖ξi‖∞ . (93)
We will require the following result of [40].
Theorem 6 ([40, Theorem 2]). Let S > 2 and p = (t0, x0) ∈ Ct × CN . Suppose
that ‖ξ‖∞ 6 S and ‖p‖∞ 6 S. Denote by x = x(t) the solution of (90) passing
through p.
Let P ∈ C[t, x1, . . . , xN ] have degree bounded by d and suppose P (t, x(t)) 6≡ 0.
Then x(t) can be extended to a disc D = Dρ(t0) where
ρ = S− exp
◦4(O(Nd)), (94)
B
2
D(P (t, x(t))) 6 d
NO(N
2)
. (95)
More generally, if x(t) can be extended to a disc D = Dρ(t0) for some ρ > 0 and
remains bounded by 2S then
B
2
D(P (t, x(t))) 6 d
NO(N
2)
+ ρ · Sexp
◦4(O(Nd)) (96)
Proof sketch. After increasing the dimension we may think of the coefficients of P
as extra variables in a polynomial ring R. Consider the chain of R-ideals defined
recursively as follows
I0 = 〈P 〉 , Ik+1 =
〈
Ik, ξ
kP
〉
. (97)
Since S is a noetherian ring, the chain Ik must stabilize. Moreover, it follows from
the Leibnitz the if Ik = Ik+1 then already Ik = I∞. Using methods of effective
commutative algebra it is possible to give an effective upper bound for the first
index of stabilization k in terms of N and d,
k = dN
O(N2)
. (98)
With this k stabilization implies that we have an equation
ξk+1P =
k∑
j=0
cj · ξ
k−jP, cj ∈ R (99)
and restricting to the solution (t, x(t)) we have
∂k+1t P (t, x(t)) =
k∑
j=0
cj(t, x(t)) · ∂
k−j
t P (t, x(t)). (100)
Moreover, by methods of effective commutative algebra it is possible to give an
effective upper bound for the ℓ∞-norms of the polynomials cj in terms of N, d, S.
By simple growth estimates we can then choose ρ satisfying (94) such that (t, x(t))
remains in the ball of radius 2S for t ∈ D = Dρ(t0). For any ρ that satisfies this
condition, the coefficients of (100) are explicitly bounded by Sexp
◦4(O(Nd)) in D.
We view (100) as a linear differential operator L with holomorphic coefficients
in D satisfying L(P (t, x(t))) = 0. We pass to the coordinate s = (t − t0)/ρ so
that D corresponds to the unit disc in s. We express L in the s-coordinate and
multiply by ρk+1 to obtain a monic operator L˜. Then the coefficients of L˜ are
bounded by ρ · Sexp
◦4(O(Nd)) in the unit disc, and the proof is then concluded by
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applying Theorem 7 below. We remark that at the final step [40] uses a lemma
of Kim to estimate the number of zeros in D and state the conclusion concerning
this number rather than the Bernstein index, but this is of course a minor technical
difference. 
To finish the proof of Theorem 6 we recall the following theorem of [39].
Theorem 7 ([39, Theorem 1]). Let K,U be as in Definition 14 and let L be a
linear differential operator
L = ∂k+1t +
k∑
j=1
aj(t)∂
n−j
t , a0, . . . , ak : U¯ → C (101)
with holomorphic coefficients of absolute value bounded by M in U . Then for any
solution Lf = 0 we have
BK,U (f) 6 O(M + k ln k) (102)
where the asymptotic constant depends only on K,U .
We remark that in [39], Theorem 7 is stated as a bound on the number of zeros
of f rather than the Bernstein index. However, the proof goes through an estimate
for the Bernstein index, which is given in the second displayed equation in [39,
p. 317].
5.4. Restriction of a Noetherian function to an algebraic curve. Let C ⊂
Cn be an algebraic curve of degree d, and let πt : C → Ct be the restriction to C of
some affine coordinate on Cn which is not constant on any component of C. Then
there is a (ramified) inverse map t → (x1(t), . . . , xn(t)) from Ct to C where each
xj(t) is an algebraic function of degree at most d. For j = 1, . . . , n we choose a
linear differential equation Lj(xj(t)) = 0 of order kj 6 d,
Lj = aj0(t)∂
kj
t + · · ·+ a
j
kj
(t)y, aj0, . . . , a
j
kj
∈ C[t],
∥∥∥aj0
∥∥∥
∞
= 1. (103)
where the operators Lj satisfy the estimates of Theorem 5.
Recall that φ : Ω→ C is a collections of Noetherian functions satisfying (1). We
will study the restriction φ|C by writing a non-linear system of the form (90) for the
map t→ (x(t),φ(x(t))). Toward this end we write N = k1 + · · ·+ kn + ℓ and work
in the ambient space CN with the coordinates x
(k)
j and Qj for j = 1, . . . , n and
k = 1, . . . , kj − 1 and φ1, . . . , φℓ. In this space we introduce the following system,
∂tx
(k)
j = x
(k+1)
j k = 1 . . . , kj − 2
∂tx
(kj−1)
j = −Qj(a
kj−1
1 x
(kj−1)
j + · · ·+ akjx
(0)
j )
∂tQj = −∂t(a
j
0) · (Qj)
2
∂tφl = Pl,1(x
(0),φ) · x
(1)
1 + · · ·+ Pl,n(x
(0),φ) · x(1)n .
(104)
Let ξφ,C denote the vector field corresponding to (104) in the sense of §5.3. Then
it is straightforward to verify using the estimates of Theorem 5 that
‖ξφ,C‖∞ = 2
2poly(d) ·S (φ). (105)
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Let t ∈ Ct be a point where πt|C is unramified and the polynomials a10, . . . , a
n
0
are non-vanishing, and let x˜(t) be an analytic branch of the algebraic map x(t).
Then it is straightforward to check that the map Φ : Ct → CN defined by
x
(k)
j = ∂
k
t x˜j(t) Qj = 1/a
j
0(t) φl = φl(x˜(t)) (106)
is a solution of (104).
5.5. Proof of Theorem 4. Let V ⊂ Cn be an algebraic variety of pure dimension
m and degree d. Let F : Ω→ C be a Noetherian function of degree d.. Finally let
B ⊂ Ω be a Euclidean ball. We recall the following result of [11].
Theorem 8 ([11, Theorem 7]). Let B ⊂ Cn be a Euclidean ball and V ⊂ Cn be an
algebraic variety of pure dimension m and degree d. Then there exists a Weierstrass
polydisc ∆ := ∆z × ∆w for V with the same center as B such that Bη˜ ⊂ ∆ ⊂ B
and η˜ = dO(1).
Note that Theorem 8 is originally stated for general sub-Pfaffian sets, and above
we give only the algebraic case which will suffice for our purposes. We also note that
the theorem is originally stated for a ball around the origin, but this is clearly of
no significance in the formulation above. Finally, in our formulation we implicitly
used the fact the algebraic varieties of degree d are set-theoretically cut out by
polynomials of degree at most d, see e.g. [11, Lemma 29].
We remark that Theorem 8 could also be established inductively by the methods
used in this paper, but the estimates obtained in this way would be significantly
weaker.
Let ∆ ⊂ B be a Weierstrass polydisc for V as in Theorem 8. Then ∆ ∩ V
decomposes into a union of irreducible analytic components. We denote by V˜ ⊂ ∆
the union of these components where F does not vanish identically, so that
VF ∩∆ = V˜ ∩ {F = 0}. (107)
By definition ∆ is also a Weierstrass polydisc for V˜ . We let RF := R(V˜,∆, F )
denote the analytic resultant (77) of F with respect to V˜,∆. Denote by Bz ⊂ ∆z
the largest ball in ∆z with the same center. Evidently
∆O(1)z ⊂ Bz. (108)
We will study the restriction of RF to Bz.
Let L ∈ Cm be a complex line through the center of Bz and C ⊂ Cn be the
complex curve C = V ∩π−1z (L). Let πt : C
n → C be an affine combination of the z
coordinates which maps L∩Bz onto the unit disc D. Denote by Σ the ramification
locus of πt|C . Consider the system (104) for the pair C, πt. Then for any t0 ∈ D \Σ
there exist exactly ν 6 d points such that
p1(t0), . . . , pν(t0) ∈ V˜ ∩ π
−1
t (t0). (109)
Moreover, these points extend as ramified algebraic functions for t 6∈ Σ.
Suppose that t0 is also not a root of the polynomials a
1
0, . . . , a
n
0 . Then for i =
1, . . . , ν, we have a map Φi : Ct → CN defined as in (106) with x˜(t) = pi(t).
In general, ‖Φi(t0)‖∞ cannot be bounded in terms of the Noetherian parameters
alone: it tends to infinity as t0 tends to Σ or to a zero of a polynomial a
j
0. However,
we will show that on a suitably chosen annulus around the origin one can indeed
control the norms. The key estimate is contained in the following lemma.
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Lemma 24. One can choose 1/2 < r < 3/4 and ρ = d−O(1) such that Ar,ρ :=
{r − ρ < |t| < r + ρ} satisfies
dist(Ar,Σ) = d
−O(1) min
t∈Ar,ρ
j=1,...,n
|aj0(t)| = e
−dO(1) . (110)
Proof. Recall that we have
∥∥∥aj0
∥∥∥
∞
= 1 and deg aj0 = d
O(1). Then
MD(a
j
0) > 1 MD1/2(a
j
0) 6 2
dO(1) , (111)
where the lower bound follows from the Cauchy formula on the unit disc and the
upper bound is straightforward. Therefore B2D(a
j
0) 6 d
−O(1). Then by Lemma 15
we can choose a union Dj of discs with the sum of the diameters less than 1/(9n)
such that
min
t∈D\Dj
|aj0(t)| > e
−dO(1) . (112)
Moreover the center of each disc is a root of aj0 and in particular the number of
discs does not exceed dO(1).
We also have #Σ = dO(1), for instance since every point of Σ is a root of some
aj0. We let D
′ denote the union of discs of radius 1/(9 ·#Σ) around each point of
Σ, so that the sum of diameters is at most 1/9 and we have
dist(Σ, D \D′) = d−O(1). (113)
In the collection D′, D1, . . . , Dn we have N = d
O(1) discs with the sum of the
diameters at most 2/9. It is then a simple geometric exercise to show that one can
choose an annulus Ar,ρ with 1/4 < r < 1/2 and ρ = d
−O(1) which is disjoint from
the union, which concludes the proof. 
We are now ready to establish an upper bound for ‖Φi(t)‖∞. We choose and fix
A := Ar,ρ as in Lemma 24.
Lemma 25. For every i = 1, . . . , ν and t0 ∈ A we have ‖Φi(t0)‖∞ = e
dO(1) ·S (φ).
Proof. The xj = x
(0)
j and φl coordinates are bounded by S (φ) by definition. The
Qj coordinates are bounded by e
dO(1) by Lemma 24. The x
(k)
j coordinates (for
0 < k < kj) are given by ∂
k
t (pi)j(t0), where (pi)j denotes the xj coordinate of
the branch pi. Recall that pi extends holomorphically as long as t 6∈ Σ, i.e. by
Lemma 24 to a disc of radius d−O(1). Moreover in this disc the image of pi remains
in C∩∆ ⊂ Ω and in particular |(pi)j(t)| is bounded by S (φ) in this disc. Applying
the Cauchy estimate for ∂kt (pi)j(t0) in the disc we obtain the bound S (φ) · d
−O(k)
for x
(k)
j , and since we have k < kj 6 d this bound is of the required form. 
Let |t0| = r and i = 1, . . . , ν. By the choice of A the trajectory Φi(t) can be
extended to a disc Dρ(t0) and by Lemma 25 we have
‖Φi(t)‖∞ = e
−dO(1) ·S (φ), ∀t ∈ Dρ(t0). (114)
We recall also that by (105) we have
‖ξφ,C‖∞ = 2
2poly(d) ·S (φ). (115)
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We now return to the analysis of the analytic resultant RF , and more specifically
its restriction to the complex line L. Working in the t coordinate for t ∈ D, we
have by definition
RF (t) = F (p1(t)) · · ·F (pν(t)). (116)
Since F is a Noetherian function of degree d, the function F (pi(t)) can be written
in the form P (Φi(t)) for P a polynomial of degree d on C
N . Then by Theorem 6,
using (114), (115) and N 6 nd+ ℓ = O(d), we have
B
2
Dρ(t0)
(P (Φi(t))) = C(φ, d). (117)
Since (117) is true for i = 1, . . . , ν we have by Lemma 18 also
B
2
Dρ(t0)
(RF (t)) = C(φ, d). (118)
Recall that RF is in fact a holomorphic function in D. In particular, its maximum
on the disc D¯r+ρ(0) is obtained somewhere on the boundary. For a suitable choice
of t0, this same maximum is obtained on Dρ(t0). On the other hand, the maximum
of RF on the disc D¯r+ρ/2(0) is certainly no smaller than the maximum on the disc
Dρ/2(t0). Thus from (118) we see that
BD¯r+ρ/2(0),Dr+ρ(0)
(RF (t)) = C(φ, d). (119)
The gap in the Bernstein index above is ∼ ρ, and by Corollary 17 we have
B
2
Dr+ρ(0)
(RF (t)) = C(φ, d). (120)
Since r > 1/2 and (r+ρ)/2 < 3/8+o(1) the middle index below has gap uniformly
bounded from zero, and we have again by Corollary 17,
B
2
D2(RF (t)) = O(BD¯(r+ρ)/2(0),D1/2(0)(RF (t))) = C(φ, d). (121)
Since (121) holds for any complex line L through the center of Bz, and since D
2
corresponds in the t-chart to B2z ∩ L, we finally have
B
2
B2z
(RF ) = C(φ, d). (122)
By (107) and Proposition 22 applied to the ball B2z , there exists a Weierstrass
polydisc ∆′ := ∆′z ×∆w for VF such that
B2η
′
z ⊂ ∆
′
z ⊂ B
2
z where η
′ = eC(φ,d), (123)
e(VF ,∆
′) = C(φ, d). (124)
Finally, we deduce from (108), (123) and Theorem 8 that
Bη ⊂ ∆′ ⊂ B, η = eC(φ,d). (125)
which concludes the proof.
6. Rational and algebraic points on Noetherian varieties
In this section we study rational (and more generally algebraic) points on Noe-
therian varieties and prove Theorems 1 and 2.
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6.1. Rational points in a Weierstrass polydisc. We begin by recalling the
relation, established in [10, 11], between Weierstrass polydiscs and the study of
rational points on analytic sets. Let X ⊂ Ω be an analytic set of pure dimension
m. Let ∆ := ∆z ×∆w be a Weierstrass polydisc for X and set ∆
′ := ∆z ×∆
1/3
w
and ν := e(X,∆).
Proposition 26. Let M,H > 3 and suppose f := (f1, . . . , fm+1) ∈ O(∆¯′) satisfy
M∆′(fi) 6M . Let
Y := f(X ∩∆H
ε
) ⊂ Cm+1. (126)
For every ε > 0 there exists a number
d = O(νn−mε−m(logM)m) (127)
such that Y (Q, H) is contained in an algebraic hypersurface of degree at most d in
Cm+1.
Proof. According to [10, Proposition 11], and plugging in the values of ‖D‖ , e(D)
from [11, Theorem 3], we see that it suffices to choose d such that
ε logH > C1
d−1 log(νn−m) + logM + logH
(d/νn−m)1/m
. (128)
In particular it is enough to have
d > (n−m) log ν and ε > C1
logM + 2
(d/νn−m)1/m
, (129)
which is compatible with (127). 
6.2. Exploring rational points in complex Noetherian varieties. The fol-
lowing is our main result for this section.
Theorem 9. Let X ⊂ Ω be a Noetherian variety of degree β and ε > 0. There
exist constants
d,N = Cn(φ, βε
1−n) (130)
with the following property. For every H ∈ N there exist at most NHε irreducible
algebraic varieties Vα ⊂ Cn with deg Vα 6 d such that
X(Q, H) ⊂
⋃
α
X(Vα). (131)
The following proposition provides the key inductive step in the proof of Theo-
rem 9.
Proposition 27. Let W ⊂ Cn be an irreducible algebraic variety of dimension
m+ 1 of degree at most β and let X ⊂ Ω ∩W be a Noetherian variety of degree at
most β. Let ε > 0. There exist constants
d = C(φ, β)ε−m (132)
N = eC(φ,β) (133)
with the following property. For every H ∈ N there exist at most NHε hypersurfaces
Hα ⊂ Cn with degHα 6 d such that W 6⊂ Hα and
X(Q, H) ⊂ X(W ) ∪
⋃
α
Hα. (134)
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Proof. Let {Fi} denote the finite collection of Noetherian functions of degrees
bounded by β such that X is their common zero locus. As an analytic set, W
may contain several irreducible components {Wh}. We let F denote a generic lin-
ear combination of the Fi such that for every h, F vanishes identically on Wh if
and only if every Fi does. Set
WF := (W ∩ {F = 0})
m. (135)
By [11, Lemma 29] there exists a hypersurface H0 ⊂ C
n containing SingW and
not W with degH0 6 β. If p ∈ X \H0 then W is smooth at p and in particular the
germ Wp consists of a single analytic component. If F vanishes identically on this
component then by construction Wp ⊂ X , so that p ∈ X(W ). Otherwise p ∈ WF ,
and it remains to construct a collection of hypersurfaces Hα as in the statement
with
WF (Q, H) ⊂
⋃
α
Hα. (136)
Set S := S (φ). Recall from Lemma 11 that our Noetherian system extends to a
ρ-neighborhood of Ω with ρ = O(S−O(1)), and the Noetherian size of our system in
this larger domain is at most O(S). Let p ∈ Ω and let B denote the ball of radius
ρ around p. According to Theorem 4 there exists a Weierstrass polydisc ∆ for WF
and η > 0 such that
(1) Bη ⊂ ∆ ⊂ B where η = eC(φ,β),
(2) e(WF ,∆) = C(φ, β).
We choosem+1 coordinates f := (f1, . . . , fm+1) among the standard coordinates on
Cn such that the projection f :W → Cm+1 is dominant. We apply Proposition 26
to WF ,∆, f and ε/n and note that M = O(S) to conclude that
(WF ∩B
Hε/nη)(Q, H) ⊂ (f(WF ∩∆
Hε/n))(Q, H) (137)
is contained in an algebraic hypersurface of degree d as in the statement, which
does not contain W since f is dominant.
Finally it remains to cover Ω by balls of the form BH
ε/nη, i.e. balls of radius
Hε/n ·η ·ρ = Hε/n ·eC(φ,β) with centers p ∈ Ω, and take the collection of correspond-
ing hypersurfaces. The domain Ω is contained in a ball of radius S, and a simple
subdivision argument shows that this can be done with NHε balls as above. 
The following lemma gives an inductive proof of Theorem 9, which is obtained
for the case W = Cn.
Lemma 28. Let W ⊂ Cn be an irreducible algebraic variety of dimension m + 1
and degree at most β and let X ⊂ Ω∩W be a Noetherian variety of degree at most
β. There exist constants
d,N = Cm+1(φ, βε
−m) (138)
with the following property. For every H ∈ N there exist at most NHε irreducible
algebraic varieties Vα ⊂W with degVα 6 d such that
X(Q, H) ⊂
⋃
α
X(Vα). (139)
Proof. We proceed by induction on m, where the case m = −1 is trivial. By Propo-
sition 27 applied to X,W we have a collection of at most eC(φ,β)Hε/2 hypersurfaces
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Hα′ of degrees C(φ, β)ε
−m such that
X(Q, H) ⊂ X(W ) ∪
⋃
α′
Hα′ . (140)
Let {Wα} denote the union over α′ of the sets of irreducible components ofW∩Hα′ .
The degree of the intersection is bounded by the product of the degrees, and since
the number of irreducible components of a variety is bounded by its degree we have
degWα = C(φ, β)ε
−m dimWα = m #{Wα} = e
C(φ,β)ε−mHε/2 (141)
and
X(Q, H) ⊂ X(W ) ∪
⋃
α
(X ∩Wα). (142)
We now apply the inductive hypothesis to each pairWα, X∩Wα with the exponent
ε/2 to obtain collections Wα,β with
degWα,β = Cm(φ, C(φ, β)ε
−2m) (143)
#{Wα,β} = Cm(φ, C(φ, β)ε
−2m) ·Hε/2 (144)
such that
(X ∩Wα)(Q, H) ⊂ X(Wα,β). (145)
Finally we take {Vα} to be the union of the sets {W} and {Wα,β}. 
6.3. Exploring algebraic points in complex Noetherian varieties. Our goal
in the section is to establish the following generalization of Theorem 9.
Theorem 10. Let X ⊂ Ω be a Noetherian variety of degree β and ε > 0. There
exist constants
d,N = Cn(k+1)(φ, βε
1−n) (146)
with the following property. For every H ∈ N there exist at most NHε irreducible
algebraic varieties Vα ⊂ Cn with deg Vα 6 d such that
X(k,H) ⊂
⋃
α
X(Vα). (147)
The proof of Theorem 10, adapted from [44], is given in the remainder of this
section. We begin by setting up some notation. Let P6k := R
k+1\{0}. For c ∈ P6k
let Pc ∈ R[x] denote the polynomial
Pc(X) :=
k∑
j=0
cjX
j. (148)
Following [44] we introduce the following height function. For an algebraic number
α ∈ Qalg we define
Hpolyk (α) = min{H(c) : c ∈ P6k(Q), Pc(α) = 0} (149)
and Hpolyk (α) = ∞ if [Q(α) : Q] > k. Then whenever [Q(α) : Q] 6 k we have [44,
5.1]
Hpolyk (α) 6 2
kH(α)k. (150)
We define Xpoly(k,H) in analogy with X(k,H) replacing H(·) by Hpoly(·). In light
of (150), it will suffice to prove the claim for Xpoly(k,H).
Let Σ ⊂ Cn × Pn6k by the algebraic variety given by
Σ := {(x, c1, . . . , cn) : Pc1(x1) = · · · = Pcn(xn) = 0}. (151)
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and denote by π1, π2 the projections to C
n,Pn6k respectively. Let Y := π
−1
1 (X)∩Σ.
Note that Y is a Noetherian variety of degree O(β) and Noetherian size O(S (φ)).
Set Ω˜ = Ω× Un6k where U6k ⊂ P6k is given by
U6k = {c : 1/2 < max
j=0,...,k
|cj | < 2}. (152)
Denote Y˜ := Ω˜ ∩ Y and
Y˜ (Q, H ;π2) := {y ∈ Y˜ : H(π2(y)) 6 H}. (153)
We claim that
Xpoly(k,H) ⊂ π1[Y˜ (Q, H
2;π2)]. (154)
Indeed, let x ∈ Xpoly(k,H), and for every coordinate xi choose the corresponding
polynomials Pci as in (149). Then the coefficient of each ci are bounded by H , and
we let c′i be the vector obtained by normalizing them to have maximum 1 so that
ci ∈ U6k. Then we have H(c′i) 6 H
2 so (x, c′1, . . . , c
′
n) ∈ Y˜ (Q, H
2;π2). We now
turn to the description of Y˜ (Q, H ;π2).
Lemma 29. There exist constants
d,N = Cn(k+1)(φ, βε
−m) (155)
with the following property. For every H ∈ N there exist at most NHε irreducible
algebraic varieties V˜α ⊂ Cn × Pn6k with deg V˜α 6 d such that
Y˜ (Q, H ;π2) ⊂
⋃
α
Y˜ (V˜α). (156)
Proof. The claim follows essentially by repetition of the proof of Theorem 9 with
the following modification. Since Y is a subset of the algebraic variety Σ we begin
our induction in Lemma 28 with W = Σ rather than W = Cn × Pn6k. Note that
dimΣ = dimPn6k = n(k + 1).
In the notations of the proof of Proposition 27, rather than choosing the coor-
dinates f from all coordinates on Cn × Pn6k, we claim that it suffices to consider
only coordinates on Pn6k (i.e. coordinates of π2), thereby obtaining a description of
Y˜ (Q, H ;π2) instead of Y˜ (Q, H). This is permissible since the projection π2 has fi-
nite fibers when restricted to Σ∩ Ω˜, and π2 is therefore dominant on it as required.
When we continue the induction Σ is replaced by a collection of its irreducible
subvarieties (and we may as well consider only those that meet Ω˜), and the same
argument applies. The rest of the inductive proof proceeds as in Lemma 28. 
The following lemma, in combination with (154) and Lemma 29, completes the
proof of Theorem 10.
Lemma 30. Let V˜ ⊂ Cn × Pn6k be an irreducible variety of degree d. Then there
exists a collection of dO(1) irreducible varieties Vj ⊂ Cn of degree dO(1) such that
π1(Y˜ (V˜α)) ⊂
⋃
j
X(Vj). (157)
Proof. Write V := π1(V˜ ). By [11, Lemma 29] there exist a hypersurface H˜ ⊂
Cn × Pn6k (resp. H ⊂ C
n) containing Sing V˜ (resp. Sing V ) and not containing V˜
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(resp. V ). Proceeding by induction over dimension for the irreducible components
of V˜ ∩ H˜ and V˜ ∩ π−11 (H), we obtain a collection of varieties V
′
j such that
π1(Y˜ (Sing V˜ )) ∪ π1(Y˜ (V˜ ∩ π
−1
1 (Sing V˜ )) ⊂
⋃
j
X(V ′j ). (158)
It is easy to verify inductively that size and degrees of the collection V ′j satisfy
the required asymptotic estimates. To complete the construction, we let p˜ ∈ Y˜ (V˜ )
and suppose that p˜ 6∈ Sing V˜ and p := π1(p˜) 6∈ Sing V . We claim that in this case
p ∈ X(V ) (so taking the collection V ′j in addition to V completes the proof).
Fix a small ball B˜ ⊂ Cn × Pn6k around p˜ such that V˜ is smooth in B˜ and V is
smooth in B := π1(B˜). By the Sard theorem applied to π1|B˜∩V˜ , we may find a
point q˜ ∈ B˜ ∩ V˜ arbitrarily close to p˜ which is a non-critical point of π1|B˜∩V˜ . In
particular π1|B˜∩V˜ is submersive at q˜, so there exists a neighborhood Uq˜ ⊂ B˜ ∩ V˜
of q˜ such that Uq := π1(Uq˜) ⊂ B ∩ V is a neighborhood of q := π1(q˜) in B ∩ V .
Now since p˜ ∈ Y˜ (V˜ ), we may assume (for an appropriate choice of q˜) that Uq˜ ⊂ Y˜ .
Then by definition of Y˜ it follows that Uq = π1(Uq˜) ⊂ X .
In conclusion, we see that X contains the germ of V at points q arbitrarily close
to p. Since the germ of V at p is irreducible (in fact smooth) and X is analytic, it
follows that X contains the germ of V at p, i.e. p ∈ X(V ) as claimed. 
6.4. The main result in the real setting. Finally we are ready to conclude the
proof of Theorem 2 by reduction to the case of (complex) Noetherian varieties.
Proof of Theorem 2. It clearly suffices to consider the case of a single basic semi-
Noetherian set. Next, one can easily reduce to the case of Noetherian varieties by
dropping all inequalities. Indeed suppose that X = Y ∩U where Y is a Noetherian
variety and U is defined by a collection of strict Noetherian inequalities. Then if
{Sα} is a collection constructed for Y as in the conclusion of Theorem 2, we have
X(k,H) ⊂ X ∩ Y (k,H) ⊂ X ∩
[⋃
α
Y (Sα)
]
⊂
⋃
α
X(Sα) (159)
where the final inclusion follows sinceX is locally open in Y , see e.g. [11, Lemma 26].
Henceforth we assume that X is a real Noetherian variety of degree β.
Recall from §2.1 that the real Noetherian chain used in the definition of X admits
holomorphic continuation to a complex Noetherian chain in a domain Ω ⊃ ΩR with
Ω ∩ Rn = ΩR, and that the Noetherian size of this chain is at most twice the
Noetherian size of the real chain. We let X˜ ⊂ Ω denote the complex Noetherian
variety defined by the (holomorphic continuations of) the real Noetherian functions
defining X , so that X = X˜ ∩ Rn.
Now let {V˜α} denote the collection constructed for X˜ as in Theorem 10 and
set Vα := R
n ∩ V˜α. Then Vα is cut out by the equations of Vα in addition to
linear equations for the vanishing of the imaginary parts, and in particular has
complexity bounded by O(β). By [17, Theorem 2] one can decompose Vα into
a union of β2 := β
2O(m)
1 smooth (but not necessarily connected) semialgebraic
sets of complexity β2. Finally, by [3, Theorem 16.13] each such semialgebraic set
can be decomposed into its connected components, with the number of connected
components bounded by β3 = β
O(m4)
2 and their complexity bounded by β3. We let
{Sη} denote the union of the collections of these components for every Vα. One
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then easily verifies that {Sη} satisfies the stated asymptotic estimates for the size
and complexity, and finally we have
X(k,H) ⊂ Rn ∩ X˜(k,H) ⊂ Rn ∩
[⋃
α
X˜(V˜α)
]
⊂
⋃
α
X(Vα) ⊂
⋃
η
X(Sη). (160)

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