A necessary and sufficient condition is given for holomorphic functions to be represented by series of the kind
P. Rusev
For functions of a complex variable, in general, the region of convergence of the Schlömilch series (1) is a strip, symmetrically situated with respect to the real axis. This is a consequence of the following assertion: 
where r n (z) = O(n −1 ) uniformly on each compact subset of the region
is compact, then there exist ρ ∈ R + and τ ∈ (0, τ 0 ) such that E is contained in the inner of the rectangle R(ρ, τ ) with apexes
and the sequence {a n J 0 (nz 0 )} ∞ n=0 is bounded, from (2) it follows that
is even, the same holds on the part of the rectangle R(ρ, τ ) in the half-plane z < 0, i.e. the series (1) is uniformly on this rectangle. From the maximum modulus principle it follows that it is uniformly convergent in the inner of R(ρ, τ ) and, in particular, on the set E. 2 A consequence of Abel's lemma is the following assertion:
Remark. Next, we make use of a Riemann-Liouville type integral operator of fractional order, known also as Uspensky's integral transform, called after Uspensky [6] :
If α < 1, then its inverse is given by
The Uspensky transform has been already used in Rusev [3] in solving the problem of the representation of holomorhic functions by series in Laguerre polynomials, by referring to the corresponding results for the Hermite polynomials. Note that practically, (3) 
where the function f ∈ E(τ 0 ).
P r o o f. It is based on the equality
which is a consequence of the Poisson integral representation of the Bessel functions of first kind (see e.g. [1, §7.3.2] ), using Erdélyi-Kober fractional integral of order 1/2 (see [4] ). This is a special case of the transformation (3) with α = 0. If the function f ∈ E(τ 0 ), then it is representable in the strip S(τ 0 ) by its Fourier series, i.e.
and, moreover, − lim sup
Indeed, the function 2f (−iLogζ), where Log is the inverse of the function exp is holomorphic in the annulus exp(−τ 0 ) < |ζ| < exp τ 0 and it is representable there by its Laurent series, i.e.
which leads to the equality (8).
Further, by taking (5), (6) and (7) in view, and changing the order of integration and summation, one gets that
i.e. F ∈ F(τ 0 ).
To prove the inverse result, suppose that F ∈ F(τ 0 ).
From the inversion formula (4) in the case of (5), it follows that
Having in mind that
as well as the equality (9), one finds that i.e. f ∈ E(τ 0 ), that completes the proof.
