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Abstract. Recently in [3], the authors have studied a state and control constrained optimal control
problem with fractional elliptic PDE as constraints. The goal of this paper is to continue that
program forward and introduce an algorithm to solve such optimal control problems. We shall
employ the well-known Moreau-Yosida regularization to handle the state constraints. Similarly to
the classical case, we establish the convergence (with rate) of the regularized control problem to the
original one. We discretize the problem using a finite element method and establish convergence of
our numerical scheme. We emphasize that due to the non-smooth nature of the fractional Laplacian,
the proof for the classical case does not apply to the fractional case. The numerical experiments
confirm all our theoretical findings.
1. Introduction
Let Ω ⊂ RN (N ≥ 1) be a bounded Lipschitz domain satisfying the exterior cone condition
with boundary ∂Ω. The main goal of this paper is develop a Moreau-Yosida regularization based
algorithm to solve a state and control constrained optimal control problem. For Banach spaces U
and Z, a desired state ud ∈ L2(Ω) and penalization parameter α > 0, the problem can be stated
as
min
(u,z)∈(U,Z)
J(u, z) :=
1
2
‖u− ud‖2L2(Ω) +
α
2
‖z‖2L2(Ω), (1.1a)
subject to the fractional elliptic PDE with 0 < s < 1: Find u ∈ U solving{
(−∆)su = z in Ω,
u = 0 in RN \ Ω, (1.1b)
with the state constraints
u|Ω ∈ K :=
{
w ∈ C0(Ω) : w(x) ≤ ub(x), ∀x ∈ Ω
}
. (1.1c)
Here C0(Ω) is the space of continuous functions in Ω that vanish on ∂Ω and ub ∈ C(Ω). By extending
functions by zero outside Ω, we can identify C0(Ω) with the space {u ∈ Cc(RN ) : u = 0 in RN \Ω}.
In addition, we assume the control constraints
z ∈ Zad ⊂ Lp(Ω), (1.1d)
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where Zad is a non-empty, closed, and convex set and we require that the real number p satisfies
p > N2s if N > 2s,
p > 1 if N = 2s,
p = 1 if N < 2s.
(1.2)
Notice that the condition on p in (1.2) implies that the solution to the state equation (1.1b) is in
L∞(Ω). In addition, the exterior cone condition on the domain Ω guarantees continuity of such
solutions [3, Theorem 3.4]. As a result, the Lagrange multiplier corresponding to the inequality
constraint in (1.1c) is a Radon measure which is much more tractable than the dual space of L∞(Ω).
Using first principle arguments and a constitutive relationship, the article [25] has recently derived
a fractional Helmholtz equation. In addition, it shows a qualitative match between the real datum
and numerical experiments. See also [2] for applications in imaging science. Motivated by such
emerging applications, the optimal control of fractional PDEs with control constraints has recently
received a tremendous amount of attention, we refer to [5, 8] and the references therein.
However, the only existing work that provides a complete theoretical analysis for optimal control
problem with state constraints is [3]. This work has introduced several new theoretical tools which
requires a finer analysis than the classical case of s = 1, for instance, characterization of the dual of
the fractional order Sobolev spaces. This characterization has helped establish Sobolev regularity
of fractional PDEs with measure valued datum, which is the case for the adjoint equation.
However, there are no existing approximation schemes and numerical algorithms to solve (1.1).
As we have established in our previous work [3], caution must be observed in claiming that one
can apply existing techniques to solve the above problem. Indeed, in this paper we observe that
the existing proofs, due to the nonlocal and non-smooth nature of fractional Laplacian, cannot be
applied to show the convergence of numerical scheme.
The current paper aims to introduce a Moreau-Yosida regularization based solution algorithm
for (1.1) first in function spaces and then introduces a finite element discretization and discusses
convergence of this scheme. We emphasize that the use of Moreau-Yosida regularization within
optimal control context is not new. There are many existing works on optimal control problems
that use such a regularization, see for instance, the monograph [16] and articles [13, 14]. Other
(incomplete) list of works that have applied such a regularization include shape optimizaiton ([18]),
nonlinear or semilinear problems ([22, 23]), problems involving a nonlocal radiation condition ([21]),
path following methods ([15, 19]), see also for augmented Lagrangian techniques ([17]).
The remainder of the paper is organized as follows: In section 2, we introduce some notation
and preliminary results. In section 3, we discuss the Moreau-Yosida regularized optimal control
problem. Section 4 is dedicated to the convergence (with rate) of this regularized problem to the
original problem. In section 5 we discuss the finite element discretization of the regularized optimal
control problem and we establish the convergence of this fully discrete problem to the continuous
one. At first, we show regularization parameter dependent convergence and later (for a certain range
of s), we show convergence of the scheme independent of this regularization parameter. Finally, in
section 6, we conclude with several numerical examples that confirm our theoretical findings.
2. Notation and Preliminaries
In this section we introduce some notation and review some preliminary results, see also [3]. In
all that follows, unless otherwise stated, we will take Ω as in the previous section, 0 < s < 1, and
1 ≤ p <∞. We dedicate subsection 2.1 to function spaces, this is followed by subsection 2.2 which
contains the notion of solution to the state equation (1.1b). Finally, in Subsection 2.3 we discuss
some results for the optimal control problem (1.1).
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2.1. Function spaces and fractional Laplacian. For a sufficiently regular u defined on RN , we
let
Ds,pu[x, y] :=
u(x)− u(y)
|x− y|Np +s
define a map on RN × RN . With this function, we define the Sobolev space
W s,p(Ω) :=
{
u ∈ Lp(Ω) : Ds,pu ∈ Lp(Ω× Ω)
}
,
which we endow with the norm
‖u‖W s,p(Ω) :=
(
‖u‖pLp(Ω) + ‖Ds,pu‖pLp(Ω×Ω)
) 1
p
.
Using D(Ω) to denote the space of smooth functions with compact support in Ω, we let
W s,p0 (Ω) := D(Ω)
W s,p(Ω)
.
For a relation between W s,p0 (Ω) and classical W
s,p(Ω) space, we refer to [3, Theorem 2.1].
For the Dirichlet problem (1.1b) we also need to consider the Sobolev space
W˜ s,20 (Ω) :=
{
u ∈W s,2(RN ) : u = 0 in RN \ Ω
}
.
In this case, for 0 < s < 1, we have that
‖u‖
W˜ s,20 (Ω)
:= ‖Ds,2u‖L2(RN×RN )
defines a norm on W˜ s,20 (Ω).
Remark 2.1. From [3, Remark 2.2] we recall that if p satisfies (1.2), then we have W˜ s,20 (Ω) ↪→
Lp
′
(Ω), where p′ := pp−1 .
The following theorem contains an interesting result for W˜ s,p0 (Ω), see [4, Theorem 2.3] for a proof.
Theorem 2.2. Given a bounded open set Ω ⊂ RN with a Lipschitz continuous boundary and
1 < p <∞. If 1p < s < 1, then W˜ s,p0 (Ω) = W s,p0 (Ω) with equivalent norms.
In the case that 1p < s < 1, the previous result allows us to use the norm
‖u‖
W˜ s,p0 (Ω)
= ‖Ds,pu‖Lp(Ω×Ω).
For 0 < s < 1 and p ∈ (1,∞), the space W˜−s,p′(Ω) is considered to be the dual of W˜ s,p0 (Ω), i.e.,
W˜−s,p′(Ω) := (W˜ s,p0 (Ω))
?, where as before we have p′ := pp−1 .
In the sense of distributions, the fractional Laplacian (−∆)s is defined by the formula
(−∆)su(x) = CN,sP.V.
ˆ
RN
u(x)− u(y)
|x− y|N+2s dy,
where the normalization constant CN,s is given by
CN,s :=
s22sΓ
(
2s+N
2
)
pi
N
2 Γ(1− s)
,
with Γ denoting the standard Euler Gamma function and P.V. denoting the Cauchy principal value
of the integral about x (see, e.g. [7, 9, 24]).
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We also define the realization of the fractional Laplace operator (−∆)s in L2(Ω) that incorporates
the Dirichlet exterior condition u = 0 in RN \ Ω. This operator is denoted as (−∆)sD, acts on
functions u in
D((−∆)sD) :=
{
u|Ω, u ∈ W˜ s,20 (Ω) : (−∆)su ∈ L2(Ω)
}
,
and is given by
(−∆)sD(u|Ω) = (−∆)su in Ω.
Thus (1.1b) can now be rewritten as
(−∆)sDu = z in Ω. (2.1)
Next, we recall the integration-by-parts formula for (−∆)s (see [10] for example).
Proposition 2.3 (The integration by parts formula for (−∆)s). If u ∈ D((−∆)sD), then for every
v ∈ W˜ s,20 (Ω) we have
E(u, v) := CN,s
2
ˆ
RN
ˆ
RN
(u(x)− u(y))(v(x)− v(y))
|x− y|N+2s dxdy =
ˆ
Ω
v(−∆)su dx. (2.2)
2.2. Notions of solution to the state equation. Next we state the notion of weak solution to
(2.1). In what follows, as well as subsequently throughout, we will use 〈·, ·〉X?,X to represent the
duality pairing of elements of a Banach space X and its dual X?.
Definition 2.4 (Weak solution). Let z ∈ W˜−s,2(Ω). A u ∈ W˜ s,20 (Ω) is said to be a weak solution
to (1.1b) if
E(u, v) = 〈z, v〉
W˜−s,2(Ω),W˜ s,20 (Ω)
∀v ∈ W˜ s,20 (Ω).
We finish this section by defining a very-weak solution to (2.1). To this end, we introduce the
notation for the dual space C0(Ω)
? =M(Ω) whereM(Ω) denotes the space of all Radon measures
on Ω such that
〈µ, v〉M(Ω),C0(Ω) =
ˆ
Ω
v dµ, µ ∈M(Ω), v ∈ C0(Ω),
and we have the norm ‖µ‖M(Ω) = supv∈C0(Ω), |v|≤1
´
Ω v dµ.
Definition 2.5 (very-weak solutions). Let p be as in (1.2), p′ = pp−1 , and µ ∈ M(Ω). A function
u ∈ Lp′(Ω) is said to be a very-weak solution to (1.1b) if the identity
ˆ
Ω
u(−∆)sv dx =
ˆ
Ω
v dµ,
holds for every v ∈
{
C0(Ω) ∩ W˜ s,20 (Ω) : (−∆)sv ∈ Lp(Ω)
}
.
Existence of a unique weak solution according to the Definition 2.4 is due to classical Lax-Milgram
Theorem. For the existence and uniqueness of a very-weak solution, according to the Definition 2.5,
we refer to [3, Theorem 3.6]. In addition, [3] establishes continuity of solution to the state equation
(1.1b). Moreover, it provides well-posedness of fractional PDEs with measure valued datum. The
latter is essential to establish a Sobolev regularity of the adjoint equation.
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2.3. Optimal Control Problem. As seen in section 2.1, (−∆)sD is the realization in L2(Ω)
of the fractional Laplacian (−∆)s that incorporates zero exterior Dirichlet condition. From the
integration-by-parts formula (2.2), we can see that it is a self-adjoint operator on L2(Ω). We
introduce the relevant function spaces
Z := Lp(Ω), with p as in (1.2) but 2 ≤ p <∞,
U := {u ∈ W˜ s,20 (Ω) ∩ C0(Ω) : (−∆)sD(u|Ω) ∈ Lp(Ω)}.
(2.3)
Notice that previously in the paper we considered 1 ≤ p. However, in the definition of Z in (2.3)
we have taken 2 ≤ p. The reason for this change is that our objective function in (1.1a) contains
the L2-regularization on the control z with α > 0. Therefore, our controls are at least L2-regular.
The problem (1.1) can be rewritten as
min
(u,z)∈(U,Z)
J(u, z)
subject to
(−∆)sDu = z, in Ω
u|Ω ∈ K and z ∈ Zad.
(2.4)
Notice that for every z ∈ Z, due to [3, Theorem 3.4], there is a unique u ∈ U that solves the
state equation (1.1b). Using this fact, the control-to-state (solution) map
S : Z → U, z 7→ Sz =: u
is well-defined, linear, and continuous. Since U is continuously embedded into C0(Ω), we can
consider the control-to-state map as
S := E ◦ S : Z → C0(Ω),
where E is the appropriate embedding operator. This allows us to define the admissible control set
as
Ẑad := {z ∈ Z : z ∈ Zad, Sz ∈ K} ,
and as a result, the reduced minimization problem is given by
min
z∈Ẑad
J (z) := J(Sz, z) = 1
2
‖Sz − ud‖2L2(Ω) +
α
2
‖z‖2L2(Ω). (2.5)
Existence and uniqueness of z ∈ Ẑad that solves (2.5) is discussed in [3, Theorem 4.1]. Next, we
will state the first order necessary and sufficient optimality conditions after making the following
assumption:
Assumption 2.6 (Slater condition). There is some control function ẑ ∈ Zad such that the
corresponding state u solving the state equation (1.1b) fulfills the strict state constraint
u(x) < ub(x) ∀x ∈ Ω.
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Given the optimal solution (u¯, z¯) to (2.4), from [3, Theorem 4.3] we know that there exists a
measure µ¯ ∈M(Ω) and an adjoint variable ξ¯ ∈ Lp′(Ω) satisfying
(−∆)sDu¯ = z¯ in Ω, (2.6a)
〈ξ¯, (−∆)sDv〉Lp′ (Ω),Lp(Ω) = (u¯− ud, v)L2(Ω) +
ˆ
Ω
v dµ¯ ∀ v ∈ U, (2.6b)
〈ξ¯ + αz¯, z − z¯〉Lp′ (Ω),Lp(Ω) ≥ 0 ∀ z ∈ Zad, (2.6c)
µ¯ ≥ 0, u¯(x) ≤ ub(x) in Ω, and
ˆ
Ω
(ub − u¯) dµ¯ = 0. (2.6d)
We emphasize that it is possible to establish a Sobolev regularity of the adjoint variable ξ¯, we refer
to [3, Corollary 6.6] for the details. For notational convenience, from hereon, we will assume that
ub ≡ 0. However, the entire discussion, under minor modifications, holds without this assumption.
3. Moreau-Yosida Regularized Optimal Control Problem
The purpose of this section is to introduce a regularized optimal control problem. In particular,
we use the well-known Moreau-Yosida regularization. The resulting regularized optimal control
problem is given by
min Jγ(u, z) := J(u, z) +
1
2γ
‖(µˆ+ γu)+‖2L2(Ω), (3.1a)
subject to the fractional elliptic PDE: Find u ∈ U solving{
(−∆)su = z in Ω,
u = 0 in RN \ Ω, (3.1b)
with
z ∈ Zad, (3.1c)
where γ > 0 denotes the regularization parameter and 0 ≤ µˆ ∈ L2(Ω) is the realization of the
Lagrange multiplier µ¯, see [16] for a discussion on this matter.
Again using the control-to-state mapping, (3.1) can be reduced to (for notation simplicity, we
again use S to denote the control-to-state map)
min
z∈Zad
J γ(z) := J (z) + 1
2γ
‖(µˆ+ γSz)+‖2L2(Ω). (3.2)
Existence and uniqueness of solution to (3.1) can be done using the standard direct method, see
for instance [3, Theorem 4.1].
Moreover, we have the following first order necessary and sufficient optimality conditions whose
proof is similar to [3, Theorem 4.2] and has been omitted for brevity.
Theorem 3.1. Let Jγ : L2(Ω) × Z → R be continuously Fre´chet differentiable, and (u¯γ , z¯γ) ∈
W˜ s,20 (Ω) × Zad be a solution to the optimization problem (3.1). Then there exists a Lagrange
multiplier (adjoint variable) ξ¯γ ∈ W˜ s,20 (Ω) such that
E(u¯γ , v) = (z¯γ , v)L2(Ω) ∀ v ∈ W˜ s,20 (Ω), (3.3a)
E(ξ¯γ , v) = (u¯γ − ud, v)L2(Ω) + ((µˆ+ γu¯γ)+, v)L2(Ω) ∀ v ∈ W˜ s,20 (Ω), (3.3b)
(ξ¯γ + αz¯γ , z − z¯γ)L2(Ω) ≥ 0 ∀ z ∈ Zad. (3.3c)
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4. Convergence analysis
The purpose of this section is to show that the regularized problem (3.1) is indeed an approxi-
mation to the original problem (1.1). We follow the approach of [13] and adapt it to the fractional
case. For completeness, and to make the paper self-contained, we provide almost all the details.
We begin by obtaining a uniform bound on the regularization term. Recalling the definition (3.2),
observe that for γ ≥ 1,
J (z¯γ) ≤ J γ(z¯γ) ≤ J γ(z¯) ≤ J (z¯) + 1
2γ
‖µˆ‖2L2(Ω)
≤ J (z¯) + 1
2
‖µˆ‖2L2(Ω) =: Cz¯,
(4.1)
where in the second inequality we have used that z¯γ is the minimizer of (3.1). Moreover, the second
to last inequality in (4.1) follows from the fact that u¯ ≤ 0 (since ub = 0) and µˆ ≥ 0 a.e. in Ω.
Using (4.1) it follows that 12γ ‖(µˆ+ γu¯γ)+‖2 is uniformly bounded. Also from (4.1) we have that
‖(u¯γ)+‖2L2(Ω) =
1
γ2
‖(γu¯γ)+‖2L2(Ω)
≤ 1
γ2
‖(µˆ+ γu¯γ)+‖2L2(Ω) =
2
γ
(J γ(z¯γ)− J (z¯γ))
≤ 2
γ
(
J (z¯)− J (z¯γ) + 1
2γ
‖µˆ‖2L2(Ω)
)
.
Thus
‖(u¯γ)+‖L2(Ω) ≤ ω(γ−1)γ−
1
2 , (4.2)
where
ω(γ−1) := 2 max
(
1
2γ
‖µˆ‖2L2(Ω),
(J (z¯)− J (z¯γ))
+
)1/2
.
Since z¯γ → z¯ strongly in L2(Ω) by [14, Proposition 2.1] and J is continuous, we obtain that
ω(γ−1) ↓ 0 as γ →∞. Moreover, from (4.1) we have J (z¯γ) ≤ Cz¯ which yields
max
(
‖u¯γ − ud‖2L2(Ω), α‖z¯γ‖2L2(Ω)
)
≤ 2Cz¯. (4.3)
Then from (3.3b), in conjunction with (4.2) and (4.3), we obtain that
‖ξ¯γ‖
W˜ s,p0 (Ω)
≤ C
(
‖u¯γ − ud‖L2(Ω) + ‖µˆ‖L2(Ω) + γ‖(u¯γ)+‖L2(Ω)
)
≤ C
(
2 + ω(γ−1)
√
γ)
)
,
where the generic constant C is independent of γ.
We now estimate the distance between (u¯, z¯) and (u¯γ , z¯γ). In the following proof and throughout
the rest of the paper, all integrals will be assumed to be Lebesgue, unless otherwise noted.
Theorem 4.1. Let (u¯, z¯) and (u¯γ , z¯γ) denote the solutions of (1.1) and (3.1) respectively. Then,
α‖z¯ − z¯γ‖2L2(Ω) + ‖u¯− u¯γ‖2L2(Ω) + γ‖(u¯γ)+‖2L2(Ω)
≤ 1
γ
‖µˆ‖2L2(Ω) + 〈µ¯, u¯γ〉M(Ω),C0(Ω) , (4.4)
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and hence
‖(u¯γ)+‖L2(Ω) ≤
√
2
γ
max
(
1
γ
‖µˆ‖2L2(Ω),
〈
µ¯, (u¯γ)+
〉
M(Ω),C0(Ω)
)1/2
. (4.5)
Proof. We start with the use of optimality conditions (2.6c) with z = z¯γ and z = z¯ in (3.3c). This
yields
α‖z¯ − z¯γ‖2L2(Ω) ≤
ˆ
Ω
(z¯ − z¯γ)(ξ¯γ − ξ¯). (4.6)
Next we write the state equations (1.1b) and (3.3a) as
〈(−∆)sDu¯, v〉Lp(Ω),Lp′ (Ω) = 〈z¯, v〉Lp(Ω),Lp′ (Ω) ∀v ∈ Lp
′
(Ω),
and
〈(−∆)sDu¯γ , v〉Lp(Ω),Lp′ (Ω) = 〈z¯γ , v〉Lp(Ω),Lp′ (Ω) ∀v ∈ Lp
′
(Ω).
By subtracting them, we obtain that
〈(−∆)sD(u¯− u¯γ), v〉Lp(Ω),Lp′ (Ω) = 〈z¯ − z¯γ , v〉Lp(Ω),Lp′ (Ω) ∀v ∈ Lp
′
(Ω). (4.7)
Recall that both ξ¯ ∈ Lp′(Ω) and ξ¯γ ∈ W˜ s,20 (Ω) ↪→ Lp
′
(Ω) (see Remark 2.1), so we can set v := ξ¯γ− ξ¯
in (4.7). Subsequently, substituting (4.7) in (4.6), we obtain
α‖z¯ − z¯γ‖2L2(Ω) ≤ 〈(−∆)sD(u¯− u¯γ), ξ¯γ − ξ¯〉Lp(Ω),Lp′ (Ω)
= −‖u¯− u¯γ‖2L2(Ω) +
ˆ
Ω
(µˆ+ γu¯γ)+(u¯− u¯γ)
− 〈µ¯, u¯− u¯γ〉M(Ω),C0(Ω)
(4.8)
where we have used (2.6b) and (3.3b), and that u¯, u¯γ ∈ U . Moreover, from (2.6d) we have that
〈µ¯, u¯〉M(Ω),C0(Ω) = 0. Substituting this in (4.8), we obtain that
α‖z¯ − z¯γ‖2L2(Ω) + ‖u¯− u¯γ‖2L2(Ω) = 〈µ¯, u¯γ〉M(Ω),C0(Ω) +
ˆ
Ω
(µˆ+ γu¯γ)+(u¯− u¯γ)
≤ 〈µ¯, u¯γ〉M(Ω),C0(Ω) +
ˆ
Ω
(µˆ+ γu¯γ)+(−u¯γ)
(4.9)
where we have used that
´
Ω(µˆ + γu¯
γ)+(u¯) ≤ 0. Next, we shall analyze the integral
´
Ω(µˆ +
γu¯γ)+(−u¯γ). Let
Ω+γ (µˆ) := {x ∈ Ω : µˆ+ γu¯γ > 0}, (4.10)
then we have that
´
Ω\Ω+γ (µˆ)(µˆ+ γu¯
γ)+(−u¯γ) = 0. This allows us to writeˆ
Ω
(µˆ+ γu¯γ)+(−u¯γ) =
ˆ
Ω+γ (µˆ)
(µˆ+ γu¯γ)(−u¯γ)
≤ −γ‖u¯γ‖2
L2(Ω+γ (µˆ))
−
ˆ
Ω+γ (µˆ)
µˆu¯γ
≤ −γ‖(u¯γ)+‖2L2(Ω) +
1
γ
‖µˆ‖2L2(Ω), (4.11)
where in the first term in the last step we have used that
γ‖u¯γ‖2
L2(Ω+γ (µˆ))
≥ γ‖u¯γ‖2
L2(Ω+γ (0))
= γ‖(u¯γ)+‖2L2(Ω), (4.12)
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because Ω+γ (µˆ) ⊇ Ω+γ (0) := {x ∈ Ω : u¯γ > 0}. Moreover, we have estimated the second term by
using the fact that u¯γ >
−µˆ
γ
in Ω+γ (µˆ). Substituting (4.11) in (4.9), we obtain (4.4).
Next, we have that (u¯γ)+ ∈ C0(Ω) because u¯γ being the solution to state equation (1.1b) is in
C0(Ω). This together with non negativity of µ¯ ∈M(Ω) combined with (4.4), yields (4.5). 
Theorem 4.2. If 0 ∈ Zad and ud ≥ 0 a.e. in Ω, then ‖(u¯γ)+‖L2(Ω) = O(γ−1) as γ →∞.
Proof. Recall that the regularized state and the adjoint variables u¯γ and ξ¯γ satisfy
E(u¯γ , v) =
ˆ
Ω
z¯γv, ∀v ∈ W˜ s,20 (Ω),
E(ξ¯γ , v) =
ˆ
Ω
(u¯γ − ud)v +
ˆ
Ω
(µˆ+ γu¯γ)+v, ∀v ∈ W˜ s,20 (Ω).
Substituting v = ξ¯γ in the first equation and v = u¯γ in the second and then subtracting yields
0 = ‖u¯γ‖2L2(Ω) −
ˆ
Ω
u¯γud +
ˆ
Ω
(µˆ+ γu¯γ)+u¯
γ −
ˆ
Ω
z¯γ ξ¯γ . (4.13)
Using the definition of the set Ω+γ (µˆ) from (4.10) in conjunction with (4.13), we obtain that
0 ≥ ‖u¯γ‖2L2(Ω) −
ˆ
Ω
u¯γud +
ˆ
Ω+γ (µˆ)
µˆu¯γ +
ˆ
Ω+γ (µˆ)
γ(u¯γ)2 −
ˆ
Ω
z¯γ ξ¯γ
≥ ‖u¯γ‖2L2(Ω) −
ˆ
Ω
u¯γud −
ˆ
Ω+γ (µˆ)
γ−1µˆ2 +
ˆ
Ω+γ (0)
γ(u¯γ)2 −
ˆ
Ω
z¯γ ξ¯γ ,
where in the last inequality we have used a similar technique as in the end of the previous proof.
Setting z = z¯
γ
2 ∈ Zad (because Zad is convex and 0 ∈ Zad) in (3.3c), we obtain that
0 ≥ ‖u¯γ‖2L2(Ω) −
ˆ
Ω
u¯γud −
ˆ
Ω+γ (µˆ)
γ−1µˆ2 +
ˆ
Ω+γ (0)
γ(u¯γ)2 + α
ˆ
Ω
(z¯γ)2
≥ ‖u¯γ‖2L2(Ω) −
ˆ
Ω
u¯γud −
ˆ
Ω+γ (µˆ)
γ−1µˆ2 + γ‖(u¯γ)+‖2L2(Ω) + α‖z¯γ‖2L2(Ω),
where we have once again used (4.12). From here, we can bound
γ‖(u¯γ)+‖2L2(Ω) ≤
ˆ
Ω+γ (µˆ)
γ−1µˆ2 +
ˆ
Ω
u¯γud.
Now since ud ≥ 0 a.e. in Ω
γ‖(u¯γ)+‖2L2(Ω) ≤
ˆ
Ω
γ−1µˆ2 +
ˆ
Ω
(u¯γ)+ud.
We can now apply the Cauchy-Schwarz inequality and Young’s inequality to the second term on
the right-hand side to obtain
γ‖(u¯γ)+‖2L2(Ω) ≤
ˆ
Ω
γ−1µˆ2 +
γ
2
‖(u¯γ)+‖2L2(Ω +
1
2γ
‖ud‖2L2(Ω),
from which the result follows. 
Now, we will relax the condition on ud in Theorem 4.2.
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Theorem 4.3. If there exists  > 0 such that
−
ˆ
Ω
u−d u¯− ‖u¯‖2L2(Ω) − α‖z¯‖2L2(Ω) ≤ −,
then ‖(u¯γ)+‖L2(Ω) = O(γ−1) as γ →∞. Here, u−d denotes the negative part of the function ud.
Proof. It is sufficient to show that z¯γ → z¯ in L2(Ω) and u¯γ → u¯ in W˜ s,20 (Ω). Then we can argue
exactly as in [13, Theorem 2.3]. 
5. Finite element discretization and convergence analysis
In this section, we will discuss an a priori analysis of error due to discretization. We assume we
have a quasi-uniform triangulation of Ω, denoted Th, consisting of triangles T such that ∪T∈Th = Ω.
Given Th, we define the finite element space for the state and adjoint variables as
Uh = {uh ∈ C0(Ω) : uh
∣∣
T
∈ P1, ∀T ∈ Th},
where P1 is the space of polynomials of degree at most one.
Next we define the admissible discrete control space as
Zad,h := {zh ∈ Zad : zh
∣∣
T
∈ P0, ∀T ∈ Th},
i.e., the admissible controls are piecewise constant on the triangulation Th.
For a given zh ∈ Zad,h, there exists a unique solution to the the problem find uh ∈ Uh such that
E(uh, vh) =
ˆ
Ω
zhvh, ∀vh ∈ Uh,
where E is as defined in (2.2). We can therefore define the discrete solution operator Sh : Zad → Uh
whose action is given by zh 7→ Shzh =: uh. Now the fully discrete version of the regularized problem
(3.1) in reduced form is given by
min
zh∈Zad,h
J γh (zh) :=
1
2
‖Shzh − ud‖2L2(Ω) +
α
2
‖zh‖2L2(Ω) +
1
2γ
‖(µˆ+ γShzh)+‖2L2(Ω). (5.1)
The following result is a discrete analogue of Theorem 3.1 stating the first order optimality
conditions for (5.1).
Theorem 5.1. Let J γh : Lp(Ω) → R be continuously Fre´chet differentiable, and (u¯γh, z¯γh) be a
solution to the optimization problem (5.1). There exists a Lagrange multiplier (adjoint variable)
ξ¯γh ∈ Uh such that
E(u¯γh, vh) = (z¯γh , vh)L2(Ω) ∀vh ∈ Uh,
E(ξ¯γh , vh) =
(
u¯γh − ud, vh
)
L2(Ω)
+
(
(µˆ+ γu¯γh)+, vh
)
L2(Ω)
∀ vh ∈ Uh,(
ξ¯γh + αz¯
γ
h , zh − z¯γh
)
L2(Ω)
≥ 0 ∀ zh ∈ Zad,h.
In order to discuss the convergence of our discrete approximations to the actual solution, we
assume that we have a sequence of meshes Th and corresponding solutions spaces Uh and Zad,h that
provide better approximations as h→ 0. The quantity we wish to study is ‖z¯− z¯γh‖L2(Ω), which we
will split as
‖z¯ − z¯γh‖L2(Ω) ≤ ‖z¯ − z¯γ‖L2(Ω) + ‖z¯γ − z¯γh‖L2(Ω), (5.2)
where z¯ solves (2.5), z¯γ solves (3.2), and z¯γh solves (5.1). The first term on the right-hand side
in (5.2) can be estimated by the decay of (u¯γ)+ as seen in Theorem 4.1. As such, we present the
following lemma regarding the approximation of (u¯γ)+.
AN ALGORITHM FOR OPTIMAL CONTROL OF FRACTIONAL PROBLEMS WITH STATE CONSTRAINTS 11
Lemma 5.2. Let u¯γ = Sz¯γ. Then we have
‖(u¯γ)+‖C0(Ω) ≤ C
(‖(u¯γ)+ − Ih(u¯γ)+‖C0(Ω) + γ−1/2h−N/2), (5.3)
where the constant is independent of γ and h.
Proof. Let Ih be the Lagrange interpolant, then using the inverse estimates (for example [11]) we
have that
‖(u¯γ)+‖C0(Ω) ≤ ‖(u¯γ)+ − Ih(u¯γ)+‖C0(Ω) + ‖Ih(u¯γ)+‖C0(Ω)
≤ C(‖(u¯γ)+ − Ih(u¯γ)+‖C0(Ω) + h−N/2‖(u¯γ)+‖L2(Ω)).
The result follows by using (4.2). 
Remark 5.3. Notice that since u¯γ ∈ C0(Ω), therefore the interpolation error ‖(u¯γ)+−Ih(u¯γ)+‖C0(Ω) →
0 as h → 0. In the case that u¯γ ∈ W˜ s,q(Ω) for a sufficiently large q, for instance, q > Ns so that
W˜ s,q(Ω) ↪→ C0(Ω), we can bound the interpolation error in (5.3) as ‖(u¯γ)+ − Ih(u¯γ)+‖C0(Ω) ≤
Ch
s−N
q .
Before we obtain our first result for the convergence of ‖z¯γ−z¯γh‖L2(Ω), we introduce some notation
to make the computations in what follows more tractable. We define the quantity
f(u) := u− ud + (µˆ+ γu)+,
so that the adjoint equation (3.3b) becomes
E(ξ¯γ , v) = (f(u¯γ), v)L2(Ω), ∀v ∈ W˜ s,20 (Ω).
Furthermore, we introduce the continuous and discrete adjoint problem operators as R := S∗
and Rh := S
∗
h, and note that these operators are well defined, linear, and bounded. Finally, we
define Πh : L
2(Ω) → Zad,h, to be the L2-orthogonal projection. With this we are ready to state
our convergence results. In subsection 5.1 we shall first state the results for all s but where the
constants in convergence can be γ-dependent. In subsection 5.2, we state the results for a range of
s where these constants are γ-independent.
5.1. γ-Dependent Convergence and Error Bounds.
Theorem 5.4. Let z¯γ and z¯γh denote the solution of (3.2) and (5.1) respectively with corresponding
states u¯γ = Sz¯γ and u¯γh = Shz¯
γ. Then the discretization error can be bounded as
‖z¯γ − z¯γh‖L2(Ω) ≤ C
1 + γ
α
(
‖(R−Rh)f(Sz¯γ)‖L2(Ω) + ‖(S − Sh)z¯γ‖L2(Ω)
+ ‖Πhξ¯γ − ξ¯γ‖L2(Ω) + ‖Πhz¯γ − z¯γ‖L2(Ω)
)
, (5.4)
where C is a positive constant independent of γ and h.
Proof. In what follows all of the norms and inner products used are in L2(Ω) unless noted other-
wise. Using the notation introduced above, we begin by defining the auxiliary variables
uˆγh := Shz¯
γ ,
ξˆγh := Rhf(u¯
γ) = Rhf(Sz¯
γ),
ξ˜γh := Rhf(uˆ
γ
h) = Rhf(Shz¯
γ).
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Next, we recall the continuous and discrete optimality conditions
(ξ¯γ + αz¯γ , z − z¯γ) ≥ 0 ∀ z ∈ Zad,
(ξ¯γh + αz¯
γ
h , zh − z¯γh) ≥ 0 ∀ zh ∈ Zad,h.
We then perform the following: (i) replace z with z¯γh in the first inequality and zh with Πhz¯
γ in the
second inequality; (ii) add the two inequalities; (iii) introduce and rearrange terms appropriately
to obtain
α‖z¯γ − z¯γh‖2 ≤ (ξ¯γ − ξ¯γh , z¯γh − z¯γ) + (ξ¯γh + αz¯γh ,Πhz¯γ − z¯γ)
= (a) + (b).
We can further separate (a) into
(ξ¯γ − ξ¯γh , z¯γh − z¯γ) = (ξ¯γ − ξˆγh + ξˆγh − ξ˜γh + ξ˜γh − ξ¯γh , z¯γh − z¯γ)
= (ξ¯γ − ξˆγh , z¯γh − z¯γ) + (ξˆγ − ξ˜γh , z¯γh − z¯γ)
+ (ξ˜γ − ξ¯γh , z¯γh − z¯γ)
= (I) + (II) + (III). (5.5)
Before we look at these three terms, we note that we can bound
f(u)− f(v) = u− ud + (µˆ+ γu)+ − (v − ud + (µˆ+ γv)+) ≤ u− v + γ(u− v)+, (5.6)
since (u)+ − (v)+ ≤ (u− v)+. Now we bound
(I) = (Rf(u¯γ)−Rhf(u¯γ), z¯γh − z¯γ) ≤ C‖(R−Rh)f(Sz¯γ)‖‖z¯γh − z¯γ‖,
(II) = (Rhf(u¯
γ)−Rhf(uˆγh), z¯γh − z¯γ)≤C(1 + γ)‖Rh(S − Sh)z¯γ‖‖z¯γh − z¯γ‖.
For (III), we use (5.6) to obtain
(III) = (Rhf(uˆ
γ
h)−Rhf(u¯γh), z¯γh − z¯γ)
≤
(
Rh(Sh(z¯
γ − z¯γh) + γ(Sh(z¯γ − z¯γh))+), z¯γh − z¯γ
)
.
From here, we note that (RhSh(z¯
γ − z¯γh), z¯γh − z¯γ) ≤ 0, and so we need only consider
(III) ≤ γ(Rh(Sh(z¯γ − z¯γh)+), z¯γh − z¯γ)
= γ((Sh(z¯
γ − z¯γh))+,Sh(z¯γh − z¯γ))
= −γ((Sh(z¯γ − z¯γh))+,Sh(z¯γ − z¯γh))
=
{
−γ‖Sh(z¯γ − z¯γh)‖2L2(Ω) if Shz¯γ − z¯γh ≥ 0,
0 if Shz¯
γ − z¯γh < 0.
In either of the cases above, we see that (III) is non positive and so it may be removed from the
bound. Now, turning our attention to (b), we note that it can be rewritten as (ξ¯γh ,Πhz¯
γ − z¯γ) since
Πh is an orthogonal projection. Using similar techniques on (b) as we did on (a), we have
(b) = (ξ¯γh − ξ˜γh + ξ˜γh − ξˆγh + ξˆγh − ξ¯γ + ξ¯γ ,Πhz¯γ − z¯γ)
= (ξ¯γ − ξˆγh , z¯γ −Πhz¯γ) + (ξˆγ − ξ˜γh , z¯γ −Πhz¯γ)
+ (ξ˜γ − ξ¯γh , z¯γ −Πhz¯γ) + (Πhξ¯γ − ξ¯γ , z¯γ −Πhz¯γ)
= (i) + (ii) + (iii) + (iv). (5.7)
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The quantities (i) and (ii) can be bounded similarly to (I) and (II) above with the substitution
of (z¯γ −Πhz¯γ) for (z¯γh − z¯γ). Focusing on the remaining terms we obtain
(iii) = (Rhf(uˆ
γ
h)−Rhf(u¯γh), z¯γ −Πhz¯γ)
≤ C(1 + γ)‖RhSh(z¯γ − z¯γh)‖‖z¯γ −Πhz¯γ‖
(iv) ≤ ‖Πhξ¯γ − ξ¯γ‖‖z¯γ −Πhz¯γ‖.
Before combining all of the bounds, we note that the operators Sh, Rh and RhSh are uniformly
bounded in h, that is, there exists some Cˆ independent of h such that
‖Sh‖+ ‖Rh‖+ ‖RhSh‖ ≤ Cˆ ∀h,
where the above norms are the appropriate operator norms. Now combining all of our bounds we
have
α‖z¯γ − z¯γh‖2 ≤ C
(
‖(R−Rh)f(Sz¯γ)‖
(‖z¯γh − z¯γ‖+ ‖z¯γ −Πhz¯γ‖)
+ (1 + γ)Cˆ‖(S − Sh)z¯γ‖
(‖z¯γh − z¯γ‖+ ‖z¯γ −Πhz¯γ‖)
+ (1 + γ)Cˆ‖z¯γ − z¯γh‖‖z¯γ −Πhz¯γ‖
+ ‖Πhξ¯γ − ξ¯γ‖‖z¯γ −Πhz¯γ‖
)
.
Next, we make use of Young’s inequality with constant α/(2C) to obtain the bound
α‖z¯γ − z¯γh‖2 ≤ C
(
C
α
‖(R−Rh)f(Sz¯γ)‖2 + (1 + γ)
2Cˆ2C
α
‖(S − Sh)z¯γ‖2
+
C
α
‖Πhξ¯γ − ξ¯γ‖2 +
(
3α
4C
+
(1 + γ)2Cˆ2C
α
)
‖Πhz¯γ − z¯γ‖2
+
3α
4C
‖z¯γh − z¯γ‖2
)
.
Grouping terms with our quantity of interest on the left and dividing by the resulting constant
leads to (5.4). 
We now use (5.2) and combine (4.4), (5.3), and (5.4) to obtain the overall regularization and
discretization error bound.
Corollary 5.5. Under the assumptions of Theorem 5.4 and for a fixed γ, we have z¯γh → z¯γ as
h→ 0. Let
Zad = {z ∈ Z : a ≤ z ≤ b a.e. in Ω},
where a, b ∈W s,2(Ω), with a < b a.e. in Ω, be given. If Ω is C∞, then we get the following rate of
convergence
‖z¯γ − z¯γh‖L2(Ω) ≤ C
1 + γ
α
(
(hβ + hs)(‖z¯γ‖L2(Ω) + ‖ud‖L2(Ω) + ‖µˆ‖L2(Ω))
+ (hλ + hs)‖z¯γ‖W s,2(Ω)
)
,
where β = min{2s, 1− ε} and λ = min{3s, s+ 1/2− ε, 1− ε}.
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Proof. We first comment on the regularity of z¯γ , u¯γ , and ξ¯γ . Due to µˆ, the right-hand side of
(3.3b) cannot be more regular than L2(Ω), and therefore we have ξ¯γ ∈ W˜ s,20 (Ω). The optimality
condition (3.3c) is equivalent to
z¯γ = PZad
(
−α−1ξ¯γ
)
(5.8)
where PZad is the projection onto the set Zad. Since ξ¯γ ∈ W˜ s,20 (Ω), therefore ξ¯γ |Ω ∈W s,2(Ω). Then
using the projection formula (5.8), in conjunction with [24], we obtain that z¯γ ∈W s,2(Ω).
Since Ω is assumed to have C∞ boundary, then by [12] we have u¯γ ∈ W ν,2(Ω) where ν =
min{2s, s+ 1/2− ε}. Now for a fixed γ, we use [6, Proposition 3.8] and interpolation estimates to
obtain
‖z¯γ − z¯γh‖L2(Ω) ≤ C
1 + γ
α
(
‖(R−Rh)f(Sz¯γ)‖L2(Ω) + ‖(S − Sh)z¯γ‖L2(Ω)
+ ‖Πhξ¯γ − ξ¯γ‖L2(Ω) + ‖Πhz¯γ − z¯γ‖L2(Ω)
)
≤ C 1 + γ
α
(
hβ‖f(Sz¯γ)‖L2(Ω) + hλ‖z¯γ‖W s,2(Ω)
+ hs‖f(Sz¯γ)‖L2(Ω) + hs‖z¯γ‖W s,2(Ω)
)
≤ C 1 + γ
α
(
(hβ + hs)(‖z¯γ‖L2(Ω) + ‖ud‖L2(Ω) + ‖µˆ‖L2(Ω))
+ (hλ + hs)‖z¯γ‖W s,2(Ω)
)
,
where β = min{2s, 1− ε}, and λ = min{3s, s+ 1/2− ε, 1− ε}. 
5.2. γ-Independent Convergence. Next, we present a convergence result in h which is indepen-
dent of γ. First we present a lemma that shows that we can bound the L1(Ω) norm of (µ̂+ γu¯γ)+
and (µ̂ + γu¯γh)+ independent of γ. The proof follows a similar argument as [13, Lemma 3.4], but
we include it in full as there are some needed modifications due to the fact that, in addition to the
state constraints, we also have the control constraints. Also the regularity results from the classical
case (s = 1), do not carry over to the fractional case.
Lemma 5.6. Let (z¯γ , u¯γ) and (z¯γh , u¯
γ
h) be solutions (controls and states) to (3.2) and (5.1) respec-
tively. There exists a positive constant C˜ independent of γ and h such that
max
{
‖(µˆ+ γu¯γ)+‖L1(Ω), ‖(µˆ+ γu¯γh)+‖L1(Ω)
}
≤ C˜.
Proof. Let zˆ ∈ Zad and uˆ := Szˆ satisfy the Slater condition such that
uˆ(x) ≤ −τ ∀x ∈ Ω,
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where τ > 0 is a constant. Using this we obtainˆ
Ω
(µˆ+ γu¯γ)+τ ≤−
ˆ
Ω
(µˆ+ γu¯γ)+uˆ
=− E(ξ¯γ , uˆ) + (u¯γ − ud, uˆ)L2(Ω) (by (3.3b))
=− (ξ¯γ , zˆ)L2(Ω) + (u¯γ − ud, uˆ)L2(Ω) (by (3.3a))
≤− (ξ¯γ , z¯γ)L2(Ω) − α‖z¯γ‖2L2(Ω)
+ α(z¯γ , zˆ)L2(Ω) + (u¯
γ − ud, uˆ)L2(Ω) (by (3.3c))
≤− (ξ¯γ , z¯γ)L2(Ω) + α(z¯γ , zˆ)L2(Ω) + (u¯γ − ud, uˆ)L2(Ω)
=− E(ξ¯γ , u¯γ) + α(z¯γ , zˆ)L2(Ω) + (u¯γ − ud, uˆ)L2(Ω) (by (3.3a))
=− ((µˆ+ γu¯γ)+, u¯γ)L2(Ω) + (u¯γ − ud, u¯γ)L2(Ω)
+ α(z¯γ , zˆ)L2(Ω) + (u¯
γ − ud, uˆ)L2(Ω). (by (3.3b))
Recalling the definition of Ω+γ (µˆ) from (4.10), we haveˆ
Ω
(µˆ+ γu¯γ)+τ ≤−
ˆ
Ω+γ (µˆ)
(µˆ+ γu¯γ)u¯γ + α(z¯γ , zˆ)L2(Ω)
+ (u¯γ − ud, uˆ+ u¯γ)L2(Ω)
=−
ˆ
Ω+γ (µˆ)
µˆu¯γ − γ‖u¯γ‖2
L2(Ω+γ (µˆ))
+ α(z¯γ , zˆ)L2(Ω)
+ (u¯γ − ud, uˆ+ u¯γ)L2(Ω)
≤−
ˆ
Ω+γ (µˆ)
µˆu¯γ + α(z¯γ , zˆ)L2(Ω) + (u¯
γ − ud, uˆ+ u¯γ)L2(Ω).
The L1 bound for the left-hand-side follows from the fact that we can bound all of the terms on
the right-hand-side of the above inequality independent of γ using (4.3).
To obtain the L1 bound on (µˆ + γu¯γh)+, we take zˆ and uˆ as before, again use Πh as the L
2-
orthogonal projection onto Zad,h, and let uˆh be the solution of
E(uˆh, vh) = (Πhzˆ, vh)L2(Ω) ∀vh ∈ Uh,
so that
E(uˆ− uˆh, vh) = (zˆ −Πhzˆ, vh)L2(Ω) ∀vh ∈ Uh.
From [3, Proposition 3.2], we now have the bound
‖uˆ− uˆh‖L∞(Ω) ≤ C‖zˆ −Πhzˆ‖Lp(Ω) → 0 as h→ 0,
and hence uˆh converges to uˆ uniformly. Note that the convergence of ‖zˆ −Πhzˆ‖Lp(Ω) follows from
the density of piecewise constant functions in Lp(Ω), (every f in Lp(Ω) can be written as the limit
of a sequence of simple functions). Therefore we have that uˆh ≤ −τˆ with τˆ ≤ τ and we can use
the same argument above using the discrete optimal solution (z¯γh , u¯
γ
h, ξ¯
γ
h) and Πhzˆ instead of zˆ to
obtain the desired bound. 
We now present a convergence estimate for which the discrete control converges to the continuous
control where all the terms (including constants) in the estimate remain bounded as γ →∞.
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Theorem 5.7. Assume that Ω has a C∞ boundary, Z = L2(Ω) and therefore s > N/4. Let z¯γ
and z¯γh denote the solution of (3.2) and (5.1) respectively with corresponding states u¯
γ = Sz¯γ and
u¯γh = Shz¯
γ. Then the discretization error can be bounded as
‖z¯ − z¯γh‖L2(Ω) ≤ C
(
‖(u¯γ)+ − Ih(u¯γ)+‖C0(Ω) + γ−1/2h−N/2
+ ‖R−Rh‖L1→L2 + hβ‖z¯γ‖L2(Ω)
+ ‖(µˆ+ γSz¯γ)+ − (µˆ+ γShz¯γ)+‖L1(Ω)
+ ‖z¯γ −Πhz¯γ‖L2(Ω) + ‖z¯γ −Πhz¯γ‖1/2L2(Ω)
)
,
where the positive constant C is independent of γ and h, and β = min{2s, 1− ε}.
Proof. This proof involves many of the same steps as the proof of Theorem 5.4. As such, we will
use the same notation and only highlight the differences needed for this result. Recall the terms in
the decomposition (5.5). We bound (III) exactly as before. For (I) recall
(I) ≤ C‖(R−Rh)f(Sz¯γ)‖‖z¯γh − z¯γ‖.
We will now consider the operators R and Rh acting on data in L
1(Ω), and note that the operators
Rh are uniformly bounded as operators from L
1(Ω) to L2(Ω) (see [3, Theorem 3.6]). Furthermore,
from [6, Proposition 3.8], we have the estimate
‖(R−Rh)v‖L2(Ω) ≤ Chβ‖v‖L2(Ω) ∀v ∈ L2(Ω), (5.9)
where β = min{2s, 1 − ε} so that ‖R − Rh‖L2→L2 → 0 as h → 0. Using the density of L2(Ω) in
L1(Ω) and the fact that ‖f(Sz¯γ)‖L1(Ω) is uniformly bounded (by (4.1) and Lemma 5.6), we have
that ‖R − Rh‖L1→L2 → 0 as h → 0, as a consequence of the Banach-Steinhaus Theorem (see [20,
Corollary 9.2]). Therefore we have
‖(R−Rh)f(Sz¯γ)‖ ≤ C‖R−Rh‖L1→L2‖f(Sz¯γ)‖L1(Ω) → 0,
as h → 0 and by appealing to Lemma 5.6, we have that this convergence is independent of γ.
Similarly in (II), we can bound
‖Rh(f(u¯γ)− f(uˆγh))‖ ≤C‖(S − Sh)z¯γ + (µˆ+ γSz¯γ)+− (µˆ+ γShz¯γ)+‖L1(Ω)
≤ C(‖(S − Sh)z¯γ‖L2(Ω)
+ ‖(µˆ+ γSz¯γ)+ − (µˆ+ γShz¯γ)+‖L1(Ω)
)
≤ C(hβ‖z¯γ‖L2(Ω)
+ ‖(µˆ+ γSz¯γ)+ − (µˆ+ γShz¯γ)+‖L1(Ω)
)
,
and the second term converges independent of γ since (µˆ + γShz¯
γ)+ → (µˆ + γSz¯γ)+ pointwise
almost everywhere in Ω and (µˆ + γSz¯γ)+ is bounded independent of γ in L
1(Ω) by Lemma 5.6.
Now recall the decomposition in (5.7). We bound (i) and (ii) similarly to (I) and (II). As with
(I) and (II) above, we bound (iii) as
(iii) = (Rhf(uˆ
γ
h)−Rhf(u¯γh), z¯γ −Πhz¯γ)
≤ C‖Rh(f(uˆγh)− f(u¯γh))‖‖z¯γ −Πhz¯γ‖
≤ C‖Sh(z¯γ − z¯γh) + (µˆ+ γShz¯γ)+ − (µˆ+ γShz¯γh)+‖L1(Ω)‖z¯γ −Πhz¯γ‖.
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We now appeal to Lemma 5.6 once again and the boundedness of Sh to obtain
(iii) ≤ C
(
Cˆ‖z¯γ − z¯γh‖L2(Ω) + ‖(µˆ+ γShz¯γ)+‖L1(Ω)
+ ‖(µˆ+ γShz¯γ)+‖L1(Ω)
)
‖z¯γ −Πhz¯γ‖
≤ C
(
Cˆ‖z¯γ − z¯γh‖L2(Ω) + C˜
)
‖z¯γ −Πhz¯γ‖.
For (iv) we obtain the simple bound
(iv) ≤ ‖Πhξ¯γ − ξ¯γ‖‖z¯γ −Πhz¯γ‖.
Using (4.3) and Lemma 5.6 we can further bound
‖Πhξ¯γ − ξ¯γ‖ ≤C‖ξ¯γ‖
(
= ‖Rf(Sz¯γ)‖
)
≤C‖Sz¯γ − ud + (µˆ+ γSz¯γ)+‖L1(Ω)
≤C(Cz¯ + C˜),
and this is independent of γ. Combining the preceding bounds, using Young’s inequality as in the
proof of Theorem 5.4, and making use of (5.9) we can replace (5.4) with
‖z¯γ − z¯γh‖ ≤ C
(
‖R−Rh‖L1→L2‖f(S(z¯γ)‖L1(Ω) + hβ‖z¯γ‖L2(Ω)
+ ‖(µˆ+ γSz¯γ)+ − (µˆ+ γShz¯γ)+‖L1(Ω)
+ ‖z¯γ −Πhz¯γ‖L2(Ω) + ‖z¯γ −Πhz¯γ‖1/2L2(Ω)
)
,
from which the result follows. 
6. Numerical Results
In this section we present some numerical results to reinforce the efficacy of our approach. We
set Ω ⊂ R2 to be a disk of radius 1/2 centered at the origin. We truncate R2\Ω and bound the
exterior of Ω with a circle of radius 3/2 centered at the origin. We use standard P1 Lagrangian
finite elements for our spatial discretization of the state and adjoint and a sequence of 8 increasingly
finer meshes. We will refer to the meshes by number with mesh 1 being the coarsest and mesh 8
being the finest. For details on the discretization of the fractional Laplacian operator see [1]. To
minimize the objective function, we use the BFGS method.
In all of the experiments we define our desired state to be
ud(x, y) =
2−2s
Γ(1 + s)2
(1/4− (x2 + y2)+)s.
For s = 0.2, the desired state is shown in the top left panel in Figure 3. We take ub = 0.1 as our
state constraint. In the left panel in Figure 1 we show the convergence of ‖(u − ub)+‖L2(Ω) for
s = 0.4 on the finest mesh as γ increases. We note that since we are taking our desired state to be
non-negative we get full O(γ−1) convergence as stated in Theorem 4.2. We also show the maximum
error in u− ub with respect to γ on mesh 5 in the right panel of Figure 1.
In Figure 2 we show some convergence results for s = 0.2 for the control and the state as γ
increases. Since we do not have an exact solution for the control problem and the associated
optimal state, obtaining error estimates for the optimal control and state is problematic. To obtain
the plots in Figure 2 we solve the optimal control problem on the finest mesh (mesh 8), then project
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Figure 1. Convergence of ‖(u − ub)+‖L2(Ω) (left) and the violation of the state
constraints in the max-norm (max(u − ub)) for given fractional exponent s (right)
as γ increases.
this solution to the coarse meshes. We then take the L2 error between solutions on the four coarsest
meshes and the projected solution.
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Figure 2. The error ‖u−uγh‖L2(Ω) (left) and ‖z− zγh‖L2(Ω) (right) with respect to
γ for various values of h (different meshes). We recall that (u, z) are computed by
solving the optimal control problem on mesh 8.
In Figure 3 we show the optimal state, control, and Lagrange multiplier for s = 0.2 and γ =
419430.4. We note that the control is a piecewise constant on the mesh. The optimal state in Figure
3 appears to be cleanly cut off at ub = 0.1, complying with the state constraints and resulting in a
cylindrical profile. Moreover, notice that the Lagrange multiplier corresponding to the inequality
constraints is a measure (bottom right panel) as expected.
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Figure 3. The desired state (top left) optimal state (top right), control (bottom
left) and Lagrange multiplier (bottom right) for s = 0.2 and γ = 419430.4.
7. Conclusions
We have presented a Moreau-Yosida regularized version of the optimal control problem considered
in [3]. While this regularization has been used and studied in other contexts, this is the first work
to do so for optimal control problems constrained by fractional PDE with state constraints. We
have also provided a convergence analysis for the solution of the regularized problem to the solution
of the original problem as well as analysis of the solution of a discretized version of the problem
to the original solution. The discretized version of the problem was implemented using a finite
element method. Our numerical experiments validate the theoretical findings and show that the
Moreau-Yosida regularization is an effective method for solving problems involving the optimal
control of fractional elliptic PDE with state constraints.
We have established the convergence of the discrete approximation of the optimal control to
original control. Furthermore, for a fixed γ we have established a convergence rate in h. In
addition, for a range of s values, we have shown the convergence of our error bound independent
of γ.
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