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We review the BCS-BEC crossover in relativistic Fermi systems, including the QCD matter at finite density.
In the first part we study the BCS-BEC crossover in a relativistic four-fermion interaction model and show how
the relativistic effect affects the BCS-BEC crossover. In the second part, we investigate both two-color QCD at
finite baryon density and pion superfluid at finite isospin density, by using an effective Nambu–Jona-Lasinio
model. We will show how the model describes the weakly interacting diquark and pion condensates at low
density and the BEC-BCS crossover at high density.
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I. INTRODUCTION
It is generally believed that, by tuning the attractive strength
in a Fermi system, one can realize a smooth crossover from
the Bardeen–Cooper–Schrieffer (BCS) superfluidity at weak
attraction to Bose–Einstein condensation (BEC) of tightly
bound difermion molecules at strong attraction [1–9]. The
typical system is a dilute atomic Fermi gas in three dimen-
sions, where the effective range r0 of the short-range attractive
interaction is much smaller than the inter-particle distance.
Therefore, the system can be characterized by a dimensionless
parameter 1/(kfas), where as is the s-wave scattering length of
the short-range interaction and kf is the Fermi momentum in
the absence of interaction. The BCS-BEC crossover occurs
when the parameter 1/(kfas) is tuned from negative to posi-
tive values, and the BCS and BEC limits correspond to the
cases 1/(kfas) → −∞ and 1/(kfas) → +∞, respectively.
This BCS-BEC crossover phenomenon has been success-
fully demonstrated in ultracold fermionic atoms, where the
s-wave scattering length and hence the parameter 1/(kfas) are
tuned by means of the Feshbach resonance [10–12]. At the
resonant point or the so-called unitary point with as → ∞,
the only length scale of the system is the inter-particle dis-
tance (∼ k−1f ). Therefore, the properties of the system at the
unitary point 1/(kfas) = 0 become universal, i.e., indepen-
dent of the details of the interactions. All physical quanti-
ties, scaled by their counterparts for the non-interacting Fermi
gases, become universal constants. Determining these univer-
sal constants has been one of the most intriguing topics in the
research of cold Fermi gases [13–17].
The BCS-BEC crossover has become an interesting and im-
portant issue for the studies of dense and strongly interacting
matter, i.e., nuclear or quark matter which may exist in the
core of compact stars [18–48]. By analogy with the usual su-
perfluid, the BCS-BEC crossover in dense quark matter can
be theoretically described [49–53] by the quark chemical po-
tential which is positive in BCS and negative in BEC, the size
of the Cooper pair which is large in BCS and small in BEC,
and the scaled pair condensate which is small in BCS and
large in BEC. However, unlike the fermion-fermion scatter-
ing in cold atom systems, quarks are unobservable degrees
of freedom. The quark-quark scattering can not be measured
or used to experimentally identify the BCS-BEC crossover,
and its function to characterize the BCS-BEC crossover at
quark level is replaced by the difermion molecules scatter-
ing [54, 55]. In the BCS quark superconductor/superfluid, the
large and overlapped pairs lead to a large pair-pair cross sec-
tion, and the small and individual pairs in the BEC supercon-
ductor/superfluid interact weakly with small cross section.
A good knowledge of Quantum Chromodynamics (QCD)
at finite temperature and density [56] is significant for us to
understand a wide range of physical phenomena in thermal
and dense nuclear matter and quark matter. To understand the
evolution of the early universe in the first few seconds after
the big bang, we need the nature of the QCD phase transitions
at temperature T ∼ 170 MeV and nearly vanishing density.
On the other hand, to understand the physics of compact stars
we need the knowledge of the equation of state and dynamics
of QCD matter at high density and low temperature.
Color superconductivity in dense quark matter is due to
the attractive interaction in certain diquark channels [57–66].
Taking into account only the screened (color) electric inter-
action which is weakened at the Debye mass scale gµ (g is
the QCD coupling constant and µ the quark chemical poten-
tial), the early studies [57] predicted a rather small pairing gap
∆ ∼ 1 MeV at moderate density with µ ∼ ΛQCD (∼ 300 MeV
as the QCD energy scale). The breakthrough in the field was
made in [58, 59] where it was observed that the pairing gap is
about 2 orders of magnitude larger than the previous predic-
tion, by using the instanton-induced interactions and the phe-
nomenological four-fermion interactions. On the other hand,
it was first pointed out by Son that, at asymptotic high density
the unscreened magnetic interaction becomes dominant [67].
This leads to a non-BCS gap ∆ ∼ µg−5 exp (−c/g) [68–74]
with c = 3π2/
√
2, which matches the large magnitude of ∆
at moderate density. The same phenomena happen in pion
superfluid at moderate isospin density [75].
Such gaps at moderate density are so large that they may
fall outside of applicability range of the usual BCS-like mean
field theory. It was estimated that the size of the Cooper pairs
2or the superconducting coherence length ξc becomes com-
parable to the averaged inter-quark distance d [22] at mod-
erate density with µ ∼ ΛQCD. This feature is quite differ-
ent from the standard BCS superconductivity in metals with
ξc ≫ d. Qualitatively, we can examine the ratio of the super-
conducting transition temperature Tc to the Fermi energy Ef,
κ = Tc/Ef [76]. There are κ ∼ 10−5 for ordinary BCS super-
conductors and κ ∼ 10−2 for high temperature superconduc-
tors. For quark matter at moderate density, taking Ef ≃ 400
MeV and Tc ≃ 50 MeV [77], we find that κ is even higher,
κ ∼ 10−1, which is close to that for the resonant superfluidity
in strongly interacting atomic Fermi gases [76]. This indicates
that the color superconductor and pion superfluid at moderate
density are likely in the strongly coupled region or the BCS-
BEC crossover region. It is known that the pairing fluctua-
tion effects play important role in the BCS-BEC crossover [7].
The effects of the pairing fluctuations on the quark spectral
properties, including possible pseudogap formation in heated
quark matter (above the color superconducting transition tem-
perature), was elucidated by Kitazawa, Koide, Kunihiro, and
Nemoto [23–26].
Since the dense quark matter is relativistic, it is inter-
esting to study how the relativistic effect affects the BCS-
BEC crossover. This is recently investigated [27–38] in the
Nozieres-Schmitt-Rink (NSR) theory above the critical tem-
perature, the boson-fermion model, and the BCS-Leggett
mean field theory at zero temperature. It is shown that, not
only the BCS superfluidity and the nonrelativistic BEC for
heavy molecules but also the nonrelativistic and relativistic
BEC for nearly massless molecules can be smoothly con-
nected. In the first part of this article, we will review the stud-
ies on the BCS-BEC crossover in a relativistic four-fermion
interaction model. By using the generalized mean field theory
or the so-called pseudogap theory at finite temperature, we
are able to predict the size of the pseudogap energy in color
superconducting quark matter at moderate baryon density.
Lattice simulation of QCD at finite temperature and van-
ishing density has been successfully performed. However,
at large baryon density the lattice simulation has not yet
been successfully done due to the sign problem [78, 79]: the
fermion determinant is not positively definite in the presence
of a nonzero baryon chemical potential µB. To study the na-
ture of QCD matter at finite density, we first study some spe-
cial theories which possess positively definite fermion deter-
minant and can be simulated on the lattice. One case is the
so-called QCD-like theories at finite µB [80–89] where quarks
are in a real or pseudo-real representation of the gauge group,
including two-color QCD with quarks in the fundamental rep-
resentation and QCD with quarks in the adjoint representation.
While these theories are not real QCD, they can be simulated
on the lattice [90–95] and may give us some information of
real QCD at finite baryon density. Notice that the lightest
baryon state in two-color QCD is just the scalar diquarks. An-
other interesting case is real QCD at finite isospin chemical
potential µI [75], where the chemical potentials for light u and
d quarks have opposite signs and hence the fermion determi-
nant is positively definite. For both two-color QCD at finite µB
and QCD at finite µI, chiral perturbation theory and other ef-
fective models predict a continuous quantum phase transition
from the vacuum to the matter phase when µB or µI is equal to
the pion mass mπ [75, 80–89, 96–114], in contrast to real QCD
at finite µB where the phase transition takes place when µB
is approximately equal to the nucleon mass mN. This transi-
tion has also been verified by lattice simulations [90–95, 115–
118]. The resulting matter near the quantum phase transition
is expected to be a dilute Bose condensate with weakly repul-
sive interactions [119].
The Bose-Einstein condensation (BEC) phenomenon is be-
lieved to widely exist in dense and strongly interacting matter.
For instance, pions or Kaons can condense in neutron stars if
the electron chemical potential exceeds the effective mass of
pions or Kaons [120–124]. However, the condensation of pi-
ons and Kaons in neutron stars is rather complicated due to
the meson-nucleon interactions in dense nuclear medium. On
the other hand, at asymptotically high density, perturbative
QCD calculations show that the ground state of dense QCD is
a weakly coupled BCS superfluid with condensation of over-
lapping Cooper pairs [68–75]. For two-color QCD at finite
baryon density or QCD at finite isospin density, the BCS su-
perfluid state at high density and the Bose condensate of di-
quarks or pions have the same symmetry breaking pattern and
thus are smoothly connected with one another [75]. The BCS
and BEC state are both characterized by the nonzero expecta-
tion value 〈qq〉 , 0 for two-color QCD at finite baryon den-
sity or 〈u¯iγ5d〉 , 0 for QCD at finite isospin density. This
phenomenon is just the BCS-BEC crossover discussed by Ea-
gles [1] and Leggett [2] in condensed matter physics.
While lattice simulations of two-color QCD at finite baryon
chemical potential [90–95] and QCD at finite isospin chemi-
cal potential [115–118] can be performed, it is still interest-
ing to employ some effective models to describe the crossover
from the Bose condensate at low density to the BCS superflu-
idity at high density. The chiral perturbation theories as well
as the linear sigma models [75, 80–89, 96–114], which de-
scribe only the physics of Bose condensate, does not meet our
purpose. The Nambu–Jona-Lasinio (NJL) model [125] with
quarks as elementary blocks, which describes well the chi-
ral symmetry breaking and low energy phenomenology of the
QCD vacuum, is generally believed to work at low and mod-
erate temperatures and densities [126–129]. In the second part
of this article, we present our study of the BEC-BCS crossover
in two-color QCD at finite baryon density in the frame of NJL
model. Pion superfluid and the BEC-BCS crossover at finite
isospin density are discussed in this model too.
The article is organized as follows. In Section II we present
our study on the BCS-BEC crossover in relativistic Fermi sys-
tems by using a four-fermion interaction model. Both zero
temperature and finite temperature cases are studied. In Sec-
tion III the two-color QCD at finite baryon density and pion
superfluid at finite isospin density are studied in the NJL
model. We summarize in Section IV. Throughout the arti-
cle, we use K ≡ (iωn, k) and Q ≡ (iνm, q) to denote the
four momenta for fermions and bosons, respectively, where
ωn = (2n + 1)πT and νm = 2mπT (m, n integer) are the Mat-
subara frequencies. We will use the following notation for the
3frequency summation and momentum integration,
∑
P
= T
∑
l
∑
p
,
∑
p
=
∫ d3p
(2π)3 , P = K, Q, l = n,m.
(1)
II. BCS-BEC CROSSOVER WITH RELATIVISTIC
FERMIONS
The motivation of studying BCS-BEC crossover with rela-
tivistic fermions is mostly due to the study of dense and hot
quark matter which may exist in compact stars and can be cre-
ated in heavy ion collisions. However, we shall point out that
a relativistic theory is also necessary for non-relativistic sys-
tems when the attractive interaction strength becomes super
strong. To this end, let us first review the nonrelativistic the-
ory of BCS-BEC crossover in dilute Fermi gases with s-wave
interaction.
The Leggett mean field theory [2] is successful to describe
the BCS-BEC crossover at zero temperature in dilute Fermi
gases with short-range s-wave interaction. The BCS-BEC
crossover can be realized in a dilute two-component Fermi
gas with fixed total density n = k3f /(3π2) (kf is the Fermi mo-
mentum) by tuning the s-wave scattering length as from neg-
ative to positive. Theoretically, the BCS-BEC crossover can
be seen if we self-consistently solve the gap and number equa-
tions for the pairing gap∆0 and the fermion chemical potential
µn [5],
− m
4πas
=
∑
k
 12√ξ2k + ∆20
− m
k2
 ,
k3f
3π2
=
∑
k
1 − ξk√ξ2k + ∆20
 (2)
with ξk = k2/(2m) − µn and as being the s-wave scattering
length. The fermion mass m plays a trivial role here, since
the BCS-BEC crossover depends only on a dimensionless pa-
rameter η = 1/(kfas). This is the so-called universality for
such a nonrelativistic syetem. The BCS-BEC crossover can
be characterized by the behavior of the chemical potential µn:
it coincides with the Fermi energy ǫf = k2f /(2m) in the BCS
limit η→ −∞, but becomes negative in the BEC region. In the
BEC limit η→ +∞, we have µn → −Eb/2 with Eb = 1/(ma2s)
being the molecular binding energy. Therefore, in the nonrela-
tivistic theory the chemical potential will tend to be negatively
infinity in the strong coupling BEC limit.
Then a problem arises if we look into the physics of the
BEC limit from a relativistic point of view. In the relativis-
tic description, the fermion dispersion (without pairing) be-
comes ξ±k =
√
k2 + m2 ± µ, where ∓ correspond to fermion
and anti-fermion degrees of freedom, and µ is the chemical
potential in relativistic theory [56]. In the non-relativistic limit
|k| ≪ m, if |µ − m| ≪ m, we can neglect the anti-fermion
degrees of freedom and recover the nonrelativistic dispersion
ξ−k ≃ k2/(2m) − (µ − m). Therefore, the quantity µ − m plays
the role of the chemical potential µn in nonrelativistic theory.
While µn can be arbitrarily negative in the nonrelativistic the-
ory, µ is under some physical constraint in the relativistic the-
ory. Since the molecule binding energy Eb can not exceed
two times the constituent mass m, even at super strong cou-
pling the absolute value of the nonrelativistic chemical poten-
tial µn = µ − m ≃ −Eb/2 can not exceed the fermion mass
m, and the relativistic chemical potential µ should be always
positive. If the system is dilute, i.e., the Fermi momentum
satisfies kf ≪ m, we expect that the non-relativistic theory
works well when the attraction is not very strong (the bind-
ing energy Eb ≪ 2m). However, if the attraction is strong
enough to ensure Eb ∼ 2m, relativistic effects will appear.
From Eb ∼ 1/(ma2s), we can roughly estimate that the non-
relativistic theory becomes unphysical for as ∼ 1/m, corre-
sponding to super strong attraction. This can be understood if
we consider 1/m as the Compton wavelength λc of a particle
with mass m.
What will then happen in the strong attraction limit in an at-
tractive Fermi gas? If the attraction is so strong that Eb → 2m
and µ → 0, the excitation spectra ξ−k and ξ+k for fermions and
anti-fermions become nearly degenerate, and non-relativistic
limit cannot be reached even though kf ≪ m. This means
that the anti-fermion pairs can be excited by strong attrac-
tion and the condensed bosons and anti-bosons become both
nearly massless. Therefore, without any model dependent cal-
culation, we observe an important relativistic effect on the
BCS-BEC crossover: there exists a relativistic BEC (RBEC)
state [27–38] which is smoothly connected to the nonrel-
ativistic BEC (NBEC) state. The RBEC is not a specific
phenomenon for relativistic Fermi systems, it should appear
in any Fermi system if the attraction can be strong enough,
even though the initial non-interacting gas satisfies the non-
relativistic condition kf ≪ m.
We now study the BCS-BEC crossover in a relativistic four-
fermion interaction model, which we expect to recover the
nonrelativistic theory in a proper limit. The Lagrangian den-
sity of the model is given by
L = ¯ψ(iγµ∂µ − m)ψ + LI( ¯ψ, ψ), (3)
where ψ, ¯ψ denote the Dirac fields with mass m and LI de-
scribes the attractive interaction among the fermions. For the
sake of simplicity, we consider only the dominant interaction
in the scalar JP = 0+ channel [130–132], which in the nonrel-
ativistic limit recovers the s-wave interaction in the nonrela-
tivistic theory. The interaction LagrangianLI can be modeled
by a contact interaction [27–38]
LI = g4
(
¯ψiγ5C ¯ψT
) (
ψTCiγ5ψ
)
, (4)
where g > 0 is the coupling constant and C = iγ0γ2 is the
charge conjugation matrix. Generally, by increasing the at-
tractive coupling g, the crossover from condensation of spin-
zero Cooper pairs at weak coupling to the Bose-Einstein con-
densation of bound bosons at strong coupling can be realized.
We start our calculation from the partition functionZ in the
4imaginary time formalism,
Z =
∫
[d ¯ψ][dψ]e
∫
dx(L+µ ¯ψγ0ψ) (5)
with
∫
dx ≡
∫ 1/T
0 dτ
∫
d3r, x = (τ, r) and µ being the chemical
potential conjugating to the charge density operator ψ†ψ =
¯ψγ0ψ. Similar to the method in the study of superconductivity,
we introduce the Nambu-Gor’kov spinors [133]
Ψ =
(
ψ
C ¯ψT
)
, ¯Ψ =
(
¯ψ ψTC
)
(6)
and the auxiliary pair field ∆(x) = (g/2)ψT(x)Ciγ5ψ(x). After
performing the Hubbard-Stratonovich transformation [134,
135], we rewrite the partition function as
Z =
∫
[d ¯Ψ][dΨ][d∆][d∆∗]e−Aeff (7)
with
Aeff =
∫
dx |∆(x)|
2
g
− 1
2
∫
dx
∫
dx′ ¯Ψ(x)G−1(x, x′)Ψ(x′)
(8)
and the inverse fermion propagator G−1
G−1 =
(
iγµ∂µ − m + µγ0 iγ5∆(x)
iγ5∆∗(x) iγµ∂µ − m − µγ0
)
δ(x − x′). (9)
Integrating out the fermion fields, we obtain
Z =
∫
[d∆][d∆∗]e−Seff [∆,∆∗] (10)
with the bosonized effective action
Seff =
∫
dx |∆(x)|
2
g
− 1
2
Tr ln
[
G−1(x, x′)
]
. (11)
A. Zero temperature analysis
While in general case the pairing fluctuations are impor-
tant [3, 4, 7], the Leggett mean field theory is already good
to describe qualitatively the BCS-BEC crossover at zero tem-
perature. This can be naively seen from the fact that the
dominant contribution of fluctuations to the thermodynamic
potential at low temperature is from the massless Goldstone
modes [136, 137] and is therefore proportional to T 4 [5]. At
zero temperature it vanishes. However, since the quantum
fluctuations are not taken into account, the mean field the-
ory cannot predict quantitatively the universal constants in the
unitary limit and the boson-boson scattering length in the BEC
limit. Since our goal in this paper is to study the BCS-BEC
crossover with relativistic fermions on a qualitative level, we
shall take the mean field approximation for the study of the
zero temperature case.
In the mean field approximation, we consider the uniform
and static saddle point∆(x) = ∆0 which serves as the order pa-
rameter of the fermionic superfluidity. Due to the U(1) sym-
metry of the Lagrangian, the phase of the order parameter can
be chosen arbitrarily and we therefore set ∆0 to be real with-
out loss of generality. The thermodynamic potential density
Ω = TSeff(∆0)/V at the saddle point can be evaluated as[56]
Ω =
∆20
g
−
∑
k
(
E−k + E
+
k − ξ−k − ξ+k
)
, (12)
where the relativistic BCS-like excitation spectra read E±k =√
(ξ±k )2 + ∆20 and ξ±k = ǫk ± µ with ǫk =
√
k2 + m2, and
the superscripts - and + correspond to the contributions from
fermions and anti-fermions, respectively. Minimizing Ω with
respect to ∆0, we obtain the gap equation to determine the
physical ∆0,
1
g
=
1
2
∑
k
(
1
E−k
+
1
E+k
)
. (13)
From the thermodynamic relation we also obtain the number
equation for the fermion density n = k3f /(3π2) [138],
n =
∑
k
[(
1 − ξ
−
k
E−k
)
−
(
1 − ξ
+
k
E+k
)]
. (14)
The relativistic model with contact four-fermion interaction
is non-renormalizable and a proper regularization is needed.
In this study we introduce a momentum cutoff Λ to regularize
the divergent momentum integrals. The cutoff Λ then serves
as a model parameter. For a more realistic model such as
fermions interact via exchange of bosons (Yukawa coupling),
the cutoff does not appear in principle but the calculation be-
comes much more complicated. To compare with the nonrel-
ativistic theory, we also replace the coupling constant g by a
“renormalized” coupling U, which is given by
− 1
U
=
1
g
− 1
2
∑
k
(
1
ǫk − m
+
1
ǫk + m
)
. (15)
This corresponds to subtracting the right hand side of the gap
equation (13) at ∆0 = 0 and µ = m. Such a subtraction is
consistent with the formula derived from the relativistic two-
body scattering matrix [27]. The effective s-wave scattering
length as can be defined as U = 4πas/m. Actually, by defin-
ing the new coupling constant U, we find that as recovers the
definition of the s-wave scattering length in the nonrelativis-
tic limit. While this is a natural extension of the coupling
constant renormalization in nonrelativistic theory, we keep in
mind that the ultraviolet divergence cannot be completely re-
moved, and the momentum cutoff Λ still exists in the rela-
tivistic theory. For our convenience, we define the relativistic
Fermi energy Ef as Ef =
√
k2f + m2, which recovers the Fermi
kinetic energy Ef − m = ǫf ≃ k2f /(2m) in nonrelativistic limit.
In the nonrelativistic theory for BCS-BEC crossover in di-
lute Fermi gases, there are only two characteristic lengths, i.e.,
k−1f and as. The BCS-BEC crossover then shows the univer-
sality: after a proper scaling, all physical quantities depend
only on the dimensionless coupling η = 1/(kfas). Especially,
in the unitary limit as → ∞, all scaled physical quantities
5become universal constants. However, unlike in the nonrela-
tivistic theory where the fermion mass m plays a trivial role, in
the relativistic theory a new length scale, namely the Compton
wavelength λc = m−1 appears. As a consequence, the BCS-
BEC crossover should depend on not only the dimensionless
coupling η, but also the relativistic parameter ζ = kf/m = kfλc.
Since the cutoff Λ is needed, the result also depends on Λ/m
or Λ/kf . By scaling all energies by ǫ f and momenta by k f , the
gap and number equations (13) and (14) become dimension-
less,
− π
2
η =
∫ z
0
x2dx
[(
1
E−x
− 1
ǫx − 2ζ−2
)
+
(
1
E+x
− 1
ǫx + 2ζ−2
)]
,
2
3 =
∫ z
0
x2dx
[(
1 − ξ
−
x
E−x
)
−
(
1 − ξ
+
x
E+x
)]
, (16)
with E±x =
√(
ξ±x
)2
+ (∆0/ǫf)2, ξ±x = ǫx ± µ/ǫf , ǫx =
2ζ−1
√
x2 + ζ−2, and z = ζ−1Λ/m = Λ/kf . It becomes now
clear that the BCS-BEC crossover in such a relativistic sys-
tem is characterized by three dimensionless parameters, η, ζ,
and Λ/m.
We now study in what condition we can recover the nonrel-
ativistic theory in the limit ζ ≪ 1. Expanding ǫx in powers of
ζ, ǫx = x
2 + 2ζ−2 + O(ζ2), we can recover the nonrelativistic
version of ξx. However, we cannot simply neglect the terms
corresponding to anti-fermions, namely the second terms on
the right hand sides of Eq(16). Such terms can be neglected
only when |µ − m| ≪ m and ∆0 ≪ m. When the coupling is
very strong, we expect that µ → 0, these conditions cannot
be met and the contribution from anti-fermions becomes sig-
nificant. Therefore, we find that the so-called nonrelativistic
condition ζ ≪ 1 for free Fermi gas is not sufficient to recover
the nonrelativistic limit of the BCS-BEC crossover. Actually,
another important condition as ≪ 1/m should be imposed to
guarantee the molecule binding energy Eb ≪ 2m. With the
dimensionless coupling η, this condition becomes
η = 1/(kfas) = (m/kf)(1/mas) ≪ m/kf = ζ−1. (17)
Therefore, the complete condition for the nonrelativistic limit
of the BCS-BEC crossover can be expressed as
ζ ≪ 1 and η ≪ ζ−1. (18)
To confirm the above conclusion we solve the gap and num-
ber equations numerically. In Fig.1 we show the condensate
∆0 and the nonrelativistic chemical potential µ − m as func-
tions of η in the region −1 < η < 1 for several values of
ζ < 1. In this region the cutoff Λ dependence is weak and
can be neglected. For sufficiently small ζ, we really recover
the Leggett result of BCS-BEC crossover in nonrelativistic di-
lute Fermi gases. With increasing ζ, however, the universality
is broken and the deviation becomes more and more remark-
able. On the other hand, when we increase the coupling η,
especially for η ∼ ζ−1, the difference between our calculation
at any fixed ζ and the Leggett result becomes larger due to rel-
ativistic effects. This means that even for the case ζ ≪ 1 we
cannot recover the nonrelativistic result when the coupling η
becomes of order of ζ−1. This can be seen clearly from the η
dependence of ∆0 and µ in a wider η region, shown in Fig.2.
We find the critical coupling ηc ≃ 2ζ−1 in our numerical cal-
culations with the cutoff Λ/m = 10, which is consistent with
the above estimation. Beyond this critical coupling, the be-
havior of the chemical potential µ changes characteristically
and approaches zero, and the condensate ∆0 becomes of or-
der of the relativistic Fermi energy Ef or the fermion mass m
rapidly. In the region η ∼ ηc, the relativistic effect already be-
comes important, even though the initial noninteracting Fermi
gas satisfies the nonrelativistic condition ζ ≪ 1. On the other
hand, the smaller the parameter ζ, the stronger the coupling
to exhibit the relativistic effects. For the experiments of ultra
cold atomic Fermi gases, it seems that it is very hard to show
this effect, since the system is very dilute and we cannot reach
such strong attraction.
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FIG. 1: The condensate ∆0 and nonrelativistic chemical potential
µ − m, scaled by the nonrelativistic Fermi energy ǫf , as functions of
η in the region −1 < η < 1 for several values of ζ. In the calculations
we set Λ/m = 10.
We can derive an analytical expression for the critical cou-
pling ηc or Uc for the RBEC state. At the critical coupling,
we can take µ ≃ 0 and ∆0 ≪ m approximately, and the gap
equation becomes
1
Uc
≃ m
2
2π2
∫ Λ
0
dk√
k2 + m2
. (19)
60 5 10 15 20
0
0.2
0.4
0.6
0.8
1
η
µ/
E f
ζ=0.1
ζ=0.2
ζ=0.5
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
η
∆ 0
/E
f
ζ=0.1
ζ=0.2
ζ=0.5
FIG. 2: The condensate ∆0 and chemical potential µ, scaled by the
relativistic Fermi energy Ef , as functions of η in a wide region −1 <
η < 20 for several values of ζ. In the calculations we set Λ/m = 10.
Completing the integral we obtain
U−1c =
2
π
U−10 f (Λ/m),
ηc =
2
π
ζ−1 f (Λ/m) (20)
with f (x) = ln(x + √x2 + 1) and U0 = 4π/m2 = 4πλ2c . While
in the nonrelativistic region with η ≪ ζ−1 the result is almost
cutoff independent, in the RBEC region η ∼ ζ−1 the solution
becomes sensitive to the cutoffΛ. For a realistic model such as
Yukawa coupling model, the solution at super strong coupling
should be sensitive to the model parameters.
To see what happens in the region with η ∼ ζ−1, we first
discuss the fermion and anti-fermion momentum distributions
n−(k) and n+(k). From the number equation we have
n±(k) = 12
(
1 − ξ
±
k
E±k
)
. (21)
In the nonrelativistic BCS and BEC regions with η ≪ ζ−1, we
have ∆0 ≪ Ef , and the anti-fermion degree of freedom can be
safely neglected, i.e., n+(k) ≃ 0. In the weak coupling BCS
limit we have ∆0 ≪ ǫf . Therefore n−(k) deviates slightly from
the standard Fermi distribution at the Fermi surface, especially
we have n−(0) ≃ 1. In the deep NBEC region, we have ∆0 ∼
ηǫf and |µ−m| ∼ η2ǫf . From |µ−m| ≫ ∆0, we find that n−(0) ≪
1 and n−(k) become very smooth in the momentum space.
However, in the RBEC region with η ∼ ζ−1, µ approaches
zero and the anti-fermions become nearly degenerate with the
fermions. We have
n−(k) ≃ n+(k) = 12
1 −
ǫk√
ǫ2k + ∆
2
0
 . (22)
Therefore, unlike the NBEC case, n±(0) here can be large as
long as ∆0 is of order of m.
In the nonrelativistic BCS and BEC regions, the total net
density n = n− − n+ is approximately n ≃ n− =
∑
k n−(k), and
the contribution from the anti-fermions can be neglected, i.e.,
n+ =
∑
k n+(k) ≃ 0. However, when we approach the RBEC
region, the contributions from fermions and anti-fermions are
almost equally important. Near the onset of the RBEC region
with ∆0 < m we can estimate
n− ≃ n+ ≃
∆20
8π2
∫ Λ
0
dk k
2
k2 + m2
=
∆20Λ
8π2
(
1 − m
Λ
arctan
Λ
m
)
.
(23)
For m ≪ Λ, the second term in the bracket can be omitted, and
we get n− ≃ n+ ≃ ∆20Λ/(8π2). Therefore, in the RBEC region,
the system in fact becomes very dense even though the net
density n is dilute: the densities of fermions and anti-fermions
are both much larger than n but their difference produces a
small net density n.
In the nonrelativistic theory of BCS-BEC crossover in di-
lute Fermi gases, the attraction strength and number density
are reflected in the theory in a compact way through the com-
bined dimensionless quantity η = 1/(kfas), and therefore
changing the density of the system cannot induce a BCS-BEC
crossover. However, if the universality is broken, there would
exist an extra density dependence which may induce a BCS-
BEC crossover. In nonrelativistic Fermi systems, the breaking
of the universality can be induced by a finite-range interac-
tion [139]. In the relativistic theory, the universality is natu-
rally broken by the ζ = kf/m dependence which leads to the
extra density effect.
To study this phenomenon, we calculate the “phase dia-
gram” in the U0/U − kf/m plane where U0/U reflects the pure
coupling constant effect and kf/m reflects the pure density ef-
fect. The reason why we do not present the phase diagram in
the η − ζ plane is that both η = 1/(kfas) and ζ = kf/m include
the density effect. To identify the BCS-like and BEC-like
phases, we take a look at the lower branch of the excitation
spectra, i.e., E−k =
√
(ǫk − µ)2 + ∆20. This excitation spectrum
is qualitatively different for µ > m and µ < m. Actually, the
minimum of the dispersion is located at nonzero momentum
|k| =
√
µ2 − m2 for µ > m (BCS-like) and located at zero mo-
mentum |k| = 0 for µ < m (BEC-like). Therefore, the BCS
state and the BEC state can be separated by the line deter-
mined by the condition µ = m. The phase diagram is shown
in Fig.3. The BEC state is below the line µ = m and the BCS-
like state is above the line. We see clearly two ways to realize
7the BCS-BEC crossover, by changing the attraction strength
at some fixed density and changing the density at some fixed
attraction strength. Note that we only plot the line which sepa-
rates the BCS-like region and the BEC-like region. Above and
close to the line µ = m there should exist a crossover region,
like the phase diagram given in [139].
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FIG. 3: The phase diagram in the U0/U−kf/m plane. The line which
separates the BCS-like region and the BEC-like region is defined as
µ = m.
The density induced BCS-BEC crossover can be realized
in dense QCD or QCD-like theories, such as QCD at fi-
nite isospin density [75, 96–114] and two-color QCD at fi-
nite baryon density [80–89]. The new feature in QCD and
QCD-like theories is that the effective quark mass m decreases
with increasing density due to the effect of chiral symmetry
restoration at finite density, which would lower the BCS-BEC
crossover line in the phase diagram.
To study the evolution of the collective modes in the BCS-
BEC crossover, we investigate the fluctuations around the sad-
dle point ∆(x) = ∆0. To this end, we write ∆(x) = ∆0 + φ(x)
and expand the effective action Seff to the quadratic terms in
φ (Gaussian fluctuations). We obtain
SGauss[φ] = Seff[∆0] +
1
2
∑
Q
Φ†(Q)M(Q)Φ(Q), (24)
where Φ is defined as Φ†(Q) = (φ∗(Q), φ(−Q)). The matrix
M(Q) then determines the spectra of the collective bosonic
excitations.
The inverse propagator M of the collective modes is a 2× 2
matrix. The elements are given by
M11(Q) = 1g +
1
2
∑
K
Tr
[
iγ5G11(K + Q)iγ5G22(K)] ,
M12(Q) = 12
∑
K
Tr
[
iγ5G12(K + Q)iγ5G12(K)] ,
M21(Q) = M12(−Q),
M22(Q) = M11(−Q), (25)
where Gi j(i, j = 1, 2) are the elements of the fermion propa-
gator G = G[∆0] in the Nambu-Gor’kov space. The explicit
form of the fermion propagator is given by
G11 =
iωn + ξ−k
(iωn)2 − (E−k )2
Λ+γ0 +
iωn − ξ+k
(iωn)2 − (E+k )2
Λ−γ0,
G12 = i∆0(iωn)2 − (E−k )2
Λ+γ5 +
i∆0
(iωn)2 − (E+k )2
Λ−γ5,
G22 = G11(µ→ −µ),
G21 = G12(µ→ −µ), (26)
where the energy projectors are defined as
Λ±(k) = 12
[
1 ± γ0 (γ · k + m)
ǫk
]
. (27)
At zero temperature, M11 and M12 can be evaluated as
M11(Q) = 1g +
∑
k
[  (υ
−
k)2(υ−k+q)2
iνm − E−k − E−k+q
−
(u−k)2(u−k+q)2
iνm + E−k + E
−
k+q
T+ +
 (u
+
k)2(u+k+q)2
iνm − E+k − E+k+q
−
(υ+k)2(υ+k+q)2
iνm + E+k + E
+
k+q
T+
+
 (υ
−
k )2(u+k+q)2
iνm − E−k − E+k+q
−
(u−k )2(υ+k+q)2
iνm + E−k + E
+
k+q
T− +
 (u
+
k)2(υ−k+q)2
iνm − E+k − E−k+q
−
(υ+k)2(u−k+q)2
iνm + E+k + E
−
k+q
T−
]
,
M12(Q) =
∑
k
[  u
−
kυ
−
ku
−
k+qυ
−
k+q
iνm + E−k + E
−
k+q
−
u−kυ
−
ku
−
k+qυ
−
k+q
iνm − E−k − E−k+q
T+ +
 u
+
kυ
+
ku
+
k+qυ
+
k+q
iνm + E+k + E
+
k+q
−
u+kυ
+
ku
+
k+qυ
+
k+q
iνm − E+k − E+k+q
T+
+
 u
−
kυ
−
ku
+
k+qυ
+
k+q
iνm + E−k + E
+
k+q
−
u−kυ
−
ku
+
k+qυ
+
k+q
iνm − E−k − E+k+q
T− +
 u
+
kυ
+
ku
−
k+qυ
−
k+q
iνm + E+k + E
−
k+q
−
u+kυ
+
ku
−
k+qυ
−
k+q
iνm − E+k − E−k+q
T−
]
, (28)
where (u±k)2 = (1 + ξ±k/E±k )/2 and (υ±k)2 = (1 − ξ±k/E±k )/2 are the BCS distributions and T± = 1/2 ± (k · q + ǫ2k)/(2ǫkǫk+q).
At q = 0, we have T+ = 1 and T− = 0.
8Taking the analytical continuation iνm → ω + i0+, the exci-
tation spectrum ω = ω(q) of the collective mode is obtained
by solving the equation
det M[q, ω(q)] = 0. (29)
To make the result more physical, we decompose the complex
fluctuation field φ(x) into its amplitude mode λ(x) and phase
mode θ(x), i.e., φ(x) = (λ(x)+ iθ(x))/√2. Then in terms of the
phase and amplitude fields the Gaussian part of the effective
action takes the form
(
λ∗ θ∗
) ( M+11 + M12 iM−11−iM−11 M+11 −M12
) (
λ
θ
)
(30)
with M±11(q, ω) = (M11(q, ω) ± M11(q,−ω))/2. Note that
M+11(q, ω) and M−11(q, ω) are even and odd functions of ω,
respectively. Considering M−11(q, 0) = 0, the amplitude and
phase modes decouple exactly at ω = 0. Furthermore, using
the gap equation for ∆0 we find M+11(0, 0) = M12(0, 0), which
ensures the gapless phase mode at q = 0, i.e., the Goldstone
mode corresponding to the spontaneous breaking of the global
U(1) symmetry of the Lagrangian density (4).
We now determine the excitation spectrum of the Gold-
stone mode at low momentum and frequency, i.e., ω, |q| ≪
mink{E±k }. In this region, the dispersion takes the linear form
ω(q) = c|q|. The behavior of the Goldstone mode velocity
c in the BCS-BEC crossover is most interesting since it de-
termines the low temperature behavior of the thermodynamic
quantities. To calculate the velocity c, we make a small q and
ω expansion of the effective action, that is,
M+11 + M12 = A +C|q|2 − Dω2 + · · · ,
M+11 − M12 = H|q|2 − Rω2 + · · · ,
M−11 = Bω + · · · . (31)
The Goldstone mode velocity c can be shown to be
c =
√
H
B2/A + R
. (32)
The corresponding eigenvector of M is (λ, θ) = (−ic|q|B/A, 1),
which is a pure phase mode at q = 0 but has an admixture of
the amplitude mode controlled by B at finite q. The explicit
forms of A, B, R, and H can be calculated as
A = 4∆20R,
B =
1
4
∑
k
 ξ−kE−3k −
ξ+k
E+3k
 ,
R =
1
8
∑
k
 1E−3k +
1
E+3k
 ,
H =
1
16
∑
k
[
1
E−3k
ξ−k
ǫk
+
 ∆20E−2k −
ξ−k
3ǫk
 k2
ǫ2k

+
1
E+3k
ξ+k
ǫk
+
 ∆20E+2k −
ξ+k
3ǫk
 k2
ǫ2k

+2
 1E−k +
1
E+k
− 2 E
−
k E
+
k − ξ−k ξ+k + ∆20
E−k E
+
k (E−k + E+k )

× 1
ǫ2k
1 − k23ǫ2k

]
. (33)
In the nonrelativistic limit with ζ ≪ 1 and η ≪ ζ−1, we
have |µ − m|,∆0 ≪ m, all the terms that include anti-fermion
energy can be neglected. The fermion dispersion relation ξ−k
and E−k can be well approximated as ξk = k2/(2m) − (µ − m)
and Ek =
√
ξ2k + ∆
2
0, and we can take T+ ≃ 1. In this limit
the functions M11 and M12 are the same as those obtained in
nonrelativistic theory [5]. In this case, we have
B =
1
2
∑
k
ξk
E3k
,
R =
1
8
∑
k
1
E3k
,
H =
1
16
∑
k
1
E3k
ξk
m
+
∆20
E2k
k2
m2
 . (34)
In the weak coupling BCS limit, all the integrated functions
peak near the Fermi surface, we have B = 0 and c =
√
H/R.
Working out the integrals we recover the well known result
c = ζ/
√
3 for nonrelativistic fermionic superfluidity in the
weak coupling limit. In the NBEC region, the Fermi surface
does not exist and B becomes nonzero. An explicit calculation
shows c = ζ/
√
3πη ≪ ζ [5]. This result can be rewritten as
c2 = 4πnBaB/m2B, where mB = 2m, aB = 2as, and nB = n/2
are the corresponding mass, scattering length and density of
bosons. This recovers the result for weakly interacting Bose
condensate [119].
In the RBEC region with η ∼ ζ−1, the chemical potential
µ → 0. Therefore, the terms include anti-fermion energy be-
come nearly degenerate with the fermion terms and cannot be
neglected. Notice that B is an odd function of µ, it vanishes
for µ→ 0. Taking µ = 0 we obtain
R =
1
4
∑
k
1
E3k
,
H =
1
8
∑
k
1
E3k
3 − k2
ǫ2k
+
∆20
E2k
k2
ǫ2k
 , (35)
9where Ek =
√
ǫ2k + ∆
2
0 is now the degenerate dispersion
relation in the limit µ → 0. In the RBEC region the
Goldstone mode velocity can be well approximated as c =
limΛ→∞
√
H/R. Therefore, we find c → 1 in this region. This
is consistent with the Goldstone boson velocity for relativistic
Bose-Einstein condensation [112].
On the other hand, in the ultra relativistic BCS state with
kf ≫ m and ∆0 ≪ µ ≃ Ef , all the terms that include anti-
fermion energy can be neglected again. This case corresponds
to color superconductivity in high density quark matter. In
this case we have B ≃ 0 and
R ≃ µ
2
16π2
∫ ∞
0
dk 1[
(k − µ)2 + ∆20
]3/2 ,
H ≃ µ
2
32π2
∫ ∞
0
dk
∆20[
(k − µ)2 + ∆20
]5/2 . (36)
For weak coupling, we have ∆0 ≪ µ, and a simple algebra
shows H/R = 3. Therefore we recover the well-known result
c = 1/
√
3 for BCS superfluidity in ultra relativistic Fermi
gases.
The mixing of amplitude and phase modes undergoes char-
acteristic changes in the BCS-NBEC-RBEC crossover. In the
weak coupling BCS region, all the integrands peak near the
Fermi surface and we have B = 0 due to the particle-hole sym-
metry. In this region the amplitude and phase modes decouple
exactly. In the NBEC region where η ≪ ζ−1, while the anti-
fermion term in B can be neglected, we have B , 0 since the
particle-hole symmetry is lost, which induces strong phase-
amplitude mixing. In the RBEC region, while both particle-
hole and anti-particle–anti-hole symmetries are lost, they can-
cel each other and we have again B = 0. This can be seen
from the fact that for µ → 0 the first and second terms in B
cancel each other. Thus in the RBEC region, the amplitude
and phase modes decouple again. The above observation for
the phase-amplitude mixing in NBEC and RBEC regions can
also be explained in the frame of the bosonic field theory for
Bose-Einstein condensation. In the nonrelativistic field the-
ory, the off-diagonal elements of the inverse boson propagator
are proportional to iω [140], which induces a strong phase-
amplitude mixing. However, in the relativistic field theory,
the off-diagonal elements are proportional to iµω [56, 112].
Therefore the phase-amplitude mixing is weak for the Bose-
Einstein condensation of nearly massless bosons (µ→ 0).
B. Finite temperature analysis
In this subsection we turn to the finite temperature case.
First, we consider the BCS mean field theory at finite temper-
ature. In the mean field approximation, we consider a uniform
and static saddle point ∆(x) = ∆sc. In this part we denote the
superfluid order parameter by ∆sc for convenience. The ther-
modynamic potential in the mean field approximation can be
evaluated as
Ω =
∆2sc
g
−
∑
k
{ (
E+k + E
−
k − ξ+k − ξ−k
)
−T
[
ln(1 + e−E+k /T ) + ln(1 + e−E−k /T )
] }
, (37)
where E±k now reads E
±
k =
√
(ξ±k )2 + ∆2sc. Minimizing Ω with
respect to ∆sc, we get the gap equation at finite temperature,
1
g
=
∑
k
[1 − 2 f (E−k )
2E−k
+
1 − 2 f (E+k )
2E+k
]
, (38)
where f (x) = 1/(ex/T+1) is the Fermi-Dirac distribution func-
tion. Meanwhile, the number equation at finite temperature
can be expressed as
n =
∑
k
{[
1 − ξ
−
k
E−k
(1 − 2 f (E−k ))
]
−
[
1 − ξ
+
k
E+k
(1 − 2 f (E+k ))
]}
.
(39)
We note that the first and second terms in the square bracket
on the right hand sides of equations (38) and (39) correspond
to fermion and anti-fermion degrees of freedom, respectively.
Generally, we expect that the order parameter ∆sc van-
ishes at some critical temperature due to thermal excitation of
fermionic quasiparticles. At weak coupling, the BCS mean
field theory is enough to predict quantitatively the critical
temperature. However, it fails to recover the correct criti-
cal temperature for Bose-Einstein condensation at strong cou-
pling [141, 142]. Therefore, to study the BCS-BEC crossover
at finite temperature, the effects of pairing fluctuations should
be considered. There exist many methods to treat pair fluc-
tuations at finite temperature. In the NSR theory [3], which
is also called G0G0 theory, the pair fluctuations enter only
the number equation, but the fermion loops which appear in
the pair propagator are constructed by bare Green function
G0. As a consequence, such a theory is, in principle, ap-
proximately valid only at T ≥ Tc. For the study of BCS-
BEC crossover, one needs a theory which is valid not only
above the critical temperature but also in the symmetry break-
ing phase. While such a strict theory has not been reached so
far, some T-matrix approaches are developed, see, for instance
[7, 141, 142]. An often used treatment for the pair fluctuations
in these approaches is the asymmetric pair approximation or
the so-called G0G scheme [7, 143–145]. The effect of the pair
fluctuations in the G0G method is treated as a fermion pseu-
dogap which has been widely discussed in high temperature
superconductivity. In contrast to the G0G0 scheme, the G0G
scheme keeps the Ward identity [7].
To generalize the mean field theory to including the effects
of uncondensed pairs, we first reexpress the BCS mean field
theory by using the G0G formalism [7]. Such a formalism is
convenient for us to go beyond the BCS and include uncon-
densed pairs at finite temperature.
Let us start from the fermion propagatorG in the superfluid
phase. The inverse fermion propagator reads
G−1(K) =
(
G−10 (K; µ) iγ5∆sc
iγ5∆sc G−10 (K;−µ)
)
(40)
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with the inverse free fermion propagator given by
G−10 (K; µ) = (iωn + µ)γ0 − γ · k − m. (41)
The fermion propagator can be formally expressed as
G(K) =
(
G(K; µ) F(K; µ)
F(K;−µ) G(K;−µ)
)
. (42)
The normal and anomalous Green’s functions can be explic-
itly expressed as
G(K; µ) = iωn + ξ
−
k
(iωn)2 − (E−k )2
Λ+γ0 +
iωn − ξ+k
(iωn)2 − (E+k )2
Λ−γ0,
F(K; µ) = i∆sc(iωn)2 − (E−k )2
Λ+γ5 +
i∆sc
(iωn)2 − (E+k )2
Λ−γ5. (43)
On the other hand, the normal and anomalous Green’s func-
tions can also be expressed as
G(K; µ) =
[
G−10 (K; µ) − Σsc(K)
]−1
,
F(K; µ) = −G(K; µ)iγ5∆scG0(K;−µ), (44)
where the fermion self-energy Σsc(K) is given by
Σsc(K) = iγ5∆scG0(K;−µ)iγ5∆sc = −∆2scG0(−K; µ). (45)
According to the Green’s function relations, the gap equation
can be expressed as
∆sc =
g
2
∑
K
Tr
[
iγ5F(K; µ)]
=
g
2
∆sc
∑
K
Tr
[
G(K; µ)G0(−K; µ)] . (46)
The number equation reads
n =
∑
K
Tr
[
γ0G(K; µ)] . (47)
Completing the Matsubara frequency summation, we obtain
the gap equation (38) and the number equation (39).
There are two lessons from the above formalism. First, in
the BCS mean field theory, fermion–fermion pairs and anti-
fermion–anti-fermion pairs explicitly enter the theory below
Tc only through the condensate ∆sc. In the G0G formalism,
the fermion self-energy can equivalently be expressed as
Σsc(K) =
∑
Q
tsc(Q)G0(Q − K; µ) (48)
associated with a condensed pair propagator given by
tsc(Q) = −
∆2sc
T
δ(Q). (49)
Second, the BCS mean field theory can be associated with
a specific pair susceptibility χ(Q) defined by
χBCS(Q) = 12
∑
K
Tr
[
G0(Q − K; µ)G(K; µ)] . (50)
With this susceptibility, the gap equation can also be ex-
pressed as
1 − gχBCS(Q = 0) = 0. (51)
This implies that the uncondensed pair propagator takes the
form
t(Q) = −g
1 − gχBCS(Q) , (52)
and t−1(Q = 0) is proportional to the pair chemical potential
µpair. Therefore, the fact that in the superfluid phase the pair
chemical potential vanishes leads to the BEC-like condition
t−1(Q = 0) = 0. (53)
While the uncondensed pairs do not play any real role in
the BCS mean field theory, such a specific choice of the pair
susceptibility and the BEC-like condition tell us how to go
beyond the BCS mean field theory and include the effects of
uncondensed pairs.
We now go beyond the BCS mean field approximation and
include the effects of uncondensed pairs by using the G0G
formalism. It is clear that, in the BCS mean field approxi-
mation, the fermion self-energy Σsc(K) includes contribution
only from the condensed pairs. At finite temperature, the un-
condensed pairs with nonzero momentum can be thermally
excited, and the total pair propagator should contain both the
condensed (sc) and uncondensed or “pseudogap”-associated
(pg) contributions. Then we write [7]
t(Q) = tpg(Q) + tsc(Q),
tpg(Q) = −g1 − gχ(Q) , Q , 0,
tsc(Q) = −
∆2sc
T
δ(Q). (54)
Then the fermion self-energy reads
Σ(K) =
∑
Q
t(Q)G0(Q − K; µ) = Σsc(K) + Σpg(K), (55)
where the BCS part is
Σsc(K) =
∑
Q
tsc(Q)G0(Q − K; µ) (56)
and the pseudogap part reads
Σpg(K) =
∑
Q
tpg(Q)G0(Q − K; µ). (57)
The pair susceptibility χ(Q) is still given by the G0G form,
χ(Q) = 1
2
∑
K
Tr
[
G0(Q − K; µ)G(K; µ)] , (58)
where the full fermion propagator now becomes
G(K; µ) =
[
G−10 (K; µ) − Σ(K)
]−1
. (59)
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FIG. 4: Diagramatic representation of the propagator tpg for the un-
condensed pairs and the fermion self-energy [7]. The total fermion
self-energy contains contributions from condensed (Σsc) and uncon-
densed (Σpg) pairs. The dashed, thin solid and thick solid lines in tpg
represent, respectively, the coupling constant g/2, bare propagator
G0 and full propagator G.
The G0G formalism used here can be diagrammatically illus-
trated in Fig.4. The order parameter ∆sc and the chemical po-
tential µ are in principle determined by the BEC condition
t−1pg (0) = 0 and the number equation n =
∑
K Tr
[
γ0G(K; µ)].
However, since the explicit form of the full propagator
G(K) is not known a priori, the above equations are no long
simple algebra equations and become hard to handle ana-
lytically. In the superfluid phase T ≤ Tc, the BEC condi-
tion t−1pg (0) = 0 implies that tpg(Q) is strongly peaked around
Q = 0. This allows us to take the approximation
Σ(K) ≃ −∆2G0(−K; µ), (60)
where ∆2 contains contributions from both the condensed and
uncondensed pairs. We have
∆2 = ∆2sc + ∆
2
pg, (61)
where the pseudogap energy ∆pg is defined as
∆2pg = −
∑
Q,0
tpg(Q). (62)
We should point out that, well above the critical temperature
Tc such an approximation is no longer good, since the BEC
condition is not valid in normal phase and tpg(Q) becomes no
longer peaked around Q = 0.
Like in the nonrelativistic theory [7, 143–145], we can
show that ∆2pg physically corresponds to the classical fluctu-
ations of the order parameter field ∆(x), i.e.,
∆2pg ≃ 〈|∆|2〉 − 〈|∆|〉2. (63)
Therefore, the effects of the quantum fluctuations are not in-
cluded in such a theory. In fact, at zero temperature ∆pg van-
ishes and the theory recovers exactly the BCS mean field the-
ory. Such a theory may be called a generalized mean field
theory. But as we will show below that, such a theory is al-
ready good to describe the BCS-NBEC-RBEC crossover in
relativistic Fermi systems.
Under the approximation (60), the full Green’s function
G(K; µ) can be evaluated explicitly as
G(K; µ) = iωn + ξ
−
k
(iωn)2 − (E−k )2
Λ+γ0 +
iωn − ξ+k
(iωn)2 − (E+k )2
Λ−γ0, (64)
where the excitation spectra becomes
E±k =
√
(ξ±k )2 + ∆2 =
√
(ξ±k )2 + ∆2sc + ∆2pg. (65)
We see clearly that the excitation gap at finite temperature be-
comes ∆ rather than the superfluid order parameter ∆sc. With
the explicit form of the full Green’s function G(K; µ), the pair-
ing susceptibility χ(Q) can be evaluated as
χ(Q) =
∑
k
{ 1 − f (E
−
k ) − f (ξ−q−k)
E−k + ξ
−
q−k − q0
E−k + ξ
−
k
2E−k
−
f (E−k ) − f (ξ−q−k)
E−k − ξ−q−k + q0
E−k − ξ−k
2E−k

12 + ǫ
2
k − k · q
2ǫkǫq−k

+
1 − f (E
−
k ) − f (ξ+q−k)
E−k + ξ
+
q−k + q0
E−k − ξ−k
2E−k
−
f (E−k ) − f (ξ+q−k)
E−k − ξ+q−k − q0
E−k + ξ
−
k
2E−k

12 − ǫ
2
k − k · q
2ǫkǫq−k

}
+
(
E±k , ξ
±
k , q0 → E∓k , ξ∓k ,−q0
) (66)
with q0 = iνm. Using the BEC condition t−1pg (0) = 0, we obtain
the gap equation
1
g
=
∑
k
[1 − 2 f (E−k )
2E−k
+
1 − 2 f (E+k )
2E+k
]
. (67)
The number equation n =
∑
K Tr
[
γ0G(K; µ)] now becomes
n =
∑
k
{[
1 − ξ
−
k
E−k
(1 − 2 f (E−k ))
]
−
[
1 − ξ
+
k
E+k
(1 − 2 f (E+k ))
]}
.
(68)
While they take the same forms as those in the BCS mean field
theory, the excitation gap is replaced by ∆ which contains the
contribution from the uncondensed pairs. The order parame-
ter ∆sc, the pseudogap energy ∆pg, and the chemical potential
12
µ are determined by solving together the gap equation, the
number equation, and Eq. (62).
In the nonrelativistic limit with |µ−m|,∆≪ m, all the terms
including anti-fermion dispersion relations can be safely ne-
glected, and the fermion dispersion relations are well approx-
imated as ξk = k2/(2m)− (µ−m) and Ek =
√
ξ2k + ∆
2
. Taking
into account |q| ≪ m, we obtain
χNR(Q) =
∑
k
[1 − f (Ek) − f (ξq−k)
Ek + ξq−k − q0
Ek + ξk
2Ek
− f (Ek) − f (ξq−k)
Ek − ξq−k + q0
Ek − ξk
2Ek
]
, (69)
which is just the same as the pair susceptibility obtained in the
nonrelativistic theory [7, 143–145].
However, solving Eq. (62) together with the gap and num-
ber equations is still complicated. Fortunately, the BEC condi-
tion allows us to do further approximations for the pair prop-
agator tpg(Q). Using the BEC condition 1 − gχ(0) = 0 for the
superfluid phase, we have
tpg(Q) = 1
χ(Q) − χ(0) . (70)
The pseudogap contribution is dominated by the gapless pair
dispersion in low energy domain. Then we can expand the
susceptibility around Q = 0 and obtain
tpg(Q) ≃ 1Z1q0 + Z2q20 − ξ2q2
, (71)
where the coefficients Z1, Z2 and ξ2 are given by
Z1 =
∂χ(Q)
∂q0
∣∣∣∣∣∣Q=0,
Z2 =
1
2
∂2χ(Q)
∂q20
∣∣∣∣∣∣Q=0,
ξ2 = −1
2
∂2χ(Q)
∂q2
∣∣∣∣∣∣Q=0. (72)
Taking the first and second order derivatives with respect to
q0, we obtain
Z1 =
∑
k
1
2E−k
[1 − f (E−k ) − f (ξ−k )
E−k + ξ
−
k
+
f (E−k ) − f (ξ−k )
E−k − ξ−k
]
+
(
E±k , ξ
±
k → E∓k , ξ∓k
)
,
Z2 =
∑
k
1
2E−k
[1 − f (E−k ) − f (ξ−k )
(E−k + ξ−k )2
− f (E
−
k ) − f (ξ−k )
(E−k − ξ−k )2
]
+
(
E±k , ξ
±
k → E∓k , ξ∓k
)
. (73)
Using the identity (E±k )2− (ξ±k )2 = ∆2, they can be rewritten as
Z1 =
1
2∆2
n − 2∑
k
( f (ξ−k ) − f (ξ+k ))
 ,
Z2 =
1
2∆4
∑
k
 (E−k )2 + (ξ−k )2E−k
(
1 − 2 f (E−k )
) − 2ξ−k (1 − 2 f (ξ−k ))
 + (E±k , ξ±k → E∓k , ξ∓k ) . (74)
Taking the second order derivative with respect to q, we get
ξ2 =
1
2
∑
k
{
1
2E−k
[1 − f (E−k ) − f (ξ−k )
E−k + ξ
−
k
+
f (E−k ) − f (ξ−k )
E−k − ξ−k
]
ǫ2k − k2x2
ǫ3k
−
[
1
E−k
(1 − f (E−k ) − f (ξ−k )
(E−k + ξ−k )2
− f (E
−
k ) − f (ξ−k )
(E−k − ξ−k )2
)
+
2 f ′(ξ−k )
∆2
]
k2x2
ǫ2k
−
[1 − f (E−k ) − f (ξ+k )
E−k + ξ
+
k
E−k − ξ−k
2E−k
− f (E
−
k ) − f (ξ+k )
E−k − ξ+k
E−k + ξ
−
k
2E−k
− 1 − 2 f (E
−
k )
2E−k
]
ǫ2k − k2 x2
2ǫ4k
}
+
(
E±k , ξ
±
k → E∓k , ξ∓k
) (75)
with x = cos θ and f ′(x) = d f (x)/dx. In the superfluid phase
the equation (62) becomes
∆2pg =
1
Z2
∑
q
b(ωq − ν) + b(ωq + ν)
2ωq
, (76)
where b(x) = 1/(ex/T − 1) is the Bose-Einstein distribution
function, and ωq and ν are defined as
ωq =
√
ν2 + c2q2, ν = Z1
2Z2
, c2 =
ξ2
Z2
. (77)
Without numerical calculations we have the following ob-
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servations from the above equations.
1) At zero temperature, the pseudogap ∆pg vanishes automati-
cally and the theory reduces to the BCS mean field theory [27–
38]. Therefore such a theory can be called a generalized mean
field theory at finite temperature.
2) For dilute systems with k f ≪ m or n ≪ m3, if the cou-
pling is not strong enough, i.e., the molecule binding energy
Eb ≪ 2m, the theory reduces to its nonrelativistic version [8].
3) If Z1q0 dominates the propagator tpg, the pair dispersion
is quadratic in |q|, and therefore the pseudogap behaves as
∆pg ∝ T 3/4 at low temperature. On the other hand, if Z2q20
is the dominant term, the pair dispersion is linear in |q|, and
the pseudogap behaves as ∆pg ∝ T at low temperature. In the
following, we will show that the first case occurs in the NBEC
region and the second case occurs in the RBEC region.
4)From the explicit expression of Z1 in Eq.(74), we find that
the quantity in the square brackets can be identified as the to-
tal number density nB of the bound pairs (bosons). Therefore,
we have
nB = Z1∆2. (78)
From the relation ∆2 = ∆2sc + ∆2pg, nB can be decomposed
into the condensed pair density nsc and the uncondensed pair
density npg, i.e.,
nsc = Z1∆2sc, npg = Z1∆
2
pg. (79)
The fraction of the condensed pairs can be defined by
Pc =
nsc
n/2
=
2Z1∆2sc
n
. (80)
5) In the weak coupling BCS region, the density n can be well
approximated as
n ≃ 2
∑
k
( f (ξ−k ) − f (ξ+k )) , (81)
which leads to consistently nB = 0 in this region. In the strong
coupling BEC region, however, almost all fermions form two-
body bound states which results in nB ≃ n/2. At T = 0, we
have∆pg = 0, nB = nsc, and Pc ≃ 1. At the critical temperature
T = Tc, the order parameter∆sc vanishes and the uncondensed
pair density npg becomes dominant.
At the critical temperature Tc, the order parameter ∆sc van-
ishes but the pseudogap ∆pg in general does not vanish. The
transition temperature Tc can be determined by solving the
gap and number equations together with Eq.(76). In general
there also exists a limit temperature T ∗ where the pseudogap
becomes small enough. The region Tc < T < T ∗ is the so-
called pseudogap phase. Above the critical temperature Tc,
the order parameter ∆sc vanishes, and the BEC condition is no
longer valid. As a consequence, the propagator tpg(Q) can be
expressed as
tpg(Q) = 1
χ(Q) − χ(0) − Z0 (82)
with Z0 = 1/g − χ(0) , 0. As an estimation of ∆pg above Tc,
we still perform the low energy expansion for the susceptibil-
ity,
tpg(Q) ≃ 1Z1q0 + Z2q20 − ξ2|q|2 − Z0
. (83)
Therefore above Tc the pseudogap equation becomes
∆2pg =
1
Z2
∑
q
b(ω′q − ν) + b(ω′q + ν)
2ω′q
(84)
with
ω′q =
√
ν2 + λ2 + c2q2, λ2 = Z0/Z2. (85)
The equation (84) together with the number equation deter-
mines the pseudogap ∆pg and the chemical potential µ above
Tc. Since the pair dispersion is no longer gapless, we ex-
pect that Z0 increases with increasing temperature and there-
fore ∆pg drops down and approaches zero at some dissociation
temperature T ∗.
In the end of this part, we discuss the thermodynamics of
the system. The BCS mean field theory does not include the
contribution from the uncondensed bosons which dominate
the thermodynamics at strong coupling. In the generalized
mean field theory, the total thermodynamic potential Ω con-
tains both the fermionic and bosonic contributions,
Ω = Ωcond + Ωfermion + Ωboson, (86)
where Ωcond = ∆2sc/g is the condensation energy, Ωfermion is
the fermionic contribution,
Ωfermion =
∑
k
{ (
ξ+k + ξ
−
k − E+k − E−k
) (87)
−T
[
ln (1 + e−E+k /T ) + ln (1 + e−E−k /T )
] }
,
and Ωboson is the contribution from uncondensed pairs,
Ωboson =
∑
Q
ln[1 − gχ(Q)]. (88)
Under the approximation (71) for the pair propagator, the
bosonic contribution in the superfluid phase can be evaluated
as
Ωboson = T
∑
q
[
ln (1 − e−ω+q /T ) + ln (1 − e−ω−q /T )
]
(89)
with ω±q = ωq ± ν.
There exist two limiting cases for the bosonic contribution.
If Z1q0 dominates the pair propagator, the pair dispersion is
quadratic in |q|. In this case Ωboson recovers the thermody-
namic potential of a nonrelativistic boson gas,
ΩNRboson = T
∑
q
ln
[
1 − e−q2/(2mBT )
]
. (90)
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On the other hand, if Z2q20 dominates, the pair dispersion is
linear in |q|. In the case we obtain the thermodynamic poten-
tial for an ultra relativistic boson gas
ΩURboson = 2T
∑
q
ln
(
1 − e−c|q|/T
)
(91)
with c → 1 for the RBEC region. As we will see below, the
former and latter cases correspond to the NBEC and RBEC
regions, respectively. The bosons and fermions behave differ-
ently in thermodynamics. As is well known, the specific heat
C of an ideal boson gas at low temperature is proportional to
Tα with α = 3/2 for nonrelativistic case and α = 3 for ul-
tra relativistic case. However the BCS mean field theory only
predicts an exponential law C ∝ e−∆0/T at low temperature.
We now apply the generalized mean field theory to study
the BCS-BEC crossover with massive relativistic fermions.
We assume here that the density n satisfies n < m3 or ζ < 1.
In this case the system is not ultra relativistic and can even be
treated nonrelativistically in some parameter region.
From the study in the previous subsection at T = 0, if the
dimensionless coupling η varies from −∞ to +∞, the system
undergoes two crossovers, the crossover from the BCS state
to the NBEC state around η ∼ 0 and the crossover from the
NBEC state to the RBEC state around η ∼ ζ−1. The NBEC
state and the RBEC state can be characterized by the molecule
binding energy Eb. We have Eb ≪ 2m in the NBEC state and
Eb ∼ 2m in the RBEC state.
1) BCS region. In the weak coupling BCS region, there ex-
ist no bound pairs in the system. In this case, Z1 is small
enough and Z2 dominates the pair dispersion [7]. We have
∆2pg ∝ 1/(Z2c3), where c can be proven to be approximately
equal to the Fermi velocity [7]. Since ∆ is small in the weak
coupling region, we can show that the pseudogap ∆pg is much
smaller than the zero temperature gap ∆0 and therefore can
be safely neglected in this region. Therefore, the BCS mean
field theory is good enough at any temperature, and the criti-
cal temperature satisfies the well known relation Tc ≃ 0.57∆0.
In the nonrelativistic limit with ζ ≪ 1, the anti-fermion de-
grees of freedom can be ignored and the critical temperature
reads [138]
Tc =
8eγ−2
π
ǫfe
2η/π, (92)
where γ is Euler’s constant. Since the bosonic contribution
can be neglected, the specific heat at low temperature behaves
as C ∝ e−∆0/T .
2) NBEC region. In the NBEC region we have η > 1 and
η ≪ ζ−1. The molecule binding energy Eb ≪ 2m and |µ −
m| ≪ m. The system is a nonrelativistical boson gas with
effective boson mass 2m, if ζ ≪ 1. In this case, the anti-
fermion degree of freedom can be neglected, and we recover
the nonrelativistic result [8]. In this region, the gap∆ becomes
of order of the Fermi kenetic energy ǫ f . From Z1 ∝ 1/∆2 and
Z2 ∝ 1/∆4, Z1q0 is the dominant term and the pair dispersion
becomes quadratic in |q|. Therefore, the propagator of the
uncondensed pairs can be well approximated by
tpg(q) ≃
Z−11
q0 − |q|2/ (2mB) , (93)
where the pair mass mB is given by mB = Z1/(2ξ2). Then we
obtain
Z1∆2pg =
∑
q
b
( |q|2
2mB
)
=
(
mBT
2π
)3/2
ζ
(
3
2
)
. (94)
Since Z1∆2pg equals the total boson density nB at T = Tc, we
obtain the critical temperature for Bose-Einstein condensation
in nonrelativistic boson gas [56],
Tc =
2π
mB
 nB
ζ( 32 )
2/3 . (95)
The boson mass mB is generally expected to be equal to the
boson chemical potential µB = 2µ. In the nonrelativistic limit
ζ ≪ 1, we find mB ≃ 2m and nB ≃ n/2. The critical tem-
perature becomes Tc = 0.218ǫf. Since Z1 dominates the pair
dispersion, we have ∆pg ∝ T 3/4 and C ∝ T 3/2 at low tempera-
ture.
3) RBEC region. In this region the molecule binding energy
Eb → 2m and the chemical potential µ → 0. Nonrelativis-
tic limit cannot be reached even for ζ ≪ 1. Since the bosons
with their mass mB = 2µ become nearly massless in this re-
gion, anti-bosons can be easily excited. At T = Tc we have
nB = nb − n¯b = Z1∆2pg, (96)
where nb and n¯b are the densities for boson and anti-boson,
respectively. Note that nb and n¯b are both large, and their dif-
ference produces a small density nB ≃ n/2. On the other hand,
for µ→ 0 we can expand Z1 in powers of µ,
Z1 ≃ Rµ + O(µ3) = R2 mB + O(µ
3) (97)
and hence Z2 dominates the pair dispersion. In this case, the
propagator of the uncondensed pairs can be approximated as
tpg(Q) ≃
Z−12
q20 − c2|q|2
. (98)
Therefore we obtain
Z2∆2pg ≃
∑
q
b (c|q|)
c|q| =
T 2
12c3
. (99)
At low temperature we have ∆pg ∝ T . Combining the above
equations, we obtain the expression for Tc,
Tc =
(
24c3Z2
R
nB
mB
)1/2
. (100)
In the RBEC limit µ→ 0, we find that the above result recov-
ers the critical temperature for ultra relativistic Bose-Einstein
condensation [56, 146, 147],
Tc =
(
3nB
mB
)1/2
. (101)
The specific heat at low temperature behaves as to C ∝ T 3.
15
Now turn to numerical results. In Fig.5 we show numerical
results for the critical temperature Tc, the chemical potential
µ(Tc), and the pseudogap energy ∆pg(Tc) as functions of the
dimensionless coupling parameter η. In the calculations we
have set Λ/m = 10 and kf/m = 0.5. The BCS-NBEC-RBEC
crossover can be seen directly from the behavior of the chem-
ical potential µ. In the BCS region −∞ < η < 0.5, µ is larger
than the fermion mass m and approaches to the Fermi energy
Ef in the weak coupling limit η → −∞. The NBEC region
roughly corresponds to −0.5 < η < 4 and the NBEC-RBEC
crossover occurs at about η ≃ 4. The critical coupling η ≃ 4
for the NBEC-RBEC crossover is consistent the previous an-
alytical result (20).
The critical temperature Tc, plotted as the solid line in
Fig.5a, shows significant change from the weak to strong cou-
pling. To compare it with the critical temperature for Bose-
Einstein condensation, we solve the equation [56]∫ d3q
(2π)3
[
b
(
ǫBq − µB
)
− b
(
ǫBq + µB
)] ∣∣∣∣
µB=mB
= nB (102)
with ǫBq =
√
q2 + m2B, boson mass mB = 2µ, and boson den-
sity nB = n/2. The critical temperature obtained from this
equation is also shown in Fig.5a as a dashed line. In the weak
coupling region Tc is very small and agrees with the BCS
mean field theory. In the NBEC region Tc changes smoothly
and there is no remarkable difference between the solid and
dashed lines. Around the coupling ηc = 4, Tc increases rapidly
and then varies smoothly again. In the RBEC region, the crit-
ical temperature deviates significantly from the critical tem-
perature for ideal boson gas (dashed line). Note that, Tc is
of the order of the Fermi kinetic energy ǫf ≃ k2f /(2m) in the
NBEC region but becomes as large as the Fermi energy E f in
the RBEC region. The pseudogap ∆pg at T = Tc, shown in
Fig.5c, behaves the same as the critical temperature. To see
clearly the pseudogap phase, we also show in Fig.5a the limit
temperature T ∗ as a dotted line. The pseudogap exists in the
region between the solid and dotted lines and becomes small
enough above the dotted line.
To explain why the critical temperature in the RBEC region
deviates remarkably from the result for ideal boson gas, we
calculate the boson number fraction rB = nB/(n/2) and the
fermion number fraction rF = 1− rB at T = Tc and show them
as functions of the coupling η in Fig.6. While rB ≃ 1 in the
NBEC region, rB is obviously less than 1 in the RBEC region.
This conclusion is consistent with the results from the NSR
theory [27]. In the NBEC region, the binding energy of the
molecules is Eb ≃ 1/ma2s = 2η2ǫf , which is much larger than
the critical temperature Tc ≃ 0.2ǫf. In this case the molecules
can be safely regarded as point bosons at temperature near
T = Tc. However, the critical temperature in the RBEC region
becomes as large as the Fermi energy Ef , which is of the order
of the molecule binding energy Eb ≃ 2m. Due to the competi-
tion between the condensation and dissociation of composite
bosons in hot medium, the bosons in the RBEC region can-
not be regarded as point particles and the critical temperature
should deviates from the result for ideal boson gas. This may
be a general feature of a composite boson system, especially
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FIG. 5: The critical temperature Tc (a), chemical potential µ(Tc) (b)
and pseudogap ∆pg(Tc) (c) as functions of coupling η at Λ/m = 10
and kf/m = 0.5. Tc, µ and ∆pg are all scaled by the Fermi energy
Ef . The dashed line is the standard critical temperature for the ideal
boson gas in (a) and stands for the position µ = m in (b), and the
dotted line in (a) is the limit temperature T ∗ where the pseudogap
starts to disappear.
for a system where the condensation temperature Tc is of the
order of the molecule binding energy. This phenomenon can
also be explained by the competition between free energy and
entropy [27]: in terms of entropy a two-fermion state is more
favorable than a one-boson state, but in terms of free energy
it is less favorable. Since the condensation temperature Tc in
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FIG. 6: The boson number fraction rB and the fermion number frac-
tion rF at the critical temperature Tc as functions of the coupling η at
Λ/m = 10 and k f /m = 0.5.
the RBEC region is of the order of
√
nB/mB ∼
√
n/µ, we con-
clude that only for a system with sufficiently small value of
kf/m, the critical temperature for relativistic boson gas can be
reached and is much smaller than 2m.
We now apply the generalized mean field theory to study
strong coupling superfluidity/superconductivity in ultra rel-
ativistic Fermi systems. A possible ultra relativistic super-
fluid/superconductor is color superconducting quark matter
which may exist in the core of compact stars. The high density
quark matter corresponds to the ultra relativistic case n ≫ m30,
where m0 is the current quark mass. For light u and d quarks,
m0 ≃ 5MeV. At moderate baryon density with the quark
chemical potential µ ∼ 400 MeV, the quark energy gap ∆ due
to color superconductivity is of the order of 100 MeV. Since
∆/µ is of order 0.1, the color superconductor is not located
in the weak coupling region. As a result, the pseudogap ef-
fect is expected to be significant near the critical temperature.
To study color superconductivity at µ ∼ 400 MeV where per-
turbative method does not work, we employ the generalized
NJL model with four-fermion interaction in the scalar diquark
channel. Since the strange quark degree of freedom has no
effect for µ ∼ 400MeV, we restrict us to the two-flavor case.
The Lagrangian density is given by
L = q¯(iγµ∂µ − m0)q +Gs
[
(q¯q)2 + (q¯iγ5τq)2
]
(103)
+Gd
∑
a=2,5,7
(
q¯iγ5τ2λaCq¯T
) (
qTCiγ5τ2λaq
)
,
where q and q¯ denote the two-flavor quark fields, τi (i =
1, 2, 3) are the Pauli matrices in flavor space and λa (a =
1, 2, ..., 8) are the Gell-Mann matrices in color space, and Gs
and Gd are coupling constants for meson and diquark chan-
nels.
At µ ∼ 400MeV, the chiral symmetry gets restored and we
do not need to consider the possibility of nonzero chiral con-
densate 〈q¯q〉which generates an effective quark mass M ≫ m.
The order parameter field for color superconductivity is de-
fined as
Φa = −2GdqTCiγ5τ2λaq. (104)
Nonzero expectation values of Φa spontaneously breaks the
color SU(3) symmetry down to a SU(2) subgroup. Due to
the color SU(3) symmetry of the Lagrangian, the effective
potential depends only on the combination ∆22 + ∆25 + ∆
2
7
with ∆a = 〈Φa〉. Therefore we can choose a specific gauge
∆sc = ∆2 , 0,∆5 = ∆7 = 0 without loss of generality. In this
gauge, the red and green quarks participate in the pairing and
condensation, leaving the blue quarks unpaired.
Since the blue quarks do not participate pairing, the gener-
alized mean field theory cannot be directly applied to the color
superconducting phase T < Tc. The difficulty here is due to
the complicated pairing fluctuations from Φ5 and Φ7. How-
ever, we can still apply the theory to study the critical tem-
perature Tc and the pseudogap ∆pg at T = Tc. At and above
the critical temperature, the order parameter ∆sc vanished and
the broken color SU(3) symmetry gets restored. Therefore,
all three colors becomes degenerate. At T = Tc, we have
∆ = ∆pg. The pair susceptibility χ(Q) can be derived. It takes
the same form as that for the toy U(1) model but there exists
a prefactor N f (Nc − 1) (N f = 2 and Nc = 3 are the numbers
of flavor and color) due to the existence of flavor and color
degrees of freedom. The gap equation can be obtained from
the BEC-like condition 1 − 4Gdχ(0) = 0.
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FIG. 7: The critical temperature Tc for two-flavor color supercon-
ductor as a function of the pairing gap ∆0 at zero temperature in the
BCS mean field theory (dashed line) and in the generalized mean
field theory (solid line).
For numerical calculations, we take the current quark mass
m0 = 5 MeV, the momentum cutoff Λ = 650 MeV, and the
quark chemical potential µ = 400 MeV. For convenience, we
use the pairing gap ∆0 at zero temperature (obtained by solv-
ing the BCS gap equation at T = 0) to characterize the diquark
coupling strength Gd. It is generally believed the pairing gap
∆0 at µ ∼ 400MeV is of order 100MeV.
In Fig.7 we show the critical temperature Tc as a function of
∆0 in the generalized mean field theory and in the BCS mean
field theory. The critical temperature is not strongly modified
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FIG. 8: The pseudogap ∆pg in two-flavor color superconductor at
T = Tc as a function of ∆0.
by the pairing fluctuations in a wide range of ∆0. The differ-
ence between the two can reach about 20% for the strong cou-
pling case ∆0 ≃ 200 MeV. In Fig.8, we show the pseudogap
∆pg at the critical temperature T = Tc. In a wide range of cou-
pling strength, the pseudogap is of the order of the zero tem-
perature gap ∆0. Such a behavior means that the two-flavor
color superconductivity at moderate density (µ ∼ 400MeV) is
likely in the BCS-BEC crossover region and is similar to the
behavior of the pseudogap in cuprates [7, 143–145].
III. BEC-BCS CROSSOVER IN TWO-COLOR QCD AND
PION SUPERFLUID
In Section II we have studied the BCS-BEC crossover with
relativistic fermions with a constant mass m. In QCD, how-
ever, the effective quark mass M generally varies with the tem-
perature and density. For two-flavor QCD, the current masses
of light u and d quarks are very small, about 5MeV. Their
effective masses are generated by the nonzero chiral conden-
sate 〈q¯q〉 which breaks the chiral symmetry of QCD. In the
superfluid state, the lightest fermionic quasiparticle has the
spectrum
E(k) =
√
(
√
k2 + M2 − µ)2 + ∆2. (105)
The BEC-BCS crossover occurs when the chemical potential
µ equals the effective mass M. However, since M is dynam-
ically generated by the chiral condensate 〈q¯q〉, it varies with
the chemical potential or density. Therefore, there exists inter-
esting interplay between the chiral symmetry restoration and
the BEC-BCS crossover. The decreasing of the effective mass
M with increasing density lowers the crossover density, and
we expect that the BEC-BCS crossover occurs in the nonper-
turbative region (µ ∼ ΛQCD) where perturbative QCD does not
work. In this section, we study BEC-BCS crossover in two-
color QCD (number of color Nc = 2) at finite baryon chemical
potential µB and in real QCD at finite isospin chemical poten-
tial µI by using the NJL model.
A. Effective action of two-color QCD at finite T and µB
For vanishing current quark mass m0, two-color QCD pos-
sesses an enlarged flavor symmetry SU(2N f ) (N f is the num-
ber of flavors), the so-called Pauli-Gursey symmetry [148]
which connects quarks and antiquarks [80–89]. For N f =
2, the flavor symmetry SU(2N f ) is spontaneously broken
down to Sp(2N f ) driven by a nonzero quark condensate
〈q¯q〉 and there arise five Goldstone bosons: three pions and
two scalar diquarks. The scalar diquarks are the lightest
baryons that carry baryon number. For nonvanishing cur-
rent quark mass, the flavor symmetry is explicitly broken,
resulting in five degenerate pseudo-Goldstone bosons with
a small mass mπ. At finite baryon chemical potential µB,
the flavor symmetry SU(2N f ) is explicitly broken down to
SUL(N f )⊗SUR(N f )⊗UB(1). Further, a nonzero diquark con-
densate 〈qq〉 can form at large chemical potential and breaks
spontaneously the UB(1) symmetry. In two-color QCD, the
scalar diquarks are in fact the lightest “baryons”. There-
fore, we expect a baryon superfluid phase with 〈qq〉 , 0 for
|µB| > mπ.
First, we construct a NJL model for two-color two-flavor
QCD with the above flavor symmetry. We consider a contact
current-current interaction
Lint = Gc
3∑
a=1
(q¯γµtaq)(q¯γµtaq) (106)
inspired by QCD. Here ta (a = 1, 2, 3) are the generators of
color SUc(2) and Gc is a phenomenological coupling constant.
After the Fierz transformation we can obtain an effective NJL
Lagrangian density with scalar mesons and color singlet scalar
diquarks [88]
LNJL = q¯(iγµ∂µ − m0)q +G
[
(q¯q)2 + (q¯iγ5τq)2
]
+G(q¯iγ5τ2t2qc)(q¯ciγ5τ2t2q), (107)
where qc = Cq¯T and q¯c = qTC are the charge conjugate
spinors with C = iγ0γ2 and τi (i = 1, 2, 3) are the Pauli
matrices in the flavor space. The four-fermion coupling
constants for the scalar mesons and diquarks are the same,
G = 3Gc/4 [88], which ensures the enlarged flavor symmetry
SU(2N f ) of two-color QCD in the chiral limit m0 = 0. One
can show explicitly that there are five Goldstone bosons (three
pions and two diquarks) driven by a nonzero quark condensate
〈q¯q〉. With explicit chiral symmetry broken m0 , 0, pions and
diquarks are also degenerate, and their mass mπ can be deter-
mined by the standard method for the NJL model [126–129].
The partition function of the two-color NJL model (107) at
finite temperature T and baryon chemical potential µB is
ZNJL =
∫
[dq¯][dq]e
∫
dx(LNJL+ µB2 q¯γ0q), (108)
The partition function can be bosonized after introducing the
auxiliary boson fields
σ(x) = −2Gq¯(x)q(x), pi(x) = −2Gq¯(x)iγ5τq(x) (109)
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for mesons and
φ(x) = −2Gq¯c(x)iγ5τ2t2q(x) (110)
for diquarks. With the help of the Nambu-Gor’kov represen-
tation ¯Ψ =
(
q¯ q¯c
)
, the partition function can be written as
ZNJL =
∫
[d ¯Ψ][dΨ][dσ][dpi][dφ†][dφ]e−Aeff , (111)
where the action Aeff is given by
Aeff =
∫
dxσ
2(x) + pi2(x) + |φ(x)|2
4G
− 1
2
∫
dx
∫
dx′ ¯Ψ(x)G−1(x, x′)Ψ(x′) (112)
with the inverse quark propagator defined as
G−1(x, x′) =
(
γ0(−∂τ + µB2 ) + iγ · ∇ −M(x) −iγ5φ(x)τ2t2
−iγ5φ†(x)τ2t2 γ0(−∂τ − µB2 ) + iγ · ∇ −MT(x)
)
δ(x − x′) (113)
and M(x) = m0 + σ(x) + iγ5τ · pi(x). After integrating out the
quarks, we can reduce the partition function to
ZNJL =
∫
[dσ][dpi][dφ†][dφ]e−Seff[σ,pi,φ†,φ], (114)
where the bosonized effective action Seff is given by
Seff[σ, pi, φ†, φ] =
∫
dxσ
2(x) + pi2(x) + |φ(x)|2
4G
−1
2
Tr ln G−1(x, x′). (115)
Here the trace Tr is taken in color, flavor, spin, Nambu-
Gor’kov and coordinate (x and x′) spaces. The thermody-
namic potential density of the system is given by Ω(T, µB) =
− limV→∞(T/V) ln ZNJL.
The effective action Seff as well as the thermodynamic po-
tential Ω cannot be evaluated exactly in the 3 + 1 dimensional
case. In this work, we firstly consider the saddle point approx-
imation, i.e., the mean-field approximation. Then we investi-
gate the fluctuations around the mean field.
In the mean field approximation, all bosonic auxiliary fields
are replaced by their expectation values. Therefore, we set
〈σ(x)〉 = υ, 〈φ(x)〉 = ∆, and 〈pi(x)〉 = 0. While ∆ can be set
to be real due to the UB(1) symmetry, we do not do this in
the formalism. We will show in the following that all physical
results depend only on |∆|2. The zeroth order or mean-field
effective action reads
S(0)
eff
=
V
T
υ2 + |∆|24G − 12
∑
K
TrlnG−1(K)
 , (116)
where the inverse of the Nambu-Gor’kov quark propagator
G−1(K) is given by( (iωn + µB2 )γ0 − γ · k − M −iγ5∆τ2t2
−iγ5∆†τ2t2 (iωn − µB2 )γ0 − γ · k − M
)
(117)
with the effective quark mass defined as M = m0 + υ. The
mean-field thermodynamic potential Ω0 = (T/V)S(0)eff can be
evaluated as
Ω0 =
υ2 + |∆|2
4G
− 2NcN f
∑
k
[W(E+k ) +W(E−k )] (118)
with the function W(E) = E/2 + T ln (1 + e−E/T ) and
the BCS-like quasiparticle dispersion relations E±k =√
(Ek ± µB/2)2 + |∆|2 and Ek =
√
k2 + M2. The signs∓ corre-
spond to quasiquark and quasi-antiquark excitations, respec-
tively. The integral over the quark momentum k is divergent,
and some regularization scheme should be adopted. In this
work, we employ a hard three-momentum cutoff Λ.
The physical values of the variational parameters M (or υ)
and ∆ should be determined by the saddle point condition
δS(0)
eff
[υ,∆]
δυ
= 0,
δS(0)
eff
[υ,∆]
δ∆
= 0, (119)
which minimizes the mean-field effective action S(0)
eff
. One can
show that the saddle point condition is equivalent to the fol-
lowing Green’s function relations
〈q¯q〉 =
∑
K
TrG11(K) ,
〈q¯ciγ5τ2t2q〉 =
∑
K
Tr
[G12(K)iγ5τ2t2] , (120)
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where the matrix elements of G are explicitly given by
G11(K) =
iωn + ξ−k
(iωn)2 − (E−k )2
Λ+kγ0 +
iωn − ξ+k
(iωn)2 − (E+k )2
Λ−kγ0 ,
G22(K) =
iωn − ξ−k
(iωn)2 − (E−k )2
Λ−kγ0 +
iωn + ξ+k
(iωn)2 − (E+k )2
Λ+kγ0 ,
G12(K) = −i∆τ2t2(iωn)2 − (E−k )2
Λ+kγ5 +
−i∆τ2t2
(iωn)2 − (E+k )2
Λ−kγ5 ,
G21(K) = −i∆
†τ2t2
(iωn)2 − (E−k )2
Λ−kγ5 +
−i∆†τ2t2
(iωn)2 − (E+k )2
Λ+kγ5,
with the massive energy projectors
Λ±k =
1
2
[
1 ± γ0 (γ · k + M)
Ek
]
. (121)
Here we have defined the notation ξ±k = Ek ± µB/2.
Next, we consider the fluctuations around the mean field,
corresponding to the collective bosonic excitations. Making
the field shifts for the auxiliary fields,
σ(x) → υ + σ(x), pi(x) → 0 + pi(x),
φ(x) → ∆ + φ(x), φ†(x) → ∆† + φ†(x), (122)
we can express the total effective action as
Seff = S(0)eff +
∫
dx
(
σ2 + pi2 + |φ|2
4G
+
υσ + ∆φ† + ∆†φ
2G
)
− 1
2
Tr ln
[
1 +
∫
dx1G(x, x1)Σ(x1, x′)
]
. (123)
Here G(x, x′) is the Fourier transformation of G(K), and
Σ(x, x′) is defined as
Σ(x, x′) =
( −σ(x) − iγ5τ · pi(x) −iγ5φ(x)τ2t2
−iγ5φ†(x)τ2t2 −σ(x) − iγ5τT · pi(x)
)
× δ(x − x′). (124)
With the help of the derivative expansion
Tr ln [1 + GΣ] =
∞∑
n=1
(−1)n+1
n
Tr[GΣ]n, (125)
we can calculate the effective action in powers of the fluctua-
tions σ(x), pi(x), φ(x), φ†(x).
The first-order effective action S(1)
eff
which includes linear
terms of the fluctuations should vanish exactly, since the ex-
pectation value of the fluctuations should be exactly zero. In
fact, S(1)
eff
can be evaluated as
S(1)
eff
=
∫
dx
{ [
υ
2G
+
1
2
Tr (G11 + G22)
]
σ(x)
+
1
2
Tr
[
iγ5
(
G11τ + G22τT
)]
· pi(x)
+
[
∆
2G
+
1
2
Tr (iγ5τ2t2G12)
]
φ†(x)
+
[
∆†
2G
+
1
2
Tr (iγ5τ2t2G21)
]
φ(x)
}
. (126)
We observe that the coefficient of pi(x) is automatically zero
after taking the trace in Dirac spin space. The coefficients of
φ(x), φ†(x) and σ(x) vanish once the quark propagator takes
the mean-field form and M,∆ take the physical values that
satisfies the saddle point condition. Therefore, in the present
approach, the saddle point condition plays a crucial role in
having vanishing linear terms in the expansion.
The quadratic term S(2)
eff
or the Gaussian fluctuation corre-
sponds to collective bosonic excitations. Working in the mo-
mentum space is convenient. It can be expressed as
S(2)
eff
=
1
2
∑
Q
{ |σ(Q)|2 + |pi(Q)|2 + |φ(Q)|2
2G
+
1
2
∑
K
Tr [G(K)Σ(−Q)G(K + Q)Σ(Q)]
}
. (127)
Here A(Q) is the Fourier transformation of the field A(x), and
Σ(Q) is defined as
Σ(Q) =
( −σ(Q) − iγ5τ · pi(Q) −iγ5φ(Q)τ2t2
−iγ5φ†(−Q)τ2t2 −σ(Q) − iγ5τT · pi(Q)
)
.
(128)
After taking the trace in the Nambu-Gor’kov space, we find
that S(2)
eff
can be written in the following bilinear form
S(2)
eff
=
1
2
∑
Q
(
φ†(Q) φ(−Q) σ†(Q)
)
M(Q)

φ(Q)
φ†(−Q)
σ(Q)

+
1
2
∑
Q
(
π
†
1(Q) π†2(Q) π†3(Q)
)
N(Q)

π1(Q)
π2(Q)
π3(Q)
 .
(129)
For ∆ , 0, the matrix M is non-diagonal and can be ex-
pressed as
M(Q) =

1
4G + Π11(Q) Π12(Q) Π13(Q)
Π21(Q) 14G + Π22(Q) Π23(Q)
Π31(Q) Π32(Q) 12G + Π33(Q)
 .
(130)
The polarization functions Πij(Q) (i, j = 1, 2, 3) are one-loop
susceptibilities composed of the Nambu-Gor’kov quark prop-
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agator. They can be expressed as
Π11(Q) = 12
∑
K
Tr [G22(K)ΓG11(P)Γ] ,
Π12(Q) = 12
∑
K
Tr [G12(K)ΓG12(P)Γ] ,
Π13(Q) = 12
∑
K
Tr [G12(K)ΓG11(P) + G22(K)ΓG12(P)] ,
Π21(Q) = 12
∑
K
Tr [G21(K)ΓG21(P)Γ] ,
Π22(Q) = 12
∑
K
Tr [G11(K)ΓG22(P)Γ] ,
Π23(Q) = 12
∑
K
Tr [G11(K)ΓG21(P) + G21(K)ΓG22(P)] ,
Π31(Q) = 12
∑
K
Tr [G21(K)G11(P)Γ + G22(K)G21(P)Γ] ,
Π32(Q) = 12
∑
K
Tr [G11(K)G12(P)Γ + G12(K)G22(P)Γ] ,
Π33(Q) = 12
∑
K
Tr
[G11(K)G11(P) + G22(K)G22(P)
+G12(K)G21(P) + G21(K)G12(P)], (131)
with P = K + Q, Γ = iγ5τ2t2, where the trace is taken in
color, flavor and spin spaces. Using the fact G22(K, µB) =
G11(K,−µB) and G21(K, µB) = G†12(K,−µB), we can show
Π22(Q) = Π11(−Q), Π12(Q) = Π†21(Q),
Π13(Q) = Π†31(Q) = Π†23(−Q) = Π32(−Q). (132)
Therefore, only five of the polarization functions are indepen-
dent. At T = 0, their explicit form is shown in Appendix A.
For general case, we can show Π12 ∝ ∆2 and Π13 ∝ M∆.
Therefore, in the normal phase with ∆ = 0, the matrix M re-
covers the diagonal form. The off-diagonal elements Π13 and
Π23 represents the mixing between the sigma meson and the
diquarks. At large chemical potentials where the chiral sym-
metry is approximately restored, M → m0, this mixing effect
can be safely neglected.
On the other hand, the matrix N of the pion sector is diago-
nal and proportional to the identity matrix, i.e.,
Nij(Q) = δij
[
1
2G
+ Ππ(Q)
]
, i,j = 1, 2, 3. (133)
This means that pions are eigen mesonic excitations even in
the superfluid phase. The polarization functionΠπ(Q) is given
by
Ππ(Q) = 12
∑
K
Tr
[
G11(K)iγ5G11(P)iγ5 + G22(K)iγ5G22(P)iγ5
−G12(K)iγ5G21(P)iγ5 − G21(K)iγ5G12(P)iγ5
]
. (134)
Its explicit form at T = 0 is given in Appendix A. We find that
Ππ(Q) and Π33(Q) is different only up to a term proportional
to M2. Therefore, at high density with 〈q¯q〉 → 0, the spectra
of pions and sigma meson become nearly degenerate, which
represents the approximate restoration of chiral symmetry.
The UB(1) baryon number symmetry is spontaneously bro-
ken by the nonzero diquark condensate 〈qq〉 in the superfluid
phase (even for m0 , 0), resulting in one Goldstone boson. In
our model, this is ensured by the condition det M(Q = 0) = 0.
From the explicit form of the polarization functions given in
Appendix A, we find that this condition holds if and only if
the saddle point condition (119) for υ and ∆ is satisfied.
B. Vacuum and model parameter fixing
For a better understanding of our derivation in the follow-
ing, it is useful to review the vacuum state at T = µB = 0.
In the vacuum, it is evident that ∆ = 0 and the mean-field
effective potential Ωvac can be evaluated as
Ωvac(M) = (M − m0)
2
4G
− 2NcN f
∑
k
Ek. (135)
The physical value of M, denoted by M∗, satisfies the saddle
point condition ∂Ωvac/∂M = 0 and minimizes Ωvac.
The meson and diquark excitations can be obtained from
S(2)
eff
, which in the vacuum can be expressed as
S(2)
eff
= −1
2
∫ d4Q
(2π)4
[
σ(−Q)D∗−1σ (Q)σ(Q)
+
3∑
i=1
πi(−Q)D∗−1π (Q)πi(Q)
+
2∑
i=1
φi(−Q)D∗−1φ (Q)φi(Q)
]
, (136)
where φ1, φ2 are the real and imaginary parts of φ, respec-
tively. The inverse propagators in vacuum can be expressed in
a symmetrical form [126–129]
D∗−1l (Q) =
1
2G
+ Π∗l (Q), l = σ, π, φ
Π∗l (Q) = 2iNcN f (Q2 − ǫ2l )I(Q2)
−4iNcN f
∫ d4K
(2π)4
1
K2 − M2∗
(137)
with ǫσ = 2M∗ and ǫπ = ǫφ = 0, where the function I(Q2) is
defined as
I(Q2) =
∫ d4K
(2π)4
1
(K2+ − M2∗ )(K2− − M2∗ )
(138)
with K± = K ± Q/2. Keeping in mind that M∗ satisfies the
saddle point condition, we find that the pions and diquarks
are Goldstone bosons in the chiral limit, corresponding to the
symmetry breaking pattern SU(4) →Sp(4). Using the gap
equation of M∗, we find that the masses of mesons and di-
quarks can be determined by the equation
m2l = −
m0
M∗
1
4iGNcN f I(m2l )
+ ǫ2l . (139)
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Since the Q2 dependence of the function I(Q2) is very weak,
we find m2π ∼ m0 and m2σ ≃ 4M2∗ + m2π.
Since pions and diquarks are deep bound states, their propa-
gators can be well approximated byD∗π(Q) ≃ −g2πqq/(Q2−m2π)
with g−2πqq ≃ −2iNcN f I(0) [126–129]. The pion decay constant
fπ can be determined by the matrix element of the axial cur-
rent,
iQµ fπδij = −12Tr
∫ d4K
(2π)4
[
γµγ5τiG(K+)gπqqγ5τjG(K−)
]
= 2NcN f gπqqM∗QµI(Q2)δij. (140)
Here G(K) = (γµKµ − M∗)−1. Therefore, the pion decay con-
stant can be expressed as
f 2π ≈ −2iNcN f M2∗ I(0). (141)
Finally, together with (139) and (141), we recover the
well-known Gell-Mann–Oakes–Renner relation m2π f 2π =
−m0〈q¯q〉0 [149].
There are three parameters in our model, the current quark
mass m0, the coupling constant G and the cutoff Λ. In prin-
ciple they should be determined from the known values of
the pion mass mπ, the pion decay constant fπ and the quark
condensate 〈q¯q〉0 [126–129]. Since two-color QCD does not
correspond to our real world, we get the above values from
the empirical values fπ ≃ 93MeV, 〈u¯u〉0 ≃ (250MeV)3 in the
Nc = 3 case, according to the relation f 2π , 〈q¯q〉0 ∼ Nc. To
obtain the model parameters, we fix the values of the pion
decay constant fπ and slightly vary the values of the chiral
condensate 〈q¯q〉0 and the pion mass mπ. Thus, we can obtain
different sets of model parameters corresponding to different
values of effective quark mass M∗ and hence different values
of the sigma meson mass mσ. Four sets of model parame-
ters are shown in Table. I. As we will show in the follow-
ing that, the physics near the quantum phase transition point
µB = mπ is not sensitive to different model parameter sets,
since the low energy dynamics is dominated by the pseudo-
Goldstone bosons (i.e., the diquarks). However, at high den-
sity, the physics becomes sensitive to different model param-
eter sets corresponding to different sigma meson masses. The
predictions by the chiral perturbation theory should be recov-
ered in the limit mσ/mπ → ∞.
Set Λ GΛ2 m0 〈u¯u〉1/30 M∗ mπ
1 657.9 3.105 4.90 -217.4 300 133.6
2 583.6 3.676 5.53 -209.1 400 134.0
3 565.8 4.238 5.43 -210.6 500 134.2
4 565.4 4.776 5.11 -215.1 600 134.4
TABLE I: Model parameters (3-momentum cutoff Λ, coupling con-
stant G, and current quark mass m0) and related quantities (quark
condensate 〈u¯u〉0, effective quark mass M∗ and pion mass mπ in units
of MeV) for the two-flavor two-color NJL model (107). The pion
decay constant is fixed to be fπ = 75 MeV.
C. Quantum phase transition and diquark Bose condensation
Now we begin to study the properties of two-color matter
at finite baryon density. Without loss of generality, we set
µB > 0. In this section, we study the two-color baryonic mat-
ter in the dilute limit, which forms near the quantum phase
transition point µB = mπ. Since the diquark condensate is
vanishingly small near the quantum phase transition point, we
can make a Ginzburg-Landau expansion for the effective ac-
tion. As we will see below, this corresponds to the mean-field
theory of weakly interacting dilute Bose condensates.
Since the diquark condensate ∆ is vanishingly small near
the quantum phase transition, we can derive the Ginzburg-
Landau free energy functional VGL[∆(x)] at T = 0 for the
order parameter field ∆(x) = 〈φ(x)〉 in the static and long-
wavelength limit. The general form of VGL[∆(x)] can be writ-
ten as
VGL[∆(x)] =
∫
dx
[
∆†(x)
(
−δ ∂
2
∂τ2
+ κ
∂
∂τ
− γ∇2
)
∆(x)
+α|∆(x)|2 + 1
2
β|∆(x)|4
]
, (142)
where the coefficients α, β, γ, δ, κ should be low energy con-
stants which depend only on the vacuum properties. The cal-
culation is somewhat similar to the derivation of Ginzburg-
Landau free energy of a superconductor from the microscopic
BCS theory [140], but for our case there is a difference in that
we have another variational parameter, i.e., the effective quark
mass M which should be a function of |∆|2 determined by the
saddle point condition.
In the static and long-wavelength limit, the coefficients α, β
of the potential terms can be obtained from the effective action
Seff in the mean-field approximation. At T = 0, the mean-field
effective action reads S(0)
eff
=
∫
dxΩ0, where the mean-field
thermodynamic potential is given by
Ω0(|∆|2, M) = (M − m0)
2 + |∆|2
4G
− NcN f
∑
k
(E+k + E−k ).(143)
The Ginzburg-Landau coefficients α, β can be obtained via a
Taylor expansion of Ω0 in terms of |∆|2,
Ω0 = Ωvac(M∗) + α|∆|2 + 12β|∆|
4 + O(|∆|6), (144)
where Ωvac(M∗) is the vacuum contribution which should be
subtracted. One should keep in mind that the effective quark
mass M is not a fixed parameter, but an implicit function of
|∆|2 determined by the gap equation ∂Ω0/∂M = 0.
For convenience, we define y ≡ |∆|2. The Ginzburg-Landau
coefficient α is defined as
α =
dΩ0(y, M)
dy
∣∣∣∣∣∣
y=0
=
∂Ω0(y, M)
∂y
∣∣∣∣∣∣
y=0
+
∂Ω0(y, M)
∂M
dM
dy
∣∣∣∣∣∣
y=0
=
∂Ω0(y, M)
∂y
∣∣∣∣∣∣
y=0
, (145)
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where the indirect derivative term vanishes due to the saddle
point condition for M. After some simple algebra, we get
α =
1
4G
− NcN f
∑
k
E∗k
E∗2k − µ2B/4
(146)
with E∗k =
√
k2 + M2∗ . We can make the above expression
more meaningful using the pion mass equation in the same
three-momentum regularization scheme[126–129],
1
4G
− NcN f
∑
k
E∗k
E∗2k − m2π/4
= 0. (147)
We therefore obtain a G-independent result
α =
1
4
NcN f (m2π − µ2B)
∑
k
E∗k
(E∗2k − m2π/4)(E∗2k − µ2B/4)
. (148)
From the fact that mπ ≪ 2M∗ and β > 0 (see below), we
see clearly that a second order quantum phase transition takes
place exactly at µB = mπ. Therefore, the Ginzburg-Landau
free energy is meaningful only near the quantum phase transi-
tion point, i.e., |µB−mπ| ≪ mπ, and α can be further simplified
as
α ≃ (m2π − µ2B)J , (149)
where the factor J is defined as
J = 1
4
NcN f
∑
k
E∗k
(E∗2k − m2π/4)2
. (150)
The coefficient β of the quartic term can be evaluated from
the definition
β =
d2Ω0(y, M)
dy2
∣∣∣∣∣∣
y=0
=
∂2Ω0(y, M)
∂y2
∣∣∣∣∣∣
y=0
+
∂2Ω0(y, M)
∂M∂y
dM
dy
∣∣∣∣∣∣
y=0
. (151)
Notice that the last indirect derivative term does not vanish
here and will be important for us to obtain a correct diquark-
diquark scattering length. The derivative dM/dy can be ana-
lytically derived from the gap equation for M. From the fact
that ∂Ω0/∂M = 0, we obtain
∂
∂y
(
∂Ω0(y, M)
∂M
)
+
∂
∂M
(
∂Ω0(y, M)
∂M
)
dM
dy = 0. (152)
Then we get
dM
dy = −
∂2Ω0(y, M)
∂M∂y
(
∂2Ω0(y, M)
∂M2
)−1
. (153)
Then the practical expression for β can be written as
β = β1 + β2, (154)
where β1 is the direct derivative term
β1 =
∂2Ω0(y, M)
∂y2
∣∣∣∣∣∣
y=0
, (155)
and β2 is the indirect term
β2 = −
(
∂2Ω0(y, M)
∂M∂y
)2 (
∂2Ω0(y, M)
∂M2
)−1 ∣∣∣∣∣∣
y=0
. (156)
Near the quantum phase transition, we can set µB = mπ in
β. After a simple algebra, the explicit forms of β1 and β2 can
be evaluated as
β1 =
1
4 NcN f
∑
e=±
∑
k
1
(E∗k − emπ/2)3
(157)
and
β2 = −
12 NcN f
∑
e=±
∑
k
M∗
E∗k
1
(E∗k − emπ/2)2

2
×
 m02GM∗ + 2NcN f
∑
k
M2∗
E∗3k

−1
. (158)
The G-dependent term m0/(2GM∗) in (158) can be approxi-
mated as m2π f 2π /M2∗ by using the relation m2π f 2π = −m0〈q¯q〉0.
The kinetic terms in the Ginzburg-Landau free energy can
be derived from the inverse of the diquark propagator. In the
general case with ∆ , 0, there exists mixing between the di-
quarks and the sigma meson. However, approaching the quan-
tum phase transition point, ∆ → 0, the problem is simplified.
After the analytical continuation iνm → ω + i0+, the inverse
of the diquark propagator at µB = mπ + 0+ can be evaluated as
D−1d (ω, q) =
1
4G
+ Πd(ω, q), (159)
where the polarization function Πd(ω, q) is given by
Πd(ω, q) = NcN f
∑
k
E∗k + E
∗
k+q
(ω + µB)2 − (E∗k + E∗k+q)2
×
1 + k · (k + q) + M2∗E∗kE∗k+q
 . (160)
In the static and long-wavelength limit (ω, |q| → 0), the
coefficients κ, δ, γ can be determined by the Taylor expansion
D−1d (ω, q) = D−1d (0, 0) − δω2 − κω + γq2. Notice that α is
identical to D−1d (0, 0), which is in fact the Thouless criterion
for the superfluid transition. On the other hand, D−1d (ω, q)
can be related to the pion propagator in the vacuum, i.e.,
D−1d (ω, q) = (1/2)D∗−1π (ω + µB, q). In the static and long-
wavelength limit and for µB → mπ ≪ 2M∗ it can be well
approximated as[126–129]
D−1d (ω, q) ≃ −J
[
(ω + µB)2 − q2 − m2π
]
, (161)
where J is the factor defined in (149) which describes the
coupling strength of the quark-quark-diquark interaction J ≃
g−2πqq/2 and with which we obtain δ ≃ γ ≃ J and κ ≃ 2µBJ .
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We now show how the Ginzburg-Landau free energy can be
reduced to the theory describing weakly repulsive Bose con-
densates, i.e., the Gross-Pitaevskii free energy [150, 151].
First, since the Bose condensed matter is indeed dilute,
let us consider the nonrelativistic version with ω ≪ mπ and
neglecting the kinetic term ∝ ∂2/∂τ2. To this end, we de-
fine the nonrelativistic chemical potential µd for diquarks,
µd = µB − mπ. The coefficient α can be further simplified
as
α ≃ −µd(2mπJ). (162)
Then the Ginzburg-Landau free energy can be reduced to the
Gross-Pitaevskii free energy of a dilute repulsive Bose gas, if
we define a new condensate wave function ψ(x) as
ψ(x) =
√
2mπJ∆(x). (163)
The resulting Gross-Pitaevskii free energy is given by
VGP[ψ(x)] =
∫
dx
[
ψ
†(x)
(
∂
∂τ
− ∇
2
2mπ
)
ψ(x)
−µd|ψ(x)|2 + 12g0|ψ(x)|
4
]
(164)
with g0 = 4πadd/mπ. The repulsive diquark-diquark interac-
tion is characterized by a positive scattering length add defined
as
add =
β
16πmπ
J−2. (165)
Keep in mind that the scattering length obtained here is at the
mean-field level. We will discuss the possible beyond-mean-
field corrections later. Therefore, near the quantum phase
transition where the density n satisfies na3dd ≪ 1, the system
is indeed a weakly interacting Bose condensate [119].
Even though we have shown that the Ginzburg-Landau free
energy is indeed a Gross-Pitaevskii version near the quan-
tum phase transition, a key problem is whether the obtained
diquark-diquark scattering length is quantitatively correct.
The numerical calculation for (165) is straightforward. The
obtained values of add for the four model parameter sets are
shown in Table II. We can also give an analytical expression
based on the formula of the pion decay constant in the three-
momentum cutoff scheme,
f 2π = NcM2∗
∑
k
1
E∗3k
. (166)
Set 1 2 3 4
add from Eq. (165) 0.0631 0.0635 0.0637 0.0639
add from Eq. (168) 0.0624 0.0628 0.0630 0.0633
TABLE II: The values of diquark-diquark scattering length add (in
units of m−1π ) for different model parameter sets.
According to the fact mπ ≪ 2M∗, β and J can be well ap-
proximated as
β ≃ f
2
π
M2∗
− (2 f
2
π /M∗)2
m2π f 2π /M2∗ + 4 f 2π
≃ f
2
π m
2
π
4M4∗
,
J ≃ f
2
π
2M2∗
. (167)
There, the diquark-diquark scattering length add in the limit
mπ/(2M∗) → 0 is only related to the pion mass and decay
constant,
add =
mπ
16π f 2π
. (168)
The values of add for the four model parameter sets accord-
ing to the above expression are also listed in Table II. The
errors are always about 1% comparing with the exact numer-
ical results, which means that the expression (168) is a good
approximation for the diquark-diquark scattering length. The
error should come from the finite value of mπ/(2M∗). We can
obtain a correction in powers of mπ/(2M∗) [152], but it is ob-
viously small, and its explicit form is not shown here.
The result add ∝ mπ is universal for the scattering lengths
of the pseudo-Goldstone bosons. Eventhough the SU(4) flavor
symmetry is explicitly broken in presence of a nonzero quark
mass, a descrete symmetry φ1, φ2 ↔ π1, π2 holds exactly for
arbitrary quark mass. This also means that the partition func-
tion of two-color QCD has a descrete symmetry µB ↔ µI [87].
Because of this descrete symmetry of two-color QCD, the an-
alytical expression (168) of add (which is in fact the diquark-
diquark scattering length in the B = 2 channel) should be iden-
tical to the pion-pion scattering length at tree level in the I = 2
channel which was first obtained by Weinberg many years ago
[153]. Therefore, the mean-field theory can describe not only
the quantum phase transition to a dilute diquark condensate
but also the effect of repulsive diquark-diquark interaction.
The mean-field equations of state of the dilute diquark con-
densate are thus determined by the Gross-Pitaevskii free en-
ergy (164). Minimizing VGP[ψ(x)] with respect to a uniform
condensate ψ, we find that the physical minimum is given by
|ψ0|2 =
µd
g0
, (169)
and the baryon density is n = |ψ0|2. Using the thermodynamic
relations, we therefore get the well-known results at T = 0 for
the pressure P, the energy densityE and the chemical potential
µB in terms of the baryon density n [119],
P(n) = 2πadd
mπ
n2,
E(n) = mπn + 2πadd
mπ
n2,
µB(n) = mπ + 4πadd
mπ
n. (170)
We can examine the above results through a direct numer-
ical calculation with the mean-field thermodynamic poten-
tial. Since all the thermodynamic quantities are relative to the
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FIG. 9: The baryon chemical potential µB and the pressure P as functions of the baryon density n for different model parameter sets. The solid
lines correspond to the direct mean-field calculation and the dashed lines are given by (170).
vacuum, we subtract the vacuum contribution from the pres-
sure, P = −(Ω0(n) − Ω0(0)), and the baryon density reads
n = −∂Ω0/∂µB. In Fig.9 we show the numerical results for the
pressure and the chemical potential as functions of the density
for the four model parameter sets. At low enough density, the
equations of state are indeed consistent with the results (170)
with the scattering length given by (165). It is evident that the
results at low density are not sensitive to different model pa-
rameter sets, since the physics at low density should be domi-
nated by the pseudo-Goldstone bosons.
Further, since our treatment is only at the mean-field level,
the Lee-Huang-Yang corrections [154] which are proportional
to (na3dd)1/2 are absent in the equations of state. To obtain such
corrections, it is necessary to go beyond the mean field, and
there is also a beyond-mean-field correction to the scattering
length add [13, 155, 156].
We can also consider a relativistic version of the Gross-
Pitaevskii free energy via defining the condensate wave func-
tion
Φ(x) =
√
J∆(x). (171)
In this case, the Ginzburg-Landau free energy is reduced to a
relativistic version of the Gross-Pitaevskii free energy,
VRGP[Φ(x)] =
∫
dx
[
Φ†(x)
(
− ∂
2
∂τ2
+ 2µB
∂
∂τ
− ∇2
)
Φ(x)
+(m2π − µ2B)|Φ(x)|2 +
λ
2
|Φ(x)|4
]
. (172)
The self-interacting coupling λ = βJ−2 is now dimensionless
and can be approximated by λ ≃ m2π/ f 2π . For realistic values
of mπ and fπ, we find λ ∼ O(1). In this sense, the Bose con-
densate is not weakly interacting, except for the low density
limit na3dd ≪ 1. One should keep in mind that this result can-
not be applied to high density, since it is valid only near the
quantum phase transition point.
An ideal Bose-Einstein condensate is not a superfluid. In
presence of weak repulsive interactions among the bosons, a
Goldstone mode which has a linear dispersion at low energy
appears, and the condensate becomes a superfluid according
to Landau’s criterion minq[ω(q)/|q|] > 0. The Goldstone
mode which is also called the Bogoliubov mode here should
have a dispersion given by [119]
ω(q) =
√
q2
2mπ
(
q2
2mπ
+
8πaddn
mπ
)
, |q| ≪ mπ. (173)
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Since the Gross-Pitaevskii free energy obtained above is
at the classical level, to study the bosonic collective excita-
tions we should consider the fluctuations around the mean
field. The propagator of the bosonic collective modes is
given by M−1(Q) and N−1(Q). The Bogoliubov mode cor-
responds to the lowest excitation obtained from the equation
det M(ω, q) = 0. With the explicit form of the matrix ele-
ments of M in the superfluid phase, we can analytically show
det M(0, 0) = 0 which ensures the Goldstone’s theorem. In
fact, for (ω, q) = (0, 0), we find det M = (M211 − |M12|2)M33 +
2|M13|2(|M12| − M11). Using the saddle point condition for
∆, we can show that M11(0, 0) = |M12(0, 0)| and hence the
Goldstone’s theorem holds in the superfluid phase. Further,
we may obtain an analytical expression of the velocity of the
Bogoliubov mode via a Taylor expansion for M(ω, q) around
(ω, q) = (0, 0) like those done in [5]. Such a calculation for
our case is more complicated due to the mixing between the
sigma meson and diquarks, and it cannot give the full disper-
sion (173).
On the other hand, considering ∆ → 0 near the quantum
phase transition point, we can expand the matrix elements of
M in powers of |∆|2. The advantage of such an expansion is
that it can not only give the full dispersion (173) but also link
the meson properties in the vacuum. Formally, we can write
down the following expansions,
M11(ω, q) = D−1d (ω, q) + |∆|2A(ω, q) + O(|∆|4),
M22(ω, q) = D−1d (−ω, q) + |∆|2A(−ω, q) + O(|∆|4),
M12(ω, q) = M†21(ω, q) = ∆2B(ω, q) + O(|∆|4),
M13(ω, q) = M†31(ω, q) = ∆H(ω, q) + O(|∆|3),
M23(ω, q) = M†32(ω, q) = ∆†H(−ω, q) + O(|∆|3),
M33(ω, q) = D∗−1σ (ω, q) + O(|∆|2). (174)
Notice that the effective quark mass M is regarded as a func-
tion of |∆|2 as we have done in deriving the Ginzburg-Landau
free energy. Since we are interested in the dispersion in the
low energy limit, i.e., ω, |q| ≪ mπ, we can approximate
the coefficients of the leading order terms as their values at
(ω, q) = (0, 0),
A(ω, q) ≃ A(−ω, q) ≃ A(0, 0) ≡ A0,
B(ω, q) ≃ B(0, 0) ≡ B0,
H(ω, q) ≃ H(−ω, q) ≃ H(0, 0) ≡ H0. (175)
Further, from mσ ≫ mπ, we can approximate the inverse
sigma propagator D∗−1σ (ω, q) as its value at (ω, q) = (0, 0).
Therefore, the dispersion of the Goldstone mode in the low
energy limit can be determined by the following equation,
det

D−1d (ω, q) + |∆|2A0 ∆2B0 ∆H0
∆†2B0 D−1d (−ω, q) + |∆|2A0 ∆†H0
∆†H0 ∆H0 D∗−1σ (0, 0)

= 0. (176)
Now we can link the coefficients A0, B0, H0 and D−1σ (0, 0)
to the derivatives of the mean-field thermodynamic potential
Ω0 and its Ginzburg-Landau coefficients. Firstly, using the
explicit form of M12, we find
|M12(0, 0)| = |∆|2β1 =⇒ B0 = β1. (177)
Secondly, using the fact that
M11(0, 0) − |M12(0, 0)| = ∂Ω0
∂|∆|2 , (178)
and together with the definition for A(ω, q),
A(ω, q) = dM11(y, M)dy
∣∣∣∣∣∣
y=0
=
∂M11(y, M)
∂y
∣∣∣∣∣∣
y=0
+
∂M11(y, M)
∂M
dM
dy
∣∣∣∣∣∣
y=0
,(179)
we find the following exact relation:
A0 = β + B0 = β + β1. (180)
On the other hand, we have the following relations for H0 and
D∗−1σ (0, 0),
H0 =
∂2Ω0(y, M)
∂M∂y
∣∣∣∣∣∣
y=0
,
D∗−1σ (0, 0) =
∂2Ω0(y, M)
∂M2
∣∣∣∣∣∣
y=0
. (181)
One can check the above results from the explicit forms of
M13 and M33 in Appendix A directly. Thus we have
− H
2
0
D∗−1σ (0, 0)
= β2. (182)
According to the above relations, Eq. (176) can be reduced
to
3β2|∆|4 + 2β|∆|2[D−1d (ω, q) +D−1d (−ω, q)]
+ D−1d (ω, q)D−1d (−ω, q) = 0. (183)
It is evident that only the coefficient β appears in the final
equation. Further, in the nonrelativistic limit ω, |q| ≪ mπ and
near the quantum phase transition point,D−1d (ω, q) can be ap-
proximated as
D−1d (ω, q) ≃ −2mπJ
(
ω − q
2
2mπ
+ µd
)
. (184)
Together with the mean-field results for the chemical potential
µd = g0|ψ0|2 = β|∆|2/(2mπJ) and for the baryon density n =
|ψ0|2, we finally get the Bogoliubov dispersion (173).
We here emphasize that the mixing between the sigma me-
son and the diquarks, denoted by the terms ∆H0 and ∆†H0,
plays an important role in recovering the correct Bogoliubov
dispersion. Even though we do get this dispersion, we find
that the procedure is quite different to the standard theory of
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weakly interacting Bose gas [119, 150, 151]. There, the ele-
mentary excitation is given only by the diquark-diquark sec-
tors, i.e.,
det
(
M11(Q) M12(Q)
M21(Q) M22(Q)
)
= 0 =⇒
det
 −ω + q
2
2mπ − µd + 2g0|ψ0|2 g0|ψ0|2
g0|ψ0|2 ω + q
2
2mπ − µd + 2g0|ψ0|2

= 0. (185)
But in our case, we cannot get the correct Bogoliubov excita-
tion if we simply set H0 = 0 and consider only the diquark-
diquark sector. In fact, this requires A0 = 2B0 = 2β which is
not true in our case.
One can also check how the momentum dependence of
A, B, H and D∗−1σ modifies the dispersion. This needs direct
numerical solution of the equation det M(ω, q) = 0. We have
examined that for |µB − mπ| up to 0.01mπ, the numerical re-
sult agrees well with the Bogoliubov formula (173). However,
at higher density, a significant deviation is observed. This is
in fact a signature of BEC-BCS crossover which will be dis-
cussed later.
Up to now we have studied the properties of the dilute Bose
condensate induced by a small diquark condensate 〈qq〉. The
chiral condensate 〈q¯q〉 will also be modified in the medium.
In such a dilute Bose condensate, we can study the response
of the chiral condensate to the baryon density n.
To this end, we expand the effective quark mass M in terms
of y = |∆|2. We have
M − M∗ =
dM
dy
∣∣∣∣∣
y=0
y + O(y2) (186)
The expansion coefficient can be approximated as
dM
dy
∣∣∣∣∣
y=0
≃ − 2 f
2
π /M∗
m2π f 2π /M2∗ + 4 f 2π
= − 1
2M∗
[
1 + O
(
m2π
4M2∗
)]
. (187)
Using the definition of the effective quark mass, M = m0 −
2G〈q¯q〉, we find
〈q¯q〉n
〈q¯q〉0
= 1 − |∆|
2
4G〈q¯q〉0M∗
≃ 1 − |∆|
2
2M2∗
. (188)
Since the baryon number density reads n = |ψ0|2 = 2mπJ|∆|2,
using the fact that J ≃ f 2π /(2M2∗ ), we obtain to leading order
〈q¯q〉n
〈q¯q〉0
≃ 1 − n
2 f 2π mπ
. (189)
This formula is in fact a two-color analogue of the density
dependence of the chiral condensate in the Nc = 3 case, where
we have [157, 158]
〈q¯q〉n
〈q¯q〉0
≃ 1 − ΣπNf 2π m2π
n (190)
with ΣπN being the pion-nucleon sigma term. In Fig.10, we
show the numerical results via solving the mean-field gap
equations. One finds that the chiral condensate has a perfect
linear behavior at low density. For large value of M∗ ( and
hence the sigma meson mass mσ), the linear behavior persists
even at higher density.
In fact, the Eq. (189) can be obtained in a model inde-
pendent way. Applying the Hellmann-Feynman theorem to a
dilute diquark gas with energy density E(n) given by (170),
we can obtain (189) directly. According to the Hellmann-
Feynman theorem, we have
2m0(〈q¯q〉n − 〈q¯q〉0) = m0 dEdm0 . (191)
The derivative dE/dm0 can be evaluated via the chain rule
dE/dm0 = (dE/dmπ)(dmπ/dm0). Together with the Gell-
Mann–Oakes–Renner relation m2π f 2π = −m0〈q¯q〉0 and the fact
that dadd/dmπ ≃ add/mπ, we can obtain to leading order Eq.
(189). Beyond the leading order, we find that the correction
of order O(n2) vanishes. Thus, the next-to-leading order cor-
rection should be O(n5/2) coming from the Lee-Huang-Yang
correction to the equation of state [159].
Finally, we can show analytically that the “chiral rotation”
behavior [75, 80–89] predicted by the chiral perturbation the-
ories is valid in the NJL model near the quantum phase transi-
tion. In the chiral perturbation theories, the chemical potential
dependence of the chiral and diquark condensates can be ana-
lytically expressed as
〈q¯q〉µB
〈q¯q〉0
=
m2π
µ2B
,
〈qq〉µB
〈q¯q〉0
=
√
1 − m
4
π
µ4B
. (192)
Near the phase transition point, we can expand the above for-
mula in powers of µd = µB − mπ. To leading order, we have
〈q¯q〉µB
〈q¯q〉0
≃ 1 − 2µd
mπ
,
〈qq〉µB
〈q¯q〉0
≃ 2
√
µd
mπ
. (193)
Using the mean-field result (169) for the chemical potential
µd, one can easily check that the above relations are also valid
in our NJL model.
In the above studies we focused on the “physical point”
with m0 , 0. In the final part of this section, we briefly discuss
the chiral limit with m0 = 0.
We may naively expect that the results at m0 , 0 can be
directly generalized to the chiral limit via setting mπ = 0. The
ground state is a noninteracting Bose condensate of massless
diquarks, due to mπ = 0 and add = 0. However, this cannot be
true since many divergences develop due to the vanishing pion
mass. In fact, the conclusion of second order phase transition
is not correct since the Ginzburg-Landau coefficient β van-
ishes. Instead, the superfluid phase transition is of strongly
first order in the chiral limit [88, 113, 114].
In the chiral limit, the effective action in the vacuum should
depend only on the combination σ2 + pi2 + |φ|2 due to the ex-
act flavor symmetry SU(4) ≃ SO(6). The vacuum is chosen
to be associated with a nonzero chiral condensate 〈σ〉 without
loss of generality. At zero and at finite chemical potential, the
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FIG. 10: The ratio Rn = 〈q¯q〉n/〈q¯q〉0 as a function of n/( f 2π mπ) for different model parameter sets. The dashed line is the linear behavior given
by (189).
thermodynamic potential Ω0(M, |∆|) has two minima locating
at (M, |∆|) = (a, 0) and (M, |∆|) = (0, b). At zero chemical po-
tential, these two minima are degenerate due to the exact fla-
vor symmetry. However, at nonzero chemical potential (even
arbitrarily small), the minimum (0, b) has the lowest free en-
ergy. Analytically, we can show b → M∗ at µB = 0+. This
means that the superfluid phase transition in the chiral limit
is of strongly first order, and takes place at arbitrarily small
chemical potential. Since the effective quark mass M keeps
vanishing in the superfluid phase, a low density Bose conden-
sate does not exist in the chiral limit.
D. Matter at High Density: BEC-BCS crossover and Mott
Transition
The investigations in the previous subsection are restricted
near the quantum phase transition point µB = mπ. Generally
the state of matter at high density should not be a relativis-
tic Bose condensate described by (172). In fact, perturbative
QCD calculations show that the matter is a weakly coupled
BCS superfluid at asymptotic density [68–74]. In this section,
we will discuss the evolution of the superfluid matter as the
baryon density increases from the NJL model point of view.
The numerical results for the chiral condensate 〈q¯q〉 and di-
quark condensate 〈qq〉 are shown in Fig.11. As a comparison,
we also show the analytical result (192) predicted by the chi-
ral perturbation theories (dashed lines). Since both the NJL
model and chiral perturbation theories are equivalent realiza-
tion of chiral symmetry as an effective low-energy theory of
QCD, the behavior of the chiral condensate is almost the same
in the two cases. However, for the diquark condensate, there
is quantitative difference at large chemical potential. To un-
derstand this deviation, we compare the linear sigma model
and its limit of infinite sigma mass. The former is similar to
the NJL model with a finite sigma mass, and the latter cor-
responds to the chiral perturbation theories. We consider the
O(6) linear sigma model [89]
LLSM = 12 (∂µϕ)
2 − 1
2
m2ϕ2 +
1
4
λϕ4 − Hσ (194)
with ϕ = (σ, pi, φ1, φ2) and m2 < 0. The model parameters
m2, λ, H can be determined from the vacuum phenomenology.
In this model, we can show that the chiral and diquark con-
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FIG. 11: The chiral and diquark condensates (in units of 〈q¯q〉0) as functions of the baryon chemical potential(in units of mπ) for different model
parameter sets.
densates are given by
〈q¯q〉µB
〈q¯q〉0
=
m2π
µ2B
,
〈qq〉µB
〈q¯q〉0
=
√
1 − m
4
π
µ4B
+ 2
µ2B − m2π
m2σ − m2π
. (195)
In the limit mσ → ∞, the above results are indeed reduced to
the result (192) of chiral perturbation theories. However, for
finite values of mσ, the difference between the two might be
remarkable at large chemical potential.
While the Ginzburg-Landau free energy can be reduced to
the Gross-Pitaevskii free energy near the quantum phase tran-
sition point, it is not the case at arbitrary µB.
When µB increases, we find that the fermionic excitation
spectra E±k undergo a characteristic change. Near the quan-
tum phase transition µB = mπ, they are nearly degenerate, due
to mπ ≪ 2M∗ and their minima located at |k| = 0. However,
at very large µB, the minimum of E−k moves to |k| ≃ µB/2
from M → m0. Meanwhile the excitation energy of the
anti-fermion excitation become much larger than that of the
fermion excitation and can be neglected. This characteristic
change of the fermionic excitation spectra takes place when
the minimum of the lowest band excitation E−k moves from
|k| = 0 to |k| , 0, i.e., µB/2 = M(µB). A schematic plot of
this characteristic change is shown in Fig.12. The equation
µB/2 = M(µB) defines the so-called crossover point µB = µ0
which can be numerically determined by the mean-field gap
equations. The numerical results of the crossover chemical
potential µ0 for the four model parameter sets are shown in
Table.III. For reasonable parameter sets, the crossover chem-
ical potential is in the range (1.6 − 2)mπ. We notice that this
crossover chemical potential agrees with the result from lat-
tice simulation [95].
In fact, an analytical expression for µ0 can be achieved
according to the fact that the chiral rotation behavior
〈q¯q〉µB/〈q¯q〉0 ≃ m2π/µ2B is still valid in the NJL model at large
chemical potentials as shown in Fig.11. We obtain
µ0
2 ≃
m2π
µ20
M∗ =⇒ µ0 ≃ (2M∗m2π)1/3. (196)
Set 1 2 3 4
chemical potential µ0 1.65 1.81 1.95 2.07
TABLE III: The crossover chemical potential µ0 (in units of mπ) for
different model parameter sets.
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FIG. 12: A schematic plot of the fermionic excitation spectrum in
the BEC state (left) and the BCS state (right).
Using the fact that mσ ≃ 2M∗, we find that µ0 can be expressed
as
µ0
mπ
≃
(
mσ
mπ
)1/3
. (197)
Thus, in the nonlinear sigma model limit mσ/mπ → ∞, there
should be no BEC-BCS crossover. On the other hand, this
means that the physical prediction power of the chiral pertur-
bation theories is restricted near the quantum phase transition
point.
The fermionic excitation gap ∆ex (as shown in Fig.12), de-
fined as the minimum of the fermionic excitation energy, i.e.,
∆ex = mink{E−k , E+k }, can be evaluated as
∆ex =

√
(M − µB2 )2 + |∆|2 , µB < µ0
|∆| , µB > µ0.
(198)
It is evident that the fermionic excitation gap is equal to the su-
perfluid order parameter only in the BCS regime. This is sim-
ilar to the BEC-BCS crossover in nonrelativistic systems [5],
and we find that the corresponding fermion chemical potential
µn can be defined as µn = µB/2− M. The numerical results of
the fermionic excitation gap ∆ex for different model parameter
sets are shown in Fig.13. We find that for a wide range of the
baryon chemical potential, it is of order O(M∗). The fermionic
excitation gap is equal to the pairing gap |∆| only at the BCS
side of the crossover, and exhibits a minimum at the quantum
phase transition point.
On the other hand, the momentum distributions of quarks
(denoted by n(k)) and antiquarks (denoted by n¯(k)) can be
evaluated using the quark Green function G11(K). We obtain
n(k) = 1
2
(
1 − ξ
−
k
E−k
)
, for quarks,
n¯(k) = 1
2
(
1 − ξ
+
k
E+k
)
, for antiquarks. (199)
The numerical results for n(k) and n¯(k) (for model parameter
set 1) are shown in Fig.14. Near the quantum phase transi-
tion point, the quark momentum distribution n(k) is a very
smooth function in the whole momentum space. In the oppo-
site limit, i.e., at large chemical potentials, it approaches unity
at |k| = 0 and decreases rapidly around the effective “Fermi
surface” at |k| ≃ |µ|. For the antiquarks, we find that the mo-
mentum distribution n¯(k) exhibits a nonmonotonous behavior:
it is suppressed at both low and high densities and is visible
only at moderate chemical potentials. However, even at very
large chemical potentials, e.g., µB = 10mπ, the momentum
distribution n(k) does not approach the standard BCS behav-
ior, which means that the dense matter is not a weakly coupled
BCS superfluid for a wide range of the baryon chemical po-
tential. Actually, at µB ≃ 10mπ, the ratio |∆|/µ is about 0.5,
which means that the dense matter is still a strongly coupled
superfluid.
The Goldstone mode also undergoes a characteristic change
in the BEC-BCS crossover. Near the quantum phase transition
point, i.e., in the dilute limit, the Goldstone mode recovers
the Bogoliubov excitation of weakly interacting Bose conden-
sates. In the opposite limit, we expect the Goldstone mode ap-
proaches the Anderson-Bogoliubov mode of a weakly coupled
BCS superfluid, which takes a dispersion ω(q) = |q|/√3 up to
the two-particle continuum ω ≃ 2|∆|. In fact, at large chem-
ical potentials, we can safely neglect the mixing between the
sigma meson and diquarks. The Goldstone boson dispersion
is thus determined by the equation
det
(
M11(Q) M12(Q)
M21(Q) M22(Q)
)
= 0. (200)
Therefore, at very large chemical potentials where |∆|/µ
becomes small enough, the Goldstone mode recovers the
Anderson-Bogoliubov mode of a weakly coupled BCS super-
fluid.
Finally, we should emphasize that the existence of a smooth
crossover from the Bose condensate to the BCS superfluid de-
pends on whether there exists a deconfinement phase transi-
tion at finite µB [95, 160] and where it takes place. Recent
lattice calculation predicts a deconfinement crossover which
occurs at a baryon chemical potential larger than that of the
BEC-BCS crossover [95].
As in real QCD with two quark flavors, we expect the
chiral symmetry is restored and the spectra of sigma me-
son and pions become degenerate at high density [161].
For the two-flavor case and with vanishing m0, the residue
SUL(2)⊗SUR(2)⊗UB(1) symmetry group at µB , 0 is spon-
taneously broken down to SpL(2)⊗SpR(2) in the superfluid
medium with nonzero 〈qq〉, resulting in one Goldstone bo-
son. For small nonzero m0, we expect the spectra of sigma
meson and pions become approximately degenerate when the
in-medium chiral condensate 〈q¯q〉 becomes small enough.
In fact, according to the result 〈q¯q〉n/〈q¯q〉0 ≃ 1−n/(2 f 2π mπ)
at low density, we can roughly expect that the chiral symme-
try is approximately restored at n ∼ 2 f 2π mπ. From the chemi-
cal potential dependence of the chiral condensate 〈q¯q〉 shown
in Fig.11, we find that it becomes smaller and smaller as the
density increases. As a result, we should have nearly degen-
erate spectra for the sigma meson and pions. To show this
we need the explicit form of the matrix M(Q) and N(Q) given
in Appendix A. From M13,M32 ∝ M∆ at high density with
〈q¯q〉 → 0, they can be safely neglected and the sigma meson
decouples from the diquarks. The propagator of the sigma
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FIG. 13: The fermionic excitation gap ∆ex (in units of M∗) as a function of the baryon chemical potential (in units of mπ) for different model
parameter sets. The effective quark mass M and the pairing gap |∆| are also shown by dashed and dash-dotted lines, respectively.
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meson is then given by M−133 (Q). From the explicit form of the
polarization functions Πσ(Q) = Π33(Q) and Ππ(Q), we can
see that the inverse propagators of the sigma meson and pi-
ons differ from each other in a term proportional to M2. Thus
at high density their spectra are nearly degenerate, and their
masses are given by the equation
1 − 2GΠπ(ω, 0) = 0. (201)
Using the mean-field gap equation for ∆, we find that the so-
lution is ω = µB, which means that the meson masses are
equal to µB at large chemical potentials. In Fig.15, we show
the chemical potential dependence of the meson and diquark
masses determined at zero momentum. We find that the chi-
ral symmetry is approximately restored at µB ≃ 3mπ, cor-
responding to n ≃ 3.5 f 2π mπ, where the π and ”anti-d” start
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to be degenerate. In the normal phase with µB < mπ, di-
quark, anti-diquark, π and σ themselves are eigen modes of
the collective excitation of the system, but in the symmetry
breaking phase with µB > mπ, except for π which is still an
eigen mode, diquark, anti-diquark and σ are no longer eigen
modes [88, 162]. However, if we neglect the mixing between
σ and anti-diquark in the symmetry breaking phase [163], σ
is still the eigen mode and it becomes degenerate with anti-
diquark and π at high enough chemical potential. This is
clearly shown in Fig.15 of Ref. [164].
Even though the deconfinement transition or crossover
which corresponds to the gauge field sector cannot be de-
scribed in the NJL model, we can on the other hand study the
meson Mott transition associated with the chiral restoration
[165–172]. The meson Mott transition is defined as the point
where the meson energy becomes larger than the two-particle
continuum ωq¯q for the decay process π→ q¯q at zero momen-
tum, which means that the mesons are no longer bound states.
The two-particle continuum ωq¯q is different at the BEC and
the BCS sides. From the explicit form of Ππ(Q), we find
ωq¯q =

√
(M − µB2 )2 + |∆|2 +
√
(M + µB2 )2 + |∆|2 , µB < µ0
|∆| +
√
(M + µB2 )2 + |∆|2 , µB > µ0.
(202)
Thus the pions and the sigma meson will undergo a Mott tran-
sition when their masses become larger than the two-particle
continuum ωq¯q, i.e., µB > ωq¯q. Using the mean-field results
for ∆ and M, we can calculate the two-particle continuum ωq¯q
as a function of µB, which is shown in Fig.16. We find that the
Mott transition does occur at a chemical potential µB = µM1
which is sensitive to the value of M∗. The values of µM1 for
the four model parameter sets are shown in Table.IV. For rea-
sonable model parameter sets, the value of µM1 is in the range
(7 − 10)mπ. Above this chemical potential, the mesons are no
longer stable bound states and can decay into quark-antiquark
pairs even at zero momentum. We note that the Mott transition
takes place well above the chiral restoration, in contrast to the
pure finite temperature case where the mesons are dissociated
once the chiral symmetry is restored [165–171].
On the other hand, we find from the explicit forms of the
meson propagators in Appendix A that the decay process π→
qq is also possible at q , 0 (even though |q| is small) due to the
presence of superfluidity. Thus, we have another unusual Mott
transition in the superfluid phase. Notice that this process is
not in contradiction to the baryon number conservation law,
since the UB(1) baryon number symmetry is spontaneously
broken in the superfluid phase. Quantitatively, this transition
occurs when the meson mass becomes larger than the two-
particle continuum ωqq for the decay process π → qq at q =
0+. In this case, we have
ωqq =
 2
√
(M − µB2 )2 + |∆|2 , µB < µ0
2|∆| , µB > µ0.
(203)
The two-particle continuum ωqq is also shown in Fig.16. We
find that the unusual Mott transition does occur at another
chemical potential µB = µM2 which is also sensitive to the
value of M∗. The values of µM2 for the four model param-
eter sets are also shown in Table.IV. For reasonable model
parameter sets, this value is in the range (5 − 8)mπ. This
process can also occur in the 2SC phase of quark matter in
the Nc = 3 case [173]. In the 2SC phase, the symmetry
breaking pattern is SUc(3)⊗UB(1) →SUc(2) ⊗ ˜UB(1) where
the generator of the residue baryon number symmetry ˜UB(1)
is ˜B = B − 2T8/
√
3 = diag(0, 0, 1) corresponding to the un-
paired blue quarks. Thus the baryon number symmetry for the
paired red and green quarks are broken and our results can be
applied. To show this explicitly, we write down the explicit
form of the polarization function for pions in the 2SC phase
[173]
Π2SCπ (Q) = Π2-colorπ (Q) +
∑
K
Tr[G0(K)iγ5G0(P)iγ5], (204)
where G0(K) is the propagator for the unpaired blue quarks.
Here Π2-colorπ (Q) is given by (134) (the effective quarks mass
M and the pairing gap ∆ should be given by the Nc = 3 case
of course) and corresponds to the contribution from the paired
red and green sectors. The second term is the contribution
from the unpaired blue quarks. Therefore, the unusual decay
process is only available for the paired quarks.
E. Beyond-Mean-Field Corrections
The previous investigations are restricted to the mean-field
approximation, even though the bosonic collective excitations
Set 1 2 3 4
µM1 7.22 7.76 8.63 9.62
µM2 5.29 6.06 6.96 7.92
TABLE IV: The chemical potentials µM1 and µM2 (in units of mπ) for
different model parameter sets.
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FIG. 16: The two-particle continua ωq¯q and ωqq (in units of M∗) as functions of the baryon chemical potential (in units of mπ) for different
model parameter sets. The degenerate mass of pions and sigma meson is shown by dashed line.
are studied. In this part, we will include the Gaussian fluctu-
ations in the thermodynamic potential, and thus really go be-
yond the mean field. The scheme of going beyond the mean
field is somewhat like those done in the study of finite temper-
ature thermodynamics of the NJL model [174, 175]; however,
in this paper we will focus on the beyond-mean-field correc-
tions at zero temperature, i.e., the pure quantum fluctuations.
We will first derive the thermodynamic potential beyond the
mean field which is valid at arbitrary chemical potential and
temperature, and then briefly discuss the beyond-mean-field
corrections near the quantum phase transition. The numerical
calculations are deferred for future studies.
In Gaussian approximation, the partition function can be
expressed as
ZNJL ≃ exp
(
−S(0)
eff
) ∫
[dσ][dpi][dφ†][dφ]e−S(2)eff (205)
Integrating out the Gaussian fluctuations, we can express the
total thermodynamic potential as
Ω(T, µB) = Ω0(T, µB) + Ωfl(T, µB), (206)
where the contribution from the Gaussian fluctuations can be
written as
Ωfl =
1
2
∑
Q
[
ln det M(Q) + ln det N(Q)]. (207)
However, there is a problem with the above expression,
since it is actually ill-defined: the sum over the boson Mat-
subara frequency is divergent and we need appropriate con-
vergent factors to make it meaningful. In the simpler case
without superfluidity, the convergent factor is simply given by
eiνm0
+ [174, 175]. In our case, the situation is somewhat dif-
ferent due to the introduction of the Nambu-Gor’kov spinors.
Keep in mind that in the equal time limit, there are additional
factors eiωn0+ for G11(K) and e−iωn0+ for G22(K). Therefore,
to get the proper convergent factors for Ωfl, we should keep
these factors when we make the sum over the fermion Mat-
subara frequency ωn in evaluating the polarization functions
Πij(Q) and Ππ(Q).
The problem in the expression of Ωfl is thus from the op-
posite convergent factors for M11 and M22. From the above
arguments, we find that there is a factor eiνm0+ for M11 and
e−iνm0
+ for M22. Keep in mind that the Matsubara sum
∑
m is
converted to a standard contour integral (iνm → z). The con-
vergence for z → +∞ is automatically guaranteed by the Bose
distribution function b(z) = 1/(ez/T − 1), we thus should treat
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only the problem for z → −∞. To this end, we write the first
term of Ωfl as
∑
Q
ln det M(Q) =
∑
Q
[
ln M11eiνm0
+
+ ln M22e−iνm0
+
+ ln
(
det M
M11M22
)
eiνm0
+
]
. (208)
Using the fact that M22(Q) = M11(−Q), we obtain
∑
Q
ln det M(Q) =
∑
Q
ln
[
M11(Q)
M22(Q) det M(Q)
]
eiνm0
+
. (209)
Therefore, the well-defined form of Ωfl is given by the above
formula together with the other term
∑
Q ln det N(Q) associ-
ated with a factor eiνm0+ .
The Matsubara sum can be written as the contour integral
via the theorem
∑
m g(iνm) =
∮
C dz/(2πi)b(z)g(z), where C
runs on either side of the imaginary z axis, enclosing it coun-
terclockwise. Distorting the contour to run above and below
the real axis, we obtain
Ωfl =
∑
q
∫ +∞
−∞
dω
2π
b(ω)[δM(ω, q) + δ11(ω, q)
−δ22(ω, q) + 3δπ(ω, q)], (210)
where the scattering phases are defined as
δM(ω, q) = Im ln det M(ω + i0+, q),
δ11(ω, q) = Im ln M11(ω + i0+, q),
δ22(ω, q) = Im ln M22(ω + i0+, q),
δπ(ω, q) = Im ln
[
(2G)−1 + Ππ(ω + i0+, q)
]
. (211)
Keep in mind the pressure of the vacuum should be zero, the
physical thermodynamic potential at finite temperature and
chemical potential should be defined as
Ωphy(T, µB) = Ω(T, µB) − Ω(0, 0). (212)
As we have shown in the mean-field theory, at T = 0, the
vacuum state is restricted in the region |µB| < mπ. In this re-
gion, all thermodynamic quantities should keep zero, no mat-
ter how large the value of µB is. While this should be an obvi-
ous physical conclusion, it is important to check whether our
beyond-mean-field theory satisfies this condition.
Notice that the physical thermodynamic potential is defined
asΩphy(µB) = Ω(µB)−Ω(0), we therefore should prove that the
thermodynamic potential Ω(µB) stays constant in the region
|µB| < mπ. For the mean-field part Ω0, the proof is quite easy.
Because of the fact that M∗ > mπ/2, the solution for M is
always given by M = M∗. Thus Ω0 keeps its value at µB = 0
in the region |µB| < mπ.
Now we turn to the complicated part Ωfl. From ∆ = 0, all
the off-diagonal elements of M vanishes, Ωfl is reduced to
Ωfl =
1
2
∑
Q
ln
[
1
2G
+ Πσ(Q)
]
eiνm0
+
+
3
2
∑
Q
ln
[
1
2G
+ Ππ(Q)
]
eiνm0
+
+
∑
Q
ln
[
1
4G
+ Πd(Q)
]
eiνm0
+ (213)
with Πσ(Q) = Π33(Q), and we should set ∆ = 0 and M = M∗
in evaluating the polarization functions. First, we can easily
show that the contributions from the sigma meson and pions
do not have explicit µB dependence and thus keep the same
values as those at µB = 0. In fact, since the effective quark
mass M keeps its vacuum value M∗ guaranteed by the mean-
field part, all the µB dependence in Πσ,π(Q) is included in the
Fermi distribution functions f (E ± µB/2). From M∗ > µB/2,
they vanish automatically at T = 0. In fact, from the explicit
expressions for Πσ,π(Q) in Appendix A, we can check that
there is no µB independence in Πσ,π(Q).
The diquark contribution, however, has an explicit µB de-
pendence through the combination iνm+µB in the polarization
function Πd(Q). The diquark contribution (at T = 0) can be
written as
Ωd = −
∑
q
∫ 0
−∞
dω
π
δd(ω, q),
δd(ω, q) = Im ln
[
(4G)−1 + Πd(ω + i0+, q)
]
. (214)
Making a shift ω → ω − µB, and noticing that fact Πd(ω −
µB, q) = Ππ(ω, q)/2, we obtain
Ωd = −
∑
q
∫ −µB
−∞
dω
π
δπ(ω, q). (215)
To show that the above quantity is µB independent, we sep-
arate it into a pole part and a continuum part. There is a
well-defined two-particle continuum Ec(q) for pions at arbi-
trary momentum q,
Ec(q) = mink
(
E∗k + E
∗
k+q
)
. (216)
The pion propagator has two symmetric poles ±ωπ(q) when q
satisfies ωπ(q) < Ec(q). Thus in the region |ω| < Ec(q), the
scattering phase δπ can be analytically evaluated as
δπ(ω, q) = π [Θ (−ω − ωπ(q)) − Θ (ω − ωπ(q))] . (217)
From Ec(q) > ωπ(q) > mπ > µB, the thermodynamic potential
Ωd can be separated as
Ωd =
∑
q
[
ωπ(q) − Ec(q)] −∑
q
∫ −Ec(q)
−∞
dω
π
δπ(ω, q), (218)
which is indeed µB independent. Notice that in the first term
the integral over q is restricted in the region |q| < qc where qc
is defined as ωπ(qc) = Ec(qc).
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In conclusion, we have shown that the thermodynamic po-
tential Ω in the Gaussian approximation stays constant in the
vacuum state, i.e., at |µB| < mπ and at T = 0. All other thermo-
dynamic quantities such as the baryon number density keep
zero in the vacuum. The subtraction term Ω(0, 0) in the Gaus-
sian approximation can be expressed as
Ω(0, 0) = Ωvac(M∗) + 52
∑
q
[
ωπ(q) − Ec(q)]
−
∑
q
∫ −Ec(q)
−∞
dω
2π
[
δσ(ω, q) + 5δπ(ω, q)] .(219)
Now we consider the beyond-mean-field corrections near
the quantum phase transition point µB = mπ. Notice that the
effective quark mass M and the diquark condensate ∆ are de-
termined at the mean-field level, and the beyond-mean-field
corrections are possible only through the equations of state.
Formally, the Gaussian contribution to the thermodynamic
potential Ωfl is a function of µB, M and y = |∆|2, i.e., Ωfl =
Ωfl(µB, y, M). In the superfluid phase, the total baryon density
including the Gaussian contribution can be evaluated as
n(µB) = n0(µB) + nfl(µB), (220)
where the mean-field part is simply given by n0(µB) =
−∂Ω0/∂µB and the Gaussian contribution can be expressed as
nfl(µB) = −∂Ωfl
∂µB
− ∂Ωfl
∂y
dy
dµB
− ∂Ωfl
∂M
dM
dµB
. (221)
The physical values of M and |∆|2 should be determined by
their mean-field gap equations. In fact, from the gap equations
∂Ω0/∂M = 0 and ∂Ω0/∂y = 0, we obtain
∂2Ω0
∂µB∂M
+
∂2Ω0
∂y∂M
dy
dµB
+
∂2Ω0
∂M2
dM
dµB
= 0,
∂2Ω0
∂µB∂y
+
∂2Ω0
∂y2
dy
dµB
+
∂2Ω0
∂M∂y
dM
dµB
= 0. (222)
Thus, we can obtain the derivatives dM/dµB and dy/dµB ana-
lytically. Finally, nfl(µB) is a continuous function of µB guar-
anteed by the properties of second order phase transition, and
we have nfl(mπ) = 0.
Next we focus on the beyond-mean-field corrections near
the quantum phase transition. Since the diquark condensate
∆ is vanishingly small, we can expand the Gaussian part Ωfl
in powers of |∆|2. Notice that µB and M can be evaluated
as functions of |∆|2 from the Ginzburg-Landau potential and
mean-field gap equations. Thus to order O(|∆|2), the expan-
sion takes the form
Ωfl ≃ η|∆|2, (223)
where the expansion coefficient η is defined as
η =
(
∂Ωfl
∂y
+
∂Ωfl
∂µB
dµB
dy +
∂Ωfl
∂M
dM
dy
) ∣∣∣∣∣∣
µB=mπ,y=0,M=M∗
. (224)
Using the definition of nfl, we find that η can be related to nfl
by
η = nfl(mπ)dµBdy
∣∣∣∣∣
y=0
. (225)
Therefore, the coefficient η vanishes, and the leading order of
the expansion should be O(|∆|4).
As shown above, to leading order, the expansion of Ωfl can
be formally expressed as
Ωfl ≃ −
ζ
2β|∆|
4. (226)
The explicit form of ζ is quite complicated and we do not
show it here. Notice that the factor ζ is in fact µB independent,
thus the total baryon density to leading order is
n = n0 + ζβ|∆|2
d|∆|2
dµB
∣∣∣∣∣
µB=mπ
. (227)
Near the quantum phase transition point, the mean-field con-
tribution is n0 = |ψ0|2 = 2mπJ|∆|2 from the Gross-Pitaevskii
free energy. The last term can be evaluated using the analyti-
cal result
|ψ0|2 = µdg0
=⇒ |∆|2 = 2mπJ
β
µd, (228)
which is in fact the solution of the mean-field gap equations.
Therefore, to leading order, the total baryon density reads
n = (1 + ζ)2mπJ|∆|2. (229)
On the other hand, the total pressure P can be expressed as
P = (1 + ζ)β
2
|∆|4. (230)
Thus we find that the leading order quantum corrections are
totally included in the numerical factor ζ. Setting ζ = 0, we
recover the mean-field results obtained previously.
Including the quantum fluctuations, the equations of state
shown in (170) are modified to be
P(n) = 1
1 + ζ
2πadd
mπ
n2,
µB(n) = mπ + 11 + ζ
4πadd
mπ
n. (231)
This means that, to leading order, the effect of quantum fluctu-
ations is giving a correction to the diquark-diquark scattering
length. The renormalized scattering length is
a′dd =
add
1 + ζ
. (232)
Generally, we have ζ > 0 and the renormalized scattering
length is smaller than the mean-field result.
An exact calculation of the numerical factor ζ can be per-
formed. In this work we will give an analytical estimation of ζ
based on the fact that the quantum fluctuations are dominated
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by the gapless Goldstone mode. To this end, we approximate
the Gaussian contributionΩfl as
Ωfl ≃ 12
∑
Q
ln
[
D−1d (Q)D−1d (−Q) + 3β2|∆|4
+2β|∆|2
(
D−1d (Q) +D−1d (−Q)
) ]
, (233)
where D−1d (Q) is given by (159) and can be approximated by(161). Subtracting the value ofΩfl at µB = mπ with ∆ = 0, and
using the result µB = mπ + g0|ψ0|2 from the Gross-Pitaevskii
equation, we find that ζ can be evaluated as
ζ =
β
J2 (I1 + I2) ≃
m2π
f 2π
(I1 + I2) , (234)
where the numerical factors I1 and I2 are given by
I1 =
1
2
∑
m
∑
X
Z2m + X2
(Z2m − X2)2 − 4Z2m
,
I2 = 4
∑
m
∑
X
(3Z2m − X2)2[(Z2m − X2)2 − 4Z2m]2 . (235)
Here the dimensionless notations Zm and X are defined as
Zm = iνm/mπ and X = q/mπ respectively. Notice that the
integral over X is divergent and hence such an estimation has
no prediction power due to the fact that the NJL model is non-
renormalizable. However, regardless of the numerical factor
I1 + I2, we find ζ ∝ m2π/ f 2π . Thus, the correction should be
small for the case mπ ≪ 2M∗.
While the effect of the Gaussian fluctuations at zero temper-
ature is to give a small correction to the diquark-diquark scat-
tering length and the equations of state, it can be significant at
finite temperature. In fact, as the temperature approaches the
critical value of superfluidity, the Gaussian fluctuations should
dominate. In this part, we will show that to get a correct crit-
ical temperature in terms of the baryon density n, we must
go beyond the mean field. The situation is analogous to the
Nozieres–Schmitt-Rink treatment of molecular condensation
in strongly interacting Fermi gases [3, 4].
The transition temperature Tc is determined by the Thouless
criterion D−1d (0, 0) = 0 which can be shown to be consistent
with the saddle point condition δSeff/δφ|φ=0 = 0. Its explicit
form is a BCS-type gap equation
1
4G
= NcN f
∑
e=±
∫ d3k
(2π)3
1 − 2 f (ξek)
2ξek
. (236)
Meanwhile, the effective quark mass M satisfies the mean-
field gap equation
M − m0
2GM
= NcN f
∫ d3k
(2π)3
1 − f (ξ−k ) − f (ξ+k )
Ek
. (237)
To obtain the transition temperature as a function of
n, we need the so-called number equation given by n =
−∂Ω/∂µB, which includes both the mean-field contribution
n0(µB, T ) = 2N f ∑k [ f (ξ−k ) − f (ξ+k )] and the Gaussian contri-
bution nfl(µB, T ) = −∂Ωfl/∂µB. At the transition temperature
with ∆ = 0, Ωfl can be expressed as
Ωfl =
∫ d3q
(2π)3
∫ ∞
−∞
dω
2π
b(ω)
× [2δd(ω, q) + δσ(ω, q) + 3δπ(ω, q)], (238)
where the scattering phases are defined as δd(ω, q) =
Im ln[1/(4G) + Πd(ω + i0+, q)] for the diquarks, δσ(ω, q) =
Im ln[1/(2G) + Πσ(ω + i0+, q)] for the sigma meson and
δπ(ω, q) = Im ln[1/(2G) + Ππ(ω + i0+, q)] for the pions. Ob-
viously, the polarization functions should take their forms at
finite temperature in the normal phase.
The transition temperature Tc at arbitrary baryon number
density n can be determined numerically via solving simulta-
neously the gap and number equations. However, in the dilute
limit n → 0 which we are interested in this section, analyti-
cal result can be achieved. Keep in mind that Tc → 0 when
n → 0, we find that the Fermi distribution functions f (ξ±k )
vanish exponentially (from M∗ − mπ/2 ≫ Tc) and we ob-
tain µB = mπ and M = M∗ from the gap Eqs. (236) and
(237), respectively. Meanwhile the mean-field contribution of
the density n0 can be neglected and the total density n is thus
dominated by the Gaussian part nfl. When T → 0 we can
show that Πσ(ω, q) and Ππ(ω, q) are independent of µB, and
the number equation is reduced to
n = −
∑
q
∫ ∞
−∞
dω
π
b(ω)∂δd(ω, q)
∂µB
. (239)
From Tc → 0, the inverse diquark propagator can be reduced
toD−1d (ω, q) in (159). Thus the scattering phase δd can be well
approximated by δd(ω, q) = π[Θ(µB−ǫq−ω)−Θ(ω−µB−ǫq)]
with ǫq =
√
q2 + m2π. Therefore, the number equation can be
further reduced to the well-known equation for ideal Bose-
Einstein condensation,
n =
∑
q
[
b(ǫq − µB) − b(ǫq + µB)
] ∣∣∣∣∣
µB=mπ
. (240)
Since the above equation is valid only in the low density limit
n → 0, the critical temperature is thus given by the nonrela-
tivistic result
Tc =
2π
mπ
[
n
ξ(3/2)
]2/3
. (241)
At finite density but na3dd ≪ 1, there exists a correction to
Tc which is proportional to n1/3add [119]. Such a correction
is hard to handle analytically in our model since we should
consider simultaneously the corrections to M and µB, as well
as the contributions from the sigma meson and pions.
F. BCS-BEC crossover in Pion superfluid
The other situation, which can be simulated by lattice QCD,
is quark matter at finite isospin density. The physical motiva-
tion to study QCD at finite isospin density and the correspond-
ing pion superfluid is related to the investigation of compact
36
stars, isospin asymmetric nuclear matter and heavy ion col-
lisions at intermediate energies. In early studies on dense
nuclear matter and compact stars, it has been suggested that
charged pions are condensed at sufficiently high density [120–
124, 176, 177]. The QCD phase structure at finite isospin
chemical potential is recently investigated in many low en-
ergy effective models, such as chiral perturbation theory, lin-
ear sigma model, NJL model, random matrix method, and lad-
der QCD [75, 96–118, 164, 178–180]. In this subsection, we
review the pion superfluid and the corresponding BCS-BEC
crossover in the frame of two-flavor NJL model. Since the
isospin chemical potential which triggers the pion condensa-
tion is large, µI ≥ mπ, we neglect the diquark condensation
which is favored at large baryon chemical potential and small
isospin chemical potential.
The Lagrangian density of the two-flavor NJL model at
quark level is defined as [126–129]
L = ¯ψ
(
iγµ∂µ − m0 + γ0µ
)
ψ+G
[ (
¯ψψ
)2
+
(
¯ψiγ5τiψ
)2 ] (242)
with scalar and pseudoscalar interactions corresponding to σ
and π excitations, where m0 is the current quark mass, G
is the four-quark coupling constant with dimension GeV−2,
τi (i = 1, 2, 3) are the Pauli matrices in flavor space, and
µ = diag (µu, µd) = diag (µB/3 + µI/2, µB/3 − µI/2) is the
quark chemical potential matrix with µu and µd being the u-
and d-quark chemical potentials and µB and µI the baryon and
isospin chemical potentials.
At zero isospin chemical potential, the Lagrangian den-
sity has the symmetry of UB(1)
⊗
S UL(2)
⊗
S UR(2) cor-
responding to baryon number symmetry, isospin symmetry
and chiral symmetry. At finite isospin chemical potential,
the symmetries S UL(2)
⊗
S UR(2) are firstly explicitly bro-
ken down to UL(1)
⊗
UR(1), and then the nonzero pion con-
densate leads to the spontaneous breaking of UI=L+R(1), with
pions as the corresponding Goldstone modes. At µB = 0, the
Fermi surface of u(d) and anti-d(u) quarks coincide and hence
the condensate of u and anti-d is favored at µI > 0 and the
condensate of d and anti-u quarks is favored at µI < 0. Finite
µB provides a mismatch between the two Fermi surfaces and
will reduce the pion condensation.
Introducing the chiral and pion condensates
σ = 〈 ¯ψψ〉, π = 〈 ¯ψiγ5τ1ψ〉 (243)
and taking them to be real, the quark propagator S in mean
field approximation can be expressed as a matrix in the flavor
space
S−1(k) =
(
γµkµ + µuγ0 − Mq 2iGπγ5
2iGπγ5 γµkµ + µdγ0 − Mq
)
(244)
with the effective quark mass Mq = m0−2Gσ generated by the
chiral symmetry breaking. By diagonalizing the propagator,
the thermodynamic potentialΩ(T, µB, µI , Mq, π) can be simply
expressed as a condensation part plus a summation part of four
quasiparticle contributions [113, 114, 164]. The gap equations
to determine the condensates σ (or effective quark mass Mq)
and π can be obtained by the minimum of the thermodynamic
potential,
∂Ω
∂Mq
= 0, ∂Ω
∂π
= 0. (245)
In the NJL model, the meson modes are regarded as quan-
tum fluctuations above the mean field. The two quark scatter-
ing via meson exchange can be effectively expressed at quark
level in terms of quark bubble summation in Random Phase
Approximation (RPA) [126–129]. The quark bubbles are de-
fined as
Πmn(q) = i
∫ d4k
(2π)4 Tr
(
Γ∗mS(k + q)ΓnS(k)
) (246)
with indices m, n = σ, π+, π−, π0, where the trace Tr =
TrCTrFTrD is taken in color, flavor and Dirac spaces, the
four momentum integration is defined as
∫
d4k/(2π)4 =
iT
∑
j
∫
d3k/(2π)3 with fermion frequency k0 = iω j = i(2 j +
1)πT ( j = 0,±1,±2, · · · ) at finite temperature T , and the me-
son vertices are from the Lagrangian density (242),
Γm =

1 m = σ
iγ5τ+ m = π+
iγ5τ− m = π−
iγ5τ3 m = π0 ,
Γ∗m =

1 m = σ
iγ5τ− m = π+
iγ5τ+ m = π−
iγ5τ3 m = π0 .
(247)
Since the quark propagator S contains off-diagonal elements,
we must consider all possible channels in the bubble summa-
tion in RPA. Using matrix notation for the meson polarization
functionΠ(q) in the 4× 4 meson space, the meson propagator
can be expressed as [163]
D(q) = 2G
1 − 2GΠ(q) =
2G
det [1 − 2GΠ(q)]M(q). (248)
Since the isospin symmetry is spontaneously broken in
the pion superfluid, the original meson modes σ, π+, π−, π0
with definite isospin quantum number are no longer the eigen
modes of the Hamiltonian of the system, the new eigen modes
σ, π+, π−, π0 are linear combinations of the old ones, their
masses Mi(i = σ, π+, π−, π0) are determined by poles of the
meson propagator at q0 = Mi and q = 0,
det [1 − 2GΠ(Mi, 0)] = 0, (249)
and their coupling constants are defined as the residues of the
propagator at the poles,
g2iqq =
2G
∑
m Mmm(Mi, 0)
ddet [1 − 2GΠ(q0, 0)] /dq20∣∣∣q0=Mi . (250)
Since the NJL model is non-renormalizable, we can em-
ploy a hard three momentum cutoff Λ to regularize the gap
equations for quarks and pole equations for mesons. In the
following numerical calculations, we take the current quark
mass m0 = 5 MeV, the coupling constant G = 4.93 GeV−2
and the cutoff Λ = 653 MeV[175]. This group of parameters
correspond to the pion mass mπ = 134 MeV, the pion decay
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FIG. 17: (upper) Meson spectra and effective quark mass at T =
µB = 0 as a function of isospin chemical potential µI . In normal
phase, the meson eigenmode is σ, π0, π+, π−, and in pion superfluid
state, they are denoted by σ, π0, π+, π−. [164] (lower) The coupling
constants for σ, π0, π+, π− in the normal phase and σ, π0, π+, π− in the
pion superfluid phase as functions of µI at T = µB = 0. [163]
constant fπ = 93 MeV and the effective quark mass Mq = 310
MeV in the vacuum.
Numerically solving the minimum of thermodynamic po-
tential, the order parameters look like the case in Fig.11, with
replacing 〈qq〉 by pion condensate and µB by µI . The conclu-
sion, which pion superfluid phase transition at zero µB occurs
at finite isospin density µI = mπ, can be clearly seen by com-
paring the gap equation and the polarization function Ππ+π+ .
Namely, the phase transition line from normal state to pion
superfluid on T − µI plane at µB = 0 is determined by condi-
tion that 1 − 2GΠπ+π+ (q0 = 0, 0), and the mass of π+ is always
zero at phase boundary.
The meson mass and the coupling constant giqq at zero tem-
perature and finite isospin chemical potential are shown in
Fig.17. Note that the meson mass spectrum is similar to what
shown in Fig.15, the ”anti-d” and ”d” there correspond to the
π+ and π− here. The condition for a meson to decay into a q
and a q is that its mass lies above the q−q threshold. From the
pole equation (249), the heaviest mode in the pion superfluid
is σ and its mass is beyond the threshold value. As a result,
there exists no σ meson in the pion superfluid, and the cou-
pling constant gσqq drops down to zero at the critical point µcI
and keeps zero at µI > µcI [163].
As discussed in the previous section, there are some char-
acteristic quantities to describe the BCS-BEC crossover in su-
perfluid or superconductor [49–53], which are difficult to be
experimentally measured but can be used to confirm the BCS-
BEC crossover picture in pion superfluid. Here we calculate
the scaled binding energy ǫ/µI as a function of µI in pion su-
perfluid at T = 0 and T = 100 MeV, shown in Fig.18. The
binding energy of π+ is defined as the the mass difference be-
tween π+ and the two quarks, ǫ = Mπ+ − Mu − Md. With
decreasing isospin chemical potential, the binding energy in-
creases, indicating a BCS-BEC crossover in the pion super-
fluid. When the medium becomes hot, the condensate melts
and the pairs are gradually dissociated.
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FIG. 18: The scaled π+ binding energy ǫ/µI as a function of isospin
chemical potential µI in the pion superfluid. The solid and dashed
lines are for T = 0 and 100 MeV, and the baryon chemical potential
keeps zero µB = 0.
In pion superfluid, the pairs themselves, namely the pion
mesons, are observable objects. We propose to measure the
π − π scattering to probe the properties of the pion conden-
sate and in turn the BCS-BEC crossover. On one hand, since
pions are Goldstone modes corresponding to the chiral sym-
metry spontaneous breaking, the π − π scattering provides a
direct way to link chiral theories and experimental data and
has been widely studied in many chiral models [152, 181–
184]. Note that pions are also the Goldstone modes of the
isospin symmetry spontaneous breaking, the π − π scattering
should be a sensitive signature of the pion superfluid phase
transition. On the other hand, the π − π scattering behaves
different according to the BCS-BEC crossover picture. In the
BCS quark superfluid, the large and overlapped pairs lead to
large pair-pair cross section, but the small and individual pairs
in the BEC superfluid interact weakly.
We now study π−π scattering at finite isospin chemical po-
tential. To the lowest order in 1/Nc expansion, where Nc is
the number of colors, the invariant amplitude T is calculated
from the diagrams shown in Fig.19 for the s channel. Note
that the s-wave π − π scattering calculated [152, 183, 184]
in NJL model of 1/Nc order is consistent with the Weinberg
limit [153] and the experimental data [185] in vacuum. Dif-
ferent from the calculation in normal state [152, 183, 184]
where both the box and σ-exchange diagrams contribute, the
σ-exchange diagrams vanish in the pion superfluid due to the
disappearance of the σ meson. This greatly simplifies the cal-
culation in the pion superfluid.
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FIG. 19: The lowest order diagrams for π − π scattering in the pion
superfluid. The solid and dashed lines are respectively quarks and
mesons (pions or σ), and the dots denote meson-quark vertices.
For the calculation in normal matter at µI = 0, people
are interested in the π-π scattering amplitude with definite
isospin, TI=0,1,2, which can be measured in experiments due
to isospin symmetry. However, the nonzero isospin chemi-
cal potential breaks down the isospin symmetry and makes
the scattering amplitude TI=0,1,2 not well defined. In fact, the
new meson modes in the pion superfluid do not carry defi-
nite isospin quantum numbers. Unlike the chiral dynamics in
normal matter, where the three degenerated pions are all the
Goldstone modes corresponding to the chiral symmetry spon-
taneous breaking, the pion mass splitting at finite µI results in
only one Goldstone mode π+ in the pion superfluid.
The scattering amplitude for any channel of the box dia-
grams can be expressed as
iTs,t,u(q) = −2g4πqq
∫ d4k
(2π)4 Tr
4∏
l=1
[
γ5τSl
] (251)
with the quark propagators S1 = S3 = S(k), S2 = S(k + q),
and S4 = S(k − q) for the s and t channels and S1 = S3 =
S(k + q) and S2 = S4 = S(k) for the u channel. To sim-
plify the numerical calculation, we consider in the follow-
ing the limit of the scattering at threshold
√
s = 2Mπ and
t = u = 0, where s, t and u are the Mandelstam variables. In
this limit, the amplitude approaches to the scattering length.
Note that the threshold condition can be fulfilled by a simple
choice of the pion momenta, qa = qb = qc = qd = q and
q2 = M2
π
= s/4, which facilitates a straightforward computa-
tion of the diagrams. Doing the fermion frequency summation
over the internal quark lines, the scattering amplitude for the
process of π+ + π+ → π+ + π+ in the pion superfluid is
simplified as
T+ = 18g4π+qq
∫ d3k
(2π)3
{
1
E3+
[(
f (E−+) − f (−E++)
)
−E+
(
f ′(E−+) + f ′(−E++)
)]
+
1
E3−
[(
f (E−−) − f (−E+−)
)
−E−
(
f ′(E−−) + f ′(−E+−)
)]}
, (252)
where E∓± = E± ∓ µB/3 are the energies of the four
quasiparticles with E± =
√
(E ± µI/2)2 + 4G2π2 and E =√
k2 + M2q , f (x) is the Fermi-Dirac distribution function
f (x) =
(
ex/T + 1
)−1
, and f ′(x) = d f /dx is the first order
derivative of f . For the scattering amplitude outside the pion
superfluid, one should consider both the box and σ-exchange
diagrams. The calculation is straightforward.
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FIG. 20: (Color online) The scaled scattering amplitude T+ as a
function of isospin chemical potential µI at two values of temperature
T .
In Fig.20, we plot the scattering amplitude |T+| as a function
of isospin chemical potential µI at two temperatures T = 0 and
T = 100 MeV, keeping baryon chemical potential µB = 0.
The normal matter with µI < µcI is dominated by the ex-
plicit isospin symmetry breaking and spontaneous chiral sym-
metry breaking, and the pion superfluid with µI > µcI and
the corresponding BEC-BCS crossover is controlled by the
spontaneous isospin symmetry breaking and chiral symmetry
restoration. From (251), the scattering amplitude is governed
by the meson coupling constant, T+ ∼ g4π+qq. From Fig.17, the
meson mode π+ in the pion superfluid phase is always a bound
state, its coupling to quarks drops down with decreasing µI ,
and therefore the scattering amplitude |T+| decreases when the
system approaches to the phase transition and reaches zero at
the critical point µcI , due to gπ+qq = 0 at this point. The critical
isospin chemical potential is µcI = mπ = 134 MeV at T = 0
and 142 MeV at T = 100 MeV. After crossing the border of
the phase transition, the coupling constant changes its trend
and starts to go up with decreasing isospin chemical potential
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in the normal matter, and the scattering amplitude smoothly
increases and finally approaches its vacuum value at µI → 0.
The above µI-dependence of the meson-meson scattering
amplitude in the pion superfluid with µI > µcI can be under-
stood well from the point of view of BCS-BEC crossover.
We recall that the BCS and BEC states are defined in the
sense of the degree of overlapping among the pair wave func-
tions. The large pairs in BCS state overlap each other, and
the small pairs in BEC state are individual objects. There-
fore, the cross section between two pairs should be large in
the BCS state and approach zero in the limit of BEC. From
our calculation shown in Fig.20, the π − π scattering ampli-
tude is a characteristic quantity for the BCS-BEC crossover in
pion superfluid. The overlapped quark-antiquark pairs in the
BCS state at higher isospin density have large scattering am-
plitude, while in the BEC state at lower isospin density with
separable pairs, the scattering amplitude becomes small. This
provides a sensitive observable for the BCS-BEC crossover at
quark level, analogous to the fermion scattering in cold atom
systems.
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FIG. 21: (Color online) The scattering amplitude T+ as a function of
temperature T at two values of isospin chemical potential µI in the
pion superfluid.
The minimum of the scattering amplitude at the critical
point can generally be understood in terms of the interaction
between the two quarks. A strong interaction means a tightly
bound state with small meson size and small meson-meson
cross section, and a weak interaction means a loosely bound
state with large meson size and large meson-meson cross sec-
tion. Therefore, the minimum of the meson scattering am-
plitude at the critical point indicates the most strong quark
interaction at the phase transition. This result is consistent
with theoretical calculations for the ratio η/s [186, 187] of
shear viscosity to entropy density and for the quark poten-
tial [188, 189], which show a strongly interacting quark matter
around the phase transition.
With increasing temperature, the pairs will gradually melt
and the coupling constant gπqq drops down in the hot medium,
leading to a smaller scattering amplitude at T = 100 MeV in
the pion superfluid, in comparison with the case at T = 0, as
shown in Fig.20. To see the continuous temperature effect on
the scattering amplitude in the BCS and BEC states, we plot
in Fig.21 |T+| as a function of T at µI = 160 and µI = 400
MeV, still keeping µB = 0. While the temperature dependence
is similar in both cases, the involved physics is different. In
the BCS state at µI = 400 MeV, |T+| is large and drops down
with increasing temperature and finally vanishes at the critical
temperature Tc = 188 MeV. Above Tc the system becomes
a fermion gas with weak coupling and without any pair. In
the BEC state at µI = 160 MeV, the scattering amplitude be-
comes much smaller (multiplied by a factor of 10 in Fig.21).
At a lower critical temperature Tc = 136 MeV, the condensate
melts but the still strong coupling between quarks makes the
system be a gas of free pairs.
The meson scattering amplitude |T+ | shown in Figs.20 and
21 are obtained in a particular model, the NJL model, which
has proven to be rather reliable in the study on chiral, color
and isospin condensates at low temperature. Since there is no
confinement in the model, one may ask the question to what
degree the conclusions obtained here can be trusted. From
the general picture for BCS and BEC states, the feature that
the meson scattering amplitude approaches to zero in the pro-
cess of BCS-BEC crossover can be geometrically understood
in terms of the degree of overlapping between the two pairs.
Therefore, the qualitative conclusion of taking meson scat-
tering as a probe of BCS-BEC crossover at quark level may
survive any model dependence. Our result that the molecu-
lar scattering amplitude approaches to zero in the BEC limit
is consistent with our previous result in Eq.(168) and the re-
cent work for a general fermion gas [190]. Different from
a system with finite baryon density where the fermion sign
problem [78, 79] makes it difficult to simulate QCD on lat-
tice, there is in principle no problem to do lattice QCD cal-
culations at finite isospin density [115–118]. From the recent
lattice QCD results [55] at nonzero isospin chemical potential
in a canonical approach, the scattering length in the pion su-
perfluid increases with increasing isospin density, which qual-
itatively supports our conclusion here.
IV. SUMMARY
In summary, we have presented in the article the studies of
BCS-BEC crossover in relativistic Fermi systems, especially
in QCD matter at finite density.
We studied the BCS-BEC crossover in a relativistic four-
fermion interaction model. The relativistic effect is signifi-
cant: A crossover from nonrelativistic BEC to ultra relativistic
BEC is possible, if the attraction can be strong enough. In the
relativistic theory, changing the density of the system can nat-
urally induce a BCS-BEC crossover from high density to low
density. The mean field theory is generalized to including the
contribution from uncondensed pairs. Applying the general-
ized mean field theory to color superconducting quark matter
at moderate density, the role of pairing fluctuations becomes
important: The size of the pseudogap at µ ∼ 400MeV can
reach the order of 100 MeV at the critical temperature.
We investigated two-color QCD at finite baryon density in
the frame of NJL model. We can describe the weakly inter-
acting diquark condensate at low density and the BEC-BCS
crossover at high density. The baryon chemical potential for
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the predicted crossover is consistent with the lattice simula-
tions of two-color QCD at finite µB. The study is directly
applied to real QCD at finite isospin density. We proposed
the meson-meson scattering in pion superfluid as a sensitive
probe of the BCS-BEC crossover.
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Appendix A: The One-Loop Susceptibilities
In this appendix, we evaluate the explicit forms of the one-
loop susceptibilities Πij(Q) (i, j = 1, 2, 3) and Ππ(Q). At arbi-
trary temperature, their expressions are rather huge. However,
at T = 0, they can be written in rather compact forms. For
convenience, we define ∆ = |∆|eiθ in this appendix.
First, the polarization functions Π11(Q) and Π12(Q) can be
evaluated as
Π11(Q) = NcN f
∑
k
[  (u−k)2(u−p)2iνm − E−k − E−p −
(v−k )2(v−p )2
iνm + E−k + E
−
p
−
(u+k )2(u+p)2
iνm + E+k + E
+
p
+
(v+k )2(v+p)2
iνm − E+k − E+p
T+
+
 (u−k)2(v+p)2iνm − E−k − E+p −
(v−k )2(u+p )2
iνm + E−k + E
+
p
−
(u+k)2(v−p )2
iνm + E+k + E
−
p
+
(v+k )2(u−p)2
iνm − E+k − E−p
T−
]
,
Π12(Q) = NcN f
∑
k
[ (
u−kv
−
ku
−
pv
−
p
iνm + E−k + E
−
p
−
u−kv
−
ku
−
pv
−
p
iνm − E−k − E−p
+
u+kv
+
ku
+
pv
+
p
iνm + E+k + E
+
p
−
u+kv
+
ku
+
pv
+
p
iνm − E+k − E+p
)
T+
+
(
u−kv
−
ku
+
pv
+
p
iνm + E−k + E
+
p
−
u−kv
−
ku
+
pv
+
p
iνm − E−k − E+p
+
u+kv
+
ku
−
pv
−
p
iνm + E+k + E
−
p
−
u+kv
+
ku
−
pv
−
p
iνm − E+k − E−p
)
T−
]
e2iθ, (A1)
where p = k+ q. Here T± are factors arising from the trace in
spin space,
T± = 12 ±
k · p + M2
2EkEp
, (A2)
and u±k , v±k are the BCS distribution functions defined as
(u±k)2 =
1
2
(
1 +
ξ±k
E±k
)
, (v±k )2 =
1
2
(
1 − ξ
±
k
E±k
)
. (A3)
At Q = 0, we find
Π12(0) = ∆2 14 NcN f
∑
k
[
1
(E−k )3
+
1
(E+k )3
]
. (A4)
Thus, near the quantum phase transition point, we have
Π12(0) = ∆2β1 + O(|∆|4). On the other hand, a simple algebra
shows
1
4G
+ Π11(0) − |Π12(0)| = ∂Ω0
∂|∆|2 . (A5)
Therefore, the mean-field gap equation for ∆ ensures the
Goldstone’s theorem in the superfluid phase.
The term Π13 standing for the mixing between the sigma
meson and the diquarks reads
Π13(Q) = NcN f
∑
k
[ u+kv+k (v+p)2 + u+pv+p (v+k )2iνm − E+k − E+p +
u+kv
+
k (u+p)2 + u+pv+p (u+k)2
iνm + E+k + E
+
p
−
u−kv
−
k (u−p)2 + u−pv−p (u−k )2
iνm − E−k − E−p
−
u−kv
−
k (v−p)2 + u−pv−p (v−k )2
iνm + E−k + E
−
p
I+
+
u+kv+k (u−p )2 + u−pv−p (v+k)2iνm − E+k − E−p +
u+kv
+
k (v−p)2 + u−pv−p (u+k )2
iνm + E+k + E
−
p
−
u−kv
−
k (v+p)2 + u+pv+p (u−k )2
iνm − E−k − E+p
−
u−kv
−
k (u+p)2 + u+pv+p (v−k )2
iνm + E−k + E
+
p
I−
]
eiθ,
(A6)
where the factors I± are defined as
I± = M2
(
1
Ek
± 1
Ep
)
. (A7)
One can easily find Π13 ∼ M∆, thus it vanishes when ∆ or M
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approaches zero. At Q = 0, we have
Π13(0) = ∆12 NcN f
∑
k
M
Ek
[
ξ−k
(E−k )3
+
ξ+k
(E+k )3
]
. (A8)
Thus the quantity H0 defined in (174) can be evaluated as
H0 =
1
2
NcN f
∑
e=±
∑
k
M∗
E∗k
1
(E∗k − emπ/2)2
=
∂2Ω0(y, M)
∂M∂y
∣∣∣∣∣∣
y=0
.
(A9)
The polarization function Π33 which stands for the sigma
meson can be evaluated as
Π33(Q) = NcN f
∑
k
[
(v−ku−p + u−kv−p )2
(
1
iνm − E−k − E−p
− 1
iνm + E−k + E
−
p
)
T ′− + (v+ku+p + u+kv+p )2
(
1
iνm − E+k − E+p
− 1
iνm + E+k + E
+
p
)
T ′−
+(v+kv−p + u+ku−p)2
(
1
iνm − E+k − E−p
− 1
iνm + E+k + E
−
p
)
T ′+ + (v−kv+p + u−ku+p )2
(
1
iνm − E−k − E+p
− 1
iνm + E−k + E
+
p
)
T ′+
]
,
(A10)
where the factors T ′± are defined as
T ′± =
1
2
± k · p − M
2
2EkEp
. (A11)
At Q = 0 and for ∆ = 0, we find
M33(0) = 12G − 2NcN f
∑
k
1
E∗k
+ 2NcN f
∑
k
M2∗
E∗3k
=
∂2Ω0(y, M)
∂M2
∣∣∣∣∣∣
y=0
. (A12)
Finally, the polarization function Ππ(Q) for pions can be ob-
tained by replacing T ′± → T±. Thus, when M → 0, the sigma
meson and pions become degenerate and chiral symmetry is
restored.
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