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Abstract—Much work has been carried out in the area of
fuzzy-rough sets for supervised learning. However, very little
has been accomplished for the unsupervised or semi-supervised
tasks. For many real-word applications, it is often expensive,
time-consuming and difficult to obtain labels for all data objects.
This often results in large quantities of data which may only
have very few labelled data objects. This paper proposes a
novel fuzzy-rough based semi-supervised self-learning or self-
training approach for the assignment of labels to unlabelled data.
Unlike other semi-supervised approaches, the proposed technique
requires no subjective thresholding or domain information. An
experimental evaluation is performed on artificial data and also
applied to a real-world mammographic risk assessment problem
with encouraging results.
Index Terms—Rough sets, fuzzy sets, mammographic analysis,
semi-supervised learning
I. INTRODUCTION
Each year worldwide, more and more data is collected, and
it is estimated that the amount of data collected and stored at
least doubles every two years. This collection and storage is
facilitated by the fact that the actual process of doing so has be-
come easier in recent times. The result is enormous collections
of data. Of this data, a large percentage is unlabelled or has
labels which are incomplete or missing. It is because this data
is so large that it becomes very difficult, time-consuming and
expensive for humans to manually assign labels to data objects.
Additionally, many real-world application datasets (such as
gene expression data, text classification, etc.) are also of large
dimensionality. This further frustrates the process of label
assignment for domain experts as large dimensionality can
make the task of label assignment intractable.
Supervised learning operates on labelled data and attempts
to learn its underlying functional relationships. It is the most
common paradigm in machine learning and is typically con-
cerned with the learning of classifiers which can accurately
reflect the predictive regularities of the underlying model from
the feature values and decision class labels. In unsupervised
learning, decision class labels are unavailable and the task
is to construct/reconstruct the class information from some
inherent structure in the data (also known as cluster analysis).
These techniques attempt to find groups in the data such that
objects in the same group are similar to each other in some
way. The notion of similarity is however subjective and as
such unsupervised learning approaches are forced to make
subjective assumptions about groupings as well as the number
of groups into which objects belong. Semi-supervised learning
(SSL) [1] lies somewhere between supervised learning and
unsupervised learning. SSL is typically employed when some
(but not all) of the data is labelled. The primary aim of semi-
supervised learning (SSL) is to try to combine both the labelled
and the unlabelled data. SSL has attracted much interest in the
field of machine learning due (as mentioned previously) to
the abundance of unlabelled data which is available for many
real-world problems. SSL can also play an important part as a
quantitative method in trying to reason about human category-
learning, where most of the data is obviously unlabelled.
There have been many attempts to adapt existing supervised
and unsupervised methods for use in the semi-supervised
paradigm. These include typical approaches such as neural
networks [2], EM algorithm [3], FCM clustering [4], Support
Vector Machines [5], Fuzzy Systems [6], and others [7]. One
of the main drawbacks of many of the existing semi-supervised
approaches however is that they require the specification of at
least one additional subjective tunable parameter.
Rough sets [8] and fuzzy-rough sets [9] have enjoyed much
attention for the task of supervised learning [10], due to their
domain independence and in the case of fuzzy-rough sets the
additional ability to handle real-valued data. The vast majority
of the work that has been carried out in the areas of rough sets
and fuzzy-rough sets has been focused on supervised learning
approaches, i.e. where the class labels are known. Very little
work has been carried out which employs fuzzy-rough sets for
the task of unsupervised learning, and even less still for that
of semi-supervised learning. Although there has been some
use of rough sets for the task of semi-supervised learning [11]
as well as the use of fuzzy sets and rough sets in isolation of
each other [12], no use has been made of fuzzy-rough sets. The
motivation for a fuzzy-rough based semi-supervised approach
is based on the success of the supervised approaches [10],
[13], and the fact that no additional user-supplied thresholding
is required.
This paper presents a novel fuzzy-rough based semi-
supervised algorithm for the task of predicting labels for
unlabelled data. The algorithm is based on the well-known
self-training approach [14], [15], and uses the upper and lower
approximation membership values of fuzzy-rough sets for each
of the concepts of the labelled objects to iteratively label
unlabelled objects.
The remainder of this paper is structured as follows. Section
2 summarises the theoretical basis and concepts of rough sets
and fuzzy rough sets. Section 3 describes the fuzzy-rough
semi-supervised self learning approach and corresponding
algorithm. Section 4 shows the results of applying the fuzzy-
rough semi-supervised self-learning approach to a number of
artificial datasets, as well as a real-world mammographic risk
assessment task. Section 5 concludes the paper with some
suggestions, as well as a discussion of ideas for future work.
II. ROUGH SET AND FUZZY SET HYBRIDISATION
Rough set theory (RST) [8] provides a means by which
knowledge can be extracted from a domain in a concise
manner. RST can retain information content whilst reducing
the amount of information involved. At the core of RST is the
concept of indiscernibility. Let 𝐼 = (𝕌, 𝕊) be an information
system, where 𝕌 is a non-empty set of finite objects (the
universe of discourse) and 𝕊 is a non-empty finite set of
attributes so that 𝑎 : 𝕌 → 𝑉𝑎 for every 𝑎 ∈ 𝕊. 𝑉𝑎 is the
set of values that 𝑎 can take. For any 𝑃 ⊆ 𝕊, there exists an
associated equivalence relation 𝐼𝑁𝐷(𝑃 ):
𝐼𝑁𝐷(𝑃 ) = {(𝑥, 𝑦) ∈ 𝕌2∣∀𝑎 ∈ 𝑃, 𝑎(𝑥) = 𝑎(𝑦)} (1)
The partition generated by 𝐼𝑁𝐷(𝑃 ) is denoted 𝕌/𝐼𝑁𝐷(𝑃 )
and is calculated as follows:
𝕌/𝐼𝑁𝐷(𝑃 ) = ⊗{𝕌/𝐼𝑁𝐷({𝑎}) : 𝑎 ∈ 𝑃} (2)
where,
𝑃 ⊗𝑄 = {𝑋 ∩ 𝑌 : ∀𝑋 ∈ 𝑃, ∀𝑌 ∈ 𝑄,𝑋 ∩ 𝑌 ∕= ∅} (3)
If (𝑥, 𝑦) ∈ 𝐼𝑁𝐷(𝑃 ), then 𝑥 and 𝑦 are indiscernible
by attributes from 𝑃 . The equivalence classes of the 𝑃 -
indiscernibility relation are denoted [𝑥]𝑝. Let 𝑋 ⊆ 𝕌. 𝑋 can
be approximated using only the information contained in 𝑃
by constructing the 𝑃 -𝑙𝑜𝑤𝑒𝑟 and 𝑃 -𝑢𝑝𝑝𝑒𝑟 approximations of
𝑋:
𝑃𝑋 = {𝑥∣[𝑥]𝑝 ⊆ 𝑋} (4)
𝑃𝑋 = {𝑥∣[𝑥]𝑝 ∩𝑋 ∕= ∅} (5)
The tuple ⟨𝑃𝑋,𝑃𝑋⟩ is known as a rough set. The problem
with RST however, is that because of the definite equivalence
imposed by the equivalence relation, it cannot be used effec-
tively on real-valued data. As most data is real-valued, this
usually involves a discretisation step prior to the application
of RST. Discretisation usually results in a loss of information
however and this has prompted the development of a more
intuitive and flexible approach by hybridising fuzzy sets and
rough sets to give fuzzy-rough sets [9].
A fuzzy-rough set [9] is defined by two fuzzy sets, fuzzy
lower and upper approximations, obtained by extending the
corresponding crisp rough set notions. In the crisp case,
elements that belong to the lower approximation (i.e. have
a membership of 1) are said to belong to the approximated
set with absolute certainty. In the fuzzy-rough case, elements
may have a membership in the range [0,1], allowing greater
flexibility in handling uncertainty.
Definitions for the fuzzy lower and upper approximations
can be found in [16], where a 𝑇 -transitive fuzzy similarity
relation is used to approximate a fuzzy concept 𝑋:
𝜇𝑅𝑃𝑋(𝑥) = inf
𝑦∈𝕌
ℐ(𝜇𝑅𝑃 (𝑥, 𝑦), 𝜇𝑋(𝑦)) (6)
𝜇𝑅𝑃𝑋(𝑥) = sup
𝑦∈𝕌
𝒯 (𝜇𝑅𝑃 (𝑥, 𝑦), 𝜇𝑋(𝑦)) (7)
Here, ℐ is a fuzzy implicator and 𝒯 a t-norm. A fuzzy impli-
cator is any [0, 1]2 → [0, 1]-mapping ℐ satisfying ℐ(0, 0) =
1, ℐ(1, 𝑥) = 𝑥 for all 𝑥 in [0, 1]. 𝑅𝑃 is the fuzzy similarity
relation induced by the subset of features 𝑃 :
𝜇𝑅𝑃 (𝑥, 𝑦) = 𝒯𝑎∈𝑃 {𝜇𝑅𝑎(𝑥, 𝑦)} (8)
𝜇𝑅𝑎(𝑥, 𝑦) is the degree to which objects 𝑥 and 𝑦 are similar
for feature 𝑎, and may be defined in many ways, for example:
𝜇𝑅𝑎(𝑥, 𝑦) = 1−
∣𝑎(𝑥)− 𝑎(𝑦)∣
∣𝑎𝑚𝑎𝑥 − 𝑎𝑚𝑖𝑛∣ (9)
𝜇𝑅𝑎(𝑥, 𝑦) = max(min(
(𝑎(𝑦)− (𝑎(𝑥)− 𝜎𝑎))
𝜎𝑎
,
((𝑎(𝑥) + 𝜎𝑎)− 𝑎(𝑦))
𝜎𝑎
, 0) (10)
where 𝜎𝑎2 is the variance of feature 𝑎. As these relations
do not necessarily display 𝒯 -transitivity, the fuzzy transitive
closure can be computed for each attribute. The choice of
relation is largely determined by the intended application. For
example, for the task of feature selection, a relation such as
(10) may be best suited, as this allows only small differences
between feature values of differing objects. For the task of
classification however, a more gradual and inclusive relation
such as (9) can be employed. Indeed, this is the relation
which is used in the semi-supervised approach described in
this paper.
III. FUZZY-ROUGH SEMI-SUPERVISED LEARNING
The algorithm employed in this paper is a variation of the
popular semi-supervised self-learning or self-training approach
[14], [15]. Self learning has been widely employed for the
task of semi-supervised learning in text mining applications
[7], [11], [14], [15]. It is fast and converges sooner than most
other semi-supervised approaches. The basis for the algorithm
is that given a set of labelled objects and a set of unlabelled
objects, the labelled objects are used to make predictions
about the class membership of the unlabelled objects. In self
learning/training a classifier (or induction method) is initially
trained with a (usually small) amount of labelled data. The
classifier is then used to predict labels for the unlabelled
data. Typically the most ‘confident’ unlabelled points, along
with their corresponding predicted labels, are then added to
the training set. The classifier is then re-trained and the
procedure repeated. Notice that the classifier uses its own
predictions in order to ‘train’ itself. One of the criticisms that
is often levelled at self-learning approaches is that they can
reinforce classification errors that are made early-on in the
label assignment. However, it is shown in [14] that this is not
strictly the case and the self-learning algorithm can perform
equally as well as co-training [17] - another well-known SSL
approach. In this paper, a variation of self-learning is employed
in that only objects which belong fully to the fuzzy-rough
lower approximation of any of the decision classes are added to
the labelled data at each iteration, and therefore no subjective
confidence level threshold is employed.
A. Fuzzy-Rough Semi-supervised Self Learning Algorithm
The rationale behind the fuzzy-rough self learning (FRSL)
algorithm is that the fuzzy-rough lower and the upper ap-
proximation memberships of each of the (labelled) decision
classes, (calculated by means of all of the labelled objects) to
the unlabelled test object 𝑦, provide good clues in order to
predict class membership.
In practice, the algorithm starts out by examining each
object in the unlabelled data. If the unlabelled object belongs
to the lower approximation of a given class with fuzzy-rough
dependency equal to 1.0, then the label of that class is added
to that object. The object is then added to the training data and
will be included when generating the fuzzy-rough partitions in
the following iterations. The algorithm continues until either:
1) all unlabelled objects have been labelled, or 2) until any
of the remaining unlabelled objects do not belong to the
lower approximation of any of the labelled decision classes
with certainty (fuzzy-rough dependency < 1.0). If there are
remaining unlabelled objects, a naive approach is adopted in
order to assign labels by calculating the combination of lower
and upper approximation memberships and using this value
to assign class labels. Adopting such a strategy means that
labels are (as far as possible) propagated via only those objects
which are ‘certain’ thus minimising the risk of reinforcement
of classification errors at an early stage in the algorithm.
It is important to note that the propagation of labels happens
through the addition of previously unlabelled objects to the
labelled training data. This has the effect of altering the fuzzy-
rough lower and upper approximation memberships of the
remaining unlabelled objects.
B. Worked Example
In order to demonstrate the fuzzy-rough concepts employed
in the previous section, a small worked example is presented.
Note that only a small dataset is included in this example,
and as such the formal concepts are only demonstrated rather
than the execution of the algorithm. The example dataset has 3
real-valued conditional attributes (𝑎,𝑏, and 𝑐) and a single crisp
discrete-valued decision attribute (𝑞) as the labelled training
data, shown in Table I. A further dataset shown in Table II
containing 2 objects is used as the unlabelled data, again with
the same number of conditional attributes but with unknown
decision attribute values.
FRSL(𝐿,𝑈𝐿,𝐶, 𝑦)
𝐿, the set of all labelled data objects; 𝑈𝐿, the set of all
unlabelled data objects; 𝐶, the set of decision classes in 𝐿; 𝑦,
the unlabelled data object to be labelled
(1) while (∃𝑦 ∈ 𝑈𝐿 : 𝜇𝑅𝐶(𝑦) == 1.0)
(2) 𝑏𝑢𝑖𝑙𝑑𝐹𝑢𝑧𝑧𝑦𝑅𝑜𝑢𝑔ℎ𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛(𝐿)
(3) ∀𝐶 ∈ 𝐿
(4) if (𝜇𝑅𝐶(𝑦) == 1.0)
(5) 𝑦 ← 𝑦 ∪ {𝐶}
(6) 𝐿← 𝐿 ∪ {𝑦}
(7) while 𝑈𝐿 ∕= ∅
(8) 𝑏𝑢𝑖𝑙𝑑𝐹𝑢𝑧𝑧𝑦𝑅𝑜𝑢𝑔ℎ𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛(𝐿)
(9) 𝛾𝑏𝑒𝑠𝑡 ← 0, 𝛾𝑝𝑟𝑒𝑣 ← 0, 𝑏𝑒𝑠𝑡𝐶𝑙𝑎𝑠𝑠← ∅
(10) ∀𝐶 ∈ 𝐿
(11) if (𝜇𝑅𝐶(𝑦) + 𝜇𝑅𝐶(𝑦))/2 > 𝛾𝑏𝑒𝑠𝑡)
(12) 𝛾𝑏𝑒𝑠𝑡 ← 𝛾𝑝𝑟𝑒𝑣, 𝐶 ← 𝑏𝑒𝑠𝑡𝐶𝑙𝑎𝑠𝑠
(13) 𝑦 ← 𝑦 ∪ {𝑏𝑒𝑠𝑡𝐶𝑙𝑎𝑠𝑠}
(14) 𝐿← 𝐿 ∪ {𝑦}
(15) end
Fig. 1. The FRSL Algorithm
Object 𝑎 𝑏 𝑐 𝑞
1 −0.4 −0.2 −0.5 yes
2 −0.4 0.1 −0.1 no
3 0.2 −0.3 0 no
4 0.2 0 0 yes
TABLE I
EXAMPLE LABELLED TRAINING DATA
Referring to the FRSL algorithm described in the previous
section, the first step is to calculate the fuzzy upper and lower
approximations for all decision classes. In Table I there are 4
objects and as noted previously a decision attribute which has
2 classes ({yes}, and {no}).
Using the fuzzy similarity measure as defined in (17) the
similarity of each unlabelled object is compared to all of
the objects in the training data. For instance, consider the
unlabelled object 𝑢𝑙1:
𝜇𝑅𝑃 (𝑢𝑙1, 1) =
𝑇 (𝜇𝑅{𝑎}(𝑢𝑙1, 1), 𝜇𝑅{𝑏}(𝑢𝑙1, 1), 𝜇𝑅{𝑐}(𝑢𝑙1, 1)) = 0
𝜇𝑅𝑃 (𝑢𝑙1, 2) =
𝑇 (𝜇𝑅{𝑎}(𝑢𝑙1, 2), 𝜇𝑅{𝑏}(𝑢𝑙1, 2), 𝜇𝑅{𝑐}(𝑢𝑙1, 2)) = 0
Object 𝑎 𝑏 𝑐 𝑞
𝑢𝑙1 0.3 −0.3 0 -
𝑢𝑙2 −0.4 0 −0.3 -
TABLE II
UNLABELLED DATA
𝜇𝑅𝑃 (𝑢𝑙1, 3) =
𝑇 (𝜇𝑅{𝑎}(𝑢𝑙1, 3), 𝜇𝑅{𝑏}(𝑢𝑙1, 3), 𝜇𝑅{𝑐}(𝑢𝑙1, 3)) = 0.83
𝜇𝑅𝑃 (𝑢𝑙1, 4) =
𝑇 (𝜇𝑅{𝑎}(𝑢𝑙1, 4), 𝜇𝑅{𝑏}(𝑢𝑙1, 4), 𝜇𝑅{𝑐}(𝑢𝑙1, 4)) = 0.23
These similarity values can then be used to generate the lower
and upper approximations. Note that the fuzzy connectives
chosen for this example are the Lukasiewicz t-norm (max(𝑥+
𝑦−1, 0)), and Lukasiewicz fuzzy implicator (min(1−𝑥+𝑦, 1)).
For the labelled data decision concept 𝑋 = 𝑦𝑒𝑠 these are:
𝜇𝑅𝑃𝑋(𝑢𝑙1) = inf
𝑦∈𝕌
{𝐼(𝜇𝑅𝑃 (𝑢𝑙1, 𝑦), 𝜇𝑋(𝑦)}
= inf{𝐼(0, 1), 𝐼(0.0, 0), 𝐼(0.83, 0), 𝐼(0.23, 1)} = 0.17
and,
𝜇𝑅𝑃𝑋(𝑢𝑙1) = sup
𝑦∈𝕌
{𝐼(𝜇𝑅𝑃 (𝑢𝑙1, 𝑦), 𝜇𝑋(𝑦)}
= sup{𝑇 (0, 1), 𝑇 (0, 0), 𝑇 (0.83, 0), 𝑇 (0.23, 1)} = 0.23
Similarly for the decision concept 𝑋 = 𝑛𝑜:
𝜇𝑅𝑃𝑋(𝑢𝑙1) =
inf{𝐼(0, 0), 𝐼(0, 1), 𝐼(0.83, 1), 𝐼(0.23, 0)} = 0.77
𝜇𝑅𝑃𝑋(𝑢𝑙1) =
sup{𝑇 (0, 0), 𝑇 (0, 1), 𝑇 (0.83, 1), 𝑇 (0.23, 0)} = 0.83
Note that for each of the unlabelled test objects, the object
is allowed to belong to the class under consideration to degree
1.0 as the ‘true’ class is unknown. It can be seen that the upper
and lower approximation membership values for test object
𝑢𝑙1 for the class label 𝑋 = 𝑦𝑒𝑠 are equal to 0.17, and 0.23
respectively. When 𝑋 = 𝑦𝑒𝑠 the corresponding values are 0.77
and 0.83. Note that the FRSL algorithm in the first instance
will only label objects with membership 𝜇𝑅𝑃 𝑋 = 1.0 and that
the example employed here is to show how these membership
values are obtained. If we are to assume that ul1 and ul2 are
remaining objects after all others have been labelled then, the
algorithm will therefore label 𝑢𝑙1 naı¨vely. This is done using
the upper and lower approximation memberships and given
that: (0.77 + 0.83)/2 = 0.80 for 𝑋 = 𝑛𝑜 and (0.17 + 0.23)/2 =
0.20 for 𝑋 = 𝑦𝑒𝑠. Data object 𝑢𝑙1 will be therefore labelled
as belonging to the class 𝑋 = 𝑛𝑜.
Similarly, the procedure is then repeated for object 𝑢𝑙2
which results in the following upper and lower approximation
values for 𝑋 = 𝑛𝑜:
𝜇𝑅𝑃𝑋(𝑢𝑙2) =
inf{𝐼(0.2, 1), 𝐼(0.4, 0), 𝐼(0, 0), 𝐼(0, 1)} = 0.6
𝜇𝑅𝑃𝑋(𝑢𝑙2) =
sup{𝑇 (0.2, 1), 𝑇 (0.4, 0), 𝑇 (0, 0), 𝑇 (0, 1)} = 0.2
And, 𝑋 = 𝑦𝑒𝑠:
𝜇𝑅𝑃𝑋(𝑢𝑙2) =
inf{𝐼(0.2, 0), 𝐼(0.4, 1), 𝐼(0, 1), 𝐼(0, 0)} = 0.8
𝜇𝑅𝑃𝑋(𝑢𝑙2) =
sup{𝑇 (0.2, 0), 𝑇 (0.4, 1), 𝑇 (0, 1), 𝑇 (0, 0)} = 0.4
IV. EXPERIMENTAL EVALUATION
There is no clear consensus or commonly agreed bench-
mark datasets for the comparison of semi-supervised learning
techniques. The most common way of testing new techniques
involves taking the labelled datasets available in [18] and
removing labels from a percentage of the data objects. The
problem with such an approach is that well-distributed absent
labels are rarely the case in the real-world. Indeed, the removal
of labels in such a manner may not demonstrate sufficiently
the true utility of most semi-supervised approaches.
In light of the above statement, two different approaches
have been adopted for the experimental evaluation: (i) Two ar-
tificial datasets are examined and compared with some existing
methods (ii) a real-world labelling problem for mammographic
risk assessment is presented along with some prototype la-
belled examples.
1) Experimental Setup: For the artificial data, two datasets
have been generated which reflect some common realistic
problems, and demonstrate how the FRSL method copes with
such problems. The data objects contained in the datasets have
2 conditional attributes and belong to two separate classes. The
labels of only 5% of the objects are known for the problem
shown in Fig. 2 (and represented by ■ for class + and 
for class ) - thus 2.5% for one class and 2.5% for the
other, giving a total of 410 labelled and unlabelled objects.
For problem 2 in Fig.6, 10% of the labels are known (again
represented by ■ and ), thus giving a total of 420 labelled
and unlabelled objects for this dataset. In the case of the
mammographic data there are 322 objects in total, and four
decision classes based on the BIRADS [19] labelling scheme
to reflect risk of development of breast cancer. 10% of the data
(32 data objects) has been labelled using the consensus of three
expert radiologists - i.e. where all three agree completely on
the classification for a given mammogram.
The FRSL method is compared with some common SSL
techniques - SSFCM [4] and another self-learning technique
based on FNN [20]. SSFCM was proposed as an extension to
the popular FCM clustering algorithm. It uses the labelled data
as seed points for the cluster prototypes which are essentially
ignored when the clusters are updated. The rationale behind
the approach is that all labelled examples should be trusted,
which is a reasonable assumption but this can affect the
objective function of FCM.
The FNN-based self-learning approach uses a fuzzy clas-
sifier to estimate class membership for unlabelled examples
and learns in an iterative fashion by adding learned examples
to the classifier to the data at the end of each iteration and
then retraining. This approach has a number of parameters
which must be tuned however: number of nearest neighbours,
fuzzifier value, and threshold for class membership. For the
experimental evaluation carried out in this paper, the fuzzifier
value (𝑚) was set to 2.0, the labelling threshold was varied be-
tween 0.8-0.95, and the number of nearest neighbours was var-
ied between 1 and 20. The parameter settings which resulted
in the best performance are presented here. No restrictions
were imposed algorithm itself in terms of number of iterations,
number of examples selected from the unlabelled data for
labelling (per iteration), or number of most confidently labelled
examples that are added at each iteration to the labelled data.
Although the FRSL approach does not have any subjective
tunable parameters, a similarity relation must be selected. The
fuzzy similarity relation defined in (9) is employed here as
this has been shown to produce good results for the task of
supervised learning.
A. Artificial Data
The first artificial dataset as shown in Fig. 2, represents two
clusters of data, and has only two conditional features. The
problem is that for the given class labels, the clusters do not
characterise the classes very well and a supervised classifier
will be easily misled. The labelled data objects have been
chosen at random from the distribution.
Fig. 2. Artificial Data - Problem 1
SS-FCM was applied to this problem and the results are
shown in 3. It can be seen that SS-FCM manages to classify
76% of the objects correctly and fails mostly around the
decision boundary between the two classes. Given that the
two concepts are very close at this point, and there is some
overlap between classes, this performance is quite good.
The FNN wrapper method seems to produce better results
that that of SS-FCM but still suffers from poor performance
around the decision boundary. It manages to increase classifi-
cation accuracy to 88% correct classification however.
FRSL manages to label 92% of all objects correctly. Once
again the objects are at the boundary between two classes
which demonstrates that the overlapping boundary presents a
challenge for all methods.
Fig. 3. Artificial Data Problem 1 - SS-FCM
Fig. 4. Artificial Data Problem 1 - FNN Wrapper
Fig. 5. Artificial Data Problem 1 - FRSL
The second artificial dataset shown in Fig.6 is more complex
than that of the previous example. In this case one of the
classes has been split into two regions. Once again the labelled
objects have been chosen at random, although they now
represent 10% of the overall data (20 objects) rather then 5
used in the previous example. This dataset has particularly
badly defined decision boundaries and it is certain that a
completely unsupervised method would fail in this case.
Fig. 6. Artificial Data Problem 2
The SS-FCM method failed completely to correctly label
any of the unlabelled data objects that lie in the second cluster
which is part of class 1 represented by “O” in Fig.7. The
reason for this failure is that SS-FCM does not allow for the
induction of more than one cluster for each concept. It also
manages to mis-label a number of objects on the decision
boundary which is to be expected to a certain degree as the
boundary is extremely cluttered. The overall accuracy of the
method for correctly labelled instances is 66%.
Fig. 7. Artificial Data Problem 2 - SS-FCM
In the case of the FNN wrapper method, performance is
quite good and both clusters are identified. However there is
a significant amount of mis-labelling of objects. Despite this,
the method correctly labels 78% of all objects. Interestingly,
some of the assignments appear to be quite strange around the
boundaries, with some objects that are distant from the relevant
labelled examples. This may be more to do with the sequence
of self-learning and value for the number of neighbours than
any inherent properties of FNN however.
Fig. 8. Artificial Data Problem 2 - FNN
FRSL correctly labels 83% of all of the unlabelled objects
for problem 2. Perhaps more importantly however, it manages
to label all of those objects represented by the class “O”
correctly, the only confusion that arises is with regard to
incorrectly labelling objects of the other class.
Fig. 9. Artificial Data Problem 2 - FRSL
B. Mammographic Risk Assessment Data
Although artificial data often provide useful performance
indicators, a mammographic risk assessment problem has been
included here in order to demonstrate that FRSL is also useful
for such real-world tasks.
Breast cancer is a major health issue, and perhaps the most
common amongst women in the EU. It is estimated that be-
tween 8% and 13% of all women will develop breast cancer at
some point during their lives. Breast tissue characteristics are
widely accepted as important indicators of the likelihood of the
developing breast cancer [21]. The BIRADS [19] classification
scheme allows the division of breast tissue density into 4
distinct classes where 1 represents tissue that is fatty and 4
represents tissue that is dense. The data that is used here has
been obtained from [22] and the features have been extracted
TABLE III
CONFUSION MATRICES AND LABEL CLASSIFICATION ACCURACIES FOR THE MIAS DATASET.
FNN FRSL
( Classification accy = 51.50%) (Classification accy = 65.22%)
Co
ns
en
su
s
o
pi
ni
on
1 2 3 4
1 62 15 8 2
2 40 48 15 0
3 32 22 35 6
4 6 4 6 21
1 2 3 4
1 74 13 0 0
2 15 68 17 3
3 0 36 44 15
4 0 7 6 24
using the method described in [21]. Each of the labelled
objects has been labelled using the consensus of three expert
radiologists (i.e. where they all agree on the classification).
The confusion matrices in Fig. III show the results obtained
by both the FNN Wrapper method and the FRSL method. The
results for SS-FCM method was not presented for this problem
as it fails almost completely to identify any distinct classes.
This probably due in the most part to the fact that this is not
a clustering task.
The true accuracy for this dataset is 68% when all of
the objects have been annotated by experts, FRSL manages
65.21% correct label assignment which is close to this figure.
FNN seems to fail to label classes 1 and 2 in particular,
whereas one would expect the confusion to lie between classes
2 & 3 as these are conceptually close and are the classes
upon which experts disagree most. FNN however shows a
large amount of confusion between classes 1 and 3, and also
between 1 and 4 which of course are not neighbouring classes.
FRSL demonstrates results which do seem to follow a diagonal
trend with low non-neighbouring class confusions and a better
correct number of label assignments.
V. CONCLUSION
This paper has presented a novel algorithm for the semi-
supervised labelling of unlabelled data based on the fuzzy-
rough upper and lower approximation membership. Note that
no user-defined thresholds are required for the FRSL method,
although a choice must be made regarding fuzzy similarity
relations and connectives.
Further work in this area will include a more in-depth
experimental investigation of the proposed method and the
impact of the choice of fuzzy relations, connectives as well as
the learning speed of FRSL and number of instances labelled
at each iteration etc. Another area worthy of investigation is
the combination of the use fuzzy discernibility matrices on
the unlabelled data and the use of the fuzzy-rough method
on the labelled data, such that the information in both could
be aggregated to build classifiers. This may help to address
the current assumption for the FRSL method that the labelled
objects are fully representative of the class distribution which
of course may not be the case. One area is particular which
may yield improvements in performance is that of multi-view
learning or ensemble semi-supervised classification, where a
number of weakly supervised classifiers are aggregated in
order to label unlabelled data.
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