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Abstract. We consider the quantum partition function for a system of quantum spinors and
then derive an equivalent (or dual) classical partition function for some scalar degrees of
freedom. The coupling between scalars is non-trivial (e.g. a model on 2-sphere configuration
space), but the locality structure of the dual system is preserved, in contrast to the imaginary
time formalism. We also show that the measure of integration in the classical partition
function can be formally expressed through relativistic Green’s functions which suggests a
possible mechanism for the emergence of a classical space-time from anti-commutativity of
quantum operators.
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1 Introduction
It is well known that a D-dimensional quantum field theory at finite temperature can be
mapped to a D+1-dimensional classical (or statistical) field theory. This quantum-to-classical
correspondence is due to a simple observation that at equilibrium quantum systems are
described by a quantum partition function
Zq[β] = Tr
[
exp
(
βHˆq
)]
(1.1)
where the Hamiltonian operator Hˆq can be formally interpreted as a generator of evolution
in imaginary time β and the trace implies that the evolution must be periodic [1, 2]. As a
result the D-dimensional quantum partition function can be expressed as a D+1-dimensional
classical partition function on a space with one extra dimension (see Appendix A for details).
The imaginary time formalism proved to be very useful for analyzing quantum field
theories at finite temperature [3–5], but there are certain limitations that do not permit the
quantum-classical duality to be applied to more general systems. First of all, the inverse
temperature parameter β on the quantum side does not correspond to an inverse tempera-
ture parameter on the classical side, but to a parameter which appears inside of a classical
Hamiltonian (more precisely β is the size of extra dimension). Secondly, the classical system
usually has many more degrees of freedom then the corresponding quantum system. For
example, if the quantum system has a finite number of localized degrees of freedom, then in
the corresponding classical system each of these degrees of freedom is represented by many
copies that are spread out in the extra dimension. This is, of course, not very useful if one
wishes to study a possible emergence of quantum mechanics from classical systems with lo-
cal hidden variables. And finally, the imaginary time formalism works well as a mapping
from quantum to classical systems, but not in the opposite direction since the dual classical
systems are very restrictive (e.g. at least one dimension must be periodic).
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In this paper we shall extend the quantum-classical correspondence
Zq[β] = Zc[β] (1.2)
to mappings which preserve the locality structure of both quantum and classical theories.
More precisely, we shall study quantum systems whose partition function Zq[β] can be ex-
pressed as a classical partition function Zc[β] with the same number of local degrees of
freedom. The price that we will have to pay is that the discrete quantum degrees of freedom
(e.g. spinors) would be mapped to continuous classical degrees of freedom (e.g. scalars). In
terms of field theories we shall describe how certain D-dimensional quantum systems can be
mapped to D-dimensional classical systems with parameter β playing the role of an inverse
temperature in both quantum and classical systems. An extra dimension on the classical
side of the duality will emerge, but it will be Lorentzian and non-periodic, in contrast to the
imaginary time formalism.
The paper is organized as follows. In the next section we define a quantum system and
introduce the abstract-indices notations that will be used throughout the paper. In Sec. 3
we construct a classical dual of the system in the limit when all of the degrees of freedom
commute. In Sec. 4 we show that the anti-commutativity of quantum operators gives rise to
a non-trivial measure of integration in the classical partition function and in Sec. 5 we show
that the measure can be formally expressed as a causal (retarded) propagator on an emergent
space-time. In Sec. 6 we derive a sufficient condition for the existence of a classical dual and
in Sec. 7 we provide an example of the dual with a separable measure of integration. In Sec.
8 we summarize and discuss the main results.
2 Quantum system
Consider a quantum system of N fermionic subsystems (which we call spinors) described by
operators γˆja, satisfying the following commutation relation
[γˆja, γˆ
k
b ] = 0 (2.1)
if a 6= b and anti-commutation relation
{γˆja, γˆka} = 2δjkIˆ (2.2)
where a, b ∈ {1, ..., N} and j, k ∈ {1, ..., D}. The spinor operators are also assumed to be
Hermitian (or Majorana)
γˆja = γˆ
j†
a , (2.3)
and to satisfy a tracelessness condition
Tr
[(
γˆj1a1 ...γˆ
jd1
a1
)(
γˆj1a2 ...γˆ
jd2
a2
)
...
(
γˆj1an ...γˆ
jdn
an
)]
= 0. (2.4)
where 1 ≤ a1 < ... < an ≤ N and 1 ≤ j1 < j2 < ... < jdk ≤ D for all k. For example, a
collection of spinor operators for D = 2 can be represented by tensor products of Pauli Xˆ
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and Yˆ matrices,
γˆ11 = Xˆ ⊗ Iˆ ⊗ ...⊗ Iˆ
γˆ21 = Yˆ ⊗ Iˆ ⊗ ...⊗ Iˆ
γˆ12 = Iˆ ⊗ Xˆ ⊗ ...⊗ Iˆ
γˆ22 = Iˆ ⊗ Yˆ ⊗ ...⊗ Iˆ (2.5)
...
γˆ1N = Iˆ ⊗ Iˆ ⊗ ...⊗ Xˆ
γˆ2N = Iˆ ⊗ Iˆ ⊗ ...⊗ Yˆ .
Similarly, the tensor products of euclidean Dirac matrices (which can be constructed from
tensor products of all three Pauli matrices) can be used to represent the spinor operators
for D = 4. Although the dimensionality D of the subsystems is kept arbitrary the two cases
with D = 1 and D = 3 are of particular importance as the respective quantum systems
will turn out to be dual to simple classical models on S0 (in Sec. 3) and on S2 (in Sec. 7)
configuration/target spaces.
From the spinor operators we construct a Hamiltonian operator
Hˆq =
∑
j1...jN∈{0,...,D}
Hj1...jN γˆ
j1
1 ...γˆ
jN
N . (2.6)
where γˆ0a ≡ Iˆ and all of the components Hj1...jN are real numbers. Note that the Hamiltonian
is not only non-homogeneous and non-local, but also non-k-local as it may include terms with
an arbitrary number of γˆka ’s operators. The corresponding quantum partition function can
be expanded in powers of inverse temperature
Zq[β] = Tr
[
exp
(
βHˆq
)]
=
∞∑
n=0
βn
n!
Tr
 ∑
j1...jN∈{0,...,D}
Hj1...jN γˆ
j1
1 ...γˆ
jN
N
n (2.7)
and then each power of Hamiltonian operator into a sum over all combinations of terms from
the Hamiltonian
Tr
 ∑
j1...jN∈{0,...,D}
Hj1...jN γˆ
j1
1 ...γˆ
jN
N
n = ∑
A
hA Tr
[
ΓˆA
]
(2.8)
where hA’s represent products of Hj1...jN ’s components and Γˆ
A’s the corresponding products
of the spinor operators. By upper-case letters (i.e. A,B,C, ...) we denote abstract-indices
which include information about a particular order of terms from the Hamiltonian (2.6). Note,
however, that two different products hA and hB of the same collections of Hj1...jN components
would be the equal, but the corresponding products of operators ΓˆA and ΓˆB may differ by a
sign due to anti-commutativity condition (2.2). For example, if A represents
(
H23 γˆ
3
2
) (
H22 γˆ
2
2
)
and B represents
(
H22 γˆ
2
2
) (
H23 γˆ
3
2
)
, then hA = H
2
2H
1
3 = hB, but Γˆ
A = γˆ32 γˆ
2
2 = −γˆ22 γˆ32 = −ΓˆB.
It is convenient to define an ordered product of operators : ΓˆA : (not to confuse with
normal ordering) so that γˆka appears to the left of γˆ
j
b if either a < b or if a = b and k < j (as
– 3 –
for example in (2.4)). Then∑
A
hATr
[
ΓˆA
]
=
∑
A
θ(ΓˆA)hATr
[
: ΓˆA :
]
(2.9)
where
θ(ΓˆA) =
{
1 if : ΓˆA := ΓˆA
−1 if : ΓˆA := −ΓˆA. (2.10)
Furthermore, if we define σ(A) as a set of all abstract-indices which are equivalent to A up
to different combinations of terms from the Hamiltonian, then∑
A
θ(ΓˆA)hATr
[
: ΓˆA :
]
=
∑
A
µ(A)hATr
[
: ΓˆA :
]
(2.11)
where
µ(A) =
1
|σ(A)|
∑
B∈σ(A)
θ(ΓˆB) (2.12)
and then (2.8) can be rewritten as
Tr
 ∑
j1...jN∈{0,...,D}
Hj1...jN γˆ
j1
1 ...γˆ
jN
N
n = ∑
A
µ(A)hATr
[
: ΓˆA :
]
. (2.13)
For example, if A represents
(
H22 γˆ
2
2
) (
H13 γˆ
3
1
)
, then
hA = H
2
2H
1
3
ΓˆA = γˆ22 γˆ
3
1
: ΓˆA : = γˆ31 γˆ
2
2 (2.14)
θ(ΓˆA) = 1
µ(A) =
1
2
(1 + 1) = 1,
but if A represents
(
H23 γˆ
3
2
) (
H22 γˆ
2
2
)
, then
hA = H
2
3H
2
2
ΓˆA = γˆ32 γˆ
2
2
: ΓˆA : = γˆ22 γˆ
3
2 (2.15)
θ(ΓˆA) = −1
µ(A) =
1
2
(1− 1) = 0.
In general, µ(A) can be calculated using commutation (2.1) and anti-commutation (2.2)
relations, but the analysis is greatly simplified when all operators either commute (see Sec.
3) or anti-commute (see Sec. 4).
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3 Commuting operators
Consider a system of N quantum spinors (2.6) with D = 1 whose quantum partition function
is given by
Zq[β] =
∞∑
n=0
βn
n!
Tr
 ∑
j1...jN∈{0,1}
Hj1...jN γˆ
j1
1 ...γˆ
jN
N
n (3.1)
where γˆ0 ≡ Iˆ, and a system of N classical scalars xa whose classical partition function is
Zc[β] = N
∫ (∏
a
dxaρ(xa)
) ∞∑
n=0
βn
n!
 ∑
j1...jN∈{0,1}
Hj1...jN x
j1
1 ...x
jN
N
n (3.2)
where x1a ≡ xa and x0a ≡ 1. The classical system (3.2) is dual to the quantum system (3.1) if
and only if the two partition functions are equal (1.2), but since the equality must be satisfied
for all β, an equivalent condition is
N
∫ (∏
a
dxaρ(xa)
) ∑
j1...jN∈{0,1}
Hj1...jN x
j1
1 ...x
jN
N
n = Tr
 ∑
j1...jN∈{0,1}
Hj1...jN γˆ
j1
1 ...γˆ
jN
N
n
or using the abstract-indices notation (2.13)
N
∫ (∏
a
dxaρ(xa)
)∑
A
hA X
A =
∑
A
µ(A)hATr
[
: ΓˆA :
]
. (3.3)
where XA is the corresponding products of the scalars. Since all of the spinor operators γˆ1a’s
commute the products of spinors are such that : ΓˆA := ΓˆA and µ(A) = 1 for all A. And then
by matching individual terms we get
N
∫ (∏
a
dxaρ(xa)
)
XA = Tr
[
: ΓˆA :
]
. (3.4)
The ordered product of operators : ΓˆA : either contains an even number of γˆ1a operators
for every a, or there is at least one a for which there is an odd number of γˆ1a’s. In the latter
case equation (2.4) implies that ΓˆA is traceless and so does not contribute to the partition
function, and in the former case equation (2.2) implies that ΓˆA = Iˆ. If we take the trace of
identity to be
N ≡ Tr
[
Iˆ
]
= DN , (3.5)
then the measure of integration ρ(xa) should be such that all odd statistical moments vanish
and all even statistical moment are the same, i.e∫
(xa)
nρ(xa)dxa =
{
1 if n is even
0 if n is odd.
(3.6)
But this is can be easily achieved with
ρ(xa) =
δ(xa − 1) + δ(xa + 1)
2
(3.7)
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which corresponds to a classical partition function
Zc[β] = N
∫ (∏
a
dxa
δ(xa − 1) + δ(xa + 1)
2
)
exp
β ∑
j1...jN∈{0,1}
Hj1...jN x
j1
1 ...x
jN
N
 (3.8)
or simply
Zc[β] = N
∑
x1...xN∈{1,−1}
exp
β ∑
j1...jN∈{0,1}
Hj1...jN x
j1
1 ...x
jN
N
 . (3.9)
Therefore we conclude that the partition function of a quantum system whose Hamilto-
nian is built out of only γˆ1a operators can always be expressed as a classical partition function
with Hamiltonian,
Hc =
∑
j1...jN∈{0,1}
Hj1...jN x
j1
1 ...x
jN
N (3.10)
where xa are the classical spinors which take values plus or minus one, or equivalently classical
scalars on S0 target space. This also suggests that the eigenvalues of the Hamiltonian Hˆq
are simply related to its components Hj1j2...jN , i.e.
Ex =
∑
j1...jN∈{0,1}
Hj1j2...jN x
j1
1 x
j2
2 ...x
jN
N , (3.11)
where x ∈ {−1, 1}N .
4 Anti-commuting operators
Next consider a single quantum spinor, i.e. N = 1 but with arbitrary D ≥ 1, whose quantum
partition function is
Zq[β] =
∞∑
n=0
βn
n!
Tr
 ∑
j∈{1,...,D}
Hj γˆ
j
n (4.1)
where γˆ0 ≡ Iˆ, and a classical system of D scalars whose classical partition function is
Zc[β] = N
∫
dDxρ(x)
∞∑
n=0
βn
n!
 ∑
j∈{1,...,D}
Hj x
j
n . (4.2)
where by upper indices j we now denote different scalars xj . To find ρ(x) such that the duality
condition (1.2) is satisfied, we must once again match individual terms in the expansions of
partition functions, i.e.
N
∫
dDxρ(x)
 ∑
j∈{1,...,D}
Hj x
j
n = Tr
 ∑
j∈{1,...,D}
Hj γˆ
j
n
or using the abstract-indices notation (2.13)
N
∫
dDxρ(x)
∑
A
hA X
A =
∑
A
µ(A)hATr
[
: ΓˆA :
]
,
N
∫
dDxρ(x)XA = µ(A)Tr
[
: ΓˆA :
]
(4.3)
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where XA is a given product of scalars xk’s and : ΓˆA : is the corresponding ordered product
of operators γˆk’s. But since all odd statistical moments must vanish (because the trace of the
corresponding product of operators would vanish (2.4)) we obtain an equivalent condition
N
∫
dDxρ(x)
∏
k
(xk)2nk = µ(A)Tr
[∏
k
(γˆk)2nk
]
∫
dDxρ(x)
∏
k
(xk)2nk = µ(A) (4.4)
for some even integers 2nk’s which represent the number of operators γˆ
k’s (or of scalars xk’s)
in the product of operators ΓˆA (or in the product of scalars XA). And so to calculate µ(A)
(and then ρ(xa)) we must sum over all combinations of anti-commuting spinor operators
(2.12) which are conveniently described by different terms in the multinomial expansions.
Consider the following two multinomials: a sum of commuting scalars raised to some
even power(
x1 + x2 + ...+ xD
)2K
=
∑
m1+...+mD=2K
(m1 + ...+mD)!
(m1)!...(mD)!
(x1)m1(x2)m2 ...(xD)mD
=
∑
m1+...+mD=2K
(
∑
kmk)!∏
k(mk)!
(x1)m1(x2)m2 ...(xD)mD (4.5)
and a sum of anti-commuting operators raised to the same even power(
γˆ1 + γˆ2 + ...+ γˆD
)2K
=
(
(γˆ1)2 + (γˆ2)2 + ...+ (γˆD)2
)K
=
∑
n1+...+nD=K
(n1 + ...+ nD)!
(n1)!...(nD)!
(γˆ1)2n1(γˆ2)2n2 ...(γˆD)2nD .
=
∑
n1+...+nD=K
(
∑
k nk)!∏
k(nk)!
(γˆ1)2n1(γˆ2)2n2 ...(γˆD)2nD . (4.6)
Separate terms in the expansion of operators (4.6) represent products of γˆk’s applied in
different orders (or combinations σ(A)) and we are interested in products of 2n1 of γˆ
1’s,
2n2 of γˆ
2’s, etc (see Eq. (4.4)) The total number of such products (or |σ(A)|) is given by a
multinomial coefficient in the expansion of scalars (4.5) with mk = 2nk, i.e.
|σ(A)| = (
∑
k 2nk)!∏
k(2nk)!
, (4.7)
but not all of them come with the same sign when compared to an operator ordered as
(γˆ1)2n1(γˆ2)2n2 ...(γˆD)2nD . And according to (2.12) the sum of these signs (or θ(B)’s) over all
combinations of operators (or B ∈ σ(A)) is what determines µ(A),
µ(A) = |σ(A)|−1
∑
B∈σ(A)
θ (B) (4.8)
=
∏
k(2nk)!
(
∑
k 2nk)!
(
∑
k nk)!∏
k nk!
(4.9)
as is evident from (4.6).
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This can be seen directly if we integrate (4.5) weighted by Nρ(x) and then equate it to
the trace of (4.6),
N
∫
dDxρ(x)
(
x1 + x2 + ...+ xD
)2K
= Tr
[(
γˆ1 + γˆ2 + ...+ γˆD
)2K]
∑
m1+...+mD=2K
(
∑
kmk)!∏
kmk!
∫
dDxρ(x)
∏
k
(xk)mk =
∑
n1+...+nD=K
(
∑
k nk)!∏
k nk!
1
N Tr
[∏
k
(γˆk)2nk
]
∑
m1+...+mD=2K
(
∑
kmk)!∏
kmk!
∫
dDxρ(x)
∏
k
(xk)mk =
∑
n1+...+nD=K
(
∑
k nk)!∏
k nk!
. (4.10)
Since the correct measure of integration ρ(x) must be such that all odd moments vanish the
above condition can be rewritten as∑
2n1+...+2nD=2K
(
∑
k 2nk)!∏
k(2nk)!
∫
dDxρ(x)
∏
k
(xk)2nk =
∑
n1+...+nD=K
(
∑
k nk)!∏
k nk!
(4.11)
where on the left hand side we substituted m’s for n’s using mk = 2nk. Then, in order for
individual terms on both sides of (4.11) to be equal the measure ρ(x) should be such that∫
dDx ρ(x)
∏
k
(xk)2nk =
∏
k(2nk)!
(
∑
k 2nk)!
(
∑
k nk)!∏
k nk!
= µ(A) (4.12)
where A can represent an arbitrary product of terms with 2n1 of γˆ
1’s, 2n2 of γˆ
2’s, etc.
The moments generating function of ρ(x) can be obtained directly from (4.12),
M(p1, ..., pD) =
∑
n1,...,nD
(∫
dDxρ(x)
∏
k
(xk)2nk
)
p2n11 ...p
2nD
D∏
k(2nk)!
=
∑
n1,...,nD
∏
k(2nk)!
(
∑
k 2nk)!
(
∑
k nk)!∏
k nk!
p2n11 ...p
2nD
D∏
k(2nk)!
=
∑
n1,...,nD
1
(2
∑
k nk)!
(
∑
k nk)!∏
k nk!
p2n11 ...p
2nD
D
=
∑
K
1
(2K)!
∑
n1+...+nD=K
K!∏
k nk!
p2n11 ...p
2nD
D
=
∑
K
1
(2K)!
(
p21 + ...+ p
2
D
)K
= cosh
(√
p21 + ...+ p
2
D
)
(4.13)
and then the corresponding characteristic function is
M(ip1, ..., ipD) = cos
(√
p21 + ...+ p
2
D
)
= cos
√∑
k
p2k
 (4.14)
and its inverse Fourier transform gives us the desired measure of integration
ρ(x) =
∫
dDp
(2pi)D
cos
√∑
k
p2k
 exp(i∑
k
xkpk
)
. (4.15)
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5 Emergent space-time
The measure of integration (4.15) for D = 1 can be easily calculated,
ρ(x) =
1
2
∫
dp
2pi
cos
(√
p2
)
exp(ixp)
=
1
2
∫
dp
2pi
cos (p) exp(ixp)
=
1
2
∫
dp
2pi
(exp(ip+ ixp) + exp(−ip+ ixp))
=
1
2
(δ(x+ 1) + δ(x− 1)) , (5.1)
which is in agreement with (3.7). As we will see shortly this result is due to the fact that
the time derivative of a retarded Green’s function of 1+1-dimensional d’Alembert operator
is given by a sum of two delta-functions propagating in opposite directions on an emergent
space-time. It turns out that the same statement is true in higher dimensions, i.e. D > 1 or
D + 1 > 2, but the form of the Green’s functions (and of the corresponding measures ρ(x))
is of course different.
To evaluate the integral in (4.15) for arbitrary D we note that
ϕ(xµ) = ϕ(~x, x0) ≡
∫
dDp
(2pi)D
cos
x0√∑
k
(pk)2
 exp(i∑
k
pkx
k
)
(5.2)
solves a D+1-dimensional wave equation,(
(∂0)
2 −
∑
k
(∂k)
2
)
ϕ(xµ) = 0, (5.3)
with initial conditions
ϕ(~x, 0) = δ(D)(~x) (5.4)
∂0ϕ(~x, 0) = 0 (5.5)
where
∂0 ≡ ∂
∂x0
(5.6)
∂k ≡ ∂
∂xk
. (5.7)
Then the solution of the D+1-dimensional wave equation is given by
ϕ(xµ) =
∫
dDy ∂0G(~x, x
0; ~y, 0)δ(D)(~y) = ∂0G(~x, x
0) (5.8)
where
G(xµ; yµ) = G(xµ − yµ) = G(~x− ~y, x0 − y0) (5.9)
is the retarded Green’s function (or retarded propagator) of D+1-dimensional d’Alembert
operator.
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The retarded propagator can be expressed as a D-dimensional integral
G(xµ; yµ) =
∫
dDp
(2pi)D
sin
(
(x0 − y0)ω(p))
ω(p)
exp
(
i
∑
k
pk(x
k − yk)
)
(5.10)
where
ω(p) ≡
√∑
k
(pk)2 (5.11)
or as a more symmetric D+1-dimensional integral
G(xµ; yµ) =
∫
dD+1p
(2pi)D+1
exp
(
i
∑
µ pµ(x
µ − yµ)
)
∑
µ pµp
µ
(5.12)
with appropriately chosen contour of integration (i.e. both poles shifted downwards) and
p0 ≡ −p0. Then the solution is
ϕ(xµ) = ∂0G(~x, x
0) =
∫
dD+1p
(2pi)D+1
ip0∑
µ pµp
µ
exp
(
i
∑
µ
pµ(x
µ − yµ)
)
(5.13)
and we can define an extended (into emergent “temporal” direction T ) classical partition
function
Zc[β, T ] = N
∫
dDxϕ(~x, T ) exp
β ∑
j∈{1,...,D}
Hj x
j

= N
∫
dDx ∂0G(~x, T ) exp
β ∑
j∈{1,...,D}
Hj x
j
 (5.14)
which satisfies the desired duality condition
Zc[β, 1] = Zq[β] (5.15)
and also normalization conditions
Zc[β, 0] = Zc[0, T ] = N . (5.16)
6 Existence of duality
In the previous sections we obtained the correct measure of integration of the classical par-
tition function for either commuting (i.e. D = 1) or anti-commuting (i.e. N = 1) degrees
of freedom. Next we shall consider a more general system (2.6) with both commuting and
anti-commuting terms (i.e. N > 1 and D > 1) described by the quantum partition function
Zq[β] =
∞∑
n=0
βn
n!
Tr
 ∑
j1...jN∈{0,...,D}
Hj1...jN γˆ
j1
1 ...γˆ
jN
N
n . (6.1)
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The corresponding classical partition function (for ND classical scalars xka) can be defined
in a similar manner
Zc[β] = N
∫ (∏
a
dDxa
)
ρ(x)
∞∑
n=0
βn
n!
 ∑
j1...jN∈{0,1}
Hj1...jN x
j1
1 ...x
jN
N
n , (6.2)
but it is no longer clear if (or when) the duality condition (1.2) could be satisfied for some
measure of integration
ρ(x) = ρ(x11, ...x
D
1 , ..., x
1
N , ...x
D
N ). (6.3)
Indeed, by matching separate terms in (6.1) and (6.2) we obtain
N
∫ (∏
a
dDxa
)
ρ(x)
 ∑
j1...jN∈{0,...,D}
Hj1...jN x
j1
1 ...x
jN
N
n = Tr
 ∑
j1...jN∈{0,...,D}
Hj1...jN γˆ
j1
1 ...γˆ
jN
N
n
or using the abstract-indices notation (2.13)
N
∫ (∏
a
dDxa
)
ρ(x)
∑
A
hA X
A =
∑
A
µ(A)hA Tr
[
: ΓˆA :
]
. (6.4)
This suggests that the duality condition (1.2) can be satisfied only if individual terms in (6.4)
are equal,
N
∫ (∏
a
dDxa
)
ρ(x)XA = µ(A)Tr
[
: ΓˆA :
]
. (6.5)
Whenever the product of spinor operators ΓˆA contains an even number 2nak of γˆ
k
a for all a
and k the trace is
Tr
[
: ΓˆA :
]
= N (6.6)
and thus the even statistical moments must be given by
N
∫ (∏
a
dDxa
)
ρ(x) XA = Nµ(A)
∫ (∏
a
dDxa
)
ρ(x)
∏
a,k
(
xka
)2nak
= µ(A) (6.7)
and all odd statistical moments must vanish. However, since the measure is uniquely deter-
mined from the statistical moments and the statistical moments are to be determined from
µ(A), the measure can only exist if µ(A) is uniquely determined by non-negative integers
nak’s. This puts a restriction on the quantum system (6.1), whose classical dual is (6.2),
which can be expressed as the following condition:
: ΓˆA :=: ΓˆB : ⇒ µ(A) = µ(B). (6.8)
In other words, even if A and B are not in the same combination class, i.e. σ(A) 6= σ(B),
but the corresponding products of operators are the same, i.e. : ΓˆA :=: ΓˆB :, the statistical
moments must also be the same, i.e. µ(A) = µ(B). Note that (6.8) is only a sufficient
condition as there might still be other dual classical systems which are not described by (6.2)
(see for example imaginary time formalism in Appendix A).
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7 Separable measure
In the previous section we argued that the quantum system (6.1) will have a classical dual
(6.2) if the condition (6.8) is satisfied. In this section we are going to study a particular
example of the quantum system for which the classical dual not only exists, but the integration
measure is also separable, i.e.
ρ(x) = ρ(x11, ...x
D
1 , ..., x
1
N , ...x
D
N ) =
∏
a
ρ
(
x1a, ..., x
D
a
)
. (7.1)
Consider a Hamiltonian operator (2.6) with components which can be expressed as
Hj1...jN =
∑
k1...kN∈{0,1}
Hk1...kN ηk11,j1 ...ηkNN,jN (7.2)
where we assume that
η0a,j = δj0 (7.3)
ηka,0 = δ0k (7.4)
and, without loss of generality, H0...0 = 0. Then the Hamiltonian operator can be rewritten
as
Hˆq =
∑
j1...jN∈{0,...,D}
Hj1...jN γˆ
j1
1 ...γˆ
jN
N (7.5)
=
∑
k1...kN∈{0,1}
Hk1...kN
 ∑
j1∈{0,...,D}
ηk11,j1 γˆ
j1
1
 ...
 ∑
jN∈{0,...,D}
ηkNN,jN γˆ
jN
N
 (7.6)
=
∑
k1...kN∈{0,1}
Hk1...kN ηˆk11 ...ηˆkNN (7.7)
where the combined operators ηˆa’s are defined as linear combinations of spin operators
ηˆa = ηˆ
1
a =
∑
j∈{0,...,D}
η1a,j γˆ
j
a =
∑
j∈{1,...,D}
η1a,j γˆ
j
a (7.8)
and
ηˆ0a =
∑
j∈{0,...,D}
η0a,j γˆ
j
a =
∑
j∈{0,...,D}
δ0j γˆ
j
a = γˆ
0
a = Iˆ . (7.9)
Since the combined operators satisfy a commutation relation
[ηˆa, ηˆb] = 0 (7.10)
we can essentially follow the analysis of Sec. 3 with classical partition function
Zc[β] = N
∫ (∏
a
dDxaρ(xa)
) ∞∑
n=0
βn
n!
 ∑
j1...jN∈{0,...,D}
Hj1...jN x
j1
1 ...x
jN
N
n
= N
∫ (∏
a
dDxaρ(xa)
) ∞∑
n=0
βn
n!
 ∑
k1...kN∈{0,1}
Hk1...kNχk11 ...χkNN
n , (7.11)
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where
χa = χ
1
a =
∑
j∈{1,...,D}
η1a,jx
j
a (7.12)
χ0a = 1. (7.13)
Indeed, the duality condition (1.2) implies
N
∫ (∏
a
dDxaρ(xa)
) ∑
k1...kN∈{0,1}
Hk1...kNχk11 ...χkNN
n = Tr
 ∑
k1...kN∈{0,1}
Hk1...kN ηˆk11 ...ηˆkNN
n
which can be satisfied (due to commutativity of the combined operators (7.10)) only if
N
∫
dDxaρ(xa) (χa)
n = Tr [(ηˆa)
n] (7.14)
or, equivalently, if
N
∫
dDxaρ(xa)
 ∑
j∈{1,...,D}
η1jx
j
a
n = Tr
 ∑
j∈{1,...,D}
η1j γˆ
j
a
n (7.15)
for all a and n. But since all of γˆja operators in (7.15) anti-commute the corresponding
measure is the same as in Sec. 4 which was shown to be given by a retarded Green’s function
in Sec. 5. Therefore, for a quantum system whose Hamiltonian components can be expressed
as in (7.2), the dual classical system is described by a classical partition function
Zc[β, T ] = N
∫ (∏
a
dDxa ∂0G(~xa, Ta)
)
exp
β ∑
j1...jN∈{0,1}
Hj1...jN x
j1
1 ...x
jN
N
 , (7.16)
where G(~xa, Ta) is the retarded Green’s function of D+1-dimensional d’Alembert operator
(see Sec. 5). Note that the measure of integration is already normalized,∫ (∏
a
dDxa ∂0G(~xa, Ta)
)
= 1, (7.17)
but it can be interpreted as a probability density only if it takes non-negative values. For
example, when D = 1
Zc[β, T ] = N
∫ ∏
a
(
dxa
2
(
δ(x1a − Ta) + δ(x1a + Ta)
))
exp (βHc) , (7.18)
in agreement with Sec 3, or when D = 3
Zc[β, T ] = N
∫ ∏
a
(
d3xa
4piT 2a
δ
(∑
k
(
xka
)2 − T 2a
))
exp (βHc) . (7.19)
Of course there is no reason to expect that the measure will remain positive for more gen-
eral quantum systems and then the dual system defined in the similar manner would not
be classical per se as the corresponding partition function would involve integration over
configurations with negative probabilities.
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8 Discussion
In this paper we took a step towards extending the quantum-classical duality (1.2) beyond
the imaginary time formalism. In particular we showed that the quantum partition function
for a system of quantum spinors (2.6) with non-homogeneous, non-local, and non-k-local
interactions can be described as a classical partition for some scalar degrees of freedom.
The measure of integration in the classical partition functions is non-trivial, but the locality
structure of the dual theories was preserved, in contrast to the imaginary time formalism.
We derived a general sufficient condition for the existence of the duality (6.8) and gave three
examples of the duality for quantum systems with only commuting (see Sec. 3), with only
anti-commuting (see Sec. 4), and with both commuting and anti-commuting (see Sec. 7)
degrees of freedom.
An interesting byproduct of our analysis was the realization that the non-trivial measure
of integration in the classical partition function can be described using relativistic Green’s
functions (Sec. 5). This suggest a possible (and quite general) mechanism for the emergence
of a classical space-time from anti-commutativity of quantum operators which deserves a
separate study (see, however, Refs. [6–9] for other recent attempts to derive space-time from
quantum mechanics). But since the duality mapping supposedly works both ways (from
quantum to classical and from classical to quantum) the very same result can be interpreted
as a possible mechanism for the emergence of anti-commutativity of quantum operators
from Lorentzian symmetry of a classical space-time. And then it would be interesting to
see if the phenomena can be responsible for the emergence of quantum mechanics from
classical/statistical mechanics (see, for example, Refs. [10–13] for some recent attempts to
derive quantum mechanics).
The stumbling block for any classical theories with local hidden variables are the Bell’s
inequalities [14, 15]. It is hard to see how quantum effects, such as entanglement between
qubits in an EPR pair, can be described using classical hidden variables that are also local [16].
However, we have already seen that the quantum-to-classical mapping between equilibrium
systems can preserve locality, and so it would be important to see if the locality can also be
preserved away from the equilibrium. In Sec. 5 we derived an extended partition function
(5.14) with a temporal parameter T which describes the dynamics in an emergent space-time.
For the equilibrium classical partition function the parameter T had to be set to one, but
the physical meaning of other values of T remains unclear. Could it be that the extended
partition function describes a non-equilibrium dynamics of the system from some zero entropy
state at T = 0 towards some maximum entropy state at T = 1? And if so does this evolution
follow the principle of the stationary entropy production that was recently proposed in [13]?
We leave these questions for future work.
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A Imaginary time formalism
Consider a quantum system with a preferred tensor product factorization of Hilbert space
into N factors. The quantum partition function for such system can be written as
Zq[β] = Tr
[
exp
(
βHˆq
)]
=
∑
j
〈j| exp
(
βHˆq
)
|j〉 (A.1)
where the sum is taken over some set of orthonormal basis vectors
|j〉 ≡
N⊗
a=1
|ja〉 (A.2)
and
ja ∈ {1, ..., D}. (A.3)
This partition function can be evaluated as a path integral over imaginary time with periodic
boundary conditions. By splitting the imaginary time β into T intervals we obtain
Zq[β] =
∑
j(1)
∑
j(2)
...
∑
j(T )
〈j(T )|e βT Hˆq |j(1)〉〈j(1)|e βT Hˆq |j(2)〉...〈x(T − 1)|e βT Hˆq |j(T )〉 (A.4)
But this may be also interpreted as the classical partition function with summation taken
over all configurations j(1), j(2), ...., j(T ) (or discretized paths) weighted by
p (j(1), j(2)...j(T )) = 〈j(T )|e βT Hˆq |j(1)〉〈j(1)|e βT Hˆq |j(2)〉...〈j(T − 1)|e βT Hˆq |j(T )〉. (A.5)
Then what we have is two systems one quantum, described by partition function (A.1), and
another one classical (or more precisely statistical), described by
Zc[β] =
∑
j(1)
∑
j(2)
...
∑
j(T )
p (j(1), j(2)...j(T ))
=
∑
j(1)
∑
j(2)
...
∑
j(T )
exp (Hc(β, j)) , (A.6)
where
Hc(β, j) =
T∑
t=1
log
(〈
j(t)
∣∣∣∣exp(βT Hˆq
)∣∣∣∣ j(t+ 1)〉) (A.7)
such that the duality condition (1.2) is satisfied.
For sufficiently large T the exponential can be approximated by a linear term,
exp
(
β
T
Hˆq
)
≈ Iˆ + β
T
Hˆq (A.8)
and then 〈
i
∣∣∣∣exp(βT Hˆq
)∣∣∣∣ j〉 ≈ δij + βT 〈i|Hˆq|j〉. (A.9)
Equation (A.9) describes what is known as transfer matrix, but if we want the product
of elements of these matrices (A.5) to represent probabilities or, equivalently, the classical
Hamiltonian (A.7) to be real, certain restrictions must apply to its from. In particular,
what we want is to choose basis vectors |i〉 so that the off-diagonal terms of the Hamiltonian
〈i|Hˆq|j〉 are non-negative and then to choose T large enough so that the diagonal terms of
the transfer matrix are also non-negative.
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