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统计收敛的定义由 Fast [143]于 1951年提出, 之后得到许多数学家的深入研究.




其次, 对于 𝐴-统计收敛定义中, 矩阵 𝐴 = (𝑎𝑖𝑗)N×N 需满足正则性, 即 𝑎𝑖𝑗 ≥
0; ∀ 𝑗 ∈ N, lim
𝑖
𝑎𝑖𝑗 = 0; 对任意的 𝑖 ∈ N,
∞∑︀
𝑗=1
𝑎𝑖𝑗 = 1. 我们把它减弱为 𝑎𝑖𝑗 ≥ 0; 对任
意的 𝑖 ∈ N,
∞∑︀
𝑗=1








𝑎𝑖𝑗 |𝑥(𝑗)|, 若记 𝒟(𝒜, 𝑤*) = {𝑥* ∈ ℓ*∞ :
𝑥*是 𝒜的 𝑤*聚点}和 M𝒜 = {𝑥* ∘ 𝜒(·) : 𝑥* ∈ 𝜕𝑝𝒜(𝑒)}, 证明了 𝒟(𝒜, 𝑤*) ⊂ 𝜕𝑝𝒜(𝑒) ⊂
𝜕‖𝑒‖ = 𝑆+ℓ*∞ , 从而M𝒜 是一族有限可加概率测度. 另外证明了 𝒜-收敛是统计收敛当且
仅当对 𝑥* ∈ 𝒟(𝒜, 𝑤*), 对所有 𝑖 ∈ N, ‖𝑥* − 𝑎𝑖‖ = 2.
最后, 利用统计收敛的测度理论及文献 [141]得出: 在可分无穷维 Hilbert空间中,





















The notion of statistical convergence was introduced by H. Fast [143] in 1951.
From then on, statistical convergence had been investigated and developed by many
mathematicians. Especially in 2008, 2009, L. X. Cheng etc [1, 2] using subdifferential
established measure theory of statistical convergence, so as to realize every kind of
statistical convergence can be in the meaning of statistics measure obtained under the
unified.
Firstly, we briefly review the history of statistical convergence and existing results,
and introduce the measure theory of statistical convergence.
Secondly, in𝐴-statistical convergence definition, the matrix𝐴 = (𝑎𝑖𝑗)N×N is fulfilled
regular, namely, 𝑎𝑖𝑗 ≥ 0; lim
𝑖
𝑎𝑖𝑗 = 0, ∀ 𝑗 ∈ N;
∞∑︀
𝑗=1
𝑎𝑖𝑗 = 1, ∀ 𝑖 ∈ N. We put it weakened
to 𝑎𝑖𝑗 ≥ 0;
∞∑︀
𝑗=1
𝑎𝑖𝑗 = 1, ∀ 𝑖 ∈ N. Suppose that 𝒜 = {𝑎𝑖}∞𝑖=1 ⊂ 𝑆+ℓ1 . We define 𝒜-




𝑎𝑖𝑗 |𝑥(𝑗)|, for 𝑥 = (𝑥(𝑛)) ∈
ℓ∞. With the notions 𝒟(𝒜, 𝑤*) = {𝑥* ∈ ℓ*∞ : 𝑥* is a 𝑤* cluster point of 𝒜} and
ℳ𝒜 = {𝑥* ∘ 𝜒(·) : 𝑥* ∈ 𝜕𝑝𝒜(𝑒)}. We prove 𝒟(𝒜, 𝑤*) ⊂ 𝜕𝑝𝒜(𝑒) ⊂ 𝜕‖𝑒‖ = 𝑆+ℓ*∞ , as
a result, M𝒜 is a finitely additive probability measure. We prove that 𝒜-convergence
is statistical convergence if and only if for each 𝑥* ∈ 𝒟(𝒜, 𝑤*), ‖𝑥* − 𝑎𝑖‖ = 2 for all
𝑖 ∈ N.
Finally, according to [141] using measure theory of statistical convergence, for
every weakly statistically convergent sequence (𝑥𝑛) with increasing norms in a Hilbert






















统计收敛的定义最早由 Fast [143]于 1951年提出, 之后得到 Connor [4-13], Fridy,
Miller和 Orhan [14-23]以及许多其他数学家的深入研究. 经过半个多世纪的发展, 统
计收敛已经形成了一个庞大的理论体系, 为了不同的目的, 统计收敛出现了多达几十
种形式, 比如 𝐴-统计收敛 [24, 25, 29, 38, 41, 51, 64, 126, 128], lacunary统计收敛 [32,
87], 一致统计收敛 [61, 95], (强) 𝜆-统计收敛 [79, 107], (强) 几乎统计收敛 [94, 95], 双
序列统计收敛 [33, 37, 76, 118], 𝜇-收敛 [48], B-统计收敛 [35]和 𝑆-收敛 [107, 108]. 统
计收敛已经在许多领域内得到运用, 包括矩阵求和, 级数, 积分 [5, 6, 7, 16, 36, 40, 66,
98, 117, 134], 𝐹𝑜𝑢𝑟𝑖𝑜𝑟分析 [75, 76, 90], 正算子的逼近 [44–47, 49, 50, 53, 54, 58, 92],
数论 [12], 三角级数 [42, 103, 129, 130], 𝐵𝑎𝑛𝑎𝑐ℎ空间理论 [9, 59, 126], 局部凸空间 [27,
98, 99, 131, 132], 模糊数学 [85, 88, 108], 连续函数的性质 [11, 60]和各种拓扑线性空间
[62, 66, 109, 120, 122]等等. 由此可见统计收敛已经成为人们研究的热门话题. 2008





在 1951年, H. Fast给出了统计收敛的定义.
定义 1.1. [3] 称实值序列 {𝑥𝑛}统计收敛到 𝑥 ∈ R, 若对任意的 𝜀 > 0, 都有
lim
𝑛→∞
|{𝑘 ∈ N : 𝑘 ≤ 𝑛, |𝑥𝑘 − 𝑥| ≥ 𝜀}|
𝑛
= 0
其中 |𝐴|表示对自然数任意一个子集 𝐴的基数, 记实值序列 {𝑥𝑛}统计收敛到 𝑥为
𝑥𝑛
𝑠→ 𝑥.
显然统计收敛是通常收敛的一种推广, 通常的收敛要求对任意 𝜀 > 0, 𝐴𝑛(𝜀) =
{𝑘 ∈ N : 𝑘 ≤ 𝑛, |𝑥𝑘 − 𝑥| ≥ 𝜀}为有限集, 而且统计收敛还可以是无界的.















定义 1.2. [19] 称序列 {𝑥𝑛}缺项统计收敛到 𝑥, 若对任意的 𝜀 > 0, 有
𝜇𝑙(𝐴) = lim
𝑘→∞
|{𝑘 ∈ N : |𝑥𝑘 − 𝑥| ≥ 𝜀}
⋂︀
{𝑗 ∈ N : 𝑛𝑘−1 < 𝑗 ≤ 𝑛𝑘}|
𝑛𝑘 − 𝑛𝑘−1
= 0
其中 {𝑛𝑘}∞𝑘=0为缺项序列,即 𝑛0 = 0, {𝑛𝑘}是递增序列且满足 𝑛𝑘−𝑛𝑘−1 → ∞ (𝑘 → ∞).
人们对统计收敛的研究已经不再局限于简单的实值序列, 1988年 J. Maddox将
统计收敛推广到局部凸空间.
定义 1.3. [133] 设 𝑋 是局部凸的 𝑇2 空间, 其拓扑是由 𝑋 上的连续半范数族 𝑄所生
成, 称 𝑋 中序列 {𝑥𝑘}统计收敛于 𝑥 ∈ 𝑋, 如果 ∀ 𝜀 > 0, ∀ 𝑞 ∈ 𝑄都有
lim
𝑛→∞
|{𝑘 ≤ 𝑛 : 𝑞(𝑥𝑘 − 𝑥) > 𝜀}|
𝑛
= 0.
特别地, 在 2000年, J. Connor, M. Ganichev和 V. Kadets给出了类似于统计收
敛定义的弱统计收敛.
定义 1.4. [9] 设 𝑋 为 𝐵𝑎𝑛𝑎𝑐ℎ空间, 𝑋*为 𝑋 的对偶空间, 称 {𝑥𝑛}弱统计收敛到 𝑥,
如果 ∀ 𝑥* ∈ 𝑋*有 ⟨𝑥𝑛, 𝑥*⟩统计收敛到 0.
有如下关于 Banach空间中序列弱统计收敛的刻画定理.
定理 1.1. [9]设 𝑋 为 Banach空间, 则
1. 𝑑𝑖𝑚 𝑋 < ∞ ⇐⇒ 任给 (𝑥𝑛) ⊂ 𝑋, 若 (𝑥𝑛)弱统计收敛到 𝜃, 则 (𝑥𝑛)存在一
个有界的子列;
2. 若 𝑋 可分, 则 𝑋*可分 ⇐⇒ 任意有界序列 (𝑥𝑛) ⊂ 𝑋, 若 (𝑥𝑛)弱统计收敛到
𝜃, 则存在一个弱收敛于 𝜃的序列 {𝑦𝑛}, 使得
lim
𝑛→∞
|{𝑘 ≤ 𝑛 : 𝑥𝑘 = 𝑦𝑘}|
𝑛
= 1
3. 𝑙1不能嵌入到 𝑋 ⇐⇒ 任意有界序列 (𝑥𝑛) ⊂ 𝑋 弱统计收敛到 𝜃, 则 (𝑥𝑛)存
在一个弱收敛于 𝜃的子列.



















𝐴-统计收敛. 𝐴-统计收敛是由 Connor [8]提出的, 后来有 Connor [9-13], Fridy [15, 16],
Miller [22], Kolk [65-68], Savas [105-113]等数学家加以引用和发展, 现已成为一个很
普遍和有用的概念.
由于 𝐴-统计收敛定义中要求 𝐴是正则的, 首先给出矩阵正则的定义：
定义 1.5. [8] 𝑥 = {𝑥𝑛} 是实值序列, 称无穷矩阵 𝐴 = (𝑎𝑛𝑘) 是正则可和的, 若
lim
𝑛−→∞










定理 1.2 (Silverman-Toeplitz). [66] 无穷矩阵 𝐴 = (𝑎𝑛𝑘)是正则的, 当且仅当

















𝑎𝑖𝑗 = 1, 对任意的 𝑖 ∈ N. 称序列 {𝑥𝑛}是 𝐴-统计收敛到 𝑥 ∈ 𝑋, 若对任意的






其中 𝐴(𝜀) = {𝑘 ∈ N : ||𝑥𝑘 − 𝑥|| ≥ 𝜀}.
注释 1.1. 1. 若 𝐴是单位矩阵, 则 𝐴统计收敛就是通常的收敛;
2. 若 𝐴是 Cesáro矩阵, 即
𝐶 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝












0 · · · · · ·







· · · 1
𝑛
· · ·



























· · · 1
𝑛1
· · · · · · · · · · · · · · · · · · · · · · · ·
0 · · · 0 1
𝑛2−𝑛1 · · ·
1
𝑛2−𝑛1 · · · · · · · · · · · · · · ·
0 · · · · · · · · · · · · 0 1
𝑛3−𝑛2 · · ·
1
𝑛3−𝑛2 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
⎞⎟⎟⎟⎟⎟⎠
对矩阵 𝐿的第 𝑘行, 1
𝑛𝑘−𝑛𝑘−1
的个数为 𝑛𝑘 − 𝑛𝑘−1个, 且第一个 1𝑛𝑘−𝑛𝑘−1 出现在第
𝑛𝑘−1 + 1列, 则 𝐴统计收敛就是缺项统计收敛.
在 1988年, Connor定义了强 𝑝-Cesáro可和, 从而研究了强 𝑝-Cesáro可和与统计
收敛的关系. 为了方便起见，我们恒以 𝜔表示全体实序列 𝑥 = {𝑥𝑘} 组成的空间.







|𝑥𝑘 − 𝐿|𝑝 = 0
成立, 此时称 𝑥 = {𝑥𝑘}强 p-Cesáro可和于 L. 记






|𝑥𝑘 − 𝐿|𝑝 = 0,存在实数 L};
𝜔0 = {𝑥 ∈ 𝜔 : lim
𝑛→∞
|{𝑘 ∈ N : 𝑘 ≤ 𝑛, |𝑥𝑘 − 𝐿| ≥ 𝜀}|
𝑛
= 0,存在实数 L}.
注释 1.2. Maddox [132]证明了若 1 ≤ 𝑝 < ∞, 则 𝜔𝑝是 Banach空间;
若 0 < 𝑝 < 1, 则 𝜔𝑝是 𝑝-赋范空间.
下面是强 𝑝-Cesáro可和与统计收敛的关系.
定理 1.3. [6] 𝑞 ∈ R, 0 < 𝑞 < ∞, 有
1. 若序列 𝑥 = {𝑥𝑘}强 𝑞-Cesáro可和于 𝐿, 则 𝑥统计收敛于 𝐿;
2. 若 𝑥 ∈ 𝜔有界且统计收敛到 𝐿, 则 𝑥强 𝑞-Cesáro可和到 𝐿.
推论 1.1. [6] 若 𝑝, 𝑞 ∈ R, 0 ≤ 𝑝 < 𝑞 < ∞, 则 𝜔𝑝 ⊃ 𝜔𝑞 且 𝜔𝑝 ∩ ℓ∞ = 𝜔𝑞 ∩ ℓ∞.















定义 1.8. [136] 拓扑线性空间 𝑋 称为局部凸的, 如果 𝑋 含有一个由凸邻域构成的局
部基; 完备的赋准范空间称为 Fréchet空间; 线性拓扑空间 𝑋 中的均衡吸收闭凸集称
为桶集; 在局部凸空间 𝑋 中, 如果每个桶集都是 𝜃的邻域基, 则称 𝑋 为桶空间.
定义 1.9. [142] 设 𝑋 是赋准范序列空间, 对每 𝑘 ∈ Z+, 定义映射 𝑝𝑘 : 𝑋 → R为:
𝑝𝑘(𝑥) = 𝑥𝑘, 𝑥 = {𝑥𝑘} ∈ 𝑋, 称 𝑝𝑘 为坐标映射. 我们称 𝑋 具有 K性质, 若每个坐标映
射 𝑝𝑘 都是连续的. 具有 K性质的 Fréchet空间称为 FK空间.
利用 Bennett和 Kalton得出的定理:
定理 1.4. [30] 𝑆 是 𝜔的稠密子空间, 则下列等价:
1. 𝑆 是桶空间;
2. 如果 𝐸 是局部凸 FK空间且 𝑆 ⊂ 𝐸, 则 𝑆 = 𝐸.
Connor证明了如下有关统计收敛的结论:
定理 1.5. [6] 统计收敛序列全体构成 𝜔的稠密桶子空间.
推论 1.2. [6] 如果 𝐸 是局部凸 FK空间且包含统计收敛序列全体, 则 𝐸 = 𝜔.
在 1989年, Connor用任意的非负正则可和矩阵代替 Cesáro矩阵得到强 𝐴-可和
的定义.
定义 1.10 (强 𝐴-可和). [8] 𝐴是非负正则可和矩阵, 记






𝜔(𝐴) = {𝑥 ∈ 𝜔 : ∃ 𝐿 ∈ R, 使得 𝑥− 𝐿 ∈ 𝜔0(𝐴)}.
如果 𝑥− 𝐿 ∈ 𝜔0(𝐴), 称 𝑥强 𝐴-可和到 𝐿.
Connor得出了强 𝐴-可和与 𝐴-统计收敛的关系.
定理 1.6. [8] 𝐴是非负正则可和矩阵, 则
1. 如果 𝑥 ∈ 𝜔强 𝐴-可和到 𝐿, 则 𝑥是 𝐴-统计收敛到 𝐿;















类似地, Connor通过引用如下模函数, 推广了 𝐴-统计收敛和强 𝐴-可和, 并且得
出了序列在模 𝑓 下 𝐴-统计收敛和强 𝐴-可和之间的关系.
定义 1.11. [14] 函数 𝑓 : [0,∞) → [0,∞)称为模, 如果
1. 𝑓(𝑥) = 0当且仅当 𝑥 = 0;
2. 𝑓(𝑥+ 𝑦) ≤ 𝑓(𝑥) + 𝑓(𝑦);
3. 𝑓(𝑥)单调不减的;
4. 𝑓(𝑥)在0处右连续.
定义 1.12. [8] 𝑓 为模, 𝐴是非负正则矩阵. 记






𝜔(𝐴, 𝑓) = {𝑥 ∈ 𝜔 : ∃ 𝐿 ∈ R, 使得 𝑥− 𝐿 ∈ 𝜔0(𝐴, 𝑓)}.
如果 𝑥− 𝐿 ∈ 𝜔0(𝐴, 𝑓), 称 𝑥关于模 𝑓 强 𝐴-可和到 𝐿.
定理 1.7. [8] 如果 𝑓 为模, 𝑥强 𝐴-可和到 𝐿, 则 𝑥关于模 𝑓 强 𝐴-可和到 𝐿.
定理 1.8. [8] 𝑥是有界序列, 𝑓 为模且 𝐴是正则可和矩阵. 则 𝑥关于模 𝑓 强 𝐴-可和
于 𝐿当且仅当 𝑥强 𝐴-可和于 𝐿, i.e.
𝜔0(𝐴, 𝑓) ∩ ℓ∞ = 𝜔0(𝐴) ∩ ℓ∞.
定理 1.9. [8] 𝐴是正则可和矩阵, 𝑓 为模, 则
1. 如果 𝑥 ∈ 𝜔, 𝑥关于模 𝑓 强 𝐴-可和于 𝐿, 则 𝑥是 𝐴-统计收敛到 𝐿,
2. 如果 𝑥 ∈ 𝜔有界且 𝑥是 𝐴-统计收敛到 𝐿, 则 𝑥关于模 𝑓 强 𝐴-可和于 𝐿.
在 2009年, Osama H. H. Edely和M. Mursaleen提出了统计 𝐴-可和并研究了统
计 𝐴-可和与 𝐴-统计收敛之间的关系.
定义 1.13. [93] 𝐴 = (𝑎𝑖𝑗)是非负正则可和矩阵, 𝑥 = {𝑥𝑛} ⊂ 𝑋. 称 𝑥统计 𝐴-可和到





|{𝑖 ≤ 𝑛 : ||𝑦𝑖 − 𝑥0|| ≥ 𝜀}| = 0.


















注释 1.3. [93] 𝑥统计 𝐴-可和到 𝑥0 ⇐⇒ 𝐴𝑥统计收敛到 𝑥0.
定理 1.10. [93] 𝑥 ⊂ 𝑋, 𝐴-统计收敛到 𝑥0 且有界, 则 𝑥是 𝐴-可和到 𝑥0, 因此统计
𝐴-可和到 𝑥0. 反之不真.
为了说明统计 𝐴-可和到 𝑙但不是 𝐴-统计收敛到 𝑙, 构造如下反例:
例 1.1. [93] 令 𝐴是 Cesáro矩阵, 𝑖.𝑒.
𝑎𝑛𝑘 =
⎧⎨⎩ 1𝑛 𝑘 ≤ 𝑛;0 其它;
令
𝑥𝑘 =
⎧⎨⎩ 1 𝑘 是奇数;0 𝑘 是偶数;
则 𝑥是 𝐴-可和到 1/2 (因此统计 𝐴-可和到 1/2 ), 但不是 𝐴-统计收敛到 1/2 .
1.2 统计收敛与经典收敛的关系
1951年Mazur [138]证明了存在 𝐿 ∈ ℓ∞*, 使得 𝐿(𝑥) = lim𝑥, ∀ 𝑥 ∈ 𝑐且 𝐿(𝑥𝑦) =
𝐿(𝑥)𝐿(𝑦), ∀ 𝑥, 𝑦 ∈ ℓ∞. 于是 Connor [7]利用满足上述性质的 𝐿 ∈ ℓ∞* 定义了 𝜇-统计
收敛和在 𝜇-测度下收敛.
令 Γ = {𝐴 ⊂ N : 𝐿(𝜒𝐴) = 0或 𝐿(𝜒𝐴) = 1}, 定义 𝜇(𝐴) = 𝐿(𝜒𝐴), ∀ 𝐴 ∈ Γ.
∙ 上述定义的 𝜇满足:
1. 𝜇({𝑘}) = 0且 𝜇(N) = 1;
2. 若 𝐴 ⊂ 𝐵, 𝜇(𝐵) = 0, 则 𝐴 ∈ Γ且 𝜇(𝐴) = 0.
∙ {𝑥 ∈ ℓ∞ : 𝐿(𝑥) = 0} 是(包含𝑐0) ℓ∞ 的理想.
定义 1.14. [7] 若 𝑥 ∈ 𝜔, 称
1. 𝑥是 𝜇-测度下收敛到 𝐿, 如果存在 𝐴 ∈ Γ, 𝜇(𝐴) = 1, 有 (𝑥 − 𝐿)𝜒𝐴 通常意义下
收敛到 0;
2. 𝑥是 𝜇-统计收敛到 𝐿, 如果对 ∀ 𝜀 > 0, 𝜇({𝑘 : |𝑥𝑘 − 𝐿| ≥ 𝜀}) = 0.
为说明对某给定的 𝜇, 𝜇-统计收敛到 𝐿和 𝜇-测度下收敛到 𝐿 是等价的, 我们只需
说明 𝜇-统计收敛到 0和 𝜇-测度下收敛到 0是等价的即可. 不妨记:















𝑆𝜇 = {𝑥 ∈ ℓ∞ : 𝑥是 𝜇-统计收敛于 0 }.
如下零测集可加性质在 𝐷𝜇 和 𝑆𝜇 的等价性中起着重要的作用.
定义 1.15 (零测集可加性质(Additive property for null sets)). [139] 称 𝜇具有零测集
可加性质 (记作 APO ), 如果对给定 {𝐴𝑖}𝑖∈N ⊆ Γ, 𝜇(𝐴𝑖) = 0, 则存在 {𝐵𝑖}𝑖∈N ⊆ Γ使得




𝐵𝑖 ∈ Γ, 且 𝜇(𝐵) = 0成立.
Connor [7]已证:
1. 𝑐0 ⊆ 𝐷𝜇 ⊆ 𝑆𝜇;
2. 𝐷𝜇和 𝑆𝜇是 ℓ∞的理想;
3. 𝑆𝜇是 ℓ∞的闭集且 𝐷𝜇 = 𝑆𝜇( ℓ∞上一致拓扑);
4. 𝐷𝜇 = 𝑆𝜇 ⇐⇒ 𝜇 具有 APO ⇐⇒ 𝐷𝜇 是闭集.
由非负正则可和矩阵生成的 𝜇𝑇 具有 APO, 即
定理 1.11. [7] 若 𝑇 = (𝑡𝑛𝑘) 是非负正则可和矩阵, 对任意的 𝑛 ∈ N, 记 𝜇𝑛(𝐴) =
∞∑︀
𝑘=1
𝑡𝑛𝑘𝜒𝐴(𝑘), 𝐴 ⊂ N. 令 Γ ≡ {𝐴 ⊂ N : lim
𝑛
𝜇𝑛(𝐴) = 0, 或 lim
𝑛
𝜇𝑛(𝐴) = 1}.
定义 𝜇𝑇 : Γ ↦→ {0, 1}为:







则 𝜇𝑇 具有 APO.
推论 1.3. [4] 若 𝑇 = (𝑡𝑛𝑘)是非负正则可和矩阵, 𝑥 ∈ ℓ∞, 则下列等价:
1. 𝑥是 𝜇𝑇 -统计收敛到 𝐿;
2. 𝑥是 𝜇𝑇 -测度下收敛到 𝐿;
3. 𝑥是强 𝑇 -可和到 𝐿.
1.3 问题的提出及本文的主要内容



















第一章 引言 分为三节. 第一节回顾统计收敛的概念及其发展历史; 第二节回
顾了统计收敛与经典收敛之间关系的一些结论; 第三节给出本文的研究方向和叙述本
文的主要内容.
第二章 统计收敛的测度理论 分为三节. 第一节给出了本文要使用的基本
符号和预备知识, 主要包括 Hahn-Banach定理, 次微分及性质, 端点, Krein-Milman
定理等; 第二节介绍了本文要使用的统计收敛的测度理论, 包括统计收敛测度的概
念, 表现定理, 一些重要的性质及每一类统计收敛都可以在统计测度的意义下得到












𝑎𝑖𝑗 |𝑥(𝑗)|, 𝑥 = (𝑥(𝑛)) ∈ ℓ∞. 若记
𝒟(𝒜, 𝑤*) = {𝑥* ∈ ℓ*∞ : 𝑥*是 𝒜的 𝑤*聚点}和M𝒜 = {𝑥* ∘ 𝜒(·) : 𝑥* ∈ 𝜕𝑝𝒜(𝑒)}, 证明
了 𝒟(𝒜, 𝑤*) ⊂ 𝜕𝑝𝒜(𝑒) ⊂ 𝜕‖𝑒‖ = 𝑆+ℓ*∞ , 从而M𝒜 是一族有限可加概率测度. 另外证明
了 𝒜-收敛是统计收敛当且仅当对 𝑥* ∈ 𝒟(𝒜, 𝑤*), 对所有 𝑖 ∈ N, ‖𝑥* − 𝑎𝑖‖ = 2.
第三章 统计测度的应用 在 2000年, J. Connor, M. Ganichev 和 V. Kadets [9]
给出了的弱统计收敛. 对于 𝑋 上弱拓扑的意义下, 弱收敛与弱统计收敛的差异是巨大
的, 例如: 根据一致有界原理, 我们知道, 弱收敛的序列总是范数有界的, 但在 [9]给出
了存在弱统计收敛序列 (𝑥𝑛), 但 ||𝑥𝑛|| −→ ∞ (𝑛 −→ ∞). 一个很自然的问题就是: 如
果一个序列 (𝑥𝑛) ⊂ 𝑋 弱统计收敛到 𝜃, 那么它在范数意义下能够多快地发散到无穷大
呢? 本文根据文献 [141]用统计测度理论来刻画对应的结论. 得出可分无穷维 Hilbert
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