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Chapter 1
Introduction
Plasma is a partially or fully ionized gas, in which a portion of the electrons are free to move
without being bound to an atom or molecule. The individual motion of charged particles makes
the plasma electrically conductive and therefore subject also to electromagnetic forces. Charged
plasma particles give rise to space-charge regions and local currents, thereby generating electric
and magnetic ﬁelds in the plasma. Plasma particles respond collectively to these ﬁelds, allowing
complicated couplings of plasma oscillations, plasma waves, instabilities and electric currents.
Figure 1.1: Plasmas are found in many contexts, both
natural and in industry and experiments. This ﬁgure
present some of these and their general properties in
terms of temperature T and number densities n.
Studies of plasma media are of-
ten motivated by the wide spread
occurrence of plasmas in the Earth’s
near and distant space environ-
ments, where most of the classi-
cal matter is in the plasma state
(> 99%). In our Solar sys-
tem, for instance, most of the mat-
ter is in the Sun, where it can
safely be taken to be fully ion-
ized. The greatest incentive for
modern plasma studies is concen-
trated around fusion plasma physics
(Wilhelmsson, 2000), which may
be the solution to mankind’s en-
ergy demand for all foreseeable fu-
ture. Experimental devices have
an important role in plasma physics
research. One example is Q-
machines, where low temperature
Alkali plasmas are studied by means
of Langmuir probes. Other devices
of interest are the double plasma devices and various forms of discharges, each designed to
study different plasma phenomena. An overview on the occurrence of plasmas in nature and
experiments is illustrated in Figure 1.1, where the various plasmas are organized by their typical
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temperatures and number densities.
Numerical simulations provides a bridge between theory and experiments in plasma physics.
Theoretical models often assume idealized, simpliﬁed models, e.g. through linearisation. Ex-
perimental studies suffer from limited diagnostics and secondary effects from the diagnostic
equipment. This thesis focus on the use of kinetic simulations of plasmas, where the plasma
particle dynamics are modelled using their positions, velocities and time as independent vari-
ables, using a continuity equation in phase space.
This thesis is organized as follows: Chapter 2 introduces some basic concepts in plasma
physics, and the theoretical framework from which the numerical simulations of this thesis are
developed. Chapter 3 gives details of Particle-in-Cell methods used in the numerical simula-
tions, with emphasis on the implementation of open boundaries and binary collisions. Chapter
4 gives a short summary of the attached papers, in which the results of this thesis are presented.
Chapter 2
Theoretical background
In this chapter, some basic concepts in plasma physics are laid out, giving the reader the basic
tools to understand the results in the ﬁnal chapters of this thesis. In section 2.1 the concept of
collective dynamics of the plasma particles is introduced, and the most common mathematical
descriptions of plasmas: magnetohydrodynamics in section 2.4 and plasma kinetic theory in
section 2.5. Section 2.6 introduces the basic concepts of collisions in plasmas and the descrip-
tion of these in kinetic theory, while section 2.7 presents some instructive examples of waves
and oscillations in plasmas relevant for this thesis.
2.1 Debye shielding
There exists a limit in plasma physics where the inﬂuence of individual particles can be ne-
glected compared to the collective dynamics of the plasma, a limit most easily explained through
the following example: Consider a point charge q0 placed within a quasi-neutral plasma. The
Coulomb potential associated with the charge in free space is given as a function of the distance
r from q0, φ0(r) = q0/4πε0r, where ε0 is the electric permittivity of free space. The surround-
ing plasma particles react to the Coulomb potential and reorganize, effectively shielding the
plasma particles outside a characteristic radius r = λD from q0. Mathematically, the shielding
enters as an exponential correction to φ0,
φ(r) = φ0(r)e
−r/λD .
This effect is known as Debye shielding, and the characteristic length scale λD known as Debye
length is given by the expression
λD =
√
ε0kBT∑
s nsq
2
s
, (2.1)
where kB is Boltzmann’s constant, T is the plasma temperature in units of Kelvin and ns and qs
the number density and charge of the involved particle species s. The potentials φ0(r) and φ(r)
are shown in Figure 2.1 on semi-log axes.
The general result of the foregoing analysis is that any charged particle interact with other
plasma particles within a sphere of radius r = λD centred at the position of the particle; a Debye
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Figure 2.1: The Coulomb potential φ0(r) and the shielded potential φ(r) (on logarithmic axis)
as functions of distance r (on linear axis) from the point-charge q0.
sphere. A dimensionless quantity can be formed from the Debye length and the plasma density,
Np ≡ nλ3D , (2.2)
which is known as the plasma parameter and is commonly understood as the number of par-
ticles in the Debye sphere. Even though the number density n explicitly enters the expression
for Np, suggesting that high values of n correspond to high values of Np, but at the same time
the Debye shielding becomes more effective at high values of n, reducing the size of the Debye
sphere. Effectively, the plasma parameter is reduced with increasing number density n, given
by the scaling Np ∼ n−1/2. From these arguments, it is shown that for a ﬁxed temperature T ,
dilute plasmas are dominated by collective dynamics while in dense plasmas, more particles
follow individual trajectories.
2.2 Plasma dynamics
Plasmas, as any other medium, must obey a continuity equation in some form relating the
ﬂow of some quantity with the temporal changes of that quantity in a ﬁnite volume. Taking
ﬂuid theory as an example, where macroscopic quantities like number density n, mean velocity
U and temperature T are functions of the position x and time t alone, one relation of these
quantities is given by the continuity equation for number density n and particle ﬂux nU,
∂n
∂t
+∇ · (nU) = P − S . (2.3)
The source (production) P and sink S terms are included to maintain generality of the equation.
Plasmas in which these are important are e.g. in the lower ionosphere and in plasma devices
operated at high number densities. However, examples of plasmas where these terms may be
neglected are many, so the most common form of the continuity equation (2.3) is that where
P = S = 0.
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An expression for the mean velocity U is obtained from Newton’s second law for gases,
ρ
(
∂U
∂t
+ (U · ∇)U
)
= nF−∇p , (2.4)
where ρ = mn is the mass density of the plasma, F is a force ﬁeld acting on the plasma and p
is the pressure. A complete solution is obtained given an expression for the force ﬁeld F and
an equation of state p = p(ρ). Unlike neutral gases and liquids, the dominant forces acting on
the plasma are electric and magnetic forces, their collective inﬂuence on the plasma particles is
given by the Lorentz force
F = q (E+U×B) , (2.5)
where q is the electric charge of the plasma particles. Here, F is understood as the force acting
on a charged particle moving with the average ﬂow velocity U. Electric and magnetic ﬁelds
can both be generated externally by some global mechanism and internally from perturbations
in the plasma. Thus, to obtain a complete expression for the Lorentz force, a set of equations
describing the dynamics of electric and magnetic ﬁelds is required.
2.3 Maxwell’s equations
The theory of electromagnetism, through Maxwell’s equations, describe the interconnected dy-
namics of electric and magnetic ﬁelds and their response to space-charges and currents in the
plasma (Pécseli, 2013; Chen, 1984). Maxwell’s equations are:
Poisson’s equation
∇ · E = ρe
ε0
, (2.6)
Gauss law for magnetism
∇ ·B = 0 , (2.7)
Faraday’s law of induction
∇× E = −∂B
∂t
(2.8)
and Ampere’s law including Maxwell’s displacement current
∇×B = μ0
(
j+ ε0
∂E
∂t
)
, (2.9)
where ε0 and μ0 are the electric permittivity and magnetic permeability of free space, respec-
tively. Expressions for charge density ρe and plasma current j are necessary in order to ob-
tain complete solutions of the above equations. Assuming the plasma consist of electrons and
singly charged (positive) ions, simple expressions for charge density and plasma current are
constructed from the number densities ne and ni, velocities Ue and Ui and charge qe = −e and
qi = e:
ρe = e(ni − ne) and j = e(niUi − neUe) .
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Generalising these expressions to plasmas of any number of species s, where arbitrary values
of each species charge qs, number density ns and mean velocity Us are known, gives
ρe =
∑
s
qsns and j =
∑
s
qsnsUs .
A continuity equation of charge density ρe and the plasma current j can be found from the
continuity equation of number density and ﬂow (2.3),
∂ρe
∂t
+∇ · j = 0 , (2.10)
which in itself is an equally important requirement for the plasma dynamics, and a helpful
addition to the set of equations. One application demonstrated in section 3.3, where ﬁeld solvers
in Particle-in-Cell methods are discussed, is obtained by inserting (2.3) into Poisson’s equation
(2.6), thus eliminating the charge density ρe. This offers to rationalize the ﬁeld solvers as the
charge density ρe is implicitly found from accumulating the plasma current j.
It is helpful to introduce the scalar and vector potentials, φ and A, deﬁned through
B = ∇×A and E = −∇φ− ∂A
∂t
. (2.11)
A separate class of problems exist in plasma physics known as the electrostatic approximation
where the vector potential is nearly stationary, ∂A/∂t ≈ 0. Inserting this condition into Fara-
day’s law of induction (2.8) yields the trivial solution of a curl-free electric ﬁeld, ∇ × E = 0.
Taking the time derivative of Amperes law (2.9), and inserting expressions forE andB from the
electrostatic approximation, it is found that any temporal variation in the plasma current ∂j/∂t
due to internally induced plasma dynamics is balanced by the time derivative of Maxwell’s dis-
placement current, ε0∂2E/∂t2. The only equation left to solve in order to obtain a complete
solution of the ﬁelds is then Poisson’s equation (2.6), which in the electrostatic approximation
takes the form
∇2φ = −ρe
ε0
. (2.12)
The electrostatic approximation allows for direct solutions of several interesting problems in
plasma physics, some of these are touched upon in this thesis and parts of the numerical simu-
lations performed are based upon this approach.
2.4 Magnetohydrodynamics
The set of equations presented so far: the continuity equation (2.3), Newton’s second law (2.4),
an equation of state p = p(ρ) (e.g. ideal gas law) and Maxwell’s equations (2.6)-(2.9), when
solved self-consistently, is generally referred to as Magnetohydrodynamics (MHD). MHD in
its common form is a one ﬂuid models, where the relative motion between electrons and ions
is accounted for by Ampere’s law (2.9). It is generally assumed that j×B dominate electric
forces, so the latter are usually ignored. MHD is valid for large scale, slowly evolving systems,
where the velocity distributions are assumed to be local shifted Maxwellians at all times. This
restriction allows an approximation where Maxwell’s displacement current in (2.9) is ignored in
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comparison to the plasma current j. Such problems are often referred to as macroscopic (Chen,
1984; Pécseli, 2013).
Collisions may also be included into the MHD equations, e.g. through sink/source terms in
the continuity equation (2.3) or terms representing momentum transfer between plasma species
in Newtons 2nd law for gases (2.4). The actual form of such terms will depend on the type of
collision processes examined.
Since the problems addressed in this thesis are concerned with phenomena on microscopic
scales, i.e. evolving on electron timescales and where velocity distributions are not expected to
be Maxwellian, MHD will not be described further here.
2.5 Plasma kinetic theory
While classical ﬂuid and gas dynamics assume local shifted Maxwellian distribution functions,
plasma kinetic theory aims to establish the velocity distributions f(x,u, t) of the particles as
functions of independent variables for space, time and here also velocity. The plasma dynamics
is found from evolving the distribution functions f , one for each plasma specie, with the Vlasov
equation
∂
∂t
f + u · ∇f + 1
m
F · ∇uf = 0 , (2.13)
which is a continuity equation of f in a 6 dimensional phase space (3 in conﬁguration, 3 in
velocity) and time, and the distribution functions f are considered actual distributions of the
plasma particles in volume elements dxdu = dxdydzduxduyduz. In the Vlasov equation (2.13,
F is a force ﬁeld by which the plasma is inﬂuenced, i.e. the Lorentz force (2.5), rewritten here
for a microscopic description
F = q (E+ u×B) , (2.14)
where u is the independent velocity variable and not the mean velocity U as before. The m in
(2.13) is the mass of the plasma particles. The vector operator ∇u represents partial derivation
with respect to velocity, ∇u = {∂/∂ux, ∂/∂uy, ∂/∂uz}.
The macroscopic quantities introduced in ﬂuid theory, section 2.4, can be devised from
plasma kinetic theory by integrating f over velocity space, i.e.
n =
∫
fdu and U = 〈u〉 = 1
n
∫
ufdu ,
where
∫
du is a short hand notation for the triple integral
∫∞
−∞
∫∞
−∞
∫∞
−∞ duxduyduz. Similarly,
by integrating the Vlasov equation (2.13) and assuming local (shifted) Maxwellian distribution
functions, the continuity equation (2.3) and Newton’s second law (2.4) from section 2.4 are
obtained by some additional approximations. Charge density and plasma current are found
from the integrals
ρe =
∑
s
∫
qsfsdu and j =
∑
s
∫
uqsfsdu , (2.15)
where the sum is taken of the contributions from the involved plasma species s.
Formally, there exist a limit where the Vlasov equation becomes exact: the Vlasov limit.
Each particle is subdivided such that the particles charge qs and mass ms tend to zero, in
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such a way that in the limit where each species density ns → ∞, we get qsns → const and
msns → const and that the charge to mass ratios ms/qs remain constant. In this limit, the
plasma parameter (2.2) Np → ∞. Kinetic plasma models can account for relative motions of
charged particles, electrons and ions in particular, on a microscopic level. Kinetic models are
also capable of describing interactions between particles and propagating waves.
2.6 Collisions in plasmas
For realistic conditions, plasmas often exhibit various forms of collisions, e.g. Coulomb scatter-
ing and charge exchange collisions. Collisional processes are often described by the mean free
path c and mean free time τc of the various mechanisms. These are especially helpful when
deciding whether a plasma is collisional or not, through comparing them to the characteristic
length λp and time scales τp of the plasma: Plasmas are considered collisional if the mean free
path and mean free time are less or comparable to the plasma characteristic scales, i.e. when
c  λp and τc  τp, while the opposite is true when τc  τp and c  λp. Examples of
plasmas where either of these conditions are satisﬁed are 1) the Solar wind, where the studied
phenomena occurring inside the Sun-Earth system while the mean free path is at the order of
astronomical units1, and 2) in the lower Earth’s ionosphere where precipitating particles from
higher altitudes collide with neutral and ionized gases in the high altitude atmosphere.
In the problems relevant for this thesis, collisions between particles belonging to the same
plasma species are ignored, as they do not lead to any transport or exchange of momentum (or
loss/production of particles) between the plasma components.
Figure 2.2: A phase space trajectory of a particle colliding at time t1, resulting in a discontin-
uous phase space trajectory.
The Vlasov equation (2.13) describe an incompressible ﬂow of the distribution functions f
in phase space, which is another way of saying that the plasma is collisionless. Introducing a
non-zero collisional operator
∂f
∂t
∣∣∣∣
coll
= 0 ,
on the right hand side of (2.13) breaks with the restriction of incompressible ﬂow as particles
are allowed to move discontinuously from one volume element dxdu to another. Figure 2.2
illustrate such a phase space trajectory, where the velocity of the particles changes abruptly
11 astronomical unit = 1AU ≈ 150 000 000km
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at time t1. Note that the particle does not change it’s position, which would violate the basic
concept of collisions.
2.7 Waves and oscillations in plasmas
Waves and oscillations in plasmas are commonly described as the exchange of energy between
different states; kinetic energy of the plasma particles, mnu2/2, magnetic ﬁeld energy B2/2μ0
and electric ﬁeld energy ε0E2/2. Figure 2.3 illustrate this schematically, where e.g. electrostatic
waves are associated with an exchange of kinetic and electric ﬁeld energy, electromagnetic
radiation is associated with exchange of electric and magnetic ﬁeld energy, or the more general
waves modes often found in plasmas where energy is exchanged between all three states. The
ﬁgure is best understood when applied to standing waves. Waves in plasmas is an important
feature of the phenomena studied in this thesis, so to give the reader a basic understanding of
these, some instructive examples of plasma waves are given in this section. Furthermore, several
quantities introduced in these examples are used as normalization quantities of the results. To
understand the results correctly, a basic knowledge of these examples is required.
Figure 2.3: Illustration of characteristics of different wave-types in plasmas. Figure reproduced
from Pécseli (2013).
Electrostatic
Consider a plasma where the ions are assumed to be immobile, ﬁelds are electrostatic and the
plasma is cold, T → 0. Perturbing the plasma from the equilibrium state by displacing the
electrons slightly, a restoring electric force will cause the electrons to oscillate with the plasma
frequency
ωpe =
√
q2ene
ε0me
, (2.16)
where qe = −e, me and ne are the electrons charge, mass and number density, respectively.
Introducing a ﬁnite temperature T > 0, thus allowing the pressure forces to act along side
the electric forces in restoring the perturbations with comparable inﬂuence, the electron plasma
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frequency give rise to propagating wave modes. These waves are commonly known as Lang-
muir waves, and their dispersion relation is given by the Bohm-Gross relation,
ω2 = ω2pe + 3k
2u2th,e , (2.17)
where uth,e =
√
kBT/me is the thermal velocity of electrons. Note how the Bohm-Gross
relation (2.17) reduce to the electron plasma frequency (2.16) for all wave numbers k when
T → 0.
Similar oscillations and propagating wave modes are found for the ions, when these are
assumed mobile. In the simplest approximation with mobile ions, electrons are considered a
mass-less, neutralising ﬂuid (me → 0), with the result that the electrons follow a Boltzmann
distribution in an electrostatic potential φ,
ne = n0 exp
(
eφ
kBT
)
. (2.18)
A similar expression is thus obtained for the ion plasma frequency,
ωpi =
√
q2i ni
ε0mi
 ωpe . (2.19)
Introducing a ﬁnite temperature for the electrons and ions, acoustic waves can propagate in the
plasma through the intermediary of electric ﬁelds. Again, the electrons are assumed Boltzmann
distributed (2.18), and through linear analysis, the dispersion relation for ion acoustic waves is
obtained,
ω2 = C2sk
2 , (2.20)
where Cs =
√
kBT/mi is the speed of sound in the plasma. Note that ion acoustic waves can
propagate by the electron pressure alone, i.e. if Te > 0, even though Ti = 0.
Electromagnetic
The discussion on waves and oscillations in plasmas so far have only dealt with electrostatic
modes. The more general electromagnetic case contains several interesting wave modes, only
two classes of which will be discussed here: Electromagnetic radiation (light waves) and Alfvén
waves (Pécseli, 2013). Solving Maxwell’s equation for a vacuum yields the standard text book
result of electromagnetic waves with the dispersion relation
ω2 = c2k2 , (2.21)
where c = 1/
√
ε0μ0 is the speed of light. When propagating in a plasma, light waves couple
with the electron plasma frequency (2.16) at low wave numbers k, giving the modiﬁed disper-
sion relation for light waves in plasmas
ω2 = ω2pe + c
2k2 . (2.22)
Alfvén waves are low frequency waves of the ions and magnetic ﬁeld, where the ions give
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the waves inertia while the magnetic ﬁeld B acts as the restoring force. Classical Alfvén waves
are formed when the plasma ﬂow is incompressible, ∇ · u = 0. Shear Alfvén waves may
propagate also at oblique angels relative to B, their the dispersion relation given by
ω2 = V 2Ak
2 cos2 θ , (2.23)
where VA = B/
√
2μ0 is the Alfvén velocity and θ is the angle between k and B, so that
θ = 0 corresponds to the incompressible Alfvén waves propagating along B. Compressible
Alfvén waves arise where the ﬂow no longer is divergence free, ∇ · u = 0, and they include ion
acoustic waves (2.20) as a special limit. Given an equation of state p = p(ρ), the dispersion
relation is obtained for these wave modes from linear analysis,
ω2
k2
=
1
2
(C2s + V
2
A)±
1
2
√
(C2s + V
2
A)
2 − 4C2sV 2A cos2 θ , (2.24)
where Cs, VA and θ have the same deﬁnitions as given earlier.
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Figure 2.4: Phase velocity ω/k of fast (red) and slow (green) magnetosonic waves (2.24) and
shear Alfvén waves (black) (2.23) as function of the angle θ between k and B. Phase velocities
are normalized to the Alfvén speed VA, where Cs = VA in the current example.
These waves are known as magnetosonic waves, since they are combinations of sound waves
and incompressible Alfvén waves. Their combined velocity,
√
C2s + V
2
A is similarly known as
the magnetosonic speed. Two solutions exist for any non-zero values of Cs and VA, depending
on the choice of sign in (2.24), known as fast (+) and slow (-) magnetosonic waves. The phase
velocity ω/k of fast and slow magnetosonic waves, and phase velocity ω/k of the shear Alfvén
waves (2.23), are plotted as function of the angle of propagation θ in Figure 2.4. By formally
allowing VA → 0, ion acoustic waves (2.20) is obtained at all θ.
It is interesting to note that for waves propagating parallel to the magnetic ﬁeld, i.e. when
θ = 0 or π, magnetosonic and shear Alfvén waves collapse to give the dispersion relation for
incompressible Alfvén waves with (ω/k)2 = V 2A . In the opposite case, when waves are propa-
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gating strictly perpendicular to the magnetic ﬁeld, i.e. θ = π/2 or 3π/2, only fast magnetosonic
waves persist.
2.8 Applications
The contexts in which the results of this thesis are interpreted divide into two categories pre-
sented in this section. One case relates to Q-machine experiments, the other to astrophysical
shocks. Although they may appear unrelated from an outside perspective, when viewed as
manifestations of basic plasma phenomena suitable for in-depth numerical studies by use of
Particle-in-Cell methods, where these methods offer new insight into the phenomena, their rel-
evance to each other becomes more obvious.
Q-machine experiments
Q-machines consist of a vacuum vessel in which plasma is produced by surface or contact
ionisation on a hot metallic plate. The plasma is conﬁned by a strong axial magnetic ﬁeld,
and in its standard version illustrated in Figure 2.5, is single ended, bounded by a cathode and
an anode (Motley, 1975). The Q-machines was originally built to investigate Landau damping
(Wong et al., 1964) of ion acoustic waves due to the quiet qualities of the machines. It was
also found that Q-machines excelled in experiments with low frequency electrostatic waves in
magnetised plasmas in general (Hendel et al., 1968; Schlitt and Hendel, 1972). Perhaps the
most relevant results from the Q-machines today, are those obtained on anomalous transport
(Simonen et al., 1970; Iizuka and Schrittwieser, 1993) with application to e.g. plasma fusion
devices (Liewer, 1985).
Figure 2.5: Schematic representation of a Q-machine. Figure reproduced from (Pécseli, 2013).
Q-machines, like any other experimental devices, suffer from natural limitations in the diag-
nostics available. Spatial and temporal resolution was limited and probes are known to affect the
plasma. Revisiting these problems with kinetic simulations, from which high resolution phase
space diagnostics are available, new insight is given to classical problems in plasma physics
without the use of intrusive diagnostics.
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Particle acceleration in astrophysical shocks
Supernova remnants (SNR) are structures in space resulting from the explosions of a stars in
supernovae. It consists of ejecta material from the explosion and is generally found to contain
shock waves (Koyama et al., 1995; Enomoto et. al., 2002). SNRs, e.g. as in Figure 2.6, are
considered to be the major source of galactic cosmic rays (Plaga, 2008), in which plasma shock
waves are believed to be responsible for the pre-acceleration mechanisms. Quasi-perpendicular
shocks, a class of shocks often found in SNRs, at the Heliopause and at the Earth’s bow shock,
are able to accelerate ions to supra-thermal energies, allowing further acceleration to cosmic
ray energies through the second order Fermi processes (Fermi, 1949; Bell, 1978; Blandford and
Ostriker, 1978).
Figure 2.6: The shell of supernova remnant SNR XR J1713.7 − 3946, a candidate source of
cosmic rays. Figure reproduced from Aharonian et al. (2007).
Observations of cosmic rays originating in SNRs show only the bulk properties of the ac-
celerated ions at late times, giving no direct evidence to the underlying mechanisms. Fully self-
consistent numerical simulations of these shocks offer insight into these mechanisms, where the
plasma conditions of SNRs are used as input parameters in the numerical model. Particle-in-
Cell simulations of shocks in electron-proton plasmas (Lembege and Savoini, 1992; Schmitz
et al., 2002; Scholer et al., 2003; Shimada and Hoshino, 2000; Lee et al., 2004) have shown that
these shocks are reforming at the spatiotemporal scales of the protons, facilitating ion accelera-
tion at the shock front and in the downstream turbulent ﬁelds. Since only a part of the particles
are accelerated to signiﬁcant velocities, a traditional ﬂuid model is not applicable for describing
these phenomena: only kinetic models contain sufﬁcient details.
The self-consistent inclusion of heavy ion species in Particle-in-Cell models by Chapman
et al. (2005) have shown that the shock dynamics and acceleration mechanisms depend strongly
on the relative ion densities. At relatively low heavy ion densities, ∼ 25% with respect to the
total ion density, a cross over occurred to a shock dominated by the heavy ions, and that ion
energisation through the shock was enhanced considerably for these intermediate ion densities.
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Chapter 3
Numerical Simulations
Plasma phenomena are intricate in their nature, and both theoretical analysis and experimen-
tal diagnostics suffer from limitations in the methods. While theoretical analysis often assume
linearised models or a simpliﬁed geometry to address the problem, experiments suffer from
limitations in diagnostics and that each probe or measurement affects the plasma in some de-
gree. Numerical simulations provide a bridge between the limitations in theoretical models and
shortage of unbiased diagnostics in experiments (Tang and Chan, 2005).
Commonly, there are two classes of numerical methods used in plasma physics, based on
the theoretical frameworks discussed in sections 2.4 and 2.5; ﬂuid and kinetic models. Kinetic
models excel at short-scale, rapidly evolving systems as they resolve scale lengths down to the
Debye length (2.1) and times less than the electron plasma frequency (2.16), not to mention
allowing for non-Maxwellian velocity distributions. Fluid models can handle much larger sys-
tems and complex geometries with low computational cost compared to the kinetic approach,
but at the cost of spatial resolution and restricting to slowly evolving phenomena in which
velocity distributions quickly relaxes to Maxwellian distributions if perturbed. A third class
exist, where kinetic and ﬂuid descriptions are combined into hybrid models. Here, ions may be
treated kinetically while electrons are assumed a mass-less neutralising ﬂuid, thus bridging the
gap between kinetic and ﬂuid models with respect to computational load and spatio-temporal
resolution.
The numerical methods used in this thesis are Particle-in-Cell methods which are derived
from kinetic theory. Section 3.1 introduce the general properties of Particle-in-Cell, while sec-
tions 3.2 and 3.3 discuss details of the particle orbit integration schemes and ﬁeld solvers used
in this thesis. Emphasis is put on the implementation of open boundaries, in section 3.4, and
binary collisions, in section 3.5, thus raising these as two of the most important contributions to
plasma numerical simulations of this thesis.
3.1 Particle-in-Cell
In PIC methods, the distribution functions introduced in kinetic theory, section 2.5, are rep-
resented as a collection of numerical ’super-particles’, each described by individual positions,
velocities, mass and charge. The operations performed during each time step is as follows:
Plasma current j and charge density ρe are calculated from the positions and velocities of the
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particles on a spatial grid using (2.15). Maxwell’s equations (2.6)-(2.9) are solved, giving ex-
pressions of the ﬁelds as funcions of the spatial coordinate only. The Lorentz force (2.14)
calculated from these ﬁelds for each particle, where a mapping of the force is performed from
the spatial grid to the particles. Their velocities and positions are then updated for the next time
step (Birdsall and Langdon, 1985). Schematics of the time cycle of the PIC methods is shown
in Figure 3.1.
PIC methods excel in the sense that while resolving electron time scales, they do so at a
lower computational cost than the direct approach of e.g. molecular dynamics. In the latter,
the interaction between particles is calculated for an ensemble of N particles, requiring ∼ N 2
operations every time step. The short hand notation for this is order O(N 2). Even for moderate
values of N , the number of operations required to solve for the full plasma dynamics gets too
large for large computers nowadays (Klimontovich, 1967). PIC methods avoid this problem
by mapping the particles charge and current contributions onto a spatial grid of Ng cells, an
algorithm of orderO(N ), then solving for the ﬁelds on the spatial grid which require operations
of the order O(Ng logNg). The total computational load of PIC is therefore O(N +Ng logNg)
which is much less than O(N 2), given that Ng  N .
Figure 3.1: The basic scheme of the particle-in-cell time cycle.
Further rationalization is achieved in PIC methods by representing real particles with com-
putational ’super-particles’, where one computational particle represents several real particles.
This transformation of the particles ’weight’ is valid as long as the charge-to-mass ratios of the
particles, and the weighted charge and mass densities of each species s remain unchanged, i.e.
nsms = const and nsqs = const. Inherently, PIC methods are only valid when the real particles
exhibit collective dynamics on the scale of super-particles, which from the arguments given in
section 2.1 is achieved when the plasma parameter (2.2) Np is large.
The accuracy of PIC methods depends most of all on the number of computational particles
per grid cell, Ncell ≡ N /Ng, where the signal-to-noise ratio (SNR) of the ﬁeld solver scale with
N−1/2cell . Instead of simply increasing Ncell to achieve better SNR, which would also increase the
computational load equally, particles are assigned ﬁnite size charge distributions on the grid.
This ensures a smooth mapping of each particles charge onto the grid, and a weighted mapping
of the Lorentz force from several grid cells onto each particle. The ﬁnite size distributions,
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known as shape functions, come in various shapes and sizes depending on the problems studied.
A popular compromise between relatively low SNR and complexity applicable to many plasma
phenomena involves triangular shape functions spanning 2 − 3 grid cells simultaneously, and
with Ncell ∼ 100. Higher accuracy is required when considering e.g. relativistic plasmas and
in the ﬁeld of quantum electron dynamics, where higher order and wider shape functions are
required (see e.g. Haugbølle et al. (2013)).
It is important that PIC methods resolve the Debye length (2.1), Δx  λD, otherwise
the plasma will experience artiﬁcial heating, effectively increasing the Debye length of the
plasma until λD ≈ Δx (Birdsall and Langdon, 1985). The temporal resolution is limited by the
Courant-Levy-Friedrich condition (Courant et al., 1928), requiring that no particles travel more
than the size of one grid cell during the integration time step Δt, i.e. Δt < Δx/umax.
Two PIC codes have been used in this thesis, an electrostatic and an electromagnetic code.
The electrostatic PIC code was developed by the author for his Master’s degree (Rekaa, 2009)
and is a one dimensional code where only the parallel component of the electric ﬁeld, together
with all three velocity components of the particles are evolved in time as functions of one spatial
coordinate. The electromagnetic code1 is developed and maintained by staff at the Centre for
Fusion, Space and Astrophysics at the University of Warwick, U.K., and is a relativistic, one
dimensional code, where all three ﬁeld and velocity components are evolved in time as functions
of one spatial coordinate.
3.2 Particle orbit integration
There are several particle orbit integration schemes available to PIC codes, e.g. Euler’s method,
Leapfrog, Predictor-Corrector and Runge-Kutta’s 2nd and 4th order methods, just to mention
a few. The by far most common in PIC codes, which is also used in the PIC codes of this
thesis, is the Leapfrog algorithm. In this method, velocities u are evaluated at the mid time
steps (i ± 1/2)Δt while positions x and accelerations a are evaluated at the whole time steps
iΔt, giving the full set of discretized equations for the particle motion,
ai = F(xi)/m , (3.1)
ui+1/2 = ui−1/2 + aiΔt , (3.2)
xi+1 = xi + ui+1/2Δt . (3.3)
The popularity of the Leapfrog method comes from the fact that it integrates the particle orbits
to second order accuracy with 1st order equations. Higher order methods like the Predictor-
Corrector method is preferred when higher accuracy is needed.
Boundary conditions
Boundary conditions on particles describe how particles leaving or entering the spatial domain
are treated. The simplest cases are periodic and reﬂecting boundaries, where in many cases,
the mathematical description of the boundaries becomes exact. In periodic boundaries, any
1EPOCH: http : //ccpforge.cse.rl.ac.uk/gf/project/epoch/
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particle leaving the domain is re-injected with identical parameters (e.g. velocity, charge, mass)
through the opposite domain boundary. Reﬂecting boundaries on the other hand, re-inject any
particle leaving the domain at the same boundary but with reversed velocity component normal
to the boundary surface. Open boundaries, where particles are allowed to leave the domain
(and from the simulations all together) and also where new particles may be injected from an
assumed plasma source are generally more complex. Further details of open boundaries and the
implementation of these are given in section 3.4.
3.3 Field solvers
To ﬁnd expressions for the acceleration a introduced in section 3.2, self-consistent solutions of
Maxwell’s equations (2.6)-(2.9) are obtained from the charge density ρe and plasma current j,
given by the particles positions and velocities in the orbit integration scheme. The available
techniques for solving Maxwell’s equations in PIC codes fall into two categories: electrostatic
and electromagnetic ﬁeld solvers. Instead of discussing all the available ﬁeld solvers in general,
the two techniques used in the PIC codes of this thesis, respectively, are presented, and their
properties discussed.
Electrostatic
The electrostatic code solves Poisson’s equation (2.12) for the scalar potential φ,
∇2φi = −ρe,i
ε0
, (3.4)
at each time step i, and the Lorentz force is given by Fi = −q∇φi. Solving Poisson’s equation
(3.4) requires an iterative approach, where the right hand side ρe/ε0 is known. Given suitable
boundary conditions for the electrostatic ﬁeld φi, complete solutions are obtained. While the
Gauss-Seidel and Red-Black schemes are the two most common approaches for solving (3.4)
numerically, the preferred scheme in the current thesis is the Multi-Grid method (Hackbusch,
1985) due to it’s efﬁciency compared to other iterative approaches.
Electromagnetic
The electromagnetic PIC code solves the continuity equation for charge density ρe and plasma
current j (2.10) inserted into Poisson’s equation (2.6) to obtain a solution for the electric ﬁeld,
where instead of calculating ρe explicitly, it is implicitly found from the accumulation of ∇ · j
over time. The time discretized equation for the electric ﬁeld is thus
Ei+1 = Ei +
Δt
ε0
ji+1/2 (3.5)
calculated at each time step i. The time discretized equation for the magnetic ﬁeld is found
from Faraday’s law of induction (2.8),
Bi+1/2 = Bi−1/2 −Δt∇× Ei . (3.6)
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Since both the electric and magnetic ﬁelds contribute to the Lorentz force F (2.14), the force
now depends on the positions x as well as the velocities u of the particles. Note that plasma
current j and magnetic ﬁeldB are calculated at the mid time steps t = (i±1/2)Δt, from similar
arguments as for the Leapfrog method.
The discretized equations used to solve for the electric ﬁeld in the electromagnetic code (3.5)
have the advantage of being quicker than the direct solution of Poisson’s equation (3.4) used in
the electrostatic code. However, as the plasma current is accumulated over time, this approach
is sensitive to systematic errors in the algorithms from which j is calculated, especially at the
boundaries where the mapping of particle contributions gets more complicated. Even small
deviations δj from the expected value j0 give rise to artiﬁcial electric ﬁelds if the mean value of
δj is non-zero, 〈δj〉 = 0.
Figure 3.2: Schematics of a staggered grid cell in the electrostatic code (a) and the electromag-
netic code (b) along one spatial dimension x. Arrows and letters indicate where the respective
quantities and ﬁeld components are calculated.
Additional accuracy of the ﬁeld solvers is achieved by introducing staggered grids, that the
quantities entering the ﬁeld solvers are calculated at shifted positions relative to each other.
Figure 3.2 illustrate the staggered grid cells of the electrostatic and electromagnetic PIC codes,
where the latter is recognized as a Yee-grid in one spatial dimension (Yee, 1966). By shifting
these locations relative to each other, higher order accuracy is obtained from the same arguments
that allow the Leapfrog method to integrate the particle orbits (see section 3.2) to 2nd order
accuracy with only 1st order equations.
Boundary conditions
Boundary conditions on the ﬁelds, i.e. where either the values of the ﬁelds or their deriva-
tives are given at the boundaries, are required to obtain complete solutions of the ﬁeld solvers.
The choice of boundary conditions usually represent the physical conditions surrounding the
simulated plasma, but also decides the context in which the plasma phenomena are studied.
Boundary conditions may thus represent walls of a plasma vessel, cathodes, anodes, plasma
reservoirs, vacuum, etc. The boundary conditions must be consistent with the state of the sim-
ulated plasma at all times to avoid sharp transitions of any quantity close to the boundary, and
they must represent consistent solutions of Maxwell’s equations.
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3.4 Open particle boundaries
Open boundaries are commonly understood as boundaries where plasma is allowed to ﬂow in
and out of the simulation domain. The implementation of open boundaries is non-trivial as
these generally involve several elements, all which must be implemented consistently with each
other, the plasma conditions in the boundary region, boundary conditions on the ﬁelds, etc. The
current section address two of these elements: 1) how particles with shape functions extending
through a boundary surface are treated; and 2) how the velocity distributions are represented by
random numbers in the simulations.
Particle shape functions at the boundary
Section 3.1 introduced the concept of shape functions, where particles are attributed ﬁnite size
charge distributions, mapping their contributions to the grid (and ﬁelds from the grid back to
the particles) over several grid cells simultaneously. The ﬁnite size of the particles implies that
even though the particles (centroid) positions is clearly outside or inside the spatial domain, their
shape functions may still extend through the boundary surface. Particles close to the boundary
will contribute differently to the ﬁelds, since only parts of their shape functions overlap grid
cells in the spatial domain. Similarly, the Lorentz force when mapped back to these particles
will have reduced inﬂuence and may also be biased from these effects.
Figure 3.3: Illustration of two particles with shape functions extending through the domain
boundary with centroid positions outside (xp1) and inside (xp2) the spatial domain. Their con-
tributions to the ﬁeld solvers are indicated by the coloured regions.
When considering particles leaving or entering the domain, their shape functions must to be
taken into consideration before they enter and after they have left, otherwise abrupt changes in
the charge density and plasma current at the boundary may cause unphysical contributions to the
ﬁelds. One solution to this problem, which is used in the numerical simulations of this thesis,
is to introduce a buffer region, in which particles reside as long as their shape functions extend
into the spatial domain. Particle creation and removal may thus be done in the far end of the
buffer region, where they give no contributions to the ﬁelds whatsoever. A 1D representation
of a buffer region is given in Figure 3.3, together with two particles close to the boundary.
The coloured regions indicate the fractions of the respective shape functions by which they
contribute to the ﬁelds.
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Also the ﬁelds in the buffer region must be treated separately. The simplest choice would
be to simply extend the ﬁeld boundary conditions into the buffer region. Other alternatives
may involve absorbing boundary conditions, where any oscillations propagating into the buffer
region is damped, thus allowing a smooth transitions between the plasma states of the simulated
plasma and of the assumed conditions outside the buffer region. The same conditions that
applies to ﬁeld boundary conditions in general apply similarly here to the buffer regions: the
ﬁelds in the buffer region must be self-consistent, consistent with the plasma conditions on both
sides and represent consistent solutions of Maxwell’s equation.
Velocity distributions of injected particles
Particle injection algorithms usually assume a plasma source for which the velocity distribution
(VDF) f(u) is known. The VDF of particles injected through a boundary surface from the
plasma source is then
gu(u) = uf(u) , (3.7)
where nB is the normal vector of the boundary surface, and u ≡ u·nB is the velocity component
along nB. The particle ﬂux through the boundary surface is found from the integral
F+ =
∫ ∞
0
uf(u) du ,
where the+-sign emphasize that only uni-directional ﬂux is considered, and f(u) is normalized
so that n =
∫∞
−∞ f(u)du is the number density of the plasma source. Since PIC methods
represent the VDFs with particles, a method for generating random numbers from the VDF
gu(u) (3.7) is required. Therefore, a transformation of random variables is necessary to convert
random numbers from a uniform distribution to random numbers representative of gu(u).
The method of inverse transform sampling in statistics (the inverse method) offers such a
transformation (Devroye, 1986; Trulsen, 2005). Consider ﬁrst the case where a general proba-
bility distribution function (PDF) gx(x) is given, with cumulative distribution function (CDF)
Gx(x) =
∫ x
a
gx(x
′) dx′ , (3.8)
where x ∈ [a, b] such that ∫ b
a
gx(x)dx = 1, and correspondingly an expression for y, Gy(y).
The fundamental theorem of probability calculus gives that for corresponding values of x and
y, the CDFs are equal, Gx(x) = Gy(y). For strictly increasing Gy(y), the inverse function G−1x
always exist, which can be used to obtain a solution of y,
y = G−1y (Gx(x)) . (3.9)
Inserting gu(u) (3.7) for gy(y) and gR(R) for gx(x) into the transformation (3.9), where R is
a random number drawn from a uniform distribution R ∈ U[0, 1] with CDF GR(R) = R, values
are obtained for u from the transformation
u = G−1u (GR(R)) = G
−1
u (R) . (3.10)
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Figure 3.4: Mapping of a random uniform number R ∈ [0, 1] to a velocity u from the VDF
gu(u) (3.7) via its CDF Gu(u).
Figure 3.4 illustrates the transformation (3.10) where the VDF f(u) that enters the expression
for gu(u) (3.7) is for the current example taken to be a centred Maxwellian and the velocity
u ∈ [−3, 3] is in normalized units.
Analytical solutions of the inversion method, with several applications to numerical simu-
lations of plasma physics, exists for two special cases: 1) when gu(u) itself is a Maxwellian;
and 2) when f(u) that enters the expression for gu(u) (3.7) is Maxwellian. In the ﬁrst case, the
analytical expressions is found through a conversion of two random variables (R1, R2) to polar
form (R, θ), where R2 = R21+R
2
2 and tan θ = R1/R2. A pair of random numbers (u, v) drawn
from a Maxwellian distribution is obtained through the transformations
u =R cos θ =
√
−2 lnR1 cos(2πR2) ,
v =R sin θ =
√
−2 lnR1 sin(2πR2) .
In the second case, the analytical expression is trivially obtained since the CDF of gu(u) is
simply Gu(u) = 1− exp(−u2), offering the direct transform
u =
√
− ln(1−R) =
√
− ln(R)
for a random number R ∈ U[0, 1].
Although these analytical transforms are applicable to some of the problems studied in this
thesis, the direct implementation of the transformation, given by (3.9) and Figure 3.4, is pre-
ferred to maintain generality of the codes.
3.5 Collisions
The collisional processes considered here are those where the plasma particles collide with
neutral atoms uniformly distributed in space, stationary in time, and with a priori assumed
velocity distributions. The available mechanisms are thus elastic or inelastic scattering of the
plasma particles with the neutral atoms, or charge exchange collisions where an ion exchange
an electron with the neutral gas atoms.Collisional processes are commonly described by the
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cross section σ(E), given as functions of the kinetic energy of the particle pairs
E = 1
2
(
m1m2
m1 +m2
)
|u2 − u1|2 = 1
2
mRu
2
R ,
in the centre-of-mass frame of reference, where m1, m2 and u1, u2 are the respective particles
mass and velocity in the laboratory frame of reference. The reduced mass mR and relative
velocity uR are introduced for ease of notation. The collision frequency ν(E) is then given as
ν(E) = uRnnσ(E) (3.11)
where nn is the number density of the neutral gas. The mean free time τc, introduced in section
2.6, is found by the taking inverse of the frequency, τc = ν(E)−1.
The numerical treatment of binary collisions in PIC codes can be described in terms of solv-
ing two distinct problems: 1) selecting simulated particles for collisions; and 2) once selected,
altering their velocity in correspondence with the collisional parameters given.
Selection by null-collisions
The numerical collision model developed for the present study is based on a Monte Carlo Col-
lision (MCC) model for PIC codes and is directly based upon previous works (Vahedi and
Surendra, 1995; Birdsall, 1991). Where traditional collision models calculate the time between
collisions for each particle (McDaniel, 1989; McDaniel et al., 1993), the MCC-PIC package
generalizes these calculations to allow for more efﬁcient algorithms.
The collision algorithm is based on the null-collision methodology (Skullerud, 1968). In-
stead of entering the rather time-consuming evaluation of the cross section σ(E) or equivalently
the collision frequency ν(E) for each simulation particle at each time step, a maximum collision
frequency νmax is introduced for each particle specie,
νmax ≡ maxE
(∑
k
νk(E)
)
, (3.12)
where νk(E) is the collision frequency of type k for the given specie. Potential candidates for
collision events during the time interval Δt are now drawn with probability
P = 1− exp(−νmaxΔt) .
For these candidates only, the exact evaluation of ν(E) is performed. A fraction ν(E)/νmax of
the potential candidates drawn are then subjected to an actual collision event. The remaining
fraction suffer a “null-collision”, that is they avoid collisions in the given time interval Δt.
The evaluation of collision frequencies in the MCC-PIC package is illustrated in Figure 3.5
for two (ﬁctive) collision mechanisms with frequencies ν1(E) and ν2(E). The sum of these∑
k νk = ν1(E) + ν2(E), is obtained and a null-event frequency νnull(E) is constructed so that
the sum ν1(E) + ν2(E) + νnull(E) is constant for all E and equal to νmax (3.12). The vertical
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Figure 3.5: Collision frequency ν1(E) in red and ν2(E) in grey representing two collision pro-
cesses acting on one plasma species. The sum of these ν1(E) + ν2(E) is given in blue and the
peak value of the sum, νmax, given in black. Frequency ranges Γk for a given kinetic energy E0
of a colliding pair is indicated by vertical arrows.
arrows positioned at the kinetic energy of a colliding pair E0, indicate the frequency ranges
Γ1 ≡[0, ν1(E0)〉 ,
Γ2 ≡[ν1(E0), ν1(E0) + ν2(E0)〉 and
Γnull ≡[ν1(E0) + ν2(E0), νmax] .
A Monte-Carlo selection is performed, where collision type k is triggered when the criterion
R ∈ Γk/νmax
is satisﬁed for a random number R drawn from a uniform distribution U [0, 1].
Figure 3.6 show test results from the MCC-PIC selection algorithms, for the elastic scat-
tering of electrons and neutral Argon atoms, where the cross section σ(E) used as input to the
MCC-PIC package is obtained from laboratory experiments (Ferch et al., 1985). The top panel
show the particle distributions of the electrons fe(Ee) and Argon atoms fAr(EAr) as functions
of the kinetic energy of each particle specie Ee and EAr. The bottom panel show the collision
frequency ν0(E) given by σ(E), and the conﬁdence intervals
ν0 ±Δν = ν0(E)
(
1± 1√
Ncoll(E)
)
(3.13)
is estimated from the number of collisions Ncoll(E) in each energy interval (E , E + dE). The
conﬁdence intervals are sufﬁciently narrow for energies  10 as in this region Ncoll  1.
However, for higher energies, and especially for E  20, the conﬁdence intervals becomes too
wide for any reliable application. Collision frequencies of the collided particles, νexp(E), is
estimated from the time between collisions τc,j for each particle j, sorted by the energy E of the
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Figure 3.6: Test results of the null-method. Top panel show the particle distributions fe(Ee)
of electrons (green) and fAr(EAr) (blue) of a neutral Argon gas, as functions of their respective
kinetic energy Ee and EAr in the laboratory frame of reference. Lower panel show the collision
frequency ν0(E) (red) of electron-Argon scattering as function of the relative kinetic energy E of
the colliding pairs in the centre-of-mass frame of reference. Estimated collisional frequencies
νexp(E) from the numerical collisions are shown (purple+-marks). Conﬁdence intervals ν0+Δν
are shown in black.
collisions. The collision frequency νexp(E) is thus an average of τ−1c,j over all collisions in the
energy intervals (E , E + dE),
νexp(E) = 1
Ncoll(E)
∑
j
τ−1c,j (E) . (3.14)
The values of νexp(E) are plotted together with ν0(E) in the bottom panel of Figure 3.6, where it
is evident that the MCC-PIC package is able to reproduce the given collision frequencies ν0(E)
within the conﬁdence intervals (3.13).
Performing collisions
The numerical representation of collisions in PIC codes is done by transforming the velocities
of the simulated particles
u → u′ , (3.15)
in accordance with the collisional mechanisms modelled, where u′ is the particles velocity after
having collided. The details of the transformation is given by the cross section σ(E), scattering
angle χ(E) and change in energy ΔE(E), usually obtained from laboratory experiments of the
various collision mechanisms. The current algorithms for colliding particles take these proper-
ties as input and calculates the velocity transform for each single event. Figure 3.7 illustrates
a binary Coulomb collision between two particles of equal charge, in the laboratory and in the
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Figure 3.7: Collisions between two charged particles with charge e in the ﬁxed frame (a) and
center-of-mass frame (b) of reference. The line with the arrow indicates the trajectory of the
particle. Figure reproduced from Pécseli (2013).
centre-of-mass frames of reference, where the primed quantities, e.g. u′R, indicate the particle
properties after the collision.
The simplest mechanisms considered here are charge exchange collisions, where singly
charged ions and neutral atoms of the same specie (e.g. Argon) exchange one electron, thus
causing the atom to become an ion and the ion an atom. With respect to the plasma dynamics,
this appears as if the ions suddenly adapt the velocities of the (former) atom. Given a colliding
pair of an ion and an atom, the velocity transform (3.15) is done by replacing the ion velocity
with the atom velocity,
uion = uatom .
Given the initial assumptions that the distribution functions of the neutral atoms is stationary in
time, uniform in space and a priori speciﬁed in velocity space, it is not necessary to model the
newly formed atom.
Elastic and inelastic scattering involves more complex algorithms, where the change in en-
ergy ΔE(E), the scattering angle χ(E) and the plane in which the collision occurs given by
the initial relative velocity uR and the azimuthal angle φ, enters trigonometric equations of the
velocity transformation (3.15). Each of these quantities must be evaluated in the centre-of-mass
frame of reference, so a transform of velocities and energies from the laboratory to the centre-of-
mass frame of reference is required. The relative velocity uR is rotated by the scattering angle
χ(E) and in the plane given by the azimuthal angle φ, and the magnitude of uR is changed if
the collision process is inelastic, i.e. ΔE(E) < 0. Finally, the velocities are transformed back
to the laboratory frame of reference,
u
χ,φ,ΔE−−−−→ u′ ,
thus completing the velocity transform (3.15)
Chapter 4
Summary of papers
Paper I presents results of a PIC numerical study of the phase space dynamics of a plasma
diode and the transition from a stable conﬁguration to one where oscillations are driven by the
potential relaxation instability. We examine the non-linear interaction of electrons and ions
with the oscillations and identify how the different inertia of electrons and ions control the
oscillation frequency. How these oscillations react to forced oscillations in the diode potential,
and damping effects due to charge exchange and ion scattering collisions are investigated to
give a broader understanding of the dynamics.
Paper II discuss results of PIC numerical study of the self-similar expansion of an initial
step-like ion density distribution in a plasma column. We identify strong acceleration of the ions
at an early stage during the expansion phase and the expansion with the self-similar variable
ξ = x/t. We observe the transition to a non-self-similar expansion as the mean free path c of
charge exchange collisions is decreased to a fraction of the plasma column length.
Paper III investigates particle acceleration at quasi-perpendicular, supercritical, collision-
less shocks in supernova remnants in the presence of minority heavy ion species. These shocks
are believed to be the origin of cosmic ray particles and the pre-acceleration mechanisms in
these shocks are investigated. We present the ﬁrst systematic set of fully self-consistent PIC
simulations spanning the full range of heavy ion densities, and how shock acceleration mecha-
nisms depend on these.
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With reference to laboratory Q-machine studies we analyze the dynamics of a plasma diode under
external forcing. Assuming a strong axial magnetic ﬁeld, the problem is analyzed in one spatial
dimension by a particle-in-cell code. The cathode is assumed to be operated in electron rich
conditions, supplying an abundance of electrons. We compare different forcing schemes with the
results obtained by solving the van der Pol equation. In one method of forcing we apply an
oscillation in addition to the DC end plate bias and consider both amplitude and frequency variations.
An alternative method of perturbation consists of modelling an absorbing grid at some internal
position. Also in this case we can have a constant frequency with varying amplitude or alternatively
an oscillation with chirped frequency but constant amplitude. We ﬁnd that the overall features of the
forced van der Pol equation are recovered, but the details in the plasma response need more attention
to the harmonic responses, requiring extensions of the model equation. The analysis is extended by
introducing collisional effects, where we emphasize charge exchange collisions of ions, since these
processes usually have the largest cross sections and give signiﬁcant modiﬁcations of the diode
performance. In particular we ﬁnd a reduction in oscillator frequency, although a linear scaling of the
oscillation time with the system length remains also in this case. VC 2012 American Institute of
Physics. [http://dx.doi.org/10.1063/1.4747620]
I. INTRODUCTION
The present paper discusses the performance of a long
plasma diode of length L as studied by numerical methods.
The basic model corresponds to a single ended Q-machine,1,2
where electrons are emitted thermally while ions are produced
by surface ionization at a hot cathode. In the basic version of
the Q-machine the ions are produced by contact ionization3 of
hot alkali metals with suitable work functions.4 The metal plate
also supplies electrons by Richardson emission. We will in the
following assume that a conﬁning axial magnetic ﬁeld is sufﬁ-
ciently strong to justify a description in one spatial dimension.
This conﬁguration has been studied extensively for instance to
ﬁnd steady state potential variations, some involving trapped
plasma populations or “virtual cathodes.”5–7 For weaker mag-
netic ﬁelds the dynamics are changed since the particles are no
longer conﬁned to move along the magnetic ﬁeld lines.8 Our
analysis emphasizes results relevant for Q-machines where
L=kDe >
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M=m
p
in terms of the Debye length kDe and the
electron-ion mass ratio M/m, but the basic principles have
more general applications, for instance for diodes.9,10 Diodes
as well as Q-machines can be operated in electron rich or ion
rich conditions, depending on the relative abundance of the
two species emitted at the surface. The present study assumes
electron rich conditions which are also the most common one
for Q-machine applications.
The performance of an oscillating diode with a cold pos-
itively biased end plate is usually modelled by a van der Pol
equation.11–13 The present study will address the accuracy of
the van der Pol model for describing the diode for unstable
conditions. For a freely oscillating diode, the conditions are
well deﬁned. In the case of external forcing, also included in
the van der Pol model, the situation is ambiguous: it is
not obvious how to apply perturbations to a physical diode.
Several methods will be discussed and compared here. The
basic diagnostics of the diode performance will be the ﬂuctu-
ating current through the diode.
Several studies discuss chaotic behaviour of diodes,14,15
but these topics will not be addressed here. Also, non-neutral
diodes have been studied elsewhere.16–19
II. STANDARD CONDITIONS
Under standard operating conditions for a Q-machine,
we have electron rich conditions, where the hot plate at x¼ 0
can supply electrons in abundance. The electrons are emitted
with a velocity distribution n0e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2m=pT0
p
expð 1
2
mu2=T0Þ
for u > 0, where T0 is the hot plate temperature in energy
units, and similarly for ions we have n0i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2M=pT0
p
expð 1
2
Mu2=T0Þ, where we assume n0e > n0i. The distribu-
tion functions are normalized over the interval u 2 f0;1g.
Our reference case corresponds to electron rich conditions
with n0e=n0i ¼ 2. For such cases, the plasma assumes a nega-
tive potential in front of the cathode in order to reﬂect the
surplus of electrons, while ions on the other hand are acceler-
ated by the potential drop. The numerical plasma injection
scheme used here differs from the one used in some other
related studies.20
With standard operation, the cold end plate at x ¼ L is
biased negatively at a potential W, reﬂecting most of the
electrons: only the most energetic tail of the Maxwellian
velocity distribution has sufﬁcient energy to overcome the
a)Electronic mail: v.l.rekaa@fys.uio.no.
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reﬂecting potential, while all ions will be absorbed at the end
plate. For long systems we have conditions where the plasma is
quasi-neutral and has a large region at an approximately con-
stant potential, the plasma potential Up. The plasma is not in
thermal equilibrium and for x > 0 it has no characteristic tem-
perature. A useful length-measure will here be the Debye length
deﬁned in terms of the reference temperature T0. Similarly we
can deﬁne a reference ion sound speed by the same temperature.
For conditions relevant for the present study, the plasma density
will be inhomogeneous and non-stationary. To have an unam-
biguous deﬁnition of a Debye length we use n0e for the density.
We ﬁrst assume the axially varying potential to be nega-
tive, UðxÞ with UðxÞ > 0, for all x. For the ion density we
have the consistency relation
niðxÞ ¼ n0i exp ðeU=T0Þð1 erf
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
eU=T0
p
Þ; (1)
with erf being the error function. For the electrons we have
neðxÞ ¼ n0e exp ðeU=T0Þ

1þ erf
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
eðW UÞ=T0
p 
; (2)
as long as the end plate potential is below the plasma poten-
tial in the device, W > Up > 0. For given T0; n0e; n0i, and W,
the plasma potential Up is found by setting ne ¼ ni. For vary-
ing W, the resulting equation is solved most easily by graphi-
cal methods. No solution with a quasi-neutral plateau exists
for small W (more precisely, for n0e=n0i ¼ 2 and a range
1:73 < eW=T0 < 0:2, no solution with a quasi-neutral pla-
teau exists. This domain corresponds to oscillatory solu-
tions). For a very negative end plate bias W!1 with
erf
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
eðW UÞ=T0
p ! 1, where all electrons are reﬂected at
x ¼ L, the plasma potential is determined as the solution of
expð2eUp=T0Þð1 erf
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
eUp=T0
p Þ ¼ 2n0e=n0i, giving for
instance eUp=T0  2:57 for n0e=n0i ¼ 2. Plasma potentials
observed in Q-machines1 are of this order of magnitude. The
mass ratio does not enter the result, and only the density ratio
n0e=n0i is important, not the individual densities. As long as
the end plate is negative compared to the plasma potential,
jWj > jUpj, we have the ion current contribution to be con-
stant and equal to the ion ﬂux at the hot plate, en0i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2T0=Mp
p
.
The electron current en0e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2T0=mp
p
expðeW=T0Þ, on the
other hand, changes due to the change in electrons absorbed at
the end plate whenW is varied.
The average ion velocity at any position x is given by
Ui ¼
ﬃﬃﬃﬃﬃﬃﬃ
2T0
pM
r
n0i
niðxÞ
¼
ﬃﬃﬃﬃﬃﬃﬃ
2T0
pM
r
expðeUðxÞ=T0Þ
1 erf ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃeUðxÞ=T0p ; (3)
using Eq. (1). Deﬁning the edge of the end plate sheath as the
position where we have quasi-neutrality, ni ¼ ne, we can
determine the average velocity of the ions as they arrive at the
sheath edge for varying bias W. For our reference case with
n0e=n0i ¼ 2 we ﬁnd graphically that Ui  1:8
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T0=M
p
for all
values of W that allow solutions for a steady state plasma
potential Up. A sound speed for the present conditions cannot
be deﬁned uniquely, since in general neither ions nor electrons
are in thermal equilibrium, but if we use Cs 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T0=M
p
as an
estimate, we can argue that the Bohm condition21,22 is fulﬁlled
with a good margin also in the present case. For the present con-
ditions, the ion accelerating pre-sheath is found at the cathode.
Here the pre-sheath is not quasi-neutral as usually assumed.22
As long as the end plate bias is below the plasma poten-
tial, jUpj < jWj, we have a monotonically decreasing potential
UðxÞ, giving a one-to-one correspondence between potential
and the axial x-position. Plotting the density difference ni  ne
as a function of U we ﬁnd that ne > ni for all jUj < jUpj,
while ne < ni for all jUj > jUpj. If we insert the charge density
eðni  neÞ with Eqs. (1) and (2) into Poisson’s equation we
conclude (even without solving for UðxÞ) that the curvature of
the potential variation d2UðxÞ=dx2 is consistent with an elec-
tron rich sheath at x  0 and an ion rich sheath at x  L.
When the end plate potential is changed to be less nega-
tive, more electrons will be absorbed at x ¼ L, while all ions
will still be absorbed. Eventually the plasma potential and end
plate potential become equal. As the end plate potential is
made even less negative, the curvature d2UðxÞ=dx2 should
change to give an electron rich sheath. Since all particles origi-
nate from the cathode at x¼ 0, the only way more electrons
can arrive at x  L is by changing the plasma potential to be
less negative, so that less electrons are reﬂected by the sheath
at x  0. From then on the plasma potential will follow the
end plate bias asW! 0. At some critical potential it is no lon-
ger possible to supply enough electrons and the sheath at the
end plate becomes unstable. It is the dynamics of these unsta-
ble conditions we study in this work. The origin of the oscilla-
tions is often termed the “potential relaxation” instability.23,24
Particular attention is here given to the diode response
to external perturbations when its end plate is biased posi-
tively with conditions that give spontaneously excited oscil-
lations. The results are compared to predictions obtained by
the standard van der Pol equation11,12 that is often used to
model this type of diodes. It is demonstrated that this model
can account for the free oscillations, while only qualitative
agreement is found for the driven cases. Several methods for
introducing perturbations of the diode were considered.
Our particle-in-cell (PIC) code is standard,25 with one
important feature being the freedom to impose conditions at
the ends of the system, allowing for both Dirichlet and von
Neumann conditions. The code allows for introducing colli-
sional effects also. We use the mass ratio for electrons and
Hydrogen ions, M/m¼ 1836 and approximately 106 particles
of each species. The assumed mass ratio can only be consid-
ered as representative: a Q-machine, for instance, is usually
operated with low ionisation potentials alkali metals, result-
ing in larger mass ratios. Some early numerical study of
diode performance26 assumed ion to electron mass ratios
M=m  128, and 3 103 particles altogether. Later studies13
were content with M/m¼ 10, arguing that not much addi-
tional knowledge is gained by use of larger M/m-values.
III. PLASMA CONDITIONS WITH VARYING BASIC
PARAMETERS
For computational reasons we restrict the length of the
system to be L ¼ 103kDe, noting that we by this choice have
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L  kDe
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M=m
p
in the reference cases studied. In all cases
we initiate the plasma column so that the electrons and ions
from the cathode are injected into empty space at t¼ 0. For
the given initial condition, the plasma current contains a
transient initial part. As an interesting feature we note that
very early in the process some of the ions are accelerated to
very high velocities, up to 20% of the electron thermal veloc-
ity, although the density of these ions is very low.27 At a later
stage, the ions are accelerated by the potential drop at the
cathode sheath, and here the velocities are only of the order
of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T0=M
p
. The initial acceleration is seen best in a video
representation.
To illustrate the basic operating conditions of the plasma
diode, we show in Fig. 1 the variations in diode current and
plasma potential at x ¼ L=2 as the end plate potential is
swept from a large negative to a large positive bias. As long
as W is negative we ﬁnd a slow change in the current, but
at a well deﬁned threshold value, here at W  0, we ﬁnd a
sudden onset of low frequency oscillations. The variations in
plasma potential and current follow each other, so in the fol-
lowing we use the diode current as the sole diagnostic for the
diode performance. Details of the phase space dynamics of
ions as well as electrons can be seen in Video 1 (see sum-
mary in Fig. 2). During the time interval when 1 < eW=T0
< 1, we ﬁnd the onset of an instability with wave-length
k  1
4
L, with characteristics different from the saturated
diode oscillations. These spontaneously excited, short wave-
length, oscillations are assumed to be caused by the ion-
electron two stream instability. These oscillations are found
only for a narrow interval of the end plate bias.
As long as the end plate potential is sufﬁciently negative
to reﬂect the majority of the electrons, we ﬁnd a stable nega-
tive plasma potential Up. As the end plate potential W is
made less negative we reach the condition where jWj ¼ jUpj,
and from this stage the plasma potential is following W until
W  0. At this point the sheath becomes unstable, and large
FIG. 1. Variation of the current through the diode (top) and plasma potential
at x ¼ L=2 (bottom) for varying end plate bias. Also the externally applied
potential sweep at the end plate is shown. The initial current is vanishing
since we start with an empty diode.
FIG. 2. Summary ﬁgure for Video 1, showing also the phase space dynamics. The column to the left shows from the top the potential and electric ﬁelds as a
function of position. Below we ﬁnd ﬁrst the electron phase space and then at the bottom, the ion phase space. The triple column on the right hand side shows
the net plasma current (left) and the applied signal (right) with time increasing from top to bottom. The middle panel shows the plasma potential at a position
x ¼ L=2. A moving dotted horizontal line gives the time during the video. The frames to the left are obtained at the time indicated by a horizontal dotted line
on the right hand side (enhanced online) [URL: http://dx.doi.org/10.1063/1.4747620.1].
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amplitude, low frequency oscillations are excited (see also
Fig. 1). Once the system is unstable, its basic oscillation
frequency and saturated amplitude is found to be independent
of further increases in the end plate potential, indicating a satu-
ration. The basic oscillation frequency of the oscillations is
inversely proportional to the length of the system, as illustrated
in Fig. 3. This scaling could invite an interpretation of the
instability as a current driven ion acoustic mode,28 where the
most unstable frequency could be assumed to be fa  Cs=2L.
If we introduce the standard deﬁnition Cs ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T0=M
p
, we ﬁnd
that the observed frequency is approximately 3 times larger
than fa. The simulation allows parameter variations to be
obtained with an accuracy much better than what is found in a
laboratory. We note that for L < 500kDe there are small but
measurable and systematic deviations from this simple propor-
tionality between f10 and L. For very short systems,
L < 80kDe, the oscillations disappear. We attribute this feature
to be associated with an overlap of the electron and ion rich
sheaths at x  0 and x  L, respectively.
The details of the phase space dynamics are best seen
in Video 1 (Fig. 2). In Fig. 4 we show a sample of phase
space for a selected time when the end plate is kept on a
constant positive potential. At this time we ﬁnd features
usually associated with a double layer,23,29 in this case one
moving with a velocity of approximately 0:02 vthe with
vthe being the electron thermal velocity derived from the
cathode temperature T0. The analogy is best seen by con-
centrating on the part of phase space between the two ver-
tical dashed lines. The important feature is that the free
ions moving in the negative direction towards the cathode
are some that have been reﬂected by the positive potential
at the end plate. The trapped electron component is in
reality a “blob” of electrons oscillating in a moving local
potential maximum.9 The double layer like structure dis-
solves when the source of reﬂected ions from the end plate
is temporarily disrupted. The whole process repeats with
the period of the instability.
For completeness we show in Fig. 5 the space-time vari-
ation of the electrostatic potential and the corresponding net
plasma current variation. The slope of the slanting shaded
area in both ﬁgures gives a characteristic propagation veloc-
ity that corresponds to the velocity of the double layer like
feature in Fig. 4.
FIG. 3. Illustration of the period of the oscillation of the diode at a large pos-
itive bias for varying length of the system L shown in the top frame with
ﬁlled red circles. The full line gives 2L=Cs as reference. In the bottom frame
we divided the observed normalized oscillation period by the best linear ﬁt
to the data in the top frame. With ﬁlled green squares we give selected
results where the ions undergo change exchange collisions, as explained in
Sec. VI.
FIG. 4. Selected sample of spatial potential variation together with corre-
sponding electron and ion phase spaces, illustrating transient double layer
like features. The time is t ¼ 1270:47x1pi , i.e., a late time when the plasma
has settled in a steady oscillatory state.
FIG. 5. Selected time interval of unstable diode oscillations. The top ﬁgure
shows the space-time variation of the electrostatic potential, the lower ﬁgure
shows the corresponding net plasma current variation. The vertical dashed
line shows the time for the phase-space presentation shown in Fig. 4. In both
cases the cathode is at the bottom of the ﬁgure.
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Video 1 (Fig. 2) shows the full temporal evolution of
electron and ion phase spaces. The formation and propaga-
tion of the transient double layer can be observed, in particu-
lar. From Fig. 1 we note a locally enhanced high frequency
noise component at the negative extremum of the plasma
current. Inspection of Video 1 (Fig. 2) demonstrates that this
noise is due to a localized irregular “blob” of electrons
trapped near a local potential maximum. The oscillations of
these trapped electrons in their local, approximately para-
bolic, potential well gives rise to the observed noise. The
details in the dynamics of the trapped electron population
will be susceptible to collisions as discussed in Sec. VI.
As a test, we monitored the total number of simulation
particles in the system during the simulations. This number
was pulsating with the periodicity of the oscillations due to
the modulated losses, but with constant end-plate potential
we saw no systematically decreasing or increasing trend in
the particle number, when averaged over one oscillation
period.
IV. THE VAN DER POL MODEL
A standard and widely used analytical model for study-
ing the nonlinear properties of driven linearly unstable sys-
tems is the van der Pol model
d2
dt2
n ða bn2Þ d
dt
nþ x20n ¼ Ax20 sin ðxetÞ ; (4)
where we included a harmonic forcing. The coefﬁcients a > 0
and b > 0 refer to the linear growth phase and the nonlinear
saturation, respectively, while x0 is the natural frequency of
the oscillator and A is the amplitude of the forcing term. The
variable n denotes any quantity of physical interest; in most
of the present study it will be taken to be the current through
the system. The right hand side of Eq. (4) can be made more
general, but the form used here is the one found most often.
The form Eq. (4) can be simpliﬁed by introducing a normal-
ized time s ¼ tx0 and a normalized amplitude g ¼ n=n0 with
n0 
ﬃﬃﬃﬃﬃﬃﬃﬃ
a=b
p
to obtain d2g=dt2  ð1 g2Þdg=dtþ g ¼ Asin
ðsxe=x0Þ=n0 where  ¼ a=x0.
The results of Fig. 1 indicate that the onset of the oscil-
lations is sudden: they reach maximum amplitude within
approximately one period of oscillations. This feature was
conﬁrmed also by other detailed simulations where the end
plate potential was changed from being below to being above
threshold by a step function. The van der Pol model therefore
needs a growth rate comparable to the frequency. In Fig. 6
we show results for diode simulation data (shown with full
line) and numerical solutions of the van der Pol equation (4)
with A¼ 0 and parameters adjusted to a=x0 ¼ 0:1 for
optimum ﬁt. The parameters are chosen to give the best ﬁt to
the numerical observations. The results summarized Fig. 6
indicate that the van der Pol equation is able to give a very
convincing representation of the performance of the steady
state oscillations of the plasma diode without forcing. We have
analyzed a wide parameter range giving consistent results.
In Fig. 7 we show numerical solutions of the normalized
van der Pol equation. Two cases are considered: one (top ﬁgure)
by applying a chirped frequency with constant amplitude as
forcing on the right hand side, and one (bottom ﬁgure) with a
FIG. 6. Solution of the normalized van der Pol equation (dashed line) with
parameters ﬁtted to the data from the diode simulations (full line). Equation (4)
is here solved without forcing with a=x0 ¼ 0:1. The simulation data for the
plasma current are obtained with a constant positive end plate bias.
FIG. 7. Top ﬁgure: numerical solution of the van der Pol equation (4) in its
normalized form with  ¼ 0:1, here applying a chirped frequency with con-
stant amplitude as forcing on the right hand side. The dotted oblique line
gives the local frequency of the applied forcing. Bottom ﬁgure: forcing with
constant frequency but with a linearly increasing amplitude. The wavelet
transform of the resulting signal is shown in both cases.
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constant frequency (here taken to be larger than f0) but with a
linearly increasing amplitude. The wavelet transform of the
resulting signal is shown for both cases. The conspicuous feature
of the solution with chirped frequency is the “frequency pulling”
characteristic of the van der Pol equation. This is seen as the
tilted frequency response in the local wavelet transform in the
lower panel of Fig. 7(a), where the frequency of the oscillation
response becomes synchronized with the applied signal. An
increase in amplitude of the forcing increases the time interval
where the synchronization can be observed. We note the ab-
sence of harmonic interactions in the numerical solutions. The
constant frequency solutions illustrate how the natural mode of
oscillation is stabilized (that is the frequency shifted or
synchronized with the external forcing) for a sufﬁciently large
amplitude of the excitation.
V. PERTURBATIONS OF THE DIODE
Mathematically, the question of forcing within the van
der Pol equation is simple: an additional term is inserted on
the right hand side as shown in Eq. (4). For a physical diode,
a forcing can be applied in several ways, not necessarily
equivalent.
The diode can be forced by applying a signal either to
the end plate or at some internal position in the system. The
two cases will be distinguished here, external end plate and
internal forcings. One of the aims will be to analyze two of
the characteristic features of the van der Pol model, synchro-
nization and frequency pulling.11,12,28 These features can be
demonstrated most easily by a wavelet analysis of the data.30
We made two series of simulations, using two different
forcing signals: one with a ﬁxed frequency but varying am-
plitude and one with ﬁxed amplitude but with “chirped”
frequency.
The simplest form of external excitation (both in labora-
tory and in simulations) consists of applying an external sig-
nal to the cold end plate of the diode. The plasma diode can
also be forced internally. In a Q-machine this forcing is usu-
ally achieved by immersing a ﬁne-meshed grid in the plasma
and then applying some time-varying signal to this grid. The
operation of such a grid and its interaction with the plasma
has been subject to some controversy,6,31 where one model
assumes that the local charge distribution is important and
another that the modulated ion absorption is the dominant
excitation mechanism. We start by discussion the two latter
cases.
A. Oscillating localized electric field
We considered a model where externally controlled
charges were introduced at two nearby grid-points (here sep-
arated by 10kD) with opposite polarity. These charges came
in addition to the ones arriving at the grid-points from the
surrounding plasma. The excitation mechanism is here due
to particle acceleration by the local electric ﬁeld between the
two charged grid-points. This form of excitation corresponds
to a velocity modulation rather than a density modulation.
We found that internal excitation by this method was indeed
possible, but the charges applied had to be very large. The
results were inconclusive and are not reported here. The
excitation mechanism using an oscillating electric dipole
was important for the early discussions of analytical studies
of linear ion acoustic Landau damping.31 As a practical
method of wave excitation it seems to have little value in
comparison to the model based on a grid giving a modulated
particle absorption to be discussed in Sec. VB.
B. Locally modulated ion absorption
In Fig. 8 we show results from numerical simulations
with internal excitation by modulated particle absorption, here
by a signal chirped in frequency with constant oscillation am-
plitude. Ions are absorbed with a probability independent of
their velocity. This form of excitation corresponds to the gen-
erally accepted model for wave excitation by a grid immersed
perpendicular to the magnetized plasma column in a
Q-machine.6,28,32 For the case illustrated in Fig. 8 the absorp-
tion is strong, varying harmonically in the range 0%–70% at a
position 3L=7, that is, the absorbing “grid” is at the position
x=kDe  430. This method of excitation captures the essential
part of grid excitation in, for instance, Q-machines at low
applied frequencies. A missing element in the simulations is
the electric ﬁelds being set up by the potential difference
between the grid and the plasma vessel when a time varying
potential is applied to the grid.
We note the distinct frequency pulling signature when
the chirped frequency comes near the natural nonlinear oscil-
lation frequency of the diode, i.e., in the frequency interval
f0=2 3f0=2, approximately, where f0 is the natural oscilla-
tion frequency. At the same time we note also an enhance-
ment of the second harmonic, a feature not accounted for by
the van der Pol equation. Even more interesting is the strong
frequency pulling of the basic oscillator frequency observed
FIG. 8. Numerical simulations with internal excitation by modulated particle
absorption, here by a chirped signal with constant amplitude. The top panel
show the net current through the diode, the middle panel shows the time-
varying absorption at a reference position, here at x ¼ ð3=7ÞL, while the
lower panel shows the wavelet transform of the time varying current.
The horizontal dashed line in the lower panel shows the natural oscillation
of the free oscillator for the given DC end plate bias, while the dotted
oblique line gives the local frequency of the applied forcing.
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when the applied frequency is in the range 3f0=2 2f0. In
this latter range, the strong oscillation has a frequency close
to half the applied frequency. At reduced excitation ampli-
tudes we will, however, see perturbations of the diode oscil-
lations also at half oscillator frequency. These effects are
masked in Fig. 8 by the frequency pulling which becomes
effective already at frequencies close to half of the free oscil-
lation frequency.
At time intervals when the applied frequency lies near
the natural oscillation frequency f0 and 3f0=2, we note excita-
tion also of f0=2. A weak signature of this frequency is seen
also when the applied frequency is near 2f0.
We have tried different positions of the excitation point.
Taking, for instance, 5L=7 we recover all the basic features
of Fig. 8, but now with a reduced amplitude. Our conclusion
from these and similar results is that the strongest excitation
is found when the perturbation is close to the cathode. In this
case the induced perturbation has the longest interaction dis-
tance with the ion ﬂow before it reaches the end plate.
In Fig. 9 we show results where the frequency of the ion
absorption is constant, but the temporally varying absorption
ratio increases from 0 to 100% in the peak values. See also
Video 2 (Fig. 10). The applied frequency is here below the
natural frequency of the diode oscillations. For the present
choice of parameters we ﬁnd a transition in the oscillator
characteristics at an absorption level of approximately 60%.
Here the natural diode oscillations disappear completely,
while we ﬁnd a perfect locking to the applied frequency. At
FIG. 9. Numerical simulations with internal excitation by modulated parti-
cle absorption, here by a signal with constant frequency somewhat below
the natural oscillation frequency given by the dashed line (see also Video
2 (Fig. 10)). The amplitude of the oscillations increases from zero level
with full ion transmission to 100% modulation where the ion transmission
oscillates between 0 and 100%. The top panel show the net current through
the diode, the middle panel shows the time-varying absorption at a refer-
ence position at x ¼ ð3=7ÞL, while the lower panel shows the wavelet
transform of the time varying current. The dashed line in the lower panel
shows the natural oscillation frequency of the free oscillator for the given
end plate bias, while the dotted line gives the frequency of the applied
forcing.
FIG. 10. Summary ﬁgure for Video 2, showing also the phase space dynamics. The simulations model an absorbing grid at position x ¼ 430kD where the time
varying relative absorption is shown in the third frame to the right. See Fig. 2 for a detailed description of the set-up (enhanced online) [URL: http://dx.doi.org/
10.1063/1.4747620.2].
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the same time we ﬁnd a very strong second harmonic
enhancement, even the third harmonic becomes noticeable
here. Prior to the onset of the synchronization we note a
strong modulation of the free oscillator frequency and, in
particular, also its second harmonic.
Consistent with the properties of the van der Pol model,
we note that for a certain applied amplitude the free oscilla-
tion at frequency f0 is quenched or stabilized, see again
Video 2 (Fig. 10) (it may be confusing to use the term
“stabilization” since the system is still oscillating at a large
amplitude, but now at the applied frequency). The amplitude
needed for this quenching depends on the applied frequency.
We show in Fig. 11 results for the variation of this threshold
amplitude for varying applied frequencies for two positions
of the excitation. There is a noticeable asymmetry with
respect to f=f0, but qualitatively the results are similar to
those expected from the van der Pol model, i.e., the threshold
amplitude decreases as jf  f0j decreases, as also found
experimentally.32
C. Modulated end plate bias
The external forcing can be applied also to the terminat-
ing end plate by adding a signal to the DC-bias. We used both
amplitude and frequency modulations, as in Figs. 8 and 9.
Illustrative results are shown Figs. 12 and 13 for a ﬁxed fre-
quency with linearly increasing amplitude and a ﬁxed ampli-
tude with chirped frequency, respectively. In many respects
the results are similar to those found in Figs. 8 and 9, with one
signiﬁcant difference being in the harmonic content. We note
the frequency pulling in Fig. 13 is very similar to that in
Fig. 8, also when the local frequency approximates 2f0. Also,
the frequency modulation in Fig. 12 is similar to what is
seen in Fig. 9, but the signal at the second harmonic is com-
pletely absent. The feature near the frequency f0=2 is absent
in Fig. 13.
We show in Fig. 11 with crosses the normalized stabiliz-
ing amplitude A=A0 where A0 is the DC-bias applied to the
end plate. For amplitudes A > A0 the fundamental steady
state oscillation amplitude is stabilized. We note also in this
case a variation A=A0 	 jf  f0j.
As a general feature we ﬁnd that large amplitude oscilla-
tions have to be applied to the end plate in order to ﬁnd
observable effects: the amplitudes have to be signiﬁcant frac-
tions of the DC-bias. The necessary amplitudes depend on
the DC-bias, provided the diode is conditioned to be in a
ﬂuctuating state.
VI. EFFECTS OF COLLISIONS
The foregoing analysis assumed ideal collisionless
conditions. For realistic conditions we will often ﬁnd that col-
lisional effects cannot be ignored. Considering, for instance, a
Q-machine operated with Caesium, which is a common prac-
tice, it is well known that the cross section for collisions of
thermal electrons at relevant temperatures and neutral Cae-
sium is particularly large.33 Neutral Caesium originating from
the neutral oven is found in abundance near the cathode. Also,
FIG. 12. The ﬁgure shows results for the case where a constant frequency
with slowly increasing amplitude is applied to the positive end plate bias.
The ﬁgure should be compared to Fig. 9.
FIG. 13. The ﬁgure shows results for the case where a chirped frequency
with constant amplitude is applied to the end plate. The ﬁgure should be
compared to Fig. 8.
FIG. 11. Variation of the stabilizing amplitude with applied frequency. The
error bar shown is representative for all open circles. Open circles correspond
to the excitation applied at a position 3L=7, triangles to a position 5L=7. The
error bar for the ﬁlled triangle represents the maximum uncertainty for those
symbols. The ﬁgure also shows results (with -signs and a representative
error bar) for the case where a signal is applied to the end plate.
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the ions will in this case experience collisions with the neu-
trals, where charge exchange collisions have the largest cross
section, this type of interaction being resonant.34
We extended the analysis by considering also collisional
interactions in the PIC-code.20 Some basic features of our
model are summarized in the Appendix. The numerical code
offers an opportunity to introduce collisional effects for one
species at a time: this is unphysical but offers an insight into
the details in the process. We study ion neutral elastic colli-
sions (IS), electron neutral elastic collisions (ES), and charge
exchange ion collisions (CE). A summary of simulation
results is presented in Fig. 14, where L ¼ 103kDe as in
Fig. 6. Two parameter regimes are analyzed: one where the
scattering neutral gas temperature Tn equals the reference
temperature T0, while another case assumes Tn ¼ 0:15 T0. In
all cases we have taken the mean free path for collisions to
be approximately 140 kD. For reference, we also include a
result for the case where we have all collision processes acti-
vated: the mean free path for ion elastic and charge exchange
collisions is here 460kD for both, giving an average ion
mean free path of 230kD, while the electron mean free path
for elastic collision is 260kD.
The characteristic diode oscillations are changed by the
electron neutral collisions when we compare with the refer-
ence collisionless simulation also shown in Fig. 14. The high
frequency oscillations due to the trapped electron component
(see Video 1, Fig. 2) is quenched by the collisions, where we
have the collisional mean free path to be shorter than the
width of the potential well.35 The form of the current signal
becomes closer to the result obtained by the van der Pol
model (see also Fig. 6). The sheath region near the emitting
region at x¼ 0 is electron rich already without collisions,
and an additional slowing down of the electrons due to the
collisions is merely enhancing the local excess of electrons
there. The temperature of the scattering neutrals has little
effect in this context.
While Fig. 14 is a summary plot, we show in Fig. 15 the
detail of the effect of elastic collisions of electrons and neu-
trals. As long as the collisional mean free path is longer than
L as in the three top traces in Fig. 15, the collisions have
modest effect, but as the collisions become more abundant,
the frequency of the oscillations decreases slowly with
decreasing collisional mean free path. At the same time the
amplitude decreases to be almost indiscernible when the
mean free path is approximately L=30. At this stage the elec-
tron mobility is low, and the local electron density becomes
large in front of the emitting surface. For the shortest mean
free paths in Fig. 14, we observe the transient formation of
an ion phase space vortex.36,37 The life time of these vortices
seems to increase with decreasing collisional mean free
paths. If we decrease the collision mean free path even fur-
ther, we ﬁnd a new type of small amplitude oscillations with
a frequency that is higher than seen in Fig. 14: these oscilla-
tions are due to the mobile ions.
Ion collisions are effective in modifying the diode; charge
exchange collisions are more effective than elastic ion colli-
sions. To gain some insight into the details of the elastic ion
collision processes, we determined an estimate for the joint
probability density PðE1;E2Þ, where E1 is the ion energy at
the beginning of a mean free collision path and E2 the energy
of the ion at the next collision time. The analysis does not dis-
criminate the positions of the collisional ion. The marginal
distributions PðE1Þ and PðE2Þ are obtained by projecting
PðE1;E2Þ on the E1 and E2 planes. We found that approxi-
mately we have PðE1;E2Þ  PðE1ÞPðE2Þ, indicating that to a
good approximation we can assume E1 and E2 to be statisti-
cally independent. This means that the collective electric
ﬁelds are just as effective as the elastic collisions in randomiz-
ing the ion energies. The main characteristics of the oscilla-
tions with signiﬁcant charge exchange collisions (traces “CE”
in Fig. 14) is a decrease in the oscillation period (for elastic
FIG. 14. Diode currents for selected collision processes. The bottom trace
shows the reference calculations without collisions. The middle trace shows
IS, ES, and CE, all assuming that the scattering neutral gas has the electron
reference temperature at x¼ 0. The top frame shows results corresponding
to the middle frame, but now with the scattering gas being colder,
Tn ¼ 0:15T0. The trace denoted “ALL” represents a simulation where all
collisions are activated simultaneously.
FIG. 15. Diode currents for different electron neutral collisions. The
imposed collisional mean free path ‘c is indicated at each curve. The ions
are here collisionless.
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collisions, this has been observed also experimentally2,38), to-
gether with a distortion of the form of the oscillations, that
becomes “saw-tooth” like. When all collisional effects are
activated (see the trace labelled “ALL” in Fig. 14), we ﬁnd
that the saw-tooth feature is still there but now with a “tilt” to
the opposite side, thus demonstrating that the temporal form
of the oscillations is sensitive to the nature of the collisions.
The results presented in Fig. 14 include the initial transient
part of the oscillations: we note signiﬁcant modiﬁcations also
in this part when we compare with the reference collisionless
case.
When the collisional charge exchange drag on the ions
is large, we ﬁnd the formation of a positive space charge
layer near x¼ 0, and the diode oscillations are modiﬁed.
Details in the propagation characteristics in the space-time
varying potential found in Fig. 5 disappear. Charge exchange
collisions are more effective than elastic collisions in slow-
ing down the ions, and charge exchange collisions with a
cold neutrals are more effective than similar collisions with
warm neutrals. All these observations are consistent with the
results summarized in Fig. 14. If we take the neutral gas tem-
perature to be very low, we ﬁnd that the ion component can
develop two distinct populations39: one being the part accel-
erated through the potential drop at the sheath having not yet
collided, and a part formed by the charge exchange collisions
and appearing as a cold component with no drift velocity. In
this case we can have a kinetic ion-ion instability develop-
ing.40 This result has interest only for very low temperatures
Tn and is not elaborated further here. For very high ion colli-
sion rates the ion mobility becomes low, but the oscillations
can be maintained by the electron dynamics alone, as for a
Pierce diode41 provided the conditions on geometry and
end-plate bias are fulﬁlled. For such low ion mobilities, the
average ion distribution will be non-uniform.
The almost linear scaling between oscillation period and
the length of the system (shown in Fig. 3) remains valid also
when we have signiﬁcant amounts of collisions, but the fre-
quency is now noticeably reduced and we have f0  Cs=2L;
see results given by squares in Fig. 3, where a full line gives
the sound speed, and dotted line is the best ﬁt to the data
(squares). The difference is minute.
In Video 3 (see Fig. 16) we show the space-time varia-
tion of the diode, giving the potential as well as the phase-
space information for the case where Tn ¼ 0:15 T0. We initi-
ate the simulation with no collisions and let the mean free
path be slowly decreasing until it reaches a value slightly
smaller than the one used for Fig. 14. We have ‘c 	 1=t so
that the average collision frequency becomes approximately
proportional to time. The effects of charge exchange colli-
sions begin to be noticeable when the collisional mean free
path is approximately L=2. The formation of the cold ion
population due to the charge exchange processes is clearly
seen in ion phase space. The results should be compared to
the free oscillations shown in Video 1 (Fig. 2). Note that the
number of ions reﬂected at the end plate is strongly reduced
for the case with charge exchange collisions. The
FIG. 16. Summary ﬁgure for Video 3, showing also the phase space dynamics. The simulations model the case where the ion charge exchange collisional
mean free path decreases with time as shown in the third frame to the right. See Fig. 2 for a detailed description of the set-up (enhanced online) [URL: http://
dx.doi.org/10.1063/1.4747620.3].
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propagating double layer structure is not signiﬁcant with
charge exchange collisions, but the basic characteristics of
the diode oscillations remain, albeit with reduced frequency
and distorted temporal form of the oscillations. In Video 3
(Fig. 16) we show in the rightmost panel also the electro-
static potential as detected at a position x ¼ L=2. At this
position we ﬁnd localized potential enhancements with long
quiescent time intervals in between, where all of the poten-
tial drop in the diode is found at the end sheath.
Also with collisions included, we ﬁnd that the diode
retains the basic properties of a van der Pol oscillator. For
illustration we show in Fig. 17 the diode performance with
external forcing of a diode where the ions have charge
exchange collisions where ‘c ¼ 150kD. The top trace shows
the diode current, the next frame is the potential applied to
the end-plate. The third frame from the top gives the plasma
potential in the central position of the diode, while the bot-
tom frame gives the wavelet transform of the current. A
dashed line gives for reference the natural frequency of the
diode without collisions and constant positive end-plate
potential. When the externally applied frequency is near the
collisional diode frequency, we observe the frequency pull-
ing in the wavelet transform of the diode current. When the
difference between the natural and applied frequencies is
large, we ﬁnd that the oscillations return to the frequency of
the constant bias diode. These low frequency oscillations
modulate the high frequency applied signal resulting in
bursts or “packets” of high frequency signals, most clearly
observed in the wavelet transform. We note a similarity with
the corresponding results in Fig. 13 for a collisionless diode.
VII. DISCUSSIONS
In the present study we analyzed the properties of a sim-
ple plasma diode with emphasis on the conditions with forc-
ings applied either to the boundary of the plasma or internally
by introducing either variable test charges or particle absorp-
tion. We compared the properties of the diode with solutions
of the van der Pol equation. It was found that for the unper-
turbed oscillation, i.e., without applied forcing, a very good
agreement could be found. Extending the analysis to the exter-
nally forced diode we found qualitative agreement in the sense
that some basic features of the van der Pol equation could be
recovered, but here it was important to specify the means of
external excitation. The most effective excitation turned out to
be one corresponding to an absorbing grid immersed in the
plasma column. Incidentally, this method was used by some
of the early investigations of the diode performance.28 Veloc-
ity modulation by a localized electric ﬁeld had a much smaller
effect in comparison.
Another method of diode perturbation consists of apply-
ing a variable, externally controlled, potential to the end
plate. We analyzed also this method and found that in this
case elements of the results from a perturbed van der Pol
equation could be recovered. It was, however, necessary to
apply external amplitudes comparable to the DC bias, an ob-
servation which is after all also intuitively reasonable. This
latter method of excitation is the one that comes closest to
giving results similar to those found by solving the van der
Pol equation with external forcing. We ﬁnd, however, the
similarities of the results to be more interesting than the dif-
ferences: the two very different methods of excitation both
reproduce the periodic pulling and mode stabilization fea-
tures found in the van der Pol model.
The excitation obtained by modulating the end plate
bias corresponds to applying an ideal voltage generator,20
i.e., one that maintains a potential irrespective of the load.
The case where the end plate voltage is modulated can be
modeled by a dc-generator in series with a variable genera-
tor, both elements considered ideal. The alternative ideal
generator used in lumped electrical circuits, the ideal cur-
rent generator (one that maintains the current irrespective
of the load), is not readily realized experimentally and
therefore not studied here. As a ﬁrst approximation it can
be argued that the modulation of the ion ﬂux passing a ref-
erence position as described in Sec. VB is equivalent to a
current modulation. Such a model can be taken only as an
approximation, however, since the efﬁciency depends on
the position of the excitation along the axis of the device as
evidenced by Fig. 11.
The most signiﬁcant difference between the diode simula-
tions and the numerical solutions for the van der Pol equation
lies in the second and third harmonic generation. These were
much more signiﬁcant in the numerical simulations of the
diode, and we conclude that the nonlinear term in the van der
Pol model has to be elaborated for a better agreement and
FIG. 17. External forcing of a diode with ions have charge exchange colli-
sions where ‘c ¼ 150kD. The top trace shows the diode current, the next
frame is the potential applied to the end-plate (see also Fig. 13). The third
frame from the top gives the plasma potential in the central position of the
diode, while the bottom frame gives the wavelet transform of the current. A
dashed line gives for reference the natural frequency of the diode without
collisions and constant positive end-plate potential.
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found also that a simple addition of terms with exponents
exceeding 2 is not sufﬁcient. We found numerical conﬁrma-
tions also of experimentally observed propagating double
layers.23 Details concerning the ion population are not readily
revealed experimentally, and numerical simulations like those
presented here are necessary for a complete understanding.
The internal modulations destroy the propagating double
layer, and the stabilization of the van der Pol oscillations for
that case is in part due to this effect. When the applied fre-
quency is very high compared to the natural frequency, the
perturbation reduces to a local modulation of the plasma den-
sity, where the oscillating diode returns approximately to its
original state with a DC-bias.
In all cases we found that large forcing amplitudes have
to be applied to the system in order to recover solutions
resembling those characterizing a van der Pol oscillator. We
tried various modiﬁcations of the basic van der Pol equation
to make its solutions closer to observations but found that
minor modiﬁcations are insufﬁcient. Terms containing dn=dt
as well as n in the bracket of the nonlinear term of (4) were
tried.
The effect of collisions was discussed in Sec. VI. Sev-
eral types of collisions were studied. We found that charge
exchange collisions were particularly effective in modifying
the oscillation characteristics of the diode, with results sum-
marized in Figs. 3 and 14. Charge exchange collisions usu-
ally have the largest cross sections and are physically the
most relevant. The most important observation regarding the
oscillation characteristics of the diode with collisions seem
to be a pronounced reduction in oscillation frequency. Also,
a change in shape of the signal is noted: the current becomes
more “saw-tooth like,” with an increased harmonic content
with collisional ions, while electron collisions on the other
hand give smoother signals, with less harmonic content. For
the collisionless diode we ﬁnd that the growth of the large
amplitude perturbation begins at the sheath near the end
plate, and progresses rapidly into the main plasma (see
Video 1 (Fig. 2)). For the collisional diode, with the parame-
ters studied here, the perturbation begins at the plasma emit-
ting plate to propagate rapidly into the main plasma, see
Video 3 (Fig. 16). Our three videos offer detailed insight into
the phase space dynamics of ions as well as electrons. The
general space-time characteristics of the oscillations are
changed, e.g., details in the double layer like structure shown
in Fig. 4 are lost.
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APPENDIX: DETAILS OF THE COLLISION ALGORITHM
The numerical collision model developed for the present
study is based on a Monte Carlo collision (MCC) model for
PIC simulation codes and is directly based upon previous
works.42,43 While traditional collision models44,45 calculate
the time between collisions for each particle, the MCC-PIC
package generalizes these calculations to allow for more efﬁ-
cient algorithms.
The collision algorithm is based on the null-collision
methodology. Instead of entering the rather time-consuming
evaluation of cross section rðEÞ or equivalently collision fre-
quency ðEÞ for each simulation particle at each time step, a
maximum collision frequency max is introduced for each
particle species
max  maxE
X
s
sðEÞ

; (A1)
where sðEÞ is the collision frequency of type s for the given
specie. Potential candidates for collision events during the
time interval Dt are now draw with probability P ¼ 1 exp
ðmaxDtÞ. For these candidates only the exact evaluation of
ðEÞ is performed. A fraction ðEÞ=max of the potential can-
didates drawn are then subjected to an actual collision event.
The remaining fraction suffer a “null-collision,” that is they
avoid collisions in the given time interval Dt.
The current model allows for both elastic and inelastic
scattering and charge exchange collisions, for any arbitrary
combination of particle species, with input parameters as
cross sections, scattering angles, and VDF’s of the target
species given. Cross section and scattering angles are gener-
ally given as functions of kinetic energy in a centre-of-mass
reference system.
The present study is restricted to constant cross sections
and isotropic scattering. Realistic scattering cross sections
that vary with energy and which may differ signiﬁcantly
from one species to another can be readily introduced. For
the illustration intended with the present analysis we ﬁnd
that constant cross sections and, thereby, constant mean free
paths will sufﬁce. Taking the cross section to be constant, in-
dependent of energy, allows us to use a constant mean free
path for all particles.
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The space-time evolution of an initial step-like plasma density variation is studied. We give
particular attention to formulate the problem in a way that opens for the possibility of realizing
the conditions experimentally. After a short transient time interval of the order of the electron
plasma period, the solution is self-similar as illustrated by a video where the space-time evolution
is reduced to be a function of the ratio x/t. Solutions of this form are usually found for problems
without characteristic length and time scales, in our case the quasi-neutral limit. By introducing
ion collisions with neutrals into the numerical analysis, we introduce a length scale, the
collisional mean free path. We study the breakdown of the self-similarity of the solution as the
mean free path is made shorter than the system length. Analytical results are presented for charge
exchange collisions, demonstrating a short time collisionless evolution with an ensuing long time
diffusive relaxation of the initial perturbation. For large times, we ﬁnd a diffusion equation as the
limiting analytical form for a charge-exchange collisional plasma, with a diffusion coefﬁcient
deﬁned as the square of the ion sound speed divided by the (constant) ion collision frequency.
The ion-neutral collision frequency acts as a parameter that allows a collisionless result to be
obtained in one limit, while the solution of a diffusion equation is recovered in the opposite limit
of large collision frequencies.VC 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4816953]
I. INTRODUCTION
A classic dynamic problem in studies of plasma phe-
nomena concerns the space-time evolution of an initial step-
like discontinuity of the plasma density. A special limiting
case is where plasma expands into vacuum.1–3 The problem
is interesting also for practical reasons: analytical and nu-
merical studies often assume an initial condition to be given,
while many laboratory experimental conditions assume some
given boundary conditions. A comparison between analytical
and experimental results is not always simple in such cases.4
The step-like initial condition is one that can be realized by
an absorbing grid in a streaming plasma, as found in, for
instance, a single ended Q-machine.5–7 Two time scales can
be distinguished: ﬁrst, an initial expansion of the electron
component, where the electric ﬁeld develops due to the
charge imbalance caused by the electron pressure. Inertia
makes the ion motion negligible on this time scale. Later, we
ﬁnd a slow expansion of the entire bulk plasma density,
where also the ions are set into motion by the collective elec-
tric ﬁelds. The basic elements of the problem can be under-
stood even in a spatially one dimensional analysis, and only
this case will be considered here: physically it corresponds
to the low frequency dynamics in a strongly magnetized Q-
machine plasma, for instance.
A complete understanding of the ion dynamics
requires information of the velocity distribution f ðx; u; tÞ
for ions with velocities u, at positions x at times t, as
described by the ion Vlasov equation for ions with mass M
and charge e
@
@t
f þ u @
@x
f  e
M
@/
@x
@
@u
f ¼ 0; (1)
where E  @/=@x is the electric ﬁeld and / is the electro-
static potential. The ion density is ni ¼
Ð1
1 f du. For the rel-
evant low-frequency dynamics, we can safely assume the
electrons to be Boltzmann distributes at all times, so that the
electron dynamics are accounted for by the relation
ne ¼ n0expðe/=TeÞ, where Te is the electron temperature.
For times exceeding the ion plasma period, t 2p=xpi,
with xpi being the ion plasma frequency, and at large scale
lengths, we can assume that the plasma dynamics are quasi-
neutral, ne  ni  n. In this limit, the Debye length no longer
enters the problem, and we have neither constant characteristic
length nor time scales in the dynamic equations. (All we have
is a velocity, the ion sound speed Cs ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Te=M
p
derived from
the electron temperature.) For such cases, the characteristic
scales are determined solely by initial or boundary conditions.
Under these conditions, we can expect the plasma dynamics to
evolve self-similarly, in depending functionally on the ratio
f  x=t rather than on x and t independently,8–12 giving
@=@t!t2x@=@f ¼ t1f@=@f and @=@x! t1@=@f.
Heaviside’s step function or the d-function are examples of
functions without length scales. We thus assume an initial
step-like density perturbation. By introducing the variable
f  x=t, we can then reduce Eq. (1) to
ðu fÞ @
@f
f  Te
M
1
n
@n
@f
@
@u
f ¼ 0; (2)
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after a little algebra, where we now have f ¼ f ðf; uÞ and
n ¼ nðfÞ  Ð11 f ðf; uÞdu. The collective electric ﬁeld was
determined by the assumption of Boltzmann distributed elec-
trons, giving n ¼ n0expðe/=TeÞ. From Eq. (2), we have the
relation
f ðu;x; tÞ ¼
GðuÞ þC2s
ðx=t
1
1
n
@n
@f
@f=@u
u f df for x=t< u ;
GþðuÞ C2s
ð1
x=t
1
n
@n
@f
@f=@u
u f df for x=t> u ;
8>>><
>>>:
(3)
where GðuÞ f ðx!1;uÞ, GþðuÞ f ðx!þ1;uÞ. With
the present assumptions, we have GðuÞ¼ðn0þDnÞf0ðuÞ
and GþðuÞ¼n0f0ðuÞ, where we for simplicity introduced the
unperturbed velocity distribution in the form n0f0ðuÞ with the
normalization
Ð1
1 f0ðuÞdu¼1. This form turns out to be con-
venient when we linearize the equations. The self-similarity
of the solutions can also be understood by identifying a
dynamic length-scale ‘Cst. The self-similar variable is
then recovered by the normalized length x=‘	x=t.
The assumption of Boltzmann distributed isothermal
electrons is standard for low frequency, long wave-length
perturbations and is obtained analytically by ignoring the
electron inertia. In this limit, the electron thermal conductiv-
ity in effect becomes inﬁnite, and a constant Te can be argued
by a constant electron temperature reservoir present at jxj !
1 In the model assumed here, the energy for accelerating
the ions originates from the ambipolar electric ﬁeld build-up
by the electron pressure. The constant electron temperature
reservoir thus serves as a constant energy source. The argu-
ment assumes implicitly that no local potential maxima
develops, where electrons can be trapped13 with a velocity
distribution deviating from the assumed Maxwellian. We
ﬁnd that for our problem the ion Landau damping is smooth-
ing out small scale potential variations (the “Airy function
ripples”) so we have a monotonically varying plasma density
as long as Te=Ti  5, and with this temperature restriction,
the analysis is self-consistent.
In the present paper, we study the space-time evolution
of a step-like initial condition for the plasma density, with
particular attention to the self-similarity of the evolution. We
study (both analytically and numerically) the problem under
conditions that can be realized in a laboratory experiment,
such as a single ended Q-machine.14 The electron tempera-
ture is here determined by the hot end-plate of the device.
.The ﬁrst part of the analysis considers collisionless plas-
mas. If a neutral gas is introduced, we will have ion-neutral and
electron-neutral collisions modifying the dynamics. Since the ba-
sic analysis assumes the electrons to be isothermally Boltzmann
distributed at all times, we do not expect electron collisions to
give signiﬁcant modiﬁcations of the results. Inclusion of ion-
neutral collisions on the other hand introduces a new length
scale, the mean free collision length, ‘c, and we want to analyze
how this new feature modiﬁes the self-similar evolution.
If we take the temperature of the neutral gas at rest to be
very low, we ﬁnd that the ion component can develop two
distinct populations:15 one being the part of the ions
accelerated through the potential drop at the boundary and
having not yet collided, and a part formed by the charge
exchange collisions and appearing as a cold component with
no drift velocity. In this case, we can have an ion velocity
distribution developing that is unstable to kinetic ion-ion
instabilities.16 This result has interest only for very low neu-
tral temperatures and is not elaborated further here.
The paper is organized as follows: in Sec. II, we present
results from an exact solution of the linearized version of Eq.
(3) and compare it with numerical results in Sec. III. In Sec.
IV, we extend the analysis to include collisions, using a model
best suited for charge exchange collisions although we use a
constant collision frequency, independent of velocity, to sim-
plify the analysis. Corresponding numerical results are shown
in Sec. V. Sections III and V present results from numerical
Particle in Cell (PIC) simulations of the problem. The theoret-
ical analysis uses a Maxwellian velocity distribution as a ref-
erence since many integrals can be expressed by the plasma
dispersion function. The numerical simulations address a
physically realizable situation where the velocity distribution
evolves by a simulated plasma production at the boundary.
Section VI contains our discussions and conclusions.
II. LINEARIZED MODEL
In many cases, an initial value problem can be formu-
lated only in a formal way; it is rather difﬁcult to imagine
how to set up an initially prescribed density variation over all
space. There are of course several realizable and nontrivial
examples, which are interesting for experimental tests of the
results. Here, we consider the one dimensional case, where
the initial perturbation consists of a step in the ion velocity
distribution at t¼ 0 giving ðn0f0ðuÞ þ DngðuÞÞ for x < 0 and
n0f0ðuÞ for x > 0, with Dn
 n0 and
Ð1
1 f0ðuÞdu ¼ 1. The
analysis allows in principle for having a perturbation of the
ion velocity distribution function Dn gðuÞ 6¼ Dnf0ðuÞ, but we
do not make use of this additional freedom of choice here.5,17
The space-time variation of the perturbation of the ion
velocity distribution function can be obtained by linearizing
Eq. (3) to give
f1ðu; x; tÞ
Dn
¼
f0ðuÞ  C2s f 00ðuÞ
ðx=t
1
h0ðcÞ
u cdc ; for x=t < u ;
C2s f
0
0ðuÞ
ð1
x=t
h0ðcÞ
u cdc ; for x=t > u ;
8>>><
>>>:
(4)
with C2s  Te=M and n1ðx; tÞ 
Ð1
1 f1ðu; x; tÞdu. The distri-
bution function f1ðu; x; tÞ has an integrable singularity for
x=t ¼ u. There are no singularities for the integrations in Eq.
(4). We introduced h0ðfÞ  dðn1ðfÞ=DnÞ=df for simplicity.
After some algebra5,18 (see also Sec. IVA), we ﬁnd for line-
arly stable plasmas
h0ðcÞ  1p= P
ð1
1
f0ðuÞ
u cduþ ipf0ðcÞ
 
 1 C2s P
ð1
1
f 00ðuÞ
u cdu ipC
2
s f
0
0ðcÞ
 1)
; (5)
072117-2 Rekaa, Pecseli, and Trulsen Phys. Plasmas 20, 072117 (2013)
 This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
84.209.168.33 On: Fri, 29 Nov 2013 12:12:32
52
where =fg denotes the imaginary part of the expression in
the brackets fg, and P Ð denotes the principal value of the in-
tegral. We illustrate h0ðcÞ in Fig. 1 for the reference case of
f0ðuÞ being a Maxwellian. Here, we can introduce the plasma
dispersion function19 and obtain h0ðcÞ analytically. In partic-
ular, for Te ¼ 0 we ﬁnd h0ðcÞ ¼ f0ðcÞ, giving the free stream-
ing results as for a Knudsen gas. In the present quasi-neutral
limit, charge separations are completely shielded by cold
electrons, and the entire plasma dynamics is then controlled
by the ion pressure.
The analytically obtained velocity distribution function
f1ðu; x; tÞ has to be added to the background distribution
f0ðuÞ, so it is not unphysical to have f1ðu; x; tÞ < 0. The sin-
gularity at u ¼ x=t is an artifact resulting from the lineariza-
tion together with the idealized initial condition consisting of
a Heaviside step-function.
The space-time evolution of the perturbation in ion den-
sity is obtained as
n1ðx; tÞ ¼ Dn
ð1
x=t
h0ðcÞdc; (6)
while the corresponding perturbation of the ion ﬂux F1ðx; tÞ
is obtained from the ion continuity equation in the general
self-similar form
f @n
@f
þ @F
@f
¼ 0: (7)
Inserting Eq. (6), we ﬁnd
F1ðx; tÞ ¼ Dn
ð1
x=t
ch0ðcÞdc: (8)
The density as well as the ion ﬂux evolves self-similarly
in the present limit for any velocity distribution f0ðuÞ, just as
the perturbation of the ion velocity distribution function.3,5,8,9
We presented linear analytical results for the density,
ion ﬂux, and average ion velocity. More generally, the line-
arized version of Eq. (2) gives
ðu fÞ @
@f
f1  C2s
@n1
@f
f 00ðuÞ ¼ 0: (9)
Inserting Eq. (6), we can also obtain more complicated
expressions, such asð1
1
u2f1ðu; x; tÞdu ¼ Dn
ð1
1
u2f0ðuÞdu
þ
ðx=t
1
ðC2s  c2Þh0ðcÞdc

; (10)
found by multiplying Eq. (9) with u and integrating. A term
containing
Ð1
1 uf1du is rewritten by use of Eq. (8). An
integration constant is given by
Ð1
1 u
2f1ðu; x; tÞdu!
Dn
Ð1
1 u
2f0ðuÞdu for x=t! 1. Recall that f1ðu; x; tÞ repre-
sents a deviation from f0ðuÞ and can take negative values
also.
The analytical form (6) is shown in Fig. 2(a) for two
temperature ratios Te=Ti ¼ 3 and Te=Ti ¼ 6, for a reference
Maxwellian ion distribution with no drift velocity. In the
density evolution, we can distinguish the forward propagat-
ing signal and the backward moving rarefaction wave. At the
origin, we have at all times n1 ¼ 12Dn for symmetry reasons.
Note that the rarefaction wave prevails also in the limit of
FIG. 1. Illustration of the function h0ðc=uTiÞ as given by Eq. (5), here shown
for the reference case where f0ðuÞ is a Maxwellian with no drift velocity.
The normalizing velocity is deﬁned as uTi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2Ti=M
p
. Results are shown
for two temperature ratios, Te=Ti ¼ 6 (full line) and Te=Ti ¼ 3 (dotted-
dashed line). For reference, we show also the result for Te ¼ 0 with a dashed
line. The area covered by the three curves is the same.
FIG. 2. Illustration in (a): The analytical expression for the evolution of the
self-similar normalized density n1=Dn for two temperature ratios, Te=Ti ¼ 6
(full line) and Te=Ti ¼ 3 (dotted-dashed line). The corresponding normal-
ized average ion velocities U1 are shown in (b). The results are obtained by
integrations involving the h0-function shown in Fig. 1. The ion velocity dis-
tribution is here taken to be a Maxwellian with no average drift velocity. For
reference, we show also the free streaming Knudsen gas results with dashed
lines.
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freely streaming ions, i.e., for Te ¼ 0 for instance with a
Maxwellian f0ðuÞ. As the electron-ion temperature ratio
increases, we note a steepening of the density variation. For
the free streaming solution, we ﬁnd a constant sign for the
curvature for x=t > 0 and x=t < 0, respectively. For the two
temperature ratios shown, we note a change in curvature in
the two ranges mentioned. The separating case is Te=Ti ¼ 1.
For Te=Ti !1, the forward and backward propagating sig-
nals will approach the step-functions found by the corre-
sponding ﬂuid analysis. Due to the assumption of Boltzmann
distributed electrons, the density perturbation is directly pro-
portional to the electrostatic potential in the present small
amplitude, quasi-neutral limit. The electric ﬁeld is given as
E ¼ @/=@x ¼ ðTe=en0Þ@n=@x. According to Eq. (6), we
then have Eðx=tÞ 	 h0ðx=tÞ as shown in Fig. 1.
The space-time varying local average ion velocity is
given as the ratio of the ion ﬂux and the ion density, which
by use of Eqs. (6) and (8) gives
U1ðx; tÞ  F1ðx; tÞ
n1ðx; tÞ ¼
ð1
x=t
ch0ðcÞdcð1
x=t
h0ðcÞdc
; (11)
independent of Dn. For illustration of U1, see Fig. 2(b). For
x=t!1, we ﬁnd that this velocity increases without limit,
although the density of these fast particles becomes small
since n1ðx; tÞ ¼ Dn
Ð1
x=t h0ðcÞdc! 0 here. We ﬁnd it interest-
ing to note that the asymptotic limit of U1ðf!1Þ is the
same for all Te=Ti, even in the absence of collective interac-
tion (i.e., Te ¼ 0). The few particles experiencing the large
initial electric ﬁelds are accelerated to high velocities, i.e.,
velocities exceeding the ion thermal velocity uth. The present
result is thus consistent with other studies,1 where it is
argued that a small number of ions get accelerated to very
high velocities in front of an expanding plasma pulse. The
results in Fig. 2 include also the free streaming result: we
note that the fastest particles (i.e., the largest U1 found at
large n) in the present model are freely streaming, corre-
sponding to a ballistic motion. One limitation of the analysis
is found in the assumption of Boltzmann distributed elec-
trons: for large local ion velocities this assumption brakes
down, but as said, this limitation affects only a small number
of ions. For very large average ion velocities, the present
simpliﬁed self-similar model breaks down, but we ﬁnd the
trend shown in Fig. 2(b) interesting.
The phase space variation of the ion velocity distribution
is illustrated in Figs. 3 and 4 for the two temperature ratios
Te=Ti ¼ 3 and Te=Ti ¼ 6 analyzed before. The analysis
assumes as in Fig. 2 that the unperturbed ion velocity distri-
bution f0ðuÞ is a Maxwellian. If we integrate the distributions
in Figs. 3 and 4 with respect to velocity u, we obtain the den-
sity variations shown in Fig. 2. The ﬁgures illustrate how
particles are accelerated by the collective electric ﬁelds, giv-
ing a surplus for positive velocities and a corresponding deﬁ-
cit for negative velocity regions. The collective electric
ﬁelds are stronger for larger temperature ratios: if we take
Te=Ti ¼ 1, we see very little difference as compared to the
case with Te ¼ 0, indicating that dispersion by free stream-
ing ions dominates the space-time plasma evolution for
Te=Ti  1.
We show results for the illustrative reference case where
f0ðuÞ is a Maxwellian with vanishing average velocity.
Results for a drifting Maxwellian are easily obtained by a
change in the origin of the x/t-axis and the velocity axis in
Figs. 3 and 4.
Concerning normalization of these and following results
we note that with a Maxwellian velocity distribution an ion
thermal velocity enters as a natural unit for velocity normal-
ization. In the present self-similar limit, there are no natural
length or time scales, so we can normalize position and time
with the ion Debye length ki and the ion plasma period
1=xpi, respectively, but we can choose the combination aki
and a=xpi as well, with arbitrary values of a. In the follow-
ing, we choose a ¼ 1 also when normalizing collision fre-
quencies. We thus have normalized relative positions
n  ðx xgÞ=ki and s  ðt t0Þ=xpi in terms of a reference
position xg and a reference time t0, so that the ratio n=s is
normalized by Cs.
III. NUMERICAL SIMULATIONS
The numerical studies are carried out by a PIC simula-
tion using a code described elsewhere.20 We formulate the
FIG. 3. Color coded ion velocity distribution for Te=Ti ¼ 3, obtained for the
reference case with f0ðuÞ being a Maxwellian ion velocity distribution, see
also Figs. 1 and 2. FIG. 4. Color coded ion velocity distribution for Te=Ti ¼ 6. See also Fig. 3.
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problem and its boundary conditions so that it applies for the
operation of a single ended Q-machine,14,21 where electrons
are emitted thermally, while ions are produced by surface
ionization at a hot cathode. Under steady state conditions,
the ion velocity distribution in the main plasma (outside the
end-sheaths) is a truncated Maxwellian.14 In the basic ver-
sion of the Q-machine, the ions are produced by contact ioni-
zation22 of hot alkali metals with suitable work functions.23
The metal plate also supplies electrons by Richardson emis-
sion. We will in the following assume that a conﬁning homo-
geneous axial magnetic ﬁeld is sufﬁciently strong to justify a
description in one spatial dimension.
Assuming standard operating conditions for a Q-
machine in our simulations, we use electron rich conditions,
where the hot plate at x¼ 0 can supply electrons in abun-
dance. The electrons are emitted with a velocity distribution
n0e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m=2pT0
p
expð 1
2
mu2=T0Þ for u > 0, where T0 is the hot
plate temperature in energy units, and similarly for the ions
we have n0i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M=2pT0
p
expð 1
2
Mu2=T0Þ for u  0. Our refer-
ence case corresponds to n0e=n0i ¼ 1=3. For such cases, the
plasma assumes a negative potential in front of the cathode
in order to reﬂect the surplus of electrons, while ions on the
other hand are accelerated by the potential drop to give a net
ion ﬂow through the device. A step-like initial condition is
obtained by absorbing a part of the ions passing through a
grid at a reference position at x ¼ xg. At a time when a
steady state condition is achieved, we have a step-like condi-
tion with an ion density n0 þ Dn for x < xg and n0 for
x > xg, where Dn depends on the absorption rate. At a refer-
ence time t0, the ion absorption is cancelled and the initial
density discontinuity is allowed to evolve freely. This condi-
tion can be realized in a Q-machine by immersing a ﬁne
meshed grid at x ¼ xg. The ion absorption can be controlled
by an externally applied potential.5,18 The physical condi-
tions summarized here are those being simulated by use of
our PIC code.20
In Video 1, with corresponding still-ﬁgure or “snap-
shot” in Fig. 5, we show an illustrative case with 50% ion
absorption at the reference positions xg ¼ 0. We initialize the
analysis by an empty plasma column. First, we see the
ﬁlling-up of the plasma, and when a steady state condition
has been obtained, we stop the ion absorption at t ¼ t0 and
the entire ion-population is allowed to expand into the region
x > 0. The code is general, and does not make use of quasi-
neutral assumptions, so we observe the Debye shielding with
the electron density extending a distance of the order of kDe
into the region x > xg at times t < t0. The electron-rich
sheaths at the two ends of the plasma column are noticeable.
The self-similar nature of the space-time evolution is
shown best by a video. In this case, we use the video as a
diagnostic tool and not merely for illustration. After the ref-
erence time t0 where the ion absorption is stopped, we con-
tinuously rescale the x-axis to show the ﬁgure as a function
ðx xgÞ=ðt t0Þ, see Video 2. See also still-ﬁgure or snap-
shot in Fig. 6. The code allows also the electron time-scale
to be resolved. We note that after a short transient time inter-
val of the order of 1=xpe, the space-time evolution becomes
nearly self-similar: this is evidenced by the velocity distribu-
tion as well as the potential becoming stationary when repre-
sented as functions of ðn=sÞ=Cs ¼ ðx xgÞ=ðt t0Þ. For
small Dn=n0, we ﬁnd that the self-similar variation is nearly
perfect for t > 1=xpe. For the nonlinear case in Video 2 (see
also Fig. 6), we note at late times a “detachment” of the dis-
tribution function from the line u ¼ x=t for velocities
u  uth, the ion thermal velocity, resulting in a “void” in
phase space. For large velocities, where the phase space
FIG. 5. We show here the space-time evolution of ion phase-space, the elec-
tric ﬁeld, and the ion density for a case where Dn=n0 ¼ 0:50. The dashed
line gives u ¼ x=t for reference. The code does not assume quasi-neutrality
and Poisson’s equation is retained for generality. We can consequently
observe the Debye shielding of the charge surrounding the absorbing grid up
to a distance of the order of kDe (enhanced online) [URL: http://dx.doi.org/
10.1063/1.4816953.1].
FIG. 6. We show here a restricted part of the space-time evolution in Video
1 (see Fig. 5), now in terms of the normalized self-similar variable n=s. We
have Dn=n0 ¼ 0:5. Only a part of the axis is shown, since the two electron
rich sheaths at the ends of the plasma column are not accounted for in the
present analysis (enhanced online) [URL: http://dx.doi.org/10.1063/1.4816953.2].
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density is small, we ﬁnd that the self-similarity remains to a
good approximation. This nonlinear effect was anticipated
by analytical studies.9
In Fig. 7, we show “snap-shots” or still-ﬁgures of ion
phase-space, electric ﬁeld, and ion density all obtained at
t t0 ¼ 112x1pi . Note that for the conditions relevant, for
instance, for Q-machines, there is no symmetry in the distribu-
tion of particles faster and slower than the average velocity,
respectively. The symmetry found in, for instance, Fig. 2 for
the forward and backward propagating density variations will
be lost. The self-similarity of the solution is, however, inde-
pendent of any symmetry conditions (see Sec. II) and will
remain. We can give a simple illustration of the loss of symme-
try by considering the freely streaming ions, which is included
in Eq. (4) for Te ¼ 0. Taking f0ðuÞ ¼ ð1=aÞexpð 12Mu2=TiÞ
for u > umin and f0ðuÞ ¼ 0 for u < umin for some minimum
velocity umin (as in our simulations and in most Q-machine
experiments14), we have the normalization constant a ¼ ﬃﬃﬃﬃﬃﬃﬃﬃp=2pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ti=M
p 
1 erf ðumin
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M=2Ti
p Þ	, and nðx; tÞ ¼ Dn ﬃﬃﬃﬃﬃﬃﬃﬃp=2pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ti=M
p 
1 erf ð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃM=2Tip x=tÞ	=a for x=t  umin and nðx; tÞ
¼ Dn for x=t < umin.
A. Nonlinear effects
The analysis in Sec. II applies for small perturbations
only. By the numerical simulations, we can study the devia-
tions from these results as the amplitude Dn of the perturba-
tion is increased. For illustration, we show in Fig. 7 results
from four simulations with different values of Dn. For the
smallest perturbation level Dn ¼ 0:1, we improve the signal-
to-noise ratio by taking the average of four runs with differ-
ent initializations of the random number generators injecting
the particles. The singular line u ¼ x=t remains in the veloc-
ity distribution also for nonlinear perturbations as anticipated
by expression (3) derived from ﬁrst principles with the given
approximations. For moderate temperature ratios, Te=Ti  6,
the results for Dn=n0  0:25 are in good agreement with
what we expect from a linearized analysis, as also found in
related laboratory experiments.5
In Fig. 8, we illustrate the space-time evolution of a con-
dition with a relatively large initial perturbation, here
Dn=n0 ¼ 0:5. The ﬁgure illustrates the most conspicuous
nonlinear effect found in the density evolution, namely ions
reﬂected by the propagating density step. The velocity of
these reﬂected particles is close to twice the step velocity,
FIG. 7. Illustrations of results for the ion velocity distributions, variations of electric ﬁelds, and density for varying perturbation amplitudes, as functions of
n=s  x=t=Cs, here with Dn=n0 ¼ 0:10; 0:25 (top left and right) 0:5, and 0.75 (bottom left and right). A dashed line in the phase-space representation gives
u ¼ x=t, with the origin being at the reference grid position. The ﬁgures are all obtained at a time 112x1pi .
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i.e., approximately 2Cs. In order to improve the signal-to-
noise ratio in Fig. 8, we averaged 30 runs with identical macro-
scopic conditions but different initializations of the random
number generators. Otherwise, the reﬂected particles would be
masked by the ﬂuctuation due to discrete particle effects.
IV. THE EFFECTS OF NEUTRAL COLLISIONS
To account for collisional interactions, the ion Vlasov
equation is often modiﬁed by a simple collision term as
f ðu; x; tÞ  n0f0ðuÞ	, or its generalizations. In the present
study, we distinguish elastic ion collisions with neutrals, and
charge exchange collisions. Both cases are studied numeri-
cally. For the latter processes, we can obtain a closed analyti-
cal solution by introducing a physically realistic collision
model in the ion Vlasov equation.
Analytical results using a general energy conserving
Bhatnagar–Gross–Krook (BGK)-model in a kinetic descrip-
tion can be found in the literature,24,25 but these results refer
to discontinuities initiated by a moving piston. Here, we out-
line analytical results directly applicable for the present ini-
tial value problem. For some special cases, the results
become remarkably simple.
A. Analytical models for charge-exchange collisions
Consider a model for charge exchange collisions based
on a simple collisional term of the form ðf1  n1f0ðuÞÞ,
where again n1 
Ð
f1du and
Ð
f0ðuÞdu ¼ 1. In linearized
form, the collision term becomes ðf1  f0ðuÞn1Þ to be
added to the right hand side of the linearized ion Vlasov equa-
tion. It turns out to be relatively easy to retain a velocity de-
pendence of the collision frequency  ¼ ðuÞ within the
following analysis. The integral transforms found in the fol-
lowing can, however, no longer be expressed in terms of
known functions, and the practical value of the results will be
limited. We, therefore, here take  to be constant, and make
the transformation f  f1expðtÞ, giving n  n1expðtÞ, to
ﬁnd
@
@t
f þ u @
@x
f  Te
M
@n
@x
@
@u
f0ðuÞ  f0ðuÞn ¼ 0: (12)
A constant value for  implies that the collisional cross sec-
tions vary as r 	 1=u with varying velocity, and serves only
as a solvable convenient model for charge exchange colli-
sions. More generally, we have, however, that polarization
forces (“Maxwellian molecules”) give constant  for a wide
range of velocities26 so the model as such is not unphysical.
After a temporal Laplace transform (with complex s)
and spatial Fourier transform (with real k) of Eq. (12), we
have
ðsþ ikuÞfðk; u; sÞ  nðk; sÞ ik Te
M
f 00ðuÞ þ f0ðuÞ
 
¼ fðk; u; t ¼ 0Þ ¼ iDn
k
gðuÞ; (13)
or
fðk; u; sÞ ¼ iDn
k
gðuÞ
sþ ikuþ nðk; sÞ
ikC2s f
0
0ðuÞ þ f0ðuÞ
sþ iku ; (14)
giving
nðk; sÞ ¼
i
Dn
k
ð
gðuÞ
sþ ikudu
1
ð
ikC2s f
0
0ðuÞ þ f0ðuÞ
sþ iku du
; (15)
where g(u) is the velocity distribution in the perturbation for
x < 0. Integration limits are omitted for simplicity: they areÐ1
1 du in all cases shown. The ensuing method of solution
can be used for this general case, but a remarkable simpliﬁca-
tion results by taking gðuÞ ¼ f0ðuÞ. In this case, the analysis
contains only one nontrivial complex function, which can then
be related to the plasma dispersion function for a Maxwellian
choice of f0ðuÞ. The solution of the problem is then obtained
by methods outlined in the literature.27 We have
nðk; sÞ ¼ Dn
k2
hðis=kÞ
1þ ið=kÞhðis=kÞ 
Dn
k2
Nðk; sÞ; (16)
where we introduced the complex function
hðis=kÞ 
ð
f0ðuÞ
u is=kdu
1 C2s
ð
f 00ðuÞ
u is=kdu
:
For the ensuing inverse transforms, we note that for k < 0
the singularity at is=k ¼ u is below the u-axis for the velocity
integration, while it is above for k > 0. To distinguish the
two cases, we introduce the notation n
ð1Þ
 ðk; sÞ for k < 0 and
n
ð2Þ
 ðk; sÞ for k > 0.
We have
nðx;sÞ¼ 1
2p
ð0
1
Dn
k2
Nð1Þ ðk;sÞeikxdkþ
1
2p
ð1
0
Dn
k2
Nð2Þ ðk;sÞeikxdk
and
FIG. 8. Space-time evolution of the ion density in the numerical simulations
of a collisionless plasma. The ﬁgure shows the initial ﬁlling-in of the system,
with a step discontinuity with Dn=n0 ¼ 0:5, which is released at t¼ 0. Note
the small amplitude precursor that propagates with approximately twice the
speed of sound. The ﬁgure is obtained by average of 30 realizations with dif-
ferent initializations of the random number generators.
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nðx; tÞ ¼ 1
i2p
ðs0þi1
s0i1
nðx; sÞestds;
where s0 > 0. The inverse Fourier transform is separated
into two parts, 1 < k  0 and 0  k <1 as shown. We
introduce the variable c  is=k with c real, giving
dc ¼ is dk=k2. With this choice, we have h to be a func-
tion of a real variable, i.e., h ¼ hðcÞ, and we also have
Nðk; sÞ ! Nðc; sÞ ¼ hðcÞ=ð1þ ð=sÞchðcÞÞ. Deforming
the integration contour as shown in Fig. 9, we ﬁnd
nðx; sÞ ¼ Dn
2p
ð1
0
N
ð1Þ
 ðc; sÞ  Nð2Þ ðc; sÞ
is
esx=cdc: (17)
The integrals along the circular contours in Fig. 9 vanish
when R!1. The integrations along the two closed con-
tours shown (containing I and III, and II and IV, respec-
tively) are vanishing. We note that we have a zero for the
denominator of nðc; sÞ for s ¼ chðcÞ, recalling that, in
general, hðcÞ is a complex function of real c.
For linearly stable plasmas, the inverse Laplace trans-
form of
hðcÞ
1þ ð=sÞchðcÞ
esx=c
is
is determined to give the ﬁnal result in the form
nðx; tÞ ¼ Dn
2p
i
ð1
x=t
½hð2Þ ðcÞexp

tðc x=tÞhð2Þ ðcÞ
	
hð1Þ ðcÞexp

tðc x=tÞhð1Þ ðcÞ
	 dc
¼ Dn
p
ð1
x=t
½=fhð2Þ ðcÞgcosð=fhð2Þ ðcÞgtðc x=tÞÞ
<fhð2Þ ðcÞgsinð=fhð2Þ ðcÞgtðc x=tÞÞ
 exp<fhð2Þ ðcÞgtðc x=tÞ	 dc;
(18)
where the two functions h
ð2Þ
 ðcÞ and hð1Þ ðcÞ are complex con-
jugates and =fhð2Þ ðcÞg=p  h0ðcÞ. By <fg, we understand
the real part of the function in the brackets. Expression (18)
is strongly simpliﬁed in the limit  ! 0, and we recover here
the special case (6) where we use deﬁnition (5). The self-
similar x/t-dependence is lost when  6¼ 0, see Fig. 10. For
short times, t
 1= we have solutions close to the previous
FIG. 9. Integration contours in the complex k-plane.
FIG. 10. The space-time evolution of the normalized plasma density n=Dn
for a step-like initial perturbation with Te=Ti ¼ 3, including collisional
effects with =xpi ¼ 2 is shown in (b). For reference, we show the collision-
less case with  ¼ 0 in (a) and the corresponding solution for the diffusion
equation in (c), where the normalized diffusion coefﬁcient is here
D  ðCs=utiÞ2=ð=xpiÞ. For large times, we ﬁnd that the density variations
shown in (b) and (c) are almost identical, while for short times the density
variations in (a) and (b) are almost identical.
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self-similar result, but for later times deviations develop, and
the solution approaches the form characterizing diffusion
equations.
The result (18) may at ﬁrst sight appear complicated. In
reality, it contains only elementary functions in addition to
h0ðcÞ which, in turn, can here be expressed by the Z-func-
tion19 for Maxwellian velocity distributions or sums of such.
The integral in Eq. (18) is readily carried out numerically,
the only complication being the oscillatory integrand.
For the velocity distribution function we ﬁnd by Eq.
(12), where now nðx; tÞ is known
fðx; u; tÞ=Dn ¼ gðuÞHðu x=tÞ
þC2s
@f0ðuÞ
@u
ðt
0
@nðx uðt t0Þ; t0Þ
@x
dt0
þ f0ðuÞ
ðt
0
nðx uðt t0Þ; t0Þ dt0;
(19)
where the ﬁrst term (containing Heaviside’s step function H)
corresponds to the free streaming contribution from the ini-
tial perturbation, here taken as gðuÞ ¼ f0ðuÞ. The ﬁnal results
are obtained as n1 ¼ net and f1 ¼ fet. Since the self-
similarity of the solution is lost for large times when  6¼ 0,
we no longer have any singularity at x=t ¼ u: it is smoothed
over by the collisions. The time-integrations in Eq. (19) are
not easily carried out analytically due to the
Ð1
x=t dc-integral
entering the expression for the density. For large times, the
most signiﬁcant contribution to fðx; u; tÞ comes from the last
term in Eq. (19).
Results based on Eq. (19) are shown as ion phase-space
diagrams in Fig. 11 for 2 different times for a normalized
spatial variable. For t < 1=, the results are almost indistin-
guishable from that shown in Fig. 3 in agreement also with
experimental results5 where the space-time evolution of ion
velocity distributions was measured. For late times, on the
other hand, we ﬁnd a collision-dominated evolution of the
velocity distribution function. The case with high collision
frequency is illustrated in Fig. 12, to be compared to Fig. 11.
The two ﬁgures are obtained at the same time in units of
x1pi , but the collision frequency is doubled in Fig. 12.
Result (19) together with (18) offers a theoretical result
which, albeit somewhat complicated, allows for illustrating a
continuous transition from a collisionless to a collision-
dominated space-time evolution of the ion velocity distribu-
tion for the given step-like initial condition.
B. Strongly collisional regime
Using n1 ¼ net and f1 ¼ fet and integrating Eq.
(12) with respect to u, we obtain the continuity equation for
n1. Multiplying the expressions with u and integrating as
before, we have the momentum equation. Assuming Te  Ti
and large , this expression contains Fick’s ﬁrst law in the
form nU  ðC2s=Þ@n=@x, where U is the average ion ve-
locity for the perturbation. Using this expression in the conti-
nuity equation, we obtain a diffusion equation for the plasma
density with diffusion coefﬁcient D  C2s=. When the
collisional mean free path is the shortest length scale in the
system (i.e., shorter than the length-scale for the density gra-
dient), we can approximate the dynamics by a simple diffu-
sion equation having the relevant solution in the form
n1ðx; tÞ ¼ Dn
2
1 erf xﬃﬃﬃﬃﬃﬃﬃ
4Dt
p
  
; (20)
FIG. 11. Analytical results for the ion velocity distribution in normalized
phase-space, as obtained from Eq. (19) with  6¼ 0 and Te=Ti ¼ 3. We show
the phase-space for two times, t ¼ 0:5= and 0:85=. The dotted line shows
u ¼ x=t, for reference. Note that the evolution is no longer self-similar. The
ﬁgures are to be compared to the collisionless case shown in Fig. 3 obtained
with the same temperature ratio.
FIG. 12. Analytical results for the ion velocity distribution in normalized
phase-space with doubled collision frequency as compared to Fig. 11. Other
parameters are the same as in Fig. 11.
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in terms of the error function, erfðxÞ  ð2= ﬃﬃﬃpp ÞÐ x
0
ey
2
dy. In
this limit, we have a dynamic length scale
ﬃﬃﬃﬃﬃﬃ
Dt
p
characteris-
ing the time evolution of the initial condition, and the self-
similar variable x/t from the analysis in Sec. II is lost. In the
diffusion limit, the ion velocity distribution remains close to
f0ðuÞ, which for realistic conditions is a Maxwellian with
constant temperature Ti. Result (20) is shown for reference
in Fig. 10(c).
We note that Eq. (19) with f1 ¼ fet offers a general
relation between the plasma density and the ion velocity dis-
tribution function as described by the ion Vlasov equation
with collisional effects included. We analyzed also the ion
velocity distribution for late times obtained by using the ana-
lytical form (20) in Eq. (19). The result obtained for
f1ðx; u; tÞ by this procedure is almost identical to the late
time expression obtained analytically with collisional effects
retained in Eq. (12). We conﬁrmed also here that for large
times the most signiﬁcant contribution to f1ðx; u; tÞ comes
from the last term in Eq. (19).
V. NUMERICAL RESULTS FOR PLASMASWITH
CHARGE EXCHANGE COLLISIONS
We analyze the effects of ion neutral collisions numeri-
cally, and consider two cases: elastic and charge exchange
collisions between the plasma ions and a neutral background.
Also other types of collisions can be important, but we
expect these two to be representative for collisional interac-
tions in general.
Charge exchange collisions often have the largest cross
section, this type of interaction being resonant,28 and will be
particularly important for many realistic cases.
In Fig. 13, we show the space-time evolution of the
plasma density for two cases, where ‘c ¼ 1000 and 500 kDe,
respectively. The absorbing grid is placed at x¼ 0. The ﬁll-
ing in of the plasma column (including the effect of the
charge exchange collisions) begins at t ¼ 2 as in Fig. 8,
and the step-like density perturbation is released at t¼ 0. We
ﬁnd that the signal has an enhanced noise level due to the
collisions, although 30 realizations are averaged as in Fig. 8.
Note that the step-like front found in Fig. 8 is no longer pres-
ent, as expected from the analytical results. Rather we ﬁnd
(for both mean free paths shown) a monotonically decreasing
plasma density as in Fig. 10(c). Due to the charge exchange
collisions, the average ion ﬂow velocity is reduced along the
axis. Flux conservation of the ion ﬂow from the origin (the
hot plate in a Q-machine) along the x-axis will give rise to
an enhancement of the plasma density as compared to the
case without collisions.
In Fig. 14, we show numerical results (to be compared
with the phase-space results for the collisionless simulations
in Fig. 7 and density variations in Fig. 8) with charge
exchange effects included. We show results for two colli-
sional mean free paths, in both cases with Dn=n0 ¼ 1=2. The
most conspicuous effect of the collisions is that the step-like
front seen in, for instance, Fig. 10 disappears, and is replaced
by a variation closer to the one given by Eq. (20). The neu-
tral component is taken to be at rest, and we see the forma-
tion of a slow ion component composed by particles that has
undergone a charge exchange collision. This is seen best for
the smallest mean free path, ‘c ¼ 500 kDe. The average ve-
locity of these particles is positive, since they are also accel-
erated by the collective electric ﬁelds. In Video 3 (see also
corresponding “snap-shot” in Fig. 15), we show the space-
time evolutions for density, electric ﬁeld, and ion phase-
space. Note how the self-similarity disappears as time
increases.
One basic conclusion from the collisional simulations is
that a laboratory experiment for realizing a step-like initial
condition is best performed for a collisionless case: we ﬁnd
that the charge exchange collisions induce an inhomogene-
ous plasma density along the axis of the device and the ideal
unperturbed state is not obtained. We ﬁnd, however, a quali-
tative agreement with the analytical results.
Our code also allows for inclusion of elastic ion colli-
sions. Also, these processes have been studied numerically,
and some differences can be noted, but need not be presented
here, since our analytical model applies best for the charge
exchange collisions.
FIG. 13. Space-time variation of the plasma density with charge exchange
collisions included, with mean free path ‘c ¼ 1000 (top) and 500 kDe (bot-
tom). Both cases have Dn=n0 ¼ 0:5. As compared to Fig. 8, the signal has
an enhanced noise level due to the collisions, although 30 realizations are
averaged also here as in Fig. 8. The absorbing grid is placed at x¼ 0. The
ﬁlling in of the plasma column (including the effect of the charge exchange
collisions) begins at t ¼ 2 as in Fig. 8, while the step-function is released
at t¼ 0.
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VI. DISCUSSIONS
The results in the present work are formally obtained
without assumptions on the ratio Ti=Te. In principle, they
apply to Q-machine conditions as well as those met in, for
instance, Double Plasma (DP) devices. With the assumption
of quasi-neutrality, we do not have the Debye length in the
basic equations and we do not recover the dispersive ripples
associated with the time evolution of an initial discontinu-
ity.29 For Q-machine experiments, we have typically an
effective temperature ratio in the range 1 < Te=Ti  3, so
the dispersive ripples are heavily ion Landau damped in
those cases. The restriction by the assumed quasi-neutrality
is of minor importance in these cases and we ﬁnd that the
results in the present paper are in excellent agreement with
the experimental results obtained in a Q-machine5 also con-
cerning experimentally obtained ion velocity distributions.
For larger temperature ratios, it might be an advantage to
retain Poisson’s equation. Also, this analysis has been carried
out in one spatial dimension.27,30 In this case, the self-
similarity of the solution is lost: self-similarity is a property
of problems without any characteristic length and time
scales. In the quasi-neutral limit of kinetic ion-acoustic
waves, we have neither the ion plasma frequency nor the
Debye lengths as characteristic quantities; all we have is a
characteristic velocity, Cs.
Our numerical results conﬁrmed the analytically
obtained self-similar space-time evolution. The theoretical
results were illustrated for the special reference case where
the unperturbed ion velocity distribution is a full
Maxwellian. This case is facilitated by allowing the plasma
dispersion function19 to be introduced. The actual unper-
turbed ion velocity distribution is a truncated Maxwellian.
The symmetry of the forward propagating density pulse and
the backward propagating rarefaction wave found in the ref-
erence case is lost in our simulations, but the forward propa-
gating density enhancement, and the potential and electric
ﬁeld derived from it, follow the analytical results well.
The time evolution of an initially step-like perturbation in
plasmas with large electron-to-ion temperature ratios was
investigated by a very elegant method in a DP-device.31 In this
case, the initial perturbation was introduced by a collimated
“ﬂash” of light from a vacuum spark between Molybdenum
electrodes. The intense light ionizes a fraction of the neutral
background gas in the device, and thus produces a “slab” of
additional plasma to the pre-existing uniform background
plasma produced by the standard DP-operation. Because of the
large temperature ratio, the dispersive ripples were clearly
observable in this experiment. By a quasi-neutral approxima-
tion, such ripples are in effect smoothed out in the analytical
results presented in our analysis.
We extended our analysis by introducing ion collisions.
Analytical results were obtained by a linearized model with
charge exchange collisions. We can follow the transition
from the short time collisionless limit to the long time
FIG. 14. Numerical simulations with charge exchange collisions, with
mean-free collision paths ‘c ¼ 1000 and 500 kDe.
FIG. 15. Numerical simulations where charge exchange collisions are
included. We show the space-time evolution of the ion density (bottom
frame) electric ﬁeld (middle frame) and the phase-space for the ion velocity
distribution (top frame) for a case where Dn=n0 ¼ 0:50, with mean-free col-
lision paths ‘c ¼ 1000 (enhanced online) [URL: http://dx.doi.org/10.1063/
1.4816953.3].
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collisional case, with some basic results shown in Fig. 10. We
ﬁnd it interesting that with a Maxwellian plasma the collisional
term contributes with an expression given via the plasma dis-
persion function, even in the case where collective interactions
are turned off by setting Te ¼ 0. Formally, it is a simple matter
to retain a velocity dependence of the collision frequency by
having a  ¼ ðuÞ factor entering the integrands, but then the
Hilbert transforms can no longer be easily expressed in terms
of the plasma dispersion function, and the practical value of
the results is limited. The analytical result (18) contains the
collisionless self-similar linearized kinetic result by setting
 ¼ 0, while it for large times, t 1, contains the results for
a diffusion equation that also has an exact solution (20). These
three results are summarized in Fig. 10.
The linearized analysis was carried out for a step-like
initial condition. By differentiating this result with respect to
the spatial variable x, we can obtain the results for the space-
time evolution of an initial dðxÞ-perturbation. From this
result, arbitrary spatially distributed initial perturbations can
be constructed. In this sense, our linear analytical results
have general applicability for collisionless as well as colli-
sional plasmas for cases where charge exchange is dominant.
When comparing our results to numerical or laboratory
experimental observations, we note that the presentation
based on ﬁgures such as Figs. 2–4 or Fig. 10 is easy when
shown as a function of position for ﬁxed times. For most lab-
oratory studies, it is easier to visualize a temporal variation
for ﬁxed position,5 and in such cases the ﬁgures can be re-
drawn with advantage.
The present analytical results are exact for a linearized
model equation, derived from the Vlasov equation including
a collision term. The results are thus not obtained by use of
some ﬁrst or least damped pole approximation for the entire
plasma dispersion relation. Since we used a linearized analy-
sis, the results are not directly applicable, for instance, for
plasma expanding into vacuum,1 but we believe the results
to have value as qualitative indications also for this case.
This latter problem has received attention for experimental
conditions with imposed initial conditions6 but it can also be
relevant for plasma ﬂowing into the wake forming behind
macroscopic solid objects immersed in plasmas at large rela-
tive ﬂow velocities.11,12,32,33
ACKNOWLEDGMENTS
This work was supported in part by a grant from the
Norwegian National Science Foundation. We thank Dr.
Wojciech Miloch for his interest and for many valuable dis-
cussions on numerical problems.
1J. E. Crow, P. L. Auer, and J. E. Allen, “Expansion of a plasma into a vac-
uum,” J. Plasma Phys. 14, 65–76 (1975).
2Yu. V. Medvedev, “Ion front in an expanding collisionless plasma,”
Plasma Phys. Controlled Fusion 53, 125007 (2011).
3Y. Huang, Y. Bi, X. Duan, X. Lan, N. Wang, X. Tang, and Y. He, “Self-
similar neutral-plasma isothermal expansion into a vacuum,” Appl. Phys.
Lett. 92, 031501 (2008).
4R. W. Gould, “Excitation of ion–acoustic waves,” Phys. Rev. 136,
A991–A997 (1964).
5P. Michelsen and H. L. Pecseli, “Propagation of density perturbations
in a collisionless Q-machine plasma,” Phys. Fluids 16, 221–225
(1973).
6V. Vanek and T. C. Marshall, “Ion-acoustic collisionless shocks in a Q-
machine,” Plasma Phys. 14, 925–934 (1972).
7H. K. Andersen, N. D’Angelo, P. Michelsen, and P. Nielsen,
“Investigation of Landau-damping effects on shock formation,” Phys.
Rev. Lett. 19, 149–151 (1967).
8A. L. Gurevich, L. I. Pari K%skaya, and L. P. Pitaevski K%, “Self similar motion
of rareﬁed plasma,” J. Exp. Theor. Fiz. (U.S.S.R.) 49, 647–654 (1965) [see
also Sov. Phys. JETP 22, 449–454 (1966)].
9A. L. Gurevich, L. I. Pari K%skaya, and L. P. Pitaevski K%, “Self similar motion
of a low-density plasma. II,” Zh. Eksp. Teor. Fiz. 54, 891–904 (1968) [see
also Sov. Phys. JETP 27, 476–482 (1968)].
10J. Denavit, “Collisionless plasma expansion into a vacuum,” Phys. Fluids
22, 1384 (1979).
11T. Nakagawa, “Ion entry into the wake behind a nonmagnetized obstacle
in the solar wind: Two-dimensional particle-in-cell simulations,”
J. Geophys. Res., [Space Phys.] 118, 1849–1860, doi: 10.1002/jgra.50129
(2013).
12N. Singh and R. W. Schunk, “Numerical calculations relevant to the initial
expansion of the polar wind,” J. Geophys. Res. 87, 9154–9170,
doi:10.1029/JA087iA11p09154 (1982).
13D. Gresillon and P. L. Galison, “Instantaneous electron energy distribution
function in ion waves,” Phys. Fluids 16, 2180–2183 (1973).
14R. W. Motley, Q Machines (Academic Press, New York, 1975).
15S. Børve, H. L. Pecseli, J. Trulsen, and S. Longo, “Kinetic instabilities
associated with injection of a plasma beam into a neutral background,”
Phys. Scr. T122, 125–128 (2006).
16B. D. Fried and A. Y. Wong, “Stability limits for longitudinal waves in ion
beam-plasma interaction,” Phys. Fluids 9, 1084–1089 (1966).
17H. L. Pecseli, Waves and Oscillations in Plasmas (Taylor & Francis,
London, 2012).
18S. A. Andersen, G. B. Christoffersen, V. O. Jensen, P. Michelsen, and P.
Nielsen, “Measurements of wave-particle interaction in a single ended Q-
machine,” Phys. Fluids 14, 990–998 (1971).
19B. D. Fried and S. D. Conte, The Plasma Dispersion Function (Academic
Press, New York, 1961).
20V. L. Rekaa, H. L. Pecseli, and J. K. Trulsen, “Numerical studies of
a plasma diode with external forcing,” Phys. Plasmas 19, 082115
(2012).
21T. Klinger, F. Greiner, A. Rohde, and A. Piel, “Nonlinear dynamical
behavior of thermionic low-pressure discharges. 2. Experimental,” Phys.
Plasmas 2, 1822–1836 (1995).
22I. Langmuir and K. H. Kingdon, “Thermionic effects caused by vapors of
alkali metals,” Proc. R. Phys. Soc., Ser. A 107, 61–79 (1925).
23H. B. Michaelson, “The work function of the elements and its periodicity,”
J. Appl. Phys. 48, 4729–4733 (1977).
24R. J. Mason, “Weak shock generation according to the energy-conserving
Bhatnagar-Gross-Krook kinetic equation,” Phys. Fluids 13, 1467–1472
(1970).
25R. J. Mason, “Electric ﬁeld penetration into a plasma with a fractionally
accommodating boundary,” J. Math. Phys. 9, 868–874 (1968).
26B. A. Trubnikov, “Particle interactions in fully ionized plasmas,” in
Reviews of Plasma Physics, edited by M. A. Leontovich (Consultants
Bureau, New York, 1965), Vol. 1, pp. 105–204.
27R. J. Mason, “Structure of evolving ion-acoustic fronts in collisionless
plasmas,” Phys. Fluids 13, 1042–1048 (1970).
28S. A. Andersen, V. O. Jensen, and P. Michelsen, “Charge-exchange cross-
sections measured at low energies in Q machines,” Rev. Sci. Instrum. 43,
945–947 (1972).
29G. B. Whitham, Linear and Nonlinear Waves (John Wiley & Sons, New
York, 1974).
30R. J. Mason, “Computer simulation of ion-acoustic shocks. The diaphragm
problem,” Phys. Fluids 14, 1943–1958 (1971).
31D. B. Cohn and K. R. MacKenzie, “Electrostatic ion-acoustic shocks pro-
duced by density steps,” Phys. Rev. Lett. 28, 656–658 (1972).
32W. J. Miloch, H. L. Pecseli, and J. Trulsen, “Numerical studies of ion fo-
cusing behind macroscopic obstacles in a supersonic plasma ﬂow,” Phys.
Rev. E 77, 056408 (2008).
33S. Kimura and T. Nakagawa, “Electromagnetic full particle simulation of
the electric ﬁeld structure around the moon and the lunar wake,” Earth,
Planets Space 60, 591–599 (2008).
072117-12 Rekaa, Pecseli, and Trulsen Phys. Plasmas 20, 072117 (2013)
 This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
84.209.168.33 On: Fri, 29 Nov 2013 12:12:32
62
III
Paper III
Ion pre-acceleration in fully self-consistent PIC simulations of
supercritical perpendicular reforming shocks in multiple ion species plasmas
V. L. Rekaa, S. C. Chapman and R. O. Dendy
Astrophysical Journal, (submitted, 2014)
64
Ion pre-acceleration in fully self-consistent PIC simulations of
supercritical perpendicular reforming shocks in multiple ion
species plasmas
V. L. Rekaa1
1Department of Physics, University of Oslo, Box 1048 Blindern, N-0316 Oslo, Norway
v.l.rekaa@fys.uio.no
and
S. C. Chapman2,3,4
2CFSA, Department of Physics, University of Warwick, Coventry CV4 7AL, U.K.
3MPI-PKS, No¨thnitzer Str. 38, D-01187 Dresden, Germany
4Dept. of Math. and Stat., Univ. of Tromsø, Box 6050 Langnes, N-9037 Tromsø, Norway
and
R. O. Dendy5,2
5CCFE, Culham Science Centre, Oxfordshire OX14 3DB, U.K.
ABSTRACT
Supernova remnant and Heliopause termination shock plasmas may contain signiﬁcant pop-
ulations of minority heavy ions, with relative number densities nα/ni up to 50%. Preliminary
kinetic simulations of collisionless shocks in these environments (Chapman et al. 2005) showed
that the reformation cycle and acceleration mechanisms at quasi-perpendicular shocks can depend
on the value of nα/ni. Shock reformation unfolds on ion spatio-temporal scales, requiring fully
kinetic simulations of particle dynamics, together with the self-consistent electric and magnetic
ﬁelds. This paper presents the ﬁrst set of particle-in-cell simulations for two ion species, protons
(np) and α-particles (nα), with diﬀering mass and charge-to-mass ratios, that spans the entire
range of nα/ni from 0% to 100%. The interplay between the diﬀering gyro length and time scales
of the ion species is crucial to the time evolving phenomenology of the shocks, the downstream
turbulence and the particle acceleration at diﬀerent nα/ni. We show how the overall energisation
changes with nα/ni, and relate this to the processes individual ions undergo in the shock region
and in the downstream turbulence, and to the power spectra of magnetic ﬁeld ﬂuctuations. The
cross over between shocks dominated by the respective ion species happens when nα/ni = 25%,
and minority ion energisation is strongest in this regime. Energisation of the majority ion species
scales with injection energy. The power spectrum of the downstream turbulence includes peaks
at sequential ion cyclotron harmonics, suggestive of ion ring-beam collective instability.
Subject headings: collisionless shocks, cosmic rays, supernovae remnants, heliospheric termination shock
1
1. Introduction
Identiﬁcation of the mechanisms by which par-
ticles are accelerated to cosmic ray energies in su-
pernova remnants (SNR) and at the Heliopause
termination shock (HTS) is an outstanding prob-
lem in astrophysics. While diﬀusive shock acceler-
ation (Fermi 1949; Bell 1978; Blandford & Ostriker
1978) oﬀers a potentially eﬃcient process for ac-
celeration of particles that are already mildly rel-
ativistic, the ”injection” problem remains: what
physical processes pre-accelerate ambient back-
ground ions and electrons from low energies to
mildly relativistic energies, at which stage diﬀusive
shock acceleration can take over? Resolving this
question requires careful analysis of plasma astro-
physical kinetic processes (Kirk & Dendy 2001)
in astrophysical shock environments through the-
ory and direct numerical simulation. These ef-
forts (e.g. Dieckmann et al. (2006); McClements
et al. (2001)) complement indirect and direct ob-
servations of particles in SNRs and at the HTS
(Koyama et al. 1995; Enomoto et al. 2002), which
show energy spectra suggesting that perpendicular
shocks are sites at which pre-acceleration mecha-
nisms operate.
Recent Particle-in-Cell (PIC) simulations of
SNR and HTS shocks (Lembege & Savoini 1992;
Schmitz et al. 2002a,b; Scholer et al. 2003; Shi-
mada & Hoshino 2000; Lee et al. 2004, 2005a,b)
show that the inclusion of full electron kinet-
ics yields non-stationary solutions: self-reforming
shocks, where the reformation occurs on the gyro
scales of the incoming ions. The process is con-
trolled by accumulation of reﬂected ions, where
the shock ramp width is on the electron length
scale. Reforming solutions of perpendicular shocks
were obtained in hybrid simulations by Hellinger
et al. (2002), given a suitable tuning of the elec-
tron viscosity component.
Detailed studies of particle trajectories have
been performed for a range of shock geometries
and parameters to investigate the mechanisms
that pre-accelerate background ions to mildly rel-
ativistic energies. These studies either directly
process the trajectories of ions self-consistently
evolved in kinetic simulations (e.g. Lee et al.
(2005a)), or use these simulations to provide the
spatio-temporal ﬁelds in which the trajectories of
test-particles are traced (e.g. Zank et al. (1996);
Burrows et al. (2010); Yang et al. (2011b)). A
major focus has been on Shock Drift Accelera-
tion (SDA) and Shock Surﬁng Acceleration (SSA)
mechanisms which respectively involve: accelera-
tion as ions drift along the shock front, and (pos-
sibly multiple) reﬂection at the ramp and gyration
in the foot region. In reforming shocks, the timing
has been found to be crucial in determining the en-
ergisation of each ion, given that the structure of
the ramp varies with the reformation process (Lee
et al. 2005a).
SNR plasmas contain signiﬁcant populations of
minority heavy ions (Henry 1986; Ellison et al.
1997, 2001), with relative number densities up
to 50% and multiple ion species with ion masses
of order ten proton masses. Here, we perform
the ﬁrst fully kinetic self-consistent simulations
which systematically investigate the physical con-
sequences of multispecies ions on the physics of ion
pre-acceleration at reforming supercritical shocks.
For simpliciy we restrict this ﬁrst study to two ion
species with moderate mass ratio, that is, protons
and α-particles. With this choice of this moderate
mass ratio it is computationally feasable to span
the full range of alpha particle/proton concentra-
tion ratios from 0 to 100%. This will identify any
thresholds in mass concentration ratio at which
ion pre-acceleration mechanisms change. Quasi-
perpendicular shocks with multiple-ion species
plasmas have only been treated self-consistently
up to nα/ni = 25% (Chapman et al. 2005). Non-
self-consistent studies (Yang et al. 2011a) have
allowed parametric studies of ion injection pro-
cesses. Both these studies show that the reform-
ing shock can accelerate the minority ion popu-
lation. The preliminary self-consistent simulation
(Chapman et al. 2005) showed that even moderate
concentrations of heavy ions can modify the shock
reformation spatio-temporal scales.
We perform the ﬁrst systematic study of per-
pendicular magnetosonic shocks in plasmas, span-
ning the full range of relative α-particle densi-
ties nα/ni from 0% to 100%, where all particle
species and ﬁelds are modelled self-consistently.
The structure of the article is as follows: In sec-
tion 2, we describe the numerical methods used in
this study, and discuss shock geometry and plasma
conditions. In section 3, we introduce our results,
in which we: 1) demonstrate how the phase space
dynamics of the ions change as we increase α-
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particle density nα/ni; 2) investigate overall ion
energisation with energy spectra for several nα/ni;
3) interpret these with phase space trajectories of
individual ions; and ﬁnally 4) relate ion energi-
sation to power spectral densities of downstream
magnetic ﬁelds. In section 4, we summarize our
results and present our conclusions. In these sim-
ulations, we can identify candidate acceleration
mechanisms that occur upon shock injection as
well as stochastic diﬀusion downstream, and we
investigate how these depend on the relative ion
density nα/ni. We do not attempt, nor is it feasi-
ble within our framework, to evolve the diﬀusion
process to obtain ﬁnal (saturated) energy spectra.
2. Simulation details
We use a 1D3V (where scalar and all three
components of vector quantities are functions of
one spatial coordinate and time) relativistic elec-
tromagnetic Particle-in-Cell (PIC) code EPOCH.
This follows the structure outlined by Lapenta
(2012) and has been used to study plasma kinetics
across a broad range of applications. including the
energisation of minority α-particle populations in
magnetically conﬁned fusion plasmas (Cook et al.
2010, 2011a,b, 2013). Here we simulate super-
critical, collisionless, perpendicular magnetosonic
shocks.
Our simulation setup resembles that of Chap-
man et al. (2005). Particles are injected through
the upstream boundary, where we assume shifted
Maxwellian distribution functions satisfying zero
charge density and zero current in the upstream
region. The upstream magnetic ﬁeld is set to
B = B1zˆ, and the electric ﬁeld E = E1yˆ is cal-
culated self-consistently, where yˆ and zˆ are unit
vectors perpendicular to the plasma inﬂow. We
use the piston-method to generate the shock at the
lower boundary, and shock following algorithms to
obtain suﬃciently long run times (Schmitz et al.
2002b).
To capture both multi-ion species and electron
dynamics, we use reduced mass ratios mp/me =
20 and mα/me = 80 (mα/mp = 4) and charge
ratios qp/qe = −1 and qα/qp = 2, correspond-
ing to a plasma consisting of electrons, protons
and α-particles (fully ionized helium). The ratio
of plasma frequency ωpe to gyro frequency Ωe of
electrons is ωpe/Ωe = 20. In terms of ion dynam-
ics and the overall shock reformation process, nu-
merical simulations in one and two spatial dimen-
sions (retaining all three velocity and ﬁeld vector
components) (Lembege & Savoini 1992; Shinohara
et al. 2011) and with reduced mass ratio of protons
to electrons (Scholer et al. 2003; Shinohara et al.
2011), are found to produce similar results to sim-
ulations in three spatial dimensions and (but not
simultaneously) with realistic mass ratios.
The upstream magnetic ﬁeld is set to B1 =
10−7T and temperature T1 corresponding to
plasma β = 0.15 for all species, the values of
which are chosen to be those used by Schmitz
et al. (2002a,b); Lee et al. (2004, 2005a,b); Chap-
man et al. (2005) to allow comparison of results,
while being consistent with estimates of SNR con-
ditions by e.g. Lucek & Bell (2000). We have
electron number density ne ≈ 4 × 10
8m−3 and
ion number densities satisfying charge neutral-
ity upstream, ne = ni + 2nα, for a given heavy
ion density ratio nα/ni. We impose an upstream
inﬂow velocity V0 = 2×10
7m s−1 (for an electron-
proton plasma) of Mach M = 8, with respect to
the magnetosonic speed
√
T1/mp +B21/2μ0ρ. In
the shock rest frame, the far upstream (1) and
downstream (2) values of shock-normal velocity
components are u1 = 1.5V1, u2 = 0.5V1, and
the magnetic ﬁeld B2/B1 = 3. If we scale these
factors to realistic mass ratios mp/me, as in Lee
et al. (2004), we obtain M ≈ 100, Ep1 = 6MeV
and T1 = 100eV.
We simulate a domain of size L = 20λp1, where
λp1 = mpV1/eB1 is the upstream gyro radius of
protons. Our spatial resolution Δx equals the
plasma Debye length λD = 0T/
∑
s nsq
2
s , and the
time step Δt satisﬁes the Courant-Friedrichs-Levy
condition for electromagnetic waves: cΔt < Δx
so that Δt ≈ 3 × 10−6τp1, where τp1 = 2πΩ
−1
p1 =
2πmp/eB1 is the upstream gyro period of protons.
The ratio L/Δx gives ∼ 70 000 cells on our spatial
grid, with typically 50 computational particles per
species per cell. Our shock following algorithm en-
sures that the inﬂow boundary is always at least
5λp1 upstream of the shock front, which allows
ample space for reﬂected ions in front of the shock
and ﬂuctuations in the downstream plasma. All
results presented here are in the rest frame of the
downstream plasma.
We perform a series of simulations of shocks
with the same Mach number for diﬀerent ratios
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of ion densities nα/ni. Since all other macro-
scopic quantities are related to each other through
the Mach number, we will ﬁx the upstream mag-
netic ﬁeld B1 and allow all other quantities to
vary. Speciﬁcally, the injection speed V1, upstream
proton kinetic energy Ep1 = mpV
2
1 /2, upstream
gyro radius λp1 = mpV1/eB1 and corresponding
wave number kp1 = 2π/λp1, vary from one simula-
tion to the next. To allow consistent comparison,
where the Mach number is the same for all ion
densities, we use normalisation constants V1, Ep1,
λp1 and kp1 for each relative ion density nα/ni.
These relate to each other as shown in Table 1,
where values for V1, Ep1 and kp1 are given rela-
tive to reference values V0, E0 and k0 for a pure
electron-proton plasma, nα/ni = 0%. Normaliza-
tion constants for frequency Ωp1 = eB1/mp and
time τp1 = 2π/Ωp1 does not depend on V1 and do
not vary with nα/ni.
Table 1:
Normalization constants
nα/ni V1 [V0] Ep1 [E0] kp1 [k0]
0% 1.00 1.00 1.00
5% 0.96 0.92 1.04
10% 0.93 0.86 1.08
25% 0.86 0.74 1.16
50% 0.80 0.64 1.25
75% 0.76 0.58 1.31
95% 0.74 0.55 1.34
100% 0.74 0.55 1.35
3. Simulation results
3.1. Bulk particle dynamics and heating
We ﬁrst present an overview of how the shock
and ion dynamics vary with nα/ni. Figure 1 shows
the magnetic ﬁeld as function of position and time
in the vicinity of the shock front for both a proton
dominated plasma, nα/ni = 5%, and an α-particle
dominated plasma, nα/ni = 95%. These plots
are in the downstream plasma rest frame and the
shock is propagating towards increasing x values.
We see that the spatio-temporal scales of the re-
forming foot and ramp region are governed by the
gyro period of the dominant ion species in both
cases. We next look in detail at the phase space of
Fig. 1.—: Magnetic ﬁeld |B(x, t)| (normalized to
upstream magnetic ﬁeld B1) for nα/ni = 5% (top
panel) and nα/ni = 95% (bottom panel) in the
rest frame of the downstream plasma, plotted as a
function of position x on the horizontal axis (nor-
malized to upstream proton gyro radius λp1) and
time t on the vertical axis (normalized to upstream
proton gyro period τp1). Field strength is indi-
cated by the colour bar to the right. The white
horizontal dashed lines indicate the times of the
snapshots shown in Figs. 2 and 3.
ions at the times indicated by the horizontal lines
in Fig. 1.
Figure 2 shows snapshots at three phases of the
shock reformation cycle, at times indicated in the
top panel of Fig. 1 for nα/ni = 5% when the shock
foot extent is (a) minimum, (b) growing and (c)
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Fig. 2.—: Snapshots in the rest frame of the downstream plasma for nα/ni = 5% at three consecutive
times (normalized to upstream proton gyro period τp1) when the foot region extent is: (a) t = t0 = 5.88τp1
minimum; (b) t = t0+0.07τp1 growing; and (c) t = t0+0.15τp1 maximum. Panels from top to bottom show
quantities plotted against position x (normalized to upstream proton gyro radius λp1): (1) total ion, proton
and α-particle number densities (
∑
n = np+nα, np; and nα) (normalized to upstream electron density ne1),
(2) perpendicular magnetic ﬁeld component Bz (normalized to upstream magnetic ﬁeld B1), and velocities
(normalized to upstream injection velocity V1 calculated for the respective nα/ni, see section 2) (3) proton
velocity parallel to the inﬂow up,x and (4) perpendicular to the inﬂow and magnetic ﬁeld up,y; (5) α-particle
uα,x and (6) uα,y. Vertical lines indicate the reﬂection points near the shock front of protons (colored red
online) and α-particles (blue online). Green dashed horizontal lines in velocity panels indicate u = ±V1.
maximum. Here we present snapshots of the ux
versus x and uy versus x phase space of both ion
species, as well as the magnetic ﬁeld Bz(x) and
ion densities np, nα and
∑
n = np + nα. The
ﬁrst reﬂection points of protons and α-particles at
the shock are indicated by vertical red and blue
lines, respectively. We see that proton dynam-
ics follow the phase of the reformation cycle dur-
ing which they are incident on the shock front.
Protons are quickly thermalized downstream, in-
dicating stochastic acceleration, that is, multiple
scattering of ions on the ﬂuctuating electromag-
netic ﬁelds in the downstream region, leading to
diﬀusive acceleration. α-particles, however, are
directly transmitted through the shock front as
a mono-energetic beam, following coherent (or-
dered) trajectories in phase space.
Figure 3 is for a nα/ni = 95% simulation, in
the same format as Fig. 2, for times indicated in
the bottom panel of Fig. 1. Here the roles of the
protons and α-particles, and the overall dynam-
icsi, are reversed compared to Fig. 2: protons now
follow coherent trajectories in phase space because
all are reﬂected at the front regardless of the shock
reformation phase, whereas α-particles now follow
the shock reformation cycle. One key diﬀerence
between the two simulations is that, when the α-
particles are the minority species, they do not gain
net energy as they travel through the shock. En-
ergy associated with the bulk motion upstream V1
translates to gyration downstream with u⊥ = V1.
On the other hand, when the protons are in the
minority, they gyrate in the front region and gain
u⊥ → V1. Subsequently they energise downstream
and gain u⊥ → 2V1.
Figure 4 shows a sequence of simulations which
span the range nα/ni = 5% − 95%. These are in
the same format as Figs. 2 and 3, for times when
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Fig. 3.—: Snapshots in the rest frame of the downstream plasma at three consecutive times for nα/ni = 95%
when the extent of the shock foot is: (a) t = t0 = 6.15τp1 minimum; (b) t = t0 + 0.18τp1 growing; and (c)
t = t0 + 0.30τp1 maximum. Format and normalization as in Figure 2 for nα/ni = 95% (for normalization,
see section 2).
the foot extent is minimum. There is a transition,
at nα/ni ∼ 25%−50%, from proton to α-particles
as the species which follows the reformation dy-
namics of the shock. The majority species appears
to be more rapidly thermalized downstream com-
pared to the minority species, for which the mo-
tion remains more coherent. The downstream dy-
namics result in strong density ﬂuctuations which
closely correspond to the ﬂuctuations in the down-
stream magnetic ﬁeld. In the foot-ramp region of
the shock, we ﬁnd for intermediate α-particle den-
sities, double ramps due to density peaks of the
respective ion species. The reﬂection point of pro-
tons is consistently found upstream of that of α-
particles. Both species always gain at most veloc-
ity V1 in the foot region, consistent with reﬂection
at a stationary shock (Lee et al. 2004), which has
been found to be the case in reforming shocks as
diﬀerent from non-reforming quasi-perpendicular
shocks. Subsequently, in all these cases, the pro-
tons when in minority are accelerated to ∼ 2V1 in
the ramp, while the α-particles when in minority
do not gain energy in the foot-ramp region.
3.2. Energetic particle dynamics
The key result found in Figs. 2-4 is that the ma-
jority species controls the shock reformation while
minority species perform coherent dynamics, in-
cluding acceleration, in the foot-ramp region. We
now investigate phase space trajectories and ener-
gisation of individual ions as they move through
the shock and propagate downstream.
We can calculate the work done on each parti-
cle using its full spatio-temporal history x(t) and
velocity u(t), and the ﬁelds experienced along the
trajectory, E(x(t), t) and B(x(t), t). The particle
energy gain between t0 and t1 is
ΔE(t0, t1) ≡ q
∫ t1
t0
u(t) · E(t)dt . (1)
We investigate energisation associated with x-
and y-motion by plotting the components of the
change in energy,
ΔEx = q
∫
uxExdt, ΔEy = q
∫
uyEydt, (2)
where x-motion is parallel to the inﬂow and y-
motion is parallel to the induced upstream electric
ﬁeld E = E1yˆ.
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Fig. 4.—: Snapshots in the rest frame of the downstream plasma at times when the foot region extent is
minimum (corresponding to left hand panels of Figs. 2 and 3) for a) nα/ni = 5%, b) 10%, c) 25%, d) 50%,
e) 75% and f) 95%, in the same format as Figs. 2 and 3, with normalization constants calculated for the
respective nα/ni (see section 2). Shaded regions in the phase space diagrams indicate centroid positions
relative to the shock ramp Δx = −7.5λp1 (colored red online), −3.5λp1 (orange online), −1.7λp1 (green
online) and −0.5λp1 (blue online) of particle ensembles for which energy spectra presented in section 3.2 are
calculated.
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Fig. 5.—: Individual trajectories of protons (A,B)
and an α-particle (C) in the rest frame of the
downstream plasma for a simulation with nα/ni =
5%, plotted as functions of time (normalized to
upstream gyro period τp1 of protons). Upper
panel: particle position x(t) (normalized to up-
stream gyro radius of protons λp1) plotted over
the spatio-temporal evolution of magnetic ﬁeld
|B(x, t)| (normalized to upstream magnetic ﬁeld
B1). Lower three panels plot change in kinetic en-
ergies: in total ΔE(t); of x-motion ΔEx(t); and
y-motion ΔEy(t), normalized to proton injection
energy Ep1 calculated for the given nα/ni (see sec-
tion 2). Bottom panels: energy spectra of protons
(left) and α-particles (right). Energy spectra are
calculated at ﬁve consecutive times Δτ , one before
crossing the shock front, Δτ = −0.7τp1 and four
after Δτ = 0.1τp1, 0.7τp1, 1.2τp1 and 2.4τp1, with
corresponding particle ensemble centroid locations
as indicated by shaded regions in Fig. 4. The ﬁnal
energies of trajectories A, B and C are indicated
by arrows.
Fig. 6.—: Individual trajectories of a proton (A)
and α-particle (B) in the rest frame of the down-
stream plasma for nα/ni = 95%, together with ion
energy spectra, in the same format as Fig. 5.
Trajectories of individual ions, drawn from the
most energetic component of the population down-
stream, are shown for nα/ni = 5% in the upper
panels of Figure 5, for nα/ni = 95% in Figure
6 and for an intermediate case nα/ni = 25% in
Figure 7. Here we compare spatio-temporal tra-
jectories x(t) plotted over magnetic ﬁeld strength
with energisation ΔE(t), ΔEx(t) and ΔEy(t).
In the lower panels of Figs. 5-7, we plot total
energy spectra fE(Ep) and fE(Eα), normalized to
unity
∫
Ep1fE(Ep/Ep1)dEp =
∫
Ep1fE(Eα/Ep1)dEα =
1, where Ei = Ei1 + ΔE(t). Spectra are calcu-
lated from ensembles of 700 000 particles, ini-
tially selected while upstream, then traced as they
travel through the shock front. Spectra are cal-
culated once upstream, at time Δτ = −0.7τp1
relative to when the ensembles arrive at the shock
front (where τp1 = 2πΩ
−1
p1 is the upstream pro-
ton gyro period), and at four times downstream
Δτ = 0.1τp1, 0.7τp1, 1.2τp1 and 2.4τp1. At the
latter time, the ions have typically completed 10
(protons) and 5 (α-particles) gyro orbits. En-
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Fig. 7.—: Individual trajectories of protons (A,B)
and α-particle (C,D) in the rest frame of the down-
stream plasma for nα/ni = 25%, together with ion
energy spectra, in the same format as Figs. 5 and
6.
ergy is normalized to proton injection energy Ep1
of the respective ion densities nα/ni which, from
the arguments given in section 2, decreases with
increasing nα/ni. The centroid positions of the
particle ensembles at times Δτ are indicated by
shaded regions in Fig. 4.
Figure 5 shows two proton trajectories (A,B)
and one α-particle trajectory (C) for a proton
dominated plasma, nα/ni = 5%. The ﬁnal parti-
cle energies are indicated by arrows in the energy
spectra in the same ﬁgure. The most prominent
diﬀerence between protons A and B is that pro-
ton A is accelerated at the shock front, whereas B
is directly transmitted without signiﬁcant accel-
eration. Stochastic acceleration downstream re-
mains equally eﬃcient for the two, regardless of
their shock front energisation. The α-particle (C),
on the other hand, gains no energy at the front
and is only accelerated further downstream. En-
ergisation due to y-motion may have saturated for
B, but not for A and C. The energy spectra sup-
port this interpretation, because the high energy
tails continue to evolve at late times in these sim-
ulations. The knee (or cut-oﬀ) in the α-particle
energy spectra further indicates that thermaliza-
tion is not complete.
Figure 6 shows one proton (A) and one α-
particle (B) trajectory in an α-particle dominated
plasma, nα/ni = 95%, where the ﬁnal energies of
A and B are indicated in the energy spectra. The
time history of α-particle B, which is now the ma-
jority species, closely resembles that of proton A
in Fig. 5 where protons are the majority species.
In both cases, energy spectra fE(E) of the major-
ity species have formed energetic tails while the
minority species have not.
Fig. 8.—: Energy spectra of the majority ion
species in the rest frame of the downstream
plasma, i.e. protons for nα/ni = 5% and α-
particles for nα/ni = 95%. Energy spectra are
calculated at ﬁve consecutive times Δτ , one before
crossing the shock front, Δτ = −0.7τp1 and four
after Δτ = 0.1τp1, 0.7τp1, 1.2τp1 and 2.4τp1, with
corresponding particle ensemble centroid locations
as indicated by shaded regions in Fig. 4. Spectra
of both species are normalized to each respective
upstream injection kinetic energy, i.e. Ep/Ep1 and
Eα/Eα1, satisfying
∫
E1fE(E/Ei)dEi = 1 for both
ion species.
Figure 7 shows an intermediate case where
nα/ni = 25%. We ﬁnd a much larger variation
in phase space trajectories in this simulation com-
pared to those for nα/ni = 5% and 95%, suggest-
ing that a broader variety of energisation paths
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are available to both species. We also see more
extended high energy tails for both ion species in
the energy spectra, suggesting that these interme-
diate cases are potentially more eﬃcient at particle
acceleration.
In Figure 8 we test the idea that the major-
ity species energisation follows a simple paramet-
ric scaling. The energy spectra of two simulations,
here nα/ni = 5% and 95%, are normalized to the
upstream injection kinetic energy of the major-
ity species, i.e. Eα1fE(Eα/Eα1) and Ep1fE(Ep/Ep1).
These spectra then collapse over each other ex-
cept at the highest energies where statistics are
poor. The energy spectra of the majority species,
when scaled to each respective ion species injec-
tion energy, Ep1 and Eα1, overlap well, indicating
that shock energisation scales with the injection
energy of the ion species. This is not the case for
the minority ion species, where protons are found
to gain more energy relative to their injection en-
ergy than α-particles. In this case, at least for the
acceleration in the foot-ramp, the scaling is identi-
ﬁable from Figs. 2-4, where minority protons gain
2V1.
3.3. Wave energy
In Figures 2-4, the beginning of thermaliza-
tion can be seen in the downstream region when
ions can scatter oﬀ magnetic ﬁeld ﬂuctuations.
Whilst these simulations cannot run for a suﬃcient
length of time to follow the full thermalization and
stochastic heating of the ions, we can identify the
nature of the downstream ﬂuctuations that con-
tribute to this stochastic process.
We analyse power spectra P (k, ω) of the mag-
netic ﬁeld |B(x, t)| as functions of wave number k
and frequencies ω in the rest frame of the down-
stream plasma, during a ﬁnite time [t0, t0 + TD]
and within a ﬁnite region [x0, x0 + LD], using
Welch’s method (Welch 1967). We integrate the
power spectra P (k, ω) for ω > 0 over k to ob-
tain the frequency spectrum P (ω). The discrete
nature of the input signal B(x, t), reﬂecting the ﬁ-
nite diagnostic output time interval ΔtD = τp1/20
and total sampling time TD = 1.6τp1, places up-
per and lower limits on the frequency domain,
ω ∈ [2π/TD, 2π/ΔtD] = [0.6Ωp1, 20Ωp1].
Figure 9 shows frequency spectra P (ω) for sim-
ulations with ion densities ranging from nα/ni =
0% to 100%. The spectra have multiple peaks at
harmonics of the downstream ion gyro frequen-
cies of the protons and α-particles. The gyro fre-
quencies in the magnetic ﬁeld far downstream (2)
〈B2〉 = 3B1, are indicated in the plot for protons
Ωp2 and α-particles Ωα2. As the fraction of α-
particles is increased, the total power increases.
As Ωp2 harmonics are coincident with Ωα2, these
are always present. We can see that there is a sys-
tematic increase in power at the harmonics of Ωα2
as the relative ion density nα/ni is increased.
There appear to be points of contact between
the simulation results encapsulated in Fig. 9
and the physics of edge-localised minority ener-
getic ions in magnetic conﬁnement fusion plasmas.
Speciﬁcally, suprathermal emission at multiple se-
quential ion cyclotron harmonics is observed in fu-
sion plasmas containing a minority ring-beam pop-
ulation of energetic ions. Perhaps most notably,
this ion cyclotron emission (ICE) was driven by
minority energetic (3.5 MeV) minority-particles
born in fusion reactions between thermal (10keV
to 20keV) deuterons and tritons conﬁned in the
JET and TFTR experiments. Here energetic mi-
nority ring-beam populations arose naturally at
the outer mid-plane edge (Cottrell et al. 1993;
Dendy et al. 1995) because of drift orbit eﬀects.
ICE was detected using heating antennas, de-
signed to launch the fast Alfven wave, as receivers
on JET. Analytical theory, contemporary with the
JET and TFTR observations, suggested that the
excitation mechanism for ICE is the magnetoa-
coustic cyclotron instability (MCI), driven by a set
of centrally born fusion products, lying just inside
the trapped-passing boundary in velocity space,
whose drift orbits make large radial excursions
to the outer mid-plane edge (Dendy et al. 1994;
Cauﬀman et al. 1995). Recent ﬁrst-principles fully
nonlinear PIC (Cook et al. 2013) and hybrid (Car-
bajal et al. 2014) simulations of the MCI conﬁrm
that the dominant excited modes are fast Alfven.
That is, ﬂuctuations in density and magnetic ﬁeld
strength are approximately in phase, as is also the
case in the downstream turbulence giving rise to
Fig. 9. Phenomenology similar to ICE in fusion
experiments has been observed in terrestrial mag-
netospheric plasmas (McClements & Dendy 1993;
Dendy & McClements 1993). The possibility of
related eﬀects at SNR shocks was noted by Mc-
Clements et al. (1996). For example, ﬁrst princi-
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Fig. 9.—: Power spectra of temporal ﬂuctuations in the magnetic ﬁeld |B(x, t)|, downstream of the shock
front, in the plasma rest frame. Spectra are shown for nα/ni = 0%, 5%, 10%, 25%, 50%, 75%, 95% and
100%. B is normalized to the ratio of injection kinetic energy of protons Ep1 to the upstream gyro frequency
Ωp1. We plot P (ω) versus frequency ω/Ωp1 for ω > 0. Gyro frequencies of protons Ωp2 and α-particles
Ωα2 (and higher harmonics of these) in a downstream magnetic ﬁeld B2 = 3B1 are indicated by vertical
dashed lines (red for α-particles, black for protons). The expected values of lower hybrid frequencies of an
electron-proton plasma ΩLHp and electron-α-particle plasma ΩLHα, are also indicated.
ples direct numerical simulations show that waves
excited in this range of frequency and wavelength
are capable of pre-accelerating electrons in SNR
environments (Dieckmann et al. 2000; Schmitz
et al. 2002b,a).
There is a spectral peak a ΩLHα for the low-
est α-particle concentrations nα/ni ≤ 5%. While
waves in this frequency range are known to be
excited by ring-beam (and other) minority ener-
getic alpha-particle populations (Cook et al. 2010,
2011a,b), this peak is more likely to be the third
cyclotron harmonic of the protons, which is nearly
degenerate with the lower hybrid frequency of α-
particles. No noticeable peak is found at the lower
hybrid frequency of protons in any proton domi-
nated simulation, and no peak at the lower hy-
brid frequency of α-particles is found in simula-
tions where α-particles dominate
Finally, in Figure 10, we plot a representative
power spectrum P (k, ω) against wave number and
frequency for a simulation where nα/ni = 50%.
The full k, ω-spectrum is broadband but has most
energy within the phase speeds ω/k = (0.6−1)V1.
The value 0.6V1 corresponds to the magnetosonic
wave speed in the downstream regions, assum-
ing average downstream (2) macroscopic values
for the magnetic ﬁeld 〈B2〉 ≈ 3B1, mass den-
sity 〈ρ2〉 ≈ 2.5ρ1 and temperature 〈T2〉 ≈ 50T1
with respect to upstream quantities (1). However,
we can also interpret these ﬂuctuations as a non-
propagating mode that arises as a consequence
of the density ﬂuctuations downstream, which in
turn directly relate to the downstream ion dynam-
ics. We have seen that magnetic ﬁeld B2 and ion
density n2 ﬂuctuations strongly correlate down-
stream. The spatial scale is then that of the down-
stream gyration u⊥/Ω, and the temporal scale is
that of the downstream gyro period 1/Ω. Thus
ω/k ≡ u⊥, and the value u⊥ ranges from V1 to
∼ 0.5V1 for directly transmitted and accelerated
ions.
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Fig. 10.—: Power spectrum of spatio-temporal
ﬂuctuations in the magnetic ﬁeld |B(x, t)| of the
downstream region for nα/ni = 50%, in the rest
frame of the plasma. B is normalized to the ra-
tio of injection kinetic energy of protons Ep1 to the
upstream gyro frequency Ωp1, and wave number to
the upstream gyro radius kp1 = 2πλ
−1
p1 . We plot
P (k, ω) versus frequency ω/Ωp1 and wave number
k/kp1 for ω > 0. Gyro frequencies in the down-
stream magnetic ﬁeld 〈B2〉 = 3B1, Ωα2 and Ωp2
(and their higher harmonics), as well as lower hy-
brid oscillation frequencies ΩLHα, and ΩLHp are
indicated by horizontal (dotted) lines. Lines for
ω/k = ±u are plotted for u = 0.6V1 (dash) and
u = V1 (dash-dot).
4. Conclusions
In this paper, we present the ﬁrst fully self-
consistent PIC simulations that systematically
span the range of relative heavy ion densities
nα/ni = 0%−100%. We ﬁnd that spatio-temporal
scales of the foot-ramp region and downstream
ﬂuctuations depend on nα/ni. In a shock domi-
nated by one ion species, the shock dynamics are
controlled by the majority species and the energy
gain of the majority species scales with the inﬂow
energy for a given Mach number. Thermalization
of the majority species downstream is rapid al-
though not complete. Energisation occurs both
by reﬂection of subsets of ions at the foot-ramp
and by stochastic motion in turbulence generated
downstream. The interaction with the foot-ramp
may be characterized as a single coherent gyra-
tionr; we do not see multiple interactions with
the foot-ramp region as are suggested to occur in
for example SSA. The minority species dynamics
remain coherent through the shock. On encoun-
tering the foot-ramp, the upstream bulk speed V1
is translated to gyrational motion with perpen-
dicular velocity u⊥ → V1. The α-particles do not
gain net energy, whereas the protons ultimately
gain up to u⊥ → 2V1. For intermediate cases
of nα/ni, there are several paths to energisation,
and net energisation of both species is enhanced
compared to the cases where one species is the
majority. Fluctuations downstream embody dom-
inant density structures that are in turn generated
by the ion dynamics. These can act to thermal-
ize the ions. Our results are consistent with the
ﬁndings of Chapman et al. (2005) and Yang et al.
(2011a).
Astrophysical plasmas typically contain several
minority species with intermediate relative num-
ber densities. Our simulations show that ion en-
ergisation, for intermediate heavy ion densities,
gives rise to extended high energy tails in the en-
ergy spectra. This suggests that real astrophysical
shocks have favourable conditions for accelerating
ions to supra-thermal energies.
Oblique wave modes, and waves propagating
perpendicular to the direction of inﬂow, are not
captured by the current simulations, due to the
exact perpendicular geometry of the shock. We
are thus unable to model wave-particle interac-
tions due to such wave modes and energy trans-
port perpendicular to the inﬂow. However, our
simulations are suﬃcient to capture the essential
shock reformation process.
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