Abstract. Since wild birds are the major natural reservoir for all known influenza A viruses, understanding the ecology of avian influenza (AI) viruses circulating in wild birds is critical to predicting disease risk in wild and domestic birds and preventing transmission to humans. AI virus which is shed by infected birds into aquatic environments plays a pivotal role in the sustained transmission of AI. Recent laboratory experiments, however, show that viral persistence in water is highly sensitive to environmental conditions such as temperature, which varies seasonally and geographically. Here, we develop mathematical models to study the effects of time-varying environmental conditions on AI dynamics, deriving the effects of temperature on the basic reproductive number (R 0 ), the final outbreak size, and the effective reproductive number (Re). For periodic environmental temperatures, we derive a mathematical formulation of an AI invasion threshold (R i ) and conclude that apart from the mean temperature, the amplitude of the periodic temperature profile plays a significant role in the invasion of wild bird populations by AI. In particular, both higher means and higher amplitudes (warmer and more variable temperatures) reduce the likelihood of AI invasion. We also analyze the global dynamics of the model proving that AI is uniformly persistent in the wild bird population if R i > 1. In numerical work, we fit the model to recent experimental data and field survey data from Northern Europe. Two important and robust quantitative conclusions emerge: that direct transmission is negligible compared to indirect and that immunity wanes within about 4 weeks. The latter conclusion is of particular interest since many previous models assume lifetime immunity. We also demonstrate that time-varying temperature may be the underlying cause of several features of AI dynamics which are observed in real data. In particular, AI prevalence is observed to peak in spring and fall but to wane in summer; this behavior naturally emerges from our model under a wide range of conditions. Key words. aquatic wild birds, avian influenza, direct bird-to-bird transmission, immunity, indirect fecal-oral transmission, invasion threshold, reproductive number, time-varying environment, periodic system AMS subject classifications. 34D20, 37N25, 92B05, 92D30, 92D40
birds will be critical in predicting influenza dynamics in the human population and devising control strategies.
In birds, influenza viruses preferentially infect cells lining the intestinal tract [43] . During the infectious period of about 1 week (range 6-10 days) [9, 36, 43, 67] , infected birds excrete virus particles in high concentrations in their feces. Interestingly, these viruses can be highly stable in water and remain infective even for several months [10, 11, 55, 56, 66] . Upon ingestion, susceptible birds become infected by viruses that persist in water. This transmission mechanism, via the indirect fecal-oral route, is extremely efficient and thought to be the primary cause of influenza infection in wild aquatic birds [11, 32, 33, 66] . Importantly, the persistence of influenza virus in water depends sensitively on environmental factors such as temperature, pH, and salinity [10, 11, 14, 55, 66] , indicating that environmental factors might strongly influence disease dynamics.
While extensive surveillance studies have been conducted on AIV in wild birds from different parts of the world [15, 22, 24, 26, 29, 30, 35, 38, 39, 43, 44, 46, 49, 52, 59, 64] , only limited mathematical models of influenza dynamics among wild birds have been explored [5, 6, 7, 8, 31, 49, 50] . A simple SIR (susceptible, infected, recovered) model was analyzed in Henaux, Samuel, and Bunck [31] and Roche et al. [49] ; the model was further extended to incorporate more than one AIV strain [5, 7] . Migration is a common strategy for birds occupying seasonal habitats, such as Anseriformes and Charadriiformes, and may play a significant role in the transmission of AIV [45] ; migration has also been considered in some models [6, 8] . These models have contributed substantially to our understanding of the importance of bird migration and fecal-oral transmission for avian influenza (AI) in wild birds. Nonetheless several important features of AI dynamics remain poorly understood. In particular, the prevalence and peak time of AI among wild birds vary widely, location to location as well as year to year [43, 45] . Likewise, double peaks of influenza prevalence during the summer and fall of a single breeding season have been observed [43] . These common features of AI have not been captured by existing models, raising the question of whether environmental variation plays a role in these observed prevalence patterns.
Using stochastic models, two recent studies [8, 50] have clearly highlighted the importance of environmental effects in AIV transmission and their implications for pathogen invasion. In a model with migration, Breban et al. [8] considered the effect of environmental heterogeneity on virus prevalence by taking two different virus decay rates for the breeding ground and wintering ground. However, recent laboratory experimental evidence suggests that the fluctuations in environmental conditions which occur even within a few weeks can substantially alter virus infectivity [11, 14, 55, 67] . As yet, the predicted effects of these time-varying environmental conditions on AI dynamics in wild bird populations remain unexplored.
Our approach is outlined as follows. In section 2 we propose a mathematical model of low pathogenic AI (LPAI) dynamics that includes both time-varying environmental effects and seasonal migration. In particular, the effects of continuous seasonal variation in water temperature are included in the model. In section 3, we examine how environmental factors affect the basic reproductive number, the effective reproductive number, and the final outbreak size. For periodic conditions representing the environmental temperature, we derive an AI invasion threshold and study how this threshold criterion is sensitive to the mean and the amplitude of the temperature profile. Furthermore, we provide a global analysis of AI dynamics to derive an AI persistence criteria. In section 4, we find meaningful parameter values by fitting the model to experimental data measuring AI persistence in water and to field data tracking AI prevalence in migratory waterfowl in Northern Europe, including a sensitivity analysis. We compute numerical estimates of the basic reproductive numbers and final outbreak size and examine their temperature sensitivity. We also perform a statistical comparison against other models which do not allow for temperature variation. Finally, in section 5 we explore several questions of ecological and epidemiological interest, for example, the balance of direct versus indirect transmission in AI, and the duration of acquired immunity. We also explore the effects of temperature variation on both single-season and long-term prevalence patterns.
The model.

One-season-one-ground model.
We derive the one-season-one-ground (OSOG) model by incorporating environmental effects into a simple SIR-type model [49, 61] . A schematic diagram of the model is shown in Figure 1 . The aquatic wild bird population is divided into three mutually exclusive compartments: susceptible birds (S), infected birds (I), and recovered birds (R). We further consider a compartment V that measures the concentration of AIV in a water source. We describe the disease dynamics using the following differential equations:
The units of our state variables S, I, and R are numbers of individuals. The model includes two possible mechanisms of virus transmission: (a) direct bird-to-bird transmission proportional to susceptible birds, S, and infected birds, I, at a rate β d , and (b) indirect fecal-oral transmission proportional to susceptible birds, S, and virus concentration in water, V , at a rate β i . Note that since our main objective is to evaluate the effects of a time-varying environment, which appears only in the environmental virus degradation term (equation (2.4)), we use mass action terms for both direct and indirect transmission in the analytical work to follow, as suggested by Tien and Earn [61] . However, in the numerical results we also test the model fit under an assumption of frequency-dependent transmission [8, 49] .
Infected birds shed virus particles at rate p and these virus particles decay in water at rate Ω, as described in the subsection to follow. Parameters d, γ, and η represent the natural death rate, the recovery rate, and the rate of immunity loss, respectively. Since LPAI does not cause severe disease in wild birds [45] , we have not considered death due to disease in our model. We assume annual, pulsed reproduction (see the two-seasons-two-grounds (TSTG) model below) such that the births of new susceptibles are included in the initial conditions of the OSOG model.
Environmental effect, Ω(E ).
As mentioned in the introduction, the persistence of infectious AIV particles in aquatic environments is critical to the transmission of this disease. We introduce this effect via dependence of the viral decay rate, Ω, on environmental factors, E(t), such as the temperature, pH, and salinity of water. In particular, we assume that if a viral particle is still infectious, it decays in time interval Δt with probability Ω(E(t))Δt, and this probability changes with, for
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Wintering Ground example, temperature. The incorporation of environmental variation over time is the important novel feature of our model. As we shall show later, this change in the environment, particularly in temperature, can have significant impacts on AI dynamics, AI invasion, and AI persistence.
Recent experimental estimates of Ω and meaningful parameter values are explained more fully in section 4. Since the sensitivity of Ω to temperature is higher than pH and salinity, we focus on temperature variation, unless otherwise stated, which can be approximated by a periodic function with a period of 1 year. We will also use the notation Ω(E(t)) =Ω to denote a reduced model in which the environmental decay rate of AIV is assumed constant.
Two-seasons-two-grounds model.
To understand the long-term dynamics of the disease it is essential to consider two seasons and two grounds, since for many AIV-endemic species, birds migrate to spend time in two different grounds (the breeding ground and the wintering ground) in two different seasons (the breeding season and the wintering season) [43, 45, 64] . Birds breeding in one geographic region are observed to follow a similar migration path yearly [1, 45] and return yearly to known breeding and wintering sites [2] . Usually birds leave the breeding ground and move to the wintering ground in mid fall and return to the breeding ground in early spring.
To address this behavior mathematically, we use two systems of the OSOG model, one in the breeding ground (subscript b) and one in the wintering ground (subscript w). The connection between the two is an impulsive change at fixed times. In particular, if the wintering season begins at time t w , we take S w (t w ) = S b (t 
, and likewise for V w . In the breeding ground system, the environmental variable E(t) is replaced by T b (t), the time-varying breeding ground temperature; likewise we use T w (t) in the wintering ground system. For simplification, we neglect stopovers during migration and the time required to migrate. In the numerical results to follow, we consider a duration of 8 months in the breeding ground and 4 months in the wintering ground; however, our results are not sensitive to this choice. Furthermore, we assume pulsed reproduction, i.e., a density-dependent number of new susceptible birds given by λN e (−kN ) are added to the flock at the beginning of each breeding season [8] , thus implying (−kN ) . Here, N , λ, and k are the total number of birds, the fecundity constant, and the density-dependent survival rate, respectively. The basic idea of the model considered here is similar to the one in Breban et al. [8] , but our model uses a simpler mass action mechanism for new infections and, importantly, includes time-varying periodic environmental effects in both breeding and wintering grounds. Moreover, we do not assume permanent immunity; in fact, we demonstrate in section 4 that waning immunity is a necessary feature of the model in order to mimic the AI prevalence patterns observed in field data from Northern Europe. A schematic diagram of the TSTG model is shown in Figure 1 .
Analytical results.
3.1. The basic reproductive number. The basic reproductive number, R 0 , is defined as the average number of secondary infections generated by a single infected individual introduced into a completely susceptible population. For a location where environmental temperature remains approximately constant over a season, R 0 is a key threshold parameter that indicates-in the deterministic limit-if an epidemic dies out or a disease outbreak occurs, depending upon whether its value exceeds one [3] . Using the next-generation matrix approach [16, 62] , we can derive the basic reproductive number for the OSOG model with a constant viral decay rateΩ. The model system (2.1)-(2.4) has exactly one disease-free equilibrium X 0 = (S 0 , 0, 0, 0), and equations for the infectious and virus compartments of the linearized system at X 0 take the form
We introduce the following matrices:
These expressions give
Then R 0 corresponds to the spectral radius of FV −1 :
; these terms represent the number of secondary infections contributed by direct bird-to-bird transmission and indirect fecal-oral transmission, respectively. This expression indicates that even when direct transmission is low (R d 0 < 1), depending on the environmental factors, Ω, the contribution R i 0 from fecal-oral transmission could allow R 0 to exceed one, resulting in disease outbreaks.
Final outbreak size.
For a short-term disease outbreak, the OSOG model system can be approximated by a system without births and deaths (d = 0) and without loss of immunity (η = 0). In this case, disease outbreaks, which occur with R 0 > 1, will eventually die out, as stated in the following lemma. For further insight into an AI outbreak, it is useful to evaluate the final outbreak size Z, defined as the proportion of the population that is eventually infected by a newly invading AIV. Following the approach of Tien and Earn [61] , we can estimate the final outbreak size for an AI outbreak using the result presented in the following proposition. 
Proof. A function Ξ(t), defined by
remains constant along solution trajectories of the OSOG model system (2.1)-(2.4).
Using lim t→∞ S(t) =Ŝ, lim t→∞ R(t) =R, lim t→∞ I(t) = 0 = lim t→∞ V (t) (Lemma 3.1), and S(t) + I(t) + R(t)
Since Ξ(t) remains constant along solution trajectories, lim t→∞ Ξ(t) = Ξ(0). This gives
Now, assuming the population is almost entirely susceptible at the beginning, i.e., S 0 → N 0 , and so I 0 → 0, R 0 → 0, and using R 0 → 0 ⇒R/N 0 → Z, we get relation (3.3).
3.3.
The effective reproductive number. While R 0 calculated above is useful to identify an environmental temperature that ensures that the epidemic does not grow at the beginning of the season, an epidemic later in the season may not be avoided because of temperature variations. To study the effect of temperature over the entire season, a more relevant measure is the effective reproductive number, R e (t). R e (t) measures the average number of infectious birds resulting from a single infective bird introduced at time t into the population, given the susceptible population at that time [13, 18] . For the OSOG model, R e (t) is given by
.
AI invasion threshold.
Despite being a useful indicator for both the risk of an epidemic and the effort required to control the epidemic, one of the weaknesses of R e (t) is that this number is not a threshold parameter for disease invasion [65] . We now derive an AI invasion threshold, R i , using an approach similar to those of Wang and Zhao [65] and Liu, Zhao, and Zhou [40] .
For our τ -periodic OSOG model system, i.e., Ω(t + τ ) = Ω(T (t + τ )) = Ω(T (t)) = Ω(t), with τ = 365 days, equations for the infectious and virus compartments of the linearized system at the disease free equilibrium, X 0 , take the form
We consider
We assume that Y (t, s), t ≥ s, is the evolution operator of the linear τ -periodic system
That is, for each s ∈ R, the 2×2 matrix
where I is the 2×2 identity matrix. Then the monodromy matrix Φ −Vτ (t) of (3.6) is equal to Y (t, 0), t ≥ 0. Let ϕ(s), τ -periodic in s, be the initial distribution of infectious individuals. Then F τ ϕ(s) is the rate of new infections produced by the infected individuals who were introduced at time s. Given t ≥ s, then Y (t, s)F τ ϕ(s) represents the distribution of those infected individuals who were newly infected at time s and remain in the infected compartments at time t.
Let C τ be the ordered Banach space of all τ -periodic functions from R to R 2 , with the maximum norm || · || and the positive cone C
(s)ds gives the distribution of accumulative new infections at time t produced by all those infected individuals ϕ(s)
at time previous to t. Therefore, L is the next infection operator [65] , and we define an AI invasion threshold as R i = ρ(L), the spectral radius of L.
As in Wang and Zhao [65] and Liu, Zhao, and Zhou [40] , we let T (t, ϑ) be the monodromy matrix of the linear τ -periodic system
with parameter ϑ ∈ (0, ∞). Since F τ is nonnegative and −V τ (t) is cooperative, it follows that ρ(T (τ, ϑ)) is continuous and nonincreasing in ϑ ∈ (0, ∞), and lim ϑ→∞ ρ(T (τ, ϑ)) < 1. Thus, as proved in Wang and Zhao [65] , we have the following two results. Lemma 3.3. The following statements hold [65] .
Lemma 3.4 (see [65] ). The disease-free equilibrium X 0 is locally asymptotically stable if R i < 1 and unstable if R i > 1.
In addition to the condition R i < 1, we are also able to obtain an explicit condition under which the solution of the linearized system (3.4)-(3.5) satisfies (I(t),
Proof. For the proof, see Appendix A. Note that in the case when Ω(t) =Ω, a constant viral decay rate, we obtain
) =Q and, by the above result, ifQ < 1, then the disease-free equilibrium is asymptotically stable. Moreover, it can easily be verified that for R d 0 < 1,Q < 1 ⇔ R 0 < 1. 3.5. Global dynamics: AI persistence. To understand AI eradication or long-term AI persistence in wild birds, we need to consider recruitment or birth of new susceptible birds. While we assume annual, pulsed reproduction in the TSTG model (section 2), equivalently, for analysis purposes, we add a constant bird recruitment rate Λ = dS 0 to (2.1) assuming that the bird population is in steady state before AIV is introduced. Using N (t) = S(t) + I(t) + R(t), the total bird population, we obtain the following system equivalent to system (2.1)-(2.4):
System (3.7)-(3.10) has exactly one disease-free equilibrium X 0 = (Λ/d, 0, Λ/d, 0). By deriving a condition for the global stability of X 0 in the following theorem, we establish a condition for global eradication of AI from the wild birds.
Theorem 3.6. If R i < 1, then the unique disease-free equilibrium,
Proof. For the proof, see Appendix B.
Using techniques similar to the ones by Wang and Zhao [65] and Liu, Zhao, and Zhou [40] , we can also prove that R i > 1 provides a condition for long-term AI persistence in wild birds with at least one positive periodic solution. We state the result in the following theorem. Proof. For the proof, see Appendix C.
In the following section, we use the derivations outlined above to examine the temperature sensitivity of the basic reproductive number, the effective reproductive number, the final outbreak size, and the invasion threshold at parameter values estimated from both experimental and field data.
Numerical results.
Environmental decay rate.
A strength of our approach is that recent experimental data allows for accurate quantitative estimates of the decay of infectious AIV over time, in aquatic environments. In particular, the relationship Ω(E) is derived from laboratory experimental data [11] , in which the time required for the infectivity of AIV in water to be reduced by 90% was recorded for seven temperatures, eight pH values, and seven salinities. For each of three datasets, we transformed the time for infectivity to be reduced by 90% to the log scale. For simplicity, we considered polynomials to fit the data and chose a curve with the least degree that reasonably fits the data. We note that this step simply allows for interpolation between experimentally measured points; the choice of different polynomial functions does not change our results. As shown in Figure 2 , we used a constant function, a linear function, and a quadratic function for salinity variation, temperature variation, and pH variation, respectively. The resulting curves (Figure 2) give relationships between the time to reduce infectivity by 90% (i.e., 1 log 10 ) and water temperature, pH, and salinity. We assume that AIV infectivity in water decreases over time at a log-linear rate [10, 55] . This provides the following relationships:
Although we provide these relationships for pH and salinity, as explained previously we focus on periodic temperature variations in this contribution. In brief, we take a period of 1 year in the function T (t) = T 0 (1 + sin (ωt + φ)) for time-varying temperature, i.e., ω = 2π/365. We fit this periodic function T (t) to monthly averaged temperature data to obtain T 0 , , and φ. This temperature function is then used as a known function while fitting influenza prevalence data as described in the sections to follow.
Parameter estimation and model selection.
We take λ = 2, k = 3.33 × 10 −4 bird −1 , and d = 0.1 year −1 [6, 8] . Since infected birds remain infectious for about one week (range 6-10 days) [9, 36, 43, 67] , we consider the recovery rate, γ = 1/7 ∼ 0.14 day −1 . The viral shedding rate, p, has been detected in experimental settings from ∼10 0.5 EID 50 [63] to ∼10 7 EID 50 [66] , where EID 50 denotes 50% egg infectious dose. We consider a shedding rate of p = 10 3 EID 50 per infected bird per day for our base case computation and provide a sensitivity analysis of estimated parameters on the choice of p. Note that the choice of units of p, and hence V , are arbitrary for our purposes, as they ultimately scale out when computing prevalence. We take V 0 = 10 4.7 EID 50 consistent with the minimal viral load (∼10 4.7 EID 50 ) recorded to initiate an infection with a LPAI virus [41] . Furthermore, we consider 10,000 initial susceptible birds, i.e., S 0 = 10, 000, and R 0 = 0 for our base case computation. We also carry out an analysis of the sensitivity of any estimated parameters to these choices of V 0 and S 0 . Parameters and their values are listed in Table 1 .
We estimate four parameters, β d , β i , η, and P 0 = I 0 /(S 0 + I 0 + R 0 ), from field survey data in Northern Europe [43] . We solve the system of ODEs numerically using a fourth order Runge-Kutta integration and use the solutions to obtain the best-fit parameters via a nonlinear least squares regression method that minimizes the sum of the squared residuals. To obtain confidence limits for the estimated parameters, we compute standard deviations from the sensitivity matrix [4, 25, 34] .
We perform statistical tests to evaluate the statistical significance of the fits obtained with different models: the original model with time-varying temperature, a simpler (existing) model with a constant decay rate, a model with direct transmission only, a model with indirect transmission only, and models with/without immunity loss. These statistical tests are presented in the appropriate subsections that follow. We perform F tests if the models are nested; otherwise we compare the small-sample (second order) Akaike information criterion (AIC c ) values.
4.3.
The model fit to field data from Northern Europe. We obtained published AIV prevalence data from a large-scale study (about 5,000 birds) conducted in migratory waterfowl (mostly mallards) at Ottenby Bird Observatory, in southeast [49] Sweden [64] . We considered the monthly average (year 2002-2005) influenza A prevalence in mallards from May to November as for these months the data for at least 3 of 4 years (2002, 2003, 2004, 2005) were collected ( Figure 4 in Wallensten et al. [64] ). These birds were found near Helsinki, Finland, during the summer months and Hamburg, Germany, during the winter months ( Figure 1 in Wallensten et al. [64] ). Therefore, we used time-dependent temperature profiles of Helsinki [19] and Hamburg [27] to represent breeding ground and wintering ground temperatures, respectively ( Figure 3 ). We note that only air temperature data is available, and the viral persistence in our model is related to water temperature in aquatic environments such as streams and ponds. In general, air temperatures and water temperatures, for example, in streams, have strong relationships [57] , and daily analysis over a 1-year period [58] shows that the seasonal variability of atmospheric conditions influences air and stream water temperature fluctuations nearly proportionally. For temperatures averaged monthly, a regression line representing stream water temperature as a function of measured air temperature has slope ∼1 and intercept ∼1 [47] , supporting the assumption that for monthly averaged temperatures, air temperature provides a good approximation to water temperature. We fitted our model to the data to estimate the infection rates β d and β i , the rate at which immunity wanes, η, and the initial prevalence, P 0 ; all remaining parameters were fixed to values obtained from the literature (see Table 1 ). As seen in Figure 3 , the model including time-varying temperature effects fits this Northern European dataset well. While the goodness of fit observed here is not surprising, given the small dataset, the best-fit values of parameters obtained in this fitting procedure give some insight into the components contributing to endemic AI dynamics. For example, the value of η, the immunity loss rate, obtained here is substantially higher than expected, based on previous estimates. We explain these surprising results further in the following sections and in the discussion. We also note that including a frequency-dependent direct infection term did not improve the model fit (AIC c = −27.86 for mass action and −26.31 for frequency-dependent terms, respectively).
To understand the importance of including time-varying temperatures in fitting this dataset, we also performed data fitting using a model with a constant viral decay rate, Ω(E(t)) =Ω. We note that in our full model, the viral decay rates at each temperature and the environmental temperature are known parameters. In contrast, Table 1 . Shown here is our own visualization of data from Wallensten et al. [64] , with bars indicating the standard error.
(b) AI prevalence (%) predicted by the model (solid line) along with the data from a field survey in Northern Europe (filled circles). Parameters are given in
Ω is unknown, and thus the constant decay rate model requires estimates of one more parameter. To reduce the number of unknowns, we set β d = 0 in both models, since the contribution from direct transmission for this dataset appears to be negligible (see section 5). Comparing the two models against the Ottenby dataset, we find that the model with time-varying temperature offers a statistically better fit (AIC c = −27.86 for our full model and 17.05 for the constant decay rate model). (Table 1) , we explored the magnitude of the temperature sensitivity of each of the epidemiological measures derived analytically in section 3.
Temperature sensitivity. Using the parameter values thus estimated for the Ottenby dataset
The basic reproductive number.
The dependence of the reproductive number on temperature and pH is shown in Figure 4 , which indicates a threshold average temperature of 24
• C and threshold pH of 6.4. This predicts, for example, that AIV cannot spread in an environment in which the water temperature remains approximately constant with a value greater than 24
• C. As seen in Figure 4 , we estimate a reasonably large value of the basic reproductive number, R 0 = 5.3, for Helsinki in May, the initial month considered in the dataset.
Final outbreak size.
Using result (3.3), we likewise studied the effects of temperature on the final outbreak size, by computing the roots of G(Z) numerically. The final outbreak size is sensitive to temperature; the higher the temperature, the smaller the outbreak. For example, at a temperature of 20
• C, the final outbreak size is just over 60%, but this approaches 100% for temperatures around 0
• C.
The effective reproductive number.
In Figure 5 , we explore the effects of periodic temperature profiles on R e (t), assuming sinusoidal temperature variations with a period of 1 year. We observe that at the parameter values for Northern Europe, the effective reproductive number is significantly affected by both the mean value and the amplitude of the periodic temperature profile. We note that R e (t) is large at the beginning and the end of the breeding season, when temperatures are cooler, whereas during midsummer the value of R e (t) is substantially reduced. This pattern is particularly interesting given the double peaks in AI prevalence which are Table 1) .
observed in spring and fall in field data. We also note that higher variability in temperature reduces R e (t) in general.
AI invasion threshold.
Using the results of section 3.4, we can compute R i by solving ρ(T (τ, ϑ)) = 1 numerically. This allows for an estimation of the sensitivity of the AI invasion threshold, R i , to the temperature profile ( Figure 5 ). Our results show that R i decreases as the mean temperature, T 0 , increases, or as the amplitude of the periodic temperature profile increases. Therefore, AI has a higher chance of invading susceptible populations in an environment with a lower mean temperature or with reduced temperature fluctuations.
Epidemiological implications.
Direct versus indirect transmission.
To compare the impact of direct and indirect transmission, we numerically computed the number of new infections generated via each route, during a 6-month period, using the best-fit parameters obtained for the Ottenby data. This analysis reveals that the number of new infections by direct transmission is four orders of magnitude smaller than the number by indirect transmission. We therefore explored data fitting in a reduced model in which direct transmission was neglected, i.e., β d = 0; this resulted in only a slight change in the remaining estimated parameters (less than 5% in all cases). This reduced model fits the data equally well as compared to the full model (F test, p > 0.05). In contrast, if we include direct transmission but neglect indirect transmission (β i = 0), the model fit is significantly worse than the full model (F test, p = 0.0183). These results are consistent with the suggestion that the transmission of AI among wild birds is largely through the indirect fecal-oral route [11, 32, 33, 66] , underscoring the need for models which explicitly include the effects of water temperature on viral persistence. Given the limited data points from Ottenby, however, we cannot rule out the possibility that direct transmission is the dominant route in other parameter ranges. We therefore allowed β d to be nonzero in the sensitivity analyses and other explorations of parameter space. In fact, using the basic reproductive number and assuming a constant viral decay rateΩ, we can obtain a threshold expression,Ω * = β i p/β d , such that ifΩ <Ω * (Ω >Ω * ) direct (indirect) transmission dominates.
Short duration of acquired immunity.
The immune response against AIV in wild birds is poorly understood, yet the parameter η, which represents the reciprocal of the mean duration of immunity acquired due to AIV infection, plays an important role in the disease dynamics. In previous studies, this parameter was not considered, assuming permanent immunity [8, 31] , or taken to correspond to an immune period of more than a year [49] . However, our model predicts that birds infected by AIV lose their immunity in approximately 4 weeks, significantly shorter than values used previously. If we consider the Ottenby dataset used in this study, 15%-20% AIV prevalence was maintained for more than 4 months each summer. Since infected birds recover from AI in about a week, if they have permanent immunity, infection of the entire bird population takes only 5 weeks. Hence, to maintain 15%-20% prevalence for several months as seen in the dataset, the birds need to lose immunity in about 4 weeks. This rough calculation yields an immunity loss rate of 1/28 = 0.036 per day, which is consistent with our estimate of η = 0.038 per day. We find that lifetime immunity cannot explain this dataset. To confirm this we fitted the data using a model that ignores the term representing immunity loss (i.e., η = 0); this yielded a significantly worse fit to the data (F test, p < 0.001).
Environmental effects on single-season dynamics.
We used the OSOG model to study the effects of temperature on influenza prevalence during a single season. Even within a single season, the temperature varies widely. Moreover, the temperature profile varies from location to location as well as year to year. To demonstrate how this variation affects disease dynamics, we considered two different locations-Helsinki, Finland (the breeding ground for the Ottenby data), and Table 1 for both locations.
London, Ontario-both of which support wild waterfowl populations in summer. Using our model, we predicted the influenza prevalence using climate data from Helsinki [19] and London [17] , respectively, while keeping all other disease parameters the same for both locations. Although the difference in temperatures between the two locations remains less than 8
• C at each time point (Figure 6(a) ), the predicted dynamics of influenza prevalence are quite different in these locations (Figure 6(b) ). For example, in the month of July, the mean temperature in Helsinki is only 5.7
• C less than London, yet our model predicts the influenza prevalence among London birds is more than 70% less than that among Helsinki birds. Note that Helsinki has a lower mean level (T 0 = 5.73) and a lower amplitude ( T 0 = 10.9) in the temperature profile than London (T 0 = 8.98, T 0 = 13.8), indicating a longer persistence of the virus in Helsinki. This results in a quick rise of prevalence in Helsinki, peaking in early summer, while the prevalence in London remains low for several months longer, rising to a peak level in the fall. This shows that temperature changes can significantly impact disease dynamics even within a single season, again underlining the importance of considering time-varying temperature profiles for accurate prediction of AI dynamics.
Environmental effects on long-term dynamics.
To understand the long-term disease dynamics, we used the TSTG model, integrating the equations numerically for sufficiently long that the system stabilizes to a repeated annual cycle. We again use the parameter of the temperature function T (t) = T 0 (1+ sin (ωt + φ)) to study the effect of time-varying temperatures on the long-term disease dynamics. Figure 7 shows a 1-year time series (in the long term) of influenza prevalence among wild birds for different values of . Here = 0 yields a constant temperature, i.e., a model which is equivalent to previous models with constant viral decay rates; higher values of give temperature profiles of larger amplitude. Temperature variations over time clearly impact long-term influenza prevalence in wild birds; in particular greater variation produces larger fluctuations in influenza prevalence throughout the year. Interestingly, seasonal variations in temperature can generate double peaks in AI prevalence, as observed in real data [43] ; these double peaks do not occur when = 0. A larger variation in temperature results in a deeper well between these double peaks.
Sensitivity to fixed parameters.
In our data fitting process, the parameters p (shedding rate), S 0 (initial susceptible bird population), and V 0 (initial Table 1 . viral concentration) were fixed. However, the values of these parameters may vary depending upon a number of factors. For example, experiments show that older birds shed viral RNA at higher rates than younger birds [63] . It is straightforward to show that the model system becomes independent of S 0 if the scalings β d → β d /S 0 and p → p/S 0 are performed; thus the sensitivity to S 0 can be obtained from the sensitivity to p and by scaling estimates of β d . To address the sensitivity of our conclusions to p and V 0 , we performed data fitting and model simulation for changes in V 0 from 3 log 10 to 6 log 10 EID 50 and changes in p from 100 to 10,000 EID 50 per bird per day. This sensitivity analysis revealed that the qualitative conclusions of this study are not affected by changes of several orders of magnitude in these parameters. In addition, we examined the sensitivity of two quantitative conclusions: that the period of immunity for infected birds is about 4 weeks and that the number of new infections generated by direct transmission is four orders of magnitude less than those generated by indirect transmission. Neither of these conclusions was affected by changes in these initial parameter estimates.
6. Discussion. Since aquatic wild birds represent both a natural reservoir for recombination of various AIV strains and a source of novel strains with potential pathogenicity in humans, the transmission dynamics of AIV in wild bird populations is of important scientific and public health interest. Previous mathematical models [5, 6, 7, 8, 31, 49, 50] have offered valuable insights into AI dynamics among wild birds, highlighting the importance of indirect fecal-oral transmission and seasonal bird migration. Recent evidence has demonstrated that environmental conditions directly impact the persistence of AIV in water [10, 11, 14, 55, 66] , which has a significant contribution to fecal-oral transmission. In particular, laboratory experiments have shown that a change in the environment over time-even within a few weeks-can result in substantial variation in viral persistence [11] .
Here, we developed mathematical models taking time-varying environmental factors, particularly time-varying temperature, into account. We analyzed the model to study how environmental temperature affects the basic reproductive number, R 0 , the effective reproductive number, R e (t), and the AI invasion threshold, R i . We also analyzed the global dynamics predicted by a periodic environmental temperature and derived a condition for long-term AI persistence in wild birds. We find that the relative contribution of direct versus indirect transmission to the basic reproductive number, R 0 , can differ substantially depending upon environmental conditions such as temperature and pH; in particular, the contribution of indirect transmission, R i 0 , varies according to these environmental conditions. For example, as the environment gets cooler, R i 0 becomes larger (Figure 4 ). We derive a threshold formula which predicts whether direct or indirect transmission is dominant. These theoretical results underscore the importance of indirect transmission since the critical value (R 0 > 1) can be achieved-and the pathogen may persist-due to environmental variations, even when the direct transmission of AIV among wild birds is low (R d 0 < 1). For Northern Europe, we predict that R 0 > 1 resulting in endemic disease for average monthly temperatures below 24
• C and pH above 6.4. We also find that in a model for a short-term AI epidemic with R 0 > 1 (i.e., an OSOG model with d = η = 0), the disease eventually dies out (Lemma 3.1), resulting in a temperature-dependent final outbreak size; a higher environmental temperature gives a lower final outbreak size.
Our results show that environmental temperatures also play a significant role in determining the effective reproductive number as well as the AI invasion threshold and AI persistence in wild birds. The effective reproductive number is highly sensitive to both the mean and the amplitude of the periodic temperature profile ( Figure 5 ). Moreover, as demonstrated by our formulation of the AI invasion threshold, global climate change may have substantial implications for the prevalence of AI among wild birds ( Figure 5 ); higher and more variable temperatures pose more obstacles to AI invasion as well as long-term AI persistence in wild birds.
In numerical work, we verified that the model provides an excellent fit to AIV prevalence data from a field survey in Northern Europe ( Figure 3 ) and in fact gives a statistically better fit to the data compared to the same model with a constant environmental viral decay rate. While we acknowledge that the data are limited, the parameters estimated for Northern Europe provide some interesting insight into disease characteristics. First, our results are consistent with previous suggestions that the primary route of AI transmission among these wild birds is via the indirect fecal-oral route [11, 32, 33, 66] . Our estimates further suggest that infected birds lose immunity against AIV in about 4 weeks, which is substantially shorter than previously considered [8, 31, 49] . The rapid waning of immunity estimated in this study is also supported by an experimental study [51] which examined immunity against influenza in a group of chickens infected by the LPAI virus sub-type H9N2, even though the mechanism of immunity in chickens and wild birds may not be the same. This prediction has important biological implications: a short period of immunity suggests that long-lived memory cells are not generated by this infection. If this is the case, vaccination with LPAI viruses might not be a good strategy for long-term disease control. However, we note that the mechanism and dynamics of natural and artificial immunity can be different, and exposure to LPAI has been seen to provide some protection against highly pathogenic avian influenza for longer than 4 weeks in other studies [20, 21] . An alternate explanation for this rapidly waning immunity could be that the virus mutates rapidly, producing multiple strains which are capable of immune escape in previously infected and recovered birds. More data considering multiple strains and immune responses are necessary to clarify this issue.
Our single-season simulations for temperatures recorded in Helsinki, Finland, show that the maximum prevalence in Helsinki occurs in the months of October and November (just before fall migration) (Figure 6(b) ) when the temperature reaches about 0
• C (Figure 6(a) ). This is consistent with a study by Reperant et al. [48] in which outbreaks of H5N1 influenza in waterbirds were clustered along the 0
• C isotherm in Europe during the winter of [2005] [2006] . Moreover, our results for temperature profiles in Helsinki, Finland, and London, Canada, show that even moder-ately different temperature profiles can produce substantially different dynamics of AIV prevalence (for example, prevalence differs by over 70% in July, despite <8
• C difference in temperature at each time point in Figure 6 ). Cooler places with lower temperature variation such as Helsinki provide an environment in which the virus persists longer, causing a rapid rise in prevalence.
Using the TSTG model we also studied the effects of different time-varying temperature profiles on long-term AI dynamics. The time course of annual AI prevalence is strongly affected by time-varying temperature profiles (Figure 7 ). This sensitivity is more pronounced during the breeding season than the wintering season. More importantly, variations in temperature over time can produce double-peak prevalence profiles, as observed in real data [43] . The larger the temperature variation over time, the deeper the well between these two peaks. We also find (data not shown) that interannual variations in temperature produce corresponding interannual variations in AI dynamics. Since only 3 years of data are available in the Ottenby dataset, this remains an intriguing avenue for future work, as more data become available. The result suggests, however, that year-to-year temperature variation may be an additional cause of interannual stochasticity in AI dynamics; previous approaches have used stochastic terms to capture these effects [8] .
There are several limitations of this study. Our data fitting is based on limited AI prevalence data, lending uncertainty to the parameters estimated. Seasonal data from other locations, where environmental conditions differ, will be necessary to better understand the effects of place-to-place environmental variation on AI dynamics. We used a deterministic approach to analyze time-varying environmental effects but acknowledge that stochastic effects might also have an impact. Finally, our assumption of instantaneous migration may be less realistic for birds such as bar-headed geese which use many stopover locations during migration [6, 28] . However, once data for stopover sites are known, our model could easily be extended by considering one or more stopover grounds apart from the breeding and wintering grounds. 
e., the disease-free equilibrium is unstable for any Ω(t). Thus, we assume that R d 0 < 1. As discussed in [28, 70] , the Floquet multiplier theory and the Perron-Frobenius theory combined imply that there exist positive τ -periodic functions (Ī(t),V (t))
T is a solution of system (3.4)-(3.5), where e Θτ represents the spectral radius of the matrix Φ Fτ −Vτ (τ ). Note that it is sufficient to consider only real values of Θ. Then, (Ī(t),V (t))
T satisfy
These differential equations have solutions Let R i < 1. Then Lemma 3.4 implies that X 0 is locally asymptotically stable, i.e., ρ (Φ Fτ −Vτ (τ )) < 1. We can choose q 0 > 0 small enough giving ρ Φ Fτ −Vτ +Mq0 (τ ) < 1, where
From (3. Note that any t ≥ 0 can be expressed as t = nτ +t witht ∈ [0, τ) and n, the largest integer less than or equal to t/τ . Therefore, ||u(t, z 0 ) − u(t, X 0 )|| = ||u(t, P n (z 0 )) − u(t, X 0 )|| < σ 1 ∀t ≥ 0.
Substituting u(t, z 0 ) = (S(t), I(t), N(t), V (t)) and u(t, X 0 ) = X 0 , we obtain I(t)<σ 1 , V (t) < σ 1 ∀t ≥ 0. Also, (I(t) + S(t)) ≤ N (t) ∀t ≥ 0. Then, from (3.7), we obtain dS/dt ≥ Λ − (β d σ 1 + β i σ 1 + d)S. Take σ = σ 1 . Then by the comparison, S(t) ≥Ŝ(t). Also, using lim t→∞Ŝ (t) = S * > Λ/d − q 1 , we obtain S(t) ≥ Λ/d − q 1 for sufficiently large t. Using this in (3.8) and (3.10), we obtain, for sufficiently large t, that 
Ī(t),V (t))
T is also a solution of (C.4). Then applying the comparison principle [54] , we get (I(t), V (t))
T ≥ m 1 (Î(t),V (t)) T ∀t > 0. Therefore, we get I(nτ ) → ∞, and V (nτ ) → ∞ as n → ∞, which is a contradiction. This completes the proof.
We know from Theorem B.1 that {P n } n≥0 admits a global attractor in D. We now prove that {P n } n≥0 is uniformly persistent with respect to (D 0 , ∂D 0 ). For any z 0 ∈ D 0 , from (3.7), we have Note that (C.6) M ∂ := {z 0 ∈ ∂D 0 : P n (z 0 ) ∈ ∂D 0 ∀n ≥ 0} = {(S, 0, N, 0) ∈ D : S ≥ 0, N ≥ 0},
