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Abstract
In this paper we are interested in the global existence and large-time behavior of solutions
to the initial-boundary value problem for subcritical Kuramoto–Sivashinsky-type equation
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ut + N(u, ux) − uxx + uxxxx = 0, (x, t) ∈ R+ × R+,
u(x, 0) = u0(x), x ∈ R+,
j−1x u(0, t) = 0 for j = 1, 2,
(0.1)
where the nonlinear term N(u, ux) depends on the unknown function u and its derivative ux
and satisfy the estimate
|N(u, v)| C|u||v|
with 0, 1 such that
+ 3
2
= 2 − ,> 0.
The aim of this paper is to prove the global existence of solutions to the initial-boundary value
problem (0.1) in subcritical case, when the nonlinear term has a time decay rate less than that
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of the linear terms of Eq. (0.1). Also we ﬁnd the main term of the asymptotic representation
of solutions.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
We consider the initial-boundary value problem on a half-line for the Kuramoto–
Sivashinsky-type equations
⎧⎨⎩
ut + N(u,ux) + K(u) = 0, t > 0, x > 0,
u(x, 0) = u0(x), x > 0;
j−1x u (0, t) = 0, t > 0, j = 1, 2.
(1.1)
The linear part of Eq. (1.1) is a differential operator
K(u) = −2x + 4x
and the nonlinearity N(u, ux) is of nonconvective type and satisfy the estimate
|N(u, v)| C |u| |v|
with , 0. Note that the operator K(u) has a symbol (see [6])
K(p) = −p2 + p4.
Eq. (1.1) is a simple universal model, which is applied, for instance, in the theory of
combustion to model a ﬂame front and also in the study of two-dimensional turbulence
(see [13]). In this paper we are interested in the global existence and large-time behavior
of solutions to the initial-boundary value problem (1.1) in the subcritical case, when
the time decay rate of the nonlinearity in (1.1) is less than that of the linear terms
(therefore the nonlinearity deﬁnes the asymptotic proﬁle of solutions).
Recently, much attention was drawn to the study of the global existence and large-
time asymptotic behavior of solutions to the Cauchy problems for nonlinear equations
in the critical and subcritical cases (see papers [1–5,7,8,12,11,14] and literature cited
therein). A general theory of nonlinear nonlocal equations on a half-line was developed
in book [6] for the super critical cases, when the nonlinearity in the equation decays
more rapidly than the linear terms. In [6] it was introduced the pseudodifferential
operator K with homogeneous symbol K (p) = Cp and it was shown that the number
of the boundary data which are necessary for the well-posedness of the problem is
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equal to
[

2
]
except the case, when  is an odd integer. As far as we know the initial-
boundary value problems for nonlinear equations in the subcritical case were not studied
previously. In the present paper we ﬁll this gap, considering as example the Kuramoto–
Sivashinsky-type equation (1.1). The main difﬁculty in the study of the initial-boundary
value problem is in evaluating the contribution of the boundary data into the large time
asymptotic behavior of solutions, which can be completely different comparing with the
case of the corresponding Cauchy problem. For example, the nonlinearity of the shallow
water-type uux in the Korteweg–de Vries–Burgers equations is critical in the case of the
Cauchy problem however it is super critical in the case of the Dirichlet boundary-value
problem (see [10]). Another difﬁculty which we overcome in the present paper is that
the linear operator K in Eq. (1.1) has a nonhomogeneous symbol K(p) = −p2 + p4.
To construct the Green operator for problem (1.1) we cannot use the methods of book
[6] directly, also we need to obtain additional estimates for the Green functions, which
have different analyticity properties comparing with the case of homogeneous symbol
K(p).
We use the Lebesgue space Lp on R+ with the norm ‖‖Lp =
(∫
R+ | (x)|p dx
) 1
p
,
and the weighted Lebesgue space Lp,a, a0, with norm
‖‖Lp,a =
∥∥〈·〉a ∥∥Lp ,
where 〈x〉 =
√
1 + |x|2, {x} = x〈x〉 . Also we introduce weighted Sobolev space Wk,ap
Wk,ap =
⎧⎨⎩ ∈ Lp,a,
k∑
j=0
∥∥∥jx∥∥∥Lp,a < ∞
⎫⎬⎭ .
By C (I;B) we denote the space of continuous functions from a time interval I to the
Banach space B. Different positive constants might be denoted by the same letter C.
We assume that the initial data u0 ∈ L∞ ∩ L1,2 and satisfy conditions
‖u0‖L∞ + ‖u0‖L1,2 = ε, Cεε, (1.2)
where ε > 0 is sufﬁciently small. Denote
 =
∫
R+
(e−x − 1 + x)u0 (x) dx.
We deﬁne  = 2 − − 32 and
 = t−1+
∫
R+
xN
(

(
xt−
1
2
)
,′
(
xt−
1
2
))
dx,
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where
(s) =
√

4
se−
s2
4 .
Suppose that  > 0 is sufﬁciently small and
 > 0. (1.3)
Also we assume that
1,  ∈ [0, 1) . (1.4)
Our purpose in this paper is to prove the following theorem:
Theorem 1. We assume that conditions (1.2)–(1.4) are valid. Then there exists a unique
solution
u (t, x) ∈ C
(
[0,∞);L∞ ∩ L1,2
)
∩ C
(
(0,∞);W1,0∞ ∩ W1,21
)
of the initial-boundary value problem (1.1). Moreover there exists a function V ∈ L∞
such that the solutions satisfy the following large-time decay estimate
∥∥∥u (t) − t−1− +−1 − 1+−1 V ((·) t− 12 )∥∥∥
L∞
Cεt−1−

+−1−	
for all t > 0.
We organize the rest of the paper as follows. In Sections 2 and 3 we construct the
Green function of the solution of the linear problem. We prove preliminary lemmas
in Section 4. In Lemma 1 we obtain estimates of the Green operator in the Lebesgue
spaces Lr , 1r∞ and L1,a. Then in Lemma 4 we estimate the Green operator in
our basic norm
‖‖X = sup
t>0
sup
1 r∞
1∑
k=0
{t} km 〈t〉 1+k2 + 12 (1− 1r )
∥∥∥kx (t)∥∥∥Lr
+ sup
t>0
sup
1 r∞
1∑
k=0
{t} km 〈t〉 k−12
∥∥∥kx (t)∥∥∥L1,2 .
Large-time behavior of the ﬁrst moments of the nonlinearity N(u, ux) in Eq. (1.1) are
evaluated in Lemma 6. Section 5 is devoted to the proof of Theorem 1.
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2. Linear problem
We consider the linear initial-boundary value problem corresponding to (1.1)
⎧⎨⎩
ut + Ku = f (x, t), t > 0, x > 0,
u(x, 0) = u0(x), x > 0,
j−1x u(0, t) = 0, t > 0 for j = 1, 2.
(2.1)
By virtue result of the book [6] we need to put into initial boundary value problem
(2.1) two boundary data for its correct solvability. We deﬁne symbol of operator K as
K(p) = −p2 + p4.
We denote by j (
) = K−1(−
), two different roots of the equation K(p) = −
, such
that
Rej (
) > 0
for all 
 ∈ D,Re 
 > 0. Here D is domain of analyticity of functions j (
) with
boundary 
 =
{
(−i∞,−i0)
⋃
k
([
−i0,K(pk)ei2
]
∪ [K(pk), i0]
)
∪ (i0, i∞)
}
,
where K ′(pk) = 0. Also we deﬁne matrices A
A =
(
1 1
2 1
)
and vector −→B
−→B =
(
e−1(
)y
e−2(
)y
)
.
In this section we follow the method of the book [6] to obtain the explicit formula for
the solution of the linear problem (2.1) under the condition
u0 ∈ L1
(
R+
)
, f ∈ Lq
(
0, T ;L1 (R+))
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with q > 2. We have that solution of problem (2.1) has the following form:
u(x, t) =
∫ +∞
0
u0(y)G(x, y, t) dy
+
∫ t
0
d
∫ +∞
0
f (x, y, )G(x, y, t − ) dy,
where
G(x, y, t) = 1
2i
∫ i∞
−i∞
epxH(p, y, t) dp,
H(p, y, t) = e−py−K(p)t −
2∑
j=1
p2−j 1
2i
∫

e
t
K(p) + 

(
A−1−→B
)
j
.
Denote
H˜ (p,1,2, y) =
2∑
k=1
p2−k
(
A−1−→B
)
k
. (2.2)
We write function H˜ in the form
H˜ =
2∑
k=1
p2−k
2∑
j=1
e−j y
(
A−1−→Ej
)
k
,
where −→Ej is vector with component el, l = 1, 2
el =
{
1, l = j,
0, l = j.
Therefore by direct calculation we obtain
H˜ =
2∑
j=1
e−j yP2(p)
P ′2(j )(p − j )
, (2.3)
where by P2(p) we denote
P2(p) =
2∏
l=1
(p − l ). (2.4)
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We easily see that function H˜ (p,1,2, y) is symmetrical with respect to variables
j (
), such that, for example,
H˜ (p,1,2, y) = H˜ (p,2,1, y).
Since K(p) > 0 for all p = 0, p = 0 and the function H˜ (p,1,2, y) is analytic
in the domain D and has the estimate
∣∣H˜ (p,1,2, y)∣∣ Ce−Cy 4√|
| (2.5)
for |
| → ∞, 
 > 0 (see asymptotic formulas ((3.1) below), therefore by the Cauchy
theorem and symmetrical properties of function H˜ we can change the contour of
integration  to the imaginary axis (−i∞, i∞) to get
∫

H˜
e
t
K(p) + 
 d
 =
∫ i∞
−i∞
H˜
e
t
K(p) + 
 d

(since j (
) > 0 for all 
 = 0, and taking into account inequality (2.5), we
see that the last integral in the above formula is converges absolutely). Applying the
identities
K ′(l ) = −
1
′l (
)
and using the theory of residues, we obtain
∫ i∞
−i∞
H˜ (p,1,2,,y)
K(p) + 
 e
px dp = 2i
2∑
l=1
H˜ (l+2,1,2, y)el+2(
)x′l+2(
),
where l+2 are “negative” roots of equation for equation K(p) = −
, such that
Rej (
) < 0, Re 
 > 0.
Since
3(
) = −1(
), 4(
) = −2(
)
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we get
1
42
∫ i∞
−i∞
epx
∫ i∞
−i∞
2∑
j=1
p2−j
∫

e
t
K(p) + 

(
A−1−→B
)
j
= − 1
2i
2∑
j,k=1
∫ i∞
−i∞
e
t
e−j (
)xe−k(
)y
P ′2(j )P ′2(k)(k + j )
d
, (2.6)
where
P2(u) = (u − 1(
))(u − 2(
)). (2.7)
Therefore taking into account (2.6), (2.3) we obtain the following integral representation
for Green function G(x, y, t) of problem (2.1):
G(x, y, t) = 1
2i
∫ i∞
−i∞
ep(x−y)−K(p)t
− 1
2i
2∑
j,k=1
∫ i∞
−i∞
e
t
e−j (
)xe−k(
)y
P ′2
(
j
)
P ′2
(
k
) (
k + j
) d
, (2.8)
where the function P2 is deﬁned in (2.7).
3. Asymptotics of the Green function
Denote by j (
) = K−1(−
), j = 1, 2, such that for 
 ∈ D
Rej (
) > 0.
Moreover the asymptotics
l (
) = l

1
4 + O
(

−
1−	
m
)
(3.1)
is true as 
 → ∞, where l are the roots of (−1)
1
4 , such that Rel (
) > 0 for
Re 
 = 0. Now we consider case 
 → 0.
We represent
p2 = 

1 + O(p) or p
2 =
(
1 − 

p2
+ O(p)
)
for |p|1.
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Hence we get the asymptotic representations
1(
) = i

1
2 + O
(
|
| 32
)
, 
 → 0 (3.2)
and
2(
) = 1 + O (|
|) , 
 → 0. (3.3)
We have (see (2.8))
G(x, y, t) = 1
2i
∫ i∞
−i∞
ep(x−y)−K(p)t
− 1
2i
2∑
j,k=1
∫ i∞
−i∞
e
t
e−j (
)xe−k(
)y
P ′2
(
j
)
P ′2
(
k
) (
k + j
) d
.
Since
2∑
j,k=1
∫ i∞
−i∞
e
t
e−j (
)xe−k(
)y
P ′2
(
j
)
P ′2
(
k
) (
k + j
) d

= − 1
42
∫ i∞
−i∞
d
 e
t
∫ i∞
−i∞
e−px
P2(p, 
)
dp
×
∫ i∞
−i∞,p =−q
e−qy
P2(q, 
)(q + p) dq, (3.4)
we get for l = 0, 1
− 1
42
∫ i∞
−i∞
d
 e
t
∫ i∞
−i∞
e−px
P2(p, 
)
dp
∫ i∞
−i∞,p =−q
ql
P2(q, 
)(q + p) dq
= 1
2i
∫ i∞
−i∞
d
 e
t
∫ i∞
−i∞
e−px(−p)l
P2(p, 
)P2(−p, 
) dp
= 1
2i
∫ +i∞
−i∞
dp e−px(−p)l
∫ i∞
−i∞
d
 e
t
1
K(p) + 
 d

=
∫ +i∞
−i∞
dp e−px−K(p)t (−p)l dp
=
∫ +i∞
−i∞
dp epx−K(p)tpl dp. (3.5)
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Therefore we rewrite integral representation of Green function as
G(x, y, t) = 1
2i
∫ i∞
−i∞
epx−K(p)t (e−py − 1 + py) dp
− 1
2i
2∑
j,k=1
∫ i∞
−i∞
e
t
e−j (
)x
(
e−k(
)y − 1 + k(
)y
)
P ′2
(
j
)
P ′2
(
k
) (
k + j
) d
. (3.6)
Since for |
| < 1
1(
) = i

1
2 + O
(


3
2
)
, 2(
) = 1 + O(
)
we get
2∑
j,k=1
e−j (
)x
(
e−k(
)y − 1 + k(
)y
)
P ′2
(
j
)
P ′2
(
k
) (
k + j
)
= (e−y − 1 + y)
(
e−
√

x + 1
2
e−x 1(
1 − √
)2
)
+ e−
√

xO
(


1
2
) (
1 + y2
)
.
Making the change of variable p = √
 we obtain
G(x, y, t) = 1
2i
B(y)
∫ i∞
−i∞
e
t−
√

x d
+ R
= 1
2i
B(y)
1
t

(
xt−
1
2
)
+ R, (3.7)
where
(s) =
∫ i∞
−i∞
ep
2−ps p dp
and
|R|  C
⎛⎝∣∣∣∣∫ i∞−i∞,|p|<1 dp epx−K(p)t (e−py − 1 + py)
∣∣∣∣
+
∣∣∣∣∫ i∞−i∞,|p|>1 dp epx−K(p)tdp
∣∣∣∣
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+
∣∣∣∣∣(e−y − 1 + y)12e−x
∫ +i∞
−i∞
e
t
1(
1 − √
)2 d

∣∣∣∣∣
+
∣∣∣∣∫ i−i e
t−
√

xO
(


1
2
) (
1 + y2
)
d

∣∣∣∣
+
∣∣∣∣∣∣
2∑
j,k=1
∫ i∞
−i∞,|
|>1
e
t
e−j (
)x
(
e−k(
)y − 1 + k(
)y
)
P ′2
(
j
)
P ′2
(
k
) (
k + j
) d

∣∣∣∣∣∣
⎞⎠
 C
(
1 + y2
)
t−
3
2 .
Here we used (3.1) to obtain for |
| > 1,
2∑
j,k=1
∣∣∣∣∣∣
e−j (
)x
(
e−k(
)y − 1 + k(
)y
)
P ′2
(
j
)
P ′2
(
k
) (
k + j
)
∣∣∣∣∣∣
C |
|− 14 . (3.8)
We also note that for t > 0, w0, k = 0, 1, r1
∥∥∥(·) t−1kx (·t− 12 )∥∥∥Lr Ct− 1+k−w2 + 12
(
1
r
−1
)
. (3.9)
On the another way we can represent Green function as
G(x, y, t) = t−1yyG0
(
xt−
1
2 , 0
)
+ G1(x, y, t), (3.10)
where
G0(s, q) = 12i
∫ i∞
−i∞
ep
2
(
ep(s−q) − ep(s+q)
)
dp (3.11)
and
|G1|  C
( ∣∣∣∣∫ i∞−i∞,|p|<1 dp epx−K(p)t (e−py − 1)
∣∣∣∣
+
∣∣∣∣∫ i∞−i∞,|p|>1 dp epx−K(p)tdp
∣∣∣∣
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+
∣∣∣∣∣(e−y − 1)12e−x
∫ +i∞
−i∞
e
t
1(
1 − √
)2 d

∣∣∣∣∣
)
+
∣∣∣∣∫ i−i e
t−
√

xO
(


1
2
)
(1 + y) d

∣∣∣∣
+
∣∣∣∣∣∣
2∑
j,k=1
∫ i∞
−i∞,|
|>1
e
t
e−j (
)x
(
e−k(
)y − 1
)
P ′2
(
j
)
P ′2
(
k
) (
k + j
) d

∣∣∣∣∣∣
⎞⎠
 C
(
1 + y2
)
t−
3
2 .
4. Preliminaries
We introduce the operators
G(t)f =
∫ +∞
0
G(x, y, t)f (y) dy (4.1)
with
G(x, y, t) = F1(x − y, t) + F2(x, y, t),
where
F1(x, t) = 12i
∫ i∞
−i∞
epx−K(p)tdp, (4.2)
F2(x, y, t) = − 12i
2∑
j,k=1
∫ i∞
−i∞
e
t
e−j (
)xe−k(
)y
P ′2
(
j
)
P ′2
(
k
) (
k + j
) d
, (4.3)
PN(p) =
2∏
l=1
(p − l (
))
and
G0(t)f =
∫ +∞
0
G0
(
xt−
1
2 , yt−
1
2 , t
)
f (y) dy, (4.4)
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where
G0(s, q) = 12i
1√
t
∫ i∞
−i∞
ep
2
(
ep(s−q) − ep(s+q)
)
dp.
Also we denote by
(s) = 1
2i
∫ i∞
−i∞
ep
2−psp dp
and
B(x) = e−x − 1 + x.
We ﬁrst collect some preliminary estimates of the Green operator G (t) in the norms
‖‖Lr and ‖‖L1,a , where a ∈ (0, 2], r = 1,∞.
Lemma 1. Suppose that the function  ∈ L∞ ∩ L1,2. Then the estimates
sup
1 r∞
∥∥∥(·)wkxG (t)∥∥∥Lr  t− k2 (t w2 ‖‖Lr + ∥∥(·)w∥∥Lr) , 0 < t1,
sup
1 r∞
∥∥∥(·)wkxG (t)∥∥∥Lr Ct− k2 − 12
(
1− 1
r
) (
t
w
2 ‖‖L1 +
∥∥(·)w∥∥L1) , t > 1
and ∥∥∥(·)w kx (G (t) f − t−1 (t− 12 (·)))∥∥∥Lr Ct− 2+k−w2 − 12
(
1− 1
r
)
‖‖L1,2 , t > 0
are valid, where k = 0, 1,
0  w < 2 + k − 1
r
,
 =
∫ +∞
0
B(x)f (x) dx.
Proof. By symbol Fp→x we denote inverse Fourier transformation. Note that the kernel
F1 (x, t) = Fp→x
(
e−K(p)t
)
in representation (4.2) is a smooth function F1 (x, t) ∈
C∞
(
R1
)
and decays at inﬁnity so that
sup
x∈R1
〈
xt−
1
2
〉3+k ∣∣∣kxF1 (x, t)∣∣∣ Ct− 1+k2 (4.5)
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for all k = 0, 1, 2. Indeed, we have∣∣∣kxF1 (x, t)∣∣∣ = ∣∣∣Fp→x (pke−K(p)t)∣∣∣
 C
∥∥∥pke−K(p)t∥∥∥
L1p
C 〈t〉− 1+k2 {t}− 1+k4
and ∣∣∣x3+kkxF1 (x, t)∣∣∣ = ∣∣∣Fp→x (3+kp (pke−K(p)t))∣∣∣
 C
∥∥∥3+kp (pke−K(p)t)∥∥∥L1p
for k = 0, 1. Since ∣∣∣3+kp (pke−K(p)t)∣∣∣ Ct 〈p〉 e−ReK(p)t
for all p ∈ R, k = 0, 1, we obtain∣∣∣x3+kkxF1 (x, t)∣∣∣ Ct 12 .
Therefore estimate (4.5) is true. By virtue of (4.5) we ﬁnd
∥∥∥(·)wkxF1 (·, t)∥∥∥Lr Ct− k−w2 − 12
(
1− 1
r
)
. (4.6)
Therefore using the Young inequality from (4.6) and (4.5) we ﬁnd∥∥∥∥(·)w ∫ +∞
0
kxF1 (· − y, t)(y) dy
∥∥∥∥
Lr
 t− k2
(
t
w
2 ‖‖Lr +
∥∥(·)w∥∥Lr) (4.7)
for 0 < t < 1 and∥∥∥∥(·)w ∫ +∞
0
kxF1 (· − y, t)(y) dy
∥∥∥∥
Lr
Ct−
k
2 − 12
(
1− 1
r
) (
t
w
2 ‖‖L1 +
∥∥(·)w∥∥L1) (4.8)
for t > 1. By virtue of (3.1)–(3.3) we have∣∣∣∣∣∣
2∑
j,l=1
e−j (
)xe−l (
)ykj
P ′2
(
j
)
P ′2
(
l
) (
l + j
)
∣∣∣∣∣∣ C 〈|
|〉− 3−k4 e−C Re 

1
4 (x+y), |
| > 1,
E.I. Kaikina / J. Differential Equations 220 (2006) 279–321 293
∣∣∣∣∣∣
2∑
j,l=1
e−j (
)xe−l (
)ykj
P ′2
(
j
)
P ′2
(
l
) (
l + j
)
∣∣∣∣∣∣
C |
| k−12 e−Re
√

(x+y) + C |
| k2 e−Re
√

x + Ce−x, |
| < 1.
So changing the contour of integration we get∥∥∥∥(·)w ∫ +∞
0
kxF2 (·, y, t) dy
∥∥∥∥
Lrx
C
∥∥∥∥(·)w ∫ +∞
0
kxI1 (· + y, t) dy
∥∥∥∥
Lrx
+C
∥∥∥∥(·)w ∫ +∞
0
kxI2 (·, y, t) dy
∥∥∥∥
Lrx
, (4.9)
where
I1 (s, t) =
∫

∈C1,|
|<1
d
 eRe 
t |
| k−12 e−Re
√

s
+
∫

∈C1,|
|>1
d
 eRe 
t |
|− 3−k4 e−C〈|
|〉
1
4 s
and
I2 (x, y, t) =
∫

∈C1,|
|<1
|d
| eRe 
t
(
|
| k2 e−Re
√

x + e−x
)
and
C1 =
{

 = |
| e±i1 , 1 = 2 + ε, Rej,l(
) > 0, ε > 0
}
.
We have
sup
y>0
∥∥(·)wI2 (·, y, t)∥∥Lr
C
∫

∈C1,|
|<1
d
 eRe 
t |
| k2
(∫ +∞
0
xrwe−rRe
√

x dx
) 1
r
+C
∫

∈C1,|
|<1
d
 eRe 
t
(∫ +∞
0
xrwe−rx dx
) 1
r
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C
∫

∈C1,|
|<1
d
 eRe 
t |
| k−w2 − 12r
C 〈t〉− 1+k−w2 − 12
(
1− 12r
)
.
Therefore we get
∥∥∥∥(·)w ∫ +∞
0
kxI2 (·, y, t) dy
∥∥∥∥
Lr
C 〈t〉− 1+k−w2 − 12
(
1− 12r
)
‖‖L1 . (4.10)
In the same way we have
sup
y>0
∥∥(·)wI1 (·, t)∥∥Lrx
C
∫

∈C1,|
|<1
d
 eRe 
t |
| k−12
(∫ +∞
0
xrwe−rRe
√

x dx
) 1
r
+
∫

∈C1,|
|>1
d
 eRe 
t |
|− 3−k4
(∫ +∞
0
xrwe−C〈|
|〉
1
4 x dx
) 1
r
C
∫

∈C1,|
|<1
d
 eRe 
t |
| k−1−w2 − 12r +
∫

∈C1,|
|>1
d
 eRe 
t |
|− 3−k+w4 − 14r
C 〈t〉− k−w2 − 12
(
1− 12r
)
{t}− k−w4 − 14
(
1− 1
r
)
.
Therefore by the Young inequality we have
∥∥∥∥(·)w ∫ +∞
0
kxI1 (· + y, t) dy
∥∥∥∥
Lr
Ct− k4
(
‖‖Lr,w + t
w
4 ‖‖Lr
)
, 0 < t1 (4.11)
and
∥∥∥∥(·)w ∫ +∞
0
kxI1 (· + y, t) dy
∥∥∥∥
Lr
Ct−
k−w
2 − 12
(
1− 12r
) (
‖‖L1,w + t
w
2 ‖‖L1,w
)
, t > 1. (4.12)
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Hence from (4.7)–(4.12) we obtain the ﬁrst estimate of the lemma
sup
1 r∞
∥∥∥(·)wkxG (t)∥∥∥Lr  t− k2 (t w2 ‖‖Lr + ∥∥(·)w∥∥Lr) , 0 < t1,
sup
1 r∞
∥∥∥(·)wkxG (t)∥∥∥Lr Ct− k2 − 12
(
1− 1
r
) (
t
w
2 ‖‖L1 +
∥∥(·)w∥∥L1) , t > 1.
Since by virtue of the estimate (3.7)∣∣∣G(x, y, t) − t−1 (t− 12 (·))B(y)∣∣∣
C
⎛⎜⎝∣∣∣∣∫ i∞−i∞,|p|<1 dp epx−K(p)t (e−py − 1 + py)
∣∣∣∣
+
∣∣∣∣∫ i∞−i∞,|p|>1 dp epx−K(p)t
∣∣∣∣
+
∣∣∣∣∣〈y〉2
∫ i∞
−i∞,|
|<1
e
t−
√

xO
(
|
| 12
)
d

∣∣∣∣∣
+
∣∣∣∣∣∣
2∑
j,k=1
∫ i∞
−i∞,|
|>1
e
t e−

1
4 x
−
3
4 d

∣∣∣∣∣∣
⎞⎟⎠
+Ce−x 〈y〉2 〈t〉− 32
we easily obtain ∥∥∥(·) kx (G (t)− ϑt−1 (t− 12 (·)))∥∥∥Lr
Ct−
2+k−w
2 + 12
(
1
r
−1
)
‖‖L1,2
for any  ∈ [0, 2]. Thus the second estimate of the lemma follows. Lemma 1 is proved.

In the same way as in the proof of Lemma 1 we obtain the following results:
Lemma 2. Suppose that the function  ∈ L∞ ∩ L1,2. Then the estimates
sup
1 r∞
∥∥∥(·)wkxG0 (t)∥∥∥Lr  t− k2 (t w2 ‖‖Lr + ∥∥(·)w∥∥Lr)
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for 0 < t1,
sup
1 r∞
∥∥∥(·)wkxG0 (t)∥∥∥Lr Ct− k2 − 12
(
1− 1
r
) (
t
w
2 ‖‖L1 +
∥∥(·)w∥∥L1)
for t > 1, and
∥∥∥(·) kx (G0 (t) f − 1t−1 (t− 12 (·)))∥∥∥Lr Ct− 2+k−w2 − 12
(
1− 1
r
) ∥∥∥(·)2∥∥∥
L1
for t > 0, are valid, where k = 0, 1,
0  2,
1 =
∫ +∞
0
x (x) dx.
Lemma 3. Suppose
∫ +∞
0
B(x)1 (x) dx = 0,
∫ +∞
0
x2(x) dx = 0.
Then the estimate
sup
1 r∞
∥∥∥(·) kx (G (t)1 − G0 (t)2)∥∥∥Lr
C 〈t〉− 2+k−w2 + 12
(
1
r
−1
) (∥∥1 − 2∥∥L1,2 + ∥∥2∥∥L1)
+C 〈t〉− 4+k−w2 + 12
(
1
r
−1
) ∥∥1∥∥L1,2 + C 〈t〉− 32 ∥∥1∥∥L1,1
is valid for all t > 0, where
02.
Proof. Since
∫ +∞
0
B(x)1 (x) dx = 0,
∫ +∞
0
x2(x) dx = 0.
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we have
G (t)1 =
1
2i
∫ +∞
0
dy1
∫ i∞
−i∞,|p|<1
dp epx+p2t
(
e−py − 1 + py) dp
+
∫ i
−i
e
t
e−
√

x
(
e−
√

y − 1 − √
y
)
2
√


d
+ R1,
where
|R1| C
∫ i∞
−i∞,|
|<1
e
t−
√

xO
(
|
| 32
)
|d
| ∥∥1∥∥L1,2
+
∣∣∣∣∣∣
2∑
j,k=1
∫ i∞
−i∞,|
|>1
e
t e−

1
4 x
−
3
4 d

∣∣∣∣∣∣ ∥∥1∥∥L1
+Ce−x
∣∣∣∣∣
∫ +i∞
−i∞
e
t
1(
1 − √
)2 d

∣∣∣∣∣ ∥∥1∥∥L1,2 .
Also since ∫ +∞
0
x2(x) dx = 0.
we have
G0 (t)2 =
1
2i
⎛⎝∫ +∞
0
dy 2
∫ i∞
−i∞,|p|<1
dp epx+p2t
(
e−py − 1 + py) dp
+
∫ i
−i
e
t
e−
√

x
(
e−
√

y − 1 − √
y
)
2
√


d

⎞⎠+ R2,
where
|R2| C
∣∣∣∣∫ i∞−i∞,|p|>1 dp ep2t
(
ep(x−y) − ep(x+y)
)
dp
∣∣∣∣ ∥∥2∥∥L1 .
Therefore we obtain
G (t)1 − G0 (t)2
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= 1
2i
∫ +∞
0
dy
(
1 − 2
)⎛⎝∫ i∞
−i∞,|p|<1
dp epx+p2t
(
e−py − 1 + py) dp
+
∫ i
−i
e
t
e−
√

x
(
e−
√

y − 1 − √
y
)
2
√


d

⎞⎠
+R1 + R2 + R3,
where
R3C
∣∣∣∣∫ i−i e
t e−
√

xO
(


3
2
)
d

∣∣∣∣ ∥∥1∥∥L1,2 .
Therefore we easily obtain∥∥∥(·) kx (G (t)1 − G0 (t)2)∥∥∥Lr
Ct−
2+k−w
2 + 12
(
1
r
−1
) (∥∥1 − 2∥∥L1,2 + ∥∥2∥∥L1)
+Ct− 4+k−w2 + 12
(
1
r
−1
) ∥∥1∥∥L1,2 + C 〈t〉− 32 ∥∥1∥∥L1,1
for any  ∈ [0, 2]. Lemma 3 is proved. 
We introduce the function space for k = 0, 1,  = 2 − − 32,  ∈ (0, 1)
‖‖X = sup
t>0
1∑
k=0
sup
1 r∞
{t} k2 〈t〉 1+k2 + 12
(
1− 1
r
) ∥∥∥kx (t)∥∥∥Lr
+ sup
t>0
1∑
k=0
{t} k2 〈t〉 k−12
∥∥∥kx (t)∥∥∥L1,2 ,
‖‖Y = sup
t>0
sup
1 r∞
{t} 〈t〉1−+ 12 + 12
(
1− 1
r
)
‖ (t)‖Lr
+ sup
t>0
{t} 〈t〉1−− 12 ‖ (t)‖L1,2 ,
where  ∈ (0, 1).
Lemma 4. Let the function f (x, t) satisfy ∫ +∞0 B(x)f (x, t) dx = 0. We also suppose
that the function g (t) is such that g (t)  12 〈t〉, for all t > 0. Then the following
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it inequality: ∥∥∥∥∫ t
0
g−1 ()G(t − )f () d
∥∥∥∥
X
C ‖f ‖Y
is valid, provided that the right-hand side is ﬁnite.
Proof. Using ﬁrst estimate of Lemma 1 we get∥∥∥∥∫ 1
0
g−1 () kxG(t − )f () d
∥∥∥∥
Lr
C
∫ 1
0
(t − )− k2 − d sup
∈[0,1]
{} (‖f ()‖L∞ + ‖f ()‖L1)
C {t}− k2 ‖f ‖Y
and ∥∥∥∥∫ 1
0
kxg
−1 ()G(t − )f () d
∥∥∥∥
L1,2
C
∫ t
0
(t − )− k2 −d sup
∈[0,t]
{} ‖f ()‖L1,2
C {t}− k2 〈t〉 1−k2 ‖f ‖Y
for all 0 < t < 1. Since
∫ +∞
0 B(x)f (x, t) dx = 0, applying the second estimate of
Lemma 1 we obtain∥∥∥kxG (t − ) f ()∥∥∥Lr C (t − )− 2+k2 + 12
(
1
r
−1
)
‖f ()‖L1,2 .
Therefore from ﬁrst estimate of Lemma 1 we get∥∥∥∥∫ t
0
g−1 () kxG(t − )f () d
∥∥∥∥
Lr
C
∫ t
2
0
(t − )− 2+k2 + 12
(
1
r
−1
)
〈〉−1+ 12 {}− d sup
∈[0, t2 ] {}
 〈〉1−− 12 ‖f ()‖L1,2
+Cg−1 (t)
∫ t
t
2
(t−)− k2 − 12
(
1− 1
r
)
−
1
2 −1+ d sup
> t2

1
2 +1− (‖f ()‖L∞ + ‖f ()‖L1)
Ct−
1+k
2 + 12
(
1
r
−1
)
‖f ‖Y
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and ∥∥∥∥∫ t
0
kxg
−1 ()G(t − )f () d
∥∥∥∥
L1,2
C
∫ t
0
{}− (t − )− k2 〈〉−1+ 12 d sup
∈[0,t]
{} 〈〉1−− 12 ‖f ()‖L1,2
Ct 1−k2 ‖f ‖Y
for all t > 1. Hence the result of the lemma follows. Lemma 4 is proved. 
Next lemma will be used in the proof of the theorem to evaluate large-time behavior
of the ﬁrst moment of the nonlinearity in Eq. (1.1). Denote∫ +∞
0
xN( (x1) , x (x1)) dx = ,
where x1 = t− 12 x.
By the same way as in the proof of Lemma 4 we can obtain the following result:
Lemma 5. Let the function f (x, t) satisfy ∫ +∞0 xf (x, t) dx = 0. We also suppose
that the function g (t) is such that g (t)  12 〈t〉, for all t > 0. Then the following
inequality ∥∥∥∥∫ t
0
g−1 ()G0(t − )f () d
∥∥∥∥
X
C ‖f ‖Y˜
is valid, provided that the right-hand side is ﬁnite. Here
‖‖Y˜ = sup
t>0
sup
1 r∞
{t} 〈t〉1−+ 12 + 12
(
1− 1
r
)
‖ (t)‖Lr
+ sup
t>0
{t} 〈t〉1−− 12
∥∥∥(·)2 (t)∥∥∥
L1
and  ∈ (0, 1).
Next lemma will be used in the proof of the theorem to evaluate large-time behavior
of the ﬁrst moment of the nonlinearity in Eq. (1.1). Denote
∫ +∞
0
xN( (x1) ,x (x1)) dx = ,
where x1 = t− 12 x.
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Lemma 6. Assume that v0 ∈ L∞ ∩L1,2, the norm ‖v0‖L∞ +‖v0‖L1,2 = ε is sufﬁciently
small and
∫ +∞
0 B(x)v0 (x) dx =  > 0. Let function v (t, x) satisfy the estimates for
k = 0, 1
∥∥∥kxv∥∥∥L∞ Cε {t}− k4 〈t〉− 2+k2 , ‖v‖L1,1 Cε and
‖v (t) − G (t) v0‖L1,1 Cε1++ and∥∥x (v (t) − G (t) v0)∥∥L∞ Cε1++ {t} 4 t− 32 .
Then the inequality
1 + + − 1

∫ t
0
d
∫ +∞
0
B(x)N(v,vx) dx
1
2
〈t〉 (4.13)
is valid for all t > 0.
Proof. By estimates of Lemma 1 we ﬁnd
∥∥∥kx (G (t) v0 − t−1 (t− 12 (·)))∥∥∥L1,1
C 〈t〉− 1+k2 {t}− k2 (‖v0‖L1,2 + ‖v0‖L∞)
Cε 〈t〉− 1+k2 {t}− k2 .
Since for  ∈ [0, 1]
∣∣N(u1, v1) − N(u2,v2)∣∣
C |u1 − u2|
(
|u1|−1 |v1| + |u2|−1 |v2|
)
+C |v1 − v2|
(|u1| + |u2|) (4.14)
we ﬁnd
∥∥∥N(v,vx) − N (t−1 (t− 12 (·)) , t− 32x (t− 12 (·)))∥∥∥
L1,1
C
∥∥∥v (t) − t−1 (t− 12 (·))∥∥∥
L1,1
(
‖v‖−1L∞ ‖vx‖L∞
+−1+
∥∥∥t−1 (t− 12 (·))∥∥∥−1
L∞
∥∥∥t−1x (t− 12 (·)))∥∥∥
L∞
)
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+
∥∥∥x (v (t) − t−1 (t− 12 (·)))∥∥∥
L∞
(
‖v‖−1L∞ ‖v‖L1,1
+
∥∥∥t−1 (t− 12 (·))∥∥∥−1
L∞
∥∥∥t−1 (t− 12 (·)))∥∥∥
L1,1
)
. (4.15)
We have for t > 0∥∥∥v (t) − t−1 (t− 12 (·))∥∥∥
L1,1
 C
(
‖v (t) − Gv0‖L1,1
+
∥∥∥Gv0 − t−1 (t− 12 (·))∥∥∥
L1,1
)
 C
(
ε1++ + Cε 〈t〉− 12
)
and
‖v‖−1L∞ ‖vx‖L∞ + −1+
∥∥∥t−1 (t− 12 (·))∥∥∥−1
L∞
∥∥∥t− 32x (t− 12 (·)))∥∥∥
L∞
< Cε+−1t−(−1)−
3
2
and
∥∥∥x (v (t) − t−1 (t− 12 (·)))∥∥∥
L∞
 C
(∥∥x (v (t) − Gv0)∥∥L∞
+
∥∥∥x (Gv0 − t−1 (t− 12 (·)))∥∥∥
L∞
)
 C
(
ε(1++)t−
3
2 + Cεt−2
)
and
‖v‖−1L∞ ‖v‖L1,1 + 
∥∥∥t−1 (t− 12 (·))∥∥∥−1
L∞
∥∥∥t−1 (t− 12 (·))∥∥∥
L1,1
Cεt−(−1).
Therefore we obtain∥∥∥N(v,vx) − N (t−1 (t− 12 (·)) , t− 32x (t− 12 (·)))∥∥∥
L1,1
Ct−1+
(
ε(+)(1+) + ε+t− 2 + ε2(+) + ε+t− 12
)
(4.16)
E.I. Kaikina / J. Differential Equations 220 (2006) 279–321 303
for all t0, where we have used the inequality ε. Also we have
∥∥N(v,vx)∥∥L1 + ∥∥∥N (t−1 (t− 12 (·)) , t− 32x (t− 12 (·)))∥∥∥L1
C ‖v‖L1 ‖v‖−1L∞ ‖vx‖L∞
+
∥∥∥t−1 (t− 12 (·))∥∥∥
L1
∥∥∥t−1 (t− 12 (·))∥∥∥−1
L∞
∥∥∥t− 32x (t− 12 (·))∥∥∥
L∞
ε+t− 12 −(−1)− 32.
Since for x1 = t− 12 x∫ +∞
0
B(x)N
(
t−1 (x1) , t−
3
2x (x1)
)
dx
= t−1++
∫ +∞
0
(e−x − 1)N
(
t−1 (x1) , t−
3
2x (x1)
)
dx (4.17)
and  > 0 we get∣∣∣∣∫ +∞
0
B(x)N(v,vx) dx − +t−1+
∣∣∣∣
C
∥∥∥N (v,vx)− N (t−1 (t− 12 (·)) , t− 32x (t− 12 (·)))∥∥∥
L1,1
+C ∥∥N(v,vx)∥∥L1
+C
∥∥∥N (t−1 (t− 12 (·)) , t− 32x (t− 12 (·)))∥∥∥
L1
C
(
ε2(+)t−1+ + ε+t−1+− 12
+ε++(+)t−1+ + ε+t−1+− 2
)
for all t1. Therefore∣∣∣∣+ − 1
∫ t
0
d
∫ +∞
0
B(x)N(v,vx) dx − +−1 (+ − 1) 1

t
∣∣∣∣
C
(
ε2(+) + ε(+1)(+)
) 1

t + ε+t− 12
(
1
− 12
+ 1
− 2
)
 1
2
+−1 (+ − 1) 1

t
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for all t > 0. Denote 1 = +−1 (+ − 1) 1. Since  > ε++1 and +−1
Cε+−1, we can suppose that 1Cε−21. Therefore we get∣∣∣∣+ − 1
∫ t
0
d
∫ +∞
0
B(x)N(v,vx) dx − 1t
∣∣∣∣
 1
2
1t
.
This estimate implies (4.13), since 11. Lemma 6 is proved. 
Lemma 7. Let the function f (x) have the zero ﬁrst moment d
dp
fˆ (0) = 0 and the norm
∥∥〈·〉a f ∥∥
r
+ ∥∥〈·〉a f ∥∥1
be ﬁnite, where a ∈ (0, 1), 1r∞. Then the following inequalities are valid∥∥∥∥∥〈
〉a d(l)

∫ 1
0
dz
z
3
2 (1 − z) 12
∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
f (y) dy
∥∥∥∥∥
Lr
C
∥∥∥〈·〉2 f ∥∥∥
L1
+ C ∥∥〈·〉a f ∥∥Lr
and ∥∥∥∥∥〈
〉a
∫ 1
0
dz
(1 − z) 12 z 12
(
1
z
− t〈tz〉
)∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
f (y) dy
∥∥∥∥∥
Lr
C 〈t〉− 12
(∥∥∥〈·〉2 f ∥∥∥
L1
+ C ∥∥〈·〉a f ∥∥Lr)
for all t > 0, where 1r∞, l = 0, 1.
Remark 1. Note that the integrals over z near the origin are convergent, since G0 (
, 0)
= 0 and the ﬁrst moment of the function f is zero.
Proof of Lemma 7. Using Lemma 2 we get∥∥∥∥∥〈
〉a d(l)

∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
f (y) dy
∥∥∥∥∥
Lr
 (1 − z)
1
2
z
1
2
∥∥∥∥〈·〉a (l)
 G0 (1 − z) f ( y
z
1
2
)∥∥∥∥
Lr
 (1 − z) 1−l2 ∥∥〈·〉a f ∥∥Lr , z > 12 .
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Therefore∥∥∥∥∥〈
〉a d(l)

∫ 1
1
2
1
z
3
2 (1 − z) 12
∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
f (y) dy dz
∥∥∥∥∥
Lr
C
∫ 1
1
2
(1 − z)− 12
∥∥∥∥∥〈
〉a d(l)

∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
f (y) dy
∥∥∥∥∥
Lr
dz
C
∥∥〈·〉a f ∥∥Lr (4.18)
and∥∥∥∥∥〈
〉a d(l)

∫ 1
1
2
dz
z
1
2 (1 − z) 12
(
1
z
− t〈tz〉
)∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
f (y) dy
∥∥∥∥∥
Lr
C 〈t〉−1
∫ 1
1
2
(1 − z)− 12
∥∥∥∥∥〈
〉a d(l)

∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
f (y) dy
∥∥∥∥∥
Lr
dz
C 〈t〉−1 ∥∥〈·〉a f ∥∥Lr ,
where 1r∞.
Via the condition
∫ +∞
0 yf (y) dy = 0 using Lemma 2 we obtain∥∥∥∥∥〈
〉a d(l)

∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
f (y) dy
∥∥∥∥∥
Lr
 (1 − z)
1
2
z
1
2
∥∥∥∥〈·〉a (l)
 G0 (1 − z) f ( y
z
1
2
)∥∥∥∥
Lr
Cz− 12
∥∥∥∥(·)2f ( ·
z
1
2
)∥∥∥∥
L1
Cz
∥∥∥(·)2f ∥∥∥
L1
, 0 < z <
1
2
.
Thus ∥∥∥∥∥〈
〉a d(l)

∫ 1
2
0
1
z
3
2 (1 − z) 12
∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
f (y) dy dz
∥∥∥∥∥
Lr
C
∫ 1
2
0
dz
z
1
2
‖f ‖L1,2 C ‖f ‖L1,2
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and∥∥∥∥∥〈
〉a d(l)

∫ 1
2
0
dz
(1 − z) 12 z 12
(
1
z
− t〈tz〉
)∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
f (y) dy
∥∥∥∥∥
Lr
C
∫ 1
2
0
z
1
2
(1 − z) 12
(
1
z
− t〈tz〉
)
dz ‖f ‖L1,2 C 〈t〉−
1
2 ‖f ‖L1,2 , (4.19)
where 1r∞. Collecting estimates (4.18)–(4.19), we get the results of the lemma.
Lemma 7 is proved. 
5. Proof of Theorem 1
We make a change of the dependent variable u = ve−(t) as in [7], where  (t) is
real valued functions and deﬁned later. Then for the new function v we get
Lv + e−(t)(+−1)N(v,vx) − ′v = 0,
where L = t + K. We take  (t) satisfy∫ +∞
0
B(x)
(
e−(t)(+−1)N(v,vx) − ′v
)
dx = 0
and ∫ +∞
0
B(x)v (x) dx =
∫ +∞
0
B(x)v0 (x) dx =  > 0, (0) = 0.
Thus we consider the initial boundary value problem for the new dependent variables
(v,)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Lv = −e−(t)(+−1)
(
N(v,vx) − v
∫ +∞
0 B(x)N(v,vx) dx
)
′ = e−(t)(+−1)
∫ +∞
0 B(x)N(v,vx) dx
v (0, x) = v0 (x) , (0) = 0,
j−1x v (0, t) = 0, t > 0, j = 1, 2.
(5.1)
We write (5.1) as ⎧⎪⎪⎨⎪⎪⎩
Lv = −g−1f (v) ,
g′ = +−1
∫ +∞
0 B(x)N(v,vx) dx,
v (0, x) = v0 (x) , h (0) = 1,
j−1x v (0, t) = 0, t > 0, j = 1, 2,
(5.2)
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where we denote g(t) = e(t)(+−1) and
f (v) = N(v,vx) − v

∫ +∞
0
B(x)N(v,vx) dx.
So we get integral equation
A(v)(t) = G(t)v0 −
∫ t
0
G(t − )g−1()F () d,
f (t) = N(v,vx) − v

∫ +∞
0
B(x)N(v,vx) dx,
g(t) = 1 + + − 1

∫ t
0
d
∫ +∞
0
B(x)N(v,vx) dx. (5.3)
We deﬁne v1 = G(t)v0 and successive approximations vk+1 = A(vk) for k =
1, 2, . . . . We prove that A is a contraction mapping in the set
X =
{
v ∈ C
(
(0,∞);W1,21 ∩ W1,0∞
)
∩ C ([0,∞) ;L∞) :
‖v (t)‖X 2ε
}
,
where the norm ‖·‖X is deﬁned as above by
‖‖X = sup
t>0
( 1∑
k=0
(
{t} k2 〈t〉 1+k2 + 12
(
1− 1
r
) ∥∥∥kx (t)∥∥∥Lr + {t} k2 〈t〉 k−12 ∥∥∥kx (t)∥∥∥L1,2
))
.
We now prove by induction the following estimates:
∥∥vj∥∥X Cε, ∥∥vj (t) − G (t) v0∥∥L1,n Cε+ 〈t〉 12 , (5.4)
gj (t) = 1 + + − 1

∫ t
0
d
∫ +∞
0
B(x)N(vj,vjx) dx
1
2
〈t〉 , (5.5)
∫ +∞
0
B(x)f (vj ) dx = 0,
∫ +∞
0
B(x)vj (x, t) dx = . (5.6)
The integral equation associated with (5.3) is written as⎧⎨⎩ vj (t) = G (t) v0 −
∫ t
0 g
−1
j−1 ()G(t − )f
(
vj−1 ()
)
d,
gj (t) = 1 + +−1
∫ t
0 d
∫ +∞
0 B(x)N(vj,vjx) dx.
308 E.I. Kaikina / J. Differential Equations 220 (2006) 279–321
Via Lemma 1 we get for v1 = G (t) v0
‖v1‖X Cε.
Applying Lemma 6 we get estimate (5.5) with j = 1. Equalities (5.6) are true due to
deﬁnition of v1. Indeed, since v1 is solution the following problem:
⎧⎨⎩
t v1 + Kv1 = 0,
v1 (0, x) = v0 (x) ,
j−1x v1(0, t) = 0, j = 1, . . . ,M.
(5.7)
Integrating equation with respect to x we get
d
dt
∫ +∞
0
B(x)v1 dx = −
∫ +∞
0
B(x)Kv1 dx. (5.8)
Integrating by part and using zero boundary conditions we obtain
∫ +∞
0
B(x)Kv1 dx = 0.
Hence from Eq. (5.8) we ﬁnd
∫ +∞
0
B(x)Gv0 dx =
∫ +∞
0
B(x)v0 dx = . (5.9)
Also by construction we obtain
∫ +∞
0
B(x)f (v1) dx = 0.
Therefore estimates (5.4)–(5.6) are valid for j = 1. We assume that estimates (5.4)–(5.6)
are true with j replaced by j − 1. As a consequence of (5.4) we have
∥∥f (vj−1 (t))∥∥L∞
C
∥∥vj−1 (t)∥∥L∞ ∥∥xvj−1 (t)∥∥L∞ (1 + 1 ∥∥vj−1 (t)∥∥ 12L1 ∥∥vj−1 (t)∥∥ 12L1,2
)
Cε1++ {t}− 2 〈t〉−2+
E.I. Kaikina / J. Differential Equations 220 (2006) 279–321 309
and∥∥f (vj−1 (t))∥∥L1
C
∥∥vj−1 (t)∥∥−1L∞ ∥∥xvj−1 (t)∥∥L∞ ∥∥vj−1 (t)∥∥L1(1+1 ∥∥vj−1 (t)∥∥ 12L1 ∥∥vj−1 (t)∥∥ 12L1,2
)
Cε1++ {t}− 2 〈t〉−1+− 12
and∥∥f (vj−1 (t))∥∥L1,2
C
∥∥vj−1 (t)∥∥−1L∞ ∥∥xvj−1 (t)∥∥L∞ ∥∥vj−1 (t)∥∥L1,2(1+1 ∥∥vj−1 (t)∥∥ 12L1,2 ∥∥vj−1 (t)∥∥ 12L1
)
Cε1++ {t} 2 〈t〉−1++ 12
for all t > 0, provided that vj−1 (t) satisﬁes (5.4). This yields the estimate∥∥f (vj−1)(t)∥∥Y Cε1++,
the norm ‖·‖Y is deﬁned as above by
‖‖Y = sup
t>0
(
{t} 〈t〉 12 +1−+ 12
(
1− 1
r
)
‖ (t)‖Lr + {t} 〈t〉1−−
1
2 ‖ (t)‖L1,2
)
,
where  ∈ (0, 1). Since N (vj−1 ()) satisﬁes condition ∫ +∞0 B(x)F (vj−1 ()) dx = 0,
we get via Lemma 4
∥∥∥∥∫ t
0
g−1j−1 ()G(t − )F
(
vj−1 ()
)
d
∥∥∥∥
X
Cε1++
hence it follows that ∥∥vj∥∥X  Cε, ∥∥vj (t) − G (t) v0∥∥L1,1 Cε1++,∥∥x (vj (t) − G (t) v0)∥∥L∞  Cε1++ {t} 2 〈t〉− 32
for all t > 0. By virtue of Lemma 6 we ﬁnd that
gj (t) = 1 + + − 1

∫ t
0
d
∫ +∞
0
B(x)N(vj,vjx) dx
1
2
〈t〉
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for all t > 0. Thus by induction we see that estimates (5.4), (5.5) are valid for all
j1. In view of (5.9), (5.5) and (5.6), integrating vj = A(vj−1) with respect to x we
get
∫ +∞
0
B(x)vj (x, t) dx =
∫ +∞
0
B(x)Gv0 dx
−
∫ t
0
dg−1j−1()
∫ +∞
0
dxB(x)G(t − )F (vj−1)
=
∫ +∞
0
B(x)v0 dx = .
Also we obtain
∫ +∞
0
B(x)f (vj ) dx = 0.
By induction we see that properties (5.4)–(5.6) are true for all j1.
Thus the mapping A transforms the set X into itself. In the same manner we can
estimate the differences A(vk) − A(vk−1) to see that A is the contraction mapping in
X. Therefore there exists a unique solution v of integral equation (5.3) in the set X.
Now let us compute the asymptotics of the solution. We ﬁrst show the existence of
solutions to the integral equation
V (
) = V0 (
) − 1

∫ 1
0
dz
z
3
2 (1 − z) 12
∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
F (y) dy,
where V0 (
) = (
),
F (y) = N(V (y), Vy) − V (y)
∫ +∞
0

N(V (
), V
) d
,
 = + − 1

∫ +∞
0

N(V (
), V
) d

and
G0(s, q) = 12i
∫ i∞
−i∞
ep
2
(
ep(s−q) − ep(s+q)
)
dp.
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We deﬁne successive approximations Vk+1 = B (Vk) for k = 0, 1, 2, . . . , where
B (Vk) (
) = V0 (
) − 1
k
∫ 1
0
dz
z
3
2 (1 − z) 12
∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
Fk (y) dy,
Fk (y) = N(Vk(y), Vky) − Vk (y)
∫ +∞
0

N(Vk(
), Vk
) d

and
k =
+ − 1

∫ +∞
0

N(Vk(
), Vk
) d
.
By induction via Lemma 7 we prove the estimates
sup
1 r∞
∥∥∥〈·〉a d(l)
 (Vk+1 − V0)∥∥∥
Lr
Cε3,
sup
1 r∞
∥∥∥〈·〉a d(l)
Vk∥∥∥
Lr
C, kCε−3 (5.10)
and
sup
1 r∞
‖Vk+1 − Vk‖Lr 
1
2
sup
1 r∞
‖Vk − Vk−1‖Lr (5.11)
for all k1, l = 0, 1. To use Lemma 7 we have to show
∫ +∞
0
yFk (y) dy = 0,
∫ +∞
0
yVk (y) dy = C. (5.12)
Since
∫ +∞
0 yV0 (y) dy = C by the deﬁnition of Fk (y), we see that (5.12) is true for
k = 0. We assume that (5.12) holds for some k. Denote
G0F =
∫ +∞
0
G0F dy.
Note that the function G0F is the solution the following initial boundary-value problem:
{
(G0F)t − (G0F)xx = 0, t > 0, x > 0,
(G0F)(x, 0) = F, x > 0; (G0F) (0, t) = 0, t > 0
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Integrating equation with respect to x we get
d
dt
∫ +∞
0
xG0F dx =
∫ +∞
0
x(G0F)xx dx.
Integrating by part and using zero boundary conditions we obtain
∫ +∞
0
x(G0F)xx dx = 0.
Hence we ﬁnd
∫ +∞
0
xG0F dx =
∫ +∞
0
yF (y) dy.
Therefore we have
∫ +∞
0

Vk+1 (
) d

= C − 1
k
∫ 1
0
dz
z
3
2 (1 − z) 12
∫ +∞
0

 d

∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
Fk (y) dy
= C,
whence it follows that
∫ +∞
0 yFk+1 (y) dy = 0. Thus we get (5.12) for any k. We can
use Lemma 7 to obtain
sup
1 r∞
∥∥∥〈·〉a d(l)
 (Vk+1 − V0)∥∥∥
Lr
= C∣∣k∣∣ sup1 r∞
∥∥∥∥∥〈
〉a d(l)

∫ 1
0
dz
z
3
2 (1 − z) 12
×
∫ +∞
0
G0
(


(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
Fk (y) dy
∥∥∥∥∥
Lr
 C∣∣k∣∣ sup1 r∞
∥∥〈·〉a Fk∥∥Lr
 C∣∣k∣∣ sup1 r∞
∥∥∥∥〈·〉a (N(Vk(·), Vky(·)) − Vk (·) ∫ +∞
0

N(Vk(
), Vk
) d

)∥∥∥∥
Lr
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 C∣∣k∣∣ sup1 r∞
∥∥〈·〉a Vk∥∥Lr (‖Vk‖−1L∞ ∥∥Vk
∥∥L∞ + ‖Vk‖−1L1,1 ‖Vk‖L∞ ∥∥Vk
∥∥L∞)
Cε3,
since  is small, hence
∣∣k∣∣ is considered to be sufﬁciently large. Therefore (5.10) is
true for any k. In the same manner we have (5.11) for any k1.
We are now in the position to prove asymptotics of solutions. By induction let us
prove that for all k0
∥∥∥〈·〉a (l)x (vk (t) − t−1Vk (·t− 12 ))∥∥∥Lr Ct− 1+l−a2 − 12
(
1− 1
r
)
〈t〉−	 (5.13)
for all t > 0, where 1r∞, 	 = 12 min
(
a, + 32− 1
)
, a ∈ [0, 2]. The estimate
(5.13) is true for k = 0 since by Lemma 1 we have
∥∥∥(l)x (v0 (t) − t−1V0 (·t− 12 ))∥∥∥Lr,a
Cεt−
1+k−a
2 − 12
(
1− 1
r
)
〈t〉− 12 . (5.14)
We assume that (5.13) is valid for some k. Then it follows that
∥∥∥N(vk,vkx) − N (t−1Vk (t− 12 (·)) , t− 32 Vkx (t− 12 (·)))∥∥∥
L1,1
C
∥∥∥vk (t) − t−1Vk (t− 12 (·))∥∥∥
L1,1
(
‖vk‖−1L∞ ‖vkx‖L∞
+−1+
∥∥∥t−1Vk (t− 12 (·))∥∥∥−1
L∞
∥∥∥t−1Vkx (t− 12 (·)))∥∥∥
L∞
)
+
∥∥∥x (vk (t) − t−1Vk (t− 12 (·)))∥∥∥
L∞
(
‖vk‖−1L∞ ‖vk‖L1,1
+
∥∥∥t−1Vk (t− 12 (·))∥∥∥−1
L∞
∥∥∥t−1Vk (t− 12 (·)))∥∥∥
L1,1
)
C 〈t〉−	 t−1+
(
ε(+)(1+) + ε+t− 2 + ε2(+) + ε+t− 12
)
for all t0, where we have used the inequality ε. Also we have
∥∥N(vk,vkx)∥∥L1 < Cε+ {t}− 2 〈t〉−1+− 12 .
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Therefore we obtain∣∣∣gk (t) − +−1kt∣∣∣
=
∣∣∣∣1 + + − 1
∫ t
0
d
∫ +∞
0
B(x)N(vk,vkx) dx
−t + − 1

+−1
∫ +∞
0

N(Vk(
), Vk
) d

∣∣∣∣
=
∣∣∣∣1 + + − 1
∫ t
0
d
(∫ +∞
0
B(x)N(vk,vkx) dx
−+−1+
∫ +∞
0

N(Vk(
), Vk
) d

)∣∣∣∣
1 + C

∫ t
0
∫ +∞
0
∣∣∣∣B(x)N(vk,vkx)
−+−− 32xN
(
Vk
(
x−
1
2
)
, Vkx
(
x−
1
2
))∣∣∣ dx d
1 + C

∫ t
0
∫ +∞
0
x
∣∣∣N(vk,vkx) − N (−1Vk (x− 12 ) , − 32 Vkx (x− 12 )∣∣∣ dx d
+C

∫ t
0
∫ +∞
0
(e−x − 1) ∣∣N (vk,vkx)∣∣ dx d
1 + Cε
+

∫ t
0
−1+−	 d1 + C+−1kt−	 (5.15)
for t > 0.
Changing variables such that  = zt and 
− 12 = y we have for  = 2 − − 32 < 1
1
k
∫ t
0
−G0 (t − ) −− 32Fk
(
·− 12
)
d
= 1
k
∫ t
0
d −1−1 (t − )− 12
∫ +∞
0
G0
(
x
(t − ) 12
,
y
(t − ) 12
)
Fk(y
− 12 ) dy
= 1
k
∫ t
0
d −1−
1
2 (t − )− 12
∫ +∞
0
G0
(
x
(t − ) 12
,

1
2 y
(t − ) 12
)
Fk(y) dy
= 1
kt
∫ 1
0
dz
z
3
2 (1 − z) 12
∫ +∞
0
G0
(
xt− 12
(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
Fk(y) dy
= t−1
(
V0
(
xt−
1
2
)
− Vk+1
(
xt−
1
2
))
.
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Therefore we get for  = 1 − ∥∥∥(l)x (t−1Vk+1 (·t− 12 )− vk+1 (t))∥∥∥Lr,a
=
∥∥∥∥(l)x (t−1Vk+1 (·t− 12 )− G (t) v˜ + ∫ t
0
g−1k ()G(t − )f (vk ()) d
)∥∥∥∥
Lr,a
C
∥∥∥(l)x (t−1V0 (·t− 12 )− v0 (t))∥∥∥Lr,a
+C
∥∥∥∥∥(l)x
∫ t
0
(
g−1k () −
−−+1
k
 〈〉−1
)
G0 (t − ) f1k () d
∥∥∥∥∥
Lr,a
+ C
k
+−1
∥∥∥∥(l)x ∫ t
0
G0 (t − )
(
f1k () − 
+
+ 32
Fk
(
·− 12
)) d
〈〉
∥∥∥∥
Lr,a
+C
k
∥∥∥∥(l)x ∫ t
0
G0 (t − ) Fk
(
·− 12
)( 1
〈〉 −
1

)
−1d
∥∥∥∥
Lr,a
+C
∥∥∥∥(l)x ∫ t
0
g−1k () (G (t − ) fk () − G0 (t − ) f1k()) d
∥∥∥∥
Lr,a
≡ I1 + I2 + I3 + I4 + I5,
where
fk = f1k + f2k,
f1k = N(vk,vkx) − vk

∫ +∞
0
xN(vk,vkx) dx
and
f2k = −vk

∫ +∞
0
(e−x − 1)N(vk,vkx) dx.
From (5.14) we have
I1Cεt
− 1+k−a2 − 12
(
1− 1
r
)
〈t〉− 12 . (5.16)
Using (5.15) we get ∣∣∣∣∣1− − −−+1k gk ()
∣∣∣∣∣
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= 
−−+1
k
∣∣∣+−11−k − gk ()∣∣∣
C 
−−+1
k
∣∣∣1 + C+−1kt1−−	∣∣∣ .
Therefore by Lemma 4 and (5.13)∥∥∥∥∥(l)x
∫ t
0
(
g−1k () −
−−+1
k
 〈〉−1
)
G0 (t − ) f1k () d
∥∥∥∥∥
Lr
C
∥∥∥∥∥(l)x
∫ t
0
 〈〉−1
(
− 〈〉1 − 
−−+1
k
gk ()
)
g−1k ()G0 (t − ) f1k () d
∥∥∥∥∥
Lr

∥∥∥∥∥
∫ t
0
 〈〉−1
(
〈〉 − − 1− + 
−−+1
k
+ C1−−	
)
× g−1k ()G0 (t − ) f1k () d
∥∥∥
Lr
C
∥∥∥∥(l)x ∫ t
0
g
−1−	
k ()G0 (t − ) f1k () d
∥∥∥∥
Lr
Cε {t}− 2 〈t〉− 1+l2 − 12
(
1− 1
r
)
−	
and
C
∥∥∥∥∥(l)x
∫ t
0
(
g−1k () −
−−+1
k
 〈〉−1
)
G0 (t − ) f1k () d
∥∥∥∥∥
L1,2
C
∥∥∥∥(l)x ∫ t
0
g
−1−	
k ()G0 (t − ) f1k () d
∥∥∥∥
L1,2
Cε {t}− 2 〈t〉− l−12 −	 .
Thus using
‖·‖Lr,a C ‖·‖1−
1
r
L∞ ‖·‖
1
r (1− a2 )
L1 ‖·‖
a
2r
L1,2 (5.17)
we get
I2Cεt
− 12
(
1− 1
r
)
〈t〉− 1+l−a2 −	 . (5.18)
Since ∥∥∥(fk1 (t) − t−− 32 +Fk (·t− 12 ))∥∥∥
Lr
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C
∥∥∥∥vk − t Vk
∥∥∥∥
Lr
(
‖vk‖−1L∞ ‖vxk‖L∞ +
∥∥∥∥t Vk
∥∥∥∥−1
L∞
∥∥∥∥ 
t
3
2
Vxk
∥∥∥∥
L∞
)
+C
∥∥∥∥vxk − 
t
3
2
Vxk
∥∥∥∥
L∞
(
‖vk‖−1L∞ ‖vk‖Lr +
∥∥∥∥t Vk
∥∥∥∥−1
L∞
∥∥∥∥t Vk
∥∥∥∥
Lr
)
Cε+t−1+− 12 − 12 (1− 1r ) 〈t〉−	
and
∥∥∥(fk1 (t) − t−− 32 +Fk (·t− 12 ))∥∥∥
L1,2
C
∥∥∥∥vk − t Vk
∥∥∥∥
L1,2
(
‖vk‖−1L∞ ‖vxk‖L∞ +
∥∥∥∥t Vk
∥∥∥∥−1
L∞
∥∥∥∥ 
t
3
2
Vxk
∥∥∥∥
L∞
)
+C
∥∥∥∥vxk − 
t
3
2
Vxk
∥∥∥∥
L∞
(
‖vk‖−1L∞ ‖vk‖L1,2 +
∥∥∥∥t Vk
∥∥∥∥−1
L∞
∥∥∥∥t Vk
∥∥∥∥
L1,2
)
Cε+t−1++ 12 〈t〉−	 .
Therefore via Lemma 4 we get
C
k
+−1
∥∥∥∥(l)x ∫ t
0
G0 (t − )
(
fk1 () − 
+
+ 32
Fk
(
·− 12
)) d
〈〉
∥∥∥∥
Lr
CεCt−
1+l
2 − 12
(
1− 1
r
)
〈t〉−	
and
C
k
+−1
∥∥∥∥(l)x ∫ t
0
G0 (t − )
(
fk1 () − 
+
+ 32
Fk
(
·− 12
)) d
〈〉
∥∥∥∥
L1,2
 C
k
+−1 {t}−
l
4 〈t〉− l−12
∥∥∥(fk1 (t) − t−− 32 +Fk (·t− 12 ))∥∥∥
Y
CεCt 12 〈t〉−	 .
Therefore in the same manner as (5.18) we have
I3Cεt
− 12
(
1− 1
r
)
〈t〉− 1+l−a2 −	 . (5.19)
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Changing independent variables  = zt and 
− 12 = y and applying Lemma 7 we
obtain
I4 = C
k
∥∥∥∥(l)x ∫ t
0
G0 (t − ) Fk
(
·− 12
)( 1
〈〉 −
1

)
−1d
∥∥∥∥
Lr,a
= C
k
∥∥∥∥(l)x ∫ t
0
d
(
1
〈〉 −
1

)
−1 (t − )− 12
×
∫ +∞
0
G0
(
·
(t − ) 12
,
y
(t − ) 12
)
Fk(y
− 12 ) dy
∥∥∥∥∥
Lr,a
= Cεt− 1+l−a2 − 12
(
1− 1
r
)
×
∥∥∥∥∥〈·〉a (l)

∫ 1
0
dz
(1 − z) 12 z 12
(
1
z
− t〈tz〉
)
×
∫ +∞
0
G0
(
·
(1 − z) 12
,
z
1
2 y
(1 − z) 12
)
Fk (y) dy
∥∥∥∥∥
Lr
 Cεt−
1+l−a
2 − 12
(
1− 1
r
)
〈t〉−	 . (5.20)
Using result of Lemma 3 we have
I5 =
∥∥∥∥(l)x ∫ t
0
g−1k () (G (t − ) fk () − G0 (t − ) f1k()) d
∥∥∥∥
Lr,a
 C
∫ t
2
0
〈〉− {t − }− l−w4 + 14
(
1
r
−1
)
〈t − 〉−− 2+l−w2 + 12
(
1
r
−1
)
×(‖f2k ()‖L1,2 + ‖f1k ()‖L1) d
+C
∫ t
2
0
〈〉− {t − }− l−w4 + 14
(
1
r
−1
)
〈t − 〉− 4+l−w2 + 12
(
1
r
−1
)
‖fk ()‖L1,2 d
+C
∫ t
2
0
〈〉− 〈t − 〉− 32 ‖fk ()‖L1,1 d
+C
∫ t
t
2
{t − }− l−a4 〈t − 〉− l−a2 − 12
(
1− 1
r
) (
‖fk‖L1 + 〈t〉−
1
2 ‖fk‖L1,1
)
d
+C
∫ t
t
2
{t − }− l−a4 〈t − 〉− l−a2 − 12
(
1− 1
r
)
‖f1‖L1 d.
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Since by virtue (5.13)
‖f2k ()‖L1,2 + ‖fk ()‖L1,1  Cε+
(
‖vk‖L1,2 ‖vk‖L1 ‖vk‖−1L∞ ‖vkx‖L∞
+‖vk‖2L1,1 ‖vk‖−1L∞ ‖vkx‖L∞
)
 Cε+ {t}− 2 〈t〉−(−1)− 32
 Cε+ {t}− 2 〈t〉−1+ ,
‖f1k ()‖L1 + ‖fk ()‖L1  Cε+ ‖vk‖L1 ‖vk‖L1,1 ‖vk‖−1L∞ ‖vkx‖L∞
 Cε+ {t}− 2 〈t〉−(−1)− 32
 Cε+ {t}− 2 〈t〉−1+− 12 ,
‖fk ()‖L1,2  Cε+ ‖vk‖L1,2 ‖vk‖L1,1 ‖vk‖−1L∞ ‖vkx‖L∞
+Cε+ ‖vk‖L1,2 ‖vk‖−1L∞ ‖vkx‖L∞
 Cε+ {t}− 2 〈t〉−(−1)− 32 + 12
 Cε+ {t}− 2 〈t〉−1++ 12
we get
I5  Cε+
(∫ t
2
0
{t − }− l−a2 + 12
(
1
r
−1
)
〈t − 〉− 2+l−a2 + 12
(
1
r
−1
)
{}− 2 〈〉−1 d
+
∫ t
2
0
{t − }− l−a2 + 12
(
1
r
−1
)
〈t − 〉− 4+l−a2 + 12
(
1
r
−1
)
{}− 2 〈〉−1+ 12 d
+
∫ t
2
0
〈t − 〉− 32 {}− 2 〈〉−1 d
+
∫ t
t
2
{t − }− l−a4 〈t − 〉− l−a2 − 12
(
1− 1
r
)
{}− 2 〈〉−1− 12 d
+
∫ t
t
2
{t − }− l−a2 〈t − 〉− l−a2 − 12
(
1− 1
r
)
{}− 2 〈〉−1− 12 d
)
 Cεt−
1
2
(
1− 1
r
)
〈t〉− 1+l−a2 −	 . (5.21)
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Hence from estimates (5.16)–(5.21) we have
∥∥∥(l)x (t−1Vk+1 (·t− 12 )− vk+1 (t))∥∥∥Lr,a Cεt− 1+l−a2 − 12
(
1− 1
r
)
〈t〉−	 .
Thus by induction (5.13) is true for any k0 uniformly with respect to k. Taking
a = 0 and a limit k → ∞ in (5.13) we get
∥∥∥v (t) − t−1V (·t− 12 )∥∥∥
Lr
Cεt−
1
2 − 12
(
1− 1
r
)
〈t〉−	 for all t > 0. (5.22)
That is by virtue of (5.15) and (5.22) we have the asymptotics
v (t) = t−1V
(
·t− 12
)
+ O
(
t−1−	
)
and
g (t) = e(t)(+−1) = +−1t (1 + O (t−	)) (5.23)
for t → ∞ uniformly with respect to x ∈ R+. Therefore via the formula u (x, t) =
e−(t)v (x, t) and (5.23), we obtain the asymptotics of the solution
u (t) = t−1− +−1 AV
(
·t− 12
)
+ O
(
t
−1− +−1−	
)
with a constant A = − 1+−1 and  = 2 − − 32. Theorem 1 is proved.
Acknowledgments
I am grateful to an unknown referee for many useful suggestions and comments.
References
[1] M. Escobedo, O. Kavian, Asymptotic behavior of positive solutions of a non-linear heat equation,
Houston J. Math. 13 (4) (1987) 39–50.
[2] M. Escobedo, O. Kavian, H. Matano, Large time behavior of solutions of a dissipative nonlinear
heat equation, Comm. Partial Diff. Eqs. 20 (1995) 1427–1452.
[3] V.A. Galaktionov, S.P. Kurdyumov, A.A. Samarskii, On asymptotic eigenfunctions of the Cauchy
problem for a nonlinear parabolic equation, Math. USSR Sbornik 54 (1986) 421–455.
[4] V.A. Galaktionov, J.L. Vazquez, Asymptotic behavior of nonlinear parabolic equations with critical
exponents. A dynamical systems approach, J. Funct. Anal. 100 (2) (1991) 435–462.
[5] A. Gmira, L. Veron, Large time behavior of the solutions of a semilinear parabolic equation in Rn,
J. Diff. Eqs. 53 (1984) 258–276.
[6] N. Hayashi, E.I. Kaikina, Nonlinear Theory of Pseudodifferential Equations on a Half-Line, North
Holland Mathematics Studies, vol. 194, 2004, 340pp.
[7] N. Hayashi, E.I. Kaikina, P.I. Naumkin, Large time behavior of solutions to the dissipative nonlinear
Schrödinger equation, Proc. Roy. Soc. Edingburgh 130-A (2000) 1029–1043.
E.I. Kaikina / J. Differential Equations 220 (2006) 279–321 321
[8] N. Hayashi, E.I. Kaikina, P.I. Naumkin, Global existence and time decay of small solutions to the
Landau-Ginzburg type equations, J. d’Anal. Math. 90 (2003) 141–173.
[10] N. Hayashi, E.I. Kaikina, I.A. Shishmarev, Asymptotics of solutions to the boundary-value problem
for the Korteweg-de Vries–Burgers equation on a half-line, J. Math. Anal. Appl. 265 (2) (2002)
343–370.
[11] S. Kamin, L.A. Peletier, Large time behavior of solutions of the porous media equation with
absorption, Israel J. Math. 55 (2) (1986) 129–146.
[12] O. Kavian, Remarks on the large time behavior of a nonlinear diffusion equation, Ann. Inst. Henri
Poincaré, Anal. non linéaire 4 (5) (1987) 423–452.
[13] P.I. Naumkin, I.A. Shishmarev, Nonlinear Nonlocal Equations in the Theory of Waves, Transl. Math.
Monographs, vol. 133, AMS, Providence, RI, 1994.
[14] E. Zuazua, Some recent results on the large time behavior for scalar parabolic conservation laws, in
elliptic and parabolic problems, Proceedings of the Second European Conference on Pitman Research
Notes in Math. Ser. vol. 325, 1995, pp. 251–263.
