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Abstract
This paper is concerned with the validity of the Prandtl boundary layer theory in the
inviscid limit of the steady incompressible Navier-Stokes equations, which is an extension
of the pioneer paper [13](Y. Guo et al., 2017, Ann. PDE) from a domain of [0, L] × R+
to [0, L] × [0, 2]. Under the symmetry assumption, we establish the validity of the Prandtl
boundary layer expansions and the error estimates. The convergence rate as ε → 0 is also
given.
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1 Introduction
1.1 Formulation of the problem
In this paper, we consider the following steady incompressible Navier-Stokes equations

UUX + V UY + PX = εUXX + εUY Y ,
UVX + V VY + PY = εVXX + εVY Y ,
UX + VY = 0,
(1.1)
in the domain
Ω := {(X,Y )|0 ≤ X ≤ L, 0 ≤ Y ≤ 2}
∗Corresponding author. Emails: dingsj@scnu.edu.cn(S. Ding), quanrong li@szu.edu.cn(Q. Li)
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with moving boundary conditions
U(X, 0) = U(X, 0) = ub > 0, V (X, 0) = V (X, 2) = 0.
We will focus on the problem when ε → 0. As ε → 0, a formal limit of the solution of
(1.1) should be the shear flow [U0, V0] = [u
0
e(Y ), 0], which satisfies the corresponding Euler
equations. We assume that this smooth positive function u0e(·) satisfies u0e(1−Y ) = u0e(1+Y ),
for any Y ∈ [0, 1] and u0e(0) = u0e(2) = ue 6= ub. Accordingly, we assume that the solution
[U, V ] to (1.1) satisfies the following symmetrical conditions with respect to Y = 1
U(X, 1 − Y ) = U(X, 1 + Y ), V (X, 1 − Y ) = −V (X, 1 + Y ), Y ∈ [0, 1].
It should be noted that, due to this assumption, the pair [U, V ]1≤Y≤2 satisfies equations (1.1)
as long as [U, V ]0≤Y≤1 does. Then our discussion can be restricted to the domain
Ω0 := {(X,Y )|0 ≤ X ≤ L, 0 ≤ Y ≤ 1}
and the boundary conditions turn to
[U, V ](X, 0) = [ub, 0], [UY , V ](X, 1) = [0, 0].
Now we introduce the Prandtl’s scaling
x = X, y =
Y√
ε
and the new unknown functions
U ε(x, y) = U(X,Y ), V ε(x, y) =
1√
ε
V (X,Y ).
Under this transformation, system (1.1) can be rewritten as

U εU εx + V
εU εy + P
ε
x = U
ε
yy + εU
ε
xx,
U εV εx + V
εV εy + P
ε
y /ε = V
ε
yy + εV
ε
xx,
U εx + V
ε
y = 0,
(1.2)
in the domain
Ωε := {(x, y)|0 ≤ x ≤ L, 0 ≤ y ≤ 1√
ε
},
with the boundary conditions
[U ε, V ε](x, 0) = [ub, 0], [U
ε
y , V
ε](x,
1√
ε
) = [0, 0]. (1.3)
In what follows, we intend to find the exact solutions [U ε, V ε, P ε] in form of

U ε(x, y) = uapp(x, y) + ε
γ+ 1
2uε(x, y),
V ε(x, y) = vapp(x, y) + ε
γ+ 1
2 vε(x, y),
P ε(x, y) = papp(x, y) + ε
γ+ 1
2pε(x, y),
(1.4)
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where 

uapp(x, y) = u
0
e(
√
εy) + u0p(x, y) +
√
εu1e(x,
√
εy) +
√
εu1p(x, y),
vapp(x, y) = v
0
p(x, y) + v
1
e(x,
√
εy) +
√
εv1p(x, y),
papp(x, y) =
√
εp1e(x,
√
εy) +
√
εp1p(x, y) + εp
2
p(x, y).
(1.5)
Substituting (1.4) into (1.2), we get

Ruapp + ε
γ+ 1
2 [(uε∂x + v
ε∂y)uapp + (uapp∂x + vapp∂y)u
ε + pεx −∆εuε]
+ε2γ+1(uε∂x + v
ε∂y)u
ε = 0,
Rvapp + ε
γ+ 1
2
[
(uε∂x + v
ε∂y)vapp + (uapp∂x + vapp∂y)v
ε + pεy/ε−∆εvε
]
+ε2γ+1(uε∂x + v
ε∂y)v
ε = 0,
∂xuapp + ∂yvapp + ε
γ+ 1
2 (uεx + v
ε
y) = 0,
(1.6)
where ∆ε := ∂
2
y + ε∂
2
x and the errors caused by the approximation
Ruapp := (uapp∂x + vapp∂y)uapp + ∂xpapp −∆εuapp,
Rvapp := (uapp∂x + vapp∂y)vapp + ∂ypapp/ε−∆εvapp,
or precisely
Ruapp :=
[
(u0e + u
0
p +
√
ε[u1e + u
1
p])∂x + (v
0
p + v
1
e +
√
εv1p)∂y
]
(u0e + u
0
p +
√
ε[u1e + u
1
p])
+ ∂x(
√
ε[p1e + p
1
p] + εp
2
p)− (∂2y + ε∂2x)(u0e + u0p +
√
ε[u1e + u
1
p]), (1.7)
Rvapp :=
[
(u0e + u
0
p +
√
ε[u1e + u
1
p])∂x + (v
0
p + v
1
e +
√
εv1p)∂y
]
(v0p + v
1
e +
√
εv1p)
+ ∂y(p
1
e + p
1
p +
√
εp2p)/
√
ε− (∂2y + ε∂2x)(v0p + v1e +
√
εv1p). (1.8)
Now the boundary conditions can be rewritten as{
uapp(x, 0) + ε
γ+ 1
2uε(x, 0) = ub, ∂yuapp(x,
1√
ε
) + εγ+
1
2uεy(x,
1√
ε
) = 0,
vapp(x, 0) + ε
γ+ 1
2 vε(x, 0) = 0, vapp(x,
1√
ε
) + εγ+
1
2 vε(x, 1√
ε
) = 0.
(1.9)
It is clear that there are only three equations with two boundary conditions, but there are
twelve unknown functions, which makes this system unclosed. To construct the approximate
solution, we have to divide this big system into a few subsystems in terms of the order of ε.
1.2 Boundary conditions
Let us see how to impose boundary conditions for each subsystem. For convenience, denote
z :=
√
εy.
Boundary conditions on {y = 0}:
u0e(0) + u
0
p(x, 0) = ub, u
1
e(x, 0) + u
1
p(x, 0) = 0, u
ε(x, 0) = 0; (1.10)
v0p(x, 0) + v
1
e(x, 0) = 0, v
1
p(x, 0) = 0, v
ε(x, 0) = 0. (1.11)
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Boundary conditions on {y = 1√
ε
}:
u0py(x,
1√
ε
) = 0, u1ez(x, 1) = 0, u
1
py(x,
1√
ε
) = 0, uεy(x,
1√
ε
) = 0; (1.12)
v0p(x,
1√
ε
) = 0, v1e(x, 1) = 0, v
1
p(x,
1√
ε
) = 0, vε(x,
1√
ε
) = 0. (1.13)
Boundary conditions on {x = 0} :
u0p(0, y) = u¯0(y), u
1
e(0, z) = u
1
b(z), u
1
p(0, y) = u¯1(y), u
ε(0, y) = 0; (1.14)
v1e(0, z) = Vb0(z), v
ε(0, y) = 0. (1.15)
Boundary conditions on {x = L}:
v1e(L, z) = VbL(z), [p
ε − 2εuεx, uεy + εvεx](L, y) = 0. (1.16)
Denote ue := u
0
e(0), which, in general, is not equal to ub. Then by the first condition in
(1.10), we shall take u0p(x, 0) = ub − ue. Similarly, we will take u1p(x, 0) = −u1e(x, 0) and
v1e(x, 0) = −v0p(x, 0), as u1e(x, 0) and v0p(x, 0) will be defined automatically by the profile u1e
and v0p , respectively.
For the existence of the Euler corrector [u1e, v
1
e , p
1
e], it is necessary for us to impose the
following compatibility conditions:
Vb0(0) = −v0p(0, 0), VbL(0) = −v0p(L, 0), Vb0(1) = VbL(1) = 0.
In addition, as will be seen in Section 3 that v1ezz(x, 1) = 0 follows directly from the
boundary condition v1e(x, 1) = 0 and the elliptic equation v
1
e satisfies, we should also set that
V ′′b0(1) = V
′′
bL(1) = 0. Moreover, the boundary condition u
1
ez(x, 1) = 0 follows as soon as the
compatibility condition u1bz(1) = 0 is given, since that
u1e(x, z) = u
1
b(z)−
∫ x
0
v1ez(s, z)ds,
which is a natural solution by the divergence-free condition u1ex + v
1
ez = 0.
Collecting the functions prescribed in (1.14) and (1.15), precisely, u¯0(y), u
1
b (z), u¯1(y) and
Vb0(z), one yields the following boundary conditions on {x = 0} for (U ε, V ε), which represent
the in-flow conditions:
U ε(0, y) = u0e(z) + u¯0(y) +
√
εu1b(z) +
√
εu¯1(y); (1.17)
V ε(0, y) = v0p(0, y) + Vb0(z) +
√
εv1p(0, y). (1.18)
Here, we infer that v0p(0, y) and
√
εv1p(0, y) are unnecessary to be prescribed since they can be
determined respectively by the parabolic equations they satisfy.
Finally, the prescribed conditions in (1.16) give the out-flow conditions for (U ε, V ε), in
which only v1e , u
ε and vε are prescribed as these profiles satisfy elliptic equations. Physically,
the out-flow condition for (uε, vε) in (1.16) is called the stress-free condition.
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1.3 Main result and discussion
We state our main result of the present paper as follow:
Theorem 1.1. Let ub > 0 be a constant tangential velocity of the Navier-Stokes flow on the
boundary {Y = 0}, and let u0e(Y ) be a smooth positive Euler flow satisfies u0ez(1) = 0. Sup-
pose that the boundary conditions prescribed in (1.10)-(1.16) hold and compatibility conditions
discussed after those boundary conditions in subsection 1.2 are valid. Suppose further that the
positive condition miny{u0e(
√
εy) + u¯0(y)} > 0 holds. Then there exists a constant L0 > 0,
which depends only on the prescribed data, such that for 0 < L ≤ L0 and γ ∈ (0, 15), the
asymptotic expansions stated in (1.4)-(1.5) is a solution to equations (1.2) on Ωε together with
the corresponding boundary conditions. The approximate solutions appearing in the expansions
are constructed in Section 2, 3, 4 and 5, in which the remainder solutions [uε, vε] satisfies the
estimate
‖∇εuε‖L2(Ωε) + ‖∇εvε‖L2(Ωε) + ‖uε‖L∞(Ωε) +
√
ε‖vε‖L∞(Ωε) ≤ C0. (1.19)
With this Theorem and the corresponding estimates for each component of the expansions,
we can obtain the convergence rate of this sequence as ε → 0, which indicates the validity of
the asymptotic expansions (1.4)-(1.5). Precisely, we have the following
Corollary 1.2. Under the assumptions of Theorem 1.1, there is an exact solution [U, V ] to the
original system (1.1) on the rectangle domain [0, L] × [0, 2] with the corresponding boundary
conditions, such that
sup
(X,Y )∈Ω
∣∣∣∣U(X,Y )− u0e(Y )− u0p
(
X,
Y√
ε
)
−√εu1e(X,Y )
∣∣∣∣ . ε 12 ; (1.20)
sup
(X,Y )∈Ω
∣∣∣∣V (X,Y )−√εv0p
(
X,
Y√
ε
)
−√εv1e(X,Y )
∣∣∣∣ . ε 12+γ , (1.21)
as ε → 0, where the zeroth order Prandtl profile [u0p, v0p] and the first order Euler corrector
[u1e, v
1
e ] are constructed in Section 2 and Section 3, respectively. In particular, in the zero vis-
cosity limit, the convergence [U, V ]→ [u0e, 0] discussed at the beginning of this paper is valid in
the usual Lp norm with convergence rate of order ε
1
2p , 1 ≤ p < +∞.
Before continuing, let us give a short historical review on the study of the Prandtl boundary
layer theory. It is well known that the Prandtl boundary layer theory was first proposed by
L. Prandtl in 1904 in the celebrate lecture ‘’On fluid motion with very small fraction” at the
Heidelberg mathematical congress, see [28]. In this lecture, Prandtl used theoretical approach
with some simple experiments to show that the flow past a body can be divided into two regions:
a very thin layer close to the boundary where the viscosity is important, and the remaining
region outside this layer where the viscosity can be neglected. Over more than one hundred
years, great achievements have been made on the application of computational fluid mechanics
and simulation. However, the rigorous proof for the validity of this theory, at least in general
cases, is still uncompleted.
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One of the main problem on the road to the validity of the Prandtl boundary layer theory
is the well-posedness of the Prandtl equation, which was initiated by O. Oleinik in [29] with
px ≤ 0 for the steady setting, and in [30] with assuming monotonic-in-y to the initial data of
tangential velocity for the unsteady setting, see also the book [31]. Subsequently, these problems
attracted considerable attention of many excellent mathematicians. In the steady case, if px > 0,
then boundary layer separation will appear in the physical pointview, which has been studied by
Goldstein and Stewartson [15, 32], see also [3]. For the unsteady case, the local well-posedness
of Prandtl equation in [0, L] × R+, and global well-posedness for L sufficiently small were ob-
tained in [30,31], by the Crocco transformation. Afterwards, still by the Crocco transformation,
this global well-posedness was extended to arbitrary L < +∞ in the sense of weak solution, un-
der the assumption of px ≤ 0 by Z. Xin et al [36]. Without the Crocco transformation, the local
well-posedness was also established in [2, 26] by energy method under the same monotonicity
assumption. So far, the global existence of regular solutions to Prandtl equation is still open,
even with the monotonicity assumption. When the monotonicity assumption is generalized to
multiple monotonicity regions, the local well-posedness is also valid in the analytic setting [21].
In the direction of removing the monotonicity assumption, we refer to [7, 17, 22, 24, 33, 34]
for some results in analytic or Gevery setting, while in the Sobolev setting, the equations are ill-
posed(Cf. [5,8]). There are also some results on the finite-time blow-up solutions, see [4,16,23].
The main purpose of the present paper is to study the validity of the expansions (1.4)-(1.5)
to the solutions of the steady Navier-Stokes equations. In the unsteady cases, the local validity
is given by [33,34] in analytic setting, by [6] with Gevery setting, and by [25] under the assump-
tion that the initial vorticity distribution is supported away from the boundary, also see [1,27] for
other related results. In addition, there are also some proofs for the invalidity in Sobolev spaces,
see [9–12, 14]. The first study of the validity for the steady incompressible Navier-Stokes equa-
tions was due to the pioneer paper by Y. Guo and T. Nguyen [13] in which the problem was set
on an infinite domain [0, L]×R+ with L small, and the limit is a shear Euler flow. Subsequently,
S. Iyer extended L to ∞ with the constant limit flow (1, 0) [19]. He also obtained the validity
result in the case when the limit Euler flow is a non-shear one with L smll [20]. Similar result
in a rotating disk [0, θ0]× [R0,+∞) with θ0 small is given in [18].
This paper aims to extend the results of [13] to a bounded domain, y ∈ [0, 2], which is
more suitable to the physical reality. To our knowledge, so far, there is no results on a rectangle
domain. The main difference between this paper and [13] is that the boundary layer consist of
two components, {Y = 0} and {Y = 2}, while in [13] there is only one component, {Y =
0}. The extra boundary {Y = 2} makes it difficult to couple with each other in the analysis
of the boundary layers. To overcome this difficulty, we assume that the limit Euler flow is
symmetrical, i.e. u0e(Y ) = u
0
e(2 − Y ), and make effort to construct the symmetrical Prandtl
layer expansions. Since the boundary conditions on {Y = 1} are generated automatically by the
symmetry assumptions, we have to deal with them carefully in the construction of each layers.
The detailed novelties of this paper, we think, can be stated in the following comments.
(a) In the step of constructing the zeroth order Prandtl profiles [u0p, v
0
p], we first consider to
solve the Prandtl equations in [0, L] × R+ in order to use the Von Mises transformation. After
the solutions are constructed, we construct [u0p, v
0
p] in [0, L] × Iε by cut-off method which will
yield some new error terms and give rise to some new estimates.
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(b) The construction of the first order Euler corrector [u1e, v
1
e , p
1
e] is done directly on [0, L]×
[0, 1], where a trouble boundary term u0e(1)v
1
ez(x, 1) appears. To deal with it, we add the x-
depending term
∫ x
0 u
0
e(1)v
1
ez(s, 1)ds to the pressure p
1
e so that an elliptic equation will be derived
for v1e .
(c) Similar to the idea of constructing [u0p, v
0
p], the extension and cutoff to the domain is
also used in the construction of the first order Prandtl corrector [u1p, v
1
p, p
1
p], where the proof
of some weighted estimates is the most difficult part, especially in dealing with vpx, vpxy and
vpxx. In [13], the authors stated the result of the weighted estimates ‖〈y〉nvpxy‖L2xL2y and
‖〈y〉nvpxyy‖L2xL2y and proved the unweighted one (n = 0), gave an idea for the proof of the
case n 6= 0 without details which says that one can test equation (4.16) by 〈y〉nvx, 〈y〉nvxx
to get the weighted estimates. However, we find that this is not a trivial problem. The main
problem is that the low order term ‖vpx‖L2xL2y can only be controlled by ‖〈y〉1+vpxy‖L2xL2y but
not by ‖vpxy‖, which leads to the failure of the iteration on the index n as stated in [13]. To
overcome this difficulty, we use different test functions and weights, say ynvyy . We first estab-
lish the weighted estimate ‖ynvyyy‖L2xL2y and ‖ynvxyyy‖L2xL2y , see(4.18), for the solution of the
linearized equation (4.16). The reason we use the weight yn but not 〈y〉n is that if one uses the
weight 〈y〉n, then some extra (bad) boundary terms will appear. Fortunately, after proving the
solvability of the original equation by the fixed point theorem, with the weighted estimates for
‖ynvpyyy‖L2xL2y and ‖ynvpxyyy‖L2xL2y , we can recover the 〈y〉n-weighted estimates for vpxy and
vpxxy by using the stream function and a new defined function. Of cause, the cutoff from R+ to
Iε will also produce some extra terms.
(d) The construction of the remainders [uε, vε, pε] is based on the linearized results from
[13]. We use the contraction mapping theory to prove the existence of the remainders with
(1.19), compared to ‖∇εuε‖L2(Ωε)+‖∇εvε‖L2(Ωε)+ε
γ
2 ‖uε‖L∞(Ωε)+ε
γ
2
+ 1
2‖vε‖L∞(Ωε) ≤ C0,
with 0 ≤ γ ≤ 14 in [13]. Therefore, the rate of convergence in (1.21) is as fast as ε
1
2
+ 1
5 , whereas
in [13] the fastest rate is ε
1
2
+ 1
8 .
Notations. Throughout this paper, we shall use the following notations. We shall use 〈y〉 =√
y2 + 1 and denote Iε := [0,
1√
ε
]. For convenience, we will use ‖ · ‖p (1 ≤ p ≤ +∞),
and ‖ · ‖Hk (k ≥ 1), to denote the usual Lp norm and W k,2 norm of functions defining on
various domains, such as Ω0, Ωε, and sometimes R+ and Iε, depending on the context. We
also denote C(·) a universal constant, which depends on the given data listed in the parenthesis.
Occasionally, we write C or use the notation . in the estimates for simplification. It should
be noted that the uniform estimates are always independent of L and ε. The smallness of L
depends only on the given data, while ε is always taken to be small sufficiently. Denote that χ(·)
is a smooth cut-off function supported in [0, 1] with χ(0) = 1, χ(1) = 0, χ′(0) = χ′(1) = 0.
In the rest of this paper, we will construct the zeroth order Prandtl profile [u0p, v
0
p, 0] in Sec-
tion 2, construct the first order Euler corrector [u1e, v
1
e , p
1
e] and p
2
p in Section 3. After constructing
the first order Prandtl corrector [u1p, v
1
p, p
1
p] in Section 4, we will, finally, prove the existence of
the reminder in Section 5, which completes the proof of the main results of the present paper.
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2 The zeroth order Prandtl profile
In order to construct the zeroth order Prandtl profile [u0p, v
0
p, 0], we denote
Ru0 := (u
0
e + u
0
p)∂x(u
0
e + u
0
p) + (v
0
p + v
1
e)∂y(u
0
e + u
0
p)− ∂2y(u0e + u0p).
Since the Euler profile is always evaluated at (x, z) = (x,
√
εy), we note that
∂xu
0
e = 0, (v
0
p + v
1
e)∂yu
0
e =
√
ε(v0p + v
1
e)u
0
ez, ∂
2
yu
0
e = εu
0
ezz,
u0eu
0
px + v
1
eu
0
py = ueu
0
px + v
1
e(x, 0)u
0
py +
√
εy(u0ezu
0
px + v
1
ezu
0
py) + E
0,
where ue = u
0
e(0) and
E0 = ε
∫ y
0
∫ r
y
[
u0ezz(
√
ετ)u0px(x, y) + v
1
ezz(x,
√
ετ)u0py(x, y)
]
dτdr. (2.1)
In view of the divergence-free condition, we let{
(ue + u
0
p)u
0
px + (v
0
p + v
1
e(x, 0))u
0
py − u0pyy = 0,
u0px + v
0
py = 0.
(2.2)
Then, the zeroth order error term Ru0 is reduced to
Ru0 =
√
ε(v0p + v
1
e)u
0
ez +
√
εy(u0ezu
0
px + v
1
ezu
0
py) + E
0 − εu0ezz. (2.3)
Base on (1.9), we give the following boundary conditions
u0p(x, 0) = ub − ue, u0py(x,
1√
ε
) = 0, [v0p + v
1
e ](x, 0) = 0.
Since that u0px + v
0
py = 0, v
0
p can be expressed as
v0p(x, y) =
∫ 1√
ε
y
u0px(x, θ)dθ,
and the coefficient v0p + v
1
e(x, 0) can be rewritten as
v0p(x, y)− v0p(x, 0) =
∫ y
0
v0py(x, θ)dθ = −
∫ y
0
u0px(x, θ)dθ.
Then the system (2.2) is reduced to the following nonlinear parabolic system of u0p:{
(ue + u
0
p)u
0
px −
∫ y
0 u
0
pxdθu
0
py = u
0
pyy, y ∈ Iε,
u0p(x, 0) = ub − ue, u0py(x, 1√ε) = 0, u0p(0, y) = u¯0(y).
(2.4)
First, we extend the domain Iε to R+ with lim
y→∞
u0p(x, y) = 0 in place of the boundary condition
u0py(x,
1√
ε
) = 0. Since we shall cut-off the domain from R+ to Iε after establishing the estimates
for the solution, we denote here by [u∞p , v
∞
p ], for distinction.
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Now, use the von Mises transformation:
η :=
∫ y
0
(ue + u
∞
p (x, θ))dθ, w(x, η) := ue + u
∞
p (x, y(η)),
The function w then solves
wx = (wwη)η, in Ω∞ := [0, L] × R+,
which is a standard one-dimensional porous medium equation and is solvable over Ω∞, at least
when L is small [35]. In addition, by the Maximum Principle of the porous medium equation,
we have
0 < c0 := min
y
{ub, ue, ue + u¯0(y)} ≤ w ≤ max
y
{ub, ue, ue + u¯0(y)} := c¯0. (2.5)
Now, it remains to derive the energy estimates. Since w does not vanish on the boundary, we
introduce w := w − ue − [ub − ue]e−η. Then w satisfies

wx = [wwη]η − [ub − ue][we−η ]η − Fη ,
w(x, 0) = 0, lim
η→∞
w(x, η) = 0,
(2.6)
where F (η) := [ub−ue][ue+[ue−ub]e−η]e−η. Clearly, 〈η〉nF (·) ∈W k,p(R+), for any k ≥ 0
and p ∈ [1,+∞]. In what follows, we will give the regularity estimates for unique smooth
solution to system (2.6).
First, we introduce the following weighted iterative norm:
Nj(x) :=
j∑
k=0
sup
0≤s≤x
∫
R+
〈η〉n|∂kxw|2 +
j∑
k=0
∫ x
0
∫
R+
〈η〉nw|∂kxwη|, j ≥ 1. (2.7)
Multiplying (2.6)1 by 〈η〉nw and integrating by parts over R+ leads to
1
2
d
dx
∫
〈η〉n|w|2 +
∫
〈η〉n|wη|2 .
∫
〈η〉n[|w||wη |+ |w||Fη |], (2.8)
where the positive upper and lower bounds of w have been used. Applying Cauchy’s inequality
to the right-hand side of (2.8) gives
d
dx
∫
〈η〉n|w|2 +
∫
〈η〉n|wη|2 .
∫
〈η〉n|w|2 +
∫
〈η〉n|Fη |2, (2.9)
which together with the Gronwall’s inequality implies that
sup
0≤s≤x
∫
〈η〉n|w|2 +
∫ x
0
∫
〈η〉n|wη |2 ≤ C(L)(N0(0) + 1). (2.10)
This means N0(x) ≤ C(N0(0) + 1), for some constant C > 0 depends only on L, ue, ub, u¯0.
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Next, applying ∂x to (2.6)1 yields
wxx = [wwxη]η + [wxwη]η − [ub − ue][wxe−η ]η. (2.11)
Similarly, multiplying (2.11) by 〈η〉nwx and integrating by parts over R+, we get
1
2
d
dx
∫
〈η〉n|wx|2 +
∫
〈η〉n|wxη|2
.
∫
〈η〉n[|wx||wxη|+ |wη||wx||wxη|+ |wx|2|wη|+ |wx|2], (2.12)
integrating which over [0, x], together with using the Cauchy’s inequality, leads to
sup
0≤s≤x
∫
〈η〉n|wx|2 +
∫ x
0
∫
〈η〉n|wxη|2 . N1(0) +
∫ x
0
∫
〈η〉n[|wx|2 + |wη|2|wx|2]
. N1(0) +
∫ x
0
(1 + ‖wη‖2∞)
∫
〈η〉n|wx|2. (2.13)
To bound ‖wη‖∞, due to the equation (2.6), we have
|wη| ≤
∫ ∞
η
|wηη |dη .
∫
(|wx|+ |wη|2 + |w|+ |Fη |)
.
(∫
〈η〉n|wx|2
)1/2
+
∫
〈η〉n|wη|2 + 1.
Furthermore, multiplying (2.6)1 by 〈η〉nw, integrating by parts over R+ and using Cauchy’s
inequality, we yield∫
〈η〉n|wη|2 .
∫
〈η〉n(|w|2 + |wx|2 + |Fη|2) . N1(x) + 1, (2.14)
which implies that
‖wη‖∞ . N1(x) + 1. (2.15)
Now, substituting (2.15) into (2.13) yields
sup
0≤s≤x
∫
〈η〉n|wx|2 +
∫ x
0
∫
〈η〉n|wxη|2 . N1(0) +
∫ x
0
(1 +N1(s))2
∫
〈η〉n|wx|2, (2.16)
and hence, it follows from (2.16) together with (2.10) that
N1(x) ≤ C(N1(0) + 1) +
∫ x
0
(N1(s))3ds, (2.17)
which, by Gronwall’s inequality, implies that N1(x) ≤ C(N1(0) + 1), for L sufficiently small.
In what follows, we shall prove the general estimate for Nj(x) by mathematical induction.
Assume that there holds
Nk(x) ≤ C(Nk(0) + 1), (2.18)
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for some k ≥ 1. Then applying ∂k+1x to (2.6)1, we get
∂k+1x wx = [w∂
k+1
x wη]η +
k∑
i=0
Cik+1[∂
k+1−i
x w∂
i
xwη]η − [ub − ue][∂k+1x we−η ]η. (2.19)
Similarly as above, multiplying it by 〈η〉n∂k+1x w and integrating over R+ leads to
d
dx
∫
〈η〉n|∂k+1x w|2 +
∫
〈η〉n|∂k+1x wη|2
.
∫
〈η〉n|∂k+1x wη||∂k+1x w|+
∫
〈η〉n
k∑
i=0
|∂k+1−ix w||∂ixwη||∂k+1x wη|
+
∫
〈η〉n
k∑
i=0
|∂k+1−ix w||∂ixwη||∂k+1x w|+
∫
〈η〉n|∂k+1x w|2, (2.20)
where the positive upper and lower bounds of w have been used.
It follows by Cauchy’s inequality that∫
〈η〉n|∂k+1x wη||∂k+1x w| ≤ δ
∫
〈η〉n|∂k+1x wη|2 + C
∫
〈η〉n|∂k+1x w|2, (2.21)∫
〈η〉n
k∑
i=1
|∂k+1−ix w||∂ixwη||∂k+1x wη|
≤ δ
∫
〈η〉n|∂k+1x wη|2 + C
k∑
i=1
‖∂k+1−ix w‖2∞
∫
〈η〉n|∂ixwη|2, (2.22)
∫
〈η〉n
k∑
i=1
|∂k+1−ix w||∂ixwη||∂k+1x w|
≤ C
∫
〈η〉n|∂k+1x w|2 + C
k∑
i=1
‖∂k+1−ix w‖2∞
∫
〈η〉n|∂ixwη|2. (2.23)
For case i = 0, there holds∫
〈η〉n|∂k+1x w||wη ||∂k+1x wη| ≤ δ
∫
〈η〉n|∂k+1x wη|2 + C‖wη‖2∞
∫
〈η〉n|∂k+1x w|2, (2.24)∫
〈η〉n|∂k+1x w|2|wη| ≤ C(1 + |wη‖2∞)
∫
〈η〉n|∂k+1x w|2. (2.25)
Substituting (2.21)-(2.25) into (2.20), together with using (2.15), we obtain
d
dx
∫
〈η〉n|∂k+1x w|2 +
∫
〈η〉n|∂k+1x wη|2
. (1 +N1(x))2
∫
〈η〉n|∂k+1x w|2 +
k∑
i=1
‖∂k+1−ix w‖2∞
∫
〈η〉n|∂ixwη|2. (2.26)
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It remains to give bound on ‖∂ixw‖2∞ for 1 ≤ i ≤ k. Recalling that w vanishes on η = 0 and
η =∞. Then there holds
|∂ixw|2 =
∫ η
0
∂η(|∂ixw|2) ≤
∫
|∂ixw||∂ixwη| ≤
∫
|∂ixw|2 +
∫
|∂ixwη|2,
≤
∫
|∂ixw|2 +
∫
|∂ixwη(0, η)|2 +
∫ x
0
∂x
∫
|∂ixwη|2
≤ Ni+1(x) +
∫
|∂ixwη(0, η)|2,
which gives
‖∂ixw‖2∞ ≤ Ni+1(x) +
∫
|∂ixwη(0, η)|2. (2.27)
For the estimate to ∂ixwη(0, η), we should also prove by mathematical induction. Indeed, for
i = 1, multiplying (2.11) by wx and integrating by parts over R+ gives∫
|∂xwη|2 .
∫
[|wxx||wx|+ |∂xwη||wx||wη|+ |wx||∂xwη|], (2.28)
applying Cauchy’s inequality to which implies that∫
|∂xwη|2 . (1 + ‖wη‖2∞)
∫
|wx|2 +
∫
|wxx|2 ≤ C(N2(x) + 1)2 (2.29)
Taking x→ 0 yields ∫ |∂xwη(0, η)|2 ≤ C(N2(0) + 1)2. Next, assume that there holds
i−1∑
α=1
∫
|∂αxwη(0, η)|2 ≤ C(Ni(0) + 1)2 (2.30)
for i ≥ 2. Then, similarly applying ∂ix to (2.6)1, multiplying the result by ∂ixw and integrating
by parts over R+, we have
∫
|∂ixwη|2 . (1 + ‖wη‖2∞)Ni+1(x) +
i−1∑
α=1
‖∂i−αx w‖2∞
∫
|∂αxwη|2
. (Ni+1(x) + 1)2 +
i−1∑
α=1
∫
(|∂i−αx w|2 + |∂i−αx wη|2)
∫
|∂αxwη|2. (2.31)
Hence, taking x→ 0 in (2.31), together with (2.30), we get
i∑
α=1
∫
|∂αxwη(0, η)|2 ≤ C(Ni+1(0) + 1)2. (2.32)
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Therefore, by mathematical induction, (2.32) holds for any i ≥ 1. Now, substituting (2.32) into
(2.27) and further substituting (2.27) into (2.26), we have
d
dx
∫
〈η〉n|∂k+1x w|2 +
∫
〈η〉n|∂k+1x wη|2 . Nk+1(x) + (Nk+1(x) + 1)
k∑
i=1
∫
〈η〉n|∂ixwη|2.
(2.33)
Finally, integrating (2.33) over [0, x], add the result to (2.18) and using Gronwall’s inequality
give
Nk+1(x) ≤ C(Nk+1(0) + 1), (2.34)
and hence, by mathematical induction, (2.18) is valid for any k ≥ 0.
Basing on the solvability of system (2.6) and the estimates (2.34) for the solution, we are
able to prove the solvability of (2.4) and the estimates for solution u∞p . Precisely, we prove the
following:
Proposition 2.1. Assume that u∞p (0, y) := u¯0(y) is smooth. Then there exists an smooth solu-
tion u∞p to system (2.4) satisfies that for any n, k ∈ N
sup
x∈[0,L]
‖〈y〉n∂kxu∞p ‖L2(R+) + ‖〈y〉n∂kxu∞py‖L2(0,L;L2(R+)) ≤ C0(n, k, u¯0). (2.35)
Proof. In view of the definition of w, we obtain that there exists an unique solution u∞p (x, y(η))
= w(x, η) + [ub − ue]e−η satisfies (2.4) on [0, L] × R+. Moreover, since that ue + u∞p is
positively bounded from lower and upper, η is equivalent to y. Therefore (2.35) follows from
(2.34) and the reversibility of the von Mises transformation. 
Corollary 2.2. Let u∞p be constructed in Proposition 2.1, and v
∞
p be obtained directly by the
divergence-free condition. Then, there holds
sup
x∈[0,L]
‖〈y〉n∂kx∂jy[u∞p , v∞p ]‖L2(R+) ≤ C0(n, k, j, u¯0), (2.36)
for any given n, j, k ∈ N.
Proof. Clearly, (2.35) gives the estimate of u∞p in (2.36) with j = 0.
Applying ∂y to equation (2.4)1 implies that u
∞
py satisfies
(ue + u
∞
p )u
∞
pyx −
∫ y
0
u∞pxdθu
∞
pyy = u
∞
pyyy. (2.37)
In addition, in view of (2.4)2, we obtain the following boundary conditions
u∞pyy(x, 0) = 0, lim
y→0
u∞py(x, y) = 0, u
∞
py(0, y) = u¯
′
0(y). (2.38)
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Then, applying ∂kx to (2.37), multiplying the result by ∂
k
xu
∞
py〈y〉2n and integrating by parts over
R+ yield
1
2
d
dx
∫
(u∞p + ue)|∂kxu∞py|2〈y〉2n +
∫
|∂kxu∞pyy|2〈y〉2n
=− 1
2
∫ ∫ y
0
u∞pxdθ|∂kxu∞py|2∂y[〈y〉2n]−
∫
∂kxu
∞
pyy∂
k
xu
∞
py∂y[〈y〉2n]
−
k−1∑
ℓ=0
Cℓk
∫ [
∂k−ℓx u
∞
p ∂
ℓ
xu
∞
pxy +
∫ y
0
∂k−ℓx u
∞
pxdθ∂
ℓ
xu
∞
pyy
]
∂kxu
∞
py〈y〉2n
= : I1 + I2 + I3 + I4. (2.39)
Note that
I1 + I2 ≤ 1
4
‖∂kxu∞pyy〈y〉n‖22 + C
(‖u∞px〈y〉n‖2 + 1) ‖∂kxu∞py〈y〉n‖22, (2.40)
I3 ≤ C
k−1∑
ℓ=0
‖∂k−ℓx u∞py〈y〉n‖2‖∂ℓ+1x u∞py〈y〉n‖2‖∂kxu∞py〈y〉n‖2
≤ C
k∑
ℓ=1
‖∂ℓxu∞py〈y〉n‖22 + C
k∑
ℓ=1
‖∂ℓxu∞py〈y〉n‖22‖∂kxu∞py〈y〉n‖22, (2.41)
I4 =
k−1∑
ℓ=0
∫
∂k−ℓx u
∞
px∂
ℓ
xu
∞
py∂
k
xu
∞
py〈y〉2n +
k−1∑
ℓ=0
∫ ∫ y
0
∂k−ℓx u
∞
pxdθ∂
ℓ
xu
∞
py∂y
[
∂kxu
∞
py〈y〉2n
]
≤ C
k−1∑
ℓ=0
‖∂k+1−ℓx u∞p 〈y〉n‖2‖∂ℓxu∞py〈y〉n‖2‖∂kxu∞pyy〈y〉n‖2
+ C
k−1∑
ℓ=0
‖∂k+1−ℓx u∞p 〈y〉n‖2‖∂ℓxu∞py〈y〉n‖2‖∂kxu∞py〈y〉n‖2
≤ 1
4
‖∂kxu∞pyy〈y〉n‖22 + C‖∂kxu∞py〈y〉n‖22 + C
k−1∑
ℓ=0
‖∂k+1−ℓx u∞p 〈y〉n‖22‖∂ℓxu∞py〈y〉n‖22.
(2.42)
Substituting (2.40)-(2.42) into (2.39), applying Gronwall’s inequality and using (2.35) and the
positivity condition ue + u
∞
p ≥ c0, we have
sup
x∈[0,L]
‖〈y〉n∂kxu∞py‖L2(R+) + ‖〈y〉n∂kxu∞pyy‖L2(0,L;L2(R+)) ≤ C(n, k, u¯0). (2.43)
This gives the estimate of u∞p in (2.36) with j = 1.
Similarly, applying ∂kx to (2.3) yields
∂kxu
∞
pyy =
k∑
ℓ=0
Cℓk∂
k−ℓ
x (ue + u
∞
p )∂
ℓ
xu
∞
px +
k∑
ℓ=0
Cℓk
∫ y
0
∂k−ℓx u
∞
pxdθ∂
ℓ
xu
∞
py.
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Direct calculation gives the estimate of u∞p in (2.36) with j = 2, where (2.43) has been used.
Then, by iteration method, the estimate of u∞p in (2.36) can be derived with arbitrary j.
With the estimates of u∞p in hand, we are able to derive the estimates for v
∞
p . In view of the
divergence-free condition, we have
|∂kxv∞p |2 =
∣∣∣∣
∫ ∞
y
∂k+1x u
∞
p dθ
∣∣∣∣
2
≤ C‖∂k+1x u∞p 〈y〉m‖22〈y〉2−2m,
for anym ∈ N. This together with (2.35) implies that
‖∂kxv∞p 〈y〉n‖22 ≤ C‖∂k+1x u∞p 〈y〉m‖22
∫
〈y〉2n+2−2m ≤ C(k, n, u¯0),
where we takem = n+ 2.
Finally, for any j ≥ 1, since that ∂kx∂jyv∞p = −∂k+1x ∂j−1y u∞p , the proof of (2.36) is com-
pleted directly by the established estimates of u∞p . 
Proposition 2.3. Under the assumptions in Theorem 1.1, there exists smooth functions [u0p, v
0
p ],
defined in Ωε, satisfying the following inhomogeneous system:

(ue + u
0
p)u
0
px + (v
0
p + v
1
e(x, 0))u
0
py − u0pyy = Ru,0p ,
u0px + v
0
py = 0,
u0p(x, 0) = ub − ue, u0py(x, 1√ε) = 0, [v0p + v1e ](x, 0) = 0, v0p(x, 1√ε) = 0,
(2.44)
where the inhomogeneous term Ru,0p is a higher order term of
√
ε. In addition, it holds that
sup
x∈[0,L]
‖〈y〉n∂kx∂jy[u0p, v0p]‖L2(Iε) ≤ C0(n, k, j, u¯0), (2.45)
for any given n, j, k ∈ N.
Proof. Let u∞p be constructed in Proposition 2.1, and v
∞
p be obtained directly by the divergence-
free condition. Define that
u0p(x, y) := χ(
√
εy)u∞p (x, y)−
√
εχ′(
√
εy)
∫ ∞
y
u∞p (x, θ)dθ,
v0p(x, y) := χ(
√
εy)v∞p (x, y). (2.46)
Then, it follows from directly calculation that [u0p, v
0
p ] satisfies (2.44) with
Ru,0p =
√
εχ
∫ y
0
χ′dθ(u∞p u
∞
px + v
∞
p u
∞
py)−
√
εχ′χu∞px
∫ ∞
y
u∞p dθ
−√εχ′v∞p (ue + χu∞p )− 3
√
εχ′u∞py + 2
√
εχ′u∞p
∫ y
0
χv∞pydθ
+ 2εχ′u∞p
∫ y
0
χ′v∞p dθ − 3εχ′′u∞p + ε(χ′)2v∞p
∫ ∞
y
u∞p dθ
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− εχ′′(χv∞p − v∞p (0))
∫ ∞
y
u∞p dθ + ε
3/2χ′′′
∫ ∞
y
u∞p dθ
:=
√
εE1 + εE2. (2.47)
Finally, using (2.36) together with the definition of χ(·) give estimate (2.45). 
3 The first order Euler corrector
To construct the first order Euler corrector [u1e, v
1
e , p
1
e], we first formulate a closed system for
these functions. For one hand, denote
Ru1 :=(u
1
e + u
1
p)u
0
px + (u
0
e + u
0
p)(u
1
ex + u
1
px) + v
1
p∂y(u
0
e + u
0
p) + (v
0
p + v
1
e)∂y(u
1
e + u
1
p)
+ (p1ex + p
1
px)− ∂2y(u1e + u1p) + (v0p + v1e)u0ez + y(u0ezu0px + v1ezu0py) + E1.
Note that
(v0p + v
1
e)∂yu
1
e =
√
ε(v0p + v
1
e)u
1
ez, ∂
2
yu
1
e = εu
1
ezz.
Since the unknown Euler corrector [u1e, v
1
e , p
1
e] and Prandtl corrector [u
1
p, v
1
p, p
1
p] couple with each
other, we take equation
u0eu
1
ex + v
1
eu
0
ez + p
1
ex = 0, (3.1)
for the first order Euler corrector and when it has been constructed, we take
(u1e + u
1
p)u
0
px + (u
0
e + u
0
p)u
1
px + u
0
pu
1
ex + (v
1
e + v
0
p)u
1
py + v
1
p∂y(u
0
e + u
0
p)
+ p1px − u1pyy + v0pu0ez + y(u0ezu0px + v1ezu0py) + E1 = 0. (3.2)
for the first order Prandtl corrector. Hence, the error Ru1 then reads
√
ε(v0p + v
1
e)u
1
ez − εu1ezz. (3.3)
On the other hand, in view of the divergence-free condition, we have
u1ex + v
1
ez = 0, (3.4)
u1px + v
1
py = 0. (3.5)
Even so, the equations above are still not enough to construct neither [u1e, v
1
e , p
1
e] or [u
1
p, v
1
p, p
1
p].
This motivates us to consider the vertical component (1.8).
Denote that
Rv0 := (u
0
e + u
0
p)(v
0
px + v
1
ex) + (v
0
p + v
1
e)∂y(v
0
p + v
1
e) + p
1
ez +
p1py√
ε
+ p2py − ∂2y(v0p + v1e)
Clearly, the leading term in Rv0 is p
1
py. Let p
1
py = 0, that is,
p1p = p
1
p(x). (3.6)
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Similar to (3.1) and (3.2), we take
u0ev
1
ex + p
1
ez = 0, (3.7)
and
(u0e + u
0
p)v
0
px + u
0
pv
1
ex + (v
0
p + v
1
e)v
0
py + p
2
py − v0pyy = 0. (3.8)
Then the error Rv0 is reduced to
√
ε(v0p + v
1
e)v
1
ez − εv1ezz. (3.9)
In conclusion, we get a system consisting of (3.1), (3.4) and (3.7) to construct [u1e, v
1
e , p
1
e],
and another system consisting of (3.2), (3.5) and (3.6) to construct [u1p, v
1
p, p
1
p]. After these
functions being given, p2p will be determined directly by (3.8).
In this section, we only focus on the construction of [u1e, v
1
e , p
1
e], while the construction of
[u1p, v
1
p, p
1
p] will be done in the next section.
Eliminating p1e in (3.1) and (3.7) by using equation (3.4), we deduce the following elliptic
equation for v1e :
−u0e∆v1e + u0ezzv1e = 0, in Ω0, (3.10)
with∆ := ∂2x + ∂
2
z . In order to solve this equation, we take the following boundary conditions
v1e(x, 0) = −v0p(x, 0), v1e(x, 1) = 0, v1e(0, z) = Vb0(z), v1e(L, z) = VbL(z), (3.11)
with the compatibility assumption:
[Vb0(0), VbL(0)] = −[v0p(0, 0), v0p(L, 0)] and Vb0(1) = VbL(1) = 0. (3.12)
To avoid singularity caused by the presence of corners in Ω0, we instead consider the modi-
fied elliptic problem:
−u0e∆v1e + u0ezzv1e = Eb, in Ω0, (3.13)
with boundary conditions (3.11). Later, we shall construct a proper potential Eb such that v
1
e ,
the solution of the elliptic equation (3.13), is regular enough and that
∫∞
z Ebdθ → 0 as ε→ 0.
To define Eb, we first introduce
B(x, z) :=
(
1− x
L
) Vb0(z)
v0p(0, 0)
v0p(x, 0) +
x
L
VbL(z)
v0p(L, 0)
v0p(x, 0), (3.14)
in the case of both v0p(0, 0) and v
0
p(L, 0) are nonzero, while in the case that v
0
p(0, 0) = 0 or
v0p(L, 0) = 0, we simply replace the ratio
Vb0(z)
v0p(0,0)
v0p(x, 0) by Vb0(z)− v0p(x, 0)(1− z), or replace
VbL(z)
v0p(L,0)
v0p(x, 0) by VbL(z)− v0p(x, 0)(1 − z), respectively. We infer that B(x, z) satisfies all the
boundary conditions in (3.11).
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Then denote Fe(x, z) := −u0e∆B + u0ezzB. In view of the estimates (2.36), it is clear that
B ∈ W k,p(Ω0) for arbitrary k ≥ 0, p > 1, provided Vb0(z), VbL(z) ∈ W k,p(0, 1), and hence
Fe ∈W k,p(Ω0).
Now, take Eb =: χ(
z
ε )Fe(x, 0). Before solving equation (3.13) and derive estimates for v
1
e ,
we consider the following auxiliary problem{
−u0e∆w˜ + u0ezzw˜ = Eb − Fe, in Ω0,
w˜
∣∣
∂Ω0
= 0.
(3.15)
Precisely, we prove the following lemma:
Lemma 3.1. Assume that Fe(x, z) ∈ W k,p(Ω0) for any k ≥ 0, p > 1. Then there exists a
unique smooth solution to the boundary value problem (3.15) satisfying that
‖w˜‖L∞(Ω0) + ‖w˜‖H2(Ω0) ≤ C, ‖w˜‖H3(Ω0) ≤ Cε−
1
2 , ‖w˜‖H4(Ω0) ≤ Cε−
3
2 , (3.16)
where C is independent of ε. In addition,there holds
‖w˜‖W 2,q(Ω0) ≤ C, ‖w˜‖W 3,q(Ω0) ≤ Cε−1+
1
q , ‖w˜‖W 4,q(Ω0) ≤ Cε−2+
1
q , (3.17)
for any q ∈ (1,+∞) and C being independent of ε.
Proof. Define bilinear form on H10 (Ω0):
B[w˜, v˜] :=
∫∫
Ω0
(
∇w˜ · ∇v˜ + u
0
ezz
u0e
w˜v˜
)
.
Note that, on one hand,∫ 1
0
|∂zw˜|2 =
∫ 1
0
∣∣∣∣∂z
(
w˜
u0e
u0e
)∣∣∣∣
2
=
∫ 1
0
∣∣∣∣∂z
(
w˜
u0e
)
u0e +
w˜
u0e
u0ez
∣∣∣∣
2
=
∫ 1
0
∣∣∣∣∂z
(
w˜
u0e
)∣∣∣∣
2
|u0e|2 +
∫ 1
0
∣∣∣∣ w˜u0e
∣∣∣∣
2
|u0ez|2 + 2
∫ 1
0
∂z
(
w˜
u0e
)
w˜
u0e
u0eu
0
ez
=
∫ 1
0
∣∣∣∣∂z
(
w˜
u0e
)∣∣∣∣
2
|u0e|2 +
∫ 1
0
∣∣∣∣ w˜u0e
∣∣∣∣
2
|u0ez|2 −
∫ 1
0
∣∣∣∣ w˜u0e
∣∣∣∣
2
[u0eu
0
ez]z
=
∫ 1
0
∣∣∣∣∂z
(
w˜
u0e
)∣∣∣∣
2
|u0e|2 −
∫ 1
0
u0ezz
u0e
w˜2,
which implies that ∫∫
Ω0
(
|∂zw˜|2 + u
0
ezz
u0e
w˜2
)
=
∫∫
Ω0
∣∣∣∣∂z
(
w˜
u0e
)∣∣∣∣
2
|u0e|2. (3.18)
On the other hand, thanks to the positivity and smoothness of u0e , we have∫∫
Ω0
|∂zw˜|2 =
∫∫
Ω0
∣∣∣∣∂z
(
w˜
u0e
u0e
)∣∣∣∣
2
≤ 2
∫∫
Ω0
∣∣∣∣∂z
(
w˜
u0e
)∣∣∣∣
2
|u0e|2 + 2
∫∫
Ω0
∣∣∣∣ w˜u0e
∣∣∣∣
2
|u0ez|2
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≤ 2
∫∫
Ω0
∣∣∣∣∂z
(
w˜
u0e
)∣∣∣∣
2
|u0e|2 + 2
∫ L
0
[∫ 1
0
∣∣∣∣∂z
(
w˜
u0e
)∣∣∣∣
2 ∫ 1
0
|u0ez|2
]
≤ 2
∫∫
Ω0
∣∣∣∣∂z
(
w˜
u0e
)∣∣∣∣
2
|u0e|2 + 2‖u0ez‖2L2(0,1)
∫∫
Ω0
∣∣∣∣∂z
(
w˜
u0e
)∣∣∣∣
2
≤ 2
∫∫
Ω0
∣∣∣∣∂z
(
w˜
u0e
)∣∣∣∣
2
|u0e|2
[
1 +
‖u0ez‖2L2(0,1)
minz |u0e|2
]
≤ C0
∫∫
Ω0
∣∣∣∣∂z
(
w˜
u0e
)∣∣∣∣
2
|u0e|2, (3.19)
where the inequality |f(z)| ≤ √z‖fz(z)‖2 has been used. Then, by applying the Poincare´
inequality, it follows that
B[w˜, w˜] ≥ α‖w˜‖2H1 , (3.20)
where α is a positive constant. In addition, by applying the Cauchy inequality, there holds that
B[w˜, v˜] ≤ β‖w˜‖H1‖v˜‖H1 , (3.21)
for any w˜, v˜ ∈ H10 (Ω0). Moreover, since Fe ∈W k,p(Ω0), k ≥ 0, p ≥ 1, it is clear that
‖∂kzEb‖p ≤ Cε−k+
1
p .
Therefore, by Lax-Milgram theorem, there exists an unique weak solution w˜ ∈ H10 (Ω0) to
problem (3.15) satisfying ‖w˜‖H1 ≤ C.
Now, rewrite (3.15) as below:{
−∆w˜ = Ge =:
(
Eb − Fe − u0ezzw˜
)
/u0e, in Ω0,
w˜
∣∣
∂Ω0
= 0.
(3.22)
Clearly, Ge ∈ L2(Ω0). Then by the elliptic estimates, we have
‖w˜‖H2 ≤ C‖Ge‖2 ≤ C.
In addition, since w˜ = 0 on the boundary, we obtain that
|w˜(x, z)| ≤
∫ x
0
|w˜x(s, z)|ds ≤ 2
∫ x
0
(∫ z
0
|w˜xw˜xz|dθ
)1/2
ds
≤ 2√x‖w˜x‖1/2L2(Ω0)‖w˜xz‖
1/2
L2(Ω0)
≤ C
√
L,
which implies the uniform boundedness of w˜.
Next, we derive the higher regularity estimates for w˜. Since that E(x, 0)− F (x, 0) = 0, we
get Ge(x, 0) = 0 and hence, by equation (3.22), w˜ = w˜zz = 0 on z = 0. Then, applying ∂z and
∂zz to (3.22) yields the elliptic problems for w˜z and w˜zz, respectively:{
−∆w˜z = ∂z
[
(Eb − Fe − u0ezzw˜)/u0e
]
, in Ω0,
w˜z
∣∣
x=0,L
= w˜zz
∣∣
z=0
= 0, w˜zz
∣∣
z=1
= 0,
(3.23)
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and {
−∆w˜zz = ∂2z
[
(Eb − Fe − u0ezzw˜)/u0e
]
, in Ω0,
w˜zz
∣∣
x=0,L
= w˜zz
∣∣
z=0
= 0, w˜zz
∣∣
z=1
= 0,
(3.24)
where the higher order compatibility condition V ′′b0(1) = V
′′
bL(1) = 0 has been used.
Again, the elliptic estimates for H2 norm and the estimates for Eb and Fe then give
‖∂kz w˜‖H2 ≤ Cε−k+
1
2 , k = 1, 2.
To complete the H3 and H4 estimates for w˜, it remains to estimate L2 and H1 norm for w˜xxx.
Applying ∂x to equation (3.22), we have
−w˜xxx = w˜zzx + ∂x
[
(Eb − Fe − u0ezzw˜)/u0e
]
,
which give the L2 and H1 norm estimates for w˜xxx and hence completes the proof of (3.16).
Finally, theW k,q estimates follow simply from the standard elliptic theory. The proof of this
lemma is completed. 
Now, take v1e = B+w˜. Then, recalling thatB satisfies boundary conditions (3.11), it follows
that v1e ∈ W k,p(Ω0) is the unique smooth solution to equation (3.13) with boundary conditions
(3.11). It should be noted that v1ezz(x, 1) = 0, since the definition of Eb and the equation (3.13).
In addition, as B ∈W 4,q(Ω0), there holds
‖v1e‖∞ + ‖v1e‖W 2,q ≤ C, ‖v1e‖W 2+k,q ≤ Cε−k+
1
q , k = 1, 2. (3.25)
Furthermore, in view of equation (3.4) and (3.7), we take
u1e(x, z) = u
1
b(z)−
∫ x
0
v1ez(ξ, z)dξ,
p1e(x, y) =
∫ 1
z
u0e(θ)v
1
ex(x, θ)dθ −
∫ x
0
u0e(1)v
1
ez(s, 1)ds,
where u1b(z) = u
1
e(0, z) satisfies ∂zu
1
b(1) = 0, and hence we have u
1
ez(x, 1) = 0.
Substituting u1e, p
1
e into (3.1) and integrating by parts yield
u0eu
1
ex + u
0
ezv
1
e + p
1
ex =
∫ 1
z
(u0e∆v
1
e − u0ezzv1e)dθ = −
∫ 1
z
Eb(x, θ)dθ.
Base on the estimates for v1e and Eb, we infer that
‖u1e‖L∞(Ωε) ≤ C, ‖u1e‖H1(Ωε) ≤ Cε−
1
4 ,
‖u1ezz‖L2(Ωε) ≤ Cε−
1
4 ‖u1bzz‖L2(0,1) + Cε−
1
4‖v1ezzz‖L2(Ω0) ≤ Cε−
3
4
‖(v0p + v1e)u1ez‖L2(Ωε) ≤ ‖v0p + v1e‖L∞(Ωε)‖u1ez‖L2(Ωε) ≤ Cε−
1
4 ,
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∥∥∥∥
∫ 1
√
εy
Eb(x, θ)dθ
∥∥∥∥
L2(Ωε)
≤ Cε− 14‖Eb‖L2(Ω0) ≤ Cε
1
4 .
Hence, it follows that
‖Ru1‖L2(Ωε) ≤
√
ε‖(v0p + v1e)u1ez‖L2(Ωε) + ε‖∂2zu1e‖L2(Ωε) +
∥∥∥∥
∫ 1
√
εy
Eb(x, θ)dθ
∥∥∥∥
L2(Ωε)
≤ Cε 14 , (3.26)
‖Rv0‖L2(Ωε) ≤
√
ε‖v0p + v1e‖L∞(Ωε)‖v1ez‖L2(Ωε) + ε‖v1ezz‖L2((Ωε) ≤ Cε
1
4 , (3.27)
Finally, we estimate E0, which is defined in (2.1). Note that∣∣∣∣u0px(x, y)
∫ y
0
∫ r
y
u0ezz(
√
ετ)dτdr
∣∣∣∣ ≤ C|u0px(x, y)| sup
z∈[0,1]
|u0ezz(z)|〈y〉2,∣∣∣∣u0py(x, y)
∫ y
0
∫ r
y
v1ezz(x,
√
ετ)dτdr
∣∣∣∣ ≤ Cε− 14 |u0py(x, y)|‖v1ezz‖L2(0,1)〈y〉2.
Then, it follows that
‖E0‖L2(Ωε) ≤ Cε‖u0px〈y〉2‖L2(Iε) sup
z∈[0,1]
|u0ezz(z)| + Cε
3
4 ‖u0py〈y〉2‖L2(Iε)‖v1ezz‖L2(Ω0)
≤ Cε 34 , (3.28)
where the estimate (2.36) has been used.
4 The first order Prandtl corrector
In this section, we shall construct the first order Pranndtl corrector [u1p, v
1
p, p
1
p], which solves
(3.2), (3.5) and (3.6). For convenience, we denote u0 := ue + u
0
p.
It should be noted that
(u0e − ue)u1px =
√
εu1px
∫ y
0
u0ez(
√
εθ)dθ, v1p∂yu
0
e =
√
εv1pu
0
ez.
Then, (3.2) can be rewritten as
u0u1px + u
0
xu
1
p + u
0
yv
1
p + (v
0
p + v
1
e)u
1
py + p
1
px − u1pyy
= −u0pxu1e − u0pu1ex − (v0p + yu0px)u0ez − yu0pyv1ez − E1 := Fp.
We infer that, by Section 2, u0 is positively bounded from both lower and upper. In addition, the
error terms should be added to
R˜u1 :=
√
εu1px
∫ y
0
u0ez(
√
εθ)dθ +
√
εv1pu
0
ez. (4.1)
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Taking p1p to be an absolute constant implies that p
1
px = 0. Then the system for [u
1
p, v
1
p ] can
be rewritten as follows:{
u0u1px + u
0
xu
1
p + u
0
yv
1
p + (v
0
p + v
1
e)u
1
py − u1pyy = Fp,
u1px + v
1
py = 0,
(4.2)
with the boundary conditions
u1p(0, y) = u¯1(y), u
1
p(x, 0) = −u1e(x, 0), u1py(x,
1√
ε
) = v1p(x, 0) = v
1
p(x,
1√
ε
) = 0.
Similar to the situation in Section 2, we first extend the domain from Iε to R+ with the
boundary condition u1py(x,
1√
ε
) = v1p(x,
1√
ε
) = 0 being replaced by up(x,∞) = vp(x,∞) = 0,
and denote the unknown functions in (4.2) by [up, vp], for distinction. To the given functions,
define that u0e(z) ≡ u0e(1), u1e(x, z) ≡ u1e(x, 1), v1e(x, z) ≡ 0 in z ∈ (1,+∞), and also
u¯1(y) ≡ u¯1( 1√ε) in y ∈ ( 1√ε ,+∞). For convenience, we still denote them by u0e, u1e, v1e , u¯1.
Then, applying ∂y to (4.2)1 and using (4.2)2 yields
−u0vpyy + u0yyvp + u0xyup + (v0p + v1e)upyy +
√
εv1ezupy − upyyy = Fpy,
which also can be rewritten as
−vpyy +
u0yy
u0
vp −
(upy
u0
)
yy
= Gp, (4.3)
where we denote
Gp :=
1
u0
[
Fpy − u0xyup − (v0p + v1e)upyy −
√
εv1ezupy
]− 2( 1
u0
)
y
upyy −
(
1
u0
)
yy
upy.
Furthermore, applying ∂x to (4.3), we get
−vpxyy +
u0yy
u0
vpx +
(vpyy
u0
)
yy
= Gpx −
(
u0yy
u0
)
x
vp −
[(
1
u0
)
x
upy
]
yy
. (4.4)
The proof of solvability of (4.2) on [0, L]× R+ consists of several steps.
Step 1, we establish the estimates for the boundary conditions of vp in term of the given data
u¯1(y). For simplification, we denote ‖〈y〉nf‖Hk :=
∑k
i=0 ‖〈y〉n∂iyf‖2, for any n, k ≥ 0 and
f ∈ Hk.
Lemma 4.1. Let [up, vp] be smooth solutions of (4.2). Then there holds that
‖〈y〉nvpyy(0, ·)‖L2(R+) ≤ C0
(
1 + ‖〈y〉nu¯1‖H3(R+)
)
, (4.5)
‖〈y〉nvpxyy(0, ·)‖L2(R+) ≤ C0
(
1 + ‖〈y〉nu¯1‖H5(R+) + ‖u1exx(0, ·)‖H1(R+)
)
, (4.6)
for any n ≥ 0 and some constant C0 = C0(u0, v0p, u1b , Vb0).
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Proof. Define stream function ψ(x, y) = − ∫∞y up(x, θ)dθ. Then up = ψy, vp = −ψx. Further
denote φ := u0ψy − u0yψ. Then (4.2)1 becomes
φx = −u0xyψ − (v0p + v1e)upy + upyy + Fp. (4.7)
By the definition of φ, we have
‖〈y〉nφy(0, ·)‖2 . ‖〈y〉nu0upy(0, ·)‖2 + ‖〈y〉nu0yyψ(0, ·)‖2 ≤ C0‖〈y〉nu¯1‖H1 . (4.8)
In view of (4.7), we get
‖〈y〉nφx(0, ·)‖H1 . ‖〈y〉n[u0xyψ + (v0p + v1e)upy − upyy − Fp](0, ·)‖H1
≤ C0‖〈y〉nu¯1‖H3 + ‖〈y〉nFp(0, ·)‖H1 . (4.9)
In addition, the definition of Fp gives
‖〈y〉nFp(0, ·)‖H3 ≤ C0,
substituting which into (4.9) implies that
‖〈y〉nφx(0, ·)‖H1 ≤ C0 (1 + ‖〈y〉nu¯1‖H3) . (4.10)
On the other hand, by the definition of φ, we have
ψ = −u0
∫ ∞
y
φ(x, θ)
(u0)2
dθ,
which implies that
vp = −ψx = u0x
∫ ∞
y
φ
(u0)2
dθ + u0
∫ ∞
y
(
φ
(u0)2
)
x
dθ. (4.11)
Then, we get
‖〈y〉nvp(0, ·)‖H2 ≤ C (‖〈y〉nφy(0, ·)‖L2 + ‖〈y〉nφx(0, ·)‖H1) .
This estimate, together with (4.8) and (4.10), derives (4.5).
Moreover, applying ∂x to (4.7) yields
φxx = −u0xxyψ + u0xyvp − [v0px + v1ex]upy + [v0p + v1e ]vpyy − vpyyy + Fpx.
Then we obtain that
‖〈y〉nφxx(0, ·)‖H1 ≤ C0‖〈y〉nu¯1‖H2 + C0‖〈y〉nvp(0, ·)‖H4 + ‖〈y〉nFpx(0, ·)‖H1 . (4.12)
It should be noted that
‖〈y〉nFpx(0, ·)‖H1 ≤ C0(1 + ‖u1exx(0, ·)‖H1). (4.13)
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In addition, it follows from (4.3) that
‖〈y〉nvp(0, ·)‖H4 ≤ ‖〈y〉nGp(0, ·)‖H2 + ‖〈y〉n
u0yyvp
u0
(0, ·)‖H2 + ‖〈y〉n
upy
u0
(0, ·)‖H4
≤ C0 (‖〈y〉nFp(0, ·)‖H3 + ‖〈y〉nu¯1‖H5 + ‖〈y〉nvp(0, ·)‖H2)
≤ C0(1 + ‖〈y〉nu¯1‖H5). (4.14)
Therefore, in view of (4.11)-(4.14), we have
‖〈y〉nvpx(0, ·)‖H2 . ‖〈y〉nφy(0, ·)‖L2 + ‖〈y〉nφx(0, ·)‖H1 + ‖〈y〉nφxx(0, ·)‖H1
≤ C0
(
1 + ‖〈y〉nu¯1‖H5 + ‖u1exx(0, ·)‖H1
)
. (4.15)
This completes the proof of this lemma. 
Step 2, we give the following auxiliary lemma.
Lemma 4.2. For any L > 0, denote Ω∞ := [0, L]×R+. Assume that ∂jxf, ∂jxg ∈ L2(Ω∞), j =
0, 1, decays fast as y →∞. Then the following fourth order partial deferential equation
−vxyy +
u0yy
u0
vx +
(vyy
u0
)
yy
= fy + g (4.16)
on Ω∞ has an unique smooth solution satisfying initial data v(0, y) = v¯0(y), boundary condi-
tions v = vy = 0 on y = 0 and y =∞, and the estimate
sup
0≤x≤L
‖∂jxvyy(x)‖L2 + ‖∂jxvxy‖L2(Ω∞)
≤ C
j∑
i=0
(
‖∂ixvyy(0, ·)‖L2 + ‖∂ixf‖L2(Ω∞) + ‖〈y〉
3
2 ∂ixg‖L2(Ω∞)
)
, j = 0, 1. (4.17)
Moreover, there holds the weighted estimate
sup
0≤x≤L
‖〈y〉n∂jxvyy(x)‖L2 + ‖yn∂jxvyyy‖L2(Ω∞)
≤ C
j∑
i=0
(‖〈y〉n∂ixvyy(0, ·)‖L2 + ‖〈y〉n∂ixf‖L2(Ω∞) + ‖〈y〉n∂ixg‖L2(Ω∞)) , j = 0, 1. (4.18)
Proof. First, restrict the domain on ΩN := [0, L] × [0, N ] and give the approximate boundary
conditions v = vy = 0 on y = N , instead of y = ∞. We introduce the inner product on
H2(0, N):
[[u, v]] ≡
∫
[uyvy +
u0yy
u0
uv]dy (4.19)
for any u, v ∈ H2(0, N). Let {ei(y)}∞i=1 be an orthogonal basis of H2(0, N) satisfying the
same boundary conditions as v doing. Here the orthogonality is obtained with respect to the
inner product defined in (4.19) and it holds that
[[ei, ej ]] = δij , i, j ≥ 1.
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Base on (3.20) and (3.21), one can show that [[·, ·]] is equivalent to the usual inner product on
H1(0, N). Then such an orthogonal basis exists.
Now we introduce the weak formulation of (4.16) as follows
[[vx, e
i]] +
∫
vyye
i
yy
u0
dy =
∫
(−fvxy + gei)dy (4.20)
for any ei(y), i ≥ 1. We will construct an approximate solution in Span{ei(y)}ki=1 for (4.20)
defined as
vk(x, y) :=
k∑
j=1
aj(x)ej(y),
for each k. Substituting vk into (4.20) in place of v, with the orthogonality of {ei(y)}ki=1, yields
[[vkx, e
i]] +
∫
vkyye
i
yy
u0
dy =
∫
(−feiy + gei)dy, (4.21)
which is equivalent to a system of ODE equations:
aix +
k∑
j=1
aj
∫
ejyyeiyy
u0
dy =
∫
(−feiy + gei)dy. (4.22)
Since f, g ∈ L2(ΩN ), there exists an unique smooth solution (a1, a2, · · · , ak) for (4.22), that is,
there exists an unique smooth solution vk for (4.20). In order to take k tends to infinity, we need
some energy estimates.
Multiplying (4.21) by aix and take the sum over i from 1 to k, we get
[[vkx, v
k
x]] +
1
2
d
dx
∫
(vkyy)
2
u0
dy =
∫ (
−fvkxy + gvkx +
1
2
(
1
u0
)
x
(vkyy)
2
)
dy. (4.23)
Similar to the analysis in (3.18) and (3.19), we have
[[vkx, v
k
x]] ≥ α‖vkxy‖2L2(0,N). (4.24)
Then, applying the Gronwall’s inequality gives that
sup
x∈[0,L]
‖vkyy‖2L2(0,N) + ‖vkxy‖2L2(ΩN ) . ‖vkyy(0, ·)‖2L2(0,N) + ‖(f, 〈y〉
3
2 g)‖2L2(ΩN ). (4.25)
Taking k →∞ yields the weak solution v(x, y) to (4.16), which satiesfies
sup
x∈[0,L]
‖vyy‖2L2(0,N) + ‖vxy‖2L2(ΩN ) . ‖vyy(0, ·)‖2L2(0,N) + ‖(f, 〈y〉
3
2 g)‖2L2(ΩN ). (4.26)
Next, we should derive higher regularity for the weak solution. Applying ∂x to (4.21),
multiplying the result by aixx and take the sum over i from 1 to k, we have
[[vkxx, v
k
xx]] +
1
2
d
dx
∫
(vkxyy)
2
u0
dy
25
=
1
2
∫ (
1
u0
)
x
(vkxyy)
2dy −
∫ (
u0yy
u0
)
x
vkxv
k
xxdy −
∫ (
1
u0
)
x
vkyyv
k
xxyydy
+
∫ (
−fxvkxxy + gxvkxx
)
dy := J1 + J2 + J3 + J4. (4.27)
Note that
J1 + J3 = − d
dx
∫ (
1
u0
)
x
vkyyv
k
xyydy +
∫ (
1
u0
)
xx
vkyyv
k
xyydy + 3J1
≤ − d
dx
∫ (
1
u0
)
x
vkyyv
k
xyy + C(u
0)(‖vkxyy‖2L2(0,N) + ‖vkyy‖2L2(0,N)), (4.28)
and that
J2 + J4 ≤ δ‖vkxxy‖2L2(0,N) +C(u0)
(
‖vkxy‖2L2(0,N) + ‖(fx, 〈y〉
3
2 gx)‖2L2(0,N)
)
. (4.29)
In addition, similar to (4.24), we have
[[vkxx, v
k
xx]] ≥ α‖vkxxy‖2L2(ΩN ). (4.30)
Then substituting (4.28)-(4.30) into (4.29) and applying the Gronwall’s inequality gives
sup
0≤x≤L
‖vkxyy‖2L2(0,N) + ‖vkxxy‖2L2(ΩN ) .
1∑
i=0
‖∂ixvkyy(0, ·)‖2L2(0,N) + sup
0≤x≤L
‖vkyy‖2L2(0,N)
+ ‖vkxy‖2L2(ΩN ) + ‖(fx, 〈y〉
3
2 gx)‖2L2(ΩN ),
which together with (4.25) gives
sup
x∈[0,L]
‖vkxyy‖2L2(0,N) + ‖vkxxy‖2L2(ΩN )
.
1∑
i=0
(
‖∂ixvkyy(0, ·)‖2L2(0,N) + ‖(∂ixf, 〈y〉
3
2∂ixg)‖2L2(ΩN )
)
(4.31)
Again, taking k →∞ yields
sup
x∈[0,L]
‖∂jxvyy‖2L2(0,N) + ‖∂jxvxy‖2L2(ΩN )
.
j∑
i=0
(
‖∂ixvyy(0, ·)‖2L2(0,N) + ‖(∂ixf, 〈y〉
3
2∂ixg)‖2L2(ΩN )
)
, j = 0, 1. (4.32)
It should be noted that all the constants C in the estimates above are independent of N , and
hence the unweighted estimates (4.17) is proved as taking N →∞.
Finally, let us derive the weighted estimates. The readers should notice that the weight
function for diffusion terms is yn, but we sometimes write the other terms by weight function
〈y〉n since yn ≤ 〈y〉n.
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On one hand, multiplying (4.16) by y2nvyy and integrating by part over R+, we get
1
2
d
dx
∫
|ynvyy|2 +
∫ |ynvyyy|2
u0
=
∫
u0pyy
u0
vxvyyy
2n +
∫ (vyy
u0
)
y
vyy(y
2n)y +
∫
u0py
(u0)2
vyyvyyyy
2n
+
∫
fvyyyy
2n +
∫
fvyy(y
2n)y +
∫
gvyyy
2n :=
6∑
i=1
Ki. (4.33)
Note that
K1 .
∫
|u0pyy||vx||vyy|y2n . ‖vxy‖L2
∫
|u0pyy||vyy|〈y〉2n+1
.‖vxy‖2‖〈y〉n+1u0pyy‖2‖〈y〉nvyy‖2 ≤ C‖〈y〉nvyy‖22 + C‖vxy‖22,
K2 +K3 .
∫
|vyyy||vyy|y2n +
∫
|vyy|2y2n ≤ δ‖ynvyyy‖22 + C‖〈y〉nvyy‖22,
6∑
i=4
Ki .
∫
|f ||vyyy|y2n +
∫
|f ||vyy|y2n +
∫
|g||vyy |y2n
≤δ‖ynvyyy‖22 + C‖〈y〉nvyy‖22 + C‖〈y〉nf‖22 + C‖〈y〉ng‖22.
Substituting these estimates into (4.33) with taking δ small enough yields
d
dx
‖ynvyy‖22 + ‖ynvyyy‖22 . ‖〈y〉nvyy‖22 + ‖vxy‖22 + ‖〈y〉nf‖22 + ‖〈y〉ng‖22,
applying Gronwall’s inequality to which, together with estimate (4.17), implies that
sup
x∈[0,L]
‖〈y〉nvyy‖22 + ‖ynvyyy‖2L2(Ω∞) . ‖〈y〉nvyy(0, ·)‖22 + ‖〈y〉n(f, g)‖2L2(Ω∞). (4.34)
On the other hand, applying ∂x to equation (4.16), multiplying the result by y
2nvxyy and
integrating by part over R+, we have
1
2
d
dx
∫
|ynvxyy|2 +
∫ |ynvxyyy|2
u0
=
∫ (
u0pyyvx
u0
)
x
vxyyy
2n −
∫
vyyyu
0
px
(u0)2
vxyyyy
2n −
∫
vxyyu
0
py
(u0)2
vxyyyy
2n
−
∫ (
1
u0
)
xy
vyyvxyyyy
2n −
∫ (vyy
u0
)
xy
vxyy(y
2n)y
+
∫
fx(vxyyy
2n)y −
∫
gxvxyyy
2n :=
7∑
i=1
Li. (4.35)
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Similar to the estimates on Ki, we infer that
L1 .
∫
(|u0pxyy||vx|+ |u0pyy||u0px||vx|+ |u0pyy||vxx|)|vxyy|y2n
. ‖vxy‖22 + ‖vxxy‖22 + ‖〈y〉nvxyy‖22,
4∑
i=2
Li .
∫
(|vyyy||u0px|+ |vxyy||u0py|+ |vyy||u0pxy|+ |vyy||u0px||u0py|)|vxyyy |y2n
≤ δ‖ynvxyyy‖22 +C‖ynvyyy‖22 + C
(‖〈y〉nvxyy‖22 + ‖〈y〉nvyy‖22) ,
L5 .
∫
(|u0x||u0y||vyy|+ |u0xy||vyy|+ |u0x||vyyy|+ |vxyyy|+ |u0y||vxyy|)|vxyy|y2n−1
≤ δ‖ynvxyyy‖22 +C‖ynvyyy‖22 + C
(‖〈y〉nvxyy‖22 + ‖〈y〉nvyy‖22) ,
7∑
i=6
Li .
∫
|fx||vxyyy |y2n +
∫
|fx||vxyy|y2n +
∫
|gx||vxyy|y2n
≤ δ‖ynvxyyy‖22 +C
(‖〈y〉nvxyy‖22 + ‖〈y〉n(fx, gx)‖22) .
Substituting the estimates of Li into (4.35) with δ sufficiently small, we get
d
dx
‖ynvxyy‖22 + ‖ynvxyyy‖22
.
1∑
i=0
(‖〈y〉n∂ixvyy‖22 + ‖∂ixvxy‖22) + ‖ynvyyy‖22 + ‖〈y〉n(, fx, gx)‖22. (4.36)
Finally, applying Gronwall’s inequality with using estimates (4.17) and (4.34) derive (4.18). 
Step 3, with these two lemmas in hand, we are able to prove the existence of smooth solutions
for system (4.2) on Ω∞ := [0, L] × R+.
Lemma 4.3. Under the assumptions in Theorem 1.1, there exists an unique smooth solution
[up, vp] to system (4.2) satisfying that
‖[up, vp]‖L∞(Ω∞) + sup
0≤x≤L
‖〈y〉nvpyy‖L2(R+) + ‖ynvpyyy‖L2(Ω∞) ≤ C(L, κ)ε−κ, (4.37)
for some κ > 0 small sufficiently. Moreover, the following higher regularity estimate
sup
0≤x≤L
‖〈y〉nvpxyy‖L2(R+) + ‖ynvpxyyy‖L2(Ω∞) ≤ C(L)ε−1 (4.38)
holds uniformly in small ε, in which the constant C(L) depends only on [u0, v0p], the given
boundary data and L.
Proof. Denote
v¯ := vp − yχ(y)u1ex(x, 0) := vp + v˜. (4.39)
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Then v¯ = v¯y = 0 on y = 0 and y =∞. Furthermore, v¯ satisfies equation
−v¯xyy +
u0yy
u0
v¯x +
{
v¯yy
u0
}
yy
=Gpx −
{
u0yy
u0
}
x
vp +
(
upy
{
1
u0
}
x
)
yy
+ v˜xyy −
u0yy
u0
v˜x −
{
v˜yy
u0
}
yy
:= fy + g, (4.40)
where we denote
f :=
(
upy
{
1
u0
}
x
)
y
+
v0p + v
1
e
u0
vpyy + 2vpyy
{
1
u0
}
y
− v
1
exupy
u0
+
Fpx
u0
=
5∑
i=1
fi, (4.41)
g :=
{
1
u0
}
x
[
Fpy − upu0xy + (v0p + v1e)upyy −
√
εv1ezupy
]
+
{
v1ex
u0
}
y
upy
−
(
v0p + v
1
e
u0
)
y
vpyy − 2upyy
{
1
u0
}
xy
− upy
{
1
u0
}
xyy
− vpyy
{
1
u0
}
yy
− Fpx
(
1
u0
)
y
− 1
u0
(upxu
0
xy + upu
0
xxy + v
0
pxupyy)−
√
ε
u0
(v1exzupy + v
1
ezupxy)
−
{
u0yy
u0
}
x
vp + v˜xyy −
u0yy
u0
v˜x −
{
v˜yy
u0
}
yy
=
13∑
i=1
gi, (4.42)
with
Fp = −u0pxu1e − u0pu1ex − (v0p + yu0px)u0ez − yu0pyv1ez + E1.
Due to the divergence-free condition, we infer that upx = −vpy = −v¯y + v˜y. We shall work
with the norm:
|||v¯|||2 ≡ sup
0≤x≤L
‖〈y〉nv¯yy(x)‖22 + ‖ynv¯yyy‖2L2(Ω∞). (4.43)
In view of Lemma 4.2, we have
|||v¯|||2 ≤ C
(
‖〈y〉nv¯yy(0, ·)‖22 + ‖〈y〉nf‖2L2(Ω∞) + ‖〈y〉ng‖2L2(Ω∞)
)
(4.44)
with (f, g) being defined as in (4.41) and (4.42). Recall that v¯ = vp + v˜. Then by the definition
of v˜ and estimate (4.5), it follows that
‖〈y〉nv¯yy(0, ·)‖2 ≤ ‖〈y〉nvpyy(0, ·)‖2 + C ≤ C0(1 + ‖〈y〉nu¯1‖H3), (4.45)
where we have used the fact that
|u1ex(0, 0)| ≤
∫ 1
0
|[(z − 1)v1ez(0, z)]z |dz ≤ ‖Vb0‖H2(0,1) ≤ C.
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Next, let us give bounds on f and g. We infer that
|v¯y| ≤
∫ ∞
y
|v¯yy|dθ . ‖〈y〉nv¯yy‖2〈y〉−n+1, (4.46)
|v¯| ≤
∫ ∞
y
|v¯y|dθ . ‖〈y〉nv¯yy‖2〈y〉−n+3. (4.47)
Thus, we obtain ∫ ∞
0
|v¯|2 ≤ C‖〈y〉nv¯yy‖22
∫ ∞
0
〈y〉−2n+6 ≤ C|||v¯|||2,∫ ∞
0
|v¯y|2 ≤ C‖〈y〉nv¯yy‖22
∫ ∞
0
〈y〉−2n+2 ≤ C|||v¯|||2,
for some n large enough. In addition, there hold that
∫ ∞
0
|up|2 ≤
∫ ∞
0
|u¯1|2 + L
∫ ∞
0
∫ L
0
|upx|2
≤‖u¯1‖22 + L
∫
Ω∞
|v¯y|2 + L
∫
Ω∞
|v˜y|2
≤CL|||v¯|||2 + C
(
‖〈y〉nu¯1‖22 + ‖u1ex(x, 0)‖2L2(0,L)
)
,∫ ∞
0
〈y〉2n|upy|2 ≤‖〈y〉nu¯′1‖22 + L
∫
Ω∞
〈y〉2n|upxy|2
≤CL|||v¯|||2 + C
(
‖〈y〉nu¯′1‖22 + ‖u1ex(x, 0)‖2L2(0,L)
)
,
Hence, in view of equation (4.2), we get∫∫
Ω∞
|upyy|2 ≤
∫
Ω∞
|u0upx + upu0x + vpu0y + [v0p + v1e ]upy − Fp|2
≤
∫∫
Ω∞
(|v¯y|2 + |v˜y|2 + |up|2 + |v¯|2 + |v˜|2 + |upy|2 + |Fp|2)
≤CL|||v¯|||2 + C
(
‖〈y〉nu¯1‖2H1 + ‖u1ex(x, 0)‖2L2(0,L) + 1
)
Therefore, we have∫∫
Ω∞
〈y〉2n|f1 + f4|2 .
∫∫
Ω∞
|upyy|2 +
∫ L
0
‖v1ex‖2∞
∫ ∞
0
〈y〉2n|upy|2
≤ CL|||v¯|||2 + C
(
‖〈y〉nu¯1‖2H1 + ‖u1ex(x, 0)‖2L2(0,L) + 1
)
(4.48)∫∫
Ω∞
〈y〉2n|f2 + f3|2 .
∫∫
Ω∞
〈y〉2n|vpyy|2 ≤ CL|||v¯|||2 + C‖u1ex(x, 0)‖2L2(0,L). (4.49)∫∫
Ω∞
〈y〉2n|f5|2 .
∫ L
0
(‖u1e‖2∞ + ‖v1ez‖2∞ + ‖v1exz‖2∞) + 1
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≤ C(1 + ‖v1e‖W 3,q ) ≤ C(L, κ)ε−2κ (4.50)
Similarly, it follows that∫∫
Ω∞
〈y〉2n|g1|2 .
∫∫
Ω∞
(|Fpy|2 + |up|2 + |upyy|2) + ε
∫ L
0
‖v1ez‖2∞
∫ ∞
0
|upy|2
≤ CL|||v¯|||2 + C
(
‖〈y〉nu¯1‖2H1 + ‖u1ex(x, 0)‖2L2(0,L) + 1
)
, (4.51)∫∫
Ω∞
〈y〉2n|g2|2 .
∫ L
0
(ε‖v1exz‖2∞ + ‖v1ex‖2∞)
∫ ∞
0
〈y〉2n|upy|2
≤ CL|||v¯|||2 + C
(
‖〈y〉nu¯1‖2H1 + ‖u1ex(x, 0)‖2L2(0,L) + 1
)
, (4.52)∫∫
Ω∞
〈y〉2n|g3|2 .
(
ε‖v1ez‖2∞ + ‖v1e‖∞ + 1
) ∫∫
Ω∞
〈y〉2n|vpyy|2
≤ CL|||v¯|||2 + C
(
‖u1ex(x, 0)‖2L2(0,L) + 1
)
, (4.53)
6∑
i=4
∫∫
Ω∞
〈y〉2n|gi|2 .
∫∫
Ω∞
〈y〉2n(|upy|2 + |vpyy|2) +
∫∫
Ω∞
|upyy|2
≤ CL|||v¯|||2 + C
(
‖〈y〉nu¯1‖2H1 + ‖u1ex(x, 0)‖2L2(0,L) + 1
)
, (4.54)∫∫
Ω∞
〈y〉2n|g7|2 .
∫∫
Ω∞
〈y〉2n|f5|2 ≤ C(L, κ)ε−2κ, (4.55)∫∫
Ω∞
〈y〉2n|g8|2 .
∫∫
Ω∞
(|vpy|2 + |up|2 + |upyy|2)
≤ CL|||v¯|||2 + C
(
‖〈y〉nu¯1‖2H1 + ‖u1ex(x, 0)‖2L2(0,L) + 1
)
, (4.56)∫∫
Ω∞
〈y〉2n|g9|2 . ε
∫ L
0
‖v1exz‖2L∞
∫ ∞
0
〈y〉2n|upy|2 + ε‖v1ez‖2L∞(Ω0)
∫∫
Ω∞
〈y〉2n|vpyy|2
≤ CL|||v¯|||2 + C
(
‖〈y〉nu¯1‖2H1 + ‖u1ex(x, 0)‖2L2(0,L) + 1
)
, (4.57)
13∑
i=10
∫∫
Ω∞
〈y〉2n|gi|2 .
∫∫
Ω∞
|v¯|2 +
∫ L
0
(|u1ex(x, 0)|2 + |u1exx(x, 0)|2)
≤ CL|||v¯|||2 + C‖u1ex(x, 0)‖2L2(0,L) + C‖u1exx(x, 0)‖2L2(0,L). (4.58)
It should be noted that
1∑
i=0
‖∂ixu1ex(x, 0)‖2L2(0,L) =
1∑
i=0
‖∂ixv1ez(x, 0)‖2L2(0,L)
≤
1∑
i=0
∫∫
Ω0
|[(z − 1)(∂ixv1ez)2]z | ≤
1∑
i=0
∫∫
Ω0
|∂ixv1ez|2 +
1∑
i=0
∫∫
Ω0
|∂ixv1ez||∂ixv1ezz|
≤
1∑
i=0
‖∂ixv1ez‖22 +
1∑
i=0
‖∂ixv1ez‖p‖∂ixv1ezz‖q ≤ Cε−2κ, (4.59)
for sufficiently small κ > 0. In conclusion, we obtain
|||v¯||| ≤ CL|||v¯|||+ C(L, κ)ε−κ, (4.60)
which with sufficiently small L give the uniform bound for |||v¯|||.
Furthermore, since equation (4.40) is linear with respect to v¯, together with estimate (4.60),
it is easy to apply the contraction mapping theorem to show the existence of the unique solution
for (4.40) and hence (4.4). Then, it follows from the boundedness of |||v¯||| that
sup
0≤x≤L
‖〈y〉nvpyy‖22 +
∫ L
0
‖ynvpyyy‖22 ≤ C(L, κ)ε−2κ. (4.61)
The boundedness of vp follows by the calculation similar to (4.46) and (4.47):
|vp(x, y)| ≤
∫ ∞
y
|vpy|dθ ≤
∫
R+
〈y〉−n+1‖〈y〉nvpyy‖2dy ≤ C‖〈y〉nvpyy‖2, (4.62)
which implies that
‖vp‖∞ . sup
0≤x≤L
‖〈y〉nvpyy‖2 ≤ C(L, κ)ε−κ.
Similarly, the boundedness of up follows from the definition
up(x, y) = u¯1(y)−
∫ x
0
vpyds,
which gives that
|up(x, y)| ≤ |u¯1(y)|+
∫ L
0
|vpy|dx ≤ ‖〈y〉nu¯′1‖2 + C
∫ L
0
‖〈y〉nvpyy‖2.
Then, we have
‖up‖∞ . ‖〈y〉nu¯′1‖2 + sup
0≤x≤L
‖〈y〉nvpyy‖2 ≤ C(L, κ)ε−κ.
To complete the proof of the lemma, we are now concerned with the higher regularity esti-
mate. Again, applying Lemma 4.2 to equation (4.40), we also get
sup
0≤x≤L
‖〈y〉nv¯xyy‖22 +
∫ L
0
‖ynv¯xyyy‖22
≤ C
1∑
i=0
(
‖〈y〉n∂ixv¯yy(0, ·)‖22 +
∫ L
0
‖〈y〉n∂ixf‖22 +
∫ L
0
‖〈y〉n∂ixg‖22
)
,
which, in view of estimate (4.60), is reduced to
sup
0≤x≤L
‖〈y〉nv¯xyy‖22 +
∫ L
0
‖ynv¯xyyy‖22
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. ‖〈y〉nv¯xyy(0, ·)‖22 +
∫ L
0
‖〈y〉nfx‖22 +
∫ L
0
‖〈y〉ngx‖22 + C(L, κ)ε−2κ. (4.63)
Recalled by (4.6) that
‖〈y〉nv¯xyy(0, ·)‖2 ≤ ‖〈y〉nvpxyy(0, ·)‖2 + C|u1exx(0, 0)|
. 1 + |u1exx(0, 0)| + ‖u1exx(0,
√
ε·)‖H1 .
Note that
Lf2(0) = −
∫ L
0
∂x[(L− x)f2(x)]dx ≤ ‖f‖2L2 + 2L‖f‖L2‖fx‖L2 ,
which gives
|f(0)| ≤ L−1/2‖f‖L2(0,L) +
√
2‖f‖1/2
L2(0,L)
‖fx‖1/2L2(0,L).
Then, using the estimate of v1e in Section 3, we have
‖u1exx(0,
√
ε·)‖L2(R+) ≤ Cε−1/4‖v1exz(0, ·)‖L2(0,1)
≤ C(L)ε−1/4
(
‖v1exz‖L2(Ω0) + ‖v1ezx‖1/2L2(Ω0)‖v
1
exxz‖1/2L2(Ω0)
)
≤ C(L)ε−1/4ε−1/4 ≤ C(L)ε−1/2,
‖u1exxy(0,
√
ε·)‖L2(R+) ≤ Cε1/4‖v1exzz(0, ·)‖L2(0,1)
≤ C(L)ε1/4
(
‖v1exzz‖L2(Ω0) + ‖v1exzz‖1/2L2(Ω0)‖v
1
exxzz‖1/2L2(Ω0)
)
≤ C(L)ε1/4ε−1 ≤ C(L)ε−3/4.
Also, there holds
|u1exx(0, 0)|2 ≤ ‖u1exx(0, ·)‖L2(0,1)‖u1exxz(0, ·)‖L2(0,1)
≤ ‖v1exz(0, ·)‖L2(0,1)‖v1exzz(0, ·)‖L2(0,1)
≤ C(L)ε−1/4ε−1 ≤ C(L)ε−3/2.
These implies that
‖〈y〉nv¯xyy(0, ·)‖2 ≤ C(L)ε−3/4,
and hence it follows from (4.63) that
sup
0≤x≤L
‖〈y〉nvpxyy‖22 +
∫ L
0
‖ynvpxyyy‖22
. C(L)ε−3/2 + sup
0≤x≤L
‖u1exx(x, 0)‖2 + ‖u1exx(x, 0)‖2L2(0,L) +
∫ L
0
‖〈y〉n(fx, gx)‖22. (4.64)
We infer that
‖u1exx(x, 0)‖2L2(0,L) ≤ 2
∫
Ω0
|u1exxu1exxz| ≤ 2
∫
Ω0
|v1exzv1exzz|
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≤ C‖v1exz‖L2(Ω0)‖v1exzz‖L2(Ω0) ≤ Cε−1/2,
‖u1exxx(x, 0)‖2L2(0,L) ≤ 2
∫
Ω0
|u1exxxu1exxxz| ≤ 2
∫
Ω0
|v1exzzv1exxzz|
≤ C‖v1exxz‖L2(Ω0)‖v1exxzz‖L2(Ω0) ≤ Cε−2,
and then
sup
0≤x≤L
‖u1exx(x, 0)‖22 ≤ L‖u1exxx(x, 0)‖2L2(0,L) + |u1exx(0, 0)|2 ≤ Cε−2.
Substituting these estimates for boundary terms into (4.64), we obtain
sup
0≤x≤L
‖〈y〉nvpxyy‖22 +
∫ L
0
‖ynvpxyyy‖22 ≤ C(L)ε−2 +C
∫ L
0
‖〈y〉n(fx, gx)‖22. (4.65)
Since that the estimates for fx, gx are similarly as done above, we omit the details here. The
proof of this lemma is completed. 
Since we will use the estimates on v1px, v
1
pxy , and v
1
pxx in estimating the L
2 norm of Ruapp
and Rvapp, we give the following
Corollary 4.4. Let vp be the solution constructed in Lemma 4.3, then it follows that
‖〈y〉n(vpx, vpxy)‖L2(Ω∞) ≤ C(L, κ)ε−κ, ‖〈y〉n(vpxx, vpxxy)‖L2(Ω∞) ≤ C(L)ε−1, (4.66)
for any n ∈ N+.
Proof. By virtue of (4.17), we have
‖∂jxv¯xy‖L2(Ω∞) .
j∑
i=0
(
‖∂ixv¯yy(0, ·)‖2 + ‖(∂jxf, 〈y〉3/2∂jxg)‖L2(Ω∞)
)
,
.
j∑
i=0
(‖〈y〉n∂ixv¯yy(0, ·)‖2 + ‖〈y〉n(∂jxf, ∂jxg)‖L2(Ω∞)) , j = 0, 1,
where f and g are defined as in (4.41) and (4.42), respectively. Then we can deduce the un-
weighted estimates from estimates (4.60) and (4.65) that
‖vpxy‖L2(Ω∞) ≤ C(L, κ)ε−κ, ‖∂xvpxy‖L2(Ω∞) ≤ C(L)ε−1. (4.67)
For the corresponding weighted estimates, we recall the notations in the proof of Lemma 4.1
φ(x, y) := u0up − u0yψ, φy = u0upy − u0yyψ
φx = −u0xyψ − (v0p + v1e)upy + upyy + Fp,
φxx = −u0xxyψ + u0xyvp − [v0px + v1ex]upy + [v0p + v1e ]vpyy − vpyyy + Fpx,
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where ψ(x, y) := − ∫∞y up(x, θ)dθ and
Fp = −u0pxu1e − u0pu1ex − (v0p + yu0px)u0ez − yu0pyv1ez + E1.
It is easy to see that
‖〈y〉nFp‖2L2(Ω∞) . 1 + ‖u1e‖2∞ +
∫ L
0
sup
z
|v1ez|2 ≤ C,
‖〈y〉nFpx‖2L2(Ω∞) . 1 +
∫ L
0
(
sup
z
|v1e |2 + sup
z
|v1ez|2 + sup
z
|v1exz|2
)
≤ C(L, κ)ε−2κ,
where we have used the inequality
|f(0)|2 =
∫ 1
0
[(z − 1)|f(z)|2]zdz ≤ ‖f‖22 + ‖f‖p‖fz‖q,
1
p
+
1
q
= 1.
Then, thanks to Lemma 4.1, there holds
‖ynφy‖L2(Ω∞) . ‖〈y〉mu¯1‖H1 + sup
x
‖〈y〉mvpyy‖2 ≤ C(L, κ)ε−κ,
‖ynφx‖L2(Ω∞) . ‖〈y〉mu¯1‖H1 + sup
x
‖〈y〉mvpyy‖2 + ‖〈y〉nFp‖L2(Ω∞) ≤ C(L, κ)ε−κ,
‖ynφxx‖L2(Ω∞) . ‖〈y〉mu¯1‖H1 + (1 + ‖v1e‖H2) sup
x
‖〈y〉mvpyy‖2
+ ‖ynvpyyy‖L2(Ω∞) + ‖〈y〉nFpx‖L2(Ω∞) ≤ C(L, κ)ε−κ.
Here we again remind the readers of the fact that yn ≤ 〈y〉n, for any n ∈ N+. Further, note that
vp = u
0
px
∫ ∞
y
φ
(u0)2
dθ + u0
∫ ∞
y
(
φ
(u0)2
)
x
dθ.
Thus,
‖ynvpxy‖L2(Ω∞) . ‖yn(φy, φx, φxx)‖L2(Ω∞) ≤ C(L, κ)ε−κ,
which, together with (4.67) gives ‖〈y〉nvpxy‖L2(Ω∞) ≤ C(L, κ)ε−κ, and hence
‖〈y〉nvpx‖L2(Ω∞) ≤ C‖〈y〉n+2vpxy‖L2(Ω∞) ≤ C(L, κ)ε−κ.
In addition, applying ∂x to φxx yields
φxxx = v
0
xxyyψ + u
0
xyvpx − [v0pxx + v1exx]upy + [v0p + v1e ]vpxyy − vpxyyy + Fpxx,
in which we infer that
‖〈y〉nFpxx‖L2(Ω∞) . 1 + ε−
1
4
(‖v1ez‖L2(Ω0) + ‖v1exz‖L2(Ω0) + ‖v1exxz‖L2(Ω0)) ≤ Cε− 34 .
Further, there holds
‖ynφxxx‖L2(Ω∞) .
(
1 +
∫ L
0
sup
z
|v1exx|
)
‖〈y〉nvpyy‖L2(Ω∞) + ‖〈y〉nvpxy‖L2(Ω∞)
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+ ‖〈y〉nvpxyy‖L2(Ω∞) + ‖ynvpxyyy‖L2(Ω∞) + ‖〈y〉nFpxx‖L2(Ω∞)
≤ C(L)ε−1.
Therefore, we get
‖ynvpxxy‖L2(Ω∞) .‖yn(φy, φx, φxx, φxxx)‖L2(Ω∞) ≤ C(L)ε−1.
Similarly, one can deduce the second part of (4.66) and hence finish the proof of it. 
Now, similar to Section 2, we cut-off the solutions from Ω∞ to Ωε and prove the following
Proposition 4.5. Under the assumptions in Theorem 1.1, there exists smooth functions [u1p, v
1
p ],
defined in Ωε, satisfying the following inhomogeneous system:

u0u1px + u
0
xu
1
p + u
0
yv
1
p + [v
0
p + v
1
e ]u
1
py − u1pyy = Ru,1p ,
u1px + v
1
py = 0,
u1p(0, y) = u¯1(y), u
1
p(x, 0) = −u1e(x, 0),
u1py(x,
1√
ε
) = v1p(x, 0) = v
1
p(x,
1√
ε
) = 0,
(4.68)
where the inhomogeneous term Ru,1p is a higher order term of
√
ε. In addition, there holds that
‖[u1p, v1p]‖L∞(Ωε) + sup
0≤x≤L
‖〈y〉nv1pyy‖L2(Iε) + ‖〈y〉n(v1px, v1pxy)‖L2(Ωε) ≤ C(L, κ)ε−κ,
(4.69)
sup
0≤x≤L
‖〈y〉nv1pxyy‖L2(Iε) + ‖〈y〉n(v1pxx, v1pxxy)‖L2(Ωε) ≤ C(L)ε−1, (4.70)
for any given n ∈ N.
Proof. Let [up, vp] be constructed in Lemma 4.3 and define that
u1p(x, y) := χ(
√
εy)up(x, y)−
√
εχ′(
√
εy)
∫ y
0
up(x, θ)dθ,
v1p(x, y) := χ(
√
εy)vp(x, y).
Then it follows directly from calculation that [u1p, v
1
p] satisfies (4.68) with
Ru,1p :=
√
εχ′u0vp +
√
εχ′u0x
∫ y
0
updθ + 2
√
εχ′[v0p + v
1
e ]up − 3
√
εχ′upy
+
√
εFp
∫ y
0
χ′dθ + εχ′′[v0p + v
1
e ]
∫ y
0
updθ − 3εχ′′up − ε3/2χ′′′
∫ y
0
updθ. (4.71)
Clearly, by the estimates in Lemma 4.3, we get∣∣∣√εχ′(√εy)∫ y
0
up(x, θ)dθ
∣∣∣ ≤ √εy|χ′(√εy)|‖up‖∞ ≤ C(L, κ)ε−κ.
Hence, (4.69) and (4.70) follows from Lemma 4.3. The proof of this lemma is completed. 
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Corollary 4.6. Assume that [u1p, v
1
p, p
1
p] is the solution to (4.68), where p
1
p is an absolute con-
stant. Then, for any κ > 0 small sufficiently, there holds that
‖R˜u1‖L2(Ωε) + ‖Ru,1p ‖L2(Ωε) ≤ C(L, κ)ε
1
4
−κ, ‖p2px‖L2(Ωε) ≤ Cε−
1
4 (4.72)
where R˜u1 , p
2
p are defined as in (4.1) and (3.8),respectively. is a small enough constant.
Proof. Thanks to Lemma 4.3, there holds that
‖R˜u1‖2L2(Ωε) .ε1/2‖〈y〉nv1pyy‖2L2(Ωε)‖u0ez‖2L2(0,1) + ε1/2‖v1p‖2∞‖u0ez‖2L2(0,1)
≤C(L, κ)ε 12−2κ, (4.73)
‖Ru,1p ‖2L2(Ωε) .
√
εL‖vp‖2∞ + ε‖up‖2∞
∫∫
Ωε
〈y〉2|u0px|2
+ ε‖up‖2∞
∫∫
Ωε
|v0p + v1e |2 + ε
∫∫
Ωε
|upy|2 + ε
∫∫
Ωε
〈y〉2|Fp|2
+ ε‖up‖2∞
∫∫
Ωε
|v0p + v1e |2 + ε3/2‖up‖2∞
≤C(L, κ)ε 12−2κ. (4.74)
In view of equation (3.8), we get
p2px =
∫ 1/√ε
y
[
(u0e + u
0
p)v
0
pxx + u
0
pv
1
exx + (v
0
p + v
1
e)v
0
pxy − v0pxyy
]
(x, θ)dθ. (4.75)
Note that ∫ 1/√ε
y
[u0e + u
0
p]v
0
pxx ≤ C〈y〉−n+1‖u0e + u0p‖∞‖〈y〉nv0pxx‖2,∫ 1/√ε
y
u0pv
1
exx ≤ C〈y〉−n+2‖〈y〉nu0py‖2‖v1exx(x,
√
ε·)‖2,
∫ 1/√ε
y
(v0p + v
1
e)v
0
pxy ≤ C〈y〉−n+1‖u0e + u0p‖∞‖〈y〉nv0pxy‖2,∫ 1/√ε
y
v0pxyy ≤ C〈y〉−n+1‖〈y〉nv0pxyy‖2.
Hence, taking n ≥ 3, we have
‖p2px‖L2(Ωε) ≤ Cε−1/4. (4.76)
The proof of this corollary is completed. 
With the zeroth order Prandtl profiles, first order Euler correctors and the first order Prandtl
corrector in hand, together with those various estimates on the approximate solution, we are able
to give the error estimates as follows.
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Proposition 4.7. Under the same assumptions as in Theorem 1.1, there exists approximate so-
lutions [uapp, vapp, papp] such that
‖Ruapp‖L2(Ωε) +
√
ε‖Rvapp‖L2(Ωε) ≤ C(L, κ)ε
3
4
−κ, (4.77)
where C depends on initial data and L, κ.
Proof. Collecting errors from Ru0 in (2.3), R
u,0
p in (2.47), Ru1 in (3.26), R˜
u
1 in (4.1), R
u,1
p in
(4.71), and the remaining ε-order terms in Ruapp, we yield
Ruapp =E0 − εu0ezz + εE2 +
√
εRu1 +
√
εR˜u1 +
√
εRu,1p
+ ε
[
(u1e + u
1
p)∂x + v
1
p∂y
]
(u1e + u
1
p) + εp
2
px − ε∂2x
[
u0p +
√
ε(u1e + u
1
p)
]
In view of (3.28), (3.26), (3.27), and (4.72), we immediately get
‖E0 − εu0ezz +
√
εRu1 + εR˜
u
1 +
√
εRu,1p + εp
2
px‖L2(Ωε) ≤ C(L, κ)ε
3
4
−κ. (4.78)
Similarly, using the estimates for [u1e, v
1
e ], [u
1
p, v
1
p], and u
0
p, we have
ε‖(u1e + u1p)∂x(u1e + u1p)‖L2(Ωε) ≤ ε
(‖u1e‖∞ + ‖u1p‖∞) (‖u1ex‖2 + ‖v1py‖2)
≤ C(L, κ)ε1−κ,
ε‖v1p∂y(u1e + u1p)‖L2(Ωε) ≤ ε‖v1p‖∞
(√
ε‖u1ez‖2 + ‖u1py‖2
) ≤ C(L, κ)ε1−κ,
ε‖∂2x(u0p +
√
εu1e +
√
εu1p)‖L2(Ωε) ≤ ε‖u0pxx‖2 + ε
3
2
(‖v1exz‖2 + ‖v1pxy‖2) ≤ Cε 32−κ,
where we have used Proposition 4.5 with κ/2.
In addition, recalling the definition of E2 in (2.47), one has
‖E2‖L2(Ωε) .‖〈y〉u∞p ‖2‖v∞p ‖∞ + ‖u∞p ‖2 + ‖〈y〉u∞p ‖2‖v∞p ‖2
+ ‖χ′′‖2
(‖v∞p ‖2 + ‖v∞py‖2)+ ‖〈y〉u∞p ‖2‖χ′′′‖2
≤C(L).
Thus, we deduce that
‖Ruapp‖L2(Ωε) ≤ C(L, κ)ε
3
4
−κ.
Next, we will give estimates for Rvapp. Recalling the remaining terms of R
v
0 in (3.9) and the
definition of Rvapp, we infer that
Rvapp =R
v
0 +
√
ε
[
(u0e + u
0
p +
√
ε[u1e + u
1
p])∂x + ([v
0
p + v
1
e ] +
√
εv1p)∂y
]
v1p
+
√
ε
[
(u1e + u
1
p)∂x + v
1
p∂y
]
(v0p + v
1
e)−
√
εv1pyy − ε∂2x
[
(v0p + v
1
e) +
√
εv1p
]
.
Similarly as above, we have that
√
ε
∥∥[(u0e + u0p +√ε[u1e + u1p])∂x + ([v0p + v1e ] +√εv1p)∂y] v1p∥∥L2(Ωε)
≤C√ε‖[u0e , u0p, v0p, u1e, v1e ]‖∞
(‖v1px‖L2 + ‖v1py‖2) ≤ C(L, κ)ε 14−κ,
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and that
√
ε
∥∥[(u1e + u1p)∂x + v1p∂y] (v0p + v1e)∥∥L2(Ωε)
≤C√ε‖[u1e, u1p, v1p]‖∞
(‖v0px + v1ex‖2 + ‖v0py +√εv1ez‖2)
≤C(L, κ)ε 14−κ.
Moreover, one has
‖√εv1pyy − ε∂2x(v0p + v1e +
√
εv1p)‖L2(Ωε) ≤ C(L)ε
1
4
−κ.
Putting these estimates together and using the estimate (3.27) yield
‖Rvapp‖L2(Ωε) ≤ C(L, κ)ε
1
4
−κ,
which completes the proof of this Proposition. 
5 The existence of remainder solutions
Nowwe are on the final step to prove the main theorem: the existence of the remainder solutions.
Denote that
us(x, y) := u
0
e(
√
εy) + u0p(x, y) +
√
εu1e(x,
√
ε), vs(x, y) := v
0
p(x, y) + v
1
e(x,
√
εy). (5.1)
Then the remainder solutions [uε, vε, pε] solves

usu
ε
x + u
εusx + vsu
ε
y + v
εusy + p
ε
x −∆εuε = R1(uε, vε),
usv
ε
x + u
εvsx + vsv
ε
y + v
εvsy + p
ε
y/ε−∆εvε = R2(uε, vε),
uεx + v
ε
y = 0,
(5.2)
where
R1(u
ε, vε) := ε−γ−
1
2Ruapp −
√
ε
[
(u1p + ε
γuε)uεx + u
εu1px + (v
1
p + ε
γvε)uεy + v
εu1py
]
,
R2(u
ε, vε) := ε−γ−
1
2Rvapp −
√
ε
[
(u1p + ε
γuε)vεx + u
εv1px + (v
1
p + ε
γvε)vεy + v
εv1py
]
.
The errors Ruapp and R
v
app in R1 and R2 have been estimated in Proposition 4.7. It should be
noted that, since miny{u0e(
√
εy)+ u¯0(y)} > 0 and ‖u1e‖∞ ≤ C , the known function us in (5.2)
is strictly positive as ε and L small sufficiently. This is very important in using the positivity as
is done in (3.18) and (3.19).
Before begining to prove the existence of the remainder [uε, vε, pε], we first give the follow-
ing two Propositions, the proof of which are stated in Section 3 and Section 4 of [13], respec-
tively, and hence we omit the detail here.
The first proposition gives the linear stability estimates for (5.2):
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Proposition 5.1. For any given f, g ∈ L2(Ωε), there exists some positive number L such that
the linear problem

usux + uusx + vsuy + vusy + px −∆εu = f,
usvx + uvsx + vsvy + vvsy + py/ε−∆εv = g,
ux + vy = 0,
in Ωε, (5.3)
together with boundary conditions{
[u, v]y=0 = 0, [uy, v]y= 1√
ε
= 0,
[u, v]x=0 = 0, [p − 2εux, uy + εvx]x=L = 0,
(5.4)
has an unique solution [u, v, p] defined on Ωε. In addition, there holds
‖∇εu‖L2(Ωε) + ‖∇εv‖L2(Ωε) . ‖f‖L2(Ωε) +
√
ε‖g‖L2(Ωε). (5.5)
The second one provides L∞ estimates of the solution to the corresponding Stokes problem:
Proposition 5.2. For any given f, g ∈ L2(Ωε), consider the incompressible Stokes equation

−∆εu+ px = f,
−∆εv + py/ε = g,
ux + vy = 0,
in Ωε, (5.6)
together with the same boundary conditions as in (5.4). Then, for any γ > 0, there holds that
‖u‖L∞(Ωε) +
√
ε‖v‖L∞(Ωε)
.Cγ,Lε
− γ
4
(‖∇εu‖L2(Ωε) + ‖∇εv‖L2(Ωε) + ‖f‖L2(Ωε) +√ε‖g‖L2(Ωε)) , (5.7)
for some constant Cγ,L depending only on γ and L.
Proof of Theorem 1.1. With these two propositions in hand, we are able to apply the standard
contraction mapping principle for the existence of solutions to the nonlinear problem, which is
consisted of several steps.
Step 1. We introduce the function space X endowed with the norm:
‖[uε, vε]‖X := ‖∇εuε‖L2(Ωε) + ‖∇εvε‖L2(Ωε) + ‖uε‖L∞(Ωε) +
√
ε‖vε‖L∞(Ωε), (5.8)
where∇ε := ∂y+
√
ε∂x.And, we choose the following subspace ofX withK to be determined:
XK :=
{
[uε, vε] ∈ X ∣∣‖[uε, vε]‖X ≤ K} .
Step 2. For each [u¯ε, v¯ε] ∈ XK , we solve the corresponding linearized problem for [uε, vε]:

usu
ε
x + u
εusx + vsu
ε
y + v
εusy + p
ε
x −∆εuε = R1(u¯ε, v¯ε),
usv
ε
x + u
εvsx + vsv
ε
y + v
εvsy + p
ε
y/ε−∆εvε = R2(u¯ε, v¯ε),
uεx + v
ε
y = 0,
(5.9)
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equips with the same boundary conditions as (5.4). Then, by Proposition 5.1, there exists an
unique strong solution [uε, vε, pε] satisfying that
‖∇εuε‖L2(Ωε) + ‖∇εvε‖L2(Ωε) ≤ ‖R1(u¯ε, v¯ε)‖L2(Ωε) +
√
ε‖R2(u¯ε, v¯ε)‖L2(Ωε). (5.10)
Now, we give estimates for R1, R2. In view of Proposition 4.7, for any κ > 0, it follows that
ε−γ−
1
2
[‖Ruapp‖L2(Ωε) +√ε‖Rvapp‖L2(Ωε)] ≤ C(L, κ)ε 14−γ−κ. (5.11)
In addition, using the estimates for [u1p, v
1
p] in Proposition 4.5 and the divergence-free condition
uεx + v
ε
y = 0, we infer that
√
ε‖(u1p + εγ u¯ε)u¯εx + (v1p + εγ v¯ε)u¯εy‖L2(Ωε)
≤√ε [(‖u1p‖∞ + εγ‖u¯ε‖∞)‖v¯εy‖2 + (‖v1p‖∞ + εγ‖v¯ε‖∞)‖u¯εy‖2]
≤√ε‖[u1p, v1p]‖∞‖[u¯ε, v¯ε]‖X + εγ‖[u¯ε, v¯ε]‖2X
≤C(L, κ)ε 12−κK + εγK2, (5.12)
and that
√
ε‖u¯εu1px + v¯εu1py‖L2(Ωε) ≤ C
√
ε
[
‖u¯εy‖2 sup
x
‖〈y〉nu1px‖2 + ‖v¯εy‖2 sup
x
‖〈y〉nu1py‖2
]
≤ C(L, κ)ε 12−κ‖[u¯ε, v¯ε]‖X ≤ C(L, κ)ε
1
2
−κK, (5.13)
in which we have used the fact that |[uε, vε]| ≤ √y‖[uεy, vεy]‖2.
Similarly, for the term in R2, there holds that
√
ε‖(u1p + εγ u¯ε)v¯εx + (v1p + εγ v¯ε)v¯εy‖L2(Ωε)
≤(‖u1p‖∞ + εγ‖u¯ε‖∞)‖
√
εv¯εx‖2 +
√
ε(‖v1p‖∞ + εγ‖v¯ε‖∞)‖v¯εy‖2
≤C‖[u1p, v1p]‖∞‖[u¯ε, v¯ε]‖X + εγ‖[u¯ε, v¯ε]‖2X
≤C(L, κ)ε−κK + εγK2, (5.14)
and that
√
ε‖u¯εv1px + v¯εv1py‖L2(Ωε)
≤C√ε
[
‖u¯ε‖L∞‖v1px‖2 + ‖v¯εy‖2 sup
x
‖〈y〉nv1pyy‖2
]
≤C(L, κ)ε 12−κ‖[u¯ε, v¯ε]‖X ≤ C(L, κ)ε
1
2
−κK. (5.15)
where the estimate ‖v1px‖L2(Ωε) ≤ Cε−κ has been used.
In conclusion, we yield
‖R1(u¯ε, v¯ε)‖L2(Ωε) +
√
ε‖R2(u¯ε, v¯ε)‖L2(Ωε)
≤ C(L, κ)ε 14−κ−γ + C(L, κ)ε 12−κK + εγK2, (5.16)
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which implies the estimate for the gradient of [uε, vε]:
‖∇εuε‖L2(Ωε) + ‖∇εvε‖L2(Ωε)
≤C(us, vs, L, κ)ε
1
4
−κ−γ + C(us, vs, L, κ)ε
1
2
−κK + C(us, vs)εγK2. (5.17)
It remains to estimate the L∞ norm for [uε, vε]. Recalling Proposition 5.2 with
f := R1 − usuεx − usxuε − vsu¯εy − vεusy,
g := R2 − usvεx − vsxuε − vsv¯εy − vεvsy,
it follows from (5.7) that
‖uε‖L∞(Ωε) +
√
ε‖vε‖L∞(Ωε)
≤Cγ,Lε−
γ
4
(‖∇εuε‖2 + ‖∇εvε‖2 + ‖R1 − usuεx − usxuε − vsu¯εy − vεusy‖2)
+ Cγ,Lε
1
2
− γ
4 ‖R2 − usvεx − vsxuε − vsv¯εy − vεvsy‖2. (5.18)
Since that (5.17) and (5.16) have give the desired estimate for [∇εuε,∇εvε] and [R1, R2], re-
spectively, it remains to estimate the rest terms with respect to [us, vs]. Indeed, note that
sup
x
‖√yusx‖L2(Iε) ≤ sup
x
‖〈y〉u0px‖2 + sup
x
‖v1ez‖2
≤ sup
x
‖〈y〉u0px‖2 + ‖v1ezx‖2 + ‖∂zVb0‖2,
sup
x
‖√yusy‖L2(Iε) ≤ ‖u0ez‖2 + sup
x
‖〈y〉u0py‖2 + sup
x
‖u1ez‖2
≤ ‖u0ez‖2 + sup
x
‖〈y〉u0py‖2 + ‖u1bz‖2 + ‖v1ezz‖2,
‖[us, vs]‖L∞(Ωε) ≤ ‖u0e‖∞ + ‖[u0p, v0p]‖∞ + ‖[u1e , v1e ]‖∞,
we have
‖usxuε + usyvε‖L2(Ωε) ≤
(
‖uεy‖2 sup
x
‖√yusx‖2 + ‖vεy‖2 sup
x
‖√yusy‖2
)
≤ C‖[∇εuε,∇εvε]‖2,
‖usuεx + vsuεy‖L2(Ωε) ≤ ‖[us, vs]‖∞‖[uεy, vεy]‖2 ≤ C‖[∇εuε,∇εvε]‖2.
Similarly, there holds that
‖vsxuε + vsyvε‖L2(Ωε) ≤
(
‖uεy‖2 sup
x
‖√yvsx‖2 + ‖vεy‖2 sup
x
‖√yusx‖2
)
≤ Cε− 12‖[∇εuε,∇εvε]‖2,
‖usvεx + vsvεy‖L2(Ωε) ≤ ‖[us, vs]‖∞‖[vεx, vεy]‖2 ≤ Cε−
1
2‖[∇εuε,∇εvε]‖2,
in which the following estimate has been used:
sup
x
‖√yvsx‖L2(Iε) ≤ sup
x
‖〈y〉v0px‖2 + ε−
1
2 sup
x
‖v1ex(x, ·)‖2
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≤ sup
x
‖〈y〉v0px‖2 + ε−
1
2 ‖v1ex‖2‖v1exx‖2.
Substituting these estimates together with (5.17), (5.16) into (5.18) then gives
‖uε‖L∞(Ωε) +
√
ε‖vε‖L∞(Ωε)
≤C(us, vs, L, κ)ε
1
4
−κ− 5γ
4 + C(us, vs, L, κ)ε
1
2
−κ− γ
4K + C(us, vs)ε
3γ
4 K2. (5.19)
Now, adding up (5.18) and (5.19), noting that 14 − κ− 5γ4 ≥ 0 and ε≪ 1, we get
‖[uε, vε]‖X ≤ C(us, vs, L, κ) + C(us, vs, L, κ)ε
1
4K + C(us, vs)ε
3γ
4 K2. (5.20)
Then, we take K := C(us, vs, L, κ) + 1 and hence ‖[uε, vε]‖X ≤ K , for any small ε so that
C(us, vs, L, κ)ε
1
4K + C(us, vs)ε
3γ
4 K2 ≤ 1.
This proves that the operatorM : [u¯ε, v¯ε] 7→ [uε, vε] maps XK into itself.
Step 3. In order to apply the contraction mapping theorem, it remains to prove that the
operator M is a contractive mapping. Indeed, for any two pairs [u¯ε1, v¯ε1] and [u¯ε2, v¯ε2] in XK , it
follows from the similar approach that
‖[uε1 − uε2, vε1 − vε2]‖X ≤ C(us, vs, L, κ)(ε
1
2
−κ− γ
4 + ε
3γ
4 K)‖[u¯ε1 − u¯ε2, v¯ε1 − v¯ε2‖X ,
which at once implies the contraction ofM, for any ε small sufficiently.
This proves the existence of the unique solution to (5.2) via standard contraction mapping
theorem and hence completes the proof of the Theorem 1.1. 
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