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Abstract
As a widely used biometrics, face recognition has many advantages such as being
non-intrusive, natural and passive. On the other hand, in real-life scenarios with
uncontrolled environment, pose variation up to side-view positions makes face
recognition a challenging work. In this paper we discuss the use of side-view face
recognition in house safety applications. Our goal is to recognize people as they
pass through doors in order to estimate their location in the house. In order to
preserve privacy of the people we attach our cameras on the door posts to limit
the view, and deal with side-view face images. Here, we review current methods
for side-view face recognition, compare available databases to be used for our
task, and introduce a new method, where we use manually labeled landmarks for
registration and warp the image to obtain shape-free face images. We test our
system on side-view face images from CMU-Multi PIE database, and analyze our
initial results.
1 Introduction
Face recognition is a biometric method with many applications for its nature of being
non-intrusive, natural, and passive. Especially, in applications such as surveillance
systems, smart homes, or any application dealing with identifying people from videos,
face recognition is the primary biometrics. However, it is a challenging task to recognize
faces in real-life scenarios where the environment is uncontrolled due to occlusion,
expression, or pose variations.
One possible implementation area for face recognition techniques are home safety
applications. The accidents and injuries happening in the home environment are mostly
caused by overlooked risks, busy schedule of the parents, or external threats. Therefore,
face recognition can be used to increase the situational awareness, to prevent the factors
that may cause further accidents, or to detect an emergency in time.
In this paper we introduce a novel method for side-view face recognition to be used
in house safety applications. Our aim is to identify people as they walk through doors,
and estimate their location in a house. In our system, we will use video recordings
from cameras that are attached to door posts. Due to the location of the cameras, the
range of sight will be limited and the privacy of the people will be preserved.
Side-view face recognition is a challenging problem due to the complex structure
of human face. A literature survey on face recognition under pose variations can be
found in [20]. The rst attempts to compare side-view face images were based on
comparing prole curves, where ducial points or features describing the prole were
used for recognition. One such method is proposed by Gao and Leung [7], where they
match prole line segments, and apply Hausdor distance to measure similarity. They
achieve 96:7% recognition accuracy on the Bern Database [6], which contains side-view
face images and silhouettes of 30 people. Bhanu and Zhou [4] propose a curvature-
based matching approach, where they use the curvature values to nd nasion and throat
point, and then compare the curvature values in-between using Dynamic Time Warping
(DTW). They achieve a recognition accuracy of 90:00% on Bern database. In a later
work [21], they propose a method to construct a high resolution face prole image
from low resolution videos. They use an elastic registration algorithm for alignment of
proles, and apply recognition using DTW. They experiment on 28 video sequences of
14 people walking with a right angle to the camera, and recognize more than 70% of
the people correctly.
In applications where identication of people from videos is aimed, the system
should be able to handle pose variations. Therefore, in many approaches where videos
are involved, people make use of the texture information in addition to prole curves.
Tsalakanidou et al. [18] present a face recognition technique based on depth and color
eigenfaces, where they use the depth map for exploiting the 3D information. They
experiment on XM2VTS database using 40 subjects, and recognize 87:5% of them cor-
rectly. Gross et al. [10] investigate recognition of human faces in a meeting room, where
they propose a method called Dynamic Space Warping (DSW). Here, they apply Prin-
cipal Component Analysis (PCA) [19] to vectors of sub-images from a given face, and
compare these sequences using dynamic programming. They evaluate their algorithm
using recordings of six meetings with six people, and achieve an accuracy of 89:4% on
images without occlusion.
Instead of handling the pose variation at feature level, in some applications the
images are warped or synthesized using 2D or 3D-aided systems, so that images contain
the same pose as the image that is compared to. An early approach was proposed by
Beymer and Poggio [3], where they generate 14 virtual views of a given face, and use
them together with the original example for enrollment. They compute the correlation
between images using optical ow and template matching, and achieve a recognition
accuracy of 70:20% in a database with 62 people using a cross-validation methodology.
Blanz and Vetter [5] estimate 3D shape and texture of faces from single 2D images
using a statistical, morphable 3D model. The results on CMU-PIE and FERET show
that, the algorithm achieves 95:00% and 95:90% correct identications, respectively.
Kakadiaris et al. [13] presents a side-view face recognition system, where they make
use of 3D face models for enrollment, and extract proles under dierent poses. For
recognition, they extract proles from given images and use Vector Distance Function
(VDF) to match the proles to the gallery proles. Their system achieves a 60:00%
recognition accuracy on the database UHDB1.
In this study, we rst review available databases that are appropriate for our task in
Section 2. We use manually labeled landmarks for registering side-view face image, and
removing the background. Then we apply warping to the image to obtain shape-free
face images, and use Principal Component Analysis (PCA) [19], Linear Discriminant
Analysis (LDA) [2], and Local Binary Pattern (LBP) [1] to describe the face images.
The details of our registration, preprocessing, and feature extraction techniques are
presented in Section 3. We test our system in a subset of side-view face images in
CMU-Multi PIE database [9], and analyze our results in Section 4. Finally, we will
give our conclusion in Section 5, and discuss our future work.
2 Database
There are a number of databases that contain face images with variant poses including
side-view face images [8]. Most of them are collected in a controlled environment with
uniform background, articial illumination changes, or restricted pose variations. The
largest available database for side-view face recognition is CMU-MultiPIE database [9]
with 337 subjects and 15 poses. It is an extension of CMU-PIE database [17], which
contains only 68 subjects and 13 poses. Another database that is commonly used in
side-view face recognition studies is FERET database having 200 subjects and 9 poses.
Table 1: Databases with side-view face images
Name No. of No. of Illumination Occlusion Expression Color/ Image/
Subjects Pose Gray/3D Video
CMU-PIE [17] 68 13 43 glasses 4 Color Img
CMU-MultiPIE [9] 337 15 18 glasses 6 Color Img
FERET [8] 200 9     uncontrolled Color Img
Bern [6] 30 5       Gray Img
XM2VTSDB [14] 295 many       Color Vid
M2VTS [12] 37 many   glasses uncontrolled Color Vid
MMI [15] 19 1     79 Color Vid
UHDB1 [11] 141 17 uncontrolled   2 Color Vid
141 5       3D&Color Img
Bosphorus [16] 105 13   4 34 3D&Color Img
There are also some databases that are collected in more uncontrolled settings. MMI
database [15] is a web-based facial expression database including 1500 samples of 19
people. In addition to the video, in some databases 3D captures, or sound les are
also provided. UHDB1 database contains sixteen captures of 141 subjects, where the
subject is sitting in a car, and a camera is capturing the scene at a right angle to the
subject. The database also includes ve 3D captures of each subject in variant poses.
XM2VTS database [14] contains four recordings of 295 subjects taken over a period of
four months. Each recording contains a speaking head shot and a rotating head shot.
The database includes high quality color images, sound les, video sequences and a 3D
Model. It is an extension of the M2VTS database, which contains voice and motion
sequences of 37 people, who have been asked to count from `0' to `9' in their native
language, and rotate their head from left to right. The Bosphorus Database [16] is
a recent 3D face database that includes a rich set of expressions, various poses and
dierent types of occlusions.
In our work, we use a subset of side-view face images from CMU-MultiPIE database,
where we discarded subjects wearing glasses. In the subset that we use there are 223
subjects with a total of 552 side-view face images. The images have a resolution of
640 480 pixels, where the background and illumination is constant.
3 Feature Extraction
In our feature extraction approach, we rst register images using manually labeled
landmarks. Then, we apply some preprocessing to the registered images to remove the
background, and apply warping to achieve shape-free texture images. To describe the
face images, we implement Local Binary Pattern (LBP), and two baseline algorithms,
Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA).
3.1 Registration
For registration, we manually label 13 landmark points on each face image as seen in
Figure 1. We use Procrustes analysis to nd the transformation parameters between
each image. First, we align the landmarks of the images in the training set to nd the
average landmarks. Then, we compute the transformation between each image and the
average landmarks, and transform images, accordingly.
Finally, in order to have xed sized images we place a bounding rectangle around the
face, and crop the image. In order to nd the parameters of the bounding rectangle, we
compute the distance between the nasion and the nose tip using the average landmarks,
Figure 1: Manually labeled landmark points.
and use this distance multiplied with a constant to decide on the width and height of
the rectangle. Moreover, we locate the rectangle using the average nose tip landmark,
and crop all images accordingly. An example can be seen in Figure 2(a).
3.2 Preprocessing
After obtaining registered images, we apply some preprocessing to the images to elim-
inate the eect of background. Here we make use of the landmarks, and interpolate
them to estimate the prole. Using this prole information, we remove the back-
ground, and get a cropped image that contains both the shape information and the
texture information. In order to obtain a shape-free texture image, we warp the image
by stretching the prole until the edge of the bounding box. After warping, we smooth
the image using a low-pass lter. Finally, we draw a circle with its center in the middle
of the right edge of the bounding rectangle and remove the area outside that circle.
Sample images for our preprocessing method are given in Figure 2, where the rst im-
age shows the result of registration, the second image shows the image after removing
the background, and the last image shows the output after warping.
3.3 Baseline Algorithms
As baseline algorithms for face recognition we used PCA (Eigenface approach) and
LDA (Fisherface approach). PCA is an unsupervised method that is used to reduce
the dimensionality of the feature space by projecting face images onto a space that spans
the signicant variations among known face images [19]. LDA is an extension of the
Eigenface approach. It is a supervised method that is used for further dimensionality
reduction and classication [2].
In our implementation, we used PCA and LDA for extracting features from face
images. We used vectorized pixel values of the face images in a training set to learn PCA
parameters. Then, we projected each face image into the PCA space, and using the
projected values of the training samples we learned LDA parameters. For classication,
we use one nearest neighbor method using cosine similarity measure.
(a) (b) (c)
Figure 2: Preprocessing steps. (a) Registered image. (b) Cropped image. (c) Warped
image.
3.4 Local Binary Pattern (LBP)
Local Binary Pattern is a feature description method which is used for describing local
spatial structure of an image [1]. It is widely used in face recognition applications due
to its invariance against illumination changes, and its computational simplicity. In our
system, we divide the images into 75 subregions, and compute the LBP histograms for
each region. Then, we concatenate these histograms to achieve the feature vector of
the image. For classication, we use one nearest neighbor method using Chi square
distance measure.
4 Experimental Results
In our experiments, we use a subset of side-view face images in CMU-Multi PIE
database, where we eliminated the subjects wearing glasses. We use a total of 552
side-view face images from 223 subjects. The images were acquired in a controlled envi-
ronment with constant background and illumination, and have a resolution of 640480
pixels. We divided this set into three subsets: a training set with 97 subjects and 280
images, an enrollment set with 126 subjects and one image for each subject, and a test
set with 79 subjects who are included in the enrollment set, and a total of 146 images.
We use three types of images to extract features from: 1) registered image, 2)
cropped image, and 3) warped image. An example can be seen in Figure 2. Using PCA,
LDA, and LBP we perform identication experiments. We achieve 91:10% recognition
accuracy when we use cropped images and LBP for describing face images. Our rank-
one accuracies can be seen in Table 2, and the Cumulative Match Characteristic (CMC)
curves can be seen in Figure 3. In order to better analyze these results, we also
investigated the erroneous cases. Some examples can be seen in Figure 4.
Table 2: Rank 1 Identication Performances
Registered Image Cropped Image Warped Image
PCA 59:59 44:52 50:00
LDA 77:40 63:01 69:18
LBP 89:04 91:10 84:93
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Figure 3: Cumulative Match Characteristic (CMC) curves. (a) CMC curve of PCA,
(b) CMC curve of LDA, (c) CMC curve of LBP.
Person 175 Person: 175 Person: 330
(a)
Person 177 Person: 177 Person: 272
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(c)
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Figure 4: Misclassication examples. The three images from left to right are the test
image, corresponding enrollment image, and nearest image found by the classier.
When we analyze these results, we see that LBP consistently perform better than
PCA and LDA. It has been shown that compared to holistic methods, LBP is less
sensitive against variations that occur due to illumination, expression, or pose [1].
LBP describes the image by dividing it into local regions, extracting texture descriptors
for each region independently, and then combining these descriptors to form a global
description of the image. Consequently, LBP is not eected by small local changes as
much as PCA or LDA.
In Figures 4, we see misclassication examples caused by hair, illumination, expres-
sion, and facial hair. In examples shown in Figures 4(a), 4(c), and 4(e), all methods
failed to recognize the person correctly. However, in examples shown on the right side,
LBP succeeded to identify the person. When we compare these examples, we see that
when the variation is limited LBP can deal with these problems up to a certain point.
When we use cropped or warped image instead of registered image, the accura-
cies decrease dramatically, except for LBP. It must be noted that variations on pose
or expression are highly eective on the prole. Moreover, using manually labeled
landmarks to nd the proles may cause some inaccuracies. Since PCA and LDA are
highly eected by these variations, and using cropped images emphasize the eect of
the prole, we observe a drop on the accuracies. On the other hand, when we look
at the CMC curves, we see that on higher ranks cropped images perform better than
registered images. This shows that using more accurate shape descriptors will improve
our results.
We also see that the accuracies using warped image is higher than using cropped
image for PCA and LDA. This indicates that, our warping algorithm is eective in
obtaining shape-free face images, and since we crop the image using a semi-circle, we
eliminate the eect of hair up to some extent.
5 Conclusion and Future Work
In this work we investigate side-view face recognition to be used in house safety appli-
cations, where we aim to identify people as they walk through doors, and estimate their
location in a house. Here, we present our initial results that we achieved using side-
view face images from CMU-Multi PIE database. We use manually labeled landmarks
to register images, and apply some preprocessing to obtain shape-free face images. We
test our system using PCA, LDA and LBP, and achieve 91:10% recognition accuracy
using LBP.
We see that, our warping algorithm is useful for eliminating the eects of hair,
and to obtain a shape-free face image. However, it is much aected by the variations
of pose or expression. In the future, we aim to nd the prole and the landmarks
automatically to improve our registration and warping algorithms. We also think of
using an elastic registration algorithm to deal with pose variations, in order to obtain
more accurate shape descriptors.
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