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Abstract. The Arithmetic is interpreted in all the groups of Richard
Thompson and Graham Higman, as well as in other groups of piece-
wise affine permutations of an interval which generalize the groups of
Thompson and Higman. In particular, the elementary theories of all
these groups are undecidable. Moreover, Thompson’s group F and some
of its generalizations interpret the Arithmetic without parameters.
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1. Introduction
Valery Bardakov and Vladimir Tolstykh [2] showed recently that Richard
Thompson’s group F interprets the Arithmetic. In other words, F interprets
the structure (N,+,×) by first-order formulae with parameters. In this
work we generalize their result in two directions. On the one hand, in
Sections 3 and 4, we generalize the approach of Bardakov and Tolstykh to
the construction of the Arithmetic from F , and show that it works for all the
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2 T. ALTINEL AND A. MURANOV
groups defined by Melanie Stein in [34], which include all the three groups
of Thompson and all the groups of Graham Higman [14]. On the other
hand, in Section 5 we show that the group F and some of its generalizations
interpret the Arithmetic without parameters. (The difference between with
et without parameters shall be explained in Section 2.3.)
The elementary theory of the Arithmetic (N,+,×) is famous for its com-
plexity since Gödel’s incompleteness theorems [13]. If a structure of fi-
nite signature interprets the Arithmetic, then the elementary theory of this
structure is hereditarily undecidable. (A theory of finite signature is called
hereditarily undecidable if every its subtheory of the same signature is un-
decidable, see [35, §3].) Indeed, it is well known from the work Andrzej
Mostowski, Raphael Robinson, and Alfred Tarski [19, 20, 35] that the ele-
mentary theory of the Arithmetic is hereditarily undecidable. It is also well
known to specialists that if a structure N of finite signature interprets with
parameters another structureM of finite signature whose elementary theory
is hereditarily undecidable, then the elementary theory of N is hereditarily
undecidable as well.1 Thus Bardakov and Tolstykh showed that the ele-
mentary theory of F is hereditarily undecidable, and hence Question 4.16
by Mark Sapir in [37] is partially resolved. The same argument shows that
the elementary theories of all the groups that we study in this paper are
hereditarily undecidable.
For the reader’s convenience, we present in Section 6 our version of a proof,
also based on a result of Mostowski, Robinson, and Tarski [19, Theorem
9], that if a structure S of finite signature interprets the Arithmetic with
parameters, then the elementary theory of S is hereditarily undecidable.
The groups that are the object of our study appear naturally as gener-
alizations of the tree groups defined by Thompson in 1965 and customarily
denoted F , T , and V .2 Thompson’s groups are presented in detail in [3, 8].
All the three are infinite finitely presented. The group V was the first known
example of a finitely presented infinite simple group. The group T is also
simple. The group F embeds in T , and T embeds in V . The group V was
generalized by Higman [14] into a family of finitely presented groups Gn,r,
n = 2, 3, 4, . . . , r = 1, 2, 3, . . . , where G2,1 ∼= V . Higman’s group Gn,r is
simple if n is even; if n is odd, the derived subgroup [Gn,r, Gn,r] is simple
of index 2 in Gn,r. Kenneth Brown [7, Section 4] similarly generalized the
groups F and T .
Thompson’s groups have representations by piecewise affine permutations
of an interval, where the group F is represented by homeomorphisms with
respect to the usual topology, and T is represented by homeomorphisms
with respect to the topology of circle. Stein [34] studied three families of
groups of such permutations which generalize respectively the three groups
of Thompson. In order to state our main results, we shall review here the
definitions of these families.
1In [2] the authors state this fact with a reference to [12]. We show this fact as Lemma
6.2.
2Other letters were also used to denote these groups (see [8]). It is rather common, for
example, to denote the group V by G.
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Let r be a positive real number and Λ a subgroup of the multiplicative
group R∗+ of positive reals. Let A be an additive subgroup of R contain-
ing r and invariant under the action of Λ by multiplications. Then define
V(r,Λ, A) to be the group of all the bĳections x : [0, r)→ [0, r) that satisfy
the following conditions:
(1) x is piecewise affine with finitely many cuts and singularities;
(2) x is right-continuous at every point (in the usual sense);
(3) the slope of each affine part of x is in Λ;
(4) all cut and singular points of x, as well as their images, are in A.
The family of groups V(r,Λ, A) contains all the groups of Higman: for every
n = 2, 3, . . . and every r = 1, 2, . . . ,
Gn,r ∼= V(r, 〈n〉,Z[ 1n ]).
Define subgroups F(r,Λ, A) and T (r,Λ, A) of V(r,Λ, A) as follows:
• F(r,Λ, A) is the subgroup of all the elements of V(r,Λ, A) continuous
with respect to the usual topology of [0, r),
• T (r,Λ, A) is the subgroup of all the elements of V(r,Λ, A) continuous
with respect to the topology of circle on [0, r)
(where the topology of circle on [0, r) is the topology induced by the natural
identification of [0, r) with the topological quotient [0, r]/{0, r}). The groups
F , T , and V of Thompson are isomorphic to F(1, 〈2〉,Z[1/2]), T (1, 〈2〉,
Z[1/2]), and V(1, 〈2〉,Z[1/2]), respectively. Groups of the form F(r,Λ, A)
were studied already by Robert Bieri and Ralph Strebel in [4] (unpublished).
For the rest we shall always assume that Λ 6= {1}.
Theorem A. If G is a subgroup of V(r,R∗+,R) such that
G ∩ F(r,R∗+,R) = F(r,Λ, A),
then G interprets the Arithmetic (N,+,×) with parameters.
Theorem B. If Λ is cyclic, then F(r,Λ, A) interprets the Arithmetic with-
out parameters.
Theorem C. If G is a group as in Theorem A, then the elementary theory
of G is hereditarily undecidable.
In particular, all the groups of Thompson and Higman interpret the Arith-
metic with parameters, while Thompson’s group F also interprets it without
parameters, and the elementary theories of all these groups are hereditarily
undecidable.
Theorems A and B are proved in Section 5. To the best of our knowledge,
the interpretation constructed in the proof of Theorem B is entirely original.
Theorem C is proved in Section 6 as a corollary of Theorem A. In the Appen-
dix we show that every element of the derived subgroup of F(r,Λ, A) is the
product of two commutators, and hence the derived subgroup is definable
in F(r,Λ, A).
The main idea of the proof of Theorem A is, as in [2], to find in G a
definable subgroup isomorphic to the restricted wreath product ZoZ, because
it is known that the latter group interprets the Arithmetic. Note that, as
opposed to Z o Z and to the groups that we study here, neither abelian
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Figure 1. Maps x0, x1, a = x20, and b = x1x
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groups, nor virtually abelian, nor free groups, nor torsion-free hyperbolic
ones can interpret the Arithmetic because their elementary theories are all
stable, while the elementary theory of every structure that interprets the
Arithmetic is “strongly” unstable. Stability is a fundamental concept of
Model Theory. The textbooks [24, 25, 27] are all excellent introductions
to the subject. The best sources for learning about stable groups, i.e. the
groups whose elementary theories are stable, are, in our opinion, [26, 28, 36].
A proof of the stability of abelian groups can be found in [29, Theorem 3.1].
Every non-elementary torsion-free hyperbolic group is stable according to a
recent result of Zlil Sela [33].
A definable subgroup of F isomorphic to Z o Z was chosen by Bardakov
and Tolstykh [2] as follows. Let x0 and x1 be the “standard” generators of
F , and let a = x20, b = x1x
−1
0 x
−1
1 x0 (see Figure 1). One can verify without
major difficulty that 〈a, b〉 = 〈b〉 o 〈a〉 ∼= Z o Z. The centralizer of x0 in F
coincides with the subgroup generated by x0. Consequently, the subgroup
〈a〉 is definable in F by a formula with the parameter x0. Then it is shown
that the centralizer of the subset { a−kbak | k ∈ Z } coincides with the
subgroup 〈 a−kbak | k ∈ Z 〉. As the subset { a−kbak | k ∈ Z } is clearly
definable with the parameters x0 and x1, so is the subgroup 〈 a−kbak | k ∈
Z 〉. Thus the subgroup 〈a, b〉 ∼= Z o Z is definable in F with parameters.
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In the proof of Theorem A, we follow a similar approach for the group
F(r,Λ, A).
2. Generalities
In this section we present some basic definitions and facts.
2.1. Permutations and piecewise affine maps.
Definition. A bĳection of a set onto itself shall be called a permutation of
this set. A map f shall be said to permute a set S if the restriction f |S is a
permutation of S.
Definition. Let S be a set and f be a bĳection of S onto itself. We shall
call the support of f , denoted Supp(f), the complement in S of the set of
fixed points of f , denoted Fix(f).
Customarily, in the context of study of Thompson and Higman’s groups,
all maps act on the right. We adopt the same convention in this article; for
example: (α)(xy) = ((α)x)y if x and y are permutations of a set S, and
α ∈ S.
We are going to write Xf , or sometimes (X)f , to denote the image of the
set X under the map f .
Lemmas 2.1, 2.2, and 2.3 are obvious:
Lemma 2.1. Two permutations of the same set commute if their supports
are disjoint.
Lemma 2.2. Let f and g be two permutations of the same set. Then
Fix(g−1fg) = (Fix(f))g,
Supp(g−1fg) = (Supp(f))g.
Lemma 2.3. Let f and g be two commuting permutations of the same set.
Then g permutes each of the sets Fix(f) and Supp(f).
Lemma 2.4. Let I be an interval in R, f an increasing permutation of I,
and n ∈ Z \ {0}. Then Supp(fn) = Supp(f).
Proof. Clearly Fix(f) ⊂ Fix(fn) and Supp(f) ⊃ Supp(fn). Consider an
arbitrarily chosen α ∈ Supp(f). Without loss of generality, suppose that
(α)f > α. Then
α < (α)f < (α)f2 < · · · < (α)fn,
and hence α ∈ Supp(fn). 
Lemma 2.5. Let I be a compact interval in R, f be an increasing permu-
tation of I, and α ∈ I. Then
lim
n→+∞(α)f
n ∈ Fix(f).
Proof. As f preserves the order, the sequence ((α)fn)n=0,1,... is monotone,
and hence the limit exists and belongs to I. If β = limn→+∞(α)fn, then
(β)f = β by continuity. 
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Definition. Let f be a map and α be a real number. The map f shall be
called affine to the right of α if there exists β > α such that the restriction
f |(α,β) is an affine map (α, β)→ R. The map f shall be called affine to the
left of α if there exists β < α such that f |(β,α) is an affine map (β, α)→ R.
Definition. For all α, β ∈ R such that α < β, and for every map f such
that f |(α,β) is an affine map (α, β)→ R, we shall denote the slope of f |(α,β)
by (α)f ′+ and also by (β)f ′−. The number (α)f ′+ shall be called the slope
of f to the right of α, and (β)f ′− shall be called the slope of f to the left
of β.
The following lemma can be proved the same way in which one determines
the derivative of a composite function.
Lemma 2.6. Let f and g be two maps between subsets of R, and let α ∈ R.
(1) If f is affine to the right of α with (α)f ′+ > 0, f is right-continuous
at α, and g is affine to the right of (α)f , then
(α)(fg)′+ = (α)f ′+ · ((α)f)g′+.
(2) If f is affine to the left of α with (α)f ′− > 0, f is left-continuous
at α, and g is affine to the left of (α)f , then
(α)(fg)′− = (α)f ′− · ((α)f)g′−.
2.2. Groups under consideration. As in the Introduction, choose a pos-
itive real number r, a subgroup Λ of the multiplicative group R∗+, and a
submodule A of the Λ-module R such that r ∈ A. Call such a triple (r,Λ, A)
admissible. For an admissible triple (r,Λ, A), define the groups F(r,Λ, A),
T (r,Λ, A), and V(r,Λ, A) as in the Introduction. We are going to treat
Thompson’s groups F , T , and V as particular cases, so we pose
F = F(1, 〈2〉,Z[12 ]), T = T (1, 〈2〉,Z[12 ]), V = V(1, 〈2〉,Z[12 ]).
Remark 2.7. Every element of F(r,R∗+,R) can be extended in a unique way
to a homeomorphism [0, r]→ [0, r] with respect to the usual topology.
Remark 2.8. The conjugation of elements of V(1,R∗+,R) by the linear map of
multiplication by r is an isomorphism between V(1,R∗+,R) and V(r,R∗+,R),
which maps V(1,Λ, Ar−1) onto V(r,Λ, A), T (1,Λ, Ar−1) onto T (r,Λ, A),
and F(1,Λ, Ar−1) onto F(r,Λ, A), where Ar−1 = {α/r | α ∈ A }.
It is convenient to distinguish in F(r,Λ, A) the following subsemigroups:
• denote by F↑(r,Λ, A) the semigroup of all the elements x ∈ F(r,Λ, A)
such that (α)x ≥ α for all α ∈ [0, r), and
• denote by F↓(r,Λ, A) the semigroup of all the elements x ∈ F(r,Λ, A)
such that (α)x ≤ α for all α ∈ [0, r).
We shall introduce other useful notations: if S ⊂ [0, r), then
FS(r,Λ, A) = {x ∈ F(r,Λ, A) | Supp(x) ⊂ S },
TS(r,Λ, A) = {x ∈ T (r,Λ, A) | Supp(x) ⊂ S },
VS(r,Λ, A) = {x ∈ V(r,Λ, A) | Supp(x) ⊂ S }.
The semigroups F↑S(r,Λ, A) and F↓S(r,Λ, A) are defined similarly.
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For the rest of this article, we fix (r,Λ, A), and moreover, we assume that
Λ is nontrivial : Λ 6= {1}. To simplify the notation, we abbreviate:
F = F(r,Λ, A), T = T (r,Λ, A), V = V(r,Λ, A).
We are also going to write F↑ instead of F↑(r,Λ, A), etc.
2.3. Theories and models. In this article we talk about structures in
the sense of Model Theory (or in the sense of Universal Algebra, up to a
few linguistic distinctions). When the terms “formula,” “sentence,” and
“theory” are used in the formal sense, they always denote first-order formu-
lae, sentences, and theories. The terms “theory,” “elementary theory,” and
“first-order theory” are to be used as synonyms. “A model” and “a struc-
ture” will usually be synonyms as well. Except when indicated otherwise,
the formulae are without parameters.
A structure M of signature Σ, also called Σ-structure, is a model of a set
of sentences S, this fact being denotedM |= S, ifM satisfies every sentence
α of S, which be denoted M |= α. A sentence α is called a consequence of a
set of sentences S in a signature Σ, which be denoted S `Σ α, or S ` α in
the case when Σ is well understood, if every Σ-model of S is also a model
of α. A set of sentences is consistent in a signature Σ if it has a Σ-model.3
A set of sentences is deductively closed in a signature Σ if it contains all
its consequences in Σ. A theory of signature Σ, also called Σ-theory, is a
consistent and deductively closed in Σ set of sentences. If T is a Σ-theory,
then T `Σ α is equivalent to α ∈ T . The theory of a structure M , denoted
Th(M), is the set of all the sentences in the signature of M satisfied by M .
A theory is called complete if it is the theory of a structure. The class of all
the Σ-models of a set of Σ-sentences S is denoted ModΣ(S).
We are going to use implicitly the Compactness Theorem, which guar-
anties that a consequence of a set of sentences is always a consequence, in
the same signature, of its finite subset. We recommend any of the textbooks
[15, 16, 25, 27, 31] for references on general results of Model Theory.
If M is a structure, a set definable in M in general is a subset of Mn,
where n ∈ N, definable by a first-order formula in the signature of M and
possibly with parameters from M . The parameters are new constant sym-
bols added to the language and interpreted by elements of M . (Usually, to
name an element a ∈ M , one uses a itself as a parameter.) For example,
in a group, the centralizer of every element g is definable by the formula
φ(x) = pgx = xgq with g as a parameter, but in general there is no reason
for that centralizer to be definable by a formula without parameters in the
pure-group signature, which only contains a single binary function symbol
p·q to denote the group operation (x, y) 7→ x · y. To be explicit, a set is
said to be “definable with” or “without parameters” according to whether
or not parameters are allowed in its definition. However, we are not going to
specify in which structure a given set is definable, except if there are several
equally natural choices in the context. Of course it is possible as well to talk
about definability of relations and operations.
3The signature Σ in this definition is of minor importance except in the case when S
has an empty model, which would imply in particular that no element of S contain any
constant symbols.
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If f is a map A → B, and n is a positive integer, we denote by fn the
map An → Bn induced by f . We are going to slightly abuse the notation by
assuming that if the domain of f is a subset of Am, then the domain of fn
is naturally identified with a subset of Amn. We shall call the f -preimage
of a given set its preimage under fn when the choice of n is clear (so not
necessarily under f itself).
Consider two structures, M of signature Σ and N of signature Γ.
Definition. We call an interpretation of M in N with parameters a pair
(n, f) where n ∈ N and f is a surjective map of a subset of Nn onto M such
that for every setX definable inM without parameters, the f -preimage ofX
is definable (in N) with (possibly) parameters. An interpretation (n, f) with
parameters is called an interpretation without parameters if the f -preimage
of every set definable without parameters is definable without parameters
as well.
See [15, Chapter 5] for detailed explanation of interpretability and related
notions.
In what follows, in accordance with conventions of Model Theory, the
terms “definable,” “0-definable,” “intepretation,” “0-interpretation” shall
be used to denote, respectively, “definable with parameters,” “definable
without parameters,” “interpretation with parameters,” and “interpreta-
tion without parameters.” Furthermore, as in our case the value of n for
an interpretation (n, f) under consideration will be often either well under-
stood, or hardly important, we shall simplify the notation and call f itself
an interpretation. To indicate that (n, f) is an interpretation of M in N ,
we shall write either (n, f) : M  N , or f : M  N .4 To indicate that f is
a 0-interpretation of M in N , we shall write f : M ∅ N . To indicate that
M is interpretable or 0-interpretable in N , we write M  N or M ∅ N ,
respectively.
Remark 2.9. If f : M  N , then the f -preimage of every set definable in M
is also definable (in N).
Remark 2.10. Let n ∈ N and B ⊂ Nn. Then a surjective map f of B onto
M is an interpretation of M in N if and only if
(1) the domain B is definable,
(2) the equivalence relation on B induced by f (the kernel of f) is de-
finable, and
(3) for every relation, operation, and constant of the structureM (named
by a symbol of Σ), the f -preimage of its graph is definable.
The map f is a 0-interpretation if and only if all these sets are 0-definable.
Remark 2.11. If L, M , and N are three structures, and (m, f) : L  M
and (n, g) : M  N , then (mn, gmf) : L  N . If moreover f and g are
0-interpretations, then so is gmf .
Definition (see [1] et [15, Section 5.4(c)]). Two structures M and N are
said to be bi-interpretable if there exist two interpretations (m, f) : M  N
and (n, g) : N  M such that the map gmf is definable in M , and fng is
4The arrow here is pointing in the opposite direction than that in the notation of [1].
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definable in N . The interpretations (m, f) and (n, g) in this case are called
bi-interpretations.
2.4. Decidability. Let A be a finite set viewed as an alphabet, and denote
A∗ the set of all finite words in A. We say that a set X ⊂ A∗ is recursive or
decidable if there exists an algorithm which for every input w ∈ A∗ answers
the question whether w ∈ X. A map f : X → A∗ is said to be computable if
there exists an algorithm which computes f(w) for every input w ∈ X, and
which never stops for any input w /∈ X.
Usually a set is said to be recursive or non-recursive, while a theory is
said to be decidable or undecidable.
In the rest of this section, let Σ be an arbitrary finite signature.
Definition. A Σ-theory T is said to be essentially undecidable if every Σ-
theory containing T is undecidable.
Remark 2.12. If T is a theory of finite signature, and a subset of T is
an essentially undecidable theory (possibly of smaller signature), then T
is undecidable, and even essentially undecidable.
Definition. A Σ-theory T is said to be hereditarily undecidable if every
Σ-subtheory of T is undecidable.
Lemma 2.13 ([35, Theorem 6]). If T is a theory of finite signature, and
T has a finitely axiomatized essentially undecidable subtheory (possibly of
smaller signature), then T is hereditarily undecidable.
Proof. Denote by Σ the signature of T . Let S be a finitely axiomatized
essentially undecidable subtheory of T . Choose a sentence θ ∈ S which
axiomatizes S.
Arguing by contradiction, let U be a decidable Σ-subtheory of T . Let R
be the Σ-theory axiomatized (generated) by U ∪ S. Then
R = {α | U, θ `Σ α } = {α | pθ → αq ∈ U },
and hence R is decidable since so is U . This contradicts the essential unde-
cidability of S (see Remark 2.12). 
3. Two lemmas
In this section we will prove two technical lemmas about piecewise affine
homeomorphisms of an interval. These lemmas will be essential for the proof
of Theorem A, namely for showing that certain centralizers are preserved
when passing from F to V, and thus being able to pass from an interpretation
of the Arithmetic in F to its interpretations in V and T .
Lemma 3.1. Let r ∈ R∗+. Let z be a homeomorphism [0, r) → [0, r) such
that (α)z > α for all α ∈ (0, r). Let f be a permutation of [0, r) such that :
(1) f commutes with z,
(2) f is (right-)continuous at 0,
(3) f has a finite number of points of discontinuity.
Then f is continuous (with respect to the usual topology).
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Proof. Suppose that f were not continuous. Then let α be the least element
of [0, r) at which f is not continuous. Since f is continuous at 0, α ∈
(0, r). Hence (α)z−1 < α and f is continuous at (α)z−1. It follows that
f is continuous at α because f = z−1fz, where z−1 and z are continuous
everywhere, and f is continuous at (α)z−1. This gives a contradiction. 
Lemma 3.2. Let r ∈ R∗+. Let Z be a set of homeomorphisms [0, r)→ [0, r)
such that :
(1) (α)z ≥ α for all z ∈ Z and all α ∈ [0, r),
(2) Supp(z) is an interval for every z ∈ Z,
(3)
⋃
z∈Z Supp(z) is dense in (0, r).
Let f be a permutation of [0, r) such that :
(1) f commutes with every z ∈ Z,
(2) f is right-continuous at every point of [0, r),
(3) f has a finite number of points of discontinuity.
Then f is continuous.
Proof. We shall show first that f is increasing on each of its intervals of
continuity.
We shall say that an interval I is right-closed if sup I ∈ I, and that it is
left-closed if inf I ∈ I. If an interval is not right- or left-closed, we shall say
that is right- or left-open, respectively.
As the number of points of discontinuity of f is finite, the number of its
maximal intervals of continuity is finite as well. Since f is right-continuous
everywhere in its domain [0, r), every maximal interval of continuity is left-
closed and right-open. Therefore the image under f of every maximal in-
terval of continuity I is left-closed if f increases on I and right-closed if f
decreases on I.
Clearly [0, r) is the disjoint union of the images of the maximal intervals
of continuity of f . Since every such image is either a right- or a left-open
interval, the only possibility is that they all are left-closed and right-open.
Hence f is increasing on each of its intervals of continuity.
Suppose now that f were not continuous.
By Lemma 2.3, for every z ∈ Z, f permutes the set Supp(z). We shall
show that f is continuous on each of these intervals. Arguing by contradic-
tion, take z ∈ Z such that f is not continuous on Supp(z). Let γ be the
least element of Supp(z) at which f is not continuous. Then f is continuous
at γ because f = z−1fz, where z is a homeomorphism, and f is continuous
at (γ)z−1, since (γ)z−1 < γ. This gives a contradiction.
For every z ∈ Z, f is increasing on Supp(z) since it is continuous there.
Therefore for every z ∈ Z,
lim
α→(sup Supp(z))−
(α)f = sup Supp(z).
By right continuity, (inf Supp(z))f = inf Supp(z) for all z ∈ Z.
Let S =
⋃
z∈Z Supp(z) and L = { inf Supp(z) | z ∈ Z }. Then S is open
and dense in [0, r), f |S is continuous, and f |L = idL.
Consider an arbitrary α ∈ [0, r)\S. It is easy to see that for any β ∈ (α, r),
L ∩ [α, β) is not empty. Hence (α)f = α by right continuity at α. We have
shown that f |[0,r)\S = id[0,r)\S .
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The map f is increasing. Indeed, if f is a map from a linearly ordered
set into itself, and this set is covered by intervals such that f sends each of
them into itself in a strictly increasing way, then f is strictly increasing. In
our case we have:
[0, r) =
⋃
z∈Z
Supp(z) ∪
⋃
α∈[0,r)\S
[α, α].
Therefore f is continuous as an increasing surjection of a subset of R onto
an interval of R. 
These last two lemmas already suffice to show, using the result of Bar-
dakov and Tolstykh, that the definable subgroup of F isomorphic to Z o Z
used in [2] is definable in T and V as well.
Proposition 3.3. Let a and b be the elements of F shown on Figure 1.
Then
〈a, b〉 = 〈b〉 o 〈a〉 ∼= Z o Z,
and the subgroup 〈a, b〉 is definable in F , in T , and in V by the same first-
order formula with parameters.
Proof. We consider the same elements x0, x1, a = x20, and b = x1x
−1
0 x
−1
1 x0
of F as in [2], see Figure 1. It is shown in [2] that:
(1) 〈a, b〉 = 〈b〉 o 〈a〉 ∼= Z o Z,
(2) CF (x0) = 〈x0〉,
(3) CF ({ a−kbak | k ∈ Z }) = 〈 a−kbak | k ∈ Z 〉.
In particular, 〈a, b〉 is the semi-direct product of CF ({ a−kbak | k ∈ Z }) and
〈a〉, where 〈a〉 = {x2 | x ∈ CF (x0) }.
Define αk = 2−1+2k for k = −1,−2,−3, . . . , and αk = 1 − 2−1−2k for
k = 0, 1, 2, . . . . Then
0 < · · · < α−2 < α−1 < α0 < α1 < α2 < · · · < 1.
A direct calculation facilitated by Lemma 2.2 shows that:
(1) Supp(x0) = (0, 1);
(2) (α)x0 ≥ α for all α ∈ [0, 1);
(3) Supp(a−kbak) = (αk, αk+1) for all k ∈ Z;
(4) (α)a−kbak ≥ α for all α ∈ [0, 1) and all k ∈ Z.
Choosing x0 as z in Lemma 3.1, we conclude that every element of CV (x0)
is continuous. Setting Z = { a−kbak | k ∈ Z } in Lemma 3.2, we conclude
that every element of CV ({ a−kbak | k ∈ Z }) is continuous. Since an element
of V belongs to F if and only if it is continuous, the centralizer of the
element x0 and the centralizer of the set { a−kbak | k ∈ Z } are preserved
when passing from F to V . Hence 〈a, b〉 is definable in F , T , and V by the
same first-order formula with parameters. 
4. Definable copies of Z o Z
In this section we show that all the groups F , T , and V have definable
subgroups isomorphic to Z o Z.
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Lemma 4.1. Let α, β ∈ [0, r] ∩ A be such that α < β, and denote I =
(α, β). Let x ∈ FI be such that Fix(x) ∩ I ∩ A = ∅. Let φ : FI → Λ be
the map y 7→ (α)y′+. Let C be the centralizer of x in FI . Then φ is a
homomorphism, and its restriction to C is injective. The same holds for
φ : FI → Λ, y 7→ (β)y′−.
Proof. We shall only consider the case of φ : FI → Λ, y 7→ (α)y′+, be-
cause the case of y 7→ (β)y′− is analogous. It is easy to verify that φ is a
homomorphism (see Lemma 2.6). Suppose that φ is not injective on C.
Let y ∈ C be such that φ(y) = 1 but y 6= id. Let γ ∈ (α, β) be such that
y|[0,γ] = id[0,γ] but (γ)y′+ 6= 1.
Then γ ∈ A, and hence (γ)x 6= γ. Without loss of generality, assume that
(γ)x > γ, because otherwise (γ)x−1 > γ, and one can use x−1 instead of x.
Then
[0, (γ)x] = [0, γ]x ⊂ Fix(y),
see Lemma 2.3, and hence (γ)y′+ = 1. This gives a contradiction. 
Lemma 4.2. The centralizer C in Lemma 4.1 is cyclic.
This lemma follows from the description of centralizers in F(r,R∗+,R)
obtained by Matthew Brin and Craig Squier [6], but for the reader’s conve-
nience we prefer to provide a self-contained proof.
Proof of Lemma 4.2. First of all, note that if Λ is cyclic itself, the conclusion
of this lemma is an obvious corollary of Lemma 4.1.
Let α, β, I, x, φ, and C be such as in Lemma 4.1. Without loss of
generality, assume that (α)x′+ > 1.
We are going to use the fact that a multiplicative subgroup of R∗+ is either
cyclic (the trivial subgroup is considered cyclic), or dense in R∗+ with respect
to the usual topology.
Let Γ be the image of the group C under the homomorphism φ : FI → Λ.
By Lemma 4.1, φ is injective, and hence C ∼= Γ. It remains to show that Γ
is not dense in R∗+.
Observe that Fix(x) ∩ I is a finite set, and that
Fix(y) ∩ I = Fix(x) ∩ I for all y ∈ C \ {id}.
Indeed, it is clear that Fix(x)∩I is finite because Fix(x)∩I∩A is empty and
A is dense in R. Consider now an arbitrary y ∈ C \ {id}. By the injectivity
of φ, (α)y′+ 6= 1. If Fix(y)∩I ∩A were nonempty, then it would have a least
element γ, and this γ would be fixed by x: (γ)x = x. This would contradict
Fix(x) ∩ I ∩ A = ∅, hence Fix(y) ∩ I ∩ A = ∅ and Fix(y) ∩ I is finite. As
x and y commute and each of them permutes I, it follows that x permutes
Fix(y) ∩ I and that y permutes Fix(x) ∩ I. Since these sets are finite, and
because x and y preserve the order, it follows that Fix(y) ∩ I ⊂ Fix(x),
Fix(x) ∩ I ⊂ Fix(y), an hence Fix(y) ∩ I = Fix(x) ∩ I.
Denote
β0 = min((Fix(x) ∩ I) ∪ {β});
it exists but does not belong to A unless β0 = β. Then (γ)x > γ for all
γ ∈ (α, β0), since (α)x′+ > 1.
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Choose α1, β1 ∈ (α, β0) such that x−1 be affine on [α, α1] and x be affine on
[β1, β0). Then x is also affine on [α, (α1)x−1], and x−1 is affine on [(β1)x, β0).
We shall show now that if y ∈ C and (α)y′+ > 1, then y is affine on
[α, (α1)y−1] and on [β1, β0). Consider one such y. Thus (γ)y > γ for all
γ ∈ (α, β0). Then for every γ ∈ (α, α1],
x−1|[α,α1] · y−1|[α,(γ)x−1] · x|[α,(α1)x−1] = y−1|[α,γ],
and for every γ ∈ [β1, β0),
x|[β1,β0) · y|[(γ)x,β0) · x−1|[(β1)x,β0) = y|[γ,β0).
These obvious equalities imply that:
(1) for every γ ∈ (α, α1], y−1 is affine on [α, γ] if it is affine on [α, (γ)x−1],
(2) for every γ ∈ [β1, β0), y is affine on [γ, β0) if it is affine on [(γ)x, β0).
This is possible only if y−1 is affine on [α, α1], and y is affine on [β1, β0).
Clearly limn→+∞(γ)xn = β0 for all γ ∈ (α, β0) (see the proof of Lemma
2.5). Choose an integer n such that
(α1)xn > β1, and hence (β1)x−n < α1.
Denote p = (β1)(x−n)′+. Then p−1 = ((β1)x−n)(xn)′+. Choose γ in
((β1)x−n, α1] such that xn be affine on [(β1)x−n, γ] (with the slope p−1).
Suppose that y is an element of C such that
1 < (y)φ <
γ − α
(β1)x−n − α.
Then y−1 is affine on [α, α1], y is affine on [β1, β0), and (β0)y′− < 1 (because
(γ)y > γ for all γ ∈ (α, β0)). Denote q = (α)y′+ = (y)φ. Then
(β1)x−n < α+ (γ − α)q−1 = (γ)y−1 ≤ α+ (α1 − α)q−1 = (α1)y−1,
and therefore (β1)x−n < (β1)x−ny < γ. Since y = x−nyxn,
(β1)y′+ = (β1)(x−n)′+ · ((β1)x−n)y′+ · ((β1)x−ny)(xn)′+
= pqp−1 = q > 1.
As (β1)y′+ = (β0)y′− < 1, this gives a contradiction, which means that
Γ ∩
(
1,
γ − α
(β1)x−n − α
)
= ∅.

Lemma 4.3. Let α, β ∈ [0, r] ∩ A be such that α < β. Let p, q ∈ Λ be
such that p > 1 > q. Then there exists x ∈ F↑ such that Supp(x) = (α, β),
(α)x′+ = p, and (β)x′− = q.
Proof. Let s be an element of Λ such that (2 + p + q)s ≤ 1. Denote l =
β − α. Consider two subdivisions of the interval [α, β]: the first one—into
subintervals of lengths sl, qsl, (1− (2 + p+ q)s)l, psl, and sl, in this order,
and the second—into subintervals of lengths psl, sl, (1− (2 + p + q)s)l, sl,
and qsl, in this order. Let x be the continuous map [0, r] → [0, r] which
is the identity on [0, α] ∪ [β, r], and which sends every interval of the first
subdivision of [α, β] in the affine manner onto the corresponding interval
of the second. It is easy to verify that Supp(x) = (α, β), (α)x′+ = p,
(β)x′− = q, and x|[0,r) ∈ F↑. 
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α1
α2
α−1 α0 α1 α20 1
1
a
α0
Figure 2. An example of the maps a and b.
Choose a ∈ F↑ such that Supp(a) = (0, r). Choose α0 ∈ (0, r) ∩ A
arbitrarily. For every k ∈ Z, define αk = (α0)ak. Observe that
0 < · · · < α−2 < α−1 < α0 < α1 < α2 < · · · < r,
and lim
n→−∞αn = 0, limn→+∞αn = r
(see Lemma 2.5 and Remark 2.7). Choose b ∈ F↑ such that Supp(b) =
(α0, α1) (see Figure 2). Such a and b exist by Lemma 4.3.
Lemma 4.4. The group generated by a and b is isomorphic to the restricted
wreath product Z o Z; more precisely,
〈a, b〉 = 〈b〉 o 〈a〉, 〈b〉 ∼= 〈a〉 ∼= Z.
Proof. First of all, observe that Supp(a−kbak) = (αk, αk+1) for all k ∈ Z
(see Lemma 2.2). In particular, the supports of the maps a−kbak, k ∈ Z,
are pairwise disjoint, and Supp(a) = (0, r) is not equal to the support of any
element of the group 〈 a−kbak | k ∈ Z 〉. Thus
〈 a−kbak | k ∈ Z 〉 =
⊕
k∈Z
〈a−kbak〉 and 〈 a−kbak | k ∈ Z 〉 ∩ 〈a〉 = {id},
which implies 〈a, b〉 = 〈 a−kbak | k ∈ Z 〉 o 〈a〉 = 〈b〉 o 〈a〉. Since F has no
torsion, 〈a〉 ∼= 〈b〉 ∼= Z. 
In the rest of this section, G is a subgroup of V(r,R∗+,R) such that
G ∩ F(r,R∗+,R) = F = F(r,Λ, A)
(it is even possible to generalize some results of this section to the case when
G satisfies a weaker condition than this one).
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Proposition 4.5. Let a, b, and G be the elements and the group defined
above. Then there exists a first-order formula φ with a and b as parameters
and with exactly one free variable such that 〈a, b〉 is defined in G by φ.
Moreover, φ can be chosen based only on a, b, and F (without knowing the
whole of G).
In order to find such a φ and thus prove this proposition, choose first of
all c, d ∈ F and s, t ∈ N such that
(1) c is a generator of the centralizer of a in F ,
(2) d is a generator of the centralizer of b in F(α0,α1),
(3) a = cs and b = dt.
The elements c and d and the numbers s and t exist by Lemma 4.2. By
Lemma 2.4, Supp(c) = (0, r) and Supp(d) = (α0, α1). Clearly c, d ∈ F↑.
Observe that a−kdak ∈ F↑ and Supp(a−kdak) = (αk, αk+1) for all k.
Since for every k the conjugation by ak is an automorphism of F which
sends F(α0,α1) onto F(αk,αk+1), a−kdak is a generator of the centralizer of
a−kbak in F(αk,αk+1) for every k.
Lemma 4.6. The centralizer of { a−kbak | k ∈ Z } in F is generated by
{ a−kdak | k ∈ Z }.
Proof. The inclusion
CF ({ a−kbak | k ∈ Z }) ⊃ 〈 a−kdak | k ∈ Z 〉
is obvious, it remains show the inverse one. So let x be an arbitrary element
of F which commutes with every a−kbak, k ∈ Z.
By Lemma 2.2, x permutes each of the intervals (αk, αk+1), k ∈ Z. By
continuity and monotonicity, (αk)x = αk for all k. For every k ∈ Z, let yk
be the permutation of [0, r) such that
yk|[αk,αk+1] = x|[αk,αk+1] and yk|[0,αk]∪[αk+1,r) = id[0,αk]∪[αk+1,r) .
Then for every k ∈ Z, yk ∈ F(αk,αk+1) and yk commutes with a−kbak. Hence
yk ∈ 〈a−kdak〉 for all k.
Choose β, γ ∈ (0, r) such that x be affine on [0, β] and on [γ, r). Then
x|[0,β]∪[γ,r) = id[0,β]∪[γ,r). Choose n ∈ N such that α−n ∈ (0, β] and αn+1 ∈
[γ, r). Then Supp(x) ⊂ (α−n, αn+1), and hence
x = y−ny−n+1 · · · yn−1yn ∈ 〈 a−kdak | k ∈ Z 〉.

Lemma 4.7. The centralizer of the element a and the centralizer of the set
{ a−kbak | k ∈ Z } do not change when passing from F to G.
Proof. By Lemmas 3.1 and 3.2, all elements of CG(a) and of CG({ a−kbak |
k ∈ Z }) are continuous. Since an element of G belongs to F if and only if
it is continuous, the proof is complete. 
The group 〈c〉 is definable in G with the parameter a because it is the
centralizer of a (see Lemma 4.7). The group 〈a〉 is definable in G with the
same parameter because
〈a〉 = {xs ∣∣ x ∈ 〈c〉}.
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Thus the set { a−kbak | k ∈ Z } is definable in G with the parameters a and
b, and hence so does its centralizer. By Lemmas 4.6 and 4.7, the centralizer
of the set { a−kbak | k ∈ Z } in G is the group 〈 a−kdak | k ∈ Z 〉. Since
〈 a−kbak | k ∈ Z 〉 = {xt ∣∣ x ∈ 〈 a−kdak | k ∈ Z 〉},
the group 〈 a−kbak | k ∈ Z 〉 is definable with the same parameters. The
group 〈a, b〉 is definable with the parameters a and b since it is the semi-
direct product of 〈a〉 and 〈 a−kbak | k ∈ Z 〉.
The following formula defines 〈a, b〉 in G and depends only on a, b, s,
and t:
φ(x) = p
(
∃y, z
)(
x = yszt ∧ ya = ay
∧
(
∀w
)(
wa = aw → zw−sbws = w−sbwsz
))
q.
We have proved Proposition 4.5. We thus conclude:
Corollary 4.8. The group F has subgroups isomorphic to ZoZ and definable
with parameters in F , in T , and in V.
5. Interpretations of the Arithmetic
In this section we complete our proof of the interpretability of the Arith-
metic in F , T , and V with parameters. Futhermore, in the case of the group
F , or more generally, of the group F with non-trivial cyclic Λ, we exhibit
an interpretation of the Arithmetic which does not require parameters.
Apparently it is well known to specialists that every finitely generated
virtually solvable but not virtually abelian group interprets the Arithmetic
(see [22, 23], and also [10]). For the reader’s convenience, we present here
our self-contained proof for the group Z o Z.
Lemma 5.1. The group Z o Z interprets the Arithmetic with parameters.
More precisely, if Z o Z = 〈b〉 o 〈a〉, 〈b〉 ∼= 〈a〉 ∼= Z, then the bĳection
f : { an | n ∈ N } → N, an 7→ n
is an interpretation of (N,+,×) in (Z o Z,×) with parameters.
Proof. Denote
G = Z o Z = 〈b〉 o 〈a〉 et H = 〈 a−kbak | k ∈ Z 〉.
Recall that G = H o 〈a〉, and that H is a free abelian group with the basis
(a−kbak)k∈Z. It is easy to verify that 〈a〉 = CG(a) and H = CG(b).
Consider the bĳection
g : 〈a〉 → Z, an 7→ n.
It will suffice to show that g is an interpretation of (Z,+,×) in (G,×).
Indeed, (N,+,×) is a substructure of (Z,+,×), and N is 0-definable in
(Z,+,×) because, by Lagrange’s four-square theorem, every positive integer
is the sum of four squares.
The domain of g is the centralizer of a, hence definable. The operation
induced on 〈a〉 by the addition of Z via g is simply the restriction of the
multiplication of G, hence 0-definable. It remains to show that the operation
induced on 〈a〉 by the multiplication of Z via g is definable.
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Observe the following facts:
(1) for every x ∈ G \H, CG(x) is cyclic,
(2) for every n ∈ Z \ {0}, CG(ban) = 〈ban〉,
(3) for every n ∈ Z, HCG(ban) = H〈an〉.
(The second fact is due to the homomorphism G→ Z, a 7→ 0, b 7→ 1.)
Denote by | the relation of the divisibility in Z. Observe that for all
m,n ∈ Z,
m|n ⇔ HCG(bam) ⊃ HCG(ban).
The relation HCG(bx) ⊃ HCG(by) between x, y ∈ G can be expressed by a
first-order formula with the parameter b. Hence the relation induced on 〈a〉
by | via g is definable.
The multiplication in Z is definable in terms of the addition, the divis-
ibility, and the constant 1, as can be seen from the following equivalences
satisfied in Z:
n = k(k + 1)↔
(
∀m
)(
n|m↔ k|m ∧ (k + 1)|m
)
∧ (2k + 1)|(2n− k),
n = kl↔ (k + l)(k + l + 1) = k(k + 1) + l(l + 1) + 2n
(see [30, §5a] for details). Thus the operation induced on 〈a〉 by the multi-
plication of Z via g is definable. 
Theorem A (see the Introduction) is a corollary of Proposition 4.5 and
Lemma 5.1. In order to prove Theorem B, we shall construct new 0-
interpretations of the Arithmetic in groups of F-kind:
Proposition 5.2. If Λ is cyclic, Λ = 〈p〉, then the map
f : {x ∈ F | (0)x′+ = (r)x′− > 1 } → N, x 7→ logp((0)x′+)
is an interpretation of (N,+,×) in (F ,×) without parameters.
One of the main ideas of the proof of Proposition 5.2 is the use of the
centralizers of pairs of elements.5 The following lemma is similar to Theorem
5.5 in [6]:
Lemma 5.3. Let H be a subgroup of F . Then H is the centralizer of an
element if and only if H can be decomposed into a direct product of subgroups
H1, . . . ,Hn, n ∈ N, such that there exist α0, . . . , αn ∈ A such that :
(1) 0 = α0 < α1 < · · · < αn = r;
(2) for every i = 1, . . . , n, either Hi = F(αi−1,αi), or there exists x
in F(αi−1,αi) such that Hi is the centralizer of x in F(αi−1,αi), and
Hi = 〈x〉;
(3) for every i = 1, . . . , n−1, if Hi = F(αi−1,αi), then Hi+1 6= F(αi,αi+1).
Proof. Let x ∈ F and H = CF (x). Choose α0, . . . , αn such that 0 = α0 <
α1 < · · · < αn = r and
{α1, . . . , αn−1} = {α ∈ (0, r) ∩A ∩ Fix(x) | (α)x′− 6= 1 or (α)x′+ 6= 1 }.
5Centralizers in F(r,R∗+,R) have been described by Brin and Squier [6]. Collin Bleak
and others [5] have recently announced classification of all centralizers in T (1, 〈n〉,Z[ 1
n
])
and V(1, 〈n〉,Z[ 1
n
]), n = 2, 3, . . . .
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For every i = 1, . . . , n, choose xi ∈ F(αi−1,αi) such that xi|(αi−1,αi) =
x|(αi−1,αi), and let Hi be the centralizer of xi in F(αi−1,αi). Note that
x = x1 · · ·xn. For every i = 1, . . . , n, if xi 6= id, then Hi is cyclic (see
Lemma 4.2).
Similarly to Lemma 2.3, it is easy to prove that every element y of H
permutes the set {α0, . . . , αn−1}, and hence, as this set is finite, y fixes all
its elements. Thus H = H1 × · · · ×Hn.
Conversely, suppose that H = H1 × · · · ×Hn, n ∈ N, and that the sub-
groups H1, . . . ,Hn and the points α0, . . . , αn ∈ A are as in the statement of
this lemma. For every i = 1, . . . , n, choose xi ∈ F(αi−1,αi) such that Hi be
the centralizer of xi in F(αi−1,αi). Then H = CF (x1 · · ·xn). 
Lemma 5.4. Let H be a subgroup of F . Then H is the centralizer of a pair
of elements (possibly equal) if and only if H can be decomposed into a direct
product of subgroups H1, . . . ,Hn, n ∈ N, such that there exist α0, . . . , αn ∈ A
such that :
(1) 0 = α0 < α1 < · · · < αn = r;
(2) for every i = 1, . . . , n, either Hi = {id}, or Hi = F(αi−1,αi), or
there exists x in F(αi−1,αi) such that Hi is the centralizer of x in
F(αi−1,αi), and Hi = 〈x〉;
(3) for every i = 1, . . . , n−1, if Hi = F(αi−1,αi), then Hi+1 6= F(αi,αi+1).
Proof. This lemma is an easy corollary of Lemma 5.3 and the fact that for
all α, β ∈ A such that 0 < α < β < r, there exist x, y ∈ F such that
Supp(x) = Supp(y) = (α, β) and xy 6= yx, and hence the centralizer of
{x, y} in F(α,β) is trivial (see Lemmas 4.2 and 4.3). 
Proof of Proposition 5.2. Without loss of generality, suppose that p > 1.
Denote by F◦ the subgroup of F formed by the elements that are identities
in neighborhoods of 0 and r:
F◦ = {x ∈ F | (0)x′+ = (r)x′− = 1 }.
Denote by B the domain of f :
B = {x ∈ F | (0)x′+ = (r)x′− > 1 }.
Note that for any two elements x and y of B, f(x) = f(y) if and only if
xy−1 ∈ F◦ (see Lemma 4.1).
Lemma 4.3 allows to conclude that f is a surjection onto N (see Figure 3
for example). It will suffice to show that the set B, the group F◦, and the
relations induced on B via f by the addition and the divisibility of N are
all 0-definable (see Remark 2.10). Indeed, the multiplication is 0-definable
in N in terms of the addition and the divisibility—see [30, §4b] or the proof
of Lemma 5.1.
Define
S = {F(α,β) | α, β ∈ A, 0 ≤ α < β ≤ r },
S0 = {F(α,β) | α, β ∈ A, 0 < α < β < r },
S1 = {F(0,β) | β ∈ A, 0 < β < r }
∪ {F(α,r) | α ∈ A, 0 < α < r }.
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a
Figure 3. An element a of F such that (0)a′+ = (1)a′− = 2.
Then not only is the family S uniformly definable, but also there exist two
first-order formulae φ(x1, x2, x3) and ψ(x1, x2) (in the language of groups)
without parameters such that:
(1) for all α, β ∈ A such that 0 ≤ α < β ≤ r, there exist x, y ∈ F such
that F |= ψ(x, y) and F(α,β) = { z ∈ F | F |= φ(x, y, z) };
(2) for all x, y ∈ F such that F |= ψ(x, y), there exist α, β ∈ A such
that 0 ≤ α < β ≤ r and F(α,β) = { z ∈ F | F |= φ(x, y, z) }.
Indeed, a subset of F is of the form F(α,β), where α, β ∈ A and 0 ≤ α <
β ≤ r, if and only if it is the centralizer of a pair, is not abelian, and
cannot be decomposed as the direct product of two other centralizers of
pairs (see Lemma 5.4). All this can be expressed in the first-order language.
The families S0 and S1 of subsets of F are “uniformly definable without
parameters” in the same sense as S because
S0 = {H1 ∩H2 | H1, H2 ∈ S, H1 6⊂ H2, and H2 6⊂ H1 },
S1 = S \ (S0 ∪ {F}).
Since F◦ = ⋃S0, this subgroup is 0-definable.6
Define
E = {x ∈ F | (0)x′+ 6= 1 or (r)x′− 6= 1 } = F \
⋃
S0 = F \ F◦,
E2 = {x ∈ F | (0)x′+ 6= 1 and (r)x′− 6= 1 } = F \
⋃
S1 = E \
⋃
S1.
These sets are 0-definable.
Define
P+ = {x ∈ F | (0)x′+ > 1 and (r)x′− > 1 },
P− = {x ∈ F | (0)x′+ < 1 and (r)x′− < 1 },
and P = P+ ∪ P−. These sets are 0-definable: for all x ∈ F ,
x ∈ P+ ⇔
(
∃X ∈ S0
)(
∀Y ∈ S1
)(
Y ⊃ X → x−1Y x $ Y
)
,
6In the case when F = F , there exists a more natural proof that F◦ is definable in F
since in this case F◦ = F ◦ = [F, F ] = [F ,F ] (see [8, Theorem 4.1]), and every element of
[F ,F ] is the product of two commutators (see the Appendix). In general F◦ and [F ,F ]
are not equal (see [7, Section 4D]).
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and
x ∈ P− ⇔
(
∃X ∈ S0
)(
∀Y ∈ S1
)(
Y ⊃ X → x−1Y x % Y
)
.
It has been used here that for all α, β and for all x ∈ F ,
x−1F(α,β)x = F((α)x,(β)x).
Define
U = {x ∈ F | (0)x′+ = ((r)x′−)−1 ∈ {p±1} }.
Then U is 0-definable: U ⊂ E2 \ P , and for all x ∈ E2 \ P ,
x ∈ U ⇔
(
∀y ∈ P
)(
∀z ∈ F◦
)(
∃w1, w2 ∈ CF (xz)
)
(
(w1w−12 ∈ E2) ∧ (yw1, yw2 /∈ E2)
)
.
To facilitate reading of the last formula, we remark that xy−1 /∈ E2 means
exactly that either (0)x′+ = (0)y′+, or (r)x′− = (r)y′−. Then the implication
“⇒” is easy to check: such w1, w2 can always be found even in 〈xz〉. The
direction “⇐” is less obvious, we shall rather prove its contrapositive.
Let x ∈ (E2 \P )\U . Without loss of generality, suppose that (0)x′+ > p,
and hence (r)x′− < 1. Choose y ∈ P such that (0)y′+ = p (see Lemma 4.3).
Let γ ∈ (0, r) ∩A, and choose x1, x2 ∈ F such that:
(1) Supp(x1) = (0, γ), Supp(x2) = (γ, r),
(2) (0)x′+1 = (0)x
′+, (γ)x′−1 = p
−1,
(3) (r)x′−2 = (r)x
′−, (γ)x′+2 = p.
Then the centralizer of x1x2 is the direct product 〈x1〉 × 〈x2〉 (see Lemmas
2.3 and 4.1). Choose z ∈ F◦ such that xz = x1x2. Now suppose that
w1, w2 ∈ CF (xz) = 〈x1〉 × 〈x2〉.
Then (0)(yw1)′+ 6= 1 and (0)(yw2)′+ 6= 1. Suppose that yw1, yw2 /∈ E2.
Then (r)(yw1)′− = (r)(yw2)′− = 1, and hence (r)(w1w−12 )
′− = 1, or in other
terms w1w−12 /∈ E2. Thus U is indeed 0-definable.
For all x ∈ P ,
(0)x′+ = (r)x′− ⇔
(
∀y ∈ U
)(
∃z ∈ CF (y)
)(
xz, xz−1 /∈ E2
)
.
Thus, the set B is 0-definable.
The f -preimage of the graph of the addition of N is 0-definable since it is
the graph of the multiplication modulo F◦: for all x, y, z ∈ B,
(x)f + (y)f = (z)f ⇔ xyz−1 ∈ F◦.
It remains to show that the f -preimage of the graph of the divisibility of
N is 0-definable. This is indeed the case: for all x, y ∈ B,
(x)f |(y)f ⇔
(
∀z ∈ F◦
)(
∃w ∈ CF (xz)
)(
yw ∈ F◦
)
.
The implication “⇐” here is the least evident. In order to establish its
contrapositive, one can take γ ∈ (0, r) ∩A, choose x1, x2 ∈ F such that:
(1) Supp(x1) = (0, γ), Supp(x2) = (γ, r),
(2) (0)x′+1 = (0)x
′+, (γ)x′−1 = p
±1,
(3) (r)x′−2 = (r)x
′−, (γ)x′+2 = p
±1,
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and choose z ∈ F◦ such that xz = x1x2 (and hence CF (xz) = 〈x1〉 ×
〈x2〉). 
Theorem B is a corollary of Proposition 5.2.
6. Undecidability
In this section we deduce from [19, Theorem 9] (see Theorem 6.3 be-
low) that the elementary theory of every structure of finite signature that
interprets the Arithmetic with parameters is hereditarily undecidable.
In what follows, the constants are treated as functions of arity 0, and sim-
ilarly constant symbols are viewed as a particular case of function symbols.
If σ is a relation symbol, function symbol, or a constant symbol, its arity
shall be denoted by ar(σ).
We shall say that an n-ary relation R on a set B is compatible with
an equivalence relation E on B if R is induced by a relation (of the same
arity) on B/E, i.e. if belonging of an n-tuple (b1, . . . , bn) to R is completely
determined by the classes of E-equivalence of b1, . . . , bn.
Let Σ and Γ be two signatures, and let N be a Γ-structure. Let n ∈ N,
B be a definable subset of Nn, and E be an equivalence relation on B, also
definable in N . Let φ, ψ, and ξσ for all σ ∈ Σ be Γ-formulae with parameters
from N such that:
(1) φ defines B,
(2) ψ defines E,
(3) for every relation symbol σ ∈ Σ, the formula ξσ defines a relation on
B compatible with E of arity ar(σ)n, and
(4) for every function or constant symbol σ ∈ Σ, the formula ξσ defines
a relation on B of arity (ar(σ)+1)n which is compatible with E and
which defines the graph of an operation on B/E of arity ar(σ).
Then denote by IntΣ(N,φ, ψ, (ξσ)σ∈Σ) the Σ-structure naturally defined on
B/E by the family (ξσ)σ∈Σ.
Remark 6.1. In the same notation, the natural projection p : B → B/E is
an interpretation of IntΣ(N,φ, ψ, (ξσ)σ∈Σ) in N .
Lemma 6.2. Let M and N be two structures of finite signatures such that
Th(M) is hereditairily undecidable, and N interprets M with parameters.
Then Th(N) is hereditarily undecidable as well.
Proof. Denote the signature of M by Σ and the signature of N by Γ.
It suffices to consider only the case when Σ contains no function or con-
stant symbols. Indeed, let Σ′ be the signature obtained from Σ by replacing
every n-ary function symbol f (n ≥ 0) by an (n+ 1)-ary relation symbol f ′.
For every Σ-structure M , denote by M ′ the Σ′-structure on the underlying
set of M in which every new relation symbol of Σ′ is interpreted by the
graph of the function in M named by the corresponding symbol of Σ, and
all the other symbols of Σ′ are interpreted in M ′ exactly like in M . For
every Σ-theory S, denote by S′ the Σ′-theory of the class {M ′ | M |= S }.
It is easy to see that:
(1) the (class-)map M 7→ M ′, where M is a Σ-model of S, is a (class-)
bĳection between ModΣ S and ModΣ′ S′ for every Σ-theory S,
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(2) if OΣ denotes the minimal Σ-theory, then the map S 7→ S′ of Σ-
theories to Σ′-theories is a bĳection between all the Σ-theories and
all the Σ′-theories containing O′Σ (O
′
Σ expresses simply that the new
relation symbols of Σ′ are to be interpreted by graphs of functions),
(3) for every Σ-structure M , a set is 0-definable in M if and only if it is
0-definable in M ′, or in other words idM is a 0-interpretation of M
in M ′ and of M ′ in M .
It is easy to provide an algorithm which converts every Σ-sentence φ into
a Σ′-sentence ψ such that for every Σ-structure M , M |= φ if and only
if M ′ |= ψ, and it is equally easy to provide and algorithm which converts
every Σ′-sentence into a Σ-sentence equivalent in the same sense. Therefore,
for every Σ-theory S, S′ is essentially undecidable if and only if such is S.
Hence we suppose without loss of generality that Σ contains only relation
symbols.
Let (n, f) be an interpretation of M in N . Let a1, . . . , am be a sequence
of parameters from N sufficient to define the domain and the kernel of f
and the f -preimage of the graph of every relation of M (Σ is finite); denote
a¯ = (a1, . . . , am). Let x1, . . . , xm, y1, . . . , yn, y11, . . . , y1n, y21, . . . , y2n, . . .
be distinct variables, and denote x¯ = (x1, . . . , xm), y¯ = (y1, . . . , yn), y¯1 =
(y11, . . . , y1n), and so on. Let φ = φ(x¯, y¯), ψ = ψ(x¯, y¯1, y¯2), and ξσ =
ξσ(x¯, y¯1, . . . , y¯k) for every σ ∈ Σ of arity k be Γ-formulae such that:
(1) φ(a¯, y¯) defines the domain of f (which is a subset of Nn),
(2) ψ(a¯, y¯1, y¯2) defines the kernel of f (which is an equivalence relation
on the domain),
(3) for every symbol σ ∈ Σ, the formula ξσ(a¯, y¯1, . . . , y¯ar(σ)) defines the
f -preimage of the graph of the relation of M named by σ.
Observe that the bĳection induced by f between the quotient of its domain
by its kernel and its image is an isomorphism
IntΣ(N,φ(a¯, y¯), ψ(a¯, y¯1, y¯2), (ξσ(a¯, y¯1, . . . , y¯ar(σ)))σ∈Σ)
∼=→M.
In what follows, let c¯ = (c1, . . . , cm) be a sequence of new constant
symbols. Write (Γ, c¯) to denote the signature obtained from Γ by adding
c1, . . . , cm (as constant symbols).
Let τ = τ(x¯) be a Γ-formula such that the (Γ, c¯)-sentence τ(c¯) expresses
that:
(1) ψ(c¯, y¯1, y¯2) defines an equivalence relation on the set defined by
φ(c¯, y¯),
(2) for every relation symbol σ ∈ Σ, the formula ξσ(c¯, y¯1, . . . , y¯ar(σ))
defines a relation on the set defined by φ(c¯, y¯) which is compatible
with the equivalence relation defined by ψ(c¯, y¯1, y¯2).
Clearly all this can be expressed in the first-order language.7 Note that
N |= τ(a¯).
Choose a recursive (i.e. computable by an algorithm) map t from the set
of Σ-sentences to the set of Γ-formulae all of whose free variables are among
7One can take as τ(c¯) the conjunction of the admissibility conditions in the sense of
[15, Section 5.3].
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x1, . . . , xm such that for every Σ-sentence α and every (Γ, c¯)-structure L
such that L |= τ(c¯),(
L |= αt(c¯)
)
⇔
(
IntΣ(L, φ(c¯, y¯), ψ(c¯, y¯1, y¯2), (ξσ(c¯, y¯1, . . . , y¯ar(σ)))σ∈Σ) |= α
)
.
It is easy to construct such a t that uses the formula φ to relativize the
quantifiers, the formula ψ to replace p=q, and the formula ξσ to replace
each σ ∈ Σ.8 Here is an example, where σ is a binary relation symbol:
α = p
(
∀y1, y2, y3
)(
σ(y1, y2) ∧ σ(y1, y3)→ y2 = y3
)
q,
αt(x¯) = p
(
∀y¯1, y¯2, y¯3
)(
φ(x¯, y¯1) ∧ φ(x¯, y¯2) ∧ φ(x¯, y¯3)
→
(
ξσ(x¯, y¯1, y¯2) ∧ ξσ(x¯, y¯1, y¯3)→ ψ(x¯, y¯2, y¯3)
))
q.
(As is customary, we do not show all the parentheses; they should be added
according to the standard rules.)
Note the following properties of t:
(1) for every Σ-sentence α,(
M |= α
)
⇔
(
N |= αt(a¯)
)
;
(2) for every Σ-sentence α,(
`Σ α
)
⇒
(
τ(c¯) `(Γ,c¯) αt(c)
)
;
(3) for every Σ-sentences α and β,
τ(c¯) `(Γ,c¯) (α ∧ β)t(c)↔ αt(c) ∧ βt(c),
τ(c¯) `(Γ,c¯) (¬α)t(c)↔ ¬αt(c),
and the same for the other boolean operations;
(4) for every (Γ, c¯)-theory T such that T `(Γ,c¯) τ(c¯), the set
{Σ-sentence α | T `(Γ,c¯) αt(c¯) }
is a Σ-theory.
Suppose now that Th(N) were not hereditarily undecidable. Then let T
be a decidable Γ-subtheory of Th(N). Let S be the set of all the Γ-formulae
α(x¯) such that
T `Γ
(
∀x¯
)(
τ(x¯)→ α(x¯)
)
.
Then τ ∈ S, N |= α(a¯) for all α ∈ S, S is a recursive (decidable) set, and
{α(c¯) | α(x¯) ∈ S } is a (Γ, c¯)-theory. Let U be the preimage of S under t.
Then U ⊂ Th(M), U is a Σ-theory, and U is decidable in contradiction with
the hereditary undecidability of Th(M). 
Theorem 6.3 (Mostowski, Tarski, [20]). The elementary theory of the
Arithmetic (N,+,×) has an essentially undecidable finitely axiomatized sub-
theory.
For an improved proof of this fact, see [19, Theorem 9].
8In [15, Section 5.3] such t is called a reduction map.
24 T. ALTINEL AND A. MURANOV
Proposition 6.4. Let M be a structure of finite signature which interprets
the Arithmetic (N,+,×) with parameters. Then Th(M) is hereditarily un-
decidable.
Proof. This is a corollary of Theorem 6.3 and Lemmas 2.13 and 6.2. 
Theorem C (see the Introduction) follows now from Theorem A and
Proposition 6.4.
7. Open questions
We conclude with two questions which, to our knowledge, are open.
Thompson’s group F is definable in T .9 However, it is not known to the
authors whether F is definable in V .
Question 1. Is Thompson’s group F definable in V with parameters?
We have already shown that the Arithmetic is interpreted in F . In ad-
dition, F is interpreted in the Arithmetic because the word problem for F
is decidable. (Matiyasevich’s theorem, see [18] or [9, Theorem 8.1], implies
that every recursive or recursively enumerable subset of Nn, n ∈ N, is defin-
able in the Arithmetic; thus every reasonable encoding of elements of F by
positive integers gives an interpretation of F in the Arithmetic.) However,
even if a structure interprets the Arithmetic and, reciprocally, is interpreted
in the Arithmetic, they are not necessarily bi-interpretable (see [17, Theorem
6] or [21, Theorem 7.16]), hence the question:
Question 2. Is the group F bi-interpretable with the Arithmetic with pa-
rameters?
We say that a structure S is categorically finitely axiomatized in a class
C of structures of the same signature if S ∈ C and there exists a first-order
sentence φ such that S |= φ and every structure in C that satisfies φ is
isomorphic to S.10 According to Anatole Khélif [17], bi-interpretability with
the Arithmetic can be used to demonstrate categoric finite axiomatization in
classes of finitely generated structures of finite signature. Thomas Scanlon
[32] has recently established bi-interpretability of the Arithmetic with all
finitely generated fields and used it to show that all such fields are categor-
ically finitely axiomatized within the class of finitely generated fields, and
thus Pop’s conjecture holds true:
two finitely generated fields are elementary equivalent if and
only if they are isomorphic.
André Nies raised the question whether there exists a finitely generated sim-
ple group categorically finitely axiomatized among all the finitely generated
simple groups [21, Question 7.8].
9We shall not show this here.
10In the case when the class C consists of all the finitely generated structures of a certain
class, André Nies [21] and Anatole Khélif [17] used the term “quasi finitely axiomatized”
in more or less the same sense as we use “categorically finitely axiomatized.” However,
the definitions in [21] and [17] are not precise because the property of finite generation is
not intrinsic and depends on the class in which a given structure is considered.
ARITHMETIC IN GROUPS OF PERMUTATIONS OF AN INTERVAL 25
8. Appendix
Here we show that every element of the derived subgroup of F is the
product of two commutators, and hence [F ,F ] is 0-definable in F . The
proof of this fact, which, incidentally, has not been used in this paper, is
known to specialists. However, this fact is closely related to the definable
structure of the groups that we study here, and apparently it does not
appear anywhere else in the literature. For Thompson’s group F , this result
is probably part of folklore; we learned its proof from Matthew Brin, who
had slightly modified the argument of Keith Dennis and Leonid Vaserstein
[11, Proposition 1(c)]. Our argument is just a trivial generalization.
As in the proof of Proposition 5.2, define
F◦ = {x ∈ F | (0)x′+ = (r)x′− = 1 }.
Proposition 8.1. Every element of [F ,F ] is the product of two commuta-
tors in F , and even in F◦:
[F ,F ] = { [x1, x2][x3, x4] | x1, x2, x3, x4 ∈ F◦ }.
Proof. First of all recall that [F ,F ] ⊂ F◦ (see Lemma 4.1).
Consider any two elements x, y ∈ F and their commutator c = [x, y].
Choose α1, α2, β1, β2 ∈ A such that 0 < α2 < α1 < β1 < β2 < r and
Supp(c) ⊂ (α1, β1). Then there exists an endomorphism h : F → F(α2,β2)
such that h is the identity on F(α1,β1). Indeed, let s : [0, r)→ [0, r) be a map
which is the identity on [α1, β1] and which is affine on [0, α1] and on [β1, r)
with the slope p 1, p ∈ Λ; then it is possible to take as h the conjugation
by s composed with the natural embedding of permutations of the interval
[(0)s, (r)s) into permutation of [0, r) (this h is even injective). If h is such
an endomorphism, if (x)h = x′, and if (y)h = y′, then
c = (c)h = [x′, y′] and Supp(x′) ∪ Supp(y′) ⊂ (α2, β2).
The above has two consequences of interest for us:
(1) if x, y ∈ F , then there exist x′, y′ ∈ F◦ such that [x, y] = [x′, y′];
(2) if c1, c2, . . . , cn are commutators in F , and I1, I2, . . . , In are pairwise
disjoint closed subintervals of [0, r) such that Supp(ci) ⊂ Ii for all
i = 1, . . . , n, then the product c1c2 · · · cn is also a commutator.
Now let c1, c2, and c3 be three arbitrary commutators in F . Choose
α, β ∈ A ∩ (0, r) such that
Supp(c1) ∪ Supp(c2) ∪ Supp(c3) ⊂ (α, β).
Choose b ∈ F such that (α)b > β. Then 0 < (β)b−1 < α < β < (α)b < r.
Since
Supp(cb2) ⊂ ((α)b, r) and Supp(cb
−1
3 ) ⊂ (0, (β)b−1),
the product c1cb2c
b−1
3 is a commutator.
11 Hence
c1c2c3 = c1cb2c
b−1
3
(
(c−13 )
b−1c2
)(
(c−12 )
bc3
)
= (c1cb2c
b−1
3 )[c
−1
2 c
b−1
3 , b]
is the product of two commutators. 
11We are using the standard notation: xy = y−1xy, [x, y] = x−1y−1xy.
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