Abstract-We propose HyperTrees for the low cost automatic design of multiple-input neural network models. Much like how Dr. Frankenstein's creature was assembled from pieces before he came to life in the eponymous book, HyperTrees combine parts of other architectures to optimize for a new problem domain. We compare HyperTrees to rENAS, our extension of Efficient Neural Architecture Search (ENAS) [1] . To evaluate these architectures we introduce the CoSTAR Block Stacking Dataset for the benchmarking of neural network models. We utilize 5.1 cm colored blocks and introduce complexity with a stacking task, a bin providing wall obstacles, dramatic lighting variation, and object ambiguity in the depth space. We demonstrate HyperTrees and rENAS on this dataset by predicting full 3D poses semantically for the purpose of grasping and placing specific objects. Inputs to the network include RGB images, the current gripper pose, and the action to take. Predictions with our best model are accurate to within 30 degrees 90% of the time, 4cm 72% of the time, and have an average test error of 3.3cm and 12.6 degrees. The dataset contains more than 10,000 stacking attempts and 1 million frames of real data. Code and dataset instructions are available at github.com/jhu-lcsr/costar_plan.
I. INTRODUCTION
The recent success of deep learning (DL) on challenging computer vision tasks has spurred efforts to develop DL systems that can be applied to perception-based robotics [3] , [4] . The promise of DL is that it might be possible to train a system, from representative data, to solve complex, perception-based robotics tasks in realistic environments with higher reliability and less programming effort than traditional programming methods. However, the reality is that progress in this area faces two fundamental challenges. First, representative data from complete real-world robotics tasks is limited and difficult to structure, hindering the development and benchmarking of new algorithms. Second, the process of designing and training a DL architecture is itself a time consuming, complicated, highly empirical process [3] , [5] , [6] . This is especially true in robotics, where multiple types of sensor data including arm position and camera images might need to be integrated.
In this paper, we address both of these issues. First, we introduce the CoSTAR Block Stacking Dataset. Currently available data sets for robotic manipulation include [3] , [7] , [8] , [9] . These data sets provide good representation of certain aspects of manipulation, but don't incorporate a complete end-to-end task. Furthermore, common sources of real-world variation are reduced by limiting the workspace Table II . Details for the dataset are in Fig. 2 , 3, and Table I . Supplementary video is at sites.google. com/view/hypertree-renas.
to one without obstacles [3] , [5] , omitting sunlight [10] , and limiting surrounding scenes [10] , [11] . We designed the CoSTAR Block Stacking Dataset as a benchmark for performing complex, multi-step manipulation tasks in challenging scenes. In this dataset, a robot attempts to stack 3 simple colored blocks in a specific order to explore deep learning for robotic manipulation with simple target objects in a cluttered and variable surrounding environment. The dataset includes subsets with and without distractors.
As noted above, robotic neural network architectures and their hyperparameters are still regularly handmade for new tasks [3] , [5] , [4] , and automatic design can be expensive [6] . One solution might be simulation to real transfer, but that itself remains an open problem. Another possibility is neural network architecture search, which is a challenging problem [2] collecting the block stacking dataset. Each example consists of an attempt to stack 3 colored blocks in a specified order. even in domains that do not need to integrate multiple types of information. For example, NASNet [6] employed 450 GPUs for 3-4 days (32k-43k GPU-hours) to design an architecture for image classification tasks. Recent work has attempted to reduce the number of GPU-hours needed for automatic neural network architecture design, and Efficient Neural Architecture Search (ENAS) [1] can now achieve results competitive with NASNet using just 16 GPU-hours of processing. This suggests that developing new automated architecture search methods specific to robotics may offer a path toward more efficient development of DL architectures.
To summarize, we make the following contributions: 1) HyperTree Architecture search for low cost automatic design of neural network models which require multiple input data streams. 2) rENAS, an extension of Efficient Neural Architecture Search (ENAS) [1] to regression and multi-input data streams. 3) An approach to semantic action planning which generates full 3D gripper pose proposals for both object grasping and placement. 4) The publicly-available CoSTAR Block Stacking Dataset, which provides over 10,000 annotated real robot trials. We also analyze the performance of the best neural network architectures chosen by HyperTree search and rENAS on the CoSTAR Block Stacking Dataset.
II. RELATED WORK Recent advances in deep learning have revolutionized robotic grasping with perception based methods learned from big data [3] , [4] , [11] , [12] , [13] , [14] , [15] . Other work has investigated learning from simulation and then incorporating those models into robotic control [16] . Others have used reinforcement learning for generating API calls for preprogrammed actions [17] .
One notable limitation of past approaches to robotic manipulation is the restriction of end effector poses to be either vertical and facing down or normal to local depth values, with only an angular parameter available to define orientation changes [3] , [4] , [5] , [18] . Also common is the use of depth-only data [4] which precludes the possibility of object discrimination based on color. Furthermore, such analysis may have been performed in lighting conditions that are very consistent, which can lead to failures in the presence of direct sunlight. Progress towards semantic grasping of specific objects [19] is substantial, but it remains an open problem. Finally, automatic model design is an emerging way to define neural networks, but a broad overview is outside the scope of this paper so we refer to a recent survey [20] .
III. BLOCK STACKING DATASET
We define a block stacking task where a robot attempts to stack 3 of 4 colored blocks in a specified order. The robot can be seen in Fig. 2 , and examples of key image frames for two successful stack attempts are shown in Fig. 3 . A dataset summary can be found in Table I , and it includes subsets with and without plush toy distractors.
Data is collected utilizing our prior work on the collaborative manipulation system CoSTAR [2] and our recent work on motion and task planning [21] . CoSTAR is a system designed for end-user creation of robot task plans that offers a range of capabilities plus a rudimentary perception system based on ObjRecRANSAC [2] , [22] . In a single stack attempt the robot aims to complete a stack by performing 5 actions: 2 repetitions of the CoSTAR SmartGrasp and SmartPlace actions, plus a final move to the home position above the bin. The sequence pictured in the first The dataset provides the appearance of smooth actions with the gripper entering the frame, creating a stack in the scene, and finally exiting the frame at the end. During real time execution the robot (1) proceeds to a goal, (2) saves the current robot pose, (3) stops recording data, (4) moves out of camera view to the home position, (5) estimates the block poses, (6) moves back to the saved pose, (7) resumes recording, (8) starts the next action. After moving to the final home position object poses are estimated and the maximum z height of a block determines stack success which is confirmed with human labeling. Some features, such as collision checks, are disabled so that a set of near-collision successes and failures may be recorded.
IV. PROBLEM AND APPROACH
We begin by distinguishing between one-shot pose estimation problems and tasks such as object grasping and placement. Pose estimation is typically a one timestep prediction [23] , [24] . Grasping and placement are actions that run continuously and which might be refined multiple times as the gripper approaches a goal. This makes it possible for grasping to be robust to hand eye calibration changes and missed grasps in a way that a one time pose estimate cannot [3] , [5] . We illustrate the refinement of a goal pose as a goal is approached qualitatively in our supplementary video.
A. Goals and Encodings
Each successful stacking attempt consists of 5 separate actions out of 41 possible actions as illustrated in Fig. 3 . Predictions P t are made with respect to ground truth goal poses G t at the end of each action. Stacking attempts and individual actions vary in duration and both are divided into separate 100 ms time steps t out of a total T . There is also a pose consisting of translation v and rotation r at each time step (2) , which are encoded between [0,1] for use in a neural network as follows: The translation vector encoding is v = (x, y, z)/d + 0.5, where d is the maximum workspace diameter in meters. The Rotation r axis-angle encoding is r = (a x , a y , a z , sin(θ), cos(θ))/s + 0.5, where a x , a y , a z is the axis vector for gripper rotation, θ is the angle to rotate gripper in radians, and s is a weighting factor relative to translation. Example E is the input to the neural network:
Where I 0 and I t are the initial and current images, v t , r t are the respective base to gripper translation and rotation (Fig.  2) . a t is the action one-hot encoding of 41 actions. Ground Truth Goal Pose G t from Fig. 2 is the 3D pose at time g at which the gripper trigger to open or close, ending an action in a successful stacking attempt:
where g is the first time the gripper moves after t, e is the gripper open/closed position in [0, 1]. The goal is defined by when the gripper position changes. In what follows,
) is a prediction of G t . Each example E t has a separate sub-goal G t defined by (1) the current action a t and (2) the robot's 3D gripper pose relative to the robot base frame at the time step g when the gripper begins moving to either grasp or release an object. Motion of the gripper also signals the end of the current action, excluding the final move(home) action, which has a fixed goal pose.
B. HyperTree MetaModel
We have noticed that many robotics papers utilizing deep neural network architectures share common architecture elements [3] , [4] , [25] . Broadly, each has inputs for images and/or vectors which are each processed by some number of neural network layers, though the structure varies. These components may then be concatenated to apply additional blocks of layers for data fusion. The output of these layers are subsequently split to one or more block sequences, typically dense layers. Finally, in the case of vector outputs there may be a pooling operation followed by activation, or the latent variables may simply be activated at each location in the case of pixel-wise outputs. Architectures fitting this layout have been partially or fully designed by hand in a completely reasonable manner, but is each the optimal choice for that domain? To investigate this question we designed the HyperTree MetaModel (Fig. 1 ) and parameterized it (Table II) so that models and their constituent parts might be defined, swapped, evaluated and optimized in a fully automatic fashion. In fact, a HyperTree MetaModel's search space can be defined to generalize many of the previously referenced architectures as a special case.
C. HyperTree Architecture Search
We define a HyperTree network using Keras [26] backed by Tensorflow [27] in search of a model which can most accurately predict the solution to a specific problem. We explore and then optimize the models' hyperparameter network structure using GPyOpt [28] . HyperTree search repeatedly runs a sampling from 100 random architectures and then estimates 10 additional random architectures by optimizing the Expected Improvement (EI) in training loss with a predictive Sparse Gaussian Process Model (SGPM). These limits were chosen due to the practical tradeoff between processing time and memory utilization when evaluating the SGPM, since we found GPyOpt prediction time outstripped model evaluation time with large sample sizes.
In practice, we (1) run HyperTree search for 1 epoch on between 500-5,000 models with augmentation disabled depending on the available computing resources and dataset size. From this we (2) automatically construct a table of the best models, which we sort by a chosen metric, typically the average cartesian or angular validation error. We then (3) conduct a second automated training run proceeding down the top 1-10% of this sorted list for 10 epochs per model, which is added to our model table. In step (4) we repeat steps 2 and 3 for 200 epochs with 2-10 models and augmentation enabled, if appropriate.
Step (5) initialized with the best model from step 4 resumed as needed until convergence, to reach a final model according to the chosen validation metric. An optional step (6) is to manually narrow the hyperparameter search space to ranges defined by the best image and trunk models and repeat steps 1-5. Variables, dimensions and inputs above (as in Sec. IV-A and IV-B) are parameterized. For example, HyperTrees accept zero or more vector and image inputs. The Cornell Grasping Dataset provides one image, and we utilize two on the block stacking dataset. Block stacking results are described in Fig. 4 , Table II , and Section V.
D. Regression ENAS
A complementary approach to HyperTree search is ENAS [1] , which trains an LSTM with a policy gradient in search of an optimal subgraph within a large graph representing possible architectures. We investigated ENAS to determine how effective its search paradigm is in comparison to HyperTrees. We were able to generate similar results on CIFAR-10 [35] and confirmed the approach by adapting their work for training on the Fashion-MNIST dataset [36] with which we found a state of the art micro-search architecture with 99.2% validation accuracy. Figure 1 . Image Models: VGG16 [29] , DN is DenseNet 121 [30] , RN is ResNet 50 [31] , [32] , IRNv2 is Inception ResNetv2 [33] , NAS is NASNet Mobile [6] . For network blocks, NAS refers to the "NASNet A Cell", DN refers to the DenseNet Dense Block, and ResNet refers to their Identity Block. The Activation hyperparameter applies to the Vector Model, the Conv3x3 Trunk Block, and the Dense Layers in the Dense Block. CoordConv [34] "Pre-Image" applies an initial CoordConv Layer to each input image and CoordConv Pre-Trunk applies a CoordConv layer after the vision and vector branches have been concatenated in the HyperTree Trunk.
In the Vector Block "Dense" is a sequence of Dense Layers, while "DNBlock" is a DenseNet style block where Dense layers replace convolutions for the purpose of working with 1D input. Starred * parameters were searched then locked in manually for subsequent searches to ensure consistency across models.
For the CoSTAR Block stacking dataset we adapt the original ENAS to accept arbitrary 3D tensors, replace all fixed average pooling layers with max pooling layers, and enable a final sigmoid activation in place of softmax for the regression of positions and orientations. To suit this new problem class we increase number of cells (Fig. 6 ) and parameterize the distance between each reduction cell to be every 2 cells, increasing the receptive field size to support larger images. We also reduced the number of blocks within a cell to 3. The vector input is tiled and then the initial image, current image, and tiled input vector are directly concatenated then fed to ENAS. In other words, the channels for a single pixel in the rotation case are (rgb, rgb, a t , v t , r t ).
Our translation loss is Mean Squared Error (MSE) or
and the rotation loss is Mean Squared
2 computed on a batch of example data (Eq. 1) while keeping the controller policy fixed.
The gradient for a child model of rENAS and ENAS before it are defined as follows, with variable definitions below:
where Θ is parameters of the controller LSTM, ω is the parameters of the child model, π(m; Θ) is the fixed controller policy, and m is a model sampled from the controller policy. During controller training, we fix ω and update Θ, aiming to maximize the expected reward E m∼π(m;Θ) R(m, ω). The reward is computed on the validation set for training gripper rotations and translations as follows:
where = 10 −12 , a small nonzero value. We find this new function to be a reasonable metric when searching neural architectures for regression problems, as the reward will double whenever the loss halves, except in the case of 0 loss. Both ENAS and rENAS architecture search occur entirely in GPU memory, so searches take substantially more memory than HyperTrees, necessitating small 64x64 images. Our final two rotation cell architectures are in Fig. 6 . Results are described in Fig. 4 , and Section V. The code for our experiments on rENAS is available at github.com/ahundt/enas.
V. RESULTS
Cornell Grasping Dataset: To first confirm the generality of HyperTree search we applied it to the Cornell Grasping Dataset [7] and generated a model with 96% classification accuracy on object-wise 5-fold cross evaluation, compared with 93% for DexNet 2.0 [4] .
Separation of translation and rotation models: In our initial search of the CoSTAR Block Stacking Dataset, a single model contained a final dense layer which output 8 sigmoid values encoding P t . The results of this search represent 1,229 models which are pictured as dots in Fig.  5 . The figure demonstrates that we found no models which were effective for both translation v CoSTAR Block Stacking Dataset: The hyperparameters of the best models resulting from the separate translation and rotation model searches are in Table II , while the performance of the top translation and rotation model is detailed in Fig. 4 for the training, validation, and test data. Results are presented on the success-only non-plush subset because the plush subset was being prepared at the time of writing. For translations on the HyperTree network, 67% of test pose predictions are within 4 cm and the average error is 3.3 cm. rENAS translations did not perform as well with 24% of test predictions within 4 cm and an average error of 12 cm. For comparison, the colored blocks are 5.1 cm on a side. 77% of rENAS rotation test prediction are within 15
• of error, and the average rotation error is 12.6
• . HyperTrees have 62% of rotation predictions within 15
• and an average test angular error of 18.3
• . We suspect that rENAS translation performance may be limited by several factors. Specifically, ENAS itself was designed with fixed hyperparameters such as the number of filters in layers, the number of cells, the number of blocks in a cell, and so on. A more extensive automated search of ENAS hyperparameters may be necessary for certain problem types, though this might have a substantial impact on the GPU time required to find a high quality model.
GPU Time: HyperTree model search takes approximately 3k GPU-hours on the CoSTAR Block stacking dataset with 3 GPUs: 1 Titan X, 1 GTX 1080 Ti, and 1 GTX 1080 GPU. rENAS model search takes approximately 20 GPUhours on a GTX 1080 Ti, depending on model size, and training takes approximately 22 hours, for a total of 42 GPU Hours. We note that rENAS (and ENAS before it) fixes many hyperparameters which were manually tuned, and HyperTrees outperforms rENAS for cartesian models.
A. Ablation Study
In essence, HyperTree search is itself an automated ablative study on the usefulness of each component in its own structure. This is because the HyperTree search space directly covers the cases where the Vector Model, Trunk Model, Dense Block, CoordConv Trunk, and CoordConv Image layers are removed. Specifically, a particular component is skipped when the number of layers in Table II corresponding to that component has a value of 0 or None. For this reason, the best HyperTree models will either have or lack these components depending solely on the ranking of validation performance (Fig. 5) , which is subsequently confirmed based on performance on the test data.
An additional HyperTree search of 1100 cartesian models confirms that differences in model quality persist with additional training (Fig. 4) . This search specified a NASNetMobile [6] image model and either a Conv3x3 or NASNet model A cell trunk, selected to explore the space around our final cartesian model. We conducted an initial 1 epoch run, a second 40 epoch run, and then a final 200 epoch run on the 9 best models with respect to validation cartesian error. The hyperparameters of the top 9 models vary widely within the search space. Examples variation include: 0-3 vector branch layers, both vector block models, 0-4 dense block layers, 2-10 trunk layers, 512-8192 vector filters, all 3 CoordConv options, and both trunk options.
The variety of effectiveness across models shown in Fig.  4 and 5 causes us to suspect that trivial hand selection of models might easily lead to incorrect broader conclusions about one particular approach to neural networks being ineffective, when it actually reflects poor hyperparameter choices. This may be an interesting topic of investigation in future research. Indeed, we found the selection of 8 separate 32 filter NasNet A cells in our own best rotation HyperTree model (Table II) to be very surprising, and it is an option we would be unlikely to select by hand.
VI. CONCLUSION
In conclusion, the automatic design of neural networks is an important step we believe will be necessary for broad and diverse deployment in robotics applications. Our contributions include two approaches for the low cost automatic design of neural networks with multiple inputs: HyperTree Architecture Search and rENAS. We have demonstrated the importance of hyperparameter choice via ablation studies, and demonstrate architecture search methods across multiple datasets including the CoSTAR Block Stacking Dataset, the Cornell Grasping Dataset, and the Fashion-MNIST image classification dataset. We have introduced an approach to full 3D object grasp and placement proposals which do not require object models, making it possible to grasp objects from one orientation to place in another for the purpose of completing a specific task. The GPU resources required by both rENAS and HyperTrees are within the reach of a single deep learning workstation, so they represent an effective approach to low cost automatic design of neural network models with a unique multi-input capability.
