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In this thesis, we use particle filters on segmentations of the latent-state sequence of a
hidden Markov model, to estimate the model likelihood and distribution of the hidden
states. Under this set-up, the latent-state sequence is partitioned into subsequences,
and particle filters are applied to provide estimation for the entire sequence. An
important advantage is that parallel processing can be employed to reduce wall-clock
computation time. We use a martingale difference argument to show that the model
likelihood estimate is unbiased. We show, on numerical studies, that the estimators
using parallel particle filters have comparable or reduced (for smoothed hidden-state
estimation) variances compared to those obtained from standard particle filters with
no sequence segmentation. We also illustrate the use of the parallel particle filter
framework in the context of particle MCMC, on a stochastic volatility model.
List of Tables
4.1 Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.9, σx/σy = 10, K = Kp = 500. . . . . . . . . . . . . . . . . . . 83
4.2 Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.8, σx/σy = 10, K = Kp = 500. . . . . . . . . . . . . . . . . . . 84
4.3 Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.7, σx/σy = 10, K = Kp = 500. . . . . . . . . . . . . . . . . . . 84
4.4 Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.6, σx/σy = 10, K = Kp = 500. . . . . . . . . . . . . . . . . . . 84
4.5 Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.5, σx/σy = 10, K = Kp = 500. . . . . . . . . . . . . . . . . . . 85
4.6 Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.9, σx/σy = 10, K = 500, Kp = 700. . . . . . . . . . . . . . . . . 85
4.7 Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.8, σx/σy = 10, K = 500, Kp = 700. . . . . . . . . . . . . . . . . 85
4.8 Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.7, σx/σy = 10, K = 500, Kp = 700. . . . . . . . . . . . . . . . . 86
4.9 Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.6, σx/σy = 10, K = 500, Kp = 700. . . . . . . . . . . . . . . . . 86
vii
viii List of Tables
4.10 Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.5, σx/σy = 10, K = 500, Kp = 700. . . . . . . . . . . . . . . . . 86
4.11 Comparison of Computational Time for T = 50. . . . . . . . . . . . . 87
4.12 Comparison of Computational Time for T = 100. . . . . . . . . . . . 87
4.13 Comparison of Computational Time for T = 150. . . . . . . . . . . . 87
4.14 Comparison of Log Likelihood Estimates for Different Values of α with
T = 50, σx/σy = 10, K = Kp = 500. . . . . . . . . . . . . . . . . . . . 88
4.15 Comparison of Log Likelihood Estimates for Different Values of α with
T = 50, σx/σy = 5, K = Kp = 500. . . . . . . . . . . . . . . . . . . . 88
4.16 Comparison of Log Likelihood Estimates for Different Values of α with
T = 50, σx/σy = 1, K = Kp = 500. . . . . . . . . . . . . . . . . . . . 88
4.17 Comparison of Log Likelihood Estimates for Different Values of α with
T = 50, σx/σy =
1
5
, K = Kp = 500. . . . . . . . . . . . . . . . . . . . 89
4.18 Comparison of Log Likelihood Estimates for Different Values of α with
T = 50, σx/σy =
1
10
, K = Kp = 500. . . . . . . . . . . . . . . . . . . . 89
4.19 Comparison of Log Likelihood Estimates for Different Values of σx/σy
with T = 50, α = 0.7, K = Kp = 500. . . . . . . . . . . . . . . . . . . 92
4.20 Comparison of Hidden States Estimates for σx/σy = 10. . . . . . . . . 94
4.21 Comparison of Hidden States Estimates for σx/σy = 5. . . . . . . . . 94
4.22 Comparison of Hidden States Estimates for σx/σy = 1. . . . . . . . . 94
4.23 Comparison of Hidden States Estimates for σx/σy =
1
5
. . . . . . . . . 94
4.24 Comparison of Hidden States Estimates for σx/σy =
1
10
. . . . . . . . . 95
4.25 Comparison of Log Likelihood Estimates and Computational Time for
Different Values of M with σx/σy =
1
10
. . . . . . . . . . . . . . . . . . 99
4.26 Comparison of Log Likelihood Estimates and Computational Time for
Different Values of M with σx/σy = 1. . . . . . . . . . . . . . . . . . 100
4.27 Comparison of Log Likelihood Estimates and Computational Time for
Different Values of M with σx/σy = 10. . . . . . . . . . . . . . . . . . 100
4.28 Comparison of Log Likelihood Estimates and Computational Time us-
ing Sub-sampling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
List of Tables ix
5.1 Result for PMCMC algorithm using 2T = 50, K = 100. . . . . . . . . 112
5.2 Result for PMCMC algorithm using 2T = 50, K = 300. . . . . . . . . 112
5.3 Result for PMCMC algorithm using 2T = 50, K = 500. . . . . . . . . 112
5.4 Geweke estimate for the mean and numerical standard error of the
parameters for 2T = 50. . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.5 Autocorrelation for 2T = 50, K = 500 and N = 1000. . . . . . . . . . 113
5.6 Result for PMCMC algorithm using 2T = 100, K = 100. . . . . . . . 113
5.7 Result for PMCMC algorithm using 2T = 100, K = 300. . . . . . . . 113
5.8 Result for PMCMC algorithm using 2T = 100, K = 500. . . . . . . . 113
5.9 Geweke estimate for the mean and numerical standard error of the
parameters for 2T = 100. . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.10 Autocorrelation for 2T = 100, K = 500 and N = 1000. . . . . . . . . 114
5.11 Result for PMCMC algorithm using 2T = 200, K = 100. . . . . . . . 114
5.12 Result for PMCMC algorithm using 2T = 200, K = 300. . . . . . . . 114
5.13 Result for PMCMC algorithm using 2T = 200, K = 500. . . . . . . . 115
5.14 Geweke estimate for the mean and numerical standard error of the
parameters for 2T = 200. . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.15 Autocorrelation for 2T = 200, K = 500 and N = 1000. . . . . . . . . 115
5.16 Raftery-Lewis diagnostic for different values of 2T with K = 500, N =
1000. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.17 Geweke Chi-Square significance for K = 500 and burn-in period = 500. 116
List of Figures
4.1 Particle trajectory for σx/σy = 10. . . . . . . . . . . . . . . . . . . . . 95
4.2 Particle trajectory for σx/σy = 5. . . . . . . . . . . . . . . . . . . . . 95
4.3 Particle trajectory for σx/σy = 1. . . . . . . . . . . . . . . . . . . . . 96
4.4 Particle trajectory for σx/σy =
1
5
. . . . . . . . . . . . . . . . . . . . . 96
4.5 Particle trajectory for σx/σy =
1
10
. . . . . . . . . . . . . . . . . . . . . 96
5.1 Running Mean of Parameters for 2T = 50, K = 300. . . . . . . . . . . 126
5.2 Running Mean of Parameters for 2T = 100, K = 300. . . . . . . . . . 126
5.3 Running Mean of Parameters for 2T = 200, K = 300. . . . . . . . . . 127
5.4 Sample Path of Parameters for 2T = 50, K = 100. . . . . . . . . . . . 127
5.5 ACF Plots for 2T = 50, K = 100. . . . . . . . . . . . . . . . . . . . . 128
5.6 Sample Path of Parameters for 2T = 50, K = 300. . . . . . . . . . . . 128
5.7 ACF Plots for 2T = 50, K = 300. . . . . . . . . . . . . . . . . . . . . 129
5.8 Sample Path of Parameters for 2T = 50, K = 500. . . . . . . . . . . . 129
5.9 ACF Plots for 2T = 50, K = 500. . . . . . . . . . . . . . . . . . . . . 130
5.10 Sample Path of Parameters for 2T = 100, K = 100. . . . . . . . . . . 130
5.11 ACF Plots for 2T = 100, K = 100. . . . . . . . . . . . . . . . . . . . 131
5.12 Sample Path of Parameters for 2T = 100, K = 300. . . . . . . . . . . 131
5.13 ACF Plots for 2T = 100, K = 300. . . . . . . . . . . . . . . . . . . . 132
x
List of Figures xi
5.14 Sample Path of Parameters for 2T = 100, K = 500. . . . . . . . . . . 132
5.15 ACF Plots for 2T = 100, K = 500. . . . . . . . . . . . . . . . . . . . 133
5.16 Sample Path of Parameters for 2T = 200, K = 100. . . . . . . . . . . 133
5.17 ACF Plots for 2T = 200, K = 100. . . . . . . . . . . . . . . . . . . . 134
5.18 Sample Path of Parameters for 2T = 200, K = 300. . . . . . . . . . . 134
5.19 ACF Plots for 2T = 200, K = 300. . . . . . . . . . . . . . . . . . . . 135
5.20 Sample Path of Parameters for 2T = 200, K = 500. . . . . . . . . . . 135
5.21 ACF Plots for 2T = 200, K = 500. . . . . . . . . . . . . . . . . . . . 136
5.22 Running Mean Plots for 2T = 200, K = 300 and N = 10000. . . . . . 136
5.23 ACF Plots for 2T = 200, K = 300 and N = 10000. . . . . . . . . . . 137
5.24 Log Likelihood for 2T = 50, K = 100. . . . . . . . . . . . . . . . . . . 137
5.25 Log Likelihood for 2T = 50, K = 300. . . . . . . . . . . . . . . . . . . 138
5.26 Log Likelihood for 2T = 50, K = 500. . . . . . . . . . . . . . . . . . . 138
5.27 Log Likelihood for 2T = 100, K = 100. . . . . . . . . . . . . . . . . . 139
5.28 Log Likelihood for 2T = 100, K = 300. . . . . . . . . . . . . . . . . . 139
5.29 Log Likelihood for 2T = 100, K = 500. . . . . . . . . . . . . . . . . . 140
5.30 Log Likelihood for 2T = 200, K = 100. . . . . . . . . . . . . . . . . . 140
5.31 Log Likelihood for 2T = 200, K = 300. . . . . . . . . . . . . . . . . . 141
5.32 Log Likelihood for 2T = 200, K = 500. . . . . . . . . . . . . . . . . . 141
Author’s Contribution
In this thesis, the author has proposed a new method for the estimation of the
likelihood function and latent states distributions in a hidden Markov model. The
main idea is to use segmentation of the observed data and run particle filters for
each segment in parallel. The framework and notations used for this proposed
method are introduced by the author. The author has proposed an estimate for
ψMT := E[ψ(X1:MT )|Y1:MT ] under this framework and proved that it is unbiased in
Theorem 3.4. The proof is motivated by Chan and Lai (2013) where a martingale
difference approach is used to prove the unbiasedness of the estimate using the pro-
posed method. The author considered two martingale difference expressions for the
estimates for the proof of unbiasedness. The validity of the expressions are proven by
the author in Lemmas 3.3 and 3.6. Technical lemmas meant for these proofs are done
by the author as well. The two different martingale difference expressions can be used
for establishing a central limit theorem and standard errors estimates respectively. A
discussion on the possible computational cost savings is done by the author.
The author has conducted numerical studies to support the validity of the proposed
method that can be found in Chapter 4. The proposed method was used to compute
likelihood estimates for a Gaussian linear hidden Markov model. Comparisons are
made to the usual particle filter and Kalman filtering to assess the performance of
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the proposed method in likelihood estimation. Further, simulations are done by the
author to investigate the possible variance reduction in smoothed means estimation
using the proposed method.
The author has further done numerical studies on real-life financial data using a
stochastic volatility model used by Flurry and Shephard (2011) in Chapter 5. In this
study, the proposed method is used in conjunction with the particle Markov chain
Monte Carlo method that was proposed by Andrieu et al. (2010). The use of particle
Markov chain Monte Carlo method in econometrics has been well reviewed by Pitt
(2012). The numerical study illustrates the use of the proposed method in existing





In this thesis, our objective is to propose a new sequential Monte Carlo (SMC) method
for the estimation of the likelihood function and latent states in a hidden Markov
model. A hidden Markov model (HMM) is a class of models with a wide range of real
applications. The application of this model includes speech recognition, econometrics
and computational biology. For this model, in contrast to the simple Markov model,
the Markov chain is not directly observed and hence the use of the adjective ‘hidden’
to describe this chain. The observation is done, typically with noise, via an output
that is dependent on the current state of the Markov chain. For such model, one will
be interested to obtain the distribution of the hidden (latent) states conditioned on
the observations gathered. Having this distribution will enable one to make inferences
of the sequence of states for the hidden Markov chain. Another quantity of interest is
the likelihood function for the observations. Apart from obtaining the probability for
the sequence of observations, the likelihood function is useful for model comparison
and parameter estimation. However, the exact computation of the required condi-
tional distributions and the likelihood function is typically hard to compute due to
the fact that the associated high-dimensional integrals are difficult to evaluate. In
practice, one will make use of numerical methods to approximate the conditional dis-
tributions and the likelihood function.
A common and popular method to obtain these estimates is to use SMC methods,
1
2 Chapter 1. Introduction
otherwise known as particle filtering. The details will be reviewed in Chapter 2. As
a brief introduction, the algorithm will generate samples known as particles with as-
signed weightings. Each particle consists of a string of simulated random variables
for the hidden states with respect to time. These weightings are computed to en-
sure that the particles provide an approximation to the target density of the hidden
Markov model. One of the advantages of SMC methods is that the particles can be
updated immediately as new observations are available as time progresses. Typical
SMC methods will have a resampling stage to address the problem of weight degen-
eracy of the particles as time propagates. However, with resampling, one will expect
less distinct particles in the earlier stages of time, a problem known as path degeneracy.
The motivation behind our proposed method is driven by parallel computation. With
recent developments in computation processors, parallel computing has gained atten-
tion for its computational cost savings advantage, as algorithms can be run in tandem.
Our aim is to utilise this facility for the implementation of the proposed algorithm
by considering data segmentation of the observation sequence of a hidden Markov
model. The details will be dealt with in Chapter 3. Apart from computational cost
savings, our proposed method has other attractive properties as well. Our proposed
method will be able to tackle the problem of path degeneracy. One possible advantage
of solving the path degeneracy problem is variance reduction for the estimation of
smoothed means for the hidden Markov model. The terminologies for the notations
mentioned will be addressed in Chapter 2.
For this thesis, we are also interested in Bayesian inferences from a hidden Markov
model, where the parameters involved are given a prior distribution. Under this frame-
work, inferences of the parameter are based on the posterior distribution (which will
be defined later) of the parameter. We shall provide a brief review of Bayesian infer-
ence problems in this chapter. It is explained that the analytical solutions to Bayesian
problems are often intractable and thus necessitate the need of a numerical method
to obtain approximated solutions. The common numerical approach is to make use of
Markov chain Monte Carlo (MCMC) methods to target the density involved for the
1.1. Review on Bayesian inferences 3
Bayesian problem, the posterior density. Recent developments in this area utilise a
particle filter to obtain unbiased estimates of the likelihood function. These estimates
are used for the computation of the acceptance ratio of the MCMC methods. One
such method is the particle Markov chain Monte Carlo (PMCMC) method proposed
by Andrieu et al. (2010). Our proposed method can replace the existing usage of par-
ticle filters for the estimation of the likelihood function. Using our proposed method
will enable one to achieve computational cost savings with minimal adjustment to
the existing PMCMC algorithm.
Accordingly, in this chapter, we will first provide a quick review on Bayesian inferences
in Section 1.1. In Section 1.2, we will give the definition of conditional expectations
and relevant properties that will be used for proving our main theorem in Chapter
3. The thesis organisation will be provided in Section 1.3. In this section, we will
provide the reader an overview on the structure of the thesis. The organisation can
be summarised to the following three areas: literature review; notations, framework
and theory of the proposed method; and numerical studies on selected hidden Markov
model. The details will be provided in this section.
1.1 Review on Bayesian inferences
In classical statistical theory, parameter inferences are often done using a maximum
likelihood method. Before we introduce the Bayesian paradigm, we shall give a quick
recap of this method. More details can be found in, for example, Shao (2003).
Definition 1.1.1. Let X ∈ X be a sample with a probability density function fθ
with respect to a σ-finite measure ν, where θ ∈ Θ ⊂ Rk.
(i) For each x ∈ X , fθ(x) considered as a function of θ is called the likelihood
function and denoted by `(θ).
(ii) Let Θ¯ be the closure of Θ. A θˆ ∈ Θ¯ satisfying `(θˆ) = maxθ∈Θ¯ `(θ) is called a
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maximum likelihood estimate (MLE) of θ. If θˆ is a Borel function of X a.e. ν,
then θˆ is called a maximum likelihood estimator (MLE) of θ.
(iii) Let g be a Borel function from Θ to Rp, p ≤ k. If θˆ is an MLE of θ, then
ϑˆ := g(θˆ) is defined to be an MLE of ϑ := g(θ).




In the Bayesian inferential framework, the parameters of the likelihood function are
treated as random variables. When no data is observed, the parameter θ is given
a distribution called the prior distribution with density pi(θ). The information is
provided by the data x, which is an observation from X with a distribution param-
eterised by θ with density f(x|θ). As the data is observed, we will be interested in
the posterior distribution with density pi(θ|x) to make inferences about the unknown
θ conditioned on the observed data x. The posterior density can be computed using
Bayes Theorem:
P (A|B) = P (A ∩B)
P (B)
. (1.1.1)
When equation (1.1.1) is used in the evaluation of conditional density, we can compute
the posterior density by
pi(θ|x) = pi(θ)f(x|θ)/m(x), (1.1.2)
where m(x) :=
∫
pi(θ)f(x|θ) dθ is the marginal density of X.
In the Bayesian approach, all the information about θ is provided from the posterior
distribution. Accordingly, inferences about θ must be made from the posterior distri-
bution. In estimating θ, the decision-theoretic approach is to specify a loss function
L(θ, δ(x)) which denotes the loss incurred when δ(x) is used to estimate θ. The Bayes
risk is the expectation of the loss function with respect to the posterior distribution
given by
E[L(θ, δ(x))|X = x] =
∫
L(θ, δ(x))pi(θ|x) dθ.
The Bayes action is the decision that minimises the Bayes risk. Let ‖f‖2 = (∫ f 2 dµ) 12
denotes the L2-norm. For the quadratic loss function L(θ, δ(x)) = ‖θ − δ(x)‖2, the
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Bayes action is δpi := Epi[θ|x] where the expectation is taken under the posterior dis-
tribution. In contrast, the maximum likelihood method does not typically make use
of any loss function.
In order to evaluate the Bayes action under the quadratic loss function, one will need
to have the posterior density in closed form. This is often not possible unless the
prior is a conjugate prior. When a conjugate prior is chosen, the prior and poste-
rior distributions will belong to the same parametric family of distributions or a pair
of parametric families. The parametric families are often exponential which allows
explicit computation and updating of the parameters involved. However, even when
the posterior density is in closed form, it may not be possible to evaluate the integral∫
θpi(θ|x) dθ analytically. For such situations, a numerical method is necessary to ap-
proximate the integrals involved. One would need to make use of sampling techniques
to produce approximate samples from the posterior distribution for instance.
In Chapter 2, we will give a brief review on various sampling techniques that are
popular in practice. We will review some recent developments in these sampling
techniques. These techniques provide a basis for our proposed method.
1.2 Conditional expectations and martingales
The main theorem in this thesis is proven using conditional expectation and differ-
ence of martingale sequences. As such, we shall provide a quick review of conditional
expectation and martingale in this section. The reader can refer to Billingsley (1995),
Durrett (1995) and Chung (2001) for a more detailed treatment of these topics.
Definition 1.2.1. Consider a probability space (Ω,F0, P ), a σ-field F ⊂ F0, and
a random variable X that is measurable with respect to F0 with E[|X|] < ∞. The
conditional expectation of X given F , E[X|F ], is a random variable Y such that
(i) Y is measurable with respect to F ,
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We shall list down some useful properties of conditional expectations that will be
used in the proof of Theorem 3.4 and Theorem 3.6.
Theorem 1.1
The conditional expectation satisfies the following properties.
(i) Linearity: E[aX + bY |F ] = aE[X|F ] + bE[Y |F ].
(ii) Monotonicity: If X ≤ Y , then E[X|F ] ≤ E[Y |F ] a.s.
(iii) Tower Property: If F1 ⊂ F2, then (a) E[E[X|F1]|F2] = E[X|F1] and (b)
E[E[X|F2]|F1] = E[X|F1].
(iv) If X ∈ F and E[|Y |] <∞, E[|XY |] <∞, then E[XY |F ] = XE[Y |F ] a.s.
To introduce a martingale, one will need to consider a sequence of σ-algebras {Fn}∞n=1
in F such that Fn ⊂ Fn+1 for all n ≥ 1. For such sequences, we say that {Fn}∞n=1 is
a filtration.
Definition 1.2.2. Let X1, X2, . . . be a sequence of random variables on a probability
space (Ω,F , P ) and let {Fn}∞n=1 be a filtration in F . Let Xn be measurable with
respect to Fn for n ≥ 1 with E|Xn| <∞. The sequence {(Xn,Fn) : n = 1, 2, . . .} is
a martingale if E[Xn+1|Fn] = Xn a.s.
Condition (iv) implies that E[Xm|Fn] = Xn a.s for m > n. This can be proven easily
using induction and the tower property.
1.3 Thesis organisation
The thesis is organised in the following manner.
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In Chapter 2, we will provide a literature review on various sampling methods that
are popular in practice. In particular, the SMC method will be discussed in greater
depth. A brief account on Markov chains will be provided in this chapter, as well as a
review on Markov chain Monte Carlo (MCMC) methods. Recent developments of the
MCMC methods will also be discussed. We shall consider the particle Markov chain
Monte Carlo method, SMC2 algorithm and substitution algorithm for this purpose.
In Chapter 3, the notations and framework of the proposed method will be intro-
duced. The method, termed as the parallel particle filter (PPF) will be elaborated
on. The algorithm of PPF will be given in this chapter. The estimates of the marginal
likelihood and functions involving latent states using PPF framework will be defined.
The proof of the unbiasedness property of the proposed estimates under the canonical
case will be given. The proof will make use of a martingale difference expression of
the proposed estimates. We shall give two martingale difference expressions for the
proposed estimates. While both can be used to prove unbiasedness, these two expres-
sions serve different purposes. One form is useful in obtaining a central limit theorem
for the proposed estimate; while the other form is useful in deriving approximation for
the standard errors of the proposed estimates. A brief discussion on computational
cost savings when the PPF is used will be done.
In Chapter 4, we will conduct a numerical study for using PPF to estimate the
marginal likelihood and smoothed mean for a chosen linear Gaussian HMM. We will
compare the performance of PPF with Kalman filtering and the usual particle filter
(PF) via estimates of the marginal likelihood and latent states. We will further dis-
cuss the implementation of the PPF algorithm when different number of subsequences
are used. A brief account on using subsampling for our proposed method will be given.
In Chapter 5, before we proceed to the numerical study on real data for a stochastic
volatility (SV) model, a brief review will be given for selected SV models. The SV
model chosen for our numerical study is proposed by Flury and Shephard (2011).
We will make some modification to the model and employ PMCMC algorithm util-
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ising PPF for Bayesian inferences. Autocorrelation plots will be used to assess the
performance of the MCMC method with the implementation of our proposed method.
Concluding remarks and discussion on future research will be given in Chapter 6. In
particular, we will look into proving a central limit theorem for our proposed esti-
mates and obtaining approximations for the standard errors of our proposed estimates.
Chapter2
Literature Review
In this chapter, we will review important topics used in this thesis. The structure
of this chapter can be categorised as follows: definitions of hidden Markov model,
sampling techniques leading to sequential Monte Carlo methods, and Markov chain
Monte Carlo methods and their extensions. We will elaborate on the topics covered
for each section.
As our proposed method is applied to the hidden Markov model, we will provide the
definition of this model in Section 2.1, as well as an algorithm to compute the exact
distribution under certain conditions. Thereafter, we will introduce various numerical
methods that are widely used for simulation and estimation purposes. We shall begin
by first reviewing the Monte Carlo method in Section 2.2 and importance sampling
in Section 2.3. These methods are fundamental to various sampling techniques. An
example of such extension is the self-normalised importance resampling which will be
discussed in Section 2.4. Another important extension in the context of our thesis is
sequential Monte Carlo (SMC) methods which will be covered in Section 2.5. When
applied to hidden Markov models, SMC methods are commonly known as particle
filtering. We will give a detailed review of SMC methods in this section as our pro-
posed method is an example of such algorithms. We shall provide the notations and
fundamentals of particle filters to prepare the reader for the discussion in Chapter
3. In this thesis, we are interested in Bayesian inferences involving a hidden Markov
9
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model: the parameters involved are given a prior distribution and one has to make
inferences from the posterior density. A popular approach is to make use of Markov
chain Monte Carlo (MCMC) methods for such scenarios. Accordingly, we shall first
give a quick review on the convergence of a Markov chain to its stationary distribution
if it exists before discussing MCMC methods in Section 2.6. In particular, we will
consider two widely used MCMC methods: the Metropolis-Hastings (MH) algorithm
and Gibbs sampling. These methods, apart from being easy to implement for simple
cases, can serve as building blocks for more complex algorithms. In our thesis, we
shall consider a MH within Gibbs sampling for our numerical studies in Chapters 5.
As we will show, one needs the exact marginal likelihood for a hidden Markov model
to compute the MH acceptance ratio in a MH algorithm. When the exact marginal
likelihood is intractable, one could make use of unbiased estimates to compute the re-
quired MH acceptance ratio. These algorithms are examples of pseudo Markov chain
Monte Carlo (PsMCMC) methods (proposed by Beaumont (2003) and Andrieu and
Roberts (2009)) and will be discussed briefly in Section 2.7. The principles of PsM-
CMC methods are fundamental to the particle Markov chain Monte Carlo (PMCMC)
methods (proposed by Andrieu et al., 2010) that will be discussed in Section 2.8 and
SMC 2 methods (proposed by Chopin et al., 2013) that will be discussed in Section
2.9. Finally in Section 2.10, we will introduce the substitution algorithm that was
proposed by Chan and Lai (2014) as a new alternative to the usual MCMC methods.
2.1 Hidden Markov model
The hidden Markov model (HMM) or the state-space model (SSM) is a class of sta-
tistical models that have a wide variety of real applications. The use of hidden states
in this model allows it to model many real world time series. We shall list some of
its uses. Rabiner and Juang (1993), and Jelinek (1997) made use of HMM in speech
recognition models. In econometrics, Hamilton (1989) and Kim and Nelson (1999)
utilised HMMs in financial models. HMMs are used in computational biology as well.
Interested readers can refer to Durbin et al. (1998) and Koski (2001) and references
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therein for an in-depth treatment. Other examples where HMMs are used include
computer vision (Bunke and Caelli, 2001), information theory (Elliott, 1993) and lo-
cation tracking (Gordon et al. (1993), Ristic et al. (2004)). For descriptions of the
models used in real world time series involving HMMs, interested readers can refer to
Cappe´ (2005). In this section, we will provide a brief introduction of this model and
the notations associated with such models.
Definition 2.1.1. A hidden Markov model comprises of a hidden Markov state pro-
cess {Xn : n ≥ 1} described by its initial density X1 ∼ µθ(·) and transition probability
density Xn+1|(Xn = x) ∼ fθ(·|x) for some static parameter θ ∈ Θ ⊆ Rd and the ob-
served process {Yn : n ≥ 1} which is related to the Markov state process through the
density Yn|(Xn = x) ∼ gθ(·|x). We can also assume that θ is a variable and assign a
prior p(θ) to it.
In our studies of the HMM, we are interested in two main areas: the estimation of
the hidden (latent) states and the estimation of the parameters involved. For state
inference when θ is fixed, there are three main areas of interest. If the process {Yn}
is observed, the estimation of the density of Xk for k < n, pθ(xk|y1:n), is known as
smoothing ; the estimation of the density of Xn, pθ(xn|y1:n), is known as filtering and
the estimation of the density of Xk, pθ(xk|y1:n), for k > n is known as predicting,
where y1:n denotes the observations y1, . . . , yn. In this thesis, we will focus our atten-
tion on filtering and estimation of smoothed mean E[Xk|Y1:n] for k < n, where E[·]
denotes the expectation taken under the HMM.
A classic example of an HMM is the Gaussian linear state-space model. It takes the
form
Xk+1 = AkXk +RkUk,
Yk = BkXk + SkVk,
where {Uk}k≥0, the state or process noise, and {Vk}k≥0, the measurement noise, are
independent standard multivariate Gaussian white noise, Rk is the square root of the
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Algorithm 1: Kalman Filtering
begin
Initialisation;
Set Xˆ0|0 = 0 and Σ0|0 = Σν ;
for k = 1 : n do
Compute the following:
Xˆk|k−1 = AkXˆk−1|k−1, Prediction
Σk|k−1 = AkΣk−1|k−1A′k +RkR
′
k, Prediction
k = Yk −BkXˆk|k−1, innovation





k , Kalman gain
Xˆk|k = Xˆk|k−1 +Kkk, filter state estimation
Σk|k = Σk|k−1 −KkBkΣk|k−1, filter error covariance.
end
end
state noise covariance and Sk is the square root of the measurement noise covariance.
Ak and Bk are known matrices with appropriate dimensions and dependent on the
time index k. The initial condition X0 is Gaussian with mean 0 and covariance Σν
and is uncorrelated with the processes {Uk} and {Vk}.
This particular model is important in engineering and time series due to its practical
application. Further, it is one of the model where the distribution of Xn given Yn can
be computed using an exact numerical algorithm. The algorithm is known as Kalman
filtering which is introduced by Kalman and Bucy (1961). The pseudo code is given
in Algorithm 1.
For general HMMs, typically we will not be able to have an algorithm to obtain
the exact distribution of the hidden states given the observed states. For example,
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consider the following HMM
Xk+1 = a(Xk) + k, Yk = b(Xk) + νk
where a(·) and b(·) are measurable functions and {k}k≥0 and {νk}k≥0 are mutually
independent and identically distributed sequences of random variables that are inde-
pendent of X0. If a(·) and b(·) are non-linear, one will need to use other methods to
obtain approximation of the required distribution of Xn given Y1:n or other values of
interest.
2.2 Monte Carlo method
Suppose one is interested in approximating the expected value of a function of random
variable X taking values on the space X with probability measure P , denoted by
µ(f) := EP [f(X)] where f : X 7→ R is such that µ(f) < ∞. One could use the
technique of Monte Carlo method to obtain an unbiased estimate of µ(f). The idea
is as follows. If one is able to generate a sample (X1, . . . , XN) directly from the
distribution P , then one can obtain an estimate, called the Monte Carlo estimate,







It is a routine exercise to show that (2.2.1) gives an unbiased estimate for µ(f). By
the Strong Law of Large Numbers, µˆ(f) converges almost surely to µ(f).
Apart from its simplicity, one will be able to determine the speed of convergence of
the Monte Carlo estimate if EP{[f(X)]2} is finite. Define
σ2 := VP [f(X)] = EP{[f(X)]2} − {EP [f(X)]}2.
The variance of the Monte Carlo estimate is given by σ2/N . Accordingly, the stan-
dard error of the Monte Carlo estimate will decrease at a rate of O(1/√N) regardless
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of the dimension of the space X .
Further, since σ2 <∞, one will be able to establish a Central Limit Theorem for the





where ⇒ denotes convergence in distribution. Hence, for large N ,
µˆ(f) ≈ µ(f) + σ√
N
Z
in distribution where Z ∼ N(0, 1). Accordingly, the convergence rate of the Monte
Carlo estimate is O(1/√N).







Applying the Strong Law of Large Numbers, one can show that σˆ2 converges almost
surely to σ2. Using this estimate and the Central Limit Theorem, one would be able
to construct asymptotic confidence bounds for the Monte Carlo estimates.
2.3 Importance sampling
As in the earlier section, suppose one is interested in approximating µ(f). Instead
of sampling X directly with respect to probability measure P , one could use the
technique of importance sampling (IS) to generate the random variable with respect
to another probability measure Q such that P  Q. This is done in the case when
it is simpler to generate with respect to the probability measure Q. Further, this
technique may result in variance reduction for the estimates involved.
As an example of variance reduction, one can consider the estimation of
α = EP [I(k,∞)(X)] = P(X > k)
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where α is small and IA(x) is the indicator function of the set A. The idea is to sim-
ulate from another distribution such that the event {X > k} will occur with a higher
probability. Under this procedure, the ‘important’ values are given higher weighting.
We will then adjust it with a weight given by the Radon-Nikodym derivative dP
dQ
of











Since {X1, . . . , XN} is generated from the distribution Q, one will be able to show

















For the Monte Carlo estimate of α given by αˆMC := N
−1∑N
i=1 I(k,∞)(Xi), the variance













< α, one will be able
to obtain an estimate with a lower variance. Since the variance of the estimator is
reduced, one will have a more efficient estimate.
More generally, if one requires estimate of µ(f), one can perform importance sampling
to obtain a sample {Xi}Ni=1 with associated importance weights {dPdQ(Xi)}Ni=1. Then













(X)] = EP [f(X)], one can show that the importance sampling esti-
mate is unbiased. Accordingly, by the Strong Law of Large Numbers, the IS estimates
will be consistent as well.
For this technique, the probability measures P and Q must be known exactly. For
probability measures that are known up to a constant, one can make use of self-
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normalised importance resampling which will be introduced in the next section.
2.4 Self-normalised importance sampling
From the earlier section, for importance sampling to work, one would need to know P
and Q exactly. To elaborate on this, suppose P is known up to a constant multiplier.
That is, the density function can be expressed as p(x) = bpu(x) where b is an unknown
constant and pu is the unnormalised density function which is known exactly. Further,
the proposal density can be expressed as q(x) = cqu(x) where c is an unknown constant
and qu is the unnormalised density function which is known exactly. Under this







where b/c is an unknown constant. Apart from the case when b = c, the importance
weights, having an unknown component cannot be evaluated. For such scenario, one
will not be able to use importance sampling.
To circumvent this problem, one can consider the self-normalised importance sampling






Since w(Xk) appears in both the numerator and denominator of (2.4.1), the term
b/c cancels and one will be able to evaluate the estimate. By doing so, we have
normalised the importance weights, resulting in the estimate to be self-normalising.
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However, by normalising the importance weights, one will not be able to obtain an
unbiased estimate. Since EQ[f(Xk)W (Xk)] is not equal to µ(f) in general, the SIS
estimate will be biased. Despite this, one can show that the SIS estimate is consistent
for µ(f) under certain conditions to be specified in the following theorem.
Theorem 2.1
Let p be a probability density function on Rd of the measure P and let f(x) be a
function such that µ(f) = EP [f(X)] exists. Suppose that q is a probability density
function on Rd with q(x) > 0 whenever p(x) > 0. Let Xk ∼ Q, k = 1, . . . , N be




















The numerator is the usual IS estimate while the denominator is the IS estimate










Consequently, µ˜IS → µ(f) a.s. 
Theorem 2.1 justifies the use of the SIS estimate when the density functions p and
q are known up to constant multipliers. In the next section, we will discuss the use
of importance sampling when the distribution P is sequential in nature. This class
of methods are known as sequential Monte Carlo methods. The idea of normalising
the weights will be used in these algorithms in order to deal with the normalising
constant.
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2.5 Sequential Monte Carlo methods
In the previous section, we have described tweaking the importance sampling tech-
nique to target a distribution P when it is known up to a constant. In such scenarios,
the target distribution is of a fixed dimension. In some situations, however, one is
interested to obtain samples from a sequence of distributions {pit} where the dimen-
sion of pit increases as t increases. For such scenarios, the parameter t is often related
to time. If one is to generate N samples for each distribution pit for t ≥ 1 when N
is large, one would need more storage space for the samples (which are increasing in
dimension with t). Further, there might be more computational complexity to target
pit directly as t increases. If one is faced with a time or storage constraint to store
the generated samples as t increases, one will not be able to use the usual importance
sampling techniques to target this sequence of distributions.
To target such sequence of distributions, one could make use of sequential Monte
Carlo (SMC) methods. SMC methods refer to algorithms that sample sequentially
from a sequence of target distribution {pin} of increasing dimension, where each dis-
tribution pin is defined on the product space X n. In these scenarios, it is often that
the state space of pit+1 is an augmentation of the state space of pit and one could
simply simulate a subvector for the approximation of pit+1. One such example, that
was used by Gordon et al. (1993), is the position and speed of a plane at time t where
the observations are obtained with noise.
A natural example of using SMC methods is in HMMs due to its sequential na-
ture with respect to time. For an HMM, when a new observation is recorded, the
importance weights can be updated sequentially by choosing appropriate sampling
distributions. This avoids the inefficiency and trouble of regenerating the entire sam-
ples. Accordingly, for this section, we will focus our attention on applying the SMC
method to a hidden Markov model. In the HMM context, SMC methods are also
referred to as particle filtering. We will discuss the operations of these algorithms in
the following subsections.
2.5. Sequential Monte Carlo methods 19
Throughout this section, we shall consider the following hidden Markov model for our
discussion:
Xn+1|(Xn = x) ∼ fθ(·|x), Yn|(Xn = x) ∼ gθ(·|x), (2.5.1)
where θ is the parameter and X1 ∼ µθ(·). We shall assume that θ is fixed in this
section and it will be omitted in the notations.
For this HMM, one is interested in the posterior density p(x1:T |y1:T ) = p(x1:T , y1:T )p(y1:T ) ∝
p(x1:T , y1:T ) where







and the likelihood function p(y1:T ) :=
∫
p(x1:T , y1:T ) dx1:T at each time T . We shall
see that the SMC method will be able to give approximations for these two quantities
of interest in a neat manner.
2.5.1 Sequential importance sampling
Sequential importance sampling (SIS) is an extension of importance sampling where
the simulation of N samples, called particles, is done sequentially, with each new
observations. Typically, each particle is of dimension t. Given approximated samples
of pit, one will generate a random variable from a proposal density and append it to
the existing particle. Since HMMs are sequential in nature, one can make use of SIS
to simulate particles for approximations of the posterior densities involved in HMMs.
We shall now illustrate using SIS for the HMM described earlier. As with importance
sampling, there will be a proposal density where simulated values are generated with
associated weights at each iteration. The proposal density will depend on the existing
particle and the new observation. The pseudo code to estimate p(x1:n, y1:n) is given
in Algorithm 2.
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Algorithm 2: Sequential Importance Sampling
begin
Initialisation;
Generate Xk1 ∼ q(·|y1) where q(·|y1) is the proposal density.







for n = 2 : T do
for k = 1 : N do
1. Sampling stage: Generate Xkn ∼ q(·|Xk1:n−1, yn)














From the pseudo code, one can see that the particles can be easily appended for each
iteration. Further, the importance weights can be updated easily by using a recursive










The proposal density plays a pivotal role in the algorithm as it will affect the weights
computed at each iteration. Since
p(xn|yn, xn−1) = p(xn−1:n, yn)
p(yn, xn−1)
∝ f(xn|xn−1)g(yn|xn),
we should choose q = p(xn|yn, xn−1) if possible to minimise the variance of the im-
portance weights, otherwise a density that is close to p(xn|yn, xn−1).
In practice, for simplicity, one can choose q(x1|y1) = f(x1) and q(xn|yn, xn−1) by
f(xn|xn−1) as the expression of the weights will be simplified to wkn = wkn−1 ·g(yn|Xkn).
However, as the proposal density for this case is not optimal, one will expect the
variance of the importance weights to be relatively high compared to that when an
optimal proposal density is used. In the next subsection, we shall introduce the idea
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of resampling to reduce the variance of the importance weights when a sub-optimal
proposal density is used.
2.5.2 Sequential importance sampling with resampling
One of the drawbacks of using SIS methods is the problem of weight degeneracy.
Recall from the earlier subsection that the importance weights satisfy a recursive














































is known as the Kullback-Leibler divergence between q and p
and is known to be non-negative. Consequently, the importance weights will decrease
at an exponential rate as n increases. Further, the variance of the importance weights
typically grows at an exponential rate in n as well. In another words, the weights are
likely to degenerate to 0 as n increases. This makes the associated particles to have
insignificant contribution to the estimated density function. If there are too many
such ineffective particles in the sample, the approximation of the target density will
be inefficient computationally as most computational time is spent on updating the
particles with weights that have little contribution to the actual estimation. This
results in estimates whose variances increases, usually exponentially, with n. The
reader can refer to Cappe´ et al. (2005) for an example on how weight degeneracy will
affect the efficiency of an algorithm.
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To address the problem of weight degeneracy, one could consider using an optimal







= 0 if q(x) = p(x)
almost everywhere, using an optimal proposal density will eliminate the problem of
weight degeneracy. Typically, one will not be able to use the optimal proposal den-
sity. However, if one is able to obtain a good approximation to the optimal proposal
density, one may be able to control the variance of the importance weights to improve
the performance of the SIS algorithm.
Another approach is to introduce a resampling stage to the SIS algorithm. Gordon
et al. (1993) were one of the first to introduce the idea of resampling to address the
problem of weight degeneracy. First, consider the importance sampling (IS) estimate
pˆin(x1:n) to pin(x1:n) using qn(x1:n) as the proposal density. Since X
i
1:n are weighted
samples from qn, one can use the weights of the samples X
i
1:n to obtain approximate
samples from pin(x1:n). In another words, one could sample from the IS estimate
pˆin(x1:n) instead, that is, sampling X
i
1:n with corresponding standardised weights W
i
n.
This is equivalent to sampling from the multinomial distribution N in ∼ (N,W 1:Nn ) for
1 ≤ i ≤ N where N in denotes the number of offspring from the particle X i1:n. After
resampling, a weight of 1/N will be assigned to each offspring. We will approximate







where δa(x) denotes the Dirac delta mass located at a. Since E[N
i
n|W 1:Nn ] = NW in,
one can see that p¯in(x1:n) is unbiased for pˆin(x1:n).
Although multinomial sampling is straightforward, there are other resampling schemes
that can achieve the unbiased property of E[N in|W 1:Nn ] = NW in and yet achieve lower
variances for the importance weights compared to the multinomial resampling scheme.
Some popular resampling schemes that are used widely in the literature are as follows:
(i) Systematic Resampling: Sample U1 ∼ U [0, 1N ] and define Ui = U1 + i−1N
for i = 2, . . . , N . Then set N in =
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(ii) Stratified Resampling: Sample Ui ∼ U [ i−1N , iN ] for i = 1, . . . , N .
Set N in =
∣∣∣{Uj : ∑i−1k=1 W kn ≤ Uj ≤∑ik=1 W kn}∣∣∣.
(iii) Residual Resampling: Set Nˆi = bNW inc, sample N¯1:Nn from a multinomial
distribution (N, W¯ 1:Nn ) where W¯
i
n ∝ W in −N−1Nˆ in and set N in = Nˆ in + N¯ in.
(iv) Multinomial Resampling: Sample N1:Nn from a multinomial distribution
(N, W 1:Nn ).
Systematic resampling was introduced by Carpenter et al. (1999). It is the most
widely used resampling scheme due to its ease of implementation and the samples can
be obtained in O(N) operations. Further, it outperforms other resampling schemes
in most scenarios (Arulampalam et al., 2002).
Kitagawa (1996) introduced the use of stratified resampling for the resampling stage.
This samples can be obtained in O(N) operations with lower variances for the im-
portance weights. The performance of this scheme is comparable to systematic and
residual resampling schemes.
Baker (1985, 1987) introduced residual resampling in his work on genetic algorithms.
Liu and Chen (1998) were among those who have used residual resampling in their
work. This scheme is known to be efficient as the importance weights will have lower
variances after resampling is done.
Multinomial resampling is based on the idea of the bootstrap method introduced by
Efron (1979). It is simple to implement and the samples could be obtained in O(N)
operations as well. However, in comparison to other resampling schemes, the use of
this scheme typically results in higher variances of the importance weights.
A discussion of the performance of these resampling schemes can be found in Douc et
al. (2005). In this thesis, for simplicity, we shall consider the multinomial resampling
scheme in our discussions and simulation studies.
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The standard errors can be used to assess the performance of an importance sam-
pling estimate. For the usual SIS algorithm, one is able to establish a Central Limit
Theorem (refer to Robert and Casella (2004), Chapter 14) and accordingly, an ap-
proximation for the standard error of the SIS estimate. When resampling of particles
is done at each iteration, Chan and Lai (2013) provided a consistent estimate for
the standard error using the ancestral origin of each particle (refer to Chan and Lai
(2013), Theorem 2). Accordingly, we will need to keep track of the ancestral origin
of each particle in the execution of the algorithm. We shall denote AiT to be the
ancestral origin of the i-th particle at time T .
There are two ways to implement resampling: (i) to have a resampling stage at each
iteration; (ii) to perform resampling when a criterion is met. The pseudo code for
the SIS method with resampling performed at each iteration is given in Algorithm 3.
The ancestral origins of the particles are tracked in this algorithm.
The motivation behind resampling is to retain or duplicate particles with high weights
and remove particles with low weights. In doing so, one will introduce additional
variance to the importance weights. If the variance of the unnormalised importance
weights of the particles is small at time t, it may be unnecessary to perform the
resampling step. In practice, one will perform resampling when the variance of the
importance weights is above a certain value. Kong et al. (1994) introduced the use
of number of effective particles as a way of approximating the variance of the impor-
tance weights. The idea is to compare the variances of the weights when importance
sampling is done sequentially against direct importance sampling. An estimate for














The ESS will take values between 1 (when there is exactly one non-zero weight) to
N (when all weights are equal). We will set a threshold number Nt such that resam-
pling will be performed if Nˆeff < Nt. We shall term the SIS method with resampling
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Algorithm 3: Sequential Importance Sampling with Resampling
begin
Initialisation;
Generate X˜k1 ∼ q(·|y1) where q(·|y1) is the proposal density.
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performed when ESS is less than a given threshold as sequential importance sampling
with adaptive resampling. The pseudo code of the algorithm is given in Algorithm 4.
In this algorithm, the ancestral origins of the particles are tracked as well.
In our thesis, henceforth, we will adopt the practice of resampling at each iteration
unless otherwise stated. Under this framework, at any time n, one will have two
approximations of p(x1:T |y1:T ) using the SMC particles due to resampling. Referring




W˜ kn δX˜k1:n(x1:n) (2.5.3)






after the resampling step. In practice, one would prefer (2.5.3) over (2.5.4) as resam-
pling will introduce additional variance to the weights.
2.5.3 Estimates involving latent states
Recall that for the HMM model with fixed parameter θ and time T , we will use
SMC methods to approximate the target density p(x1:T |y1:T ) = p(x1:T ,y1:T )p(y1:T ) where
p(x1:T , y1:T ) is given in equation (2.5.2). For ease of notation, we shall denote the
marginal likelihood function by
ηT :=
∫
p(x1:T , y1:T ) dx1:T .
For practical scenarios, one would be interested in estimating ψT = E[ψ(X1:T )|Y1:T ]
for some function ψ using the SMC particles. We shall consider the case when ηT is
known. An immediate application is to obtain estimates of smoothed means if we set
ψ(X1:T ) = Xk for k < T . We shall motivate the idea in obtaining unbiased estimate
for ψT using the SMC particles obtained at time T .
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Algorithm 4: Sequential Importance Sampling with Adaptive Resampling
begin
Initialisation;
Generate X˜k1 ∼ q(·|y1) where q(·|y1) is the proposal density.
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Referring to Algorithm 3, at each iteration, the importance weights are the likelihood
ratio between the target density and proposed density. When resampling is done, to
ensure that the estimate will be unbiased, one have to reweigh the particles based







We have the following theorem for an unbiased estimator of ψT , where resampling is
done at each iteration for the SMC algorithm.
Theorem 2.2




























The proof of this theorem, motivated by Chan and Lai (2013), is given in Chapter 3,
Theorem 3.4. The proof applies martingale differences.
2.5.4 An unbiased estimate of the likelihood function
A useful by-product in the particle filter is the estimate of the marginal likelihood
function pθ(y1:T ). We shall show that the estimate obtain is unbiased. The marginal
likelihood estimate is pivotal to the implementation of particle Markov chain Monte
Carlo algorithm. This will be discussed in Section 2.8. We shall consider the case
when resampling is done at each iteration.
Theorem 2.3
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 Proof:















= 1, therefore ηˆT is unbiased for ηT .

2.6 Markov chain Monte Carlo methods
In the previous sections, we have discussed various sampling techniques that will pro-
vide approximation to a target density. We have discussed particle filters as a tool
in approximating the posterior density of an HMM in the previous section. In our
discussion, we have assumed that θ and T are both fixed. Suppose now we are inter-
ested in Bayesian inference of an HMM. That is, we are interested in the posterior
density p(θ, x1:T |y1:T ) where the HMM parameter θ is given a prior pi(·). Typically,
the posterior density is intractable and one needs to make use of numerical methods
to obtain approximation to this density. For this scenario, one wishes to obtain sam-
ples of both the parameter θ and the corresponding hidden states X1:T for a fixed T
to approximate the posterior density.
Markov chain Monte Carlo (MCMC) methods are popular techniques used in param-
eter estimation in a Bayesian framework. Recall that SMC methods make use of a
proposal density to simulate particles with appropriate weights to approximate the
target density. While MCMC methods use a proposal density as well, the principle
differs from the SMC methods. For such methods, one will construct a Markov chain
such that its stationary distribution is the target posterior density. The key to such
methods is to ensure that the Markov chain will converge to the target density. To
make use of MCMC methods for Bayesian inferences In the context of HMMs, one
strategy is to make use of MCMC algorithm for parameter estimation while using
SMC methods to simulate the hidden states.
In this section, we shall first state the conditions for a Markov chain to converge to
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its stationary distribution if it exists. We will then introduce the notion of MCMC
methods and discuss a couple of important MCMC algorithms that are used in prac-
tice. This section will also serve as a basis for subsequent sections, where we will
consider different methods for Bayesian inferences.
2.6.1 Convergence of Markov chains
In this subsection, we will consider the necessary conditions for a Markov chain to
converge to its stationary distribution. Readers who are interested for an in-depth
treatment on this topic can refer to Meyn and Tweedie (2009), Cappe´ (2005) and
Robert and Casella (2004).
Consider a Markov chain {Xn} taking values on a measurable space (",X ) with tran-
sition kernel K. The kernel for n transitions is denoted by Kn. We shall list a number
of definitions that are essential to establish the convergence of a Markov chain to its
stationary distribution.
For any set A ∈ X , we define the first hitting time σA and return time τA respectively
by
σA = inf{n ≥ 0 : Xn ∈ A},
τA = inf{n ≥ 1 : Xn ∈ A}.
Definition 2.6.1. A Markov chain with transition kernel K is said to be ϕ-irreducible
if there exists a measure ϕ on (",X ) such that for any A ∈ X with ϕ(A) > 0,
Px(τA <∞) > 0 for all x ∈ ".
Definition 2.6.2. A set C is small if there exist m ∈ N and a non-zero measure νm
such that
Km(x,A) ≥ νm(A), ∀x ∈ C, ∀A ∈ X .
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Definition 2.6.3. A ϕ-irreducible chain {Xn} has a cycle of length d if there exist a
small set C, an associated integer M , and a probability distribution νM such that d
is the g.c.d. of
{m ≥ 1 : ∃δm > 0 such that C is small for νM ≥ δmνM}.
The period of {Xn} is the largest integer d satisfying the above condition.
Definition 2.6.4. A Markov chain is aperiodic if d = 1. If there exist a small set A
and a measure ν1 such that ν1(A) > 0, the chain is said to be strongly aperiodic.
Definition 2.6.5. A σ-finite measure pi is invariant for the transition kernel K if
pi(B) =
∫
"K(x,B)pi(dx), ∀B ∈ X .
The invariant measure is also referred to as stationary if it is a probability measure.
Definition 2.6.6. A ϕ-irreducible Markov chain is called positive if it admits an
invariant probability measure; otherwise it is called null.
Another property of a Markov chain that is strongly linked to stationary distribution
is reversibility. For such a chain, time does not matter in the dynamics of the chain.
Definition 2.6.7. A stationary Markov chain is reversible if the distribution of Xn+1
conditioned on Xn+2 = x is the same as the distribution of Xn+1 conditioned on
Xn = x.
In fact, reversibility can be linked to the existence of a stationary measure pi if the
following condition holds.
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Definition 2.6.8. A Markov chain with transition kernel K satisfies the detailed
balance condition if there exists a non-zero function f satisfying
K(y, x)f(y) = K(x, y)f(x) (2.6.1)
for every (x, y).
The following theorem shows that when the transition kernel of a Markov chain sat-
isfies the detailed balance condition for a density function, then it is the stationary
measure. The proof of this theorem can be found in Robert and Casella (2004).
Theorem 2.4
Suppose that a Markov chain with transition kernel K satisfies the detailed balance
condition for a probability density function pi. Then
(i) the density pi is the invariant density of the chain,
(ii) the chain is reversible.
Theorem 2.4 provides a way to check that a MCMC method has a given target distri-
bution as its stationary distribution. We shall now discuss the conditions needed for
a Markov chain to converge to its stationary distribution. We will first introduce the
definition of an atom for a Markov chain before stating the condition for convergence
of a Markov chain.
Definition 2.6.9. A set α ∈ X is called an atom if there exists a probability measure
ν on (",X ) such that K(x,A) = ν(A) for all x ∈ α and A ∈ X .
A sufficient condition for the Markov chain to converge to its stationary distribution
pi is ergodicity.
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Definition 2.6.10. An atom α is ergodic if
lim
n→∞
|Kn(α, α)− pi(α)| = 0.
The following theorem gives conditions for a Markov chain to be ergodic.
Theorem 2.5




‖Kn(x, ·)− pi‖TV = 0,
where the total variation norm is given by
‖µ1 − µ2‖TV = sup
A
|µ1(A)− µ2(A)|.
The objective of MCMC is to construct an ergodic Markov chain such that the station-
ary distribution is the target distribution. In the next subsection, we shall consider
two MCMC methods widely used in practice.
2.6.2 MCMC methods
Definition 2.6.11. A Markov Chain Monte Carlo method for the simulation of a
distribution pi is any method producing an ergodic Markov Chain Xk whose stationary
distribution is pi.
In a typical MCMC algorithm, there will be an update move where the chain Xn will
either remain at its current state or move to a proposed state with probability based
on a Markov kernel. To justify that the Markov chain is reversible with stationary
distribution pi, we have to show that the chain satisfies the detailed balance equation
given in equation (2.6.1).
The efficiency of an MCMC algorithm depends on how fast the Markov chain reaches
the stationary distribution. This is termed as mixing when the Markov chain reached
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its stationary distribution. It is typically hard to ascertain whether the Markov chain
has reached its stationary distribution. A way to ensure that the Markov chain has
rapid mixing is to use a good proposal density. One can make use of a tuning pa-
rameter in the proposal density to adjust the probability of accepting a proposed
move. For some scenarios (using a Metropolis-Hastings algorithm via a random walk
proposal move), one can find an optimal value for the tuning parameter to ensure
good mixing of the Markov chain. In practice, a typical procedure is to ignore the
first B iterations, known as the burn-in period.
We shall consider two MCMC algorithms that are often used in practice: Metropolis-
Hastings algorithm and Gibbs Sampling.
2.6.3 Metropolis-Hastings algorithm
We will first describe the Metropolis-Hastings (MH) algorithm. The pseudo code is
given in Algorithm 5.
Algorithm 5: Metropolis-Hastings Algorithm
begin
Initialisation;
Generate X0 from a initial distribution;
for k = 1 : N do
Generate X˜k ∼ q(·|Xk−1);
Compute the MH ratio rk = 1 ∧ pi(X˜k)q(Xk−1|X˜k)pi(Xk−1)q(X˜k|Xk−1) ;
Generate Uk ∼ U(0, 1);
MH Update: If Uk ≤ rk, set Xk = X˜k; else set Xk = Xk−1;
end
end
In this algorithm, we will generate the proposed move from a density q(·|x) known
as the proposal density. At every update step, we will compute the ratio known as
the Metropolis-Hastings ratio or the MH ratio for short. Since the acceptance of the
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proposed move is based on this ratio, it is also known as the acceptance ratio.
To see that this algorithm will generate a Markov chain with pi as its stationary distri-
bution, we will show that it satisfies the detailed balance equation given in equation
(2.6.1).
Suppose the current state of the Markov chain is x and the proposed update is y.
Without loss of generality, we shall assume that pi(y)q(x|y) ≤ pi(x)q(y|x). Thus




since the MH ratio pi(x)q(y|x)
pi(y)q(x|y) ≥ 1 and the Markov chain will move from state y to state
x with probability 1. Thus by Theorem 2.4, this Markov chain has pi as its stationary
distribution.
By Theorem 2.5, to ensure that the generated Markov chain converges to the sta-
tionary distribution pi, the chain has to be pi-irreducible and aperiodic. Roberts and
Smith (1994) showed that under some weak conditions, the Markov chain constructed
by the MH algorithm is aperiodic and pi-irreducible.
Theorem 2.6
If q is aperiodic; or P(Xt = Xt−1) > 0 for some t ≥ 1, then the Metropolis-Hastings
algorithm is aperiodic. If q is pi-irreducible and q(x, y) = 0 if and only if q(y, x) = 0,
then the Metropolis-Hastings algorithm is pi-irreducible.
The proof of this theorem can be found in Roberts and Smith (1994), Theorem 3. Ac-
cordingly, the proposal density has to be chosen carefully to ensure that the Markov
chain is irreducible. We shall remark that aperiodicity is a consequence of a greater
than zero probability of rejecting a proposed move.
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If the proposal density is symmetric, that is q(x|y) = q(y|x), then the MH ratio sim-
plified to pi(y)/pi(x) and the algorithm is also known as the Metropolis algorithm. A
classical example of the Metropolis algorithm is the random walk Metropolis algo-
rithm where the proposal density is Gaussian. For this algorithm, the update move
could be written as
X˜k = Xk−1 + ,  ∼ N(0, σ2).
The variance of the proposal density, σ2, is known as the tuning parameter. The effi-
ciency of the random walk Metropolis algorithm depends on this tuning parameter. If
σ2 is small, even though the proposed move will be accepted with a high probability,
the convergence of the Markov chain will be slow since the increment is small. On
the other hand, if σ2 is large, a proposed move will be rejected with high probability
and the chain will be stuck at a position for a long time. To check on whether the
chain has reached its stationary distribution, one can track the long term fraction
of accepted moves, known as the acceptance rate. Accordingly, one will adjust the
tuning parameter to achieve a desired acceptance rate that will give reasonable con-
vergence to the target distribution. Roberts, Gelman and Gilks (1997) showed that
under certain regularity conditions for the target density pi, the optimal acceptance
rate for this random walk Metropolis algorithm is 0.234. This result gives a useful
gauge for the acceptance rate of the random walk Metropolis algorithm in practice.
If the proposal density is independent of the current state x, that is q(y|x) = q(y),




and the algorithm is also known as indepen-
dent Metropolis-Hastings (IMH) algorithm.
Note that the MH ratio can be rewritten as pi(y)
pi(x)
· q(x|y)
q(y|x) . Accordingly, the target density
need only be known up to a constant multiplier which is usually the case in practice.
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2.6.4 Gibbs sampling
In the previous subsection, we have introduced the Metropolis-Hastings algorithm.
This algorithm can be used to approximate a target density if it is known up to a
constant multiplier. Accordingly, the MH algorithm can be used in many situations
and is regarded as one of the generic MCMC methods. In this subsection, we shall
consider a class of MCMC methods that is more specific in nature. This class of algo-
rithms is used to target a joint distribution of the variables of interest and is known
as Gibbs sampling. The motivation behind this algorithm is to sample from the full
conditional distribution (which will be defined later) instead of the joint distribution
if the former is easier to sample from. We shall remark that Gibbs sampling, in con-
trast with the MH algorithm, does not have an accept-reject procedure.
To facilitate the discussion, we will refer to distribution and density interchangeably.
We shall begin by considering a simple case. For this setup, the target density is
the joint density of the variables X and Y , denoted by f(x, y). To illustrate the
algorithm, we need to first recall that the marginal densities of X and Y are given by
fX(x) =
∫
f(x, y) dy and fY (y) =
∫
f(x, y) dx
respectively. Further, the conditional densities of Y given X and X given Y are
fY |X(y|x) = f(x, y)
fX(x)
and fX|Y (x|y) = f(x, y)
fY (y)
respectively. The idea of this method is to construct a Markov chain (Xt, Yt) by gen-
erating the variables Xt and Yt from the conditional distribution one after another,
and using the most recent values for the variables for the update. As we are dealing
with two variables, the algorithm is called the two-stage Gibbs sampler. The pseudo
code is given in Algorithm 6.
For this algorithm, the transition kernel for the constructed Markov chain (Xt, Yt) is
given by
K((x, y), (x′, y′)) = fX|Y (x′|y)fY |X(y′|x′). (2.6.2)
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Algorithm 6: Two-stage Gibbs sampler
begin
Initialisation: X0 = x0;
for t ≥ 1 do
Generate Yt ∼ fY |X(·|Xt−1);
Generate Xt ∼ fX|Y (·|Yt);
end
end
To show that the Markov chain constructed has the joint distribution as its stationary
distribution, we will need the following condition.
Definition 2.6.12. Let g(y1, . . . , yn) be the joint density of Y1, . . . , Yn and gi denotes
the marginal distribution of Yi. We say that g satisfies the positivity condition if
gi(yi) > 0 for every i = 1, . . . , n implies that g(y1, . . . , yn) > 0.
The following theorem gives the conditions for the Markov chain constructed by the
two-stage Gibbs sampler to converge to its stationary distribution.
Theorem 2.7
Under the positivity condition, if the transition kernel given in equation (2.6.2) is
absolutely continuous with respect to the dominating measure, the chain (Xt, Yt) is
recurrent and ergodic with stationary distribution f(x, y).
The outline for the proof of this theorem can be found in Robert and Casella (2004),
Section 9.2. As the kernel for the two-stage Gibbs sampler is absolutely continuous
in most scenarios, Theorem 2.7 will ensure that the Markov chain constructed by this
algorithm will converge to the joint distribution of X and Y .
A useful feature of the two-stage Gibbs sampler is that one can approximate the
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marginal distribution of X and Y using the sequences {Xt} and {Yt} respectively.
To illustrate this, we shall first consider the following theorem, which shows that for
the Markov chain (Xt, Yt) constructed, the sequences {Xt}t≥1 and {Yt}t≥1 are Markov
chains as well.
Theorem 2.8
Each of the sequences {Xt}t≥1 and {Yt}t≥1 produced by the two-stage Gibbs sampler
is a Markov chain with corresponding stationary distributions fX and fY . Proof:
We shall consider the sequence {Xt} in our proof as the other sequence can be done
is a similar way. For the sequence {Xt}, it has transition density
K(x, x′) =
∫
fY |X(y|x)fX|Y (x′|y) dy.
This density only depends on the value ofXt and thus a transition kernel. Accordingly,

















fY |X(y|x)fX(x) dx dy
=
∫ [∫






Thus, fX is the stationary distribution of this Markov chain. 
Using Theorem 2.8, if the Markov chain converges to its stationary distribution, the
subchains {Xt}t≥1 and {Yt}t≥1 will converge to their respective marginal distribution.
Hence one can use the subchains to approximate the marginal distributions.
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We shall now turn our attention to the general case and the corresponding algorithm
is called the Gibbs sampler. Consider a target density of the form f(x1, . . . , xn) where
it is the joint density of X1, . . . , Xn. We shall first define the notion of a full condi-
tional distribution.
Definition 2.6.13. For the variables X1, . . . , Xn, the full conditional distribution of
Xk given X1, . . . , Xk−1, Xk+1, . . . , Xn has the following density function
fk(xk|x1, . . . , xk−1, xk+1, . . . , xn) := f(x1, . . . , xn)∫
f(x1, . . . , xn) dxk
.
The objective of the Gibbs sampler is to construct a Markov chain (Xt), where
Xt = (X t1, . . . , X
t
n), that has the joint distribution of X1, . . . , Xn as its stationary
distribution. Going along the same vein as in the case of two variables, the procedure
is to update coordinate wise using the full conditionals until all the xk are updated.
The outline of the algorithm is given in Algorithm 7.
Algorithm 7: The Gibbs Sampler
begin
Initialisation: Generate X0 = (X01 , . . . , X
0
n);
for t ≥ 1 do
Generate X t1 ∼ f1(·|X t−12 , . . . , X t−1n );
Generate X t2 ∼ f2(·|X t1, X t−13 , . . . , X t−1n );
...
Generate X tk ∼ fk(·|X t1, . . . , X tk−1, X t−1k+1, . . . , X t−1n );
...
Generate X tn ∼ fn(·|X t1, . . . , X tn−1);
end
end
One advantage of the Gibbs sampler is that the sampling of the coordinates Xk is
from a univariate distribution. Compared to the joint distribution, the univariate
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distribution is typically easier to simulate from. On the note of convergence, one can
refer to, for instance, Robert and Casella (2004) for the justification that the chain
produced by the Gibbs sampler is a Markov chain with f as the stationary distribu-
tion.
We shall end this section by the following theorem, which gives the relationship be-
tween Gibbs sampler and the Metropolis-Hastings algorithm.
Theorem 2.9
The Gibbs sampler given in Algorithm 7 is equivalent to the composition of n Metropolis-
Hastings algorithms with acceptance probabilities uniformly equal to 1.
The proof of this theorem can be found in Robert and Casella (2004), Theorem 10.13.
This theorem shows that the Gibbs sampler can be viewed as a special case of the
MH algorithms.
2.7 Pseudo marginal Markov chain Monte Carlo
method
Beaumont (2003), Andrieu and Roberts (2009), Beaumont et al. (2009) introduced a
new MCMC algorithm that utilises pseudo random variables. With the introduction
of these auxiliary variables (which can be implemented easily), one will possibly gain
statistical and computational efficiency. This algorithm is known as Pseudo-Marginal
Markov Chain Monte Carlo (PsMCMC) methods.
Recall that for the usual MCMC algorithm targeting the density pi(x), a new value X∗
is proposed from the current value x based on a density q(x∗|x). The proposed value is
accepted based on the Metropolis-Hastings (MH) ratio 1∧[pi(x∗)q(x|x∗)]/[pi(x)q(x∗|x)].
If the proposed value is accepted, it will be the next current value. For this method to
work, the target density must be known unbiasedly (up to a multiplication constant).
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For some scenarios, the true target distribution pi(·), or expectation with respect to it,
is difficult to evaluate analytically. Suppose that we are able to compute an estimate
pˆiv(·) by generating an auxiliary random variable v from some distribution paux(v|x)
such that E[pˆiV(x)] = cpi(x) with c > 0. The value of the constant c is inconsequential
to the algorithm and we can safely assume that c = 1. That is, pˆiV(x) is an unbiased
estimator of pi(x). We shall further assume that pˆiv > 0. The objective of PsMCMC
algorithm is to create a Markov chain with stationary distribution
p˜i(x,v) ∝ paux(v|x)pˆiv(x).
The marginal distribution of this stationary distribution with respect to x is∫
paux(v|x)pˆiv(x) dv = E(pˆiv(x)) = pi(x),
the target density that one needs.
At each iteration, when a new value X∗ is proposed using the Metropolis-Hastings
algorithm, a new auxiliary variable V∗ will be proposed using the density q(v∗|x∗).






The convergence properties of the PsMCMC method can be found in Andrieu and
Roberts (2009). Using this method, one will be able to substitute the unknown target
density using an unbiased estimator and obtain the targeted stationary distribution
of x.
In the context of particle filters, V are the random variables obtained from a particle
filter obtained using T observed values with N particles. The likelihood function
can be estimated using these particles with the resulting estimate being unbiased as
shown in Section 2.5. This method, termed as particle Markov chain Monte Carlo
method will be discussed in the next section.
2.8. Particle Markov chain Monte Carlo method 43
2.8 Particle Markov chain Monte Carlo method
In this section, we will consider algorithms targeting the distribution of p(θ, x1:T , y1:T )
for a hidden Markov model (2.5.1) where
p(θ, x1:T , y1:T ) = p(θ)pθ(x1:T , y1:T ). (2.8.1)
and pθ(x1:T , y1:T ) is given in equation (2.5.2). Under this setup, θ is unknown and
assigned a prior pi(θ). For Bayesian inferences for this hidden Markov model, we are
interested in the posterior density
p(θ, x1:T |y1:T ) ∝ p(θ)pθ(x1:T |y1:T ). (2.8.2)
In typical MCMC methods targeting this distribution, the algorithm consists of up-
dating the state components x1:T conditional on θ and θ conditional on x1:T alterna-
tively. This algorithm requires sampling from p(θ|y1:T , x1:T ), which may be feasible,
and pθ(x1:T |y1:T ) where exact sampling is only possible for linear Gaussian models
and finite state space hidden Markov models. For other scenarios, the design of pro-
posal densities is necessary as part of a MH requirement. Andrieu et al. (2010)
proposed a novel MCMC algorithm, named as particle Markov Chain Monte Carlo
(PMCMC) method to address this problem. For the PMCMC method, the sampling
from pθ(x1:T |y1:T ) is done by running an SMC algorithm to obtain an approximation
to this density, followed by sampling from this approximation. N particles will be
generated from this approximation for the Metropolis-Hastings (MH) update. In do-
ing so, the approximation is of low dimension. As mentioned in the previous section,
PMCMC algorithm is an example of a PsMCMC algorithm.
2.8.1 Particle independent Metropolis-Hastings sampler
In MCMC methods, we must ensure that the target distribution is the stationary dis-
tribution of the Markov chain generated in the algorithm. In a standard independent
Metropolis-Hastings (IMH) update, to ensure that pθ(x1:T |y1:T ) is invariant, we have
to choose a proposal density qθ(x1:T |y1:T ) to sample candidates X∗1:T , which given a
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current state X1:T , are accepted with probability
1 ∧ pθ(X
∗
1:T |y1:T )qθ(X1:T |y1:T )
pθ(X1:T |y1:T )qθ(X∗1:T |y1:T )
.
The optimal choice of qθ(x1:T |y1:T ) is pθ(x1:T |y1:T ). However, this choice is infeasible
in practice as the exact form is unavailable. To circumvent this problem, an SMC
algorithm is run to obtain an approximation pˆθ(x1:T |y1:T ) as given in equation (2.5.3).
Sampling from this empirical distribution is easy through the multinomial distribution
from {Xk1:T ;W kT ; k = 1, . . . , N}. However, computing the MH ratio for this proposed
density requires the marginal distribution of X∗1:T which is hard to compute. In fact,
this distribution is given by
qθ(dx1:T |y1:T ) = E{pˆθ(dx1:T |y1:T )},
where the expectation is taken with respect to all the random variables generated by
the SMC algorithm. Accordingly, the expression for qθ(dx1:T |y1:T ) does not have a
closed form. To overcome this problem, we can employ a standard ‘auxiliary vari-
ables trick’ by embedding the sampling from pθ(x1:T |y1:T ) into that of sampling from
an appropriate distribution defined on an extended space including all the random
variables involved in the calculation of the above expectation. It turns out that the
resulting particle independent Metropolis-Hastings (PIMH) sampler admits a simple
form with pˆθ(y1:T ) as given in Theorem 2.3. Since the likelihood estimate is unbiased,
from Section 2.7, the algorithm will produce approximate samples from the targeted
posterior distribution. The algorithm is outlined in Algorithm 8.
The estimates for the likelihood functions are unbiased and this will ensure that the
Markov chain produced will admit the target distribution as its stationary distribu-
tion.
2.8.2 Particle marginal Metropolis-Hastings sampler
When θ is unknown, we will be interested in sampling from p(θ, x1:T |y1:T ) as given in
(2.8.2). The approach is to jointly update θ and x1:T at each iteration. Recall the
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Algorithm 8: Particle Independent MH Algorithm
begin
Step 1: Initialisation
Set i = 0 and run an SMC algorithm targeting pθ(x1:T |y1:T ) to obtain
pˆθ(·|y1:T ).
Sample X1:T (0) ∼ pˆθ(·|y1:T ) and let pˆθ(y1:T )(0) be the corresponding
marginal likelihood estimate.
Step 2: Recursive Steps
For i ≥ 1,
1. run a SMC algorithm targeting pˆθ(x1:T |y1:T ) to obtain pˆθ(·|y1:T ) and
sample X∗1:T ∼ pˆθ(·|y1:T ) and let pˆθ(y1:T )∗ be the corresponding
marginal likelihood estimate.
2. compute the MH ratio given by
1 ∧ pˆθ(y1:T )
∗
pˆθ(y1:T )(i− 1) ,
Set X1:T (i) = X
∗
1:T and pˆθ(y1:T )(i) = pˆθ(y1:T )
∗ with probability given
by the MH ratio;
else set X1:T (i) = X1:T (i− 1) and pˆθ(y1:T )(i) = pˆθ(y1:T )(i− 1).
end
decomposition
p(θ, x1:T |y1:T ) = p(θ|y1:T )pθ(x1:T |y1:T )
and assume that sampling from the conditional density pθ(x1:T |y1:T ) is feasible. In
such scenario, a natural candidate for the proposal density for the MH update will
take the form
q{(θ∗, x∗1:T )|(θ, x1:T )} = q(θ∗|θ)pθ∗(x∗1:T |y1:T ),
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where x∗1:T is dependent on the proposed θ
∗. Thus q(θ∗|θ) will determine performance
of the algorithm. The resulting MH ratio is given by
p(θ∗, x∗1:T |y1:T )
p(θ, x1:T |y1:T )
q{(θ, x1:T )|(θ∗, x∗1:T )}






This ratio suggests the use of particle marginal Metropolis-Hastings (PMMH) update
where the SMC approximations for the marginal likelihood pθ(y1:T ) is used for sam-
pling from pθ(x1:T |y1:T ). The PMMH sampler is as outlined in Algorithm 9.
Algorithm 9: Particle Marginal MH Algorithm
begin
Step 1: Initialisation
Set i = 0 and θ(0) arbitrarily.
Run a SMC algorithm targeting pθ(0)(x1:T |y1:T ) and sample
X1:T (0) ∼ pˆθ(0)(·|y1:T ).
Compute the marginal likelihood estimate pˆθ(0)(y1:T ).
Step 2: Recursive Step
For i ≥ 1,
1. sample θ∗ ∼ q{·|θ(i− 1)},
2. run a SMC algorithm targeting pθ∗(x1:T |y1:T ) and sample
X∗1:T ∼ pˆθ∗(·|y1:T ) and compute pˆθ∗(y1:T ), the marginal likelihood estimate,
3. compute the MH ratio given by





and set θ(i) = θ∗, X1:T (i) = X∗1:T and pˆθ(i)(y1:T ) = pˆθ∗(y1:T ) with
probability given by the MH ratio; else set θ(i) = θ(i− 1),
X1:T (i) = X1:T (i− 1) and pˆθ(i)(y1:T ) = pˆθ(i−1)(y1:T ).
end
Since the unbiased estimates for the likelihood function are used in the computation
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of the MH ratio, the algorithm will produce a Markov chain targeting the desired
posterior distribution for θ.
2.9 SMC2 algorithm
Chopin et al. (2013) introduced an efficient algorithm for targeting the posterior
density p(θ, x1:T |y1:T ) of a hidden Markov model where T is growing. This algorithm
is termed as the SMC 2 algorithm. It is an extension of the particle Markov chain
Monte Carlo method introduced in Section 2.8. Once again, consider the HMM
with parameters θ ∈ Θ, prior p(θ) and hidden Markov state process govern by
p(x1|θ) = µθ(x1), p(xt+1|x1:t, θ) = fθ(xt+1|xt) for t ≥ 1 and the observed process
yt such that p(yt|y1:t−1, x1:t, θ) = gθ(yt|xt) for t ≥ 1 and the distribution of interest is
the posterior density pit(θ, x1:t) = p(θ, x1:t|y1:t) for t ≥ 1 and the likelihood function
p(y1:t).
For the SMC2 algorithm, at each iteration, Nθ θ-particles will be generated and to
each θ particle, a particle filter (PF) will be attached to it comprising ofNx x-particles.
The nested filters give rise to the superscript in the name of this algorithm. Recall
that the PF will provide unbiased estimates for the likelihood function. Accordingly,
the θ particles will be properly weighed in the spirit of Section 2.7. The algorithm is
given in Algorithm 10.
The PMCMC kernel Kt in the algorithm is described as follows. For the variable set
(θ, x1:Nx1:t ) with likelihood estimate Zˆt(θ, x
1:NX
1:t ),
(i) Sample θ˜ from the proposal kernel q(·|θ).




(iii) Accept the proposed move with probability
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Algorithm 10: SMC2 Algorithm
begin
Initialisation: Generate θm from p(θ) for 1 ≤ m ≤ Nθ and set wm = 1;
for t = 1 : T do
for m = 1 : Nθ do
Perform iteration t of the PF described in Section 2.5;































If ESS < γNθ for pre-determined γ ∈ (0, 1);







m, x1:Nx,m1:t ), ·]
where Kt is a PMCMC kernel;
Update the θ particles, states and weights by
(θ˜m, x˜1:Nx,m1:t , 1)→ (θm, x1:Nx,m1:t , wm)
end
end
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Let the joint probability density of all the random variables generated for the algo-
rithm up to time t be denoted by ψt,θ(x
1:Nx
















is an unbiased estimator of p(y1:t|θ). Further, the expectation of Zˆt(θ, x1:Nx1:t ) with
respect to ψt,θ is p(y1:t|θ) as well. As a result of the use of Zˆt(θ, x1:Nx1:t ) in the SMC2
algorithm, the target density pit for t ≥ 1 of the algorithm is given by
pit(θ, x
1:Nx








1:t ) is unbiased for p(y1:t|θ), one can easily deduce the normalising con-
stant p(y1:t). It was shown in Chopin et al. (2013) that the sequence of auxiliary
distributions pit generated by the SMC
2 algorithm are of increasing dimensions whose
marginals include the posterior density of interest for the HMM. This establishes the
working principle of the SMC2 algorithm.
As can be seen from the algorithm, the SMC2 algorithm is a sequential but not online
algorithm. The computational time increases with iterations due to the cost of the
MCMC steps which involve generating new PFs for computation of the weights. As
stated in Chopin et al. (2013), these MCMC steps will occur at a decreasing rate.
An attractive feature of the SMC2 algorithm is that it does not require a specific
structure for the HMM and thus can be applied in a wide array of situations.
2.10 Substitution algorithm
From the earlier section, the PMCMC sampler when applied to a HMM with unknown
parameter results in a complicated algorithm. The evaluation of the likelihood based
on a proposed θ∗ takes up substantial computation time when the time index T is
large (since a full SMC algorithm has to be run). Accordingly, if a proposed move
is rejected, the computation of the MH ratio will be costly. Chan and Lai (2014)
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proposed a new MCMC method to handle this scenario. The advantages of the new
approach, hereof defined as the substitution algorithm, is that no resampling is needed.
The empirical particle distribution is used to generate a proposed particle that will
replace one of the existing particle. This procedure will retain good particles instead
of resampling the particles in the MCMC step.
This algorithm will approximate a target distribution of θ by a set of n representa-
tive atoms. This is done sequentially such that the associated weights of the atoms
converges weakly to the target distribution as the number of iterations K →∞.
At each iterative step, we will generate a new atom based on the existing n atoms.
This new atom will substitute one of the existing atoms based on a MH-type pro-
cedure. We will justify that this is a MH-type procedure after the outline of the
algorithm.
2.10.1 Algorithm
The outline of the algorithm is as follows.
Initialisation: Generate θ01, . . . , θ
0
n and set S0 = {θ01, . . . , θ0n}.
Iterative Steps: For k = 1, . . . , K,
• Sample θk−1n+1 ∼ q(·|Sk−1).




for 1 ≤ i ≤ n+ 1.
• Compute the weights wki =
λk,i∑n+1
j=1 λk,j
for 1 ≤ i ≤ n+ 1.
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• Generate Jk using a multinomial distribution on {1, . . . , n+ 1} with associated
probabilities {wk1 , . . . , wkn+1}.
• If Jk = n+ 1, θki = θ
k−1





i , for i 6= Jk,
θk−1n+1, for i = Jk.
Set Sk = {θk1 , . . . , θkn}.

























where λ∗ is a positive number to ensure that the weights λ˜−1k are not too large.









where B is the burn-in period.
To justify that the proposed move in the iterative step is a MH-type procedure, we
will show that the detailed balance condition is satisfied for the proposed move. Note
that in the update move, there is a total of n+ 1 proposed moves, which is different
from the usual MH move where only 2 states are involved.
In the substitution method, the proposed move is from Sk−1 to Sk−1,i where the ith
atom is replaced by the generated (n+ 1)-th atom. Assume that the n atoms of θk−1i
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are independent. Consider the transition kernel K for this Markov chain. We have


































· q(θk−1i |Sk−1,i) ·
λk,n+1∑n+1
j=1 λk,j
= P(Sk−1,i) · q(θk−1i |Sk−1,i) · P(Ik = n+ 1)
= P(Sk−1,i)K(Sk−1,i, Sk−1)
where Ik is generated using a multinomial distribution on {1, . . . , n+ 1} with associ-
ated probabilities {wk1 , . . . , wkn+1} and noting that q(θk−1n+1|Sk−1) = q(θk−1n+1|Sk−1,n+1).
2.10.2 Application to HMMs
An immediate application of the substitution method is to perform parameter in-
ference for a Hidden Markov model. Consider the HMM described in Definition
2.1.1. As in the PMCMC method, we will have to update the hidden states and the
parameter given the observed values, that is, estimate (θ, x1:T ) given y1:T . As the
observations are given sequentially, we will perform a state update and parameter
update sequentially, using a particle filter method for the state update and the sub-
stitution method for the parameter update. We will generate n samples for θ and for
each θ sample, we will generate M particles for the particle filter. In this scenario,
each atom will consist of a sample of θ and M particles approximating the states,
that is, Ati = {θti ,X ti,1, . . .X ti,M} for 1 ≤ i ≤ n where X ti,m = {X1i,m, . . . , X ti,m} is the
m-th particle. The outline of the substitution method is given below.
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Initialisation:
(i) Sample θ01, . . . , θ
0
n from p(·) and set S0 = {θ01, . . . , θ0n}.
(ii) Let pˆ0(θ) = p(θ), w
0
i,m = 1 for 1 ≤ i ≤ n and 1 ≤ m ≤M .
Particle filter state updates at time t ∈ {1, . . . , T}:
Suppose the current set of parameter values are Sk−1 = {θk−11 , . . . , θk−1n }. For i =
1, . . . , n,
(i) For m = 1, . . .M ,
(a) Sample X˜ ti,m ∼ fθk−1i (·|X
t−1
i,m ) and let X˜ ti,m = {X t−1i,m , X˜ ti,m}
(b) Update the weights w˜ti,m = w
t−1
i,m · gθk−1i (Yt|X˜
t
i,m).












(d) If ESSti ≥ c, set X ti,m = X˜ ti,m and wti,m = w˜ti,m.
(e) Elseif ESSti < c, perform resampling from {X˜ ti,m}Mm=1 with associated
weights {w˜ti,m}Mm=1 to obtain X ti,m for 1 ≤ m ≤M .
(ii) Update the target density pˆt(θ
k−1











where τ ki is
the most recent resampling time before time t for atom θk−1i and τ
t
i = 0 if no
resampling has occurred before time t.
(iii) pˆt gives an approximation to the posterior distribution of θ given the observa-
tions up to time t, up to a normalising constant, in the MCMC scheme with
sequential substitution.
Parameter update at time t:
For notational simplicity, we will suppress the superscript t and denote the n atoms
before the parameter updates by (A01, . . . A
0
n) and the corresponding parameters by
(θ01, . . . θ
0
n). For k = 1, . . . , K,
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(ii) With this value of θk−1n+1, perform particle filter state update steps to generate
Ak−1n+1 = (θ
k−1
n+1,X tn+1,k−1,1, . . . ,X tn+1,k−1,M).
(iii) Let the target density pˆt(θ
k−1
n+1) be the computed value in step 2 of the state
update for the atom Ak−1n+1.
(iv) Substitute θk−1n+1 with its associated particles into some θ
k−1
j using the proce-
dure described in Section 2.10.1. Let (Ak1, . . . , A
k
n) be the n atoms after the
substitution.
For ease of computation, given observed states y1:T , we will perform the hidden states
update up to time T for all n atoms; thereafter, we will perform the parameter update
at time T . Accordingly, for each generation of the (n + 1)-th atom, there will be a
total of T states associated with this generated θ value.
For our thesis, we will make use of PMCMC algorithms to approximate the posterior
distribution of an HMM with unknown parameters. In Chapter 5, we will use the
PMCMC algorithm to approximate the posterior distribution of a stochastic volatility
model using real data.
Chapter3
Parallel Particle Filters
In our review of sequential Monte Carlo (SMC) methods in Chapter 2, we have in-
troduced the idea of resampling to overcome the problem of weight degeneracy for
these methods. It was pointed out that if an optimal proposal density is chosen,
one can reduce the number of resampling steps in the algorithm. However, when a
sub-optimal proposal is used, one would need to use resampling to tackle the issue of
weight degeneracy.
With the recent advancements in computer hardware, parallel computing has gained
significant attention in reducing computational cost of numerical methods. To reduce
the computational cost of these methods, one can make use of parallel computing
for certain sections of the algorithm that can be run in parallel. On this note, SMC
methods can be enhanced by parallel computing as well. Lee et al. (2014) have made
use of parallel computing for the sampling step of SMC methods. At each iteration,
the sampling step can be distributed to J processors to generate the N random vari-
ables. Accordingly, each processor will generate N/J random variables (assuming
that N/J ∈ N), therefore saving computational cost. For another example, Verge´ et
al. (2013) introduced the island particle model to facilitate the use of parallel comput-
ing. Since the resampling step is a major requirement for the method to be efficient,
one would like to make use of parallel computing for this step as well. However, as
the resampling step requires sampling from all the n particles, the usage of parallel
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computing for this step proves to be a challenge. As a result, a number of researchers
focus their attentions in reducing the degree of interaction in the SMC algorithms.
Some examples of these works can be found in Lee and Whiteley (2014), Lindsten et
al. (2014) and Whiteley et al. (2013).
The method that we are proposing is different in nature from the above-mentioned
methods. To facilitate the use of parallel computing for an SMC method, we will
consider data segmentation of the observed sequence into smaller portions. A parti-
cle filter will then be run for each portion, allowing the use of parallel computation
for these particle filters. Therefore, our proposed method is complementary to the
above-mentioned methods and can be incorporated to these methodologies easily.
Apart from facilitating the use of parallel computation, our proposed method could
address another problem of SMC methods: path degeneracy. For a long observation
sequence, due to resampling, one would expect to have less distinct particles for the
latent states estimation at an earlier time after the algorithm is completed. As a
result, the variance of the latent states estimate will be considerably high. As our
proposed method make use of data segmentation of the observation sequence, we
could overcome the problem of path degeneracy and thus able to obtain an estimate
for the smoothed mean E[Xt|Y1:T ], where t < T , with possibly lower variance.
In this chapter, we shall introduce formal notations and establish the framework for
this parallel sequential Monte Carlo (SMC) method set-up in Section 3.1. We will
term this algorithm as the parallel particle filter (PPF). The pseudo code of the
proposed method will be given in this section as well. For this set-up, we will propose
an estimate for Ep[ψ(X1:MT )|Y1:MT ] and the likelihood η(θ) which will be defined
in Section 3.2. The main objective of this chapter is to prove that the proposed
estimate for Ep[ψ(X1:MT )|Y1:MT ] is unbiased when the likelihood is known. As a
consequence, one will be able to show that the estimate for the marginal likelihood
ηˆ(θ) will be unbiased. We will prove this using a martingale difference approach,
using two different martingale difference expressions. In Section 3.3, we shall prove
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that the proposed estimate is unbiased using a martingale difference expression that is
useful for proving a Central Limit Theorem. Another martingale difference expression
involving ancestral origins of the particles will be introduced in Section 3.4 which is
useful in providing an approximation for the standard error of the estimates. For
estimation of Ep[ψ(X1:MT )|Y1:MT ] when the likelihood is unknown, one can replace
the likelihood function by the proposed unbiased estimate ηˆ(θ). The estimate will be
given in Section 3.2. We shall remark that this estimate, though biased, is consistent.
A brief discussion on the computational time of the algorithm will be done in Section
3.5. We will end this chapter by discussing on the choice of the proposal density in
Section 3.6.
3.1 Notations and framework
Recall that for a HMM, the hidden states, Xn, and observed states Yn, satisfies the
following relations:
Xn ∼ fθ(·|xn−1), Yn ∼ gθ(·|xn), (3.1.1)
where θ is the parameter of the HMM and we will use the convention that fθ(x1|x0) =
fθ(x1).
Given an observed sequence {Y1, . . . , YMT} of length MT , we will split this sequence
into M subsequences, each of length T . Our objective is to obtain unbiased estimate
for the likelihood function
η(θ) :=
∫
pθ(x1:MT , Y1:MT ) dx1:MT
and ψMT := Ep[ψ(X1:MT )|Y1:MT ] where Ep denotes the expectation taken under the
HMM (3.1.1).
Define for 1 ≤ m ≤ M and 1 ≤ t ≤ T , Ym,t := Y(m−1)T+t and Ym,1:T := {Ym,t, 1 ≤
t ≤ T}. Similarly, we will define Xm,t := X(m−1)T+t and Xm,1:T := {Xm,t, 1 ≤ t ≤ T}.
Note that for eachm, Ym,1, . . . , Ym,T are conditionally independent givenXm,1:T . Since
the data is segmented, for the m-th sequence, the distribution of Xm,1 may not have
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a simple form. As such, one will need to choose a distribution fθm to generate the
sequence for the purpose of computing the weights. With that, for 1 ≤ t ≤ T ,
Xm,1 ∼ fθm(·), Xm,t ∼ fθ(·|Xm,t−1), Ym,t ∼ gθ(·|Xm,t).
For the m-th data sequence, we define







where fθ(xm,1|xm,0) := fθm(xm,1).
For the parallel particle filter set-up, we will construct M particle filters using K
particles for each filter, running in parallel, for each subsequence. For the m-th sub-
sequence, we shall let qm,t(·|xm,1:t−1) be the proposal density with the convention that
qm,1(·|xm,1:0) = qm,1(·). The pseudo code for the m-th particle filter is given in Algo-
rithm 11. In this algorithm, we will perform resampling at each time t for 1 ≤ t ≤ T
using a multinomial resampling scheme. We shall also track the ancestral origins of
the particles in this algorithm.







that we can use for the estimation of
the likelihood function. Since the M particle filters are run in parallel, to make use
of all these particles, we will create a “coalesced” particle using the km particle from
the m-th subsequence, running km from 1 to K. Specifically, the coalesced particle
will be of the form
(Xk11,1:T , X
k2
2,1:T , . . . , X
kM
M,1:T )
where 1 ≤ km ≤ K for 1 ≤ m ≤M . Accordingly, we will have a total of KM coalesced
particles for the computation of the estimate. Since the convergence of the particle
filter are well established, one will just need to account for the link between the
subsequences to ensure that the proposed method will be able to provide estimation
for smoothing and filtering. We shall give the details in the following section.
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Algorithm 11: m-th Particle Filter
for t = 1 : T do
for k = 1 : K do
• Importance Sampling: Draw an i.i.d sample X˜km,t ∼ qm,t(·|Xkm,1:t−1)
























• Resampling: Generate i.i.d. B1m,t, . . . , BKm,t such that
P (Bkm,t = j) = wm,t(X˜
j
m,1:t)/Kw¯m,t.
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3.2 Proposed estimates
In this section, we will first introduce some notations and definitions for the purpose
of defining the proposed estimate for ψMT and the likelihood function η(θ). We begin
by stating some notations that will be used throughout this chapter.
Definition 3.2.1. The reciprocal of the product of the weights of the k-particle up










with the convention that hm,0 ≡ 1.
Definition 3.2.2. The mean weight of the particles at time t before resampling for









Definition 3.2.3. The adjusted weights for the k-th particle before and after resam-












respectively with the convention that Hkm,0 = 1.
For our proposed method, we have split the observed sequence and run the particle
filters in parallel. In doing so, we have ignored the dependency of the subsequences.
To rectify this, we have to account for the dependency between the sequences of latent
states obtained via the parallel particle filters. In particular, if we have chosen the
km particle from the m-th subsequence, we will have to introduce a weight function




m,1 for 2 ≤ m ≤M .
Definition 3.2.4. We define the link weight between the km−1 particle from the
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3.2.1 Estimate for likelihood function
Using the above notations, we shall now give an expression for the proposed estimate
for the likelihood η(θ) under a parallel particle filter set-up.
























where i ≺ j means that im ≤ jm for all 1 ≤ m ≤M .
As a result, when we run the algorithm, we will have to compute the sum of link
weights for the calculation of the unbiased estimate of the likelihood. The pseudo
code for the parallel particle filter is given in Algorithm 12.
Let Xk1:MT = (X
k1
1,1:T , . . . , X
kM
M,1:T ) and pθ(x1:MT , y1:MT ) =
∏MT
t=1 fθ(xt|xt−1)gθ(yt|xt)
with the convention fθ(·|x0) = fθ1(·) and qm,T (xm,1:T ) =
∏T
t=1 qm,t(xm,t|xm,1:t−1) with
the convention that qm,1(·|xm,0) = qm,1(·).
Definition 3.2.6. The likelihood between the actual density and the simulated den-









For the purpose of our proof for the unbiasedness of ηˆ(θ), we shall use an alternative
expression of ηˆ(θ) in terms of L.
Lemma 3.1
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Algorithm 12: Parallel Particle Filter
begin
Initialisation;
for m = 1 : M do
for k = 1 : K do
Generate X˜km,1 ∼ qm,1(·) and compute weights wm,1(X˜km,1).
Store w¯m,1 into matrix Wbar.
Compute normalised weights Wm,1(X˜
k
m,1) and perform resampling
using a multinomial distribution.
Store wm,1(X
k
m,1) into matrix W.
end
end
for m = 1 : M do
for t = 2 : T do
for k = 1 : N do




Store w¯m,t into matrix Wbar.
Compute normalised weights Wm,t(X˜
k
m,t) and perform
resampling using a multinomial distribution.
Store wm,1(X
k




for m = 1 : M − 1 do
















































































By rearranging the terms in (3.2.3) and substituting into (3.2.1), the result follows.

3.2.2 Estimate involving latent states
For the estimation of ψMT , we will need to use the conditional density of X1:MT given
Y1:MT which is given by




Definition 3.2.7. The likelihood between the conditional density and the simulated










= L(Xk1:MT )/η(θ). (3.2.5)
Canonical case
For the canonical case, η(θ) is known. We proposed the following estimate for ψMT
which we will show is unbiased.
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By (3.2.4) and (3.2.5), η(θ) appears on the RHS of (3.2.6). Consequently, if we set
ψ ≡ 1, we will have the estimate ηˆ(θ). With this in mind, once we have proven that
ψˆMT is unbiased, the unbiasedness of ηˆ(θ) will follow.
Non-canonical case
For the non-canonical case, we will estimate the unknown η(θ) using the unbiased
estimate ηˆ(θ). As a consequence, we have the following estimate for ψMT .
















We remark that this estimate is asymptotically unbiased. If we set ψ(X1:MT ) = Xt
where 1 ≤ t ≤ MT , we will be able to obtain estimates for the smoothed means,
which are useful in applications.
3.2.3 Technical lemma
To prove that the proposed estimate is unbiased for ψMT in the canonical case, we will
make use of martingale differences. To do this, we will express ψˆMT using martingale
differences. The following lemma is useful in establishing the martingale difference
expression of ψˆMT .
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Lemma 3.2

















where (#1t , . . . ,#
K
t ) ∼Multinomial(K, W 1:Kn ) with Wn = wm,u(X˜nm,1:u)/(mw¯m,u)
are the number of copies of X˜1m,1:u, . . . , X˜
K
m,1:u obtained from resampling at time
t.
 Proof:






m,1:t) is computed using the particles from
resampling at time t and H˜km,t is computed using the k-th particle before re-
sampling at time t for the m-th sequence. At time t before resampling, H˜km,t is




m,t−1 (weight after resampling is
done at time t− 1) and result follows.
(ii) At time t, after resampling, we will have #kt copies of X˜
k
m,1:u for 1 ≤ k ≤ K.
Since all these copies form the final sample after resampling is done, by taking
the sum for all K particles, the result follows.

3.3 Main theorem
Before we proceed with the proof of the unbiasedness property of the proposed esti-
mate of ψMT under the canonical case, we will first establish the martingale difference
expression for ψˆMT .
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Suppose the sequence of length MT is generated using qm,t (without data segmen-
tation) for 1 ≤ m ≤ M and 1 ≤ t ≤ T independently on the M segments without
resampling. Let Eq(·) denotes the expectation taken with respect to this particle
filter set-up. Let ξt(x1:t) = Eq[Lc(X1:MT )ψ(X1:MT )|X1:t = x1:t]. We construct a fil-
tration {Fu : 1 ≤ u ≤ 2MT}, with F2t−1 denoting the σ-algebra for all random
variables generated up to time t before resampling is done and F2t denoting the σ-
algebra for all random variables generated up to time t after resampling is done. For











1:t )− ξt−1(X(km−1,k)1:t−1 )]
(3.3.1)


















[#kt − wm,u(X˜km,u)/w¯m,u] ,
(3.3.2)
where (#1t , . . . ,#
K
t ) ∼ Multinomial(K, W 1:Kn ) with Wn = wm,u(X˜nm,1:u)/(mw¯m,u) are
the number of copies of X˜1m,1:u, . . . , X˜
K
m,1:u in the sample obtained from resampling at
time t.
Lemma 3.3
The estimate ψˆMT can be expressed as








 Proof: (i) Case 1: M = 1
When M = 1, there is only 1 sequence to deal with. Thus, we will just need
to ensure that the required sum is indeed telescoping within this sequence. We
need to show
























#kt − wt(X˜kt )/w¯t
]
.
For this case, we will ignore the use of m = 1 in the subscripts to simplify the
expression. Consider the first term of k2t−1 in (3.3.1) and the second term of 
k
2t
in (3.3.2). By (3.2.8),
Hkt−1ξt(X˜
k
1:t)− H˜kt ξt(X˜k1:t)wt(X˜kt )/w¯t = ξt(X˜k1:t)
[
Hkt−1 − H˜kt · wt(X˜kt )/w¯t
]
= 0.




2t by summing all particles given by




2t+1 by summing all particles given by
























Note that ξ0(X0) = ψMT and ξT (X
k




1:T ). Using this and







s is indeed a
telescoping series that reduces to ψˆMT −ψMT and the case for M = 1 is proven.
(ii) Case 2: M = 2
When M = 2, we have to deal with 2 subsequences. We need to show























#kt − wt(X˜kt )/w¯t
]
.
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Using the result for M = 1, the associated sum for each subsequence is tele-









































































































H iT ξT (X
i
1:T )− ψMT
= ψˆMT − ψMT ,
proving the result for this case.
(iii) Case 3: M > 2
Note that in the proof for the case of M = 2, the key part is to show that
the associated terms for the link between the first and second subsequence
cancels one another. Repeating this argument, it suffices to show that the terms
associated with the link between m-th and (m+ 1)-th subsequences cancels for
1 ≤ m ≤M−1. To be exact, we need to show that the first term of∑Kk=1 k(m−1)T
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are equal for 2 ≤ m ≤M and result follows.

We will now state and prove the main theorem of this chapter.
Theorem 3.4
Let θ ∈ Θ and ψMT <∞. Then ψˆMT is an unbiased estimator for ψMT . Proof:
We will prove this theorem using a martingale difference argument. Using Lemma
3.3, we have
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Using tower property from Theorem 1.1, we have
E[ξt(x1:t)|F2t−2] = E [Eq[Lc(X1:MT )ψ(X1:MT )|X1:t = x1:t]|F2t−2]
= Eq[Lc(X1:MT )ψ(X1:MT )|X1:t−1 = x1:t−1]
= ξt−1(x1:t−1)
where E is the expectation taken with respect to the probability associated to the


























1:t−1 )− ξt−1(X(km−1,k)1:t−1 )]
= 0.
Under the parallel particle filter set-up, for t = (m− 1)T + u, we have





























Therefore {ks}2MTs=1 is a sequence of martingale difference for each k ∈ {1, . . . , K}.
Applying the tower property (Theorem 1.1) on E[ψˆMT − ψMT ], we have
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As a consequence, E[ψˆMT ] = ψMT . 
Corollary 3.5
Let θ ∈ Θ and η(θ) <∞. Then ηˆ(θ) is an unbiased estimator for η(θ). Proof:
Since Lc(X1:MT ) = L(X1:MT )/η(θ), setting ψ ≡ 1 in equation (3.2.6) and using
Theorem 1.1, we have E[ηˆ(θ)/η(θ)] = 1. Therefore E[ηˆ(θ)] = η(θ), completing the
proof. 
3.4 Ancestral origin representation
To obtain approximation for the standard errors of the proposed estimates, one needs
another martingale difference expression involving the ancestral origins. In this sec-
tion, we shall introduce this expression and prove the unbiasedness property.
We shall make use of the following notations for this section:
(i) X˜k1:t = (X
k1












m,u) where t =















To emphasise the position of the subsequence, we shall let km = k(m).
Theorem 3.6












t −KW k(m)t )ξt(Xk1:t)H˜kt .
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Then for each j and m, {ju,Fu, 2(m − 1)T < u ≤ 2mT} is a martingale difference
sequence, and





(j2(m−1)T+1 + · · ·+ j2mT ). (3.4.1)
Therefore, E[ψˆMT ] = ψMT . Proof:
The proof of this theorem is similar to that of Lemma 3.3 and Theorem 3.4. We shall
give a brief outline of the proof as it can be expanded using similar argument.
Since #kt follows a binomial distribution with parameters K and W
k
t when conditioned








{E[#k(m)t |F2t−1]−KW k(m)t }ξt(Xk1:t)H˜kt = 0.
Hence, {ju,Fu, 2(m − 1)T < u ≤ 2mT} is a martingale difference sequence for each
j and m.




















By the definition of j2t−1 and 
j
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From (3.2.6), ξ0 = ψMT and ξMT = Lc(X1:MT )ψ(X1:MT ), using the telescoping prop-








 = K−1(ψˆMT − ψMT ),
proving the martingale difference expansion for ψˆMT .
Unbiasedness of ψˆMT follows immediately due to the martingale difference property
for every sequence. 
3.5 Computational time
In running the particle filter for segmented data, one would expect a reduction in the
computational cost since we are able to run the multiple particle filters in tandem.
For the computational cost of the parallel particle filter, we would need to factor in
the computation time involved in the computation of the sum of link weights which
is of order O(K2) if K particles are used for each particle filter. However, one will
be able to reduce the computational cost for the computation of this sum by using
different schemes. As an example, the sum could be computed using a recursive
algorithm which can be done in O(MK) operations where M is the number of subse-
quences used for the parallel particle filter. We will discuss this in detail in Chapter
4, Section 4.5. Another scheme to reduce this computational cost is to make use of
sub-sampling, which will be discussed in Chapter 4, Section 4.6. Consequently, the
computation of the sum of link weights can be reduced to O(K) operations. Hence,
one would be able to expect significant computational cost savings for our proposed
method.
On the note of using multiple processors, suppose we have N + 1 processors that we
can use for the computation. Let the cost of running a particle filter for MT steps
with K particles is C for one processor. Let ci be the reduction in cost of adding a
processor when there are i processors in use. Thus, the cost of the particle filter will






In particular, for two processors, the cost will be C − c1. The segmented filter run









where we have assumed N/2 is even.
The logic is that one runs two filters (the factor 2) for length U/2, accounting for
C/2 and 2ci and using only half the number of processors. The total computational
power used for both methods is the same. The difference of the cost of particle filter








which one will expect to be positive since the reduction in cost ci will be larger for
lower indices i. As a result, if the computation time for the sum of link weights is less
than (3.5.1), then using parallel particle filter will allow one to gain computational
cost savings.
3.6 Choice of proposal density
In practice, we can choose qm,t(·|xkm,1:t−1) = fθ(·|xkm,t−1) to generate the samples
at each iteration step. In doing so, the expression for the weights will be simpli-
fied and easier to manage. To be specific, consider the m-th subsequence. At time





m,t). We will resample with weights wm,t(x
k
m,t) = gθ(Ym,t|xkm,t)
to obtain {Xkm,1:t, 1 ≤ k ≤ K} from {X˜km,1:t, 1 ≤ k ≤ K}. However, the simplified
algorithm may not be able to achieve optimal performance. As mentioned in Section
2.5, the optimal proposal density is pθ(xn|xn−1, yn) which is usually intractable in
practice. One can seek an approximation of pθ(xn|xn−1, yn) as the proposal density
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to achieve better performance. We shall explore this in Chapter 4 where a numerical
study will be performed.
In Chapter 4, we will examine the use of the parallel particle filter to obtain unbiased
estimates for the likelihood that will be used in the PMCMC algorithm and substi-
tution algorithm; a numerical study will be conducted. Different options for fθm and
qm,t will be considered in our simulations as well and will be discussed therein.
Chapter4
Numerical Study for Likelihood Estimates
4.1 Introduction
In the previous chapter, we have introduced the notation and framework for the par-
allel particle filter for estimating the likelihood function for a hidden Markov model.
We have proven that the likelihood estimator is unbiased in the PPF setting. In this
chapter, we will investigate the performance of the estimator by performing simu-
lations on a specific HMM where the parameters are fixed. In Section 4.2, we will
discuss the proposed HMM used for our simulation studies and the set of values of
parameters chosen. Since the objective of this numerical study is to assess the per-
formance of the likelihood estimate for different setups, the parameter of the HMM
will be fixed for the simulation run.
A discussion on the choice of the proposal density used for the particle filters and
the initial density for the second subsequence will be discussed in Sections 4.2.2 and
4.2.3 respectively. The results and findings will be reported in Section 4.3. In Section
4.4, we will look into the estimation of smoothed mean via a particle filter (PF) and
PPF. In our simulation study, we shall compare the parallel particle filtering with
the usual particle filtering (where no segmentation is done to the observed sequence)
for different values of the parameter involved. We will further illustrate the recursive
computation of the sum of the link weights and thereafter discuss the effect of the
76
4.2. Proposed HMM 77
number of subsequences on the computational cost in Section 4.5. We shall see that
the estimates obtained from the PPF is comparable to that obtained from the usual
particle filtering.
4.2 Proposed HMM
We shall consider the following HMM for this purpose:
Xt+1 = αXt + ξt,
Yt = Xt + µ+ νt,
for t = 1, . . . ,MT . ξt ∼ N(0, σ2x(1 − α2)) and νt ∼ N(0, σ2y) are independent white
noises and X1 ∼ N(0, σ2x). Since we can set Vt = Yt − µ, we shall let µ = 0 for our




















where φ(·) is the standard normal density function. Under this setup, the hidden
states will have N(0, σ2x) as the stationary distribution.
We have chosen a linear HMM model for our numerical studies as the exact likelihood
can be computed using Kalman filtering. Accordingly, we can assess the performance
of the estimator by comparing the exact likelihood with the estimates obtained from
the simulations up to ±1 standard error. For the simulation studies, our objective is
to estimate the log likelihood given 2T observations. The log likelihood is chosen as
it is numerically stable. We shall compare the usual particle filter with the parallel
particle filter using M = 2 subsequences. The implementation of the PPF using more
than two subsequences is similar to that for using two subsequences. The idea is to
compute the link weights in a recursive manner and its computational time will be
comparable to that for using two subsequences only. We will cover the details in
Section 4.5. For the moment, we shall first investigate the use of two subsequences
for the parallel particle filtering and examine the time used in the computation of the
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particle filters and the sum of link weights.
4.2.1 Selection of parameters’ values
For the proposed HMM, there are three parameters (α, σx and σy) that we can vary
and investigate their impact on the log likelihood estimates. Since our proposal den-
sities for both SMC methods depend on α, we shall set α ∈ {0.5, 0.6, 0.7, 0.8, 0.9}
for our simulations to investigate the impact of α on the performance of the estimator.
Given our choice of the proposal density of X˜m,t (which shall be discussed later),
the performance of particle filtering depends on the significance of the observations
Y1:2T . We shall consider different values of σx/σy in our simulations to investigate
any observable trends. Accordingly, we shall set σx/σy ∈ { 110 , 15 , 1, 5, 10}. For each
pair of α and σx/σy, we will compute 10 estimates for the log likelihood to obtain the
mean and standard error for the estimate.
We will set T ∈ {50, 100, 150} to examine the effect of T on the method as well for
all pairs of parameters’ values.
We will use K = 500 particles for the particle filter and Kp = 500 and Kp = 700
particles for the parallel particle filter to compare the computational time involved
for different values of Kp. One will hope that the cost of using more particles for
the parallel particle filtering will be comparable to that of the usual particle filtering
using less particles. If this is true, there will be considerable advantages of using
the parallel particle filter as more particles are used without further increasing the
computational cost.
4.2.2 The choice of proposal densities
As mentioned in Chapter 3, we will use qm,t(·|xkm,1:t−1) = fθ(·|xkm,t−1) for simplicity.
However, for this particular HMM (which is linear), we are able to use the optimal
4.2. Proposed HMM 79
proposal density using Kalman filtering. Recall from Section 2.5.2 that the optimal
proposal density is pθ(xt|xt−1, yt). Using the Kalman filter, we have

























We will compute the likelihood estimate using the usual particle filter for these two
different proposal densities. We shall also compare the parallel particle filter using fθ
as the proposal density and compared with the usual particle filter using qopt as the
proposal density to compare the performance. We will see that the estimates obtained
from the parallel particle filter perform reasonably well even when we compared them
with that obtained from the usual particle filter using an optimal proposal density.
4.2.3 Choice of initial distribution for second subsequence
As discussed in the previous chapter, we need to choose a density function, fθ2, for
the density function of XT+1 := X2,1 in the second subsequence. Referring to (3.2.1),























The expression (4.2.1) suggests a good choice for fθ2. Consider the SMC approxima-







If we set fθ2(x) = fˆθ(x), then the double sum in (4.2.1) will sum to K
2. Consequently,
with this choice of fθ2, the double sum will not contribute to the variance of the es-
timate. This indicates that fˆθ will be an optimal choice of fθ2. However, to obtain
fˆθ, one has to complete the first particle filter prior to the execution of the second
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particle filter. Thus, this choice of fθ2 will not be reasonable as it contradicts the
objective of using parallel computation. With this result in mind, we should choose
fθ2 such that it will approximate fθ(·|xT ).
Another possible choice of fθ2 is the density function of XT+1 given Y1:T , fT+1. How-
ever, this density function is hard to obtain in practice. For a better performance
for the SMC method, one would consider a choice of fθ2 as close as possible to fT+1.
Accordingly, if we are able to obtain a good approximation of the actual distribution,
one would expect the performance of the estimate to be comparable to that when
we use the actual distribution of XT+1 for fθ2. We would like the performance of
this estimate to be comparable to the usual particle filter as well and having a good
approximation of fT+1 may provide us with such an estimate. Thus, in our simula-
tion studies, we would like to investigate how different choice of fθ2 will affect the
performance of the parallel particle filter estimates.
For our choice of the HMM, we will be able to compute the actual distribution of
XT+1 given Y1:T using Kalman filtering. However, in practice, one will not be able to
obtain the actual distribution. Accordingly, we should consider an approximation of
the distribution of XT+1 given Y1:T for our choice of fθ2 in general. We would also
consider a distribution that provides a bad approximation to fT+1 to examine how it
will affect the performance of the log likelihood estimate.
Summing up, for our simulation studies, we shall consider the following options:
(i) XT+1 ∼ N(0, σ2x),
(ii) XT+1 ∼ p(·|Y1:T ), the density for XT+1 given Y1:T ,
(iii) XT+1 ∼ p˜(·|Y1:T ) where p˜ is an approximation of the density p(·|Y1:T ).
For (ii), we will use Kalman filtering to obtain the mean and variance of the normal
density function. For (iii), we will make use of particle filtering to obtain p˜. We shall
now give details for these two approaches.
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Referring to Algorithm 1, we have the following pseudo code to obtain the mean and
variance of p(·|Y1:T ) in Algorithm 13. With this, for the second subsequence, we will
generate X˜T+1 ∼ N(µˆT+1|T ,ΣT+1|T ) and perform the usual particle filter.





















for k = 2 : T do
Compute the following:
µˆk|k−1 = αµˆk−1|k−1, Prediction





µˆk|k = (1−Kk)µˆk|k−1 +KkYk, filter state estimation
Σk|k = (1−Kk)Σk|k−1, filter error covariance.
end
end
For (iii), the idea is to obtain an approximation by considering r + 1 observations
prior to XT+1. That is, we will perform particle filtering based on YT−r:T and using
XT−r ∼ N(0, σ2x). The particles obtained will then be used to compute an estimate
for the mean and variance of the density function. The pseudo code of this algorithm
is given in Algorithm 14. With this, for the second subsequence, we will generate
X˜T+1 ∼ N(µˆT , σˆ2T ) and perform the usual particle filter.
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Algorithm 14: Particle Filtering to obtain mean and variance of p˜(·|Y1:T )
begin
for k = 1 : K do
Choose r and simulate X˜kT−r ∼ N(0, σ2x) and compute
wkT−r = gθ(YT−r|X˜kT−r), then perform multinomial resampling to obtain
XkT−r;
end
for t = T − r + 1 : T do
for k = 1 : K do
Generate X˜kt ∼ fθ(·|Xkt−1), compute wkt = gθ(Yt|X˜kt ) and perform

















T − µˆT )2
end
4.3 Numerical results
Throughout this section, we will denote lT to be the log likelihood obtained using
Kalman filtering. We will use the following notations for the estimates obtained
(i) lˆ is the log likelihood estimate obtained using the usual particle filtering using
fθ,
(ii) lˆopt is the log likelihood estimate obtained using the usual particle filtering using
qopt,
(iii) l˜1 is the log likelihood estimate obtained using parallel SMC method with
XT+1 ∼ N(0, σ2x),
(iv) l˜2 is the log likelihood estimate obtained using parallel SMC method with
XT+1 ∼ p(·|Y1:T ),
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(v) l˜3 is the log likelihood estimate obtained using parallel SMC method with
XT+1 ∼ p˜(·|Y1:T ).
For all the parallel SMC methods, we have set M = 2 and run the program such
that the second subsequence is computed after the first subsequence. Thereafter, the
link weights will be computed for the log likelihood estimate. For all estimates, we
will report the mean estimate and its standard error. The computational time will
be reported as well.
4.3.1 Tables of simulation results
We will first present the simulation results obtained for different setups in Tables 4.1
to 4.18. The discussion of these results will be done in Section 4.3.2, Section 4.3.3
and Section 4.3.4.
T = 50 T = 100 T = 150
lˆ −144.61± 0.1561 −287.84± 0.20 −427.82± 0.54
lˆopt −144.39± 0.04 −287.75± 0.04 −427.35± 0.03
l˜1 −145.10± 0.33 −288.51± 0.35 −428.81± 0.25
l˜2 −144.77± 0.20 −288.26± 0.28 −427.77± 0.57
l˜3 −144.27± 0.28 −288.80± 0.35 −428.54± 0.52
lT −144.32 −287.70 −427.41
Table 4.1: Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.9, σx/σy = 10, K = Kp = 500.
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T = 50 T = 100 T = 150
lˆ −164.96± 0.27 −328.69± 0.73 −480.94± 0.66
lˆopt −164.69± 0.02 −326.97± 0.02 −480.07± 0.05
l˜1 −165.55± 0.34 −327.70± 0.53 −480.38± 0.52
l˜2 −164.91± 0.35 −328.06± 0.63 −481.87± 0.48
l˜3 −164.93± 0.22 −327.92± 0.72 −481.86± 0.36
lT −164.66 −326.99 −480.07
Table 4.2: Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.8, σx/σy = 10, K = Kp = 500.
T = 50 T = 100 T = 150
lˆ −170.69± 0.30 −342.79± 0.53 −504.89± 0.56
lˆopt −170.27± 0.02 −339.99± 0.02 −503.23± 0.02
l˜1 −170.04± 0.31 −342.38± 0.47 −505.03± 0.60
l˜2 −170.88± 0.36 −342.09± 0.53 −505.62± 0.62
l˜3 −171.30± 0.34 −341.61± 0.51 −503.92± 0.51
lT −170.25 −340.01 −503.24
Table 4.3: Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.7, σx/σy = 10, K = Kp = 500.
T = 50 T = 100 T = 150
lˆ −172.58± 0.31 −344.35± 0.60 −521.67± 0.63
lˆopt −172.27± 0.01 −343.23± 0.01 −519.64± 0.02
l˜1 −172.85± 0.38 −344.12± 0.66 −521.18± 0.62
l˜2 −173.08± 0.53 −344.63± 0.41 −521.11± 0.71
l˜3 −173.32± 0.38 −345.22± 0.25 −520.10± 0.50
lT −172.26 −343.21 −519.65
Table 4.4: Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.6, σx/σy = 10, K = Kp = 500.
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T = 50 T = 100 T = 150
lˆ −183.16± 0.35 −359.35± 0.55 −539.90± 0.62
lˆopt −183.25± 0.01 −358.36± 0.01 −538.29± 0.02
l˜1 −184.64± 0.73 −359.54± 0.52 −540.43± 0.73
l˜2 −184.09± 0.54 −360.46± 0.38 −539.89± 0.71
l˜3 −185.03± 0.50 −359.54± 0.47 −540.47± 0.68
lT −183.24 −358.36 −538.28
Table 4.5: Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.5, σx/σy = 10, K = Kp = 500.
T = 50 T = 100 T = 150
lˆ −155.71± 0.31 −302.03± 0.38 −449.39± 0.32
lˆopt −155.60± 0.03 −301.54± 0.05 −449.53± 0.06
l˜1 −156.15± 0.17 −302.06± 0.36 −450.38± 0.53
l˜2 −154.89± 0.29 −302.15± 0.30 −450.83± 0.49
l˜3 −155.87± 0.26 −301.66± 0.33 −449.71± 0.59
lT −155.57 −301.52 −449.46
Table 4.6: Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.9, σx/σy = 10, K = 500, Kp = 700.
T = 50 T = 100 T = 150
lˆ −156.08± 0.22 −319.55± 0.40 −477.56± 0.63
lˆopt −155.97± 0.01 −318.01± 0.03 −476.70± 0.03
l˜1 −156.57± 0.27 −318.64± 0.40 −477.93± 0.48
l˜2 −156.34± 0.24 −317.72± 0.34 −477.26± 0.42
l˜3 −156.23± 0.25 −317.96± 0.52 −477.59± 0.53
lT −156.00 −318.02 −476.65
Table 4.7: Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.8, σx/σy = 10, K = 500, Kp = 700.
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T = 50 T = 100 T = 150
lˆ −172.20± 0.53 −344.77± 0.56 −514.79± 0.55
lˆopt −171.04± 0.01 −343.48± 0.01 −513.36± 0.02
l˜1 −171.85± 0.16 −344.68± 0.53 −514.41± 0.59
l˜2 −171.24± 0.21 −345.28± 0.40 −514.60± 0.80
l˜3 −171.81± 0.28 −344.35± 0.53 −515.99± 0.89
lT −171.07 −343.44 −513.36
Table 4.8: Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.7, σx/σy = 10, K = 500, Kp = 700.
T = 50 T = 100 T = 150
lˆ −176.24± 0.29 −356.02± 0.56 −524.65± 0.60
lˆopt −176.29± 0.01 −353.89± 0.02 −523.02± 0.02
l˜1 −177.22± 0.34 −354.38± 0.25 −523.26± 0.38
l˜2 −176.79± 0.32 −354.27± 0.29 −523.80± 0.55
l˜3 −176.29± 0.40 −354.83± 0.50 −524.17± 0.39
lT −176.29 −353.88 −523.05
Table 4.9: Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.6, σx/σy = 10, K = 500, Kp = 700.
T = 50 T = 100 T = 150
lˆ −180.66± 0.55 −366.62± 0.39 −545.47± 0.56
lˆopt −180.46± 0.01 −364.69± 0.02 −543.47± 0.02
l˜1 −181.10± 0.28 −366.02± 0.42 −545.02± 0.48
l˜2 −180.94± 0.29 −366.18± 0.44 −546.09± 1.16
l˜3 −180.87± 0.33 −366.03± 0.47 −546.06± 0.69
lT −180.48 −364.68 −543.45
Table 4.10: Comparison of Log Likelihood Estimates for Different Values of T with
α = 0.5, σx/σy = 10, K = 500, Kp = 700.




Kp = 500 Kp = 700
Tf Tl Tf Tl
l˜1 0.1507 0.0446 0.2013 0.0779
l˜2 0.1523 0.0421 0.2039 0.0781
l˜3 0.1471 0.0403 0.2015 0.0767




Kp = 500 Kp = 700
Tf Tl Tf Tl
l˜1 0.3119 0.0473 0.3702 0.0884
l˜2 0.3102 0.0473 0.3743 0.0783
l˜3 0.3143 0.0508 0.3756 0.0790




Kp = 500 Kp = 700
Tf Tl Tf Tl
l˜1 0.4693 0.0444 0.5639 0.0768
l˜2 0.4859 0.0456 0.5604 0.0764
l˜3 0.4704 0.0481 0.6544 0.0863
Table 4.13: Comparison of Computational Time for T = 150.
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α = 0.9 α = 0.8 α = 0.7 α = 0.6 α = 0.5
lˆ −144.61± 0.16 −164.96± 0.27 −170.69± 0.30 −172.58± 0.31 −183.16± 0.35
lˆopt −144.39± 0.04 −164.69± 0.02 −170.27± 0.02 −172.27± 0.01 −183.25± 0.01
l˜1 −145.10± 0.33 −165.56± 0.34 −170.04± 0.31 −172.85± 0.38 −184.64± 0.73
l˜2 −144.78± 0.20 −164.91± 0.35 −170.88± 0.36 −173.08± 0.53 −184.09± 0.54
l˜3 −144.27± 0.28 −164.93± 0.22 −171.30± 0.34 −173.32± 0.38 −185.03± 0.50
lT −144.32 −164.66 −170.25 −172.26 −183.24
Table 4.14: Comparison of Log Likelihood Estimates for Different Values of α with
T = 50, σx/σy = 10, K = Kp = 500.
α = 0.9 α = 0.8 α = 0.7 α = 0.6 α = 0.5
lˆ −119.35± 0.19 −126.25± 0.18 −129.49± 0.25 −148.55± 0.46 −143.15± 0.25
lˆopt −118.99± 0.04 −126.00± 0.03 −129.29± 0.03 −147.86± 0.02 −142.79± 0.02
l˜1 −119.09± 0.16 −126.45± 0.17 −129.57± 0.22 −148.55± 0.28 −143.13± 0.29
l˜2 −119.29± 0.11 −126.43± 0.14 −129.38± 0.17 −148.40± 0.36 −142.90± 0.29
l˜3 −120.89± 0.37 −127.09± 0.47 −130.12± 0.31 −151.66± 0.35 −142.97± 0.17
lT −118.95 −126.04 −129.32 −147.86 −142.77
Table 4.15: Comparison of Log Likelihood Estimates for Different Values of α with
T = 50, σx/σy = 5, K = Kp = 500.
α = 0.9 α = 0.8 α = 0.7 α = 0.6 α = 0.5
lˆ −83.28± 0.07 −80.35± 0.10 −89.33± 0.12 −86.32± 0.08 −88.20± 0.07
lˆopt −83.41± 0.08 −80.30± 0.05 −89.22± 0.08 −86.12± 0.06 −88.16± 0.05
l˜1 −83.65± 0.18 −80.41± 0.08 −89.28± 0.11 −86.08± 0.08 −88.35± 0.16
l˜2 −83.37± 0.07 −80.22± 0.08 −89.13± 0.11 −86.10± 0.07 −88.33± 0.10
l˜3 −83.41± 0.05 −80.47± 0.11 −89.18± 0.06 −86.28± 0.06 −88.46± 0.08
lT −83.24 −80.31 −89.19 −86.12 −88.21
Table 4.16: Comparison of Log Likelihood Estimates for Different Values of α with
T = 50, σx/σy = 1, K = Kp = 500.
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α = 0.9 α = 0.8 α = 0.7 α = 0.6 α = 0.5
lˆ −162.09± 0.02 −145.89± 0.02 −156.05± 0.03 −154.49± 0.02 −159.76± 0.03
lˆopt −162.16± 0.06 −145.98± 0.05 −156.02± 0.04 −154.52± 0.02 −159.76± 0.02
l˜1 −162.13± 0.04 −145.99± 0.04 −156.07± 0.04 −154.51± 0.02 −159.78± 0.03
l˜2 −162.11± 0.04 −145.95± 0.03 −156.07± 0.03 −154.50± 0.02 −159.77± 0.03
l˜3 −162.09± 0.05 −145.95± 0.03 −156.03± 0.03 −154.54± 0.05 −159.81± 0.10
lT −162.11 −145.95 −156.05 −154.51 −159.76
Table 4.17: Comparison of Log Likelihood Estimates for Different Values of α with
T = 50, σx/σy =
1
5
, K = Kp = 500.
α = 0.9 α = 0.8 α = 0.7 α = 0.6 α = 0.5
lˆ −188.39± 0.01 −192.21± 0.03 −188.88± 0.01 −186.97± 0.01 −177.64± 0.01
lˆopt −188.31± 0.09 −192.18± 0.04 −188.88± 0.02 −186.99± 0.01 −177.66± 0.01
l˜1 −188.39± 0.02 −192.22± 0.04 −188.94± 0.02 −187.01± 0.02 −177.64± 0.01
l˜2 −188.37± 0.03 −192.20± 0.03 −188.88± 0.02 −187.01± 0.02 −177.66± 0.01
l˜3 −188.39± 0.05 −192.19± 0.03 −188.87± 0.05 −187.02± 0.04 −177.66± 0.05
lT −188.38 −192.20 −188.88 −186.99 −177.65
Table 4.18: Comparison of Log Likelihood Estimates for Different Values of α with
T = 50, σx/σy =
1
10
, K = Kp = 500.
4.3.2 Comparison for different values of T
We shall first examine the values of the estimates for different values of T . The results
for the simulations are summarised in Tables 4.1 to 4.10 for different values of σx/σy.
Table 4.11 to 4.13 give the computation time (in seconds) for the particles filters
under different setup.
Simulation time
We shall refer to Table 4.11 to 4.13 for the comparison of simulation time. We shall
denote Tf to be the mean computation time for the particle filter and Tl to be the
mean computation time for the sum of link weights. We remark that the computation
of the sum of link weights can be performed using vector term-by-term multiplication
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which results in computational cost savings. This will be elaborated in Section 4.5.
For the usual particle filter, the simulation time for T = 100 is around 1.8 times that
for T = 50. Similarly, the simulation time for T = 150 is around 2.8 times that for
T = 50. This is expected as the computation time is of O(T ).
The time taken for the usual particle filter using the optimal proposal density is more
than thrice that of the usual particle filter using fθ as the proposal density. The
additional time is due to the computation of the mean and standard deviation of the
proposal density at each value of T for the simulation of the random variables involved.
From Table 4.11, if the segmented particle filters are run in parallel, the combined
time (factoring in the computation of the sum of link weights) for Kp = 500 is less
than the time taken for the usual particle filter using the same number of particles.
The cost saving is around one third of the particle filter computational time. If
Kp = 700, the combined time is still less than the time taken for the usual particle
filter using K = 500 particles. The cost saving is around one tenth of the particle
filter computational time. Accordingly, for the parallel particle filter, one can use
more particles for the computation of the estimates and at the same time obtain
computational cost savings. Similar conclusions can be made for the case when T =
100 and T = 150 by referring to Table 4.12 and Table 4.13. This gives an advantage
for the parallel particle filter over the usual particle filter by gaining computational
cost savings while using more particles to compute the estimates.
Performance of estimates
We shall first examine the performance of the estimates for K = Kp = 500. From
Table 4.1 to 4.5, we can see that for the parallel particle filter using option (i), the
exact log likelihood does not lie in the interval obtain from the computed estimates
for most cases. This could be due to the bad choice of fθ2 used in the algorithm.
However, the estimates obtained are not too far off from the exact log likelihood,
suggesting that the estimates obtained with a poor choice of fθ2 would be able to give
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a reasonable estimate for the log likelihood.
For the parallel particle filter using option (ii) and option (iii), we have similar con-
clusion as above. However, for most cases, the standard errors obtained are smaller
compared to that using parallel particle filter using option (i). This suggests that
the estimates obtain using option (ii) or option (iii) are less variable and more sta-
ble. Further, comparing the estimates using the usual particle filter with fθ as the
proposal density, the parallel particle filter using option (ii) and option (iii), we see
that the standard errors of the estimates are comparable. Thus, in using the parallel
particle filter with appropriate fθ2, we can obtain estimates that have comparable
performance to the usual particle filter using the same proposal density and able to
save computational time. If the same proposal density is used for the usual particle
filter and parallel particle filter, one would expect comparable performance between
these two methods. This is an encouraging result for using parallel particle filter to
obtain log likelihood estimates.
When we have K = 500 and Kp = 700, one would expect the parallel particle filter
to perform better as more particles are used in the computation of the log likelihood
estimate. From Table 4.6 to 4.10, this is true for most cases. The standard errors
for the estimates obtained using option (ii) and (iii) are usually smaller than the
estimates computed using the usual particle filter. This suggests that the parallel
particle filter estimates are stable for most cases. In using more particles, one can
achieve better estimates and at the same time gain computational cost savings. This
would make our proposed method more attractive than the usual particle filter.
4.3.3 Comparison for different values of α
We shall consider the effect of α for T = 50 and different values of σx/σy. Note that
the signal to noise ratio (SNR) is σ2x(1 − α2)/σ2y . Accordingly, for a fixed value of
σx/σy, the SNR will increase as α decreases.
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We shall refer to Table 4.14 to 4.18 for our analysis. When σx/σy = 10, the standard
error of the estimates obtain from the usual particle filter and parallel particle filter
using option (i) to (iii) increases as α decreases. However, this trend is not evident
for the other values of σx/σy. For high SNR, one may need a better proposal density
to address this problem.
For cases with low SNR (Table 4.16 to 4.18), the parallel particle filter using option
(ii) and (iii) are comparable to the usual particle filter for the five different values of
α chosen. Under these settings, the choice of fθ as the proposal density works well
and choosing an appropriate fθ2 will improve the performance of the estimates (using
standard errors as a basis for comparison).
4.3.4 Comparison for different values of σx/σy
We shall consider the effect of σx/σy for T = 50 and setting α = 0.7. One would
expect the particle filters to perform better when the SNR is low. The results are
summarised in Table 4.19 for easy reference.





lˆ −170.69± 0.30 −129.49± 0.25 −89.33± 0.12 −156.05± 0.03 −188.88± 0.01
lˆopt −170.27± 0.02 −129.29± 0.03 −89.22± 0.08 −156.02± 0.04 −188.88± 0.02
l˜1 −170.04± 0.31 −129.57± 0.22 −89.28± 0.11 −156.07± 0.04 −188.94± 0.02
l˜2 −170.88± 0.36 −129.38± 0.17 −89.13± 0.11 −156.07± 0.03 −188.88± 0.02
l˜3 −171.30± 0.34 −130.12± 0.31 −89.18± 0.06 −156.03± 0.03 −188.87± 0.05
lT −170.25 −129.32 −89.19 −156.05 −188.88
Table 4.19: Comparison of Log Likelihood Estimates for Different Values of σx/σy
with T = 50, α = 0.7, K = Kp = 500.
From the above table, we can observe that the standard error of all the estimates
decreases as σx/σy decreases. This is expected as the SNR decreases as the ratio
decreases. The performance of the parallel particle filter estimates are comparable
to the usual particle filter for all the three options of fθ2 chosen for the five different
settings.
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4.4 Estimation of smoothed means
In this section, we will examine the performance of parallel particle filter in the esti-
mation of smoothed means. We will use 2 subsequences as before. Due to repeated
resampling, for the usual particle filter, we would expect less distinct values of Xu
where u ≤ T for the particles as compared to that obtained from the parallel particle
filter. We will perform simulations to ascertain this.
Recall from equation (3.2.6) that an estimator of ψ2T := Ep[ψ(X1:2T )|Y1:2T ] using the






































As a comparison, we will consider ψ2T = X10 and ψ2T = X40 for the case when
T = 50, α = 0.7 and different values of σx/σy. We will compute the estimates using
the above estimate given in equation (4.4.1). We will use the same number of par-
ticles for the usual particle filter and parallel particle filter. We have also included
the usual particle filter with optimal proposal density as a basis for comparison. The
results are summarised in Table 4.20 to 4.24.
For high SNR (Table 4.20 and Table 4.21), the parallel particle filter smoothed means
estimates has lower standard error for X˜10 compared to the usual particle filter.
For σx = σy, the performance of the parallel SMC with the usual particle filter is
comparable. The behaviour of the estimates for low SNR tends to be erratic, which
can be seen from Table 4.23 and Table 4.24. To explain this, we shall look at the
hidden states trajectory for the particle filter using optimal proposal density to get
a better idea. Figure 4.1 to Figure 4.5 give the hidden states trajectory for different
SNR values.
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X˜10 X˜40
Usual PF with Optimal Proposal 1.6733± 0.1528 −20.3140± 0.0859
Usual PF 1.6188± 0.3582 −20.2353± 0.2016
Parallel SMC (i) 1.5659± 0.1865 −20.2346± 0.0722
Parallel SMC (ii) 1.7391± 0.2177 −20.3657± 0.1390
Parallel SMC (iii) 1.5418± 0.1809 −20.2599± 0.1311
Table 4.20: Comparison of Hidden States Estimates for σx/σy = 10.
X˜10 X˜40
Usual PF with Optimal Proposal −7.2638± 0.1751 −2.4171± 0.1093
Usual PF −6.9270± 0.3238 −2.3133± 0.2242
Parallel SMC (i) −7.4086± 0.1436 −2.2331± 0.1527
Parallel SMC (ii) −7.1260± 0.1262 −2.3728± 0.1278
Parallel SMC (iii) −7.5336± 0.1931 −2.1327± 0.2401
Table 4.21: Comparison of Hidden States Estimates for σx/σy = 5.
X˜10 X˜40
Usual PF with Optimal Proposal −0.6899± 0.0860 0.7732± 0.0525
Usual PF −0.8459± 0.0774 0.7054± 0.0287
Parallel SMC (i) −0.6608± 0.1130 0.7815± 0.0577
Parallel SMC (ii) −0.5873± 0.0816 0.6312± 0.0555
Parallel SMC (iii) −0.7458± 0.0568 0.7727± 0.0681
Table 4.22: Comparison of Hidden States Estimates for σx/σy = 1.
X˜10 X˜40
Usual PF with Optimal Proposal −0.4814± 0.1883 −0.0661± 0.1111
Usual PF −0.1207± 0.1312 0.0649± 0.1064
Parallel SMC (i) −0.3524± 0.0983 −0.0963± 0.0912
Parallel SMC (ii) −0.5552± 0.1361 0.0376± 0.0818
Parallel SMC (iii) −0.2817± 0.1228 −0.0653± 0.0647
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X˜10 X˜40
Usual PF with Optimal Proposal 0.2406± 0.1752 −0.0447± 0.0984
Usual PF 0.1149± 0.1285 −0.0961± 0.0798
Parallel SMC (i) −0.0434± 0.1459 −0.1272± 0.0863
Parallel SMC (ii) 0.2760± 0.1117 −0.0326± 0.0966
Parallel SMC (iii) 0.2584± 0.1027 −0.2460± 0.1044




Figure 4.1: Particle trajectory for σx/σy = 10.
Figure 4.2: Particle trajectory for σx/σy = 5.
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Figure 4.3: Particle trajectory for σx/σy = 1.
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For high SNR (Figure 4.1 and Figure 4.2), the sample trajectory for the hidden states
estimates the actual trajectory well. However, for low SNR (Figure 4.4 and Figure
4.5), the sample trajectory deviates from the actual trajectory significantly. To be
specific, from Figure 4.4, the actual value of X10 does not lie in the interval based on
the mean estimate X˜10. Accordingly, we will expect erratic performance for the usual
particle filter, as well as the parallel particle filter in estimating the hidden states for
low SNR.
For the estimation of X40, the performance for the usual particle filter and parallel
particle filter are comparable. This is expected as the number of distinct values for
X40 due to resampling for the usual particle filter should be comparable to that from
the parallel particle filter.
4.5 Number of subsequences
In our earlier simulation study, we have set M = 2 in the simulation for illustration












To achieve this naively, one will make use of two ‘for’ loops to compute the sum,
which results in a O(K2) computation with a large value for the constant factor. To
circumvent this problem, one could make use of vector term by term multiplication.
The idea is to create a matrix A with aij = fθ(x
j
2,1|xi1,T )/fθ2(xj2,1) and sum all the
entries. To save computation time, one can create the i-th row, Ai·, using vector term
by term multiplication of the vectors a = (a1, a2, . . . , aK)
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Therefore, one will only need one for loop to create the matrix A. Thereafter, one
can simply evaluate the sum of all the entries in the matrix.
The computation of the sum of link weights for the case when M > 2 is not signif-
icantly more time consuming. If done naively (using 3 ‘for’ loops), the order of the
computation will be O(K3). However, we could compute this sum using a recursive
algorithm. The key idea is to evaluate the sum involving the last subsequence first
and proceed in a recursive manner. To elaborate on this, we shall consider the case


































































































One can make use of the same technique in the case of M = 2, where we will now









One will create the i-th row of B using vector term by term multiplication of vectors
a, b and c as illustrated earlier. Subsequently, we can sum up the entries of B to
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evaluate the required sum. Using this recursive technique, one can compute the sum
of the link weights with computation time of order O(MK2) instead of O(K3).
To verify this, we shall run simulation for the case when T = 60, α = 0.9 and
σx/σy ∈ { 110 , 1, 10}. 10 estimates of the log likelihood will be computed to obtain
the mean and standard error of the estimates. For comparison purposes, we shall set
K = Kp = 500. We will use option (ii) for the parallel particle filter for the various
values of M used. We shall denote l˜2,M to denote the estimate obtained by using
parallel particle filter using option (ii) (the exact distribution of XmT+1 given Y1:mT
for 1 ≤ m < M is used for fθm and M subsequences where M ∈ {1, 2, 3, 4, 5}. Note
that when M = 1, the estimate is obtained using the usual particle filter. lT denotes
the log likelihood function computed using Kalman filtering. We will define,
(i) Tf to be the time taken to complete the particle filter for one subsequence of
length T/M ;
(ii) Tl to be the time taken to complete the computation of the sum of link weights;
(iii) S to be the mean time taken to complete 1 run.
Table 4.25 to 4.27 summarise the results of this simulation study.
Estimate Tf Tl S
l60 −227.41
l˜2,1 −227.37± 0.02 − − 0.3514
l˜2,2 −227.37± 0.03 0.1709 0.0493 0.2202
l˜2,3 −227.42± 0.03 0.1115 0.0877 0.1992
l˜2,4 −227.46± 0.03 0.0834 0.1373 0.2207
l˜2,5 −227.41± 0.05 0.0739 0.2117 0.2855
Table 4.25: Comparison of Log Likelihood Estimates and Computational Time for
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Estimate Tf Tl S
l60 −98.81
l˜2,1 −98.76± 0.09 − − 0.3474
l˜2,2 −98.67± 0.10 0.1711 0.0480 0.2191
l˜2,3 −98.95± 0.13 0.1081 0.0866 0.1947
l˜2,4 −98.79± 0.07 0.0805 0.1349 0.2153
l˜2,5 −98.76± 0.08 0.0630 0.1827 0.2457
Table 4.26: Comparison of Log Likelihood Estimates and Computational Time for
Different Values of M with σx/σy = 1.
Estimate Tf Tl S
l60 −174.66
l˜2,1 −175.25± 0.36 − − 0.3476
l˜2,2 −175.28± 0.37 0.1650 0.0467 0.2116
l˜2,3 −175.49± 0.37 0.1091 0.0813 0.1904
l˜2,4 −175.78± 0.24 0.0808 0.1303 0.2112
l˜2,5 −175.31± 0.32 0.0734 0.1968 0.2702
Table 4.27: Comparison of Log Likelihood Estimates and Computational Time for
Different Values of M with σx/σy = 10.
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For the three different values of σx/σy, the estimates for the different values of M per-
form reasonably well with reference to the actual log likelihood computed via Kalman
filtering. For most estimates, the actual log likelihood will fall within two standard
errors of the mean estimate. An interesting finding is that the standard errors for
the case when M = 4 is smaller compared to other values of M . Since the length of
the subsequences decreases with the number of subsequences introduced, one would
expect the effect of weight degeneracy to decrease as well. This might suggest that
using more subsequences will give a more precise estimate for the log likelihood.
We shall now discuss the computation time involved for different values of M . From
earlier remarks and the nature of parallel particle filter, one would expect Tf to be of
order O(1/M) for a fixed value of T while Tl to be of order O(M) for a fixed value
of K. Subsequently, one would expect to have an optimal number of subsequences
for the computation time. For our simulation study with T = 60 and K = 500, the
optimal number of subsequences appear to be 3, supported by the values of S. From
Table 4.25 to 4.27, we are able to justify that Tf is of order O(1/M). Using the
recursive technique discussed in this section, we are able to achieve Tl to be of order
O(M). We can see that using more subsequences does not give a significant increase
in the computational time. On the contrary, if one could find the optimal number
of subsequences to use, we can achieve significant computational cost savings. This
supports our belief that using the parallel particle filter could achieve computational
cost savings, while possibly achieving other advantages as well.
4.6 Remarks on parallel particle filter
As illustrated in the simulations, the choice for the distribution of XT+1 (for two
subsequences) plays an important role in the performance of the parallel particle fil-
ter. We observe that using an estimation for the actual density of XT+1 will improve
the performance of the parallel particle filter in contrast when an arbitrary choice is
made. When an appropriate choice is made, the performance of the estimate (log
likelihood or smoothed mean) are comparable to the estimate obtained via the usual
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particle filter. Coupled with a good proposal density for the particle filters, one would
be able to obtain estimates with good performance while saving computational time.
Accordingly, the use of parallel particle filter would be more attractive to the usual
particle filter.
We have discussed in Section 4.5 on the recursive technique for the computation of
the sum of link weights. Another possible technique for the computation of this sum
is to make use of random sampling of the indices involved which is termed as sub-
sampling as proposed in Briers et al. (2005) and Fearnhend et al. (2010) . The
usefulness of this technique is to reduce the O(K2) computational cost in evaluating
the estimates. Though the recursive technique that was discussed in Section 4.5 is
not computationally expensive, we will have a larger computational complexity due
to the evaluation of the iterated sum as M and K increases.
The idea of sub-sampling is to replace the iterated sum with a single sum, thus
achieving computational cost savings. We shall illustrate this by using the case when
M = 2 for the likelihood function estimate. Let {(i(v), j(v)) : 1 ≤ v ≤ V } be selected


















Since ηˆ(θ) is unbiased for η(θ), ηˆ∗(θ) will be unbiased for η(θ) as well. One can choose
V ∼ K to achieve a computation cost of O(K). As the sampling of the indices does
not depend on the execution of the parallel particle filters, we can improve the per-
formance of ηˆ∗(θ) with more sampling without having the need to re-run the particle
filters.




M = 2 using K = 500 particles for the usual parallel SMC and K ∈ {500, 550, 600}
for the parallel SMC with sub-sampling. We will choose β to be the discrete uniform
distribution on Z2K for simplicity and set V = K. We shall denote
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(i) l˜∗2,1 to be the log likelihood estimator using sub-sampling with K = 500,
(ii) l˜∗2,2 to be the log likelihood estimator using sub-sampling with K = 550,
(iii) l˜∗2,3 to be the log likelihood estimator using sub-sampling with K = 600,
where option (ii) is used for the distribution of XT+1. The results are summarised in
Table 4.28.
Estimate Tf Tl S
l60 −221.75
l˜2,2 −221.75± 0.02 0.1563 0.0434 0.1997
l˜∗2,1 −221.81± 0.07 0.1570 0.0070 0.1640
l˜∗2,2 −221.86± 0.11 0.1702 0.0076 0.1778
l˜∗2,3 −221.84± 0.07 0.1867 0.0091 0.1957
Table 4.28: Comparison of Log Likelihood Estimates and Computational Time using
Sub-sampling.
From Table 4.28, using sub-sampling, we could still achieve estimates with perfor-
mance that are comparable to the computation when all K2 coalesced particles are
used. One would expect the standard error to be higher since less particles (K versus
K2) are used in the computation of the sum of link weights, which is indeed the case
from our simulation studies. Although the standard error is higher, the increase is
insignificant compared to the actual value of the estimate. For the same number
of particles, the time taken for the computation of the sum of link weights for the
sub-sampling technique is about 6 times faster than the usual computation. This is
even faster when compared with the time taken for the usual particle filter. With this
computational time saving, one would be able to make use of more particles for the
estimation of the log likelihood function. Referring to Table 4.28 again, even though
the time taken for the particle filter will increase with an increase in the number of
particles, the total time taken when we use 600 particles for sub-sampling is still less
than that for the usual computation with 500 particles. While the standard error in
using 600 particles for the sub-sampling scheme is still much higher than that for the
104 Chapter 4. Numerical Study for Likelihood Estimates
computation without sub-sampling, one would need to weigh the trade-off in compu-
tational time saving with this loss of precision for the estimates if the iterated sum
is used for the computation. For higher number of subsequences, we would expect
more computational cost savings in the computation of the link weights, making sub-
sampling an attractive enhancement for the parallel SMC algorithm. Another way to
enhance the method is to choose β such that more influential particles will be given
higher weights. Therefore, these particles will be chosen more often to obtain more
efficient estimates.
Chapter5
Discrete Time Gaussian SV Model
5.1 Introduction
Particle filters have many applications in real life problems as stated briefly in Chapter
2. In this chapter, we will consider its use and application in financial mathematics:
the discrete time Gaussian stochastic volatility (SV) model. Pitt and Shephard (1999)
are among the first to use the particle filters (PF) in econometrics. They made use
of particle filters to provide estimate of the current volatility of a SV model. Since
then, much work has been done in enhancing the use of the PF in this model and its
generalisations. A review on the use of particle filters in econometrics can be found
in Creal (2012).
For an HMM under a Bayesian setting, one would like to obtain an approximation
to the posterior distribution of the parameters θ given a set of observation data y1:T
using MCMC methods. In Chapter 2, we discussed some MCMC methods that can
be applied to an HMM, for example, the particle Markov chain Monte Carlo (PM-
CMC) method. The use of PMCMC methods in econometrics is gaining attention.
Pitt et al. (2012) gave a discussion on the use of PMCMC algorithm in econometrics.
As mentioned in Section 2.8, one would need to compute unbiased estimates of the
likelihood function for the evaluation of the MH acceptance ratio. In this chapter,
to illustrate the use of the proposed method in existing methodology, we will imple-
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ment the parallel particle filter in obtaining estimates for the likelihood function for
a simple discrete time Gaussian SV model. Since the parallel particle filter provides
unbiased estimates for the marginal likelihood function, we will be able to implement
this algorithm in the PMCMC method. The objective of this chapter is to show that
the parallel particle filter will be able to provide reasonable convergence to the PM-
CMC method used for the real life example with computational cost savings (since
the computation of the likelihood estimates is done in parallel). We will also vary the
parameters to investigate any possible trends.
We will begin by first providing a quick review of the Gaussian SV model and its
variations, and how particle filters are used in this context in Section 5.2. Thereafter,
in Section 5.3, we will consider a simplification of the model that was used by Flury
and Shephard (2011) for our simulation study using a set of real data that will be
elaborated on. In this section, the set up of the parallel particle filter will be discussed
as well. Results and plots obtained from the simulation will be provided to support
the analysis and inferences done in Section 5.5. We will see that the use of parallel
particle filter is useful for the PMCMC algorithm in terms of computational time
savings and performance of the PMCMC algorithm.
5.2 Stochastic volatility model
Stochastic volatility (SV) models are widely used for the modelling and prediction
of time-varying volatility on financial markets. These models are important in risk
management, asset pricing and asset allocation. Even though stochastic volatility
is modelled in a continuous-time setting in practice, the fact that observations are
typically recorded at discrete points in time means that the discrete counterpart of SV
models are essential. In this section, we shall introduce the standard SV model and
some of its extension. For our numerical study, we will base mainly on the standard
SV model for simplicity.
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5.2.1 The standard stochastic volatility model
Let yt denotes the log return at time t and ht denotes the log volatility at time t,
where 1 ≤ t ≤ T . The standard SV model is given by
yt = exp(ht/2)ut, (5.2.1)
ht = µ+ φ(ht−1 − µ) + ηt, (5.2.2)
where ut ∼ N(0, 1) and ηt ∼ N(0, σ2η) are white noise sequences and φ in the per-
sistence parameter such that |φ| < 1. If h0 ∼ N(µ, σ2η/(1 − φ2)), the stationary
distribution of ht is given by N(µ, σ
2
η/(1− φ2)).
Under a Bayesian framework with parameter θ = (µ, φ, σ2η), the likelihood function
p(y1:T |θ) cannot be evaluated in closed form. Thus, numerical methods are necessary
to estimate the likelihood function using particle filters or MCMC techniques.
5.2.2 The SVt model
The standard SV model will not be able to explain the heavy-tail property commonly
present in financial return distributions. Accordingly, one will need to make extension
to the standard SV model to model this.
A simple generalisation of the standard SV model is to consider a t-distribution
for the log return white noise sequence. Specifically, we have the same model in the
previous subsection given by (5.2.1) and (5.2.2) with ut following a t-distribution with
v degrees of freedom and ηt ∼ N(0, σ2η). This is termed as the SVt model, stressing
the t-distribution used in this model. This model can be represented using scale
mixture of normal distributions. Let λt denote an i.i.d. random variable following an




ht = µ+ φ(ht−1 − µ) + ηt,
where λt ∼ IG(v/2, v/2) and ut ∼ N(0, 1) and ηt ∼ N(0, σ2η) are white noise se-
quences. λt is a hidden variable in this model.
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The behaviour of the SV process will be affected due to a change in the distribution of
the return process. For a standard SV model, large values of |yt| induce large values
of ht. However, for a SVt model, due to the presence of λt, large values of |yt| do not
necessary need to increase the value of ht.
5.2.3 The SV model with jump components
Another shortcoming of the standard SV model is its inability to model possible
jumps in the return process. One will be able to include a jump component in the
return process (5.2.1) for the standard SV model. The resulting model is called the
SVJ model. For this model,
yt = ktqt + exp(ht/2)ut,
ht = µ+ φ(ht−1 − µ) + ηt,
where qt are i.i.d. Bernoulli random variable taking the value 1 with probability κ,
kt is the jump size that follows N(αk, βk). For this model, ht, kt and qt are hidden
variables.
For the SVJ model, large values of |yt| will be accounted by the jump process rather
than the volatility process.
5.2.4 SV model with leverage
Another generalisation of the standard SV model is to remove the assumption that
the return process and volatility process white noise sequences are independent. This
can be achieved by introducing a leverage term in the model, which was proposed by
Yu (2005). In financial term, leverage is any technique to multiply gains and losses.
A basic SV model with leverage is given by
yt = exp(ht/2)ut,
ht = µ+ φ(ht−1 − µ) + ηt,
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where ut
ηt




and ρ is the correlation between ut and ηt. When ρ < 0, a drop in the return followed
by an increase in volatility is known as the leverage effect. The leverage effect can be
explained by using financial leverage. When stock prices fall, financial leverage will
increase and thus leading to an increase in stock return volatility. This explains the
negative correlation between the stock volatility and the stock returns.
5.3 The chosen model
For our simulation study, we will consider a variant of the standard SV model in-
troduced in the previous section. The model is introduced by Flury and Shephard
(2011). However, we will make some simplification to it. For this model, the stock
log returns, yt, are assumed to follow
yt = µ+ νt exp(β0 + β1αt)
and the stochastic volatility factor
αt+1 = φαt + ξt,
where ξt ∼ N(0, 1) and νt ∼ N(0, 1) are independent white noises. We will set
α0 ∼ N (0, 1/(1− φ2)). Thus the stationary distribution of the stochastic volatility
factor is N (0, 1/(1− φ2)). In the stated model by Flury and Shephard (2011), a SV
model with leverage is considered, that is,νt
ξt




In our study, however, we shall set ρ = 0 for simplicity. One can view this model as a
special case of a combination of the SVJ model (where µ is the constant jump at each
t) and the SVt model (where exp(β0) is the variable). For this model, the parameters
involved are θ = (µ, β0, β1, φ)
′. We will use the particle Markov Chain Monte Carlo
method (PMCMC) to obtain estimates of the posterior distribution of θ.
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5.3.1 Setup of the parallel particle filter
In this model, the exact likelihood is not available. To illustrate our proposed method,
we will use the parallel particle filter to compute unbiased estimates of the likelihood
to be used for the computation of the acceptance ratio in the PMCMC algorithm.
To simplify the process, we will consider segmenting the observed sequence {yt}2Tt=1
into two subsequences of equal length. Particle filters with K particles will be
run in parallel for each subsequence. For the first subsequence, the distribution
N(0, 1/(1− φ2)) is chosen as the initial distribution of α1.
Since the exact distribution of αT+1|y1:T is not readily available, one will need to
estimate this distribution for the implementation of the particle filter for the second
subsequence as discussed in Chapter 4. With reference to details found in Chapter
4, we will make use of particle filtering with K particles on the observation sequence
{yT−r, . . . , yT} to obtain an estimate of this distribution with r = 10.
5.3.2 Parameter proposal
We shall assume a Gaussian prior given by θ ∼ N(θ0, I4) where
θ0 = (0.036, −0.286, 0.077, 0.984)′.
As stated by Flury and Shephard (2011), any proposal for φ /∈ (−1, 1) will be rejected.
We will be using the following random walk proposals for θi = (µi, β0,i, β1,i, φi)
µi = µi−1 + a1η1,i,
β0,i = β0,i−1 + a2η2,i,
β1,i = β1,i−1 + a3η3,i,
φi = φi−1 + a4η4,i,
where ηj,i ∼ N(0, 1) are independent for j = 1, . . . , 4 and i = 1, . . . , N and aj are the
tuning parameters. The tuning parameters are chosen to have an acceptance proba-
bility of around 0.4 to 0.5. Gibbs sampling will be done at each iteration to update
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the parameters, hidden states and likelihood function.
5.3.3 Chosen data and setup
The data we have chosen for this simulation is the end-of-day adjusted level of the S&P
500 (GSPC) index. The data are obtained from the online database Quandl (https:
//www.quandl.com/YAHOO/INDEX_GSPC-S-amp-P-500-Index). We will vary the num-
ber of daily observations from the set of data from 03.01.1995 until 17.10.1995, ex-
cluding the non-trading days. At 03.01.1995, we will set t = 0. The daily returns are
defined as
yt = 100(log SNP500t − log SNP500t−1),
where SNP500t denotes the end-of-day adjusted level of the index at time t. For the
set of data, we will have 200 observations for yt. We shall consider the cases when
2T ∈ {50, 100, 200}. We will vary the number of particles K ∈ {100, 300, 500} used
for the parallel particle filters to examine the effect on the PMCMC algorithm. We
will run the simulation to obtain chains of length N = 1000.
We will report the means and standard errors for the four prior parameters. The
posterior covariance, correlation and acceptance probability will be reported as well.
Sample paths of the four parameters will be given, as well as the autocorrelation plots.
Running average plots of the parameters for different setup will be included to assess
the burn-in periods. Plots of the log likelihood estimates against θi are included to
assess the fluctuations.
5.4 Tables of simulations
We shall first report the results of the numerical study done. The analysis of these
result will be discussed in Section 5.5. The results are calculated based on a burn-in
period of 200. The choice of this value for the burn-in period will be discussed in
Section 5.5 as well. For Tables 5.1 to 5.9, the posterior correlations are above the
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leading diagonal, while the posterior covariances are below the leading diagonal.
Mean Acceptance Rate Posterior Covariance and Correlation
µ −0.0089 0.471 0.0081 −0.0157 0.0302 −0.1565
β0 −0.5250 0.401 −0.0002 0.0136 −0.1015 0.1294
β1 0.0707 0.464 0.0007 −0.0030 0.0624 −0.0228
φ 0.0291 0.458 −0.0068 0.0073 −0.0027 0.2316
Table 5.1: Result for PMCMC algorithm using 2T = 50, K = 100.
Mean Acceptance Rate Posterior Covariance and Correlation
µ −0.0057 0.498 0.0096 −0.0774 0.0019 −0.1772
β0 −0.5237 0.424 −0.0010 0.0164 −0.1015 0.1225
β1 0.0286 0.458 0.0000 −0.0028 0.0451 0.0417
φ 0.1150 0.429 −0.0087 0.0079 0.0045 0.2538
Table 5.2: Result for PMCMC algorithm using 2T = 50, K = 300.
Mean Acceptance Rate Posterior Covariance and Correlation
µ 0.0102 0.494 0.0067 0.0160 0.0224 −0.1351
β0 −0.5155 0.414 0.0002 0.0235 −0.0964 0.2723
β1 0.0504 0.483 0.0004 −0.0034 0.0519 −0.0132
φ 0.0780 0.465 −0.0058 0.0220 −0.0016 0.2767
Table 5.3: Result for PMCMC algorithm using 2T = 50, K = 500.
K = 100 K = 300 K = 500
Parameter Mean NSE Mean NSE Mean NSE
µ 0.0089 0.0032 −0.0057 0.0034 0.0102 0.0029
β0 −0.5250 0.0041 −0.5237 0.0045 −0.5154 0.0054
β1 0.0707 0.0088 0.0286 0.0075 0.0504 0.0081
φ 0.0291 0.0170 0.1150 0.0178 0.0780 0.0186
Table 5.4: Geweke estimate for the mean and numerical standard error of the param-
eters for 2T = 50.
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Parameter Lag 1 Lag 5 Lag 10 Lag 50
µ 0.655 0.201 0.014 0.045
β0 0.721 0.196 0.006 −0.018
β1 0.747 0.239 0.148 0.027
φ 0.739 0.244 0.096 0.013
Table 5.5: Autocorrelation for 2T = 50, K = 500 and N = 1000.
Mean Acceptance Rate Posterior Covariance and Correlation
µ 0.0151 0.424 0.0030 −0.1133 0.1950 −0.0753
β0 −0.6573 0.438 −0.0006 0.0106 −0.2469 0.2633
β1 0.0984 0.454 0.0027 −0.0065 0.0662 −0.2092
φ 0.1792 0.446 −0.0019 0.0127 −0.0252 0.2195
Table 5.6: Result for PMCMC algorithm using 2T = 100, K = 100.
Mean Acceptance Rate Posterior Covariance and Correlation
µ 0.0265 0.440 0.0028 −0.0894 0.0129 −0.1335
β0 −0.6661 0.438 −0.0005 0.0096 0.0699 0.2186
β1 0.0485 0.454 0.0002 0.0019 0.0760 0.0173
φ 0.0895 0.444 −0.0033 0.0101 0.0023 0.2251
Table 5.7: Result for PMCMC algorithm using 2T = 100, K = 300.
Mean Acceptance Rate Posterior Covariance and Correlation
µ 0.0235 0.435 0.0023 −0.0874 0.0665 −0.1705
β0 −0.6704 0.543 −0.0005 0.0126 −0.3366 0.1787
β1 0.1239 0.488 0.0008 −0.0099 0.0682 −0.1625
φ 0.1475 0.456 −0.0042 0.0102 −0.0215 0.2573
Table 5.8: Result for PMCMC algorithm using 2T = 100, K = 500.
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K = 100 K = 300 K = 500
Parameter Mean NSE Mean NSE Mean NSE
µ 0.0151 0.0019 0.0265 0.0019 0.0235 0.0017
β0 −0.6573 0.0036 −0.6661 0.0034 −0.6704 0.0040
β1 0.0984 0.0091 0.0485 0.0097 0.1239 0.0092
φ 0.1792 0.0166 0.0895 0.0168 0.1475 0.0179
Table 5.9: Geweke estimate for the mean and numerical standard error of the param-
eters for 2T = 100.
Parameter Lag 1 Lag 5 Lag 10 Lag 50
µ 0.582 0.113 0.022 −0.043
β0 0.776 0.304 0.121 0.036
β1 0.755 0.337 0.166 0.003
φ 0.773 0.324 0.160 −0.094
Table 5.10: Autocorrelation for 2T = 100, K = 500 and N = 1000.
Mean Acceptance Rate Posterior Covariance and Correlation
µ 0.0444 0.408 0.0006 0.0829 0.2350 −0.2566
β0 −0.9046 0.395 0.0004 0.0324 0.1840 −0.1491
β1 0.1213 0.347 0.0002 0.0013 0.0015 −0.6703
φ 0.9462 0.347 −0.0002 −0.0010 −0.0009 0.0013
Table 5.11: Result for PMCMC algorithm using 2T = 200, K = 100.
Mean Acceptance Rate Posterior Covariance and Correlation
µ 0.0459 0.443 0.0007 −0.1595 0.1935 −0.1277
β0 −0.8662 0.498 −0.0006 0.0198 −0.2236 0.2763
β1 0.1261 0.484 0.0007 −0.0046 0.0214 −0.6592
φ 0.8855 0.407 −0.0004 0.0041 −0.0102 0.0111
Table 5.12: Result for PMCMC algorithm using 2T = 200, K = 300.
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Mean Acceptance Rate Posterior Covariance and Correlation
µ 0.0471 0.428 0.0004 −0.0109 −0.1471 0.1512
β0 −0.7143 0.441 0.0000 0.0549 0.0080 0.4070
β1 0.1022 0.447 −0.0001 0.0000 0.0004 −0.2211
φ 0.9684 0.550 0.0001 0.0020 −0.0001 0.0004
Table 5.13: Result for PMCMC algorithm using 2T = 200, K = 500.
K = 100 K = 300 K = 500
Parameter Mean NSE Mean NSE Mean NSE
µ 0.0444 0.0008 0.0459 0.0009 0.0471 0.0007
β0 −0.9046 0.0064 −0.8661 0.0049 −0.7143 0.0083
β1 0.1213 0.0014 0.1261 0.0052 0.1022 0.0007
φ 0.9462 0.0013 0.8855 0.0037 0.9684 0.0007
Table 5.14: Geweke estimate for the mean and numerical standard error of the pa-
rameters for 2T = 200.
Parameter Lag 1 Lag 5 Lag 10 Lag 50
µ 0.941 0.718 0.538 0.058
β0 0.979 0.905 0.823 0.275
β1 0.929 0.668 0.467 −0.146
φ 0.982 0.923 0.845 0.347
Table 5.15: Autocorrelation for 2T = 200, K = 500 and N = 1000.
2T Burn Total Min. Length Dependence Factor
50 9 2336 937 2.493
100 12 2959 937 3.158
200 21 6561 937 7.002
Table 5.16: Raftery-Lewis diagnostic for different values of 2T with K = 500, N =
1000.
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Parameter 2T = 50 2T = 100 2T = 200
µ 0.871 0.463 0.000
β0 0.502 0.024 0.000
β1 0.269 0.399 0.000
φ 0.190 0.340 0.000
Table 5.17: Geweke Chi-Square significance for K = 500 and burn-in period = 500.
5.5 Analysis of simulation results
In this section, we will analyse the results obtained from the numerical study of the
chosen SV model. The plots obtained from the simulation are provided in Section
5.7. We will first give a discussion on the burn-in period for the different setup of the
simulation parameters. Thereafter, the performance of the PMCMC algorithm using
the parallel particle filter will be assessed for different values of 2T .
5.5.1 Burn-in period
One way to assess the chain for proper mixing is the use of a running mean plot.
The running mean plots for the case when K = 300 particles are used are given in
Figures 5.1 to 5.3. For the case when 2T = 50 (Figure 5.1, the mean for most of the
parameters stabilise after 200 iterations. The same comment can be said for the case
when 2T = 100 (Figure 5.2). From these plots, we will then set the burn-in period
to be 200 for these cases.
When 2T = 200 (Figure 5.3), the running mean plots of most of the parameters
stabilise after 200 iteration as well. One exception is the running mean plot of β1.
After 800 iterations, there is a significant dip in the running mean value which might
suggest that the chain has not attained its stationary distribution. However, although
the chain might not have mixed properly, we will set the burn-in period to be 200 for
consistency with the other cases.
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5.5.2 Performance of algorithm for 2T = 50
The results for the case when 2T = 50 are summarised in Tables 5.1 to 5.5. We shall
first discuss the inferences by observing the plots obtained from the simulation.
From Figure 5.1, we observe that for the case when 2T = 50, using a burn-in time
of 200 works for most of the parameters (except for φ). The sample plots for the
parameters when K = 100 (Figure 5.4), K = 300 (Figure 5.6) and K = 500 (Figure
5.8) indicate proper mixing of the chains as well.
The ACF plots (Figure 5.5, Figure 5.7 and Figure 5.9) for the four parameters for
different value of K reflect no significant spikes in the plots apart for lag 1. The
peaks of the ACF plots for higher lag values are contained in the interval (−0.2, 0.2),
indicating a low level of correlation within the chain. This further suggests that the
chains are well mixed for the different values of K chosen. Thus, even though the
number of particles used are low, we are able to achieve a fast convergence to the
target posterior distributions.
Referring to Table 5.5, the autocorrelation at the various lag checkpoints are low for
K = 500, affirming that the chains have low degree of correlation within the chains.
Thus the chains are reasonably well-mixed.
From Table 5.4, the estimates of the mean of the parameters indicate fluctuations for
different values of K. This might suggest that for smaller number of particles used,
the chain has to be run for a longer duration to ensure that the chains give good
approximation to the posterior distributions.
Table 5.4 reports the Geweke estimate for the numerical standard error (NSE) for
different values of K. From the table, the NSE of the parameters show slight fluc-
tuations as K increases from 100 to 500. This suggests that the number of particles
does not affect the NSE for the case when 2T = 50.
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From Tables 5.1 to 5.3, the estimates of the posterior covariance of the parameters
show slight fluctuation for different values of K. This might suggest that when the
length of the observation sequence is short, the number of particles needed for the
parallel particle filter can be smaller to achieve a reasonable convergence to the target
posterior distributions.
For different values of K, we have relatively higher posterior correlation coefficient
for µ and φ; β0 and φ. However, the absolute values of these coefficients are low (less
than 0.3), suggesting that the parameters of the SV model are uncorrelated when
2T = 50.
Consequently, for this setup, the PMCMC algorithm using the parallel particle filter
perform reasonably well in approximating the posterior distributions of the parame-
ters of the HMM.
5.5.3 Performance of algorithm for 2T = 100
The results for the case when 2T = 100 are summarised in Tables 5.6 to 5.10. We
will first consider the findings from the plots obtained from the simulation.
From Figure 5.2, we observe that for the case when 2T = 100, choosing the burn-in
time to be 200 for most of the parameters (except for φ) is reasonable. The sample
paths for the different values of K are given in Figure 5.10, Figure 5.12 and Figure
5.14 while the ACF plots are given in Figure 5.11, Figure 5.13 and Figure 5.15. Refer-
ring to the sample paths plots, one would be able to see that the PMCMC algorithm
using the parallel particle filter is able to provide fast convergence to the target pos-
terior density, where fast mixing of the chain is evident. Thus the performance of the
PMCMC algorithm is satisfactory given the fast convergence to the target densities.
The ACF plots do not give significant hikes apart from lag 1. The peaks of the plots
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are contained in the interval (−0.2, 0.2), suggesting that the chains produced are un-
correlated. There are no significant patterns to suggest that there is a periodic trend
within the chains produced. Based on the ACF plots, we can deduce that the chains
exhibit fast mixing for the different value of K used in the simulation.
Referring to Table 5.10, the autocorrelation at the various lag checkpoints are low for
K = 500, affirming that the chains have low degree of correlation within the chains.
Thus the chains are reasonably well-mixed for this case.
From Table 5.9, the estimates of the mean of the parameters fluctuates as K increases
from 100 to 500. Thus the estimates of the mean are sensitive to the number of par-
ticles used in the parallel particle filter for a fixed iteration. As in the case where
2T = 50, this might suggest that the chains have to be run for a larger number of
iterations to ensure that the chains give good approximation to the posterior distri-
butions if the number of particles used is small.
Table 5.9 reports the Geweke estimate for the numerical standard error (NSE) for
different values of K. From the table, the NSE of the parameters show small fluc-
tuations as K increases from 100 to 500. This suggests that the number of particles
does not affect the NSE for the case when 2T = 100 as well.
From Tables 5.6 to 5.8, the estimates of the posterior covariance of the parameters
show slight fluctuation for different values of K. This might suggest that for this
length of the observation sequence, one need not use a large number of particles for
the parallel particle filter to achieve reasonable convergence to the target posterior
distributions.
For different values of K, we have relatively higher posterior correlation coefficient for
β0 and β1; β0 and φ. This is not surprising due to the model used, where correlation
between β0 and β1, β0 and φ are to be expected. However, the absolute values of these
coefficients are low (less than 0.3 for most cases), suggesting that the parameters of
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the SV model are uncorrelated when 2T = 100.
Thus, for the case when 2T = 100, the PMCMC algorithm using the parallel particle
filter perform reasonably well in approximating the posterior distributions of the
parameters of the HMM as well.
5.5.4 Performance of algorithm for 2T = 200
The results for the case when 2T = 100 are summarised in Tables 5.11 to 5.15. As
with the other case, we shall first consider the findings from the plots obtained from
the simulation.
From Figure 5.3, we observe that for the case when 2T = 200, the plots justify the
choice of setting the burn-in time to be 200 for most of the parameters (except for
φ). The sample paths for the different values of K are given in Figure 5.16, Figure
5.18 and Figure 5.20 while the ACF plots are given in Figure 5.17, Figure 5.19 and
Figure 5.21. Referring to the sample paths plots, when 100 particles are used (Figure
5.16), the sample paths showed slow mixing of the chain. The plots for 300 particles
(Figure 5.18) are more encouraging where mixing of the chains are evident. When
500 particles are used (Figure 5.18), the parameters µ and β1 show reasonable mixing
while the parameters β0 and φ show slow mixing. This suggests that for a larger set
of observed data, one will need more particles for the parallel particle filter in order
to get reasonable estimates for the log likelihood function. For this setup, one might
need to use more particles to achieve better mixing.
The ACF plots reiterate the points mentioned earlier. For the case when 100 parti-
cles are used (Figure 5.17), the peaks of the ACF plots exceeded the ideal range of
(−0.2, 0.2). The high peaks indicated that the chains are poorly mixed and exhibited
high correlation when a small number of particles are used for the parallel particle
filter. However, when 300 particles are used (Figure 5.19), the results obtained from
the ACF plots are better. The peaks are now contained in the interval (−0.2, 0.2),
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which support the fact that the chains are well mixed and uncorrelated. For the
case when 500 particles are used (Figure 5.21), the ACF plots of β0 and β1 indicates
high peaks at large lag values. This suggests that the chains exhibit a high degree
of correlation, indicating that the chains are not well-mixed. Consequently, one will
need to run the chain for a larger number of iterations in order to ensure that the
chains have mixed properly.
Referring to Table 5.15, the autocorrelation at the various lag checkpoints are rel-
atively high for K = 500. This illustrates that the chains have a high degree of
correlation within the chains at lag 50. Thus the chains are not well-mixed and a
larger iteration is required to achieve well-mixing.
From Table 5.14, the estimates of the mean of the parameters fluctuates as K in-
creases from 100 to 500. As with the previous cases, the estimates of the mean are
sensitive to the number of particles used in the parallel particle filter for a fixed it-
eration. This might suggest that the chains have to be run for a larger number of
iterations to ensure that the chains give good approximation to the posterior distri-
butions for small number of particles used.
Table 5.14 reports the Geweke estimate for the numerical standard error (NSE) for
different values of K. From the table, the NSE of the parameter µ and β0 show small
fluctuations as K increases from 100 to 500. However, the NSE of the parameter β1
and φ for the case when K = 300 differs significantly from the other two values of
K used. Since the NSE of the parameters are close for most cases, we may still con-
clude that the number of particles does not affect the NSE for the case when 2T = 200.
From Tables 5.11 to 5.13, the estimates of the posterior covariance of the parameters
differ significantly for different values of K. This might suggest that for this length
of the observation sequence, a larger number of particles for the parallel particle filter
should be used to achieve a reasonable convergence to the target posterior distribu-
tions. Another possible solution is to run the chains for a larger number of iterations
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to ensure proper mixing.
For different values of K, we have relatively higher posterior correlation coefficient
for β0 and φ; β1 and φ. The high value for the correlation coefficients might be due to
poor mixing of the chains produced. Thus, either a larger number of particles need
to be used for the parallel particle filter or a larger number of iterations need to be
set to achieve a better result.
Consequently, for the case when 2T = 200, the performance of the PMCMC algorithm
using the parallel particle filter is not satisfactory. This could be due to the small
number of iterations used for the simulation. In order to achieve a better performance,
one will need to use a larger number of iterations to ensure proper mixing of the chains.
Better approximation to the posterior distributions can thus be achieved.
5.5.5 Effect of T on the chain-mixing
We will make use of two diagnostics to assess the convergence of the chains obtained
from the PMCMC algorithm to the stationary distributions for different values of
2T . The diagnostics that we will be using are the Raftery-Lewis diagnostic and the
Geweke diagnostic. We will discuss the diagnostic briefly before the analysis of our
result.
Raftery-Lewis diagnostic
Raftery and Lewis (1992) introduced a run length control diagnostic based on a cri-
terion of accuracy of estimation of the quantile q of the stationary distribution. It
is intended for use on a short pilot run of a Markov chain. The diagnostic consists
of the following: number of burn-in, required number of iterations, minimum length
and the dependence factor. We shall elaborate on these quantities.
The number of ‘burn-in’ refers to the number of iterations to be discarded at the
beginning of the chain. The number of iterations required to estimate the quantile q
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to within an accuracy of ±r with probability p is calculated. The minimum length is
the required sample size for a chain with no correlation between consecutive samples.
The dependence factor, I, for the Raftery-Lewis diagnostic measures the proportional
increase in the number of iterations attributable to serial dependence. A dependence
factor larger than 5 is a cause of concern. This might suggest a high correlation
between the parameters or poor mixing of the chains.
Table 5.16 summarises the Raftery-Lewis diagnostic for 2T ∈ {50, 100, 200} using
K = 500 particles for the parallel particle filter and running the chain for N = 1000
iterations. The diagnostic are computed based on q = 0.025, r = 0.01 and p = 0.95.
The number of burn-in necessary for the algorithm increases as T increases, indicating
that the chains have to be run longer in order to achieve proper mixing. The number
of necessary iterations for the chains is given by Total in the table. As T increases,
the number of necessary iterations for the chains increases. This is in accordance
with the findings from the earlier subsections, where a larger number of iterations is
required to ensure good mixing for the chains as T increases.
From the table, the dependence factor when 2T = 50 and 2T = 100 are less than 5.
This suggests that the chains for these cases achieved proper mixing. The dependence
factor when 2T = 200 is higher than 5. This might indicate that the chains are not
well-mixed, warranting a larger number of iterations for this case.
Geweke diagnostic
Geweke (1992) proposed a convergence diagnostic for Markov chains. The procedure
considers the first and last part of a Markov chain to determine whether they can be
considered as coming from the same distribution. This test statistic is based on the
sample means and the asymptotic variance (estimated using spectral density meth-
ods) of the first and last part of a Markov chain.
Table 5.17 summarises the Geweke chi-square significance for 2T ∈ {50, 100, 200}
using K = 500 particles for the parallel particle filter. A burn-in period of 500 is
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chosen for the computations of the significance. The Geweke diagnostic is computed
by comparing the means of the first 20 percent and the last 50 percent of the Markov
chain. A high value for the significance suggests that the chain has reached its sta-
tionary distribution.
From the table, with a level of significance of 0.05, we can conclude that the relevant
means for the case when 2T = 50 are the same for all the parameters. This indicates
that the chains have reached its stationary distributions. For the case when 2T = 100,
except for the parameter β0, we can conclude that the means are equal with a level
of significance of 0.05 as well. However, for the case when 2T = 200, the Geweke
chi-square significance indicates that the means are different for all the parameters.
This reinforces the fact that a larger number of iterations is needed for this case to
ensure proper mixing and convergence to the target posterior distributions.
5.5.6 Remarks on log likelihood plots
The plots for the log likelihood functions for the different settings are provided in
Figure 5.24 to Figure 5.32 to illustrate the distribution of the log likelihood as the
chain propagates. When 2T = 50 (Figures 5.24 to 5.26), the log likelihood value
oscillates within an interval of length 10 with a short burn-in period. We have similar
results for the burn-in period and the interval width for the case when 2T = 100
(Figures 5.27 to 5.29) and when 2T = 200 (Figures 5.30 to 5.32). This suggests that
the parallel particle filter provides a reasonable estimate for the log likelihood as the
Markov chains propagates with time.
To summarise our findings, from the simulation studies, we can see that the parallel
particle filter is useful for the estimation of likelihood function in the PMCMC algo-
rithm. Apart from computational cost savings, the convergence of the Markov chains
are satisfactory with a short burn-in period for the case when 2T = 50 and 2T = 100
using a relatively small number of particles (K < 500). Recall that only 2 subse-
quences are used in the computation and one could achieve additional computational
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cost savings if more subsequences are used.
While the case for 2T = 200 is unsatisfactory, it could be due to the small number
of iterations used for the simulation study. Using more particles and increasing the
number of iterations will possibly improve the performance of the PMCMC algorithm.
To illustrate this point, we shall examine the running mean plot with N = 10000 for
the case when 2T = 200, where K = 300 particles is used for the parallel particle
filter, given in Figure 5.22. The plot suggests a burn-in period of 2000 for this case
since the running mean for the parameters stabilises after this number of iteration.
The ACF plots (Figure 5.23) exhibits a low degree of correlation within the chains
as the hikes are contained in the interval (−0.2, 0.2). We could see that running the
chains longer will give a better approximation to the posterior distributions.
5.6 Remarks
In this chapter, we have illustrated the implementation of parallel particle filter to
obtain unbiased estimates of the likelihood function that will be used in the PMCMC
algorithm. We have considered a SV model with real data to show the use of this
algorithm. We shall remarked that the performance of the PMCMC algorithm will
be affected by the model chosen. As mentioned, one would need to consider the
optimal number of particles to be used in the parallel particle filter and an appropriate
length of iterations to gain satisfactory performance for the PMCMC algorithm. On
another note, one might be able to get better performance using the algorithm with
an extension of the proposed model. For instance, we might include the leverage
factor in the model which was omitted due to simplicity.
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5.7 Plots
Figure 5.1: Running Mean of Parameters for 2T = 50, K = 300.
Figure 5.2: Running Mean of Parameters for 2T = 100, K = 300.
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Figure 5.3: Running Mean of Parameters for 2T = 200, K = 300.
Figure 5.4: Sample Path of Parameters for 2T = 50, K = 100.
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Figure 5.5: ACF Plots for 2T = 50, K = 100.
Figure 5.6: Sample Path of Parameters for 2T = 50, K = 300.
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Figure 5.7: ACF Plots for 2T = 50, K = 300.
Figure 5.8: Sample Path of Parameters for 2T = 50, K = 500.
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Figure 5.9: ACF Plots for 2T = 50, K = 500.
Figure 5.10: Sample Path of Parameters for 2T = 100, K = 100.
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Figure 5.11: ACF Plots for 2T = 100, K = 100.
Figure 5.12: Sample Path of Parameters for 2T = 100, K = 300.
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Figure 5.13: ACF Plots for 2T = 100, K = 300.
Figure 5.14: Sample Path of Parameters for 2T = 100, K = 500.
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Figure 5.15: ACF Plots for 2T = 100, K = 500.
Figure 5.16: Sample Path of Parameters for 2T = 200, K = 100.
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Figure 5.17: ACF Plots for 2T = 200, K = 100.
Figure 5.18: Sample Path of Parameters for 2T = 200, K = 300.
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Figure 5.19: ACF Plots for 2T = 200, K = 300.
Figure 5.20: Sample Path of Parameters for 2T = 200, K = 500.
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Figure 5.21: ACF Plots for 2T = 200, K = 500.
Figure 5.22: Running Mean Plots for 2T = 200, K = 300 and N = 10000.
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Figure 5.23: ACF Plots for 2T = 200, K = 300 and N = 10000.
Figure 5.24: Log Likelihood for 2T = 50, K = 100.
138 Chapter 5. Discrete Time Gaussian SV Model
Figure 5.25: Log Likelihood for 2T = 50, K = 300.
Figure 5.26: Log Likelihood for 2T = 50, K = 500.
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Figure 5.27: Log Likelihood for 2T = 100, K = 100.
Figure 5.28: Log Likelihood for 2T = 100, K = 300.
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Figure 5.29: Log Likelihood for 2T = 100, K = 500.
Figure 5.30: Log Likelihood for 2T = 200, K = 100.
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Figure 5.31: Log Likelihood for 2T = 200, K = 300.
Figure 5.32: Log Likelihood for 2T = 200, K = 500.
Chapter6
Conclusion
In this thesis, we reviewed the methodology of particle filters and various Markov
chain Monte Carlo methods for making inferences for the hidden Markov models in
Chapter 2. In particular, we touched on the use of particle Markov chain Monte Carlo
methods and introduced substitution algorithm in Bayesian inferences of a hidden
Markov model in this chapter. In Chapter 3, we introduced the proposed algorithm
formally for making use of parallel particle filters and the associated framework. The
unbiasedness property of the proposed estimates using parallel particle filters are
proven, motivated by the idea used by Chan and Lai (2013). Simulations are used to
illustrate the efficiency of the parallel particle filters estimate for a linear Gaussian
hidden Markov model in Chapter 4. Finally, a numerical study of real data using a
discrete time Gaussian stochastic volatility model was done in Chapter 5. The parallel
particle filter algorithm is used in the particle Markov chain Monte Carlo algorithm
to obtain approximations of the posterior distribution of the model’s parameters. The
performance of implementing the parallel particle filter in the PMCMC algorithm is
assessed in this chapter.
In Chapter 3, we introduced two martingale difference expressions for the proof of
unbiasedness property in Theorems 3.4 and 3.6. While these are generalisation for
the estimates given by Chan and Lai (2013), the proofs have to be extended to cover
the use of data segmentation. As remarked in the chapter, one form can be used to
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prove a central limit theorem for the proposed estimates and another can be used to
provide approximations to the standard error of the estimates. The proofs of these
are given by Chan et al. (2014), which are extensions of the proofs given by Chan
and Lai (2013).
We used parallel particle filters for the estimation of smoothed means in our numerical
study in Chapter 4. Future work could be done in improving the smoothing techniques
by marrying existing methodology with our proposed parallel particle filter algorithm.
Throughout this thesis, we split the sequence into disjoint subsequences of equal
length. We shall remark that the subsequences need not be of equal length. Further,
the requirement that the subsequences are disjoint can be relaxed. It could be advan-
tageous to include additional observation at the edges of the subsequence to smooth
out the joining of the sample path.
In Chapter 4, we made a remark on the number of subsequences used for the parallel
particle filter algorithm. We indicated the optimum number of subsequences used for
the given hidden Markov model when the parameters are fixed. We proposed that the
optimal number of subsequences could be work for future research which is of prac-
tical interest in the efficient implementation of the parallel particle filter algorithm.
Furthermore, we have touched on the use of subsampling to achieve O(K) compu-
tational cost where K is the number of particles used for the particle filter. In our
numerical study, we used a discrete uniform distribution to perform the subsampling
technique. Future research can look into the optimal selection of subsampling distri-
bution to achieve estimates with better performance and efficiency when compared
with the case where subsampling is not used.
As mentioned in Chapter 3, our proposed method is different in principle from the
existing methodologies that harness parallel computing. Future work could be done
to incorporate our method into these methodologies to achieve additional computa-
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tional cost savings while retaining the advantages of these methodologies.
While we have run simulations with real data using the parallel particle filters algo-
rithm, we have only make use of the particle Markov chain Monte Carlo algorithm
for our numerical study. One might be interested to implement the parallel particle
filter algorithm in the substitution algorithm or the SMC2 algorithm to ascertain the
validity and advantages, if any. One could also investigate the efficiency of the parallel
particle filter for the optimal number of particles to be used.
As a final remark, one might be interested to implement the parallel particle filter
algorithm for higher dimensional problems. Future research could be done on harness-
ing the use of parallel particle filters for cases where unbiased estimates are needed
in the implementation of such algorithms.
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