Abstract-Streaming multicast is one of the most important Transport layer services in future broadcast wireless networks. This service enables the delivery of real-time voice and video applications to an almost unlimited number of mobile devices, by taking advantage of a base station's ability to transmit a single packet to all the nodes in its cell. While strict delivery assurance is not necessary and not possible for such applications, some level of assurance is provided using Transport layer FEC (Forward Error Correction) codes. In this paper we show how to improve the performance of large-scale partially reliable multicast streaming in broadcast wireless networks, using the NATO! scheme. NATO!, presented in another paper, is a generic real-time scheme that allows a node to estimate the size of any subset of nodes affected by the same event using a few messages received from this subset.
I. INTRODUCTION
Streaming multicast is one of the most important applications in future broadcast wireless networks such as WiMax/802.16 [9] and 3GPP/LTE [1] . This service enables the delivery of real-time voice and video services to practically unlimited number of mobile devices, by taking advantage of a base station's ability to transmit a single packet to all the nodes in its cell.
In contrast to other multicast delivery service models in broadcast wireless networks -the on-demand service model and the push service model [14] , for example -streaming multicast has two notable properties:
• full reliability is not possible; • full reliability is not essential. Full reliability is not possible due to (a) occasionally bad wireless channel conditions and intermittent disconnection introduced by mobility of the hosts, and (b) the streaming nature of the broadcast data, which puts hard time limitsin the order of a few hundreds of milliseconds -on the time the delivery of every data block must be completed. Full reliability of streaming multicast is not essential because streaming applications such as audio and/or video broadcast can tolerate loss of data. If the loss is temporary, it might not even be noticed by the user due to the robustness of the audio/video codecs. If the loss is long in duration, e.g., due to a physical obstacle between the mobile node and the base station, the user is likely to want to continue receiving the audio/video broadcast despite the long blackout period. In fact, it is very common for users to join the streaming multicast group in the middle of the session, as they do when they listen to the radio or watch a TV station.
The IETF RMT (Reliable Multicast Transport) Working Group has been working for the last 10 years on many issues related to large-scale reliable multicast. This WG has defined several important solutions (see [1] for a good overview), while adopting the most important research results published on this topic. Therefore, we believe that the best way to present our proposed scheme is in the context of the framework developed by the RMT WG.
The protocol developed by the RMT WG for large-scale reliable multicast streaming is called NORM (NACK oriented reliable multicast) [2] . To achieve some level of reliability, NORM uses Transport layer FEC (Forward Error Correction). In a typical FEC-based reliable multicast, the sender creates from each data block K + n packets, and every receiver must receive any K of these packets in order to decode the data block. NORM allows FEC to be combined with the Transport layer ARQ (Automatic Repeat reQuest), thereby defining a Transport layer hybrid FEC/ARQ scheme [2] , [8] , [11] , [16] , [18] . With such a scheme, receivers that have not received enough (K) packets correctly notify the sender by sending NACK messages. The sender then decides whether to send additional repair packets, and how many such packets to send. The number of such repair rounds might be limited because of real-time, buffer space, or similar considerations. NATO!, as described in [6] , is a generic real-time scheme that allows a node to estimate the size of any subset of nodes affected by the same event using a few messages received from this subset. The main idea is that after the event takes place, every affected node waits a random amount of time before sending a feedback RPRT (report) message. When the gateway receives enough report messages to estimate the number of affected nodes with good precision, it broadcasts a STOP message, telling the nodes that have not reported yet not to send their report messages.
In [6] we show that 4 such messages from a set of thousands of nodes are sufficient for estimating the size of this set with an error smaller than 1%. NATO! can be used in varied application scenarios, and in this paper we propose to use it in the framework of NORM in order to improve the performance of large-scale partially reliable multicast streaming in broadcast wireless networks. The use of NATO! is motivated by the following properties of such networks: 1) Continuous fading causes strong packet loss correlation over time. Since the number of repair rounds is usually limited, the sender may need to send in every round repair packets that will compensate not only for the loss in the previous round, but also for possible loss in the next round. Such packets are referred to as "proactive repairs" [2] , [18] . The best way for the sender to estimate the number of proactive repairs is to have some information about the loss distribution in the previous rounds. 2) Continuous fading might also result in receivers whose PHY conditions are extremely bad. For reasons of cost effectiveness, a sender with a good estimate for the loss distribution may decide not to take such receivers into account when determining the number of repair packets to be sent. The rest of the paper is organized as follows. In Section II we discuss related work. In Section III we summarize the main concepts of the NATO! scheme and then present two protocols for reliable multicast based on this scheme. In Section IV we discuss the performance of the proposed protocols, and compare it to the performance of reactive 2-round protocols that do not use the NATO! scheme. Finally, Section V concludes the paper.
II. RELATED WORK
The main idea in this paper is to allow the base station to understand the loss distribution of the multicast group in order to improve reliable multicast performance. We are not aware of papers that have addressed a similar problem. However, several papers have addressed a closely related problem: estimating the total number of receivers in a multicast group [3] , [4] , [13] , [15] . Our problem differs not only in that we need to find a full distribution rather than a single estimate, but also in that we do not rely on the correlation between successive measurements to estimate the size of the multicast group. In the aforementioned papers, this correlation is used to reduce the cost of the estimation process. Node mobility makes this useless in our case. Moreover, some of these papers solve the opposite problem, i.e., they assume a known number of receivers in the group and find the best timer distribution to ensure good feedback suppression and avoid implosion.
In [6] , a survey of several estimation approaches for the number of receivers in a multicast group is presented. All these approaches limit the number of receivers that send a NACK to the sender, mainly by asking a receiver to send its NACK with a certain probability and not to send it with the complement probability. When these NACKs are received, the sender uses their total number and the times at which they were received to estimate the total number of receivers. Some papers (e.g. [12] ) use only the first arrived NACK; others (e.g. [7] ) assume a binomial loss distribution, therefore solving only part of the problem.
In [10] , the authors propose a timer based scheme for estimating the number n of hosts contending for an access to a shared ALOHA channel. The purpose of the estimation is to set the access probability to the channel to 1/n, thereby maximizing the throughput. The scheme is derived from the probability p f |s of a successful access during the first transmission given a successful delivery of the packet. To this end, with each transmission of a packet, each contending host indicates whether this packet is being transmitted for the first time, or whether it has already experienced a collision. Although the problem solved in [10] is different from the one we study, it seems at first glance that the same mechanism can also be used to estimate the number of receivers missing some packets sent by the base station, e.g., by having these receivers contend for transmitting their RPRTs. However, this is not the case, mainly because the scheme in [10] must allow most of the receivers to transmit their packets, whereas in our model only a very small fraction of bad receivers are allowed to transmit their RPRTs. Moreover, the scheme in [10] does not impose an upper bound on the time period during which response messages should be sent by the receivers.
III. RELAIBLE MULTICAST WITH NATO! NATO!, as described in [6] , is a generic scheme that allows a centralized gateway (the base station, in our case) to estimate the number of nodes affected by some event.
A. The NATO! scheme
We describe here the main concepts of NATO!, based on [6] . For more details and general implementations issues, e.g., how to take into account different propagation delays from the nodes to the gateway, the reader is referred to [6] .
When a node discovers that it is affected by an event that has to be reported to the gateway, it invokes the following algorithm:
Algorithm 1: (the algorithm invoked by every affected node)
• Choose a random timer in the range [0, T ] using a known probability distribution function F .
• If the timer expires before a STOP message is received from the gateway, send a RPRT to the gateway. Otherwise, do not send. Following this algorithm, the gateway receives during [0, T ] a number of RPRT messages. Let this number be N . Let x 1 , . . . , x N be the times of these messages. The gateway finds the number of affected nodes r by solving the following equation:
This equation has N real solutions. In [6] we show how to find the maximum one, which is the one that is the closest to the real number of nodes, using the Newton-Raphson method. We also analyze the estimation error analytically and discover that r real = r estimated N −1 N . Therefore, the sender can always cancel the error in the estimation of r real . The end result of the estimation is within bounds of 1% from the real number of affected nodes.
To conclude, the algorithm executed by the gateway for estimating the number of affected nodes r for every packet is as follows.
Algorithm 2: (the gateway algorithm) 1) When N RPRTs messages are received, broadcast/multicast a STOP message to all possible affected nodes. 2) Use the Newton-Raphson method, as described above, to find the greatest real root of Eq. 1. 3) Multiply the result of step 2 by
As proven in [6] , any distribution F yields the same estimation error and thus can be selected according to some external criterion.
B. Optimization Criteria for Partially Reliable Multicast
We consider large multicast groups of up to thousands of members. The sender is configured to use up to R transmission rounds for every data block, where R ≥ 1. In round i, the sender sends n i FEC (repair) packets, where
In order to decode the data block, a receiver needs to receive at least K of these packets. If R > 1, the sender needs to receive a feedback message from the receivers after every round except the last one, in order to decide how many packets should be transmitted in the next round.
To use NATO! and to discuss its performance, we need to define an optimization criterion for the performance of a "partially reliable" multicast protocol. We believe that no single optimization criterion can fit every system. In this paper we consider the following two criteria:
OC-1 Maximize G/B, where G is the expected number of receivers that are able to decode the data block by receiving at least K packets, and B is the total bandwidth used by the sender for encoding all the R i=1 n i packets of this data block. OC-2 Minimize the consumption of bandwidth B used by the sender for encoding all the R i=1 n i packets of a given data block, while guaranteeing that with probability ≥ p, every receiver whose SNR is above some threshold will be able to decode the data block, by receiving at least K packets.
C. The Proposed Protocols
For the protocols proposed in this section, each node periodically computes the moving average of its SNR (signalto-noise ratio), using the following procedure:
Procedure Find-local-SNR()
Return SNR. In this procedure, 0 < α < 1 is the weight of the last local SNR measurement while 1 − α is the weight of the previously computed moving average. The value of α depends on the mobility of the node. When the node is highly mobile, α should be closer to 1, whereas for a static node, α should be closer to 0.
The protocols proposed in this section are 1-round protocols that invoke NATO! periodically in order to discover the distribution of the expected loss encountered by the nodes in the multicast group. In Section IV-B we compare them to a 2-round reactive protocol and show that for many sets of parameters they perform better with regard to OC-1 and OC-2.
The following procedure finds the expected loss distribution by mapping an SNR value into the corresponding probability to receive a packet for the considered modulation and coding scheme (see [5] The first protocol we propose is for OC-1. Let {(p i , r i )|i = 1, . . . , s} be the vector returned by Find-loss-distribution(), and let V i be the set of nodes corresponding to element (p i , r i ) in this vector. For a given i, the expected number of packets a node in V i receives if n packets are transmitted is ≥ np i . Thus, the nodes in V i are expected to decode the data block correctly if
2) For every n from K to the maximum number of packets the base station can use for the considered data block, calculate g n = G n /B n = ( s i=ln r i )/n. 3) Return the value of n that maximizes g n . The second protocol is for OC-2. Procedure Find-lossdistribution is invoked to find the pairs (p i , r i ) for the subranges i = 1, . . . , s. Let r be the total number of nodes in the multicast group. The value of r is found using NATO! Let p be the percentage of nodes that should receive at least K packets. As in Protocol 1, the expected number of such nodes is s i=ln r i . For OC-2 we want this number to be ≥ p · r. To summarize: 
2) Starting with
If NATO! is invoked every 3 seconds, say, and it is used for about K queries, where K is the number of packets a host needs to receive in order to decode a multicast data block (a typical value is 10), the total cost of NATO! is equal to 10-30 uplink messages per second per multicast group. This is about 5-10% of the number of packets sent on the downlink for a typical streaming application with the same value of K.
IV. THE PERFORMANCE OF THE PROPOSED PROTOCOLS

A. Simulation Results for Protocol 1 and 2
We now present simulation results for Protocol 1 and 2 from Section III-C. We simulated 1,000 nodes in the multicast group. The SNR value of each node is randomly chosen using several probability distribution functions. The modulation scheme we consider is rate 1/2 coded 64 Quadrature Amplitude Modulation (64-QAM 1/2). For this modulation, the considered [SNR min , SNR max ] range is [11.5, 15 .5] dB [5] . A node with a lower SNR value has 100% loss rate, while a node with a higher SNR value has 0% loss rate. The SNR range is divided into s equal subranges and the number of nodes in each subgroup is found with NATO! The number K of packets required to decode a data block is also variable, chosen in accordance with [16] and [17] . Figures 1-4 depict the results for Protocol 1. For these figures, the SNR of the participating nodes is chosen using a uniform distribution from the range [SNR min , 15.5] dB. Other distributions show similar results. The x-axis is n − K, i.e., the number of proactive packets, transmitted by the sender in excess to the minimum K packets. The y-axis is the corresponding G/B value. Figure 1 shows different values of K. In all cases the number of required proactive packets (beyond K) for getting the maximum G/B is small (1-3) . Moreover, the smaller K is, the smaller this number is, and the larger the corresponding value of G/B is. This is expected since one proactive packet is likely to satisfy more receivers when K = 10 but not when K = 20 or 30. It might seem that choosing K = 1 would yield the best results, since in this case one proactive packet is very likely to satisfy all the receivers, which maximizes the value of G/B. However, K = 1 counteracts the benefit of FEC: if a data block consists of a single packet, the probability to correctly receive this packet is much lower than if the data block is split into 12 packets for K = 10. Thus, K should not be chosen in order to maximize G/B. In fact, the inverse is true: once K is chosen, it is possible to maximize G/B and achieve OC-1 by using Protocol 1. Figure 2 shows the results for the same case as Figure 1 , except that the changed parameter is not K but the SNR range. The left bound of the SNR range is 14.7, 15.1 or 15.3 dB, which correspond to 80%, 90% or 95% of the range. We see that the curves for 15.1 or 15.3 dB coincide, while the 14.7 dB curve has a lower maximum that is reached at a larger value of n − K. This is because when the SNR is high, one proactive packet satisfies many receivers. Additional packets increase B with almost no effect on G. However, for a lower SNR, additional proactive packets significantly contribute to G, thus increasing G/B up to a certain number of packets.
In Figure 3 we show different curves for three different values of s, the number of subranges into which the SNR range is divided. Recall that NATO! is executed for every such subrange. Thus, more subranges give a more accurate result at higher estimation cost. As opposed to the previous graphs, here SNR min = 13.5 dB because, when setting SNR min = 15.1 dB, the range 15.1-15.5 dB is small enough and different values of s do not affect the results. We see in this figure that for smaller values of s spikes appear in the graph, while for high values of s, e.g., 50, the curve becomes smoother. These spikes are the result of the coarse division of the receivers into SNR subranges. With a small value of s, the width of the SNR subrange is large, and receivers near the top of the subrange are still considered to have the lowest SNR in the range. However, in spite of the spikes, the maximum has approximately the same x-coordinate regardless of s. In other words, even for relatively low values of SNR (e.g., 13.5 dB), small values of s are enough to get the precise number of required proactive packets. This is all the more true for high values of SNR (e.g., 15.1 dB).
The graphs in Figure 4 differ from the previous graphs in that the SNR distribution among nodes is not uniform. In the upper curve, 800 of the 1000 nodes have an SNR of 15.1 dB and 200 nodes have an SNR of 13.9 dB. For the lower curve the setting is different: 600 nodes have 15.1 dB and 400 nodes have 13.5 dB. Both cases simulate a situation where some nodes are close to the base station and thus have a good SNR, while the other nodes are behind some obstacle (e.g., a tall building) and have a bad SNR. The graph shows 2 peaks for each curve with a gap between them. The first peak corresponds to the satisfaction of the nodes with the higher SNR, whereas the second peak corresponds to the satisfaction of the nodes with the lower SNR. As soon as enough proactive packets are sent to satisfy the high-SNR receivers, sending more packets does not increase G but does increase B, thus lowering the value of G/B. This happens until enough packets are sent to also satisfy the receivers with a low SNR, at which point G/B increases in the form of a spike.
Next, we show simulation results for Protocol 2. In Figures 5 and 6 the x-axis is still the number of proactive packets, but the y-axis shows the number of satisfied receivers. Obviously, the curves are monotonically increasing: the more packets sent, the more satisfied receivers there are. The figures have a "target" curve that is the probability p, as defined in OC-2, multiplied by the number of receivers. As soon as the number of satisfied receivers is above this threshold, the base station knows that each receiver is satisfied with probability ≥ p, which is the objective of OC-2. In both figures p was chosen to be 97%. Figure 5 shows the number of satisfied receivers for K = 10 when SNR min = 14.7 dB. As we can see, with 3 proactive packets, at least 97% of the receivers are satisfied. When setting SNR min = 15.1 dB, the portion of satisfied receivers exceeds 97% even for 1 proactive packet.
In Figure 6 , the curves show the difference in the number of satisfied receivers when K = 20 or K = 30 packets have to be received in order to decode the data block. As before, the threshold was set to 97%. Naturally, when K = 30, more proactive packets are required.
B. Comparison to a 2-round Reactive Protocol
We now compare Protocols 1 and 2 to the following simple 2-round reactive protocol with regard to OC-1 and OC-2. While the following protocol is not explicitly defined in [2] , it works in the spirit of the framework of [2] .
Protocol 3: (a generic 2-round reactive protocol) 1) Send K packets.
2) Find l, the maximum number of lost packets.
3) Send l more packets. As explained in [2] , in order to implement step 2 in the protocol, each non-satisfied receiver draws a random timer from a truncated exponential distribution. The base station continuously announces the maximum number of repair packets requested by other receivers. When the timer expires, a receiver checks whether its repair needs are superseded by the already sent repair requests. Only if this is not the case does it send its own request.
While our protocols have only 1 round, Protocol 3 is a 2-round protocol. Using NATO! we are able to perform precise loss measurements once in several rounds, and thus combine all transmissions into one round.
If there are many receivers, then for every SNR range, there is a very high probability that at least one receiver will receive the minimum possible number of packets. For example, for SNR = 15.1 dB, the maximum loss rate is 10%. Thus, the maximum number of lost packets will be 0.1 · K. Looking at Figure 1 , we see that the values 0.1 · K for K =10, 20 and 30 correspond to the x-coordinate of the maximum. This means that for this setting, Protocol 3 and Protocol 1 perform equally well despite the fact that Protocol 1 uses only one round.
If SNR min = 14.7 dB and K = 10, a setting corresponding to the lower curve of Figure 2 , Protocol 3 sends 2 more packets in step 3. This is because an SNR of 14.7 dB corresponds to 20% loss, and thus 0.2 · K = 2 more packets are transmitted. But the maximum of this curve, and thus of G/B, is achieved for 3 packets. A bigger difference arises when some receivers are close to the base station and some are behind an obstacle, as in the lower curve of Figure 4 . Here, the worst SNR is 13.5 dB. Thus, Protocol 3 transmits 5 more packets, whereas Protocol 1 sends only 2 packets and achieves a much higher G/B.
The comparison of Protocol 3 with Protocol 2 shows similar results. With the setting of Figure 6 , the minimum SNR corresponds to 10% loss. Thus, Protocol 3 sends 2 or 3 more packets, for K = 20 or 30 respectively, and achieves the same target threshold achieved by Protocol 2. However, in Figure  5 , the setting of SNR min = 14.7 dB and K = 10 result in Protocol 3 sending 2 packets. These 2 packets achieve a threshold of only 80% instead of the desired 97%.
To summarize, the main conclusions we draw from the simulation study are:
• Protocols 1 and 2 achieve the desired goals of OC-1 and OC-2 respectively. • Protocols 1 and 2 perform as well as a 2-round reactive protocol for some set of parameters.
• For many sets of parameters, Protocols 1 and 2 outperform a 2-round reactive protocol.
• Coarse division of the SNR range, which reduces the overhead of NATO!, is good even for bad SNR conditions.
V. CONCLUSIONS
This paper employed the generic NATO! protocol for the sake of partially reliable multicast streaming in broadband access wireless networks. We defined two optimization criteria for partially reliable multicast streaming and developed a protocol based on NATO! to address each of them. The main idea behind the proposed protocols is to find the loss distribution at the receivers and to deduce from it how many packets have to be sent in order to satisfy each optimization criterion. Using simulations, we studied the performance of both protocols with respect to the relevant optimization criteria. We also defined a 2-round reactive protocol for both optimization criteria and showed that each of our NATO!-based protocols not only abolishes the need for multiple rounds but also performs better than the corresponding 2-round reactive protocol.
