Introduction
User traces have shown applicability in the understanding of characteristics of network connections and Web file systems, as reported in [lo, 81 . But, they can also answer questions about user's behavior. For instance, a user's interrequest time is modeled as a Pareto distribution [ 111, what has implications in network capacity dimensioning.
User's behavior also plays an important role in system performance. The number of Web users grows everyday through on-line service providers, like America Online, Prodigy, Compuserve, etc. This growing load imposes an increasing demand on networks and servers, which have limited capacity. And, users expect a prompt response from systems. This conflicting situation requires some individualized solution in a speculative fashion [5] . One possible way to reduce the noticed response time is to anticipate user's requests and to order highly likely objects. This is known in the literature as pre-fetching.
The first problem with pre-fetching is to predict what Carlos E B. Jaccoud Sect. Tech. Support -Embratel Rua Senador Pompeu, 27 Rio de Janeiro -RJ -Brazil jaccoud@embratel.com.br users will need. A good hint is user's past history. If we capture noticeable access patterns from it, we will be able to predict the most probable objects to be accessed with certain confidence. However, pre-fetching based only on the observed access patterns may overburden the network even more than it already is. Therefore, we also have to predict what the next access will be, i.e., whether the user will access a previously visited document or will move to a new one. If these actions can be devised, an efficient prefetching technique may be designed [9] .
In this paper, we present two user models. The first, based on Random Walk [20] and similarities to software caching, is intended for long range predictions. The second model is derived by directly applying Digital Signal Processing techniques [21] to the curve describing a user's access profile. As we are going to see, these models capture a significant part of the user's access patterns (85% on average).
Data Collection
Two years ago, the Oceans research group' at Boston University started to study the World-Wide Web [2] . As part of this research, a database of user traces was established [lo] . The data was obtained between November/94 to May/95 in the Boston University Computer Science Department laboratories. The users were students employing a modified version of Mosaic V2.4 [ 171 to collect information about which documents were accessed, when they were accessed, and how long each object took to be fetched. This database constitutes a rich source of material to study user's behavior and network traffic. Depending on the navigation strategy, the user can either return to the same objects over and over, or always visit a new object. In Figure 1 , the left diagram is due to a user who is more interested in exploring the cyberspace than to explore what the document can offer him. Let us call this user "net surfeE" The user on the right is more concerned with exploring the contents of the objects in a certain site. (S)He has lots of repeated references, identified in the diagram by horizontal lines. Let us call this user "conservative. " These two users pose different challenges to pre-fetching procedures. On one hand, it is reasonably easy to guess which documents a conservative user will access next. A simple pre-fetching model as the one described in Section 5 is enough to capture the accessing probabilities. Furthermore, the extra bandwidth necessary to get some improvement in the response time is well paid off. On the other hand, the net surfer does not have any particular standard behavior and all documents have equal probability of being accessed. Consequently, the price to be paid in terms of extra bandwidth is high. Therefore, it is advantageous to detect the current user's strategy, and stop (or not) prefetching.
User Characteristics
As we noted in Section 3, user's profile performs an important role in the effectiveness of pre-fetching algorithms. In this section, we construct two empirical user models exploring user profiles.
Random Walk User Model
To a certain extent, a parallel can be drawn between user's new requests and program misses in a cache. A program miss requires the CPU to fetch the new set of instructions from the main memory. Similarly, a new request obliges the browser to fetch the document from the server. Consequently, if we understand the nature of program cache misses, we will be able to use similar ideas to predict when a new request will occur and thus stardstop pre-fetching. In both cases, we consider an infinite size cache for the sake of analysis.
Voldman et al. [25] noticed that program intermiss distances follow a hyperbolic distribution, characterizing a fractal behavior. Their analysis shows that the distribution of these distances follows the property [ 151:
where U is the random variable describing the distances, We can interpret the envelope of each plot in Figure 1 as the number of accumulated misses in an infinite browser's cache. Therefore, we can use Thitbaut's model to characterize user's strategies. An interesting application of the model would be to capture the behavior within a window. This local behavior reveals the user's current strategy. Figure 3 shows a particular user who displays various behaviors. For the period between 1000 to 2200 references, for instance, this user progresses in a very slow fashion. For the period between 2800 to 3900, on the other hand, the user becomes very aggressive and the curve climbs very steeply.
In this short term analysis 6 may be smaller than one. Indeed, the least square expressions that best describe the behavior in these two regions are: N ( r ) = 8.05 * r0.4 and N ( r ) = 1.29 * * r 2 l 3 (See Figure 4) . In these two cases, the values of 0 are 2.5 and 0.47, respectively. That means, in the first case, the walk is recurrent and the user tends to revisit locations. In the second case, the walk is transient, i.e., the user is in an exploratory mode.
DSP User Model
Although the model described in the previous section provides a good approximation for user behavior in the long term, we would like to have a more accurate method to predict the next user access based on his past history. Timeseries analysis and digital signal processing (DSP) techniques are candidates for this prediction.
Voldman and Hoevel [24] studied the software-cache connection using DSP techniques. In particular, they were interested in long-range prediction of cache misses. They also showed how software related events are responsible for fluctuations in the buffer miss ratio. In particular, they used spectral analysis to identify loops and cache line sizes. Motivated by Voldman and Hoevel's idea, we decided to use other DSP techniques to build an alternative model to predict user's access. First, we notice that the important feature in the original signal, N ( r ) , is whether a miss occurred or not. Therefore, the first order difference, W ( r ) , also carries this feature even more explicitly: We need to detect changes in user's behavior trends. These trend changes are represented by a sequence of pulses 1 or 0. A sequence of 1's indicates the user is surfing. A sequence of 0's translates a conservative mode. The longer the sequence is, the stronger is the new trend. This is detected by calculating the density of l-pulses within a given interval (window) over N ' ( r ) . Figure 5 shows the results for a window of 20 past accesses for the curve in Figure 3 .
Comparing Figures 3 and 5 we see that the points that we have mentioned as starting points of a new behavior produce very high peaks in the density graph. That is, high peaks one indicates a change of behavior. Of course, there are other secondary peaks that can lead to a false conclusion. Therefore, it is necessary to set a threshold to eliminate false detection.
To conform the signal " ( r ) to a suitable processing form by the specialized predicting procedures, a small dis- Thus, the prediction error at virtual time T , e(?-), is:
Because user's behavior changes, the coefficients are not constant through the whole sequence. They vary as a function of the virtual time T . Consequently, the problem is to find a set of coefficients { Q k } which minimizes the shorttime prediction error, E,, around a vicinity of size n for a sample at virtual time T . E, is given by [21] :
The summation ranges in the above equations were left open since they are dependent on the current user's behavior. If the user is in the conservative mode, not many samples are necessary to predict his(her) behavior. On the other hand, if the user is in the surfing mode, we need more history to correctly predict his(her) next move. Therefore, we need to combine the density of pulses with the above prediction procedure to determine the ranges of the summations.
The solution for { a k } in Equation 4.2 is known as the determination of the linear prediction coeficients (LPC).
The solution of this system of equations has a efficient method: the Durbin's Method [21] . This method is iterative, approximating the coefficients in each step, i.e., the solution for step i are the coefficients for the ith polynomial approximation.
We have to determine the minimum number of coefficients necessary to give a good approximation. We also need to establish a measure that indicates how good our approximation is. Let D ( T ) = ~N ' ( T ) -fi'(r)l be the difference between the first order differences of the actual signal and the predicted signal. This difference is zero either when both signals are congruent, or when they are parallel. If the signals are congruent, we guessed correctly the user's action. If the signals are parallel, there was an error somewhere in the past, but the prediction catched up and is following the original signal again. In either case, D ( T ) = 0 is an indication that the guess was correct.
Now, we compute the percentage of zeros, Y, in D(.).
The higher 'Y is, the better is the quality of the prediction.
Hence, 'Y can be used as a metric for determining the number of coefficients. The smaller the number of coefficients the better because less computation is required. Figure 6 describes the algorithm used to predict the user's next action. It combines the ideas and observations above. The algorithm is divided into two phases: preparation and prediction phases. The preparation phase computes the first order difference of the envelope of the user's profile curve, displaced by 0.5 as aforementioned.
The prediction phase has four steps. Initially, we determine how conservative the user was in the last t accesses. This is done by counting the number of zero crosses existing in the displaced curve SEQ, ntrans. The second step gets this count and determines how much history, base, will be used to compute the desired coefficients. The next step calls a routine based on the Durbin's method to calculate the LPC coefficients. Finally, the predicted value is computed as a linear combination of the past NCOEF terms. Figure 7 compares the user's profile of Figure 3 and the output of the above algorithm with four coefficients and an analysis window of the last t = 10 accesses. As we can see the difference between the two curves is almost indistinguishable. In fact, T for this experiment was 82.63%.
We experimented with a number of users varying the number of coefficients and the analysis window t to verify the effect of these two parameters. We judged the quality of the prediction based on the Y that each combination produced. Table 1 reports the results for the same user whose profile is in Figure 3 . Surprisingly, a small number of coefficients, four, is enough to issue a high value of r . The analysis time window is dependent of the number of coefficients, but a default value equals to the number of coeffi- for each URL 
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(a) Compute number of the last t transitions cient seems to be enough. For a mix of users, selected randomly from the users with the most number of sessionslreferences, we passed their profiles through the above procedure and the results were encouraging: ' Y ranges from 80% to 95%. struction process. First, related documents are identified. Second, the relationship weight is determined.
In the first step, the transitions between objects are separated in three categories: embedded objects, traversal objects, and not related objects. The embedded objects are the base object and extracting its components. Embedded objects are always pre-fetched. Traversal objects are determined by setting a reasonable threshold, empirically derived from trace observation. Finally, not related objects are all the other that have transition time bigger than the used threshold. These categories are illustrated in Figure 8 .
The need of establishing a reasonable threshold to accept the documents as related can be justified as follows. We could consider all documents accessed by the user, constructing a huge graph. However, such a graph would contain more than the user preferences, and the number of prefetched objects would be large, degrading the technique efficiency (see [9]).
With this procedure, the individualized pre-fetch table is updated after each user session, with the session's history guiding the constructionlupdate. The number of steps ahead may be set as one argument of the procedure.
As we mentioned above pre-fetching is a speculative process. If the guess is correct, a score is made. If the guess is wrong, a high price is paid. Hence, we want to be as ac-curate as possible, suspending pre-fetching if there is any chance that the user will not revisit a document.
Therefore, we suggest that, coupled with the prefetching procedure, we have a routine that guesses the user's next move. This guess may be done by either method. With the first method, compute the least square fit and determine the parameters A and 8. If 8 > 2, stop pre-fetching. If 8 < 2, start pre-fetching.
With the second method, before a pre-fetching request is issued, verify with the oracle if the user will revisit a document. If a positive answer comes out, then issue the pre-fetching request. above. [7] analyze client logs with the view of user's interface. They categorize users according to size of their common sequences. The categorization is based on the slope of the plot of common sequence size against sequence frequency.
Related Work
Bolot and Hoschka [6]
analyze server's log using seasonal ARIMA. They targeted the number of connections that their Web server receives, with the intention of dimensioning the work a Web site would receive. Their predictions are within 10% to 30% range of error.
Conclusion and Future Work
In this paper, we saw two user models suitable to work with pre-fetching techniques. The first model using Random Walk approximation captures the long term trend. The second model applies to the short term behavior. Both models are able to track user's behaviors. As we have seen, the two models have a high degree of accuracy (around 85%).
We are now in the process of incorporating the models inside the pre-fetching method briefly presented in Section 5 (for more details, see [9] ). We expect to reduce the extra bandwidth used by pre-fetching and still obtain good levels of latency reduction. We expect to achieve this objective by issuing requests only when a document revisit is guessed to occur.
