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1. Introduction
Construction of the exact and explicit solutions of nonlinear partial differential equations is very important in
mathematical sciences and it is one of the most stimulating and particularly active areas of the research. Because, it is well
known that all nonlinear partial equations can be separated essentially into two parts: the integrable partial differential
equations and non-integrable ones. The first type, i.e. the integrable equations has an infinite number of the exact solutions.
The most well-known equations among them are Korteweg–de Vries equation, Sine-Gordon equation, Kawahara type
equations, nonlinear Schrödinger equation, Boussinesq equations and the list can be expanded with other basic integrable
equations but it is not our purpose to give all the lists. Nonlinear partial differential equations with some exact solutions or
without exact solutions are assumed to be in the class of non-integrable partial differential equations and they may need
special treatment to obtain their solutions due to the form of the nonlinear differential equation and the pole of its solution.
The Burger–Huxley equation, the Fisher equation, the Fitzhugh–Nagumo equation, and the Ginzburg–Landau equation can
be mentioned as the well-known non-integrable partial differential equations among them all.
In the past fewdecades great progresswasmade in the development ofmethods for obtaining exact solutions of nonlinear
equations but the progress achieved is not adequate. Because, fromour point of view, there is no single bestmethod to obtain
exact solutions of nonlinear differential equations of both types and each method has its merits and deficiencies depending
on the researchers’ experience and the sympathy to the method utilized. Moreover, it can be said that all these methods are
problemdependent, namely somemethodsworkwellwith certain problems but others not. Therefore, it is rather significant
to apply some well-known methods in the literature to nonlinear partial differential equations which are not solved with
that method to search possibly new exact solutions or to verify the existing solutions with different approaches.
In this study, we will extend the application of homotopy perturbation method to obtain an exact solution of the Fisher
equation. The Fisher equation as a nonlinear model for a physical system involving linear diffusion and nonlinear growth
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takes the non-dimensional form;
∂u
∂t
= ∂
2u
∂x2
+ α (1− uβ) (u− a) . (1)
The medium described by Eq. (1) is often referred to as a bi-stable medium because it has two homogeneous stationary
states, u = a, and u = 1. A kink-like traveling wave solutions of Eq. (1) describes a constant-velocity front of transition
from one homogeneous state to another. On the other hand, the solitons appear as a result of a balance between weak
nonlinearity and dispersion. Therefore, in mathematics and physics, a soliton is described as a self-reinforcing solitary wave
(a wave packet or pulse) that maintains its shape while it travels at constant speed ‘‘Dispersive effects’’ refer to dispersion
relation between the frequency and the speed of the waves. Solitons arise as the solutions of a widespread class of weakly
nonlinear dispersive partial differential equations describing physical systems.
What is more, the delicate interaction between nonlinear convection with actual nonlinear dispersion generates solitary
waves with compact support that are called compactons. Unlike soliton that narrows as the amplitude increases, the
compacton’s width is independent of the amplitude. It can be said that compacton is a soliton characterized by the absence
of the exponential wings or infinite tails and the width of a compacton is independent of the amplitude.
However when diffusion takes part, instead of dispersion, energy release by nonlinearity balances energy consumption
by diffusion which results in traveling waves or fronts. Hence, traveling wave fronts are a great extent studied solution form
for reaction–diffusion equations, with important applications to chemistry, biology and medicine. Several studies in the
literature, employing a large variety of methods, have been conducted to derive explicit solutions for the Fisher equation (1)
and for the generalized Fisher equation. For more details about these investigations, the reader is advised to see Refs. [1–7]
and the references therein.
Recently, Wazwaz and Gorguis [8] studied the Fisher equation, the general Fisher equation, and nonlinear diffusion
equation of the Fisher type subject to initial conditions by using Adomian decomposition method.
This paper is committed to study the Fisher equation, the general Fisher equation, and nonlinear diffusion equation
of the Fisher type by using homotopy perturbation method [9–15]. homotopy perturbation method (HPM) has been used
effectively to solve a large class of nonlinear problems easily and accurately [16–55].
2. Homotopy perturbation method
Consider the following nonlinear differential equation;
A(u) = f (r), r ∈ Ω (2)
with boundary conditions;
B (u, ∂u/∂n) = 0, r ∈ Γ (3)
where A is a general differential operator, B is a boundary operator, f (r) is a known analytic function, Γ is the boundary of
the domainΩ .
The operator A can, generally speaking, be divided in to two parts L and N , where L is linear, and N is nonlinear, therefore
Eq. (4) can be written as,
L(u)+ N(u) = f (r). (4)
By using homotopy technique, one can construct a homotopy v(r, p) : Ω × [0, 1]→ Rwhich satisfies
H(v, p) = (1− p) [L(v)− L(u0)]+ p [A(v)− f (r)] = 0, p ∈ [0, 1] , (5a)
or
H(v, p) = L(v)− L(u0)+ pL(u0)+ p [N(v)− f (r)] = 0 (5b)
where r ∈ Ω and p ∈ [0, 1] is an embedding parameter, and u0 is the initial approximation of Eq. (4) which satisfies the
boundary conditions. Hence, obviously we have
H(v, 0) = L(v)− L(u0) = 0 (6)
H(v, 1) = A(v)− f (r) = 0 (7)
and the changing process of p from 0 to 1 is the same as changing H (v, p) from L(v) − L(u0) to A(v) − f (r). In topology,
this is called deformation, L(v) − L(u0) and A(v) − f (r) are called homotopic in topology. If, the embedding parameter p;
(0 ≤ p ≤ 1) is considered as a ‘‘small parameter’’, applying the classical perturbation technique, we can assume that the
solution of Eq. (7) can be given as a power series in p, i.e.,
v = v0 + pv1 + p2v2 + · · · (8)
and setting p = 1 results in the approximate solution of Eq. (4) as;
u = lim
p→1 v = v0 + v1 + v2 + · · · . (9)
It is worth to note that themajor advantage of He’s homotopy perturbationmethod is that the perturbation equation can
be freely constructed inmanyways (therefore is problemdependent) by homotopy in topology and the initial approximation
can also be freely selected.
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3. The Fisher equation
To incorporate our discussion, two important cases of nonlinear diffusion, which correspond to some real physical
processes, will be investigated to show the reliability of the proposed scheme.
Case I: In this case we will examine the Fisher equation for α = 1, β = 1 and a = 0, i.e.
ut = uxx + u (1− u) , (10)
subject to a constant initial condition
u (x, 0) = λ. (11)
Following the outline in Section 2, we construct the homotopy:
∂u
∂t
− ∂u0
∂t
= p
(
∂2u
∂x2
− u (1− u)− ∂u0
∂t
)
(12)
and from Eq. (8) the solution series
u = u0 + pu1 + p2u2 + p3u3 + · · · . (13)
Substituting (13) and (11) into (12) and equating the coefficients of like powers of p, we get following set of differential
equations
p0 : ∂u0
∂t
− ∂u0
∂t
= 0, u0 (x, 0) = λ,
p1 : ∂u1
∂t
= ∂
2u0
∂x2
+ u0 − u20, u1 (x, 0) = 0,
p2 : ∂u2
∂t
= ∂
2u1
∂x2
− u0u1 + u1 (1− u0) , u2 (x, 0) = 0,
p3 : ∂u3
∂t
= ∂
2u2
∂x2
− u0u2 − u21 + u2 (1− u0) , u3 (x, 0) = 0,
p4 : ∂u4
∂t
= ∂
2u3
∂x2
− u0u3 − 2u1u2 + u3 (1− u0) , u4 (x, 0) = 0,
....
(14)
Solving the systems accordingly, thus we obtain,
u0 (x, t) = λ,
u1 (x, t) = λ (1− λ) t,
u2 (x, t) = λ (1− λ) (1− 2λ) t
2
2! , (15)
u3 (x, t) = λ (1− λ)
(
1− 6λ+ 6λ2) t3
3! ,
u4 (x, t) = λ (1− λ) (1− 2λ)
(
1− 12λ+ 12λ2) t4
4! ,
....
By setting p = 1 in Eq. (13) the solution of (10) can be obtained as u = u0 + u1 + u2 + u3 + · · ·.
Thus, in view of (15) the solution in a series form is given by
u (x, t) = λ+ λ (1− λ) t + λ (1− λ) (1− 2λ) t
2
2! + λ (1− λ)
(
1− 6λ+ 6λ2) t3
3!
+ λ (1− λ) (1− 2λ) (1− 12λ+ 12λ2) t4
4! + · · · (16)
and using some algebra with the aid of symbolic computation tool, the solution in a closed form is given by
u (x, t) = λe
t
1− λ+ λet (17)
which is the exact solution of the problem.
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Case II: In this case we will examine the Fisher equation for α = 6, β = 1 and a = 0, i.e.
ut = uxx + 6u (1− u) , (18)
subject to a initial condition
u (x, 0) = 1
(1+ ex)2 . (19)
Similarly, we construct the following homotopy:
∂u
∂t
− ∂u0
∂t
= p
(
∂2u
∂x2
+ 6u (1− u)− ∂u0
∂t
)
. (20)
Substituting (13) and (19) into (20) and equating the coefficients of like powers of p, we get following set of differential
equations
p0 : ∂u0
∂t
− ∂u0
∂t
= 0, u0 (x, 0) = 1
(1+ ex)2 ,
p1 : ∂u1
∂t
= ∂
2u0
∂x2
+ 6u0 (1− u0)− ∂u0
∂t
, u1 (x, 0) = 0,
p2 : ∂u2
∂t
= ∂
2u1
∂x2
+ 6u1 (1− u0)− 6u0u1 u2 (x, 0) = 0, (21)
p3 : ∂u3
∂t
= ∂
2u2
∂x2
− 6u0u2 − 6u21 + 6u2 (1− u0) , u3 (x, 0) = 0,
....
Solving the systems accordingly, thus we obtain,
u0 (x, t) = 1
(1+ ex)2 ,
u1 (x, t) = 10e
x
(1+ ex)3 t,
u2 (x, t) = 25e
x
(−1+ e2x)
(1+ ex)4 t
2, (22)
u3 (x, t) = −125
(−1+ 7ex − 4e2x)
3 (1+ ex)5 t
3,
....
By setting p = 1 in Eq. (13) the solution of (18) can be obtained as u = u0 + u1 + u2 + u3 + · · · and in view of (22) the
solution in a series form is given by
u (x, t) = 1
(1+ ex)2 +
10ex
(1+ ex)3 t +
25ex
(−1+ e2x)
(1+ ex)4 t
2 − 125
(−1+ 7ex − 4e2x)
3 (1+ ex)5 t
3 + · · · (23)
and using some algebra with the aid of symbolic computation tools, the solution in a closed form is given by
u (x, t) = 1(
1+ ex−5t)2 (24)
which is the exact solution. It is worth to point out that applying the scheme proposed above for the Fisher equation
ut = uxx + αu (1− u) , (25)
the solution
u (x, t) = 1(
1+ e
√
α
6 x− 56 αt
)2 , (26)
can be derived in a similar to above.
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4. The generalized Fisher equation
Case I: In this section we examine the generalized Fisher equation for α = 1, β = 6 and a = 0, i.e.
ut = uxx + u
(
1− u6) , (27)
subject to the initial condition
u (x, 0) = 1(
1+ e(3/2)x)1/3 . (28)
Similarly, we construct the following homotopy:
∂u
∂t
− ∂u0
∂t
= p
(
∂2u
∂x2
+ u (1− u6)− ∂u0
∂t
)
. (29)
Substituting (13) and (28) into (29) and equating the coefficients of like powers of p, we get following set of differential
equations
p0 : ∂u0
∂t
− ∂u0
∂t
= 0, u0 (x, 0) = 1(
1+ e(3/2)x)1/3 ,
p1 : ∂u1
∂t
= ∂
2u0
∂x2
+ u0
(
1− u60
)− ∂u0
∂t
, u1 (x, 0) = 0, (30)
p2 : ∂u2
∂t
= ∂
2u1
∂x2
+ u1
(
1− u60
)− 6u60u1, u2 (x, 0) = 0,
....
Solving the systems accordingly, thus we obtain,
u0 (x, t) = 1(
1+ e(3/2)x)1/3 ,
u1 (x, t) = 5e
(3/2)x
4
(
1+ e(3/2)x)1/3 t, (31)
u2 (x, t) = 25e
3/2x
(
e3/2x − 3)
16
(
1+ e(3/2)x)7/3 t2,
....
By setting p = 1 in Eq. (13) the solution of (27) can be obtained as u = u0 + u1 + u2 + u3 + · · · and in view of (31) the
solution in a series form is given by
u (x, t) = 1(
1+ e(3/2)x)1/3 + 5e
(3/2)x
4
(
1+ e(3/2)x)1/3 t + 25e
3/2x
(
e3/2x − 3)
16
(
1+ e(3/2)x)7/3 t
2
2! + · · · (32)
and using some algebra with the aid of symbolic computation tools, the solution in a closed form is given by
u (x, t) =
{
1
2
tanh
[
−3
4
(
x− 5
2
t
)]
+ 1
2
}1/3
, (33)
which is in full agreement with the results in [8].
On the other hand, Wang [5] obtained the same solution by introducing the transformation u = w2/α and using the
ansatz
dw
dz
= aw(1− w)
for the generalized Fisher equation
ut = uxx + u (1− uα) , (34)
which is given by
u (x, t) =
{
1
2
tanh
[
− α
2
√
2α + 4
(
x− α + 4√
2α + 4 t
)
+ b
2
]
+ 1
2
}2/α
(35)
where b is a constant. It is easily seen that the Eq. (35) is identical with our solution (33) for α = 6 and integrating constant
b chosen as zero.
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5. Nonlinear diffusion equation of the Fisher type
In this section we examine the nonlinear diffusion equation of the Fisher type for α = 1, β = 1, i.e.,
ut = uxx + u (1− u) (u− a) , 0 < a < 1 (36)
subject to the initial condition
u (x, 0) = 1
1+ e−(1/
√
2)x
. (37)
It is fascinating to point out that this type of equations has attracted a significant amount of research work such as
in [1,7]. Eq. (36) has three constant solutions; u = 0, 1 and a. The case with 0 < a < 1 is what the genetics [1] refer to as
the heterozygote inferiority. In [1] an exact solution of (37) which describes the coalescence of two traveling fronts of the
same sense into a front connecting two stable constant states is found.
We construct the following homotopy:
∂u
∂t
− ∂u0
∂t
= p
(
∂2u
∂x2
+ u (1− u) (u− a)− ∂u0
∂t
)
. (38)
Substituting (13) and (37) into (38) and equating the coefficients of like powers of p, we get the following set of differential
equations
p0 : ∂u0
∂t
− ∂u0
∂t
= 0, u0 (x, 0) = 1
1+ e−(1/
√
2)x
,
p1 : ∂u1
∂t
= ∂
2u0
∂x2
+ u0 (1− u0) (u0 − a)− ∂u0
∂t
, u1 (x, 0) = 0, (39)
p2 : ∂u2
∂t
= ∂
2u1
∂x2
+ 2u0u1 (1+ a)− au1 − 3u20u1, u2 (x, 0) = 0,
....
Solving the systems accordingly, thus we obtain,
u0 (x, t) = 1
1+ e−(1/
√
2)x
,
u1 (x, t) = e
−x/√2 (1− 2a)(
1+ e−(1/
√
2)x
)2 t, (40)
u2 (x, t) =
e−x/
√
2 (1− 2a)2
(
−1+ e−(1/
√
2)x
)
4
(
1+ e−(1/
√
2)x
)3 t22! ,
....
By setting p = 1 in Eq. (13) the solution of (36) can be obtained as u = u0 + u1 + u2 + u3 + · · · and in view of (40) the
solution in a series form is given by
u (x, t) = 1
1+ e−(1/
√
2)x
+ e
−x/√2 (1− 2a)(
1+ e−(1/
√
2)x
)2 t + e−x/
√
2 (1− 2a)2
(
−1+ e−(1/
√
2)x
)
4
(
1+ e−(1/
√
2)x
)3 t22! + · · · (41)
and using some algebra with the aid of symbolic computation tools, the solution in a closed form is given by
u (x, t) = 1
1+ e−ξ/√2 , (42)
which is in full agreementwith the results [7], where ξ = x+ct and c = √2 (1/2− a). It is clear that u (−∞) = 0, u (∞) =
1 and so u (ξ) in this case is a wave front traveling from right to left with speed c = √2 (1/2− a). It is introduced to note
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that Eq. (36) admits steady traveling wave solutions of the form
u (x, t) = 1
2
+ 1
2
tanh
[
±√2x/4+ (1− 2a)
4
t
]
,
u (x, t) = 1
2
a+ 1
2
a tanh
[
±√2ax/4+
(
a2 − 2a)
4
t
]
,
u (x, t) = 1
2
(1+ a)+
(
1
2
− 1
2
a
)
tanh
[
±√2 (1− a) x/4+
(
1− a2)
4
t
]
, (43)
as presented in [1].
6. Discussion
In this paper, explicit/exact solutions for the Fisher equation, generalized Fisher equation and nonlinear diffusion
equation of the Fisher type have been constructed and HPM was successfully employed to develop these solutions. The
solutions obtained by the present approach are easily interpreted physically. Because, obtained solutions are presented both
in series and in closed forms and ready for analysis. The reduction in the size of computation and with the result of each
repetition being in some way dependent upon the result of the preceding repetition makes the present approach simpler
to comparing to Adomian method [8] and provides this method a wider applicability. Many of the results obtained in this
study may be extended to considerably more general classes of nonlinear diffusion processes.
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