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Abstrat
Using the partiular momentum onservation laws in dimension d = 2, we
an rewrite the Anderson model in terms of low momentum long range elds,
at the prie of introduing eletron loops. The orresponding loops satisfy a
Ward type identity, hene are muh smaller than expeted. This fat should
be useful for a study of the weak-oupling model in the middle of the spetrum
of the free Hamiltonian.
1 Introdution
We onsider a ontinuous Anderson model in dimension d = 2. The model is dened
through the following Hamiltonian
H = −∆+ λV (1)
where V is a Gaussian random eld whih is a regularized white noise.
We are interested in the density of states at weak disorder (λ ≪ 1) and in the
free spetrum (at energy E > 0). It is well known [1℄ that beause of ergodiity, the
density of states is a deterministi quantity given by
ρ(E) =
1
pi
lim
σ→0
lim
Λ→∞
IE [Im G(E + iσ; 0, 0)] (2)
where G is the resolvent, or Green's funtion, of the system
G(z) = (H − z)−1 (3)
The limit Λ→∞ stands for the fat that we must work in a nite volume to have
well dened quantities and then take the thermodynami limit.
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Thus the problem amounts to studying the mean Green's funtion. Perturbations
suggest that
IE [G(E + iσ)] ∼ 1
p2 − E − iσ − Σ (4)
where the self-energy Σ is given at leading order by the Born approximation, [2, 3℄
C =
1
p2 −E − iσ − ΣBorn (5)
ΣBorn = λ
2 IE(V CV ) (6)
whih yields a nite imaginary part of order λ2.
In this paper, we derive a Ward type identity whih should allow to ontrol the
mean Green's funtion for initial imaginary part of order λ2+ε, i.e. muh smaller
than the expeted nal imaginary part. This is not enough to go to the limit σ → 0
whih is in fat equivalent to σ ≃ λ3 thanks to spetral averaging tehniques [4℄ or
equivalently omplex translation of the potential [5℄. Nevertheless, we think that
this kind of identity should play a role in studying the mean Green's funtion of the
model and in proving its expeted long range deay.
We give rst a heuristi presentation of this identity whih is a little bit ompli-
ated. Then we will derive it in a simplied model in a single ube of size λ−2−ε.
This result, when ombined with a polymer expansion of the resolvent would allow
to ontrol the thermodynami limit of the model with σ = λ2+ε, in the same way
than ([5, 6℄).
2 Phase spae piture and matrix model
Our study is based on a phase spae multisale analysis [5, 7, 6℄. We divide the
momentum spae into slies suh that in the jth slie Σj , we haveM
−j−1 6 |p2−E| 6
M−j for some integer M > 2. Then the real spae is divided into latties IDj of
ubes of dual size M j .
The point is that the potential V seen as an operatorV has a kernel in momentum
spae given by
V(p, q) = Vˆ (p− q). (7)
When p and q are restrited to low slies, i.e. very lose to p2 = E, knowing the
momentum transfer p− q allows to reover bak the pair {p,−q} [8, 9℄ so that the
potential has a very strong matrix avor [7℄.
We all ηj a smoothed projetor on the slie Σj that we further divide into
angular setors Sjα of width M
−j/2
, orresponding to some ηαj . We write α¯ for the
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opposite setor to α and we introdue also the notation
ηj¯ =
∑
k>j
ηk (8)
For any operator A we write
Ajk = ηjAηk (9)
Finally, for any lattie IDj of ubes ∆, we an make an orthogonal deomposition
of the eld V into a sum of elds V∆, the support of V∆ being on a lose neighborhood
of ∆ [5℄. Then, using the matrix aspet of the potential, we an derive the following
estimates [5, 6℄
Lemma 1
There are onstants K1 and K2 suh that for all j 6 k, a > 1 and ∆ ∈ IDk
IP
(
‖V j¯k¯∆ ‖ > aK1M−j/2
)
6 K2 e
−a2M
k
2−
j
3
(10)
Lemma 2 (Tadpole-free operators)
There are onstants K1 and K2 suh that for all j 6 k, a > 1 and ∆,∆
′ ∈ IDk
IP
(
‖ : V k¯j∆ CV jk¯∆′ : ‖ > aK1M−
(k−j)
2
)
6 K2 e
−a2M
j
6
(11)
where :: stands for the Wik ordering
: V k¯j∆ CV
jk¯
∆′ := V
k¯j
∆ CV
jk¯
∆′ −
〈
V k¯j∆ CV
jk¯
∆′
〉
(12)
Lemma 3 (Almost diagonal operators)
There are onstants K1 and K2 suh that for all j 6 k, 0 < r < 1, a > 1 and
∆ ∈ IDk
IP
(
‖(r)V j¯k¯∆ ‖ > aK1M−
j
2
(1+ r
2
)
)
6 K2 e
−a2M
k
2−
j
3−
rj
6
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where
(r)V jk∆ ≡
∑
|α−β|6M−rj/2
ηαjV∆ηβk +
∑
|α−β¯|6M−rj/2
ηαjV∆ηβk (14)
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3 Result
We are looking at a simplied model in a single ube: in IR2/
λ−2−εZ 2
we onsider
the following Hamiltonian
H = −∆+ λV (15)
where V is a Gaussian random eld with translation invariant ovariane ξ ∈ C∞0 (IR2)
suh that ξ1/2 ∈ C∞0 (IR2) (the square root being taken in operator sense). The result
ould be extended to ξ ∈ S(IR2) but the development would be muh heavier.
We are interested in omputing the mean Green's funtion
G¯(E − iσ) =
∫
dµ(V ) (H − E − iσ)−1 (16)
for whih we have the following result
Theorem 1 (Ward type identity)
There exists ν > 0 suh that for all σ 6 λ2
‖G¯(E)− C‖ 6 O(1)
(
λ2+ν
σ
)3
1
σ
(17)
where C is the renormalized propagator at leading order (Born approximation).
Moreover, we an iterate the development in order to obtain an asymptoti
expansion to all orders.
This result together with a polymer expansion [5℄ would allow to ontrol the
thermodynami limit for imaginary part
σ > λ2+ε. (18)
Therefore we an investigate the mean Green's funtion up to a region with imagi-
nary part muh smaller than the expeted nal one. We annot for the moment go
to the real axis whih would require to have ν > 1. Nevertheless, we think that this
kind of identity should play a role in the study of the mean Green's funtion and of
the density of states.
4 Heuristi presentation
Let us assume that we are working in the region of momenta |p2−E| 6M−j1 , where
j1 = (1− ν1)j0 (19)
λ2(log λ−1)2 ≃ M−j0 (20)
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We are looking at the o-diagonal part of the potential, i.e. the Vαβ's suh that
α is quite dierent from β or β¯ ≡ pi + β. We know that in this ase, setors are
preserved up to M−j0/2 and even better [6℄. If we introdue a ounter-term δ and
perform one step of perturbation, e.g. by putting an interpolation parameter on the
potential and the ounter-term, we get a remainder term whih looks like
R = −
〈 〉
−
〈 δ 〉
(21)
We an integrate the V by parts and get
R = 2
〈 〉
−
〈 〉
(22)
Setor onservation tells us that there are two possible ongurations:
α β α¯ β¯
≡
α α β¯ β¯
(23)
α β β α
≡
α α
β β
(24)
We used the fat that V being almost ultra-loal we an identify both ends of
its propagator (the wavy line) and replae it by the dashed line whih orresponds
to the low momentum hannel. Furthermore, for the rst term, we used
(ηβGηα¯)(x, x) = (ηβGηα¯)
t(x, x) = (ηαGηβ¯)(x, x) (25)
where At stands for the transposed operator, whose kernel is
At(x, y) = A(y, x) (26)
The rst onguration orresponds to the insertion of two elds of very low
momentum, i.e. to almost diagonal operators, and as suh is very small. Thus we
just need to see how the seond term, whih is the insertion of a tadpole, will kill
the ounter-term, at least at leading order.
First, we an remark that if α and β are far enough from eah other, the mo-
mentum owing into the loop has a size M−j1 , being at the intersetion of two tubes
of size M−j0/2×M−j1 . But we an go further: if all the inoming legs at the vertex
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are in the very low slie Σj0 , the ingoing momentum has a size M
−j0
. This means
that either we have a very small momentum owing into the loop or one of the four
legs is high, whih means that |p2−E| is large. This allows to earn a small fator.
If we set the ounter-term equal to the tadpole with the bare propagator C0, we
are led to study
Γαβ(k) =
〈
α α
β β
k
〉
(27)
where the slashed line stands for G − C0. In momentum spae the ontribution of
the loop is ∫
dp ηβ(p)ηβ(p+ k)(G− C0)(p+ k, p). (28)
The key point is then to notie that when p is lose to kβ, the enter of the setor
β in momentum spae, one an write
2k.kβ + k
2 =
[
(p+ k)2 −E − iσ]− [p2 − E − iσ]− 2k.(p− kβ) (29)
= C−10 (p+ k)− C−10 (p) +O (|k||p− kβ|) (30)
Using the resolvent identity
G− C0 = −C0λV G = −GλV C0 (31)
we get
(2k.kβ + k
2)Γαβ(k) ≃
〈
α α
β β
−
α α
β β
〉
(32)
where the thik line stands for ηβ.
The perturbative reformulation of this identity is the following. Starting from a
vertex funtion
Γ
(β)
2,1 (p, k) = Cβ(p)Cβ(p+ k) (33)
we have the identity
(2k.kβ + k
2)Γ
(β)
(2,1)(p, k) ≃ Cβ(p)− Cβ(p+ k) (34)
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This looks very muh like a perturbative Ward identity in Quantum Eletrodynamis
where we express the vertex funtion Γ2,1 (between an eletron, a positron and a
photon) in terms of the dierene of two eletron propagators.
One again, we integrate by parts the V whih has been taken down. This leads
to six possible graphs
Then we use setor onservation and perform various unfolding operations. In
order to illustrate the proess, let us show how it works on the following typial
term (using the fat that a wavy line is almost a δ funtion)
β
β
=
β
β
=
β
β
=
β
β
(35)
In the end we obtain 12 terms whih are
(2k.kβ + k
2)Γαβ(k) ≃
〈
γ
β α
+
γ
β¯ α
+
β
+
β
+
β
+
β¯
−
β
−
β¯
−
β
−
β
−
β
− β¯
〉
(36)
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We have two types of graphs:
• graphs without eletron loops, ontaining very low momentum eld insertions,
• and graphs with remaining eletron loops.
The graphs in the rst ategory are small. In the seond ategory, the 3rd, 4th,
9th and 10th graphs form two pairs whih almost ompensate eah other (3− 9 and
4− 10).
The point is that when all the inoming legs at the various verties are very
low, the momenta owing into the loops have size M−j0 . This implies that the
dashed lines stand for propagators whih deay on a length sale M j0 . But ηβ (the
thik line) deays on a sale M j1 ≪ M j0 , therefore it is almost-loal with respet to
the sale M j0 and we an approximate it by a point. This means that the graphs
number 3 and 9 as well as the number 4 and 10 ompensate eah other, up to a
gradient term in M−(j0−j1).
This onlude our heuristi desription of the reasons for whih Theorem 1 holds.
The next setion is devoted to the proof.
5 Proof of Theorem 1
5.1 Notations
First of all, we introdue various notations
• We dene ↓ ≡ η↓ = ηj¯1 et ↑ ≡ η↑ = (1− ηj¯1), so that every operator A an be
written
A = ↑A↑ + ↑A↓ + ↓A↑ + ↓A↓ (37)
• for 0 < r < 1 to be xed later, we dene
α ∼ β ⇔ |α− β| 6 M−r j02 (38)
• for K = O(1) we note
α ≃ β ⇔ |α− β| 6 KM−j0/2 (39)
• nally we introdue
j2 = (1− ν2)j0 > j1 (40)
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5.2 Starting the development
We dene the ounter-term through the self-onsistent equation
Σ(x− y) = λ2ξ(x− y)C(x− y) (41)
C =
1
p2 −E − iσ − Σ (42)
Then we set
G(t) =
1
p2 −E − iσ − Σ + tλV + t2Σ (43)
G¯(t) = IE [G(t)] (44)
so that we an write
G¯ = G¯(1) = G¯(0) +
∫ 1
0
∂tG¯(t) dt = C +
∫ 1
0
∂tG¯(t) dt (45)
Then our problem redues to the study of
∂tG¯ = −〈G(λV + 2tΣ)G〉 (46)
= 2t
∫
dx dy
〈
G(., x)
[
λ2ξ(x, y)G(x, y)− Σ(x, y)]G(y, .)〉 (47)
= 2t
∫
dx dy
〈
G(., x)
[
λ2ξ(x, y)(G− C)(x, y)]G(y, .)〉 (48)
≡ 2t 〈G [λ2ξ ∗ (G− C)]G〉 (49)
where we have integrated the V by parts from (46) to (47).
If we plug in the high and low slies we get
∂tG¯ =
∑
i1,... ,i4∈{↓,↑}
2t
〈
Gηi1
[
λ2ξ ∗ ηi2(G− C)ηi3
]
ηi4G
〉
(50)
=
∑
i1,... ,i4∈{↓,↑}
∂tG¯i1...i4 (51)
5.3 Higher part
We an quite easily deal with the ase (i1, . . . , i4) 6= (↓, . . . , ↓) beause we have a
high leg.
Lemma 4 ∑
(i1,... ,i4)6=(↓,... ,↓)
‖∂tG¯i1...i4‖ 6 O(1)λν1
(
λ2
σ
)2
× 1
σ
(52)
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Proof
We start with
G(t)− C = −C(λV + t2Σ)G(t) (53)
then, we write the ovariane ξ as the integration of two insertions of an auxiliary
eld U .
∂tG¯i1...i4 = −2t
∫
Gηi1(λU)ηi2C(λV + t
2Σ)Gηi3(λU)ηi4Gdµ(V ) dµ(U) (54)
At this point we perform a large eld versus small eld deomposition [5, 6℄
1 = ε(U, V ) + (1− ε)(U, V ) (55)
where ε is a smooth funtion whih fores
‖V j¯k¯‖ 6 O(1)M− j12 M τ1max( j1−k2 ,0) (56)
‖U j¯k¯‖ 6 O(1)M− j12 M τ1max( j1−k2 ,0) (57)
‖U k¯jCjV jk¯‖ 6 O(1)M−(k−j2 )M τ1max[(j1−j),0] (58)
The last ondition is possible beause U and V annot ontrat together, therefore
we an use lemma 2 on tadpole-free operators. Thanks to lemmas 1 and 2, we nd
that the large eld ontribution will be small, of order
IE [‖∂tGi1...i4‖(1− ε)] 6 O(1) λ−2 e−κλ
−2τ1(1−ν1) × 1
σ3
, (59)
for some onstant κ.
In the small eld region, we will use the fat that we have a high leg so that
in some sense we an make perturbations. Suppose that ηi4 is the high leg at
sale k0, the operator λU
i3i4
will have a size λM−k0/2 ≫ λ2. But if we perform a
resolvent expansion on λU i3i4G we will get λU i3i4Ck0λV G thus we earn an extra
fator λU i3i4Ck0 whose norm is λMk0/2 ≪ 1. Then we an iterate the proess until
either we fall bak to a sale of order j0 or we have earned enough small fators.
Lemma 5 (stairway expansion)
(1− ηm¯)G =
∑
k0<m
Ck0
[
1− (t2Σ + λV ηj¯0)G
]
−
∑
k0<m
k1<j0
Ck0λV Ck1
[
1− (t2Σ + λV ηk¯1)G
]
+
∑
k0<m
0<k1<j0
k2<k1
Ck0λV Ck1λV Ck2
[
1− (t2Σ + λV ηk¯2)G
]− . . . (60)
where Ck = ηkC and η0¯ = 1.
Of ourse, we have a similar result for G(1− ηm¯) by expanding to the left.
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Proof
The proof is by indution on m thanks to the resolvent identity
G = C − C(t2Σ + λV )G (61)
that we write as
ηpG = C
p
[
1− C(t2Σ+ λV ηp¯)G
]−∑
q<p
CpλV ηqG (62)

In equation (60) we an group the various terms aording to whether they end
by a C, a ΣG or a V G. Then we an introdue a diagrammati representation
(1− ηj¯0)G =
k0<j0
= AV + AΣ + AC (63)
AV =
k0
j0
+ + . . .+
. 
. 
.
(64)
AΣ and AC an be represented in the same way by hanging the rightmost term.
We apply the stairway expansion on eah leg whih has its momentum above the
sale j0 and is not linked to a long enough stairway. This allows to show that eah
eld insertion behaves like O(1)λ2. Furthermore, we earn a fator λM j1/2M τ1j1/2 ∼
λν1−τ1 , thanks to the λU whih have a high leg. Indeed, the orresponding insertion
of λU will transform into the insertion of a sum of stairways. The AV part has the
following form:
• the seond order insertion is
A2 ≡
∑
k0<j1
j0 j0
λU λV
k0
(65)
Sine U and V annot ontrat together, the small eld ondition tells us that
‖A2‖ 6 O(1)
∑
k0<j1
λ2M−(
j0−k0
2
) 6 O(1)λ2M−(
j0−j1
2
)
(66)
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• at third order, we have two possible ongurations
A
(1)
3 ≡
∑
k0<j1
k16k0
j0
λU
λV
λVk0
k1
>j1
and A
(2)
3 ≡
∑
k0<j1
k1>k0
j0
λU
λV
λV
k0
k1
(67)
For A
(1)
3 , one nds
‖A(1)3 ‖ . λM−k0/2Mk0λM−k1/2M τ1(
j1−k0
2
)Mk1λM−k1/2 (68)
. λ2
(
λM j1/2
)
M−(1−τ1)(
j1−k0
2
)
(69)
. λ2
(
λM j1/2
)
(70)
In the same way, one nds for A
(2)
3
‖A(2)3 ‖ . λ2M−(
k1−k0
2
)M τ1(j1−k0)Mk1λM−k1/2M τ1(
j1−k1
2
)
(71)
. λ2
(
λM j1/2
)
M−(1−3τ1)(
j1−k0
2
)
(72)
. λ2
(
λM j1/2
)
(73)
• fourth and higher order terms an be treated similarly. We nd the same
power ounting with more and more small fators as the order inreases.
We do the same to bound the AC and AΣ parts and get the announed result
‖∂tG¯i1...i4‖ 6 O(1)λν1
(
λ2
σ
)2
× 1
σ
(74)

5.4 Lower part
We introdue the angular setors
∂tG¯↓ ≡ ∂tG¯↓...↓ = 2t
∑
α1...α4
〈
Gηα1
[
λ2ξ ∗ ηα2(G− C)ηα3
]
ηα4G
〉
(75)
First we extrat the degenerate part of the sum over the setors, i.e. the part
(α1 ∼ α2, α¯2). In order to do so, we dene the almost diagonal part of ↓U↓ (with
momentum lose to 0 or 2
√
E).
↓Udiag↓ =
∑
α∼β,β¯
ηαUηβ (76)
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Then we write
∂tG¯↓ = ∂tG¯
(0)
↓ + ∂tG¯
(1)
↓ (77)
∂tG¯
(0)
↓ = 2t
∫
G↓λUdiag↓(G− C)↓λU↓Gdµ(U) dµ(V ) (78)
Keeping only the almost diagonal part for one of the λU allows us to earn a
fator M−rj0/4 = λr/2 in the small eld region, thanks to lemma 3. Therefore, we
an treat ∂tG¯
(0)
↓ in the same way we ontrolled the higher part and get the following
bound.
‖∂tG¯(0)↓ ‖ 6 O(1)λr/2
(
λ2
σ
)2
× 1
σ
(79)
We are left with
∂tG¯
(1)
↓ = 2tλ
2
∑
α1 6∼α2,α¯2
α3,α4
∫
dx dy ξ(x, y)
〈Gηα1(., x)ηα2(x, .)(G− C)ηα3(., y)ηα4(y, .)G〉 (80)
= 2tλ2
∑
α1 6∼α2,α¯2
α3,α4
∫
du ξ(u)
∫
dz
〈Gηα1(., z)ηα2(z, .)(G− C)ηα3(., z + u)ηα4(z + u, .)G〉 (81)
In the following, we will note
η(u)γ (x, y) = ηγ(x− y + u) = ηγ(x+ u, y) = ηγ(x, y − u) (82)
5.5 Setor onservation and unfolding
If we look at the vertex in momentum spae, we have a fator
ηˆα1(p1)ηˆα2(p2)ηˆα3(p3)ηˆα4(p4)δ(p1 − p2 + p3 − p4) (83)
This leads to one of the following possibilities (reall that we dened ≃ in equa-
tion 39): 

α1 ≃ α4 and α2 ≃ α3
or
α1 ≃ α¯3 and α2 ≃ α¯3
(84)
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Thus
∂tG¯
(1)
↓ = 2t(I0 + J0) (85)
I0 = λ
2
∑
α6∼β,β¯
∑
α′≃α
β′≃β
∫
ξ(u) du
∫
dz
〈
Gηαηβ(G− C)η(−u)α¯′ η(u)β¯′ G
〉
(86)
J0 = λ
2
∑
α6∼β,β¯
∑
α′≃α
β′≃β
∫
ξ(u) du
∫
dz
〈
Gηαηβ(G− C)η(−u)β′ η(u)α′ G
〉
(87)
Now we an unfold the αβα¯′β¯ ′ term, f. equations (23), (25).
I0 = λ
2
∑
α6∼β,β¯
∑
α′≃α
β′≃β
∫
ξ(u) du
∫
dz
〈
Gηαη
(u)
α′ (G− C)ηβ¯η(u)β¯′ G
〉
(88)
In order to deouple the αα′ and ββ ′ operators, we insert
1 =
∫
δ(z − z′) dz′ =
∫
dk dz′eik(z−z
′)
(89)
Let us note eik. the operator whose kernel is(
eik.
)
(x, y) = eikxδ(x− y) (90)
with this notation, we have
I0 = λ
2
∑
α6∼β,β¯
∑
α′≃α
β′≃β
∫
ξ(u) du
∫
dk
〈
Gηαe
ik.η
(u)
α′ (G− C)ηβ¯e−ik.η(u)β¯′ G
〉
(91)
J0 = λ
2
∑
α6∼β,β¯
∑
α′≃α
β′≃β
∫
ξ(u) du
∫
dk
〈
tr
[
ηβ(G− C)η(−u)β′ e−ik.
]
×Gηαeik.η(u)α′ G
〉
(92)
We an adopt the following diagrammati representation
I0 =
α α′ β¯ β¯′
(93)
J0 =
α α′
ββ′
(94)
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Let us write expliitly the various inoming momenta at the half-verties
I0 = λ
2
∑
α6∼β,β¯
∑
α′≃α
β′≃β
∫
ξ(u) du
∫
dµ(V )
∫
dk
∫
dw1 . . . dw4 dp1 . . . dp4
G(., w1)e
ip1w1 ηˆα(p1)ηˆα′(p2)δ(k − p1 + p2)eip2(u−w2)(G− C)(w2, w3)
eip3w3 ηˆβ¯(p3)ηˆβ¯′(p4)δ(p4 − p3 − k)eip4(u−w4)G(w4, .) (95)
We an see on equation (95) that k allows to go from the setor β¯ to the neigh-
boring setor β¯ ′. This implies that k is restrited to a small eetive domain
around the origin whih is a tube ζβ whose axis is orthogonal to β and of size
O(1)M−j1 × O(1)M−j0/2. In the same way, k goes from α to α′, thus it must be in
the intersetion of both tubes ζα and ζβ. Sine the angle between those tubes is at
least M−rj0/2, k has a norm whih is at most O(1)M rj0/2M−j1 .
Thus, we an freely insert a fator ζ0(k) whih restrits the integration on k to
the ball of radius O(1)M rj0/2M−j1 . Of ourse, the same analysis applies to J0.
I0 = λ
2
∑
α6∼β,β¯
∑
α′≃α
β′≃β
∫
ξ(u) du
∫
ζ0(k) dk
〈
Gηαe
ik.η
(u)
α′ (G− C)ηβ¯e−ik.η(u)β¯′ G
〉
(96)
J0 = λ
2
∑
α6∼β,β¯
∑
α′≃α
β′≃β
∫
ξ(u) du
∫
ζ0(k) dk
〈
tr
[
ηβ(G− C)η(−u)β′ e−ik.
]
Gηαe
ik.η
(u)
α′ G
〉
(97)
The point is that momentum onservation an be used in a muh more eient
way. If we suppose, in equation (95), that the momenta p1, . . . , p4 are in the very
low slie Σ¯j2 , then k will be at the intersetion of two tubes of width M
−j2
and thus
of norm less than O(1)M rj0/2M−j2 .
We an introdue
ζ0 = ζ1 + ζ0(1− ζ1) = ζ1 + (ζ0 − ζ1) (98)
where ζ1 fores |k| 6 O(1)M rj0/2M−j2 . This will give two terms for I0 (and J0):
• a term I1 (or J1) with ζ1 having a very small transfer momentum k
• a term I2 (or J2) with ζ0(1− ζ1) whih must have a leg above the sale j2.
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I0 = I1 + I2 (99)
I1 = λ
2
∑
α6∼β,β¯
∑
α′≃α
β′≃β
∫
ξ(u) du
∫
ζ1(k) dk
〈
Gηαe
ik.η
(u)
α′ (G− C)ηβ¯e−ik.η(u)β¯′ G
〉
(100)
Let ηα = ηα↑↓ + ηα↓↓, with ηα↑↓ having its support above the sale j2.
I2 = λ
2
∑
(i1,... ,i4)6=(↓↓,... ,↓↓)
∑
α6∼β,β¯
∑
α′≃α
β′≃β
∫
ξ(u) du
∫
(ζ0 − ζ1)(k) dk
〈
Gηαi1e
ik.η
(u)
α′i2
(G− C)ηβ¯i3e−ik.η(u)β¯′i4G
〉
(101)
In the following, we will forget the indies i1, . . . , i4 for shortness.
The terms I2 and J2 have a high leg, so we treat them by an analogue of lemma
4.
Lemma 6
‖I2‖, ‖J2‖ 6 O(1)(log λ−1)λν2
(
λ2
σ
)2
× 1
σ
(102)
Proof
Again, we write the ovariane as two insertions of an auxiliary eld. Thanks to
setor onservation, we have
I2 =
∑
|θ|6KM−j0/2
I3(θ) (103)
I3(θ) = λ
2
∑
α6∼β,β¯
∑
γδ
∫
ξ(u) du
∫
dw
[
ζˆ0(w)− ζˆ1(w)
]
〈
Gηαη
(w)
β (G− C)η(−u)(γ¯+θ)η(w+u)δ¯ G
〉
δαγ (104)
Then we write
δαγ = 〈ωαωγ〉dµδ(ω) , (105)
introduing a Gaussian random vetor ω.
I3(θ) = λ
2
∫ [
ζˆ0(w)− ζˆ1(w)
]
dw
∫
dµ(V ) dµ(U) dµδ(ω)
G
(∑
α6∼β
ηαωαUη
(w)
β
)
(G− C)
(∑
γδ
ηγωγ¯−θUη
(w)
δ
)
G (106)
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Now, we an perform a large eld - small eld deomposition and stairway expansions
in the small eld region. The leading order term orresponds to the insertion of
λ(ω ∗ U j0j0) and λ2(ω ∗ U j0j2)Cj2V j2j0 . This gives a fator
O(1) sup |ωα|2 × λ2 × λ2M−
(j0−j2)
2
(107)
Therefore, we need to ontrol 〈sup |ωα|2〉dµδ(ω) in order to onlude. This is done
with the following lemma.
Lemma 7 Let ω ∈ IRN be a entered Gaussian random vetor with ovariane
〈ωαωβ〉dµδ(ω) = δαβ (108)
There exists a onstant C0 suh that for all N > 2〈
sup
α
|ωα|2
〉
dµδ(ω)
6 C0 logN (109)
Proof
Using Hölder's inequality〈
sup
α
|ωα|2
〉
dµδ(ω)
6
〈
(sup
α
|ωα|)2p
〉1/p
dµδ(ω)
〈1q〉1/qdµδ(ω) (110)
6
〈
N∑
α=1
|ωα|2p
〉1/p
dµδ(ω)
(111)
6 N1/p [(2p− 1)!!]1/p 6 2N1/p(p!)1/p (112)
Then we take p = [logN ]. 
Thus introduing the vetor ω osts only log λ−1. Then J2 an be treated in the
same way, ompleting the proof. 
We return now to the bound on I1 and J1
Lemma 8
‖I1‖ 6 O(1)(logλ−1)λ1−r−4ν2
(
λ2
σ
)2
× 1
σ
(113)
Proof
Again we have to get rid of the onstraint between α and β. We write∑
α6∼β
fα,β =
∑
αβ
fα,β −
∑
α∼β
(fα,β + fα,β¯) (114)
=
∑
αβ
fα,β −
∑
|θ|<M−rj0/2
∑
αβ
(fα,β+θ + fα,β¯+θ)δαβ (115)
=
∑
αβ
fαβ −
∑
|θ|<M−rj0/2
∑
αβ
〈
ωαωβfα,β+θ + ωαωβfα,β¯+θ
〉
dµδ(ω)
(116)
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Putting into the expression of I1, we get
I1 = I4 +
∑
|θ|<M−rj0/2
[
I5(θ) + I¯5(θ)
]
(117)
I4 = λ
2
∫
ξ(u) du
∫
ζ1(k) dk
∫
dµ(V )
G
[ ∑
α
α′≃α
ηα e
ik.η
(u)
α′
]
(G− C)
[∑
β
β′≃β
ηβ¯ e
−ik.η
(u)
β¯′
]
G (118)
I5(θ) = λ
2
∫
ξ(u) du
∫
ζ1(k) dk
∫
dµ(V ) dµδ(ω)
G
[ ∑
α
α′≃α
ωαηα e
ik.η
(u)
α′
]
(G− C)
[∑
β
β′≃β
ωβηβ+θ e
−ik.η
(u)
β′+θ
]
G (119)
I¯5 is obtained by hanging β and β
′
into β¯ and β¯ ′ in the expression I5.
We get small fators from the oupling onstants λ2 and the integration volume
for k whih is M rj0M−2j2 . On the other hand, we must pay for the resolvents and
an extra M (1−r)j0/2 sup |ωα|2 for I5 =
∑
I5(θ). Hene
‖I4‖ 6 O(1)λ2−2r−4ν2
(
λ2
σ
)2
× 1
σ
(120)
‖I5‖ 6 O(1)(log λ−1)λ1−r−4ν2
(
λ2
σ
)2
× 1
σ
(121)

Now, we are left with J1 on whih we want to apply our Ward-type identity. But
we need k.kβ′ to be large enough. We dene
ζ1(k) = θβ′(k) + εβ′(k), (122)
where θβ′ restrits the integration on k to the region k.kβ′ > λ
2+ν3
. This leads to
J1 = J4 + J5 (123)
J4 = λ
2
∑
α6∼β
∑
α≃α′
β′≃β
∫
ξ(u) du
∫
εβ′(k)Jαα′
ββ′
(k) dk (124)
Jαα′
ββ′
(k) =
〈
tr
[
ηβ(G− C)η(−u)β′ e−ik.
]
Gηαe
ik.η
(u)
α′ G
〉
(125)
Lemma 9
‖J4‖ 6 O(1)λν3−ε
(
λ2
σ
)2
× 1
σ
(126)
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Proof
Let us write J4 under the following form
J4 =
∑
β,β′≃β
∫
ξ(u) du
∫
dµ(V )
G
[
λ2
∫
dz ηα(., z)T
(u)
ββ′(z)ηα′(z, .)
]
G (127)
T
(u)
ββ′(z) =
∫
εˆβ′(z − z′)dz′
(
η
(z′)
β , (G− C)η(−z
′−u)
β′
)
(128)
η
(z′)
β and η
(−z′−u)
β′ are now to be onsidered as funtions and no longer as operators.
A stairway expansion on (G− C), in the small eld region, proves that the leading
ontribution is obtained by restriting ηβ and ηβ′ to the very low slie j0. This yields
‖T (u)ββ′‖∞ 6 O(1)‖ηβj0‖22 ‖G− C‖
∫
|εˆβ′(x)| dx (129)
6 M−j0/2
(
λ2
σ
)
λν3−ε (130)
In order to get (130), we used the fat that our model is restrited to a single ube
so that the integration in the diretion kβ′ is on a domain of size λ
−2−ε
instead of
the deaying sale λ−2−ν3 of εˆβ′. The desired bound follows easily. 
The previous lemma would extend when we study the thermodynami limit. In
that ase, when we work in a given ube ∆, V is replaed by the orresponding V∆
whose ovariane is
ξ∆ = ξ
1/2χ∆ξ
1/2
(131)
The set of all χ∆ is a partition of unity and eah χ∆ is a smooth funtion with
ompat support around the orresponding ube ∆ [5℄. Then we an introdue, χ∆¯
smooth with ompat support around the support ∆¯ of χ∆ and equal to 1 for all
points whose distane to ∆¯ is less than λ−2−ε.
Lemma 9 an be extended provided we put further loalization funtions at the
very beginning of the expansion. In the expression of ∂G¯↓, equation (75), we an
replae the vertex funtion
Γ∆(u1, . . . u4) =
∫
ξ∆(x, y) dx dy η↓(u1, x)η↓(x, u2)η↓(u3, y)η↓(y, u4) (132)
by the following one
Γ˜∆(u1, . . . u4) =
∫
ξ∆(x, y) dx dy (χ∆¯η↓)(u1, x)(η↓χ∆¯)(x, u2)
(χ∆¯η↓)(u3, y)(η↓χ∆¯)(y, u4) (133)
The error term is very small beause of the fast deay of η↓ on a sale M
j1 ≪ λ−2−ε
and the funtions χ∆¯ fore the tadpole to stay in a ube lose to ∆.
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5.6 Ward term
Finally, we must deal with
J5 = λ
2
∑
α6∼β
∑
α≃α′
β′≃β
∫
ξ(u) du
∫
θβ′(k)Jαα′
ββ′
(k) dk (134)
We set
Ct =
1
p2 − E − iσ − (1− t2)Σ (135)
Our Ward-type identity relies on the identity
2k.kβ′ = (p+ k)
2 − p2 − 2k.(p− kβ′)− k2 (136)
= Ct(p+ k)
−1 − Ct(p)−1 − 2k.(p− kβ′)− k2
−(1− t2) [Σ(p + k)− Σ(p)] (137)
In momentum spae, the tadpole insertion of Jαα′
ββ′
an be written
T (k) = tr
[
η
(−u)
β′ e
−ik.ηβ(G− C)
]
=
∫
dp ηβ′(p)e
−ipuηβ(p+ k)(G− C)(p+ k, p)
(138)
We insert equation (137) to get
(2k.kβ′)T (k) = tr
[
η
(−u)
β′ e
−ik.ηβC
−1
t (G− C)
]
− tr
[
η
(−u)
β′ e
−ik.ηβ(G− C)C−1t
]
−2k.tr
[
ηβ(G− C)D(−u)β′ e−ik.
]
− k2T (k)
+(1− t2) tr
[
ηβ(G− C)η(−u)β′ (Σe−ik. − e−ik.Σ)
]
(139)
Dβ′(x, y) =
∫
dp eip(x−y)(p− kβ′)ηβ′(p) (140)
Now, we use the resolvent identity
G = Ct − CtλV G = Ct −GλV Ct (141)
Sine C and Ct ommute, we get
(2k.kβ′)T (k) = −tr
[
η
(−u)
β′ e
−ik.ηβλV G
]
+ tr
[
GλV η
(−u)
β′ e
−ik.ηβ
]
−2k.tr
[
ηβ(G− C)D(−u)β′ e−ik.
]
− k2T (k)
+(1− t2) tr
[
ηβ(G− C)η(−u)β′ (Σe−ik. − e−ik.Σ)
]
(142)
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We put (142) bak into the expression of J5, writing
J5 = −JR + JL − JD − Jk2 + JΣ (143)
where the notations refer diretly to the various terms of equation (142).
Lemma 10
‖JD‖ 6 O(1)(log λ−1)λ1−r−2ν2−ε
(
λ2
σ
)2
× 1
σ
(144)
‖Jk2‖ 6 O(1)(log λ−1)λ2−2r−4ν2−ε
(
λ2
σ
)2
× 1
σ
(145)
‖JΣ‖ 6 O(1)(log λ−1)λ2−r−2ν2−ε
(
λ2
σ
)2
× 1
σ
(146)
Proof
We an treat JD, Jk2 and JΣ the way we treated J4 beause we have earned small
fators:
• for JD, we earn something thanks to
k.Dβ′ ∼ |k|M−j0/2ηβ′ ∼ M−(1−r)j0/2M−j2 (147)
but we have still the spatial integration of the tadpole to pay, whih osts
∫
dx
∣∣∣∣∣
̂
(
θβ′
2k.kβ′
)
(x)
∣∣∣∣∣ 6 O(1)(logλ−1)λ−2−ε (148)
This is beause we have∥∥∥∥∥ θ̂β′2k.kβ′
∥∥∥∥∥
∞
6 O(1)M r
j0
2 M−j2
∫ Mr j02 M−j2
λ2+ν3
dk/
2|kβ′|k/ (149)
6 O(1)M r
j0
2 M−j2 log λ−1, (150)
and the spatial integration is in a volume O(1)M−r
j0
2 M+j2 × λ−2−ε.
Therefore
‖JD‖ 6 O(1)(logλ−1)λ1−r−2ν2
(
λ2
σ
)2
× 1
σ
(151)
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• for Jk2, we earn something from
|k2| 6M rj0M−2j2 (152)
and the spatial integration of the tadpole has the same prie as before.
‖JD‖ 6 O(1)(log λ−1)λ2−2r−4ν2−ε
(
λ2
σ
)2
× 1
σ
(153)
• nally, for JΣ, we notie that Σ is an almost loal operator whose norm is
proportional to λ2. Thus, taking the ommutator with e−ik. gives a gradient
term whih is very small
‖[Σ, e−ik.]‖ 6 O(1)λ2|k| (154)
We an onlude
‖JΣ‖ 6 O(1)(log λ−1)λ2−r−2ν2−ε
(
λ2
σ
)2
× 1
σ
(155)

We are left with −JR + JL
− JR = −λ2
∑
α6∼β,β¯
∑
α′≃α
β′≃β
∫
ξ(u) du
∫
θβ′(k)
2k.kβ′
dk
〈
tr
[
η
(−u)
β′ e
−ik.ηβλV G
]
Gηαe
ik.η
(u)
α′
〉
(156)
JL = λ
2
∑
α6∼β,β¯
∑
α′≃α
β′≃β
∫
ξ(u) du
∫
θβ′(k)
2k.kβ′
dk
〈
tr
[
GλV η
(−u)
β′ e
−ik.ηβ
]
Gηαe
ik.η
(u)
α′
〉
(157)
At this point, we use a diagrammati representation to perform the onnetion with
the heuristi presentation of setion 4. It is easy to see that we have
JR =
〈
α α′
β′ β
〉
and JL =
〈
α α′
β′ β
〉
(158)
We take the degenerate part of the V away
ηβV =
∑
γ∼β,β¯
ηβV ηγ +
∑
γ 6∼β,β¯
ηβV ηγ (159)
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so that we an write
JR,L = J
(0)
R,L + J
(1)
R,L. (160)
J
(0)
R,L is the almost diagonal V part, it has a bound
‖J (0)R,L‖ 6 O(1)(logλ−1)λ
r
2
−ε
(
λ2
σ
)2
× 1
σ
(161)
We integrate the V by parts in J
(1)
R,L, and we use setor onservation and unfolding
to generate the 12 terms of equation (36).
Lemma 11 There exists ν > 0 suh that
‖J (1)R,L‖ 6 O(1)(logλ−1)3λν
(
λ2
σ
)3
× 1
σ
(162)
where
ν = min{(2− r − 4ν1 − 2ν2), (ν2 + r
2
− ε),
(1− r − 2ν2 − ν3 − ε), 2(ν1 − ν2 − r)− ε} (163)
Proof
Let us bound the various terms of (36). First, we onsider the graphs without
loops. We explain the bound for a typial one
A1 =
〈 β
β′′
〉
=
〈
β
〉
(164)
One an hek that the analyti expression for A1 is
A1 = λ4
∑
α6∼β,β¯
γ 6∼β,β¯
∑
α′≃α
β′≃β
∑
β′′≃β
γ′≃γ
∫
ξ(u)ξ(v) du dv
∫
θβ′(k)
2k.kβ′
ζ0(k
′) dk dk′
〈
Gηαe
ik.η
(u)
α′ Gη
(−v)
γ′ e
ik′.ηγGη
(−u)
β′ e
−ik.ηβe
−ik′η
(v)
β′′G
〉
(165)
We bound A1 the way we bounded I1 in lemma 8.
• Our small fators are λ4 and the integration on k and k′, i.e. (log λ−1)M rj0/2M−j2
and M rj0M−2j1 .
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• We must get rid of the onstraints on α, β and γ. This is done by introduing
Gaussian random vetors and osts (M (1−r)j0/2 log λ−1)2. Finally we must pay
for the resolvents.
Gathering all fators, we get
‖A1‖ 6 O(1)(logλ−1)3λ2−r−4ν1−2ν2
(
λ2
σ
)3
× 1
σ
(166)
Now, let us see how we an pair the graphs with loops to get a small result. For
instane let us onsider
A2 =
〈
ββ′
β′′
−
β β′′
β′ 〉
(167)
We know that the momentum k at the rst vertex is bounded by K1M
rj0/2M−j2 .
Therefore, we an ndK2 suh that if the momentum k
′
at the seond vertex is larger
than K2M
rj0M−j2 in norm, we have a leg higher than 2K1M
rj0/2
. This leads to the
deomposition
A2 = Ahigh2 +Alow2 (168)
In Ahigh2 , we have a high leg at the seond vertex. But this leg an be ηβ (the
thik line) and this would prevent us from making a staiway expansion and getting
a small fator. Yet, in that ase, we would know that at the rst vertex, ηβ′ (resp.
ηβ′′) had to be higher than K1M
rj0/2M−j2 . Therefore, in the same way we did in
lemma 10 we an show
‖Ahigh2 ‖ 6 O(1)(logλ−1)λν2+r/2−ε
(
λ2
σ
)3
× 1
σ
(169)
For Alow2 , we use the fat that the rst graph is equal to the seond up to error
terms.
• We hange θβ′(k)
2k.kβ′
into
θβ(k)
2k.kβ
. The remainder term bears a fator
|k.(kβ − kβ′)|λ−2−ν3 6 O(1)λ1−r−2ν2−ν3 (170)
• We exhange the ends of the two dashed lines in the middle loop. This amounts
to ommute rst e−ik. and ηβ and then e
−ik′.
and ηβ . Thus the error term has
an extra fator
max(|k|, |k′|)M j1 6 O(1)M rj0M−j2M j1 6 O(1)λ2(ν1−ν2−r) (171)
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In onlusion, we obtain
‖Alow2 ‖ 6 O(1)(logλ−1)max[λ1−r−2ν2−ν3−ε, λ2(ν1−ν2−r)−ε]
(
λ2
σ
)3
× 1
σ
(172)

Taking ν1 small (but not too small) and r, ν2 and ν3 very small, the various
powers of λ (standing for the small fators we earned) that we met all along the
demonstration are indeed positive. This onludes the proof of theorem 1.
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