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J/psi production in root s(NN)=200 GeV Cu+Cu collisions
Abstract
Yields for J/psi production in Cu+Cu collisions at root s(NN) = 200 GeV have been measured over the
rapidity range |y|< 2.2 and compared with results in p+p and Au+Au collisions at the same energy. The
Cu+Cu data offer greatly improved precision over existing Au+Au data for J/psi production in collisions with
small to intermediate numbers of participants, in the range where the quark-gluon plasma transition threshold
is predicted to lie. Cold nuclear matter estimates based on ad hoc fits to d+Au data describe the Cu+Cu data
up to N-part similar to 50, corresponding to a Bjorken energy density of at least 1.5 GeV/fm(3).
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Yields for J=c production in Cuþ Cu collisions at ﬃﬃﬃﬃﬃﬃﬃﬃsNNp ¼ 200 GeV have been measured over the
rapidity range jyj< 2:2 and compared with results in pþ p and Auþ Au collisions at the same energy.
The Cuþ Cu data offer greatly improved precision over existing Auþ Au data for J=c production in
collisions with small to intermediate numbers of participants, in the range where the quark-gluon plasma
transition threshold is predicted to lie. Cold nuclear matter estimates based on ad hoc fits to dþ Au data
describe the Cuþ Cu data up to Npart  50, corresponding to a Bjorken energy density of at least
1:5 GeV=fm3.
DOI: 10.1103/PhysRevLett.101.122301 PACS numbers: 25.75.Dw
High-energy heavy-ion collisions provide the opportu-
nity to study strongly interacting matter at very high-
energy densities where quantum chromodynamics (QCD)
predicts a transition from normal nuclear matter to a de-
confined system of quarks and gluons, the quark-gluon
plasma (QGP) [1]. At the Relativistic Heavy Ion Collider
(RHIC) the energy density in central Auþ Au collisions is
well in excess of the critical energy density expected for
this transition [2].
Over the past 20 years, there has been intense theoretical
and experimental work on J=c production. First predicted
by Matsui and Satz [3], suppression of quarkonia produc-
tion in ultrarelativistic heavy-ion collisions was expected
to be an unambiguous signature for the formation of a
QGP. It is now recognized that in order to interpret J=c
production as a QGP probe one has to consider cold
nuclear matter effects such as initial state energy loss [4]
and shadowing [5], as well as charm quark energy loss [6],
comover interactions [7], corrections for feed-down from
higher mass charmonium states, and secondary production
mechanisms, such as recombination of initially uncorre-
lated c c pairs [8].
Experiment NA50 reported suppression of J=c produc-
tion in Pbþ Pb collisions at ﬃﬃﬃﬃﬃﬃﬃﬃsNNp ¼ 17:3 GeV [9] that
exceeds expectations based on their measurements of cold
nuclear matter effects in pþ A collisions [10]. NA60
observed similar behavior in Inþ In collisions at the
same energy [11]. The PHENIX experiment [12] at




p ¼ 200 GeV. The basic invariant
yield reference is obtained from pþ p data [13–15]. Cold
nuclear matter effects are studied using dþ Au data
[14,16]. Cold and hot nuclear matter effects are studied
for large numbers of participants (Npart) using Auþ Au
data [17,18], and for smaller Npart using Cuþ Cu data, the
subject of this Letter. The results are presented as a nuclear
modification factor, RAA, the ratio of the yield in heavy-ion
collisions to the yield in pþ p collisions scaled by the
number of binary nucleon-nucleon collisions (Ncoll), which
is appropriate for pointlike processes.
Lattice QCD calculations [19] indicate that the threshold




p ¼ 200 GeV this is expected to occur below
Npart ¼ 100 [20], in a region where Auþ Au data have
limited statistical and systematic precision [18]. High sta-
tistics measurements with the intermediate sized system
Cuþ Cu provide crucial information in that important
region.
In this Letter we present results obtained by PHENIX
during the 2005 RHIC run on the production of J=c in
Cuþ Cu collisions at ﬃﬃﬃﬃﬃﬃﬃﬃsNNp ¼ 200 GeV. J=c invariant
yields were studied via J=c ! eþe decays measured at
midrapidity with the central arm spectrometers (jyj 
0:35,  ¼ 2 90), and J=c ! þ decays mea-
sured at forward rapidity with the two muon arm spec-
trometers (1:2< jyj< 2:2,  ¼ 360). Event centrality
and the location of the collision vertex along the beam axis
(zvtx) are measured with two Beam-Beam Counters (BBC)
located at 3:0< jj< 3:9. A Glauber model and a simu-
lation of the BBC response was used to determine Npart and
Ncoll and their systematic uncertainties for different colli-
sion centrality ranges [21].
Data were recorded using lepton triggers in coincidence
with a minimum bias trigger which required a coincidence
between the BBC detectors and a valid zvtx. After applying
a cut of jzvtxj< 30 cm and quality assurance criteria, the
data correspond to a sampled luminosity of about 2:1 nb1
(1:3 nb1) in the eþe (þ) analysis.
Electron detection at midrapidity used the drift cham-
bers for momentum measurement, the pad chambers for
pattern recognition and track location, and the ring imag-
ing Cherenkov (RICH) detector plus electromagnetic calo-
rimeter (EMCal) for electron identification. Charged
particle tracks were matched with a RICH ring and an
EMCal hit to select electron candidates by requiring at
least two RICH phototube hits inside an annulus around the
projected ring center, ring quality cuts, track or cluster
position matching cuts at the EMCal, and a cut on the
ratio of EMCal energy to track momentum, E=p
hE=pi>2.
The J=c ! eþe trigger required one signal above a
certain energy threshold in the EMCal and a matching
RICH hit. Two energy thresholds were used during the
run, 1.1 and 0.8 GeV, yielding average J=c trigger effi-
ciencies of 65% and 82%, respectively. The J=c !
eþe signal extraction method was very similar to the
method used in the recent Auþ Au [18] and pþ p [15]
analyses. The like sign invariant mass spectrum was sub-
tracted from the unlike sign spectrum. The remaining yield
in the J=c mass region (2:9  Minv  3:3 GeV=c2) was




corrected for pairs lost to the radiative tail and pairs added
by the continuum signal under the peak [15]. The total J=c
count in the eþe channel was  2050. The signal to
background ratio ðS=BÞ was  1ð6Þ for the most central
(peripheral) collisions.
Muon detection at forward and backward rapidities used
the muon arms, consisting of cathode strip tracking cham-
bers in a magnetic field (MuTr) and Iarocci tube planes
interleaved with thick steel absorbers (MuID). Muon can-
didates were identified by penetration to the last MuID gap,
and their momenta were measured by their bend through
the MuTr.
The dimuon trigger required two candidate tracks to
penetrate the MuID, point back to the event vertex, and
pass an opening angle cut ( > 19). The dimuon combi-
natorial background was estimated using the product of the




, and was subtracted from the
unlike sign spectra. The residual background (notably from
the open charm pairs and Drell-Yan processes) was eval-
uated using an exponential form. The J=c ! þ sig-
nal was estimated by direct counting of the remaining pairs
above the exponential fit in the mass range 2:6  Minv 
3:6 GeV=c2 and also by using two fits with different
parameterizations (single and double Gaussian) of the
J=c line shapes, as described in [15,18]. The average of
the results gave the signal count and the variation gave the
systematic error. The total J=c yield was  9000. The
S=B was  0:3ð1:0Þ for the most central(peripheral)
collisions.
The J=c invariant yield in the appropriate centrality,










with Bll the branching ratio for J=c ! lþl, NJ=c the
number of observed J=c , Nevt the number of events; y
the rapidity range; pT the transverse momentum range,
and A" the acceptance and efficiency correction (including
trigger efficiency).
The determination of A" is done with a full GEANT
simulation. The method is described in more detail in
[15]. A" decreases with the collision centrality due to
overlapping hits in the RICH and the EMCal in the central
arm, and in the MuTr for the forward arms, leading to an
increasing fraction of misreconstructed tracks in higher
multiplicity events. This effect is evaluated by embedding
simulated single J=c events in real events. The efficiency
loss in the most central collisions is 3% for dielectron
measurements and 20% (16%) for dimuon measurements
at positive (negative) rapidity.
Systematic uncertainties in the measured J=c invariant
yield depend on J=c rapidity and transverse momentum as
well as on event centrality. Systematic uncertainties are
grouped into three categories: point to point uncorrelated
uncertainties (type A), which can move the points inde-
pendently of each other, point to point correlated uncer-
tainties (type B), which can move the points coherently,
though not necessarily by the same amount, and global
systematic uncertainties (type C). In all plots point to point
uncorrelated systematic uncertainties and statistical uncer-
tainties are quadratically summed and represented by ver-
tical bars, point to point correlated systematic uncertainties
are represented by boxes, and global systematic uncertain-
ties (if any) are quoted.
Systematic uncertainties of type A and B for RAA vs
Npart are summarized in Table I. Some uncertainties in the
invariant yield, such as that on the acceptance, cancel out
for RAA and are not shown. Global systematic uncertainties
for RAA vs Npart include the pþ p J=c yield uncertainty
and some pþ p systematic errors that do not cancel when
forming RAA.
Results for the two muon arms agree within uncertain-
ties and are combined where appropriate. Figure 1 shows
the J=c yield vs pT for different Cuþ Cu centrality
classes at mid and forward rapidity. As was done previ-
ously for the Auþ Au case [18], the mean square trans-
verse momentum, hp2Ti, was calculated numerically from
the data for pT < 5 GeV=c. The Cuþ Cu data are plotted
vs Npart and compared with the corresponding values from
TABLE I. Systematic error sources, values, and types for RAA
vs Npart in the two rapidity intervals. Where a range is given, it is
from peripheral to central collisions.
Source jyj< 0:3 jyj 2 ½1:2; 2:2 Type
Signal extraction 6% 5%–6% A
Detectorþ trigger efficiency 1.4%–5% 3% B
Run by run variation 5% 2% B
Input yþ pT distributions 2% 3% B
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FIG. 1 (color online). J=c yield vs pT at mid (left) and
forward (right) rapidity for different Cuþ Cu centrality bins
and for pþ p [15]. Uncertainties are described in the text.




Auþ Au [18], dþ Au [16] and pþ p [15] collisions in
Fig. 2. Within uncertainties, the data for Cuþ Cu and
Auþ Au agree where they overlap in Npart, and the hp2Ti
for the Cuþ Cu data seems independent of Npart.
The RAA values vs pT and rapidity are shown in Fig. 3
for the 0–20% most central Cuþ Cu collisions. We see
similar behavior for mid and forward rapidity, and there
appears to be no pT dependence in all centrality classes.
The rms width of the rapidity distribution (evaluated di-
rectly from the data) is identical, within2–3% uncertain-
ties, in pþ p collisions and in all centrality classes for
Cuþ Cu collisions.
Figures 4(a) and 4(b) show similar behavior within
uncertainties for RAA in Cuþ Cu and Auþ Au [18] colli-
sions at comparable values of Npart. Theoretical calcula-
tions [22] including only modified initial parton
distribution functions and an added J=c  N breakup
cross section were fitted in [16] to dþ Au J=c RAA
data. The EKS98 [23,24] and nDSg [25] shadowing models
were used. The fit was made simultaneously to all rapid-
ities by optimizing the breakup cross section. While con-
sistent with the low statistics dþ Au data [16], this method
leads to a model dependence of the CNM effects, since the
rapidity shape is determined entirely by the shadowing
model. In an attempt to reduce this model dependence,
we used a data-driven ad hoc model to parameterize the
dþ Au data [16]. The ad hoc model uses EKS98 (method
1) and nDSg (method 2) shadowing parameterizations for
the relative rapidity dependence within the fitted rapidity
ranges, but the breakup cross section is replaced with a
quantity, which we call f, that is optimized separately for
y ¼ 0 and jyj ¼ 1:7. The fits using method 1 yielded
fdAu ¼ 2:32:11:6 mb at y ¼ 0 and 3:91:31:2 mb at jyj ¼
1:7. The method 2 fits yielded fdAu ¼ 0:91:91:8 mb at y ¼
0 and 3:31:31:2 mb at jyj ¼ 1:7. The resulting separate
parameterizations of the dþ Au data vs Ncoll at mid and
forward/backward rapidity can be projected to Cuþ Cu
and Auþ Au using the corresponding parton distribution
functions for Cu and Au [22]. The results for method 1 are
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FIG. 3 (color online). RAA vs pT (left) and y (right) for J=c
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 12 %± = global|y|<0.35, CuCu / Method 1, syst
 8 %±= global[1.2,2.2], CuCu / Method 1, syst∈|y|
FIG. 4 (color online). (a),(b) RAA vs Npart for J=c production
in Cuþ Cu and Auþ Au [18] collisions. The curves are pre-
dictions from ad hoc fits to dþ Au data [16] and are discussed in
the text. (c) Ratios of the measured RAA values to the predicted
cold nuclear matter RAA. The dashed lines show the 1 uncer-












































FIG. 2 (color online). The hp2Ti vs Npart for J=c production in
Cuþ Cu, pþ p [15], dþ Au [16] and Auþ Au [18] collisions
at mid (left) and forward (right) rapidity.




calculated from the best fit values of f (solid lines) and the
1 standard deviation uncertainty in f (dashed lines). The
method 2 heavy-ion calculations are similar to those from
method 1, leading to very similar conclusions, and are not
shown in Fig. 4. In Fig. 4(c) the measured RAA values for
Cuþ Cu are shown divided by the method 1 calculations
for Cuþ Cu. The Cuþ Cu RAA is seen to be consistent
with the cold nuclear matter projection within about 15%
uncertainties up to Npart  50. Given the uncertainty in the
cold nuclear matter reference at larger Npart values, we can
not currently draw any strong conclusions there. However
PHENIX completed in February 2008 a second dþ Au
run, with approximately 30 times the statistics of the first
dþ Au run in 2003. With the new reference dþ Au data,
we expect to be able to identify if and where the measured
Cuþ Cu RAA departs from the cold nuclear matter
baseline.
In summary, we present high statistics J=c data from
Cuþ Cu collisions at RHIC, providing for the first time
detailed information on RAA and hp2Ti for Npart < 100. The
rms values of the rapidity distributions at all centralities are
consistent with that for pþ p, and the measured hp2Ti for
pT < 5 GeV=c is nearly independent of centrality and
rapidity. At similar values of Npart, RAA and hp2Ti are found
to agree within errors for Cuþ Cu andAuþ Au collisions.
Cold nuclear matter calculations based on ad hoc fits to
dþ Au data reproduce the peripheral Cuþ Cu data
well up to Npart  50, corresponding to Bjorken
1:5 GeV=fm2=c [20], where Bjorken is the Bjorken energy
density and  is the formation time. For an estimate of the
thermalized energy density, hydrodynamical models give
thermalization times in the range of 0:6 fm=c to 1:0 fm=c
[2], which implies that cold nuclear matter effects domi-
nate J=c production up to thermalized energy densities of
1:5 to 2:5 GeV=fm3.
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