Abstract. For the numerical solution of the Galerkin equations associated with linear ill-posed problems that are symmetric and positive semide nite, the method of conjugate residuals is considered. An a posteriori stopping rule is introduced, and associated estimates for the approximations are provided which are order-optimal with respect to noise in the right-hand side and with respect to the discretization error.
1. Introduction. In this paper we consider equations of the form Au = f ; Here H denotes a real Hilbert space, L(H) denotes the space of operators T : H ! H that are bounded and linear, and A 2 L(H) in (1.2) denotes the adjoint operator of A. Moreover, R(A) denotes the range of A which in general is non-closed, and then equation (1.1) is ill-posed. In the sequel we assume that only an approximation f for f is available, more speci cally, f 2 H; kf ? f k ; (1.4) where 0 is a small and known error bound. For the numerical implementation it is necessary to discretize equation (1.1) , and in the sequel we shall consider Galerkin equations associated with (1.1). For this purpose, let V h H; 0 < h h 0 ; be given nite-dimensional linear subspaces. For xed h, the corresponding Galerkin equations for (1.1) are given by A h u h = P h f ; (1.5) where A h : H ! H; u 7 ! P h Au; (1.6) Fachbereich Mathematik, Technische Universit t Berlin, Stra e des 17. Juni 135, D -10623 Berlin, Germany 1 and P h denotes the orthogonal projection onto V h , i.e., P h 2 L(H); P h = P 2 h ; P h = P h ; R(P h ) = V h : (1.7) In order to solve the Galerkin equations (1.5) in V h , for given noisy data we shall consider the method of conjugate residuals (to be introduced in the next section) associated with a discrepancy principle as stopping rule (cf. Section 3 for its introduction), and this shall be done for the following reasons: 1. Since the underlying equation (1.1) is ill-posed, usually also the nite-dimensional version (1.5) has to be regularized. It is shown in this paper that the method of conjugate residuals associated with the mentioned discrepancy principle as a stopping rule has this desired regularizing property. 2. Typically only a small number of iteration steps is needed until the method of conjugate residuals terminates according to the discrepancy principle, und thus this yields a numerically e cient solver of the Galerkin equations (1.5). .7), (1.6) . The method of conjugate residuals, applied to (1.5) with noisy data as in (1.4), iteratively generates a (terminating) sequence u 0 = 0; u 1 ; u 2 ; :::; with u n 2 V h and u n 2 K n (A h ; P h f ); kA h u n ? P h f k = inf u2Kn(A h ;P h f ) kA h u ? P h f k; (2.1) and the algorithm terminates, by de nition, at step n := n dim V h if A h r n = 0.
Here, r n denotes the residual, i.e., r n = A h u n ? P h f 2 V h ; n = 0; 1; :::; n : (2.2) We remark that for notational convenience u 0 = 0 is taken as starting vector for the method of conjugate residuals. Moreover, the stopping index n to be de ned in De nition 3.2 below usually is much smaller than the nal index n . The basic algorithm for computing u n is: Algorithm 2.2. (Method of conjugate residuals for (1.5) with noisy given righthand side) Let conditions (1.2)-(1.4) be ful lled, and let P h ; A h 2 L(H) be as in (1.7), (1.6).
Step 0: Let u 0 := 0; r 0 = ?P h f :
For n = 0; 1; ::: : 1) If A h r n = 0 then terminate, n := n;
2) If otherwise A h r n 6 = 0, then proceed with step n+1: compute from u n ; d n?1 d n = ?r n + n?1 d n?1 ;
n?1 = hA h r n ; r n i hA h r n?1 ; r n?1 i ; (2.3) u n+1 = u n + n d n ; n = hA h r n ; r n i kA h d n k 2 :
2.2 Matrix form of the method of conjugate residuals for the Galerkin equations
Here we assume d ?1 = 0; ?1 = 0.
It follows from (2.2)-(2.4) that for 0 n n ? 1 we have A h d n = ?A h r n + n?1 A h d n?1 ; (2.5) r n+1 = r n + n A h d n ; (2.6) and in fact in any step for computational reasons A h d n and r n+1 are computed by (2.5) and (2.6), so that only one operator-vector multiplication (to obtain A h r n ) has to be performed in each step. For a matrix formulation of the method of conjugate residuals for positive de nite problems see Stoer 27] , and for other surveys on conjugate gradient type methods we refer to Ashby The approximations u n 2 V h ; n = 0; 1; :::; n , de ned by Algorithm 2.2 then can be expressed in the form u n = N X j=1 u n;j j ; where u n = (u n;j ) 2 R N is determined as follows: Note also that the vectors Bd n ; r n+1 2 R N can be computed e ciently for 0 n n ? 1, Bd n = ?Br n + n?1 Bd n?1 ; r n+1 = r n + n G ?1 kA (I ? P h )k a h ; 0 < h h 0 ; (3.5) 3.2 The discrepancy principle as stopping rule for the method of conjugate residuals 5 which follows from the fact that A and P h are symmetric operators. The preceding notations are summarized in the following basic assumption: kAP h u ? f k (h; ); (3.8) which are estimates that shall be used at several occasions.
3.2. The discrepancy principle as stopping rule for the method of conjugate residuals. Assume that the iteration process, described by Algorithm 2.2, generates iterates 0 = u 0 ; u 1 ; u 2 ; :::; u n 2 V h , where 0 n < 1 denotes the nal iteration step. Then for any 0 n n there exists a unique polynomial (depending on A h and P h f ) q n 2 n?1 (3.9) such that u n = q n (A h )P h f : (3.10) Here, ?1 := f0g, and n?1 = q : q is a polynomial of degree n ? 1 ; n = 1; 2; ::: : We next introduce n := kA h u n ? P h f k; 0 n n ; (3.11) the norm of the residual. From (2.1) we obtain n n?1 ; 1 n n ; (3.12) and typically n decays fast and becomes small after a small number of iterations n.
In the in nite-dimensional setting (P h = I), a regularization method can be obtained by stopping the iteration when n and taking u n 2 H then as approximation for the desired solution, for references see Subsection 3.3.2. In our situation (P h 6 = I) several other cases, however, has to be taken into account to de ne a stopping rule as well as a corresponding approximation that guarantees best possible convergence rates, and in fact the precise stopping criterion is presented next. We remark that the numbers q n (0); 0 n n , increase as n increases, cf. also Lemma 5.1 below. Moreover, q n (0) can be computed easily from the three-term which follows immediately from the rst equalities in (2.3) and (2.4) and from the uniqueness of q n (t) in (3.9), (3.10). Note that (3.14) in particular means that the situation q n (0) ?1 h may arise only for n 1, i.e., the de nition (3.13) makes sense.
3.3. Statement of the main result. We next present the main result of this paper. for 0 < < 1; for = 1, = in (4.5) has to be replaced by . All computations are performed in MATLAB on an IBM RISC/6000.
Due to (4.5), (4.7) one cannot derive from Theorem 3.3 that the entries in the third column stay bounded as % of noise decreases. On the other hand, however, due to (4.5), (4.6) it is no surprise that these entries in fact stay bounded in our experiments.
4.3. Harmonic continuation of a function. The problem then can be described as follows: we assume that v is known approximately on the boundary of a concentric disk of radius 0 < < 1, i.e., the function f(t) = v( ; 2 t); 0 t 1; is assumed to be known approximately; from these informations we wish to determine In Figure 4 .1, the result for % noise = 1:0 is demonstrated.
5. Basic properties of the method of conjugate residuals. Throughout this section let A h 2 L(H) be as in (1.6). We start with a preliminary subsection on a spectral representation of A h (cf. Section 5.1), and then (cf. Sections 5.2-5.4) we shall recall some well-known results for the method of conjugate residuals, and for the sake of convenience of the reader we frequently also provide the corresponding proofs. where P h 2 L(H) is as in (1.7) . In fact, (5.4) follows immediately from the de nitions, while (5.5) is obtained from the following facts: for any j there exists a polynomial p such that p(A h ) = Q j , and since P h p(A h ) = p(A h )P h is valid for each polynomial p, it is now obvious that Q j P h = P h Q j , and the de nition (5.1) then nally yields (5.5).
First properties of the method of conjugate residuals. In the sequel
we assume that Assumption 3.1 is ful lled, and we assume that the iteration process described in Algorithm 2.2 generates iterates u 0 ; u 1 ; : : : ; u n 2 V h , where n 0 denotes the nal step. Then for the residuals r n = A h u n ? P h f , cf. (2.2), we have r n = ?p n (A h )P h f ;
for any 0 n n , with residual polynomials p n (t) = 1 ? tq n (t); (5.6) cf. (3.9), (3.10) for the introduction of q n (t). We next state an important property of the method of conjugate residuals which is an immediate consequence of (2.1).
Minimum property. For 0 n n , kr n k = k ? I ? A h q n (A h ) P h f k k ? I ? A h q(A h ) P h f k for all q 2 n?1 ;
or equivalently, kr n k ks(A h )P h f k for any s 2 n with s(0) = 1:
As an immediate consequence of (5.7) we obtain:
Conjugacy property. For 0 n n we have A h r n 2 K n (A h ; P h f ) ? , the orthogonal complement of K n (A h ; P h f ), and thus 0 = hA h p n (A h )P h f ; s(A h )P h f i ? n t p n (t) ? n n?1 n?1 p n?1 (t); 1 n n ? 1; which means that the system p 0 (t); : : : ; p n (t) forms, up to a normalization, a Sturm sequence, cf. Chapter 5.6 in Stoer & Bulirsch 28] . Hence for n = 1; : : : ; n ; the zeros ft j;n g j=1;:::;n of p n (t) are simple and ful l an intertwining property; more explicitly, if the zeros are ordered, 0 < t 1;n < t 2;n < : : : < t n;n ; n = 1; : : : ; n ; (5.9) then t k;n < t k;n?1 < t k+1;n ; k = 1; : : : ; n ? 1; n = 2; : : : ; n ; (5.10) is satis ed. Due to p n (0) = 1 we then have the following representation, p n (t) = n Y k=1 1 ? t t k;n ; (5.11) which implies 0 p n (t) 1 for all 0 t t 1;n : (5.12) 5.4. Some properties of the polynomials q n (t). Property (5.6) yields q n (t) = 1 ? p n (t) t ; t > 0 (0 n n ); (5.13) and further properties of q n (t) are listed in the following lemma.
Lemma 5.1. Let fq n (t)g 0 n n and fp n (t)g 1 n n be (arbitrary) polynomials ful lling (3.9) and (5.6), respectively, and let the roots ft k;n g 1 k n of p n (t) be ordered as in (5.9) . For 1 n n we have: q n (0) = ?p 0 n (0) = n X k=1 t ?1 k;n ; (5.14) q n (t) 0; 0 < t t 1;n ; (5.15) q n (0) = sup 0 t t1;n q n (t): q n (0) t ?1 1;n + q n?1 (0):
this is (5.18) . This completes the proof. We conclude this section with one more useful lemma.
Lemma 5.2. Let > 0, and let n be an integer. For any polynomial q n (t) 2 n?1 such that p n (t) = 1 ? tq n (t) has increasingly ordered positive roots ft k;n g 1 k n , cf. (5.9), the following estimate is valid, (t) := p n (t)t q n (0) ?1 ; 0 t t 1;n : (5.19) Proof. From the de nition of and the product representation (5.11) of p n (t) we get immediately (0) = (t 1;n ) = 0, and (t) > 0 for 0 < t < t 1;n . Moreover, p 0 n (t) = ?p n (t) n X k=1 1 t k;n ? t : Now let 0 < t < t 1;n with (t) = sup 0 t t1;n (t):
Hence 0 = 0 (t), and then (5.14) yields p n (t)t ?1 = p n (t)t n X k=1 1 t k;n ? t p n (t)t q n (0); therefore t q n (0) ?1 , and thus sup 0 t t1;n (t) = (t) = p n (t)t t q n (0) ?1 ;
and this completes the proof of (5.19). further speci ed. We start with a lemma that can be applied also to other than conjugate gradient type methods; for a similar result we refer to H marik 10]. Lemma , and c 1 and c 2 are constants that are independent of h and ? and depend on .
Proof. We have the following decomposition (with k = b c):
? note that P h A j h = P h A j h P h for j 0 . Then multiplying both sides of (6.3) with F (A h ) yields (6.1), if we take into account that (5.4) as well as (3.4) where c 3 is a constant that is independent of ; h; % and '
? and depends on .
Proof. For > 0 we have, with F as in (5. Corollary 6.4. Let Assumption 3.1 be valid. Let fu n g 0 n n be as in De nition 2.1, and let fq n (t)g n and f n g n be as in (3.9)-(3.10) and (3.11), respectively.
For any 1 n n we have ku ?u n k ?1 n + (h; ) + q n (0) (h; ) + c 3 % + minf ; 1g h ; 0 < t 1;n ; with constant c 3 as in Lemma 6.2.
Proof. We shall apply Lemma 6.2 with '(t) = q n (t). In fact, we have 0 p n (t) = 1 ? tq n (t) 1; 0 < t t 1;n ;
cf. (5.6), (5.12), and from 0 q n (t) q n (0); 0 < t t 1;n ;
cf. (5.15), (5.16), the assertion then follows immediately.
We have obtained a rst estimate for the error ku ? u n k. The next two lemmas provide reasonable estimates for the norm n of the residual. The ideas of proofs are similar to those presented in the mentioned paper by Nemirovski 21] Lemma 6.5. Let Assumption 3.1 be valid. Let fu n g 0 n n be as in De nition 2.1, and let fq n (t)g n and f n g n be as in (3.9)-(3.10) and (3.11) (6.13) where it has been taken into account that 0 1 ? t t k;n 1 holds for 0 t t 1;n ; k = 2; : : : ; n. In order to provide further estimations of the right-hand side in (6.13), we next shall apply Lemma 6.1 with = + 1; in fact, from the estimates (5.19) and (6.1) we get and proceeding then as in (6.5), with replaced by q n (0) ?1 , yields the assertion (6.10).
This completes the proof. Lemma 6.6 . Let Assumption 3.1 be valid. Let fu n g 0 n n be as in De nition 2.1, and let fq n (t)g n and f n g n be as in (3.9)-(3.10) and (3.11), respectively. Fix 1 n n , > 2 and 2 < 2( ? 1 It remains to show that the estimates (6.19), (6.20) are valid. For this purpose we recall that the assumption (6.14) and the estimate (5.18) yield q n?1 (0) q n (0) t ?1 1;n + q n?1 (0); (6.21) and this implies immediately (6.20 and nally t 1;n?1 t 2;n , cf. (5.10), then yields (6.19) . This completes the proof.
From Lemmas 6.5 and 6.6 we get:
Corollary 6.7. Let Assumption 3.1 be valid. Let fu n g 0 n n be as in De nition 2.1, and let fq n (t)g n and f n g n be as in (3.9)-(3.10) and (3.11), respectively. For all 0 < < 1 we have n?1 + c 7 % q n (0) ?( +1) + minf ; 1g+1 h ; 1 n n ;
where c 7 is a constant that is independent of ; h; % and n ? and depends on and .
Proof. Let > 2 such that = ( ? 2)=( ? 1) is valid. Moreover let > 2 such that = 2( ? 1) holds. From Lemmas 6.5 and 6.6 we obtain the desired result by considering the two di erent cases q n?1 (0) q n (0) and q n?1 (0) > q n (0) . Note that in the latter case we necessarily have n 2. Corollaries 6.4 and 6.7 enable us to prove the following lemma which is presented in a general form so that it may be applied for the cases n = n and n = n ? 1, cf. the speci c situations described in Subsection 6.3, respectively. Proposition 6.8. Let Assumption 3.1 be valid, and let b > 1. Let fu n g 0 n n be as in De nition 2.1, and let fq n (t)g n and f n g n be as in (3.9)-(3.10) and (3.11) , respectively. Suppose that for some xed n with 1 n n we have q n (0) 
