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We obtain a complete classification up to conjugacy and up to outer conjugacy 
of finite tensor product type automorphisms of UHF C*-algebras which are 
periodic of period N (N prime). 
Soient g une C*-algebre uniformement hyperfinie et 19 un automorphisme 
de g. Nous dirons que 8 est de type produit tensoriel intini s’il existe des 
decompositions 
oti 8, est un automorphisme du facteur K, de dimension finie. L’objet de cet 
article est de donner une classification A conjugaison et conjugaison 
exterieure pres des automorphismes de ce type qui sont periodiques de 
periode un entier premier N. 
Explicitions brievement notre demarche. Pour 99 et 8 comme indique, 
notons C*(9, 0) la C*-algebre produit croise de 92 par 0, qui est 
naturellement munie d’une action f? du groupe U, des racks Nitme de 
l’unite dans Cc. La structure particuliere des automorphismes consider& 
permet de reduire le probllme de conjugaison exterieure 21 un probleme 
d’isomorphisme. Plus exactement, nous obtenons: 
e et 8’ sont exterieurement conjugues si et seulement si les 
systbmes dynamiques (C*(g, O), fl) et (C*(W, O’), 8) sont 
isomorphes. 
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La condition d’isomorphisme est clairement necessaire; pour montrer sa 
suffkance, nous associons au systeme dynamique (E = C*(kl”, 8), 8) le groupe 
ordonne pointe (K,,(E), K,,(E), , [I]) ainsi que l’action K,(o) de U, deduite de 
4 par fonctorialite (K, dlsigne ici le foncteur de la K-theorie alglbrique). La 
classe d’isomorphisme de (KJc), KJe)+ , ]I], K,,(d)) determine alors 
completement la classe de conjugaison exterieure de 8. 
Pour calculer les invariants de K-theorie indiques ci-dessus, nous avons 
plonge K,(c) dans 0 x Q[w] ou w = e2’4.V. En identifiant Q![o] a son 
plongement canonique a(Q[o]) dans cN-“* nous obtenons dans le “cas 
generique” I’image geometrique suivante (Fig. 1): 
L’adherence de I’enveloppe convexe de K,,(E), est le cone convexe 
engendrt par N points Ai avec 
a(w’) 
oti r(e) est un element de cC”-“2. Le c as ou 8 est exterieur dans la represen- 
tation traciale correspond au cas limite r(e) = 0: si 8 est interieur dans la 
[I]=lN,Ol 
FIGURE 1 
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representation traciale, i.e., e= Ad U, t(0) est relit i l’invariant tracial 
(Tr(U), 7?(V) ,..., Tr(P-I”)), e se calcule i partir des invariants traciaux t 
des 8,. 
Les points de K,,(E) situ&s dans Q[w] forment un sous-groupe H, qui est 
exactement le noyau de K,(i) ou i est l’inclusion naturelle de C*(9,8) dans 
9 @ M,,,(C). L’action de K,(8) (p) sur H, est simplement la multiplication 
par p-i, de sorte que H, est naturellement muni dune structure de Z [WI- 
module. Le. noyau H, est en fait caracterise par un ideal generahse I(e) de 
Z[o], (l’anneau Z[w] est un anneau de Dedekind, non necessairement 
factoriel, et la notion d’ideal generalist dans un tel anneau est I’analogue de 
celle d’entier gtneralisi dans Z, i ceci prts que les ideaux premiers 
remplacent alors les entiers premiers). Les conditions de conjugaison 
porteront done essentiellement sur le couple (I(@, r(0)). 
On dira que 8 a la propriete (P) s’il existe un unitaire II de L;;: tel que 
@CT) = wU. Les resultats obtenus sont les suivants: 
lo 11 existe un automorphisme unique a conjugaison pres qui possede 
une suite centrale (CI,) d’unitaires veritiant ]ltY(cl,) - wU,I( + 0 (n -+ co). Cet 
automorphisme est le seul dont I’algebre des points fixes soit UHF. Ce 
resultat a ete obtenu independamment par Kishimoto dans [ 5 1. 
2’ Deux automorphismes 0 et 0’ sont exterieurement conjuguis si et 
seulement si (I(@, r(Q) est equivalent a (I(@), t(el)) (cf. 5.6 pour la 
definition de I’equivalence). Si 8 et 8’ sont exterieurs dans la representation 
traciale, la condition se reduit i 1(e) - I(/?) (notion d’equivalence analogue a 
celle des entiers gtneralises (cf. 1.1.8)). 
3” Deux automorphismes 8 et 13’ verifiant (P) sont conjugues si et 
seulement si ils sont exterieurement conjugues. 
4” Si e et 8’ ne verifient pas (W), on a 
e conjugui a @ 3 v(e), 7(e)) = (qo, 7(eo). 
La riciproque est vraie, i condition d’ajouter une condition de congruence 
qui est automatiquement verifiee pour certaines C*-algebres. 
Le dernier paragraphe est consacre a quelques exemples. En particulier 
nous montrons que tous les automorphismes de jauge de l’algebre des 
relations d’anticommutation, qui ont pour periode un nombre premier N, 
sont conjugues. 
1. NOTATIONS-RAPPELS 
Tous les resultats etablis dans cet article ne concernent que les 
automorphismes piriodiques de type produit tensoriel inJini des C*-algebres 
UHF. On supposera de plus que la phiode N est un nombre premier. 
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1.1. Rappels sur Z[o[ et Q(w] 
Pour N premier, posons w  = exp(2in/N). Soient Z [w] (resp. Q[w]) I’en- 
semble des elements z de C de la forme a, t a,w t ... + uly-,wN-‘, avec 
a,EZ (resp.u,EQ). Pouru,,u, ,..., a,v~,EQlarelationa,+a,w+~~~t 
'N-Iw N-‘=0 implique u,=a,=...=u,-,, de sorte que Z[w] (resp. 
Q(w [) est un Z-module libre (resp. un Q-espace vectoriel) de base 
(I, w,..., wv-2 ). Q[ w] est le corps des fractions de l’anneau Z [w] (cf. 19, p. 
35, proposition 3 1). 
1.1.1. Pour i = I, 2,..., N - 1, soit u1 I’automorphisme du corps Q[wJ 
defini par a,(w) = wi. Le plongement canonique de Q[w] dand CCN-‘)‘* (cf. 
19, p. 68 [) est dttini par a(z) = (a,(z), oz(z) ,..., u,~- 1,,2(z)); c’est un 
isomorphisme de Q] w  ] sur un sous-corps de C=(N-1)‘2. Les elements 
u( 1 ), u(w),..., u(w”- 2, sont R-lintairement independants dans CCN- I”* (cf. 
19. p. 69 1). 
1.1.2. Soit z=u,+u,w+~~~+a,~,w”~’ un element de .Z[w[. Si 
z=u~tu;wt *** tu;.-,WM-' alors il existe k E Z tel que a; = u, + k pour 
tout i, d’ou ah + ... t a,&, = a, + a.. t u,~-, t Nk. Notons 6(z) la classe de 
a0 f ... + uy-, dans Z/NZ. On verifie facilement que 6 est un 
homomorphisme de Z [ w  [ sur Z/N.Z. 
1.1.3. Le noyau de 6 est I’ideal engendre par 1 - w. En effet, Ker 6 
contient k [ w  [ (1 - w) qui est un ideal premier (19, p. 861) done maximal 
puisque h [w [ est un anneau de Dedekind, comme anneau des entiers de 
Q[ w  [ (cf. 19. p. 52 et 591). Pour tout n E R\J telle que sa classe ri modulo N 
soit non nulle, il existe une unite (element inversible) u de Z[w] telle que 
6(u) = ri. 11 suflit de prendre u = 1 + w  + . . . + w*-’ dont I’inverse est 
1 + w” $ w*” + . . . + &P-l)“, ou p est d&i par firi = 1. 
1.1.4. On appelle ideal generalise de Z [w ] une application de I’ensemble 
.7’ des idiaux premiers de Z [w ] dans (0, 1,2 ,..., + co ). 
Si .? = (tl, bz ,... ), on notera +yl@ ... un ideal gineralise. Les ideaux de 
L [w [ sont en bijection avec les ideaux glneralises verifiant a, < +co pour 
tout i E N et ai = 0 sauf pour un nombre fini d’indices i, en vertu du 
theoreme de decomposition d’un ideal en produit d’ideaux premiers dans un 
anneau de Dedekind. Le produit de deux ideaux genlralises se dtfinit de 
man&e evidente, et donne lieu a une notion de divisibilite. En particulier, on 
notera rll si l’ideal principal (r) divise I’idial generalid I. 
1.1.5. Si ./9 = (r,,r2 ,...) es une suite d’elements non nuls de iZ [w 1, on t 
lui associe l’ideal generalise /f’&* ... , ou a, = xz=, a,.,, I’entier a,., 
designant I’exposant de +, dans la decomposition de l’ideal principal (r,) en 
produit d’ideaux premiers. Si .1 = (r,, r2,...) est une suite d’eliments de 
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Z [w 1, on notera I(n) l’idtal gentralise associt i la suite obtenue i partir de 
.;4 en enlevant les termes qui sont nuls. 
A une suite .W = (r,, r2,...) d’lllments non nuls de Z [WI, on associe 
d’autre part le sous-groupe [.W] de CJ(o] forme des elements de la forme 
dr, r2 . . e r,oinER\.et~EZ[o]. 
1.1.6. LEMME. Avec les notations prt!cPdentes, on a [3’] = [S” ] si et 
seulement si 1(S) = I(#‘lj”‘). 
De’monstration. Supposons que [.;4 ] = [..W’ 1. Pour tout n E N, il existe 
pENet~~E~o[telsque 
1 P -= I r, ... rn ri ..a rl, 
d’ou 7[w[(r’, a.* r;)c .Z[w](r, . . . r,) et done ([ 9, p. 62, relation 81) 
pour tout i E N. 
On en deduit ai Q ai pour tout i E N, i.e., Z(s) = I(53”). Inversement, 
supposons que I@?) = 1(.33?). Pour tout n E N, il existe m E N tel que 
o,,,k = 0 pour tous m’ > m et k < n. L’hypothese entraine que, pour tout 
i E R, il existe P, E IN tel que xE=, a,,k < xii=, a;,k. 
Soit p = Max{ p, ,..., p,}. On a alors 
pour tout i E N, d’oi [9, p. 62, notation 8 1 
ZlWlVl .-a r;) c Z[o](r, ..a r,) 
et done l/r, .a. r, E [.W’]. On a obtenu [.W] c [.%“I et, par symetrie, [2] = 
[P]. Q.E.D. 
Le lemme qui suit donne une condition necessaire et sufftsante pour 
l’isomorphisme de [.W] et I.53” 1, faisant intervenir une condition sur I@‘) et 
I(3?‘) qui genlralise l’equivalence des idiaux modulo les ideaux principaux. 
1.1.7. LEMME. [,a] est isomorphe ci [S”] comme Z[o]-module si et 
seulement si il existe r et J E Z [w] tels que r’I(9) = rI(9’). Dans ce cas, 
on peut choisir r et r’ de faron d ce que r[ I(9) et r’ [I(P). 
Dbmonstration. Supposons que r’I(9) = rI(9’). L’application 2 + z/f 
est un isomorphisme du H [w ]-module 1.~3’1 sur [r’g] od r’s est la suite 
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(r’, r, , r2 ,... ). On a done [,W] isomorphe a [ r’.W ] et, de meme, I.?@’ 1 
isomorphe a (r.WI. Comme [r%“] = [r’.%‘l d’apres le lemme 1.1.6, on a 
[.&‘] isomorphe a (.a’]. Reciproquement, soit o un isomorphisme du Z [ w  I- 
module [.a] sur [.S’]. Si p=rp(l), on a: rp(z)=pz pour tout zE[.#]. 
Soient r, r’ E l’lo] tels que p = r/r’. On a I.A’] = (r/r’)[Sl, d’ou 
[r’.R] = (l/r’)[.2] = (l/r)[..%‘] = [r,%“], d ‘oti (cf. lemme 1.1.6) r’I(%‘) = 
t-1(.3’). Comme p = cp( I) E [.R’], I i existe PE Z[o] tel que p=p/f, ... r’,. 
On peut choisir r = p et r’ = r’, . . . r;, done r’ 1 I(Z@‘). 
On a alors 
I(,@) = (r) LL!!E.! 
(r’) ef 
rlf(,#). 
I. 1.8. DEFINITION. Deux idtaux generalises I et I’ seront dits equivalents 
s’il existe r, r’ E Z[w] tels que (r’)l= (r)I’. 
Si I = j~‘fi~z ... et I’ = jT;jTi,..., I est equivalent a I’ si et seulement si 
il existe n E Ih tel que 
lo a, = ah pour tout m > n et a, < +co, ah < +co pour tout m < n, 
. . . fit” et bP; 
(cf. ,:4, p5;. 
. . . j;” appartiennent a la mtme classe d’ideaux 
La condition 2” est automatiquement verifiee si B 101 est factoriel (par 
exemple, pour N = 2, 3, ou 19) et on retrouve alors la condition introduite 
dans 14, 3.121. Dans ce cas, un ideal generake est en fait un entier 
generali& et on notera alors N(.,%‘) au lieu de I(%). 
1.2. Notations 
Pour les notations concernant les C*-algebres UHF et les automorphismes 
de type produit tensoriel infini, on renvoie a 14, Sect. 11. 
1.2.1. Soit 8=@,>, 0, un automorphisme de ptriode N de la C*-algebre 
2 = @“>, K,. Soit U, un unitaire de K, tel que en = Ad U,, et uz = 1. Pour 
j = 0, l,..., N - 1, soit u,,~ la multiplicite de la valeur propre cu’ de fJ”. Soit 
rn l’tlement de Z[w] defini par ‘“=a,,, +a,,,~ + ..a +a,-,,,~‘-‘. 
Comme U, n’est defmi qu’i une multiplication pres par un element du 
groupe U, des racines Nieme de I’unite dans C, il en va de meme pour rn. 
1.2.2. DEFINITION. Soient q E R\l et r E .Z[o]. On dira que r est 
admissible sur q s’il existe un automorphisme 8 = Ad U de periode N sur le 
facteur F, tel que, si a, est la multiplicite de la valeur propre 0’ de U, on ait 
r=a,ta,wt . . . +a,-,&+‘. 
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Une condition ntcessaire et suflisante est qu’il existe des entiers positifs ou 
nuls a,, a, ,..., a,-, tels que 
r=a,+a,w+ *** +a,~.,w~v-’ 
et 
ce qui implique 
(1) 44=4qh (2) r appartient a I’enveloppe convexe dans C du 
polygone de sommets q, qw,..., qw N-‘. Ces deux conditions sont suflisantes 
dans les cas N = 2 ou 3, mais ne le sont plus pour N premier, N > 5, car 
dans ce cas Z [w] est dense dans C (cf. 19, p. 65 et 66 1). Cependant, on a: 
1.2.3. LEMME. Soit C, le conoexe de cc,‘-“;* engendre’ par 
qu( 1 ), qa(w),..., qa(w”- ‘). Alors, r est admissible sur q si et seulement si 
6(r) = 6(q) et u(r) E C, . 
DPmonstration. La condition est necessaire puisque u est un 
homomorphisme. Inversement, supposons 6(r) = 6(q) et u(r) E C,. Alors, il 
existe to ,..., &-, E IR, tels que 
u(r) = &a( 1) t 5, u(w) + ..a t &- ,u(o”-‘) 
et 
D’autre part, puisque r E Z [o], il existe a,,..., ax-, E Z tels que r = a, + 
a,w + ... + a,v-,uF’, d’oti u(r) = a,,~( 1) + ala(w) + a.* t a,,,-, u(wN-‘) et 
done 
D’apris l’independance lineaire sur Ip de u(l), u(o),..., u(ON-*), il existe 
aElR tel que a,-~O=a,-~,=~~~=a,~,-~,v~,=a. On a q= 
50 t ... +5;Y-,=a,+ **a + aN-, - Na. Comme 6(q) = 6(r), on en deduit 
a E Z done r, = a, - a E Z pour tout i et, puisque <, E R + , & E N. Par injec- 
tivite de u, on en deduit r = to + r, o + . . . + t,V-, os- ‘, i.e., r est admissible 
sur q. Q.E.D. 
Remarquons que C, est un simplexe. Done si z = q C;Y_,,, L,u(w’) avec 
1, > 0 pour tout i et xy:i A, = 1, alors z est interieur i C,. 
Nous aurons besoin du lemme technique suivant: 
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1.2.4. LEMME. II existe ij > 0 et M > 0 tels que 
(i) Si pE L[w] et k E rN vPrij?ent Ia,@/k)l <q pour 
i = I,..., (N - I)/2 alors a@/k) E C,; 
(ii) SipE Zlol et kE h I vPriJient a@) E C,, si r E Z[UJ] ve’rt$e rip et 
Iai( > M pour i = I..... (N - 1)/2. alors u@/r) E C,. 
Dbmonstration. Le (i) est immediat puisque 0 est interieur a C,. 
Montrons (ii). Soient 
q’ = Sup r=(z, . . . . . I,,~. ,,.?)~c‘, Max lzilq ICi<(K-I)/2 
et M = q’/q. On a u@/k) E C, , d’oti pour tout i = l,..., (N - 1)/2, 
1 u,@/k)l ,< q’ et 1 u,@/rk)I < q’/M = q done a@/&) E C, , i.e., u@/r) E C, . 
Q.E.D. 
1.2.5. Si r est admissible sur q, on notera 0: l’automorphisme de F, 
(unique i conjugaison pres) defini en 1.2.2. Si .5? = (r,, r2 ,...) et 
Q = (q,, q2,...) sont deux suites telles que, pour tout n E N, r,, E h[o] soit 
admissible sur qn E n, on notera 19,” l’automorphisme de gI difini a 
conjugaison pres par 
Comme dans [4, 1.31, on a 
2. PR~LIMINAIRES 
2.1. Cas des automorphismes intPrieurs 
2.1.1. LEMME. Soit e=@,,, 8, un produit tensoriel d’automorphismes. 
Alors 0 est intkrieur si et seulement si On = I ti partir dun certain rang. 
La demonstration est analogue i celle de [4, 1.4.11. Elle rbulte aussi de 
161. 
2.1.2. Soient 8 = Ad U et 0’ = Ad U’ deux automorphismes de pkriode N 
d’une C*-algtbre UHF g de trace normalisie Tr, Tr( 1) = 1. Alors, 8 est 
conjugut a 6” si et seulement si ii existe k E U,v tel que Tr(U’) = I Tr(U). En 
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effet, si Tr( U’) = 1 Tr(U), on peut supposer 1= 1. Soient U = ryzt W’Ei et 
U’ = Cr:,’ w/E; les decompositions spectrales de II et U’. On a 
M- I s- I 
1‘ o’Tr(E,) = \‘ w’Tr(Ei) 
iF0 ITO 
et 
s- 1 h’- I 
\‘ Tr(E,) = \’ Tr(E;) = 1. 
ITO ,rn 
Puisque Tr(E,) et Tr(E;) sont rationnels, ceci implique Tr(E,) = Tr(E;) pour 
tout i, done 19 est conjugue i 6’. Ainsi, la classification des automorphismes 
interieurs est donrie par 
Ad I/ est conjugut i Ad U’ si et seulement si 
Tr( U) = Tr(U’) (mod. U,V). 
2.1.3. Dans tout ce qui suit, on supposera que les automorphismes sont 
exterieurs. Si 8 = an>, Ad U,, on peut supposer que, pour tout n E t-J, 
spu,=u,. En effet: en regroupant Cventuellement des termes, on peut 
supposer que Ad U, # I, done que Sp U,, contient deux points distincts. Si 
Sp U, = S est distinct de U,, alors CardISp(U,, 0 (I,, + ,)I s Card(Sp U,): en 
effet, si ,&k’ESpU,,,, A # A’, alors 1s U A’S c Sp(U, @ II, + 1). Or 
Card(1S uA’S)$ Card(S), car sinon on aurait, par exemple, kI-‘S c S, 
d’ou, pour tout p E N, (Al’-‘)” S c S, ce qui est impossible puisque kI-. ’ 
engendre U, car N est premier. En regroupant suflisamment de termes, on 
peut done supposer que Sp U, = U,V pour tout n E F\l. 
2.2. La propri&P (i’/) 
2.2.1. LEMME. Soir 8 = 8: un automorphisme de 9, de phriode N. Les 
conditions suivantes sent kquivalentes: 
(i) il existe un unitaire U E Q rel que U’ = 1 et e(u) = ~(1; 
(ii) il exisre un unitaire UE V rel que IIe(u) - wUI[ < 
) 1 - oI/(N - 1 )I’*; 
(iii) il existe n E N tel que r,, = 0. 
La demonstration est une adapatation facile de celle de 14, 1.5.1 1, 
2.2.2. DEFINITION. On dit qu’un automorphisme 0 possede la propritte 
(U) s’il veritie I’une des conditions equivalentes du lemme 2.2.1. 
II est clair que la propriete (W) est un invariant de conjugaison, mais pas 
de conjugaison exterieure. 
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2.3. La propriete (9,) 
2.3.1. LEMME. Soit f? = ST{. Les trois conditions suivantes sent 
equivalentes: 
(i) I1 existe une suite centrale (Cl,) dunitaires telle que Uz = I et 
O(U,) = ou,; 
(ii) II existe une suite centrale (I/,) dunitaires telle que 
IJB(U,)-oU,II < I1 -oI/(N- I)“*; 
(iii) rn = 0 pour une infinite’ dentiers n. 
Demonstration analogue a celle du lemme 1.6.1. de [ 4 1. 
2.3.2. DEFINITION. On dir-a qu’un automorphisme B = S: posside la 
propriett (pa) s’il veritie I’une des conditions equivalentes du lemme 2.3.1. 
2.3.3. PROPOSITION. Soit 9 = 8-? un automorphisme de 9 possedant la 
proprie’te’ (P%). A lors 
(i) tout automorphisme’ possedant la propriete (Pa) est conjugue a 
8; 
(ii) tout automorphisme exterieurement conjugue a 0 est conjugue a 8; 
(iii) si B est un automorphisme de periode N de CJ’, et si 5& @ Q’ est 
isomorphe a 3, alors 00 8’ est conjugue h 0. 
(i) Soit 8 = 0-5. En regroupant des termes, on peut supposer que r, = 0 
pour tout n E ;N. En decomposant chaqur q, en facteurs premiers, on obtient 
g?=g _,, , avec 9, = (qt , q:,... ), chaque q!, &ant premier. Posons 
r: = 0 si q: = N 
=4 
I 
n si q; # N. 
La suite de la demonstration est identique a celle de 14, 1.6.3 1; il en va de 
meme pour (ii) et (iii). 
La propriete (W,) est un invariant de conjugaison et de conjugaison 
exterieure. 
2.3.4. NOTATION. On notera s,:. l’unique automorphisme de type produit 
intini (difini i conjugaison pres) possedant la propriete (@=). 
2.4. Les proprietes (,w’) et (.7’,) 
On dit que kr: = %?I possede la propriete (*9) (resp. (*Ym)) s’il existe n E N 
(resp. une infinite d’indices n) tel que qn soit multiple de N. Un 
I Rappelons que nous ne considkons que les automorphismes de type produit tensoriel 
inlini. 
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automorphisme 8E Aut(G) ne peut avoir la propriete (W) (resp. (&,,)) que 
si D possede la propriite (.i”) (resp. (.Y=)). 
2.5. Les proprie’tb (8) et (,P) 
Les proprittes (a) et (.P) sont defmies comme dans 14, 1.7 1. D’apres [ 2, 
lemme 1.3.8, p. 1541 0 = 8: a la propriete (,P) si et settlement si 
Cn>, (I - 1 r,l/q,) < +co. Dans ce cas, si e= Ad U, on peut supposer en 
remplacant eventuellement I-” par 1, rn(An E U,) que II = 0, >, U,, de sorte 
que le produit rI,,.+, a,(r,)/q, converge vers Tr(Cri) pour tout i. Si 8 $ (W), 
ces produits intinis sont non nuls et on pose 7(e)= 
(Tr U, Tr U’,..., Tr UtN IN2 ). Alors r(e) est un element de Ct.’ ‘ji2, detini a 
multiplication pres par un c(A) ou A E U,v, et 7(e) est un invariant de 
conjugaison. Si BE (.P) et BE@), on a Tr U=Tr(Lr’)= . . . = 
Tr((/‘“-“12) = 0 puisque r, = 0. Si 6 6 (pa), on peut supposer r,, # 0 pour 
n > 2. Pour des raisons techniques, nous poserons alors 
Ce n’est plus un invariant de conjugaison. Enfin, si 8E (a), nous poserons 
7(e) = (0, o,..., 0). 
3. ALG~BRE DES POINTS FIXES ET PRODUIT CROISB 
Soit GJe l’algebre des points fixes de 9 = a,,> r K, sous I’action de 
e= O”,, 8,. Le facteur KC’*“) = K, @ .a. @ K, est stable par B et on note 
;;;J,x;K (I*“) 0 x -x son algebre de points fixes. Comme dans 14, I ( I- 1 
. 1 
de sorte que 9 est une C*-algibre A.F. au sens de [I]. 
3.1. Diagramme de W’ 
Si 8, = Ad U,, notons pour n E N et A E U,, I,(J) le facteur reduit de 
K(I,“) par le projecteur spectral correspondant i la valeur propre II de 
II, @I . . . @ U,. Pour n E N et A E U,, on notera d,(A) la dimension du sous- 
espace propre E(Un, A) de U,, relatif i A. 
PROPOSITION. fl,, est somme directe des facteurs I,(A) et la multiplicitt! 
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du plongemenl partiel (au sens de [ 1. p. 199 ]) de I,(L) duns I,, ,(JI) est &gale 
d 4, ,W’pU). 
Dhmonstrarion. Posons E,(l) = E(U, @ ... @ I/,, i). Soit .Y = 
2 A.uEL’yX.lu 
~,.,,,!p~~x~;” 
= E,(l) xE,Cuh un element de K”.“‘. On a 
e(x) = de sorte que x E GJe si et settlement si x1,, = 0 pour 
1 #,k Ceci prouve que Cc,, = @lsc,, I,,@). Par ailleurs: E,+,(u) = 
E(U, 0 ..a 0 U,+l,~)= ,&U,vE,(A) ~~E(CJ,,+,,I-‘P~), de sme que I,(A) 
se plonge dans I,, ,(D) avec une multiplicite egale a d,, ,(Z’,u). 
3.2. Rang du groupe K,(Qe) 
Soit K, le foncteur de la K-thiorie algebrique ([ 7 I). Pour tout projecteur e 
de Qa, soit [e ] I’image de e darts Ko(Ge). L’ensemble D de ces classes 
d’equivalence consider& dans 131 engendre le cone positif du groupe K,(@). 
Le groupe K,(ge) et I’ensemble D caracterisent la classe d’isomorphisme de 
Ye 13. Theorem 4.3 1. 
Comme D = (g E K,(Ge)+ ] g Q ]I]}, 2’ est egalement diterminte a 
isomorphisme prts par le groupe ordonne point6 (K,(ge), K,,(ge)+ , [I]). 
Puisque pour tout n E N, G?,, est somme directe de N facteurs, le groupe 
ordonne K,((n,) est egal i (Z”, Z”,). L’inclusion de a, dans Q,, , determine 
un homomorphisme de K,(Q,) = Z” dans K,(a,+ 1) = Zs. Cet 
homomorphisme est donne par la matrice circulante 
d,,,(l),d,+,(o-‘),....d,+,(w) 
A n+1= 
d,+,(W),d,+,(l),...,d,+,(o’) 
. . . . . . . . . . . . . . . . . . . . . . . . . . 
d,+,(wS-‘),d,+,(W’~-‘) ,..., d,+,(l) I 
et K,(Be) est la limite inductive du systeme 
Or d,(l)+od,(w)+...+o,~-’ d,(wN- ‘) = rn et un calcul simple prouve 
we 
N-l 
WA.) = 4, 1 1 o,(r,). 
I=1 
Si 19 @ (W,), on peut supposer rn # 0 pour n > 2, done A, est inversible 
pour n > 2, ce qui montre que K,,(ge) est de rang N. 
Si 0 E (p’,), on peut supposer r,, = 0 pour tout n E R\1, done d,( 1) = 
d,(w) = ..a = d,,(o.f-‘), ce qui entraine que la matrice A, est de rang 1 pour 
tout n E RJ, done que K,,(Qe) est de rang 1. I1 s’ensuit que [ 3, 6.11: 
PROPOSITION. 0 est conjuguk ci sksi et seulement si Ge est UHF. 
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Ce resultat a ete obtenu independamment par Kishimoto dans 15, 
Theorem 4.4 1. Nous supposerons dtsormais t? # sk done rn # 0 pour n > 2. 
3 3 . . Calcul de K,(GSe) 
3.3.1. Le groupe K,(Gi?‘) est de rang N et saris torsion, done se plonge 
dans 0.“. Pour des raisons qui apparaitront plus tard, on identifiera Q’V i 
Q x C![w] via I’isomorphisme 
Soit Y”, la restriction i ZN de cet isomorphisme: il identifie K,(Q,) i un 
sous-groupe de Q x C4[w] et determine le plongement de Ko(Ge) dans 
Q! x Q[o]. Ainsi, il existe pour tout n E R\l un unique homomorphisme 
injectif Y, de K,(hi’,,) = ZN dans C! x Q[o] rendant commutatif le 
diagramme suivant: 
Soit X = (I,, I, ,..., I,- ,) E Z”. Alors !f’# 2 X) = (41 CT:t Ii, r2 CyZb 1,~‘) 
de sorte que 
y’,(k,, k, ,..., kiwi . 
Par un calcul analogue, 
’ 
N-l 1 s 1 
y#,,k,, . . . . k,-,)= \‘ k,, \‘ kiwi . 
42 *** 4” ,po r2”.rn ,To 
Puisque K,(@) = urn>, ‘PY,(ZM), on a 
K,(W) = k P -, ~ 
q2 . . . qn r2 . . . rn )I 
kEZ,~EZlwl,6(k)=601)etnERu’ . 
I, 
De plus, 
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K&P)- = (J y”(py) 
II>2 
I( k P = 92 ..’ 9” ’ rZ...rn )I nE R\l,kE N,,uEZ[w] 
et ,u admissible SW k 
I 
(cf. 1.2.2). 
Plongeons Q[o ] dans CtXm 1M2 par a, de sorte que KJW) est plongt dans 
:z x p- IV2 c R x (pN~ 1)/Z. 
Soit co(K,,(@)+) l’enveloppe convexe de K,(@)+ dans le Respace 
vectoriel F? X QN-‘)‘*. II est clair que co(K,(@)+) est un c6ne convexe. II 
est saillant car KO(GLe) + est inclus dans (O} u K?: x C(“-‘)‘2 d’aprks ce qui 
prkide. 11 est facile de voir que 
K&P)- = K&de) n cO(K,(Qe)+ ). 
3.3.2. LEMME. Soit 0 = 8:. 
(i) Si 0 E (X), alors co(KO(We)+) = Fi + x C’,\‘-“‘2. 
(ii) Si f?E (.P), alors $K,,(tie)+) est le c&e conwxe engendre’par 
les N points 
Dbmonstration: Le c6ne convexe co(K,(fl,)+ ) est engendrk par les N 
points 
Supposons 13 E (8). Comme 0 est inttrieur i C, (notation 1.2.4), il existe un 
polydisque P, x P, x ... X P,,- ,,,2 centrk en 0 et inclus dans C,. Puisque, 
pour tout i, ,u; = ai(q2 -f. qn/r2 ... r,) tend vers I’infini avec n et que ( 1) x 
t&P, xpU;P, x ... xp& -,,, 2P,, -,,, 2) est contenu dans co(K,(a,)+), on a: 
co(K,(~e)+) = IF! + x c(N--“‘2. 
Supposons 8 E (.P). Alors, pour tout i, A; converge vers 
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Comme K,Jc;pI,)+ c K&G,+ ,)+, l’enveloppe convexe co(A;,...,A;.- ,) de 
A;, A;,..., A,:t- , est incluse dans co(A,“+’ ,..., A,;.+:) et 
co(A; ,... , A;,- ,) = co(A, ,... . A,.- ,> 
n>l 
de sorte que $K,(g’)+) est le cone convexe engendre par A,,, A, ,..., Av-, . 
Q.E.D. 
3.4. Calcul de K,,(C*(Q, 0)) 
Le produit croid C*(g’, 0) est la sous-C*-algebre de g = 22 @ F,v 
engendree par les elements n(x) (x E 9) et I’unitaire CT d&finis par 
i 
x 
e- ‘(x) 0 
7r(x) = * . 
I 
9 
0 &‘“- IQ) 
U= 
C*(G&, 0) est l’ensemble des elements de la forme zy:i U’n(x,), la decom- 
position itant unique. On viritie facilement que L&(x) U-‘= x(@(x)). 
Soient u l’unitaire de F,v de matrice 
i 01 1 0 1 . . . 0 1 I 
et /I = B @ Adu. On a alors C*(G2, 8) = @‘. Si 8 est exterieurement conjugue 
i 8, alors C*(22,0) est isomorphe i C*(G?, P), de sorte que nous nous 
limiterons i decrire C*(@, 0) quand 8@ (8). I1 resulte de 3.3 que 
(i) K,(C*(% 0)) = {(k/(q, - q,),,& - r,,)) I n E R\J, k E h, P E 
Zlwl et 6(k) = Q)}; 
(ii) 111 = (N, 0); 
(iii) Dans R x CW1)/2 K,(c*(~, e)), = K,(c*(Q’, e)) n 
co(K,(C*(cS, e),) avec 
CO(K,(C*(L~, e)), ) = R + x c- I)/2 
282 FACK ET UARECHAL 
si 6 E (8’) et &(KJC*(u, e)),) est le cbne convexe engendre par les N 
points Ai = (I, (l/r(@) . a(&) si 8 E (,P). 
4. INVARIANTS DE CONJUGAISON ET DE CONJUGAISON Ex-nkEuRE 
4.1. Le groupe ordonne pointe K,(C*(G, 8)) est un invariant de 
conjugaison exterieure. Dans Ie cas non W, le cbne positif de K,(C*(kt ,6)) 
se decrit i I’aide de r(0) qui est un invariant de conjugaison. Soit e le 
projecteur spectral de tr relatif a la valeur propre 1. Si 0’ = O&Y-‘, l’ap- 
plication 
N- I .v -- I 
” U’n(x,)-* 
ira 
“ Lri~‘(U(Xi)) 
(70 
est un isomorphisme cp de C*(9, t9) sur C*(Z, 8) qui conserve I/, done e. 
La classe de e dans K,(C*(G, 0)) est done un invariant de conjugaison et on 
verifie que, dans Q X Q]w]. ]e] = (1, I). 
4.2. Action duale 
4.2.1. Pour I E U,, soit uI l‘unitaire de FR de matrice 
et V,=l@v,EG. Ona 
VA n(x) v** = n(x) pourxE9 
et 
de sorte que U, agit sur C*(9, 0) par I’action duale 4, = Ad V,. Nous 
noterons encore 8, l’automorphisme correspondant de K,(C*(g, 0)). 
Supposons que 19’ = Ad W. 8 et posons 
s,=8-‘(w)e-*(w) .** f9-P(C 
Alors 
I 
I 0 
.S= S, * . 
-0 s,-I 
v*). 
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est un unitaire de 8 qui verifie 
et 
Sri(x) s* = n’(x) pourxEB 
sups = uw(S,). 
I1 s’ensuit que l’application x I-+ SxS* est un isomorphisme de C*(9, 0) sur 
C*(9, 0’) qui &change les actions duales. Si 0’ = o&-‘, l’application 
N-l ti-I 
\’ V’n(x,) I-+ \‘ U’n’(u(x,)) 
ro IF0 
est aussi un isomorphisme de C*(G~, 0) sur C*(g’, 8) qui &change les 
actions duales. Done, si 0 est exterieurement conjugue i 8, il existe un 
isomorphisme de C*(9,0) sur C*(%?, 19’) echangeant les actions duales, d’ou 
un isomorphisme de K,(C*(g, 0)) sur K,(C*(@, 8’)) qui &change les actions 
duales. 
Remarque. L’isomorphisme de C*(23,19) sur C*(G3, f?‘) conserve la trace 
normalide de g’, puisque Tr(Cy;,’ V’n(x,)) = Tr(x,) comme on le voit 
facilement dans la representation matricielle. 
4.2.2. PROPOSITION. Soit (k/q, . . . qn,,u/r, ... r,) un PlPment de 
K,(C*(G, t9)). Alors, pour p E U,, faction duale 0, est donntfe par 
P k P 
q, ... qn rl .*a rn 91 *‘* 4n 
VP-‘---- 
r, ..a rn 
DPmonstration. Soit 
et notons f,(A) le projecteur minimal de J,(A). II sufftt de montrer que 
~o,ISn(~)] = If,@-‘A)]. On a [Ecu 0 U, 0 .a- 0 II,, A)] = q1 e-e q,[f,(A)J et 
= y  (u,E(u,v)o,*)~E(u,~~..~U,,v-‘Il). 
ucu, 
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Or u, uu,* = pu, done u,E(u, V) u,* = E(u, p- ‘v) et fl,,(E(u @ u, @ . . . @ 
u,,n))=~,,,,~E(u,p-‘v)OE(U, @.**@ u,, 1, ‘L)=E(u@ I/, @...S 
u,, P- ‘A), do& ~,[f,(A)l = If,@-‘A)]. Q.E.D. 
4.3. Noyau de la trace 
4.3.1. A l’inclusion i de C*(?J, S) dans &? correspond un 
homomorphisme i, de K,(C*(g, 0)) dans K,(g). En identiliant 
K,(C*(G, 0)) a un sous-groupe de bpn’z Q x a[~] et K,,(g) a un sous- 
groupe de Q via la trace normalisee, on a pour g = xyr,r ki[f,,(oi)] 
M- I 
i*(g) = \’ k, Tr(f,,(w’)) 
i70 
1 N-l 
=Nq, 
\’ k. 
*** (1” ,To ” 
d’ou 
. ( k P 1 k ‘* 41 *** (7” ’ r, . . . rn =N q, . . . 4”’ 
Le noyau H, de i* est done I’ensemble des elements (0, p/r, . . . r,) veriliant 
801) = 0, i.e., l’ensemble des elements (0, (1 - o)p’/r, ..- r,) 01’ E Z [w]) (cf. 
1.1.3). C’est done aussi I’ensemble des g E K,(C*(8,0)) qui verilient 
g+Ud+- + e,,+,(g) = 0. II s’ensuit que l’action p F+ 8, de U,v sur H, 
delinit naturellement une structure de Z [w]-module sur H,. Pour p E Z [CO] 
et g E H,, notons p . g la multiplication ainsi definie. D’apres 4.2.2, on a 
p* (0, r ,  I f .  ,,)= (090fim1@) rl .Y. r,) ’ 
Notons que u,,- ,@) est le complexe conjugue de p. 
4.3.2. Supposons 0 exterieurement conjugui a 0’. 11 existe alors un 
isomorphisme cp de C*(9,0) sur C*(5?, 0’) conservant la trace normalisee 
de @ et echangeant les actions duales. On en deduit un isomorphisme cp* de 
K,(C*(GZ, 0)) sur K,(C*(GJ, 0’)) Cchangeant les actions duales et 
transformant H, en H,,. La restriction de cp* a H, est alors un 
isomorphisme de Z [w]-module. Si 8 = S,” est exterieurement conjugui a 
0’ = r3$,’ alors [.W] (cf. 1.1.5) est isomorphe i 19’1 comme Z[o]-module 
(avec la multuplication usuelle). D’aprts 1.1.7, ceci implique que 1(9) est 
equivalent a 1(.9’). Pour e 65 (W), nous noterons z(e) = 1(.9) et nous 
poserons z(e) = I(r,, r3 ,... ) pour 8 E (%). Dans tous les cas, la classe 
d’equivalence de I(e) est un invariant de conjugaison exterieure. 
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5. CONDITIONS N~CESSAIRES DE CONJUGAISON EXT~RIEURE 
ET DE CONJUGAISON 
5.1. Supposons que 8 = 19; soit exterieurement conjugui i 
8’ = (I?;.‘(& 0’ 6Z (W)). Soit rp, I’isomorphisme correspondant de 
K,(C*(Q, 0)) sur K,(C*(g%, 8’)) (cf. 4.3.2). Alors, vp* se prolonge en un 
isomorphisme-que l’on notera encore cp*--du Q-espace-vectoriel Q X o[ w  ] 
sur lui-meme. Soit 
la matrice de cp* . Puisque cp* envoie H, sur H,, et que H, et H,, engendrent 
chacun a(~], on a B = 0. Puisque [I] = (N, 0) et que v*[I] = 111, on a 
A = 1 et C = 0. Comme (p* 1 H, est un isomorphisme du Z [w ]-module H, sur 
H 0” il existe r, J dans % [o] tels que D soit l’application z I+ (r/r’) z (cf. 
1.1.7). On a done M= [A $, 1 et l’on peut supposer (cf. 1.1.7) que rlI(f9) et 
r’ I(0’). 
5.2. PROPOSITION. Supposons que 8 soit extt!rieurement cory’ugue’ d 8. 
Alors, ii existe r, J E Z [o 1 tels que 
(i) I(0) = (r/r’) Z(P) avec rlI(t9) et r’Il(e’), 
(ii) r(8) = a(r/r’) s(P). 
Dtfmonstration. (i) A ete obtenu en 5.1. 
(ii) La condition est triviale dans le cas (8’); nous nous placerons 
done dans le cas (S). Le plongement de Q[o] dans C(N-‘)‘2 via u determine 
un isomorphisme @* de Q x a(Q[w]) sur lui-mtme, que l’on prolonge i 
H X C’N-‘)‘2. Sa matrice est alors 
A= I 
1 0 1 0 a(r/r’) * 
Puisque rp, envoie K,(C*(g, e)), sur K,(C*(9, @))+, rp’* envoie 
+, cc* w  w+ ) sur Co& (C* (9, @))+). D’apres 3.4 (iii), 
co(K,(C*(G, e)),) est le cone convexe engendrt par les N points 
A,= (I,$). 
I1 existe done i, tel que @+.(A,) = A;,, soit 
r ( 1 1 u(wiO) u 7 so=-’ r(@) 
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ou encore, puisque w’O est un element de U, et que r(8) n’est defini qu’i 
multiplication prts par un u(A) (A E U,V): 
Q.E.D. 
5.3. Conditions de congruence 
5.3.1. LEMME. Soient 64 une C*-afgibre UHF ne vPrifiant pas (9) (cf. 
2.4) et f3, t? deux automorphismes extPrieurement conjugub. Soient r et r’ 
comme en 5.2. Alors, n&essairement 6(r) = 6(f). 
DPmonstration. Considdrons I’element g = (l/q,, l/r,) de K,(C*(g, 0)). 
Comme (p*(g) = (l/q*, r/Jr,) appartient i K,(C*(g, @)), il existe n E N, 
k E Z et p E Z [o] vtritient 6(k) = S(J). tels que 
1 k r P -= 
(I; *** 4; 
9 -=- 
91 r’r, r; ‘.a t-i 
On a 
J(rrl, ..a r’,) = s(tir,p) 
= Wq, k) 
= s(r’q; . . . q;), 
d’oi 6(r) = s(r’) puisque 6(r’, . . . r’,) = S(q’, . . . qb) f 0. Q.E.D. 
5.3.2. Soient 9 une C*-algebre UHF verifiant (9) mais non (*Yw), et 
8 = 8; un automorphisme de 9. En regroupant des termes, on peut supposer 
que N divise q, mais ne divise pas qn pour n > 2. Ceci implique que 1 - w  
divise r, mais ne divise pas rn pour n > 2. On a done q, = N”@, avec 
6(q,) # 0 et r, = (1 - w)~ i, avec S(i,) f 0. Plus gentralement, pour 
p E Z [ 01, p # 0, p est difini par p = fi( 1 - w)’ avec 6(J) # 0. 
LEMME. Soient g une C*-algibre UHF vtfrifiant (9) mais non (9,) et 
0 = S:, 0’ = 0;: deux automorphismes extt+i&rement cor&y&. Soient r et 
J comme en 5.2. Alors, nhcessairement 6(fc 4,) = a(?‘?, a). 
DPmonstrution. Comme en 5.3.1, il existe n, k et ~1 tels que 
W) = aPI et -= ,:, r; .‘f. r:, . 
De I’egalite 
kq, = q:q; *a. 4:. 
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on dkduit 
kq, = q’,q; a.+ q:, 
car q, et q’, ont la mime puissance de N en facteur. II s’ensuit que 6(k) # 0. 
done S(J) # 0 et #‘,r’* ..- r’, = ?F,,B. Alors 
6( by 4, r; * * * r’,) = d(Pf, 4,/f) 
= 6(i’i, cf, k) 
= 8(J’P, q; q; * * * q;>, 
d’oti S(i< 4,) = 6(?‘f, 4’;) puisque 6(4 . . . r’,) = 6(q; . . . q;) # 0. Q.E.D. 
5.4. Conditions necessaires de conjugaison dans le cas non P 
5.4.1. PROPOSITION. Soient 8 et 8’ deux automorphismes conjugues et ne 
possedant pas la propriete (W). Alors, 
z(e) = z(P) et r(e) = 7(sl). 
Demonstration. D’apris 4.1, on a 9*[e] = [e]. Comme 
&j= 1, 0 
1 I 0, r/r’ et [el= (1, 11, onar=r’ 
et on peut supposer r = J = 1. Comme z(e) = (r/+)Z(&) (cf. 5.2), on a 
Z(0) = Z(B). Le fait que s(e) = r(8) a & vu en 2.5 et permet, dans le cas 
(X), d’en dlduire que Z(e) = Z(B) en verb de la proposition 5.2. Q.E.D. 
5.4.2. LEMME. Soit 23 une C*-afgebre UHF verifiant (9) mais non 
(Y,), et 6 = Bz, B = B$’ deux automorphismes cory’ugub de G. Alors, 
6(f{ 4,) = S(i, q;;). 
Demonstration. Rbsulte de 5.3.2 et de r = r’ = 1 d’aprts 5.4.1. Q.E.D. 
5.5. PROPOSITION. Soient 8 = 0: et ff = 19$ deux automorphismes 
conjugues et vt%ftant (2Y). Alors, ii existe r et r’ dans Z [w J tels que 
(i) z(e) = (r/f) Z(P) avec rlZ(8) et r’IZ(@), 
(ii) r(e) = u(r/T’) r(P). 
Si 53 ne verifie pas (.P,,), on a de plus 
(iii) S(rq,) = S(ti&). 
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DPmonstration. Posons 
et 
.s, = (ql, r2,..., r ,...) 
9’; = (4; , r; ,..., rk ,... ). 
Puisque 0 est conjugue a t?‘, l’automorphisme ST1 est exterieurement 
conjugue a Z$. D’apres 5.2, sachant que 
Z(B$I) = q11(f3) et r(B5l) = q1 t(B). 
il existe v et V’ dans Z[w] tels que 
et 
q,t(e) = u $ q;t(ey. 
( ) 
Posons p = vq{ et p’ = v’q,. On a 
p/z(e) = pz(e’) 
et 
~(8) =U $ r(ey. 
( 1 
Comme dans 1.1.7, on deduit de la premiere ltgalite l’existence de r et r’ dans 
Z [o] tels que p/p’ = r/r’ et rlz(e), r’IZ(@), ce qui prouve (i) et (ii). Si 8 ne 
veritie pas (9$,-J, on a d’apres 5.3.2 S(Vg;4r) = &far&), d’oti s(V) = 6(T). 
Comme r]Z(@, on a 6(r) f 0 et, de m&me, S(r’) # 0. Done r/r’ =plp” = 
@JV’q,, d’ou 6(rq,) = cY(r’@J. Q.E.D. 
5.6. DEFINITION. Soient 0 = t?$ et 8’ = @‘<I deux automorphismes de g 
verifiant simultanement % ou non g. 
On dira que (Z(e), r(e)) est equivalent a (Z(b)‘), t(0’)) et non notera 
s’il existe r et r’ dans Z[w] verifiant les deux conditions ci-dessous 
(i) r]Z(e), r’lZ(B’), z(e) = (r/r’) z(ey, r(e) = o(r/r’) t(P); 
(ii) si @ ne veritie pas (Yw), on a 
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(a) dans le cas (non %): 6(E’,q,) = J(r”‘i,(r;); 
(b) darts le cas (2T): 6(rQ,) = S(r’Q’i). 
Dans le cas (non S), la condition (ii) se rtduit h 6(r) = J(r’) puisque 
r]Z(13) implique I = T. Dans le cas (8) la condition d’lquivalence se reduit a 
Z(0) - Z(B) (cf. 1.1.8) car si r et r’ veritient (i) et si u est une unite de Z [CO], 
ru et r’ vlrifient encore (i) et, d’apres 1.1.3, on peut choisir u de facon a 
realiser (ii). 
6. CLASSIFICATION A CONJUGAISON PROS 
La classification des automorphismes a conjugaison pres resulte des 
theoremes 6.1 a 6.3 dont la demonstration occupera le reste du paragraphe. 
6.1. THBOR~ME. Soient g une C*-algebre UHF verrifiant soit (non 5^), 
soit (Y,), et 0, 8’ deux automorphismes de 9 ne verrifiant pas (P). Alors 0 
est conjugue’ d et si et seulement si (z(e), r(O)) = (Z(P), r(ey). 
Dans le cas (a), la condition de conjugaison se riduit a Z(e) = I(@). 
6.2. THI?OR&ME. Soient g une C*-algebre UHF verifiant (9) mais non 
(.Yw), et 0 = g, 9’ = 13!$’ deux automorphismes de g ne verifiant pas (%). 
Alors, 0 est conjugue a 8’ si et seulement si 
(i) v(e), t(e)) = VW, wh 
(ii) 6(r’; ql) = S(i, q;). 
6.3. THI?OR&ME. Soient 0 et 8’ deux automorphismes ve’rtj?ant (P). 
Alors, 8 est conjugue’ a 8’ si et seulement si 
(z(e), a) - (~(69, ew 
Dans le cas (a), la condition se reduit a Z(e) - I(@). Pour ces trois 
thloremes les conditions sont necessaires d’aprts le section 5. 11 reste a 
demontrer qu’elles sont suffisantes. 
6.4. Demonstration de 6.2. 
6.41. Schema de la demonstration. Nous allons construire deux suites 
strictement croissantes d’entiers 
i((iz<...(i,<i,+,<..’ 
j, <j, < ..- <j, <j,+, < ..’ 
telles que, si I’on pose 
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p’1 = r; .‘. I-;,, pi = r;, + , - + - r; *,..., p; = r(in-,+, e-s r; “,... 
k; = q; a.. q;,, k; = qj,+, -.a qj‘;,,..., k:,=q;._,+1 -&.. 
on ait les proprietls suivantes: 
a P~IP~IP,P~IP;P~I...IP~P~ -~PAP;P;~-P~AP,P~ .a. P~+,I-- 
b k, lk’1l k,k,Ik;k’,I . . . ]k,k2 ... k,) k’,k; e-s k;)k,k, a+. k,+,l .a- 
c le quotient d’un terme de la suite a par le terme precedent est 
admissible sur le quotient correspondant de la suite b. 
Supposons avoir construit deux telles suites. Le raisonnement utilid dans 
[4, 4.1, 2e pas] permet alors den deduire la conjugaison de 8 et 0’. Nous 
allons montrer par recurrence comment rtaliser separbment les conditions a, 
b et c. La rialisation simultanle de ces conditions sera possible grace au fait 
que, pour chacune d’elles, n &ant fix&, un indice i,, 1 (ou j,, 1) realisant la 
condition peut ktre arbitrairement augment&. Posons i, = 1. Nous allons 
montrer comment construire j, . La determination de i, puis j,, i, puis j3, 
etc., se fait alors de facon analogue. 
6.4.2. Rialisation des conditions a et b. La realisation de b est 
immediate d’aprb, la condition d’isomorphisme de deux C*-algebres UHF et 
le fait que g = g2 = Q&. 
D’autre part, puisque I(@) = I(@), on a [,!Z] = [B”] done il existe n E N 
et iu E Z [w] tels que 
1 P -= 
r; . . . r: ’ soit r1 
r, ) r; . . . ri . 
Ceci permet de realiser a. 
La condition c fait intervenir deux conditions, l’une de nature gbometrique 
(appartenance a un convexe), l’autre de nature arithmetique (condition de 
congruence) (cf. 1.2.3). 
6.4.3. Rbalisation de la condition &om&rique. Si 8 et 8’ verifient (8), 
les produits n?!, o,(ryqL) divergent vers 0. Si l’on choisit q > 0 comme 
dans le lemme 1.2.4, il existe j, E N tel que 
N-l 
Gr pour i = 1, 2 ,..., 2, 
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Nous supposerons done maintenant que 0 et 0’ vtrifient (X). Si 
8, = Ad U,,, posons 
Soit V = x7:,’ dE(V, (CJ) la dkcomposition spectrale de V et posons 
ij = Tr(E( V, cd)). 
(a) Montrons que li # 0 pour j = 1,2,..., N - 1 
II suffit de prouver que w’ E Sp V. On peut rialiser 57 et R dans un espace 
de Hilbert H = @,“=, (H,, f?,), oti J2, est un vecteur unitaire de H, et 
K, c Y’(H,). Pour n > 2, soient &, un vecteur propre unitaire de 1 @ CJ, @ . . . 
0 U,, pour la valuer propre w’ (qui existe d’aprts 2.1.3) et qn = c, @ 
R n+,@...@12,+,@..-. On a 
p=n+1 
- ,=c+* PP4 I%) - r”r w, I q&J 
p=nt1 
= 2 - 2 Re ImI (U,J?, 1 0J. 
p=nt 1 
Puisque V = 1 @ U, @ ..s @ CJ, @ . . . a un sens, le produit inhi 
nrz2 (U,l2, I 0,) est convergent, ce qui entraine que Vq, - f,dqn -9 
O(n+co)et&ESpV. 
On a Tr( v’) = n “z2 or(rJq,) = z:i L,u,(d), d’oti C = EL,,’ d,u(o’). 
Comme A, > 0 d’apris (a) et que cy:,’ 1, = 1, C est intkrieur h C, (cf. 1.2.3). 
(y) D’aprks @), il existe q > 0 tel que, pour z = (zl, z2,..., ztNeIy2) E 
sc(N-1)/2, on ait 
implique que l’kliment 
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est interieur a C,. Soit j, tel que, pour tout i, on ait 
Alors 
ai@‘lPY’) fJ,vl) k, 
k;k;’ =k;X ai@l) 
car n?-, a,(r,/s,) = n?=, u,(rk/q’,) puisque r(0) = r(F). 
I1 s’ensuit que u@l,/p,) E Cklk,. 
6.4.4. Rialisation de la condition de congruence. Puisque I(@ = I(@), -- 
on a r-;/r, = t-;/r,, d’ou 
D’autre part, 
P; - f; r; . . . -= 
r; 
PI 5 
3 6 4; *. * = c?jL 
k, 4, 
et Q-i ..e rj,) = 6(q’, ... qj,) # 0. 
I1 resulte de l’hypothese (ii) que 
&#,IP,) = W;lk,). Q.E.D. 
6.5. Dbmonstration de 6.1 
La demonstration se fait comme celle de 6.2, sauf pour la condition de 
congruence. Dans le cas (non .T), on a r, = r, et le raisonnement de 6.4.4 
s’applique immidiatement. 
Dans le cas ( 5$), il sufftt de prendre j, suffkamment grand pour que 
Ceci est possible car il existe une infinite d’indices n tels que 6(qk) = 
&r-l,) = 0. Q.E.D. 
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6.6. De’monstration de 6.3 
6.6.1. Sche’ma de la dbmonstration. Nous allons montrer que l‘on peut 
mettre I( sous la forme S? = F4 @ g, avec 2, vtritiant soit (non ..Y), soit 
(. y* ). 
8=@3CZ. 
8’ = s”, $jZ a’, 
ou a et a’ n’appartiennent pas a (9) et vtrifient (I(a), r(a)) - (f(a’), s(a’)). 
Nous supposerons alors, pour simplifier les notations, que 
91 = 4; = (I, a = fj, $j) . . . @ fj, @ . . . , 
a’=e;@ . ..@f$@ . . . . 
Puis on montrera I’existence de n, E Ih, n’, E N et p,p’ E Z[o] tels que 
(i) p Ir, .a. rn,, p’ Ir; a.. rb;, p/p’ = r/r’; 
(ii) rz . . . r,,/p (resp. r; ... rh;/p’) est admissible sur q2 .a. qn, (resp. 
4; *** q’.;). 
Alors, en posant 
et 
a; = #i,’ “rAi10 
92’. .qb; ‘O~“i+,O~“i+*. 
On aura U(a,>, da,)) = U(al,), +:)I t e a, sera conjugue i a; d’aprts 6.1. 
Comme 8 = q, 0 a est conjugui i I$, @ a,, les automorphismes 8 et 8 
seront bien conjugues. 
6.6.2. Construction de q, a et a’. Soient n E N tel que q,(q’, ..a qb, 
q;lq, .a. qn et q = PGCD(q, ... qn, q’, ... 4:). On a q, a.. qn = qk, q’, ... q: = 
qk’. 
Alors 8 est conjugue a e”, @ a avec a = @ @ (a,“=, + , QJ; de m&me, 8 
est conjugue i 8” @ a’ avec a’ = 610 (@,“= “+, @;). 
6.6.3. Montrons que (l(a), s(a)) - (I(a’), r(a’)). On a 
k 
I(a) = ~ 
rz ..a rn w 
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d’ou k’r’rl ... r,l(a) = krr; ... rbI(a’) et 
r(a)=0 L. ‘I *** . 
( 
q, fz e-v r; 
r’ q; . . . qk rz a-. r, 1 
. s(a’). 
Si 2 veritie (.Y=), on a, en posant 
v = rq, ... qnr; ... rb, v’= r’q; . . . qkr, . . . r,: 
v’l(a) = vl(a’) et s(a)= (7 $ 
( 1 
. r(a’). 
Comme dans 1.1.7, on en d&it l’existence de p et p’ dans Z (01 tels que 
p I I(a), p’ 1 [(a’) et p/p’ = v/v’, d’oti (I(a), r(a)) - (Z(a’), ?(a’)). 
Si G? ne verifie pas (.Y,,), on obtient de meme Z(a) = e/p’) l(a’), r(a) = 
o@/p’) r(a’) avec p 1 I(a), p’ I Z(a’) et 
P v r@, q2 *** qnr; ... r’, -=-= 
p’ v’ t’g{q; ..- qbr, .+- rn’ 
Comme par hypothise 6(rq,) = d(r’q’,)), on a a@) = S@‘) d’ou 
V(a), s(a)) - Ma’). r(a’)). 
6.6.4. Construcfiun de n,, n; , p, p’ dam le cus (S). On a I(0) = (r) J, 
I(B) = (J) J. II existe done n, E k tel que rl r2 . e e r,o, ce qui implique que, 
pour n > rzO, r,O+l ... r,, divise J. Comme, pour tout i = l,..., (N - 1)/2, 
hWqJl+ 1 (n + mo> et we qn,- I a.. 9. -+ 00 (n + a), luf(rno+, ..a r,l+ 
co (n + co). Soient M, E IR, et n, E N tels que Iu,(rrno+ 1 . . . r,,)l > M, et 
IM+n,+I - rn,)( > M, pour tout i = l,..., (N - 1)/2. Comme rno+, . . a rn, I J, 
il existe n;EfN tel que r’r,o+l...rn,Ir;...r~;. Posons ~=rr~~+,..~r,, et 
v’ = r’r no+1 **- rn,. On a vlr2 .+a rn,, v’Jr; a.. rh;, v/v’ = r/ti et 6(v) = S(f). 
Si B verifie (.9!,), on choisit pour M, le M du lemme 1.2.4, et on prend n, 
sufftsamment grand pour que 
On peut alors prendre p = v, p’ = v’. 
Si G ne vtrifie pas (Y”), 58, verifie (non .Y), done 6(v) = S(v’) # 0. Pour 
n = l,..., N- 1, il existe d’aprts 1.1.3 une unite ,u” de Z[w] telle que 
S(k,) = k Soit 
P= Min I l~,Wl~ 
N-l 
I<ngN-1, l<ig-. 
2 I 
On choisit alors M, = M/p et n E ( l,..., N - 1) tel que &VP,) = 1. 
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On pose alors p = VP,,, p’ = v’B,. Comme r2 .a. rn, est admissible sur 
a-e q et que, pour i = l,..., (N - 1)/2, lo,@)1 > M, la,(P’)I > M et 6@) = 
&I’) =“i, rz . .. r /p (resp. r)z . . . rb;/p’) est admissible sur q2 . . . qn, (resp. 
s; . . . 4;;) d’aprbs”ie lemme 1.2.4. 
6.6.5. Construction de n,, n’,, p et p’ duns le cus (8). Soit ‘I, > 0. 
Puisque pour tout i = l,..., N - 1, le produit lJF=* a,(r,,/q,) diverge vers 0, il 
existe n, E N tel que l’on ait 
1 ui (;**.*.*.;;,) 1 < VI pour tout i. 
En augmentant eventuellement n, , on peut supposer que r I rz ... r,,, . De 
meme, il existe n; tel que 
Si 5.f virifie (Yw), on choisit pour q, le q du lemme 1.2.4 et I’on pose p = r, 
p’ = J; on prend alors n, et n’, suffisamment grands pour que 
Si g ne verifie pas (Ym), on choisit q, = q/N. Puisque Iu,@Jl Q N pour tout 
i et tout n (notation de 6.6.4) il sufftt de poser p = rp,,, p’ = r’,uu, et terminer 
la demonstration comme en 6.6.4. 
7. CLASSIFICATION A CONJUGAISON EXT~RIEURE PRBS 
Tout automorphisme de type produit tensoriel intini etant exterieurement 
conjugd i un automorphisme ne vtritiant pas (%), le thiortme suivant 
resoud completement le probleme de la classification i conjugaison 
extlrieure pk. 
7.1. TH~ORBME. Soient 9 et 8’ deux automorphismes ne vPrifiant pas 
(9). Alors, 8 est extbrieurement cory’ugue’ h ff si et seulement si (I(e), r(e)) - 
(I(@)9 W). 
Dans le cas (X), la condition se reduit a I(e) - I(@). 
DPmonstration. La condition est necessaire d’aprts la section 5. Si B 
vlritie (non .P) ou (Y,,), le resultat est immtdiat d’apres la demonstration 
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de 6.6.1, 6.6.4 et 6.6.5. Si GS verifie (9) et (non _P,), nous allons montrer 
I’existence de n,, nl,, p et p’ tels que 
(i) 8;:: :lz,” (resp. S’,i:::zlr’) ait un sens 
(ii) 8= 19;:: :ly;r @ (anan,+ r c=) soit conjugut a 
En divisant r et r’ par une puissance de 1 - w, on peut supposer que 6(r) ou 
6(r’) est non nul. Ceci implique que, si n E N est tel que rlrr ..a I, et 
r’ j r; . -. r; , on a 
Comme dans 6.6.4 et 6.6.5, on determine n, , n; , p et p’ tels que pi rl . . + rn,, 
p’lr; *.- r’,;, 
D’apres la demonstration de 6.6.4 et 6.6.5, les puissances de 1 -w inter- 
venant dans p et r (resp. p’ et r’) sont les m&mes, done 
ce qui montre (i). 
Les automorphismes g et 8’ verifient (I(@, r(e)) = (I(@), r(p)). De plus, 
on a 
car 6@)/6@) = S(i)/&?‘) et, par hypothese, 6(f1”, q,) = 6(i’i, 4;). D’aprk le 
theoreme 6.2, Best conjugul a 8, d’ou (ii). Q.E.D. 
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7.2. COROLLAIRE. Soient 8 et 0’ deux automorphismes’ vPrifiant (P). 
Alors, 0 est extkieurement conjuguk ri 8’ si et seulement si 8 est conjuguh d 
8’. 
7.3. COROLLAIRE. Soient B et 8’ deux automorphismes’ de 22, 8, p et p 
Ptant d&is comme en 3.4. Alors, 0 est extkieurement conjugue’ d ff si et 
seulement si p est conjugue’ ci p’. 
7.4. PROPOSITION. Soient f3 et B deux automorphismes’ exte’rieure- 
ment conjugub. Alors, il existe une dkomposition 22 = K @ 8, oli K un 
facteur de dimension Jinie et un automorphisme a de 2, tels que 
0 soit conjug& d Ad U @ a, 
8’ soit conjuguP d Ad V @ a, 
avec U, V unitaires de K. 
Dbmonstration. On peut supposer que r, et r’, sont non nuls. II resulte de 
la demonstration du theoreme 7.1 que I’on peut supposer r, = rp, , r’, = r’p’, 
avec 
epqyg *** conjugue a t$@Pq@ -*a. 
Supposons d’abord que 0 et 8 appartiennent a (9’). Nous allons montrer 
qu’il existe nl, E N et n, > nl, tels que 
8’ p;li’ ’ “pi q;.“qni et 
~:“,‘.b;:;:!P.;ri.:.“;i 
qn1 
aient un sens. Puisque le produit tensoriel de ces deux automorphismes est 
egal a 
q.::‘a:,9 
on peut poser 
On a alors 
t?=AdU@a,, 8’=Ad V@a’, 
et a, est conjugut a a’, d’apres 6.1. Determinons n’, . Comme dans la 
demonstration de 6.4.3, l’element 
’ Rappelons que nous ne considtrons que les automorphismes de type produit tensoriel 
infini. 
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est inttrieur i C, et, pour n; suffkamment grand, [ = (c, ,..., CN- ,J = r(B). 
crL;+, ~lK/4J~*-. l-L;+ I utN- 1),2(rln/qb))-’ est inttrieur a C, . Or 
car 
car r(0) = @r/r’) r(p) par hypothtse. Pour montrer que rp;t$ -a- fn; est 
admissible sur q’, . . . &;, il reste i verifier la condition de congruence. Nous 
le ferons dans le cas ou 9 veritie (9) mais non (Yw), les autres cas &ant 
analogues et plus faciles. On a d(q;) = 6(rp’,) = 0, car on peut supposer 
comme dans 7.1 que 6(r) ou 6(J) est non nul, d’ou 6(rp’,J, ... r’,‘,$ = 
4d . .. 4:;) = 0. Determinons maintenant rz,. II est clair que, pour n 
sufftsamment grand, p’,r; .e. rLi 1 p, rz a.* rn et que q’, -a. qbi 1 q, aa- q,,. La 
determination de n, verifiant 
u 
( 
Ply2 *** rq E c 
pi r; a.. t-h; 1 
. 
YI .%,/Q;...Q,; 
se fait comme dans le raisonnement precedent, car un calcul analogue 
montre que 
ui 
plr2 ... rn, 
p;r; ... rhi 
x 4'1 .-.s',; 
(II *** qn, 
D’autre part, on a 
q; a.. q;, =q’lq; . . . q;, PI r,r’ i,i’ et -C-E- 
(II .** qn, 9192 .*. qn, P; r; r i; i 
CLASSIFICATION DES AUTOMORPHISMES 299 
I’hypothise 6(H’, 4,) = S(?i, q;) entraine alors que 
La demonstration dans le cas oti B et 0’ verifient (JT’) est adaptee de la 
preddente, comme darts 6.4.3. Q.E.D. 
8. REMARQUES ET APPLICATIONS 
8.1. Montrons que, darts le thtoreme 6.2, les conditions (i) et (ii) sont 
indtpendantes l’une de I’autre. Soient 8 = 13” et 9’ = 0,“’ les automorphismes 
de periode 3 d&is par q, = 9, qn = 5 pour n 2 2; r, = 3, 4 = 6 et 
rn = r’, = 2 pour n > 2. On vtritie aislment que N(B) = N(f?) = (1 -j)22m et 
r(O) = r(P) = 0. Pourtant S(i;@,) = 2 et S(i,q’,) = i. Ces deux 
automorphismes verifient (N(8), r(0)) = (N(B), r(el)), mais ne sont pas con- 
jugds. 
8.2. La condition nlcessaire et sufftsante de conjugaison exterieure 
(I(e), r(e)) w  (f(f?‘), r(8)) fait intervenir deux conditions (cf. 5.6). Nous 
avons vu que, dans le cas (a), il est toujours possible de realiser (ii) si (i) 
Vest. Montrons qu’il n’en va pas de m&me dans de cas (X). 
8.2.1. Exemple duns le cas non ,P 
Prenons toujours N = 3. II est facile de voir que I’ensemble des rationnels 
r/q de JO, 1 [ tels que 6(r) = 6(q) # 0 est dense dans IO, I[. On en dtduit 
I’existence de deux suites 9, et Y, d’elements de R\J telles: (1) t-,/q,, E 10, 1 [ 
pour tout n E k, 6(r,) = S(q,) # 0; (2) 5(e:;) = 1. Soient 8, une suite 
d’entiers telle que 
8’ = 80 8, G = GJ-,, @ GY,. D’apres la definition de Y, et le fait que 9=, ne 
verifie pas (9), on a 9 @ B c G. Puisque 82 = I, on a e E (.P), 7(e) = f 
et, d’apres la definition de -4),, on a 
N(B) = ,!jt, pm* 
ppremiertl-w 
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d’ou N(0) = N(B). On a aussi N(8) = 2N(B), ~(0’) = f = &(e). La condition 
(i) de 5.6 est done verifiee par 8 et 8’ avec r = 2, r’ = 1. Mais la condition 
(ii) ne peut pas etre virifiee car, s’il existait p et p’ verifiant (i) et (ii), on 
aurait necessairement p/p’ = r(8)/?(@) = f et la condition PIN(O) implique 
6(p) # 0 d’ou &I’) = 26@) f 6@). 
8.2.2. Pour avoir un exemple dans le cas (.U) et non %/, on peut prendre 
a = e: 0 8, a’ = e; 0 8’, 
ou 0 et 0’ sont detinis comme en 8.2.1. De meme, pour avoir un exemple 
dans le cas (p), on peut prendre a = @@ 8, a’= @ 0 8’, oti 8 et 8’ sont 
detinis comme precedemment. 
8.3. Application h PalgPbre des relations cfanticommutation 
Soit 2 la C*-algebre des relations d’anticommutation (cf. [ 81). D’apres 
181, on peut dtcrire B de la facon suivante: soit ,T’ un espace de Hilbert 
separable, de dimension infinie. G est engendrie par les operateurs a([) oti 
&+ a(c) est une application liniaire continue de Z’ dans 9 satisfaisant aux 
relations d’anticommutation: 
40 0) + 0) 40 = 0, 
pour tous 6 q appartenant a .F. D’apres IS], pour tout unitaire U de g(Z), 
il existe un unique automorphisme a, de B tel que aJa(l;)) = a(UC) pour 
tout c E Z’, et U + a,, est un homomorphisme de groupes. 
PROPOSITION (comparer avec [ 10, corollaire p. 3211). Soient N un 
nombre entier premier et II, V deux unitaires de ,F tels que Uv = VN = 1. 
A lors 
(i) a[, est intkieur dans ?4 si et seulement si le sous-espace propre 
E( U, 1) est de codimension jinie; 
(ii) Si E(U, 1) et E(V. 1) sont de codimension inJnie, a,. et (xv sent 
conjugub. 
Preuce. Reprenons la construction de GZ faite en 18 I. Soit (6, ,..., c “,...) 
une base orthogonale de .F’ dans laquelle U est diagonal. On d&it 
w,= 1, 
n-l 
W, = 1 [ (1 - 2a(C)* a( pour n 2 2, 
i-l 
4, = a(L) 4L)*v eY2 = a(L) W, y 
4, = a(L)* W,, e;, = a(L)* a(L). 
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Pour tout n, les (eb) forment un systkme d’unitks matricielles 2 X 2 et e$ 
commute avec e[tI pour n # m. On a done 9 = an>, K,, oti K, est le 
facteur d’ordre 2 engendrk par les (e;), Gij(z. I1 est facile de voir que 
a,.(K,) = K,. On a done a,,= On>, 8, avec 8, = O:t.‘n si rl(c,) = 
A,[,@, E U,V). On en dtduit (i) d’aprts 2.1.1. Supposons E(LI, 1) et E( V, 1) 
de codimension infinie. Comme Max.,,,,,,I, , 1 1 + iI ( 2, a, vkrifie (P). 
D’autre part, si ,! E U,, est diffkrent de 1, 1 + I est inversible, d’inverse 
1 + 12 + /I4 + . . . + 12’W 1),‘2l, d’oli I(a,.) = l(a,.) = B lo]. Comme, pour 
N # 2, 54 virifie non ,9’, a, et a,.. sont conjuguks d’aprls 6.1. Pour N = 2, a, 
et a,. sont conjuguks h si. Q.E.D. 
Remarque. Si at. = Ad u est intkrieur et si n est tel que Lp = 1 pour 
p > n, on a 
Tr(u) = I”[ ( ’ :” ) . 
P- ’ 
Si N = 2, on a Tr(u) = 0 si II # I et done, si a, est intkrieur et diffhent de 
l’identik a,. et a, sont conjuguts. Ceci n’est plus le cas pour N > 2. 
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