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Summary
The purpose of this thesis is to examine the effectiveness of various methods used
to combat ingress noise in the Community Antenna Television (CATV) return
channel, or also known as the upstream channel. We first described and discussed
models of Hybrid-Fiber-Coaxial (HFC) cable networks, paying particular atten-
tion to channel impairments of the return or upstream path. Then we carry out
in depth study of the characteristics of ingress noise present in the network. We
also present two methods, namely Discrete Multitone (DMT) with bit-loading al-
gorithm and Tomlinson-Harashima Precoding (THP) with Interference Rejection
Filter (IRF), which can be used to overcome the ingress noise. In addition, we
carry out simulations and compare the performances of these two methods. It was
found that DMT, a multi-carrier technique, together with the use of a bit-loading
algorithm, which avoids frequencies where ingress noise is dominant, can effec-
tively improve the system error probability performance when only ingress noise
is present in the channel. We observe that a 20 dB SNR improvement can be ob-
tained while maintaining the target Symbol-Error-Rate. The SER performance of
this system is also studied in ingress noise and AWGN channel. The improvement
xiv
in SNR depends on the relative ingress noise and AWGN power. THP, a precoding
technique, together with a IRF which minimizes and whitens the ingress noise in
the receiver side, was also studied and simulated. We find that the performance of
DMT bit-loading system is better than the THP-IRF system. In conclusion, both
the interference cancellation method and DMT are efficient in overcoming ingress




With the emergence of the information age, a variety of new interactive services,
including movies on demand, high-speed Internet access, remote LAN interconnec-
tion, IP telephony and video-conferencing, are becoming part of our lives. This kind
of integrated voice and data service has been market-driven. The rapid growth of
the Internet community and demand for high speed remote access in the metropoli-
tan area, has overwhelmed the POTS (Plain Old Telephone Services) network.
Based on this situation, both telephony companies and cable television operators
are competing for the opportunity to provide the new services. Telcos (telephone
companies) had relatively expensive infrastructure to provide data communications
compared with CATV (community antenna television) networks, which have been
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promoting an alternative medium to provide new interactive services over the past
years. Unlike terrestrial and satellite networks which have limited spectra for trans-
mission, CATV network can offer a much larger amount of bandwidth. As fiber
are used in the backbone for HFC CATV networks, lower costs and further noise
reduction can be achieved over the wide spectra.
CATV has been deployed for more than 40 years in the US while in a lesser number
of years in Europe mainly because of the popularity of terrestrial and satellite
broadcasts. The cable networks initially emerged to fulfill a simple objective. It
was designed to improve TV signal reception in the urban community, where tall
buildings often block line of sight (LOS) signals. The TV signals in the coaxial
cable are just replicas of the broadcast signals through the airwaves except for
re-modulation to a different carrier frequency. As cable operators became more
powerful after more and more home subscribers were attracted by the service,
this industry began to be regulated. In order to attract more subscribers and to
ease price control due to competition from broadcasters, the Cable Communication
Policy Act was instituted. Some regulations have been made to control the price
and growth of industry, as described in [1].
1.2 Current State of Art
The cable providers realized that the information superhighway must become part
of our daily lives if they want to maintain their competitive edge in this global
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inforcommunication business. However, early cable networks were not designed to
provide these new interactive services. CATV networks were originally deployed to
offer broadcasting services, emerging as a deliverer of video information from the
central office to the home (downstream direction). So the network topology was a
simple tree-and-branch architecture based on a one-way downstream headend-to-
subscriber transmission system. Therefore, existing HFC networks need to undergo
upgrading to provide return paths (upstream direction) to support interactive ser-
vices. They also need de-regulation from the government so that they can provide
data services besides videos.
1.3 Future Application – Return Path is Needed
for Internet Access
Currently Hybrid Fiber-Coax (HFC) technology allows one network to deliver both
traditional telephony as well as a host of broadband services including video on
demand, high-speed Internet access, distance learning and interactive advertising
etc. Among these services, high-speed internet access is a key application which
operators rely on to build a business case. The amazing growth of the internet
services and business has gained worldwide attention. Many of the new services
require information transmitting from the subscribers to the H/E (Headend), also
known as the upstream direction. We expect an asymmetrical data speed setup
for the deployment of internet services. The downstream channel has a much
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higher bandwidth allocation than the upstream in an asymmetric scheme. The
reason is that activities such as World Wide Web (http) navigating and newsgroups
reading (nntp), send more data down to the computers than to the network. Bi-
directional RF (Radio Frequency) amplifiers have to be installed to compensate
for bi-directional attenuation through the long coax cable and some protocols have
been developed [1] to allow point-to-point communications in the upstream shared
networks.
1.4 Competitors
Currently the cable industry is upgrading its infrastructure to handle two-way
data transmission, however, it faces increased competition from alternative video
providers, including wireless multichannel /multipoint distribution system (MMDS),
direct broadcast satellite (DBS), telcos, and broadcasters.
The telcos intend to provide residential high speed data access using different tech-
nologies to reuse the copper wire which have been already installed.
1. ISDN (Integrate Services Digital Network)
ISDN is offered by most telcos. It has four times the bandwidth of a standard
28.8 kbps modem, and provides 6-10 times faster data speed than a 28.8 kbps
modem.
2. ADSL (Asymmetrical Digital Subscriber Lines)
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An alternative solution suggested by Telcos relies on different DSL technolo-
gies, also referred to as xDSL. An example is ADSL. This is a modem tech-
nology used over standard POTS architecture. ADSL uses filters to split the
existing phone line into three separate frequency channels. Lower band car-
ries the traditional analogue telephone signals and ensures compatibility with
existing phone equipment. A higher frequency allows upstream data transfers
at rates up to 640 kbps. The rest of the band is used to carry downstream
data at speeds up to 8 Mbps. ADSL has a speed 500 times that of ISDN. It
appears attractive to telcos which have installed twisted pair. Initially, the
deployment costs are high because of lack of standardization. The cost was
not cut down until ADSL Forum was created [2].
3. Satellite solution
With a satellite receiving disk, a PC interface card and software, a satellite-
based high-speed Internet service called DirecPC is available through Hughes
Network Systems. With this service, upstream transmissions are sent via
dial-up connections to the Internet access providers.
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1.5 Motivation/Contribution
1.5.1 Multiple User Access for Upstream Transmission
The tree-to-branch topology of HFC network can provide multiple access in the ca-
ble return path if return link amplifiers are installed in the network and appropriate
multiple access technique is introduced. To support the return path communica-
tions, a suitable modulation technique also needs to be chosen.
In a well-engineered cable plant, only a small ISI (intersymbol interference) is
induced in the cable portion. The echoes generated at taps and other spigots can
be dealt with at the receiver via the use of equalization techniques. The ratio of
upstream signal power to Gaussian noise is about 28 dB. Such a high SNR permits
the use of high-order, bandwidth-efficient constellations (e.g. 64-QAM) with low
probability of transmission error. From a practical standpoint, a bandwidth of 25
MHz can support a maximum bit rate of 100 Mbps with 16-QAM (1560 channels)
and 150 Mbps for 64-QAM (2340 channels) [3]. There are three different multiple
access methods that can be used: TDMA, FDMA and CDMA. Each multiple access
technology has its own distinct vulnerability to the disturbances present in a CATV
return path.
TDMA, FDMA and CDMA can all be used in the cable return path. However,
the capacities of poorly synchronized CDMA are substantially lower than those
for TDMA and FDMA [3]. On the other hand, a single carrier TDMA approach
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will be highly susceptible to inter-symbol interference (ISI) and channel distortions
due to the high transmission rate. For these reasons a TDMA/FDMA or pure
FDMA approach with narrow channels is likely to be the most robust multiple
access technique for the cable return path.
1.5.2 Techniques to Overcome Channel Impairment
1.5.2.1 Single-Carrier QAM
The task and challenge of producing an efficient Medium Access Control (MAC)
protocol for high speed data communications over HFC is undertaken by three
major working committees: the IEEE 802.14 working group, the multimedia ca-
ble networks system (MCNS) and the European cable communication association
(ECCA). The single-carrier QAM/QPSK have been proposed by several commu-
nities in 802.14 group, MCNS and ECCA. Most of these schemes combine both
TDMA and FDMA. IBM has proposed a Frequency-Agile Multiple Mode (FAMM)
single carrier scheme with several modes of operation [4] to bypass narrowband in-
terferers. General Instrument has proposed a similar scheme, using Reed-Solomon
(RS) forward error correction (FEC), rather than trellis coding [5]. Stanford Tele-
com has proposed the exclusive use of QPSK [6]. They suggest a wider bandwidth




HFC CATV networks are shared medium access networks, employing the coaxial
cable between an optical network terminator and the subscribers. To realize access
in the upstream direction, a multiple access scheme based on CDMA can be used
[7][8]. CDMA is a technique which has a certain robustness to the ingress noise
found in the CATV bandwidth. Because the application of asynchronous CDMA
results in a poor spectral efficiency, a transmission scheme based on synchronous
CDMA is adopted [9]. Using synchronous CDMA with QPSK modulation, a ca-
pacity of 64 channels of 64 kbit/s each can be achieved in a bandwidth of 6 MHz.
It is found that small synchronization errors can be tolerated without significant
performance degradation.
1.5.2.3 Synchronized Discrete Multitone (SDMA)
Discrete Multitone (DMT) modulation is a technique which divides the whole chan-
nel bandwidth into N subchannels and distributes data among these subchannels
according to the capacity of each subchannel [10]. To use DMT in a multiple access
environment, each user is simply assigned a unique subchannel or a set of subchan-
nels. The number and location of these assignments depend upon the transmission




Precoding at the transmitter is a popular technique to eliminate ISI caused by
bandlimited channels for fast digital transmission. In [11], a method of ingress
cancellation using a precoding approach at the transmitter combined with filtering
at the receiver has been suggested which improves upstream transmission efficiency.
The basic idea is to equalize the multipath at the transmitter instead of at the
receiver.
1.6 Organization of the Thesis
The rest of this thesis is organized as follows. In Chapter 2 we present a description
of cable television system and HFC network. The characteristics of the network
and design considerations in the return path will be discussed. In Chapter 3 we
describe the HFC transmission model, including both the downstream transmission
and upstream transmission models. We will mostly focus on the ingress noise
present in the upstream channel. Model for the generation of ingress noise and
the interference characteristics will be presented. Chapter 4 provides a bit-loading
DMT modulation used in the upstream transmission to overcome ingress noise.
In this chapter, we will explain the principle of DMT technique and introduce a
bit-loading algorithm which is used for the subchannel bits allocation. Also the
performance of DMT will be described. In Chapter 5 we introduce a Tomlinson-
Harashima Precoding (THP) technique with an Interference Rejection Filter (IRF)
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to perform ingress noise cancellations. In Chapter 6 we show the simulation results
of both DMT and THP-IRF and givea comparison and a brief discussion. Finally,




The cable network architecture was first developed for service-specific applications
and was optimized to carry broadcast video services efficiently to the home [1].
This chapter describes the architecture of earlier coaxial cable system and current
CATV HFC network that is suitable for carrying interactive communication. The
technical and economic challenges to develop and deploy a cable modem in such
an environment are discussed.
2.1 Earlier Coaxial Cable TV Systems
The earlier cable television network emerged to improve TV services in the areas
where TV signal reception is very poor. The cable network use shielded coax cable
to deliver strong and equal-in-strength TV signals to the home. Fig. 2.1 illustrates
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a traditional cable distribution network. A good quality antenna tower received TV
channels (6 MHz) from the airwaves and re-modulated them in the cable spectrum.
Later the network became a one-way downstream headend-to-subscriber system to
provide wideband multichannel television services. There are five major parts in
a traditional coaxial cable system: (1) the headend, (2) the trunk cable, (3) the
distributions (or feeders) in the neighborhood, (4) the drops to the home, (5) the





Figure 2.1: Traditional CATV topology
1. The headend, sometimes referred to as central office, is the origination of sig-
nals in the cable system. It gathers signals from various sources: broadcast
television, satellite-delivered programming, local community access program-
ming, local signal insertion, and so on. Depending on a particular economic
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model, the headend serves thousands of customers by a simple distribution
scheme. To achieve geographical coverage of the community, the cables em-
anating from the headend are split into multiple cables. When the cable is
physically split, part of the signal power is split and sent down the branch.
The content of the signal, however, stays unchanged. In this way, the same
set of TV signals reach every subscriber in the community.
2. High quality coaxial cables are used in the trunk to deliver the signal into
the distribution network and finally to the intended destination. The trunks
can be as long as 15 miles. Lower quality coax cables can be used in the
distribution and drop portions of the network.
3. Feeders are sometimes referred to as the distribution network. In the neigh-
bourhood, distribution cable runs pass the homes of subscribers. Signal is
then tapped and routed to the residence from the distribution cable. The
coaxial cables in the distribution network are usually short and are in a
range of 1-2 miles. Amplifiers will be required to connect to the neighbour-
hood residential area in the distribution network.
4. Drops are usually located on telephone poles or more recently, in residential
areas. A lower quality coax is used to connect from the drop to the home.
5. The simplest terminal equipment is television set or VCR (Videocassette
Recorder) at the home premises. In addition, if the TV or VCR are not
able to tune to all channels of interest, a set-top converter is also needed.
Because the signals attenuate as they travel several miles through the cable
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to subscribers’ homes, amplifiers have to be deployed throughout the plant
to restore the signal power. If the signal is splitted more often or the cables
are longer more amplifiers are needed in the plant.
The cable system uses broadband technology to deliver its signals. Multiple chan-
nels are multiplexed onto the cable using FDMA. Each channel requires a 6 MHz
(including a guard -band) of bandwidth to carry a standard broadcast color TV
signal. All of the amplifiers are unidirectional and the signal goes downstream from
the headend. The bandwidth of coaxial cable has no sharp cutoff. It is the cascaded
amplifiers that limits the transmission bandwidth. Also, amplifiers in cascade not
only reduce bandwidth but also contribute severe nonlinearity and reliability haz-
ard. Generally, the transmission signal spectrum for a coaxial CATV network can
only go up to 450 MHz.
2.2 Hybrid Fibre Coax (HFC) Network
The HFC (Hybrid Fiber-Coax) network architecture, also termed as Subcarrier
Modulated Fibre-Coax Bus (SMFCB), has become standard network architecture
in the CATV industry since the 1990’s. A typical architecture for an HFC network
to deliver analogue video and digital services is depicted in Fig. 2.2. The network
consists of fiber links connecting the H/E with Service Access Points (SAPs). Each
SAP in turn connects a number of homes (typically 500-2000) utilizing coaxial
cable. The HFC network provides up to at least 750 MHz of bandwidth to the
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subscribers. The subscribers connected to the same cable thus share its bandwidth
and capacity. The HFC topology is an upgrading from the older cable system.
1. Trunks are replaced by starlike fiber links with the distances between headend
and end users kept below 80 km.
2. Drops and the distribution network still use coaxial cables.

















Figure 2.2: HFC network topology
The main advantage of the HFC topology is the shorter coax cables and hence a
lesser number of amplifiers is used. This will extend the spectrum available for
transmission of data or video signals. The spectrum allocation for HFC networks
is between 450 to 750 MHz (depending on the geographical region) for the new
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switched digital services and 50 to 450 MHz for the analogue broadcast services in
the downstream direction. Another advantage of HFC network is the cellular-like
structure. Signal regeneration at the fiber node will prevent the interference and
noise at each cluster from feeding back to the headend and hence improving the
system performance at the H/E.
HFC is a passband transmission system. This means that the receiver must be
tuned to the appropriate fixed frequency (6 MHz wide in the US and 8 MHz in
Europe) in order to receive downstream signals. The digital video signals require
the use of the appropriate modulation technique. The most widely used digi-
tal modulation for HFC networks are Quadrature Amplitude Modulation (QAM),
Quadrature Phase Shift Keying (QPSK) and Vestigial Side Band (VSB). Each
downstream channel used 64 QAM and carries 27Mbps of user data over a 6 MHz
channel.
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2.3 Technical Problems to be Overcome for In-
ternet Access (Return Path)
2.3.1 Frequency Bands Affected by Radio Frequency Inter-
ference
The cables form a huge antenna, both receiving and transmitting. Although the
cables used are shielded coaxial, there are many connections. These are poten-
tial noise-causing spots, not only that there is a potential leakage, it also allows
noise ingress. Higher transmitting power can be used to limit the noise ingress
effects, however, it will cause more leakage. The leakage will affect the existing
wireless services and hence the transmission power must be kept low. On the other
hand, sources of radio frequency interference created by business band radios, pag-
ing systems and amateur radio operators are also likely to be picked up by the
cable network especially at cable channels 145-175 MHz (channels 18-22) and 220-
225 MHz (channels 23-24). Such a pickup is normally due to poor connection or
impedance mismatch at the joints or connection points. It is easy to determine
that these signals are caused by an RF transmitter but it is almost impossible to
determine the exact location(s) of ingress. Cable systems that operate above 450
MHz may also find severe forms of interference. They are subjected to interference
from high-power UHF television stations, mobile radio units and repeaters, as well
as a group of amateur radio operators signals in the first 10-12 channels.
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2.3.2 Reliability of Upstream Link
Generally, to provide interactive services, the 5-42 MHz spectrum is commonly as-
signed to operators for upstream transmission. There are many users in the network
sharing the same bandwidth and these signals add up and travel in the upstream
direction. One ingress point in the network can make that portion of the upstream
spectrum unusable throughout the entire plant; whereas in the downstream spec-
trum, noise may only affect a single customer’s reception. It is therefore important
to recognize that, in the existing sub-split HFC access networks, ingress may make
the upstream direction hostile. These pose some technical challenges to guaran-
tee the upstream direction availability. It is important that the network designed
must be resilient against such transient network failures. Other than ingress, the
two-way service may fail due to :
1. Clipping of the return laser diode (e.g. caused by ingress summing with the
legitimate carriers or by transmitters operating at excessive RF power level).
2. Distortion of the return amplifiers (e.g. caused by overdriving).
3. Excessive transmit levels (e.g. causing harmonic components that affect RF
carriers).
4. Frequency response distortion (e.g. impairments caused by group delay dis-
tortion, frequency response unflatness, and signal reflections due to impedance
mismatches).
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2.3.3 Tree and Branch Topology
The largest barrier is again the physical topology of the system. The tree and
branch topology is exactly suited to the broadcast of TV signals from the head-
end to subscribers. It is less suited to our attempts for two-way communications.
Communications between any two sites can only be reached via the headend for
such a tree and branch topology since upstream and downstream are using differ-
ent frequency bands for transmission. Because the total signal transit time, via the
headend, can be up to 120 ms, neither the carrier sense nor the collision detection
of the usual CSMA/CD access works well. It is possible for a node to sense the car-
rier and signal on the downstream channel and transmit on the upstream channel,
but the long delay lowers the system throughput by increasing the average time
for collision detection.
2.3.4 Frequency Assignment
The original cable frequency assignments leave only the four (six) lowest frequency
channels ranging from 5-42 MHz to carry upstream signals. Although asymmetric
setup is more common than a symmetric setup, especially in the first few years
of deployment, symmetric physical links are still the norm for telephone systems,
local area networks and wide area networks in the long run.
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2.4 Characteristics of Cable-Based Internet Ac-
cess Network
In the cable LAN architecture, groups of subscribers connect to the Internet by
sharing a common uplink and downlink bandwidth for transmission . This archi-
tecture has a number of implications for the style of Internet access that can be
provided over a cable LAN.
2.4.1 Bandwidth
The speed of a cable LAN is described by the bit rate of the modems used to send
data over it. As this technology improves, cable LAN speeds may change, but at
this time, cable modems range in speed from 500 kbps to 30 Mbps, or roughly 17
to 340 times the bit rate of the 28.8 kbps telephone modem. However, this speed
represents the peak rate at which a subscriber can send and receive data, during
the periods of time when the medium is allocated to that subscriber and does
not imply that every subscriber can transfer data at that rate simultaneously. The
effective average bandwidth seen by each subscriber depends on how busy the LAN




Cable LANs can provide full-time Internet connections without requiring an ex-
pensive dedication of transmission resources. Cable LAN bandwidth is allocated
dynamically to a subscriber only when he has traffic to send. When he is not
transferring traffic, he does not consume transmission resources.
2.4.3 Security and Network Integrity
The shared medium of the cable LAN raises a security issue similar to one that
arises in cellular telephony with its shared spectrum: eavesdropping on your neigh-
bor becomes relatively easy. Encryption of data is required to solve this problem in
both cases. Hence, support for encryption is likely to become an important require-
ment for cable modems. Network integrity must also be managed carefully with
a shared medium. For example, a station may need to be disabled to ensure ro-
bust operations of residential cable LANs. If a subscriber’s equipment breaks down
such that it is constantly sending Ethernet broadcast packets to all other network
stations, it would be removed from the cable LAN. While this same scenario can
arise in an office LAN, finding and fixing the problem is much more difficult in the
residential environment.
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2.4.4 Multiple Simultaneous Services
The availability of wide bandwidth in cable networks enables multiple network
devices to use the network simultaneously: you can read your email while another
member in your household watches the TV program. The ability to maintain a
cable-based Internet connection while talking over the phone is perhaps even more
useful, for example to discuss an email message with a colleague or customer, or
look up information needed during a conversation.
2.5 Return Path Design Consideration
2.5.1 Power Control
Because signals generated at the subscriber location encounter varying degrees
of attenuation from the subscriber terminals to the H/E, certain degree of power
control is needed. Otherwise, the signal powers received by H/E from different users
will vary according to their distances from H/E. Requests from stations furthest
away from H/E are more likely to be over looked by H/E due to its weakest power.
2.5.2 Noise Funnelling
The tree and branch architecture results in a phenomena commonly called noise
funnelling, which is the summation of the unwanted noise and ingress from both
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the subscriber terminals and the cable plant in the return transmission system.
The fact that noise funnelling occurs was confirmed by observing the return path
spectrum at various headends [15]. In general, for unwanted uncorrelated noise,
the noises sum non-coherently, i.e. if the noise powers from each subscriber as
measured at the input to the first return active (amplifier) are equal, then the
noise funnelling factor would be equal to
√
n times of the individual noise level
where n is the number of subscribers. If the noises are correlated and are exactly
in phase, the noise funnelling factor would be equal to n times of the individual
noise level. As an example showing the effect of noise funnelling, a 500 home node
would exhibit a noise funnelling factor of 27 dB for uncorrelated noise sources and
a factor of 54 dB for correlated in-phase sources. This has been confirmed via
measurements. The types of ingress noise which appear on the cable return path
can be classified into a few categories:
1. Narrowband shortwave signals propagated through the atmosphere:
Signals in the 5 to 42 MHz region of the spectrum in the wireless domain
can be propagated around the world using several propagation skips which
occur in the upper ionization layers of the atmosphere. If the ingress from
these signals (5 to 42 MHz band) is coupled in from the subscriber locations,
it may result in decreased availability of channels.
2. Impulse noise:
Impulse noise is present on the cable return path and may occur via the cou-
pling of impulse events, generating strong electromagnetic fields at particular
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subscriber locations to a particular coaxial drop or feeder cable, or from im-
pulse events generating fields propagated though the atmosphere that couple
to the plant at numerous subscriber locations. Impulse noise is generated
by man-made sources such as electrical motors, engine ignitions and power
switching, and although these sources generally produce event in the 60 Hz
to 2 MHz portion of the spectrum, the harmonics of these events contribute
to impulse noise at higher frequencies. Computers and digital equipment are
sources of impulse noise in the 5 to 40 MHz portion of the spectrum. Others
sources include lightning, atmospherics, galactic noise and electrostatic dis-
charge ranging from 2 kHz to 100 MHz.
The consequence of impulse noise is that even if narrowband interference is
not present, it may limit the bit error performance of the HFC systems un-
less interleaving and forward error correction (FEC) technique are employed.
Present data [15] indicate that FEC can be employed to correct for the ma-
jority of errors caused by impulse noise, thus impulse noise is not seen to be
a limiting factor for HFC communications.
3. Common mode distortion, originating from nonlinearities in the plant (e.g.
oxidized connectors) can be observed in many cable returns as discrete noise
peaks in the return spectrum spaced by 6 MHz [15]. In properly designed
and maintained plants this phenomena can be controlled.
4. Location specific interference (intentional or unintentional) generated by a
device at a subscriber location
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The presence of interferers will result in a high level of interference in the
5 to 42 MHz region of the cable return path. Examples of these types of
interferers include amateur radio operators with equipment connected to the
cable return, or homes in which the coaxial cable wiring is close to a piece of
equipment which transmits high power levels in the 5 to 42 MHz range. These
types of interferers need to be dealt with by search and disconnect algorithms
which locate the source of the interference and disconnect that subscriber or a
small portion of the network from the return system. It should be noted that
although interference cancellation algorithms may be successfully employed to
cancel a limited number of relatively stationary narrowband interferers, these
algorithms cannot be expected to protect the network against maliciously
generated interference.
In summary, results obtained by researchers indicate that ingress in the cable return
path is primarily due to broadcast signals which accumulate due to the noise-
funneling effect of the cable return paths. The use of adaptive equalizers (to deal
with reflections in high data rate designs), forward-error-correction and frequency
agility transmitter may also help to obtain a more reliable channel.
2.5.3 Spectral Availability
Experiment has been carried out to determine the effect of narrowband interferers
on channel availability. Measurements were made on cable return systems that in-
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volved capturing of the spectra of the return path ingress [15]. In order to transmit
QPSK and achieve a BER ≤ 10−10 in the presence of Gaussian noise (η) and inter-
ference (I), the required C/(η + I) must be at least 15.8 dB. However, if the C/η
is higher than 15.8 dB, narrowband interferers have negligible effect and the BER
can be maintained. Measurement has shown that a reduction in node size reduces
the noise funneling effect. In addition, subchannel bandwidth has an important
effect on the bandwidth efficiency of the return spectrum. Compared with channels
of narrow bandwidth, availability of the return path channels for communication
can be significantly lower than when the wider bandwidth are used. This is be-
cause a wider bandwidth channel will become fully unusable due to the presence
of one or a few narrowband interferers and result in a substantial decrease in the
payload carrying capacity. The region with lower availability is the 5 to 15 MHz
range, where clearly identified as regions where AM commercial shortwave signals
are predominant.
2.5.4 Return Path Filtering
Although still under study, the present evidences show that the majority of the
ingress noise is originated inside the subscriber residence. Filtering of the return
path is a possible means of reducing return path interference. The principal of fil-
tering consists of blocking a portion of the spectrum from in-home devices (for ex-
ample, the TV) and thus eliminating cumulative ingress coming from the residence.













Figure 2.3: Return path filtering
order to link up the cable modem. This is illustrated in Fig. 2.3. The upstream
signal of a cable modem utilizing the 15 to 42 MHz portion of the spectrum is fed
to the network after (coming from the subscriber) the blocking filter that rejects
noise in the 15 MHz to 42 MHz region originating inside the subscriber residence.
In this way the amount of ingress in the return path in a particular frequency range




In this chapter we describe the models of the downstream and upstream channels
in an HFC cable plant. The details of the ingress noise model in the upstream
channel are presented. Single carrier modulation is one of the commonly adopted
methods and a mature technology. However, to obtain good performance, equal-
ization has to be applied. The design of existing cable modem does not take into
account all channel impairments, other than AWGN. Hence, system performance
is not optimized. The channel transmission characteristics can be used to make
the appropriate choice on the modulation and error control coding techniques.
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3.1 Upstream/Downstream Cable Plant
The upstream cable plant shares the same coax cable that the downstream plant
uses. Division of the frequency spectrum into two disjointed regions, as shown
in cable spectrum allocation diagram in Fig. 3.1 allows the upstream and down-
stream amplifiers in the system to work back to back, each tuned to its assigned
frequencies. The upstream frequency is allocated below the 50-MHz band. In this
frequency range, the signal encounters a variety of ingress noise and attenuation.
The attenuation will reduce and devastate the upstream signal power. The signal
present in the drop cable and in-home wiring is 10− 30 dB stronger than that pre-
sented to the feeder cable. From the feeder cable, the upstream signal is delivered
to the headend through a number of amplification stages, to the trunk cable, and
finally to the headend.
A serious problem inherent in the upstream channels at the plant location is ingress
noise. Ingress noise is the pickup of electromagnetic energy. These noises enter the
system anywhere in the network due to poorly shielded components. Cascading
amplification in the upstream direction also causes noise funnelling . As a result,
the headend must deal with the aggregate of all of the ingress noise sources in
a suitable manner to attain maximum system performance. Leakage in a cable
network is also a source of egress noise. Egress is the radiation of electromagnetic
energy from the cable plant. Since the cable plant acts as an antenna for the
ingress, then it can also be an efficient radiating antenna for signals that appear
on the cable. The main cause of the ingress and egress are the poor shielding
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and/or worn-out connectors in the drop portion of the cable plant and inside the
home. Channels in this upstream frequency band suffer from more interference
and noise than those in the downstream frequency range. So it is obvious that
different modulation or coding techniques are needed in the upstream compared to
downstream channels. The goal, specifically for the upstream channel, is to develop
a modulation technique that deals with the ingress in an effective manner and also
minimizes the amount of unwanted noise.
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Figure 3.1: Cable Spectrum Allocation
The 400-MHz band , from 50 MHz to 450 MHz, is used to carry the downstream
TV signals, including NTSC (National Television System Committee) analog and
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FM audio. The 40-MHz band (between 5 and 45 MHz) is sectioned into multiple
upstream radio frequency (RF) digital channels. Each channel can be 1 MHz to
6 MHz wide, and each is capable of carrying a digital band width in the range of
1.6Mb/s to 10Mb/s when the QPSK (Quaternary Phase Shift Keying) modulation
scheme is used. The upstream RF channels are designed to carry control and data
information to the headend. A larger number of downstream RF channels are
located in the 300-MHz band between 450 and 750 MHz. These RF channels are
used for control and data information broadcast from the headend to all stations.
3.2 Downstream Transmission Model
The purpose of the CATV channel modeling for the downstream is to define pa-
rameters that must be determined before selecting a specific modulation scheme.
The downstream CATV channel model [5], shown in Fig. 3.2, was also used to
assess the performance of a modem by averaging the performance of the modem
over a large number of channels picked randomly from the ensemble.
The details of each functional blocks, showing the type of noises and other factors
defining the characteristics of the downstream CATV channel, are discussed in the
following.
1. Fiber cable affects the digital signal in two ways: group delay (g(f)) due to
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Figure 3.2: Downstream CATV channel model
noise added of power (Pnf ) [12].
2. Plant response, which is created between the headend and a subscriber mo-
dem.
3. AM hum modulation is amplitude modulation caused by coupling of 120-Hz
AC power through power supply equipment onto the envelope of the signal.
FM hum modulation is frequency modulation caused by coupling of 120-Hz
AC power through power supply equipment
4. Burst noise is due to laser clipping, which occurs when the sum total of all sig-
nal in the downstream channels exceeds the maximum allowable modulating
voltage of the laser [1].
5. Impedance mismatches in the cable plant give rise to microreflections. The
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problems may happen in the drop cable and residence wiring due to bad
connectors, bridged taps, illegal splices, and so on [15]. Reflections may also
occur at cables terminated with certain types of TVs or VCRs [16].
6. Timing error refer to error in symbol synchronization (τT ) and error in re-
covered symbol clock rate (fT ).
7. Modulation error refers to frequency locking (fm) and phase locking (θm) of
the carrier frequency at the receiver when performing coherent detection.
3.3 Upstream Transmission Model
Similarly , the purpose of CATV channel modeling for the upstream CATV channel
is to evaluate physical layer specifications. It was used as a guide by IEEE 802.14
[6] as a basis for evaluation of physical layer proposals and development of the
convergence specification.
The models were used to assess the performance of a modem by averaging perfor-
mance over a large number of channels picked randomly from the ensemble. Fig. 3.3
illustrates the type of impairments present in the upstream channel. These impair-
ments are described in the subsections below.
1. Hum modulation is amplitude modulation due to coupling of 60-Hz AC power
through power supply equipment onto the envelope of the signal.
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2. Microreflections occur at discontinuities in the transmission medium, which
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Figure 3.3: Upstream CATV channel model
3. Ingress noise is the unwanted narrowband noise component that is the result
of external narrowband RF signals leaking into the cable distribution sys-
tem. The noise enters through the drops and wiring due to poor shielding
of the cable [13], such as loose connectors, poor grounding and other uncon-
trolled areas of the cable plant [14]. Ingress noise creates apparently random
transmission interruptions usually on a single channel or closely associated
channels. It also appears on a spectral display as an unwanted carrier, typi-
cally of a short time duration, and is a narrowband signal, less than 100 kHz
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in bandwidth.
4. Common-mode distortion. Common mode rejection is due to nonlinearities
in the passive devices in the cable plant. The nonlinearity is created as result
of corroded connectors. It is common in distribution legs when oxides form
between two metal surface, creating a point-of-contact diode. This diode
may appear in the ground portion of the connector, creating common mode
distortion and allowing penetration of ingress noise to the system. The effect
of this diode creates distortion in both the upstream and downstream paths.
5. Thermal noise. White noise is generated by random thermal noise (electron
motion in the cable and other network devices) of the 75-ohm impedance,
terminating resistance, operating at 68◦F, with a 4 MHz channel bandwidth.
6. Impulse noise is one major problem in the two-way cable system and the
most dominant source of noise (a short burst duration less than 3 seconds).
Impulse noise is mainly caused by 60Hz high voltage lines and any electrical
and large static discharges such as lightning strikes or AC motors starting up,
car ignition system, televisions, radios, home appliances like washers, and so
on. Loose connectors also contribute to impulse noise. Impulse noise creates
random transmission interruptions on multiple return channels on both the
upstream and downstream.
7. Corona noise is generated by the ionization of the air surrounding a high
voltage line. Temperature and humidity play a major role in causing of this
event. Corona is best described as high voltage line of at least 300kV of
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energy discharging in the air and often located on the same poles or conduits
as the CATV cable.
8. Gap noise is generated when the insulation breaks down or via corroded
connector contacts. Such failures pave the way to the entry of lines discharge
of 100kV lines.
9. Burst noise is similar to impulsive noise but with longer duration of each
event. It typically results from several sources: corona discharges automobile
ignition; and household appliances such as electric motors.
10. Nonlinearities include limiting effects in amplifiers, the laser transmitter in
the fiber node, and the laser receiver in the headend.
3.4 CATV Upstream Ingress Noise Modeling
In the first generation cable modem (CM), 64/256 quadrature amplitude modula-
tion (QAM) is employed for downstream while only quadrature phase shift keying
(QPSK) or 16-QAM is proposed for upstream transmission. This is because the
frequency band used for upstream transmission (5 - 42 MHz) is severely impaired
by noises and microreflections[12]. Among these, ingress noise is one of the most
serious impairments in upstream transmission. Ingress noise is a narrowband Gaus-
sian colored noise caused by short-wave broadcast and CB transmitters [19], which
couple radiatively into the plant due to poorly shielded components. Fig. 3.4 shows
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Figure 3.4: Spectral Characteristics of Ingress Noise
70% of the problem comes from the home, 25% is generally from the drop point or
the distributing network, and 5% comes from a rigid coaxial plant. Troubleshooting
intermittent problems is costly and time-consuming. Finding the problem does not
always mean it can be fixed.
Ingress noise is one of the most serious impairments in upstream transmission.
To evaluate the effects of ingress noise, both the sources of ingress noise and the
connection points in the HFC network that are prone to ingress pickup have to be
examined. The ingress noise present in the upstream frequency spectrum is due
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to:
1. FCC-regulated transmission sources such as shortwave, amateur, CB, and
maritime radio.
2. Transient sources like lightning, corona noise from high-voltage lines, impulses
synchronous with power systems, and sparks from ignition systems. Also
noise generated within the home by appliances, bad electrical contacts, etc.
3. Harmonics of power system atmospheric noise.
Ingress noise can be classified either as wideband or narrowband based on its band-
width relative to the data channel bandwidth. A system with 6 MHz channel spac-
ing, for example, would consider a 100 kHz bandwidth interferer as narrowband.
On the other hand, a system with 100 kHz channel spacing would have to consider
such interference as wideband. In the time domain, we can classify the type of
ingress based on noise duration in relation to the symbol period. For example,
an ingress burst that lasts less than n symbol periods is considered short, while
ingress that lasts more than n symbols is considered long, where n is a pre-chosen
number. The wideband and narrowband classification helps to evaluate and mea-
sure ingress related carrier-to-interference ratio in the wideband ingress cases and
carrier-to-interference ratio for the narrowband cases. Systems that operate at a
BER of 10−8 in an environment with a carrier-to-noise ratio of 21 dB has a better
performance over a carrier-to-interference ratio of 21 dB without Gaussian noise.
The carrier-to-interference ratio is dependent on the relative interferer-to-channel
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bandwidth, power ratios, and the frequency location of such interferers with respect
to the center of the channel.
Nonlinear effects within the network also have an impact on ingress. When ingress
traverses through nonlinear components, the number of ingress peaks multiplied.
Special efforts have been made in the downstream path to provide a highly linear
environment to transmit analog video. The most obvious nonlinear HFC compo-
nent is the reverse amplifiers. A reverse amplifier may not be driven hard enough to
create nonlinearities if the traffic in upstream channel is relatively low. A more sub-
tle source of nonlinearities is metal oxidation at connectors and electrical contacts
throughout the network. This metal-oxide interface may form junction diodes. In
this case, it may not be necessary to reach high power levels to generate nonlinear
components.
The cause of ingress noise pickup in the HFC can be divided into three sections:
1. The trunk and feeder network, which uses rigid coaxial cable.
2. The drop wiring, usually an RG 6 cable run.
3. The residential wiring, most likely with several RG 59 cable runs installed.
A well-designed and well maintained HFC network should, in principle, have a
negligible amount of ingress picked up in the rigid cable portion of the network. In
the drop portion of the network with braided shielding and F-connectors that may
become loose, and/or with the likelihood of no grounding at the home end of the
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drop, the possibility of ingress pickup increases substantially. In residential wiring,
the RG 59 cable is installed by the builder or owner and is subject to damage and/or
misuse. The residential wiring has limited shielding and, in addition, it may suffer
from poor grounding, reflections, bad connector installation practices, and so on.
These conditions are prone to have the residential wiring act as antennae. Any
effort in isolating the coaxial home wiring subsplit bandwidth from the rest of the
network will have a beneficial impact on the HFC network.
The model for ingress noise consists of a FIR filter excited by white gaussian noise,
as shown in Fig. 3.5. The filter, hing(n), is designed to shape the spectrum of the
white noise into a colored noise spectrum corresponding to the ingress noise spec-
trum that has been measured in a study carried out by CableLabs [3]. The result
is a sequence of narrowband sources, each of which is modulated with Gaussian
modulation, corresponding to random AM modulation or many narrowband users







Figure 3.5: Ingress noise model
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Here an ingress noise model recommended by the IEEE 802.14 working group is
described. Ingress noise is 20 kHz narrowband additive Gaussian noise interferers.
The interferer power is to be varied parametrically. Add one interferer for each 1
MHz of signal 3 dB bandwidth. For example: 160 kHz, 320 kHz, and 640 kHz –
one interferer; 1.28 MHz – two narrowband interferers located randomly in channel;
2.56 MHz – three interferers located randomly in channel. Dynamic appearance
and disappearance of narrowband ingress may occur. A model for dynamics of
narrowband ingress is an on/off cycle every two minutes.
From the recommendation, the ingress noise is defined hereby as follows:
1. Each interferer has 20 kHz bandwidth. The interferer power is time-varying.
However, the amplitude of the spectral is not stated in the document. The







where t0 indicates the location of center of ingress noise interferer in the band.
The width of the interferer depends on σ. If τ is the half-width of the inter-
ferer, then τ = 2.355σ. If f = f0, then Φ(f) = Φ0, which indicates the peak
amplifier of the ingress interferer;
2. The number of interferers over the channel depends on the upstream channel
bandwidth, and is given as Table. 3.1































Table 3.1: Number of interferers referring to different bandwidth
4. The center frequencies vary as a function of time. In our work we assume
perfect channel estimation and spectrum changes at some constant interval
equals to multiple number of DMT symbols. Further work will have to be
carried out if channel estimation is not perfect.
In the next part of this thesis, we will discuss two methods to cancel the ingress





Discrete Multitone (DMT) is a common multicarrier modulation (MCM) technique.
It was introduced by Peled and Ruiz of IBM in 1980 [36] to take advantage of digital
signal processors and the FFT. It was later refined to a very high-performance form
by Ruiz, Cioffi, and Kasturia [24][25] and has been employed in ASDL (Asymmet-
ric Digital Subscriber Lines) [26] and HDSL (High-bit-rate Digital Subscriber Line)
systems [27][28] based on its superior performance, cost, and availability. Orthog-
onal Frequency Division Multiplexing (OFDM), a variation of DMT, is a strong
contender for wireless video and audio broadcast standards in both Europe and the
United States. It has also been suggested for power line communication systems
[29] due to its resilience to time dispersive channels and narrow band interferers.
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The clear advantage of multicarrier modulation in both the wireless and twisted
pair environments suggest that DMT or OFDM might offer similar advantages for
broadband coaxial transmission. Recently it has been adopted as the new European
DAB (Digital Audio Broadcasting) standard. DMT or OFDM modulation uses an
inverse discrete Fourier Transform (IDFT) to partition a transmission channel into
a set of orthogonal, equal-bandwidth subchannels so that the frequency response of
each subchannel is roughly constant across its bandwidth. In the DMT transmit-
ter, a bit stream in each subchannel is encoded as a set of quadrature amplitude
modulated (QAM) symbol [30], where each QAM symbol represents a number of
bits determined by the signal-to-noise ratio (SNR) of its associated subchannel. So
we will first discuss the performance of a single carrier QAM system.
4.1 Single Carrier Modulation Technique
Fig. 4.1 illustrates the basic elements of a digital communication system. What we
will be concerned with is the digital modulator and digital demodulator. At the
output of the channel encoder, the binary sequence is passed on to the digital mod-
ulator, which is the interface device to the communication channel. That means
the digital modulator maps the binary information sequence into signal waveforms.
These waveforms may differ in either amplitude or in phase or in frequency, or in
some combination of two or more signal parameters. QAM (Quadrature Ampli-
tude Modulation) is a kind of multi-level modulation. In QAM, n bits are grouped

































Figure 4.1: Typical digital communication system
referred to as phasors, or complex vectors. These points may have different ampli-
tudes and phase values, which is why this kind of modulation is called multi-level.
The number of levels is equal to the number of constellation points. After trans-
mission through the communication channels, the receiver must identify the phasor
transmitted, and in doing so can determine the constellation point and hence the
bits associated with this signal point. In this way the data is recovered.
Fig. 4.2 shows the basic QAM modem diagram. The process of mapping the infor-
mation bits into the stream modulating the I and Q carriers plays a fundamental
role in determining the properties of the modem. A large number of different
constellations has been proposed for QAM transmissions over Gaussian channels.
Among them, three type of constellations are often preferred as shown in Fig. 4.3


















Figure 4.2: Basic QAM modem block diagram
which is expressed as dmin, while keeping the average power required for the con-
stellation to a minimum. The problem had been solved by Proakis [32]. The
results show that Type I and Type II constellations require a higher energy per bit
than the square constellation (Type III) to achieve the same dmin. So the square

































Figure 4.3: Three type of QAM constellations
4.2 The Performance of QAM System over Gaus-
sian Noise Channel
Square QAM signal constellations have the distinct advantage of being easily gen-
erated as two PAM signals on phase-quadrature carriers. In addition, they are
easily demodulated. For these reasons, square M -QAM signal constellations are
most commonly used in practice. In general, the modulated QAM signal waveform
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may be expressed as:
s(t) = A(t) cos[2pifct+ θ(t)]
= Re[A(t)e
j[2pifct+θ)(t)] (4.1)
where A(t) is the amplitude varied according to the corresponding modulating
signal, θ(t) is the phase varied in accordance with the corresponding baseband
modulating signal. So the carrier cos(2pifct) is said to be amplitude modulated
and phase modulated. For the baseband modulating signal in QAM, the amplitude
and the phase are determined respectively by A(t) and θ(t). Then the in-phase
component I is given by
I = A(t) cos θ(t) (4.2)
and the quadrature component Q is given by
Q = A(t) sin θ(t) (4.3)
After channel modulation, the signals are put into the channel. Here we only
consider an Additive White Gaussian Noise (AWGN) channel, representing mostly
receiver noise encountered in practice. The received signal is then given by
r(t) = s(t) + n(t)
= A(t) cos[2pifct+ θ(t)] + n(t) (4.4)
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As Proakis derived in [32], the probability of a symbol error for square constellated
M -QAM can be expressed as









where M is the number of constellation points, M = 2k, εs/N is the average SNR
per symbol.
Fig. 4.4 shows the simulation results and theoretical symbol error rate (SER) for
M -QAM obtained from Eq.(4.5) with M=4, 16, 64.
4.3 Multicarrier Modulation Technique
The principle of multicarrier modulation is that the original bandwidth is divided
into a large number of narrow subchannels. In practice, instead of implementing a
bank of sub-channel modems, they can be conveniently implemented by the use of
single Fast Fourier Transformer (FFT).
Fundamentally, multicarrier modulation superimposes several carrier-modulated
waveforms to represent an input bit stream. Fig. 4.5 illustrates the transmitted
power spectrum of a multicarrier waveform. The transmitted multicarrier signal is
the sum of N independent sub-signals, for N subchannels with center frequency fi ,
i = 1 , ...,N . Each of the sub-signals, or subchannels as they are often called, can
be considered to be a QAM (Quadrature Amplitude Modulation) signal [18].
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Figure 4.4: Theoretical Symbol Error Rate of M-QAM and simulation results
In multicarrier modulation, the number of bits of input data that are allocated to
different subchannels can be different. The parsing of bits to subchannels is coor-
dinated by the serial-to-parallel and mapper blocks in the multicarrier modulator
to maximize the performance. In maximizing the performance, subchannels that
will encounter less channel attenuation and/or less noise will carry more bits of
information. Bandlimited communication channels present variation in gain and
phase with frequency. Multicarrier modulation is optimum when N is large [34].
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Figure 4.5: Spectrum of Multicarrier
one is the advent of digital signal processors that can accurately synthesize the sum
of modulated waveforms, the other is the introduction of the FFT that can be used
to efficiently compute the sum for large N . The employment of the DFT (Discrete
Fourier Transform) to replace the banks of sinusoidal generators and the demodula-
tors was suggested by Weinstein and Ebert [35] in 1971. Simplified OFDM modem
implementations were studied by Peled [36] in 1980, while Hirosaki [37] introduced
the DFT based implementation of Saltzberg’s O-QAM OFDM system.
4.3.1 OFDM
The basic OFDM system is illustrated in Fig. 4.6. An input bit stream of data
rate R bits/second(bps) is buffered into blocks of b = RT bits, where T is called
the OFDM symbol period (in seconds) and 1/T is called the symbol rate [18].























































Figure 4.6: OFDM block diagram
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Figure 4.7: Spectrum overlap in OFDM
cation of the Fast Fourier Transform (FFT) to the modulation and demodulation
processes [38]. The technique involved assembling the input information into blocks
of N complex numbers, one for each sub-channel. An inverse FFT is performed on
each block, and the resultant vector transmitted serially, at the receiver, the infor-
mation is recovered by performing an FFT on the received block of signal samples.
This form of OFDM is often referred to as DMT. The spectrum of the signal on the
line is identical to that of N separate QAM signals, at N frequencies separated by
the signaling rate. Each such QAM signal carries one of the original input complex
numbers. The spectrum of each QAM signal is of the form sin(kf)/f , with nulls at
the center of the other sub-carriers, as in the earlier OFDM systems, and as shown
in Fig. 4.7 and Fig. 4.8.
The most significant advantage of the OFDM approach is the efficiency of the FFT
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Figure 4.8: Spectrum of OFDM signal
algorithm. An N -point FFT requires only on the order of Nlog2N multiplications,
rather than N2 as in a straightforward computation. The efficiency is particularly
good when N is a power of 2, although that is not generally necessary. Because
of the use of FFT, a OFDM system typically requires fewer computations per
unit time than an equivalent single channel system with equalization. An overall
cost comparison between the two systems is not clear, but the costs should be
approximately equal in most cases.
Digital signal processing techniques, rather than frequency synthesizers can be used
to generate orthogonal sub-carriers. The DFT as a linear transformation that maps









The linear mapping can be represented in matrix form as




1 ... 1 1
1 W ... WN−1
1 W 2 ... W 2(N−1)
...




W = ej2pi/N (4.9)
where W¯ is a symmetric and orthogonal matrix.
After FFT, a cyclic pre/postfix of lengths k1 and k2 will be added to each block
[39]. The output of this block is fed to a D/A at the rate of fs, and low-pass
















The key components of an OFDM system are the IDFT in transmitter and the
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N , n = 0, 1, ..., N − 1 (4.13)
respectively.
These operations perform reversible linear mappings between N complex data sym-
bols D and N complex line symbols d. It can be seen that the two operations are
essentially identical.
The scale factor 1/
√
N provides symmetry between the operations and also preser-
vation of power. Frequently, a scale factor of 1/N used in one direction and unity
in the other instead. In an actual implementation, this is immaterial because scal-
ing is chosen to satisfy considerations of overflow and underflow rather than any
mathematical definition [40].
A general N -to-N point linear transformation requires N2 multiplications and ad-
ditions. This would be true for the DFT and IDFT if each output symbol were
calculated separately. However, by calculating the outputs simultaneously and
taking advantage of the cyclic properties of the multipliers e±j2pink/N , Fast Fourier
Transform (FFT) techniques reduce the number of computations to the order of
Nlog2N . The FFT is most efficient when N is a power of two. Several variations
of the FFT exist, with different ordering of the inputs and outputs, and different
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use of temporary memory.
If the number of sub-carriers is not a power of two, then it is common to add
symbols of value zero to the input block so that the advantage of using such a
block length in the FFT is achieved. The quantity N which determines the output
symbol rate is then that of the padded input block rather than the number of
sub-carriers.
The number of operations per block of duration T is KNlog2N , where K is a
small quantity. To compare this with a signal carrier system, the number of oper-
ations per line symbol interval T/N is Klog2N , which is substantially below the
requirement of an equalizer in a typical single carrier implementation for wireline
applications.
4.3.2 DMT Modulation
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Figure 4.9: System with real transmission - DMT transmitter
In most wireline systems it is desirable to transmit the transformed symbol dn
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Figure 4.10: System with real transmission - DMT receiver
without any further modulation stages. In this case, it is only possible to transmit
real line symbols, and not the above complex quantities. This problem is solved by
augmenting the original sequence Dn by appending its complex conjugate to it as
shown in Fig. 4.9 and Fig. 4.10. The 2N -point IFFT of this augmented sequence
is then a sequence of 2N real numbers, which is equivalent in bandwidth to N





Dn , n = 1, 2, ..., N




n is the data sequence after complex conjugate and
D∗n = IDn − j ·QDn (4.15)
where IDn and QDn denote the real and imagine part of Dn respectively.
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4.4 Advantage of DMT
DMTmodulation can be deployed on the reverse channel of cable because DMT can
provide a number of advantages for transmission on frequency selective channels.
First, DMT can maximize the bit rate supported on any channel. In single-carrier
techniques, channel equalization is needed in order to avoid signal distortion so
that the whole frequency band is used to transmit a fixed number of bits. How-
ever, the number of bits is allowed to vary with different subcarriers in a DMT
system. The number of bits assigned on each subchannel depends on wherever it
can support transmission reliably. For example, QPSK transmits 2 bits per sym-
bol. Taking into account the required excess bandwidth, the spectral efficiency of
QPSK is less than 2 bits/s/Hz, irrespective of the channel capacity. In contrast,
the spectral efficiency of DMT is closely tied to the channel capacity: more bits per
symbol are supported on channels that have higher capacities. It is expected that
the SNR in some spectral regions of the reverse channels will be high enough to
support 5 or even 6 bits [33]. DMT takes advantage of these high SNR regions by
assigning the appropriate number of bits to those regions, thereby maximizing the
channel bit rate without the need for signal equalizaiton. DMT also automatically
avoids those regions of the spectrum in which meaningful communications cannot
be supported. During initialization, the bit distribution is computed based on the
observed channel and noise conditions. Those subchannels with SNRs insufficient
to support any bits are simply turned off. By tailoring the bit distribution to the
channel characteristics, DMT optimizes the use of transmit bandwidth without
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the use of equalization technique which sometimes could be tedious because a large
number of taps may be needed.
During steady-state operation, the bit distribution is adapted as necessary to main-
tain a desired performance. The subchannel SNRs are monitored in a data-driven
manner by the receiver. Upon detecting degradation in a subchannel SNR, the
receiver computes the bit distribution that better achieves the desired error per-
formance. Depending on the SNR of a degraded subchannel, some or all of its bits
may be moved via a bit swap algorithm to one or more other subchannels that can
support additional bits. The bit distribution change is reported to the transmitter
by receiver for the new bit distribution to be activated.
The presence of ingress noise interferers implies a low subchannel SNR, and less
bits are loaded on these subchannels. So BPSK or QPSK, which is robust in high
noise environment, is applied in the bad channels. In the worse case, no bit is
allowed for transmission. To maintain a constant transmission rate, the average
number of bits per subchannel need to be maintained at some constants.
In the simulation, a subchannel bandwidth of 160 kHz is assumed, which means
there is only one interferer in the band. For each spectrum, the algorithm is applied
assuming that channel estimation can be done perfectly at the receiver. Additive
Gaussian ingress noise are generated and added to the transmitted DMT signal.
From Fig.3.4 in Chapter 3, in which an example of spectrum of ingress noise is
shown, we can see that if this upstream channel is divided into a few subchannels,
Chapter 4 61
the SNR of each subchannel will vary. Since DMT modem has the flexibility to
assign more bits to high SNR subchannels and less bits to the poor SNR subchan-
nels, it is deemed to be a better technique for upstream transmission, and hence
more likely to be the modulation technique deployed in the 2nd generation cable
modem. On the other hand, single carrier modulation technique such as QAM
or QPSK used in the 1st generation cable modem will have to take care of the
worst case noise spectrum to ensure transmission reliability and hence reduces the
attainable capacity, under a given power constraint.
4.5 DMT Bits Allocation
DMT is a extremely efficient modulation and equalization technique that is particu-
larly well suited for those high-speed transmission application such as DSL Digital
Subscriber Line) [41][42][43]. The most crucial advantage in DMT design is the
optimal bit-loading algorithm. Before discussing the practical algorithm, we shall
first introduce some basic concepts in the following sections.
4.5.1 SNR gap analysis










where |H| is the channel gain and d is the distance between points in an uncoded









If we assume the SER per dimension (Pe/2) is 10




)2 = 14.5dB + γm(dB)− γc(dB) (4.19)
where γc is the coding gain of any applied code, γm is called the margin, an addi-
tional SNR that is required to ensure that a target SER is met in the presence of
unforseen channel impairments [18]. If γm and γc are both zero, the QAM system
is uncoded and has no margin. Since in this thesis we do not consider any coding
algorithm, here we give γc = 0. A convenient quantity is defined as SNR gap, Γ,
(or sometimes the ”normalized SNR”) by
dmin
2σ
= Γ(dB) + γm(dB) (4.20)






So we can get




Taking both Eq.(4.20) and Eq.(4.22) into consideration, we can calculate the num-
ber of bits that can be carried as









4.5.2 An Efficient DMT Bit-Loading Algorithm
It has been known that the capacity-achieving energy distribution for a spectrally
shaped channel corresponds to a ’water-pouring’ distribution [34]. But it is diffi-
culty to compute when indeed yielding the optimal solution. Here we shall make
use of a practical and efficient bit-loading algorithm proposed in [44]. This al-
gorithm uses iterative methods to get the optimal bit allocation. The algorithm
developed by Chow [44] is used to obtain the SER performance of a DMT modem
over ingress noise channel. In his algorithm the number of bits over a DMT symbol
is fixed, and the bit distribution over a set frequency band is computed to optimize
system performance. In the original proposal, the algorithm is to be used in a
fading channel. We apply the algorithm and use it to perform bit allocation in an
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ingress noise channel. The previous situation is the signals in different subchannels
under go different attenuation , whilst in the latter situation, signals in different
subchannels is corrupted by different of noise powers. However, both result in SNR
variation and hence the use of the bit-loading algorithm is still justified.
Totally there are three parts in the algorithm: First, it finds the optimal perfor-
mance margin -γm; then it makes convergence with a suboptimal loop. Lastly it
adjusts the energy distribution of each subchannel. The procedure of this algorithm
is shown in Fig. 4.11 and Fig. 4.12.
The above algorithm is implemented by using MATLAB. Here are some examples
of simulation results. An average of 4 bits are loaded over 64 subchannels, which
means totally there are 256 bits over the whole frequency band. The simulation
results are shown in Fig. 4.13. Among the figures, a and c show the ingress noise
spectrum in some frequency band, which has been divided into 64 subchannels; b
and d show the bit-loading simulation results according to a and c respectively.
From this figure, we can get this algorithm to assign the bits over a number of
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Proceed to Fig 4.14
Figure 4.11: Flowchart of simulation for bit-loading
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B(i)=B(I)+1
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Figure 4.12: Flowchart of simulation for bitloading - continued
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Figure 4.13: Bit Loading according to the Ingress Noise Spectra (Average 4 bits
per subchannel), subchannel bandwidth=20kHz
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Chapter 5
Interference Rejection Filter and
Tomlinson-Harashima Precoding
Having discussed multi-channel modulation on ingress noise channel, we now review
another method of equalization, which has been applied in data communication
systems to minimize interference. In this chapter we shall give an explanation
of how Tomlinson-Harashima Precoding (THP) works on CATV return channel.
We shall also introduce an interference rejection filter (IRF), which works in the
receiver side to reduce the effect of ingress noise in the CATV channel.
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5.1 Advantage of Using Precoding in Tree-Uplink
Direction
As we discussed in Section 2.3.3, CATV networks use HFC system, which is a tree
and branch topology. This topology is suited for the broadcast of TV signals from
the headend to subscribers, but is less suited in our attempts to provide a link for
two-way communication. Discontinuities in the transmission medium will cause
the signal to be reflected, resulting in multiple arrivals microreflections of the same
signal at the receiver, and hence causes intersymbol interference (ISI).
For fast digital transmission, precoding at the transmitter is a popular technique
to eliminate ISI caused by bandlimited channels [45]. Unlike those equalization
techniques taking place in the receiver, THP is a technique [46][47] taking place
in the transmitter. It is a non-linear channel equalization method which was orig-
inally proposed for one-dimensional pulse amplitude modulation (PAM), and was
later extended to two-dimensional quadrature amplitude modulation (QAM). THP
is good for cancelling intersymbol interference (ISI) due to non-ideal channel char-
acteristics, provided the transmitter has perfect knowledge of the channel impulse
response. It is essentially a transmitter based dual of DFE, but without the prob-
lem of error propagation.
The transmitter and receiver configurations for a time division multiple access
(TDMA) system employing THP are shown in Fig. 5.1 and Fig. 5.2 respectively. In

































































Figure 5.2: Receiver with IRF
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slot to transmit information. Firstly, the input signals are added with redundancy
bits by the Forward Error Correction (FEC) encoder to overcome the effects of noise
and interference encountered by the signal through the channel. The redundancy
in the information sequence aids the receiver in decoding the desired information
sequence. After FEC encoding, the information sequence is then passed to the
16QAM mapper where encoded data sequence is split into two sequences. For
example, an input bit sequence of 1100 is split into 11 in the in-phase channel and
00 in the quadrature channel. Next, the two streams of bits are precoded against
ISI and ingress noise. These two sequences of precoded binary bits are modulated
into signal waveforms which are then up converted to the radio frequency (RF) by
a mixer. The RF signal is transmitted through the channel which is plagued by
microreflections and ingress noise.
5.2 Theory of Precoding
Fig. 5.3 shows the general THP system where the equalization is done at the
transmitter. Let ak be the data symbol to be transmitted and [1, h1, h2, ..., hL] be
the causal multipath channel [45].
Referring to Fig. 5.3, we have
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Figure 5.3: THP system




The mod M¯ operation is defined as follows:
(a)xk = bk if bk is inside the range [−M¯/2, M¯/2].
(b) If bk is greater than M¯/2, xk is subtracted an integral number of times of M¯
until xk is less than M¯/2.
(c) If bk is less than −M¯/2, xk is added an integral number of times of M¯ until xk
is greater than −M¯/2.
An example of how the algorithm works is summarized in Table 5.1. Consider a
causal channel having an impulse response of 1+1.6z−1 and a modulo pre-equalizer
with M¯ = 2.2, as illustrated in Fig. 5.3. The corresponding equalized signal, xk ,
received signal after transmitted through the channel, vk , and the decoded signal,
aˆk, are given in Table 5.1.
In this example, the precoder is a 1 tap filter with coefficient h1 = 1.6. The
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Table 5.1: Channel equalization using THP
calculation of the second data symbol (ak = 0.3) is shown as follows:
b2 = a2 − 1.6x1 = −1.3 (5.3)
x2 = b2(mod 2.2) = −1.3 + 2.2 = 0.9 (5.4)
v2 = x2 + 1.6x1 = 2.5 (5.5)
aˆ2 = v2(mod 2.2) = 2.5− 2.2 = 0.3 (5.6)
Hence aˆk = ak and this is true for all data symbols defined between −M¯/2 and
M¯/2. As illustrated in the above example, THP is capable of cancelling the channel
ISI completely, provided the channel response is known prior to transmission.
Thus the output of the mod M¯ adder will always have a magnitude between −M¯/2
and M¯/2 and, as a consequence, the precoder output is always amplitude limited.







Figure 5.4: Illustration of Mod M¯ operation.
M¯ is chosen such that it is large enough to accommodate the constellation of ak.
The precoded signal, xk , then goes through the channel and the received signal,
vk, is given by




From Eq.( 5.1), Eq.( 5.2) and Eq.( 5.7), we have
vk = ak + nM¯ (5.8)
where n is an integer.
Hence doing a mod M¯ operation on vk recovers the transmitted symbol ak. For
the case where ak is complex, mod M¯ reduction is performed on the in-phase and
quadrature phase components independently. For example, let Fmodc denote the
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modulo operation and bk is a 2
N − ary QAM data symbol, given by bk1 + jbk2.
Then bk (mod M¯) can be written as
Fmodc (bk1 + jbk2) = F
mod
c (bk1) + jF
mod
c (bk2) (5.9)
where -M¯ ≤ bk1, bk2 ≤ M¯ and M¯ =
√
2N . Therefore
Fmodc (bk1) = bk1 + n1M¯ (5.10)
Fmodc (bk2) = bk2 + n2M¯ (5.11)
where n1 and n2 are some integers.
5.3 Ingress Noise Cancellation by Using IRF and
THP
The THP can be used to cancel additive interference such as ingress noise, with the
use of a causal interference rejection filter (IRF) in the receiver. We have known
that in CATV return channel ingress noise are parametrically 20 kHz narrowband
additive Gaussian noise interferers. If we design an IRF according to the spectrum
of ingress noise, ingress noise can be minimized at the output of this filter. This
method is also known as the interference cancellation method.
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5.3.1 The Design of IRF
The IRF can be designed as follows. Let c¯ = [1, c1, c2, ..., cV ] be the coefficients of
the optimal causal filter that minimizes the ingress noise at its output. Let ik be
the ingress noise at the input of the filter and ek be its output. Refering to receiver
shown in Fig. 5.5, the ingress noise component of the IRF output at the kth symbol
time instant can be written as:




To find the optimal vector c such that E[|ek|2] is minimum, we have:







where ∗ denotes the complex conjugate of a vector.















Let R be a matrix and its (m,n) elements R(m,n) = E[ik−ni∗k−m] where n,m =
1, 2, ..., V and b¯ be a vector such that b¯ = [b1, b2, ..., bV ]
T and b(n) = E[iki
∗
k−n] where
n = 1, 2, ..., V and T denotes the transpose of a vector. R is called the correlation
matrix of the ingress noise and b¯ is called the cross-correlation vector. Hence




= b¯∗ +Rc¯∗ (5.16)
To find the optimal filter coefficients c¯ that yields the least mean-square error, the
gradient is set to zero. This results in:
c¯ = −(R∗)−1b¯ (5.17)
Hence the filter coefficients can be determined very easily from the correlation
characteristics of the ingress noise. This method of calculating the tap values of
the IRF is known as minimum mean square error (MMSE). Since gaussian noise is
wide-sense ergodic, so is the ingress noise. The element in the matrix R and vector















where P is an integer that is large enough to make the approximation in Eq.( 5.18)
and Eq.( 5.19) valid.
5.3.2 The Use of THP and IRF
However, if the IRF were to be used alone at the receiver, it would minimize the
effect of the interference while distorting the signal component. Thus the IRF
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Figure 5.5: THP for ingress noise cancellation.
the ingress noise. On the other hand, if the signal was to be TH precoded at the
transmitter using the same coefficients as the receiver filter, then the output of
the receiver filter would be just the data signal with a mod M¯ factor, while the
interference would be minimized. This structure is shown in Fig. 5.5.
By using THP, we can cancel the effects of ingress noise in the CATV upstream
channel. In a single carrier TDMA transmission scheme, each user has a THP
whose coefficients are programmable but fixed. The headend receiver calculates the
optimal filter coefficients during a training period. This can be done by calculating
the correlation matrix for the ingress noise as described above. These optimal
coefficients are then forwarded to the transmitter at the user end so that the latter
can precode the data prior to transmission.
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Chapter 6
Comparison of DMT and THP
In this chapter, simulation results are presented to demonstrate the performance
of symbol-error rate (SER) of the DMT system with bit-loading, the THP-IRF
system, and also the single carrier system (QAM) using on a proposed ingress
noise model of CATV return path channel as well as AWGN channel. All the
simulations were performed by using MATLAB. Also a conclusion will be made by
comparing the three systems.
For the ingress noise model specified in Chapter 3, each ingress interferer has 20
kHz bandwidth and the interferer power is time-varying. A parameter φ0 is used
to define the amplitude: Φ0 indicates the amplitude of the ingress interferer used
in our simulation. The number of the ingress interferers over the channel depends
on the upstream channel bandwidth, according to Table. 3.1 in Chapter 3. Here
the bandwidth of 160 kHz is assumed, so there is one interferer over the channel.
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6.1 Performance of DMT System with Bit-Loading
6.1.1 The Case with Negligibly Small Background Noise
First the performance of DMT system on a pure ingress noise channel will be pre-
sented, which means only the ingress noise interferer was considered and backgroud
noise is negligibly small. In the DMT system, an adaptive bit-loading algorithm is
used to assign the number of bits for a specified channel spectrum. Fig. 6.1 and
Fig. 6.2 show how the adaptive bit-loading algorithm is working on a frequency
band of 160 kHz. According to different amplitude of ingress noise interferer , the
number of bits assigned to each subchannel is respectively changed. To show the
effect of bit-loading algorithm on the assignment of bits, the ingress noise spectrum
on a broader band of 1.6 MHz is also presented as well as the bits assignment, which
is shown in Fig. 6.3. However, in later simulations of the channel performance, we
will only discuss on the bandwidth where only one ingress noise interferer exists.
The performance of DMT system with bit-loading on a pure ingress noise channel
is shown in Fig. 6.4, as well as the performance of single carrier system on a
pure ingress noise channel. Here 4-QAM is used in single carrier modulation.
Corresponding to 4-QAM, the average number of bit on each subchannel in the
DMT system with bit-loading is set to 2. The frequency bandwidth used here is
160 kHz, and this band is divided into 256 subchannels in the simulation (Half of
the 256 subchannels are used to carry conjugated data of the input signal). The
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Figure 6.1: (a)ingress noise spectrum (φ0 = 1), (b)bit-loading, subchannel band-
width=1.25kHz
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Figure 6.2: (a)ingress noise spectrum (φ0 = 0.1), (b)bit-loading, subchannel band-
width=1.25kHz
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Figure 6.3: (a)ingress noise spectrum on a broader band of 1.6MHz, (b)bit-loading,
subchannel bandwidth=1.25kHz
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fa − fb (6.2)
where [fb, fa) is the band where the ingress noise exists, and φ(f) illustrates the
amplitude (dB) of the ingress noise spectrum. φ0 is the peak amplitude of the
ingress noise interferer, which was described in Chapter 3.
From Fig. 6.4, we can see bit-loading DMT algorithm has very good performance on
ingress noise channel compared to the single carrier system. The figure shows the
bit-loading DMT algorithm had about 20 dB improvement than the single carrier
system. This is because we only considered the pure ingress noise interference here,
there is no other background noise in the channel. After the bit-loading algorithm
is used, the ingress noise interferer will be almost bypassed by the bit-loading.
There is nearly no bits assigned in the subchannels where there is an ingress noise
interferer. In actual CATV return channel transmission, there are many other noise
sources and interference existing besides ingress noise, which have been mentioned
in Chapter 3. Since AWGN is very common noise existing in transmission channel,
here we will discuss the performance of the system in the presence of ingress noise
and AWGN.
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Symbol error rate for DMT and QAM
QAM                 
DMT with bit-loading
Figure 6.4: SER of ingress noise (no background noise) for DMT system with
bit-loading and unequalized single carrier system (QAM), φ0=1
6.1.2 The Case with Background Noise (AWGN)
The SER performance of ingress noise and AWGN (with mean=0) for DMT system
with bit-loading and single carrier system (QAM) is shown in Fig. 6.5 and Fig. 6.6.
The interferer amplitude of ingress noise is decided by φ0 (defined in Eq.( 3.1)).
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QAM                 
DMT with bit-loading
Figure 6.5: SER of DMT system with bit-loading on ingress noise with AWGN
background, φ0=1
















QAM                 
DMT with bit-loading
Figure 6.6: SER of DMT system with bit-loading on ingress noise with AWGN
background, φ0=0.1
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is the power spectral density of AWGN.
From these figures, we can conclude that DMT system with bit-loading has better
performance in ingress noise with AWGN channel.




where σ = 8.493kHz if the half-width of the interferer is 20kHz.
In Fig. 6.7, φ0 = 1, so the peak amplifier of the ingress interferer equals to 1.
For example, when SNR = 9, SERDMT = −16.4dB, while SERQAM = −7.3dB,
the symbol error rate of DMT system with bit-loading is about 9.1dB lower than
the QAM system;
In Fig. 6.8, φ0 = 0.1, so the peak amplifier of the ingress interferer equals to 0.1.
When SNR = 9, SERDMT = −26.7dB, while SERQAM = −25.4dB, the symbol
error rate of DMT system with bit-loading is about 1.3dB lower than the QAM
system.
When comparing these two figures, it can be found that when the power of ingress
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noise interferer is larger than the background noise, the DMT system with bit-
loading will have much better performance than single carrier system. This is
because the bit-loading algorithm is used to reduce the colored-spectrum interfer-
ence.
6.2 Performance of THP and IRF
Fig. 6.7 shows the spectrum of the ingress noise. Due to the strong interferer in
the band, an ingress-avoidance approach - IRF would lead to very poor bandwidth
utilization. In Fig. 6.7 we show how a 10-tap IRF can equalize the the spectrum
of the interferers. The tap coefficients are obtained using the method described in
Chapter 5. However, as mentioned in Chapter 5, if the IRF were to be used alone
at the receiver, it would minimize the effect of the interference but distorting the
signal component. Thus ISI may be introduced by the IRF. From this point of view,
the signal was to be TH precoded at the transmitter using the same coefficients as
the receiver filter, then the output of the receiver filter would be just the data signal
with a mod M¯ factor, while the interference would be minimized. The I-Q diagrams
of signal output after TH precoding at the transmitter and the output after IRF at
receiver according to the ingress noise spectrum in Fig. 6.7 are shown in Fig. 6.8.
The I-Q diagram at the THP output can be seen to be pre-equalized according to
the larger ingress noise spectrum and ’severely distorted’. After transmitting over
the channel where the ingress noise is introduced, it can be seen that the received
signal restored back to the original signal.
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Figure 6.7: Ingress noise spectrum without AWGN and IRF (10 taps)
















I-Q diagram after THP at transmitter















I-Q diagram after IRF at receiver














I-Q diagram after THP at transmitter















I-Q diagram after IRF at receiver
Figure 6.8: I-Q diagram of signal according to Fig. 6.7
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Figure 6.9: Ingress noise spectrum with AWGN and IRF (10 taps)
















I-Q diagram after THP at transmitter















I-Q diagram after IRF at receiver














I-Q diagram after THP at transmitter















I-Q diagram after IRF at receiver
Figure 6.10: I-Q diagram of signal according to Fig. 6.9
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The spectrum of ingress noise with a strong AWGN (with mean=0) background is
given in Fig. 6.9, here SNR means signal-AWGN-ratio according to Eq.( 6.3), also
the I-Q diagrams according to this noise channel is shown in Fig. 6.10. In this case,
because the ingress noise power is relatively lower (the ingress interferer is half of
that in Fig. 6.7 and the peak amplifiers of the ingress noise are the same), the
pre-equalization does not ’distort’ the signal so significantly at the THP output.
Fig. 6.11 shows the THP-IRF SER performance on a ingress noise channel without
any background noises. It indicates that the THP-IRF system is improved by about
9 dB compared with single-carried system without equalization and precoding.

















Symbol error rate for 4-QAM
QAM    
THP-IRF
Figure 6.11: SER of ingress noise for THP-IRF system and unequalized single
carrier system (QAM), φ0=1
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Performances of 4-QAM with and without IRF and THP in an ingress noise and
AWGN environment are shown in Fig. 6.12 and Fig. 6.13, which show the perfor-
mance when ingress noise given in Eq.(3.1) has the value φ0 = 1 and φ0 = 0.1
respectively.
In Fig. 6.12, φ0 = 1, so the peak amplifier of the ingress interferer equals to 1.
For example, when SNR = 9, SERTHP−IRF = −14.0dB, while SERQAM =
−7.3dB, the Symbol Error Rate of THP with IRF is about 6.7dB lower than
the QAM system;
In Fig. 6.13, φ0 = 0.1, so the peak amplifier of the ingress interferer equals to 0.1.
When SNR = 9, SERTHP−IRF = −26.8dB, while SERQAM = −25.4dB, the
Symbol Error Rate of THP with IRF system is about 1.4dB lower than the QAM
system.
When comparing these two figures, it can be found that when the power of ingress
noise interferer is larger than the background noise, the THP with IRF system will
have much better performance than single carrier system.
Now we will compare the performance of DMT system with bit-loading and THP-
IRF system in the presence ingress noise. Fig. 6.14 shows the comparison of SER
performance of DMT system with bit-loading and THP-IRF system under ingress
noise (without AWGN) channel. We can see that in the figure that DMT system
with bit-loading has much better performance than THP-IRF system under pure
ingress noise environment. Fig. 6.15 shows the comparison of SER performance
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Figure 6.12: SER of THP-IRF on ingress noise with AWGN background, φ0=1
















QAM    
THP-IRF
Figure 6.13: SER of THP-IRF on ingress noise with AWGN background, φ0=0.1
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of DMT system with bit-loading and THP-IRF system in the presence of both
ingress noise and zero mean AWGN, Here SNR means signal-AWGN-ratio defined
according to Eq.( 6.3). The DMT system with bit-loading has only a slight better
performance than the THP-IRF system when AWGN is also present. The DMT
system with bit-loading has better performance when the ingress noise is the dom-
inant noise source. This is because the bit-loading algorithm is used to reduce the
colored-spectrum interference.
Chapter 6 95




































Figure 6.14: SER of ingress noise (no background noise) for DMT system with
bit-loading and THP-IRF system, φ0=1




































Figure 6.15: SER of ingress noise with AWGN for DMT system with bit-loading




In this thesis we have addressed a solution to overcome ingress noise present in the
upstream channel of a HFC network. We have provided a rather comprehensive
treatment of HFC network and in particular the modeling of the problematic ingress
noise for the uplink channel. We have considered the use of DMT and bit-loading
technique based on ingress noise spectrum, and THP with IRF technique for ingress
noise cancellation.
We have observed that the SER performance of an DMT system with bit-loading
is better than that of the THP when 256 subcarriers were used, in the case where
only ingress noise is present and provided that a good allocation scheme is used in
the DMT system.
In fact, both of these techniques are based on different principles in combating
ingress noise. DMT system with bit-loading uses the approach of ingress noise
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avoidance by deploying a bit-loading algorithm. It transmits more bits at frequen-
cies where the noise power is low and fewer bits at frequencies where there is high
interference power. DMT system with bit-loading compromises for the loss of avail-
able channel bandwidth by transmitting at a higher rate when the noise power is
relatively lower. On the other hand, in THP, the IRF minimizes and, at the same
time, whitens the ingress noise so that the noise at the receiver is being suppressed.
The transmitter precodes the data symbols to prevent them from being distorted
by the IRF. Besides, THP uses the whole channel bandwidth to transmit data and
hence it is more bandwidth efficient.
From an implementation point of view, THP with IRF appears to be relatively
simpler than DMT system with bit-loading. The precoding module is simply a DFE
feedback filter with a modulo operation. However, there is one major disadvantage
of THP: The CATV is a shared medium and the headend has to serve many users.
In the case where there is ingress noise in the channel, the receiver at the headend
has to compute the precoder tap values for all the transmitters so as to account
for the interference effect for each individual user. Another disadvantage of THP
is the precoding loss incurred by the signal.
In DMT system with bit-loading, as the number of subcarriers increases, the com-
plexity of the system also increases because of the intensive computation required.
Moreover, based on the noise profile of the channel obtained during the training
period, the transmitter has to make decisions as to which constellation to be used
for each subcarrier. However, system with more subcarriers has higher immunity
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to narrowband noise. For example, the presence of narrowband interference noise
would cause the system to shut down a subband, which is a small portion of the
bandwidth if a large number of subcarriers are used. If THP technique is used, the
IRF may require a larger tap size. Another important advantage of having a larger
number of subcarriers is that the system would be more competent in overcom-
ing multipath of CATV return channel, and hence DMT system with bit-loading
does not require any equalizer to cancel the channel multipath. The designer of
an DMT system with an optimal bit-loading system can get an optimum number
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