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1. INTRODUCTION
In the theory of partial differential equations of the hyperbolic type the basic clas-
sical problems are already deeply studied. The domain of the independent variable is
bounded by two pairs of parallel lines or by two pairs of characteristics, the pair of
characteristics crossing ”free” curve, etc [1, 2, 4].
Boundary-value problems for equations of hyperbolic type in the case of more
complicated structure of the bound of the domain are studied less frequently.
In this work we generalize results obtained before in [6] and construct the modi-
fication of the two-sided method for approximate integration of the boundary-value
problem for systems of second-order non-linear differential equations of hyperbolic
type on the plane, when the bound of the domain consists of the pair of characteristics
of the given system.
Note that constructive modifications of the numerical-analytic algorithm of in-
vestigation of the boundary-value problems for non-linear systems of ordinary dif-
ferential equations subjected to different types of boundary restrictions have been
studied in detail in [3, 7, 8].
Let us observe that the domain
D D
[
s
Ds  R2; s D 1;2;3;
c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where
D1 D f.x;y/jx 2 .x0;x1;y 2 .y0;y1g ;
D2 D f.x;y/jx 2 Œx0;x1;y 2 .y1;g1.x//g ;
D3 D f.x;y/jx 2 .x1;x2;y 2 .g2.x/;y1g ;
x0 < x1 < x2, y0 < y1 < y2, y D gr.x/ .x D kr.y//, x 2 Œxr 1;xr , r D 1;2 are
”free” curves [4], and g1.xr 1/D yr , g2.xr/D yr 1, g0r.x/ > 0.
The problem is to find the solution of the system of differential equations
L2U.x;y/D f .x;y;U.x;y// WD f ŒU.x;y/; (1.1)
subjected to boundary restrictions of the form:
U.x0;y/D 	.y/;U.x;y0/D ˚.x/;.x;y/ 2D1;
	.y/ 2 C 1Œy0;y1;˚.x/ 2 C 1Œx0;x1;	.y0/D ˚.x0/; (1.2)
U.x;gr.x//D˝r.x/;x 2 Œxr 1;xr ;˝r.x/ 2 C 1Œxr 1;xr ; r D 1;2;
˝1.x0/D 	.y1/;˝2.x1/D ˚.x1/; (1.3)
in the space of vector-functions C .D/ WD C .1:1/.D/\C.D/, where
L2U.x;y/ WD Uxy.x;y/CA1.x;y/Ux.x;y/CA2.x;y/Uy.x;y/;
U.x;y/ WD .ui .x;y//; f ŒU.x;y/ WD .fi ŒU.x;y//, i D 1;n ˝r.x/ WD .!i;r.x//,
	.y/ WD . i .y//, ˚.x/ WD .i .x// are some given vector-functions,
Ar.x;y/ WD .ıi;ja.r/i;j /, r D 1;2, j D 1;n are given matrixes and ıi;j is the Kron-
ecker symbol.
FunctionU.x;y/DUs.x;y/, .x;y/2Ds , sD 1;2;3 is the solution of the boundary-
value problem (1.1)-(1.3), where U1.x;y/, .x;y/ 2D1 is the solution of the Goursat
problem (1.1), (1.2), Us.x;y/, sD 2;3, .x;y/ 2Ds , are the solutions of the Darboux
problems (1.1), (1.3), and the following conditions
U2.x;y1/D U1.x;y1/;U3.x1;y/D U1.x1;y/;Us.x;y/D .us;i .x;y//
take place.
Suppose that
A1.x;y/ 2 C.D/\C .1:0/.D1[D3/;
A2.x;y/ 2 C.D/\C .0:1/.D1[D2/;
f ŒU.x;y/ 2 C.B/, f W B! Rn; B  RnC2.
It is easy to show that the boundary-value problem (1.1)-(1.3) can be written in the
equivalent integral form
Us.x;y/D  s.x;y/C sT1;sF ŒU1.;/CTsF ŒUs.;/;
.x;y/ 2Ds; s D 1;2;3; (1.4)
where
s D

0;s D 1;
1;s D 2;3; F ŒU.x;y/ WD

F ŒU.x;y/; .x;y/ 2D1[D2;
F ŒU.x;y/; .x;y/ 2D3;
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F ŒU.x;y/ WD f ŒU.x;y/C ŒA2y.x;y/CA1.x;y/A2.x;y/U.x;y/;
F ŒU.x;y/ WD F ŒU.x;y/C ŒA1x.x;y/ A2y.x;y/U.x;y/;
T1F ŒU1.;/ WD
Z x
x0
Z y
y0
K.x;yI;/F ŒU1.;/dd;.x;y/ 2D1;
T2F ŒU2.;/ WD
Z x
k1.y/
Z y
y1
K.x;yI;/F ŒU2.;/dd;.x;y/ 2D2;
T3F ŒU3.;/ WD
Z y
g2.x/
Z x
x1
K 1.;Ix;y/F ŒU3.;/dd;.x;y/ 2D3;
K.x;yI;/D .ıi;jki;j .x;yI;//, K 1.x;yI;/D .ıi;jk 1i;j .x;yI;// are some
matrixes,
ki;i .x;yI;/ WD exp
 Z 
x
a
.2/
i;i .;y/dC
Z 
y
a
.1/
i;i .;/d
!
;
 s.x;y/D .s;i .x;y//, s D 1;2;3 – are vector-functions,
1;i .x;y/ WD  i .y/exp
Z x0
x
a
.2/
i;i .;y/d

C
C
Z x
x0
ki;i .x;yI;/Œ0i ./Ca.2/i;i .;y0/i ./d; .x;y/ 2D1;
2;i .x;y/ WD !i;1.k1.y//exp
 Z k1.y/
x
a
.2/
i;i .;y/d
!
C
C
Z x
k1.y/
ki;i .x;yI;y0/Œ0i ./Ca.2/i;i .;y0/i ./d; .x;y/ 2D2;
3;i .x;y/ WD !i;2.x/exp
 Z g2.x/
y
a
.1/
i;i .x;/d
!
C
C
Z y
g2.x/
k 1i;i .x0;Ix;y/Œ 0i ./Ca.1/i;i .x0;/ i ./d;.x;y/ 2D3;
T1;2F ŒU1.;/ WD
Z x
k1.y/
Z y
y1
K.x;yI;/F ŒU1.;/dd;.x;y/ 2D2;
T1;3F ŒU1.;/ WD
Z y
g2.x/
Z x1
x0
K 1.x;yI;/F ŒU1.;/dd;.x;y/ 2D3:
Remark 1. IfA1x.x;y/DA2y.x;y/, .x;y/2D thenF ŒU.x;y/F ŒU.x;y/
and K.x;yI;/K 1.;Ix;y/.
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According to the problem setting U1x.x;y1/D U2x.x;y1/ and
U1y.x1;y/D U3y.x1;y/ when x 2 Œx0;x1, y 2 Œy0;y1 and
u1;iy .x;y1/ u2;iy .x;y1/D 1;iexp
R x0
x a
.2/
i;i .;y1/d

;x 2 Œx0;x1;
u1;ix .x1;y/ u3;ix .x1;y/D 2;iexp
R y0
y a1.x1;/d

;y 2 Œy0;y1;
(1.5)
where
1;i WD  0i .y1/ k01.y1/

!0i;1.x0/Ca.2/i;i .x0;y1/!i;1.x0/ 
 
h
0i .x0/Ca.2/i;i .x0;y0/i .x0/
i
exp
R y0
y1
a
.1/
i;i .x0;/d

 
 R y1y0 fi .x0;; 1./; : : : ; n.//Ca.2/i;i.x0;/Ca.1/i;i .x0;/a.2/i;i .x0;/ i ./
exp
R y0
y1
a
.1/
i;i .x0;/d

;
2;i WD 0i .x1/ !0i;2.x1/ g02.x1/
(
a
.1/
i;i .x1;y0/!i;2.x1/ 
 
h
 0i .x0/Ca.1/i;i .x0;y0/ i .y0/
i
exp
R x0
x1
a
.2/
i;i .;y0/d

 
 R x1x0 hfi .;y0;1./; : : : ;n.//Ca.1/i;i.;y0/Ca.2/i;i .;y0/i ./i
exp
R 
x1
a
.2/
i;i .;y0/d

d
)
:
The following lemma holds.
Lemma 1. Let f ŒU.x;y/ 2 C.B/, Ar.x;y/ 2 C.D/;
r D 1;2,A1.x;y/ 2 C .1:0/.D1[D3/,A2.x;y/2C .0:1/.D1[D2/ and the boundary-
value problem (1.1)-(1.3) has the solution.
The solutions of the boundary-value problem (1.1)-(1.3) are regular (it means that
U.x;y/ 2 C .D/) if and only if the equality
r;i D 0;
is true, for all r D 1;2 and i D 1;n.
In the other case equalities (1.5) hold and the solution of the problem (1.1)-(1.3)
is irregular.
Definition 1. We say that the vector-function F ŒU.x;y/ 2 C1.B/ if it satisfies
the following conditions [5]:
(1) F ŒU.x;y/ 2 C.B/,
(2) there exists vector-function
H.x;y;U.x;y/IV.x;y// WDHŒU.x;y/IV.x;y/
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in the space of vector-functions C.B1/, B1R2.nC1/, P rxOyB1DD, such
that
a) HŒU.x;y/IV.x;y/ F ŒU.x;y/,
b) for any pair of vector-functions U.x;y/;V .x;y/ 2 B1 from the space
C.D/ that satisfy condition
U.x;y/ V.x;y/; .x;y/ 2D;
in the domain B1, the inequality
HŒU.;y/IV.x;y/ HŒV.x;y/IU.x;y/ 0 (1.6)
is true,
(3) vector-function HŒU.x;y/IV.x;y/ satisfies the Lipshitz condition in the
domain B1; it means that for any vector-functions Ur.x;y/; Vr.x;y/ 2 B1,
r D 1;2 from the space C.D/ the following condition
jHŒU1.x;y/IU2.x;y/ HŒV1.x;y/IV2.x;y/j  L.jW1.x;y/jC jW2.x;y/j/;
holds, whereWr.x;y/ WDUr.x;y/ Vr.x;y/; r D 1;2, LD .ıi;j ; li;j / is the
Lipshitz matrix, li;j  0, i;j D 1;n.
If vector-function f ŒU.x;y/ 2 C.B/ and has bounded partial derivatives of the
first order on all arguments, starting from the third one, then F ŒU.x;y/ always be-
longs to the space C1.B/. The opposite statement isn’t true.
Let us set sufficient conditions of existence and uniqueness of regular or irregular
solution of the problem (1.1)-(1.3), when .x;y/ 2D.
Suppose that the vector-functions Zs;p.x;y/ WD .´s;i;p.x;y// and
Vs;p.x;y/ WD .vs;i;p.x;y// 2 C.D/ belong to the domain B1, s D 1;2;3, p 2N.
Let us put
Ws;p.x;y/DZs;p.x;y/ Vs;p.x;y/; .x;y/ 2Ds; s D 1;2;3;
f
p
s .x;y/ WDHŒZs;p.x;y/IVs;p.x;y/;
fs;p.x;y/ WDHŒVs;p.x;y/IZs;p.x;y/;
˛s;p.x;y/ WDZs;p.x;y/  s.x;y/  sT1;sf p1 .;/ Tsf ps .;/;
ˇs;p.x;y/ WD Vs;p.x;y/  s.x;y/  sT1;sf1;p.;/ Tsfs;p.;/;
Zs;p.x;y/ WDZs;p.x;y/ Cs;p.x;y/Ws;p.x;y/;
V s;p.x;y/ WD Vs;p.x;y/CQs;p.x;y/Ws;p.x;y/;
.x;y/ 2Ds; s D 1;2;3;p 2N;
F
p
s .x;y/ WDHŒZs;p.x;y/IV s;p.x;y/;
Fs;p.x;y/ WDHŒV s;p.x;y/IZs;pC1.x;y/;
(1.7)
Cs;p.x;y/ WD .ıi;j cs;i;p.x;y//, Qs;p.x;y/ WD .ıi;j qs;i;p.x;y// are arbitrary matri-
xes with non-negative elements cs;i;p.x;y/;qs;i;p.x;y 2 C.Ds//, such that
cs;i;p.x;y/ 0;5;qs;i;p.x;y/ 0;5; .x;y/ 2Ds; s D 1;2;3; (1.8)
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for all p 2N and i D 1;n.
Let us build the sequences of vector-functions fZs;p.x;y/g and fVs;p.x;y/g ac-
cording to the formulas 1.9:
Zs;pC1.x;y/D  s.x;y/C sT1;sF p1 .;/CTsF ps .;/;
Vs;pC1.x;y/D  s.x;y/C sT1;sF1;p.;/CTsF ps .;/; .x;y/ 2Ds; (1.9)
where as the zero approximationZs;0.x;y/;Vs;0.x;y/2B1 we take arbitrary vector-
functions from C.Ds/ satisfying conditions (1.2), (1.3) and inequalities
Ws;0.x;y/ 0;˛s;0.x;y/ 0;
ˇs;0.x;y/ 0;.x;y/ 2Ds; s D 1;2;3:
(1.10)
Afterwards vector-functionsZs;0.x;y/;Vs;0.x;y/2C.Ds/ that satisfy conditions
(1.2), (1.3), inequalities (1.10) and belong to the domain B1 will be called compari-
son functions of the problem (1.1)-(1.3).
From (1.9) follows that for .x;y/ 2Ds , s D 1;2;3 the equalities
Zs;p.x;y/ Zs;pC1.x;y/D ˛s;p.x;y/ WDZs;p.x;y/  s.x;y/ 
 sT1;sF p1 .;/ TsF ps .;/;
Vs;p.x;y/ Vs;pC1.x;y/D ˇs;p.x;y/ WD Vs;p.x;y/  s.x;y/ 
 sT1;sF1;p.;/ TsFs;p.;/;
(1.11)
are true, where ˛s;p.x;y/ WD .˛s;i;p.x;y//; ˇs;p.x;y/ WD .ˇs;i;p.x;y//, i D 1;n are
vector-functions and
Ws;pC1.x;y/D sT1;s.F p1 .;/ F1;p.;//CTs.F ps .;/ Fs;p.;//; (1.12)
˛s;p.x;y/D sT1;s.F p1 .;/ F pC11 .;//C
CTs.F ps .;/ F pC1s .;//;
ˇs;p.x;y/ WD sT1;s.F1;p.;/ F1;pC1.;//C
CTs.Fs;p.;/ Fs;pC1.;//:
(1.13)
As (1.8), (1.10) hold we get that
Vs;0.x;y/ V s;0.x;y/Zs;0.x;y/Zs;0.x;y/; .x;y/ 2Ds; s D 1;2;3:
It means that
V s;0.x;y/;Zs;0.x;y/ 2 B1
if only Vs;0.x;y/;Zs;0.x;y/ 2 B1.
Note that if
˛s;0.x;y/ 0
then
˛s;0.x;y/ 0:
But from (1.11) for p D 0 we get that
Zs;0.x;y/ Zs;1.x;y/ 0;
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Zs;1.x;y/ Vs;0.x;y/D ˇs;0.x;y/C sT1;s.F 01 .;/ f1;0.;//C
CTs.F 0s .;/ fs;0.;// 0;
Zs;1.x;y/ 2 B1 and
ˇs;0.x;y/ ˇs;0.x;y/ 0:
It means that
ˇs;0.x;y/D Vs;0.x;y/ Vs;1.x;y/ 0:
As Zs;0.x;y/ Vs;1.x;y/ then Vs;1.x;y/ 2 B1.
We choose matrixes Cs;0.x;y/ and Qs;0.x;y/ in such way that for .x;y/ 2Ds ,
s D 1;2;3; the following conditions
Zs;0.x;y/ Zs;1.x;y/ Cs;0.x;y/Ws;0.x;y/ 0;
Vs;0.x;y/ Vs;1.x;y/CQs;0.x;y/Ws;0.x;y/ 0 (1.14)
hold.
It is easy to see that the inequality
Vs;0.x;y/ Zs;1.x;y/CQs;0.x;y/Ws;0.x;y/ 0;
.x;y/ 2Ds; s D 1;2;3; (1.15)
holds if and only if
Ws;1.x;y/ 0;.x;y/ 2Ds:
Indeed, if (1.15) holds, from (1.12) for p D 0, taking into account (1.6), we get
that
Ws;1.x;y/ 0:
And if the last estimation is true then from the second inequality (1.14) we estab-
lish that condition (1.15) is true.
So
Vs;0.x;y/ Vs;1.x;y/Zs;1.x;y/Zs;0.x;y/;
.x;y/ 2Ds; s D 1;2;3:
Then from (1.13) for p D 0 we get
˛s;1.x;y/ 0;ˇs;1.x;y/ 0;.x;y/ 2Ds; s D 1;2;3:
Taking vector-functions Zs;1.x;y/, Vs;1.x;y/ 2 B1 as the given ones and repeat-
ing all the above reasoning by the method of mathematical induction we get that if we
choose matrices Cs;p.x;y/ and Qs;p.x;y/ on every step of iterations (1.9) in such
way that for .x;y/ 2Ds , s D 1;2;3 the conditions
Zs;p.x;y/ Zs;pC1.x;y/ Cs;p.x;y/Ws;p.x;y/ 0;
Vs;p.x;y/ Vs;pC1.x;y/CQs;p.x;y/Ws;p.x;y/ 0;p 2N; (1.16)
1016 V. V. MARYNETS AND K. V. MARYNETS
hold, then in the domain B1 the inequalities
Vs;p.x;y/ Vs;pC1.x;y/Zs;pC1.x;y/Zs;p.x;y/;
˛s;p.x;y/ ˛s;p.x;y/ 0;ˇs;p.x;y/ ˇs;p.x;y/ 0;
.x;y/ 2Ds; s D 1;2;3;foral lp 2N
(1.17)
are true.
Lemma 2. If F ŒU.x;y/ 2 C1.B/ and there exist comparison vector-functions
Zs;0.x;y/, Vs;0.x;y/, .x;y/ 2Ds , s D 1;2;3 of the boundary-value problem (1.1)-
(1.3) in the domain B1, then the set of matrixesCs;p.x;y/,Qs;p.x;y/ 2 C.Ds/,
that satisfy conditions (1.16), (1.8), in non-empty.
Indeed, let us put
cs;i;p.x;y/D

˛s;i;p.x;y/ 1s;i;p.x;y/;Ws;i;p.x;y/¤ 0;
0;Ws;i;p.x;y/D 0;
qs;i;p.x;y/D
  ˇs;i;p.x;y/ 1s;i;p.x;y/;Ws;i;p.x;y/¤ 0;
0;Ws;i;p.x;y/D 0;.x;y/ 2Ds; s D 1;2;3;
s;i;p.x;y/ WD ˛s;i;p.x;y/ ˇs;i;p.x;y/CWs;i;p.x;y/;p 2N:
It is obvious that the chosen non-negative functions cs;i;p.x;y/, qs;i;p.x;y/ satisfy
conditions (1.8), and according to (1.11)
Zs;p.x;y/ Zs;pC1.x;y/ Cs;p.x;y/Ws;p.x;y/
 .E Ps;p.x;y//˛s;p.x;y/ 0;
Vs;p.x;y/ Vs;pC1.x;y/CQs;p.x;y/Ws;p.x;y/
 .E Ps;p.x;y//ˇs;p.x;y/ 0;
.x;y/ 2Ds; s D 1;2;3;p 2N;
Ps;p.x;y/ WD

ıi;j .x;y/Ws;i;p.x;y/
 1
s;i;p.x;y/

; i;j D 1;n is a matrix.
The following theorem is true.
Theorem 1. Let the vector-function F ŒU.x;y/ 2 C1.B/,
A1.x;y/ 2 C.D/\C .1:0/.D1[D3/,A2.x;y/2C.D/\C .0:1/.D1[D2/ and there
exist the comparison functionsZs;0.x;y/, Vs;0.x;y/ 2Ds , sD 1;2;3 of the problem
(1.1)-(1.3) in the domain B1.
Then for the vector-functionsZs;p.x;y/, Vs;p.x;y/ built according to (1.9), where
non-negative matrixes Cs;p.x;y/, Qs;p.x;y/ 2 C.Ds/, s D 1;2;3 satisfy conditions
(1.8), (1.10) in the domain B1, the inequalities (1.17) are true.
Let us show that these sequences of vector-functions fZs;p.x;y/g and fVs;p.x;y/g
converge uniformly in the domainDs , sD 1;2;3 to the unique solution of the system
of integral equations (1.4).
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As inequalities (1.17) in B1 hold it is sufficient to show that
lim
p!1Ws;p.x;y/D 0;
.x;y/ 2Ds; s D 1;2;3:
Let
max
s;i
sup
Ds
jWs;i;0.x;y/j D d;
jjLjj D l;
max
s;i;p
sup
Ds
.1  cs;i;p.x;y/ qs;i;p.x;y// q;
max
s;i
sup
D1[Ds
fki;i .x;yI;/;k 1i;i .;Ix;y/g  0;5K;s D 2;3;
maxf1;sup
D
.y y0Cx x0/g D :
Then from (1.12) by method of mathematical induction we get that the following
estimations
max
s;i
sup
Ds
Ws;i;p.x;y/ WD jjWs;p.x;y/jj  1
pŠ
.lqkn.y y0Cx x0//pd; (1.18)
so
lim
p!1Zs;p.x;y/D limp!1Vs;p.x;y/D Us.x;y/.x;y/ 2Ds; s D 1;2;3:
Passing to the limit in (1.9) for p!1 we get that the limit functions Us.x;y/
are the solutions of the systems of integral equations (1.4) for .x;y/ 2Ds ,
s D 1;2;3.
Theorem 2. Let conditions of Theorem 1 hold.
Then the sequences of vector-functions fZs;p.x;y/g, fVs;p.x;y/g build according
to (1.9), where as a zero-approximation we choose the comparison vector-functions
of the problem (1.1)-(1.3) and matrixes Cs;p.x;y/ and Qs;p.x;y/, s D 1;2;3
satisfy conditions (1.8), (1.16):
(1) uniformly converge to the unique solution of the system of integral equations
(1.4), for .x;y/ 2Ds , s D 1;2;3,
(2) estimates (1.18) take place,
(3) in the domain B1 the inequalities
Vs;p.x;y/ Vs;pC1.x;y/ Us.s;y/Zs;pC1.x;y/Zs;p.x;y/;
.x;y/ 2Ds; s D 1;2;3;p 2N; (1.19)
hold, whereUs.x;y/ is the unique solution of the system of integral equations
(1.4), for .x;y/ 2Ds ,
(4) the convergence of the iteration method (1.9), (1.8), (1.16) isn’t slower than
the convergence of the Pikar two-sided method (for Cs;p.x;y/ D
Qs;p.x;y/ 0).
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Proof. The uniqueness of the solution of the system of integral equations (1.4) for
.x;y/ 2Ds; s D 1;2;3 can be proved from the opposite assumption.
Suppose that for any number p in some point
.x;y/ 2Ds Zs;p.x;y/ < Us.x;y/. Then according to (1.17) for all m 2N
Us.x;y/ > Zs;p.x;y/Zs;pCm.x;y/
in the point .x;y/ 2Ds and in this point the sequence of vector-functions
fZs;pCm.x;y/g for m!1 does not converge to the solution Us.x;y/. We got the
contradiction. Analogically we prove that the inequality
Vs;p.x;y/ Us.x;y/; .x;y/ 2Ds; s D 1;2;3
holds.
Let Zs;p.x;y/;Vs;p.x;y/ 2 B1 are the comparison vector-functions of the prob-
lem (1.1)-(1.3). Let us put Zs;pC1.x;y/;V s;pC1.x;y/ the following two-sided app-
roximations to the solution of the systems of integral equations (1.4) build in order of
the Picar method. Then for .x;y/ 2Ds; s D 1;2;3 according to (1.6), (1.8) we get
Zs;pC1.x;y/ Zs;pC1.x;y/D sT1;s.f p1 .;/ F p1 .;//C
CTs.f ps .;/ F ps .;// 0;V s;pC1.x;y/ Vs;pC1.x;y/D
D sT1;s.f1;p.;/ F1;p.;//CTs.fs;p.;/ Fs;p.;// 0:
It means that the convergence of the method is not slower than the convergence of
the Picar’s two-sided method. 
Let us remark that according to the forms of matrices Cs;p.x;y/ and Qs;p.x;y/
in (1.9), (1.8), (1.10) we get different modifications of the two-sided method.
Corollary 1. Let conditions of Theorem 2 hold.
Then there exists the unique solution of the boundary-value problem (1.1)-(1.3) in
the domain D. Besides in the case, when r;i D 0 for all r D 1;2 and i D 1;n it will
be regular, and in the other case, irregular.
Corollary 2. Let 	.y/ D ˚.x/ D 0, .x;y/ 2 D1, ˝r.x/ D 0, x 2 Œxr 1;xr ,
r D 1;2 and F ŒU.x;y/ 2 C1.B/, besides F ŒU.x;y/HŒU.x;y/I0.
Then if F Œ0  ./0 in B1 the solution of (1.1)-(1.3) for .x;y/ 2D satisfies the
inequality
U.x;y/ ./0:
Together with (1.1) let us observe the following system
L2Z.x;y/D f1.x;y;Z.x;y// WD f1ŒZ.x;y/;f1 W B! Rn;B 2 RnC2: (1.20)
We suppose that the right hand-sides of the systems (1.1), (1.20) satisfy the follo-
wing conditions:
(1) f ŒU.x;y/ 2 C1.B/,
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(2) vector-function f1ŒZ.x;y/ 2 C.B/ and has bounded first order derivatives
on all its arguments in B , starting from the third one
@fi ŒZ.x;y/
@ j´
WD bi;j .x;y/ <1;
and 8.x;y;Z.x;y// 2 B the inequalities
bi;j .x;y/C ıi;j Œa.2/i;jy .x;y/Ca
.1/
i;j .x;y/a
.2/
i;j .x;y/ 0;.x;y/ 2D1[D2;
bi;j .x;y/C ıi;j Œa.1/i;jx .x;y/Ca
.1/
i;j .x;y/a
.2/
i;j .x;y/ 0;.x;y/ 2D1[D3;
(1.21)
hold,
(3) for any vector-function V.x;y/ 2 B from C .D/
f1ŒV .x;y/ ./f ŒV .x;y/: (1.22)
Theorem 3. Let A1 2 C.D/\C .1:0/.D1[D3/, A2 2 C.D/\C .0:1/.D1[D2/
and the right sides of the systems (1.1), (1.20) f ŒU.x;y/ and f1ŒZ.x;y/ satisfy
conditions (1)-(3) above and there exist comparison functions of the problems (1.1)-
(1.3), (1.20), (1.2), (1.3) in the domain B1.
Then the solutions of these problems satisfy inequalities
U.x;y/ ./Z.x;y/; .x;y/ 2D: (1.23)
Proof. According to Theorem 2 and Collorary 1 there exist unique solutions of
the problems (1.1)-(1.3) and (1.20), (1.2), (1.3) (regular or irregular). So putting
W.x;y/ WDZ.x;y/ U.x;y/ and using Lagrange theorem about complete increases
we’ll get
L2W.x;y/D A3.x;y/W.x;y/CA4.x;y/; (1.24)
whereA3.x;y/D Qbi;j .x;y/, i;j D 1;nmatrix, Qbi;j .x;y/ are derivatives of bi;j .x;y/
for some fixed values Z.x;y/ 2 B and according to (1.22)
A4.x;y/ WD f1ŒU.x;y/ f ŒU.x;y/ ./0:
Vector-function W.x;y/ satisfies homogenous conditions (1.2), (1.3) and
F ŒW.x;y/ WD ŒA3.x;y/CA2y.x;y/CA1.x;y/A2.x;y/W.x;y/CA4.x;y/;
F ŒW.x;y/ WD ŒA3.x;y/CA1x.x;y/CA1.x;y/A2.x;y/W.x;y/CA4.x;y/
 F ŒW.x;y/C ŒA1x.x;y/ A2y.x;y/W.x;y/;
i.e. according to (1.21)
F ŒW.x;y/HŒW.x;y/I0
and
F Œ0 ./0:
Using Corollary 2 we get that
W.x;y/ ./0; .x;y/ 2D:
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It means that inequalities (1.23) hold. 
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