Kernel functions are used in support vector machines (SVMs) to compute dot product in a higher dimensional space. The performance of classification depends on the chosen kernel. Each kernel function is suitable for some tasks.
INTRODUCTION
Support Vector Machines (SVMs) are learning algorithms that have been widely used in many applications such as pattern recognitions and function approximations [1] . Basically, SVM operates a linear separation in an augmented space by means of some defined kernels satisfying Mercer's condition [1, 2, 3] . These kernels map the input vectors into a very high dimensional space, possibly of infinite dimension, where linear separation is more likely [3] . Then, a linear separating hyperplane is found by maximizing the margin between two classes in this space.
Hence, the complexity of the separating hyperplane depends on the nature and the properties of the used kernel [3] . There are many types of kernel functions such as linear kernel, polynomial kernel, sigmoid kernel, and RBF kernel. The RBF kernel is a most successful kernel in many problems, but it still has the restrictions in some complex problems.
Therefore, we propose to improve the efficiency of classification by using the combination of RBF kernels at different scales. These kernels are combined by including weights. These weights, the widths of the RBF kernels, and regularization parameter of SVM are called hyperparameters. In general, the hyperparameters are usually determined by grid search. These hyperparameters are varied with a fixed step-size in a range of values, which consume a lot of time. Hence, we propose to use the evolutionary strategies (ESs) for choosing these hyperparameters. Moreover, we propose to use subset cross validation for evaluating our kernel in evolutionary process.
A short description of support vector machines is presented in Section 2. In Section 3, we propose the multi-scale RBF kernel and apply evolutionary strategies to determine the hyperparameters of the kernel. The proposed kernels with the help of ES are tested in Section 4. Finally, the conclusions are described in Section 5.
SUPPORT VECTOR MACHINES
Support vector machine is a classifier which finds an optimal separating hyperplane. In the simple pattern recognitions, SVM uses a linear separating hyperplane to create a classifier with a maximum margin [4] . Consider the problem of binary classification.
The training dataset are given as
, where
x is a sample data and i y is its label [5] . A linear decision surface is defined by the equation:
The goal of learning is to find N R w ∈ and the scalar b such that the margin between positive and negative examples is maximized. An example of the decision surface and the margin is shown in Figure 1 . [4] . This yields the decision function as
The data examples i x which correspond to non-zero i α values are called support vectors. However, the quadratic programming solutions cannot be used in the case of overlapping because the constraints cannot be satisfied [4] . In such a situation, this algorithm must allow some data to be unclassified, or on the wrong side of a decision surface [4] . In practice, we allow a soft margin, and all data inside this margin are neglected. The width of soft margin can be controlled by a corresponding regularization parameter C that determines the trade-off the training error and the VC dimension of the model [4] .
In most cases, seeking a suitable linearly hyperplane in an input space has the restrictions. There is an important technique that enables these machines to produce complex nonlinear boundaries inside the original space. This performs by mapping the input space into a higher dimensional feature space through a mapping function Φ and separating there [6] . This can be achieved by substitution
for each training example i x . However, a good property of SVM is that it is not necessary to know the explicit form of Φ . Only the inner product in feature space, called kernel function
, must be defined. The decision function becomes the following equation:
where 0 ≥ i α is the coefficient associated with a support vector i x and b is an offset.
EVOLVING MULTI-SCALE RBF KERNEL
The evolutionary strategies (ES) are the algorithms that imitate the natural processes (natural selection and survival of the fittest principle), which were developed by Rechenberg and Schwefel [7, 8, 9] . ES was developed for numerical optimization problems, and they are significantly faster than traditional genetic algorithms [10] . In this section, the multi-scale RBF kernel is proposed for SVM on classification problems. Then, the evolutionary strategies are applied to evolve hyperparameters of SVM.
Multi-scale RBF kernel
The Gaussian RBF kernel is widely used in many problems. It uses the Euclidean distance between two points in the original space to find the correlation in the augmented space [3] . Although, the RBF kernel yields good results on various applications, it has only one parameter for adjusting the width of RBF which is not powerful enough for some complex problems. In order to get a better kernel, the combination of RBF kernels at difference scale is proposed. The analytic expression of this kernel is following:
where n is a positive integer,
are the arbitrary nonnegative weighting constants, and
is the RBF kernel at the width i γ for
The RBF is a well-known Mercer's kernel. Therefore, the non-negative linear combination of RBFs in equation 5 can be proved to be an admissible kernel by the Mercer's theorem [5] that is showed in Figure 2 . In these examples, the training data are non-linearly separable. The SVM with a single RBF and 2-RBF (the multi-scale RBF kernel with n =2) kernels can correctly classify the data. However, the 2-RBF kernel yields the result that is more flexible and easier to comprehend. Moreover, the margin of the 2-RBF kernel in this example is larger than the single RBF kernel. This means that the classification results of the 2-RBF kernel on unseen data are more plausible than those of the single RBF kernel.
Evolving hyperparameters of SVM
In this sub-section, the ES is applied to evolve the optimal hyperparameters of SVM. There are several different versions of the ES. Nevertheless, we prefer to use the ( µ + λ )-ES where µ parents produce λ offspring. Both parents and offspring compete equally for survival [11] .
Form equation 4, there are n 2 parameters when n terms of RBF kernels are used n ( parameters for adjusting weights and n values of the widths of RBF ). However, we notice that the number of parameters can be reduced to 1 2 − n by fixing a value of the first parameter to 1. The multi-scale RBF kernel that will be used in the rest of this paper is in the form:
Let v v be the non-negative real value of the hyperparameter vector that has 
where C is the regularization parameter, n is the number of RBFs, i γ are the widths of RBFs, and i a are the weights of RBFs. Our goal is to find v v that maximizes the objective function
v . The (5+10)-ES is applied to adjust these hyperparameters.
The algorithm of (5+10)-ES is showed in Figure 4 . 
when τ is an arbitrary constant. Only the 5 fittest solutions are selected from 5+10 solutions to be the parents in the next generation. These processes will be repeated until a fixed number of generations have been produced or the acceptance criterion is reached.
For evaluating the hyperparameters of SVM, there are many ways to define an objective function. Although, training rate will be the easiest objective function, it maybe over-fit with training data. In many time, our data has a lot of noise. If the decision functions over-fit to these noisy data, the target concept may be wrong. Therefore, we propose to train the decision function with subsets cross validation; a good set of parameters should perform well on all these subsets.
At the beginning, the training data are divided into five subsets, each of which has the same number of data. For each generation of ES, the classifier is trained and validated five times. In the i th iteration ( i = 1, 2, 3, 4, 5), the classifier is trained on all subsets except the i th one. Then, the accuracy of classification is evaluated for the i th subset.
Only real training data sets are used to produce the classifiers by a set of parameters. Then, the validation set are used for calculating the accuracies of the classifiers. The average of these five accuracies is used to be the objective function
It is a rather good estimate of the generalization accuracy for adjusting the parameters. The testing data set is reserved for testing the final classifier with the best parameters found by the evolutionary strategy.
EXPERIMENTAL RESULTS
In order to verify the performance of the proposed method, SVMs with the multi-scale RBF kernel are trained and tested on datasets from the UCI repository [12] . The evolutionary strategies are used to find the optimal hyperparameters of 8
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SVM. The proposed method is evaluated by 5 folds cross-validation. The regularization parameter, the widths of RBFs ) ( i γ , and the weights of RBFs ) ( i a are real numbers between 0.0 and 10.0. The number of RBF terms is a positive integer that is less than or equal to 10. These hyperparameters are inspected within 1000 generations of ES. Then, the best hyperparameters will be used to test on validation data. The value of τ in evaluation process of these experiments is 1.0. The experiments are divided into 2 parts as two-class problems and multi-class problems.
Two-class problems
Fifteen datasets from UCI are used for testing. Each of datasets contains two classes. The proposed method is compared with GridSearch and the ES that uses training rate as the objective function. GridSearch is applied on single RBF kernel, while ES with training rates is applied on multi-scale RBF kernel. The number of attributes, the sample size, and the average accuracies on 5 folds of each dataset are shown in Table 1 . These results show the accuracies of the proposed method (using the multi-scale RBF kernel and ES with 5 subsets cross validation) that are significantly higher than GridSearch on almost all datasets. Although the training rates can be the objective function, their average accuracies is not higher than GridSearch for some datasets. This is because it may over-fit training data when the kernel is more flexible. Hence, subsets cross validation is a good choice to avoid the over-fitting problem.
4.2
Multi-class problems SVM is the binary classifier for two-class data. However, the multi-class classification problems can be solved by voting schema methods based on a combination of many binary classifiers [3] . One possible approach to solve k-class problem is to consider the problem as a collection of k binary classification problems. k-classifiers can be constructed, one for each class. The k th classifier constructs a hyperplane between class k and the k-1 other classes [3] . A new example will be classified according to a classifier that yields the maximum value of decision function. This schema is commonly called one against the rest and showed in Figure 5 . The proposed method has been tested on two multi-class problems from UCI. Both problems are composed of 3 classes. The experimental results are shown in Table 2 . These results show that the accuracies of the proposed method are better than those of the RBF kernel using GridSearch on both problems. 
CONCLUSIONS
The non-negative linear combination of multiple RBF kernels with including weights is proposed for support vector classification. The proposed kernel is proved to be the admissible kernels by Mercer's condition. Then, the evolutionary strategy is applied to adjust the hyperparameters of SVM. Subsets cross validation are considered to be the objective function in evolutionary process to escape from the over-fitting problem.
The experimental results show the abilities of the proposed method through their average accuracies on 5 folds cross validation. The multi-scale RBF kernel yields the better results. Furthermore, the experimental results also show the evolutionary strategy is effective in optimizing the hyperparameters, especially when the ranges of each parameter are large. Other methods for optimizing the parameters can also be used, such as gradient based methods. We decided to use (5+10)-ES because the ability to escape from local minima and the population size is not large so that it fast converges to an optimal solution. Therefore, this method is very suitable for the problems where we have no prior knowledge about parameters.
