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Introduc¸a˜o
Este trabalho fala sobre a teoria de representac¸o˜es de grupos finitos. Espera-se que o leitor ja´
esteja familiarizado com a teoria de grupos, tenha um bom conhecimento em a´lgebra linear
e domine alguns conceitos da teoria de produtos tensoriais.
Um grupo e´ um objeto matema´tico abstrato, e o que a teoria de representac¸o˜es faz e´
realiza´-lo atrave´s de um homomorfismo nas transformac¸o˜es lineares invers´ıveis de um espac¸o
vetorial. Esta teoria nos fornece uma vasta gama de resultados extremamente u´teis na
resoluc¸a˜o de problemas de teoria de grupos.
Um importante passo, comum em matema´tica, e´ classificar os objetos em que se esta´
trabalhando, no nosso caso as representac¸o˜es. No cap´ıtulo 1 veremos que dada uma repre-
sentac¸a˜o do grupo G em um espac¸o vetorial com produto interno V sempre podemos encon-
trar um produto interno em V tal que ela seja unita´ria. Portanto, a primeira grande conclusa˜o
e´ que podemos sem perda de generalidade considerar apenas as representac¸o˜es unita´rias. Em
seguida veremos o conceito de representac¸a˜o irredut´ıvel e obteremos o resultado de que toda
representac¸a˜o e´ unitariamente equivalente a uma soma direta de representac¸o˜es irredut´ıveis;
logo, podemos restringir ainda mais nosso universo de representac¸o˜es, nos preocupando ape-
nas com as irredut´ıveis e ainda, para fins desta classificac¸a˜o veremos que podemos tomar o
conjunto das representac¸o˜es irredut´ıveis e quocientar pela relac¸a˜o ser unitariamente equiva-
lente. Desta forma temos um controle maior sobre as representac¸o˜es, pois podemos obter
resultados neste conjunto mais restrito e depois estendeˆ-los a todas as outras. Definiremos a
C∗-a´lgebra de um grupo, trabalharemos um pouco com ∗−representac¸o˜es, veremos o impor-
tante resultado que existe uma relac¸a˜o 1 − 1 entre as ∗−representac¸o˜es da C∗−a´lgebra do
grupo G e as representac¸o˜es do grupo G. Demonstraremos as 2 formas do lema de Schur, que
sera˜o dois resultados muito usados por todo o restante do trabalho, veremos como construir
novas representac¸o˜es atrave´s de outras pelo produto tensorial e finalizaremos esse cap´ıtulo
com uma discussa˜o sobre representac¸o˜es unidimensionais.
No segundo e u´ltimo cap´ıtulo, obteremos no in´ıcio algumas relac¸o˜es de ortogonalidade que
nos muito sera˜o u´teis, definiremos o que e´ um caracter de uma representac¸a˜o e veremos que
ha´ uma relac¸a˜o inesperada entre a teoria de representac¸o˜es de grupos e a teoria de nu´meros
alge´bricos, esta ligac¸a˜o e´ feita justamente pelos caracteres. Faremos enta˜o uma incursa˜o a`
teoria ba´sica de nu´meros inteiros alge´bricos para obtenc¸a˜o de resultados que sera˜o cruciais
para a demonstrac¸a˜o do nosso u´ltimo e, em minha opinia˜o, o mais bonito e impressionante
dos resultados por no´s aqui apresentados: o teorema da dimensa˜o.
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Cap´ıtulo 1
Representac¸o˜es de grupos finitos
Como visto na introduc¸a˜o, a ide´ia de representar um grupo abstrato concretamente, e´ o
que a teoria de representac¸o˜es faz. Nessa teoria, realiza-se os elementos do grupo como
transformac¸o˜es lineares invers´ıveis de um espac¸o vetorial, onde ainda podemos ver estas
transformac¸o˜es lineares como matrizes e enta˜o usar toda a teoria de a´lgebra linear que nos
for conveniente.
Neste cap´ıtulo mostraremos primeiro que para grupos finitos, podemos restringir a atenc¸a˜o
a representac¸o˜es unita´rias e depois a representac¸o˜es irredut´ıveis. Definiremos a C∗−a´lgebra
de um grupo. Terminaremos o cap´ıtulo discutindo como construir novas representac¸o˜es a
partir de outras atrave´s do produto tensorial.
1.1 Definic¸a˜o e unitariedade
Sejam V,W espac¸os vetoriais de dimensa˜o finita sobre um corpo k . Definimos L(V,W) como
o conjunto das aplicac¸o˜es lineares de V emW, quando V =W denotaremos este conjunto por
L(V). Definimos tambe´m GL(V) ⊆ L(V) como o conjunto das aplicac¸o˜es lineares invers´ıveis
de V em V e denotaremos por Id a aplicac¸a˜o identidade em V, claramente Id ∈ GLV.
Observe que GL(V) tem uma estrutura de grupo sob a operac¸a˜o de composic¸a˜o, sendo a
transformac¸a˜o Id a identidade do grupo.
Definic¸a˜o 1.1.1 Seja G um grupo, e V um espac¸o vetorial sobre um corpo k de dimensa˜o
n; uma representac¸a˜o do grupo G sobre o espac¸o vetorial V e´ um homomorfismo de grupos
U : G −→ GL(V).
Chamamos o inteiro n, o grau da representac¸a˜o U. E ainda, se U e´ injetora, a repre-
sentac¸a˜o e´ dita fiel.
De agora em diante, por todo o texto, exceto quando dito em contra´rio, consideremos
espac¸os vetoriais sobre os complexos, ou seja, isomorfos a Cn , para algum n ∈ N∗ e G um
grupo finito de ordem #(G).
Observe que C e´ um corpo de caracter´ıstica zero. Com certeza a caracter´ıstica do corpo
sob o qual o espac¸o vetorial e´ tomado e´ crucial para muitos resultados. Poder´ıamos nos
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perguntar se e´ poss´ıvel fazer uma teoria com corpos de caracter´ıstica p, com p primo. Se p
divide a ordem do grupo G, essa teoria recebe inclusive uma denominac¸a˜o pro´pria, e´ chamada
a Teoria de Representac¸o˜es Modulares ou Teoria de Brauer. Mas na˜o entraremos em mais
detalhes sobre este assunto, ja´ que na˜o e´ o objetivo deste trabalho trabalhar com corpos de
caracter´ıstica diferente de zero.
Toda vez que no texto nos referirmos a uma representac¸a˜o U sem mencionarmos o grupo
ou o espac¸o vetorial, estamos querendo nos referir a representac¸a˜o U do grupo G sobre o
espac¸o vetorial V na˜o nulo.
Exemplo 1.1.2 Considere S3 o grupo das permutac¸o˜es de 3 elementos. De teoria de grupos
sabemos que
S3 = {e, (12) , (13) , (23) , (123) , (132)} ,
onde e e´ a unidade do grupo, (132) e´ a permutac¸a˜o que leva o 1 no 3, o 3 no 2 e o 2 no
1, e assim por diante.
Note que α = (123) e β = (12) sa˜o os geradores, pois:
α ◦ β = (123) (12) = (13)
α2 = (123) (123) = (132)
α2 ◦ β = (132) (12) = (23)
e ainda
α3 = e = β2.
Logo
S3 =
{
e, β, α ◦ β, α2 ◦ β, α, α2} ,
mas ainda podemos escreveˆ-lo em termos de seus geradores e suas relac¸o˜es:
S3 =
〈
α, β : α3 = e = β2, βα = α2β
〉
.
Para definirmos uma representac¸a˜o, basta definirmos nos geradores e verificarmos que
as relac¸o˜es do grupo sa˜o preservadas na imagem dos geradores.
Tomemos V = C2 e seja
w = e
2pii
3 = cos
2pi
3
+ i sen
2pi
3
∈ C.
Escreva
U(α) =
(
w 0
0 w
)
e U(β) =
(
0 w
w 0
)
.
Claramente
[U(α)]3 = [U(β)]2 =
(
1 0
0 1
)
,
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e note que (
0 w
w 0
)(
w 0
0 w
)
=
(
w 0
0 w
)2(
0 w
w 0
)
.
Portanto, U : S3 −→ GL(V), onde a dim(V) e´ igual a 2, determinada por U (α) e U (β)
e´ uma representac¸a˜o de S3.
Vejamos agora uma outra representac¸a˜o de S3, so´ que agora sobre V = C6. Tomemos
S3 =
{
e, β, βα, αβ = βα2, α, α2
}
,
nesta ordem, como base. Escreva
V (α) =

0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0

e V (β) =

0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0

.
Com um pouco de pacieˆncia e´ facilmente verifica´vel que
[V (α)]3 = [V (β)]2 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

e
V (β)V (α) = V (α)2 V (β) .
e assim podemos definir uma representac¸a˜o V : S3 −→ GL(C6) a partir de V (α) e V (β).
Exemplo 1.1.3 Seja D4 =
〈
x, y : x2 = e = y4, x−1yx = y−1
〉
grupo dihedral (simetria do
quadrado) de ordem 8.
E´ sabido que D4 e´ gerado por elementos x, y satisfazendo as relac¸o˜es:
x2 = e, y4 = e, x−1yx = y−1 ou (yx)2 = e.
Definimos uma representac¸a˜o de D4 em C2; devemos portanto achar matrizes 2×2 U(x)
e U(y) satisfazendo as relac¸o˜es acima, ja´ que U : D4 −→ GL(V) deve ser um homomorfismo.
Sejam
U(x) =
(
0 1
1 0
)
e U(y) =
(
0 −1
1 0
)
.
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E´ facilmente verifica´vel estas matrizes obedecem a`s relac¸o˜es
[U(x)]2 = [U(y)]4 = [U(y)U (x)]2 =
(
1 0
0 1
)
.
Portanto U : D4 −→ GL(2,V) determinada por U(x) e U(y) define uma representac¸a˜o
de grau 2 de D4.
Observe que encontrar matrizes satisfazendo as relac¸o˜es x2 = e = y4 e´ fa´cil, pore´m,
quando se tem outras relac¸o˜es a serem satisfeitas, a escolha pode na˜o fornecer uma repre-
sentac¸a˜o para o grupo em questa˜o.
Definic¸a˜o 1.1.4 Um produto interno em V e´ uma aplicac¸a˜o sesquilinear
〈 , 〉 : V× V −→ C
satisfazendo para quaisquer v, w ∈ V:
1. 〈·, v〉 : V −→ C e´ linear;
2. 〈v, w〉 = 〈w, v〉;
3. 〈v, v〉 ≥ 0 e 〈v, v〉 = 0⇐⇒ v = 0 .
Definic¸a˜o 1.1.5 Uma representac¸a˜o U sobre um espac¸o vetorial com produto interno V e´
dita unita´ria relativa ao produto interno de V quando U(g) e´ um operador unita´rio para todo
g ∈ G , ou seja,
〈U(g)v, U(g)w〉 = 〈v, w〉 ∀v, w ∈ V, ∀g ∈ G.
Observe que o conjunto dos operadores unita´rios de V tem estrutura de grupo, comumente
denotado por U(V). No que segue, usamos o termo “espac¸o de Hilbert” como sinoˆnimo de
“espac¸o vetorial com produto interno”, uma vez que tais noc¸o˜es coincidem em dimensa˜o
finita.
A teoria de representac¸o˜es de grupos busca classificar, de certo modo, tais homomorfis-
mos. Um importante primeiro passo e´ restringirmo-nos a representac¸o˜es unita´rias.
Teorema 1.1.6 Dada uma representac¸a˜o U de G existe um produto interno em V tal que
U e´ unita´ria relativa ao mesmo.
Prova Seja 〈 , 〉0 um produto interno em V; defina
〈 , 〉 : V× V −→ C
(v, w) 7−→ 〈v, w〉
dada por
〈v, w〉 = 1
#(G)
∑
g∈G
〈U(g)v, U(g)w〉0, ∀v, w ∈ V.
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Claramente tem-se que 〈 , 〉 e´ sesquilinear.
Seja h ∈ G arbitra´rio. Enta˜o
〈U(h)v, U(h)w〉 = 1
#(G)
∑
g∈G
〈U(hg)v, U(hg)w〉0 =
=
1
#(G)
∑
g∈G
〈U(g)v, U(g)w〉0 =
= 〈v, w〉.
Observe que na segunda igualdade usamos o fato de que para um h fixado, a func¸a˜o
g 7−→ gh e´ uma bijec¸a˜o, e portanto ao g percorrer G , gh tambe´m percorrera´ G .
Portanto temos que U e´ unita´ria relativa ao produto interno definido acima.

Note que o fato de G ser finito e´ fundamental, como ilustrado no exemplo abaixo:
Exemplo 1.1.7 Considere G = Z , fixe a ∈ C\{0} , e defina Ua : Z −→ GL(C) por
Ua(n) = Lan, o operador de multiplicac¸a˜o por an, onde n ∈ N∗.
E´ fa´cil ver que C, possui um u´nico produto interno a menos de constante real positiva, a
saber,
〈z, w 〉 = zw, ∀z, w ∈ C.
Se |a| 6= 1 , enta˜o Ua na˜o sera´ unita´rio. De fato, sejam z, w ∈ C arbitra´rios. Enta˜o
〈Ua(z), Ua(w)〉 = 〈Lan(z), Lan(w)〉 = 〈anz, anw〉 = anzanw = |an| zw.
Note que
|an| zw 6= zw = 〈z, w 〉,
ja´ que por hipo´tese |an| 6= 1.
Logo Ua na˜o e´ unita´rio.
De agora em diante, no decorrer de todo o texto, quando dissermos “representac¸a˜o de G ”,
queremos dizer “representac¸a˜o unita´ria de G ”. O Teorema acima nos garante essencialmente
que na˜o ha´ perda de generalidade em fazermos esta restric¸a˜o quando G e´ finito.
Proposic¸a˜o 1.1.8 Dada uma representac¸a˜o U de G, para todo g ∈ G temos que os autova-
lores de U (g) sa˜o ra´ızes da unidade.
Prova Para todo g ∈ G existe n ∈ N∗ tal que gn = e, ja´ que G e´ finito. Enta˜o
[U(g)]n = U(gn) = U(e) = Id.
Seja λg ∈ C um autovalor de U(g), enta˜o
U(g)vg = λgvg,
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onde vg e´ um autovetor associado ao autovalor λg. Note que
U(g)vg = λgvg =⇒ U(g)U(g)vg = U(g)λgvg =⇒
=⇒ [U(g)]2vg = λgU(g)vg =⇒
=⇒ U(g2)vg = λ2gvg.
Por induc¸a˜o temos
U(gn)vg = λng vg =⇒ Idvg = λng vg =⇒
=⇒ λng vg − vg = 0 =⇒
=⇒ vg(λng − 1) = 0.
Como vg e´ autovetor
λng − 1 = 0 =⇒ λng = 1.
Portanto λg e´ raiz da unidade,

Definic¸a˜o 1.1.9 Sejam U : G −→ U(V) e V : G −→ U(W) duas representac¸o˜es do mesmo
grupo finito G. Dizemos que U e V sa˜o representac¸o˜es unitariamente equivalentes (ou sim-
plesmente equivalentes) se, e somente se, existir uma aplicac¸a˜o linear unita´ria W : V −→W
tal que para todo g ∈ G temos que
V (g) =WU(g)W ∗.
Observac¸a˜o 1.1.10 ComoW e´ unita´rio,W ∗ =W−1, donde na definic¸a˜o acima poder´ıamos
escrever
V (g) =WU(g)W−1 ∀g ∈ G.
Nosso objetivo e´ classificar representac¸o˜es a menos de equivaleˆncia. Poder´ıamos nos
perguntar por que na˜o consideramos a “priori” uma noc¸a˜o mais fraca de equivaleˆncia, onde
W e´ considerado somente invers´ıvel. Por causa da unitariedade das representac¸o˜es, isto na˜o
muda nada, pois temos o teorema a seguir:
Teorema 1.1.11 Sejam U , V representac¸o˜es unita´rias de G em espac¸os de Hilbert V e W,
respectivamente. Suponha que exista uma aplicac¸a˜o linear invers´ıvel T : V −→W tal que
U(g) = T−1V (g)T ∀g ∈ G.
Enta˜o existe uma aplicac¸a˜o unita´ria W : V −→W tal que
U(g) =W ∗V (g)W ∀g ∈ G.
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Prova Seja g ∈ G . Enta˜o,
U(g−1) = (U(g))−1 = (U(g))∗ =
(
T−1V (g)T
)∗ = T ∗(V (g))∗ (T−1)∗ = T ∗V (g−1) (T ∗)−1 .
Logo U(g) = T ∗V (g)(T ∗)−1, e sabemos que V (g) = TU(g)T−1. Enta˜o
U(g) = T ∗TU(g)T−1(T ∗)−1 =⇒ T ∗T = U−1(g)(T ∗T )U(g).
|T | := (T ∗T ) 12 e´ a u´nica raiz quadrada do operador T ∗T , pois T ∗T ≥ 0, como a con-
jugac¸a˜o por um unita´rio comuta com a operac¸a˜o de raiz quadrada, temos que
|T | = (T ∗T ) 12 = [U−1(g)(T ∗T )U(g)] 12 =
= U−1(g)(T ∗T )
1
2U(g) =
= U−1(g)|T |U(g).
Seja T = W |T | a decomposic¸a˜o polar de T ∗T. W e´ unita´rio de V para W. Como |T | e´
invers´ıvel,
WU(g)W−1 = T |T |−1U(g)|T |T−1 = TU(g)T−1 = V (g)
=⇒ U(g) =W ∗V (g)W ∀g ∈ G.

1.2 Irredutibilidade e reduc¸a˜o completa
Sejam V eW espac¸os vetoriais sobre k. A sua soma direta V⊕W e´ o espac¸o vetorial definido
como o produto cartesiano V×W com as operac¸o˜es induzidas coordenada por coordenada,
por exemplo para v1, v2 ∈ V e w1, w2 ∈W
(v1, w1) + (v2, w2) = (v1 + v2, w1 + w2).
Se V e W sa˜o espac¸os de Hilbert, enta˜o V⊕W tambe´m o sera´ com o produto interno
〈(v1, w1), (v2, w2)〉 = 〈v1, w1〉V + 〈v2, w2〉W .
Se V ∈ L(V) e W ∈ L(W), definimos V ⊕W ∈ L(V⊕W) por
(V ⊕W )(v, w) = (V v,Ww).
Note que (V ⊕W )(V1⊕W1) = (V V1⊕WW1), e se V ∈ U(V), W ∈ U(W), enta˜o V ⊕W ∈
U(V⊕W) . Segue-se que se V ,W sa˜o representac¸o˜es de G em V eW, respectivamente, enta˜o
V ⊕W : G −→ U(V⊕W)
(V ⊕W )(g) 7−→ U(g)⊕ V (g)
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tambe´m e´ representac¸a˜o de G. Ela e´ chamada representac¸a˜o soma direta de V e W (ou
a soma direta das representac¸o˜es V e W ). Analogamente, podemos definir soma direta de
espac¸os vetoriais e representac¸a˜o soma direta de representac¸o˜es para n ∈ N∗ com n > 2.
Podemos construir representac¸o˜es mais complexas de G utilizando a soma direta. Isto nos
sugere tentarmos utilizar a soma direta para simplificar uma representac¸a˜o; a grosso modo,
procure as representac¸o˜es que na˜o podem ser escritas como uma soma direta de outras
representac¸o˜es, e use estas representac¸o˜es como “blocos construtores” das representac¸o˜es. A
seguinte definic¸a˜o e´ imprescind´ıvel para esta “construc¸a˜o”:
Definic¸a˜o 1.2.1 Seja U uma representac¸a˜o de G em V. Um subespac¸o W ⊆ V e´ chamado
U -invariante se para todo g ∈ G e w ∈W , U(g)w ∈W.
Definic¸a˜o 1.2.2 Uma representac¸a˜o U : G −→ U(V) e´ dita irredut´ıvel se os u´nicos su-
bespac¸os U -invariantes de V forem {0} e V .
Definic¸a˜o 1.2.3 Dizemos que uma representac¸a˜o U de G em Ve´ redut´ıvel, se na˜o for irre-
dut´ıvel.
Teorema 1.2.4 O complemento ortogonal de um subespac¸o U -invariante W ⊆ V tambe´m
sera´ U -invariante.
Prova Seja W⊥ = {v ∈ V : 〈v, w〉 = 0 ∀w ∈W}.
Tome v ∈W⊥, g ∈ G e w ∈W, arbitra´rios. Enta˜o,
〈U(g)v, w〉 = 〈U(g−1)U(g)v, U(g−1)w〉 = 〈v, U(g−1)w〉 = 0,
pois U(g−1)w ∈W.
Assim, U(g)v ∈W⊥ ∀g ∈ G, ∀v ∈W⊥.
Portanto W⊥ e´ U -invariante.

Se uma representac¸a˜o U e´ tal que V possui um subespac¸oW que e´ U -invariante, podemos
encontrar a partir de W uma representac¸a˜o soma direta apropriada que e´ equivalente a U ,
da seguinte forma:
Se ∃ W ⊆ V subespac¸o U -invariante enta˜o note que V e´ isomorfo a W⊕W⊥ via a
aplicac¸a˜o
T :W⊕W⊥ −→ V
(w1, w2) 7−→ T (w1, w2)
dada por
T (w1, w2) = w1 + w2.
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Ale´m disso, T e´ unita´ria quando V e´ um espac¸o de Hilbert, e o produto interno em
W⊕W⊥ e´ dado como acima, a partir dos produtos internos em W e W⊥ induzidos do
produto interno de V. De fato, dados (w1, w2) , (v1, v2) ∈W⊕W⊥ arbitrariamente, temos
〈T (w1, w2) , T (v1, v2)〉V = 〈w1 + w2, v1 + v2〉V =
= 〈w1, v1〉W + 〈w2, v2〉W⊥ =
= 〈(w1, w2) , (v1, v2)〉W⊕W⊥ .
Sejam ι1 : W −→ V e ι2 : W⊥−→ V as incluso˜es; enta˜o ι∗1 : V −→W e ι∗2 : V−→W⊥
sa˜o as projec¸o˜es ortogonais sobre W e W⊥, respectivamente; temos que ι1ι∗1 : V −→ V e´ a
projec¸a˜o ortogonal de V sobre W com contradomı´nio V, e da mesma forma ι2ι∗2 : V −→ V e´
a projec¸a˜o ortogonal de V sobre W⊥ com contradomı´nio V. Ainda, ι∗1ι1 = IdW, assim como
ι∗2ι2 = IdW⊥ .
Defina
U |W : G −→ U(W)
g 7−→ ι∗1U(g)ι1
e similarmente
U |W⊥ : G −→ U(W⊥)
g 7−→ ι∗2U(g)ι2
Note que para todo g ∈ G, U |W (g) e´ de fato unita´rio pois
[U |W (g)]∗ U |W (g) = ι∗1 [U(g)]∗ ι1ι∗1U(g)ι1 = ι∗1 [U(g)]∗ U(g)ι1 = ι∗1U(g−1g)ι1 = ι∗1ι1 = IdW,
e analogamente U |W (g) [U |W (g)]∗ = IdW; uma conta semelhante prova que U |W⊥ (g) e´
unita´rio para todo g ∈ G.
Afirmamos que U e´ equivalente a U |W⊕U |W⊥ ; de fato, para v ∈ V arbitra´rio, v = w1+w2
para uma escolha u´nica de w1 ∈W, w2 ∈ W⊥. Assim, para todo g ∈ G,
T (U |W⊕U |W⊥) (g)T−1 (v) = T (U |W (g)⊕U |W⊥ (g))T−1 (v) =
= U |W (g) (w1) + U |W⊥ (g) (w2) =
= ι∗1U(g)ι1 (w1) + ι
∗
2U(g)ι2 (w2) =
= U(g) (w1) + U(g) (w2) =
= U(g) (v) .
Em outras palavras, U e´ equivalente a uma soma direta de representac¸o˜es.
Corola´rio 1.2.5 Uma representac¸a˜o U : G −→ U(V) e´ irredut´ıvel se, e so´ se, na˜o e´ equi-
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valente a uma soma direta de representac¸o˜es pro´prias.
Teorema 1.2.6 Toda representac¸a˜o U : G −→ U(V) e´ equivalente a uma soma direta de
representac¸o˜es irredut´ıveis.
Prova Induc¸a˜o sobre dim(V) .
• dim(V) = 1 , nada a fazer, pois os u´nicos subespac¸os de V sa˜o os triviais ({0} ,V) ,
logo U e´ irredut´ıvel.
• Suponha que o resultado e´ va´lido para dim(V) < n (2◦ princ´ıpio de induc¸a˜o).
1. Se V na˜o possui subespac¸os U -invariantes enta˜o U e´ irredut´ıvel.
2. Se ∃ W  V U -invariante, dim(W) < n e dim(W⊥) < n . Enta˜o, pela hipo´tese de
induc¸a˜o temos
U ∼ U |W ⊕ U |W⊥ ∼ U1 ⊕ . . . ⊕ Uk ⊕ U ′1 ⊕ . . . ⊕ U
′
l , onde U1, . . . , Uk sa˜o repre-
sentac¸o˜es irredut´ıveis cuja a soma e´ equivalente a U |W, assim como U ′1, . . . , U
′
l sa˜o
representac¸o˜es irredut´ıveis cuja soma e´ equivalente a U |W⊥ .

Observe que a relac¸a˜o “ser unitariamente equivalente” e´ uma relac¸a˜o de equivaleˆncia.
Considere o conjunto de todas as representac¸o˜es irredut´ıveis de G , fac¸a o quociente por esta
relac¸a˜o e, denote por Ĝ este quociente, ou seja, Ĝ e´ o conjunto das classes de equivaleˆncia
das representac¸o˜es irredut´ıveis de G.
Para cada α ∈ Ĝ, fixaremos a partir de agora um representante D(α) : G −→ U (V(α))
desta classe; se dα e´ o grau da representac¸a˜o D(α), note que podemos ver D(α) como uma
matriz dα×dα com coeficientes D(α)ij ∈ F(G,C) = {f : G −→ C | f e´ func¸a˜o}, de modo que,
para todo g ∈ G, D(α) (g) =
[
D
(α)
ij (g)
]dα
ij=1
.
1.3 A a´lgebra de grupo e representac¸o˜es regulares
Definic¸a˜o 1.3.1 Uma a´lgebra A sobre C e´ um espac¸o vetorial complexo equipado com uma
operac¸a˜o bilinear e associativa
· : A×A −→ A
(a, b) 7−→ a · b
Definic¸a˜o 1.3.2 Seja A uma a´lgebra. Uma involuc¸a˜o em A e´ uma func¸a˜o
(·)∗ : A −→ A
a 7−→ a∗
satisfazendo para todo a, b ∈ A e λ ∈ C as seguintes condic¸o˜es:
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1. (a+ b)∗ = a∗ + b∗;
2. (λa)∗ = λa∗;
3. (a · b)∗ = b∗ · a∗;
4. (a∗)∗ = a.
Definic¸a˜o 1.3.3 Dada uma a´lgebra A e (·)∗ uma involuc¸a˜o em A, dizemos que (A, (·)∗) e´
uma ∗−a´lgebra.
Definic¸a˜o 1.3.4 Uma a´lgebra normada A e´ uma a´lgebra sobre C equipada com uma func¸a˜o
norma
‖·‖ : A −→ R
a 7−→ ‖a‖
que faz com que A seja uma espac¸o normado, ou seja, para todo a, b ∈ A e λ ∈ C
tenhamos:
1. ‖a‖ ≥ 0;
2. ‖a‖ = 0 =⇒ a = 0;
3. ‖λa‖ = |λ| ‖a‖ , onde |λ| indica o mo´dulo do nu´mero complexo λ;
4. ‖a+ b‖ ≤ ‖a‖+ ‖b‖ ,
e ale´m disso obedec¸a ao seguinte axioma envolvendo a operac¸a˜o de multiplicac¸a˜o:
5. ‖a · b‖ ≤ ‖a‖ ‖b‖ .
Definic¸a˜o 1.3.5 Uma a´lgebra de Banach e´ uma a´lgebra normada completa.
Definic¸a˜o 1.3.6 Uma ∗−a´lgebra de Banach e´ uma a´lgebra de Banach com uma involuc¸a˜o
(·)∗ satisfazendo para todo a ∈ A
‖a∗‖ = ‖a‖ .
Exemplo 1.3.7 Seja V um C−espac¸o vetorial de dimensa˜o finita. Note que o espac¸o ve-
torial L(V) das transformac¸o˜es lineares T : V −→ V possui uma estrutura de a´lgebra com
“produto” dado pela composic¸a˜o de transformac¸o˜es lineares e caso V tenha produto interno
〈 , 〉, L(V) com a norma de operadores dada por:
||T || = sup
||v||0≤1
{||T (v)||0} ∀T ∈ L(V),
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onde v ∈ V e ‖·‖0 =
√〈 , 〉, e´ uma ∗−a´lgebra de Banach (pois V tem dimensa˜o finita)
com involuc¸a˜o dada pela adjunc¸a˜o de operadores. Note que alternativamente poder´ıamos ter
definido a norma em L(V) por:
||T || = sup
||v||0 ≤ 1
||w||0 ≤ 1
{| 〈v, T (w)〉 |} ∀T ∈ L(V),
onde v, w ∈ V.
Definic¸a˜o 1.3.8 Uma C∗−a´lgebra e´ uma ∗−a´lgebra de Banach que satisfaz para todo a ∈ A
‖a∗a‖ = ‖a‖2 .
Considere F(G,C) o espac¸o vetorial (sobre C) das func¸o˜es de G em C, onde a soma e o
produto por escalar sa˜o definidos ponto a ponto.
Para cada g ∈ G, defina
δg : G −→ C
h 7−→ δg(h) = δg,h
onde δg,h = 0 se g 6= h e δg,h = 1 se g = h.
Note que {δg}g∈G e´ um conjunto linearmente independente em F(G,C), pois:
Defina f =
∑
g∈G
agδg, onde ag ∈ C ∀g ∈ G. Suponha que f =
∑
g∈G
agδg = 0. Mas, para todo
h ∈ g f(h) = ah. Logo para todo h ∈ G temos que ah = 0, donde segue que {δg}g∈G e´ um
conjunto linearmente independente.
Definic¸a˜o 1.3.9 CG := F(G,C).
Note que {δg}g∈G e´ base de CG como espac¸o vetorial.
Defina a seguinte operac¸a˜o em CG :
∗ : CG× CG −→ CG
(a, b) 7−→ a ∗ b
onde
(a ∗ b)(g) =
∑
h∈G
a(h)b(h−1g).
Proposic¸a˜o 1.3.10 ∗ e´ bilinear e associativa.
Prova Sejam a, b, c ∈ CG,λ ∈ C e g ∈ G, arbitra´rios.
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• Bilinearidade:
[a ∗ (b+ λc)] (g) =
∑
h∈G
a(h)(b+ λc)(h−1g) =
=
∑
h∈G
a(h)[b(h−1g) + λc(h−1g)] =
=
∑
h∈G
a(h)b(h−1g) + a(h)λc(h−1g) =
=
∑
h∈G
a(h)b(h−1g) + λ
∑
h∈G
a(h)c(h−1g) =
= [(a ∗ b) + λ(a ∗ c)] (g).
Analogamente tem-se que
(a+ λb) ∗ c = (a ∗ c) + λ(b ∗ c).
• Associatividade:
[(a ∗ b) ∗ c](g) =
∑
h∈G
(a ∗ b)(h)c(h−1g) =
=
∑
h,l∈G
a(l)b(l−1h)c(h−1g) =
=
∑
h′,l∈G
a(l)b(h′)c((h′)−1l−1g) =
=
∑
l∈G
a(l)(b ∗ c)(l−1g) = [a ∗ (b ∗ c)] (g),
donde segue o resultado. Note que na terceira igualdade simplesmente usamos o fato
que existe um h′ ∈ G tal que
l−1h = h′ =⇒ h = lh′ =⇒ h−1 = (h′)−1 l−1.

A operac¸a˜o ∗ e´ chamada produto de convoluc¸a˜o.
Observe que poder´ıamos ter definido o produto de convoluc¸a˜o por
(a ∗ b)(g) =
∑
h∈G
a(gh−1)b(h) ∀a, b ∈ CG,∀g ∈ G
e, que CG com o produto de convoluc¸a˜o e´ uma a´lgebra.
O leitor pode se perguntar sob quais hipo´teses e´ garantida a comutatividade do produto
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de convoluc¸a˜o. Observe que para quaisquer a, b ∈ CG temos
(a ∗ b)(g) =
∑
h∈G
a(h)b(h−1g) =
∑
l∈G
b(l)a(gl−1).
Logo se o grupo G for abeliano o produto de convoluc¸a˜o sera´ comutativo.
Definic¸a˜o 1.3.11 CG com o produto de convoluc¸a˜o e´ chamado a a´lgebra do grupo G.
Agora defina na a´lgebra do grupo G a seguinte operac¸a˜o
(·)∗ : CG −→ CG
a 7−→ a∗
onde a∗(g) = a(g−1) .
Proposic¸a˜o 1.3.12 (·)∗ e´ uma involuc¸a˜o em CG.
Prova Sejam a, b ∈ CG, g ∈ G, λ ∈ C, arbitra´rios.
1. (a+ b)∗ = a∗ + b∗,pois
(a+ b)∗(g) = (a+ b)(g−1) =
= a(g−1) + b(g−1) =
= a(g−1) + b(g−1) =
= a∗(g) + b∗(g).
2. (λa)∗(g) = λa(g−1) = λ a(g−1) = λa∗(g).
Logo (λa)∗ = λa∗.
3. (a ∗ b)∗ = b∗a∗, pois
(a ∗ b)∗(g) = a ∗ b(g−1) =
=
∑
h∈G
a(h)b(h−1g−1) =
=
∑
h∈G
a(h)b((gh)−1) =
=
∑
l∈G
b(l−1)a(g−1l) =
=
∑
l∈G
b∗(l)a∗(l−1g) = b∗ ∗ a∗(g).
Na quarta igualdade usamos o fato de que gh = l, para algum l ∈ G, enta˜o h = g−1l.
4. (a∗)∗(g) = a∗(g−1) = a(g) = a(g).
Portanto (a∗)∗ = a.
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Logo (·)∗ e´ uma involuc¸a˜o em CG.

A operac¸a˜o (·)∗ como definida acima e´ comumente denominada conjugac¸a˜o.
Note enta˜o que CG e´ uma ∗−a´lgebra com a operac¸a˜o de conjugac¸a˜o e ainda que CG
possui unidade, a saber δe ; de fato, tome g ∈ G arbitra´rio . Enta˜o temos que
(δe ∗ a)(g) =
∑
h∈G
δe(h)a(h−1g) = a(g),
(a ∗ δe)(g) =
∑
h∈G
a(h)δe(h−1g) = a(g),
donde segue que δe e´ unidade de CG.
Lema 1.3.13 Para quaisquer g, h ∈ G temos as seguintes relac¸o˜es:
1. δg ∗ δh = δg,h;
2. δ∗g = δg−1 .
Prova Para quaisquer g, h, l ∈ G temos:
δg ∗ δh(l) =
∑
m∈G
δg(m)δh(m−1l) = δl,gh = δgh(l),
δ∗g(h) = δg(h−1) = δg,h−1 = δg−1,h = δg−1(h),
donde segue o resultado.

Proposic¸a˜o 1.3.14 A aplicac¸a˜o
〈 , 〉 : CG× CG −→ C
(a, b) 7−→ 〈a, b〉
onde
〈a, b〉 = 1
#(G)
∑
g∈G
a(g)b(g) ∀a, b ∈ CG
e´ um produto interno em CG (visto como espac¸o vetorial).
Prova Sejam a, b ∈ CG e λ ∈ C, arbitra´rios.
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1. Fixe c ∈ CG.
〈a+ λb, c〉 = 1
#(G)
∑
g∈G
(a+ λb)(g)c(g) =
=
1
#(G)
∑
g∈G
[a(g) + λb(g)]c(g) =
=
1
#(G)
∑
g∈G
a(g)c(g) + λb(g)c(g) =
=
1
#(G)
∑
g∈G
a(g)c(g) + λ
1
#(G)
∑
g∈G
b(g)c(g) =
= 〈a, c〉+ λ 〈b, c〉 .
2.
〈b, a〉 = 1
#(G)
∑
g∈G
b(g)a(g) =
=
1
#(G)
∑
g∈G
b(g)a(g) =
=
1
#(G)
∑
g∈G
a(g)b(g) = 〈a, b〉 .
3.
〈a, a〉 = 1
#(G)
∑
g∈G
a(g)a(g) =
1
#(G)
∑
g∈G
|a(g)|2 ≥ 0.
〈a, a〉 = 0⇐⇒ 1
#(G)
∑
g∈G
|a(g)|2 = 0⇐⇒ a(g) = 0 ∀g ∈ G⇐⇒ a ≡ 0.
Portanto 〈 , 〉 e´ um produto interno em CG.

Desta forma podemos dar a CG uma norma canoˆnica, a saber,
‖a‖0 =
√
〈a, a〉.
Portanto CG e´ um espac¸o de Hilbert, pois e´ um espac¸o vetorial com produto interno de
dimensa˜o finita (todo espac¸o vetorial normado de dimensa˜o finita e´ completo na topologia
da norma).
Definic¸a˜o 1.3.15 Dada uma a´lgebra A (tambe´m sobre C), uma representac¸a˜o de A sobre
V e´ um homomorfismo de a´lgebras ϕ : A −→ L(V), isto e´, ϕ satisfaz
1. ϕ(a+ b) = ϕ(a) + ϕ(b) ∀a, b ∈ A;
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2. ϕ(αa) = αϕ(a) ∀α ∈ C, ∀a ∈ A;
3. ϕ(ab) = ϕ(a) ◦ ϕ(b) ∀a, b ∈ A.
Se A possui unidade e ϕ satisfaz adicionalmente ϕ(1) = Id, onde 1 e´ a unidade da
a´lgebra A, dizemos que ϕ e´ representac¸a˜o unital de A sobre V .
Definic¸a˜o 1.3.16 Uma ∗−representac¸a˜o de uma ∗−a´lgebra A sobre o espac¸o vetorial com
produto interno V, e´ uma representac¸a˜o ϕ : A −→ L(V) satisfazendo adicionalmente o axi-
oma
ϕ(a∗) = [ϕ(a)]∗ ∀a ∈ A.
Considere
L : CG −→ L(CG)
a 7−→ L(a) := La
onde La(b) = a ∗ b, ∀b ∈ CG.
Notemos que L e´ injetora. De fato:
Sejam a, b ∈ CG tais que L(a) = L(b). Enta˜o, em particular para c = δe
a = a ∗ δe = La(δe) = Lb(δe) = b ∗ δe = b.
Portanto L e´ injetora.
Proposic¸a˜o 1.3.17 L e´ uma ∗−representac¸a˜o da ∗−a´lgebra CG sobre o espac¸o vetorial com
produto interno CG.
Prova Primeiramente vamos mostrar que L e´ um ∗−homomorfismo.
Sejam a, b, c ∈ CG e λ ∈ C, arbitra´rios.
1. L(a+λb)(c) = (a+ λb) ∗ c = a ∗ c+ λ(b ∗ c) = La(c) + λLb(c).
2. La∗b(c) = (a ∗ b) ∗ c = a ∗ (b ∗ c) = La(b ∗ c) = La(Lb(c)).
Portanto La∗b = La ◦ Lb.
Basta enta˜o provarmos que La∗ = [La]∗. Isto segue de
〈La(b), c〉 = 1#(G)
∑
g∈G
(a ∗ b)(g)c(g) =
=
1
#(G)
∑
g,h∈G
a(h)b(h−1g)c(g) =
=
1
#(G)
∑
g′∈G
b(g′)
(∑
h∈G
a(h)c(hg′)
)
=
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=
1
#(G)
∑
g′∈G
b(g′)
(∑
h∈G
a∗(h−1)c(hg′)
)
=
=
1
#(G)
∑
g′∈G
b(g′)(a∗ ∗ c)(g′) =
= 〈b, La∗(c)〉 .
Observe que na terceira igualdade usamos o fato de que existe g′ ∈ G tal que g′ = h−1g.
Portanto L e´ uma ∗−representac¸a˜o da a´lgebra CG sobre o espac¸o vetorial CG.

Definic¸a˜o 1.3.18 L e´ chamada ∗−representac¸a˜o regular a` esquerda da ∗−a´lgebra CG sobre
o espac¸o vetorial com produto interno CG.
Proposic¸a˜o 1.3.19 A aplicac¸a˜o
‖·‖ : CG −→ C
a 7−→ ‖a‖ := ‖La‖ ,
onde ‖La‖ e´ a norma do operador La, como definida no exemplo 1.3.7 e´ uma norma em
CG,visto como uma ∗−a´lgebra de Banach.
Prova Os axiomas 1, 3 e 4 de norma seguem das propriedades de norma de operadores.
Sejam a, b, c ∈ CG, arbitra´rios.
• ‖a‖ = 0⇐⇒ a = 0, pois:
(⇐) a = 0, obviamente La = L(a) = L(0) = 0; assim
‖a‖ = ‖La‖ = ‖0‖ = 0.
(⇒) Suponha ‖a‖ = 0. Enta˜o ‖La‖ = 0, e portanto do fato que L e´ injetora temos que
L(a) = La = 0 = L(0) =⇒ a = 0.
• ‖a ∗ b‖ ≤ ‖a‖ ‖b‖ , pois:
‖La∗b(c)‖0 = 〈La∗b(c), La∗b(c)〉 =
= 〈La(Lb(c)), La(Lb(c))〉 =
= ‖La(Lb(c))‖20 ≤ ‖La‖2 ‖Lb(c)‖20 ≤
≤ ‖La‖2 ‖Lb‖2 ‖c‖20 = ‖a‖2 ‖b‖2 ‖c‖20 .
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Logo
‖a ∗ b‖ = ||La∗b|| ≤ ‖a‖ ‖b‖ .
• ‖a‖ = ‖a∗‖ , pois:
– se a = 0 : a = 0 =⇒ La = La∗ = 0, logo
‖a‖ = ‖La‖ = 0 = ‖La∗‖ = ‖a∗‖ .
– se a 6= 0 : pela desigualdade de Cauchy-Schwarz temos para b, c com ‖b‖0 ≤
1, ‖c‖0 ≤ 1 que
〈b, La(c)〉 ≤ ‖b‖0 ‖La(c)‖0 ≤ ‖b‖0 ‖La‖ ‖c‖0 ≤ ‖La‖ = ‖a‖ .
Agora, ∀ > 0 ∃ b 6= 0 tal que ‖b‖0 ≤ 1 e ‖La(b)‖0 ≥ ‖a‖ − .
Escolha  <
‖a‖
2
e c =
La(b)
‖La(b)‖0
. Note que ‖c‖0 = 1 e que ‖La(b)‖0 6= 0, ja´ que
b 6= 0, a 6= 0 e como L e´ injetora La(b) 6= 0. e Enta˜o
|〈c, La(b)〉| =
∣∣∣∣〈 La(b)‖La(b)‖0 , La(b)
〉∣∣∣∣ =
=
1
‖La(b)‖0
‖La(b)‖20 =
= ‖La(b)‖0 ≥ ‖a‖ − .
Portanto,
‖a∗‖ = sup
||c||0 ≤ 1
||b||0 ≤ 1
{| 〈c, La(b)〉 |} ≥ ‖a‖ −  ∀ > 0.
Logo,
‖a‖ ≤ ‖a∗‖ .
Refazendo as contas com a∗ no lugar de a, teremos ‖a∗‖ ≤ ‖a‖ ,donde
‖a‖ = ‖a∗‖ ,
e o resultado segue.

Note ainda que ‖·‖ : CG −→ C satisfaz
‖a∗ ∗ a‖ = ‖a‖2 ∀a ∈ CG.
De fato, tome a ∈ CG, arbitra´rio. Temos que
20
‖a∗ ∗ a‖ ≤ ‖a∗‖ ‖a‖ = ‖a‖2 .
Por outro lado,
‖a‖2 = sup
‖b‖0≤1
{|〈La(b), La(b)〉|} =
= sup
‖b‖0≤1
{|〈b, La∗∗a(b)〉|} ≤
≤ sup
‖b‖0 ≤ 1
‖c‖0 ≤ 1
{|〈c, La∗∗a(b)〉|} =
= ‖a∗ ∗ a‖ .
Portanto ‖a∗ ∗ a‖ = ‖a‖2 ∀a ∈ CG.
Observe que provamos com isto que CG com o produto de convoluc¸a˜o, a conjugac¸a˜o e a
norma dadas acima e´ uma C∗−a´lgebra.
Como L e´ injetora se restringirmos seu contradomı´nio a sua imagem teremos um ∗−isomorfismo
entre a C∗−a´lgebra CG e a Im(L) ⊆ L(CG). Logo temos uma “co´pia” da C∗−a´lgebra CG
em Im(L). Isto e´ muito u´til, pois podemos obter resultados sobre a C∗−a´lgebra CG atrave´s
da teoria de operadores em espac¸os de Hilbert.
Proposic¸a˜o 1.3.20 {√#(G)δg}g∈G e´ uma base ortonormal do espac¸o vetorial CG.
Prova Ja´ sabemos que {√#(G)δg}g∈G e´ base, pois {δg}g∈G e´ base e #(G). Basta enta˜o,
provarmos que e´ ortonormal.
Sejam g, h ∈ G arbitra´rios. Enta˜o〈√
#(G)δg,
√
#(G)δh
〉
=
1
#(G)
∑
l∈G
√
#(G)δg(l)
√
#(G)δh(l) =
∑
l∈G
δg,lδh,l = δg,h,
donde segue o resultado.

Teorema 1.3.21 Seja U : G −→ U(V) uma representac¸a˜o. Defina a aplicac¸a˜o
U : CG −→ L(V)
a 7−→ U(a)
onde U(a) =
∑
g∈G
a(g)U(g) . Enta˜o a aplicac¸a˜o U e´ uma ∗−representac¸a˜o unital de CG.
Reciprocamente, dado U : CG −→ L(V) ∗−representac¸a˜o unital de CG enta˜o existe U :
G −→ U(V) representac¸a˜o associada a U como acima.
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Prova (⇒) Sejam a, b ∈ CG, λ ∈ k , v , w ∈ V .
Vamos verificar primeiramente que U e´ linear.
U(a+ λb) =
∑
g∈G
(a+ λb)(g)U(g) =
∑
g∈G
a(g)U(g) + λ
∑
g∈G
b(g)U(g) = U(a) + λU(b).
Agora note que,
U(a) ◦ U(b) =
∑
g∈G
a(g)U(g)
(∑
h∈G
b(h)U(h)
)
=
=
∑
g,h∈G
a(g)b(h)U(g)U(h) =
=
∑
g,h∈G
a(g)b(h)U(gh) =
=
∑
l∈G
∑
g∈G
a(g)b(g−1l)
U(l) =
=
∑
l∈G
(a ∗ b)(l)U(l) = U(a ∗ b).
Na quarta igualdade usamos o fato de existe l ∈ G tal que l = gh.
Tambe´m temos que
〈U(a)v, w〉 =
〈∑
g∈G
a(g)U(g)v, w
〉
=
∑
g∈G
a(g) 〈U(g)v, w〉 =
=
∑
g∈G
a(g) 〈v, [U(g)]∗w〉 =
∑
g∈G
a(g)
〈
v, U(g−1)w
〉
=
=
〈
v,
∑
g∈G
a(g)U(g−1)w
〉
=
〈
v,
∑
g∈G
a ((g−1)−1)U(g−1)w
〉
=
〈
v,
∑
g∈G
a∗(g−1)U(g−1)w
〉
= 〈v,U(a∗)w〉
=⇒ U∗(a) = U(a∗).
Por fim, temos que U preserva identidade, pois
U(δe) =
∑
g∈G
δe(g)U(g) = U(e) = Id,
donde segue que a aplicac¸a˜o U e´ uma ∗−representac¸a˜o unital de CG.
(⇐) Defina
U : G −→ L(V)
g 7−→ U(g) := U(g)
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Veja que para todo g ∈ G U(δg) e´ unita´rio, pois utilizando as relac¸o˜es do lema 1.3.13
temos
U(δg)◦ (U(δg))∗ = U(δg) ◦ U(δg)∗=
= U(δg) ◦ U(δg−1) =
= U(δg ∗ δg−1) =
= U(δe) = Id
e da mesma forma (U(δg))
∗ ◦U(δg) = Id.
Logo U : G −→ U(V).
• U e´ homomorfismo: Sejam g, h ∈ G arbitra´rios.
U(g)U(h) = U(δg)U(δh) = U(δg ∗ δh) = U(δgh) =U(gh).
Portanto U e´ representac¸a˜o unita´ria associada a U como quer´ıamos.

Portanto, este teorema nos diz que ha´ uma correspondeˆncia 1−1 entre representac¸o˜es de
G e ∗−representac¸o˜es de CG.Em particular, dada L a ∗-representac¸a˜o regular a` esquerda da
C∗-a´lgebra CG, o teorema nos garante a existeˆncia de uma representac¸a˜o L˜ : G −→ U (CG)
tal que
L (a) =
∑
g∈G
a (g) L˜ (g) ∀a ∈ CG.
Note que, para cada h ∈ G,
L (δh) =
∑
g∈G
δh (g) L˜ (g) = L˜ (h) .
A representac¸a˜o L˜ como acima e´ denominada representac¸a˜o regular a` esquerda do grupo
G.
Para o pro´ximo resultado, consultar as definic¸o˜es relevantes no final da sec¸a˜o 1.2.
Proposic¸a˜o 1.3.22 O espac¸o vetorial gerado pelos Dαij : G −→ C, onde α percorre Ĝ e i, j
percorrem {1, . . . , dα}, separa pontos, ou seja, para quaisquer h, l ∈ G, com h 6= l, existe
uma f : G −→ C da forma
f =
∑
α,i,j
CαijD
α
ij , Cαij ∈ C,
tal que f(h) = 1 e f(l) = 0.
Prova Seja L˜ a representac¸a˜o regular a` esquerda do grupo G. Para cada g ∈ G, L˜ (g) ∈
U (CG), logo como sabemos que dim (CG) = # (G), podemos indexar a matriz L˜ (g) pelos
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elementos de G. Defina
fh : G −→ C
g 7−→ fh (g)
onde
fh (g) = # (G)
〈
δh, L˜ (g) δe
〉
.
Observe que fh (h) = 1 e fh (g) = 0, ∀g 6= h ∈ G. Agora, sabemos que L˜ e´ equivalente a
uma soma direta das representac¸o˜es irredut´ıveis D(α) de G; logo, existe
W : ⊕
α∈Ĝ
ηαV(α) −→ CG unita´rio tal que, para todo g ∈ G,
L˜ (g) =W
(
⊕
α∈Ĝ
ηαD
(α) (g)
)
W ∗.
Os ηγαβ sa˜o nu´meros naturais e representam o nu´mero de vezes que o termo D
(γ) aparece
na soma direta. Convencionaremos que, caso D(θ) na˜o aparec¸a nesta decomposic¸a˜o para
algum θ ∈ Ĝ, enta˜o ηθαβ = 0.
Vemos enta˜o que cada entrada da matriz L˜ (g) e´ uma combinac¸a˜o linear das entradas da
matriz ⊕
α∈Ĝ
ηαD
(α) (g) (onde os coeficientes da combinac¸a˜o linear claramente na˜o dependem
de g), e temos a forma
fh (g) =
∑
α,i,j
CαijD
α
ij (g) , Cαij ∈ C,
o resultado segue.

Definic¸a˜o 1.3.23 Seja U uma ∗−representac¸a˜o de CG em L(V). Um subespac¸o W ⊆ V e´
chamado U -invariante se para todo a ∈ CG e w ∈W , U(a)w ∈W.
Assim como temos representac¸o˜es irredut´ıveis de grupos, analogamente definimos
Definic¸a˜o 1.3.24 Uma ∗-representac¸a˜o U : CG −→ L(V) e´ irredut´ıvel quando os u´nicos
subespac¸os U -invariantes de V sa˜o {0} e V.
1.4 Lemas de Schur
Teorema 1.4.1 (Lema de Schur - 1o forma) Seja U : G −→ U(V) uma representac¸a˜o
irredut´ıvel e A ∈ L(V) tal que
AU(g) = U(g)A ∀g ∈ G.
Enta˜o A = λI, para algum λ ∈ C.
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Prova Tomando a igualdade AU(g) = U(g)A para g−1 temos que
AU(g−1) = U(g−1)A =⇒ AU∗(g) = U∗(g)A
=⇒ U(g)A∗ = A∗U(g)
Defina
B =
A+A∗
2
C =
A−A∗
2i
Note que B e C sa˜o auto-adjuntos, e que A = B + iC.
Observe ainda que B e C satisfazem a hipo´tese, pois:
Claramente B,C ∈ L(V) e, para qualquer g ∈ G temos
BU(g) =
(
A+A∗
2
)
U(g) =
AU(g) +A∗U(g)
2
=
=
U(g)A+ U(g)A∗
2
= U(g)
(
A+A∗
2
)
=
= U(g)B.
Ana´logo para C.
Basta enta˜o demonstrarmos para A ∈ L(V) auto-adjuntos (pois acabamos de mostrar
que todo A ∈ L(V) pode ser escrito como a combinac¸a˜o de duas transformac¸o˜es lineares
auto-adjuntas).
Pelo Teorema Espectral existe uma base ortonormal de V de autovetores de A, A auto-
adjunto.
Sejam λ ∈ C autovalor de A e v ∈ V autovetor associado, isto e´ , (A− λI)v = 0. Logo,
(A− λI))(U(g)v) = U(g)(A− λI)v = 0 ∀g ∈ G.
Enta˜o
Wλ = {v ∈ V | (A− λI)v = 0}
e´ subespac¸o U -invariante. Mas U e´ irredut´ıvel, comoWλ 6= {0} pois,Wλ e´ o auto-espac¸o
dos autovetores de A associados a λ, temos
Wλ = V =⇒ A = λI,
donde segue o resultado.

Corola´rio 1.4.2 Todas as representac¸o˜es irredut´ıveis de um grupo abeliano sa˜o unidimen-
sionais.
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Prova Seja U uma representac¸a˜o irredut´ıvel de G sobre V, onde G e´ abeliano. Pelo teorema
acima, cada U(g) e´ um mu´ltiplo da identidade. Logo, todo subespac¸o de V e´ U−invariante.
Suponha que exista W  V, W 6= 0 subespac¸o. Mas como vimos que toda subespac¸o
de V e´ U−invariante, W seria U−invariante, contradizendo o fato de que U e´ irredut´ıvel.
Portanto V na˜o possui subespac¸os pro´prios, logo dim(V) = 1.
Enta˜o U e´ unidimensional, donde segue o resultado.

Teorema 1.4.3 (Lema de Schur - 2o forma) Sejam U : G −→ U(V) e V : G −→ U(W)
duas representac¸o˜es irredut´ıveis e seja T ∈ L(V,W) tal que
TU(g) = V (g)T ∀g ∈ G. (I)
Enta˜o ou T ≡ 0, ou U e V sa˜o unitariamente equivalentes e, ainda, T e´ u´nica a menos
de uma constante.
Prova Tomando a igualdade TU(g) = V (g)T para g−1 temos que
TU(g−1) = V (g−1)T =⇒ TU∗(g) = V ∗(g)T
=⇒ U(g)T ∗ = T ∗V (g). (II)
De I e II temos
T ∗TU(g) = T ∗V (g)T = U(g)T ∗T ∀g ∈ G.
Portanto existe λ ∈ C tal que T ∗T = λIV (pelo Lema de Schur - 1o forma).
Por outro lado, de I temos que
U(g)T ∗ = T ∗V (g) =⇒ TT ∗V (g) = TU(g)T ∗ = V (g)T T ∗ ∀g ∈ G.
Logo existe λ1 ∈ C tal que TT ∗ = λ1IW (pelo Lema de Schur - 1o forma).
Note que λ, λ1 ∈ R, pois
λIV = (T ∗T )∗ = T ∗T = λIV =⇒ λ = λ.
Analogamente tem-se que λ1 = λ1.
Agora, observe que
λ2IV = T ∗TT ∗T = T ∗(λ1IW)T = λ1T ∗T = λ1λIV.
Portanto, temos 2 casos poss´ıveis:
• λ = 0 : Sabemos que
λ21IW = TT
∗TT ∗ = T (λIV)T ∗ = 0 =⇒ λ1 = 0.
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Portanto TT ∗ = 0 = T ∗T.
Tome v ∈ V arbitra´rio. Enta˜o, tem-se que
0 = 〈v, T ∗T (v)〉 = 〈T (v), T (v)〉 = ‖T (v)‖2 =⇒ T ≡ 0
• λ = λ1 6= 0, enta˜o
T ∗T = λIV e TT ∗ = λIW.
Defina S =
1√
λ
T. Enta˜o
S∗S = IV e SS∗ = IW =⇒ S unita´rio.
Ale´m disso, para todo g ∈ G
TU(g) = V (g)T =⇒ SU(g) = V (g)S,
donde U e V sa˜o unitariamente equivalentes.
Note que ale´m disto, provamos que V 'W.
Unicidade:
Suponha que exista T˜ ∈ L(V,W) tal que
T˜U(g) = V (g)T˜ ∀g ∈ G.
Vamos mostrar que existe α ∈ C tal que T = αT˜ .
Seja g ∈ G, arbitra´rio. De II e da 1a forma do lema de Schur temos
T˜U(g) = V (g)T˜ =⇒ T ∗T˜U(g) = T ∗V (g)T˜ = U(g)T ∗T˜ =⇒
=⇒ T ∗T˜ = cIV
Portanto
T =
1
c
TT ∗T˜ =
λ1
c
T˜ .
Tomando α =
λ1
c
, tem-se que
T = αT˜ ,
donde segue o resultado.

Nosso trabalho daqui em diante sera´ encontrar representac¸o˜es unita´rias irredut´ıveis que
na˜o sejam unitariamente equivalentes.
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1.5 Produto tensorial
Dados dois espac¸os vetoriais V e W sobre k, podemos construir um terceiro, denominado o
produto tensorial de V e W, denotado por V ⊗W. Admitiremos que o leitor ja´ e´ familia-
rizado com este conceito, logo estaremos apenas usando alguns resultados desta teoria sem
apresentar aqui a demonstrac¸a˜o destes. Para o leitor interessado em mais detalhes consultar
no apeˆndice T de [6].
Dois fatos importantes que sera˜o usados em nossas demonstrac¸o˜es desta teoria, e´ que
se {ei}ni=1 , {ej}mj=1 sa˜o bases de V e W, respectivamente, enta˜o {ei ⊗ ej}m,ni,j=1 sera´ base de
V⊗W, e em particular caso V e W possuam dimensa˜o finita, enta˜o V⊗W tambe´m o tera´.
Teorema 1.5.1 Sejam V e W espac¸os de Hilbert de dimensa˜o finita e seja V⊗W o produto
tensorial destes dois espac¸os, enta˜o podemos definir um produto interno em V⊗W.
Prova Defina
T : (V×W)× (V×W) −→ C
(v1, w1, v2, w2) 7−→ 〈v1, v2〉V 〈w1, w2〉W
Fixe v1 ∈ V, w1 ∈W. Considere
Tv1,w1 : V×W −→ C
(v, w) 7−→ 〈v, v1〉V 〈w,w1〉W
Tv1,w1 e´ claramente bilinear.
Enta˜o, pela propriedade universal do produto tensorial, existe u´nica
T v1,w1 : V⊗W −→ C
linear, tal que
T v1,w1(v ⊗ w) = Tv1,w1(v, w) = 〈v, v1〉V 〈w,w1〉W ∀(v, w) ∈ V×W.
Defina
T˜v1,w1 : V⊗W −→ C
a 7−→ T˜v1,w1(a)
onde T˜v1,w1(a) = T v1,w1 (a). Enta˜o, T˜v1,w1 e´ antilinear, e
T˜v1,w1(v ⊗ w) = T v1,w1 (v ⊗ w) = Tv1,w1(v, w) = 〈v1, v〉V 〈w1, w〉W ∀(v, w) ∈ V×W.
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Fixe a ∈ V⊗W, a =
n∑
.
i=1
vi ⊗ wi. Defina
T̂a : V×W −→ C
(v, w) 7−→ T˜v,w(a)
Vamos provar que T̂a e´ bilinear.
Dados v, v′ ∈ V, w, w′ ∈W e λ ∈ C, arbitra´rios temos:
T̂a(v + λv′, w) = T˜v+λv′,w(a) =
= T˜v+λv′,w
(
n∑
i=1
vi ⊗ wi
)
=
=
n∑
i=1
T˜v+λv′,w(vi ⊗ wi) =
=
n∑
i=1
〈
v + λv′, vi
〉
V 〈w,wi〉W =
=
n∑
i=1
(〈v, vi〉V 〈w,wi〉W + λ 〈v′, vi〉V 〈w,wi〉W) =
=
n∑
i=1
〈v, vi〉V 〈w,wi〉W + λ
n∑
i=1
〈
v′, vi
〉
V 〈w,wi〉W =
=
n∑
i=1
T˜v,w(vi ⊗ wi) + λ
n∑
i=1
T˜v′,w(vi ⊗ wi) =
= T˜v,w
(
n∑
i=1
vi ⊗ wi
)
+ λT˜v′,w
(
n∑
i=1
vi ⊗ wi
)
=
= T˜v,w(a) + λT˜v′,w(a) =
= T̂a(v, w) + λT̂a(v′, w).
Similarmente temos que
T̂a(v, w + λw′) = T̂a(v, w) + λT̂a(v, w′).
Portanto T̂a e´ bilinear, e assim pela propriedade universal do produto tensorial, existe
u´nica
Ta : V⊗W −→ C
linear, tal que
Ta(v ⊗ w) = T̂a(v, w) = T˜v,w(a).
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Defina
〈 , 〉 : (V⊗W)× (V⊗W) −→ C
(a, b) 7−→ Tb(a)
Observe que, por construc¸a˜o,
〈v1 ⊗ w1, v2 ⊗ w2〉 = 〈v1, v2〉V 〈w1, w2〉W .
• 〈 , 〉 e´ linear na primeira entrada.
De fato, fixe b ∈ V⊗W. Para a, a′ ∈ V⊗W e λ ∈ C, arbitra´rios temos
〈
a+ λa′, b
〉
= Tb(a+ λa′) = 1Tb(a) + λTb(a′) = 〈a, b〉+ λ
〈
a′, b
〉
.
• 〈 , 〉 e´ antilinear na segunda entrada.
De fato, fixe a =
n∑
i=1
vi ⊗ wi ∈ V⊗W. Para b, b′ ∈ V⊗W e λ ∈ C, arbitra´rios temos
〈
a, b+ λb′
〉
= Tb+λb′(a) =
= Tb+λb′
(
n∑
i=1
vi ⊗ wi
)
=
=
n∑
i=1
Tb+λb′(vi ⊗ wi) =
=
n∑
i=1
T˜vi,wi(b+ λb
′) =
=
n∑
i=1
(
T˜vi,wi(b) + λT˜vi,wi(b
′)
)
=
=
n∑
i=1
T˜vi,wi(b) + λ
n∑
i=1
T˜vi,wi(b
′) =
=
n∑
i=1
Tb(vi ⊗ wi) + λ
n∑
i=1
Tb′(vi ⊗ wi) =
= Tb(a) + λTb′(a) =
= 〈a, b〉+ λ 〈a, b′〉 .
Logo, 〈 , 〉 e´ sesquilinear. Provemos agora que 〈 , 〉 e´ um produto interno:
Sejam v1, v2 ∈ V, w1, w2 ∈W e λ ∈ C, arbitra´rios. Enta˜o, temos que
1. Por construc¸a˜o 〈 , 〉 e´ linear na primeira entrada.
1Tb e´ linear.
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2.
〈v1 ⊗ w1, v2 ⊗ w2〉 = 〈v1, v2〉V 〈w1, w2〉W =
= 〈v2, v1〉V〈w2, w1〉W =
= 〈v2 ⊗ w2, v1 ⊗ w1〉.
3. 〈v1 ⊗ w1, v1 ⊗ w1〉 = 〈v1, v1〉V 〈w1, w1〉W = ‖v1‖2V ‖w1‖2W ≥ 0.
〈v1 ⊗ w1, v1 ⊗ w1〉 = 0 ⇐⇒ ‖v1‖2V ‖w1‖2W = 0⇐⇒
⇐⇒ ‖v1‖V = 0 ou ‖w1‖W = 0⇐⇒
⇐⇒ v1 = 0 ou w1 = 0⇐⇒
⇐⇒ v1 ⊗ w1 = 0.
Note que por 〈 , 〉 ser sesquilinear basta provarmos (1)−(3) para elementos do tipo v⊗w,
donde segue o resultado.

Note que com isto, acabamos de provar que V⊗W e´ um espac¸o de Hilbert de dimensa˜o
finita com o produto interno constru´ıdo acima.
Proposic¸a˜o 1.5.2 Sejam U : G −→ U(V), V : G −→ U(W), representac¸o˜es de G, onde V
e W sa˜o espac¸os de Hilbert de dimensa˜o finita. Enta˜o
U ⊗ V : G −→ U(V⊗W)
g 7−→ (U ⊗ V )(g)
dada por
(U ⊗ V )(g)
(
n∑
i=1
vi ⊗ wi
)
=
n∑
i=1
(U(g)vi)⊗ (V (g)wi) ∀
n∑
i=1
vi ⊗ wi ∈ V⊗W,
e´ uma representac¸a˜o de G.
Prova Primeiramente vamos provar que (U ⊗ V )(g) esta´ bem definida para todo g ∈ G e e´
linear.
Fixe g ∈ G. Defina
T : V×W −→ V⊗W
(v, w) 7−→ (U(g)v)⊗ (V (g)w)
que e´ claramente bilinear, logo pela propriedade universal do produto tensorial, existe
u´nica
T˜ : V⊗W −→ V⊗W
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linear tal que
T˜ (v ⊗ w) = T (v, w) = (U(g)v)⊗ (V (g)w) ∀v ∈ V, ∀w ∈W.
e´ fa´cil ver que (U ⊗ V )(g) e´ exatamente a func¸a˜o T˜ , logo (U ⊗ V )(g) esta´ bem definida
e e´ linear.
Como (U ⊗ V )(g) e´ linear, basta verificarmos as pro´ximas propriedades para elementos
do tipo v ⊗ w.
• (U ⊗ V )(g) e´ invert´ıvel para todo g ∈ G :
Fixe g ∈ G. Enta˜o dado v ⊗ w, temos que
(U ⊗ V )(g)(U ⊗ V )(g−1)(v ⊗ w) = (U ⊗ V )(g) (U(g−1)v ⊗ V (g−1)w) =
= U(g)U(g−1)v ⊗ V (g)V (g−1)w =
= v ⊗ w.
Analogamente temos
(U ⊗ V )(g−1)(U ⊗ V )(g)(v ⊗ w) = v ⊗ w.
Provamos com isto que (U ⊗ V )(g) ∈ GL(V⊗W) ∀g ∈ G.
• U ⊗ V e´ homomorfismo:
Sejam g, h ∈ G arbitra´rios. Enta˜o temos que
(U ⊗ V )(g) ((U ⊗ V )(h)(v ⊗ w)) = (U ⊗ V )(g) [(U(h)v)⊗ (V (h)w)] =
= (U(g) (U(h)v))⊗ (V (g) (V (h)w)) =
= (U(gh)v)⊗ (V (gh)w) =
= (U ⊗ V ) (gh)(v ⊗ w).
• U ⊗ V e´ representac¸a˜o unita´ria:
〈(U ⊗ V )(g)(v1 ⊗ w1), v2 ⊗ w2〉 = 〈(U(g)v1)⊗ (V (g)w1) , v2 ⊗ w2〉 =
= 〈U(g)v1, v2〉V 〈V (g)w1, w2〉W =
=
〈
v1, U(g−1)v2
〉
V
〈
w1, V (g−1)w2
〉
W =
=
〈
v1 ⊗ w1,
(
U(g−1)v2
)⊗ (V (g−1)w2)〉 =
=
〈
v1 ⊗ w1, (U ⊗ V )(g−1)(v2 ⊗ w2)
〉
.
Portanto,
((U ⊗ V ) (g))∗ = ((U ⊗ V ) (g−1)) = ((U ⊗ V ) (g))−1 ,
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logo U ⊗ V e´ unita´rio e assim U ⊗ V e´ representac¸a˜o unita´ria de G.

Definic¸a˜o 1.5.3 U ⊗ V nas condic¸o˜es da proposic¸a˜o acima e´ chamada representac¸a˜o pro-
duto tensorial de U e V .
Em geral, para α, β ∈ Ĝ, seW (α) e V (β) sa˜o representac¸o˜es irredut´ıveis de G,W (α)⊗V (β)
na˜o e´ irredut´ıvel, mas e´ equivalente a uma soma direta dos irredut´ıveis D(γ), pelo teorema
1.2.6,
W (α) ⊗ V (β) ' ⊕
γ∈Ĝ
ηγαβD
(γ).
Relembrando,
{
Dαij
}α∈Ĝ
ij=1,...,dα
⊆ F(G,C).
Defina D = span
{
Dαij
}α∈Ĝ
ij=1,...,dα
e
· : D ×D −→ F(G,C)(
Dαij , D
β
kl
)
7−→ Dαij ·Dβkl
dada por (
Dαij ·Dβkl
)
(g) = Dαij(g)D
β
kl(g) ∀g ∈ G.
Teorema 1.5.4 Im(·) ⊆ D, ou seja, ∀g ∈ G, ∀α, β ∈ Ĝ, ∀i, j = 1, . . . , dα, ∀k, l = 1, . . . , dβ
existe Cαβγij,kl,pq ∈ C tal que
Dαij(g)D
β
kl(g) =
∑
γ∈Ĝ
dγ∑
p,q=1
Cαβγij,kl,pqD
γ
pq(g).
Prova Sejam
D(α) : G −→ U(V(α))
D(β) : G −→ U(V(β))
as representac¸o˜es irredut´ıveis fixadas no final da sec¸a˜o 1.2. Vamos considerar
D(α) ⊗D(β) : G −→ U(V(α) ⊗ V(β)).
Seja
{
e
(α)
i
}dα
i=1
base ortonormal de V(α) e
{
e
(β)
j
}dβ
j=1
base ortonormal de V(β).Conforme
observado no in´ıcio desta sec¸a˜o,
{
e
(α)
i ⊗ e(β)j
}dα,dβ
i,j=1
e´ base de V(α)⊗V(β), e ela sera´ ortonormal
com respeito ao produto interno introduzido em V(α) ⊗ V(β) pois〈
e
(α)
i ⊗ e(β)j , e(α)k ⊗ e(β)l
〉
=
〈
e
(α)
i , e
(α)
k
〉
V(α)
〈
e
(β)
j , e
(β)
l
〉
V(β)
= δi,kδl,j .
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Logo, fixando g ∈ G temos que((
D(α) ⊗D(β)
)
(g)
)
ik,jl
=
〈
e
(α)
i ⊗ e(β)k ,
(
D(α) ⊗D(β)
)
(g)
(
e
(α)
j ⊗ e(β)l
)〉
=
=
〈
e
(α)
i ⊗ e(β)k , D(α)(g)
(
e
(α)
j
)
⊗D(β)(g)
(
e
(β)
l
)〉
=
=
〈
e
(α)
i , D
(α)(g)
(
e
(α)
j
)〉
V(α)
〈
e
(β)
k , D
(β)(g)
(
e
(β)
l
)〉
V(β)
=
= D(α)ij (g)D
(β)
kl (g).
Por outro lado existe
W : V(α) ⊗ V(β) −→ ⊕
γ∈Ĝ
ηγαβV
(γ)
unita´rio tal que, para todo g ∈ G,
(
D(α) ⊗D(β)
)
(g) =W
(
⊕
γ∈Ĝ
ηγαβD
(γ)(g)
)
W ∗.
W e´ matriz com coeficientes complexos, logo o produto matricial do lado direito da
equac¸a˜o sera´ tal que cada entrada da matriz produto sera´ um combinac¸a˜o linear das entradas
da matriz central.
Portanto
Dαij(g)D
β
kl(g) =
∑
γ∈Ĝ
dγ∑
p,q=1
Cαβγij,kl,pqD
γ
pq(g),
para Cαβγij,kl,pq ∈ C apropriados.

Este resultado nos diz que o conjunto das combinac¸o˜es lineares dos Dαij e´ uma a´lgebra,
isto e´, fechada no produto.
1.6 Representac¸o˜es unidimensionais
Definic¸a˜o 1.6.1 Seja G um grupo, e V um espac¸o vetorial de dimensa˜o um sobre C ; uma
representac¸a˜o unidimensional do grupo G sobre o espac¸o vetorial V e´ um homomorfismo de
grupos U : G −→ GL(V).
Vimos pelo teorema 1.1.6 que dada uma representac¸a˜o U de G existe um produto interno
em V tal que U e´ unita´ria relativa ao mesmo, mas no caso da representac¸a˜o ser unidimensional
o espac¸o em questa˜o possui dimensa˜o igual a um, logo e´ isomorfo a C. Vimos no exemplo
1.1.7 que C possui um u´nico produto interno a menos de constante real positiva, dado por:
〈z, w 〉 = zw, ∀z, w ∈ C.
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Assim, podemos facilmente verificar sob quais condic¸o˜es as representac¸o˜es unidimensio-
nais de G em C sera˜o unita´rias. Seja χ : G −→ GL(V) uma representac¸a˜o unidimensional
de G sobre V.
Da teoria de nu´meros complexos sabemos que o inverso de um nu´mero complexo z 6= 0
e´ dado por Z|Z|2 , logo para qualquer g ∈ G temos
χ(g−1) = (χ(g))−1 =
χ(g)
|χ(g)|2 .
Portanto para quaisquer z, w ∈ C e g ∈ G, se o produto interno considerado em C e´ da
forma 〈z, w 〉 = czw para algum c ∈ C\ {0} temos
〈χ(g)z, χ(g)w〉 = cχ(g)zχ(g)w = cχ(g)χ(g)zw = cχ(g)χ(g−1) |χ(g)|2 zw =
= cχ(g−1g) |χ(g)|2 zw = |χ(g)|2 czw = |χ(g)|2 〈z, w 〉.
Logo, χ representac¸a˜o deG em C, sera´ unita´ria se, e somente se, para qualquer g ∈ G tem-
se que |χ(g)|2 = 1, ou seja, χ : G −→ S1, onde S1 = {z ∈ C : |z| = 1}. Com ligeiro abuso de
linguagem, identificamos homomorfismos χ : G −→ S1 com representac¸o˜es unidimensionais
unita´rias.
Proposic¸a˜o 1.6.2 Seja χ uma representac¸a˜o unidimensional unita´ria de G, e U : G −→
U(V) uma representac¸a˜o irredut´ıvel de G, onde V e´ um espac¸o de Hilbert de dimensa˜o finita,
enta˜o
χU : G −→ U(V)
g 7−→ χU(g)
dada por
χU(g)(v) := χ(g)U(g)(v), ∀v ∈ V
tambe´m e´ representac¸a˜o irredut´ıvel de G.
Prova Sejam g, h ∈ G e v, w ∈ V, arbitra´rios.
• χU esta´ bem definida, pois pode ser vista como a seguinte composic¸a˜o:
G −→ (C\ {0})×GL(V) −→ GL(V)
g 7−→ (χ(g), U(g)) 7−→ χ(g)U(g)
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• χU e´ homomorfismo:
χU(g) (χU(h)) (v) = χU(g) (χ(h)U(h)(v)) =
= χ(h) [χU(g) (U(h)(v))] =
= χ(h)χ(g)U(g) (U(h)(v)) =
= χ(g)χ(h)U(gh)(v) =
= χ(gh)U(gh)(v) =
= χU(gh)(v).
• χU e´ unita´rio:
〈χU(g)v, w〉 = 〈χ(g)U(g)v, w〉 =
= χ(g) 〈U(g)v, w〉 =
=
〈
v, χ(g)U(g−1)w
〉
=
=
〈
v, χ(g−1)U(g−1)w
〉
=
=
〈
v, χU(g−1)w
〉
.
• χU e´ irredut´ıvel:
U e´ irredut´ıvel, logo χU , que e´ um mu´ltiplo de U para todo g ∈ G tambe´m o sera´,
donde segue que χU e´ representac¸a˜o irredut´ıvel de G.

Teorema 1.6.3 Seja G um grupo abeliano, enta˜o Ĝ1 (o conjunto das representac¸o˜es unita´rias
unidimensionais) e´ grupo com a operac¸a˜o de multiplicac¸a˜o ponto a ponto.
Prova Sejam χ, ψ ∈ Ĝ1 arbitra´rias.
Pela proposic¸a˜o acima temos que
χψ(g) = χ(g)ψ(g) ∈ Ĝ1, ∀g ∈ G.
Logo, Ĝ1 e´ fechado no produto ponto a ponto.
• Associatividade: o produto ponto a ponto e´ claramente associativo;
• Elemento neutro: defina
1 : G −→ C
g 7−→ 1
1 e´ claramente o elemento neutro do produto Ĝ1 .
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• Inverso multiplicativo: Seja χ ∈ Ĝ1. Defina
ψ : G −→ S1
g 7−→ χ(g)
Note que ψ e´ homomorfismo e ainda para qualquer g ∈ G temos
χψ(g) = χ(g)ψ(g) = χ(g)χ(g) = χ(g)χ(g−1) = χ(e) = 1.
Analogamente tem-se que ψχ(g) = 1, ∀g ∈ G.
Portanto ψ e´ o inverso de χ,
donde segue que Ĝ1 e´ grupo com a operac¸a˜o de multiplicac¸a˜o ponto a ponto.

Se G e´ abeliano, Ĝ = Ĝ1 e´ um grupo, chamado de dual do grupo G, ou ainda, dual de
Pontryagin de G.
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Cap´ıtulo 2
Teoria abstrata de representac¸o˜es
de grupos finitos
2.1 Relac¸o˜es de ortogonalidade
O resultado central desta sec¸a˜o sera´ a prova de que∑
α∈Ĝ
d2α = #(G). (I)
Mostraremos primeiro que, a menos de normalizac¸o˜es, {D(α)ij }α∈Ĝi,j=1,...,dα e´ um conjunto
ortonormal, isto e´, para quaisquer α, β ∈ Ĝ temos
1
#(G)
∑
g∈G
D
(α)
ij (g)D
(β)
kl (g) =
1
dα
δα,βδi,kδj,l,
e portanto (visto que #(G) = dim(CG))∑
α∈Ĝ
d2α ≤ #(G)
e, em particular, #
(
Ĝ
)
<∞.
Ainda provaremos que {D(α)ij }α∈Ĝi,j=1,...,dα e´ completo, isto e´, gera CG, completando assim
a prova de I.
Teorema 2.1.1 (Relac¸o˜es de ortogonalidade para elementos matriciais) Seja
{D(α)ij }α∈Ĝi,j=1,...,dα o conjunto dos elementos de matriz das representac¸o˜es irredut´ıveis de
G. Enta˜o para quaisquer α, β ∈ Ĝ temos
1
#(G)
∑
g∈G
D
(α)
ij (g)D
(β)
kl (g) =
1
dα
δα,βδi,kδj,l.
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Prova Sejam α, β ∈ Ĝ, arbitra´rios. Dado B ∈ L(V(α),V(β)) defina
B˜ : V(α) −→ V(β)
dada por
B˜ =
1
#(G)
∑
g∈G
[D(β)(g)]∗BD(α)(g).
B˜ esta´ bem definida, pois para cada g ∈ G considere a seguinte composic¸a˜o
V(α) −→
D(α)(g)
V(α) −→
B
V(β) −→
[D(β)(g)]∗
V(β)
Note que B˜ e´ a soma de compostas do tipo [D(β)(g)]∗BD(α)(g) multiplicada por um
escalar, a saber
1
#(G)
.
Portanto, B˜ esta´ bem definida.
Agora tome h ∈ G arbitra´rio, enta˜o temos que
D(β)(h)B˜ = D(β)(h)
 1
#(G)
∑
g∈G
[D(β)(g)]∗BD(α)(g)
 =
=
1
#(G)
∑
g∈G
D(β)(h)[D(β)(g)]∗BD(α)(g) =
=
1
#(G)
∑
g∈G
D(β)(h)D(β)(g−1)BD(α)(g) =
=
1
#(G)
∑
g∈G
D(β)(hg−1)BD(α)(g) =
=
1
#(G)
∑
g′∈G
D(β)((g′)−1)BD(α)(g′h) =
=
1
#(G)
∑
g′∈G
D(β)((g′)−1)BD(α)(g′)D(α)(h) =
=
 1
#(G)
∑
g′∈G
[D(β)(g′)]∗BD(α)(g′)
D(α)(h) =
= B˜D(α)(h),
onde na quinta igualdade escrevemos g′ = gh−1. Portanto, para qualquer h ∈ G temos
D(β)(h)B˜ = B˜D(α)(h).
Pela 1a forma do Lema de Schur B˜ = λId se α = β e pela 2a forma do Lema de Schur
B˜ = 0 se α 6= β. Enta˜o
B˜ = λδα,βId.
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Note que
Tr(B˜) = λδα,βdα =⇒ λ = δα,β
dα
Tr(B˜).
Logo quando α = β, temos que
Tr(B˜) = Tr
 1
#(G)
∑
g∈G
[D(α)(g)]∗BD(α)(g)
 =
= Tr
 1
#(G)
∑
g∈G
D(α)(g−1)BD(α)(g)
 =
= Tr
 1
#(G)
∑
g∈G
[D(α)(g)]−1BD(α)(g)
 =
= Tr(B).
Portanto,
B˜ =
1
dα
δα,βTr(B)Id.
Logo,
(B˜)lj =
1
dα
δα,βTr(B)δl,j . (I)
Por outro lado, temos
(B˜)lj =
1
#(G)
∑
g∈G
dα∑
p=1
dβ∑
q=1
[
D
(β)
lp (g)
]∗
BpqD
(α)
qj (g) =
=
1
#(G)
∑
g∈G
dα∑
p=1
dβ∑
q=1
D
(β)
pl (g)BpqD
(α)
qj (g). (II)
Fixando k, i tome B transformac¸a˜o linear tal que
Bpq = δp,kδq,i.
Enta˜o,
Tr(B) = δk,i. (III)
Logo, juntando I, II e III,
1
#(G)
∑
g∈G
D
(α)
ij (g)D
β
kl(g) =
1
dα
δα,βδi,kδj,l.

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Enta˜o {D(α)ij }α∈Ĝi,j=1,...,dα e´ um conjunto ortonormal de CG. Logo temos que
#
(
{D(α)ij }
)
≤ #(G) =⇒
∑
α∈Ĝ
d2α ≤ #(G).
Teorema 2.1.2 Seja Y um conjunto finito e A ⊆ F(Y,C) uma sub-a´lgebra (com respeito a
multiplicac¸a˜o ponto a ponto) que separa pontos, enta˜o A = F(Y,C).
Prova Seja x ∈ Y, arbitra´rio. Defina
δx : Y −→ C
y 7−→ δx(y) = δx,y
Note que {δx}x∈Y gera F(Y,C), pois tome f ∈ F(Y,C), obviamente f =
∑
x∈Y
f(x)δx.
Vamos enta˜o mostrar que os geradores δx ∈ F(Y,C) esta˜o em A.
Como A separa pontos para todo y 6= x existe fxy ∈ A tal que fxy(x) = 1 e fxy(y) = 0.
Agora tome z ∈ Y qualquer. Enta˜o δx(z) = δxz. Observe que(
Π
y 6=x
fxy
)
(z) = Π
y 6=x
fxy(z) =
{
1, se z = x;
0, se z 6= x.
Logo, δx = Π
y 6=x
fxy, ∀x ∈ Y , donde segue que A = F(Y,C).

Corola´rio 2.1.3 A a´lgebra gerada por {D(α)ij }α∈Ĝi,j=1,...,dα e´ igual a CG.
Prova D e´ sub-a´lgebra de CG e separa pontos pela proposic¸a˜o 1.3.22.
Logo, pelo teorema 2.1.2 D =CG.

Corola´rio 2.1.4 {D(α)ij }α∈Ĝi,j=1,...,dα e´ uma base de CG.
Prova {D(α)ij }α∈Ĝi,j=1,...,dα e´ ortogonal e gera CG.
Portanto e´ base.

Corola´rio 2.1.5
∑
α∈Ĝ
d2α = #(G) .
Prova Ja´ sabemos que ∑
α∈Ĝ
d2α ≤ #(G) .
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Suponha ∑
α∈Ĝ
d2α < #(G) .
Mas
dim(D) = #
(
{D(α)ij }α∈Ĝi,j=1,...,dα
)
=
∑
α∈Ĝ
d2α
e
#(G) = dim(CG).
Enta˜o temos que
dim(D) < dim(CG) =⇒ D 6=CG.
O que e´ um absurdo, ja´ que D =CG.
Portanto, ∑
α∈Ĝ
d2α = #(G).

Corola´rio 2.1.6 Se G e´ abeliano enta˜o #
(
Ĝ
)
= #(G).
Prova Pelo corola´rio 1.4.2, cada α ∈ Ĝ tem dα = 1.
Logo,
#(G) =
∑
α∈Ĝ
d2α = #
(
Ĝ
)
.

Agora fazendo uso dos corola´rio 2.1.5 e 2.1.6 podemos calcular as representac¸o˜es irre-
dut´ıveis de grupos conhecidos por no´s, o S3 e o D4.
Exemplo 2.1.7 Como S3 possui cardinalidade igual a 6 temos que ele possui uma repre-
sentac¸a˜o unita´ria de ordem 2 e duas de ordem 1, pois a u´nica outra possibilidade seria de
todas elas possuirem ordem 1, mas isto implicaria no fato de S3 ser abeliano, o que na˜o e´ o
caso. No exemplo 1.1.2 calculamos uma representac¸a˜o de ordem 2, logo basta encontrarmos
as outras duas de ordem um. Uma delas sera´ a representac¸a˜o trivial, ou seja, aquela que leva
todos os elementos na identidade de C. Portanto so´ nos resta encontrar mais uma. Defina
χ1 : S3 −→ {−1, 1}
e 7−→ 1
α 7−→ 1
β 7−→ −1
Claramente χ1 determinada por χ1 (α) e χ1 (β) e´ uma representac¸a˜o irredut´ıvel de ordem
1 de S3, donde segue que conseguimos encontrar todas as representac¸o˜es irredut´ıveis de S3.
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Note que qualquer que seja o grupo ele sempre tera´ pelo menos uma representac¸a˜o de
dimensa˜o um, a saber, a trivial.
Exemplo 2.1.8 D4 possui cardinalidade igual a 8, logo tera´ uma representac¸a˜o de ordem 2
e 4 de ordem 1, ja´ que na˜o e´ poss´ıvel ter apenas duas de ordem igual a 2, e como D4 na˜o e´
abeliano fica descartada tambe´m a possibilidade de todas elas possuirem ordem 1.
No exemplo 1.1.3 calculamos uma representac¸a˜o de ordem 2, logo como uma de ordem 1
sera´ a trivial, resta-nos encontrarmos apenas outras 3 de ordem 1. Defina
χi : D4 −→ {−1, 1} , com i ∈ {1, 2, 3}
da seguinte forma:
χ1(e) = 1, χ1(x) = 1 e χ1(y) = −1;
χ2(e) = 1, χ2(x) = −1 e χ2(y) = 1;
χ3(e) = 1, χ3(x) = −1 e χ3(y) = −1.
Claramente χi, para todo i ∈ {1, 2, 3} determinada por χi (x) e χi (y) e´ uma representac¸a˜o
irredut´ıvel de ordem 1 de D4, Como χi(e) = 1, para todo i elas na˜o podera˜o ser unitariamente
equivalentes. Logo encontramos todas as representac¸o˜es irredut´ıveis de D4.
Exemplo 2.1.9 Seja G = Zp, p primo. Enta˜o defina para n ∈ {0, . . . , p− 1}
χn : Zp −→ S1
[k] 7−→ e 2piip kn
Claramente cada χn e´ uma representac¸a˜o de Zp. Note que elas na˜o sa˜o unitariamente
equivalentes, ja´ que uma transformac¸a˜o unita´ria no plano complexo e´ uma rotac¸a˜o e dada
duas quaisquer χn e χm elas na˜o podem estar relacionadas por rotac¸a˜o.
Logo como Zp e´ abeliano temos todas as suas representac¸o˜es irredut´ıveis.
Observe que dadas χn e χm quaisquer temos para qualquer [k] ∈ Zp que
χnχm ([k]) = e
2pii
p
kn
e
2pii
p
km = e
2pii
p
k(n+m) = χ(m+n)(mod p) ([k]) .
Seja Ẑp o dual de Pontryagin de Zp. Defina
ϕ : Zp −→ Ẑp
[n] −→ ϕ ([n])
onde
ϕ ([n]) = χn.
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• ϕ esta´ bem definida: Sejam [n′] , [n] ∈ Zp tais que [n′] = [n] . Enta˜o n′ − n = pk, para
algum k ∈ Z.
Agora para qualquer [l] ∈ Zp temos
χn′ ([l]) = e
2pii
p
n′l = e
2pii
p
(n+pk)l = e
2pii
p
nl
e
2pii
p
kl = e
2pii
p
nl = χn ([l]) ,
donde segue que χn′ = χn. Logo
ϕ
([
n′
])
= χn′ = χn = ϕ ([n]) .
Portanto ϕ esta´ bem definida.
• ϕ e´ injetora: Sejam Sejam [n′] , [n] ∈ Zp tais que [n′] = [n] . Enta˜o χn′ = χn. Logo,
para qualquer [l] ∈ Zp temos
χn′ ([l]) = χn ([l]) =⇒ e
2pii
p
n′l = e
2pii
p
nl =⇒
=⇒ e 2piip (n′−n)l = 1 =⇒
=⇒ n′ − n = 0 (mod p).
Logo
ϕ
([
n′
])
= ϕ ([n]) .
• ϕ e´ sobrejetora: Para cada χn temos
χn = ϕ ([n]) .
Portanto ϕ e´ um isomorfismo entre o dual de Pontryagin de Zp e o pro´prio Zp.
Teorema 2.1.10 Para cada α ∈ Ĝ , i, j ∈ {1, . . . , dα} defina
X
(α)
ij : G −→ C
g 7−→ X(α)ij (g)
dada por
X
(α)
ij (g) =
dα
#(G)
D
(α)
ij (g).
Enta˜o
X
(α)
ij ∗X(β)kl (g) = δα,βδj,kX(α)il .
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Prova Seja g ∈ G, arbitra´rio. Enta˜o temos que
X
(α)
ij ∗X(β)kl (g) =
∑
h∈G
X
(α)
ij (h)X
(β)
kl (h
−1g) =
=
∑
h∈G
dα
#(G)
D
(α)
ij (h)
dβ
#(G)
D
(β)
kl (h
−1g) =
=
dαdβ
#(G)2
∑
h∈G
D
(β)
kl (h
−1g)D(α)ij (h) =
=
dαdβ
#(G)2
∑
p∈G
D
(β)
kl (p)D
(α)
ij (gp
−1) =
=
dαdβ
#(G)2
∑
p∈G
dα∑
m=1
D
(β)
kl (p)D
(α)
im (g)D
(α)
mj (p
−1) =
=
dαdβ
#(G)
dα∑
m=1
 1
#(G)
∑
p∈G
D
(β)
kl (p)D
(α)
jm (p)
D(α)im (g) =
=
dαdβ
#(G)
dα∑
m=1
(
1
dβ
δα,βδk,jδl,m
)
D
(α)
im (g) =
=
dα
#(G)
δα,βδk,jD
(α)
il (g) = δα,βδj,kX
(α)
il (g),
onde na quarta igualdade usamos p = h−1g. Portanto,
X
(α)
ij ∗X(β)kl (g) = δα,βδj,kX(α)il .

Como {D(α)ij }(α)i,j=1,...,dα e´ uma base ortogonal de CG e para cada α ∈ Ĝ e X
(α)
ij =
dα
#(G)
D
(α)
ij , note que {X(α)ij }α∈Ĝi,j=1,...,dα e´ tambe´m base ortogonal de CG, visto que cada X
(α)
ij
e´ um mu´ltiplo na˜o nulo de D(α)ij , logo dados a, b ∈ CG podemos escreveˆ-los como uma com-
binac¸a˜o linear dos X(α)ij , ou seja, a =
∑
α∈Ĝ
dα∑
i,j=1
a
(α)
ij X
(α)
ij e b =
∑
β∈Ĝ
dβ∑
k,l=1
b
(β)
kl X
(β)
kl , para algum
a
(α)
ij , b
(β)
kl ∈ C.
Lema 2.1.11 Dados a, b ∈ CG, a =
∑
α∈Ĝ
dα∑
i,j=1
a
(α)
ij X
(α)
ij e b =
∑
β∈Ĝ
dβ∑
k,l=1
b
(β)
kl X
(β)
kl , arbitra´rios,
temos que
〈a, b〉 =
∑
α∈Ĝ
dα∑
i,j=1
dα
#(G)2
a
(α)
ij b
(α)
ij .
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Prova
〈a, b〉 =
〈∑
α∈Ĝ
dα∑
i,j=1
a
(α)
ij X
(α)
ij ,
∑
β∈Ĝ
dβ∑
k,l=1
b
(β)
kl X
(β)
kl
〉
=
=
∑
α,β∈Ĝ
dα∑
i,j=1
dβ∑
k,l=1
a
(α)
ij b
(β)
kl
〈
X
(α)
ij , X
(β)
kl
〉
=
=
∑
α∈Ĝ
dα∑
i,j=1
dα
#(G)2
a
(α)
ij b
(α)
ij .

Esta expressa˜o nos ajudara´ em breve.
Teorema 2.1.12 (Peter-Weyl em dimensa˜o finita) Temos um ∗−isomorfismo entre as
∗−a´lgebras CG e ⊕
α∈Ĝ
L(Cdα) e o produto interno em CG induz em cada L(Cdα) um mu´ltiplo
do produto interno de Hilbert-Schmidt (〈A,B〉HS = Tr(AB∗)) .
Prova Defina
ˆ : CG −→ ⊕
α∈Ĝ
L(Cdα)
a 7−→ â
dada por(
â(α)
)
ij
=
#(G)
dα
∑
g∈G
X
(α)
ij (g)a(g) =
∑
g∈G
D
(α)
ij (g)a(g) = # (G)
〈
a,D
(α)
ij
〉
.
Sejam a, b ∈ CG, λ ∈ C, α ∈ Ĝ e i, j, k ∈ {1, . . . , dα}arbitra´rios.
• ˆ e´ linear: (
â+ λb
(α)
)
ij
=
∑
g∈G
D
(α)
ij (g) (a+ λb) (g) =
=
∑
g∈G
D
(α)
ij (g)[a(g) + λb(g)] =
=
∑
g∈G
D
(α)
ij (g)a(g) + λ
∑
g∈G
D
(α)
ij (g)b(g) =
=
(
â(α)
)
ij
+ λ
(
b̂(α)
)
ij
,
donde segue que ˆ e´ linear.
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• â ∗ b = âb̂ :((
âb̂
)(α))
ik
=
dα∑
j=1
(
â(α)
)
ij
(
b̂(α)
)
jk
=
=
dα∑
j=1
∑
g∈G
D
(α)
ij (g)a(g)
(∑
h∈G
D
(α)
jk (h)b(h)
) =
=
dα∑
j=1
∑
g,h∈G
D
(α)
ij (g)D
(α)
jk (h)a(g)b(h) =
=
∑
g,h∈G
D
(α)
ik (gh)a(g)b(h) =
=
∑
g,l∈G
D
(α)
ik (l)a(g)b(g
−1l) =
=
∑
l∈G
D
(α)
ik (l) (a ∗ b) (l) =
=
(
â ∗ b(α)
)
ik
.
Portanto
â ∗ b = âb̂.
• â∗ = (â)∗ =
(
â
)T
:
((
â∗
)(α))
ij
=
∑
g∈G
D
(α)
ij (g)a
∗(g) =
=
∑
g∈G
D
(α)
ij (g)a(g−1) =
=
∑
g∈G
D
(α)
ij (g
−1)a(g−1) =
=
∑
g∈G
D
(α)
ij (g−1)a(g−1) =
=
((
â
)(α))
ji
=
((
â(α)
)∗)
ij
,
donde
â∗ = (â)∗ .
• δ̂e = Id⊕L(Cdα ) : (
δ̂e
(α)
)
ij
=
∑
g∈G
D
(α)
ij (g)δe(g) = D
(α)
ij (e) = δi,j .
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Logo
δ̂e = Id⊕L(Cdα ).
Portanto ˆ e´ um ∗−homomorfismo que preserva identidade.
Defina
∼: ⊕
α∈Ĝ
L(Cdα) −→ CG
A 7−→ A˜
dada por
A˜(g) =
∑
α∈Ĝ
dα∑
i,j=1
A
(α)
ij X
(α)
ij (g).
• ˆ◦ ∼= Id⊕L(Cdα ) : Sejam A ∈ ⊕
α∈Ĝ
L(Cdα), i, j ∈ {1, . . . , dα}, arbitra´rios. Enta˜o
(̂˜
A
(α)
)
ij
=
∑
g∈G
D
(α)
ij (g)A˜(g) =
=
∑
g∈G
D
(α)
ij (g)
∑
β∈Ĝ
dβ∑
k,l=1
A
(β)
kl X
(β)
kl (g)
 =
=
∑
g∈G
∑
β∈Ĝ
dβ∑
k,l=1
dβ
#(G)
D
(α)
ij (g)A
(β)
kl D
(β)
kl (g) =
=
∑
β∈Ĝ
dβ
dβ∑
k,l=1
A
(β)
kl
 1
# (G)
∑
g∈G
D
(α)
ij (g)D
(β)
kl (g)
 =
=
∑
β∈Ĝ
dβ
dβ∑
k,l=1
A
(β)
kl
(
1
dα
δα,βδi,kδj,l
)
=
(
A(α)
)
ij
.
∴ ̂˜A = A.
• ∼ ◦ ˆ = IdCG = δe : Dado a ∈ CG, a =
∑
α∈Ĝ
dα∑
i,j=1
a
(α)
ij D
(α)
ij , temos que
(∼ ◦ ˆ) (a) =
(
∼
[[
#(G)
〈
a,D
(β)
kl
〉]
kl
]
β∈Ĝ
)
=
=
∑
β∈Ĝ
dβ
#(G)
dβ∑
k,l=1
#(G)
〈
a,D
(β)
kl
〉
D
(β)
kl =
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=
∑
β∈Ĝ
dβ
dβ∑
k,l=1
a
(β)
kl
dβ
D
(β)
kl =
=
∑
β∈Ĝ
dβ∑
k,l=1
a
(β)
kl D
(β)
kl = a.
∴ ˜̂a = a.
∴ ˆ e´ um ∗−isomorfismo.
Agora vamos provar que o produto interno em CG induz em cada L(Cdα) um mu´ltiplo
do produto interno de Hilbert-Schmidt (〈A,B〉HS = Tr (AB∗)) .
Dados A,B ∈ ⊕
α∈Ĝ
L(Cdα) temos que A = â, B = b̂, para algum a, b ∈ CG.
Defina
〈A,B〉 := 〈a, b〉 .
Note que
ια : L(Cdα) −→ ⊕
α∈Ĝ
L(Cdα)
A 7−→
0, . . . , 0, A︸︷︷︸
α−e´sima entrada
, 0, . . . , 0

e´ um ∗−homomorfismo e ια
(L(Cdα)) e´ um subespac¸o vetorial de ⊕
α∈Ĝ
L(Cdα).
Defina
〈 , 〉α : L(Cdα)× L(Cdα) −→ C
(A,B) 7−→ 〈ια(A), ια(B)〉
Tome A,B ∈ L(Cdγ ), γ ∈ Ĝ, arbitra´rios. Enta˜o ιγ(A), ιγ(B) ∈ ⊕
α∈Ĝ
L(Cdα). Logo ιγ(A) =
â e ιγ(B) = b̂, para algum a, b ∈ CG. Observe
que
â(α) =
{
A, se α = γ;
0 ∈ L(Cdα), se α 6= γ.
b̂(α) =
{
B, se α = γ;
0 ∈ L(Cdα), se α 6= γ.
Enta˜o temos
〈A,B〉γ = 〈ιγ(A), ιγ(B)〉 =
〈
â, b̂
〉
= 〈a, b〉
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Mas pelo lema 2.1.11 temos que
〈a, b〉 =
∑
α∈Ĝ
dα∑
i,j=1
dα
#(G)2
a
(α)
ij b
(α)
ij .
Note que
â =
̂∑
α∈Ĝ
dα∑
i,j=1
a
(α)
ij X
(α)
ij
 = ∑
α∈Ĝ
dα∑
i,j=1
̂(
a
(α)
ij X
(α)
ij
)
=
∑
α∈Ĝ
dα∑
i,j=1
a
(α)
ij X̂
(α)
ij .
Como
X
(α)
ij =
dα
#(G)
D
(α)
ij e
(
D̂
(β)
kl
(α)
)
ij
= #(G)
〈
D
(β)
kl , D
(α)
ij
〉
=
#(G)
dβ
δα,βδk,iδl,j
temos (
X̂
(β)
kl
(α)
)
ij
=
dβ
#(G)
(
D̂
(β)
kl
(α)
)
ij
= δα,βδk,iδl,j .
Portanto (
â(α)
)
ij
=
∑
α,β∈Ĝ
dα∑
i,j=1
dβ∑
k,l=1
a
(β)
kl δα,βδk,iδl,j =
dα∑
i,j=1
a
(α)
ij ,
donde ∑
α∈Ĝ
dα∑
i,j=1
dα
#(G)2
a
(α)
ij b
(α)
ij =
∑
α∈Ĝ
dα∑
i,j=1
dα
#(G)2
(
â(α)
)
ij
(
b̂(α)
)
ij
.
Logo
〈A,B〉γ = 〈a, b〉 =
∑
α∈Ĝ
dα∑
i,j=1
dα
#(G)2
(
â(α)
)
ij
(
b̂(α)
)
ij
=
=
dγ∑
i,j=1
dγ
#(G)2
(
â(γ)
)
ij
[
b(γ)
]∗
ji
=
=
dγ
#(G)2
dγ∑
i=1
dγ∑
j=1
AijB
∗
ji =
=
dγ
#(G)2
dγ∑
i=1
(AB∗)ii =
=
dγ
#(G)2
Tr(AB∗) =
dγ
#(G)2
〈A,B〉HS ,
donde segue o resultado.

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2.2 Caracteres, func¸o˜es de classe e classes de conjugac¸a˜o
Um dos nosso objetivos nesta sec¸a˜o e´ mostrar que
#
(
Ĝ
)
= #(C) ,
onde C denota o conjunto de classes de conjugac¸a˜o de G.
Definic¸a˜o 2.2.1 Uma func¸a˜o de classe sobre G e´ uma func¸a˜o a : G −→ C tal que para
quaisquer g, h ∈ G
a(ghg−1) = a(g).
Denotaremos por Z(G) o conjunto das func¸o˜es de classe sobre G.
Proposic¸a˜o 2.2.2 As func¸o˜es de classe sa˜o constantes nas classes de conjugac¸a˜o e
dim(Z(G)) = # (C) .
Prova Sejam C1, . . . , Cl as classes de conjugac¸a˜o de G (o nu´mero de classes de conjugac¸a˜o
e´ finito ja´ que G e´ finito). Sabemos que G =
l∪
i=1
Ci, onde esta unia˜o e´ disjunta.
Seja Ck ∈ {C1, . . . , Cl} , arbitra´rio. Agora tomes um representante de Ck, denote-o por
g, obviamente este g ∈ G. Enta˜o
Ck = {hgh−1 : h ∈ G}.
Suponha que g, h ∈ Ck, enta˜o existem h1, h2 ∈ G tais que g = h1gh−11 e h = h2gh−12 .
Se a ∈ Z(G)
a(g) = a(h1gh−11 ) = a(g) = a(h2gh
−1
2 ) = a(h).
Portanto, as func¸o˜es de classe sa˜o constantes nas classes de conjugac¸a˜o de G, ja´ que Ck
foi tomado arbitra´rio.
Logo dada a ∈ Z(G) qualquer, ela esta´ unicamente determinada se conhecermos os seus
valores em cada classe de G, donde segue que Z(G) pode ser visto como um subespac¸o de
C#(C).
Agora para cada i ∈ {1, . . . , l} considere a seguinte func¸o˜es
fi : G −→ C
g 7−→ fi(g)
dada por
fi(g) =
{
1, se g ∈ Ci
0, se x /∈ Ci
Claramente {fi}li=1 ⊆ Z(G) .
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Note que {fi}li=1 e´ um conjunto linearmente independente pois, considere para cada
g ∈ G a seguinte relac¸a˜o
l∑
i=1
αifi(g) = 0.
Sabemos que g pertence a uma, e somente uma, classe de conjugac¸a˜o de G, enta˜o existe
j ∈ {1, . . . , l} tal que fj(g) = 1, logo
l∑
i=1
αifi(g) = αjfj(g) = αj = 0.
Desta forma temos que αi = 0 para todo i ∈ {1, . . . , l}.
Portanto,
dim(Z(G)) = # (C) .

Proposic¸a˜o 2.2.3 Z(G) = Z(CG),onde Z(CG) e´ o centro da C∗-a´lgebra CG, isto e´, a ∈
Z(G) se, e so´ se, para qualquer b ∈ CG
a ∗ b = b ∗ a.
Prova Seja a ∈ Z(G). Enta˜o para qualquer b ∈ CG, g ∈ G temos que
a ∗ b(g) =
∑
h∈G
a(h)b(h−1g) =
=
∑
h∈G
a(g−1hg)b(h−1g) =
=
∑
l∈G
b(l)a(l−1g) = b ∗ a(g).
Logo a ∈ Z(CG).
Portanto Z(G) ⊆ Z(CG).
Agora, seja a ∈ Z(CG), arbitra´rio. Note que para quaisquer g, h ∈ G
[
δg−1 ∗ (a ∗ δg)
]
(h) =
∑
l∈G
δg−1(l)(a ∗ δg)(l−1h) =
= a ∗ δg(gh) =
=
∑
l∈G
a(l)δg(l−1gh) =
= a(ghg−1).
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Como a ∈ Z(CG)
a(ghg−1) =
[
δg−1 ∗ a ∗ δg
]
(h) =
=
[
a ∗ δg−1 ∗ δg
]
(h) =
=
∑
l∈G
(a ∗ δg−1)(l)δg(l−1h) =
= a ∗ δg−1(hg−1) =
=
∑
l∈G
a(l)δg−1(l
−1hg−1) = a(h).
Logo a ∈ Z(G), donde Z(CG) ⊆ Z(G).
Portanto
Z(G) = Z(CG).

Definic¸a˜o 2.2.4 Dada qualquer representac¸a˜o U : G −→ U (V) de G, defina
χU : G −→ C
g 7−→ χ(g)
dada por
χ(g) = Tr(U(g)).
χ e´ dita o caracter de U.
Proposic¸a˜o 2.2.5 Cada χU e´ uma func¸a˜o de classe sobre G.
Prova Seja χ um caracter arbitra´rio. Enta˜o existe U representac¸a˜o de G associada a ela.
Para quaisquer g, h ∈ G temos
χ(ghg−1) = Tr(U(ghg−1)) =
= Tr(U(g)U(h)U(g−1)) =
= Tr(U(g)U(h) [U(g)]−1) =
= Tr(U(h)) = χ(h).
Como χ foi tomada arbitrariamente, toda χ e´ uma func¸a˜o de classe sobre G.

Definic¸a˜o 2.2.6 Para cada a ∈ Ĝ defina
χ(α) : G −→ C
g 7−→ χ(α)(g)
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dada por
χ(α)(g) := Tr(D(α)(g)).
χ(α) e´ chamado caracter irredut´ıvel de D(α).
Note que, em particular, cada caracter irredut´ıvel e´ um caracter, logo pela proposic¸a˜o
2.2.5 os caracteres irredut´ıveis tambe´m sa˜o func¸o˜es de classe sobre G.
Teorema 2.2.7
{
χ(α)
}
α∈Ĝ e´ uma base ortonormal para Z(G).
Prova Sejam α, β ∈ Ĝ, arbitra´rios. Enta˜o〈
χ(α), χ(β)
〉
=
1
#(G)
∑
g∈G
χ(α)(g)χ(β)(g) =
=
1
# (G)
∑
g∈G
dα∑
i=1
dβ∑
j=1
D
(α)
ii (g)D
(α)
jj (g) =
=
dα∑
i=1
dβ∑
j=1
 1
# (G)
∑
g∈G
D
(α)
ii (g)D
(α)
jj (g)
 =
=
dα∑
i=1
dβ∑
j=1
1
dα
δα,βδi,jδi,j =
=
1
dα
δα,β
dα∑
i=1
δi,i = δα,β.
∴
{
χ(α)
}
α∈Ĝ e´ um conjunto ortonormal.
Agora vamos provar que
{
χ(α)
}
α∈Ĝ gera Z(G).
Seja a ∈ Z(G), arbitra´rio. Para qualquer g ∈ G temos
a(g) =
1
# (G)
∑
h∈G
a(hgh−1) =
=
1
# (G)
∑
h∈G
∑
α∈Ĝ
dα∑
i,j=1
a
(α)
ij D
(α)
ij (hgh
−1) =
=
1
# (G)
∑
h∈G
∑
α∈Ĝ
dα∑
i,j=1
a
(α)
ij
dα∑
k,l=1
D
(α)
ik (h)D
(α)
kl (g)D
(α)
lj (h
−1) =
=
1
# (G)
∑
h∈G
∑
α∈Ĝ
dα∑
i,j=1
dα∑
k,l=1
a
(α)
ij D
(α)
ik (h)D
(α)
kl (g)D
(α)
jl (h) =
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=
∑
α∈Ĝ
dα∑
i,j=1
dα∑
k,l=1
a
(α)
ij
(
1
# (G)
∑
h∈G
D
(α)
ik (h)D
(α)
jl (h)
)
D
(α)
kl (g) =
=
∑
α∈Ĝ
dα∑
i,j=1
dα∑
k,l=1
a
(α)
ij
dα
δi,jδk,lD
(α)
kl (g) =
=
∑
α∈Ĝ
dα∑
i=1
a
(α)
ii
dα
dα∑
k=1
D
(α)
kk (g) =
∑
α∈Ĝ
dα∑
i=1
a
(α)
ii
dα
χ(α)(g).
Ou seja, a e´ combinac¸a˜o linear das χ′s, donde segue que
{
χ(α)
}
α∈Ĝ gera Z(G).
Portanto
{
χ(α)
}
α∈Ĝ e´ base ortonormal para Z(G).

Corola´rio 2.2.8 #
(
Ĝ
)
= #(C) .
Prova De fato,
# (C) = dim(Z(G)) = #
(
Ĝ
)
.

Note que do fato de
{
χ(α)
}
α∈Ĝ ser uma base ortonormal para Z(G), cada caracter χ
podera´ ser escrita como uma combinac¸a˜o linear dos
{
χ(α)
}
α∈Ĝ, ja´ que pela proposic¸a˜o 2.2.5
cada χ e´ uma func¸a˜o de classe; mas sera´ que podemos afirmar algo sobre os coeficientes
desta combinac¸a˜o linear? Para responder a esta pergunta, seja χ um caracter arbitra´rio,
e U = W
(
⊕
α∈Ĝ
ηαD
(α)(g)
)
W−1 uma representac¸a˜o de G associada a χ. Enta˜o para cada
g ∈ G
χ(g) = Tr(U(g)) = Tr
(
W
(
⊕
α∈Ĝ
ηαD
(α)(g)
)
W−1
)
=
=
∑
α∈Ĝ
ηαTr(D
(α)(g)) =
=
∑
α∈Ĝ
ηαχ
(α)(g).
Como g e´ arbitra´rio temos que
χ =
∑
a∈Ĝ
ηαχ
(α),
de onde os coeficientes da combinac¸a˜o sa˜o nu´meros naturais.
Proposic¸a˜o 2.2.9 Duas representac¸o˜es U : G −→ U(V1), V : G −→ U(V2) sa˜o equivalentes
se, e so´ se, seus caracteres sa˜o iguais.
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Prova (⇒) Sejam U : G −→ U(V1), V : G −→ U(V2) duas representac¸o˜es equivalentes de
G e χU , χV seus respectivos caracteres.
Como U e V sa˜o equivalentes sabemos que existe W ∈ L(V2,V1) tal que para qualquer
g ∈ G temos que
U(g) =WV (g)W−1.
Enta˜o
χU (g) = Tr(U(g)) = Tr(WV (g)W
−1) = Tr(V (g)) = χV (g).
Portanto os caracteres de U e V sa˜o iguais, ja´ que g foi tomado arbitrariamente.
(⇐) Sejam U : G −→ U(V1), V : G −→ U(V2) duas representac¸o˜es de G e χU , χV seus
respectivos caracteres tais que χU = χV .
Sabemos que toda representac¸a˜o de G e´ equivalente a uma soma direta das representac¸o˜es
irredut´ıveis de G, enta˜o existem W ∈ L
(
⊕
a∈Ĝ
ηαV(α),V1
)
, T ∈ L
(
⊕
a∈Ĝ
µαV(α),V2
)
tais que
U =W
(
⊕
a∈Ĝ
ηαD
(α)
)
W−1 e V = T
(
⊕
a∈Ĝ
µαD
(α)
)
T−1.
Mas χU = Tr(U) =
∑
α∈Ĝ
ηαχ
(α), χV = Tr(V ) =
∑
α∈Ĝ
µαχ
(α) e como χU = χV temos que
χU − χV =
∑
α∈Ĝ
(ηα − µα)χ(α) = 0.
Como {χ(α)}
α∈Ĝ e´ um conjunto linearmente independente pelo teorema 2.2.7
ηα = µα, ∀α ∈ Ĝ.
Enta˜o
V = T
(
⊕
a∈Ĝ
ηαD
(α)
)
T−1 =⇒ T−1V T =
(
⊕
a∈Ĝ
ηαD
(α)
)
.
Logo
U =W
(
⊕
a∈Ĝ
ηαD
(α)
)
W−1 =⇒ U =WT−1V TW−1 =⇒
=⇒ (WT−1)V (WT−1)−1 .
Portanto U e V sa˜o representac¸o˜es equivalentes.

Teorema 2.2.10 Sejam α, β ∈ Ĝ quaisquer. Enta˜o
χ(α) ∗ χ(β) = δα,β#(G)
dα
χ(α).
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Em particular, para qualquer g ∈ G
∑
h∈G
χ(α)(gh−1)χ(α)(h) =
#(G)
dα
χ(α)(g).
Prova Sejam α, β ∈ Ĝ, g ∈ G, quaisquer. Enta˜o
χ(α) ∗ χ(β)(g) =
∑
h∈H
χ(α)(h)χ(β)(h−1g) =
=
∑
h∈H
dα∑
i=1
dβ∑
j=1
D
(α)
ii (h)D
(β)
jj (h
−1g) =
=
∑
h∈H
dα∑
i=1
dβ∑
j,k=1
D
(α)
ii (h)D
(β)
jk (h
−1)D(β)kj (g) =
=
#(G)
#(G)
∑
h∈H
dα∑
i=1
dβ∑
j,k=1
D
(α)
ii (h)D
(β)
kj (h)D
(β)
kj (g) =
= #(G)
dα∑
i=1
dβ∑
j,k=1
(
1
#(G)
∑
h∈H
D
(α)
ii (h)D
(β)
kj (h)
)
D
(β)
kj (g) =
= #(G)
dα∑
i=1
dβ∑
j,k=1
1
dα
δα,βδi,kδi,jD
(β)
kj (g) =
= δα,β
#(G)
dα
dα∑
i=1
D
(α)
ii (g) = δα,β
#(G)
dα
χ(α).
Em particular,
χ(α) ∗ χ(α)(g) =
∑
h∈G
χ(α)(h)χ(α)(h−1g) =
#(G)
dα
χ(α)(g).
Note que χ(h(h−1g)h−1) = χ(h−1g), mas por outro lado, χ(h(h−1g)h−1) = χ(gh−1).
Logo, temos que ∑
h∈G
χ(α)(gh−1)χ(α)(h) =
#(G)
dα
χ(α)(g).

Definic¸a˜o 2.2.11 A tabela de caracteres (ou tambe´m ta´bua de caracteres) de um grupo G
e´ a matriz quadrada TG de tamanho #(Ĝ) = #(C), com colunas indexadas pelas classes de
G C1, . . . , Cl e linhas por α1, . . . , αl ∈ Ĝ. Os elementos sa˜o χ(αi)(Cj), com i, j ∈ {1, . . . , l}
onde χ(αi)(Cj) = χ(αi)(g) para algum g ∈ Cj .
Observe que, a ta´bua de caracteres de G depende da ordenac¸a˜o dos caracteres irredut´ıveis
e das classes de conjugac¸a˜o do grupo G. De qualquer forma, ela sempre sera´ uma matriz
invers´ıvel, como mostra o pro´ximo resultado:
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Proposic¸a˜o 2.2.12 Para toda ordenac¸a˜o dos caracteres irredut´ıveis e das classes de con-
jugac¸a˜o do grupo G, TG e´ invers´ıvel.
Prova Fixe χ(α1), . . . , χ(αl) uma ordenac¸a˜o dos caracteres irredut´ıveis de G, e C1, . . . , Cl
uma ordenac¸a˜o das classes de conjugac¸a˜o de G. Afirmamos que as linhas da matriz TG com
respeito a estas ordenac¸o˜es sa˜o linearmente independentes; de fato, basta provarmos que as
colunas da matriz transposta a` TG sa˜o linearmente independentes. Denote por v1, . . . , vl as
colunas de (TG)
t ,observando que vij = χ(αj) (Ci). Suponha que existam a1, . . . , al ∈ C tais
que
l∑
j=1
ajvj = 0.
Enta˜o, para cada i ∈ {1, . . . , l} temos
0 =
l∑
j=1
ajvij =
l∑
j=1
ajχ
(αj) (Ci) =
l∑
j=1
ajχ
(αj) (g) ∀g ∈ Ci.
Como os Ci formam uma partic¸a˜o de G, conclu´ımos que
0 =
l∑
j=1
ajχ
(αj) (g) ∀g ∈ G,
ou seja,
l∑
j=1
ajχ
(αj) = 0.
Lembrando que os χ(αj) sa˜o linearmente independentes, pelo teorema 2.2.7, segue-se que
aj = 0 ∀j, provando com isto o afirmado. Temos de imediato que TG e´ invers´ıvel.

Proposic¸a˜o 2.2.13 Dados a, β ∈ Ĝ, Ci ∈ {C1, . . . , Cl} quaisquer temos
l∑
i=1
#(Ci)χ(α)(Ci)χ(β)(Ci) = δα,β#(G).
Prova Sejam α, β ∈ Ĝ arbitra´rios. Enta˜o pela proposic¸a˜o 2.2.7〈
χ(α), χ(β)
〉
= δα,β. (I)
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Mas por outro lado, temos〈
χ(α), χ(β)
〉
=
1
#(G)
∑
g∈G
χ(α)(g)χ(β)(g) =
=
1
#(G)
l∑
i=1
#(Ci)χ(α)(Ci)χ(β)(Ci) (II)
Logo, como I e II sa˜o iguais
l∑
i=1
#(Ci)χ(α)(Ci)χ(β)(Ci) = δα,β#(G).

Note que esta proposic¸a˜o nos diz que a matriz U =
[√
#(Cj)
#(G) χ
αi(Cj)
]
ij
, onde i, j ∈
{1, . . . , l} e´ tal que UU∗ = Id, pois
(UU∗)ij =
l∑
k=1
#(Ci)
#(G)
χ(αi)(Ck)χ(αj)(Ck) = δi,j .
Por otro lado, e´ fa´cil ver que as colunas de U sa˜o lineramente independentes pela pro-
posic¸a˜o 2.2.12, donde segue que U e´ invers´ıvel; como acima mostramos que a sua inversa a
direita e´ U∗, temos que U∗U = Id. Logo U e´ uma matriz unita´ria.
2.3 Representac¸o˜es abelianas e grupo dual
Seja G um grupo finito. O subgrupo dos comutadores, denotado por [G,G], e´ o grupo gerado
pelos elementos da forma ghg−1h−1 para quaisquer g, h ∈ G. E´ fa´cil ver que [G,G] e´ um
subgrupo normal. O quociente
G
[G,G]
e´ chamado a abelianizac¸a˜o de G.
Nesta sec¸a˜o iremos provar que o nu´mero de representac¸o˜es irredut´ıveis unidimensionais
de G e´
#
(
G
[G,G]
)
=
#(G)
#([G,G])
e, em particular, ele divide a ordem de G.
Daqui para frente denote A =
G
[G,G]
.
A ide´ia desta demonstrac¸a˜o sera´ provar que {U ∈ Ĝ : dim(U) = 1} esta´ em corres-
pondeˆncia 1− 1 com Â.
Note que A e´ abeliano pois, sejam [g], [h] ∈ A quaisquer. Enta˜o
[ghg−1h−1] = [e] =⇒ [g][h][g]−1[h]−1 = [e] =⇒
=⇒ [g][h] = [h][g].
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Logo A e´ abeliano e deste fato segue que #(Â) = #(A) pelo corola´rio 2.1.6.
Precisaremos dos seguintes resultados:
Teorema 2.3.1 Sejam pi : G −→ A a projec¸a˜o canoˆnica, H grupo finito e ϕ : G −→ H
um homomorfismo de grupos. Enta˜o Im(ϕ) e´ abeliano se, e somente se, existe um u´nico
homomorfismo ψ : A −→ H tal que ϕ = ψ ◦ pi.
Prova (⇐) Suponha que para qualquer g ∈ G ϕ(g) = ψ(pi(g)). Enta˜o para cada h ∈ G,
temos que
ϕ(g)ϕ(h) = ϕ(gh) = ψ(pi(gh)) =
= ψ([g][h]) = ψ([h][g]) =
= ψ(pi(hg)) = ϕ(hg) = ϕ(h)ϕ(g).
Portanto Im(ϕ) e´ abeliano.
(⇒) Defina
ψ : A −→ H
[g] 7−→ ψ([g])
dada por ψ([g]) = ϕ(g).
Claramente ϕ = ψ ◦ pi.
• ψ esta´ bem definida:
Sejam [g], [g′] ∈ A tais que [g] = [g′]. Enta˜o g′ = gh, para algum h ∈ [G,G], onde
h = g1h1g−11 h
−1
1 . . . gnhng
−1
n h
−1
n para g1, h1, . . . , gn, hn ∈ G. Logo
ψ([g′]) = ϕ(g′) = ϕ(gh) = ϕ(g)ϕ(h) =
= ϕ(g)ϕ(g1h1g−11 h
−1
1 . . . gnhng
−1
n h
−1
n ) =
= ϕ(g)ϕ(g1)ϕ(h1)ϕ(g−11 )ϕ(h
−1
1 ) . . . ϕ(gn)ϕ(hn)ϕ(g
−1
n )ϕ(h
−1
n ) =
= ϕ(g)ϕ(g1)ϕ(g−11 )ϕ(h1)ϕ(h
−1
1 ) . . . ϕ(gn)ϕ(g
−1
n )ϕ(hn)ϕ(h
−1
n ) =
= ϕ(g)ϕ(g1g−11 )ϕ(h1h
−1
1 ) . . . ϕ(gng
−1
n )ϕ(hnh
−1
n ) =
= ϕ(g) = ψ([g]).
Portanto ψ esta´ bem definida.
• ψ e´ homomorfismo:
Sejam [g], [h] ∈ A quaisquer. Enta˜o
ψ([g][h]) = ψ([gh]) = ϕ(gh) = ϕ(g)ϕ(h) = ψ([g])ψ([h]).
Logo ψ e´ homomorfismo.
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• Unicidade da ψ :
Suponha que exista c : A−→ H tal que ϕ = ψ˜ ◦ pi. Enta˜o para qualquer [g] ∈ A temos
ψ˜([g]) = ϕ(g) = ψ([g]).
Portanto ψ˜ = ψ.

Definic¸a˜o 2.3.2 Uma representac¸a˜o U : G −→ U(V) de G, e´ dita ser uma representac¸a˜o
abeliana de G, se a Im(U) for um subgrupo abeliano de U(V).
Lema 2.3.3 Seja U : G −→ U(V) representac¸a˜o de dimensa˜o finita de um grupo G. Enta˜o,
U(G) = Im(U) e´ abeliano se, e somente se, U e´ equivalente a uma soma direta de repre-
sentac¸o˜es irredut´ıveis unidimensionais.
Prova (⇐) Se U e´ equivalente a uma soma direta de representac¸o˜es irredut´ıveis unidimen-
sionais, enta˜o existe W ∈ L
(
⊕
α∈Ĝ
ηαV(α),V
)
unita´rio tal que, para todo g ∈ G, U(g) =
WD(g)W−1, e D = ⊕
α∈Ĝ
ηαD
(α) e´ uma matriz diagonal. Enta˜o para quaisquer g, h ∈ G
temos
U(g)U(h) = WD(g)W−1WD(h)W−1 =
= WD(g)D(h)W−1 =
= WD(h)D(g)W−1 =
= WD(h)W−1WD(g)W−1 =
= U(h)U(g).
Portanto U(G) = Im(U) e´ abeliano.
(⇒) Suponha que para qualquer g, h ∈ G
U(g)U(h) = U(h)U(g).
Como U e´ unitariamente equivalente a uma soma direta de representac¸o˜es irredut´ıveis,
enta˜o para cada α ∈ Ĝ
D(α)(g)D(α)(h) = D(α)(h)D(α)(g).
Logo pela 1a forma do Lema de Schur temos que D(α)(g) = λαI, onde I = IdηαV(α) .
Portanto a dim(V(α)) = 1, donde segue que U e´ equivalente a uma soma direta de
representac¸o˜es irredut´ıveis unidimensionais.

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Teorema 2.3.4 O nu´mero de representac¸o˜es irredut´ıveis unidimensionais de G e´
#
(
G
[G,G]
)
=
#(G)
#([G,G])
e, em particular, ele divide a ordem de G.
Prova Pelo teorema 2.3.1, ha´ uma correspondeˆncia 1− 1 entre representac¸o˜es abelianas de
G e representac¸o˜es de A. Pelo lema 2.3.3, as representac¸o˜es abelianas de G sa˜o equivalentes a
somas diretas de representac¸o˜es irredut´ıveis unidimensionais. Logo, ha´ uma correspondeˆncia
1− 1 entre representac¸o˜es de A e {α ∈ Ĝ : dα = 1}, e portanto
{α ∈ Ĝ : dα = 1} = #(Â) = #(A) = #(G)#([G,G]) .

Note que estes teoremas dizem que Ĝ1 (definido na sec¸a˜o 1.6) e´
Ĝ
[G,G]
, o grupo dual de
G
[G,G]
.
2.4 O Teorema da dimensa˜o
Nosso objetivo nesta sec¸a˜o e´ a prova do Teorema da Dimensa˜o que diz se G e´ um grupo
finito e α ∈ Ĝ enta˜o, dα divide #(G).
Este e´ um dos mais profundos teoremas no assunto, e sua prova uma das mais surpre-
endentes. A prova aqui apresentada usa teoria de nu´meros inteiros alge´bricos, um assunto
que, a` primeira vista, parece na˜o estar relacionada com representac¸o˜es de grupos.
Definic¸a˜o 2.4.1 Um nu´mero alge´brico e´ um nu´mero complexo z, que obedece a uma equac¸a˜o
polinomial
p(z) = 0,
com p ∈ Z[x], isto e´,
p(x) = anxn + an−1xn−1 + . . .+ a1x+ a0,
com a0, a1, . . . , an−1, an ∈ Z, p 6= 0. Se z obedece a uma tal equac¸a˜o com an = 1 (po-
linoˆmio moˆnico), enta˜o z e´ chamado um inteiro alge´brico.
Denotaremos por A o conjunto dos inteiros alge´bricos e, como de costume, por Q o
conjunto dos nu´meros racionais.
Lema 2.4.2 A ∩Q = Z, isto e´, todo inteiro alge´brico racional e´ um nu´mero inteiro.
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Prova Seja λ ∈ A∩Q, arbitra´rio. Enta˜o λ = r
s
, para algum r, s ∈ Z, com s 6= 0. Sem perda
de generalidade suponha que mdc(r, s) = 1. Portanto existe
p(x) = xn + an−1xn−1 + . . .+ a1x+ a0,
com a0, a1, . . . , an−1 ∈ Z, com pelo menos um ai 6= 0, i ∈ {0, . . . , n− 1}, tal que
p(λ) = 0.
Logo,
p(λ) = p
(
r
s
)
=
(
r
s
)n
+ an−1
(
r
s
)n−1
+ . . .+ a1
(
r
s
)
+ a0 = 0.
Enta˜o
rn = − [san−1rn−1 + . . .+ sn−1a1r + sna0] =
= s
[
(−an−1rn−1) + . . .+ (−sn−2a1r) + (−sn−1a0)
]
=⇒
=⇒ s | rn =⇒ s = ±1 =⇒ λ ∈ Z.

Mais adiante mostraremos que
#(G)
dα
∈ A. Como este valor e´ claramente racional, o teo-
rema acima implicara´ neste valor ser inteiro. Provando desta forma o Teorema da dimensa˜o.
Para mostrar que
#(G)
dα
e´ um inteiro alge´brico, precisaremos de alguns resultados de
teoria de nu´meros alge´bricos elementar.
Definic¸a˜o 2.4.3 Hom(Zn) denotara´ o conjunto das matrizes n× n com coeficientes em Z.
Chamaremos os elementos de Hom(Zn) de matrizes inteiras.
Lema 2.4.4 Autovalores de matrizes inteiras sa˜o inteiros alge´bricos e reciprocamente, se
λ ∈ A, enta˜o λ e´ autovalor de uma matriz inteira.
Prova (⇒) Seja λ autovalor de B ∈ Hom(Zn), arbitra´ria. Enta˜o sabemos que λ e´ raiz do
polinoˆmio caracter´ıstico, ou seja,
p(λ) = 0,
onde p(x) = det(xId−B).
Observe que
xId−B =

x− b11 −b12 · · · −b1n
−b21 x− b22 · · · −b2n
...
...
. . .
...
−bn1 −bn2 · · · x− bnn
 .
Agora apenas para facilitar a notac¸a˜o, denote C = xId−B.
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Enta˜o
det(xId−B) =
∑
σ∈Sn
(−1)sgn σC1σ(1)C2σ(2) . . . Cnσ(n) =
= C11C22 . . . Cnn +
∑
σ∈Sn
σ 6=e
(−1)sgnσC1σ(1)C2σ(2) . . . Cnσ(n) =
=
n
Π
i=1
(x− bii) +
∑
σ∈Sn
(−1)sgn σC1σ(1)C2σ(2) . . . Cnσ(n).
Logo p(x) e´ moˆnico. E como seus coeficientes sa˜o inteiros e p(λ) = 0 temos que λ ∈ A.
(⇐) Seja α ∈ A, qualquer. Enta˜o existe
p(x) = xn + an−1xn−1 + . . .+ a1x+ a0,
com a0, a1, . . . , an−1 ∈ Z, com pelo menos um ai 6= 0, i ∈ {0, . . . , n− 1}, tal que
p(λ) = 0.
Seja B a matriz n× n, onde
bij = −δi+1,j + δi,n(−1)n+1−jaj−1.
Logo
B =

0 −1 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · −1
(−1)na0 (−1)n−1a1 · · · −an−1

.
Claramente B ∈ Hom(Zn).
Note que
det(xId−B) = (−1)n+1(−1)n+1a0 · 1 + (−1)n+2(−1)na1x++(−1)n+3(−1)n−1a2x2 + . . .+
+(−1)n+n−1(−1)3an−2xn−2 + (−1)n+n(x+ an−1)xn−1
= p(x).
Como p(λ) = 0, λ e´ autovalor de B.

Lema 2.4.5 A e´ um anel.
Prova Como A ⊆ C basta provarmos que para quaisquer λ, ρ ∈ A temos que −λ, λ+ρ, λρ ∈
A.
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Sabemos pela rec´ıproca do lema 2.4.4 se λ, ρ ∈ A, enta˜o existem B,C ∈ Hom(Zn) tais
que λ, ρ sa˜o autovalores de B e C, respectivamente.
Sejam v, w autovetores de B e C, com respectivos autovalores λ e ρ, ou seja,
Bv = λv e Cw = ρw.
Vamos mostrar que −λ, λ+ρ e λρ sa˜o autovalores de matrizes inteiras e, enta˜o pelo lema
2.4.4 −λ, λ+ ρ, λρ ∈ A.
Note que
(Bv)k =
n∑
i=1
bkivi = λvk, e
(Cw)l =
n∑
j=1
bljwj = ρwl.
Considere {ek}nk=1, {fl}ml=1 bases de Cn e Cm, respectivamente.
• λρ :
Vamos mostrar que λρ e´ autovalor de B ⊗ C com autovetor v ⊗ w. De fato,
(B ⊗ C)(v ⊗ w) =
n∑
i=1
m∑
j=1
viwj(B ⊗ C)(ei ⊗ fj) =
=
n∑
i,k=1
m∑
j,l=1
viwj(B ⊗ C)kl,ij · (ek ⊗ fl) =
=
n∑
i,k=1
m∑
j,l=1
(bkivi)(cljwj)ek ⊗ fl =
=
n∑
k=1
m∑
l=1
λvkρwlek ⊗ fl = λρ(v ⊗ w).
Como B ⊗ C ∈ Hom(Zn) temos que λρ ∈ A.
• λ+ ρ :
Vamos mostrar que λ+ρ e´ autovalor de B⊗ Id+ Id⊗C com autovetor v⊗w. De fato,
(B ⊗ Id+ Id⊗ C)(v ⊗ w) =
= (B ⊗ Id) (v ⊗ w) + (Id⊗ C) (v ⊗ w) =
=
n∑
i=1
m∑
j=1
viwj(B ⊗ Id)(ei ⊗ fj) +
n∑
i=1
m∑
j=1
viwj(Id⊗ C)(ei ⊗ fj) =
=
n∑
i,k=1
m∑
j,l=1
viwj(B ⊗ Id)kl,ij · (ek ⊗ fl) +
n∑
i,k=1
m∑
j,l=1
viwj(Id⊗ C)kl,ij · (ek ⊗ fl) =
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=
n∑
i,k=1
m∑
j,l=1
(bkivi)(δl,jwj)ek ⊗ fl +
n∑
i,k=1
m∑
j,l=1
(δk,ivi)(cljwj)ek ⊗ fl =
=
n∑
k=1
m∑
l=1
λvkwlek ⊗ fl +
n∑
k=1
m∑
l=1
vkρwlek ⊗ fl =
= λ(v ⊗ w) + ρ(v ⊗ w) = (λ+ ρ) (v ⊗ w).
Como B ⊗ Id+ Id⊗ C ∈ Hom(Zn) temos que λ+ ρ ∈ A.
• −λ :
Vamos mostrar que −λ autovalor de −B⊗ Id com autovetor v⊗w. De fato,
(−B ⊗ Id)(v ⊗ w) =
n∑
i=1
m∑
j=1
viwj(−B ⊗ Id)(ei ⊗ fj) =
=
n∑
i,k=1
m∑
j,l=1
viwj(−B ⊗ Id)kl,ij · (ek ⊗ fl) =
=
n∑
i,k=1
m∑
j,l=1
(−bkivi)(δl,jwj)ek ⊗ fl =
=
n∑
k=1
m∑
l=1
− λvkwlek ⊗ fl =
= −λ(v ⊗ w).
Como −B ⊗ Id ∈ Hom(Zn) temos que −λ ∈ A.

Lema 2.4.6 Sejam λ1, . . . , λk ∈ A. Enta˜o existem m ∈ N, v ∈ Cm, e matrizes inteiras m×m
B1, . . . , Bk tais que para qualquer j ∈ {1, . . . , k}
Bjv = λjv.
Prova Pela rec´ıproca do lema 2.4.4 existe Ci ∈ Hom(Zn) e vi ∈ Cni tal que
Civi = λivi.
Tome v = v1⊗ . . .⊗ vk ∈ Cn1...nk e Bi = Id⊗ . . .⊗ Id⊗ Ci︸︷︷︸
i-e´sima entrada
⊗ Id⊗ . . .⊗ Id, com
i ∈ {1, . . . , k}. Logo para qualquer j ∈ {1, . . . , k}
Bjv = λjv
e m = n1 . . . nk.
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Lema 2.4.7 Sejam B uma matriz com elementos em A e λ um autovalor de B, enta˜o λ ∈ A.
Prova Seja B uma matriz n×n com bij ∈ A, ij ∈ {1, . . . , n}. Enta˜o pelo lema 2.4.6 existem
Cij ∈ Hom(Zm) e w ∈ Cm tais que
Cijw = bijw.
Seja v ∈ Cn tal que
Bv = λv.
Tome C matriz em Cn ⊗ Cm dada por
C =
n∑
i,j=1
Eij ⊗ Cij ,
onde Eij e´ a matriz n× n com 1 na posic¸a˜o ij e 0 no resto.
Claramente C ∈ Hom(Znm).
Tome v = v ⊗ w.
Note que
Cv =
n∑
i,j=1
Eij ⊗ Cij(v ⊗ w) =
=
n∑
i,j=1
Eij(v)⊗ Cij(w) =
=
n∑
i,j=1
Eij(v)bij ⊗ w =
= B(v)⊗ w = λ(v ⊗ w) = λv.
Como λ e´ autovalor de uma matriz inteira pelo lema 2.4.4 λ ∈ A.

Note que pelo argumento do lema 2.4.4, isto implica que a raiz de um polinoˆmio moˆnico
em A[x] esta´ em A.
A ”ponte”entre representac¸o˜es de grupos e inteiros alge´bricos vem do seguinte lema:
Lema 2.4.8 Seja χ um caracter de uma representac¸a˜o de um grupo finito G. Enta˜o para
qualquer g ∈ G temos que χ(g) ∈ A.
Prova Seja U uma representac¸a˜o qualquer de G e g ∈ G, arbitra´rio. Como G e´ finito existe
n ∈ N∗ tal que gn = e. Seja λg autovalor de U(g), pela proposic¸a˜o 1.1.8 os autovalores de
U(g) sa˜o ra´ızes da unidade, logo λg e´ raiz do seguinte polinoˆmio
p(x) = xn − 1.
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Observe que p(x) e´ moˆnico e seus coeficientes sa˜o inteiros, donde segue que λg e´ um
inteiro alge´brico.
De um resultado de a´lgebra linear, sabemos que o trac¸o de uma matriz e´ igual a soma
de seus autovalores, logo
χU (g) =
∑
g∈G
λg ∈ A,
ja´ que pelo lema 2.4.5 A e´ anel.

Finalmente ja´ temos os resultados necessa´rios para demonstrarmos o Teorema da di-
mensa˜o.
Teorema 2.4.9 (da dimensa˜o) Se G e´ um grupo finito e α ∈ Ĝ enta˜o, dα divide #(G).
Prova Seja α ∈ Ĝ, qualquer. Considere B uma matriz onde seus elementos sa˜o indexados
em G, ou seja,
Bgh = χ(α)(gh−1)
onde g, h ∈ G e v um vetor tambe´m indexado por G, isto e´, vg = χ(α)(g), onde vg e´ a
g-e´sima entrada do vetor v.
Note que B e´ uma matriz onde seus coeficientes sa˜o inteiros alge´bricos pelo lema 2.4.8.
Portanto pelo teorema 2.2.10 temos
(Bv)g =
∑
h∈G
Bxhvh =
∑
h∈G
χ(α)(gh−1)χ(α)(h) =
=
#(G)
dα
χ(α)(g) =
#(G)
dα
vg
Logo
Bv =
#(G)
dα
v.
Enta˜o,
#(G)
dα
e´ um autovalor da matriz B (v na˜o e´ identicamente nulo visto que ve = dα).
Como ja´ vimos que B e´ uma matriz com coeficientes em A, pelo lema 2.4.7,
#(G)
dα
∈ A.
Obviamente,
#(G)
dα
∈ Q, donde pelo lema 2.4.2, #(G)
dα
∈ Z; isto e´, dα divide #(G).

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Conclusa˜o
E´ fato que poucas foram as relac¸o˜es concretas expostas no decorrer do texto entre teoria de
representac¸o˜es de grupos e teoria de grupos, entre elas, por exemplo obtivemos a relac¸a˜o de
que a soma do quadrado das ordens das representac¸o˜es de G e´ igual a` cardinalidade de G.
Este trabalho deve ser visto como uma introduc¸a˜o a` teoria de representac¸o˜es de grupos
finitos, ha´ muitos resultados interessantes por vir. Um deles e´ o teorema de Burnside (grupos
finitos cuja ordem e´ dividida no ma´ximo por dois primos distintos sa˜o solu´veis) que apenas
no final da de´cada de 60 obteve uma demonstrac¸a˜o sem o uso de teoria de caracteres. A
pro´pria teoria de caracteres e´ muito abrangente, uma pergunta muito relevante e´ ate´ que
ponto uma ta´bua de caracteres de um grupo o determina. Em [3] temos um exemplo de
dois grupos na˜o isomorfos que possuem a mesma ta´bua, a saber, o D4 e o Q8. Portanto sem
du´vidas ainda ha´ muitos resultados a serem explorados, alguns inclusive bem complexos.
Outro caminho natural e´ dar sequ¨eˆncia no estudo de teoria de representac¸o˜es para grupos
na˜o finitos, bem como o estudo da C∗-a´lgebra de grupos na˜o finitos. Como refereˆncia ficam
[5] e [1], respectivamente.
Por fim, apenas gostaria de observar, que no final do texto ficou evidente algo muito
comum na matema´tica, a existeˆncia de conexo˜es entre teorias aparentemente desconexas.
Isto nos faz refletir sobre muitas coisas, dentre elas sobre a intrigante estrutura que esta´ por
tra´s de todas estas teorias. Sem du´vida, uma das evideˆncias que a profundidade da estrutura
e´ grande e´ o fato curioso que uma teoria ta˜o abstrata quanto teoria de grupos, possua tantas
aplicac¸o˜es, na pro´pria matema´tica (mas ate´ este ponto e´ natural), na f´ısica, na qu´ımica,
dentre outras.
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