Abstract. The paper is concerned with the accuracy in total variation of the approximation of the distribution of a sum of independent Bernoulli distributed random d-vectors by the product distribution with Poisson marginals which has the same mean. The best results, obtained using generating function methods, are those of Roos (1998 Roos ( , 1999 ). Stein's method has so far yielded somewhat weaker bounds.
Introduction.
The Stein-Chen method for Poisson approximation (Chen, 1975) has found widespread use, being easy to apply, even for sums of dependent indicators, and yet typically delivering bounds for the approximation error which are accurate at least as far as the order is concerned. For instance, in the simple setting of a sum W of independent Bernoulli random variables (X j , 1 ≤ j ≤ n), with X j ∼ Be (p j ), the distance in total variation between L(W ) and the Poisson Po (λ) distribution with the same mean λ := n j=1 p j is bounded by
which is of the correct order; in particular, if all the p j are equal to p, the bound is just min{p, np 2 }, and if n tends to infinity while p remains fixed, the bound does not become progressively worse, but stays at the value p. For the multivariate analogue, take a sequence of independent Bernoulli random dvectors (X j , j ≥ 1), with 
j and
This bound is in many ways rather similar to that of the one dimensional version, but not quite as good. For instance, for identically distributed X j , reduction to the one dimensional case shows that
is a valid upper bound in the multivariate case, too (Le Cam (1960) , Michel (1988) ). In contrast, the bound (1.3) translates to min{c np p, np 2 }; for np large, this has an extra factor c np log(np), making the bound less accurate than that of (1.5), even if only logarithmically with np, and, for large enough n and fixed p, eventually destroying the bound altogether. This suggests that (1.3) could perhaps be improved in general, and replaced with a bound which would not become larger just because the size of the problem increased.
Using two quite different methods, based on generating functions, Roos (1998, Corollary 1; 1999, Theorem 1) proved two bounds which demonstrated that this is indeed possible. His first bound was derived from a multivariate Charlier asymptotic expansion, and looks a little different from (1.3):
However, for identically distributed X j and all n large enough, it takes the value 
with a constant c which is always smaller than 8.8, but can be chosen close to 1 if max 1≤j≤n p j and the bound in (1.8) are small. In particular, for identically distributed summands, this reduces to c min{p, np 2 }, with a uniformly bounded constant c.
In view of Roos's results, it is reasonable to ask whether they could not also have been obtained by using Stein's method. The principal difficulty, and the reason why a sharper result was not obtained in Barbour (1988 
Results.
Stein's method for approximation with the multivariate Poisson distribution
starts with the observation that, for any given bounded function f :
satisfies the equation
where V is a multivariate immigration-death process with infinitesimal generator A defined by
and IE (j) denotes expectation conditional on V (0) = j; note that ν is the equilibrium distribution of the process V . Thus, for a random non-negative integer valued
4)
where h A is defined by (2.1) with f = 1 A . Taking W := n j=1 X j as in (1.2), it follows by routine arguments that
where
The right hand side of (2.5) can then be bounded by using the inequality
which is proved for any α ∈ IR d in Barbour (1988, Lemma 3), and (1.3) follows.
The bound given in (2.6) is the key to establishing (1.3), and if it could be improved in such a way that the factor c λ were replaced by a λ-independent constant, a bound comparable with Roos's (1.8) would result. Unfortunately, for large λ, the order of the λ-dependence in (2.6) is best possible whenever d ≥ 2. It is shown in the following theorem that it is enough to consider sets A of the form
we have
, where m i := λµ i , i = 1, 2, and
Remark. The lower bound for the λ-dependence in (2.6) now follows by considering the choices α = ε (1) + ε (2) , α = ε (1) and α = ε (2) .
Proof. We evaluate ∆ 12 h A (j) by using the formula (2.1), realizing copies of processes V starting in the states j, j + ε (1) , j + ε (2) and j + ε (1) + ε (2) simultaneously by setting
and
where V (0) is started in j, and E 1 and E 2 are independent of each other and of V (0) , and have standard negative exponential distributions. This then gives
and, for A = A(r, s) and
Hence, for any j such that (j 1 , j 2 ) = (m 1 , m 2 ), it follows that
this last by Barbour and Jensen (1989, p. 78 ). However,
from (1.1), and
from Barbour, Holst and Janson (1992, Theorem 1.C), because |m i − λµ i | ≤ 1. Hence, and from Abramowitz and Stegun (1964, 9.6.10 and 9.6.16),
as long as 1 − e −t ≤ 1 4 e 2π and m i (t) ≥ 1; that is, whenever
Thus it follows from (2.8) and (2.9) that, for j such that (j 1 , j 2 ) = (m 1 , m 2 ),
for c as defined above, if
Although the direct argument by way of (2.5) and a bound such as (2.6) thus cannot yield an estimate of d T V (L(W ), ν) that is as good as those of Roos, alternative ways of exploiting (2.5) can be effective. Our next theorem uses (2.5) to give an analogue of Roos's bound (1.6). To state it, we define
Proof. The proof again begins from (2.4) and (2.5), but uses the simple inequality
By Barbour and Jensen (1989, Lemma 1), and because L(W
Then, using (2.1) and the processes V (0) and V (1) of Theorem 2.1, it follows easily that,
where Y (l) t ∼ Po ( m l (t)); this implies that
and the theorem follows.
If X 1 , . . . , X n are identically distributed, with p
a bound similar in spirit to (1.7). Further comparisons with (1.6) are contained in the following corollary.
2 λµ i ; (2.14)
Proof. The bound (2.16) follows from (2.14) because, under conditions (2.14) and (2.15),
(2.17) is then implied by the Cauchy-Schwarz inequality.
Remark. Expression (2.17) is in fact somewhat smaller than Roos's (1.6), although of exactly the same asymptotic order, so that a satisfactory counterpart has been derived using Stein's method in all cases in which (2.14) and (2.15) are satisfied. If (2.14) is violated for any i, the bound (1.6) is greater than 1, so (2.17) cannot be any worse. If (2.14) holds, but (2.15) is violated for some i, then λµ i ≤ 2/(4 − e), and hence 2 ≤ 1/{(2 − √ 3)λµ i }; thus taking 1 for such i in (2.10) still yields a smaller bound than (1.6). Hence Theorem 2.2 yields a bound which is uniformly smaller than (1.6). It may, at times, be substantially better: if, for instance, n = md and p (i) j = p for all j such that j/m = i − 1, p (i) j = 0 otherwise, then (for large m) (2.16) gives a bound 4e −1 dp, which is much smaller for large d than the value d 2 p/(2 − √ 3) given by (1.6).
We now turn to an analogue of Roos's (1.8), which is not entirely satisfactory. Recalling (1.3), we define ε 1 := n j=1 η 1 (j), where
note that, from (2.6),
In addition, we define the related quantity For X 1 , . . . , X n identically distributed with p (i) j = pµ i for all i and λ = np ≥ 1/2, one has ε 3 = p/2, and κ ≤ 2pc np min 2,
√ µ i / (n − 1)p(1 − p) is typically rather small for n large -for instance, of order p(np) −1/2 c np if
pc np ≤ 1/4, it follows that κ ≤ 1 and that ε 1 ≤ 1/4, so that the bound is then at most 2p; similarly, if pc np → 0, then both κ and ε 1 tend to zero, and the bound is asymptotic to p/2, half as big as Roos's bound under such circumstances. However, although pc np ≤ 1/4 whenever p ≤ 1/(4 log n), an inequality satisfied in many applications, it is still violated for any fixed p whenever n is large enough.
