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Abstract
The duality in Bakry-E´mery’s gradient estimates and Wasserstein controls for
heat distributions is extended to that in refined estimates in a high generality. As a
result, we find an equivalent condition to Bakry-Ledoux’s refined gradient estimate
involving an upper dimension bound. This new condition is described as a L2-
Wasserstein control for heat distributions at different times. The Lp-version of
those estimates are studied on Riemannian manifolds via coupling method.
Key words: gradient estimate, Wasserstein distance, heat distribution, Hopf-Lax semi-
group, Ricci curvature
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1 Introduction
Since the pioneering work of Bakry and E´mery [11], their (L2-)gradient estimate
|∇Ptf |2 ≤ e−2KtPt(|∇f |2) (1.1)
∗Partially supported by the Grant-in-Aid for Young Scientists (B) 22740083
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for a diffusion semigroup Pt = e
tL has been played a prominent role in geometric analysis
of the diffusion generator L (see [9, 10, 12, 31], for instance). Among several further
developments, the following refined form is studied by Bakry and Ledoux [15] (see [44]
also): For fixed parameters K ∈ R and N ∈ (0,∞],
|∇Ptf |2 ≤ e−2KtPt(|∇f |2)− 1− e
−2Kt
NK
(L Ptf)
2. (1.2)
Recently, in [25, 28], it is revealed that (1.1) is equivalent to the following estimate con-
cerning a Lipschitz type bound of heat distributions with respect to the L2-Wasserstein
distance W2, which we call an L
2-Wasserstein control, in a fairly general situation: For
t > 0 and two probability measures µ0 and µ1 on the state space,
W2(P
∗
t µ0, P
∗
t µ1) ≤ e−KtW2(µ0, µ1). (1.3)
The purpose of this article is to extend such a duality by introducing a new inequality
like (1.3) which corresponds to (1.2). As we will see in Corollary 2.4 as a special case
of our result, the estimate (1.2) is equivalent to the following space-time L2-Wasserstein
control in an abstract framework: For s, t > 0 and two probability measures µ0 and µ1
on the state space,
W2(P
∗
s µ0, P
∗
t µ1)
2 ≤
(
1
JN([s, t])
∫ t
s
eKrJN(dr)
)−2
W2(µ0, µ1)
2 + JN([s, t])
2, (1.4)
where
JN(A) :=
∫
A
√
NK
e2Kr − 1dr (1.5)
for measurable A ⊂ [0,∞) and hence
JN([s, t]) =


√
N
K
(
cos−1(e−Kt)− cos−1(e−Ks)) (K > 0),
√
2N(
√
t−√s) (K = 0),√
N
−K
(
cosh−1(e−Kt)− cosh−1(e−Ks)) (K < 0).
Here the function (e2Kt − 1)/K is regarded as 2t when K = 0.
In the Bakry-Ledoux gradient estimate (1.2), the parameters K and N play the role
of lower Ricci curvature bound and upper dimension bound. Indeed, under the condition
|∇f |2 = 1
2
L (f 2)− fL f, (1.6)
the Bakry-Ledoux gradient estimate is equivalent (at least formally) to the following
inequality, called Bakry-E´mery’s curvature-dimension condition or Bochner’s inequality
1
2
L (|∇f |2)− 〈∇f,∇L f〉 ≥ K|∇f |2 + 1
N
|L f |2. (1.7)
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Note that (1.6) is the definition of squared norm of gradient or carre´ du champ |∇f |2 =
〈∇f,∇f〉 in Bakry-E´mery theory, as in [9, 10, 12, 31]. On complete Riemannian manifolds
with L = ∆, the Bochner-Weitzenbo¨ck formula implies that Bakry-E´mery’s curvature-
dimension condition is equivalent to the combination of Ric ≥ K and dim ≤ N (when
N = ∞, the latter condition always holds). Moreover, even in an abstract framework,
(1.7) has provided several extensions of results in Riemannian geometry concerning these
bounds. Thus we could say that (1.1) or (1.2) is placed at the intersection of geometry
and analysis. While (1.1) can be applied in a broader situation such as analysis on infinite
dimensional spaces, (1.2) provides qualitatively sharper results and hence obtaining (1.2)
or (1.7) for N <∞ would be important (see [9, 10, 12, 31] for instance).
The Wasserstein control condition (1.3) or (1.4) serves us a new approach to (1.1)
or (1.2) especially on non-smooth spaces. Since the Bochner-Weitzenbo¨ck formula is not
available in such a case, it was completely unclear when (1.7) holds. For this problem,
a connection with an alternative formulation of “Ric ≥ K and dim ≤ N” by optimal
transportation [8, 33, 38, 39] has been investigated recently. Since those new conditions are
stable under geometric operations such as the measured Gromov-Hausdorff limit, the same
stability holds for (1.7) once we prove the equivalence between them. This equivalence
is finally established by Ambrosio, Gigli, Savare´, Mondino and Rajala [1, 2, 3, 4] when
N = ∞ and by Erbar, Sturm and the author [20] when N < ∞. For connecting Bakry-
E`mery theory based on (1.7) with optimal transport approach, the estimate (1.3) or (1.4)
works as a bridge, though what we actually used when N <∞ is (2.8) below.
The emphasis of the result of this paper is put on the fact that the equivalence between
(1.2) and (1.4) can be extended to more general situation where any kind of known
curvature-dimension conditions corresponding to “Ric ≥ K and dim ≤ N” may not hold
(see Theorem 2.1). For instance, previous results can be applied to obtain an estimate
like (1.3) from an estimate like (1.1) for sub-elliptic diffusions [25, Section 4] (see [28,
Section 6] also for other examples). We can expect a similar result also in the present
case as a future application. As another kind of generality, we can obtain Lp/Lp∗-duality,
as we did in [25, 28]. Actually, an Lp-type estimate of (1.4) (see (2.10)) holds on complete
Riemannian manifolds, and we can obtain the Lp∗-analog of (1.2) by our result. It is not
yet known whether we can obtain the same estimate on metric measure spaces satisfying
the Riemannian curvature-dimension condition in [20], where the L2-estimate holds. Note
that, in the case N =∞, the Lp-version of (1.3) follows from (1.3) itself (see [37]). Such a
precision has various applications in that case and hence it would be interesting to obtain
an Lp-estimate associated with the curvature-dimension condition as well as to investigate
applications of it.
The essential idea of the proof of the duality in (1.2) and (1.4) is inherited from the
earlier studies in [25, 28]. There we regard (1.1) as a differentiation of (1.3) in space
variable with a change of viewpoint from the space of measures to the space of functions.
Then the opposite implication is regarded as an integration in space variable, and it is
realized by using the Kantorovich duality and the analysis of the associated Hopf-Lax
semigroup. Thus it was natural in those argument that we used no time-dependency
on the constant and the Markov kernel Pt. In the present case, the additional term in
(1.2) involving N can be regarded as a differentiation in time parameter. The reason why
the “integrated” estimate (1.4) deals with distribution of diffusions at different times is
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based on this fact. Actually, if we apply (1.4) when s = t by taking a limit s → t, it
becomes the reduced control (1.3), which is in duality with (1.1). In the proof of our
main theorem, we will couple a space parameter with a time parameter. As a result,
the argument becomes more complicated compared with previous ones in [25, 28]. This
fact also makes it unclear what is the optimal bound of space-time Wasserstein control of
type (1.4). Indeed, we obtain (1.4) by choosing a (possibly not optimal but admissible)
space-time reparametrizations in a variational problem arising in Proposition 3.5 below
(see Remark 3.7). When we are working with the specified estimate (1.2), the space-time
W2-control (2.8) involving comparison functions seems to be optimal (see Remark 3.8).
Lp-type estimates on Riemannian manifolds are obtained by stochastic analytic tech-
niques. We construct a variant of coupling by parallel transport of diffusion processes with
different time scales for deriving Wasserstein controls. For the construction, we must avoid
technical difficulties arising from the presence of the cut locus. To overcome it, we em-
ploy the approximation of the diffusion process by geodesic random walks developed in
[24, 26, 30, 42]. The Wasserstein control we will obtain directly from our coupling method
is slightly weaker than expected and we establish an Lp-variant of Bakry-E´mery theory
(Proposition 4.4) in order to derive a sharper result. Since we consider a possibly non-
symmetric diffusion generator, we relies on stochastic analytic techniques again to avoid
technical difficulties there. It might be possible to prove it in a more straightforward way
without coupling methods. See Remark 4.6 for an observation.
As a related result, the implication from (1.2) to (1.4) is obtained by Bakry, Gentil
and Ledoux in [13] by a different method when K = 0. Bolley, Gentil and Guillin
[18] recently obtained a sort of contraction bound of L2-Wasserstein distance for two
distributions of diffusion at the same time involving the dimension parameter N from
(1.7). Coupling method on Riemannian manifolds is studied first by Kendall [23] and
improved by Cranston [19]. Since then, it has been extensively studied in the literature.
Feng-Yu Wang is one of the leading persons on this topic and we refer to his books
[43, 45] for further developments. A coupling admitting different time scales is studied
also in [29, 34]. The problem studied in [29] seems to be closely related to ours (See
Remark 2.10). Though the purpose of [34] is different from ours, there appears a similar
argument.
The organization of the paper is as follows. In the next section, we give a precise
definition of our framework and state the main theorems. Since we will deal with the time-
evolution of the Markov kernel, we discuss it under two different family of assumptions in
Theorem 2.1 and Theorem 2.2 respectively. In those theorems, only a weaker duality is
obtained and we add a technical assumption (strong Feller property of Pt) in both cases to
obtain the full duality result including the relation between (1.2) and (1.4) (Corollary 2.3).
The proof of main results except Theorem 2.6 is given in Section 3. In the proof, we will
show two key propositions: Proposition 3.1 and Proposition 3.5. Though they can be
applied to more general situation than in the setting of Theorem 2.1, we exclude it from
the main theorem for simplicity of presentation since the statements of them look more
complicated. We also prove another space-time W2-control (2.8) studied in [20] directly
from (1.2) (Theorem 2.5). In Section 4, we will prove Theorem 2.6, which concerns with
Lp-estimates, on a complete Riemannian manifold satisfying (1.7) for a (possibly non-
symmetric) diffusion generator L . Since the argument seems to be technical, we give a
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heuristic discussion in Section 4.1 and make it rigorous in Section 4.2 with a partial use
of arguments in Section 4.1 which hold in a sufficient generality.
Acknowledgment : The author would like to tell his gratitude to the anonymous referee.
His/Her comments help the author to improve the quality of the paper. Especially,
Proposition 4.4 and Remark 4.6 are essentially due to the comment.
2 Framework and main results
Let (M, d) be a Polish metric space. In this paper we always assume that d is a geodesic
metric. It means that, for each x, y ∈ M , there is a curve γ : [0, 1] → M such that
γ(0) = x, γ(1) = y and d(γ(s), γ(t)) = |s− t|d(x, y) for s, t ∈ [0, 1]. We call such a curve γ
minimal geodesic joining x and y. Let Pt(x, ·) ∈ P(M), t ≥ 0, x ∈M be a semigroup of
Markov kernels on M , where P(M) is the space of all Borel probability measures on M .
We denote the action of the Markov kernel Pt to f :M → R bounded and measurable by
Ptf . Similarly, the dual action of Pt to µ ∈ P(M) is denoted by P ∗t µ. We denote the set
of (bounded) Lipschitz functions by CLip(M) and CLipb (M) respectively. Let us denote
the local Lipschitz constant of f ∈ CLip(M) at x by |∇f |(x). That is,
|∇f |(x) = lim sup
y→x
|f(y)− f(x)|
d(x, y)
.
Let Lip(f) stand for the (global) Lipschitz constant of f . Recall that we say a curve
(γ(r))r∈[0,1] in a metric space (Y, dY ) is called absolutely continuous if there is a non-
negative integrable function ϕ on [0, 1] such that dY (γ(s), γ(t)) ≤
∫ t
s
ϕ(r)dr for any
0 ≤ s ≤ t ≤ 1. ϕ can be chosen to be the metric derivative |γ˙| given by
|γ˙|(r) := lim sup
s→r
dY (γ(s), γ(r))
|s− r| (2.1)
(see [5, Theorem 1.1.2]). For 1 ≤ p <∞, we denote the Lp-Wasserstein (pseudo-)distance
on P(M) by Wp. That is,
Wp(µ, ν) := inf
{‖d‖Lp(π) | pi is a coupling of µ and ν} .
For each µ0, µ1 ∈ P(M), there is a curve (µ(t))t∈[0,1] ⊂ P(M) such that µ(i) = µi for
i = 0, 1 andWp(µ(r1), µ(r2)) = |r1−r2|Wp(µ0, µ1) for any r1, r2 ∈ [0, 1] (see [32, Corollary
1 and Proposition 1]). Let Geo(M) be the space of minimal geodesics parametrized by
[0, 1] and et : Geo(M)→M (t ∈ [0, 1]) the evaluation map given by et(γ) = γ(t). By [32,
Corollary 1 and Theorem 6], there exists a probability measure Γ on Geo(M) such that
(er)♯Γ = µ(r) and∫
Geo(M)
d(γ(r1), γ(r2))
pΓ(dγ) =
∫
Geo(M)
∫ r2
r1
|γ˙|(u)pduΓ(dγ) = Wp(µ(r1), µ(r2))p (2.2)
for any r1, r2 ∈ [0, 1] with r1 < r2. we call such Γ a dynamic optimal coupling of µ0 and
µ1.
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We introduce some quantities we will use throughout this paper. Let a : [0,∞) →
(0,∞) and b : (0,∞)→ (0,∞) be continuous functions. We define a measure J on [0,∞)
by J(dx) = b(x)−1dx. We assume that J is locally finite, that is, J([0, δ)) < ∞ for any
δ > 0. Let p, p∗, β, β∗ ∈ (1,∞) with p−1 + p−1∗ = 1, β−1 + β−1∗ = 1 and β ≤ p. For
f :M → R, we define the Hopf-Lax (or Hamilton-Jacobi) semigroup (Qsf)s≥0 by
Qsf(x) := inf
y∈X
[
f(y) +
s
p
(
d(x, y)
s
)p]
. (2.3)
For the infinitesimal generator L of Pt, we suppose either of the following conditions:
(A1) For any f ∈ CLipb (M), t > 0 and x ∈M , the following limit exists:
L Ptf(x) := lim
s→0
Pt+sf(x)− Ptf(x)
s
. (2.4)
(A2) There is a locally finite reference measure m on M with suppm =M such that we
can extend the action of Pt to L
q(m) as a bounded operator for some q ∈ [1,∞) and
the limit (2.4) exists in Lq(m) for any f ∈ Lq(m) and t > 0.
The condition (A1) seems more restrictive, but the other assumptions can be rather weak
and the proof of the main theorem is simpler under this condition. The condition (A2)
requires some additional assumptions for the main theorem, but it naturally occurs when
we are following a functional analytic approach. Such a situation arises in analysis on
metric measure spaces where no (usual) differentiable structure is assumed. Under (A2),
for two measurable functions f and g which belong to the same equivalence class in Lq(m),∫
M
f(y)dPt(x, dy) =
∫
M
g(y)Pt(x, dy) holds m-a.e. x ∈ M . Thus, even under (A2), we
always regard Ptf for f ∈ Lq(m) as the integral by the Markov kernel of a representative
of f .
We are interested in the following conditions:
(1) (Space-time (Lp, Lβ)-Wasserstein control) For µ0, µ1 ∈ P(M) and 0 ≤ s < t,
Wp(P
∗
s µ0, P
∗
t µ1)
β ≤
(
1
J([s, t])
∫
[s,t]
J(dr)
a(r)
)−β
Wp(µ0, µ1)
β + J([s, t])β. (2.5)
(2) ((Lp∗ , Lβ∗)-Bakry-Ledoux type gradient estimate) For f ∈ CLipb (M), t > 0 and x ∈ M ,
|∇Ptf |(x)β∗ ≤ a(t)β∗
(
Pt(|∇f |p∗)(x)β∗/p∗ − b(t)β∗|L Ptf(x)|β∗
)
. (2.6)
(2)∗ (2.6) holds for t > 0, x ∈M and f of the form f = Qδf˜ with δ > 0 and f˜ ∈ CLipb (M).
(3) For any minimal geodesic γ : [0, 1]→ M , 0 ≤ s ≤ t and f ∈ CLipb (M),
|Ptf(γ(1))− Psf(γ(0))|
≤
∫ 1
0
(
a(ξ(r))βd(γ(0), γ(1))β +
(
t− s
b(ξ(r))
)β)1/β
Pξ(r) (|∇f |p∗) (γ(r))1/p∗dr, (2.7)
where ξ(r) := rt+ (1− r)s.
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Note that (2) implies (2)∗ since the function f in (2)∗ belongs to CLipb (M) (see Sec-
tion 3.1). For (2) and (2)∗, we consider a slightly modified version under (A2). When
(2) or (2)∗ holds for f ∈ CLipb (M) ∩ Lq(m) and m-a.e. x ∈ M instead of f ∈ CLipb (M)
and x ∈ M , we denote those conditions by (2)ae or (2)∗ae respectively. Note that, when
considering (2)∗, f = Qδf˜ ∈ CLipb (M) is automatic and f ∈ Lq(m) holds if f˜ ∈ Lq(m) and
f˜ ≥ 0, or supp f˜ is compact. We state our first main theorems of this paper as follows:
Theorem 2.1 Assume (A1). Then the conditions (1), (2)∗ and (3) are equivalent.
For considering the corresponding assertion under (A2), we introduce the following ad-
ditional assumption associated with (A2):
(A3) With keeping m and q introduced in (A2), for any µ0, µ1 ∈ P(M) with bounded
supports and bounded densities with respect to m, there exists a Wp-minimal
geodesic (µr)r∈[0,1] such that µt ≪ m and the density ρt satisfies
∫
A
ρq∗t dm < ∞
for each t ∈ [0, 1] and bounded A ∈ B(M), where q∗ is the Ho¨lder conjugate of q.
Theorem 2.2 Assume (A2). Then the implication “ (1) ⇒ (3) ⇒ (2)∗ae” holds. In
addition, the implication “ (2)∗ae ⇒ (1)” also holds true when (A3) holds.
For stating the full equivalence involving (2) instead of (2)∗, we introduce the following
assumption on a regularization property of Pt.
(A4) Pt is strong Feller, that is, Ptf ∈ Cb(M) for any t > 0 and any f :M → R bounded
and measurable.
Corollary 2.3 (i) Assume (A1) and (A4). Then (3) implies (2). In particular,
(1), (2) and (3) are equivalent.
(ii) Assume (A2) and (A4). Then (3) implies (2)ae. In particular, (1), (2)ae and
(3) are equivalent if (A3) holds additionally.
As a special case of Corollary 2.3, we obtain the following:
Corollary 2.4 Let K ∈ R and N ∈ (0,∞).
(i) Assume (A1) and (A4). Then the following are equivalent:
(a) (1.4) holds for any µ0, µ1 ∈ P(M) and 0 < s < t.
(b) (1.2) holds for any f ∈ CLipb (M), t > 0 and x ∈M .
(ii) Assume (A2), (A3) and (A4). Then the following are equivalent:
(a) (1.4) holds for any µ0, µ1 ∈ P(M) and 0 < s < t
(b) (1.2) holds for any f ∈ CLipb (M) ∩ Lq(m), t > 0 and m-a.e. x ∈M .
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Indeed, we obtain Corollary 2.4 from Theorem 2.1 and Theorem 2.2 with p = β = 2,
a(t) = e−Kt and b(t) =
√
(e2Kt − 1)/(NK).
The reader may think that it seems difficult to specify a and b in (2.5) when we have
a bound of Wp(P
∗
s µ0, P
∗
t µ1) involving Wp(µ0, µ1), t and s. Even in such a case, we can
find them by passing through our duality argument. See Remark 3.7.
We next state a equivalence between (1.2) and another Wasserstein control involving
comparison functions. It is studied in [20] in connection with the reduced curvature-
dimension condition introduced in [8]. Here we give a more direct proof under a slightly
different assumptions. Let us introduce comparison functions as follows: For κ ∈ R, we
will define functions sκ, cκ, tκ on [0, (κ ∨ 0)−1/2pi] ∩ [0,∞) as follows:
sκ(u) :=
1√
κ
sin(
√
κu), cκ(u) := cos(
√
κu), tκ(u) :=
sκ(u)
cκ(u)
.
When κ > 0, there is no problem in this definition. When κ = 0, we extend its definition
naturally to the limit κ → 0 of them, as usual. Even when κ < 0, this definition makes
sense by regarding trigonometric functions as complex functions. They take their values
in R even in this case.
Theorem 2.5 Let K ∈ R and N ∈ (0,∞). When K > 0, we suppose that d(x, y) <
pi
√
(N − 1)/K holds for any x, y ∈M .
(i) Assume (A1) and (A4). Then (1.2) holds for f ∈ CLipb (M) and t > 0 if and only
if the following holds: For 0 ≤ s < t and µ, ν ∈ P(M),
s
2
K/N
(
W2(P
∗
s µ, P
∗
t ν)
2
)
≤ e−K(s+t)s2K/N
(
W2(µ, ν)
2
)
+
N
2
1− e−K(s+t)
K(s + t)
(
√
t−√s)2. (2.8)
(ii) Assume (A2), (A3) and (A4). Then (1.2) holds for f ∈ CLipb (M) ∩ Lq(m), t > 0
and m-a.e. x ∈M if and only if (2.8) holds for 0 ≤ s < t and µ, ν ∈ P(M).
Note that the condition on the diameter in the last Theorem when K > 0 holds in typical
situations. See e.g. [14, 15] and [20, Remark 3.5 and Corollary 3.7] (cf. Remark 4.1).
Our final main theorem deals with the case when M is a m-dimensional complete
Riemannian manifold. We consider the diffusion process ((X(t))t≥0, (Px)x∈M) generated
by L = ∆+Z, where Z is a smooth vector field. For K ∈ R and N ∈ [m,∞), we say that
the Bakry-E´mery Ricci tensor associated with L satisfies the (K,N)-curvature-dimension
bound if the following holds:
Ric−(∇Z)♭ − 1
N −mZ ⊗ Z ≥ K, (2.9)
where (∇Z)♭ is a symmetrization of ∇Z as (0, 2)-tensor. When N = m, we interpret (2.9)
as Z = 0 and Ric ≥ K. Let Pt(x, ·) be given by distributions of the diffusion process
X(t): Pt(x, ·) = Px ◦X(t)−1. In this case, we will obtain the following:
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Theorem 2.6 Assume p ≥ 2 and (2.9) for some K ∈ R and N ∈ [m,∞).
(i) For t > s > 0 and µ0, µ1 ∈ P(M),
Wp(Psµ0, Ptµ1)
2 ≤
(
1
JN+p−2([s, t])
∫ t
s
eKrJN+p−2(dr)
)−2
Wp(µ0, µ1)
2
+ JN+p−2([s, t])
2, (2.10)
where J· is as defined in (1.5).
(ii) For t > 0 and f ∈ CLipb (M),
|∇Ptf |(x)2 ≤ e−2KtPt(|∇f |p∗)2/p∗ − 1− e
−2Kt
(N + p− 2)K |L Ptf |
2 . (2.11)
This result can be regarded as an Lp/Lp∗-version of (1.2) and (1.4). Note that a similar
argument implies an estimate of transportation cost involving a comparison function (see
Theorem 4.11).
The rest of this section consists of a series of remarks concerning with Theorem 2.1
and Theorem 2.2, including a discussion on sufficient conditions of assumptions in these
theorems (Remark 2.8 and Remark 2.9).
Remark 2.7 For both (2.5) and (2.6), the inequality becomes stronger as p increases (or
p∗ decreases). For (2.5), This is based on the fact that (2.5) holds for any µ0, µ1 ∈ P(M)
if it does for any Dirac measures (see Lemma 3.4 below). Then the problem is reduced to
an easy application of the Ho¨lder inequality. As a by-product of this observation, When
both µ0 and µ1 are Dirac measure, (2.5) yields the same estimate even when 1 ≤ p < β.
For (2.6), this is an easy consequence of the Ho¨lder inequality. Here we do not require
the fact p∗ ≤ β∗. Note that these arguments do not require the conclusion of Theorem 2.1
or Theorem 2.2. Note also that, in the Lp/Lp∗-estimates in Theorem 2.6, the constant
corresponding to b(t) does depend on p. Thus it is not clear whether the same implication
still holds or not.
Remark 2.8 The strong Feller property we assumed in Corollary 2.3 holds for the heat
semigroup associated with the (quadratic) Cheeger energy functional on a metric measure
space with a Riemannian lower Ricci curvature bound (see [4, Theorem 6.1 (iii)] and [1,
Theorem 7.1 (iii)]). More generally, when the semigroup is associated with a Dirichlet
form, it is known that (1.1) or (1.3) yields the strong Feller property under some regularity
assumptions [2, Theorem 3.17]. Since either (1.1) or (1.3) immediately follows from (1.2)
or (1.4), the strong Feller property is closely related with our conditions.
Remark 2.9 The assumption (A3) is satisfied for any q ∈ [1,∞) if (M, d,m) enjoys the
curvature-dimension condition CD(K,∞) in the sense of [38] for some K ∈ R (see [36]).
Note that, even in this framework, our semigroup Pt is not necessarily the one studied in
[1, 3, 4], which is associated with the (quadratic) Cheeger energy.
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Remark 2.10 In [29, 40], the monotonicity of normalized L-transportation cost between
two heat distributions on a backward Ricci flow is studied. It can be written in the following
form: For s1 < s2 and t1, t2 > 0 with t2/t1 = s2/s1,
TL(µs1+t1 , s1 + t1;µs2+t2 , s2 + t2) ≤ TL(µs1, s1;µs2, s2) + 2m(
√
t2 −
√
t1)
2,
where m is the dimension of the manifold, µt is the heat distribution at time t,
TL(µ, s; ν, t) := inf
{
2(
√
t−√s)
∫
L(x, s; y, t)pi(dxdy)
∣∣∣∣ pi: coupling of µ and ν
}
and L is Perelman’s L-distance. It looks very similar to (1.4) with K = 0.
Remark 2.11 When s = 0, µ0 = δy and µ1 = δx, the inequality (2.8) becomes the
following form:
s
2
K/N
(
W2(δy, Ptδx)
2
)
= s2K/N
(
1
2
(∫
M
d(y, z)2Pt(x, dz)
)1/2)
≤ e−Kts2K/N
(
d(y, x)
2
)
+
Nt
2
+ o(t).
By applying the Ho¨lder inequality to bound W1 by W2, the last inequality formally implies
the following estimate by taking a derivative at t = 0:
(L d(y, ·))(x) ≤ N
tK/N(d(x, y))
.
It corresponds to the Laplacian comparison theorem on complete Riemannian manifolds,
but slightly weaker (it was sharp if we could replace N with N−1). By the same argument
based on (1.4) instead of (2.8), the sharp estimate follows when K = 0. By using an
estimate in Theorem 4.11 below (with p = 2), we can recover the sharp estimate for
K ∈ R, but it is shown only on a complete Riemannian manifold (see e.g. [27, Lemma 2.1]
for a more direct proof of the Laplacian comparison theorem for L = ∆+ Z).
3 Proof of dualities
Before going into the proof, we review known properties of the Hopf-Lax semigroup.
3.1 Reminder of the Hopf-Lax semigroup
Recall that the Hopf-Lax semigroup is defined as in (2.3). It is immediate from the
definition that Qsf is non-increasing in s and
inf
y∈M
f(y) ≤ Qsf(x) ≤ f(x). (3.1)
When f is bounded, we can easily observe
Qsf(x) = inf

f(y) + sp
(
d(x, y)
s
)p ∣∣∣∣∣∣
y ∈ M,
d(x, y) ≤ s
(
p(sup f − inf f)
s
)1/p

 (3.2)
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(see e.g. [21, Proposition A.3 (1)]). Therefore, if f is bounded with bounded support,
then Qsf shares the same property. In addition, by virtue of (3.2), Qsf ∈ CLipb (M) holds
if f is bounded. Again by (3.2), we have
lim
t→0
Qtf(x) ≥ lim inf
y→x
f(y), (3.3)
where the limit in the left hand side exists since Qtf(x) is monotone in t. This estimate
together with (3.1) yields that lims↓0Qsf(x) = f(x) holds for each fixed x ∈ M if f is
lower semi-continuous. When f ∈ CLipb (M), the same argument as in the proof of [16,
Theorem 2.1 (iv)] yields
|Qsf(x)−Qsf(y)| ≤ Lip(f)d(x, y), (3.4)
|Qs′f(x)−Qsf(x)| ≤ Lip(f)
p∗
p∗
|s′ − s| (3.5)
for each x, y ∈ M , s, s′ > 0. As an important property of Qsf , it is a solution to a
Hamilton-Jacobi equation in the following sense:
∂+
∂s
Qsf(x) = − 1
p∗
|∇Qsf |p∗(x) (3.6)
for any x ∈ M and s > 0 (see [6, 21], [28, Theorem 3.6 and Theorem 3.8] and references
therein). Note that we use the property that M is a geodesic space to obtain the equality
(3.6) while an inequality “≤” holds without this assumption. By [28, Lemma 3.3 and
Proposition 3.4] (see [3, 6] also) and (3.6), the function x 7→ |∇Qsf |(x) is upper semi-
continuous. This fact works as a sort of regularization of |∇f |.
3.2 From Wasserstein control to gradient estimates
In this subsection, we will give the proof of the implication “(1)⇒ (3)⇒ (2)∗” in Theo-
rem 2.1 and the corresponding assertions in Theorem 2.2, Corollary 2.3 and Theorem 2.5.
The argument is separated into Proposition 3.1, Proposition 3.2 and Lemma 3.3. We will
show all these implications at the end of this section.
Proposition 3.1 Let A : [0,∞)2 → (0,∞) and B : [0,∞)2 → (0,∞) continuous func-
tions satisfying A(s, t) = A(t, s) and B(s, t) = B(t, s). Assume that B(s, t) = 0 if and
only if s = t. In addition, we assume A(t, t) = a(t) and
b(t) = lim
s→t
|s− t|
B(s, t)
for t ∈ [0,∞), where a, b is as introduced in Section 2. Suppose the following inequality
holds:
Wp(P
∗
s δx, P
∗
t δy)
β ≤ A(s, t)βd(x, y)β +B(s, t)β (3.7)
11
for any x, y ∈M and 0 ≤ s < t. Then, for any absolutely continuous curve (ξ(r), γ(r))r∈[0,1]
in (0,∞)×M and f ∈ CLipb (M),∣∣Pξ(1)f(γ(1))− Pξ(0)f(γ(0))∣∣
≤
∫ 1
0
(
(a(ξ(r))|γ˙|(r))β +
( |ξ′(r)|
b(ξ(r))
)β)1/β
Pξ(r) (|∇f |p∗) (γ(r))1/p∗dr.
In particular, the condition (3) holds.
Note that neither (A1) nor (A2) is required in Proposition 3.1.
Proof. We first claim that (t, x) 7→ Ptf(x) is locally Lipschitz for any f ∈ CLipb (M).
Indeed, (3.7) yields that P ∗t δz is locally Lipschitz in (t, z) with respect to Wp by the
assumption on A and B. By the Ho¨lder inequality, the same holds forW1. Then the claim
follows from the Kantorovich-Rubinstein duality (see [41, Remark 6.5] for instance). Note
that the claim implies that (t, z) 7→ P ∗t δz is continuous on (0,∞)×M with respect to the
topology of weak convergence. Let (ξ(s), γ(s))s∈[0,1] be an absolutely continuous curve in
(0,∞)×M . Then our claim implies that Pξ(s)f(γ(s)) is absolutely continuous in s. Thus
it is differentiable a.e. with respect to the Lebesgue measure on [0, 1].
Let s ∈ [0, 1) where s 7→ Pξ(s)f(γ(s)) is differentiable and take ε > 0 such that
s+ ε ∈ [0, 1]. Let piεs ∈ P(M ×M) be a minimizer of Wp(Pξ(s)δγ(s), Pξ(s+ε)δγ(s+ε)). Then
we have
∣∣Pξ(s+ε)f(γ(s+ ε))− Pξ(s)f(γ(s))∣∣ ≤
∫
M×M
|f(z)− f(w)|piεs(dzdw). (3.8)
Take r > 0, which is specified later, and set
Grf(z) := sup
z′; d(z,z′)∈(0,r)
|f(z)− f(z′)|
d(z, z′)
.
Then we have∫
M×M
|f(z)− f(w)|piεs(dzdw) =
∫
M×M
|f(z)− f(w)| 1{d(z,w)≤r}piεs(dzdw)
+
∫
M×M
|f(z)− f(w)| 1{d(z,w)>r}piεs(dzdw)
≤
∫
M×M
Grf(z)d(z, w)pi
ε
s(dzdw) + 2‖f‖∞piεs(d > r)
≤ Pξ(s)((Grf)p∗)(γ(s))1/p∗Wp(Pξ(s)δγ(s), Pξ(s+ε)δγ(s+ε))
+
2‖f‖∞
rp
Wp(Pξ(s)δγ(s), Pξ(s+ε)δγ(s+ε))
p, (3.9)
where ‖f‖∞ = supx∈M |f(x)|. Let us choose r = r(s, ε) by
r(s, ε) := Wp(Pξ(s)δγ(s), Pξ(s+ε)δγ(s+ε))
1/(2p∗).
12
Applying (3.7) to (3.9) and substituting it into (3.8), we obtain∣∣Pξ(s+ε)f(γ(s+ ε))− Pξ(s)f(γ(s))∣∣
≤ Pξ(s)((Grf)p∗)(γ(s))1/p∗
(
A(ξ(s), ξ(s+ ε))βd(γ(s), γ(s+ ε))β +B(ξ(s), ξ(s+ ε))β
)1/β
+ 2‖f‖∞Wp(Pξ(s)δγ(s), Pξ(s+ε)δγ(s+ε))(p+1)/2. (3.10)
Note that Wp(Pξ(s)δγ(s), Pξ(s+ε)δγ(s+ε)) = O(ε) as ε ↓ 0 by (3.7). In particular, r → 0 as
ε ↓ 0. We divide (3.10) by ε and let ε ↓ 0. Since Grf ≤ Lip(f) < ∞, the dominated
convergence theorem yields∣∣∣∣ ∂∂sPξ(s)f(γ(s))
∣∣∣∣ ≤ Pξ(s)(|∇f |p∗)(γ(s))1/p∗
(
(a(ξ(s))|γ˙|(s))β +
( |ξ′(s)|
b(ξ(s))
)β)1/β
.
Thus the assertion holds by integrating the last inequality with respect to s on [0, 1]. 
Proposition 3.2 Assume (3). Then (t, x) 7→ Ptf(x) is Lipschitz on [a, b] ×M for any
0 < a < b. In addition,
|∇Ptf |(x)β∗ ≤ a(t)β∗
(
Pt(|∇f |p∗)(x)β∗/p∗ − b(t)β∗
∣∣∣∣ ∂∂tPtf(x)
∣∣∣∣
β∗
)
holds for f of the form f = Qδf˜ with δ > 0 and f˜ ∈ CLipb (M), x ∈M and t > 0 at which
s 7→ Psf(x) is differentiable. Moreover, the same conclusion holds for any f ∈ CLipb (M)
under (A4).
Proof. Let f ∈ CLipb (M), t, s > 0 with t 6= s and x, y ∈ M with x 6= y. Take a minimal
geodesic γ in M from x to y and let ξ(r) := (t− s)r + s. Then (2.7) yields
|Ptf(y)− Psf(x)|
≤
∫ 1
0
(
(a(ξ(r))d(x, y))β +
( |t− s|
b(ξ(r))
)β)1/β
Pξ(r) (|∇f |p∗) (γ(r))1/p∗dr. (3.11)
Because |∇f | ≤ Lip(f), (3.11) implies the claimed Lipschitz continuity. Note that (t, x) 7→
P ∗t δx is also continuous on (0,∞)×M with respect to the topology of weak convergence
by the Kantorovich-Rubinstein duality. Let α ∈ R \ {0}, define σ∗ ∈ {±1} by
σ∗ :=

1 if lim supy→x
Ptf(y)− Ptf(x)
d(y, x)
= |∇Ptf |(x),
−1 otherwise
and set α∗ := σ∗α. Take y ∈M satisfying 0 < |α|d(x, y) < t and set s := t−α∗d(x, y) > 0.
Then (3.11) yields∣∣∣∣Ptf(y)− Psf(x)d(x, y)
∣∣∣∣
≤
∫ 1
0
(
1 +
( |α|
a(ξ(r))b(ξ(r))
)β)1/β
a(ξ(r))Pξ(r) (|∇f |p∗) (γ(r))1/p∗dr. (3.12)
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Now we claim that Pξ(r) (|∇f |p∗) (γ(r))1/p∗ is upper semi-continuous in r if either
f = Qδf˜ for some δ > 0 and f˜ ∈ CLipb (M), or (A4) holds. In the former case, |∇f | is
upper semi-continuous as reviewed in Section 3.1. Since Qδ′(−|∇f |p∗) ∈ Cb(M) holds for
δ′ > 0, (3.1) and (3.3) yield
lim sup
r′→r
Pξ(r′) (|∇f |p∗) (γ(r′))1/p∗ ≤ lim sup
δ′↓0
(
lim
r′→r
Pξ(r′) (−Qδ′(−|∇f |p∗)) (γ(r′))1/p∗
)
≤ Pξ(r)(|∇f |p∗)(γ(r))1/p∗.
In the latter case, Pεf ∈ Cb(M) for arbitrarily small ε > 0. Since (t, x) 7→ P ∗t δx is
continuous, Pξ(r)(|∇f |p∗)(γ(r)) is continuous in r.
To conclude (2.6) from (3.12), we consider the left hand side of (3.12). By our choice
of s, t and σ∗, we have
lim sup
y→x
σ∗
Ptf(y)− Psf(x)
d(x, y)
= lim sup
y→x
(
σ∗
Ptf(y)− Ptf(x)
d(x, y)
+ α
Ptf(x)− Psf(x)
t− s
)
= |∇Ptf |(x) + α ∂
∂t
Ptf(x).
Thus we obtain
α
∂
∂t
Ptf(x) + |∇Ptf |(x) ≤ lim sup
y→x
∣∣∣∣Ptf(y)− Psf(x)d(x, y)
∣∣∣∣
≤
(
1 +
( |α|
a(t)b(t)
)β)1/β
a(t)Pt (|∇f |p∗) (x)1/p∗ .
Then the conclusion follows by optimizing over α. 
To deal with the case under (A2), we prepare the following lemma.
Lemma 3.3 Assume (A2) and that (t, x) 7→ Ptf(x) is Lipschitz on [a, b] ×M for any
0 < a < b. Then, for each t > 0, Ptf(x) is differentiable at t m-a.e. x ∈M .
The proof of this lemma goes in a similar way as the one for the corresponding assertion
in the proof of [20, Theorem 4.4].
Proof. For each x ∈ M , t 7→ Ptf(x) is differentiable for a.e. t with respect to the
Lebesgue measure. The Fubini theorem yields that the set I˜ ⊂ (0,∞) defined by
I˜ := {t ∈ (0,∞) | Ptf(x) is differentiable at t for m-a.e. x ∈M}c
is of null Lebesgue measure. The proof will be completed once we prove I˜ = ∅. Let
t ∈ (0,∞). Then we have s ∈ I˜c with s < t. Note that (A2) implicitly yields that
Pt(x,A) = 0 holds for m-a.e. x ∈ M for any measurable A ⊂ M with m(A) = 0. Since
(t, x) 7→ Ptf(x) is Lipschitz, the dominated convergence theorem implies
Pt−s
(
∂
∂t
Psf
)
= Pt−s
(
lim
h→0
Ps+hf − Psf
h
)
=
∂
∂t
Ptf
m-a.e. and hence Ptf(x) is differentiable at t for m-a.e. x ∈M . It means t /∈ I˜ and hence
the assertion holds. 
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Now we argue the implications “(1)⇒ (3)⇒ (2)∗” in Theorem 2.1, the corresponding
implication in Theorem 2.2 and Corollary 2.3. In all these cases, the implication “(1) ⇒
(3)” follows immediately from Proposition 3.1 by taking A and B as follows: for s < t,
A(s, t) :=
(
1
J([s, t])
∫
[s,t]
J(dr)
a(r)
)−1
, B(s, t) := J([s, t]).
By (A1), the implications “(3) ⇒ (2)∗” in Theorem 2.1 and “(3) ⇒ (2)” in Corol-
lary 2.3 (i) is a direct consequence of Proposition 3.2. Under (A2), for f ∈ CLipb (M) ∩
Lq(m), ∂
∂t
Ptf(x) = L Ptf(x) holds m-a.e. x ∈ M if the derivation in the left hand side
is defined in the classical sense m-a.e. Thus Proposition 3.2 and Lemma 3.3 yields the
implications “(3) ⇒ (2)∗ae” in Theorem 2.2 and “(3) ⇒ (2)ae” in Corollary 2.3 (ii).
Finally, we briefly discuss two implications “(2.8) ⇒ (2.6)” in Theorem 2.5 (i) and
(ii). This can be reduced to similar arguments because sK/N(u) ∼ u as u→ 0.
3.3 From gradient estimate to Wasserstein controls
For the rest of the proof of Theorem 2.1, Theorem 2.2 and Theorem 2.5, the estimate of the
Wasserstein distance between Markov kernels given in Proposition 3.5 and Proposition 3.6
below is essential. We begin with the following auxiliary lemma.
Lemma 3.4 Let 0 < t′ ≤ t′′ and C1, C2 ≥ 0. If
Wp(P
∗
t′µ0, P
∗
t′′µ1)
β ≤ C1Wp(µ0, µ1)β + C2
holds whenever µ0, µ1 are Dirac measures, then the same holds for any µ0, µ1 ∈ P(M).
Proof. The proof goes along the same line as [25, Lemma 3.3] (cf. [41, Theorem 4.8]).
Thus we omit some technical details. For each x1, x2 ∈ M , take an optimal coupling
p˜ix1x2 ∈ P(M) of P ∗t′δx1 and P ∗t′′δx2 . Let pi ∈ P(M2) be an optimal coupling of µ0 and µ1
and define p˜i ∈ P(M2) by
p˜i(A) :=
∫
M2
p˜ix1x2(A)pi(dx1dx2).
Then the assumption and the Minkowski inequality for Lp/β-norm yield
Wp(P
∗
t′µ0, P
∗
t′′µ1)
β ≤
(∫
M2
Wp(P
∗
t′δx1 , P
∗
t′′δx2)
ppi(dx1dx2)
)β/p
≤
(∫
M2
(C1d(x1, x2)
β + C2)
p/βpi(dx1dx2)
)β/p
≤ C1‖dβ‖Lp/β(π) + C2
= C1Wp(µ0, µ1)
β + C2.
Hence the conclusion holds. 
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Proposition 3.5 Let 0 ≤ s ≤ t. Let η : [0, 1] → [0, 1] and ξ : [0, 1] → [s, t] be C1-
increasing surjections. Assume (A1) and (2)∗. Then, for µ0, µ1 ∈ P(M),
Wp(P
∗
s µ0, P
∗
t µ1)
β ≤
∫ 1
0
(
a(ξ(r))βWp(µ0, µ1)
βη′(r)β +
(
ξ′(r)
b(ξ(r))
)β)
dr. (3.13)
Proof. By virtue of Lemma 3.4, it suffices to show the assertion when µ0 = δx0 , µ1 = δx1,
x0, x1 ∈M . However, for later use, we argue with general µ0, µ1 ∈ P(M) for a while.
Take a Wp-minimal geodesic (µ(r))r∈[0,1] from µ0 to µ1. Let t
′, t′′ ∈ [0, 1] with t′′ > t′
and set h = t′′ − t′. Then the Kantorovich duality yields
1
p
(
Wp(P
∗
ξ(t′)µ(η(t
′)), P ∗ξ(t′′)µ(η(t
′′)))
h
)p
=
1
h
sup
f∈CLipb (M)
[∫
M
Qhf dP
∗
ξ(t′′)µ(η(t
′′))−
∫
M
f dP ∗ξ(t′)µ(η(t
′))
]
=
1
h
sup
f∈CLipb (M)
[∫
M
Pξ(t′′)(Qhf) dµ(η(t
′′))−
∫
M
Pξ(t′)f dµ(η(t
′))
]
. (3.14)
Let Γ be a dynamic optimal coupling associated with (µ(r))r∈[0,1]. Note that (2.6) is
available for Qrf instead of f for r > 0 since we assume (2)
∗. With keeping this fact in
mind, for ri ∈ [0, h] and si, ti ∈ [t′, t′′] (i = 1, 2), we have∣∣∣∣∣
∫
M
Pξ(t2)Qr2f dµ(η(s2))−
∫
M
Pξ(t1)Qr1f dµ(η(s1))
∣∣∣∣∣
≤
∣∣∣∣∣
∫
Geo(M)
∫ η(s2)
η(s1)
|∇Pξ(t2)Qr2f |(γ(s))|γ˙|(s)dsΓ(dγ)
∣∣∣∣∣
+
∣∣∣∣
∫
M
(
Pξ(t2)Qr2f − Pξ(t1)Qr1f
)
dµ(η(s1))
∣∣∣∣
≤ Lip(f)a(ξ(t2))Wp(µ(η(s2)), µ(η(s1))) + Lip(f)
p∗
p∗
|r2 − r1|
+
∣∣∣∣∣
∫
M
∫ ξ(t2)
ξ(t1)
L PtQr1f dtdµ(η(s1))
∣∣∣∣∣
≤ Lip(f)a(ξ(t2))Wp(µ0, µ1)|η(s2)− η(s1)|
+
Lip(f)p∗
p∗
|r2 − r1|+ Lip(f)
∫ ξ(t2)
ξ(t1)
dt
b(t)
. (3.15)
Here we used the fact that local Lipschitz constant is an upper gradient in the first
inequality. The second inequality follows from (2.6), (3.4) and (3.5). The third inequality
follows from (2.6) and (3.4) again. Therefore (r, s, t) 7→ ∫
M
Pξ(t)Qrf dµ(η(s)) is continuous
on [0, h] × [t′, t′′]2 and locally Lipschitz on [0, h] × [t′, t′′] × (t′, t′′]. In particular, r 7→
16
∫
M
Pξ(r+t′)Qrf dµ(η(r + t
′)) is continuous on [0, h] and locally Lipschitz on (0, h]. Hence
we can apply [5, Lemma 4.3.4] twice to obtain∫
M
Pξ(t′′)Qhf dµ(η(t
′′))−
∫
M
Pξ(t′)f dµ(η(t
′)) =
∫ t′′
t′
∂
∂r
(∫
M
Pξ(r)Qr−t′f dµ(η(r))
)
dr
≤
∫ t′′
t′
∫
Geo(M)
(
|∇Pξ(r)Qr−t′f |(γ(η(r)))|γ˙|(η(r))η′(r) + ξ′(r)LPξ(r)Qr−t′f(γ(η(r)))
− 1
p∗
Pξ(r)(|∇Qr−t′f |p∗)(γ(η(r)))
)
Γ(dγ)dr (3.16)
with the aid of (3.6). By the Ho¨lder inequality and (2.6),
|∇Pξ(r)Qr−t′f |(γ(r))|γ˙|(η(r))η′(r) + ξ′(r)L Pξ(r)Qr−t′f(γ(r))
≤
(
d(γ(0), γ(1))βη′(r)β +
(
ξ′(r)
a(ξ(r))b(ξ(r))
)β)1/β
×
(
|∇Pξ(r)Qr−t′f |(γ(r))β∗ + a(ξ(r))β∗b(ξ(r))β∗
∣∣L Pξ(r)Qr−t′f(γ(r))∣∣β∗)1/β∗
≤
(
a(ξ(r))βd(γ(0), γ(1))βη′(r)β +
(
ξ′(r)
b(ξ(r))
)β)1/β
Pξ(r)(|∇Qr−t′f |p∗)(γ(r))1/p∗ .
By combining the last inequality with (3.16) and (3.14), we obtain
1
p
(
Wp(P
∗
ξ(t′)µ(η(t
′)), P ∗ξ(t′′)µ(η(t
′′)))
h
)p
≤ 1
ph
∫ t′′
t′
∫
Geo(M)
(
a(ξ(r))βd(γ(0), γ(1))βη′(r)β +
(
ξ′(r)
b(ξ(r))
)β)p/β
Γ(dγ)dr (3.17)
by the Hausdorff-Young inequality. This estimate yields that r 7→ P ∗ξ(r)µ(η(r)) is an abso-
lutely continuous curve in Wp and its metric derivative, denoted by |∂r(P ∗ξ(r)µ(η(r)))|Wp,
satisfies
|∂r(P ∗ξ(r)(η(r)))|pWp ≤
∫
Geo(M)
(
a(ξ(r))βd(γ(0), γ(1))βη′(r)β +
(
ξ′(r)
b(ξ(r))
)β)p/β
Γ(dγ)
(3.18)
for almost every r ∈ [0, 1]. Then the conclusion follows if both µ0 and µ1 are Dirac
measures by using the property of metric derivative reviewed in Section 2. Indeed, in this
case Γ is a Dirac measure on a minimal geodesic joining points where Dirac masses are
taking place and thus p-th powers in the both side of (3.18) can be removed. As remarked
at the beginning of the proof, it is sufficient to complete the proof. 
Proposition 3.6 Assume (A2), (A3) and (2)∗ae. Let η and ξ be as in Proposition 3.5.
Then, (3.13) holds for µ0, µ1 ∈ P(M).
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Proof. We closely follow the proof of Proposition 3.5. We first show (3.17) when
µ0, µ1 ∈ P(M) have bounded supports and bounded densities with respect to m. Let
Γ be a dynamic optimal coupling associated with a geodesics (µ(r))r∈[0,1] from µ0 to µ1
given as in (A3). In the Kantorovich duality (3.14), we may restrict the class of test
functions f to be CLip(M) with bounded supports. For such f , Qrf belongs to the same
class again for any r > 0. In particular, the local finiteness of m implies Qrf ∈ Lq(m).
Thus the combination of (A2) and the choice of (µ(r))r∈[0,1] make the computation in
(3.15) and (3.16) valid. Indeed, though (2.6) holds only m-a.e., it is sufficient in this case
since µ(r)≪ m by (A3). Then the rest of the proof of Proposition 3.5 works in exactly
the same way.
Next we take an approximation of Dirac measures. By applying (3.17) with t′ = t′′ = t
and η(r) = r, we obtain
Wp(P
∗
t µ0, P
∗
t µ1) ≤ a(t)Wp(µ0, µ1).
By virtue of this estimate, (3.13) for Dirac measures follows by tending µi → δxi with
respect to Wp in (3.17) for each x0, x1 ∈ P(M). 
Now we will show the implication “(2)∗ ⇒ (1)” in Theorem 2.1 and the corresponding
implication “(2)∗ae ⇒ (1)” in Theorem 2.2. We give the proof only to the former one since
the other proof goes in exactly the same way. We apply Proposition 3.5 with specified
ξ and η. Let us define Ξ : [s, t] → [0,∞) by Ξ(r) := J([s, r]), where J is given in the
statement of Theorem 2.1. By using it, we choose ξ and η as follows:
ξ(r) := Ξ−1((Ξ(t)− Ξ(s))r + Ξ(s)),
η(r) :=
(∫ 1
0
du
a(ξ(u))
)−1 ∫ r
0
du
a(ξ(u))
.
We can easily verify that ξ and η satisfy all conditions we supposed in Proposition 3.5.
Moreover, we have
ξ′(r)
b(ξ(r))
= (Ξ ◦ ξ)′(r) ≡ Ξ(t)− Ξ(s) = J([s, t]),
a(ξ(r))η′(r) ≡
(∫ 1
0
du
a(ξ(u))
)−1
=
(
1
J([s, t])
∫ 1
0
ξ′(u)du
a(ξ(u))b(ξ(u))
)−1
=
(
1
J([s, t])
∫ t
s
J(dr)
a(r)
)−1
.
By substituting them into (3.13), we obtain the desired inequality (2.5).
By putting our arguments together, we complete the proof of Theorem 2.1, Theo-
rem 2.2 and Corollary 2.3.
Remark 3.7 The combination of Proposition 3.1 and Theorem 2.1 (or Theorem 2.2)
implies that the inequality (3.7) has a self-improvement property. That is, starting from a
less sharp estimate of type (3.7), we can obtain a sharper estimate of type (2.5) by passing
through (2.6).
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On the other hand, we can easily obtain many weaker inequalities of type (3.7) from
(2.6). Indeed, since our proof is based on Proposition 3.5 and an appropriate choice of
space-time reparametrization η and ξ, a bad choice of η and ξ produces a weaker estimate.
Nevertheless, Proposition 3.1 ensures that such a weaker estimate reproduces (2.6) and
consequently such a weaker estimate of type (3.7) can be equivalent to (2.6). Indeed, our
choice of ξ and η in the proof of Theorem 2.1 may not be optimal. ξ is a minimizer of
the right hand side of (3.13) when η′ ≡ 0 and η is a minimizer of the same quantity for
fixed ξ. Even in the case of Corollary 2.4, the genuine minimizer (ξ, η) seems to be rather
complicated (cf. Remark 3.8).
By using Proposition 3.5, or Proposition 3.6, we also conclude Theorem 2.5.
Proof of Theorem 2.5. We only give the proof of the implication “(1.2) ⇒ (2.8)”
in (i) since the other implication is already shown at the end of Section 3.2 and the
corresponding assertion in (ii) can be shown in the same way by using Proposition 3.6
instead of Proposition 3.5. To complete the proof it is sufficient to obtain the following
differential inequality: For u > 0 and λ ≥ 1,
∂
∂u
sK/N
(
W2(P
∗
λ−1uµ, P
∗
λuν)
2
)2
≤ −K(λ + λ−1)sK/N
(
W2(P
∗
λ−1uµ, P
∗
λuν)
2
)2
+
N
2
(λ+ λ−1 − 2). (3.19)
Indeed, letting λ =
√
t/s and r =
√
ts and applying the Gronwall lemma to give an
estimate of sK/N(W2(P
∗
λ−1rµ, P
∗
λrν)/2)
2 yield the conclusion. In the sequel, we use the
abbreviation w :=W2(P
∗
λ−1uµ, P
∗
λuν) for simplicity of notation. For h > 0, let us define l,
θh and ξh as follows:
l(r) :=
{
c
−1
K/N(e
−Kr) (K 6= 0),√
2Nr (K = 0),
θh(r) :=


l(λh)sK/N(wr) + l(λ
−1h)sK/N(w(1− r))
sK/N(w)
(K 6= 0, w 6= 0),
l(λh)r + l(λ−1h)(1− r) (K = 0 or w = 0),
ξh(r) := l
−1(θh(r)) =


− 1
K
log(cK/N(θh(r))) (K 6= 0),
θh(r)
2
2N
(K = 0).
In what follows, we only consider the case K 6= 0 and w 6= 0 for simplicity of presentation.
Indeed, the same argument also works in other cases. Note that ξh is C
1-increasing
surjection from [0, 1] to [λ−1h, λh]. Thus applying Proposition 3.5 with a(t) = e−Kt,
b(r) =
√
(e2Kt − 1)/(NK), t′ = λ−1h, t′′ = λh, µ0 = P ∗λ−1uµ, µ1 = P ∗λuν, η(r) = r and
ξ = ξh, we obtain
W2(P
∗
λ−1(u+h)µ, P
∗
λ(u+h)ν)
2 ≤
∫ 1
0
(
e−2Kξh(r)w2 +
NK
e2Kξh(r) − 1ξ
′
h(r)
2
)
dr. (3.20)
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Since we have
ξ′h(r) =
tK/N(θh(r))
N
θ′h(r) = b(ξh(r))θ
′
h(r), lim
h→0
l(αh)√
h
=
√
2Nα
for α ≥ 0 and the addition formulae
cK/N(u+ v) = cK/N(u)cK/N(v)− K
N
sK/N(u)sK/N(v),
sK/N(u+ v) = sK/N(u)cK/N(v) + cK/N(u)sK/N(v),
(3.20) implies
∂
∂u
W2(P
∗
λ−1uµ, P
∗
λuν)
2 ≤ lim sup
h→0
1
h
∫ 1
0
(
(e−2Kξh(r) − 1)w2 + θ′h(r)2
)
dr
=
∫ 1
0
{
− 2Kw2
(√
λsK/N(wr) +
√
λ−1sK/N(w(1− r))
sK/N(w)
)2
+ 2Nw2
(√
λcK/N(wr)−
√
λ−1cK/N(w(1− r))
sK/N(w)
)2}
dr
=
2Nw2
sK/N(w)2
{
(λ+ λ−1)
∫ 1
0
cK/N(2wr)dr− 2
∫ 1
0
cK/N(w(2r − 1))dr
}
=
4w
sK/N(w)
(
−K(λ+ λ−1)sK/N
(w
2
)2
+
N
2
(λ+ λ−1 − 2)
)
. (3.21)
Since
∂
∂u
sK/N
(
1
2
W2(P
∗
λ−1uµ, P
∗
λuν)
)2
=
sK/N(w)
4w
∂
∂u
W2(P
∗
λ−1uµ, P
∗
λuν)
2,
(3.21) immediately yields (3.19). 
Remark 3.8 The time parametrization ξh in the proof of Theorem 2.5 is nearly optimal.
Indeed, a minimizer ξ of the right hand side of (3.13) under the specified choice of a, b
and η(r) = r, as in the proof of Theorem 2.5, is a solution to an ordinary differential
equation. It can be expressed in the following simple form:
ξ(r) = l−1(θ(r)),
θ′′(r) = −Kw
2
2N
sK/N(2θ(r)),
ξ(0) = s, ξ(1) = t.
However, the solution θ becomes an elliptic function in general. To avoid technical dif-
ficulties, we have considered comparison functions instead by linearizing the equation for
θ since we are only interested in the case s, t ≪ 1 in our argument and then θ must be
small also. As a result, we obtain θh in the proof of Theorem 2.5.
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4 A coupling method on Riemannian manifolds
In this section, we are supposed to be in the framework of Theorem 2.6. In particular,
M is an m-dimensional complete Riemannian manifold and Pt is given by the integral
operator associated with the distribution of the diffusion process generated by L = ∆+Z.
Note that X(t) is conservative under (2.9) (see [26, 35] for instance) and hence Pt defines
a Markov kernel. Since we are on a smooth space, (A1) is satisfied.
In the following argument, we always assume diam(M) <
√
(N − 1)pi/K when K > 0
to avoid the singularity when d(x, y) =
√
(N − 1)pi/K (see Remark 4.1 below).
Remark 4.1 When K > 0, it is known that (2.9) yields diam(M) ≤√(N − 1)pi/K (see
[27]). Thus the above assumption only exclude the case diam(M) =
√
(N − 1)pi/K. Even
when it is the case, we can prove the same conclusion for K ′ < K in (2.9) instead of K
and finally let K ′ ↑ K to obtain the full statement from the one involving K ′. As a matter
of fact, diam(M) =
√
(N − 1)pi/K happens only when N = dimM , Z ≡ 0 and M is
isometric to the sphere of the constant sectional curvature K/(N − 1) (see [27]).
4.1 The case under the absence of the cut locus
In what follows, we explain how our coupling method works. For this purpose, we assume
that the cut locus of M is empty and Z = 0 in this section to avoid technical difficulties.
In this case, we can construct a coupling of Brownian motions on M directly by solving
a coupled SDE. We refer to [22] for basic notions in this section.
Let O(M) be the orthonormal frame bundle of M and pi a canonical projection
O(M) → M . Fix τ2, τ1 > 0 and x, y ∈ M with x 6= y for a while. Let us consider
a coupling of (time-scaled) horizontal diffusion processes (U1(t), U2(t)) by parallel trans-
port. To define them, we first prepare some notations. For i = 1, . . . , n, let Hi be a
canonical horizontal vector field on O(M). That is, Hi(u) is the horizontal lift (associ-
ated with the Levi-Civita connection) of uei, where (ei)
n
i=1 is the canonical basis of R
n.
Let H˜i : O(M) × O(M) → TO(M) be a horizontal vector field coupled with (Hi)ni=1 as
follows: For u1, u2 ∈ O(M), H˜i(u1, u2) is the horizontal lift of / π(u1)π(u2)u1ei, where / zw
is the parallel transport of tangent vectors from TzM to TwM along a minimal geodesic
joining z and w (such a geodesic is unique under the absence of the cut locus). Let
W(t) = (W i(t))ni=1 be a Brownian motion on R
n. Take u1, u2 ∈ O(M) so that pi(u1) = x,
pi(u2) = y and u2 = / xyu1. Now we are ready to define (U1(t), U2(t)). They are defined
as a solution to the following system of stochastic differential equations:
dU1(t) =
√
2τ1
n∑
i=1
Hi(U1(t)) ◦ dW i(t), U1(0) = u1,
dU2(t) =
√
2τ2
n∑
i=1
H˜i(U1(t), U2(t)) ◦ dW i(t), U2(0) = u2.
Let Xi(t) := pi(Ui(t)). Then X(t) = (X1(t), X2(t)) is a coupling by parallel transport of
two (time-scaled) Brownian motions.
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Intuitively, infinitesimal motions dX1(t) and dX2(t), which can be regarded as a ran-
dom element in TX1(t)M and TX2(t)M respectively, are given by scaled “white noises”√
2τ1U1(t) ◦ dW(t) and
√
2τ2U2(t) ◦ dW(t) respectively, and the second noise is given by
the parallel transport of the first noise: U2(t) ◦ dW(t) = /X1(t)X2(t)U1(t) ◦ dW(t).
Let us turn to the proof. Let ρ(t) := d(X(t)). By the Itoˆ formula, we obtain
dρ(s)p = pρ(s)p−1
n∑
i=1
(√
2τ1U1(s)ei ⊕
√
2τ2U2(s)ei
)
d(X(s))dW i(s)
+ pρ(s)p−1
n∑
i=1
(
√
τ1U1(s)ei ⊕√τ2U2(s)ei)2 d(X(s))ds
+ p(p− 1)ρ(s)p−2
n∑
i=1
{(√τ1U1(s)ei ⊕√τ2U2(s)ei) d(X(s))}2 ds. (4.1)
We take an expectation of the integral form of (4.1). To be precise, we must take care
on the integrability, but we always assume it in this section for simpler explanation. The
expectation of the first term in the right hand side is zero since it is stochastic integral.
For the third term, by the first variation formula of arclength, we obtain
n∑
i=1
{(√τ1U1(s)ei ⊕√τ2U2(s)ei) d(X(s))}2
= (
√
τ1 −√τ2)2
n∑
i=1
{∇U1(s)eid(·, X2(s))(X1(s))}2
= (
√
τ1 −√τ2)2. (4.2)
For the second term, the second variation formula of arclength, we obtain
n∑
i=1
(
√
τ1U1(s)ei ⊕√τ2U2(s)ei) d(X(s)) =
n∑
i=1
IX(s)
(
U˜
(i)
X(s)(s), U˜
(i)
X(s)(s)
)
ds, (4.3)
where Izw is the index form along a constant speed minimal geodesic from z to w and
U˜
(i)
zw(s) is the Jacobi field along the same minimal geodesic whose the boundary values
are
√
τ1U1(s)ei and
√
τ2U2(s)ei respectively. For an upper bound of the index form, we
introduce some notations. Set K∗ = K/(N − 1). We define Ψ = Ψτ1,τ2 : (0,∞) → R as
follows:
Ψτ1,τ2(r) := (N − 1)
(
τ1 + τ2
tK∗(r)
− 2
√
τ1τ2
sK∗(r)
)
. (4.4)
Lemma 4.2 Suppose N = m. Let x, y ∈ M and (fi)ni=1 an orthonormal basis of TxM .
Then we have
n∑
i=1
Ixy(V˜
(i)
xy , V˜
(i)
xy ) ≤ Ψτ1,τ2(d(x, y)),
where V˜
(i)
xy is the Jacobi field along the minimal geodesic joining x and y whose boundary
values are
√
τ1fi and
√
τ2/ xyfi respectively.
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Proof. In the proof, we denote d(x, y) by d. Recall that the condition (2.9) is reduced
to Ric ≥ K in the present case. Let us define ϕd : [0, d]→ R by
ϕd(u) :=
√
τ2
sK∗(u)
sK∗(d)
+
√
τ1
sK∗(d− u)
sK∗(d)
. (4.5)
Let us denote the vector field along γ given by the parallel transport of fi by Vi(·). Then
ϕd(0)Vi(0) =
√
τ1fi and ϕd(d)Vi(d) =
√
τ2/ xyfi. Thus the index lemma together with
(2.9) yields
n∑
i=1
Ixy(V
(i)
xy , V
(i)
xy ) ≤ (m− 1)
∫ d
0
ϕ′d(u)
2du−K
∫ d
0
ϕd(u)
2du
= (m− 1)
∫ d
0
(ϕ′d(u)ϕd(u))
′
du
= (m− 1) (ϕ′d(d)ϕd(d)− ϕ′d(0)ϕd(0))
= (m− 1)
{√
τ2cK∗(d)−√τ1
sK∗(d)
√
τ2 −
√
τ2 −√τ1cK∗(d)
sK∗(d)
√
τ1
}
= (m− 1)
(
τ1 + τ2
tK∗(d)
− 2
√
τ1τ2
sK∗(d)
)
.
This is nothing but the claim. 
Lemma 4.3 For τ1, τ2 > 0,
Ψτ1,τ2(r) ≤


−√τ1τ2Kr + (N − 1)(
√
τ2 −√τ1)2
r
(K ≥ 0),
−τ1 + τ2
2
Kr +
(N − 1)(√τ2 −√τ1)2
r
(K < 0).
Proof. By an easy rearrangement, we have
Ψτ1,τ2(r) = (N − 1)
(
2
√
τ1τ2
cK∗(r)− 1
sK∗(r)
+ (
√
τ2 −√τ1)2 1
tK∗(r)
)
. (4.6)
When K ≥ 0,
cK∗(r)− 1
sK∗(r)
= −
√
K∗ tan
(√
K∗r
2
)
≤ −K
∗r
2
,
1
tK∗(r)
≤ 1
r
.
By plugging them in (4.6), we obtain the first inequality. Similarly, by a rearrangement,
Ψτ1,τ2(r) = (N − 1)
(
(τ1 + τ2)
cK∗(r)− 1
sK∗(r)
+ (
√
τ2 −√τ1)2 1
sK∗(r)
)
. (4.7)
When K < 0,
cK∗(r)− 1
sK∗(r)
=
√−K∗ tanh
(√−K∗r
2
)
≤ −K
∗r
2
,
1
sK∗(r)
≤ 1
r
.
and the second inequality follows by plugging them in (4.7). 
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Let us define τ ∗ by
τ ∗ :=


√
τ1τ2 (K ≥ 0),
τ1 + τ2
2
(K < 0).
By using (4.2), (4.3), Lemma 4.2 and Lemma 4.3 to give an estimate of the expectation
of the integral of (4.1) in time from u > 0 to u′ > u, when N = m, we obtain
E[ρ(u′)p] ≤ E[ρ(u)p]− pτ ∗K
∫ u′
u
E[ρ(v)p]dv
+ p(N + p− 2)
∫ u′
u
E[ρ(v)p−2]dv(
√
τ1 −√τ2)2
≤ E[ρ(u)p]− pτ ∗K
∫ u′
u
E[ρ(v)p]dv
+ p(N + p− 2)
∫ u′
u
E[ρ(v)p](p−2)/pdv(
√
τ1 −√τ2)2.
Obviously, the same is also true even when N > m. It yields
∂
∂u
(
E[ρ(u)p]2/p
) ≤ −2τ ∗KE[ρ(u)p]2/p + 2(N + p− 2)(√τ1 −√τ2)2.
Thus, by the Gronwall lemma for E[ρ(t)p]2/p as a function of t, we obtain
E[ρ(1)p]2/p ≤ e−2Kτ∗E[ρ(0)p]2/p + (N + p− 2)(1− e
−2Kτ∗)
Kτ ∗
(
√
τ2 −√τ1)2.
By the choice of the initial condition, E[ρ(0)2] = d(x, y)2. Moreover, since the law of
(X1(1), X2(1)) is a coupling of P
∗
τ1
δx and P
∗
τ2
δy, the definition of L
p-Wasserstein distance
implies that
Wp(P
∗
τ1
δx, P
∗
τ2
δy)
2 ≤ e−2Kτ∗d(x, y)2 + (N + p− 2)(1− e
−2Kτ∗)
Kτ ∗
(
√
τ2 −√τ1)2. (4.8)
To obtain (2.10) from (4.8), we prepare an Lp-version of the Bakry-E´mery’s curvature-
dimension condition as well as its connection with (2.11). For f ∈ C3(M), let us define
Γ2(f) by
Γ2(f) =
1
2
L |∇f |2 − 〈∇f,∇L f〉.
Proposition 4.4 The following conditions are equivalent:
(i) For any f ∈ CLipb (M) and x ∈M ,
|∇Ptf |(x)2 ≤ e−2KtPt(|∇f |p∗)(x)2/p∗ − 1− e
−2Kt
(N + p− 2)K (L Ptf(x))
2.
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(ii) For each t > 0, there is a constant C(t) > 0 satisfying lim
t↓0
C(t)
t
= 1 and
|∇Ptf |(x)2 ≤ e−2KtPt(|∇f |p∗)(x)2/p∗ − 2C(t)
N + p− 2(L Ptf(x))
2
for any f ∈ CLipb (M) and x ∈M .
(iii) For any f ∈ C∞(M), x ∈M and δ > 0,
(|∇f |2 + δ)(Γ2(f)(x)−K|∇f |(x)2 − (L f(x))2
N + p− 2
)
≥ p− 2
4(p− 1)
∣∣∇|∇f |2∣∣ (x)2.
Proof. The implication “(i) ⇒ (ii)” is obvious. For the proof of “(ii) ⇒ (iii)”, we claim
Pt((g + δ)
r)1/r − δ ≥ Pt(gr)1/r (4.9)
for r ∈ (0, 1), δ > 0 and g : M → [0,∞) measurable. For (4.9), it suffices to show
∂δPt((g + δ)
r)1/r ≥ 1. Let us take α > 0 so that α−1 = r−1 + (1− r)−1. Then we have
∂δPt((g + δ)
r)1/r = Pt((g + δ)
r)1/r−1Pt((g + δ)
r−1)
=

Pt((g + δ)r)α/rPt
((
1
g + δ
)1−r)α/(1−r)

(1−r)/α
≥
{
Pt
(
(g + δ)α ·
(
1
g + δ
)α)}(1−r)/α
= 1
by the Ho¨lder inequality for Pt. Thus the claim holds.
Suppose that (ii) holds. By applying (4.9) with g = |∇f |2 and r = p∗/2 to (ii),
|∇Ptf |2 ≤ e−2Kt
(
Pt((|∇f |2 + δ)p∗/2)2/p∗ − δ
)− 2C(t)
N + p− 2(L Ptf)
2. (4.10)
Since the equality holds at t = 0 in the last inequality, by taking a derivative with respect
to t at t = 0, we obtain
2〈∇f,∇L f〉 ≤ L |∇f |2 + p∗ − 2
2
· |∇|∇f |
2|2
|∇f |2 + δ −
2
N + p− 2(L f)
2 − 2K|∇f |2.
By an easy rearrangement, this inequality yields (iii).
We turn to show “(iii) ⇒ (i)”. To deal with technical difficulties, we consider several
bounds on derivatives of Psf . By (iii), we have Γ2(f) ≥ K|∇f |2. It is well-known as
Bakry-E´mery theory that it yields Ric−(∇Z)♭ ≥ K. Then we can obtain (1.3) and hence
(1.1) for f ∈ CLipb (M) (see [25, 26] for instance). Note that we avoid a standard argument
in Bakry-E´mery theory and take a detour to obtain (1.1) here in order to take the fact that
Z can be of non-gradient type into account. As a result of (1.1), sup
x∈M,t≤T
|∇Ptf |(x) <∞
for f ∈ CLipb (M).
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Let δ > 0. First we consider the case f ∈ C∞0 (M). Let us define F : [0, t]×M → R
by
F (s, x) = (|∇Pt−sf |(x)2 + δ)p∗/2.
Note that F is bounded. Recall p∗ ≥ 2. To avoid technicalities on integrability, we will
employ a stochastic analytic argument. Let s0 ∈ (0, t). By the Itoˆ formula, for s ∈ [s0, t),
MF (s) := F (s,X(s))− F (s0, X(s0))−
∫ s
s0
(
∂F
∂s
(u,X(u)) + L F (u,X(u))
)
du
is a local martingale. By using (iii), we have
∂F
∂s
(s,X(s)) + L F (s,X(s))
= p∗(|∇Pt−sf |(X(s))2 + δ)p∗/2−1
(
Γ2(Pt−sf) +
p∗ − 2
4
· |∇|∇Pt−sf |
2|2
|∇Pt−sf |2 + δ
)
(X(s))
≥ p∗(|∇Pt−sf |(X(s))2 + δ)p∗/2−1
(
K|∇Pt−sf |2 + (Pt−s(L f))
2
N + p− 2
)
(X(s)).
Note that the last term is bounded from below even when K < 0. Thus, by localizing
MF (s), taking expectation and applying the Fatou lemma, we obtain
E[F (s,X(s))]− E[F (s0, X(s0))]
≥ p∗
∫ s
s0
E
[
(|∇Pt−uf |(X(u))2 + δ)p∗/2−1
(
K|∇Pt−uf |2 + (Pt−u(L f))
2
N + p− 2
)
(X(u))
]
ds
≥ p∗
∫ s
s0
{
KE[F (u,X(u))] +
(L Ptf)(x)
2
(N + p− 2)E
[
(|∇Pt−uf |(X(u))2 + δ)1−p∗/2
]
−KδE[(|∇Pt−uf |(X(u))2 + δ)p∗/2−1]
}
du
≥ p∗
∫ s
s0
{
KE[F (u,X(u))] +
(L Ptf)(x)
2
N + p− 2 E
[(|∇Pt−uf |(X(u))2 + δ)p∗/2]1−2/p∗
−Kδp∗/2
}
du.
Here we have used the Schwarz inequality and Pt−sL = L Pt−s in the second inequality
and the Ho¨lder inequality in the third inequality. Note that E[F (u,X(u))] is strictly
positive and (uniformly) continuous in u ∈ [0, t]. Thus, by virtue of the mean value
theorem for r 7→ r2/p∗ and the last inequality, for ε > 0 there is a constant and η > 0
being independent of s0 and s such that
e−2KsE[F (s,X(s))]2/p∗ − e−2Ks0E[F (s0, X(s0))]2/p∗
≥
(
(L Ptf)(x)
2
N + p− 2 −Kδ
p∗/2
)∫ s
s0
e−2Krdr − ε(s− s0)
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whenever |s − s0| < η. By taking a sum and a limit, we extend the last estimate for
s, s0 ∈ [0, t] with s > s0. Then the desired estimate holds by substituting s0 = 0 and
s = t, ε ↓ 0 and δ ↓ 0.
Finally we will show (i) for f ∈ CLipb (M). The first step is to rewrite (i) in integral
form as in the condition (3). For x, y ∈ M with x 6= y, let γ : [0, 1] → M be a minimal
geodesic from x to y. Then, for f ∈ C∞0 (M), t ≥ s > 0 and ξ(r) = rt+ (1− r)s, we have
|Ptf(y)− Psf(x)| =
∣∣∣∣
∫ 1
0
∂
∂r
(
Pξ(r)f(γ(r))
)
dr
∣∣∣∣
≤
∫ 1
0
(|∇Pξ(r)f |(γ(r))d(x, y) + (t− s) ∣∣L Pξ(r)f ∣∣ (γ(r))) dr
≤
∫ 1
0
√
e−2Kξ(r)d(x, y)2 +
(t− s)2(N + p− 2)K
e2Kξ(r) − 1 Pξ(r)(|∇f |
p∗)(γ(r))2/p∗dr.
Now we are ready for approximation as a second step. Let f be Lipschitz with a compact
support. Then there is fn ∈ C∞0 (M) with supn ‖∇fn‖∞ < ∞ such that fn → f point-
wisely and |∇fn| → |∇f | a.e. Since the last inequality holds for fn, the same does for f .
Then a usual truncation argument yields the same for f ∈ CLipb (M). Then the conclusion
follows by Proposition 3.2. 
Lemma 4.5 (4.8) for each x, y ∈M and τ1, τ2 > 0 implies (2.10) and (2.11).
Proof. By virtue of Theorem 2.1, it suffices to show (2.11) for f ∈ CLipb (M). By
Proposition 3.1 and Proposition 3.2, (4.8) yields
|∇Ptf |2 ≤ e−2KtPt(|∇f |p∗)2/p∗ − 4Kt
2
(N + p− 2)(1− e−2Kt)(L Ptf)
2
for f ∈ CLipb (M). Then, by applying Proposition 4.4 (ii) ⇒ (i), we obtain (2.11) for
f ∈ CLipb (M). 
Remark 4.6 It is tempting to study Proposition 4.4 in the framework of Bakry-E´mery
theory. For instance, if Proposition 4.4 (iii) follows directly from (2.9), then we can avoid
the use of coupling method on which we are relying. However, the author do not know
whether there is such a simpler way or not. Let us observe that a weaker estimate follows
by an easy application of the Bochner-Weitzenbo¨ck formula:
Γ2(f) = ‖Hess f‖2HS + (Ric−(∇Z)♭)(∇f,∇f),
where ‖ · ‖HS stands for the Hilbert-Schmidt norm. Since we have
1
N
(L f)2 ≤ 1
m
(∆f)2 +
1
N −m(Zf)
2 ≤ ‖Hess f‖2HS +
1
N −m(Zf)
2,∣∣∇|∇f |2∣∣2 ≤ 4‖Hess f‖2HS|∇f |2,
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one can show that (2.9) yields
(|∇f |2 + δ)
(
Γ2(f)−K|∇f |2 − 1
N(p− 1)(L f)
2
)
≥ p− 2
4(p− 1)
∣∣∇|∇f |2∣∣2 ,
(|∇f |2 + δ)
(
Γ2(f)−K|∇f |2 − 1
N + p− 2(L f)
2
)
≥ p− 2
4(N + p− 2)
∣∣∇|∇f |2∣∣2 ,
both of which are weaker than Proposition 4.4 (iii) (Recall N ≥ m ≥ 1 and p ≥ 2).
We close this section with noting that Lemma 4.2, Lemma 4.3, Proposition 4.4 and
Lemma 4.5 are all valid without the absence of the cut locus. Indeed, we will use them
again in the next section (For Lemma 4.2, we will use a generalization of it).
4.2 Coupling method via discrete approximation
To make the argument in the last section rigorous even in the presence of the cut locus, we
will approximate the coupling of diffusion processes by a sequence of couplings of geodesic
random walks.
Let (γxy)x,y∈M be a family of unit-speed minimal geodesics defined on [0, d(x, y)] such
that γxy goes from x to y. By using a measurable selection theorem (e.g. [17, Theo-
rem 6.9.6]), we will take γxy as a measurable function of (x, y) (more precisely, we will
take a measurable choice of constant speed geodesics parametrized on [0, 1] and we take
(γxy)x,y as their reparametrization). Without loss of generality, we may assume that γxy
is symmetric, that is, γxy(d(x, y) − s) = γyx(s) holds. Similarly as in the last section,
we denote the parallel transport along γxy by / xy. We use the same symbol for parallel
transport of orthonormal frames. Set D(M) := {(x, x) | x ∈M}. Let Φ : M → O(M) be
a measurable section of O(M). Let us define two measurable maps Φi : M×M → O(M)
for i = 1, 2 by
Φ1(x, y) := Φ(x),
Φ2(x, y) :=
{
/ xyΦ1(x, y), (x, y) ∈M ×M \D(M),
Φ(x), (x, y) ∈ D(M).
Let (ζn)n∈N be independent and identically distributed random variables whose distri-
butions are uniform on the unit disk on Rm. Take x1, x2 ∈ M and τ2 > τ1 > 0. Set
t
(k)
n := k−2n for k ∈ N and n ∈ N0 with n ≤ k2. By using Φi, we define a coupled
geodesic random walk Xk(t) = (Xk1 (t), X
k
2 (t)) with a discretization parameter k ∈ N by
Xki (0) = xi and, for t ∈ [t(k)n , t(k)n+1],
ζ˜ in+1 :=
√
2(m+ 2)Φi
(
Xk(t(k)n )
)
ζn+1,
Xki (t) := expXki (t
(k)
n )
(√
τik
2(t− t(k)n )
(
k−1ζ˜ in+1 + k
−2Z
))
for i = 1, 2, where expx is the exponential map at x. By [26, Theorem 3.1] (see references
therein also), Xki (t) converges in law in C([0,∞) → M) to an time-scaled L -diffusion
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process with scale parameter τi starting from xi for i = 1, 2 respectively. Thus (X
k)k∈N is
tight and hence a subsequential limit Xkj → X = (X1, X2) in law in C([0,∞)→M ×M)
exists. Here “time-scaled by τi” means that the law of Xi(·) is the same as Pxi ◦X(τi ·).
We fix such a subsequence (kj)j∈N. In the rest of this paper, we use the same symbol X
k
for the subsequence Xkj and the term “k → ∞” always means the subsequential limit
“j →∞”.
Set ρ(k)(n) := d(Xk(t
(k)
n )). We first show a difference inequality for ρ(k)(n), which
corresponds to the Itoˆ formula (Lemma 4.7 below). To state it, we further introduce
some notations. Let ζ˜⊥n+1(0) be the orthogonal projection of ζ˜n+1 to the hyperplane being
perpendicular to γ˙
Xk(t
(k)
n )
(0). We denote a vector field along γ
Xk(t
(k)
n )
given by parallel
transport of ζ˜⊥n+1(0) by (ζ˜
⊥
n+1(s))s∈[0,ρ(k)(n)] and we define Vn+1(s) := ϕρk(n)(s)ζ˜
⊥
n+1(s),
where ϕρk(n) was defined in (4.5). Take v ∈ Rm with |v| = 1. Let us define λn+1 and Λn+1
by
λn+1 :=
{
〈ζ˜1n+1(0), γ˙Xk(t(k)n )(0)〉 if Xk(t
(k)
n ) /∈ D(M),√
2(m+ 2)〈ζn+1, v〉 otherwise,
Λn+1 :=
(
ϕρk(n)(s)〈Z(t(k)n ), γ˙Xk(t(k)n )(s)〉
∣∣∣ρk(n)
s=0
+
1
2
I
Xk(t
(k)
n )
(Vn+1, Vn+1)
)
1
{Xk(t
(k)
n )/∈D(M)}
,
where Izw stands for the index form associated with γzw as in Section 4.1. Fix a reference
point o ∈M . For R > 0, let us define σR : C([0,∞)→ M×M)→ [0,∞] by σR(w1, w2) :=
inf {t ≥ 0 | d(o, w1(t)) ∨ d(o, w2(t)) ≥ R}. By [26, Proposition 3.4], we have the following:
lim sup
R→∞
lim sup
k→∞
P[σR(X
k) <∞] = 0. (4.11)
We denote the discretization of σR(X
k) by σˆR, that is,
σˆR := min{n ∈ N | t(k)n−1 < σR(Xk) ≤ t(k)n }.
Lemma 4.7 Let g ∈ C2([0,∞)) be non-decreasing with g′(0) = 0 and R > 0 sufficiently
large. Then there exists k0 ∈ N such that, for any k ≥ k0,
g(ρ(k)(n + 1)) ≤ g(ρ(k)(n)) + 1
k
(
√
τ2 −√τ1)g′(ρ(k)(n))λn+1 + 1
k2
g′(ρ(k)(n))Λn+1
+
1
2k2
(
√
τ2 −√τ1)2g′′(ρ(k)(n))λ2n+1 +
1
Rk2
holds on {n < σˆR} ∩ {ρ(k)(n) > R−1}.
Proof. When Cut = ∅, the assertion is an immediate consequence of the Taylor expan-
sion, the first and second variational formulae and the index lemma. To take singularity
at the cut locus into account, we will develop a more detailed argument based on the idea
in [26, Lemma 4.4].
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Let us define H ⊂M3 and p1, p2 : H →M2 by
H :=

(x, y, z) ∈M3
∣∣∣∣∣∣
x, y, z ∈ B(o, 3R),
d(x, y) ≥ R−1,
d(x, y) = 2d(x, z) = 2d(y, z)

 ,
p1(x, y, z) := (x, z),
p2(x, y, z) := (y, z).
If q = (x, y, z) ∈ H , then p1(q), p2(q) /∈ Cut since z is on a midpoint of a minimal geodesic
joining x and y. Since H is compact, p1(H) and p2(H) are also compact. Hence both
p1(H) and p2(H) are uniformly away from Cut∩B(o, 3R) since the cut locus is closed.
Set
zn := γ
Xk(t
(k)
n )
(
ρ(k)(n)
2
)
,
z′n := expzn
(
Vn+1
(
ρ(k)(n)
2
)
+ ϕρ(k)(n)
(
ρ(k)(n)
2
)
Z
)
.
By the triangle inequality, we have
ρ(k)(n) = d(Xk1 (t
(k)
n ), zn) + d(zn, X
k
2 (t
(k)
n )),
ρ(k)(n+ 1) ≤ d(Xk1 (t(k)n+1), z′n) + d(z′n, Xk2 (t(k)n+1)).
Let us denote the difference of the segmented distances by Θ1 and Θ2, that is,
Θ1 := d(X
k
1 (t
(k)
n+1), z
′
n)− d(Xk1 (t(k)n ), zn),
Θ2 := d(z
′
n, X
k
2 (t
(k)
n+1))− d(zn, Xk2 (t(k)n )).
Suppose t
(k)
n < σR(X
k) and ρ(k)(n) ≥ R−1. Since g is non-decreasing, we obtain
g(ρ(k)(n+ 1))− g(ρ(k)(n))
≤ g(d(Xk1 (t(k)n+1), z′n) + d(z′n, Xk2 (t(k)n+1)))− g(d(Xk1 (t(k)n ), zn) + d(zn, Xk2 (t(k)n )))
≤ g′(ρ(k)(n))(Θ1 +Θ2) + g
′′(ρ(k)(n))
2
(Θ1 +Θ2)
2 +
1
R
(Θ1 +Θ2)
2 (4.12)
for sufficiently large k, uniformly in the position of Xk(t
(k)
n ). Note that (Xk1 (t
(k)
n+1), z
′
n) is
uniformly away from the cut locus since (Xk(t
(k)
n ), zn) ∈ H . Thus the first and second
variational formulae yield that, by denoting the index form along the restriction of γ
Xk(t
(k)
n )
to the geodesic from Xk1 (t
(k)
n ) to zn by I1,∣∣∣∣Θ1 − 1k ϕρ(k)(n)(s)
∣∣ρ(k)(n)/2
s=0
λn+1
∣∣∣∣ ≤ 1Rk,
Θ1 ≤ 1
k
ϕρk(n)(s)
∣∣ρ(k)(n)/2
s=0
λn+1
+
1
k2
(
ϕρ(k)(n)(s)〈Z, γ˙Xk(t(k)n )〉γXk(t(k)n )(s)
∣∣∣ρ(k)(n)/2
s=0
+
1
2
I1 (Vn+1, Vn+1)
)
1
{Xk(t
(k)
n )/∈D(M)}
+
1
Rk2
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for sufficiently large k uniformly in the position of Xk(t
(k)
n ). In the same way, the corre-
sponding estimate also holds true for Θ2. Then the assertion follows by plugging these
estimates into (4.12). 
The next lemma estimates the expectation of the second variation term in Lemma 4.7.
We will use the convention
∑i′
n=i bn = 0 for any sequence (bn)n when i
′ < i.
Lemma 4.8 Let n1, n2 ∈ N0 with n1 < n2 ≤ k2 and R > 0 sufficiently large. Let
Fn := σ(ζ1, . . . , ζn).
(i) For each h ∈ C([0,∞) → [0,∞)) and two Fn-stopping times S, T with n1 ∧ σˆR ≤
S ≤ T ≤ n2 ∧ σˆR,
E
[
T∑
i=S+1
h(ρ(k)(i− 1))Λi
]
≤ E
[
T∑
i=S+1
h(ρ(k)(i− 1))Ψ(ρ(k)(i− 1))
]
.
(ii) Let g ∈ C2([0,∞)) be non-decreasing, g′(0) = 0 and g′′(0) ≥ 0. Then there exists
k0 ∈ N and C > 0 being independent of n1, n2 and R > 1 such that, for any k ≥ k0,
E[g(ρ(k)(n2 ∧ σˆR))] ≤ E[g(ρ(k)(n1 ∧ σˆR))]
+
1
k2
E
[
n2∧σˆR∑
i=n1∧σˆR+1
g′(ρ(k)(i− 1))Ψ(ρ(k)(i− 1)) + g′′(ρ(k)(i− 1))(√τ2 −√τ1)2
]
+
C(n2 − n1)
Rk2
.
Proof. (i) Let Λ¯n := E[Λn1{n1∧σˆR<n≤n2∧σˆR}|Fn−1]. Then we have
E
[
T∑
i=S+1
h(ρ(k)(i− 1))Λi
]
= E
[
T∑
i=S+1
h(ρ(k)(i− 1))Λ¯i
]
since
∑T∧n
i=S∧n+1 h(ρ
(k)(i − 1))(Λi − Λ¯i) is an Fn-martingale. Let (eˆl)ml=1 be an orthonor-
mal basis of T
Xk1 (t
(k)
n )
M with eˆ1 = γ˙
Xk(t
(k)
n )
(0) and eˆl(s) a vector field along γ
Xk(t
(k)
n )
given by parallel transport of eˆl. We also define a vector field V¯
(l) along γ
Xk(t
(k)
n )
by
V¯ (l)(s) := ϕρ(k)(n)(s)eˆl(s) for l = 2, . . . , n. For components of ζn = (ζ
(1)
n , . . . , ζ
(m)
n ), we
have E[ζ
(l)
n ζ
(l′)
n ] = (m+ 2)−1δll′ . It yields
Λ¯n =
(
ϕρ(k)(n)(s)〈Z, γ˙Xk(t(k)n )〉γXk(t(k)n )(s)
∣∣∣ρ(k)(n)
s=0
+
m∑
l=2
I
Xk(t
(k)
n )
(
V¯ (l), V¯ (l)
))
1
{Xk(t
(k)
n )/∈D(M)}
on {n1 ∧ σˆR < n ≤ n2 ∧ σˆR}. Then, based on (2.9), a similar argument as [30, Lemma
3.4] yields
Λ¯n ≤ (N − 1)
∫ ρ(k)(n)
0
ϕ′ρ(k)(n)(u)
2du−K
∫ ρ(k)(n)
0
ϕρ(k)(n)(u)
2du
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on {n1 ∧ σˆRn ≤ n2 ∧ σˆR}. Thus the conclusion holds in a similar way as in Lemma 4.2.
(ii) Let us define a sequence of Fn-stopping times Sj (j = 0, 1, . . .) as follows:
S0 := n1 ∧ σˆR,
S2j+1 := min{n ≥ S2j | ρ(k)(n) < 2R−1} ∧ n2 ∧ σˆR,
S2j+2 := min{n > S2j+1 | ρ(k)(n) > ρ(k)(S2j+1)} ∧ n2 ∧ σˆR.
For simplicity of notations, set
L(i) := g′(ρ(k)(i− 1))Ψ(ρ(k)(i− 1)) + g′′(ρ(k)(i− 1))(√τ2 −√τ1)2.
Note that E[λn+1|Fn] = 0 and E[λ2n+1|Fn] = 2. Thus, as an immediate consequence of
the first assertion and Lemma 4.7,
E[g(ρ(k)(S2j+1))] ≤ E[g(ρ(k)(S2j))] + 1
k2
E
[
S2j+1∑
i=S2j+1
L(i)
]
+
E [S2j+1 − S2j ]
Rk2
(4.13)
when k is sufficiently large. On the other hand, since ρ(k)(S2j+2 − 1) > R−1 if S2j+1 <
n2 ∧ σˆR and k is sufficiently large,
E[g(ρ(k)(S2j+2))] ≤ E[g(ρ(k)(S2j+1))]
+ E[(g(ρ(k)(S2j+2))− g(ρ(k)(S2j+2 − 1)))1{S2j+1<n2∧σˆR}]
≤ E[g(ρ(k)(S2j+1))]
+
1
k2
E
[
L(S2j+2)1{S2j+1<n2∧σˆR}
]
+
P [S2j+1 < n2 ∧ σˆR]
Rk2
. (4.14)
By using g′(0) = 0 and (4.6), we can show that there is a function c : (0,∞) → R with
limr→0 c(r) = 0 such that g
′(r)Ψ(r) ≥ c(r). This fact together with g′′(0) ≥ 0 implies
that there is a constant C > 0 such that
0 ≤ 1
k2
E
[
S2j+2−1∑
i=S2j+1+1
L(i)
]
+
C
Rk2
E [(S2j+2 − S2j+1 − 1) ∨ 0] . (4.15)
Note that C can be chosen to be independent of n1 and n2. C may depend on R but it
can be smaller for larger R. Thus we can choose it to be independent of R also. Then
the assertion holds by summing up (4.13), (4.14) and (4.15) and take a summation again
with respect to j. 
The third lemma deals with the limit k → ∞ and a Gronwall type bound for expec-
tations for truncated functions.
Lemma 4.9 Let g be as in Lemma 4.8 (ii). Let ψ ∈ C2([0,∞)) be an increasing concave
function satisfying ψ(x) = x for x ∈ [0, 1] and ψ(x) = 2 for x ∈ [3,∞) and set ψj(x) :=
jψ(x/j) and gj := g ◦ ψj for j ∈ N. Then, for 0 ≤ s1 < s2 ≤ 1,
E[gj(d(X(s2)))] ≤ E[gj(d(X(s1)))] +
∫ s2
s1
E
[
(g′j ·Ψ)(d(X(u)))
]
du
+ (
√
τ2 −√τ1)2
∫ s2
s1
E
[
g′′j (d(X(u)))
]
du.
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Proof. Take R > 0 sufficiently large. We set ⌊si⌋k := inf{n ∈ N | t(k)n < si ≤ t(k)n+1}.
Note that gj, g
′
j ·Ψ and g′′j are all uniformly continuous and bounded on [0,∞). Thus, by
Lemma 4.8 (ii), for sufficiently large k, we have
E[gj(d(X
k(s2 ∧ σR)))] ≤ E[gj(d(Xk(s1 ∧ σR)))]
+
1
k2
E
[
⌊s2⌋k∧σˆR∑
i=⌊s1⌋k∧σˆR+1
(g′j ·Ψ)(d(Xk(t(k)i−1))) + g′′j (d(Xk(t(k)i−1)))(
√
τ2 −√τ1)2
]
+
2
R
≤ E[gj(d(Xk(s1 ∧ σR)))] + E
[∫ s2∧σR
s1∧σR
(g′j ·Ψ)(d(Xk(u)))du
]
+ (
√
τ2 −√τ1)2E
[∫ s2∧σR
s1∧σR
g′′j (d(X
k(u)))du
]
+
3
R
. (4.16)
Since {w | σR−1(w) > s} is open in C([0,∞) → M ×M), the Portmanteau theorem for
the weak convergence Xk → X yields
lim inf
R→∞
lim inf
k→∞
E[gj(d(X
k(s2 ∧ σR)))] ≥ lim inf
R→∞
lim inf
k→∞
E[gj(d(X
k(s2))) ; σR(X
k) > s2]
≥ lim inf
R→∞
E[gj(d(X(s2))) ; σR(X) > s2] = E[gj(d(X(s2)))],
where the last inequality follows from the fact that X is conservative. On the other hand,
for any h ∈ Cb([0,∞)), (4.11) yields
lim sup
R→∞
lim sup
k→∞
E
[∫ s2∧σR
s1∧σR
h(d(Xk(u)))du
]
≤ ‖h‖∞(s2 − s1) lim sup
R→∞
lim sup
k→∞
P[σR(X
k) ≤ s2]
+ lim sup
R→∞
lim sup
k→∞
E
[∫ s2
s1
h(d(Xk(u)))du ; σR(X
k) > s2
]
≤ lim sup
k→∞
E
[∫ s2
s1
h(d(Xk(u)))du
]
=
∫ s2
s1
E [h(d(X(u)))]du.
A similar argument also works for the first term in the right hand side of (4.16). Then the
conclusion follows by applying these estimates to (4.16), when we take the limit k → ∞
and R→∞ after it. 
We are now ready to show the key assertion (4.8) in the last section.
Proposition 4.10 (4.8) holds.
Proof. Let ψj be as in Lemma 4.9. Note first that we have ψ
′
j(u)u ≤ ψj(u) and ψ′′j (u) ≤ 0
for each u ≥ 0 since ψ is concave and ψ(0) = 0. In addition, ψj and ψ′j is non-decreasing
in j and we have limj→∞ ψj(u) = u, limj→∞ ψ
′
j(u) = 1 and limj→∞ ψ
′′
j (u) = 0 for each
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u ≥ 0. By applying Lemma 4.9 with g(u) := up together with Lemma 4.3, we obtain
E[ψj(d(X(s2)))
p] ≤ E[ψj(d(X(s1)))p]
− pKτ ∗
∫ s2
s1
E
[
ψj(d(X(u)))
p−1ψ′j(d(X(u)))d(X(u))
]
du
+ p(N − 1)(√τ2 −√τ1)2
∫ s2
s1
E
[
ψj(d(X(u)))
p−1
ψ′j(d(X(u)))
d(X(u))
]
du
+ p(p− 1)(√τ2 −√τ1)2
∫ s2
s1
E
[
ψj(d(X(u)))
p−2ψ′j(d(X(u)))
2
]
du
+ p(
√
τ2 −√τ1)2
∫ s2
s1
E
[
ψj(d(X(u)))
p−1ψ′′j (d(X(u)))
]
du. (4.17)
By neglecting non-positive terms, trivial bounds ψj(u) ≤ u and ψ′j(u) ≤ 1, properties of
ψj stated at the beginning and the Ho¨lder inequality yields
E[ψj(d(X(s2)))
p] ≤ E[ψj(d(X(s1)))p]− p(K ∧ 0)τ ∗
∫ s2
s1
E[ψj(d(X(u)))
p]du
+ p(N + p− 2)(√τ2 −√τ1)2
∫ s2
s1
E[ψj(d(X(u)))
p−2]du
≤ E[ψj(d(X(s1)))p]− p(K ∧ 0)τ ∗
∫ s2
s1
E[ψj(d(X(u)))
p]du
+ p(N + p− 2)(√τ2 −√τ1)2
∫ s2
s1
E[ψj(d(X(u)))
p]1−2/pdu.
Set aj(s) := E[ψj(d(X(s)))
p]. Then the last inequality implies that, for δ ∈ (0, 1),
lim sup
h→0
e2(K∧0)τ
∗(s+h)(aj(s+ h) + δ)
2/p − e2(K∧0)τ∗s(aj(s) + δ)2/p
h
≤ 2(K ∧ 0)τ ∗e2(K∧0)τ∗s(aj(s) + δ)2/p−1δ
+ 2(N + p− 2)(√τ2 −√τ1)2e2(K∧0)τ∗s(aj(s) + δ)2/p−1aj(s)1−2/p
≤ 2(N + p− 2)(√τ2 −√τ1)2e2(K∧0)τ∗s. (4.18)
Thus the Gronwall lemma yields that there is a constant C1 > 0 being independent of
j, s and δ such that aj(s) ≤ C1 holds. Therefore the monotone limit a∞ := limj→∞ aj(s)
exists in R. In addition, the monotone convergence theorem yields a∞(s) = E[d(X(s))
p].
With the aid of the monotone convergence theorem and the dominated convergence
theorem, by letting j →∞ in (4.17) and by applying the Ho¨lder inequality, we obtain
a∞(s2) ≤ a∞(s1)− pKτ ∗
∫ s2
s1
a∞(u)du+ p(N + p− 2)(√τ2 −√τ1)2
∫ s2
s1
a∞(u)
1−2/pdu.
Then we argue as in (4.18) with this inequality to apply the Gronwall inequality. Conse-
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quently, we obtain
(a∞(1) + δ)
2/p ≤ e−2Kτ∗(a∞(0) + δ)2/p + 2(N + p− 2)(√τ2 −√τ1)2e−2Kτ∗
∫ 1
0
e2Kτ
∗udu
+ 2(K ∨ 0)e−2Kτ∗
∫ 1
0
e2Kτ
∗udu δ2/p.
Since a∞(0) = d(x, y)
p and the definition of the Wasserstein distance and X implies
a∞(1) ≥Wp(P ∗τ1δx, P ∗τ2δy)p, the conclusion holds by letting δ ↓ 0 in the last inequality. 
Proof of Theorem 2.6. The combination of Proposition 4.10 and Lemma 4.5 immedi-
ately completes the proof. 
For c : M ×M → R measurable and bounded from below, and µ1, µ2 ∈ P(M), we
define the optimal transportation cost Tc(µ1, µ2) between µ1 and µ2 associated with the
cost function c as follows:
Tc(µ1, µ2) = inf
{∫
M×M
c dpi
∣∣∣∣ pi is a coupling of µ1 and µ2
}
.
As a variant of Proposition 4.10, we obtain the following:
Theorem 4.11 For τ1, τ2 > 0, µ1, µ2 ∈ P(M) and p ≥ 2,
Tsp
K∗
(d/2)(P
∗
τ1
µ1, P
∗
τ2
µ2)
2/p ≤ e−θTsp
K∗
(d/2)(µ1, µ2)
2/p +
(N + p− 2)(1− e−θ)
2θ
(
√
τ2 −√τ1)2,
where θ = θ(τ1, τ2, K,N, p) := K(τ1 + τ2) + pK
∗(
√
τ2 −√τ1)2/2, and K∗ = K/(N − 1) as
in the definition of Ψ in (4.4).
Before entering the proof, we recall the following elementary relations for comparison
functions:
s
′
K∗ = cK∗, c
′
K∗ = −K∗sK∗ , c2K∗ +K∗s2K∗ = 1,
sK∗(2r) = 2sK∗(r)cK∗(r), cK∗(2r) = cK∗(r)
2 −K∗sK∗(r)2.
Proof. The same argument as in Lemma 3.4 works for the transportation cost Tsp
K∗
(d/2)
instead of W pp . Hence it suffices to show the assertion only when both µ1 and µ2 are
Dirac measures. We consider only the case K 6= 0 since the assertion is reduced to
(4.8) when K = 0. We begin with the integrability of sK∗(d(X(s)))
p as in the proof of
Proposition 4.10. Since it is obvious when K > 0, we assume K < 0 for a while. By
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applying Lemma 4.9 with g(u) = sK∗(u/2)
p and (4.7) yield
E
[
sK∗
(
ψj(d(X(s2)))
2
)p]
≤ E
[
sK∗
(
ψj(d(X(s1)))
2
)p]
− pK(τ1 + τ2)
2
∫ s2
s1
E
[(
s
p−1
K∗ · cK∗
)(ψj(d(X(u)))
2
)
ψ′j(d(X(u)))tK∗
(
d(X(u))
2
)]
du
+
p(N − 1)(√τ2 −√τ1)2
2
∫ s2
s1
E
[(
s
p−1
K∗ · cK∗
)(ψj(d(X(u)))
2
)
ψ′j(d(X(u)))
sK∗ (d(X(u)))
]
du
+
p(
√
τ2 −√τ1)2
4
∫ s2
s1
E
[(
(p− 1)sp−2K∗ − pK∗spK∗
)(ψj(d(X(u)))
2
)
ψ′j (d(X(u)))
2
]
du
+
p(
√
τ2 −√τ1)2
2
∫ s2
s1
E
[(
s
p−1
K∗ · cK∗
)(ψj(d(X(u)))
2
)
ψ′′j (d(X(u)))
]
du. (4.19)
Note that there exists cj ≥ 1 with limj→∞ cj = 1 such that cK∗(ψj(u)/2) · tK∗(u/2) ≤
cjsK∗(ψj(u)/2) for each u ≥ 0. Set a˜j(s) := E[sK∗(ψj(d(X(s)))/2)p]. By a similar argu-
ment as in the proof of Proposition 4.10, from (4.19), we obtain
a˜j(s2) ≤ a˜j(s1)− cjpθ
2
∫ s2
s1
a˜j(u)du+
p(N + p− 2)(√τ2 −√τ1)2
4
∫ s2
s1
a˜j(u)
1−2/pdu.
Thus, as we discussed in (4.18), we can show that there exists C˜1 > 0 being independent
of s and j such that a˜j(s) ≤ C˜1. It ensures a˜∞(s) := limj→∞ a˜j(s) <∞ for each s ≥ 0.
Now we turn to the general situation K ∈ R. (4.19) is still valid in this case. Then,
by taking the limit j → ∞, the conclusion follows in the same way as in the proof of
Proposition 4.10. 
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