Abstract-The model predictive control method can be effective for converter control in distributed power generation but requires a large amount of computation, leading to a considerable time delay in the actuation. If the delay is not reflected, the system performance could get worse. This paper presents a two-step (horizon) prediction algorithm of model predictive control technique for grid-tied inverters used in wind turbine systems. The control objectives such as active and reactive power flow and switching loss reduction are reflected in the objective function of the controller. The proposed model predictive control strategy is verified numerically by using MATLAB/Simulink.
INTRODUCTION
The increasing number of distributed generations (DGs) in the neighborhood of consumers, which is also known as prosumer, imposes new challenges for the operation and management of these systems as well as the utility grid to sustain or enhance the power quality and reliability. The power electronic technology has a critical feature in various industrial applications such as integration of renewable energy sources (RESs) into the power system. Power electronics have gone through a fast development, generally due to advances in power-semiconductor switches along with high performance control algorithms [1] .
Control approaches for power converters have been the focus of continuing investigation for about several decades in power electronics topics. Some control schemes have been established and implemented on numerous power converter topologies for low, medium and high power applications such as non-linear controller based on hysteresis bounds and linear control with modulators. Although these methodologies bring some benefits, complex coordinate transformation is required and much regulation effort is an essential to guarantee the system stability [2] . However, with the advancement of faster, more accurate and more powerful microprocessors, using digital control platforms can unlock new horizons for power converter control. Some of these algorithms which have been applied to power converters are artificial intelligence-based control [3] , sliding mode control [4, 5] , and predictive control [6] .
In modern industrial controls, model predictive control (MPC) scheme has been implemented in hundreds of realworld applications [7, 8] . MPC techniques applied to power converters can be considered in two categories: (a)the finite control set MPC approach, which takes the benefit of the limited number of switching states of the power converter to optimize the problem, and (b) the continuous control set MPC approach, which needs a modulator to produce the switching states from the continuous output of the controller [9] . The finite control set MPC has become an intuitive and powerful algorithm to control power converters, without the need for linear PI regulators and modulators. In this paper, we assume the MPC is based on finite control set method.
Generally, MPC calculates, at each sampling instant, an optimal control problem over a finite prediction window. The optimization of the objectives leads to an optimal control sequence for the whole prediction horizon. At each sampling instant, this process is repeated with new state estimations or measurements [10] . Although, MPC is able to handle the system nonlinearities and constraints in the same time, a mathematical model of the system, either single input-single output or multiple inputs-multiple outputs, is an essential to implement the MPC.
A noteworthy weakness of MPC is that developing the discretely manipulated variable demonstrates to be a computational challenge. The computational concerns become predominantly significant for longer prediction horizons, since the number of possible switching sequences rises exponentially as the horizon length is increased.
This paper presents a two-step MPC method for gridconnected power converters, which can provide a fast optimization for longer prediction horizons. The theory and principle of the proposed MPC are presented in Section II. A two-level three-phase voltage source inverter topology is chosen as the benchmark to perform the MPC in Section III. Section IV applies the MPC to a case study by using the direct power control and considering the time delay. A quantitative comparison of MPC with and without time compensation is conducted in Section V. Finally, Section VI is devoted to the conclusion and the future work.
II. THEORY OF MPC FOR POWER CONVERTERS

A. MPC Algorithm
As mentioned before, MPC is a model based control technique; thus, developing an acceptable model of the plant is a key. As power electronics applications are commonly controlled by using digital platforms, it is fitting to model the system in discrete-time domain state space form. Therefore, the mathematical analysis of the system is narrowed to the discrete-time domain. For an r-level s-phase converter, the total number of possible switching states is ݉ ൌ ‫ݎ‬ ௦ . The dynamics of the power converter system in the discrete time domain can be written as
where ሺ݇ሻ, ሺ݇ሻ, and ሺ݇ሻ are the state, input, and output vector variables at the time instant ݇ܶ ௦ , respectively, and ܶ ௦ is the sampling interval. The state variables are available through measurement and estimation, which provides the current plant information, at the sampling instant ݇ ሺ ݇ Ͳሻ. In one sampling time ahead, the predicted state ሺ݇ ͳሻ can be obtained based on a prediction function ݂. The future state variables at the step ݇ ܰ , where ܰ is the prediction horizon, can be represented as
Apart from predicting the future state within the finite horizon, incorporating constraints in the controller can improve the system performance effectively [11] . In this way the plant is able to operate at its physical limits without violating them. Thus, the most appropriate operation can be gained, while the operational constrains of the plant are enforced. Constraints can be imposed to the state variables and/or to the input variables.
The control objective should be clearly determined. In the case of tracking the reference, ‫כ‬ ሺ݇ ͳሻǡ over a finite prediction horizon ܰ , the control problem can be realized via minimization of the objective function
The valuation of the cost function with the m predictions will lead to m different costs. Certainly, the control action will be chosen as the one which leads to the minimum cost (min ‫ܬ{‬ }, for ݅ ൌ ͳǡ Ǥ Ǥ Ǥ ǡ ݉). The switching sequence can be defined as
which characterizes the sequence of power converter switch positions. The optimization problem can then be stated as
The cost function ‫ܬ‬ depends on the state vector ሺ݇ሻǡ the last chosen switch position ‫ݑ‬ሺ݇ െ ͳሻ and the switching sequence ሺ݇ሻǤ Subsequent to the receding horizon optimization principle, as can be seen in Fig.1 , the first element of the optimizing sequence ௧ ሺ݇ሻ is applied to the semiconductor switches at time step ݇.
MPC is a flexible control scheme that permits the easy presence of system objectives; this has raised much interest in recent years [12] . For example, in MPC, switching losses can be controlled by adding another term to the cost function ‫ܬ‬ .
B. Model Predictive Control Issues
In term of the real-time implementation, the time needed to calculate the control signal may take a significant share of the sampling time, causing one sampling time delay. The time delay has a huge influence on the prediction, particularly when a one-step horizon algorithm is in place. Therefore, a delay compensation pattern must be included in the controller.
In terms of the length of prediction horizon, there is no theoretical boundary to the number of predictions that can be executed. Though, practical implementations are restricted by the computational requirements, which will impose a maximum number of reachable predictions [13] .
In terms of the weighting factors for multi-objective functions, the method of finding the weighting factor is only empirical. Another approach for compensating the unit difference is normalizing each component in order to eliminate their unit effects.
III. CASE STUDY OF A GRID-TIED INVERTER SYSTEM
A wind turbine (WT) system connected to the grid through an inverter is shown in Fig.2 . In general, the WT system consists of an AC/DC converter and an inverter. The maximum power tracking is performed by the AC/DC converter whereas the inverter is used to convert the DC voltage to AC voltage.
Whilst the concept, general arrangement and operating principle of the present work can be applied to AC/DC, and DC/AC topologies, including active front ends, neutral point clamped converters, multi-level converters, inverters with AC machines and drives, we will focus on the arrangement described below.
A. Physical Model of the Grid-Connected Inverter
One of the most common DC/AC converter topologies used in distributed power generations is the two-level threephase voltage source inverter (2L-3Ph VSI). The topology of the 2L-3Ph grid-tied inverter is depicted in Fig. 3 . It is formed by three complementary pairs of IGBT power switches, and is connected to the utility grid via an RL filter and also a circuit breaker for the protection purpose. Thus, in this case, eight possible switching states can be found. The output voltage space vectors generated by the inverter are defined by
The voltage vectors generated by the inverter are comprised of six active ሺܸͳ െ ܸሻ and two zero ሺܸͲǡ ܸሻ voltage vectors, as illustrated in Fig. 4 . 
The state-space model of the system in continuous-time domain can be written as
and
The discrete time representation of the system is,
where ‫ܣ‬ ‫‬ ‫ܫ‬ ‫ܶܦ‬ ௦ ‫ܤ‬ ‫‬ ‫ܶܨ‬ ௦ are the discretized matrices, obtained from the backward Euler approximation [13, 14] for short sampling intervals of up to several tens of ‫.ݏߤ‬ Note that the term ‫ܫ‬ is the identity matrix of appropriate dimension. Considering the grid terminal voltage ܸ as sinusoidal and balanced, one can estimate the future value of output current and use it to predict the future value of controlled variables as the following
IV. MODEL PREDICTIVE POWER CONTROL OF THE CASE STUDY
The direct power control (DPC) pursues to control a power converter by employing the active and reactive powers as the control variables. DPC has become a popular control strategy due to its simplicity, outstanding transient performance, and robustness. Although DPC directly selects the power switch states to follow the desired active and reactive powers, the resulting switching frequency is varying [15] .
The block diagram of the MPC based DPC for a 2L-3Ph inverter is depicted in Fig. 5 . The discrete-time mathematical model of the system is used to compute the predictions of the output until time ݇ ܰ for a given sequence of inverter voltage vectors and measurements at time ݇. The optimal sequence of voltage vectors that minimize the objective function is selected and the first element of the resultant control sequence is applied based on the receding horizon control principle. This algorithm is repeated at each sampling time.
A. One-Step Prediction
The objective of the MPC controller is to permit flexible power regulation, in order to improve the power quality. In the stationary reference ߙߚ frame and for a balanced three-phase system, the instantaneous active and reactive powers can be defined as 
B. A Longer Prediction Horizon
The control delay caused by the digital data processor is a crucial factor that needs to be reflected in the real-time implementation of MPC schemes. The calculation time is considerable, and the delay between the measurements and actuation can impose some problems if not addressed. Furthermore, in distributed power generations, the lower the switching frequency is, the less the power loss will be.
A key solution to compensate this time delay is to take into account the computation time and apply the selected switching state after the next sampling instant. In order to tackle these problems, a longer prediction horizon is required. Therefore, the continuous time state space of the system can be improved by
where ߬ is the required time delay for controller to minimize the objective function of the algorithm. If we assume that ߬ is equal to the sampling time and is long enough for exhaustive search of the optimal switching positions, a two-step prediction can be implemented. With the one-step prediction, only seven voltage vectors are considered. When two steps are considered for prediction, the total number of the voltage vectors will be ݉ ே , where ݉ is the number of possible voltage vectors and ܰ the prediction horizon. In this case, the number of possible trajectories for the voltage vector is 49. In fact, as the prediction horizon is enlarged, the number of decision variables is increased. Since the computational complexity grows, the experimental implementation of the algorithm will be difficult. To simplify this approach, it is possible to eliminate the redundant voltage vectors in order to reduce the number of calculations. Here, instead of 49 possible trajectories for the voltage vector, 7 voltage vectors are assumed as the simplified two-step prediction. Different approaches discussed in this work are illustrated in Fig. 6 for one-and two-step prediction horizons.
The compensated control algorithm is shown in Fig. 7 . In steady state, to reduce the switching frequency, the controller needs to minimize possible state alterations. As such, ܵ ா , characterizing the error between the neighboring switching states, has been considered as the second term in the revised cost function as
where ܵ ሺ݇ ͳሻ and ܵ ሺ݇ ʹሻ are the switching state of the phase ݄ ൌ ሼܽǡ ܾǡ ܿሽ in the current sampling interval and the next sampling interval, respectively, ߣ is the weighting coefficient (between 0 and 1) with a large value showing a higher priority for the second term. ܵ can be either 0 or 1, where ܵ ൌ Ͳ means that the upper switch is off and the lower one is on, and ܵ ൌ ͳ means the opposite. For example, supposing that ܸ ଶ ሺͳͳͲሻ and ܸ ଷ ሺͲͳͲሻ are applied at the current interval and next interval correspondingly, then the second term of the objective function can be determined via (19b) as ܵ ா ൌ ሺͳ െ Ͳሻ ଶ ሺͳ െ ͳሻ ଶ ሺͲ െ Ͳሻ ଶ ൌ ͳ.
V. NUMERICAL SIMULATION
A. Simulation Results
Simulation of a 2L-3Ph gird-connected inverter with RL filters and loads is executed by using MATLAB/Simulink. The model is shown in Fig. 3 , with the system parameters listed in Table I . Fig. 8 (a) and (b) demonstrate the controller performances with one-and two-step predictions, respectively. Initially the active and reactive powers are set to zero. While the active power reference is decreased from 0 to í3 kW at 0.02 s and is back to 0 W at 0.04 s. After that, the active power reference is increased to 1 kW at 0.06 s and then is kept at 1 kW, whereas the reactive power reference is changed to -2, 0, and 1 kVAr at 0.04 s, 0.05 s and 0.06 s, respectively.
It can be seen that the by applying the delay compensation scheme, the power ripples have been reduced significantly. Unity power factor can be achieved by both methods but MPC with two-step prediction is able to track the reference more accurately, with less power ripples. As can be seen in Fig.9 , the load current and voltage are stable without any deterioration, and the DG can meet the demand in cooperation with the utility grid. 
B. Quantitative Comparison Study
A quantitative comparison of MPC methods in simulation is carried out. In order to get a better comparison of the control schemes, quantitative keys of the average switching frequency, and power ripples are tabulated in Table II . The measurements are provided through the MATLAB. It can be seen that the performance of the MPC with twostep prediction is much better than that of one-step prediction. After using the longer horizon to compensate delay, the power ripples are reduced noticeably. With the switching frequency reduction method, the two-step prediction with Ȝ=0.7 reduces the switching frequency to less than half of the value in the one-step prediction. In this study, two emerging predictive control procedures, namely, one-step predictive control with reference tracking and MPC with longer prediction horizons are reviewed and compared. Both schemes are used for direct power controllers. MPC takes the benefit of the discrete nature of power converters and advancement of microprocessors in order to reduce the amount of calculations.
An MPC based finite control set technique is applied to a power inverter with the DPC strategy. It can reduce the huge amount of calculations in the online implementation of MPC. The proposed method leads to good performance of the power tracking ability in both steady and transient states, which can be used as a general control approach for distributed generation units to achieve grid-tied operation. By changing the cost function properly, different control objectives can be achieved. The longer prediction horizon can reduce the power ripples considerably. For the future work, improving power quality and system stability through multi-objective cost function will be investigated. Furthermore, the study will focus on the optimal length of the prediction horizon.
