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Abstract  
A novel hybrid cerebellar model articulation controller (CMAC) and online adaptive genetic algorithm (GA) 
controller is introduced to control two Brushless DC motor (BLDCM) which applied in a biped robot. Genetic 
Algorithm simulates the random learning among the individuals of a group, and CMAC simulates the self-learning of 
an individual. To validate the ability and superiority of the novel algorithm, experiments have been done in 
MATLAB/SIMULINK. Analysis among GA, hybrid GA-CMAC and CMAC feed-forward control is also given. The 
results prove that the torque ripple of the coordinated control system is eliminated by using the hybrid GA-CMAC 
algorithm. 
 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1.Introduction 
 With its excellent static and dynamic speed regulating performance, Brushless DC Motor (BLDCM) 
is widely used in biped robot [1].  architecturally simple, reliable, and easy to control. When the 
robot multi-axis control system needs to coordinate, the second motor must synchronize with the first 
motor. As parameters changing when motors are running, the torques of the loads is varying. The speed 
coordination between the two motors will be subject to interference [2]. However, the genetic algorithm [3] 
 
 
Supported by Beijing Natural Science Foundation.(4092013) 
Available online at www.sciencedirect.com
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
976   Shaozhong Caoa and Ji Tub /  Physics Procedia  33 ( 2012 )  975 – 982 
(GA), particle swarm optimization [4], neural network [5] and fuzzy control [6] can be applied to help the 
traditional PID controller. With the trigger voltage controlled by these new algorithms, the speed of the 
second motor follows the first motor quickly and precisely.  
Within the above algorithms, genetic algorithm is an advanced heuristic search optimization method 
optimization. But as a stochastic simulation of biological population learning algorithm which is weak in 
local search and slow in convergence, genetic algorithm must be improved in stability and accuracy [7]. In 
contrast, the cerebellar model articulation controller (CMAC) can simulates the individual of a population. 
The advantages of CMAC are that it has strong local generalization ability and it is fast in convergence. 
Its minimum value is unique. Due to less iteration in comparison with other neural networks, its program 
executes faster so that CMAC can lend itself to real-time control [8]. But the CMAC needs some initial 
information to control a system in the beginning. Combine these two algorithms and learn from each 
other, we can improve the performance of coordinated control.  
2.Mathematical model of BLDCM 
Because of the gap magnetic field, back electromotive force (EMF) and stator current of a Brushless 
DC motor are non-sinusoidal; the modeling of BLDCM is difficult. To simplify the analysis, some 
suppositions are made: 
 Three-phase stator windings are completely symmetry and the corresponding time constant is 
negligible.  
 Ignore the stator current flux, slot effect and saturation on the impact of air-gap flux.  
 Do not consider the temperature effect or other factors impact on the motor parameters.  
The dynamic characteristic equations of Brushless DC motor can be described as[9]  
( ) ( ) ( ) ( ) /aU t E t R i t L di t dt       1  
( ) ( )a eE t K n t                        2  
( ) ( )a tT t K i t                         3  
( ) ( ) / ( )aT t J dn t dt D n t             4  
where U is the trigger voltage, Ea is the back-EMF, R is the three-phase stator resistance, L is the 
armature inductance, I is the phase current, Ke is the EMF constant, Kt is the torque coefficient, n is the 
motor speed, Ta is the motor torque, J is the inertia coefficient, D is the friction coefficient.  
Carrying out Laplace transform with (1) ~ (4), then there are the following equations below. 
( ) ( ) ( ) ( )aU s E s R I s L s I s        5  
( ) ( )a eE s K n s                       6  
( ) ( )a tT s K I s                        7  
( ) ( ) ( )aT s J s n s D n s              8  
In two-axis robot coordinated control system, the parameters of the second motor is: , 
Ke s/rad, Kt=15Nm/A, L=5×10-3H, 2. The transfer function between 
the speed and the PWM voltage of the second motor is obtained from (5) ~ (8). As follow, 
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  2
( ) 15
( ) 0.00015 0.15 1.925
n s
U s s s
 .   9  
Using discrete control in the computer control system, the z-transform transfer function which yields 
form (9) is  
2
( ) 0.03675 0.02639
( ) 1.36 0.3679
n z z
U z z z
.   10  
3.Genetic algorithm parameter optimization 
Genetic algorithm is an evolution computing algorithm which simulates Darwin's natural selection 
and genetic mechanism. It is a means for search global optima by simulate the natural evolution process. 
It was originally introduced by Professor J.Holland in 1975 at the University of Michigan. His book 
is quite famous. The genetic algorithm which 
Professor J.Holland proposes is typically called the simple genetic algorithm. 
This article addresses the adaptive online GA to self-turning PD parameter. At sample time k, selects 
enough individual, calculates the fitness of different individuals. By optimizing, GA selects the PD 
parameters corresponding with the most fits individual. In order to obtain a smoothly coordinated control 
process and prevent from overshoot, we accumulate the absolute error and the error changing rate to 
consist a minimum objective function [10]. At sample time k, the minimum objective function of individual 
i is  
1 2( ) * ( ) * ( )J i error i e i  11  
 Where, ing rate 
of the speed tracking error; , respectively. 
Use a penalty function to avoid overshoot. That is to say, when error (i) <0, put the overshoot as a 
term of the minimum objective function 
( ) ( ) 100* ( )J i J i error i .   12  
In this paper, we use the adaptive on-line GA instead of the simple GA. The adaptive GA changes 
the mutation probability Pm automatically. The bigger the fitness, the smaller the mutation probability. As 
calculate in the formula  
0.2 1: *0.01/mP pop pop .  13  
Where, pop is the number of the population. 
The steps of using GA to optimize PD parameters are as follows: 
Step1: Determine the approximate range of PD parameter, and then coding. 
Step2: Initialize the fitness value; randomly generate a population which consists of n individuals. 
Step3: Decode the parameters correspond with the individual. Use this parameter to calculate the 
cost function J and fitness function f, where f = 1/J; 
Step4: Reproduce, crossover and mutation the population, produce the next generation. 
Step5: If the parameters convergent or reach the pre-set target, output the optimal value. Otherwise, 
return to step (3) and (4). 
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4.Hybrid ga-CMAC controller  
4.1.CMAC feed- forward control system 
CMAC is an adaptive neural network which can express complicated non-linear function by looking 
up the table. It can change the values in the table as well as sort the information in it. CMAC has better 
non-linearization approach ability than normal neural networks, which is suited for complex non-linear 
dynamic real-time control [11]. 
The schematic of the traditional CMAC feed-forward control system is described in Fig.1. 
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Fig. 1 The traditional CMAC feed-forward control system  
 
Fig.1 denotes a parallel CMAC and PID control system, which CMAC is a feed-forward controller. 
The concept of CMAC feed-forward controller is that: mapping the input in virtual memory, and found 
corresponding state address in physical storage unit. The output of the CMAC is the sum of the network 
weights which stored in the physical memory. Compare the CMAC output with the output of the hybrid 
controller, and then modify those weights according to the gradient descent direction. 
4.2.Genetic algorithm instead of PID  
To improve the robot coordinated control system, using the genetic algorithm controller to replace 
traditional PID controller. The schematic of double-motor coordinated control system is given in Fig.2. 
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Fig. 2 Schematic of double motor coordinated control system  
The one-dimensional output of CMAC controller is  
                
1
( )
L f
i i
i
Cout k w          14  
Where, i i is the network weight, f is the generalization parameter. 
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The input of CMAC Uj is the speed of the first motor n1. Partition the input Uj into (L+2f) 
quantitative interval within the interval [Umin, Umax]. The following equations are introduced: 
          1 2 min, , , fu u u U           15  
 1j ju u u j=f+1,...,f+L      16  
1, 2 max,L f L fu u U  .      17  
u is the generalization constant which is bigger than quantitative interval and usually 
assume as 
       max min( ) / ( 1)u U U L        18  
The weights of CMAC are available only in the generalization interval, so that the i 
is 
1
0i
 j [ , ], 1, ,j j fu u j f L8
RWKHUV
19  
The output of the hybrid controller u (k) is the sum of the GA controller and the CMAC controller.  
        ( ) ( ) ( )u k GAout k Cout k    20  
Where, GAout (k) is the output of the GA controller. 
In each control cycle, compare the output of the CMAC and the output of the hybrid controller u (k) 
to modify the weights. The weights adjustment index of CMAC is   
2( ) ( ( ) ( )) / (2 )E k Cout k u k f .  21  
Substitute (14) and (20) into (21), we obtain the modified value of the CMAC weights. 
( ) ( ) / ( ) /ik dE k d GAout k f 22  
Where,  (0, 1) is the learning rate of the weights. 
In order to avoid the oscillation in training process and accelerate the convergence rate, we consider 
the gradient direction both in time (k-1) and time (k), and add the momentum term. The rule for weights 
modifying is  
( ) ( 1) ( ) ( ( ) ( 1))k k k k k . 23  
Where,  (0, 1) is the momentum coefficient. 
 with zero. The output of CMAC is zero, too. Genetic algorithm 
controller searches the global optimal PD parameters. As the CMAC learning, the output of genetic 
algorithm PD controller gradually close to zero, then the weights of CMAC becomes stable. The CMAC 
output approaches to the hybrid output u (k). The output u (k) is the PWM trigger voltage of the second 
motor. It precisely changes the speed of the second motor through the driving circuit to coordinate with 
the first motor.  
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5.Simulation and Analysis 
5.1.Simulation 
 In the purpose of analysis the effect of the hybrid GA-CMAC controller, simulations have been done 
in the MATLAB/SIMULINK version 2009a environment. The GA controller and the CMAC 
feed-forward controller are also simulated in MATLAB. The three different controllers are simulated 
under the same settings to compare the performance of speed coordinated control. The Hybrid 
GA-CMAC, GA, and CMAC feed-forward control simulation model are presented in Fig.3.  
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Fig. 3 Simulation model of GA, GA-CMAC and CMAC  
 
Use s-functions to implement the design of discrete controllers. Initialize the error through the clock 
function, so as to achieve the integral and differential of the errors. Simulation time is set to 1s, sampling 
time is 0.001s. The speed of the first motor is a step signal which magnitude is 1750 r/min.  
The real-number encoding was used in GA program. The parameter settings of GA program are 
listed in table . 
 
TABLE I PARAMETERS SETTINGS IN GA S-FUNCTION 
 0.95  0.05 
pop   120  Pc  0.9 
 
In order to avoid the parameters selection area becomes too large, set Kp and Kd under experience 
first. Then the GA is used to reduce the random test on looking for the optima parameters.  
 
The parameters settings of CMAC program are given in table 2. 
TABLE  PARAMETERS SETTINGS IN CMAC S-FUNCTION
L 100 f 5 
  0.04  0.1 
 
 In CMAC feed-forward s-function, Kp is 23 and Kd is 5. 
5.2.Analysis among the three controllers 
 In the simulation, the results of GA, Hybrid GA-CMAC and CMAC feed-forward control are 
displayed in Fig.4. 
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Fig. 4 The coordinated control results of the three controllers 
 Fig.4 shows that the torque ripple of the second motor is large when using the CMAC feed-forward 
controller, and the settling time is also too long, so that it can not coordinate with the first motor smoothly 
and quickly. 
For further analysis between GA and Hybrid GA -CMAC, we change the Y-axes in Fig.4 through 
the axes properties in SIMULINK figure edit option. The more helpful figure for analysis is exhibited in 
Fig.5. 
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Fig. 5 The coordinated control results of the three controllers a part of Fig.4  
In Fig.5, it presents that both the GA and the Hybrid GA- CMAC can quickly react when the input 
signal changes. But compared with the Hybrid controller, the system use the GA controller has large 
torque ripple after 0.33 second and it can not track the speed of the first motor exactly. Its maximum error 
is about 10r/min, while the error of the hybrid controller is less than 2r/min. For the sake of the GA 
controller can not quickly convergent to a minimum value, it is not helpful in the real coordinated control 
system. However, thanks to its high generalization ability, the motor use the Hybrid GA-CMAC 
controller can not only precisely coordinate with the first motor, but also has no torque ripple. It is of 
great significance in practical applications. 
Learning form the simulation experiments, the proportional coefficient is decisive in GA controller, 
while in the Hybrid GA-CMAC controller, Kp affects the controller little. That is to say, the robustness of 
the system has been improved.  
 The simulation experiments also demonstrate that, the work of finding PID parameters is tremendous 
blind and cumbersome. Under the help of genetic algorithm, human can be in some sense liberated from 
the bother work of tuning PID parameters.   
6.Conclusions 
 Attributing the global search ability to GA and the local generalization ability to CMAC, the torque 
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ripple has been eliminated when using the Hybrid GA-CMAC controller in double motor coordinated 
control system. Furthermore, the new controller needs little work to tuning the PID parameters, which is 
more intelligent. Analyses of the three controllers demonstrate that use the CMAC can solve the 
weakness of slow convergence. In the mean time, GA is effective in global variable optimization.  
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