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In this paper we discuss Pantoja's construction of the Newton direction for discrete time optimal control problems.
We show that Automatic Di erentiation techniques can be used to calculate the Newton direction accurately, without requiring extensive re-writing of user code, and at a surprisingly low computational cost: for an N-step problem with p control variables and q state variables at each step, the worst case cost is 6(p + q + 1) times the computational cost of a single target function evaluation, independent o f N, together with at most p 3 =3 + p 2 (q + 1 ) + 2 p(q + 1 ) 2 + ( q + 1 ) 3 , ie less than (p+q+ 1 ) 3 , oating point m ultiply-and-add operations per timestep. These costs may be considerably reduced if there is signi cant structural sparsity in the problem dynamics.
The systematic use of checkpointing roughly doubles the operation counts, but reduces the total space cost to the order of 4pN oating point stores.
A n a i v e approach to nding the Newton step would require the solution of an N p N p system of equations together with a number of function evaluations proportional to N p , so this approach to Pantoja's construction is extremely attractive, especially if q is very small relative t o N.
Straightforward modi cations of the AD algorithms proposed here can be used to implement other discrete time optimal control solution techiniques, such as di erential dynamic programming (DDP), which use state-control feedback.
The same techniques also can be used to determine with certainty, at the cost of a single Newton direction calculation, whether or not the Hessian of the target function is su ciently positive de nite at a point o f i n terest. This allows computationally cheap post-hoc veri cation that a second-order minimum has been reached to a given accuracy, regardless of what method has been used to obtain it. 1 . Introduction. Consider the following optimal control problem: choose u i 2 R p for 0 i < N so as to minimize z = F(x N ) where x 0 is some xed constant a n d x i+1 = f i (x i u i ) for 0 i < N Here each f i is a smooth map from R q R p ! R q and F is a smooth map from R q to R. Note that for notational convenience we h a ve a s s u m e d p and q independent of i, but our methods and results can be generalized if this restriction is relaxed and p q are replaced throughout by p i q i .
The more usual formulation of a discrete time optimal control problem is: In 1983, Pantoja described a stagewise construction of the Newton direction for discrete optimal control problems of this form 18] 19]. An elementary account o f P antoja's construction and its properties is given elsewhere 9].
In this paper, we show h o w Automatic Di erentiation can be combined with Pantoja's algorithm and a checkpointing technique in such a way as to allow accurate evaluation of the Newton direction at an extremely low computational cost.
In the next section we g i v e a brief introduction to the Automatic Di erentiation techniques which w e shall use later. In Section 3 we i n troduce Pantoja's algorithm. In Section 4 we s h o w h o w f o r w ard and reverse Automatic Di erentiation techniques can be combined so as to provide an e cient implementation of Pantoja's algorithm, and give an analysis of the corresponding time and space bounds. In Section 5 we show h o w to incorporate checkpointing and discuss the e ect of this on the time and space bounds. We summarise our conclusions in the nal section.
2. Automatic Di erentiation. Automatic di erentiation (AD) is a set of techniques for obtaining derivatives of numerical functions to the same order of accuracy as the function values themselves, but without the labour of forming explicit symbolic expressions for the derivative functions 13] 20]. Automatic di erentiation works by repeated use of the chain rule, but applied to numerical values rather than to symbolic expressions. This may b e a c hieved either by p r eprocessing the function code, or by using operator overloading: for convenience, we brie y describe the latter approach h e r e .
The The forward and reverse techniques can be combined to allow us to calculate Hessians. We e m bed doublet arithmetic into an implementation of reverse AD: each program variable value is a doublet rather than a real, and so is the corresponding adjoint v ariable value. Preparing such a n A D p a c kage when operator overloading has been used to implement forward and reverse separately is a simple matter of re-declaring the relevant elds in the trace type.
After The adjoint problem is extremely similar to the reverse accumulation technique introduced in the previous section, but applied to complete time steps rather than at the level of individual oating point operations.
Suppose that we linearize both the original and the adjoint problems at a starting point u 0 , so that the u i are approximated by linear functions of the control variables u. Let Step 1. For i from 1 up to N calculate x i by x i+1 = f i (x i u i ) where x 0 is a xed constant.
Step 2. 
where :] denotes evaluation at (x i u i ), and we write (for example) Step 1. For i from 1 up to N calculate x i using ordinary oating point arithmetic. Store x i .
Step 2 
QED
Note that the number of additional oating point m ultiply-and-add operations is bounded by ( 3 p=4 + q + 1 ) 3 .
If the computational complexity o f e v aluating f i is signi cant l y l e s s t h a n t h e order of q(p+q) oating point operations, then there is likely to be redundancy (eg sparsity or rank de ciency) in the structure of the Jacobians f 0 u i f 0 v i . If there is such redundancy, then this can be exploited in the row reductions to reduce the cost of Step 3. In either case, the total cost of the matrix operations is likely to be reducible to the cost of about 2(p + q + 1 ) additional function evaluations, regardless of N, assuming that p is not larger than q. The operation count for our Algorithm 4.1 should be compared with that given by Coleman and Liao 10, x2.1] viz p 3 =3 + 2 p 2 q + 7 pq 2 =2 + 2 q 3 .
Usually the requirement to be able to store the graph of the largest f i (or F) is trivial relative to the other storage: provided the number of oating point operations in any f i is small relative t o N the store required will be bounded by 2 ( p + q + 1 ) oating point stores per time step. If this requirement is not met, is possible to perform the doublet calculation several times with shorter vector components, thus extracting the required matrices a block a t a t i m e 5 ]. Alternatively, it may be possible to split the function evaluation into two or more stages.
However the total space requirements appear infeasible if q is large. We discuss a strategy to address this problem in the next section.
5. Checkpointing. In Algorithm 4.1 we store a large amount of data long before we n e e d i t : for example values for all the C ;1 i B i are stored during Step 3, ready to be used in Step 4. If q is large, this storage overhead may well be unacceptable. In this case, it would make more sense to store su cient information to allow v alues to be re-computed when they are actually needed.
For example, suppose that N is a million. If we store values for x i x i D i just when i is a multiple of a thousand, then we can re-compute the values of C ;1 i B i when we need them, in groups of a thousand at a time. This doubles the computational e ort required (although much of this could be computed in parallel 1]) but reduces the storage requirement from a million records to a thousand records, plus a thousand checkpoints. Further development o f t h i s line of argument leads to the following algorithm.
Algorithm 5.1 (Pantoja with AD and checkpointing)
We start with stored values for u i : 0 i < N. Recall that x 0 is a xed constant. For convenience, we assume that N = n 2 .
Step 1. For i from 1 up to N calculate x i using ordinary oating point arithmetic. If i is a multiple of n then store x i .
Step 2. Calculate a N = F 0 (x N ) D N = F 00 (x N ) as in Algorithm 4.1
Step 3. For j from n ; 1 d o wn to 0 calculate x jn a jn D jn as follows. We assume at each stage that the corresponding quantities are available for j + 1 .
Recall that x jn is available from Step 1.
For i from jnup to (j + 1 ) n ; 1 recalculate x i using ordinary oating point arithmetic. Store x i .
For i from (j + 1 ) n ; 1 d o wn to jnde ne doublets X i and U i and calculate x i a i D i for the next iteration just as in Step 3 of Algorithm 4.1 Delete the trace for X i+1 . Delete x i .
Store the values x nj a nj D nj .
Step 4. For j from 0 up to n ; 1 proceed as follows. Recall that x nj is available from Step 1, and that x (n+1)j a (n+1)j D (n+1)j are available from Step 3.
For i from (j + 1 ) n; Proof:
Step 1 The computational cost of the row-elimination operations in Step 3 is the same as in Algorithm 4.1, but these operations are repeated in Step 4.
In
Step 4 the re-evaluation of x i and the doublet calculation of Step 3 are repeated, which adds another 6(p + q)+5 function evaluations. The calculation of t i requires pq multiply-and-add operations per time step, and the doublet arithmetic to compute s i+1 adds the cost of another 4 function evaluations.
The total number of function evaluations is thus 12(p + q) + 1 5 and the additional number of oating point m ultiply-and-add operations per time step is less than twice that required by Algorithm 4. 6. Conclusions. We have discussed the application of AD to Pantoja's algorithm, and shown that the Newton step can be calculated for a discrete time optimal control problem for a very low computational cost. The pleasing feature of using AD is that existing code to evaluate the numerical value of the target function z can be used, without extensive re-writing, to compute truncation-free values for the rst and second derivatives required. Similar implementations of other algorithms involving state-control feedback are also possible: for example the traditional di erential dynamic programming (DDP) algorithm 16] simply substitutes a i+1 for x i+1 in the initialization of X i+1 in Step 3 of Algorithm 4.1. Other algorithms given in 9] can also be implemented in this way: for example to determine a diagonal matrix such that H + is positive de nite, to nd a descent direction t such t h a t ( H + ) t = ;g, or to solve more general equations such a s ( H + ) t = b with an arbitrary right hand side, as required for example by 1 0 ] to implement trust regions. However Pantoja's algorithm provides a useful tool even when the Newton direction is not being used to solve the optimization problem: it allows an inexpensive determination of whether the Hessian of the target function is positive de nite at any point. This information is of utility to many optimization algorithms (particularly in the context of global optimization) and in particular allows post-hoc veri cation that a second order minimum has been reached.
Similarly use of the algorithm to examine H ; I allows veri cation that the Hessian does not contain eigenvalues below a posited positive threshold. Such sensitivity analyses can in turn be used to verify the accuracy of the adjoint problem solution.
Further re nement of the approach described here using the techniques of 12] 15] 7] 8] allows the dynamics of the problem to be expressed in terms of implicit equations (x i+1 x i u i ) rather than explicitly. This in turn opens the prospect of applying similar techniques to problems arising from di erential equations.
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