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1.
, Bayes , 2
, ([V79], [AO02], [AO03], [004]).
, Bayes
, , 2 Bayes ,
([AO02]). ,
, 2 ,
. , , ,
(linear exponential, LINEX) , , LINEX




$X:=(X_{1}, \cdots, X_{n})$ $($ $)$ $f_{X}(x,$ $\theta)$
. , $x:=(x_{1},$ $\cdots,$ $x_{n})\in R^{n},$ $\theta\in\Theta=R^{1}$ . , $X$ $\theta$
$\delta(X)$ , $\pi(\theta)$ $\Theta$ . , NEX
$L(\theta, d)=\beta\{e^{\alpha(d-\theta)}-\alpha(d-\theta)-1\}$ $(d\in R^{1};\alpha>0, \beta>0)$
. LINEX Varian[V75] , Zellner[Z86]
, LINEX , Bayes , Bayes
. , , , 2
, Sakairi and
Akahira$[SA05]$ , LINEX , ,
, ,
. , .
, $\delta(X)$ LINEX $\pi$ Bayes $r(\delta)$
$r( \delta)=\int_{-\infty}^{\infty}/-\infty\infty\cdots\int_{-\infty}^{\infty}\beta\{e^{\alpha(\delta(x)-\theta)}-\alpha(\delta(x)-\theta)-1\}f_{X}(x, \theta)dx_{1}\cdots dx_{n}\pi(\theta)d\theta$
$=\beta[/-\infty\infty\cdots/-\infty\infty e^{\alpha\delta(x)}(/-\infty\infty e^{-\alpha\theta}f_{X}(x, \theta)\pi(\theta)d\theta)dx_{1}\cdots dx_{n}$
$- \int_{-\infty}^{\infty}\cdots\int_{-\infty}^{\infty}(\alpha\delta(x)+1)(/-\infty\infty f_{X}(x, \theta)\pi(\theta)d\theta)dx_{1}\cdots dx_{n}$
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$+ \int_{-\infty}^{\infty}\cdots/-\infty\infty\alpha(/-\infty\infty\theta f_{X}(x, \theta)\pi(\theta)d\theta)dx_{1}\cdots dx_{n}]$
.
$A(x):=/-\infty\infty e^{-\alpha\theta}f_{X}(x, \theta)\pi(\theta)d\theta$ , (2.1)
$B(x):=/-\infty\infty f_{X}(x, \theta)\pi(\theta)d\theta$ , (2.2)
$C(x):=/-\infty\infty\theta f_{X}(x, \theta)\pi(\theta)d\theta$ (2.3)
,
$r( \delta)=\beta/-\infty\infty\cdots\int_{-\infty}^{\infty}\{e^{\alpha\delta(x)}A(x)-(\alpha\delta(x)+1)B(x)+\alpha C(x)\}dx_{1}\cdots dx_{n}$ (2.4)
. , .
1 LINEX $\pi$ Bayes
$\delta^{*}(X)=\frac{1}{\alpha}\log\frac{B(X)}{A(X)}$
. , Bayes
$r(\delta^{*})=\beta/-\infty\infty\cdot\cdot$ $\cdot/-\infty\infty(\alpha C(x)-B(x)\log\frac{B(x)}{A(x)})dx_{1}\cdots dx_{n}$
.
, $x$ (2.4) $\delta$ .
3.
, $X_{1},$ $\cdots,$ $X_{n}$ ,
$f(x, \theta)=\{\begin{array}{ll}S(\theta)e^{U(x)} (x>\theta),0 (x\leq\theta)\end{array}$
. , $U(x)$ $x$ , $S(\theta)$
$\theta$ . , $\theta$
$X_{(1)}:=$ mini $\leq i\leq nXi$ ,
([VN93]),




. , $x_{(1)}$ $:=$ mini $\leq i\leq n^{X}i$ , $\chi$ . , $(2.1)\sim$
(2.3) , $A(x),$ $B(x),$ $C(x)$
$A(x)=e^{\Sigma_{1=1}^{n}U(x_{i})} \int_{-\infty}^{x_{(1)}}e^{-\alpha\theta}S^{n}(\theta)\pi(\theta)d\theta=:e^{\Sigma_{i=1}^{n}U(x)}iA_{1}(x_{(1)})$, (3.1)
$B(x)=e^{\Sigma_{i=1}^{n}U(x_{i})}/-\infty x_{(1)_{S^{n}(\theta)\pi(\theta)d\theta=:e^{\Sigma_{i=1}^{n}U(x)}B_{1}(x_{(1)})}}:$ , (3.2)
$C(x)=e^{\Sigma_{i=1}^{n}U(x_{i})}/-\infty x_{(1)_{\theta S^{n}(\theta)\pi(\theta)d\theta=:e^{\Sigma_{=1}^{n}U(x_{i})}C_{1}(x_{(1)})}}\dot{.}$ (3.3)
, 1 .
1 LINEX $\pi$ Bayes
$\delta^{*}(X)=\frac{1}{\alpha}\log\frac{B_{1}(X_{(1)})}{\mathcal{A}_{1}(X_{(1)})}$
. , $X_{(1)}$ $:=$ mini $\leq\iota\leq X$ . , Bayes
$r( \delta^{*})=\beta/-\infty\infty\cdots/-\infty\infty e^{\Sigma_{i=1}^{n}U(x)}:\{\alpha C_{1}(x_{(1)})-B_{1}(x(1))\log\frac{B_{1}(x_{(1)})}{A_{1}(x_{(1)})}\}dx_{1}\cdots dx_{n}$
.
1 $X_{1},$ $\cdots,$ $X_{n}$ ,
$f(x, \theta)=\{\begin{array}{ll}e^{-(x-\theta)} (x>\theta),0 (x\leq\theta)\end{array}$
. , $\theta$ (MLE) $\hat{\theta}_{ML}=X_{(1)}$
. , $n>\alpha$ , $\pi(\theta)$ $\pi(\theta)\equiv 1$ .
, $S(\theta)=e^{\theta}$ , $(3.1)\sim(3.3)$
$A_{1}(x_{(1)})= \frac{1}{n-\alpha}e^{(n-\alpha)x}(1)$ , $B_{1}(x_{(1)})= \frac{1}{n}e^{nx}(1)$ , $C_{1}(x_{(1)})= \frac{1}{n}x_{(1)}e^{nx_{(1)}}-\frac{1}{n^{2}}e^{nx_{(1)}}$
, 1 Bayes $\delta^{*}$
$\delta^{*}(X)=X_{(1)}+\frac{1}{\alpha}\log\frac{n-\alpha}{n}$ (3.4)
. , $\delta^{*}$ Bayes , $\overline{x}$ $:=(1/n) \sum_{i=1}^{n}x_{i}$
$r( \delta^{*})=\frac{\beta}{n}(\log\frac{n}{n-\alpha}-\frac{\alpha}{n})\int_{-\infty}^{\infty}$ .. $./-\infty\infty e^{-n(\overline{x}-x_{(1)})}dx_{1}\cdots dx_{n}$
$= \frac{1}{2}\frac{\alpha^{2}\beta}{n^{3}}/-\infty\infty\cdots/-\infty\infty e^{-n(\tilde{x}-x_{(1)})}dx_{1}\cdots dx_{n}+o(\frac{1}{n^{3}})$
27
$=\infty$
, Bayes $\delta^{*}$ . , ,
Bayes $\delta^{*}$ MLE $\hat{\theta}_{ML}$ . , $\pi(\theta|x)$
$\pi(\theta|x)=\frac{f_{X}(x,\theta)\pi(\theta)}{\int_{-\infty}^{\infty}f_{X}(x,\theta)\pi(\theta)d\theta}=\frac{e^{-n(\overline{x}-\theta)}}{(1/n)e^{-n(\overline{x}-x_{(1)})}}=ne^{n(\theta-x_{(1)})}$ $(\theta<x_{(1)})$
, Bayes $\delta^{*}$ $r(\delta^{*}|x)$
$r(\delta^{*}|x)=/-\infty x_{(1)}\beta\{e^{\alpha(\delta^{*}(x)-\theta)}-\alpha(\delta^{*}(x)-\theta)-1\}ne^{n(\theta-x_{(1)})}d\theta$
$=n \beta e^{-nx_{(1)}}/-\infty x_{(1)}\{\frac{B_{1}(x_{(1)})}{A_{1}(x_{(1)})}e^{-\alpha\theta}-\log\frac{B_{1}(x_{(1)})}{A_{1}(x_{(1)})}+\alpha\theta-1\}e^{n\theta}d\theta$
$=- \beta\log(1-\frac{\alpha}{n})-\frac{\alpha\beta}{n}$
$= \frac{\alpha^{2}\beta}{2n^{2}}+O(\frac{1}{n^{3}})$





, $1/n^{2}$ Bayes $\delta^{*}$ MLE $\hat{\theta}_{ML}$
.








$\delta^{*}(X)=\{\begin{array}{ll}X_{(1)}+\frac{1}{\alpha}\log\frac{n-\alpha+1}{n+1} (X_{(1)}<0),\frac{1}{\alpha}\log\frac{n-\alpha+1}{n+1} (X_{(1)}\geq 0)\end{array}$ (3.5)
. , Bayes $r(\delta^{*})$ , $x=(x_{1}, \cdots, x_{n})$
$r( \delta^{*})=\frac{\beta}{n+1}(\log\frac{n+1}{n-\alpha+1}-\frac{\alpha}{n+1})/\cdots\int_{x|x_{(1)}<0\}}e^{-n\overline{x}}\cdot e^{(n+1)x_{(1)}}dx_{1}\cdots dx_{n}$
$- \frac{\beta}{n+1}(\log\frac{n-\alpha+1}{n+1}+\frac{\alpha}{n+1})/\cdots\int_{x|x_{(1)}\geq 0\}}e^{-n\overline{x}}dx_{1}\cdots dx_{n}$
$= \{\frac{\alpha^{2}\beta}{2n^{3}}+O(\frac{1}{n^{4}})\}(n+1)$
$= \frac{\alpha^{2}\beta}{2n^{2}}+O(\frac{1}{n^{3}})$ (3.6)
. , MLE X(1) Bayes $r(X_{(1)})$
$r(X_{(1)})= \frac{\alpha^{2}\beta}{n^{2}}+O(\frac{1}{n^{3}})$
, (3.6) , MLE Bayes Bayes 2
.
2 , $X_{1},$ $\cdots,$ $X_{n}$ ,
$f(x,\theta)=\{\begin{array}{ll}\gamma\theta^{\gamma_{X}-(\gamma+1)} (x>\theta),0 (x\leq\theta)\end{array}$
Pareto . , $\gamma>0,$ $\theta>0,$ $\alpha<n$ , $\gamma$




, 1 Bayes $\delta^{*}$
$\delta^{*}(X)=\frac{1}{\alpha}\{(n\gamma+1)\log(1+\frac{\alpha}{n})+\log(1-\frac{\Gamma_{nX_{(1)}}(n\gamma+1)}{\Gamma(n\gamma+1)})-\log(1-\frac{\Gamma_{(\alpha+n)X_{(1)}}(n\gamma+1)}{\Gamma(n\gamma+1)})\}$
29
. , $\Gamma(a)$ , $\Gamma_{b}(a):=\int_{b}^{\infty}x^{a-1}e^{-x}dx(a>0, b>0)$
. , $a$ ,
$\frac{\Gamma_{b}(a)}{\Gamma(a)}=e^{-b}\sum_{k=0}^{a-1}\frac{1}{k!}b^{k}$
, Poisson ([J95]) ,
$\delta^{*}(X)=\frac{1}{\alpha}\{\alpha X_{(1)}+\log(1+\frac{\alpha}{n})-\log(1-\exp(-|\log\frac{\gamma}{X_{(1)}}|))$
$+ \log(1-\exp(-|\log\frac{n\gamma}{(\alpha+n)X_{(1)}}|))\}+o_{p}(1)$
$=\{\begin{array}{ll}X_{(1)}+o_{p}(1) (X_{(1)}\leq\frac{n\gamma}{\alpha+n}, \gamma\leq X_{(1)}),(1+\frac{1}{\alpha\gamma})X_{(1)}-2\alpha\frac{1}{X_{(1)}}+o_{p}(1) (\frac{n\gamma}{\alpha+n}<X_{(1)}<\gamma)\end{array}$





$P_{n_{1}\gamma}:= \frac{e^{n\gamma}\Gamma(n\gamma+1)}{\sqrt{2\pi}(n\gamma)^{1/2+n\gamma}}$ , $Q_{n_{1}\gamma}:= \frac{e^{n\gamma+1}\Gamma(n\gamma+2)}{\sqrt{2\pi}(n\gamma)^{3/2+n\gamma}}$









, $X_{1},$ $\cdots,$ $X_{n}$ , $f(x-\theta)$
. , $x\in R^{1},$ $\theta\in\Theta=R^{1}$ . , (Dl), (D2) .
(Dl) $f(x)>0(x>0),$ $f(x)=0(x\leq 0)$ , $f(x)$ 3 .
(D2) $H$ $:= \lim_{xarrow 0+0}f(x)>0,$ $\lim_{xarrow\infty}f(x)=0,$ $I_{1}$ $:=-E_{0}[(d^{2}/dx^{2})\log f(X)]<\infty$ ,
$I_{2}:=E_{0}[(d^{3}/dx^{3})\log f(X)]<\infty$ .







. , $\theta=\theta_{0}+(t/n)$ . , $U:=n(X_{(1)}-\theta_{0})$ , 2












2 LINEX $\pi$ Bayes
$\alpha(\delta^{*}(X)-\theta_{0})=\log\frac{B_{2,n}(U)}{A_{2,n}(U)}+o_{p}(\frac{1}{n^{2}}I$
. , $U$ $:=n(X_{(1)}-\theta_{0})$ . , Bayes









, $M_{1}(U),$ $M_{2}(U),$ $N_{1}(U),$ $N_{2}(U)$ $U$ .







1( ) $X_{1},$ $\cdots$ , $X_{n}$ ,
$f(x, \theta)=\{\begin{array}{ll}e^{-(x-\theta)} (x>\theta),0 (x\leq\theta)\end{array}$
. , $H=1,$ $I_{1}=I_{2}=0$ . ,
$\pi(\theta)\equiv 1$ . , $(4.1)\sim(4.3)$
$A_{2,n}(U)=e^{U}- \frac{\alpha}{n}(U-1)e^{U}+\frac{\alpha^{2}}{2n^{2}}(U^{2}-2U+2)e^{U}$, $B_{2,n}(U)=e^{U}$ , $C_{2,n}(U)=(U-1)e^{U}$





, (3.4) (4.4) $o_{p}(1/n^{2})$ .
, $n>\alpha$ , $\pi(\theta)=e^{\theta}(\theta<0)$ , $(2.1)\sim(2.3),$ $(4.1)\sim$
$(4.3)$
$A(X)=\{\begin{array}{ll}\frac{1}{n}\prod_{i=1}^{n}e^{-(X_{i}-\theta_{0})}[\frac{n}{n+1}e^{\theta}\cdot e^{n}n1 . \{1-\frac{\alpha}{n}(U-\frac{n}{n+1})+\frac{\alpha^{2}}{2n^{2}}(U^{2}-\frac{2n}{n+1}U+2(\frac{n}{n+1})^{2})\}+o_{p}(n\pi^{1})] (X_{(1)}<0),\prod_{i=1}^{n}e^{-(X_{t}-\theta_{0})}\frac{1}{n+1-\alpha}e^{-n\theta_{0}} (x_{(1)}\geq 0),\end{array}$
$B(X)=\{\begin{array}{ll}\frac{1}{n}\prod_{i=1}^{n}e^{-(X;-\theta_{0})}\{0-\pm 1Un\} (X_{(1)}<0),\prod_{i=1}^{n}e^{-(X_{i}-\theta_{0})}\frac{1}{n+1}e^{-n\theta_{0}} (X_{(1)}\geq 0),\end{array}$
$C(X)=\{\begin{array}{ll}\frac{1}{n}\prod_{i=1}^{n}e^{-(X_{*}\cdot-\theta_{0})}\{\pm\underline{\iota}_{U}1\overline{n}^{T}\} (X_{(1)}<0),\prod_{i=1}^{n}e^{-(X_{i}-\theta_{0})}\frac{1}{(n+1)^{2}}e^{-n\theta_{0}} (X_{(1)}\geq 0)\end{array}$
33
, Bayes , 2 $X_{(1)}<0$
$\alpha(\delta^{*}(X)-\theta_{0})=\frac{\alpha}{n}(U-\frac{n}{n+1})-\frac{\alpha^{2}}{2n^{2}}(\frac{n}{n+1})^{2}+o_{p}(\frac{1}{n^{2}})$
,
$\delta^{*}(X)=\{\begin{array}{ll}X_{(1)_{2n}}^{\alpha}-\frac{1}{n}--+2+o_{p}(\frac{1}{n^{2}}) (X_{(1)}<0),\frac{1}{\alpha}\log\frac{n-\alpha+1}{n+1} (X_{(1)}\geq 0)\end{array}$ (4.5)
. , $\delta^{*}$ Bayes
$r( \delta^{*})=\frac{\beta}{n+1}\{\frac{\alpha^{2}}{2n^{2}}(\frac{n}{n+1})^{2}+O_{p}(\frac{1}{n^{2}})\}/\cdots\int_{x|x_{(1)}<0\}}e^{-n\overline{x}}\cdot e^{(n+1)x_{(1)}}dx_{1}\cdots dx_{n}$
$- \frac{\beta}{n+1}(\log\frac{n-\alpha+1}{n+1}+\frac{\alpha}{n+1})/\cdots\int_{x|x_{(1)}\geq 0\}}e^{-n\overline{x}}dx_{1}\cdots dx_{n}$
$= \frac{\alpha^{2}\beta}{2n^{2}}+O(\frac{1}{n^{3}})$ (4.6)
. , (3.5) $x_{(1)}<0$
$\delta^{*}(X)=X_{(1)}+\frac{1}{\alpha}\log\frac{n-\alpha+1}{n+1}=X_{(1)}-\frac{1}{n}-\frac{\alpha+2}{2n^{2}}+o_{p}(\frac{1}{n^{2}})$
, (3.5) (4.5) $o_{p}(1/n^{2})$ , (3.6),
(4.6) Bayes .
5.
, $X_{1},$ $\cdots,$ $X_{n}$ ,
$f(x-\theta)=\{\begin{array}{ll}\frac{2}{3}e^{-2(x-\theta)} (x-\theta\geq 0),\frac{2}{3}e^{x-\theta} (x-\theta<0)\end{array}$
. , $X_{(1)}\leq\cdots\leq X_{(n)}$
, $X_{(\cdot)}:=(X_{(1)}, \cdots, X_{(n)}),$ $x_{(\cdot)}:=(x_{(1)}, \cdots, x_{(n)})$ , (2.4) $\delta=\delta(X)$
Bayes
$r(\delta)$
$=n! \beta/-\infty\infty\cdots\int_{-\infty}^{\infty}\{e^{\alpha\delta_{0}(x_{(\cdot)})}A_{0}(x_{(\cdot)})-(\alpha\delta_{0}(x_{(\cdot)})+1)B_{0}(x_{(\cdot)})+\alpha C_{0}(x_{(\cdot)})\}dx_{(1)}\cdots dx_{(n)}$
. , $T(x)=x_{(\cdot)}$ $\delta_{0}(x_{(\cdot)})=\delta(T(x))$ ,








$r( \delta_{0}^{*})=n!\beta/-\infty\infty\cdots/-\infty\infty(\alpha C_{0}(x_{(\cdot)})-B_{0}(x_{(\cdot)})\log\frac{B_{0}(x_{(\cdot)})}{A_{0}(x_{(\cdot)})})dx_{(1)}\cdots dx_{(n)}$
. , $\pi(\theta)\equiv 1$ ,
$A_{0}(x_{(\cdot)})=( \frac{2}{3})^{n}\sum_{k=0}^{n}/x_{(k)}x_{(k+1)_{e^{-\alpha\theta}\{e^{-2(x_{(i)}-\theta)}\chi_{(-\infty,xl}(\theta)+e^{x_{(i)}-\theta}\chi(x\infty)(\theta)\}d\theta}}(i)(i)$,
. , $x_{(0)}=-\infty,$ $x(n+1)=\infty$ . $k=0,$ $\cdots,$ $n$ , $2n-\alpha>0$
, $2n\neq 3k-\alpha$
$/x_{(k)}x_{(h+1)_{e^{-\alpha\theta}\{e^{-2(x_{(i)}-\theta)}\chi(-\infty,x_{(i)}](\theta)+e^{x_{(i)}-\theta}\chi(x_{(i)},\infty)(\theta)\}d\theta}}$















, LINEX , LINEX
Bayes Bayes . ,
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