Abstract-In this paper we apply some results obtained for "perturbed" Whittaker's cardinal series, k∈Z a k sinc(t − λ k ), to problem of signal reconstruction in a Digital Audio Processes, where we consider ideal bandlimited interpolation and the variability of {λ k } k∈Z models sampling clock jitter effects. Results applied in this work concern a stability theorem, by previous work, and a generalization of the Parseval's identity for perturbed Whittaker's cardinal series, here introduced for the first time.
I. INTRODUCTION
High noise immunity, stability, and reproducibility are some of the advantages which digital representation of audio data offers. Audio in digital form also allows the efficient implementation of many audio processing functions (e.g., mixing, filtering, and equalization) through software usage. The conversion from the analog to the digital domain begins by sampling the audio input in regular, discrete intervals of time and quantizing the sampled values into a discrete number of evenly spaced levels. The digital audio data consists of a sequence of binary values which signify the values of the analogue signal at a particular moment in time and it represents the number of quantizer levels for each audio sample. The method of representing each sample with an independent code word is called pulse code modulation PCM, [1] . Figure 1 shows the digital audio process.
In this paper we apply some results obtained for "perturbed" Whittaker's cardinal series (also called sinc-series or sincbases) k∈Z a k sinc(t − λ k ), to problem of signal reconstruction in a Digital Audio Processes. We consider ideal bandlimited interpolation and the variability of {λ k } k∈Z models sampling clock jitter effects. In particular, we focus on two step of digital audio processes, the digital-to-analog conversion (DAC in fig. 1 ) and the subband coding, which is one of technics employed for data compression in Digital Signal Processing (DSP in fig. 1 ). As it has been well argued in previous works ( [2] , [3] and others in section IV), theory dealing with major aspects concerning DAC time base jitter, quantization noise, and nonlinearity is still incomplete; unexpected changes and distortions of P. Loreti and P. Vellucci was with Department of Basic and Applied Sciences for Engineering at Sapienza University of Rome, Via Antonio Scarpa n. 16, 00161 Roma: (contact e-mail: paola.loreti@sbai.uniroma1.it, pierluigi.vellucci@sbai.uniroma1.it).
waveforms generated via DAC are occasionally supported by simulations and experimental activities, (see [2] and references therein). Starting from this point of view, an analytical model for time base jitter and for a "perturbed" sub-band coding are developed.
Results applied in this work concern a stability theorem (by previous work [4] ) and a generalization of the Parseval's identity for perturbed Whittaker's cardinal series, here introduced for the first time. The latter is an Ingham inequality for the perturbed Whittaker's cardinal series and it represents an estimate of energy of the signal f (t) = k∈Z a k sinc(t − λ k ).
Studies on classical system of exponentials {e iλ k t } k∈Z find their origin in the celebrated 1934's work of Paley and Wiener in L 2 (0, T ), where T > 0; it appear in various fields of mathematics and signal processing.
Ingham inequalities [5] can be considered as a generalization of the Parseval's identity for (truncated) non-harmonic Fourier series:
This result has significant implications. As well known, J.L. Lions contributed to the multiplier method by proving powerful and elegant theorems on observability, controllability, and uniform stabilization. His seminal paper [6] , among others, also stimulated intensive research activity in the field. Other literature came up with another efficient way to deal with those issues: using a former approach based on harmonic analysis. Indeed, following the influential survey paper of D.L. Russell [7] , many authors had emphasized a classical result of A.E. Ingham [5] for its simplicity and depth that had proven to be extremely useful in control theory. In this direction, Komornik and Loreti's book [8] is dedicated to unify the socalled harmonic (or nonharmonic) analysis method.
The main results are theorems 7 and 14; they represent the mathematical tools necessary to model the processes described above. For the proof of theorem 7 we apply a result by Montgomery and Vaughan, [9] . To prove the second main result we need to introduce a family of operators, which annihilate a finite number of terms in the Whittaker's cardinal series. These operators are related to others introduced in previous works and applied to Fourier series ( [10] , [8] and [11] ).
II. PRELIMINARIES
Denoting MRA the so-called multiresolution analysis, we will refer to Soardi's report, [12] , and reference therein as: [13] , [14] , [15] , [16] and [17] . Input is the analog audio input while output is the analog audio output.
with the following properties: Note that, by definition 1-(iii) and by definition of Riesz basis (see, for example in [18] ), f ∈ V 0 if and only if it has the form f (x) = k∈Z c k g(x − k) with k∈Z |c k | 2 < ∞. In the same way, f ∈ V j if and only if it has the form
Moreover, if f ∈ V j , f (x − m/2 j ) ∈ V j for each integer m. This means that all spaces V j are the scale version of V 0 space.
A discrete-time signal is a sequence {a k } k∈Z , generally achieved by sampling from a continuous-time signal. Below, we will assume a finite energy signal, namely that it belongs to ℓ 2 (Z). To sequence {a k } k∈Z corresponds a Fourier series α(ω) = k∈Z a k e −ikω , that describes the frequency content of discrete-time signal. In fact, as well-known, formula a k = (2π)
ikω dω shows that each a k is obtained as superimposition of elementary harmonics with frequency ω, amplitude |α(ω)| and phase arg α(ω). If a k = a j,k corresponds to a sampling with frequency 2 j , then it is represented as the sequence of Fourier coefficients
Let φ a scaling function of a MRA. We associate to discrete-time signal {a j,k } k the continuous signal f (t) = k∈Z a j,k 2 −j/2 φ(2 j t − k). Turning to Fourier transforms we have:f (ω) = 2 −j/2 α j (ω)φ(ω/2 j ). In the following we will put j = 0 but the results for j = 0 are obtained in an obvious way.
If we apply a filter (linear and time invariant) to finite energy signal consisting of N pure harmonics, a k = N j=1 p j e ikωj , we obtain that the output signal {b k } k∈Z from the filter is
where function γ(ω) is the filter's frequency response. If β(ω) is the Fourier series of output signal, one has β(ω) = α(ω)γ(ω), from which
Let f (t) = k a k φ(t − k), denoting f γ the continuous-time signal associated to output signal {b k } k∈Z . One has
from which we obtain the action of the filter over continuous-
Now suppose that φ is the Shannon scaling function (j = 0 and φ = sinc) and let {a k } k∈Z be a discrete-time signal; let
the function with bandwidth [−π, π] whose uniform sampling (with frequency T −1 = 1) is {a k } k∈Z . Equation (3) is usually reffered to Whittaker-Kotelnikov-Shannon (WKS) sampling theorem, where sinc(x) is the normalized sinc function commonly defined as
Equation (3) is also known in literature as basis functions in Whittaker's cardinal series; see [19] . See also: [20] , [21] , [22] . The subject of recovery of bandlimited signals from discrete data has its origins in the WKS sampling theorem, historically the first and simplest such recovery formula. 
The space P W π play a significant role in signal processing applications [24] . In a previous paper [4] we have obtained a stability result for sinc basis {sinc(t − n)} n∈Z showing that α/π, where α is the Lamb-Oseen constant, is its stability bound on P W π . As follows:
then {sinc(λ n − z)} satisfies the Paley-Wiener criterion and so forms a Riesz basis for P W π .
This result is obtained in the spirit of the Kadec's result [25] , following the proof due to Duffin and Eachus for the exponential system in [26] . Kadec theorem has been extensively generalized; see, for example [27] , [28] , [29] , [30] , [31] , [32] .
III. MATHEMATICAL TOOLS AND MAIN RESULTS
In this section we derive an Ingham type inequality for Whittaker's cardinal series and apply this result to a family of "annihilate operators".
A. Ingham type inequality for Whittaker's cardinal series
It is well-known a Parseval type result for sinc series.
Lemma 3. If
By following the steps of Ingham's proof, we will employ a Hilbert's inequality due to Montgomery and Vaughan to prove the version of Ingham's theorem for sinc basis.
Hilbert's inequality states that
for any set of complex a n , where the best possible constant π was found by Schur [33] . In 1973, Montgomery and Vaughan [9] obtained a precise bound for the more general bilinear forms:
Now we recall a part of theorem from [9] . 
Its proof is very articulate and so we will omit it. As usual, θ denotes the distance from θ to the nearest integer, that is, θ = min n |θ − n|. The assumption on modulo 1 of x 1 , x 2 , ..., x R is necessary to guarantee sin π(x n − x m ) = 0 in the denominator of (6), i.e. to make sure that (x n −x m ) doesn't becomes an integer. Moreover, we will denote with ′ m,n the double summation for which m = n and with m,n the double general summation. Below, min + f will denotes the least positive value when f ranges over a finite set of nonnegative values.
Montgomery and Vaughan derive the following theorem from theorem 4 by a limiting argument.
Theorem 5.
Suppose that λ 1 , λ 2 , ..., λ R are distinct, and
Proof: To prove theorem 5 we note that if x is any member of a bounded interval, then εx = ε|x| whenever ε is sufficiently small. Furthermore,
so that we can appeal to theorem 4, in the following way.
Hence, let us estimate
and thus ε in RHS simplifies, getting us the thesis.
By doing so, let's calculate a precise bound for the bilinear form ′ n,m a n a m sinc(λ n − λ m ) to achieve the estimate from below showed in theorem 7.
Lemma 6. Suppose that λ 1 , λ 2 , ..., λ R are distinct, and
bilinear form can be rewritten:
Since |sin π(λ n − λ m )| ≤ 1, for its reciprocal it has 1 |sin π(λn−λm)| ≥ 1 and so
As one reads on [9] , it follows from a paper of Hellinger and Toeplitz ( [34] and [9] ) that theorems 4 and 5 hold also for infinite sums, provided that min + f is replaced by inf + f . Therefore also lemma 6 hold for infinite sums. It is possible to consider bilateral series if we put λ −n = −λ n for n = 1, 2, . . . . Now we use this result to prove the following theorem, that is the main result of our paper.
Theorem 7. Let
where the λ n are real and satisfy
Proof: Put, by hypothesis, γ = min n,m
which is equal to
At this point, from lemma 6, it is immediate to get thesis. An estimate from above is immediate employing same steps involved used in the proof of theorem 7. Indeed, from lemma 6 and by triangle inequality:
where γ is defined as in theorem 7.
Corollary 8. Let
Remark 9. Write
with two constants c 1 , c 2 > 0, independent of the particular form of f (t), except for the assumption |λ n − λ m | ≥ γ > 1.
B. Applications to "annihilate operators" for cardinal series.
In this section we apply the main results of the paper to Ingham type inverse inequality for cardinal series, defining here a family of "annihilate operators" in the spirit of previous works applied to Fourier series ( [10] , [8] and [11] ).
In [10] , the author introduce a family of operators, which annihilate a finite number of terms in the Fourier series. Here we follow [35] and [11] . For the reader's convenience, we then proceed to recall some of their properties. Given δ > 0 and ω ∈ C arbitrarily, we define the linear operator I δ,ω as follows: for every continuous function u : R → C the function I δ,ω u : R → C is given by the formula
The following result states some properties connected with operators I δ,ω .
Lemma 10. It has:
The linear operators I δ,ω commute, that is
Getting ideas by [11] , we define here a family of operators which annihilate a finite number of terms in the cardinal series.
Since, on L 2 [−π, π], the Fourier transform of e iωt is
and given δ > 0 and ω ∈ C arbitrarily, we define the linear operator J δ,ω as follows: for every continuous function u : R → C the function J δ,ω u : R → C is given by the composition
We enunciate now some results on operator J δ,ω .
Lemma 11. It has:
The linear operators J δ,ω commute, that is
for all δ, ω, δ ′ , ω ′ and u.
Proof: (a) We have that
which is equal to 0 by lemma 10, point (a).
By F e iω ′ t = u(s) and point (b) of lemma 10 it follows that
(c) Putting F −1 u(s) = v(t), it comes to prove that
and
Hence, according to point (c) of lemma 10, the claim (c) is proved.
Lemma 12.
For any δ > 0, ω, ω ′ ∈ C and function u as in lemma 11, point (b), we have
(15) where ∆ω = ω ′ − ω.
Proof: For ω ′ = ω, by lemma 11 one has
where ∆ω = ω ′ − ω, and
On the other hand,
From which, one has
Assume that there exists a finite set F of integers such that for any sequences {a n } verifying a n = 0 for any n ∈ F ,
the estimates
are satisfied for some constants c 
holds.
Theorem 14. Let
where c 1 is a positive constant.
Proof: By corollary (8), there exist n 0 ∈ N, c 1 > 0 and c 2 > 0 such that if a n = 0 for |n| ≤ n 0 , then we have
Finally, we can use proposition 13 to conclude. 
C. Additional Notes
From theorem 2, by [4] , if {λ n } is a sequence of complex numbers and |λ n − n| ≦ L < α π , for n = 0, ±1, . . . the {sinc(λ n − z)} forms a Riesz basis for P W π . Now we compare the hypotheses of main results, theorems 7 and 14, with this assumption. Let |λ n − λ n−1 | ≥ γ > 1. Then, by theorem 2:
Accordingly, the constant γ of theorem 14 satisfies γ ∈ 1, 2α π + 1 . Now let |λ n − λ m | > γ > 1. In the same way:
Thus, for the theorem 7, the constant γ satisfies γ ∈ 1, 2α π + |n − m| , with n = m.
IV. APPLICATIONS OF MAIN RESULTS IN DIGITAL AUDIO PROCESS
Digital audio compression allows the efficient storage and transmission of audio data. The conversion from the analog to the digital domain begins by sampling the audio input in regular, discrete intervals of time and quantizing the sampled values into a discrete number of evenly spaced levels, [1] . The digital audio data consists of a sequence of binary values representing the number of quantizer levels for each audio sample. Pulse code modulation (PCM) is the method of representing each sample with an independent code word. According to the Nyquist theory, a time-sampled signal can represent signals up to half the sampling rate, [16] . Figure 1 shows the digital audio process.
Sub-band coding is a powerful technique for compressing images (or audio signals). It is based on the fact that signal is subdivided into several frequency bands and each band is digitally encoded separately with different number of bits, [36] . This decomposition is often the first step in data compression for audio and video signals.
Higher speed is being demanded for every block in figure 1. For such high sampling speed, sampling clock jitter (which is the deviation of a signal's timing event from its intended occurrence in time) effects in ADCs and DACs may be crucial; the clock jitter effects of ADCs and sampling circuits have been well investigated, [3] . Just in [3] authors analyze the clock jitter effects on DACs. In the following sections, we will investigate a model for sampling clock jitter effects in ideal digital-to-analog converters and we will describe the sub-band coding when Whittaker's cardinal series is perturbed.
The topic is related to process of non-uniform sampling, explained using the non-harmonic function, [23] . As well known, any function f ∈ P W π , can be recovered exactly from its samples {f (k) : k ∈ Z} by the interpolation formula
Taking the Fourier transform of (24), and using the fact that the Fourier transform of the sinc function is the characteristic function χ [−π,π] shows that for any ξ ∈ [−π, π]
where g, h L 2 (−π,π) =
2π
π −π g(t)h(t)dt. Thus, reconstruction by means of the formula (24) is equivalent to the fact that the set {e ikt } k∈Z forms an orthonormal basis of L 2 (−π, π), so-called the harmonic Fourier basis. This equivalence between the harmonic Fourier basis and the reconstruction of a uniformly sampled bandlimited function has been extended to treat some special cases of non-uniformly sampled data, [37] .
In [38] (theorem 7.45) and [39] (see also [37] and references therein), results on the nonharmonic Fourier bases {e iλ k t } k∈Z are translated into results about nonuniform sampling and reconstruction of bandlimited functions. Kadec's theorem, [25] , implies that any bandlimited function f ∈ P W π can be completely recovered from its samples f (λ k ), as long as the sampling points satisfies the constraint |λ k −k| ≤ L < 1/4 for all k ∈ Z and λ k ∈ R. In the context of non-uniform sampling, the sharp form of these results can be stated in theorem 8.4 of [40] .
In previous paper, and in the first part of this work, we have investigated some mathematical properties of functions f (t) ∈ P W π , which can be expressed as
under hypothesis of theorems 2, or 7 and 14. By fundamental properties of Paley-Wiener space (see, for instance, [23] , p. 92) we have, for f ∈ P W π , a relation on reproducing kernel
where
Hence, f (λ n ) = f (z), K(z, λ n ) . With theorem 2 taken by [4] , we have proved that the reproducing kernel {K(z, λ n )} n∈Z forms a Riesz basis for P W π under condition (5). It is well known from frame theory that {K(z, λ n )} n∈Z forms a frame under the same assumption (5). From theorem 4.2 in [37] , we have that if {K(z, λ n ) : λ n ∈ Λ} is a frame for P W π , the
is a set of sampling for P W π . Then, if S is the frame operator (see [23] , p. 155, for its formal definition) of frame {K(z, λ n )} n∈Z , we have for
or,
Ideal DAC CLOCK a k f (t) Figure 2 : Representation of the ideal digital-to-analog converter (DAC) or ideal bandlimited interpolator. According to 28.
In the following, results on the "perturbed" sinc bases {sinc(t − λ k )} k∈Z are applied to modelling the effect of timejittering phenomena in two steps of a classical Digital Audio Processes: digital-to-analog conversion and sub-band coding.
A. A mathematical model for sampling clock jitter effects in ideal digital-to-analog converters
Interpolation based on
is usually called ideal bandlimited interpolation (or sinc interpolation), because it provides a perfect reconstruction for all t, if f (t) is bandlimited in [−π, π] and if the sampling frequency is greater that the so-called Nyquist rate. According to 28, we assume that the sampling period is T s = 1. This means that the sampling frequency F s = 1/T s = 1. By Nyquist rate, one has F s > 2F m and so F m < 1/2 if the signal is
The system used to implement (28), which is known as an ideal DAC (i.e. digitalto-analog converter, see [41] ), is depicted in block diagram form in figure 2 . DACs are essential components for measuring instruments (such as arbitrary waveform signal generators) and communication systems (such as transceivers). Since higher sampling speed is being demanded for them, their sampling clock jitter effects may be crucial. Jitter is the deviation of a signal's timing event from its intended (ideal) occurrence in time, often in relation to a reference clock source. Therefore, time jitter is an important parameter for determining the performance of digital systems. For a review how time jitter impacts the performance of digital systems, see [42] . For digital sampling in analogto-digital and digital-to-analog converters, it is shown that noise power or multiplicative decorrelation noise generated by sampling clock jitter is a major limitation on the bit resolution (effective number of bits) of these devices, [42] .
In [3] authors analyze the clock jitter effects on DACs. Kurosawa et al., in [3] (Fig. 1 therein) , consider a DAC where a digital input is applied with a sampling clock CLK. Ideally the sampling clock CLK operates with a sampling period of T s for every cycle, however in reality its timing can fluctuate, a phenomenon which is called jitter or phase noise (see Fig. 2 in  [3] ). Phase and frequency fluctuations have therefore been the subject of numerous studies; well-known references include: [43] , [44] , [45] , [46] .
As it has been well argued in previous works ( [2] , [3] ), theory dealing with major aspects concerning DAC time base jitter, quantization noise, and nonlinearity is still incomplete; unexpected changes and distortions of waveforms generated via DAC are occasionally supported by simulations and barely investigated by means of experimental activities, [2] and references therein. See also: [47] , where stochastic analysis is presented in order to predict the average switching rate; [48] , where time jittering is modeled as a random variable uniformly distributed; [49] , [50] , where jitter effect is assumed as a random variable normally distributed.
In [2] , authors focus on zero-order-hold DACs and, in particular, on how the presence of jitter that can affect their time base modifies the desired features of the analog output waveform. They study more deterministic jitter and develop an analytical model which is capable of describing the spectral content of the analog signal at the output of a DAC, the time base of which suffers from (or is modulated by) sinusoidal jitter. See also: [51] , which proposes a first order analytical model describing the influence of the sampling clock modulated by a periodic jitter; [52] , where is introduced a model capable of describing the functioning of a real DAC affected by horizontal quantization, clock modulation, vertical quantization and integral nonlinearity.
We denote jitter as ǫ n , then the n-th sampling timing of CLK is nT s + ǫ n instead of nT s . Since we have assumed that T s = 1 in this paper sampling timing of CLK is n + ǫ n but the results for T s = 1 one can obtain in an obvious way. By problem formulation in [3] , the DAC output error power P e due to the sampling clock jitter is defined as follows:
Here e n is the DAC output error due to jitter (see Fig. 4 [3] ). If the input signal and the sampling jitter are not correlated (which is the case in general), ǫ n and e n are independent and one obtain P e = E[e 2 n ]E[|ǫ n |]. For the ideal DAC consider here ǫ n is just λ n − n and, by theorem 2: figure 2 is a cosine wave a k = A cos 2π fi fs k , the error power P e due to jitter is given by
where f i is the input frequency and f s is the sampling frequency.
Proof: Write e n = |a n −a n−1 |; by simple trigonometrical relations and since E cos 4π
From definition of P e and by theorem 2 it follows the claim.
Signal by DAC output is of the form
Hence, an equality of Parseval type for signal in equation (31)
is no longer valid. Nevertheless, the energy of signal affected by jitter, f (t), admits anyway some estimates given in section III. In fact, if λ k = k + ǫ k , hypothesis of theorem 14 becomes
, while, in the same way, for theorem 7: |λ k −λ m | = |n−m+∆ n−m | > γ > 1. Thereby, in both cases:
which represents an estimate of the energy of signal affected by jitter, f (t), when we consider an ideal bandlimited interpolation.
B. Sub-band coding
Digital-to-analog conversion is one step of the Digital Audio Process. To digitally represented signals different mathematical operations can be applied and that is the essence of Digital Signal Processing (DSP in fig. 1 ). In digital signal processing, data compression involves encoding the information using fewer bits than the original representation.
Sub-band coding, which is a step in data compression, has received increased attention as a technique for image compression (see seminal papers, for example [53] and [54] ). As for (28) , by definition 1 of MRA, we denote φ a "perturbed" Shannon scaling function, i.e. φ(t) = sinc(t − λ k ), and {a k } k∈Z a discrete-time signal; let:
the function with bandwidth [−π, π]. We now apply the ideal low-pass and high-pass filters, which we denote with γ 0 and γ 
Since signal f 0 has bandwidth in [−π/2, π/2], by WKS theorem, it is represented from its sampling (with Nyquist frequency T = 2) over even integers
Note that f 0 can be represented discarding all odd terms of the sequence ( n a k−n c n ) k∈Z . Regarding f 1 , let
with T = 2. Clearly ϕ has period π and it coincides with
Fourier coefficients of ϕ can be calculated as above, but integrating over
; thus one has
n a 2k−n c n Therefore, even f 1 can be represented through a sampling over even integers
n a 2k−n c n , hence two discrete-time signals {a 0 k } k∈Z and {a 1 k } k∈Z are a coding of initial data {a k } k∈Z . Under the conditions of theorem 2 f 0 and f 1 have still disjoint bandwidth. Therefore this process can be viewed as a sub-band coding for a perturbed sinc system and two ideal filters. A generalization of Parseval's identity can be obtained also for perturbed sinc series f 0 and f 1 , whose exponents satisfy a uniform gap condition. In fact, an equality of Parseval type for signals f 0 and f 1 is no longer valid. Nevertheless, the energy of these signals, involving perturbed Shannon scaling function, admits anyway some estimates given in section III. Indeed, hypothesis of theorems 14 and 7 become, respectively, |λ k − λ k−1 | = |1 + ∆ 1 | > γ > 1 where ∆ 1 = ǫ k − ǫ k−1 , and |λ k − λ m | = |n − m + ∆ n−m | > γ > 1. Thereby, in both cases:
for s = 0, 1, and it represents an estimate of the energy of signals f 0 and f 1 , employed in sub-band coding when perturbed Shannon scaling functions are used.
V. CONCLUSION
An Ingham inequality applied to "perturbed" Whittaker's cardinal series, k∈Z a k sinc(t − λ k ), has been proposed. We used this result, along with a stability result for sinc bases {sinc(t − k)} k∈Z achieved in a previous work [4] , to propose a model that describes how jitter modulating the time base of ideal DAC can affect its analog output. Unlike in [2] -where the introduced model describes a sinusoidal jitter -and in [51] -where authors models a periodic jitter -here jitter is modelled as a generic sequence {ǫ k } k∈Z . Another difference is that we have assumed an ideal DAC, in order to simplify the discussion. Respect to [48] (and others, cited in section IV), sequence {ǫ k } k∈Z , here, isn't modelled as random variable but it is however unknown. Respect to [2] , [52] and [3] , we give a condition on |ǫ k | by theorem 2, |ǫ k | ≤ α π , k = 0, ±1, . . .
for which {sinc(t − λ k )} k∈Z also forms a Riesz basis for Paley-Wiener space P W π ; i.e. {sinc(t − λ k )} k∈Z is the image of an orthonormal basis of P W π under a bounded and invertible operator from P W π onto P W π . It indicate stability and robustness of the sampling sets {λ k } k∈Z and allows perfect reconstruction of bandlimited signals also by (27) . For (33) Parseval identity is no longer valid, but one may be applied two Ingham-type inequalities by theorems 7 and 14, which are main results of this paper. If f (t) is the signal, these results allow to have an estimation of the signal energy ∞ −∞ |f (t)| 2 dt. Finally, we dealt of the process of sub-band coding, which is often the first step in data compression for audio and video signals. Sub-band coding has received increased attention as a technique for image (or audio signals) compression, [53] , [54] . It is based on the fact that signal is subdivided into several frequency bands and each band is digitally encoded separately with different number of bits, [36] . In this paper, an analytical model which describes sub-band coding for perturbed Whittaker's cardinal series and two ideal filters has been proposed. Finally, from the above estimate and (38) the desired inequality (21) follows.
