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1 Einleitung
Diese Arbeit widmet sich dem Nachweis der Tits-Alternative für endlich präsentierte Grup-
pen. In der kombinatorischen Gruppentheorie werden Gruppen durch eine Präsentierung
dargestellt. Dabei setzt sich die Präsentierung einer Gruppe aus den Erzeugenden und
den Relationen der Gruppe zusammen. Die kombinatorische Gruppentheorie hat ihren
Ursprung zum einen in der Geometrie, insbesondere in der Betrachtung von Symmetrien
und Bewegungen geometrischer Objekte. Zum anderen ist ihr Ursprung in der Topologie,
insbesondere in der Untersuchung von Fundamentalgruppen topologischer Räume, zu
finden (vgl. [15]). Die Tits-Alternative ist eine Eigenschaft von Gruppen, die auf Jacques
Tits zurückgeht (vgl. [85]). Dabei erfüllt eine Gruppe die Tits-Alternative, wenn sie ent-
weder eine nicht-abelsche freie Untergruppe enthält oder virtuell auflösbar ist, d. h. eine
auflösbare Untergruppe von endlichem Index enthält.
Die zentrale Klasse von Gruppen, die in dieser Arbeit in Bezug auf die Tits-Alternative
untersucht wird, ist die Klasse der verallgemeinerten Pride-Vinberg-Gruppen (verallgemei-
nerte P.-V.-Gruppen). Diese Klasse enthält die Gruppen, für die eine Präsentierung der
folgenden Form existiert:
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
mit l,m, n, p, q, r ≥ 2 und Ri (x, y) ist für i = 1, 2 ein zyklisch reduziertes Wort in dem
freien Produkt von x und y, welches sowohl x als auch y enthält und keine echte Potenz ist.
Der Nachweis der Tits-Alternative für verallgemeinerte P.-V.-Gruppen unter bestimmten
Voraussetzungen ist in weiten Teilen eine Verallgemeinerung des Nachweises ebendieser
Eigenschaft für verallgemeinerte Tetraedergruppen (vgl. z. B. [33, 37]). Zusätzlich wird
eine nicht-kommutative computeralgebraische Methode angewandt (vgl. [66, 91]).
Motivation
Jacques Tits hat 1972 nachgewiesen, dass eine endlich erzeugte lineare Gruppe entweder eine
nicht-abelsche freie Untergruppe enthält oder virtuell auflösbar ist (vgl. [85, Korollar 1]).
2 1 Einleitung
Diese mächtige Eigenschaft wird Tits-Alternative genannt und konnte zu weiteren relevan-
ten Resultaten beitragen. Z. B. nutzte Gromov die Tits-Alternative in dem Beweis zu dem
in der geometrischen Gruppentheorie relevanten Theorem über Gruppen mit polynomialem
Wachstum (vgl. [40, Main theorem]). Darüber hinaus hat sich der Nachweis dieser Alter-
native für nicht-lineare Gruppen zu einer interessanten Aufgabe entwickelt, der sich
Mathematikerinnen und Mathematiker in zahlreichen Arbeiten widmen. Unter anderem ist
der Nachweis der Tits-Alternative für Ein-Relator-Gruppen (vgl. [53]), Coxeter-Gruppen
(vgl. [69]) und die Gruppen der äußeren Automorphismen freier Gruppen endlichen Rangs
(vgl. [10]) erbracht. Auch dem Nachweis der Tits-Alternative für verallgemeinerte Dreiecks-
bzw. Tetraedergruppen widmen sich zahlreiche Arbeiten (vgl. z. B. [6, 34, 37, 46, 61, 75]
bzw. [29, 33, 37, 42, 48]). Für beide Klassen von Gruppen ist der Nachweis lediglich für
einige Ausnahmefälle noch nicht erbracht. Für verallgemeinerte Dreiecksgruppen, d. h. für
Gruppen mit einer Präsentierung der Form
〈
a, b | al = bm = W p1 (a, b) = 1
〉
,
für die l,m, p ≥ 2 gilt und W1 (a, b) ein zyklisch reduziertes Wort in dem freien Produkt
von a und b ist, welches sowohl a als auch b enthält und keine echte Potenz ist, existieren
lediglich drei Möglichkeiten für das Tupel (l,m, n), für die die Tits-Alternative nicht
nachgewiesen ist (vgl. z. B. [4, 47, 50, 51]). Bis auf die Fälle l = m = 2 und m ∈ {3, 4, 5}
ist bewiesen, dass verallgemeinerte Dreiecksgruppen die Tits-Alternative erfüllen. Als
verallgemeinerte Tetraedergruppen werden Gruppen bezeichnet mit einer Präsentierung
der Form
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
,
für die l,m, n, p, q, r ≥ 2 gilt und Wi (x, y) , i = 1, 2, 3 ein zyklisch reduziertes Wort in
dem freien Produkt von x und y ist, welches sowohl x als auch y enthält und keine echte
Potenz ist. Sie treten z. B. als Untergruppen verallgemeinerter Dreiecksgruppen oder als
Fundamentalgruppen hyperbolischer Orbifaltigkeiten auf. Die Tits-Alternative ist für diese
Klasse von Gruppen nachgewiesen bis auf wenige Möglichkeiten für das Tupel (l,m, n) in
dem Spezialfall, in dem die verallgemeinerte Tetraedergruppe eine Präsentierung〈
a, b, c | al = bm = cn = W 21 (a, b) =
(
bγcδ
)2
=
(
aεcζ
)2
= 1
〉
hat, für die W1 (a, b) = aα1bβ1 . . . aαkbβk mit k ≥ 3 keine echte Potenz ist und 2 ≤ l ≤ m,
m ≥ 3 gilt (vgl. z. B. [27]). Für bereits bekannte Resultate bezüglich der Tits-Alternative
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dieser Arbeit wird die Untersuchung der verallgemeinerten Tetraedergruppen bezüg-
lich der Tits-Alternative als Grundlage für ebendiese Untersuchung für verallgemeinerte
P.-V.-Gruppen genutzt. Es gelingt, die Methoden, mit denen Ergebnisse aus der Be-
trachtung homomorpher Bilder erhalten werden, und die Methoden, die auf wesentlichen
Darstellungen in die projektive spezielle lineare Gruppe PSL (2,C) basieren, auf die hier
betrachtete Klasse endlich präsentierter Gruppen anzuwenden.
Dabei gründet sich die Wahl der verallgemeinerten P.-V.-Gruppen als Gegenstand
der Untersuchung auf verschiedene Motivationen. Die Gründe für die Benennung der
verallgemeinerten P.-V.-Gruppen, die zusätzlich die Betrachtung dieser Klasse endlich prä-
sentierter Gruppen motivieren, sind zum einen Pride-Gruppen und zum anderen Gruppen,
die von periodisch gepaarten Relationen erzeugt werden. Pride-Gruppen sind Gruppen
mit einer Präsentierung, in der jede definierende Relation höchstens zwei Typen von
Erzeugenden enthält (vgl. [72]). Jede Pride-Gruppe entspricht einem endlichen einfachen
Graphen G mit Knotenmenge V (G) und Kantenmenge E (G), wobei zu jedem Knoten
vi ∈ V (G) eine nicht-triviale Gruppe Gi mit fester endlicher Präsentierung und zu jeder
Kante (vi, vj) ∈ E (G) eine Menge Rij zyklisch reduzierter Worte der Länge größer oder
gleich 2, die leer sein kann, existiert. Für R = ⋃(vi,vj)∈E(G) Rij entspricht die Pride-Gruppe
zu G der Gruppe
?vi∈V (G)Gi/N,
wobei N der normale Abschluss von R in ?vi∈V (G)Gi ist (vgl. [54, S. 57f]). Pride-Gruppen
umfassen unter anderem Coxeter-Gruppen und Dreiecke von Gruppen. Der Nachweis
der Tits-Alternative ist für nicht-sphärische Pride-Gruppen erbracht, die keinem Dreieck
von Gruppen entsprechen (vgl. [54, Theorem 1]). Vinberg betrachtete Gruppen, die von
periodisch gepaarten Relationen erzeugt werden. Diese Gruppen haben eine Präsentierung
〈x1, . . . , xn | xkii = 1 (1 ≤ i ≤ n) , wij (xi, xj)kij = 1 (1 ≤ i < j ≤ n)〉,
für die n ≥ 2, ki, kij ∈ {2, 3, 4, . . .}∪{∞} gilt und jedes wij (xi, xj) ein zyklisch reduziertes
Wort in dem freien Produkt von xi und xj ist, welches sowohl xi als auch xj enthält und
keine echte Potenz ist (vgl. [89]). Diese Klasse von Gruppen zählt zu den Pride-Gruppen,
und die Tits-Alternative ist für diese Gruppen in dem Fall nachgewiesen, in dem n ≥ 3 gilt
und sie als nicht-sphärische Pride-Gruppen realisiert werden können (vgl. [90, Theorem
1]). Die verallgemeinerten P.-V.-Gruppen entsprechen Faktorgruppen von den von Vinberg
betrachteten Gruppen und somit Faktorgruppen von Pride-Gruppen mit jeweils drei
Erzeugenden.
4 1 Einleitung
Die Einführung der Relation (abc)r = 1 für ein r ≥ 2 in den Präsentierungen der
verallgemeinerten P.-V.-Gruppen ist durch eine Präsentierung der erweiterten Modulgruppe
Γ motiviert, d. h. der projektiven allgemeinen linearen Gruppe PGL (2,Z). Γ hat eine
Präsentierung, in der eine Relation vorkommt, die alle drei Erzeugenden enthält:
〈
x, y, z | x2 = y3 = z2 = (xy)2 = (xyz)2 = 1
〉
Neben den bereits erwähnten Klassen von Gruppen existieren weitere Gruppen, die die
Betrachtung der verallgemeinerten P.-V.-Gruppen motivieren. Dazu zählen Gruppen, die
sowohl in der Geometrie als auch in der Topologie relevant sind. Als Beispiel seien an
dieser Stelle die von Cherkassoff und Sjerve betrachteten endlichen Gruppen genannt, die
von drei Involutionen erzeugt werden, von denen zwei kommutieren. Diese Gruppen haben
eine Präsentierung der Form
〈
r1, r2, r3 | r21 = r22 = r23 = 1, r1r2 = r2r1, . . .
〉
,
wobei die . . . für die Relationen stehen, die zusätzlich benötigt werden, um die endliche
Gruppe zu präsentieren. Für endliche Gruppen mit solch einer Präsentierung ist der
Nachweis erbracht, dass ihre Cayley-Graphen bezüglich dieser Präsentierung einen Hamil-
tonkreis enthalten. Z. B. können die alternierenden Gruppen An für n = 5 und n ≥ 9 sowie
die symmetrischen Gruppen Sn für n ≥ 4 von drei Involutionen erzeugt werden, von denen
zwei kommutieren (vgl. [16]). Geeignete Präsentierungen der von Cherkassoff und Sjerve
betrachteten Gruppen enthalten ebenfalls die Relation (r˜1r˜2r˜3)2 für die drei Erzeugenden
r˜1, r˜2, r˜3. Verallgemeinerte P.-V.-Gruppen können als endliche Gruppen auftreten, die von
drei Involutionen erzeugt werden, von denen zwei kommutieren. Eine weitere Klasse von
Gruppen, die die Betrachtung der verallgemeinerten P.-V.-Gruppen motiviert, sind die
M?-Gruppen, die als Automorphismengruppen Kleinscher Flächen auftreten (vgl. [64]).
Dabei ist eine M?-Gruppe eine endliche Gruppe, die von drei verschiedenen nicht-trivialen
Elementen t, u, v mit Ordnung 2 erzeugt wird, die die Relationen (tu)2 = (tv)3 = 1 erfüllen.
Diese Gruppen entsprechen endlichen Faktorgruppen der erweiterten Modulgruppe Γ. Es
existieren verschiedene Beispiele für relevante Klassen von M?-Gruppen (vgl. z. B. [25,
26]); z. B. konstruierte Rosenberger M?-Gruppen als epimorphe Bilder der erweiterten
Modulgruppe Γ, die Permutationsgruppen von K3 sind, wobei K ein endlicher Körper
der Ordnung q = pk für eine Primzahl p und k ∈ N oder ein Restklassenring Z/mZ für
m ≥ 3 ist (vgl. z. B. [76, 77]). Verallgemeinerte P.-V.-Gruppen können als M?-Gruppen
auftreten. Zusätzlich kann der Übergang bei der Betrachtung von verallgemeinerten
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ein Übergang vom Orientierbaren zum Nicht-Orientierbaren bezeichnet werden. Denn
verallgemeinerte P.-V.-Gruppen können ebenfalls Fundamentalgruppen nicht-orientierbarer
Flächen sein (vgl. Beispiele 5.1.6).
Eine Motivation für die Untersuchung verallgemeinerter P.-V.-Gruppen bezüglich der
Tits-Alternative besteht darüber hinaus darin, dass Methoden der nicht-kommutativen
Computeralgebra in der Einzelfallbetrachtung in dieser Arbeit zur Anwendung kommen
(vgl. Abschnitt 5.3). Es wird die Berechnung von Gröbner-Basen für Ideale in dem freien
Monoidring (nicht-kommutativen Polynomring) über einem Körper K genutzt, um für
einzelne Gruppen die Endlichkeit und damit die Tits-Alternative nachzuweisen. Die Theorie
der Gröbner-Basen in kommutativen Polynomringen geht auf Buchberger zurück (vgl. [12,
13]). Sie hat sich als wichtige Technik für die Entwicklung verschiedener Methoden in der
kommutativen Algebra sowie der algebraischen Geometrie herausgestellt (vgl. [66]). Mora
hat diese Theorie der Gröbner-Basen auf freie Monoidringe übertragen und in Analogie zu
dem Algorithmus von Buchberger (vgl. [12]) eine Prozedur zur Berechnung von Gröbner-
Basen für Ideale in freien Monoidringen entwickelt (vgl. [65, 66]). Für diese Prozedur
existieren ebenfalls in Analogie zum kommutativen Algorithmus Verbesserungen (vgl. [17,
57, 66, 91]). Für den Nachweis der Endlichkeit für eine Gruppe G wird für den Gruppenring
K〈G〉, betrachtet als K-Vektorraum, die K-Dimension bestimmt (vgl. Abschnitt 3.3 bzw.
[91, Abschnitt 6.3]).
Ergebnisse
In dieser Arbeit werden Ergebnisse bezüglich der Tits-Alternative für verallgemeinerte
P.-V.-Gruppen erzielt (vgl. Kapitel 5). Zum einen gelingt es, die Existenz nicht-abelscher
freier Untergruppen unter bestimmten Bedingungen an die Exponenten in den Präsen-
tierungen der verallgemeinerten P.-V.-Gruppen zu zeigen (vgl. Abschnitt 5.2). Basierend
auf diesen Resultaten und Resultaten bezüglich der Tits-Alternative für verallgemeinerte
Tetraedergruppen wird zum anderen die Tits-Alternative für verallgemeinerte
P.-V.-Gruppen mit Relationen der Blocklänge 1 nachgewiesen (vgl. Abschnitt 5.3). Dabei
sagen wir, dass eine verallgemeinerte P.-V.-Gruppe G Relationen der Blocklänge 1 hat,
wenn sie eine Präsentierung der Form
〈
a, b, c | al = bm = cn =
(
aαbβ
)p
=
(
aγcδ
)q
= (abc)r = 1
〉
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hat, für die l,m, n, p, q, r ≥ 2, 1 ≤ α, γ < l, 1 ≤ β < m und 1 ≤ δ < n gilt. Aus dem
Nachweis der Tits-Alternative resultiert eine vollständige Klassifikation der endlichen
verallgemeinerten P.-V.-Gruppen mit Relationen der Blocklänge 1 (vgl. Theorem 5.3.6).
Im Einzelnen wird zunächst die Existenz wesentlicher Darstellungen für verallge-
meinerte P.-V.-Gruppen in die PSL (2,C) nachgewiesen (vgl. Satz 5.2.7). Basierend auf
diesen wesentlichen Darstellungen gelingt es, den Fortsetzungssatz für verallgemeinerte
Tetraedergruppen (vgl. Satz 3.2.9 bzw. [24, 33]) für die verallgemeinerten P.-V.-Gruppen
zu verallgemeinern (vgl. Satz 5.2.10). Dabei kann der Fortsetzungssatz mit seinen Zusätzen
(vgl. Sätze 5.2.12 und 5.2.13) genutzt werden, um eine wesentliche Darstellung der Gruppe
G1 = 〈al = bm = Rp1 (a, b) = 1〉 bzw. G2 = 〈al = cn = Rq2 (a, c) = 1〉
zu einer wesentlichen Darstellung der verallgemeinerten P.-V.-Gruppe G mit der Präsen-
tierung
〈al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1〉
zu erweitern. Zusätzlich folgt die Existenz einer nicht-abelschen freien Untergruppe in G,
falls das Bild von G1 bzw. G2 unter der wesentlichen Darstellung nicht-elementar ist oder
das Bild unendlich metabelsch ist und zusätzlich (n, q, r) 6= (2, 2, 2) bzw. (m, p, r) 6= (2, 2, 2)
gilt. Mithilfe dieser Resultate kann die Tits-Alternative für verallgemeinerte P.-V.-Gruppen
unter bestimmten numerischen Bedingungen nachgewiesen werden, die die Exponenten
in den Präsentierungen erfüllen müssen. Dieser Nachweis findet in Analogie zu dem
Nachweis für verallgemeinerte Tetraedergruppen statt (vgl. [33, 37]). Zunächst wird die
SQ-Universalität unter der Bedingung 1/l+1/m+1/n+1/p+1/q+1/r < 2 gezeigt (vgl. Theorem
5.2.15). Der Nachweis der Existenz einer nicht-abelschen freien Untergruppe in G gelingt
analog zu den verallgemeinerten Tetraedergruppen auch unter den Bedingungen: m ≥ 4
und p ≥ 3; m ≥ 3 und p ≥ 4; l ≥ 3 und p ≥ 3. Zusätzlich enthält G eine nicht-abelsche
freie Untergruppe für 1/l + 1/m + 1/p < 1, falls zusätzlich die Relation R1 (a, b) die Form
aαbβ für 1 ≤ α < l, 1 ≤ β < m hat oder p > 2 gilt (vgl. Sätze 5.2.16, 5.2.17 und 5.2.18).
Für verallgemeinerte P.-V.-Gruppen mit Relationen der Blocklänge 1 wird die Tits-
Alternative nachgewiesen (vgl. Theorem 5.3.1). Zusätzlich zu der Verwendung der Resultate
für verallgemeinerte P.-V.-Gruppen wird eine Einzelfallbetrachtung vorgenommen. Dabei
werden verschiedene Methoden angewandt, um die Tits-Alternative nachzuweisen. Dazu
zählt die Betrachtung homomorpher Bilder der zu untersuchenden Gruppen. Es wird
auch der Fortsetzungssatz angewandt, um mithilfe einer wesentlichen Darstellung in die
PSL (2,C) die Existenz einer nicht-abelschen freien Untergruppe zu zeigen. Wesentliche Dar-
stellungen werden ebenfalls dazu genutzt, die Tits-Alternative durch die Konstruktion nicht-
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wendet, die auf der Berechnung von Gröbner-Basen für Ideale in freien Monoidringen basiert
(vgl. Abschnitt 3.3 bzw. [65, 66, 91]). Damit wird für einzelne Gruppen die Endlichkeit
und damit die Tits- Alternative nachgewiesen. Somit finden in diesem Nachweis der
Tits-Alternative bewährte und z. B. für verallgemeinerte Tetraedergruppen bereits ge-
nutzte Methoden Anwendung, und es wird eine nicht-kommutative, computeralgebraische
Methode in die Untersuchung miteinbezogen. Eine Folgerung aus dem Nachweis der Tits-
Alternative für verallgemeinerte P.-V.-Gruppen mit Relationen der Blocklänge 1 ist die
vollständige Klassifikation der endlichen Gruppen unter ihnen (vgl. Theorem 5.3.6).
Die in dieser Arbeit vorgenommene Untersuchung der verallgemeinerten P.-V.-Gruppen
in Bezug auf die Tits-Alternative ist somit die Anwendung einer Zusammenstellung
verschiedener Methoden, die es möglich macht, für eine Klasse von Gruppen den Nachweis
der Tits-Alternative unter bestimmten Voraussetzungen zu erbringen. Die Untersuchung
insgesamt stellt eine Methode dar, die ebenfalls auf weitere Klassen endlich präsentierter
Gruppen angewandt werden kann.
Überblick
Im Anschluss an die Einleitung werden in Kapitel 2 die algebraischen Grundlagen eingeführt,
die für die Untersuchung endlich präsentierter Gruppen in Bezug auf die Tits-Alternative in
dieser Arbeit benötigt werden. Zusätzlich wird die Tits-Alternative betrachtet. Als algebra-
ische Strukturen werden Monoide (vgl. 2.1.1), Gruppen (vgl. 2.1.2), Ringe (vgl. 2.1.4) und
Moduln (vgl. 2.1.5) definiert, für die jeweils Unterstrukturen, strukturerhaltende Abbil-
dungen und wichtige Eigenschaften dargestellt werden. Zusätzlich wird die Darstellung
von Gruppen und Monoiden durch eine Präsentierung eingeführt (vgl. 2.1.3). Die Tits-
Alternative sowie die SQ-Universalität werden als Eigenschaft von Gruppen in Abschnitt
2.2 definiert und an Beispielen illustriert.
Kapitel 3 umfasst Darstellungen der Methoden, die in dieser Arbeit für den Nachweis
der Tits-Alternative genutzt werden. Es wird zunächst kurz die Betrachtung homomorpher
Bilder erklärt (vgl. Abschnitt 3.1), wobei diese Methode als Reduktion bezeichnet wird.
Im Rahmen der Erläuterung der linearen Darstellungen als Methode (vgl. Abschnitt
3.2) werden zum einen die PSL (2,C) und einige ihrer wohl bekannten Eigenschaften
eingeführt. Zum anderen werden die wesentlichen Darstellungen als spezielle Form der
linearen Darstellungen für verallgemeinerte Dreiecks- bzw. Tetraedergruppen (vgl. [6,
33]) präsentiert und für verallgemeinerte P.-V.-Gruppen definiert. Für die Methode, die
auf der Berechnung von Gröbner-Basen basiert, wird in Abschnitt 3.3 die Theorie der
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Gröbner-Basen für Ideale in freien Monoidringen dargestellt (vgl. [65, 66, 91]). Damit
ist es möglich, die Methode zu erläutern, die genutzt wird, um für einzelne Gruppen die
Endlichkeit nachzuweisen (vgl. [91, Abschnitt 6.3]).
In Kapitel 4 werden die bekannten Resultate bezüglich der Endlichkeit und der
Tits-Alternative für verallgemeinerte Dreiecksgruppen (vgl. Abschnitt 4.1) sowie für
verallgemeinerte Tetraedergruppen (vgl. Abschnitt 4.2) dargestellt. Diese Ergebnisse für
verallgemeinerte Tetraedergruppen werden für den Nachweis der Tits-Alternative für
verallgemeinerte P.-V.-Gruppen genutzt und zum Teil verallgemeinert (vgl. Kapitel 5).
Neuere Resultate bezüglich der Tits-Alternative für verallgemeinerte Dreiecksgruppen
können unter bestimmten Voraussetzungen für verallgemeinerte Tetraedergruppen erweitert
werden (vgl. Abschnitt 4.2).
Die Untersuchung der in dieser Arbeit zentralen Klasse der verallgemeinerten P.-V.-
Gruppen in Bezug auf die Tits-Alternative ist in Kapitel 5 enthalten. Die Motivation
für die Betrachtung der verallgemeinerten P.-V.-Gruppen wird in Abschnitt 5.1 darge-
legt. Abschnitt 5.2 umfasst die Resultate, die für die verallgemeinerten P.-V.-Gruppen in
Analogie zu den verallgemeinerten Tetraedergruppen (vgl. [33, 37]) bezüglich der Tits-
Alternative erzielt werden. Zu diesen Resultaten zählen der Fortsetzungssatz sowie die
Existenz nicht-abelscher freier Untergruppen unter bestimmten Bedingungen an die Expo-
nenten in den Präsentierungen der verallgemeinerten P.-V.-Gruppen. Für verallgemeinerte
P.-V.-Gruppen mit Relationen der Blocklänge 1 wird in Abschnitt 5.3 die Tits-Alternative
nachgewiesen. Dabei werden die in Abschnitt 5.2 erzielten Ergebnisse genutzt, und es folgt
eine Einzelfallbetrachtung in sieben Fällen (vgl. 5.3.1 bis 5.3.7). Für einige Ausnahmefälle
kann die Gröbner-Basis Methode angewandt und damit die Endlichkeit nachgewiesen
werden (vgl. Satz 5.3.4). Zusammenfassend wird in Beweis 5.3.9 die Tits-Alternative für
verallgemeinerte P.-V.-Gruppen mit Relationen der Blocklänge 1 nachgewiesen. Die daraus
resultierende vollständige Klassifikation der endlichen verallgemeinerten P.-V.-Gruppen
mit Relationen der Blocklänge 1 wird im Anschluss daran präsentiert.
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2 Grundlagen
Dieses Kapitel umfasst die Grundlagen für die Untersuchung endlich präsentierter Gruppen
in Bezug auf die Tits-Alternative in den folgenden Kapiteln. Es werden die grundlegenden
algebraischen Strukturen eingeführt und die Tits-Alternative wird als Eigenschaft endlich
präsentierter Gruppen betrachtet.
Der erste Abschnitt 2.1 enthält die Definitionen der algebraischen Strukturen Monoid,
Gruppe, Ring und Modul. Für Monoide (vgl. Definition 2.1.1) werden als Unterstrukturen
sowohl Ideale (vgl. Definition 2.1.3) als auch Untermonoide (vgl. Definition 2.1.4) einge-
führt und strukturerhaltende Abbildungen (vgl. Definiton 2.1.5) betrachtet. Gruppen, als
eine spezielle Form der Monoide (vgl. Definition 2.1.6), werden definiert, Untergruppen
(vgl. Definition 2.1.7) werden eingeführt und basierend auf dem Begriff der Normalteiler
(vgl. Definition 2.1.9) werden Quotientengruppen konstruiert (vgl. Bemerkung 2.1.12).
Als Grundlage für die Einführung der in der kombinatorischen Gruppentheorie üblichen
Darstellung von Gruppen durch eine Präsentierung in Erzeugenden und Relationen werden
die freien Gruppen mit ihrer universellen Eigenschaft (vgl. Definition 2.1.13) definiert
und konstruiert. Darauf aufbauend ist die Einführung der Präsentierungen von Gruppen
(vgl. Definition 2.1.20) möglich. Allgemeiner werden auch Präsentierungen für Monoide
(vgl. Definition 2.1.26) definiert und der Zusammenhang zu Gruppenpräsentierungen wird
hergestellt (vgl. Theorem 2.1.27). In diesem Rahmen werden auch das Wortproblem 2.1.28
und das verallgemeinerte Wortproblem 2.1.30 für Monoide formuliert. Darüber hinaus wer-
den die Tietze-Transformationen (vgl. Definition 2.1.32) eingeführt, die es ermöglichen, eine
Gruppe durch verschiedene Präsentierungen darzustellen. Für Ringe (vgl. Definition 2.1.34)
werden sowohl die Unterstrukturen Ideal (vgl. Definition 2.1.36) und Unterring (vgl. Defi-
nition 2.1.37) als auch strukturerhaltende Abbildungen (vgl. Definition 2.1.38) eingeführt.
Aufbauend auf den Quotientengruppen werden zusätzlich Quotientenringe (vgl. Bemerkung
2.1.39) definiert. Gruppenringe und der freie Monoidring bzw. nicht-kommutative Polynom-
ring erzeugt von einer Menge über einem Körper werden im Anschluss daran betrachtet.
Moduln (vgl. Definition 2.1.45) werden mit ihren Untermoduln (vgl. Definition 2.1.46) und
strukturerhaltenden Abbildungen (vgl. Definition 2.1.47) eingeführt, um einen bestimmten
freien Bimodul (vgl. Definition 2.1.49) zu definieren, der im weiteren Verlauf der Arbeit
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benötigt wird (vgl. Abschnitt 3.3). Zusätzlich ist es möglich, die Begriffe des Vektorraums
über einem Körper und der Algebra über einem kommutativen Ring einzuführen.
In Abschnitt 2.2 wird die sogenannte Tits-Alternative (vgl. Definition 2.2.2) definiert
und ihr Ursprung erklärt. Auf einige relevante Beispiele (vgl. Beispiel 2.2.3) für endlich
präsentierte Gruppen, die die Tits-Alternative erfüllen, folgt die Einführung der SQ-
Universalität (vgl. Definition 2.2.4), einer weiteren Eigenschaft von Gruppen, die im
Verlauf dieser Arbeit Gegenstand der Untersuchungen sein wird. Diese Eigenschaft wird
ebenfalls an einigen Beispielen illustriert (vgl. Beispiel 2.2.5).
Für eine ausführlichere Darstellung der algebraischen Grundlagen sei auf [11, 52, 58]
verwiesen; für eine Einführung in die kombinatorische Gruppentheorie und Präsentierungen
von Gruppen auf [15, 45].
2.1 Algebraische Strukturen
Dieser Abschnitt basiert in weiten Teilen auf der Darstellung der Inhalte in [15, 45, 55]
und orientiert sich in Bezug auf die Struktur an der Darstellung der Grundlagen in [91].
2.1.1 Monoide
Definition 2.1.1. Eine MengeM zusammen mit einer Verknüpfung · :M×M→M,
die assoziativ ist, d. h. für die a · (b · c) = (a · b) · c gilt für alle a, b, c ∈M, und für die ein
neutrales Element 1M existiert, d. h. ein Element 1M ∈M, für das 1M · a = a · 1M = 1M
gilt für alle a ∈M, heißt Monoid.
Bemerkung 2.1.2. Das neutrale Element in einem MonoidM ist eindeutig bestimmt.
Wir bezeichnen das neutrale Element mit 1 statt 1M und schreiben ab für a · b, wenn
aus dem Zusammenhang ersichtlich ist, welches Monoid bzw. welche Verknüpfung gemeint
ist. Für n ∈ N bezeichnen wir die n-fache Verknüpfung von a ∈ M mit sich selbst als
Potenz an und definieren a0 = 1. Für ein Element a ∈M heißt die Mächtigkeit der Menge
{an | n ∈ N} Ordnung von a und wird mit |a| bezeichnet. Die Anzahl der Elemente in
einem MonoidM heißt Ordnung vonM und wird mit |M| bezeichnet. Dabei heißtM
endlich (bzw. unendlich), wenn |M| endlich (bzw. unendlich) ist.
Ein Element b ∈ M heißt inverses Element zu einem gegebenen Element a ∈ M,
wenn ab = ba = 1M gilt. In diesem Fall wird b mit a−1 bezeichnet und a heißt Einheit
in M. Ein Monoid M heißt kommutativ, wenn ab = ba gilt für alle a, b ∈ M. Sonst
heißtM nicht-kommutativ. Statt kommutativ bzw. nicht-kommutativ wirdM auch
abelsch bzw. nicht-abelsch genannt.
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Definition 2.1.3. SeiM ein Monoid. Eine nicht-leere Menge I ⊆M heißt Linksideal
(bzw. Rechtsideal) inM, wennM· I ⊆ I (bzw. I ·M ⊆ I) gilt. I heißt (zweiseitiges)
Ideal inM, wenn I sowohl Links- als auch Rechtsideal inM ist. Für eine Menge Y ⊆M
sei I das kleinste Ideal in M, welches Y enthält. In diesem Fall sagen wir, dass Y das
Ideal I erzeugt bzw. ein Erzeugendensystem von I ist, und es gilt
I = {myn | m,n ∈M, y ∈ Y }.
Y heißt minimal, wenn die Anzahl der Elemente in Y minimal ist unter den Erzeugenden-
systemen von I.
M ist selbst ein Ideal inM, das von der Menge {1} erzeugt wird.
Definition 2.1.4. SeiM ein Monoid. Eine Menge U ⊆M heißt Untermonoid vonM,
wenn U die Bedingungen
(i) 1M ∈ U ,
(ii) a · b ∈ U für alle a, b ∈ U
erfüllt. Für eine Menge Y ⊆M sei U das kleinste Untermonoid vonM, welches Y enthält.
In diesem Fall sagen wir, dass Y das Untermonoid U erzeugt bzw. ein Erzeugenden-
system von U ist. Dann gilt
U = {yk11 . . . ykss | y1, . . . , ys ∈ Y, k1, . . . , ks ∈ N, s ∈ N}
und wir schreiben U = 〈Y 〉.
Für das MonoidM bildenM selbst und die Menge {1} die trivialen Untermonoide.
M heißt endlich erzeugt, wenn ein endliches Erzeugendensystem vonM existiert.
Definition 2.1.5. Seien M und H Monoide. Eine Abbildung ϕ : M → H heißt
(Monoid-)Homomorphismus vonM nach H, wenn die Bedingungen
(i) ϕ (1M) = 1H,
(ii) ϕ (ab) = ϕ (a)ϕ (b) für alle a, b ∈M
erfüllt sind.
Die Menge ker (ϕ) = {a ∈ M | ϕ (a) = 1H} heißt Kern von ϕ. Als Bild von ϕ
wird die Menge im (ϕ) = {ϕ (a) | a ∈ M} bezeichnet. ker (ϕ) ⊆ M und im (ϕ) ⊆ H
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sind Untermonoide vonM bzw. H. Ein injektiver (bzw. surjektiver) Homomorphismus
ϕ heißt Monomorphismus (bzw. Epimorphismus). Ein bijektiver Homomorphismus
heißt Isomorphismus. Ein Monomorphismus ϕ :M→ H wird auch Einbettung von
M in H genannt. Als Endomorphismus vonM bezeichnen wir einen Homomorphismus
ϕ : M→M. Ein Isomorphismus ϕ : M→M heißt Automorphismus. Existiert ein
Isomorphismus ϕ :M→H, so nennen wirM und H isomorph und schreibenM∼= H.
2.1.2 Gruppen
Definition 2.1.6. SeiM ein Monoid. Ist jedes Element inM eine Einheit, so heißtM
Gruppe.
In einer Gruppe G gilt (g)−n = (g−1)n für alle g ∈ G, n ∈ Z. Die Ordnung eines
Elements g ∈ G entspricht dem kleinsten n ∈ N? mit gn = 1, falls solch ein n existiert.
Sonst hat g unendliche Ordnung und wir schreiben |g| =∞. Wir nennen eine Gruppe G
torsionsfrei, falls jedes Element in G außer 1G unendliche Ordnung hat.
Definition 2.1.7. Sei G eine Gruppe. Eine nicht-leere Menge H ⊆ G heißt Untergruppe
von G, wenn H die Bedingungen
(i) a · b ∈ H für alle a, b ∈ H,
(ii) a−1 ∈ H für alle a ∈ H
erfüllt. Dann schreiben wir H < G. Für eine Menge Y ⊆ G sei H die kleinste Untergruppe
von G, die Y enthält. In diesem Fall sagen wir, dass Y die Untergruppe H erzeugt bzw.
ein Erzeugendensystem von U ist. Dann gilt
U = {yk11 . . . ykss | y1, . . . , ys ∈ Y, k1, . . . , ks ∈ Z, s ∈ N}
und wir schreiben U = 〈Y 〉.
Für die Gruppe G bilden G selbst und die Menge {1} die trivialen Untergruppen.
G heißt endlich erzeugt, wenn ein endliches Erzeugendensystem von G existiert. G heißt
zyklisch, wenn ein Erzeugendensystem von G existiert, das aus genau einem Element
besteht. Als Zentrum Z (G) einer Gruppe G bezeichnen wir die Untergruppe von G aller
Elemente, die mit jedem Element in G kommutieren, d. h.
Z (G) = {z ∈ G | ∀g ∈ G : zg = gz}.
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Als Kommutator der Elemente a und b in einer Gruppe G bezeichnen wir das Element
[a, b] = aba−1b−1. Die Kommutator-Untergruppe G′ von G ist die Untergruppe von G,
die von der Menge der Kommutatoren in G erzeugt wird, d. h.
G′ = 〈[a, b] | a, b ∈ G〉.
Bemerkung 2.1.8. Seien G und H Gruppen. Eine Abbildung ϕ : G→ H ist genau dann
ein (Gruppen-)Homomorphismus von G nach H, wenn ϕ (ab) = ϕ (a)ϕ (b) für alle
a, b ∈ G gilt
Es gilt ϕ (a−1) = ϕ (a)−1 für alle a ∈ G. ker (ϕ) ⊆ G und im (ϕ) ⊆ H sind Unter-
gruppen von G bzw. H.
Definition 2.1.9. Sei G eine Gruppe und H < G. Für a ∈ G bezeichnen wir die
Menge aH = {ah | h ∈ H} als Linksnebenklasse und die Menge Ha = {ha | h ∈ H} als
Rechtsnebenklasse von a. Gilt aH = Ha für alle a ∈ G, so nennen wir H Normalteiler
von G und schreiben H C G.
Für a, b ∈ G gilt aH = bH (bzw. Ha = Hb) genau dann, wenn a−1b ∈ H (bzw.
ba−1 ∈ H) gilt. Sonst sind die Nebenklassen disjunkt. G ist die disjunkte Vereinigung der
Linksnebenklassen (bzw. Rechtsnebenklassen) von H. Es ist leicht zu zeigen, dass eine
Bijektion von der Menge der Linksnebenklassen auf die Menge der Rechtsnebenklassen von
H existiert. Die Anzahl der verschiedenen Linksnebenklassen (bzw. Rechtsnebenklassen)
von H heißt Index von H in G und wird bezeichnet als [G : H]. Dieser Index kann sowohl
endlich als auch unendlich sein.
Bemerkung 2.1.10. Für die Gruppen G und H und einen Homomorphismus ϕ : G→ H
ist ker (ϕ) stets ein Normalteiler in G.
Definition 2.1.11. Für eine Gruppe G und R ⊆ G sei N der kleinste Normalteiler von G,
der R enthält. Dann nennen wir N den normalen Abschluss von R in G und bezeichnen
N als 〈〈R〉〉. Es ist 〈〈R〉〉 = 〈xrx−1 | r ∈ R, x ∈ G〉.
Für die Gruppe G und den Normalteiler N C G bezeichnen wir mit G/N die Menge
aller Nebenklassen von N in G. In G/N definieren wir eine Multiplikation durch
aN · bN = (ab)N für a, b ∈ G. (2.1)
Bemerkung 2.1.12. Es ist leicht nachzuprüfen, dass für eine Gruppe G und einen
Normalteiler N C G die Menge G/N zusammen mit der in (2.1) definierten Multiplikation
eine Gruppe mit dem neutralen Element N und der Ordnung [G : H] bildet.
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Die Gruppe G/N wird als Quotientengruppe (oder Faktorgruppe) von G modulo
N bezeichnet. Für jeden Normalteiler N von G existiert ein Epimorphismus pi : G→ G/N
definiert durch g → gN für g ∈ G. Es ist ker (pi) = N und pi heißt kanonischer
Epimorphismus. Eine GruppeG heißtmetabelsch, wenn ihre Kommutator-Untergruppe
abelsch ist. Äquivalent dazu ist, dass G genau dann metabelsch ist, wenn ein abelscher
Normalteiler N von G mit abelscher Faktorgruppe G/N existiert.
2.1.3 Präsentierungen von Gruppen und Monoiden
Freie Gruppen erlauben es, jegliche Gruppe durch eine Präsentierung in Erzeugenden und
Relationen darzustellen. Die freien Gruppen zeichnen sich durch die folgende universelle
Eigenschaft aus, aufgrund derer sich jede Gruppe als Faktorgruppe einer freien Gruppe
darstellen lässt (vgl. z. B. [15, Definition 1.1]).
Definition 2.1.13. Sei X 6= ∅ eine Menge und ι : X → F eine injektive Abbildung in die
Gruppe F . F heißt frei auf X, wenn für jede Gruppe H und jede Abbildung f : X → H
ein eindeutig bestimmter Homomorphismus ϕ : F → H existiert mit f = ϕ ◦ ι. Für X = ∅
definieren wir F = {1} als frei auf X.
Bemerkung 2.1.14. Die Injektivität von ι muss nicht vorausgesetzt werden, da sie sich
mit der weiteren Definition beweisen lässt. Die freie Gruppe auf einer Menge X ist eindeutig
bis auf Isomorphie (vgl. [15, Satz 1.2]).
X wird meistens als Teilmenge von F aufgefasst mit ι als Inklusion. Dann nennen wir
X freies Erzeugendensystem von F . Die Mächtigkeit |X| von X bezeichnen wir als
Rang der freien Gruppe F .
Im Folgenden wird das freie Monoid und darauf aufbauend eine freie Gruppe konstruiert.
Dazu sei X eine Menge. Ein Element der Form
w = x1 . . . xn mit n ∈ N und x1, . . . , xn ∈ X
heißt Wort in dem Alphabet X. Für n = 0 heißt w das leere Wort und wird als 1
bezeichnet. Für zwei Worte w = x1 . . . xn und w′ = x′1 . . . x′m über X definieren wir die
Multiplikation von w und w′ als Konkatenation, d. h.
ww′ = x1 . . . xnx′1 . . . x′m. (2.2)
Bemerkung 2.1.15. Es ist leicht nachzurechnen, dass die Menge X? aller Worte in einer
Menge X mit der in (2.2) definierten Multiplikation ein Monoid bildet.
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Das Monoid X? heißt das freie Monoid über X. Für |X| ≥ 2 ist X? nicht-abelsch.
Die Elemente in X nennen wir Buchstaben. Für w = x1 . . . xn ∈ X? heißt n Länge von
w und wird mit len (w) bezeichnet. Ein Wort der Form w′ = xixi+1 . . . xj mit 1 ≤ i ≤ j ≤ n
heißt Teilwort von w. Gilt i = 1, so heißt w′ Präfix von w; für j = n nennen wir w′
Suffix von w. Zwei Worte w,w′ ∈ X? heißen teilerfremd, wenn weder w ein Teilwort
von w′ ist noch w′ ein Teilwort von w.
Bemerkung 2.1.16. Das freie Monoid X? erfüllt die universelle Eigenschaft für Monoide
über der Menge X, die analog zu der in Definition 2.1.13 für Gruppen eingeführten
universellen Eigenschaft definiert werden kann. In dem freien Monoid X? existiert nicht
für jedes Ideal ein endliches Erzeugendensystem. Ein Beispiel dafür ist das von der Menge
{xi1xi2x3 | i ∈ N} erzeugte Ideal in dem freien Monoid über {x1, x2, x3}, für das kein
endliches Erzeugendensystem existiert (vgl. [65]).
Für die Menge X definieren wir die Menge X−1 = {(x,−1) | x ∈ X}. Wir bezeichnen
(x,−1) als x−1. Für y = x−1 ∈ X−1 definieren wir y−1 = x. Ein Wort w in X ∪X−1 hat
die Form
w = xε11 . . . xεnn mit n ∈ N, εi ∈ {−1, 1} und xi ∈ X für 1 ≤ i ≤ n.
w heißt reduziert, wenn für jedes 1 ≤ i < n stets xi 6= xi+1 gilt oder xi = xi+1 und
zusätzlich εi + εi+1 6= 0. Dabei heißt das leere Wort auch reduziert. w heißt zyklisch
reduziert, wenn es reduziert ist und x1 6= xn gilt oder x1 = xn und zusätzlich ε1 + εn 6= 0.
Sei w = xε11 . . . xεnn nicht reduziert. Dann folgt w′ = xε11 . . . x
εi−1
i−1 . . . x
εi+2
i+2 . . . x
εn
n aus w durch
eine elementare Reduktion, falls xi = xi+1 und εi + εi+1 = 0 gilt in w.
Wir benötigen an dieser Stelle den Begriff der Relation. Eine Relation R auf einer
Menge M ist eine Teilmenge von M ×M . Wir schreiben für (a, b) ∈ R mit a, b ∈ M
auch aRb. Auf (X ∪X−1)? sei die Relation ≡ definiert durch w ≡ w′ für w,w′ ∈ X?,
wenn w = w′ gilt oder es eine endliche Folge w = w1, w2, . . . , wk = w′ gibt, bei der
für 1 ≤ j < k durch eine elementare Reduktion entweder wj+1 in wj oder wj in wj+1
überführt werden kann. ≡ ist eine Äquivalenzrelation auf (X ∪X−1)?. Auf der Menge der
Äquivalenzklassen {w˜ | w ∈ (X ∪X−1)?} = (X ∪X−1)? / ≡, bezeichnet als F (X), wird
durch die Multiplikation in (X ∪X−1)? die Multiplikation
w˜1w˜2 = w˜1w2 für w1, w2 ∈ F (X) (2.3)
impliziert, wobei w˜ die Äquivalenzklasse von w ∈ F (X) ist.
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Bemerkung 2.1.17. Es ist leicht nachzurechnen, dass F (X) mit der in (2.3) definierten
Multiplikation eine Gruppe bildet.
Für |X| ≥ 2 ist F (X) nicht-abelsch. Wir identifizieren X mit X˜ = {x˜ | x ∈ X}, da X
in der Regel als Teilmenge von F (X) aufgefasst wird. Für Elemente in F (X) schreiben
wir w statt w˜.
Satz 2.1.18. [15] F (X) ist frei auf X. Zusätzlich gilt F (X) = 〈X〉, wenn X als Teilmenge
von F (X) betrachtet wird. Jede Gruppe G = 〈X〉 ist isomorph zu einer Faktorgruppe von
F (X).
Beweis. Siehe [15, Beweis zu Satz 1.3 und Korollar 1.4]. Dabei gilt G ∼= F (X) /ker (f),
wobei der Homomorphismus f : F (X)→ G eine Erweiterung der Inklusion ι : X → G ist.
f ist ein Epimorphismus, da G von X erzeugt wird. 
Der folgende Normalformensatz ermöglicht es, für jedes Wort w in F (X) den Begriff
der Länge zu definieren.
Satz 2.1.19. (Normalformensatz) [15] Jede Äquivalenzklasse in F (X) enthält genau
ein reduziertes Wort. D. h. zu jedem Wort w ∈ F (X) existiert genau ein reduziertes
w′ = xε11 . . . xεnn mit w ≡ w′. Das dadurch eindeutig bestimmte n ∈ N heißt die Länge von
w und wird mit len (w) bezeichnet.
Beweis. Siehe [15, Beweis zu Satz 1.5]. 
Es folgt nun die Betrachtung der Präsentierungen von Gruppen und dazugehöriger
Bezeichnungen und Notationen.
Definition 2.1.20. Sei X eine Menge und R eine Teilmenge von (X ∪X−1)?. Die
Gruppenpräsentierung 〈X | R〉 definieren wir als Faktorgruppe F (X) /N , wobei N
der normale Abschluss 〈〈R〉〉 von R in F (X) ist.
Mit der Präsentierung 〈X | R〉 bezeichnen wir die Gruppe selbst. Wir sagen aber
auch, dass eine Gruppe G die Präsentierung 〈X | R〉 hat. In diesem Fall heißt G endlich
präsentiert, wenn sowohl X als auch R endlich sind. Für w ∈ F (X) benutzen wir w, um
das Element wN ∈ F (X) /N zu repräsentieren. Wir bezeichnen ein Wort w in X∪X−1 als
Relator in G, wenn w = 1 gilt in G. Damit sind die Elemente in R in der Präsentierung
von G Relatoren in G und werden als definierende Relatoren bezeichnet. Gilt w1 = w2
in G für zwei Worte w1, w2 ∈ G, so nennen wir w1 = w2 Relation in G. Eine Relation
w1 = w2 in G ist äquivalent dazu, dass w1w−12 Relator in G ist. Dadurch ergibt sich
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als Alternative die Schreibweise einer Gruppenpräsentierung als G = 〈X | R〉, wobei
R ⊆ (X ∪X−1)? × (X ∪X−1)? ist. Das Element (w1, w2) ∈ R wird häufig als w1 = w2
geschrieben. Die Elemente in R heißen definierende Relationen. Dabei definieren wir
die Gruppe 〈X | R〉 als die Gruppe 〈X | R〉, wobei R aus R entsteht, indem (w1, w2) ∈ R
durch w1w−12 ersetzt wird.
Als Schreibweise für eine Präsentierung von G wählen wir die Form G = 〈X |
r = 1, r ∈ R〉. Die Begriffe Relator und Relation werden an einigen Stellen, an denen
die Bedeutung durch den Kontext eindeutig ist, ebenfalls für den jeweils anderen Begriff
verwendet.
Bemerkung 2.1.21. Die Gruppe 〈X | R〉 erfüllt eine universelle Eigenschaft unter den
Gruppen, die von der Menge X erzeugt werden und in denen die Worte r ∈ R die 1
darstellen. Sie kann als “größte” Gruppe bezeichnet werden, die diese Eigenschaften erfüllt
(vgl. [45, Theorem 2.52]).
Beispiel 2.1.22. Es folgen vier Beispiele endlich präsentierter Gruppen bzw. Klassen von
Gruppen.
(a) Wie in der Einleitung zu diesem Kapitel erwähnt, ist die Darstellung von Grup-
pen durch ihre Erzeugenden und Relationen bei der Betrachtung von Symmetrien
und Bewegungen geometrischer Objekte entstanden. Als Beispiel seien hier die
Diedergruppen D2n für n ∈ N? genannt. D2n bezeichnet die Symmetriegruppe des
regelmäßigen n-Ecks, die 2n Elemente enthält. D2n hat die Präsentierung
〈a, b | an = b2 = (ab)2 = 1〉.
(b) Die Betrachtung von Fundamentalgruppen topologischer Flächen ist ein weiterer
Ursprung der kombinatorischen Gruppentheorie. Die Kleinsche Flasche hat zum
Beispiel eine Darstellung als Gruppe mit der Präsentierung
〈a, b | bab−1 = a−1〉.
(c) Ein weiteres Beispiel für endlich präsentierte Gruppen sind die verallgemeinerten
Dreiecksgruppen, d. h. Gruppen mit einer Präsentierung
〈
a, b | al = bm = W p (a, b) = 1
〉
,
für die l,m, p ≥ 2 gilt undW (a, b) ein zyklisch reduziertes Wort in dem freien Produkt
von a und b ist, welches sowohl a als auch b enthält und keine echte Potenz ist.
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(d) Eine Gruppe G mit einer Präsentierung
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
,
für die l,m, n, p, q, r ≥ 2 gilt und Wi (x, y) , i = 1, 2, 3 ein zyklisch reduziertes Wort
in dem freien Produkt von x und y ist, welches sowohl x als auch y enthält und
keine echte Potenz ist, heißt nach Vinberg verallgemeinerte Tetraedergruppe
(vgl. [89]).
Auch für Monoide ist es möglich, Präsentierungen zu definieren. Dabei können
Gruppenpräsentierungen als ein Spezialfall der Monoidpräsentierungen betrachtet werden.
Die Präsentierungen von Monoiden werden in Satz 2.1.42 benötigt, um den Zusammenhang
zu Ringen herzustellen. Dieser Zusammenhang spielt in Abschnitt 3.3 im folgenden Kapitel
eine wichtige Rolle.
Für die Definition der Gruppenpräsentierungen wird das Konzept der Normalteiler einer
Gruppe als spezielle Untergruppen benötigt. Um Monoidpräsentierungen zu definieren,
benötigen wir stattdessen spezielle Äquivalenzrelationen in Monoiden.
Definition 2.1.23. In einem Monoid M sei ∼ eine Äquivalenzrelation, für die aus
x ∼ y stets xz ∼ yz und zx ∼ zy folgt für alle x, y, z ∈M. Dann heißt ∼ Kongruenz in
M.
Für das MonoidM und die Kongruenz ∼ bezeichnen wir mitM/ ∼ die Menge aller
Äquivalenzklassen von ∼. InM/ ∼ definieren wir eine Multiplikation durch
x˜y˜ = x˜y, x, y ∈ G, (2.4)
wobei x˜ die Äquivalenzklasse von x ∈M ist.
Bemerkung 2.1.24. Es ist leicht nachzuprüfen, dassM/ ∼ zusammen mit der in (2.4)
definierten Multiplikation ein Monoid mit dem neutralen Element 1˜ bildet.
Das MonoidM/ ∼ wird als Quotientenmonoid vonM modulo ∼ bezeichnet. Wir
können stets einen Epimorphismus pi :M→M/ ∼ durch x 7→ x˜ für x ∈ M definieren,
den wir kanonischen Epimorphismus nennen.
Wir können hier auch die Verbindung zu der Bildung von Quotientengruppen herstel-
len. Für eine Gruppe G induziert ein Normalteiler N /G eine Äquivalenzrelation auf G, die
auch eine Kongruenz in G ist. Dazu sei die Relation ∼ definiert durch a ∼ b⇔ ab−1 ∈ N
für a, b ∈ G. ∼ ist eine Kongruenz in G, modulo der die Bildung des Quotientenmonoids
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der Bildung der Quotientengruppe modulo N entspricht. Für die Definition von Monoid-
präsentierungen benötigen wir jedoch weitere Kongruenzen.
Definition 2.1.25. SeiM ein Monoid und R ⊆M×M. Dann nennen wir die kleinste
Kongruenz inM, die R enthält, Kongruenzrelation erzeugt von R inM und bezeichnen
diese als R.
Definition 2.1.26. Sei X eine Menge und R ⊆ X? ×X?. Die Monoidpräsentierung
M〈X | R〉 definieren wir als das Quotientenmonoid X?/R, wobei R die von R erzeugte
Kongruenzrelation in X? ist.
Mit der Präsentierung M〈X | R〉 bezeichnen wir das Monoid selbst und sagen
auch, dass ein Monoid M die Präsentierung M〈X | R〉 hat. In diesem Fall heißt M
endlich präsentiert, wenn sowohl X als auch R endlich sind. Die Elemente in R heißen
definierende Relationen. Wir schreiben u = v statt (u, v) ∈ R. Für w ∈ X? benutzen
wir analog zu Gruppen w, um das Element w˜ ∈ X?/R zu repräsentieren.
Das folgende Theorem zeigt, dass Gruppenpräsentierungen als ein Spezialfall der
Monoidpräsentierungen angesehen werden können. Dazu sei
IX = {
(
xx−1, 1
)
| x ∈ X ∪X−1} ⊆
(
X ∪X−1
)? × (X ∪X−1)?
für die Menge X. Mit ∼X bezeichnen wir die von IX erzeugte Kongruenzrelation.
Theorem 2.1.27. [45] Sei X eine Menge und R ⊆ (X ∪X−1)? × (X ∪X−1)?. Dann
entspricht die Gruppe mit der Präsentierung 〈X | R〉 dem Monoid mit der Präsentierung
M〈X ∪X−1 | IX ∪R〉.
Beweis. Siehe [45, Beweis zu Theorem 12.12]. 
Es ist nun möglich, die Fundamentalprobleme der kombinatorischen Gruppentheorie
für endlich präsentierte Monoide und Gruppen zu formulieren, da sie sich auf die endlichen
Präsentierungen von Monoiden und Gruppen beziehen. Dehn formulierte das Wortproblem,
das Konjugationsproblem und das Isomorphieproblem für endlich präsentierte Gruppen
(vgl. [22]). An dieser Stelle werden das Wortproblem und zusätzlich das verallgemeinerte
Wortproblem für Monoide wiedergegeben, da diese beiden Probleme bei der Betrachtung
der Gröbner-Basen in Abschnitt 3.3 eine Rolle spielen. Es ist bekannt, dass die folgenden
Probleme für einige endlich präsentierte Monoide und Gruppen unentscheidbar sind.
Definition 2.1.28. (Wortproblem) Sei M =M〈X | R〉 ein endlich präsentiertes Monoid
und m ein Wort in X. Entscheide, ob m = 1 gilt in M oder nicht.
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Bemerkung 2.1.29. Eine äquivalente Formulierung des Wortproblems lautet: Sei
M = M〈X | R〉 ein endlich präsentiertes Monoid und u, v Worte in X. Entscheide,
ob u und v dasselbe Element in M darstellen.
Definition 2.1.30. (Verallgemeinertes Wortproblem bzw. Zugehörigkeitsproblem) Sei
M =M〈X | R〉 ein endlich präsentiertes Monoid und H = 〈Y 〉 ⊆ M ein Untermonoid
von M . Sei m ein Wort in X. Entscheide, ob m in H enthalten ist oder nicht.
Betrachten wir Gruppen, die durch ihre Präsentierungen gegeben sind, stellt sich die
Frage, wann diese Gruppen isomorph sind.
Satz 2.1.31. [15] Zwei Gruppen mit derselben Präsentierung sind isomorph.
Beweis. Siehe [15, Beweis zu Korollar 3.4]. 
Um untersuchen zu können, wann zwei Gruppen mit verschiedenen Präsentierungen
isomorph sind, benötigen wir die Tietze-Transformationen.
Definition 2.1.32. Sei G = 〈X | R〉 Gruppe.
(i) Hinzufügen eines Erzeugenden und Weglassen eines Erzeugenden: Sei
u /∈ X Buchstabe und wu Wort in X. Definiere X˜ = X ∪ {u} und R˜ = R ∪ {uwu}.
Überführe 〈X | R〉 in 〈X˜ | R˜〉. Dieser Vorgang heißt Hinzufügen eines Erzeu-
genden. Den umgekehrten Vorgang nennen wir Weglassen eines Erzeugenden.
(ii) Hinzufügen einer Folgerelation und Weglassen einer Folgerelation: Sei s ∈
F (X) ein Relator mit s ∈ 〈〈R〉〉 oder sei s trivial. Definiere X˜ = X und R˜ = R∪{s}.
Überführe 〈X | R〉 in 〈X˜ | R˜〉. Dieser Vorgang heißt Hinzufügen einer Folgerela-
tion. Den umgekehrten Vorgang nennen wir Weglassen einer Folgerelation.
Der folgende wichtige Satz sagt aus, wann zwei gegebene Präsentierungen isomorphe
Gruppen darstellen.
Satz 2.1.33. [15] Zwei Präsentierungen von Gruppen stellen genau dann isomorphe
Gruppen dar, wenn die eine in die andere durch eine Folge von Tietze-Transformationen
überführt werden kann. Wenn beide Präsentierungen endlich sind, werden nur endlich viele
Tietze-Transformationen benötigt.
Beweis. Siehe [15, Beweis zu Satz 3.7]. 
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2.1.4 Ringe
Definition 2.1.34. Ein Ring ist eine Menge R zusammen mit zwei Verknüpfungen
+R, ·R : R×R→ R, so dass die folgenden Bedingungen erfüllt sind:
(i) R mit der Addition +R als Verknüpfung ist eine kommutative Gruppe,
(ii) R mit der Multiplikation ·R als Verknüpfung ist ein Monoid,
(iii) es gelten für alle a, b, c ∈ R die Distributivgesetze, d. h.
a ·R (b+R c) = a ·R b+R a ·R c und (a+R b) ·R c = a ·R c+R b ·R c.
Das neutrale Element in R bezüglich der Addition wird als 0R bezeichnet, das neutrale
Element bezüglich der Multiplikation als 1R. Wir schreiben 0 statt 0R, 1 statt 1R, + statt
+R, · statt ·R und rr′ statt r · r′ für r, r′ ∈ R, wenn aus dem Zusammenhang ersichtlich ist,
welcher Ring und welche Verknüpfungen gemeint sind.
Ein Ring R heißt kommutativ (oder abelsch), wenn rr′ = r′r gilt für alle r, r′ ∈ R.
Ein Ring R heißt nullteilerfrei, wenn aus rr′ = 0 in R stets r = 0 oder r′ = 0 folgt.
Ein kommutativer Ring R heißt Körper, wenn 1 6= 0 gilt in R und R \ {0} mit der
Multiplikation als Verknüpfung eine Gruppe ist. Jeder Körper ist nullteilerfrei.
Definition 2.1.35. Sei (Γ,+) ein Monoid. Der Ring R heißt Γ-graduierter Ring, falls
eine Familie von additiven Untergruppen {Rγ}γ∈Γ existiert mit
(i) R = ⊕γ∈ΓRγ und
(ii) Rγ ·Rγ′ ⊆ Rγ+γ′ für alle γ, γ′ ∈ Γ.
Definition 2.1.36. Sei R ein Ring. Eine Menge I ⊆ R heißt Linksideal (bzw. Rechts-
ideal) in R, wenn die folgenden Bedingungen erfüllt sind:
(i) I ist bezüglich der Addition eine Untergruppe von R,
(i) R · I ⊆ I (bzw. I ·R ⊆ I).
I heißt (zweiseitiges) Ideal in R, wenn I sowohl Links- als auch Rechtsideal in R ist.
Für eine Menge Y ⊆ R sei I das kleinste Ideal in R, welches Y enthält. In diesem Fall
sagen wir, dass Y das Ideal I erzeugt bzw. ein Erzeugendensystem von I ist. Dann gilt
I = {
n∑
i=1
riyr
′
i | ri, r′i ∈ R, y ∈ Y, n ∈ N}
und wir schreiben I = 〈Y 〉.
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In dem Ring R bilden der Ring selbst und die Menge {0} Ideale. Ein Ideal I in dem
Ring R heißt endlich erzeugt, wenn ein endliches Erzeugendensystem von I existiert.
Ein Erzeugendensystem Y von I heißt minimal, wenn die Anzahl der Elemente in Y
minimal ist unter den Erzeugendensystemen von I.
Definition 2.1.37. Sei R ein Ring. Eine Teilmenge T ⊆ R heißt Unterring von R,
wenn T bezüglich der Addition eine Untergruppe und bezüglich der Multiplikation ein
Untermonoid von R ist.
Definition 2.1.38. Seien R und S Ringe. Eine Abbildung ϕ : R → S heißt
(Ring-)Homomorphismus von R nach S, wenn für alle r, r′ ∈ R die Bedingungen
(i) ϕ (1R) = 1S,
(ii) ϕ (r +R r′) = ϕ (r) +S ϕ (r′),
(iii) ϕ (r ·R r′) = ϕ (r) ·S ϕ (r′)
erfüllt sind.
Die Menge ker (ϕ) = {r ∈ R | ϕ (r) = 0S} heißt Kern von ϕ; die Menge
im (ϕ) = {ϕ (r) | r ∈ R} wird als Bild von ϕ bezeichnet. ker (ϕ) ist ein Ideal in R;
im (ϕ) ist ein Unterring von S. Ein Ringhomomorphismus ϕ heißt Monomorphismus
(bzw. Epimorphismus), wenn er injektiv (bzw. surjektiv) ist und Isomorphismus,
wenn er bijektiv ist. Ein Monomorphismus ϕ : R→ S wird auch Einbettung von R in S
genannt. Als Endomorphismus wird ein Homomorphismus ϕ : R→ R bezeichnet und
als Automorphismus ein Isomorphismus ϕ : R→ R.
Es ist möglich, die Konstruktion der Quotientengruppe G/N für eine Gruppe G und
einen Normalteiler N von G (vgl. Bemerkung 2.1.12) auf einen Ring R und ein Ideal I
in R zu übertragen. Dazu betrachten wir I als Untergruppe und damit als Normalteiler
der additiven Gruppe von R und bilden die Quotientengruppe R/I. Die Elemente in R/I
werden als Restklassen bezeichnet. Die Addition in R/I ist definiert durch
(r + I) + (r′ + I) = (r + r′) + I. (2.5)
Wir definieren in R/I eine Multiplikation durch
(r + I) · (r′ + I) = rr′ + I. (2.6)
Bemerkung 2.1.39. Es ist leicht nachzuprüfen, dass R/I zusammen mit der Addition
(2.5) und der in (2.6) definierten Multiplikation einen Ring bildet.
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Der Ring R/I heißt Quotientenring (oder Faktorring) von R modulo I. Für jedes
Ideal I in R existiert ein Epimorphismus pi : R→ R/I definiert durch r 7→ r+ I für r ∈ R.
Es gilt ker (pi) = I und pi heißt kanonischer Epimorphismus.
Für einen MonoidM und einen Körper K betrachten wir nun die Menge K〈M〉 aller
Elemente der Form ∑w∈M cww mit cw ∈ K und nur endlich vielen cw 6= 0. Wir definieren
in K〈M〉 eine Addition + durch
∑
w∈M
cww +
∑
w∈M
c˜ww =
∑
w∈M
(cw + c˜w)w (2.7)
und eine Multiplikation · durch
∑
v∈M
cvv ·
∑
w∈M
cww =
∑
w′∈M
( ∑
vw=w′
cvcw
)
w′. (2.8)
Bemerkung 2.1.40. Es ist leicht nachzuprüfen, dass K〈M〉 zusammen mit der in (2.7)
definierten Addition und der in (2.8) definierten Multiplikation einen Ring bildet.
Der Ring K〈M〉 heißt Monoidring vonM über K. Die Elemente in K〈M〉 heißen
Polynome. Der Monoidring des freien Monoids X? über dem Körper K heißt freier
Monoidring erzeugt von X über K und wird mit K〈X〉 bezeichnet. Der freie Monoidring
wird auch als freie assoziative Algebra oder als nicht-kommutativer Polynomring
erzeugt von X über K bezeichnet. Es ist leicht nachzurechnen, dass K〈X〉 ein kommutativer
Ring ist, der nullteilerfrei ist und in dem 1 6= 0 gilt. Für f = ∑w∈X? cww ∈ K〈X〉 nennen
wir cw ∈ K den Koeffizienten von w in f und die Menge supp (f) = {w ∈ X? |
cw 6= 0} den Träger von f . Dabei sei supp (0) = ∅. Um eine Graduierung des freien
Monoidrings K〈X〉 einzuführen, definieren wir für d ∈ N
K〈X〉d = {f ∈ K〈X〉 | len (w) = d für alle w ∈ supp (f)}.
Damit wird K〈X〉 zu einem N-graduierten Ring. Für f ∈ K〈X〉 \ {0} schreiben wir
f = ∑kd=0 fd mit fd ∈ K〈X〉d für 0 ≤ d ≤ k und fk 6= 0 . Wir nennen grad (f) = k
den Grad von f . Zusätzlich sei grad (0) = −∞. Für die Gruppe G nennen wir K〈G〉
Gruppenring von G über K.
Bemerkung 2.1.41. In dem freien Monoidring K〈X〉 ist nicht jedes Ideal endlich erzeugt.
Es gibt in der Literatur einige bekannte Beispiele dazu. In Anlehnung an das Beispiel für
das freie Monoid in 2.1.16 sei hier das von der Menge {xi1xi2x3 | i ∈ N} erzeugte Ideal in
dem freien Monoidring erzeugt von {x1, x2, x3} über dem Körper K genannt, für das kein
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endliches Erzeugendensystem existiert (vgl. [65]). Einen kommutativen Ring R nennen wir
noethersch, wenn jedes Ideal in R endlich erzeugt ist. Der freie Monoidring K〈X〉 ist für
|X| ≥ 2 nicht noethersch.
Mit den nun bekannten Strukturen ist es möglich, für einen MonoidM die Isomorphie
eines Monoidrings vonM zu einem Quotientenring des entsprechenden freien Monoidrings
zu zeigen. Dieser Zusammenhang wird in Abschnitt 3.3 benötigt.
Satz 2.1.42. Sei X eine Menge und M ein Monoid mit der Präsentierung M〈X | R〉.
Für einen Körper K und das Ideal I ⊆ K〈X〉, das von der Menge {r − r′ | (r, r′) ∈ R}
erzeugt wird, gilt
K〈M〉 ∼= K〈X〉/I.
Für den Beweis wird das folgende Theorem über Ringhomomorphismen benötigt.
Theorem 2.1.43. [52] Sei ϕ : R → S ein Ringhomomorphismus und I ⊆ R ein Ideal
mit I ⊆ ker (ϕ). Dann existiert ein eindeutig bestimmter Homomorphismus ϕ˜ : R/I → S
mit ϕ˜ (r + I) = ϕ (r) für alle r ∈ R, für den im (ϕ˜) = im (ϕ) und ker (ϕ˜) = ker (ϕ) /I gilt.
ϕ˜ ist genau dann ein Isomorphismus, wenn ϕ ein Epimorphismus ist und ker (ϕ) = I gilt.
Beweis. Siehe [52, Kapitel 3, Beweis zu Theorem 2.9]. 
Beweis. (zu Satz 2.1.42; vgl. z. B. [91, Beweis zu Korollar 2.2.11]) Es reicht aus
K〈X?/R〉 ∼= K〈X〉/I zu zeigen, wobei R die von R erzeugte Kongruenzrelation ist. Sei
ϕ : X? → X?/R der kanonische Epimorphismus der Monoide definiert durch ϕ (w) = w˜.
ϕ induziert den kanonischen Epimorphismus ϕ˜ : K〈X〉 → K〈X?/R〉 definiert durch
ϕ˜ (∑w∈X? cww) = ∑w∈X? cww˜ für alle ∑w∈X? cww ∈ K〈X〉. Es ist offensichtlich, dass
ker (ϕ˜) ⊆ I gilt. Nach der Definition von I gilt aber auch I ⊆ ker (ϕ˜). Damit gilt
I = ker (ϕ˜) und mit Theorem 2.1.43 folgt die Behauptung. 
Bemerkung 2.1.44. Da wir Gruppenpräsentierungen nach Theorem 2.1.27 auch als
Monoidpräsentierungen auffassen können, ist Satz 2.1.42 auch für Gruppen anwendbar.
Sei G = 〈X | R〉 mit X = {x1, . . . , xn} und R = {(r1, 1) , . . . , (rk, 1)}. Im Allgemeinen gilt
K〈G〉 ∼= K〈M〈X ∪X−1 | IX ∪R〉〉 ∼= K〈X ∪X−1〉/I,
wobei I ⊆ K〈X ∪X−1〉 das von der Menge
{ri − 1, xjx−1j − 1, x−1j xj − 1 | 1 ≤ i ≤ k, 1 ≤ j ≤ n}
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erzeugte Ideal ist. D. h., dass für xj für 1 ≤ j ≤ n das Inverse yj = x−1j als Buchstabe und
die Relationen xjyj = 1 und yjxj = 1 hinzugefügt werden müssen. Hat ein Erzeugendes xj
für 1 ≤ j ≤ n endliche Ordnung, so ist es nicht notwendig, yj hinzuzufügen.
2.1.5 Moduln
Definition 2.1.45. Seien R und S Ringe. Ein linkes (bzw. rechtes) R-Modul M ist
eine kommutative Gruppe (M,+) zusammen mit einer Multiplikation · : R ×M → M
(M ×R→M), für die für alle r, r′ ∈ R und m,m′ ∈M die Bedingungen
(i) 1R ·m = m (bzw. m · 1R = m),
(ii) r · (r′ ·m) = (rr′) ·m (bzw. (m · r′) · r = m · (rr′)),
(iii) r · (m+m′) = r ·m+ r ·m′ (bzw. (m+m′) · r = m · r +m′ · r),
(iv) (r + r′) ·m = r ·m+ r′ ·m (bzw. m · (r + r′) = m · r +m · r′)
erfüllt sind. Die Multiplikation · nennen wir skalare Multiplikation. Ein R-S-Bimodul
M ist eine kommutative Gruppe (M,+), die die Bedingungen
(i) M ist ein linker R-Modul,
(ii) M ist ein rechter S-Modul,
(iii) (r ·m) · s = r · (m · s) für alle r ∈ R, s ∈ S und m ∈M
erfüllt. Ein R-R-Bimodul nennen wir R-Bimodul.
Die skalare Multiplikation schreiben wir als rm (mr) für r ∈ R und m ∈ M . Ein
Ring R ist ein linker R-Modul und ein R-Bimodul. I und R/I sind für ein Ideal I in R
R-Bimodule. Ein linker K-Modul für einen Körper K heißt K-Vektorraum. Da weder
linke noch rechte Moduln Gegenstand dieser Arbeit sind, werden Unterstrukturen und
strukturerhaltende Abbildungen ausschließlich für Bimoduln eingeführt.
Definition 2.1.46. Sei R ein Ring und M ein R-Bimodul. Eine additive Untergruppe
N von M heißt (zweiseitiger) R-Untermodul, falls R ·N ·R ⊆ N gilt. Für eine Menge
Y ⊆M sei N der kleinste R-Untermodul in M , der Y enthält. In diesem Fall sagen wir,
dass Y den Untermodul N erzeugt bzw. ein Erzeugendensystem von N ist. Dann gilt
N = {
n∑
i=1
riyir
′
i | ri, r′i ∈ R, yi ∈ Y, n ∈ N}
und wir schreiben N = 〈Y 〉.
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Die leere Menge erzeugt den Modul 〈0〉. Ein Modul M heißt endlich erzeugt, wenn
ein endliches Erzeugendensystem von M existiert.
Definition 2.1.47. Für die R-Bimodule M und N heißt eine Abbildung ϕ : M → N
(R-Bimodul-)Homomorphismus von M nach N , falls für alle r ∈ R und m,m′ ∈ M
die Bedingungen
(i) ϕ (m+m′) = ϕ (m) + ϕ (m′),
(ii) ϕ (rm) = rϕ (m),
(iii) ϕ (mr) = ϕ (m) r
erfüllt sind.
Definition 2.1.48. Sei A ein Ring und K ein kommutativer Ring. Wir nennen A eine
K-Algebra, wenn für alle k ∈ K und a, a′ ∈ A die Bedingungen
(i) A ist ein linker K-Modul,
(ii) k (aa′) = (ka) a′ = a (ka′)
erfüllt sind. Für die K-Algebren A und H heißt die Abbildung ϕ : A → H
(K-Algebra-)Homomorphismus, falls für alle r ∈ R und a ∈ A die Bedingungen
(i) ϕ ist ein Ringhomomorphismus von A nach H,
(ii) ϕ (ra) = rϕ (a)
erfüllt sind.
Im weiteren Verlauf dieser Arbeit wird ein bestimmter freier Bimodul benötigt. Dazu
bezeichnen wir eine Teilmenge Y eines R-Bimoduls M als linear unabhängig, falls für
paarweise verschiedene y1, . . . , ys ∈ Y , s ∈ N und jeweils paarweise verschiedene Paare
(ri1, r′i1) , . . . ,
(
riki , r
′
iki
)
∈ R×R für 1 ≤ i ≤ s aus ∑si=1∑kij=1 rijyir′ij = 0 stets rij = 0 oder
r′ij = 0 folgt für alle i ∈ {1, . . . , s}, j ∈ {1, . . . , ki}. Ein linear unabhängiges Erzeugenden-
system Y eines R-Bimoduls M heißt (R-)Basis von M . Existiert für M eine R-Basis, so
heißt M freier R-Bimodul. Diese freien R-Bimoduln erfüllen die universelle Eigenschaft
für R-Bimoduln, die analog zur universellen Eigenschaft für Gruppen (vgl. Definition
2.1.13) definiert werden kann. Für Details dazu sei auf [52, Kapitel 4] verwiesen. Neben dem
trivialen freien R-Bimodul 〈0〉 mit Basis ∅ kann für einen Körper K, eine Menge X und
den freien Monoidring K〈X〉 erzeugt von X über K der folgende nicht-triviale R-Bimodul
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konstruiert werden. Dazu betrachten wir zunächst das Tensorprodukt K〈X〉 ⊗K K〈X〉,
welches auch ein K〈X〉-Bimodul ist. Die skalare Multiplikation von links
· : K〈X〉 × (K〈X〉 ⊗K K〈X〉)→ K〈X〉 ⊗K K〈X〉
bzw. rechts
· : (K〈X〉 ⊗K K〈X〉)×K〈X〉 → K〈X〉 ⊗K K〈X〉
ist hier definiert durch
k · (h⊗K h′) 7→ kh⊗K h′ bzw. (h⊗K h′) · k 7→ h⊗K h′k.
Für Details zu Tensorprodukten sei auf [11, Kapitel 2] verwiesen.
Definition 2.1.49. Für s > 0 heißt der K〈X〉-Bimodul Fs = (K〈X〉 ⊗K K〈X〉)s der
freie Bimodul über K〈X〉 vom Rang s. In der kanonischen Basis {ε1, . . . , εs}, wobei
εi = (0, . . . , 0, 1⊗ 1, 0, . . . , 0) ist und der Eintrag 1 ⊗ 1 an der i-ten Position steht für
1 ≤ i ≤ s, nennen wir εi den i-ten Standard-Basis-Vektor von Fs für 1 ≤ i ≤ s. f ∈ Fs
schreiben wir in der Form f = ∑si=1∑j∈N cijwijεiw′ij mit cij ∈ K und wij, w′ij ∈ K〈X〉 für
1 ≤ i ≤ s, j ∈ N, wobei nur endlich viele der cij von 0 verschieden sind.
2.2 Die Tits-Alternative
Die Tits-Alternative ist eine lineare Eigenschaft, in Bezug auf welche in dieser Arbeit
endlich präsentierte Gruppen untersucht werden. Die Tits-Alternative ist nach Jacques
Tits benannt, der lineare Gruppen auf diese Eigenschaft untersuchte (vgl. [85]). Dabei
verstehen wir unter einer linearen Gruppe eine Untergruppe der allgemeinen linearen
Gruppe GL (n,K), der Gruppe der invertierbaren n× n-Matrizen mit Einträgen aus dem
Körper K zusammen mit der Matrix-Multiplikation. Eine Gruppe G heißt auflösbar,
wenn G eine Subnormalreihe mit abelschen Faktorgruppen hat, d. h., wenn eine endliche
Kette von Untergruppen von G der Form
G = G0 > G1 > . . . > Gn = {1}
existiert, in der Gi+1 /Gi gilt für 1 ≤ i < n und in der die Faktorgruppen Gi/Gi+1 abelsch
sind für 1 ≤ i < n. Insbesondere ist jede metabelsche Gruppe auflösbar.
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Satz 2.2.1. [85] Eine endlich erzeugte lineare Gruppe enthält entweder eine nicht-abelsche
freie Untergruppe oder ist virtuell auflösbar, d. h. sie enthält eine auflösbare Untergruppe
von endlichem Index.
Beweis. Siehe [85, Beweis zu Korollar 1]. 
Definition 2.2.2. Eine Gruppe G erfüllt die Tits-Alternative, wenn sie entweder eine
nicht-abelsche freie Untergruppe enthält oder virtuell auflösbar ist, d. h. wenn sie eine
auflösbare Untergruppe von endlichem Index enthält.
Der Nachweis dieser linearen Eigenschaft ist ebenfalls interessant für nicht-lineare
Gruppen. Daher ist die Tits-Alternative für nicht-lineare Gruppen Gegenstand zahlreicher
Arbeiten.
Beispiel 2.2.3. Es folgen drei Beispiele für Klassen von Gruppen, für die die Tits-
Alternative bereits nachgewiesen werden konnte.
(a) Sei G eine Ein-Relator-Gruppe, d. h. G habe eine Präsentierung 〈X | r〉 mit nur
einer Relation. Karrass und Solitar konnten zeigen, dass Ein-Relator-Gruppen die
Tits-Alternative erfüllen (vgl. [53]). Genauer wurde das folgende Theorem gezeigt:
Theorem. [53] Jede Untergruppe einer Ein-Relator-Gruppe enthält entweder eine
nicht-abelsche freie Untergruppe vom Rang 2 oder ist auflösbar.
Beweis. Siehe [53, Beweis zu Theorem 3]. 
(b) Die Tits-Alternative ist ebenfalls für die Gruppen der äußeren Automorphismen
Out (Fn) freier Gruppen Fn vom endlichen Rang n nachgewiesen (vgl. [10]). Dabei
ist ein innerer Automorphismus einer Gruppe G ein Automorphismus der Form
ch : G → G mit g 7→ hgh−1 für h ∈ G. Die Menge aller inneren Automorphismen
Inn (G) einer Gruppe G bildet einen Normalteiler der Gruppe aller Automorphismen
Aut (G) von G. Die Faktorgruppe Aut (G) /Inn (G) heißt Gruppe der äußeren
Automorphismen von G und wird mit Out (G) bezeichnet.
Theorem. [10] Jede Untergruppe der Gruppe Out (Fn) enthält entweder eine nicht-
abelsche freie Untergruppe vom Rang 2 oder ist virtuell auflösbar.
Beweis. Siehe [10, Beweis zu Theorem 1.0.1]. 
(c) Sei G eine Coxeter-Gruppe, d. h. eine Gruppe erzeugt von einer Menge von
Spiegelungen mit einer Präsentierung
〈r1, . . . , rn | (rirj)mij = 1 (1 ≤ i ≤ j ≤ n)〉
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mit mii = 1 und mij = 0 oder mij ≥ 2 für 1 ≤ i < j ≤ n. Diese Gruppen treten im
Zusammenhang mit regulären Polyedern auf und spielen nicht nur in der klassischen
Geometrie eine wichtige Rolle. Benannt sind die Gruppen nach H.S.M. Coxeter,
der sie zunächst als abstrakte Spiegelungsgruppen betrachtete und die endlichen
Gruppen unter ihnen klassifizierte (vgl. [19, 20]). Die Tits-Alternative ist für Coxeter-
Gruppen nachgewiesen (vgl. [69]). Es wird das folgende Theorem gezeigt, das die
Tits-Alternative für Coxeter-Gruppen beinhaltet.
Theorem. [69] Jede Untergruppe einer Coxeter-Gruppe ist entweder virtuell abelsch
oder enthält eine Untergruppe von endlichem Index, die eine nicht-abelsche freie
Quotientengruppe hat.
Beweis. Siehe [69, Beweis zu Theorem 1.1]. 
Eine weitere Eigenschaft von Gruppen, in Bezug auf welche in dieser Arbeit endlich
präsentierte Gruppen untersucht werden, ist die SQ-Universalität.
Definition 2.2.4. Eine Gruppe G heißt SQ-universal, wenn jede abzählbare Gruppe in
eine Quotientengruppe von G eingebettet werden kann.
Hat eine Gruppe G eine SQ-universale Quotientengruppe, so ist es offensichtlich, dass
G selbst SQ-universal ist. Eine Untergruppe H < G von endlichem Index ist genau dann
SQ-universal, wenn G selbst SQ-universal ist (vgl. [67, S. 1]). Ein Theorem von Higman,
Neumann und Neumann besagt, dass die nicht-abelsche freie Gruppe vom Rang 2 und
damit jede nicht-abelsche freie Gruppe SQ-universal ist (vgl. [44, Theorem 4]). Lässt sich
G also homomorph auf eine nicht-abelsche freie Gruppe abbilden oder besitzt G eine
Untergruppe von endlichem Index, die sich homomorph auf eine nicht-abelsche freie Gruppe
abbilden lässt, so ist G SQ-universal. Es besteht eine Verbindung der SQ-Universalität
zur Tits-Alternative dahingehend, dass die Existenz nicht-abelscher freier Untergruppen
darauf hindeutet, dass eine Gruppe SQ-universal ist. Zusätzlich enthält offensichtlich jede
SQ-universale Gruppe eine nicht-abelsche freie Untergruppe (vgl. [37, S. 163]).
Beispiel 2.2.5. Es folgen drei Beispiele für Klassen von Gruppen, für die die SQ-
Universalität nachgewiesen werden konnte.
(a) Jedes nicht-triviale freie Produkt von Gruppen, welches nicht isomorph zu Z2 × Z2
ist, ist SQ-universal. Diese Aussage ergibt sich aus dem folgenden Theorem von
Levin:
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Theorem. [60] Sei K eine abzählbare Gruppe. Dann kann K stets in eine Gruppe
mit zwei Erzeugenden, wobei ein Erzeugendes Ordnung größer gleich 2 und das
andere Ordnung größer gleich 3 hat, eingebettet werden.
Beweis. Siehe [60, Beweis zu Theorem 2.1]. 
(b) Eine Gruppe G mit einer Präsentierung
〈a1, . . . , an | ae11 = . . . = aenn = Rm (a1, . . . , an) = 1〉,
für die n ≥ 2, m ≥ 2, ei = 0 oder ei ≥ 2 für i = 1, . . . , n gilt und R (a1, . . . , an) ein
zyklisch reduziertes Wort in dem freien Produkt von a1, . . . , an ist, welches al-
le a1, . . . , an enthält, heißt Ein-Relator-Produkt von zyklischen Gruppen.
Rosenberger gelang es, die SQ-Universalität für diese Gruppen unter bestimmten
Voraussetzungen nachzuweisen. Es gilt das folgende Theorem.
Theorem. [79] Sei G eine Ein-Relator-Produkt von zyklischen Gruppen. Gilt n ≥ 4
oder n = 3 und (e1, e2, e3) 6= (2, 2, 2) oder n = 3, (e1, e2, e3) = (2, 2, 2) und m ≥ 3,
so enthält G eine Untergruppe von endlichem Index, die sich surjektiv auf eine
nicht-abelsche freie Gruppe vom Rang 2 abbilden lässt. Insbesondere ist G damit
SQ-universal.
Beweis. Siehe [79, Beweis zu Theorem 1.4] bzw. [37, Theorem 7.2.2 und Beweise zu
den Theoremen 6.2.3 und 6.3.2]. 
(c) Die Defizienz einer endlichen Gruppenpräsentierung ist definiert als die Differenz
zwischen der Anzahl der Erzeugenden und der Anzahl der Relationen in der Präsen-
tierung. Baumslag und Pride wiesen die SQ-Universalität für endlich präsentierte
Gruppen mit einer Defizienz größer gleich 2 nach (vgl. [5]).
Theorem. [5] Sei G eine endlich präsentierte Gruppe mit g Erzeugenden und r
Relationen. Gilt g − r ≥ 2, so enthält G eine Untergruppe von endlichem Index, die
homomorph auf eine nicht-abelsche freie Gruppe vom Rang 2 abgebildet werden kann.
Insbesondere ist G damit SQ-universal.
Beweis. Siehe [5, Beweis zum Theorem]. 
3 Methoden
Dieses Kapitel widmet sich den Methoden, die im weiteren Verlauf dieser Arbeit genutzt
werden, um für endlich präsentierte Gruppen die Tits-Alternative nachzuweisen. Es werden
die drei wichtigen Methoden Reduktion in Abschnitt 3.1, lineare Darstellungen in Ab-
schnitt 3.2 und eine Methode, die auf Gröbner-Basen basiert, in Abschnitt 3.3 vorgestellt.
Dabei werden die jeweiligen Grundlagen bereitgestellt und erklärt, wie sich der Nachweis
der Tits-Alternative mit der vorgestellten Methode gestaltet. Die Methode Reduktion
wird in Abschnitt 3.1 anhand zweier Anwendungsmöglichkeiten beschrieben. Im Rahmen
des Abschnitts 3.2 zu linearen Darstellungen wird die projektive spezielle lineare Gruppe
PSL (2,C) definiert (vgl. Definition 3.2.1) und es werden spezielle Darstellungen, die soge-
nannten wesentlichen Darstellungen, betrachtet (vgl. Sätze 3.2.4 und 3.2.6). Wesentliche
Darstellungen in die PSL (2,C) existieren sowohl für verallgemeinerte Dreiecksgruppen
(vgl. [6, 30]) als auch für verallgemeinerte Tetraedergruppen (vgl. [33, 89]) und bilden
in vielen Fällen die Grundlage für den Nachweis der Tits-Alternative für diese Gruppen
(vgl. Kapitel 4). Für verallgemeinerte P.-V.-Gruppen werden wesentliche Darstellungen
definiert (vgl. Definition 3.2.11), auf welche wir in Kapitel 5 zurückkommen werden. Der
Fortsetzungssatz (vgl. Satz 3.2.9) gilt zusätzlich zu der Existenz wesentlicher Darstellungen
für verallgemeinerte Tetraedergruppen in die PSL (2,C) (vgl. [24, 33]). Im Anschluss
daran werden Elemente und Untergruppen in der PSL (2,C) genauer betrachtet, vor allem
die nicht-elementaren Untergruppen (vgl. Definition 3.2.14), und Aussagen (vgl. Korol-
lare 3.2.17 und 3.2.18) bereitgestellt, die für die Anwendung der Methode hilfreich sind
(vgl. [75]).
Die in Abschnitt 3.3 vorgestellte Methode basiert auf den Berechnungen von Gröbner-
Basen in dem freien Monoidring K〈X〉 erzeugt von der endlichen Menge X über dem
Körper K (vgl. [91, Abschnitt 6.3]). Die Anwendung dieser Methode für den Nachweis
der Tits-Alternative für endlich präsentierte Gruppen liegt darin, dass es mithilfe dieser
Methode möglich ist, die Endlichkeit einzelner Gruppen nachzuweisen. Dazu wird die
Theorie der Gröbner-Basen für Ideale in freien Monoidringen bereitgestellt.
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Die erste Erweiterung des Konzepts der Gröbner-Basen für Ideale in freien nicht-
kommutativen Algebren leistete Bergman (vgl. [9]). Mora widmete sich basierend auf
dieser Arbeit von Bergman und Arbeiten von Buchberger (vgl. [12, 13]) der Bestimmung
von Gröbner-Basen für Ideale in freien Monoidringen (vgl. [65]). Dabei geht das Konzept
der Gröbner-Basen im kommutativen Fall auf die Einführung für Ideale in kommutativen
Polynomringen über Körpern in den Arbeiten von Buchberger zurück. Er konstruierte Basen
von Idealen, die die Eigenschaft besitzen, dass für jedes Polynom in dem kommutativen
Polynomring ein eindeutiger Rest bei der Division durch die Elemente der Basis existiert.
Basen mit dieser Eigenschaft nannte Buchberger Gröbner-Basen. Dabei ergibt sich der Rest
eines Polynoms, welches in einem Ideal enthalten ist, bei der Division durch die Elemente
einer Gröbner-Basis dieses Ideals stets als 0. Zusätzlich entwickelte Buchberger eine
Prozedur, die aus einem gegebenen endlichen Erzeugendensystem eines Ideals eine Gröbner-
Basis ebendieses Ideals berechnet. Diese als Algorithmus von Buchberger bezeichnete
Prozedur terminiert. Mithilfe der Gröbner-Basen ist z. B. das verallgemeinerte Wortproblem
(vgl. Definition 2.1.30) für Ideale in kommutativen Polynomringen lösbar.
Die Theorie der Gröbner-Basen hat sich in den vergangenen Jahrzehnten als eine
wichtige Technik in der Entwicklung von verschiedenen Methoden in der kommutativen
Algebra und der algebraischen Geometrie herausgestellt (vgl. [66]). Zusätzlich wurde
die Theorie der Gröbner-Basen auf unterschiedliche algebraische Strukturen übertragen.
Z. B. entwickelten Kreuzer und Robbiano die Theorie der Gröbner-Basen für freie Module
über kommutativen Polynomringen (vgl. [55, 56]). Madlener und Reinert definierten die
sogenannten prefix Gröbner-Basen in Monoid- und Gruppenringen (vgl. z. B. [63, 74]).
Mora entwickelte basierend auf dem Algorithmus von Buchberger eine Prozedur für
die Berechnung von Gröbner-Basen von Idealen in freien Monoidringen (vgl. [65]). Im
Gegensatz zu dem Algorithmus im kommutativen Fall terminiert die Prozedur im nicht-
kommutativen Fall im Allgemeinen nicht. Denn nicht-kommutative Polynomringe, die
von mehr als einer Variablen erzeugt werden, sind nicht noethersch. Von Mora folgte eine
Einführung in die Gröbner-Basis Theorie für kommutative und nicht-kommutative Algebren
(vgl. [66]). Weitere Arbeiten, die sich mit nicht-kommutativen Gröbner-Basen beschäftigen,
sind unter anderem [38, 68, 88, 91]. Für die Berechnungen im nicht-kommutativen Fall ist
es möglich, das Programm ApCoCoA zu verwenden, insbesondere die Pakete gbmr und
ncpoly (vgl. [3]). Die Anwendungen der Gröbner-Basis Methode in Kapitel 5 wurden in
ApCoCoA (Version 1.9.1, 2013) berechnet.
Die Darstellung der Theorie der Gröbner-Basen für Ideale in freien Monoidringen
in dieser Arbeit stützt sich in weiten Teilen auf die Arbeiten von Mora (vgl. [65, 66])
und Xiu (vgl. [91]); für eine weiterführende Auseinandersetzung mit Gröbner-Basen im
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nicht-kommutativen Fall als in dieser Arbeit und eine detaillierte Übersicht über die
bisherige Forschung in diesem Bereich sei auf ebendiese Werke verwiesen. Aufbau und
Notation sind zusätzlich an [55, 56] orientiert. Die Wortordnungen (vgl. Definition 3.3.1
und Beispiel 3.3.2) stellen eine wichtige Grundlage dar, auf der basierend das Theorem
von Macaulay (vgl. Satz 3.3.5) aufgestellt werden kann, welches in einer bestimmten
Version (vgl. Korollar 3.3.33) für die Anwendung der Theorie auf Gruppen benötigt wird.
Gröbner-Basen für Ideale in K〈X〉 werden definiert (vgl. Definition 3.3.8) und darüber
hinaus werden zusätzlich äquivalente Definitionen (vgl. Sätze 3.3.9 und 3.3.11) angegeben.
Als ein Spezialfall existieren reduzierte Gröbner-Basen (vgl. Definition 3.3.17), für die die
Existenz und Eindeutigkeit gesichert ist (vgl. Satz 3.3.18). Eine weitere wichtige Grundlage
für die Berechnung von Gröbner-Basen ist der Divisions-Algorithmus (vgl. Satz 3.3.12)
und in Bezug darauf die Übereinstimmung von normalem Rest (vgl. Definition 3.3.15)
und Normalform (vgl. Korollar 3.3.6) bezüglich einer Gröbner-Basis (vgl. Satz 3.3.16).
Für die Formulierung des Kriteriums von Buchberger (vgl. Korollar 3.3.30) werden die
Begriffe der (nicht-trivialen) Obstruktion und des S-Polynoms (vgl. Definitionen 3.3.22 und
3.3.27) benötigt. Damit ist es möglich, die Prozedur von Buchberger (vgl. Theorem 3.3.31)
aufzustellen, die Gröbner-Basen für Ideale in freien Monoidringen berechnet. Um die
Berechnung von Gröbner-Basen in freien Monoidringen für den Nachweis der Endlichkeit
von Gruppen nutzen zu können, werden zusätzlich Hilbertfunktionen und die Hilbert-Dehn-
Funktion definiert (vgl. Definition 3.3.34) und im Anschluss ihre Anwendungsmöglichkeiten
aufgezeigt.
3.1 Reduktion
Mit dem Begriff Reduktion wird hier die Betrachtung homomorpher Bilder bezeichnet.
Für eine gegebene endlich präsentierte Gruppe G wird als homomorphes Bild eine Gruppe
gesucht, für die bereits bekannt ist, dass sie die Tits-Alternative erfüllt. Es reicht bei
dieser Methode im Allgemeinen nicht aus, dass das homomorphe Bild von G die Tits-
Alternative erfüllt; es ist vorauszusetzen, dass das homomorphe Bild eine nicht-abelsche
freie Untergruppe enthält. Der Nachweis der Tits-Alternative wird hier also auf bereits
bekannte Resultate reduziert.
Eine Möglichkeit ist es, für eine gegebene endlich präsentierte Gruppe G ein isomorphes
Bild zu betrachten. Erfüllt dieses isomorphe Bild die Tits-Alternative, so erfüllt auch G
die Tits-Alternative. Um ein isomorphes Bild von G zu erhalten, ist es z. B. möglich, die
Präsentierung von G durch eine Folge von Tietze-Transformationen in die Präsentierung
einer Gruppe G˜ zu überführen. Nach Satz 2.1.33 sind G und G˜ isomorph.
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Eine weitere Möglichkeit ist es, eine Faktorgruppe von G zu betrachten. Enthält diese
Faktorgruppe eine nicht-abelsche freie Untergruppe, so enthält auch G eine nicht-abelsche
freie Untergruppe und erfüllt somit die Tits-Alternative. Um eine Faktorgruppe von
G zu erhalten, ist es z. B. möglich, in der Präsentierung von G zusätzliche Relationen
einzuführen.
3.2 Lineare Darstellungen
Eine Methode, um eine durch ihre Präsentierung gegebene Gruppe auf Eigenschaften wie
die Existenz einer nicht-abelschen freien Untergruppe zu untersuchen, ist es, Darstellungen
dieser Gruppe in lineare Gruppen zu betrachten. Eine lineare Darstellung einer Gruppe
G ist ein Homomorphismus ρ von G in eine lineare Gruppe, also in eine Untergruppe
einer allgemeinen linearen Gruppe GL (n,K). Dabei heißt diese Darstellung treu, wenn
sie injektiv ist. Als lineare Gruppe, in die wir wesentliche Darstellungen betrachten, wird
die projektive spezielle lineare Gruppe PSL (2,C) von C2 gewählt, da sie wohl untersucht
ist und die Eigenschaften ihrer Unterstrukturen wohl bekannt sind.
Definition 3.2.1. Sei SL (2,C) die spezielle lineare Gruppe von C2, d. h.
SL (2,C) = {
 a b
c d
 | a, b, c, d ∈ C, ad− bc = 1}.
Dann ist die projektive spezielle lineare Gruppe von C2 definiert als die Faktorgruppe
SL (2,C) /{−I, I},
wobei I die Einheitsmatrix in SL (2,C) darstellt, und wird bezeichnet als PSL (2,C).
Die Elemente in der PSL (2,C) können auch als linear gebrochene Transformationen
(auch Möbiustransformationen) angesehen werden. Ein
T =
 a b
c d
 ∈ PSL (2,C)
kann dabei aufgefasst werden als
T (z) = az + b
cz + d mit ad− bc = 1 und a, b, c, d ∈ C.
Damit operiert PSL (2,C) als Gruppe linear gebrochener Transformationen auf Cˆ = C∪∞.
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Für Details zu linear gebrochenen Transformationen sei z. B. auf [37, Kapitel 4.1] verwiesen.
Für einen Körper K, n ∈ N und eine Matrix A = (aij)1≤i,j≤n über K heißt die Summe∑n
i=1 aii der Diagonalelemente von A Spur von A und wird bezeichnet als tr (A).
Bemerkung 3.2.2. Für Elemente in der PSL (2,C) verwenden wir nach geeigneter Fest-
legung des Vorzeichens auch den Begriff der Spur einer Matrix.
Im Folgenden werden die sogenannten wesentlichen Darstellungen eingeführt. Diese
speziellen linearen Abbildungen bilden eine Grundlage für die weitere Untersuchung der
betrachteten Gruppen in Bezug auf die Tits-Alternative. Zunächst gehen wir auf die
Definition und Existenz wesentlicher Darstellungen für verallgemeinerte Dreiecks- und
Tetraedergruppen ein.
Definition 3.2.3. Sei G eine verallgemeinerte Dreiecksgruppe mit der Präsentierung
〈a, b | al = bm = W p (a, b) = 1〉,
für die l,m, p ≥ 2 gilt und W1 (a, b) ein zyklisch reduziertes Wort in dem freien Produkt
von a und b ist, welches sowohl a als auch b enthält und keine echte Potenz ist. Eine
Darstellung ρ von G in die lineare Gruppe L heißt wesentlich, wenn A = ρ (a) Ordnung
l, B = ρ (b) Ordnung m und ρ (W (a, b)) Ordnung p hat.
Satz 3.2.4. [6] Für jede verallgemeinerte Dreiecksgruppe existiert eine wesentliche Dar-
stellung in die PSL (2,C).
Beweis. Siehe [6, Beweis zu Theorem A]. 
Diese Aussage kann für n Erzeugende, n ≥ 2 erweitert werden, wobei die Erzeugenden
auch unendliche Ordnung haben können (vgl. [30, Theorem 1]).
Definition 3.2.5. Sei G eine verallgemeinerte Tetraedergruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
,
für die l,m, n, p, q, r ≥ 2 gilt und Wi (x, y) , i = 1, 2, 3 ein zyklisch reduziertes Wort in dem
freien Produkt von x und y ist, welches sowohl x als auch y enthält und keine echte Potenz
ist. Eine Darstellung ρ von G in eine lineare Gruppe L heißt wesentlich, wenn A = ρ (a)
Ordnung l, B = ρ (b) Ordnung m, C = ρ (c) Ordnung n sowie ρ (W1 (a, b)) Ordnung p,
ρ (W2 (a, c)) Ordnung q und ρ (W3 (b, c)) Ordnung r hat.
38 3 Methoden
Satz 3.2.6. [33] Für jede verallgemeinerte Tetraedergruppe existiert eine wesentliche
Darstellung in die PSL (2,C).
Beweis. Siehe [33, Beweis zu Theorem 1]. 
Bemerkung 3.2.7. In [33] werden verallgemeinerte Tetraedergruppen definiert als Grup-
pen mit einer Präsentierung
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
,
für die l = 0 oder l ≥ 2, m = 0 oder m ≥ 2, n = 0 oder n ≥ 2 und p, q, r ≥ 2 gilt und
Wi (x, y) , i = 1, 2, 3 ein zyklisch reduziertes Wort in dem freien Produkt von x und y ist,
welches sowohl x als auch y enthält und keine echte Potenz ist. D. h., dass die Erzeugenden
unendliche Ordnung haben können. Es wird dort allgemeiner gezeigt, dass für jede dieser
Gruppen eine wesentliche Darstellung in die PSL (2,C) existiert, für die zusätzlich gilt,
dass A = ρ (a) unendliche Ordnung hat für l = 0, B = ρ (b) unendliche Ordnung hat für
m = 0 und C = ρ (c) unendliche Ordnung hat für n = 0.
Ein anderer Beweis für die Existenz wesentlicher Darstellungen in die PSL (2,C)
für verallgemeinerte Tetraedergruppen ist bei Vinberg zu finden (vgl. [89, Beweis zu
Theorem 3]). Die Existenz einer wesentlichen Darstellung für verallgemeinerte Dreiecks-
und Tetraedergruppen in die PSL (2,C) zeigt, dass diese Gruppen nicht-trivial sind.
Ein grundlegender Bestandteil des Beweises von Satz 3.2.6 ist das folgende Lemma.
Wir werden für die Untersuchung der verallgemeinerten P.-V.-Gruppen eine abgewandelte
Version dieses Lemmas benutzen (vgl. Lemma 5.2.6).
Lemma 3.2.8. [78] Seien A,B,D,X ∈ SL (2,C) mit AB = D und X beliebig. Seien
A =
 a1 a2
a3 a4
 , B =
 b1 b2
b3 b4
 , D =
 d1 d2
d3 d4
 , X =
 x1 x2
x3 x4
 .
Darüber hinaus seien ~x,~r ∈ C4 und M ∈ C4×4 definiert wie folgt:
~x =

x1
x2
x3
x4
 , ~r =

tr (X)
tr (AX)
tr (BX)
tr (ABX)
 , M =

1 0 0 1
a1 a3 a2 a4
b1 b3 b2 b4
d1 d3 d2 d4

Dann gilt M~x = ~r und det (M) = tr ([A,B]) − 2. Gilt zusätzlich det (M) 6= 0, d. h.
tr ([A,B]) 6= 2, und ersetzen wir in ~r den Eintrag tr (ABX) durch die Variable t, so
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definiert die Determinantengleichung det (X) = x1x4 − x2x3 = 1 ein quadratisches Poly-
nom f (t) ∈ K [t] mit K = Q (a1, a2, a3, a4, b1, b2, b3, b4, tr (X) , tr (AX) , tr (BX)) mit dem
höchsten Koeffizienten − 1
det(M) , welches sowohl tr (ABX) als auch tr (BAX) als Nullstelle
hat. Dabei ist K [t] der Polynomring über K in der Variablen t.
Beweis. Siehe [78, Beweis zu Lemma 1]. 
Der als Fortsetzungssatz bekannte folgende Satz ist eine Folgerung aus dem Beweis
der Existenz wesentlicher Darstellungen für verallgemeinerte Tetraedergruppen.
Satz 3.2.9. (Fortsetzungssatz) [24, 33] Sei G eine verallgemeinerte Tetraedergruppe mit
einer Präsentierung
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
und G1 die Gruppe mit der Präsentierung
〈
a, b | al = bm = W p1 (a, b) = 1
〉
.
Sei ρ1 : G1 → PSL (2,C) eine wesentliche Darstellung mit ρ1 (a) = A und ρ1 (B) = B.
Zusätzlich gelte eine der folgenden Bedingungen:
(i) tr ([A,B]) 6= 2,
(ii) (n, q, r) 6= (2, 2, 2) und 〈A,B〉 ist eine unendliche metabelsche Untergruppe der
PSL (2,C).
Dann existiert eine wesentliche Darstellung ρ : G → PSL (2,C) mit ρ (a) = A und
ρ (b) = B. Insbesondere ist G unendlich, falls 〈A,B〉 unendlich ist.
Beweis. Siehe [33, Beweise zu Korollar 1] und [24, Beweis zu Theorem 2.3]. 
Bemerkung 3.2.10. A und B seien wie in Satz 3.2.9. Ist 〈A,B〉 eine abelsche Gruppe,
die nicht die elementare abelsche Gruppe der Ordnung 4 ist, so existiert stets eine wesent-
liche Darstellung σ : G1 → PSL (2,C) mit 〈σ (a) , σ (b)〉 unendlich metabelsch (vgl. [23,
Bemerkung 2.4]).
Für die Untersuchung der verallgemeinerten P.-V.-Gruppen in Bezug auf die Tits-
Alternative in Kapitel 5 wird die folgende Definition bereitgestellt.
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Definition 3.2.11. Sei G eine verallgemeinerte P.-V.-Gruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = (abc)r = 1
〉
,
für die l,m, n, p, q, r ≥ 2 gilt und Wi (x, y) für i = 1, 2 ein zyklisch reduziertes Wort in dem
freien Produkt von x und y ist, welches sowohl x als auch y enthält und keine echte Potenz
ist. Eine Darstellung ρ von G in eine lineare Gruppe L heißt wesentlich, falls A = ρ (a)
Ordnung l, B = ρ (b) Ordnung m, C = ρ (c) Ordnung n sowie ρ (W1 (a, b)) Ordnung p,
ρ (W2 (a, c)) Ordnung q und ρ (abc) Ordnung r hat.
Im Folgenden wird die projektive spezielle lineare Gruppe PSL (2,C) genauer
betrachtet. Dabei sind vor allem die nicht-elementaren Untergruppen von Interesse. Diese
Untergruppen werden in Kapitel 5 zum Nachweis der Tits-Alternative für verallgemeinerte
P.-V.-Gruppen nützlich sein.
Um in der PSL (2,C) Elemente mit einer vorgegebenen Ordnung zu konstruieren, ist
das folgende bekannte Resultat sehr hilfreich. Die Aussage kann nachgerechnet werden.
Lemma 3.2.12. Sei A ∈ PSL (2,C). Dann gilt:
Am = 1⇔ tr (A) = ±2cos
(
rpi
m
)
, 1 ≤ r < m, ggT (r,m) = 1

In Kapitel 5 werden häufig Elemente der Ordnung 5 in der PSL (2,C) vorkommen.
Dazu definieren wir λ = 2cos
(
pi
5
)
= 12 +
1
2
√
5. Das ist ein möglicher Wert für die Spur eines
Elements der Ordnung 5 in der PSL (2,C); weitere Möglichkeiten sind −λ, λ− 1 und 1−λ.
Bemerkung 3.2.13. Seien A,B ∈ SL (2,C). Dann gelten die folgenden Spurformeln:
(a) tr (AB) = tr (A) · tr (B)− tr (AB−1),
(b) tr ([A,B]) = tr2 (A) + tr2 (B) + tr2 (AB)− tr (A) · tr (B) · tr (AB)− 2,
wobei [A,B] = ABA−1B−1 der Kommutator von A und B ist.
Definition 3.2.14. Eine Untergruppe H der PSL (2,C) heißt nicht-elementar, wenn
H nicht virtuell auflösbar ist, d. h. wenn H keine auflösbare Untergruppe von endlichem
Index enthält. Sonst heißt H elementar. Eine Untergruppe H der PSL (2,C) heißt
reduzibel, falls der Kommutator für je zwei Elemente in H Spur 2 hat. Andernfalls heißt
die Untergruppe irreduzibel.
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Bemerkung 3.2.15. Die Definition einer elementaren Untergruppe H in der PSL (2,C)
ist äquivalent dazu, dass H elementar ist, falls je zwei Elemente unendlicher Ordnung in
H, betrachtet als linear gebrochene Transformationen, mindestens einen gemeinsamen
Fixpunkt haben. Jede reduzible Untergruppe der PSL (2,C) ist metabelsch und damit
insbesondere auflösbar und elementar. Jede irreduzible Untergruppe der PSL (2,C) enthält
Elemente A,B mit tr ([A,B]) 6= 2.
Die nicht-elementaren Untergruppen der PSL (2,C) sind genau die Untergruppen, die
unendlich, irreduzibel und nicht isomorph zu einer Diedergruppe sind.
Satz 3.2.16. Eine endlich erzeugte Untergruppe der PSL (2,C) enthält entweder eine
nicht-abelsche freie Untergruppe oder ist virtuell auflösbar, d. h. sie enthält eine auflösbare
Untergruppe von endlichem Index.
Beweis. Die Aussage ist eine Spezifikation von Satz 2.2.1. 
Korollar 3.2.17. Eine endlich erzeugte Untergruppe H der PSL (2,C) ist genau dann
nicht-elementar, wenn H eine nicht-abelsche freie Untergruppe vom Rang 2 enthält.
Beweis. Die Aussage folgt direkt aus Definition 3.2.14 und Satz 3.2.16. 
Besitzt also eine Gruppe G eine wesentliche Darstellung ρ in die PSL (2,C) mit nicht-
elementarem Bild ρ (G), so enthält ρ (G) und damit auch G eine nicht-abelsche freie
Untergruppe vom Rang 2. Die vorhergehenden Ergebnisse können wir für Untergruppen
der PSL (2,C) von der Form Γ = 〈A,B〉 für A,B ∈ PSL (2,C) spezifizieren.
Korollar 3.2.18. [75] Sei Γ = 〈A,B〉 eine Untergruppe der PSL (2,C). Γ ist reduzibel
genau dann, wenn tr ([A,B]) = 2 gilt. Γ ist nicht-elementar genau dann, wenn die folgenden
Bedingungen erfüllt sind:
(i) Γ ist unendlich,
(ii) tr ([A,B]) 6= 2 und
(iii) höchstens einer der Werte tr (A), tr (B), tr (AB) ist gleich 0.
Beweis. Siehe [75, Korollar 2.4] 
Um zu zeigen, dass eine Untergruppe der PSL (2,C) nicht-elementar ist, können
diese Eigenschaften einzeln überprüft werden. Dazu kann die folgende wohl bekannte
Klassifikation endlicher Untergruppen der PSL (2,C) herangezogen werden (vgl. z. B. [75,
Theorem 2.2]).
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Satz 3.2.19. Sei Γ eine endliche Untergruppe der PSL (2,C). Dann ist Γ isomorph zu
einer der folgenden Gruppen:
(i) einer zyklischen Gruppe der Ordnung n, also Zn = 〈x | xn = 1〉,
(ii) einer Diedergruppe, also D2n = 〈x, y | x2 = y2 = (xy)n = 1〉 mit n ∈ N, n ≥ 2,
(iii) der alternierenden Gruppe A4 =
〈
x, y | x2 = y3 = (xy)3 = 1
〉
,
(iv) der alternierenden Gruppe A5 =
〈
x, y | x2 = y3 = (xy)5 = 1
〉
,
(v) der symmetrischen Gruppe S4 =
〈
x, y | x2 = y3 = (xy)4 = 1
〉
.

3.3 Gröbner-Basis Methode
Für die endlich präsentierte Gruppe G = 〈X | R〉 betrachten wir den Gruppenring K〈G〉
(vgl. Bemerkung 2.1.40). Aus Satz 2.1.42 folgt, dass es eine Einbettung von K〈G〉 in K〈X〉
gibt, da K〈G〉 dem Faktorring K〈X〉/I entspricht, wobei I ⊆ K〈X〉 das von der Menge
{r − r′ | (r, r′) ∈ R} erzeugte Ideal ist. D. h., dass Berechnungen für K〈G〉 in K〈X〉
ausgeführt werden können. Daher wird an dieser Stelle die Theorie der Gröbner-Basen für
Ideale in freien Monoidringen eingeführt. Wir werden mithilfe der Gröbner-Basen versuchen,
die K-Dimension des Gruppenrings K〈G〉 zu bestimmen, um somit die Mächtigkeit von G
zu erhalten (vgl. z. B. [91, Abschnitt 6.3]).
Wir bezeichnen mit K einen Körper, mit X ein endliches Alphabet und mit X? das
freie Monoid über X. K〈X〉 bezeichnet den freien Monoidring erzeugt von X über K und
I ⊆ K〈X〉 sei ein Ideal, falls es nicht anders angegeben wird.
Ein essentieller Grundpfeiler der Theorie der Gröbner-Basen in freien Monoidringen
sind die Wortordnungen, mit denen jedem Polynom in K〈X〉 \ {0} eine eindeutige
Darstellung bezüglich einer Wortordnung zugeordnet werden kann. σ sei eine Relation auf
der Menge M , also eine Teilmenge von M ×M . Wir werden im Folgenden statt (a, b) ∈ σ
auch die Notation a ≤σ b oder b ≥σ a verwenden. Zusätzlich schreiben wir im Fall a ≤σ b
und a 6= b auch a <σ b. Analog verwenden wir die Notation b >σ a.
Definition 3.3.1. Eine vollständige Relation σ auf X? heißt Wortordnung auf X?,
wenn für alle w1, w2, w3, w4 ∈ X? gilt:
(i) w1 ≤σ w1, d. h. σ ist reflexiv,
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(ii) w1 ≤σ w2 und w2 ≤σ w1 impliziert w1 = w2, d. h. σ ist antisymmetrisch,
(iii) w1 ≤σ w2 und w2 ≤σ w3 impliziert w1 ≤σ w3, d. h. σ ist transitiv,
(iv) w1 ≤σ w2 impliziert w3w1w4 ≤σ w3w2w4, d. h. σ ist verträglich mit der Multiplikation
und
(v) ≤σ ist eine Wohlordnung auf X?, d. h. jede absteigende Kette w1 ≥σ w2 ≥σ . . . in
X? wird stationär.
Für jede Wortordnung gilt 1 ≤σ w für alle w ∈ X?. Sonst würde ein w ∈ X? mit 1 ≥σ w
existieren. Daraus würde wi ≥σ wi+1 für i ∈ N folgen und somit die unendliche absteigende
Kette
1 ≥σ w ≥σ w2 ≥σ w3 ≥σ . . .
in X? existieren.
Zusätzlich nennen wir eine Wortordnung σ auf X? längen-verträglich, wenn für alle
w,w′ ∈ X? aus len (w) > len (w′) stets w >σ w′ folgt.
Sei σ für den weiteren Verlauf dieses Kapitels stets eine Wortordnung auf X?. Es
folgt die Definition einiger bekannter Ordnungen. Dabei benötigen wir die Definition der
lexikographischen Ordnung lex auf X?, um im Anschluss einige Wortordnungen definieren
zu können.
Beispiel 3.3.2. Seien w1, w2 ∈ X?.
lex Die lexikographische Ordnung ist wie folgt definiert:
w1 ≥lex w2 ⇔ Es existiert ein r ∈ X? mit w1 = w2r oder es gilt w1 = lxi1r1
und w2 = lxi2r2 für l, r1, r2 ∈ X? und xi1 , xi2 ∈ X mit i1 < i2.
lex ist eine vollständige, reflexive, antisymmetrische und transitive Relation
auf X?. lex ist jedoch keine Wortordnung auf X?. Denn z. B. in dem freien
Monoid über X = {x1, x2} gilt sowohl xj+12 x1 <lex xj2x1 als auch xj+12 >lex x2
für j ∈ N. D. h., dass lex nicht verträglich mit der Multiplikation ist. Darüber
hinaus erhalten wir die unendliche absteigende Kette
x2x1 >lex x
2
2x1 >lex x
3
2x1 >lex . . . ,
womit lex keine Wohlordnung ist. Symmetrisch zu dieser lexikographischen
Ordnung von links nach rechts ist rlex definiert, die lexikographische Ordnung
von rechts nach links.
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llex Die längen-lexikographische Ordnung ist wie folgt definiert:
w1 ≥llex w2 ⇔ Es gilt len (w1) > len (w2) oder es gilt len (w1) = len (w2)
und w1 ≥lex w2.
llex ist eine Wortordnung auf X?. Zusätzlich ist llex längen-verträglich.
lrlex Die umgekehrte längen-lexikographische Ordnung ist wie folgt definiert:
w1 ≥lrlex w2 ⇔ Es gilt len (w1) > len (w2) oder es gilt len (w1) = len (w2)
und w1 ≥rlex w2.
lrlex ist eine Wortordnung auf X? und wie llex längen-verträglich.
elim Für die Definition dieser Eliminationsordnung seien w˜1 bzw. w˜2 die Worte w1
bzw. w2 aufgefasst als kommutative Worte, d. h. als Worte der Form xε11 . . . xεnn ,
εi ∈ N für 1 ≤ i ≤ n, X = {x1, . . . , xn}. elim ist wie folgt definiert:
w1 ≥elim w2 ⇔ Es gilt w˜1 ≥lex w˜2 oder es gilt w˜1 = w˜2
und w1 ≥lex w2.
elim ist eine Wortordnung auf X?, die nicht längen-verträglich ist. Z. B. gilt
x1 >elim x
2
2.
Die Ordnung elim ist eine von vielen Eliminationsordnungen. Dabei zeichnet sich
elim auf X? durch die Eigenschaft aus, dass für L = {x1, . . . , xs} ⊆ X, 1 ≤ s ≤ n und
w1, w2 ∈ X? aus w1 ∈ {xs+1, . . . , xn}? und w1 ≥elim w2 stets w2 ∈ {xs+1, . . . , xn}? folgt.
Für die Eliminierung von Variablen in K〈X〉 und Anwendungen sei auf [91, Abschnitt 6.2]
verwiesen.
Definition 3.3.3. Für jedes f ∈ K 〈X〉 \ {0} existiert eine eindeutige Darstellung
f =
s∑
i=1
ciwi
mit ci ∈ K \ {0}, wi ∈ X? so, dass w1 >σ w2 >σ . . . >σ ws gilt. Wir nennen
(i) Lwσ (f) = w1 das Leitwort von f bezüglich σ,
(ii) Lcσ (f) = c1 den Leitkoeffizienten von f bezüglich σ,
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(iii) Lmσ (f) = c1w1 das Leitmonom von f bezüglich σ.
Sei nun I ⊆ K〈X〉 ein Ideal. Dann nennen wir
(iv) die Menge Lwσ{I} = {Lwσ (f) | f ∈ I \ {0}} ⊆ X? die Leitmenge von I bezüglich
σ,
(v) das Ideal Lwσ (I) = 〈Lwσ (f) | f ∈ I \ {0}〉 ⊆ K〈X〉 das Leitideal von I bezüglich
σ,
(vi) die Menge Oσ (I) = X?\{Lwσ (f) | f ∈ I\{0}} dasOrdnungsideal von I bezüglich
σ.
Bemerkung 3.3.4. Sei I ⊆ K〈X〉 ein Ideal.
(a) Die Leitmenge Lwσ{I} von I 6= 〈0〉 bildet ein Ideal in X?. Es ist Lwσ{〈0〉} = ∅ und
Lwσ (〈0〉) = 〈0〉.
(b) Auch für eine Teilmenge G ⊆ K〈X〉 \ {0} bezeichnen wir mit Lwσ{G} = {Lwσ (g) |
g ∈ G} die Leitmenge von G und mit Lwσ (G) das von Lwσ{G} erzeugte Leitideal
von G.
(c) Für das Ordnungsideal Oσ (I) von I bezüglich σ gilt, dass für alle w1, w2, w3 ∈ X?
aus w1w2w3 ∈ O stets w2 ∈ O folgt.
Eine wichtige Anwendung der Wortordnungen auf freien Monoiden ist das folgende
Basis-Theorem von Macaulay. Dazu betrachten wir K〈X〉/I als K-Vektorraum.
Satz 3.3.5. (Macaulay’s Basis-Theorem) Sei I ⊆ K〈X〉 ein Ideal. Dann bilden die
Restklassen der Elemente in Oσ (I) eine Basis des K-Vektorraums K〈X〉/I. Äquivalent
dazu ist, dass
K〈X〉 = I ⊕ SpanK (Oσ (I))
gilt.
Beweis. Ein konstruktiver Beweis dieses Satzes findet sich in [66, Beweis zu Theorem
1.3]. Ein weiterer Beweis wird in [91, Beweis zu Theorem 3.1.15] gegeben. 
Es ist also möglich, für eine gegebene Wortordnung auf X? eine K-Basis von K〈X〉/I
zu beschreiben. Als Folgerung aus Satz 3.3.5 erhalten wir direkt das folgende Korollar, das
die Möglichkeit bereitstellt, die Normalform eines Polynoms zu definieren. Die Frage
nach der Berechnung der Normalform leitet im Anschluss hin zum Divisions-Algorithmus
3.3.12.
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Korollar 3.3.6. Sei I ⊆ K〈X〉 ein Ideal. Für jedes Element f ∈ K〈X〉 existiert ein
eindeutig bestimmtes g ∈ SpanK (Oσ (I)) mit f − g ∈ I. Für f ∈ K〈X〉 nennen wir dieses
eindeutig bestimmte g ∈ SpanK (Oσ (I)) Normalform von f modulo I bezüglich σ und
bezeichnen es mit Nfσ,I (f).
Beweis. Sei f ∈ K〈X〉. Es gilt Satz 3.3.5. Also reicht es aus, die Eindeutigkeit zu zeigen.
Dazu nehmen wir an, dass es Polynome g1, g2 ∈ SpanK (Oσ (I)) gibt mit f − g1 ∈ I und
f − g2 ∈ I. Damit gilt sowohl (f − g1) − (f − g2) = g2 − g1 ∈ SpanK (Oσ (I)) als auch
(f − g1)− (f − g2) = g2 − g1 ∈ I. Mit Satz 3.3.5 gilt aber SpanK (Oσ (I)) ∩ I = {0} und
es folgt g1 = g2. 
f ∈ K〈X〉 heißt normal modulo I bezüglich σ, wenn f = NfI,σ (f) gilt. Das ist genau
dann der Fall, wenn f ∈ SpanK (Oσ (I)) gilt. w ∈ X? heißt normales Wort modulo I
bezüglich σ, wenn w = NfI,σ (w) gilt. Das ist genau dann der Fall, wenn w ∈ Oσ (I) gilt.
Bemerkung 3.3.7. Sei I ⊆ K〈X〉 ein Ideal.
(a) Für f, g ∈ K〈X〉 gilt genau dann NfI,σ (f) = NfI,σ (g), wenn f − g ∈ I gilt. Diese
Bedingung ist äquivalent dazu, dass NfI,σ (f − g) = NfI,σ (f)−NfI,σ (g) = 0 gilt.
(b) Es ist genau dann NfI,σ (f) = 0, wenn f ∈ I gilt.
Nun wird der Begriff der Gröbner-Basis für ein Ideal in einem freien Monoidring
eingeführt.
Definition 3.3.8. Sei GB ⊆ K〈X〉 \ {0} eine Menge von Polynomen und I = 〈GB〉 das
von GB erzeugte Ideal in K〈X〉. Dann heißt GB σ-Gröbner-Basis von I, wenn
Lwσ{I} = {mLwσ (g)n | g ∈ GB,m, n ∈ X?}
in X? gilt.
Also ist I \ {0} stets eine σ-Gröbner-Basis des Ideals I ⊆ K〈X〉 und die leere Menge
∅ ist eine σ-Gröbner-Basis des Ideals 〈0〉.
Satz 3.3.9. Sei I ⊆ K〈X〉 ein Ideal und GB ⊆ I \ {0} eine Teilmenge. GB ist genau
dann eine σ-Gröbner-Basis von I, wenn die Leitmenge Lwσ{GB} das Leitideal Lwσ (I)
erzeugt. Für I 6= 〈0〉 ist das genau dann der Fall, wenn die Leitmenge Lwσ{GB} von GB
die Leitmenge Lwσ{I} von I als Ideal in X? erzeugt.
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Beweis. (vgl. [55, Beweise zu Propositionen 2.1.2 und 2.4.3] und [91, Beweise zu Pro-
position 3.3.4 und Lemma 3.3.15]) Wenn GB eine σ-Gröbner-Basis von I ist, folgt aus
Definition 3.3.8 direkt, dass das Leitideal Lwσ (I) von der Menge Lwσ{GB} erzeugt
wird. Nun nehmen wir an, dass die Leitmenge Lwσ{GB} das Leitideal Lwσ (I) er-
zeugt. Wir zeigen zunächst Lwσ{I} = {mLwσ (g)n | g ∈ GB,m, n ∈ X?}. Es gilt
{mLwσ (g)n | g ∈ GB,m, n ∈ X?} ⊆ Lwσ{I}. Denn:
Für alle g ∈ GB, m,n ∈ X? gilt mgn ∈ I, da I ein Ideal in K〈X〉 ist und GB ⊆ I \{0} gilt.
Es ist leicht zu überprüfen, dass für das Leitwort Lwσ (g) stets mLwσ (g)n = Lwσ (mgn)
gilt für m,n ∈ X?. Damit ist mLwσ (g)n ∈ Lwσ{I}. Es gilt hier auch Lwσ{I} ⊆
{mLwσ (g)n | g ∈ GB,m, n ∈ X?}. Denn:
Sei Lwσ (f) ∈ Lwσ{I} und damit Lwσ (f) ∈ Lwσ (I) für ein f ∈ I \ {0}. Lwσ (I) wird
nach Voraussetzung von der Menge Lwσ{GB} erzeugt. Also können wir Lwσ (f) schrei-
ben als Lwσ (f) =
∑s
i=1 riLwσ (gi) r′i mit ri, r′i ∈ K〈X〉 und gi ∈ GB für 1 ≤ i ≤ s.
Es existiert ein i ∈ {1, . . . , s}, für das Lwσ (f) ∈ supp (riLwσ (gi) r′i) gilt. Damit exis-
tiert ein g ∈ GB, so dass Lwσ (f) ein Vielfaches von Lwσ (g) ist. Also gilt Lwσ (f) ∈
{mLwσ (g)n | g ∈ GB,m, n ∈ X?}. Jetzt zeigen wir I = 〈GB〉. Dazu nehmen wir
an, dass 〈GB〉 eine echte Teilmenge von I ist. Also existiert ein f ∈ I \ 〈GB〉, wel-
ches das minimale Leitwort Lwσ (f) unter den Polynomen in I \ 〈GB〉 bezüglich der
Wortordnung σ hat. Es gilt Lwσ (f) ∈ Lwσ{I} und wir haben bereits gezeigt, dass
Lwσ{I} = {mLwσ (g)n | g ∈ GB,m, n ∈ X?} gilt. Also existieren k ∈ K \ {0}, r, r′ ∈ X?
und g ∈ GB mit Lmσ (f) = Lmσ (krgr′). Zum einen muss damit f − krgr′ ∈ I \ 〈GB〉
gelten. Zum anderen ist Lwσ (f − krgr′) <σ Lwσ (f). Das ist ein Widerspruch zu der
Annahme, dass f das minimale Leitwort unter den Polynomen in I \ 〈GB〉 bezüglich
der Wortordnung σ hat. Damit gilt I = 〈GB〉. GB ist also nach Definition 3.3.8 eine
σ-Gröbner-Basis von I. Wir haben I = 〈GB〉 auch für den Fall gezeigt, in dem I 6= 〈0〉
ist und die Leitmenge Lwσ{GB} von GB die Leitmenge Lwσ{I} von I als Ideal in X?
erzeugt. Damit folgt der Zusatz für I 6= 〈0〉 aus der Definition 3.3.8. 
Das folgende Beispiel für eine Gröbner-Basis ist angelehnt an ein Beispiel aus
[66, Kapitel 5].
Beispiel 3.3.10. Wir betrachten in Q〈a, b〉 die Polynome g1 = bab−a und g2 = aba−a und
das Ideal I = 〈g1, g2〉 ⊆ Q〈a, b〉. Als Wortordnung auf dem freien Monoid über der Menge
{a, b} wählen wir llex mit a >llex b. Es ist also Lwllex (g1) = bab und Lwllex (g2) = aba. Es gilt
bg2−g1a = a2−ba ∈ I, aber Lwllex (bg2 − g1a) = a2 /∈ 〈Lwllex (g1) , Lwllex (g2)〉. Also ist die
Menge {g1, g2} keine Gröbner-Basis von I. Die Menge GB = {g1, g2, a2−ba, b2a−a, ab−ba}
ist eine Gröbner-Basis von I (vgl. [66, Beispiel 5.12]).
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Der folgende Satz (vgl. z. B. [66, Theorem 1.8]) bietet eine zu Definition 3.3.8 äqui-
valente Möglichkeit, Gröbner-Basen zu definieren, und beinhaltet zugleich eine wichtige
Eigenschaft von Gröbner-Basen, die Existenz von Gröbner-Darstellungen.
Satz 3.3.11. Sei I ⊆ K〈X〉 ein Ideal und GB ⊆ I \ {0} eine Teilmenge. Dann sind die
folgenden Eigenschaften äquivalent:
(i) GB ist eine σ-Gröbner-Basis von I.
(ii) Für jedes Polynom f ∈ K〈X〉 existiert eine Darstellung
f = NfI,σ (f) +
s∑
i=1
ciligiri
mit ci ∈ K \ {0}, li, ri ∈ X? und gi ∈ GB für alle 1 ≤ i ≤ s, für die zusätzlich
Lwσ (f) ≥σ l1Lwσ (g1) r1 >σ l2Lwσ (g2) r2 >σ . . . >σ lsLwσ (gs) rs
gilt.
(iii) Für jedes Polynom f ∈ I \ {0} existiert eine Darstellung
f =
s∑
i=1
ciligiri
mit ci ∈ K \ {0}, li, ri ∈ X? und gi ∈ GB für alle 1 ≤ i ≤ s, für die zusätzlich
Lwσ (f) = l1Lwσ (g1) r1 >σ l2Lwσ (g2) r2 >σ . . . >σ lsLwσ (gs) rs
gilt. So eine Darstellung nennen wir Gröbner-Darstellung von f bezüglich GB.
Beweis. Siehe [66, Beweis zu Theorem 1.8]. 
In anderen Worten heißt das, dass eine Menge GB ⊆ I \ {0} genau dann eine
Gröbner-Basis eines Ideals I ⊆ K〈X〉 ist, wenn für jedes Polynom f ∈ I \ {0} eine
Gröbner-Darstellung bezüglich GB existiert.
Neben den Wortordnungen ist der Divisions-Algorithmus ein weiterer wichtiger
Grundpfeiler der Theorie der Gröbner-Basen. Der Divisions-Algorithmus teilt ein Polynom
f ∈ K〈X〉 \ {0} bezüglich einer gegebenen Wortordnung σ durch ein Tupel von Polynomen
G = (g1, . . . , gs) ∈ (K〈X〉 \ {0})s. Als Resultat gibt der Algorithmus eine Darstellung
f =
s∑
i=1
ki∑
j=1
cijlijgirij + p
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aus mit cij ∈ K \ {0}, lij, rij ∈ X? für 1 ≤ i ≤ s, 1 ≤ j ≤ ki und p ∈ K〈X〉. Zu-
sätzlich gilt für die Darstellung Lwσ (f) ≥σ lijLwσ (gi) rij für 1 ≤ i ≤ s, 1 ≤ j ≤ ki,
Lwσ (f) ≥σ Lwσ (p), falls p 6= 0 ist, und kein Wort im Träger von p ist durch ein Lwσ (gi),
1 ≤ i ≤ s teilbar. Der Divisions-Algorithmus in freien Monoidringen ist eine Verallge-
meinerung des analogen Algorithmus für den kommutativen Fall (vgl. [55, Abschnitt 1.6]).
Hier wird die Formulierung aus [91, Theorem 3.2.1] präsentiert. Im Sinne der Übersichtlich-
keit verwenden wir bei der Formulierung des Algorithmus den Ausdruck k
k‘ statt k · (k‘)−1
für k, k‘ ∈ K \ {0}.
Theorem 3.3.12. (Divisions-Algorithmus) [91] Seien f, g1, . . . , gs ∈ K〈X〉 \ {0} für ein
s > 0 und sei σ eine Wortordnung auf X?. Führe die folgenden Schritte aus:
1. Setze k1 = . . . = ks = 0, p = 0 und h = f .
2. Finde das kleinste i ∈ {1, . . . , s} mit Lwσ (h) = wLwσ (gi)w′ für w,w′ ∈ X?.
Existiert so ein i, setze ki = ki + 1, ciki =
Lcσ(h)
Lcσ(gi) , liki = w, riki = w
′ und
h = h− cikilikigiriki.
3. Wiederhole Schritt 2. so lange, bis es kein i ∈ {1, . . . , s} mehr gibt mit Lwσ (h) =
wLwσ (gi)w′ für w,w′ ∈ X?. Falls jetzt h 6= 0 gilt, setze p = p + Lmσ (h),
h = h− Lmσ (h) und gehe zu Schritt 2. zurück.
4. Gib das Polynom p ∈ K〈X〉 und die Tupel (c11, l11, r11) , . . . , (csks , lsks , rsks) aus.
Die vorangehenden Schritte bilden einen Algorithmus, der p ∈ K〈X〉 und die Tupel
(c11, l11, r11) , . . . , (csks , lsks , rsks) ausgibt, so dass
f =
s∑
i=1
ki∑
j=1
cijlijgirij + p
gilt. Zusätzlich gelten die folgenden Eigenschaften:
(i) Kein Element in supp (p) ist in dem Ideal 〈Lwσ (g1) , . . . , Lwσ (gs)〉 enthalten.
(ii) Es gilt Lwσ (lijgirij) ≤σ Lwσ (f) für 1 ≤ i ≤ s, 1 ≤ j ≤ ki. Für p 6= 0 gilt
Lwσ (p) ≤σ Lw (f).
(iii) Es gilt Lwσ (lijgirij) /∈ 〈Lwσ (g1) , . . . , Lwσ (gi−1)〉 für 1 ≤ i ≤ s, 1 ≤ j ≤ ki.
Beweis. Der Beweis verläuft analog zu dem Beweis im kommutativen Fall. Siehe [55,
Beweis zu Theorem 1.6.4]. 
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Die im Divisions-Algorithmus für gegebene Polynome f, g1, . . . , gs ∈ K〈X〉 \ {0},
s > 0 und eine Wortordnung σ berechneten Tupel (c11, l11, r11) , . . . , (csks , lsks , rsks) und
das Polynom p ∈ K〈X〉 sind im Allgemeinen nicht eindeutig durch σ und das Tupel
(f, g1, . . . , gs) ∈ (K〈X〉 \ {0})s+1 bestimmt. Denn es ist möglich, dass in Schritt 2. des
Algorithmus in Theorem 3.3.12 das Paar (w,w′) ∈ (X?)2 mit Lwσ (h) = wLwσ (gi)w′ nicht
eindeutig bestimmt ist. Es folgt ein Beispiel dazu, welches aus [38, Beispiel 2.5] stammt.
Beispiel 3.3.13. Wir betrachten den freien Monoidring K〈x, y, z〉 für einen Körper K.
Als Wortordnung σ auf dem freien Monoid über der Menge {x, y, z} wählen wir llex, die
längen-lexikographische Ordnung mit x >llex y >llex z. Sei f = zx2yx, g1 = xy − x und
g2 = x2 − xz. Es gilt Lwllex (g1) = xy und Lwllex (g2) = x2.
Wir setzen bei der Anwendung des Divisions-Algorithmus 3.3.12 zunächst k1 = k2 = 0,
p = 0 und h = f . Es gilt zx2yx = zxLwllex (g1)x. Also setzen wir k1 = 1, c11 = 1, l11 = zx
und r11 = x. Zusätzlich setzen wir h = h− zxg1x = zx3. Lwllex (h) = zx3 wird nicht von
Lwllex (g1) geteilt. Es gilt allerdings sowohl zx3 = zLwllex (g2)x als auch zx3 = zxLwllex (g2).
Wir wählen zunächst die erste Möglichkeit, und setzen k2 = 1, c11 = 1, l21 = z, r21 = x und
h = h− zg2x = zxzx. Lwllex (h) = zxzx wird nicht von Lwllex (g1) oder Lwllex (g2) geteilt.
Also setzen wir p = p + Lmllex (h) = zxzx und h = h − Lmllex (h) = 0. Da h = 0 gilt,
endet der Algorithmus und gibt p = zxzx und die beiden Tupel (c11, l11, r11) = (1, zx, x)
und (c21, l21, r21) = (1, z, x) aus. Damit erhalten wir die Darstellung
f = zxg1x+ zg2x+ zxzx.
Wählen wir während der Anwendung des Divisions-Algorithmus die zweite Möglichkeit für
das Paar (w,w′) mit Lwσ (h) = wLwσ (g2)w′, d. h. (w,w′) = (zx, 1), so erhalten wir die
Darstellung
f = zxg1x+ zxg2 + zg2z + zxz2.
An Beispiel 3.3.13 lässt sich auch verdeutlichen, dass das Ergebnis des Divisions-
Algorithmus 3.3.12 von der Reihenfolge der Elemente g1, . . . , gs in dem Tupel G =
(g1, . . . , gs) abhängt. Setzen wir in Beispiel 3.3.13 g˜1 = g2 und g˜2 = g1 und teilen mithilfe
des Divisions-Algorithmus 3.3.12 das Polynom f = zx2yx durch (g˜1, g˜2) bezüglich der
Wortordnung llex, so erhalten wir als Darstellung
f = zg˜2yx+ zxzyx.
Wie in [91] und in ApCoCoA (vgl. [3]) verwendet, wählen wir hier als Divisions-
Algorithmus den Leftmost-Divisions-Algorithmus.
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Bemerkung 3.3.14. Als Leftmost-Divisions-Algorithmus bezeichnen wir den Divisions-
Algorithmus in Theorem 3.3.12 mit der Auswahlstrategie, dass in Schritt 2. unter den
Paaren (w,w′) ∈ (X?)2 mit Lwσ (h) = wLwσ (gi)w′ stets das Paar mit minimaler Länge
len (w) ausgewählt wird. Die vom Leftmost-Divisions-Algorithmus berechneten Tupel
(c11, l11, r11) , . . . , (csks , lsks , rsks) und das Polynom p ∈ K〈X〉, die die Bedingungen (i),
(ii) und (iii) in Theorem 3.3.12 erfüllen, sind durch die Wortordnung σ und das Tupel
(f, g1, . . . , gs) ∈ (K〈X〉 \ {0})s+1 eindeutig bestimmt (vgl. [91, Korollar 3.2.3]).
Mit dem Begriff Divisions-Algorithmus ist für den weiteren Verlauf dieser Arbeit der
Leftmost-Divisions-Algorithmus gemeint. Mit der Festlegung einer Auswahlstrategie für
das Paar (w,w′) ∈ (X?)2 ist es nun möglich, die folgende Definition zu formulieren.
Definition 3.3.15. Seien f, g1, . . . , gs ∈ K〈X〉\{0} für ein s > 0, σ eine Wortordnung auf
X? und G = (g1, . . . , gs) ∈ (K〈X〉 \ {0})s. Dann heißt das in Theorem 3.3.12 bestimmte
Polynom p ∈ K〈X〉 der normale Rest von f bezüglich G und σ. Es wird bezeichnet mit
Nrσ,G (f). Wir setzen zusätzlich Nrσ,G (0) = 0 und Nrσ,∅ (f) = f .
Der normale Rest Nrσ,G (f) eines Polynoms f ∈ K〈X〉 bezüglich eines Tupels
(g1, . . . , gs) ∈ (K〈X〉 \ {0})s und einer Wortordnung σ entspricht im Allgemeinen nicht der
Normalform Nfσ,I (f) von f modulo I = 〈g1, . . . , gs〉 bezüglich σ (vgl. Korollar 3.3.6). Der
normale Rest hängt im Allgemeinen von der Reihenfolge der Polynome im Tupel G ab, wie
bereits an Beispiel 3.3.13 deutlich wurde. Für Gröbner-Basen gilt jedoch der folgende Satz.
Satz 3.3.16. Sei GB = {g1, . . . , gs} ⊆ K〈X〉 \ {0} eine Menge von Polynomen und
GB = (g1, . . . , gs) ⊆ (K〈X〉 \ {0})s das entsprechende Tupel. Es gelte I = 〈GB〉 und GB
sei eine σ-Gröbner-Basis von I bezüglich einer Wortordnung σ auf X?. Dann gilt für alle
f ∈ K〈X〉
Nfσ,I (f) = Nrσ,GB (f) .
Beweis. (vgl. [91, Beweis zu Proposition 3.3.10]) Sei f ∈ K〈X〉. Es gilt Lwσ{I} ⊂
Lwσ (I) = Lwσ (GB), da GB eine σ-Gröbner-Basis von I ist und damit nach Satz 3.3.9
Lwσ (I) = Lwσ (GB) gilt. Zusätzlich gilt nach Theorem 3.3.12 (i), dass kein Element in
supp (Nrσ,GB (f)) in Lwσ (GB) enthalten ist. Also ist kein Element in supp (Nrσ,GB (f)) in
Lwσ{I} enthalten und es folgt Nrσ,GB (f) ∈ SpanK (Oσ (I)). Es gilt auch f−Nrσ,GB (f) ∈ I
und mit Korollar 3.3.6 folgt Nfσ,I (f) = Nrσ,GB (f). 
Satz 3.3.16 zeigt, dass der Divisions-Algorithmus 3.3.12 bei der Eingabe eines Polynoms
f ∈ K〈X〉 \ {0} und einer Gröbner-Basis GB des Ideals I ⊆ K〈X〉 stets die Normalform
von f modulo I bezüglich σ berechnet. Dabei hat sowohl die Reihenfolge der Elemente in
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dem zu GB gehörigen Tupel GB als auch die Wahl des Paares (w,w′) ∈ (X?)2 in Schritt
2. des Divisions-Algorithmus 3.3.12 keinen Einfluss auf das Ergebnis.
Die folgende Definition macht es möglich, neben der Existenz einer Gröbner-Basis für
ein Ideal I ⊆ K〈X〉, I 6= 〈0〉 auch die Eindeutigkeit zu erreichen.
Definition 3.3.17. Sei I ⊆ K〈X〉, I 6= 〈0〉 ein Ideal und GB ⊆ K〈X〉 \ {0} eine
σ-Gröbner-Basis von I. Dann heißt GB reduzierte σ-Gröbner-Basis von I, wenn die
folgenden Bedingungen erfüllt sind:
(i) Lcσ (g) = 1 für alle g ∈ GB,
(ii) GB ist interreduziert bezüglich σ, d. h. kein Element in supp (g) ist in
Lwσ (GB \ {g}) = 〈Lwσ (f) | f ∈ GB \ {g}〉 enthalten für alle g ∈ GB.
Satz 3.3.18. Für jedes Ideal I ⊆ K〈X〉, I 6= 〈0〉 existiert eine eindeutig bestimmte
reduzierte σ-Gröbner-Basis von I.
Beweis. Siehe [91, Beweis zu Proposition 3.3.17]. Der Beweis verläuft analog zum kom-
mutativen Fall, siehe [55, Theorem 2.4.13]. 
Beispiel 3.3.19. Wir betrachten Beispiel 3.3.10, also das Ideal I = 〈g1, g2〉 ⊆ Q〈a, b〉
für g1 = bab − a und g2 = aba − a und llex mit a >llex b als Wortordnung. Es ist leicht
nachzuprüfen, dass die Menge {a2− ba, b2a− a, ab− ba} eine reduzierte llex-Gröbner-Basis
des Ideals I = 〈bab− a, aba− a〉 in Q〈a, b〉 ist.
Es ist möglich, aus einer bekannten endlichen σ-Gröbner-Basis eines Ideals I ⊆ K〈X〉,
I 6= 〈0〉 eine reduzierte σ-Gröbner-Basis von I zu bestimmen. Dazu kann der folgende
Algorithmus genutzt werden.
Satz 3.3.20. [91] Sei I ⊆ K〈X〉, I 6= 〈0〉 ein Ideal und GB eine endliche σ-Gröbner-Basis
von I. Führe die folgenden Schritte aus:
1. Finde eine Teilmenge GB′ ⊆ GB, so dass Lwσ (GB′) ein minimales Erzeugenden-
system von Lwσ (I) ist.
2. Gebe die Menge GB′′ = {Lwσ (g)−Nrσ,GB′ (Lwσ (g)) | g ∈ GB′} aus.
Dieser Algorithmus berechnet die reduzierte σ-Gröbner-Basis von I.
Beweis. Siehe [91, Beweis zu Korollar 3.3.19]. 
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Um eine reduzierte σ-Gröbner-Basis für ein Ideal I ⊆ K〈X〉, I 6= 〈0〉 bestimmen
zu können, haben wir vorausgesetzt, dass für I bereits eine endliche σ-Gröbner-Basis
bekannt ist. Doch nicht für jedes Ideal I ⊆ K〈X〉 existiert eine endliche (reduzierte)
σ-Gröbner-Basis (vgl. Bemerkung 2.1.41). Es existieren z. B. Hauptideale, d. h. von einer
Menge bestehend aus einem einzigen Element erzeugte Ideale in K〈X〉, die bezüglich einer
Wortordnung σ eine unendliche reduzierte Gröbner-Basis haben. Es folgt ein Beispiel,
welches aus [39] stammt.
Beispiel 3.3.21. Wir betrachten den freien Monoidring K〈x, y〉 über einem Körper K.
σ sei eine Wortordnung auf dem freien Monoid über {x, y} mit x >σ y. Sei f = x2−xy und
I = 〈f〉. Dann ist die Menge GB = {xyix− xyi+1 | i ≥ 0} die reduzierte Gröbner-Basis
von I bezüglich σ (vgl. [39, Proposition 0.3.1]).
Im Folgenden werden Techniken zur Berechnung von Gröbner-Basen für Ideale in freien
Monoidringen bereitgestellt. Um einige Rahmenbedingungen zu der Verallgemeinerung des
Algorithmus von Buchberger (vgl. [12]) zu einer Prozedur zur Berechnung einer Gröbner-
Basis eines gegebenen Ideals in einem freien Monoidring herauszustellen, betrachten wir
das Wortproblem 2.1.28 und wandeln es in das Ideal-Zugehörigkeitsproblem 2.1.30 um
(vgl. [66, Abschnitt 1.3]):
Sei M = M〈X | R〉 ein endlich präsentiertes Monoid und u, v Worte in X. Sei
zusätzlich I ⊆ K〈X〉 das Ideal, das von der Menge {r − r′ | (r, r′) ∈ R} erzeugt
wird. σ sei eine Wortordnung in X? und GB eine σ-Gröbner-Basis von I. Es gilt zu
entscheiden, ob u und v dasselbe Element in M darstellen oder nicht. Satz 2.1.42
besagt, dass hier K〈M〉 ∼= K〈X〉/I gilt. Also stellen u und v genau dann dasselbe
Element in M dar, wenn u− v ∈ I gilt. Dieser Zusammenhang ist eine Überführung
des Wortproblems in einem Monoid in das Ideal-Zugehörigkeitsproblem 2.1.30 in
einem freien Monoidring. Die Bedingung u − v ∈ I ist nach der Bemerkung 3.3.7
zu den Eigenschaften von Normalformen genau dann erfüllt, falls NfI,σ (u− v) = 0
gilt. Da GB hier eine Gröbner-Basis von I ist und damit Satz 3.3.16 angewandt
werden kann, stellen somit u und v genau dann dasselbe Element in M dar, falls
Nrσ,GB (u− v) = 0 gilt. Der normale Rest Nrσ,GB (u− v) kann mit dem Divisions-
Algorithmus 3.3.12 berechnet werden.
Doch es ist wohl bekannt, dass das Wortproblem 2.1.28 unentscheidbar ist. Zusätzlich ist
K〈X〉 nicht noethersch für |X| ≥ 2 (vgl. Bemerkung 2.1.41). Es existieren also Ideale in
K〈X〉, die nicht endlich erzeugt sind. Aus diesen Gründen kann also kein Algorithmus zur
Berechnung einer Gröbner-Basis eines gegebenen Ideals in einem freien Monoidring exis-
tieren, der im Allgemeinen terminiert. Auch das Lemma von Dickson (vgl. z. B. [55, Korollar
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1.3.6]), welchem bei der Berechnung von Gröbner-Basen in kommutativen Polynomringen
mithilfe des Algorithmus von Buchberger eine zentrale Rolle zukommt, gilt nicht in freien
Monoidringen (vgl. Bemerkung 2.1.41).
Für die Formulierung der Prozedur zur Bestimmung einer Gröbner-Basis eines Ideals
in einem freien Monoidring benötigen wir vorab die folgenden Definitionen, in denen
Fs = (K〈X〉 ⊗K〈X〉)s der freie K〈X〉-Bimodul vom Rang s für s > 0 ist (vgl. Definition
2.1.49).
Definition 3.3.22. Sei GB = {g1, . . . , gs} ⊆ K〈X〉 \ {0} für s > 0 und seien i, j ∈
{1, . . . , s} mit i ≤ j.
(i) Existieren Elemente li, ri, lj, rj ∈ X? mit liLwσ (gi) ri = ljLwσ (gj) rj, so nennen wir
oi,j (li, ri; lj, rj) =
1
Lcσ (gi)
liεiri − 1
Lcσ (gj)
ljεjrj ∈ Fs \ {0}
Obstruktion von gi und gj. Für i = j nennen wir oi,j (li, ri; lj, rj) Selbst-
Obstruktion von gi. Mit Obs (i, j) bezeichnen wir die Menge aller Obstruktionen
von gi und gj.
(ii) Sei oi,j (li, ri; lj, rj) ∈ Obs (i, j) eine Obstruktion von gi und gj. Dann heißt das
Polynom
Si,j (li, ri; lj, rj) =
1
Lcσ (gi)
ligiri − 1
Lcσ (gj)
ljgjrj ∈ K〈X〉
das S-Polynom von oi,j (li, ri; lj, rj).
Für alle w ∈ X? sind die Obstruktionen oi,j (Lwσ (gj)w, 1; 1, wLwσ (gi)) und
oi,j (1, wLwσ (gj) ;Lwσ (gi)w, 1) Elemente in Obs (i, j) für i, j ∈ {1, . . . , s} mit i ≤ j. Also
sind die Mengen Obs (i, j) nicht leer für i, j ∈ {1, . . . , s} mit i ≤ j. Darüber hinaus gilt mit
oi,j (li, ri; lj, rj) ∈ Obs (i, j) stets auch oi,j (wli, riw′;wlj, rjw′) ∈ Obs (i, j) für w,w′ ∈ X?
mit ww′ 6= 1. Obstruktionen dieser Form und der Form oi,j (Lwσ (gj)w, 1; 1, wLwσ (gi))
oder oi,j (1, wLwσ (gj) ;Lwσ (gi)w, 1) nennen wir nach [57] triviale Obstruktionen. Mit-
hilfe der eben definierten Obstruktionen und S-Polynome ist es möglich, die folgende
Charakterisierung von Gröbner-Basen aufzustellen.
Satz 3.3.23. Sei GB = {g1, . . . , gs} ⊆ K〈X〉 \ {0} eine Menge von Polynomen, die das
Ideal I = 〈GB〉 erzeugen. Dann sind die folgenden Eigenschaften äquivalent:
(i) GB ist eine σ-Gröbner-Basis von I.
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(ii) Für jede Obstruktion oi,j (li, ri; lj, rj) ∈ ⋃1≤i≤j≤sObs (i, j) hat das S-Polynom
Si,j (li, ri; lj, rj) eine Darstellung
Si,j (li, ri; lj, rj) =
m∑
k=1
cklkgikrk,
für die ck ∈ K, lk, rk ∈ X? und gik ∈ GB für 1 ≤ k ≤ m gilt und zusätzlich
Lwσ (lkgikrk) <σ Lwσ (ligiri)
erfüllt ist, falls ck 6= 0 gilt für ein k ∈ {1, . . . ,m}.
Beweis. Siehe [66, Abschnitt 5.3] und [91, Beweis zu Proposition 4.1.2]. 
Die Darstellung von Si,j (li, ri; lj, rj) in Punkt (ii) nennen wir schwache Gröbner-
Darstellung von Si,j (li, ri; lj, rj) bezüglich GB. Diese Bezeichnung richtet sich unter
anderem nach [66, Kapitel 5]. Bevor wir das Kriterium von Buchberger formulieren,
betrachten wir die Menge Obs (i, j) aller Obstruktionen von gi und gj für i, j ∈ {1, . . . , s}
mit i ≤ j genauer. Aufgrund der Existenz der trivialen Obstruktionen enthält jede
dieser Mengen unendlich viele Obstruktionen. Für die trivialen Obstruktionen der Form
oi,j (wli, riw′;wlj, rjw′) ∈ Obs (i, j) für w,w′ ∈ X? mit ww′ 6= 1 und oi,j (li, ri; lj, rj) ∈
Obs (i, j) existiert das folgende Lemma.
Lemma 3.3.24. Falls für das S-Polynom von oi,j (li, ri; lj, rj) ∈ Obs (i, j) eine schwache
Gröbner-Darstellung bezüglich GB existiert, so hat auch das S-Polynom von
oi,j (wli, riw′;wlj, rjw′) ∈ Obs (i, j) für w,w′ ∈ X? mit ww′ 6= 1 eine schwache Gröbner-
Darstellung bezüglich GB.
Beweis. Siehe [57, Beweis zu Lemma 2.7]. 
Für die trivialen Obstruktionen der Form oi,j (Lwσ (gj)w, 1; 1, wLwσ (gi)) und
oi,j (1, wLwσ (gj) ;Lwσ (gi)w, 1) in Obs (i, j) definieren wir zunächst den Begriff der Über-
lappung, um in Lemma 3.3.26 einen Umgang mit diesen trivialen Obstruktionen zu
beschreiben.
Definition 3.3.25. Sei GB = {g1, . . . , gs} ⊆ K〈X〉 \ {0} für s > 0.
(i) Seien a, b ∈ X?. Existieren w,w′, w′′ ∈ X? mit w 6= 1, für die a = w′w und b = ww′′,
a = ww′ und b = w′′w, a = w und b = w′ww′′ oder a = w′ww′′ und b = w gilt, so
sagen wir, dass a und b eine Überlappung in w haben. Sonst sagen wir, dass a und
b keine Überlappung haben.
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(ii) Sei oi,j (li, ri; lj, rj) ∈ Obs (i, j) eine Obstruktion. Haben Lwσ (gi) und Lwσ (gj)
eine Überlappung in w ∈ X? \ {1} in dem Wort liLwσ (gi) ri, so sagen wir, dass
oi,j (li, ri; lj, rj) eine Überlappung in w hat. Sonst sagen wir, dass oi,j (li, ri; lj, rj)
keine Überlappung hat.
Lemma 3.3.26. Hat die Obstruktion oi,j (li, ri; lj, rj) ∈ Obs (i, j) keine Überlappung, so
existiert für Si,j (li, ri; lj, rj) eine schwache Gröbner-Darstellung bezüglich GB.
Beweis. Siehe [66, Beweis zu Lemma 5.4]. 
Mit den Lemmata 3.3.24 und 3.3.26 ist es möglich, bei der Verallgemeinerung des
Algorithmus von Buchberger die trivialen Obstruktionen nicht zu betrachten. Dazu wird die
Menge der nicht-trivialen Obstruktionen definiert, welche endlich ist für i, j ∈ {1, . . . , s}
mit i ≤ j (vgl. [91, Abschnitt 4.1]).
Definition 3.3.27. Sei GB = {g1, . . . , gs} ⊆ K〈X〉 \ {0} für s > 0 und seien i, j ∈
{1, . . . , s} mit i < j. Eine Obstruktion in Obs (i, j) heißt nicht-trivial, wenn sie eine
Überlappung hat und von der Form oi,j (li, 1; 1, rj), oi,j (1, ri; lj, 1), oi,j (li, ri; 1, 1) oder
oi,j (1, 1; lj, rj) ist für li, ri, lj, rj ∈ X?. Eine Selbst-Obstruktion in Obs (i, i) heißt nicht-
trivial, wenn sie eine Überlappung hat und von der Form oi,j (1, ri; li, 1) ist für li, ri ∈
X? \ {0}. Die Menge aller nicht-trivialen Obstruktionen von gi und gj für i, j ∈ {1, . . . , s}
mit i ≤ j bezeichnen wir mit NTObs (i, j).
Lemma 3.3.28. Für i, j ∈ {1, . . . , s} mit i ≤ j gilt |NTObs (i, j)| <∞.
Beweis. Siehe [91, Beweis zu Lemma 4.1.12]. 
Das folgende Beispiel führt Beispiel 3.3.10 weiter und illustriert den Umgang mit
Obstruktionen (vgl. [66, Beispiel 5.10]).
Beispiel 3.3.29. Für die Polynome g1 = bab− a und g2 = aba− a in Q〈a, b〉 betrachten
wir Selbst-Obstruktionen sowohl von g1 als auch von g2 und Obstruktionen von g1 und g2.
• Die Selbst-Obstruktionen {±o1,1 (1, wbab; babw, 1) | w ∈ {a, b}?} von g1 haben keine
Überlappung, da Lwllex (g1) = bab keine Überlappung mit sich selbst hat in dem
Wort 1Lwllex (g1)wbab = babwbab für w ∈ {a, b}?.
• Die Selbst-Obstruktionen {±o1,1 (w1, abw2;w1ba, w2) | w1, w2 ∈ {a, b}?} von g1 haben
eine Überlappung, da Lwllex (g1) = bab eine Überlappung in b mit sich selbst hat in
dem Wort w1Lwllex (g1) abw2 = w1bababw2 für w1, w2 ∈ {a, b}?.
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• Die Selbst-Obstruktionen {±o2,2 (1, waba; abaw, 1) | w ∈ {a, b}?} von g2 haben keine
Überlappung, da Lwllex (g2) = aba keine Überlappung mit sich selbst hat in dem
Wort 1Lwllex (g2)waba = abawaba für w ∈ {a, b}?.
• Die Selbst-Obstruktionen {±o2,2 (w1, baw2;w1ab, w2) | w1, w2 ∈ {a, b}?} von g2 haben
eine Überlappung, da Lwllex (g2) = aba eine Überlappung in a mit sich selbst hat in
dem Wort w1Lwllex (g2) baw2 = w1ababaw2 für w1, w2 ∈ {a, b}?.
• Die Obstruktionen {o1,2 (1, waba; babw, 1) | w ∈ {a, b}?} von g1 und g2 haben keine
Überlappung, da Lwllex (g1) = bab keine Überlappung mit Lwllex (g2) = aba hat in
dem Wort 1Lwllex (g1)waba = babwaba für w ∈ {a, b}?.
• Die Obstruktionen {o1,2 (abaw, 1; 1, babw) | w ∈ {a, b}?} von g1 und g2 haben keine
Überlappung, da Lwllex (g1) = bab keine Überlappung mit Lwllex (g2) = aba hat in
dem Wort abawLwllex (g1) 1 = abawbab für w ∈ {a, b}?.
• Die Obstruktionen {o1,2 (w1, aw2;w1b, w2) | w1, w2 ∈ {a, b}?} von g1 und g2 haben
eine Überlappung, da Lwllex (g1) = bab eine Überlappung in ab mit Lwllex (g2) = aba
hat in dem Wort w1Lwllex (g1) aw2 = w1babaw2 für w1, w2 ∈ {a, b}?.
• Die Obstruktionen {o1,2 (w1a, w2;w1, bw2) | w1, w2 ∈ {a, b}?} von g1 und g2 haben
eine Überlappung, da Lwllex (g1) = bab eine Überlappung in ba mit Lwllex (g2) = aba
hat in dem Wort w1aLwllex (g1)w2 = w1ababw2 für w1, w2 ∈ {a, b}?.
Aus den bisherigen Überlegungen ergibt sich:
• NTObs (1, 1) = {o1,1 (1, ab; ba, 1)},
• NTObs (2, 2) = {o2,2 (1, ba; ab, 1)},
• NTObs (1, 2) = {o1,2 (1, a; b, 1) , o1,2 (a, 1; 1, b)}.
Nun ist es möglich, das Kriterium von Buchberger in Korollar 3.3.30 als weitere
Charakterisierung von Gröbner-Basen aufzustellen. Im Anschluss wird die Prozedur von
Buchberger in Theorem 3.3.31 vorgestellt, um Gröbner-Basen für Ideale in freien Mo-
noidringen zu berechnen. Dabei handelt es sich um eine Prozedur, die im Allgemeinen nicht
terminiert. Denn Gröbner-Basen von Idealen in freien Monoidringen können unendlich sein
(vgl. z. B. Beispiel 3.3.21). Die Prozedur findet sich in [66, Abschnitt 5.4]; eine vorherige
Version, die nicht nur die nicht-trivialen Obstruktionen berücksichtigt, ist in [65, Prozedur
3.8] zu finden. Die hier wiedergegebenen Versionen des Kriteriums und der Prozedur von
Buchberger stammen aus [91, Proposition 4.1.13 und Theorem 4.1.14].
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Korollar 3.3.30. (Kriterium von Buchberger) Sei GB = {g1, . . . , gs} ⊆ K〈X〉 \ {0} eine
endliche Menge von Polynomen und I = 〈GB〉 ⊆ K〈X〉 das von GB erzeugte Ideal.
Zusätzlich sei GB = (g1, . . . , gs) ∈ (K〈X〉 \ {0})s das entsprechende Tupel. Dann sind die
folgenden Eigenschaften äquivalent:
(i) GB ist eine σ-Gröbner-Basis von I.
(ii) Für jede Obstruktion oi,j (li, ri; lj, rj) ∈ ⋃1≤i≤j≤sNTObs (i, j) gilt
Nrσ,GB (Si,j (li, ri; lj, rj)) = 0.
Beweis. (vgl. [91, Beweis zu Proposition 4.1.13]) Die Aussage folgt direkt aus Satz 3.3.23
und den Lemmata 3.3.24 und 3.3.26. Denn es reicht mit den Aussagen der beiden Lemmata
aus, die nicht-trivialen Obstruktionen zu betrachten. 
Theorem 3.3.31. (Prozedur von Buchberger) Sei GB = {g1, . . . , gs} ⊆ K〈X〉 \ {0} eine
endliche Menge von Polynomen und I = 〈GB〉 ⊆ K〈X〉 das von GB erzeugte Ideal.
Zusätzlich sei GB = (g1, . . . , gs) ∈ (K〈X〉 \ {0})s das entsprechende Tupel. Führe die
folgenden Schritte aus:
1. Setze k = s und B = ⋃1≤i≤j≤k NTObs (i, j).
2. Gilt B = ∅, so gebe GB aus und stoppe. Sonst wähle mit einer fairen Strategie eine
Obstruktion oi,j (li, ri; lj, rj) ∈ B und lösche sie aus B.
3. Berechne das S-Polynom S = Si,j (li, ri; lj, rj) und den normalen Rest Nrσ,GB (S).
Gilt Nrσ,GB (S) = 0, kehre zu Schritt 2. zurück.
4. Setze k = k + 1, füge gk = Nrσ,GB (S) an das Tupel GB an und füge die Menge der
Obstruktionen ⋃1≤i≤k NTObs (i, k) zu B hinzu. Kehre zu Schritt 2. zurück.
Diese Prozedur berechnet eine σ-Gröbner-Basis GB von I. Existiert für I eine endliche
σ-Gröbner-Basis, so endet die Prozedur nach einer endlichen Anzahl von Schritten und
das Ergebnis GB ist eine endliche σ-Gröbner-Basis von I.
Beweis. Siehe [66, Kapitel 5] und [91, Beweis zu Theorem 4.1.14]. 
Mit dem Begriff der fairen Strategie in Punkt 2. der Prozedur in Theorem 3.3.31 ist
eine Strategie zur Auswahl der Obstruktion gemeint, die garantiert, dass jede Obstruktion
in der Menge B tatsächlich während der Prozedur ausgewählt wird. Als Auswahlstrategie
kann z. B. die Strategie gewählt werden, bei der die Obstruktion oi,j (li, ri; lj, rj) ∈ Fs \{0}
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gewählt wird, für die liLwσ (gi) ri = ljLwσ (gj) rj minimal ist bezüglich σ (vgl. [66, Kapitel
6]). Andere Möglichkeiten sind es, unter den Obstruktionen, deren S-Polynome minimalen
Grad haben, die Obstruktion oi,j (li, ri; lj, rj) ∈ Fs \ {0} zu wählen, für die liLwσ (gi) ri =
ljLwσ (gj) rj minimal ist bezüglich σ (vgl. [91, Bemerkung 4.3.23]) oder deren S-Polynom
das minimale Leitwort bezüglich σ hat (vgl. [57, Kapitel 4]).
Beispiel 3.3.32. Wir führen die Beispiele 3.3.10 und 3.3.29 weiter. Sei also Q〈a, b〉,
I = 〈g1, g2〉 mit g1 = bab − a und g2 = aba − a und llex die gewählte Wortordnung
mit a >llex b. Als Auswahlstrategie wählen wir die Strategie, bei der die Obstruktion
oi,j (li, ri; lj, rj) gewählt wird, für die liLwllex (gi) ri = ljLwllex (gj) rj minimal ist bezüglich
llex. Zu Beginn der Prozedur von Buchberger wird GB = (g1, g2) und
B = {o1,1 (1, ab; ba, 1) , o2,2 (1, ba; ab, 1) , o1,2 (1, a; b, 1) , o1,2 (a, 1; 1, b)}
gesetzt. Es wird die Obstruktion o1,2 (1, a; b, 1) ausgewählt und aus B entfernt, da
liLwllex (gi) ri = baba minimal ist bezüglich llex unter den Worten liLwllex (gi) ri für die
Obstruktionen in B. Es ist Nrllex,GB (S1,2 (1, a; b, 1)) = −a2 + ba und g3 = −a2 + ba
wird an GB angefügt. Die Menge ⋃1≤i≤3 NTObs (i, 3) wird zu B hinzugefügt. In einem
nächsten Schritt wird die Obstruktion o3,3 (1, a; a, 1) ausgewählt und aus B entfernt. Hier
gilt Nrllex,GB (S3,3 (1, a; a, 1)) = −b2a + a und g4 = −b2a + a wird an GB angefügt. Die
Menge ⋃1≤i≤4 NTObs (i, 4) wird zu B hinzugefügt. Als nächstes wird die die Obstruktion
o1,4 (b, 1; 1, b) ausgewählt und aus B entfernt. Es ist Nrllex,GB (S1,4 (b, 1; 1, b)) = ab − ba,
g5 = ab− ba wird an GB angefügt und die Menge ⋃1≤i≤5 NTObs (i, 5) zu B hinzugefügt.
Da die Normalformen aller Obstruktionen in B bezüglich GB und llex nun gleich 0 sind,
ist GB = (g1, g2, g3, g4, g5) eine llex-Gröbner-Basis von I. Wählen wir für alle Polynome in
GB den leitenden Koeffizienten positiv, ergibt sich die bereits in Beispiel 3.3.10 angegebene
llex-Gröbner-Basis {bab− a, aba− a, a2 − ba, b2a− a, ab− ba} von I.
Auch falls für das Ideal I keine endliche Gröbner-Basis existiert oder keine endliche
Gröbner-Basis in angemessener Zeit berechnet werden kann, besteht die Möglichkeit,
weitere Berechnungen durchzuführen und Ergebnisse zu erzielen. Während der Prozedur
von Buchberger in Theorem 3.3.31 ist das Tupel GB stets ein Erzeugendensystem des
Ideals I. Jedes dieser Tupel nennen wir partielle σ-Gröbner-Basis von I. Als Beispiel
für die Anwendung partieller Gröbner-Basen sei hier das Wortproblem 2.1.28 genannt.
Wie in diesem Abschnitt bereits aufgezeigt wurde, ist es möglich, das Wortproblem in das
Ideal-Zugehörigkeitsproblems 2.1.30 für Ideale in freien Monoidringen umzuwandeln.
Sei f ∈ K〈X〉 \ {0}. Wir berechnen den normalen Rest Nrσ,GB (f) bezüglich einer
Wortordnung σ und einer partiellen σ-Gröbner-Basis GB eines Ideals I ⊆ K〈X〉
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mithilfe des Divisions-Algorithmus 3.3.12. Erhalten wir als Ergebnis 0, so gilt nach
Satz 3.3.11 bereits f ∈ I. Sonst berechnen wir mit der Prozedur von Buchberger
eine weitere partielle σ-Gröbner-Basis und berechnen erneut den normalen Rest
bezüglich dieser Basis (vgl. [91, Bemerkung 4.1.16]).
Sei nun G = 〈x1, . . . , xk | r1 = . . . = rs = 1〉 eine endlich präsentierte Gruppe. Für den
Gruppenring K〈G〉 von G über dem Körper K (vgl. Bemerkung 2.1.40) gilt nach Satz
2.1.42
K〈G〉 ∼= K〈X ∪X−1〉/I,
wobei I ⊆ K〈X ∪X−1〉 das von der Menge
{ri − 1, xjx−1j − 1, x−1j xj − 1 | 1 ≤ i ≤ s, 1 ≤ j ≤ k}
erzeugte Ideal ist. Um die Berechnung von Gröbner-Basen in freien Monoidringen für den
Nachweis der Endlichkeit von G nutzen zu können, betrachten wir allgemein Quotienten-
ringe der Form K〈X〉/I für den freien Monoidring K〈X〉 über dem Alphabet X =
{x1, . . . , xn} und für ein endlich erzeugtes Ideal I ⊆ K〈X〉, I 6= 〈0〉. Es ist möglich,
die K-Algebra K〈X〉/I als K-Vektorraum zu betrachten und die Frage nach einer K-Basis
und damit nach der K-Dimension dimK (K〈X〉/I) dieses Vektorraums zu stellen, d. h.
nach der Anzahl der Elemente in einer K-Basis (vgl. [91, Abschnitt 6.3]). Mithilfe der
Gröbner-Basen kann Macaulay’s Basis-Theorem (vgl. Satz 3.3.5) in die folgende Version
umformuliert werden.
Korollar 3.3.33. [91] Sei I ⊆ K〈X〉, I 6= 〈0〉 ein Ideal und σ eine Wortordnung auf X?.
Zusätzlich sei GB eine Gröbner-Basis von I. B ⊆ X? sei die Menge der normalen Worte
modulo I bezüglich σ, d. h. die Menge aller Worte, die kein Vielfaches eines Wortes in
{Lwσ (g) | g ∈ GB} sind. Dann bilden die Restklassen der Elemente in B eine K-Basis
von K〈X〉/I.
Beweis. Die Aussage folgt direkt aus Satz 3.3.5 und der Definition der Gröbner-Basen
3.3.8 (vgl. [91, Lemma 6.3.7]). 
Es gilt also dimK (K〈X〉/I) = |B|. Um unter bestimmten Voraussetzungen die Anzahl
der Elemente in der Menge B bestimmen zu können, wird zunächst eine Filtrierung
von K〈X〉, betrachtet als K-Algebra, und damit eine Filtrierung von K〈X〉/I eingeführt.
Für i ∈ N sei dazu Fi der K-Untervektorraum von K〈X〉, der von der Menge der Worte
mit einer Länge kleiner oder gleich i erzeugt wird. Dabei ist ein K-Untervektorraum eine
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Teilmenge eines K-Vektorraumes, die selbst ein K-Vektorraum ist. Also ist
Fi = ⊕id=0K〈X〉d.
Es gilt K〈X〉 = ⋃i∈NFi und Fi · Fj ⊆ Fi+j für alle i, j ∈ N. F = {Fi | i ∈ N} bildet
eine Filtrierung von K〈X〉, die wir Längen-Filtrierung von K〈X〉 nennen. Die Längen-
Filtrierung von K〈X〉 induziert die Filtrierung F = {Fi/ (Fi ∩ I) | i ∈ N} von K〈X〉/I,
die wir Längen-Filtrierung von K〈X〉/I nennen. Hierbei gilt dimK (Fi/ (Fi ∩ I)) <∞ und
es ist möglich, die folgende Definition der totalen Hilbertfunktion von K〈X〉/I aufzustellen.
Damit kann die Hilbertfunktion von K〈X〉/I definiert werden und damit für endlich
präsentierte Gruppen die Hilbert-Dehn-Funktion, deren Bezeichnung von Kreuzer stammt.
Definition 3.3.34. Sei I ein endlich erzeugtes Ideal in K〈X〉 und {Fi/ (Fi ∩ I) | i ∈ N}
die Längen-Filtrierung von K〈X〉/I.
(i) Die Funktion Hf tK〈X〉/I : N→ N gegeben durch
Hf tK〈X〉/I (i) = dimK (Fi/ (Fi ∩ I))
heißt totale Hilbertfunktion von K〈X〉/I.
(ii) Die Funktion HfK〈X〉/I : N→ N gegeben durch
HfK〈X〉/I (i) = Hf tK〈X〉/I (i)−Hf tK〈X〉/I (i− 1)
heißt Hilbertfunktion von K〈X〉/I.
(iii) Für eine endlich präsentierte Gruppe G mit K〈G〉 ∼= K〈X〉/I heißt die Funktion
HDK〈G〉 (i) = HfK〈X〉/I (i) Hilbert-Dehn-Funktion von G.
Es gilt also dim (K〈X〉/I) = limi→∞Hf tK〈X〉/I (i). Um die Werte der totalen Hilbert-
funktion von K〈X〉/I berechnen zu können, kann eine Gröbner-Basis GB von I bezüglich
einer längen-verträglichen Wortordnung σ genutzt werden. Bezug nehmend auf die Um-
formulierung von Macaulay’s Basis-Theorem in Korollar 3.3.33 stellt der folgende Satz
eine Beziehung zwischen der Menge B der normalen Worte modulo I bezüglich σ und der
totalen Hilbertfunktion her.
Satz 3.3.35. [91] Sei I ⊆ K〈X〉, I 6= 〈0〉 ein endlich erzeugtes Ideal, σ eine längen-
verträgliche Wortordnung auf X? und GB ⊆ K〈X〉 \ {0} eine σ-Gröbner-Basis von I.
B ⊆ X? sei die Menge aller Worte, die keine Vielfachen eines Wortes in {Lwσ (g) |
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g ∈ GB} sind. Mit B≤i bezeichnen wir die Menge aller Worte in B mit einer Länge kleiner
oder gleich i. Dann gilt
Hf tK〈X〉/I (i) = |B≤i|.
Beweis. (vgl. [91, Beweis zu Proposition 6.3.10]) Analog zu [56, Beweis zu Proposition
5.6.3.a] ist es möglich, zu zeigen, dass die Restklassen der Worte in B≤i eine Basis des
K-Vektorraums Fi/ (Fi ∩ I) bilden, da nach Korollar 3.3.33 die Restklassen der Worte in
B eine Basis von K〈X〉/I bilden. 
Es existiert der folgende Algorithmus, um die Werte der totalen Hilbertfunktion von
K〈X〉/I zu berechnen. Dazu wird vorausgesetzt, dass für I eine endliche σ-Gröbner-Basis
gegeben ist bezüglich einer längen-verträglichen Wortordnung σ. Der Algorithmus baut
auf dem Ergebnis in Satz 3.3.35 auf.
Korollar 3.3.36. [91] Sei I ⊆ K〈X〉, I 6= 〈0〉 ein endlich erzeugtes Ideal, σ eine längen-
verträgliche Wortordnung auf X? und GB ⊆ K〈X〉 \ {0} eine endliche σ-Gröbner-Basis
von I. Sei n ∈ N. Führe die folgenden Schritte aus:
1. Setze d = 0, B = {1} und Hf t (d) = 1.
2. Gilt d = n, so gebe die Folge
Hf t (0) , Hf t (1) , . . . , Hf t (n)
aus.
3. Ersetze B durch die Menge {w · x | w ∈ B, x ∈ X} und entferne aus B alle Worte
w ∈ B, die ein Vielfaches eines Wortes in Fd+1 ∩ Lwσ (GB) sind.
4. Gilt B = ∅, so gebe die Folge
Hf t (0) , Hf t (1) , . . . , Hf t (d) , Hf t (d+ 1) , . . . , Hf t (n)
aus, für die Hf t (d+ 1) = . . . = Hf t (n) = Hf t (d) gilt. Sonst setze Hf t (d+ 1) =
Hf t (d) + |B| und d = d+ 1. Gehe zurück zu Schritt 2.
Diese Schritte bilden einen Algorithmus, der die Folge
Hf t (0) , Hf t (1) , . . . , Hf t (n)
ausgibt. Dabei entsprechen diese Werte den Werten der totalen Hilbertfunktion Hf tK〈X〉/I .
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Beweis. (vgl. [91, Beweis zu Korollar 6.3.11]) Die Aussage folgt direkt aus Satz 3.3.35.
Denn es werden die Elemente in dem Ordnungsideal Oσ (I) der Länge nach berechnet.
d ist streng monoton wachsend bis d = n oder B = ∅ gilt. 
Gibt der Algorithmus in Korollar 3.3.36 in Schritt 4. ein Ergebnis aus, so wird
Hf t (d) stationär. Damit ist die K-Dimension dimK (K〈X〉/I) endlich. Also berechnet
der Algorithmus in diesem Fall für n groß genug die K-Dimension dimK (K〈X〉/I) =
Hf tK〈X〉/I (n) (vgl. [91, Bemerkung 6.3.12]).

4 Verallgemeinerte Dreiecks- und
Tetraedergruppen
Die verallgemeinerten Dreiecks- und Tetraedergruppen wurden bereits in Beispiel 2.1.22
definiert. Wir betrachten also in diesem Kapitel verallgemeinerte Dreiecksgruppen, d. h.
Gruppen mit einer Präsentierung
〈
a, b | al = bm = W p1 (a, b) = 1
〉
,
für die l,m, p ≥ 2 gilt und W1 (a, b) ein zyklisch reduziertes Wort in dem freien Produkt
von a und b ist, welches sowohl a als auch b enthält und keine echte Potenz ist. Ebenfalls
betrachten wir verallgemeinerte Tetraedergruppen, d. h. Gruppen mit einer Präsentierung
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
,
für die l,m, n, p, q, r ≥ 2 gilt und Wi (x, y) , i = 1, 2, 3 ein zyklisch reduziertes Wort in
dem freien Produkt von x und y ist, welches sowohl x als auch y enthält und keine echte
Potenz ist. Es existiert eine Reihe von Arbeiten, die sich mit der Endlichkeit und der
Tits-Alternative für verallgemeinerte Dreiecksgruppen (vgl. z. B [4, 6, 34, 37, 46, 47, 49,
50, 51, 59, 61, 75]) und verallgemeinerte Tetraedergruppen (vgl. z. B [23, 27, 28, 29, 32,
33, 37, 41, 42, 48, 80]) beschäftigen. Die bereits bekannten Resultate zur Endlichkeit und
Tits-Alternative für verallgemeinerte Dreiecksgruppen werden in Abschnitt 4.1 präsentiert;
Abschnitt 4.2 enthält zum einen die Resultate für verallgemeinerte Tetraedergruppen.
Diese Aussagen werden in den folgenden Kapiteln genutzt, um die Tits-Alternative für
verallgemeinerte P.-V.-Gruppen unter bestimmten Voraussetzungen nachzuweisen. Für
eine Übersicht und eine detaillierte Betrachtung der verallgemeinerten Dreiecks- und
Tetraedergruppen und ihrer linearen Eigenschaften, wie z. B. der Tits-Alternative, sei auf
[37] verwiesen. Zum anderen ist zusammengestellt, unter welchen Voraussetzungen sich
neuere Ergebnisse bezüglich der Tits-Alternative für verallgemeinerte Dreiecksgruppen
auf verallgemeinerte Tetraedergruppen erweitern lassen (vgl. Korollar 4.2.17). Mit den
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neueren Ergebnissen sind an dieser Stelle die Resultate von Barkovich, Beniash-Kryvets,
Howie und Williams (vgl. Theoreme 4.1.4, 4.1.6, 4.1.7, 4.1.9, 4.1.11 bzw. [4, 7, 47, 50, 51])
gemeint.
4.1 Die Tits-Alternative für verallgemeinerte
Dreiecksgruppen
Wir betrachten verallgemeinerte Dreiecksgruppen, die eine Verallgemeinerung von gewöhn-
lichen Dreiecksgruppen darstellen, d. h. von Gruppen mit einer Präsentierung
〈
a, b | al = bm = (ab)p = 1
〉
mit l,m, p ≥ 2. Für ein Dreieck D in der hyperbolischen, euklidischen oder sphärischen
Ebene mit den Winkeln pi/l, pi/m, pi/p für ganze Zahlen l,m, p ≥ 2 erzeugen die Spiegelungen
an den Seiten von D eine Gruppe von Isometrien. Die Untergruppe vom Index 2 der
orientierungstreuen Isometrien ist isomorph zu der gewöhnlichen Dreiecksgruppe mit der
Präsentierung
〈
a, b | al = bm = (ab)p = 1
〉
. Die gewöhnlichen Dreiecksgruppen erfüllen die
Tits-Alternative; es ist wohl bekannt, dass sie isomorph zu Untergruppen der PSL (2,C)
sind. Es ist ebenfalls bekannt, in welchen Fällen gewöhnliche Dreiecksgruppen endlich sind
(vgl. z. B. [6, S. 25] oder [37, S. 169f]):
Satz 4.1.1. Die gewöhnliche Dreiecksgruppe G mit der Präsentierung
〈
a, b | al = bm = (ab)p = 1
〉
ist endlich, falls 1/l + 1/m + 1/p > 1 gilt, und unendlich, falls 1/l + 1/m + 1/p ≤ 1 gilt. 
Für verallgemeinerte Dreiecksgruppen existiert eine vollständige Klassifikation der
endlichen unter ihnen. Dazu wird der Begriff der Äquivalenz von verallgemeinerten Drei-
ecksgruppen benötigt:
Wir nennen zwei WorteW1 undW2 in Zl×Zm äquivalent (vgl. z. B. [49, S. 3614]), falls
wir das eine in das andere überführen können durch eine Folge der folgenden Operationen:
• Zyklische Permutation,
• Invertierung,
• Automorphismen von Zl oder Zm,
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• Vertauschen der freien Faktoren, falls l = m gilt.
Sind zwei Worte äquivalent, so nennen wir auch die entsprechenden verallgemeinerten
Dreiecksgruppen äquivalent. Es ist offensichtlich, dass äquivalente Gruppen isomorph sind.
Die vollständige Klassifikation der endlichen verallgemeinerten Dreiecksgruppen
(vgl. [49, Theorem 1.1] und [59]) besagt, dass es für eine endliche verallgemeinerte Drei-
ecksgruppe G bis auf Äquivalenz lediglich 14 mögliche Präsentierungen gibt, falls G
keine gewöhnliche Dreiecksgruppe ist. Bezüglich der Tits-Alternative für verallgemeinerte
Dreiecksgruppen hat Rosenberger die folgende Vermutung aufgestellt.
Vermutung 4.1.2. [75] Die Tits-Alternative gilt für verallgemeinerte Dreiecksgruppen.
Der Nachweis dieser Vermutung wurde bis auf drei Fälle erbracht. Viele Mathe-
matikerinnen und Mathematiker haben sich in ihren Arbeiten mit dem Nachweis der
Tits-Alternative für verallgemeinerte Dreiecksgruppen in Spezialfällen beschäftigt. Die
Ergebnisse dazu finden sich in [37, Theorem 7.3.1]; eine um die neueren Ergebnisse ergänzte
Übersicht ist in [47] nachzulesen. Im Ergebnis ist die Tits-Alternative für verallgemeinerte
Dreiecksgruppen mit einer Präsentierung
〈
a, b | al = bm = W p1 (a, b) = 1
〉
,
für die l,m, p ≥ 2 gilt undW1 (a, b) ein zyklisch reduziertes Wort in dem freien Produkt von
a und b ist, welches sowohl a als auch b enthält und keine echte Potenz ist, nachgewiesen
bis auf die Fälle
l = p = 2 und m ∈ {3, 4, 5} ,
wobei für W1 (a, b) = abβ1 . . . abβk , 0 < βi < m für 1 ≤ i ≤ k hier k > 4 angenommen
werden kann. An dieser Stelle seien nur einige Ergebnisse genannt. Unter bestimmten
Voraussetzungen ist es möglich, diese Ergebnisse in einigen Fällen auf verallgemeinerte
Tetraedergruppen zu erweitern. Baumslag, Morgan und Shalen wiesen zunächst die Existenz
einer nicht abelschen freien Untergruppe vom Rang 2 in verallgemeinerten Dreiecksgruppen
mit einer Präsentierung 〈
a, b | al = bm = W p1 (a, b) = 1
〉
für 1/l + 1/m + 1/p < 1 nach (vgl. [6, Theorem B]). Für p ≥ 3 gilt die Tits-Alternative nach
[34, Abschnitt 2]; Nachweise der Tits-Alternative für die Blocklängen k = 1, 2, 3, 4 von
W1 (a, b) finden sich in [34, 61, 75]. Howie wies das folgende Theorem nach.
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Theorem 4.1.3. [46] Sei
G =
〈
a, b | al = bm = W p1 (a, b) = 1
〉
mit 1/l + 1/m + 1/p = 1. Dann enthält G eine nicht-abelsche freie Untergruppe vom Rang 2
außer in dem Fall, in dem W1 (a, b) äquivalent zu ab ist. In diesem Fall ist G auflösbar.
Beweis. Siehe [46, Beweis zu Theorem B]. 
Einige neuere Arbeiten beinhalten den Nachweis der Tits-Alternative für die Spezialfälle
(l,m, p) = (3, 3, 2) , (3, 4, 2) , (3, 5, 2) und (2,m, 2) für m ≥ 6. Howie bewies für (l,m, p) =
(3, 3, 2) das folgende Theorem aufbauend auf Ergebnissen für eine kurze Blocklänge der
Relation W1 (a, b) unter anderem aus [61, 75].
Theorem 4.1.4. [47] Sei
G =
〈
a, b | a3 = b3 = W 21 (a, b) = 1
〉
mit W1 (a, b) = aα1bβ1 . . . aαkbβk , 0 < αi, βi < 3 für 1 ≤ i ≤ k. Dann erfüllt G die
Tits-Alternative.
Beweis. Siehe [47, Beweis zu Theorem 3.3]. 
Bemerkung 4.1.5. In Theorem 4.1.4 enthält G eine nicht-abelsche freie Untergruppe
vom Rang 2 außer in den folgenden Fällen (bis auf Äquivalenz), in denen G endlich ist:
1. G =
〈
a, b | a3 = b3 = (ab)2 = 1
〉
,
2. G =
〈
a, b | a3 = b3 = (abab2)2 = 1
〉
,
3. G =
〈
a, b | a3 = b3 = (aba2b2)2 = 1
〉
.
Sei nun (l,m, p) = (3, 4, 2). Aufbauend auf dem im folgenden Theorem präsentierten
Ergebnis von Barkovich und Beniash-Kryvets betrachteten Howie und Williams den Fall
für k gerade und bewiesen Theorem 4.1.7.
Theorem 4.1.6. [4] Sei
G =
〈
a, b | a3 = b4 = W 21 (a, b) = 1
〉
mit W1 (a, b) = aα1bβ1 . . . aαkbβk , 0 < αi < 3 und 0 < βi < 4 für 1 ≤ i ≤ k. G enthält eine
nicht-abelsche freie Untergruppe, wenn eine der folgenden Bedingungen erfüllt ist:
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(i) k ist gerade,
(ii) B = Σki=1βi ist gerade.
Beweis. Siehe [4, Beweis zu Theorem 2]. 
Theorem 4.1.7. [51] Sei
G =
〈
a, b | a3 = b4 = W 21 (a, b) = 1
〉
mit W1 (a, b) = aα1bβ1 . . . aαkbβk , 0 < αi < 3 und 0 < βi < 4 für 1 ≤ i ≤ k. Dann erfüllt G
die Tits-Alternative.
Beweis. Siehe [51, Beweis zu Main Theorem]. 
Bemerkung 4.1.8. In Theorem 4.1.7 enthält G eine nicht-abelsche freie Untergruppe
außer in dem Fall (bis auf Äquivalenz)
G =
〈
a, b | a3 = b4 = (ab)2 = 1
〉
.
In diesem Fall gilt G ∼= S4.
Für (l,m, p) = (3, 5, 2) gilt die folgende Aussage, bei deren Nachweis ebenfalls Resultate
für eine kurze Blocklänge der Relation W1 (a, b) aus [61, 75] genutzt werden.
Theorem 4.1.9. [47] Sei
G =
〈
a, b | a3 = b5 = W 21 (a, b) = 1
〉
mit W1 (a, b) = aα1bβ1 . . . aαkbβk , 0 < αi < 3 und 0 < βi < 5 für 1 ≤ i ≤ k. Dann erfüllt G
die Tits-Alternative.
Beweis. Siehe [47, Beweis zu Korollar 5.2]. 
Bemerkung 4.1.10. In Theorem 4.1.9 enthält G eine nicht-abelsche freie Untergruppe
außer für k = 1. Dann ist G endlich (vgl. Satz 4.1.1).
Für den Fall (l,m, p) = (2,m, 2) für m ≥ 6 existiert das folgende Theorem.
Theorem 4.1.11. [7, 50] Sei
G =
〈
a, b | a2 = bm = W 21 (a, b) = 1
〉
mit m ≥ 6 und W1 (a, b) = abβ1 . . . abβk , 0 < βi < m für 1 ≤ i ≤ k. Dann erfüllt G die
Tits-Alternative.
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Beweis. Siehe [7, Beweis zum Theorem] und [50, Beweis zum Main Theorem]. 
Bemerkung 4.1.12. In Theorem 4.1.11 enthält G stets eine nicht-abelsche freie Unter-
gruppe sowohl für m ≥ 7 und k ≥ 2 (vgl. [7, Theorem] und [50, Theoreme 2 und 3]) als
auch für m = 6 und k ≥ 4 (vgl. [50, Theorem 1]).
Die Aussage in Theorem 4.1.11 wurde zunächst von Beniash-Kryvets für k ≥ 7,
k 6= 10, 12, 15, 20, 30, 60 gezeigt (vgl. [7]). Die Spezialfälle k = 6, 10, 12, 15, 20, 30, 60 wurden
zum einen von Howie und Williams behandelt (vgl. [50, Main Theorem]). Die Existenz
einer nicht-abelschen freien Untergruppe vom Rang 2 für die Spezialfälle m = 6, 12, 30, 60
und k > 4 wurde zum anderen auch von Barkovich und Beniash-Kryvets nachgewiesen
(vgl. [4, Theorem 1]); die analoge Aussage für m = 10, 20 und k > 4 findet sich ebenfalls
bei Beniash-Kryvets (vgl. [8, Theorem 1]).
4.2 Die Tits-Alternative für verallgemeinerte
Tetraedergruppen
Die Definition der verallgemeinerten Tetraedergruppen ist eine Verallgemeinerung der
gewöhnlichen Tetraedergruppen. Gewöhnliche Tetraedergruppen sind Gruppen mit einer
Präsentierung
〈
a, b, c | al = bm = cn =
(
ab−1
)p
=
(
ca−1
)q
=
(
bc−1
)r
= 1
〉
,
für die l,m, n, p, q, r ≥ 2 gilt. Sei T ein Tetraeder im dreidimensionalen hyperbolischen,
euklidischen oder sphärischen Raum, für welches die Diederwinkel von der Form pi/k für eine
ganze Zahl k ≥ 2 sind. Dann erzeugen die Spiegelungen an den Seiten von T eine Gruppe
von Isometrien. Betrachten wir die Untergruppe vom Index 2 der orientierungstreuen
Isometrien, erhalten wir eine gewöhnliche Tetraedergruppe. Für die Endlichkeit gilt nach
[18, 19, 20], dass eine gewöhnliche Tetraedergruppe G mit einer Präsentierung
〈
a, b, c | al = bm = cn =
(
ab−1
)p
=
(
ca−1
)q
=
(
bc−1
)r
= 1
〉
genau dann endlich ist, wenn die Coxeter-Matrix
C =

1 − cos
(
pi
l
)
− cos
(
pi
m
)
− cos
(
pi
n
)
− cos
(
pi
l
)
1 − cos
(
pi
p
)
− cos
(
pi
q
)
− cos
(
pi
m
)
− cos
(
pi
p
)
1 − cos
(
pi
r
)
− cos
(
pi
n
)
− cos
(
pi
q
)
− cos
(
pi
r
)
1

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eine positive Determinante hat. Die gewöhnlichen Tetraedergruppen erfüllen analog zu
den gewöhnlichen Dreiecksgruppen die Tits-Alternative, da sie sich als lineare Gruppen
darstellen lassen. Darüber hinaus ist es möglich, diese Aussage explizit in Abhängigkeit
von den Ordnungen der Relationen in der Präsentierung zu beweisen (vgl. [41, Satz 2.30]
bzw. [29, Theorem 3.3]). det (C) bezeichne die Determinante der Matrix C.
Satz 4.2.1. [29, 41] Sei G eine gewöhnliche Tetraedergruppe mit der Präsentierung
〈
a, b, c | al = bm = cn =
(
ab−1
)p
=
(
ca−1
)q
=
(
bc−1
)r
= 1
〉
mit l,m, n, p, q, r ≥ 2 und sei C die dazugehörige Coxeter-Matrix. Dann gilt:
(i) Gilt det (C) < 0, so enthält G eine nicht-abelsche freie Untergruppe vom Rang 2.
(ii) Gilt det (C) = 0, so enthält G entweder eine nicht-abelsche freie Untergruppe vom
Rang 2 oder ist unendlich und besitzt eine abelsche Untergruppe von endlichem Index.
Im zweiten Fall ist G isomorph zu einer der euklidischen Gruppen
〈
a, b, c | a2 = b2 = c2 = (ab)p = (ac)q = (bc)r = 1
〉
mit 1/p + 1/q + 1/r = 1.
Beweis. Siehe [29, Beweis zu Theorem 3.3] bzw. [41, Beweis zu Satz 2.30]. 
Der Begriff der verallgemeinerten Tetraedergruppe wurde von Vinberg eingeführt
(vgl. [89, S. 1271]). Wir wollen zunächst den Begriff der Äquivalenz für verallgemeinerte
Tetraedergruppen einführen. Zwei Präsentierungen verallgemeinerter Tetraedergruppen
heißen äquivalent, wenn die eine aus der anderen durch eine Folge der folgenden Opera-
tionen entsteht (vgl. [23, S. 112f]):
• Ersetzen eines Erzeugenden x der Ordnung k durch ein neues Erzeugendes y = xα
mit k, α teilerfremd und Anpassen der Relationen.
• Permutation der Erzeugenden a, b, c.
• Sei Vi (x, y) ein zyklisch reduziertes Wort konjugiert zu Wi (x, y) für i ∈ {1, 2, 3}.
Ersetzen der Relation W ki (x, y) durch V ki (x, y) für k ∈ {p, q, r}.
• Ersetzen der Relation W ki (x, y) durch V ki (x, y) für i ∈ {1, 2, 3} und k ∈ {p, q, r},
wobei Vi (x, y) das Inverse zu Wi (x, y) ist.
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• Seien x, y Erzeugende mit den Ordnungen 2, k und α, β jeweils teilerfremd zu k.
Ersetzen von W (x, y) = (xyα)2 durch V (x, y) =
(
xyβ
)2
.
Sind zwei Präsentierungen äquivalent, nennen wir auch die entsprechenden verallgemeiner-
ten Tetraedergruppen äquivalent. Offensichtlich sind äquivalente Gruppen isomorph.
4.2.1 Bekannte Resultate
Es existiert eine vollständige Klassifikation der endlichen verallgemeinerten Tetraeder-
gruppen. Für eine endliche verallgemeinerte Tetraedergruppe G existiert bis auf Äquiva-
lenz nur eine geringe Anzahl von möglichen Präsentierungen, falls G keine gewöhnliche
Tetraedergruppe ist (vgl. [23, 28, 32, 80]). In Bezug auf die Tits-Alternative gibt es für
verallgemeinerte Tetraedergruppen die folgende Vermutung.
Vermutung 4.2.2. Die Tits-Alternative gilt für verallgemeinerte Tetraedergruppen.
Viele Arbeiten sind dem Nachweis dieser Vermutung gewidmet. Insgesamt ist die Tits-
Alternative für verallgemeinerte Tetraedergruppen nachgewiesen bis auf den Spezialfall, in
dem die verallgemeinerte Tetraedergruppe G die Präsentierung〈
a, b, c | al = bm = cn = W 21 (a, b) =
(
aγcδ
)2
=
(
bεcζ
)2
= 1
〉
hat, wobei W1 (a, b) = aα1bβ1 . . . aαkbβk mit k ≥ 3 keine echte Potenz ist und
2 ≤ l ≤ m,m ≥ 3 gilt (vgl. z. B. [27]). Auch in diesem Spezialfall ist die Tits-Alternative
bis auf wenige mögliche Kombinationen für (l,m, n) nachgewiesen. Im Folgenden werden
die Grundlagen der Untersuchung verallgemeinerter Tetraedergruppen in Bezug auf die
Tits-Alternative und die erzielten Resultate im Einzelnen dargelegt.
Jede verallgemeinerte Tetraedergruppe G mit der Präsentierung
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
hat eine Darstellung als Gruppendreieck ∆ (vgl. [33, Kapitel 2]), d. h. als Kolimes des
folgenden Diagramms von Gruppen und injektiven Gruppenhomomorphismen:
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G1
G3
A B
G2C
Dabei sind die Kantengruppen A,B,C zyklische Gruppen und die Eckengruppen
G1, G2, G3 verallgemeinerte Dreiecksgruppen. Hat nun die verallgemeinerte Tetraeder-
gruppe G eine Präsentierung der Form
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
,
so haben wir als Ecken- und Kantengruppen:
G1 = 〈x, y | xl = ym = W p1 (x, y) = 1〉 A = 〈x | xl = 1〉
G2 = 〈x, z | xl = zn = W q2 (x, z) = 1〉 B = 〈y | ym = 1〉
G3 = 〈y, z | ym = zn = W r3 (y, z) = 1〉 C = 〈z | zn = 1〉
Winkel zwischen zwei Untergruppen einer Gruppe und die Krümmung eines Dreiecks
von Gruppen sind wie folgt definiert.
Definition 4.2.3. [82] G sei eine Gruppe und A und B Untergruppen von G. Die
Inklusionen A→ G und B → G bestimmen einen Homomorphismus Φ : A ?B → G. Ist Φ
injektiv, so setzen wir den Winkel zwischen A und B bezeichnet mit (G;A,B) gleich 0.
Sonst sei (G;A,B) = pi/n, wobei 2n die minimale Länge eines Wortes in ker Φ ist.
Die Winkelsumme in einem Gruppendreieck ∆ wie oben ergibt sich also zu
Σ (∆) = (G1;A,B) + (G2;A,C) + (G3;B,C) .
Wir können somit Gruppendreiecke anhand ihrer Krümmung einteilen in hyperbolische
mit Σ (∆) < pi, euklidische mit Σ (∆) = pi und sphärische mit Σ (∆) > pi. Um für die
Gruppendreiecke, die verallgemeinerte Tetraedergruppen darstellen, die Winkelsummen
zu bestimmen, ist es möglich, das sogenannte Spelling-Theorem (vgl. [23, Theorem 3.1])
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und eine Verschärfung dieses Theorems (vgl. [48, Theorem 3.2]) zu nutzen. Dazu seien
W1 (a, b) = aα1bβ1 . . . aαk1 bβk1 ,
W2 (a, c) = aγ1cδ1 . . . aγk2cδk2 ,
W3 (b, c) = bη1cζ1 . . . bηk3cζk3
mit 1 ≤ αi, γj < l, 1 ≤ βi, ηh < m bzw. 1 ≤ δj, ζh < n für 1 ≤ i ≤ k1, 1 ≤ j ≤ k2 bzw.
1 ≤ h ≤ k3. k1, k2, k3 bezeichnen wir als Blocklängen der Worte W1, W2, W3.
Theorem 4.2.4. (Spelling-Theorem) [23] Sei G eine verallgemeinerte Dreiecksgruppe mit
der Präsentierung 〈
a, b | al = bm = W p1 (a, b) = 1
〉
mit
W1 (a, b) = aα1bβ1 . . . aαk1 bβk1 , 1 ≤ αi < l, 1 ≤ βi < m für 1 ≤ i ≤ k1.
Zusätzlich sei
V (a, b) = aϑ1bχ1 . . . aϑhbχh , 1 ≤ αi < l, 1 ≤ βi < m für 1 ≤ i ≤ h
ein nicht-triviales Wort, welches gleich 1 ist in G. Dann gilt h ≥ k1 (p− 1) + 1.
Beweis. Siehe [23, Beweis zu Theorem 3.1]. 
Theorem 4.2.5. [48] Sei G eine verallgemeinerte Dreiecksgruppe mit der Präsentierung
〈
a, b | al = bm = W p1 (a, b) = 1
〉
mit
W1 (a, b) = aα1bβ1 . . . aαk1 bβk1 , 1 ≤ αi < l, 1 ≤ βi < m für 1 ≤ i ≤ k1.
Zusätzlich sei
V (a, b) = aϑ1bχ1 . . . aϑhbχh , 1 ≤ αi < l, 1 ≤ βi < m für 1 ≤ i ≤ h
ein nicht-triviales Wort, welches gleich 1 ist in G. Dann gilt h ≥ k1p.
Beweis. Siehe [48, Beweis zu Theorem 3.2]. 
Damit erhalten wir die folgende Gleichung:
(G1;A,B) + (G2;A,C) + (G3;B,C) =
pi
pk1
+ pi
qk2
+ pi
rk3
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Wir können also die Gruppendreiecke von verallgemeinerten Tetraedergruppen in diese
drei Fälle einteilen: 
hyperbolisch für pi/pk1 + pi/qk2 + pi/rk3 < pi
euklidisch für pi/pk1 + pi/qk2 + pi/rk3 = pi
sphärisch für pi/pk1 + pi/qk2 + pi/rk3 > pi
Howie und Kopteva haben nachgewiesen, dass die Tits-Alternative für verallgemeinerte
Tetraedergruppen sowohl im euklidischen als auch im hyperbolischen Fall gilt (vgl. [48,
Theorem 1]). Dabei wurde mit der Gersten-Stallings Methode gearbeitet, d. h. mit den
oben bereits erwähnten Winkeln zwischen Untergruppen und der Darstellung als Gruppen-
dreieck.
Theorem 4.2.6. [48] Sei G eine verallgemeinerte Tetraedergruppe mit der Präsentierung
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
und ki sei die Blocklänge von Wi (x, y) für i = 1, 2, 3. Dann gilt:
(i) Im hyperbolischen Fall, also für 1/pk1 + 1/qk2 + 1/rk3 < 1, enthält G eine nicht-abelsche
freie Untergruppe.
(ii) Im euklidischen Fall, also für 1/pk1 + 1/qk2 + 1/rk3 = 1 , enthält G eine nicht-abelsche
freie Untergruppe außer im Fall (l,m, n) = (2, 2, 2). Dann hat G eine Präsentierung
G =
〈
a, b, c | a2 = b2 = c2 = (ab)p = (ca)q = (bc)r = 1
〉
und ist virtuell auflösbar.
Beweis. Siehe [48, Beweis zu Theorem 1]. 
Die Definition der verallgemeinerten Tetraedergruppen unterscheidet sich in [33] da-
hingehend von der Definition in dieser Arbeit, dass die Erzeugenden unendliche Ordnung
haben können (vgl. Bemerkung 3.2.7). Da verallgemeinerte Tetraedergruppen mit Erzeu-
genden unendlicher Ordnung bei der Untersuchung verallgemeinerter P.-V.-Gruppen in
Kapitel 5 als homomorphe Bilder vorkommen, werden einige der folgenden Aussagen auch
für diesen Fall formuliert. Sei also für Bemerkung 4.2.7, Theorem 4.2.9 und Satz 4.2.10
eine verallgemeinerte Tetraedergruppe eine Gruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
,
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für die l = 0 oder l ≥ 2, m = 0 oder m ≥ 2, n = 0 oder n ≥ 2 und p, q, r ≥ 2 gilt und
Wi (x, y) , i = 1, 2, 3 ein zyklisch reduziertes Wort in dem freien Produkt von x und y ist,
das sowohl x als auch y enthält und keine echte Potenz ist. Eine wichtige Rolle bei der
Untersuchung der verallgemeinerten Tetraedergruppen in Bezug auf die Tits-Alternative
spielen die bereits in Kapitel 3 eingeführten wesentlichen Darstellungen in die PSL (2,C)
und der Fortsetzungssatz 3.2.9, der ebenfalls für verallgemeinerte Tetraedergruppen mit
Erzeugenden unendlicher Ordnung gilt (vgl. [33, Korollar 1] und [24, Theorem 2.3]). Mithilfe
des Fortsetzungssatzes ist es möglich, eine wesentliche Darstellung einer Eckengruppe von G
in die PSL (2,C) zu einer wesentlichen Darstellung vonG zu erweitern. Zusätzlich dazu kann
mithilfe des Fortsetzungssatzes unter zusätzlichen Bedingungen die Existenz einer nicht-
abelschen freien Untergruppe nachgewiesen werden. Zum einen gilt die folgende Bemerkung
als Zusatz zum Fortsetzungssatz und zum anderen gilt der sogenannte Darstellungssatz
4.2.8.
Bemerkung 4.2.7. Seien G, G1 und ρ1 : G1 → PSL (2,C) mit a 7→ A, b 7→ B wie im
Fortsetzungssatz 3.2.9. Gilt im Fall (i) des Fortsetzungssatzes zusätzlich, dass 〈A,B〉
nicht-elementar ist, so enthält G eine nicht-abelsche freie Untergruppe vom Rang 2
(vgl. z. B. [33, Lemma 1]).
Satz 4.2.8. [33, 37, 41] Sei G eine verallgemeinerte Tetraedergruppe mit einer Präsentie-
rung 〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
,
mit l,m, n, p, q, r ≥ 2. Für G1 =
〈
a, b | al = bm = W p1 (a, b) = 1
〉
sei ρ1 : G1 → PSL (2,C)
eine wesentliche Darstellung mit ρ1 (a) = A und ρ1 (b) = B. Gilt tr [A,B] = 2 und
(n, q, r) 6= (2, 2, 2), so enthält G eine nicht-abelsche freie Untergruppe vom Rang 2.
Beweis. Siehe z. B. [41, Beweis zu Lemma 2.32]. 
Eine weitere Möglichkeit, die Existenz einer nicht-abelschen freien Untergruppe und
damit die Tits-Alternative für eine verallgemeinerte Tetraedergruppe G nachzuweisen, ist
die Konstruktion eines nicht-elementaren Bildes von G unter einer wesentlichen Darstellung
in die PSL (2,C). Dazu wird Lemma 3.2.8 genutzt. Diese Methode wird in Abschnitt
5.2 ebenfalls für den Nachweis der Tits-Alternative für verallgemeinerte P.-V.-Gruppen
angewandt.
Die Existenz nicht-abelscher freier Untergruppen in verallgemeinerten Tetraeder-
gruppen konnte unter bestimmten Bedingungen an die Exponenten in den Präsentierungen
gezeigt werden (vgl. [33, Theoreme 3,4,5]). Die im folgenden Satz nachgewiesene SQ-
Universalität wurde bereits im Kapitel Grundlagen eingeführt (vgl. Definition 2.2.4).
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Theorem 4.2.9. [33] Sei G eine verallgemeinerte Tetraedergruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
.
Sei e1 = l für l ≥ 2 und 1/e1 = 0 für l = 0; sei e2 = m für m ≥ 2 und 1/e2 = 0 für m = 0;
sei e3 = n für n ≥ 2 und 1/e3 = 0 für n = 0. Gilt
1/e1 + 1/e2 + 1/e3 + 1/p + 1/q + 1/r < 2,
so ist G SQ-universal. Damit enthält G eine nicht-abelsche freie Untergruppe vom Rang 2.
Beweis. Siehe [33, Beweis zu Theorem 3]. 
Satz 4.2.10. [33] Sei G eine verallgemeinerte Tetraedergruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
mit l ≤ m und W1 (a, b) = aα1bβ1 . . . aαk1 bβk1 , αi 6= 0, βi 6= 0, 1 ≤ αi < l, falls l ≥ 2, und
1 ≤ βi < m, falls m ≥ 2, 1 ≤ i ≤ k1. Zusätzlich gelte eine der folgenden Bedingungen:
(a) k1 ≥ 2 und es gelte eine der folgenden Bedingungen:
(i) m ≥ 4 und p ≥ 3,
(ii) m ≥ 3 und p ≥ 4,
(iii) l ≥ 3 und p ≥ 3,
(iv) l = 0 und p ≥ 3.
(b) 2 ≤ l ≤ m, k1 ≥ 1 sowie 1/l+1/m+1/p < 1 und es gelte eine der folgenden Bedingungen:
(i) (n, q, r) 6= (2, 2, 2),
(ii) (n, q, r) = (2, 2, 2) und (l,m, p) 6= (3, 8, 2) , (3, 10, 2) , (4, 5, 2) , (4, 6, 2) , (4, 8, 2)
und (5, 6, 2).
(c) l = 0, k1 ≥ 1 und (m, p) 6= (2, 2).
Dann enthält G eine nicht-abelsche freie Untergruppe.
Beweis. Siehe [33, Beweise zu den Theoremen 4 und 5] und eine Korrektur dazu in [23,
Bemerkung 2.12]. 
Bemerkung 4.2.11. Wir können in Satz 4.2.10 aus Gründen der Symmetrie W1 (a, b)
durch W2 (a, c) oder W3 (b, c) ersetzen.
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Die Tits-Alternative ist zusätzlich für verallgemeinerte Tetraedergruppen im sphäri-
schen Fall nachgewiesen, für die (p, q, r) 6= (2, 2, 2, ) gilt (vgl. [29, Theorem 1.1] und [41]).
Für (p, q, r) = (2, 2, 2) gilt die Tits-Alternative unter bestimmten Voraussetzungen, die
zum Teil aus Satz 4.2.10 abgeleitet werden können (vgl. [41, Satz 7.34]).
Theorem 4.2.12. [29] Sei G eine verallgemeinerte Tetraedergruppe mit der Präsentierung
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
mit l,m, n, p, q, r ≥ 2. Gilt (p, q, r) 6= (2, 2, 2), dann erfüllt G die Tits-Alternative.
Beweis. Siehe [29, Beweis zu Theorem 1.1] und [41]. 
Theorem 4.2.13. [41] Sei G eine verallgemeinerte Tetraedergruppe mit der Präsentierung
〈
a, b, c | al = bm = cn = W 21 (a, b) =
(
aγcδ
)2
=
(
bεcζ
)2
= 1
〉
mit l,m, n, p, q, r ≥ 2, für die W1 (a, b) = aα1bβ1 . . . aαk1 bβk1 , 1 ≤ αi, γ < l, 1 ≤ βi, ε < m
und 1 ≤ δ, ζ < n für 1 ≤ i ≤ k1 gilt und wir l ≤ m annehmen. Eine der folgenden
Bedingungen sei erfüllt:
(i) 1/l + 1/n < 1/2,
(ii) 1/m + 1/n < 1/2,
(iii) 1/l + 1/m < 1/2 und n ≥ 3,
(iv) 1/l + 1/m < 1/2 und k = 1,
(v) 1/l + 1/m < 1/2, n = 2, k ≥ 2 und (l,m) 6= (3, 8) , (3, 10) , (4, 5) , (4, 6) , (4, 8) , (5, 6).
Dann enthält G eine nicht-abelsche freie Untergruppe vom Rang 2 und erfüllt somit
insbesondere die Tits-Alternative.
Beweis. Siehe [41, Beweis zu Satz 7.34]. 
Darüber hinaus gilt die Tits-Alternative für verallgemeinerte Tetraedergruppen im
Tsaranov-Fall (vgl. [42, Theorem 1.1]). Eine verallgemeinerte Tetraedergruppe mit einer
Präsentierung der Form
〈
a, b, c | al = bm = cn = W p1 (a, b) = W q2 (a, c) = W r3 (b, c) = 1
〉
heißtTsaranov verallgemeinerte Tetraedergruppe, wennW1 (a, b) = aαbβ,W2 (a, c) =
aγcδ, W3 (b, c) = bεcζ gilt mit 1 ≤ α, γ < l, 1 ≤ β, ε < m, 1 ≤ δ, ζ < n.
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Theorem 4.2.14. [42] Sei G eine Tsaranov verallgemeinerte Tetraedergruppe. Dann
erfüllt G die Tits-Alternative.
Beweis. Siehe [42, Beweis zu Theorem 1.1]. 
Die Tits-Alternative für verallgemeinerte Tetraedergruppen konnte in [27] für einen
weiteren Spezialfall nachgewiesen werden, in dem das Wort W1 (a, b) in der Präsentierung
der verallgemeinerten Tetraedergruppe Länge 4 hat.
Theorem 4.2.15. [27] Die Tits-Alternative gilt für verallgemeinerte Tetraedergruppen der
Form 〈
a, b, c | al = bm = cn = W 21 (a, b) =
(
aγcδ
)2
=
(
bεcζ
)2
= 1
〉
,
für die W1 (a, b) = aα1bβ1aα2bβ2 für 1 ≤ α1, α2 < l, 1 ≤ β1, β2 < m, 1 ≤ γ < l, 1 ≤ ε <
m, 1 ≤ δ, ζ < n und 2 ≤ l ≤ m,m ≥ 3 gilt und W1 (a, b) keine echte Potenz ist.
Beweis. Siehe [27, Beweis zu Theorem 1.1]. 
4.2.2 Einige Verallgemeinerungen
An dieser Stelle wird zusammengefasst, inwiefern sich die neueren Resultate über die Tits-
Alternative für verallgemeinerte Dreiecksgruppen für verallgemeinerte Tetraedergruppen
erweitern lassen. Dabei werden Ergebnisse von Barkovich, Beniash-Kryvets, Howie und
Williams (vgl. Theoreme 4.1.4, 4.1.6, 4.1.7, 4.1.9, 4.1.11 bzw. [4, 7, 47, 50, 51]) genutzt.
Wir betrachten verallgemeinerte Tetraedergruppen mit einer Präsentierung〈
a, b, c | al = bm = cn = W 21 (a, b) =
(
aγcδ
)2
=
(
bεcζ
)2
= 1
〉
,
für die W1 (a, b) = aα1bβ1 . . . aαk1 bβk1 , k1 ≥ 3, 1 ≤ αi < l, 1 ≤ βi < m für 1 ≤ i ≤ k1 keine
echte Potenz ist und 2 ≤ l ≤ m, m ≥ 3 gilt. In diesen Fällen ist die Tits-Alternative für die
Spezialfälle in Theorem 4.2.13 nachgewiesen. Es wird eine Aussage darüber benötigt, unter
welchen Voraussetzungen bei einer Betrachtung einer verallgemeinerten Tetraedergruppe
G als Gruppendreieck für die Eckengruppen G1, G2, G3 eine Einbettung in G existiert
(vgl. [33, Kapitel 5]). Es gilt das folgende Theorem.
Theorem 4.2.16. [33] Sei G eine verallgemeinerte Tetraedergruppe und G1, G2, G3 die
verallgemeinerten Dreiecksgruppen, die in der Darstellung von G als Gruppendreieck die
Eckengruppen bilden. Die Gruppe Gi, i = 1, 2, 3 sei nicht metabelsch und es existiere für
Gi eine treue Darstellung in die PSL (2,C), d. h. es existiere eine Einbettung von Gi in
die PSL (2,C). Dann existiert eine Einbettung von Gi in G.
80 4 Verallgemeinerte Dreiecks- und Tetraedergruppen
Beweis. Siehe [33, Beweis zu Theorem 7]. 
Die in Abschnitt 4.1 bereitgestellten neueren Resultate zur Tits-Alternative für verallge-
meinerte Dreiecksgruppen können also in Form des folgenden Korollars für verallgemeinerte
Tetraedergruppen erweitert werden.
Korollar 4.2.17. Sei G eine verallgemeinerte Tetraedergruppe mit einer Präsentierung〈
a, b, c | al = bm = cn = W 21 (a, b) =
(
aγcδ
)2
=
(
bεcζ
)2
= 1
〉
,
für die 1 ≤ γ < l, 1 ≤ ε < m, 1 ≤ δ, ζ < n gilt und W1 (a, b) = aα1bβ1 . . . aαk1 bβk1 , k1 ≥ 3,
1 ≤ αi < l und 1 ≤ βi < m für 1 ≤ i ≤ k1 keine echte Potenz. Sei
G1 =
〈
a, b | al = bm = W 21 (a, b) = 1
〉
.
Es existiere eine Einbettung von G1 in G und eine der folgenden Bedingungen sei erfüllt:
(i) (l,m) = (3, 3),
(ii) (l,m) = (3, 4),
(iii) (l,m) = (3, 5),
(iv) l = 2 und m > 6,
(v) l = 2, m = 6 und k ≥ 4.
Dann enthält G eine nicht-abelsche freie Untergruppe vom Rang 2 und erfüllt damit
insbesondere die Tits-Alternative. Das ist insbesondere der Fall, falls für G1 eine treue
Darstellung in die PSL (2,C) existiert und eine der Bedingungen (i) bis (v) erfüllt ist.
Beweis. Aus den Theoremen 4.1.4, 4.1.6, 4.1.7, 4.1.9, 4.1.11 sowie den Bemerkungen nach
den jeweiligen Theoremen folgt, dass G1 unter den Voraussetzungen des Korollars in den
Fällen (i) bis (v) stets eine nicht-abelsche freie Untergruppe vom Rang 2 enthält, da wir
k ≥ 3 annehmen können. In Fall (v) muss k = 3 ausgeschlossen werden, da es für l = 2,
m = 6 und k = 3 möglich ist, dass G1 unendlich auflösbar ist (vgl. [61, Theorem 1]).
Existiert also in einem der Fälle (i) bis (v) eine Einbettung von G1 in G, so gilt F2 < G.
Der Zusatz folgt direkt aus Theorem 4.2.16 und daraus, dass die Gruppe G1 unter einer der
Bedingungen (i) bis (v) stets eine nicht-abelsche freie Untergruppe vom Rang 2 enthält
und damit nicht metabelsch sind. 
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Das folgende Beispiel illustriert die Anwendung von Korollar 4.2.17 in den Fällen (i),
(ii) und (iii).
Beispiel 4.2.18. Sei G eine verallgemeinerte Tetraedergruppe mit einer Präsentierung〈
a, b, c | al = bm = cn =
(
aba−1bab−1
)2
=
(
aγcδ
)2
=
(
bεcζ
)2
= 1
〉
mit (l,m) = (3, 3), (l,m) = (3, 4) oder (l,m) = (3, 5). Dann enthält G eine nicht-abelsche
freie Untergruppe vom Rang 2. Dazu sei
G1 =
〈
a, b | al = bm =
(
aba−1bab−1
)2
= 1
〉
mit (l,m) = (3, 3), (l,m) = (3, 4) oder (l,m) = (3, 5). Helling, Mennicke und Vinberg
betrachteten die verallgemeinerten Dreiecksgruppen
Γ (l,m; p) =
〈
a, b | al = bm =
(
aba−1bab−1
)p
= 1
〉
mit 2 ≤ k, l,m ≤ ∞ (vgl. [43]). Dabei war die Motivation, dass diese Gruppen Γ (l,m; p)
für 1/l + 1/m + 1/p > 1 Fundamentalgruppen bestimmter 3-dimensionaler Orbifaltigkeiten
sind. In Bezug auf treue Darstellungen in die PSL (2,C) gilt das folgende Theorem.
Theorem. Sei Γ (l,m; p) die Gruppe mit der Präsentierung
〈
a, b | al = bm =
(
aba−1bab−1
)p
= 1
〉
mit 2 ≤ k, l,m ≤ ∞. Ist höchstens einer der Werte l,m, p gleich 2 und gilt (l,m; p) 6=
(2, 3; 3), so kann die Gruppe Γ (l,m; p) in die PSL (2,C) eingebettet werden.
Beweis. Siehe [43, Beweis zu Theorem 2]. 
Also existiert unter den Voraussetzungen dieses Beispiels für G1 stets eine treue
Darstellung in die PSL (2,C). Mit Korollar 4.2.17, folgt, dass G eine nicht-abelsche freie
Untergruppe vom Rang 2 enthält.

5 Verallgemeinerte
Pride-Vinberg-Gruppen
In diesem Kapitel werden Gruppen betrachtet, die durch eine Präsentierung der folgenden
Form definiert sind:
G =
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
(5.1)
mit l,m, n, p, q, r ≥ 2 und Ri (x, y) ist für i = 1, 2 ein zyklisch reduziertes Wort in dem
freien Produkt von x und y, welches sowohl x als auch y enthält und keine echte Potenz ist.
Gruppen mit solch einer Präsentierung nennen wir verallgemeinerte Pride-Vinberg-
Gruppen (verallgemeinerte P.-V.-Gruppen).
Es gibt verschiedene Motivationen dafür, die verallgemeinerten P.-V.-Gruppen genauer
zu untersuchen, wie z. B. in dieser Arbeit in Bezug auf die Tits-Alternative. In Abschnitt 5.1
werden die Motivationen aus verschiedenen Bereichen der Mathematik dargelegt. Zum einen
werden zwei Klassen von Gruppen vorgestellt, die von verschiedenen Mathematikerinnen
und Mathematikern betrachtet und unter anderem auch in Bezug auf die Tits-Alternative
untersucht wurden. Dabei handelt es sich um die sogenannten Pride-Gruppen (vgl. [72])
und Gruppen, die von periodisch gepaarten Relationen erzeugt werden und von Vinberg
betrachtet wurden (vgl. [89]). Die hier behandelten verallgemeinerten P.-V.-Gruppen
entsprechen Faktorgruppen von Spezialfällen dieser Klassen von Gruppen. Darüber hinaus
wird die Motivation, die in diesen beiden Klassen von Gruppen liegt, zur Namensgebung
der in dieser Arbeit zentralen Klasse von Gruppen herangezogen. Zum anderen wird die
erweiterte Modulgruppe betrachtet. Durch eine Präsentierung dieser linearen Gruppe ist die
Einführung der Relation in den Präsentierungen der verallgemeinerten P.-V.-Gruppen, die
alle drei Erzeugenden enthält, motiviert. Zusätzlich werden in Beispiel 5.1.6 einige weitere
Klassen von Gruppen präsentiert, die die Betrachtung der verallgemeinerten P.-V.-Gruppen
motivieren. Diese Gruppen spielen zum Teil eine wichtige Rolle in der Geometrie und der
Topologie. Dazu zählen unter anderem M?-Gruppen (vgl. [64]) und die von Cherkassoff
und Sjerve betrachteten endlichen Gruppen, die von drei Involutionen erzeugt werden, von
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denen zwei kommutieren (vgl. [16]).
Abschnitt 5.2 beinhaltet die Untersuchung der verallgemeinerten P.-V.-Gruppen in
Bezug auf die Tits-Alternative in Analogie zu ebendieser Untersuchung für verallgemei-
nerte Tetraedergruppen (vgl. [33, 37]) und die erzielten Resultate. Dazu werden die in
Kapitel 3 vorgestellten Methoden Reduktion (vgl. Abschnitt 3.1) und lineare Darstellungen
(vgl. Abschnitt 3.2) auf die zu untersuchenden Gruppen angewandt. Als Resultat der
ersten Methode erhalten wir unter anderem Satz 5.2.1. Dieser Satz zeigt, dass verallgemei-
nerte P.-V.-Gruppen unter bestimmten Voraussetzungen isomorph zu verallgemeinerten
Tetraedergruppen sind. Die Methode der linearen Darstellungen bildet mit der Existenz
wesentlicher Darstellungen für verallgemeinerte P.-V.-Gruppen in die PSL (2,C) (vgl. Satz
5.2.7) die Grundlage für die weiteren Ergebnisse. Zentral unter diesen Ergebnissen ist der
Fortsetzungssatz (vgl. Satz 5.2.10) mit seinen Zusätzen (vgl. Sätze 5.2.12 und 5.2.13),
die den Nachweis einer nicht-abelschen freien Untergruppe in einer verallgemeinerten
P.-V.-Gruppe ermöglichen. Mit diesen Mitteln ist es möglich, sowohl Bedingungen an die
Präsentierungen verallgemeinerter P.-V.-Gruppen zu formulieren, unter denen die Gruppen
SQ-universal sind (vgl. Satz 5.2.15), als auch Bedingungen, unter denen die Gruppen eine
nicht-abelsche freie Untergruppe enthalten (vgl. Sätze 5.2.16, 5.2.17 und 5.2.18).
Wir sagen, dass die verallgemeinerte P.-V.-Gruppe G Relationen der Blocklänge 1 hat,
wenn in der Präsentierung von G die Worte R1 (a, b) und R2 (a, c) die Länge 2 haben. In
diesem Fall hat G eine Präsentierung der Form
〈
a, b, c | al = bm = cn =
(
aαbβ
)p
=
(
aγcδ
)q
= (abc)r = 1
〉
,
für die l,m, n, p, q, r ≥ 2, 1 ≤ α, γ < l, 1 ≤ β < m und 1 ≤ δ < n gilt. Abschnitt 5.3
widmet sich dem Nachweis der zentralen Aussage in Theorem 5.3.1. Dieses Theorem
besagt, dass die verallgemeinerten P.-V.-Gruppen mit Relationen der Blocklänge 1 die
Tits-Alternative erfüllen. Für den Beweis werden zunächst die in Abschnitt 5.2 erzielten
Ergebnisse angewandt. Im Anschluss werden die Gruppen in sieben Fälle unterteilt, die
in 5.3.1 bis 5.3.7 behandelt werden. Dabei werden in den einzelnen Fällen die in den
Abschnitten 3.1 und 3.2 vorgestellten Methoden verwendet, um die Tits-Alternative
nachzuweisen. Für Satz 5.3.4 wird die in Abschnitt 3.3 eingeführte Methode genutzt, die
auf der Berechnung von Gröbner-Basen für Ideale in freien Monoidringen basiert. Es
gelingt für die Präsentierungen von verallgemeinerten P.-V.-Gruppen mit Relationen der
Blocklänge 1, für die die Tits-Alternative in den vorangehenden sieben Fällen nicht gezeigt
werden konnte, die Endlichkeit nachzuweisen. Die Ergebnisse der Untersuchung werden
in Beweis 5.3.9 zusammengestellt und damit der Beweis des zentralen Theorems 5.3.1
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erbracht. Als Folgerung aus diesem Beweis erhalten wir eine vollständige Klassifikation der
endlichen verallgemeinerten P.-V.-Gruppen mit Relationen der Blocklänge 1 (vgl. Theorem
5.3.6).
5.1 Motivation
Im Folgenden werden die verschiedenen Motivationen, verallgemeinerte P.-V.-Gruppen zu
untersuchen, vorgestellt. Wir beginnen mit den Arbeiten der beiden Namensgeber, Pride
und Vinberg.
Zunächst beschäftigten sich Pride und Stöhr mit Gruppen, die eine Präsentierung
haben, in der jede definierende Relation genau zwei Typen von Erzeugenden enthält
(vgl. [70, 71, 73]). Die Menge der Erzeugenden besteht hier aus nicht-leeren disjunkten
Teilmengen und jede definierende Relation enthält Erzeugende aus genau zwei dieser
Teilmengen. Dieser Ansatz wurde verallgemeinert, und Pride betrachtete Gruppen mit einer
Präsentierung, in der jede definierende Relation höchstens zwei Typen von Erzeugenden
enthält (vgl. [72]), d. h. Gruppen, die der folgenden formalen Definition entsprechen
(vgl. [54, S. 57f]): Sei G ein endlicher einfacher Graph, d. h. ein ungerichteter Graph
ohne Mehrfachkanten und Schleifen, mit Knotenmenge V (G) und Kantenmenge E (G).
Zu jedem Knoten vi ∈ V (G) existiere eine nicht-triviale Gruppe Gi mit fester endlicher
Präsentierung. Zu jeder Kante (vi, vj) ∈ E (G) existiere eine Menge Rij zyklisch reduzierter
Worte, die leer sein kann. Wir nehmen an, dass die zyklisch reduzierten Worte in Rij in
dem freien Produkt Gi ?Gj eine Länge größer oder gleich 2 haben. Für R =
⋃
(vi,vj)∈E(G) Rij
heißt die Gruppe
G = ?vi∈V (G)Gi/N
Pride-Gruppe bezüglich G, wobei N der normale Abschluss von R in ?vi∈V (G)Gi ist.
Pride-Gruppen umfassen unter anderem Coxeter-Gruppen und Dreiecke von Gruppen. Die
Definition der Aspherizität für Pride-Gruppen basiert auf den Gersten-Stallings-Winkeln
(vgl. Definition 4.2.3) zwischen den Knotengruppen des zur Pride-Gruppe gehörenden
Graphen. Sei Gij = (Gi ? Gj) /Nij , wobei Nij der normale Abschluss von Rij in Gi ?Gj ist
für (vi, vj) ∈ E (G). Eine Pride-Gruppe bezüglich eines Graphen G mit |V (G)| ≥ 3 heißt
nicht-sphärisch, wenn die folgenden Bedingungen erfüllt sind (vgl. [72, S. 210]):
• (Gij;Gi, Gj) ≤ pi2 für alle vi, vj ∈ V (G),
• für alle Dreiecke {vi, vj, vk} in G gilt
(Gij;Gi, Gj) + (Gjk;Gj, Gk) + (Gik;Gi, Gk) ≤ pi.
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Vinberg untersuchte Gruppen, die von periodisch gepaarten Relationen erzeugt werden,
d. h. Gruppen mit einer Präsentierung
〈x1, . . . , xn | xkii = 1 (1 ≤ i ≤ n) , wij (xi, xj)kij = 1 (1 ≤ i < j ≤ n)〉,
für die n ≥ 2, ki, kij ∈ {2, 3, 4. . . .}∪{∞} gilt und jedes wij (xi, xj) ein zyklisch reduziertes
Wort in dem freien Produkt von xi und xj ist, welches sowohl xi als auch xj enthält und
keine echte Potenz ist (vgl. [89]). Diese Klasse von Gruppen zählt zu den Pride-Gruppen
und enthält unter anderem die verallgemeinerten Dreiecks- und Tetraedergruppen. Das
zentrale Ergebnis ist das folgende Theorem.
Theorem 5.1.1. [89] Jede Gruppe mit n Erzeugenden, die von periodisch gepaarten
Relationen erzeugt wird, besitzt eine wesentliche Darstellung in die SO (n+ 1,C), die
spezielle orthogonale Gruppe der (n+ 1)× (n+ 1)-Matrizen über C.
Beweis. Siehe [89, Beweis zu Theorem 2]. 
Bemerkung 5.1.2. Theorem 5.1.1 ist eine direkte Erweiterung des Resultats von
Baumslag, Morgan und Shalen zu der Existenz wesentlicher Darstellungen verallge-
meinerter Dreiecksgruppen in die PSL (2,C) (vgl. Satz 3.2.4 bzw. [6, Theorem A]), da
SO (3,C) ∼= PSL (2,C) gilt (vgl. [89, S. 1271]).
Für die von Vinberg eingeführten Gruppen ist die Tits-Alternative unter bestimmten
Voraussetzungen erfüllt (vgl. [90, Theorem 1]).
Theorem 5.1.3. [90] Sei G eine Gruppe, die von periodisch gepaarten Relationen erzeugt
wird, mit einer Präsentierung der Form
〈x1, . . . , xn | xkii = 1 (1 ≤ i ≤ n) , wij (xi, xj)kij = 1 (1 ≤ i < j ≤ n)〉,
für die n ≥ 3, ki, kij ∈ {2, 3, 4, . . .}∪{∞} gilt und jedes wij (xi, xj) ein zyklisch reduziertes
Wort in dem freien Produkt von xi und xj ist, welches sowohl xi als auch xj enthält und
keine echte Potenz ist. Dabei sei für jede Relation wij (xi, xj)kij die Länge von wij (xi, xj)
in dem freien Produkt von xi und xj mit lij bezeichnet und es sei αij = 1kij lij für kij <∞;
für kij =∞ sei αij = 0. Gilt für 1 ≤ i < j < k ≤ n
αij + αik + αjk ≤ 12 ,
so erfüllt G die Tits-Alternative. Zusätzlich ist es unter diesen Voraussetzungen möglich,
die Gruppe G als nicht-sphärische Pride-Gruppe zu realisieren.
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Beweis. Siehe [90, Beweis zu Theorem 1]. 
Bemerkung 5.1.4. Theorem 5.1.3 ist eine Verallgemeinerung des Resultats von Howie und
Kopteva zu der Tits-Alternative für nicht-sphärische verallgemeinerter Tetraedergruppen
(vgl. Theorem 4.2.6 bzw. [48, Theorem 1]).
Kopteva und Williams untersuchten Pride-Gruppen bezüglich der Tits-Alternative
und wiesen sie unter bestimmten Voraussetzungen für nicht-sphärische Pride-Gruppen
nach (vgl. [54, Theorem 1]). Damit wird für vier oder mehr Erzeugende unter anderem
Theorem 5.1.3 verallgemeinert.
Theorem 5.1.5. [54] Jede nicht-sphärische Pride-Gruppe G basierend auf einem Graphen
mit mindestens vier Knoten enthält eine nicht-abelsche freie Untergruppe außer in dem
Spezialfall, in dem G die Präsentierung
〈x1, x2, x3, x4 | x21 = x22 = x23 = x24 = (x1x2)2 = (x2x3)2 = (x3x4)2 = (x4x1)2 = 1〉
hat. In diesem Spezialfall ist G virtuell abelsch.
Beweis. Siehe [54, Beweis zu Theorem 1]. 
Die hier betrachteten verallgemeinerten P.-V.-Gruppen entsprechen Faktorgruppen
der von Vinberg eingeführten Gruppen und somit Faktorgruppen von Pride-Gruppen mit
drei Erzeugenden. Die Idee, die Relation (abc)r = 1, die alle drei Erzeugenden enthält, für
ein r ≥ 2 in den Präsentierungen der verallgemeinerten P.-V.-Gruppen einzuführen, ist
auf eine Präsentierung der erweiterten Modulgruppe PGL (2,Z) zurückzuführen. Als
erweiterte Modulgruppe Γ wird die projektive allgemeine lineare Gruppe von Z2 bezeichnet.
Es ist
Γ = GL (2,Z) /{−I, I},
wobei I die Einheitsmatrix in GL (2,Z) darstellt. Γ hat eine Präsentierung
〈
x, y, z | x2 = y3 = z2 = (xy)2 = (xyz)2 = 1
〉
.
Zusätzlich dazu existieren weitere Klassen von Gruppen, die die Betrachtung der verallge-
meinerten P.-V.-Gruppen motivieren. Dazu zählen zum einen Gruppen, die in bestimmten
Ausprägungen verallgemeinerte P.-V.-Gruppen sind. Zum anderen bilden verallgemeinerte
P.-V.-Gruppen Faktorgruppen von bekannten und zum Teil wohl untersuchten Gruppen.
Beispiel 5.1.6. Es folgen einige, die Betrachtung der verallgemeinerten P.-V.-Gruppen
motivierende, Beispiele von Gruppen bzw. Klassen von Gruppen.
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(a) M∗-Gruppen:
Eine endliche Gruppe G heißt M∗-Gruppe (vgl. [64]), wenn sie von drei paarweise
verschiedenen nicht-trivialen Elementen t, u, v mit Ordnung 2 erzeugt wird, die die
folgenden Relationen erfüllen:
(tu)2 = (tv)3 = 1
Für May waren für die Definition der M∗-Gruppen die Automorphismengruppen
von Kleinschen Flächen der Ausgangspunkt. Dabei ist eine Kleinsche Fläche eine
Fläche mit Rand zusammen mit einer sogenannten dianalytischen Struktur. Für die
Definitionen und Details zu Kleinschen Flächen sei auf [1] verwiesen.
Theorem. [64] Eine endliche Gruppe ist genau dann eine M∗-Gruppe, wenn sie
die Automorphismengruppe einer kompakten Kleinschen Fläche X mit nicht-leerem
Rand vom Geschlecht g ≥ 2 mit maximaler Symmetrie ist. Dabei hat die Fläche X
maximale Symmetrie, wenn sie 12 (g − 1) Automorphismen hat, also die maximale
Anzahl an Automorphismen erreicht.
Beweis. Siehe [64, Beweis zu Theorem 1]. 
Bei einer geeigneten Präsentierung wird eine M?-Gruppe erzeugt von drei paarweise
verschiedenen nicht-trivialen Elementen x, y, z, die die Relationen
x2 = y3 = z2 = (xy)2 = (xyz)2 = 1
erfüllen. Aus der Präsentierung der erweiterten Modulgruppe Γ folgt sofort, dass M?-
Gruppen endliche Faktorgruppen von Γ sind. Es existieren einige bekannte Klassen
von M∗-Gruppen; eine Übersicht findet sich in [14]. Rosenberger z. B. konstruierte
Permutationsgruppen, die epimorphe Bilder der erweiterten Modulgruppe Γ und
damit M?-Gruppen oder Faktorgruppen von M?-Gruppen sind (vgl. [76, S. 216f]
und [77, S. 199]). In [76] wird im Rahmen der Untersuchung von Gleichungen der
Form
x21 + x22 + . . .+ x2n − ax1 . . . xn = b,
für die a, b ∈ R, 0 < a, b ≤ 0 und n ≥ 3 gilt, die Menge der Lösungen für n = 3
L = {(x1, x2, x3) | x21 + x22 + x23 − ax1x2x3 = b} ⊆ R3
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betrachtet. Die Permutationsgruppe von L auf L, die von den Permutationen
ϕ : (x1, x2, x3) 7→ (x2, x1, x3) ,
ω : (x1, x2, x3) 7→ (x3, x1, x2) ,
ψ : (x1, x2, x3) 7→ (x′1, x2, x3) mit x′1 = ax2x3 − x1
erzeugt wird, ist isomorph zu Γ (vgl. [76, Satz 2]). Die Konstruktion vonM?-Gruppen
ist damit wie folgt möglich. Sei
Lm = {(x1, x2, x3) | x21 + x22 + x23 − ax1x2x3 ≡ b(m)} ⊆ (Z/mZ)3
für a, b ∈ Z, m ∈ N und m ≥ 2 nicht leer. Die Permutationsgruppe Mm von Lm auf
Lm, die von den Permutationen
ϕm : (x1, x2, x3) 7→ (x2, x1, x3) ,
ωm : (x1, x2, x3) 7→ (x3, x1, x2) ,
ψm : (x1, x2, x3) 7→ (x′1, x2, x3) mit x′1 = ax2x3 − x1
erzeugt wird, ist mit der Zuordnung ϕ 7→ ϕm, ω 7→ ωm und ψ 7→ ψm ein epimorphes
Bild von Γ und damit M?-Gruppe oder Faktorgruppe einer M?-Gruppe (vgl. [76,
S. 216f]). In [77] werden in Analogie dazu ebenfalls M?-Gruppen konstruiert. Dazu
werden Epimorphismen von Γ auf Permutationsgruppen von K3 auf K3 konstruiert,
wobei K ein endlicher Körper der Ordnung q = pk für eine Primzahl p und k ∈ N
oder erneut der Restklassenring Z/mZ für m ≥ 3 sein kann (vgl. [77, S. 194–200]).
Die Motivation zur Betrachtung dieser Epimorphismen in [77] ist die Konstruktion
von Nicht-Kongruenzuntergruppen der Modulgruppe PSL (2,Z). Zusätzlich seien
hier die symmetrischen Gruppen Sn und die alternierenden Gruppen Am genannt,
die für unendlich viele Werte n bzw. m M∗-Gruppen sind (vgl. [26, Kapitel 4]).
Darüber hinaus sind die projektiven allgemeinen linearen Gruppen PGL (2, q) und die
projektiven speziellen linearen Gruppen PSL (2, q) jeweils für unendlich viele Werte
q M∗-Gruppen (vgl. [25, Kapitel 4]). Dabei ist die projektive allgemeine lineare
Gruppe PGL (2, q) über dem endlichen Körper mit q = pn, p prim, Elementen
die Faktorgruppe der Gruppe der invertierbaren 2× 2-Matrizen mit Einträgen aus
dem endlichen Körper mit q Elementen modulo ihres Zentrums. Die projektive
spezielle lineare Gruppe PSL (2, q) über dem endlichen Körper mit q = pn, p prim,
Elementen ist die Faktorgruppe der Gruppe der 2× 2-Matrizen mit Determinante 1
mit Einträgen aus dem endlichen Körper mit q Elementen modulo ihres Zentrums.
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(b) Gruppen, die von drei Involutionen erzeugt werden, von denen zwei kom-
mutieren
Cherkassoff und Sjerve betrachteten endliche Gruppen mit einer Präsentierung
〈
r1, r2, r3 | r21 = r22 = r23 = 1, r1r2 = r2r1, . . .
〉
, (5.2)
d. h. Gruppen, die von drei Involutionen erzeugt werden können, von denen zwei
kommutieren (vgl. [16]). Die . . . in der Präsentierung stehen für die Relationen, die
zusätzlich benötigt werden, um die endliche Gruppe zu präsentieren. Ihre Motivation
dazu, diese Klasse von Gruppen zu betrachten, resultierte aus einer bekannten
Vermutung in der Graphentheorie. Dazu sei Γ ein Graph, d. h. eine Menge V
von Knoten und eine Menge E ⊂ V × V von Kanten. G sei eine Gruppe, die
von den n paarweise verschiedenen nicht-trivialen Elementen g1, . . . , gn erzeugt
wird. Dann ist der Cayley-Graph von G mit dem Erzeugendensystem {g1, . . . , gn}
der Graph, in dem die Knoten den Elementen in G entsprechen und die Knoten
s und t durch eine Kante verbunden sind, falls ein i ∈ {1, . . . , n} existiert mit
s = tgi. Ein Hamiltonpfad in einem Graph ist ein Pfad, d. h. eine Folge von
paarweise verschiedenen Knoten v0, v1, . . . , vk ∈ V , für die (vi, vi+1) ∈ E gilt für
0 ≤ i ≤ k − 1, der jeden Knoten in V genau einmal enthält. Ein Hamiltonkreis ist
ein Hamiltonpfad, der den selben Anfangs- und Endknoten hat, d. h. für den v0 = vk
gilt. Es wird vermutet, dass für jede endliche Präsentierung einer endlichen Gruppe
G in dem entsprechenden Cayley-Graph von G ein Hamiltonkreis existiert. Für einen
Überblick zu diesem Thema sei auf [21] verwiesen. Cherkassoff und Sjerve erhärteten
die Vermutung, indem sie das folgende Theorem zeigten.
Theorem. [16] Sei G eine Gruppe, die von drei Involutionen erzeugt wird, von
denen zwei kommutieren, d. h. G habe eine Präsentierung der Form (5.2). Dann
enthält der Cayley-Graph von G bezüglich dieser Präsentierung einen Hamiltonkreis.
Beweis. Siehe [16, Beweis zu Theorem 5.1]. 
Zusätzlich werden die folgenden Aussagen gezeigt.
Theorem. [16] Die folgenden Gruppen haben eine Präsentierung der Form
〈
r1, r2, r3 | r21 = r22 = r23 = 1, r1r2 = r2r1, . . .
〉
:
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(i) Die alternierenden Gruppen An genau dann, wenn n = 5 oder n ≥ 9 gilt.
(ii) Die symmetrischen Gruppen Sn genau dann, wenn n ≥ 4 gilt.
(iii) Die Gruppen PSL (2, q) genau dann, wenn q 6= 2, 3, 7, 9 gilt.
(iv) Die Gruppen PGL (2, q) genau dann, wenn q 6= 2 gilt.
Beweis. Siehe [16, Beweise zu den Theoremen 1.1, 1.2, 1.3 und 1.4]. 
Bei einer geeigneten Präsentierung werden die Gruppen, die von drei Involutionen
erzeugt werden, von denen zwei kommutieren, von drei Elementen x, y, z erzeugt,
die die Relationen
x2 = z2 = (xy)2 = (xyz)2 = 1
erfüllen. Verallgemeinerte P.-V.-Gruppen können ebenfalls endliche Gruppen sein,
die von drei Involutionen erzeugt werden, von denen zwei kommutieren.
(c) Coxeter-Gruppen
Wie bereits in Beispiel 2.2.3 eingeführt, ist eine Coxeter-Gruppe eine Gruppe G
von Spiegelungen mit einer Präsentierung
〈r1, . . . , rn | (rirj)mij = 1 (1 ≤ i ≤ j ≤ n)〉
mit mii = 1 und mij = 0 oder mij ≥ 2 für 1 ≤ i < j ≤ n (vgl. [19]). Verallgemeinerte
P.-V.-Gruppen mit l = m = n = 2 sind Faktorgruppen von Coxeter-Gruppen; eine
Coxeter-Gruppe C für n = 3 mit einer Präsentierung der Form
〈r21 = r22 = r23 = (r1r2)m12 = (r1r3)m13 = (r2r3)m23 = 1〉,
für die m12,m13,m23 ≥ 2 gilt, ist darstellbar als verallgemeinerte P.-V.-Gruppe. Mit
r1 7→ a, r2 7→ ab und r3 7→ c ist C isomorph zu der verallgemeinerten P.-V.-Gruppe
mit der Präsentierung
〈a2 = bm12 = c2 = (ab)2 = (ac)m13 = (abc)m23 = 1〉.
(d) Gruppen vom SN-Typ
Gruppen vom SN-Typ sind Gruppen mit einer Präsentierung
〈a1, . . . , an, b1, . . . , bk | aε11 = . . . = aεnn = bf11 = . . . = bfkk = Rm11 = . . . = Rmkk = 1〉,
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für die n ≥ 1, k ≥ 2, εj = 0 oder εj ≥ 2 für 1 ≤ j ≤ n, fi = 0 oder fi ≥ 2 für
1 ≤ i ≤ k gilt und Ri = Ri (a1, . . . , an, bi) für 1 ≤ i ≤ k ein zyklisch reduziertes Wort
in dem freien Produkt von a1, . . . , an, bi ist, das bi und mindestens ein aj enthält für
ein 1 ≤ j ≤ n und keine echte Potenz ist (vgl. [37, Kapitel 9.2]). Eine bestimmte
Form von Gruppen vom SN-Typ sind Gruppen mit einer Präsentierung
〈
a, b, c | ae1 = be2 = ce3 = Rf11 (a, b) = Rf22 (a, c) = 1
〉
,
für die e1, e2, e3, f1, f2 ≥ 2 gilt und Ri (x, y), i = 1, 2 ein zyklisch reduziertes Wort in
dem freien Produkt von x und y ist, welches sowohl x als auch y enthält. Verallgemei-
nerte P.-V.-Gruppen treten also als Faktorgruppen von Gruppen vom SN-Typ auf.
(e) Gruppen vom F-Typ
Sei G eine Gruppe mit einer Präsentierung
〈a1, . . . , an | aε11 = . . . = aεnn = U (a1, . . . , ap)V (ap+1, . . . , an) = 1〉,
für die n ≥ 2, εi = 0 oder εi ≥ 2 für 1 ≤ i ≤ n und 1 ≤ p ≤ n − 1 gilt sowie
U (a1, . . . , ap) ein zyklisch reduziertes Wort in dem freien Produkt von a1, . . . , ap
ist, welches unendliche Ordnung hat, und V (ap+1, . . . , an) ein zyklisch reduziertes
Wort in dem freien Produkt von ap+1, . . . , an ist, welches unendliche Ordnung hat.
Dann heißt G Gruppe vom F-Typ (vgl. [36]). Die Motivation, diese Gruppen
zu betrachten, liegt darin, dass die Präsentierungen von Gruppen vom F-Typ die
Präsentierungen der sogenannten F-Gruppen verallgemeinern. Eine F-Gruppe ist
eine Gruppe mit einer standardisierten Poincaré-Präsentierung der Form
〈e1, . . . , ep, h1, . . . , ht, a1, b1, . . . , ag, bg | emii = 1 (1 ≤ i ≤ p) , R = 1〉,
für die p ≥ 0, t ≥ 0, g ≥ 0, p + t + g > 0 und mi ≥ 2 für 1 ≤ i ≤ p gilt
und R = UV mit U = e1 . . . eph1 . . . ht und V = [a1, b1] . . . [ag, bg] ist. Jede endlich
erzeugte Fuchssche Gruppe, d. h. eine nicht-elementare, diskrete Untergruppe der
PSL (2,R), der projektiven speziellen lineare Gruppe von R2, oder das Konjugat
solch einer Gruppe in der PSL (2,C), hat eine standardisierte Poincaré-Präsentierung.
Dabei stellt eine standardisierte Poincaré-Präsentierung eine Fuchssche Gruppe F
dar, falls
µ (F ) = 2g − 2 + t+
p∑
i=1
(
1− 1
mi
)
> 0
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gilt (vgl. z. B. [37, S. 221f]). Die Gruppen vom F-Typ wurden intensiv unter an-
derem auf lineare Eigenschaften wie z. B. die Tits-Alternative untersucht (vgl.
[37, Kapitel 8]). Für eine gruppentheoretische Untersuchung der F-Gruppen wird
dort auf [62] verwiesen. Verallgemeinerte P.-V.-Gruppen können als Faktorgruppen
von Gruppen vom F-Typ auftreten. Als Beispiel sei die Gruppe vom F-Typ mit der
Präsentierung
〈a1, a2, a3, a4 | aε11 = aε22 = aε33 = aε44 = a1a2a3a4 = 1〉
mit εi ≥ 2, 1 ≤ i ≤ 4 genannt.
5.2 Die Tits-Alternative für verallgemeinerte
P.-V.-Gruppen
Sei G in diesem Abschnitt stets eine verallgemeinerte P.-V.-Gruppe, d. h. eine Gruppe mit
einer Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
,
für die l,m, n, p, q, r ≥ 2 gilt und Ri (x, y), i = 1, 2 ein zyklisch reduziertes Wort in dem
freien Produkt von x und y ist, welches sowohl x als auch y enthält und keine echte Potenz
ist. Wir führen für den weiteren Verlauf dieses Kapitels die folgenden Bezeichnungen ein:
G1 =
〈
a, b | al = bm = Rp1 (a, b) = 1
〉
und
G2 =
〈
a, c | al = cn = Rq2 (a, c) = 1
〉
.
An dieser Stelle wird der Begriff der Äquivalenz für verallgemeinerte P.-V.-Gruppen
in Analogie zu der Äquivalenz verallgemeinerter Dreiecks- und Tetraedergruppen eingeführt
(vgl. Kapitel 4). Zwei Präsentierungen verallgemeinerter P.-V.-Gruppen heißen äquivalent,
wenn die eine aus der anderen durch eine Folge der folgenden Operationen entsteht:
• Sei Si (x, y) ein zyklisch reduziertes Wort konjugiert zu Ri (x, y) für i ∈ {1, 2}.
Ersetzen der Relation Rki (x, y) durch Ski (x, y) für k ∈ {p, q}.
• Ersetzen der Relation Rki (x, y) durch Ski (x, y) für i ∈ {1, 2} und k ∈ {p, q}, wobei
Si (x, y) das Inverse zu Ri (x, y) ist.
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• Sei x ein Erzeugendes der Ordnung 2 und y ein Erzeugendes der Ordnung k. Seien
α, β jeweils teilerfremd zu k. Ersetzen der Relation R (x, y) = (xyα)2 durch die
Relation S (x, y) =
(
xyβ
)2
.
Sind zwei Präsentierungen äquivalent, so nennen wir auch die entsprechenden verallgemei-
nerten P.-V.-Gruppen äquivalent. Offensichtlich sind äquivalente Gruppen isomorph.
Zunächst wird die Methode Reduktion (vgl. Abschnitt 3.1) für die Untersuchung der
verallgemeinerten P.-V.-Gruppen in Bezug auf die Tits-Alternative angewandt. Unter
bestimmten Bedingungen an die Relationen und Exponenten in der Präsentierung einer
verallgemeinerten P.-V.-Gruppe G ist es möglich, mithilfe von Tietze-Transformationen eine
zu G isomorphe verallgemeinerte Tetraedergruppe G˜ zu finden. In diesen Fällen können die
bereits vorhandenen Ergebnisse zur Tits-Alternative für verallgemeinerte Tetraedergruppen
genutzt werden.
Satz 5.2.1. Sei G eine verallgemeinerte P.-V.-Gruppe mit einer Präsentierung der Form
〈
a, b, c | al = bm = cn = (ab)p = Rq2 (a, c) = (abc)r = 1
〉
oder 〈
a, b, c | al = bm = cn = Rp1 (a, b) = (ac)q = (abc)r = 1
〉
.
Dann ist G isomorph zu einer verallgemeinerten Tetraedergruppe.
Beweis. Sei G zunächst eine Gruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = (ab)p = Rq2 (a, c) = (abc)r = 1
〉
.
Wir überführen diese Präsentierung vonGmithilfe der Tietze-Transformationen Hinzufügen
des Erzeugenden x = ab und Weglassen des Erzeugenden b = a−1x in die Präsentierung
〈
a, x, c | al = xp = cn =
(
a−1x
)m
= R2 (a, c)q = (xc)r = 1
〉
.
Das ist die Präsentierung einer verallgemeinerten Tetraedergruppe, zu der G nach Satz
2.1.33 isomorph ist. Für eine Gruppe G mit einer Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = (ac)q = (abc)r = 1
〉
folgt die Aussage analog mithilfe der Tietze-Transformationen Hinzufügen des Erzeugenden
x = ac und Weglassen des Erzeugenden c = a−1x. 
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Korollar 5.2.2. Sei G eine verallgemeinerte P.-V.-Gruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
.
Gilt (l,m) = (2, 2) oder (l, n) = (2, 2), so ist G isomorph zu einer verallgemeinerten
Tetraedergruppe.
Beweis. Aus (l,m) = (2, 2) in der Präsentierung von G folgt sofort R1 (a, b) = ab.
Wir können Satz 5.2.1 anwenden und erhalten die Behauptung. Für (l, n) = (2, 2)
in der Präsentierung von G folgt analog R2 (a, c) = ac und damit mit Satz 5.2.1 die
Behauptung. 
Korollar 5.2.3. Sei G eine verallgemeinerte P.-V.-Gruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
.
Gilt R1 (a, b) = ab oder R2 (a, c) = ac, so erfüllt G für (m, q, r) 6= (2, 2, 2) die Tits-
Alternative.
Beweis. Die Aussage folgt direkt aus Satz 5.2.1 zusammen mit Theorem 4.2.12 zu der
Tits-Alternative für verallgemeinerte Tetraedergruppen. 
An dieser Stelle wird im folgenden Beispiel auf zwei Spezialfälle der verallgemeinerten
P.-V.-Gruppen eingegangen, die an die motivierenden Beispiele in 5.1.6 anknüpfen. Dies
sind zum einen M∗-Gruppen, die die Präsentierung einer verallgemeinerten P.-V.-Gruppe
haben, und zum anderen Quotienten von Coxeter-Gruppen, die verallgemeinerten P.-V.-
Gruppen entsprechen.
Beispiel 5.2.4. Es folgen Beispiele für verallgemeinerte P.-V.-Gruppen, die die Tits-
Alternative erfüllen.
(a) Sei G eine Gruppe mit einer Präsentierung
〈a, b, c | a2 = b3 = c2 = (ab)2 = (ac)q = (abc)2 = 1〉.
G ist eine verallgemeinerte P.-V.-Gruppe und erfüllt eine Voraussetzung dafür,
M∗-Gruppe zu sein (vgl. Beispiel 5.1.6): G wird von drei paarweise verschiedenen
nicht-trivialen Elementen a, b, c erzeugt, die die Relationen
a2 = b3 = c2 = (ab)2 = (abc)2 = 1
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erfüllen. Nach Satz 5.2.1 ist G mit a 7→ x, b 7→ xy und c 7→ z isomorph zu der
gewöhnlichen Tetraedergruppe G˜ mit der Präsentierung
〈
x, y, z | x2 = y2 = z2 = (xy)3 = (xz)q = (yz)2 = 1
〉
.
Als gewöhnliche Tetraedergruppe erfüllt G˜ und damit G die Tits-Alternative. Insbe-
sondere enthält G eine nicht abelsche freie Untergruppe für q > 6 und ist virtuell
auflösbar für q = 6 (vgl. Theorem 4.2.6). Für q = 2, 3, 4, 5 ist G endlich, da die
Coxeter-Matrix von G positive Determinante hat (vgl. Abschnitt 4.2), und damit
M∗-Gruppe.
(b) Sei G eine Gruppe mit einer Präsentierung
〈a, b, c | a2 = b2 = c2 = (ab)p = (ac)q = (abc)r = 1〉.
G ist eine verallgemeinerte P.-V.-Gruppe und eine Faktorgruppe einer Coxeter-
Gruppe (vgl. [19]). Mit a 7→ x, b 7→ xy und c 7→ z ist G isomorph zu der gewöhnlichen
Tetraedergruppe G˜ mit der Präsentierung
〈
x, y, z | x2 = yp = z2 = (xy)2 = (xz)q = (yz)r = 1
〉
.
Also erfüllt G die Tits-Alternative.
Die Methode Reduktion umfasst auch die Betrachtung von Faktorgruppen von G.
Durch das Hinzufügen zusätzlicher Relationen zu der Präsentierung einer verallgemeinerten
P.-V.-Gruppe G erhalten wir in einigen Fällen eine Faktorgruppe von G, die isomorph
ist zu einer Gruppe vom SN-Typ (vgl. Beispiel 5.1.6). Diese Faktorgruppen sind vom
SN-Typ der Form
H =
〈
a, b, c | ae1 = be2 = ce3 = Rf11 (a, b) = Rf22 (a, c) = 1
〉
,
für die e1, e2, e3, f1, f2 ≥ 2 gilt und Ri (x, y), i = 1, 2 ein zyklisch reduziertes Wort in dem
freien Produkt von x und y ist, welches sowohl x als auch y enthält und keine echte Potenz
ist. Für den Nachweis der Tits-Alternative ist der folgende Satz nützlich.
Satz 5.2.5. [37] Sei H eine Gruppe vom SN-Typ mit einer Präsentierung
〈
a, b, c | ae1 = be2 = ce3 = Rf11 (a, b) = Rf22 (a, c) = 1
〉
,
für die e1, e2, e3, f1, f2 ≥ 2 gilt und Ri (x, y), i = 1, 2 ein zyklisch reduziertes Wort in dem
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freien Produkt von x und y ist, welches sowohl x als auch y enthält und keine echte Potenz
ist. Ist einer der Werte e2, e3, f1, f2 echt größer als 2, so enthält H eine nicht-abelsche
freie Untergruppe vom Rang 2.
Beweis. Siehe [37, Beweis zu Theorem 9.2.3 und Korollare 9.2.1 und 9.2.2]. 
Ein weiterer Fall, in dem die Betrachtung homomorpher Bilder einer gegebenen
P.-V.-Gruppe G für den Nachweis der Tits-Alternative genutzt werden kann, ist der Fall,
in dem G eine Präsentierung der Form〈
a, b, c | a2 = bm = cn =
(
abβ
)2
= Rq2 (a, c) = (abc)
r = 1
〉
hat. Gilt ggT (m,β) = 1, so können wir ohne Einschränkung der Allgemeinheit (Œ) β = 1
annehmen, da aufgrund der Diederrelationen hier
(
abβ
)2
= 1⇔ (ab)2 = 1 gilt. D. h., dass
für ggT (m,β) = 1 die Gruppe G isomorph zu der Gruppe mit der Präsentierung
〈
a, b, c | a2 = bm = cn = (ab)2 = Rq2 (a, c) = (abc)r = 1
〉
ist und damit nach Satz 5.2.1 isomorph zu einer verallgemeinerten Tetraedergruppe. Diese
Isomorphie ist ein Beispiel für die am Anfang dieses Abschnitts definierte Äquivalenz von
verallgemeinerten P.-V.-Gruppen. Für ggT (m,β) ≥ 2 betrachten wir die Faktorgruppe G?
von G, die aus G durch Hinzufügen der Relation (ab)2 = 1 entsteht. Da hier aus (ab)2 = 1
stets
(
abβ
)2
= 1 folgt, hat G? eine Präsentierung
〈
a, b, c | a2 = bm = cn = (ab)2 = Rq2 (a, c) = (abc)r = 1
〉
.
Enthält G?, welches nach Satz 5.2.1 isomorph zu einer verallgemeinerten Tetraedergruppe
ist, eine nicht-abelsche freie Untergruppe vom Rang 2, so enthält auch G eine nicht-abelsche
freie Untergruppe vom Rang 2 und erfüllt damit die Tits-Alternative.
Eine weitere Methode, die für den Nachweis der Tits-Alternative angewandt wird,
stellen die linearen Darstellungen dar, wie sie in Abschnitt 3.2 beschrieben wurden. Die
Vorgehensweise bei der Anwendung dieser Methode steht in Analogie zu der Vorgehensweise
für verallgemeinerte Tetraedergruppen (vgl. [33, Kapitel 4 und 5]). In Definition 3.2.11
wurde bereits der Begriff der wesentlichen Darstellung für eine verallgemeinerte P.-V.-
Gruppe eingeführt. Um in Satz 5.2.7 zu zeigen, dass für eine verallgemeinerte P.-V.-Gruppe
stets eine wesentliche Darstellung in die PSL (2,C) existiert, benötigen wir zunächst das
folgende Lemma. Lemma 5.2.6 ist eine für verallgemeinerte P.-V.-Gruppen angepasste
Version des Lemmas 3.2.8 (vgl. [78, Lemma 1]); der Beweis ist eine angepasste Version des
98 5 Verallgemeinerte Pride-Vinberg-Gruppen
Beweises zu dem ursprünglichen Lemma (vgl. [78, Beweis zu Lemma 1]).
Lemma 5.2.6. Seien A,B,D,X ∈ SL (2,C) mit AB = D und X beliebig. Seien
A =
 a1 a2
a3 a4
 , B =
 b1 b2
b3 b4
 , D =
 d1 d2
d3 d4
 , X =
 x1 x2
x3 x4
 .
Darüber hinaus seien ~x,~r ∈ C4 und M ∈ C4×4 definiert wie folgt:
~x =

x1
x2
x3
x4
 , ~r =

tr (X)
tr (AX)
tr (BX)
tr (ABX)
 , M =

1 0 0 1
a1 a3 a2 a4
b1 b3 b2 b4
d1 d3 d2 d4
 .
Dann gilt M~x = ~r und det (M) = tr ([A,B]) − 2. Gilt zusätzlich det (M) 6= 0, d. h.
tr ([A,B]) 6= 2, und ersetzen wir in ~r den Eintrag tr (BX) durch die Variable t, so
definiert die Determinantengleichung det (X) = x1x4−x2x3 = 1 ein quadratisches Polynom
f (t) ∈ K [t] mit K = Q (a1, a2, a3, a4, b1, b2, b3, b4, tr (X) , tr (AX) , tr (ABX)). tr (BX) ist
Nullstelle dieses Polynoms. Dabei ist K [t] der Polynomring über K in der Variablen t.
Beweis. Die Behauptung M~x = ~r ist klar nach Konstruktion von M und ~r. Für die
Berechnung der Determinante von M müssen wir nur die beiden Fälle
A =
 1 1
0 1
 und A =
 a 0
0 a−1

betrachten und erhalten die Behauptung. Für det (M) 6= 0 existiert eine inverse Ma-
trix M−1 zu M . Um das Polynom f (t) zu erhalten, ersetzen wir in der Gleichung
~x = M−1~r den Vektor ~r durch einen Vektor ~v , der aus ~r entsteht, indem wir den
Eintrag tr (BX) durch die Variable t ersetzen. ~x = M−1~v ist somit ein System von
linearen Gleichungen in t. Es ist leicht nachzurechnen, dass die Determinantenbedin-
gung det (X) = x1x4 − x2x3 = 1 ein quadratisches Polynom f (t) ∈ K [t] mit K =
Q (a1, a2, a3, a4, b1, b2, b3, b4, tr (X) , tr (AX) , tr (ABX)) definiert. Nach Konstruktion ist
tr (BX) Nullstelle von f (t). Für den Beweis des ursprünglichen Lemmas vgl. [78, Beweis
zu Lemma 1]. 
Dieses Lemma ermöglicht es, die Existenz wesentlicher Darstellungen für verallgemei-
nerte P.-V.-Gruppen in die PSL (2,C) nachzuweisen. Der Beweis des folgenden Satzes
basiert auf [33, Beweis zu Theorem 1], welcher dieselbe Aussage für verallgemeinerte
Tetraedergruppen nachweist.
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Satz 5.2.7. Sei G eine verallgemeinerte P.-V.-Gruppe, d. h. eine Gruppe mit einer
Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
,
für die l,m, n, p, q, r ≥ 2 gilt und Ri (x, y), i = 1, 2 ein zyklisch reduziertes Wort in dem
freien Produkt von x und y ist, welches sowohl x als auch y enthält und keine echte Potenz
ist. Dann existiert für G eine wesentliche Darstellung in die PSL (2,C).
Beweis. Für die verallgemeinerte Dreiecksgruppe G1 =
〈
a, b | al = bm = R1 (a, b)p = 1
〉
existiert nach Satz 3.2.4 eine wesentliche Darstellung in die PSL (2,C). Wir wählen
solch eine Darstellung; A,B seien die entsprechenden Bilder von a, b. Für R1 (A,B) =
Aα1Bβ1 . . . Aαk1Bβk1 mit 1 ≤ αi < l und 1 ≤ βi < m ist trR1 (A,B) ein Polynom vom
Grad k1 in tr (AB) (vgl. z. B. [37, Kapitel 7]).
Sei zunächst tr ([A,B]) 6= 2. trR2 (A,C) ist analog zu trR1 (A,B) ein nicht-konstantes
Polynom in tr (AC). Mit Lemma 5.2.6 können wir ein C ∈ PSL (2,C) so konstruieren,
dass tr (C) = 2cospi
n
, trR2 (A,C) = −2 cos piq und tr (ABC) = 2 cos pir gilt. Aufgrund von
Lemma 3.2.12 definiert a → A, b → B, c → C die gesuchte wesentliche Darstellung.
Sei nun tr ([A,B]) = 2. Lemma 5.2.6 kann hier nicht angewandt werden. Da tr ([A,B]) = 2
gilt, können wir annehmen, dass 〈A,B〉 eine unendliche metabelsche Gruppe ist, die nicht
abelsch ist. Nach geeigneter Konjugation können wir A und B wählen als
A = ±
 α γ
0 α−1
 , B = ±
 β δ
0 β−1
 .
Wir können γ = 0 annehmen und δ 6= 0, da 〈A,B〉 nicht abelsch ist. Wir wählen A und B
also als
A = ±
 α 0
0 α−1
 und B = ±
 β δ
0 β−1
 .
Da l,m ≥ 2 gilt, können wir α 6= ±1 und β 6= ±1 annehmen. Wir konstruieren nun
C = ±
 c1 c2
c3 c4

als Element in der PSL (2,C) mit den Variablen c1, c2, c3, c4. Wir wählen eine Nullstelle des
nicht-konstanten Polynoms trR2 (A,C) = −2 cos piq in tr (AC), und setzen tr (C) = 2 cos pin
und tr (ABC) = 2 cos pi
r
. Weiter nehmen wir an, dass (tr (C) , tr (AC) , tr (ABC)) 6= (0, 0, 0)
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gilt, und betrachten das lineare Gleichungssystem:
c1 + c4 = tr (C) = r1
αc1 + α−1c4 = tr (AC) = r2
αβc1 + αδc3 + α−1β−1c4 = tr (ABC) = r3
(5.3)
Es gilt
det

1 0 1
α 0 α−1
αβ αδ α−1β−1
 = δ (α2 − 1) 6= 0.
Damit existiert eine eindeutige Lösung (c1, c3, c4) mit
c1 = − α
−1
α− α−1 r1 +
1
α− α−1 r2,
c3 =
βα−1 − α−1β−1
δ (α− α−1) r1 +
α−2β−1 − β
δ (α− α−1) r2 + α
−1δ−1r3,
c4 =
α
α− α−1 r1 −
1
α− α−1 r2.
Darüber hinaus ist tr (BC) = βc1 + δc3 + β−1c4 damit eindeutig festgelegt. Gilt c3 6= 0,
so können wir ein c2 wählen, welches die Determinantengleichung c1c4 − c2c3 = 1 er-
füllt. Gemeinsam mit (c1, c3, c4) erhalten wir so das gesuchte C in PSL (2,C) und somit
die wesentliche Darstellung. Nehmen wir nun c3 = 0 an. Ist n 6= 2, so können wir
tr (C) = 2 cos pi
n
durch tr (C) = −2 cos pi
n
ersetzen und erhalten c3 6= 0 und somit ein gesuch-
tes C ∈ PSL (2,C). Für r 6= 2 können wir tr (ABC) = 2 cos pi
r
durch tr (ABC) = −2 cos pi
r
ersetzen und erhalten c3 6= 0 und somit ein gesuchtes C ∈ PSL (2,C). Für q 6= 2 erhalten
wir c3 6= 0, indem wir trR2 (A,C) = −2 cos piq durch trR2 (A,C) = 2 cos piq ersetzen, denn
trR2 (A,C) + 2 cos piq und trR2 (A,C) − 2 cos piq haben keine gemeinsame Nullstelle. Ist
q = 2 und hat trR2 (A,C) zwei verschiedene Nullstellen für tr (AC), so können wir auch
hier eine Nullstelle durch die andere ersetzen und erhalten das gesuchte C ∈ PSL (2,C).
Wir können also n = q = r = 2 annehmen für (tr (C) , tr (AC) , tr (ABC)) 6= (0, 0, 0).
Beginnen wir mit G2 =
〈
a, c | al = cn = R2 (a, c)q = 1
〉
und betrachten wir den Fall
(tr (B) , tr (AB) , tr (ABC)) 6= (0, 0, 0), so können wir analog argumentieren. Insgesamt
heißt das, dass wir unter den Annahmen (tr (C) , tr (AC) , tr (ABC)) 6= (0, 0, 0) und
(tr (B) , tr (AB) , tr (ABC)) 6= (0, 0, 0) stets eine wesentliche Darstellung von G erhalten au-
ßer in dem Fall, in dem m = n = p = q = r = 2 gilt, trR1 (A,B) und trR2 (A,C) je genau
eine Nullstelle haben und 〈A,B〉 und 〈A,C〉 metabelsch sind. In diesem Fall sind die Spuren
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von AB, AC und ABC festgelegt; es gilt tr (AB) = 2 cos
(
pi
l
± pi2
)
, tr (AC) = 2 cos
(
pi
l
± pi2
)
und tr (ABC) = 0. Wählen wir nun
A = ±
 α 0
0 α−1
 und B = ±
 β δ
0 β−1

mit α+α−1 = 2 cos pi
l
, δ 6= 0 und β + β−1 = 0, so folgt aus dem linearen Gleichungssystem
(5.3) direkt c1c4 = 1 und somit das gesuchte C ∈ PSL (2,C) und die wesentliche Darstellung.
Es ist noch der Fall zu betrachten, in dem (tr (C) , tr (AC) , tr (ABC)) = (0, 0, 0) oder
(tr (B) , tr (AB) , tr (ABC)) = (0, 0, 0) gilt. Œ sei (tr (C) , tr (AC) , tr (ABC)) = (0, 0, 0).
Wir können n = q = r = 2 annehmen. Denn für (n, q, r) 6= (2, 2, 2) können wir stets
(tr (C) , tr (AC) , tr (ABC)) 6= (0, 0, 0) erreichen. Z. B. sei n = 2, q > 2. Wir ersetzen
trR2 (A,C) = −2 cos piq durch trR2 (A,C) = 2 cos piq . Damit ist tr (AC) = 0 keine Lösung
der Gleichung trR2 (A,C) = 2 cos piq . Für (tr (C) , tr (AC) , tr (ABC)) = (0, 0, 0) und n =
q = r = 2 existiert ein Epimorphismus, der die Ordnungen erhält, von G auf die Gruppe
G? =
〈
a, b, c | al = bm = c2 = Rp1 (a, b) = (ac)2 = (abc)2 = 1
〉
.
G2
? =
〈
a, c | al = c2 = (ac)2 = 1
〉
ist eine Diedergruppe, so dass wir eine wesentliche Dar-
stellung von G?2 in die PSL (2,C) wählen können mit a 7→ A, c 7→ C und tr ([A,C]) 6= 2.
Mithilfe dieser wesentlichen Darstellung von G2? können wir mit Lemma 5.2.6 ein B ∈
PSL (2,C) konstruieren, welches zusammen mit A und C die gesuchte wesentliche Dar-
stellung von G? und somit von G ergibt. Für den Beweis der analogen Aussage für
verallgemeinerte Tetraedergruppen vgl. [33, Beweis zu Theorem 1]. 
Bemerkung 5.2.8. Die verallgemeinerten P.-V.-Gruppen sind nicht-trivial. Für die ver-
allgemeinerte P.-V.-Gruppe G wie in Satz 5.2.7 sei ρ : G → PSL (2,C) eine wesentliche
Darstellung mit a 7→ A, b 7→ B und c 7→ C. Die Spuren der Matrizen in dem Bild von G
unter ρ sind implizit durch die Relationen in der Präsentierung von G gegeben. Dabei ist
trR1 (A,B) ein nicht-konstantes Polynom in tr (AB) und trR2 (A,C) ein nicht-konstantes
Polynom in tr (AC). Diese Polynome nennen wir die Spurpolynome von G. In der
Untergruppe 〈A,B〉 der PSL (2,C) können wir nach geeigneter Konjugation
A = ±
 0 1
−1 a
 und B (w) = ±
 w bw − w2 − 1
1 b− w

mit w ∈ C wählen. Dabei sind A,B (w) ∈ PSL (2,C) und es ist a = 2cos
(
pi
l
)
und
b = 2cos
(
pi
m
)
. Zusätzlich können wir an dieser Stelle und auch im weiteren Verlauf dieses
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Abschnitts aus Gründen der Symmetrie stets statt G1 auch G2 bzw. statt R1 (a, b) auch
R2 (a, c) betrachten. Die Aussagen folgen analog.
Nachdem die Existenz einer wesentlichen Darstellung für eine gegebene verallgemeinerte
P.-V.-Gruppe G in die PSL (2,C) gesichert ist, stellt sich für den Nachweis der Tits-
Alternative die Frage, unter welchen Bedingungen das Bild von G unter dieser wesentlichen
Darstellung nicht-elementar ist. Eine Möglichkeit ist es, mithilfe von Lemma 5.2.6 ein
nicht-elementares Bild von G in der PSL (2,C) zu konstruieren. Diese Methode wird z. B.
für den Nachweis der Tits-Alternative für sphärische verallgemeinerte Tetraedergruppen
mithilfe des Lemmas 3.2.8 genutzt (vgl. z. B. [29, 41]).
Bemerkung 5.2.9. (Konstruktion eines nicht-elementaren Bildes in der PSL (2,C)) Es
sei G eine verallgemeinerte P.-V.-Gruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
und
G1 = 〈al = bm = Rp1 (a, b) = 1〉.
Sei ρ1 : G1 → PSL (2,C) eine wesentliche Darstellung mit ρ1 (a) = A und ρ1 (b) = B,
für die 〈A,B〉 endlich ist und tr (([A,B])) 6= 2 gilt. D. h., dass 〈A,B〉 isomorph zu einer
Diedergruppe D2n, (2 ≤ n) oder zur A4, S4 oder A5 ist. Mithilfe von Lemma 5.2.6 ist es
möglich, ein C ∈ PSL (2,C) so zu konstruieren, dass ρ : G→ PSL (2,C) mit ρ1 (a) = A,
ρ1 (b) = B und ρ1 (c) = C eine wesentliche Darstellung ist. Liegen die möglichen Werte für
tr (BC) in C \ R, so folgt mit Lemma 3.2.12, dass das Element BC unendliche Ordnung
hat. Damit muss ρ (G) nicht-elementar sein und es folgt die Existenz einer nicht-abelschen
freien Untergruppe vom Rang 2 in G (vgl. [29, S. 545]).
Zusätzlich zu der Konstruktion nicht-elementarer Bilder in der PSL (2,C) erhalten wir
mithilfe der wesentlichen Darstellungen den folgenden Satz, welcher eine Verallgemeinerung
des Fortsetzungssatzes für verallgemeinerte Tetraedergruppen ist (vgl. Satz 3.2.9 bzw. [33,
Korollar 1] und [24, Theorem 2.3]).
Satz 5.2.10. (Fortsetzungssatz) Sei G eine verallgemeinerte P.-V.-Gruppe mit einer
Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
.
Für G1 =
〈
a, b | al = bm = Rp1 (a, b) = 1
〉
sei ρ1 : G1 → PSL (2,C) eine wesentliche Dar-
stellung mit ρ1 (a) = A und ρ1 (B) = B. Zusätzlich gelte eine der folgenden Bedingungen:
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(i) tr ([A,B]) 6= 2,
(ii) (n, q, r) 6= (2, 2, 2) und 〈A,B〉 ist eine unendliche metabelsche Untergruppe der
PSL (2,C).
Dann kann ρ1 zu einer wesentlichen Darstellung ρ : G → PSL (2,C) mit ρ (a) = A und
ρ (b) = B erweitert werden. Insbesondere ist G unendlich, falls 〈A,B〉 unendlich ist.
Beweis. (vgl. [33, Beweis zu Korollar 1] und [24, Beweis zu Theorem 2.3]) Die Aussage
folgt direkt aus dem Beweis zu Satz 5.2.7. Im Fall (i) kann direkt Lemma 5.2.6 angewandt
werden. Im Fall (ii) sind die Ausnahmefälle aus dem Beweis ausgeschlossen und somit kann
entweder Lemma 5.2.6 benutzt werden oder die Gleichungen (5.3) können gelöst werden,
um C = ρ (c) ∈ PSL (2,C) zu bestimmen und die wesentliche Darstellung ρ von G zu
erhalten. 
Korollar 5.2.11. Seien G, G1 und ρ1 wie in Satz 5.2.10 und sei (n, q, r) 6= (2, 2, 2). Ist
ρ1 (G1) zyklisch oder unendlich metabelsch, so ist G unendlich.
Beweis. Nach Bemerkung 3.2.10 kann hier ρ1 (G1) stets unendlich metabelsch gewählt
werden. Also kann Punkt (ii) des Fortsetzungssatzes 5.2.10 angewandt werden, da zusätzlich
(n, q, r) 6= (2, 2, 2) gilt. Es folgt die Behauptung. 
Die folgenden Sätze 5.2.12 und 5.2.13 bilden Zusätze zum Fortsetzungssatz 5.2.10,
die für den Nachweis der Tits-Alternative eine wichtige Rolle spielen. Satz 5.2.12 steht in
Analogie zu [33, Lemma 1]. Satz 5.2.13 ist ein Analogon zu dem als Darstellungssatz für
verallgemeinerte Tetraedergruppen bekannten Satz (vgl. Satz 4.2.8 bzw. [33, 37, 41]); der
Beweis dieses Satzes ist eine für verallgemeinerte P.-V.-Gruppen angepasste Version (vgl.
[41, Beweis zu Lemma 2.32]).
Satz 5.2.12. Sei G eine verallgemeinerte P.-V.-Gruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
.
Existiert für G1 =
〈
a, b | al = bm = Rp1 (a, b) = 1
〉
eine wesentliche Darstellung ρ1 :
G→ PSL (2,C) mit nicht-elementarem Bild, so enthält G eine nicht-abelsche freie Unter-
gruppe vom Rang 2.
Beweis. (vgl. [33, Beweis zu Lemma 1]) Da ρ1 nicht-elementar ist, gilt nach Korollar
3.2.18 hier tr ([A,B]) 6= 2. Mit dem Fortsetzungssatz 5.2.10 folgt also, dass ρ1 zu einer
wesentlichen Darstellung ρ : G→ PSL (2,C) erweitert werden kann mit ρ (a) = ρ1 (a) = A
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und ρ (b) = ρ1 (b) = B. Da ρ1 (G1) = 〈A,B〉 nicht-elementar ist, enthält ρ1 (G1) eine nicht-
abelsche freie Untergruppe. Somit enthält auch ρ (G) eine nicht-abelsche freie Untergruppe
vom Rang 2 und es gilt F2 < G. 
Satz 5.2.13. Sei G eine verallgemeinerte P.-V.-Gruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
.
Für G1 =
〈
a, b | al = bm = Rp1 (a, b) = 1
〉
sei ρ1 : G → PSL (2,C) eine wesentliche Dar-
stellung mit ρ1 (a) = A und ρ1 (b) = B. Gilt tr ([A,B]) = 2 und (n, q, r) 6= (2, 2, 2), so
enthält G eine nicht-abelsche freie Untergruppe vom Rang 2.
Beweis. Wir gehen zunächst vor wie im Beweis zu Satz 5.2.7. Da tr ([A,B]) = 2 gilt,
können wir annehmen, dass 〈A,B〉 eine unendliche metabelsche Gruppe ist. Nach geeigneter
Konjugation können wir wie im Beweis zu Satz 5.2.7 A und B wählen als
A = ±
 α 0
0 α−1
 und B = ±
 β δ
0 β−1
 .
Wir können δ 6= 0 annehmen, da 〈A,B〉 nicht abelsch ist, und α 6= ±1 und β 6= ±1, da
l,m ≥ 2 gilt. Wir konstruieren nun
C = ±
 c1 c2
c3 c4

als Element in der PSL (2,C) mit den Variablen c1, c2, c3, c4. trR2 (A,C) = −2 cos piq ist
ein nicht-konstantes Polynom in tr (AC). Wir wählen eine Nullstelle dieses Polynoms, und
setzen tr (C) = 2 cos pi
n
und tr (ABC) = 2 cos pi
r
. Da (n, q, r) 6= (2, 2, 2) gilt, können wir
hier (tr (C) , tr (AC) , tr (ABC)) 6= (0, 0, 0) annehmen. Wir betrachten erneut das lineare
Gleichungssystem:
c1 + c4 = tr (C)
αc1 + α−1c4 = tr (AC)
αβc1 + αδc3 + α−1β−1c4 = tr (ABC)
(5.4)
Es gilt
det

1 0 1
α 0 α−1
αβ αδ α−1β−1
 = δ (α2 − 1) 6= 0.
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Es existiert eine eindeutige Lösung (c1, c3, c4) und wir können stets c3 6= 0 erreichen: Ist
c3 = 0 und n 6= 2, so können wir tr (C) = 2 cos pin durch tr (C) = −2 cos pin ersetzen und
erhalten ein c3 6= 0. Für r 6= 2 erhalten wir c3 6= 0, indem wir tr (ABC) = 2 cos pir durch
tr (ABC) = −2 cos pi
r
ersetzen. Gilt n = r = 2, so muss nach den Voraussetzungen des
Satzes q 6= 2 gelten. Hier ist es möglich trR2 (A,C) = −2 cos piq durch trR2 (A,C) = 2 cos piq
zu ersetzen, um ein c3 6= 0 zu erhalten. Wir wählen ein c2, welches die Determinantenglei-
chung c1c4 − c2c3 = 1 erfüllt. Gemeinsam mit (c1, c3, c4) erhalten wir so das gesuchte C in
PSL (2,C) und damit die wesentliche Darstellung.
Da c3 6= 0 gilt, ist die Gruppe 〈A,B,C〉 nicht-elementar. Denn C und tr ([A,B]) haben
keinen gemeinsamen Fixpunkt und [A,B] hat unendliche Ordnung. Damit gilt F2 < G.
Für den Beweis der analogen Aussage für verallgemeinerte Tetraedergruppen vgl. [33,
Beweis zu Theorem 1] und [41, Beweis zu Lemma 2.32]. 
Aus der Existenz einer wesentlichen Darstellung in die PSL (2,C) für eine verallge-
meinerte P.-V.-Gruppe G folgt direkt, dass G unter bestimmten Bedingungen an die
Exponenten in der Präsentierung von G unendlich ist (vgl. [84]).
Korollar 5.2.14. Sei G eine verallgemeinerte P.-V.-Gruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
.
Gilt
1/l + 1/m + 1/n + 1/p + 1/q + 1/r ≤ 2,
so ist G unendlich.
Beweis. Die Behauptung folgt aus Satz 5.2.7 und [84, Theorem]. 
Mithilfe der wesentlichen Darstellungen in die PSL (2,C) ist es möglich, Bedingungen
an die Exponenten in der Präsentierung einer verallgemeinerten P.-V.-Gruppe G zu formu-
lieren, unter denen G SQ-universal ist und damit insbesondere die Tits-Alternative erfüllt.
Die SQ-Universalität wurde bereits im Kapitel Grundlagen eingeführt (vgl. Definition
2.2.4). Für verallgemeinerte Tetraedergruppen existiert ein analoges Theorem (vgl. Theo-
rem 4.2.9 bzw. [33, Theorem 3]); der Beweis des folgenden Theorems 5.2.15 ist eine für
verallgemeinerte P.-V.-Gruppen angepasste Version (vgl. [33, Beweis zu Theorem 3]).
Theorem 5.2.15. Sei G eine verallgemeinerte P.-V.-Gruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
.
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Gilt
1/l + 1/m + 1/n + 1/p + 1/q + 1/r < 2,
so ist G SQ-universal.
Beweis. Sei ρ eine wesentliche Darstellung von G in die PSL (2,C), welche nach Satz
5.2.7 existiert. Wir konstruieren zunächst eine wesentliche Darstellung von G in eine
endliche Gruppe. Nach dem Theorem von Selberg zu endlich erzeugten Untergruppen von
linearen Gruppen existiert ein Normalteiler H von endlichem Index in ρ (G), so dass ρ (a)
Ordnung l, ρ (b) Ordnung m, ρ (c) Ordnung n jeweils modulo H und ρ (R1 (a, b)) Ordnung
p, ρ (R2 (a, c)) Ordnung q, ρ (abc) Ordnung r jeweils modulo H hat (vgl. [81]). Sei pi der
kanonische Epimorphismus von ρ (G) auf ρ (G) /H. Wir erhalten
G
ρ→ ρ (G) pi→ ρ(G)/H
als wesentliche Darstellung φ = pi ◦ ρ von G in eine endliche Gruppe.
Der Rest des Beweises verläuft analog zu [33, Beweis zu Theorem 3] und wird hier
zur Vollständigkeit wiedergegeben. Sei nun X =
〈
a, b, c | al = bm = cn = 1
〉
und β der
kanonische Epimorphismus von X auf G. Damit gilt
X
β→ G φ→ ρ(G)/H.
Sei Y = ker (φ ◦ β). Y ist ein Normalteiler von endlichem Index in X und torsionsfrei. Da
X ein freies Produkt zyklischer Gruppen und Y torsionsfrei ist, ist Y eine freie Gruppe
von endlichem Rang s. Sei [X : Y ] = j. Nun betrachten wir X als Fuchssche Gruppe
(vgl. Beispiel 5.1.6 und z. B. [37, Kapitel 4.2]). Jedes endlich erzeugte freie Produkt von
zyklischen Gruppen kann treu als Fuchssche Gruppe mit endlicher hyperbolischer Fläche
µ (X) des Fundamentalbereichs dargestellt werden, wenn sie keine unendliche Diedergruppe
ist (vgl. [37, Kapitel 4.3]). Aus der Riemann-Hurwitz-Formel (siehe z. B. [37, Theorem
4.3.8]) folgt hier
jµ (X) = µ (Y )
mit
µ (Y ) = s− 1 und µ (X) = 2− (1/l + 1/m + 1/n) .
Daraus folgt
s = 1− j (1/l + 1/m + 1/n− 2) .
Sei K der normale Abschluss von Rp1 (a, b), Rq2 (a, c) und (abc)
r, also G = X/K. K ist auch
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in Y enthalten, also kann Y/K als Untergruppe von G von endlichem Index aufgefasst
werden. Nach mehrfachem Anwenden von [6, Korollar 3] hat Y/K eine Präsentierung mit s
Erzeugenden und j/p + j/q + j/r Relationen. Die Defizienz d dieser Präsentierung von Y/K
ist somit
d = s− (j/p + j/q + j/r) = 1− j (1/l + 1/m + 1/n + 1/p + 1/q + 1/r − 2) .
Mit 1/l + 1/m + 1/n + 1/p + 1/q + 1/r < 2 folgt sofort d ≥ 2. Y/K und somit G enthält
also eine Untergruppe von endlichem Index, die homomorph auf eine nicht-abelsche freie
Gruppe vom Rang 2 abgebildet werden kann (vgl. [5] bzw. Beispiel 2.2.5). Da Y/K damit
SQ-universal ist und endlichen Index in G hat, ist G SQ-universal.
Für den Beweis der analogen Aussage für verallgemeinerte Tetraedergruppen vgl. [33,
Beweis zu Theorem 3]. 
Die Existenz einer nicht-abelschen freien Untergruppe in einer verallgemeinerten
P.-V.-Gruppe lässt sich in den folgenden drei Sätzen analog zu verallgemeinerten Tetraeder-
gruppen auch unter anderen Bedingungen nachweisen (vgl. Satz 4.2.10 bzw. [33, Theoreme
4 und 5]).
Satz 5.2.16. Sei G eine verallgemeinerte P.-V.-Gruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
mit 2 ≤ l ≤ m und R1 (a, b) = aα1bβ1 . . . aαk1 bβk1 mit k1 ≥ 2 und 1 ≤ αi < l, 1 ≤ βi < m
für 1 ≤ i ≤ k1. Zusätzlich sei eine der folgenden Bedingungen erfüllt:
(i) m ≥ 4 und p ≥ 3,
(ii) m ≥ 3 und p ≥ 4,
(iii) l ≥ 3 und p ≥ 3.
Dann enthält G eine nicht-abelsche freie Untergruppe.
Beweis. Die Vorgehensweise dieses Beweises entspricht [33, Beweis zu Lemma 2],
wobei jedoch eine Korrektur dazu in [23, Bemerkung 2.12] berücksichtigt wird. Exis-
tiert für
G1 =
〈
a, b | al = bm = Rp1 (a, b) = 1
〉
eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem Bild, so gilt F2 < G
nach Satz 5.2.12. Für k1 ≥ 2 unter den Voraussetzungen der Punkte (i), (ii) oder (iii)
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existiert solch eine Darstellung von G1 in die PSL (2,C) mit nicht-elementarem Bild außer
in den folgenden Fällen (a) bis (f) (vgl. [34, Beweis zu Theorem 7] bzw. [37, Beweis zu
Theorem 7.2.3.2] und [23, Bemerkung 2.12]):
(a) l = 2, m = 6t ≥ 6, p = 3, k1 = 2 und
G1 =
〈
x, y | x2 = y6t =
(
xytxy3t
)3
= 1
〉
.
(b) l = 2, m = 4t ≥ 4, p = 4, k1 = 2 und
G1 =
〈
x, y | x2 = y4t =
(
xytxy2t
)4
= 1
〉
.
(c) l = m = p = 3, k1 = 2 und
G1 =
〈
x, y | x3 = y3 =
(
xyxy2
)3
= 1
〉
.
(d) l = m = p = 4, k1 = 2 und
G1 =
〈
x, y | x4 = y4 =
(
xy2x2y2
)4
= 1
〉
.
(e) l = 2, m = p = k1 = 4 und
G1 =
〈
x, y | x2 = y4 =
(
xyxy2xy2xy2
)4
= 1
〉
.
(f) l = 2, m = 6t ≥ 6, p = 6, k1 = 2 und
G1 =
〈
x, y | x2 = y6t =
(
xy2txy3t
)6
= 1
〉
.
Œ können wir annehmen, dass x = a und y = b gilt. Wir betrachten zunächst Fall (a).
Hier erhalten wir mit der zusätzlichen Relation b3t = 1 die Faktorgruppe G? von G mit
der Präsentierung
G? =
〈
a, b, c | a2 = b3t = cn = Rq2 (a, c) = (abc)r = 1
〉
.
Mit a 7→ x, b 7→ xy und c 7→ z ist G? isomorph zu
〈
x, y, z | x2 = zn = (xy)3t = (yz)r = Rq2 (x, z) = 1
〉
.
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Diese Gruppe enthält eine nicht-abelsche freie Untergruppe vom Rang 2. Denn aus 3t > 2
folgt, dass für
〈x, y | x2 = (xy)3t = 1〉
eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem Bild existiert (vgl. [31,
Theorem 1] bzw. Satz 4.2.10). Also gilt mit Bemerkung 4.2.7 F2 < G? und somit F2 < G.
Im Fall (b) beginnen wir ähnlich und erhalten durch Hinzufügen der Relation b2t = 1 die
Faktorgruppe G? von G mit der Präsentierung
G? =
〈
a, b, c | a2 = b2t = cn = Rq2 (a, c) = (abc)r = 1
〉
.
Mit a 7→ x, b 7→ xy und c 7→ z ist G? isomorph zu
〈
x, y, z | x2 = zn = (xy)2t = (yz)r = Rq2 (x, z) = 1
〉
.
Für t > 1 enthält diese Gruppe eine nicht-abelsche freie Untergruppe vom Rang 2. Denn
dann existiert für
〈x, y | x2 = (xy)2t = 1〉
eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem Bild (vgl. [31, Theo-
rem 1] bzw. Satz 4.2.10). Also gilt F2 < G? und somit F2 < G (vgl. Bemerkung 4.2.7). Sei
nun t = 1, d. h. G habe eine Präsentierung〈
a, b, c | a2 = b4 = cn =
(
abab2
)4
= R2 (a, c)q = (abc)r = 1
〉
.
Wir können eine wesentliche Darstellung ρ1 von
G1 =
〈
a, b | a2 = b4 =
(
abab2
)4
= 1
〉
in die PSL (2,C) so wählen, dass das Bild von G1 unendlich metabelsch ist. Sei dazu
A = ρ1 (a) und B = ρ1 (b). Da tr (A) = 0, tr (B) = ±
√
2 und ±√2 != tr (ABAB2) =
tr (AB)2 tr (B) − tr (B) gilt, können wir die Spuren so wählen, dass tr (AB) = √2 und
tr ([A,B]) = 2 gilt. Es ist also möglich, das Bild ρ1 (G1) stets unendlich metabelsch zu
wählen. Mit Satz 5.2.13 folgt, dass für (n, q, r) 6= (2, 2, 2) hier F2 < G gilt. Sei nun
(n, q, r) = (2, 2, 2), d. h. G habe eine Präsentierung
〈
a, b, c | a2 = b4 = c2 =
(
abab2
)4
= (ac)2 = (abc)2 = 1
〉
.
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Mit a 7→ x, b 7→ y und c 7→ zx ist G isomorph zu
G˜ =
〈
x, y, z | x2 = y4 = z2 =
(
xyxy2
)4
= (xz)2 = (yz)2 = 1
〉
.
G˜ enthält eine nicht-abelsche freie Untergruppe und damit gilt F2 < G (vgl. [33, Theorem
4] bzw. Satz 4.2.10). Dazu betrachten wir die Gruppe H mit einer Präsentierung
H =
〈
x, y | x2 = y4 = R41 (x, y) = R41
(
x−1, y−1
)
= 1
〉
mit R1 (x, y) = xyxy2, die als Kern der Abbildung ϕ : G˜ → G˜ mit x 7→ 1, y 7→ 1 und
z 7→ z Untergruppe von G˜ vom Index 2 ist. Die Relation R41 (x−1, y−1) folgt hier aus den
Relationen x2 = y4 = R41 (x, y) = 1. Es gilt also H = G˜1 = 〈x, y | x2 = y4 = R41 (x, y) = 1〉
und damit ist G˜1 Untergruppe von G˜. G˜1 und somit G˜ enthält eine nicht-abelsche freie
Untergruppe (vgl. [34, Theorem 7]). Also gilt F2 < G.
Für Fall (c) betrachten wir eine wesentliche Darstellung ρ1 von
G1 =
〈
a, b | a3 = b3 =
(
abab2
)3
= 1
〉
in die PSL (2,C) mit A = ρ1 (a) und B = ρ1 (b). Da tr (A) = ±1, tr (B) = ±1 und
±1 != tr (ABAB2) = tr (AB)2 tr (B)− tr (AB) tr (A)− tr (B) gilt, können wir die Spuren
so wählen, dass tr (AB) = 2 und tr ([A,B]) = 2 gilt. Es ist also möglich, das Bild ρ1 (G1)
stets unendlich metabelsch zu wählen. Mit Satz 5.2.13 folgt, dass für (n, q, r) 6= (2, 2, 2)
hier F2 < G gilt. Wir müssen also noch die Gruppe G mit der Präsentierung〈
a, b, c | a3 = b3 = c2 =
(
abab2
)3
= R22 (a, c) = (abc)
2 = 1
〉
betrachten. Mit der zusätzlichen Relation (ab)3 = 1 erhalten wir die Faktorgruppe G? von
G mit
G? =
〈
a, b, c | a3 = b3 = c2 = (ab)3 = R22 (a, c) = (abc)2 = 1
〉
,
da die Relation (abab2)3 = 1 hier aus den Relationen a3 = b3 = (ab)3 = 1 folgt. Mit a 7→ x,
b 7→ x2y und c 7→ z ist G? isomorph zu
G˜? =
〈
x, y, z | x3 = y3 = z2 =
(
x2y
)3
= R22 (x, z) = (yz)
2 = 1
〉
mit R2 (x, z) = xγ1z . . . xγk2z mit k2 ≥ 1 und 1 ≤ γi < 3 für 1 ≤ i ≤ k2. Für k2 > 2 hat
diese verallgemeinerte Tetraedergruppe eine nicht-abelsche freie Untergruppe vom Rang 2
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nach Theorem 4.2.6. Für k2 = 2 existiert ebenfalls eine nicht-abelsche freie Untergruppe
vom Rang 2 in dieser Gruppe (vgl. [41, Fall S.3]). Denn G˜? hat Œ eine Präsentierung
〈
x, y, z | x3 = y3 = z2 = (xy)3 =
(
zxzx2
)2
= (yz)2 = 1
〉
und für
G˜1
? =
〈
x, y | x3 = y3 = (xy)3 = 1
〉
existiert eine wesentliche Darstellung ρ1 in die PSL (2,C) mit unendlich metabelschem
Bild. Sei dazu X = ρ1 (x) und Y = ρ1 (y). Da tr (X) = ±1, tr (Y ) = ±1 und tr (XY ) = ±1
gilt, können wir die Spuren so wählen, dass tr ([X, Y ]) = 2 gilt. Mit tr (Z) = 0, tr (Y Z) = 0
und 0 != tr (ZXZX2) =
(
tr (XZ)2 − 1
)
tr (X) mit tr (XZ) = ±1 können wir ρ1 stets zu
einer wesentlichen Darstellung von G in die PSL (2,C) erweitern mit nicht-elementarem
Bild. Also gilt F2 < G? und somit F2 < G für k2 ≥ 2. Für den Fall k2 = 1 hat die Gruppe
G Œ eine Präsentierung〈
a, b, c | a3 = b3 = c2 =
(
abab2
)3
= (ac)2 = (abc)2 = 1
〉
.
Diese Präsentierung ist mit a 7→ x, b 7→ y und c 7→ zx2 isomorph zu der verallgemeinerten
Tetraedergruppe G˜ mit den Präsentierungen〈
x, y, z | x3 = y3 = z2 =
(
xyxy2
)3
=
(
zx2
)2
= (yz)2 = 1
〉
∼=
〈
x, y, z | x3 = y3 = z2 =
(
xyxy2
)3
= (xz)2 = (yz)2 = 1
〉
.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe und damit gilt F2 < G für
k2 = 1 (vgl. [33, Theorem 4] bzw. Satz 4.2.10). Wir betrachten dazu den Kern H der
Abbildung ϕ : G˜→ G˜ mit x 7→ 1, y 7→ 1 und z 7→ z. H hat eine Präsentierung
H =
〈
x, y | x3 = y3 = R31 (x, y) = R31
(
x−1, y−1
)
= 1
〉
mit R1 (x, y) = xyxy2 und ist Untergruppe von G˜ vom Index 2. Die Relation R31 (x−1, y−1)
folgt hier aus den übrigen Relationen x3 = y3 = R31 (x, y) = 1. Damit gilt H = G˜1 =
〈x, y | x3 = y3 = R31 (x, y) = 1〉 und G˜1 ist Untergruppe von G˜. G˜1 und somit G˜ enthält
eine nicht-abelsche freie Untergruppe (vgl. [34, Theorem 7]). Es folgt F2 < G.
Nun betrachten wir Fall (d). Wir führen in G die zusätzliche Relation (ab2a2b2)2 = 1 ein
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und erhalten eine Faktorgruppe G? von G. Für die Gruppe
G?1 = 〈a, b | a4 = b4 =
(
ab2a2b2
)2
= 1〉
existiert eine wesentliche Darstellung ρ1 in die PSL (2,C) mit nicht-elementarem Bild. Sei
dazu A = ρ1 (a) und B = ρ1 (b). Da tr (A) = ±
√
2, tr (B) = ±√2 und 0 != tr (AB2A2B2) =
tr (AB)2 tr (A) − 2tr (AB) tr (B) + 32tr (A) gilt, können wir die Spuren so wählen, dass
tr (AB) = 1 + 1√2i und tr ([A,B]) 6= 2 gilt. Es ist also möglich, das Bild ρ1 (G1) nicht-
elementar zu wählen. Also gilt nach Satz 5.2.12 F2 < G? und damit F2 < G.
Im Fall (e) führen wir in G die zusätzliche Relation (abab2ab2ab2)2 = 1 ein und erhalten
eine Faktorgruppe G? von G. Für die Gruppe
G?1 = 〈a, b | a2 = b4 =
(
abab2ab2ab2
)2
= 1〉
existiert eine wesentliche Darstellungen in die PSL (2,C) mit nicht-elementarem Bild
(vgl. [61, Beweis zu Lemma 7]). Also gilt nach Satz 5.2.12 F2 < G? und damit F2 < G.
Im Fall (f) fügen wir die Relation (ab2tab3t)3 = 1 zu G hinzu und erhalten die Faktorgruppe
G? von G (vgl. [23, Bemerkung 2.12]). Für G?1 mit der Präsentierung〈
a, b | a2 = b6t =
(
ab2tab3t
)3
= 1
〉
existiert eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem Bild. Damit
enthält G? und somit G in diesem Fall eine nicht-abelsche freie Untergruppe vom Rang 2.
Also gilt die Behauptung. 
Satz 5.2.17. Sei G eine verallgemeinerte P.-V.-Gruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
mit 2 ≤ l ≤ m und R1 (a, b) = aα1bβ1 . . . aαk1 bβk1 mit k1 ≥ 1 und 1 ≤ αi < l, 1 ≤ βi < m
für 1 ≤ i ≤ k1. Sei (n, q, r) 6= (2, 2, 2) und 1/l + 1/m + 1/p < 1. Zusätzlich sei eine der
folgenden Bedingungen erfüllt:
(i) k1 = 1,
(ii) k1 ≥ 2 und p > 2.
Dann enthält G eine nicht-abelsche freie Untergruppe.
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Beweis. In diesem Beweis gehen wir ebenfalls analog zu dem Beweis der Aussage für
verallgemeinerte Tetraedergruppen vor (vgl. [33, Beweis zu Lemma 3]). Sei ρ1 also eine
wesentliche Darstellung von
G1 =
〈
a, b | al = bm = Rp1 (a, b) = 1
〉
in die PSL (2,C) mit A = ρ1 (a) und B = ρ1 (b) (vgl. Satz 3.2.4). Zusätzlich sei 〈A,B〉
nicht-abelsch. Wir können wie im Beweis zu Satz 5.2.7 ein C ∈ PSL (2,C) finden mit
(tr (C) , tr (AC) , tr (ABC)) 6= (0, 0, 0), da (n, q, r) 6= (2, 2, 2) gilt.
Wir betrachten zunächst Fall (i). Sei k1 = 1. Für p ≥ 7 und p = 5 hat G1 eine
wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem Bild (vgl. [35, Lemma 3.2]).
Nach Satz 5.2.12 gilt somit F2 < G. Sei also 2 ≤ p ≤ 4 oder p = 6 und ρ1 : G1 → PSL (2,C)
eine wesentliche Darstellung. Wir können ρ1 so wählen, dass das Bild vonG1 nicht-elementar
ist und somit F2 < G gilt, außer in den folgenden vier Fällen (vgl. [35]):
(a) p = 6, l = 2, m = 6 und R1 (a, b) = ab2.
(b) p = 6, l = 3, m = 6 und R1 (a, b) = ab3.
(c) p = 6, l = 6, m = 6 und R1 (a, b) = a2b3 oder R1 (a, b) = a3b2.
(d) p = 4, l = 4, m = 4 und R1 (a, b) = ab2 oder R1 (a, b) = a2b.
In den Fällen (a), (b) und (c) fügen wir die Relation R31 (a, b) = 1 zu G hinzu und erhalten
eine Faktorgruppe G? von G. In Fall (a) können wir für G?1 mit der Präsentierung〈
a, b | a2 = b6 =
(
ab2
)3
= 1
〉
eine wesentliche Darstellung ρ1 : G?1 → PSL (2,C) finden mit A = ρ1 (a) und B =
ρ1 (b), für die ρ1 (G?1) nicht-elementar ist. Da tr (A) = 0, tr (B) = ±
√
3 und tr (AB2) =
tr (AB) tr (B) != ±1 gilt, können wir tr (AB) = ± 1√3 und tr ([A,B]) 6= 2 wählen. In den
Fällen (b) und (c) können wir für
G?1 =
〈
a, b | al = bm = R31 (a, b) = 1
〉
die wesentliche Darstellung ρ1 : G?1 → PSL (2,C) ebenfalls so wählen, dass das Bild von
G?1 nicht-elementar ist (vgl. [35]). Damit enthält G? nach Satz 5.2.12 in den Fällen (a), (b)
und (c) also eine nicht-abelsche freie Untergruppe vom Rang 2 und somit gilt F2 < G.
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Nun betrachten wir Fall (d). Es ist
G1 =
〈
a, b | a4 = b4 =
(
ab2
)4
= 1
〉
oder
G1 =
〈
a, b | a4 = b4 =
(
a2b
)4
= 1
〉
.
ρ1 : G1 → PSL (2,C) sei eine wesentliche Darstellung von G1 mit A = ρ1 (a) und B = ρ1 (b).
Für tr (A) = ±√2, tr (B) = ±√2 und ±√2 != trR1 (A,B) = tr (AB) tr (B)− tr (A) oder
±√2 != trR1 (A,B) = tr (AB) tr (A)− tr (B) können wir die Spuren so wählen, dass stets
tr ([A,B]) = 2 gilt. Es ist also möglich, das Bild ρ1 (G1) unendlich metabelsch zu wählen.
Da (n, q, r) 6= (2, 2, 2) gilt, enthält G nach Satz 5.2.13 eine nicht-abelsche freie Untergruppe
vom Rang 2.
Nun betrachten wir Fall (ii); sei also k1 ≥ 2. Aufgrund der Bedingung 1/l+ 1/m+ 1/p < 1
ist für k1 ≥ 2 und p > 2 stets eine der Bedingungen (i) bis (iii) in Satz 5.2.16 erfüllt, und
es folgt hier für k1 ≥ 2 direkt F2 < G. 
Auch für den Fall (n, q, r) = (2, 2, 2) ist es möglich, unter der Annahme 1/l+1/m+1/p < 1
die Existenz einer nicht-abelschen freien Untergruppe unter zusätzlichen Voraussetzungen
nachzuweisen. Es ist nun nicht möglich, Punkt (ii) des Fortsetzungssatzes 5.2.10 und Satz
5.2.13 anzuwenden.
Satz 5.2.18. Sei G eine verallgemeinerte P.-V.-Gruppe mit einer Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
mit 2 ≤ l ≤ m und R1 (a, b) = aα1bβ1 . . . aαk1 bβk1 mit k1 ≥ 1 und 1 ≤ αi < l, 1 ≤ βi < m
für 1 ≤ i ≤ k1. Es sei (n, q, r) = (2, 2, 2) und 1/l + 1/m + 1/p < 1. Zusätzlich sei eine der
folgenden Bedingungen erfüllt:
(i) k1 = 1,
(ii) k1 ≥ 2 und p > 2.
Dann enthält G eine nicht-abelsche freie Untergruppe.
Beweis. Sei
G1 =
〈
a, b | al = bm = Rp1 (a, b) = 1
〉
.
Wir betrachten zunächst Fall (i); sei also k1 = 1. Analog zum Beweis zu Satz 5.2.17
existiert für G1 eine wesentliche Darstellung in die PSL (2,C), so dass das Bild von G1
nicht-elementar ist und damit F2 < G gilt, außer in den folgenden vier Fällen:
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(a) p = 6, l = 2, m = 6 und R1 (a, b) = ab2.
(b) p = 6, l = 3, m = 6 und R1 (a, b) = ab3.
(c) p = 6, l = 6, m = 6 und R1 (a, b) = a2b3 oder R1 (a, b) = a3b2.
(d) p = 4, l = 4, m = 4 und R1 (a, b) = ab2 oder R1 (a, b) = a2b.
In den Fällen (a), (b) und (c) fügen wir analog zu dem Beweis zu Satz 5.2.17 die Relation
R31 (a, b) = 1 zu G hinzu und erhalten eine Faktorgruppe G? von G mit
G?1 =
〈
a, b | al = bm = R31 (a, b) = 1
〉
.
In den Fällen (a), (b) und (c) existiert eine wesentliche Darstellung von G?1 in die PSL (2,C)
mit nicht-elementarem Bild. Nach Satz 5.2.12 gilt F2 < G? und somit F2 < G.
Im Fall (d) hat G eine Präsentierung
〈
a, b, c | a4 = b4 = c2 = R41 (a, b) = R22 (a, c) = (abc)2 = 1
〉
mit R1 (a, b) = ab2 oder R1 (a, b) = a2b. Sei zunächst R1 (a, b) = ab2. Wir fügen zu G
die zusätzliche Relation b2 = 1 hinzu und erhalten die Faktorgruppe G? von G mit der
Präsentierung 〈
a, b, c | a4 = b2 = c2 = R22 (a, c) = (abc)2 = 1
〉
.
Mit a 7→ x, b 7→ x3y und c 7→ z ist G? isomorph zu〈
x, y, z | x4 =
(
x3y
)2
= z2 = R22 (x, z) = (yz)
2 = 1
〉
.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe vom Rang 2. Denn für
〈x, y | x4 =
(
x3y
)2
= 1〉
existiert eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem Bild (vgl. [34,
Theorem 5] bzw. Satz 4.2.10). Damit gilt F2 < G? und F2 < G (vgl. Bemerkung 4.2.7).
Sei nun R1 (a, b) = a2b, d. h. G habe eine Präsentierung〈
a, b, c | a4 = b4 = c2 =
(
a2b
)4
= R22 (a, c) = (abc)
2 = 1
〉
mit R2 (a, c) = aα1caα2c . . . aαk2c für k2 ≥ 1 und 1 ≤ αi < 4 für 1 ≤ i ≤ k2. Wir führen in
G die zusätzliche Relation a2 = 1 ein. Aufgrund der freien Kürzungen im freien Produkt
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von Z2 × Z2 gibt es für R2 (a, c) die Möglichkeit, dass das Wort nach dem Einführen von
a2 = 1 erstens die Form (ac)h mit h ≥ 1 hat oder dass zweitens das Wort gleich a oder
gleich c ist. Im ersten Fall erhalten wir die Faktorgruppe G? von G mit der Präsentierung
〈
a, b, c | a2 = b4 = c2 = (ac)2h = (abc)2 = 1
〉
mit h ≥ 1. Im zweiten Fall erhalten wir die Faktorgruppe G?? von G mit der Präsentierung
〈
a, b, c | a2 = b4 = c2 = (abc)2 = 1
〉
.
Mit a 7→ x, b 7→ y und c 7→ zx ist G? isomorph zu der Gruppe mit der Präsentierung
〈
x, y, z | x2 = y4 = z2h = (xz)2 = (yz)2 = 1
〉
mit h ≥ 1. Diese Gruppe vom SN-Typ und somit G? enthält eine nicht-abelsche freie
Untergruppe vom Rang 2 (vgl. Satz 5.2.5). G?? ist ein Ein-Relator-Produkt von zyklischen
Gruppen und aufgrund der Relation b4 = 1 gilt F2 < G?? (vgl. Beispiel 2.2.5 bzw. [79,
Theorem 1.4]). Somit gilt F2 < G auch für R1 (a, b) = a2b.
Nun betrachten wir Fall (ii). Sei k1 ≥ 2 und p > 2. Analog zu dem Beweis zu Satz
5.2.17 für k1 ≥ 2 folgt aus 1/l + 1/m + 1/p < 1 und Satz 5.2.16 direkt, dass für k1 ≥ 2 und
p 6= 2 stets F2 < G gilt, da einer der Fälle (i) bis (iii) in Satz 5.2.16 erfüllt ist. 
Bemerkung 5.2.19. In den Sätzen 5.2.16, 5.2.17 und 5.2.18 ist stets l ≤ m vorausgesetzt.
Nehmen wir nun an, wir betrachten eine verallgemeinerte P.-V.-Gruppe G mit einer
Präsentierung
〈
a, b, c | al = bm = cn = Rp1 (a, b) = Rq2 (a, c) = (abc)r = 1
〉
mit l > m. Wird in den Beweisen der Sätze eine wesentliche Darstellung von
G1 =
〈
a, b | al = bm = Rp1 (a, b) = 1
〉
in die PSL (2,C) benutzt, so vertausche die Rollen von a und b in G1. An den Stellen in
den Beweisen, an denen die Isomorphie von G zu einer verallgemeinerten Tetraedergruppe
genutzt wird, können der Isomorphismus und die Präsentierung der verallgemeinerten
Tetraedergruppe mittels Tietze-Transformationen entsprechend angepasst werden. Die
Behauptungen folgen stets analog.
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5.3 Verallgemeinerte P.-V.-Gruppen mit Relationen
der Blocklänge 1
In diesem Abschnitt werden verallgemeinerte P.-V.-Gruppen mit Relationen der Blocklänge
1 betrachtet, d. h. verallgemeinerte P.-V.-Gruppen, für die die Worte R1 (a, b) und R2 (a, c)
Länge 2 haben, und es wird die Tits-Alternative für diese Gruppen nachgewiesen.
Theorem 5.3.1. Sei G eine verallgemeinerte P.-V.-Gruppe mit Relationen der Blocklänge
1, d. h. mit einer Präsentierung
〈
a, b, c | al = bm = cn =
(
aαbβ
)p
=
(
aγcδ
)q
= (abc)r = 1
〉
,
für die l,m, n, p, q, r ≥ 2, 1 ≤ α, γ < l, 1 ≤ β < m und 1 ≤ δ < n gilt. Dann erfüllt G die
Tits-Alternative.
Zum Beweis dieses Satzes wird das folgende Lemma 5.3.2 und die Einteilung in die
sieben Fälle (1) bis (7) im Anschluss als Vorarbeit benötigt. Das Lemma vereinfacht die
Untersuchung der verallgemeinerten P.-V.-Gruppen mit Relationen der Blocklänge 1 in
Bezug auf die Tits-Alternative, indem es die Anzahl der zu untersuchenden Fälle reduziert.
Lemma 5.3.2. Sei G eine verallgemeinerte P.-V.-Gruppe mit Relationen der Blocklänge
1, d. h. mit einer Präsentierung
〈
a, b, c | al = bm = cn =
(
aαbβ
)p
=
(
aγcδ
)q
= (abc)r = 1
〉
,
für die l,m, n, p, q, r ≥ 2, 1 ≤ α, γ < l, 1 ≤ β < m und 1 ≤ δ < n gilt. Dann ist G
isomorph zu der Gruppe mit der Präsentierung
〈
a, b, c | al = bn = cm =
(
aγbδ
)q
=
(
aαcβ
)p
= (abc)r = 1
〉
.
Beweis. Die Gruppe G habe die Präsentierung
〈
a, b, c | al = bm = cn =
(
aαbβ
)p
=
(
aγcδ
)q
= (abc)r = 1
〉
und die Gruppe G′ die Präsentierung
〈
a, b, c | al = bn = cm =
(
aγbδ
)q
=
(
aαcβ
)p
= (abc)r = 1
〉
.
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Mit a 7→ x, b 7→ x−1y und c 7→ z ist G isomorph zu
G˜ =
〈
x, y, z | xl = zn =
(
x−1y
)m
=
(
xα
(
x−1y
)β)p
=
(
xγzδ
)q
= (yz)r = 1
〉
.
Mit a 7→ x, b 7→ z und c 7→ yx−1 ist G′ isomorph zu
G˜′ =
〈
x, y, z | xl = zn =
(
x−1y
)m
=
(
xα
(
yx−1
)β)p
=
(
xγzδ
)q
= (yz)r = 1
〉
.
Da xα (x−1y)β und xα (yx−1)β konjugiert zueinander sind, sind G˜ und G˜′ isomorph zuein-
ander und somit auch G und G′. 
Im Beweis zu Theorem 5.3.1 spielen die Tsaranov verallgemeinerten Tetraedergruppen
eine wichtige Rolle, die die Tits-Alternative erfüllen (vgl. Theorem 4.2.14 bzw.
[42, Theorem 1.1]). In vielen Fällen sind verallgemeinerte P.-V.-Gruppen mit Relationen
der Blocklänge 1 isomorph zu Tsaranov verallgemeinerten Tetraedergruppen und erfül-
len somit die Tits-Alternative. Für eine verallgemeinerte P.-V.-Gruppe mit Relationen
der Blocklänge 1 mit R1 (a, b) = ab oder R2 (a, c) = ac folgt aus Satz 5.2.1 direkt die
Isomorphie zu einer Tsaranov verallgemeinerten Tetraedergruppe und damit die Tits-
Alternative. Für (l,m) = (2, 2) oder (l, n) = (2, 2) folgt die Isomorphie zu einer Tsaranov
verallgemeinerten Tetraedergruppe und damit die Tits-Alternative aus Korollar 5.2.2. In
anderen Fällen sind Tsaranov verallgemeinerte Tetraedergruppen Faktorgruppen der hier
betrachteten verallgemeinerten P.-V.-Gruppen. Enthält die Faktorgruppe in diesem Fall
eine nicht-abelsche freie Untergruppe, so enthält auch die verallgemeinerte P.-V.-Gruppe
eine nicht-abelsche freie Untergruppe und erfüllt damit die Tits-Alternative. Die folgende
Bemerkung behandelt einen Typ von Gruppen, welcher in der Einzelfallbetrachtung der
Fälle (1) bis (7) häufig als Faktorgruppe einer verallgemeinerten P.-V.-Gruppe auftaucht.
Bemerkung 5.3.3. Sei G eine Gruppe mit der Präsentierung
〈a, b, c | al = bm = cn = (abc)r = 1〉
mit l,m, n, r ≥ 2. G ist ein Ein-Relator-Produkt von zyklischen Gruppen (vgl. [79] bzw.
[37, Kapitel 6 und 7]). Es gilt F2 < G für (l,m, n, r) 6= (2, 2, 2, 2). Denn unter dieser
Bedingung ist G SQ-universal (vgl. Beispiel 2.2.5 bzw. [79, Theorem 1.4]).
Für die verallgemeinerte P.-V.-Gruppe G mit Relationen der Blocklänge 1 folgt aus
Satz 5.2.15 direkt die SQ-Universalität für
1/l + 1/m + 1/n + 1/p + 1/q + 1/r < 2.
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Damit gilt in diesem Fall F2 < G und somit erfüllt G die Tits-Alternative. Aus den Sätzen
5.2.17 und 5.2.18 ist bereits bekannt, dass für
1/l + 1/m + 1/p < 1 und 1/l + 1/n + 1/q < 1
ebenfalls F2 < G gilt und G damit die Tits-Alternative erfüllt. Um die restlichen verallge-
meinerten P.-V.-Gruppen mit Relationen der Blocklänge 1 bezüglich der Tits-Alternative
zu untersuchen, teilen wir die Gruppen in die folgenden sieben Fälle ein:
Fall (1): (l, p) = (2, 2)
Fall (2): l = 2, p ≥ 3 und q ≥ 3
Fall (3): l = 3 und (m, p) 6= (2, 2)
Fall (4): l = 4 und (m, p) 6= (2, 2)
Fall (5): l = 5 und (m, p) 6= (2, 2)
Fall (6): l = 6 und (m, p) 6= (2, 2)
Fall (7): (m, p) = (2, 2)
Dabei ist nach Lemma 5.3.2 mit Fall (1) auch der Fall (l, q) = (2, 2) behandelt und
mit Fall (7) auch der Fall (n, q) = (2, 2). Zusätzlich können wir nach Lemma 5.3.2 in den
Fällen (2) bis (6) annehmen, dass m ≤ n gilt. Wir können in allen Fällen annehmen, dass
(l,m) 6= (2, 2), (l, n) 6= (2, 2) und sowohl
1/l + 1/m + 1/p ≥ 1 und 1/l + 1/n + 1/q ≥ 1
als auch
1/l + 1/m + 1/n + 1/p + 1/q + 1/r ≥ 2
gilt, da in diesen Fällen die Tits-Alternative für G bereits nachgewiesen ist. Darüber
hinaus gilt Satz 5.2.12. D. h., dass F2 < G gilt, falls wir für G1 oder G2 eine wesentliche
Darstellung in die PSL (2,C) finden können mit nicht-elementarem Bild. Für die Tsaranov
verallgemeinerten Tetraedergruppen, die als isomorphe Bilder und Faktorgruppen der
betrachteten verallgemeinerten P.-V.-Gruppen auftreten, gilt Theorem 4.2.6. D. h., dass
diese Gruppen für 1/p + 1/q + 1/r < 1 stets eine nicht-abelsche freie Untergruppe enthalten.
Zusätzlich kann für diese Gruppen der Satz 4.2.10 verwendet werden, der unter weiteren
Bedingungen die Existenz einer nicht-abelschen freien Untergruppe sichert. In vielen Fällen
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ist es möglich, für eine verallgemeinerte P.-V.-Gruppe ein nicht-elementares Bild in der
PSL (2,C) unter einer wesentlichen Darstellung zu konstruieren. Dazu verwenden wir die
in Abschnitt 5.2 vorgestellte Methode 5.2.9. Während der folgenden Betrachtung der Fälle
(1) bis (7) werden die Gruppen, für die die Tits-Alternative nicht mithilfe von Reduktionen
oder linearen Darstellungen nachgewiesen wird, nummeriert und als Ausnahmefälle in Satz
5.3.4 mithilfe der Gröbner-Basis Methode (vgl. Abschnitt 3.3) behandelt.
5.3.1 Fall (1): (l, p) = (2, 2)
Es ist Œ
G =
〈
a, b, c | a2 = bm = cn =
(
abβ
)2
=
(
acδ
)q
= (abc)r = 1
〉
und G1 eine Diedergruppe mit der Präsentierung〈
a, b | a2 = bm =
(
abβ
)2
= 1
〉
.
Für m = 3 bzw. n = 3 können wir Œ R1 (a, b) = ab bzw. R2 (a, c) = ac annehmen, da
l = 2 gilt. Also erfüllt G die Tits-Alternative. Seien also m,n ≥ 4. Aus l = 2 und n ≥ 4
folgt hier mit 1/l + 1/n + 1/q ≥ 1, dass wir die folgenden Möglichkeiten für (n, q) betrachten
müssen:
(a) (n,2)
(b) (4,3) (c) (4,4)
(d) (5,3)
(e) (6,3)
(a) Sei (n, q) = (n, 2). G hat eine Präsentierung
〈
a, b, c | a2 = bm = cn =
(
abβ
)2
=
(
acδ
)2
= (abc)r = 1
〉
und aufgrund der Diederrelationen die Faktorgruppe
G? =
〈
a, b, c | a2 = bm = cn = (ab)2 = (ac)2 = (abc)r = 1
〉
.
Mit a 7→ x, b 7→ xy und c 7→ z ist G? isomorph zu
G˜ =
〈
x, y, z | x2 = y2 = zn = (xy)m = (xz)2 = (yz)r = 1
〉
.
Das ist die Präsentierung einer gewöhnlichen Tetraedergruppe. G˜ enthält nach
Theorem 4.2.6 für 1/m + 1/r < 1/2 und ebenfalls für 1/m + 1/r = 1/2, da wir n ≥ 4
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annehmen können, eine nicht-abelsche freie Untergruppe vom Rang 2 und es gilt
F2 < G. Zusätzlich folgt aus Satz 4.2.10 und m ≥ 4, dass F2 < G˜ und damit F2 < G
gilt für 1/n + 1/r < 1/2. Für 1/n + 1/r = 1/2 ist
G˜3 = 〈y, z | y2 = zn = (yz)r = 1〉
eine euklidische Dreiecksgruppe. Wir können G˜3 daher als unendlich metabelsche
Untergruppe der PSL (2,C) ansehen und aus Satz 4.2.8 folgt mit m ≥ 4 ebenfalls
F2 < G˜ und damit F2 < G gilt. Es müssen also Œ die folgenden Möglichkeiten für
(m,n, r) betrachtet werden:
(i) (4,4,3) (ii) (4,5,3)
(iii) (5,4,3) (iv) (5,5,3)
(v) (m,n,2)
(i) Sei (m,n, r) = (4, 4, 3). G˜ hat eine Präsentierung
〈
x, y, z | x2 = y2 = z4 = (xy)4 = (xz)2 = (yz)3 = 1
〉
.
Die Untergruppe H von G˜ vom Index 2, die von a = x, b = yxy und c = z
erzeugt wird, enthält eine nicht-abelsche freie Untergruppe (vgl. [29, Beweis zu
Theorem 3.3]). Also gilt F2 < G˜ und somit F2 < G.
(ii)-(iv) Für (m,n, r) = (4, 5, 3) , (5, 4, 3) und (5, 5, 3) gilt für die Coxeter-Matrix C
von G˜ stets det (C) < 0. G˜ enthält also nach Satz 4.2.1 in diesen drei Fällen
eine nicht-abelsche freie Untergruppe vom Rang 2. Damit gilt F2 < G.
(v) Sei (m,n, r) = (m,n, 2). G hat also eine Präsentierung
〈
a, b, c | a2 = bm = cn =
(
abβ
)2
=
(
acδ
)2
= (abc)2 = 1
〉
.
G hat aufgrund der Diederrelationen die Faktorgruppe
G? =
〈
a, b, c | a2 = bm = cn = (ab)2 =
(
acδ
)2
= (abc)2 = 1
〉
.
Mit a 7→ x, b 7→ xy und c 7→ z ist G? isomorph zu
G˜ =
〈
x, y, z | x2 = y2 = zn = (xy)m =
(
xzδ
)2
= (yz)2 = 1
〉
.
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Sei zunächst ggT (n, δ) = g1 ≥ 2. Dann enthält G˜ eine nicht-abelsche freie
Untergruppe vom Rang 2 und es gilt damit F2 < G. Denn (vgl. [41, Fall S.1]):
Wir können in der Präsentierung von G˜Œ annehmen, dass n von δ, δ ≥ 2 geteilt
wird. Wir führen die zusätzliche Relation zδ ein und erhalten die Faktorgruppe
G˜? =
〈
x, y, z | x2 = y2 = zδ = (xy)m = (yz)2 = 1
〉
von G˜. Nach Satz 5.2.5 enthält diese Gruppe vom SN-Typ eine nicht-abelsche
freie Untergruppe vom Rang 2, da wir m ≥ 4 annehmen können. Also gilt auch
F2 < G. Gilt ggT (n, δ) = 1, so ist G aufgrund der Diederrelationen isomorph
zu 〈
a, b, c | a2 = bm = cn =
(
abβ
)2
= (ac)2 = (abc)2 = 1
〉
und damit zu einer gewöhnlichen Tetraedergruppe. Also erfüllt G die Tits-
Alternative ebenfalls für ggT (n, δ) = 1.
(b) Sei (n, q) = (4, 3). Es ist
G2 =
〈
a, c | a2 = c4 =
(
acδ
)3
= 1
〉
und wir können Œ δ = 1, 2 annehmen. Für δ = 1 erfüllt G die Tits-Alternative.
Für δ = 2 können wir eine wesentliche Darstellung ρ2 : G2 → PSL (2,C) finden,
für die a 7→ A, c 7→ C gilt und ρ2 (G2) nicht-elementar ist. Denn aus tr (A) = 0,
tr (C) = ±√2 und dem Spurpolynom tr (AC2) = tr (AC) tr (C)− tr (A) != ±1 folgt
hier tr (AC) = ± 1√2 . Also gilt nach Satz 5.2.12 F2 < G.
(c) Sei (n, q) = (4, 4). G hat hier eine Präsentierung
〈
a, b, c | a2 = bm = c4 =
(
abβ
)2
=
(
acδ
)4
= (abc)r = 1
〉
,
für die wir Œ δ = 1, 2 annehmen können. Für δ = 1 erfüllt G die Tits-Alternative.
Für δ = 2 führen wir die zusätzliche Relation c2 = 1 in G ein und erhalten die
Faktorgruppe
G? =
〈
a, b, c | a2 = bm = c2 =
(
abβ
)2
= (abc)r = 1
〉
von G. Mit a 7→ x, b 7→ y und c 7→ zx ist G? isomorph zu〈
x, y, z | x2 = ym = (zx)2 =
(
xyβ
)2
= (yz)r = 1
〉
.
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Diese Gruppe enthält eine nicht-abelsche freie Untergruppe, da wir m ≥ 4 annehmen
können. Denn für
〈y, z | ym = (yz)r = 1〉
existiert eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem Bild
(vgl. [34, Theorem 5] und [31, Theorem 1] bzw. Satz 4.2.10). Es gilt also F2 < G?
und damit auch F2 < G (vgl. Bemerkung 4.2.7).
(d) Sei (n, q) = (5, 3). G hat eine Präsentierung
〈
a, b, c | a2 = bm = c5 =
(
abβ
)2
=
(
acδ
)3
= (abc)r = 1
〉
,
für die wir Œ δ = 1, 2 annehmen können. Für δ = 1 erfüllt G die Tits-Alternative.
Sei δ = 2. Für m = 5 ist G aufgrund der Diederrelationen isomorph zu der Gruppe
mit der Präsentierung〈
a, b, c | a2 = b5 = c5 = (ab)2 =
(
ac2
)3
= (abc)r = 1
〉
und erfüllt damit die Tits-Alternative. Für m = 4 und m ≥ 6 hat G aufgrund der
Diederrelationen die Faktorgruppe
G? =
〈
a, b, c | a2 = bm = c5 = (ab)2 =
(
ac2
)3
= (abc)r = 1
〉
.
Mit a 7→ x, b 7→ xy und c 7→ z ist G? isomorph zu
G˜ =
〈
x, y, z | x2 = y2 = z5 = (xy)m =
(
xz2
)3
= (yz)r = 1
〉
.
Diese verallgemeinerte Tetraedergruppe enthält eine nicht-abelsche freie Untergruppe
und damit gilt F2 < G für 1/m + 1/r < 2/3 (vgl. Theorem 4.2.6). Also können wir
m = 4, 6 und r = 2 annehmen. Für m = 6 gilt hier 1/3 + 1/m + 1/r = 1 und da n = 5
ist, gilt nach Theorem 4.2.6 F2 < G˜ und damit F2 < G. Sei also m = 4 und r = 2.
Für G˜ existiert eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem
Bild und damit gilt F2 < G˜ und F2 < G. Denn (vgl. [41, Fall S.2]): Wir betrachten
eine wesentliche Darstellung ρ2 von
G˜2 = 〈x2 = z5 =
(
xz2
)3
= 1〉
in die PSL (2,C) mit x 7→ X und z 7→ Z. Es gilt stets tr ([X,Z]) 6= 2. Mit dem
Fortsetzungssatz 5.2.10 kann ρ2 zu einer wesentlichen Darstellung ρ von G˜ in die
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PSL (2,C) mit x 7→ X und z 7→ Z erweitert werden. Die S4, A4, A5 kommen als Bild
ρ
(
G˜
)
nicht in Frage, da keine dieser Gruppen gleichzeitig ein Element der Ordnung
4 und eins der Ordnung 5 enthält. Das Bild von G kann in diesem Fall auch nicht
zyklisch, unendlich metabelsch oder dieder sein. Also ist ρ
(
G˜
)
nicht-elementar.
(e) Sei (n, q) = (6, 3). G2 hat eine Präsentierung〈
a, c | a2 = c6 =
(
acδ
)3
= 1
〉
,
für die wir Œ annehmen können, dass δ = 1, 2, 3 gilt. Gehe sonst zur inversen
Relation über. Für δ = 1 erfüllt G die Tits-Alternative. Sei nun δ = 2. G2 hat die
Präsentierung 〈
a, c | a2 = c6 =
(
ac2
)3
= 1
〉
.
Wir können eine wesentliche Darstellung ρ2 : G2 → PSL (2,C) finden, für die a 7→ A,
c 7→ C gilt und ρ2 (G2) nicht-elementar ist. Denn aus tr (A) = 0, tr (C) = ±
√
3 und
dem Spurpolynom tr (AC2) = tr (AC) tr (C) − tr (A) != ±1 folgt tr (AC) = ± 1√3 .
Also gilt hier mit Satz 5.2.12 F2 < G. Sei nun δ = 3. G2 hat die Präsentierung〈
a, c | a2 = c6 =
(
ac3
)3
= 1
〉
.
Auch hier existiert eine wesentliche Darstellung ρ2 von G2 in die PSL (2,C) mit
a 7→ A, c 7→ C und nicht-elementarem Bild ρ2 (G2). Aus tr (A) = 0, tr (C) = ±
√
3
und dem Spurpolynom tr (AC3) = tr (AC)
(
tr (C)2 − 1
)
− tr (A) tr (C) != ±1 folgt
tr (AC) = ±12 . Also gilt auch hier mit Satz 5.2.12 F2 < G.
5.3.2 Fall (2): l = 2, p ≥ 3 und q ≥ 3
Fürm = 3 bzw. n = 3 können wir hier Œ annehmen, dass R1 (a, b) = ab bzw. R1 (a, c) = ac
gilt. Also erfüllt G die Tits-Alternative. Seien also m,n ≥ 4. Aus l = 2 und p ≥ 3 folgt hier
mit 1/l + 1/m + 1/p ≥ 1, dass wir die folgenden Möglichkeiten für (m, p) betrachten müssen:
(a) (4,3) (b) (4,4)
(c) (5,3)
(d) (6,3)
(a) Sei (m, p) = (4, 3). Da (l,m) = (2, 4) gilt, können wir Œ annehmen, dass R1 (a, b) =
abβ mit β = 1, 2 gilt. Für β = 1 erfüllt G die Tits-Alternative. Sei also β = 2.
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G1 hat eine Präsentierung
G1 =
〈
a, b | a2 = b4 =
(
ab2
)3
= 1
〉
.
Wir können eine wesentliche Darstellung ρ1 : G1 → PSL (2,C) wählen mit a 7→ A,
b 7→ B und ρ1 (G1) nicht-elementar (vgl. Fall (1) (b)). Mit Satz 5.2.12 gilt F2 < G.
(b) Sei (m, p) = (4, 4). Es ist wieder (l,m) = (2, 4) und wir können Œ annehmen, dass
R1 (a, b) = abβ mit β = 1, 2 gilt. Für β = 1 erfüllt G die Tits-Alternative. Sei β = 2.
G hat also eine Präsentierung〈
a, b, c | a2 = b4 = cn =
(
ab2
)4
=
(
acδ
)q
= (abc)r = 1
〉
.
Wir führen die zusätzliche Relation b2 = 1 in G ein und erhalten die Faktorgruppe
G? von G mit der Präsentierung
〈
a, b, c | a2 = b2 = cn =
(
acδ
)q
= (abc)r = 1
〉
.
Mit a 7→ x, b 7→ xy und c 7→ z erhalten wir die Präsentierung
〈
x, y, z | x2 = zn = (xy)2 =
(
xzδ
)q
= (yz)r = 1
〉
.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe, da wir n ≥ 4 annehmen
können. Denn für
〈y, z | zn = (yz)r = 1〉
existiert eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem Bild
(vgl. [34, Theorem 5] und [31, Theorem 1] bzw. Satz 4.2.10). Es gilt also F2 < G?
und damit auch F2 < G (vgl. Bemerkung 4.2.7).
(c) Sei (m, p) = (5, 3). G hat also eine Präsentierung
〈
a, b, c | a2 = b5 = cn =
(
abβ
)3
=
(
acδ
)q
= (abc)r = 1
〉
.
Wir können Œ β = 1, 2 annehmen. Gehe sonst zur inversen Relation über. Für β = 1
erfüllt G die Tits-Alternative. Sei nun β = 2. G hat eine Präsentierung
G =
〈
a, b, c | a2 = b5 = cn =
(
ab2
)3
=
(
acδ
)q
= (abc)r = 1
〉
.
126 5 Verallgemeinerte Pride-Vinberg-Gruppen
Aus 1/l + 1/n + 1/q ≥ 1, n ≥ 4, q ≥ 3 und m ≤ n folgt, dass wir die folgenden
Möglichkeiten für (n, q) betrachten müssen:
(i) (5,3)
(ii) (6,3)
(i) Sei (n, q) = (5, 3). Wir können Œ annehmen, dass R2 (a, c) = acδ gilt mit δ = 1, 2.
Für δ = 1 erfüllt G die Tits-Alternative. Sei also R2 (a, c) = ac2. G hat die
Präsentierung〈
a, b, c | a2 = b5 = c5 =
(
ab2
)3
=
(
ac2
)3
= (abc)r = 1
〉
,
für die wir r = 2 annehmen können, da 1/l + 1/m + 1/n + 1/p + 1/q + 1/r ≥ 2
gilt. Es ist möglich, eine wesentliche Darstellung ρ von G in die PSL (2,C) zu
konstruieren mit nicht-elementarem Bild ρ (G). Wir wählen Œ mit den üblichen
Bezeichnungen tr (A) = 0, tr (B) = λ und tr (AB) = λ − 1 und stellen die
Matrizen A und B wie folgt auf:
A =
 0 1
−1 0
 , B =
 w λw − w2 − 1
1 λ− w

Wir können w =
√
5+1
4 +
√
2
√
17−5√5
4 i wählen und
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
λ− 1
t
0
 ,
wobei der Wert für tr (AC) aus den Werten tr (A) und tr (C) folgt. Aus der
Determinantengleichung für das so konstruierte C ∈ PSL (2,C) können wir t
bestimmen. Wir erhalten
t =
√
5
2 ±
√
3
2 i ≈ 1, 118± 0, 866i.
Es gilt also F2 < G.
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(ii) Sei (n, q) = (6, 3). G2 hat die Präsentierung
G2 =
〈
a, c | a2 = c6 =
(
acδ
)3
= 1
〉
.
Wir können Œ annehmen, dass δ = 1, 2, 3 gilt. Gehe sonst zur inversen Relation
über. Für δ = 1 erfüllt G die Tits-Alternative. Für δ = 2, 3 können wir eine
wesentliche Darstellung ρ2 : G2 → PSL (2,C) finden mit nicht-elementarem
Bild ρ2 (G2) (vgl. Fall (1) (e)). Also gilt hier mit Satz 5.2.12 F2 < G.
(d) Sei (m, p) = (6, 3). Es gilt F2 < G (vgl. (c) für (n, q) = (6, 3)).
5.3.3 Fall (3): l = 3 und (m, p) 6= (2, 2)
Fürm = 2 bzw. n = 2 können wir hier Œ annehmen, dass R1 (a, b) = ab bzw. R1 (a, c) = ac
gilt. Also erfüllt G die Tits-Alternative. Seien alsom,n ≥ 3. Aus l = 3 und 1/l+1/m+1/p ≥ 1
folgt, dass wir 3 ≤ m ≤ 6 annehmen können. Für m = 3 müssen wir 2 ≤ p ≤ 3 betrachten,
in den anderen Fällen nur p = 2. Analog folgt aus 1/l + 1/n + 1/q ≥ 1 und l = 3, dass
wir 3 ≤ n ≤ 6 annehmen können. Für n = 3 müssen wir 2 ≤ q ≤ 3 betrachten, in den
anderen Fällen nur q = 2. Es müssen also mit Lemma 5.3.2 die folgenden Möglichkeiten
für (m,n, p, q) betrachtet werden:
(a) (i) (3,3,2,2) (ii) (3,3,2,3) (iii) (3,4,2,2) (iv) (3,5,2,2) (v) (3,6,2,2)
(b) (i) (3,3,3,3) (ii) (3,4,3,2) (iii) (3,5,3,2) (iv) (3,6,3,2)
(c) (i) (4,4,2,2) (ii) (4,5,2,2) (iii) (4,6,2,2)
(d) (i) (5,5,2,2) (ii) (5,6,2,2)
(e) (6,6,2,2)
(a) In den Punkten (i) bis (v) gilt stets (m, p) = (3, 2). G hat also eine Präsentierung
〈
a, b, c | a3 = b3 = cn =
(
aαbβ
)2
=
(
aγcδ
)q
= (abc)r = 1
〉
,
für die wir Œ aαbβ = ab oder aαbβ = ab2 annehmen können. Für aαbβ = ab erfüllt G
die Tits-Alternative. Daher sei nun Œ aαbβ = ab2.
(i) Sei (m,n, p, q) = (3, 3, 2, 2). Wir müssen Œ noch die Gruppe G mit einer
Präsentierung〈
a, b, c | a3 = b3 = c3 =
(
ab2
)2
=
(
ac2
)2
= (abc)r = 1
〉
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betrachten, da G für R2 (a, c) = ac die Tits-Alternative erfüllt. Für r ≥ 6
existiert eine wesentliche Darstellung ρ : G → PSL (2,C) mit ρ (G) nicht-
elementar und es gilt F2 < G. Denn: Wir betrachten eine wesentliche Darstellung
ρ1 von
G1 = 〈a, b | a3 = b3 =
(
ab2
)2
= 1〉
in die PSL (2,C) mit a 7→ A und b 7→ B. Es gilt stets tr ([A,B]) 6= 2. Mit
dem Fortsetzungssatz 5.2.10 kann ρ1 zu einer wesentlichen Darstellung ρ von
G in die PSL (2,C) mit a 7→ A und b 7→ B erweitert werden. Die S4, A4, A5
kommen als Bild ρ (G) nicht in Frage, da diese Gruppen kein Element der
Ordnung r ≥ 6 enthalten. Das Bild von G kann in diesem Fall auch nicht
zyklisch, unendlich metabelsch oder dieder sein. Also ist ρ (G) nicht-elementar.
Für r = 3, 4, 5 ist es möglich, eine wesentliche Darstellung ρ von G in die
PSL (2,C) zu konstruieren mit nicht-elementarem Bild ρ (G). Wir wählen Œ
mit den üblichen Bezeichnungen tr (A) = 1, tr (B) = 1 und damit tr (AB) = 1
und stellen die Matrizen A und B wie folgt auf:
A =
 0 1
−1 1
 , B =
 w λw − w2 − 1
1 λ− w

Wir können w = 1 + i wählen. Für r = 3 wählen wir dazu
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
1
t
−1
 ,
wobei der Wert für tr (AC) aus den Werten tr (A) und tr (C) folgt. Aus der
Determinantengleichung für das so konstruierte C ∈ PSL (2,C) können wir t
bestimmen. Wir erhalten
t = −12 ±
√
3
2 i ≈ −0, 5±+0, 866i.
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Es gilt also F2 < G. Für r = 4 wähle
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
1
t
−√2

und erhalte
t = −
√
2
2 ±
√
4
√
2 + 2
2 i ≈ −0, 707± 1, 384i.
Es gilt also F2 < G. Für r = 5 wähle
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
1
t
−λ

und erhalte
t = −
√
5 + 1
4 ±
√
2
√
7
√
5 + 5
4 i ≈ −0, 809± 1, 607i.
Es gilt also F2 < G. Es ist noch der Fall r = 2, d. h. G mit einer Präsentierung〈
a, b, c | a3 = b3 = c3 =
(
ab2
)2
=
(
ac2
)2
= (abc)2 = 1
〉
,
als Ausnahmefall 1 in Satz 5.3.4 zu betrachten.
(ii) Sei (m,n, p, q) = (3, 3, 2, 3). G hat eine Präsentierung
〈
a, b, c | a3 = b3 = c3 =
(
ab2
)2
=
(
aγcδ
)3
= (abc)r = 1
〉
mit aγcδ = ac, aγcδ = a2c oder aγcδ = ac2. Für aγcδ = ac erfüllt G die Tits-
Alternative. Die beiden weiteren Möglichkeiten für aγcδ sind invers zueinander.
Daher sei nun Œ aγcδ = ac2. Betrachte eine wesentliche Darstellung ρ2 von
G2 =
〈
a, c | a3 = c3 =
(
ac2
)3
= 1
〉
in die PSL (2,C) mit A = ρ2 (a) und C = ρ2 (c). Da tr (A) = ±1, tr (C) = ±1
und tr (AC2) = tr (AC) tr (C) − tr (A) != ±1 ist, können wir die Spuren so
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wählen, dass tr ([A,C]) = 2 gilt. Wir können also ein unendliches metabelsches
Bild ρ2 (G2) erhalten. Mit Satz 5.2.13 und m = 3 folgt hier F2 < G und G
erfüllt die Tits-Alternative.
(iii) Sei (m,n, p, q) = (3, 4, 2, 2). Wir betrachten die Gruppe
〈
a, b, c | a3 = b3 = c4 =
(
ab2
)2
=
(
aγcδ
)2
= (abc)r = 1
〉
,
für die Œ aγcδ = ac, aγcδ = ac2 oder aγcδ = a2c gilt. Für aγcδ = ac erfüllt G
die Tits-Alternative. Sei nun aγcδ = ac2. Für die Gruppe
G2 =
〈
a, c | a3 = c4 =
(
ac2
)2
= 1
〉
existiert eine wesentliche Darstellung ρ2 : G2 → PSL (2,C) mit a 7→ A, c 7→ C
und nicht-elementarem Bild ρ2 (G2). Denn aus tr (A) = ±1, tr (C) = ±
√
2 und
dem Spurpolynom tr (AC2) = tr (AC) tr (C)− tr (A) != 0 folgt tr (AC) = ± 1√2 .
Mit Satz 5.2.12 folgt F2 < G. Sei nun aγcδ = a2c. Für r ≥ 6 existiert eine
wesentliche Darstellung ρ : G→ PSL (2,C) mit nicht-elementarem Bild ρ (G)
und es gilt F2 < G. Denn: Wir betrachten wie in (i) eine wesentliche Darstellung
ρ1 von
G1 = 〈a3 = b3 =
(
ab2
)2
= 1〉
in die PSL (2,C) mit a 7→ A und b 7→ B. Es gilt stets tr ([A,B]) 6= 2. Mit dem
Fortsetzungssatz 5.2.10 kann ρ1 zu einer wesentlichen Darstellung ρ von G in
die PSL (2,C) mit a 7→ A und b 7→ B erweitert werden. Die S4, A4, A5 kommen
als Bild ρ (G) nicht in Frage, da diese Gruppen kein Element der Ordnung r ≥ 6
enthalten. Das Bild von G kann in diesem Fall auch nicht zyklisch, unendlich
metabelsch oder dieder sein. Also ist ρ (G) nicht-elementar. Für r = 5 existiert
ebenfalls eine wesentliche Darstellung ρ : G→ PSL (2,C) mit nicht-elementarem
Bild ρ (G) und es gilt daher F2 < G. Analog zu r ≥ 6 können wir die wesentliche
Darstellung ρ1 von G1 in die PSL (2,C) mit dem Fortsetzungssatz 5.2.10 zu einer
wesentlichen Darstellung ρ : G→ PSL (2,C) erweitern. Als Bild ρ (G) können
wir zyklische, unendlich metabelsche und Diedergruppen ausschließen. Die
Gruppen S4, A4, A5 kommen nicht als Bilder in Frage, da keine dieser Gruppen
gleichzeitig ein Element der Ordnung 4 und eins der Ordnung 5 enthält. Also
ist ρ (G) nicht-elementar. Für r = 3, 4 können wir eine wesentliche Darstellung
ρ von G in die PSL (2,C) mit nicht-elementarem Bild ρ (G) konstruieren. Wir
wählen Œ mit den üblichen Bezeichnungen tr (A) = 1, tr (B) = 1 und damit
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tr (AB) = 1 und stellen die Matrizen A und B wie folgt auf:
A =
 0 1
−1 1
 , B =
 w λw − w2 − 1
1 λ− w

Wir können w = 1 + i wählen. Für r = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

√
2√
2
t
−1
 ,
wobei der Wert für tr (AC) aus den Werten tr (A) und tr (C) folgt. Aus der
Determinantengleichung für das so konstruierte C ∈ PSL (2,C) können wir t
bestimmen. Wir erhalten
t = −12 ±
√
4
√
2 + 3
2 i ≈ −0, 5± 1, 471i.
Es gilt also F2 < G. Für r = 4 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

√
2√
2
t
−√2

und erhalten
t = −
√
2
2 ±
√
14
2 i ≈ −0, 707± 1, 871i.
Es gilt also F2 < G. Für r = 2 hat G die Präsentierung〈
a, b, c | a3 = b3 = c4 =
(
a2b
)2
=
(
a2c
)2
= (abc)2 = 1
〉
.
Wir definieren a˜ = a2 und erhalten
G ∼=
〈
a, b, c | a˜3 = b3 = c4 = (a˜b)2 = (a˜c)2 =
(
a˜2bc
)2
= 1
〉
.
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Mit a˜ 7→ x, b 7→ x2y und c 7→ zx2 ist G isomorph zu〈
x, y, z | x3 = y2 = z2 =
(
x2y
)3
=
(
x2z
)4
= (yz)2 = 1
〉
∼=
〈
x, y, z | x3 = y2 = z2 = (xy)3 = (xz)4 = (yz)2 = 1
〉
.
Dies ist die Präsentierung einer gewöhnlichen Tetraedergruppe, die eine nicht-
abelsche freie Untergruppe vom Rang 2 enthält (vgl. [29, Beweis zu Theorem
3.3]). In [29] wird die Gruppe als H4 bezeichnet. Also gilt F2 < G.
(iv) Sei (m,n, p, q) = (3, 5, 2, 2). G hat Œ eine Präsentierung
〈
a, b, c | a3 = b3 = c5 =
(
ab2
)2
=
(
acδ
)2
= (abc)r = 1
〉
mit δ = 1, 2, 3, 4. Für δ = 1 erfüllt G die Tits-Alternative. Sei also δ = 2, 3, 4.
Für r ≥ 6 existiert eine wesentliche Darstellung ρ : G→ PSL (2,C) mit ρ (G)
nicht-elementar und es gilt F2 < G. Denn: Wir betrachten erneut wie in (i)
eine wesentliche Darstellung ρ1 von
G1 = 〈a3 = b3 =
(
ab2
)2
= 1〉
in die PSL (2,C) mit a 7→ A und b 7→ B. Es gilt stets tr ([A,B]) 6= 2. Mit
dem Fortsetzungssatz 5.2.10 kann ρ1 zu einer wesentlichen Darstellung ρ von
G in die PSL (2,C) mit a 7→ A und b 7→ B erweitert werden. Die S4, A4, A5
kommen als Bild ρ (G) nicht in Frage, da diese Gruppen kein Element der
Ordnung r ≥ 6 enthalten. Das Bild von G kann in diesem Fall auch nicht
zyklisch, unendlich metabelsch oder dieder sein. Also ist ρ (G) nicht-elementar.
Für r = 4 existiert ebenfalls eine wesentliche Darstellung ρ : G → PSL (2,C)
mit nicht-elementarem Bild ρ (G) und es gilt daher F2 < G. Wir können die
wesentliche Darstellung ρ1 von G1 in die PSL (2,C) analog zu r ≥ 6 mit dem
Fortsetzungssatz 5.2.10 zu einer wesentlichen Darstellung ρ : G→ PSL (2,C)
erweitern. Als Bild ρ (G) können wir zyklische, unendlich metabelsche und
Diedergruppen ausschließen. Die Gruppen S4, A4, A5 kommen nicht als Bilder
in Frage, da keine der Gruppen gleichzeitig ein Element der Ordnung 4 und
eins der Ordnung 5 enthält. Also ist ρ (G) nicht-elementar. Für r = 2 ist es
für δ = 4 möglich, eine wesentliche Darstellung ρ von G in die PSL (2,C) mit
nicht-elementarem Bild ρ (G) zu konstruieren. Wir wählen Œ mit den üblichen
Bezeichnungen tr (A) = 1, tr (B) = 1 und damit tr (AB) = 1 und stellen die
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Matrizen A und B wie folgt auf:
A =
 0 1
−1 1
 , B =
 w λw − w2 − 1
1 λ− w

Wir können w = 1 + i wählen und
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
λ
t
0
 ,
wobei der Wert für tr (AC) aus den Werten tr (A) und tr (C) folgt. Aus der
Determinantengleichung für das so konstruierte C ∈ PSL (2,C) können wir t
bestimmen. Wir erhalten
t = ±
√
2
√√
5− 1
2 i ≈ ±0, 786i.
Es gilt also F2 < G für δ = 4. Es müssen also noch die Gruppen G mit einer
Präsentierung〈
a, b, c | a3 = b3 = c5 =
(
ab2
)2
=
(
acδ
)2
= (abc)2 = 1
〉
für δ = 2, 3 in Satz 5.3.4 als Ausnahmefälle 2 und 3 betrachtet werden. Für
r = 3 ist es für δ = 2, 3, 4 möglich, eine wesentliche Darstellung ρ von G in die
PSL (2,C) mit nicht-elementarem Bild ρ (G) zu konstruieren. Wir wählen die
Matrizen A,B ∈ PSL (2,C) und w wie für r = 2, δ = 4. Zusätzlich wählen wir
für δ = 2
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
λ− 1
t
−1

und erhalten
t = ±
√
2
√√
5 + 1
2 i ≈ ±1, 272i.
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Es gilt also F2 < G für δ = 2. Für δ = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
1
t
−1

und erhalten
t =
√
5− 3
4 ±
√
6
√√
5 + 3
4 i ≈ −0, 191± 1, 401i.
Es gilt also F2 < G auch für δ = 3. Für δ = 4 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
λ
t
−1

und erhalten
t = −12 ±
√
4
√
5 + 3
2 i ≈ −0, 5± 1, 728i.
Es gilt also F2 < G für δ = 3. Sei nun r = 5. Für δ = 2 finden wir eine
wesentliche Darstellung ρ von G in die PSL (2,C) mit nicht-elementarem Bild
ρ (G). Wir wählen die Matrizen A,B ∈ PSL (2,C) und w wie für r = 2, δ = 4
und r = 3, δ = 2, 3, 4. Zusätzlich wählen wir hier für δ = 2
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
λ− 1
t
−λ

und erhalten
t = 1−
√
5
4 ±
√
2
√
5
√
5 + 17
4 i ≈ −0, 309± 1, 877i.
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Es gilt also F2 < G für δ = 2. Für δ = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
1
t
−λ

und erhalten
t = −12 ±
√
4
√
5 + 7
2 i ≈ −0, 5± 1, 997i.
Es gilt also F2 < G auch für δ = 3. Für δ = 4 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
λ
t
−λ

und erhalten
t = −
√
5 + 1
4 ±
√
2
√
11
√
5 + 17
4 i ≈ −0, 809± 2, 280i.
Es gilt also F2 < G auch für δ = 4 und somit für r = 5.
(v) Sei (m,n, p, q) = (3, 6, 2, 2). Wir betrachten hier
G2 =
〈
a, c | a3 = c6 =
(
aγcδ
)2
= 1
〉
und können Œ annehmen, dass aγcδ = acδ mit δ = 1, 2, 3, 4, 5 gilt. Für δ = 1
erfüllt G die Tits-Alternative. Für δ = 2 hat G2 eine Präsentierung〈
a, c | a3 = c6 =
(
ac2
)2
= 1
〉
.
Es existiert eine wesentliche Darstellung ρ2 : G2 → PSL (2,C) mit ρ2 (a) = A
und ρ2 (c) = C, so dass ρ2 (G2) nicht-elementar ist. Denn aus tr (A) = ±1,
tr (C) = ±√3 und dem Spurpolynom tr (AC2) = tr (AC) tr (C) − tr (A) != 0
folgt hier tr (AC) = ± 1√3 . Also enthält G nach Satz 5.2.12 eine nicht-abelsche
freie Untergruppe vom Rang 2. Sei nun δ = 3. G2 hat eine Präsentierung〈
a, c | a3 = c6 =
(
ac3
)2
= 1
〉
.
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Auch hier ist es möglich, eine wesentliche Darstellung ρ2 von G2 in die PSL (2,C)
mit ρ2 (a) = A und ρ2 (c) = C zu finden, so dass das Bild ρ2 (G2) nicht-
elementar ist. Denn aus tr (A) = ±1, tr (C) = ±√3 und dem Spurpolynom
tr (AC3) = tr (AC) (tr2 (C)− 1) − tr (A) tr (C) != 0 folgt hier tr (AC) = ±
√
3
2 .
Also gilt F2 < G nach Satz 5.2.12. Sei δ = 4 und G2 habe eine Präsentierung〈
a, c | a3 = c6 =
(
ac4
)2
= 1
〉
.
Wir finden eine wesentliche Darstellung ρ2 : G2 → PSL (2,C) mit ρ2 (a) = A
und ρ2 (c) = C, so dass ρ2 (G2) nicht-elementar ist. Denn aus tr (A) = ±1,
tr (C) = ±√3 und dem Spurpolynom tr (AC4) = tr (AC) (tr3 (C)− 2tr (C))−
tr (A) tr2 (C) + tr (A) != 0 folgt hier tr (AC) = ± 2√3 . Also gilt F2 < G nach Satz
5.2.12. Sei nun δ = 5. Hier hat G2 die Präsentierung〈
a, c | a3 = c6 =
(
ac5
)2
= 1
〉
.
Wir betrachten wieder eine wesentliche Darstellung ρ2 von G2 in die PSL (2,C)
mit ρ2 (a) = A und ρ2 (c) = C. Aus tr (A) = ±1, tr (C) = ±
√
3 und dem
Spurpolynom tr (AC5) = tr (AC) (tr4 (C)− 3tr2 (C) + 1) − tr (A) tr3 (C) +
2tr (A) tr (C) != 0 folgt hier tr (AC) = ±√3. Also gilt tr ([A,C]) = 2 und
wir können das Bild ρ2 (G2) unendlich metabelsch wählen. Mit Satz 5.2.13 und
m = 3 folgt F2 < G.
(b) In den Punkten (i) bis (iv) gilt stets (m, p) = (3, 3). G hat also eine Präsentierung
〈
a, b, c | a3 = b3 = cn =
(
aαbβ
)3
=
(
aγcδ
)q
= (abc)r = 1
〉
,
für die wir Œ aαbβ = ab oder aαbβ = ab2 annehmen können. Für aαbβ = ab erfüllt G
die Tits-Alternative. Sei nun aαbβ = ab2. G hat also die Präsentierung〈
a, b, c | a3 = b3 = cn =
(
ab2
)3
=
(
aγcδ
)q
= (abc)r = 1
〉
.
Betrachte eine wesentliche Darstellung ρ1 von
G1 =
〈
a, b | a3 = b3 =
(
ab2
)3
= 1
〉
in die PSL (2,C). Wir können ein unendliches metabelsches Bild ρ1 (G1) erhalten
(vgl. (a) für (m,n, p, q) = (3, 3, 2, 3)). Mit Satz 5.2.13 und n ≥ 3 folgt F2 < G.
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(c) In den Punkten (i) bis (iii) gilt stets (m, p) = (4, 2). Wir können Œ annehmen, dass
G =
〈
a, b, c | a3 = b4 = cn =
(
aαbβ
)2
=
(
aγcδ
)q
= (abc)r = 1
〉
gilt mit aαbβ = ab, aαbβ = ab2 oder aαbβ = a2b. Für aαbβ = ab erfüllt G die
Tits-Alternative. Sei nun aαbβ = ab2. Für die Gruppe
G1 =
〈
a, b | a3 = b4 =
(
ab2
)2
= 1
〉
existiert eine wesentliche Darstellung ρ1 : G1 → PSL (2,C) mit nicht-elementarem
Bild ρ1 (G1) (vgl. (a) für (m,n, p, q) = (3, 4, 2, 2)). Mit Satz 5.2.12 folgt F2 < G. Nun
sei aαbβ = a2b und G habe damit die Präsentierung
G =
〈
a, b, c | a3 = b4 = cn =
(
a2b
)2
=
(
aγcδ
)q
= (abc)r = 1
〉
.
(i) Sei (m,n, p, q) = (4, 4, 2, 2). Wir können Œ annehmen, dass aγcδ = ac, aγcδ = ac2
oder aγcδ = a2c gilt. Für aγcδ = ac erfüllt G die Tits-Alternative. Für aγcδ = ac2
existiert eine wesentliche Darstellung ρ2 von G2 in die PSL (2,C) mit nicht-
elementarem Bild (vgl. (a) für (m,n, p, q) = (3, 4, 2, 2)). Also gilt F2 < G. Wir
müssen noch aγcδ = a2c, also G mit einer Präsentierung〈
a, b, c | a3 = b4 = c4 =
(
a2b
)2
=
(
a2c
)2
= (abc)r = 1
〉
,
betrachten. Für r ≥ 6 existiert eine wesentliche Darstellung ρ von G in die
PSL (2,C) mit nicht-elementarem Bild ρ (G). Also gilt F2 < G. Denn: Wir
betrachten eine wesentliche Darstellung ρ1 von
G1 = 〈a, b | a3 = b4 =
(
a2b
)2
= 1〉
in die PSL (2,C) mit a 7→ A und b 7→ B. Es gilt stets tr ([A,B]) 6= 2. Mit
dem Fortsetzungssatz 5.2.10 kann ρ1 zu einer wesentlichen Darstellung ρ von
G in die PSL (2,C) mit a 7→ A und b 7→ B erweitert werden. Die S4, A4, A5
kommen als Bild ρ (G) nicht in Frage, da diese Gruppen kein Element der
Ordnung r ≥ 6 enthalten. Das Bild von G kann in diesem Fall auch nicht
zyklisch, unendlich metabelsch oder dieder sein. Also ist ρ (G) nicht-elementar.
Für r = 5 ist es ebenfalls möglich, ein nicht-elementares wesentliches Bild
von G in der PSL (2,C) zu konstruieren. Analog zu r ≥ 6 können wir die
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wesentliche Darstellung ρ1 von G1 in die PSL (2,C) mit dem Fortsetzungssatz
5.2.10 zu einer wesentlichen Darstellung ρ : G → PSL (2,C) erweitern. Als
Bild ρ (G) können wir zyklische, unendlich metabelsche und Diedergruppen
ausschließen. Die Gruppen S4, A4, A5 kommen nicht als Bilder in Frage, da
keine dieser Gruppen gleichzeitig ein Element der Ordnung 4 und eins der
Ordnung 5 enthält. Also ist ρ (G) nicht-elementar. Damit gilt F2 < G. Für
r = 2 können wir eine wesentliche Darstellung ρ von G in die PSL (2,C) mit
nicht-elementarem Bild ρ (G) konstruieren. Wir wählen Œ mit den üblichen
Bezeichnungen tr (A) = 1, tr (B) =
√
2 und damit tr (AB) =
√
2 und stellen
die Matrizen A und B wie folgt auf:
A =
 0 1
−1 1
 , B =
 w √2w − w2 − 1
1
√
2− w

Wir können w =
√
2+1
2 +
√
5−2√2
2 i wählen und
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

√
2√
2
t
0
 ,
wobei der Wert für tr (AC) aus den Werten tr (A) und tr (C) folgt. Aus der
Determinantengleichung für das so konstruierte C ∈ PSL (2,C) können wir t
bestimmen. Wir erhalten
t = ±i
und damit gilt F2 < G. Für r = 3 können wir ebenfalls eine wesentliche Darstel-
lung ρ von G in die PSL (2,C) mit nicht-elementarem Bild ρ (G) konstruieren.
Wir wählen mit den üblichen Bezeichnungen A,B ∈ PSL (2,C) und w wie für
r = 2. Dazu wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

√
2√
2
t
−1

und erhalten
t = −12 ±
√
15
2 i ≈ −0, 5± 1, 936i.
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Es gilt also F2 < G. Auch für r = 4 können wir eine wesentliche Darstellung
ρ von G in die PSL (2,C) mit nicht-elementarem Bild ρ (G) konstruieren. Wir
wählen mit den üblichen Bezeichnungen A,B ∈ PSL (2,C) und w wie für r = 2.
Dazu wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

√
2√
2
t
−√2

und erhalten
t = −
√
2
2 ±
√
8
√
2 + 10
2 i ≈ −0, 707± 2, 308i.
Es gilt also stets F2 < G.
(ii) Sei (m,n, p, q) = (4, 5, 2, 2). Wir müssen G mit einer Präsentierung
〈
a, b, c | a3 = b4 = c5 =
(
a2b
)2
=
(
acδ
)2
= (abc)r = 1
〉
betrachten und können δ = 1, 2, 3, 4 annehmen. Für δ = 1 erfüllt G die Tits-
Alternative. Sei also δ = 2, 3, 4. Für diese Gruppen existiert stets eine wesentliche
Darstellung ρ : G→ PSL (2,C) mit nicht-elementarem Bild ρ (G). Denn: Wir
betrachten erneut eine wesentliche Darstellung ρ1 von
G1 = 〈a, b | a3 = b4 =
(
a2b
)2
= 1〉
in die PSL (2,C) mit a 7→ A und b 7→ B. Es gilt stets tr ([A,B]) 6= 2. Mit dem
Fortsetzungssatz 5.2.10 kann ρ1 zu einer wesentlichen Darstellung ρ von G in
die PSL (2,C) mit a 7→ A und b 7→ B erweitert werden. Als Bild ρ (G) können
wir zyklische, unendlich metabelsche und Diedergruppen ausschließen. Die
Gruppen S4, A4, A5 kommen nicht als Bilder in Frage, da keine dieser Gruppen
gleichzeitig ein Element der Ordnung 4 und eins der Ordnung 5 enthält. Also
ist ρ (G) nicht-elementar und es gilt F2 < G.
(iii) Sei (m,n, p, q) = (4, 6, 2, 2). Wir betrachten hier
G2 =
〈
a, c | a3 = c6 =
(
aγcδ
)2
= 1
〉
und können Œ annehmen, dass aγcδ = acδ mit δ = 1, 2, 3, 4, 5 gilt. Für δ = 1
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erfüllt G die Tits-Alternative. Für δ = 2, 3, 4 existiert eine wesentliche Dar-
stellung ρ2 von G2 in die PSL (2,C) mit nicht-elementarem Bild ρ2 (G2) (vgl. (a)
für (m,n, p, q) = (3, 6, 2, 2)). Also gilt F2 < G nach Satz 5.2.12 für δ = 2, 3, 4.
Für δ = 5 existiert für G2 eine wesentliche Darstellung ρ2 in die PSL (2,C) mit
unendlich metabelschem Bild ρ2 (G2) (vgl. (a) für (m,n, p, q) = (3, 6, 2, 2)). Aus
Satz 5.2.13 und m = 4 folgt F2 < G.
(d) In den Punkten (i) und (ii) gilt (m, p) = (5, 2). G hat eine Präsentierung
〈
a, b, c | a3 = b5 = cn =
(
aαbβ
)2
=
(
aγcδ
)q
= (abc)r = 1
〉
.
Wir können Œ aαbβ = abβ mit β = 1, 2, 3, 4 annehmen. Für aαbβ = ab erfüllt G die
Tits-Alternative. Es bleiben noch die Fälle β = 2, 3, 4 zu betrachten.
(i) Sei (m,n, p, q) = (5, 5, 2, 2). Wir müssen die Gruppen G mit einer Präsentierung
〈
a, b, c | a3 = b5 = c5 =
(
abβ
)2
=
(
acδ
)2
= (abc)r = 1
〉
für β = 2, 3, 4 und δ = 1, 2, 3, 4 betrachten. Für δ = 1 erfüllt G die Tits-
Alternative. Sei also δ = 2, 3, 4. Zusätzlich können wir r = 2 oder r = 3
annehmen, da sonst F2 < G gilt (vgl. Theorem 5.2.15). Wir können in al-
len Fällen eine wesentliche Darstellung ρ von G in die PSL (2,C) mit nicht-
elementarem Bild ρ (G) konstruieren. Dabei sei angemerkt, dass die Fälle
(β, δ) = (3, 2) , (4, 2) , (4, 3) nicht explizit behandelt werden. Sie verlaufen ana-
log zu den Fällen (β, δ) = (2, 3) , (2, 4) , (3, 4). Wir wählen Œ mit den üblichen
Bezeichnungen tr (A) = 1, tr (B) = λ und stellen die Matrizen A und B wie
folgt auf:
A =
 0 1
−1 1
 , B =
 w λw − w2 − 1
1 λ− w

Für β = 2 erhalten wir tr (AB) = λ− 1 und wählen w =
√
5+3
4 +
√
2
√
17−3√5
4 i;
für β = 3 ist tr (AB) = 1 und wir wählen w =
√
5+3
4 +
√
2
√
5+
√
5
4 i; für β = 4
gilt tr (AB) = λ und wir wählen w =
√
5+3
4 +
√
6
√
3−√5
4 i. Für (β, δ) = (2, 2) und
r = 2 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1− λ
−λ
t
0

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und erhalten
t = ±i.
Für r = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
λ− 1
t
−1

und erhalten
t =
√
5− 1
2 ± i ≈ 0, 681± i.
Für (β, δ) = (2, 3) und r = 2 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1− λ
1
t
0

und erhalten
t = −
√
5 + 1
4 ±
√
2
√
5−√5
4 i ≈ −0, 809± 0, 588i.
Für r = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
1
t
−1

und erhalten
t = 12 ±
√
7
2 i ≈ 0, 5± 1, 323i.
Für (β, δ) = (2, 4) und r = 2 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
λ
t
0

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und erhalten
t =
√
5 + 1
4 ±
√
2
√
3
√
5 + 1
4 i ≈ −0, 809± 0, 982i.
Für r = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
λ
t
−1

und erhalten
t =
√
5− 1
4 ±
√
2
√
5
√
5 + 17
4 i ≈ −0, 309± 1, 878i.
Für (β, δ) = (3, 3) und r = 2 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
1
t
0

und erhalten
t =
√
5 + 1
4 ±
√
2
√
5−√5
4 i ≈ −0, 809± 0, 588i.
Für r = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
1
t
−1

und erhalten
t =
√
5− 1
4 ±
√
2
√
5
√
5 + 9
4 i ≈ −0, 309± 1, 588i.
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Für (β, δ) = (3, 4) und r = 2 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
λ
t
0

und erhalten
t = 12 ±
√
2
√
5 + 1
2 i ≈ −0, 5± 1, 170i.
Für r = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
λ
t
−1

und erhalten
t = ±
√√
5 + 2i ≈ ±2, 058i.
Für (β, δ) = (4, 4) und r = 2 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
λ
t
0

und erhalten
t = ±
√
3
√
5 + 5√√
5 + 3
i ≈ ±1, 495i.
Für r = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

λ
λ
t
1

und erhalten
t = 12 ±
√
2
√
5
√
5 + 9
2
√
5 + 6
i ≈ 0, 5± 0, 607i.
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Es gilt also in allen Fällen F2 < G.
(ii) Sei (m,n, p, q) = (5, 6, 2, 2). Wir betrachten hier
G2 =
〈
a, c | a3 = c6 =
(
aγcδ
)2
= 1
〉
und können Œ annehmen, dass aγcδ = acδ mit δ = 1, 2, 3, 4, 5 gilt. Für δ = 1
erfüllt G die Tits-Alternative. Es gilt F2 < G für δ = 2, 3, 4 und ebenfalls für
δ = 5, da m = 5 gilt (vgl. (a) für (m,n, p, q) = (3, 6, 2, 2)).
(e) Sei (m,n, p, q) = (6, 6, 2, 2). Wir betrachten hier
G1 =
〈
a, b | a3 = b6 =
(
aαbβ
)2
= 1
〉
und können Œ annehmen, dass aαbβ = abβ mit β = 1, 2, 3, 4, 5 gilt. Für β = 1 erfüllt
G die Tits-Alternative. Es gilt F2 < G für β = 2, 3, 4 und ebenfalls für β = 5, da
n = 6 gilt (vgl. (a) für (m,n, p, q) = (3, 6, 2, 2)).
5.3.4 Fall (4): l = 4 und (m, p) 6= (2, 2)
Aus 1/l + 1/m + 1/p ≥ 1 und l = 4 folgt 2 ≤ m ≤ 4. Für m = 2 gilt 2 ≤ p ≤ 4, wobei
p = 2 in Fall (7) behandelt wird; in den anderen Fällen ist stets nur p = 2 zu betrachten.
Aus 1/l + 1/n + 1/q ≥ 1 und l = 4 folgt analog 2 ≤ n ≤ 4. Für n = 2 gilt 2 ≤ q ≤ 4,
wobei wir q = 2 hier nicht betrachten (vgl. Fall (7)); in den anderen Fällen ist stets
nur q = 2 zu betrachten. Es müssen also Œ die folgenden Möglichkeiten für (m,n, p, q)
betrachtet werden:
(a) (i) (2,2,3,3) (ii) (2,2,3,4) (iii) (2,3,3,2) (iv) (2,4,3,2)
(b) (i) (2,2,4,4) (ii) (2,3,4,2) (iii) (2,4,4,2)
(c) (i) (3,3,2,2) (ii) (3,4,2,2)
(d) (4,4,2,2)
(a) In den Punkten (i) bis (iv) gilt stets (m, p) = (2, 3). G1 hat also eine Präsentierung
〈
a, b | a4 = b2 = (aαb)3 = 1
〉
,
für die wir α = 1, 2 annehmen können. Für α = 1 erfüllt G die Tits-Alternative. Sei
nun α = 2, also
G1 =
〈
a, b | a4 = b2 =
(
a2b
)3
= 1
〉
.
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Es existiert eine wesentliche Darstellung ρ1 : G1 → PSL (2,C), für die ρ1 (G1)
nicht-elementar ist (vgl. Fall (1) (b)). Mit Satz 5.2.12 gilt F2 < G.
(b) In den Punkten (i) bis (iii) gilt stets (m, p) = (2, 4). G hat also eine Präsentierung
〈
a, b, c | a4 = b2 = cn = (aαb)4 =
(
aγcδ
)q
= (abc)r = 1
〉
,
für die wir α = 1, 2 annehmen können. Für α = 1 erfüllt G die Tits-Alternative. Sei
nun α = 2.
(i) Sei (m,n, p, q) = (2, 2, 4, 4). G hat eine Präsentierung
〈
a, b, c | a4 = b2 = c2 =
(
a2b
)4
= (aγc)4 = (abc)r = 1
〉
,
für die wir γ = 1, 2 annehmen können. Für γ = 1 erfüllt G die Tits-Alternative.
Sei also γ = 2. Durch Hinzufügen der zusätzlichen Relation (ab)2 = 1 zu G
erhalten wir die Faktorgruppe
G? = 〈a, b, c | a4 = b2 = c2 = (ab)2 =
(
a2c
)4
= (abc)r = 1〉
von G. Mit a 7→ x, b 7→ x3y und c 7→ z ist G? isomorph zu
〈x, y, z | x4 = y2 = z2 = (xy)2 =
(
x2z
)4
= (yz)2 = 1〉.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe vom Rang 2
(vgl. [29, Fall S1]). Denn es existiert eine Untergruppe H vom Index 2 in
dieser Gruppe, die eine nicht-abelsche freie Untergruppe vom Rang 2 enthält.
Also gilt F2 < G.
(ii) Sei (m,n, p, q) = (2, 3, 4, 2). G hat eine Präsentierung
〈
a, b, c | a4 = b2 = c3 =
(
a2b
)4
=
(
aγcδ
)2
= (abc)r = 1
〉
,
für die Œ aγcδ = ac, aγcδ = a2c oder aγcδ = ac2 angenommen werden kann.
Für aγcδ = ac erfüllt G die Tits-Alternative. Sei aγcδ = a2c. Wir betrachten die
Gruppe
G2 =
〈
a, c | a4 = c3 =
(
a2c
)2
= 1
〉
.
Es existiert eine wesentliche Darstellung ρ2 : G2 → PSL (2,C) mit nicht-
elementarem Bild ρ2 (G2) (vgl. Fall (3) (a) für (m,n, p, q) = (3, 4, 2, 2)). Mit
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Satz 5.2.12 folgt F2 < G. Für aγcδ = ac2 hat G die Präsentierung〈
a, b, c | a4 = b2 = c3 =
(
a2b
)4
=
(
ac2
)2
= (abc)r = 1
〉
.
Durch Hinzufügen der zusätzlichen Relation a2 = 1 zu G erhalten wir die
Faktorgruppe
G? =
〈
a, b, c | a2 = b2 = c3 =
(
ac2
)2
= (abc)r = 1
〉
von G. Mit a 7→ x, b 7→ xy und c 7→ z ist G? isomorph zu〈
x, y, z | x2 = z3 = (xy)2 =
(
xz2
)2
= (yz)r = 1
〉
.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe. Denn für
〈y, z | z3 = (yz)r = 1〉
existiert eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem
Bild (vgl. [34, Theorem 5] und [31, Theorem 1] bzw. Satz 4.2.10). Es gilt also
F2 < G
? und damit auch F2 < G (vgl. Bemerkung 4.2.7).
(iii) Sei (m,n, p, q) = (2, 4, 4, 2). Wir betrachten die Gruppe
G =
〈
a, b, c | a4 = b2 = c4 =
(
a2b
)4
=
(
aγcδ
)2
= (abc)r = 1
〉
,
für die wir aγcδ = ac, aγcδ = ac2, aγcδ = a2c2, aγcδ = ac3 oder aγcδ = a2c
annehmen können. Sonst gehe zur inversen Relation über. Für aγcδ = ac erfüllt
G die Tits-Alternative. Für aγcδ = ac2 fügen wir für r ≥ 3 zu G die zusätzliche
Relation c2 = 1 zu G hinzu und erhalten die Faktorgruppe G? von G mit der
Präsentierung 〈
a, b, c | a2 = b2 = c2 = (abc)r = 1
〉
.
Es gilt also F2 < G? und somit F2 < G für r ≥ 3 (vgl. Bemerkung 5.3.3). Für
r = 2 fügen wir die zusätzliche Relation (ab)2 = 1 zu G hinzu und erhalten als
Faktorgruppe G? von G die Gruppe mit der Präsentierung〈
a, b, c | a4 = b2 = c4 = (ab)2 =
(
ac2
)2
= (abc)2 = 1
〉
.
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Mit a 7→ x, b 7→ x3y und c 7→ z ist G? isomorph zu〈
a, b, c | x4 = y2 = z4 = (xy)2 =
(
xz2
)2
= (yz)2 = 1
〉
.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe und es gilt damit
F2 < G
? und F2 < G (vgl. [42, Beweis zu Theorem 3.5]). Denn die von x und z
erzeugte Untergruppe H hat eine Präsentierung
H = 〈x, z | x4 = z4 =
(
xz2
)2
= 1〉
und enthält eine nicht-abelsche freie Untergruppe (vgl. [46, Theorem B] bzw.
Theorem 4.1.3). Für aγcδ = a2c2 hat G die Präsentierung
〈
a, b, c | a4 = b2 = c4 =
(
a2b
)4
=
(
a2c2
)2
= (abc)r = 1
〉
.
Wir fügen zu G die zusätzliche Relation c2 = 1 hinzu und erhalten die Faktor-
gruppe
G? =
〈
a, b, c | a4 = b2 = c2 =
(
a2b
)2
= (abc)r = 1
〉
von G. Mit a 7→ x, b 7→ y und c 7→ zx3 ist G? isomorph zu〈
x, y, z | x4 = y2 =
(
zx3
)2
=
(
x2y
)2
= (yz)r = 1
〉
.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe. Denn für
〈x, z | x4 =
(
zx3
)2
= 1〉
existiert eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem
Bild (vgl. [34, Theorem 5] bzw. Satz 4.2.10). Es gilt also F2 < G? und damit F2 <
G (vgl. Bemerkung 4.2.7). Sei nun aγcδ = ac3. G hat also eine Präsentierung
〈
a, b, c | a4 = b2 = c4 =
(
a2b
)4
=
(
ac3
)2
= (abc)r = 1
〉
.
Wir betrachten G2 mit der Präsentierung〈
a, c | a4 = c4 =
(
ac3
)2
= 1
〉
.
Für diese Gruppe betrachten wir eine wesentliche Darstellung ρ2 in die PSL (2,C)
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mit ρ2 (a) = A und ρ2 (c) = C. Aus tr (A) = ±
√
2, tr (C) = ±√2 und dem
Spurpolynom tr (AC3) = tr (AC) (tr2 (C)− 1) − tr (A) tr (C) != 0 erhalten
wir tr (AC) = ±2. Also gilt tr ([A,C]) = 2 und wir können das Bild ρ2 (G2)
unendlich metabelsch wählen. Mit p = 4 und Satz 5.2.13 folgt F2 < G. Für
aγcδ = a2c hat G die Präsentierung
G =
〈
a, b, c | a4 = b2 = c4 =
(
a2b
)4
=
(
a2c
)2
= (abc)r = 1
〉
.
Wir fügen für r ≥ 3 die zusätzliche Relation a2 = 1 hinzu und erhalten die
Faktorgruppe
G? =
〈
a, b, c | a2 = b2 = c2 = (abc)r = 1
〉
von G. Es gilt F2 < G? nach Bemerkung 5.3.3. Somit gilt F2 < G für r ≥ 3.
Für r = 2 fügen wir die zusätzliche Relation (ab)2 = 1 zu G hinzu und erhalten
als Faktorgruppe G? von G die Gruppe mit der Präsentierung〈
a, b, c | a4 = b2 = c4 = (ab)2 =
(
a2c
)2
= (abc)2 = 1
〉
.
Mit a 7→ x, b 7→ x3y und c 7→ z ist G? isomorph zu〈
a, b, c | x4 = y2 = z4 = (xy)2 =
(
x2z
)2
= (yz)2 = 1
〉
.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe und es gilt damit
F2 < G
? und F2 < G (vgl. [42, Beweis zu Theorem 3.5]). Denn die von x und z
erzeugte Untergruppe H hat eine Präsentierung
H = 〈x, z | x4 = z4 =
(
x2z
)2
= 1〉
und enthält eine nicht-abelsche freie Untergruppe (vgl. [46, Theorem B] bzw.
Theorem 4.1.3).
(c) In den Punkten (i) und (ii) gilt (m, p) = (3, 2). Wir können bis auf Äquivalenz
G =
〈
a, b, c | a4 = b3 = cn =
(
aαbβ
)2
=
(
aγcδ
)q
= (abc)r = 1
〉
mit aαbβ = ab, aαbβ = a2b oder aαbβ = ab2 annehmen. Für aαbβ = ab erfüllt G die
Tits-Alternative.
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Für aαbβ = a2b betrachten wir
G1 =
〈
a, b | a4 = b3 =
(
a2b
)2
= 1
〉
.
Es existiert eine wesentliche Darstellung ρ1 : G1 → PSL (2,C) mit nicht-elementarem
Bild ρ1 (G1) (vgl. Fall (3) (a) für (m,n, p, q) = (3, 4, 2, 2)). Aus Satz 5.2.12 folgt
F2 < G. Nun sei aαbβ = ab2 und G habe eine Präsentierung〈
a, b, c | a4 = b3 = cn =
(
ab2
)2
=
(
aγcδ
)q
= (abc)r = 1
〉
.
(i) Sei (m,n, p, q) = (3, 3, 2, 2). G hat eine Präsentierung
〈
a, b, c | a4 = b3 = c3 =
(
ab2
)2
=
(
aγcδ
)2
= (abc)r = 1
〉
,
für die wir Œ aγcδ = ac, aγcδ = a2c oder aγcδ = ac2 annehmen können. Für
aγcδ = ac erfüllt G die Tits-Alternative. Für aγcδ = a2c existiert für
G2 =
〈
a, c | a4 = c3 =
(
a2c
)2
= 1
〉
eine wesentliche Darstellung ρ2 : G2 → PSL (2,C) mit nicht-elementarem Bild
ρ2 (G2) (vgl. Fall (3) (a) für (m,n, p, q) = (3, 4, 2, 2)) und es gilt F2 < G mit
Satz 5.2.12. Sei nun aγcδ = ac2. G hat die Präsentierung〈
a, b, c | a4 = b3 = c3 =
(
ab2
)2
=
(
ac2
)2
= (abc)r = 1
〉
.
Für r ≥ 6 existiert eine wesentliche Darstellung ρ von G in die PSL (2,C) mit
nicht-elementarem Bild ρ (G). Also gilt F2 < G. Denn: Wir betrachten eine
wesentliche Darstellung ρ1 von
G1 = 〈a, b | a4 = b3 =
(
ab2
)2
= 1〉
in die PSL (2,C) mit a 7→ A und b 7→ B. Es gilt tr ([A,B]) 6= 2. ρ1 kann
zu einer wesentlichen Darstellung ρ von G in die PSL (2,C) mit a 7→ A und
b 7→ B erweitert werden (vgl. Fortsetzungssatz 5.2.10). Die S4, A4, A5 kommen
als Bild ρ (G) nicht in Frage, da diese Gruppen kein Element der Ordnung
r ≥ 6 enthalten. Das Bild von G kann in diesem Fall auch nicht zyklisch,
unendlich metabelsch oder dieder sein. Also ist ρ (G) nicht-elementar. Für
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r = 5 existiert ebenfalls eine wesentliche Darstellung ρ : G → PSL (2,C) mit
nicht-elementarem Bild ρ (G). Also gilt auch hier F2 < G. Denn analog zu r ≥ 6
können wir die wesentliche Darstellung ρ1 von G1 in die PSL (2,C) mit dem
Fortsetzungssatz 5.2.10 zu einer wesentlichen Darstellung ρ : G→ PSL (2,C)
erweitern. Die S4, A4, A5 kommen als Bild nicht in Frage, da keine der Gruppen
gleichzeitig ein Element der Ordnung 4 und ein Element der Ordnung 5 enthält.
Als Bild ρ (G) können wir zyklische, unendlich metabelsche und Diedergruppen
ausschließen. Für r = 3 können wir eine wesentliche Darstellung ρ von G in die
PSL (2,C) mit nicht-elementarem Bild ρ (G) konstruieren. Wir wählen Œ mit
den üblichen Bezeichnungen tr (A) =
√
2, tr (B) = 1 und damit tr (AB) =
√
2
und stellen die Matrizen A und B wie folgt auf:
A =
 0 1
−1 √2
 , B =
 w w − w2 − 1
1 1− w

Wir können w =
√
2+1
2 +
√
5−2√2
2 i wählen und
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1√
2
t
−1
 ,
wobei der Wert für tr (AC) aus den Werten tr (A) und tr (C) folgt. Aus der
Determinantengleichung für das so konstruierte C ∈ PSL (2,C) können wir t
bestimmen. Wir erhalten
t = −
√
2 + 1
2 ±
√
2
√
2 + 1
2 i ≈ −1, 207± 0, 978i.
Es gilt also F2 < G. Für r = 4 können wir analog zu r = 3 eine wesentliche
Darstellung ρ von G in die PSL (2,C) mit nicht-elementarem Bild ρ (G) kon-
struieren. Wir wählen Œ mit den üblichen Bezeichnungen A,B ∈ PSL (2,C)
und w wie für r = 3. Dazu wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1√
2
t
−√2

5.3 Verallgemeinerte P.-V.-Gruppen mit Relationen der Blocklänge 1 151
und erhalten
t = −32 ±
√
7
2 i ≈ −1, 5± 1, 323i.
Es gilt also F2 < G. Wir müssen G noch für r = 2 betrachten, also mit einer
Präsentierung〈
a, b, c | a4 = b3 = c3 =
(
ab2
)2
=
(
ac2
)2
= (abc)2 = 1
〉
.
Diese Gruppe wird in Satz 5.3.4 als Ausnahmefall 4 betrachtet.
(ii) Sei (m,n, p, q) = (3, 4, 2, 2). G hat eine Präsentierung
〈
a, b, c | a4 = b3 = c4 =
(
ab2
)2
=
(
aγcδ
)2
= (abc)r = 1
〉
,
für die wir Œ aγcδ = ac, aγcδ = ac2, aγcδ = a2c2, aγcδ = ac3 oder aγcδ = a2c
annehmen können. Gilt aγcδ = ac, so erfüllt G die Tits-Alternative. Sei aγcδ =
ac2. Wir fügen zu G die zusätzliche Relation c2 = 1 hinzu und erhalten die
Faktorgruppe G? von G mit der Präsentierung〈
a, b, c | a2 = b3 = c2 =
(
ab2
)2
= (abc)r = 1
〉
.
Mit a 7→ x, b 7→ y und c 7→ zx ist G? isomorph〈
x, y, z | x2 = y3 = (zx)2 =
(
xy2
)2
= (yz)r = 1
〉
.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe. Denn für
〈y, z | y3 = (yz)r = 1〉
existiert eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem
Bild (vgl. [34, Theorem 5] und [31, Theorem 1] bzw. Satz 4.2.10). Es gilt also
F2 < G
? und damit auch F2 < G (vgl. Bemerkung 4.2.7). Für aγcδ = a2c2 hat
G die Präsentierung〈
a, b, c | a4 = b3 = c4 =
(
ab2
)2
=
(
a2c2
)2
= (abc)r = 1
〉
.
Wir fügen zu G die zusätzliche Relation c2 = 1 hinzu und erhalten die Faktor-
gruppe
G? =
〈
a, b, c | a4 = b3 = c2 =
(
ab2
)2
= (abc)r = 1
〉
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von G. Mit a 7→ x, b 7→ y und c 7→ zx3 ist G? isomorph zu〈
x, y, z | x4 = y3 =
(
zx3
)2
=
(
xy2
)2
= (yz)r = 1
〉
.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe vom Rang 2. Denn
für
〈x, z | x4 =
(
zx3
)2
= 1〉
existiert eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem
Bild (vgl. [34, Theorem 5] bzw. Satz 4.2.10). Es gilt also F2 < G? und damit auch
F2 < G (vgl. Bemerkung 4.2.7). Sei nun R2 (a, c) = ac3. G hat die Präsentierung〈
a, b, c | a4 = b3 = c4 =
(
ab2
)2
=
(
ac3
)2
= (abc)r = 1
〉
.
Wir betrachten G2 mit der Präsentierung〈
a, c | a4 = c4 =
(
ac3
)2
= 1
〉
.
Für diese Gruppe existiert eine wesentliche Darstellung ρ2 in die PSL (2,C) mit
unendlich metabelschem Bild ρ2 (G2) (vgl. (b) für (m,n, p, q) = (2, 4, 4, 2)). Aus
m = 3 und Satz 5.2.13 folgt F2 < G. Für aγcδ = a2c hat G die Präsentierung〈
a, b, c | a4 = b3 = c4 =
(
ab2
)2
=
(
a2c
)2
= (abc)r = 1
〉
.
Wir fügen die zusätzliche Relation a2 = 1 zu G hinzu und erhalten die Faktor-
gruppe
G? =
〈
a, b, c | a2 = b3 = c2 =
(
ab2
)2
= (abc)r = 1
〉
von G. Mit a 7→ x, b 7→ y und c 7→ zx ist G? isomorph zu〈
x, y, z | x2 = y3 = (zx)2 =
(
xy2
)2
= (yz)r = 1
〉
.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe vom Rang 2. Denn
für
〈y, z | y3 = (yz)r = 1〉
existiert eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem
Bild (vgl. [34, Theorem 5] und [31, Theorem 1] bzw. Satz 4.2.10). Es gilt also
F2 < G
? und damit auch F2 < G (vgl. Bemerkung 4.2.7).
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(d) Sei (m,n, p, q) = (4, 4, 2, 2). Die Gruppe G hat also eine Präsentierung
〈
a, b, c | a4 = b4 = c4 =
(
aαbβ
)2
=
(
aγcδ
)2
= (abc)r = 1
〉
.
Wir können bis auf Äquivalenz annehmen, dass aαbβ = ab, aαbβ = ab2, aαbβ = a2b2,
aαbβ = ab3 oder aαbβ = a2b gilt. Analog können wir aγcδ = ac, aγcδ = ac2,
aγcδ = a2c2, aγcδ = ac3 oder aγcδ = a2c annehmen. Für aαbβ = ab oder aγcδ = ac
erfüllt G die Tits-Alternative. Gilt aαbβ = ab3, so hat G eine Präsentierung〈
a, b, c | a4 = b4 = c4 =
(
ab3
)2
=
(
aγcδ
)2
= (abc)r = 1
〉
.
Wir betrachten G1 mit der Präsentierung〈
a, b | a4 = b4 =
(
ab3
)2
= 1
〉
.
Für diese Gruppe existiert eine wesentliche Darstellung ρ1 in die PSL (2,C) mit
unendlich metabelschem Bild ρ1 (G1) (vgl. (b) für (m,n, p, q) = (2, 4, 4, 2)). Aus n = 4
und Satz 5.2.13 folgt F2 < G. Analog folgt F2 < G für aγcδ = ac3. Es müssen also
die folgenden sechs Möglichkeiten für aαbβ und aγcδ betrachtet werden (vgl. Lemma
5.3.2): aαbβ = ab2 und aγcδ = ac2; aαbβ = ab2 und aγcδ = a2c2; aαbβ = ab2 und
aγcδ = a2c; aαbβ = a2b2 und aγcδ = a2c2; aαbβ = a2b2 und aγcδ = a2c; aαbβ = a2b
und aγcδ = a2c. Sei zunächst aαbβ = ab2. Für aγcδ = ac2 fügen wir die zusätzliche
Relation b2 = 1 zu G hinzu und erhalten die Faktorgruppe G? von G mit der
Präsentierung 〈
a, b, c | a2 = b2 = c4 =
(
ac2
)2
= (abc)r = 1
〉
.
Mit a 7→ x, b 7→ xy und c 7→ z ist G? isomorph zu〈
x, y, z | x2 = z4 = (xy)2 =
(
xz2
)2
= (yz)r = 1
〉
.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe vom Rang 2. Denn für
〈y, z | z4 = (yz)r = 1〉
existiert eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem Bild
(vgl. [34, Theorem 5] und [31, Theorem 1] bzw. Satz 4.2.10). Damit gilt F2 < G? und
F2 < G (vgl. Bemerkung 4.2.7). Für aγcδ = a2c2 fügen wir ebenfalls die zusätzliche
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Relation b2 = 1 zu G hinzu und erhalten die Faktorgruppe
G? =
〈
a, b, c | a2 = b2 = c4 = (abc)r = 1
〉
von G. Nach Bemerkung 5.3.3 gilt F2 < G? und somit F2 < G. Für aγcδ = a2c
betrachten wir zunächst r ≥ 3 und fügen die zusätzliche Relation b2 = 1 zu G hinzu
und erhalten die Faktorgruppe
G? =
〈
a, b, c | a2 = b2 = c2 = (abc)r = 1
〉
von G. Es gilt also F2 < G? und somit F2 < G für r ≥ 3 (vgl. Bemerkung 5.3.3). Für
r = 2 fügen wir die zusätzlichen Relationen c2 = 1 und (ac)2 = 1 zu G hinzu und
erhalten als Faktorgruppe G? von G die Gruppe mit der Präsentierung〈
a, b, c | a4 = b4 = c2 =
(
ab2
)2
= (ac)2 = (abc)2 = 1
〉
.
Mit a 7→ x, b 7→ y und c 7→ zx3 ist G? isomorph zu〈
a, b, c | x4 = y4 = z2 =
(
xy2
)2
= (xz)2 = (yz)2 = 1
〉
.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe und es gilt damit F2 < G?
und F2 < G (vgl. [42, Beweis zu Theorem 3.5]). Denn die von x und y erzeugte
Untergruppe H hat eine Präsentierung
H = 〈x, y | x4 = y4 =
(
xy2
)2
= 1〉
und enthält eine nicht-abelsche freie Untergruppe (vgl. [46, Theorem B] bzw. Theorem
4.1.3). Sei nun aαbβ = a2b2. Wir führen die zusätzliche Relation a2 = 1 ein in G. Für
aγcδ = a2c2 erhalten wir als Faktorgruppe von G die Gruppe
G? =
〈
a, b, c | a2 = b4 = c4 = (abc)r = 1
〉
.
Aus Bemerkung 5.3.3 folgt F2 < G? und damit F2 < G. Für aγcδ = a2c erhalten wir
als Faktorgruppe G? von G die Gruppe mit der Präsentierung
〈
a, b, c | a2 = b4 = c2 = (abc)r = 1
〉
,
für die nach Bemerkung 5.3.3 F2 < G? gilt. Also folgt F2 < G. Nun betrachten wir
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den Fall aαbβ = a2b und aγcδ = a2c. G hat eine Präsentierung〈
a, b, c | a4 = b4 = c4 =
(
a2b
)2
=
(
a2c
)2
= (abc)r = 1
〉
.
Für r ≥ 3 führen wir die zusätzliche Relation a2 = 1 ein und erhalten die Faktor-
gruppe
G? =
〈
a, b, c | a2 = b2 = c2 = (abc)r = 1
〉
von G. Es gilt F2 < G? und damit F2 < G nach Bemerkung 5.3.3. Für r = 2 fügen
wir wie für aαbβ = ab2 und aγcδ = a2c die zusätzlichen Relationen c2 = 1 und
(ac)2 = 1 zu G hinzu und erhalten die Faktorgruppe
G? =
〈
a, b, c | a4 = b4 = c2 =
(
a2b
)2
= (ac)2 = (abc)2 = 1
〉
von G. Mit a 7→ x, b 7→ y und c 7→ zx3 ist G? isomorph zu〈
a, b, c | x4 = y4 = z2 =
(
x2y
)2
= (xz)2 = (yz)2 = 1
〉
.
Auch diese Gruppe enthält eine nicht-abelsche freie Untergruppe (vgl. [42, Beweis
zu Theorem 3.5]). Die von x und y erzeugte Untergruppe H hat in diesem Fall eine
Präsentierung
H = 〈x, y | x4 = y4 =
(
x2y
)2
= 1〉
und enthält eine nicht-abelsche freie Untergruppe (vgl. [46, Theorem B] bzw. Theorem
4.1.3). Also gilt F2 < G? und somit F2 < G.
5.3.5 Fall (5): l = 5 und (m, p) 6= (2, 2)
Aus l = 5 und 1/l + 1/m + 1/p ≥ 1 folgt, dass wir 2 ≤ m ≤ 3 annehmen können. Für m = 2
ist 2 ≤ p ≤ 3 zu betrachten, wobei p = 2 in Fall (7) behandelt wird. Für m = 3 können
wir p = 2 annehmen. Analog folgt aus l = 5 und 1/l + 1/n + 1/q ≥ 1, dass wir 2 ≤ n ≤ 3
annehmen können. Für n = 2 müssen wir 2 ≤ q ≤ 3 betrachten, wobei wir q = 2 hier
nicht behandeln (vgl. Fall (7)). Für n = 3 ist q = 2 zu betrachten. Es müssen also Œ die
folgenden Möglichkeiten für (m,n, p, q) betrachtet werden:
(a) (i) (2,2,3,3) (ii) (2,3,3,2)
(b) (3,3,2,2)
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(a) In den Punkten (i) und (ii) gilt (m, p) = (2, 3). G hat damit eine Präsentierung
〈
a, b, c | a5 = b2 = cn = (aαb)3 =
(
aγcδ
)q
= (abc)r = 1
〉
,
für die wir Œ α = 1, 2 annehmen. Für α = 1 erfüllt G die Tits-Alternative. Sei nun
α = 2. D. h., wir betrachten G mit einer Präsentierung〈
a, b, c | a5 = b2 = cn =
(
a2b
)3
=
(
aγcδ
)q
= (abc)r = 1
〉
.
(i) Sei (m,n, p, q) = (2, 2, 3, 3). G hat eine Präsentierung
〈
a, b, c | a5 = b2 = c2 =
(
a2b
)3
= (aγc)3 = (abc)r = 1
〉
und wir können annehmen, dass γ = 1, 2 gilt. Für γ = 1 erfüllt G die Tits-
Alternative. Sei γ = 2 und damit
G =
〈
a, b, c | a5 = b2 = c2 =
(
a2b
)3
=
(
a2c
)3
= (abc)r = 1
〉
.
Für r ≥ 6 existiert eine wesentliche Darstellung ρ von G in die PSL (2,C) mit
nicht-elementarem Bild ρ (G). Also gilt F2 < G. Denn: Wir betrachten eine
wesentliche Darstellung ρ1 von
G1 = 〈a, b | a5 = b2 =
(
a2b
)3
= 1〉
in die PSL (2,C) mit a 7→ A und b 7→ B. Es ist stets tr ([A,B]) 6= 2 und mit
dem Fortsetzungssatz 5.2.10 kann ρ1 zu einer wesentlichen Darstellung ρ von
G in die PSL (2,C) mit a 7→ A und b 7→ B erweitert werden. Die S4, A4, A5
kommen als Bild ρ (G) nicht in Frage, da diese Gruppen kein Element der
Ordnung r ≥ 6 enthalten. Das Bild von G kann in diesem Fall auch nicht
zyklisch, unendlich metabelsch oder dieder sein. Also ist ρ (G) nicht-elementar.
Für r = 4 ist es ebenfalls möglich, ein nicht-elementares wesentliches Bild
von G in der PSL (2,C) zu konstruieren. Analog zu r ≥ 6 können wir die
wesentliche Darstellung ρ1 von G1 in die PSL (2,C) mit dem Fortsetzungssatz
5.2.10 zu einer wesentlichen Darstellung ρ : G → PSL (2,C) erweitern. Als
Bild ρ (G) können wir zyklische, unendlich metabelsche und Diedergruppen
ausschließen. Die Gruppen S4, A4, A5 kommen nicht als Bilder in Frage, da
keine dieser Gruppen gleichzeitig ein Element der Ordnung 4 und eins der
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Ordnung 5 enthält. Also ist ρ (G) nicht-elementar und es gilt F2 < G. Für
r = 3 können wir eine wesentliche Darstellung ρ von G in die PSL (2,C) mit
nicht-elementarem Bild ρ (G) konstruieren. Wir wählen Œ mit den üblichen
Bezeichnungen tr (A) = 1− λ, tr (B) = 0 und damit tr (AB) = λ und stellen
die Matrizen A und B wie folgt auf:
A =
 0 1
−1 1− λ
 , B =
 w −w2 − 1
1 −w

Wir können w = −
√
5−1
4 +
√
6
√
3−√5
4 i wählen und
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

0
λ
t
−1
 ,
wobei der Wert für tr (AC) aus den Werten tr (A) und tr (C) folgt. Aus der
Determinantengleichung für das so konstruierte C ∈ PSL (2,C) können wir t
bestimmen. Wir erhalten
t = −1±
√
2
√√
5 + 1
2 i ≈ −1± 1, 272i.
Es gilt also F2 < G. Für r = 5 können wir ebenfalls eine wesentliche Darstellung
ρ von G in die PSL (2,C) mit nicht-elementarem Bild ρ (G) konstruieren. Wir
wählen Œ mit den üblichen Bezeichnungen tr (A) = λ, tr (B) = 0 und damit
tr (AB) = λ− 1 und stellen die Matrizen A und B wie folgt auf:
A =
 0 1
−1 λ
 , B =
 w −w2 − 1
1 −w

Wir können w =
√
5+1
4 +
√
2
√
17−5√5
4 i und
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

0
λ− 1
t
λ

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wählen und erhalten
t =
√
5
2 ±
√
3
2 i ≈ 1, 118± 0, 866i.
Es gilt also F2 < G. Wir müssen G noch für r = 2 betrachten, also mit einer
Präsentierung〈
a, b, c | a5 = b2 = c2 =
(
a2b
)3
=
(
a2c
)3
= (abc)2 = 1
〉
.
Diese Gruppe wird in Satz 5.3.4 als Ausnahmefall 5 betrachtet.
(ii) Sei (m,n, p, q) = (2, 3, 3, 2). Wir betrachten hier G mit einer Präsentierung
〈
a, b, c | a5 = b2 = c3 =
(
a2b
)3
= (aγc)2 = (abc)r = 1
〉
und können γ = 1, 2, 3, 4 annehmen. Für γ = 1 erfüllt G die Tits-Alternative.
Sei also γ = 2, 3, 4. Für r ≥ 6 können wir wie in Punkt (i) eine wesentliche
Darstellung ρ von G in die PSL (2,C) mit nicht-elementarem Bild ρ (G) finden.
Also gilt F2 < G. Die Argumentation verläuft analog. Auch für r = 4 können wir
wie in Punkt (i) argumentieren und erhalten F2 < G. Für r = 5 können wir eine
wesentliche Darstellung ρ von G in die PSL (2,C) mit nicht-elementarem Bild
ρ (G) konstruieren. Wir wählen Œ mit den üblichen Bezeichnungen tr (A) = λ,
tr (B) = 0 und damit tr (AB) = λ− 1 und stellen die Matrizen A und B wie
folgt auf:
A =
 0 1
−1 λ
 , B =
 w −w2 − 1
1 −w

Wir können w =
√
5+1
4 +
√
2
√
17−5√5
4 i wählen. Zusätzlich wählen wir für γ = 2
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
λ− 1
t
−λ
 ,
wobei der Wert für tr (AC) aus den Werten tr (A) und tr (C) folgt. Aus der
Determinantengleichung für das so konstruierte C ∈ PSL (2,C) können wir t
bestimmen.
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Wir erhalten
t = −32 ±
√
3
2 i ≈ −1, 5± 0, 866i.
Es gilt also F2 < G. Für γ = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
1
t
−λ

und erhalten
t = −
√
5 + 1
2 ±
√
2
√
3−√5
2 i ≈ −1, 618± 0, 618i.
Es gilt also F2 < G. Für γ = 4 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
λ
t
λ

und erhalten
t =
√
5 + 1
4 ±
√
6
√
5 + 2
4 i ≈ 0, 809± 0, 982i.
Es gilt also F2 < G. Für r = 3 können wir ebenfalls eine wesentliche Darstellung
ρ von G in die PSL (2,C) mit nicht-elementarem Bild ρ (G) konstruieren. Wir
wählen Œ mit den üblichen Bezeichnungen tr (A) = 1−λ, tr (B) = 0 und damit
tr (AB) = λ und stellen die Matrizen A und B wie folgt auf:
A =
 0 1
−1 1− λ
 , B =
 w −w2 − 1
1 −w

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Wir können w = −
√
5−1
4 +
√
6
√
3−√5
4 i wählen. Zusätzlich wählen wir für γ = 2
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
−λ
t
−1

und erhalten
t =
√
5 + 1
2 ±
√
2
√√
5 + 1
2 i ≈ 1, 618± 1, 272i.
Es gilt also F2 < G. Für γ = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
1
t
−1

und erhalten
t = −12 ±
√
4
√
5 + 7
2 i ≈ −0, 5± 1, 997i.
Es gilt also F2 < G. Für γ = 4 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
1− λ
t
−1

und erhalten
t =
√
5 + 1
4 ±
√
3
√
2
√
5 + 6
4 i ≈ 0, 809± 1, 401i.
Es gilt also F2 < G. Für r = 2 können wir für γ = 3 eine wesentliche Darstellung
ρ von G in die PSL (2,C) mit nicht-elementarem Bild ρ (G) konstruieren. Wir
wählen Œ mit den üblichen Bezeichnungen tr (A) = 1−λ, tr (B) = 0 und damit
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tr (AB) = λ und stellen die Matrizen A und B wie folgt auf:
A =
 0 1
−1 1− λ
 , B =
 w −w2 − 1
1 −w

Wir können w = −
√
5−1
4 +
√
6
√
3−√5
4 i wählen. Zusätzlich wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
1
t
0

und erhalten
t = −
√
5 + 1
4 ±
√
2
√
3
√
5 + 1
4 i ≈ −0, 809± 0, 982i.
Es gilt also F2 < G. Wir müssen G noch für r = 2 und γ = 2, 4 betrachten, also
mit einer Präsentierung〈
a, b, c | a5 = b2 = c3 =
(
a2b
)3
= (aγc)2 = (abc)2 = 1
〉
.
Diese beiden Gruppen stellen in Satz 5.3.4 die Ausnahmefälle 6 und 7 dar.
(b) Sei (m,n, p, q) = (3, 3, 2, 2). G hat also Œ eine Präsentierung
〈
a, b, c | a5 = b3 = c3 = (aαb)2 = (aγc)2 = (abc)r = 1
〉
,
für die wir Œ α = 1, 2, 3, 4 und γ = 1, 2, 3, 4 annehmen können. Sonst gehe zur
inversen Relation über. Für α = 1 oder γ = 1 erfüllt G die Tits-Alternative. Sei
also α = 2, 3, 4 und γ = 2, 3, 4. Für r ≥ 6 existiert eine wesentliche Darstellung
ρ : G→ PSL (2,C) mit nicht-elementarem Bild ρ (G) und es gilt F2 < G. Denn: Wir
betrachten eine wesentliche Darstellung ρ1 von
G1 = 〈a, b | a5 = b3 = (aαb)2 = 1〉
für α = 2, 3, 4 in die PSL (2,C) mit a 7→ A und b 7→ B. Es gilt stets tr ([A,B]) 6= 2.
Mit dem Fortsetzungssatz 5.2.10 kann ρ1 zu einer wesentlichen Darstellung ρ von G
in die PSL (2,C) mit a 7→ A und b 7→ B erweitert werden. Die S4, A4, A5 kommen
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als Bild ρ (G) nicht in Frage, da diese Gruppen kein Element der Ordnung r ≥ 6
enthalten. Das Bild von G kann in diesem Fall auch nicht zyklisch, unendlich
metabelsch oder dieder sein. Also ist ρ (G) nicht-elementar. Für r = 4 existiert
ebenfalls eine wesentliche Darstellung ρ : G→ PSL (2,C) mit ρ (G) nicht-elementar
und es gilt daher F2 < G. Analog zu r ≥ 6 können wir die wesentliche Darstellung
ρ1 von G1 in die PSL (2,C) mit dem Fortsetzungssatz 5.2.10 zu einer wesentlichen
Darstellung ρ : G → PSL (2,C) erweitern. Als Bild ρ (G) können wir zyklische,
unendlich metabelsche und Diedergruppen ausschließen. Die Gruppen S4, A4, A5
kommen nicht als Bilder in Frage, da keine der Gruppen gleichzeitig ein Element
der Ordnung 4 und eins der Ordnung 5 enthält. Also ist ρ (G) nicht-elementar. Für
r = 2, 3, 5 können wir in einigen Fällen eine wesentliche Darstellung ρ von G in die
PSL (2,C) mit nicht-elementarem Bild ρ (G) konstruieren. Dabei sei angemerkt, dass
die Fälle (α, γ) = (3, 2) , (4, 2) , (4, 3) nicht explizit behandelt werden. Sie verlaufen
analog zu den Fällen (α, γ) = (2, 3) , (2, 4) , (3, 4). Wir wählen zunächst Œ mit den
üblichen Bezeichnungen tr (A) = 1− λ, tr (B) = 1 und stellen die Matrizen A und
B wie folgt auf:
A =
 0 1
−1 1− λ
 , B =
 w w − w2 − 1
1 1− w

Für α = 2 erhalten wir tr (AB) = −λ und wählen w = −
√
5−3
4 +
√
2
√
3
√
5+17
4 i; für
α = 3 ist tr (AB) = 1, und wir wählen w = −
√
5−3
4 +
√
2
√
5−√5
4 i; für α = 4 gilt
tr (AB) = 1 − λ und wir wählen w = −
√
5−3
4 +
√
6
√
3+
√
5
4 i. Für (α, γ) = (2, 2) und
r = 2 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
−λ
t
0

wobei der Wert für tr (AC) aus den Werten tr (A) und tr (C) folgt. Aus der Deter-
minantengleichung für das so konstruierte C ∈ PSL (2,C) können wir t bestimmen.
Wir erhalten
t = −
√
5 + 1
4 ±
√
2
√
3
√
5 + 1
4 i ≈ −0, 809± 0, 982i.
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Für r = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
−λ
t
1

und erhalten
t = −
√
5
2 ±
√
4
√
5 + 7
2 i ≈ −1, 118± 1, 997i.
Für r = 5 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
−λ
t
λ

und erhalten
t =
√
5 + 3
4 ±
√
2
√
5
√
5 + 17
4 i ≈ 1, 309± 1, 877i.
Für (α, γ) = (2, 3) und r = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
1
t
1

und erhalten
t = 1±
√
2
√√
5 + 1
2 ≈ 1± 1, 272i.
Für r = 5 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
1
t
λ

und erhalten
t =
√
5 + 1
4 ±
√
2
√
7
√
5 + 13
4 ≈ 0, 809± 1, 893i.
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Für (α, γ) = (3, 3) und r = 2 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
1
t
0

und erhalten
t = ±
√√
5 + 1√
2
i ≈ ±1, 272i.
Für r = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
1
t
−1

und erhalten
t =
√
5− 1
4 ±
√
6
√
3
√
5 + 7
4 i ≈ 0, 309± 2, 267i.
Für r = 5 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
1
t
−λ

und erhalten
t = 12 ±
√
8
√
5 + 15
2 i ≈ 0, 5± 2, 867i.
Für die anderen Fälle wählen wir Œ mit den üblichen Bezeichnungen tr (A) = λ,
tr (B) = 1 und stellen die Matrizen A und B wie folgt auf:
A =
 0 1
−1 λ
 , B =
 w w − w2 − 1
1 1− w

Für α = 2 erhalten wir tr (AB) = λ − 1 und wählen w =
√
5+3
4 +
√
2
√
17−3√5
4 i;
für α = 3 ist tr (AB) = 1 und wir wählen w =
√
5+3
4 +
√
2
√
5+
√
5
4 i für α = 4 gilt
tr (AB) = λ und wir wählen w =
√
5+3
4 +
√
6
√
3−√5
4 i. Für (α, γ) = (2, 4) und r = 3
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wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
λ
t
−1

und erhalten
t = −
√
5 + 1
4 ±
√
2
√
3
√
5 + 1
4 i ≈ −0, 809± 0, 982i.
Für r = 5 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
λ
t
−λ

und erhalten
t = −
√
5 + 3
4 ±
√
2
√√
5 + 13
4 i ≈ −1, 309± 1, 380i.
Für (α, γ) = (3, 4) und r = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
λ
t
−1

und erhalten
t = −
√
5
2 ±
√
3
2 i ≈ −1, 118± 0, 866i.
Für r = 5 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
λ
t
−λ

und erhalten
t = −
√
5 + 1
2 ±
√
2
√√
5 + 1
2 i ≈ −1, 618± 1, 272i.
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Für (α, γ) = (4, 4) und r = 3 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
λ
t
−1

und erhalten
t = −
√
5 + 1
2 ±
2
√√
5 + 2√
5 + 3
≈ −1, 618± 0, 786i.
Für r = 5 wählen wir
~r =

tr(C)
tr(AC)
t
tr(ABC)
 =

1
λ
t
λ

und erhalten
t = 12 ±
√
2
√
5
√
5 + 9
2
√
5 + 6
≈ 0, 5± 0, 607i.
In den genannten Fällen gilt also F2 < G. Für r = 2 und (α, γ) = (2, 4) hat G die
Präsentierung〈
a, b, c | a5 = b3 = c3 =
(
a2b
)2
=
(
a4c
)2
= (abc)2 = 1
〉
.
Wir definieren a˜ = a2 und erhalten
G ∼=
〈
a˜, b, c | a˜5 = b3 = c3 = (a˜b)2 =
(
a˜2c
)2
=
(
a˜3bc
)2
= 1
〉
.
Mit a˜ 7→ x, b 7→ x4y und c 7→ zx3 ist G isomorph zu〈
x, y, z | x5 = y2 = z2 =
(
x4y
)3
=
(
x3z
)3
= (yz)2 = 1
〉
∼=
〈
x, y, z | x5 = y2 = z2 = (xy)3 =
(
x2z
)3
= (yz)2 = 1
〉
.
Diese verallgemeinerte Tetraedergruppe enthält eine nicht-abelsche freie Untergruppe
vom Rang 2; es existiert eine Untergruppe vom Index 5, die eine nicht-abelsche freie
Untergruppe vom Rang 2 enthält (vgl. [29, Fall S2]). Also gilt F2 < G. Wir müssen
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noch G mit einer Präsentierung
〈
a, b, c | a5 = b3 = c3 = (aαb)2 = (aγc)2 = (abc)2 = 1
〉
für (α, γ) = (2, 3) , (3, 4) , (4, 4) betrachten. Diese drei Gruppen werden in Satz 5.3.4
als Ausnahmefälle 8, 9 und 10 betrachtet.
5.3.6 Fall (6): l = 6 und (m, p) 6= (2, 2)
Aus l = 6 und 1/l + 1/m + 1/p ≥ 1 folgt, dass wir 2 ≤ m ≤ 3 annehmen können. Für m = 2
müssen wir 2 ≤ p ≤ 3 betrachten, wobei p = 2 in Fall (7) betrachtet wird. Für m = 3
können wir p = 2 annehmen.
(a) Sei m = 2 und p = 3. G1 hat damit die Präsentierung
G1 =
〈
a, b | a6 = b2 = (aαb)3 = 1
〉
,
für die wir α = 1, 2, 3 annehmen können. Für α = 1 erfüllt G die Tits-Alternative.
Für α = 2, 3 können wir eine wesentliche Darstellung ρ1 : G1 → PSL (2,C) finden
mit nicht-elementarem Bild ρ1 (G1) (vgl. Fall (1) (e)). Also gilt F2 < G mit Satz
5.2.12.
(b) Sei m = 3 und p = 2. G hat eine Präsentierung
〈
a, b, c | a6 = b3 = cn = (aαb)2 =
(
aγcδ
)q
= (abc)r = 1
〉
,
für die wir α = 1, 2, 3, 4, 5 annehmen können. Für α = 1 erfüllt G die Tits-Alternative.
Für α = 2, 3, 4 existiert für G1 mit einer Präsentierung
〈
a, b | a6 = b3 = (aαb)2 = 1
〉
eine wesentliche Darstellung ρ1 von G1 in die PSL (2,C) mit nicht-elementarem Bild
ρ1 (G1) (vgl. Fall (3) (a) für (m,n, p, q) = (3, 6, 2, 2)). Also gilt F2 < G. Sei nun
α = 5. G1 hat die Präsentierung〈
a, b | a6 = b3 =
(
a5b
)2
= 1
〉
.
Es existiert eine wesentliche Darstellung ρ1 von G1 in die PSL (2,C) mit unendlich
metabelschem Bild ρ1 (G1) (vgl. Fall (3) (a) für (m,n, p, q) = (3, 6, 2, 2)). Aus Satz
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5.2.13 folgt F2 < G, da wir hier (n, q) 6= (2, 2) annehmen.
5.3.7 Fall (7): (m, p) = (2, 2)
Wir können l ≥ 3 annehmen. Für l = 3 können wir R1 (a, b) = ab annehmen und G erfüllt
die Tits-Alternative. Sei l ≥ 4. G hat eine Präsentierung
〈
a, b, c | al = b2 = cn = (aαb)2 =
(
aγcδ
)q
= (abc)r = 1
〉
.
Aus 1/l + 1/n + 1/q ≥ 1 und l ≥ 4 folgt 2 ≤ n ≤ 4. Für n = 2 müssen wir 2 ≤ q ≤ 4
betrachten; für n = 3, 4 können wir q = 2 annehmen. Es müssen also Œ die folgenden
Möglichkeiten für (n, q) betrachtet werden:
(a) (2,2) (b) (2,3) (c) (2,4)
(d) (3,2)
(e) (4,2)
(a) Sei (n, q) = (2, 2). Sei zunächst ggT (l, α) = 1. G ist isomorph zu
〈
a, b, c | al = b2 = c2 = (ab)2 = (aγc)2 = (abc)2 = 1
〉
und erfüllt damit die Tits-Alternative. Analog können wir für ggT (l, γ) = 1 argu-
mentieren. Sei nun ggT (l, α) = g ≥ 2. Wir führen in G die zusätzlichen Relationen
(ac)2 = 1 und ag = 1 ein und erhalten die Faktorgruppe
G? =
〈
a, b, c | ag = b2 = c2 = (ac)2 = (abc)2 = 1
〉
von G. Mit a 7→ x, b 7→ x−1y und c 7→ z ist G? isomorph zu
〈
x, y, z | z2 = xg = y2 = (xy)2 = (yz)r = 1
〉
.
Diese Gruppe vom SN-Typ enthält nach Satz 5.2.5 eine nicht-abelsche freie
Untergruppe vom Rang 2 für (g, r) 6= (2, 2). Also gilt F2 < G? und damit F2 < G
für (g, r) 6= (2, 2). Analog können wir für ggT (l, γ) = g ≥ 2 und (g, r) 6= (2, 2)
argumentieren. Sei also nun r = 2 sowie ggT (l, α) = ggT (l, γ) = 2. G hat in diesem
Fall eine Präsentierung
〈
a, b, c | al = b2 = c2 = (aαb)2 = (aγc)2 = (abc)2 = 1
〉
.
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Œ können wir wegen der Diederrelationen annehmen, dass G eine Präsentierung〈
a, b, c | a2k = b2 = c2 =
(
a2b
)2
=
(
a2c
)2
= (abc)2 = 1
〉
mit k ≥ 2 hat. Wir führen in G die zusätzliche Relation a2 = 1 ein und erhalten die
Faktorgruppe G? mit der Präsentierung
〈
a, b, c | a2 = b2 = c2 = (abc)2 = 1
〉
von G. Zum einen ist die Untergruppe H = 〈a2〉 von G zyklisch mit Ordnung k
und aufgrund der Relationen (a2b)2 = 1 bzw. (a2c)2 = 1 gilt sowohl ba2b = a−2
als auch ca2c = a−2. Also ist H bereits Normalteiler von G. Zum anderen ist G?
unendlich auflösbar. Denn die von ab und ac erzeugte Untergruppe von G? ist eine
freie abelsche Gruppe vom Rang 2 und hat Index 2 in G (vgl. [37, Beweis zu Theorem
7.2.1]). Damit ist G ebenfalls unendlich. Insgesamt sind H C G und G/H auflösbar
und es folgt, dass G unendlich auflösbar ist.
(b) Sei (n, q) = (2, 3). Aus 1/l + 1/n + 1/q ≥ 1 folgt 4 ≤ l ≤ 6. Für l = 4 hat G eine
Präsentierung
〈
a, b, c | a4 = b2 = c2 = (aαb)2 = (aγc)3 = (abc)r = 1
〉
,
für die wir α = 1, 2 und γ = 1, 2 annehmen können. Gilt γ = 1, so erfüllt G die
Tits-Alternative. Für γ = 2 ist es möglich, eine wesentliche Darstellung ρ2 von
G2 =
〈
a, c | a4 = c2 =
(
a2c
)3
= 1
〉
in die PSL (2,C) zu finden mit nicht-elementarem Bild ρ2 (G2) (vgl. Fall (1) (b)).
Mit Satz 5.2.12 gilt F2 < G. Sei nun l = 5. G hat eine Präsentierung
〈
a, b, c | a5 = b2 = c2 = (aαb)2 = (aγc)3 = (abc)r = 1
〉
,
für die wir Œ α = 1, 2 und γ = 1, 2 annehmen können. Ist α = 1, so erfüllt G die
Tits-Alternative. Aufgrund der Diederrelation gilt
〈
a, b | a5 = b2 = (a2b)2 = 1
〉 ∼=〈
a, b | a5 = b2 = (ab)2 = 1
〉
. Somit ist G für α = 2 isomorph zu
〈
a, b, c | a5 = b2 = c2 = (ab)2 =
(
a2c
)3
= (abc)r = 1
〉
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und erfüllt die Tits-Alternative. Für l = 6 hat G eine Präsentierung
〈
a, b, c | a6 = b2 = c2 = (aαb)2 = (aγc)3 = (abc)r = 1
〉
,
für die wir α = 1, 2, 3 und γ = 1, 2, 3 annehmen können. Für γ = 1 erfüllt G die
Tits-Alternative. Sowohl für γ = 2 als auch für γ = 3 existiert eine wesentliche
Darstellung ρ2 von
G2 =
〈
a, c | a6 = c2 = (aγc)3 = 1
〉
in die PSL (2,C) mit nicht-elementarem Bild ρ2 (G2) (vgl. Fall (1) (e)). Also gilt
F2 < G mit Satz 5.2.12.
(c) Sei (n, q) = (2, 4). Aus 1/l + 1/n + 1/q ≥ 1 folgt l = 4. G hat also eine Präsentierung
〈
a, b, c | a4 = b2 = c2 = (aαb)2 = (aγc)4 = (abc)r = 1
〉
,
für die wir α = 1, 2 und γ = 1, 2 annehmen können. Ist α = 1 oder γ = 1, so erfüllt
G die Tits-Alternative. Für α = γ = 2 fügen wir für r ≥ 3 die zusätzliche Relation
a2 = 1 zu G hinzu und erhalten die Faktorgruppe
G? =
〈
a, b, c | a2 = b2 = c2 = (abc)r = 1
〉
von G. Es gilt F2 < G? nach Bemerkung 5.3.3. Somit gilt F2 < G für r ≥ 3. Für
r = 2 fügen wir die zusätzliche Relation (ab)2 = 1 zu G hinzu und erhalten als
Faktorgruppe G? von G die Gruppe mit der Präsentierung〈
a, b, c | a4 = b2 = c2 = (ab)2 =
(
a2c
)4
= (abc)2 = 1
〉
.
Mit a 7→ x, b 7→ x3y und c 7→ z ist G? isomorph zu〈
a, b, c | x4 = y2 = z2 = (xy)2 =
(
x2z
)4
= (yz)2 = 1
〉
.
Diese Gruppe enthält eine nicht-abelsche freie Untergruppe vom Rang 2 und es gilt
damit F2 < G? und F2 < G (vgl. [29, Fall S1]). Denn es existiert in dieser Gruppe
eine Untergruppe H vom Index 2, welche eine nicht-abelsche freie Untergruppe vom
Rang 2 enthält.
(d) Sei (n, q) = (3, 2). Aus 1/l + 1/n + 1/q ≥ 1 folgt 4 ≤ l ≤ 6. Für l = 4 hat G eine
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Präsentierung〈
a, b, c | a4 = b2 = c3 = (aαb)2 =
(
aγcδ
)2
= (abc)r = 1
〉
,
für die wir α = 1, 2 annehmen können. Für α = 1 erfüllt G die Tits-Alternative. Sei
nun α = 2. Bis auf Äquivalenz können wir aγcδ = ac, aγcδ = a2c oder aγcδ = ac2
annehmen. Für aγcδ = ac erfüllt G die Tits-Alternative. Für aγcδ = a2c betrachten
wir
G2 =
〈
a, c | a4 = c3 =
(
a2c
)2
= 1
〉
.
Es existiert eine wesentliche Darstellung ρ2 : G2 → PSL (2,C) mit nicht-elementarem
Bild ρ2 (G2) (vgl. Fall (3) (a) für (m,n, p, q) = (3, 4, 2, 2)). Aus Satz 5.2.12 folgt
F2 < G. Nun sei aγcδ = ac2. G hat eine Präsentierung〈
a, b, c | a4 = b2 = c3 =
(
a2b
)2
=
(
ac2
)2
= (abc)r = 1
〉
.
Wir führen in G die zusätzliche Relation a2 = 1 ein und erhalten die Faktorgruppe
G? von G mit der Präsentierung
〈
a, b, c | a2 = b2 = c3 = (ac)2 = (abc)r = 1
〉
.
Mit a 7→ x, b 7→ y und c 7→ zx ist G? isomorph zu
〈
x, y, z | x2 = y2 = z2 = (zx)3 = (yz)r = 1
〉
.
Nach Satz 5.2.5 enthält diese Gruppe vom SN-Typ eine nicht-abelsche freie Unter-
gruppe vom Rang 2. Also gilt auch F2 < G. Für l = 5 hat G eine Präsentierung〈
a, b, c | a5 = b2 = c3 = (aαb)2 =
(
aγcδ
)2
= (abc)r = 1
〉
,
für die wir α = 1, 2 annehmen können. Für α = 1 erfüllt G die Tits-Alternative.
Sei nun α = 2. Aufgrund der Diederrelationen gilt
〈
a, b | a5 = b2 = (a2b)2 = 1
〉 ∼=〈
a, b | a5 = b2 = (ab)2 = 1
〉
und G ist somit isomorph zu der Gruppe mit der Prä-
sentierung 〈
a, b, c | a5 = b2 = c3 = (ab)2 =
(
aγcδ
)2
= (abc)r = 1
〉
.
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Also erfüllt G die Tits-Alternative. Für l = 6 hat G eine Präsentierung
〈
a, b, c | a6 = b2 = c3 = (aαb)2 = (aγc)2 = (abc)r = 1
〉
,
für die wir α = 1, 2, 3 und γ = 1, 2, 3, 4, 5 annehmen können. Für γ = 1 oder α = 1
erfüllt G die Tits-Alternative. Für γ = 2, 3, 4 existiert eine wesentliche Darstellung
ρ2 von G2 in die PSL (2,C) mit einem nicht-elementaren Bild ρ2 (G2) (vgl. Fall (3)
(a) für (m,n, p, q) = (3, 6, 2, 2)). Damit gilt F2 < G nach Satz 5.2.12. Für γ = 5
existiert eine wesentliche Darstellung ρ2 von G2 in die PSL (2,C) mit einem unendlich
metabelschen Bild ρ2 (G2) (vgl. Fall (3) (a) für (m,n, p, q) = (3, 6, 2, 2)). Damit gilt
F2 < G für r ≥ 3 nach Satz 5.2.13. Für r = 2 hat G die Präsentierung〈
a, b, c | a6 = b2 = c3 = (aαb)2 =
(
a5c
)2
= (abc)2 = 1
〉
,
für die wir α = 2, 3 annehmen können. Gehe sonst zur inversen Relation über.
Sei α = 2. Wir führen in G die zusätzliche Relation a2 = 1 ein und erhalten die
Faktorgruppe
G? =
〈
a, b, c | a2 = b2 = c3 = (ac)2 = (abc)2 = 1
〉
von G. Mit a 7→ x, b 7→ y und c 7→ zx ist G? isomorph zu
〈
x, y, z | x2 = y2 = z2 = (zx)3 = (yz)2 = 1
〉
.
Diese Gruppe vom SN-Typ enthält nach Satz 5.2.5 eine nicht-abelsche freie Unter-
gruppe vom Rang 2. Also gilt auch F2 < G. Sei nun α = 3. Wir führen hier die
zusätzliche Relation a3 = 1 ein und erhalten die Faktorgruppe
G? =
〈
a, b, c | a3 = b2 = c3 =
(
a2c
)2
= (abc)2 = 1
〉
von G. Mit a 7→ x, b 7→ x2y und c 7→ z ist G? isomorph zu〈
x, y, z | x3 = z3 =
(
x2y
)2
=
(
x2z
)2
= (yz)2 = 1
〉
.
Auch hier gilt F2 < G? und damit F2 < G, da für
〈y, z | z3 = (yz)2 = 1〉
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eine wesentliche Darstellung in die PSL (2,C) mit nicht-elementarem Bild existiert
(vgl. [34, Theorem 5] bzw. Satz 4.2.10). Mit Satz 5.2.12 folgt F2 < G?.
(e) Sei (n, q) = (4, 2). Aus 1/l + 1/n + 1/q ≥ 1 folgt l = 4. G hat eine Präsentierung
〈
a, b, c | a4 = b2 = c4 = (aαb)2 =
(
aγcδ
)2
= (abc)r = 1
〉
,
für die wir α = 1, 2 annehmen können. Für α = 1 erfüllt G die Tits-Alternative. Sei
α = 2. Œ können wir annehmen, dass R2 (a, c) = ac, R2 (a, c) = ac3, R2 (a, c) = ac2,
R2 (a, c) = a2c oder R2 (a, c) = a2c2 gilt. Für R2 (a, c) = ac erfüllt G die Tits-
Alternative. Für R2 (a, c) = ac3 existiert eine wesentliche Darstellung ρ2 von G2
in die PSL (2,C) mit einem unendlich metabelschem Bild (vgl. Fall (4) (b) für
(m,n, p, q) = (2, 4, 4, 2)). Es gilt also F2 < G für r ≥ 3 nach Satz 5.2.13. Für r = 2
hat G die Präsentierung〈
a, b, c | a4 = b2 = c4 =
(
a2b
)2
=
(
ac3
)2
= (abc)2 = 1
〉
.
Wir führen in G die zusätzliche Relation a2 = 1 ein und erhalten die Faktorgruppe
G? =
〈
a, b, c | a2 = b2 = c4 = (ac)2 = (abc)2 = 1
〉
von G. Mit a 7→ x, b 7→ y und c 7→ zx ist G? isomorph zu
〈
x, y, z | x2 = y2 = z2 = (zx)4 = (yz)2 = 1
〉
.
Nach Satz 5.2.5 enthält diese Gruppe vom SN-Typ eine nicht-abelsche freie Unter-
gruppe vom Rang 2. Also gilt auch F2 < G. Für R2 (a, c) = ac2 bzw. R2 (a, c) = a2c
fügen wir für r ≥ 3 zu G die zusätzliche Relation c2 = 1 bzw. a2 = 1 hinzu und
erhalten die Faktorgruppe G? von G mit der Präsentierung
〈
a, b, c | a2 = b2 = c2 = (abc)r = 1
〉
.
Es gilt also F2 < G? und somit F2 < G für r ≥ 3 (vgl. Bemerkung 5.3.3). Für
r = 2 fügen wir die zusätzliche Relation (ab)2 = 1 zu G hinzu und erhalten als
Faktorgruppe G? von G die Gruppe mit der Präsentierung〈
a, b, c | a4 = b2 = c4 = (ab)2 =
(
ac2
)2
= (abc)2 = 1
〉
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bzw. 〈
a, b, c | a4 = b2 = c4 = (ab)2 =
(
a2c
)2
= (abc)2 = 1
〉
.
Mit a 7→ x, b 7→ x3y und c 7→ z ist G? isomorph zu〈
a, b, c | x4 = y2 = z4 = (xy)2 =
(
xz2
)2
= (yz)2 = 1
〉
bzw. 〈
a, b, c | x4 = y2 = z4 = (xy)2 =
(
x2z
)2
= (yz)2 = 1
〉
.
Diese Gruppen enthalten eine nicht-abelsche freie Untergruppe und es gilt damit
F2 < G
? und F2 < G (vgl. [42, Beweis zu Theorem 3.5] bzw. Fall (4) (b) für
(m,n, p, q) = (2, 4, 4, 2)). Für R2 (a, c) = a2c2 führen wir in G die zusätzliche Relation
a2 = 1 ein und erhalten die Faktorgruppe
G? =
〈
a, b, c | a2 = b2 = c4 = (abc)r = 1
〉
,
von G. Es gilt F2 < G? nach Bemerkung 5.3.3. Also gilt F2 < G.
5.3.8 Die Ausnahmefälle
Nach der Betrachtung der Fälle (1) bis (7) existieren bis auf Äquivalenz noch einige
Präsentierungen von verallgemeinerten P.-V.-Gruppen mit Relationen der Blocklänge
1, für die bisher nicht gezeigt werden konnte, dass die präsentierten Gruppen die Tits-
Alternative erfüllen. Für diese Präsentierungen ist es möglich, mithilfe der Methode aus
Abschnitt 3.3, die auf der Berechnung von Gröbner-Basen für Ideale in freien Monoidringen
basiert, zu zeigen, dass die präsentierten Gruppen endlich sind.
Dazu betrachten wir den nicht-kommutativen Polynomring Q〈a, b, c〉 über den ratio-
nalen Zahlen und wählen als Wortordnung auf dem freien Monoid {a, b, c}? die Ordnung
llex mit a >llex b >llex c (vgl. Beispiel 3.3.2). Für die verallgemeinerte P.-V.-Gruppe G mit
der Präsentierung
〈
a, b, c | al = bm = cn =
(
aαbβ
)p
=
(
aγcδ
)q
= (abc)r = 1
〉
sei I ⊆ Q〈a, b, c〉 das Ideal, welches von der Menge
{al − 1, bm − 1, cn − 1,
(
aαbβ
)p − 1, (aγcδ)q − 1, (abc)r − 1}
erzeugt wird. Für den Gruppenring Q〈G〉 gilt Q〈G〉 ∼= Q〈a, b, c〉/I. Als Q-Vektorraum
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interpretiert, ist es in den hier betrachteten Fällen möglich, dieQ-Dimension vonQ〈a, b, c〉/I
zu bestimmen. Dazu wird zunächst eine reduzierte llex-Gröbner-Basis von I bestimmt,
die für die hier betrachteten Fälle stets endlich ist. Mithilfe dieser Gröbner-Basis ist es
möglich, die Hilbert-Dehn-Funktion von G (vgl. Definition 3.3.34) und damit die Anzahl
der normalen Worte modulo I bezüglich llex zu bestimmen und somit die Q-Dimension
von Q〈a, b, c〉/I zu erhalten (vgl. Korollar 3.3.33). Für den folgenden Satz 5.3.4 bezeichnen
wir für 1 ≤ i ≤ 10 mit Gi die Präsentierung einer verallgemeinerten P.-V.-Gruppe mit
Relationen der Blocklänge 1 der Form
〈
a, b, c | al = bm = cn =
(
aαbβ
)p
=
(
aγcδ
)q
= (abc)r = 1
〉
,
mit Ii ⊆ Q〈a, b, c〉 das Ideal, welches von der Menge
{al − 1, bm − 1, cn − 1,
(
aαbβ
)p − 1, (aγcδ)q − 1, (abc)r − 1}
erzeugt wird, mit |GBi| die Anzahl der Elemente in der reduzierten llex-Gröbner-Basis
GBi von Ii und mit |Gi| die Anzahl der Elemente in Gi.
Satz 5.3.4. Für die verallgemeinerten P.-V.-Gruppen Gi mit Relationen der Blocklänge 1
für 1 ≤ i ≤ 10 gilt:
1. G1 =
〈
a, b, c | a3 = b3 = c3 = (ab2)2 = (ac2)2 = (abc)2 = 1
〉
;
I1 =
〈
a3 − 1, b3 − 1, c3 − 1, (ab2)2 − 1, (ac2)2 − 1, (abc)2 − 1
〉
;
G1 ist endlich mit |GB1| = 32 und |G1| = 96.
2. G2 =
〈
a, b, c | a3 = b3 = c5 = (ab2)2 = (ac2)2 = (abc)2 = 1
〉
;
I2 =
〈
a3 − 1, b3 − 1, c5 − 1, (ab2)2 − 1, (ac2)2 − 1, (abc)2 − 1
〉
;
G2 ist endlich mit |GB2| = 2806 und |G2| = 7200.
3. G3 =
〈
a, b, c | a3 = b3 = c5 = (ab2)2 = (ac3)2 = (abc)2 = 1
〉
;
I3 =
〈
a3 − 1, b3 − 1, c5 − 1, (ab2)2 − 1, (ac3)2 − 1, (abc)2 − 1
〉
;
G3 ist endlich mit |GB3| = 1546 und |G3| = 7200.
4. G4 =
〈
a, b, c | a4 = b3 = c3 = (ab2)2 = (ac2)2 = (abc)2 = 1
〉
;
I4 =
〈
a4 − 1, b3 − 1, c3 − 1, (ab2)2 − 1, (ac2)2 − 1, (abc)2 − 1
〉
;
G4 ist endlich mit |GB4| = 176 und |G4| = 576.
5. G5 =
〈
a, b, c | a5 = b2 = c2 = (a2b)3 = (a2c)3 = (abc)2 = 1
〉
;
I5 =
〈
a5 − 1, b2 − 1, c2 − 1, (a2b)3 − 1, (a2c)3 − 1, (abc)2 − 1
〉
;
G5 ist endlich mit |GB5| = 2007 und |G5| = 7200.
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6. G6 =
〈
a, b, c | a5 = b2 = c3 = (a2b)3 = (a2c)2 = (abc)2 = 1
〉
;
I6 =
〈
a5 − 1, b2 − 1, c3 − 1, (a2b)3 − 1, (a2c)2 − 1, (abc)2 − 1
〉
;
G6 ist endlich mit |GB6| = 2246 und |G6| = 7200.
7. G7 =
〈
a, b, c | a5 = b2 = c3 = (a2b)3 = (a4c)2 = (abc)2 = 1
〉
;
I7 =
〈
a5 − 1, b2 − 1, c3 − 1, (a2b)3 − 1, (a4c)2 − 1, (abc)2 − 1
〉
;
G7 ist endlich mit |GB7| = 2681 und |G7| = 7200.
8. G8 =
〈
a, b, c | a5 = b3 = c3 = (a2b)2 = (a3c)2 = (abc)2 = 1
〉
;
I8 =
〈
a5 − 1, b3 − 1, c3 − 1, (a2b)2 − 1, (a3c)2 − 1, (abc)2 − 1
〉
;
G8 ist endlich mit |GB8| = 2398 und |G8| = 7200.
9. G9 =
〈
a, b, c | a5 = b3 = c3 = (a3b)2 = (a4c)2 = (abc)2 = 1
〉
;
I9 =
〈
a5 − 1, b3 − 1, c3 − 1, (a3b)2 − 1, (a4c)2 − 1, (abc)2 − 1
〉
;
G9 ist endlich mit |GB9| = 1538 und |G9| = 7200.
10. G10 =
〈
a, b, c | a5 = b3 = c3 = (a4b)2 = (a4c)2 = (abc)2 = 1
〉
;
I10 =
〈
a5 − 1, b3 − 1, c3 − 1, (a4b)2 − 1, (a4c)2 − 1, (abc)2 − 1
〉
;
G10 ist endlich mit |GB10| = 1234 und |G10| = 7200.
Beweis. Die Berechnungen erfolgten mit dem Paket ncpoly für das Programm ApCoCoA
(vgl. [3], Version 1.9.1, 2013). Für 1 ≤ i ≤ 10 wird für die Gruppe Gi zunächst mithilfe
des Befehls GB eine llex-Gröbner-Basis des Ideals Ii in Q〈a, b, c〉 berechnet, welche hier
stets endlich ist und mit dem Befehl Interreduction in eine reduzierte llex-Gröbner-Basis
GBi überführt wird. Der Befehl HF berechnet die Werte der Hilbert-Dehn-Funktion
(vgl. Definition 3.3.34) von Gi. 
5.3.9 Beweis zu Theorem 5.3.1
Beweis. (zu Theorem 5.3.1) Die vorangegangene Betrachtung der Fälle (1) bis (7) zeigt,
dass eine verallgemeinerte P.-V.-Gruppe G mit Relationen der Blocklänge 1, d. h. mit
einer Präsentierung
〈
a, b, c | al = bm = cn =
(
aαbβ
)p
=
(
aγcδ
)q
= (abc)r = 1
〉
,
für die 1 ≤ α, γ < l, 1 ≤ β < m und 1 ≤ δ < n gilt, die Tits-Alternative erfüllt bis auf
die möglichen Ausnahmefälle (bis auf Äquivalenz), die in Satz 5.3.4 aufgelistet sind. Die
verallgemeinerten P.-V.-Gruppen mit Relationen der Blocklänge 1, die eine Präsentierung
haben, die in Satz 5.3.4 aufgelistet ist, sind nach Aussage des Satzes endlich. Damit
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erfüllt jede verallgemeinerte P.-V.-Gruppe G mit Relationen der Blocklänge 1 stets die
Tits-Alternative und der Beweis des Theorems 5.3.1 ist erbracht. 
5.3.10 Klassifikation der endlichen verallgemeinerten
P.-V.-Gruppen mit Relationen der Blocklänge 1
Die Untersuchung der verallgemeinerten P.-V.-Gruppen mit Relationen der Blocklänge 1 in
Bezug auf die Tits-Alternative enthält eine vollständige Klassifikation der endlichen unter
ihnen. Denn es ist nachgewiesen, in welchen Fällen eine verallgemeinerte P.-V.-Gruppe G
mit Relationen der Blocklänge 1 eine nicht-abelsche freie Untergruppe enthält, unendlich
auflösbar, isomorph zu einer Tsaranov verallgemeinerten Tetraedergruppe oder endlich ist.
Für die endlichen Tsaranov verallgemeinerten Tetraedergruppen, die nicht äquivalent zu
einer gewöhnlichen Tetraedergruppe sind, existiert eine vollständige Klassifikation.
Satz 5.3.5. ([86, 87]) Sei G die Präsentierung einer endlichen Tsaranov verallgemeinerten
Tetraedergruppe, also
G =
〈
a, b, c | al = bm = cn =
(
aαbβ
)p
=
(
aγcδ
)q
=
(
bεcζ
)r
= 1
〉
mit 2 ≤ l,m, n, p, q, r, 1 ≤ α, γ < l, 1 ≤ β, ε < m, 1 ≤ δ, ζ < n, die nicht äquivalent zu der
Präsentierung einer gewöhnlichen Tetraedergruppe ist. Dann ist G bis auf Äquivalenz eine
der folgenden Präsentierungen:
1. 〈a, b, c | a3 = b3 = c3 = (ab)2 = (ac)2 = (bc)2 = 1〉 mit |G| = 60.
2. 〈a, b, c | a3 = b3 = c4 = (ab)2 = (ac)2 = (bc)2 = 1〉 mit |G| = 192.
3. 〈a, b, c | a3 = b3 = c5 = (ab)2 = (ac)2 = (bc)2 = 1〉 mit |G| = 7200.
4. 〈a, b, c | a3 = b3 = c5 = (ab)2 = (ac)2 = (bc2)2 = 1〉 mit |G| = 7200.
5. 〈a, b, c | a3 = b3 = c5 = (ab)2 = (ac)2 = (bc3)2 = 1〉 mit |G| = 7200.
Beweis. Siehe [86] und [87]. 
Für die folgende Klassifikation der verallgemeinerten P.-V.-Gruppen mit Relationen
der Blocklänge 1 nehmen wir für
G =
〈
a, b, c | al = bm = cn =
(
aαbβ
)p
=
(
aγcδ
)q
= (abc)r = 1
〉
Œ an, dass m ≤ n gilt (vgl. Lemma 5.3.2).
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Theorem 5.3.6. Sei G die Präsentierung einer endlichen verallgemeinerten P.-V.-Gruppe
mit Relationen der Blocklänge 1, also
G =
〈
a, b, c | al = bm = cn =
(
aαbβ
)p
=
(
aγcδ
)q
= (abc)r = 1
〉
mit l,m, n, p, q, r ≥ 2, 1 ≤ α, γ < l, 1 ≤ β < m und 1 ≤ δ < n, für die m ≤ n gilt und die
nicht isomorph zu einer Tsaranov verallgemeinerten Tetraedergruppe ist. Dann ist G bis
auf Äquivalenz eine der folgenden Präsentierungen:
1.
〈
a, b, c | a3 = b3 = c3 = (ab2)2 = (ac2)2 = (abc)2 = 1
〉
mit |G| = 96.
2.
〈
a, b, c | a3 = b3 = c5 = (ab2)2 = (ac2)2 = (abc)2 = 1
〉
mit |G| = 7200.
3.
〈
a, b, c | a3 = b3 = c5 = (ab2)2 = (ac3)2 = (abc)2 = 1
〉
mit |G| = 7200.
4.
〈
a, b, c | a4 = b3 = c3 = (ab2)2 = (ac2)2 = (abc)2 = 1
〉
mit |G| = 576.
5.
〈
a, b, c | a5 = b2 = c2 = (a2b)3 = (a2c)3 = (abc)2 = 1
〉
mit |G| = 7200.
6.
〈
a, b, c | a5 = b2 = c3 = (a2b)3 = (a2c)2 = (abc)2 = 1
〉
mit |G| = 7200.
7.
〈
a, b, c | a5 = b2 = c3 = (a2b)3 = (a4c)2 = (abc)2 = 1
〉
mit |G| = 7200.
8.
〈
a, b, c | a5 = b3 = c3 = (a2b)2 = (a3c)2 = (abc)2 = 1
〉
mit |G| = 7200.
9.
〈
a, b, c | a5 = b3 = c3 = (a3b)2 = (a4c)2 = (abc)2 = 1
〉
mit |G| = 7200.
10.
〈
a, b, c | a5 = b3 = c3 = (a4b)2 = (a4c)2 = (abc)2 = 1
〉
mit |G| = 7200.
Beweis. Sei
G =
〈
a, b, c | al = bm = cn =
(
aαbβ
)p
=
(
aγcδ
)q
= (abc)r = 1
〉
mit l,m, n, p, q, r ≥ 2, 1 ≤ α, γ < l, 1 ≤ β < m und 1 ≤ δ < n und es gelte m ≤ n. Die
Betrachtung der Einzelfälle (1) bis (7) und die Betrachtung der Ausnahmefälle in Satz
5.3.4 zeigt, dass es für G die folgenden Möglichkeiten gibt:
• G ist isomorph zu einer Tsaranov verallgemeinerten Tetraedergruppe. Dazu zählen
auch die gewöhnlichen Tetraedergruppen als ein Spezialfall. Diese Möglichkeit wird
in diesem Theorem ausgeschlossen; es gilt Theorem 5.3.5.
• G enthält eine nicht-abelsche freie Untergruppe vom Rang 2 und ist damit unendlich
oder G ist unendlich auflösbar.
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• G ist bis auf Äquivalenz eine der Präsentierungen 1 bis 10 und nach Satz 5.3.4
endlich.
Damit gilt die Behauptung. 

6 Ausblick
Die Tits-Alternative ist eine Eigenschaft, die für eine Reihe von Klassen von Gruppen
nachgewiesen ist (vgl. Abschnitt 2.2). Dabei existieren verschiedene Methoden, die genutzt
werden können, um diesen Nachweis zu erbringen (vgl. Kapitel 3). Bereits bekannte Resul-
tate zur Tits-Alternative für verallgemeinerte Dreiecks- und Tetraedergruppen (vgl. Kapi-
tel 4) bilden eine Grundlage für den Nachweis der Tits-Alternative für verallgemeinerte
P.-V.-Gruppen unter bestimmten Voraussetzungen in dieser Arbeit (vgl. Kapitel 5). Die
verallgemeinerten P.-V.-Gruppen stellen als relevante Klasse von Gruppen den Gegenstand
der Betrachtung in dieser Arbeit dar. Die Motivationen für die Betrachtung dieser Klasse
von Gruppen stammen aus der Gruppentheorie, der Geometrie sowie aus der Topologie
(vgl. Abschnitt 5.1).
Die Untersuchung der verallgemeinerten P.-V.-Gruppen in Bezug auf die Tits-Alterna-
tive in dieser Arbeit erweist sich als Methode, die sich ebenfalls für den Nachweis der
Tits-Alternative für weitere Klassen endlich präsentierter Gruppen anbietet. Es existiert
eine Vielzahl von Klassen von Gruppen, für die der Nachweis der Tits-Alternative eine
interessante Herausforderung darstellt und relevante Implikationen mit sich bringen kann.
Eine große Auswahl endlich präsentierter Gruppen findet sich z. B. bei Symbolic Data
(vgl. [83]). Es ist möglich, die bereitgestellten Methoden (vgl. Kapitel 3) in Analogie zu ihrer
Anwendung für die verallgemeinerten P.-V.-Gruppen (vgl. Kapitel 5) für eine andere Klasse
endlich präsentierter Gruppen zu nutzen. In Abhängigkeit von den Präsentierungen der
betrachteten Gruppen ist es unter Umständen möglich, die Existenz nicht-abelscher freier
Untergruppen oder die Endlichkeit homomorpher bzw. isomorpher Bilder dieser Gruppen zu
nutzen (vgl. Abschnitt 3.1). Ist es möglich, die Existenz wesentlicher Darstellungen für die
Gruppen nachzuweisen, so können bekannte Resultate für die wohl untersuchten linearen
Gruppen, wie z. B. die PSL (2,C), genutzt werden, um die Existenz nicht-abelscher freier
Untergruppen nachzuweisen (vgl. Abschnitt 3.2). Mithilfe der Berechnung von Gröbner-
Basen für Ideale in freien Monoidringen ist es gegebenenfalls möglich, für einzelne Gruppen
die Endlichkeit zu zeigen (vgl. Abschnitt 3.3).
Der Nachweis der Tits-Alternative für verallgemeinerte P.-V.-Gruppen mit Relationen
der Blocklänge 1 wird in dieser Arbeit erbracht (vgl. Abschnitt 5.3). Für Blocklängen größer
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gleich 2 ist der Nachweis der Tits-Alternative jedoch erst unter bestimmten Voraussetzungen
an die Ordnungen in den Präsentierungen der Gruppen gelungen (vgl. Abschnitt 5.2). Der
Nachweis der Tits-Alternative für die verallgemeinerten P.-V.-Gruppen, für die er noch
nicht erbracht ist, stellt eine Herausforderung dar, für die es weiterer Methoden bedarf.
Die Einzelfallbetrachtung, die für den Nachweis der Tits-Alternative für verallgemeinerte
P.-V.-Gruppen mit Relationen der Blocklänge 1 entscheidend ist (vgl. Abschnitt 5.3), kann
dabei lediglich eine untergeordnete Rolle spielen. Dabei wäre jedoch eine Betrachtung für
kurze Blocklängen der Relationen in den Präsentierungen der verallgemeinerten P.-V.-
Gruppen, z. B. für die Blocklänge 2, durchaus in Analogie zu der Vorgehensweise in dieser
Arbeit möglich.
Dem Nachweis der Tits-Alternative für verallgemeinerte Dreiecks- und Tetraedergrup-
pen ist eine Vielzahl aktueller Arbeiten gewidmet (vgl. z. B. [27, 28, 29, 32, 41, 42, 47, 48,
50, 51]). Die Tits-Alternative ist jedoch sowohl für verallgemeinerte Dreiecks- als auch für
verallgemeinerte Tetraedergruppen bisher noch nicht vollständig nachgewiesen (vgl. Ab-
schnitte 4.1 und 4.2). Aufbauend auf den zahlreichen bereits erzielten Resultaten stellt die
Vervollständigung der Nachweise der Tits-Alternative für verallgemeinerte Dreiecks- und
Tetraedergruppen eine interessante Herausforderung dar.
Es ist sowohl für die weitere Untersuchung der verallgemeinerten P.-V.-Gruppen und
der verallgemeinerten Dreiecks- und Tetraedergruppen als auch für den Nachweis der Tits-
Alternative für weitere relevante Klassen von Gruppen von zentraler Bedeutung, weitere
Methoden in die Untersuchung zu integrieren. Es existieren z. B. Methoden basierend auf
Gröbner-Basen von Idealen in freien Monoidringen, die den Nachweis der Unendlichkeit oder
der Existenz nicht-abelscher freier Untergruppen ermöglichen (vgl. z. B. [91, Abschnitt 6.2]
und [68]). Bei der Anwendung dieser Methoden ist eine effiziente Berechnung von Gröbner-
Basen für Ideale in freien Monoidringen von zentraler Bedeutung. Für die Berechnung dieser
Gröbner-Basen wird die Prozedur von Buchberger für den nicht-kommutativen Fall genutzt
(vgl. Theorem 3.3.31 bzw. [66, Kapitel 5]). An dieser Stelle sei erneut darauf hingewiesen,
dass die Prozedur von Buchberger in freien Monoidringen im Allgemeinen nicht terminiert.
Es existieren Verbesserungen für diese Prozedur, die vor allem Verbesserungen für den
Algorithmus von Buchberger für kommutative Polynomringe (vgl. [12]) verallgemeinern.
Für eine Übersicht verwendeter Kriterien sei auf [17] verwiesen. Ein Ansatz besteht darin,
unnötige Obstruktionen zu erkennen und während der Anwendung der Prozedur zur
Berechnung einer Gröbner-Basis nicht zu berücksichtigen. Dieses Kriterium wird nach dem
analogen Kriterium in kommutativen Polynomringen Gebauer-Möller-Kriterium genannt
(vgl. [57, 66, 91]). Dadurch ist es möglich, die Anzahl der Anwendungen des Divisions-
Algorithmus (vgl. Theorem 3.3.12) während der Prozedur von Buchberger zu verringern
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und somit die Zeit zur Berechnung einer Gröbner-Basis. Eine weitere Verbesserung der
Prozedur von Buchberger im nicht-kommutativen Fall ist ein erstrebenswertes Ziel für die
Anwendung von Gröbner-Basen in freien Monoidringen.
Die Tits-Alternative als Eigenschaft einer Gruppe wird in dieser Arbeit als Bezeichnung
für die Eigenschaft genutzt, dass eine Gruppe entweder eine nicht-abelsche freie Unter-
gruppe enthält oder virtuell auflösbar ist. Diese Definition geht auf Jacques Tits zurück,
der sie 1972 für endlich erzeugte lineare Gruppen nachgewiesen hat (vgl. Satz 2.2.1
bzw. [85, Korollar 1]). Es ist möglich, die Definition der Tits-Alternative zu verallgemeinern,
indem die verlangten Eigenschaften, die die Gruppe erfüllen muss, geändert werden.
Resultate bezüglich der verallgemeinerten Tits-Alternativen existieren z. B. für sogenannte
Graphenprodukte von Gruppen (vgl. [2]). Eine Möglichkeit der Modifikation der Tits-
Alternative ist es, z. B. zu verlangen, dass eine Gruppe entweder virtuell abelsch ist oder eine
Untergruppe von endlichem Index enthält, die eine nicht-abelsche freie Quotientengruppe
hat (vgl. [2, 69]). Es existieren also bereits einige Resultate zu den verallgemeinerten
Tits-Alternativen für endlich präsentierte Gruppen (vgl. z. B. Beispiel 2.2.3 bzw. [10, 53, 69,
85]). Der Nachweis dieser Tits-Alternativen für verschiedene relevante Eigenschaften und
Klassen von Gruppen bietet damit jedoch noch ein weites, interessantes Forschungsfeld.
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