This paper proposes an optimization model based on the minimum-cost perfect matching in a bipartite graph for the segmentation of 3D mobile LiDAR point clouds. The segmentation is formed as a maximum a posteriori estimation. The penalty function is based on Euclidean distances and normal vectors of the points. To deal with the Gaussian noise generated in the data collection, a robust estimation is introduced in the optimization using a novel robust estimator. The objective function is minimized by a new minimum-cost perfect matching model based on a formed bipartite graph. The evaluation is on a large-scale residential and urban points. Results show that the presented model succeeds to achieve the optimal segmentation from multiple scenes automatically and is superior to state-of-the-art LiDAR point segmentation approaches in terms of the accuracy and robustness.
I. INTRODUCTION
The segmentation technology has achieved a great success in the analysis of natural images (e.g. scene labeling [1] [2], visual saliency [3] [4] and dynamic scene analysis [5] [6] ) and depth images (e.g. object detection [7] [8] and scene segmentation [9] ). The natural image is acquired through a 2D camera system using CMOS (complementary metal-oxide-semiconductor) or CCD (charge-coupled device ) sensors. The depth image is mostly captured from two types of sensors. One is based on the time-of-flight principle by measuring the time delay between pulse transmissions, e.g. 3DV Inc. Cameras [10] . The other one is based on the light coding by projecting a known infrared pattern onto the scene and determines the depth based on the pattern's deformation, e.g. Microsoft Kinect sensor [11] . A 2D image contains the intensity information of a large-scale area but does not contain the depth information. A depth image obtains an accurate depth information of a scene but in a limited scale, i.e. usually less than 10 meters. Nowadays, LiDAR sensor is becoming widely available which provides a chance to overcome the above mentioned limitations.
LiDAR point clouds are collected by laser sensors with accurate 3D information. Segmentation of LiDAR point clouds plays a significant role in many applications, such as environmental analysis, 3D modeling and object tracking. However, due to the fact that point clouds are noisy, uneven, massive and unorganized, the accuracy of the segmentation is far from desirable. This paper proposes an approach to segment multiple objects from Mobile LiDAR point clouds automatically. The main contributions of this paper are as follows:
(1) introduces the robust estimation using a new robust estimator to improve the robustness of the segmentation.
(2) provides an optimization model via the minimum-cost perfect matching in a bipartite graph for optimal and automatic point cloud segmentation.
The solution from the proposed model is globally optimal which has less over-and under-segmentation than that from locally optimal models. Results are generated automatically and are robust to Gaussian noises.
Experiments show that the proposed approach outperforms existing segmentation methods [12] - [17] in terms of the accuracy and robustness. This paper is organized as follows. Section 2 reviews typical segmentation methods for LiDAR point clouds.
Section 3 forms a segmentation model to derive the objective function. Section 4 describes penalty functions to calculate the cost of the optimization. Section 5 introduces the robust estimation to improve the segmentation robustness. Section 6 presents the optimization model via the minimum-cost perfect matching. Section 7 shows experiments to evaluate segmentation results. The conclusions are outlined in Section 8.
II. RELATED WORK
Segmentation, a key step in high-level understanding analysis, aims to group points into homogeneous regions, i.e. areas share similar characteristics or features. Many different types of methods have been proposed for segmentation of LiDAR point clouds, such as boundary-based, model-based, region-based, cluster-based, graph-based methods or the combination of these techniques. In the following, different types of segmentation methods will be reviewed and analyzed.
A. Boundary-based methods
Boundary-based methods accurately demarcate boundaries of different objects. This approach requires an edge-detection or edge-fitting process. Edge-detection techniques rely on edge points caused by the discontinuous intensity or gradient values between distinct regions. For the range data, point clouds are cut into slices along a coordinate axis and each slice is regarded as a 2D image. Similar to 2D edge-detection methods, the boundaries between different regions can be enhanced by applying the gradient operator to each 2D slice. Bhanu et al. [18] use four 3 3 differential operators to calculate the gradients of each point. If the gradient magnitude of a point exceeds a threshold value, this point will be selected as an edge point. The problem is that the derivative operator tends to increase any presented noise in the data. Edge-fitting techniques fit the edge between different regions directly from point clouds.
For the fitting, Ding et al. [19] choose Hough Transform [20] to detect edges in each slice. Nonetheless, in order to find a closed contour of an object, the extra refinement of edges is required.
Boundary-based methods are mainly used in the early time for range data. These methods segment an object by refining a closed contour from extracted boundaries. The challenge is how to detect edge points.
Boundary-based methods are invariant to the geometric shape of objects. However, the point clouds are classified as boundary or non-boundary areas by thresholding values, so there exist spurious, missing or discontinuous boundaries which result in splitting an object into pieces, i.e. over-segmentation.
B. Model-based methods
Model-based methods group objects based on the geometrical shape information. Schnabel et al. [21] use Random Sample Consensus (RANSAC) [22] to fit planes, spheres, cylinders, cones and tori in point clouds directly. Their fitted model highly depends on a required distance threshold to determine whether a point belongs to a model or not. However, this constant threshold is not invariant to density of the point clouds. In order to degrade the negative influence of the distance threshold, Tarsha-kurd et al. [23] take the standard deviation of the elevation into account to improve the traditional RANSAC. They succeed to find the best condition by combining calculation of Euclidean distance and statistical information for validating the model fitting. Nonetheless, there are certain points with large errors to all models. These unclaimed points have potential to reduce the accuracy of the segmentation. Hence, Li et al. [24] use RANSAC again on the unclaimed points to group them into more accurate clusters. Nonetheless, a general scene contains much more unknown primitives which is a challenging problem for the model fitting methods.
Model-based methods are usually designed for industrial components containing regular shape objects.
These methods segment objects by fitting different models, e.g. cones, spheres and cylinders. The challenge is how to fit models of uncommon primitives. These methods are invariant to objects with small occluded or incomplete areas. However, models for representing different shapes are required.
C. Region-based methods
Region-based methods group regions based on points' properties or features, e.g. plane function or normal vector. Besl et al. [25] choose a seed point randomly and use the planar, bi-quadratic, bi-cubic and bi-quartic function to fit the current plane. If a neighbor point is close to the fitting surface, this point will be merged with the seed point. However, each fitting requires all of the above four functions which is inefficient. Since normal vectors of points in a local area of an object are usually collinear, Tovari et al. [26] consider the similarity of normal vectors as the criterion in the growing. The limitation of this method is tat computational cost is high. To make the region growing fast, Dorninger et al. [27] choose a plane as the seed-cluster and then calculate their defined distance between the seedcluster and the neighbor-cluster plane. Nonetheless, an object is often split into several planes.
Region-based methods choose a point as a seed then merge the similar points with the seed point. The challenge is how to choose the seed point, e.g. manual or random selection. These methods are simple to implement. They succeed to segment objects connected with each other containing different normal vectors. However, results highly depend on the initialization of seed points. Different numbers or coordinates of the seed points achieve various results. This is because they use the greedy strategy which obtains a locally optimal result.
D. Cluster-based methods
Cluster-based methods cluster points sharing similar properties into a group. There are two typical cluster-based methods. One is based on the K-means approach, such as [12] and [13] , which is denoted as KMiPC (K-means in point clouds). KMiPC partitions points into different sets to minimize the sum of distance of each point in the cluster to the center. The required number of sets is selected manually during the initialization. The other one refers to the K-nearest neighbors approach, such as [14] and [15] , which is denoted as KNNiPC (K-nearest neighbors in point clouds). KNNiPC selects a number of points in the nearest Euclidean distance for a given point and gives them the same label.
KNNiPC works automatically but the result is based on a greedy strategy which is locally optimal.
Cluster-based methods gather points with similar properties into a group. The challenge is how to define the similarity of points. Cluster-based methods can balance the over-segmentation and under-segmentation by tuning the threshold in the similarity computation. However, results heavily depend on the initial number of clusters which is usually set manually.
E. Graph-based methods
Graph-based methods address the segmentation as a mathematical optimization problem. These methods choose a graph model to obtain the global optimum in terms of their objective functions. State-of-the-art graph-based methods are Yu et al. [16] (3DNCut) and Golovinskiy et al. [17] (MinCut). 3DNCut partitions a graph into two disjoint groups A and B by minimizing the similarity within each group and maximizing the dissimilarity between different groups. Each point will be regarded as a node in the formulation of the graph and spatially close nodes are connected with each other as shown in Fig.1(a) . Edges in the graph are weighted by the Euclidean distance of points. The solution cut, which is used to separate the graph into two optimal parts A and B, is obtained by the normalized cut method [28] as shown in Fig.1(b) . MinCut partitions a graph into two disjoint groups, i.e. background and foreground, by minimizing the sum of the data term and smoothness term. The data term measures how appropriate a label is for a point given the observed data and the smoothness term is to add the constraint of neighborhood points to make results smooth.
In the formulation of the graph, points are formed as nodes and neighboring points are connected with each other. Each point connects with both the sink vertex (background) and the source vertex (foreground) as shown in Fig.2(a) . MinCut uses the Euclidean distance of points as the weight for edges between neighborhood points. Those edges that connect points with the source and sink vertex are weighted by a constant user-defined value and the Euclidean distance of each point to a chosen center point, respectively. The solution cut, which is used to separate the graph into optimal background and foreground, is obtained by the graph cut method [29] as shown in Fig.2(b) . Graph-based methods address the segmentation as an optimization problem. The challenge is the way to form the penalty function and how to achieve the globally optimal. The above graph-based methods perform well in two-label segmentation task. However, they are not automatic in the segmentation of a multi-object scene. The number of labels is required to be set manually in the initialization. Moreover, the robustness of most existing segmentation methods is low, because authors ignore the contamination in the segmentation, i.e. the Gaussian noise generated during the LiDAR point collection. This paper will propose a desirable graph-based method for the multi-object segmentation of LiDAR point clouds which is accurate, optimal, automatic and robust.
III. THE SEGMENTATION MODEL
Assume that C is the input point clouds, L is the labels representing the segmentation, D is to describe the continuity or discontinuity of adjacent labels and H is to indicate the consistency of local labels. From Bayes' rule, the joint posterior probability over L, D and H given the point clouds C is:
Assume that the input C follows an independent identical distribution (i.i.d.) and the likelihood is independent on D and H, because the observation C is based on points. Thus, the likelihood P (C j L; D; H) is equal to P (C j L) and defined as P (C j L) / exp ( ' (c; l c )) ; This section derives penalty functions for the subsequent optimization. In MinCut, the data term is to calculate the penalty of assigning a point in the background or foreground given the observation C. One can assign different penalties to background or foreground points for the optimization and the result indicates the label of each group, i.e. background or foreground. However, a data term defined as this is not suitable for the multi-label segmentation task, because both the number of labels and categories of objects are unknown. The LiDAR point segmentation aims to group points into homogeneous regions, thus, there is no need to find out the label of a group. The penalty of each label is regarded as the same and therefore, the data term can be ignored in Eq. (1). Since the number of labels is various, each point is assigned with a unique label in the initial segmentation. In the raw segmentation, the cost of the objective function is high, because points in a homogeneous region are given with various labels. To minimize the cost, the smoothness term turns to calculate the penalty of merging different labels. If the cost after the mergence is less than the cost before, it is preferred that a better label configuration is found.
The penalty of merging consistent labels is based on the spatial distance. In a group, the Euclidean distance of points is small. Thus, the distance term According to our prior knowledge, the objects' exterior points are potentially inconsistent label areas and interior points mostly have consistent labels. Based on the analysis of label consistency, the formed smoothness term is defined as . If c 0 is in the 3D convex hull, c 0 will be labeled as a interior point, otherwise it will be labeled as an exterior point. Fig.6(a) shows parts of local 3D convex hulls from the proposed testing method. Each point will be tested in a local convex hull which is constructed by its k nearest neighbor points. In order to choose a large 3D convex hull efficiently, c1 is chosen as the furthest point to c0. c2 is the point to obtain the largest projection of g 1 on g 0 (i.e.
). 
V. THE ROBUST ESTIMATOR
To deal with contaminated LiDAR data, the robust estimation is introduced based on the influence function (IF) [30] . The IF of an estimator with a distribution and unknown contamination in the observation is defined as IF shows the infinitesimal behavior of the asymptotic value and measures the asymptotic bias caused by the contamination [31] . To be a robust estimator, as shown in Fig.7(a) , the influence based on the error is desired to be: (1) lower than the curve 1 to be bounded; (2) lower than the curve 2 to increase or decrease gently to the limit; (3) higher than the curve 3 to increase or decrease effectively; (4) lower than the curve 4 to be vanished beyond a threshold; (5) 0 at the origin to achieve the unique minimum. In Fig.7(a) , G0 is a curve meets the above 5 requirements which can be regarded as a part of an ideal IF.
The entire IF G ( ) can be designed in center-or axis-symmetry of G0 as shown in Fig.7(b) and Fig.7(c) .
Commonly used non-robust estimators are L 1 estimator L1 and L2 estimator L2 as shown in Fig.8(a) and Fig.8(b Fig.8 (c) and Fig.8(d) , respectively. From their IFs % and %h, they reduce the influence of large errors and keep stable at =0. The shortcoming of these two robust estimators is not vanished after arriving at the maximum. As shown in Fig.8(e) , the proposed robust estimator O is defined as 1 and its IF % o is .
e +e (e +e ) 2 The IF % o is formed according to the ideal IF G 1 and has no drawbacks as mentioned above.
In the optimization, the error is related to the penalty cost and the influence is the term to be minimized. The robust estimation of the formed smoothness term based on the proposed estimator is which can be potentially merged between Vy and Vx. In the proposed optimization, the mergence space is equal to the current label space, i.e. Vy = Vx. As shown in Fig.9 , each point will be assigned with a unique label, namely V x = fl 1 x = fc 1 g; l 2 x = fc 2 g; l 3 x = fc 3 g; l 4 x = fc 4 g; l 5 x = fc 5 g; l 6 x = fc 6 gg and V y = V x . Each label can be only merged with its spatially adjacent labels, or itself which means unchanged in the mergence process. There is no edge between nodes in Vx or Vy. The formed graph G is regarded as a bipartite graph. The optimization model needs to find the optimal solution to merge labels between Vy and Vx. Adjacent different labels with a considerable cost are preferred to be merged. This paper introduces the perfect matching in the bipartite graph to solve the optimal mergence. The matching in a bipartite graph means a set of edges without common vertices as shown in Fig.10 . The perfect matching means each node has a matching. A perfect matching determines a segmentation by merging the matched nodes, such as results in Fig.10 (a)(b)(c) are ffc1g; fc2; c3; c4g; fc5; c6gg, ffc1; c2g; fc3; c4g; fc5; c6gg and ffc 1 g; fc 2 g; fc 3 g; fc 4 g; fc 5 g; fc 6 gg, respectively.
Formally, let f : R ! Z be a function, Z is the set of segmentation solutions and R is the set of perfect matchings. We conclude that 8z 2 Z, 9r 2 R such that f(r) = z.
The proof uses the mathematical induction method. Assume that there is a segmentation with m labels in n points. Two kinds of matchings are defined in the formed graph G. One is the self-matching when li x in Vx is connected with li y in Vy. The other one is the adjacency-matching when li x in Vx is connected with l j x in V y and i 6= j.
(1) When m = n, each point has a unique label. The corresponding perfect matching is that all points are in a self-matching. In each case, a matching with m labels can be updated from a matching with m + 1 labels. Thus, any segmentation can be demonstrated by a perfect matching.
The objective function Eq.11 means to find a specific label configuration which obtains the minimum cost. This can be approximated by achieving the minimum cost with a minimum number of labels. Labels to be merged are in the set and the cost of the perfect matching is calculated as X X (12) CS(SM; AM) =SM(l Assume that the input C is fc1; c2; c3; c4; c5; c6g as shown in Fig.12 (a).
Step (1): The node set Vx is initialized as fl 1 x = fc 1 g; l 2 x = fc 2 g; l 3 x = fc 3 g; l 4 x = fc 4 g; l 5 x = fc 5 g; l 6 x = fc 6 gg;
Step (2) Step(4): Solve the McPM in the formed weighted bipartite graph by KM as shown in Fig.12(c) . Now the 1 st iteration is done.
Step (6) shown in Fig.12(f) . Step(9): Repeat Step(6)- (8) to finish the last iteration as shown in Fig.12 (g)(h)(i) and finally, labels in Vx are converged to l1 x = fc1; c2g, l3 x = fc3; c5; c6g and l4 x = fc4g.
Step(10): Return Vx ^ as the result L.
VII. EXPERIMENTAL RESULTS

A. Segmentation results and evaluations
Assume that P is the result point set obtained by a specific method and Q is the ground truth point set obtained manually. In the segmentation, the result of a point from data C can be true positive:
T P = jP \ Qj, true negative: T N = jC P [ Qj, false positive: F P = jP P \ Qj or false negative:
F N = jQ P \ Qj. For a set, the symbol "jj" means its cardinality. Commonly used evaluation methods based on T P , T N, F P and F N are the true positive rate T P R = T P=(T P + F N) and the positive predictive value P P V = T P=(T P + F P ) [34] . T P R measures the probability of true objects that can be extracted, which is also called the completeness or recall. P P V measures the probability of extracted objects that belong to the true objects, which is also called the correctness or precision.
Most segmentation from point clouds, such as [35] [36] [37] [38] [39] , choose the completeness and correctness to evaluate their results. However, their completeness and correctness are proposed for the two label segmentation. In the following, we proposed an extension of the completeness and correctness for evaluating the accuracy of multi-object segmentation.
Suppose that the multi-object segmentation result P is fp1; p2; p3; :::; pmig and the ground truth Q is fq1; q2; q3; :::; qmjg. Each pi or qj means points set of a segment. Thus, there are mi segments in P and mj segments in Q. For the multi-object segmentation, the completeness and correctness are extended as shown in Eq. (14) . 
=1
There are two loops in calculation of the extended completeness. The first loop is to achieve the maximum of jpi \qjj=jpij where i is a constant and j is from 1 to mj. This is the completeness of each segment in P .
The second loop is to obtain the mean of values from the first loop. Similar loops to calculate the extended correctness. The completeness ncom is to measure the ratio between the correctly segmented points and the total points in the result. The correctness ncor is to measure the ratio between the correctly segmented points and the total points in the ground truth. Both ncom and ncor are set-based evaluation methods and they range from 0 to 1. However, if there is only one object in the ground truth Q, the completeness ncom will be always 1. If there is only one object in the result P , the correctness ncor will be always 1. In order to address this problem, the minimum of ncom and ncor is chosen as the segmentation accuracy in this paper, i.e. nacc = min(ncom; ncor), to measure the difference of points between P and Q. To combine the completeness and correctness, the criterion F 1 -score, i.e. n F 1 = 2 (P P V T P R)=(P P V + T P R), is used to favor algorithms with a higher sensitivity and challenges those with a higher specificity [40] . chosen from the above residential point sets to evaluate the performance of each algorithm as shown in Fig.13 , including HouseSet (2 labels): a single object, BushesSet (3 labels): two separated sparse objects, LamppostSet (4 labels): two connected rigid objects, TreesSet (3 labels): two connected non-rigid objects and PowerlinesSet (7 labels): a complex scene with different objects. The first row in Fig.13 is ground truth.
distance. In order to achieve the best results for KMiPC, the required initial numbers of labels are tuned as 2, 2, 3, 2, 5 for the above datasets, respectively. Results are shown in the second row in Fig.13 . KMiPC tends to group objects evenly. It fails to segment connected objects and it is suitable for scenes containing symmetric objects as shown in the BushesSet and TreesSet. KNNiPC selects a number of points in the nearest Euclidean distance for a given point and assigns them the same label. To obtain the best results for KNNiPC, the number of the nearest neighbor points is tuned as 50. To avoid the under-segmentation of a group, the variance and mean of the distance between points and the given point are restricted to be less than 0.02 and Fig.13 . This algorithm deals with uneven points in the BushesSet superiorly and obtains the multi-object segmentation automatically as shown in the PowerlinesSet. The attached traffic sign in the LamppostSet, which is difficult for all existing methods, is segmented successfully. However, if there is a noticeable deformation within an object, the model may group it into different objects as shown in the HouseSet. The segmentation of connection areas between two non-rigid objects is rather difficult. As shown in the TreesSet, trunks are split from leaves due to the rapid change of normal vectors. To be fair, all segmentation methods are based on the L2 estimator in the penalty calculation.
The quantitative evaluation of the results is shown in Fig.16 . From Fig.16(a) , one can observe that McPM model is more accurate than the other methods in the HouseSet, BushesSet, LamppostSet and PowerlinesSet.
A lower accuracy in the TreesSet is due to the factor that trees are segmented into different groups, i.e. trunks and leaves, by the proposed model. F1-score cares more about the completeness which can reflect the consistent of labels in the segmentation. From Fig.16(b) , McPM model is more consistent than the other methods. In the TreesSet, KMiPC is close to the McPM model due to the obvious symmetry. 
B. Evaluation of the robustness
For the evaluation of the proposed robust estimator, Gaussian noise is added to the above five scenes.
The coordinate of each point is altered based on a Gaussian distribution N( ; 2 ). In the robustness experiment, and (x t x m ; y t y m ) as . The moving point with the smallest angle opt is chosen as the optimal threshold for ground removal. A moving point either lower or higher than the optimal elevation will have a large angle m or n, respectively. Take a scene whose elevation histogram is shown in Fig.19(b) as an example, the optimal moving point is marked by the blue point in Fig.19(c) . Both horizontal and vertical axes in Fig.19 Multiply g 1 , g 2 and g 3 in both sides of the equation, respectively. g 0 g 1 g 1 g 2 g 1 g 3 g 1 g 1 g 0 g 1 g 1 g 3 g 1 g 1 g 1 g 2 g 0 g 1 x = g 0 g 2 g 2 g 2 g 2 g 3 ; y = g 2 g 1 g 0 g 2 g 2 g 3 ; z = g 2 g 1 g 2 g 2 g 0 g 2 g 0 g 3 g 3 g 2 g 3 g 3 g 3 g 1 g 0 g 3 g 3 g 3 g 3 g 1 g 3 g 2 g 0 g 3
