Introduction
Factorizing polynomials over the nite eld F q is an important task in pure and applied algebra. Using standard methods it always comes down to nding non -trivial factors of a separable polynomial, i.e. a polynomial f with no multiple roots in the algebraic closure F q . In this case the classical algorithm of Berlekamp B] tranfers this problem to linear algebra by reducing it to the solution of linear equations. Recently in N1], N2], Niederreiter proposed a di erent linearization technique, based on the analysis of certain di erential equations in the eld of rational functions F q (X ) . His method has the following practical advantages: Unlike Berlekamp's method it works for polynomials with multiple roots in the same way as for separable ones (see N2] ). It also reduces the cost of setting up the linear equations to be solved by providing generic patterns depending only on the degree of f. In particular in characteristic 2 the algorithm of Niederreiter preserves sparsity in the sense that a sparse polynomial f leads to a sparse system of linear equations. These can be solved much faster than general systems using special techniques. Notice that Berlekamp's algorithm does not necessarily preserve sparsity. Supppose that f is squarefree. In this case the solution space of Berlekamp`s algorithm has a nice and useful algebraic interpretation. In fact several modi cations and accelerations, mostly important for large elds, have been proposed, that essentially use Berlekamp's solutions (see section 3). In this note we will show that after an easy transformation, the solution space of Niederreiter's algorithm coincides with the one of Berlekamp's (see corollary in section 2). Hence an implementation of a combined procedure will inherit the advantages of both algorithms.
The decomposition algebra of a polynomial
Let F q be the nite eld with q elements. Throughout this discussion we x a monic polynomial f 2 F q X] of degree d 1. We will assume f to be squarefree or, in other words, the greatest common divisor g:c:d:(f; f 0 ) of f and its derivative f 0 will always be one. In this case the canonical factorization of f over F q looks like f = g 1 g 2 ::: g m (1) with distinct irreducible monic polynomials g i 2 F q X]. Notice that since f is squarefree, the algebra A f := F q X]=(f) is isomorphic to the direct sum m i=1 F q X]=(g i ) and each summand F q X]=(g i ) is isomorphic to an extension eld, whose degree over F q coincides with the degree of the polynomial g i . In particular we see that the algebra A f is semisimple. Due to the chinese remainder theorem there exists for each i 2 f1;2; :::; mg a unique polynomial e i 2 F q X] such that a) the degree of e i is less then d and b) e i 1 mod g i and e i 0 mod g j for all j 2 f1; 2; :::; mgnfig. The corresponding residue classes form the set fe 1 + (f ); e 2 + (f ); :::; e m + (f )g of primitive orthogonal idempotents in A f , which is unique since this algebra is commutative. Proof: The equivalence of (1) and (2) N2] ). His method is also based on the computation of the kernel of a d dmatrix N ? E over F q , which on the rst glance does not seem to be related at all to the matrix Q? E. Let us give a sketchy description of Niederreiter's algorithm: Starting point in case q = p is the di erential equation
of order p ? 1 in the rational function eld F p (x). In the general case of F q this is replaced by the di erential equation
The solutions of (2) (2) and (3) can be rewritten in the form
with polynomials of degree (d ? 1) q on both sides. Since these are polynomials in x q as well, a comparison of coe cients shows the equivalence of (2) and (3) An advantage of this method is that a generic patternÑ, valid for a given degree d can be produced in a precomputation using the quotient rules. From this the actual matrix N will be obtained by inserting the coe cients of f (see N1] for some examples). Unlike this, the matrix Q of Berlekamp's algorithm has to be computed recursively and independently for each polynomial f.
The following observation is the key to the connection between Berlekamp's and Niederreiter's methods: Proposition: Let K be an arbitrary eld and g; h 2 K X] polynomials such that deg h < deg g. Then the usual derivative and the Hasse -Teichm uller derivative satisfy the following congruences:
Proof: Notice that () Notice that from this point on, calculations modulo di erent f i 's can be carried out independently thus giving opportunity to parallel processing.
