Calculating depth maps from digital holograms using stereo disparity by Pitkäaho, Tomi & Naughton, Thomas J.
Calculating depth maps from digital
holograms using stereo disparity
Tomi Pitkäaho1 and Thomas J. Naughton1,2,*
1University of Oulu, RFMedia Laboratory, Oulu Southern Institute, Vierimaantie 5, 84100 Ylivieska, Finland
2Department of Computer Science, National University of Ireland Maynooth, Maynooth, County Kildare, Ireland
*Corresponding author: tomn@cs.nuim.ie
Received March 30, 2011; revised April 28, 2011; accepted April 29, 2011;
posted May 2, 2011 (Doc. ID 145095); published May 26, 2011
Depth extraction is an important aspect of three-dimensional (3D) image processing with digital holograms and an
essential step in extended focus imaging andmetrology. All available depth extraction techniques withmacroscopic
objects are based on variance; however, the effectiveness of this is object dependent. We propose to use disparity
between corresponding points in intensity reconstructions to determine depth. Our method requires a single holo-
gram of a scene, from which we reconstruct two different perspectives. In the reconstruction the phase information
is not needed, which makes this method useful for in-line digital holography. To our knowledge disparity based 3D
image processing has never been proposed before for digital holography. © 2011 Optical Society of America
OCIS codes: 090.0090, 090.1995, 100.6890, 100.0100, 100.2000.
Digital holography makes it possible to record and
reconstruct different perspectives of real-world three-
dimensional (3D) objects [1,2]. Where the reconstructed
phase is too noisy for phase unwrapping due to, for ex-
ample, the presence of the twin as in some in-line single-
shot architectures, or the long recording distance from a
diffuse object causing too large phase jumps, or other-
wise, the intensity can be used to extract depth maps.
These techniques are important for extended focus
imaging and metrology. In off-axis digital holographic
microscopy, the reconstructed phase of the hologram
can be used for accurate depth measurements [3–5].
However, reconstructed phase is not as useful from sin-
gle digital holograms of macroscopic objects. Instead,
different methods for depth map extraction have been
introduced [6–8]. These methods are based on calculat-
ing variance, or otherwise estimating high spatial fre-
quencies, at each region and at each depth. Besides
being time consuming, the performance of each is highly
object dependent. Variance needs a highly textured
object to determine when it is in focus. Sharp edges
are not enough unless between the edges there is also
a texture. This is because regions of constant (either high
or low) reflectivity will produce a low variance. We pro-
pose to use a different approach borrowed from the field
of computer vision: stereo disparity. A single hologram
can be used and no phase is needed in the reconstruc-
tion, which makes it useful for in-line single-shot digital
holography.
A human’s left and right eyes receive different images
because of binocular parallax. The difference between
locations of corresponding features in both images is
called disparity [9,10], and it has been claimed that the
visual system uses correlation to calculate disparity
[11]. Disparity can correspond to a depth measurement
[as illustrated in Fig. 1(a)], which gives information about
three-dimensionality of a scene. Stereo disparity has
been widely investigated in computer vision, but to
our knowledge this is the first time it has been used in
digital holography. Although we use correlation, any
matching technique, such as one based on features,
can be used.
Given a hologram f ðx; yÞ of a 3D scene, centered on
coordinates x ¼ 0, y ¼ 0, a left and right perspective
of the scene can be obtained from Lðx; yÞ ¼
F z½Λðx; yÞ and Rðx; yÞ ¼ F z½Pðx; yÞ, respectively,
where
Λðx; yÞ ¼

0; ifx ≥ 0
f ðx; yÞ otherwise ; ð1Þ
Pðx; yÞ ¼

0; ifx < 0
f ðx; yÞ otherwise ; ð2Þ
and where F represents light propagation such as a
Fresnel intensity approximation at distance z given by
Fzðx; yÞ ¼
−iλzHðx; yÞ  exp

iπ ðx
2 þ y2Þ
λz

2
; ð3Þ
whereH can be eitherΛ or P, λ is wavelength of the light,
and  denotes a convolution operation.
By using these two perspectives L and R, we calculate
the disparity space image as follows. For each pixel in the
left image Lðx; yÞ, we estimate its corresponding position
ðx0; yÞ in the right image. In computer vision, the transla-
tion and rotation of one camera relative to the other must
be found, and compensated for, in order to triangulate
points in both captured images. In digital holography, this
relation is known a priori since the two halves of the
hologram lie in the same plane and an identical numerical
reconstruction operation can be applied to each; there-
fore, we only have to search in the horizontal direction
because we can ensure that there is a perfectly horizontal
baseline between perspectives. The disparity for that
pixel ðx; yÞ is the difference in pixel locations x-x0, and
the 2D matrix of disparity values, one for each pixel
ðx; yÞ, is the disparity space image (DSI).
More formally, given left and right 2D perspectives of a
3D scene, Lx;y and Rx;y, respectively,
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DSIðx; yÞ ¼

argmaxuðCx;yðuÞÞ; if maxuðCx;yðuÞÞ > τ
undefined; otherwise;
ð4Þ
where Cx;y is the normalized cross-correlation function
used to estimate the disparity. Operator argmax finds
the disparity u that maximizes this correlation. τ is an ex-
perimentally chosen threshold that is 0.3 in our case and
is used to decide if each correlation peak is meaningful or
noise. For each pixel the normalized cross correlation is
calculated over a rectangular block of size ð2tþ 1Þ2
pixels as
Cx;yðuÞ ¼
P
x;y
~Lx;y~Rx;yðuÞ
½P
x;y
ð~Lx;yÞ2
P
x;y
ð~Rx;yðuÞÞ21=2
; ð5Þ
where ~Lx;y ¼ Lðx; yÞ − Lx;y and ~Rx;yðuÞ ¼ Rðx − u; yÞ−
Rx;yðuÞ. In these, Lx;y ¼ 1ð2tþ1Þ2
Pxþt
k¼x−t
Pyþt
l¼y−t Lðk; lÞ is
the mean value of the pixel values of the left image within
the block of pixels around ðx; yÞ, and Rx;yðuÞ ¼
1
ð2tþ1Þ2
Px−uþt
k¼x−u−t
Pyþt
l¼y−t Rðk; lÞ is the mean value of the pix-
el values of the right image within the offset block around
ðx − u; yÞ, u ¼ 0; :::; T is the offset, and T is the search
length to be considered.
Our disparity algorithm is able to identify all of the ob-
jects at different depths in the Middlebury stereo data set
tsukuba [10], as shown in Fig. 2. Next, we present the DSI
(see Fig. 3) calculated using two different views from a
hologram of an electronic chip component captured with
in-line phase-shifting interferometry [12]. The hologram
contained 2048 × 2032 pixels with 7:4 μm pixel pitch.
Pin heights are 4:2mm, the front pins were 163mm from
the sensor, and the distance between the front and back
pins was 8mm. This object was chosen because from the
intensity image alone it is not obvious which pins are in
front and which are behind. In the DSI the distances can
be readily identified. When calculating disparity with di-
gital hologram reconstructions, the reconstruction depth
affects the relative disparity values. Objects closer to the
in-focus plane yield smaller absolute disparity values
compared to objects farther from the in-focus plane.
The sign on the disparity tells whether the object is in
front of or behind the in-focus plane. Note that the ob-
jects in the DSI are enlarged due to the cross-correlation
algorithm; they are appropriately reduced in subsequent
figures using an image erosion operation. The fourth
subobject from the right is one pin partially occluding an-
other. Although this is not at all visible in the intensity
reconstruction, the disparity algorithm responds appro-
priately. The reconstruction of a second object is shown
in Fig. 4(a), and a relief plot of the DSI is shown in Fig. 5.
This time, the front pins were 178mm from the sensor.
For reconstructions of size 2048 × 2032, block size of
21 × 21, and search length of 42 pixels, the technique
takes 128 min using Matlab on a regular laptop computer.
While the window position in the hologram [see
Fig. 1(b)] determines perspective, the window size con-
trols resolution and depth of field in the reconstruction.
A larger window means increased quality reconstruc-
tions and should allow one to more accurately find
Fig. 2. (Color online) Middlebury’s test image comparison:
(a) left perspective, (b) right perspective, (c) ground truth,
(d) output of our algorithm.
Fig. 1. (Color online) (a) Disparity with holograms: P1, P2, dif-
ferent perspectives; A, B, and C, points on the epipolar line in
the reconstructed intensity image; R, reconstruction plane.
(b) Illustration of size and position (perspective) of different
window sizes, e.g. (1) 2048 × 2048 pixels, (2) 2048 × 1024,
and (6) 512 × 512.
Fig. 3. (Color online) Input image (a) from left perspective,
and (b) the calculated DSI. Increased absolute disparity means
those parts of the object are farther away from the
reconstruction distance.
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correspondences between perspectives. However, for 3D
scenes where the object extends along the optical axis, a
smaller window means an increased depth of field [see
Figs. 4(b) and 4(c)] and therefore can result in a more
accurate disparity calculation because more objects
are in focus. In addition, a smaller window allows a larger
disparity range in the DSI and therefore more discrimina-
tion between depths. A smaller window also results in a
quicker calculation time. We therefore verify how small
the hologram window can be, with the trade-off that
reconstruction noise will increase as fewer hologram pix-
els are used for the reconstruction. In Fig. 6, DSIs with
different depths of field (different window sizes) are
compared. Although we have not applied speckle reduc-
tion to our reconstructions, this is likely to enhance the
accuracy of the depth map calculation.
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Fig. 5. (Color online) Relief plot of the DSI from object shown
in Fig. 4(a).
Fig. 6. (Color online) DSIs with different window sizes:
(a) 2048 × 1024, (b) 1536 × 1024, (c) 1024 × 1024, (d) 768 × 768,
(e) 512 × 512, and (f) 128 × 128 pixels.
Fig. 4. Reconstruction using a different hologram. (a) Left per-
spective with window size 512 × 512 pixels, (b) zoomed part of
(a), (c) zoomed part with larger 2048 × 1024 window showing
increased quality for the left pin but lower depth of field.
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