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Abstract
We consider one dimensional tight binding models on `2(Z) whose spa-
tial structure is encoded by a Sturmian sequence (ξn)n ∈ {a,b}Z. An exam-
ple is the Kohmoto Hamiltonian, which is given by the discrete Laplacian
plus an onsite potential vn taking value 0 or 1 according to whether ξn is a
or b. The only non-trivial topological invariants of such a model are its gap-
labels. The bulk-boundary correspondence we establish here states that there
is a correspondence between the gap label and a winding number associated
to the edge states, which arises if the system is augmented and compressed
onto half space `2(N). This has been experimentally observed with polari-
tonic waveguides. A correct theoretical explanation requires, however, first
a smoothing out of the atomic motion via phason flips. With such an inter-
pretation at hand, the winding number corresponds to the mechanical work
through a cycle which the atomic motion exhibits on the edge states.
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1 Introduction
Inspired by the research on topological insulators [13, 23, 24, 6, 32, 36, 11, 17],
there is growing experimental effort to search for topological boundary reso-
nances in many kinds of wave-supporting media, such as photonic [47, 56, 12]
and phononic [44, 19, 45, 41] crystals, as well as plasmonic [51] systems. A
more recent and quite vigorous effort of the community is to go beyond the pe-
riodic table of topological insulators and superconductors [49, 46, 18], and try to
detect such topological boundary resonances in aperiodic systems, such as almost-
periodic [20, 37, 22, 43, 16], quasi-crystalline [33, 54, 53, 52, 55, 35, 9, 7, 5] and
amorphous patterns [40]. This is now experimentally feasible because, with the
new wave-supporting media mentioned above, one has nearly perfect control over
the design of the system, something which is not at all the case for the electronic
systems.
Quite generally, the bulk-boundary correspondence principle relates the topo-
logical invariants of the bulk to topological invariants of the boundary of a physical
system. Since the boundary invariants are carried by boundary states, this relation
explains the emergence of robust boundary spectrum in systems with non-trivial
bulk-boundary correspondence. This has long been understood for the quantum
Hall effect [14, 48, 29, 30] and, while the bulk-boundary principle is relatively
well understood for the almost-periodic cases [43], it has never been rigorously
formulated for the quasi-crystalline and amorphous cases. Here we deal exclu-
sively with the one dimensional quasi-crystalline case and, as we shall see, the
bulk-boundary correspondence is quite subtle. One of the basic results about the
topology of quasi-crystals is that the phason degree of freedom lives in a Cantor
set [34, 25], which is a totally disconnected space. In contradistinction, for almost
periodic systems, the phason lives on a circle. While that Cantor set differs from
the circle only on a set of measure zero, this difference fundamentally changes the
topology of both the bulk and boundary for the quasi-crystalline systems. Indeed,
while the bulk gap labels remain unchanged, they no longer can be interpreted
in terms of Chern numbers as done for almost periodic systems [20, 43]. Fur-
thermore, the topological structure of the boundary states is quite different, in
particular, any unitary operator constructed from the boundary states is stably ho-
motopic to the identity. Hence, we are facing a situation where the bulk-boundary
principle is trivial in the sense that all topological bulk invariants, provided by the
bulk gap labels, are sent to the unique trivial boundary invariant. This is quite un-
fortunate because the one dimensional quasi-crystalline systems are particularly
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interesting as their bulk energy spectrum is expected to be a Cantor set of zero
measure, hence the spectral gaps abound and, as we shall see, all existing gaps
have non-trivial labels.
Recent experiments [53, 5] with polaritonic wave guides structured like Fi-
bonacci chains have, nevertheless, reported interesting findings. In [53], the res-
onance spectrum of the cavity was measured and its bulk gaps were labeled in
agreement with the gap-labeling theorem [3, 4]. Furthermore, in [5], by coupling
the cavity with its mirror image, localized modes were created at the center of
the mirror symmetry and their frequencies were plotted against the phason. From
these plots, a boundary winding number was read off and shown to coincide with
the bulk gap labels. However, as we shall see, the set of boundary eigenvalues
for all different values of the phason has zero measure and, as a consequence, the
boundary spectrum always displays gaps. As such, the boundary spectral patches
plotted in [5] need to be connected by imaginary lines in order to see the winding
numbers. Such lines, unfortunately, are not justified by the experiments and the
winding numbers depend on the choice of these lines, which is not unique at all.
The purpose of our work is to reconcile these observations with the trivial-
ity of the boundary topology and to give a mathematically rigorous definition of
the winding numbers observed in [5], as well as to provide a rigorous explana-
tion of the equality between the bulk gap labels and these winding numbers. The
latter is based on a modification of the standard exact sequence used in the bulk-
boundary correspondence, which consists, roughly speaking, in augmenting the
Cantor set to a circle, an idea that goes back to Denjoy’s work to classify the
homeomorphisms of the circle [15]. We also establish that the boundary invari-
ant, which is here the winding number of the augmented system, is related to a
physical response coefficient resulting from a change in the potential due to the
phason motion, a characteristic feature of quasi-crystals. This is similar but seem-
ingly not identical to the response coefficient associated with the pressure on the
boundary [26, 31]. Our proofs are based on algebraic topological methods. They
involve the C∗-algebras of the bulk, half-space and boundary physical observables
for the Kohmoto type models. The framework we use to prove the bulk-boundary
correspondance is the K-theory of these and related C∗-algebras. While this might
appear to be heavy machinery, we do not know at present of any other approach,
as the underlying system is aperiodic. On the other hand, the K- and C∗-algebraic
approach to aperiodic solid state systems proposed by Jean Bellissard [3] is by
now well-known and our K-theory arguments are quite standard, following essen-
tially the ideas of [29] and [28].
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Our paper is organized as follows. Section 2 collects results from symbolic
dynamical systems which allow one to study continuity properties of spectra of
Schro¨dinger operators and underlie the non-commutative geometry of such sys-
tems. The simplest one dimensional models for quasi-crystals, the Sturmian se-
quences, have been studied extensively in the forties by Morse and Hedlund [38,
39] in this context. Section 3 introduces three dynamical systems naturally as-
sociated to Sturmian sequences, namely, 1) the original Sturmian subshift (Ξ,Z)
whose space Ξ is a Cantor set and whose sequences have finite local complex-
ity, 2) the augmented subshift (Ξ˜,Z) whose space Ξ˜ is topologically a circle and
which contains the original subshift as its unique minimal component, and 3) an
approximation system (Ξε ,Z) whose space Ξε is also topologically a circle, but
whose sequences have infinite local complexity. The main new results of Section 3
are about the convergence (in spectrum) of the Schro¨dinger operators associated
to (Ξε ,Z) to those of the augmented system (Ξ˜,Z) (Lemma 3.1) and, in partic-
ular, the continuity of the Dirichlet eigenvalues for the augmented system in the
intercept parameter (as we call the phason degree of freedom) (see Cor. 4.1, which
is based on the general Thm. 2.3). This continuity is essential for the definition of
the winding number which we give in Section 4. Section 5 reports numerical ex-
periments for both full and half-space Kohmoto models, which illustrate the issues
raised at the beginning of this Section and also show how our proposed solution
works. More precisely, direct evidence is provided that the K-theoretic labels for
the bulk gaps correlate with the well defined spectral flow of the boundary states
of the augmented models. Section 6 introduces the C∗-algebras canonically asso-
ciated with the dynamical systems introduced in Section 3, and establishes various
relations between them. Section 7 computes the K-theories of these algebras and
the final proof of the bulk-boundary correspondence and the physical interpreta-
tion of the boundary invariant is given in Section 8.
2 Preliminaries from symbolic dynamics
Consider a compact metric space X together with a homeomorphism α : X → X .
Iterating the homeomorphism defines an action of Z on X , i.e. a group homomor-
phism Z 3 n 7→ αn ∈ Homeo(X). This is also referred to as a dynamical system
and denoted (X ,Z). A subsystem (Y,Z) of (X ,Z) is given by a subset Y ⊂ X
which is invariant under the action. The orbit of an arbitrary subset Y ⊂ X is the
subset {αn(y)|y ∈ Y,n ∈ Z} ⊆ X and we denote by O(Y ) the closure of the orbit
of Y . The dynamical system is called minimal if the orbit of any point x ∈ X is
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a dense subset of X , that is, O(x) = X for any x ∈ X . Every dynamical system
contains a minimal subsystem. Two minimal subsystems are either equal or do
not share a common point and for this reason the minimal subsystems are also
called minimal components.
Of importance below will be the universal dynamical system (Xu,Z) associ-
ated with (X ,Z) [1, 2], which is constructed as follows. Let I(X) be the space of
closed subspaces of X which are invariant under the action. We equip I(X) with
the Hausdorff topology, that is, two closed subsets X1,X2 of X are at most Haus-
dorff distance ε apart if, within distance ε of each point of X1 lies a point of X2
and vice versa. Now the space of the universal dynamical system is
Xu = {(Y,y) ∈ I(X)×X |y ∈ Y}
with subspace topology of the product topology on I(X)×X . Clearly Xu is com-
pact and metrisable. α(Y,y) = (Y,α(y)) defines the Z-action on Xu.
Let A ⊂ R be a compact subset and AZ be the space of two-sided infinite
sequences with values in A equipped with the product topology. This topology is
metrisable and we choose to work with the following metric:
d(x,y) = inf{ε > 0 | ∀ |k| ≤ ε−1 : |xk− yk| ≤ ε}
Z acts on sequences by left shift, α(x)n = xn+1 and this action is continuous and
preserves AZ. (AZ,Z) is a symbolic dynamical system.
We denote by AN the sequences of length N with values in A. In analogy to
symbolic dynamics, we call these sequences also the (allowed) words of length N.
We put on AN the product topology.
Definition 2.1 A sliding block code of range r∈N overA is a continuous function
b : A2r+1 → C. Such a function extends to a function on AZ by reading from
x∈AZ only the block of length 2r+1 around 0, i.e. the word x−r · · ·xr. A function
f :Z→C is called strongly pattern equivariant for x∈AZ if there exists a sliding
block code b :AN → C such that f (n) = (b◦αn)(x).
Given a sliding block code b of range r, we obtain, for every x ∈ AZ, a strongly
pattern equivariant function b˜x : Z→ C by setting
b˜x(n) = b(αn(x)) = b(xn−r, · · · ,xn+r). (2.1)
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A family of Schro¨dinger operators {Hx}x∈AZ is called strongly pattern equivariant
if there is a finite subset S ⊂ Z+ and for each k ∈ S a sliding block code bk such
that
Hx = ∑
k∈S
(b˜k)xT k +h.c. (2.2)
where T is the left translation operator on `2(Z), Tψ(n) = ψ(n+ 1), and (b˜k)x
act as multiplication operators on the same Hilbert space. As usual, h.c. stands
for the hermitian conjugate. The largest value of S is the range of the operator. A
simple example is given by the model
Hxψ(n) = ψ(n−1)+ψ(n+1)+ vx(n)ψ(n) (2.3)
where v = b˜0 is a strongly pattern equivariant function defined by a sliding block
code b0 : A1→ R of range 0. The original Kohmoto model [21] is of the above
form, with A= {a,b} and b0(a) = 0, b0(b) = 1.
Strongly pattern equivariant families of Schro¨dinger operators are covariant,
T HxT−1 = Hα(x). Note that there is always a uniform (in x) upper bound for the
norm of the Hx. We can restrict such families to subsystems (X ,Z) ⊂ (AZ,Z)
where X is closed and shift invariant. We then denote by HX the restriction of
{Hx}x∈AZ to points x ∈ X and spec(HX) =
⋃
x∈X spec(Hx). It is natural to view the
latter as elements of K(R), the space of compact subsets of the real line equipped
with the Hausdorff topology.
The map X 3 x 7→ Hx is strongly continuous. Indeed, as the distance between
x and x′ gets closer then they coincide more and more on larger pieces and hence,
when applied to a compactly supported vector near the origin, Hx and Hx′ yield
the same result. It follows that spec(Hx) contains spec(H ′x) for all x′ ∈ O(x) and
hence is equal to spec(HO(x)). In particular, if (X ,Z) is minimal then all Hx, x ∈ X
have the same spectrum.
Theorem 2.2 ([1, 2]) Let {Hx}x∈AZ be a family of strongly pattern equivariant
Schro¨dinger operators. The map Σ : I(AZ)→K(R),
Σ(X) = spec(HX)
is continuous.
Proof: For finite A this is Corollary 4.3.14 of [1]. For compact A the result
follows with the same methods as every sliding block code defines a continuous
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function on AZu by b(Y,y) = b(y). The result is then a consequence of Thm. 2 of
[2]. q.e.d.
We now turn to the situation with a boundary, which is formalized as follows.
We add a large real number z to the alphabet A, Aˆ = A∪{z} and then construct
the following shift space. If X is a closed invariant subspace of AZ and r ∈ N,
then we let X+r be the set of sequences x
+
r ∈ AˆZ of the following form: there is
x ∈ X such that
(x+r )n =
{
xn if n≥−r,
z otherwise.
X+r is a closed subspace of Aˆ
Z, but it is not shift invariant. Note that O(x+r )
contains the constant sequence xn = z and the set M0 containing only this sequence
is a minimal component. If X is minimal then O(x+r ) = {αn(x+r )|n∈Z}∪X ∪M0.
This can be seen as follows: if y ∈ O(x+r ) lies in a minimal component then it
is either an accumulation point of the forward, or of the backward orbit. But all
accumulation points of the forward orbits lie in X whereas the backward orbit has
one single accumulation point, namely the constant sequence xn = z. Lastly, let us
remark that the map x 7→ x+r from X to X+r is continuous and onto.
The map p : Aˆ1 → C, p(ω) = 1 if ω 6= z and else 0 is a sliding block code.
We use this to extend the family of strongly pattern equivariant Hamiltonians to
the larger space AˆZ,
Hx,s = ˜(p◦α−s)x
(
∑
k∈S
(b˜k)xT k
)
+(1− ˜(p◦α−s)x)z+h.c., s ∈ N.
Here the sliding block codes bk are extended to Aˆ by 0 on words which contain z.
Theorem 2.3 Let (X ,Z) be a minimal subsystem of (AZ,Z). The map X+r 3 x+r 7→
spec(Hx+r ,s) is continuous.
Proof: We show that O(y+r ) and O(y′
+
r ) are close if y
+
r and y
′+
r are close in X
+
r .
Let x ∈ O(y+r ). We have d(x,O(y′+r )) = inf{d(x,x′)|x′ ∈ O(y′+r )}. If x is in a
minimal component of O(y+r ) then d(x,O(y
′+
r )) = 0, because O(y
+
r ) and O(y
′+
r )
have the same minimal components. So let x not be in a minimal component, and
hence x = αn(y+r ) for some n ∈ Z.
Suppose that d(y+r ,y
′+
r ) < ε , that is, |(y+r )k− (y′+r )k| < ε for all |k| < ε−1. If
0≤ n≤ 12ε−1 then d(αn(y+),αn(y′+r ))< 2ε . If n≥ 12ε−1 then d(αn(y+r ),αn(y))<
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2ε and since y ∈ X ⊂ O(y′+r ) we see that, in both cases, d(αn(y+r ),O(y′+r ))< 2ε .
Finally, if n is negative then d(α−n(y+r ),α−n(y′
+
r ))≤ d(y+r ,y′+r ). This shows that
the Hausdorff distance between O(y+r ) and O(y
′+
r ) is bound by twice the distance
between y+r and y
′+
r .
By Theorem 2.2 the map Σ : I(AˆZ)→K(R) is continuous. We apply this to
the subspace {O(x+r )|x+r ∈ X+r } ⊂ I(AˆZ) to conclude with the above that x+r 7→
spec(HO(x+r ),s) is continuous. We saw that spec(HO(x+r ),s) = spec(Hx+r ,s). q.e.d.
For x ∈ X we define Hˆx to be the compression of Hx to the right half-space, i.e.
Hˆx : `2(N)→ `2(N), Hˆx =Π∗HxΠ,
with Π the usual partial isometry from `2(N) to `2(Z). In the case of strongly pat-
tern equivariant Schro¨dinger operators Hˆx is the restriction of
(
∑k∈S(b˜k)xT k
)
+
h.c. to `2(N).
Corollary 2.4 Let (X ,Z) be a minimal subsystem of (AZ,Z) and {Hx}x∈X a
strongly pattern equivariant family of Schrodinger operators. Then the map X 3
x 7→ spec(Hˆx) is continuous.
Proof: Recall that the map x 7→ x+r is continuous and take R ∈ N greater than
the maximum range of sliding blocks in Hx. Then Hx+R ,R = Hˆx ⊕ z(I −ΠΠ
∗)
hence spec(Hx+R ) = spec(Hˆx)∪ {z}. If we take z larger than a common bound
on the norm of the Hˆx, then its contribution to the spectrum is well separated from
spec(Hˆx). The latter is then continuous of x, which follows from the continuity of
spec(Hx+R ,R) w.r.t. x
+
R . q.e.d.
3 Dynamical systems and models associated to Stur-
mian sequences
Sturmian sequences can be defined as the repetitive aperiodic sequences x∈{a,b}Z
which have minimal word complexity function, namely there are exactly n+ 1
distinct words of length n in x. In the seminal work by Morse and Hedlund
[38, 39], various other characterizations of these sequences have been given and
here we make substantial use of their geometric characterization by means of the
cut & project formalism, illustrated in Fig. 3.1. Consider the integer lattice Z2
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Figure 3.1: The cut & project scheme. (a) A one dimensional quasi-periodic point pattern
(the dots 0,1,2, . . .) is generated by projecting the points of Z2 ∩ ([0,1]2 +Lφ) orthogo-
nally onto the line Lφ . (b) When wrapped on R2/Z2, the same point pattern is generated
by the intersection of Lφ (which now winds on the torus) with the transversal W shown as
a blue line (dashed part excluded). The figure also illustrates the notation introduced and
used in the text.
in R2 and parametrize the anti-diagonal D of the unit cell [0,1]2 ⊂ R2 by [0,1]:
[0,1] 3 ϕ 7→ i(ϕ) := ϕe2 + (1− ϕ)e1 ∈ D. Let θ ∈ [0,1] be an irrational and
Lθ be the line in R2 which passes through the origin 0 ∈ R2 and the point on D
parametrized by θ . Consider the orthogonal projection pi⊥ onto the orthocom-
plement of Lθ and let W be −pi⊥([0,1]2). These are the data of the cut & project
scheme. To obtain a Sturmian sequence with intercept φ ∈ [0,1] consider the inter-
section of Lφ := Lθ + i(φ −θ) with Z2+W . This is a discrete subset of Lφ which
can be ordered, as Lφ is a line, and so is given by a sequence w(φ) =
(
wn(φ)
)
n∈Z
of points. Each of these points can be uniquely specified by their ϕn coordinate
on D. Denote by NS the set of φ for which Lφ does not intersect a boundary point
of Z2+W . It turns out that, for all φ ∈ NS, the difference vectors wn−wn−1 take
only two different values [38, 39]; we can distinguish them by their length which
we denote a and b with a < b. Defining ξn to be the length of wn−wn−1, we
obtain in this case a sequence ξ = (ξn)n ∈ {a,b}Z which has the desired minimal
word complexity. To note its dependence on the intercept we also write ξ (φ).
For φ ∈ NS and with the notation from Fig. 3.1, we can give the formula:
wn(φ) = nl0+ γ
(
ϕn−χ(ϕn−θ)
)
, ϕn =
{
φ +nθ
}
, n ∈ Z. (3.1)
Here {r} denotes the fractional part of r ∈ R, χ the indicator function on R+.
Note that the function r 7→ {r}−χ({r}−θ) is 0 on r = 0 and on r = 1 and has a
discontinuity at r = θ . When θ = 3−
√
5
2 , b/a becomes the golden ratio and w(φ)
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Figure 3.2: Example of a smoothed Sturmian system.
describes a Fibonacci sequence.
The Sturmian sequences obtained in the above geometric way, for fixed θ but
varying intercept φ (but such that Lφ does not intersect the boundary of Z2+W )
form a shift invariant non-closed subset of {a,b}Z. From a topological point of
view, it is most interesting to study what has to be added to this system to get a
complete dynamical system. There are several options.
i. Identifying the end points of [0,1] to obtain a circle, NS becomes a dense set
of S1 and we refer to its points as the non-singular values for φ . One easily
sees that its complement of so-called singular values is θZ modulo 1. One
way to obtain a completion of the dynamical system (NS,Z) is to complete
NS in the euclidean topology to obtain all of S1. The Sturmian sequence
with intercept φ shifted by one unit (to the left) corresponds to the sequence
with intercept φ +θ . The completed system is therefore the rotation action
by θ on the circle S1. It is minimal as we assume θ to be irrational.
ii. From the point of view of symbolic dynamics it is natural to complete the
shift invariant subset of sequences ξ (φ) with intercept φ ∈ NS in the topol-
ogy of {a,b}Z. The result is, by definition, the Sturmian subshift with pa-
rameter θ . We will denote it by (Ξ,Z). It is a minimal system. But its
space Ξ is totally disconnected, as {a,b}Z is a Cantor set. We can de-
scribe Ξ in a geometric way by means of limits. Indeed, let φ be a sin-
gular value. Then we can approach it from the left or from the right by
sequences of non-singular values. While on S1 the limits are the same,
ξ (φ+) := limφ→φ+ ξ (φ) will differ from ξ (φ−) := limφ→φ− ξ (φ) by ex-
actly one word of length 2: the first can be obtained from the second by
flipping exactly one pair ab to ba. We call such Sturmian sequences also
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singular; they are characterised by the fact that they contain a flipping pair,
that is a pair (ba or ab) which can be flipped so that the result remains a
Sturmian sequence.
Geometrically we can think of Ξ as the cut up circle: Whenever φ is singular
we replace it by its two half-sided limits φ+ and φ−. This can be done
topologically by means of inverse limits: Consider a chain of finite subsets
Sk ⊂ Sk+1 such that
⋃
k∈N Sk consists of all singular points. At step k take
out the points of Sk\Sk−1 and complete the individual components by adding
boundary points. In the limit we have disconnected the circle along θZ.
iii. If, instead of replacing a singular point φ by its two half-sided limits φ+
and φ− we replace it by a closed interval [0,1] in the above construction,
we obtain the augmented system (Ξ˜,Z). It can be parametrized as follows:
It contains NS and for each singular φ we parametrize the added in interval
by (φ , t), t ∈ [0,1]. Ξ˜ contains Ξ as a closed subspace where, for each
singular φ , φ− = (φ ,0) and φ+ = (φ ,1).
Let us give this a symbolic interpretation. If we would construct a sequence
of points (wn)n as above for a singular choice of the intercept, then there
would be exactly one position n at which wn−wn−1 has a third length c =
b−a, and both, wn+1−wn and wn−1−wn−2 would have length a. Therefore
the sequence (wn−wn−1)n would not be a Sturmian sequence. However,
if we take out either wn or wn−1 then the length of the difference vectors
form a Sturmian sequence. (The above describe limiting procedure can be
interpreted in making this choice.) The augmented Sturmian sequence can
now be symbolically understood by saying that instead of taking out one
of the two points one replaces the two by a convex combination twn+(1−
t)wn−1, t ∈ [0,1]. (φ , t) therefore corresponds to a sequence ξ (φ , t)∈ [a,b]Z
in which the flipping pair ba has been replaced by the word btat where
bt = ta+(1− t)b and at = (1− t)a+ tb.
(Ξ,Z) is the unique minimal component of (Ξ˜,Z). The augmented version
is crucial for a correct understanding of the bulk-boundary correspondance.
iv. For numerical approximation and comparison with other results from the
literature we also consider a smoothed out version of the Sturmian subshift.
To describe this it is convenient to consider the cut & project scheme on
the torus R2/Z2, as in Fig. 3.1(b). There, the line Lφ wraps densely around
this torus and W appears as a one-dimensional line segment of constant ir-
rational slope. The constant slope guaranties that the resulting sequence
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(wn−wn−1)n has only finitely many values, but inhibits (because of the ir-
rationality of the slope) that the segment is a closed continuous curve on the
torus. On the other hand, if W is deformed into a closed continuous curve,
which is transversal to Lφ for all φ , then the map φ 7→ ξ (φ) from above
becomes continuous for all φ ∈ S1. As a consequence, for a transversal W
which is a closed continuous curve the corresponding symbolic dynamical
system is topologically conjugate to the rotation by θ on S1. One should
be aware, however, that ξ (φ) takes now a dense set of values in the interval
[a,b], hence the system has infinite local complexity [27].
We consider here a deformation Wε of W which is obtained if one replaces
the indicator function χ in (3.1) by χε(t) = 12(1+ tanh(
t
ε )). Indeed, if we
plot the segment W as a function of φ with an y-axis which is along Lθ (thus
a bit tilted) then it has a discontinuity at φ = θ . We smooth this disconti-
nuity out with the help of the above approximation to the step function (see
Fig. 3.2). We denote the corresponding system by (Ξε ,Z) and the sequence
with intercept φ by ξ (ε,φ). (Ξε ,Z) is a minimal subsystem of ([a,b]Z,Z)
which is topologically conjugate to the first of the above systems, the rota-
tion action by θ on S1.
Above we defined three symbolic dynamical systems Ξ, Ξ˜, and Ξε , which will
play a role in what follows. They are all subsystems of [a,b]Z. A strongly pat-
tern equivariant family of Hamiltonians Hx for x ∈ [a,b]Z defines therefore, by
restriction to the three spaces Ξ, Ξ˜, and Ξε , families for all these subsystems. We
simplify the notation by writing Hφ ,t for Hξ (φ ,t) (here φ is a singular value).
How are these different systems related? We have already commented on
various relations between them, but now we want to compare more closely the
smoothed out version with the augmented Sturmian subshift. Before doing that let
us point out that, from a dynamical point of view and therefore also, as we will see,
from a operator algebraic point of view, the smoothed out system (Ξε ,Z) does not
converge to the Sturmian subshift (Ξ,Z) when ε tends to 0. This is already clear
from the fact that the space Ξε is homeomorphic to a one dimensional manifold
and its sequences have infinite local complexity, whereas Ξ is a Cantor set and its
sequences have finite local complexity (the ξn take only finitely many values).
Lemma 3.1 With the notation of Section 2, we have
lim
ε→0
dH(Ξε , Ξ˜) = 0.
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Proof: Let δ > 0 and rδ be the minimal distance between the points of {{nθ}| |n| ≤
δ−1+1}∪{1}. Clearly rδ → 0 if δ → 0. Let εδ be so small that |χ(t)−χεδ (t)|<
δ for all |t| ≥ rδ . We will show that, for all ε ≤ εδ , within distance rδ +δ of any
point in Ξε there is a point in Ξ˜ and vice versa.
A point in ξ (ε,φ) ∈ Ξε is given by a sequence ξn(ε,φ) = wεn(φ)−wεn−1(φ)
where
wεn(φ) = nl0− γ
(
ϕn−χε(ϕn−θ)
)
, ϕn =
{
φ +nθ
}
.
If ε ≤ εδ then |wεn(φ)−wn(φ)| > δ implies that |ϕn−θ | < rδ which means that
φ = φ ′− (n−1)θ for some |φ ′| < rδ . Moreover this can happen at most for one
n ∈ Z with |n| ≤ δ−1 and we denote this n by m (if |wεn(φ)−wn(φ)| ≤ δ for all
|n| ≤ δ−1 then ξ (ε,φ) is within distance δ to the sequence ξ (φ) and we are done).
Since |φ ′|< rδ we have, for n 6= m, |n| ≤ δ−1+1, wn(φ) = wn((1−m)θ)− γφ ′.
Define
w˜n =
{
wn((1−m)θ) for n 6= m
wεm(φ)+ γφ ′ else
Since (1−m)θ is a singular value and wεm(φ)+γφ ′ lies in between wn((1−m)θ−)
and wn((1−m)θ+) the sequence (w˜n− w˜n−1)n belongs to Ξ˜. By construction it
is δ -close to the sequence (wεn(φ)−wεn−1(φ))n.
Consider now ξ (kθ , t) ∈ Ξ˜. It is given by ξn(kθ , t) = w˜n− w˜n−1 where w˜n =
wn(kθ) if n+k 6= 1 and w˜1−k =(1−k)l0−γ(θ−t). If ε ≤ εδ then, for all n 6= 1−k
with |n| ≤ δ−1 + 1 and all |φ ′| ≤ rδ we have |wn(θ + φ ′)−wεn(θ + φ ′))| ≤ δ .
On the other hand, if φ ′ ranges over (−rδ ,rδ ) then wε1−k(θ +φ ′) ranges from at
least (1− k)l0− γ(θ − rδ − δ ) to (1− k)l0− γ(θ + rδ − 1+ δ ). This shows that
for some φ ′ we have |w˜1−k−wε1−k(θ + φ ′)| ≤ rδ + δ . For that φ ′ the distance
between ξ (θ , t) and (wεn(θ +φ ′)−wεn−1(θ +φ ′))n is smaller than rδ +δ . As the
set of ξ (kθ , t) with k ∈ Z and t ∈ [0,1] lies dense in Ξ˜, we are done. q.e.d.
Corollary 3.2 Let Hx be a strongly pattern equivariant Hamiltonian associated
to ([a,b]Z,Z). Let ξn ∈ Ξ1/n. Then
lim
n→+∞spec(Hξn) = spec(HΞ˜) =
⋃
t∈[0,1]
spec(H(φ ,t))
for any singular φ .
Proof: (Ξε ,Z) is minimal and thus all Hx, x ∈ Ξε have the same spectrum and
hence spec(Hx) = spec(HΞε ). The statement follows therefore from Lemma 3.1
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and Theorem 2.2. The last equality follows from the fact that spec(H(φ ,t)) is inde-
pendent of the choice of the singular value φ , as different choices lead to unitarily
equivalent operators. q.e.d.
4 The winding number of Dirichlet eigenvalues
It is a generic feature of operators Hˆx obtained by compression of strongly pattern
equivariant operators Hx on `2(Z) onto the half space `2(N) that their spectrum is
richer than that of Hx. Indeed, Hx and Hˆx⊕ Π˜∗HxΠ˜, with Π˜ the partial isometry
from `2(Z \N) to `2(Z), differ just by a finite rank perturbation. In this case
it is known (see e.g. [50]) that spec(Hˆx⊕ Π˜∗HxΠ˜) = spec(Hˆx)∪ spec(Π˜∗HxΠ˜)
contains spec(Hx) (which is essential spectrum) plus additional discrete spectrum.
As such, if ∆ is a gap in the spectrum of Hx, then Hˆx may contain eigenvalues in
that gap, that is, isolated spectral values µ such that
Hˆxψ = µψ
for ψ ∈ `2(N). The number of eigenvalues in each gap ∆, counted with their de-
generacy, cannot exceed the rank of the perturbation [50]. A square integrable
solution ψ to that equation will be referred to as a boundary state, as it is lo-
calized near the boundary. Since such a solution can be interpreted as satisfying
Dirichlet boundary conditions at n = 0 we call µ a Dirichlet eigenvalue. Due to
the mirror symmetry, the localized states measured at the mirror symmetric points
in the experiments of [5] can be theoretically described as boundary states of Hˆx.
Of course, µ = µ(x) depends on x and we are interested in its behaviour under
variation of x.
Corollary 4.1 Let X be any of the three Ξ, Ξε , or Ξ˜. The map X 3 x 7→ spec(Hˆx)
is continuous.
Proof: In the cases in which X is Ξ or Ξε this is a restatement of Corollary 2.4
as both systems are minimal. In the third case Ξ˜ is not minimal, but Ξ is its
minimal component. As any Hˆ(φ ,t) is a finite rank perturbation of Hˆ(φ ,0) and Hˆ(φ ,1)
continuity in t follows from analytic perturbation theory. The continuity extends
therefore from Ξ to Ξ˜. q.e.d.
For Ξ, which is a Cantor set, the continuity proven above does not exclude
singular behavior of the boundary spectrum. Indeed, let ∆ be a spectral gap of
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HΞ, i.e. a connected component of the resolvent set of HΞ. Consider a closed
interval ∆′ ⊂ ∆. Pick ξ arbitrary from Ξ. Then spec(Hˆξ )∩∆′ consists of at most
finitely many isolated points; let K be an upper bound to their number. Let µ(ξ )
be such a point, if it exists at all, and let ψ be its normalized eigenvector. Since
the distance of ∆′ to the spectrum of HΞ is strictly positive, a direct application of
Thomas-Combes theory shows that ψ(n)≤ ce−βn with real constants c and β > 0
which do not depend on ξ (as long as µ(ξ ) ∈ ∆′).
Consider now the first N singular points φn = nθ , i = 1, · · ·N. They divide the
circle S1 into N connected open sets and consequently Ξ into N clopen sets I j.
Any two sequences from the same I j agree on their first N entries. The ξ chosen
above necessarily falls into one of these, say Ik. Thus, for any ξ ′ ∈ Ik such that
µ(ξ ′) ∈ ∆′ we have (Hˆξ ′−µ(ξ ))ψ(n) = 0 provided n< N− r where r is the sum
of the range of Hξ and the largest range of the sliding block codes. It follows that
∥∥(Hˆξ ′−µ(ξ ))ψ‖ ≤ 2‖Hξ‖
(
∑
n≥N−r
‖ψ(n)‖2
) 1
2
≤ c′e−βN
for some constant c′ which again, does not depend on ξ . This implies that the
distance between µ(ξ ) and the spectrum of Hˆξ ′ is bounded from above by c′e−βN .
We conclude that spec(HˆIk)∩∆′ is contained in (at most) K intervals of widths
less than c′e−βN . As such, spec(HˆΞ)∩∆′ = ⋃Nk=1 spec(HˆIk)∩∆′ is contained in
at most KN intervals of widths at most c′e−βN . Hence, the Lebesque measure of
spec(HˆΞ)∩∆′ cannot exceed c′KNe−βN . But this upper bound goes rapidly to
zero as N→ ∞. We have just proved:
Proposition 4.2 The spectrum spec(HˆΞ)∩∆ has Lebesque measure 0. In partic-
ular it contains gaps.
Because of the last result, we cannot define a spectral flow through the gap as
x varies in Ξ, and neither a winding number. Consider, however, the situation in
which X is homeomorphic to the circle S1 and there is one Dirichlet eigenvalue
µ(x) in the gap for some x ∈ X . The continuity of x 7→ spec(Hˆx) implies that
Dirichlet eigenvalues depend continuously on x. Therefore the eigenvalue µ(x)
cannot disappear in the interior of the gap under variation of x but only be ab-
sorbed by the gap-boundaries or have a trajectory that closes into itself without
touching the gap-boundaries. Identifying the gap boundaries, the gap becomes a
circle and the function x 7→ µ(x) defines a winding number (with the convention
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that, if there is no eigenvalue at x inside the gap ∆, then µ(x) coincides with the
gap boundary). Now if there are several Dirichlet eigenvalues they define several
continuous functions x 7→ µi(x) and the winding number of the gap ∆ is the sum
of the winding numbers defined by the individual curves in ∆. Strictly speaking,
if there is level crossing then we have to make choices in the definition of these
functions, but the sum of their winding numbers can be easily seen to be indepen-
dent of these choices. Stated differently, the winding number of gap ∆ depends
only on the spectral flow of the boundary states in ∆, that is, the restriction of
x 7→ spec(Hˆx) to the gap.
5 Numerical Experiments
In this section we present the results of the numerical calculations of various spec-
tra. We will restrict to one specific Hamiltonian of the type (2.3):
Hξ = T +T
∗+2b˜ξ , ξ ∈ [a,b]Z, (5.1)
where the sliding block code is b : [a,b]→ R, b(t) = (t−a)/(b−a). The above
Hamiltonian will also be subjected to Dirichlet boundary conditions. We follow
the notation from Section 2, hence HΞ denotes the family {Hξ}ξ∈Ξ etc. . Standard
numerical approximants are employed and the targeted accuracy was such that the
numerical errors will not be detectable by the eye in the plots reported here. The
value of θ has been fixed to 3−
√
5
2 , hence we simulate Fibonacci sequences.
5.1 Bulk spectra
In Fig. 5.1 we show the bulk spectra for the models associated to different spaces.
The bulk spectra are computed with periodic boundary conditions on a finite ap-
proximant. The figure confirms and exemplifies the statement of Cor. 3.2. Indeed,
it shows clearly that spec(HΞε ) converges to spec(HΞ˜) in the limit ε → 0, and
not to spec(HΞ). We recall that, whereas spec(HΞε ) = spec(Hξε ) for any point
ξε ∈ Ξε and spec(HΞ) = spec(Hξ ) for any point ξ ∈ Ξ, we have spec(HΞ˜) =⋃
t∈[0,1] spec(Hφ ,t) for any singular choice of φ . While the numerical data show
that the prominent spectral gaps in spec(HΞ) remain open when augmenting to Ξ˜,
this is not the case for all of the spectral gaps. We will show however below, that
the exponential map of the six-term exact sequence associated to the left SES of
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diagram 6.3 is trivial, which is a sign that the closing of these gaps is not topologi-
cal (the K-group elements defined by the spectral gaps in spec(HΞ) lift to K-group
elements in the K0-group for the augmented model).
Energy
(a)
(b)
(c)
(d)
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Figure 5.1: Bulk spectra of HX for the three choices for X . The first three panels show
spec(HΞε ) with ε = 0.1 (a), ε = 0.01 (b), ε = 0.001 (c). Panel (d) shows spec(HΞ˜) and
panel (e) how spec(Hφ ,t) depends on t ∈ [0,1]. Finally, panel (f) shows spec(HΞ). The
computations were performed with periodic boundary conditions on a finite system of size
6765, which came from the rational approximation: θ = 3−
√
5
2 =
2584
6765 −9.77×10−9.
5.2 Boundary spectra and Dirichlet eigenvalues
The set
specb(X) =
⋃
x∈X
spec(Hˆx)\ spec(HX)
may be referred to as the boundary spectrum, as all its values correspond to eigen-
states localized at the boundary. We call the boundary spectrum topological if
it covers a bulk gap completely, regardless of the imposed boundary conditions.
This property, while interesting in itself, is a necessary condition for a topologi-
cally non-trivial spectral flow at the boundary.
To visualize the spectra of Hˆξ , ξ ∈ X where X is Ξ or Ξε , we first note that the
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(uncountable) union over all space
⋃
ξ∈X spec(Hˆξ ) yields the same as the count-
able union along a single orbit
⋃
n∈Z spec(Hˆαn(ξ ))where ξ can be any choice. This
follows from the fact that the systems (X ,Z), X = Ξ or Ξε , are forward minimal
(every forward orbit is dense). Now we approximate spec(Hˆξ ) by spec
(
H(D)ξL
)
where ξL = {ξ0, . . .ξL−1} is the restriction to the finite length L part of ξ and
we impose Dirichlet conditions at the two boundaries. Of course, spec
(
H(D)ξL
)
includes the Dirichlet eigenvalues of both boundaries, that is the eigenstates lo-
calized at the left and at the right boundary. But due to the inversion symmetry
of Sturmian sequences, namely that ξn 7→ ξ−n preserves the spaces Ξ and Ξε , the
spectrum coming from the left Dirichlet eigenvalues and that coming from the
right Dirichlet eigenvalues have to coincide and thus
⋃L−1
n=0 spec
(
H(D)αn(ξL)
)
approx-
imates
⋃
ξ∈X spec(Hˆξ ) where the index k in the shift action α(ξk) = ξk+1 is to be
taken modulo L.
(a)
(b)
(d)
(c)
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Figure 5.2: Boundary spectrum specb(HˆΞε ), ε = 0.1 (shown in red). For reference, the
spectrum of the periodic model from Fig. 5.1(b) has been overlapped and shown in black.
The panels show
⋃
n spec
(
H(D)αn(ξL)
)
for one ξ ∈ Ξε (L = 6765 as in Fig. 5.1), with (a)
n = 0, (b) n = 0, . . . ,9, (c) n = 0, . . . ,99 and (d) n = 0, . . . ,999.
Fig. 5.2 shows that the boundary spectrum specb(HΞε ) (ε = 0.1) is topological.
Indeed, as higher n is considered, i.e. more spectra are overlapped, the union of the
Dirichlet spectra is seen to sample better and better the bulk gaps. With the present
resolution, some of the bulk gaps already appear completely filled in Fig. 5.2(d).
In practice, the union of the Dirichlet spectra can be obtained by bundling together
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many (finite) chains and measuring the states which are localized at one edge. The
energies of these states fall insight the bulk gap thus creating a strictly positive
density of states of the bundle at its boundary. These states cannot be moved out of
the gap by wearing and tearing, because their existence follows from topological
(K-theoretic) arguments which are not conditioned by any particular boundary
condition. Furthermore, the bundles can be generated simply by cutting a single
pattern at consecutive places, as done in Fig. 5.2. We have verified numerically
the these conclusions remain unchanged when ε is reduced even by orders of
magnitude.
Fig. 5.3 shows that the situation is very different for the Kohmoto model. We
have verified that, even when we take the maximal value for n that is allowed by
the finite size of the system, the bulk gaps remain mostly empty of boundary spec-
trum, in agreement with Proposition 4.2. This already indicates that the Kohmoto
model does not support topological boundary spectrum.
(a)
(b)
(c)
(d)
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Figure 5.3: The boundary spectrum of the Kohmoto model with Dirichlet boundary con-
dition (shown in red). For reference, the spectrum of the periodic model from Fig. 5.1(f)
has been overlapped and shown in black. The panels show
⋃
n spec(H
(D)
αn(ξL)
) with, as
in Fig. 5.1, L = 6765 and, for (a) n = 0, (b) n = 0, . . . ,9, (c) n = 0, . . . ,99 and (d)
n = 0, . . . ,999.
5.3 Dependence of the Dirichlet eigenvalues on the intercept
Whereas in Figs. 5.2 and 5.3 we have superimposed the spectra of H(D)ξ for differ-
ent ξ ∈ X , in Fig. 5.4 we show their dependence on the intercept φ . Note that φ
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Figure 5.4: Edge spectra rendered as functions of the intercept φ . Panels (a) and (d)
re-plot the data from Figs. 5.2(d) and 5.3(d), respectively, (b) is same as panel (a) but for
ε = 0.01, while (c) is a plot of ∪t∈[0,1]spec(Hˆφ ,t). The labels of the most prominent gaps
(see next figure) are included for the reader’s convenience. The marks in panel (a) indicate
which bands are localized at the left edge.
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is along the y-axis and periodic. We refer to the red lines in the panels as spectral
flow lines, along the parameter φ ; they may also be understood as band functions
for the boundary spectrum with φ playing the role of quasi-momentum. It should
be kept in mind, that the curves show the left and right Dirichlet eigenvalues,
together. However, by modifying the potential at one end of the chain and observ-
ing which lines have been affected, we can easily decide which values correspond
eigenstates localized at the left and which at the right boundary. Indeed, our ob-
servation is that half of the lines remain virtually un-affected, and so we can be
sure that the boundary spectra at the two edges are entirely decoupled. This being
said, we can focus on the spectral flow of the states localized at the left boundary,
which have been marked in panel (a) of the figure (and hence can be also identified
in the rest of the panels).
We now analyze Fig. 5.4 more closely. As alluded to already in the previous
section, the smooth models shown in panels (a) and (b) display spectral flow lines
visible through the red lines connecting the lower and upper gap-boundaries. If
we identify the gap-boundaries as in Section 4, then the flow lines wind once or
several times around the gap, which is now a circle, and we can easily read-off
their winding numbers. The data confirm that the spectral flow of the boundary
states of the smooth models converge in the ε → 0 limit to that of the augmented
model, shown in panel (c). For this case too, we can define without any difficulty a
winding number. But note that in panel (c) the lines are piecewise either horizontal
or vertical. The horizontal lines are, of course, not functions of φ but they arrise
as we take the union over t. The non-horizontal pieces of the red lines in panel
(c) look vertical to the eye and thus the winding number depends only on the
horizontal (t-dependent) part of the lines. We exploit this to give an interpretation
of the winding number in Section 8.1.
We can clearly see in panel (d) that the spectral flow lines are discontinuous
as a function of φ for the Kohmoto model and therefore there is no proper way
of defining winding numbers. This picture ought to be compared with Figure 3
(a),(c) of [5], except that in [5] φ is plotted along the x-axis. The vertical pieces of
the curves of [5] Fig. 3 (c) remain unexplained and there is no way to guess them,
as is clear, for instance, if one considers the gap with label 1 of our panel (d). How
should one conclude from panel (d) that the winding number of the edge states in
that gap should be −1?
For the panels (a), (b) and (c), where the winding numbers are well defined,
the winding numbers corresponding to the prominent gaps can be seen to coincide
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Figure 5.5: The spectrum spec(HΞ) (shaded regions), replotted from Fig. 5.1, and its
integrated density of states (red curve). Several prominent spectral gaps can be observed,
together with their labels.
with the so called gap labels provided by the K-theory and listed above panel (d).
5.4 Integrated density of states at gap energies
Fig. 5.5 shows a numerical representation of the integrated density of states (IDS)
for the Kohmoto model. It has been computed as
IDS(E) =
number of eigenvalues of HξL smaller than E
L
, (5.2)
where L is the finite size of the periodic approximant used in the simulations. For
Kohmoto model, it is known that the IDS, when evaluated inside the spectral gaps,
can take only the values [3, 4]
IDS⊆ {n+mθ , n,m ∈ Z}∩ [0,1]. (5.3)
As we shall see, the labels (n,m) are bulk topological invariants supplied by the
K-theory of the algebra of bulk observables. Fig. 5.5 also reports the label m of
the prominent gaps, as computed from the numerical IDS. One central issue in
our work is how to relate this bulk topological invariant to the topological edge
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spectrum. Note that all gap labels m in Fig. 5.5 are different from zero, which is
a direct consequence of (5.3). Indeed, the only gap labels (n,m) with m = 0 for
which IDS fits inside the interval [0,1] are n = 0 or 1, but these cases correspond
to the empty or fully populated spectrum, respectively.
6 C∗-algebras
Our proof of the bulk-boundary correspondence uses the C∗-algebraic description
of covariant families of Schro¨dinger operators.
6.1 Preliminaries
Two C∗-algebras associated to a topological dynamical system given by a home-
omorphism α on a compact space X will be of importance. The first one is the
crossed product algebra C(X)oα Z. It is the universal C∗-closure of the ∗-algebra
C(X)αZ given by finite sums of finite products of elements of C(X) and a unitary
u such that u f u∗ = f ◦α . Each x ∈ X induces a representation pix of C(X)αZ on
`2(Z),
pix( f )ψ(n) = f (αn(x))ψ(n), pix(u) = T
where f ∈ C(X) and T is the left translation operator, Tψ(n) = ψ(n+ 1). The
universal C∗ norm on C(X)αZ is given by ‖H‖ := supx∈X ‖pix(H)‖.
In the context of symbolic dynamics where X is a symbolic subshift, a sliding
block code b, extended to C(X), defines an element of C(X)αZ and pix(b) = b˜x
as defined in (2.1). Thus the covariant family (2.2) coincides with the family
(pix(H)x∈X where H =∑k∈S(bkuk+u−kb¯k). The covariant family is thus described
by a single element in the C∗-algebra and, since the family of representations pix,
x ∈ X is faithful, this yields a one-to-one correspondance. A single representation
pix is faithful if the orbit of x is dense, and then we may identify C(X)oα Z also
with the norm closed subalgebra of B(`2(Z)) of that representation.
A second algebra associated to the dynamical system is the Toeplitz extension
algebra T(C(X),α). It is the universal C∗-closure of the ∗-algebra C(X)αN given
by finite sums of finite products of elements of C(X) and a proper coisometry
v such that v f v∗ = f ◦α . v being an coisometry means that vv∗ = 1 and v∗v =
1− eˆ where eˆ is a non-zero projection. Each x ∈ X induces a representation pˆix of
C(X)αN on `2(N),
pˆix( f )ψ(n) = f (αn(x))ψ(n), pˆix(v) = Tˆ
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where Tˆ is the left translation operator on `2(N), i.e. Tˆψ(n) = ψ(n+ 1). Again,
the family of representations pˆix, x ∈ X is faithful. Note that Tˆ is the compression
of T to `2(N) and hence, in the context of symbolic subshifts, our family of half-
space operators (7.2) is faithfully represented by the element Hˆ = ∑k∈S(bkvk +
v∗kb¯k) ∈ T(C(X),α).
The map eˆ 7→ 0 induces a unital surjective ∗-algebra morphism C(X)αN→
C(X)αZ which extends to a surjective ∗-algebra morphism pi : T(C(X),α) →
C(X)oα Z whose kernel can be seen to be isomorphic to C(X)⊗K. The as-
sociated short exact sequence
0→C(X)⊗K i→ T(C(X),α) pi→C(X)oα Z→ 0 (6.1)
is called the Toeplitz extension.
6.2 An augmented extension for Sturmian systems
In the context of Sturmian systems we are interested in the case where X is Ξ
or Ξ˜, and the action is induced by the left shift. The inclusion of Ξ into Ξ˜ in-
duces a surjection C(Ξ˜) → C(Ξ) which commutes with the Z-action and thus
gives rise to a surjection q : C(Ξ˜)oα Z→ C(Ξ)oα Z. For the bulk-boundary
correspondance which we discuss below we compose the two surjective maps,
T(C(Ξ˜),α)→C(Ξ˜)oα Z→C(Ξ)oα Z to obtain the augmented exact sequence
0→ J ↪→ T(C(Ξ˜),α) p˜i→C(Ξ)oα Z→ 0 (6.2)
where J is by definition the kernel of p˜i := q◦pi . To better understand J consider
the following diagram of short exact sequences in which all squares commute
0
↓
0 C0(S)oα Z
↓ ↓
0→ C(Ξ˜)⊗K i→ T(Ξ˜,α) pi→ C(Ξ˜)oα Z → 0
↓ i || ↓ q
0→ J ↪→ T(Ξ˜,α) q◦pi→ C(Ξ)oα Z → 0
↓ pi ↓
C0(S)oα Z 0
↓
0
(6.3)
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The first horizontal SES is the Toeplitz extension (6.1) for X = Ξ˜. The right
vertical SES comes from the inclusion Ξ ⊂ Ξ˜ which induces the surjection q :
C(Ξ˜)oα Z → C(Ξ)oα Z. With S := Ξ˜\Ξ the ideal in that sequence is just
C0(S)oα Z.
The second horizontal SES defines J as the kernel J = kerq ◦pi . A diagram
chase shows that the left vertical sequence is short exact: Let x ∈ T(Ξ˜,α) then
x ∈ J iff q(pi(x)) = 0 iff pi(x) ∈ C0(S)oα Z. Let E be the preimage under pi of
C0(S)oα Z, then pi(x) ∈C0(S)oα Z iff ∃y ∈ E : pi(y) = pi(x) iff x ∈ E + I where
I = i(C(Ξ˜)⊗K). Hence J = E + I. It follows that J/I = E/(E ∩ I) = E/kerpi ∼=
C0(S)oα Z.
7 K-theory
7.1 Preliminaries
We recall that any SES of C∗-algebras 0→ I i→ E q→ A→ 0 gives rise to a 6-term
exact sequence in K-theory
K0(I)
i∗→ K0(E) q∗→ K0(A)
↑ ind ↓ exp
K1(A)
q∗← K1(E) i∗← K1(I)
This sequence yields a calculational tool to determine K-groups but we will see
that in particular the exponential map has significant physical interpretation.
Applied to the Toeplitz extension (6.1) the 6-term exact sequence has the par-
ticular form (called Pimsner-Voiculescu exact sequence) [42]
K0(C(X))
id−α∗→ K0(C(X)) ı∗→ K0(C(X)oα Z)
↑ ↓ exp
K1(C(X)oα Z)
ı∗← K1(C(X)) id−α∗← K1(C(X))
It splits into two SESs
0→Cα∗Ki(C(X)) ı∗→ Ki(C(X)oα Z)→ Iα∗Ki−1(C(X))→ 0
for i= 0,1. Here Cα is the coinvariant and Iα the invariant functor. More precisely,
for a Z-modul M with an isomorphism β ,
IβM = ker(id−β ), CβM = coker(id−β )
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7.2 Application to Sturmian systems
Our interest is to analyse (6.2) and here in particular its associated exponential
map
expJ : K0(C(Ξ)oα Z)→ K1(J)
(since there are more boundary maps around, we add for clarity the subscript J).
For that we need first to determine K∗(J) which can be done using the left vertical
SES of (6.3). We start therefore to investigate the K-theory of the ideal of that
SES, that is, K∗(C0(S)oα Z). S is parametrized by (φ , t) where φ is a singular
value for the intercept and t ∈ (0,1). Since the singular values correspond to the
orbit θZ of the rotation action on the circle, we may identify S = Z× (0,1), and
the Z action on S is then simply given by the action of Z on Z in the left variable.
It follows that C0(S)oα Z∼=C0(0,1)⊗K and thus
K0(C0(S)oα Z) = 0, K1(C0(S)oα Z)∼= Z.
Moreover, the generator of K1(C0(S)oα Z) is given by the class of the function
f (n, t) = δn0(e2piit−1)+1 in the unitization of C0(Z×(0,1)). Furthermore, q( f −
1) = 0. Diagram (6.3) shows therefore that f −1 lifts under pi to an element of J.
It follows that the function f lies in the kernel of the exponential map of the 6-term
exact sequence for the left vertical SES of (6.3). In other words, the exponential
map of the 6-term exact sequence for the left vertical SES of (6.3) is trivial. This
implies, first, that the 6-term exact sequence reduces to
K0(J)∼= K0(C(Ξ˜))∼= Z
and
0→ K1(C(Ξ˜)) i∗→ K1(J) pi∗→ Z→ 0,
and second, that any element of K0(C(Ξ)oα Z) lifts to an element of K0(C(Ξ˜)oα
Z) so that the image of expJ lies in the kernel of pi∗. While the above sequence
splits the isomorphism is not canonical. It depends on a choice of section s : Z→
K1(J), that is, preimage under pi∗ of the generator of Z. Given such a section,
σ : K1(J)→ K1(C(Ξ˜)), σ(x) = i−1∗ (x− s◦pi∗(x)) is a left inverse for i∗ and
K1(J)
(σ ,pi∗)−→ K1(Ξ˜)⊕Z
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an isomorphism. The six term exact sequence of the SES (6.2) can therefore be
written
K0(C(Ξ˜))
i∗→ K0(T(Ξ˜,α)) q∗◦pi∗→ K0(C(Ξ)oα Z)
↑ ↓ (σ ,pi∗)◦ expJ
K1(C(Ξ)oα Z)
q∗◦pi∗← K1(T(Ξ˜,α)) ψ˜← K1(C(Ξ˜))⊕Z
where ψ˜([u]⊕n)= i∗([u])+s(n). Under the isomorphism Ki(T(Ξ˜,α))→Ki(C(Ξ˜))
this becomes [42]
K0(C(Ξ˜))
1−α∗→ K0(C(Ξ˜)) q∗◦ı∗→ K0(C(Ξ)oα Z)
↑ ↓ (σ ,pi∗)◦ expJ
K1(C(Ξ)oα Z)
q∗◦ı∗← K1(C(Ξ˜)) ψ← K1(C(Ξ˜))⊕Z
where ψ([u]⊕ n) = (1−α∗)([u])+ s(n). Since Ξ˜ is homeomorphic to the circle
α∗ is the identity on Ki(C(Ξ˜)), i= 1,2. Furthermore, imexpJ = kerψ =K1(C(Ξ˜))
so that obtain
0→ K0(C(Ξ˜)) q∗◦i∗→ K0(C(Ξ)oα Z) σ◦expJ→ K1(C(Ξ˜)) → 0 (7.1)
The image of q∗ ◦ i∗ is generated by the class of the identity. The exponential
map can be described as follows: if a projection p represents an element [p] ∈
K0(C(Ξ)oα Z), we lift p to a self-adjoint element a ∈ T(Ξ˜,α). Then expJ([p]) =
[e2piia]∈K1(J). By the above pi∗◦expJ = 0 and hence there is even a representative
a such that e2piia−1 ∈C(Ξ˜)⊗K. Thus σ ◦ expJ([p]) = [e2piia] ∈ K1(C(Ξ˜)).
7.3 The exponential map for covariant families of operators
We apply the exponential map to the K0-class defined by the Fermi projection PF
of a strongly pattern equivariant family of Hamiltonians HΞ on `2(Z),
Hξ =
(
∑
k∈S
(b˜k)ξT
k
)
+h.c., ξ ∈ Ξ
where bk are (finitely many) sliding block codes for Ξ. These represent an element
in H ∈C(Ξ)oα Z. We suppose that the Fermi energy lies in a gap ∆= (E0,E1) of
their (common) spectrum. Then also PF corresponds to an element in the crossed
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product and we wish to express its image under the exponential map in terms of a
strongly pattern equivariant family of operators. We first note that
f (E) =

1 if E ≤ E0
E1−E
E1−E0 if E ∈ (E0,E1)
0 if E ≥ E1
is a continuous function such that the Fermi projection of Hξ is given by
PF(Hξ ) = f (Hξ ).
We can extend the sliding block codes bk to sliding block codes on Ξ˜ by linear
interpolation: a word in a sequence of Ξ˜ may contain one single, or a pair of
consecutive letters whose lengths differ from a and b. These depend then on the
parameter t ∈ [0,1] and we can just extend bk on such a word by taking the convex
combination of the extreme values. In this way we define the family HΞ˜.
Recall that the compression of the Hξ˜ to `
2(N),
Hˆξ˜ =Π
(
∑
k∈S
(b˜k)ξ˜T
k
)
Π+h.c., ξ˜ ∈ Ξ˜ (7.2)
are a strongly pattern equivariant family of Hamiltonians representing an element
Hˆ of T(C(Ξ˜),α). Furthermore, Hˆ is a lift of H under the map q ◦ pi . We can
therefore take a = f (Hˆ) and thus
σ ◦ expJ([PF(HΞ)]) = [e2pii f (HˆΞ˜)] = [e−it∆HˆΞ˜P∆(HˆΞ˜)+P∆(HˆΞ˜)⊥] (7.3)
where t∆ = 2piiE1−E0 and we have used that e
it∆Eˆ1 is homotopic to 1. The boundary
map applied to the K0-class of the Fermi projection is thus the K1-class of the
unitary of time evolution defined by the family of half space operators HˆΞ˜ by the
charactistic time t∆, restricted to the states in the gap.
8 Bulk boundary correspondance
8.1 The winding number cocycle
Recall that Ξ˜ is homeomorphic to the circle. It follows that K1(C(Ξ˜)) is generated
by the class of the function S1 3 z 7→ z ∈ C∗ once we have made an identification
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of Ξ˜ with S1. In particular, by taking the winding number of a unitary function
representing the class of an element of K1(C(Ξ˜)) one obtains a group isomorphism
W : K1(C(Ξ˜))→ Z.
Quite generally, a group homomorphism likeW can be understood as a pairing
of K1(C(Ξ˜))with a cyclice cocycle [8]. In our case this cocycle η is defined on the
dense subalgebra A ⊂ A =C(Ξ˜) of continuous functions on Ξ˜ which are locally
constant on the subspace Ξ, continuously differentiable on S= Ξ˜\Ξ∼= θZ×(0,1)
and such that their derivative is integrable over S. Here the integral over S is given
by the Lebesgue integral on the components:
∫
S f dλ = ∑n∈Z
∫ 1
0 f (nθ , t)dt. The
winding number cocycle η is now defined on the algebra Mm(A) of matrices with
entries in A as
η( f1, f2) =
1
2pii
∫
S
Trm f1 f˙2dλ
where f˙2 is the derivative of f2 w.r.t. t and Trm the matrix trace on m×m-matrices.
In particular η( f−1, f ) is the winding number of an invertible function f ∈A and
W(y) = η( f−1, f )
where f is a representative in Mm(A) for y.
We apply this to the unitary class given in (7.3). The only spectrum of HˆΞ˜
in the gap ∆ is given by the Dirichlet eigenvalues µi, i = 1, · · · ,m. Hence, for
singular φ ,
Trm
(
eit∆Hˆφ ,t∂te−it∆Hˆφ ,t P∆(HˆΞ˜)
)
=−it∆
m
∑
i=1
∂tµi(φ , t).
By Prop. 4.2 the set of values {µ(x)|x∈Ξ} has Lebegues measure 0. The variation
of µ(x) along Ξ has thus zero weight and does not contribute to the winding
number. If follows that
W(σ ◦ expJ([PF(HΞ)]) =
1
|∆| ∑n∈Z
∫ 1
0
m
∑
i=1
∂tµi(nθ , t)dt
This formula has a physical interpretation. Indeed,
∫ 1
0 ∂tµi(nθ , t)dt is the work
performed on the ith boundary state in the gap ∆ by the motion of moving an
atom to perform the flip ab to ba at the position which is encoded by the singular
value φ = nθ . |∆|W is therefore the total work performed by all such (phason)
flips. Note that the winding number can be inferred graphically from a plot like
(Figure 5.4) by reading off the spectral flow.
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It is not easy to compute analytically the winding number from the above
explicit formula. We therefore make use of a very general result which allows to
reformulate the winding number as a Chern number.
Dual to the boundary map δ : Ki(AoαZ)→Ki−1(A) of the associated Pimsner-
Voiculescu 6-term exact sequence is a map #α : HCi(A)→ HCi+1(Aoα Z) on
cyclic cohomology [10, 29]. In particular, if η is a 1-cycycle then this duality
corresponds to the formula
η( f−1, f ) = #αη(p, p, p) (8.1)
provided f is a representative for the K1-class exp([p]) defined by the projection
p ∈ Aoα Z.
Note thatA, the integral and the derivative are α invariant. The general theory
therefore yields that #αη is the 2-cocyle on AαZ given by [29]
#αη(a1,a2,a3) =−iTr(a1[a˙2,a′3])
where the second derivation is given by ( f un)′ = in f un and the trace Tr by
Tr( f un) = δn0
∫
S
f dλ .
8.2 Gap-labelling
The dynamical system (Ξ,α) is uniquely ergodic. The unique ergodic probability
measure m defines a normalised trace tr : C(Ξ)oα Z→ C via
tr(∑
n
fnun) =
∫
Ξ
f0(ξ )dm(ξ ).
Since traces are cyclic tr∗([p]) = tr(p) is well-defined on classes of projections
and so defines a tracial state tr∗ : K0(C(Ξ)oα Z)→ R. The image of this tracial
state is called the gap-labelling group. This name comes from the application to
Schro¨dinger operators. Indeed, any spectral projection P≤E of the operator onto
its states of energy below E is an element of the C∗-algebra, provided E lies in the
gap of the spectrum. The class of the spectral projection then defines an element
in the K0-group and tr∗([P≤E ]) equals the integrated density of states up to energy
E [4].
For Sturmian systems the gap-labelling group is known to be Z+θZ and gen-
erated by its values on two projections, namely the identity 1∈C(Ξ)⊂C(Ξ)oα Z
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and a projection χ[0+,θ−] ∈C(Ξ) ⊂C(Ξ)oα Z. More precisely, if we identify Ξ
with the cut up circle, then the indicator functions on subsets [φ+1 ,φ
−
2 ] are con-
tinuous and hence projections, provided φ1, and φ2 are singular values. The er-
godic probability measure corresponds to the Lebesgue measure on the circle (nor-
malised to 1) and hence tr(χ[φ+1 ,φ−2 ]) = φ2−φ1.
8.3 The correspondance
Theorem 8.1 Let p be a projection in C(Ξ)oα Z. There are N,n ∈ Z such that
tr∗([p]) = N+nθ .
Moreover, N is the unique integer such that tr∗([p]) ∈]0,1] and −n is the winding
number of σ ◦ expJ([p]).
Proof: We verify the result on the generators of K0(C(Ξ)oα Z). We infer from
(7.1) that there are two generators, the generator coming from K0(C(Ξ˜)) and the
one from K1(C(Ξ˜)). The first is given by the class [1] of the identity. It satisfies
tr∗([1]) = 1 and expJ([1]) = 0 and hence verifies the theorem.
Consider the projection χ[0+,θ−] whose trace is, as we have seen, θ . We need
to determine W(σ ◦ expJ([χ[0+,θ−])). For that we first show that χ[0+,θ−] lifts to
a projection Pθ ∈ C(Ξ˜)oα Z. Let f be a real function on Ξ˜ which, in the open
interval parametrized by 0× (0,1) increases smoothly from 0 to 1, in the open in-
terval parametrized by θ×(0,1) decreases smoothly from 1 to 0, and is otherwise
constant. In particular, f restricts to χ[0+,θ−] on Ξ. We then set Pθ = gu+ f +u∗g
where g =
√
f (1− f )χθ×(0,1) (so the support of g is where f decreases to 0).
Clearly q(g) = 0 and q( f ) = χ[0+,θ−] so Pθ is a lift of χ[0+,θ−]. Moreover, Pθ
is a projection and therefore σ ◦ expJ([χ[θi,θi+θ ]]) = exp([Pθ ]) ∈ K1(C(Ξ˜)) where
exp is the exponential map for the Toeplitz extension of (Ξ˜,α). According to
Lemma 8.2 exp([Pθ ]) has winding number −1. It follows that exp([Pθ ]) is a gen-
erator of K1(C(Ξ˜)) and hence χ[0+,θ−] the other generator of K0(C(Ξ)oα Z). We
have thus verified the statement of the theorem on the two generators. q.e.d.
The reader may have noticed that the projection Pθ constructed in the proof of
the last theorem is reminiscent of the Rieffel projection, the difference being that
Rieffel’s projection is an element of C(S1)oα Z where α is the rotation by θ , a
minimal action, whereas the action on C(Ξ˜) is non-minimal.
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Lemma 8.2 With the notation used in the proof of the last theorem exp[Pθ ] has
winding number −1.
Proof: By (8.1) the winding number of exp[Pθ ] is given by−iTr(Pθ [P˙θ ,P′θ ])where
P˙θ = g˙u+ f˙ +u∗g˙ and P′θ = igu− iu∗g. Then
−iPθ [P˙θ ,P′θ ] = gu[− f˙ ,u∗g]+ f ([u∗g˙,gu]− [g˙u,u∗g])+u∗g[ f˙ ,gu]+R
= g2( f˙ −α( f˙ ))+α−1(g2)(α−1( f˙ )− f˙ )+ f (α−1(g˙2)− g˙2)+R
where R is a term which is proportional to non-zero powers of u and hence van-
ishes under Tr. Since the integral is invariant under the action we can replace
α−1(g2)(α−1( f˙ )− f˙ ) by g2( f˙ −α ( f˙ )) and f (α−1(g˙2)− g˙2) by (α ( f )− f )g˙2 =
−(α ( f˙ )− f˙ )g2+T where T is a total derivative. Thus
−iTr(Pθ [P˙θ ,P′θ ]) =
∫
S
3( f˙ −α( f˙ ))g2dλ = 6
∫ 1
0
f˙ (1, t)g2(1, t)dt
as α( f˙ ) = − f˙ on the support of g. Finally ∫ 10 f˙ (1, t)g2(1, t)dt = ∫ 10 (−1)(t −
t2)dt =−16 and thus −iTr(Pθ [P˙θ ,P′θ ]) =−1. q.e.d.
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