Abstract: This paper exploits a modified genetic programming (GP) approach for solving the data compression problem. In fact, the typical GP algorithm in which a candidate solution is expressed as a tree rather than a bit string, fails to solve that problem since it does not guarantee a one to one correspondence between a particular symbol and the corresponding codeword during subtree exchange operations. The nature of the problem requires generating one, and only one, codeword for each symbol of the underlying text. In the proposed scheme, the authors introduced three new operators, namely, insertion, two-level mutation and modified crossover. Accordingly, a modified version of GP is presented and applied on different data texts to validate the proposed approach.
Introduction
In the last decade, many Huffman-based compression techniques have been implemented utilising the fact that Huffman coding is simple, efficient and has provable optimality (Abel and Teahan, 2005; Bookstein et al., 1993; Chen et al., 2007; Chung and Wu, 1999; Hashemian, 2004; Fredriksson and Tarhio, 2003) . This paper exploits a modified version of genetic programming (GP) Koza, 1999; Vasconcelos et al., 2001) , to solve the coding problem in order, to obtain adaptively the Huffman code that may minimise the underlying text size. In typical GP algorithms , a candidate solution is expressed in a tree structure rather than a bit string. Such solution is obtained, from an initial population of random trees, by applying genetic operators such as selection, crossover and mutation. Unfortunately, such scheme violates the condition of one-to-one correspondence between a particular symbol and the corresponding codeword. Therefore, the proposed solution considers a population of nodes (not trees) that can be constructed in one, and only one, tree (solution). This modified version of the GP algorithm is pointed out in the following:
Given a finite source alphabet A with n characters: a 1 , a 2 , a 3 , …a n . Each character has a frequency f i ∈ F, where i = 1, 2, …,n and F is a set of characters frequencies. Any character a i ∈ A is coded using the code alphabet H with H = {0, 1} allows only binary codes. A concatenation of a finite number of code symbols, w j ∈ H, j = 1, 2,…, m, is referred to as codeword, and m is the maximum code length.
Consequently, the alphabet A provides a population of characters that could be constructed in a binary tree. Every binary tree provides a solution represented by a chromosome in which a gene represents a leaf node containing a corresponding alphabet character.
The initial solution is a random binary tree in which the leaf nodes are alphabet characters a i ∈ A. Any intermediate node can represent a symbol (word) with an associated frequency that could be obtained from the frequencies of its descendents. Actually, the basic problem elements are changed from a population of trees to a population of nodes that should be cast is a single binary tree therefore, new relevant operators are needed in order to handle properly the symbols populations. These operators might exploit GP not only to provide optimum compression but also to afford adaptive implementation. Here, three new operators are introduced, namely, insertion, two-level mutation and modified crossover, to be applied on the initial tree, evolving it to reach the final tree (optimum solution). In that tree, the most frequent characters with larger values of f i ∈ F, are located in the topmost levels. The optimisation process (Srinivasand Patnaik, 1994 ) is guided by a fitness function that aims at maximising the amount of compression of the underlying text so that the text size is minimised (Kruse, 1998; Long et al., 1997; Welch, 1984; Xrysovalantis and Nikolos, 2007) . In fact, GP, in its conventional form has been proposed (Fukunaga and Stechert, 1998) to provide lossless compression for images (which is not our target application) such proposed GP scheme is efficient but slow. The authors prefer here to compare the coding scheme with Huffman coding rather than Fukunaga and Stechert (1998) because the later represents an ideal reference as it has been proved to be optimum for text compression which is our target application.
Several experiments have been carried out in order to validate the newly proposed GP compression operators and to compare the authors' results with the previous results that have been reported by other researchers (Mukherjee et al., 1999; Martinez, 2005; Broman, 2001; de Moura et al., 2000) . In addition, the behaviour of the model presented here is analysed at various operational conditions and the system performance is evaluated.
The proposed operators
A crucial factor in GP formalism is the choice of genetic operators (Srinivas and Patnaik, 1994 ) that always generate meaningful offspring. In this work, the authors have introduced, for the first time three application-oriented GP operators. They are: 1 insertion 2 two-level mutation 3 modified crossover.
Actually, the conventional GP operators will not work for this problem because: a The crossover operator is usually applied on two parents to produce a new offspring.
In this manner, that operator as much cannot guarantee that one and only one codeword is allowed for every symbol.
b The mutation operator usually changes the value of a small part of the genetic chromosome of an individual to a new random value. In the underlying problem, this may lead to violating the abovementioned one to one correspondence between symbols and codes.
Insertion
The insertion operator is used for adding a new subtree to the solution and it is used only during the creation of the initial tree. Such insertion operator, insert (α, β) consists of:
1 search the underlying tree to find out node β 2 with β as parent, add two children:
• the left-hand-side is the subtree at β
• the right-hand-side is α.
Accordingly, upon expanding the tree nodes level by level T will have (n + 2) nodes with:
{ h 1 if the binary tree is full Height h otherwise + = Figure 1 shows an insertion example in which α = I and β = 6. That example illustrates T before and after the insertion process. 
Two-level mutation
The classical mutation in GP is shown in Figure 2 (a). It needs modification when solving Huffman code. Because the way of creating target solution is different from classical GP. The modified GP algorithm; primarily, create new solution through mutation operator (random changes to the solution by selecting two random nodes for mutation). The new modified mutation algorithm is illustrated in Figure 2 (b).
The mutation operator, mutate (φ, δ) consists of:
1 the level of the sibling node of φ is shifted up one level (i.e., to i-1) 2 the parent φ i of the underlying subtree is cut 3 the subtree that has been cut is pasted at φ j+1 4 shift δ j one level down to be δ j+1 .
The flow chart for the new mutation operator is demonstrated in Figure 3 . Figure 4 shows a sample tree where nodes (2) and (4) used for genetic operator, while Figure 5 shows a real example of mutation operation, where the tree at node (4) is cut and might be pasted to the tree at node (2). Note that nodes are not leaves of the same root otherwise; mutation operation will loop forever. The idea is clarified in Figure 6 , where creating of new offspring is impossible. A special routine added to the designed algorithm to ensure that selected two nodes for mutation operator are not leaves of the same parent node. 
Modified crossover
In the traditional crossover operation, Figure 7 (a), parents are divided and the corresponding divisions are swapped to produce new offspring. However, in the proposed algorithm, Figure 7 (b), the new offspring is created by randomly selecting two crossover points in the 'solution at two different levels'. In fact, swapping at the same level should be avoided. Figure 8 demonstrates the flow chart for the new crossover operator. Figure 9 shows the application of the crossover operator on the sample tree given in Figure 4 , where subtrees at node (2) and node (4) are swapped producing new offspring. The following precaution observed during designing and implementing the new modified crossover. The selected nodes should be at different level in the tree otherwise the operation is meaningless. The idea behind this precaution explained in Figure 10 where two mutation points at the same level '2' after crossover operator the structure of the tree unchanged and fitness value not improved i.e., crossover operator in this case is useless. A description to GP representation for the problem includes GP algorithm, fitness function and ways to control algorithm running briefly described in this chapter. The proposed algorithm used designed operators illustrated in previous section. The outline of the developed algorithm is stated below:
a Create initial population: The traditional GP algorithm; initially many individual 'solutions' are randomly generated to form an initial population. The population size depends on the nature of the problem, but typically contains several 'hundreds or thousands' of possible solutions. The proposed GP algorithm creates only one random initial population ('one solution') and is composed of: 1 random binary tree of input symbols 2 their probabilities.
The reason for creating only one solution contains all input symbols is to preserve one to one correspondence between symbols and corresponding codes.
b Execution of genetic operators: Two-level mutation and crossover, which are briefly defined in previous section, a new solution is generated and a new cycle begins. The developed algorithm depends mainly on two-level mutation operator to produce next offspring and two-level crossover operator to readjust the solution to converge state, this happens when mutation operator fails to reach optimal state.
c Control running of the algorithm: The following parameters used: number of generations (iterations), maximum tree depth, target fitness value (compression ratio) and the way to terminate the algorithm when time runs out and no sign of solution improvements.
The two remaining requirements for performing the GP are:
1 a genetic representation for the solution domain 2 a fitness function to evaluate the solution.
Once we have the genetic representation and the fitness function, GP proceeds to initialise a population of solutions randomly, and then improves such solution through repetitive application of crossover and mutation. Figure 11 shows flow chart and short description for each step of algorithm. 
The genetic representation
The following describes the implementation of a GP that provides a solution to the optimal Huffman code construction problem. In the proposed GP algorithm, each chromosome represents an index to the corresponding symbol (subtree). In Figure 12 , 'd' is the distance of the symbol from the root of the tree and, 'f' is the frequency of the symbol in the underlying text. It is derived from the representation that:
For each node (i) in a code tree, let the frequency of (i) be f(i) is the sum of the frequencies of the symbols in the leaves descending from (i).
a let the cost of a given code tree (T), denoted by C(T), be the sum of the frequencies of the symbols times their distances from the root of (T) b following Huffman rule, symbols with higher frequencies have small distances to the root while a symbol of lower frequency has a far distance from that root. 
Fitness function
The fitness function measures the quality of the represented solution. The fitness value of each chromosome is its distance value from the root of the tree (code length of the symbol measured in bits) multiplied by its probability value as shown in equation (1). The fitness value of the solution (compression ratio) is the sum of fitness values of all symbols as mentioned in equation (2). The fitness function equation (3) seeks minimising cost function (C). Let:
T is defined as total cost (size of compressed text). The objective function is to minimise T i.e.,
Where: 0 < d i ≤ M (maximum tree level), and 'n' represents number of symbols. Fitness function becomes F = 1/T and it is required to find: Max (F).
Adaptation

Finding a best node to split in Huffman tree
In this section, the authors extend the application of proposed GP algorithm introduced in the previous section. The objectives of the new application trying to increase the efficiency of the algorithm (i.e., improve the compression ratio) this is done by analysing the nature of the data stream and builds list of symbols candidates as an input to invented algorithm to find out optimum codebook for the input stream and then construct Huffman tree. Next, each of the candidate's symbols is studied to decide either included as is or split into syllable (many symbols).
Example #1
A Assume that A = {t, h, a, e, i, r} is an alphabet. The following text pattern of size 31 characters is a string of: (thatatthatthethethattheirththat).
Number of bits used to represent the above alphabet (ASCII code) = 248 bits. While the compressed size of the above string = 66 bits and the corresponding code tree (single character) is given below: Figure 13 Symbol-frequency table and code tree for A = {t, h, a, e, i, r} B Assume that A = {t, h, a, e, i, n, r, 'that'} is an alphabet. Number of bits to represent the above string = 54 bits and the corresponding code tree is given by: Figure 14 Symbol-frequency table and code tree for A = {t, h, a, e, i, n, r, 'that'} C Assume that A = {t, h, a, e, i, n, r, 'th', 'at'} is an alphabet. Number of bits to represent the above string = 53 bits and the corresponding code tree is shown below: Figure 15 Symbol-frequency table and code tree for A = {t, h, a, e, i, n, r, 'th', 'at'} D Assume that A = {t, h, a, e, i, n, r, 'tha'} is an alphabet. Number of bits to represent the above string = 63 bits and the code tree is given by: Figure 16 Symbol-frequency table and code tree for A = {t, h, a, e, i, n, r, 'tha'} E Assume that A = {t, h, a, e, i, n, r, 'ha'} is an alphabet. Number of bits to represent the above string = 62 bits and the corresponding code tree is given by:
Figure 17 Symbol-frequency table and code tree for A = {t, h, a, e, i, n, r, 'ha'} From the above five examples (and as mentioned in Table 1 ) one can infer the fact that for the symbol 'that', and according to the nature of text under compression better fitness implies that symbol 'that' is replaced by its two constituents ('th' and 'at').
Table 1
Fitness of each symbol in example #1
Alphabet Fitness
{t, h, a, e, l, r} 63 {t, h, a, e, l, n, r, 'that'} 54 {t, h, a, e, l, n, r, 'th', 'at'} 53 {t, h, a, e, l, n, r, 'tha'} 63 {t, h, a, e, l, n, r, 'ha'} 62
Example #2
A Assume that A = {t, h, a, i, e, n, r, s} is an alphabet and consider the following text pattern of size 31 characters:
Number of bits to represent the above string = 66 bits and code tree is shown below: Figure 18 Symbol-frequency table and code tree for A = {t, h, a, i, e, n, r, s} B Assume that A = {t, h, a, n, i, r, s, 'that'} is an alphabet. Number of bits to represent the above string = 47 bits and the corresponding code tree is given by: Figure 19 Symbol-frequency table and code tree for A = {t, h, a, n, i, r, s, 'that'} C Assume that A = {t, h, a, e, i, n, r, 'th', 'at'} is an alphabet. Number of bits to represent the above string = 59 bits and the corresponding code tree is given by:
Figure 20 Symbol-frequency table and code tree for A = {t, h, a, e, i, n, r, 'th', 'at'} D Assume that A = {t, h, a, e, i, n, r, 'tha'} is an alphabet. Number of bits to represent the above string = 60 bits and the corresponding code tree using the given alphabets is:
Figure 21 Symbol-frequency table and code tree for A = {t, h, a, e, i, n, r, 'tha'} E Assume that A = {t, h, a, e, i, n, r, 'ha'} is the alphabet. Number of bits to represent the above string = 63 bits. The code tree using the giving alphabets is:
Figure 22 Symbol-frequency table and code tree for A = {t, h, a, e, i, n, r, 'ha'} From the above four examples, we can infer the following, Table 2 . For the symbol 'that'; according to the nature of text under compression, node of symbol 'that' is a terminal node. Thus, no need for further splitting.
Table 2
Fitness of each symbol in example #2
Symbols Fitness
{t, h, a, i, e, n, r, s} 83 {t, h, a, n, i, r, s, 'that'} 47 {t, h, a, e, i, n, r, 'th', 'at'} 59
{t, h, a, e, i, n, r, 'tha'} 60 {t, h, a, e, i, n, r, 'ha'} 63
These two examples emphasise that GP could be successfully used to search input sample space to find out the group of symbols (in addition to the 26 English character set) that can lead adaptively to better fitness (low cost). This is done by splitting each symbol (S i ) into a set of different sub-symbols (S i1 , S i2 ,…) and deciding which is good for better fitness according to the following rule:
If cost (S ) cost (S ) then S is a candidate for splitting Else S is kept as is (no splitting) > ∑
Implementations
To verify the adaptability of the proposed algorithm, several experiments have been carried out over a typical computer system (Intel Celeron -2.4 GHz -128 kb cache -512 MB RAM). The implementation scenarios are as follows:
1 Traditional Huffman code generator is relied upon as a reference of comparison with the proposed GP algorithm.
2 Several types of text files are tested to obtain the best symbol size. These files include:
typical Arabic text.
Comparison with Huffman code
Both a Huffman code generator and the proposed GP algorithm are applied on different sample data files of size up to 300 Kbytes. The symbol size is one character while the number of characters is 26. Figure 23 shows the result of the comparison where the GP algorithm approaches Huffman (i.e., optimum) coding upon running 30 iterations. It is clear that for such type of data 'English names'. The symbol size of 3 characters leads to the best compression ratio. Table 5 GP results It is obvious that for such type of data (programming language), running GP algorithm leads to symbol size of 4 characters. Table 6 GP results It is clear that for such stream of Arabic symbols. The symbol size of 1 character yields the best compression ratio.
Case study #3: programming language (C_language): file size = 373,923 bytes
Symbols size
Case study #4: Arabic book: file size = 119,475 bytes
Symbols size
