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ON GOOD (p, r)-FILTRATIONS FOR RATIONAL G-MODULES
TOBIAS KILDETOFT AND DANIEL K. NAKANO
Abstract. In this paper we investigate Donkin’s (p, r)-Filtration Conjecture, and present two
proofs of the “if” direction of the statement when p ≥ 2h − 2. One proof involves the investiga-
tion of when the tensor product between the Steinberg module and a simple module has a good
filtration. One of our main results shows that this holds under suitable requirements on the highest
weight of the simple module. The second proof involves recasting Donkin’s Conjecture in terms
of the identifications of projective indecomposable Gr-modules with certain tilting G-modules, and
establishing necessary cohomological criteria for the (p, r)-filtration conjecture to hold.
1. Introduction
1.1. Let G be a simple, simply connected algebraic group scheme over the algebraically closed
field k of characteristic p > 0. It is well-known that the category of rational G-modules is not
semisimple. Thus, one of the major open problems is to determine multiplicities of composition
factors in modules which naturally arise from characteristic zero through reduction modulo p. The
modules of interest are the induced modules ∇(λ) = IndGB(λ) where λ ∈ X+ (dominant integral
weight) and B is a Borel subgroup (corresponding to the negative roots). The characters of∇(λ) are
given by Weyl’s character formula, and ∇(λ) has a simple socle L(λ) where each finite-dimensional
simple G-module is isomorphic to a unique such L(λ).
The modules ∇(λ) form the building blocks for studying injective modules, and it is natural
to consider modules which admit filtrations whose sections are ∇(λ) for suitable λ ∈ X+. These
filtrations are called good filtrations. For each λ ∈ X+ with unique decomposition λ = λ0 + p
rλ1
with λ0 ∈ Xr (p
rth restricted weights) and λ1 ∈ X+, one can define ∇
(p,r)(λ) = L(λ0) ⊗∇(λ1)
(r)
where (r) denotes the twisting of the module action by the rth Frobenius morphism. A G-module
M has a good (p, r)-filtration if and only if M has a filtration with factors of the form ∇(p,r)(λ)
for suitable λ ∈ X+. Let Str = L((p
r − 1)ρ) (which is also isomorphic to ∇((pr − 1)ρ)) be the rth
Steinberg module. The following conjecture which was introduced by Donkin at an MSRI lecture
in 1990 interrelates good filtrations with good (p, r)-filtrations via the Steinberg module.
Conjecture 1.1.1. Let M be a finite-dimensional G-module. Then M has a good (p, r)-filtration
if and only if Str ⊗M has a good filtration.
When p ≥ 2h − 2 (where h is the Coxeter number of the root system R), Andersen [And01]
showed that if M has a good (p, r)-filtration then Str⊗M has a good filtration. The verification
of the other direction of the conjecture appears to be much harder. A special case is that for any
λ ∈ X+, the module ∇(λ) has a good p-filtration. This is a special case since tensor products of
modules with good filtrations again have good filtrations. Parshall and Scott [PS12] have proved
that ∇(λ) has a good p-filtration when the characteristic is large enough that the Lusztig character
formula holds.
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1.2. In this paper, we will primarily focus on issues related to the “if” direction of Conjecture 1.1.1.
First, we will expand on the results of Andersen by proving that whenM has a good (p, r)-filtration
then Str⊗M has a good filtration, provided a suitable inequality holds between p, r, h and the
weights occurring in the good (p, r)-filtration of M . As a special case, we recover the results of
Andersen, though our method of proof is different. Our method of proof involves the use of Donkin’s
cohomological criterion for the existence of a good filtration, and a careful analysis of the vanishing
of extension groups with suitable conditions on weights of the form w.0 + pβ with w ∈ W and
β ∈ ZR.
In order to prove the “if” direction of Conjecture 1.1.1, it is clearly enough to prove that
Str⊗∇
(p,r)(λ) has a good filtration for any λ ∈ X+. However, due to a result of Andersen (included
as 5.1.1), it turns out that the “if” direction is equivalent to Str ⊗L(λ) having a good filtration
for any λ ∈ Xr. The inequality we obtain allows us to prove that Str⊗L(λ) has a good filtration
with smaller restrictions on p provided that the weight λ is also suitably smaller. This still leaves
weights λ ∈ X+ for which we do not know whether Str⊗∇
(p,r)(λ) has a good filtration when p is
small. However, if λ = λ0 + p
rλ1 with λ0 ∈ Xr and if λ1 is large enough compared to λ0 (made
precise in 7.3.1), then we can still show that Str⊗∇
(p,r)(λ) has a good filtration, even if λ0 is not
small enough to satisfy the inequality we get with respect to p, r and h.
A natural question is for which λ ∈ X+ does Str ⊗L(λ) have a good filtration? When p ≥ 2h− 2
and if 〈λ, α∨0 〉 ≤ (p
r−1)(h−1) (where α0 is the highest short root of R) we have that L(λ) ≃ ∇
(p,r)(λ)
(6.1.1) so in these cases it does hold. However, we also prove that this is close to being the best
bound of this type possible. Namely, we show that if p = 2h−5 and R is of type A, then there is a λ
with 〈λ, α∨0 〉 ≤ (p−1)(h−1) and such that St1⊗L(λ) does not have a good filtration. Furthermore,
we demonstrate that our results are strong enough to prove the “if” direction of the (p, r)-filtration
conjecture for root system of type A2, A3, and B2 over fields of arbitrary characteristic, as well as
for the root system of type G2 as long as p 6= 7. The methods used to analyze the root systems of
small rank, together with the “negative” examples mentioned above, provide a deeper insight into
why the condition on λ in order for Str⊗L(λ) to have a good filtration should be λ ∈ Xr rather
than a bound on 〈λ, α∨0 〉.
In the final section of the paper, we recast Donkin’s (p, r)-Filtration Conjecture via tilting mod-
ules. This allows us to establish a cohomological criterion (analogous to the one for good filtrations)
for Str ⊗M to admit a good filtration (see Theorem 9.2.3). This cohomological criterion is inde-
pendent of the characteristic of the field, and has many similarities to those developed in [And01],
though we focus on a different set of modules, which allows us to get a vanishing criterion only
involving Ext1-groups, rather than having to involve all higher Ext-groups. As a corollary of this
result we show that if Donkin’s Tilting Module Conjecture holds then the “if” direction of Donkin’s
(p, r)-Filtration Conjecture holds. Since the tilting module conjecture is valid when p ≥ 2h − 2,
this yields a second proof of the “if” direction of the (p, r)-filtration conjecture. We note that if
both directions of the (p, r)-conjecture are true then our cohomological criteria is equivalent to a
module M -admitting a good (p, r)-filtration.
1.3. Acknowledgements. The first author acknowledges the financial support of the Danish Na-
tional Research Foundation and the hospitality of the Department of Mathematics at the University
of Georgia during Spring 2013. The work in this paper was initiated during this period of time.
2. Preliminaries
2.1. Notation. Throughout this paper, the following basic notation will be used.
• k: an algebraically closed field of characteristic p > 0.
• G: a simple, simply connected algebraic group scheme over k, defined over Fp (the assump-
tion of G being simple is for convenience and the results easily generalize to G reductive).
• T : a maximal split torus in G.
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• R: the corresponding (irreducible) root system associated to (G,T ). When referring to
short and long roots, when a root system has roots of only one length, all roots shall be
considered as both short and long.
• R±: the positive (respectively, negative) roots.
• S = {α1, α2, . . . , αn}: an ordering of the simple roots.
• B: a Borel subgroup containing T corresponding to the negative roots.
• E: the Euclidean space spanned by Φ with inner product 〈 , 〉 normalized so that 〈α,α〉 = 2
for α ∈ Φ any short root.
• X = X(T ) = Zω1⊕· · ·⊕Zωn: the weight lattice, where the fundamental dominant weights
ωi ∈ E are defined by 〈ωi, α
∨
j 〉 = δij , 1 ≤ i, j ≤ n.
• X+ = X(T )+ = Nω1 + · · ·+ Nωn: the dominant weights.
• Xr = Xr(T ) = {λ ∈ X(T )+ : 0 ≤ 〈λ, α
∨〉 < pr, ∀α ∈ S}: the set of pr-restricted dominant
weights.
• F : G→ G: the Frobenius morphism.
• Gr = ker F
r: the rth Frobenius kernel of G.
• W : the Weyl group of R.
• w0: the long element of the Weyl group.
• α∨ = 2α/〈α,α〉: the coroot of α ∈ R.
• ρ: the Weyl weight defined by ρ = 12
∑
α∈Φ+ α.
• h: the Coxeter number of Φ, given by h = 〈ρ, α∨0 〉+ 1.
• α0: the maximal short root.
• ≤ on X(T ): a partial ordering of weights, for λ, µ ∈ X(T ), µ ≤ λ if and only if λ− µ is a
linear combination of simple roots with non-negative integral coefficients.
• M (r): the module obtained by composing the underlying representation for a rational
G-module M with F r.
• ∇(λ) := IndGB λ, λ ∈ X(T )+: the induced module whose character is provided by Weyl’s
character formula.
• ∆(λ), λ ∈ X(T )+: the Weyl module of highest weight λ. Thus, ∆(λ) ∼= ∇(−w0(λ))
∗.
• L(λ): the simple finite dimensional G-module with highest weight λ ∈ X(T )+.
• ∇(p,r)(λ) = L(λ0)⊗∇(λ1)
(r): where λ = λ0 + p
rλ1 with λ0 ∈ Xr and λ1 ∈ X+.
• ∇p(λ) = ∇(p,1)(λ).
2.2. Weights of the form w · 0. Throughout this section we will make use of the observation
that if λ ≤ µ with λ, µ ∈ X then 〈λ, α∨0 〉 ≤ 〈µ, α
∨
0 〉. This follows because µ = λ + β where β is
a non-negative linear combination of the simple roots, and the inner product of any simple root
with α∨0 is greater than or equal to zero. The “dot” action is given by w · λ = w(λ + ρ) − ρ for
w ∈ W and λ ∈ X. Define R<0w = {α ∈ −R
+ | w−1(α) > 0}. We begin by stating a well-known
fact [GW98, Lemma 7.3.6] relating w · 0 and R<0w . Note that the second part of the lemma follows
since w0 · 0 = w0(ρ)− ρ = −2ρ =
∑
α∈−R+ α.
Lemma 2.2.1. Let w ∈W and set R<0w = {α ∈ −R
+ | w−1(α) > 0}. Then
w · 0 =
∑
α∈R<0w
α
In particular, w0 · 0 ≤ w · 0 ≤ 0.
We can now prove bounds on the size of the inner products of w · 0 with coroots.
Proposition 2.2.2. Let w ∈W . Then
(a) 〈w · 0, α∨0 〉 ≥ −2(h− 1);
(b) 〈w · 0, α∨〉 ≤ h− 2 for any α ∈ S.
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Proof. (a) By Lemma 2.2.1 we have w · 0 ≥ w0 · 0, thus
〈w · 0, α∨0 〉 ≥ 〈w0 · 0, α
∨
0 〉 = 〈−2ρ, α
∨
0 〉 = −2(h− 1).
(b) Observe that 〈w · 0, α∨〉 = 〈w(ρ) − ρ, α∨〉 = 〈w(ρ), α∨〉 − 〈ρ, α∨〉 = 〈ρ,w−1(α∨)〉 − 1. But,
〈ρ,w−1(α∨)〉 is at most 〈ρ, α∨0 〉 because for any root β we have that 〈ρ, β
∨〉 is the height of β∨.
Part (b) now follows because 〈ρ, α∨0 〉 = h− 1. 
2.3. Dominant weights in the root lattice. We summarize the results on dominant weights
which will be used in the subsequent sections in the following proposition.
Proposition 2.3.1. Let λ ∈ X+ and assume that p ≥ h− 1.
(a) If λ = w · 0 + pβ for some w ∈W and β ∈ ZR, then 〈λ, α∨0 〉 ≥ 2(p − h+ 1).
(b) Suppose that ExtnG(k, L(λ)) 6= 0 for some n ≥ 0. Then 〈λ, α
∨
0 〉 ≥ 2(p− h+ 1).
Proof. (a) By Proposition 2.2.2(b), if α ∈ S, we have 〈w · 0, α∨〉 ≤ h− 2. Since λ is dominant
0 ≤ 〈w · 0 + pβ, α∨〉 ≤ (h− 1) + p〈β, α∨〉.
Now by assumption p ≥ h− 1 which forces 〈β, α∨〉 ≥ 0, so β must be dominant.
Next we observe that 〈β, α∨0 〉 ≥ 2 because β 6= 0 and if 〈β, α
∨
0 〉 = 1 then β must be a minuscule
weight which can be viewed as a non-zero class in X/ZR (see [Jan03, Lemma II.12.10]). This would
contradict the fact that β is in the root lattice. Combining this fact with Proposition 2.2.2(a), we
see that 〈λ, α∨0 〉 = 〈w · 0, α
∨
0 〉+ p〈β, α
∨
0 〉 ≥ −2(h− 1) + 2p = 2(p − h+ 1) as claimed.
(b) The linkage principle ([Jan03, Corollary II.6.17]) implies that λ = w · 0+ pβ for some w ∈W
and some β ∈ ZR, so the result follows directly from part (a). 
Note that when p ≥ h the above cannot be improved. This is because, for λ = (p − h + 1)α0,
there is a short exact sequence 0 → L(λ) → ∇(λ) → L(0) → 0, as can be seen by applying the
Jantzen sum formula ([Jan03, Proposition 8.19]).
3. Filtrations
3.1. Let M be a rational G-module. In this paper a G-filtration for M is an increasing sequence
of G-submodules of M : M0 ⊆M1 ⊆ · · · ⊆M such that ∪iMi =M . We now present the definition
of good and good (p, r)-filtration.
Definition 3.1.1. Let M be a G-module
(a) M has a good filtration if and only if it has a G-filtration such that for each i, Mi+1/Mi ∼=
∇(λi) where λi ∈ X+.
(b) M has a good (p, r)-filtration if and only if it has a G-filtration such that for each i,
Mi+1/Mi ∼= ∇
(p,r)(λi) where λi ∈ X+.
(c) M has a good p-filtration if and only if it has a good (p, 1)-filtration.
3.2. Good Filtrations. The following well-known result will be the main tool used to prove the
existence of good filtrations.
Theorem 3.2.1 ([Don81, Corollary 1.3],[Jan03, Proposition II.4.16]). Let M be a G-module. The
following are equivalent
(a) M has a good filtration.
(b) Ext1G(∆(µ),M) = 0 for all µ ∈ X+.
(c) ExtnG(∆(µ),M) = 0 for all µ ∈ X+, n ≥ 1.
For our purposes it is convenient to provide a modified version of this cohomological criterion.
We note that if Donkin’s conjecture holds, parts (b) and (c) of the theorem below would give a
cohomological criterion for the existence of good (p, r)-filtrations.
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Theorem 3.2.2. Let M be a G-module. The following are equivalent
(a) Str ⊗M has a good filtration.
(b) Ext1G/Gr(k,HomGr(∆(µ),Str⊗M)) = 0 for all µ ∈ X+.
(c) ExtnG/Gr(k,HomGr(∆(µ),Str⊗M)) = 0 for all µ ∈ X+, n ≥ 1.
Proof. Consider the Lyndon-Hochschild-Serre spectral sequence
Ei,j2 = Ext
i
G/Gr
(k,ExtjGr(∆(µ),Str⊗M))⇒ Ext
i+j
G (∆(µ),Str⊗M).
Since Str is injective as a Gr-module by [Jan03, Proposition II.10.2], we also have that Str⊗M is
injective as a Gr-module. Therefore, this spectral sequence collapses and yields the isomorphism:
(3.2.1) ExtnG(∆(µ),Str ⊗M)
∼= ExtnG/Gr(k,HomGr(∆(µ),Str⊗M))
for all n ≥ 0. The theorem now follows from Theorem 3.2.1. 
In the paper we will also employ the following important property of good filtrations.
Theorem 3.2.3 ([Mat90, Theorem 1],[Jan03, Proposition II.4.21]). If M and M ′ are G-modules,
each of which has a good filtration, then M ⊗M ′ also has a good filtration.
4. Good filtrations for Str⊗L(λ): bounds on λ
4.1. From the proof of Theorem 3.2.2, we have
(4.1.1) Ext1G(∆(µ),Str ⊗M)
∼= Ext1G/Gr(k,HomGr(∆(µ),Str⊗M))
We will first show that we can restrict our attention to a finite set of weights µ ∈ X+ in order to
verify that this extension group is zero.
Lemma 4.1.1. Let λ, µ ∈ X+ and Ext
1
G(∆(µ),Str⊗L(λ)) 6= 0. Then
〈µ, α∨0 〉 ≤ 〈λ, α
∨
0 〉+ (p
r − 1)(h − 1).
Proof. Consider the short exact sequence 0 → L(λ) → ∇(λ) → Q → 0. One can tensor this
sequence with Str and apply HomG(∆(µ),−) to obtain the long exact sequence
· · · → HomG(∆(µ),Str⊗Q)→ Ext
1
G(∆(µ),Str⊗L(λ))→ Ext
1
G(∆(µ),Str⊗∇(λ))→ · · ·
Since Str ⊗∇(λ) has a good filtration by Theorem 3.2.3, it follows from Theorem 3.2.1 that
Ext1G(∆(µ),Str⊗∇(λ)) = 0. From our hypothesis, Ext
1
G(∆(µ),Str⊗L(λ)) 6= 0 which implies that
HomG(∆(µ),Str⊗Q) 6= 0.
The head of ∆(µ) is L(µ), so µ must then be a weight of Str⊗Q and also a weight of Str ⊗∇(λ).
In particular, µ ≤ (pr − 1)ρ+ λ, and
〈µ, α∨0 〉 ≤ 〈(p
r − 1)ρ+ λ, α∨0 〉 = (p
r − 1)(h − 1) + 〈λ, α∨0 〉.

4.2. Using the result in the preceding section we can then obtain another bound for µ which is
needed in order to get Ext1G(∆(µ),Str⊗L(λ)) 6= 0, this time requiring 〈µ, α
∨
0 〉 to be large enough
compared to λ, p and r.
Proposition 4.2.1. Let p ≥ h− 1 and Ext1G(∆(µ),Str⊗L(λ)) 6= 0 for some λ, µ ∈ X+. Then
〈µ, α∨0 〉 ≥ (p
r − 1)(h − 1) + 2pr(p − h+ 1)− 〈λ, α∨0 〉.
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Proof. From (4.1.1) and using the fact that Str ∼= St
∗
r and ∆(µ)
∗ ∼= ∇(−w0(µ)) we have
Ext1G(∆(µ),Str⊗L(λ))
∼= Ext1G/Gr(k,HomGr(∆(µ),Str⊗L(λ)))
∼= Ext1G/Gr(k,HomGr(Str,∇(−w0(µ))⊗ L(λ)))
so one can assume the last Ext-group is not 0. Set ν = −w0(µ).
If we take a composition series for ∇(ν) ⊗ L(λ) (as a G-module), this gives us a filtration of
HomGr(Str,∇(ν) ⊗ L(λ)) since Str is projective as a Gr-module. Therefore, since we assume that
Ext1G/Gr(k,Hom(Str,∇(ν)⊗L(λ))) 6= 0, there must be some σ ∈ X+ such that L(σ) is a composition
factor of ∇(ν)⊗ L(λ) and such that Ext1G/Gr(k,HomGr(Str, L(σ))) 6= 0.
In particular, HomGr(Str, L(σ)) 6= 0. By Steinberg’s Tensor Product Theorem (STPT) [Jan03,
Corollary II.3.17], L(σ) ∼= L(σ0) ⊗ L(σ1)
(r) where σ = σ0 + p
rσ1 with σ0 ∈ Xr and σ1 ∈ X+.
Consequently,
0 6= HomGr(Str, L(σ))
∼= HomGr(Str, L(σ0)⊗ L(σ1)
(r)) ∼= HomGr(Str, L(σ0))⊗ L(σ1)
(r).
Since Str is simple as a Gr-module, σ0 = (p
r − 1)ρ, and HomGr(Str, L(σ))
∼= L(σ1)
(r). One now
has
0 6= Ext1G/Gr(k,HomGr(Str, L(σ)))
∼= Ext1G(k, L(σ1)).
Now apply Proposition 2.3.1(b), which shows that 〈σ1, α
∨
0 〉 ≥ 2(p − h+ 1). This yields
〈σ, α∨0 〉 ≥ (p
r − 1)(h − 1) + 2pr(p− h+ 1).
Since L(σ) was assumed to be a composition factor of ∇(ν) ⊗ L(λ) we get that σ ≤ ν + λ.
Therefore,
(pr − 1)(h − 1) + 2pr(p− h+ 1) ≤ 〈σ, α∨0 〉 ≤ 〈ν + λ, α
∨
0 〉.
It now follows that
〈µ, α∨0 〉 = 〈µ,−w0(α
∨
0 )〉 = 〈ν, α
∨
0 〉 ≥ (p
r − 1)(h − 1) + 2pr(p− h+ 1)− 〈λ, α∨0 〉.

4.3. The results in the preceding sections allow us provide sufficient conditions for Str⊗L(λ) to
admit a good filtration.
Theorem 4.3.1. Let p ≥ h− 1 and Ext1G(∆(µ),Str ⊗L(λ)) 6= 0 for some λ, µ ∈ X+. Then
(pr − 1)(h − 1) + 2pr(p− h+ 1)− 〈λ, α∨0 〉 ≤ 〈µ, α
∨
0 〉 ≤ 〈λ, α
∨
0 〉+ (p
r − 1)(h − 1)
Proof. This follows directly by combining Lemma 4.1.1 and Proposition 4.2.1. 
And we also obtain the following theorem, removing the mention of µ. We only state the result
for p ≥ h as the conditions on λ are never satisfied for p = h− 1.
Theorem 4.3.2. Assume that p ≥ h and let λ ∈ X+ with 〈λ, α
∨
0 〉 < p
r(p−h+1). Then Str⊗L(λ)
has a good filtration.
Proof. If Str⊗L(λ) does not have a good filtration, then by Theorem 3.2.1 there must be some
µ ∈ X+ with Ext
1
G(∆(µ),Str⊗L(λ)) 6= 0. Hence, by Theorem 4.3.1
(pr − 1)(h − 1) + 2pr(p− h+ 1)− 〈λ, α∨0 〉 ≤ 〈µ, α
∨
0 〉 ≤ 〈λ, α
∨
0 〉+ (p
r − 1)(h − 1)
and in particular
(pr − 1)(h− 1) + 2pr(p − h+ 1)− 〈λ, α∨0 〉 ≤ 〈λ, α
∨
0 〉+ (p
r − 1)(h − 1)
which gives 〈λ, α∨0 〉 ≥ p
r(p− h+ 1), contradicting the choice of λ. 
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4.4. In this section, we will present another method to obtain sufficient conditions on p, r and λ
to ensure that Str⊗L(λ) has a good filtration. This procedure starts with the r = 1 case and then
uses an inductive argument similar to the one in [And01, Proposition 2.10], though the formulation
below is more general. In some cases, it will be easier to deal with the r = 1 case.
Proposition 4.4.1. Let m be a positive integer and let Γ1 ⊆ Xm be a set of weights, such that
Stm⊗L(λ) has a good filtration for all λ ∈ Γ1. Let Γr =
∑r−1
i=0 p
imΓ1 be the set of weights λ of the
form λ = λ0 + p
mλ1 + · · · + p
(r−1)mλr−1 with all λi ∈ Γ1.
Then Strm⊗L(λ) has a good filtration for all λ ∈ Γr.
Proof. We proceed by induction on r. Using the STPT, we have
Strm = L((p
rm − 1)ρ) = L((pm − 1)ρ+ pm(p(r−1)m − 1)ρ) ∼= Stm⊗ St
(m)
(r−1)m
and if λ = λ0 + p
mλ1 + · · ·+ p
(r−1)mλr−1 with all λi ∈ Γ1, then we can write λ = λ0 + p
mµ where
µ = λ1 + p
mλ2 + · · · + p
(r−2)mλr−1 ∈ Γr−1, and L(λ) ∼= L(λ0)⊗ L(µ)
(m).
Now Strm⊗L(λ) ∼= Stm⊗L(λ0) ⊗ (St(r−1)m⊗L(µ))
(m). By assumption Stm⊗L(λ0) has a good
filtration since λ0 ∈ Γ1, and by induction have that St(r−1)m⊗L(µ) has a good filtration. The
result follows by Proposition 5.1.1. 
The case of the above that will be of most interest is when m = 1. As a special case one obtains
the result: if St1⊗L(λ) has a good filtration for all λ ∈ X1, then Str⊗L(λ) has a good filtration
for all λ ∈ Xr.
One way to use Proposition 4.4.1 is to use Theorem 4.3.2 in the case r = 1 to get a set of weights
to use, and then expand. The set of weights thus obtained for arbitrary r will generally contain
weights not satisfying the inequality of Theorem 4.3.2 unless either p ≤ h or p ≥ 2h− 2. Note that
if p < 2h− 2 then there are weights in X1 which do not satisfy the inequality in Theorem 4.3.2, so
we cannot directly improve the bound on p this way.
5. Donkin’s Conjecture
5.1. We first recall the result of Andersen (cf. [And01, Proposition 2.6]), which allows us to reduce
the general question of whether Str⊗∇
(p,r)(λ) has a good filtration to just considering the case
when λ ∈ Xr (i.e., whether Str⊗L(λ) has a good filtration). A proof is included below as we need
a slightly more general version than the one originally given by Andersen.
Proposition 5.1.1. Let V be a G-module. The following are equivalent.
(a) Str ⊗V has a good filtration.
(b) Str ⊗V ⊗∇(λ)
(r) has a good filtration for all λ ∈ X+.
Proof. Since∇(0)(r) ∼= k(r) ∼= k, we clearly have that (b) implies (a). For the other direction (i.e., (a)
implies (b)) assume that Str⊗V has a good filtration. Then by Theorem 3.2.3, Str⊗V ⊗ ∇(p
rλ)
has a good filtration for all λ ∈ X+. Since direct summands of modules with good filtrations
themselves have good filtrations (by Theorem 3.2.1), it is sufficient to show that Str⊗∇(λ)
(r) is a
direct summand of Str⊗∇(p
rλ), which would then imply that Str⊗V ⊗∇(λ)
(r) is a direct summand
of Str ⊗V ⊗∇(p
rλ).
For our purposes we need to show that there are maps ϕ : Str ⊗∇(λ)
(r) → Str⊗∇(p
rλ) and
ψ : Str⊗∇(p
rλ) → Str ⊗∇(λ)
(r) such that ψ ◦ ϕ = id. Since Str⊗∇(λ)
(r) ∼= ∇((pr − 1)ρ + prλ)
[Jan03, Proposition II.3.19], and this has a simple socle and 1-dimensional space of endomorphisms,
it is sufficient to find such ϕ and ψ such that the weight space of weight (pr − 1)ρ + prλ is not in
the kernel of the composed map.
In order for maps ϕ and ψ as above to exist, we must have HomG(Str⊗∇(λ)
(r),Str⊗∇(p
rλ)) 6= 0
and HomG(Str⊗∇(p
rλ),Str⊗∇(λ)
(r)) 6= 0. We prove this below, and note that the arguments for
this claim also show that choosing any non-zero maps ϕ and ψ will in fact give the desired property.
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By Frobenius reciprocity, we have
HomG(∇(λ)
(r),∇(prλ)) ∼= HomB(∇(λ)
(r), prλ) 6= 0
since prλ is the highest weight of ∇(λ)(r). Hence, HomG(Str⊗∇(λ)
(r),Str ⊗∇(p
rλ)) 6= 0.
On the other hand, we have Str⊗∇(λ)
(r) ∼= ∇((pr − 1)ρ+ prλ), and by Frobenius reciprocity,
HomG(Str⊗∇(p
rλ),Str⊗∇(λ)
(r)) ∼= HomG(Str⊗∇(p
rλ),∇((pr − 1)ρ+ prλ))
∼= HomB(Str⊗∇(p
rλ), (pr − 1)ρ+ prλ)
6= 0
since (pr− 1)ρ+ prλ is the highest weight of Str⊗∇(p
rλ). This shows that Str⊗∇(λ)
(r) is a direct
summand of Str⊗∇(p
rλ) which completes the proof. 
5.2. We can now show that the “if” direction of Donkin’s Conjecture is equivalent to proving that
St1⊗L(λ) has a good filtration for all λ ∈ X1.
Theorem 5.2.1. The following statements are equivalent.
(a) St1⊗L(λ) has a good filtration for all λ ∈ X1.
(b) Str ⊗L(λ) has a good filtration for all λ ∈ Xr.
(c) If M is rational G-module such that M has a good (p, r)-filtration then Str⊗M has a good
filtration.
Proof. (a) ⇐⇒ (b): This follows by using Proposition 4.4.1. (c) ⇒ (b): This holds because L(λ)
has a good (p, r)-filtration.
(b) ⇒ (c): Suppose that M has a good (p, r)-filtration. One can look at the sections and it
suffices to show Str ⊗L(λ0)⊗∇(λ1)
(r) has a good filtration for λ0 ∈ Xr, λ1 ∈ X+. This follows by
Theorem 5.1.1 because Str ⊗ L(λ0) has a good filtration by hypothesis.

5.3. We can now present a proof of one direction of Donkin’s Conjecture when p ≥ 2h − 2 which
recovers Proposition 2.10 of [And01].
Theorem 5.3.1. Let p ≥ 2h−2. If M has a good (p, r)-filtration then Str⊗M has a good filtration.
Proof. Since p ≥ 2h− 2 we have p− h+ 1 ≥ h− 1. Therefore, for any λ ∈ Xr,
〈λ, α∨0 〉 ≤ (p
r − 1)(h − 1) < pr(h− 1) ≤ pr(p− h+ 1).
According to Theorem 4.3.2, Str⊗L(λ) has a good filtration for all λ ∈ Xr. The statement of the
theorem now follows from Theorem 5.2.1. 
5.4. For dealing with specific cases, it will be useful to know for which dominant weights λ we
have L(λ) ∼= ∇(λ) when R is of type A. The following formulation is taken from the last part of
II.8.21 in [Jan03] with the difference that we have the requirement α − β0 ∈ R ∪ {0} instead of
α− β0 ∈ R (without this change the formulation is not correct).
Theorem 5.4.1 ([Jan73, Satz 9]). Assume that R is of type An and let λ ∈ X+. For each α ∈ R
+
write 〈λ+ ρ, α∨〉 = aαp
sα + bαp
sα+1 for natural numbers aα, bα, sα with 0 < aα < p.
Then L(λ) ∼= ∇(λ) if and only if for all α ∈ R+ there are positive roots β0, β1, . . . , βbα such that
〈λ + ρ, β∨0 〉 = aαp
sα and for all 1 ≤ i ≤ bα we have 〈λ + ρ, β
∨
i 〉 = p
sα+1 and such that further
α =
∑bα
i=0 βi and α− β0 ∈ R ∪ {0}.
Note that when applying the above theorem to determine whether L(λ) ∼= ∇(λ) for some λ ∈ X+,
we only need to consider those α ∈ R+ with 〈λ+ρ, α∨〉 > p, since the condition is trivially satisfied
for all other positive roots (by picking β0 = α since in that case we have bα = 0).
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6. Tensoring with other simple modules
6.1. The methods employed in this paper use the condition that 〈λ, α∨0 〉 is not too large to show
that Str⊗L(λ) has a good filtration. In particular, our techniques do not need that L(λ) remains
simple when restricted to Gr (i.e., λ ∈ Xr).
Therefore, a natural question to ask is whether one can replace the conjecture that Str⊗L(λ) has
a good filtration for all λ ∈ Xr (which is still only a conjecture when p < 2h− 2) with the stronger
statement that Str ⊗L(λ) has a good filtration for all λ ∈ X+ with 〈λ, α
∨
0 〉 ≤ (p
r− 1)(h− 1) (which
also holds when p ≥ 2h− 2 by Corollary 4.3.2).
However, we will show that this is not the case for smaller primes in the following section. For
p ≥ 2h− 2 with 〈λ, α∨0 〉 ≤ (p
r − 1)(h− 1), λ also satisfies 〈λ, α∨0 〉 < p
r(p− h+ 1), and we have the
following result which does hold for smaller primes.
Proposition 6.1.1. Let λ ∈ X+ with 〈λ, α
∨
0 〉 < p
r(p− h+ 1). Then L(λ) ∼= ∇(p,r)(λ).
Proof. Write λ = λ0 + p
rλ1 with λ0 ∈ Xr and observe that
〈λ1, α
∨
0 〉 ≤
1
pr
〈λ, α∨0 〉 < p− h+ 1
so 〈λ1 + ρ, α
∨
0 〉 < (p− h+ 1) + (h− 1) = p and hence L(λ1)
∼= ∇(λ1) by [Jan03, Corollary 5.6].
Consequently,
∇(p,r)(λ) = L(λ0)⊗∇(λ1)
(r) ∼= L(λ0)⊗ L(λ1)
(r) ∼= L(λ0 + p
rλ1) = L(λ).

6.2. The following class of counterexamples shows that Str⊗L(λ) need not have a good filtration
when 〈λ, α∨0 〉 ≤ (p
r − 1)(h− 1).
Proposition 6.2.1. Let R be of type An with n ≥ 3 and assume that p = 2h − 5 is a prime. Let
λ = p(ω1 + ω2 + · · · + ωn−1). Then 〈λ, α
∨
0 〉 ≤ (p − 1)(h − 1) but St1⊗L(λ) does not have a good
filtration.
Proof. Since h ≥ 4 (recall that h = n+ 1) we have
〈λ, α∨0 〉 = p(n− 1) = (2h − 5)(h− 2) = 2h
2 − 9h+ 10 = 2h2 − 8h+ 6− (h− 4)
≤ 2h2 − 8h+ 6 = (2h − 6)(h− 1) = (p − 1)(h− 1)
which was the first part of the claim.
Let µ = ω1 + ω2 + · · · + ωn−1 (so λ = pµ). We claim that ∇(µ) 6∼= L(µ). First apply Theorem
5.4.1 with the positive root α = α1 + α2 + · · ·+ αn−1. One has
〈µ+ ρ, α∨〉 = (n − 1) + (n − 1) = 2h − 4 = 1 + p
so if we had ∇(µ) ∼= L(µ) there would have to be a positive root β0 with 〈µ + ρ, β
∨
0 〉 = 1 and
α− β0 ∈ R ∪ {0}.
However, the only positive root β0 such that 〈µ+ ρ, β
∨
0 〉 = 1 is β0 = αn since µ+ ρ is dominant
and all other simple roots γ have 〈µ + ρ, γ∨〉 = 2. Since α − αn is not a root (and α 6= αn), this
shows the claim.
Now one has St1⊗L(λ) ∼= St1⊗L(µ)
(1) ∼= L((p − 1)ρ + pµ) by STPT. But since this is a simple
module, the only way it can have a good filtration is if it is isomorphic to ∇((p−1)ρ+pµ). But, by
[Jan03, Proposition II.3.19]we have ∇((p− 1)ρ+ pµ) ∼= St1⊗∇(µ)
(1). Since L(µ)(1) is a submodule
of ∇(µ)(1), it follows that if St1⊗L(µ)
(1) ∼= St1⊗∇(µ)
(1) then also L(µ)(1) ∼= ∇(µ)(1), and thus
L(µ) ∼= ∇(µ), which is not the case. 
The existence of the aforementioned family of counterexamples means that if one wants to show
that St1⊗L(λ) has a good filtration for all λ ∈ X1 when p is small, then the methods need to take
into account more than just the size of 〈λ, α∨0 〉.
10 TOBIAS KILDETOFT AND DANIEL K. NAKANO
7. Good filtrations on Str⊗∇
(p,r)(λ)
7.1. The goal of this section is to show that if λ = λ0+ p
rλ1 with λ0 ∈ Xr and λ1 ∈ X+ where λ1
is “large enough” compared to λ0 (and p and r), then Str⊗∇
(p,r)(λ) has a good filtration, even if λ0
is not small enough compared to p and r to apply Theorem 4.3.2. We start with some preliminary
lemmas. The first lemma involves weights of ∇(λ) and the second provides conditions on when
R1IndGB(λ) = 0.
Lemma 7.1.1. Let λ ∈ X+ and assume that µ is a weight of ∇(λ). Then 〈µ, α
∨〉 ≥ −〈λ, α∨0 〉 for
all α ∈ R+. In particular, the same inequality holds for any weight of L(λ).
Proof. Since the Weyl group acts transitively on the Weyl chambers, there is some w ∈ W such
that 〈w(µ), α∨〉 ≤ 0 for all α ∈ R+. Then 〈w(µ), α∨〉 ≥ 〈w(µ), α∨0 〉 for all α ∈ R for the same reason
that the reverse inequality would hold if w(µ) was dominant.
For any α ∈ R+, 〈µ, α∨〉 = 〈w(µ), w(α∨)〉 ≥ 〈w(µ), α∨0 〉. Since µ is a weight of ∇(λ), so is w(µ).
Hence, w(µ) ≥ w0(λ) and 〈w(µ), α
∨
0 〉 ≥ 〈w0(λ), α
∨
0 〉. Furthermore, 〈w0(λ), α
∨
0 〉 = −〈λ, α
∨
0 〉 which
gives the first claim. If µ is a weight of L(λ) then µ is also a weight of ∇(λ), thus the second claim
follows. 
Lemma 7.1.2. Let λ ∈ X. If 〈λ, α∨〉 ≥ −1 for all α ∈ S then R1IndGB(λ) = 0.
Proof. This follows by combining [Jan03, Proposition II.4.5] and [Jan03, Proposition II.5.4(a)]. 
7.2. The lemmas in the preceding section can be used to show when ∇(ν) ⊗ L(λ) has a good
filtration.
Proposition 7.2.1. Let λ, ν ∈ X+ with 〈λ, α
∨
0 〉 ≤ 〈ν, α
∨〉+1 for all α ∈ S. Then ∇(ν)⊗L(λ) has
a good filtration.
Proof. First note that by Lemma 7.1.1, for any weight µ of L(λ) and any α ∈ S,
〈ν + µ, α∨〉 = 〈ν, α∨〉+ 〈µ, α∨〉 ≥ 〈ν, α∨〉 − 〈λ, α∨0 〉 ≥ −1.
Now apply the tensor identity ([Jan03, Proposition 3.6]) which gives
∇(ν)⊗ L(λ) = IndGB(ν)⊗ L(λ)
∼= IndGB(ν ⊗ L(λ)).
The weights of L(λ) gives a filtration of L(λ) as a B-module, so we obtain a filtration of ν ⊗ L(λ)
with factors of the form ν + µ where µ is a weight of L(λ).
We wish to show that this filtration gives a filtration of IndGB(ν ⊗ L(λ)) with terms of the form
IndGB(ν + µ). In order to do this, it is sufficient to show that R
1IndGB(ν + µ) = 0 for all weights
µ of L(λ). But, for any such µ and α ∈ S one has 〈ν + µ, α∨〉 ≥ −1, so this follows by Lemma
7.1.2. Therefore, we have demonstrated that ∇(ν)⊗ L(λ) has a filtration with factors of the form
IndGB(γ) for suitable γ which finishes the proof. 
As a direct consequence of the above, we get a sufficient condition on λ which guarantees that
Str⊗L(λ) has a good filtration, with no requirement on p. For p = h this condition is better than
the one obtained from Theorem 4.3.2.
Theorem 7.2.2. If λ ∈ X+ with 〈λ, α
∨
0 〉 ≤ p
r then Str⊗L(λ) has a good filtration.
Proof. This follows directly from Proposition 7.2.1 since 〈(pr − 1)ρ, α∨〉 = pr − 1 for all α ∈ S. 
7.3. We now present sufficient conditions to insure that Str⊗∇
(p,r)(λ) has a good filtration.
Theorem 7.3.1. Let λ be a dominant weight and write λ = λ0 + p
rλ1 with λ0 ∈ Xr. Moreover,
assume that 〈λ0, α
∨
0 〉 ≤ p
r(〈λ1, α
∨〉+ 1) for all α ∈ S. Then Str⊗∇
(p,r)(λ) has a good filtration.
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Proof. By [Jan03, Proposition II.3.19]
Str⊗∇
(p,r)(λ) = Str⊗∇(λ1)
(r) ⊗ L(λ0) ∼= ∇((p
r − 1)ρ+ prλ1)⊗ L(λ0)
so the claim follows from Proposition 7.2.1 since 〈(pr − 1)ρ + prλ1, α
∨〉 = pr〈λ1, α
∨〉 + pr − 1 for
any α ∈ S. 
As a special case of above theorem, we see that if pr(〈λ1, α
∨〉+1) ≥ (pr−1)(h−1) for all α ∈ S,
then for any λ = λ0 + p
rλ1 with λ0 ∈ Xr, Str⊗∇
(p,r)(λ) has a good filtration.
8. Root systems of small rank
8.1. For the root systems of type A2, A3, B2 and G2 we can show that Str⊗M has a good filtration
for any G-module M with a good (p, r)-filtration, without any restrictions on p, except for the case
p = 7 in type G2. This will be accomplished by proving that St1⊗L(λ) has a good filtration for all
λ ∈ X1. The statement will then follow from Proposition 4.4.1 and Proposition 5.1.1.
In the following, we will call a weight λ ∈ X+ simple if L(λ) = ∇(λ). We start with a result
similar to Lemma 4.1.1 and Proposition 4.2.1. We will not give a proof here, as the arguments are
completely identical to those of the mentioned results.
Proposition 8.1.1. Let λ ∈ X1 and assume that St1⊗L(λ) does not have a good filtration. Then
there are weights µ, σ ∈ X+ with µ 6= λ such that
(a) Ext1G(k, L(σ)) 6= 0,
(b) [∇(λ) : L(µ)] 6= 0 and
(c) pσ ≤ λ+ µ.
In particular, λ is not simple, pσ ≤ 2λ, p〈σ, α∨0 〉 ≤ 2〈λ, α
∨
0 〉, and p〈σ, α
∨
0 〉 ≤ 〈λ+ µ, α
∨
0 〉.
In order to apply the above, we start by obtaining a version of Proposition 2.3.1(b) when p ≤ h−1
(for p ≥ h we can use the proposition itself, and as remarked there, we cannot improve this). We
do this by using that if Ext1G(k, L(σ)) 6= 0 then [∇(σ) : L(0)] 6= 0 ([Jan03, Proposition II.2.14]), and
then apply the Jantzen sum formula ([Jan03, Proposition II.8.19]) to see which σ satisfies this. Note
that in type G2, we instead use the tables in [Hag83] to do this. In some cases, we will explicitly
determine those small weights σ for which Ext1G(k, L(σ)) 6= 0, since this will be helpful, as can be
seen from Proposition 8.1.1.
Once we have obtained the above, we apply Proposition 8.1.1 in several steps. The first step is
to use it to reduce the set of weights we need to consider. In some cases, we will instead apply
Theorem 7.2.2 for this. In some cases, we will also need to apply the Jantzen sum formula to ∇(λ)
for some of those weights λ we are left with, (or use the tables in [Hag83]), in order to know which
simple modules can occur as composition factors of ∇(λ). This will also give a further reduction
in the weights we need to consider, as we do not need to consider any simple weights.
In the following we will write all weights in the basis consisting of the fundamental weights.
8.2. Type A2. Since we have 2h− 2 = 4, we need to consider the cases p = 2 and p = 3.
8.2.1. p = 2. In this case we are done as soon as we apply Theorem 7.2.2 as there are no weights
left to consider.
8.2.2. p = 3. The only weight left to consider after applying Theorem 7.2.2 is (2, 2) = (p − 1)ρ
which is simple, so we are done.
8.3. Type A3. Since 2h− 2 = 6, the cases we need to consider are p = 2, p = 3 and p = 5.
8.3.1. p = 2. The only weight left to consider after applying Theorem 7.2.2 is (1, 1, 1) = (p − 1)ρ,
which is simple so we are done.
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8.3.2. p = 3. We see that if Ext1G(k, L(σ)) 6= 0 then 〈σ, α
∨
0 〉 ≥ 2 since all the fundamental weights
are simple. The weight (0, 2, 0) shows that we cannot do any better, but this is the only such weight
where equality holds (as can be checked using the Jantzen sum formula).
By Theorem 7.2.2, we need to consider the weights (0, 2, 2), (1, 1, 2), (1, 2, 1), (1, 2, 2), (2, 0, 2),
(2, 1, 1), (2, 1, 2), (2, 2, 0), (2, 2, 1) and (2, 2, 2). But applying Theorem 5.4.1 we see that the only
ones of these we need to consider are (1, 1, 2), (1, 2, 1), (2, 0, 2), (2, 1, 1) and (2, 1, 2) as the rest are
simple.
By Proposition 8.1.1 we can then further restrict to those weights λ such that either 3(0, 2, 0) ≤ 2λ
or 〈λ, α∨0 〉 ≥ 5. This rules out the weights (1, 1, 2), (2, 0, 2) and (2, 1, 1), so we are left with just
(1, 2, 1) and (2, 1, 2).
Applying the Jantzen sum formula to ∇(1, 2, 1) we see that we have a short exact sequence
0→ L(1, 2, 1) → ∇(1, 2, 1)→ L(0, 2, 0) → 0,
and we can thus apply Proposition 8.1.1 to rule out this weight, as we do not have 3(0, 2, 0) ≤
(1, 2, 1) + (0, 2, 0) since (1, 2, 1) + (0, 2, 0) − 3(0, 2, 0) = (1,−2, 1) = −α2.
For the weight (2, 1, 2) we again apply the Jantzen sum formula and get a short exact sequence
0→ L(2, 1, 2) → ∇(2, 1, 2)→ L(0, 1, 0) → 0.
Like before, we can rule out this weight as we do not have 3(0, 2, 0) ≤ (0, 1, 0) + (2, 1, 2) since
(0, 1, 0) + (2, 1, 2) − 3(0, 2, 0) = (2,−4, 2) = −2α2.
8.3.3. p = 5. After applying Theorem 4.3.2, we are left with the weights (2, 4, 4), (3, 3, 4), (3, 4, 3),
(3, 4, 4), (4, 2, 4), (4, 3, 3), (4, 3, 4), (4, 4, 2), (4, 4, 3) and (4, 4, 4). But applying Theorem 5.4.1 we
reduce this to just the weights (3, 3, 4), (3, 4, 3), (4, 2, 4), (4, 3, 3) and (4, 3, 4). And the result for
(3, 3, 4) follows from the result for (4, 3, 3) = −w0(3, 3, 4).
By Proposition 2.3.1, if Ext1G(k, L(σ)) 6= 0 then 〈σ, α
∨
0 〉 ≥ 4. Thus, by Proposition 8.1.1 we see
that it will be sufficient, for each weight λ in the above list, to show that if L(µ) is a composition
factor of ∇(λ) with µ 6= λ then 〈µ+ λ, α∨0 〉 < 5 · 4 = 32, ie that 〈µ, α
∨
0 〉 ≤ 19− 〈λ, α
∨
0 〉.
Applying the Jantzen sum formula, we get the following (we do not need to compute the char-
acters completely, as we only need bounds on the weights occuring):
(i) For λ = (4, 3, 3), all weights µ that occur have 〈µ, α∨0 〉 ≤ 7 < 19− 〈λ, α
∨
0 〉 = 9.
(ii) For λ = (4, 3, 4), all weights µ that occur have 〈µ, α∨0 〉 ≤ 3 < 19− 〈λ, α
∨
0 〉 = 8.
(iii) For λ = (4, 2, 4), all weights µ that occur have 〈µ, α∨0 〉 ≤ 4 < 19− 〈λ, α
∨
0 〉 = 9.
(iv) For λ = (3, 4, 3), all weights µ that occur have 〈µ, α∨0 〉 ≤ 6 < 19− 〈λ, α
∨
0 〉 = 9.
Thus we have dealt with all the weights in this case.
8.4. Type B2. Here 2h− 2 = 6 so we need to deal with the cases p = 2, p = 3 and p = 5.
8.4.1. p = 2. After applying Theorem 7.2.2, the only weight left is (1, 1) = (p−1)ρ which is simple,
so this case is done.
8.4.2. p = 3. In this case we see that if Ext1G(k, L(σ)) 6= 0 then 〈σ, α
∨
0 〉 ≥ 3 (by using the Jantzen
sum formula to check that all the weights (1, 0), (0, 1) and (0, 2) are simple).
Thus by Proposition 8.1.1 we only need to consider weights λ with 2〈λ, α∨0 〉 ≥ 3 · 3 = 9, ie with
〈λ, α∨0 〉 ≥ 5. This means we just need to consider the weights (2, 1) and (2, 2) = (p − 1)ρ. The
latter is simple, as is (2, 1) (by applying the Jantzen sum formula), so this case is done.
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8.4.3. p = 5. After applying Theorem 4.3.2 we are left with the weights (3, 4), (4, 2), (4, 3) and
(4, 4) = (p − 1)ρ. The last of these is simple, and so are (4, 2) and (4, 3) (seen by applying the
Jantzen sum formula). This leaves us with just the weight (3, 4).
By Proposition 2.3.1, if Ext1G(k, L(σ)) 6= 0 then 〈σ, α
∨
0 〉 ≥ 4. Using the Jantzen sum formula, we
see that there is a short exact sequence
0→ L(3, 4)→ ∇(3, 4) → L(0, 4)→ 0,
so we are done by Proposition 8.1.1 since it is not the case that 14 = 〈(3, 4)+(0, 4), α∨0 〉 ≥ 5 ·4 = 20.
8.5. Type G2. Here 2h− 2 = 10 so we need to deal with the cases p = 2, p = 3, p = 5 and p = 7.
However, we will not be able to deal with the case p = 7.
8.5.1. p = 2. Here the weights we need to consider after applying Theorem 7.2.2 are (0, 1) and
(1, 1) = (p − 1)ρ. The last of these is simple, and so is (0, 1) (as can be seen from the table on p.
90 of [Hag83]). So we are done in this case.
8.5.2. p = 3. From the table on p. 85 of [Hag83] we see that if Ext1G(k, L(σ)) 6= 0 then 〈σ, α
∨
0 〉 ≥ 5.
By Proposition 8.1.1 we thus only need to consider weights λ with 2〈λ, α∨0 〉 ≥ 3 · 5 = 15, ie with
〈λ, α∨0 〉 ≥ 8. But the only restricted weight satisfying this are (1, 2) and (2, 2) = (p − 1)ρ. Since
the latter of these is simple, we are left with (1, 2).
Looking at the same table again, we see that if L(µ) is a composition factor of ∇(1, 2) then
〈µ, α∨0 〉 ≤ 6, so by Proposition 8.1.1we are done, since 〈(1, 2), α
∨
0 〉+ 6 = 14 < 3 · 5 = 15.
8.5.3. p = 5. From the table on p. 83 of [Hag83] we see that if Ext1G(k, L(σ)) 6= 0 then 〈σ, α
∨
0 〉 ≥ 15.
By Proposition 8.1.1 we thus see that we only need to consider weights λ with 2〈λ, α∨0 〉 ≥ 5·15 = 75.
But there are no restricted weights satisfying this, so we are done.
8.5.4. p = 7. As mentioned in the beginning of this section, we will not be able to deal with this
case.
The reason for this is that there are in fact weights σ, λ, µ with λ ∈ X1, µ 6= λ and such that we
have Ext1G(k, L(σ)) 6= 0, [∇(λ) : L(µ)] 6= 0 and pσ ≤ λ + µ. In particular, we can take σ = 2α0,
which is sufficiently “small” that for many choices of λ ∈ X1 there will be a µ satisfying the above.
For more information about composition factors of the induced modules in this case, one can consult
[Mer85]. Thus, it no longer suffices to apply Proposition 8.1.1 in this case.
9. Cohomological Criteria: Donkin’s Conjecture
9.1. Setting. Let λ ∈ X+ and write λ = λ0 + p
rλ1 where λ0 ∈ Xr and λ1 ∈ X+. Set λˆ0 =
2(pr − 1)ρ−w0(λ0), and ∆
(p,r)(λ) = T (λˆ0)⊗∆(λ1)
(r). It should be noted that the modules ∆p(λ)
in [PS12] are not the same as our ∆(p,1)(λ).
Theorem 9.1.1. Let λ, µ ∈ X+. Assume that HomGr(T (λˆ0), L(µ0))
(−r) has a good filtration. Then
ExtnG(∆
(p,r)(λ),∇(p,r)(µ)) = 0
for n > 0.
Proof. We first apply the LHS spectral sequence:
Ei,j2 = Ext
i
G/Gr
(∆(λ1)
(r),ExtjGr(T (λˆ0), L(µ0))⊗∇(µ1)
(r))⇒ Exti+jG (∆
(p,r)(λ),∇(p,r)(µ)).
Since T (λ̂0) is projective over Gr this spectral sequence collapses and yields for n ≥ 0
(9.1.1) ExtnG(∆
(p,r)(λ),∇(p,r)(µ)) ∼= ExtnG/Gr(∆(λ1)
(r),HomGr(T (λ̂0), L(µ0))⊗∇(µ1)
(r)).
The result now follows by using the assumption that HomGr(T (λˆ0), L(µ0))
(−r) has a good filtration
and the fact that tensor products of induced modules admit a good filtration. 
14 TOBIAS KILDETOFT AND DANIEL K. NAKANO
In the case when p ≥ 2h − 2 (or in the cases when Donkin’s Tilting Conjecture holds), one has
T (λˆ0) ∼= Qr(λ0) for all λ0 ∈ Xr, and we can refine the aforementioned theorem.
Corollary 9.1.2. Let p ≥ 2h− 2 and λ, µ ∈ X+. Then
ExtnG(∆
(p,r)(λ),∇(p,r)(µ)) ∼=
{
0 n > 0 or λ 6= µ
k n = 0 and λ = µ
Proof. In this case T (λˆ0) ∼= Qr(λ0) for all λ0 ∈ Xr, and HomGr(Qr(λ0), L(µ0))
(−r) has a good
filtration because it is either k or zero. Moreover, by [Jan03, Proposition II.4.13],
ExtnG/Gr(∆(λ1)
(r),∇(µ1)
(r)) ∼= ExtnG(∆(λ),∇(µ))(9.1.2)
∼=
{
0 n > 0, n = 0 and λ1 6= µ1
k n = 0 and λ1 = µ1.
(9.1.3)
The result now follows by applying these facts. 
If M is a finite-dimensional rational G-module admitting a good (p, r)-filtration, then we denote
by [M : ∇(p,r)(λ)](p,r) the number of times ∇
(p,r)(λ) occurs in such a filtration for some λ ∈ X+
(this is easily seen to be well-defined since each ∇(p.r)(λ) has a unique highest weight).
We then have the following.
Corollary 9.1.3. Assume that p ≥ 2h − 2, let M be a finite-dimensional rational G-module ad-
mitting a good (p, r)-filtration and λ ∈ X+. Then
[M : ∇(p,r)(λ)](p,r) = dimHomG(∆
(p,r)(λ),M).
Proof. This follows immediately from Corollary 9.1.2. 
9.2. We can now provide necessary and sufficient cohomological conditions for Str ⊗M to admit
a good filtration.
Lemma 9.2.1. Let λ ∈ X+ and assume that L(λ) = ∇(λ). Let M be a rational G-module with
Mλ 6= 0 and such that Mµ 6= 0 =⇒ µ ≤ λ. Then L(λ) is a direct summand of M .
Proof. Since λ is largest among the weights of M , there is a surjective homomorphism M → λ as
B-modules. By Frobenius reciprocity, we obtain a non-zero homomorphism M → ∇(λ) = L(λ)
which must therefore be surjective, which yields a short exact sequence 0→ N →M → L(λ)→ 0.
We now just need to show that this sequence splits, and for this it is sufficient to show that
Ext1G(L(λ), L(µ)) = 0 for all composition factors L(µ) of N . But since µ ≤ λ, if Ext
1
G(L(λ), L(µ)) 6=
0 then µ 6= λ and L(µ) is a composition factor of ∇(λ) (by [Jan03, II.2.14]), which cannot be the
case as ∇(λ) was assumed to be simple. 
The following lemma and its proof are essentially identical to [Don93, Theorem 2.5] (that state-
ment and proof are originally due to C. Pillen [Pil93, Corollary A]), except we have replaced
L((pr − 1)ρ + w0(λ)) by ∆((p
r − 1)ρ + w0(λ)) in the statement and made minor changes in the
proof in order to accomodate this change.
Lemma 9.2.2. Let λ ∈ Xr. Then T (λˆ) is a direct summand of Str ⊗∆((p
r − 1)ρ +w0(λ)).
Proof. First note that since Str = L((p
r−1)ρ) = ∇((pr−1)ρ), we deduce from Lemma 9.2.1 that Str
is a direct summand of both ∆(−w0(λ))⊗∆((p
r−1)ρ+w0(λ)) and T ((p
r−1)ρ+w0(λ))⊗∆(−w0(λ)).
So one can write
∆(−w0(λ))⊗∆((p
r − 1)ρ+ w0(λ)) = Str⊕V
where all weights of V are strictly smaller than (pr − 1)ρ.
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Thus we get that Str⊗∆((p
r − 1)ρ+ w0(λ)) is a direct summand of
W = T ((pr − 1)ρ +w0(λ))⊗∆(−w0(λ)) ⊗∆((p
r − 1)ρ+ w0(λ))
and by the above we have
W = T ((pr − 1)ρ+ w0(λ)) ⊗ (Str⊕V ) = T ((p
r − 1)ρ+ w0(λ))⊗ Str⊕T ((p
r − 1)ρ+ w0(λ))⊗ V
Let T be an indecomposable summand of Str⊗∆((p
r−1)ρ+w0(λ)) containing the λˆ-weightspace.
The claim is now that T is in fact isomorphic to T (λˆ), and it is thus sufficient to show that T is
tilting.
By the previous considerations, T is a direct summand of either T ((pr − 1)ρ + w0(λ)) ⊗ Str
or T ((pr − 1)ρ + w0(λ)) ⊗ V . But, since T has a non-zero λˆ-weight space, it cannot be a direct
summand of the latter, where all the weights are strictly smaller than λˆ (since all weights of V are
strictly smaller than (pr− 1)ρ). Hence, T is a direct summand of T ((pr− 1)ρ+w0(λ))⊗Str, which
is tilting, which means that T itself is tilting. 
The following equivalent conditions should be compared to those in [And01, Theorem 2.4], where
the focus is on Ext-groups involving various T (λ), instead of the ∆(p,r)(λ) used below. This dif-
ference is what enables us to obtain a condition only involving Ext1-groups, rather than having to
involve all higher Ext-groups.
Theorem 9.2.3. Let M be a G-module with dimHomG(∆
(p,r)(λ),M) < ∞ for all λ ∈ X+. The
following are equivalent.
(a) Str ⊗M has a good filtration.
(b) HomGr(T (λˆ0),M)
(−r) has a good filtration for all λ0 ∈ Xr.
(c) ExtnG(∆
(p,r)(λ),M) = 0 for all λ ∈ X+. n ≥ 1.
(d) Ext1G(∆
(p,r)(λ),M) = 0 for all λ ∈ X+.
Proof. One can use the same argument as in Theorem 9.1.1 to deduce that
(9.2.1) ExtnG(∆
(p,r)(λ),M) ∼= ExtnG/Gr(∆(λ1)
(r),HomGr(T (λˆ0),M))
for all λ = λ0 + p
rλ1 ∈ X+, n ≥ 0. The equivalence of (b), (c), and (d) now follows by [Jan03,
Proposition II.4.16]. We now will show that (a) if and only if (c).
Suppose that (a) holds. Note that T (λˆ0) is a direct summand of Str⊗∆((p
r − 1)ρ + w0(λ0))
for any λ0 ∈ Xr by Lemma 9.2.2. Hence, for any λ = λ0 + p
rλ1 ∈ X+ with λ0 ∈ Xr we get
that ∆(p,r)(λ) = T (λˆ0) ⊗∆(λ1)
(r) is a direct summand of Str⊗∆((p
r − 1)ρ + w0(λ0)) ⊗∆(λ1)
(r),
and it is therefore sufficient to show that ExtnG(Str⊗∆(µ0) ⊗ ∆(µ1)
(r),M) = 0 for any µ0 ∈ Xr,
µ1 ∈ X+and n ≥ 1. Since Str⊗M has a good filtration, so does Str⊗M ⊗∇(µ)
(r) for any µ ∈ X+
by Proposition 5.1.1, and thus we get
ExtnG(Str⊗∆(µ0)⊗∆(µ1)
(r),M) ∼= ExtnG(∆(µ0),Str⊗M ⊗∇(−w0(µ1))
(r)) = 0
which proves that (c) holds.
On the other hand, assume that (c) holds. We will employ Ringel’s criterion for the existence of
good filtrations, that is N has a good filtration if and only if ExtnG(T (λ), N) = 0 for all dominant
λ and all n ≥ 1 (for a proof, see [And01, Theorem 2.2]). So it suffices to show that ExtnG(Str ⊗
T (λ),M) = 0 for all λ ∈ X+, n ≥ 1. Observe that Str⊗T (λ) is a direct sum of T (µ)’s with each µ of
the form (pr−1)ρ+σ for dominant σ (since these summands are injective as Gr-modules), and if we
write σ = σ0+p
rσ1 then T (µ) is a direct summand of T ((p
r−1)ρ+σ0)⊗T (σ1)
(r) by [Jan03, Lemma
II.E.9]. The tilting module T (σ1) has a Weyl-filtration, thus T (µ) is a direct summand of a module
which has a filtration with factors of the form T (νˆ)⊗∆(γ)(r) where ν = (pr − 1)ρ+ w0(σ0) ∈ Xr.
Since ExtnG(T (νˆ) ⊗ ∆(γ)
(r),M) = 0 by assumption for all restricted ν and all dominant γ, this
16 TOBIAS KILDETOFT AND DANIEL K. NAKANO
shows that ExtnG(T (µ),M) = 0 for n ≥ 1. Hence, Ext
n
G(T (λ),Str⊗M) = 0, so Str⊗M has a good
filtration.

Observe that if Conjecture 1.1.1 holds then the conditions in Theorem 9.2.3 would be equivalent
to a rational G-module M admitting a good (p, r)-filtration.
9.3. We now present a surprising consequence of the aforementioned theorem.
Corollary 9.3.1. Let M be a G-module which admits good filtration. Then HomGr(T (λˆ0),M)
(−r)
has a good filtration for all λ0 ∈ Xr.
Proof. . If M admits a good filtration then Str ⊗M admits a good filtration. The result follows
from Theorem 9.2.3. 
It is interesting to note that this results does not hold in general for arbitrary tilting modules.
For example, for T (0) ∼= k, van der Kallen [vanK93] produced an example of a rational G-module
M admitting a good filtration such that HomGr(k,M)
(−r) does not admit a good filtration.
9.4. Donkin’s (p, r)-Conjecture, redux. We can now prove that the verification of Donkin’s
Tilting Module Conjecture guarantees that the “if” direction of Donkin’s (p, r)-Filtration Conjec-
ture holds over fields of arbitrary characteristic.
Theorem 9.4.1. Assume that any one of the following conditions holds for G.
(a) T (δˆ) = Qr(δ) for all δ ∈ Xr
(b) HomGr(T (δˆ), L(τ)) has a good filtration for δ, τ ∈ Xr
(c) p ≥ 2(h− 1).
If M has a good (p, r)-filtration then Str⊗M has a good filtration.
Proof. Any one of the conditions insures that HomGr(T (δˆ), L(τ)) has a good filtration for δ, τ ∈ Xr.
Therefore, ExtnG(∆
(p,r)(λ),∇(p,r)(µ)) = 0 for λ, µ ∈ X+, n ≥ 1 by Theorem 9.1.1. It follows that
if M has a good (p, r)-filtration then ExtnG(∆
(p,r)(λ),M) = 0 for λ ∈ X+, n ≥ 1. Consequently,
Str ⊗M has a good filtration by Theorem 9.2.3. 
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