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Sharp Sobolev Inequalities via Projection Averages
Philipp Kniefacz and Franz E. Schuster
Abstract. A family of sharp Lp Sobolev inequalities is established by averaging
the length of i-dimensional projections of the gradient of a function. Moreover,
it is shown that each of these new inequalities directly implies the classical
Lp Sobolev inequality of Aubin and Talenti and that the strongest member of
this family is the only affine invariant one among them – the affine Lp Sobolev
inequality of Lutwak, Yang, and Zhang. When p = 1, the entire family of new
Sobolev inequalities is extended to functions of bounded variation to also allow
for a complete classification of all extremal functions in this case.
1. Introduction
The fruitful interplay between analysis and geometry is probably highlighted most
prominently by the rich theory of Sobolev inequalities and, in particular, by its best
known representative – the sharp Lp Sobolev inequality in Rn. While the latter is often
stated for functions from the Sobolev space W 1,p(Rn) (consisting of Lp functions with
weak Lp partial derivatives), a more natural setting for it is the larger homogeneous
Sobolev space (see, e.g., [22, Chapter 11]) defined by
W˙ 1,p(Rn) := {f ∈ Lp∗(Rn) : ∇f ∈ Lp(Rn)},
where 1 ≤ p < n and p∗ = np/(n − p). The Lp Sobolev inequality states that if
f ∈ W˙ 1,p(Rn), then (∫
Rn
‖∇f(x)‖p dx
)1/p
≥ an,p ‖f‖p∗, (1.1)
where ‖·‖ denotes the standard Euclidean norm on Rn and we write ‖f‖p for the usual
Lp norm of f in Rn. The exact value of the optimal constant an,p (see below) was
first computed for p > 1 by Aubin [1] and, independently, by Talenti [35], who made
critical use of the classical isoperimetric inequality to reduce (1.1) to a 1-dimensional
problem. In the case p = 1, it was previously shown by Maz’ya [30] and Federer
and Fleming [9] that the sharp L1 Sobolev inequality is actually equivalent to the
isoperimetric inequality.
While the explicit knowledge of the optimal constant has proven beneficial in
certain areas of mathematical physics, its importance is far outweighed by the
classification of the extremal functions in (1.1). Apparently, it was known for some
time that with the help of a rearrangement inequality of Brothers and Ziemer [3] all
extremizers could be identified. However, the first explicit and selfcontained proof
that equality holds in (1.1) for p > 1 if and only if there exist a, b > 0, and x0 ∈ Rn
such that
f(x) = ± (a+ b‖(x− x0)‖p/(p−1))1−n/p (1.2)
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was given by Cordero-Erausquin et al. [7] (and in a more general form). They also
pointed out the disadvantage of considering inequality (1.1) merely for functions in
W 1,p(Rn), since its extremizers do not belong to that space when p ≥ √n. A similar
problem arises in the case p = 1, where it was known for some time that the natural
setting for (1.1) is the space BV (Rn) of functions of bounded variation, since here
the extremizers are characteristic functions of Euclidean balls (see below). For more
information on the history of the Lp Sobolev inequality and its ongoing prominent
role in different areas, we refer to [3, 6, 7, 11, 22] and the references therein.
It was a major breakthrough when in 2002, Lutwak, Yang, and Zhang [28]
(building on earlier work of Zhang [38]) established the first affine invariant
Lp Sobolev inequality. They discovered that replacing the length of the gradient
in (1.1) by an average of a suitable power of the length of 1-dimensional projections
of the gradient leads to a significantly stronger inequality than (1.1). More precisely,
it was shown in [28] that if 1 ≤ p < n and f ∈ W˙ 1,p(Rn), then(∫
Grn,1
(∫
Rn
‖∇f(x)|E‖p dx
)−n/p
dE
)−1/n
≥ cn,p ‖f‖p∗, (1.3)
where we denote by Grn,j the Grassmannian of j-dimensional subspaces of R
n and
write ∇f(x)|E for the orthogonal projection of ∇f(x) to E ∈ Grn,j. Throughout,
integration over Grn,j is with respect to the invariant probability measure on Grn,j.
The optimal constant cn,p in (1.3) was explicitly determined in [38] for p = 1 and
in [28] for p > 1. Later, Wang [37] and, independently, Nguyen [31] proved that
equality holds in (1.3) for p > 1 if and only if
f(x) = ± (a + ‖A(x− x0)‖p/(p−1))1−n/p , (1.4)
for some a > 0, A ∈ GL(n), and x0 ∈ Rn. For p = 1, Wang [36] extended (1.3) to
functions from BV (Rn) and showed that the extremals in this case are precisely the
characteristic functions of ellipsoids. The proof of (1.3) by Lutwak et al. as well as
the characterization of extremals by Wang rely on an affine isoperimetric inequality,
known as the Lp Petty projection inequality, established in [33] for p = 1 and in [26]
for p > 1 (see Section 2). Nguyen used a different but equivalent affine inequality,
known as the Lp Busemann–Petty centroid inequality, going back to [32] for p = 1
and [4, 26] for p > 1, that was first used in this context by Haddad et al. [18].
The impact of the affine Lp Sobolev inequality (1.3) is virtually unparalleled in
convex geometric analysis, as it constitutes the seminal result in a rapidly evolving
theory of affine analytic inequalities (see, e.g., [5, 15, 17, 19–21, 23]). Among this
theory’s most recent achievements is a large family of sharp Lp Sobolev inequalities by
Haberl and the second author [16] that had not just the classical inequality (1.1) and
the affine Lp Sobolev inequality (1.3) as special cases but also an (n− 1)-dimensional
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counterpart to (1.3): If 1 ≤ p < n and f ∈ W˙ 1,p(Rn), then(∫
Grn,n−1
(∫
Rn
‖∇f(x)|E‖p dx
)−n/p
dE
)−1/n
≥ c˜n,p ‖f‖p∗ (1.5)
with equality for p > 1 if and only if f(x) is of the form (1.2). In the case p = 1,
inequality (1.5) was extended to BV (Rn) in [16] and it was shown that equality holds
precisely for characteristic functions of Euclidean balls (see below, for the value of the
optimal constant). While (1.5) is not affine invariant, it was proved in [16] that it is
stronger and directly implies the classical Lp Sobolev inequality (1.1) in the same way
as the affine Lp Sobolev inequality (1.3) does. However, among these three inequalities
the affine invariant one was shown in [16] to be the strongest one.
Comparing inequalities (1.1), (1.3), and (1.5) raises two natural questions:
• Is there a family of (sharp) Lp Sobolev inequalities obtained by averaging the
length of i-dimensional gradient projections that unifies (1.1), (1.3), and (1.5)?
• How are these gradient projection Sobolev inequalities related to each other?
The purpose of this article is to answer both these questions. In order to state our
results it is convenient to introduce the following notation.
Definition Suppose that 1 ≤ i ≤ n and 1 ≤ p < n. For f ∈ W˙ 1,p(Rn), we define
Ei,p(f) =
(∫
Grn,i
(
2ωi+p−2
iωiωp−1
∫
Rn
‖∇f(x)|E‖p dx
)−n/p
dE
)−1/n
, (1.6)
where ωp = pi
p/2/Γ
(
1 + p
2
)
.
With our first main result we give an affirmative answer to the first of the above
questions.
Theorem 1 Suppose that 1 ≤ i ≤ n and 1 ≤ p < n. If f ∈ W˙ 1,p(Rn), then
Ei,p(f) ≥ cn,p‖f‖p∗, (1.7)
where
cn,p =
(
2ωn+p−2
ωnωp−1
)1/p(
n− p
p− 1
)1−1/p(ωnΓ(np )Γ(n + 1− np )
Γ(n)
)1/n
.
For p > 1, equality holds if and only if f(x) has the form (1.2) when i > 1, and if
and only if f(x) has the form (1.4) when i = 1.
In Section 4, we actually prove a Sobolev inequality more general than (1.7), where
the Euclidean norm of the gradient projection in (1.6) can be replaced by any norm
whose unit ball is a polar zonoid in E (see Section 2 for definitions).
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The answer to the second question is provided by our next theorem, which shows
that the functionals Ei,p form a decreasing sequence.
Theorem 2 Suppose that 1 ≤ i ≤ n and 1 ≤ p < n. If f ∈ W˙ 1,p(Rn), then
En,p(f) ≥ En−1,p(f) ≥ · · · ≥ E2,p(f) ≥ E1,p(f).
Note that for any i ≤ n−1, inequality (1.7) directly implies the classical Lp Sobolev
inequality by Theorem 2, and that the affine Lp Sobolev inequality (1.3) is stronger
than any of the inequalities from (1.7) for i ≥ 2.
While for p = 1, the Sobolev inequalities (1.7) are still sharp, their extremizers no
longer belong to the space W˙ 1,1(Rn) but rather to the space of functions of bounded
variation. In this setting the classical Sobolev inequality states that if f ∈ BV (Rn),
then
‖Df‖ ≥ nω1/nn ‖f‖ nn−1 , (1.8)
where the vector valued Radon measure Df is the weak gradient of f and ‖Df‖
denotes its total variation in Rn (see Section 2). Equality holds in (1.8) if and only if
f is a multiple of the characteristic function of a Euclidean ball.
In order to extend Theorems 1 and 2 for p = 1 to functions of bounded variation,
we introduce the following notation.
Definition Suppose that 1 ≤ i ≤ n. For f ∈ BV (Rn), we define
Ei(f) =
(∫
Grn,i
(
2ωi−1
iωi
∫
Rn
‖σf |E‖ d|Df |
)−n
dE
)−1/n
,
where |Df | denotes the variation measure of Df and σf the Radon–Nikodym derivative
of Df with respect to |Df |.
The aforementioned extensions can now be conveniently stated as follows.
Theorem 3 Suppose that 1 ≤ i ≤ n. If f ∈ BV (Rn), then
Ei(f) ≥ 2ωn−1
ω
1−1/n
n
‖f‖ n
n−1
(1.9)
with equality if and only if f is the multiple of a characteristic function of a ball when
i > 1 and that of an ellipsoid when i = 1. Moreover,
En(f) ≥ En−1(f) ≥ · · · ≥ E2(f) ≥ E1(f). (1.10)
In the case i = 1, inequality (1.9) reduces to the affine invariant Zhang–Sobolev
inequality from [36, 38] which, by (1.10), is the strongest of the Sobolev inequalities
provided by Theorem 3. In particular, it directly implies the case i = n − 1 of (1.9)
obtained in [16], which, in turn, is stronger than the classical Sobolev inequality for
functions of bounded variation (1.8) – the case i = n of (1.9).
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2. Background material
In this section we recall basic notions and results from the Lp Brunn–Minkowski
theory of convex bodies as well as some definitions and facts about functions of
bounded variation required in the proofs of our main results. For additional details
on the material presented here, we refer to the excellent monograph [34] by Schneider
and the classic text [8] by Evans and Gariepy.
The setting for this article is n-dimensional Euclidean space Rn, where we always
assume that n ≥ 3. We denote by Kn the space of convex bodies (that is, non-empty,
compact, convex sets) in Rn with the Hausdorff metric. If K ∈ Kn has non-empty
interior, then we write |K| for its volume. The polar set of a closed, convex subset
K ⊆ Rn containing the origin is defined by K◦ = {x ∈ Rn : x · y ≤ 1 for all y ∈ K}.
If K ∈ Kn contains the origin in its interior, then K◦◦ = K and K◦ ∈ Kn is called the
polar body of K. Next recall that each K ∈ Kn is uniquely determined by the values
of its support function h(K, x) = max{x · y : y ∈ K} for x ∈ Rn. Clearly,
h(ϑK, x) = h(K, ϑ−1x), x ∈ Rn, (2.1)
for every ϑ ∈ SO(n). For an origin-symmetric, closed, and convex K ⊆ Rn, let
‖x‖K = min{λ ≥ 0 : x ∈ λK}, x ∈ Rn, denote the Minkowski functional of K and
note that if K ∈ Kn has non-empty interior, then ‖ · ‖K is the norm with unit ball K.
Moreover, for every origin-symmetric K ∈ Kn,
h(K, ·) = ‖ · ‖K◦.
Next let 1 ≤ i ≤ n − 1 and E, F ∈ Grn,i be given and choose ϑ ∈ SO(n) such
that F = ϑE. If K ∈ Kn is origin-symmetric and i-dimensional such that K ⊆ E, we
write K(F ) instead of ϑK for the rotated copy of K contained in F . In this case, it
is easy to see that for every x ∈ Rn,
‖x|F‖K(F )◦ = h(ϑK, x). (2.2)
While the classical Brunn–Minkowski theory of convex bodies emerges from
combining the notion of volume with that of Minkowski addition, the development
of its more modern Lp extension, initiated by Lutwak [24, 25], is a result of merging
volume with the Lp Minkowski addition of convex bodies. To make this more explicit,
let 1 ≤ p < ∞ and suppose that K,L ∈ Kn contain the origin in their interiors. For
t > 0, the Lp Minkowski combination K +p t · L ∈ Kn was defined in [10] by
h(K +p t · L, ·)p = h(K, ·)p + t h(L, ·)p.
Note that when p = 1, we have K +1 t · L = K + tL = {x+ ty : x ∈ K, y ∈ L}.
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It was shown in [24] by Lutwak that to each K ∈ Kn containing the origin in its
interior one can associate a unique Borel measure Sp(K, ·) on Sn−1, the Lp surface
area measure of K, such that
lim
t→0+
|K +p t · L| − |K|
t
=
1
p
∫
Sn−1
h(L, u)p dSp(K, u)
for every L ∈ Kn containing the origin in its interior. Moreover, Sp(K, ·) is absolutely
continuous with respect to the classical surface area measure S1(K, ·) = S(K, ·) and
its Radon–Nikodym derivative is h(K, ·)1−p.
The Cauchy projection formula relates the projection function of a convex body
K ∈ Kn with the cosine transform of its surface area measure in the following way,
voln−1(K|u⊥) = 1
2
∫
Sn−1
|u · v| dS(K, v), u ∈ Sn−1. (2.3)
Noting that the right-hand side of (2.3) is sublinear in u and therefore a support
function, Minkowski used it to define the projection body of K by
h(ΠK, x) =
1
2
∫
Sn−1
|x · v| dS(K, v), x ∈ Rn. (2.4)
Based on (2.4), a natural Lp extension of the projection body operator was defined
by Lutwak, Yang, and Zhang in [26]. For 1 ≤ p < ∞ and K ∈ Kn containing the
origin its interior, the Lp projection body of K is given by
h(ΠpK, x)
p =
ωp−1
2ωn+p−2
∫
Sn−1
|x · v|p dSp(K, v), x ∈ Rn, (2.5)
where the normalizing constant was chosen such that ΠpB
n = Bn for the Euclidean
unit ball Bn in Rn. Note that when p = 1, (2.5) is well defined for all K ∈ Kn and
that, in this case, Π1K = ω
−1
n−1ΠK.
The range of the Lp projection body map is contained in the class of Lp zonoids.
For p ≥ 1, an origin-symmetric convex body K ∈ Kn is an Lp zonoid if and only if
there exists an even measure µ on Sn−1 (which is uniquely determined when p is not
an even integer) such that
h(K, x)p =
∫
Sn−1
|x · v|p dµ(v), x ∈ Rn. (2.6)
In the following, we denote by Zµp the L
p zonoid generated in this way by µ. L1 zonoids
are usually just called zonoids and we simply write Zµ instead of Zµ1 for the zonoid
generated by µ. For more information on Lp zonoids and the various contexts, where
they arise naturally, we refer to [34, Chapter 3.5].
The fundamental affine isoperimetric inequality for Lp projection bodies was
established by Lutwak, Yang, and Zhang [26] and is known as the Lp Petty projection
inequality (see also [2, 4, 14, 29] for alternative proofs). It states that if 1 ≤ p < ∞
and K ∈ Kn contains the origin in its interior, then
|Π◦pK||K|
n−p
p ≤ ωn/pn (2.7)
with equality for p > 1 if and only if K is an ellipsoid centered at the origin. Here
and in the following, we write Π◦pK instead of (ΠpK)
◦. The case p = 1 of (2.7) was
already obtained in 1971 by Petty [33] who proved the inequality for all K ∈ Kn with
non-empty interior and showed that equality holds in this case if and only if K is an
ellipsoid (for recent extensions to non-convex sets, see [36, 38]).
As already mentioned in the introduction, the Lp Petty projection inequality (2.7)
was crucial in the first proofs of the affine Lp Sobolev inequality (1.3). Conversely,
(1.3) is a functional form of (2.7) in the sense that the choice of a suitable function f
in the Sobolev inequality (1.3) allows to recover the isoperimetric inequality (2.7) (see
(2.8) and Proposition 2.3 below). The correspondence between these inequalities
was made even more evident by a new more conceptualized proof of the affine
Lp Sobolev inequality by Lutwak, Yang, and Zhang [27], where they associate to
each f ∈ W˙ 1,p(Rn) a convex body 〈f〉p. This convexification of a Sobolev function
is the content of the following theorem. (Note that measurable functions on Rn that
coincide almost everywhere with respect to Lebesgue measure are considered equal.)
Theorem 2.1 ([27]) If 1 ≤ p <∞ and f ∈ W˙ 1,p(Rn) is not identically 0, then there
exists a unique origin-symmetric convex body 〈f〉p with non-empty interior such that∫
Rn
g(∇f(x))p dx = 1|〈f〉p|
∫
Sn−1
g(u)p dSp (〈f〉p, u)
for every even continuous function g : Rn → [0,∞) that is positively 1-homogeneous.
In order to see how to apply Theorem 2.1 in our context, note that if f ∈ W˙ 1,p(Rn)
and we define K = |〈f〉p|−1/(n−p) 〈f〉p, then, by (2.5) and Theorem 2.1,
h(ΠpK, y)
p =
ωp−1
2ωn+p−2
∫
Rn
|∇f(x) · y|p dx, y ∈ Rn. (2.8)
Hence, by the polar coordinate formula for volume, the left-hand side of (1.3) coincides
up to a constant with |Π◦pK|−1/n. Consequently, the Lp Petty projection inequality
reduces the proof of the affine Lp Sobolev inequality (1.3) to a sharp estimate of the
volume |〈f〉p| in terms of ‖f‖p∗ (which was established in [27]). For our purposes,
this viewpoint will be helpful to settle the equality cases in Theorem 1. In order to
establish the equality conditions in Theorem 3, we require an extension of Theorem 2.1
when p = 1 to functions of bounded variations obtained by Wang [36]. To this end
let us first recall a few basic facts about the space BV (Rn).
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A function f ∈ L1(Rn) belongs to BV (Rn) if for every 1 ≤ i ≤ n, there exists a
finite signed Radon measure Dif on R
n such that∫
Rn
f
∂ξ
∂xi
dx = −
∫
Rn
ξ dDif (2.9)
for all compactly supported C1 functions ξ on Rn. A subset L ⊆ Rn is called a set of
finite perimeter if 1L ∈ BV (Rn).
The variation |Df | of the vector valued measure Df = (D1f, . . . , Dnf) on Rn is
the non-negative Radon measure whose value at a Borel set L ⊆ Rn is given by
|Df |(L) = sup
pi
∑
A∈pi
|Df(A)|,
where the supremum is taken over all partitions pi of L into a countable number of
disjoint measurable subsets. For f ∈ BV (Rn), let σf denote the Radon-Nikodym
derivative of Df with respect to |Df |. Then, by (2.9),∫
Rn
f divφ dx = −
∫
Rn
φ · σf d|Df |
for all continuously differentiable vector fields φ on Rn with compact support.
The aforementioned extension of Theorem 2.1 to functions of bounded variation
by Wang [36] can now be stated as follows.
Theorem 2.2 ([36]) If f ∈ BV (Rn) is not identically 0, then there exists a unique
origin-symmetric convex body 〈f〉 with non-empty interior such that∫
Rn
g(σf(x)) d|Df |(x) =
∫
Sn−1
g(u) dS (〈f〉, u)
for every even continuous function g : Rn → R that is positively 1-homogeneous.
In case the level sets of f ∈ W˙ 1,p(Rn) or BV (Rn) are all homothets of a fixed
convex body, this body’s shape is recovered by 〈f〉p or 〈f〉, respectively. To make
this more precise, let µf : [0,∞) → [0,∞], µf(t) = |{x ∈ Rn : |f(x)| > t}|, denote
the distribution function of f and recall that for an origin-symmetric K ∈ Kn with
non-empty interior, the convex symmetrization of f with respect to K is the function
fK : Rn → [0,∞] given by
fK(x) = inf
{
t > 0 : µf(t) ≤ ωn‖x‖nK˜
}
,
where K˜ is the dilate of K such that |K˜| = ωn.
Proposition 2.3 ( [36, 37]) Let K ∈ Kn be an origin-symmetric convex body with
non-empty interior.
(a) 〈1K〉 = K.
(b) If 1 ≤ p <∞ and f ∈ W˙ 1,p(Rn), then 〈fK〉p is a dilate of K.
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3. Auxiliary results
Here, we first recall how to lift integration of functions and measures on the
homogeneous spaces Sn−1 and Grn,i to the Lie group SO(n) and use this in the second
part to prove the underlying geometric inequality behind Theorem 2 and (1.10).
From now on, let {e1, . . . , en} denote a fixed orthonormal basis of Rn and for
1 ≤ i ≤ n, let Ei ∈ Grn,i and Si−1 ⊆ Sn−1 be given by
Ei = span{e1, . . . , ei} and Si−1 = Sn−1 ∩ Ei.
We write SO(i) for the subgroup of SO(n) which leaves Ei invariant and acts as the
identity on E⊥i . Note that for 2 ≤ i ≤ n, SO(i) acts transitively on Si−1 and that
SO(1) ⊆ SO(2) ⊆ · · · ⊆ SO(n− 1) ⊆ SO(n).
Next, recall that the unit sphere Sn−1 is a homogeneous space with respect to
the action of SO(n). Therefore, Sn−1 is diffeomorphic to SO(n)/SO(n− 1) and there
is a one-to-one correspondence between functions and measures on Sn−1 and right
SO(n − 1) invariant measures on SO(n). More precisely, if µ is a measure on Sn−1,
then there exists a unique right SO(n− 1) invariant measure µ˘ on SO(n) such that∫
Sn−1
f(u) dµ(u) =
∫
SO(n)
f(φen) dµ˘(φ) (3.1)
for every f ∈ C(Sn−1). In other words, the pushforward of µ˘ under the natural
projection pi : SO(n)→ Sn−1, pi(φ) = φen, is µ (see, e.g., [13, 16] for more details).
Since, similarly, for 2 ≤ i ≤ n, Si−1 is diffeomorphic to SO(i)/SO(i − 1), any
measure on Sn−1 whose support is concentrated on Si−1 may be lifted either to a right
SO(n − 1) invariant measure on SO(n) or to a right SO(i − 1) invariant measure on
SO(i). In particular, we make frequent use of the fact that if σi denotes the restriction
of the (i− 1)-dimensional Hausdorff measure to Si−1, then∫
Sn−1
f(u) dσi(u) = iωi
∫
SO(i)
f(φei) dφ (3.2)
for every f ∈ C(Sn−1), where integration on the right is with respect to the Haar
probability measure on SO(i).
Since the Lie group SO(n) also acts transitively on Grn,i for every 1 ≤ i ≤ n− 1,
the Grassmannian Grn,i is diffeomorphic to SO(n)/S(O(i) × O(n − i)), where the
subgroup S(O(i) × O(n − i)) is the stabilizer of Ei in SO(n). Thus, we can also lift
integration with respect to measures on Grn,i to the group SO(n). Specifically, we
have (as for the sphere Sn−1) that for every f ∈ C(Grn,i),∫
Grn,i
f(E) dE =
∫
SO(n)
f(φEi) dφ. (3.3)
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Let us turn to Lp zonoids. For p ≥ 1 and an even measure µ on Sn−1, the support
function of the Lp zonoid Zµp generated by µ can be written, by (2.6) and (3.1), as
h(Zµp , x)
p =
∫
SO(n)
|x · φen|p dµ˘(φ), x ∈ Rn. (3.4)
Since for x ∈ Rn, we have
‖x‖p = h(Bn, x)p = ωp−1
2ωn+p−2
∫
Sn−1
|x · u|p dσn(u) = nωnωp−1
2ωn+p−2
∫
SO(n)
|x · φen|p dφ,
we see that the Euclidean unit ball Bn is an Lp zonoid for any p ≥ 1. More general,
if we denote by Di = Bn ∩ Ei the i-dimensional unit ball in Ei, then, by (3.2),
‖x|Ei‖p = h(Di, x)p = ωp−1
2ωi+p−2
∫
Sn−1
|x · u|p dσi(u) = iωiωp−1
2ωi+p−2
∫
SO(i)
|x · φei|p dφ, (3.5)
which shows that also Di is an Lp zonoid for every 2 ≤ i ≤ n and any p ≥ 1. When
i = 1, we have h(D1, x)p = h([−e1, e1], x)p = |x · e1|p = ‖x|E1‖p, that is, D1 is also
and Lp zonoid for any p ≥ 1.
For 1 ≤ i ≤ n and p ≥ 1, we now define
qi,p =
2ωi+p−2
iωiωp−1
and νi,p = iωiqi,p σi.
Then the measure νi,p on S
n−1 is concentrated on Si−1 and, by (3.5), the Lp zonoid Dip
generated by νi,p satisfies for every x ∈ Rn,
h(Dip, x)
p =
∫
Sn−1
|x · u|p dνi,p(u) =
∫
SO(i)
|x · φei|p dφ = qi,p ‖x|Ei‖p. (3.6)
Noting that D1p = [−e1, e1] for every p ≥ 1 and h(D1p, x) = |x · e1| = ‖x|E1‖, we
conclude from the invariance of the Haar measure on SO(i) and (3.6) that for any
2 ≤ i ≤ n and every x ∈ Rn,
qi,p ‖x|Ei‖p =
∫
SO(i)
|x · φei|p dφ =
∫
SO(i)
|x · φe1|p dφ =
∫
SO(i)
‖x|φE1‖p dφ. (3.7)
With the next lemma, we generalize (3.7) by proving a useful relation between the
length of j-dimensional projections in terms of averages of the length of i-dimensional
projections, when i < j.
Lemma 3.1 If p ≥ 1 and 1 ≤ i < j ≤ n, then
qj,p ‖x|Ej‖p = qi,p
∫
SO(j)
‖x|φEi‖p dφ
for every x ∈ Rn.
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Proof. First note that, by (3.6), the desired relation is equivalent to
h(Djp, x)
p =
∫
SO(j)
h(φDip, x)
p dφ. (3.8)
In order to prove (3.8), we use (2.1) and a combination of (3.6) and (3.7) to see that∫
SO(j)
h(φDip, x)
p dφ =
∫
SO(j)
h(Dip, φ
−1x)p dφ =
∫
SO(j)
∫
SO(i)
h(θD1p, φ
−1x)p dθ dφ.
Thus, from an application of Fubini’s theorem, (2.1), and the fact that SO(i) ⊆ SO(j)
as well as the invariance of the Haar measure on SO(j), we obtain∫
SO(j)
h(φDip, x)
p dφ =
∫
SO(i)
∫
SO(j)
h(φθD1p, x)
p dφ dθ =
∫
SO(j)
h(φD1p, x)
p dφ.
Finally, another application of (3.6) and (3.7) completes the proof of (3.8). 
With the help of Lemma 3.1, we can now prove a geometric inequality which is
critical for our proofs of Theorem 2 and (1.10).
Theorem 3.2 Suppose that 1 ≤ i < j ≤ n and p ≥ 1. If K ∈ Kn contains the origin
in its interior, then∫
Grn,j
(
qj,p
∫
Sn−1
‖u|E‖p dSp(K, u)
)−n/p
dE ≤
∫
Grn,i
(
qi,p
∫
Sn−1
‖u|F‖p dSp(K, u)
)−n/p
dF.
Proof. By Lemma 3.1 and Fubini’s Theorem, we have that, for any fixed θ ∈ SO(n),(
qj,p
∫
Sn−1
‖u|θEj‖p dSp(K, u)
)−n/p
=
(
qi,p
∫
SO(j)
∫
Sn−1
‖u|θφEi‖p dSp(K, u) dφ
)−n/p
.
Hence, by Jensen’s inequality,(
qj,p
∫
Sn−1
‖u|θEj‖p dSp(K, u)
)−n/p
≤
∫
SO(j)
(
qi,p
∫
Sn−1
‖u|θφEi‖p dSp(K, u)
)−n/p
dφ.
Integrating now both sides of this inequality with respect to the Haar probability
measure on SO(n), followed by an application of Fubini’s theorem and the invariance
of the Haar measure on the right-hand side, we obtain∫
SO(n)
(
qj,p
∫
Sn−1
‖u|θEj‖p dSp(K, u)
)−n/p
dθ ≤
∫
SO(n)
(
qi,p
∫
Sn−1
‖u|θEi‖p dSp(K, u)
)−n/p
dθ
which concludes the proof by (3.3). 
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4. Proofs of the main results
Following the preparations from the previous two sections, we are now in a position
to complete the proofs of Theorems 1 to 3. In fact, we obtain more general versions
of Theorems 1 and 3, but first we prove Theorem 2 and inequalities (1.10).
Proof of Theorem 2 and (1.10). First, suppose that 1 ≤ p < n and that f ∈ W˙ 1,p(Rn).
We may also assume that f is not identically 0. Next, note that for every K ∈ Kn
containing the origin in its interior and λ > 0, we have Sp(λK, ·) = λn−pSp(K, ·).
Consequently, taking
K = |〈f〉p|−
1
n−p 〈f〉p,
it follows from Theorem 2.1 that for 1 ≤ i ≤ n and E ∈ Grn,i,
qi,p
∫
Rn
‖∇f(x)|E‖p dx = qi,p
∫
Sn−1
‖u|E‖p dSp(K, u).
Hence, definition (1.6) and Theorem 3.2 yield that for 1 ≤ i < j ≤ n,
Ej,p ≥ Ei,p
which proves Theorem 2.
The inequalities from (1.10) for f ∈ BV (Rn) not identically 0, follow from similar
arguments, by taking K = 〈f〉 and applying Theorems 2.2 and 3.2. Alternatively,
(1.10) can also be deduced from Theorem 2 by an approximation argument. 
Note that a combination of Theorem 2 with the affine Lp Sobolev inequality (1.3),
directly implies the family of Lp Sobolev inequalities (1.7) from Theorem 1. Similarly,
inequalities (1.10) and Wang’s extension of the affine L1 Sobolev inequality to BV (Rn)
yield the family of Sobolev inequalities (1.9) from Theorem 3. However, in both cases
the equality conditions remain to be settled.
In the following, we are not going to approach the characterization of extremal
functions in Theorems 1 to 3 directly, but rather establish generalizations of these
theorems that are motivated by the fact that in the classical Lp Sobolev inequality
(1.1) the Euclidean norm of the gradient can be replaced by an arbitrary norm on Rn
(see, e.g., [7]). To this end, let 1 ≤ i ≤ n − 1, 1 ≤ p < n and suppose that µ is an
even measure on Sn−1 such that span supp µ = Ei. For f ∈ W˙ 1,p(Rn), we now define
Eµi,p(f) =
(∫
Grn,i
(∫
Rn
‖∇f(x)|E‖p
Zµp (E)◦
dx
)−n/p
dE
)−1/n
, (4.1)
where Zµp denotes again the L
p zonoid generated by µ (see Section 2).
The problem of whether a version of Theorem 2 also holds for more general norms
than the Euclidean one was first raised by Ludwig. With our next result we answer
this question in the affirmative, when the unit ball of the norm is a polar Lp zonoid.
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Theorem 4.1 Suppose that 1 ≤ i ≤ n−1, 1 ≤ p < n, and that µ is an even measure
on Sn−1 such that span supp µ = Ei. If f ∈ W˙ 1,p(Rn), then
Eµi,p(f) ≥ µ(Sn−1)1/pcn,p‖f‖p∗ (4.2)
with equality for p > 1, if and only if f(x) has the form (1.2) when i > 1, and if and
only if f(x) has the form (1.4) when i = 1. Moreover, if µ(Sn−1) = 1, then
En,p(f) ≥ Eµi,p(f) ≥ E1,p(f). (4.3)
Proof. We begin with the proof of (4.3). To this end, we may assume that f is not
identically 0. Since 1 ≤ i ≤ n− 1, we have, by (2.2) and (3.3),∫
Grn,i
(∫
Rn
‖∇f(x)|E‖p
Zµp (E)◦
dx
)−n/p
dE =
∫
SO(n)
(∫
Rn
h(φZµp ,∇f(x))p dx
)−n/p
dφ.
(4.4)
Hence, by definition (4.1) and Jensen’s inequality,
Eµi,p(f) ≤
(∫
SO(n)
∫
Rn
h(φZµp ,∇f(x))p dx dφ
)1/p
.
Thus, by (2.1) and (3.4), Fubini’s theorem, the invariance of the Haar measure on
SO(n), and the fact that µ(Sn−1) = µ˘(SO(n)) = 1, we have
Eµi,p(f) ≤
(∫
Rn
∫
SO(n)
∫
SO(n)
|∇f(x) · φψen|p dφ dµ˘(ψ) dx
)1/p
=
(∫
Rn
∫
SO(n)
|∇f(x) · φen|p dφ dx
)1/p
=
(
qn,p
∫
Rn
‖∇f(x)‖p dx
)1/p
= En,p(f),
which proves the left-hand inequality in (4.3).
In order to prove the right-hand inequality in (4.3), we use as before (4.4), (2.1),
and (3.4), followed by Fubini’s theorem, to see that
Eµi,p(f) =
(∫
SO(n)
(∫
SO(n)
∫
Rn
|∇f(x) · φψen|p dx dµ˘(ψ)
)−n/p
dφ
)−1/n
. (4.5)
Since µ˘(SO(n)) = 1, an application of Jensen’s inequality therefore shows that
Eµi,p(f) ≥
(∫
SO(n)
∫
SO(n)
(∫
Rn
|∇f(x) · φψen|p dx
)−n/p
dµ˘(ψ) dφ
)−1/n
. (4.6)
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Finally, Fubini’s theorem, the invariance of the Haar measure on SO(n), (3.3), and
the fact that q1,p = 1, yield the desired inequality
Eµi,p(f) ≥
(∫
SO(n)
∫
SO(n)
(∫
Rn
|∇f(x) · φψen|p dx
)−n/p
dφ dµ˘(ψ)
)−1/n
=
(∫
SO(n)
(∫
Rn
‖∇f(x)|φE1‖p dx
)−n/p
dφ
)−1/n
= E1,p(f).
Next, note that the homogeneity of Eµi,p and a combination of the right-hand
inequality in (4.3) with the affine Lp Sobolev inequality (1.3), yield inequality (4.2).
Moreover, since h(Zµp , x)
p is a positive multiple of ‖x|E1‖p when i = 1, we see that
(4.2) reduces to (1.3) in this case. In particular, equality holds in (4.2) when i = 1 if
and only if f(x) has the form (1.4).
It remains to settle the equality conditions for (4.2) when 2 ≤ i ≤ n− 1. To this
end, note that by (4.3), any function of the form (1.2) must be an extremizer of (4.2).
In order to show the converse, we may assume again that f is not identically 0 and
that µ(Sn−1) = 1. First, we define (as in the proof of Theorem 2 above)
K = |〈f〉p|−
1
n−p 〈f〉p.
Then, by Theorem 2.1, (4.5), and the fact that µ is the pushforward of µ˘ under the
projection pi (see Section 2), we see that
Eµi,p(f) =
(∫
SO(n)
(∫
Sn−1
∫
Sn−1
|u · φv|p dSp(K, u) dµ(v)
)−n/p
dφ
)−1/n
.
Now, since, by (4.3), equality in (4.2) implies equality in (4.6), we must have(∫
Sn−1
∫
Sn−1
|u · φv|p dSp(K, u) dµ(v)
)−n/p
=
∫
Sn−1
(∫
Sn−1
|u · φv|p dSp(K, u)
)−n/p
dµ(v)
or, equivalently, by (2.5),(∫
Sn−1
h(ΠpK, φv)
p dµ(v)
)−n/p
=
∫
Sn−1
h(ΠpK, φv)
−n dµ(v) (4.7)
for every φ ∈ SO(n). We claim that this implies that ΠpK is a ball. In order to see
this, note that by the equality conditions of Jensen’s inequality, (4.7) holds if and only
if for each φ ∈ SO(n), there exists a cφ > 0 such that
h(ΠpK, φv) = cφ for µ-a.e. v ∈ Sn−1.
14
Thus, since 2 ≤ i ≤ n − 1 and span suppµ = Ei, there exist (at least) two linearly
independent unit vectors u1, u2 ∈ Sn−1 such that for each φ ∈ SO(n),
h(ΠpK, φu1) = h(ΠpK, φu2) = cφ. (4.8)
Let t = u1 · u2 and denote by Hu1,t = {x ∈ Rn : u1 · x = t}. Then, −1 < t < 1 and for
w ∈ Sn−1 ∩Hu1,t, there exists ϑ ∈ SO(n) such that ϑu1 = u1 and ϑu2 = w. Replacing
φ by φϑ in (4.8), thus yields
cφϑ = h(ΠpK, φϑu1) = h(ΠpK, φϑu2) = h(ΠpK, φu1) = h(ΠpK, φw) = cφ.
Since w ∈ Sn−1 ∩ Hu1,t was arbitrary, we see that for each φ ∈ SO(n), there exists
cφ > 0 such that
h(ΠpK, φv) = cφ for all v ∈ Sn−1 ∩Hu1,t
or, equivalently,
h(ΠpK, u) = cφ for all u ∈ Sn−1 ∩Hφu1,t. (4.9)
In particular, by choosing φ to be the identity, we obtain
h(ΠpK, u) = cid for all u ∈ Sn−1 ∩Hu1,t.
Now, if we choose φ in (4.9) such that Sn−1 ∩Hu1,t and Sn−1 ∩Hφu1,t have non-empty
intersection, then it follows that cid = cφ. But, since we can reach any point on
S
n−1 by finitely many iterations of this procedure, we obtain h(ΠpK, u) = cid for all
u ∈ Sn−1, that is, ΠpK is a ball as desired.
In conclusion, if equality holds in (4.2), then ΠpK must be a Euclidean ball and,
by the right-hand inequality in (4.3), equality must also hold in (1.3), that is, f(x) is
of the form (1.4). The latter implies that there exists an origin-symmetric ellipsoid
E ⊆ Rn and x1 ∈ Rn such that f(x) = fE(x + x1) for a.e. x ∈ Rn (cf. proof of
Corollary 4.1 in [31]). Hence, by Proposition 2.3 (b), K is a dilate of E = ABn for
suitable A ∈ GL(n). However, since
Πp(AB
n) = |detA|1/pA−TΠpBn = |detA|1/pA−TBn
for any A ∈ GL(n) (cf. [26]) and ΠpK is a ball, E must be a Euclidean ball as well.
This implies that f is an extremizer of (1.1) (see, e.g., [37]). 
Let us first note that the classical Lp Sobolev inequality (1.1) together with
the special case of Theorem 4.1, where µ is taken to be the (i − 1)-dimensional
Hausdorff measure on Si−1 normalized such that µ(Si−1) = q−1i,p , completes the proof
of Theorem 1. Next, we want to emphasize that by (4.3), each of the Lp Sobolev
inequalities from (4.2) is stronger than the classical inequality (1.1) and that, in turn,
the strongest one among them is the affine Lp Sobolev inequality (1.3). Finally, let us
remark that it is an open problem whether an inequality like (4.2) still holds, when
the Lp zonoids Zµp in the definition of Eµi,p are replaced by more general convex bodies.
With our final result, we establish an extension of Theorem 4.1 for the case p = 1
to functions of bounded variations which also generalizes Theorem 3:
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Theorem 4.2 Suppose that 1 ≤ i ≤ n − 1 and that µ is an even measure on Sn−1
such that span supp µ = Ei. If f ∈ BV (Rn), then
Eµi (f) :=
(∫
Grn,i
(∫
Rn
‖σf |E‖pZµ(E)◦ d|Df |
)−n
dE
)−1/n
≥ 2ωn−1µ(S
n−1)
ω
1−1/n
n
‖f‖ n
n−1
(4.10)
with equality if and only if f is the multiple of a characteristic function of a ball when
i > 1 and that of an ellipsoid when i = 1. Moreover, if µ(Sn−1) = 1, then
En(f) ≥ Eµi (f) ≥ E1(f). (4.11)
Proof. Since the proof of (4.11) is almost verbatim the same as that of (4.3) (basically,
by replacing ∇f by σf), we will not repeat it here. Having established (4.11), the
Sobolev inequalities (4.10) follow from Wang’s extension of the affine Zhang–Sobolev
inequality. Moreover, when i = 1, inequality (4.10) reduces to the affine Zhang–
Sobolev inequality on BV (Rn).
In order to settle the equality conditions for (4.10) when 2 ≤ i ≤ n − 1, one can
show as in the proof of Theorem 4.1, that equality in (4.10) for a function f ∈ BV (Rn)
not identically 0, implies that Π〈f〉 is a ball. Moreover, by (4.11) and the (extended)
affine Zhang–Sobolev inequality, f must be a multiple of the characteristic function
of an ellipsoid E = ABn for suitable A ∈ GL(n). Since, by Proposition 2.3 (a), we
have 〈1E〉 = E, we infer that ΠE must be a ball. But, since
Π(ABn) = | detA|A−TΠBn = ωn−1| detA|A−TBn
for any A ∈ GL(n) (cf. [12, Theorem 4.1.5]), f must actually be a multiple of the
characteristic function of a ball. 
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