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Abstract
We show that every integer doubly nonnegative 2× 2 matrix has an integer
cp-factorization.
Keywords: completely positive matrices, doubly nonnegative matrices,
integer matrices.
2010 MSC: 15B36, 15B48.
1. Introduction
A n × n matrix A is said to be completely positive, if there exists a (not
necessarily square) nonnegative matrix V such that A = V V T . Completely
positive matrices of order n form a cone, with the dual cone of copositive
matrices, i.e. the matrices with xTAx ≥ 0 for all x with nonnegative elements
[1]. Completely positive and copositive matrices have been widely studied,
and they play an important role in various applications. However, several
basic questions about them are still open. For background, we refer the
reader to the following works and citations therein [2, 3, 4, 5].
Clearly, any completely positive matrix is nonnegative and positive semidef-
inite. We call the family of matrices that are both nonnegative and positive
semidefinite doubly nonnegative. Doubly nonnegative matrices of order less
than 5 are completely positive [6]. However, this is no longer true for matrices
of oder larger than or equal to 6 [7].
Any n×n completely positive matrix A has many cp-factorizations of the
form A = V V T , where V is an n×m matrix. Note that m is also not unique.
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We define the cp-rank of A to be the minimal possible m. If we demand that
V has rational entries, then we say that A has a rational cp-factorization.
We define the rational cp-rank correspondingly. In this note we will study
integer cp-factorizations, where we demand V to be an integer nonnegative
matrix.
The question, if any rational cp-matrix has a rational cp-factorization is
open. However, it is known that every rational matrix which lies in the inte-
rior of the cone of completely positive matrices has a rational cp-factorization
[8]. On the other hand, not every n × n integer completely positive matrix
has an integer cp-factorization. In this note we answer a question posed in
[9], by proving that for n = 2 every integer doubly nonnegative matrix has
an integer cp-factorization.
2. Main Result
First we consider two basic cases: rank one matrices, and matrices with
one of the diagonal elements equal to 1. The main result will be proved by
an inductive argument, using those two lemmas as the base of induction.
Lemma 2.1. An integer doubly nonnegative matrix of rank 1 has an integer
cp-factorization, and an integer cp-rank less than or equal to 4.
Proof. Let
A =
(
a b
b c
)
,
where a, b, c are nonnegative integers and ac = b2. In particular, when b = 0,
A has only one nonzero element on the diagonal. In this case the claim
follows from Lagrange’s four-square theorem, that states that every natural
number can be represented as the sum of four squares of integers.
From now on we assume that b 6= 0. Let d denote the greatest common
divisor of a, b, c:
a = da0, b = db0, c = dc0,
where the greatest common divisor of a0, b0 and c0 is equal to 1. Since A
has rank 1, we have a0c0 = b
2
0. Now, if d
′ divides both a0 and c0, then it
has to divide b0 as well. Hence the greatest common divisor of a0 and c0
is 1. We deduce that a0 = a
2
1, c0 = c
2
1 and b0 = a1c1 for some nonnegative
2
integers a1 and c1. Finally, we use Lagrange’s four-square theorem to write
d = d21 + d
2
2 + d
2
3 + d
2
4. Now
A = d
(
a21 a1c1
a1c1 c
2
1
)
=
4∑
i=1
(
dia1
dic1
)(
dia1 dic1
)
,
illustrates an integer cp-factorization of A. 2
Lemma 2.2. An integer doubly nonnegative matrix with a diagonal element
equal to 1 has an integer cp-factorization.
Proof. The case when A has rank one has already been dealt with, so
we assume that
A =
(
1 b
b c
)
is an integer nonnegative matrix with c > b2. We can write:
A =
(
1
b
)(
1 b
)
+
(
0 0
0 c− b2
)
,
and the proof is complete by Lemma 2.1. 2
Theorem 2.1. An integer doubly nonnegative 2 × 2 matrix has an integer
cp-factorization.
Proof. As the case when A has rank 1 is dealt with in Lemma 2.1, we
may assume that
A =
(
a b
b c
)
,
where a, b, c are positive integers, and ac > b2.
Lemma 2.1 and Lemma 2.2 allow us to use induction, for example on
a + b+ c. Hence, we need to show that, unless A has rank one, there exists
a rank one matrix
R =
(
k
t
)(
k t
)
,
with k, t nonnegative integers, such that A − R is doubly nonnegative. If
such a matrix R exists we will say that A can be reduced. Note that A can be
3
reduced, if there exist nonnegative integers k and t such that k2 ≤ a, t2 ≤ c,
kt ≤ b and det(A− R) ≥ 0.
If
A1 = A−
(
1
0
)(
1 0
)
is doubly nonnegative, or equivalently, if (a − 1)c ≥ b2, then the problem
reduces to the cp-factorisation of A1. This allows us to assume (a−1)c < b
2,
and, by a similar argument, a(c − 1) < b2. In particular, we may assume
without loss of generalisation that a ≤ b ≤ c.
Let us write
b = qa+ r and r2 = αa+ γ,
where r, γ ∈ {0, 1, . . . , a− 1}, so:
b2 = a(q2a+ 2qr + α) + γ. (1)
We claim that A can be reduced, if
B =
(
a r
r α + 1
)
can be reduced. More precisely, assuming that B−R′ is doubly nonnegative
for some integer rank one nonnegative matrix R′:
R′ =
(
k
t′
)(
k t′
)
.
we will prove that A− R is doubly nonnegative for
R =
(
k
qk + t′
)(
k qk + t′
)
.
Proving this claim finishes the proof of the theorem, since B has all but one
element smaller than A, and we have shown earlier, that the statement is
true, if one of the diagonal elements is equal to 1.
Inequalities ac > b2 > (c− 1)a together with (1) imply
q2a+ 2qr + α +
γ
a
+ 1 > c > q2a+ 2qr + α +
γ
a
,
and, since c is a positive integer, this gives us
c = q2a + 2qr + α + 1.
4
Now the determinant of A is equal to:
ac− b2 = a(q2a+ 2qr + α+ 1)− (qa+ r)2 = a(α + 1)− r2, (2)
and hence equal to the determinant of B.
Assuming that B − R′ is nonnegative, A−R is nonnegative since
b− k(qk + t′) = aq + r − k(qk + t′) (3)
= q(a− k2) + (r − kt′) ≥ 0 (4)
and
c− (qk − t′)2 = q2a+ 2qr + α + 1− (qk − t′)2 (5)
= q2(a− k2) + 2q(r − kt′) + (α + 1− t′2) ≥ 0. (6)
Finally, using (3) and (5) we compute
det(A− R) = (a− k2)(q2(a− k2) + 2q(r − kt′) + (α + 1− t′2))− (q(a− k2) + (r − kt′))2
= (a− k2)(α+ 1− t′2)− (r − kt′)2 = det(B −R′),
proving that det(A− R) = det(B −R′) ≥ 0. 2
The proof of the theorem gives us an algorithmic way to find an integer cp-
factorization for a 2×2 doubly nonnegative matrix. We follow this algorithm
on a concrete example below.
Example 2.1. Let us consider the matrix:
A0 =
(
78 200
200 4000
)
.
First we reduce the larger diagonal element of A0 as much as we can while
still preserving a positive determinant: A0 = A1 +D1, where
A1 =
(
78 200
200 513
)
and D1 =
(
0 0
0 3487
)
.
The matrix D1 is covered by Lemma 2.1. We continue working with A1. We
write 200 = 2 · 78 + 44, and 442 = 24 · 78 + 64, so the matrix corresponding
to the matrix B from the proof is equal to
A2 =
(
78 44
44 25
)
.
5
Note that we cannot decrease 78 on the diagonal while preserving a positive
determinant. Now 25 is the smaller element on the diagonal. We write
44 = 25+19 and 192 = 14 · 25+11. Following the proof, the problem reduces
to the matrix
A3 =
(
15 19
19 25
)
.
The diagonal element 25 cannot be reduced, so we write 19 = 15 + 4 and
42 = 15 + 1. This gives us
A4 =
(
15 4
4 2
)
.
At this point 15 can be reduced to 8:
A4 =
(
8 4
4 2
)
+
(
7 0
0 0
)
.
The matrix that we are left with has rank one:
A5 =
(
8 4
4 2
)
= 2
(
4 2
2 1
)
=
(
2
1
)(
2 1
)
+
(
2
1
)(
2 1
)
.
We take
R4 = R5 =
(
2
1
)(
2 1
)
,
noting that A5−R5 and A4−R4 are doubly nonnegative. Following the proof
of the theorem, we take k = 2, t′ = 1, and q = 1 to construct:
R3 =
(
2
3
)(
2 3
)
,
with A3 − R3 doubly nonnegative. To get R2, we first note that the smaller
diagonal element of A2 is in (2, 2) position. We take k = 3, t
′ = 2 and q = 1
to get
R2 =
(
5
3
)(
5 3
)
6
with A2 − R2 doubly nonnegative. Finally, to get R1 we take k = 5, t
′ = 3
and q = 2:
R1 =
(
5
13
)(
5 13
)
.
Now we need to repeat the process for A1−R1, which is by construction doubly
nonnegative.
If we follow the algorithm to completion, we get the following decomposi-
tion of A0 that contains 10 terms:
A0 =
(
0
59
)(
0 59
)
+
(
0
2
)(
0 2
)
+
(
0
1
)(
0 1
)
+
(
0
1
)(
0 1
)
+
(
2
5
)(
2 5
)
+
(
2
5
)(
2 5
)
+
(
2
5
)(
2 5
)
+
(
4
10
)(
4 10
)
+
(
5
13
)(
5 13
)
+
(
5
13
)(
5 13
)
On the other hand, an ad hoc decomposition with only 8 terms can also
be obtained:
A0 =
(
8
25
)(
8 25
)
+
(
0
58
)(
0 58
)
+
(
0
3
)(
0 3
)
+
(
0
1
)(
0 1
)
+
(
0
1
)(
0 1
)
+
(
3
0
)(
3 0
)
+
(
2
0
)(
2 0
)
+
(
1
0
)(
1 0
)
This shows that the algorithm we presented does not produce a decomposition
with the smallest possible cp-rank.
References
References
[1] M. Hall, Jr., M. Newman, Copositive and completely positive quadratic
forms, Proc. Cambridge Philos. Soc. 59 (1963) 329–339.
[2] A. Berman, N. Shaked-Monderer, Completely positive matrices, World
Scientific Publishing Co., Inc., River Edge, NJ, 2003.
URL https://doi.org/10.1142/9789812795212
7
[3] A. Berman, M. Du¨r, N. Shaked-Monderer, Open problems in the theory
of completely positive and copositive matrices, Electron. J. Linear Al-
gebra 29 (2015) 46–58.
URL https://doi.org/10.13001/1081-3810.2943
[4] I. M. Bomze, W. Schachinger, G. Uchida, Think co(mpletely)positive!
Matrix properties, examples and a clustered bibliography on copositive
optimization, J. Global Optim. 52 (3) (2012) 423–445.
URL https://doi.org/10.1007/s10898-011-9749-3
[5] I. M. Bomze, Copositive optimization—recent developments and appli-
cations, European J. Oper. Res. 216 (3) (2012) 509–520.
URL https://doi.org/10.1016/j.ejor.2011.04.026
[6] J. E. Maxfield, H. Minc, On the matrix equation X ′X = A, Proc.
Edinburgh Math. Soc. (2) 13 (1962/1963) 125–129.
URL https://doi.org/10.1017/S0013091500014681
[7] M. Hall, Jr., A survey of combinatorial analysis, in: Some aspects of
analysis and probability, Surveys in Applied Mathematics. Vol. 4, John
Wiley & Sons, Inc., New York; Chapman & Hall, Ltd., London, 1958,
pp. 35–104.
[8] M. Dutour Sikiric´, A. Schu¨rmann, F. Vallentin, Rational factorizations
of completely positive matrices, Linear Algebra Appl. 523 (2017) 46–51.
URL https://doi.org/10.1016/j.laa.2017.02.017
[9] A. Berman, Completely positive matrices – real, rational and integral,
Mathematisches Forschungsinstitut Oberwolfach Report No. 52/2017,
Copositivity and Complete Positivity, Copositivity and Complete Posi-
tivity.
URL https://doi.org/10.4171/OWR/2017/52
8
