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RÉSUMÉ
L’algorithme de l’anti-treillis est rappelé, puis ses capacités d’iden-
tification des modèles ARM A sont mises en évidence. On montre
notamment que la base de prédiction “avant” utilisée dans l’anti-
treillis conduit à une structure très particulière qui rappelle en partie
celle d’un filtre à réponse impulsionnelle infinie. Cette particularité
est mise à profit pour dériver un nouvel algorithme spécialisé dans
l’identification des modèles ARM A.
ABSTRACT
The anti-lattice algorithm is presented, then its capabilities in iden-
tifying ARM A models are highlighted. We show more specifically
that the “forward” prediction base used in the anti-lattice algorithm
leads to a very particular structure evoking partly that of an infinite
impulse response filter. This particularity is used to derive a new al-
gorithm specialized in the identification of ARM A models.
1 Introduction
C’est vers la fin des années 70 que sont apparus les premiers
algorithmes [1] capables d’adapter, avec un coût de calcul ré-
duit, des filtres linéaires à structure transversale au sens du cri-
tère des moindres carrés. Ces algorithmes avaient été dérivés
de l’algorithme récursif des moindres carrés [2] en observant
que dans un filtre transversal, seul un nouvel échantillon est
introduit à chaque instant, les autres étant simplement décalés.
Il est apparu que ces premiers algorithmes des moindres carrés
récursifs dits “rapides” étaient très sensibles au bruit de calcul
et pouvaient diverger [3].
La décennie 80 a vu l’émergence de méthodes stabilisa-
trices [4] [5] [6] plus ou moins efficaces pour résoudre ce pro-
blème. Parallèlement, de nouveaux algorithmes, optimisant la
même fonction critère, ont été proposés. Le même chemine-
ment que pour les précédents avait été suivi, mais en s’ap-
puyant sur les algorithmes dits “en racine carrée”, connus
comme une alternative robuste de l’algorithme des moindres
carrés récursifs. Ces algorithmes font apparaître une structure
de calcul en treillis [7], ou à base de rotations [8] et sont répu-
tés pour leur grande stabilité numérique.
Différentes théories ont été avancées pour expliquer la plus
ou moins bonne stabilité des différents algorithmes rapides.
Cependant aucune n’apparaît entièrement satisfaisante.
L’algorithme de l’anti-treillis présenté récemment [9], ap-
porte un éclairage différent sur ces questions de stabilité.
Comme les algorithmes en treillis et Q R, il est basé sur une ra-
cine carrée de la matrice d’autocorrélation du signal observé,
mais à l’inverse de ces derniers, il repose sur une base de pré-
diction “avant” plutôt que sur une base de prédiction “arrière”.
Cela lui confère une structure très particulière constituée de
trois branches, dont une partie, en gras sur la figure 1, rappelle
la structure d’un filtre à réponse impulsionnelle infinie.
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FIG. 1 — Anti-treillis d’ordre p
C’est cette particularité qu’on se propose de mettre à profit
dans le cadre de l’identification M A (Moving Average). Après
avoir rappelé l’algorithme, on mettra en évidence le rôle des
différentes composantes de l’anti-treillis et on proposera de
façon informelle un nouvel algorithme obtenu en supprimant
la branche supérieure de l’anti-treillis et mieux adapté à
l’identification des paramètres des modèles M A.
2 Algorithme de l’Anti-Treillis
La structure de filtrage dans l’anti-treillis comporte trois
branches (figure 1). La principale est la branche intermé-
diaire qui contient la base de prédiction

e1.t Ä 1/ : : :
ep.t Ä 1/
o
. Cette base est une version orthogonalisée du si-
gnal fy.t Ä p/ : : : y.t Ä 1/g présent dans le filtre. L’orthogo-
nalisation mise en jeu est l’inverse de celle rencontrée dans
les treillis classiques. Elle est organisée du passé vers l’avenir.
La première composante e1.t Ä 1/ est constituée de l’échan-
tillon de signal le plus ancien. Les composantes suivantes sont
les innovations des échantillons suivants par rapport à ceux
plus anciens. Jusqu’à la dernière composante qui est l’inno-
vation de y.t Ä 1/ par rapport à fy.t Ä p/ : : : y.t Ä 2/g. L’en-
trée d’un nouvel échantillon de signal dans le filtre est relati-
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vement simple puisqu’il suffit de calculer son innovation par
rapport à la base en place, puis de l’injecter dans celle-ci. Cette
tâche est assurée par la branche inférieure. Par contre, la sortie
d’un échantillon de signal du filtre est beaucoup plus délicate
puisqu’il faut en quelque sorte, recorréler les composantes de
la base avec celle qui sort. Cette “recorrélation” est assurée
d’une façon progressive et orientée du passé vers l’avenir, par
la branche supérieure de l’anti-treillis.
e f1.t/ D y.t/
 f1
.t/ D 1
eb1.t/ D e1.t Ä 1/
pour m allant de 1 Ja p
e fmC1.t/ D e fm .t/Ä c
T
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.t/
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m.t/:em .t/:e
T
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TAB. 1 — Algorithme de l’Anti-Treillis
3 Identification d’un modèle M A
Le plus souvent, les méthodes d’identification des para-
mètres d’un modèle M A :
y.t/ D x.t/C
MX
kD1
Qak :x.t Ä k/ (1)
passent par l’identification d’un modèle AR long 1 puis par
une phase d’inversion. L’anti-treillis permet l’identification
directe des paramètres [11] :
La branche inférieure de l’anti-treillis, prise séparément, est
analogue à un filtre à réponse impulsionnelle infinie. Et c’est
une contre-réaction de la branche supérieure qui dans l’anti-
treillis, tronque cette réponse impulsionnelle infinie et permet
d’obtenir en définitive un filtre à réponse impulsionnelle finie.
C’est cette particularité qui fut exploitée dans [11] en cher-
chant à faire fonctionner la branche inférieure de l’anti-treillis
en absence de la branche supérieure de façon à obtenir un filtre
1La réponse impulsionnelle finie du filtre doit être aussi longue que la
partie significative de celle du modèle à identifier.
à réponse impulsionnelle infinie capable d’effectuer la prédic-
tion linéaire adaptative d’un signal. Autrement dit, un modèle
M A adaptatif.
La figure 2 présente la structure de filtrage obtenue :
seuls les derniers coefficients de la branche inférieure
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FIG. 2 — Modèle M A adaptatifn
cpÄMC1 : : : cp
o
ont été conservés et renommés
aM : : : a1

. L’erreur avant e f .t/ a été renommée e.t/.
L’algorithme d’adaptation est présenté table 2.
m.0/ D  2; cm.0/ D 0; em.0/ D 0; 8 m
e f1.t/ D y.t/
 f1
.t/ D  : f1.t Ä 1/C .1Ä  / avec  f1.0/ D 0
pour m allant de 1 Ja p
e fmC1.t/ D e fm .t/Ä c
T
m.t Ä 1/:em.t Ä 1/
 fmC1
.t/ D  fm .t/Ä
 2m .tÄ1/:em .tÄ1/:eTm.tÄ1/
m .tÄ1/
cm.t/ D cm.t Ä 1/C
m .tÄ1/:em.tÄ1/:eTfmC1 .t/
m .tÄ1/
em.t/ D emC1.t Ä 1/ avec epC1.t Ä 1/ D e f pC1.t/
m.t/ D mC1.t Ä 1/ avec pC1.t Ä 1/ D  f pC1.t/
m.t/ D :m.t Ä 1/C m.t/:em.t/:eTm.t/
TAB. 2 — Modèle M A adaptatif
C’est un algorithme rapide dont le coût de calcul (en
0.p/) est comparable et même inférieur à ceux engendrés par
certains algorithmes rapides d’adaptation de filtres à réponse
impulsionnelle finie.
4 Identification d’un modèle ARM A
Dans le cas d’un modèle ARM A :
y.t/ D x.t/C
MX
kD1
Qak :x.t Ä k/C
NX
kD1
Qbk :y.t Ä k/ (2)
La base de prédiction est constituée des erreurs de pré-
diction passées, comme dans le cas du modèle M A, mais
également des valeurs passées du signal lui même. La figure 3
présente une structure intégrant cette évolution.
Sur cette structure apparaissent quatre branches (que l’on
numérotera de bas en haut). La première branche réalise la
prédiction du signal d’entrée à partir de la base de prédiction
qui est répartie sur les deuxième et quatrième branches de
la structure. Le signal d’erreur obtenu est réinjecté dans
la deuxième branche afin de réaliser la partie M A comme
dans le cas du simple modèle M A. La troisième branche
constitue l’innovation de la structure. Elle complète la base
de prédiction avec les valeurs passées du signal. Elle réalise
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FIG. 3 — Modèle ARM A Adaptatif
la partie AR du modèle à identifier. Cette partie qui est à
réponse impulsionnelle finie est encadrée de deux branches
qui assurent la recorrélation avec les composantes qui sortent
de la base à chaque instant. Cette recorrélation est du même
type que celle rencontrée dans l’anti-treillis. Les équations de
l’algorithme sont présentées dans la table 3.
5 Performances
La figure 4 présente l’évolution des coefficients, estimés au
moyen de l’algorithme, d’un modèle du premier ordre :
y.t/ D x.t/C 0; 7:x.t Ä 1/Ä 0; 5:y.t Ä 1/
0 100 200 300 400 500 600 700 800 900 1000
−1
0
1
Nombre d’itérations
Co
ef
fic
ie
nt
s
FIG. 4 — Convergence des coefficients
La minimisation de l’erreur “avant” au moyen de l’algo-
rithme présenté conduit à l’identification des paramètres du
modèle lorsque celui-ci est à phase minimale. Comme dans
le cas de l’identification AR, cet algorithme d’identification
ARM A repose sur la minimisation de l’erreur de prédiction
“avant” ou encore, sur le blanchiment du signal.
Dans le cas d’un modèle M A quelconque :
Y .Z/ D A.Z/:X .Z/
où X .Z/ correspond à une excitation blanche. la solution
évidente pour blanchir le signal qui consiste à inverser A.Z/ :
OX.Z/ D 1
A.Z/
Y .Z/
n’est pas toujours stable. C’est en particulier le cas pour les
modèles à phase maximale dont les zéros sont à l’extérieur du
cercle unité et dont l’inverse est instable. La solution stable
pour blanchir le signal dans ce cas consiste à inverser A.ZÄ1/
plutôt que A.Z/ :
OX.Z/ D 1
A.ZÄ1/
Y .Z/
Cette solution assure en effet le blanchiment du signal :
OX .Z/: OX.ZÄ1/ D A.Z/
A.ZÄ1/
A.ZÄ1/
A.Z/
X .Z/:X .ZÄ1/
Cette observation permet de déterminer la solution stable dans
le cas d’un modèle M A quelconque. En effet, un tel modèle
peut toujours se décomposer en une partie à phase minimale et
une autre à phase maximale :
A.Z/ D AM I N .Z/:AM AX .Z/
La solution stable pour blanchir le signal est alors :
OX.Z/ D 1
AM I N .Z/:AM AX .Z
Ä1/
Y .Z/
Modèle d’ordre 2 :
Les coefficients du modèle à phase minimale,
AM I N .Z/ D 1C 0:9:ZÄ1 C 0:7:ZÄ2
utilisé comme exemple précédemment, sont parfaitement
identifiés par l’algorithme d’identification MA.
Ces coefficients sont aussi parfaitement identifiés dans le
cas du modèle à phase maximale suivant :
AM AX .Z/ D 1C 1:285:ZÄ1 C 1:428:ZÄ2
qui n’est autre que 10:7 :Z
Ä2:AM I N .Z
Ä1/
6 Conclusion
Au terme de cette étude, un algorithme d’identification
ARM A, dérivé de l’algorithme de l’anti-treillis a été présenté.
Cet algorithme présente d’excellentes performances aussi bien
en termes de convergence que de stabilité ainsi qu’un coût
de calcul extrêmement réduit. Il permet d’identifier de façon
directe et adaptative les paramètres d’un modèle ARM A à
phase minimale. Dans le cas d’un modèle ARM A quelconque
l’algorithme identifie les paramètres du modèle équivalent
à phase minimale. Cette propriété très intéressante permet
d’envisager son application dans le domaine de l’égalisation.
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