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Pada bidang data mining sering kali para peneliti tidak 
memperhatikan keseimbangan distribusi kelas pada 
dataset. Hal ini dapat menimbulkan kesulitan yang cukup 
serius pada algoritme klasifikasi. karena secara teori 
mayoritas classifier mengasumsikan distribusi yang 
relatif seimbang, sehingga menyebabkan kinerja suatu 
algoritme klasifikasi menjadi kurang maksimal. Oleh 
karena itu, pada penelitian ini diterapkan metode 
ensemble dengan penambahan adaptive boosting untuk 
menyelesaikan permasalahan tersebut. Dari hasil 
pengujian yang dilakukan pada penelitian ini, metode 
ensemble dengan penambahan adaptive boosting dapat 
meningkatkan nilai kinerja algoritme klasifikasi. Nilai 
kinerja algoritme Naive Bayes dengan Adaptive Boosting 
akurasi yang dihasilkan sebesar 91.98%, sensitifitas 
sebesar 91.98%, spesifisitas sebesar 96.49%, dan g-
mean sebesar 94.21%. Nilai kinerja algoritme Support 
Vector Machine dengan Adaptive Boosting akurasi yang 
dihasilkan sebesar 91.52%, sensitifitas sebesar 91.52%, 
spesifisitas sebesar 96.29%, dan g-mean sebesar 
93.88%. Sedangkan Nilai kinerja algoritme Decision 
Tree dengan Adaptive Boosting akurasi yang dihasilkan 
sebesar 94.37%, sensitifitas sebesar 94.37%, spesifisitas 
sebesar 97.73%, dan g-mean sebesar 96.03%. Hal ini 
menunjukkan bahwa metode ensemble dengan Adaptive 
Boosting dapat menjadi solusi untuk meningkatkan 
kinerja algoritme pada imbalanced dataset. 
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Data mining merupakan suatu penyelesaian masalah 
dengan melakukan analisis terhadap data yang disajikan 
dalam database. Selain itu data mining juga digunakan 
untuk mengetahui pola data, dimana setiap pola memiliki 
karakteristik masing-masing yang dapat memberikan 
informasi penting dari data tersebut [1]. Data mining 
dapat diartikan sebagai berbagai macam cabang ilmu 
pengetahuan yang menjadi satu, terdiri atas sistem basis 
data, statistika, machine learning, visualization, dan 
informasi pengetahuan. Data mining telah berhasil 
diterapkan di berbagai bidang ilmu seperti bisnis, 
bioinformatika, genetika, kedokteran, pendidikan dan 
lain sebagainya [2]. 
 Beberapa teknik yang sering digunakan dalam data 
mining ialah klasterisasi, asosiasi, estimasi dan 
klasifikasi. Pada bidang pembelajaran mesin, teknik 
klasifikasi sering dimanfaatkan untuk berbagai hal antara 
lain untuk prediksi kinerja siswa, klasifikasi jenis 
penyakit, memprediksi kecurangan pada transaksi kartu 
kredit dan masih banyak hal lagi yang dapat dibantu 
dengan menggunkanan teknik klasifikasi [3]. Klasifikasi 
merupakan proses untuk menemukan sebuah model atau 
pola yang dapat menggambarkan serta membedakan 
kelas pada suatu dataset. Tujuannya agar model tersebut 
dapat digunakan untuk memprediksi obyek dengan label 
kelas yang tidak diketahui. Model tersebut didasarkan 
pada analisis data latih. Model dari hasil klasifikasi dapat 
dimanfaatkan untuk memprediksi tren data masa depan 
[4]. 
 Ada beberapa algoritme klasifikasi yang sering 
digunakan dalam penelitian, terkait pembelajaran mesin 
yaitu Decision Tree (DT) [5], Neural Network (NN) [6], 
K-Nearest Neighbor (KNN), Naive Bayes (NB), dan 
Support Vector Machine (SVM) [7]. Akan tetapi 
mayoritas algoritme klasifikasi memiliki kelemahan 
dalam menangani klasifikasi dengan dataset yang 
memiliki ketidakseimbangan kelas [8]. Namun dari 
beberapa penelitian terkait data mining khususnya pada 
machine learning yang telah dilakukan sering kali para 
peneliti tidak memperhatikan keseimbangan distribusi 
kelas pada dataset. Ketidakseimbangan kelas merupakan 
suatu keadaan dimana terdapat perbedaan yang cukup 
signifikan antara jumlah instance kelas minoritas dengan 
jumlah instance kelas mayoritas. Ketidakseimbangan 
kelas menjadi salah satu masalah dalam domain dunia 
nyata (real world problem) yang sering muncul dalam 
bidang data mining [9]. Keberadaan distribusi kelas yang 
tidak seimbang dapat mempengaruhi performa dari suatu 
algoritme klasifikasi, karena suatu algoritme klasifikasi 
bekerja dengan mengasumsikan distribusi kelas pada 
dataset relatif seimbang dan biaya kesalahan klasifikasi 
yang sama [10]. Hal tersebut tentunya dapat 
menimbulkan resiko terjadinya kesalahan klasifikasi 
(missclassification) terhadap dataset, sehingga berakibat 
pada kinerja suatu algoritme klasifikasi menjadi tidak 
maksimal [11]. Oleh karena itu diperlukan penanganan 
lebih lanjut terkait adanya ketidakseimbangan kelas pada 
suatu dataset. 
 Berdasarkan penelitian yang telah dilakukan terkait 
penanganan terhadap ketidakseimbangan kelas pada 
dataset, terdapat dua pendekatan yang dapat diterapkan 
yaitu pendekatan pada level data dan pendekatan pada 
level algoritmik. Pendekatan level data biasanya 
dilakukan pada tahap pra-pemrosesan data dengan 
mengubah atau memperbaiki kecondongan distribusi 
kelas yang terdapat pada dataset. Metode yang sering 




dipakai dalam pendekatan pada level data ialah 
menerapkan teknik resampling maupun sintesis data. 
Pada pendekatan level algoritmik cara kerjanya ialah 
menyesuaikan operasi algoritme yang ada untuk 
membuat suatu classifier lebih kondusif terhadap 
klasifikasi kelas minoritas atau dengan kata lain 
dilakukan modifikasi maupun penggabungan (ensemble) 
dari beberapa algoritme [11]. Pada pendekatan level data 
terdapat kekurangan yaitu beresiko terjadinya duplikasi 
data dan hilangnya informasi yang penting di dalam 
dataset, hal tersebut tentunya akan berpengaruh juga 
terhadap kinerja algoritme klasifikasi yang digunakan 
[9]. 
 Oleh karena itu pada penelitian ini dilakukan 
penanganan ketidakseimbangan kelas pada dataset 
menggunakan metode ensemble untuk meminimalisir 
resiko terjadinya duplikasi data dan hilangnya informasi 
yang penting di dalam dataset. Berikut ini studi yang 
telah dilakukan terkait penanganan terhadap 
ketidakseimbangan kelas, pada beberapa studi tesebut 
menggunakan beberapa pendekatan sebagai solusinya. 
Seperti penelitian yang dilakukan oleh [12], [13] dan 
[14]. Mereka membuktikan bahwa penerapan teknik 
resampling atau pendekatan level data untuk menangani 
ketidakseimbangan kelas pada dataset dapat 
meningkatkan kinerja dari algoritme klasifikasi. 
Sedangkan [15] dan [8] membuktikan bahwa penerapan 
teknik ensemble menggunakan boostraping atau bagging 
dapat meningkatkan kinerja dari algoritme klasifikasi 
yang digunakan. Oleh karena itu pada penelitian ini 
dilakukan penanganan ketidakseimbangan kelas pada 
dataset menggunakan metode ensemble menggunakan 
adaptive boosting, hal ini dikarenakan belum banyak 
penelitian yeng menerapkan metode ensemble 
menggunakan adaptive boosting untuk menangani 
ketidakseimbangan kelas pada dataset. 
 Kontribusi yang dilakukan pada penelitian ini 
adalah: 
1. Penerepan metode ensemble yang kami usulkan dapat 
menjadi solusi untuk menangani ketidakseimbangan 
kelas pada dataset. 
2. Menunjukan bahwa penanganan terhadap 
ketidakseimbangan kelas pada dataset dapat 
meningkatkan kinerja algoritme klasifikasi. 
3. Dapat menjadi referensi bagi penelitian selanjutnya 
terkait penanganan  terhadap ketidakseimbangan 





Pada penelitian ini menggunakan  perangkat keras dan 
perangkat lunak yang digunakan adalah sebagai berikut. 
Perangkat Keras: 
1) Processor: Intel Core i5 2410M 2.30 GHz 
2) RAM: 6.00 GB 
Perangkat Lunak : 
1) R-Studio v.1.0.136 




2.2 Alur Penelitian 
Alur penelitian yang digunakan pada penelitian ini 
ditunjukkan pada Gambar 1. 
 
 
Gambar 1. Diagram alur tahapan penelitian 
 
 Berikut ini adalah pemaparan dari langkah-langkah 
penelitian yang ditunjukkan pada Gambar 1. 
 
2.2.1. Dataset 
Dataset yang digunakan pada penelitian ini adalah data 
User Knowledge Modeling Dataset 
(https://archive.ics.uci.edu/ml/datasets/User+Knowledge
+Modeling). Dataset tersebut merupakan dataset publik 
yang diambil dari UCI Machine Learning. Data User 
Knowledge Modeling Dataset memiliki 403 instance, 5 
attributes fitur dan 1 attribute class. Tabel 1 merupakan 
potongan data User Knowledge Modeling Dataset yang 
digunakan pada penelitian ini. 
 
 Tabel 1. Potongan dataset 
STG SCG STR LPR PEG 
UNS 
(Class) 
0 0,1 0,5 0,26 0,05 
Very 
Low 
0,05 0,05 0,55 0,6 0,14 Low 
0,08 0,18 0,63 0,6 0,85 High 
0,2 0,2 0,68 0,67 0,85 High 
0,22 0,22 0,9 0,3 0,9 High 
0,14 0,14 0,7 0,5 0,3 Low 
0,16 0,16 0,8 0,5 0,5 Middle 
 
Keterangan: 
 STG (The degree of study time for goal object 
materails). 
 SCG (The degree of repetition number of user for 
goal object materails) 




 STR (The degree of study time of user for related 
objects with goal object) 
 LPR (The exam performance of user for related 
objects with goal object) 
 PEG (The exam performance of user for goal objects) 
 UNS (The knowledge level of user) merupakan 
attribute class pada dataset tersebut. 
 
 Dataset User Knowledge Modeling memiliki 5 
attributes bertipe numeric, dan 1 attribute kelas dengan 
jumlah kelas sebanyak empat yaitu (very low, low, 
middle, dan high). Selain itu dataset User Knowledge 
Modeling memiliki distribusi kelas yang tidak seimbang. 




Gambar 2. Ilustrasi Distribusi Kelas Pada Dataset 
 
 Pada Gambar 2 menunjukan adanya distribusi kelas 
yang tidak seimbang dimana kelas Very Low sebanyak 50 
instance, Low sebanyak 129 instance, Middle sebanyak 
122 instance dan High sebanyak 130 instance, secara 
teori hal ini dapat mempengaruhi kinerja dari suatu 
algoritme klasifikasi. 
 
2.2.2. Pra Pengolahan Data 
Data preprocessing merupakan tahapan dimana data akan 
dilakukan pengisian data yang kosong, menghilangkan 
duplikasi data, memeriksa inkonsistensi data, 
pembersihan data serta memperbaiki kesalahan pada 
data. Proses pembersihan meliputi  pengisian data yang 
kosong, menghilangkan duplikasi data, memeriksa 
inkonsistensi data, dan memperbaiki kesalahan pada 
data. Biasanya data yang kosong disebabkan oleh adanya 
data baru yang belum ada informasinya [16]. 
 Pada penelitian ini dataset yang digunakan tidak 
terdapat missing value atau data yang kosong. Sehingga 
bisa langsung dilanjutkan ke tahapan berikutnya. 
 
2.2.3. Klasifikasi dan Model 
Pada tahap ini algoritme klasifikasi yang akan digunakan 
ialah Decision Tree (DT), Support Vector Machine, dan 
Naive Bayes. Sedangkan metode ensemble yang 
digunakana ialah adaptive boosting. 
a) Adaptive Boosting 
Adaptive Boosting (adaboost) merupakan salah satu dari 
beberapa varian pada algoritme boosting (Liu, 2015). 
Adaboost merupakan ensemble learning yang sering 
digunakan pada algoritme boosting. Algoritme AdaBoost 
dari Freund dan Schapire (1995) merupakan algoritme 
penguat praktis pertama, dan tetap menjadi salah satu 
yang paling banyak digunakan dan dipelajari, dengan 
aplikasi di berbagai bidang. Boosting bisa 
dikombinasikan dengan classifier algoritme yang lain 
untuk meningkatkan performa klasifikasi. Tentunya 
secara intuitif, penggabungan beberapa model akan 
membantu jika model tersebut berbeda satu sama lain. 
Adaboost dan variannya telah sukses diterapkan pada 
beberapa bidang (domain) karena dasar teorinya yang 
kuat, prediksi yang akurat, dan kesederhanaan yang 
besar. Langkah-langkah pada algoritme adaboost adalah 
sebagai berikut [17]. 
i. Input: Suatu kumpulan sampel penelitian dengan 
label {( ),...,( )}, suatu component 
learn algoritme, jumlah perputaran T. 
ii. Initialize: Bobot suatu sampel pelatihan 
,untuk semua i=1,...,N. 
iii. Do for t = 1,...,T 
 Gunakan component learn algoritme untuk 
melatih suatu komponen klasifikasi, , pada 
sample bobot pelatihan. 
 Hitung kesalahan pelatihannya pada 
. 
 Tetapkan bobot untuk component classifier 
. 
 Update bobot sample pelatihan 
, i = 1,...,N  adalah suatu 
konstanta normalisasi. 
iv. Output : . 
 
 Secara teori Boosting berfungsi untuk 
mengoptimalkan kinerja algoritme klasifikasi agar 
kinerjanya bias maksimal. Pada kasus imbalanced 
dataset, penerapan boosting tidak akan merubah struktur 
pada dataset, yang artinya kondisi dataset tetap dalam 
bentuk imbalanced. 
b) Naive Bayes 
Naive Bayes merupakan sebuah pengklasifikasi 
probabilitas sederhana yang mengaplikasikan Teorema 
Bayes dengan asumsi tidak ada ketergantungan 
(independent) yang tinggi. Salah satu keuntungan 
algoritme Naive Bayes ialah dalam menentukan estimasi 
parameter yang diperlukan dalam proses 
pengklasifikasian hanya membutuhkan jumlah data 
pelatihan yang kecil. Karena diasumsikan sebagai 
variable independent, maka hanya varians dari suatu 
variabel dalam sebuah kelas yang dibutuhkan untuk 
menentukan klasifikasi, bukan keseluruhan dari matriks 
kovarians [2]. Berikut ini persamaan umum dari Naive 
Bayes : 
 
              (1) 
 
 Dimana variabel C merepresentasikan kelas, 
sementara variabel F1...Fn merepresentasikan berbagai 
karakteristik petunjuk yang dibutuhkan untuk melakukan 
klasifikasi. Maka persamaan tersebut menjelaskan bahwa 
peluang masuknya sampel dengan karakteristik tertentu 
dalam kelas C adalah peluang munculnya kelas C 




sebelum masuknya sampel tersebut, dikali dengan 
peluang kemunculan berbagai karakteristik sampel pada 
kelas C dibagi dengan peluang kemunculan karakteristik-
karakteristik sampel secara global (evidence). 
c) Support Vector Machine 
Support Vector Machine (SVM) dikembangkan oleh 
Boser, Guyon, dan Vapnik. Algoritme Support Vector 
Machine (SVM) pertama kali diperkenalkan  pada tahun 
1992 di Annual Workshop on Computational Learning 
Theory. Konsep dasar SVM merupakan kombinasi dari 
beberapa teori komputasi yang telah ada puluhan tahun 
sebelumnya. SVM akan bekerja sebagai berikut, 
menggunakan pemetaan nonlinear untuk mengubah data 
pelatihan asli ke dimensi yang lebih tinggi. Dalam 
dimensi baru ini, akan mencari hyperplane pemisah 
optimal linear. Dengan pemetaan nonlinear yang tepat 
untuk dimensi yang cukup tinggi, data dari dua kelas 
selalu dapat dipisahkan dengan hyperplane. Algoritme 
SVM menemukan hyperplane dengan menggunakan 
dukungan vektor dan margin [2]. 
 Karakteristik SVM secara umum ialah sebagai 
berikut [18] : 
i. Secara prinsip SVM adalah linear classifier. 
ii. Pattern recognition dilakukan dengan 
mentransformasikan data pada input space ke 
ruang yang memiliki dimensi yang lebih tinggi. 
Hal ini membedakan SVM dari solusi pattern 
recognition pada umumnya, yang melakukan 
optimisasi parameter pada ruang hasil 
transformasi yang berdimensi lebih rendah 
daripada dimensi input space. 
iii. Menerapkan strategi Structural Risk 
Minimization (SRM). 
iv. Prinsip kerja SVM pada dasarnya hanya mampu 
menangani klasifikasi dua kelas 
d) Decision Tree 
Pada penelitian ini algoritme decision tree yang dipilih 
ialah C4.5, hal ini dikarenakan algoritme tersebut populer 
dan sering kali digunkana oleh para peneliti sebelumnya. 
Algoritme C4.5 merupakan pengembangan dari ID3 yang 
dikembangkan oleh J. R. Quintlant pada tahun 1987 [2]. 
Untuk membangun pohon keputusan dalam algoritme 
C4.5, hal pertama yang dilakukan yaitu memilih atribut 
sebagai akar, kemudian dibuat cabang untuk tiap-tiap 
nilai didalam akar tersebut. Langkah berikutnya yaitu 
membagi kasus dalam cabang. Kemudian ulangi proses 
untuk setiap cabang sampai semua kasus pada cabang 
memiliki kelas yang sama. Untuk memilih atribut dengan 
akar, didasarkan pada nilai gain tertinggi dari atribut-
tribut yang ada. Gain (S,A) merupakan perolehan 
informasi dari atribut A relative terhadap output data S. 
Perolehan informasi didapat dari output data atau 
variable dependent S yang dikelompokkan berdasarkan 
atribut A, dinotasikan dengan gain (S,A). Berikut ini 
persamaan untuk menghitung nilai gain [19]. 
 
 
           (2) 
 
dimana, 
S : Himpunan kasus 
A : Atribut 
n : Jumlah partisi atribut A 
|Si| : Jumlah kasus pada partisi ke-i 
|S| : Jumlah kasus dalam S 
 
 Sedangkan nilai Entropy dapat dihitung 
menggunakan persamaan berikut ini. 
 
          (3) 
 
dimana, 
S : Himpunan kasus 
n : Jumlah partisi S 
pi : Proporsi dari Si terhadap S 
 
2.2.4. Evaluasi Kinerja 
Evaluasi merupakan proses pengujian kinerja algoritme 
klasifikasi yang digunakan. Pada umumnya evaluasi 
kinerja algoritme klasifikasi. menggunakan confusion 
matrix [20]. Evaluasi dengan confusion matrix akan 
menghasilkan nilai accuracy, sensitivity, specificity dan 
g-mean. Akurasi dalam klasifikasi merupakan persentase 
ketepatan record data yang diklasifikasikan secara benar 
setelah dilakukan pengujian pada hasil klasifikasi [21]. 
Specificity proporsi kasus negatif yang diidentifikasi 
dengan benar. Recall atau sensitivity merupakan proporsi 
kasus positif yang diidentifikasi dengan benar [22]. 
Sedangkan geometric mean (g-mean) adalah salah satu 
pengukuran paling komprehensif untuk mengevaluasi 
kinerja algoritme klasifikasi khususnya dalam 
permasalahn ketidakseimbangan kelas pada dataset. G-
Mean dapat menunjukkan akurasi keseluruhan dari 
akurasi kelas minoritas dan akurasi kelas mayoritas 
[9],[23]. Berikut ini persamaan untuk menghitung 
akurasi, specificity, sensitivity, dan g-mean [2]. 
 
    (4) 
   (5) 
   (6) 
   (7) 
 
Keterangan: 
 True Positive adalah jumlah record positif yang 
diklasifikasikan sebagai positif. 
 False positif adalah jumlah record negatif yang 
diklasifikasikan sebagai positif. 
 False negatif adalah jumlah record positif yang 
diklasifikasikan sebagai negatif. 
 True negatif adalah jumlah record negatif yang 
diklasifikasikan sebagai negatif.  
 
3. Hasil dan Pembahasan 
 
Tahap awal penelitian ini adalah pra pengolahan dataset, 
pada penelitian ini dataset yang digunakan tidak terdapat 
missing value atau data yang kosong maupun informasi 
yang rusak. Sehingga bisa langsung dilanjutkan 
ketahapan berikutnya yaitu tahap pengujian algoritme. 




 Pada proses pengujian algoritme dataset dibagi 
menjadi dua bagian yaitu sebagai data training dan data 
testing. Data training digunakan untuk melatih model 
sedangkan data testing digunakan untuk memvalidasi 
model. Kami menggunakan 80% untuk melatih model 
dan 20% digunakan untuk memvalidasi model, sehingga 
didapatkan hasil evaluasi algoritme sebagai berikut pada 
Tabel 2 dan Tabel 3. 
 
Tabel 2. Evaluasi Algoritme Klasifikasi Tanpa Adaptive 
Boosting (%) 
Algoritme 1 2 3 4 
Naive Bayes 89.91 89.91 95.64 92.73 
SVM 81.39 81.39 91.33 86.21 
Decision Tree 
(C4.5) 
92.89 92.89 97.21 95.03 
1=Akurasi; 2=Sensitivity; 3=Specificity; 4=G-Mean; 
 
Tabel 3. Evaluasi Algoritme Klasifikasi Dengan Adaptive 
Boosting (%) 




91.98 91.98 96.49 94.21 
Adaptive 
Boosting + SVM 





94.37 94.37 97.73 96.03 
1=Akurasi; 2=Sensitivity; 3=Specificity; 4=G-Mean; 
 
 Berdasarkan Tabel 2 dan Tabel 3 menunjukkan nilai 
akurasi, sensitifitas, spesifisitas, serta g-mean yang 
dihasilkan oleh metode ensemble menggunakan adaptive 
boosting menghasilkan nilai evaluasi yang lebih baik 
dibandingkan metode tanpa menggunakan adaptive 
boosting. Hal ini menunjukkan bahwa penerapan metode 
ensemble dengan penambahan adaptive boosting dapat 
meningkatkan kinerja algoritme klasifikasi pada 
imbalanced dataset. 
 
4. Kesimpulan  
 
Ketidakseimbangan kelas pada dataset merupakan hal 
yang sering ditemui dalam klasifikasi pada data mining. 
Berdasarkan penelitian yang telah dilakukan, metode 
ensemble dengan penambahan adaptive boosting dapat 
menghasilkan nilai kinerja yang lebih baik dibandingkan 
metode tanpa penambahan adaptive boosting. Sehingga 
metode yang diusulkan dapat menjadi solusi dalam 
proses klasifikasi khususnya dengan kondisi data yang 
imbalanced. Untuk penelitian selanjutnya diharapkan 
penelitian dapat dilakukan khususnya untuk pengujian 
metode menggunakan metode ensemble lainnya seperti 
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