Singer and Ulmer (1997) gave an algorithm to compute Liouvillian ("closed-form") solutions of homogeneous linear differential equations. However, there were several efficiency problems that made computations often not practical. In this paper we address these problems. We extend the algorithm in van Hoeij and Weil (1997) to compute semiinvariants and a theorem in Singer and Ulmer (1997) in such a way that, by computing one semi-invariant that factors into linear forms, one gets all coefficients of the minimal polynomial of an algebraic solution of the Riccati equation, instead of only one coefficient. These coefficients come "for free" as a byproduct of our algorithm for computing semi-invariants. We specifically detail the algorithm in the cases of equations of order three (order two equations are handled by the algorithm of Kovacic (1986) , see also Ulmer and Weil (1996) or Fakler (1997)).
Introduction
In this paper k will denote a differential field whose field of constants C is algebraically closed of characteristic 0. For the computations, however (Section 2.2), we will consider more concretely the field C(x) with the usual derivation d/dx. We denote by L = ∂ n + a n−1
) a differential operator and by L(y) = y (n) + a n−1 y (n−1) + · · · + a 0 y = 0 the corresponding linear homogeneous differential equation. We now briefly recall the basic definitions from differential Galois theory that are needed later on (see Magid, 1994; Singer, 1997; , for details and references).
A Picard-Vessiot extension (PVE) K of k for L is a differential field extension K = k < y 1 , . . . , y n >, where {y 1 , . . . , y n } a fundamental set of solutions, with no new constants in K. It is the equivalent of a splitting field for L(y) = 0. Under our assumptions a PVE exists and is unique up to differential automorphisms. We denote by V (L) the solution space V (L) = {y ∈ K|L(y) = 0} of an operator L. The dimension of V (L) equals the order of L. The differential Galois group G of L is the group of differential automorphisms of K/k. It acts faithfully on the vector space V (L), and so G can be viewed as a subgroup of GL(V (L)); more precisely, it is a linear algebraic group over C. There is a Galois correspondence between algebraic subgroups of G and differential subfields of the PVE of L(y) = 0. The fixed field of G under this correspondence is k.
A solution of L(y) = 0 in k is called a rational solution, a solution in an algebraic extension of k is called an algebraic solution, a solution whose logarithmic derivative is in k is called an exponential solution and a solution belonging to a differential field obtained by successive adjunctions of integrals, exponentials of integrals and algebraic extensions is called a Liouvillian solution. If L has a Liouvillian solution then L also has a Liouvillian solution of the form y = exp( r) where r ∈ k is algebraic over k (see Singer, 1981 Singer, , 1997 . 
∀g ∈ G, g(I) = I, then I is called an invariant.
We call a polynomial or semi-invariant completely factorable if it is a product of linear factors. It is known (see Section 2 in Singer and Ulmer, 1997) that an algebraic Riccati solution r of degree m over k corresponds to a completely factorable semi-invariant I of degree m of the differential Galois group G. In Singer and Ulmer (1997) , the Riccati polynomial of r is computed as follows:
(1) Compute the spaces of all semi-invariants up to a certain degree. This degree can be bounded in terms of the order of the operator using group theory. (2) In each such space, find a completely factorable semi-invariant I ∈ Sym m (V (L)) where m is the degree. If such a semi-invariant is found, then L(y) = 0 has an algebraic Riccati solution and the first coefficient of the associated Riccati polynomial is given by the logarithmic derivative of the value of I. The value of I is the image of I in K. (3) In Singer and Ulmer (1997) , the factorization of I into linear forms is used to compute the remaining coefficients. This involves computing with splitting fields and so this step could be costly.
The main objective in this paper is to give an efficient method to compute (if it exists) a Riccati polynomial. The goal is a method that is efficient enough to handle operators of order three on a computer, or sometimes even higher order if the Riccati polynomial is not too big.
First we extend the algorithm in van Hoeij and Weil (1997) for computing invariants to the case of semi-invariants. If a completely factorable semi-invariant is known and given in a certain form, then Theorem 2.1 immediately gives us all coefficients of the Riccati polynomial. This central result avoids the third step above and makes the computation much more feasible in practice.
In the appendix we discuss methods for finding the linear combinations of the basis corresponding to a completely factorable semi-invariant I (second step). If the dimension of the vector space of semi-invariants for a character is high then it is a very costly step. This can be resolved by looking at semi-invariants (not always of minimal degree) that are guaranteed to be completely factorable. This is particularly interesting because the second step above, i.e. selecting a completely factorable semi-invariant which can be a very costly step, is then no longer needed. The result is a Kovacic-like algorithm for order(L) = 3, given in Section 4.
Semi-invariants of Differential Galois Groups

The formalism
The basis of our approach is the following useful formalism: 
by (it suffices to define φ for homogeneous elements y of degree 1)
Here y is the element of
, where the action of G on X 1 , . . . , X n is trivial.
Often the two vector spaces V (L), which is a subset of K, and Sym 1 (V (L)), which is a subset of Sym(V (L)), are identified. In this paper we cannot directly do so because multiplication in K is not the same as multiplication in Sym(V (L)).
The following extension of Theorem 3 of Singer and Ulmer (1997) illustrates the usefulness of the above formalism and is central to our approach.
that is a product of linear factors and assume that the degree m of I is minimal with this property. Let
Thus, as P = φ(I), we have
If g ∈ G then g(y i ) ∈ Cy j for some j because of the uniqueness of factorization in Sym(V (L)) (which is isomorphic to a polynomial ring in n variables over C). Hence G permutes the set
ym . The action of G on this set is transitive because m is minimal. Note that a = y i = 0 because P = 0.
Since G permutes the
yi it follows that Q is invariant under G and hence by the Galois correspondence Q ∈ k [X] . Q is irreducible because the action of G on the y i yi is transitive. The Riccati solutions
yi are the roots of Q and hence they are algebraic functions with minimum polynomial Q. P Remark. With notations as above, if m is not minimal, then it is easily seen that the polynomial Q is either irreducible or a product of Riccati polynomials. Conversely, Theorem 3 of Singer and Ulmer (1997) (combined with our theorem) shows immediately that any Riccati polynomial is obtained that way. This is used implicitly in Section 3.
The algorithm presented in van Hoeij and Weil (1997) computes the invariants I of G by computing their images φ(I). The reason for using φ in van Hoeij and Weil (1997) was to be able to compute invariants without having to compute symmetric powers Sym m (L) ∈ k [∂] . In the following, this same approach is extended to the computation of semi-invariants. The above then shows that this approach does not only produce the semiinvariant whose logarithmic derivative is the first coefficient of the Riccati polynomial, but in fact gives all the coefficients. This makes this algorithm for computing (semi)-invariants very suitable for finding Liouvillian solutions. We now proceed with the computation of semi-invariants via the above formalism. The next subsection is rather technical and will be easier if the reader knows about the paper of van Hoeij and Weil (1997) and about Beke's method for computing exponential solutions of operators (see Singer, 1997 ; ?, for details and additional references). Pflügel, 1998 - Proof. Let I be a semi-invariant of degree m, and P = φ(I). Because φ is a Ghomomorphism, g(P ) = χ(g) · P for some character χ. Let a ∈ K be one of the non-zero
The action of G on the X i is trivial, so that the coefficients of g( 
showing that a /a is left invariant by G and thus y = a /a ∈ k.P Remark. Using the embedding φ, we will often identify semi-invariants with elements of
Definition 2.2. The equivalence relation ∼ on k is defined as follows: t 1 ∼ t 2 when there exists y ∈ k for which t 1 − t 2 = y /y.
The map µ a induces a 1-1 linear map
In order to compute all semi-invariants of degree m, we will construct from L a finite set B, such that whenever L has a semi-invariant in
Then for each t 1 ∈ B we take a t ∈ k with t ∼ t 1 and determine the invariants of
The remaining problem is to determine the set B, which will be done using the generalized exponents, in a way similar to the computation of the bounds in van Hoeij and Weil (1997) . This leads to the algorithm below.
In the rest of this section, we assume that k = C(x). Algorithm Semi-invariants. Input: a differential operator L ∈ C(x)[∂] of order n, and an integer m. Output: all semi-invariants of degree m.
Step
Step 2. For each element of B take a representant t ∈ C(x) and compute the invariants of S * t/m (L). These correspond to semi-invariants of L.
Note that this algorithm resembles Beke's algorithm for computing exponential solutions exp( t) with t ∈ C(x). We give the same sketch of this algorithm as in Section 4 in :
Step 1. Compute a finite set B ⊂ C(x)/ ∼ such that for all exponential solutions a one has (
Step 2. For each element of B take a representant t ∈ C(x) and compute the rational solutions of S * t (L). Return the corresponding exponential solutions of L.
Computation of set B in step 1 of algorithm semi-invariants:
In van Hoeij and Weil (1997) and a generalization of the classical notion of exponents has been defined. A generalized exponent is an element of C[x −1/r ] for some integer r (called the ramification index). In the regular singular case the generalized exponents are the exponents and the ramification index is 1 in this case. For t ∈ C(x) and .
Let e ∈ C[x −1 ] be the generalized exponent of ∂ − t at the point p. Then e/m is the generalized exponent of ∂ − t/m at p. The generalized exponents of S * t/m (L) at p equal −e/m plus the generalized exponents of L at p. So the generalized exponents of the monomials in lemma 2.8 in Section 4.1 in van Hoeij and Weil (1997) for S * t/m (L) are −e plus the generalized exponents of the monomials for L. According to this lemma, at least one of those generalized exponents should be in 
At regular points, there is only one possibility for e + Z Z, namely e + Z Z = Z Z, because r = 1 and the generalized exponents are integers at regular points.
At a singular point p, we can compute all generalized exponents of L, and all generalized exponents of the monomials in the lemma (these are sums of m generalized exponents of L) and so we can compute a finite set of possible values of EP p (∂ − t). If p 1 , . . . , p l are the singularities, and we find N i possible EP pi (∂ − t) then we have N = N 1 · N 2 · · · N l possible combinations, so we find at most † N possible values of t modulo ∼. These t modulo ∼ are the elements of the set B in the algorithm.
A comment on step 2: we need to compute invariants of a number of operators (one for each element of B). It can be faster first to apply the heuristic algorithm in van Hoeij and Weil (1997) , and to apply the complete algorithm invariants in van Hoeij and Weil (1997) only for the cases when the heuristic does not prove that no invariants exist.
Another efficiency improvement can be obtained as follows. For computing the invariants of S * t/m (L) we need the generalized exponents of S * t/m (L) at all singularities. However, these can be easily computed from t and the generalized exponents of L. Furthermore, we compute with formal solutions of S * t/m (L) at one singularity, but these can be computed from the formal solutions of L. This way we only need to compute generalized exponents and formal solutions of L, not of each S * t/m (L) for every t ∈ B. Our algorithm for computing semi-invariants has the same drawback as Beke's algorithm for computing exponential solutions: if the singularities or the generalized exponents involve algebraic extensions over the coefficients field then the algorithm may need to compute in exponentially large algebraic extensions. For m = 1 it is in fact the same † Not every combination of exponential parts corresponds to a t, only those combinations that satisfy a generalized Fuchs relation (Lemma 9.2, .
algorithm. If the set B is very large then the computation can also be long. However, in many examples the generalized exponents are rational numbers, and the number of singularities is small (typically three) so that B will not be big. In such examples computing semi-invariants will not be so hard.
Sometimes, e.g. step [2.1] in Section 4.1, we need to compute only those semi-invariants whose nth power is rational (with n ∈ IN given). The computation is then shorter: in step 2 of algorithm semi-invariants, we need only to consider those t ∈ B for which nt ∼ 0 (i.e. the generalized exponents of ∂ − t are in 1 n Z Z). This will be used in Section 4. Invariants are rational solutions of a system of differential equations, the symmetric power system Y = S m (A)Y in Section 2.1.2 of van Hoeij and Weil (1997) . Semiinvariants are exponential solutions of this system. So invariants and semi-invariants can be obtained by applying the algorithms in Barkatou (1998) and Pflügel (1997) on the symmetric power system. However, this can be a costly computation because the dimension of the S m (A) can be very high, and because the algorithms in Barkatou (1998) and Pflügel (1997) are general, so they do not benefit from the special structure of the symmetric power system.
A fourth-order example with group FP28
The following operator (constructed with the methods of van der and Ulmer (1998)) has a Galois group which is a central extension of S 5 (FP28 in the notation of Hessinger (1998)).
Its exponents at the singularities 0, 1, and ∞ are
, and
The group FP28 has semi-invariants of degree five, including a completely factorable semi-invariant. Following our method, we do the following to compute all semi-invariants of degree five. Let E p +E p +E p +E p +E p be the set of all sums of five exponents at x = p. Let F p be this set modulo 1 rp Z Z where r p is the ramification index. All ramification indices r p are one in this example, so F p is just E p + · · · + E p modulo the integers (i.e. we take the fractional parts of the elements of E p + · · · + E p ). Then one finds F 0 = {1/8, 5/8}, F 1 = {1/10, 3/10, 1/2, 9/10, 7/10} and F ∞ = {1/8, 3/8, 7/8, 5/8}. We need to try
rp Z Z, but since all generalized exponents are rational numbers we can take c i to be non-negative rational numbers smaller than one. The above conditions leave only very few (namely two) cases for t, so computing all semi-invariants of L of degree five does not take much computer time here. LetL = S * t/5 (L) where t = 5/(8x) + 1/ (2(x − 1) ). With the algorithm from van Hoeij and Weil (1997) , we compute the two-dimensional space of invariants of degree five ofL, and determine an invariant that factors into linear factors using the appendix. We then apply Theorem 2.1 and obtain the following Riccati polynomial: −3042266659625 x 4 + 8490891950000
Let r ∈ C(x) be a root of P . Then exp( r dx) is a Liouvillian solution (in fact: algebraic solution, but we have not computed its minimum polynomial) ofL. To obtain a solution of L we have to multiply by exp( t/5 dx), so we find the following Liouvillian solution of L:
We could also compute a semi-invariant of L from the invariant ofL, and apply Theorem 2.1 on that. The Riccati polynomial obtained that way has r + t 5 as its solution, so it can be also be obtained from P by a substitution.
In most examples we prefer to compute a Riccati polynomial through invariants, not semi-invariants, because invariants are easier to compute. However, FP28 has a fivedimensional space of invariants of degree two, and no invariants of lower degree. So computing a completely factorable invariant will be very difficult because it has to be selected from a high-dimensional space. So for FP28 it is easier to use semi-invariants.
Constructors of semi-invariants
In this part, we list some results from Weil (1995b) that will be used in Section 4. Let X denote the transposed vector ( (Weil, 1995a) . † Let S be a semi-invariant of degree m, and P = φ(S) be its canonical image in K[X 1 , . . . , X n ]. In this setting, it is shown in Weil (1995b, Proposition 50, Section 6, p. 57 ) that the Hessian of P (with respect to X 1 , . . . , X n ) is again, up to multiples, the canonical image of a semi-invariant (same results hold for the bordered Hessian and the Jacobian). Thus, once a semi-invariant is known, we can directly apply Hessians and related constructors on its canonical image Weil (see Weil 1995b, Section 6.3, p. 65 for a fairly detailed example). In view of Theorem 2.1, this will allow us (in Section 4) to construct Riccati polynomials of high degrees directly from invariants of small degree. (1) Reducible case. If L is reducible and has a Liouvillian solution then according to the lemma there exists an irreducible right-hand factor that has a Liouvillian solution. Though there may be infinitely many different right-hand factors, there are only finitely many types (Tsarev, 1996; Singer, 1995) of irreducible right-hand factors. For each type we need to compute one right-hand factor and compute the Liouvillian solutions of that factor. This way we find a Liouvillian solution of L, if such solution exists.
Computing Liouvillian Solutions of Equations of Order n
(2) Irreducible case. In Singer and Ulmer (1993b) and references therein, the authors give an upper bound for the lowest degree of (if it exists) a Riccati polynomial of L. So, by checking a finite number of degrees, one can decide if a Riccati polynomial exists. For each possible degree m, compute the semi-invariants of degree m and check (see Appendix A) if there is a completely factorable semi-invariant. If so, return the corresponding Riccati polynomial.
In the algorithms the irreducible case is usually split into the imprimitive and the primitive case (containing only a finite list of possible groups); this is explained in Singer and Ulmer (1993b) .
Several ideas from Section 4 below can be re-used when handling equations of higher order (e.g. the fact that knowing in advance which groups to check for allows us to check only a small number of degrees for the semi-invariants). The important classification work of Hessinger (1998) should pave the way to a better algorithm for computing Liouvillian solutions of equations of order four.
Computing Liouvillian Solutions of Equations of Order Three
The general algorithm can be improved in several ways. First of all, the computation of semi-invariants can often be avoided. For example, in the case that L is irreducible of order two, we know from Ulmer and Weil (1996) that it is sufficient to compute only invariants, which are easier to compute than semi-invariants.
The factorization of a semi-invariant (cf. Appendix A) becomes a problematic step if the number of parameters is not small. For second-order equations this problem does not occur because any invariant will factor into linear forms. For third-order equations we will use Section 2.4 to find invariants that are guaranteed to factor, so that Appendix A can be avoided in most cases.
Furthermore we can reduce the size and number of different degrees m that need to be checked by studying the possible Galois groups.
In this section, we develop along these guidelines a Kovacic-like algorithm for computing Liouvillian solutions of linear differential equations of order three. For the possible Galois groups, we follow the notations from Singer and Ulmer (1993a,b) .
The algorithm
where the a i ∈ C(x). If there exists an f ∈ k such that f /f = a 2 , then G ⊂ SL 3 ; if not, then we can first apply S * −a2/3 to L so that the coefficient a 2 will vanish. Hence, we may assume in all that follows that the Galois group is unimodular, i.e. G ⊂ SL 3 .
Remark. In the algorithm below, the sentences "there are s invariants of degree m" should be understood as "the vector space of all invariants of degree m has dimension s".
(1) Reducible case.
[1.1] If L can be written as L 1 · (∂ − r) for some r ∈ C(x) then let a = exp( r) and compute a basis y 1 , y 2 of solutions of L 1 . Return a, a (y 1 /a) , a (y 2 /a). [2.1] Compute all semi-invariants of degree three whose square is invariant (see the remark at the end of Section 2.2). Decide if one of these semi-invariants has a linear factor (use Appendix A if there is a semi-invariant linearly depending on parameters).
† If this is the case then the group is imprimitive; return the Riccati polynomial Q using Theorem 2.1. Otherwise the group is not imprimitive; proceed with step three.
[2.2] Compute invariants of degree six and decide which of those is a square (see Appendix A.4). The corresponding square roots are all semi-invariants of degree three whose square is invariant. Now proceed as in × C 3 . Return either the unique Riccati polynomial of degree six (the corresponding completely factorable invariant must be found in a space of dimension two) or the Riccati polynomial of degree 15 obtained in Section 4.3.
Practical remarks on the algorithm
We note that, in practice, some cases from the algorithm can be quickly excluded by the necessary conditions from Singer and Ulmer (1995) and/or the heuristic from Section 4.1 in van Hoeij and Weil (1997) . For example, if the equation is not Fuchsian, then there are Liouvillian solutions iff step (1) or step (2) succeeds.
One consequence of the above algorithm is that we can decide whether an irreducible third-order equation has Liouvillian solutions by using only invariants of degrees two, four, six, and nine. † Alternatively, at this step, one could directly search for a (unique) semi-invariant of degree four whose cube is rational. Or, to avoid factorization, one could compute the dimension of the space of invariants of degree 18 (dimension two for G ).
Another remark concerns the rationality problem. The algorithm we use for computing invariants, unlike for semi-invariants, does not introduce algebraic extensions in its output φ(I). The only case of an irreducible operator L of order three where we compute a Riccati polynomial that may require an extension of the constant field is the imprimitive case Hendriks and van der Put (there may be an extension of degree at most four, see 1995); Ulmer (there may be an extension of degree at most four, see 1994), because this is the only case where semi-invariants and Appendix A need to be used. Put, 1994 Choosing step [2.2] instead of [2.1] to handle the imprimitive case has several extra advantages. For example, in steps (3) and (5), we need not recompute the invariants of degree six (note, however, that one cannot safely perform step (3) before step (2)). Also, if the dimension of the space of invariants of degree six is bigger than two, then we know automatically that the group is imprimitive (this follows from the properties of the primitive subgroups of SL 3 (C)). Furthermore we do not need to compute semi-invariants this way.
Check year for Hendriks and Van der
Correctness of the algorithm
The fact that the successions of tests proposed in the algorithms yield the correct groups follow from the decomposition of the symmetrisations of the characters (Singer and Ulmer, 1993a) for all primitive subgroups of SL 3 . To prove that the corresponding degrees of algebraic Riccati solutions are correct, we proceed by inspection of all imprimitive and finite primitive subgroups of SL 3 .
Imprimitive groups
Assume that G is irreducible. If there is a semi-invariant of degree three, then the group is either imprimitive or F SL3 36 (Singer and Ulmer, 1993a , Table 2 and Proposition 3.6). In both cases there is a Liouvillian solution. If the group is F SL3 36 , then there is no semiinvariant of degree three corresponding to a character of order two (i.e. whose square is an invariant). Thus, if there is a semi-invariant of degree three corresponding to a character of order two then the group must be imprimitive. An imprimitive group of degree three is monomial, i.e. there exists a basis {y 1 , y 2 , y 3 } such that an element of G has only one non-zero entry in row and column. Since G ⊂ SL(3, C), we have ∀g ∈ G, g(y 1 y 2 y 3 ) = ±y 1 y 2 y 3 (Singer and Ulmer, 1993a, Proposition 3.6) . There are at least one and at most four Riccati polynomials of degree three in this case (Hendriks and van der Put, 1995; Ulmer, 1994) . The canonical image of the invariant of degree 15 is obtained the following way: compute the images P 2 and P 6 of the invariants of degrees two and six. Let P 10 be their bordered Hessian, and P 15 be the Jacobian of these three (P 15 is unique and does not depend on the choice of P 6 ).
Proof. That there exists a Riccati polynomial of degree six is proven in Singer and Ulmer (1993b) . Its uniqueness follows from the fact that there are six conjugate nonAbelian subgroups of index six having each one common eigenvector. So we turn to degree 15.
There are five conjugate subgroups of order four in A 5 which are all Abelian of exponent two. Using the matrix representation of A 5 given in Singer and Ulmer (1993b) , we get that one such group, say H, is generated by the matrices Singer and Ulmer (1993b) , we know that this degree must be ≥ 6, so the degree must be 15 and that the associated polynomial must be a Riccati polynomial of degree 15. Note that there is, up to multiple, a unique invariant of degree 15 which thus must factor into linear forms.
The statement on the construction of the invariant of degree 15 from the invariants of degree two and six follows from the uniqueness and from a simple direct computation on classical invariants (Miller et al., 1938, paragraph 125, pp. 253-255 Its canonical image P 21 is obtained the following way. Let P 4 be the image of the invariant of degree four, let P 6 be its Hessian, and let P 14 be the bordered Hessian of P 4 and P 6 ; then P 21 is obtained from the Jacobian of P 4 , P 6 , P 14 .
Proof. From Singer and Ulmer (1993b) we get that there exists a Riccati polynomial of degree 21. Since the group is simple, any semi-invariant must be an invariant. There is a unique trivial summand in the decomposition of the character of the 21st symmetric power of the faithful irreducible unimodular three-dimensional characters, we get that the semi-invariant must correspond to the, up to multiple, unique invariant of degree 21 and thus factor into linear forms. The corresponding group H and the coset representatives are given in Singer and Ulmer (1993b) .
The statement on P 21 follows from the uniqueness and from direct computation on classical invariants (Miller et al., 1938, paragraph 125, pp. 253-255 From Singer and Ulmer (1993b) , we get that there exists a Riccati polynomial of degree nine. Since there is no non-trivial character of degree one and a unique trivial summand in the decomposition of the character of the ninth symmetric power of the faithful irreducible unimodular three-dimensional characters, we get that the semi-invariant must correspond to the, up to multiple, unique invariant of degree nine which thus must factor into linear forms. The corresponding group H and the coset representatives are given in (Singer and Ulmer, 1993b) .
The, up to multiple, unique invariant of degree 21 of G 168 factors into linear forms (see Section 4.3). Since its order is divisible by three it is also an invariant of C 3 and thus a, up to multiple, unique invariant of G 168 × C 3 that factors into linear forms. Since 21 is the minimal degree of a Riccati polynomial in this case (Singer and Ulmer, 1993b) , it must correspond to a Riccati polynomial. This Riccati polynomial can be constructed from the semi-invariant of degree four (whose cube is rational) as in Section 4.3.
, then there is exactly one Riccati polynomial of degree 45, and it is obtained from an invariant, which can be computed in the following way: let P 6 be the invariant of degree six, let P 12 be the Hessian of P 6 , and let P 30 be the bordered Hessian of P 6 and P 12 . Then P 45 is obtained from the Jacobian of P 6 , P 12 , P 30 .
We note that there is also a Riccati polynomial of degree 36 (Singer and Ulmer, 1993b) but we know of no simple formula to obtain it; furthermore, the space of invariants of degree 36 for A SL3 6 has dimension five so selecting the completely factorable invariant would be a very hard task.
Proof. There are three types of non-conjugate subgroups of order 24 in A SL3 6
. Only one type consisting of 45 conjugate non-Abelian subgroups of order 24 is 1-reducible (the 24 elements have a common eigenvector). Using the matrix representation of A SL3 6 given in Singer and Ulmer (1993b) , we get that one such group, say H, is generated by the matrices
which have a common eigenvector. In order to find the corresponding semi-invariant that factors into linear forms, we look at a set S of left coset representatives of H in A SL3 6 (containing 45 elements). Since the group is perfect and has no non-trivial character of degree one, the semi-invariant must be an invariant. There is, up to multiple, only one invariant of degree 45 for this group which thus must factor into linear forms by the above. The length of the orbit of the logarithmic derivative of the eigenvector divides 45 = [A SL3 6
: H]. From Singer and Ulmer (1993b) , we get that this degree must be ≥ 36 and thus that the degree must be 45 and that the associated polynomial must be a Riccati polynomial of degree 45. The statement on P 45 follows from the uniqueness and from direct computation on classical invariants (Miller et al., 1938, paragraph 125, pp. 253-255 given in Singer and Ulmer (1993b) , we get that one such group, say H, is generated by the matrices {V, U 3 } which have (0, −1, 1) t (see Singer and Ulmer, 1993b , for the notations) as a common eigenvector. Note that U 3 is ω times the identity where ω is a third root of unity, and that U 3 is in F
SL3
36 . In order to find the corresponding semi-invariant that factors into linear forms, we look at a set S = {id, (check using the generators). The length of the orbit of the logarithmic derivative of the eigenvector, i.e. the degree of its minimal polynomial, divides 9 = [F SL3 36
: H]. From Singer and Ulmer (1993b) we know that this degree must be ≥ 6, so the degree must be nine and the associated minimal polynomial must be an irreducible Riccati polynomial of degree nine.
The, up to multiple, unique invariant of degree 15 of A 5 which, by Section 4.3, factors into linear forms is, since its order is divisible by three, also an invariant of C 3 and thus an, up to multiple, unique invariant of A 5 × C 3 which factors into linear forms. Since six is the minimal degree of a Riccati polynomial in this case (Singer and Ulmer, 1993b) , it must correspond to such a Riccati polynomial.
Example
The operator is irreducible. There is a two-dimensional space of invariants of degree six. None of them is a square so we proceed to step (3). There is one invariant of degree two, so we know that G/Z(G) A Using a complete factorization approach, we find that for 256a 1 = 3a 2 we have the following factor (up to conjugation):
where α 5 − 256 = 0 † Note that if the result would be a semi invariant, one could find the corresponding one-dimensional character using this construction. (a 2 , . . . , a n ) of C n−1 is called a non critical value for P in X 1 if the polynomial P (T, a 2 , . . . , a n ) is square-free and of degree d. This implies in particular that all roots of P (T, a 2 , . . . , a n ) are simple.
Remark. The existence of such a non-critical value for P implies that P is square-free.
From now on, let Z denote the multi-variable X 3 , . . . , X n .
Lemma A1. Let P be a homogeneous square-free polynomial of C[X 1 , X 2 , Z] m , of degree d > 0 in X 1 . Assume that P is of degree m in X 2 , and let (1, 0, . . . , 0) be a non-critical value for P in X 1 . Denote by p(T ) the polynomial P (T, 1, 0) and let α be a root of p(T ). Then P (X 1 + αX 2 , X 2 , Z) is of degree m − 1 in X 2 .
Proof. LetP (X 1 , X 2 ) = P (X 1 , X 2 , 0). It is a homogeneous polynomial of C[X 1 , X 2 ]. WriteP
where the α i , with i from 1 to d, are the roots of p(T ). Hencē
The roots of p(T ) are simple, so α − α i = 0 for one unique i, which proves thatP (X 1 + αX 2 , X 2 ) is of degree m − 1 in X 2 . It is also true for P (X 1 + αX 2 , X 2 , Z), sinceP (X 1 + αX 2 , X 2 ) is its evaluation in Z = 0.P Proposition A1. Let notations and assumptions be as above, and letP T (X 1 , X 2 , Z) = P (X 1 + T X 2 , X 2 , Z); then P admits a linear factor in C[X 1 , X 2 , Z] iff there exists a root Proof. Let L = X 1 + aX 2 + n i=3 c i X i be a linear factor of P and let C be the field of its coefficients. Denote by r the degree of C over C.
The polynomial L is absolutely irreducible and by Theorem 1.2.2 of Ragot (1997) , F = Norm C /C (L) is an irreducible polynomial of C[X 1 , X 2 , Z]. It is clearly of degree r, and it is a factor of P . The polynomial F (T, 1, 0, . . . , 0) is a factor of p(T ), it is hence square-free.
On the other hand, Conversely, if X 1 + n i=3 c i (α)X i is a factor ofP α then X 1 − αX 2 + n i=3 c i (α)X i is a factor of P .P This suggests the following fast algorithm to check whether a given square-free polynomial has linear factors (and compute them as a byproduct).
After maybe a linear change of variables † we may assume that P satisfies the hypotheses of proposition A1. Form P α and L α as in Proposition A1. Then the corresponding L is a factor of P iff L α divides all coefficients of powers of X 2 in P α ; the latter conditions are easily stated via resultants or even Euclidean divisions and, together with the relation p(α) = 0, they yield a system of polynomial equations for α: our polynomial P has a linear factor iff the latter system is consistent.
