As described in Part 1 [2], the concepts, structures and thinking of probability and distributions underpin all statistics, but the development of these in statistics education has received far less attention over the past decade than the topics of what has become known as the "statistics education reform movement". This reform has been oriented to data and data investigations, with emphasis on statistical literacy, reasoning and thinking. Many statisticians think it is time to bring the principles of data-driven, holistic, authentic and active learning into the development of probabilistic and distributional understanding, reasoning and modelling.
for these articles are also in the sections that benefit most from the tutorial group exercise strategy outlined in [3] that creates the problem-solving learning environment envisioned in [1] . No problems are included from sections requiring standard mathematical techniques such as obtaining expected values and variances. Below are selected problems from introductory Markov chains, special distributions, introductory queues, finding means through conditioning, and linear combinations of normal random variables.
Examples from introductory Markov chains
The focus in this section is on the setting up of the matrix of transition probabilities. Apart from finding 2-step and 3-step transition probabilities, all theory is left to second and third year courses, with the stationary result being justified by demonstration and simulation. As with conditional probabilities, the activities and learning experiences embody all aspects of quantitative problem-solving, and include either modelling of probabilities or estimation from data.
1. A type of switch has a probability of 0.1 of failing by the beginning of the next day if it is working at the beginning of a day. Two of these switches are placed in parallel in a component in a system, so that only one of them needs to be working for the component to work within the system. The switches fail or not independently of each other. The component does not receive any maintenance unless both switches have failed, in which case both switches are replaced for the beginning of the next day. The number of switches that are working in the component at the beginning of each day is a Markov chain.
(i) Find the matrix of transition probabilities for this Markov chain.
(ii) Over a long period of time, for what proportion of time is the component not working?
2. The number of machine failures, Y, in a day at a certain plant has the following probabilities.
The plant can repair one machine per day, but a whole day is required for the repairs. That is, a machine's repair will not be completed on the same day it breaks down. However, the plant cannot cope with having more than 3 machines down. Hence if the plant has more than 3 machines down, the excess machines are sent out for repairs.
The number of machines to be repaired within the plant at the beginning of each day is a Markov chain.
(i) Obtain the matrix of transition probabilities for this Markov chain.
(ii) Assuming steady-state conditions, find the probability that there are no machines waiting to be repaired at the beginning of a day.
3. A binary signal (takes the values 0 or 1) starts as a 0 and passes through a number of stages where its state is noted each time, giving the following sequence.
0000111110111000000
(This sequence includes the first 0).
Assuming that the state of the signal at stage n is a Markov chain, use the above observed sequence to estimate the transition probabilities in the 2x2 transition matrix.
Examples from special distributions
This section separates the three aspects of special distributions to help students develop their skills in recognising and applying them. These are: (a) the circumstances and assumptions of special distributions; (b) the mathematics of special distributions; and (c) the use of special distributions in context. It was with great interest to discover in 1994, that staff in the Statistics Department of University of Glasgow were developing the same kinds of questions as I was in question 1 below to facilitate students' understanding of (a) above without the distractions of (b) so that they could develop better skills in (c). Ongoing collaboration is now resulting in development of a program as outlined in [6] . Questions such as question 2 below focus on identification of random variables and their distributions.
1. In each of the following situations, suggest a distribution that could be suitable for the variable:
(i) The number of trolleys with defective wheels at a supermarket;
(ii) The number of supermarket trolleys a shopper has to try before finding one without defective wheels;
(iii) The number of tins of tomatoes a shopper has to check before obtaining 3 without any rust spots; Examples from an introductory course in developing probabilistic statistical thinking: Part 2 -Helen MacGillivray 2. The time taken to complete a computer job is exponentially distributed, independently of other jobs, with, on average, 2 completed per minute. Find the probability that:
(i) completing a job takes less than a minute;
(ii) more than 15 are completed in 5 minutes;
(iii) out of 10 (independent) jobs, at least 2 take less than a minute to complete.
Examples from introduction to queues and finding expected values through conditioning
As with the introduction to Markov chains, this section attempts very little mathematical theory, focussing on setting up a model and on what is known as Little's formula in disciplines that use queuing models and results. Little's formula is an example of E(X)=E[E(X|Y)] which is straightforward to prove and illustrate in an introductory course for mathematics and statistics majors, but which provides excellent contexts for problem-solving.
1. The simple queue is a one-server single queue with independent and exponentially distributed service times with mean of minutes, and with arrivals that are in accordance with a Poisson process of rate α per minute. Consider a variation of the simple queue in which the service rate depends on the size of the queue, so that the mean time between departures when there are n>0 people in the queue is .
Consider the queue in stable conditions, and let p n be the probability that there are n "customers" in the system. State (but DO NOT ATTEMPT TO SOLVE) the equations for the above queue assuming that the queue is in the stationary/stable situation.
2. People arrive at a service counter according to a Poisson process with an average arrival rate of 1 per 5 minutes. Once service commences for a person, it takes on average 5 minutes. Extra servers come to the counter if customers are left waiting for too long. It is decided to ensure that no customer waits more than w minutes before their service commences, and to assume that customers' waiting times before service are uniformly distributed (on [0,w]). From past experience, the average number of customers at the counter (either waiting or being served) is 2.2. What should the value of w be? 3. A company servicing audio-visual equipment receives requests for service at a Poisson rate with on average 10 per day. On average they can service 5 pieces of equipment per day. They decide to limit the time equipment is on their premises waiting for service so that the average waiting time is 2 days and they also decide that on average they do not want more than 15 pieces of equipment (either waiting for service or undergoing service) on their premises. Each request they receive for service they either accept the job with probability p, or suggest other servicing companies.
You may assume that if the events in a Poisson process with rate λ, are classified as type A with probability p and type B with probability 1-p, that the type A events form a Poisson process with rate λp.
4. The daily fire risk is given a rating of 1, 2, ..., 5, with the risk increasing from 1 to 5. An arbitrary day during a year is equally likely to be assigned any of the five risk levels. On a day with a fire risk rating of y, the number of calls to a particular fire station, N, has a geometric distribution with Pr(N = x) = (1-p) x p for x = 0, 1, 2, ......where p = .
Find the expected number of calls to the fire station per day.
Examples from linear combination of normal random variables
Although just two of the example problems from this section are given here, there is a wide and rich variety of contexts possible, for example electricity grids, environment, biology, justice, internet characteristics, building, drainage systems, elevator loads, and even buying coffee. Once students work through a couple of these problems, they gain considerable satisfaction from solving problems that they regard as highly practical.
1. Fred leaves home each morning at a time that is normally distributed about 7.30 am with a standard deviation of 3 minutes. The time he takes to walk to the bus stop is normally distributed with a mean of 8 minutes and a standard deviation of 2 minutes, and is negatively correlated with his leaving time. (ii) Use the correlation found in (i) in the following: If the arrival time of the bus at this stop is normally distributed around 7.48 am with a standard deviation of 2 minutes, what is the chance that Fred misses the bus?
(Assume the bus's arrival time is independent of Fred's.)
2. The application rate for a pesticide in a building is supposed to be 17.5 gms per sq m, but is actually normally distributed around this value with a standard deviation of 0.9 gms per sq m. The safe re-entry level of humans into a sprayed building is 6 gms per sq m. Suppose that the amount of pesticide dissipated per day (by absorption etc.) in a sprayed building is normally distributed with a mean of 1.5 gms per sq m and a standard deviation of 0.5 gms per sq m.
(i) Assuming that the amounts dissipated per day are independent of each other and of the amount applied, show that the distribution of the pesticide residue in the building ten days after spraying is normal with mean 2.5 gms per sq m, and variance 3.31 gms 2 per sq m.
(ii) Find the probability that it is safe to re-enter the building ten days after spraying.
(iii) The only parameter that can be controlled in the above is the standard deviation of the application rate (which is 0.9 above). To what should this be reduced, if we wish the probability that it is safe to re-enter the building after ten days, to be at least 0.98?
(iv) Assume now that the amount dissipated in the first day has a correlation of 0.1 with the amount applied, and that subsequently the amount dissipated each day has a correlation of 0.05 with the amount dissipated the previous day but no correlation with days other than those immediately preceding or following. Show that the pesticide residue in the building ten days after spraying is now distributed as a normal with mean 2.5 gms per sq m, and variance 3.445 gms 2 per sq m.
Conclusion
It is hoped that the above small selection of problems will whet statisticians' appetites for enriching and revolutionising the teaching of introductory probabilistic and distributional thinking and modelling, not by denying the mathematics that is so important, but by building a problem-solving environment that connects with the real, the everyday, data and students' prior learning, and helps them develop a sound foundation for their future learning and problem-solving in a range of disciplines and workplaces. It is also hoped that this selection will bring forth contributions from many others with a love of probability, distributions and modelling for real processes.
