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RESUMO
Neste trabalho, estudamos alguns conceitos da topologia dos espaços métricos. Utilizamos 
estes conceitos para apresentar a noção de valores atípicos de aplicações polinomiais 
f : R2 ^  R.
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O objetivo desta monografia de conclusão de curso e abordar tópicos da Topologia 
dos Espaços Metricos e resultados ciassicos de Calculo. Em particular, estudamos os 
invariantes topologicos: conexidade e compacidade. Estes invariantes podem ser utilizados 
para mostrar que dois espacos nao sao homeomorfos.
Os resultados classicos de Calculo abordados sao: Teorema da Forma Local das Sub­
mersões e o Teorema da Funcao Inversa.
Utilizando estes conceitos, apresentamos a nocao de valores atípicos de uma funçao 
polinomial f  : R2 ^  R. A descricão destes valores e um problema recente em Matematica.
No Capítulo 1, apresentamos os conceitos basicos de Topologia dos Espacos Metricos. 
Apresentamos os conceitos de homeomorfismo, conexidade e compacidade. Discutimos 
exemplos, de como podemos utilizar conexidade e compacidade, para concluirmos que 
dois espacos nao sao homeomorfos.
No Capítulo 2, enunciamos o Teorema da Forma Local das Submersões e o Teorema 
da Funcão Inversa para funcoes definidas no plano. Apresentamos tambem a nocao de 
campo vetorial no plano.
No Capítulo 3, utilizaremos os conceitos discutidos nos capítulos anteriores para apre­
sentarmos a definicao de valores atípicos e a condicao de Malgrange no plano. A descricao 
completa dos valores atípicos e um problema recente em Matematica. No final, apresen­
tamos o Teorema de Rabier que fornece uma aproximacao dos valores atípicos em termos 




Neste capítulo, apresentamos os conceitos básicos de espaços métricos, topologia dos 
espaços metricos, homeomorfismos e os invariantes topologicos: conexidade, componentes 
conexas e a noçao de conjuntos compactos. Apresentamos alguns exemplos ilustrando 
estes conceitos. Algumas demonstracões de resultados foram apresentadas e outras omi­
tidas. As referencias básicas que utilizamos neste capítulo foram os livros [3] e [6].
Os conceitos apresentados neste capítulo tambem serâo utilizados no Capítulo 3.
1 Espacos métricos
Comecamos com a seguinte definicao:
Définicao 1.1. Sejam M  =  0 e uma aplicação d : M  x M ^  R+. Dizemos que d é uma 
métrica sobre M , se as seguintes condiçães se verificam para quaisquer x ,y ,z  E M  :
M1. d(x, y) =  0 ^  x =  y;
M2. d(x,y) =  d(y,x);
M3. d(x,y) < d(x,z) +  d(z,y) (desigualdade triangular).
Cada imagem d(x,y) recebe o nome de distância de x a y. Um espaco métrico é um 
par (M,d), onde d é uma métrica sobre M .
Qualquer conjunto M  pode tornar-se um espaco metrico de maneira muito simples:
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E xem plo 1.2 (Métrica zero-um). Dado M  =  definimos d(0,i) : M  x M ^  R, 
d(x,x) =  0 e d(x,y) =  1 se x =  y. Desta forma, as condições M 1. ,M2. e M 3. sao 
satisfeitas e consequentemente (M,d(0>1)) é um espaço métrico.
O exemplo acima, embora trivial, é Util para contra-exemplos.
E xem plo 1.3 (Subespaco; metrica induzida). Seja (M,d) um espaço métrico e S C M  
não vazio. Consideramos a restricão d\SxS : S x S ^  R+. Temos que (S,d\SxS) é um 
espaco métrico e dizemos que S é um subespaco métrico de M com a métrica induzida 
pela de M .
O Exemplo 1.3 nos permite obter uma grande variedade de exemplos de espaços 
metricos, considerando os diversos subconjuntos de um espaço metrico dado. A próxima 
definição e util para definir uma topologia em espaços metricos, veja §2 deste capítulo.
Definição 1.4. Sejam (M,d) um espaco métrico e p E M . Dado um numero real r > 0, 
definimos a bola aberta de centro p e raio r, que denotamos por B (p; r), como o conjunto 
dos pontos de M cuja distancia a p é  menor do que r. Ou seja,
B (p; r) =  {x E M ; d(x,p) < r}.
A bola fechada de centro p e raio r, que denotamos por B[a; r], é o conjunto dos pontos 
de M cuja distância a p é  menor do que ou igual a r. Ou seja,
B [p; r] =  {x E M ; d(x,p) < r}.
A esfera de centro p e raio r é o conjunto denotado por S (a; r) dos pontos de M cuja 
distancia a p é  igual a r. Assim, temos:
S (p; r) =  {x E M ; d(x, a) =  r}.
Pelas definicães acima, temos B [p; r] =  B (p; r) U S (p; r).
E xem plo 1.5. Seja (M,d(0>1)) um espaco métrico munido com a métrica zero-um. Para 
todo p E M, temos B (p; r) =  B [p; r] =  M , se r > 1, e B (p; r) =  B[p; r] =  {p}, se r < 1. 
Também temos B (p; 1) =  {p} e B [p; 1] =  M. Consequentemente, S (p; r) =  $, se r =  1, e 
S (p ;1) =  M - {p}.
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Exemplo 1.6. Com a métrica usual da reta, a bola aberta B(a; r) é o intervalo aberto 
)a — r,a +  r[. A bola fechada B [a; r] e o intervalo fechado [a — r,a +  r]. A esfera S(a, r) 
são os pontos a — r e a +  r.
Com as noções apresentadas na Definição 1.4, definimos:
Definição 1.7. Seja (M,d) um espaco métrico. Dizemos que um ponto p E M é limite 
da sequência {xn} C M se, para todo e > 0, existe um índice i E N* tal que n > i implica 
Xn E B (p; e).
Um exemplo interessante de espaços metricos sõo os espaços vetoriais normados, que 
apresentamos a seguir:
Definição 1.8. Seja E um espaço vetorial. Uma norma em E é uma função 
||.|| : E ^  R +, que satisfaz as seguintes condiçães:
N1. ||x|| = 0  ^  x =  0.
N2. ||Ax|| =  |À| • ||x||, para todo A E R e x E E .
N3. ||x +  y|| < ||x|| +  ||y|| (desigualdade triangular).
Nestas condicães, dizemos que o par (E, ||.||) e um Espaço Vetorial Normado munido com 
a norma | .| .
Dado um espaço vetorial normado (E, ||.||), definimos a distância entre x ,y  E E , como 
sendo
d\\.\\(x ,y) :=  llx — y||.
Segue das propriedades de norma, que (E,d\\.\\) e um espaço metrico. Neste caso, dizemos 
que a metrica provem da norma ||. ||. Quando a metrica d provem de uma norma ||. | sobre 
um espaco vetorial E , podemos escrever B (p; r) =  {x E E ; | x — p ||< r}, B[p; r) =  {x E 
E ; | x — p ||< r} e S (p; r) =  {x E E ; | x — p ||= r}.
Exemplo 1.9. No espaço Rn temos t ê  normas clássicas:
iix iii =  \/ xi +  •••+xn
|x|2 =  |x1| +  ... +  'lxn1,
MLax =  max{lxi(; i =  1 ,...,n } .
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Em R2, uma bola de centro p e raio t > 0, segundo a norma | ||i, e o conjunto 
representado na figura a seguir:
Com a norma | ||2, a bola de centro p e raio t > 0 e o conjunto representado por:
Com a norma | \\max, temos:
ou seja, B(p, e) =]a — e,a +  e[x]b — e,b +  e[, onde p =  (a, b).
Definição 1.10 (Funcoes Contínuas). Sejam M ,N  espaços métricos. A aplicaçao 
f  : M N é contínua no ponto a E M quando:
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W t > 0, 38 > 0 tal que d(x, a) < 8  = ^  d(f (x), f  (a)) < t.
Dizemos que f  : M N é contínua quando ela é contínua em todos os pontos a E M . 
Equivalentemente, f  : M N é conténua no ponto a E M quando, dada qualquer bola 
B' =  B (f  (a); t), podemos encontrar uma bola B =  B (a; 8), tal que f  (B) C B '.
No caso particular em que M, N C  R e f  : M N , a definição acima e equivalente 
a apresentada em cursos de Calculo I. De fato, f  e contínua no ponto a E M , quando: 
W t > 0, 38 > 0 tal que x E M e a — 8 < x < a +  8 = ^  f  (a) — t < f  (x) < f  (a) +  t.
Ou seja, a aplicacão f  transforma os pontos de M  que estao no intervalo aberto 
(a — 8 , a +  8) em pontos do intervalo aberto ( f  (a) — t, f  (a) +  t).
Para espacos metricos, a continuidade pode tambem ser caracterizada em termos de 
sequencia:
P roposição 1.11. Seja f  : M N uma aplicacão entre os espacos métricos M, N . Uma 
funcão f  é conténua no ponto p E M se, e somente se, para toda sequencia {xn} C M  
que converge para p temos que a sequencia {f  (xn)} C N converge para f  (p).
2 A  topologia dos espaços métricos
Definição 1.12. Seja M  =  Uma coleçao t de subconjuntos de M e  uma topologia 
sobre M se:
T1. %,M  E t ;
T2. X, Y  E t  = ^  X  n Y E t  ;
T3. Se {X i} é uma famélia de membros de t , entao UX i E t .
Nestas condicoes, o par (M , t ) é chamado espaco topologico munido com a topologia t .
E xem plo 1.13 (Topologia induzida). Seja (M , t ) um espaço topologico e S C M nao 
vazio. A topologia induzida sobre S é dada por ts =  {A n S | A E t }. Desta forma, S e 
um espaco topologico com a topologia ts , que é induzida por t .
A próxima definicao sera utilizada para definirmos uma topologia em um espaco 
metrico qualquer.
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Definição 1.14. Seja (M,d) um espaço métrico. Um subconjunto A C M se diz aberto 
se, para todo p E A, existe um numero real e > 0 tal que B(p; e) C A.
Dado um espaço métrico (M, d), uma topologia sobre M  pode ser dada por:
P roposição 1.15. Sejam (M, d) um espaço métrico e t  := {A  C M  | A é um conjunto aberto}. 
Então:
(i) . 0,M  E A;
(ii) . X ,Y  E A = ^  X  n Y E A;
(iii) . Se (X j) é uma famélia de conjuntos abertos de M , ou seja, se cada Xi E A, entao
UXi E A.
Em particular, t é uma topologia sobre M .
Demonstraçao. (i). Temos que 0 e aberto por vacuidade. Quanto a M , toda bola de 
centro em qualquer p E M e  um subconjunto de M , logo M E t  .
(ii) . Seja p E X  n Y. Então existem e > 0 e X >  0 tais que B (p; e) C X  e B (p; À) C Y.
Sem perda de generalidade, suponhamos e < À. Pela definicao de bola aberta, temos 
B(p; e) C B(p; À), o que implica B (p; e) C X  n Y.
(iii) . Seja p E UXi. Entao existe um índice k tal que p E X k e, pelo fato de X k ser
aberto, existe um e > 0 tal que B (p; e) C X k. Logo, B(p; e) C UXi, o que mostra (iii). □
A topologia definida na Proposicao 1.15 e chamada de topologia induzida pela métrica 
d. Salvo quando mencionarmos, dado um espaço metrico (M, d), consideraremos sempre 
a topologia induzida pela metrica d.
Definição 1.16. Seja (M,d) um espaço métrico. Um subconjunto F C M é fechado 
quando seu complementar M — F  =  F c e aberto.
Relacionado a nocão de conjuntos fechados, temos a próxima definicao e proposicao.
Definição 1.17. Sejam (M,d) um espaço métrico e S C M . Um ponto p E M é dito 
aderente a S se existe uma sequência {xn} C S que converge para p. Definimos:
S := {p E M I p é  aderente a S},
que e chamado de fecho de S.
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P roposição 1.18. Seja (M,d) um espaço métrico. Um subconjunto F C M é fechado 
se, e somente se, F  =  F.
Usando as definições acima, temos a seguinte caracterização de funções contínuas:
P roposição 1.19. Sejam (M, d) e (N,d') espacos métricos com a topologia induzida pelas 
métricas d e d' respectivamente. Considere f  : M N . São equivalentes:
i) . f é  conténua.
ii) . Para todo e > 0 e q E N , f - 1 (B(q; e)) é um subconjunto aberto de M .
iii) . Para todo aberto U C N , temos que f - 1 (U) é aberto em M .
2.1 Conjuntos Compactos
Nesta seçao, apresentamos a noção de conjuntos compactos de um espaco metrico. Como 
veremos mais adiante, §3 deste capítulo, tal noçao pode ser visto como um invariante 
topológico.
Definição 1.20. Seja (M,d) um espaço métrico. Dizemos que um subconjunto K  C M é 
compacto quando para qualquer sequência {xn} C K , existe uma subsequência {xni} que 
converge para um ponto p E K . Um espaço métrico (M,d) é compacto quando M é um 
conjunto compacto.
Os próximos resultados caracterizam conjuntos compactos em espacos metricos.
P roposição 1.21. Sejam M um espaço metrico e K  C M um conjunto compacto. Se 
F C K  e F é  fechado, então F tamb ém é um conjunto compacto.
Demonstração. Seja {xn} uma sequencia em F. Como F C K , {xn} tambem e uma 
sequencia de pontos de K .
Entao, como K  e compacto, existe uma subsequencia {xni} de {xn} tal que esta 
subsequencia converge para um certo p E K . Agora, esta subsequencia {xni} e tambem 
uma sequencia de F , logo p E F. Como F  e fechado, segue pela Proposiçao 1.18 que 
p E F , o que mostra que F  e compacto. □
P roposição 1.22. Todo subconjunto compacto K  de um espaço métrico M é fechado.
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Demonstraçao. Basta provar que K  C K. Se p E K, então
B (p>1 ) n K  =  Vn E N*.
Para cada n E N*, tomemos um elemento xn na interseção nao vazia acima. Desta 
forma, obtemos uma sequencia de pontos de K  que converge para p.
Como todas as subsequencias dessa sequencia convergem tambem para p, segue que 
p E K , pois K  e um conjunto compacto. Logo, K  C K, o termina a prova da proposiçao.
□
P roposição 1.23. Sejam M e N espaços métricos e f  : M  — > N uma aplicaçao 
contínua. Se K  C M é compacto então f  (K ) é um conjunto compacto.
Demonstraçao. Seja {yn} uma sequencia de pontos de f  (K ). Para cada índice i, existe 
um elemento Xi E K  tal que f  (xi) =  yi.
Como {xi}  e uma sequencia de pontos de K  e sendo K  compacto, temos que existe 
uma subsequencia {xni} desta sequencia que converge para um certo p E K.
Sendo f  contínua, a Proposicão 1.11 garante que a subsequencia { f  (xni) =  yni} con­
verge para f (p). Como p E K , temos que f (p) E f  (K ), o que mostra que f ( K ) e 
compacto. □
O próximo teorema caracteriza conjuntos compactos em Rn:
Teorem a 1.24. Um subconjunto A do espaco Rn é compacto se, e somente se, A é fechado 
e limitado.
Como consequencia do Teorema 1.24, temos os seguintes exemplos:
E xem plo 1.25. Como qualquer esfera, S (p; r) C Rn, é fechada e limitada, segue pelo 
Teorema 1.24 que S (p; r) e um conjunto compacto.
E xem plo 1.26. Compactos na reta sao intervalos fechados e limitados [a,b], com 
a,b E R.
2.2 Conjuntos Conexos
Começamos com a definicao de conjuntos conexos:
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Definição 1.27. Um espaço métrico M é conexo quando nao pode ser escrito como união 
não trivial disjunta de dois abertos. Ou seja, nao e possível escrever:
M  =  A 1 U A2 ,
com A 1 e A2 abertos, não-vazios e disjuntos.
Um subconjunto de um espaco métrico M é conexo quando for conexo na topologia 
induzida de M . Um subconjunto que não e conexo e chamado de conjunto desconexo.
E xem plo 1.28. Os conjuntos conexos na reta são intervalos.
Temos a seguinte caracterização para conjuntos conexos:
P roposição 1.29. Um conjunto M é conexo se, e somente se, nao existe uma funcao 
contínua e sobrejetora de M em {0 ,1 }.
Teorem a 1.30. Seja f  : M  — > N uma funcao conténua. Se M é conexo, então f  (M ) é 
um subconjunto conexo de N .
Demonstração. Suponhamos f  (M ) desconexo. Pela Proposicão 1.29, existe g : f  (M ) ^  
{0 ,1 } contínua e sobrejetora. Logo, a composta
g ◦ f  : M ~ ^ { 0, 1},
e sobrejetora e contínua (composicao de funções contínuas e contínua). De novo, pela 
Proposicao 1.29, temos que M  e desconexo, que e uma contradicao com a hipótese. Por­
tanto, f  (M ) e conexo e a prova segue. □
Uma outra noção relacionada a conjuntos conexo e a seguinte:
Definição 1.31. Um espaco métrico M é conexo por caminhos se, para quaisquer p1 ,p2 E 
M , existe um caminho contínuo f  : [a, b] ^  M , tal que f(a)  =  p1 e f(b) =  p2 .
Conexo e conexo por caminhos estao relacionados como segue:
Teorem a 1.32. Se M é um espaco conexo por caminhos, entao M é um conjunto conexo.
Demonstração. A demonstraçao sera por contradiçao. Suponha que M  =  A 1 U A2 , 
A 1 C A2 =  $,Ai =  0 e Ai C M  são conjuntos abertos, i =  1, 2.
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Tomemos a1 E A 1 e a2 E A2 . Como M  e conexo por caminhos, existe 0 : [0,1] ^  M  
tal que 0(0) =  ai, 0(1) =  a2 .
Como [0,1] e conexo, segue pelo Teorema 1.30 que 0 ([0 ,1]) :=  M C M  e conexo. Como 
Ai são abertos em M , temos que A 1 =  A 1 C M  =  0 e aberto em M e  A2 =  A2 n M =  0 e 
aberto em Aí. Logo,
Mã =  A 1 u A2 ,
que implica M  desconexo, que e uma contradiçao.
Portanto, temos que f  (M ) e conexo, o que termina a demonstracao. □
O proximo exemplo mostra que a recíproca do Teorema 1.32 nao vale.
E xem plo 1.33. Considere M C  R2 como sendo a reunião do grafico da função f  (x) =  
sen(1/x),x < 0 < 1, com o ponto (0,0). Temos que X  é conexo mas não é conexo por 
caminhos.
E xem plo 1.34. R™ é conexo por caminhos. De fato, dados a,b E R™, consideramos
0 : [0,1] ^  R™, 0(t) =  (1 — t)a +  tb,
que e conténua. Assim, R™ e conexo por caminhos. Em particular, pelo Teorema 1.32, 
temos que R™ e um conjunto conexo.
Definição 1.35 (Componentes Conexas). Sejam M um espaço métrico e p E M . A 
componente conexa de p é  definida como sendo o maior conexo de M (pela inclusao) que 
cont em o ponto p.
Terminamos esta seção com os seguintes resultados:
P roposição 1.36. As componentes conexas particionam um espaco métrico M . Em es­
pecial, a relacao x e y estao na mesma componente conexa é uma relação de equivalencia.
P roposição 1.37. Em um espaco métrico M , a componente conexa de um ponto p E M  
é sempre um conjunto fechando.
3 Homeomorfismo
Nesta seção, apresentamos a noção de homeomorfismo. Em particular, Teoremas 1.39 e 
1.40, nos diz que compacidade e conexidade sao invariantes topologicos.
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Definição 1.38. Sejam M e N espaços métricos. Uma aplicaçao f  : M  — > N é um 
homeomorfismo quando f  satisfaz as seguintes condições:
(a) . A aplicação f  é bijetora.
(b) . A aplicacao f  e sua inversa f -1 são aplicaçoes conténuas.
Nestas condiçães, dizemos que os espaços M e N são homeomorfos.
Teorem a 1.39. Seja f  : M  — > N um homeomorfismo. Se M é compacto entao N e 
compacto.
Demonstração. Segue da Proposição 1.23 que f  (M ) e compacto. Como f  e um homeo­
morfismo temos que f  (M ) =  N , o que implica que N  e compacto. □
Em particular, Teorema 1.39 nos diz que se M  e N  sao homeomorfos, entao M  e 
compacto se, e somente se, N  e compacto.
Teorem a 1.40. Seja f  : M  — > N um homeomorfismo. Se M é conexo entao N e 
conexo.
Demonstracao. Teorema 1.30 implica que f  (M ) e conexo. Como f  e um homeomorfismo, 
segue que f  (M ) =  N , o que implica que N  e conexo. □
Segue do Teorema 1.40 que se M  e N  sao homeomorfos, então M  e conexo se, e 
somente se, N  e conexo.
Os seguintes resultados serao uteis mais adiante:
P roposição 1.41. Seja f  : M ^  N um homeomorfismo, entao M e N tem o mesmo 
numero de componentes conexas.
P roposição 1.42. Sejam M e N espacos métricos. O produto cartesiano M  x N é conexo 
se, e somente se, M e N sao conexos.
E xem plo 1.43. Seja N  =  (0, 0,1) o polo norte da esfera S2. Entao S2 — {N } é home- 
omorfo a R2. Tal homeomorfismo, pode ser mostrado através da projeçao estereografica 
(veja a próxima figura).
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Seja Q =  (x, y, z) E S2 e Q =  N . A reta que passa pelos pontos N  e Q, e dada por:
r(À) =  (0; 0; 1) +  À(x — 0; y —  0; z — 1) = ^  r(À) =  (Àx; Ay; 1 +  À(z — 1)).
Seja n(Q) a interseçao desta reta com o plano xy. Desta forma, a ultima coordenada 
de n(Q) deve ser zero. Logo, devemos ter:
1 +  À(z — 1) =  0 = ^  À
— 1
z -  1'
Substituindo este valor de À na reta r(À), obtemos o ponto:
n(Q) =
Portanto, definindo a aplicaçao:
(
x y
(z — 1) (z — 1)
;0 .
n : S2 — { N } — > E2,n(x,y ,z) =  ’
temos que n e contínua (z =  1) e n e bijetora por construçao (veja tambem a construçao 
da inversa abaixo).
Analogamente, podemos calcular a inversa de n. Seja Q =  (x, y, 0) E R2 (identificamos 
R2 com o plano xy). A reta que passa por Q e N e  dada por:
r(À) =  (0; 0; 1) +  À(x — 0; y — 0; 0 — 1) = ^  r(À) =  (Àx; Ày; 1 — À).
Se n-1 (Q) denota a interseção da reta r com a esfera S2, temos que À deve satisfazer:
(Àx)2 +  (Ày)2 +  (1 — À)2 =  1 = ^  À =
2
x 2 +  y2 +  1
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x2 +  y2 +  1 x 2 +  y2 +  1 x2 +  y2 +  1:)■




x2 +  y2 +  1 x2 +  y2 +  1 x2 +  y2 +  1 ,
temos que n 1 e contínua, pois x 2 +  y2 +  1 =  0. Por construção, n e n 1 sao inversa uma 
da outra. Portanto, S2 — {N } e homeomorfo a R2^
E xem plo 1.44. A esfera não é homeomorfo a R2- De fato, temos que a esfera e compacta 
e R2 e não compacto. Logo, pelo Teorema 1.39 nao existe um homeomorfismo entre R2 e 
a esfera.
E xem plo 1.45. Os sémbolos l e +  não sao homeomorfos.
De fato, tanto l e +  são subconjuntos conexos do plano. Se existisse um homeomor­
fismo entre l e +, então tirando o ponto da intersecao de +, teremos quatro componentes 
conexas. Ja em l, tirando o ponto correspondente pelo homeomorfismo, teremos duas 




Neste capítulo apresentamos as noções de difeomorfismos, submersões e campos de vetores. 
O Teorema da funçao inversa e a forma local das submersões, resultados clássicos de 
Cálculo em R™, sao apresentados neste capítulo. A referencia basica deste capítulo e [5].
1 Difeomorfismo
Começamos com a definiçao de difeomorfismo.
Definição 2.1. Sejam U C  Rm,V  C R™ conjuntos abertos. Uma aplicação difer- 
enciável de classe C™, f  : U ^  V é um difeomorfismo se f  é bijetora e sua inversa 
g =  f -1 : V ^  U é diferenciavel.
E xem plo 2.2. A inversão de matrizes é um exemplo de difeomorfismo f  : U — > U, de 
classe C™, onde U é o conjunto das matrizes invertéveis n x n. Neste caso particular,
temos f -1 =  f .
Se f  : U C  R™ ^  V C  Rm e um difeomorfismo, com g =  f -1 : V ^  U, segue que 
g ◦ f  =  idu e f  o g =  idv.
Pela regra da cadeia, temos que g'(f (x))f'(x)  =  idRn, Ux E U e f  '(g(y))g'(y)) =  idRm, 
para todo y E V.
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Logo, f'(x)  : Rn ^  Rm e um isomorfismo, cujo inverso e g'(f  (x)) : Rm ^  Rn. Em
particular, devemos ter m =  n. Ou seja, dois abertos em espacos euclidianos de dimensões 
diferentes nao podem ser difeomorfos.
Dado um difeomorfismo f  : U —  ^ V , temos, em particular, que f  e um homeomor- 
fismo entre U e V . A  recíproca nem sempre e verdadeira. Por exemplo, f  : R — > R, 
f  (x) =  x3, e um homeomorfismo, mas sua inversa f  -1 (x) =  não e diferenciavel no 
ponto x =  0. Note que f  '(0) =  0.
Definição 2.3. Uma aplicação diferenciavel f  : U ^  Rm, definida no aberto U C  Rm, 
chama-se um difeomorfismo local quando, para cada x E U, existe uma bola aberta 
B =  B (x; e) C U, tal que a restrição f\ : B — > f  (B) é um difeomorfismo.
Em particular, se f  : U ^  Rm é um difeomorfismo local, entao f  '(x) é um isomorfismo 
para todo x E U.
Teorem a 2.4 (Teorema da aplicaçao inversa). Seja f  : U ^  Rm de classe Ck(k >  1) 
no aberto U C  Rm. Se a E U e tal que f'(a) : Rm ^  Rm e invertivel entao existe uma 
bola aberta B =  B(a; e) C U tal que a restrição f\B é um difeomorfismo sobre o aberto 
V 3 f  (a).
E xem plo 2.5. A função diferencial sobrejetiva f  : I ^  J, entre intervalos I, J C  R e 
um difeomorfismo se, e somente se, f  (x) =  0 para todo x E I.
( ^ )  Por hipótese temos que f  e g =  f -1 e diferenciavel, o que implica, pela regra da 
cadeia que: (g o f  )'(x) =  x' = ^  g'(f (x) ) f ' (x) =  1, logo f  (x) =  0 para todo x E I .
( ^ )  Segue pelo Teorema da aplicacão inversa.
Outro conceito que queremos apresentar e o seguinte:
Definição 2.6. Dizemos que uma funçao diferenciavel f  : U — > R e uma submersao 
em p E U se V f  (p) =  0 . Dizemos que f  : U — > R e uma submersao quando f  é uma 
submersão em todos os pontos x E U.
Teorem a 2.7 (Forma local das submersões). Seja f  : U — > R definida no aberto U C  R2 
diferenciavel em U. Se f ' (a) : R2 — > R e sobrejetora, ou seja, V f  (a) =  0, entao existem 
abertos V,W,Z, com a E Z C  R2,a 1 E V C R, f  (a) E W  C  R, e um homeomorfismo 
h : V x W  — > Z, diferenciavel em V x W  tal que f  oh(x, w) =  w, para todo (x, w) E V x W. 
Se f  é de classe Ck em U(k >  1), podemos restringir V, W, Z, se necessário, de modo que 
h seja um difeomorfismo de classe Ck.
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A próxima figura ilustra o Teorema 2.7.
Uma questão natural e quando podemos escolher Z C R2 de modo que f  * ( / (a)) C Z . 
Uma condicao que garante que tal Z existe sera discutido no Capítulo 3.
2 Campo de Vetores
Seja U um subconjunto aberto de R2 e / : U ^  R uma função de classe C(X. O gradiente 
de / no ponto p E U e definido por:
f  “ I '
Desta forma, para cada p E U, definimos:
w=( ï <p);  <4
V f  (p) : R2 ^  R,
como sendo a aplicacão linear definida por:
V f  (p)(v) =  {V f  (p); v),v E R2, 
onde { ; ) denota o produto interno usual em R2.
Definição 2.8. Seja U um subconjunto aberto de R2. Um campo de vetores em U e uma 
função V , que atribui a cada ponto p E U, o vetor V (p) E R2.
Definição 2.9. Uma curva y : (a,b) ^  U e uma curva integral de um campo vetorial V 
se, para todo a < t  < b, temos:
T t(t) = V(y « )•
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Temos os seguintes resultados clássicos:
Teorem a 2.10 (Existencia). Sejam V  : U ^  R2 um campo vetorial de classe C™, p0 E U 
e a E R . Então existe um intervalo I  =  (a — e,a +  e) e uma curva integral yp : I ^  U de
V tal que com YP(a) =  p.
Teorem a 2.11 (Unicidade). Sejam yí : Ií ^  U, i =  1,2, curvas integrais de um campo
vetorial V . Se a E Ii fl I2 e Yi(a) =  Y2(a) entao Yi =  Y2 sobre Ii f  I2 e a curva
Y : I1 U I2 ^  U
Y(0 ^  Yi (í) ' se 1 E h '
\ Y2(t), se t E I2.
e uma curva integral de V .
Teorem a 2.12 (Dependencia suave em dados iniciais). Seja V um campo de classe 
C™definido sobre um aberto U C R2. Seja I  Ç R um intervalo aberto e a E I . Seja 
h : U x I ^  U C  R2 uma aplicação com as propriedades:
(i). h(p, a) =  p,p E U
(ii). Para todo p E U, a curva yp : I  — > U,YP(t) =  h(p,t), é uma curva integral de V . 
Entao a aplicaçao h é de classe C™.
E xem plo 2.13. Calculemos a curva integral do campo vetorial V  : R2 ^  R2,
V(x ,y) =  (— y ,x ) , tal que y (0) =  (1, o) .
Suponhamos que y (t) =  (y1 (t); Y2(t)) e uma curva integral tal que y (0) =  (1, 0) (tal 
curva existe pelo Teorema 2.10). Entao, a curva y  deve satisfazer:
(Yi (t) ,Y2(t)) =  (—Y2 (t) ,Yi(t) ) -
Ou seja, y2(t) =  Y1(t) e Yi(t) =  — Y2(t) . Derivando, y2(t) =  Y1(t) e usando a relação
Yi (t) =  — Y2(t) , encontramos a seguinte equaçao para y2:
Y2' (t) +  Y2(t) =  0,
cuja equacão característica e dada por r2 +  1 =  0. Como as raízes desta equacão sao dadas 
por r =  i, ou r =  — i, temos que a solucão geral para a equação Y2(t) +  Y2(t) =  0, e dada 
por:
Y2(t) = cicos(t) + C2sen(t), ci, C2 E R.
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Usando a hipótese que 7 (0 ) =  (71(0 ) , 72(0 )) =  (1,0), obtemos c1 =  0. Logo, 
72(t) =  c2sen(t) e q1(í) =  c2cos(t). Mas q1(0) =  1, implica c2 =  1. Portanto, temos 
que 7 (t) =  (cos(t); sen(t)) e a curva integral de V  que satisfaz 7 (0) =  (1, 0).
A figura a seguir representa as curvas integrais do exemplo anterior:
A próxima proposiçao e um dos passos da demonstracao do Teorema 3.11 do Capítulo 
3.
Proposição 2.14. Dado U C R2 aberto e f  : U ^  R2 uma aplicação suave. Suponha 
que para ||(x,y)|| grande o suficiente, existe M > 0 tal que \\f(x,y)\\ < M ||(x,y)||. Dado 
(x0 ,y0) G U, consideramos o seguinte problema:
(x'(t ) ,y (í))  =  f (x(t) ,y (t)), (*)
(x (0),y (0)) =  (xo,yo) .
Se y (í ) =  (x(t),y(t)),t G [0,í0) e uma soluçao de (*). Então a trajetória de 7 (í) e 
limitada.
Demonstração. Suponha por absurdo que ||y (í)| =  ||(x(í),y(í))\ e ilimitado. Considere 
r(t) := ||y (í)|2. Desta forma, temos r(t) =  x2(í) +  y2(í). Derivando r(í), obtemos:
r'(t) =  2x(t)x' (t) +  2y(t)y '(t) < 2 ||(x(t),y (t))||.||(x'(t) ,y'
onde a ultima desigualdade segue por Cauchy-Schwarz. Como 7 (t) e uma curva integral 
de f , a desigualdade acima implica:
r'(t) < 217 ( t ) l Uf (7(t))||.
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Pela hipótese segue: 
que implica
Como (ln(r(t)))' =
r\t) < 2 \\y (t)||.M||7(t)|| 
r  (t)




, obtemos a desigualdade (/n (r(í)))/ < 2M . Integrando esta
última expressao, temos as seguintes desigualdades:
ln(r(t)) < 2Mt r(t) < e2Mt -  ec.
Aplicando o limite, temos
lim r(t) =  lim e2Mt.t—yto t—yto




Neste capítulo, utilizaremos os conceitos discutidos nos Capítulos 1 e 2. O principal ob­
jetivo e apresentar o Teorema de Rabier (Teorema 3.11) e um dos principais problemas 
relacionados a este teorema (veja secao 2 deste capítulo). A ideia deste capítulo e ap­
resentar um problema atual que podera possivelmente ser desenvolvido em um futuro 
mestrado academico.
Os conceitos apresentados neste capítulo serâo todos formulados para aplicações poli­
nomiais f  : R2 ^  R. No entanto, os mesmos podem ser apresentados para dimensoes 
maiores, ou seja, para aplicações polinomiais f  : R™ ^  Rm, n > m. Veja por exemplo, [2], 
[8] e suas referencias.
Neste capítulo, apresentamos o conceito de valor atípico, condicão de Malgrange e o 
Teorema de Rabier.
Alguns exemplos interessantes da literatura sao apresentados e discutidos.
1 Valores atípicos no plano
A noção de valor atípico depende da seguinte definição:
Definição 3.1. Seja f  : R2 — > R uma função polinomial. Um ponto t0 E R e  chamado 
típico se existe um intervalo I de t0 e um homeomorfismo p : I  x f -1 (t0) — > f -1 (I ) tal 
que o seguinte diagrama comuta:
29
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onde Proji denota a projeção sobre a primeira coordenada. Em particular, temos que 
f - 1 (t0) í  homeomorfo a f - 1 (t), para todo t E I .
Quando t0 não e um valor típico, dizemos que t0 e um valor atípico de f . Denotamos 
por Atipf o conjunto formado por todos os valores atípicos de f .
Dada uma função polinomial f  : R2 ^  R, definimos a fibra de f  em t0 como sendo o 
conjunto f - 1 (t0).
E xem plo 3.2. Considere f  : R2 ^  R, f  (x,y) =  x. Temos que 0 e típico. 
De fato, considere I  =  1  2^ . Logo, f -1 (0) =  {(0 ,y ) E R2;y E R } e
1 1
f  (I ) =  { ( x ,y) E R ; — q < x < - } .
Definindo:
2
V : I  x f -1 (0) —^  f - 1 (I) 
(t, (0 ,y)) 1— > (t,y),
2
temos que f  o p(t, (0,y)) =  Proj1 (t, (0,y)) =  t, o que mostra que t e um valor típico. Do 
mesmo modo, podemos mostrar que para qualquer t E R, temos que t e um valor típico 
de f  (x,y) =  x. Ou seja, Atipf =  0.
Um interessante exemplo e o seguinte:
E xem plo 3.3 (Broughton [1]). f  : R2 ^  R, f  (x,y) =  x2y +  x. Temos que:
V f  (x ,y) =  (2xy +  1,x2),
ou seja, f  e uma submersão. Temos que para qualquer e =  0, e í  um valor típico de f .
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Vamos supor que t > 0 (os argumentos para t < 0 sao análogos). Primeiramente,
temos que f  1(e) =  {(x, y) £ R2; x2y +  x =  t}, ou seja
f  (t) =  { ( x , y) £ R ; y
t x
x2 ’
x =  0}.
Considere o intervalo I  =  ^t — - , t  +  e defina:
v  : I  x f  i (e) — ( f ~ )
(  t — x \ (  t — x\
C  (x^  V  ^  ■
Vamos mostrar que:
(i) . v  e contínua.
(ii) . O diagrama da Definição 3.1 comuta com v .
(iii) ■ v  e injetora.
(iv) . v  e sobrejetora.
(i). e satisfeitas pois v  e a restriçao de uma funçao racional cujo denominador nunca 
se anula. (ii). e direto.
(iii). Suponhamos que: p ^t0, ^xo,
t — x0
xo,
to — xo 
xo2
= ^ t i ^ xi 
t 1 — x 1
)  =  \x i , ^ T )
t — x 1
x 12
ou seja,
As relações acima implicam x0 =  x 1, que implica -0— 2- 1 =  —— 2- 1 . Resolvendo esta
ultima, concluímos que - 0 =  -1, ou seja, p e injetora.
x 1 2 x 12
-  — Z1
~ z T  .
(iv). Seja Z =  (Z1, Z2) £ p 1 (I) , ou seja, ZfZ2+ Z1 =  -, com - £ I. Entao Z2 
Considerando o ponto ^- ; (Z1; £ z 2 1 )^ £ I x f _ 1(t) , temos que
K õ;(Z1; flZ—T  >) =  ( Z1; - — t )  ■
e como ( Z1;õ —r )  =  (Z1; Z2) , segue que p e sobrejetora.
Observamos que f  _ 1(0) possui tres componentes conexas, enquanto que f  _1(t) possui 
duas componentes conexas. Em particular, 0 £ A tipf. Como f  e uma submersao, 
temos que todas as fibras sõo localmente homeomorfas (pelo Teorema 2.7), mas nao sao 
globalmente homeomorfas.
A próxima figura ilustra o comportamento das fibras de f  (x, y) =  x2y +  x:
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Um importante resultado relacionado a Atipf e o seguinte (veja [8, Corollary 1.2.14]):
Teorem a 3.4. Seja f  : R2 ^  R uma função polinomial. Então Atipf e um conjunto 
finito.
2 Condição de Malgrange
Uma questão natural, a partir da Definição 3.1, e como podemos estimar os valores atípicos 
de uma dada funçao polinomial f  : R2 ^  R. Uma das maneiras e utilizar a condicao de 
Malgrange e o Teorema de Rabier que apresentamos nesta secao.
Comecamos com a seguinte definiçao:
Definição 3.5. Seja f  : R2 — > R uma função polinomial. Definimos:
K<x(f ) =  {t e R; 3{xk} Ç  R2; lim f  (xk) =  t, limk k—yoo e
limk^ <x> (
d f (xk) df ( xk) 
dx ’ dy ) 0.}
Definiçao 3.6. Dizemos que uma funcao polinomial f  : R2 ^  R satisfaz a condicao de 
Malgrange se K tx( f ) =  9.
E xem plo 3.7 (Veja Exemplo 3.3). Considere o polinomio f  (x,y) =  x(xy +  1). Temos 
que 0 e K ^ ( f ).
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Temos que
dx
(x ,y) =  2xy +  1, d f  ( ) 
o y ( x y
As condições lim ||xk,yk| =  œ  ek^tt
x2.
lim \(xk,yk) \.k^tt
(  d f (xk ,yk ) 
\ dx
d f (xk ,yk) 
dy ) 0,
implicam que
2xy +  1 0 e x2 0 = ^  x — > 0. 
1 — k'
kIsto nos motiva a considerar a sequençia xk =  ( k, =) ) .  Temos:
lim f  (xk) =  lim 7 ( — -  +  y )  =  °- k^ -<x k^ -<x k \ 2 k J
E claro que:
e alem destes temos:
lim \\xk\| =  œ ,k^tt
lim \\xk||.||V f (x k) \k^tt limk^tt (y ■ t ) IHK 0-f)
limk^tt V
1 k2 1
k  +  T  k




k  +  4 0.
E xem plo 3.8. Considere o polinómio f  (x ,y ,z) =  x — 3x5y2 +  2x7y3 +  yz. Temos que 




1 — 15x4y2 +  14x6 y3,
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Tomando a sequência (xk ,yk,zk) =  ( q fc2;0)  , temos que
f  (xk, yk, zu) =  1  -  3k jk4 +  2kyk6 +  0, 
f  (xk ,yk ,Zk) =  k -  k +  k ’
f  (xk ,yk, zk) =  0 =  0
Logo, lim f  (xk,yk,zk) =  lim 0 =  0. Alêm disto, temos que lim ||(xk,yk,k^ Q k^ Q k^ Q
limk^ Q 1 ’-2-o^ ^ - 1 5 ^  k4 +  14-1  k6; ^ ^ - 1  +  3k42-1  +  0( i ;  G )  | . | ( 1 -  15k jk‘  +  - k ~ ,  - ~ k,
( k ; k2;0) 1 ■ IK1 - 15+ 14;—  + k3 ; k2)limk^ Q
k7
limk^ Q ( k k" 0)
■11(0,0,k2)||,
limk^0 72 +  k4 +  0 . V0 +  0 +  k4, k2
l m / i - R !  v k 4,





lim kV 1 +  k6k Q 0.
Estes mostram que 0 G A tipf.
Relacionado a condicao de Malgrange, temos a seguinte condicao: 
Definição 3.9. Dada uma função polinomial f  : R2 — > R, definimos:
K ^ ( f ) =  {t G R; 3{xk} Ç R2; lim f  (xk) =  t, lim ||xk||k^ <x> k^ <x>
(I( x k ( x k  01 =
Pelas Definicoes 3.5 e 3.9, temos K^ ( f ) C ( f ).
De fato, se t G K ^ ( f ), temos que existe {x k} tal que:
limk^ <x> 0 }.
oo
Zk )|| =  TO e 
; k2 | ,
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(i) . lim f  (Xk) =  t,
(ii) . lim \\xkI =  TO,k^ <X>
(iii). limk^ <X>
(  d f (xk) d f (xk)
\ dx , dy
0.
Em particular, esta última, implica que V (xk) converge para 0. Isto e as duas primeiras 
condições implicam que todas as propriedades de K tt( f ) são satisfeitas. Logo, t E K,xi( f ) 
e portanto K ^ ( f ) C K ^ ( f ).
O próximo exemplo mostra que K tx( f ) pode ser grande e que a inclusão K tx( f ) C 
K „ ( f ) pode ser estrita.
E xem plo 3.10. Considere o polinómio
f  (x, y, z) =  x +  x2y +  x4yz.
Entao f  e uma submersão e R* C K,xi( f ). Dado a E R*; tomemos a curva
Temos que
e
quando s ^  0.
Ya(s) =
2a (1 +  (4a) *s)
S2 ’ 2S2
f ( Ya(s)) a +  s ^ 1
V f  (Ya(s))= E s Ú 2 -
1 \
+  4ãJ ^  a
— )  , 2as2)  
8a)  ) ^  0,
De fato, no exemplo acima temos que Atipf =  K,xi( f ) =  {0 } e K ( f ) =  R, veja [4].
2.1 Teorema de Rabier
A seguir, apresentamos o seguinte caso particular do Teorema de Rabier, que e util para 
estimar A tipf.
Teorem a 3.11 (Versão particular do teorema de Rabier). Seja f  : R2 ^  R uma aplicação 
polinomial. Entao
AtiP( f ) C f  (Smgf ) U K ^ ( f ), 
onde f  (Singf) denota o conjunto dos valores críticos de f .
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E xem plo 3.12. Considere f ( x, y)  =  x2y +  x. Temos que {0 } =  Atipf =  K ^ (f)  e
f  (Singf) =  0 (veja Exemplos 3.3 e 3.7).
A demonstração do Teorema 3.11 pode ser vista em [4] e [7]. Em particular, pelos 
resultados de [4], segue que f  (Singf) U K ^ ( f ) e sempre finito.
Seja t0 & f  (Singf) U K,xi( f ). Um dos passos da demonstração do Teorema 3.11
, „ . , , . . n V f  (x) „para mostrar que t0 & Atipf e mostrar que as curvas integrais do campo sao
livf ( x ) r
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