Most of the results in the first half of my paper are essentially contained in the three referenced papers of E. M. Gabidulin. Unfortunately, I was not aware of Gabidulin's prior work until very recently. There is nevertheless some material in the first sections of my paper which, with the different presentation, appears to add to the known results. For example, the decoding algorithm for maximum-rank array codes presented in Section IV mimics the Berlekamp-Massey (or, rather, the Peterson-Gornstein-Zierler) algorithm, whereas the one given by Gabidulin is of the Euclid type; both algorithms have the same computational complexity.
Comments on "Maximum-Rank Array Codes and Their Application to Crisscross Error Correction"
The first four parts of R. M. Roth's paper,' are devoted to the theory of the maximum-rank array codes over finite fields. I have to point out that all his results are not new and were published earlier in [l] - [3] . The paper [ 1 J contains the following results: the definition of the rank metric; necessary and sufficient conditions for some code to have a prespecified code rank distance; Singletone-like upper bound; the definition of the maximum-rank-distance codes (MRD codes); the rank weight distribution of MRD codes; the description of a class of MRD codes (just the same as in R. M. Roth's paper); a fast decoding algorithm using the Euclid's Division algorithm for a noncommutative ring of linearized polynomials (another fast matrix algorithm was described in Roth's paper); the description of a class of MRD codes which are analogs of cyclical codes; and use of MRD codes for correction of Hamming errors over the (d -1)/2 bound. (Note that the English translation [l] of the original Russian paper contains a few mistakes, in particular Lemma 1 was translated wrongly.)
It should be noted that an error model of crisscross errors (we used the terms "lattice-pattern errors" and "array errors") and the different metric matched to these errors-term rank of a matrix Although Sections II-IV in my paper concentrate on n x n maximum-rank array codes, the paper is not devoted merely to the theory of such codes (to this end Gabidulin's treatment is much more extensive), but rather to the relationship between the rank metric and crisscross error correction over various fields and with various dimensions of hyper-arrays. In Sections V-VII, it is shown that the "miracle' ' -that maximum-rank n x n array codes are optimal for crisscross error correction as well-no longer holds in general if we look at hyper-arrays (say, n x n x n arrays), or at infinite fields. APPENDIX A First, the encoding rule (2),,i, is modified as follows.
A) Variable-length Coding Scheme: For a given xN, generate wN randomly according to the conditional probability of WN given that XN = xN, and encode xN into a codeword y,", m = 1,2;**, if
This appendix gives the partitions into disjoint asymmetric codes. The notation is as in Brouwer et al. [2] . We ordered the n-tuples in lexicographic order and the disjoint a( n, 2) codes are numbered by 1, 2, 3, 4, 5, 6, 7, 8, 9, A, B, and so on. If 
for N L 2, and it is straightforward to come up to the following bound.
.
The bound is almost the same as the corresponding one in the original paper except that "6" in the integrand is now replaced with ' "6 + A". The remaining task is to show the Lebesgue-Stieltjes integral in the bound becomes arbitrarily small as E, --) 0. We are concerned with the distribution FN(p, 6 1 x") which is nontrivial only in the doubly-infinite band S 2 {(p, 6); 0 5 6 5 d, , -03 < p < 00 > . Thus, hereafter, we suppose that we are totally confined to this parameter space S with the natural topology induced by the Euclidean distance. Moreover, we suppose, without the loss of generality, that 0 c e1 < 1. For an arbitrarily given, but fixed for a while, vector xN, we let S, P {(p,6);FN(p,8 + A 1 x") < el} and.let T be the boundary that separates S, from its complement (in S) St. Since FN(p, 6 1 XN) is upper semicontinuous (cf. [l] ) and nondecreasing both in p and in 6, T is a nonincreasing continuous curve, in St, starting from a point p. and ending at a point p1 as shown in Fig. 1 . We have the folJowing lemma, which is proved later. do Lemma I: For 0 < E < 1, there exist at most d points I 1 (pi, S,), i = 1,2,*-s, on T such that the subsets (in S) Ui g itpi6fi,;.< pi, 6 < hi + A> satisfy J Jc/; dFNCp, 6 I ~"1 5 q and 1 I I' 0018-9448/92$03.00 0 1992 IEEE
