Abstract
Introduction
Resource management has been a popular topic in high performance computing (HPC) and high throughput computing (HTC) [1] [2] since it is a critical factor to achieve good job throughput. Currently, the resource management in a large-scale infrastructure is becoming easier in terms of both efficiency and manageability, as virtualization technology becomes more mature. For example, the most data centers adapt the technology and can reduce migration overheads greatly because of live migration technology (i.e., it is possible to migrate applications from one server machine to others without halting them) [3] [4] [5] . Likewise, resource management schemes that suggested previously for non-virtualized environment should be revised under consideration of virtualization technology.
In the cloud computing paradigm, resource management has received more attention than before the advent of virtualization on data centers. One of the main ideas behind the cloud computing paradigm is utility computing. Commercial cloud service providers charge the users by the hour for CPUs, memory, and storage. To increase profit, service vendors who provide infrastructure as a service (IaaS) want to increase the number of user applications running in the infrastructure, as well as decrease the number of physical machines in use to reduce energy consumptions. A high-performance resource management system can achieve both.
However, even though it is easier and cheaper to use the IaaS clouds of commercial providers, there are cases that require organizations to own either an IaaS or hybrid private cloud for their applications, mostly because of security reasons. In private cloud resource management is more complicated than the public cloud's. Private clouds inherit most of the characteristics of public IaaS, except for one: unlike a commercial public IaaS, which provides almost vast resources, private clouds have limited physical resources. Because there is the resource constraint characteristic of private cloud, it is hard to achieve efficient and reliable use of private clouds. Moreover, some applications might want to have more resources at any given time. In public clouds, each application/user defines a service level of execution in a service level agreement (SLA) document, and users should make the SLA contract conservatively to prevent resource scarcity. However, in a private cloud in which the organization has the full governance of entire applications, it is possible to give different priorities to applications based on their importance to the organization. This different priorities policy can be treated as a variance of current SLA and it is an additional rule to follow.
In this paper, we address the two issues of resource constraints and dynamic scaling to solve the resource management problem in private clouds. We propose a resource management system design for private IaaS. Also, we propose a novel server consolidation algorithm that uses parallel live migration of the virtual machine with of dynamic scaling capability and a profiling scheme for the virtual machine and physical machine to support dynamic scaling.
We choose the target application domain of our proposed system and algorithm as a private cloud in naval ships. A modern naval ship is equipped with many computing devices such as sensors (e.g. radar, sonar, etc.) and a combat management system that controls various weapon systems (e.g. missile, gun, torpedo, etc.). Thus, it becomes a private cloud if we apply virtualization technology with a proper architecture. Since a private cloud on a naval ship has both a resource constraint issue and a priorities on jobs (i.e., weapon and sensor systems are more important than the peace-time web browsing), it requires a resource management system that has additional capability of dynamic scaling according to the priorities of applications. It suits well for our target domain.
The remainder of this paper is organized as follows. We describe related works of this research in section 2 and present our resource management system architecture and dynamic-scaling-based virtual machine consolidation algorithm in section 3. The empirical experiment results and the evaluation of the system and algorithm are presented in section 4. We conclude our paper in section 5.
Related Works
Due to its importance, many resource management schemes have been studied. In this section, we describe resource management systems for large-scale distributed systems such as clusters, grids, and clouds. We present various researches on the server consolidation algorithm as well.
Resource Management in Distributed Systems
A resource management in large-scale distributed systems is used for finding the most efficient way of using computing resources. The resource utilization and performance of systems can be improved if the system allows for the use of the underutilized computing resources in various ways. However, an efficient resource management scheme is required to achieve better utilization of physical system because there are multiple applications running simultaneously in a single machine.
In grid computing, resources are usually autonomous and heterogeneous. The number of CPUs, the speed of CPU, and the amount of memory are different from each other. Thus, a grid scheduler has to estimate the performance of a job for each candidate resource, and it should allow users seamless access to computing resources [1] . Users submit jobs/tasks for their applications in grid computing to use resources. These jobs need computing resources and running time. Submitted jobs are stored in the queue and wait until required resources are available for their running time. Resources are used exclusively during the running time of a job [6] and time slices are allocated to processes or processors for running submitted jobs. By using this approach, computing resources are managed in grid environments.
However, job and resource management is easier in cloud computing than the grid environments, because of dynamic scaling and live migration of virtual machines. Virtualization makes it possible to dynamically scale the resources of virtual machine. Using dynamic scaling not only improves resource utilization, but also satisfies SLA of virtual machine more efficiently [7] [8] [9] . Live migration of a virtual machine is the important feature of the virtualization technology. It makes it possible to move the virtual machine from one physical machine to another physical machine without shutting down them. With it, we can move virtual machines to a physical machine that runs fewer virtual machines for high utilization, and virtual machines can be migrated from most loaded physical machines to another physical machine in order to optimize the utilization of the available computing resources (i.e. load balancing). However, live migration of a virtual machine requires service down time. A great deal of research has investigated the minimization of service down time during live migration by using kernel turning, Block-Bitmap, etc. [3] [4] [5] .
Infrastructure as a Service (IaaS)
Cloud computing services can be divided into three types according to the abstraction level and the service model: Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Service as a Service (SaaS) [1] . In general, IaaS can be regarded as a resource hosting service. IaaS abstracts computing resources of physical machine and offers on-demand virtualized computing resources to a user in the form of a virtual machine. In IaaS, all virtual machines are on the same physical machine (host) and share the resources of the physical machine, running concurrently. The availability and flexibility are improved by using provisioning and migration services in IaaS.
There are well-known commercial public providers, such as Amazon Elastic Compute Cloud (EC2), Rackspace, FlexiScale, etc. They provide on-demand provisioning of computing resources, simple interfaces to manage the resources, and use a pay-as-you-go model. Also, they have vast (almost infinite) computing resources for services [2] . Thus, enterprise and government organizations are trying to reduce the total cost of ownership (TCO) with public clouds. However, there are two major issues associated with public clouds. First, organizations want to protect their internal critical data and processes. Also, organizations already have computing resources in their own data centers. It remains appealing to organizations to build private clouds by using virtual infrastructure managers and virtualization technologies
The private cloud is built for organization by using private infrastructure. They have the same characteristics as a public cloud, such as the use of virtualization technologies, on-demand provisioning of virtual machines, etc. But, instead of selling computing resources over public interfaces, they focus on providing computing resources to an organization's internal users [1] [2] . Unlike commercial public clouds, a private cloud has finite computing resources for running virtual machines. Thus, if virtual machines can be poorly deployed to unsuitable physical machine, it will lead to low resource utilization. Also, all virtual machines may have different priority and required computing resources based on running applications. Since virtual machines share the resources of physical machines, change on one virtual machine running can affect other virtual machines'. Depending on the size, SLA problems can be more complex in the private cloud.
Server consolidation for virtualized environments
Recently, there has been a dramatic increase in the total numbers of physical machines in data centers. Since data centers consume vast amounts of electricity for operating and cooling the physical machines and the average utilization in data centers is lower than 20% [10] [11] [12] [13] , operating costs of data centers are increasing rapidly. Server consolidation is one of the popular solutions to address this issue, and it is widely used in current data centers to save TCO [13] [14] [15] . A server consolidation example with four physical machines and six virtual machines is depicted in Figure 1 . In this example, the number of physical machines in use can be reduced to two after migrations. As a result, operating costs are saved and the overall utilization of physical machines is increased.
The server consolidation process involves mapping virtual machines from the source physical machines to the destination physical machine. Since the goal of the process involves minimizing the numbers of physical machines that are running, server consolidation is easily modeled as a bin-packing problem [14] [15] [16] [17] . In bin-packing problems, the physical machines are considered as bins and the virtual machines are considered as items placed in the bins. Even though First Fit Decreasing (FFD) is widely used for bin-packing problems in server consolidation, our algorithm uses Worst Fit Decreasing (WFD) to select the destination PMs. The reason we use WFD is that it is more appropriate than FFD when load balancing is required [18] . 
SLA-Driven Dynamic Resource Management System
In a private cloud, computing resources are finite and shared among virtual machines that may have different priority. These priorities and required resources can be changed depending on the situation. Thus, computing resources should be scaled dynamically to guarantee service level of execution under specified circumstances. For example, many C4I (command, control, communications, computers, and intelligence) systems are deployed on a military private cloud. In the system, air defense applications have higher priority than other applications in anti-aircraft warfare, and they need more resources under an engagement situation. In this example, computing resources should be reduced for other virtual machines that are running other applications (i.e. less important applications), and more resources should be provided to the virtual machine running the air defense application. Another example is the e-Science cloud. In the e-Science cloud, applications are running on virtual machines sharing the resources of physical machines. If some virtual machines need more resources for executing critical experiments, additional resources should be allocated by scaling down the virtual machines that are running noncritical applications or are showing relatively low priority. Thus, a private cloud should allow dynamic-scaling-based virtual machine consolidation to address resource constraints.
Our proposed resource management system has been designed to address resource constraints and dynamic scaling. Our system supports various virtual machine monitors (VMMs) to manage multiple virtual machines in a private cloud. It uses a XML profile for dynamic-scaling-based virtual machine consolidation. XML profiles are used to define several different service levels in the individual virtual machines, which describe the priority of the virtual machine and the required resources for running applications. Based on the profiles of virtual machines, the proposed system calculates a virtual machine consolidation plan with dynamic scaling. In this section, we present our resource management system overview, its profiling scheme, and algorithm.
The System Overview
The proposed system controls virtual machine monitors and virtual machines via libvirt [19] [20] , an open-source toolkit that interacts with the virtualization capabilities of the Linux operating system, to provide dynamic scaling of resources and live migration. Figure 2 shows an overview of the proposed system architecture that includes physical machines and a shared storage. Shared storage provides virtual machine images to physical machines. The storage is also used for storing the profiles of physical machine and virtual machine for the proposed system. For sharing virtual machine images and supporting live migration of the virtual machine, network-accessible storage systems such as SAN or NAS are required [14] [21]. The proposed system consists of the mediator, monitor, resource manager, libvirt API handler and service interface.  Mediator: a mediator tracks changes in physical machines or virtual machines and maintains its profiles. When execution environments for a virtual machine are changed (i.e. a virtual machine needs additional resources for running its application), the mediator calculates a virtual machine consolidation plan according to the monitoring information and its profiles. The plan includes the scaling and live migrations of virtual machines. Then, the resource manager receives a request from the mediator to execute the dynamic scaling consolidation plan for virtual machines.  Monitor: monitors are monitoring on the state of each physical machine and virtual machine. In the state information, there is a list of virtual machines in the host physical machine and the resource utilization of each physical machine.  Resource manager: resource manager executes the dynamic scaling consolidation plan for virtual machines that is received from the mediator. It supports dynamic scaling and live migration of virtual machines.  libvirt API handler: the handler controls the virtual machine monitors located in the remote physical machines by using the libvirt API. It is connected to the monitor and resource manager.  Service interface: it provides an interface for users via HTTPS. Users can access the proposed system and use all functionalities of the system through web browsers. Also, it provides a library for external applications.
Profile of Physical Machine and Virtual Machine
As noted, virtual machines in a private cloud may require computing resources that can be changed according to the execution environments. The proposed system creates XML profiles to describe the information for planning the dynamic scaling consolidation plan for virtual machines. Libvirt uses a standard XML language to describe virtual machines [22] . It includes, however, a large amount of information that is not necessary for our proposed system and it does not provide information on the virtual machine priority as well as the required computing resources on change. Furthermore, due to the verbosity of XML, using XML requires additional processes. Thus, we minimize the size of the XML profile by removing unnecessary elements from libvirt profile.
Users can create profiles via a web interface to define several different service levels for the individual virtual machines (as shown in Figure 3 ). The XML profile contains the priority of a virtual machine and the required resources depending on the execution environments. Figure 4 shows the physical machine and virtual machine profiles used in the proposed system. The physical machine profile includes the name of physical machines, Universally Unique Identifier (UUID), computing resource capability and its virtual machine list. Resource capability is classified into VCPU and memory. The VCPU is described by the number of VCPUs and memory in kilobytes. All physical machines and virtual machines are distinguished by their UUID. The difference between SLA-Driven Dynamic Resource Management System for Private Clouds Hongjae Kim, Sangyoon Oh the proposed virtual machine profile and the libvirt virtual machine template is that our profile shows the priority of the virtual machine and the required computing resources depending on the execution environments. Based on these profiles, our system calculates the dynamic-scaling-based virtual machine consolidation plan.
Dynamic Scaling Consolidation Algorithm for Virtual Machines
To address the underutilized physical resource issue, server consolidation technique is used in many cloud management systems. By relocating virtual machines dynamically without stopping their execution, we are able to pack virtual machines so that unused servers can be turned off. We can improve the overall efficiency by reducing the CPU counts and the power and management cost (i.e. decreasing the number of physical machines in use). Usually, maximizing the utilization of participating machines is considered as the main goal [15] [16] [17] . One of the major features of the proposed system is the dynamic scaling virtual machine consolidation planning for private clouds. We design a planning algorithm based on a general server consolidation algorithm. It allows virtual machines to migrate from the source physical machines to the destination physical machines. However, there are differences between the proposed algorithm and general server consolidation and they are as follows.
First, the general server consolidation usually targets to minimize the number of physical machines that are running. In our approach, the target goal is achieving dynamic resource scaling of virtual ma-SLA-Driven Dynamic Resource Management System for Private Clouds Hongjae Kim, Sangyoon Oh chines based on their profiles that describe priority and required resources (i.e. Consolidating for guaranteeing the service level, instead of minimizing the number of physical machines). Second, saving operation costs is important in a general server consolidation, but it is not important in our architecture. As we described earlier, the main goal of the proposed system is efficient use of a private cloud that has limited physical resources. Third, worst-fit decreasing (WFD) algorithm is used in the proposed algorithm instead of first-fit decreasing (FFD), which is widely used in server consolidation to minimize the physical machines. In our system, fully utilizing the given physical machines is more important than saving operation costs. The WFD is used for better load-balancing because it has been shown to be an efficient bin-packing algorithm for load balancing [23] [24] .
The proposed algorithm calculates a dynamic scaling virtual machine consolidation algorithm depending on the several different service levels described in the proposed profiles. In the algorithm, we consider two computing resources: CPUs and memory. We formalize the two dimensional bin-packing problem as follows: physical machine i is represented by p i (pc i , pm i ), where pc i is the CPU capability (the total number of VCPUs), and pm i is the memory capability in kilobytes. Also, virtual machine j is represented by vj (vcj, vmj) , where vcj is the allocated VCPUs, and vmj is the allocated memory. Si represents the state of p i . If there are n virtual machines in a p i , S i is represented by
Therefore, the sum of the computing resources v j (vc j , vm j ) of the virtual machines must not exceed the computing resources pi(pci, pmi) of the physical machine on which they are running. It can be formalized as in Eq. (1):
We have two numbers that represent the utilization of a physical machine used by virtual machines. CPU (uci) and memory (umi) utilizations on physical machine i can be formalized as in Eq. (2) and Eq. 
Then, for ordering the physical machines, we define score parameters that represent the utilization of physical machines, which can be formalized as in Eq. (4): Figure 5 . Pseudo-code of dynamic scaling consolidation algorithm
The proposed algorithm has four steps (as shown in Figure 5 ). First, based on the priority of a virtual machine, the resources of the virtual machines are reduced, or the virtual machines are shut down. In the second step, the source physical machines are selected for running the highest priority virtual machines. If there are two or more virtual machines of the highest priority on the same physical machine, another physical machine that has the smallest score(pi) and is not running the highest-priority virtual machine is selected as the source physical machine. Physical machines which are not selected to the host of highest-priority virtual machine become destination physical machines. In the third step, virtual machines are migrated from source physical machines to destination physical machines until there is only one virtual machine of the highest priority on each source physical machine. Before the first migration, all destination physical machines are sorted by score(p i ) in WFD, and after each migration, the destination physical machines are sorted again.
Evaluations
In this section, we present empirical experiment results to evaluate the proposed system. First, we examine the processing time. Because our system allows virtual machine monitors to live-migrate virtual machines in parallel, the system reduce the processing time compared with sequential live migration. Second, we present the standard deviation of resource utilizations among the destination physical machines. Since we adopt WFD to the proposed system for achieving better load-balancing, the results of standard deviation will be compared with general FFD.
Experiment Setup
We used four physical machines for the experiment. Table 1 shows experiment environment. Each physical machine has one quad-core CPU and 4GB of memory. The hard disks are attached via SATA2. The operating system is CentOS 5.6 and KMV is used as a virtual machine monitor. The libvirt is installed on each physical machine for virtualizing the physical resources. Physical machines and a shared storage are interconnected via Gigabit Ethernet. Table 2 shows the summary of virtual machine specifications. We consider four types of virtual machine priorities for our experiments: highest, higher, lower and lowest. In the given scenario, the resources in the physical machine must be guaranteed for highest-priority virtual machines. Higherpriority virtual machines require more resources, lower-priority virtual machines require less resource, and lowest-priority virtual machines can be shut down in the given scenario. Each virtual machine image size is 5GB, and their profiles have information about the priority, current computing resources, and required computing resources. In the experiments, we have two highest-priority virtual machines in this experiment and the number of priority of higher, lower and lowest virtual machines starts at one, and their numbers are increased individually to four. During experiments, we evaluated two factors; processing time of live-migration and standard deviation among the destination physical machines. The proposed system should not inhibit application performance, and should guarantee application performance. The proposed system allows virtual machine monitors to live-migrate the virtual machines in parallel to reduce processing time. We will show the processing time comparison of ours with sequential live migration.
Standard deviation can be used to evaluate load balancing performance [23] [24]. Our system allows virtual machines to migrate to destination physical machines for guaranteeing the performance of higher-priority applications. The performance of a migrated virtual machine is also important and it should be guaranteed. The performance can be affected by the loads of the physical machine. Since each virtual machine can be considered as a load, load balancing in each migration step should be considered. We will show the standard deviation among the destination PMs compared with the general FFD. Figure 6 shows experiment results for processing time of live migration where sequential and parallel methods are compared. The number of required migrations is the same between sequential and parallel migrations. We run the experiment several times to obtain general results. We see from the processing time results that the parallel migration required a relatively short time compared with the sequential migration. Moreover, as the number of virtual machines increased, the difference becomes greater. This means that we can allocate more computing resources to higher-priority applications more quickly. We used four physical machines in our experiments. Therefore, two virtual machines can be migrated in parallel at the same time. If we conduct the experiment with more physical machines and virtual machines, the performance increase will be greater. We used KVM as virtual machine monitor during our experiments. These processing time results are can be different when another virtual machine monitors are used, such as Xen and VirtualBox. Because processing time results are affected by migration performance and another virtual machine monitors have different performance of migration. However, the performance benefits are clear and it will be a matter of magnitude. Figure 6 . Results of live migration between our parallel approach and conventional. Figure 7 shows experimental results for the standard deviation of CPUs and memory utilization. We can observe from these results that standard deviations of the proposed system (WFD) are lower than those of FFD, which means that our approach can distribute loads more efficiently than FFD. It is because all destination physical machines are sorted by score(p i ), and after each migration is completed, the destination physical machines are sorted again. One interesting aspect is that the standard deviations increase while the number of virtual machines is fewer than ten and decrease when the number of virtual machines is over ten. This is related to our experimental environment. We use two physical machines for destination physical machines among the four physical machines and up to fourteen virtual machines in the experiments. We use almost all the computing resources of the destination physical machines when fourteen virtual machines are used. Therefore, standard deviations are decrease when the number of virtual machines is over a specific number (in this case, ten virtual machines).
Experiment Results

Conclusion
In a private cloud, all applications may have different priority. Since a private cloud has finite computing resources for running virtual machines, it is necessary to have a dynamic scaling virtual machine consolidation algorithm to achieve a better utilization of resources. In this paper, we propose a resource management system with a virtual machine consolidation algorithm for private clouds. The algorithm uses live migration and dynamic scaling of virtual machines and utilized a profile scheme for physical and virtual machines. Our proposed system is designed to provide dynamic scaling and live migration of virtual machines based on the virtual machine's priority, and it also supports various virtual machine monitors to provide ways to control and monitor virtual machines.
We conduct several empirical experiments to show the efficiency and responsiveness of the proposed system. First, we measure processing times of two approaches: our parallel migration and a sequential migration. The results show that the parallel migration has lower processing times than the sequential migration. As the number of virtual machines increases, the difference becomes greater. The second experiment is conducted to show the comparison of our extended WFD and general FFD for load balancing. The results show that our extended WFD distributed loads more efficiently. Throughout the evaluation, the proposed system provides significant improvements in process time and load balancing compared to the general approach.
If we add few more functionality, our proposed system can be used as a general cloud management system that is specialized in resource management. Thus, in the future, we will add functions like a virtual machine deployment and recovery. We will conduct additional experiments in various practical scenarios.
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