We focus on fast-slow systems involving both fractional Brownian motion (fBm) and standard Brownian motion (Bm). The integral with respect to Bm is the standard Itô integral, and the integral with respect to fBm is the generalised Riemann-Stieltjes integral using the tools of fractional calculus. An averaging principle in which the fast-varying diffusion process of the fast-slow systems acts as a noise to be averaged out in the limit is established. It is shown that the slow process has a limit in the mean square sense, which is characterized by the solution of stochastic differential equations driven by fBm whose coefficients are averaged with respect to the stationary measure of the fast-varying diffusion. The implication is that one can ignore the complex original systems and concentrate on the averaged systems instead. This averaging principle paves the way for reduction of computational complexity.
Introduction
The real-valued fractional Brownian motion (fBm) with Hurst index H ∈ (0, 1) is a zero mean Gaussian process {B H t , t ≥ 0} with covariance function
This process was introduced by Kolmogorov [1] and later studied by Mandelbrot and Van Ness [2] . Its self-similar and long-range dependence (H > 1 2 ) properties make this process a useful driving noise in models arising in physics, finance and other fields [3, 4, 5] . Since B H is not a semimartingale if H = 1 2 , we cannot use the classical Itô theory to construct a stochastic calculus with respect to the fBm. The m-dimensional fBm with same Hurst index H is just a collection of m-independent one-dimensional fBm's (1.1).
Over the last years some new techniques have been developed in order to define stochastic integrals with respect to fBm, see e.g. [4, 5, 6, 7] . Lyons [8] solved the equations driven by a fBm with Hurst parameter H > 1 2 by a pathwise approach using the p-variation norm. Nualart and Rȃşcanu [10] studied the differential equations driven by fBm using the tools of fractional calculus in the sense of Zähle [9] . Kubilius [11] studied one dimensional stochastic differential equations (SDEs) driven by both fBm and standard Brownian motion (Bm), with the noise term independent of the time and with no drift term. Guerra and Nualart [12] proved an existence and uniqueness theorem for solutions of multidimensional, time dependent, SDEs driven by fBm with Hurst parameter H > 1 2 and standard Bm.
Let (Ω, F , {F t } t≥0 , P) be a stochastic basis satisfying the usual conditions. Take an aribitrary H ∈ ( 1 2 , 1) and fix it throughout this paper. Let B H = {B H t , t ∈ [0, T ]} and W = {W t , t ∈ [0, T ]} be independent m-dimensional fBm adapted to {F t } with Hurst parameter H and r-dimensional {F t }-Bm, respectively. This paper will consider the following mixed fast-slow systems driven by fBm:
where the parameter 0 < ε ≪ 1 represents the ratio between the natural time scale of the X ε t and Y ε t variables and x 0 ∈ R d 1 and y 0 ∈ R d 2 are arbitrary and nonrandom but fixed and the coefficients are measurable functions b l 1 1 :
The integral · dW should be interpreted as an Itô stochastic integral and the integral · dB H as a generalised Riemann-Stieltjes integral in the sense of Zähle [9, 10, 12] .
We will make use of the following assumptions on the coefficients of Eq.(1.2).
• (H1) The function σ 1 (t, x) is continuous and continuously differentiable in the variable x and Hölder continuous in t. Precisely, there exist constants L i , i = 1, 2, 3, 4, and for some constants 0 < β, γ ≤ 1, such that
for any x 1 , x 2 ∈ R d 1 and t, s ∈ [0, T ]. Here, ▽ x is the standard gradient with respect to the x-variable.
• (H2) The function b 1 (t, x, y) is continuous in the variables t, x, y and have linear growth in the variables x, y, uniformly in t and the functions b 2 (x, y), σ 2 (x, y) are continuous in the variables x, y and have linear growth in the same variables. Precisely, there exist constants L i , i = 5, 6, 7, such that
and
Note that assumption (H1) implies the linear growth property, i.e., there exists a constant L 8 such that |σ 1 (t, x)| ≤ L 8 (1 + |x|) for any x ∈ R d 1 .
Now, we define the averaged equation:
µ x is a unique invariant measure which will be proved in Appendix A with respect to the following frozen equation (1.4) under conditions (H2) and (H4).
We follow the approach by [10, 12] and introduce some necessary spaces and norms. Taking a parameter 1 − H < α < 1 2 
It is known that B H 1−α,∞,T has moments of all order since H ∈ ( 1 2 , 1), see Lemma 7.5 in Nualart and Rȃşcanu [10] .
Note that C and C x denote some positive constants which may change from line to line throughout this paper, where x is one or more than one parameter and C x is used to emphasize that the constant depends on the corresponding parameter, for example, C α,β,γ,T,R,|x 0 |,|y 0 | depends on α, β, γ, T, R, |x 0 | and |y 0 |.
Then, we formulate our main result of averaging principle in the mean square sense.
Theorem 1.1. Suppose that (H1)-(H4) hold and let β and γ be as in (H1). Let 1 − H < α < min{ 1 2 , β, γ 2 }. Then, for any T > 0, R > 1, and any given initial values x 0 and y 0 , there exist positive constants C T,|x 0 | and C α,β,γ,T,R,|x 0 |,|y 0 | , such that
Thus, if we choose δ = ε √ − ln ε, then we obtain that
Remark 1.2. From Theorem 1.1, we know that, for different β and γ,X t converges to X ε t in the sense of mean square with different Hurst exponents, i.e.,
In particular, if σ 1 is regular enough, our main theorem applies for any H ∈ ( 1 2 , 1). 4
The study on averaging principles for stochastic systems can be traced back to the work of Khasminskii [13] , see also the recent effort in [14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24] and references therein. A central theme is: The fast varying process can be treated as a noise and has an invariant measure. Utilizing this invariant measure, one can carry out asymptotic analysis so that the slow process converges to a limit that is an average with respect to the stationary measure of the fast-varying process. Freidlin and Wentzell [26] provided an illuminating overview and discussion on the averaging principle. Givon [29] studied the two-time-scale jump-diffusion stochastic differential systems and obtained the strong convergence rate of the slow components to the effective dynamics. Thompson, Kuske and Monahan [25] studied nonlinear fast-slow stochastic dynamical systems in which the fast variables are driven by additive α-stable noise perturbations and the slow variables depending linearly on the fast variables. Xu and Miao [27] studied L pstrong convergence of an averaging principle for two-time-scales jump-diffusion SDEs. Xu, Pei and Guo [18] investigated the stochastic averaging of slow-fast dynamical systems driven by fBm with the Hurst parameter H in the interval ( 1 2 , 1). Hairer and Li [28] considered slow-fast systems where the slow system is driven by fBm and proved the convergence to the averaged solution took place in probability which strongly relies on stochastic sewing lemma.
Nevertheless, the aforementioned paper cannot answer the question that if disturbances involve both standard Bm and long-range dependence modeled by fbm H ∈ ( 1 2 , 1) in the mean square sense. In this paper, we aim to address this issue. We answer affirmatively that an averaging principle still holds for fastslow systems involving both standard Bm and fBm. The main difficulties here are how to deal with fBm, standard Bm. In order to overcome these difficulties, our approach is completely different from Xu's previous work [18] in the sense that we combine the pathwise approach with the Itô stochastic calculus to handle both types of integrals and use stopping time techniques to establish averaging principle for multidimensional, time dependent, SDEs driven by fBm with fastvarying diffusion process.
The rest of the paper is organized as follows. Section 2 presents some necessary notations and assumptions. The existence and uniquence theorems to Eq.(1.2) and Eq.(1.3) were proved in Section 3. Section 4 presents fast-slow systems driven by fBm with fast-varying diffusion process. Stochastic averaging principles for such SDEs are then established. Some technical complements are included in the appendix, which provides the arguments of the ergodicity for the fast component in which the slow component is kept frozen.
Preliminaries
We recall some basic facts on generalised Riemann-Stieltjes integrals. For more details, we refer to the paper [10, 12] and a monograph [5] . Let f ∈ L 1 (a, b) and α > 0. The fractional left and right Riemann-Liouville integrals of order α are defined for almost all x ∈ (a, b) by
) and 0 < α < 1, then the Weyl derivatives of f are defined by formulas
and are defined for almost all x ∈ (a, b) (the convergence of the integrals at the singularity y = x holds pointwise for almost all x ∈ (a, b) if p = 1 and moreover in L p -sense if 1 < p < ∞).
We have that:
• If α < 1 p and q = p 1−αp , then
The fractional integrals and derivatives are related by the inversion formulas
and similar statements also hold for I α b− and D α b− . Let f (a+) := lim εց0 f (a + ε) and g(b−) := lim εց0 g(b − ε) (we are assuming that these limits exist and are finite) and define
We recall from Zähle [9] , the definition of generalized Riemann-Stieltjes fractional integral with respect to irregular functions. 6
Definition 2.1. (Generalized Riemann-Stieltjes Integral). Let f and g be functions such that the limits f (a+), g(a+),
It is also easy to prove that
Remark 2.2. The above definition is simpler in the following cases.
• If α < 1 p , under the assumptions of the preceding definition, we have that
) and g ∈ C η 2 (a, b) with η 1 + η 2 > 1 then we can choose p = q = ∞ and 1 − η 2 < α < η 1 , the generalized Riemann-Stieltjes integral exists, it is given by (2.1) and coincides with the Riemann-Stieltjes integral. Now, fix the parameter α, such that 0 < α < 1 2 , denote by W α,1
holds. 
T has moments of all order, see Lemma 7.5 in Nualart and Rȃşcanu [10] . Furthermore, by the classical Fernique's theorem, for any 0 < ϑ < 2, we have
Existence and Uniquence to the Fast-slow Systems
According to Theorem 2.2 in [12] , we obtain the existence and uniquence result to Eq. (1.2). 
Let s → ∞, then we obtain thatb 1 is Lipschitz continuous in x and t, and 
Proof of Main Result
This section is devoted to proving Theorem 1.1. The proof consists of the following steps.
Firstly, we give some a priori estimates for the solution (X ε t , Y ε t ) to Eq. (1.2). Secondly, following the discretization techniques inspired by Khasminskii in [13] , we introduce an auxiliary process (X ε t ,Ŷ ε t ) and divide [0, T ] into intervals depending of size δ < 1, where δ is a fixed positive number depending on ε which will be chosen later. Then, we constructŶ ε t with initial valueŶ ε 0 = y 0 , and for t ∈ [kδ, min{(k + 1)δ, T }],
where s(δ) = ⌊ s δ ⌋δ is the nearest breakpoint preceding s. Also, we define the processX ε t with initial valueX ε 0 = x 0 , bŷ
and then, we can derive uniform bounds X ε t −X ε t α . Thirdly, based on the ergodic property of the frozen equation, we obtain appropriate control of X ε t −X t α . Finally, we can estimate X ε t −X t α .
Step 1: A priori estimates for the solution (X ε t , Y ε t ). We use techniques similar to those used in [30, Theorem 4.2] to give a priori estimate for the solution X ε t . By (H3) and (2.2), we start by estimating X ε λ,t :
with some constant K (which is dependent on |x 0 | and can be assumed to be greater than 1 without loss of generality) and here, we have used the estimate Furthermore, we estimate X ε 1,λ,t . To complete this step,
need to be estimated in advance, here, f : [0, T ] → R d are measurable functions. Using Fubini's theorem, it is easy to get
Then, by the substitution s = r − (t − r)y, we have
and on the other hand,
This yields that
is the Beta function. Thus, by (4.4), we have
where we have used the estimate
Putting λ = (4KΛ) 1 1−α , we get from the inequality (4.2) that
Then, Plugging this to the inequality (4.5) and making simple transformations, we arrive at X ε 1,λ,t ≤ Substituting this into (4.7), we get
Thus, we have
Then, the statement follows. Using similar techniques, we can prove
Here, we omit the proof.
Proof: From (1.2), by (H1)-(H3), we have
Firstly, for A h 1 , by (H3), it is easy to get A h 1 ≤ Ch 2 . For the second term, by Remark 2.3 and (H1), we firstly give the following estimate:
Then, using similar techniques, we can prove that
(4.11)
Then, by Remark 2.3 and Lemma 4.1, we have
Thus, we deduce the desired estimate. 
Proof: Using Itô formula, we have
then by (H4), we have
Hence, by Gronwall inequality [32, pp. 20] , we obtain
This completed the proof.
Step 2: The estimates for |Y ε t −Ŷ ε t | and X ε t −X ε t α .
Lemma 4.4. Suppose that (H1), (H2) and (H4) hold. Then, we have
Proof: Using Itô formula again, we have
By (H4), we have
Then by Lemma 4.2 and Gronwall inequality [32, pp. 20] , we have
This completed the proof. 
Proof: In order to estimate X :
(4.12)
From (3.1) and (4.1) and by (4.12), (H2), Lemma 4.2 and Lemma 4.4, we have
Step 3: The estimate for X t −X ε t α . Lemma 4.6. Suppose that (H1)-(H4) hold. Then, we have
Proof: By elementary inequality, we have
For A 1 and A 2 , by (H3), we have
Then, for A 3 , by Hölder inequality and the fact that α < 1 2 , we have
where 1 · is an indicator function, ℓ := {t < (⌊ s δ ⌋ + 2)δ} and ℓ c := {t ≥ (⌊ s δ ⌋ + 2)δ}. By (H3) and the fact that ⌊λ 1 ⌋ − ⌊λ 2 ⌋ ≤ λ 1 − λ 2 + 1, for λ 1 ≥ λ 2 ≥ 0, we have
For A 
Now, we present a claim which will be proved in Appendix B.
Claim:
Therefore, by choosing δ = δ(ε) such that δ ε is sufficiently large, we have
This completed the proof of Lemma 4.6.
Then, for each R > 1, we define the following stopping time τ R ,
Lemma 4.7. The following inequality holds (see also [31, Lemma 4.4] ):
and R −1 E B H 2 1−α,∞,T tends to 0 when R → ∞.
Proof: By Chebyshev's inequality, we have 
Proof: From (1.3) and (4.1), we have
For the first supremum in the right-hand side of inequality (4.17), by Chebyshev's inequality, we have 
Now, for λ ≥ 1 and let
Then, we return to the second supremum in the right-hand side of inequality (4.17) ,
By Lemma 4.6, we can estimate the term J 1 ,
Then, by (H2), (4.12), Lemma 4.2 and Lemma 4.5, it is easy to obtain
For J 5 , by (4.3) and (4.12), we have 
Next, by Lemma 7.1 in Nualart and Rȃşcanu [10] , we have
Thus, by (4.24), we have
(r−q) 1+α dq. By (4.8) and (4.11), we have
Here, we use the fact that (1 − α)γ − α > 0, since α ∈ (0, γ 2 ). Then, by (4.8) and (4.25) , under the condition that B H 1−α,∞,T ≤ R, there exists a constant C α,β,γ,T,R , such that ∆(X ε r ) + ∆(X r ) ≤ C α,β,γ,T,R . Then, the statement follows.
Step 4: The estimate for X t − X ε t α . By By (H4) and Gronwall inequality [32, pp. 20 ], , we obtain
This completed the proof. By the estimates (A.1) and (A.2) and Lemma Appendix A.1, the following exponential ergodicity holds (see [33, Lemma A.3] ). 
Lemma Appendix
σ 2 (x 1 , Y x 2 ,y t ) − σ 2 (x 2 , Y x 2 ,y t ) ) ≤ −β 1 |Y x 1 ,y
