In this paper, an alternative count distribution suitable for modeling over dispersed, zero vertex unimodality and monotonically decreasing data sets. Though the proposed probability model includes Gauss Hypergeometric special function, it possesses simple and closed expressions for various distributional characteristics. An application to count regression modeling using a well-known data set from the National Medical Expenditure Survey is discussed by considering the length of stay in hospitalization as a dependent variable and following the proposed 1 arXiv:1811.03287v1 [math.ST] 8 Nov 2018 count model. We compare our result with the classical Negative Binomial regression model and recently proposed Uniform Poisson regression model.
Introduction
In most of the developed countries, medical expenses are primarily financed by the State or by the government. Even in developing countries, the private insurance companies through health insurance plans cover these medical expenses. Therefore modelling medical expenses is of great interest in health economics and particularly in health insurance. Length of stay (LOS) in hospitalization is one of the prominent variables which have a direct impact on medical expenses. It is also an indicator of hospital performance and a basic measure of patient's resource consumption (Berki et al., 1984) . Usually, it is a discrete random variable measured in days from the date of admission to hospital. Therefore, practitioners are always struggling in search of count distribution suitable for modeling LOS data. Typical characteristics possessed by LOS dataset are overdispersion, a high proportion of zero, right-skewed etc. Hence, the selection of appropriate count model for modeling LOS data help the decision maker to have proper budget allocation. More precisely, LOS is likely to be the outcome of covariates such as gender, patient age, nature of diseases, medical practices, and patient education status and many more.
Therefore, count regression model is useful for modelling LOS in the presence of covariate. Hence the purpose of this article is two-fold, first, we propose a new count model and discussed its distributional properties and secondly, we illustrate it's application in count regression modeling.
Classical models such as Poisson, geometric distribution are being frequently used count models, however, the restriction such as equality of mean and variance in Poisson model and the successive probabilities under a geometric model decrease by a constant factor makes the model for limited use.
Hence, in consequence, many attempts have been made to develop models less restrictive than Poisson, geometric etc., and possesses all these typical characteristics. Some useful count models studied in the statistical literature, includes the negative binomial (Bliss and Fisher, 1953) , generalized Poisson (Consul, 1989 ) and generalized negative binomial (see Cameron and Trivedi, 1998 among others). In addition to these, various methods have been employed to develop a new class of discrete distributions like mixed Poisson method (see Karlis and Xekalaki, 2005) 
k! , is the Gauss Hypergeometric function (see Abramowitz and Stegun, 1972) .
Later, Gupta and Ong (2004) 
α is a generalized Hypergeometric function. In all the above models, parameters to be estimated are at least three, which makes the estimation quite cumbersome. Hence, in this article, we introduce a two-parameter count distribution considered as an alternative to negative binomial distribution and suitable for count data. Moreover, distributional properties such as expectation, variance, generating function of the proposed model are also in closed form. Other motivation of the proposed model lies in the fact that the proposed distribution is monotonically decreasing, probabilities decrease with varying rate and reduces to geometric distribution with particular parametric value. Hence the proposed distribution will be the useful contribution in applied statistics for discrete data analysis.
For the sake of completeness, following details on Gauss Hypergeometric function are used throughout the article:
The Gauss Hypergeometric function is defined by
where, |z| < 1 nd a, b and c is real number and (q) n is the Pochhammer symbol defined as 1 for n = 0 and q(q + 1)(q + 2) . . . (q + n − 1) for n > 0. Using the identity (a) n+1 = a(a + 1) n , we have
and The PMF of proposed distribution is defined by following stochastic represen-
where, U(N ) is the discrete uniform distribution over support {0, 1, · · · , N } and N B is negative binomial distribution with parameters r > 0, 0 < p < 1 and x ∈ N 0 and is obtained in Theorem 1.
Theorem 1. Let X ∼ UN B(r, p) be a Uniform-negative binomial distribution as defined in (6) then pmf is given by
with r > 0, 0 < p < 1, p+q = 1 and 2 F 1 (a, b; c; z) is the Gauss Hypergeometric function.
Proof: We prove the theorem using definition of conditional probability law
which proves the theorem. Although the PMF (7) contains Gauss Hypergeometric function which is a series, one can compute probabilities for different x using following recurrence relation obtained by taking the ratio of probabilities at x + 1 and x, and is given as
Another recurrence relation having an elegant and simple representation ob-tained by using the relation Γ(a+j+1) Γ(a+1) = (a) k+1 a is derived as
For
. Hence it confirm that UN B(r, p) distribution have zero vertex unimodality. Probability plot for some parametric values are shown in Figure 1 .
Denoting p X (x; r, p) as PMF of UN B distribution with parameters r and p, then following recurrence relation holds true
Proof: Using recurrence relation of Gaussian Hypergeometric function given
putting a = 1, b = r + x , c = 2 + x and z = q in above recurrence relation and after simplification, we get
which proves the required result. (7) is given by
where Y ∼ N B(r, p).
Proof: Considering Y ∼ N B(r, p) and using definition of distribution function,
which proves the desired theorem.
Relation with existing distributions
Using the definition of Hurwitz Lerch Zeta (HLZ) function defined by 
Proof: Substituting r = 1 in (7), we have Proof: Using the fact that 2 F 1 (1, a; a; q) = (1 − q) −1 , substituting r = 2 in (7), we have
which is PMF of geometric rv. Hence UN B(r, p) can also be viewed as generalization of geometric distribution.
Proof: Assume p = 1 Q and q = P Q , gives Q − P = 1 and using condition rP = λ(finite), then (7) rewritten as
which is pmf of UP(λ) proposed by Gómez (2013).
Distribution Properties

Moment Generating Function
The moment generating function (mgf) of UN B(r, p) is given by
Note that using M X (t), probability generating function of UN B(r, p) distribution can also be obtained as
The raw moments of UN B(r, p) distribution can be obtained from mgf.
However, we use the stochastic representation of the UN B(r, p) distribution to compute the first two moments and variance.
Hence, the variance of UN B(r, p) distribution is given as
Further, the index of dispersion (ID) = V(X) E(X) = 1 + 4q 6p + rq 6p > 1 implies UN B(r, p) is always over dispersed.
Parameter estimation
In this Section, we discuss two popular methods of estimation namely Method of moments (MM) and Maximum Likelihood Estimation (MLE) for the estimation of the parameters for UN B(r, p) distribution.
Method of Moments
Let X 1 , X 2 , · · · , X n be a sample from a population with pdf or pmf f (x|θ 1 , · · · , θ k ).
Moment estimators are found by equating first k sample moments with corresponding k population moments, and solving the resulting system of simul-taneous equations. Thus moments estimator can be obtained by solving the following equation as
where m 1 and m 2 are first and second sample moments. Solving above system of equation for r and p, moment estimators obtained arê
andp =r 2m 1 +r (12)
Maximum Likelihood Estimation
The method of Maximum Likelihood Estimation is, by far, the most popular technique for deriving estimators. Suppose x = {x 1 , x 2 , · · · , x n } be a random sample of size n from the UN B(r, p) distribution with pmf (2). The likelihood function is given by
The log-likelihood function corresponding to (13) is obtained as
The ML Estimatesp of p andr of r, respectively, can be obtained by solving equations ∂ log L ∂p = 0, and ∂ log L ∂r = 0.
where
where ψ(r) = d dr Γ(r) is digamma function. As the above two equations are not in closed form and hence cannot be solved explicitly. So we make use of iterative technique to find the ML estimates of p and r numerically by using maxLik() function in R.
The second order partical derivatives are given as follows
where ψ (r) = ∂ ∂r ψ(r) is a trigamma function.
The expected Fisher information matrix is given as
which can be approximated and written as
wherer andp are the maximum likelihood estimators of r and p respectively.
Hence, when n is large and under some mild regularity conditions, we have
where " a ∼ " means approximately distributed, and J x −1 is the inverse of J x .
The above asymptotic normal distribution can be used to construct approximate confidence intervals for the parameters; that is, we have the asymptotic confidence intervalsr ∓z 1−α/2 se(r) andp∓z 1−α/2 se(p) for r and p respectively.
Here, se is the square root of the diagonal element of J x −1 corresponding to each parameter (i.e., the asymptotic standard error), and z (1−α/2) denotes the (1 − α/2) quantile of standard normal distribution.
Likelihood ratio test
As UN B(r, p) reduces to G(p) when r = 2 (see Result 2). These two distributions are nested therefore we can employ the likelihood ratio test criterion to test the following hypothesis:
H 0 : r = 2, sample is from geometric with parameter p
Writing Ξ = (r, p) the parametric space, the likelihood ratio test statistic is given by
where Ξ * is the restricted ML estimates under the null hypothesis H 0 and Ξ is the unrestricted ML estimate under alternative hypothesis H 1 . Under the null hypothesis H 0 , LR follows a chi-square distribution with one degree of freedom (df). Hence, at 5% level of significance the two sided critical region for this test is given by {LR : LR < 0.00098 ∩ LR > 5.02}. Thus there will be no evidence against the null hypothesis if 0.00098 < LR < 5.02, otherwise H 0 will be rejected.
Regression including Covariates
In count regression modeling, Poisson regression has been used frequently.
However, as indicated in beginning, if the response variation is greater than the response mean then Poisson regression model is not suitable. Such situation is very common in data such as insurance claim, health data etc. In these cases, Generalized Poisson regression model (see Consul and Femoye, 1992) , Negative binomial regression model (see Hilbe, 2007) , Generalized negative Binomial, Poisson-Inverse Gaussian, Uniform Poisson (Gómez, 2010) etc. In this section, we will discuss regression modeling by considering Uniform negative binomial distribution for response variable.
Let X be the response variable and y be associated s×1 vector of covariates.
We consider that the response variable X follow UN B distribution with mean µ(x). Furthermore, the mean of response variable linked with the explanatory variables by log linear form i.e. µ i = exp(βy i ) where β = (β 0 , β 1 , · · · , β s ) and y i = (1, y 1i , · · · , y si ). By replacing p with r 2µ i +r we obtain the re-parametrize PMF as
and the corresponding log-likelihood equation is given as
The normal equations with respect to parameters (r, β) are Table 3 . Further, we test H 0 : β k = 0 against H 1 : β k = 0, k = 0, 1, · · · , s.
We determine the significance of regression coefficients for all the three mod- regression model confirm the good fit than other two models. For testing the closeness of UN B regression model with other competitive models, we use likelihood ratio test proposed by Voung (1989) with test statistics given as
g(x i | Θ 2 ) 2 and p and g represent the PMF of UN B and other competitive model, respectively. Under null hypothesis, H 0 : E l U N B ( Θ 1 ) − l g ( Θ 2 ) = 0, against alternative hypothesis H 1 : E l U N B ( Θ 1 ) − l g ( Θ 2 ) = 0. Further Z is asymptotically normal distributed. The Voung test statistic value with corresponding p-values are given in Table 4 . In both the cases p-value are less than 0.05 (significance level at 5%). Hence we can strongly conclude that the proposed UN B regression model is preferred over other two competitive models. 
Final Comments
In this article we introduce a new discrete distribution for suitable for over 
