Drawing a sample can be costly or time consuming in some studies. However, it may be possible to rank the sampling units according to some baseline auxiliary covariates, which are easily obtainable, and/or cost efficient. Ranked set sampling (RSS) is a method to achieve this goal. In this paper, we propose a modified approach of the RSS method to allocate units into an experimental study that compares L groups. Computer simulation estimates the empirical nominal values and the empirical power values for the test procedure of comparing L different groups using modified RSS based on the regression approach in analysis of covariance (ANCOVA) models. A comparison to simple random sampling (SRS) is made to demonstrate efficiency. The results indicate that the required sample sizes for a given precision are smaller under RSS than under SRS. The modified RSS protocol was applied to an experimental study. The experimental study was designed to obtain a better understanding of the pathways by which positive experiences (i.e., goal completion) contribute to higher levels of happiness, well-being, and life satisfaction. The use of the RSS method resulted in a cost reduction associated with smaller sample size without losing the precision of the analysis.
Introduction
Sufficient funding and time is a frequent challenge for researchers attempting to draw accurate outcomes from the sample of the population under study. Therefore, the sampling design is a critical element of the research protocol (Sandelowski, 2000) . Some areas of research (such as: ecological, environmental, agricultural, and epidemiological studies) contain situations where the measurement of the response variable is costly or time consuming. However, other information such as an auxiliary covariate that is correlated to the variable of interest can be easily and economically obtained. The auxiliary covariate can be used to assist in selecting a more efficient sample and reduce the cost of the study (Chen et al., 2004) .
Ranked set sampling (RSS) was proposed by McIntyre (1952) and has been used extensively in environmental and ecological studies as an alternative method to simple random sampling (SRS). RSS was designed to estimate the mean with improved efficiency. When applying RSS, it is assumed that a sample from a population can be inexpensively and easily ordered by direct ranking methods such as visual inspection, or by indirect ranking methods based on an auxiliary covariate that is highly correlated with the variable of interest. Along with the outcome of interest, other information such as demographic and physiological characteristics (including age, gender, weight, and blood pressure measures) might be recorded. These are called "auxiliary covariates." Some of these auxiliary covariates can be highly correlated to the outcome of interest. Therefore, the information contained in covariates can assist in subject selection for the sample as well as to improve inference efficiency when comparing L groups (Chen et al., 2008) . Egger et al. (1985) suggested that hypothesis testing could be improved by incorporating baseline information into the model under study. Donner and Zou (2007) showed that the efficiency of treatment comparisons could be improved if highly correlated baseline measurements and outcome measurements were accounted for in the statistical analysis. proposed an approach of adjustment for auxiliary covariates to improve the inference of randomized clinical trials. Zhang et al. (2008) also proposed an approach to adjust for auxiliary covariates to improve the precision of estimating treatment effects and the general null hypothesis in the analysis of randomized clinical trials by using semi-parametric theory. All researchers showed that the use of auxiliary covariates related to the outcome of interest could improve efficiency.
The RSS technique is an efficient alternative to the SRS method in agricultural and environmental studies that can also be used as an efficient means to incorporate auxiliary information at the design stage of human studies (Samawi and Vogel, 2015) . RSS has gained attention and application in recent years by researchers conducting clinical studies who use available data from medical records that are correlated to the medical measure under consideration. RSS can be used by ranking the selected random sample according to the data in those medical records. Stokes (1977) introduced the use of RSS in the linear regression model. He showed that RSS would have been a better choice than SRS to estimate the population mean by modeling the relation between auxiliary variables and the variable of interest for the linear regression model. In addition, research shows that the RSS provides unbiased and more efficient parameter estimation as well as powerful testing compared to those based on SRS method (Samawi and Abu-Dayyeh, 2002) . Muttlak (1996) considered RSS for simple and multiple regression models. Under his model assumptions, no improvement made in estimating the parameters. Barreto and Barnett (1999) considered a simple linear regression model with replicated observations obtained from RSS. They considered a case where the dependent variable was normally distributed and ranking was assumed to be perfect. The estimators of slope and intercept parameters based on RSS were proven more efficient than the estimators based on SRS. Samawi and Ababneh (2001) used RSS, ranking only on the variable (X), to investigate the effect of RSS on regression analysis in general. They found RSS more efficient than SRS for estimating model parameters (Patil et al., 1993) . Samawi and Abu-Dayyeh (2002) demonstrated that extreme ranked set sampling also improved the performance of estimating the model parameters. Özdemir and Esin (2007) also examined the RSS method in the simple and the multiple linear regression model. They concluded that RSS provided a more efficient way to conduct a regression analysis. However, to assess the relation between the outcome (Y) and risk factors and/or covariates (X) in different groups, complex models such as multiple linear regression and analysis of variance (ANOVA) have received little attention (Muttlak, 1996) .
Consequently, the idea proposed in this paper is to improve inference when comparing groups by incorporating ranked auxiliary covariates that are correlated to the variable of interest. To use this method effectively, we have the additional assumption that the response variable is difficult and expensive to obtain. To implement this proposal, a random sampling process is applied to a large cohort by using an RSS technique based on inexpensive auxiliary covariates and correlated with the outcome of interest. We propose that our approach will provide a more precise estimator of the mean of the outcome of interest.
In the next section, we will focus on the use of RSS in more complex models to select sampling units and their assignment to L groups. The mean of the response variable for the groups will be estimated in analysis of covariance (ANCOVA) models.
Analysis of covariance (ANCOVA) using ranked set sampling (RSS)
We propose a parametric method for inference by using the multiple regression approach to the AN-COVA model to compare the means of L treatments. We will explore the properties of the ANCOVA under the modified RSS design.
The two purposes of the ANCOVA models are to increase the precision of comparisons between groups by accounting to variation on important auxiliary variables and to "adjust" comparisons between groups for imbalances in important auxiliary variables between these groups. For this to work properly, the choice of auxiliary covariates is important. There is no gain by using ANCOVA if a covariate has no relation to the response variable; therefore, we propose to use an auxiliary covariate that has high correlation to the response variable.
Modified RSS for ANCOVA model
Assume the sampling units drawn from the population can be economically ranked. For example, given experimental conditions, the procedure of selecting a RSS involves selecting simple random samples of subjects each of size m, where m is called a set size. The process of the modified RSS scheme is to allocate subjects to the L different groups as:
Step 1. Randomly select (L) independent sets each containing (m) subjects identified from a population or a cohort.
Step 2. Within each selected sample set, rank the subjects with respect to the auxiliary baseline covariate (X) which is correlated with the response variable (Y).
Step 3. From each set of selected subjects, the subject with minimum value of (X) will be selected for study. Different experimental conditions (L) will be assigned randomly to the selected subjects.
Step 4. The remaining L(m − 1) subjects from the selected set will not be selected for measurement of outcome (Y). Repeat Steps 1-3. However, in
Step 3, subjects with second minimum rank of the value of (X) will be selected for the study. The experimental conditions will be randomly assigned to the (L) selected subjects.
Step 5. The process will continue in the same way until the subjects with rank m of (X) values are selected and randomly assigned to one of the (L) experimental conditions.
The above process represents a single RSS cycle for each experimental condition. The total sample size of the selected subjects is Lmr. In term of notations, let X i(1)k , X i(2)k , X i(m)k , where i = 1, . . . , L experimental conditions, and k = 1, . . . , r cycles, denote a random sample of subjects of size Lmr based on the auxiliary variable (X). Then, X i( j)k is the j th ranked subject, from the i th experimental condition in the k th cycle. Therefore, 
where [ j] denote the imperfect j th ranking (ranking with errors with respect to the response variable Y). µ 0 is the overall mean, β 1 is the slope of (X), γ i is the i th experiment group, and ϵ i( j)k is the random error. In matrix notation, (2.1) can be written by
is the vector of L − 1 experiment groups effect, and ϵ is a vector of the random
where,
. . .
are experimental condition indicators. Therefore, the model (2.1) can be expressed as follows:
where ϵ i [ j] k is independent and normally distributed as
). Since model (2.2) contains an intercept then, the design matrix (X) has a column of ones and can be written as [I n , x ∼ ], and x ∼ denotes the centered observation (
In the next section, we will develop theoretical aspects needed to analyze the ranked based data in ANCOVA models.
Some asymptotic results of using the modified RSS
If subjects are selected into group i based on a RSS judgment, which then leads to the j th order statistics, the random variable
. The differences between the expected mean of order statistics and population mean play an important role in RSS method because σ
r be an independent random sample of size (r) of the j th order statistics in experimental group, then the sample mean isȲ [ j] 
/r. To show the asymptotic properties of the model's parameter estimates in the ANCOVA model, note that the k th moment for the ordered statistics exist if and only if the k th moment of the original population's outcome exists (Rohatgi and Ehsanes Saleh, 2001, p. 177) .
and finite fourth moment (µ 4[ j] ) where Y [ j] is the j th order statistics of a SRS of size m. Then the sample variance S
is a consistent estimator of the population variance σ
.
Proof: The proof is a consequence ofȲ [ j] P − → µ Y j by the WLLN , and since S
is an unbiased estimator and
Using the above results, we derive the estimator of the ANCOVA model parameters using the ranked auxiliary covariate to compare between L groups.
Estimating unknown parameters: weighted least squares estimation (WLS)
We can rewrite the model (2.2) as,
where
The method of ordinary least squares (OLS) is not recommended for estimation in this case because the variance of Y [ j] is not the same for all j's. Therefore, WLS method is recommended as an alternative to OLS when stabilizing variance. Given that, V(Y [ j] 
, let Σ be the variancecovariance matrix of Y R . The most common and straightforward weighting scheme is
is unknown, so the estimated weight is given by,ŵ j = 1/S Y [ j] . The diagonal of the estimated weighting coefficient matrix is denoted by W =Σ −1/2 and we rewrite model (2.6) as
The model in (2.7) can be written as,
where V = WY R , R = W M R and ϵ * = Wϵ R The vector of auxiliary covariates and group indicator (M) is assumed to be known and available for a finite number of parameters θ = (θ 1 , . . . , θ p−1 ) ′ , where p < n. We estimate the parameter θ by the valueθ that gives the best fit to the model. The WLS, denoted byθ, is that value of θ that minimizes the sum square of errors. Denote the squared length of an n-dimensional vector ϵ by ||ϵ * || 2 = ϵ * ′ ϵ. Then it is easy to see that in weighted least squares, we are minimizing,
To find the values of errors sum of squares (SSE), parameter estimator of θ includes the ranked auxiliary covariates effectsβ and treatment effectsγ, we will use the sweeping operator method.
Let C = W ′ W W ′ W, then for the reduced model,
For the full model,
and the estimated unknown parameters are given by,
where ) . The WLŜ β RSS andγ RSS are unbiased estimators for β and γ, respectively.
Proof: Applying Theorem 1, for the large sample size we can write the estimated weighted variancecovariance matrix W W ′ = Σ −1/2 , then we show that the expected value ofβ RSS is given by,
Now, since V(WY R ) = W ′ ΣW = I, the variances of the estimators of the unknown parameters are 
and under the null hypothesis H 0 :
Hence, under the null hypothesis SSR(Z R |X R ) approximately follows a chi-square distribution with L − 1 degrees of freedom.
For the fixed effect model (2.1), the hypothesis testing for treatment effects involve testing the hypotheses, H 0 :
which has approximately F-distribution with (L − 1, nL − p − L + 1) degrees of freedom.
Simulation study
A simulation study was conducted to investigate the performance of the modified RSS method when applied to L groups for comparison to SRS under ANCOVA. In this simulation study, the empirical nominal value (α) and the empirical power values are estimated for the modified RSS and compared to the SRS. The auxiliary covariate (X) is assumed to be a continuous variable, and it is ranked based on an order statistics method. For each group, samples were selected by set size of (m = 3, 4, and 5) units and cycles (k = 10 and 30). For accurate comparison, the samples of RSS and SRS, within each group were selected with the same sample sizes, (n = 30, 40, 50, 90, 120, and 150) , where n = Lmr. The level of significant was set at α = 0.05 is considered. Different correlation coefficients between the auxiliary covariate (X) and the variable of interest (Y) were set at (ρ ± 0.3, ± 0.5, ± 0.8). The differences in means between groups (d = 0, 0.3, 0.5, 0.8) were used for two experimental groups; however, the differences in means of (d 1 = 0, 0.3, 0.5, 0.8) and (d 2 = 0, 0.3, 1) were used for three experimental groups. The normal distribution is used in the simulation, with all simulations are based on 5,000 replicates. Table 1 presents the estimated probability of the type I error under the null hypothesis of no differences between the means of two groups, based on RSS and SRS. In general, both sampling techniques RSS and SRS give close estimates to the nominal value of α (α = 0.05) for all suggested set sizes, sample sizes, and correlation coefficient values. However, when using RSS in ANCOVA it is clear that the estimated nominal value is smaller than SRS for different sample sizes and different correlation coefficients. Table 2 shows the estimated empirical power under different alternative hypotheses when comparing two experimental groups. In general, these tables show that using RSS scheme is more powerful than using SRS method for all given correlation coefficients. The power also increases as the mean difference of the two groups (d), sample size, and correlation coefficient increases. However, the results are more powerful for positive correlation coefficients than the negative for both sampling schemes. Similarly, Table 3 shows the empirical nominal value of for the mean differences between three experimental groups, using RSS and SRS. In general, both sampling schemes of RSS and SRS give close estimates to the nominal value of (α = 0.05) for all suggested set sizes, sample sizes, and correlation coefficient values. However, results show that the nominal value (α) for the modified RSS is smaller than the SRS for different sample sizes and different correlation coefficients. Table 4 shows the empirical power under different alternative hypotheses when comparing three groups. Table 4 often shows that the use of a RSS scheme results in a more powerful testing procedure than the use of a SRS method for all given correlation coefficients. In addition, the power increases as the mean differences (d 1 , d 2 ), sample size, and correlation coefficient increases when using RSS in the regression model to compare the effect of the groups.
Finally, we include small scale simulation study to compare our proposed approach with the ordinary regression analysis using RSS. In the ordinary regression approach, the indicator variables used for the treatment groups variable (treatment group = 1, no treatment group = 0), and then the ordinary least square estimate (OLSE) method is used. Table 5 shows that our proposed approach adjusting for the probability of type I error (α = 0.05) while the OLSE regression approach failed to adjust for α This may be because the OLSE method assumes equal variances across all groups. However,
σ 2 for j = 1, 2, . . . , m. Therefore, our approach provides better analysis to control for α and improve the power when comparing treatment groups.
Boosting happiness and buttressing resilience: uplifting intervention designed by using ranked set sampling (RSS) approach
The following study was conducted to obtain a better understanding of the pathways by which positive experiences (i.e., goal completion) contribute to higher levels of happiness, well-being, and life satisfaction. Undergraduate students at Georgia Southern University were the study population for Approximately 250 undergraduate students at Georgia Southern University were recruited for the study. All participants over the age of 18 and enrolled in a psychology course, were eligible for the intervention experiment. In the first phase of data collection, the 250 recruited undergraduate students completed a short series of surveys that included: the demographic questionnaire and the Ryff psychological well-being scale-short form (RPWS-SF). The RPWS-SF is an 18-item measure of psychological well-being, defined as a state of contentment marked by self-acceptance, positive relations with others, autonomy, environmental mastery, purpose in life, and personal growth (Ryff, 1989) . Participants rate their agreement on each item on a 6-point ordinal scale, with responses ranging from strongly agree to strongly disagree. Total scores are summative and range from 18 to 108, with higher scores indicating greater levels psychological well-being. Participants were directed to an invitation page after completing the questionnaires and asked to participate in phase II of the study.
A total of 183 participants who expressed interest in completing the second phase of the study, served as the participant pool for phase II. The selection of participants for phase II was determined by variation in well-being score ranks, which was the baseline auxiliary covariate. There are only two experimental groups in the study (the gratitude-based emotional uplifting intervention group and the control group); therefore, only 60 students were selected for phase II based on the modified RSS protocol in Section 2. We select set size of RSS m = 3 because we have a small pool of students to select from to include in phase II in the study.
Selected participants for the gratitude-based emotional uplifting intervention group and the control group were asked to complete a questionnaire about their mood in order to measure positive and negative emotions (positive and negative affect schedule, PANAS). The PANAS is a brief, 20-item measure of positive and negative mood states. Respondents were asked to rate their current emotional state based upon 20-unique, emotional prompts. Participants were asked to rate their mood on a scale of 1 to a 100. Participants were asked to complete a narrative-based writing task after completing the first set. The writing task asked participants to reflect on personal experiences with goal completion/achievement.
After completing the second set of emotion questionnaires, individuals assigned to the emotional uplifting intervention group were asked to extend positive emotions through a gratitude-based task. This exercise helped individuals mindfully extend and enhance positive emotions associated with a goal completion/achievement. However, the second group of participants in the control group, were not directed to complete an assigned task and were asked to wait in a private room until the Research Assistant instructed them further. Completion of both tasks was expected to last approximately 20 minutes. All participants were asked to complete a series of self-report measures after completing one of the assigned tasks. These measures will include the PANAS, the coping self-efficacy scale (a valid measure of coping self-efficacy), the Connor-Davidson Resilience Scale (a valid measure of resilience), the Oxford Happiness Questionnaire (a valid measure of happiness), and a demographic form. It was expected that participants would be able to complete the entire process in approximately 70-75 minutes.
This experiment was designed to investigate the relations between positive experiences and contributing higher levels of happiness, well-being, and life satisfaction. The uplifting intervention strategy group was assessed by measuring the reported positive mood and compared with the control group. As an illustration to our proposed approach we focused on testing the hypothesis that "the increase in mood would be experienced more significantly in participants who were selected into the intervention group compared to the control group."
The comparison in the intervention groups was accomplished by using ANCOVA models. Out of the selected 60 students for the phase II intervention, 45 students (23 students in the uplifting group and 22 students in the control group) responded and completed the second set of questioners. For testing the hypothesis, a multiple regression approach in an ANCOVA model was used to investigate positive mood contribution in both the uplifting intervention group and the control group (Table 6 ). It would be concluded that there were highly significant differences in final positive mood between the intervention and the control groups, p-value = 0.0095. Note that, the expected increase of positive mood scores is about 210.16 for participants in the uplifting group (intervention group) compared to the control group. This indicates that the participants with higher total wellbeing scores had less benefit in getting a positive mood since the estimated coefficient of wellbeing scores total had a negative sign. This also indicates that using more structural sampling procedure (such as RSS) based on the wellbeing scores total was beneficial in this study since RSS balanced the disparity of this covariate in the two groups compared. However, characteristic covariates such as age, marital status, race, and academic class were not significant factors.
Moreover, with a sample size of 45 students, the estimated power for the analysis of covariance is 0.73. However, the estimates for the statistical power of analysis for a sample size of 60, 30 students in each group, is more than 0.8. Therefore, RSS is an effective methodology for subject selection to improve the outcome means comparisons of intervention groups with small sample sizes.
Concluding remarks
RSS has been applied to problems in ecological and environmental science as well as adopted for use in experimental and epidemiological applications. The work presented in this paper is to help frame a modified approach of RSS for an efficient application to experimental studies that can compare L groups.
RSS is beneficial, especially when the measurements of interest are expensive and/or not easy to obtain. Along with the experimental outcome, other information such as auxiliary covariates are highly correlated to the outcome of interest and can be used to estimate the population mean by reducing the required sample size. In addition to the previously discussed intensive literature this paper suggests that those baseline covariates can be used to improve the inference of intervention comparisons when the measures of interest outcome is difficult to obtain in terms of cost and time.
We proposed a modified RSS scheme to examine the treatment effects between two or more experimental groups that use one available auxiliary covariate known to be correlated with the variable of interest. Under the proposed protocol, subjects can be selected for an experimental study based on the ranked auxiliary covariate and randomly allocated into the experimental groups. Therefore, the modified RSS suggested in this paper is shown to be an effective approach to select more structured and representative samples based on the most available and cost efficient auxiliary covariates.
An ANCOVA model was proposed for making inferences with the use of continuous auxiliary covariate data. WLS was used to estimate the model's parameters when the observed values of variability differ over the predictor values of the ranked subjects, where weights are determined using the variance of the order statistics. Therefore, the WLS for the auxiliary covariate parameterβ RSS and the groups indicator variable's parameterγ RSS are unbiased estimators for the population estimators β and γ and have lower variances when compared to using SRS, respectively. However, the modi-fied RSS method proposed is a more powerful testing procedure to compare different groups using ANCOVA model than using SRS. The strength of this modified sampling scheme is that it is a costeffective method for some experimental studies. Section 4 illustrates the proposed modified RSS in an experimental study conducted by the Department of Psychology and the College of Public Health at Georgia Southern University. The method of the modified RSS was used to select subjects into the experimental study that were randomly assigned to a gratitude-based emotional uplifting intervention group and a control group.
In conclusion, the modified RSS is an effective methodology for subject selection to improve the comparison of intervention groups with small sample sizes. However, there is a significant limitation in the proposed sampling scheme as it may not be valid in clinical trials, where it is considered unethical to discard fully measured units (Samawi and Vogel, 2015) .
