In this paper, we establish the decompositions of Hardy-Morrey spaces in terms of atoms concentrated on dyadic cubes, which have the same cancellation properties of the classical Hardy spaces.
Introduction
The Hardy spaces substitute for the classical Lebesgue space L p (R n ) when (0 < p 1). The maximal characterizations of Hardy space were at large studied in [11] and references therein. The Hardy spaces which involve some delicate cancellation properties, are stable under the action of singular integral operators and have extensively applications to studying compensated compactness, PDEs or non-linear PDEs [2] . Morrey spaces describe local regularity more precisely than L p and cover L p spaces. In fact, L p = M p p ⊂ M p q for 1 q p < ∞. They are part of a larger class, Morrey-Campanato spaces L k q,λ . They also include Lipschitz spaces and BMO (the space of functions of bounded mean oscillation). Moreover, Morrey spaces can provide subtle improvements in regularity in elliptic boundary value problems and non-linear evolution equations, for example the Navier-Stokes equations.
The Besov-Morrey spaces N s pqr (1 q p < ∞, 1 r ∞, and s ∈ R) are originally introduced by H. Kozono and M. Yamazaki [5] to investigate time-local solutions of the Navier-Stokes equations with the initial data in the Besov-Morrey spaces. Later, A.L. Mazzucato [6, 7] studied the atomic and molecular decompositions. Y. Sawano and H. Tanaka [10] developed a theory of decompositions in the Besov-Morrey spaces N s pqr and the Triebel-Morrey spaces E s pqr with 0 < q p < ∞, 0 < r ∞, s ∈ R. Y. Sawano [9] characterize the Besov-Morrey spaces and the Triebel-Lizorkin-Morrey spaces in terms of wavelet.
In this paper, we introduce some new spaces, called Hardy-Morrey spaces H M p q (q 1), which generalize the classical Morrey spaces M p q (q > 1) and Hardy-spaces H p (p 1) [11] . After giving the maximal characterizations, we establish the atomic decompositions of Hardy-Morrey spaces.
Here we want to emphasize several aspects of Hardy-Morrey space. Firstly, in [6] and [7] , atoms and molecules of Besov-Morrey spaces, for 1 q p < ∞, s ∈ R, require more vanishing moments than those of Besov spaces, which raise some difficulties in studying the operators acting on them. Indeed, in her papers, the optimal choice for L is:
for the classical Besov spaces, which correspond to setting p = q. Here [x] is the Gauss function. In this paper, we establish the atomic decompositions of Hardy-Morrey spaces. We emphasize that they have the same cancellation properties of the classical Hardy spaces, which are quite important in the study of Naiver-Stokes equations and other non-linear PDE. Secondly, since the Morrey spaces describe local regularity more precisely than L p (also see Remark 3.6). Hence, to obtain our main results, we need more subtle analysis than those of E.M. Stein [11] for
for Besov-Morrey spaces [6] . We will study the compensated compactness [2] and further study the Navier-Stokes equations [12] on the frame of Hardy-Morry spaces elsewhere in future work. Definition 1.1. For p and q satisfying 0 < q p < ∞, the homogeneous Morrey spaces M p q , are defined as
B(x, R)
where B(x, R) is the closed ball of R n with center x and radius R.
is called a dyadic cube.
Remark 1.2. Note that:
(1.1) Definition 1.3. For 0 < q p < ∞, we say that f ∈ S /P belongs to the Hardy-Morrey space H M
Here, φ ∈ S(R n ) satisfies φ(x) dx = 1 and P is the set of all polynomials.
We will establish that different choices of admissible φ yield equivalent norms (see Section 2). 
following support, boundedness, and cancellation conditions are satisfied:
Here
is the Gauss function and 3Q is the cube concentric with Q of side-length 3l(Q ). for some C = C (n, p, q).
Unfortunately, we only prove that the sum (1.3) convergence in the sense of distributions, and it seems that it does not convergence in H M p q (see Remark 3.6). The paper is organized as follows. In Section 2 we give several equivalent maximal characterizations of Hardy-Morrey spaces. Section 3 is devoted to the study of the atomic decompositions of Hardy-Morrey spaces.
In this paper, we indicate dyadic cubes by Q or J . For a > 0, aQ and Q * are the cube concentric with Q of side-length al(Q ) and 2l(Q ) respectively. In addition, C stands for any immaterial constant, which will in general depend on n, p, q, but not on the scale j or location k on the dyadic grid.
Maximal characterization of H M p q
We first recall some definitions of several maximal functions, then we give several equivalences of characterizations of H M p q .
For φ ∈ S with φ(x) dx = 1, and any f ∈ S , we define the maximal function
and the "grand maximal function"
where F is a finite collection of seminorms on S and
We define the "nontangential" version of M φ , given by
We note the pointwise inequalities [11, p. 92 ]
The idea of the proof is based on [11, p. 92] . To complete it, we shall invoke the following lemma due to Fefferman and Stein (Lemma 1 of [4] ) which will be used constantly.
Lemma 2.2.
There is a constant C > 0 such that, for any measurable functions on R n , φ 0 and f ,
for all 1 < r < ∞, and
We recall the maximal function associated with cones of aperture a, given by
Once we accept that the above Lemma 2.3 is true, Lemma 2.1 can be proved by the following inequality [11, p. 93] 
Proof of Lemma 2.3. For a fixed dyadic J , we first introduce the following inequality
Let χ E denote the characteristic function of the set E. The above inequality hints that
From (2.3), the inequality (2.6) is obtained by the following
Now we continue to prove Lemma 2.3. If setting
From the inequalities (2.6) and (2.7), it follows that
The above inequalities mean that Lemma 2.3 is true. 2
Proof. For any fixed positive number λ > 0, let (2.8) where F c = R n − F , and for any s ∈ (0, min(p, q)),
where
(2.10)
The inequality (2.9) can be found in [11, p. 96] . Next, to prove (2.8), by the inequality (2.1) and Lemma 2.1, we consider
This means that if λ is sufficiently large, (2.8) is true. Now the lemma follows by the fact that
, and that . In fact, this conclusion can be proved similar to [11, p. 97] , and here we omit the details.
Combining (2.1), Lemmas 2.1 and 2.4, we obtain 
The proof of this lemma is standard and so we omit the details.
We note that whenever f ∈ H M p q and φ ∈ S, then 
So the assertion of Remark 2.6 can be obtained by the fact Φ t * f ∈ C ∞ . 2
The atomic decomposition of H M p q
In this section, we study the atomic characterization of H M p q , i.e., our main theorem. We first start with two useful propositions.
Here s p,q is defined as in (1.2) and χ Q = |Q | −1/p χ Q .
Proof. Fixed a dyadic cube J , by q-triangle inequality, we have
Fixed a dyadic cube J and an integer k ∈ N, we define Q J by the unique cube such that J ⊂ Q and l Q = 2
By summing up (3.1) and (3.2), Proposition 3.1 is obtained by the following
is a sequence of local integrable function on R n , then
where the constant C is independent of { f j } ∞ j=0 . Lemma 3.2 is given in [13] . Now we introduce the following important lemma and proposition which will be used frequently.
Lemma 3.3. Assume that s p,q < ∞, for a fixed dyadic cube J , we have an important estimate
Proof. The proof of this lemma need more subtle analysis.
Let s p,q < ∞, we split the sum
here x Q is the lower left corner of the dyadic cube Q .
By translation and scaling we can assume that
n , it is enough to prove that
We first estimate f 3 . We write
To estimate the term f 31 , we set
Note that we have a two-sided pointwise estimates
Hence it follows that
Therefore, for the term I 31 , when k < M, and N > M (this means that l Q is large), we know that the number #{Q dyadic: Q k ⊂ Q * , l Q = 2 − j } is finite. Thus it follows that
For the term II 31 , going through an argument similar to the proof of (3.3), we have
From (3.5)-(3.7), we deduce that
To estimate f 32 , as an analogue of (3.5), we consider
The estimate of II 32 is similar to (3.7). For the term I 32 , by the definition of s p,q , we can choose N large enough, such that for N > M (this means that l Q is small), Similarly, we can show 
Therefore, we have for λ > n/q Q : dyadic (3.12) and J Q : dyadic
Here C depends on n, A, λ and the maximal function M A is defined as in (2.10).
Proof. The important inequality (3.11) can be found in [3] .
The inequality (3.12) can be deduced from (3.11), Lemma 3.2 and Proposition 3.1. In fact, we choose A satisfying
Now we prove (3.13). For a fixed dyadic cube J , (2.2) implies that
Summing over j, we get the inequality (3.13). 2 Proof of Our Main Theorem. In the rest of this section, for simplicity, we use the notations 
where L [n(1/q − 1)] and Q * = 2Q .
We prove the first part of our main theorem. When the sum (1.3) is finite, the first part can be obtained as follows: fixed a dyadic cube J , by the fact q 1 and (3.14), using (3.3) and (3.12), we have 
For every φ ∈ C ∞ 0 , we can choose N large enough, such that supp f 2 ∩ supp φ = ∅. To complete the proof, it is enough to show that f 3 → 0 in the sense of distributions as N → ∞. 
Combining the above inequalities with (3.3) and Lemma 3.3, we obtain (3.16). Now we turn to prove the converse. We will prove it for Hardy spaces with adaptation to the Hardy-Morrey spaces. The key tool that makes this possible is Proposition 3.4 and a variant of the Calderon-Zygmund decomposition. 
consider the finite-dimensional subspace H k,d of polynomials of degree L. Let P k be the orthogonal projection operator on the subspaces 
Hence the inequality (3.18) follows. 2
Remark. An argument similar to the above proof works and we have 
Observe first that b 
