We review and extend the description of ultradifferentiable functions by their almost analytic extensions, i.e., extensions to the complex domain with specific vanishing rate of the ∂-derivative near the real domain. We work in a general uniform framework which comprises the main classical ultradifferentiable classes but also allows to treat unions and intersections of such. The second part of the paper is devoted to applications in microlocal analysis. The ultradifferentiable wave front set is defined in this general setting and characterized in terms of almost analytic extensions and of the FBI transform. This allows to extend its definition to ultradifferentiable manifolds. We also discuss ultradifferentiable versions of the elliptic regularity theorem and obtain a general quasianalytic Holmgren uniqueness theorem.
domain such that ∂F (z) has a certain growth rate as z approaches the real domain. It is well-known that this growth rate encodes regularity properties of f .
In this article we review and extend the characterization of ultradifferentiable function classes by their almost analytic extensions. The almost analytic description of Denjoy-Carleman classes goes back to Dynkin [13] . For the non-quasianalytic classes introduced by Beurling [4] and Björck [5] the characterization was proved by Petzsche and Vogt [29] .
We introduce a uniform approach which generalizes all mentioned results. Our characterization theorems work under very weak conditions, in particular, we need not assume non-quasianalyticity. This is achieved by refining the extension method of Dynkin following the ideas of [33, 34] and combining it with the description of ultradifferentiable classes by weight matrices which was introduced in [31] .
In the special case of Beurling-Björck classes we even obtain a complete characterization of the classes which admit a description by almost analytic extension: these are precisely the classes that are stable by composition.
In the second part of the paper we apply these results to microlocal analysis. More precisely, we deal with the ultradifferentiable wavefront set. The wave front set was introduced in the smooth case by Hörmander and in the analytic category by Sato as a refinement of the singular support. In [17] Hörmander introduced the ultradifferentiable wave front set with respect to Denjoy-Carleman classes given by weight sequences. In particular he gave an alternative definition of the analytic wavefront set by the Fourier transform, in contrast to Sato's approach using holomorphic extensions. Bony [9] showed that the definitions of Sato, Hörmander and the one of Bros-Iagolnitzer [11] using the FBI transform describe the same set. The first author [15] showed that the theorem of Dynkin can be used to prove a version of Bony's Theorem for the ultradifferentiable wavefront set in the case of Denjoy-Carleman classes.
On the other hand Albanese-Jornet-Oliaro [1] defined the ultradifferentiable wave front set for Beurling-Björk classes and proved a microlocal elliptic regularity theorem. Our aim is to unify and generalize these results.
We begin by recalling and extending the definition of the ultradifferentiable wave front set to classes given by weight matrices. We characterize it in terms of almost analytic extensions as well as in terms of the FBI transform. In the last section of the article we discuss ultradifferentiable versions of the elliptic regularity theorem and obtain a general quasianalytic Holmgren uniqueness theorem.
1.1. Almost analytic extensions. Let h : (0, ∞) → (0, 1] be an increasing continuous function which tends to 0 as t → 0. Let ρ > 0. Let U ⊆ R n be a bounded open set. We say that a function f : U → R admits an (h, ρ)-almost analytic extension if there is a function F ∈ C 1 c (C n ) and a constant C ≥ 1 such that F | U = f and |∂F (z)| ≤ C h(ρd(z, U )), for z ∈ C n .
Here d(z, U ) := inf x∈U |x − z| denotes the distance of z to U . A vector valued function f = (f 1 , . . . , f m ) : U → R m admits an (h, ρ)-almost analytic extension if each component f j does. We wish to emphasize that functions that admit almost analytic extension have good stability properties: Proposition 1.1. Suppose that f : U → R has an (h, ρ)-almost analytic extension and g : V → U has a (k, σ)-almost analytic extension. Then f • g admits a (max{h, k}, max{Cρ, σ})-almost analytic extension, where the constant C equals the Lipschitz constant of the extension of g.
Proof. Let F and G denote the respective extensions. Then
Since G ∈ C 1 c , we have d(G(z), G(V )) ≤ Lip(G) d(z, V ). The assertion follows.
Notice that stability under inverse/implicit functions and solving ODEs follows in a similar way; we refer to [13] .
Let M = (M k ) be a positive sequence. For ρ > 0 we consider the Banach space The following theorem is due to Dynkin [13] . Our goal is to extend this result to the Beurling case and to the classes of Beurling and Björck which were equivalently described by Braun, Meise, and Taylor [10] . These classes are defined in terms of a weight function ω. By a weight function we mean a continuous increasing function ω : [0, ∞) → [0, ∞) with ω(0) = 0 and lim t→∞ ω(t) = ∞ that satisfies ω(2t) = O(ω(t)) as t → ∞, cf. [10] or [31] . In that case we say that ω is non-quasianalytic and it makes sense to set
where D(U ) denotes the space of smooth functions with compact support in U . There is the following result due to [29] . Here U is an open subset of C such that U = U ∩ R and ω ⋆ (t) = sup s≥0 (ω(s) − st).
In [29] the almost analytic extensions were obtained by an explicit formula suggested by Mather based on the Fourier transform. That proof does not work for quasianalytic classes. Remark 1.4. In [29] the assumption (1.5) is not made. This condition is important for the equivalence of the classes E [ω] with the classes originally introduced by Beurling and Björck using the Fourier transform; cf. [10] .
We will prove results which generalize both Theorem 1.2 and Theorem 1.3 and which work also in the quasianalytic setting. Our most general results are formulated and proved for ultradifferentiable classes defined by weight matrices; see Theorem 3.2 and Theorem 3.4. We give full details in the proofs, since Dynkin's papers seem not to be widely known.
For classes described by weight functions we obtain a complete characterization:
Let ω be a weight function satisfying ω(t) = o(t) as t → ∞. The following are equivalent.
(1) E {ω} can be described by almost analytic extensions.
(2) E (ω) can be described by almost analytic extensions.
(3) E {ω} is stable under composition. This follows from the much more comprehensive Theorem 4.8 in which also the precise meaning of (1) and (2) is explained. See also Theorem 4.9 for our new version of Theorem 1.3.
A widely used family of ultradifferentiable classes which falls into this framework is the scale of Gevrey classes
note that G 1 = C ω .
1.2.
Applications to microlocal analysis. The uniform approach to ultradifferentiable classes by imposing growth conditions in terms of weight matrices provides us with a general framework to treat the ultradifferentiable wave front sets for distributions u ∈ D ′ . Our setting comprises and generalizes the wave front sets WF [M] of Hörmander [19] for weight sequences M and WF [ω] of Albanese, Jornet, and Oliaro [1] for weight functions ω.
In Section 5 we develop the basic properties trying to impose minimal assumptions on the weights.
As an application of the description of ultradifferentiable classes by almost analytic extensions we obtain in Section 6 a characterization of the ultradifferentiable wave front set by almost analytic extensions; see Corollary 6.3. This description allows us to show that the ultradifferentiable wave front set is compatible with pullbacks by mappings of the corresponding ultradifferentiable class and hence the definition of the wave front set can be extended to ultradifferentiable manifolds; see Theorem 6.4. Furthermore, we obtain a general ultradifferentiable version of Bony's theorem, that is a characterization of the ultradifferentiable wave front set not only by almost analytic extensions but also in terms of the FBI transform; see Theorem 6.6.
In the particular case of a weight function the latter takes the following form.
Theorem 1.6. Let ω be a concave weight function satisfying ω(t) = o(t) as t → ∞. Let u ∈ D ′ (Ω) and (x 0 , ξ 0 ) ∈ T * Ω \ {0}. Then (1) (x 0 , ξ 0 ) / ∈ WF {ω} u if and only if there exist a test function ψ ∈ D(Ω) with ψ ≡ 1 near x 0 , a conic neighborhood U × Γ of (x 0 , ξ 0 ), and a constant γ > 0 such that sup
We refer to Section 6.3 for the definition of the generalized FBI transform F. In the last Section 7 we investigate ultradifferentiable versions of the elliptic regularity theorem. Our most general result is Theorem 7.1 which is formulated for classes defined by weight matrices. It comprises the versions of Hörmander [20] for weight sequences M and of Albanese, Jornet, and Oliaro [1] for weight functions ω as special cases. The proof follows closely the approach of Hörmander. As a corollary we obtain a general version of Holmgren's uniqueness theorem; see Theorem 7.10.
Notice that in the Beurling case we must in general assume that the coefficients of the linear operator are strictly more regular than the wave front set in question, just as in [1] ; Hörmander only considers operators with analytic coefficients. There are however circumstances when the operator can be as regular as the wave front set (both in the case of a single weight sequence and of a weight function); see Section 7.2. In particular, this occurs in the setting considered in [1] , whence our result Theorem 7.7 actually strengthens [1, Theorem 4.1] .
A further interesting corollary of Theorem 7.1 is the following. We are interested in the intersection of all non-quasianalytic Gevrey classes
this is a non-quasianalytic function class, cf. [31] .
That Theorem 1.7 follows from Theorem 7.1 will be proved in Section 7.2.
Weights and ultradifferentiable classes
2.1. Weight sequences. Let µ = (µ k ) be a positive increasing sequence, 1 = µ 0 ≤ µ 1 ≤ µ 2 ≤ · · · . We associate the sequences M = (M k ) and m = (m k ) defined by
We say that M has moderate growth if there exists C > 0 such that M j+k ≤ C j+k M j M k for all j, k ∈ N, or equivalently,
we refer to [33, Lemma 2.2] for a proof and further equivalent conditions. (For real valued functions f and g we write f g if f ≤ Cg for some positive constant C.) Two weight sequences M and N are said to be equivalent if there is a constant
is bounded (resp. tends to 0). Remark 2.1. Note that µ uniquely determines M and m, and vice versa. In analogy we shall use ν ↔ N ↔ n, σ ↔ S ↔ s, etc. That µ is increasing means precisely that M is logarithmically convex (log-convex for short). Log-convexity of m is a stronger condition: if m is log-convex we shall say that M is strongly log-convex. Lemma 2.2 (Properties of weight sequences). Let 1 = µ 0 ≤ µ 1 ≤ µ 2 ≤ · · · . Then:
(2.4)
Proof. This is straightforward to check.
2.2.
Functions associated with weight sequences. There are a few functions which one naturally associates with a weight sequence; cf. [26] , [23] , [12] . Let m = (m k ) be a positive sequence satisfying m 0 = 1 and m 1/k k → ∞. We have already introduced the function h m in (1.1). Furthermore, we need Γ m (t) := min{k : h m (t) = m k t k }, t > 0, (2.6) and, provided that m k+1 /m k → ∞,
The next lemma is immediate from the definitions, cf. (1) h m is increasing, continuous, and positive for t > 0. For large t we have h m (t) = 1.
It will be crucial to also have an "upper bound for Γ in terms of Γ". The next lemma provides a sufficient condition for this. 
Then, for all t > 0,
We also consider the function
which is increasing, convex in log t, and zero for sufficiently small t > 0. The log-convex minorant m of m is given by
, k ∈ N.
In particular, m is log-convex if and only if m = m. 
We say that M and N are R-equivalent (resp. B-equivalent ) if M{ }N{ }M (resp. M( )N( )M) and simply equivalent if they are both R-and B-equivalent. For a weight matrix M we consider the corresponding Roumieu class 
k0 . Since M is totally ordered, M ≤ M k0 =: L and the claim is proved.
Case 3: Assume sup M k0 ∈ M k0 for some k 0 . For each k choose a strictly increasing sequence M n k in M k such that M n k → sup M k as n → ∞. For each k and each n choose L = L(k, n) ∈ M such that L k = M n k . This gives a countable subfamily L ⊆ M. By construction, for given k 0 we clearly find L ∈ L such that
The Beurling case is analogous (replacing sup by inf).
The corresponding local classes are defined by
We say that a weight matrix M is quasianalytic if each M ∈ M is quasianalytic. For a quasianalytic M the class B [M] (U ) is quasianalytic in the sense that it cannot contain non-trivial elements with compact support. It is easy to see that in the Roumieu case B {M} (U ) also the converse is true. In the Beurling case the class B (M) (U ) is quasianalytic if and only if there exists a quasianalytic M ∈ M; this follows from [39, Proposition 4.7] . In that case we may remove all non-quasianalytic sequences from M without altering the class (thanks to the total order, see (3)). 
Moreover, M is called regular if it is both R-and B-regular. We say that a weight matrix M is R-semiregular (resp. B-semiregular ) if it satisfies (0) and (1) (resp. (3)), and M is called semiregular if it is both R-and B-semiregular. Occasionally, we will also use [semiregular] (or [regular]) and mean that the weight matrix in question is assumed to be R-or B-semiregular (R-or B-regular) depending on the case that is considered.
Let us discuss the relations among the conditions in this definition. Suppose that M is an R-semiregular weight matrix. Then the following three conditions are gradually weaker:
Indeed, that (1) implies (2) follows from Lemma 2.4; in Example 2.8 we shall see that (1) is strictly stronger than (2) . And that (2) [32] .
Similarly, if M is a B-semiregular weight matrix, then the following three conditions are gradually weaker: The conditions 2.6(2) and 2.6(4) are a minimal requirement (aside from semiregularity) for our proofs of Theorem 3.2 and Theorem 3.4 to work.
Additionally, we wish to emphasize that (1) holds if and only if M is R-equivalent to a weight matrix which consists of nothing but strongly log-convex weight sequences. In the same way (4) holds if and only if M is B-equivalent to a weight matrix which consists of nothing but strongly log-convex weight sequences. See (1) They satisfy (2.9).
(2) If two sequences M ′ and N ′ satisfy (2.8) (with a possibly different constant), then either M is not equivalent to M ′ or N is not equivalent to N ′ .
Proof. Let a j , j ≥ 1, be integers satisfying a 1 := 1, a j+1 ≥ max{a 2 j , a j + 3} for all j ≥ 1, and b j , j ≥ 1, positive numbers such that
We define µ 0 := 1 and for k ≥ 1
Let c j , j ≥ 1, be positive numbers such that
Define ν 0 := 1 and for j ≥ 1
(1) The various definitions imply that
(2) If M ′ and N ′ satisfy (2.8) and
Clearly, this property is violated by the constructed sequences (to see this replace j by a j and k by a j+1 − 1).
(3) It is easy to see that µ k /k ≤ ν k /k for all k. That µ k /k → ∞ as k → ∞ follows from b j ≥ j aj+1 . This shows all assertions since µ k /k → ∞ implies m 1/k k → ∞; cf. the arguments given in [31] before Lemma 2.13.
The constructed sequences M and N are not log-convex, but since m For later use we also show the following. Theorem 2.9. Let M be a weight matrix satisfying m
Proof. Let us first assume that M consists of a single weight sequence M. In the Roumieu case the statement follows easily from the proof of [19, Proposition 8.4.1] ; it is enough that M is a positive sequence with m
Then the sequence N k :
The general case follows immediately.
2.5. Whitney ultrajets. Let E be a compact subset of R n . We denote by J ∞ (E) the vector space of all jets F = (F α ) α∈N n ∈ C 0 (E, R) N n on E. For a ∈ E and p ∈ N we associate the Taylor polynomial
Let us denote by j ∞ E the mapping which assigns to a C ∞ -function f on R n the jet
Conversely, if a jet F ∈ J ∞ (E) has this property, then it admits a C ∞ -extension to R n , by Whitney's extension theorem [43] 2.6. Quasiconvex domains. Let D(R n ) be the collection of all non-empty bounded open subsets U ⊆ R n that are quasiconvex, i.e., any two points x, y ∈ U can be joined by a rectifiable path in U of length ≤ C|x − y|, for some constant C independent of x, y. It follows easily that the closure of each U ∈ D(R n ) is quasiconvex as well, in fact, any two points x, y in the boundary of U can be joined by a rectifiable path of length ≤ C|x − y| (with possibly a larger constant) which lies in U except the endpoints.
Proof. That the extension f α exists (and is unique) follows from the mean value theorem, since all first order derivatives of f (α) are uniformly bounded on U . Since E = U is quasiconvex, (f α ) is a Whitney jet of class C ∞ and hence extends to a smooth function on R n ; cf. [30, Proposition 1.10] . That (f α ) ∈ B [M] (E) follows from [30, Lemma 10.1] (which is only formulated for Roumieu classes, but its proof also shows the Beurling case).
Ultradifferentiable classes by almost analytic extensions
3.1. Characterization theorems. Before we formulate the main theorems of this section, we need one additional definition. Since any open subset of R n can be exhausted by relatively compact sets in D(R n ) (indeed, connected finite unions of balls belong to D(R n )) we immediately get a characterization of local classes. Again the following is immediate.
Remark 3.6. In the case that M consists only of a single weight sequence, Theorem 3.2 reduces to a slight generalization of Dynkin's original result [13] . In fact, Dynkin's assumption that µ k /k is increasing implies 2.6(2) with n = m.
If the assumption 2.6(2) is replaced by 2.7(1) which is strictly stronger, by Example 2.8, then one can use [35, Corollary 9] and the result of Dynkin to get Theorem 3.2.
3.2.
Proofs of Theorem 3.2 and Theorem 3.4. The arguments in this section are essentially due to Dynkin [13] . First we recall the Bochner-Martinelli formula. In the standard Wirtinger notation
where ω is the (n, n − 1)-form ( dζ j means that dζ j is omitted) Proof. Let F be an (h m , ρ)-almost analytic extension of f . Since F has compact support, Theorem 3.7 implies
By differentiating under the integral sign it is easy to check that f :
By Faà di Bruno's formula and the Leibniz rule, we get
The assertions follow.
Then there exist C, D > 0 (resp. for each D there exists C) such that for all a 1 , a 2 ∈ E, z ∈ C n , and α ∈ N n with |α| ≤ j,
From this the assertion follows easily; cf. [12, Proposition 10] .
A crucial ingredient in the subsequent construction consists of the so-called regularized distance. Given a closed set E ⊆ R n , the distance function z → d(z, E) is far from being smooth. But it is possible to construct a smoothened version of the distance, having essentially the same properties.
The following lemma is well-known. 
(3.1)
Proof. By Lemma 3.11, there is a Borel measurable map z →ẑ such that
, is Borel measurable and locally bounded. Indeed,
Let ψ ∈ C ∞ (C) be a non-negative, rotationally invariant function satisfying ψ dL 2 = 1 such that Ψ(z) := ψ(z 1 ) · · · ψ(z n ) has support in the unit ball in C n . Define
Here δ is the regularized distance for E ⊆ C n ∼ = R 2n from Proposition 3.10 and c 2 is chosen as in 3.10(1). If we do not specify the domain of integration, as above, it should be understood as C n . It is not hard to see that
Then for all j ∈ N, a ∈ E, and z = x + iy ∈ C n ,
We will write F = (F α ) α ; this should not cause too much confusion with the function F . We will prove the following two claims from which the theorem follows easily:
Let us first show (1). Using Proposition 3.10, it is not hard to see that
which follows from the Cauchy integral formula,
Hence, by choosing z 0 =ẑ,
By (3.9), for all j ∈ N,
where K denotes a generic constant. Now
We estimate the summands separately. So fix some arbitrary z ∈ C n \ E, take ζ ∈ B(z, d(z)/2) and set j + 1 := Γ n (12nC 0 C 1 d(z)).
Since |ẑ − ζ| + |ẑ −ζ| ≤ 9d(z), (3.4) and the definition of j + 1 give
By (3.1), (3.7), and Lemma 2.
. Thus (using that there are k+n−1 n−1
Combining the estimates, we get
By (3.2) and the definition of h n , we have
Thus claim (1) is proved. Let us show (2) . To this end we prove that for all j ∈ N, α = (α 1 , α 2 ) ∈ N n × N n with |α| ≤ j, z ∈ C n , and a ∈ E,
This implies (2): First of all it implies that all F α are continuous on C n . If a ∈ E and z ∈ C n \ E, then, for j > |α|, where e i denotes the i-th standard unit vector in R n ,
by (3.12 ) and the fact that
In particular, it suffices to show (3.12) for a =ẑ, since |ẑ − a| ≤ 3|z − a|. The estimates for
we may conclude with (3.10) for z 0 =ẑ and (3.9) that 
Hence f is (M)-almost analytically extendable. The converse follows from Proposition 3.8.
3.3.
A stronger result. Assume that M is a strongly log-convex (i.e. µ k /k is increasing) weight sequence such that m
Theorem 3.13. Let M be a strongly log-convex weight sequence with m
Proof. Use [24, Lemma 6] (or Lemma 7.5 below) and the Roumieu result.
We do not know if a similar statement holds in the general case.
Applications to classes defined by weight functions
In this section we fully characterize when the classes B {ω} and B (ω) admit a description by almost analytic extensions. It turns out that this feature is equivalent to several other pertinent properties of the classes.
First we recall the description by associated weight matrices.
4.1.
Weight functions and the associated weight matrix. Two weight functions ω and σ are said to be equivalent if ω(t) = O(σ(t)) and σ(t) = O(ω(t)) as t → ∞. For each weight function ω there is an equivalent weight functionω such that ω(t) =ω(t) for large t > 0 andω| [0,1] = 0. It is thus no restriction to assume that ω| [0,1] = 0 when necessary. For weight functions ω and σ we have (1) Each W x is a weight sequence (in the sense of Section 2.1). Let ω be a weight function and let W = {W x } x>0 be the associated weight matrix. Then, as locally convex spaces, 
The weight matrix S :
Only the regularity of S was not yet observed in [35] . Notice that w x j+1 ≤ C j w y j for all j implies w x j+1 ≤ C j w y j for all j which is clear by the properties of the log-convex minorant, since ω (C j w y j )j (t) = ω w y (t/C) and hence (C j w y Let ω be a weight function satisfying ω(t) = o(t) as t → ∞. The weight matrix W associated with ω is always semiregular. If additionally ω is equivalent to a concave weight function, then W is equivalent to a regular weight matrix.
We will now prove a version of almost analytic extension in the Beurling case B (ω) for strong weight functions ω which is stronger than provided by the general Theorem 3.4. Recall that a weight function ω is called strong if
Evidently, a strong weight function ω is non-quasianalytic. In fact, (4.3) is equivalent to the validity of the Whitney extension theorem in the classes B [ω] ; see [6] . Moreover, a strong weight function ω is equivalent to a concave weight function and satisfies ω(t) = o(t) as t → ∞; cf. [34] . This stronger results depends on [6, Lemma 4.4] which should be compared with Lemma 7.6 and Remark 7.8 below. Let ω be a strong weight function and let W be the associated weight
Proof The arguments in [6, Theorem 4.5] show that there exists a convex function h 0 :
We may apply [6, Lemma 4.4] which yields a strong weight function σ such that ω(t) = o(σ(t)) and σ(t) = o(h(t)). Hence g ≤ h 0 = h * * 0 ≤ (σ(e t )) * + A for some constant A > 0, whence f ∈ B {σ} (U ). Since σ is equivalent to a concave weight function, there is a regular weight matrix S such that B [σ] = B [S] . Theorem 3.2 implies that there is an extension F ∈ C 1 c (C n ) of f and some S ∈ S and C, ρ > 0 such that
Since ω(t) If ω is a strong weight function, then the extension of f ∈ B (ω) (U ) in (2) may be taken independent of S ∈ S and ρ > 0, as in Theorem 4.7.
Notice that the conditions in the theorem are furthermore equivalent to stability of the class B [ω] under inverse/implicit functions and solving ODEs and, in terms of the associated weight matrix W, to
For the Beurling case notice that for any given S ∈ S and ρ > 0 we know that g has an (h s , ρ)-almost analytic extension G and f has an (h s , ρ/ Lip(G))almost analytic extension F . Hence, by Proposition
The equivalence of the conditions (3)-(10) was proved in [35] ; for partial results see also [28, Lemma 1] , [14] and [32] .
That (5) implies (11) and (12) is a consequence of Lemma 2.4 and Proposition 4.5.
The implications (11) ⇒ (1) and (12) ⇒ (2) follow from Theorem 3.2 and Theorem 3.4, respectively.
The supplement follows from Theorem 4.7.
In the next theorem we make the connection to Theorem 1.3 of [29] . (4.5)
(
If ω is a strong weight function, then the extension F in (2) may be taken independent of ρ > 0.
Proof. Let W be the associated weight matrix of ω. For each M ∈ W there exists a constant C ≥ 1 such that
for all t > 0; see [34, Corollary 3.11] .
Here ω m (t) = − log h m (1/t), cf. (2.10). By Corollary 4.6, there is a regular weight matrix S which is equivalent to W. Hence for each S ∈ S there exists C ≥ 1 such that (4.6) holds with ω m replaced by ω s . In view of Theorem 4.8 the theorem follows easily.
The ultradifferentiable wave front set
In this section we define and study the wave front set for ultradifferentiable classes given by weight matrices. This extends the results of Hörmander [17] who considered only Roumieu classes defined by a single weight sequence. In particular we observe that our definition coincides with the one of Albanese-Jornet-Oliaro [1] in the case that the classes are given by a weight function. We will follow primarily the presentation given in [19, section 8.4-8.6] .
In this section weight matrices are just assumed to be R-or B-semiregular. In Section 6 below we will present stronger results for R-and B-regular matrices.
From now on Ω denotes a non-empty open set in R n and we shall write E(Ω) := C ∞ (Ω) from time to time. We will use D j := −i∂ j . There exist smooth cut-off functions χ N with support in |x − x 0 | ≤ 2r, equal 1 when |x − x 0 | < r, and satisfying
cf. the proof of [19, Proposition 8.4.2] . Then the sequence u N := χ N u is bounded in E ′ (Ω) and, thanks to (2.5) and Lemma 2.2(1), satisfies, for |α| = N ,
for some constant C 2 . This easily implies (5.1).
For the converse recall that, since (u N ) N is bounded in E ′ (Ω), the Banach-Steinhaus theorem implies that there are constants C, µ > 0 such that
In V we have D α u(x) = (2π) −n R n e ixξ ξ α u N (ξ) dξ for N = |α| + n + 1, since then (5.1) implies that ξ α u N is integrable. Estimating the integrals over |ξ| ≤ Q N √ M N and |ξ| ≥ Q N √ M N separately, using (5.3) and (5.1), we conclude This coincides with the definition given in [1] thanks to Theorem 4.3; see also [31] . For the weight sequence (k!) k (resp. the weight function t → t) we get the analytic wave front set also denoted by WF A u.
Notice that, in Definition 5.2, M is deliberately an arbitrary weight matrix, since occasionally we want to compare WF {M} u with WF (M) u. Most of the time we will assume semiregularity of the particular type.
The distributions u N in Definition 5.2 can be chosen of the form χ N u where χ N is a bounded sequence of test functions as shown by the next lemma. 
5)
then χ N u is bounded in E ′,µ and there are M ′ ∈ M and Q, C > 0 such that It is not hard to see that there exist χ N which satisfy (5.5); cf. (5.2). We emphasize that in (2) the sequences M α are not assumed to be weight sequence in the sense of Section 2.1 (and do not belong to M).
Proof. The proof of (1) follows closely the arguments in [19, Lemma 8.4.4 ] with the only difference that here we have to deal with more than just one weight sequence; we provide details for later reference.
The boundedness of χ N u is evident. Let x 0 ∈ K, ξ 0 ∈ F \ {0} and choose V , Γ and u N according to Definition 5.2. Obviously, if supp χ N ⊆ V , then χ N u = χ N u N . By assumption, u N satisfies (5.3) and (5.4) in Γ for some M ′ ∈ M and Q > 0. For convenience we set ℓ = µ + n + 1. Observe that, for η ∈ R n and k ≥ 0,
Together with (5.5) we get, for k ≤ N ,
This implies that, for all N ,
for some C > 0. We have χ N u(ξ) = (2π) −n χ N (η) u N (ξ − η) dη. Let 0 < c < 1 and consider the integrals over |η| ≤ c|ξ| and |η| ≥ c|ξ| separately. Since |η| ≥ c|ξ| implies |ξ − η| ≤ (1 + c −1 )|η|, we find with (5.3) (cf. [19, (8 
is a closed cone, then we can choose c such that η ∈ Γ if ξ ∈ Γ 1 and |ξ − η| ≤ c|ξ|. In this case |η| ≥ (1 − c)|ξ|. Combining all this we obtain
In view of (5.4) and (5.7) we have sup ξ∈Γ1 |ξ| N χ N u(ξ) ≤ Ch N M ′′ N for some M ′′ ∈ M and some constants C, h > 0. Since ξ ∈ F \ {0} was chosen arbitrarily, we see that F can be covered by a finite number of conic neighborhoods like Γ 1 and therefore (5.6) is proven for F and supp χ N ⊆ U , where U is a small enough neighborhood of x 0 . But K is compact and x 0 was also chosen arbitrarily. Hence K can be covered by finitely many set U j in which (5.6) holds. Now let χ N ∈ D(K) satisfy (5.5). As in the proof [19, Lemma 8.4.4] we can choose a partition of unity χ j,N ∈ D(U j ) for each N and each χ j,N satisfies (5.5) with M α independent of j. Then (5.5) holds also for λ j,N = χ j,N χ N . The statement follows since j λ j,N = χ N .
For part (2) observe that the proof of (5.7) remains unchanged and then the condition {M α }{✁)M easily implies the statement.
The basic features of the ultradifferentiable wave front set are collected in the following proposition (cf. [19] and [1] ). (1) WF [M] u is a closed and conic subset of T * Ω \ {0}.
All these properties also hold for WF [ω] u, in particular,
Proof. The proof of (1)-(5) is straightforward. Then (L ′′ k ) 1/k is increasing and L ′′ ≥ L. For M ∈ M and ε > 0 there exists j 0 such that (1) We have If g is of slow growth, then lim Γr ∋ε→0 g(·, ε) exists in the sense of distributions. We call this limit the boundary value b Γ g of g. We recall the content of [19, Lemma 8.4.9 and Lemma 8.4.10]: I 0 is an even entire function such that for every ε > 0 we have
There is a constant C > 0 such that
The function K is analytic in the connected open set
For any closed cone Γ ⊆X such that z, z is never ≤ 0 for z ∈ Γ\{0} there is some c > 0 such that K(z) = O(e −c|z| ) as z → ∞ in Γ. We have for real x and y |K(x + iy)| ≤ K(iy) = (n − 1)!(2π) −n (1 − |y|) −n (1 + O(1 − |y|)), as |y| ր 1.
The following theorem is a generalization of [19, Theorem 8.4.11] .
Theorem 5.7. If u ∈ S ′ (R n ) and U = K * u, then U is analytic in X and there exist C, a, b such that
The boundary values U (· + iω) are continuous functions of ω ∈ S n−1 with values in S ′ (R n ), and
On the other hand, if U is given satisfying (5.10), then the formula (5.11) defines a distribution u ∈ S ′ with U = K * u. For all [semiregular] weight matrices M we have
This follows from a straightforward modification of the proof in [19] using [semiregularity] of M. The same applies to the following corollary.
Corollary 5.8. Let Γ 1 , . . . Γ N ⊆ R n \{0} be closed cones such that j Γ j = R n \{0}. Any u ∈ S ′ (R n ) can be written u = u j , where u j ∈ S ′ and
The next theorem generalizes [19, Theorem 8.4.15] ; it suffices to follow the arguments in [19] ; recall that Γ • := {ξ ∈ R n : y, ξ ≥ 0 for all y ∈ Γ} denotes the dual cone of Γ. 
Since E [M] is stable by pullback with real analytic mappings, see Theorem 2.9, we can follow the proof of [19, Theorem 8.5 .1] to obtain the following statement. Here
is the set of normals of F .
Remark 5.12. If the map F in Theorem 5.11 is a real analytic diffeomorphism then for all distributions u ∈ D ′ (Ω 2 )
Hence the ultradifferentiable wave front set can be defined for distributions on real analytic manifolds.
The following result can be proved in analogy to [ 
where K is the linear operator with kernel K. 
is an (h m , Q)-almost analytic function of slow growth, i.e., there exist c, k > 0 such that
where Q 1 is a constant independent of N . We set
and recall from [19, 8.4 .8] that the estimate (6.3) yields
Here |Y 0 | 1 = n j=0 |Y 0,j |. For N ≥ k we have (see e.g. [15] )
If Y 0 ξ < 0 we know from [19, p. 285 ] that the first and third integral above can be estimated by
Since F is (h m , Q)-almost analytic, the second integral is estimated by (cf. [15] )
where Q 1 is a suitable constant. We set u N = ϕ k+N −1 u and observe that there are an open conic neighborhood V of ξ 0 and a constant γ > 0 such that Y 0 ξ ≤ −γ|ξ| for all ξ ∈ V . For such ξ we conclude (using e −γ|ξ| ≤ N !(γ|ξ|) −N ) 6.2. Invariance by pullback with ultradifferentiable mappings. We are now ready to show that the ultradifferentiable wave front set is compatible with the pullback by ultradifferentiable mappings. As a consequence the ultradifferentiable wave front set can be defined for distributions on ultradifferentiable manifolds.
Here
Proof. First assume that u is [M]-almost analytically extendable into an open convex cone Γ. By Theorem 6.2,
We can write (see [19, page 296])
Let Φ ∈ E(Ω 2 × Γ r ) be an (h m , Q)-almost analytic function such that u = b Γ Φ. Let X 1 ⊆ Ω 1 be a relatively compact quasiconvex neighborhood of x 0 and denote by F ∈ E(X 1 × R n , Ω 2 × R n ) an (h n , ρ)-almost analytic extension of F , which exists by Theorem 3.2 and Theorem 3.4. Since h m ≤ h n if M ≤ N and since h m is increasing, we can assume that M = N and Q = ρ. Let h ∈ R n and F ′ (x 0 )h ∈ Γ. Then
where X 0 is a small neighborhood of x 0 . From the proof of the existence of the boundary value of an almost analytic function (see e.g. [15] , for the special case of boundary values of holomorphic functions see [19] ) we observe that the map By assumption, F ′ (x) T η = 0 when (F (x), η) ∈ WF [M] u for x ∈ F −1 (V ). Hence we can assume that F ′ (x) T η = 0 for η ∈ Γ • j \ {0} for all j = 1, . . . , d and x ∈ F −1 (V ), since in the proof of Corollary 6.3 the cones Γ j can be chosen such that the set Γ • j ∩ S n−1 has small measure and Γ • j ∩ WF [M] u| F (x) = ∅ for x ∈ V . By the arguments above we have for a smaller neighborhood V 0 of x 0 that 
Hence by continuity
F * u = lim ε→0 Φ F (· + iεh) in D ′ (X 0 ). Now Φ • F is (h m ,F * u| V0 = N j=1 F * u j | V0 and WF [M] (F * u j )| x0 ⊆ (x 0 , F ′ (x 0 ) T η) : η ∈ Γ • j \{0} for all j = 1, . . . , d. How- ever, since η 0 Γ j < 0 it follows that (x 0 , F ′ (x 0 ) T η 0 ) / ∈ WF [M] (F * u j ) and therefore (x 0 , F ′ (x 0 ) T η 0 ) / ∈ WF [M] (F * u).
6.
3. An ultradifferentiable version of Bony's theorem. Bony [9] showed that the analytic wave front can be described either by the Fourier transform, by holomorphic extensions, or by the FBI transform. The latter can be viewed as a nonlinear version of the Fourier transform and was introduced by [11] . We use here the generalized FBI transform defined by [3] as
where p is a real homogeneous positive elliptic polynomial of degree 2k and c −1 p := e −p(x) dx, i.e., c|x| 2k ≤ p(x) ≤ C|x| 2k for constants 0 < c < C. (2) (x 0 , ξ 0 ) / ∈ WF (M) u if and only if there exist a test function ψ ∈ D(Ω) with ψ ≡ 1 near x 0 , a conic neighborhood U × Γ of (x 0 , ξ 0 ) such that (6.6) is satisfied for all weight sequences M ∈ M and all γ > 0.
Note that Theorem 1.6 is a direct consequence, since a weight function ω and the associated weight matrix W = {W x } x>0 satisfy Proof. First let (x 0 , ξ 0 ) / ∈ WF [M] u. W.l.o.g. we can assume that x 0 = 0. Suppose that u is locally the boundary value of an (h m , ρ)-almost analytic function F ∈ E(V × Γ δ ), i.e. u| V = b Γ F , where V is a neighborhood of the origin and ξ 0 Γ < 0 is an open convex cone. We assume that this holds either for some M ∈ M and some ρ > 0 or for all M ∈ M and all ρ > 0, depending on the case we treat. We will show that this implies (6.6) for the same M and either some γ > 0 or all γ > 0, respectively. By Corollary 6.3, one direction of the theorem follows.
Choose r > 0 such that B 2r = {x : |x| < 2r} ⋐ V and let ψ ∈ D(B 2r ) be such that ψ| Br ≡ 1. Take v ∈ Γ δ and define
As in the proof of [3, Theorem 4.2] we put z = x + iy, ψ(z) = ψ(x), and
for some λ > 0 to be determined later, and consider the n-form e Q(t,ξ,z) ψ(z)F (z) dz 1 ∧ · · · ∧ dz n .
Stokes' theorem implies
B2r 
Hence for λ small enough
We conclude that there are constants γ 1 , C 1 > 0 such that
We recall that 2.6(0) implies that ω M (t) = O(t) as t → ∞ (cf. e.g. [23] , [7] , or [31] ). Hence there are constants γ 1 , C 1 > 0 such that, for all ρ > 0,
For
If x ∈ supp(∂ψ/∂z j ) then |x| ≥ r. Therefore, for |t| ≤ r/2 and λ small enough, there is a constant γ 2 > 0 such that
Hence, for all ρ > 0,
By (6.9), we have for a generic constant C 3 > 0 and all k ∈ N
and thus
In the Roumieu case this holds for some M ∈ M and some ρ > 0, in the Beurling case for all M ∈ M and all ρ > 0. Since the appearing constants do not depend on τ , we may conclude (6.6) in view of (6.7) and (6.8) .
Let us now prove the converse implication. Fix (x 0 = 0, ξ 0 ) and assume that (6.6) holds either for some M ∈ M and some γ > 0 or for all M ∈ M and all γ > 0. We will prove that (0, ξ 0 ) / ∈ WF [M] v where v = ψu. We invoke the inversion formula for the FBI transform [3] v = lim ε→∞ R n ×R n e iξ(x−t) e −ε|ξ| 2 Fv(t, ξ)|ξ| n 2k dtdξ.
Let v ε (z) denote the above integral for x replaced by z ∈ C n . Then v ε (z) in an entire function which we split as v ε (z) = v ε
for certain constants a, A and B to be determined. Following [2] we see that v ε 2 , v ε 3 , and v ε 4 converge to holomorphic functions in a neighborhood of the origin as ε → 0. It remains to look at v ε 1 . Suppose that a is small enough such that B a ⊆ U . Let C j , 1 ≤ j ≤ N , be open acute cones such that R n = N j=1 C j and the intersection C j ∩ C k has measure zero for j = k. We may assume that ξ 0 ∈ C 1 , C 1 ⊆ Γ, and ξ 0 / ∈ C j for j > 1. In particular, by (6.6) we have on R n × iΓ j thanks to (6.11) . Similarly we define
The functions f ε 1 , ε > 0, extend to entire functions, whereas f 1 is smooth, by (6.10), since e −ωM is rapidly decreasing. This decrease also shows that f ε 1 converges uniformly to f 1 in a neighborhood of 0, since
by the monotone convergence theorem. Moreover, 
(V ) and f j holomorphic on V + iΓ j for j = 2, . . . , N . This completes the proof, by Corollary 5.10.
Elliptic regularity
The smooth elliptic regularity theorem, cf. [19, Theorem 8.3.1] , states that a linear differential operator P with smooth coefficients satisfies
In particular, if P is elliptic then it is microhypoelliptic, i.e., WF P u = WF u. Analogous results hold in the analytic category (see [36] ). Recall that
is the characteristic set of P = |α|≤m a α (x)D α with principal symbol P m (x, ξ) = |α|=m a α (x)ξ α . In the ultradifferentiable case an elliptic regularity theorem was proven in [17] for Roumieu classes given by weight sequences and operators with real analytic coefficients. In [1] an elliptic regularity theorem was obtained for operators with ultradifferentiable coefficients of type E [ω] .
In this section we prove an elliptic regularity theorem in the general setting of ultradifferentiable classes defined by weight matrices. As [1] we follow the pattern of proof of [17] and we try to find the weakest possible conditions on the weights. The results of [17] and [1] follow as special cases of our theorem. 7.1. The ultradifferentiable elliptic regularity theorem. We will need a condition with generalizes moderate growth of a sequence:
Note that this is the "Roumieu variant" which will be sufficient for our purpose.
Recall that for an R-semiregular weight matrix condition 2.7(3) is equivalent to
Let us point out that the weight matrix W associated with a weight function ω always satisfies (7.1) (see Theorem 7.1. Let M be an R-semiregular weight matrix that satisfies (7.1) and (7.2) and P (x, D) = |α|≤m a α (x)D α a linear partial differential operator with E {M} (Ω)-coefficients. Then we have the following statements.
(1) If L is a R-semiregular weight matrix such that M{ }L then
for all u ∈ D ′ (Ω). If P is elliptic, then WF (L) u = WF (L) P u.
Proof. It suffices to show that (x 0 , ξ 0 ) / ∈ WF [L] P u ∪ Char P for ξ 0 = 0 implies (x 0 , ξ 0 ) / ∈ WF [L] u. Therefore we can assume that there are a compact neighborhood K of x 0 and a closed conic neighborhood V of ξ 0 such that the principal symbol
By [20, Theorem 1.4.2] there is a sequence (λ N ) ⊆ D(K) with λ N | U ≡ 1 on some fixed neighborhood U of x 0 such that for all α ∈ N n there are constants C α , h α > 0 such that
for |β| ≤ N = 1, 2, . . . where R = R 1 + · · · + R m and R j |ξ| j is a differential operator of order ≤ j with E {M} -coefficients which are homogeneous of degree 0 in ξ if x ∈ K and ξ ∈ V . A formal solution of (7.6) would be w = ∞ k=0 R k λ 2N , but this series may diverge in general and we cannot consider derivatives of λ 2N of arbitrary high order. Hence we set
Therefore
We obtain
Lemma 7.2. There exist M ∈ M, h > 0, and constant C > 0 (only depending on R, M, h and the sequence (λ N ) N ) such that, if j = j 1 + · · · + j k and j + |β| ≤ 2N , then
Proof. Since both sides of (7.8) are homogeneous of degree −j in ξ ∈ V it suffices to prove the lemma for |ξ| = 1. The set R ⊆ E {M} (K) of all coefficients of the operators R 1 , . . . , R m is finite. Hence there are constants h and C and a weight sequence M ∈ M such that
Thus the assertion is a consequence of the next lemma.
Lemma 7.3. Let K ⊆ Ω be compact, (λ N ) N ⊆ D(K) a sequence satisfying (7.5) and a 1 , . . . , a j−1 ∈ R. Then there exist M ∈ M and C, h > 0 (independent of N ) such that
Proof. By (7.5) and (2.5), for each q > 0 and each M ∈ M there exists C ′ ≥ 1 such that
The left-hand side of (7.10) is a sum of terms of the form (D α1 a 1 ) · · · (D αj−1 a j−1 )D αj λ 2N for |α 1 | + · · · + |α j | = j. If C k1,...,kj is the number of terms with |α 1 | = k 1 , . . . , |α j | = k j , then, thanks to (7.5), (7.9), and (7.2), there exists M ′ ∈ M such that the left-hand side of (7.10) is bounded by
As noted in [1] and [19, p. 308 ] one has C k1,...,kj
The lemma follows.
We use Lemma 7.2 to estimate the terms on the right-hand side of (7.7) for ξ ∈ V , where |ξ| is large. We begin with the second term II := u, e −i ·,ξ ρ N (·, ξ) .
Since u is of finite order, say µ, near K, there is a constant C u that only depends on K and u such that for all ψ ∈ D(Ω) with supp ψ ⊆ K we have
Note that supp x ρ N (·, ξ) ⊆ K for all ξ ∈ V and N ∈ N. Thence
for ξ ∈ V with |ξ| ≥ 1 and N ∈ N. There are at most 2 N terms in ρ N and each term can be estimated by (7.8) 
(7.14)
The first term I := P u, e −i ·,ξ P −1 m (·, ξ)w N (·, ξ) in (7.7) is more difficult to estimate. For N > m, |β| ≤ N and ξ ∈ V with |ξ| > M 
Now set f = P u and recall that by assumption WF {L} f ∩ (K × V ) = ∅. By Lemma 5.3, we find a sequence (f N ) N which is bounded in E ′,µ , equals f in some neighborhood of K, and there exist L ∈ L and Q > 0 such that
In analogy with (5.8) we find, for 0 < c < 1,
By (7.16) , if N > n + µ + m, then
Together with (7.17) and (7.15) , and since N √ M N is increasing, we conclude that
where we used the fact that there is a constant q 0 such that M 1/N N ≤ q 0 L 1/N N . Now setting N * = N + n + µ + m and v N = u N * we may conclude from (7.14) and (7.18 ) that there exist L ∈ L and h > 0 such that
The boundedness of the sequence (v N ) N in E ′,µ implies an estimate analogous to (5.3) and hence we have
This completes the proof of (1).
(2) Let us treat the Beurling case. The assumption M{✁)L and (7.13) yield that (7.14) holds for all L ∈ L and all h > 0. Moreover, f = P u now satisfies WF (L) f ∩ (K × V ) = ∅, by assumption, and hence (7.17) holds for all L ∈ L and all Q > 0. Together with M{✁)L this allows us to finish the proof in analogy to the Roumieu case in (1).
7.2.
Stronger versions in special cases. As a special case of (7.3) we obtain
for any P with E {M} -coefficients, where M satisfies the assumptions of Theorem 7.1. We do not know if an analogous statement holds in this generality in the Beurling case, but we have two important partial results Theorem 7.4 and Theorem 7.7.
Theorem 7.4. Let M be a strongly log-convex weight sequence of moderate growth with m 1/k k → ∞ and P (x, D) = |α|≤m a α (x)D α a linear partial differential operator with E (M) -coefficients. Then
If P is elliptic, then WF (M) u = WF (M) P u.
Proof. As in the proof of Theorem 7.1 we fix a compact K ⊆ Ω. Let
Then L ✁ M. By Lemma 7.5 below, there exists a strongly log-convex weight sequence of moderate growth M ′ such that L ≤ M ′ ✁ M. Thus we may apply (the proof of) Theorem 7.1(2) and the statement follows. Notice that c k := µ k /λ k , where µ k := M k /M k−1 ,λ k :=L k /L k−1 , is increasing. Then 9 M k = 9 µ 1 9 µ 2 · · · 9 µ k , 9 M 0 := 1 with 
since c k and µ k /k are increasing. It follows that 9 M has moderate growth.
We get a similar result for concave weight functions which is a strengthened version of [1, Theorem 4.1] with operator and wave front set of the same Beurling class. It depends crucially on the following lemma.
We recall that a weight function ω is equivalent to a concave weight function if and only if ∃C ≥ 1 ∃t 1 > 0 ∀t ≥ t 1 ∀λ ≥ 1 : ω(λt) λt ≤ C ω(t) t ; (7.21) see Theorem 4.8. Proof. Note that (7.21) can be reformulated as follows and extend ω 1 to [0, t 1 ] in such a way that ω 1 : [0, ∞) → [0, ∞) is continuous, increasing, surjective and such that ω(t) = o(t) as t → ∞; that this is possible follows from the fact that ω(t) = O(ω 1 (t)) and ω 1 (t) = O(ω(t)) as t → ∞ which is a consequence of (7.22). By definition ω 1 (t)/t is decreasing for t ≥ t 1 . Moreover, ω 1 (t) = o(h(t)) as t → ∞. We define σ : [0, ∞) → [0, ∞) and 0 = t 0 < t 1 < t 2 < · · · → ∞ as follows: If t j with odd j is already chosen, take t j+1 > t j to be the smallest solution of tjω 1 (t j ) = (j + 2)t 1 ω 1 (t) which exists since ω 1 (t)/t → 0 as t → ∞. If t j with even j is already chosen, choose t j+1 > t j such that max
for all t ≥ t j+1 . (7.23) This is possible since ω(t) = o(t) and ω 1 (t) = o(h(t)) as t → ∞. Now set σ(t) := jω 1 (t) if t ∈ [t j−1 , t j ) and j ≥ 1 is odd, (j − 1)tω 1 (t j−1 )/t j−1 if t ∈ [t j−1 , t j ) and j ≥ 1 is even.
Then σ is continuous, increasing, and surjective.
That ω 1 (t) = o(σ(t)) as t → ∞ follows easily from the fact that ω 1 (t)/t is decreasing for t ≥ t 1 .
Observe that for each odd j we have σ(t) ≤ (j + 2)ω 1 (t) for all t ∈ [t j , t j+2 ], by the choice of t j+1 . Together with (7.23) this implies σ(t) = o(t) and σ(t) = o(h(t)) as t → ∞.
By construction σ(t)/t is decreasing for t ≥ t 1 . This completes the proof.
Theorem 7.7. Let ω be a concave weight function and let P (x, D) = |α|≤m a α (x)D α be a linear partial differential operator with E (ω) -coefficients. Then WF (ω) u ⊆ WF (ω) P u ∪ Char P, u ∈ D ′ .
If P is elliptic, then WF (ω) u = WF (ω) P u.
Proof. Let L be the sequence defined in the proof of Theorem 7.4. We may proceed as in the proof of Theorem 4.7 which is based on [6, Theorem 4.5] and obtain a function h : [0, ∞) → [0, ∞) such that ω(t) = o(h(t)) as t → ∞. Then Lemma 7.6 provides a 'weight' function σ such that ω(t) = o(σ(t)) and σ(t) = o(h(t)) as t → ∞. As in the proof of Theorem 4.7 we conclude that a α | K ∈ B {σ} (K). Since σ is equivalent to a concave 'weight' function, we may apply (the proof of) Theorem 7.1(2) and Theorem 4.8.
Remark 7.8. We remark that formally σ is not a weight function, since it is not clear that t → σ(e t ) is convex (see (1.5) ). But this is not needed in this context, since the properties of σ suffice to guarantee that the associated weight matrix satisfies (7.1) and ( Remark 7.9. If we modify the proof of Theorem 7.1 following the lines of [15] , then we obtain (7.3) for distributions u ∈ D ′ (Ω, C ν ), where P is a square matrix of partial differential operators with ultradifferentiable coefficients. 7.3. Holmgren's uniqueness theorem. Kawai [37] and Hörmander [17] separately showed that the elliptic regularity theorem can be used to prove Holmgren's uniqueness theorem [16] . This scheme of proof was applied by the first author [15] to extend Holmgren's uniqueness theorem to operators with coefficients in quasianalytic Roumieu classes defined by regular weight sequences of moderate growth. The only other ingredient necessary for the proof was an appropriate version of Theorem 5.15.
The same proof gives the following.
Theorem 7.10. Let M be a quasianalytic R-semiregular weight matrix that satisfies (7.1) and (7.2). Let P be a linear partial differential operator with coefficients in E {M} (Ω). If X is a C 1 -hypersurface in Ω that is non-characteristic at x 0 and u ∈ D ′ (Ω) a solution of P u = 0 that vanishes on one side of X near x 0 , then u ≡ 0 in a full neighborhood of x 0 .
In particular, this theorem applies to operators with E {ω} -coefficients for concave quasianalytic weight functions ω. (Note that the Beurling version of the theorem follows trivially but is of no interest, since we always have E (M) ⊆ E {M} ). In Section 7.4 we give an example of a concave weight function ω 0 such that E {ω0} is not included in E {G} . Hence Theorem 7.10 applies to a wider class of operators than the quasianalytic Holmgren theorem given in [15] (in fact a class E {M} with regular M of moderate growth is contained in some Gevrey class, see [27] ).
Therefore we can also extend the quasianalytic versions given in [15] of the generalizations and applications of the analytic Holmgren theorem given by Bony [8] , Hörmander [18] , Sjöstrand [40] and Zachmanoglou [44] ; in fact, the assumption (7.2) guarantees that the classes are stable by solving ordinary differential equations (with parameters), see [32] . 7.4. Quasianalytic classes transversal to all Gevrey classes. We give here examples of quasianalytic classes that are not contained in E {G} , but satisfy many of the regularity properties discussed before. More precisely:
(1) We will construct a quasianalytic strongly log-convex weight sequence Q which is derivation-closed and satisfies q 1/k k → ∞ such that E {Q} E {G} . (2) We will show that ω Q is a weight function equivalent to a concave quasianalytic weight function and E {ωQ} E {G} .
Note that Q cannot be of moderate growth (cf. [27] ).
We are going to define Q by Q 0 = 1 and Q k = k! k j=1 ρ j for k ≥ 1 and a suitable sequence ρ = (ρ k ) k to be constructed. In order to define ρ accordingly we need three more auxiliary sequences (α j ) j , (β j ) j ⊆ N and (τ j ) j ⊆ R which will be chosen iteratively. Let α 1 = τ 1 = 1. If α j and τ j , j ≥ 1, are already chosen, we pick β j ∈ N such that β j ≥ e τj α j , (7.24) and set α j+1 := (β j − 1)β j 2 and τ j+1 := e αj+1 . (7.25)
Clearly, α 1 < β 1 < α 2 < β 2 < α 3 < · · · . We define
if k ∈ B j := {k ∈ N : β j ≤ k < α j+1 }.
By construction, ρ k is increasing and hence Q is strongly log-convex. We also have ρ k → ∞ and hence q 1/k k → ∞, by the arguments in [31, p. 104 ]. The sequence Q is derivation-closed, since ρ k ≤ e k for all k.
In order to see that Q is quasianalytic we have to show that However, by (7.25),
and hence q 1/αj+1 αj+1 /a s j+1 is unbounded for all s. This ends the proof of (1). The function ω Q (t) = sup k log(t k /Q k ) satisfies ω Q | [0,1] = 0, since Q 0 = Q 1 = 1. Furthermore, cf. [26, Chapitre I] , ω Q is increasing and satisfies (1.4) and (1.5). The arguments in the proof of the implication (4) ⇒ (5) in [7, Lemma 12] show that also (1.3) holds (in fact, ω Q (t) = o(t) as t → ∞). By [22, Lemma 3.4] , ω Q is equivalent to a concave weight function. Hence ω Q is a weight function that is equivalent to a concave weight function. By [23, Lemma 4.1] , ω Q is quasianalytic, since Q is quasianalytic. We have E {ωQ} E {G} , since B {Q} (K) ⊆ B {ωQ} (K) for any compact set K ⊆ R n .
