An underlying assumption for collaborative studies is that the analyte variation among test samples of the material (i.e., matrix and analyte concentration combination) under study has a negligible influence on the estimates of precision for the method. This assumption is expected to be fulfilled when the material under study is prepared (i.e., thoroughly mixed) such that the analyte is distributed uniformly throughout the matrix. Statistical design and Intra-class correlation analysis procedures are proposed to assess the similarity or agreement among analytical results among-and within-containers for single and multiple occasions of use (e.g., collaborative and proficiency studies).
Background
Method performance is usually described by two circumstances of replication: repeatability and reproducibility. Repeatability measures how well an analyst can check himself on the same test sample under the same conditions, while reproducibility measures how well an analyst in one laboratory can check the results of another analyst in another laboratory using the same test sample but under different conditions. For these two precision indicators to be reliable measures of method performance, the analyte variation among test samples should not contribute appreciably to the variation of the analytical results. In collaborative studies, laboratories are provided with the same test material (i.e., matrix and analyte concentration combination) to minimize variation. To provide some assurance that the test portions that are used in such studies reflect the same level of analyte, the material is mixed, using a given ″Good Laboratory Practice Procedure,″ a specified amount of time or until the analyte is thought to express a satisfactory degree of homogeneity. Until now, there has been no objective procedure that provided a rational basis for decision criteria used in evaluating the homogeneity of an analyte within a matrix.
Several authors have proposed procedures to indicate when homogeneity has been achieved for an analyte within a given matrix. For example, Thompson and Wood [1] proposed a procedure #1#% +06'40#6+10#.
#RRGPFKZ ' 1/# 2TQITCO /CPWCN ,CPWCT[ 2 where, for a given analyte, duplicate analyses are to be made using test portions obtained from each of 12 containers of a given material. Analyte homogeneity was assumed to have been achieved if the ratio of the standard deviation (STD) reflecting the component for variation among containers of a prepared material to a reference method STD is less than 0.3. Yee [2] proposed a procedure whereby, for a given analyte, the material would be accepted as homogeneous if the test sample coefficient of variation (CV) is less than the true CV defined as the lower confidence limit on a specified acceptable limit CV. In addition, several authors, who shall remain anonymous, of collaborative study reports have declared that the material was homogeneous on the basis that a computed F-value (F c ) was less than the critical tabular F-value. Neither Thompson and Woods [1] nor Yee [2] provided a rationale for determining the limit values required for accepting a material as homogeneous. Those authors, who used F c to indicate that homogeneity of the analyte had been achieved, reached the same conclusions even with F c < 1, no matter how small. These authors ignored the fact that the F-test was used to test the null hypothesis H 0 : σ c 2 = 0, and appeared unaware that, as Kirk (3) indicates, an F c < 1 has no meaning relative to H 0 : σ c 2 = 0. An F c < 1 is indicated by Kirk to be caused by (1) a failure to properly randomize, or (2) the inappropriateness of some of the assumptions associated with the statistical model. All of the above causes may be the result of the analyte not being homogeneously distributed within the matrix.
The purpose of this paper is to propose statistical design and analysis techniques to evaluate the similarity or agreement among the analytical results and to define criteria to assist in declaring an analyte as homogeneously distributed within a matrix for single and multiple occasions of use. In accomplishing this purpose, the statistical procedures that are proposed are welldocumented tools for assessing homogeneity of a given characteristic in other application areas (e.g., genetics and sample survey).
Statistical Model
To fulfill the objectives of this study, a completely random statistical model is assumed to describe the analytical results. For the analytical results to be in keeping with the proposed model, it is further assumed that the prepared (thoroughly mixed) material has been placed into a number of containers and that randomly chosen portions of the material are analyzed from each of several randomly chosen containers. Assume that x ij is an analytical result from a randomly chosen test portion from container i, where this population is normal in form. Also,
,CPWCT[ 3 assume that x ij , which is the j th analysis from the i th container, may be defined as follows: x ij = + i + ij , where is the grand mean of all potential analyses for the material, I is a constant associated with container i, and ij is random error associated with analysis x ij . The statistical model is based on the following assumptions: (1) that the sample of c containers is a random sample from the population of containers; (2) that in the population of containers i is assumed to be normal and has a mean of zero and variance ) c 2 ; (3) that within the population of analyses on container c i the random error ij is normal with a mean of zero and variance ) e 2 , that is, the error variances for the containers have a common variance reflecting that they are homogeneous. This random effects model is assumed to represent all of the sources of variation that influence the analytical results.
Power Analysis
The results from the completely randomized model will be used to test the null hypothesis H 0 : ρ I = 0 at a one-tailed significance level of α = 0.05, where ρ I (= σ c 2 /(σ e 2 + σ c 2 )) is the population Intra-class correlation (ICC) coefficient. As will be explained later, an analysis of variance (ANOVA) F-test will be used to test H 0 against an alternative hypothesis H 1 : ρ I > 0. To optimally fulfill this objective, consideration had to be given to criteria which defines the null hypothesis and its alternative, the power of the F-test (i.e., the probability of rejecting the null hypothesis when it is false) and its relation to sample size.
Sample Size Estimates
The power function for the F-test on H 0 : ρ I = 0 was evaluated to estimate sample size. The power associated with the ANOVA F-test is a function of the product of the number of analyses (n) per each of (c) containers and the ratio of ρ I to 1 -ρ I (i.e., n(ρ I /(1 -ρ I )) = nθ). Barcikowski (4) indicates, that the power of the ANOVA F-test for the completely randomized ANOVA is the probability of obtaining an F-value from a central F-distribution with degrees of freedom df1 = (c -1) and df2 = n(c -1) that is greater than or equal to the value expressed by F α,df1,df2 [(1 + nθ 0 )/(1 + nθ)], where θ 0 is a constant that is usually used to define the null hypothesis (e.g., H 0 : ρ I = θ 0 ρ I ), which is defined as H 0 : ρ I = 0 when θ 0 = 0. Given θ 0 = 0 and the significance level (α = 0.05), the power of the test was computed for selected combinations of θ = ρ I /(1 -ρ I ) and n assuming a fixed total number of analyses (N) that were thought to be within a range
4 that might not be too labor intensive to apply. The number of containers corresponding to the power values was computed as c = N/n. Table (1) presents the power calculations for the previously mentioned criteria, by ρ I and θ = ρ I /(1 -ρ I ) for N, c and n. In selecting a sample size for c and n, it was assumed desirable to have the sample size with the highest power when ρ I ≥ (1 -ρ I ), i.e., when ρ I ≥ 0.5 or θ ≥ 1. The sample size that met this criteria was c = 8 and n = 3. Using this sample size means that if θ 0 = 0, the probability of rejection should be less than or equal 0.05, but if θ ≥ 1 the probability of rejection should be at least 0.70. It should be noted that this combination provided the greatest power of all other sample size combinations for all selected values of θ.
Summary of Homogeneity Evaluation Procedure
The homogeneity evaluation process is comprised of two stages. For Stage_1, an evaluation of the homogeneity of the analyte within the material is performed. For Stage_2, the sample ratio (S A/r ) of the standard deviation (STD) for the analyte (s A ) to the repeatability STD (s r ) for the method (i.e., S A/r = s A /s r ) is compared to the criterion STD ratio (C A/r = 1/3). Stage_1 involves three phases of activity: "Laboratory/Analytical," "Statistical Analysis" and "Decision." Given that the "Decision" phase indicates that material homogeneity is tenable, only then should consideration be given to Stage_2. Stage_2 is necessary to ensure that the contribution of the analyte variation to the variation in an analytical result, obtained by analyzing the material later (e.g., in a collaborative study), is not excessive. The material should be considered as homogeneous, only if all of the requirements are met in both Stage_1 and Stage_2 of the homogeneity evaluation process. The steps defining the activity associated with each of the stages and phases are itemized in the following:
Stage_1: Homogeneity Evaluation

Laboratory/Analytical
The "Laboratory/Analytical" phase involves sample preparation, sampling, analytical and data recording. The general steps are itemized in the following:
1. Prepare, using a "Good Laboratory Practices" procedure to thoroughly mix a material, the entire batch of material that will be sent to the collaborators. 2. Divide the prepared material into at least 16 containers. 3. Randomly select a minimum sample size of c = 8 containers. 4 . Use an appropriate procedure to thoroughly mix the contents of
each of the 8 randomly selected containers, and randomly obtain n = 3 test portions from each of these containers. 5. Use an appropriate system to code the test portions to maintain their identity with the container from which they came. 6. Use an appropriate method (ordinarily the reference method) that has sufficient accuracy and precision to analyze in random order and under repeatability conditions the coded n*c = 8*3 = 24 test portions. 7. Identify and group the results for the test portions with the appropriate container designations.
Statistical Analysis
The "Statistical Analysis" phase uses the data obtained in the "Laboratory/Analytical" phase to compute the test statistic values for Cochran's test and Intra-class correlation analysis. The general steps for the methods are presented in the following: (5) 
Decision
The "Decision" phase involves comparing the computed test statistic values obtained in the "Statistical Analysis" phase to tabulated critical values from the appropriate sampling distributions to reach a decision regarding the homogeneity status of the within-container variation and on the presence of Intra-class correlation.
Cochran's Test
The computed value for the Cochran test statistic C 0 , is compared to a one-tailed p = 0.05 tabular value obtained from a table of values for the sampling distribution of the Cochran statistic for c = 8 and n = 3 (i.e., C .05,c,(n-1) = 0.52). For example, if three
6 test portions were analyzed from each of 8 containers, a C 0 > C .05,8,2 = 0.52 would be sufficient to reject the hypothesis that the within-container variances are homogeneous. Since the Fdistribution is robust in the presence of heterogeneous variances, especially when the n's are equal, one may proceed to the Intra-class correlation analysis whether the hypothesis that the within-container variances are equal is rejected or not. However, if the hypothesis concerning the homogeneity of the within-container variances is rejected, the analytical results may be indicating (1) a failure to properly randomize or (2) a departure from normality or some other assumptions associated with the model.
Intra-class Correlation Analysis
The next step involves decisions regarding the test on ρ I with respect to the null hypothesis (H 0 : ρ I = 0). Table ( To perform the recommended one-tailed test at the α = 0.05 level, one simply compares r I to the critical value (r c ) for the appropriate sample size. Given that c = 8 and n = 3 is the plan of choice, the critical value r c = 0.356 is provided in Table  ( 2). If r I ≥ r c = 0.356, reject H 0 : ρ I = 0 at the α = 0.05 significance level.
Assume material homogeneity is achieved (1) if Cochran's test leads to the assumption that the within-container variances are homogeneous and (2) for the Intra-class correlation analysis, r I ≥ 0 and fails to reject H 0 : ρ I = 0. If Cochran's test leads to the assumption that the within-container variances are heterogeneous, and/or if r I < 0, based on the possible causes cited previously, material homogeneity should be regarded as being suspect regardless of the status of the test on H 0 : ρ I = 0.
Stage_2: Analyte Variation Relative to Method Variation Criterion
When Cochran's test and the Intra-class correlation analysis have failed to reject their stated null hypotheses, only then should the next stage in the homogeneity evaluation process be performed. The objective for this stage is to ensure that the sample ratio (S A/r ) of the analyte STD (s A ) to the repeatability
STD (s r ) is at most 1/3 (i.e., S A/r ≤ 1/3). This will ensure that the STD for a potential analytical result (s x ) on the material will be no more than 5% larger than s r due to the contribution of s A . This procedure is an attempt to minimize the influence that the analyte variation will have on the potential method performance statistics.
Function and Rationale of Statistical Methods
In the following, the function and rationale of the statistical methods that were used in the homogeneity evaluation will be discussed. Also, the rationale for the working-rule criterion ratio (C A/r ≤ 1/3), which expresses the acceptable proportion for the analyte STD for the material used in the homogeneity evaluation to the STD for the method, will be discussed in the following.
Cochran's Test Function
Cochran's test provides a one-tailed test on the homogeneity of the within-container variances that is useful for deciding whether the c independent within-container variances are from the same population. The within-container variances are likely to vary somewhat from container-to-container, and the question is whether the differences among them are real or merely chance differences. Cochran's procedure is proposed to test the null hypothesis that the c variances are equal. If the hypothesis is not rejected, this means that the c variances can be validly pooled into a common estimate of the population variance (σ e 2 ). Otherwise, consideration should be given to the previously mentioned reasons that the within-container variances may not be homogeneous.
Rationale and Method
In testing the homogeneity of the c within-container variances, Cochran's test determines whether the largest of the c variances is so disparate that it is not likely to have come from a sample that was drawn from the same population as the remaining variances. Cochran's test statistic (C 0 ) is determined by dividing the largest within-container variance ( 
Intra-class Correlation Analysis Function
For a completely randomized model, the data analysis can take at least two directions: (1) the usual ANOVA F-statistic could be used to test an hypothesis relating to the differences among the container means (e.g., H 0 : σ c 2 = 0) or (2) an Intra-class correlation analysis could be performed to test an hypothesis pertaining to an indicator of the similarity or agreement among the potential analytical results (e.g., H 0 : ρ I = 0). In answering questions concerning the consistency of the potential analytical results, the population ICC (ρ I ) (= σ c 2 /(σ e 2 + σ c 2 )), which is estimated by r I , is used as a descriptive index that measures the degree in which analytical results within the same container tends to be similar relative to the potential analytical results among different containers.
Rationale and Method
Though two different hypotheses may be tested using the data from the completely randomized model, the level of significance for the sample ICC (r I ) is the same as that for the corresponding ANOVA F-value (F c = BCMS/WCMS). The reason being that the test statistics, i.e., F c and r I , are functionally related. Several authors (7, 8, 9 and 10 to reference a few) have presented ICC as a measure of homogeneity of a characteristic within classes or groups such as containers. The sample ICC (r I ) is calculated as follows:
[1] r I = (BCMS -WCMS)/(BCMS + (n-1)WCMS)], where BCMS and WCMS are the between-and within-container mean squares, respectively, obtained from a one-way analysis of variance (ANOVA) of the results and n is the number of analyses per container. Given the above considerations regarding H 0 , the r I statistic was chosen as the appropriate test statistic to use in assessing the homogeneity of the analytical results. The reason will be tied into a later discussion on the relationship between F c and r I . However, before proceeding further it might be beneficial to digress and point out some of the attributes of the ICC. It can be seen from Formula [1] that r I will be positive when BCMS > WCMS, zero when BCMS = WCMS, and negative when BCMS < WCMS. Moreover, when WCMS equals its minimum value of zero (i.e., all of the results within-container are the same), r I equals its
,CPWCT[ maximum value of +1. Similarly, when BCMS equals its minimum value of zero (i.e., all of the container means are the same), r I equals its minimum value of -1/(n -1). This implies that the distribution of r I is skewed except for when n = 2, r I will lie in the range between ±1 (i.e., -1 ≤ r I ≤ 1). Note that for this special case where n = 2, r I has the same expected range as Pearson's product-moment correlation coefficient.
It was mentioned previously that r I is functionally related to the computed F-statistic (F c = BCMS/WCMS) used in the ANOVA to test H 0 : σ c 2 = 0. This relationship is apparent if both the numerator and denominator of formula [1] are divided by the WCMS. Having performed the appropriate divisions and replaced BCMS/WCMS with F c , r I is then expressed as a function of F c , that is, r I = (F c -1)/(F c + (n -1)); and with a little algebra F c can be expressed as a function of r I , that is, F c = (1 + (n -1)r I )/(1 -r I ). An F c ≥ 1 implies that r I is either zero or positive, while an F c < 1 implies that r I is negative. Kendall (10) indicates that a negative r I does not have the same significance (as a departure from independence, or in this case as an indicator of homogeneity) as the equivalent positive r I . Therefore, a negative r I has a similar interpretation as an F c < 1 with respect to H 0 (i.e., its meaning should be interpreted with care).
Based on the relationship between F c and r I , the previously described F-test is used as a test on H 0 : ρ I = 0. Table ( 2) was constructed to provide critical limits for r I (i.e., r c ) for the user's convenience. For each sample size, each r c -value provides a one-tailed test of H 0 : ρ I = 0 at the α = 0.05 level. The r cvalues were obtained by transforming critical F-values, also provided in Table ( 2), to critical r c -values using the relationship formula for transforming an F c -value to a r I -value. The examples that will be provided will use r c to test H 0 : ρ = 0. The reason for choosing r I over F c is that the expected range for r I is defined. That is, r I has a maximum range between -1/(n -1) and 1, while an F-value has no theoretical upper bound. This implies that one can get a feel for the magnitude of the effects using r I , whereas one cannot do the same with F c .
Analyte Variation Relative to Method Variation Function
The analyte variation within the matrix should be of such a magnitude that when the material is used (e.g., in a collaborative study) its contribution to the variation in a potential observed result, relative to method variation, is not excessive. This objective will be accomplished indirectly by
employing a working-rule criterion that requires the analyte variation to not exceed a specified proportion of analytical error. Defining a working-rule criterion as such is complicated by the fact that the actual analyte variation (σ A 2 ), independent of method error, is unknown and requires approximation. Provided in the following is a procedure that is proposed to estimate σ A 2 . This procedure is analogous to a procedure that was proposed by Hahn (11) to partition product and method variations in a similar situation.
Rationale and Method
To estimate σ A 2 , it is necessary to assume that the statistical analysis in the homogeneity evaluation failed to reject H 0 : ρ I = 0). Given the above assumption, the original random model used in the homogeneity evaluation can be collapsed or reparameterized so that in the population of potential analyses, a potential analytical result (x i ) will now be described by the linear model x i = A i + e i . In this model, A i is the unknown actual level of analyte reflected in a potential analytical result and is confounded with e i the error of analysis. A potential analytical result from the population of potential analyses is expected to have a variance of σ x 2 = σ A 2 + σ e 2 . To estimate these variances, it must be assumed that the potential analyses on the material will approximate repeatability conditions, hence the estimated variation of a potential observed result may be defined as s 2 in the estimation of s A 2 appears reasonable provided that H 0 : ρ I = 0 under the homogeneity evaluation will not be rejected and that the potential analyses are made by a single analyst under the same conditions (i.e., repeatability conditions).
In defining a reference or working-rule target for the contribution of analyte variation to a potential observed result, it was assumed that the contribution that the analyte STD (s A ) should make to the STD for a potential observed result should be relative to the contribution made by method error (s r Assume that a criterion ratio (C A/r ) for s A /s r is defined as C A/r ≤ 1/3, this would mean that s x will be expected to be not more than 5% larger than s r due to s A . If C A/r = s A /s r is sufficiently stringent, the above procedure should, in combination with the Intra-class correlation analysis, result in the analyte variation for the material having minimal influence on the method performance indicators.
Numerical Example -Statistical Analysis
Lacking a satisfactory data set to demonstrate the statistical analysis procedures, somewhat artificial data are presented in Table ( 3). In this table, the pairs of duplicates (x 1 and x 2 are µg/g of Copper in soybeans) for the 8 containers were extracted from Thompson and Woods (1) and the x 3 -value reflects the average amount of Copper (µg/g) for the duplicates for each container. The x 3 value is used to represent the triplicate-value from each of the containers. It is also assumed that the results are in keeping with the random effects model as defined earlier. The steps in the statistical analysis are as follows: 1) Cochran's Test a) Test the homogeneity of the within-container variances using Cochran's test statistic C 0 = s H 2 /Σs i 2 . Table ( 4) presents the variance (s i 2 ) for each container and their sum (Σs i 2 ). The highest within-container variance (s H 2 ) was 0.0900 and was from the seventh container. The sum of the variances is Σs i 2 = 0.3265. The Cochran statistic was computed as C 0 = s H 2 /Σs i 2 = 0.0900/0.3265 = 0.28. Since C 0 = 0.28 < 0.52, the hypothesis that the variances are homogeneous could not be rejected.
2) Intra-class Correlation Analysis a) Perform a one-way ANOVA on the data. Assuming that the data were that provided in Table ( 3), an ANOVA summary for the various sources of variation are presented in Table (4 Table (2) for c = 8 and n = 3 which is r c = 0.356. Since r I = 0.620 exceeds r c = 0.356, H 0 : ρ I = 0 should be rejected.
3) Analyte Variation Relative to Method Variation
The ICC analysis led to the rejection of H 0 : ρ I = 0 for the example data, therefore, the estimation and comparison of S A/r to C A/r = 1/3 should not be done. However, to demonstrate the homogeneity evaluation procedure in full, the steps in the procedure will be performed. This is done in part by using the rationale above that s A 2 = s x 2 -s r 2 . First, s x 2 = (BCSS + WCSS)/ (df1 + df2) = (1.6716 + 0.6488)/(7 + 16) = 2.3204/23 = 0.1009 is calculated using the results in Table ( 
Jellinek's Test for Comparing Two r I -values Function
In some cases (e.g., proficiency studies), it may be advantageous to know whether a given material has the same consistency or degree of relative homogeneity, with respect to an analyte, from one trial to the next. Jellinek's test (11) is useful for determining if two independently obtained r I -values are from the same population. That is, the test, which assumes that the ztransformed r I -values are normally distributed, tests the null hypothesis that the z-transformed r I -values come from the same or identical populations with the same r I -values. If z z ≥ 1.96 then this could be taken to mean that r 1 and r 2 differ significantly at the 5% level of significance. That is, the r I -values express differing degrees of relative homogeneity for the analyte.
Rationale and Method
Numerical Example -Jellinek's Test
Assume that a material is used in a repetitive testing situation, e.g., testing the proficiency of analytical laboratories, and that it is important that analyte homogeneity remains stable from trial-to-trial. Jellinek's test is useful in accomplishing this objective. Provided in the following is an example application of Jellinek's test for comparing two r I -values, assuming r 1 = 0.5 and corresponds to F c1 = 4.00 and r 2 = 0.620 and corresponds to F c2 = 5.896, which reflects the relative homogeneity of an analyte within a matrix, prepared on two different occasions. Given that the homogeneity evaluation that produced the two rvalues could not reject H 0 : ρ I = 0 and that for each trial there were c 1 = c 2 = 8 containers and n 1 = n 2 = 3 analyses per container. The test procedure is as follows: Since z z = 0.168 < 1.96, this could be taken to mean that r 1 and r 2 do not differ significantly at the α = 0.05 level of significance. That is, the r I -values express a similar degree of relative homogeneity.
Summary and Conclusions
It is recognized that, in most cases, there will always be an element of uncertainty associated with any procedure used in dichotomizing quantitative measurements to define a qualitative characteristic (e.g., homogeneous or heterogeneous) associated with a given analyte within a given matrix. The uncertainties associated with the analytical process and those pertaining to sampling will potentially influence the outcome of this undertaking. However, if effective efforts are made to minimize these uncertainties, the proposed statistical model and procedures will provide a degree of confidence in making such extrapolations.
The proposed statistical design and analysis procedures are expected to provide an objective way to evaluate analyte homogeneity within a matrix.
The proposed sample size combination (c = 8 and n = 3) was proposed as a possible choice for a homogeneity evaluation because that combination provided the required power when ρ I = 1 -ρ I for the F-test on H 0 : ρ I = 0. Table ( 1) indicates that this sample size combination provides a more powerful test, using the F-test, on H 0 : ρ I = 0 than does any of the remaining sample size plans.
Homogeneity studies with respect to multiple analytes, with a total number of analyses exceeding N = 24, could become quite labor intensive. Therefore, if the proposed procedure is adopted, it appears that it should be recommended only when there is a possibility that the analyte is heterogeneously distributed within the material. For example, liquids (e.g., beverages or solutions) or solids prepared from solidified liquids (e.g., fats) do not need to be tested while commercially prepared, finely ground products (e.g., flours) are probably better homogenized in the factory than in the laboratory. Therefore, the procedure should be required only as a result of a conscious decision that it is necessary. It should not be made a mandatory requirement for routine use in collaborative studies but reserved for those situations involving potentially heterogeneous products (e.g., mixed feeds; suspensions; coarsely ground, multi-phase
tissues; laboratory-prepared mixtures, etc.).
When applicable, the collaborative study report on the method should include information on efforts to homogenize the test material. As a minimum, the r I -value and its significance status relative to the critical value (r c ) should be reported. This information should assist committee and board members in their decision-making regarding the adoption of a given method. Table ( Example: Given that c = 8 and n = 3, reject H 0 : ρ I = 0 at α = 0.05 if r I ≥ r c = 0.356. 
