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BIRATIONAL CALABI-YAU MANIFOLDS HAVE THE SAME SMALL
QUANTUM PRODUCTS.
MARK MCLEAN
Abstract. We show that any two birational projective Calabi-Yau manifolds have isomor-
phic small quantum cohomology algebras after a certain change of Novikov rings. The key
tool used is a version of an algebra called symplectic cohomology, which is constructed using
Hamiltonian Floer cohomology. Morally, the idea of the proof is to show that both small
quantum products are identical deformations of symplectic cohomology of some common
open affine subspace.
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1. Introduction
We are interested in the following broad question.
Question. What properties do birationally equivalent Calabi-Yau manifolds have in common?
Recall that two smooth projective varieties X, X̂ are birationally equivalent if there exists
Zariski dense open subsets A ⊂ X, Â ⊂ X̂ and an isomorphism A ∼=−→ Â. In this paper, by
Calabi-Yau manifold, we will mean a smooth projective variety with trivial first Chern class.
Batyrev showed in [Bat99] that birational Calabi-Yau manifolds have equal Betti numbers
and more generally, it was shown in [YX17] that they have identical integral cohomology
groups. One can ask, do their cup product structures agree? It turns out that this is false
([Fri91, Example 7.7]). However, Morrison in [Mor96] conjectured that birational Calabi-Yau
threefolds have identical small quantum cohomology rings, and this was proven in [LR01].
This leads to the following conjecture.
Conjecture 1.1. ([Rua99]) Any two birational Calabi-Yau manifolds have isomorphic big
quantum cohomology rings up to analytic continuation.
It was shown in [LLW11], [LLW13] and [LLQW14] that certain birational isomorphisms
called ordinary flops induce isomorphisms between big quantum cohomology rings up to
analytic continuation. In [Wan02, Conjecture IV], it was conjectured that a small pertur-
bation of a birational isomorphism between Calabi-Yau manifolds is a sequence of ordinary
flops. Hence the work above tells us that [Wan02, Conjecture IV] implies Conjecture 1.1.
Kawamata in [Kaw08] showed that birational morphisms between Calabi-Yau manifolds can
be decomposed into sequences of flops, however the structure of these flops in general is
unknown.
In order to state our main theorem precisely, we need to set up some notation. Let
Φ̂ : X 99K X̂ be a birational isomorphism between Calabi-Yau manifolds. Fix a field K and
fix Ka¨hler forms ωX , ωX̂ on X and X̂ respectively so that the de Rham cohomology classes
[ωX ] ∈ H2(X;R), [ωX̂ ] ∈ H2(X̂ ;R) lift to integral cohomology classes. Then a standard
argument (see [Kaw02, Lemma 4.2] or Corollary 7.2) tells us that the map Φ̂ gives us natural
identifications H2(X;R) ∼= H2(X̂ ;R) and H2(X;Z) ∼= H2(X̂ ;Z). As a result, we will not
distinguish between these groups. Therefore we can define the following Novikov rings:
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Λ
ωX ,ωX̂
K =
{∑
i∈N
bit
ai : bi ∈ K, ai ∈ H2(M ;Z), min(ωX(ai), ωX̂(ai))→∞
}
, (1.1)
ΛωXK =
{∑
i∈N
bit
ai : bi ∈ K, ai ∈ H2(M ;Z), ωX(ai)→∞
}
, (1.2)
Λ
ω
X̂
K =
{∑
i∈N
bit
ai : bi ∈ K, ai ∈ H2(M ;Z), ωX̂(ai)→∞
}
.
Here, the first Novikov ring is the intersection of the other two. The aim of this paper is to
prove the following theorem.
Theorem 1.2. Let Φ̂ : X 99K X̂ be a birational equivalence between Calabi-Yau manifolds
and let ωX and ωX̂ be Ka¨hler forms on X and X̂ respectively whose cohomology classes
lift to integer cohomology classes. Then there exists a graded Λ
ωX ,ωX̂
K -algebra Z and algebra
isomorphisms
Z ⊗
Λ
ωX,ωX̂
K
ΛωXK
∼=−→ QH∗(X; ΛωXK ), Z ⊗ΛωX,ωX̂
K
Λ
ω
X̂
K
∼=−→ QH∗(X; ΛωX̂K ) (1.3)
over the Novikov rings ΛωXK and Λ
ω
X̂
K respectively where QH
∗ means small quantum cohomol-
ogy.
Note that small quantum cohomology of a Calabi-Yau manifold can be defined over any
field K (see [Rua96]). Previous theorems identifying quantum cohomology rings of birational
Calabi-Yau manifolds were proven using a degeneration argument (along with many addi-
tional ideas, such as a quantum Leray-Hirsch theorem). We will prove our theorem using
Hamiltonian Floer cohomology. This proof has the advantage that it works in greater gener-
ality and it explains in some sense why the result should hold. The downside, in comparison
to previous results, is that the isomorphisms (1.3) are not explicit. In fact, the algebra Z
isn’t explicit either. Also, the results [Rua99], [LLW11], [LLW13] and [LLQW14] identify
actual enumerative invariants through analytic continuation dictated by the identification
H2(X;Z) ∼= H2(X̂ ;Z). It might be possible to use ideas from [Sei16] and [GPS15] to extend
Theorem 1.2 above so that we can identify such enumerative invariants in some special cases.
The results [LLW11], [LLW13] and [LLQW14] also identify big quantum cohomology rings,
whereas we only identify small quantum cohomology rings. Finally, one may ask if higher
genus invariants of birational Calabi-Yau’s are related (see [ILLW12]). We currently do not
know if the techniques in this paper will be useful in answering this question.
We will give a sketch of the proof of Theorem 1.2 in Subsection 1.2. The ideas of this
proof were inspired by ongoing work of Borman and Sheridan in [BS] and it uses a version of
symplectic cohomology defined in [Gro15], [Ven17] and [Var]. As a corollary of the theorem
above, we provide an alternative proof of the main result in [YX17].
Corollary 1.3. Let X, X̂ be birational Calabi-Yau manifolds. Then they have isomorphic
cohomology groups over Z.
Proof. Let P ⊂ N be the set of positive powers of primes. By the universal coefficient
theorem, it is sufficient for us to show that for each q ∈ {0} ∪ P and each p ∈ Z, there are
fields F, F̂ of characteristic q so that Hp(X;F) has the same rank as Hp(X̂ ; F̂). Fix such
q and p and let K be any field of characteristic q. Let Fˇ, F, F̂ be the field of fractions of
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Λ
ωX ,ωX̂
K , Λ
ωX
K and Λ
ω
X̂
K respectively. These are all fields of characteristic q. Let Z be as
in Theorem 1.2, define Zˇ := Z ⊗
Λ
ωX,ωX̂
K
Fˇ and let Zˇp be the degree p part of this graded
algebra. By Equation (1.3) combined with the universal coefficient theorem, we have that
the dimension of the F-vector space Zˇp ⊗Fˇ F (resp. F̂-vector space Zˇp ⊗Fˇ F̂) is equal to the
rank of Hp(X; ΛωXK ) ⊗ΛωX
K
F = Hp(X;K) ⊗K F (resp. Hp(X̂ ;K) ⊗K F̂). Our Corollary now
follows from the fact that the dimension of the Fˇ vector space Zˇp is equal to the dimension
of the F-vector space Zˇp ⊗Fˇ F (resp. F̂-vector space Zˇp ⊗Fˇ F̂). 
1.1. Example. Even though we do not know what the isomorphisms (1.3) look like explicitly
we will speculate what they should look like in a particular example when restricted to even
degrees (see [Mor96, Section 4.3]). Suppose that X, X̂ are of dimension 3 and that there
exists a class Γ ∈ H2(X;Z) so that
• every connected one dimensional subvariety in X representing Γ or in X̂ representing
−Γ is isomorphic to P1 with normal bundle O(−1) ⊕ O(−1) and
• X and X̂ are related by an Atiyah flop along all of these curves.
Since H2(X;Z) is naturally identified with H2(X̂ ;Z), we have by Poincare´ duality a natural
identification Hk(X;Q) = Hk(X̂ ;Q) for each even k ∈ Z. Hence from now on we will
identify these cohomology groups. Let Â0, · · · , Âl ∈ H4(X;Q) be a basis so that Â0 is
Poincare´ dual to Γ and let A0, · · · , Al ∈ H2(X;Q) be the dual basis with respect to the
pairing (α, β) → ∫X α ∪ β. We speculate that the even degree part of the algebra Z from
Theorem 1.2 is isomorphic as a Λ
ωX ,ωX̂
K -module to H
even(X; Λ
ωX ,ωX̂
K ) and the product ∗Z on
this module is uniquely determined by the structure constants:
Ai∗ZAj = Ai∪XAj+ lδ0iδ0jÂ0tΓ+
l∑
k=0
∑
β /∈ZΓ
GWX,β0,3 (Ai, Aj , Ak)Âkt
β, i, j ∈ {0, · · · , l}. (1.4)
By replacing the class A0 in (1.4) with
1
1−tΓ
A0 and − t−Γ1−t−ΓA0 respectively and the class Â0
with (1− tΓ)Â0 and −1−t−Γt−Γ Â0 respectively, we get the isomorphisms in Equation (1.3).
1.2. Sketch of Proof. Theorem 1.2 is proven using Hamiltonian Floer cohomology. Very
roughly, Hamiltonian Floer cohomology HF ∗(H) is a cohomology ring whose chain complex
is generated by 1-periodic orbits of a Hamiltonian H. The key property of Hamiltonian
Floer cohomology is that it is isomorphic to quantum cohomology and hence it is sufficient
for us to show that the Hamiltonian Floer cohomology algebras of appropriate Hamiltonians
on (X,ωX) and (X̂, ωX̂) respectively are related via equations similar to (1.3). In order to
do this, we choose Zariski dense affine open subsets A ⊂ X, Â ⊂ X̂ so that Φ̂ maps A
isomorphically to Â. The key idea now is to choose Hamiltonians H on X and Ĥ on X̂ so
that H|A = Φ̂∗Ĥ|Â and which are constant outside a large compact subset K of A. One
also has to modify ωX and ωX̂ so that these Ka¨hler forms agree near K. If one could ignore
all 1-periodic orbits of H and Ĥ outside K then their Hamiltonian Floer groups would be
‘identical’ and hence we would be done. However it turns out that if one ignores these orbits,
one gets groups that are no longer isomorphic to quantum cohomology. In order to get around
this problem, we consider a sequence of such Hamiltonians tending to infinity outside K. We
package all of this data into a group called symplectic cohomology and show that these groups
are in fact isomorphic to quantum cohomology. In the following subsections, we provide a
slightly more detailed sketch of the proof.
BIRATIONAL CALABI-YAU MANIFOLDS HAVE THE SAME SMALL QUANTUM PRODUCTS. 5
1.2.1. Hamiltonian Floer Cohomology with Alternative Filtrations. In this subsection, we
summarize the results of Section 2. Let (M,ω) be a symplectic manifold with trivial first
Chern class and fix an ω-compatible almost complex structure J . A contact cylinder is a
codimension 0 symplectic embedding of a subset Cˇ = [1− ǫ, 1+ ǫ]×C of a symplectization of
a contact manifold C which bounds a Liouville domainD (see Definition 2.3). LetH be a time
dependent Hamiltonian on M which is compatible with this contact cylinder (see Definition
2.4) whose 1-periodic orbits are non-degenerate. A capped 1-periodic orbit of H is a 1-periodic
orbit γ together with a certain equivalence class of surfaces γ˜ : Σ −→M with boundary equal
to γ (see Definition 2.1). Now to each capped 1-periodic orbit γ and to each closed 2-form ω˜
which is ‘compatible’ with Cˇ and J we can assign an action to γ. This action depends on γ,
H and the cohomology class of ω˜ together with two additional parameters (Corollary 2.7 and
Remark 2.8). Therefore, one can think of the action of γ as a particular function ACˇ,H(γ)
from (a certain subset QCˇ of) H
2(M,D;R)×R×R to R. Morally, one should think of D as
the ‘complement’ of a particular ample divisor and that the action function ACˇ,H(γ) records
the usual action together with the intersection numbers of the capping surface γ˜ with various
components of this divisor. Let a± : Q± −→ R be continuous functions where Q± ⊂ QCˇ are
certain cones in QCˇ . We define the chain complex CF
∗
Cˇ,a−,a+
(H) to be the free abelian group
generated by capped 1-periodic orbits γ satisfying a− ≤ ACˇ,H(γ)|Q− and a+  ACˇ,H(γ)|Q+
(see Definition 2.58 for more details). The differential is a matrix with respect to the above
basis of capped 1-periodic orbits whose entries ‘count’ solutions to a particular PDE with
boundary conditions given by these orbits (Definition 2.62). We define the Hamiltonian Floer
cohomology group HF ∗
Cˇ,a−,a+
(H) to be the homology of this chain complex. This is a module
over a particular Novikov ring Λ
Q+,+
K (Definition 2.55). Here are some key examples.
{A} The case when Cˇ is the empty set and Q− = Q+ are 1-dimensional cones spanned
by ([ω], 1, 1) ∈ H2(M ;R) × R2. In this case, one gets the usual Hamiltonian Floer
groups and the usual action filtration (used in, say, [FH94]). The Novikov ring Λ
Q+,+
K
in this case is equal to (1.2) where ωX is replaced by ω and where only non-negative
exponents are allowed (I.e. ω(ai) ≥ 0).
{B} The case when Cˇ is non-empty, Q+ is a one dimensional cone and Q− is a two dimen-
sional cone containing Q+ which projects to the cone spanned by [ω] ∈ H2(M ;R). In
this case the corresponding Floer cohomology group is defined over the same Novikov
ring, but since Q− is larger, one can use it to ignore certain 1-periodic orbits.
{C} Finally there is the case when Q+ is a certain two dimensional cone and Q− is a
four dimensional cone. The Novikov ring in this case is a subring of (1.1) where only
non-negative exponents are allowed (I.e. ωX(ai), ωX̂(ai) ≥ 0). We will use this case
to define the algebra Z.
These Hamiltonian Floer groups satisfy the following properties:
(HF1) (Definition 2.68). If H− ≤ H+ (plus some other conditions) then there is a natural
continuation map Φp
H−,H+
: HF p
Cˇ,a−,a+
(H−) −→ HF p
Cˇ,a−,a+
(H+) which is functorial.
(HF2) (Definition 2.76). If Q1± ⊂ Q0± and a1± ≤ a0±|Q1
±
then there is a natural action map
HF ∗
Cˇ,a0
−
,a0+
(H) −→ HF ∗
Cˇ,a1
−
,a1+
(H) and these maps are functorial and commute with
continuation maps.
(HF3) (Definition 2.84). There is also a pair of pants product map HF p0
Cˇ,a0
−
,a0+
(H0) ⊗
ΛQ,+
K
HF p1
Cˇ,a1
−
,a1+
(H1) −→ HF p0+p1
Cˇ,a2
−
,a2+
(2H2) commuting with all of the maps above.
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1.2.2. Lower semi-continuous Hamiltonians. The following subsection summarizes Section
3. A lower semi-continuous Hamiltonian is just a function S1 × M −→ R ∪ {∞} which
is lower semi-continuous. The good thing about this condition is that the set of smooth
Hamiltonians smaller than H form a directed system with respect to the usual ordering ≤.
For a lower semi-continuous Hamiltonian H compatible with a contact cylinder Cˇ, we can
define HF ∗
Cˇ,a−,a+
(H) to be the direct limit of HF ∗
Cˇ,a−,a+
(Hˇ) for all smooth Cˇ compatible
Hamiltonians smaller than H. These satisfy the same properties (HF1)-(HF3) above.
1.2.3. Symplectic Cohomology. The problem with the Floer groups above is that they do not
have the correct invariance properties and they are not algebras. We resolve these issues in
Sections 4 and 5. Let M , Cˇ, D be as above. Let Q− ⊂ Q+ be two cones in QCˇ . For a closed
set K ⊂ D we define the symplectic cohomology algebra
SH∗
Cˇ,Q−,Q+
(K ⊂M) := lim−→
a−
lim←−
a+
HF ∗
Cˇ,a−,a+
(HK)
where we are using the directed system of continuous functions a± : Q± −→ R with the usual
ordering≤ for a+ and the opposite ordering for a− and whereHK is the lower-semi-continuous
Hamiltonian
HK :M −→ R ∪ {∞}, HK(x) :=
{
0 if x ∈ K
∞ otherwise. (1.5)
This is defined over a particular Novikov ring Λ
Q+
K and has a product induced by the pair of
pants product. The papers [Gro15], [Ven17] and [Var] have a similar definition of symplectic
cohomology. However there are slight differences between all of these definitions (which
potentially could lead to different algebras). One main difference between our work and theirs
is that their definition involves building a chain complex first, and then taking homology. Our
definition is used only for the sake of ease. The symplectic cohomology algebra satisfies the
following properties (see the cited definitions and Propositions/Theorems for more accurate
statements):
(SH1) (Definition 4.2). If K− ⊂ K+ ⊂ D are closed subsets then we have a transfer map
SH∗
Cˇ,Q−,Q+
(K− ⊂M) −→ SH∗Cˇ,Q−,Q+(K+ ⊂M) which is functorial.
(SH2) (Definition 4.4). If Q1± ⊂ Q0± then there is an action map SH∗Cˇ,Q0
−
,Q0+
(K ⊂ M) −→
SH∗
Cˇ,Q1
−
,Q1+
(K ⊂M). These maps commute with continuation maps and are functo-
rial.
(SH3) (Theorem 5.10). If K =M and Cˇ, Q± are as in {A} then SH∗Cˇ,Q−,Q+(K ⊂M) is iso-
morphic to quantum cohomology. Also the ‘derived’ version of symplectic cohomology
lim−→a− lim←−
1
a+
HF ∗
Cˇ,a−,a+
(HK) vanishes.
(SH4) (Proposition 5.12). If the complement M −K is stably displaceable (I.e. (M −K)×
S1 ⊂ M × T ∗S1 is displaceable by a Hamiltonian symplectomorphism) and Cˇ, Q±
are as in {A} then the transfer map SH∗∅,Q−,Q+(M ⊂M) −→ SH∗∅,Q−,Q+(K ⊂M) is
an isomorphism.
(SH5) (Proposition 5.22). If Cˇ, Q−, Q+ are as in {B} and the Liouville domain D is index
bounded (Definition 5.21) then the action map
SH∗
Cˇ,Q−,Q+
(D ⊂M) −→ SH∗
Cˇ,Q+,Q+
(D ⊂M)
is an isomorphism.
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(SH6) (Proposition 5.30). Suppose that Cˇ0, Cˇ1 are index bounded contact cylinders with
associated Liouville domains D0 and D1 respectively satisfying D1 ⊂ D0 along with
some other conditions (essentially D0 and D1 need to be ‘large’ in some sense). Then
the transfer map SH∗
Cˇ,Q−,Q+
(D0 ⊂M) −→ SH∗Cˇ,Q−,Q+(D1 ⊂M) is an isomorphism
where (Q−, Q+) is as in {B}.
(SH7) (Theorem 5.37 and Proposition 11.2). Let Cˇ be an index bounded contact cylinder
with associated Liouville domainD. Suppose we have inclusions of rational polyhedral
cones Q1± ⊂ Q0± where Q1− has dimension at least 2 (e.g. case {B} or {C}). Also
suppose lim−→a− lim←−
1
a+
HF ∗
Cˇ,a−,a+
(HD) = 0 where HD is defined in (1.5). Then we have
an isomorphism
SH∗
Cˇ,Q0
−
,Q0+
(D ⊂M)⊗
Λ
Q0+
K
Λ
Q1+
K
∼=−→ SH∗
Cˇ,Q1
−
,Q1+
(D ⊂M)
induced by the action map.
(SH8) (Proposition 2.18 and Lemma 8.3). Let Cˇ be a contact cylinder with associated
Liouville domain D. Suppose V ⊂ M − D − Cˇ is a union of real codimension ≥ 4
submanifolds. Let Q± be cones so that Q− is of dimension ≥ 2. Then the Floer
trajectories and orbits defining SH∗
Cˇ,Q−,Q+
(D ⊂M) can be made to avoid V . Hence
this group only depends on these structures restricted to M − V .
1.2.4. Sketch of Proof of Main Theorem 1.2. Here we summarize the ideas behind the proof of
Theorem 1.2 coming from Sections 6 and 7. The proof has two parts. In part (1), we modify
the symplectic forms on X and X̂ so that they agree on a certain large open subset and
so that they admit certain index bounded contact cylinders. In part (2), we use properties
(SH1)-(SH8) to finish our proof.
Part (1): First of all, we choose Zariski dense affine subvarieties A ⊂ X, Â ⊂ X̂ so that
(1) the birational morphism Φ̂ induces an isomorphism Φ : A −→ Â and
(2) ωX and ωX̂ come from effective ample divisors with support equal to X − A and
X̂ − Â respectively (after rescaling these forms).
By Corollary 6.16, we have that X−A is stably displaceable (by an h-principle). Hence there
is a compact subset K ⊂ A so that X −K is stably displaceable. By Proposition 6.7 we can
construct an index bounded contact cylinder Cˇ on X whose associated Liouville domain D
contains K (here we use the fact that X̂ is Calabi-Yau). By using the ample divisors above,
we can modify the Ka¨hler form ωX̂ (without changing its cohomology class up to rescaling)
so that ωX and Φ
∗ωX̂ agree near D. Again, by Corollary 6.16 we can find a compact subset
K̂ ⊂ Â containing Φ(D) so that X̂ − K̂ is stably displaceable. Also by Proposition 6.7 one
can construct an index bounded contact cylinder Ĉ in Â whose associated Liouville domain
D̂ ⊂ Â contains K̂.
Part (2): From now on we identify H2(X,D;R) = H2(X̂, D̂;R). We let QωX and QωX̂ be
1-dimension cones spanned by ([ωX ], 1, 1) and ([ωX̂ ], 1, 1) respectively as in {A}. We let Q±,
Q̂± be the corresponding enlarged cones as in {B}. Finally we let Q˜± be the cones spanned
by both Q± and Q̂± (these are cones as in {C}). By (SH3), (SH4) and (SH5) we have that
SH∗
Cˇ,Q−,Q+
(D ⊂ X) and SH∗
Ĉ,Q̂−,Q̂+
(D̂ ⊂ X̂) are isomorphic to the quantum cohomology
rings of X and X̂ respectively. By (SH6) we have that the transfer map SH∗
Ĉ,Q̂−,Q̂+
(D̂ ⊂
X̂) −→ SH∗
Φ(Cˇ),Q̂−,Q̂+
(Φ(D) ⊂ X̂) is an isomorphism. Define the ΛωX ,ωX̂K -algebra Z :=
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SH∗
Cˇ,Q˜−,Q˜+
(D ⊂ X). Now since the regions VX ⊂ X and VX̂ ⊂ X̂ for which the birational
morphisms Φ̂ and Φ̂−1 are ill defined has real codimension ≥ 4 by Lemma 7.1, we have by
(SH8) an isomorphism of Λ
ωX ,ωX̂
K -algebras
Z ∼= SH∗
Cˇ,Q˜−,Q˜+
(Φ(D) ⊂ X̂). (1.6)
The isomorphisms (1.3) now follow from Equation (1.6) combined with the second part of
(SH3) and (SH7).
1.3. Notation Throughout this paper.
• We will fix a ring K.
• (M,ω) will be a compact connected symplectic manifold of dimension 2n satisfying
c1(ω) = 0 and where [ω] ∈ H2(M ;R) lifts to an integral cohomology class,
• J0 is a fixed almost complex structure on M taming ω,
• (Vi)li=1 is a finite collection of (not necessarily properly embedded) submanifolds of
M of codimension ≥ 4 and where V := ∪li=1Vi is compact,
• T := R/Z, I− := (−∞, 0], I+ := [0,∞),
• (s, t) will be the natural coordinate system on I± × T or R× T,
• for any manifold Σ, JΣ(J0, V, ω) is the space of smooth families of ω-tame almost
complex structures J := (Jσ)σ∈Σ smoothly parameterized by Σ equipped with the
C∞ topology so that all the derivatives of J and J0 agree at v for all v ∈ V and
• J(J0, V, ω) := Jpt(J0, V, ω).
• If I is a set and W is a vector space then W I is the vector space of maps I −→W or
equivalently tuples (wj)j∈I of elements in W .
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2. Hamiltonian Floer Cohomology and Filtrations
2.1. Alternative Action Values of Periodic Orbits.
Definition 2.1. A Hamiltonian is a smooth family of functions H = (Ht)t∈T on a symplectic
manifold (by default this is (M,ω) unless stated otherwise). It is autonomous if Ht does not
depend on t, and hence we usually express such a Hamiltonian as a single function M −→ R.
The time t flow (φHt : M −→ M)t∈R of a Hamiltonian H ≡ (Ht)t∈T is the time t flow of
the unique time dependent vector field (XHt )t∈R satisfying iXHt ω = −dHt for all t ∈ R. A
1-periodic orbit is a smooth map γ : T −→ M satisfying γ˙ = XHt for all t ∈ T. A 1-periodic
orbit γ is non-degenerate if the linearized return map DφH1 : Tγ(0)M −→ Tγ(0)M has no
eigenvalue equal to 1. A capped loop is an equivalence class of pairs (γ˜, γˇ) of smooth maps
γ˜ : S −→M, γˇ : T −→ ∂S (2.1)
where S is a smooth oriented surface with boundary, γˇ is an orientation preserving diffeomor-
phism and where any two such pairs (γ˜0, γˇ0), (γ˜1, γˇ1) are equivalent if the surface obtained by
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gluing γ˜0 and γ˜1 along its boundary via the map γˇ0 ◦ γˇ−11 is null homologous. More precisely,
this gluing is defined to be the continuous map
γ˜0 ⋆ γ˜1 : S0 ⊔ S1/ ∼−→M, γ0 ⋆ γ1(σ) :=
{
γ˜0 if z ∈ S0
γ˜1 otherwise
(2.2)
where S0 is the domain of γ˜0, S1 is the domain of γ˜1 with the opposite orientation and where
the identification ∼ is defined to be
∂S0 ∋ γˇ0(t) ∼ γˇ1(t) ∈ ∂S1, t ∈ T.
If (γ˜, γˇ) is a capped loop, then the associated loop of (γ˜, γˇ) is the map γ˜ ◦ γˇ : T −→ M . We
define L˜(M) to be the space of capped loops equipped with the quotient topology induced
from the C∞ topology on the space of pairs of maps as in Equation (2.1).
A capped 1-periodic orbit γ of a Hamiltonian H is a capped loop, whose associated loop
γ : T −→M is a 1-periodic orbit ofH. We call γ the associated 1-periodic orbit of γ. A capped
1-periodic orbit γ is non-degenerate if the associated 1-periodic orbit is non-degenerate.
Definition 2.2. Let K = (Kσ)σ∈Σ be a smooth family of functions on M parameterized by
a manifold Σ. Let ω˜ be a closed 2-form on M − V . We say that K is ω˜-compatible if there is
a smooth family of functions G = (Gσ)σ∈Σ on M − V so that
iXKσ ω˜ = −dGσ, ∀ σ ∈ Σ. (2.3)
We will call G a primitive associated to (K, ω˜).
Now let H := (Ht)t∈T be a Hamiltonian which is ω˜-compatible and F = (Ft)t∈T a primitive
associated to (H, ω˜). The (H, ω˜, F )-action of a capped loop γ := (γ˜, γˇ) on M where the
associated loop γ : T −→M is disjoint from V is defined to be
AH,ω˜,F (γ) := −
∫
S
(γ˜′)∗ω˜ +
∫ 1
0
Ft(γ(t))dt (2.4)
where γ˜′ : S −→ M is some C∞ small perturbation of γ˜ away from ∂S so that its image is
disjoint from V . If ω˜ extends to a smooth 2-form on M and F extends to a smooth family of
functions on M then we define the (H, ω˜, F )-action of any capped loop γ by Equation (2.4)
with γ˜′ replaced by γ. If (γ˜, γˇ) is any capped loop whose associated loop is constant then
we define the (H, ω˜, F )-action AH,ω˜,F (γ) to be AH,ω˜,F (γ
′) where γ′ is a capped loop disjoint
from V which is smoothly isotopic to γ through capped loops with constant associated loops.
Note that the perturbations γ˜′ and γ′ above exist since V is a finite union of codimension
≥ 4 submanifolds of M . Note also that such an action will usually be computed for capped
1-periodic orbits of H.
We will only deal with very specific closed 2-forms ω˜ associated to certain contact hyper-
surfaces inside (M,ω). We will now introduce such closed 2-forms.
Definition 2.3. A contact cylinder in M consists of a codimension 0 submanifold
Cˇ := [1− ǫ, 1 + ǫ]× C ⊂M − V
so that ω|Cˇ = d(rCαC) where rC : Cˇ −→ [1−ǫ, 1+ǫ] is the natural projection map, and αC is
a contact form on C. We also require that {0}×C is the boundary of a compact codimension
0 submanifold D so that ω|D = dθ for some θ ∈ Ω1(D) satisfying θ|D∩Cˇ = rCαC . Here rC is
called the radial coordinate associated to Cˇ, αC is called called the contact form associated
to Cˇ and D is called the Liouville domain associated to Cˇ. A 2-form ω˜ ∈ Ω2(M − V ) is
Cˇ-compatible if
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(a) ω˜ is closed and J0-tame outside D ∪ Cˇ,
(b) ω˜|Cˇ = d(fω˜(rC)rCα) where fω˜ : R −→ R is a smooth function satisfying:
fω˜|(−∞,1+ǫ/4] = λ−ω˜ , fω˜|[1+ǫ/2,∞) = λ+ω˜ , f ′ω˜ ≥ 0.
for some constants λ±ω˜ ≥ 0,
(c) ω˜|D = λ−ω˜ω and
(d) ω˜ = λ+ω˜ω if Cˇ is the empty set.
We call λ±ω˜ the scaling constants for ω˜ and fω˜ the scaling function for ω˜. A family of 2-forms
ω˜• = (ω˜σ)σ∈Σ is Cˇ-compatible if ω˜σ is Cˇ-compatible for each σ ∈ Σ. If Cˇ is the empty contact
cylinder then λ−ω˜ is defined to be arbitrary (I.e. we can choose λ
−
ω˜ to be anything we like and
it is considered as part of the data defining ω˜).
Definition 2.4. An autonomous Hamiltonian K : M −→ R is weakly Cˇ-compatible if
K|[1+ǫ/8,1+ǫ/2]×C = λKrC +mK for some constants λK and mK . The constant λK is called
the slope of K along Cˇ and w mK is called the height of K at Cˇ. Also if Cˇ is the empty con-
tact cylinder then we define the slope and height of K to be 0. We say that K is Cˇ-compatible
if it is weakly Cˇ-compatible and if K|M−(D∪Cˇ) is constant. A smooth family of autonomous
Hamiltonians K• := (Kσ)σ∈Σ parameterized by a manifold Σ is (weakly) Cˇ-compatible ifKσ is
(weakly) Cˇ-compatible for each σ ∈ Σ. An almost complex structure J onM is Cˇ-compatible
if J ∈ J(J0, V, ω), and drC ◦J = −αC inside [1+ ǫ/8, 1+ ǫ/2]×C. A smooth family of almost
complex structures J• = (Jσ)σ∈Σ is Cˇ-compatible if Jσ is Cˇ-compatible for each σ ∈ Σ.
Remark 2.5. The space of 2-forms which are Cˇ-compatible is weakly contractible (in fact
it forms a convex subset of Ω2(M)). Also the space of (weakly) Cˇ-compatible Hamiltonians
(resp. almost complex structures) is weakly contractible.
By a direct calculation, we have the following lemma and corollary:
Lemma 2.6. Let
• Cˇ be a contact cylinder with cylindrical coordinate rC and associated Liouville domain
D,
• ω˜ be a 2-form compatible with Cˇ where λ±ω˜ (resp. fω˜) are the scaling constants (resp.
scaling function) for ω˜ and
• let H = (Ht)t∈T be a weakly Cˇ-compatible Hamiltonian which is Cˇ-compatible if ω˜ is
not a locally constant multiple of ω outside [1+ ǫ/4, 1+ ǫ/2]×C and let (λHt)t∈T and
(mHt)t∈T be the slopes and heights of (Ht)t∈T along Cˇ respectively.
Then the smooth family of functions FH,Cˇ,ω˜ := (FHt,Cˇ,ω˜)t∈T defined by
FHt,Cˇ,ω˜ :M −→ R, FHt,Cˇ,ω˜ :=

λ−ω˜Ht in D ∪ ([1, 1 + ǫ/4]× C)
λHtfω˜(rC)rC + λ
−
ω˜mHt in [1 + ǫ/4, 1 + ǫ/2]× C
λ+ω˜ (Ht −mHt) + λ−ω˜mHt otherwise
(2.5)
is a primitive associated to (H, ω˜) as in Definition 2.2 for all t ∈ T.
Corollary 2.7. Let Cˇ, ω˜, H = (Ht)t∈T, λ
±
ω˜ , (λHt)t∈T, (mHt)t∈T, F
H,Cˇ,ω˜ := (FHt,Cˇ,ω˜)t∈T be
as in Lemma 2.6. Then for every capped loop γ = (γ˜, γˇ) whose associated loop γ : T −→ M
satisfies γ(T) ⊂M − ([1 + ǫ/4, 1 + ǫ/2] ×C), we have
AH,Cˇ,FH,Cˇ,ω˜(γ) =
{
I0 + λ
−
ω˜ I1 if γ(T) ⊂ D ∪ ([1, 1 + ǫ/4]× C)
I0 + λ
+
ω˜ (I1 − I2) + λ−ω˜ I2 otherwise
(2.6)
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where
I0 := −
∫
S
γ˜∗ω˜, I1 :=
∫ 1
0
Ht(γ(t)))dt, I2 :=
∫ 1
0
mHtdt.
Remark 2.8. The (H, ω˜, FHt,Cˇ,ω˜)-action of a capped loop γ satisfying the conditions of
Corollary 2.7, only depends on ω, H, Cˇ, λ±ω˜ and the relative cohomology class [ω˜ − λ−ω˜ω] ∈
H2(M,D;R).
The following definition packages together all the necessary action values stated above.
Definition 2.9. Let ωCˇ be a Cˇ-compatible 2-form with scaling constants 0 and 1 and which
is equal to ω outside D ∪ ([1, 1 + ǫ/2] × C). Let QCˇ ⊂ H2(M,D;R) × R × R be the subset
consisting of all triples (q, λ−, λ+) satisfying q = [ω˜ − λ−ω + λ−ωCˇ ] for some Cˇ-compatible
2-form ω˜ ∈ Ω2(M) whose scaling constants are λ± satisfying λ− ≤ λ+. For any capped loop
γ = (γ˜, γˇ) whose associated loop has image disjoint from [1− ǫ/4, 1 + ǫ/2]×C, we define the
(H, Cˇ)-action of γ to be the function
AH,Cˇ(γ) : QCˇ −→ R, AH,Cˇ(γ)(q, λ−, λ+) := AH,Cˇ,FH,Cˇ,ω˜(γ)
where ω˜ ∈ Ω2(M) is a Cˇ-compatible 2-form with scaling constants λ± satisfying [ω˜ − λ−ω +
λ−ωCˇ ] = q and λ
− ≤ λ+.
The (H, Cˇ)-action of γ is well defined by Remark 2.8 and it does not depend on the choice
of ωCˇ .
Example 2.10. Let Cˇ, ω˜, λ±ω˜ , (λHt)t∈T, (mHt)t∈T, F
H,Cˇ,ω˜ := (FHt,Cˇ,ω˜)t∈T be as in Lemma
2.6. Suppose that the contact cylinder Cˇ is the empty set and ω˜ = ω. Then for each capped
loop γ = (γ˜, γˇ), we get
AH,∅(γ)([ω˜], a, 1) = −
∫
S
γ˜∗ω +
∫ 1
0
Ht(γ(t))dt (2.7)
for all a ∈ R which is the usual action functional defined in, say, [Flo88] (with different sign
conventions) where S is the domain of γ˜ and γ is the associated loop of γ.
2.2. Floer Trajectories. In this section we will give a definition of a Floer trajectory con-
verging to a collection of capped 1-periodic orbits and state some results concerning spaces
of Floer trajectories. Throughout this subsection, we will fix a (possibly empty) contact
cylinder Cˇ = [1− ǫ, 1 + ǫ]× C ⊂M .
Definition 2.11. LetHΣ(Cˇ) be the space of smooth families of Hamiltonians H• = (Hσ)σ∈Σ
parameterized by a manifold Σ which are weakly Cˇ-compatible and equipped with the
C∞loc topology. Let H
Σ
(Cˇ) ⊂ HΣ(Cˇ) be the subspace consisting of those H which are Cˇ-
compatible. Let JΣ(Cˇ) be the space of smooth families J• = (Jσ)σ∈Σ of almost complex
structures on M which are Cˇ-compatible equipped with the C∞loc topology.
Definition 2.12. A Riemann surface with n− negative cylindrical ends and n+ positive
cylindrical ends is a Riemann surface Σ together with a collection of proper embeddings
(ιj : I± × T −→ Σ)j∈I−⊔I+
where
• I−, I+ are finite indexing sets and the images of ιj are all disjoint from each other,
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• Σ is biholomorphic to Σˇ − ∪j∈I−⊔I+{pj} where Σˇ is a closed Riemann surface and
(pj)j∈I−⊔I+ are distinct points in Σˇ and
• for each j ∈ I± there is a holomorphic chart Uj in Σˇ centered at pj so that Im(ιj) ⊂ Uj
and
ιj(s, t) = e
∓2π(s+it)
with respect to this chart.
The map ιj is called the negative (resp. positive) cylindrical end associated to j ∈ I−
(resp. j ∈ I+). The coordinate (s + it) ◦ ι−1j : Im(ιj) −→ C on the negative (resp. positive)
cylindrical end ιj ∈ I± is called the cylindrical coordinate associated to j ∈ I− ⊔ I+.
Definition 2.13. Let Σ be a Riemann surface with n− negative cylindrical ends and n+
positive cylindrical ends labeled by finite sets I− and I+ respectively. A 1-form β ∈ Ω1(Σ)
is Σ-compatible if dβ ≤ 0 and ι∗jβ = κjdt for all j ∈ I− ⊔ I+ where (κi)i∈I−⊔I+ are positive
constants. Here κj is called the weight of β at the cylindrical end corresponding to j. A
smooth family of tensor fields α := (αz)z∈Σ on M (e.g. functions, differential forms, almost
complex structures) is Σ-compatible if there is a compact subsetKα ⊂ Σ and a smooth family
of tensors αj := (αjt )t∈T on M for each j ∈ I− ⊔ I+ so that αιj(s,t) = αjt for all (s, t) ∈ I±×T
satisfying ιj(s, t) /∈ Kα and all j ∈ I− ⊔ I+. Here αj is the limit of α corresponding to
j ∈ I− ⊔ I+ and α# := (αj)j∈I−⊔I+ are the limits of α. Let ω˜ ∈ Ω2(M) be Cˇ-compatible. A
smooth family of autonomous Hamiltonians H := (Hz)z∈Σ on M is (Σ, Cˇ)-admissible if
(1) H ∈ HΣ(Cˇ) and H is Σ-compatible,
(2) d(hxβ), d(λβ), d(mβ), d((hx − λ)β) ≤ 0 for all x ∈ M where hx, λ and m are maps
from Σ to R defined by:
hx(σ) := Hσ(x), λ(σ) := λHσ , m(σ) := mHσ ∀ σ ∈ Σ
where (λHσ)σ∈Σ and (mHσ)σ∈Σ are the slopes and heights of H = (Hσ)σ∈Σ respec-
tively.
Let H# := (Hj)j∈I−⊔I+ be a collection of Hamiltonians. We define H
Σ(H#, Cˇ) to be the set
of (Σ, Cˇ)-admissible smooth families of Hamiltonians whose limits are H#. We also define
H
Σ
(H#, Cˇ) := H
Σ
(Cˇ) ∩HΣ(H#, Cˇ).
Let J j := (J jt )t∈T be a smooth family of almost complex structures in J
T(Cˇ) for each
j ∈ I− ⊔ I+ and let J# := (J j)j∈I−⊔I+ . Define JΣ(J#, Cˇ) ⊂ JΣ(Cˇ) to be the subspace of
Σ-compatible families J = (Jz)z∈Σ of almost complex structures whose limits are J
#.
Now let H ∈ HΣ(H#, Cˇ) and J ∈ JΣ(J#, Cˇ) for some H#,J# as above and let j be the
natural complex structure on Σ. We say that u : Σ −→ M satisfies the Floer equation with
respect to (H,J) if
(du+XHσ ⊗ β) + Jσ ◦ (du+XHσ ⊗ β) ◦ j = 0 (2.8)
at each point σ ∈ Σ. A continuous map u : Σ −→ M converges to capped 1-periodic orbits
γ# := ((γ˜j , γˇj))j∈I−⊔I+ of (κjH
j)j∈I−⊔I+ respectively if
• lims→±∞ u(ιj(s, t)) = γj(t) for all j ∈ I± where γj is the associated loop of (γ˜j , γˇj)
and
• the surface obtained by gluing the ends of u with the surfaces (γ˜j)j∈I−⊔I+ is null-
homologous in H2(M ;Z).
We let M(H,J, γ#) be the space of maps u : Σ −→ M satisfying the Floer equation with
respect to (H,J) and converging to γ# equipped with the C∞loc topology.
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Remark 2.14. The space M(H,J, γ#) also depends on β but we omit this from the notation
as it is either clear which β we are using, or if β isn’t mentioned then we will assume some
β has been chosen.
The motivation for part (2) of the definition of a (Σ, Cˇ)-admissible Hamiltonian above is
that it ensures that, roughly, that the Floer complex (defined in Section 2.5) is filtered by
the (H, Cˇ)-action from Definition 2.9. See also Lemma 10.3 combined with Equation (2.5).
Definition 2.15. Each capped 1-periodic orbit γ can be assigned an index CZ(γ) called
the Conley-Zehnder index. Such an index is defined in the following way: To any path
A := (At)t∈[a,b] of symplectic matrices, we can assign an index CZ(A) called its Conley-
Zehnder index ([CZ84], [RS93] and [Gut13]). We will not give a definition here, but state
some important properties (See [Gut13, Proposition 6], [Gut13, Lemma 26] and [McL16,
Corollary 4.9]):
(CZ1) CZ((eit)t∈[0,2π]) = 2.
(CZ2) CZ(A ⊕ B) = CZ(A) + CZ(B) where A = (At)t∈[a,b], B = (Bt)t∈[a,b] are paths of
symplectic matrices and A⊕B := (At ⊕Bt)t∈[a,b].
(CZ3) The Conley-Zehnder index of the catenation of two paths is the sum of their Conley-
Zehnder indices.
(CZ4) If A and B are two paths of symplectic matrices which are homotopic relative to their
endpoints then they have the same Conley-Zehnder index. Also such an index only
depends on the path up to orientation preserving reparameterization.
(CZ5) If At is a block matrix
(
1 −tB
0 1
)
with respect to the R basis e1, · · · , en, ie1, · · · , ien
in Cn where ej = (0, · · · , 0︸ ︷︷ ︸
j−1
, 1, 0, · · · , 0) for each t ∈ [0, 1] where B is a fixed symmetric
matrix then CZ((At)t∈[0,1]) =
1
2Sign(B).
(CZ6) Let (At)t∈[0,1] be a path of symplectic matrices so that dim(ker(At−id)) is independent
of t. Then CZ((At)t∈[0,1]) = 0.
(CZ7) Let Sp(2n) be the space of symplectic 2n × 2n matrices and let A ∈ Sp(2n). Then
there is a neighborhood NA of A so that any path (At)t∈[0,1] in NA with A0 = A
satisfies CZ((At)t∈[0,1]) ∈ [−k2 , k2 ] where k = dim ker(A− id).
The Conley-Zehnder index of a capped 1-periodic orbit γ = (γ˜, γˇ) of H is given by the
Conley-Zehnder index of
τ |γˇ(t) ◦DφHt |γˇ(0) ◦ (τ |γˇ(0))−1, t ∈ [0, 1]
where τ : γ˜∗TM −→ S × Cn is a symplectic trivialization over the domain S of γ˜ and
τ |σ : γ˜∗(TM)|σ −→ Cn is its restriction to the fiber σ ∈ Σ. We define the index of γ to be
|γ| := n − CZ(γ). If (γj)j∈I is a finite collection of capped 1-periodic orbits then we define
|(γj)j∈I | :=
∑
j∈I |γj |.
Remark 2.16. Such an index does not depend on the choice of trivialization τ by (CZ4)
combined with the fact that π1(Sp(2n)) is abelian. Also since c1(M) = 0, the index only
depends on the associated loop γ. Therefore, we will define |γ| := |γ| for any associated loop
γ of a capped 1-periodic orbit γ.
Definition 2.17. Let T be a topological space. A subset S ⊂ T is ubiquitous if it contains
a countable intersection of dense open sets.
We have the following important proposition:
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Proposition 2.18. Let Σ, H, J#, (κj)j∈I be as in Definition 2.13. Then there is a ubiquitous
subset JΣ,reg(H,J#, Cˇ) ⊂ JΣ(J#, Cˇ) so that a certain family linearized operators is surjective
and so certain other transversality conditions hold (see Definition 9.9).
Also, suppose that we have a collection γ# := (γj)j∈I−⊔I+ of non-degenerate capped 1-
periodic orbits of (κjH
j)j∈I−⊔I+ whose associated 1-periodic orbits are disjoint from V and
so that if Σ 6= R×T then at least two such 1-periodic orbits of γ# have distinct images. Then
for each J ∈ JΣ,reg(H,J#, Cˇ), M(H,J, γ#) is an oriented k-dimensional manifold where
k := |(γj)j∈I− | − |(γj)j∈I+ |+ n(|I|+ − |I|− + χ(Σ)) (2.9)
where χ(Σ) is the Euler characteristic of Σ. Also if the dimension of M(H,J, γ#) is ≤ 1 then
we can ensure that the image of each u ∈M(H,J, γ#) is disjoint from V .
The proof is extremely standard using ideas from [MS98, Chapters 3 and 6] and from
[Sch95]. However for the sake of completeness, we will prove this proposition in Appendix
B. Note that M(H,J, γ#) may not be a manifold at all if any of the capped 1-periodic orbits
γj are degenerate even if J ∈ JΣ,reg(H,J#, Cˇ#) by our current definition. We also have a
1-parameter version of this proposition stated below.
Definition 2.19. Let Σ• := (Σs)s∈[0,1] be a smooth family of Riemann surfaces with n−
negative cylindrical ends and n+ positive cylindrical ends labeled by finite sets I− and I+
respectively. Let (κj)j∈I−⊔I+ be positive numbers and let βs be a Σs-compatible 1-form so
that κj is the weight of βs at the cylindrical end corresponding to j ∈ I− ⊔ I+ for each
j ∈ I− ⊔ I+, s ∈ [0, 1] and so that (βs)s∈[0,1] is a smooth family of 1-forms.
LetH# := (Hi)i∈I−⊔I+ be elements ofH
T(Cˇ). We defineHΣ•(H#, Cˇ) (resp. H
Σ•
(H#, Cˇ))
to be the space of smooth families of Hamiltonians H := (Hs,σ)s∈[0,1],σ∈Σs so that the
subfamily Hs,• := (Hs,σ)σ∈Σs is an element of H
Σs(H#, Cˇ) (resp H
Σs
(H#, Cˇ)) for each
s ∈ [0, 1]. Similarly let JΣ•(J#, Cˇ) be the space of smooth families of almost complex
structures J := (Js,σ)s∈[0,1],σ∈Σs so that the subfamily Js,• := (Js,σ)σ∈Σs is an element of
JΣs(J#, Cˇ) for each s ∈ [0, 1]. For each H ∈ HΣ•(H#, Cˇ) and each Yj ∈ JΣj ,reg(Hj,•, J#, Cˇ)
for j = 0, 1, define JΣ•((Y0, Y1), J
#, Cˇ#) to be the subspace of JΣ•(J#, Cˇ) consisting of
those J as above satisfying J0,• = Y0 and J1,• = Y1. For each J ∈ JΣ•((Y0, Y1), J#, Cˇ) as
above and each tuple of capped 1-periodic orbits γ# := (γj)j∈I−⊔I+ of (κjH
j)j∈I−⊔I+ , define
M(H,J, γ#) := ⊔s∈[0,1]M(Hs,•, Js,•, γ#).
We then have the following parameterized version of Proposition 2.18 above. We will not
prove this since the ideas used to prove it are exactly the same as those from Proposition
2.18.
Proposition 2.20. Let Σ•, H
#, J#, (κj)j∈I be as in Definition 2.19. Suppose H ∈
HΣ•(H#, Cˇ), Yj ∈ JΣ,reg(Hj,•, J#, Cˇ) for j = 0, 1. Then there is a ubiquitous subset
JΣ•,reg(H, (Y0, Y1), J
#, Cˇ) ⊂ J[0,1]×Σ((Y0, Y1), J#, Cˇ)
so that a certain family linearized operators is surjective and so certain other transversality
conditions hold.
Also suppose γ# := (γj)j∈I−⊔I+ are capped 1-periodic orbits of (κjH
j)j∈I−⊔I+ so that γ
j
is non-degenerate for each j ∈ I− ⊔ I+, whose associated 1-periodic orbits are disjoint from
V and so that if Σ 6= R× T then at least two associated 1-periodic orbits of γ# have distinct
images. Then for each J ∈ JΣ•,reg(H, (Y0, Y1), J#, Cˇ), M(H,J, γ#) is an oriented k + 1-
dimensional manifold with boundary where k is defined as in equation (2.9). Also if the
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dimension of M(H,J, γ#) is ≤ 1 then we can ensure that the image of each u ∈M(H,J, γ#)
is disjoint from V .
Example 2.21. Let R × T = C/Z be a Riemann surface with a positive cylindrical end
indexed by I+ := {+} and a negative cylindrical end indexed by I− := {−} given by the
natural inclusion maps into R×T. Also let β := dt and κ± := 1 be the corresponding weights
of β. Here R × T along with β and κ± is called a Riemann cylinder. Let H be (R × T, Cˇ)-
compatible with associated limits H±. Also let J± ∈ JT(Cˇ) and let J ∈ JR×T((J+, J−), Cˇ).
Then a map u : R× T −→M satisfying the (H,J)-Floer equation and converging to capped
1-periodic orbits γ−, γ+ of H
−, H+ respectively is called an (H,J)-Floer cylinder connecting
γ− and γ+.
Definition 2.22. Let R× T be a Riemann cylinder. Let
ιHam : H
T(Cˇ) −֒→
⋃
H#=(H−,H+)∈(HT(Cˇ))2
HR×T(H#, Cˇ)
ιcpx : J
T(Cˇ) −֒→
⋃
J#=(J−,J+)∈(JT(Cˇ))2
JR×T(J#, Cˇ)
be the natural embeddings sending (Ht)t∈T to (Ht)(s,t)∈R×T and (Jt)t∈T to (Jt)(s,t)∈R×T re-
spectively.
Also for each (H,J) ∈ HT(Cˇ)×JT(Cˇ) and for each pair γ# := (γ−, γ+) of capped 1-periodic
orbits of H, we define
M(H,J, γ#) := M(ιHam(H), ιcpx(J), γ
#), M(H,J, γ#) := M(H,J, γ#)/R (2.10)
where the natural R-action is given by translation in the s coordinate. Also for each H ∈
HT(Cˇ), define
JT,reg(H, Cˇ) := JT(Cˇ) ∩ ι−1cpx(∪J∈JT(Cˇ)JR×T,reg(ιHam(H), (J, J), Cˇ)).
We also have the following proposition (see [Ush11, Proposition 3.4]):
Proposition 2.23. For each H ∈ HT(Cˇ), JT,reg(H, Cˇ) is a ubiquitous subset of JT(Cˇ).
Also for each pair of non-degenerate capped 1-periodic orbits γ−, γ+ of H, we have that
M(H,J, γ#) is a manifold of dimension |γ−| − |γ+| − 1. If the dimension of M(H,J, γ#) is
≤ 1 then each element of M(H,J, γ#) has image disjoint from V .
Example 2.24. Let Σ := P1−{0, 1,∞} and let ̟ : Σ −→ C∗ be a proper holomorphic map
of degree 2 with exactly one branch point at 1 ∈ C∗ and so that ̟−1({z ∈ C∗ : |z| < 1}) is
connected.
Branch point
Σ
C∗
̟
1
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Let I− := {2} and I+ := {0, 1}. Choose cylindrical ends
ιj : I± × T −→ Σ, j ∈ I±
for Σ so that ̟(ιj(s, t)) = e
2π(s+1+it) for j ∈ I+ and ̟(ι2(s, t)) = e2π(s−1+2it). Then
β := ̟∗d(arg(z)/2π) is a Σ-compatible 1-form so that the weight κ2 of β is 2 at the negative
end and the weights κ0, κ1 are 1 at each positive end. We call Σ with its negative and two
positive cylindrical ends above together with the 1-form β the pair of pants.
Let H# = (Hj)j∈{0,1,2} where H
j ∈ HT(Cˇ) for j = 0, 1, 2 and let H ∈ HT(H#, Cˇ).
Similarly let J# = (J i)i∈{0,1,2} where J
j ∈ JT(Cˇ) where j = 0, 1, 2, define and let J ∈
J(J#, Cˇ). Let γj be a capped 1-periodic orbit of κjHj for j = 0, 1, 2 and define γ
# :=
(γj)j∈{0,1,2}. An (H,J)-pair of pants connecting γ
# is an (H,J)-Floer trajectory connecting
the capped 1-periodic orbits γ#.
2.3. Directed and Inverse Systems. In this subsection we will give some definitions con-
cerning inverse/direct limits, which will be used later to define symplectic cohomology. A
small part of this section will also be used in the next section to define Novikov rings. Many
of the main ideas come from [MS] and [Mar]. We will also introduce a category of “double
systems” which, alternatively, is a category of appropriate “ind-pro” objects (I.e. direct lim-
its of inverse limits of modules). Such categories have appeared in [Bei87, Section A.3] and
[Kat00] for example.
Definition 2.25. If (I,≤I), (K,≤K) are sets together relations ≤I and ≤K then we define
(I×K,≤I×K) to be the product I×K together with the relation ≤I×K satisfying (i, k) ≤I×K
(i′, k′) if i ≤I i′ and k ≤K k′. Also we define (Iop,≤op) to be the set Iop := I together with
the relation ≤opI satisfying i ≤opI i′ if i′ ≤I i for all i, i′ ∈ Iop.
A directed set (I,≤I) is a set I together with a reflexive transitive binary relation ≤I so
that for all i0, i1 ∈ I, there exists i2 ∈ I satisfying i0, i1 ≤I i2. An inverse directed set (K,≤K)
is a set K together with a relation ≤K so that (Kop,≤opK ) is a directed set.
If (I,≤I) is a directed set, then a subset Iˇ ⊂ I is cofinal if for each a ∈ I, there exists aˇ ∈ Iˇ
satisfying a ≤I aˇ. A sequence (ak)k∈N of elements in I is cofinal if the set {ak : k ∈ N} ⊂ I
is cofinal. A directed subset of I is a subset Iˇ ⊂ I where the induced ordering makes Iˇ into a
directed set. A subset Kˇ ⊂ K is cofinal inside an inverse directed set (K,≤K) if Kˇop ⊂ Kop
is cofinal in (Kop,≤opK ). A double set is a pair (I ×K,≤I×K) where (I ≤I) is a directed set
and (K,≤K) is an inverse directed set.
Remark 2.26. We can think of a set with a reflexive transitive binary relation (I,≤) as a
category with objects I and with a unique morphism denoted by i→ j for each i ≤ j and no
other morphisms. Since there is at most one morphism between any two objects, a functor
F : (I0,≤) −→ (I1,≤) is characterized by the corresponding map F : I0 −→ I1 on objects.
From now on, we will not distinguish between such functors and maps.
For ease of notation, we will sometimes just write I for a set with relation (I,≤) if it is
clear what the relation is. In particular, we will write I ×K instead of (I ×K,≤I×K).
Definition 2.27. Let R be a commutative ring and let R-mod be the category of Z-graded
R-modules. We write Ob(R-mod) andMor(R-mod) to be the class of objects and morphisms
of R-mod.
A directed system is a functor D : I −→ R-mod where (I,≤I) is a directed set. An inverse
system is a functor V : K −→ R-mod where (K,≤K) is an inverse directed system. A
double system of graded R-modules (or double system) is a functor W : I × K −→ R-mod
BIRATIONAL CALABI-YAU MANIFOLDS HAVE THE SAME SMALL QUANTUM PRODUCTS. 17
where (I × K,≤I×K) is a double set. The morphisms W ((i, k) → (i′, k′)) ∈ Mor(R-mod),
(i, k) ≤I×K (i′, k′) are called double system morphisms of W .
Remark 2.28. We will sometimes just write down a double systemW : I×K −→ R-mod as a
collection (W (i, k))(i,k)∈I×K of R-modules if it is clear what the morphismsW ((i, k)→ (i′, k′))
are. We will do the same for directed and inverse systems.
Remark 2.29. A directed system D : I −→ R-mod is equivalent to a double system D :
I = I × {⋆} −→ R-mod where {⋆} is the single element (inverse) directed set. Similarly an
inverse system is a double system V : K = {⋆} × K −→ R-mod. We will call such double
systems the double systems associated to D (resp. V ).
Example 2.30. The trivial double system is the double system given by the functor ιR :
{⋆}× {⋆} −→ R-mod sending (⋆, ⋆) to R where {⋆} is the directed/inverse system consisting
of one point. Trivial directed/inverse systems are defined in a similar way.
Definition 2.31. For any Z graded R-module N , let (N)p be the degree p part of N for
each p ∈ Z. If W : I × K −→ R-mod is a double system then we define the double system
shifted by m ∈ Z to be the unique double system W [m] : I × K −→ R-mod satisfying
(W [m](i, k))p = (W (i, k))m+p for all p ∈ Z with the natural induced morphisms.
Definition 2.32. The direct limit of a directed system D : I −→ R-mod is defined to be the
graded R-module
lim−→
i∈I
D(i) := ⊔i∈ID(i)/ ∼, xi ∼ xj iff ∃ k s.t. i, j ≤ k, and fik(xi) = fjk(xj)
where fij := D(i→ j) for all i ≤ j. We will sometimes write lim−→iD(i) for such a direct limit.
Definition 2.33. The inverse limit of an inverse system V : K −→ R-mod is defined to be
the graded R-module lim←−V where
(lim←−V )p :=
{
(xk)k∈K ∈
∏
k∈K
(V (k))p : ∀ k, kˇ ∈ K s.t. k ≤K kˇ, fkkˇ(xk) = xkˇ
}
for each p ∈ Z where fkkˇ := V (k → kˇ) for all k ≤ kˇ. We will sometimes write lim←−j V (j) for
such an inverse limit.
We now wish to describe an appropriate category of directed/inverse/double systems. This
category should have the property that lim−→ and lim←− are functors and so that certain “obvious”
endomorphisms of directed/inverse/double systems inducing isomorphisms on lim−→ and lim←− are
in fact isomorphisms in this category. Another important property of this category is that
we require a “derived” version of lim←− to exist.
Definition 2.34. Let W : I × K −→ R-mod be a double system and let φ : W (i, k) −→
A, φ′ : A′ −→ W (i′, k′) be morphisms in R-mod for some i, i′ ∈ I, k, k′ ∈ K satisfying
(i′, k′) ≤I×K (i, k). Then we define the W -composition φ ◦W φ′ : A′ −→ A of φ′ and φ to be
the composition φ ◦ fi′k′ik ◦ φ′ where fi′k′ik := W ((i′, k′)→ (i, k)).
Definition 2.35. Let Wj : Ij × Kj −→ R-mod, j = 0, 1 be double systems. Then we can
define a new double system Mor(W0,W1) : (I1 × Kop0 ) × (Iop0 × K1) −→ R-mod where
the object ((i1, k0), (i0, k1)) is sent to HomR-mod(W0(i0, k0),W1(i1, k1)) and a morphism
((i1, k0), (i0, k1))→ ((i′1, k′0), (i′0, k′1)) is sent to the morphism
HomR-mod(W0(i0, k0),W1(i1, k1)) −→ HomR-mod(W0(i′0, k′0),W1(i′1, k′1))
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Φ −→ f1i1k1i′1k′1 ◦Φ ◦ f
0
i′0k
′
0i0k0
where f jiki′k′ :=Wj((i, k)→ (i′, k′)) for all (i, k) ≤Ij×Kj (i′, k′), j = 0, 1. We define
Mor(W0,W1) := lim←−
i0
lim−→
i1
lim←−
k1
lim−→
k0
Mor(W0,W1)((i1, k0), (i0, k1)). (2.11)
We define the category of double systems 2-sys-R to be the category whose objects are
double systems, whose morphisms between objects W0 and W1 are elements of Mor(W0,W1)
and where composition is induced by composition of R-module morphisms in the following
way. If Wj : Ij ×Kj −→ R-mod, j = 0, 1, 2 are double systems then since inverse and direct
limits commute with finite products, we can define the composition maps as follows:
Mor(W1,W2)×Mor(W0,W1) =
lim←−
i0
lim←−
i′1
lim−→
i1
lim−→
i2
lim←−
k1
lim←−
k2
lim−→
k0
lim−→
k′1
Hom(W1(i
′
1, k
′
1),W2(i2, k2))×Hom(W0(i0, k0),W1(i1, k1))
= lim←−
(i0,i′1)
lim−→
(i1,i2)
lim←−
(k1,k2)
lim−→
(k0,k′1)
Hom(W1(i
′
1, k
′
1),W2(i2, k2))×Hom(W0(i0, k0),W1(i1, k1))
= lim←−
(i0,i′1)
lim−→
(i1,i2)
i′1≤I i1
lim←−
(k1,k2)
lim−→
(k0,k′1)
k′1≤Kk1
Hom(W1(i
′
1, k
′
1),W2(i2, k2))×Hom(W0(i0, k0),W1(i1, k1))
◦W1−→ lim←−
(i0,i′1)
lim−→
(i1,i2)
i′1≤I i1
lim←−
(k1,k2)
lim−→
(k0,k′1)
k′1≤Kk1
Hom(W0((i0, k0), (i2, k2))) =Mor(W0,W2)
where Hom := HomR-mod. The category Ind-R of directed systems is the full subcategory of
2-sys-R whose objects are directed systems. Similarly the category Pro-R of inverse systems
is the full subcategory whose objects are inverse systems.
Example 2.36. A key example of a morphism φ ∈ Mor(W0,W1) of double systems Wj :
Ij×Kj −→ R-mod, j = 0, 1 is a natural transformation φ fromW0◦(idI0×F ) toW1◦(G×idK1)
where F : K1 −→ K0 and G : I0 −→ I1 are functors.
If I0 = I1 and K0 = K1 and the natural transformation maps are double system maps,
then such a morphism is equal to the identity map in 2-sys-R. We will call such a natural
transformation a standard endomorphism.
Suppose φ′ ∈ Mor(W1,W2) is another morphism where W2 : I2 × K2 −→ R-mod is a
double system and where it is also given by a natural transformation φ′ :W1 ◦ (idI1 × F ′) to
W2 ◦ (G′× idK2) where F ′ : K2 −→ K1 and G : I1 −→ I2 are functors. Then the composition
φ′ ◦ φ ∈Mor(W0,W2) can be represented by the natural transformation
(φ′ · (idG×idK2 )) ◦ (φ · (ididI0×F ′)) :W0 ◦ (idI0 × F ′) −→ W2 ◦ (G× idK2)
where ◦ denotes vertical composition of natural transformations and · denotes horizontal
composition and where idQ means the identity natural transformation from a functor Q to
itself. Here we have also used the identity (G× idK1) ◦ (idI0 ×F ′) = (idI1 ×F ′) ◦ (G× idK2).
Definition 2.37. A cofinal subsystem of a double system W : I × K −→ R-mod is the
restriction Wˇ := W |Iˇ×Kˇ of W to the subcategory Iˇ × Kˇ ⊂ I ×K where Iˇ ⊂ I, Kˇop ⊂ Kop
are cofinal subsets. The inclusion morphism is the morphism ιWˇ ,W : Wˇ −→ W in 2-sys-R
given by the natural transformation between Wˇ ◦ (idIˇ × F ) to W ◦ (G × idK) constructed
using double system maps where F : K −→ Kˇ satisfies k ≤K F (k) for all k ∈ K and where
G : Iˇ −→ I is the natural inclusion map. Here F is constructed using the axiom of choice.
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Remark 2.38. The inclusion map does not depend on the choice of functor F . This due to
the fact that if we have a morphism ι′
Wˇ ,W
: Wˇ −→W constructed in the same way, but using
a different choice of functor F then there are standard endomorphisms E,E′ : W −→ W so
that E ◦ ιWˇ ,W = E′ ◦ ι′Wˇ ,W . Since standard endomorphisms represent the identity map in
2-sys-R we get that ιWˇ ,W = ι
′
Wˇ ,W
.
Lemma 2.39. The inclusion map ιWˇ ,W from Definition 2.37 is an isomorphism.
Proof of Lemma 2.39. The inverse η of ιWˇ ,W is given by the natural transformation between
W ◦ (idI × F ′) to Wˇ ◦ (G′ × idK) built from double system maps where F ′ : Kˇ −→ K is
the natural inclusion map and where G′ : I −→ Iˇ satisfies i ≤I F (i) for all i ∈ I. The
compositions η ◦ ιWˇ ,W , ιWˇ ,W ◦ η as described in Example 2.36 are standard endomorphisms
and hence ιWˇ ,W is an isomorphism. 
Definition 2.40. We define lim−→ lim←− to be the functor
lim−→ lim←− : 2-sys-R −→ R-mod, lim−→ lim←− := ⊕m∈ZHom2-sys-R(ιR[−m],−)
where ιR is the trivial double system. We define lim−→ : Ind-R −→ R-mod (resp. lim←− :
Pro-R −→ R-mod) to be the restriction of this functor to the subcategory Ind-R (resp.
Pro-R).
Remark 2.41. The functor lim−→ lim←− sends a double system (W (i, k))(i,k)∈I×K to the limit
lim−→i lim←−kW (i, k). Similarly the functors lim−→ and lim←− above coincide with lim−→ and lim←− from
Definitions 2.32 and 2.33.
Definition 2.42. Let Wj : Ij × Kj −→ R-mod, j = 0, 1 be a double systems. We define
W0×W1 to be the double system (W0(i, k)×W1 (ˇi, kˇ))(i,ˇi,k,kˇ)∈(I0×I1)×(K0×K1) with the natural
double system maps induced from the double system maps ofWj, j = 0, 1. We defineW0⊗W1
to be the double system (W0(i, k)⊗RW1(ˇi, kˇ))(i,ˇi,k,kˇ)∈(I0×I1)×(K0×K1) with the natural double
system maps induced from the double system maps of Wj, j = 0, 1.
Let Wˇj : Iˇj×Kˇj −→ R-mod, j = 0, 1 be two additional double systems and let TW0,W1,Wˇ0,Wˇ1
be the natural composition
TW0,W1,Wˇ0,Wˇ1 :Mor2-sys-R(W0, Wˇ0)⊗R Mor2-sys-R(W1, Wˇ1) =
(lim←−
i0
lim−→ˇ
i0
lim←−
kˇ0
lim−→
k0
Hom(W0(i0, k0), Wˇ0(ˇi0, kˇ0)))⊗R (lim←−
i1
lim−→ˇ
i1
lim←−
kˇ1
lim−→
k1
Hom(W1(i1, k1), Wˇ1(ˇi1, kˇ1)))
→ lim←−
i0
lim←−
i1
lim−→ˇ
i0
lim−→ˇ
i1
lim←−
kˇ0
lim←−
kˇ1
lim−→
k0
lim−→
k1
(Hom(W0(i0, k0), Wˇ0(ˇi0, kˇ0)))⊗R(Hom(W1(i1, k1), Wˇ1(ˇi1, kˇ1)))
→ lim←−
(i0,i1)
lim−→
(ˇi0 ,ˇi1)
lim←−
(kˇ0,kˇ1)
lim−→
(k0,k1)
(Hom(W0(i0, k0), Wˇ0(ˇi0, kˇ0)))⊗R (Hom(W1(i1, k1), Wˇ1(ˇi1, kˇ1)))
→ lim←−
(i0,i1)
lim−→
(ˇi0 ,ˇi1)
lim←−
(kˇ0,kˇ1)
lim−→
(k0,k1)
Hom
(
W0(i0, k0)⊗R W1(i1, k1), Wˇ0(ˇi0, kˇ0)⊗R Wˇ1(ˇi1, kˇ1)
)
=Mor(W0 ⊗W1, Wˇ0 ⊗ Wˇ1)
where Hom = HomR-mod. For any two morphisms Φj : Wj −→ Wˇj , j = 0, 1 in 2-sys-R, we
define Φ0 ⊗ Φ1 := TW0,W1,Wˇ0,Wˇ1(Φ0 ⊗R Φ1) ∈Mor2-sys-R(W0 ⊗W1, Wˇ0 ⊗ Wˇ1).
Also, if W : I ×K −→ R-mod is a double system, we define τW : W ⊗W −→ W ⊗W to
be the morphism sending x⊗ y to (−1)pqy ⊗ x for all x ∈ (W (i, k))p, y ∈ (W (i′, k′))q, (i, k),
(i′, k′) in I ×K and p, q ∈ Z.
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These operations make 2-sys-R into a symmetric monoidal category together with the
identity object ιR due to the fact that R-mod is a symmetric monoidal category and the fact
that natural transformations Φ between double systems Wj : I × K −→ R-mod, j = 0, 1
where the morphisms of Φ are isomorphisms induce isomorphisms in 2-sys-R.
Definition 2.43. A product on W : I ×K −→ R-mod is a morphism µ : W ⊗W −→ W so
that µ◦(idW⊗µ) = µ◦(µ⊗idW ) using the natural identification (W⊗W )⊗W ∼=W⊗(W⊗W ).
Such a product is graded commutative if µ ◦ τ = µ. The product µ is unitary if there exists
a morphism ι : ιR −→ W where ιR is the trivial double system satisfying µ ◦ (idW ⊗ ι) =
µ ◦ (ι ◦ idW ) = idW where we identify W with W ⊗ ιR and ιR ⊗W in the natural way. A
morphism of double systems W0, W1 with products µj : Wj ⊗ Wj −→ Wj , j = 0, 1 is a
morphism Φ : W0 −→W1 satisfying Φ ◦ µ0 = µ1 ◦ (Φ⊗Φ). A (graded commutative) (unital)
product on a directed or inverse system is a (graded commutative) (unital) product on the
corresponding double system.
Remark 2.44. From now on, all products on double systems (resp. directed/inverse systems)
will be unital graded commutative products. Hence from now on, we will just call them
products. We will also assume all morphisms between such double systems with products
preserve the unit. If W is a double system with product µ : W ⊗W −→ W , then we get a
product
(lim−→ lim←−W )⊗R (lim−→ lim←−W )
⊕m,m′TιR[−m],ιR[−m′],W,W−→ (lim−→ lim←−(W ⊗W ))
lim−→ lim←−µ−→ lim−→ lim←−W
on lim−→ lim←−W making it into a unital graded commutative R-algebra where TιR[−m],ιR[−.m′],W,W
is given in Definition 2.42 and where we use the natural identification ιR ∼= ιR⊗ ιR. Similarly
a product on a directed/inverse system gives us an induced product on its direct/inverse
limit.
We will also need to show that “derived” versions of the functor lim−→ lim←− exist. We need
some preliminary definitions and lemmas before we define such a functor.
Definition 2.45. Let F : Pro-R −→ R-mod be a functor so that the corresponding maps
F : MorPro-R(P0, P1) −→ MorR-mod(F (P0), F (P1)) are R-module maps for each pair of objects
P0, P1 in Pro-(R). We define the functor lim−→F : 2-sys-R −→ R-mod as follows. If W :
I ×K −→ R-mod is a double system then lim−→F (W ) := lim−→i F (W |i) where W |i is the inverse
system (Wi,k)k∈K . Also if Wj : Ij × Kj −→ R-mod, j = 0, 1 are double systems, the
corresponding functor on morphisms is the natural composition:
lim−→F :Mor2-sys-R(W0,W1) = lim←−
i0
lim−→
i1
MorPro-R(W0|i0 ,W1|i1)
lim←−i0 lim−→i1 F−→
lim←−
i0
lim−→
i1
MorR-mod(F (W0|i0), F (W1|i1)) =MorInd-R((F (W0|i))i∈I0 , (F (W1|i))i∈I1)
lim−→−→MorR-mod(lim−→
i0
F (W0|i0), lim−→
i1
F (W1|i1)).
Definition 2.46. Let (K,≤K) be an inverse directed set. Define R-modK to be the category
whose objects are inverse systems V : K −→ R-mod and whose morphisms are natural
transformations between such objects. We define αK : R-mod
K −→ 2-sys-R to be the functor
sending objects V to V and sending morphisms to the induced morphisms in 2-sys-R.
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Since the category R-modK has enough injectives by [Mar, Theorem 11.18] we have the fol-
lowing definition below. Technically [Mar, Theorem 11.18] proves this for ungraded modules,
but the graded case follows immediately since a graded module is a direct sum of ungraded
ones. This will also be true for other theorems cited in [Mar].
Definition 2.47. Let (K,≤K) be an inverse directed set. For each k ∈ N, define lim←−
k |K :
R-modK −→ R-mod to be the kth right derived functor of lim←−◦αK .
The following lemma follows immediately from Theorem 15.5 and Remark 15.6 in [Mar].
Lemma 2.48. There is a natural functor lim←−
k : Pro-R −→ R-mod satisfying lim←−
k ◦αK =
lim←−
k |K for all inverse directed sets (K,≤K).
For our purposes, it does not matter how the functor lim←−
k is constructed. We will only use
the fact that it satisfies the property stated in the lemma above.
Definition 2.49. For each k ∈ N, define the direct limit of lim←−
k to be the functor lim−→ lim←−
k :
2-sys-R −→ R-mod where lim−→ is given as in Definition 2.45 and lim←−
k is constructed in Lemma
2.48.
Finally, we need a test telling us when lim−→ lim←−
1 vanishes.
Lemma 2.50. Suppose that W : I ×K −→ R-mod is a double system where (I,≤I) (resp.
(K,≤K)) is a directed (resp. inverse directed) set. Suppose that there is a cofinal family
Iˇ ⊂ I and a countably infinite cofinal family Kˇ ⊂ K of (K,≤K)op with the property that for
all i ∈ Iˇ, k, k′ ∈ Kˇ satisfying k ≤K k′ we have that W ((i, k) −→ (i, k′)) is surjective. Then
lim−→ lim←−
1W = 0.
Proof of Lemma 2.50. Let W |i be the inverse system (W (i, k))k∈K for each i ∈ I and let
Wˇ |i be the inverse system (W (i, k))k∈Kˇ . Since Kˇ is countably infinite, we can assume after
passing to a cofinal subset of Kˇ that (Kˇ,≤K) is equal to the inverse directed set (Nop,≤op)
by Lemma 2.39. By [Wei95, Proposition 3.5.7] combined with [Mar, Lemma 11.49] we have
that lim←−
1 Wˇ |i = 0 for each i ∈ Iˇ. Hence by [Mar, Theorem 14.9] we have that lim←−
1W |i = 0
for each i ∈ Iˇ. Hence lim−→ lim←−
1W = 0. 
2.4. Novikov Rings. In this section we give a definition of a Novikov ring (which we will
define using inverse and direct limits). Novikov rings are appropriate coefficient rings for our
Hamiltonian Floer cohomology groups. Throughout this subsection we will fix a (possibly
empty) contact cylinder Cˇ = [1 − ǫ, 1 + ǫ] × C and we will let D ⊂ M be its associated
Liouville domain.
Definition 2.51. Let W be a finite dimensional real vector space. A convex cone is a
subset Q ⊂ W so that for all x, y ∈ Q and all positive real numbers α, β > 0, we have that
αx + βy ∈ Q. Such a cone is called salient if, for each x ∈ Q − 0, −x /∈ Q. Now suppose
(A, ·) is a finitely generated abelian group and let Q be a cone in (A ⊗Z R)∗. Define Q to
be the binary relation on A where x Q y if and only if f((y · x−1)⊗ 1) ≥ 0 for all f ∈ Q.
Remark 2.52. If Q is a closed salient cone, then (A,Q) and (Aop,opQ ) are directed sets.
Definition 2.53. Let (A, ·) be a finitely generated abelian group and let Q ⊂ (A⊗Z R)∗ be
a closed salient cone. For each x ∈ A, let FQx be the free K-module generated by elements of
the set SQx := {a ∈ A : x Q a}. Let (I,≤I) and be the (inverse) directed set (Aop,opQ ).
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Then FQ := (FQx−,x+)(x−,x+)∈I×I is a double system where F
Q
x−,x+ := F
Q
x−/(F
Q
x− ∩ FQx+) and
where the double system maps are the natural compositions
FQx−,x+ −→ FQx−,x′+ −→ F
Q
x′
−
,x′+
for all x±, x
′
± ∈ A satisfying x′± Q x±. Choose a function M : A2 −→ A satisfying
M(x, y) Q x and M(x, y) Q y for all (x, y) ∈ A2. For each x0−, x1−, x2+ ∈ A, let
µ : FQ
x0
−
,x2+−x
1
−
⊗K FQx1
−
,x2+−x
0
−
−→ FQ
x0
−
·x1
−
,x2+
be the unique K-linear map sending [a0] ⊗ [a1] to [a0 · a1] for all aj ∈ SQ
xj
−
, j = 0, 1. Then
µ defines for us a product µ : FQ ⊗ FQ −→ FQ on the double system FQ. We define the
(A,Q)-Novikov ring to be the ring
ΛA,QK := lim−→
x−∈I
lim←−
x+∈I
FQx−,x+ (2.12)
whose product is induced by µ as in Remark 2.44. We also have a subring
ΛA,Q,+K := lim←−
x+∈I
FQ0,x+ ⊂ Λ
A,Q
K (2.13)
called the positive (A,Q)-Novikov ring.
Remark 2.54. We can think of ΛA,Q as the ring of formal power series
ΛA,QK =
{∑
i∈N
bit
ai : bi ∈ K, ai ∈ A ∀ i ∈ N, (ai)i∈N is cofinal in (A,Q)
}
.
Intuitively, the terms in this series must “tend to infinity” in the “cone” {x ∈ A : 0 Q x}.
Definition 2.55. Let ιD : H
2(M,D;R) −→ H2(M ;R) be the natural restriction map on
cohomology and let πD : H
2(M,D;R) × R × R −→ H2(M,D;R) be the natural projection
map. Let Q ⊂ H2(M,D;R)×R×R be a cone so that Qˇ := ιD(πD(Q)) is a closed and salient
cone. Using the canonical identification
(H2(M ;Z)⊗Z R)∗ = H2(M ;R),
we can define the Q-Novikov ring to be the (H2(M ;Z), Qˇ)-Novikov ring
ΛQK := Λ
H2(M ;Z),Qˇ
K
and the positive Q-Novikov ring to be the positive (H2(M ;Z), Qˇ)-Novikov ring
ΛQ,+K := Λ
H2(M ;Z),Qˇ,+
K .
The Novikov rings above are designed to deal with multiple action values encoded in Defini-
tion 2.9. Note that we could have defined the above Novikov ring ΛQK to be a (H2(M,D;Z)×
Z × Z, Q)-Novikov ring associated to Q instead. Such a definition would have forced us to
generalize the notion of a capped 1-periodic orbit so that the “capping” also has some bound-
ary components inside D (one would have to modify the way action is calculated too and
restrict the class of Hamiltonians further). This would have given us more information, but
would have added an extra layer of unnecessary complication. Therefore we have decided to
use this simpler definition.
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Example 2.56. Let ω˜# = (ω˜i)i∈S be a finite collection of Cˇ-compatible 2-forms with scaling
constants (λ±i )i∈S and let ωCˇ be a Cˇ-compatible 2-form with scaling constants 0 and 1 and
which is equal to ω outside D ∪ ([1, 1 + ǫ/2] × C). Let Qω˜# ⊂ H2(M,D;R) × R × R be the
smallest convex cone containing ([ω˜i−λ−i ω+λ−i ωCˇ ], λ−i , λ+i ) ∈ H2(M,D;R)×R×R for each
i ∈ S. The (ω˜#)-Novikov ring is the Novikov ring:
Λ
ω˜#
K := Λ
Qω˜#
K .
The two key examples for this paper are when
• ω˜# has one element ω˜, giving us a Novikov ring Λω˜K := Λ
ω˜#
K , which can be thought of
as the set of power series
Λω˜K =
{∑
i∈N
bit
ai : bi ∈ K, ai ∈ H2(M ;Z), ω˜(ai)→∞
}
• and when ω˜# has two elements ω˜0,ω˜1, giving us a Novikov ring Λω˜0,ω˜1K := Λ
ω˜#
K which
can be thought of as the set of power series
Λω˜0,ω˜1K =
{∑
i∈N
bit
ai : bi ∈ K, ai ∈ H2(M ;Z), min(ω˜0(ai), ω˜1(ai))→∞
}
.
2.5. Definition of Floer Cohomology using Alternative Filtrations. In this section we
will give a definition of Hamiltonian Floer cohomology using the action function in Definition
2.9. Throughout this subsection, we will fix a (possibly empty) contact cylinder Cˇ = [1 −
ǫ, 1+ ǫ]×C ⊂M with associated Liouville domain D and cylindrical coordinate rC . We also
let ιD : H
2(M,D;R) −→ H2(M ;R) be the natural restriction map on cohomology and let
πD : H
2(M,D;R)× R× R −→ H2(M,D;R) be the natural projection map.
In order to define Hamiltonian Floer cohomology with the right properties, we need to
consider certain cones inside H2(M,D;R)× R× R.
Definition 2.57. Let ωCˇ be a Cˇ-compatible 2-form with scaling constants 0 and 1 and which
is equal to ω outside D∪ ([1, 1+ ǫ/2]×C). A cone Q ⊂ H2(M,D;R)×R×R is Cˇ-compatible
if
• both ιD(πD(Q)) and Q are closed and salient and
• Q ⊂ QCˇ ∪ {0} where QCˇ is given as in Definition 2.9.
A Cˇ-compatible cone Q is called thin if πD|Q : Q −→ H2(M,D;R) is an injective map. A
Cˇ-compatible cone Q is called small if Q ⊂ R[ωCˇ ]×R×R and if the natural projection map
R[ωCˇ ]× R× R −→ R[ωCˇ ]×R, (q, λ−, λ+) −→ (q, λ−)
restricted to Q is injective. A pair of Cˇ-compatible cones (Q−, Q+) is called wide if for each
q ∈ πD(Q−) ∪ πD(Q+) there exists λq±,−, λq±,+ ∈ R so that (q, λq±,−, λq±,+) ∈ Q±,
λq−,− < λ
q
+,− and λ
q
−,+ = λ
q
+,+.
A Cˇ-interval domain pair is a pair (Q−, Q+) of Cˇ-compatible cones so that
(1) Q+ is thin and not equal to the trivial cone {0},
(2) Q+ ⊂ Q− and
(3) if Q− is not small, then (Q−, Q+) is wide.
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For any Cˇ-compatible cone Q, we define Sc(Q) to be the space of continuous functions
f : Q −→ R satisfying f(σx) = σf(x) for all x ∈ Q and σ ≥ 0 equipped with the C0loc-
topology. A Cˇ-action interval is a pair (a−, a+) ∈ Sc(Q−) × Sc(Q+) where (Q−, Q+) is a
Cˇ-interval domain pair. We say that (a−, a+) is small if Q− and Q+ are small and wide if
(Q−, Q+) is wide.
For each subset P ⊂ Z, weakly Cˇ-compatible Hamiltonian H and Cˇ-action interval
(a−, a+) ∈ Sc(Q−)× Sc(Q+), define ΓPCˇ,a−,a+(H) to be the set of capped 1-periodic orbits γ
of H whose associated 1-periodic orbit is not contained in [1+ ǫ/8, 1+ ǫ/2]×C, whose index
is in P and satisfying
a− ≤ AH,Cˇ(γ)|Q− , a+  AH,Cˇ(γ)|Q+ (2.14)
where AH,Cˇ is given in Definition 2.9.
If (a−, a+) ∈ Sc(Q−) × Sc(Q+) is wide then we define the Hamiltonian height of (a−, a+)
to be
height(a−, a+) :=
sup
a+(x, λ+,−, λ+,+)− a−(x, λ−,−, λ−,+)λ+,− − λ−,− :
(x, λ±,−, λ±,+) ∈ Q±,
λ−,− < λ+,−,
λ−,+ = λ+,+
 . (2.15)
For each Cˇ-action interval (a−, a+) and each manifold Σ, define
HΣ(Cˇ, a−, a+) :={
HΣ(Cˇ) if (a−, a+) is small{
H ∈ HΣ(Cˇ) : mHσ > height(a−, a+) ∀ σ ∈ Σ
}
otherwise
(2.16)
where HΣ(Cˇ) and H
Σ
(Cˇ) are given in Definition 2.11 and mHσ is the height of Hσ as in
Definition 2.4 for each σ ∈ Σ where H = (Hσ)σ∈Σ. For each subset P ⊂ Z, define
Hreg(Cˇ, a−, a+, P ) ⊂ HT(Cˇ, a−, a+)
to be the subspace of time dependent Hamiltonians H = (Ht)t∈T so that there exist neigh-
borhoods N−, N+ of a− and a+ in Sc(Q−) and Sc(Q+) respectively so that for each a
′
± ∈ N±,
we have
• that every capped 1-periodic orbit in ΓZ
Cˇ,a′
−
,a′+
(H) is non-degenerate,
• there are no 1-periodic orbits contained in [1 + ǫ/8, 1 + ǫ/2] × C and
• ΓP
Cˇ,a′
−
,a′+
(H) = ΓP
Cˇ,a−,a+
(H).
Define Hreg(Cˇ, a−, a+) := H
reg(Cˇ, a−, a+,Z).
We have that Hreg(Cˇ, a−, a+) is an open dense subset of H
T(Cˇ, a−, a+) by Lemma 8.3 in
Appendix A. The height condition in Equation (2.16) is essential for this density property
since any Hamiltonian in HT(Cˇ, a−, a+) is constant outside D ∪ Cˇ if (a−, a+) is wide and
therefore these constant orbits γ must not satisfy Equation (2.14) because they are degenerate.
Definition 2.58. Let (a−, a+) ∈ Sc(Q−) × Sc(Q+) be a Cˇ-action interval and let H ∈
Hreg(Cˇ, a−, a+, {p}) for some p ∈ Z. Define CF pCˇ,a±,∞(H) to be the free K-module generated
by capped 1-periodic orbits γ of H of index p and satisfying a± ≤ AH,Cˇ(γ)|Q± . Define
CF p
Cˇ,a−,a+
(H) := CF p
Cˇ,a−,∞
(H)/(CF p
Cˇ,a−,∞
(H) ∩CF p
Cˇ,a+,∞
(H)).
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Remark 2.59. The K-module CF p
Cˇ,a−,a+
(H) is naturally isomorphic to the free K-module
generated by Γp
Cˇ,a−,a+
(H) := Γ
{p}
Cˇ,a−,a+
(H). From now on we will not distinguish between
describing such a group as a quotient or a free module.
Definition 2.60. Let H be a time dependent Hamiltonian on M . If γ = (γ˜, γˇ) is a capped
1-periodic orbit of H and v ∈ H2(M ;Z) is a homology class, then we define γ#v := (γ˜#v, γˇ)
where γ˜#v has the property that (γ˜#v) ⋆ γ˜ is homologous to v where ⋆ is defined Equation
(2.2).
Above, we are ‘connect summing’ v to the capping surface γ˜.
Remark 2.61. Let (a−, a+) ∈ (Q−, Q+) be a Cˇ-action interval and letH ∈ Hreg(Cˇ, a−, a+, {p})
for some p ∈ Z. Define Qˇ+ := ιD(πD(Q+)). The submonoid
S
Q+
0 := {x ∈ H2(M ;Z) : 0 Qˇ+ x} ⊂ H2(M ;Z) (2.17)
acts on CF p
Cˇ,a−,a+
(H) as follows: An element v ∈ SQ+0 represents the unique K-linear map
sending an element γ ∈ Γp
Cˇ,a−,a+
(H) to [γ#(−v)] ∈ CF p
Cˇ,a−,a+
(H). As a result, the monoid
ring K[SQ+0 ] acts on CF
p
Cˇ,a−,a+
(H).
Also, since set of 1-periodic orbits of H is a compact subset of the free loop space of M
with respect to the C∞ topology, there is an element a ∈ SQ+0 so that for each v ∈ SQ+0
satisfying a Qˇ+ v and each α ∈ CF
p
Cˇ,a−,a+
(H), we have v · α = 0. This implies that the
K[SQ+0 ]-action extends to an action of the positive Q+-Novikov ring Λ
Q+,+
K on CF
p
Cˇ,a−,a+
(H)
by Equation (2.13). Hence from now on, we will think of CF p
Cˇ,a−,a+
(H) as a Λ
Q+,+
K -module.
The Λ
Q+,+
K -module CF
p
Cˇ,a−,a+
(H) will be the module underlying our chain complex for our
Hamiltonian Floer group. We now need to explain what the differential on CF p
Cˇ,a−,a+
(H) is.
Definition 2.62. Let (a−, a+) be a Cˇ-action interval and let P := {p, p+1} for some p ∈ Z.
Let H ∈ Hreg(Cˇ, a−, a+, P ) and let J ∈ JT,reg(H, Cˇ) where JT,reg(H, Cˇ) is given in Definition
2.22. We define the Floer differential
∂
(p)
H,J : CF
p
Cˇ,a−,a+
(H) −→ CF p+1
Cˇ,a−,a+
(H)
to be the unique K-linear map satisfying
∂
(p)
H,J(γ+) =
∑
γ−∈Γ
p+1
Cˇ,a−,a+
(H)
#M(H,J, γ)γ−, ∀ γ+ ∈ ΓpCˇ,a−,a+(H)
where γ is the pair (γ−, γ+) and where #M(H,J, γ) is the number of elements in the 0-
dimensional manifold M(H,J, γ) from Definition 2.22 counted with sign according to their
orientation. We define ∂H,J := ∂
(p)
H,J if it is clear which p we are using.
The definition above uses the fact that M(H,J, γ) is a compact oriented 0-dimensional
manifold for all pairs of capped 1-periodic orbits γ = (γ−, γ+) ∈ Γp+1Cˇ,a−,a+(H)× Γ
p
Cˇ,a−,a+
(H)
which follows from Propositions 2.23 and 10.5 and [Rit13, Section 17]. Note that one can
always find J as above since JT,reg(H, Cˇ) is a ubiquitous subset of JT(Cˇ) by Proposition 2.18.
By analyzing 1-parameter families of solutions of the Floer equation for the cylinder as in
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Definition 2.19, one can show that ∂2H,J = 0. This is done by a gluing theorem [ADE14,
Theorem 9.2.1] combined with the compactness result Proposition 10.5 and the orientation
conventions [Rit13, Section 17]. Here we have replaced the compactness result [ADE14,
Theorem 9.1.7] with Proposition 10.5. Finally, note that ∂H,J is a Λ
Q+,+
K -linear differential
where Q+ is the domain of a+. Hence we have the following definition.
Definition 2.63. Let (a−, a+) ∈ Sc(Q−) × Sc(Q+) be a Cˇ-action interval and let P :=
{p − 1, p, p + 1} for some p ∈ Z. Let H ∈ Hreg(Cˇ, a−, a+, P ) and let J ∈ JT,reg(H, Cˇ). We
define the Hamiltonian Floer cohomology group of H to be the Λ
Q+,+
K -module
HF p
Cˇ,a−,a+
(H) := ker(∂
(p)
H,J )/Im(∂
(p−1)
H,J ).
This Hamiltonian Floer cohomology group does not depend on the choice J by continuation
map methods, which will be explained in the subsequent section. Here are the two main
examples of Hamiltonian Floer cohomology groups that should be kept in mind.
Example 2.64. If Cˇ is the empty contact cylinder and Q− = Q+ is the cone spanned by
([ω], 1, 1) then we get the usual definition of Floer cohomology with the usual action functional
(see Example 2.10).
Example 2.65. Let q0, · · · , qk ∈ H2(M,D;R) be classes representing Cˇ-compatible 2-forms
whose images in H2(M ;R) are linearly independent. Suppose that Q+ is the polyhedral cone
spanned by (q0, 1, 1), · · · , (qk, 1, 1) and Q− is the polyhedral cone spanned by
(q0, 1, 1), · · · , (qk, 1, 1), (q0, 0, 1), · · · , (qk, 0, 1).
Then for (a−, a+) ∈ Sc(Q−) × Sc(Q+) and H ∈ Hreg(Cˇ, a−, a+,Z), HF ∗Cˇ,a−,a+(H) is the
Hamiltonian Floer cohomology group generated by capped 1-periodic orbits γ satisfying
ACˇ,H(γ)(qi, 1, 1) ≥ a−(qi, 1, 1) and ACˇ,H(γ)(qi, 0, 1) ≥ (qi, 0, 1) for all i ∈ {0, · · · , k} and
ACˇ,H(γ)(qi, 1, 1) ≤ a+(qj , 1, 1) for some j ∈ {0, · · · , k} where ACˇ,H is defined in 2.9.
2.6. Continuation Maps. Again, throughout this subsection, we will fix a (possibly empty)
contact cylinder Cˇ = [1−ǫ, 1+ǫ]×C ⊂M with associated Liouville domain D and cylindrical
coordinate rC . We will also fix a Cˇ-action interval (a−, a+).
Definition 2.66. Let H− = (H−t )t∈T,H
+ = (H+t )t∈T ∈ HT(Cˇ, a−, a+) have slopes (λH±t )t∈T
and heights (mH±t
)t∈T at Cˇ respectively. We write H
− <Cˇ H
+ if
(1) H−t < H
+
t ,
(2) λH−t
< λH+t
, mH−t
< mH+t
(3) m+t −m−t < (H+t −H−t )|M−(D∪([1,1+ǫ/2]×C)
for all t ∈ T.
The following lemma below tells us that the relation <Cˇ has good properties.
Lemma 2.67. Let H ∈ HT(Cˇ, a−, a+). Then there is a sequence (Hi)i∈N of elements in
HT(Cˇ, a−, a+) C
∞ converging to H so that for each K <Cˇ H, there exists i ∈ N so that
K <Cˇ Hi <Cˇ H.
Proof. Suppose H = (Ht)t∈T and let λHt and mHt be the slope and height of Ht for each
t ∈ T. Let f : R −→ R be a smooth function satisfying
f |(−∞,1] = −2, f |[1+3ǫ/4,∞) = −2− ǫ, f ′ ≤ 0
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and f(x) = −1− x for all x ∈ [1 + ǫ/8, 1 + ǫ/2]. Define
K :M −→ R, K(x) :=

−2 if x ∈ D
f(rC) if x ∈ Cˇ
−2− ǫ otherwise.
Then Hi,t := Ht +
1
iK ∈ HT(Cˇ) has slope λHt − 1i and height mHi,t := mHt − 1i . Also
mHt −mHi,t <
2 + ǫ/2
i
≤ (Ht −Hi,t)|M−(D∪([1,1+ǫ/2]×C)).
Therefore Hi := (Hi,t)t∈T has the properties we want for all i large enough. 
Definition 2.68. Let H−,H+ ∈ HT(Cˇ, a−, a+) satisfy H− <Cˇ H+. A smooth family of
Hamiltonians H−+ = (H−+s,t )(s,t)∈R×T (a−, a+)-connects H
− with H+ if
• H−+s := (H−+s,t )t∈T is an element of HT(Cˇ, a−, a+) for all s ∈ R,
• H−+s = H± for all s ∈ R satisfying ∓s≫ 1
• and if (λH−+s,t )(s,t)∈R×T, (mH−+s,t )(s,t)∈R×T are the corresponding slopes and heights of
(H−+s,t )(s,t)∈R×T along Cˇ then
d
ds
H−+s,t (x) ≤ 0, ∀ x ∈M,
d
ds
λH−+s,t
≤ 0, d
ds
mH−+s,t
≤ 0,
d
ds
H−+s,t (x) ≤
d
ds
(mH−+s,t
), ∀ x ∈M − (D ∪ ([1, 1 + ǫ/2]× C))
for all t ∈ T. We will denote the space of such families of Hamiltonians by
HR×T(Cˇ, a−, a+,H
−,H+).
Note that HR×T(Cˇ, a−, a+,H
−,H+) is contractible since it is a convex subset of the space
HR×T(Cˇ, a−, a+) with at least one element equal to:
((1− ρ(s))H+t + ρ(s)H−t )(s,t)∈R×T
where ρ : R −→ R is a smooth function satisfying ρ′ ≥ 0 and where ρ(s) is equal to 0 for
s≪ 0 and 1 for s≫ 0.
Definition 2.69. If H± ∈ HT(Cˇ, a−, a+) and J± ∈ JT(Cˇ) then we say (H−+, J−+) (a−, a+)-
connects (H−, J−) with (H+, J+) if H−+ (a−, a+)-connects H
− with H+ and if J−+ ∈
JR×T((J−, J+), Cˇ).
Definition 2.70. Let H± ∈ Hreg(Cˇ, a−, a+, P ) where P = {p − 1, p, p + 1} for some p ∈ Z
and let J± ∈ JT,reg(H±, Cˇ) where JT,reg(H±, Cˇ) is given in Definition 2.22. Let H−+ ∈
HR×T(Cˇ, a−, a+,H
−,H+), and J−+ ∈ JR×T,reg(H−+, (J−, J+), Cˇ). The family (H−+, J−+)
then defines for us a continuation map
Φp
H−+,J−+
: HF p
Cˇ,a−,a+
(H−) −→ HF p
Cˇ,a−,a+
(H+)
induced from the chain level continuation map
Φ˜p
H−+,J−+
: CF p
Cˇ,a−,a+
(H−) −→ CF p
Cˇ,a−,a+
(H+) (2.18)
which is the unique K-linear map satisfying
Φ˜p
H−+,J−+
(γ+) :=
∑
γ−∈Γ
p
Cˇ,a−,a+
(H+)
#M(H−+, J−+, γ)γ−, ∀ γ+ ∈ ΓpCˇ,a−,a+(H
−) (2.19)
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where γ = (γ−, γ+) and #M(H
−+, J−+, γ) is the number of elements in the 0-dimensional
manifold M(H−+, J−+, γ) counted with sign according to orientation.
The map Φp
H−+,J−+
is well defined since the chain level map (2.18) induced by Equation
(2.19) commutes with the differentials ∂
(p±)
H±,J±
, p− = p − 1, p+ = p by the gluing the-
orem [Sch95, Theorem 4.4.1] combined with the compactness result Proposition 10.5 and
orientation conventions [Rit13, Section 17]. The same gluing theorem also tells us that the
composition of two continuation maps is a continuation map. Finally, if we have other
elements K−+ ∈ HR×T(Cˇ, a−, a+,H−,H+) and Y −+ ∈ JR×T,reg(K−+, (J−, J+), Cˇ) then
Φp
H−+,J−+
= Φp
K−+,Y −+
. Such an equivalence of maps is given by a chain homotopy defined
in a similar way to Equation (2.18), except that we count elements of M(F,L, γ) where Σ•
is the smooth family of Riemann surfaces (R× T)σ∈[0,1],
F = (Fσ,s,t)(σ,s,t)∈[0,1]×R×T ∈ HΣ•((H−,H+), Cˇ)
satisfies F0,s,t = H
−+
s,t , F1,s,t = K
−+
s,t and
(Fσ,s,t)(s,t)∈R×T ∈ HR×T(Cˇ, a−, a+,H−,H+) ∀ σ ∈ [0, 1]
and where
L ∈ JΣ•,reg(F, (J−+, Y −+), (J−, J+), Cˇ).
This map is a chain homotopy by [ADE14, Proposition 11.2.8] where we replace the com-
pactness result [ADE14, Theorem 11.3.7] by Proposition 10.5. As a result of the facts above
we have the following definition.
Definition 2.71. Let H± ∈ Hreg(Cˇ, a−, a+, P ) satisfy H− <Cˇ H+ where P = {p−1, p, p+1}
for some p ∈ Z. The continuation map
Φp
H−,H+
: HF p
Cˇ,a−,a+
(H−) −→ HF p
Cˇ,a−,a+
(H+)
is defined to be Φp
H−+,J−+
for some choice of (H−+, J−+) as in Definition 2.68.
This is a Λ
Q+,+
K -module map. We also have the following important lemmas giving us
sufficient conditions ensuring that a continuation map is an isomorphism.
Lemma 2.72. Let H ∈ Hreg(Cˇ, a−, a+, P ) where P = {p − 1, p, p + 1} for some p ∈ Z, and
let J ∈ JT(Cˇ). Then there is a convex neighborhood UH ⊂ HT(Cˇ, a−, a+) of H and a weakly
contractible neighborhood VJ ⊂ JT(Cˇ) of J so that for all H± ∈ UH∩Hreg(Cˇ, a−, a+, P ), J± ∈
VJ ∩ JT,reg(H±, Cˇ),
H−+ = (H−+s,t )(s,t)∈R×T ∈ HR×T(Cˇ, a−, a+,H−,H+), (2.20)
J−+ = (J−+s,t )(s,t)∈R×T ∈ JR×T,reg(H−+, (J−, J+), Cˇ) (2.21)
satisfying (H−+s,t )t∈T ∈ UH and (V −+s,t )t∈T ∈ VJ for all s ∈ R, the degree p chain level contin-
uation map Φ˜p
H−+,J−+
from Equation (2.18) is an isomorphism.
Proof. The key idea of the proof of this lemma is to use a Gromov compactness result to show
that the low energy solutions of the Floer equation defining the chain level continuation map
induce an isomorphism. For each K ∈ Hreg(Cˇ, a−, a+, P ) and t ∈ T, let evt : ΓPCˇ,a−,a+(K) −→
M be the map sending a capped 1-periodic orbit γ = (γ˜, γˇ) to γ˜(γˇ(t)) and define ΓK :=
ev0(Γ
P
Cˇ,a−,a+
(K)). Define Γ := ΓH . Since each element of Γ
P
Cˇ,a−,a+
(H) is non-degenerate, we
have that Γ is a finite subset of M . Therefore we can find open subsets N ′Γ ⊂ NΓ ⊂M of Γ
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so that the inclusion maps Γ →֒ N ′Γ, N ′Γ →֒ NΓ are homotopy equivalences and so that the
closure of N ′Γ is contained in NΓ. Define H
T,Γ ⊂ HT(Cˇ, a−, a+) ∩Hreg(Cˇ, a−, a+, P ) to be
the subspace of Hamiltonians K satisfying φKt (ΓK) ⊂ φHt (N ′Γ) for all t ∈ T and so that the
inclusion map ΓK →֒ N ′Γ is a homotopy equivalence.
For each manifold Σ and each subset U0 ⊂ HT(Cˇ) and V0 ⊂ JR×T(Cˇ), define
HΣ×T(Cˇ)|U0 := {(Kσ,t)(σ,t)∈Σ×T ∈ HΣ×T(Cˇ) : (Kσ,t)t∈T ∈ U0 ∀ σ ∈ Σ},
JΣ×R×T(Cˇ)|V0 := {(Kσ,s,t)(σ,s,t)∈Σ×R×T ∈ JΣ×R×T(Cˇ) : (Kσ,s,t)(s,t)∈R×T ∈ V0 ∀ σ ∈ Σ}.
For each U0 ⊂ HT(Cˇ), define JR×T,Γ(U0) ⊂ JR×T(Cˇ) be the subspace of elements Y =
(Ys,t)(s,t)∈R×T so that for each
• K± ∈ HT,Γ ∩ U0, γ± ∈ ΓPCˇ,a−,a+(K
±),
• K ∈ HR×T(Cˇ)|HT,Γ∩U0 ∩HR×T((K−,K+), Cˇ) and
• u ∈M(K,Y, (γ−, γ+)) satisfying us,t ∈ φHt (NΓ) for all (s, t) ∈ R× T,
we have that u(s, t) ∈ φHt (N ′Γ) for all (s, t) ∈ R× T. Morally, the definition above is used to
find those almost complex structures Y for which we can select an isolated low energy region
of M(K,Y, (γ−, γ+)).
Since there are neighborhoods N−, N+ of a−, a+ so that Γ
P
Cˇ,a′
−
,a′+
(H) = ΓP
Cˇ,a−,a+
(H) for
all a′± ∈ N±, we have by a compactness argument (such as the one in [McL12b, Lemma
2.3]) that there exists a weakly contractible open neighborhood U ⊂ HT(Cˇ, a−, a+) of H
satisfying U ⊂ HT,Γ. By a Gromov compactness argument (such as the one in [McL12b,
Lemma 2.3]) we have, after shrinking U further, that there is a weakly contractible open
subset V ⊂ JR×T(Cˇ) of J so that V ⊂ JR×T,Γ(U0).
As a result, for each K ∈ U , we can define the Hamiltonian Floer cohomology group
HF p(K|NΓ) in the usual way except that we only consider capped 1-periodic orbits inside
∩t∈Tev−1t (φHt (NΓ)), almost complex structures (Jt)t∈T satisfying (Jt)(s,t)∈R×T ∈ V , and Floer
trajectories u : R×T −→M satisfying u(s, t) ∈ φHt (NΓ) for all (s, t) ∈ R×T. For topological
reasons we get that the differential vanishes and hence HF p(K|NΓ) = CF p(K|NΓ) where
CF p(K|NΓ) is the degree p part of the chain complex defining HF p(K|NΓ).
Also by only considering families of Hamiltonians inside HR×T(Cˇ)|U , H[0,1]×R×T(Cˇ)|U ,
families of almost complex structures inside V and J[0,1]×R×T(Cˇ)|V and Floer trajectories
u : R × T −→ M satisfying u(s, t) ∈ φHt (NΓ) for all (s, t) ∈ R × T, one can show that the
chain level continuation map Φ˜p
K−+,Y −+
: CF p(K|NΓ) −→ CF p(Kˇ|NΓ) is an isomorphism
for each K, Kˇ ∈ U , K−+ ∈ HR×T(Cˇ)|U ∩ HR×T((K−,K+), Cˇ) and Y −+ ∈ JR×T(Cˇ)|V ∩
JR×T,reg(K, (Y −, Y +), Cˇ) (see [ADE14, Chapter 11]). The above arguments work because
Gromov compactness [ADE14, Theorem 9.1.7] still holds since there are no Floer trajectories
u as above satisfying u(s, t) ∈ NΓ−N ′Γ for some (s, t) ∈ R×T (in other words we have selected
appropriate clopen regions inside the moduli spaces of Floer cylinders needed to construct
Φ˜p
K−+,Y −+
and show it is an isomorphism).
Hence if we choose UH ⊂ U to be a convex neighborhood ofH and VJ ⊂ V ∩JT(Cˇ) a weakly
contractible neighborhood of J then our lemma holds by an action filtration argument. 
Very roughly, the following lemma says that if one has a family of Hamiltonians whose
Floer chain complexes are all the same (after possibly pulling back by a diffeomorphism),
then the corresponding continuation map is an isomorphism.
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Lemma 2.73. Let P = [p−−1, p++1] for some p± ∈ Z and let (am− , am+ ) ∈ Sc(Qm− )×Sc(Qm+ ),
m ∈ I be a finite collection of Cˇ-action intervals. Suppose there exists (Hs,t)(s,t)∈R×T ∈
H[0,1]×T(Cˇ) so that Hs,• := (Hs,t)t∈T ∈ ∩m∈IHreg(Cˇ, am− , am+ , P ) for all s ∈ [0, 1] and Hs,• <Cˇ
Hsˇ,• for each s < sˇ. Let J
± ∈ JT,reg(H±, Cˇ) where H− := H0,• and H+ := H1,•. Then there
exists
H−+ ∈ ∩m∈IHR×T(Cˇ, am− , am+ ,H−,H+), J−+ ∈ JR×T,reg(H−+, (J−, J+), Cˇ) (2.22)
so that the chain level continuation map
Φ˜p
H−+,J−+
: CF p
Cˇ,am
−
,am+
(H−) −→ CF p
Cˇ,am
−
,am+
(H+)
is an isomorphism for each p− ≤ p ≤ p+ and each m ∈ I. In particular the continuation map
Φp
H−,H+
: HF p
Cˇ,am
−
,am+
(H−) −→ HF p
Cˇ,am
−
,am+
(H+) is an isomorphism for each such p and m.
Proof. Here the key idea of the proof is to chop up the homotopy (Hs,t)(s,t)∈[0,1]×T into
many small homotopies and then apply Lemma 2.72 above. Let J ∈ JT(Cˇ). Let UmHs,• ⊂
HT(Cˇ, am− , a
m
+ ) and V
m
Hs,•
⊂ JT(Cˇ, am− , am+ ) be open neighborhoods of Hs,• and J respectively
so that the conclusion of Lemma 2.72 holds with H and (a−, a+) replaced by Hs,• and
(am− , a
m
+ ) respectively for each m ∈ I. Let UHs,• ⊂ ∩m∈IUmHs,• be a convex neighborhood of
Hs,• and VHs,• ⊂ ∩m∈IV mHs,• a weakly contractible open neighborhood of J for each s ∈ [0, 1].
Since [0, 1] is compact, we can choose s0 = 0 < s1 < s2 · · · < sk = 1 so that Hsj+1,• ∈ UHsj ,•
or Hsj ,• ∈ UHsj+1,• for all 0 ≤ j ≤ k − 1. Since H− <Cˇ H+ we have, by applying Lemma
2.67 inductively, that there exists Hˇj ∈ UHsj ,• ∩∩i∈IHreg(Cˇ, am− , am+ , P ), 0 ≤ j ≤ k satisfying
Hˇj <Cˇ Hˇj+1 and Hˇj, Hˇj+1 ∈ UHsj ,• or Hˇj, Hˇj+1 ∈ UHsj+1,• for all 0 ≤ j ≤ k−1 and satisfying
Hˇ0 = H0,• and Hˇk = H1,•. Now choose J˜ ∈ ∩kj=1(VHsj ,• ∩ JT,reg(Hˇj , Cˇ)) and choose
H−+,j = (H−+,js,t )(s,t)∈R×T ∈ ∩m∈IHR×T(Cˇ, am− , am+ , Hˇj, Hˇj+1),
J−+,j = (J−+,js,t )(s,t)∈R×T ∈ JR×T,reg(H−+, (J˜ , J˜), Cˇ)
satisfying (H−+,js,t )t∈T ∈ UHsj′ ,• and (V
−+,j
s,t )t∈T ∈ VHsj′ ,• for all s ∈ R, for some j
′ ∈ {j, j+1}
(independent of s) and for all 0 ≤ j ≤ k − 1. Then by Lemma 2.72, we have that the
degree p chain level continuation map Φ˜p
H−+,j ,J−+,j
from Equation (2.18) is an isomorphism
for all 0 ≤ j ≤ k − 1. By a repeated gluing argument [ADE14, Theorem 11.1.16] applied to
(H−+,j, J−+,j) for all 0 ≤ j ≤ k − 1, there exists (H−+, J−+) as in Equation (2.22) so that
so that the chain level continuation map
Φ˜p
H−+,J−+
: CF p
Cˇ,am
−
,am+
(H−) −→ CF p
Cˇ,am
−
,am+
(H+)
is an isomorphism for each p− ≤ p ≤ p+ and m ∈ I. 
2.7. Action Maps. Throughout this subsection, we will fix a (possibly empty) contact cylin-
der Cˇ = [1− ǫ, 1 + ǫ]×C ⊂M with associated Liouville domain D.
Definition 2.74. Let (aj−, a
j
+) ∈ Sc(Qj−) × Sc(Qj+) be a Cˇ-action interval for j = 0, 1. We
say that (a1−, a
1
+) is smaller than (a
0
−, a
0
+) if Q
1
± ⊂ Q0± and if a1± ≤ a0±|Q1
±
.
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Remark 2.75. If (a1−, a
1
+) is smaller than (a
0
−, a
0
+) then we have induced morphisms of
Novikov rings Λ
Q0+
K −→ Λ
Q1+
K and Λ
Q0+,+
K −→ Λ
Q1+,+
K . In particular, any Λ
Q1+
K (resp. Λ
Q1+,+
K )
module is naturally a Λ
Q0+
K (resp. Λ
Q0+,+
K ) module.
Definition 2.76. Let P = {p−1, p, p+1} for some p ∈ Z. Let (aj−, aj+) be a Cˇ-action interval
for j = 0, 1 so that (a1−, a
1
+) is smaller than (a
0
−, a
0
+). Let H ∈ ∩j=0,1Hreg(Cˇ, aj−, aj+, P ). Then
we have a natural chain map
CF q
Cˇ,a0
−
,a0+
(H)
α−→ CF q
Cˇ,a0
−
,∞
(H)/(CF q
Cˇ,a0
−
,∞
(H)∩CF q
Cˇ,a1+,∞
(H))
β−→ CF q
Cˇ,a1
−
,a1+
(H) (2.23)
for each q ∈ P called a chain level action map where α is the natural quotient map and β is
the natural inclusion map of K-modules. The induced map on homology
HF p
Cˇ,a0
−
,a0+
(H) −→ HF p
Cˇ,a1
−
,a1+
(H) (2.24)
is called an action map.
Remark 2.77. Action maps are morphisms of Λ
Q0+,+
K -modules where Q
0
+ is the domain of
a0+ (see Remark 2.75). The composition of two action maps is an action map. Action maps
commute with continuation maps by Lemma 10.3.
We also have the following important lemma giving us a sufficient condition for an action
map to be an isomorphism.
Lemma 2.78. Let Qj , (a
j
−, a
j
+), j = 0, 1, P , p, H be as in Definition 2.76. Suppose that
ΓP
Cˇ,a0
−
,a0+
(H) = ΓP
Cˇ,a1
−
,a1+
(H). Then the action map
HF p
Cˇ,a0
−
,a0+
(H) −→ HF p
Cˇ,a1
−
,a1+
(H)
is an isomorphism.
Proof. This follows from the fact that the chain maps α and β from Equation (2.23) are
isomorphisms in degree p. 
2.8. Invariance Under Time Reparameterization. Throughout this subsection, Cˇ is a
contact cylinder whose associated Liouville domain is D. We will also fix a Cˇ-interval domain
(Q−, Q+).
Definition 2.79. Let F : T −→ T be a smooth non-decreasing map. Let H = (Ht)t∈T be a
smooth Hamiltonian. We define HF = (HFt )t∈T by H
F
t := F
′(t)HF (t) for each t ∈ T.
Proposition 2.80. Let F : T −→ T be a smooth non-decreasing map which is homotopic
to the identity map. Let (a−, a+) ∈ Sc(Q−) × Sc(Q+) be a Cˇ-action interval and P :=
{p−1, p, p+1} for some p ∈ Z. Then for each H ∈ Hreg(Cˇ, a−, a+, P ) there is an isomorphism
HF ∗
Cˇ,a−,a+
(H) ∼= HF ∗Cˇ,a−,a+(H
F ) (2.25)
which commutes with continuation maps and action maps.
Definition 2.81. The isomorphism (2.25) will be called a reparameterization isomorphism.
Proof of Proposition 2.80. The correspondence sending a loop γ : T −→M to the loop γ ◦F
induces a bijection between 1-periodic orbits of H and HF respectively. Since F is isotopic
through non-decreasing maps to the identity map, we have that this correspondence lifts in a
natural way to capped 1-periodic orbits. Such a bijection induces an isomorphism of modules
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CF p
Cˇ,a−,a+
(H) ∼= CF p
Cˇ,a−,a+
(HF ) for each p ∈ P . Since F is homotopic to the identity map,
there is a unique function G : T −→ R satisfying G(0) = 0 and G′(t) = F ′(t) − 1. Let
J = (Jt)t∈T ∈ Jreg(H, Cˇ) and define JF := (JF (t))t∈T. Then there is a bijection between
(H,J)-Floer cylinders u : R× T −→M and (HF , JF )-Floer cylinders
uF : R× T −→M, uF (s, t) := u(s+G(t), F (t)).
Also JF ∈ Jreg(HF , Cˇ) since the corresponding Fredholm operators linearizing the Floer
equation are canonically identified via a similar correspondence. Putting everything together
we get our isomorphism (2.25). By considering a similar correspondence for Floer trajectories
defining continuation maps as in Definition 2.71, we see that such an isomorphism commutes
with continuation maps. Finally, since these isomorphisms preserve action we get that they
also respect action maps. 
2.9. The pair of pants product. Throughout this subsection we will fix a (possibly empty)
contact cylinder Cˇ = [1− ǫ, 1 + ǫ]× C ⊂M with associated Liouville domain D.
Definition 2.82. Let (aj−, a
j
+) ∈ Sc(Qj−, Qj+) be a Cˇ-action interval for j = 0, 1, 2. We say
that (a2−, a
2
+) is smaller than (a
j
−, a
j
+)j=0,1 if Q
2
± ⊂ Qj± for j = 0, 1 and
a2− ≤ a0−|Q2
−
+ a1−|Q2
−
, a2+ ≤ min(a0−|Q2+ + a
1
+|Q2+ , a
1
−|Q2+ + a
0
+|Q2+).
Most of the time, it will be the case that
Q0 = Q1 = Q2, a
2
− = a
0
− + a
1
− and a
2
+ = min(a
0
− + a
1
+, a
0
+ + a
1
−).
Definition 2.83. For any time dependent Hamiltonian H = (Ht)t∈T and any k ∈ N, define
(k)H := ((k)Ht)t∈T where (k)Ht := kHkt for all t ∈ T.
Definition 2.84. Let (aj−, a
j
+) be a Cˇ-action interval for j = 0, 1, 2 so that (a
2
−, a
2
+) is
smaller than (aj−, a
j
+)j=0,1. Define κ0 = κ1 := 1 and κ2 := 2. Let H
j = (Hjt )t∈T, j = 0, 1, 2
be Hamiltonians so that (κj)H
j ∈ ∩2k=0Hreg(Cˇ, ak−, ak+) for j = 0, 1, 2. Suppose that for each
triple (γj)j=0,1,2 ∈
∏
j=0,1,2 Γ
pj
Cˇ,aj
−
,aj+
(κjH
j) of capped 1-periodic orbits where p0, p1, p2 ∈ Z,
we have that the associated 1-periodic orbits of at least two of them have distinct images in
M .
If Hj <Cˇ H
2 for j = 0, 1, we have a natural pair of pants product map
ΦH0,H1,H2 : HF
p0
Cˇ,a0
−
,a0+
(H0)⊗K HF p1Cˇ,a1
−
,a1+
(H1) −→ HF p0+p1
Cˇ,a2
−
,a2+
((2)H2)
induced from a chain level map
Φ˜H,J : CF
p0
Cˇ,a0
−
,a0+
(H0)⊗K CF p1Cˇ,a1
−
,a1+
(H1) −→ CF p0+p1
Cˇ,a2
−
,a2+
((2)H2) (2.26)
which is the unique K-linear map satisfying
Φ˜H,J(γ0 ⊗ γ1) =
∑
γ2∈Γ
p0+p1
Cˇ,a2
−
,a2+
(2H)
#M(H,J, γ)γ2, γj ∈ ΓpjCˇ,a−,a+((κj)Hj), j = 0, 1
for some fixed (H,J) where
• H ∈ HΣ((H0,H1,H2), Cˇ) where Σ is the pair of pants as in Example 2.24,
• J ∈ ∩2k=0JΣ,reg(H, (J0, J1, J2)) ∩ JΣ(Cˇ) where J j ∈ JT,reg(κjHj, Cˇ) for all j = 0, 1, 2
and
• γ = (γj)j=0,1,2.
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Remark 2.85. The condition Hj <Cˇ H
2 for j = 0, 1 ensures that the Hamiltonian H
exists by considering the branched cover ̟ from Example 2.24. The pair of pants product
is well defined since the chain level map (2.26) commutes with the differentials by a gluing
argument [Sch95, Theorem 4.4.1] combined with the compactness result Proposition 10.5 and
orientation conventions [Rit13, Section 17]. Since the space of families of Hamiltonians H
as above is contractible and since the space JΣ((J0, J1, J2), Cˇ) is contractible, we have (by
looking at the moduli spaces in Definition 2.19 and Proposition 2.20) that ΦH0,H1,H2 does not
depend on Σ, H or J or the choice of Σ-compatible 1-form. Such a fact follows from [Sch95,
Section 5.2] where we only consider families of Hamiltonians and almost complex structures
from Definition 2.19 and where the compactness result [Sch95, Proposition 5.2.3] is replaced
with Proposition 10.5.
If Q0+ = Q
1
+ then ΦH0,H1,H2 descends to a Λ
Q0+,+-bilinear map. A gluing argument [Sch95,
Proposition 5.4.4] together with the use of the moduli spaces in Definition 2.19 and Proposi-
tion 2.20 tells us us that this product commutes with continuation maps and is associative.
Since ΦH0,H1,H2 only depends on the oriented diffeomorphism type of Σ, we get that it is
commutative when a0± = a
1
± (see [Sch95, Section 5.5.1.3]). The pair of pants product also
commutes with action maps since this product respects the filtrations on the Floer chain
complexes by Lemma 10.3. If the constant Hamiltonian min(H0) satisfies min(H0) <Cˇ Hˇ
0
for some C∞ small perturbation Hˇ0 of H and if a0−([ω˜], λ
−, λ+) < λ−min(H0) for all
([ω˜], λ−, λ+) ∈ Q0 − 0 and p0 = 0 then this product has a left unit 1 ∈ HF p0Cˇ,a0
−
,a0+
(H0)
by [Sch95, Section 5.5.1.3] together with the gluing and compactness results stated above.
By left unit we mean that for each H3 ∈ Hreg(Cˇ, a2−, a2+) satisfying 2H2,H2 <Cˇ H3,
Φp1
2H2,H3
(ΦH0,H1,H2(1⊗ x)) is the image of x under the natural composition
HF p1
Cˇ,a1−,a
1
+
(H1) −→ HF p1
Cˇ,a1−,a
1
+
(H3) −→ HF p0+p1
Cˇ,a2−,a
2
+
(H3)
where the first map is a continuation map and the second map is an action map for each
x ∈ HF p1
Cˇ,a1
−
,a1+
(H1). If H1 satisfies similar conditions then we have a right unit. Left (resp.
right) units get sent to left (resp. right) units under continuation and action maps.
3. Floer Cohomology for Lower Semi-Continuous Hamiltonians
In this section we introduce Hamiltonian Floer cohomology for certain lower semi-continuous
Hamiltonians. This will be the direct limit of Floer cohomology groups of smooth Hamilto-
nians strictly smaller than such a lower semi-continuous Hamiltonian. These modules will
basically satisfy all the same properties as the Floer groups defined in Section 2. Such ideas
have been considered in [Gro15].
3.1. Main Definitions. Throughout this subsection we will fix a contact cylinder Cˇ =
[1− ǫ, 1 + ǫ]× C with associated Liouville domain D and cylindrical coordinate rC . We will
also fix a Cˇ-action interval (a−, a+).
Definition 3.1. Recall that a function f : X −→ R ∪ {∞} from a metric space X is
lower semi-continuous if for all x0 ∈ X, lim infx→x0 f(x) ≥ f(x0). A lower semi-continuous
Hamiltonian is a family of functions (Ht)t∈T from M to R ∪ {∞} so that the function
Ĥ : T×M −→ R ∪ {∞}, Ĥ(t, x) := Ht(x)
is lower semi-continuous. Such a Hamiltonian is continuous if Ĥ is continuous.
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A lower semi-continuous Hamiltonian H = (Ht)t∈T is weakly Cˇ-compatible if the restriction
Ht|[1+ǫ/8,1+ǫ/2]×C is either equal to ∞ or λHtrC +mHt for some constants λHt , mHt for each
t ∈ T. We also require that the maps t → λHt and t → mHt from T to R are lower semi-
continuous where λHt := 0 and mHt := ∞ if Ht|[1+ǫ/8,1+ǫ/2]×C = ∞. The slope of Ht along
Cˇ is defined to be λHt and the height of Ht along Cˇ is defined to be mHt for all t ∈ T. Also
the slope and height of Ht is defined to be 0 if Cˇ is the empty contact cylinder. We say
that H is Cˇ-compatible if it is weakly Cˇ-compatible and if Ht|M−(D∪Cˇ) is constant (possibly
equal to ∞) for each t ∈ T. We define HT,l.s.(Cˇ) (resp. HT,l.s.(Cˇ)) to be the set of weakly
Cˇ-compatible (resp. Cˇ-compatible) lower semi-continuous Hamiltonians H. Define
HT,l.s.(Cˇ, a−, a+) :={
HT,l.s.(Cˇ) if (a−, a+) is small
{H ∈ HT,l.s.(Cˇ) : mHt > height(a−, a+) ∀ t ∈ T} otherwise
(3.1)
where height(a−, a+) is defined as in Equation (2.15) and where (mHt)t∈T are the heights of
H = (Ht)t∈T. For H
−,H+ ∈ HT,l.s.(Cˇ), we say H− ≤l.s.
Cˇ
H+ if
(1) H−t ≤ H+t ,
(2) λH−t
≤ λH+t , mH−t ≤ mH+t ,
(3) mH+t
−mH−t ≤ (H
+
t −H−t )|M−(D∪([1,1+ǫ/2]×C) (where we define ∞−∞ to be 0)
for all t ∈ T where (λH±t )t∈T, (mH±t )t∈T are the slopes and heights of H
±.
For any P ⊂ Z and any H ∈ HT,l.s.(Cˇ, a−, a+), define Hreg(<Cˇ H, a−, a+, P ) to be the
subspace of smooth Hamiltonians Hˇ = (Hˇt)t∈T ∈ Hreg(Cˇ, a−, a+, P ) satisfying
• Hˇt < Ht,
• λHˇt < λHt , mHˇt < mHt and
• mH+t −mH−t < (H
+
t −H−t )|M−(D∪([1,1+ǫ/2]×C) for all t ∈ T.
Define ≤Cˇ to be the relation on Hreg(<Cˇ H, a−, a+, P ) where H− ≤Cˇ H+ if H− = H+ or
H− <Cˇ H
+. Also define Hreg(<Cˇ H, a−, a+) := H
reg(<Cˇ H, a−, a+,Z).
Lemma 3.2. For any P ⊂ Z and any H ∈ HT,l.s.(Cˇ, a−, a+, P ), we have that (Hreg(<Cˇ
H, a−, a+, P ),≤Cˇ) is a non-empty directed set.
Proof. It is clear that ≤Cˇ is reflexive and transitive. We now need to show that ever pair
of elements has an upper bound. Now suppose Hj = (Hjt )t∈T ∈ Hreg(<Cˇ H, a−, a+, P ) for
j = 0, 1. Let (λHt)t∈T, and (mHt)t∈T (resp. (λHjt
)t∈T and (mHjt
)t∈T) be the slopes and
heights of H = (Ht)t∈T (resp. H
j = (Hjt )t∈T for j = 0, 1). Since λHt and mHt varies in a
lower semi-continuous way with respect to t ∈ T, we can find smooth families of constants
(λt)t∈T, (mt)t∈T so that λHjt
< λt < λHt and mHjt
< mt < mHt for all t ∈ T. Also
since H is lower semi-continuous, we can find a smooth Hamiltonian Hˇ = (Hˇt)t∈T so that
Hjt < Hˇt < Ht for all t ∈ T and also so that Hˇt|M−(Cˇ∪D) is constant for each t ∈ T if (a−, a+)
is not small. We can also choose Hˇ so that (Ht − Hˇt − (mHt −mt))|M−(D∪([1,1+ǫ/2]×C)) > 0
and (Hˇt − Hjt − (mt − mHjt ))|M−(D∪([1,1+ǫ/2]×C)) > 0 for all j = 0, 1 and t ∈ T. Then
by using a bump function on Cˇ to interpolate between Hˇt and λtrC + mt in the region
((1, 1 + ǫ/16) ∪ (1 + ǫ/2, 1 + 3ǫ/4)) × C, we can assume that Hˇt|[1+ǫ/8,1+ǫ/2]×C = λtrC +mt
for all t ∈ T as well. Hence Hˇ ∈ HT(Cˇ, a−, a+) and Hj <Cˇ Hˇ ≤l.s.Cˇ H. By Lemma
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2.67 combined with the fact that HT(Cˇ, a−, a+) is a ubiquitous subset of H
T(Cˇ) by Lemma
8.3, we can find H2 ∈ Hreg(Cˇ, a−, a+) satisfying Hj <Cˇ H2 <Cˇ Hˇ for j = 0, 1. Hence
H2 ∈ Hreg(<Cˇ H, a−, a+) and Hj <Cˇ H2 for j = 0, 1. A similar construction also shows that
Hreg(<Cˇ H, a−, a+) is non-empty. This completes our lemma. 
Definition 3.3. Let H ∈ HT,l.s.(Cˇ, a−, a+). By Lemma 3.2, we can define
HF p
Cˇ,a−,a+
(H) := lim−→
Hˇ∈Hreg(<CˇH,a−,a+,P )
HF ∗
Cˇ,a−,a+
(Hˇ)
for any P containing {p − 1, p, p + 1} where the direct limit is taken with respect to the
directed system (Hreg(<Cˇ H, a−, a+, P ),≤Cˇ) whose morphisms are continuation maps.
If the lower semi-continuous Hamiltonian H from Definition 3.3 is in fact smooth and an
element of Hreg(Q, a−, a+, P ) then it would be good to check that Definitions 3.3 and 2.63
agree. We will do this now.
Lemma 3.4. Let p ∈ Z and let H ∈ Hreg(Cˇ, a−, a+, P ) where P = {p − 1, p, p + 1}. Let
G1 be equal to HF
p
Cˇ,a−,a+
(H) from Definition 2.63 and let G2 be equal to HF
p
Cˇ,a−,a+
(H)
from Definition 3.3. Then the natural map G2 −→ G1 induced by continuation maps is an
isomorphism.
As a result, we have consistent notation and we do not need to distinguish between Defi-
nition 2.63 and Definition 3.3.
Proof of Lemma 3.4. For any Hˇ ∈ Hreg(<Cˇ H, a−, a+, P ), we let HF pCˇ,a−,a+(Hˇ) be as in
Definition 2.63. By Lemma 2.39, it is sufficient for us to show that there is a cofinal family Ξ
inside (Hreg(<Cˇ H, a−, a+, P ),≤Cˇ) so that the natural map HF pCˇ,a−,a+(Hˇ) −→ G1 is an iso-
morphism for each element Hˇ of this cofinal family. Let UH ⊂ HT(Cˇ, a−, a+) be the neighbor-
hood of H satisfying the properties of Lemma 2.72. Define Ξ := UH ∩Hreg(<Cˇ H, a−, a+, P ).
Then Ξ is a cofinal family by Lemma 2.67 and the natural map HF ∗
Cˇ,a−,a+
(Hˇ) −→ G1 is an
isomorphism for all Hˇ ∈ Ξ by Lemma 2.72. This completes the lemma. 
3.2. Continuation Maps. Throughout this subsection, fix a contact cylinder Cˇ together
with a Cˇ-action interval (a−, a+).
Definition 3.5. Let p ∈ Z and let P ⊂ Z satisfy {p − 1, p, p + 1} ⊂ P . Let H−,H+ ∈
Hl.s.(Cˇ, a−, a+) satisfy H
− ≤l.s.
Cˇ
H+. Then we have a natural inclusion of directed systems
Hreg(<Cˇ H
−, a−, a+, P ) ⊂ Hreg(<Cˇ H+, a−, a+, P )
and this induces a morphism
Φp
H−,H+
: HF p
Cˇ,a−,a+
(H−) −→ HF p
Cˇ,a−,a+
(H+)
called a continuation map.
If H−,H+ from Definition 3.5 above are elements of Hreg(Cˇ, a−, a+, P ) then the contin-
uation map from this definition is equal to the continuation map from Definition 2.71 by
Lemma 3.4. The composition of two continuation maps is a continuation map.
The following Lemma is a generalization of a slightly weaker version of Lemma 2.73 to all
smooth Hamiltonians (not just ones in Hreg(Cˇ, a−, a+)).
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Lemma 3.6. Let H = (Hs,t)(s,t)∈[0,1]×T be a smooth family of autonomous smooth Hamilto-
nians and define Hs,• := (Hs,t)t∈T for all s ∈ [0, 1]. Fix p ∈ Z. Suppose
(1) Hs,• ∈ HT,l.s.(Cˇ, a−, a+) for each s ∈ [0, 1] and Hs1,• ≤l.s.Cˇ Hs2,• for all s1 ≤ s2,
(2) there are neighborhoods N−, N+ of a−, a+ in Sc(Q−), Sc(Q+) respectively so that
ΓP
Cˇ,a−,a+
(Hs,•) = Γ
P
Cˇ,a′
−
,a′+
(Hs,•)
for all a′± ∈ N±, s ∈ [0, 1] where P = [p− 1− n, p+ 1 + n]
(3) and that there are no 1-periodic orbits of Hs,• contained in [1 + ǫ/8, 1 + ǫ/2] ×C for
all s ∈ [0, 1].
Then the continuation map
ΦpH0,•,H1,• : HF
p
Cˇ,a−,a+
(H0,•) −→ HF pCˇ,a−,a+(H1,•)
in degree p is an isomorphism.
Proof. This lemma will be proven by showing that for each s ∈ [0, 1] there is a constant ǫs > 0
so that the continuation map
HF p
Cˇ,a−,a+
(Hs0) −→ HF pCˇ,a−,a+(Hs1) (3.2)
is an isomorphism for all s0, s1 ∈ [0, 1] ∩ (s − ǫs, s + ǫs) satisfying s0 ≤ s1. So from now on,
fix s ∈ [0, 1].
By (3) there are constants δs, ζ > 0 so that for each s
′ ∈ [s−δs, s+δs] that every 1-periodic
orbit of Hs′,• has image not intersecting N := [1 + ǫ/8 − ζ, 1 + ǫ/2 + ζ] × C. By Lemma
2.67, there exists a cofinal family (Ki,s′)i∈N in H
reg(<Cˇ Hs,•, a−, a+, P ) which C
∞ converges
to Hs′,• for each s
′ ∈ [0, 1].
Let F :M −→ R be a Cˇ-compatible autonomous Hamiltonian so that F is locally constant
outside N and so that 0 <Cˇ F . Since F is locally constant outside N , there is a constant
0 < ηs < δs so that for each s
′ ∈ (s− ηs, s+ ηs) and τ ∈ [−ηs, ηs] there is a constant Ns′ > 0
so that Ki,s′ + τF ∈ HT,reg(Cˇ, a−, a+, P ) for all i ≥ Ns′ by assumptions (2) and (3). Hence
by Lemma 2.73, the continuation maps HF p
Cˇ,a−,a+
(Ki,s′ + τ
−F ) −→ HF p
Cˇ,a−,a+
(Ki,s′ + τ
+F )
are isomorphisms for all s′ ∈ (s−ηs, s+ηs), i ≥ Ns′ and τ−, τ+ ∈ [−ηs, ηs] satisfying τ− < τ+
and hence the continuation maps HF p
Cˇ,a−,a+
(Hs′,• + τ
−F ) −→ HF p
Cˇ,a−,a+
(Hs′,• + τ
+F ) are
isomorphisms for all s′ ∈ (s− ηs, s+ ηs) and τ−, τ+ ∈ [−ηs, ηs] satisfying τ− ≤ τ+.
Choose 0 < ǫs < ηs small enough so that
Hs1,• − ηsF ≤l.s.Cˇ Hs0,• ≤l.s.Cˇ Hs1,• ≤l.s.Cˇ Hs0,• + ηsF
for all s0, s1 ∈ (s− ǫs, s+ ǫs) satisfying s0 ≤ s1. By the discussion above combined with the
fact that the composition of any two continuation maps is a continuation map, we get that
the composition of any two maps in
HF p
Cˇ,a−,a+
(Hs1,•−ηsF )→ HF pCˇ,a−,a+(Hs0,•)
α−→ HF p
Cˇ,a−,a+
(Hs1,•)→ HF pCˇ,a−,a+(Hs0,•+ηsF )
is an isomorphism. Hence α is an isomorphism for all s0, s1 ∈ (s − ǫs, s + ǫs) satisfying
s0 ≤ s1. 
3.3. Action Maps. We can also define action maps for lower semi-continuous Hamiltonians
in a similar way to Subsection 2.7. Throughout this section we will fix a contact cylinder
Cˇ = [1− ǫ, 1 + ǫ]× C ⊂M with associated Liouville domain D.
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Definition 3.7. Let P = {p−1, p, p+1} for some p ∈ Z. Let (aj−, aj+) be a Cˇ-action interval
for j = 0, 1 so that (a1−, a
1
+) is smaller than (a
0
−, a
0
+). Let H ∈ ∩j=0,1HT,l.s.(Cˇ, aj−, aj+) and
let Ξ := ∩j=0,1Hreg(<Cˇ H, aj−, aj+) be the directed set with relation ≤Cˇ . Since
HF p
Cˇ,aj
−
,aj+
(H) = lim−→
Hˇ∈Ξ
HF p
Cˇ,aj
−
,aj+
(Hˇ), j = 0, 1 (3.3)
and since action maps commute with continuation maps, we get that the action maps
HF ∗
Cˇ,a0
−
,a0+
(Hˇ) −→ HF ∗
Cˇ,a1
−
,a1+
(Hˇ) for each Hˇ ∈ Ξ from Definition 2.76 induce a map
HF p
Cˇ,a0
−
,a0+
(H) −→ HF p
Cˇ,a1
−
,a1+
(H)
which we also call an action map.
Again action maps commute with continuation maps. If the Hamiltonian H is an element
of ∩j=0,1Hreg(Cˇ, aj−, aj+, {p − 1, p, p + 1}), then the action map from Definition 2.76 is equal
to the action map from Definition 3.7 by Lemma 3.4. We also have the following analogue
of Lemma 2.78.
Lemma 3.8. Let P = [p−1−n, p+1+n] for some p ∈ Z. Let (aj−, aj+) be a Cˇ-action interval
for j = 0, 1 so that (a1−, a
1
+) is smaller than (a
0
−, a
0
+). Let H ∈ ∩j=0,1HT,l.s.(Cˇ, aj−, aj+) be a
smooth Hamiltonian. Suppose that ΓP
Cˇ,a0
−
,a0+
(H) = ΓP
Cˇ,a1
−
,a1+
(H). Then the action map
HF p
Cˇ,a0
−
,a0+
(H) −→ HF p
Cˇ,a1
−
,a1+
(H)
is an isomorphism.
Proof. By Lemma 2.67 there exists a cofinal family (H i)i∈N in ∩j=0,1Hreg(<Cˇ H, aj−, aj+)
so that H i C∞ converges to H. Then for all i sufficiently large, we have by (CZ7) from
Definition 2.15 that Γ
{p−1,p,p+1}
Cˇ,a0
−
,a0+
(H i) = Γ
{p−1,p,p+1}
Cˇ,a1
−
,a1+
(H i). Hence by Lemma 2.78, the action
morphism
HF p
Cˇ,a0−,a
0
+
(H i) −→ HF p
Cˇ,a1−,a
1
+
(H i)
is an isomorphism for all i sufficiently large. Therefore since action maps commute with
continuation maps and since Equation (3.3) holds, we get our result. 
3.4. Invariance Under Time Reparameterization. Throughout this subsection, Cˇ is a
contact cylinder whose associated Liouville domain is D. We will also fix a Cˇ-interval domain
(Q−, Q+).
Definition 3.9. Let F : T −→ T be a smooth non-decreasing map. Let H = (Ht)t∈T be a
lower semi-continuous Hamiltonian. We define HF = (HFt )t∈T by H
F
t := F
′(t)HF (t).
Proposition 3.10. Let F : T −→ T be a smooth non-decreasing map which is homotopic to
the identity map. Let (a−, a+) ∈ Sc(Q−) × Sc(Q+) be a Cˇ-action interval. Then for each
H ∈ HT,l.s.(Cˇ, a−, a+) there is an isomorphism of ΛQ+,+-modules
HF ∗
Cˇ,a−,a+
(H) ∼= HF ∗Cˇ,a−,a+(H
F ) (3.4)
which commutes with continuation maps and action maps.
Definition 3.11. The isomorphism (3.4) will be called a reparameterization isomorphism.
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Proof of Proposition 3.10. Since
HF p
Cˇ,a−,a+
(HF ) = lim−→
Hˇ∈Hreg(<CˇH,a−,a+,Z)
HF ∗
Cˇ,a−,a+
(HˇF )
by Proposition 2.80 and since the reparameterization isomorphisms
HF ∗
Cˇ,a−,a+
(Hˇ) ∼= HF ∗Cˇ,a−,a+(Hˇ
F )
from Definition 2.81 commute with continuation maps, we get our isomorphism (3.4). 
3.5. Pair of Pants Product. Throughout this section we will fix a contact cylinder Cˇ =
[1− ǫ, 1 + ǫ]× C ⊂M with associated Liouville domain D.
Definition 3.12. Let (aj−, a
j
+) be a Cˇ-action interval for j = 0, 1, 2 so that (a
2
−, a
2
+) is smaller
than (aj−, a
j
+)j=0,1 as in Definition 2.82. Define κ0 = κ1 := 1 and κ2 := 2. Let H
j = (Hjt )t∈T
be a lower semi-continuous Hamiltonian so that (κj)H
j ∈ HT,l.s.(Cˇ, aj−, aj+) for j = 0, 1, 2
where (κj)H
j is defined as in Definition 2.83 and suppose Hj ≤l.s.
Cˇ
H2 for j = 0, 1.
Choose a cofinal sequence ((κj)Hˇ
i,j)i∈N in ∩2k=0Hreg(<Cˇ , ak−, ak+)((κj)Hj) for each j =
0, 1, 2 so that Hˇ i,j <Cˇ Hˇ
2,j for j = 0, 1 and so that for each triple of capped 1-periodic
orbits (γj)j=0,1,2 ∈
∏
j=0,1,2 Γ
pj
Cˇ,aj
−
,aj+
((κj)H
j) where p0, p1, p2 ∈ Z, we have that the asso-
ciated 1-periodic orbits of at least two of them have distinct images in M . Define Qi,j :=
HF ∗
Cˇ,aj
−
,aj+
((κj)Hˇ
i,j) for all i ∈ N and j = 0, 1, 2. Then the pair of pants product is the natural
composition
ΦH0,H1,H2 : HF
∗
Cˇ,a0
−
,a0+
(H0)⊗K HF ∗Cˇ,a1
−
,a1+
(H1) =
(lim−→
i∈N
Qi,0)⊗K (lim−→
i∈N
Qi,1) −→ lim−→
i∈N
(Qi,0 ⊗K Qi,1) α−→ lim−→
i∈N
Qi,2 = HF
∗
Cˇ,a2
−
,a2+
(2H2)
where the morphism α is the direct limit of the natural pair of pants product map Qi,0 ⊗K
Qi,1 −→ Qi,2 as in Definition 2.84.
Remark 3.13. If (κj)H
j ∈ Hreg(Cˇ, aj−, aj+) for j = 0, 1, 2 then the pair of pants product map
above is identical to the one defined in Definition 2.84 by Lemma 3.4. Also action maps and
continuation maps commute with pair of pants product maps. Such a product is associative
and graded commutative by Remark 2.85. If the domains of a0+ and a
1
+ agree then this product
is ΛQ+,+-bilinear whereQ+ is the domain of a
0
+. If the constant Hamiltonian min(H
0) satisfies
min(H0) ≤l.s.
Cˇ
H0, if a0−([ω˜], λ
−, λ+) < λ−min(H0) for all ([ω˜], λ−, λ+) ∈ Q0−0 and if p0 = 0
then it has a left unit 1 ∈ HF p0
Cˇ,a0−,a
0
+
(H0) by Remark 2.85 combined with the fact that
continuation maps send left units to left units and the fact that HF ∗
Cˇ,a0
−
,a0+
(K) has a left unit
for any sufficiently C2 small perturbation of min(H0). By left unit we mean that for each
H3 ∈ HT,l.s.(Cˇ, a2−, a2+) satisfying 2H2,H2 ≤l.s.Cˇ H3, Φ
p1
2H2,H3
(ΦH0,H1,H2(1 ⊗ x)) is equal to
the image of x under the composition
HF p1
Cˇ,a1
−
,a1+
(H1) −→ HF p1
Cˇ,a1
−
,a1+
(H3) −→ HF p0+p1
Cˇ,a2
−
,a2+
(H3)
of action maps and continuation maps for each x ∈ HF p1
Cˇ,a1
−
,a1+
(H1). This follows from
Remark 2.85. We have a right unit under similar conditions. The only difference is that the
indexes ‘0’ and ‘1’ are swapped.
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4. Definition of Symplectic Cohomology
Throughout this section we will fix a contact cylinder Cˇ = [1 − ǫ, 1 + ǫ] × C ⊂ M with
associated Liouville domain D.
Definition 4.1. Let K ⊂ T ×M be a closed set with the property that K ⊂ T × D if D
is non-empty. We define HT,l.s.(Cˇ,K,≤ 0) to be the subset of HT,l.s.(Cˇ) consisting of lower
semi-continuous Hamiltonians H = (Ht)t∈T with the property that Ht(x) ≤ 0 if (t, x) ∈ K
and Ht(x) = ∞ otherwise. We define HT,l.s.(Cˇ,≤ 0) to be the union of all such subsets
HT,l.s.(Cˇ,K,≤ 0). For each H ∈ HT,l.s.(Cˇ,≤ 0) and each Cˇ-interval domain (Q−, Q+) as in
Definition 2.57, define SH∗
Cˇ,Q−,Q+
(H) to be the double system of Z-graded ΛQ+,+K -modules
(as in Definition 2.27):
SH∗
Cˇ,Q−,Q+
(H) = (HF ∗
Cˇ,a−,a+
(H))(a− ,a+)∈Sc(Q−)×Sc(Q+)
where
• the ordering on Sc(Q±) is given by ≥,
• the double system morphisms are action maps as in Definition 3.7.
We define symplectic cohomology of H to be SH∗
Cˇ,Q−,Q+
(H) := lim−→ lim←−SH
∗
Cˇ,Q−,Q+
(H) where
lim−→ lim←− is given in Definition 2.40. For any closed set K ⊂ T×M which is contained in T×D
if D is non-empty, define SH∗
Cˇ,Q−,Q+
(K ⊂ T ×M) (resp. SH∗
Cˇ,Q−,Q+
(K ⊂ T ×M)) to be
SH∗
Cˇ,Q−,Q+
(HK) (resp. SH
∗
Cˇ,Q−,Q+
(HK)) where
HK = (HK,t)t∈T, HK,t :M −→ R ∪ {∞} HK,t(x) :=
{
0 if (t, x) ∈ K
∞ otherwise.
The algebra SH∗
Cˇ,Q−,Q+
(K ⊂ T×M) is called symplectic cohomology of K in M .
If K ⊂ M is a closed subset, which is contained in D if D is non-empty, then we de-
fine SH∗
Cˇ,Q−,Q+
(K ⊂ M) := SH∗
Cˇ,Q−,Q+
(T × K ⊂ T × M) and SH∗
Cˇ,Q−,Q+
(K ⊂ M) :=
SH∗
Cˇ,Q−,Q+
(T×K ⊂ T×M).
Remark 4.2. The definition of symplectic cohomology makes sense becauseHT,l.s.(Cˇ,≤ 0) ⊂
HT,l.s.(Cˇ, a−, a+) for all Cˇ action intervals (a−, a+) ∈ Sc(Q−)× Sc(Q+).
If the Hamiltonian H is autonomous then SH∗
Cˇ,Q−,Q+
(H) is a double system of Z-graded
Λ
Q+,+
K -modules with product induced by the pair of pants product maps
HF ∗
Cˇ,a0
−
,a0+
(H)⊗
Λ
Q+,+
K
HF ∗
Cˇ,a1
−
,a1+
(H) −→ HF ∗
Cˇ,a2
−
,a2+
(H) (4.1)
where a2− = a
0
− + a
1
−, a
2
+ = min(a
0
− + a
1
+, a
1
− + a
0
+). This product is well defined since H is
autonomous and H ≤l.s.
Cˇ
1
2H because the slope of H along Cˇ is 0 and because H is either
non-positive or ∞. Also SH∗
Cˇ,Q−,Q+
(H) is a graded Λ
Q+,+
K -algebra by Remark 2.44. Such an
algebra is a unital graded commutative algebra by Remark 3.13.
Definition 4.3. Let (Q−, Q+) be a Cˇ-interval domain pair. Let H
± ∈ HT,l.s.(Cˇ,≤ 0) satisfy
H− ≤ H+. Then H− ≤Cˇ H+ and hence the natural continuation maps
HF ∗
Cˇ,a−,a+
(H−) −→ HF ∗Cˇ,a−,a+(H+)
for all Cˇ-action intervals (a−, a+) give us a morphism of double systems
SH∗
Cˇ,Q−,Q+
(H−) −→ SH∗Cˇ,Q−,Q+(H+)
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called a transfer morphism. This also induces a morphism of algebras SH∗
Cˇ,Q−,Q+
(H−) −→
SH∗
Cˇ,Q−,Q+
(H+) called a transfer map.
If H± is autonomous then this transfer morphism or map respects the natural product
structures on the corresponding double systems or modules and they also send units to units.
Definition 4.4. Let (Qj−, Q
j
+) be a Cˇ-interval domain pair for j = 0, 1 so that Q
1
± ⊂ Q0±.
Suppose H ∈ HT,l.s.(Cˇ,≤ 0). Then the action maps
HF ∗
Cˇ,a−,a+
(H) −→ HF ∗
Cˇ,a−|Q1
−
,a+|Q1
+
(H), (a−, a+) ∈ Sc(Q0−)× Sc(Q0+)
give us a morphism of double systems SH∗
Cˇ,Q0
−
,Q0+
(H) −→ SH∗
Cˇ,Q1
−
.Q1+
(H) called an action
morphism.
Again this morphism respects the product structure if H is autonomous.
Definition 4.5. Let (Q−, Q+) be a Cˇ-interval domain pair and let H ∈ HT,l.s.(Cˇ,≤ 0). Let
F : T −→ T be a smooth non-decreasing map. Then the reparameterization isomorphisms
HF ∗
Cˇ,a−,a+
(H) ∼= HF ∗Cˇ,a−,a+(H
F )
from Definition 3.11 for each Cˇ-action interval (a−, a+) ∈ Sc(Q−) × Sc(Q+) gives us an
isomorphism of double systems
SH∗
Cˇ,Q−,Q+
(H) ∼= SH∗Cˇ,Q−,Q+(H
F )
called a reparameterization isomorphism.
Lemma 4.6. Let (Q−, Q+) be a Cˇ-interval domain pair and let H ∈ HT,l.s.(Cˇ,≤ 0). Then
the Λ
Q+,+
K -module structure on SH
∗
Cˇ,Q−,Q+
(H) extends uniquely to a Λ
Q+
K -module structure
on SH∗
Cˇ,Q−,Q+
(H) making it into a Λ
Q+
K -algebra.
Proof. Let πD : H
2(M,D;R) × R × R −→ H2(M,D;R) be the natural projection map and
let ιD : H
2(M,D;R) −→ H2(M ;R) be the natural restriction map. Let
Q := ιD(πD(Q+)) ⊂ H2(M ;R) = (H2(M ;Z)⊗Z R)∗
and let Q be the induced ordering on H2(M ;Z) as in Definition 2.51. Define Q∨ := {x ∈
H2(M ;Z) : 0 Q x} ⊂ H2(M ;Z). By Definition 2.55, we have that Q∨ is naturally a
submonoid of the multiplicative group (Λ
Q+,+
K )
×. All such elements are invertible in Λ
Q+
K .
Also each element w ∈ ΛQ+K has the property that there exists some element sw ∈ Q∨
satisfying sww ∈ ΛQ+,+K . Therefore by [Sta17, Tag 07JY] it is sufficient for us to show that
each s ∈ Q∨ acts as an automorphism on SH∗
Cˇ,Q−,Q+
(H).
We now fix such an element s. Since s ∈ H2(M ;Z), it defines a linear function onH2(M ;R)
and hence by pulling back via ιD and πD and restricting to Q+, a function Ls ∈ Sc(Q+). The
map sending a capped loop γ to γ#(−s) induces an isomorphism HF ∗
Cˇ,a−−Ls,a+−Ls
(H)
∼=−→
HF ∗
Cˇ,a−,a+
(H). Since SH∗
Cˇ,Q−,Q+
(H) = lim−→a− lim←−a+ HF
∗
Cˇ,a−−Ls,a+−Ls
(H), we get that such
a map induces an automorphism of SH∗
Cˇ,Q−,Q+
(H). This automorphism coincides with the
natural module action of s ∈ ΛQ+,+K . Hence the ΛQ+,+K -action extends to a ΛQ+K -action. 
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Remark 4.7. Since continuation maps and action maps between symplectic cohomology
algebras of autonomous Hamiltonians are induced by inclusions of double systems, they are
naturally Λ
Q+,+
K -algebra homomorphisms and hence Λ
Q+
K -algebra homomorphisms by the
lemma above.
5. Properties of Symplectic Cohomology
5.1. Changing Contact Cylinders.
Proposition 5.1. Let Cˇj be a contact cylinder with associated Liouville domain Dj for j =
0, 1 so that D1 ⊂ D0. Suppose also that the natural restriction map ι := H2(M,D0;R) −→
H2(M,D1;R) is an isomorphism and define
ι˜ : H2(M,D0;R)× R2 −→ H2(M,D1;R)× R2, ι˜ := ι× idR2 . (5.1)
Let (Q−, Q+) be a wide Cˇ0-interval domain and let H ∈ HT,l.s.(Cˇ1,≤ 0) be autonomous.
Then there is an isomorphism of double systems with product
SH∗
Cˇ0,Q−,Q+
(H)
∼=−→ SH∗
Cˇ1,ι˜(Q−),ι˜(Q+)
(H). (5.2)
Before we prove this proposition, we need a preliminary lemma.
Lemma 5.2. Proposition 5.1 is true when Cˇ0 and Cˇ1 are disjoint
Proof of lemma 5.2. Let (aj−)j∈N, (a
j
+)j∈N be a cofinal family of (Sc(Q
0
−),≥) and (Sc(Q0+),≤
) respectively. After passing to a subsequence, we can assume that the function i →
height(ai−, a
i
+) is increasing.
Since H has slope 0 along both contact cylinders and Cˇ0 ∩ Cˇ1 = ∅ we can find a cofinal
family of Hamiltonians Hi ∈ ∩k=0,1 ∩j∈N HT,reg(<Cˇk H, a
j
−, a
j
+), i ∈ N so that Hi|M−D1
is constant and Hi|M−D1 > height(ai−, ai+) for all i ∈ N. Then the Floer chain complexes
computing HF ∗
Cˇ1,a
j
−
,aj+
(Hi) and HF
∗
Cˇ0,a
j
−
,aj+
(Hi) are identical for each i, j ∈ N satisfying
i ≥ j by Corollary 2.7. The continuation maps, action maps and pair of pants product
maps coincide under such an isomorphism. This gives us our isomorphism (5.2) by Lemma
2.39. 
Proof of Proposition 5.1. Let
Cˇj = [1− ǫj , 1 + ǫj]× Cj , j = 0, 1
be our contact cylinders. By a Moser argument, we can extend them to contact cylinders
Cˇ ′j = [1− ǫj − δ, 1 + ǫj + δ]× Cj, j = 0, 1
for some 0 < δ < minj=0,1(ǫj/2). We can also assume that δ is small enough so that
[1 − δ, 1 + δ] × C1 is disjoint from [1 + ǫ0 + δ/2, 1 + ǫ0 + δ] × C0. We now apply Lemma 5.2
four times, with four different pairs of contact cylinders in the following order:
(1) Cˇ0, [1 + ǫ0 + δ/2, 1 + ǫ0 + δ]× C0,
(2) [1 + ǫ0 + δ/2, 1 + ǫ0 + δ]× C0, [1− δ, 1 + δ]× C1,
(3) [1− δ, 1 + δ] × C1, [1 + ǫ1 + δ/2, 1 + ǫ1 + δ]× C1 and
(4) [1 + ǫ1 + δ/2, 1 + ǫ1 + δ]× C1, Cˇ1.
This completes the proposition. 
We also need a proposition telling us what to do when we forget the contact cylinder.
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Definition 5.3. Let Cˇ = ∅ be the empty contact cylinder. The standard ω-cone is the cone
Qω ⊂ H2(M, ∅;R) × R× R defined to be the 1-dimensional cone spanned by ([ω], 1, 1). The
standard Novikov ring ΛωK is defined to be Λ
Qω
K . The standard positive Novikov ring Λ
ω,+
K is
defined to be ΛQω,+K .
Note that the standard Novikov ring is equal to the Novikov ring (1.2) in the introduction
with ωX replaced by ω.
Proposition 5.4. Let Cˇ = [1 − ǫ, 1 + ǫ]× C be a contact cylinder with associated Liouville
domain D. Let QωCˇ ⊂ H2(M,D;R) × R2 be the cone spanned by ([ωCˇ ], 1, 1) where ωCˇ
is a Cˇ-compatible 2-form with scaling constants 0 and 1 and which is equal to ω outside
D∪ ([1, 1+ ǫ/2]×C). Then for any autonomous H ∈ HT,l.s.(Cˇ,≤ 0) there is an isomorphism
of double systems with product
SH∗
Cˇ,Qω
Cˇ
,Qω
Cˇ
(H)
∼=−→ SH∗∅,Qω,Qω(H). (5.3)
Proof. Let Π : QωCˇ −→ Qω be the restriction of the natural map H2(M,D;R) × R2 −→
H2(M ;R) × R2 induced by cohomological restriction. Choose any cofinal family of Hamil-
tonians Hi ∈ HT,reg(<Cˇ H, a−, a+). Then the isomorphism (5.3) follows from the natural
isomorphisms HF ∗
Cˇ,a−◦Π,a+◦Π
(H) ∼= HF ∗∅,a−,a+(H) coming from the fact that the correspond-
ing Floer chain complexes are identical for each (a−, a+) ∈ Sc(Qω)× Sc(Qω). 
5.2. Partial Independence of the Hamiltonian. Throughout this subsection, Cˇ is a
contact cylinder whose associated Liouville domain is D. We will also fix a Cˇ-interval domain
(Q−, Q+).
Proposition 5.5. Let K ⊂ T ×M be a closed subset which is contained in D if D is non-
empty. Let H± ∈ HT,l.s.(Cˇ,K,≤ 0) satisfy H−t ≤ H+t . Then the transfer morphism
SH∗
Cˇ,Q−,Q+
(H−) −→ SH∗
Cˇ,Q−,Q+
(H+) (5.4)
is an isomorphism in the category 2-sys-Λ
Q+,+
K .
Since lim−→ lim←− is a functor by Definition 2.40, Proposition 5.5 implies that the transfer map
SH∗
Cˇ,Q−,Q+
(Hˇ) −→ SH∗
Cˇ,Q−,Q+
(H) is an isomorphism. Before we prove Proposition 5.5, we
need some preliminary lemmas and the following definition.
Definition 5.6. Let ν ∈ R be a constant. Define
Lν : H
2(M,D;R)× R× R −→ R, Lν(q, λ−, λ+) := λ−ν.
Lemma 5.7. Let (a−, a+) ∈ Sc(Q−) × Sc(Q+) be a Cˇ-action interval, ν ∈ (0,∞) and let
H ∈ HT,l.s.(Cˇ, a− + Lν , a+ + Lν). Then we have a commutative diagram:
HF ∗
(Cˇ,a−,a+)
(H)HF ∗
Cˇ,a−,a+
(H − ν)
HF ∗
Cˇ,a−+Lν ,a++Lν
(H)
∼=
α
β
γ
where α is a continuation map and β is an action map. The map γ commutes with
continuation maps and action maps.
Definition 5.8. We will call the map γ a translation isomorphism.
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Proof of Lemma 5.7. We will prove this lemma in two steps. In the first step, we will prove
it in the case when H ∈ Hreg(Cˇ, a− + Lν , a+ + Lν) and the second step will deal with the
general case.
Step 1. Suppose H ∈ Hreg(Cˇ, a− + Lν , a+ + Lν). For N ∈ N large enough, we have that
H − c ∈ Hreg(Cˇ, a− + Lν , a+ + Lν) for all c ∈ [0, 2νN ]. Therefore H − (N − k + s)ν/N ∈
Hreg(Cˇ, a− + kLν/N, a+ + kLν/N) for all k ∈ Z and all s ∈ [0, 1]. Define
Bk,l := HF
∗
Cˇ,a−+kLν/N,a++kLν/N
(H − (N − l)ν/N)
for all l, k ∈ {0, · · · , N}. Then by Lemmas 2.73 and 2.78 we have a commutative diagram
consisting of continuation maps and action maps (with the exception of γ which is given as
a definition):
B0,0
B1,0
B1,1
B2,1
B2,2
B3,2
BN−1,N−1
BN,N−1
BN,N
B0,N
B1,N
B1,N
B2,N
B2,N
B3,N
BN−1,N
BN,N
α
β
γ
∼=
∼=
∼=
∼=
∼=
∼=
∼=
∼=
∼= ...... ...
The map γ commutes with continuation maps and action maps since the diagram above
is functorial with respect to continuation and action maps.
Step 2: Now suppose H ∈ HT,l.s.(Cˇ, a− + Lν , a+ + Lν). Then since
HF ∗
Cˇ,a−,a+
(H − ν) = lim−→
Hˇ∈Hreg(Cˇ,a−+Lν ,a++Lν)
HF ∗
Cˇ,a−,a+
(Hˇ − ν),
HF ∗
Cˇ,a−+Lν ,a++Lν
(H) = lim−→
Hˇ∈Hreg(Cˇ,a−+Lν ,a++Lν)
HF ∗
Cˇ,a−+Lν ,a++Lν
(Hˇ)
and continuation maps commute with the translation isomorphisms constructed in Step 1,
we get our result. 
Lemma 5.9. Let H ∈ HT,l.s.(Cˇ,≤ 0) and let ν > 0 be a constant. Then the transfer
morphism SH∗
Cˇ,Q−,Q+
(H − ν) −→ SH∗
Cˇ,Q−,Q+
(H) is an isomorphism in 2-sys-Λ
Q+,+
K .
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Proof. For each action interval (a−, a+) ∈ Sc(Q−) × Sc(Q+), we have a translation isomor-
phism
γa−,a+ : HF
∗
Cˇ,a−,a+
(H − ν) −→ HF ∗
Cˇ,a−+Lν ,a++Lν
(H).
Since such isomorphisms commute with continuation maps, we get an isomorphism
γ : SH∗
Cˇ,Q−,Q+
(H − ν) −→ SH∗
Cˇ,Q−,Q+
(H).
Also for each action interval (a−, a+) ∈ Sc(Q−)× Sc(Q+), we have an action morphism
βa−,a+ : HF
∗
Cˇ,a−+Lν ,a++Lν
(H) −→ HF ∗
Cˇ,a−,a+
(H)
and this induces an isomorphism
β : SH∗
Cˇ,Q−,Q+
(H) −→ SH∗
Cˇ,Q−,Q+
(H)
(such an isomorphism is induced by a standard endomorphism as in Example 2.36). Also by
Lemma 5.7,
βa−,a+ ◦ γa−,a+ : HF ∗Cˇ,a−,a+(H − ν) −→ HF
∗
Cˇ,a−,a+
(H)
is a continuation map for all a−, a+ ∈ Sc(Q) giving us a transfer morphism
SH∗
Cˇ,Q−,Q+
(H − ν) −→ SH∗
Cˇ,Q−,Q+
(H).
Our lemma now follows from the fact that β◦γ is a composition of isomorphisms in 2-sys-ΛQ,+K .

Proof of Proposition 5.5. Choose a constant ν > 0 so that H+ − ν ≤ H−. Then since
H± ∈ HT,l.s.(Cˇ,≤ 0) we get H+ − ν ≤Cˇ H−. We then have transfer morphisms
SH∗
Cˇ,Q−,Q+
(H+−2ν) −→ SH∗
Cˇ,Q−,Q+
(H−−ν) α−→ SH∗
Cˇ,Q−,Q+
(H+−ν) −→ SH∗
Cˇ,Q−,Q+
(H−).
By Lemma 5.9, the composition of any two such morphisms is an isomorphism and hence α
is an isomorphism. Also by Lemma 5.9, the natural continuation morphisms
β± : SH
∗
Cˇ,Q−,Q+
(H± − ν) −→ SH∗
Cˇ,Q−,Q+
(H±)
are isomorphisms. Our Proposition now follows from the fact that the continuation map (5.4)
is equal to the following composition of isomorphisms: β+ ◦ α ◦ (β−)−1.

5.3. Relation with Quantum Cup Product.
Theorem 5.10. Let Qω, Λ
ω
K be the standard ω-cone and standard Novikov ring respectively
as in Definition 5.3. Suppose that K is a field. Then there is an isomorphism of ΛωK-algebras
SH∗∅,Qω,Qω(M ⊂M) ∼= QH∗(M,ΛωK)
where QH∗ is quantum cohomology. Also, lim−→ lim←−
1 SH∗∅,Qω,Qω(M ⊂M) = 0 where lim−→ lim←−
1 is
given in Definition 2.49.
Proof. We identify the cone Qω with [0,∞) via the identification λ([ω], 1, 1) −→ λ for all
λ ≥ 0. Under this identification, Sc(Qω) becomes the space of linear functions ac : [0,∞) −→
R, ac(λ) := cλ, c ∈ R.
We will first show lim−→ lim←−
1 SH∗∅,Qω,Qω(M ⊂M) = 0 by using Lemma 2.50. LetH :M −→ R
be a C2 small Morse function which is negative. Since [ω] lifts to an integral cohomology
class in H2(M ;Z), we have for all c± ∈ 12 + Z that the continuation maps
HF ∗∅,ac− ,ac+
(λ1H) −→ HF ∗∅,ac− ,ac+ (λ2H) (5.5)
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are isomorphisms for all 0 < λ2 ≤ λ1 ≤ 14 by Lemma 2.73. Hence the double system
W := (HF ∗∅,ac− ,ac+
(λH))c±∈ 12+Z
for some small λ > 0 is isomorphic to the double system
(lim−→λˇ→0HF
∗
∅,ac− ,ac+
(λˇH))c±∈ 12+Z
which, in turn is isomorphic to SH∗∅,Qω,Qω(M ⊂M) = 0 by
Lemma 2.39. Therefore by Lemma 2.50 it is sufficient for us to show that the action map
HF ∗∅,ac− ,ac+
(λH) −→ HF ∗∅,ac− ,ac+−1(λH) (5.6)
is surjective for each c± ∈ 12 +Z. Since λH is C2 small, we have by [ADE14, Theorem 10.1.1]
that the only Floer trajectories connecting 1-periodic orbits of λH are Morse flowlines (I.e.
t independent Floer trajectories). This implies that the natural map (5.6) is surjective for
each c± ∈ 12 +Z which in turn implies that lim−→ lim←−
1 SH∗∅,Qω,Qω(M ⊂M) = 0 by Lemma 2.50.
We will now prove the first part of the lemma. Choose J ∈ ∩c±∈ 12+ZJ
T,reg(λH, ac− , ac+).
Define
HF ∗(λH) := H∗
(
lim−→
c−
lim←−
c+
CF ∗∅,ac− ,ac+
(λH)
)
.
Since lim lim1W = 0, we have a natural isomorphismHF ∗(λH) = lim−→a− lim←−a+ HF
∗
∅,a−,a+
(λH)
by [Wei95, Theorem 3.5.8] and Lemma 2.39. Since the morphism (5.5) is an isomorphism for
all c± ∈ 12Z and 0 < λ2 < λ1 ≤ 14 , we get that the natural map
HF ∗(λH) = lim−→
a−
lim←−
a+
HF ∗∅,a−,a+(λH) −→ lim−→
a−
lim←−
a+
lim−→
λˇ→0
HF ∗∅,a−,a+(λˇH) = SH
∗
∅,Qω,Qω
(M ⊂M)
(5.7)
is an isomorphism for all sufficiently small λ > 0. By [PSS96] and [OZ+11] we have isomor-
phisms
HF ∗(λH) ∼= H∗(M ; ΛωK) (5.8)
for all λ > 0 small which commute with continuation maps HF ∗(λH) −→ HF ∗(λ′H) for
0 < λ < λ′ small. These isomorphisms also commute with the pair of pants product as
follows. If λ > 0 is sufficiently small, we have a commutative diagram of ΛωK-modules
(HF ∗(λH)) ⊗ (HF ∗(λH)) HF ∗(2λH)
QH∗(M ; ΛωK)⊗QH∗(M ; ΛωK) QH∗(M ; ΛωK)
∼= ∼= ∼=
α
β
where α is the pair of pants product and β is the quantum cup product and where the
vertical isomorphisms are induced by (5.8) (the papers [PSS96] and [OZ+11] only prove such
isomorphisms over Q, however these proofs are identical if one just formally replaces the
coefficient field ‘Q’ with ‘K’ in their papers since (M,ω) is semi-positive). Therefore by
Equation (5.7) we have an isomorphism of ΛωK-algebras
SH∗∅,Qω,Qω(M ⊂M) = lim−→
λ→0
HF ∗(λH) ∼= QH∗(M ; ΛωK)
since the isomorphism (5.7) commutes with the pair of pants product α.

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5.4. Stably Displaceable Complements.
Definition 5.11. A subset B of a symplectic manifold is Hamiltonian displaceable if there
is a Hamiltonian symplectomorphism φ satisfying φ(B) ∩ B = ∅. A subset A ⊂ M is stably
displaceable if A × T ⊂ M × T ∗T is Hamiltonian displaceable inside the product symplectic
manifold M × T ∗T where T ∗T = R × T has the standard symplectic form dσ ∧ dτ where
σ : R× T −→ R, τ : R× T −→ T are the natural projection maps.
Throughout this subsection, we fix the coordinates σ, τ above. We also let Qω be the
standard Novikov cone associated to the empty contact cylinder as in Definition 5.3. The
aim of this subsection is to prove the following proposition.
Proposition 5.12. Let K ⊂ M be a closed set so that M −K is stably displaceable. Then
the transfer morphism
SH∗∅,Qω,Qω(M ⊂M) −→ SH∗∅,Qω,Qω(K ⊂M) (5.9)
is an isomorphism in 2-sys-ΛQω ,+K .
The proof of this proposition relies heavily on an idea due to Ginzburg in [Gin10]. Before
we prove this proposition, we need some preliminary definitions and lemmas.
Definition 5.13. A lower semi-continuous Hamiltonian H = (Ht)t∈T on M × T ∗T is admis-
sible if there is a compact subset KH ⊂M × T ∗T and a lower semi-continuous Hamiltonian
K = (Kt)t∈T on M so that Ht(x, (σ, τ)) = Kt(x)− 12 |σ| for all (x, (σ, τ)) ∈M × T ∗T−KH .
Let JT ∗T be the almost complex structure on R × T satisfying JT ∗T( ∂∂σ ) = ∂∂τ . A smooth
family of almost complex structures J = (Jt)t∈T on M × T ∗T is admissible if they are ω +
dσ∧dτ -tame and if they are equal to JM ⊕JT ∗T outside a compact subset of M ×T ∗T where
JM is an ω-tame almost complex structure on M .
For any admissible lower semi-continuous Hamiltonian H on M × T ∗T and any a−, a+ ∈
Sc(Qω), we can define
HF ∗∅,a−,a+(H)
as in Definition 3.3 where we restrict ourselves to admissible Hamiltonians and almost complex
structures. We can also define continuation maps and action maps in the same way.
Remark 5.14. Such a definition, along with the theorems, propositions and lemmas used
to construct such a definition, are identical except that M is replaced by M × T ∗T and all
Hamiltonians and almost complex structures involved are admissible. The only additional
ingredient needed is that one needs a maximum principle to prove compactness to ensure
that all Floer trajectories stay inside a fixed compact subset of M × T ∗T (see, for example
[Oan04, Lemma 1.5]). Also note that since the natural projection map M × T ∗T −→ M
induces an isomorphism H2(M × T ∗T;Z)
∼=−→ H2(M ;Z), we have that ΛQωK and ΛQω ,+K are
the correct Novikov rings to use (and not some larger Novikov rings).
From now on we identify H2(M × T ∗T;Z) with H2(M ;Z) as in the remark above.
Definition 5.15. A closed subset K ⊂ T×M × T ∗T is admissible if there is a compact set
κ ⊂ T×M ×T ∗T and a closed subset KM ⊂M so that K−κ = T×KM ×T ∗T−κ. For any
such closed subset K ⊂ T ×M × T ∗T, we define HT,l.s.(K,≤ 0) to be the set of admissible
lower semi-continuous Hamiltonians H = (Ht)t∈T on M×T ∗T satisfying Ht(x, (σ, τ)) ≤ 0 for
(t, x, (σ, τ)) ∈ K andHt(x, (σ, τ)) =∞ for (t, x, (σ, τ)) /∈ K. A closed subsetK ′ ⊂M×T ∗T is
admissible if T×K ′ is admissible. For such aK ′, defineHT,l.s.(K ′,≤ 0) := HT,l.s.(T×K ′,≤ 0).
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For any admissible closed subset K ⊂ T×M ×T ∗T and any H ∈ HT,l.s.(K,≤ 0) we define
SH∗∅,Qω,Qω(H) to be the double system
(HF ∗∅,a−,a+(H))a− ,a+∈Sc(Qω).
If K−,K+ ⊂ T ×M × T ∗T are admissible closed subsets satisfying K+ ⊂ K− and H± ∈
HT,l.s.(K±,≤ 0) satisfies H− ≤ H+, then the natural morphism of double systems
SH∗∅,Qω,Qω(H
−) −→ SH∗∅,Qω,Qω(H+)
induced by continuation maps is called a transfer morphism.
We will need the following lemma whose proof is identical to the proof of Lemma 3.6 in the
case when Cˇ = ∅ and Q = Qω, except that all Hamiltonians and almost complex structures
are admissible on M × T ∗T.
Lemma 5.16. Let H = (Hs,t)(s,t)∈[0,1]×T be a smooth family of autonomous admissible Hamil-
tonians onM×T ∗T and define Hs,• := (Hs,t)t∈T for all s ∈ [0, 1]. Fix p ∈ Z and a± ∈ Sc(Qω).
Suppose
• Hs1,• ≤ Hs2,• for all s1 ≤ s2 and
• that there are neighborhoods N−, N+ of a−, a+ in Sc(Qω) respectively so that
ΓP∅,a−,a+(Hs,•) = Γ
P
∅,a′
−
,a′+
(Hs,•)
for all a′± ∈ N± where P = [p− 1− n, p+ 1 + n] for all s ∈ R.
Then the continuation map
ΦpH0,•,H1,• : HF
p
Cˇ,a−,a+
(H0,•) −→ HF pCˇ,a−,a+(H1,•)
in degree p is an isomorphism.
We also have the following proposition whose proof is identical to the proof of Proposition
5.5, except that all Hamiltonians, almost complex structures and closed subsets are admissible
on M × T ∗T.
Proposition 5.17. Let K ⊂ T ×M × T ∗T be an admissible closed subset. Let H−,H+ ∈
HT,l.s.(K,≤ 0) satisfy H− ≤ H+. Then the transfer morphism
SH∗∅,Qω,Qω(H
−) −→ SH∗∅,Qω,Qω(H+)
is an isomorphism in 2-sys-ΛQω ,+K .
Lemma 5.18. Let KM ⊂ M be closed and define K := KM × T ∗T ⊂ M × T ∗T and let
H ∈ HT,l.s.(K,≤ 0). Then there is an isomorphism of double systems
ΨK : SH
∗
∅,Qω,Qω
(H) −→ SH∗∅,Qω,Qω(KM ⊂M)⊗K H∗(T;K) (5.10)
where H∗(T;K) is thought of as a double system (H∗(T;K))(i,k)∈{⋆}×{⋆} where {⋆} is the single
element (inverse) directed set. Such a morphism commutes with transfer maps. In other
words, for any admissible closed subsets K+ = K+M × T ∗T ⊂ K− = K−M × T ∗T ⊂ M × T ∗T
and any H± ∈ HT,l.s.(K±,≤ 0) satisfying H− ≤ H+, we have the following commutative
diagram in 2-sys-ΛQω,+K :
SH∗∅,Qω,Qω(H
−) SH∗∅,Qω,Qω(K
−
M ⊂M)⊗K H∗(T;K)
SH∗∅,Qω,Qω(H
+) SH∗∅,Qω,Qω(K
+
M ⊂M)⊗K H∗(T;K)
ΨK−
ΨK+
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where the vertical morphisms are induced by transfer morphisms.
Proof of Lemma 5.18. Let f : R −→ R be a smooth function so that
• f(0) = 0, f ′′(0) < 0,
• f ′(x) > 0 for x < 0 and f ′(x) < 0 for x > 0 and
• f(x) = −12 |x| for |x| ≥ 1.
Define
HKM :M −→ R, HKM (x) =
{
0 if x ∈ KM
∞ otherwise
and let πM :M ×T ∗T −→M be the natural projection map. Then by combining [CFHW96,
Proposition 2.2] with a Ku¨nneth formula argument, we get an isomorphism
HF ∗∅,a−,a+(π
∗
M (HKM ) + f(σ))
∼=−→ HF ∗∅,a−,a+(HKM )⊗K H∗(T;K) (5.11)
for all a−, a+ ∈ Sc(Qω, Qω) since the only capped 1-periodic orbits of f(σ) : T ∗T −→ R are
the constant orbits at its maximum. Such an isomorphism commutes with action maps and
continuation maps (possibly tensored with H∗(T;K)). Hence we get our isomorphism (5.10)
when H = π∗M (HKM ) + f(σ). For general H this isomorphism exists by Proposition 5.17.
Again because the isomorphism (5.11) commutes with continuation maps, we get that the
isomorphism (5.10) commutes with transfer morphisms. 
Lemma 5.19. Let KM ⊂ M be a closed subset and let ν > 0. Let H± ∈ HT,l.s.(K±,≤ 0)
where
K− := (KM × T ∗T) ∪ (M × {σ ≥ ν}), K+ := KM × T ∗T
and where H− ≤ H+. Then the transfer morphism
SH∗
Cˇ,Qω,Qω
(H−) −→ SH∗
Cˇ,Qω,Qω
(H+) (5.12)
is an isomorphism in 2-sys-ΛQω ,+K .
Proof of Lemma 5.19. Let π :M × T ∗T −→M be the natural projection map. Let (Kk)k∈N
be a sequence of smooth functions on M so that
(1) Kk ≤ Kk+1 for all k ∈ N,
(2) Kk|M−KM > 0 and Kk|KM = 0 and
(3) for each x ∈M −KM , Kk(x) tends to infinity as k tends to infinity.
Let ρ : R −→ R be a smooth function so that
(1) ρ|[−ν/2,ν/2] = 1,
(2) ρ|(−ν,ν) > 0, ρ|(−∞,−ν]∪[ν,∞) = 0 and
(3) ρ′|(−ν,−ν/2) > 0, ρ′|(ν/2,ν) < 0.
Let f : R −→ R be a smooth function so that
(1) f(0) = 0,
(2) f ′|(−∞,0) > 0, f ′|(0,∞) < 0 and
(3) f(x) = −12 |x| for |x| ≥ ν.
Define
Hk,s :M × T ∗T −→ R, Hk,s(x, (σ, τ)) := (s+ (1− s)ρ(σ))Kk(x) + f(σ)− 1
k
for each k ∈ N and s ∈ [0, 1]. Define Hk,− := Hk,0 and Hk,+ := Hk,1. Also define
Hˇ± :M × T ∗T −→ R, Hˇ±(x, (σ, τ)) :=
{ ∞ if (x, (σ, τ)) /∈ K±
f(σ) otherwise.
}
.
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By Lemma 8.5, we can choose a sequence of elements (ai)i∈Z in Sc(Qω) so that
• ai([ω], 1, 1) is not in the action spectrum of Hk,± for all k, j ∈ N and
• ai tends to infinity as i tends to infinity and ai tends to −∞ as i tends to −∞.
Then
HF ∗(ai,aj)(Hˇ
±) = lim−→
k∈N
(HF ∗(ai,aj)(H
k,±))
for each i, j ∈ Z and such an isomorphism is induced by continuation maps. Hence by Lemma
2.39, we have an inclusion isomorphism of double systems
(HF ∗(ai,aj)(Hˇ
±))(i,j)∈Z×Z
∼=−→ SH∗∅,Qω,Qω(Hˇk,±) (5.13)
Since all the null homologous 1-periodic orbits of Hk,s are contained in {σ = 0} because
σ ∂H
k,s
∂σ < 0 and
∂Hk,s
∂τ = 0 away from {σ = 0} for each s ∈ [0, 1], we have by Lemma 5.16
that the continuation map
HF ∗(ai,aj)(H
k,−) −→ HF ∗(ai,aj)(Hk,+)
is an isomorphism for each i, j ∈ Z and k ∈ N. Combining this with the fact that the inclusion
map (5.13) is an isomorphism, we have that the continuation map
SH∗∅,Qω,Qω(Hˇ
−) −→ SH∗∅,Qω,Qω(Hˇ+)
is an isomorphism. Hence by Proposition 5.17, the map (5.12) is an isomorphism. 
Lemma 5.20. Let K± ⊂M×T ∗T be admissible closed subsets so that K+ ⊂ K−. Let H± ∈
HT,l.s.(K±,≤ 0) satisfy H− ≤ H+ and let Hˇ± ∈ HT,l.s.((T×K±)∪ ([0, 1/2]×M ×T ∗T),≤ 0)
satisfy Hˇ− ≤ Hˇ+. Then the transfer map
SH∗
Cˇ,Qω,Qω
(H−) −→ SH∗
Cˇ,Qω,Qω
(H+)
is an isomorphism if and only if the transfer map
SH∗
Cˇ,Qω,Qω
(Hˇ−) −→ SH∗
Cˇ,Qω,Qω
(Hˇ+)
is an isomorphism.
Proof. By Proposition 5.17, it is sufficient for us to prove this for specific H± and Hˇ±. Let
F : T −→ T be a non-decreasing smooth function homotopic to the identity so that F ′(t) > 0
for t ∈ (1/2, 1) and F ′(t) = 0 for t ∈ [0, 1/2]. Choose H± and Hˇ± so that (H±)F = Hˇ±
where (H±)F is given in Definition 3.9. Then our lemma follows from the fact that we have
reparameterization isomorphisms
SH∗
Cˇ,Qω,Qω
(H±) −→ SH∗
Cˇ,Qω,Qω
(Hˇ±)
which commute with continuation maps. 
Proof of Proposition 5.12. The key idea of the proof is to use the displacing Hamiltonian H−
to construct a family of Hamiltonians (H− +Hs,•)s∈[0,∞)) (see below) with identical orbits
realizing the transfer isomorphism (5.9). One then uses Lemma 5.16.
For each ν > 0, define
K̂ν := (K × T ∗T) ∪ (M × {σ ≥ ν})
and
K˜ν := (T× K̂ν) ∪ ([0, 1/2] ×M × T ∗T).
50 MARK MCLEAN
By Lemmas 5.18, 5.19 and 5.20, it is sufficient for us to show that
SH∗
Cˇ,Qω,Qω
(H−) −→ SH∗
Cˇ,Qω,Qω
(H+) (5.14)
is an isomorphism for some ν > 0 and some appropriate lower-semi-continuous Hamiltonians
H− ∈ HT,l.s.(M × T ∗T,≤ 0), H+ ∈ HT,l.s.(K˜ν ,≤ 0) satisfying H− ≤ H+.
Since (M −K)× ({0}×T) is Hamiltonian displaceable inside M ×T ∗T, there is a smooth
admissible Hamiltonian Hˇ = (Hˇt)t∈T onM×T ∗T and a constant ν > 0 so that φHˇ1 (Q)∩Q = ∅
where
Q :=M × T ∗T− K̂ν = (M −K)× {σ < ν}.
By subtracting a constant from Hˇ, we can assume that Hˇ < 0. Now let F,G : T −→ T
be a smooth non-decreasing functions homotopic to the identity map satisfying F (0) = 0,
F ′|[0,1/2] = 0, F ′|(1/2,1) > 0 and G(0) = 0, G′|[1/2,1] = 0 and G′|(0,1/2) > 0. Define H− := HˇG.
We define the lower semi-continuous Hamiltonian H+ := (H+t )t∈T by
H+t (x) :=
{
H−t (x) if (t, x) ∈ K˜ν
∞ otherwise.
Now choose a smooth family of autonomous Hamiltonians H = (Hs,t)(s,t)∈[0,∞)×T on M ×
T ∗T satisfying
• Hs,t ≥ 0, ∂Hs,t∂s ≥ 0,
• Hs,t(x) = 0 if and only if (t, x) ∈ K˜ν or s = 0,
• dHs,t|x = 0 for all (t, x) ∈ K˜ν .
• Hs,t(x)→∞ as s→∞ for all (t, x) ∈ T×M × T ∗T− K˜ν .
Define Hs,• := (Hs,t)t∈T for all s ∈ [0,∞). By Lemma 8.5, there is a sequence (ai)i∈Z in
Sc(Qω) so that
• ai([ω], 1, 1) → ±∞ as i→ ±∞ and
• ai([ω], 1, 1) is not in the action spectrum of H− for each i ∈ Z.
Note that the capped 1-periodic orbits of H− and Hs,• +H
− are identical for all s ∈ [0,∞)
since the support of Hs,t is contained inside (1/2, 1) × Q for all (s, t) ∈ [0,∞) × T (making
Hs,• and H
− Poisson commute) and since there are no 1-periodic orbits γ : T −→M × T ∗T
of H− or Hs,• +H
− satisfying γ(0) ∈ Q for each s ∈ [0,∞). Also, the corresponding actions
of these capped 1-periodic orbits are the same as well since H−t |γ(t) = (Hs,•+H−)t|γ(t) for all
t ∈ T and all 1-periodic orbits γ of H−. Therefore by Lemma 5.16, the natural continuation
map
HF ∗(ai,aj)(H
−) −→ HF ∗(ai,aj)(Hs,• +H−)
is an isomorphism for all i, j ∈ Z and s ∈ [0,∞). Hence the induced map of double systems
(HF ∗(ai,aj)(H
−))(i,j)∈Z −→ (HF ∗(ai,aj)(Hs,• +H−))(i,j)∈Z
is an isomorphism. By Lemma 2.39, this implies that
SH∗
Cˇ,Qω,Qω
(H−) −→ SH∗
Cˇ,Qω,Qω
(H+)
is an isomorphism. This completes our proposition. 
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5.5. Symplectic Cohomology and Alternative Filtrations. In this subsection we will
show in Proposition 5.22 below that symplectic cohomology defined with respect to a partic-
ular wide action interval domain is isomorphic to one defined over an action interval domain
that is not wide under certain conditions.
Definition 5.21. Let (C,αC ) be a 2n− 1-manifold with contact form. Recall that the Reeb
vector field of αC is the unique vector field RαC satisfying iRαC dαC = 0 and αC(iRαC ) = 1.
A periodic Reeb orbit of length λ > 0 is a map γ : R/λZ −→ C satisfying γ˙ = RαC . The Reeb
flow of αC is the the flow (φ
α
t : C −→ C)t∈R of RαC . We will define length(γ) := λ.
Now let Cˇ = [1− ǫ, 1+ ǫ]×C ⊂M be a contact cylinder insideM and let ιC : C −→M be
the natural inclusion map sending x to (0, x) ∈ Cˇ ⊂M . Let rC be the cylindrical coordinate
of Cˇ and let αC be the associated contact form. By abuse of notation, we will define RαC to
be the unique vector field on Cˇ which projects to RαC in C and 0 in [1−ǫ, 1+ǫ]. We let ∂∂rC be
the gradient of rC with respect to any product metric on Cˇ where the factor [1− ǫ, 1+ ǫ] has
the standard Euclidean metric. Let γ be a periodic Reeb orbit of αC of length λ so that ιC ◦γ
is null homologous inM . Let γ̂ = (γ˜, γˇ) be a capped loop so that γ(λt) = γ˜(γˇ(t)) for each t ∈
[0, 1]. Then since we have a splitting TM |Cˇ = ker(αC)⊕Span( ∂∂rC , RαC ) of symplectic vector
bundles with associated symplectic forms dαC |ker(αC ) and drC ∧ αC |Span( ∂
∂rC
,RαC )
and since
Span( ∂∂rC , RαC ) has a natural choice of symplectic trivialization, any symplectic trivialization
of γ˜∗TM gives an induced symplectic bundle trivialization
τ : γ∗ ker(αC) −→ (R/λZ)× Cn−1.
Let P : (R/λZ)×Cn−1 −→ Cn−1 be the natural projection map. The Conley-Zehnder index
CZ(γ) of γ is defined to be the Conley-Zehnder index of the path of symplectic matrices
P ◦ τ ◦ φαt ◦ (P ◦ τ |0)−1, t ∈ [0, λ].
This does not depend on the choice of trivialization τ by (CZ4) or on the choice of γ̂ since
c1(M) = 0. The index of a Reeb orbit γ is defined to be |γ| := n− CZ(γ).
Let ΓαC be the set of periodic Reeb orbits γ of αC so that ιC ◦ γ is null homologous inside
M . The index [−m,m] period spectrum of Cˇ is the set
{ length(γ) : γ ∈ ΓαC , −m ≤ |γ| ≤ m } ⊂ R.
The contact cylinder Cˇ as above is index bounded if for every m > 0, there exists µm > 0
so that the index [−m,m] period spectrum of Cˇ is contained in the interval (0, µm).
Proposition 5.22. Suppose that Cˇ is an index bounded contact cylinder with associated
Liouville domain D. Let ωCˇ be a Cˇ-compatible 2-form with scaling constants 0 and 1 and
which is equal to ω outside D∪ ([1, 1+ ǫ/2]×C). Also let Q+ = QωCˇ ⊂ H2(M,D;R)×R×R
be the cone spanned by ([ωCˇ ], 1, 1) and Q− the cone spanned by ([ωCˇ ], 1, 1) and ([ωCˇ ], 0, 1).
Then the action map
SH∗
Cˇ,Q−,Q+
(D ⊂M) −→ SH∗
Cˇ,Qω
Cˇ
,Qω
Cˇ
(D ⊂M) (5.15)
is an isomorphism in 2-sys-Λ
Qω
Cˇ
,+
K .
Before we prove Proposition 5.22, we need some preliminary lemmas. The first lemma
relates the indices of Reeb orbits with the indices of certain Hamiltonian orbits.
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Lemma 5.23. Let Cˇ = [1− ǫ, 1+ ǫ]×C be an index bounded contact cylinder with cylindrical
coordinate rC and associated contact form αC and let π : Cˇ −→ C be the natural projection
map. Let f : [1− ǫ, 1+ ǫ] −→ R be a smooth function, Rλ,[−m,m] the set of Reeb orbits in ΓαC
of length λ and index in [−m,m] and Oλ,[−m,m] the set of 1-periodic orbits of f(rC) contained
in {rC = (f ′)−1(λ)} of index in [−m,m] which are null homologous in M . Then the map
Oλ,[−m,m] −→ Rλ,[−m− 1
2
,m+ 1
2
]
sending γ : T −→ Cˇ to π ◦ γ ◦ bλ is well defined where
bλ : [0, λ] −→ [0, 1], bλ(t) := (1/λ)t, ∀ t ∈ [0, λ].
Proof. Since Xf(rC ) = f
′(rC)RαC where RαC is the natural lift of the Reeb vector field of αC
to Cˇ, we see that γ ∈ Oλ,[m,m] gets pushed forward to a Reeb orbit γ ◦ π ◦ bλ of length λ.
Therefore, all we need to do is compute the index of γ ◦ π ◦ bλ.
Let ξ := ker(π∗αC) ∩ ker(drC) be a codimension 2 distribution inside Cˇ and define ξ⊥ :=
Span( ∂∂rC , RαC ). Then these are symplectic subbundles of γ
∗TM which are symplectically
orthogonal to each other. We have a natural symplectic trivialization T : γ∗ξ⊥ −→ T × C
sending ∂∂r to
∂
∂x and R to
∂
∂y where z = x+ iy is the natural complex coordinate on C.
Let γ̂ := (γ˜, γˇ) be a capped loop whose associated loop is γ and where the domain of γ˜ is
an oriented surface Σ. Let ι : γ∗TM −→ γ˜∗TM be the natural bundle inclusion map covering
γˇ. Let
τ : γ˜∗TM −→ Σ× Cn, τˇ : γ∗ξ −→ T× Cn−1
be symplectic bundle trivializations so that τ ◦ ι = τˇ ⊕ T after identifying ∂Σ with T via γˇ.
Let PCn : Σ × Cn −→ Cn be the natural projection map. Let φt : Cˇ −→ Cˇ be the time t
Hamiltonian flow of f(rC). We have that
PCn ◦ τ ◦Dφt ◦ (PCn ◦ τ |γˇ(0))−1 : Cn −→ Cn
is equal to a block diagonal matrix (
At 0
0 Bt
)
with respect to the splitting Cn ∼= Cn−1 ⊕ C for all t ∈ [0, 1]. By Definition 5.21 and (CZ4)
we have CZ((At)t∈T) = CZ(π ◦ γ ◦ bλ). Also Bt =
(
1 f ′′(r)t
0 1
)
for all t ∈ [0, 1]. Hence
CZ(γ)
(CZ2)
= CZ((At)t∈T) + CZ((Bt)t∈T)
(CZ5)
= CZ((At)) + η
where η = 0 or ±12 and so
|CZ(γ)− CZ(π ◦ γ ◦ bλ)| ≤ 1
2
and this completes our lemma.

The following lemma constructs for us a smooth family of Hamiltonians (which will com-
pute symplectic cohomology later on) with the property that all the 1-periodic orbits in a
fixed index range and whose action is not too big are identical.
Lemma 5.24. Let Cˇ,D be as in Proposition 5.22. Let m > 0 be a constant. Then there is
a smooth family of autonomous Cˇ-compatible Hamiltonians H = (Hs)s∈[0,∞) on M so that
(1) Hs is locally constant outside [1− ǫ/2, 1 + ǫ/8]×C and a non-decreasing function of
the radial coordinate of Cˇ inside Cˇ which has positive derivative near ∂D,
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(2) dHs(x)ds ≥ 0 for all x ∈M and Hs(x)→∞ as s→∞ for all x ∈M −D,
(3) Hs|D = H0|D < 0 for all s ∈ [0,∞) and
(4) for each Cˇ-action interval (a−, a+) ∈ Sc(Q−) × Sc(Q+) where (Q−, Q+) is wide,
there exists S ≥ 0 (depending continuously on (a−, a+)) so that for each s ≥ S and
each capped 1-periodic orbit (γ˜, γˇ) ∈ Γ[−m,m]
Cˇ,a−,a+
(Hs), we have Image(γ˜ ◦ γˇ) ⊂ D where
Γ
[−m,m]
Cˇ,a−,a+
(Hs) is given in Definition 2.57.
Remark 5.25. Note that every capped 1-periodic orbit of Hs whose associated 1-periodic
orbit has image in D is also a capped 1-periodic orbit of H0 with the same Cˇ action.
Remark 5.26. We can in fact strengthen Lemma 5.24 slightly. We can show that there is a
constant δ > 0 (independent of s ∈ [0,∞]) so that properties (1)- (4) from Lemma 5.24 hold
with Hs replaced by e
τHs for all −δ ≤ τ ≤ δ. The proof of this stronger lemma is exactly the
same as the proof of Lemma 5.24 below, except that the action estimates (5.16) and (5.17)
below have to be scaled appropriately. This strengthening will be needed in Lemma 5.31
below.
Proof of Lemma 5.24. Let Cˇ = [1 − ǫ, 1 + ǫ] × C be our contact cylinder with cylindrical
coordinate rC and contact form αC . Since Cˇ is index bounded, there exists a constant Ξ > 0
so that every Reeb orbit of length greater than Ξ has index in Z− [−m− 2,m+ 2].
Let fs : [1 − ǫ, 1 + ǫ] −→ R, s ∈ [0,∞) be a smooth family of functions satisfying the
following properties (see picture below):
(a) dfs(x)ds ≥ 0 for all x ∈M and fs(x) tends to infinity as s→∞ for each x > 1,
(b) fs(x) = f0(x) < 0 for all x ≤ 1 and there is constant Cs ≥ 0 so that fs(x) = f0(x)+Cs
for all x ∈ [1 + ǫ/16,∞) and s ∈ [0,∞),
(c) fs|(−∞,1−ǫ/2]∪[1+ǫ/8,∞) is locally constant and
(d) f ′s ≥ 0 and f ′s(x) > Ξ for all x ∈ [1, 1 + ǫ/16] for all s ≥ 0.
1 1 + ǫ/16 1 + ǫ/81− ǫ/2
f0(x)
fs(x)
f ′s(x) > Ξ fs(x) = f0(x) + Csfs(x) = f0(x) < 0
fs(x) constant
fs(x) constant
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Define
Hs :M −→ R, Hs(x) :=
 f0(1− ǫ/2) if x ∈ D − Cˇfs(rC) if x ∈ Cˇ
fs(1 + ǫ/8) otherwise
for each s ≥ 0. It is clear that (Hs)s∈[0,∞) satisfies properties (1)-(3). Therefore we only need
to show that it satisfies (4). Let πD : H
2(M,D;R) × R2 −→ H2(M,D;R) be the natural
projection map. Let (a−, a+) ∈ Sc(Q−, Q+) be a Cˇ-action interval where (Q−, Q+) is wide.
Let h := height(a−, a+) as in Equation (2.15).
Choose a 1-form θ ∈ Ω1(M) so that dθ = ω−ωCˇ where ωCˇ is a Cˇ-compatible 2-form with
scaling constants 0 and 1 and which is equal to ω outside D ∪ ([1, 1 + ǫ/2] × C) and so that
θ = 0 outside D ∪ ([1, 1 + ǫ/2] × C). Since Cs tends to infinity as s → ∞, we can choose
S ≥ 0 so that
min(f0) + CS − sup
γ˘
∫
T
γ˘∗θ > h (5.16)
where the infimum is taken over all 1-periodic orbits γ˘ : T −→ M of H0. Now if s ≥ S and
γ = (γ˜, γˇ) ∈ Γ[−m,m]
Cˇ,a−,a+
(Hs) is a capped 1-periodic orbit, then by Lemma 5.23, we have that
the image of the 1-periodic orbit γ˜ ◦ γˇ does not intersect [1, 1 + ǫ/16] × C since f ′s(x) > Ξ
for all x ∈ [1, 1 + ǫ/16]. Suppose, for a contradiction, the image of γ˜ ◦ γˇ does not intersect
D ∪ ([1, 1 + ǫ/16] ×C) then by Equation (2.6),
|AHs,Cˇ(γ)(q, λ
q
+,−, λ
q
+,+)−AHs,Cˇ(γ)(q, λ
q
−,−, λ
q
−,+)| ≥
(λq+,− − λq−,−)
(
min(f0) + Cs −
∫ 1
0
γˇ∗θ
)
(5.17)
for every (q, λq±,−, λ
q
±,+) ∈ Q± satisfying λq−,− < λq+,− and λq+,+ = λq−,+. But this contradicts
Equation (5.16) and the fact that γ ∈ Γ[−m,m]
Cˇ,a−,a+
(Hs). Hence γ˜ ◦ γˇ must have image contained
in D. 
Proof of Proposition 5.22. In this proof we will use the family of Hamiltonians from Lemma
5.24 to compute symplectic cohomology and show that our action map (5.15) is an isomor-
phism. The key idea of the proof is to show that the 1-periodic orbits of these Hamiltonians
outside D are not needed to compute these symplectic cohomology groups mainly by using
property (4) from Lemma 5.15.
Fix p ∈ Z. Let (Hs)s∈[0,∞) be as in Lemma 5.24 with m = |p|+n+1. Since the 1-periodic
orbits of Hs form a compact subset of C
∞(T,M), there is a non-decreasing family of positive
constants (cs)s∈[0,∞) so that for each s ≥ 0 and each capped 1-periodic orbit γ of Hs,∣∣∣AHs,Cˇ(γ)([ωCˇ ], 1, 1) −AHs,Cˇ(γ)([ωCˇ ], 0, 1)∣∣∣ < cs. (5.18)
Let as : Q− −→ R be the unique linear map satisfying as([ωCˇ ], 1, 1) = 0 and as([ωCˇ ], 0, 1) =
−cs. Then for each Cˇ-action interval (a−, a+) ∈ Sc(Q−)× Sc(Q+), the action morphism
HF p
Cˇ,a−+as,a+
(Hs) −→ HF pCˇ,a−|Qω
Cˇ
,a+|Qω
Cˇ
(Hs)
is an isomorphism for each s ≥ 0 by Equation (5.18) combined with Lemma 3.8. Also if
a−([ωCˇ ], 0, 1) < a−([ωCˇ ], 1, 1) − c0, (5.19)
then there is a function v : Sc(Q−)× Sc(Q+) −→ [0,∞) so that the action morphism
HF p
Cˇ,a−,a+
(Hsˇ) −→ HF pCˇ,a−+as,a+(Hsˇ)
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is an isomorphism for each sˇ ≥ v(a−, a+) by Lemma 5.24 part (4) combined with Equation
(5.18) (with s = 0) and Lemma 3.8. Therefore we have a commutative diagram:
HF p
Cˇ,a−,a+
(Hs)
HF p
Cˇ,a−,a+
(Hsˇ)
HF p
Cˇ,a−|Qω
Cˇ
,a+|Qω
Cˇ
(Hs)
HF p
Cˇ,a−|Qω
Cˇ
,a+|Qω
Cˇ
(Hsˇ)
HF p
Cˇ,a−+as,a+
(Hs)
HF p
Cˇ,a−+as,a+
(Hsˇ)
∼=
∼=
consisting of action maps (horizontal arrows) and continuation maps (vertical arrows) for
each (a−, a+) ∈ Sc(Q−) × Sc(Q+) satisfying (5.19) and each s ≥ 0 and sˇ ≥ s + v(a−, a+).
Therefore we have a commutative diagram:
HF p
Cˇ,a−,a+
(Hs)
HF p
Cˇ,a−,a+
(Hsˇ)
HF p
Cˇ,a−|Qω
Cˇ
,a+|Qω
Cˇ
(Hs)
HF p
Cˇ,a−|Qω
Cˇ
,a+|Qω
Cˇ
(Hsˇ)
for each such a−, a+, s, sˇ. This induces an isomorphism of directed systems(
lim−→
s
HF p
Cˇ,a−,a+
(Hs)
)
(a−,a+)∈Sc(Q−)×Sc(Q+)
∼=
(
lim−→
s
HF p
Cˇ,a′
−
,a′+
(Hs)
)
(a′
−
,a′+)∈Sc(QωCˇ
)2
.
Therefore by Proposition 5.5, the action map SH∗
Cˇ,Q−,Q+
(D ⊂M) −→ SH∗
Cˇ,Qω
Cˇ
,Qω
Cˇ
(D ⊂M)
is an isomorphism in 2-sys-ΛQω,+K . 
5.6. Transfer Isomorphisms between Index bounded Liouville Domains. In this
subsection we give some sufficient conditions for a transfer map to be an isomorphism.
Definition 5.27. Let Cˇ be a contact cylinder with associated Liouville domain D. A Li-
ouville form associated to Cˇ is a 1-form θ ∈ Ω1(D) satisfying dθ = ω|D and θ|D∩Cˇ = rCαC
where rC and αC is the radial coordinate and contact form associated to Cˇ. A Liouville
vector field associated to Cˇ is the unique vector field Xθ on D satisfying iXθω = θ for some
Liouville form θ associated to Cˇ. The skeleton of a Liouville form θ associated to Cˇ is the set
of points x ∈ D where the time t flow of x along Xθ exists for all time t ∈ R. A skeleton of
Cˇ is the skeleton S of θ for some Liouville for θ associated to Cˇ. We call θ a Liouville form
associated to S.
Remark 5.28. Note that a skeleton S of a contact cylinder is not unique. For instance
one can obtain other skeletons of Cˇ by pushing forward S via a Hamiltonian diffeomorphism
compactly supported in the interior of D.
Definition 5.29. Let Cˇ = [1 − ǫ, 1 + ǫ] × C be a contact cylinder with associated Liouville
domain D. Define ωCˇ to be a Cˇ-compatible 2-form with scaling constants 0 and 1 and which
is equal to ω outside D ∪ ([1, 1 + ǫ/2]×C). We define QCˇ+ ⊂ H2(M,D;R)×R×R to be the
cone spanned by ([ωCˇ ], 1, 1) and Q
Cˇ
− the cone spanned by ([ωCˇ ], 1, 1) and ([ωCˇ ], 0, 1).
Proposition 5.30. Let Cˇi be a contact cylinder with associated Liouville domain Di, Liou-
ville form θi and skeleton Si of θi for i = 0, 1, 2, 3, 4 so that
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(1) Di ⊂ Dj and θj|Di − θi is exact for i ≥ j,
(2) θ0|D2 = θ2 and θ1|D4 = θ4,
(3) Si is contained in the interior of D4 for all i,
(4) and D0 and D3 are index bounded.
Then the transfer map
SH∗
Cˇ0,Q−,Q+
(D0 ⊂M) −→ SH∗Cˇ0,Q−,Q+(D3 ⊂M) (5.20)
is an isomorphism in 2-sys-Λ
Q+
K where Q± := Q
Cˇ0
± .
Before we prove this proposition, we need a few preliminary lemmas.
Lemma 5.31. Let Ĉ be a contact cylinder with associated Liouville domain D̂ and let Cˇ :=
[1− ǫ, 1 + ǫ]×C be an index bounded contact cylinder with associated Liouville domain D so
that D ∪ Cˇ ⊂ D̂. Then the transfer map
SH∗
Ĉ,QĈ−,Q
Ĉ
+
(D ∪ ([1, t′′]×C) ⊂M) −→ SH∗
Ĉ,QĈ−,Q
Ĉ
+
(D ∪ ([1, t′]× C) ⊂M) (5.21)
is an isomorphism for all 1 ≤ t′ ≤ t′′ < 1 + ǫ.
Proof. Define Dt := D ∪ ([1, t]×C) for each t ∈ [1, 1 + ǫ). It is sufficient for us to show that
for each t ∈ [1, 1 + ǫ), there exists a constant 0 < δt < 1 so that the transfer map
SH∗
Ĉ,Q−,Q+
(Dt′′ ⊂M) −→ SH∗Ĉ,Q−,Q+(Dt′ ⊂M) (5.22)
is an isomorphism for each t′, t′′ ∈ [1, 1 + ǫ) satisfying t− δt ≤ t′ ≤ t′′ ≤ t+ δt.
Fix t ∈ [1, 1 + ǫ). Let Cˇt ⊂ Cˇ be a contact cylinder with associated Liouville domain Dt
and whose cylindrical coordinate is rC/t where rC is the cylindrical coordinate associated
to Cˇ. Let (Hs)s∈[0,∞) be as in Lemma 5.24 with m = |p| + n + 1 for some p ∈ Z and
with Cˇ replaced by Cˇt. Let A ⊂ R be the set of action values AĈ,H0(γ)([ωĈ ], 1, 1) ∈ R and
AĈ,H0
(γ)([ωĈ ], 0, 1) ∈ Z where γ runs over all capped 1-periodic orbits ofH0 whose associated
1-periodic orbit is contained in D0. Since A is closed and of measure 0 by Lemma 8.5, there
exists a ∈ R and δ′ > 0 so that (a + k − δ′, a + k + δ′) ∩ A = ∅ for all k ∈ Z. Hence there
exists a cofinal family (aj−)j∈N in (Sc(Q
Ĉ
−),≥), a cofinal family (aj+)j∈N in (Sc(QĈ+),≤) and
neighborhoods N± ⊂ Sc(QĈ±) of 0 so that for each j ∈ N and each capped 1-periodic orbit γ of
H0 whose associated 1-periodic orbit is contained in D0, we have that a
j
±(γ)−AĈ,H0(γ)|QĈ± /∈
N±. Therefore by Lemma 5.24 combined with Remarks 5.25 and 5.26 there is an increasing
sequence of constants (sj)j∈N and a constant δt ∈ (0, 1) so that
Γ
[−m,m]
Ĉ,aj
−
,aj+
(eτHs) = Γ
[−m,m]
Ĉ,aj
−
+n−,a
j
++n+
(eτHs), (5.23)
for all j ∈ N, s > sj, n± ∈ N± and −δt ≤ τ ≤ δt after possibly shrinking N±.
Let φt :M −→M be the time t flow of a vector field on M equal to r ∂∂r inside Cˇ for each
t ∈ R. By Equation (5.23) and Lemma 3.6 combined with the fact that Hs|D = H0|D for
each s ∈ [0,∞) we have that the natural continuation map
HF p
Ĉ,aj
−
,aj+
((φt′′)∗Hs) −→ HF pĈ,aj
−
,aj+
((φt′)∗Hs)
is an isomorphism for each t′, t′′ ∈ [1, 1 + ǫ) satisfying −δt ≤ t′ < t′′ ≤ δt, j ∈ N and s > sj.
This implies that the continuation map
HF p
Ĉ,aj
−
,aj+
(HDt′′ ) −→ HF p
Ĉ,aj
−
,aj+
(HDt′ )
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is an isomorphism for each t′, t′′ ∈ [1, 1+ ǫ) satisfying t−δt ≤ t′ < t′′ ≤ t+δt and j ∈ N where
HDτ ∈ HT,l.s.(Cˇ,≤ 0) is equal to (φτ )∗(H0) inside Dτ and ∞ otherwise for each τ ∈ [−δt, δt].
Hence by Lemma 2.39 and Proposition 5.5, the map (5.22) is an isomorphism. 
We wish to reduce the proof of Proposition 5.30 to Lemma 5.31 above. In order to do this,
we need to ‘rearrange’ our contact cylinders slightly. This is the purpose of the following two
lemmas.
Lemma 5.32. Let (Cˇi)i=0,1 be contact cylinders with associated Liouville domains (Di)i=0,1
and skeletons (Si)i=0,1. Let (θi)i=0,1 be Liouville forms associated to (Si)i=0,1. Suppose that
D1 ⊂ D0, S0 is contained in the interior of D1, S1 ⊂ S0 and that θ1−θ0|D1 is exact. Suppose
also that the time t flow of Xθ0 sends S1 to S1 for all t ∈ R. Then for each neighborhood
N of S1, there is a Hamiltonian isotopy φt : M −→M , t ∈ [0, 1] compactly supported in the
interior of D1 satisfying φ0 = id, φt(S1) = S1 for all t ∈ [0, 1] and φ1(S0) ⊂ N .
Proof. Let φit : Di −→ Di be the time t flow of the Liouville vector field −Xθi for each
i = 0, 1. Since S0 is contained in the interior of D1, there exists T > 0 so that φ
0
t (D0) ⊂ D1
for all t ≥ T . We can also assume φ1t (D1) ⊂ N for all t ≥ T . Define the embedding
ιt : D0 −→ D1, ιt := φ1t ◦ φ02T−t
for each t ∈ [0, T ]. Then ddt ιt is a Hamiltonian vector field on ιt(D0) for all t ∈ [0, T ],
ι0(S0) = S0, ιt(S1) = S1 for all t ∈ [0, T ] and ιT (S0) ⊂ N . Extending this time dependent
Hamiltonian vector field to a Hamiltonian vector field on M compactly supported in D1
completes our lemma. 
Lemma 5.33. Let Cˇi be a contact cylinder with associated Liouville domain Di and associ-
ated Liouville form θi for i = 0, 1, 2. Suppose
• D2 ⊂ D1 ⊂ D0,
• the skeleton of Di is contained in the interior of D2 for each i,
• θ0|D2 = θ2 and θ0|D1 − θ1 is exact.
Then there is a 1-form θ̂0 associated to Cˇ0 so that θ̂0− θ0 is exact, θ̂0|D0−D2 = θ0|D0−D2 , the
skeleton Ŝ0 of θ̂0 contains the skeleton of θ1 and Ŝ0 is contained in the interior of D2. Also
we can assume that the time t flow along X
θ̂0
of S1 is S1 for all t ∈ R.
Proof. Let Si be the skeleton of θi for each i. Then S0 = S2. Choose a neighborhood N of
S1 whose closure is contained in the interior of D2. Let f : D0 −→ R be a smooth function
with compact support in the interior of D2 so that θ0|N − θ1|N = df |N . Define θ̂0 := θ0− df .
This has the properties we want. 
Proof of Proposition 5.30. Let (Doi )i=0,1,2,3,4 be the interiors of (Di)i=0,1,2,3,4 respectively. By
applying Lemma 5.33 twice we can find a Liouville form θ̂i associated to Cˇi with associated
skeleton Ŝi so that θ̂i − θi is exact for i = 0, 1 and so that S3 ⊂ Ŝ1 ⊂ Ŝ0 and Ŝ0 ⊂ Do2 and
Ŝ1 ⊂ Do4. Also we can assume that the time t flow along Xθ1 of S3 is contained in S3 and
the time t flow along X
θ̂0
of Ŝ1 is contained in Ŝ1.
By Lemma 5.32, we can push forward θ̂0 by an appropriate Hamiltonian isotopy χt :M −→
M , t ∈ [0, 1] compactly supported in the interior of D1 satisfying χt(Ŝ1) = Ŝ1 for all t ∈ [0, 1]
so that χ1(Ŝ0) ⊂ Do4. Hence after replacing θ̂0 by its pushforward by χ1, we can still assume
that S3 ⊂ Ŝ1 ⊂ Ŝ0.
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Let φt : D0 −→ D0 be the time t flow of −Xθ̂0 and ψt : D3 −→ D3 the time t flow of
−Xθ3 . Since S3 ⊂ Ŝ0 ⊂ Do4, there are constants T0, T3 > 0 so that D′0 := φT0(D0) ⊂ D3 and
D′3 := ψT3(D3) ⊂ D′0. Since ∪t∈[0,T ]φt(∂D0) is the image of a contact cylinder in M for all
T > 0, we can apply Lemma 5.31 to show that the transfer map
SH∗
Cˇ0,Q
Cˇ0
−
,Q
Cˇ0
+
(D0 ⊂M) −→ SH∗
Cˇ0,Q
Cˇ0
−
,Q
Cˇ0
+
(D′0 ⊂M)
is an isomorphism. Similarly
SH∗
Cˇ0,Q
Cˇ0
−
,Q
Cˇ0
+
(D3 ⊂M) −→ SH∗
Cˇ0,Q
Cˇ0
−
,Q
Cˇ0
+
(D′3 ⊂M)
is an isomorphism. Since D′3 ⊂ D′0 ⊂ D3 ⊂ D0 and since the composition of two transfer
maps is a transfer map, this implies that the transfer map (5.20) is an isomorphism.

5.7. A Chain Complex For Symplectic Cohomology. In this section we construct a
double system of chain complexes from Liouville domains associated index bounded contact
cylinders. In the next section (see the proof of Theorem 5.37), we’ll show that these double
systems of chain complexes compute symplectic cohomology in some cases. Throughout this
subsection we fix an index bounded contact cylinder Cˇ = [1 − ǫ, 1 + ǫ] × C with associated
Liouville domain D.
Lemma 5.34. Let (Qm− , Q
m
+ )m∈I be a finite collection of Cˇ-interval domain pairs which
are wide. For each m ∈ I let (aj,m− )j∈N, (aj,m+ )j∈N be a cofinal family of (Sc(Qm− ),≥) and
(Sc(Qm+ ),≤) respectively so that aj+1,m− ≤ aj,m− and aj,m+ ≤ aj+1,m+ for all j ∈ N. Then
there is an element HD ∈ HT,l.s.(Cˇ,D,≤ 0), a smooth family of autonomous Hamiltonians
(Hs,t)(s,t)∈[1,∞)×T, a constant sp ≥ 1 and a subset Np ⊂ D ∪ ([1, 1 + ǫ/8] × C) which is open
in M for each p ∈ N so that
(1) {Hs,• : s ≥ sp} is a cofinal subset of Hreg(<Cˇ HD, ap,m− , ap,m+ , [−p, p]) for each m ∈ I
where Hs,• := (Hs,t)t∈T and Hs,• <Cˇ Hsˇ,• for each s < sˇ,
(2) all 1-periodic orbits of Hs,• of index in [−p, p] have image contained in Np for each
s ≥ sp and
(3) Hs,•|Np + 1/s = Hsˇ,•|Np + 1/sˇ for each s, sˇ ≥ sp and each p ∈ N.
Proof. Let g : (−∞, 1] −→ (−∞,−1] be a continuous function so that
• g|(−∞,1) is smooth and g′(x) ≥ 0 for x < 1,
• g|(−∞,1−ǫ/16) = −2
• g(x) = −1−√1− x for x ≥ 1− ǫ/32.
Define
g˜ : [1 + ǫ/16,∞) −→ (1,∞), g˜(x) := 1− g(2 + ǫ/16− x).
Let (as)s∈[1,∞) and (bs)s∈[1,∞) be smooth families of constants so that
d
ds(as) > 0,
d
ds(bs) <
0, as ∈ (1− ǫ/32, 1), bs ∈ (1 + ǫ/16, 1 + 3ǫ/32) for all s ≥ 1, as → 1, bs → 1 + ǫ/16 and g′(ai)
is not equal to the length of any Reeb orbit of αC for each i ∈ N≥1. Such constants exist
since the set of lengths of Reeb orbits has measure 0 in R by [Pop93, Proposition 3.2]. Let
fs : R −→ R, s ∈ [1,∞) be a smooth family of smooth functions satisfying:
• f ′s ≥ 0, ddsfs(x) > 0,
• fs(x) = g(x)− 1s for x ≤ as, fs(x) = g˜(x) + s for x ≥ bs and• fs|(1,∞) pointwise tends to infinity and the function f ′s|[as,bs] uniformly tends to infinity
as s tends to infinity.
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1as1− ǫ16
bs 1 +
ǫ
81 +
ǫ
16
s
1
s
fs(x)
g(x)
x
g˜(x)
fs(x) = g˜(x) + sfs(x) = g(x) − 1s
f ′(x)→∞ uniformly
Let h : [1− ǫ, 1 + ǫ] −→ R satisfy
• h′ ≤ 0,
• h|[1−ǫ,1+ 3ǫ
32
] = 0,
• h(x) = −14(1 + x1+ǫ) for all x inside [1 + ǫ/8, 1 + ǫ/2],
• h|[1+3ǫ/4,1+ǫ] = −1.
x
1− ǫ 1 + 3ǫ32 1 + ǫ8 1 + ǫ2 1 + 3ǫ4 1 + ǫ
h(x)
h(x) = −1h(x) = −14(1 + x1+ǫ)
bs
Define
Ks :M −→ R, Ks :=

−2− 1/s inside D − Cˇ
fs(rC) +
1
sh(rC) inside Cˇ
3 + s− 1s otherwise
 , s ∈ [1,∞).
Then Ks <Cˇ Ksˇ for all s < sˇ. Let ρ : R −→ [0, 1] be a smooth function equal to 0
inside (−∞, 0] and 1 inside [1,∞). Define Bi := (ai, ai+1) × C for each integer i ≥ 1 and
B0 := D − ([a1, 1]× C).
Since Cˇ is index bounded, let Ξp be larger than the length of the longest Reeb or-
bit of αC of index in [−p, p] for each p ∈ N so that (Ξp)p∈N is increasing. Let hp :=
maxm∈I height(a
p,m
− , a
p,m
+ ) where height is given in Definition 2.57. For each p ∈ N choose
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sˇp ≥ 1 so that f ′s|[as,bs] > Ξp+n+1 for each s ≥ sˇp and so that (sˇp)p∈N is increasing. Define
sp := hp + 2 + (1 + ǫ)Ξp + sˇp.
Then by Corollary 2.7 and Lemma 5.23 we have that for each p ∈ Z the 1-periodic orbit
associated to each element of Γ
[−p−n−1,p+n+1]
Cˇ,ap,m− ,a
p,m
+
(Hs) has image contained in Np := D−([asp , 1]×
Cˇ) for each m ∈ I and s ≥ sp. Also Hi has no 1-periodic orbits in {rC = ai} for each i ∈ N
since g′(ai) is not the length of any Reeb orbit of αC for each i. Therefore by repeatedly
applying Lemma 8.2, we can find smooth Hamiltonians Wk = (Wk,t)t∈T, k ∈ N≥0 which are
C∞ small (in particular, C∞ tending to 0 as i tends to infinity) and non-negative and where
Wi has support inside Bi for each i so that Ki+
∑i−1
k=0Wk ∈ ∩qj=1Hreg(<Cˇ , aj,m− , aj,m+ , [−j, j])
for each q, i ∈ N satisfying i ≥ sq. Define Hs,• := Ks +
∑⌊s⌋−1
k=0 ρ(s − k)Wk for each s ≥ 1
where ⌊s⌋ is the largest integer ≤ s. Then Hs,• <Cˇ Hsˇ,• for all s < sˇ. Since Wk is C∞
small for each k, we can assume that the associated 1-periodic orbit of every element of
Γ
[−p,p]
Cˇ,ap,m
−
,ap,m+
(Hs,•) has image in Np for each m ∈ I (since the same is true for Hs). Similarly,
we can assume that Hs,•|D < 0 for all s ≥ 1 since Wk is small for each k ≥ 0. All such orbits
are non-degenerate by construction and Hs,•|Np + 1s = Hsˇ,•|Np + 1sˇ for each s, sˇ ≥ sp. Hence
property (1)-(3) holds, after possibly making sp larger so that
1
sp
is sufficiently small. This
completes the lemma. 
Definition 5.35. A double system of chain complexes is a double system W : I × J −→
R-mod of R modules where each module W (i, j) is a chain complex over R, where the
differential has degree 1 and each morphism W ((i, j) −→ (i′, j′)) is a chain map. We de-
fine lim−→i lim←−j W (i, j) in the same way as Definitions 2.32 and 2.33, except that it is now
a chain complex with a differential. Let (Qm− , Q
m
+ )m∈I , (a
j,m
± )j∈N, HD, (Hs,t)(s,t)∈[1,∞)×T,
(Hs,•)s∈[1,∞), (sp)p∈N, (Np)p∈N be as in Lemma 5.34. Choose J ∈ ∩i∈NJreg(Hi,•, Cˇ). By
Lemma 2.73 there exists
H i,−+ ∈ ∩m∈IHR×T(Cˇ, aj,m− , aj
′,m
+ ,Hi,•,Hi+1,•), J
i,−+ ∈ JR×T,reg(H−+, (J, J), Cˇ) (5.24)
so that the chain level continuation map:
Φqi,m,j,j′ := Φ˜
q
Hˇi,−+,Jˇi,−+
: CF q
Cˇ,aj,m
−
,aj
′,m
+
(Hi,•) −→ CF q
Cˇ,aj,m
−
,aj
′,m
+
(Hi+1,•) (5.25)
is an isomorphism for each i, q, j, j′ ∈ N satisfying j, j′ ≤ q, i ≥ sp, −p ≤ q ≤ p, p ∈ N and
m ∈ I. Finally define
Φqi→i′,m,j,j′ : CF
q
Cˇ,aj,m
−
,aj
′,m
+
(Hi,•) −→ CF q
Cˇ,aj,m
−
,aj
′,m
+
(Hi′,•),
Φqi→i′,m,j,j′ := Φ
q
i′−1,m,j,j′ ◦ Φqi′−2,m,j,j′ ◦ · · · ◦Φqi+1,m,j,j′ ◦Φqi,m,j,j′
for all i, q, j, j′, i′ ∈ N satisfying j, j′ ≤ q, i′ ≥ i, i > sp, −p ≤ q ≤ p, p ∈ N and m ∈ I
where such a map is the identity map for i = i′. These maps give us a directed system
(CF q
Cˇ,aj,m
−
,aj
′,m
+
(Hi,•))i≥sp for each q, j, j
′ ∈ N satisfying j, j′ ≤ q, −p ≤ q ≤ p, p ∈ N and
m ∈ I. Define
W qj,j′,m := lim−→
i≥sp
CF q
Cˇ,aj,m
−
,aj
′,m
+
(Hi,•)
for each q, j, j′,m as above. A compatible collection of double systems of chain complexes
for SH∗
Cˇ,Qm
−
,Qm+
(D ⊂ M), m ∈ I is defined to be the double systems of chain complexes
(W ∗j,j′,m)j,j′∈N, m ∈ I where the double system maps are chain level action maps and where
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N has the ordering ≥. If I has just one element m then such a double system is called a
double system of chain complexes for SH∗
Cˇ,Qm
−
,Qm+
(D ⊂M).
Remark 5.36. Suppose that I = {0, 1} and that (Q1−, Q1+) is smaller than (Q0−, Q0+). Then
SH∗
Cˇ,Qm− ,Q
m
+
(D ⊂ M) is isomorphic to the double system (H∗(W ∗j,j′,m))j,j′∈N for each m ∈ I
by Lemma 2.39 and the action map
SH∗
Cˇ,Q0
−
,Q0+
(D ⊂M) −→ SH∗
Cˇ,Q1
−
,Q1+
(D ⊂M)
is equal to the natural map
(H∗(W
∗
j,j′,0))j,j′∈N −→ (H∗(W ∗j,j′,1))j,j′∈N
induced by the corresponding chain level action maps under this isomorphism of double
systems.
5.8. Changing Novikov Rings.
Theorem 5.37. Let Cˇ be an index bounded contact cylinder with associated Liouville domain
D and let (Qj−, Q
j
+) be a Cˇ-interval domain for j = 0, 1 so that (Q
1
−, Q
1
+) is smaller than
(Q0−, Q
0
+) and so that (Q
j
−, Q
j
+) is wide for j = 0, 1. Suppose that Λ
Q1
K is a flat Λ
Q0
K -module
and that lim−→ lim←−
1(SH∗
Cˇ,Q1
−
,Q1+
(D ⊂M)) = 0. Then the map
SH∗
Cˇ,Q0
−
,Q0+
(D ⊂M)⊗
Λ
Q0+
K
Λ
Q1+
K −→ SH∗Cˇ,Q1
−
,Q1+
(D ⊂M)
induced by the corresponding action map is an isomorphism.
Proof of Theorem 5.37. Let (W ∗j,j′,m)j,j′∈N, m = 0, 1 be a compatible collection of double
systems of chain complexes for SH∗
Cˇ,Qm
−
,Qm+
(D ⊂ M), m = 0, 1 as in Definition 5.35. By
Remark 5.36 it is sufficient for us to show that the natural map
(lim−→
j
lim←−
j′
H∗(W
∗
j,j′,0))⊗
Λ
Q0+
K
Λ
Q1+
K −→ lim−→
j
lim←−
j′
H∗(W
∗
j,j′,1) (5.26)
induced by chain level action maps is an isomorphism.
By Remark 5.36 combined with the fact that lim−→ lim←−
1 SHp
Cˇ,Q1
−
,Q1+
(D ⊂ M) = 0, we get
lim−→ lim←−
1(H∗(W
∗
j,j′,1))j,j′∈N = 0. Hence by [Wei95, Theorem 3.5.8] combined with the fact
that direct limits preserve short exact sequences and commute with homology and that Λ
Q1+
K
is a flat Λ
Q0+
K -module, we get a commutative diagram:
(lim−→j lim←−
1
j′
Hp−1(W
∗
j,j′,0))⊗
Λ
Q0
+
K
Λ
Q1+
K
0
Hp(lim−→j lim←−j′W
∗
j,j′,0)⊗
Λ
Q0
+
K
Λ
Q1+
K
0
lim−→j lim←−j′ Hp(W
∗
j,j′,0)⊗
Λ
Q0
+
K
Λ
Q1+
K
Hp((lim−→j lim←−j′W
∗
j,j′,0)⊗
Λ
Q0
+
K
Λ
Q1+
K )
0
Hp(lim−→j lim←−j′W
∗
j,j′,1)
lim−→j lim←−j′ Hp(W
∗
j,j′,1)
0
0
α β
δ
η
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where the vertical morphisms form short exact sequences and the remaining maps are induced
by chain level action maps for each p ∈ Z. Since ΛQ
1
+
K is a flat Λ
Q0+
K -module, we have that α is
an isomorphism. Also β is an isomorphism since lim−→j lim←−j′W
p
j,j′,k is a free finitely generated
Λ
Qk+
K -module for k = 0, 1 and β sends the generators of one module to the other. This implies
that the map (5.26) is an isomorphism. 
6. Symplectic Geometry of Projective Varieties and Singular Ample Divisors.
6.1. Constructing Appropriate Ka¨hler Forms.
Definition 6.1. Let A be a smooth affine variety. A smooth function ρ : A −→ R is
exhausting if it is proper and bounded from below. Let JA : TA −→ TA be the complex
structure on A. Define dcρ := dρ◦JA. We say that ρ is plurisubharmonic if −ddcρ is a Ka¨hler
form. For a plurisubharmonic function ρ, we define ωρ := −ddcρ and ∇ρρ to be the unique
vector field on A satisfying ωρ(∇ρρ, JA(−)) = dρ(−).
A smooth function ρ : A −→ R is an algebraic plurisubharmonic function if there exists a
smooth projective variety X compactifying A, a holomorphic line bundle L over X with a
Hermitian metric | · | and a holomorphic section s of L so that s−1(0) = X−A, ρ = − log(|s|),
and ρ is plurisubharmonic.
A smooth function ρ : A −→ R is a partially algebraic plurisubharmonic function if there is
an algebraic plurisubharmonic function ρ∞ : A −→ R and a compact subset K ⊂ A so that
ρ|A−K = ρ∞|A−K and if ρ is plurisubharmonic.
Algebraic plurisubharmonic functions always exist since every affine variety can be com-
pactified to a smooth projective variety X by [Hir64]. One then can choose an ample line
bundle L together with a section s satisfying s−1(0) = X−A. Any ample line bundle admits
a positive Hermitian metric | · | (e.g. a metric induced from the Fubini Study metric) which
implies that − log(|s|) is plurisubharmonic. Having said that, in general we do not require
that the metric | · | be positive outside A. Also note that all algebraic plurisubharmonic
functions are exhausting.
Lemma 6.2. Let ρ0, ρ1, ρ2 be three partially algebraic plurisubharmonic functions on a smooth
affine variety A. Let k > 0. Then there is a compact subset K ⊂ A so that
dρ0(∇ρ1ρ1) > ρk2 (6.1)
outside K.
Proof. The key idea here is to reduce Equation (6.1) to a local estimate at each point at
infinity. A similar thing has been done previously in the proof of [Sei08, Lemma 4.3].
First of all since we only require Equation (6.1) to hold outside a compact set, we can
assume that ρj is an algebraic plurisubharmonic function for all j = 0, 1, 2. By the Hironaka
resolution of singularities theorem [Hir64], we can assume (by pulling back all the line bundles
defining these functions) that there is a smooth projective variety X compactifying A and
three line bundles L0, L1, L2 with Hermitian metrics | · |0, | · |1, | · |2 and sections s0, s1, s2 on
X so that
ρj = − log(|sj |j) and s−1j (0) = X −A ∀ j = 0, 1, 2. (6.2)
We can also assume that X − A is a normal crossing divisor. Since X − A is compact, it is
sufficient for us to show that for all x ∈ X −A, Equation 6.1 holds on a small neighborhood
of x.
BIRATIONAL CALABI-YAU MANIFOLDS HAVE THE SAME SMALL QUANTUM PRODUCTS. 63
Therefore fix x ∈ X − A. Choose local holomorphic coordinates z1, · · · , zn on X centered
at x so that X − A =
{∏l
j=1 zj = 0
}
in this chart for some 1 ≤ l ≤ n. After shrinking our
local holomorphic chart, we can assume that
|sj |j = e−ρj
l∏
k=1
|zk|a
j
k (6.3)
for some positive integers ajk, k = 1, · · · , l, and smooth functions ρj(z1, · · · , zn) for all j =
0, 1, 2. The inequality (6.1) now holds near x by Equations (6.2) and (6.3). 
We also have a parameterized version of the lemma above whose proof is identical and so
is omitted.
Lemma 6.3. Let ρ0,t, ρ1,t, ρ2,t, t ∈ Σ be three smooth families of partially algebraic plurisub-
harmonic functions on a smooth affine variety A where the parameter space Σ is a compact
manifold possibly with boundary. Let k > 0. Then there is a compact subset K ⊂ A so that
dρ0,t(∇ρ1,tρ1,t) > ρk2,t (6.4)
outside K for all t ∈ Σ.
The following corollary of Lemma 6.2 will be used to construct appropriate Ka¨hler forms
on birational Calabi-Yau manifolds so that they coincide on some large compact set. This
will be used in the proof of Theorem 1.2 in Section 7 below. Before we state this corollary,
we need a preliminary definition.
Definition 6.4. Let ρ : A −→ R be a plurisubharmonic function on an affine variety A. The
skeleton of ρ is the set of points in A for which the time t flow of ∇ρρ exists for all t ∈ R.
Corollary 6.5. Let ρ0, ρ1 be two partially algebraic plurisubharmonic functions on a smooth
affine variety A. Then for any compact subset K ⊂ A there is a third partially algebraic
plurisubharmonic function ρ : A −→ R, a compact set Q containing K and constants κ1, κ2 ∈
N so that
• ρ|K = ρ1|K ,
• ρ is equal to κ1(ρ0 − log κ2) outside Q and
• the skeleton of ρ is equal to the skeleton of ρ1.
Proof. By Lemma 6.2 we have that dρ0(∇ρ1ρ1) > 0 outside a compact subset Q′ ⊂ A con-
taining K. Choose a compact subset Q ⊂ A whose interior contains Q′ and so that ρ0
is greater than max(ρ1|Q′) + log(2) outside a compact subset of the interior of Q. Choose
κ1, κ2 ∈ N so that f := κ1(ρ0 − log(κ2)) satisfies f |Q′ < ρ1|Q′ and f > ρ1 outside a compact
subset of the interior of Q. Then by [CE12, Propositions 3.20], we can smooth the function
max(ρ1, f) to a plurisubharmonic function ρ : A −→ R so that ρ|Q′ = ρ1|Q′ , ρ|A−Q = f |A−Q
and dρ(∇ρ1ρ1) > 0 outside a compact subset of the interior of Q′. Then ρ has the required
properties. 
The following technical corollary of Lemma 6.3 will be used in the proof of Proposition 6.7
to construct certain index bounded contact cylinders.
Corollary 6.6. Let (ρt)t∈Rm be a smooth family of partially algebraic plurisubharmonic func-
tions on a smooth affine variety A. Then for any compact subset K ⊂ A there are constants
T, δ > 0, a smooth family of partially algebraic plurisubharmonic functions ρˇt : A −→ R,
t ∈ B(δ) where B(δ) ⊂ Rm is the open ball of radius δ and a compact subset Q containing K
so that
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(1) ρˇt|Q = ρ0|Q for all t ∈ B(δ),
(2) ρˇt = ρt outside a large compact set for all t ∈ B(δ) and
(3) for all x ∈ A and t ∈ B(δ), the time T flow of x along −∇ρˇt ρˇt is contained in Q and
is disjoint from K if, in addition, x /∈ Q.
Proof. For each c ∈ R, define Ac := ρ−10 ((−∞, c]). By Lemma 6.3, there are constants
C, δ′ > 0 so that K is contained in the interior of AC and so that
dρ0(∇ρtρt) > ρ20 (6.5)
outside the interior of AC for all t ∈ B(δ′). Let φt,τ : A −→ A be the time τ flow of
−∇ρtρt for all τ ≥ 0 and t ∈ Rm. Choose T > 0 small enough so that φ0,τ (x) /∈ K for all
x ∈ A − AC and τ ∈ [0, T ]. Equation (6.5) tells us that there exists a constant C ′ > C so
that φt,T/2(x) ∈ Q := AC′ for all t ∈ B(δ′). Let β : A −→ R be a smooth function equal to 0
along AC′ and 1 outside AC′+1. Define ρˇt := (1−β)ρ0+βρt for all t ∈ B(δ′). After shrinking
δ′, we can assume that ρˇt is plurisubharmonic for all t ∈ B(δ′). Also there exists δ ∈ (0, δ′)
so that the time T flow of −∇ρˇt ρˇt sends x ∈ A to AC′ for all t ∈ B(δ). This completes the
corollary. 
6.2. Constructing Index Bounded Contact Cylinders. The main aim of this section is
to prove the proposition below which constructs appropriate index bounded contact cylinders
in Calabi-Yau smooth projective varieties.
Proposition 6.7. Let X be a smooth projective variety satisfying c1(X) = 0 and let A ⊂ X
be an affine open subset. Let ρ : A −→ R be a partially algebraic plurisubharmonic function
as in Definition 6.1 so that −ddcρ extends to a Ka¨hler form ωX on X. Then for any compact
subset K ⊂ A, there exists an index bounded contact cylinder Cˇ of (X,ωX) inside A − K
whose associated Liouville domain D satisfies K ⊂ D ⊂ A. Also Cˇ contains a contact cylinder
Cˇ0 ⊂ Cˇ whose associated Liouville domain domain D0 contains D and where −dcρ|D0 is a
Liouville form associated to Cˇ0.
The idea of the proof is to blow up X so that the complement of A is a smooth normal
crossing divisor. One then finds a nice symplectic neighborhood of this divisor (after defor-
mation) and constructs an index bounded contact cylinder in this neighborhood. As a result
we need some technical definitions and lemmas about the symplectic geometry of normal
crossing divisors.
Before that, we need a lemma about Conley-Zehnder indices of matrices.
Lemma 6.8. Let R2n be the standard symplectic vector space and let L ⊂ R2n be a fixed
linear Lagrangian subspace. Let A := (At)t∈[0,1] be a smooth family of symplectic matrices on
R2n so that At(x) = x for all x ∈ L. Then CZ(A) ∈ [−2n, 2n].
Proof. Let x1, x2, · · · , xn, y1, · · · , yn be a basis of R2n so that the standard symplectic form
on it is Ωstd =
∑n
i=1 x
∗
i ∧ y∗i where x∗1, · · · , x∗n, y∗1 , · · · , y∗n is the corresponding dual basis. We
can also assume that L = {y1 = · · · , yn = 0}. Let Sp(2n) be the space of symplecic matrices
on R2n. Define
Qs : R
2n −→ R2n, Qs(x1, · · · , xn, y1, · · · , yn) := (sx1, · · · , sxn, y1, · · · , yn)
for each s > 0. Then the path Ps := (QsAtQ
−1
s )t∈[0,1] in Sp(2n) is homotopic relative to its
endpoints to the catenation of the paths
(Q(1−t)s+tA0Q
−1
(1−t)s+t)t∈[0,1], A, and (Q(1−t)+tsA1Q
−1
(1−t)+ts)t∈[0,1]
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for each s > 0. The first and last of these three paths has Conley-Zehnder index zero by
(CZ6) and hence CZ(A) = CZ(Ps) for each s > 0 by (CZ3) and (CZ4).
Let L be the space of Lagrangian submanifolds of R2n transverse to L and let Sp(2n)L the
space of symplectic matrices B satisfying B(x) = x for all x ∈ L. Let L⊥ := {x1, · · · , xn = 0}.
Then the natural map
Φ : Sp(2n)L −→ L, Φ(B) := B(L⊥)
is a diffeomorphism. Hence Ps is a path consisting of matrices which are close to the identity
map for s small since Φ(Ps) is close to L
⊥. Hence by (CZ7) and (CZ3), we have that
CZ(Ps) ∈ [−2n, 2n] for all s > 0 sufficiently small which implies that CZ(A) ∈ [−2n, 2n]. 
Definition 6.9. Let (∆i)i∈S be a finite collection of transversally intersecting closed sym-
plectic submanifolds of a compact symplectic manifold (W,ωW ) so that ∆I := ∩i∈I∆i is a
symplectic submanifold for all I ⊂ S (our convention is that if I = ∅ then ∆I = W ). The
symplectic orientation on ∆I is the orientation on ∆I induced by the symplectic form. Let
N∆I be the normal bundle of ∆I for each I ⊂ S. The intersection orientation on ∆I is the
orientation on ∆I coming from the symplectic orientation on its normal bundle induced by
the splitting N∆I = ⊕i∈IN∆i|∆I and the symplectic orientation on M .
A symplectic crossings divisor or SC divisor inside a symplectic manifold (W,ωW ) is a
finite collection (∆i)i∈S of transversally intersecting closed submanifolds of W as above so
that ∆I is symplectic and so that the symplectic orientation and the intersection orientation
of ∆I agree for all I ⊂ S.
Definition 6.10. Let Q ⊂W be a submanifold of a manifold W . A tubular neighborhood of
Q is a smooth fibration πQ : UQ −→ Q so that
(1) UQ ⊂W is an open subset containing Q,
(2) there is a metric g on W so that πQ = πDQ ◦ exp−1 where
DQ := {v ∈ TW |x : x ∈ Q, g(v, v) < 1, g(v,w) = 0 ∀ w ∈ TQ|x}
is the unit disk normal bundle, πDQ : DQ −→ Q is the natural projection map and
exp : DQ −→W is the exponential map with respect to g so that
(3) exp is an embedding and exp(DQ) = UQ.
Recall that an Ehresmann connection on a smooth fiber bundle π : E −→ B is a subbundle
H ⊂ TE so thatDπ|H|x : H|x −→ TB|π(x) is an isomorphism for all x ∈ E. Such a connection
is complete if for every smooth embedding p : [0, 1] −→ B and every x ∈ π−1(p(0)), there is
a unique lift p˜ : [0, 1] −→ E of p tangent to H. In other words, points in E do not parallel
transport to infinity in finite time.
If π : E −→ B is a smooth fibration and Ω a closed 2-form on E making the fibers
of E symplectic then the associated symplectic connection is defined to be the Ehresmann
connection consisting of vectors Ω-orthogonal to the fibers. I.e.
HΩ := {Q ∈ TE|x : x ∈ E, Ω(Q,A) = 0 ∀ A ∈ ker(Dπ)|x}.
Let I be a finite set. A symplectic U(1)I neighborhood of a symplectic submanifold Q ⊂W
of a symplectic manifold (W,ωW ) is a tubular neighborhood πQ : UQ −→ Q of Q where
(1) the fibers are symplectic submanifolds symplectomorphic to
∏
i∈I Di(ǫ) where Di(ǫ) ⊂
C is the open symplectic disk of radius ǫ labeled by i ∈ I,
(2) the fiber bundle πQ has structure group U(1)
I :=
∏
i∈I U(1) given by rotating such
disks in the natural way and
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(3) the associated symplectic connection is complete and the parallel transport maps
induced by the symplectic connection respect the above structure group (in other
words, parallel transport maps between fibers in a U(1)I trivialization are elements
of U(1)I).
For I ′ ⊂ I, let U I′Q ⊂ UQ be the subset of points fixed under the U(1)I
′ ⊂ U(1)I action.
For each I ′ ⊂ I, the U(1)I′ -bundle associated to πQ is the fibration πI′Q : UQ −→ U I
′
Q whose
restriction to each fiber in a U(1)I trivialization is the natural projection map∏
i∈I
Di(ǫ) −→
∏
i∈I′
Di(ǫ)
and with induced structure group U(1)I
′
. This is naturally a symplectic U(1)I
′
neighborhood
of U I
′
Q inside UQ.
A standard tubular neighborhood of an SC divisor (∆i)i∈S consists of a symplectic U(1)
I
neighborhood πI : UI −→ ∆I for each I ⊂ S so that
(1) UI ∩ UI′ = UI∪I′ for all I, I ′ ⊂ S,
(2) πI′(UI) = UI ∩∆I′ for all I ′ ⊂ I ⊂ S and
(3) the U(1)I
′
-bundle associated to πI is equal to πI′ |UI : UI −→ UI ∩∆I′ as fiber bundles
with structure groups U I
′
Q for all I
′ ⊂ I ⊂ S.
The radius of this standard tubular neighborhood is ǫ. The radial coordinate ri : Ui −→ R
corresponding to ∆i is the map whose restriction to each fiber Di(ǫ) of a U(1){i}-trivialization
of πi is the standard radial coordinate on this disk.
Definition 6.11. Let (W,ωW ) be a closed symplectic manifold of dimension 2n and let
(∆i)i∈S be a symplectic SC divisor in W . Define W
o := W − ∪j∈S∆j. Let θ ∈ Ω1(W o)
satisfy dθ = ωW |W o. Let N be a neighborhood of ∪j∈S∆j which deformation retracts on to
∪j∈S∆j and let β : N −→ [0, 1] be a compactly supported smooth function equal to 1 near
∪j∈S∆j. Let ωc be the compactly supported closed 2-form on N equal to ω near ∪j∈S∆j and
d(βθ) inside N ∩W o. Then since N deformation retracts onto ∪j∈S∆j the Lefschetz dual of
ωc is equal to −
∑
j wj[∆j ] ∈ H2n−2(N) for unique wj ∈ R, j ∈ S. The wrapping number of θ
around ∆j is defined to be wj for each j ∈ S. We call (∆j)j∈S a negatively wrapped divisor if
there exists a 1-form θ on W o as above so that the wrapping number θ aroundWj is negative
for all j ∈ S.
Let J be an ω-compatible almost complex structure on W and define κ∗ := ∧nC(TW, J)
and let τ : κ∗|W o −→ W o × C be a complex bundle trivialization. Let N be as above and
let s be a smooth section of κ∗|N transverse to 0 so that s(x) := τ−1(x, 1) for all x outside a
compact subset of N . Then [s−1(0)] = −∑j aj [∆j] ∈ H2n−2(N) for unique aj ∈ Z, j ∈ S.
We define the τ -discrepancy of ∆j to be aj for each j ∈ S. If it is clear that we are using
the trivialization τ (up to isotopy), we will call the τ -discrepancy of ∆j the discrepancy of
∆j for each j ∈ S.
Definition 6.12. Let (W,ωW ) and W
o be as above. A contact cylinder in Cˇ ⊂ W o is
a contact cylinder as in Definition 2.3 with the symplectic manifold (M,ω) replaced by
(W o, ωW ). We say that Cˇ is index bounded if it is index bounded in the sense of Definition 5.21
with (M,ω) replaced by (W o, ωW ) and where the symplectic trivialization used along each
Reeb orbit is induced by τ and where we consider all Reeb orbits (not just null homologous
ones).
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Proposition 6.13. Let (∆i)i∈S be a negatively wrapped symplectic SC divisor in a closed
symplectic manifold (W,ωW ) and let U be an open neighborhood of ∪j∈S∆j inW . LetW o, J, τ
be as in Definition 6.11 above. Let ρ : W −∪i∈S∆i −→ R be an exhausting smooth function.
Suppose that the τ -discrepancy of ∆j is non-negative for all j ∈ S. Then there is an index
bounded contact cylinder Cˇ contained in U ∩W o whose associated Liouville domain contains
W − U and so that Cˇ contains a regular level set of ρ.
Proof of Proposition 6.13. Let aj , wj ,W
o be as in Definition 6.11. By [McL12a][Lemma 5.3
and Lemma 5.14] (or by [MTZ14, Theorem 2.12]) we can assume, after isotoping (∆i)i∈S
through symplectic SC divisors (which doesn’t change the symplectomorphism type of the
complement (W o, ωW ) by [McL12a, Lemma 5.15]), that (∆i)i∈I admits a standard tubular
neighborhood as in Definition 6.9. Therefore we let πI : UI −→ ∆I , I ⊂ S and ri : Ui −→ R,
i ∈ S be as in Definition 6.9. We can also assume after shrinking the radius ǫ that this
standard tubular neighborhood is contained in U . Also the constants aj , wj do not change
under isotopy for all j ∈ S, so we can still assume that wj < 0 and aj ≥ 0 for all j ∈ S. Let
∆˙I := ∆I − ∪j∈S−I∆j , U˙I := UI ∩W o and
π˙I : U˙I −→ ∆˙I , π˙I(x) := πI(x)
for all I ⊂ S. The map π˙I is a symplectic fibration with fibers symplectomorphic to
∏
i∈I D˙i(ǫ)
where D˙i(ǫ) := Di(ǫ)− 0 and whose structure group is given by the natural action of U(1)I .
By the proof of [McL16, Lemma 5.18], we can find a smooth function g : W −→ R with
the property that θ+ dg restricted to any fiber
∏
i∈I D˙i(ǫ) of π˙I is
∑
i∈I(
1
2r
2
i +
1
2πwi)dϑi after
shrinking ǫ where (ri, ϑi) are the natural polar coordinates on Di(ǫ). Choose t′ > 0 so that
et
′ ∈ (1, ǫ2+
1
π
wi
( 1
2
ǫ)2+ 1
π
wi
) for all i ∈ I. Choose ǫˇ ∈ (0, 12ǫ) small enough so that
∪i∈I
{
r2i < (ǫˇ
2 +
1
π
wi)e
t′ − 1
π
wi
}
− ∪i∈I{r2i ≤ ǫˇ2} (6.6)
contains a regular level set of ρ. Let f : [0, ǫ2) −→ R be a smooth function so that f(x) = 1−x
for all x ≤ 12 ǫˇ2, f |[ǫˇ2,ǫ2] = 0, f ≥ 0, f ′ ≤ 0, f ′|(0,ǫˇ2) < 0 and f ′′ ≥ 0.
ǫ2ǫˇ2
1
2 ǫˇ
2
f
Define UoI := UI −
⋃
j∈S−I Uj and U˙
o
I := U
o
I ∩ U˙I . Let H :W −→ R be the unique function
which satisfies H(x) =
∑
i∈I f(r
2
i ) for all x ∈ UoI and all I ⊂ S.
Let ∂∂ri and
∂
∂ϑi
be the unique vector fields on U˙i which are tangent to the fibers of π˙I
and equal to ∂∂ri and
∂
∂ϑi
inside the fibers D˙i(ǫ) of π˙i respectively where (ri, ϑi) are standard
polar coordinates on Di(ǫ). Let QI ⊂ TUI be the natural symplectic connection for πI as
in Definition 6.10. Since the dθ-dual Xθ+dg of θ + dg inside U˙
o
I is equal to
∑
i∈I(
1
2ri +
wi
2πri
) ∂∂ri plus a vector field tangent to QI for all I ⊂ S, we get that dH(Xθ+dg) > 0 inside
H−1((0,∞)) ∩ ∪I⊂SU˙I . Hence Cδ := H−1(δ) is a compact submanifold of U with contact
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form αδ := (θ + dg)|H−1(δ) for all sufficiently small δ > 0. For each x ∈W o, let ψt(x) be the
time t flow of x along −Xθ+dg for all t (when defined). Since the region (6.6) contains a level
set of ρ, we have that the contact cylinder with image
Cˇδ :=
⋃
t∈[0,t′]
ψt(Cδ) ⊂ U
contains a regular level set of ρ for all sufficiently small δ > 0. To finish our lemma we
will now show that the contact cylinder Cˇδ is index bounded for all δ > 0 small enough by
computing the Conley-Zehnder indices of the Reeb orbits of αδ for δ > 0 small enough.
Let Rδ be the Reeb vector field of αδ. Inside U˙
o
I , we have that XH = 2
∑
i∈I f
′(r2i )
∂
∂ϑi .
Define
b : U˙oI −→ R, b :=
∑
i∈I
f ′(r2i )(r
2
i +
wi
π
).
Then
Rδ =
1
(θ + dg)(XH )
XH =
2
b
∑
i∈I
f ′(r2i )
∂
∂ϑi
. (6.7)
In particular, a Reeb orbit which starts inside U˙oI ∩ H−1(δ), stays inside U˙oI ∩ H−1(δ) and
all such Reeb orbits are contained in fibers of π˙I |H−1(δ). We wish to show that the Conley-
Zehnder index of every Reeb orbit of αδ plus a constant is bounded above by a negative
constant times its length for all δ > 0 sufficiently small. This will be sufficient for us to show
that Cˇδ is index bounded for all δ > 0 sufficiently small.
Now let ζ : R/λZ −→ H−1(δ) be a Reeb orbit of αδ of length λ . Now ζ is contained
inside π˙−1I (q) for some q ∈ ∆I − ∪j∈S−IUj and I ⊂ S and so there exists a smooth map
ζˇ : D −→ π−1I (q) from the closed unit disk D ⊂ C so that ζˇ(e2πit) = ζ(λt) for all t ∈ [0, 1].
Let di ∈ Z be the intersection number of ζˇ with ∆i ∩ π−1I (q) inside π−1(q) for each i ∈ I.
Define CZ(ζ) to be the Conley-Zehnder index of ζ insideW o and let CZ(ζˇ) to be the Conley-
Zehnder index of ζ inside a small neighborhood of π−1I (q) (I.e. we think of a portion of our
contact cylinder containing this orbit as a contact cylinder in a neighborhood of π−1I (q)). By
(CZ1), (CZ2) and (CZ3) we have
CZ(ζ) = CZ(ζˇ) + 2
∑
i∈I
diai.
By Equation (6.7) combined with the fact that f ′(f−1(x)) < 0 for all small x > 0, we see that
di < 0 for all i ∈ I and that the length of the Reeb orbit ζ is bounded below by a positive
constant times −∑i∈I di. Therefore it is sufficient for us to show that CZ(ζ) is less than or
equal to some fixed linear function of
∑
i∈I di of positive slope.
Let T := T (π−1I (q)) ⊂ TW be the tangent space of the fiber containing ζ and let T⊥ ⊂ TW
be the set of vectors which are ωW orthogonal to T . Let x1, y1, · · · , x|I|, y|I| be symplectic
coordinates of π−1I (q) coming from a U(1)
|I| trivialization of this fiber and let J be the natural
complex structure coming from this trivialization. These coordinates induce a symplectic
trivialization τT : ζ
∗T −→ R/λZ × C|I| of ζ∗T . Define Kδ := ker(αδ) ∩ T ⊂ T and let
K⊥δ ⊂ T |π˙−1I (q) be the symplectic vector subspace of T consisting of vectors which are ωW |T -
orthogonal to Kδ. Since Rδ is contained in K
⊥
δ and K
⊥
δ is a two dimensional vector bundle,
there is a unique, up to homotopy, trivialization τRδ : K
⊥
δ −→ π˙−1I (q)×C of K⊥δ which maps
Rδ to the constant section i ∈ C. Hence there is a symplectic trivialization τˇ : ζ∗Kδ −→
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R/λZ × C|I|−1 so that τˇ ⊕ τRδ gives us a trivialization of ζ∗T = ζ∗(Kδ ⊕K⊥δ ) homotopic to
τT .
Let τT⊥ : ζ
∗T⊥ −→ R/λZ × Cn−|I| be a trivialization of ζ∗T⊥ which is a restriction
of a trivialization of T⊥ (such a trivialization is unique up to homotopy since π−1I (q) is
contractible). Then
τˇ ⊕ τT⊥ : ζ∗(Kδ ⊕ T⊥) = ζ∗ ker(αδ) −→ R/λZ× Cn−1 (6.8)
is a trivialization of ζ∗ ker(αδ). This is the trivialization we need in order to compute CZ(ζˇ)
since the trivialization τRδ ⊕ τˇ ⊕ τT⊥ of ζ∗TW extends over the disk ζˇ∗TW after identifying
the boundary of ∂D with R/λZ in the natural way as explained earlier.
If φδt : H
−1(δ) −→ H−1(δ) is the time t flow of Rδ then its linearization Dφt : ker(αδ)|ζ(0) −→
ker(αδ)|ζ(t) gives us a family of symplectic matrices (At)t∈[0,λ] with respect to the trivializa-
tion (6.8). Equation (6.7) tells us that Dφδt respects the splitting ζ
∗ ker(αδ) = ζ
∗Kδ ⊕ ζ∗T⊥
and hence At = Bt ⊕ Ct for some family of matrices (Bt)t∈[0,λ] and (Ct)t∈[0,λ] with respect
to the trivializations of ζ∗Kδ and ζ
∗T⊥. Also Equation (6.7) tells us that Ct = id for all
t ∈ [0, λ] after homotoping τT⊥ appropriately. By (CZ6), we have that CZ((Ct)t∈[0,λ]) = 0.
Hence by (CZ2), all we need to do is compute the Conley-Zehnder index of (Bt)t∈[0,λ].
In order to compute CZ((Bt)t∈[0,λ]) we will compute the Conley-Zehnder index with respect
to an alternative trivialization of Kδ and relate it to the trivialization τˇ above. Choose a
total ordering on I. This means we have a natural identification I = {1, · · · , l}. Define
Rˇi :=
(
2rlf
′(r2l )
) ∂
∂ri
− (2rif ′(r2i )) ∂∂rl (6.9)
Θi :=
(
1
2
r2l +
1
2π
wl
)
∂
∂ϑi
−
(
1
2
r2i +
1
2π
wi
)
∂
∂ϑl
for all i ∈ {1, · · · , l−1}. Let L be the span of Θ1, · · · ,Θl−1 and L⊥ the span of Rˇ1, · · · , Rˇl−1.
Since Kδ = ker(αδ) = ker(θ+ dg)∩ ker(dH), we get that Rˇ1,Θ1, · · · , Rˇl−1,Θl−1 is a basis for
Kδ. The problem with this basis is that it is not a symplectic basis. However since L and
L⊥ are Lagrangian, there is a new basis R1, · · · , Rl−1 of L⊥ so that R1,Θ1, · · · , Rl−1,Θl−1
is a symplectic basis of Kδ . Since the Poisson bracket of Rδ with each of Θ1, · · · ,Θl−1 is
zero by Equation (6.7), we have that the flow of Rδ sends Θi to Θi for each i = 1, · · · , l − 1.
The linearization Dφδt |Kδ : Kδ|ζ(0) −→ Kδ|ζ(t) of the Reeb flow φδt of Rδ is a family of
symplectic matrices (Wt)t∈[0,λ] with respect to the symplectic basis R1,Θ1, · · · , Rl−1,Θl−1.
Since Wt(x) = x on L with respect to this basis for all t ∈ [0, λ], we have by Lemma 6.8 that
CZ((Wt)t∈[0,λ]) ∈ [−2l − 2, 2l + 2] ⊂ [−2n+ 2, 2n − 2].
Let τ̂ : ζ∗Kδ −→ R/λZ × Cl−1 be the trivialization of ζ∗Kδ induced by the symplectic
basis R1,Θ1, · · · , Rl−1,Θl−1. Then τ̂ ⊕ τRδ is isotopic to the trivialization induced by the
symplectic basis
1
r1
∂
∂r1
,
∂
∂θ1
, · · · , 1
r1
∂
∂rl
,
∂
∂θl
.
Hence the bundle automorphism τˇ◦τ̂−1 gives us a family of symplectic matrices parameterized
by [0, λ] whose Conley-Zehnder index is 2
∑
i∈I di. Hence by (CZ1), (CZ2) and (CZ3),
CZ((Bt)t∈[0,λ]) = CZ((Wt)t∈[0,λ]) + 2
∑
i∈I
di.
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Hence by (CZ2), we get that
CZ((At)t∈[0,λ]) = CZ((Bt)t∈[0,λ]) + CZ((Ct)t∈[0,λ] = 2
∑
i∈I
di +CZ((Wt)t∈[0,λ]).
Hence
CZ(ζ) = 2
∑
i∈I
(ai + 1)di + CZ((Wt)t∈[0,λ])
which is bounded above by a linear function of length of ζ with negative slope since we have
CZ((Wt)t∈[0,1]) ∈ [−2n + 2, 2n − 2]. Therefore Cˇ := Cˇδ is index bounded. The associated
Liouville domain of Cˇ is contained in A and contains K since its complement is contained in
∪i∈SUi. 
Proof of Proposition 6.7. By [Hir64], we caw blow up X along smooth subvarieties above
X−A giving us a variety X˜ so that the preimage of X−A is a smooth normal crossing variety.
Let Bl : X˜ −→ X be the blowdown map. Choose an algebraic plurisubharmonic function
ρ˜ : A −→ R so that −ddc(Bl∗(ρ˜)) extends to a Ka¨hler form ω
X˜
on X˜ (I.e. ρ˜ = −ddc log(|s|)
for some appropriate section s of an ample line bundle on X˜ with an appropriate Hermitian
metric). By Corollary 6.6 with ρt := ρ + t
2ρ˜, t ∈ R, there is a smooth family of algebraic
plurisubharmonic functions ρˇt : A −→ R, t ∈ (−δ, δ) for some δ > 0, a constant T > 0 and a
compact set Q ⊂ A containing K so that
(1) ρˇt|Q = ρ|Q for all t ∈ (−δ, δ),
(2) ρˇt = ρt outside a large compact set for all t ∈ (−δ, δ) and
(3) for all x ∈ A and t ∈ (−δ, δ), the time T flow of x along −∇ρˇt ρˇt is contained in Q
and is disjoint from K if, in addition, x /∈ Q.
Let φT : A −→ A be the time T flow of −∇ρˇ δ
2
ρˇ δ
2
. By Proposition 6.13, we can find an index
bounded contact cylinder Cˇ1 ⊂ Bl−1(A) with respect to the symplectic form Bl∗ωX + δ24 ωX˜
which is disjoint fromQ and whose associated Liouville domain contains Q and which contains
a regular level set ρˇ−1δ
2
(C) for some C ∈ R. Then Cˇ := φT (Bl(Cˇ1)) ⊂ A is an index bounded
contact cylinder with respect to ωX since ωX |Q = ωX˜ |Q and since both of these symplectic
forms are Ka¨hler. Also the Liouville domain associated to Cˇ contains K and Cˇ contains C0 :=
φT (Bl(ρˇ
−1
δ
2
(C))) which is a hypersurface transverse to ∇ρρ bounding a region containing
D. By a Moser argument, we can enlarge Cˇ slightly so that it contains a contact cylinder
Cˇ0 := [1− ǫ0, 1+ ǫ0]×C0 where {0}×C0 = C0. The associated Liouville domain D0 contains
D and −dcρ|D0 is a Liouville form associated to Cˇ0. 
6.3. Divisors are Stably Displaceable.
Definition 6.14. A partly stratified symplectic subset S of (M,ω) is a union of subsets
S1, · · · , Sl ofM so that Sj is a proper codimension ≥ 2 symplectic submanifold ofM−∪i<jSi
without boundary for all j ∈ {1, · · · , l}. We call the subsets S1, · · · , Sl the strata of S.
Example 6.15. If M is a Ka¨hler manifold then any complex codimension ≥ 1 subvariety of
M is a partly stratified symplectic subset.
Proposition 6.16. Any partly stratified symplectic subset is stably displaceable as in Defini-
tion 5.11.
Corollary 6.17. Any positive codimension subvariety of a compact Ka¨hler manifold is stably
displaceable.
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Let us explain why Proposition 6.16 is true in the case when our partly stratified symplectic
subset S only has one stratum S1. In this case, we thicken S1×T ⊂M×T ∗T to S1×annulus ⊂
T ∗T. Such a subset is smoothly displaceable and, since it is an open codimension ≥ 2
symplectic submanifold, it is Hamiltonian displaceable by an h-principle ([EM02, Theorem
12.1.1]). The general case follows from a relative version of this h-principle and by induction.
Before we prove this proposition in detail, we need some preliminary lemmas. The proof of
the following lemma is identical to the proof of [EM02, Lemma 12.1.2] and so we will omit
it.
Lemma 6.18. Let Q be a symplectic submanifold of a symplectic manifold (W,ωW ) of positive
codimension and let U, Uˇ ⊂ Q be open sets so that Uˇ ⊂ U . Let αt ∈ Ω1(Q), t ∈ [0, 1] be a
smooth family of 1-forms so that ωt := ωW |TQ+dαt, t ∈ [0, 1] is a smooth family of symplectic
forms on Q and so that αt|U = 0 for all t ∈ [0, 1]. Then there is a smooth family of symplectic
embeddings ιt : (Q,ωt) →֒ (W,ωW ) which are arbitrarily C0 close to ι0 so that ι0 = idQ and
so that ι0|Uˇ = ιt|Uˇ for all t ∈ [0, 1].
From now on we will identify T ∗T with the trivial bundle R × T so that the natural
symplectic form on T ∗T is dσ ∧ dτ where (σ, τ) is the natural coordinate system on the
product R× T (here τ is a T valued ‘coordinate’).
Lemma 6.19. Let S be a partly stratified symplectic subset of (M,ω) and let N be a neigh-
borhood of S×T in M ×T ∗T. Then there is a neighborhood NS of S×T ∗T inside M ×T ∗T,
a neighborhood NˇS ⊂ N ∩NS of S × T and a symplectic embedding
ι : NS →֒ N
so that ι|NˇS = id|NˇS .
Proof. Let S1, · · · , Sl be the strata of S as in Definition 6.14. Define S<k := ∪j<kSj . Sup-
pose, by induction, we have found a neighborhood N<k of S<k × T ∗T inside M × T ∗T, a
neighborhood Nˇ<k ⊂ N ∩ N<k of S<k × T and a symplectic embedding ι<k : N<k →֒ N so
that
(1) ι<k|Nˇ<k = id|Nˇ<k and
(2) ι<k(N<k − Nˇ<k) ∩ (M × T) = ∅
for some k ∈ {1, · · · , l}. We wish to extend this embedding over a neighborhood of Sk×T ∗T
in an appropriate way (after shrinking N<k slightly). This will be done by Lemma 6.18 above.
For any function f : Sk −→ (0,∞), define
T<f := {(x, (σ, τ)) ∈ Sk × T ∗T : |σ| < f(x)} ⊂ Sk × T ∗T.
By (1) and (2) we have, by a Moser argument, a smooth function η : Sk −→ (0,∞), an
exhausting function µ : Sk −→ (0,∞) greater than 4η and a symplectic embedding ιˇ : T<µ →֒
N so that
(a) ιˇ|T<η = id|T<η ,
(b) ιˇ|N<k∩T<µ = ι<k|N<k∩T<µ ,
(c) ιˇ(T<µ − T<η) ∩ (M × T) = ∅ and
(d) ιˇ(T<µ − T< 1
3
µ) ∩ ι<k(S<k × T ∗T) = ∅
after shrinking N<k very slightly.
Let ft : (−1, 1) −→ R, t ∈ [0, 1] be a smooth family of functions with positive derivative
so that ft(x) = x for all |x| ≤ 1/2 and t ∈ [0, 1], f0(x) = x for all x ∈ (−1, 1) and f1 is a
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diffeomorphism. Define
Φt : T<µ −→ Sk × T ∗T, Φt(x, (σ, τ)) := (x, (µ(x)ft(σ/µ(x)), τ)), ∀ (x, (σ, τ)) ∈ T<µ
for all t ∈ [0, 1]. This is a smooth family of embeddings which ‘grow’ until they become a
diffeomorphism. By construction there is a smooth family of 1-forms αt, t ∈ [0, 1] on T<µ so
that αt|T
< 12µ
= 0 and Φ∗t (ω+ dσ ∧ dτ) = ω+ dσ ∧ dτ + dαt for all t ∈ [0, 1]. Hence by (a)-(d)
combined with the fact that Φ1 is a diffeomorphism and by Lemma 6.18 there is a smooth
proper symplectic embedding
ι̂ : Sk × T ∗T →֒ N
arbitrarily C0 close to ιˇ ◦ Φ−11 so that
{a} ι̂|T<η = id|T<η ,
{b} ι̂|N<k∩T< 13µ = ι<k|N<k∩T< 13µ ,
{c} ι̂(T<µ − T<η) ∩ (M × T) = ∅ and
{d} ι̂(T<µ − T< 1
3
µ) ∩ ι<k(S<k × T ∗T)) = ∅.
Therefore by a Moser neighborhood argument, there is
• an open set NSk ⊂ (M − S<k)× T ∗T containing Sk × T ∗T,
• an open neighborhood NˇSk ⊂ NSk of NSk ∩ (M × T),
• an open neighborhood N1<k ⊂ N<k of S<k × T ∗T and
• a symplectic embedding ι˜ : NSk →֒ N
so that
[a] ι˜|NˇSk = id|NˇSk ,
[b] ι˜|N1<k∩NSk = ιˇ|N1<k∩NSk ,
[c] ι˜(NSk − NˇSk) ∩ (M × T) = ∅ and
[d] ι˜(NSk −N1<k) ∩ ι<k(S<k × T ∗T) = ∅.
By [d] there is a neighborhoodN2<k ⊂ N1<k of S<k×T ∗T so that ι˜(NSk −N1<k)∩ι<k(N2<k) = ∅.
Our inductive step is now complete where N<k+1 := NSk∪Nˇ2<k, Nˇ<k+1 := NˇSk∪(Nˇ<k∩N2<k)
and
ι<k+1 : N<k+1 →֒ N, ι<k+1(y) :=
{
ι<k if y ∈ N2<k
ι˜ if y ∈ NSk .

Proof of Proposition 6.16. Let N be a relatively compact neighborhood of S ×T inside M ×
T ∗T. Let NS , NˇS and ι : NS →֒ N be as in Lemma 6.19 with N as above. Let V := ∂∂σ be
the natural symplectic vector field on M × T ∗T. The flow of this vector field preserves the
symplectic form ω + dσ ∧ dτ on M × T ∗T but it is not a Hamiltonian vector field. What we
wish to do is ‘correct’ this vector field so that it becomes Hamiltonian. The key idea is to
subtract an appropriate vector field from V which, roughly, translates V within the image of
the pushforward of V by ι.
Let Vˇ := ι∗(V |NS ) be a vector field on the image of ι. Choose a neighborhood N1S ⊂ NS
of S × T ∗T which deformation retracts on to N1S ∩ (M ×T) and so that N1S ∩ (M ×T) ⊂ NˇS .
Then, since ι|NˇS is the identity map we get that (V − Vˇ )|ι(N1S ) is a Hamiltonian vector field
on ι(N1S). Let Hˇ : ι(N
1
S) −→ R be the corresponding Hamiltonian giving us this vector field.
Choose another Hamiltonian H˜ : M × T ∗T −→ R so that H˜|N2S = Hˇ|N2S where N
2
S ⊂ N1S is
small neighborhood of S × T ∗T and define V˜ := Vˇ |ι(N2S).
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Let φVt :M×T∗T −→M×T ∗T be the time t flow of V for all t ∈ R. Define Ht := (φVt )∗H˜
for all t ∈ R and let φHt : M × T ∗T −→ M × T ∗T be the time t flow of the family of vector
fields (XHs)s∈R for all t ∈ R.
Let S1, · · · , Sl be the strata of S. Since Vˇ is tangent to ι(Sj × T ∗T) for each j, we have
that the time t flow φ−V˜t (x) of x along −Vˇ is well defined for each x ∈ S × T. Combining
this with the fact that XH˜ = V − V˜ inside ι(N2S), we have that
XHt = (φ
V
t )∗(XH˜) = (φ
V
t )∗(V − V˜ ) = V + (φVt )∗(−V˜ )
inside φVt (ι(N
2
S)) for all t ∈ R. Hence φt(x) = φVt (φ−V˜t (x)) for all x ∈ S × T and t ∈ R.
Combining this with the fact that φVt (φ
−V˜
t (x)) ∈ φVt (N) for all x ∈ S×T, and φVT (N)∩N = ∅
for some T > 0 we get that φT (S × T) ∩ (S × T) = ∅. Hence S is stably displaceable.

7. Proof of the Main Theorem
By Calabi-Yau manifold, we will just mean a smooth complex projective variety with trivial
first Chern class. We have the following well known lemma:
Lemma 7.1. Let Φ̂ : X 99K X̂ be a birational equivalence between smooth projective Calabi-
Yau manifolds. Then there are complex codimension ≥ 2 subvarieties VX ⊂ X and VX̂ ⊂ X̂
and an isomorphism
Φ : X − VX
∼=−→ X̂ − VX̂
equal to Φ̂|X−VX .
Proof. By [Sha13, Chapter II.3, Theorem 3] there is a codimension ≥ 2 subvariety V ⊂ X
and Û ⊂ X̂ a Zariski dense subset so that
Φˇ := Φ̂|X−V : X − V −→ Û ⊂ X̂
is a proper morphism. Define kX := ∧nCT ∗(X−V ) and kX̂ := ∧nCT ∗Û . Then the Jacobian of Φˇ
defines for us a section sΦˇ ∈ H0(kX⊗(Φˇ∗kX̂)∗). The divisor D associated to sΦˇ is a sum D =∑
i∈S aiYi where ai ≥ 0 and Yi is an irreducible codimension 1 exceptional closed subvariety
of X−V (I.e. Φˇ(Yi) has codimension ≥ 2 inside Û). Now [D] ∈ HBM2n−2(X−V ) (where HBM2n−2
means Borel-Moore homology) is Poincare´ dual to c1(kX ⊗ (Φˇ∗kX̂)∗) ∈ H2(X − V ) which
is equal to 0 since c1(X) = c1(X̂) = 0. Hence D is nef which implies that −D is effective
by the negativity lemma [KM98, Lemma 3.39]. Hence D = 0. Hence Φˇ has no exceptional
divisors. By [Sha13, Chapter II.4, Theorem 2], we then get that Φˇ is an isomorphism. A
similar argument tells us that there is a codimension ≥ 2 subset V̂ ⊂ X̂ − Û and an open
subset U ⊂ X containing X − V so that
Φ̂−1|X̂−V̂ : X̂ − V̂ −→ U
is an isomorphism. Hence our Lemma is true with VX := X − U and VX̂ := V̂ . 
We have the following immediate corollary of Lemma 7.1.
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Corollary 7.2. Let X, X̂, Φ̂, VX , VX̂ and Φ be as in Lemma 7.1. Let D ⊂ X − VX be a
compact submanifold possibly with boundary and let R be any ring. Then there is a natural
identification of homology and cohomology groups
Φ∗ : H2(X−D;R)
∼=←− H2(X−VX−D;R)
∼=−→
Φ∗
H2(X̂−VX̂−Φ(D);R)
∼=−→ H2(X̂−Φ(D);R).
(7.1)
Φ∗ : H2(X̂,Φ(D);R)
∼=−→ H2(X̂ − V
X̂
,Φ(D);R)
∼=−→
Φ∗
H2(X − VX ,D;R)
∼=←− H2(X,D;R).
(7.2)
Remark 7.3. From now on we will fix the notation Φ̂,Φ,X, X̂, VX and VX̂ . Also we
will not distinguish between H2(X − D;R) and H2(X̂ − Φ(D);R) (resp. H2(X,D;R),
H2(X̂,Φ(D);R)) for each compact submanifold with boundary D ⊂ X − VX and each ring
R.
We will now prove our main result (Theorem 1.2). Here is a statement of this theorem:
Let ωX and ωX̂ be Ka¨hler forms on X and X̂ respectively whose cohomology classes lift
to integer cohomology classes. Then there exists a graded Λ
ωX ,ωX̂
K -algebra Z and algebra
isomorphisms
Z ⊗
Λ
ωX,ωX̂
K
ΛωXK
∼=−→ QH∗(X; ΛωXK ), Z ⊗ΛωX,ωX̂
K
Λ
ω
X̂
K
∼=−→ QH∗(X; ΛωX̂K )
over the Novikov rings ΛωXK and Λ
ω
X̂
K respectively where Λ
ωX ,ωX̂
K , Λ
ωX
K and Λ
ω
X̂
K are the Novikov
rings given in Example 2.56.
Proof of Theorem 1.2. Let n be the complex dimension of X. Let (∆j)j∈S be a finite col-
lection of complex codimension 1 irreducible projective subvarieties of X, let mX , mX̂ be
positive integers and let T, T̂ ⊂ S be subsets so that
(1) VX ⊂ ∪j∈S∆j, VX̂ ⊂ ∪j∈S∆̂j where ∆̂j := Φ(∆j − VX),
(2)
∑
j∈T [∆j ] (resp.
∑
j∈T̂ [∆̂j ]) is Poincare´ dual to mX [ωX ] (resp. mX̂ [ωX̂ ]) and
(3) [∆j], j ∈ T (resp. [∆̂j ], j ∈ T̂ ) generates H2(X;Z) = H2(X̂ ;Z).
Let (aj)j∈T (resp. (âj)j∈T̂ ) be integers so that
∑
j∈S[∆j] is equal to
∑
j∈T aj [∆j] (resp.∑
j∈T̂ âj[∆̂j ]). Choose m ∈ N>0 greater than maxj∈T aj and maxj∈T̂ âj . Then
∆ :=
∑
j∈T
(m− aj + 1)[∆j ] +
∑
j∈S−T
[∆j]
is an effective ample divisor Poincare´ dual to mmX [ωX ] whose support is ∪j∈S∆j . Also
∆̂ :=
∑
j∈T̂
(m− âj + 1)[∆̂j ] +
∑
j∈S−T̂
[∆̂j]
is an effective ample divisor Poincare´ dual to mmX̂ [ωX̂ ] whose support is ∪j∈S∆̂j. Define
A := X − ∪j∈S∆j and Â := X − ∪j∈S∆̂j . Choose holomorphic line bundles L −→ X,
L̂ −→ X̂ with holomorphic sections s and ŝ respectively so that we have an equality of
divisors (s−1(0)) = ∆ and (ŝ−1(0)) = ∆̂ respectively. Choose Hermitian metrics | · | and
| · |′ on L and L̂ respectively so that −ddcρ = mmXωX |A and −ddcρ̂ = mmX̂ωX̂ |Â where
ρ := − log(|s|) and ρ̂ := − log(|ŝ|′).
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By Corollary 6.17, there exists a constant C > 0 so that X−K is stably displaceable inside
the symplectic manifold (X,mmXωX) whereK := ρ
−1((−∞, C]). Also by Lemma 6.2 we can
enlarge C so that the interior of K contains all the singularities of ρ. Therefore by a Moser
argument, there is a contact cylinder Cˇ4 ⊂ A inside the symplectic manifold (X,mmXωX)
whose associated Liouville domain is D4 := K. Define Ĉ4 := Φ(Cˇ4).
By Proposition 6.7, there is an index bounded contact cylinder Cˇ3 = [1−ǫ3, 1+ǫ3]×C3 ⊂ A
inside the symplectic manifold (X,mmXωX) whose associated Liouville domain D3 contains
D4 and is contained in A. Define Ĉ3 := Φ(Cˇ3) and D˜3 := Φ(D3).
By Corollary 6.5, there exists a partially algebraic plurisubharmonic function ρˇ : Â −→ R,
a compact set K ′ of A containing D3 ∪ Cˇ3 so that
(1) Φ∗(ρˇ)|D3∪Cˇ3 = ρ|D3∪Cˇ3 ,
(2) ρˇ = κ1(ρ̂− log(κ2)) outside Φ(K ′) for some large κ1, κ2 ∈ N and
(3) the skeleton of Φ∗(ρˇ) is equal to the skeleton of ρ.
Define ω′X := mmXωX and
ω′
X̂
:=
{
κ1mmX̂ωX̂ inside X − Φ(K ′)−ddcρˇ otherwise.
}
By Corollary 6.17, there is a compact subset K̂ ⊂ X̂ whose interior contains Φ(K ′) so that
X − K̂ is stably displaceable in (X̂, ω′
X̂
). By Proposition 6.7, there exists an index bounded
contact cylinder Ĉ = [1 − ǫ, 1 + ǫ] × C in the symplectic manifold (X̂, ω′
X̂
) which is disjoint
from ∪j∈S∆̂j and K̂ and whose associated Liouville domain D̂ is contained in Â and contains
K̂. By the same proposition, we can also assume that Ĉ contains a contact cylinder Ĉ1 whose
associated Liouville domain domain D˜1 contains K̂ and so that a Liouville form associated to
Ĉ1 is the restriction of −dcρˇ to D˜. By a Moser argument we can construct contact cylinders
Ĉ0 := [1− ǫ0, 1 + ǫ0]×C0 and Ĉ2 inside (X̂, ω′X̂) whose associated Liouville domains D˜0 and
D˜2 have boundary equal to {1 + ǫ} × C and {1 − ǫ} × C respectively. Also we can assume
D˜3 ⊂ D˜2 ⊂ D˜1 ⊂ D˜0.
Let φt : Â −→ Â be the time t flow of −∇ρˇρˇ for all t ≥ 0. Since the skeleton of ρˇ is
contained in K, we have that there is a constant T > 0 so that φT (D˜3) ⊂ D˜4 for some T > 0.
Since the inclusions D˜4 ⊂ D˜1, φT (D˜3) ⊂ D˜3 and D˜2 ⊂ D˜0 induce isomorphisms
H2(X̂, D˜1;R) ∼= H2(X̂, D˜4;R), H2(X̂, D˜3;R) ∼= H2(X̂, φT (D˜3);R),
H2(X̂, D˜0;R) ∼= H2(X̂, D˜2;R),
we get that the restriction map H2(X̂, D˜i;R) −→ H2(X̂, D˜j ;R) is an isomorphism for each
0 ≤ i ≤ j ≤ 4. Also we have a natural isomorphism H2(X,D3;R) −→ H2(X̂, D˜3;R) by
Corollary 7.2. So from now on we will identify all of these cohomology groups.
Since the quantum cohomology groups and the associated Novikov rings in the statement
of our theorem only depend on ωX and ωX̂ up to scalar multiplication and up to adding an
exact 2-form, we can just replace ωX and ωX̂ with ω
′
X and ω
′
X̂
. Hence form now on, we’ll
assume ωX = ω
′
X and ωX̂ = ω
′
X̂
.
Let ω˜ ∈ Ω2(X) be a Cˇ2-compatible 2-form which is equal to 0 inside D3 and ωX outside
D3 ∪ ([1, 1 + ǫ3/2] × C3). Let ω˜′ ∈ Ω2(X̂) be a Cˇ0-compatible 2-form which is equal to 0
inside D˜0 and ωX̂ outside D˜0 ∪ ([1, 1+ ǫ0/2]×C0). In the unlikely event that [ω˜] ∈ H2(X;R)
is proportional to [ω˜′] ∈ H2(X̂ ;R), we rescale ω˜′ so that these cohomology classes are equal
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(this is done to ensure that the cones constructed below satisfy condition (1) of Definition
2.57). Let Q+ ⊂ H2(X,D3;R) × R × R = H2(X̂, D˜0;R) × R × R be the cone spanned
by ([ω˜], 1, 1) and ([ω˜′], 1, 1). Let Q− ⊂ H2(X,D3;R) × R × R be the cone spanned by
([ω˜], 0, 1), ([ω˜], 1, 1) ([ω˜′], 0, 1) and ([ω˜′], 1, 1). Let QCˇ3+ ⊂ H2(X,D3;R) × R × R, (resp.
QĈ0+ ⊂ H2(X,D3;R) × R × R) be the one dimensional cone spanned by ([ω˜], 1, 1) (resp.
([ω˜′], 1, 1)). Let QCˇ3− ⊂ H2(X,D3;R) × R × R, (resp. QĈ0− ⊂ H2(X,D3;R) × R × R) be the
two dimensional cone spanned by ([ω˜], 0, 1) and ([ω˜], 1, 1) (resp. ([ω˜′], 0, 1), ([ω˜′], 1, 1)).
Since D3 contains K, we have that X−D3 is stably displaceable inside (X,ωX ) and hence
we have an isomorphism of Λ
Q
Cˇ3
+
K = Λ
ωX
K -algebras
SH∗
Cˇ3,Q
Cˇ3
−
,Q
Cˇ3
+
(D3 ⊂ X) ∼= QH∗(X,ΛωXK ), (7.3)
and
lim−→ lim←−
1SH∗
Cˇ3,Q
Cˇ3
−
,Q
Cˇ3
+
(D3 ⊂ X) = 0. (7.4)
by Theorem 5.10 and Propositions 5.12, 5.4 and 5.22. Similarly, we have an isomorphism of
Λ
Q
Ĉ0
+
K = Λ
ω
X̂
K -algebras
SH∗
Ĉ0,Q
Ĉ0
−
,Q
Ĉ0
+
(D˜0 ⊂ X̂) ∼= QH∗(X,ΛωX̂K ), (7.5)
and
lim−→ lim←−
1SH∗
Ĉ0,Q
Ĉ0
−
,Q
Ĉ0
+
(D˜0 ⊂ X̂) = 0. (7.6)
By Proposition 5.30 applied to (Ĉi)i=0,1,2,3,4 we have that the transfer map
SH∗
Ĉ0,Q
Ĉ0
− ,Q
Ĉ0
+
(D˜0 ⊂ X̂)
∼=−→ SH∗
Ĉ0,Q
Ĉ0
− ,Q
Ĉ0
+
(D˜3 ⊂ X̂) (7.7)
is an isomorphism. Also by Proposition 5.1, we have an isomorphism
SH∗
Ĉ0,Q
Ĉ0
−
,Q
Ĉ0
+
(D˜3 ⊂ X̂) ∼= SH∗
Ĉ3,Q
Ĉ0
−
,Q
Ĉ0
+
(D˜3 ⊂ X̂). (7.8)
Define
Z := SH∗
Cˇ3,Q−,Q+
(D3 ⊂ X).
Since Φ(D3) = D˜3 and since all 1-periodic orbits and Floer trajectories used to define Z can
be made to avoid VX and VX̂ by the ideas in Section 9 due to the fact that they are unions
of submanifolds of real codimension ≥ 4, we have an isomorphism of ΛωX ,ωX̂K = ΛQ+K -algebras
Z ∼= SH∗
Ĉ3,Q−,Q+
(D˜3 ⊂ X̂). (7.9)
Since both ΛωXK and Λ
ω
X̂
K are flat Λ
ωX ,ωX̂
K -modules by Proposition 11.2, we have by Theorem
5.37 combined with Equations (7.4), (7.6), (7.7), (7.8) and (7.9) isomorphisms
Z ⊗
Λ
ωX,ωX̂
K
ΛωXK
∼= SH∗
Cˇ3,Q
Cˇ3
−
,Q
Cˇ3
+
(D3 ⊂ X), (7.10)
Z ⊗
Λ
ωX,ωX̂
K
Λ
ω
X̂
K
∼= SH∗
Ĉ3,Q
Ĉ3
−
,Q
Ĉ3
+
(D˜3 ⊂ X̂). (7.11)
Therefore our theorem now follows from Equations (7.10), (7.11), (7.3), (7.5), (7.7) and
(7.8). 
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8. Appendix A: Hamiltonians and Almost Complex Structures Compatible
with Contact Cylinders.
This section contains some lemmas allowing us to perturb Hamiltonians so that they
become non-degenerate, while retaining certain properties. It also has a lemma telling us
that a certain action spectrum has measure 0.
Definition 8.1. Let H be a Hamiltonian on M . Let Γ be a set of 1-periodic orbits of H.
The associated fixed points of Γ is a subset of M denoted by
Γ(0) := {x ∈M : ∃ γ ∈ Γ such that x = γ(0)}.
A set of 1-periodic orbits Γ is isolated if there is a neighborhood NΓ of Γ(0) so that for all
1-periodic orbits γ satisfying γ(0) ∈ NΓ, we have γ ∈ Γ. We call NΓ an isolating neighborhood
of Γ.
Lemma 8.2. Let H = (Ht)t∈T be a Hamiltonian on M and let Γ be a set of 1-periodic orbits
of M which is isolated with isolating neighborhood NΓ and let N be a neighborhood of Γ(0)
whose closure is contained in NΓ. Let H(N,H) be the space of Hamiltonians K = (Kt)t∈T
on M satisfying Ht|φHt (N) = Kt|φHt (N) for all t ∈ [0, 1] equipped with the C∞ topology and let
Hreg(N,H) ⊂ H(N,H) be the subset of those Hamiltonians with the property that every 1-
periodic orbit γ not in Γ is non-degenerate. Then there exists a sequence (Hi)i∈N of elements
in Hreg(N,H) converging to H.
Proof. Let N ′ ⊂ NΓ be an open set so that N ⊂ N ′ and N ′ ⊂ NΓ. By [HS95, Theorem
3.1], there is a sequence of non-degenerate Hamiltonians (Hˇi)i∈N C
∞ converging to H where
Hˇi = (Hˇi,t)t∈T for all i ∈ N. Let ρ : M −→ [0, 1] be a smooth function equal to 0 inside N
and 1 outside N ′. Define Hi,t := (φ
H
t )∗(ρ)Hˇi,t + (1 − (φHt )∗(ρ))Ht for all t ∈ T and define
Hi := (Hi,t)t∈T. By a compactness argument we have for all i sufficiently large that any
1-periodic orbit γ of Hi satisfying γ(0) ∈ N ′ also satisfies γ ∈ Γ. Therefore all 1-periodic
orbits of Hi not contained in Γ are non-degenerate for all i sufficiently large. 
Lemma 8.3. Let Cˇ be a contact cylinder and let (a−, a+) be a Cˇ-action interval. Then
HT,reg(Cˇ, a−, a+) is an open dense subset of H
T(Cˇ, a−, a+) (See Definition 2.57).
Proof. Openness is clear, so we just need to prove density. LetH′(Cˇ, a−, a+) ⊂ HT(Cˇ, a−, a+)
be the subset consisting of Hamiltonians whose average slope along Cˇ is not in the period
spectrum of Cˇ. This is a dense subset since the period spectrum of both contact cylinders
has measure 0 in R (see [Pop93, Proposition 3.2]).
Now there are two cases to consider. The first case is when (a−, a+) is small and the
second case is when (a−, a+) is not small. In the first case, H
′(Cˇ, a−, a+)∩HT,reg(Cˇ, a−, a+)
is dense in H′(Cˇ, a−, a+) by Lemma 8.2 applied to each H ∈ H′(Cˇ, a−, a+) with Γ = ∅ and
NΓ, N small neighborhoods of [1 + ǫ/8, 1 + ǫ/2]×C containing no fixed points of φH1 . Hence
our lemma is true if (a−, a+) is small.
Now suppose (a−, a+) is not small. Let D ⊂ M be the Liouville domain associated to
Cˇ. Then H′(Cˇ, a−, a+) ∩ HT,reg(Cˇ, a−, a+) is dense in H′(Cˇ, a−, a+) by applying Lemma
8.2 to each H ∈ H′(Cˇ, a−, a+) with Γ = M − (D ∪ Cˇ) and N , NΓ a small neighborhood of
Γ ∪ ([1 + ǫ/8, 1 + ǫ/2] × C) combined with the fact that the capped 1-periodic orbits whose
associated 1-periodic orbit has image in Γ are not contained in ΓZ
Cˇ,a−,a+
(H) by Equation
(2.16) combined with Equation (2.6). 
78 MARK MCLEAN
Definition 8.4. Let H be a Hamiltonian. The action spectrum of H is the set:
{AH,∅(γ)([ω], 1, 1) : γ is a capped 1-periodic orbit of H}.
Lemma 8.5. The action spectrum of any Hamiltonian is closed and has measure 0.
Proof. We will first prove that the action spectrum of a Hamiltonian H has measure 0. Let
∆ ⊂M×M be the diagonal and let N ⊂M×M be a neighborhood of ∆ so that (N,−ω⊕ω)
is symplectomorphic to a neighborhood of ∆ in T ∗∆ where such a symplectomorphism is the
identity along ∆. Let λ be the canonical 1-form on T ∗∆ and let λN be its restriction to
N . Let γ be a capped 1-periodic orbit of H with associated 1-periodic orbit γ̂ and let
U ⊂ M be a simply connected open neighborhood of γ̂(0) so that the graph Γ of φH1 |U in
M × M is contained in N and so that Γ is transverse to the fibers of T ∗∆. Then since
φH1 is a symplectomorphism and U is simply connected, there is a unique smooth function
f : Γ −→ R so that
• f(γ̂(0), γ̂(0)) = 0,
• df = λN |Γ.
Note that critical points of f are in 1-1 correspondence with 1-periodic orbits of H which
start in U . Let OU be the set of capped 1-periodic orbits of H whose associated 1-periodic
orbit starts in U . Let CU ⊂ R be the set of critical values of f . Then for any γ0 ∈ OU we
have that AH,∅(γ0)([ω], 1, 1) = −f(γ̂0(0), γ̂0(0)) +AH,∅(γ)([ω], 1, 1) + k for some k ∈ Z. As a
result, every capped 1-periodic orbit of H in OU has action contained in ∪k∈Z(CU +k) which
has measure 0 by Sard’s theorem. Since the set of fixed points of φH1 can be covered by a
finite number of such subsets U , we get that the action spectrum of H has measure 0.
Now we wish to show that the action spectrum of H is closed. Let ai be a sequence of
points in the action spectrum of H which converge to a ∈ R. Since all 1-periodic orbits of
H are contained in a compact set we have a 1-periodic orbit γ̂∞ of H and a sequence of
capped 1-periodic orbits (γi)i∈N = (γ˜i, γˇi)i∈N so that AH,∅(γi)([ω], 1, 1) = ai and so that γ˜i ◦ γˇ
C∞ converges to γ̂∞. Since the actions of these capped orbits (γi)i∈N are bounded and since
their associated 1-periodic orbits converge to γ̂∞, there is a capped 1-periodic orbit γ∞ and
a sequence of H2(M ;Z) classes (vi)i∈N satisfying ω(vi) = 0 for all i ∈ N so that (γi#vi)i∈N
converges to γ∞ in the natural topology on capped loops as described in Definition 2.1 and
where # is given in Definition 2.60. Hence (ai)i∈N converges to AH,∅(γ∞)([ω], 1, 1) = a.
Hence the action spectrum is closed. 
9. Appendix B: Avoiding Codimension ≥ 4 Submanifolds.
In this section we will show that families of Floer trajectories intersect any countable
collection of submanifolds transversely. Also since we are working in the semi-positive setting,
we also need low dimensional families of such Floer trajectories to avoid holomorphic spheres
(this is needed for compactness to prevent bubbling). These are standard arguments whose
main ideas are contained in [MS04, Section 6.3 and 6.7] for instance. Throughout this section,
we will fix:
• a (possibly empty) contact cylinder Cˇ = [1− ǫ, 1 + ǫ]× C ⊂M ,
• a Riemann surface Σ with n− negative cylindrical ends and n+ positive cylindrical
ends labeled by finite sets I− and I+ respectively,
• a Σ-compatible 1-form β ∈ Ω1(Σ) with weights (κj)j∈I−⊔I+ at the corresponding
cylindrical ends,
• a (Σ, Cˇ)-compatible family of HamiltoniansH := (Hσ)σ∈Σ with limitsH# := (Hj)j∈I−⊔I+
as in Definition 2.13,
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• a tuple J# := (J j)j∈I−⊔I+ of elements of JT(Cˇ) and
• Γ(H) the set of tuples (γj)j∈I−⊔I+ of non-degenerate capped 1-periodic orbits of
(κjH
j)j∈I−⊔I+ respectively whose associated 1-periodic orbits are disjoint from V so
that if Σ 6= R× T then at least two such 1-periodic orbits have distinct images.
Definition 9.1. ([Sch95, Definition 2.1.2]) Let Σ be a manifold with boundary obtained
by extending each cylindrical end ιi : I− × T →֒ Σ (resp. ιi : I+ × T →֒ Σ) of Σ to
ιi : [−∞, 0]× T →֒ Σ, i ∈ I− (resp. ιi : [0,∞]× T −→ Σ, i ∈ I+). We get a smooth structure
on this manifold by extending the smooth charts
Im(ιi) −→ (−1, 0] × T, (s, t) −→
(
s√
1 + s2
, t
)
, i ∈ I−
Im(ιi) −→ [0, 1) × T, (s, t) −→
(
s√
1 + s2
, t
)
, i ∈ I+
on Σ to charts
Im(ιi) −→ [−1, 0] × T, Im(ιi) −→ [0, 1] × T
respectively on Σ.
Definition 9.2. ([Sch95, Definition 2.1.5]) Let k = 0 or 1. Let π : E −→ Σ be a Ck vector
bundle and let φi : ι
∗
iE −→ (I±×T)×Rk be a Ck trivialization and let Πi : (I±×T)×Rk ։ Rk
be the natural projection map for each i ∈ I±. Define
W k,pΣ (E) :=
{
σ ∈W k,ploc (E|Σ) : Πi ◦ φi ◦ σ ◦ ιi ∈W k,p(I± × T,Rk), ∀ i ∈ I±
}
.
We define LpΣ(E) := W
0,p
Σ (E). If D ⊂ E is a subset of E then we define W k,pΣ (D) := {σ ∈
W k,p(E) : Im(σ) ⊂ D} and LpΣ(D) := W 0,pΣ (D).
These are Banach spaces which do not depend on the choice of trivializations φi, i ∈ I−⊔I+
by the paragraph after [Sch95, Definition 2.1.5].
Definition 9.3. ([Sch95, Definition 2.1.6]). Let γ := (γi)i∈I−⊔I+ = ((γ˜i, γˇi))i∈I−⊔I+ be finite
collection of capped loops as in Definition 2.1. A smooth map u : Σ −→ M converges to
(γi)i∈I−⊔I+ if ιi(±∞, t) = γ˜i(γˇi(t)) for all i ∈ I±, t ∈ T and the surface obtained by gluing
the surfaces γ˜i, i ∈ I− ⊔ I+ to u is null-homologous. Let C∞γ (Σ,M) be the space of such
maps equipped with the C∞ topology.
Fix a Riemannian metric on M and let D ⊂ TM be an open neighborhood of M so that
exp |D∩TxM is a diffeomorphism on to its image for all x ∈ M where exp is the exponential
map with respect to this metric. Define
P1,pγ (Σ,M) := {exp ◦v ∈ C0(Σ,M) : v ∈W 1,p(h∗D), h ∈ C∞γ (Σ,M)} (9.1)
for all p > 2.
The space (9.1) is a Banach manifold by [Sch95, Theorem 2.1.7] with charts mapping to
W 1,p(h∗D) for all h ∈ C∞γ (Σ,M).
Definition 9.4. Let π : E −→ B be a Banach vector bundle. Let s : B −→ E be a C1
section and let b ∈ s−1(0), We say that s is transverse to zero at b if the linear map
TbB
s−→ Ts(b)E pr−→ kerDπ|s(b) (9.2)
is surjective where
pr : TE|B = TB ⊕ (kerDπ|B) −→ kerDπ|B
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is the natural projection map. We say that s is transverse to 0 if it is transverse to 0 at every
point b ∈ s−1(0). Such a section is Fredholm if the map (9.2) is Fredholm.
Definition 9.5. For each J = (Jσ)σ∈Σ ∈ JΣ(J#, Cˇ), we define MJ to be the vector bundle
over Σ×M whose fiber at (σ, x) is the space of J |(σ,x) anti-linear maps from TσΣ to TxM .
Proposition 9.6. [Sch95, Theorem 2.2.5, Proposition 2.3.1, Theorem 3.1.31]. Let γ ∈ Γ(H)
and J = (Jσ)σ∈Σ ∈ JΣ(J#, Cˇ). Then the set
EJ,γ := ⊔u∈P1,pγ (Σ,M){u} × L
p
Σ((idΣ, u)
∗MJ) (9.3)
is naturally a smooth Banach bundle over P1,pγ (Σ,M) for all p > 2. Also if j is the natural
complex structure on Σ then the section
∂J,γ : P
1,p
γ (Σ,M) −→ EJ,γ , (9.4)
∂J,γ(u)(σ) := (du+XHσ ⊗ β) + Jσ ◦ (du+XHσ ⊗ β) ◦ j, ∀ σ ∈ Σ
is well defined (I.e. ∂J,γ(u) is an element of L
p
Σ((idΣ, u)
∗MJ) for all u ∈ P) and ∂J,γ is a
smooth Fredholm section of EJ,γ.
Definition 9.7. An element J ∈ JΣ(J#, Cˇ) is H-regular if the Fredholm section ∂J,γ is
transverse to zero for each γ ∈ Γ(H).
Theorem 9.8. [Sch95, Theorem 4.2.2 and 3.3.11]. If J ∈ JΣ(J#, Cˇ) is H-regular then
M(H,J, γ) = ∂
−1
J,γ(0) and this set is a smooth finite dimensional submanifold of P
1,p
γ (Σ,M)
of dimension k where k is defined in Equation (2.9) for each γ ∈ Γ(H).
Definition 9.9. For each γ ∈ Γ(H), we say that J = (Jσ)σ∈Σ ∈ JΣ(J#, Cˇ) is (H,V, γ)-regular
if it is H-regular and if there is a countable collection of smooth maps fi : Wi −→ Σ ×M ,
i ∈ N where dimR(Wi) ≤ 2n− 2 for each i so that
(1) V ⊂ ∪i∈Nfi(Wi),
(2) every Jσ-holomorphic map u : P1 −→ M has image contained in ({σ} × M) ∩
(∪ifi(Wi)) after identifying {σ} × M with M in the natural way for each σ ∈ Σ
and
(3) the evaluation map
ev : Σ×M(H,J, γ) −→ Σ×M, (σ, u) −→ (σ, u(σ))
is transverse to fi for each i ∈ N.
We say that J is (H,V )-regular if it is (H,V, γ)-regular for each γ ∈ Γ(H). We define
JΣ,reg(H,J#, Cˇ) ⊂ J(J#, Cˇ) to be the subspace of (H,V )-regular families of almost complex
structures.
We wish to show that JΣ,reg(H,J#, Cˇ) is ubiquitous in J(J#, Cˇ) (Proposition 2.18). In
order to do this we need to define an appropriate space of almost complex structures.
Definition 9.10. [Sch95, Definitions 4.2.6, 4.2.10 and 4.2.11]. Let J ∈ JΣ(J#, Cˇ). Let
U ⊂ Σ be a relatively compact open subset, define U˜ := U × (M − ([1 + ǫ/8, 1 + ǫ/2] × C))
and let π : Σ×M −→M be the natural projection map. Let
SJ := {A ∈ End(π∗TM) : AJ + JA = 0}
be a bundle over Σ×M and let C∞U (SJ) be the space of C∞ sections A of SJ so that all the
derivatives of A vanish along Σ × V and Σ ×M − U˜ . Let ‖ · ‖ be a metric on M given by
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1
2(ω(·, J(·))+ω(J(·), ·). Let ǫ := (ǫi)i∈N be a sequence of rapidly decreasing positive constants
and define
C∞ǫ,U(SJ) := {A ∈ C∞U (SJ) : ‖A‖ǫ <∞}
where ‖A‖ǫ :=
∑
i∈N ǫi‖∇kA‖ coming from a product metric on Σ×M . Define
ΦJ : C
∞
ǫ,U(SJ) −→ JΣ(J#, Cˇ), ΦJ(A) := JeA
and define
Jǫ(J |U ) := {ΦJ(A) : A ∈ C∞ǫ,U(SJ), ‖A‖ < ǫ0} ⊂ JΣ(J#, Cˇ).
By the ideas in [Sch95, 4.2.7, 4.2.9, 4.2.10] we have that C∞ǫ,U(SJ) is a Banach space with
Banach norm ‖ · ‖ǫ and Φ−1J embeds Jǫ(J |U ) as an open subset of this Banach space making
it into a Banach manifold for ǫ small enough. There are a few minor differences between
Definition 9.10 and [Sch95, Definition 4.2.11].
(1) Our almost complex structures are not necessarily compatible with ω, but they do
tame ω,
(2) Our almost complex structures and all of their derivatives agree with those of J along
some regions of Σ×M and
(3) the formula for the map ΦJ is different.
These differences play no important role in the proof of the fact that Jǫ(J |U ) is a Banach
manifold. Also it makes no difference in the proofs of Propositions 9.13, 9.15 and 9.17 which
are just modified versions of [Sch95, Proposition 4.2.4], [Sch95, 4.2.18] and [Sch95, Proposition
4.2.5] respectively. Now one of the issues with Jǫ(J |U ) is that it is not a topological subspace
of JΣ(J#, Cˇ). However we wish to prove theorems with respect to the topology of JΣ(J#, Cˇ).
The following lemma addresses this issue. If ǫ = (ǫi)i∈N and ǫ
′ = (ǫ′i)i∈N are sequences of
positive constants, we write ǫ ≤ ǫ′ if ǫi ≤ ǫ′i for all i ∈ N.
Lemma 9.11. Let ǫU,J be a sequence of rapidly decreasing constants for each J ∈ JΣ(J#, Cˇ)
and each relatively compact subset U ⊂ Σ. Let WU,J,ǫ ⊂ Jǫ(J |U ) be a ubiquitous subset
for each J ∈ JΣ(J#, Cˇ), relatively compact open subset U ⊂ Σ and each ǫ ≤ ǫU,J . Then
∪U,J,ǫWU,J,ǫ is ubiquitous in JΣ(J#, Cˇ).
Proof. Choose a sequence Ui ⊂ Σ, i ∈ N of relatively compact open subsets whose union
is Σ. Since JΣ(J#, Cˇ) is separable, there exists sequences of constants ǫJ,i ≤ ǫJ,Ui so that
VJ := ∪i∈NJǫJ,i(J |Ui) is an open subset of JΣ(J#, Cˇ). Also separability implies that there
exists a sequence (Ji)i∈N of elements in J
Σ(J#, Cˇ) so that JΣ(J#, Cˇ) = ∪i∈NVJi . Since open
subsets of Jǫ(J |U ) are countable intersections of open subsets of JΣ(J#, Cˇ), we have that
ubiquitous subsets of Jǫ(J |U ) are restrictions of ubiquitous subsets of JΣ(J#, Cˇ). Therefore
there is a ubiquitous subset W i,j ⊂ JΣ(J#, Cˇ) so that W i,j ∩ JǫJi,j(Ji|Uj ) = WUj ,Ji,ǫJi,j for
each i, j ∈ N. Then ∩i,j∈NW i,j is ubiquitous and is contained in ∪U,J,ǫWU,J,ǫ and hence
∪U,J,ǫWU,J,ǫ is ubiquitous. 
By combining Lemma 9.11 above with [Sch95, Proposition 4.2.5] (see also Proposition 9.15
below), we get the following proposition:
Proposition 9.12. The subspace of H-regular almost complex structures in JΣ(J#, Cˇ) as in
Definition 9.7 is ubiquitous.
We now wish to prove the same thing for (H,V )-regular almost complex structures. In
order to do this we need some more propositions and lemmas. Note that every element
82 MARK MCLEAN
J = (Jσ)σ∈Σ in J
Σ(J#, Cˇ) extends to a smooth family of almost complex structures (Jσ)σ∈Σ
since J is translation invariant in the cylindrical ends at infinity. Hence, from now on we will
define Jσ to be the limit as σ
′ ∈ Σ tends to σ of Jσ′ for each σ ∈ ∂Σ. We will also use such
conventions for other families of objects over Σ such as β and H.
Proposition 9.13. [Sch95, Proposition 4.2.4 and Theorem 3.1.31]. Let U ⊂ Σ be a relatively
compact open set, ǫ a sequence of rapidly decreasing constants, J ∈ JΣ(J#, Cˇ) and γ ∈ Γ(H).
Let B := Jǫ(J |U ) and P := P1,pγ (Σ,M), p > 2 where P1,pγ (Σ,M) is defined as in Equation
(9.1). Then the set
E := ⊔(J ′,u)∈B×P{(J ′, u)} × LpΣ((idΣ, u)∗MJ
′
) (9.5)
is naturally a smooth Banach bundle over B×P whose fiber over (J ′, u) is LpΣ((idΣ, u)∗MJ
′
).
Also
∂B×P : B× P −→ E, ∂B×P(J ′, u) := ∂J ′,γ(u)
is a smooth section of E where ∂J,γ is defined in Equation (9.4).
From now on, until the proof of Proposition 2.18 below, we will fix U , ǫ, J , γ, B, P, E and
∂B×E from the proposition above.
Definition 9.14. Define S ⊂ B×P to be the open subset of pairs (J ′, u) ∈ B×P satisfying
U * u−1(V ∪ ([1 + ǫ/8, 1 + ǫ/2]× C)) ∪ (Σ− supp(du− β ⊗XH)) (9.6)
where supp(du− β ⊗XH) is the support of the distribution du−XH ⊗ β ∈ Lploc(Σ⊗ u∗TM)
where
XH ⊗ β|σ := XHσ |u(σ) ⊗ β|σ ∀ σ ∈ Σ.
We also define D := ∂
−1
B×P(0) ∩ S and let
ΠB : D −→ B. (9.7)
be the natural projection map.
Proposition 9.15. [Sch95, Proposition 4.2.18 and its proof]. Suppose that (J ′, u) ∈ D.
Then the section ∂B×P above is transverse to 0 at (J
′, u). Also the natural linear map
DJ ′,u|TJ′B : TJ ′B = TJ ′B× 0
D∂B×P−→ T(J ′,u)E pr−→ LpΣ((idΣ, u)∗MJ
′
) (9.8)
linearizing ∂B×P at (J
′, u) has dense image.
Hence by combining the proposition above with the last part of Proposition 9.6 and the
implicit function theorem, we get the following corollary.
Corollary 9.16. D is a Banach submanifold of S.
Proposition 9.17. [Sch95, Theorem 3.3.11, Theorem 4.2.2, Proposition 4.2.5 together with
its proof]. The map ΠB in Equation (9.7) is Fredholm. The subset (ΠB)
reg ⊂ B of regu-
lar values of ΠB is ubiquitous as in Definition 2.17 and Π
−1
J
(J ′) is a smooth manifold of
dimension k where k is defined in Equation (2.9) for all J ′ ∈ ΠB.
By the Sobolev embedding theorem we can think of the tangent space TuP at a point u ∈ P
naturally as a subspace of C0(u∗TM). Let ιP : TuP −→ C0(u∗TM) be the natural inclusion
map. Then we have the following definition:
Definition 9.18. For each u ∈ P and σ ∈ Σ, define the Banach subspace Tu,σP ⊂ TuP to be
the subspace consisting of elements v ∈ TuP satisfying ιP(v)(σ) = 0.
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Lemma 9.19. Let σ ∈ Σ and let (J ′, u) ∈ D. Then the map
DJ ′,u,σ : TJ ′B× Tu,σP D∂B×P−→ T(J ′,u)E pr−→ LpΣ((idΣ, u)∗MJ
′
)
is surjective.
Proof. The map
DJ ′,u|0×TuP : 0× TuP
D∂B×P−→ T(J ′,u)E pr−→ LpΣ((idΣ, u)∗MJ
′
)
is Fredholm by Proposition 9.13 and hence the map DJ ′,u,σ|0×Tu,σP is Fredholm since Tu,σP ⊂
TuP is a subspace of finite codimension. This implies that the image of DJ ′,u,σ is closed. Such
an image is also dense by the last part of Proposition 9.15 and hence is surjective.

Lemma 9.20. The natural map
E : Σ×D −→M, E(σ, (J ′, u)) := u(σ)
is C∞.
Note that if we extend this map to B× P in the natural way then such a map is not even
C1.
Proof. By [Sch95, Proposition 2.5.7], we have that u ∈ C∞(Σ,M) for all (J ′, u) ∈ D. Let
(σj , (Jj , uj)) ∈ Σ × D be a sequence of points converging to (σ, (J ′, u)) ∈ Σ × D. Then uj
converges to u in C0loc which in turn implies it converges to u in C
∞
loc by a Gromov compactness
argument [Sch95, Theorem 4.3.3] (Note that there is no bubbling since our argument is local
in nature). Hence the topology on D induced from its embedding in B× P is finer than the
corresponding C∞loc topology. Therefore our lemma follows from the fact that the evaluation
map
K × Cr(K,M) −→M
is Cr for all compact codimension 0 submanifolds K ⊂ Σ and all r ≥ 2. 
Lemma 9.21. Let σ ∈ Σ. Then the map
E|{σ}×D : D −→M, E|{σ}×D(J ′, u) = u(σ)
is a submersion.
Proof. Let (J ′, u) ∈ D and letW ∈ Tu(σ)M . Choose w ∈ TuP so that w(σ) =W . Since DJ,u,σ
from Lemma 9.19 is surjective, there exists (Y1, w1) ∈ TJ ′B× Tu,σP so that DJ ′,u(Y1, w1) =
DJ ′,u(0, w) where Tu,σP is defined in Lemma 9.19 and where DJ ′,u is the composition
DJ ′,u : TJ ′B× TuP D∂B×P−→ T(J ′,u)E pr−→ LpΣ((idΣ, u)∗MJ
′
).
Therefore (−Y1, w − w1) ∈ TJ ′,uD and w − w1|σ = W and hence the map E|{σ}×D is a
submersion. 
Lemma 9.22. The map
ev : Σ×D −→ Σ×M, F (σ, (J ′, u)) := (σ, u(σ)) (9.9)
is smooth and a submersion.
Proof. This follows directly from Lemmas 9.20 and 9.21. 
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Lemma 9.23. Let f := (fi)i∈N be a countable collection of smooth maps fi : Qi −→ Σ×M ,
i ∈ N. Let Jǫ(J |U , f) ⊂ B be the subset consisting of elements J ′ that are H-regular with the
property that ev|Π−1
B
(J ′) is transverse to fi for each i ∈ N where ev and ΠB are defined in
Equations (9.9) and (9.7) respectively. Then Jǫ(J |U , Q) is ubiquitous in B.
Proof. Let Π˜i := ev
∗fi : Q˜i −→ Σ×D be the pullback of fi for each i ∈ N. Since Σ×M and Qi
is finite dimensional, Q˜i is a Banach manifold we have that Π˜i is a Fredholm map by Lemma
9.22. Hence the composition P ◦ Π˜i is Fredholm by Proposition 9.17 where P : Σ×D −→ B
is the natural projection map. Hence the set of regular values Ri of P ◦ Π˜i is ubiquitous in B.
The subset of H-regular almost complex structures JregH is ubiquitous by Lemma 9.12. Our
lemma now follows the fact that Jǫ(J |U , Q) contains the ubiquitous set JregH ∩ ∩i∈NRi. 
Proof of Proposition 2.18. Let Si, Ui ⊂ Σ, i ∈ N be non-empty relatively compact open
subsets of Σ so that ∪iSi = Σ, Si ⊂ Si+1 and Ui ∩ Si = ∅ for all i ∈ N. For each J =
(Jσ)σ∈Σ ∈ JΣ(J#, Cˇ), let Mvert(J) be the set of somewhere injective maps v : P1 −→ Σ×M
where
(1) the image of v is contained in {σv}×M for some σv ∈ Σ and not contained on Σ×V
and
(2) v is Jσv -holomorphic after identifying {σv} ×M with M in the natural way.
Then by the methods in [MS04, Section 3.2] we have that there is a ubiquitous subset JregP1 ⊂
JΣ(J#, Cˇ) so that Mvert(J) is a manifold whose connected components are of dimension at
most 2n− 2 where 2n is the dimension of M and so that the evaluation map
evP1 : M
vert(J) −→ Σ×M, evP1(u) := u(0)
is smooth. Then for each J ∈ JregP1 , there exists a countable collection of smooth maps
f iJ : W
i
J −→ Σ ×M , i ∈ N where dim(W iJ ) ≤ 2n − 2 so that for each u ∈ Mvert(J), we have
that image(u) ⊂ ∪i∈Nf iJ(W iJ ). We can assume that the functions f iJ , i ∈ N, J ∈ JregP1 have
the property that if there exists i ∈ N so that J = (Jσ)σ∈Σ, J ′ = (J ′σ)σ∈Σ ∈ JregP1 satisfies
Jσ = J
′
σ for all σ ∈ Si then Ei,k,J := (fkJ )−1(Si×M) is diffeomorphic to (fkJ ′)−1(Si×M) and
fkJ |Ei,k,J = fkJ ′ |Ei,k,J under this identification for all k ∈ N. Since any manifold is a countable
union of compact codimension 0 submanifolds with boundary, we can assume that W iJ is a
compact manifold with boundary for each i ∈ N as well.
We now wish to write the moduli spaces M(H,J, γ) as a union of compact sets for each
H,J, γ in a consistent way. We will use Gromov compactness ideas to do this. For each
j ∈ I± and each non-degenerate fixed point p of φκjH
j
1 , let Nj,p be a neighborhood of p whose
closure Nj,p does not contain any other fixed points of φ
κjHj
1 . For each J ∈ JΣ(J#, Cˇ) and
each γ = (γj)j∈I−⊔I+ ∈ Γ(H), let K(i, J, γ) ⊂M(H,J, γ) be the subset of maps u : Σ −→M
satisfying |du| ≤ i with respect to a fixed metric on Σ which is translation invariant on the
cylindrical ends and so that u(ιj(s, t)) ∈ φκjH
j
t (Nj,γ̂j(0)) for each ±s ≥ i and t ∈ T where γ̂j
is the 1-periodic associated to γj for each j ∈ I±. Then a Gromov compactness argument
(e.g. [Sch95, Theorem 4.3.22]) tells us that for each J ∈ JΣ(J#, Cˇ) and γ ∈ Γ(H), K(i, J, γ)
is compact for each i ∈ N and the union of such subsets over all i is M(H,J, γ).
Let JregH ⊂ JΣ(J#, Cˇ) be the subspace of H-regular almost complex structures as in Def-
inition 9.7. This is a ubiquitous subset by Proposition 9.12. Let (Ni)i∈N be open subsets
of M satisfying ∩i∈NNi = V ∪ ([1 + ǫ/8, 1 + ǫ/2] × C). For each i ∈ N, J ∈ JΣ(J#, Cˇ) and
γ ∈ Γ(H) let M(i, J, γ) ⊂ K(i, J, γ) be the subset consisting of maps u : Σ −→M satisfying
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u(Ui) ∩Ni = ∅. Let
ev : Σ×M(H,J, γ) −→ Σ×M, ev(σ, u) := (σ, u(σ))
be the natural evaluation map. For each i ∈ N, J ∈ JregH and γ ∈ Γ(H), let Mtr(i, J, γ) ⊂
M(H,J, γ) be the open subset consisting of maps u for which there exists a neighborhood Nu
of u in M(H,J, γ) so that ev|Si×Nu is transverse to fkJ |Ei,k,J for each k ≤ i. Let Jregi,γ ⊂ JregH be
the subset of almost complex structures J satisfying M(i, J, γ) ⊂ Mtr(i, J, γ) for each i ∈ N
and γ ∈ Γ(H). Since M(i, J, γ) is compact for each i ∈ N, J ∈ Jregi,γ and γ ∈ Γ(H) and since
transversality is an open condition so long as the corresponding domains are compact, we
have that J regi,γ ⊂ JregH is open. It is also dense by Lemma 9.23. Hence Jregi,γ is a ubiquitous
subset of JΣ(J#, Cˇ) for each i ∈ N, γ ∈ Γ(H) since modifying J inside Ui ×M does not
change fkJ |Ei,k,J for all k ≤ i. Hence Jreg := ∩i,γJregi,γ is ubiquitous in JΣ(J#, Cˇ).
Now let J ∈ Jreg and let u ∈ M(H,J, γ) for some γ ∈ Γ(H). Since γ ∈ Γ(H) there exists
iu ∈ N so that u ∈ M(i, J, γ) for each i ≥ iu. Since J ∈ Jregi,γ for each i ≥ iu, there is a
neighborhood Nu,i of u in M(H,J
#, γ) so that the evaluation map ev|Σ×Nu,i is transverse to
fkJ |Ei,k,J for each k ≤ i and each i ≥ iu. Therefore since Sj ⊂ Sj+1 for all j ∈ N, we get that
ev is transverse to fkJ |Ei,k,J for each i, k ∈ N satisfying k ≤ i at each point u ∈ M(H,J, γ).
Hence Jreg ⊂ Jreg(H,J#, Cˇ) and so Jreg(H,J#, Cˇ) is ubiquitous.
Also M(H,J, γ#) is a manifold of dimension k where k is defined in (2.9) for each γ# ∈
Γ(H) and each J ∈ JΣ,reg(H,J#, Cˇ) by Proposition 9.17. 
10. Appendix C: Floer trajectories, Filtrations and Compactness.
Throughout this section we will use the following notation:
• Σ is a Riemann surface with n− negative cylindrical ends and n+ positive cylindrical
ends labeled by finite sets I−, I+ respectively,
• ιj : I± × T →֒ Σ is the cylindrical end corresponding to j for each j ∈ I±,
• β is a Σ-compatible 1-form and (κj)j∈I−⊔I+ are the weights of β at each cylindrical
end,
• Cˇ is a contact cylinder with associated Liouville domain D,
• H# := (Hj)j∈I−⊔I+ is a tuple of Hamiltonians and
• J# := (J j)j∈I−⊔I+ is a tuple of families of almost complex structures in JT(J0, V, ω).
Definition 10.1. Let (γj)j∈I−⊔I+ = (γ˜j , γˇj)j∈I−⊔I+ be capped loops where γ˜j : Σj −→ M
for each j ∈ I− ⊔ I+. A smooth map u : Σ −→ M partially converges to (γj)j∈I−⊔I+ if, for
each j ∈ I± there is a sequence a1, a2, a3, · · · ∈ (0,∞) tending to a∞ ∈ (0,∞] so that there is
a sequence of capped loops
(γkj )j∈I−⊔I+, k∈N = (γ˜
k
j , γˇ
k
j )j∈I−⊔I+,k∈N
where γ˜kj : Σ
k
j −→M for each j ∈ I− ⊔ I+, k ∈ N so that
• γ˜kj (γˇkj (t)) = u(±ak, t) for each t ∈ T, j ∈ I±, and k ∈ N,
• the surface uk : Sk −→M obtained by gluing
u|Σ−∪j∈I− ιj((−∞,−ak)×T)−∪j∈I+ ιj((ak ,∞)×T)
to each oriented surface γ˜kj , j ∈ I− ⊔ I+ is null-homologous for each k ∈ N and
• γkj C0 converges to γj in the space of capped loops as k −→∞ for each j ∈ I− ⊔ I+.
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Note that if u converges to capped 1-periodic orbits (γj)j∈I−⊔I+ as in Definition 2.13 then
it partially converges to these capped 1-periodic orbits. Also note that a∞ does not have to
be equal to ∞.
Definition 10.2. Let V be a vector space over R and ωV ∈
∧2 V ∗. A linear complex
structure JV : V −→ V is ω̂-semi tame if ωV (v, JV (v)) ≥ 0 for all v ∈ V . An almost complex
structure J on M is ω˜-semi tame for some ω˜ ∈ Ω2(M) if J |x is ω˜|x-semi tame for all x ∈ X.
Similarly, a smooth family of almost complex structures (Jσ)σ∈Σ′ is ω˜-semi tame if Jσ is
ω˜-semi tame for each σ ∈ Σ′.
Lemma 10.3. Let ω˜ ∈ Ω2(M) be closed 2-form. Let
(1) H := (Hσ)σ∈Σ be a Σ-compatible family of smooth functions (as in Definition 2.13)
with limits H#,
(2) let F := (Fσ)σ∈Σ be a smooth family of functions which is Σ-compatible with limits
F# = (F j)j∈I−⊔I+ and
(3) let J := (Jσ)σ∈Σ ∈ JΣ(V, J0, ω) be a Σ-compatible family of almost complex structures
with limits J#.
Suppose
• H is ω˜-compatible where F is the primitive associated to (H, ω˜) as in Definition 2.2,
J is ω˜-semi tame and
• d(fxβ) ≤ 0 for all x ∈M where
fx : Σ −→ R, fx(σ) := Fσ(x), ∀σ ∈ Σ.
Then for any solution u : Σ −→ M of the (H,J)-Floer equation which partially converges
capped loops (γj)j∈I−⊔I+ , we have∑
j∈I−
AκjHj ,ω˜,κjF j(γj) ≥
∑
j∈I+
AκjHj ,ω˜,κjF j(γj). (10.1)
Proof. The above inequality will follow from Stokes’ formula. Let ω̂β be a 2-form on Σ defined
by
ω̂β(Z1, Z2) := ω˜(du(Z1)−XHσβ(Z1), du(Z2)−XHσβ(Z2)), ∀ Z1, Z2 ∈ TσΣ, σ ∈ Σ.
In order to prove our Lemma, we will show
(1)
∫
Σ ω̂β ≥ 0 and
(2)
∫
Σ ω̂β ≤
∑
j∈I−
AκjHj ,ω˜,κjF j(γj)−
∑
j∈I+
AκjHj ,ω˜,κjF j(γj).
We will now prove (1). If j is the complex structure on Σ, it is sufficient for us to show
ω̂β(Z, jZ) ≥ 0 for all Z ∈ TΣ. Fix z ∈ Σ and Z ∈ TzΣ. Then ω̂β(Z, j(Z)) = ω˜(du(Z) −
XHσβ(Z), du(j(Z)) −XHσβ(j(Z))). Since u satisfies Floer’s equation (2.8), we get that the
above expression is equal to: ω˜(du(Z)−XHσβ(Z), Jσ(du(Z)−XHσβ(Z))) which is ≥ 0 since
J is ω˜-semi tame.
We now need to prove (2). We will do this by first modifying ω̂β and then applying
Stokes’ formula. Let us look at a holomorphic coordinate chart U inside Σ with holomorphic
coordinate z = s+ it and consider the vectors ∂s :=
∂
∂s , ∂t :=
∂
∂t at this point. Then
ω̂β(∂s, ∂t) = ω˜(du(∂s)−XHzβ(∂s), du(∂t)−XHzβ(∂t)) =
ω˜(du(∂s), du(∂t)) + β(∂s)ω˜(−XHz , du(∂t))−
β(∂t)ω˜(du(∂s),XHz ) + β(∂s)β(∂t)ω˜(XHz ,XHz) =
ω˜(du(∂s), du(∂t)) + β(∂s)dFz(du(∂t))− β(∂t)dFz(du(∂s)) =
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(u∗ω˜ + β ∧ u∗dFz) (∂s, ∂t).
Therefore
ω̂β|σ = u∗ω˜ + β ∧ u∗dFσ , ∀ σ ∈ Σ. (10.2)
Define F̂ : Σ −→ R, F̂ (σ) := Fσ(u(σ)). Since d(fxβ) ≤ 0 for all x ∈ M , we get by
Equation (10.2),
ω̂β|σ ≤ u∗ω˜ − d(F̂ β). (10.3)
Let (γj)j∈I−⊔I+ be the associated loops of the capped loops (γj)j∈I−⊔I+ . Since the maps
γkj from Definition 10.1 C
0 converge to γj as k tends to infinity, we have by Stokes’ formula,∫
Σ
d(F̂ β) =
∑
j∈I+
∫ 1
0
κjF
j
t (γj(t))dt −
∑
j∈I−
∫ 1
0
κjF
j
t (γj(t))dt. (10.4)
Let γj = (γ˜j , γˇj) be our capped loop where γ˜j : Σj −→ M for each j ∈ I− ⊔ I+. Since the
surface uk from Definition 10.1 is null-homologous for each k, we get the following equation∑
j∈I−
∫
Σj
(γ˜j)
∗ω˜ +
∫
Σ
u∗ω˜ =
∑
j∈I+
∫
Σj
(γ˜j)
∗ω˜. (10.5)
Therefore by (10.3), (10.4) and (10.5) we have∫
Σ
ω̂β ≤
∑
j∈I−
AκjHj ,ω˜,κjF j(γj)−
∑
j∈I+
AκjHj ,ω˜,κjF j(γj).
Therefore (1) and (2) hold and we are done. 
Definition 10.4. (see [Sch95, Definition 4.3.20]). Let γ := (γj)j∈I−⊔I+ be non-degenerate
capped 1-periodic orbits of (κjHj)j∈I−⊔I+ . Let H ∈ HΣ(H#, Cˇ) and J ∈ JΣ(J#, Cˇ) as
in Definition 2.13. A sequence (uk)k∈N in M(H,J, γ) geometrically converges to a broken
solution (u, v) of degree 1 where u : Σ −→M , v : R× T −→M if there exists
• m ∈ I±,
• a non-degenerate capped 1-periodic orbit γ̂ of κmHm and
• a sequence (sk)k∈N tending to ∞ if m ∈ I+ and −∞ if m ∈ I−
so that uk converges in C
∞
loc to u and uk ◦ ιm ◦ τk converges in C∞loc to v where
• u ∈M(H,J, γˇ) where γˇ = (γˇj)j∈I−⊔I+, γˇj =
{
γ̂ if j = m
γj otherwise
,
• v ∈M(κmHm, Jm, γ′) where γ′ = (γm, γ̂) if m ∈ I− and γ′ = (γ̂, γm) if m ∈ I+,
• τk is the map τk : Isk × T −→ I± × T, τk(s, t) := (s + sk, t) for each k ∈ N where
Isk := [−sk,∞) if m ∈ I+ and Isk := (−∞,−sk] if m ∈ I−,
• |(γˇj)j∈I− | − |(γˇj)j∈I+| = 0 and |γ̂| − |γm| = 1 if m ∈ I− and |γm| − |γ̂| = 1 if m ∈ I+.
We will call the capped 1-periodic orbit γ̂ the connecting orbit andm ∈ I−⊔I+ the connecting
index.
The following proposition is inspired by ideas from [CO15, Section 10.1].
Proposition 10.5. Suppose I− = {⋆} is a single element set and
• (aj−, aj+) ∈ Sc(Qj−)× Sc(Qj+) is a Cˇ-action interval,
• κjHj ∈ HT,reg(Cˇ, aj−, aj+), J j ∈ JT,reg(κjHj, Cˇ) and
• γj ∈ ΓZCˇ,aj
−
,aj+
(Hj)
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for each j ∈ I− ⊔ I+. Suppose Q⋆± ⊂ Qj± for each j ∈ I+ and
a⋆− ≤
∑
j∈I+
aj−|Q⋆− , a⋆+ ≤ a
j
+|Q⋆+ +
∑
j′∈I+−j
aj
′
−|Q⋆+ , ∀ j ∈ I+. (10.6)
Suppose |γ⋆| − |(γj)j∈I+| = 1. Let H ∈ HΣ(H#, Cˇ), J ∈ JΣ,reg(H,J#, Cˇ) and let (uk)k∈N be
a sequence in M(H,J, γ) where γ = (γj)j∈I−⊔I+.
Then there is a subsequence (ukj )j∈N which geometrically converges to a broken solu-
tion (u, v) of degree 1 as in Definition 10.4 so that the connecting orbit γ̂ is an element
of ΓZ
Cˇ,am
−
,am+
(Hm) where m is the connecting index.
Proof. Suppose that there is some m ∈ I± and some sequence sk ∈ I± so that the sequence
of maps
lk : T −→M, t→ ιm(sk, t)
C0 converges to a 1-periodic orbit l : T −→M . Let ηk = (η˜k, ηˇk) be the unique capped loop
with the property that its associated 1-periodic orbit is lk and where η˜
k is given by
• the catenation of ιm|(−∞,sm]×T and γ˜m if m ∈ I−
• or the catenation of ιj |[sj ,∞)×T (with the opposite orientation) and γ˜m if m ∈ I+
where γm = (γ˜
m, γˇm).
By a repeated Gromov compactness argument (e.g. [Sch95, Theorem 4.3.22]) applied to
cylinders and half cylinders, ηk converges to a capped 1-periodic orbit γ̂ whose associated
1-periodic orbit is l after passing to a subsequence. Now by Lemma 10.3,∑
j∈I+
AH,Cˇ(γj) ≤ AH,Cˇ(ηk) ≤ AH,Cˇ(γ⋆)
if m ∈ I− and
AH,Cˇ(γm) ≤ AH,Cˇ(ηk) ≤ AH,Cˇ(γ⋆)−
∑
j∈I+−m
AH,Cˇ(γj)
if m ∈ I+ for each k ∈ N. Hence by Equation (10.6), am− ≤ AH,Cˇ(ηk)|Qm− and am+ 
AH,Cˇ(η
k)|Qm+ for each k ∈ N and hence
am− ≤ AH,Cˇ(γ̂)|Qm− , am+  AH,Cˇ(γ̂)|Qm+ . (10.7)
Therefore γ̂ has to be non-degenerate. Hence by using the argument above one can show by
[Sch95, Theorem 4.3.21] that (after passing to a subsequence) (uk)k∈N geometrically converges
to a broken solution (u, v) of degree 1 with connecting orbit γ̂ satisfying Equation (10.7). 
Remark 10.6. There is also a parameterized version of Proposition 10.5 where we now have
H ∈ HΣ•(H#, Cˇ) and J ∈ JΣ•,reg(H,J#, Cˇ) for some smooth family of Riemann surfaces
Σ• := (Σt)t∈[0,1] where |γ⋆| − |(γj)j∈I+| = 0. The proof is also identical.
11. Appendix D: Flatness of Novikov rings.
Throughout this section we will fix a finitely generated abelian group (A, ·).
Definition 11.1. A rational polyhedral cone in (A⊗Z R)∗ is a cone of the form
Q :=
{
k∑
i=0
riwi : r0, · · · , rk ≥ 0
}
⊂ (A⊗Z R)∗
for some fixed elements w0, · · · , wk ∈ (A⊗Z Q)∗ ⊂ (A⊗Z R)∗ called generators of Q.
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Such a cone is closed and hence if, in addition, this cone is salient then we can define the
Novikov rings ΛA,QK and Λ
A,Q,+
K as in Definition 2.53. The aim of this section is to prove:
Proposition 11.2. Suppose K is Noetherian and let Q0, Q1 ⊂ (A⊗Z R)∗ be salient rational
polyhedral cones satisfying Q1 ⊂ Q0. Then ΛA,Q1K is a flat ΛA,Q0K -module.
The key idea of the proof is to show that there are appropriate subalgebras of ΛA,Qj ,
j = 0, 1 so that one is the completion of the other (Lemma 11.15) and so that appropriate
localizations of them recover ΛA,Qj , j = 0, 1 (Lemma 11.16). Before we prove Proposition
11.2, we need a few definitions and lemmas. Throughout this section we will assume that our
ring K is Noetherian.
Definition 11.3. Let Q ⊂ (A ⊗Z R)∗ be a closed salient cone. For each x ∈ A, let FQx be
the free K-module generated by elements of the set SQx := {a ∈ A : x Q a}.
Remark 11.4. When x = 0, FQ0 is a K-algebra with multiplication induced from the product
· on A and FQx is an ideal in FQ0 for each x ∈ A satisfying 0 Q x.
Definition 11.5. If R is a ring and x ∈ R, then we write (x)R for the ideal generated by x.
If it is clear which ring x lives in, then we write (x) = (x)R.
Lemma 11.6. Let Q ⊂ (A ⊗Z R)∗ be a closed salient cone. Then we have an equality of
ideals (FQx )m = (xm) in the K-algebra F
Q
0 for each x ∈ A, m > 0 satisfying 0 Q x.
Proof. Let x ∈ A satisfy 0 Q x and let m > 0. Since x ∈ FQx , we have (xm) ⊂ (FQx )m.
Now let a ∈ A satisfy x Q a. Then 0 Q a · x−1 which means that a · x−1 ∈ FQ0 . Hence
am = (a · x−1)mxm ∈ (xm). Since (FQx ) is an ideal generated by elements am satisfying
x Q a, we then get that (xm) = (FQx )m. 
Definition 11.7. Let Q ⊂ (A ⊗Z R)∗ be a closed salient cone. A Q-cofinal element is an
element y ∈ A satisfying 0 Q y so that the sequence (yn)n∈N is cofinal in (A,Q).
Lemma 11.8. Let Q0, Q1 ⊂ (A⊗Z R)∗ be closed salient cones so that Q1 ⊂ Q0. Then there
exists y ∈ A which is both a Q0 and Q1-cofinal element.
Proof. Since Q0 is salient and A is finitely generated, there exist elements y0, · · · , yk ∈ A
generating A as a group and satisfying 0 Q0 yi for each i = 0, · · · , k. Then 0 Q1 yi for
each i = 0, · · · , k as well since Q1 ⊂ Q0. Define y :=
∏k
i=0 yi. Now suppose x ∈ A satisfies
0 Qj x for some j = 0, 1. Then there exists l0, · · · , lk ∈ Z so that x =
∏k
i=0 y
li
i . Then
0 Qj x−1 · ymax
k
i=0 |li| and hence x Qj ymax
k
i=0 |li|. Therefore y is a Qj-cofinal element. 
Definition 11.9. Let R be a ring and I ⊂ R an ideal. We define the completion of R along
I to be the inverse limit of rings
R̂I := lim←−
m∈N
R/Im.
Lemma 11.10. Let Q ⊂ (A⊗ZR)∗ be a closed salient cone and let y be a Q-cofinal element.
The natural inclusion map of K-algebras FQ0 →֒ ΛA,Q,+K extends to an isomorphism
F̂Q0 (y)
∼=−→ ΛA,Q,+K .
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Proof. By Lemma 11.6 combined with the fact that y is a Q-cofinal element, we have
ΛA,Q,+K = lim←−
m∈N
FQ0 /(y
m).
by Equation (2.13). This proves our lemma since (ym) = (y)m for each m > 0. 
Definition 11.11. A multiplicative subset in a ring R is a subset closed under multiplication.
For a multiplicative subset S ⊂ R, we define the localization S−1R of R along S to be the
set of equivalence classes of pairs (r, s) ∈ R× S so that (r1, s1) ∼ (r2, s2) if and only if there
exists a t ∈ S so that t(r1s2 − r2s1) = 0, where addition and multiplication are defined via
the formulas
(r1, s1) + (r2, s2) = (r1s2 + r2s1, s1s2), (r1, s1)(r2, s2) = (r1r2, s1s2). (11.1)
If x ∈ R, we define Sx ⊂ R to be the smallest multiplicative subset containing x.
Lemma 11.12. Let Q ⊂ (A⊗ZR)∗ be a closed salient cone and let y be a Q-cofinal element.
Then the natural inclusion map ΛA,Q,+K →֒ ΛA,QK extends to an isomorphism of K-algebras
S−1y Λ
A,Q,+
K
∼=−→ ΛA,QK . (11.2)
Proof. Since FQx0x1 = x0F
Q
x1 for each x0, x1 ∈ A and since y−1 is −Q-cofinal, we have a natural
isomorphism
ΛA,QK = lim−→
m∈N
y−mΛA,Q,+K
by Equations (2.12) and (2.13). Therefore since y is invertible in ΛA,QK , we get by the definition
of direct limit (Definition 2.32) that elements of ΛA,QK are equivalence classes of pairs (x, y
m),
x ∈ ΛA,Q,+K , m > 0 where (x, ym) ∼ (x′, ym
′
) iff xym
′+k − x′ym+k = 0 for some k ≥ 0 and
where addition and multiplication satisfy formulas which are similar to (11.1). This proves
our lemma. 
We get the following immediate corollary of Lemmas 11.10 and 11.12.
Corollary 11.13. Let Q0, Q1 ⊂ (A ⊗Z R)∗ be closed salient cones so that Q1 ⊂ Q0 and let
y ∈ A be a Qj-cofinal element for j = 0, 1. Then we have the following commutative diagram
of K-algebras:
S−1y (F̂
Q0
0 (y)) Λ
A,Q0
K
S−1y (F̂
Q1
1 (y)) Λ
A,Q1
K
∼=
∼=
From now on, until the end of this section, we will let Q0, Q1 ⊂ (A⊗ZR)∗ be closed salient
cones so that Q1 ⊂ Q0 and let y be a Qj-cofinal element for j = 0, 1. We will also define
Rj := F
Qj
0 and Ij := (y)Rj for j = 0, 1.
Lemma 11.14. The natural map
K[A] = S−1y R
0 −→ S−1y R̂0I0 (11.3)
is injective.
Proof. The natural map R0 −→ R̂0I0 is injective since ∩m∈NIm0 = 0. Hence (11.3) is injective
by [Sta17, Tag 00CS]. 
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Lemma 11.15. The map
R1 ⊗R0 R̂0I0 −→ R̂1I1 (11.4)
induced by the natural inclusion maps extends to an isomorphism
̂
(R1 ⊗R0 R̂0I0)(1⊗y)
∼=−→ R̂1I1 . (11.5)
Proof. The map (11.4) induces an isomorphism
(R1 ⊗R0 R̂0I0)/(1 ⊗ ym) = (R1 ⊗R0 R0)/(1 ⊗ ym) ∼= R1/(ym)
for each m > 0. Taking the inverse limit as m → ∞ of this isomorphism gives us the
isomorphism (11.5). 
Note that we have natural inclusion maps
R1 →֒ S−1y R1 = K[A] = S−1y R0 →֒ S−1y R̂0I0
since y is not a zero divisor in R0 or R1.
Lemma 11.16. The map
Ψ : R1 ⊗R0 R̂0I0 −→ S−1y R̂0I0 (11.6)
induced by the natural inclusion maps extends to an isomorphism
Φ : S−11⊗y(R
1 ⊗R0 R̂0I0)
∼=−→ S−1y (R̂0I0). (11.7)
Proof. Since the map (11.6) sends 1⊗ y to y, we get that the map Φ is well defined. Also the
composition of the map S−11⊗y(R
0⊗R0 R̂0I0) −→ S−11⊗y(R1⊗R0 R̂0I0) with Φ is an isomorphism
and hence Φ is surjective. Finally, suppose c ∈ ker(Φ). Then, there exists m > 0 so that
c′ := (1⊗y)mc ∈ R1⊗R0 R̂0I0 . Now the natural map R1 −→ S−1y R̂0I0 is injective and S−1y R̂0I0
is a flat R̂0I0-module by [Sta17, Tag 00HT] and hence Ψ is injective. Hence c
′ = 0. Since
1 ⊗ y is invertible in S−11⊗y(R1 ⊗R0 R̂0I0), we get that c = 0 and hence Φ is injective. Hence
Φ is an isomorphism. 
Proof of Proposition 11.2. Since Qj is a rational polyhedral cone we get that R
j is a finitely
generated K-algebra by Gordan’s lemma [Ful93, Proposition 1, Section 1.2] and hence is
Noetherian by [Sta17, Tag 00FN] for j = 0, 1 since K is Noetherian. Hence R1 ⊗R0 R̂0I0
is Noetherian by [Sta17, Tag 0CY6], [Sta17, Tag 00FN] and [Sta17, Tag 05GH]. Therefore
̂
(R1 ⊗R0 R̂0I0)(1⊗y) is a flat R1 ⊗R0 R̂0I0-module by [Sta17, Tag 00MB]. Hence R̂1I1 is a flat
R1⊗R0 R̂0I0-module by Lemma 11.15. Therefore since S−1y R̂1I1 is a flat R1⊗R0 R̂0I0-module
by [Sta17, Tag 00HT (1)] combined with [Sta17, Tag 00HC] we get that S−1y R̂
1
I1 is a flat
S−11⊗y(R
1 ⊗R0 R̂0I0)-module by [Sta17, Tag 00HT (2)]. Hence S−1y R̂1I1 is a flat S−1y (R̂0I0)-
module by Lemma 11.16. Our proposition now follows from Corollary 11.13. 
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