Abstract We explain three methods for showing that the p-adic monodromy of a modular family of abelian varieties is 'as large as possible', and illustrate them in the case of the ordinary locus of the moduli space of g-dimensional principally polarized abelian varieties over a field of characteristic p. The first method originated from Ribet's proof of the irreducibility of the Igusa tower for Hilbert modular varieties. The second and third methods both exploit Hecke correspondences near a hypersymmetric point, but in slightly different ways. The third method was inspired by work of Hida, plus a group theoretic argument for the maximality of -adic monodromy with = p.
Introduction
Let p be a prime number, fixed throughout this note. Our central question is how to show that the p-adic monodromy of a modular family of abelian varieties is large.
Some clarification is called for.
• A 'modular family of abelian varieties' will be interpreted as a subvariety Z of a modular variety M of PEL type over an algebraically closed field k ⊃ F p defined by fixing some invariant for geometric fibres of the Barsotti-Tate group A[p ∞ ] → M with prescribed symmetries attached to the universal abelian scheme A → M.
• Example of such invariants include the p-rank, Newton polygon, or the isomorphism type of the Barsotti-Tate group with prescribed symmetries. Typically such a subvariety Z is stable under all prime-to-p Hecke correspondences on M; moreover any two geometric fibres of A[p ∞ ] → Z are isogenous via a quasi-isogeny which preserves the prescribed endomorphisms and polarizations.
• Theétale sheaf of such quasi-isogenies gives rise to a homomorphism ρ p = ρ p,Z from the fundamental group of Z to the group of Q p -points of a linear algebraic group G over Q p , defined up to conjugation. Often the target of the p-adic monodromy homomorphism ρ p is an open subgroup of G(Q p ). We abuse notation and denote this target group by G(Z p ).
• The expectation is that the p-adic monodromy is 'large', or 'maximal'. In other words, the image of ρ is expected to be equal to the target group G(Z p ), or equal to an open subgroup of G(Z p ) if we are less ambitious.
The first example of maximality of p-adic monodromy is a theorem of Igusa in [18] , when Z is the open dense subset of the modular curve corresponding to ordinary elliptic curves. See part (i) of Remark 2.3 for the statement of Igusa's theorem and part (ii) for comments on generalizations of Igusa's method based on local p-adic monodromy. For generalizations to higher-dimensional modular varieties, the best-known examples in chronological order are the ordinary locus of a Hilbert modular variety and the ordinary locus of a Siegel modular variety.
In the second example, Z is the open dense subset of a Hilbert modular variety M F attached to a totally real number field F , which classifies ordinary abelian varieties with endomorphisms by O F . The target of the p-adic monodromy homomorphism ρ p,F is the group (O F ⊗ Z Z p )
× of local units. Ribet showed that ρ p,F is surjective (see [24] and [10] ). Ribet's method in [24] and [10] is global and arithmetic in nature; it uses Frobenii attached to points over finite fields of the moduli space M F .
In the third example, Z is the ordinary locus of a Siegel modular variety A g,n , and the p-adic monodromy is equal to GL g (Z p ). See Theorem 2.1 for the precise statement and [11] and [12] for proofs. The proofs of Theorem 2.1 in [11] and [12] are based on considerations of local p adic monodromy (see Remark 2.3) .
In this article we explain three methods for proving the maximality of p-adic monodromy. Instead of pushing for the most general case with each method, we choose to illustrate the methods for the third example above, when Z is the ordinary locus in the Siegel modular variety A g,n . In other word, we offer three proofs * of Theorem 2.1. Each method can be applied to more general situations, such as a leaf or a Newton polygon stratum in a modular variety of PEL-type. See § 6 for the case of a leaf in a Siegel modular or the ordinary locus of a modular variety of quasi-split PEL-type U(n, n). See also [7, § 5] for more information about the irreducibility of non-supersingular leaves and the maximality of their p-adic monodromy in the case of Siegel modular varieties.
The first of the three proofs of Theorem 2.1 generalizes of an argument of Ribet in [24] and [10] to the situation when the target of the p-monodromy representation is noncommutative. The other two proofs follow a common thread of ideas, in that they both use Hecke correspondences with a given hypersymmetric point (in the sense of [6] ) as a fixed point; these Hecke correspondences form the local stabilizer subgroup H x0 of the given hypersymmetric point. In the second proof one applies the local stabilizer subgroup H x0 of a hypersymmetric point x 0 to a modular subvariety B x 0 with known p-adic monodromy to produce many subvarieties of Z with known p-adic monodromy. In the third proof one examines the action of the local stabilizer subgroup of a hypersymmetric point x 0 on a tower of finiteétale covers of Z which defines the p-adic monodromy representation ρ Z ; the result is that the image of the local stabilizer subgroup H x0 is contained in the image of the p-adic monodromy. The second proof was sketched in * In the second proof we assume that p > 2.
[5]. The third proof was inspired by Hida's work on p-adic monodromy in [14] (see also [16] ) and drew on an argument in [4] . The three proofs are explained in § § 3, 4 and 5, respectively. Sketches of the ideas of the proofs can be found at the beginning of these sections. In § 6 we indicate how the methods in this article can be applied to show the maximality of p-adic monodromy groups in various situations, including the ordinary locus of the modular variety of quasi-split PEL-type U(n, n) and leaves in Siegel modular varieties.
If we compare the above three methods for proving maximality of p-adic monodromy, the second and the third methods using Hecke correspondences have the aura of a 'purethought proof'; this is especially true for the third method. Since the last two methods depend on the existence of 'hypersymmetric points' in Z, there are situations when they do not apply, while Ribet's method is not burdened by such restrictions (see Remark 6.1 
where λ 0 is a principal polarization of an ordinary abelian variety A 0 over F p , and η 0 is a level-n structure on A 0 . Let
be the p-adic monodromy representation defined by the base point 
Remark 2.2. The special case of Theorem 2.1 when g = 1 is a classical theorem of Igusa in [18] . See Theorem 4.3 on p. 149 of [19] for an exposition of Igusa's theorem.
Remark 2.3.
(i) Igusa's proof uses the local monodromy at a point of A 1,n which corresponds to a supersingular elliptic curve. In this case the image of the local p-adic monodromy is already equal to the target group Z × p of the p-adic monodromy representation.
(ii) Ekedahl's proof in [11] shows that the p-adic local monodromy at a superspecial point of A g,n (i.e. a point which corresponds to the product of g copies of a supersingular elliptic curve) is already equal to GL g (Z p ). This is an exact generalization of Igusa's proof. In [11] Ekedahl used curves of genus two instead of abelian varieties, but it is clear that one can also use deformation theory of abelian varieties. See [21] for the case of Picard modular varieties, and [1] for deformations of p-divisible groups with large local p-adic monodromy. There is one disadvantage of the Igusa-Ekedahl method: substantial effort is required when one uses this method to compute the p-adic monodromy of a subvariety Z defined by p-adic properties of the universal Barsotti-Tate groups. The work is in constructing explicit local coordinates of this subvariety Z at a basic point z and the computation of the Galois group of suitable finite extensions of the function field of the formal completion of Z at z.
(iii) The proof in [12] is also based on local monodromy. It uses the arithmetic compactification theory to show that the p-adic local monodromy at a zero-dimensional cusp of the minimal compactification of A g,n is equal to SL g (Z p ). This method applies to fewer situations for two reasons. First, the modular variety M may be proper, i.e. the boundary of M may be empty. Even when the modular variety has a boundary, the Zariski closure of the modularly defined subvariety Z may not intersect the boundary of M. Secondly, when the boundary of M is not empty, the local monodromy at the boundary may be still be 'too small'. For instance in the case of a Hilbert modular variety M F,n over F p with (n, p) = 1, the local monodromy at a cusp in the minimal compactification of M F,n is the p-adic completion of the subgroup of units in O × F which are congruent to 1 modulo n. * Notice that the image of the local monodromy at a cusp is contained in the subgroup 
. It is well known that K is an imaginary quadratic field, and O is an order of 
Denote by H the unitary group attached to the semisimple Q-algebra End(A 0 ) ⊗ Z Q ∼ = M g (K) and the involution * . The reductive linear algebraic group H over Q is characterized by the property that
is identified with the set of all matrices C ∈ M g (K) such that C · * (C) = * (C) · C = Id g , and H(Q p ) is identified with the subset of all pairs (
We abuse notation and write H(Z p ) for the compact open subgroup pr
2.3.
Two features of the base point x 0 deserve attention.
(1) The abelian variety A 0 is hypersymmetric in the sense that
See [6] for more discussion on the notion of hypersymmetric abelian varieties.
(2) The order End(A 0 ) of the semisimple Q-algebra End(A 0 ) ⊗ Z Q is maximal at p. In view of (1) 
We indicate why the two definitions are equivalent. Let I be the subsheaf of theétale
which are compatible with the polarizations is naturally identified with G.
The projection
Similarly, the natural projection map I → I et is an isomorphism. Moreover, the homomorphisms 
Ribet's method revisited

Sketch of idea
The goal of this section is to prove Theorem 2.1 using Ribet's method in [10, 24] . Since the target of the p-adic monodromy homomorphism for the ordinary locus of Hilbert modular varieties is commutative, it was often thought that Ribet's method would have difficulty producing information beyond the abelianized p-adic monodromy. This is not the case at all. Indeed Ribet's method can be used to compute the p-adic monodromy of leaves in a Hilbert modular variety M F,n for instance, where the target of the p-adic monodromy homomorphism may be non-commutative (see [7, Theorem 4.5] ).
The proof of Theorem 2.1 in this section consists of a few lemmas in group theory, followed by the body of the proof in § 3.3. For instance Lemma 3.2 says that a suit-able congruence condition modulo p 2 on the characteristic polynomial of a semisimple conjugacy class in GL 2 (Z p ) ensures that the reduction modulo p of such a semisimple conjugacy class is a non-trivial unipotent conjugacy class in GL 2 (F p ). According to these lemmas, we only need to show that the image of ρ contains certain congruent classes modulo p 2 , in the case g = 2. The basic idea of the proof is as follows. Suppose we have two g-dimensional ordinary principally polarized abelian varieties A 1 , A 2 over a common finite field
A2 gives an element of the geometric fundamental group π 1 (A ord g,n , x 0 ), and its image under the p-adic monodromy homomorphism ρ p gives a conjugacy class of GL g (Z p ). See Remark 3.5 for further discussion about Frobenius at closed points. Of course there is ambiguity when one tries to form the difference between two conjugacy classes, but if we restrict ourselves to the case when the action of Fr A2 modulo p N lies in the centre of GL g (Z/p N Z), then the difference gives a well-defined conjugacy class in
There is a technical difference with [24] and [10] : we use Honda-Tate [17, [26] [27] [28] ] to produce abelian varieties over finite fields with real multiplications, instead of using [8] , which depends on Honda-Tate. One reason for this choice is to emphasize that Ribet's method applies to more general situations where the abelian varieties involved may not be ordinary.
Reduction to the case g = 2
The notation here is as in § 2.1. Recall that the target of the p-adic monodromy ρ is GL(
In Lie theory these 'standardly embedded' SL 2 are called 'root subgroups'. It is easy to see that the g − 1 standardly embedded subgroups
can be realized in terms of geometry of moduli spaces as follows. If we fix a level-n structure for the elliptic curve E 1 over F p , then for each subset J ⊂ {1, 2, . . . , g} with two elements of the form J = {j, j + 1} where j is an integer with 1 j g − 1, we have an embedding i J :
Here s 2 denotes the F ppoint of A ord 2,n which corresponds to the abelian surface E 1 × Spec(Fp) E 1 with the product principal polarization µ 1 × µ 1 and product level-n structure η 1 × η 1 . This embedding i J is defined by the family (
, where (A, λ, η) → A 2,n denotes the universal principally polarized abelian scheme with level-n structure over A 2,n . It is clear that the image of the composition
is contained in the J-block subgroup GL g (Z p ), and this image subgroup is naturally isomorphic to the image of the p-adic monodromy representation π 1 (A ord 2,n , s 2 ) → GL 2 (Z p ). Therefore, it suffices to prove Theorem 2.1 in the case when g = 2. This reduction step to the case g = 2 using the 'standardly embedded copies of A ord 2,n in A ord g,n ' already appeared in [11] .
Remark. Although not needed in this article, we note that it is possible to define the 'standard embedding' i J : A 2,n → A g,n for any subset J ⊆ {1, . . . , g} with two elements, as follows.
, where τ {1,2},{i,j} is the symplectic automorphism of (Z/nZ) n × (Z/nZ) n induced by the permutation σ {1,2},{i0,j0} of {1, . . . , n} which sends 1 to i 0 , 2 to j 0 , and
The last statement implies that the composition
is surjective for every m > 0. Hence H surjects to GL 2 (Z/p m Z) for every m > 0, and Lemma 3.1 follows.
Lemma 3.2. Let
Proof . Since the characteristic polynomial ofĀ is equal to 
Proof . The assumptions onH implies that it intersects non-trivially with every conjugacy class of GL 2 (F p ). It is a standard exercise in group theory that if a subgroup S of a finite group G intersects non-trivially with every conjugacy class in G, then S = G.
Remark 3.4.
(i) The point of Lemma 3.2 is that, by imposing congruence conditions on the characteristic polynomial of a semisimple element of GL 2 (Q p ) which belongs to GL 2 (Z p ), one can make sure that the reduction of this element is a non-trivial unipotent element of GL 2 (F p ). Of course this is a general phenomenon in the context of reductive group over local fields and not restricted to GL 2 .
(ii) The author claims no novelty whatsoever about Lemmas 3.1, 3.2 and 3.3. As pointed out by the referee, similar statements already appeared in Lemma 5 and Lemma 1 of [25] . Let H be the image of ρ p , and letH be the image of H in GL 2 (F p ). By Lemmas 3.1 and 3.3, it suffices to show thatH contains a non-trivial unipotent elementū ∈ GL 2 (F p ) and also an elementv such thatf (v) = 0 in M 2 (F p ).
Choose a quadratic polynomial f (T ) ∈ Z[T ] such that f (T ) splits over R and
); they are the real quadratic fields defined by f (T ) and g(T ) respectively. Let a f be the image of T in F f and let a g be the image of T in F g . Choose a positive integer n 1 such that (n 1 , np) = 1 and every element of the strict ideal class group of F f is represented by an ideal of O F f which divides n 1 O F f . Similarly, choose a positive integer n 2 such that (n 2 , np) = 1 and every element of the strict ideal class group of ), where n 3 is the least common multiple of n 1 and n 2 .
Apply the argument in [10, 24] : choose an element
. For s sufficiently large, the quadratic polynomials
A similar argument shows that the image of ρ p contains an element of GL 2 (Z p ) whose characteristic polynomial is congruent to g(T ) modulo p 2 . SoH contains a non-trivial unipotent element by Lemma 3.2. We conclude that H = GL 2 (Z p ) by Lemma 3.3.
Remark 3.5. At the end of the second-to-last paragraph of the proof in § 3.3, the statement that the 'difference' of two Frobenius elements at closed points gives an element of the geometric fundamental group is a consequence of the following general fact.
Let G 1 , G 2 be Barsotti-Tate groups over F q , and consider the natural action of Gal(F p /F q ) on the set 
Then the action of the arithmetic Frobenius element
φ = φ q on I is given by α → Fr G2/Fq • α • Fr
G1/Fq are quasi-isogenies but not elements of I.
The above assertion can be seen from the following diagram
where β and β are defined by the requirement that the diagram commutes. By definition of the Galois action on I, we have φ α = β. On the other hand, the composition Fr Gi × Id Fp • Id Gi ×σ is equal to the absolute q-Frobenius morphism for G i × Spec(Fq) Spec(F p ). The commutativity of the diagram implies that β = β. We have proved the assertion.
In 
Hecke translation of Shimura subvarieties
Notation and sketch of idea
We follow the notation in § 2.2. In addition, we assume that p > 2. See Remark 4.2 for the case when p = 2.
The idea of our second proof of Theorem 2.1 is as follows. The unitary group H attached to the semisimple algebra End(A 0 ) ⊗ Z Q ∼ = M g (K) with involution gives rise to Hecke correspondences on A 
g . Take an element γ ∈ H(Z (p) ). Such an element γ gives rise to a prime-to-p Hecke correspondence on A ord g,n which has x 0 as a fixed point; the image of B under this Hecke correspondence is a subvariety γ · B in A ord g,n such that ρ p (π 1 (γ · B, x 0 )) is equal to Ad(γ) · ∆, the conjugation of D by the image of γ in GL g (Z p ). An exercise in group theory tells us that subgroups of the form Ad(γ) · D generate GL g (Z p ). This proof was sketched in [5] .
Second proof of Theorem 2.1 when p > 2
Let B be the product of g copies of A 1,n , diagonally embedded in A g,n . Recall that E 1 is an ordinary elliptic curve over F p , A 0 is the product of g copies of E 1 , and λ 0 is the product principal polarization on A 0 . We 
By Igusa's theorem in [18] , the p-adic monodromy group of the restriction to B, i.e. ρ (Im(π 1 (B, x 0 ) → π 1 (A g,n , x 0 ) )), is naturally identified with the product of g copies of Z × p diagonally embedded in GL(T 0 ) ∼ = GL g (Z p ). Denote by D this subgroup of GL(T 0 ). Lemma 4.1. The image of the p-adic monodromy homomorphism
Proof of Lemma 4.1. Every element u ∈ H(Z (p) ) defines a prime-to-p isogeny from A 0 to itself respecting the polarization λ 0 . Such an element u ∈ H(Z (p) ) gives rise to
• a prime-to-p Hecke correspondence h on A g,n having x 0 as a fixed point, and
• an irreducible component B of the image of B under h such that B x 0 .
By the functoriality of the fundamental group, the image of the fundamental group 
End of the second proof
An exercise in group theory shows that the only closed normal subgroup which contains the subgroup of all diagonal matrices in GL g (Z p ) is GL g (Z p ) itself. Let N be such a normal subgroup. Then N contains all matrices of the form
and u is an upper triangular unipotent matrix in GL g (Z p ). Since p > 2, not every element of Z × p is congruent to 1 modulo p, therefore N contains all upper triangular unipotent matrices in GL g (Z p ). Similarly N contains all lower triangular unipotent matrices in GL g (Z p ). These unipotent matrices and D generate GL g (Z p ).
Remark 4.2.
When p = 2, the smallest closed normal subgroup of GL g (Z 2 ) which contains the group D of all diagonal matrices in GL g (Z 2 ) is the principal congruence subgroup U 1 of GL g (Z 2 ) of level 1, i.e. the subgroup consisting of all matrices in M g (Z 2 ) which are congruent to Id g modulo 2. In other words, the 2-adic monodromy generated by the fundamental group of the Hilbert modular variety attached to E = Q×· · ·×Q and its Hecke translates by the stabilizer at x 0 is equal to the principal congruence subgroup U 1 of GL g (Z 2 ). One way to get the full target group GL g (Z 2 ) is to use Hecke translates of the Hilbert modular variety attached to a totally real number field F with [F : Q] = g which is not totally split above p.
Remark 4.3.
In the proof of the key Lemma 4.1 it is important to know the image of the fundamental group π 1 (B , x 0 ) under the p-adic monodromy representation ρ p 'on the nose'; knowing it only up to conjugation is useless. One function of the chosen base point x 0 is to help identifying the subgroup ρ p (π 1 (B , x 0 ) ) of GL g (Z p ); this is possible because B passes through x 0 . The crucial property of A 0 that End(A 0 ) is large allows us to construct many subvarieties of the form B . The fact that End(A 0 ) is so large that the Z p -points of the unitary group attached to (End(A 0 ), * ) is already isomorphic to the target GL g (Z p ) of the homomorphism ρ has the following consequence. Subgroups of the form ρ p (π 1 (B , x 0 ) ) generate a normal subgroup of GL g (Z p ).
Hecke correspondence and p-adic monodromy
Notation and sketch of idea
We keep the notation that was used in § 2.2. Fix a positive integer m > 0. Consider the finiteétale cover π n;m : A g,n;m → A ord g,n over F p with Galois group GL g (Z/p m Z), where A g,n;m is the moduli space which classifies ordinary g-dimensional principally polarized ordinary abelian varieties (A, λ) with a level-n structure, plus an isomorphism The statement of Theorem 2.1 is equivalent to the assertion that A g,n;m is irreducible for every m > 0, since A ord g,n is known to be irreducible. It suffices to show that any two points y 1 , y 2 ∈ A g,n;m above the base point x 0 belong to the same irreducible component of A g,n;m . Choose an element h ∈ H(
Let h (p) ∈ =p H(Q ) be the finite prime-to-p component of h. Then y 1 belongs to the image of y 2 under the prime-to-p Hecke correspondence given by h (p) . Now one can apply (the argument of) the main result of [4] to conclude that y 1 and y 2 lie on the same irreducible component of A g,n;m . This finishes the sketch of the third proof of Theorem 2.1. The actual proof consists of Lemma 5.1 and Proposition 5.2: it is clear that together they imply Theorem 2.1.
5.2.
We recall the notion of abelian varieties up to prime-to-p isogenies. Denote by AV k the category of abelian varieties over k such that morphisms are homomorphisms of abelian varieties. Recall that an isogeny α : A → B between abelian varieties is said to be prime-to-p if Ker(α) is killed by an integer N not divisible by p. Denote by AV (p) k the category of abelian varieties over k up to prime-to-p isogenies, obtained by AV k by formally inverting all prime-to-p isogenies. The latter category has the same objects but more morphisms: Let A, B be abelian varieties over k. Then Hom AV k . We will use this notation when we want to consider an abelian variety as an object in AV
−→ B are equal if and only if there exists prime-to-p isogenies
Hecke correspondence on A g,n;m
We explain the action of the group Sp 2g (A 
− →Ẑ
(p) (1) over F p . Also we fix a 'standard symplectic pairing' · , · : (
given by the formula (
is a symplectic isomorphism, and ψ :
et is an isomorphism. In the above, the principal polarization λ induces a compatible system of pairings
while the standard pairing · , · on (Ẑ (p) ) 2g induces a compatible system of pairings
in the sense that
, a prime-to-p level structure η (p) as above gives rise to symplectic isomorphismŝ
We will use a slightly different description of the set of geometric points ofÃ g,(p);m . Let 
f ) is a symplectic isomorphism, and ψ : (Z/p m Z)
In the second description ofÃ g,(p),m (k) above, more symplectic isomorphismsη are allowed, becauseη is not required to come from an isomorphism
this is compensated by the fact that there are more isomorphisms in the category AV
We indicate how to go from the second description ofÃ g,(p);m (k) to the first description ofÃ g,(p);m (k). Let ([A],λ,η, ψ) be a quadruple as in the previous paragraph. Then there exists an abelian variety B over k and a prime-to-p-isogeny α : B → A, both defined up to unique isomorphisms, such that α −1η : (A Letη : (
f ) be the symplectic isomorphisms attached toη. There exists an abelian variety B over k and a prime-to-p isogeny α : B → A, unique up to unique isomorphisms, such that
induces symplectic isomorphismŝ 
is the product principal polarization on A 0 , and η 0 is a level-n structure on A 0 . Let 
Proof . The element h ∈ H(Z (p) ) is a prime-to-p isogeny from A 0 to itself which respects the polarization λ 0 . Let 
, we see from the definition of prime-to-p Hecke correspondences on A g,n;m that y 1 belongs to the image of y 2 under the prime-to-p Hecke correspondence induced by the elementη
Remark. A prominent feature of the above argument is the similarity to the product formula: if one changes the prime-to-p level structureη by the prime-to-p component h Notation as in Lemma 5.1. We offer two proofs: one by quoting [4] , the other by explaining the relevant part of the argument in [4] . Proof A. By Proposition 4.5.4 of [4] , z 1 and z 2 belong to the same irreducible component of the smooth F p -scheme A g,n;m . We need to explain why quoting [4] is legitimate. In [4] , the subvariety W is assumed to be a subscheme of A g,n , while in the present situation A g,n;m is a finiteétale cover of A ord g,n . However one can examine the argument in [4] and convince oneself that the same proof works in the present situation. Remark. The above proof of Theorem 2.1 was inspired by Hida's work on p-adic monodromy in [14] .
Remarks and comments
Remark 6.1. Let Γ be a finite-dimensional semisimple Q-algebra, and let O Γ be an 
6.1.
We indicate how the methods in § § 4 and 5 can be used to prove the maximality of p-adic monodromy, or equivalently the irreducibility of the Igusa tower, for the ordinary locus of a modular variety of quasisplit U(n, n) type. This irreducibility statement is useful for constructing p-adic L-functions for GL(n) (see [13] ). It is a special case of [14, Corollary 8.17 ] (see also [15, § 10] ). We refer to [13] , [14] and [15] for more information on the U(n, n) type modular variety and related algebraic groups.
Notation
Let K be a totally imaginary extension of a totally real number field F such that p is unramified in K and every prime ideal ℘ in O F splits in K. Let m 3 be an integer relatively prime to p. The modular variety M = M K,U(n,n),m over F p classifies quadruples (A → S, ι, λ, η), where S is a scheme over F p , A → S is an abelian scheme of relative dimension 2n[F : Q], ι : O K → End S (A) is a ring homomorphism, λ : A → A t is a principal polarization such that the Rosati involution induces complex conjugation on K, and η is a level m-structure. Moreover, one requires that the Kottwitz condition in [20] is satisfied for the quasisplit U(n, n) PEL-type for K/F . Under the present assumptions on K and p, the last condition for ordinary abelian varieties can be made explicit as 
which corresponds to the map
Denote by U the group consisting of all elements u ∈ (End O K ⊗Zp (A 0 [p ∞ ])) × such that u · * 0 (u) = * 0 (u) · u = 1. Let L be the subgroup of U consisting of all elements u ∈ U such that ν(u) = 1. We have a product decomposition
and L v is isomorphic to the subgroup of GL n (O Fv ) × GL n (O Fv ) consisting of all pairs (u 1,v , u 2,v ) with det(u 1,v ) · det(u 2,v ) = 1, for each place v of F above p.
With the above notation, the p-adic monodromy group for M ord is a continuous homomorphism
6.1.3. To use the method in § 4 or § 5 to show that ρ p is surjective, one needs a point x 0 of M ord (F p ) such that
To see the existence of such a hypersymmetric point, choose an ordinary elliptic curve E 0 over F p , a free O K -module N of rank n, and a O K -valued hermitian form ψ on N which induces an sesquilinear isomorphism from N to its O K -dual. Let (a) The intersection of the unitary group attached to (End(A 0 ), * 0 ) with the derived group of the quasi-split unitary group GU(n, n) for K/F has good reduction at p, and the group of Z p -points of this intersection is canonically isomorphic to L.
(b) The derived group of GU(n, n) is simply connected.
6.1.5. The methods of § § 5 and 4 can now be applied to the present situation.
(i) The method in § 5 is directly applicable in the above setting and gives the surjectivity of the p-adic monodromy homomorphism ρ p .
(ii) To use the method in § 4, we need a subvariety Z ⊂ M ord with known p-adic monodromy. Let E → A 
6.2.
We indicate how the three methods can be used to prove maximality of p-adic monodromy attached to a leaf in A g,n . We refer to [22] for the notion of leaves (see also [3, 7] ).
6.2.1. Let n 3 be a positive integer prime to p. Let C be a non-supersingular leaf in A g,n over F p ; C is a locally closed subscheme in A g,n which is smooth over F p such that C (F p 
