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Abstract. The study of citation contexts is an important element in
understanding the function of citations and categorizing the relationships
between works. One of the problems in this field is defining the size
of citation contexts. In this paper we propose the definition of citation
blocks (CB) that are citation contexts composed of one or more sentences
that are linked by coreference clusters. We describe the methodology for
the automatic processing and determining the boundaries of CB and
observe the different sizes of CB in the different sections of the IMRaD
structure of articles. The results are obtained from a sample of 70,000
citation contexts extracted from the PLOS dataset.
Keywords: Citation contexts · Coreference Resolution · Deep learning.
1 Introduction
In the bibliometric field, work on the study of the full text of articles offers both
fascinating perspectives and technological and conceptual limitations. While bib-
liographic metadata are well structured, dealing with text implies more complex-
ity in the processing of unstructured data. In many cases it is necessary to delimit
certain areas in the text in order to process the information contained in these
areas. A lot of research is based on the identification of textual spaces and ar-
gumentative zones e.g. (see Teufel [18] and [17]). From the point of view of the
rhetorical structure of articles, the IMRaD structure has already been studied
by [1]. Understanding citation acts is a necessary step in the categorization of
semantic relationships between works. The access to the full text of articles is
an essential step in this process and the Open Access and Open Science move-
ments play are favourable for the development of such approaches. Indeed, if
Peroni & Shotton (see [13]) have already proposed an ontological modelling of
references, bibliometricians are still looking for a theory of citation (see Cronin
[3]). The study of the full text of articles can provide relevant empirical results
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and contribute to the ontological population of these semantic web models. Us-
ing citation contexts is one of the tasks that is important to understand and
predict the behaviour of citation acts. For exemple, [16] analyze a dataset of 1.5
million computer science articles and more than 26 million citation contexts to
extract some feature to predict long-term citation behavior. Other research (see
[7]) shows that authors are sensitive to discourse structure. They analyze how
scientific works frame their contributions through different types of citations by
introducing a new dataset of nearly 2,000 citations annotated for their function.
Kaplan [8] has built a corpus of 38 articles from Computational Linguistics: Spe-
cial Issue on the Web as Corpus. The purpose of their work is to underline the
importance of using citation contexts for the synthesis of research documents.
To this end, we will propose a method for determining textual spaces that
facilitate the study of citation contexts in order to produce both qualitative and
quantitative analyses. To do this, we must focus on the concept of anaphora,
cataphora and deixis, as well as co-references in order to propose a methodology
to define meaningful textual spaces for the analysis of citation contexts. In recent
years, two approaches have coexisted in the treatment of citation contexts. The
first one is based on the segmentation of the text into sentences which, from a
linguistic point of view, represent a unit of meaning [1]; the second approach is
based on the choice of the size of a window, variable or not, which will deter-
mine the context around an in-text reference [2, 15, 17, 14, 4]. It is true that from
a quantitative point of view, choosing a window size involves a risk of overlap.
However, neither approach is satisfactory. The first generates a form of indeter-
minacy, the second induces an intrinsic noise. The choice of one or the other
approach is generally motivated by the nature of the tools and methods use, as
well as the desired result. An in-depth study of the context of citations shows
that the argumentation developed in the elements of the discourse by an author,
according to the rhetorical structure of an article, can introduce variations in
the semantic value of the relationship. We propose to address this issue through
the study of anaphoric relationships and co-references.
2 Research Problem
The treatment of semantic-pragmatic phenomena such as anaphora, cataphora
and deixis is of central importance to us in the analysis and categorization of
citation acts. We will therefore define these notions in order to show their im-
portance, and also, by the nature of these relationships, the existence of a space
where these relationships can be expressed. We face a problem of co-references
and anaphorical relations. Halliday and Hasan ([6]) use the notion of cohesion
to define the nature of the anaphoric relationship. A referential object is called
an anaphora when it refers to its antecedent. It may be a previously introduced
expression but does not necessarily designate the same entity as that expression.
The anaphora may be grammatical, lexical, nominal or pronominal in nature, but
also adverbial, verbal, summarizing, associative, etc., underlining the complexity
of this phenomenon. The process of searching for this precedent is generally re-
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ferred to as ‘anaphora resolution’. A co-reference can be defined as a reference to
the same entity whose context alone can establish the link between the two ex-
pressions. This can lead to the successive identification of corefential chains (see
Mitkov 1989). We also face a problem of contextual and co-referential space.
From a linguistic point of view, Kleiber [9] refers to "the immediate environ-
ment" as the "linguistic context" for anaphors and "the immediate denunciation
situation" for deictics (see [12]). The consideration of a space based on the work
around the anaphors makes sense and can provide a solution to the limitations
presented by [14, 15].
Fig. 1. Coreference clusters and citation blocks
This problem leads us to hypothesize that the space of citation contexts
must be extended beyond the sentence and within a space delimited by criteria
of a semantic/linguistic nature and not quantitative, i.e. according to a window
delimited by numerical values. To do this, we propose to study for this paper
co-referential relationships in order to determine their presence or not, and if
so, what is the size of this co-referential space. As an example, figure 1 shows
the textual space around an in-text reference. The expressions “this inference”
belong to a coreference cluster and are in the first and second sentence. The
citation block (CB) is thus delimited by these two sentences.
3 Method
For the following experiment, we have taken as example a corpus of 70,000 in-
text references extracted from articles published by PLOS. Our dataset contains
in-text references and their contexts chosen randomly from each of the 7 PLOS
journals (10,000 citation contexts from each journal). The articles were down-
loaded in XML format and for each in-text reference we have extracted the
metadata related to the article, the metadata related to the cited work, the title
of the section, as well as the paragraph containing the in-text reference that
will be further processed for the identification of the citation block. The section
titles follow, for the large majority of the articles, the IMRaD structure (Intro-
duction, Methods, Results and Discussion). This structure for the PLOS corpus
has already been extensively studied in relation with in-text references (see [1]).
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We have processed the section titles to identify the section type for each in-text
reference and in the rest of the article the sections are coded with the letters
I, M, R and D. A small portion of the section titles did not follow this pattern
and could not be classified as I, M, R and D. They were excluded from the sam-
ple. From an implementation point of view, we have used the latest advances in
the field of co-referencing. We annotated the corpus from the allenNLP libraries
[5] dealing with co-references and based on the end-to-end coreference resolution
model [10]. This model surpasses all previous work with two specific points: they
do not use a syntax analyzer and they do not use a manual mention detector.
For each in-text reference, we first identify the textual space (TS) that can pos-
sibly be related to the reference through the use of coreference and anaphoric
expressions in the following way: TS is composed of the sentence containing the
in-text reference and all the following sentences until a new in-text reference is
encountered within the same paragraph. In fact, we consider two types of bound-
aries that delimit the TS related to in-text references: paragraph breaks and the
presence of other references. In fact, when a new in-text reference is encountered
in a paragraph, we suppose that the sentences immediately following this ref-
erence could be related to it, provided that they do not contain other in-text
references. To identify all textual elements that belong to coreference clusters
in the sentences we have used the python library AllenNLP , which implements
coreference resolution using the method described in [10]. Coreference clusters
are sets of text elements, that can be words or sequences of words. The elements
of a coreference cluster can belong to the same sentence or to different sentences.
In the later case, the coreference cluster establishes a link between these different
sentences. We consider that sentences that contain elements of the same coref-
erence cluster should belong to the same citation block (CB). Given an in-text
reference and its TS, we consider that the beginning of the CB is the sentence
containing the in-text reference and the end of the CB is the last sentence in
TS that is linked to this first sentence by the coreference clusters. In the case
when the TS is composed of only one sentence, there is no need to identify the
coreference clusters as the citation block is also composed of one sentence.
4 Results
Our aim is to observe the trends in the different journals and section types of
the IMRaD structure. Table 1 presents the average sizes in sentences of TS, as
well as the percentage of TS having only one sentence. We observe that the sizes
of TS are relatively small for all introduction sections (between 1.43 and 1.97
sentences) and much larger for the results and methods sections (between 2.52
and 3.07). This result is consistent with the fact that in-text references are less
frequent in the results and methods sections, as observed by [1]. The last column
of this table gives the percentage of TS that contain only one sentence. These TS
are for the most part in the introduction section and account for about half of
all TS. In our approach, when the TS has only one sentence, the citation block
has the same size and no analysis of the coreference clusters in necessary.
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Table 1. Sizes of TS in the different journals and section types
Journal Introduction Method Result Discussion
? † ? † ? † ? †
pbio 1.59 61.53% 2.53 42.52% 2.76 42.52% 2.15 47.91%
pcbi 1.97 54.21% 2.52 41.76% 2.61 39.10% 2.42 37.46%
pgen 1.62 64.27% 2.80 36.70% 2.71 37.54% 2.17 47.46%
pmed 1.57 68.08% 2.78 35.46% 2.68 39.55% 1.93 52.80%
pntd 1.43 73.43% 2.67 37.85% 2.67 38.73% 2.10 45.68%
pone 1.60 66.92% 2.49 42.04% 2.84 38.88% 2.05 50.61%
ppat 1.52 68.33% 2.94 37.81% 3.07 31.95% 2.05 47.00%
?: Sentences in TS (average)
†: Percentage of TS with 1 sentence
Table 2 presents the numbers and percentages of TS with 1 sentence (49.74%)
and with two or more sentences. The latter are divided in two groups: TS without
coreference clusters (9.16%) and TS with 1 or more coreference clusters (41.10%).
The further analysis will be done on the TS with 1 or more coreference clusters
in order to delimit the citation blocks (CB) and evaluate the difference in the
size of TS and CB that we obtain.
Table 2. Numbers of TS with 1 sentence and 2 or more sentences in IMRaD
Figure 2 presents the final result which is the average sizes of TS and CB for
the different section types of the IMRaD structure. We observe that on average
CB tend to be smaller than TS by about 1 sentence, and this for all sections. In
fact, the sizes of CB vary between 1.79 and 2.88 sentences, the largest size being
in the results section. Table 2 and Figure 2 are there to show the importance of
the phenomenon of co-references in the study of citation contexts. This study
could have been a negative study if the anaphoric relationships would have been
weak, which is not the case and the phenomenon cannot be ignored.
5 Discussion and Conclusion
The methodological and conceptual limitations of this study are the nature of
the co-reference resolution tools, which must be finer and offer more detailed
analyses. Indeed, we will not discuss here the case of deictics, which is never-
theless essential. [12]) From a linguistic point of view, it would be necessary, on
the one hand, to extend the discussion around this "place of existence" of the
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Fig. 2. Average sizes of TS and CB in sentences with respect to IMRaD
reference, to the study of endophores, namely anaphora and cataphora, from the
point of view of the reference when it refers to a statement that may be a segment
(segmental) or a longer statement (resomptive) [11]. This citation block model
should eventually make it possible to better understand the nature of citation
acts, to have a consensus on the spaces that carry information for the semantic
categorization of citation contexts and to propose finer corpora dedicated to this
task. It will be necessary to differentiate between anaphoric relationships and
co-references. The processing operations will not be the same from the linguis-
tic point of view and the implementation of automatic text processing tools,
in order to achieve a better understanding of the mechanisms of citation acts.
This paper presents an original approach in the sense that it invites us to take
this linguistic phenomenon into account as a basis for the study of citation con-
texts. This study must be considered as a necessary and not sufficient solution.
For this study to be complete, it is still necessary to determine the accuracy
perimeter of End-to-end Neural Coreference Resolution Model approaches. To-
day, this is a promising approach that removes a technological lock around the
identification of co-references. Without a mature solution around the identifica-
tion of co-references and especially without evaluation, this type of model will
remain conceptual. However, it seems that this type of modeling is promising
in the sense that the information characterizing the citation contexts is finally
defined in a space now identified. The perspectives of this work around this work
focus on the problems of identifying co-references and anaphoric relationships
with shallow neural networks. It is also necessary to evaluate and improve this
identification by proposing learning dataset to dedicate this task to the specific
processing of scientific articles.
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