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Abstract
We prove a result of existence and uniqueness of solutions to forward–backward stochas-
tic di3erential equations, with non-degeneracy of the di3usion matrix and boundedness of the
coe6cients as functions of x as main assumptions.
This result is proved in two steps. The 8rst part studies the problem of existence and unique-
ness over a small enough time duration, whereas the second one explains, by using the connection
with quasi-linear parabolic system of PDEs, how we can deduce, from this local result, the ex-
istence and uniqueness of a solution over an arbitrarily prescribed time duration. Improving this
method, we obtain a result of existence and uniqueness of classical solutions to non-degenerate
quasi-linear parabolic systems of PDEs.
This approach relaxes the regularity assumptions required on the coe6cients by the Four-Step
scheme. c© 2002 Elsevier Science B.V. All rights reserved.
Keywords: Existence and uniqueness; Forward–backward stochastic di3erential equations; Gradient
estimate; Quasi-linear equations of parabolic type
0. Introduction
∀N ∈N, the notations 〈 ; 〉 and | | stand for the euclidian scalar product and the
euclidian norm on RN .
Let T be a non-negative real, (;A;P) a probability space, and (Bt)06t6T
a P-dimensional Brownian motion, whose natural 8ltration, augmented with N is
denoted by {Ft}06t6T , where
N= {F ⊂ ; ∃G ∈A; F ⊂ G; P(G) = 0}:
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Let us consider in addition a 8ltration {Gt}06t6T , satisfying the usual conditions,
and such that (Bt)06t6T is still a {Gt}-Brownian motion. (So, we have ∀t ∈ [0; T ];
Ft ⊂ Gt .)
Moreover, let
(A1.0): f : [0; T ]× RP × RQ × RQ×P → RP;
g : [0; T ]× RP × RQ × RQ×P → RQ;
 : [0; T ]× RP × RQ → RP×P;
h :RP → RQ;
be measurable functions with respect to the borelian -8elds.
For any RP valued and G0-measurable random vector , satisfying E||2¡∞, we
are seeking an RP × RQ × RQ×P valued and {Gt}-progressively measurable process
(Xt; Yt ; Zt)06t6T , solution of the problem:
(E)


∀t ∈ [0; T ];
Xt = +
∫ t
0
f(s; Xs; Ys; Zs) ds+
∫ t
0
(s; Xs; Ys) dBs;
Yt = h(XT ) +
∫ T
t
g(s; Xs; Ys; Zs) ds−
∫ T
t
Zs dBs;
E
∫ T
0
(|Xt |2 + |Yt |2 + |Zt |2) dt ¡∞:
The aim of the following work is to present su6cient conditions on the coe6cients
of the FBSDE (E) to insure existence and uniqueness of a solution to such an equation.
In fact, having chosen deterministic coe6cients f; g; h and  allows us to use the
very strong link which exists between such kind of FBSDE and quasi-linear parabolic
systems of PDEs: to the problem (E) is associated the system:
(E′)


∀(t; x)∈ [0; T ]× RP; ∀‘∈{1; :: ; Q};
@‘
@t
(t; x) +
1
2
P∑
i; j=1
ai; j(t; x; (t; x))
@2‘
@xi @xj
(t; x)
+
P∑
i=1
fi(t; x; (t; x);∇x(t; x)(t; x; (t; x)))@‘@xi (t; x)
+g‘(t; x; (t; x);∇x(t; x)(t; x; (t; x))) = 0;
∀x∈RP; (T; x) = h(x);
with,
∀(t; x; y)∈ [0; T ]× RP × RQ; a(t; x; y) = ∗(t; x; y):
Several articles have already studied or used this connection between FBSDEs and
quasi-linear PDEs.
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For example, inspired by the earlier work of Ma and Yong (1995) and widely using
the results of Ladyzenskaja et al. (1968) on systems of type (E′), Ma et al. (1994) have
introduced the so called four step scheme and proved that, under quite strong regularity
assumptions on the coe6cients and non-degeneracy of the di3usion coe6cient of the
forward equation, the problem (E) admits a unique solution. Recently, in the same
spirit, Hu and Yong (2000) have relaxed these regularity assumptions to obtain an
existence (but not uniqueness) result for a subclass of the FBSDEs of type (E) (in
particular, they assume f to be independent of z).
Considering systems of type (E) with random coe6cients, Pardoux and Tang (1999)
have established, by means of a purely probabilistic approach, and as soon as the
coe6cients satisfy a quite simple monotonicity condition, an existence and uniqueness
result. This case allows the matrix  to be degenerate. Moreover, the authors have
deduced how, under appropriate assumptions, the solution of the problem (E) provides
a viscosity solution to the problem (E′), and therefore have introduced a new way of
connecting FBSDEs with quasi-linear PDEs.
Several other results give su6cient conditions to insure the unique solvability of
FBSDEs of a more general form (in such cases, the matrix  is allowed to depend on
z). Among them, we mention Hu and Peng (1995) as well as Peng and Wu (1999)
who have established an existence and uniqueness result under certain monotonicity
conditions (di3erent from the one of Pardoux and Tang, 1999). Observing these latter
approaches, Yong (1997) has introduced the notion of bridge in order to compare in a
very general way the nature (i.e. the solvability) of two di3erent equations. Applying
this technique, the author recovers the cases treated by Hu and Peng (1995) and Peng
and Wu (1999), and obtains some results on linear systems. Using some functional
analysis, these latter ones are extended in Yong (1999).
Finally, let us note that some of these results are also presented in the recent mono-
graph on the subject by Ma and Yong (1999).
The approach, which is presented here, deals with the non-degenerate case. It is
based both on probabilistic techniques and on some PDE results. We proceed in two
steps.
We 8rstly give, (see also Antonelli, 1993; Pardoux and Tang, 1999), under quite
classical assumptions (monotonous-Lipschitzian coe6cients) and by means of a 8xed
point theorem, a result of existence and uniqueness in the case of a small enough time
duration T (Theorem 1.1). We then aim to extend by means of an induction this local
result to a global one. Actually, as explained in our paper, the crucial point of such a
method is the control of the length of the interval on which Theorem 1.1 insures us
existence and uniqueness of the solution.
Then, using some estimates of the gradient of solutions of quasi-linear parabolic
systems of PDEs (see Ladyzenskaja et al., 1968), we prove that under appropriate
assumptions (non-degeneracy of  and boundedness of the coe6cients as functions
of x) this control is e6cient: this means that, when extending with an induction the
small time duration result to a large time duration one, this length does not become
too small. We 8nally obtain a global existence and uniqueness theorem (Theorem 2.6),
which certainly is our main result. By the way, let us note that Hu and Yong (2000)
have used the same kind of PDE estimates to establish their existence result under more
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restrictive assumptions than ours, which constitutes in the end and roughly speaking
one of the two sides of our theorem.
Actually, our approach also improves the result of Ma et al. (1994), by relaxing the
regularity conditions that the four step scheme requires. In fact, we feel, as soon as
the matrix  is non-degenerate, that the assumptions needed in our theorem to insure
the unique solvability of the problem (E) are rather weak, and in the end seem quite
natural when compared with the usual result for classical SDEs. Moreover, we think
that the iterative scheme that we expose in this paper to enlarge the local result to a
global one, is quite Nexible and could be applied to other classes of FBSDEs.
Our paper is organized as follows. Section 1 is devoted to the proof of existence
and uniqueness of solutions over a small enough time duration. We also present some
properties of the solutions, like continuous dependence upon the initial conditions and
upon the coe6cients. In Section 2, we prove our main result (existence and uniqueness
under a non-degeneracy assumption) by showing how to deduce the global result from
the theorem of local existence and uniqueness. Section 3 gives some extensions of
the latter theorem: on one hand, we deal with a case where the coe6cients are only
locally monotonous-Lipschitzian, and on another one, we propose an extension of the
uniqueness property to a larger set of non-standard FBSDEs.
Finally, we have added three appendices. In Appendices A and B, we deal with the
regularity of the map (t; x) → Y t;xt . Using a method inspired by the one developed by
Pardoux and Peng (1992) as well as PDE estimates of Ladyzenskaja et al. (1968), we
deduce a theorem of existence and uniqueness of solutions to the system (E′) under
a non-degeneracy assumption (this result is close to the one given in Ladyzenskaja
et al., 1968). As another application, we prove, in Appendix C, a result of existence
and uniqueness of solutions in a special case (essentially, P = Q = 1), which allows
the di3usion coe6cient to be degenerate.
1. Existence and uniqueness in small time duration
Assumption (A1). We say that the functions f; g; h and  satisfy Assumption (A1) if
there exist two constants K and ! such that they satisfy both (A1.0) and the following
properties:
(A1:1): ∀t ∈ [0; T ]; ∀(x; y; z)∈RP × RQ × RQ×P and ∀(x′; y′; z′)∈RP × RQ × RQ×P;
|f(t; x; y; z)− f(t; x; y′; z′)|6K (|y − y′|+ |z − z′|);
|g(t; x; y; z)− g(t; x′; y; z′)|6K (|x − x′|+ |z − z′|);
|h(x)− h(x′)|6K |x − x′|;
|(t; x; y)− (t; x′; y′)|26K2 (|x − x′|2 + |y − y′|2):
(A1:2): ∀t ∈ [0; T ];∀(x; y; z)∈RP × RQ × RQ×P and ∀(x′; y′)∈RP × RQ;
〈x − x′; f(t; x; y; z)− f(t; x′; y; z)〉6K |x − x′|2;
〈y − y′; g(t; x; y; z)− g(t; x; y′; z)〉6K |y − y′|2:
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(A1:3): ∀t ∈ [0; T ]; ∀(x; y; z)∈RP × RQ × RQ×P;
|f(t; x; y; z)|6! (1 + |x|+ |y|+ |z|);
|g(t; x; y; z)|6! (1 + |x|+ |y|+ |z|);
|(t; x; y)|6! (1 + |x|+ |y|);
|h(x)|6! (1 + |x|):
(A1:4): ∀t ∈ [0; T ]; ∀(x; y; z)∈RP × RQ × RQ×P; the functions u → f(t; u; y; z) and
v → g(t; x; v; z) are continuous.
Theorem 1.1 (Existence and uniqueness in small time duration). Assume that (A1) is
in force. Then; for every G0-measurable random vector ; satisfying E||2¡∞; every
solution (Xt; Yt ; Zt)06t6T of the problem (E) satis:es:
(i) (Xt)06t6T and (Yt)06t6T are continuous;
(ii) E(sup06t6T |Xt |2 + sup06t6T |Yt |2)¡∞.
Moreover, there exists a constant C(1)K ¿ 0, only depending on K , such that for
every T6C(1)K , for every G0-measurable random vector , satisfying E||2¡∞, the
problem (E) admits a unique solution.
Remark. This result cannot be extended to the more general case where:
 : [0; T ]× RP × RQ × RQ×P → RP×P;
∀t ∈ [0; T ]; ∀(x; y; z)∈RP × RQ × RQ×P;∀(x′; y′; z′)∈RP × RQ × RQ×P;
|(t; x; y; z)− (t; x′; y′; z′)|26K2 (|x − x′|2 + |y − y′|2 + |z − z′|2);
i.e. to the case where  explicitly depends on the variable z; and where the applications
f; g; h; and  only satisfy Lipschitz conditions. Indeed; we just have to consider the
following problem:


∀t ∈ [0; T ];
Xt = x +
∫ t
0
Zs dBs;
Yt = XT −
∫ T
t
Zs dBs;
E
∫ T
0
(|Xs|2 + |Ys|2 + |Zs|2) ds¡∞
which has an in8nite number of solutions.
Let us prove Theorem 1.1.
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Proof. Let (Xt; Yt ; Zt)06t6T be a possible solution of the problem (E). Then; (i) is just
a consequence of the property (A1.3) and of the inequality:
E
∫ T
0
(|Xt |2 + |Yt |2 + |Zt |2) dt ¡∞:
Moreover, (ii) can be proved by using standard estimates and Burkholder–Davis–
Gundy’s inequalities.
Let us now prove existence and uniqueness of the solution in the case of a small
enough T . Actually, we 8rst show that there exists a unique {G0t }06t6T -progressively
measurable solution, where:
∀t ∈ [0; T ]; G0t = G0 ∨Ft :
We shall next prove that this solution is also the unique {Gt}06t6T -progressively
measurable solution.
Note that the 8ltration {G0t }06t6T satis8es the usual conditions and that (Bt)06t6T
is a {G0t }06t6T -Brownian motion. Moreover, thanks to Theorem 4.33 of Chapter III
(p. 176) of Jacod and Shiryaev (1987), we know that every {G0t }06t6T local
martingale can be represented as a stochastic integral with respect to B.
For the moment, let us consider for a natural integer N the following spaces:

H 2T (R
N ) space of {G0t }-progressively measurable processes
' : × [0; t]→ RN | ‖'‖22 = E
∫ T
0
|'t |2 dt ¡∞;
S2T (R
N ) space of continuous {G0t }-adapted processes
' : × [0; T ]→ RN | ‖'‖22;∗ = E sup[0;T ] |'t |2¡∞:
We consider the map:
) : S2T (R
P)× S2T (RQ)× H 2T (RQ×P)→ S2T (RP)× S2T (RQ)× H 2T (RQ×P)
(X; Y; Z) → ( QX ; QY ; QZ);
where ( QX ; QY ; QZ) is de8ned as follows:

∀t ∈ [0; T ];
QX t = +
∫ t
0
f(s; QX s; Ys; Zs) ds+
∫ t
0
(s; QX s; Ys) dBs;
and 

∀t ∈ [0; T ];
QY t = h( QX T ) +
∫ T
t
g(s; QX s; QY s; QZs) ds−
∫ T
t
QZs dBs;
E
∫ T
0
| QZs|2 ds¡∞:
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The process ( QX t)06t6T is built as a solution of a forward SDE, whereas the couple
( QY t; QZt)t∈[0;T ] is built as a solution of a backward SDE.
In fact, solutions of BSDEs are usually built with respect to the couple ((Bt)06t6T ,
{Ft}06t6T ) (see for example Pardoux, 1999). However, thanks to the choice of
{G0t }06t6T , we have seen that the representation theorem is still valid with respect
to the couple ((Bt)06t6T , {G0t }06t6T ). Hence, we let the reader see that the theorem
of existence and uniqueness of solutions to BSDEs given in Pardoux (1999) can be
extended to our case.
Actually, we want to prove that there exists a constant C(1)K ¿ 0, only depending
on K , such that for T6C(1)K ; ) is a contraction. To this end, we 8rstly assume
that T6 1, and we consider (X; Y; Z) and (U; V;W ) in S2T (R
P)× S2T (RQ)×H 2T (RQ×P).
We put
( QX ; QY ; QZ) = )(X; Y; Z); ( QU; QV ; QW ) = )(U; V;W ):
Hence, from Itoˆ’s formula and Assumption (A1), there exists a constant -K , only
depending on K , such that
E sup
06t6T
| QX t− QUt |26 -K
[
E
∫ T
0
(| QX s− QUs|(| QX s− QUs|+ |Ys−Vs|+ |Zs−Ws|)) ds
+ E
∫ T
0
(| QX s − QUs|2 + |Ys − Vs|2) ds
]
+2E sup
[0;T ]
∣∣∣∣
∫ t
0
〈 QX s − QUs; ((s; QX s; Ys)− (s; QUs; Vs)) dBs〉
∣∣∣∣ :
Using Burkholder–Davis–Gundy’s inequalities, and modifying -K if necessary,
E sup
06t6T
| QX t− QUt |26 -K
[
E
∫ T
0
(| QX s− QUs|(| QX s− QUs|+ |Ys−Vs|+ |Zs−Ws|)) ds
+E
∫ T
0
(| QX s − QUs|2 + |Ys − Vs|2) ds
+E
(∫ T
0
| QX s − QUs|2(| QX s − QUs|2 + |Ys − Vs|2) ds
)1=2]
:
Using standard estimates, and modifying -K once again if necessary, we have
E sup
06t6T
| QX t − QUt |2
6 -KT 1=2
(
E sup
06s6T
| QX s − QUs|2 + E sup
06s6T
|Ys − Vs|2 + E
∫ T
0
|Zs −Ws|2 ds
)
:
In particular,
(1− -KT 1=2)E sup
06t6T
| QX t − QUt |2
6 -KT 1=2
(
E sup
06s6T
|Ys − Vs|2 + E
∫ T
0
|Zs −Ws|2 ds
)
: (1.1.1)
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Moreover, Itoˆ’s formula shows that ∀t ∈ [0; T ],
| QY t − QVt |2 +
∫ T
t
| QZs − QWs|2 ds
= |h( QX T )− h( QUT )|2 + 2
∫ T
t
〈 QY s − QVs; g(s; QX s; QY s; QZs)− g(s; QUs; QVs; QWs)〉 ds
− 2
∫ T
t
〈 QY s − QVs; ( QZs − QWs) dBs〉: (1.1.2)
Now, the estimate
E
(∫ T
0
| QY s − QVs|2| QZs − QWs|2 ds
)1=2
6E
(
sup
06s6T
| QY s − QVs|2 +
∫ T
0
| QZs − QWs|2 ds
)
¡∞;
proves from Burkholder–Davis–Gundy’s inequalities that
∀t ∈ [0; T ]; E
∫ T
t
〈 QY s − QVs; ( QZs − QWs) dBs〉= 0
and implies, using Assumption (A1), that there exists a constant -′K , only depending
on K , such that:
E
∫ T
0
| QZs − QWs|2 ds6 -′K
[
E| QX T − QUT |2
+E
∫ T
0
(| QY s− QVs|(| QX s− QUs|+ | QY s− QVs|+ | QZs− QWs|)) ds
]
:
In particular, modifying -′K if necessary,
E
∫ T
0
| QZs − QWs|2 ds6 -′K
(
(1 + T )E sup
06s6T
| QX s − QUs|2 + T E sup
06s6T
| QY s − QVs|2
)
+
1
2
E
∫ T
0
| QZs − QWs|2 ds:
By modifying -′K once again if necessary, we deduce
E
∫ T
0
| QZs − QWs|2 ds
6 -′K
(
(1 + T )E sup
06s6T
| QX s − QUs|2 + TE sup
06s6T
| QY s − QVs|2
)
: (1.1.3)
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Moreover, considering (1.1.2), and still using Burkholder–Davis–Gundy’s inequalities,
we show that there exists a constant -′′K , only depending on K , such that
E sup
06t6T
| QY t − QVt |26 -′′K
[
E| QX T − QUT |2 + E
(∫ T
0
| QY s − QVs|2| QZs − QWs|2 ds
)1=2
+E
∫ T
0
(| QY s− QVs|(| QX s− QUs|+ | QY s− QVs|+ | QZs− QWs|)) ds
]
:
Hence, using (1.1.3), and modifying -′′K if necessary,
E sup
06t6T
| QY t − QVt |26 -′′K
(
(1 + T )E sup
06s6T
| QX s − QUs|2 + TE sup
06s6T
| QY s − QVs|2
)
+
1
2
E sup
06s6T
| QY s − QVs|2:
By modifying -′′K if necessary, this proves that:
(1− -′′KT ) E sup
06t6T
| QY t − QVt |26 -′′K (1 + T ) E sup
06s6T
| QX s − QUs|2: (1.1.4)
So, considering (1.1.1), (1.1.3) and (1.1.4), we obtain the three following inequalities:
(1− -KT 1=2) E sup
06s6T
| QX t − QUt |2
6 -KT 1=2
(
E sup
06s6T
|Ys − Vs|2 + E
∫ T
0
|Zs −Ws|2 ds
)
;
(1− -′′KT ) E sup
06t6T
| QY t − QVt |26 -′′K (1 + T )E sup
06s6T
| QX s − QUs|2;
E
∫ T
0
| QZs − QWs|2 ds
6 -′K
(
(1 + T ) E sup
06s6T
| QX s − QUs|2 + TE sup
06s6T
| QY s − QVs|2
)
:
This proves that there exists a constant C(1)K ¿ 0 only depending on K , such that
for T6C(1)K , the map ) is contractive from S
2
T (R
P) × S2T (RQ) × H 2T (RQ×P) into it-
self. Consequently, the Picard’s 8xed point theorem shows that, for every T6C(1)K ,
there is a unique {G0t }06t6T -progressively measurable solution to the problem (E),
denoted (X 0t ; Y
0
t ; Z
0
t )06t6T . This solution is obviously {Gt}06t6T -progressively
measurable.
Actually, considering once again the estimates used to establish that the map ) is
contractive (the particular choice of the :ltration {G0t }06t6T is just needed for the
construction of )), we prove that for every T6C(1)K ; (X
0
t ; Y
0
t ; Z
0
t )06t6T is also the
unique {Gt}06t6T -progressively measurable solution of the problem (E).
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Remark 1.2. Theorem 1.1 shows that for every T6C(1)K ; and for every x∈RP; the
problem:

∀t ∈ [0; T ];
Xt = x +
∫ t
0
f(s; Xs; Ys; Zs) ds+
∫ t
0
(s; Xs; Ys) dBs;
Yt = h(XT ) +
∫ T
t
g(s; Xs; Ys; Zs) ds−
∫ T
t
Zs dBs;
E
∫ T
0
(|Xt |2 + |Yt |2 + |Zt |2) ds¡∞
admits a unique {Ft}-progressively measurable solution (Xt; Yt ; Zt)t∈[0;T ]. In particular;
Y0 is an F0-measurable random vector; and therefore is deterministic.
Theorem 1.3 (Main estimate). Suppose that (A1) is in force. Then; there exists a
constant 0¡C(2)K 6C
(1)
K only depending on K; such that for every T6C
(2)
K ; for every
vector of functions (f˜; g˜; h˜; ˜) satisfying Assumption (A1) with the same constants K
and ! as (f; g; h; ); for every A∈G0; and for all G0-measurable random vectors 
and ˜; with :nite second moment; we have the following estimate:
E
(
1A sup
06s6T
|Xs − X˜ s|2
)
+ E
(
1A sup
06s6T
|Ys − Y˜ s|2
)
+ E
∫ T
0
(1A|Zs − Z˜ s|2) ds
6c(2)K
[
E(1A|− ˜|2) + E (1A|(h− h˜)(XT )|2)+E
∫ T
0
(1A|− ˜|2(s; Xs; Ys)) ds
+E
(∫ T
0
1A(|f − f˜|+ |g− g˜|)(s; Xs; Ys; Zs) ds
)2]
; (1.3.1)
where c(2)K only depends on K; and where the processes (Xs; Ys; Zs)06s6T and
(X˜ s; Y˜ s; Z˜ s)06s6T stand for the solutions of the problems associated to the coe<cients
(f; g; h; ) and (f˜; g˜; h˜; ˜) and to the initial conditions (0; ) and (0; ˜).
Proof. We keep the notations given in the statement. Then; using Itoˆ’s calculus; we
have
E
(
1A sup
06t6T
|X˜ t − Xt |2
)
6E (1A|˜− |2) + E
∫ T
0
(1A|˜(s; X˜ s; Y˜ s)− (s; Xs; Ys)|2) ds
+2E sup
06t6T
(∫ t
0
1A〈X˜ s − Xs; f˜(s; X˜ s; Y˜ s; Z˜ s)− f(s; Xs; Ys; Zs)〉 ds
)
+2E sup
06t6T
(∫ t
0
1A〈X˜ s − Xs; (˜(s; X˜ s; Y˜ s)− (s; Xs; Ys)) dBs〉
)
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so; using Burkholder–Davis–Gundy inequalities; there exists a constant - such that
E
(
1A sup
06t6T
|X˜ t − Xt |2
)
6E (1A|˜− |2) + E
∫ T
0
(1A|˜(s; X˜ s; Y˜ s)− (s; Xs; Ys)|2) ds
+2E sup
06t6T
(∫ t
0
1A〈X˜ s − Xs; f˜(s; X˜ s; Y˜ s; Z˜ s)− f(s; Xs; Ys; Zs)〉 ds
)
+2-E
(∫ T
0
1A|X˜ s − Xs|2|˜(s; X˜ s; Y˜ s)− (s; Xs; Ys)|2 ds
)1=2
:
In particular; using standard estimates; and modifying - if necessary;
E
(
1A sup
06t6T
|X˜ t − Xt |2
)
6 -
[
E(1A|˜− |2) + E
∫ T
0
(1A|˜(s; X˜ s; Y˜ s)− (s; Xs; Ys)|2) ds
+E sup
06t6T
(∫ t
0
1A〈X˜ s − Xs; f˜(s; X˜ s; Y˜ s; Z˜ s)− f˜(s; Xs; Ys; Zs)〉 ds
)
+E
(∫ T
0
1A|f˜ − f|(s; Xs; Ys; Zs) ds
)2]
:
Hence; using properties (A1.1) and (A1.2); there exists -K ; only depending on K; such
that
E
(
1A sup
06t6T
|X˜ t − Xt |2
)
6 -K
[
E(1A|˜− |2)
+E
∫ T
0
(1A(|X˜ s − Xs|2 + |Y˜ s − Ys|2)) ds+ E
∫ T
0
(1A|X˜ s − Xs‖Z˜ s − Zs|) ds
+E
∫ T
0
(1A|˜ − |2(s; Xs; Ys)) ds+ E
(∫ T
0
1A|f˜ − f|(s; Xs; Ys; Zs) ds
)2]
:
(1.3.2)
Moreover; for every 06 t6T ;
E(1A|Y˜ t − Yt |2) + E
∫ T
t
(1A|Z˜ s − Zs|2) ds
=E(1A|h˜(X˜ T )− h(XT )|2) + 2E
∫ T
t
1A〈Y˜ s − Ys; g˜(s; X˜ s; Y˜ s; Z˜ s)
− g(s; Xs; Ys; Zs)〉 ds: (1.3.3)
220 F. Delarue / Stochastic Processes and their Applications 99 (2002) 209–286
Furthermore; using Burkholder–Davis–Gundy inequalities; there exists a constant -′
such that
E
(
1A sup
06t6T
|Y˜ t − Yt |2
)
6E(1A|h˜(X˜ T )− h(XT )|2) + -′E
(∫ T
0
1A|Ys − Y˜ s|2|Zs − Z˜ s|2 ds
)1=2
+ 2E
(
sup
06t6T
∫ T
t
1A〈Y˜ s − Ys; g˜(s; X˜ s; Y˜ s; Z˜ s)− g(s; Xs; Ys; Zs)〉 ds
)
:
Hence; modifying -′ if necessary and using standard estimates as well as (1.3.3); we
obtain
E
(
1A sup
06t6T
|Y˜ t − Yt |2
)
+ E
∫ T
0
(1A|Z˜ s − Zs|2) ds6 -′
[
E(1A|h˜(X˜ T )− h(XT )|2)
+E
(
sup
06t6T
∫ T
t
1A〈Y˜ s − Ys; g˜(s; X˜ s; Y˜ s; Z˜ s)− g˜(s; Xs; Ys; Zs)〉 ds
)
+E
(∫ T
0
1A|g˜− g|(s; Xs; Ys; Zs) ds
)2]
:
In particular; using (1.3.2) as well as properties (A1.1) and (A1.2); and modifying -K
if necessary;
E
(
1A sup
06t6T
|X˜ t − Xt |2
)
+ E
(
1A sup
06t6T
|Y˜ t − Yt |2
)
+ E
∫ T
0
(1A|Z˜ s − Zs|2) ds
6 -K
[
E(1A|˜− |2) + E(1A|(h˜− h)(XT )|2) + E
∫ T
0
(1A|X˜ s − Xs|2) ds
+E
∫ T
0
(1A|Y˜ s − Ys|2) ds
+E
(∫ T
0
1A(|f˜ − f|+ |g˜− g|)(s; Xs; Ys; Zs) ds
)2
+E
∫ T
0
(1A|˜ − |2(s; Xs; Ys)) ds
+E
∫ T
0
(1A|Z˜ s − Zs|(|Y˜ s − Ys|+ |X˜ s − Xs|)) ds
]
: (1.3.4)
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Hence; there exist two constants c′K ¿ 0 and -
′
K ; only depending on K; such that for
every T6 c′K ;
E
(
1A sup
06t6T
|X˜ t − Xt |2
)
+ E
(
1A sup
06t6T
|Y˜ t − Yt |2
)
+ E
∫ T
0
(1A|Z˜ s − Zs|2) ds
6 -′K
[
E(1A|˜− |2) + E(1A|(h˜− h)(XT )|2) + E
∫ T
0
(1A|˜ − |2(s; Xs; Ys)) ds
+E
(∫ T
0
1A(|f˜ − f|+ |g˜− g|)(s; Xs; Ys; Zs) ds
)2]
: (1.3.5)
Corollary 1.4 (Dependence upon the initial conditions). Suppose that (A1) is in force.
For every T6C(2)K ; for every t ∈ [0; T ]; and for every Gt-measurable random vector ;
with :nite second moment; we de:ne the process (X t;s ; Y
t;
s ; Z
t;
s )t6s6T as the unique
solution of the problem

∀s∈ [t; T ];
Xs = +
∫ s
t
f(r; Xr; Yr; Zr) dr +
∫ s
t
(r; Xr; Yr) dBr;
Ys = h(XT ) +
∫ T
s
g(r; Xr; Yr; Zr) dr −
∫ T
s
Zr dBr;
E
∫ T
t
(|Xs|2 + |Ys|2 + |Zs|2) ds¡∞;
extended to the whole interval [0; T ] if = x a:s:; x∈RP; by putting
∀ 06 s6 t; X t;xs = x; Y t;xs = Y t;xt ; Zt;xs = 0:
Then; the following properties are satis:ed:
(1.4.1) There exists a constant c(3:1)K;! only depending on K and ! such that ∀(t; x)∈
[0; T ]× RP ,
E sup
06s6T
|X t;xs |2 + E sup
06s6T
|Y t;xs |2 + E
∫ T
0
|Zt;xs |2 ds6 c(3:1)K;! (1 + |x|2):
(1.4.2) There exists a constant c(3:2)K;! only depending on K and ! such that
∀(t; t′)∈ [0; T ]2; ∀(x; x′)∈ (RP)2,
E sup
06s6T
|X t′ ; x′s − X t;xs |2 + E sup
06s6T
|Y t′ ; x′s − Y t;xs |2 + E
∫ T
0
|Zt′ ; x′s − Zt;xs |2 ds
6 c(2)K |x − x′|2 + c(3:2)K;! (1 + |x|2)|t′ − t|:
Proof. Let us assume that T6C(2)K . Let us prove (1.4.1). Noting that for every
(t; x)∈ [0; T ]×RP the process (Y t;xs )06s6t is actually reduced to a deterministic vector;
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we see that (X t;xs ; Y
t;x
s ; Z
t;x
s )06s6T is the solution of the problem:

∀s∈ [0; T ];
Xs = x +
∫ s
0
1[t;T ](r)f(r; Xr; Yr; Zr) dr +
∫ s
0
1[t;T ](r)(r; Xr; Yr) dBr;
Ys = h(XT ) +
∫ T
s
1[t;T ](r)g(r; Xr; Yr; Zr) dr −
∫ T
s
Zr dBr;
E
∫ T
0
(|Xt |2 + |Yt |2 + |Zt |2) dt ¡∞:
(1.4.3)
Then; by noting that the vectors of functions (1[t;T ]f; 1[t;T ]g; 1[t;T ]; h) and (0; 0; 0; 0)
satisfy Assumption (A1); Theorem 1.3 shows that
E sup
06s6T
|X t;xs |2 + E sup
06s6T
|Y t;xs |2 + E
∫ T
0
|Zt;xs |2 ds
6 c(2)K
[
|x|2 + |h(0)|2 +
(∫ T
0
(|f|+ |g|)(s; 0; 0; 0) ds
)2
+
∫ T
0
||2(s; 0; 0) ds
]
:
Then; property (A1.3) completes the proof of (1.4.1).
Let us prove (1.4.2). Let (t; t′) be in [0; T ]2 and (x; x′) in (RP)2. Then, by noting
once again that the vectors of functions (1[t;T ]f; 1[t;T ]g; 1[t;T ]; h) and (1[t′ ;T ]f; 1[t′ ;T ]g;
1[t′ ;T ]; h) satisfy Assumption (A1), Theorem 1.3 and Eq. (1.4.3) show that
E sup
06s6T
|X t′ ; x′s − X t;xs |2 + E sup
06s6T
|Y t′ ; x′s − Y t;xs |2 + E
∫ T
0
|Zt′ ; x′s − Zt;xs |2 ds
6 c(2)K

|x − x′|2 + E
(∫ t∨t′
t∧t′
(|f|+ |g|)(s; X t;xs ; Y t;xs ; Zt;xs ) ds
)2
+E
(∫ t∨t′
t∧t′
||2(s; X t;xs ; Y t;xs ) ds
)
 :
Therefore, the property (A1.3) as well as (1.4.1) prove that there exists a constant
c(3:2)K;! only depending on K and ! such that
E sup
06s6T
|X t′ ; x′s − X t;xs |2 + E sup
06s6T
|Y t′ ; x′s − Y t;xs |2 + E
∫ T
0
|Zt′ ; x′s − Zt;xs |2 ds
6 c(2)K |x − x′|2 + c(3:2)K;! (1 + |x|2)|t′ − t|:
This proves (1.4.2).
Corollary 1.5. Suppose that (A1) is in force and keep the notations of Corollary 1:4.
Then; for every T6C(2)k ; the map
 : [0; T ]× RP → RQ; (t; x) → Y t;xt ;
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satis:es ∀(t; t′)∈ [0; T ]2; ∀(x; x′)∈ (RP)2;
|(t; x)|26 c(3:1)K;! (1 + |x|2); (1.5.1)
|(t′; x′)− (t; x)|26 c(2)K |x′ − x|2 + c(3:2)K;! (1 + |x|2)|t′ − t|; (1.5.2)
and for every t ∈ [0; T ]; for every Gt-measurable random vector ; with :nite second
moment; there exists a P-null set Nt;Y ∈G0; such that
∀s∈ [t; T ]; ∀! ∈ Nt;Y ; Y t;s (!) = (s; X t;s (!)): (1.5.3)
Proof. Let us consider (t; x)∈ [0; T ] × RP . Then; from Remark 1.2; the vector Y t;xt is
deterministic; so that the map  is correctly de8ned.
Moreover, (1.5.1) and (1.5.2) easily follow from (1.4.1) and (1.4.2).
Let us prove (1.5.3). Let  be a Gt-measurable random vector with 8nite second
moment. Theorem 1.3 shows that for every 3¿ 0,
E(1{|−x|¡3}|Y t;s − Y t;xs |2)6 c(2)K E(1{|−x|¡3}|− x|2):
So, using Lipschitz property (1.5.2), we obtain
E(1{|−x|¡3}|(t; )− Y t;t |2)
6 2[c(2)K E(1{|−x|¡3}|− x|2) + E(1{|−x|¡3}|(t; )− (t; x)|2)]
6 4c(2)K E(1{|−x|¡3}|− x|2):
Therefore, for any integer N ,∑
k∈ZP
E(1{|−k=N |∞¡1=N}|(t; )− Y t;t |2)6
4
N 2
c(2)K
∑
k∈ZP
E(1{|−k=N |∞¡1=N});
where | |∞ stands for the sup norm on RP . We deduce that for any integer N ,
E|(t; )− Y t;t |26
2P+2
N 2
c(2)K :
In particular,
Y t;t = (t; ) a:s: (1.5.4)
Moreover, ∀s∈ [t; T ]; (X t;u ; Y t;u ; Zt;u )s6u6T is the solution of the problem

∀u∈ [s; T ];
Xu = X t;s +
∫ u
s
f(r; Xr; Yr; Zr) dr +
∫ u
s
(r; Xr; Yr) dBr;
Yu = h(XT ) +
∫ T
u
g(r; Xr; Yr; Zr) dr −
∫ T
u
Zr dBr;
E
∫ T
s
(|Xu|2 + |Yu|2 + |Zu|2) du¡∞:
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So, (1.5.4) shows that
Y t;u = (u; X
t;
u ) a:s:
The continuities of  and of the trajectories of the processes (X t;s )t6s6T and (Y
t;
s )t6s6T
show that, almost surely,
∀u∈ [t; T ]; Y t;u = (u; X t;u ):
Remark 1.6. The map  depends only on f; g; h;  and T .
Proof. We use the same scheme as the one developed by Yamada and Watanabe to
prove that pathwise uniqueness of solutions of SDE’s implies uniqueness in the sense of
probability law (see for example Karatzas and Shreve (1988); or Rogers and Williams
(1987)).
Let us consider a real 0¡T6C(2)K , two 8ltered probability spaces (i;Ai ;
{G(i)t }06t6T ; 4i)i=1;2, where {G(1)t }06t6T and {G(2)t }06t6T satisfy the usual conditions,
and a {G(1)t }06t6T (resp. {G(2)t }06t6T ) Brownian motion, denoted (W (1)t )06t6T (resp.
(W (2)t )06t6T ). We denote E1 (resp. E2) the expectation with respect to the probability
measure 41 (resp. 42).
Let us also consider for i∈{1; 2}; (i) a G(i)0 -measurable random vector, satisfying
E |(i)|2¡∞, and:
4(B) = 41{(1) ∈B}= 42{(2) ∈B}; B∈B(RP):
Finally, let us assume that for i∈{1; 2}; (X (i)t ; Y (i)t ; Z (i)t )06t6T is the solution of the
problem

∀t ∈ [0; T ];
X (i)t = 
(i) +
∫ t
0
f(s; X (i)s ; Y
(i)
s ; Z
(i)
s ) ds+
∫ t
0
(s; X (i)s ; Y
(i)
s ) dW
(i)
s ;
Y (i)t = h(X
(i)
T ) +
∫ T
t
g(s; X (i)s ; Y
(i)
s ; Z
(i)
s ) ds−
∫ T
t
Z (i)s dW
(i)
s ;
E
∫ T
0
(|X (i)t |2 + |Y (i)t |2 + |Z (i)t |2) dt ¡∞:
Let us also consider
(5T ;B(5T )) = (C([0; T ];RP)× C([0; T ];RQ)× L2([0; T ];RQ×P);
B(C([0; T ];RP))⊗B(C([0; T ];RQ))⊗B(L2([0; T ];RQ×P)));
as well as
(5;B(5)) = (RP × C([0; T ];RP)×5T ;B(RP)⊗B(C([0; T ];RP))⊗B(5T ))
on which we can de8ne two probability measures
Pi(A) = 4i{((i); W (i); X (i); Y (i); Z (i))∈A}; A∈B(5); i = 1; 2:
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In particular, for i∈{1; 2},
Pi(G1 × G2 ×5T ) = 4(G1)P∗(G2); G1 ∈B(RP); G2 ∈B(C([0; T ];RP));
where P∗ stands for the Wiener measure on (C([0; T ];RP);B(C([0; T ];RP))).
Let us now de8ne for i∈{1; 2},
Qi(x; w;F) :RP × C([0; T ];RP)×B(5T )→ [0; 1]
as the regular conditional probability for B(5T ) given (x; w) (under Pi). It satis8es:
(i) ∀(x; w)∈RP×C([0; T ];RP); Qi(x; w; :) is a probability measure on (5T ;B(5T )).
(ii) ∀F ∈B(C([0; T ];RP)), the mapping (x; w) → Qi(x; w;F) is B(RP)⊗B(C([0; T ];
RP))-measurable.
(iii) ∀F ∈B(5T ); ∀G ∈B(RP)⊗B(C([0; T ];RP)):
Pi(G × F) =
∫
G
Qi(x; w; F)4(dx)P∗(dw):
Finally, we consider the measurable space (;A), where =5×5T and A is the
completion of the -8eld B(5) ⊗B(5T ) by the collection N of null sets under the
probability measure
P(G × F1 × F2) =
∫
G
Q1(x; w;F1)Q2(x; w;F2)4(dx)P∗(dw); F1; F2 ∈B(5T );
G ∈B(R)⊗B(C([0; T ];RQ)):
Moreover, we de8ne the process (wt; x
(1)
t ; y
(1)
t ; z
(1)
t ; x
(2)
t ; y
(2)
t ; z
(2)
t )06t6T on the space 
by letting
w; x(1); x(2) : (t; h(P))∈ [0; T ]× C([0; T ];RP) → h(P)(t);
y(1); y(2) : (t; h(Q))∈ [0; T ]× C([0; T ];RQ) → h(Q)(t);
z(1); z(2) : (t; h(Q×P))∈ [0; T ]× L2([0; T ];RQ×P) → lim
n→∞ n
∫ t
(t−1=n)+
h(Q×P)(s) ds;
if n
∫ t
(t−1=n)+
h(Q×P)(s) ds converges as n→ +∞ and 0 otherwise;
and we de8ne the random variable x : u∈RQ×P → u.
By the way, note that for every h∈L2([0; T ];RQ×P); z(1)(h) and z(2)(h) are correctly
de8ned i.e. they do not depend on the choice of the version of h. Moreover, thanks to
the fundamental Lebesgue’s Theorem, z(1)(h) (resp. z(2)(h)) is also a version of h.
Let us now endow (;A;P) with the 8ltration {Gt}06t6T , where
∀t ∈ [0; T ]; Gt = H˜t+; H˜t = {N ∪Ht};
with the following notations:
∀t ∈ [0; T ]; Ht = {9t};
226 F. Delarue / Stochastic Processes and their Applications 99 (2002) 209–286
where
9t :RP × :T → RP × :t; (x; h) → (x; h[0; t]);
and ∀ 06 s6T ,
:s = C([0; s];RP)× (C([0; s];RP)× C([0; s];RQ)× L2([0; s];RQ×P))2:
Moreover, in the de8nition of Ht ; RP × :t is endowed with its borelian -8eld.
We then prove that x is G0-measurable and that (wt; x
(1)
t ; y
(1)
t ; z
(1)
t ; x
(2)
t ; y
(2)
t ; z
(2)
t )06t6T
is {Gt}06t6T -progressively measurable. Moreover, for i∈{1; 2},
P{!∈; (x; w; x(i); y(i); z(i))∈A}= 4i{(i;W (i); X (i); Y (i); Z (i))∈A}; A∈B(5):
Let us assume for the moment that (wt)06t6T is a {Gt}06t6T Brownian motion. Then,
approximating the process (z(1)t )06t6T (resp. (z
(2)
t )06t6T ) with a sequence of simple
processes, we prove that P-a.s.:

∀t ∈ [0; T ];
x(i)t = x +
∫ t
0
f(s; x(i)s ; y
(i)
s ; z
(i)
s ) ds+
∫ t
0
(s; x(i)s ; y
(i)
s ) dws;
y(i)t = h(x
(i)
T ) +
∫ T
t
g(s; x(i)s ; y
(i)
s ; z
(i)
s ) ds−
∫ T
t
z(i)s dws;
E
∫ T
0
(|x(i)t |2 + |y(i)t |2 + |z(i)t |2) dt ¡∞:
Using Theorem 1.1, this shows that
y(1)0 = y
(2)
0 ;
and therefore proves that the map  only depends on the coe6cients (f; g; h; ).
Actually, we just have to prove that (wt)06t6T is a {Gt}06t6T Brownian motion:
we follow the proof given in Rogers and Williams (1987) in the SDE case. Let us
8rstly de8ne
;t :C([0; T ];RP)→ C([0; T ];RP); h → h|[0; t] ; ;′t : -T → -t ; h → h|[0; t] ;
where ∀ 06 s6T ,
-s = C([0; s];RP)× C([0; s];RQ)× L2([0; s];RQ×P):
Endowing C([0; t];RP) and -t with their borelian -8eld, we de8ne
Kt = {;t}; K′t = {;′t}:
Using the separability of the spaces C([0; t];RP) and -t , we see that
Kt = {wr; r6 t};
and that ∀i∈{1; 2}; ∀A∈K′t , the set {(X (i); Y (i); Z (i))∈A} belongs to G(i)t .
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Now, considering A∈K′t , we want to show that, for i∈{1; 2}, the map
RP × C([0; T ];RP)→ [0; 1]; (x; w) → Qi(x; w;A)
is measurable with respect to the completion of the -8eld B(RP) ⊗Kt under the
probability measure 4⊗ P∗; denoted B(RP)⊗Kt .
Indeed, let us consider F ∈B(RP); G1 ∈Kt ; and G2 ∈ {wr − wt; r¿ t}. Then,
∀i∈{1; 2},
∫
1F(x)1G1 (w)1G2 (w)Qi(x; w;A)4(dx)P∗(dw)
=Ei(1F(X0)1G1 (W
(i))1G2 (W
(i))1A(X (i); Y (i); Z (i)))
=Ei(1F(X0)1G1 (W
(i))1A(X (i); Y (i); Z (i)))Ei(1G2 (W
(i)))
=
∫
1F(x)1G1 (w)Qi(x; w;A)4(dx)P∗(dw)
∫
1G2 (w)4(dx)P∗(dw):
Hence, using Exercise (17.10) Chapter V of Rogers and Williams (1987), this proves
that, for i∈{1; 2}, the map (x; w) → Qi(x; w;A) is measurable with respect to
B(RP)⊗Kt .
Let us now prove that the process (wt)06t6T is a {Gt}06t6T Brownian motion. Let
us consider (A; A′)∈ (K′t )2; F ∈B(RP); G1 ∈Kt , and G2 ∈ {wr − wt; r¿ t}. Then,
E(1F(x)1G1 (w)1G2 (w)1A(x
(1); y(1); z(1))1A′(x(2); y(2); z(2)))
=
∫
1F(x)1G1 (w)1G2 (w)Q1(x; w;A)Q2(x; w;A
′)4(dx)P∗(dw)
=
∫
1F(x)1G1 (w)Q1(x; w;A)Q2(x; w;A
′)4(dx)P∗(dw)
∫
1G2 (w)4(dx)P∗(dw)
=E(1F(x)1G1 (w)1A(x
(1); y(1); z(1))1A′(x(2); y(2); z(2)))E(1G2 (w)):
Noting that Ht=B(RP)⊗Kt⊗K′t ⊗K′t , we conclude that (wt)06t6T is a {Gt}06t6T
Brownian motion.
Corollary 1.7 (Dependence upon the coe6cients). Suppose that (A1) is in force and
T6C(2)K ; and keep the notations of Corollary 1:5. Let (fn; gn; hn; n)n∈N be a sequence
of functions satisfying Assumption (A1) with respect to the same constants K and !
as (f; g; h; ); and verifying
For a:e: t ∈ [0; T ]; ∀(x; y; z)∈RP×RQ×RQ×P , (fn; gn; hn; n)(t; x; y; z)→ (f; g; h; )
(t; x; y; z), as n→ +∞.
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If for every G0-measurable random vector  with :nite second moment, (X
n;0; 
t ;
Y n;0; t ; Z
n;0; 
t )06t6T stands for the solution of

∀t ∈ [0; T ];
Xt = +
∫ t
0
fn(s; Xs; Ys; Zs) ds+
∫ t
0
n(s; Xs; Ys) dBs;
Yt = hn(XT ) +
∫ T
t
gn(s; Xs; Ys; Zs) ds−
∫ T
t
Zs dBs;
E
∫ T
0
(|Xt |2 + |Yt |2 + |Zt |2) dt ¡∞;
then, as n→ +∞,
E sup
06s6T
|X n;0; s − X 0; s |2
+E sup
06s6T
|Y n;0; s − Y 0; s |2 + E
∫ T
0
|Zn;0; s − Z0; s |2 ds→ 0: (1.7.1)
In particular, as n→ +∞,
n → ; (1.7.2)
uniformly on every compact set of [0; T ]×RP , where n stands for the map associated
by means of Corollary 1:5 to the coe<cients fn; gn; hn; and n.
Proof. Let T be in [0; C(2)K ]. Then; applying Theorem 1.3 as well as Lebesgue’s
convergence Theorem; we prove (1.7.1). In particular; we deduce that:
∀(t; x)∈ [0; T ]× RP; n(t; x)→ (t; x):
In fact; property (1.5.2) proves that the maps (n)n∈N are equicontinuous on every
compact set of [0; T ] × RP . This shows that the convergence is uniform on every
compact set.
This completes the proof of Corollary 1.7.
Some comments on the sequel of the paper. The property (1.5.3) is certainly one of the
main results of the 8rst section; because it permits us to describe locally; that means
on a neighborhood of the bound T ; any solution of the problem (E) over an arbitrarily
prescribed time duration T . In particular; the role played by the map (T −<; :) at time
T − < for a small enough < exactly matches the role played by the map h at time T .
Hence; we can hope to describe; by means of a running-down induction; every solution
on its whole interval of de8nition; whatever the time duration may be.
Nevertheless, such a kind of construction requires an e6cient control of the neigh-
borhood on which the description is possible. Under Assumption (A1), this control is
based on K : the bigger K is, the smaller the description neighborhood is. So, if the
Lispchitz constant of the map (t; :) grows during the latter induction, the length of
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the description neighborhood decreases, and it is then not clear that the solution can
be extended to the whole interval [0; T ]: the Lipschitz constant may explode in a 8nite
time and in such a case the description remains local. Actually, Assumption (A1) is
too weak to prevent such a behavior.
However, we know (see for example Ma et al., 1994, and more recently Hu and
Yong, 2000) that in the case of regular coe6cients, the control of the Lispchitz constant
of the maps (t; :) corresponds to a control of the gradient of the solution of a parabolic
quasi-linear system of PDEs (c.f. Introduction): under appropriate assumptions, the
problem (E′) is solvable and the gradient of its solution is bounded in such a way that
the control of the description neighborhood is e6cient. The strategy in the next part
follows from this remark and aims to keep, under appropriate assumptions and along a
sequence of regularized coe6cients whose associated system of PDEs is solvable and
satis8es the latter gradient boundedness property, this control of the neighborhood of
description.
2. Application to a non-degenerate di-usion coe.cient case
We need now new assumptions on the coe6cients given by the following:
Assumption (A2). For a non-negative real T ; we say that the functions f; g; h and 
satisfy Assumption (A2) if there exist four constants K; k; ! and =¿ 0; such that they
satisfy both Assumption (A1) with respect to the constants K and ! and the following
properties:
(A2.1): For every t ∈ [0; T ], for every (x; y)∈RP × RQ and for every (x′; y′)∈
RP × RQ,
|(t; x; y)− (t; x′; y′)|26 k2(|x − x′|2 + |y − y′|2);
|h(x)− h(x′)|6 k|x − x′|:
This means that we have, for the convenience of our demonstration, to distinguish
the Lipschitz constants of  and h from the constant K .
(A2.2): For every t ∈ [0; T ], for every (x; y; z)∈RP × RQ × RQ×P ,
|f(t; x; y; z)|6!(1 + |y|+ |z|);
|g(t; x; y; z)|6!(1 + |y|+ |z|);
|(t; x; y)|6!(1 + |y|);
|h(x)|6!:
(A2.3): For every (t; x; y)∈ [0; T ]× RP × RQ,
∀>∈RP; 〈>; a(t; x; y)>〉¿ =|>|2;
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where the function a is de8ned as follows on [0; T ]× RP × RQ,
∀(t; x; y)∈ [0; T ]× RP × RQ; a(t; x; y) = ∗(t; x; y):
(A2.4): The function  is continuous on its de8nition set.
The following lemma is essential for the sequel of the paper:
Lemma 2.1. Assume that f˜; g˜; h˜ and ˜ are bounded C∞ functions with bounded
derivatives of every order and satisfy Assumption (A2) with respect to the constants
K; k; !; and =. Then; setting a˜= ˜˜∗; the following system of PDEs:

∀(t; x)∈ [0; T ]× RP; ∀‘∈{1; :: ; Q};
@˜‘
@t
(t; x) +
1
2
P∑
i; j=1
a˜i; j(t; x; ˜(t; x))
@2˜‘
@xi@xj
(t; x)
+
P∑
i=1
f˜i(t; x; ˜(t; x);∇x˜(t; x)˜(t; x; ˜(t; x)))
@˜‘
@xi
(t; x)
+g˜‘(t; x; ˜(t; x);∇x˜(t; x)˜(t; x; ˜(t; x))) = 0;
∀x∈RP; ˜(T; x) = h˜(x);
(2.1.1)
admits a unique bounded solution ˜∈C1;2([0; T ]× RP;RQ). It satis:es
∀(i; j)∈{1; :: ; P}2; @˜
@xi
and
@2˜
@xi @xj
are bounded on RP: (2.1.2)
In addition, there exist a constant C˜, only depending on ! and T , and two constants
:˜ and C˜; only depending on k; =; !; P; Q and T; such that
sup
(t;x)∈[0;T ]×RP
|˜(t; x)|6 C˜; (2.1.3)
sup
(t;x)∈[0;T ]×RP
|∇x˜(t; x)|6 :˜; (2.1.4)
∀(t; t′)∈ [0; T ]2; ∀x∈RP; |˜(t′; x)− ˜(t; x)|6 C˜|t′ − t|1=2: (2.1.5)
Moreover, for every t ∈ [0; T ], for every Gt-measurable random vector  with :nite
second moment, the SDE:
∀t6 s6T; U˜ s = +
∫ s
t
f˜(r; U˜ r ; ˜(r; U˜ r);∇x˜(r; U˜ r)˜(r; U˜ r ; ˜(r; U˜ r))) dr
+
∫ s
t
˜(r; U˜ r ; ˜(r; U˜ r)) dBr;
admits a unique solution, denoted by (U˜
t;
s )t6s6T , and the process (U˜
t;
s ; V˜
t;
s ;
W˜
t;
s )t6s6T ; given by
∀t6 s6T; V˜ t;s = ˜(s; U˜
t;
s ); W˜
t;
s =∇x˜(s; U˜
t;
s )˜(s; U˜
t;
s ; V˜
t;
s ); (2.1.6)
satis:es the FBSDE associated to (f˜; g˜; h˜; ˜) and to the initial condition (t; ).
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Proof. Thanks to Proposition 3.3 of Ma et al. (1994) (see also Theorem 7.1 Chapter
VII of Ladyzenskaja et al.; 1968); we know that the system (2.1.1) admits a unique
bounded classical solution denoted ˜ (note that we give a more probabilistic proof of
this result in Appendix B). Still from Ma et al. and Ladyzenskaja et al.; we know that
˜ satis8es (2.1.2).
Let us show by means of probabilistic tools that (2.1.3) holds. To this end, let us
de8ne for every (t; x)∈ [0; T ]× RP:
F˜(t; x) = f˜(t; x; ˜(t; x);∇x˜(t; x)(t; x; ˜(t; x)));
D˜(t; x) = ˜(t; x; ˜(t; x)):
For every t ∈ [0; T ], for every Gt-measurable random vector  with 8nite second
moment, the SDE
U˜
t;
s = +
∫ s
t
F˜(r; U˜
t;
r ) dr +
∫ s
t
D˜(r; U˜
t;
r ) dBr;
admits a unique solution. We then de8ne ∀t6 s6T ,
V˜
t;
s = ˜(s; U˜
t;
s ); W˜
t;
s =∇x˜(s; U˜
t;
s )D(s; U˜
t;
s ):
Therefore, Itoˆ’s formula and system (2.1.1) show that ∀t6 s6T ,
V˜
t;
s = h˜(U˜
t;
T ) +
∫ T
s
g˜(r; U˜
t;
r ; V˜
t;
r ; W˜
t;
r ) dr −
∫ T
s
W˜
t;
r dBr:
Hence, the process (U˜
t;
; V˜
t;
; W˜
t;
) is a solution of the FBSDE associated to the
coe6cients f˜; g˜; h˜ and ˜ and to the initial condition (t; ).
Moreover, 8xing arbitrarily c∈R and applying Itoˆ’s formula to the semimartingale
(ecs|V˜ t; xs |2)t6s6T ; we deduce that for every t6 s6T and for every x∈RP:
ecs|V˜ t; xs |2 +
∫ T
s
ecr|W˜ t;xr |2 dr
6 ecT |V˜ t; xT |2 +
∫ T
s
ecr[2!(1 + |V˜ t; xr |+ |W˜
t;x
r |)|V˜
t; x
r | − c|V˜
t; x
r |2] dr
−2
∫ T
s
ecr〈V˜ t; xr ; W˜
t; x
r dBr〉
6 ecT |V˜ t; xT |2 +
∫ T
s
ecr[!+ (3!+ 2!2 − c)|V˜ t; xr |2 +
1
2
|W˜ t;xr |2] dr
−2
∫ T
s
ecr〈V˜ t; xr ; W˜
t; x
r dBr〉:
Choosing c = 3! + 2!2, and taking the conditional expectation given Gt , we deduce
that there exists a constant C˜, only depending on ! and T , such that
∀(t; x)∈ [0; T ]× RP; |˜(t; x)|6 C˜: (2.1.7)
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Then, using Theorem 6.1 Chapter VII of Ladyzenskaja et al. (1968), we can esti-
mate the supremum norm of |∇x˜|2 on every compact set of [0; T ]× RP . Indeed, for
every n∈N∗, we can apply this theorem to the cylinders [0; T ]×{x∈RP; |x|6 n} and
[0; T ]× {x∈RP; |x|6 n+ 1}. In particular, the quantity sup{t∈[0;T ]; |x|6n}|∇x˜(t; x)|2 is
estimated in terms of C˜; k; =; !; P and Q, the distance between {x∈RP; |x|6 n} and
@{x∈RP; |x|6 n+ 1} being equal to 1.
In particular, there exists a constant :˜, only depending on k; !; =; P; Q and T such
that
∀(t; x)∈ [0; T ]× RP; |∇x˜(t; x)|6 :˜: (2.1.8)
Lastly, let us prove (2.1.5). Let us now consider 06 u6 v6T . Then, using (2.1.7)
and (2.1.8), we show that there exists a constant C˜ only depending on k; !; =; P; Q
and T , such that
E|V˜ u;xv − V˜
u;x
u |26 C˜(v− u); E|U˜
u;x
v − U˜
u;x
u |26 C˜(v− u):
Hence, by modifying C˜ if necessary, and using V˜
u;x
v = ˜(v; U˜
u;x
v );
|˜(u; x)− ˜(v; x)|26 2[E|˜(u; x)− V˜ u;xv |2 + E|V˜
u;x
v − ˜(v; x)|2]
6 C˜[(v− u) + E|U˜ u;xv − x|2]6 C˜(v− u):
This shows (2.1.5).
Proposition 2.2. Under Assumption (A2); there exists a sequence of C∞ functions
(fn; gn; hn; n)n∈N∗ satisfying for every n∈N∗ Assumption (A2) with respect to the
constants K + 4!; k; 2! and ==2; and such that
For a.e. t ∈ [0; T ];∀(x; y; z)∈RP ×RQ ×RQ×P; (fn; gn; hn; n)(t; x; y; z)→ (f; g; h; )
(t; x; y; z), as n → +∞. Moreover, for every n∈N∗, letting an = n∗n ; the following
system of PDEs:

∀(t; x)∈ [0; T ]× RP;∀‘∈{1; :: ; Q};
@(n)‘
@t
(t; x) +
1
2
P∑
i; j=1
(an)i; j(t; x; n(t; x))
@2(n)‘
@xi @xj
(t; x)
+
P∑
i=1
(fn)i(t; x; n(t; x);∇xn(t; x)n(t; x; n(t; x))) @(n)‘@xi (t; x)
+ (gn)‘(t; x; n(t; x);∇xn(t; x)n(t; x; n(t; x))) = 0;
∀x∈RP; n(T; x) = hn(x);
(2.2.1)
admits a unique bounded solution n ∈C1;2([0; T ]×RP;RQ). This one satis:es (2:1:2).
In addition, there exist a constant C; only depending on ! and T , and two constants
: and C, only depending on k; !; =; P; Q and T , such that ∀n∈N∗,
sup
(t; x)∈[0;T ]×RP
|n(t; x)|6C; (2.2.2)
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sup
(t; x)∈[0;T ]×RP
|∇xn(t; x)|6:; (2.2.3)
∀(t; t′)∈ [0; T ]2; ∀x∈RP; |n(t′; x)− n(t; x)|6 C|t′ − t|1=2: (2.2.4)
Proof. In order to apply Lemma 2.1 to a good regularization sequence of (f; g; h; );
we introduce the following objects:
(i) (En)n∈N; (E1n)n∈N; (E
2
n)n∈N, and (E
3
n)n∈N are four molli8ers on (respectively) R;
RP; RQ and RQ×P de8ned by
En(:) = cn’(n|:|); E1n(:) = c1nP’(n|:|);
E2n(:) = c2n
Q’(n|:|); E3n(:) = c3nQ×P’(n|:|);
where ∀x∈R; ’(x)=exp(−1=(x2−1))1]−1;1[(x), and c; c1; c2 and c3 are four constants
of normalization.
(ii) For every N ∈N∗ and for every r ¿ 0, we de8ne the following map:
G(N )r :R
N → RN ; x → r
r ∨ |x| x;
which is 1-lispchitzian and satis8es ∀x∈RN ; |G(N )r (x)|6 r ∧ |x|. We set for every
r ¿ 0; G1r = G
(P)
r ; G2r = G
(Q)
r and G3r = G
(Q×P)
r .
Moreover, we also let
;r :R+ → R+; x → 1[0; r](x) + 2r − xr 1[r;2r](x);
which is (1=n)-lispchitzian and satis8es ∀x∈R+; 06 ;r(x)6 1.
(iii) We extend the function (f; g; ) to R× RP × RQ × RQ×P by putting
∀(t; x; y; z)∈R× RP × RQ × RQ×P;
(f; g; )(t; x; y; z) = (f; g; )(0; x; y; z) if t ¡ 0;
(f; g; )(t; x; y; z) = (f; g; )(T; x; y; z) if t ¿T:
(iv) ∀n∈N∗, we denote by !n the modulus of continuity of  on the compact set
[0; T ]×{x∈RP; |x|6 n}×{y∈RQ; |y|6 n}. Therefore, for every n∈N∗, there exists
an integer pn¿ 2 such that
sup
|x|6n;|y|6n
|(t; x; y)|!n
(
4
pn
)
6
=
2n
;
where (pn)n∈N is chosen strictly increasing and growing up to +∞.
(v) Lastly, for every n∈N∗, we de8ne
fn(t; x; y; z) =
∫
f(t − s; x − u; G2n(y − v); G3n(z − w))
Epn(s)E
1
pn(u)E
2
pn(v)E
3
pn(w) ds du dv dw;
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gn(t; x; y; z) =
∫
;n(|y − v|)g(t − s; x − u; y − v; G3n(z − w))
Epn(s)E
1
pn(u)E
2
pn(v)E
3
pn(w) ds du dv dw;
hn(x) =
∫
h(x − u)E1pn(u) du
n(t; x; y) =
∫
(t − s; G1n(x − u); G2n(y − v))Epn(s)E1pn(u)E2pn(v) ds du dv:
Such choices will be justi8ed at the end of the demonstration of Proposition 2.2.
Let us assume for the moment that for every n∈N∗; fn; gn; hn and n satisfy (the
proof will be given at the end of the demonstration of Proposition 2.2):
(A.n2.1): ∀n∈N∗; fn; gn; hn and n satisfy Assumption (A2) with respect to the
constants K + 4!; k; 2!; and ==2.
(A.n2.2): For every n∈N∗, the functions fn; gn; hn and n are of class C∞ on their
de8nition set. Moreover, for every n∈N∗, the functions fn; gn; hn and n as well as
their derivatives of every order are bounded.
(A.n2.3): For a.e. t ∈ [0; T ];∀(x; y; z)∈RP × RQ × RQ×P , (fn; gn; hn; n)(t; x; y; z) →
(f; g; h; )(t; x; y; z), as n→ +∞.
We denote by (A.n2) the set of Assumptions (A.n2.1)–(A.n2.3).
Therefore, from Lemma 2.1, we know that for every n∈N∗, the system of partial
di3erential equations (2.2.1) admits a unique bounded classical solution denoted n. For
every n∈N∗; n satis8es (2.1.2). Still from Lemma 2.1, there exist a constant C, only
depending on ! and T , and two constants : and C, only depending on k; !; =; P; Q
and T , such that (2.2.2), (2.2.3) and (2.2.4) hold for every n∈N∗.
Let us now prove that (A.n2) holds. Let us 8rstly show (A.n2.1). Thanks to (A2)
and to (ii), we deduce that for every n∈N∗ and for every (t; x; y; z)∈ [0; T ]:
|fn(t; x; y; z)|6!
(
1 +
(
|y|+ 1
pn
)
+
(
|z|+ 1
pn
))
:
Hence, for every n∈N∗; fn satis8es the 8rst line of (A2.2) with respect to 2!. In the
same way, we prove that gn; n and hn satisfy the second, third and fourth lines of
(A2.2) with respect to 2!; 2! and !.
Moreover, thanks to (A2.1) and to (ii), we deduce that for every n∈N∗; hn and n
satisfy (A2.1) with respect to k. In the same way, we deduce from (A1.1), (A1.2) and
(ii) that for every n∈N∗; fn satis8es the 8rst lines of (A1.1) and (A1.2) with respect
to K , and that gn satis8es the second line of (A1.1) with respect to K .
In addition, note from (ii) and (A1.2) that for every n∈N∗ and for every (t; x;
y; y′; z)∈ [0; T ]× RP × RQ × RQ × RQ×P:
〈y′ − y; gn(t; x; y′; z)− gn(t; x; y; z)〉6K |y′ − y|2 + 1n!(1 + 2n+ n)|y
′ − y|2
6 (4!+ K)|y′ − y|2:
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By the way, due to (A1.2), note that the way we have regularized the coe6cient f
cannot be applied to the case of g (we recall that we want gn and its derivatives to be
bounded).
Finally, for every n∈N∗, for every (t; x; y)∈ [0; T ]×RP×RQ and for every ∈RP:
〈; an(t; x; y)〉¿
∫
〈; a(t − s; G1n(x − u); G2n(y − v))〉Epn(s)E1pn(u)E2pn(v) ds du dv
−||2 sup
|x|6n;|y|6n
|(t; x; y)|!n
(
4
pn
)
¿
(
1− 1
2n
)
=||2:
This justi8es the choice of pn and completes the proof of (A.n2.1).
(A.n2.2) is readily established. Hence, we now prove that (A.n2.3) holds. Actually,
we just have to prove that, as n→ +∞:
For a:e: t ∈ [0; T ]; ∀(x; y; z)∈RP × RQ × RQ×P; fn(t; x; y; z)→ f(t; x; y; z):
To this end, let us 8rstly de8ne for every t ∈R and for every p∈N; !t;p as the modulus
of continuity of f(t; :) on the set [− p;p]P × [− p;p]Q × [− p;p]Q×P .
From Assumption (A2), for every (p;m)∈N × N∗, the map t ∈R → !t;p(1=m) is
measurable and bounded. Therefore, it is well known that there exits a set N ∈B(R),
such that J(N ) = 0, where J stands for the Lebesgue measure on R, and
∀t ∈ N; ∀(p;m)∈N ×N∗;
∫
!t−s;p
(
1
m
)
Epn(s) ds→ !t;p
(
1
m
)
;
∀t ∈ N; ∀(x; y; z)∈QP×QQ×QQ×P;
∫
f(t− s; x; y; z)Epn(s) ds→ f(t; x; y; z);
as n→ +∞.
Let us now consider p∈N; (x; y; z)∈RP×RQ×RQ×P , such that max(|x|; |y|; |z|)6p,
as well as (xm; ym; zm)m∈N a sequence of QP ×QQ ×QQ×P satisfying
∀m∈N∗; |x − xm|2 + |y − ym|2 + |z − zm|26 1m2 ; and
max(|xm|; |ym|; |zm|)6p:
Then, ∀t ∈ N; ∀n¿p+ 1; ∀m∈N∗,
|fn(t; x; y; z)− f(t; x; y; z)|
6
∣∣∣∣
∫
!t−s;p+1
(
2
pn
)
Epn(s) ds
∣∣∣∣+
∣∣∣∣
∫
!t−s;p
(
1
m
)
Epn(s) ds
∣∣∣∣
+
∣∣∣∣
∫
f(t − s; xm; ym; zm)Epn(s) ds− f(t; xm; ym; zm)
∣∣∣∣+
∣∣∣∣!t;p
(
1
m
)∣∣∣∣ :
This is enough to conclude that, as n→ +∞:
∀t ∈N; ∀(x; y; z)∈RP × RQ × RQ×P; fn(t; x; y; z)→ f(t; x; y; z):
This concludes the proof of Proposition 2.2.
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Notations. Keeping the notations of Proposition 2.2; let us introduce the following
ones:
K˜ =max(k; K + 4!;:); -= C(2)
K˜
:
Corollary 2.3. Under Assumption (A2); and with the latter notations; there exists an
integer N given by N = [T=-] + 1; and N + 1 real numbers denoted (ti)06i6N ; and
de:ned as follows:
t0 = 0; ∀i¿ 1; ti = T − [N − i]-;
(this means that tN=T; tN−1=T−-; tN−2=T−2-; etc. : : :) such that ∀n∈N∗; ∀06 i6
N − 1; ∀t ∈ [ti; ti+1[; and for every Gt-measurable random vector  with :nite second
moment; the problem:

∀s∈ [t; ti+1];
Xs = +
∫ s
t
fn(r; Xr; Yr; Zr) dr +
∫ s
t
n(r; Xr; Yr) dBr;
Ys = n(ti+1; Xti+1) +
∫ ti+1
s
gn(r; Xr; Yr; Zr) dr −
∫ ti+1
s
Zr dBr;
E
∫ ti+1
t
(|Xr|2 + |Yr|2 + |Zr|2) dr ¡∞;
(2.3.1)
admits a unique solution denoted (X n; t; i; s ; Y
n; t; i; 
s ; Z
n; t; i; 
s )s∈[t; ti+1]. It satis:es almost
surely:
∀s∈ [t; ti+1]; Y n; t; i; s = n(s; X n; t; i; s ); (2.3.2)
∀s∈ [t; ti+1]; Zn; t; i; s =∇xn(s; X n; t; i; s )n(s; X n; t; i; s ; Y n; t; i; s ); (2.3.3)
∀s∈ [t; ti+1]; |Zn; t; i; s |6:′; (2.3.4)
where :′ only depends on k; =; !; P; Q and T .
Proof. Let us 8x an integer n and let us consider i∈{0; :: ; N − 1}; t ∈ [ti; ti+1[ and
 a Gt-measurable random vector with 8nite second moment. Thanks to Lemma 2.1;
we can associate to every n∈N∗ a process (Un;t;s ; V n; t;s ; W n; t;s )t6s6T satisfying both
(2.1.6) (with ˜ replaced by n and ˜ by n) and (2.3.1). Using Theorem 1.1 and the
choice of -; we show that this solution is unique. From (2.2.2); (2.2.3) and property
(A2.2); we prove that (2.3.4) is satis8ed and so complete the proof of Corollary 2.3.
Proposition 2.4. Under Assumption (A2); and keeping the notations of Proposition
2:2; there exists a map  : [0; T ]× RP → RQ; such that
(2.4.1) n →  uniformly on every compact set of [0; T ]× RP as n→ +∞,
(2.4.2) ∀(t; x)∈ [0; T ]× RP; |(t; x)|6C;
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(2.4.3) ∀(t; x)∈ [0; T ]× RP; ∀(t′; x′)∈ [0; T ]× RP;
|(t′; x′)− (t; x)|6:|x′ − x|+ C|t′ − t|1=2;
(2.4.4) ∀x∈RP; (T; x) = h(x).
(2.4.5) ∀i∈{0; :: ; N−1}; ∀t ∈ [ti; ti+1[; for every Gt-measurable random vector  with
:nite second moment; the problem

∀s∈ [t; ti+1];
Xs = +
∫ s
t
f(r; Xr; Yr; Zr) dr +
∫ s
t
(r; Xr; Yr) dBr;
Ys = (ti+1; Xti+1) +
∫ ti+1
s
g(r; Xr; Yr; Zr) dr −
∫ ti+1
s
Zr dBr;
E
∫ ti+1
t
(|Xs|2 + |Ys|2 + |Zs|2) ds¡∞;
admits a unique solution denoted (X t; i;s ; Y
t; i; 
s ; Z
t; i; 
s )t6s6ti+1 . It satis:es
P{∀s∈ [t; ti+1]; Y t; i; s = (s; X t; i;s )}= 1;
and
P⊗ J{(!; s)∈ × [t; ti+1]; |Zt; i;s (!)|¿:′}= 0;
where J stands for the Lebesgue measure on R.
Proof. We build the map  by using a time-running-down induction. Indeed; thanks
to Theorem 1.1; we show that ∀t ∈ [tN−1; T [; for every Gt-measurable random vector
 with 8nite second moment; the problem

∀s∈ [t; T ];
Xs = +
∫ s
t
f(r; Xr; Yr; Zr) dr +
∫ s
t
(r; Xr; Yr) dBr;
Ys = h(XT ) +
∫ T
s
g(r; Xr; Yr; Zr) dr −
∫ T
s
Zr dBr;
E
∫ T
t
(|Xs|2 + |Ys|2 + |Zs|2) ds¡∞;
admits a unique solution denoted (X t;N−1; s ; Y
t;N−1; 
s ; Z
t;N−1; 
s )t6s6T . Following the 8rst
part; let us de8ne the map
 : [tN−1; T ]× RP → RQ; (t; x) → (t; x) = Y t;N−1; xt :
So; from Corollary 1.5, we know that; almost surely:
∀s∈ [t; T ]; Y t;N−1; s = (s; X t;N−1; s ):
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Moreover; from Corollary 1.7 and Corollary 2.3; we know that the maps (n)n∈N
de8ned in Proposition 2.2 satisfy
n →  as n→ +∞
uniformly on every compact set of [tN−1; T ] × RP . In particular; from (2.2.3) and
(2.2.4); we have that ∀(t; x)∈ [tN−1; T ]× RP;∀(t′; x′)∈ [tN−1; T ]× RP;
|(t′; x′)− (t; x)|6:|x′ − x|+ C|t′ − t|1=2:
Furthermore; Corollary 1.7 also proves that for every t ∈ [tN−1; T ];
E
∫ T
t
|Zn; t;N−1; s − Zt;N−1; s |2 ds→ 0 as n→ +∞:
Therefore; from Corollary 2.3; we deduce that
P⊗ J{(!; s)∈ × [t; T ]; |Zt;N−1; s (!)|¿:′}= 0:
We have just proved that (2.4.1)–(2.4.5) were satis8ed on [tN−1; T ].
Let us show that the same can be done on the interval [tN−2; tN−1].
We know that the functions f; g;  and (tN−1; :) satisfy Assumption (A1) with K˜
as Lipschitz-monotonicity constant. So, applying Theorem 1.1, we show that for every
t ∈ [tN−2; tN−1], for every Gt-measurable random vector  with 8nite second moment,
the problem

∀s∈ [t; tN−1];
Xs = +
∫ s
t
f(r; Xr; Yr; Zr) dr +
∫ s
t
(r; Xr; Yr) dBr;
Ys = (tN−1; XtN−1 ) +
∫ tN−1
s
g(r; Xr; Yr; Zr) dr −
∫ tN−1
s
Zr dBr;
E
∫ tN−1
t
(|Xs|2 + |Ys|2 + |Zs|2) ds¡∞;
admits a unique solution denoted (X t;N−2; s ; Y
t;N−2; 
s ; Z
t;N−2; 
s )tN−26s6tN−1 . From Corol-
lary 1.5, we can de8ne
 : [tN−2; tN−1]× RP → RQ; (t; x) → (t; x) = Y t;N−2; xt :
Note that both de8nitions of (tN−1; :) are compatible.
So, from Corollary 1.5, we know that, almost surely:
∀s∈ [t; tN−1]; Y t;N−2; s = (s; X t;N−2; s ):
Moreover, we know that (n(tN−1; :))n∈N converges uniformly on every compact set to
(tN−1; :). So, from Corollary 1.7, property (1.7.2),
n →  as n→ +∞;
uniformly on every compact set of [tN−2; tN−1]×RP , and therefore on every compact
set of [tN−2; T ]× RP . In particular, ∀(t; x)∈ [tN−2; T ]× RP , ∀(t′; x′)∈ [tN−2; T ]× RP ,
|(t′; x′)− (t; x)|6:|x′ − x|+ C|t′ − t|1=2:
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Furthermore, Corollary 1.7, (1.7.1), also proves that for every t ∈ [tN−2; tN−1[,
E
∫ tN−1
t
|Zn; t;N−2; s − Zt;N−2; s |2 ds→ 0 as n→ +∞:
So, from Corollary 2.3, property (2.3.4), this shows that
P⊗ J{(!; s)∈ × [t; tN−1]; |Zt;N−2; s (!)|¿:′}= 0:
We have just proved that (2.4.1)–(2.4.5) were satis8ed on [tN−2; tN−1]. Therefore,
using a running-down induction, we build a map  satisfying Proposition 2.4.
Corollary 2.5. Under Assumption (A2); and keeping the notations of Proposition
2:4; for every t ∈ [0; T [; for every Gt-measurable random vector  with :nite second
moment; every solution (Xs; Ys; Zs)t6s6T of the problem

∀s∈ [t; T ];
Xs = +
∫ s
t
f(r; Xr; Yr; Zr) dr +
∫ s
t
(r; Xr; Yr) dBr;
Ys = h(XT ) +
∫ T
s
g(r; Xr; Yr; Zr) dr −
∫ T
s
Zr dBr;
E
∫ T
t
(|Xs|2 + |Ys|2 + |Zs|2) ds¡∞;
(2.5.1)
satis:es for every i6 j6N − 1;
E sup
t˜j6s6t˜j+1
|Xs − X
t˜j ; j;Xt˜j
s |2 =E sup
t˜j6s6t˜j+1
|Ys − Y
t˜j ; j;Xt˜j
s |2
=E
∫ t˜j+1
t˜j
|Zs − Z
t˜j ; j;Xt˜j
s |2 ds= 0; (2.5.2)
where i is the unique integer of {0; :: ; N − 1} such that t ∈ [ti; ti+1[; and (t˜j)i6j6N
stand for the real numbers de:ned as follows:
t˜i = t; t˜j = tj if j¿ i:
In particular;
P{∀s∈ [t; T ]; Ys = (s; Xs)}= 1; (2.5.3i)
and
P⊗ J{(!; s)∈ × [t; T ]; |Zs(!)|¿:′}= 0: (2.5.3ii)
Proof. We apply the same running-down induction method as in Proposition 2.4.
Indeed; let us consider t ∈ [0; T [; and let us denote i the integer of {0; :: ; N − 1} such
that t ∈ [ti; ti+1[.
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If i=N−1, then (2.5.2), (2.5.3i) and (2.5.3ii) are direct consequences of Proposition
2.4.
If i6N − 2, and if (Xs; Ys; Zs)t6s6T is a solution of the problem (2.5.1), then
(Xs; Ys; Zs)tN−16s6T is a solution of the problem

∀s∈ [tN−1; T ];
Xs = XtN−1 +
∫ s
tN−1
f(r; Xr; Yr; Zr) dr +
∫ s
tN−1
(r; Xr; Yr) dBr;
Ys = h(XT ) +
∫ T
s
g(r; Xr; Yr; Zr) dr −
∫ T
s
Zr dBr;
E
∫ T
tN−1
(|Xs|2 + |Ys|2 + |Zs|2) ds¡∞:
So, from Proposition 2.4,
E sup
tN−16s6T
|Xs − X tN−1 ;N−1;XtN−1s |2 =E sup
tN−16s6T
|Ys − Y tN−1 ;N−1;XtN−1s |2
=E
∫ T
tN−1
|Zs − ZtN−1 ;N−1;XtN−1s |2 ds= 0:
In particular,
YtN−1 = (tN−1; XtN−1 ) a:s:
Therefore, (Xs; Ys; Zs)t6s6tN−1 is the solution of the problem

∀s∈ [t; tN−1];
Xs = +
∫ s
t
f(r; Xr; Yr; Zr) dr +
∫ s
t
(r; Xr; Yr) dBr;
Ys = (tN−1; XtN−1 ) +
∫ tN−1
s
g(r; Xr; Yr; Zr) dr −
∫ tN−1
s
Zr dBr;
E
∫ tN−1
t
(|Xs|2 + |Ys|2 + |Zs|2) ds¡∞:
Hence, an induction proves (2.5.2). Using (2.4.5), we easily deduce (2.5.3i) and
(2.5.3ii).
Theorem 2.6 (Existence and uniqueness of solutions). We assume that Assumption
(A2) is satis:ed; and we keep the notations of Proposition 2:4. Then;
(2.6.1) ∀T ¿ 0, for every G0-measurable random vector  with :nite second
moment, the problem (E) admits a unique solution.
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(2.6.2) ∀t ∈ [0; T ], for every Gt-measurable random vector  with :nite second
moment, the unique solution of the problem


∀s∈ [t; T ];
X t;s = +
∫ s
t
f(r; X t;r ; Y
t;
r ; Z
t;
r ) dr +
∫ s
t
(r; X t;r ; Y
t;
r ) dBr;
Y t;s = h(X
t;
T ) +
∫ T
s
g(r; X t;r ; Y
t;
r ; Z
t;
r ) dr −
∫ T
s
Zt;r dBr;
E
∫ T
t
(|X t;s |2 + |Y t;s |2 + |Zt;s |2) ds¡∞;
(2.6.2)
satis:es
P{∀s∈ [t; T ]; Y t;s = (s; X t;s )}= 1; (2.6.3i)
and
P⊗ J{(!; s)∈ × [t; T ]; |Zt;s (!)|¿:′}= 0: (2.6.3ii)
In particular, there exist versions of the processes (Y t;s )t6s6T and (Z
t;
s )t6s6T
whose trajectories are uniformly bounded.
Remark 2.7. The same reasoning as the one done in Remark 1.6 shows that the map
 only depends on f; g; h;  and T .
Proof of Theorem 2.6. Let us consider a G0-measurable random vector  with 8nite
second moment. Let us show existence of a solution to the problem (E). We now use
a running-up induction. Indeed; thanks to Proposition 2.4; the problem


∀06 t6 t1;
Xt = +
∫ t
0
f(s; Xs; Ys; Zs) ds+
∫ t
0
(s; Xs; Ys) dBs;
Yt = (t1; Xt1 ) +
∫ t1
t
g(s; Xs; Ys; Zs) ds−
∫ t1
t
Zs dBs;
E
∫ t1
0
(|Xt |2 + |Yt |2 + |Zt |2) dt ¡∞;
admits a unique solution; which was denoted in (2.4.5) (X 0;0; ; Y 0;0; ; Z0;0; ); and which
is now denoted (X (0)t ; Y
(0)
t ; Z
(0)
t )06t6t1 .
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Then, using once again Proposition 2.4, the problem

∀t16 t6 t2;
Xt = X
(0)
t1 +
∫ t
t1
f(s; Xs; Ys; Zs) ds+
∫ t
t1
(s; Xs; Ys) dBs;
Yt = (t2; Xt2 ) +
∫ t2
t
g(s; Xs; Ys; Zs) ds−
∫ t2
t
Zs dBs;
E
∫ t2
t1
(|Xt |2 + |Yt |2 + |Zt |2) dt ¡∞;
admits a unique solution, which was denoted in (2.4.5) (X t1 ;1;X
(0)
t1 ; Y t1 ;1;X
(0)
t1 ; Zt1 ;1;X
(0)
t1 ),
and which is now denoted (X (1)t ; Y
(1)
t ; Z
(1)
t )t16t6t2 . It satis8es
X (1)t1 = X
(0)
t1 a:s:
Y (1)t1 = (t1; X
(0)
t1 ) = Y
(0)
t1 a:s:
We then build, using an induction, the processes ((X (k)t ; Y
(k)
t ; Z
(k)
t )tk6t6tk+1)k∈{1; :: ;N−1},
solutions of the problems:

∀tk6 t6 tk+1;
Xt = X
(k−1)
tk +
∫ t
tk
f(s; X (k)s ; Y
(k)
s ; Z
(k)
s ) ds+
∫ t
tk
(s; X (k)s ; Y
(k)
s ) dBs;
Y (k)t = (tk+1; X
(k)
tk+1) +
∫ tk+1
t
g(s; X (k)s ; Y
(k)
s ; Z
(k)
s ) ds−
∫ tk+1
t
Z (k)s dBs;
E
∫ tk+1
tk
(|X (k)t |2 + |Y (k)t |2 + |Z (k)t |2) dt ¡∞:
We have for every 16 k6N − 1,
X (k)tk = X
(k−1)
tk a:s:; Y
(k)
tk = (tk ; X
(k−1)
tk ) = Y
(k−1)
tk a:s:
This proves that the process (Xt; Yt ; Zt)06t6T de8ned as follows:
∀k ∈{0; :: ; N − 1}; ∀t ∈ [tk ; tk+1]; Xt = X (k)t ; Yt = Y (k)t ; Zt = Z (k)t ;
is a solution of the problem. This shows existence of a solution to (E).
Let us prove uniqueness of this solution. Let us consider a solution (Ut; Vt ; Wt)06t6T
of the problem (E). Then, Corollary 2.5 shows that
E sup
06t6t1
|Ut − Xt |2 = E sup
06t6t1
|Ut − Xt |2 = E
∫ t1
0
|Ws − Zs|2 ds= 0:
In particular,
Ut1 = Xt1 a:s:
A new induction completes the proof of (2.6.1).
Finally, (2.6.3i) and (2.6.3ii) are direct consequences of Corollary 2.5. This com-
pletes the proof of Theorem 2.6.
F. Delarue / Stochastic Processes and their Applications 99 (2002) 209–286 243
Corollary 2.8 (Regularity upon the initial conditions). Assume that Assumption (A2)
is in force. Then; there exists a constant C∗ only depending on k; K; =; !; P; Q and T ;
such that ∀(t; x)∈ [0; T ]× RP; ∀(t′; x′)∈ [0; T ]× RP;
E
(
sup
06s6T
|X t;xs − X t
′ ; x′
s |2 + sup
06s6T
|Y t;xs − Y t
′ ; x′
s |2 +
∫ T
0
|Zt;xs − Zt
′ ; x′
s |2 ds
)
6C∗(|x − x′|2 + |t − t′|):
Proof. Let us consider (t; x)∈ [0; T ] × RP and (t′; x′)∈ [0; T ] × RP . Using property
(A2.2) as well as (2.4.2); (2.4.3); (2.6.3i) and (2.6.3ii); we prove that there exists a
constant C∗ only depending on k; K; =; !; P; Q and T such that ∀(t; x)∈ [0; T ] ×
RP;∀(t′; x′)∈ [0; T ]× RP;
E
(
sup
06s6t∨t′
|X t;xs − X t
′ ; x′
s |2 + sup
06s6t∨t′
|Y t;xs − Y t
′ ; x′
s |2 +
∫ t∨t′
0
|Zt;xs − Zt
′ ; x′
s |2 ds
)
6C∗(|x − x′|2 + |t − t′|):
Moreover, applying successively Theorem 1.3 on each small interval [t˜j ; t˜j+1];
i6 j6N , as done in Theorem 2.6, where i stands for the integer of {0; :: ; N − 1}
such that t ∨ t′ ∈ [ti; ti+1[ and (t˜j)i6j6N stand for the real numbers de8ned by t˜i = t;
t˜j = tj if j¿ i, and modifying C∗ if necessary, we prove that,
E
(
sup
t∨t′6s6T
|X t;xs − X t
′ ; x′
s |2 + sup
t∨t′6s6T
|Y t;xs − Y t
′ ; x′
s |2 +
∫ T
t∨t′
|Zt;xs − Zt
′ ; x′
s |2 ds
)
6C∗(|x − x′|2 + |t − t′|):
This completes the proof.
3. A locally lipschitzian-monotonous coe.cients case
Thanks to properties (2.6.3i) and (2.6.3ii), we are able in this section to relax several
assumptions required in Theorem 2.6 on the coe6cients with respect to the variables y
and z. Indeed, in Section 3.1, we improve Theorem 2.6 to a class of systems with lo-
cally lipschitzian-monotonous coe6cients, whereas Section 3.2 extends this latter result
to a set of non-standard FBSDEs.
3.1. The standard case
In this section, we are typically interested in systems of the following form:
∀t ∈ [0; T ];
Xt = +
∫ t
0
f1(Xs; Ys; Zs) ds+
∫ t
0
f2(s; Xs; Ys; Zs)Zs ds+
∫ t
0
(s; Xs; Ys) dBs;
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Yt = h(XT ) +
∫ T
t
g1(s; Xs; Ys; Zs) ds+
∫ T
t
g2(s; Xs; Ys; Zs)Zs ds−
∫ T
t
Zs dBs;
E
∫ T
0
(|Xt |2 + |Yt |2 + |Zt |2) dt ¡∞:
Actually, we prove here a result of existence and uniqueness for systems of type (E)
whose coe6cients satisfy the following assumption:
Assumption (A3). We say that the functions f; g; h and  satisfy Assumption (A3) if
there exist three non-decreasing functions k; K; ! : R+ → R+; and a non-increasing
function = : R+ → R+ \ {0}; such that they satisfy both (A1.0) and the following
properties:
(A3:1): ∀t ∈ [0; T ];∀(x; y; z)∈RP × RQ × RQ×P and ∀(x′; y′; z′)∈RP × RQ × RQ×P;
|f(t; x; y; z)−f(t; x; y′; z′)|6K(|y|+ |y′|+ |z|)(1+ |z′|) (|y−y′|+ |z− z′|);
|g(t; x; y; z)− g(t; x′; y; z′)|6K(|y|+ |z|)(1 + |z′|) (|x − x′|+ |z − z′|);
|h(x)− h(x′)|6 k(0) |x − x′|;
|(t; x; y)− (t; x′; y′)|26 k2(|y|+ |y′|) (|x − x′|2 + |y − y′|2):
(A3:2): ∀t ∈ [0; T ]; ∀(x; y; z)∈RP × RQ × RQ×P and ∀(x′; y′)∈RP × RQ;
〈x − x′; f(t; x; y; z)− f(t; x′; y; z)〉6K(|y|+ |z|)|x − x′|2;
〈y − y′; g(t; x; y; z)− g(t; x; y′; z)〉6K(|y|+ |y′|+ |z|)|y − y′|2:
(A3:3): ∀t ∈ [0; T ]; ∀(x; y; z)∈RP × RQ × RQ×P;
|f(t; x; y; z)|6!(|y|)(1 + |z|);
|g(t; x; y; z)|6!(0)(1 + |y|+ |z|);
|(t; x; y)|6!(|y|);
|h(x)|6!(0):
(A3:4): ∀t ∈ [0; T ]; ∀(x; y)∈RP;
∀∈RP; 〈; a(t; x; y)〉¿ =(|y|)||2:
(A3.5): ∀t ∈ [0; T ]; ∀(x; y; z)∈RP × RQ × RQ×P; the functions u → f(t; u; y; z) and
v → g(t; x; v; z) are continuous. Moreover;  is continuous on its de8nition set.
Remark. From (A3.1) and (A3.3); we deduce that there exists a non-increasing
function QK : R+ → R+; such that
(A3:1′): ∀t ∈ [0; T ]; ∀(x; y; z)∈RP × RQ × RQ×P and ∀(x; y′; z′)∈RP × RQ × RQ×P;
|f(t; x; y; z)− f(t; x; y′; z′)|6 QK(|y|+ |y′|+ |z|) (|y − y′|+ |z − z′|);
|g(t; x; y; z)− g(t; x′; y; z′)|6 QK(|y|+ |z|) (|x − x′|+ |z − z′|):
F. Delarue / Stochastic Processes and their Applications 99 (2002) 209–286 245
Indeed; ∀(t; x; y; z)∈ [0; T ]× RP × RQ × RQ×P and ∀(y′; z′)∈RP × RQ × RQ×P;∣∣∣∣ 11 + |z| f(t; x; y; z)− 11 + |z′| f(t; x; y′; z′)
∣∣∣∣
6
|z − z′|
(1 + |z|)(1 + |z′|) |f(t; x; y; z)|+
1
1 + |z′| |f(t; x; y; z)− f(t; x; y
′; z′)|
6!(|y|)|z − z′|+ K(|y|+ |y′|+ |z|)(|y − y′|+ |z − z′|):
Therefore;
|f(t; x; y; z)− f(t; x; y′; z′)|
=
∣∣∣∣(1 + |z|) 11 + |z| f(t; x; y; z)− (1 + |z′|) 11 + |z′| f(t; x; y′; z′)
∣∣∣∣
6 (1 + |z|)(!(|y|) + K(|y|+ |y′|+ |z|))(|y − y′|+ |z − z′|) + !(|y|)|z − z′|:
Of the course, the same scheme holds for g.
Theorem 3.1 (Existence of solutions). Under (A3); there exist two lipschitzian maps
4(1) : RQ → RQ and 4(2) : RQ×P → RQ×P; null outside a compact set; satisfying
∀y∈RQ; |4(1)(y)|6 |y|; ∀z ∈RQ×P; |4(2)(z)|6 |z|;
such that for every t ∈ [0; T ]; for every Gt-measurable random vector  with :nite
second moment; the unique solution denoted (Ut;s ; V
t;
s ; W
t;
s )t6s6T of the problem

∀s∈ [t; T ];
Xs = +
∫ s
t
f(u; Xu; 4(1)(Yu); 4(2)(Zu)) du+
∫ s
t
(u; Xu; 4(1)(Yu)) dBu;
Ys = h(XT ) +
∫ T
s
g(u; Xu; 4(1)(Yu); 4(2)(Zu)) du−
∫ T
s
Zu dBu;
E
∫ T
t
(|Xu|2 + |Yu|2 + |Zu|2) du¡∞
is also a solution of the problem (2:6:2).
Hence (Ut;s ; V
t;
s ; W
t;
s )t6s6T satisfy the conclusions of Theorem 2.6. In particular,
there exist a map  : [0; T ]×RP → RQ, as well as a constant C0 only depending on
!(0) and T and a constant C1, only depending on k(2C0); =(C0); !(C0); P; Q and T ,
such that
∀(t; x)∈ [0; T ]× RP; |(t; x)|6C0;
∀t ∈ [0; T ]; ∀(x; x′)∈ (RP)2; |(t; x′)− (t; x)|6C1|x − x′|:
(3.1.2)
Moreover, for every t ∈ [0; T ], for every Gt-measurable random vector  with :nite
second moment, (Ut;s ; V
t;
s ; W
t;
s )t6s6T satis:es
P{∀s∈ [t; T ]; V t;s = (s; U t;s )}= 1; (3.1.3i)
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and
P⊗ J{(!; s)∈ × [t; T ]; |Wt;s (!)|¿C2}= 0; (3.1.3ii)
where C2 only depends on k(2C0); =(C0); !(C0); P; Q and T .
Proof. For every L∈N∗; we de8ne (4L;n)n∈N∗ ; sequence of functions from RL into
RL; by
4L;n(u)=


u if |u|6 n;
0 if |u|¿ 2n;
2n−|u|
n u if n6 |u|6 2n;
whose following properties are easily veri8ed
∀n∈N∗; ∀u∈RL; |4L;n(u)|6 |u|;
∀n∈N∗; ∀u∈RL; |4L;n(u)|6 2n;
∀n∈N∗; ∀(u; u′)∈ (RL)2; |4L;n(u)− 4L;n(u′)|6 3|u− u′|:
Moreover; we let for every n∈N∗;
4(1)n = 4Q;n; 4
(2)
n = 4Q×P;n;
and ∀(t; x; y; z)∈ [0; T ]× RP × RQ × RQ×P;
f(n)(t; x; y; z) = f(t; x; 4(1)n (y); 4
(2)
n (z));
g(n)(t; x; y; z) = g(t; x; 4(1)n (y); 4
(2)
n (z));
(n)(t; x; y) = (t; x; 4(1)n (y)):
Hence; for every n∈N∗; there exist four constants Kn; kn; !n and =n ¿ 0; such that
f(n); g(n); h and (n) satisfy Assumption (A2) with respect to the constants Kn; kn; !n
and =n.
Therefore, ∀n∈N∗;∀t ∈ [0; T ], and for every Gt-measurable random vector  with
8nite second moment, the problem

∀s∈ [t; T ];
Xs = +
∫ s
t
f(n)(r; Xr; Yr; Zr) dr +
∫ s
t
(n)(r; Xr; Yr) dBr;
Ys = h(XT ) +
∫ T
s
g(n)(r; Xr; Yr; Zr) dr −
∫ T
s
Zr dBr;
E
∫ T
t
(|Xr|2 + |Yr|2 + |Zr|2) dr ¡∞;
admits from Theorem 2.6 a unique solution denoted (X n; t;s ; Y
n; t;
s ; Z
n; t;
s )t6s6T .
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Moreover, following the proof of (2.1.7), there exists a constant C0 only depending
on !(0) and T , such that for every n∈N∗, for every (t; x)∈ [0; T ]×RP; |Y n; t; xt |6C0.
Therefore, from (2.6.3i):
∀n∈N∗; P
{
sup
t6s6T
|Y n; t;s (!)|6C0
}
= 1:
Therefore, from Theorem 2.6, there exists a constant C2, only depending on k(2C0);
=(C0); !(C0); P; Q and T , such that
∀n∈N∗; P⊗ J{(!; s)∈ × [t; T ]; |Zn; t;s (!)|¿C2}= 0:
Hence, for n¿max(C0; C2), we have for every t ∈ [0; T ] and for every Gt-measurable
random vector  with 8nite second moment
P{∀s∈ [t; T ]; 4(1)n (Y n; t;s ) = Y n; t;s }= 1;
P⊗ J{(!; s)∈ × [t; T ]; 4(2)(Zn; t;s (!)) =Zn; t;s (!)}= 0:
Finally, choosing n¿max(C0; C2); (X n; t;s ; Y
n; t;
s ; Z
n; t;
s )t6s6T is a solution of the
problem (2.6.2). This completes the proof of Theorem 3.1.
Theorem 3.2 (Uniqueness of the solution). Under Assumption (A3); problem (E)
admits a unique solution (given by Theorem 3:1).
Remark. We 8rstly note; as we have done for Theorem 1.1; that under (A3);
every {Gt}06t6T -progressively measurable solution (Xt; Yt ; Zt)06t6T of the problem
(E) satis8es
(i) (Yt)06t6T is continuous and satis8es E sup06t6T |Yt |2¡∞.
(ii) Following the proof of (2.1.7) (take for every s∈ [0; T ] the conditional expectation
given Gs instead of the conditional expectation given Gt); and using the continuity
of Y ; we deduce P{supt6s6T |Ys|6C0}= 1.
(iii) From Assumption (A3); (Xt)06t6T is continuous and satis8es E sup06t6T
|Xt |2¡∞.
Let us prove Theorem 3.2.
Proof. We use the same kind of estimates on small intervals as the ones used in the
8rst part as well as a running-down induction method as used in the second part.
Furthermore; we keep the notations introduced in Theorem 3.1.
Let  be a G0 measurable random variable with 8nite second moment and
(Xs; Ys; Zs)06s6T a solution of the problem (E). The proof is then based on the fol-
lowing lemma:
Lemma 3.3. There exists a real <¿ 0; only depending on k; K; !; C0; C1 and C2 such
that
∀t ∈ [T −<; T ];E sup
t6s6T
|Xs−Uts |2 =E sup
t6s6T
|Ys−V ts |2 = E
∫ T
t
|Zs−Wts |2 ds= 0;
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where for every t ∈ [0; T ]; (Uts ; V ts ; W ts )t6s6T is the solution of

∀s∈ [t; T ];
U ts = Xt +
∫ s
t
f(r; U tr ; 4
(1)(V tr ); 4
(2)(Wtr )) dr +
∫ s
t
(r; U tr ; 4
(1)(V tr )) dBr;
V ts = h(U
t
T ) +
∫ T
s
g(r; U tr ; 4
(1)(V tr ); 4
(2)(Wtr )) dr −
∫ T
s
W tr dBr;
E
∫ T
t
(|Utr |2 + |V tr |2 + |Wtr |2) dr ¡∞:
Proof. Let us consider t ∈ [0; T ]. Then; from Theorem 3.1; (Uts ; V ts ; Zts)t6s6T satis8es

∀s∈ [t; T ];
U ts = Xt +
∫ s
t
f(r; U tr ; V
t
r ; W
t
r ) dr +
∫ s
t
(r; U tr ; V
t
r ) dBr;
V ts = h(U
t
T ) +
∫ T
s
g(r; U tr ; V
t
r ; W
t
r ) dr −
∫ T
s
W tr dBr;
E
∫ T
t
(|Utr |2 + |V tr |2 + |Wtr |2) dr ¡∞:
Hence; from Itoˆ’s calculus; ∀s∈ [t; T ];
E|Uts − Xs|2 = 2E
∫ s
t
〈Utr − Xr; f(r; U tr ; V tr ; W tr )− f(r; Xr; Yr; Zr)〉 dr
+E
∫ s
t
|(r; U tr ; V tr )− (r; Xr; Yr)|2 dr:
Therefore; thanks to Assumption (A3) (in particular (A3:1′)); to (3.1.2) and (3.1.3);
and to remark (ii) of the statement; there exists a constant c; only depending on
k; K; !; C0; C1 and C2 such that ∀s∈ [t; T ];
E|Uts − Xs|26 c
[
E
∫ s
t
|Utr − Xr|(|Utr − Xr|+ |V tr − Yr|+ |Wtr − Zr|) dr
+E
∫ s
t
(|Utr − Xr|2 + |V tr − Yr|2) dr
]
:
So; using standard estimates (see Section 1); we can 8nd K only depending on k; K; !;
C0; C1 and C2; such that
E|Uts − Xs|26 KE
∫ s
t
(|Utr − Xr|2 + |V tr − Yr|2) dr +
1
4
1
C21
E
∫ s
t
|Wtr − Zr|2 dr:
(3.3.1)
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Moreover; Itoˆ’s formula also shows that ∀s∈ [t; T ];
E|Ys − V ts |2 + E
∫ T
s
|Zr −Wtr |2 dr
=E|h(XT )− h(UtT )|2 + 2E
∫ T
s
〈Yr − V tr ; g(r; Xr; Yr; Zr)− g(r; U tr ; V tr ; W tr )〉 dr:
Hence; thanks to Assumptions (A3); to (3.1.2) and (3.1.3) and to remark (ii) of
Theorem 3.2; we have; modifying c if necessary; ∀s∈ [t; T ]:
E|Ys − V ts |2 + E
∫ T
s
|Zr −Wtr |2 dr
6C21E|XT −UtT |2 +c
[
E
∫ T
s
|Yr−V tr |(|Xr−Utr |+ |Yr−V tr |+ |Zr−Wtr |) dr
]
:
From (3.3.1); there exists a constant K′ only depending on k; K; !; C0; C1 and C2; such
that ∀s∈ [t; T ];
E|Ys−V ts |2 +E
∫ T
t
|Zr−Wtr |2 dr6 K′E
∫ T
t
(|Utr −Xr|2 + |V tr −Yr|2) dr: (3.3.2)
Finally; injecting (3.3.2) in (3.3.1); there exits a constant K′′ only depending on
k; K; !; C0; C1 and C2; such that ∀s∈ [t; T ];
E|Uts − Xs|2 + E|V ts − Ys|26 K′′E
∫ T
t
[|Uts − Xs|2 + |V ts − Ys|2] ds:
So; for a small enough T − t;
sup
t6s6T
E|Uts − Xs|2 = sup
t6s6T
E|V ts − Ys|2 = E
∫ T
t
|Wts − Zs|2 ds= 0:
And; using continuity of the processes (Xs)t6s6T ; (Ys)t6s6T ; (Uts )t6s6T ; (V
t
s )t6s6T ;
E sup
t6s6T
|Uts − Xs|2 = E sup
t6s6T
|V ts − Ys|2 = E
∫ T
t
|Wts − Zs|2 ds= 0:
This proves Lemma 3.3.
Let us go back to the proof of Theorem 3.2. Let us denote G1 = T − <. Then, from
Lemma 3.3 and Theorem 3.1,
∀s∈ [G1; T ]; Ys = (s; Xs):
Noting that the map (G1; :) is C1-lipschitzian, and following the scheme developed in
Section 2, we complete the proof with an induction.
Remark 3.4. Note that one of the main point of the proof of Theorem 3.2 is the a
priori estimate P{sup06t6T |Yt |6C0}=1. Actually; such an estimate can be established
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under weaker assumptions than Assumption (A3). Indeed; assume that g satis8es
(A3.6): ∀(t; x; y; z)∈ [0; T ]× RP × RQ × RQ×P;
〈y; g(t; x; y; z)〉6!(0)(1 + |y|2 + |y‖z|);
instead of
∀(t; x; y; z)∈ [0; T ]× RP × RQ × RQ×P; |g(t; x; y; z)|6!(0)(1 + |y|+ |z|):
Then, following the proof of (2.1.7), every triple (X; Y; Z), which satis8es both problem
(E) and the property E sup06t6T |Yt |2¡∞; also satis8es P{sup06t6T |Yt |6C0} = 1
(we recall that E sup06t6T |Yt |2¡∞ is required to establish that E
∫ T
t 〈Ys; Zs dBs〉=0;
see the proof of Theorem 1.1).
Hence, if (f; g; h; ) satis8es (A3.6) and (A3) with the second line of (A3.2)
replaced by
∀(t; x; y; z)∈ [0; T ]× RP × RQ × RQ×P; |g(t; x; y; z)|6!(|y|)(1 + |z|);
then for every G0 measurable random vector  with 8nite second moment, there exists
a unique triple (X; Y; Z) satisfying both
E
∫ T
0
(|Xt |2 + |Zt |2) dt + E sup
06t6T
|Yt |2¡∞;
and problem (E).
3.2. Extension of the uniqueness property
We now give under some appropriate assumptions a stronger uniqueness result which
is actually well adapted to convergence in law problems (see for example the article
of Pardoux (1999) related to BSDEs case and to the application to the homogenization
of semi-linear parabolic PDEs).
Assumption (A3′). We say that the functions f; F; g; G; h and  satisfy Assumption
(A3′) if there exist three non-decreasing functions k; K; ! :R+ → R+; and a non-
increasing function = :R+ → R+ \ {0}; such that they satisfy the following properties:
(A3′.0): F : [0; T ]× RP × RQ → (RQ×P)P;
G : [0; T ]× RP × RQ → (RQ×P)Q;
f : [0; T ]× RP × RQ → RP;
g : [0; T ]× RP × RQ → RQ;
 : [0; T ]× RP × RQ → RP×P;
h :RP → RQ:
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(A3′:1): ∀t ∈ [0; T ]; ∀(x; y)∈RP × RQ; ∀(x′; y′)∈RP × RQ;
|F(t; x; y)− F(t; x; y′)|+ |f(t; x; y)− f(t; x; y′)|6K(|y|+ |y′|)|y − y′|;
|G(t; x; y)− G(t; x′; y)|+ |g(t; x; y)− g(t; x′; y)|6K(|y|)|x − x′|;
|h(x)− h(x′)|6 k(0)|x − x′|;
|(t; x; y)− (t; x′; y′)|26 k2(|y|+ |y′|)(|x − x′|2 + |y − y′|2):
(A3′:2): ∀t ∈ [0; T ]; ∀(x; y)∈RP × RQ; ∀(x′; y′)∈RP × RQ; ∀u∈R; ∀w∈RQ×P;
〈x − x′; u(f(t; x; y)− f(t; x′; y)) + (F(t; x; y)− F(t; x′; y))w〉6K(|y|)(|u|
+|w|)|x − x′|2;
〈y − y′; u(g(t; x; y)− g(t; x; y′)) + (G(t; x; y)− G(t; x; y′))w〉6K(|y|)(|u|
+|w|)|y − y′|2:
(A3′:3): ∀(t; x; y)∈ [0; T ]× RP × RQ;
|G(t; x; y)|+ |g(t; x; y)|6!(0)(1 + |y|);
|F(t; x; y)|+ |f(t; x; y)|+ |(t; x; y)|+ |h(x)|6!(|y|):
(A3′:4): ∀(t; x; y)∈ [0; T ]× RP × RQ;
∀>∈RP; 〈>; ∗(t; x; y)>〉¿ =(|y|)|>|2:
(A3′:5): ∀(t; x; y)∈ [0; T ]×RP×RQ; the functions u → F(t; u; y); u → f(t; u; y); v →
G(t; x; v) and v → g(t; x; v) are continuous. Moreover;  is continuous on its
de8nition set.
Theorem 3.5 (Extension of uniqueness). Suppose that (A3′) is in force. Suppose that
there exist a G0-measurable random vector  with :nite second moment and a
{Gt}06t6T -progressively measurable process (Xt; Yt ; Mt; m1t ; m2t )06t6T ; with values in
RP × RQ × RQ × RP×Q × RQ×Q; such that

∀t ∈ [0; T ];
Xt = +
∫ t
0
f(s; Xs; Ys) ds+ trace([m1; M ]t) +
∫ t
0
(s; Xs; Ys) dBs;
Yt = h(XT ) +
∫ T
t
g(s; Xs; Ys) ds+ trace([m2; M ]T − [m2; M ]t)− (MT −Mt);
E
∫ T
0
(|Xt |2 + |Yt |2) dt ¡∞; (3.5.1)
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where (Mt)06t6T is a square integrable {Gt}06t6T -martingale (a priori non-
continuous); satisfying M0 = 0; and (m1t )06t6T and (m
2
t )06t6T are two continuous
and square integrable {Gt}06t6T -martingales satisfying:
(3.5.2) ∀p∈{1; :: ; P}; ∀q∈{1; :: ; Q}; t → [(m1)p;q]t is absolutely continuous and
satis:es:
(i) ∀p∈{1; :: ; P}; ∑Qq=1 | d[(m1)p; q]rdr |6!(0) dr ⊗ dP a:e:
(ii) ∀(p; q; p′)∈{1; :: ; P} × {1; :: ; Q} × {1; :: ; P};
[(m1)p;q; (B)p′ ]t =
∫ t
0 Fp;q;p′(s; Xs; Ys) ds.
(3.5.3) ∀q∈{1; :: ; Q}; ∀q′ ∈{1; :: ; Q}; t → [(m2)q;q′ ]t is absolutely continuous and
satis:es:
(i) ∀q∈{1; :: ; Q}; ∑Qq′=1 | d[(m2)q; q′ ]rdr |6!(0) dr ⊗ dP a:e:
(ii) ∀(q; q′; p)∈{1; :: ; Q} × {1; :: ; Q} × {1; :: ; P};
[(m2)q;q′ ; (B)p]t =
∫ t
0 Gq;q′ ;p(s; Xs; Ys) ds.
In addition, note that ∀t ∈ [0; T ]; trace([m1; M ]t) and trace([m2; M ]t) stand respec-
tively for the RP and RQ valued vectors de:ned by
∀p∈{1; :: ; P}; (trace([m1; M ]t))p =
Q∑
q=1
[(m1)p;q; (M)q]t ;
∀q∈{1; :: ; Q}; (trace([m2; M ]t))q =
Q∑
q′=1
[(m2)q;q′ ; (M)q′ ]t ;
where [ ; ] stands for the quadratic covariation.
Then, the processes (Xt)06t6T ; (Yt)06t6T and (Mt)06t6T are continuous and satisfy
E sup
06t6T
|Xt − U 0; t |2 = E sup
06t6T
|Yt − V 0; t |2 = E sup
06t6T
∣∣∣∣Mt −
∫ t
0
W 0; s dBs
∣∣∣∣
2
= 0;
where for every t ∈ [0; T ], and for every Gt-measurable random vector (t), satisfying
E|(t)|2¡∞, (Ut;(t)s ; V t;
(t)
s ; W
t;(t)
s )t6s6T is the solution of

∀s∈ [t; T ];
Us = (t) +
∫ s
t
f(r; Ur; Vr) dr +
∫ s
t
F(r; Ur; Vr)Wr dr +
∫ s
t
(r; Ur; Vr) dBr;
Vs = h(UT ) +
∫ T
s
g(r; Ur; Vr) dr +
∫ T
s
G(r; Ur; Vr)Wr dr −
∫ T
s
Wr dBr;
E
∫ T
t
(|Ur|2 + |Vr|2 + |Wr|2) dr ¡∞: (3.5.4)
Notations. From Theorems 3.1 and 3.2; we know that there exist a constant C0 only
depending on ! and T ; and a constant C1; only depending on k; !; =; P; Q and T ;
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such that the map
 : [0; T ]× RP → RQ; (t; x) → V t;xt ;
satis8es
∀(t; x)∈ [0; T ]× RP; |(t; x)|6C0;
∀t ∈ [0; T ]; ∀(x; x′)∈ (RP)2; |(t; x′)− (t; x)|6C1|x′ − x|:
Moreover, for every t ∈ [0; T ], for every Gt-measurable random vector (t) with 8nite
second moment, (Ut;
(t)
s ; V
t;(t)
s ; W
t;(t)
s )t6s6T satis8es
P{∀s∈ [t; T ]; V t;(t)s = (s; U t;
(t)
s )}= 1;
and
P⊗ J{(s; !)∈ [t; T ]× ; |Wt;(t)s (!)|¿C2}= 0;
where C2 only depends on k; =; !; P; Q and T .
Remark. Under assumptions of Theorem 3.5; we note that
(i) (Yt)06t6T and (Mt)06t6T are cUad-lUag.
(ii) From Kunita–Watanabe and Doob’s maximal inequalities; we deduce E sup06t6T
|Yt |2¡∞.
(iii) Following the proof of (2.1.7) and modifying C0 if necessary; P{sup06t6T
|Yt |26C0}= 1.
(iv) (Xt)06t6T is continuous and E sup06t6T |Xt |2¡∞.
Let us prove Theorem 3.5.
Proof. Let us consider (Xs; Ys;Ms; m1s ; m
2
s )06s6T given by the statement. Then; for every
t ∈ [0; T ]; (Xs; Ys;Ms; m1s ; m2s )t6s6T satis8es
∀s∈ [t; T ];
Xs = Xt +
∫ s
t
f(u; Xu; Yu) du+ trace([m1; M ]s − [m1; M ]t) +
∫ s
t
(u; Xu; Yu) dBu;
Ys = h(XT ) +
∫ T
s
g(u; Xu; Yu) du+ trace([m2; M ]T − [m2; M ]s)− (MT −Ms);
E
∫ T
t
(|Xu|2 + |Yu|2) du¡∞:
The proof is based on the following lemma, which is very close to Lemma 3.3.
Lemma 3.6. There exists a real <′¿ 0; only depending on !; K; k; P; Q; C0; C1
and C2; such that for every t ∈ [T − <′; T ]; the processes (Xs)t6s6T ; (Ys)t6s6T and
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(Ms)t6s6T are continuous and satisfy
E sup
t6s6T
|Xs − Uts |2 =E sup
t6s6T
|Ys − V ts |2
=E[trace([M − Nt]T )− trace([M − Nt]t)] = 0;
where for every t ∈ [0; T ]; (Uts ; V ts ; W ts )t6s6T is the solution of

∀s∈ [t; T ];
U ts = Xt +
∫ s
t
f(r; U tr ; V
t
r ) dr +
∫ s
t
F(r; U tr ; V
t
r )W
t
r dr +
∫ s
t
(r; U tr ; V
t
r ) dBr;
V ts = h(U
t
T ) +
∫ T
s
g(r; U tr ; V
t
r ) dr +
∫ T
s
G(r; U tr ; V
t
r )W
t
r dr −
∫ T
s
W tr dBr;
E
∫ T
t
(|Utr |2 + |V tr |2 + |Wtr |2) dr ¡∞;
and ∀t ∈ [0; T ]; (Nts )t6s6T is de:ned by
∀s∈ [t; T ]; N ts =
∫ s
t
W tu dBu:
Proof. Let us consider t ∈ [0; T ] and (Uts ; V ts ; W ts )t6s6T de8ned by the statement of
Lemma 3.6. Moreover; we de8ne ∀s∈ [t; T ];
∀(p; q)∈{1; :: ; P} × {1; :: ; Q}; (n1; ts )p;q =
∫ s
t
〈Fp;q; :(r; U tr ; V tr ); dBr〉;
∀(q; q′)∈{1; :: ; Q} × {1; :: ; Q}; (n2; ts )q;q′ =
∫ s
t
〈Gq;q′ ; :(r; U tr ; V tr ); dBr〉:
So; according to the adopted notations; ∀s∈ [t; T ];
trace([n1; t ; N t]s) =
∫ s
t
F(r; U tr ; V
t
r )W
t
r dr;
trace([n2; t ; N t]s) =
∫ s
t
G(r; U tr ; V
t
r )W
t
r dr:
Hence; from Itoˆ’s formula; ∀s∈ [t; T ];
E|Uts − Xs|2 = 2E
∫ s
t
〈Utr − Xr; f(r; U tr ; V tr )− f(r; Xr; Yr)〉 dr
+2E
∫ s
t
〈Utr − Xr; d[trace([n1; t ; N t]r − [m1; M t]r)]〉
+E
∫ s
t
|(r; U tr ; V tr )− (r; Xr; Yr)|2 dr:
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Now; using (3.5.2); we have ∀r ∈ [t; T ];
trace([n1; t − m1; N t]r) =
∫ r
t
(F(u; U tu; V
t
u)− F(u; Xu; Yu))Wtu du:
Moreover; using Kunita–Watanabe inequality; ∀s∈ [t; T ];
E
∫ s
t
〈Xr − Utr ; d trace([m1; N t −Mt]r)〉
6
P∑
l=1
Q∑
q=1
E
[(∫ s
t
((Xr)l − (Utr )l)2 d[(m1)l;q]r
)1=2
([(Nt −Mt)q]s − [(Nt −Mt)q]t)1=2
]
:
Therefore; using Assumption (A3′) as well as property (3.5.2); and following the proof
of Lemma 3.3; we can 8nd a constant O only depending on k; K; !; P; Q; C0; C1
and C2; such that ∀s∈ [t; T ];
E|Uts − Xs|26 OE
∫ s
t
(|Utr − Xr|2 + |V tr − Yr|2) dr
+
1
4
1
C21
E[trace([M − Nt]s)− trace([M − Nt]t)]: (3.6.1)
Moreover; Itoˆ’s formula also shows that ∀s∈ [t; T ];
E|Ys − V ts |2 + E[trace([M − Nt]T )− trace([M − Nt]s)]
=E|h(XT )− h(UtT )|2 + 2E
∫ T
s
〈Yr− − V tr ; g(r; Xr; Yr)− g(r; U tr ; V tr )〉 dr
+2E
∫ T
s
〈Yr− − V tr ; d trace([n2; t ; N t]r − [m2; M ]r)〉:
In addition; we have ∀r ∈ [t; T ];
trace([n2; t − m2; N t]r) =
∫ r
t
(G(u; U tu; V
t
u)− G(u; Xu; Yu))Wtu du:
Therefore; considering (3.5.3) and using once again Kunita–Watanabe inequality;
we show from (3.6.1) that there exists a constant O′ only depending on K; k; !; P;
Q; C0; C1 and C2; such that ∀s∈ [t; T ];
E|Ys − V ts |2 + E[trace([M − Nt]T )− trace([M − Nt]t)]
6 O′ E
∫ T
t
(|Utr − Xr|2 + |V tr − Yr|2 + |V tr − Yr−|2) dr:
So; noting that
E
∫ T
t
|V tr − Yr|2 dr = E
∫ T
t
|V tr − Yr−|2 dr;
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we have ∀s∈ [t; T ];
E|Ys − V ts |2 + E[trace([M − Nt]T )− trace([M − Nt]t)]
6 O′ E
∫ T
t
(|Utr − Xr|2 dr + |V tr − Yr|2) dr: (3.6.2)
Eventually; injecting (3.6.2) in (3.6.1); there exists a constant O′′ only depending on
k; K; !; P; Q; C0; C1 and C2 such that ∀s∈ [t; T ];
E(|Uts − Xs|2 + |V ts − Ys|2)6 O′′ E
∫ T
t
[|Uts − Xs|2 + |V ts − Ys|2] ds:
Hence; for a small enough T − t;
sup
t6s6T
E|Uts − Xs|2 = sup
t6s6T
E|V ts − Ys|2
=E[trace([M − Nt]T )− trace([M − Nt]t)] = 0:
Then; using the right continuity of the processes (Xs)t6s6T ; (Ys)t6s6T ; (Uts )t6s6T ;
(V ts )t6s6T ; we prove that
E sup
t6s6T
|Uts − Xs|2 = E sup
t6s6T
|V ts − Ys|2 = 0:
This proves that (Xs)t6s6T ; (Ys)t6s6T and (Ms)t6s6T are continuous.
Let us go back to the proof of Theorem 3.5. We let G′1 = T − <′. So, from
Theorem 3.1:
∀s∈ [G′1; T ]; Ys = (s; Xs):
Using the same scheme as in the proof of Theorem 3.2, and noting that
trace([M − N 0]0) = 0, we complete the proof with an induction.
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Appendix A. Random coe.cients case
The goal of the appendices is to present a probabilistic method to obtain some
regularity results on the map  given by Corollary 1.5 and in particular to prove
that, under appropriate assumptions and over a small enough time duration T , it is a
classical solution of the system (E′). Actually, to show such properties, it may be more
convenient to extend 8rst the results of the part one to the case of random coe6cients.
This is what we do in Appendix A.
However, the proofs being almost the same as in the case of deterministic coe6-
cients, we just give the statements of the results without detailing the proofs.
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Assumption (A.A1). We say that the functions f; g; h and  satisfy Assumption (A.A1)
if there exist three constants K;!; q¿ 1; such that:
(A:A1:0): f : × [0; T ]× RP × RQ × RQ×P → RP;
g : × [0; T ]× RP × RQ × RQ×P → RQ;
 : × [0; T ]× RP × RQ → RP×P;
h : × RP → RQ;
are respectively P0 ⊗B(RP)⊗B(RQ)⊗B(RQ×P)=B(RP); P0 ⊗B(RP)⊗B(RQ)⊗
B(RQ×P)=B(RQ); P0⊗B(RP)⊗B(RQ)=B(RP×P) and G0T⊗B(RP)=B(RP) measurable;
where P0 stands for the progressive -8eld with respect to the 8ltration {G0t };
de8ned by
∀t ∈ [0; T ]; G0t = G0 ∨Ft :
(A.A1.1): ∀t ∈ [0; T ]; ∀(x; y; z)∈RP×RQ×RQ×P; ∀(x′; y′; z′)∈RP×RQ×RQ×P; and
a.s.;
|f(t; x; y; z)− f(t; x; y′; z′)|6K(|y − y′|+ |z − z′|);
|g(t; x; y; z)− g(t; x; y′; z′)|6K(|x − x′|+ |z − z′|);
|h(x)− h(x′)|6K |x − x′|;
|(t; x; y)− (t; x′; y′)|26K2(|x − x′|2 + |y − y′|2):
(A.A1.2): ∀t ∈ [0; T ]; ∀(x; y; z)∈RP × RQ × RQ×P; ∀(x′; y′)∈RP × RQ; and a.s.;
〈x − x′; f(t; x; y; z)− f(t; x′; y; z)〉6K |x − x′|2;
〈y − y′; g(t; x; y; z)− g(t; x; y′; z)〉6K |y − y′|2:
(A.A1.3): ∀t ∈ [0; T ]; ∀(x; y; z)∈RP × RQ × RQ×P; and a.s.;
|f(t; x; y; z)|6!(|f(t; 0; 0; 0)|+ |x|+ |y|+ |z|);
|g(t; x; y; z)|6!(|g(t; 0; 0; 0)|+ |x|+ |y|+ |z|):
(A.A1.4): The following holds:
(i) E[|h(0)|2 + ∫ T0 (|f(s; 0; 0; 0)|2 + |g(s; 0; 0; 0)|2) ds + ∫ T0 |(s; 0; 0)|2 ds]
¡∞;
(ii) E(90)q ¡∞;
where ∀t ∈ [0; T ];
9t = |h(0)|2 +
(∫ T
t
(|f(s; 0; 0; 0)|+ |g(s; 0; 0; 0)|) ds
)2
+
∫ T
t
|(s; 0; 0)|2 ds:
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Note that we also de8ne (it will be used next) for 06 s6 t6T ;
9s; t =
(∫ t
s
(|f(u; 0; 0; 0)|+ |g(u; 0; 0; 0)|) du
)2
+
∫ t
s
|(u; 0; 0)|2 du:
(A.A1.5): ∀t∈[0; T ]; ∀(x; y; z)∈RP×RQ ×RQ×P and a.s.; the functions u →f(t; u; y; z)
and v → g(t; x; v; z) are continuous.
Theorem A.1 (Existence and uniqueness in small time duration). Assume that (A.A1)
is in force. Then; every solution (Xt; Yt ; Zt)06t6T of the problem (E) satis:es:
(i) (Xt)06t6T and (Yt)06t6T are continuous {G0t }06t6T -adapted.
(ii) E(sup06t6T |Xt |2 + sup06t6T |Yt |2)¡∞.
Moreover; there exists a constant C˜
(1)
K ¿ 0; only depending on K; such that for every
G0-measurable random vector ; satisfying E||2¡∞; and for every T6 C˜(1)K ; the
problem (E) admits a unique solution.
Theorem A.2 (Main estimate). Suppose that (A.A1) is in force. Then; there exists
a constant 0¡C˜
(2)
K 6 C˜
(1)
K ; only depending on K; such that for every T6 C˜
(2)
K ; for
every vector of functions (f˜; g˜; h˜; ˜) satisfying Assumption (A.A1) with respect to K
and !; for every A∈G0; and for all G0-measurable random vectors  and ˜ with
:nite second moment; we have the following estimate:
E
(
1A sup
06s6T
|Xs − X˜ s|2
)
+ E
(
1A sup
06s6T
|Ys − Y˜ s|2
)
+E
∫ T
0
(1A|Zs − Z˜ s|2) ds
6 c˜(2)K
[
E(1A|− ˜|2) + E(1A|(h− h˜)(XT )|2)
+E
(
1A
∫ T
0
(|f − f˜|+ |g− g˜|)(r; Xr; Yr; Zr) dr
)2
+ E
∫ T
0
(1A| − ˜|2)(r; Xr; Yr) dr
]
; (A.2.1)
where c˜(2)K only depends on K; and where the processes (Xs; Ys; Zs)06s6T and
(X˜ s; Y˜ s; Z˜ s)06s6T stand for the solutions of the problems associated to the coe<-
cients (f; g; h; ) and (f˜; g˜; h˜; ˜) and to the initial conditions (0; ) and (0; ˜).
Corollary A.3 (Dependence upon initial conditions). Suppose that (A.A1) is in force.
For every T6 C˜
(2)
K ; for every t ∈ [0; T ]; and for every G0t -measurable random vector
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 with :nite second moment; we denote by (X t;s ; Y
t;
s ; Z
t;
s )t6s6T the unique solution
of the problem


∀s∈ [t; T ];
Xs = +
∫ s
t
f(r; Xr; Yr; Zr) dr +
∫ s
t
(r; Xr; Yr) dBr;
Ys = h(XT ) +
∫ T
s
g(r; Xr; Yr; Zr) dr −
∫ T
s
Zr dBr;
E
∫ T
t
(|Xs|2 + |Ys|2 + |Zs|2) ds¡∞:
If =x a.s., x∈RP , this one can be extended to the whole interval [0; T ] by putting


∀06 s6 t; X t;xs = x; Y t;xs = E(Y t;xt |Gs);
Y t; xt = Y
t;x
0 +
∫ t
0
Zt;xu dBu:
Then, the following properties are satis:ed:
(A.3.1) ∀(t; x)∈ [0; T ]× RP; ∀A∈G0t ,
E
(
1A sup
t6s6T
|X t;xs |2
)
+ E
(
1A sup
t6s6T
|Y t;xs |2
)
+ E
(
1A
∫ T
t
|Zt;xs |2 ds
)
6 c˜(2)K E(1A(|x|2 +9t)):
(A.3.2) There exists a constant c˜(2)K;!, only depending on K and !, such that ∀(t; x)
∈ [0; T ]× RP; ∀(t′; x′)∈ [0; T ]× RP; t6 t′ and ∀A∈G0t ,
E
(
1A sup
t6s6T
|X t′ ; x′s − X t;xs |2
)
+ E
(
1A sup
t6s6T
|Y t′ ; x′s − Y t;xs |2
)
+E
(
1A
∫ T
t
|Zt′ ; x′s − Zt;xs |2 ds
)
6 c˜(2)K E(1A(|x − x′|2 + 29t; t′)) + c˜(2)K;!(t′ − t)E(1A(|x|2 +9t)):
Corollary A.4. Suppose that (A.A1) is in force and keep the notations of Corollary
A:3: Then; for every T6 C˜
(2)
K ; for every t ∈ [0; T ]; there exists a version denoted (t; :)
of the process Y t; :t : × RP → RQ satisfying:
(A.4.1) For every t ∈ [0; T ]; (t; :) is G0t ⊗B(RP)=B(RQ) measurable.
(A.4.2) ∀x∈RP; |(t; x)|26 c˜(2)K (|x|2 + E(9t |G0t )):
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(A.4.3) ∀(x; x′)∈ (RP)2; |(t; x)− (t; x′)|26 c˜(2)K |x − x′|2:
(A.4.4) For every t ∈ [0; T ]; for every G0t -measurable random vector  with :nite
second moment; for every s∈ [t; T ];
Y t;s = (s; X
t;
s ) a:s:
Theorem A.5 (Higher order estimates). Suppose that (A.A1) is in force. Then; for
every 16p6 q; there exists a constant c˜p;K ; only depending on p and K such that
for every T6 C˜
(2)
K and for every G0-measurable random vector  with :nite 2pth
moment; the process (X 0; s ; Y
0; 
s ; Z
0; 
s )06s6T satis:es the following:
E
(
sup
06s6T
|X 0; s |2p + sup
06s6T
|Y 0; s |2p
)
+E
(∫ T
0
|Z0; s |2 ds
)p
6 c˜p;K (E ||2p + E (90)p): (A.5.1)
For all vectors of functions (f; g; h; ) and (f˜; g˜; h˜; ˜) satisfying Assumption (A.A1)
with respect to the constants K; ! and q, for all G0-measurable random vectors 
and ˜ with :nite 2pth moment, and for every A∈G0, the following estimate holds:
E
(
1A sup
06s6T
|X˜ s − Xs|2p
)
+ E
(
1A sup
06s6T
|Y˜ s − Ys|2p
)
+E
[
1A
(∫ T
0
|Z˜ s − Zs|2 ds
)p]
6 c˜p;K E
[
1A
(
|˜− |2p + |h˜− h|2p(XT )
+
(∫ T
0
(|f˜ − f|+ |g˜− g|)(s; Xs; Ys; Zs) ds
)2p
+
(∫ T
0
|˜ − |2(s; Xs; Ys) ds
)p)]
; (A.5.2)
where (Xs; Ys; Zs)06s6T and (X˜ s; Y˜ s; Z˜ s)06s6T stand for the solutions associated to
the coe<cients (f; g; h; ) and (f˜; g˜; h˜; ˜) and to the initial conditions (0; ) and (0; ˜).
Proof. We keep the notations given in the statement. We 8rstly assume that the
processes (Xs; Ys; Zs)06s6T and (X˜ s; Y˜ s; Z˜ s)06s6T satisfy the following assumptions:
(Lp) E sup
06s6T
|Xs|2p + E sup
06s6T
|Ys|2p + E
(∫ T
0
|Zs|2 ds
)p
¡∞;
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and
(L˜p) E sup
06s6T
|X˜ s|2p + E sup
06s6T
|Y˜ s|2p + E
(∫ T
0
|Z˜ s|2 ds
)p
¡∞:
Let us then prove that there exists a constant C˜p;K ¿ 0; only depending on p and K;
such that for every T6 C˜p;K ; the processes (Xs; Ys; Zs)06s6T and (X˜ s; Y˜ s; Z˜ s)06s6T
satisfy the inequality (A.5.2). To this end; we also assume that T6 1.
Using Itoˆ’s calculus, we have for every 3¿ 0:
E
(
1A sup
06s6T
(3+ |X˜ s − Xs|2)p
)
6E(1A(3+ |˜− |2)p)
+2pE sup
06t6T
(∫ t
0
1A(3+ |X˜ s − Xs|2)p−1〈X˜ s − Xs; f˜(s; X˜ s; Y˜ s; Z˜ s)
− f(s; Xs; Ys; Zs)〉 ds
)
+ 2pE sup
06t6T
(∫ t
0
1A(3+ |X˜ s − Xs|2)p−1
×〈X˜ s − Xs; (˜(s; X˜ s; Y˜ s)− (s; Xs; Ys)) dBs〉
)
+pE
∫ t
0
1A(3+ |X˜ s − Xs|2)p−1|˜(s; X˜ s; Y˜ s)− (s; Xs; Ys)|2 ds
+2p(p− 1)
P∑
j=1
E
∫ t
0
1A(3+ |X˜ s − Xs|2)p−2
×
(
P∑
i=1
(X˜ s − Xs)i(˜(s; X˜ s; Y˜ s)− (s; Xs; Ys))i; j
)2
ds:
Using Burkholder–Davis–Gundy inequalities as well as Assumption (A.A1), and letting
3 → 0, we show that there exists a constant c˜p;K , only depending on p and K , such
that
E
(
1A sup
06s6T
|X˜ s − Xs|2p
)
6E(1A|˜− |2p) + c˜p;K
[
E
∫ T
0
1A|X˜ s − Xs|2p−1(|X˜ s − Xs|
+|Y˜ s − Ys|+ |Z˜ s − Zs|) ds+ E
∫ T
0
1A|X˜ s − Xs|2p−1|f˜ − f|(s; Xs; Ys; Zs) ds
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+E
∫ T
0
1A|X˜ s − Xs|2p−2(|X˜ s − Xs|2 + |Y˜ s − Ys|2) ds
+E
(∫ T
0
1A|X˜ s − Xs|4p−2|˜(s; X˜ s; Y˜ s)− (s; Xs; Ys)|2 ds
)1=2
+ E
∫ T
0
1A|X˜ s − Xs|2p−2|˜ − |2(s; Xs; Ys) ds
]
:
Using Young’s inequality and modifying c˜p;K if necessary, this shows that
E
(
1A sup
06s6T
|X˜ s − Xs|2p
)
6E(1A|˜− |2p) + c˜p;K
[
E
∫ T
0
1A(|X˜ s − Xs|2p + |Y˜ s − Ys|2p) ds
+E
(∫ T
0
1A|f˜ − f|(s; Xs; Ys; Zs) ds
)2p
+E
(∫ T
0
1A|˜ − |2(s; Xs; Ys) ds
)p
+ Tp E
(∫ T
0
|Z˜ s − Zs|2 ds
)p]
: (A.5.3)
On the other hand, using once again Itoˆ’s formula as well as Young’s formula, and
modifying c˜p;K if necessary, we have for every t ∈ [0; T ],
E(1A|Y˜ t − Yt |2p) + E
∫ T
t
1A|Y˜ s − Ys|2p−2|Z˜ s − Zs|2 ds
6 c˜p;K
[
E(1A|h˜(X˜ T )− h(XT )|2p) + E
∫ T
t
1A|Y˜ s − Ys|2p−2
×〈Y˜ s − Ys; g˜(s; X˜ s; Y˜ s; Z˜ s)− g(s; Xs; Ys; Zs)〉 ds
]
: (A.5.4)
Moreover, using Burkholder–Davis–Gundy inequalities and modifying c˜p;K if necessary,
we obtain
E
(
1A sup
06s6T
|Y˜ s − Ys|2p
)
6 c˜p;K
[
E(1A|h˜(X˜ T )− h(XT )|2p) + E sup
06t6T
(∫ T
t
1A|Y˜ s − Ys|2p−2
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×〈Y˜ s − Ys; g˜(s; X˜ s; Y˜ s; Z˜ s)− g(s; Xs; Ys; Zs)〉 ds
)
+ E
(
1A
∫ T
0
|Y˜ s − Ys|4p−2|Z˜ s − Zs|2 ds
)1=2]
:
Therefore, modifying c˜p;K if necessary, and using Young’s estimate, we obtain
E
(
1A sup
06s6T
|Y˜ s − Ys|2p
)
+ E
∫ T
0
1A|Y˜ s − Ys|2p−2|Z˜ s − Zs|2 ds
6 c˜p;K
[
E(1A|h˜(X˜ T )− h(XT )|2p) + E
∫ T
0
1A(|X˜ s − Xs|2p + |Y˜ s − Ys|2p) ds
+E
∫ T
0
1A|Y˜ s − Ys|2p−1|Z˜ s − Zs| ds+ E
(∫ T
0
1A|g˜− g|(s; Xs; Ys; Zs) ds
)2p]
:
Hence, modifying c˜p;K if necessary,
E
(
1A sup
06s6T
|Y˜ s − Ys|2p
)
6 c˜p;K
[
E(1A|h˜(X˜ T )− h(XT )|2p) + E
∫ T
0
1A(|X˜ s − Xs|2p + |Y˜ s − Ys|2p) ds
+ E
(∫ T
0
1A|g˜− g|(s; Xs; Ys; Zs) ds
)2p]
: (A.5.5)
Moreover, from the inequality∫ T
0
|Z˜ s − Zs|2 ds6 sup
06s6T
|Y˜ s − Ys|2 + 2
∫ T
0
〈Y˜ s − Ys; g˜(s; X˜ s; Y˜ s; Z˜ s)
−g(s; Xs; Ys; Zs)〉 ds− 2
∫ T
0
〈Y˜ s − Ys; (Z˜ s − Zs) dBs〉;
we deduce, modifying once again c˜p;K if necessary,
E
(∫ T
0
1A|Z˜ s − Zs|2 ds
)p
6 c˜p;K
[
E
(
1A
(
sup
06s6T
|Y˜ s − Ys|2p + sup
06s6T
|X˜ s − Xs|2p
))
+E
(∫ T
0
1A|g˜− g|(s; Xs; Ys; Zs) ds
)2p]
: (A.5.6)
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Therefore, considering (A.5.3), (A.5.5) and (A.5.6), and modifying c˜p;K ¿ 0 if neces-
sary, there exists a constant C˜p;K , only depending on p and K , such that for T6 C˜p;K ,
E
(
1A sup
06s6T
|X˜ s − Xs|2p
)
+ E
(
1A sup
06s6T
|Y˜ s − Ys|2p
)
+E
(∫ T
0
1A|Z˜ s − Zs|2 ds
)p
6 c˜p;K E
[
1A
(
|˜− |2p + |h˜− h|2p(XT )
+
(∫ T
0
(|f˜ − f|+ |g˜− g|)(s; Xs; Ys; Zs) ds
)2p
+
(∫ T
0
|˜ − |2(s; Xs; Ys) ds
)p)]
: (A.5.7)
We have proved that for every T6 C˜p;K for all processes (Xs; Ys; Zs)06s6T
and (X˜ s; Y˜ s; Z˜ s)06s6T satisfying the assumptions Lp and L˜p, the inequality (A.5.2) is
veri8ed.
We do not suppose anymore that the process (Xs; Ys; Zs)06s6T satis8es the assump-
tion Lp. Let us prove that there exists a constant C˜
∗
p;K ¿ 0, only depending on p and
K , such that for every T6 C˜
∗
p;K :
E sup
06s6T
|Xs|2p + E sup
06s6T
|Ys|2p + E
(∫ T
0
|Zs|2 ds
)p
¡∞:
We know, from the proof of Theorem A.1, that the iterated scheme:

∀t ∈ [0; T ];
X n+1t = +
∫ t
0
f(s; X n+1s ; Y
n
s ; Z
n
s ) ds+
∫ t
0
(s; X n+1s ; Y
n
s ) dBs;
Y n+1t = h(X
n+1
T ) +
∫ T
t
g(s; X n+1s ; Y
n+1
s ; Z
n+1
s ) ds−
∫ T
t
Zn+1s dBs;
satis8es:
E sup
06s6T
|X ns − Xs|2 + E sup
06s6T
|Y ns − Ys|2 + E
∫ T
0
|Zns − Zs|2 ds→ 0
as n→ +∞.
Let us choose (X 0s ; Y
0
s ; Z
0
s )06s6T satisfying the L
p condition. Then, from Pardoux
and Peng (1992), we know that for every n∈N, the process (X ns ; Y ns ; Zns )06s6T also
satis8es the Lp condition.
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Let us prove that there exists a constant C˜
∗
p;K ¿ 0, only depending on p and K ,
such that for every T6 C˜
∗
p;K , the sequence ((X
n
s ; Y
n
s ; Z
n
s )06s6T )n∈N satis8es:
E sup
06s6T
|X ns − Xms |2p + E sup
06s6T
|Y ns − Yms |2p + E
(∫ T
0
|Zns − Zms |2 ds
)p
→ 0:
as n; m→ +∞.
Let us assume that T6 C˜p;K , and 8x n∈N. Applying the inequality (A.5.7) to the
processes (X n+1; Y n+1; Zn+1) and (X n+2; Y n+2; Zn+2), we prove that
E sup
06s6T
|X n+2s −X n+1s |2p+E sup
06s6T
|Y n+2s −Y n+1s |2p+E
(∫ T
0
|Zn+2s −Zn+1s |2 ds
)p
6 c˜p;K
[
E
(∫ T
0
|f(s; X n+1s ; Y n+1s ; Zn+1s )− f(s; X n+1s ; Y ns ; Zns )| ds
)2p
+ E
(∫ T
0
|(s; X n+1s ; Y n+1s )− (s; X n+1s ; Y ns )|2 ds
)p]
:
Therefore,
E sup
06s6T
|X n+2s −X n+1s |2p+E sup
06s6T
|Y n+2s −Y n+1s |2p+E
(∫ T
0
|Zn+2s −Zn+1s |2 ds
)p
6 c˜p;K K2p(Tp + T 2p)
[
E
(∫ T
0
|Zn+1s − Zns |2 ds
)p
+ E sup
06s6T
|Y n+1s − Y ns |2p
]
:
Therefore, there exists a constant 0¡C˜
∗
p;K6 C˜p;K , only depending on p and K , such
that for T6 C˜
∗
p;K :
∑
n∈N

(E sup
06s6T
|X n+1s − X ns |2p
)1=2p
+
(
E sup
06s6T
|Y n+1s − Y ns |2p
)1=2p
+
(
E
(∫ T
0
|Zn+1s − Zns |2 ds
)p)1=2p¡+∞:
This is enough to conclude that for every T6 C˜
∗
p;K ; (Xs; Ys; Zs)06s6T satis8es the L
p
condition.
Applying the inequality (A.5.7) to the couple (Xs; Ys; Zs)06s6T and (0; 0; 0), we
deduce that for every T6 C˜
∗
p;K :
E
(
sup
06s6T
|X 0; s |2p + sup
06s6T
|Y 0; s |2p
)
+ E
(∫ T
0
|Z0; s |2 ds
)p
6 c˜p;K (E ||2p + E(90)p): (A.5.8)
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Let us show that we can extend the condition T6 C˜
∗
p;K to the weaker condition
T6 C˜
(2)
K . We know that for every t ∈ [0; T ], the random variable (t; :) :×RP → RQ
is G0t ⊗B(RP)=B(RQ) measurable, and satis8es:
a:s:; ∀(x; x′)∈ (RP)2; |(t; x′)− (t; x)|26 c˜(2)K |x′ − x|2:
Let us consider (ti)i=0; :: ;m a subdivision of [0; T ] satisfying
∀i∈{0; :: ; m− 1}; |ti+1 − ti|6 C˜∗p;√c˜(2)K :
Then, from (A.5.8), there exists a constant c˜(2)p;K only depending on K and p, such that
∀tm−16 t6T ,
E|(t; 0)|2p6 c˜(2)p;K E(|h(0)|2 +9t;T )p:
Therefore, noting that (Xs; Ys; Zs)tm−26t6tm−1 is the solution of the problem:

∀t ∈ [tm−2; tm−1];
Xt = Xtm−2 +
∫ t
tm−2
f(s; Xs; Ys; Zs) ds+
∫ t
tm−2
(s; Xs; Ys) dBs;
Yt = (tm−1; Xtm−1 ) +
∫ tm−1
t
g(s; Xs; Ys; Zs) ds−
∫ tm−1
t
Zs dBs;
E
∫ tm−1
tm−2
(|Xt |2 + |Yt |2 + |Zt |2) dt ¡∞;
using once again (A.5.8), and modifying c˜(2)p;K if necessary, we have ∀tm−26 t6T ,
E|(t; 0)|2p6 c˜(2)p;K E(|h(0)|2 +9t;T )p:
Hence, modifying c˜(2)p;k if necessary, an induction shows that ∀06 t6T ,
E|(t; 0)|2p6 c˜(2)p;K E(|h(0)|2 +9t;T )p:
Now, from (A.5.7) and modifying c˜(2)p;K if necessary, we have
E sup
06s6t1
|Xs|2p + E sup
06s6t1
|Ys|2p + E
(∫ t1
0
|Zs|2 ds
)p
6 c˜(2)p;K E(||2p + (|(t1; 0)|2 +90; t1 )p):
Using a new induction, we complete the proof of (A.5.1). Using the same scheme, we
prove (A.5.2).
Corollary A.6 (Higher order regularity). Under Assumption (A.A1); for every
16p6 q; there exist two constants c˜(1)p;K and c˜
(2)
p;K;!; the :rst one only depending
on p and K; and the second one only depending on p; K and !; such that for
every T6 C˜
(2)
K ; we have the following:
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For every (t; x)∈ [0; T ]× RP ,
E sup
06s6T
|X t;xs |2p + E sup
06s6T
|Y t;xs |2p + E
(∫ T
0
|Zt;xs |2 ds
)p
6 c˜(1)p;K (E(90)
p + |x|2p): (A.6.1)
For every (t; x)∈ [0; T ]× RP and every (t′; x′)∈ [0; T ]× RP ,
E sup
06s6T
|X t;xs − X t
′ ; x′
s |2p + E sup
06s6T
|Y t;xs − Y t
′ ; x′
s |2p + E
(∫ T
0
|Zt;xs − Zt
′ ; x′
s |2 ds
)p
6 c˜(1)p;K (|x−x′|2p+E(9t; t′)p)+ c˜(2)p;K;!(E(90)p + |x|2p)|t− t′|p: (A.6.2)
Assumption (A.A1′). We say that the functions f; g; h and  satisfy Assumption
(A.A1′) if there exist three constants K; ! and q such that they satisfy both Assumption
(A.A1′) (with respect to the constants K; ! and q) and the following property:
(A.A1′.1): ∀t ∈ [0; T ]; ∀(x; y; z)∈RP × RQ × RQ×P; ∀(x′; y′)∈RP × RQ and a.s.;
|f(t; x′; y; z)− f(t; x; y; z)|6K |x − x′|:
That means that the function f is K-lipschitzian with respect to the variables x; y
and z.
Let us now consider the following problem:
(E∗)


∀t ∈ [0; T ];
Xt = t +
∫ t
0
f(s; Xs; Ys; Zs) ds+
∫ t
0
(s; Xs; Ys) dBs;
Yt = h(XT ) +
∫ T
t
g(s; Xs; Ys; Zs) ds−
∫ T
t
Zs dBs;
E
∫ T
0
(|Xt |2 + |Yt |2 + |Zt |2) dt ¡∞;
where (s)06s6T is a continuous and {G0s}06s6T adapted process satisfying:
E sup
06s6T
|s|2¡∞:
Actually, problems of type (E∗) are rather useful when using the Malliavin calculus.
We state the following theorem:
Theorem A.7. Assume that (A:A1′) is in force. Then; there exists a constant C∗K ¿ 0;
only depending on K; such that for every T6C∗K ; for every continuous and {G0s}06s6T
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adapted process (s)06s6T ; satisfying E sup06s6T |s|2¡∞; the problem (E∗) admits
a unique solution; denoted (Xs; Ys; Zs)06s6T . It satis:es:
(i) (Xt)06t6T and (Yt)06t6T are continuous
(ii) E(sup06t6T |Xt |2 + sup06t6T |Yt |2)¡∞.
Moreover, for every 16p6 q, there exist two constants 0¡C∗p;K6C
∗
K and c
∗
p;K ,
only depending on p and K , such that for every T6C∗p;K and for every continuous
and {G0s}06s6T adapted process (s)06s6T , satisfying E sup06s6T |s|2p¡∞, the
unique solution (Xs; Ys; Zs)06s6T of the problem (E∗) satis:es the following:
E
(
sup
06s6T
|Xs|2p + sup
06s6T
|Ys|2p
)
+ E
(∫ T
0
|Zs|2 ds
)p
6 c∗p;k
(
E sup
06s6T
|s|2p + E(90)p
)
: (A.7.1)
For every vector of function (f˜; g˜; h˜; ˜) satisfying Assumption (A:A1′) with re-
spect to the same constants K; ! and q as (f; g; h; ), and for every continuous and
{G0s}06s6T adapted process (˜s)06s6T satisfying E sup06s6T |s|2p¡∞, the follow-
ing estimate holds:
E sup
06s6T
|X˜ s − Xs|2p + E sup
06s6T
|Y˜ s − Ys|2p + E
(∫ T
0
|Z˜ s − Zs|2 ds
)p
6 c∗p;KE
[
sup
06s6T
|˜s − s|2p + |h˜− h|2p(XT )
+
(∫ T
0
(|f˜ − f|+ |g˜− g|)(s; Xs; Ys; Zs) ds
)2p
+
(∫ T
0
|˜ − |2(s; Xs; Ys) ds
)p]
; (A.7.2)
where (X˜ s; Y˜ s; Z˜ s)06s6T stands for the solution of the problem (E∗) associated to the
coe<cients (f˜; g˜; h˜; ˜) and to the process (˜s)06s6T .
Proof. We keep the notations given in the statement. Actually; we just have to use
the same scheme as in the proof of Theorem A.5; except the estimate of the for-
ward equation. The following method leads to the same kind of inequality
as (A.5.3).
We 8rstly assume that (Xs; Ys; Zs)06s6T and (X˜ s; Y˜ s; Z˜ s)06s6T are two solutions
of the problem (E∗), as speci8ed in the statement, satisfying the (Lp) and (L˜p)
conditions.
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Then, using Burkholder–Davis–Gundy inequalities, there exists a constant c∗p, only
depending on p, such that,
E sup
06s6T
|X˜ s − Xs|2p6 c∗p
[
E sup
06s6T
|˜s − s|2p
+E
(∫ T
0
|f˜(s; X˜ s; Y˜ s; Z˜ s)− f(s; Xs; Ys; Zs)| ds
)2p
+E
(∫ T
0
|˜(s; X˜ s; Y˜ s)− (s; Xs; Ys)|2 ds
)p]
:
Therefore, there exists a constant c∗p;K , only depending on p and K , such that,
E sup
06s6T
|X˜ s − Xs|2p6 c∗p;k
[
E sup
06s6T
|˜s − s|2p
+(Tp+T 2p)
(
E sup
06s6T
|X˜ s−Xs|2p+E sup
06s6T
|Y˜ s−Ys|2p
)
+TpE
(∫ T
0
|Z˜ s − Zs|2 ds
)p
+E
(∫ T
0
|f˜ − f|(s; Xs; Ys; Zs) ds
)2p
+E
(∫ T
0
|˜ − |2(s; Xs; Ys) ds
)p]
:
Hence, modifying c∗p;K if necessary, the same scheme as the one used to show (A.5.2)
proves that there exists a constant C∗p;K ¿ 0 only depending on p and K such that for
T6C∗p;K ,
E sup
06s6T
|X˜ s − Xs|2p + E sup
06s6T
|Y˜ s − Ys|2p + E
(∫ T
0
|Z˜ s − Zs|2 ds
)p
6 c∗p;KE
[
sup
06s6T
|˜s − s|2p + |h˜− h|2p(XT )
+
(∫ T
0
(|f˜ − f|+ |g˜− g|)(s; Xs; Ys; Zs) ds
)2p
+
(∫ T
0
|˜ − |2(s; Xs; Ys) ds
)p]
:
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Applying the former inequality to the case p=1, we deduce from the following iterated
scheme that the problem (E∗) admits a unique solution if T is small enough:


∀t ∈ [0; T ];
X n+1t = t +
∫ t
0
f(s; X n+1s ; Y
n
s ; Z
n
s ) ds+
∫ t
0
(s; X n+1s ; Y
n
s ) dBs;
Y n+1t = h(X
n+1
T ) +
∫ T
t
g(s; X n+1s ; Y
n+1
s ; Z
n+1
s ) ds+
∫ T
t
Zn+1s dBs:
Moreover, following the proof of Theorem A.5, we deduce that (A.7.1) and (A.7.2)
hold.
Appendix B. Regularity of the map 
As we explain in Appendix A, we want to prove that, under appropriate assumptions
and over a small enough time duration T , the map  given by Corollary 1.5 is a
classical solution of the system (E′) (Proposition B.6). Using Theorem 6.1 Chapter
VII of Ladyzenskaja et al. (1968), we 8nally deduce from this result that the system
(2.1.1) admits a unique bounded classical solution (Corollary B.7).
Actually, we use the same scheme as the one presented by Pardoux and Peng (1992)
to build some classical solutions to semi-linear parabolic systems of PDEs by means
of stochastic tools. Hence, the two approaches are very close from each other, and this
is the reason why we shall not expose ours in details.
Assumption (B.A2). We suppose that f; g; h and  are deterministic functions
satisfying (A1.0) and (A1.3). Moreover; we assume that:
(B:A2:1): f; g;  and h are continuous on their de8nition set and twice continuously
di3erentiable with respect to x; y and z.
(B:A2:2): The functions f; g; h and  are K-lipschitzian with respect to the variables
x; y and z; and their derivatives up to order two in the variables x; y and
z are K ′-lipschitzian with respect to x; y and z (as written in (A1.1)).
Notations. Following Pardoux and Peng (1992); we shall use the notion of derivation
on Wiener space; and therefore introduce as explained in Nualart (1995) the space
D1;2; as well as the derivated process (Dr)06r6T for a random variable  in D1;2.
Moreover, for every t ∈ [0; T ], we denote by {Fts}t6s6T the 8ltration {{Br −
Bt; t6 r6 s}}t6s6T augmented with N.
Theorem B.1. Suppose that (B:A2) is in force. Then; there exists a constant 0¡C˜
(3)
K
6 C˜
(2)
K only depending on K such that for every T6 C˜
(3)
K and for every (t; x)∈
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[0; T ]× RP; the solution (X t;xs ; Y t;xs ; Zt;xs )t6s6T of the problem:

∀s∈ [t; T ];
X t;xs = x +
∫ s
t
f(r; X t;xr ; Y
t;x
r ; Z
t;x
r ) dr +
∫ s
t
(r; X t;xr ; Y
t;x
r ) dBr;
Y t;xs = h(X
t;x
T ) +
∫ T
s
g(r; X t;xr ; Y
t;x
r ; Z
t;x
r ) dr −
∫ T
s
Zt;xr dBr;
E
∫ T
t
(|X t;xr |2 + |Y t;xr |2 + |Zt;xr |2) dr ¡∞
satis:es:
(B.1.1) ∀s∈ [t; T ]; X t;xs ∈ (D1;2)P; Y t;xs ∈ (D1;2)Q; Zt;x ∈L2([t; T ]; (D1;2)Q×P):
In addition; there is a version of (DrX t;xs ; DrY
t;x
s ; DrZ
t;x
s )06r6T; t6s6T satisfying;
(B.1.2) sup
r∈[0;T ]
[
E sup
t6s6T
(|DrX t;xs |2 + |DrY t;xs |2) + E
(∫ T
t |DrZt;xs |2 ds
)]
¡∞:
(B:1:3(i)) DrX t;xs = 0; DrY
t;x
s = 0; DrZ
t;x
s = 0; r ∈ [0; T ] \ (t; s].
(B:1:3(ii)) ∀r ∈ (t; T ]; ∀i∈{1; :: ; P}; (DrX t;xs ; DrY t;xs ; DrZt;xs )r6s6T is the unique solu-
tion of the problem (which is of type (E∗)) :

∀s∈ [r; T ];
DirX
t;x
s = :; i(s; X
t;x
s ; Y
t;x
s ) +
∫ s
r
Ft;x(u; DirX
t;x
u ; D
i
rY
t;x
u ; D
i
rZ
t;x
u ) du
+
∫ s
r
Dt;x(u; DirX
t;x
u ; D
i
rY
t;x
u ) dBu;
DirY
t;x
s = H
t;x(DirX
t;x
T ) +
∫ T
s
Gt;x(u; DirX
t;x
u ; D
i
rY
t;x
u ; D
i
rZ
t;x
u ) du−
∫ T
s
DirZ
t;x
u dBu;
E
∫ T
r
(|DirX t;xs |2 + |DirY t;xs |2 + |DirZt;xs |2) ds¡∞;
where Ft;x; Gt;x; H t;x and Dt;x are de:ned by the following: for every (r; u; v; w)∈
[t; T ]× RP × RQ × RQ×P ,
Ft;x(r; u; v; w) =f′x(r; X
t;x
r ; Y
t;x
r ; Z
t;x
r )u+ f
′
y(r; X
t;x
r ; Y
t;x
r ; Z
t;x
r )v
+f′z(r; X
t;x
r ; Y
t;x
r ; Z
t;x
r )w;
Gt;x(r; u; v; w) = g′x(r; X
t;x
r ; Y
t;x
r ; Z
t;x
r )u+ g
′
y(r; X
t;x
r ; Y
t;x
r ; Z
t;x
r )v
+g′z(r; X
t;x
r ; Y
t;x
r ; Z
t;x
r )w;
Dt;x(r; u; v) = ′x(r; X
t;x
r ; Y
t;x
r )u+ 
′
y(r; X
t;x
r ; Y
t;x
r )v;
H t;x(u) = h′(X t;xT )u:
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(B:1:4) In addition, for any 16 i6P; (DisY
t;x
s )t6s6T is a version of ((Z
t;x
s )
i)t6s6T
(where (Zt;xs )
i denotes the ith column of the matrix Zt;xs ).
Sketch of the proof. Let us consider (t; x)∈ [0; T ] × RP . We denote (X t;xs ; Y t;xs ;
Zt;xs )t6s6T by (Xs; Ys; Zs)t6s6T .
Then, from Theorem A.5, we know that there exists a constant C˜
(3)
K ¿ 0, only de-
pending on K , such that for every T6 C˜
(3)
K , there exists an approximating sequence
((X ns ; Y
n
s ; Z
n
s )t6s6T )n∈N of {Fts}t6s6T -progressively measurable processes satisfying:
(i)


∀s∈ [t; T ];
X n+1s = x +
∫ s
t
f(u; X n+1u ; Y
n
u ; Z
n
u ) du+
∫ s
t
(u; X n+1u ; Y
n
u ) dBu;
Y n+1s = h(X
n+1
T ) +
∫ T
s
g(u; X n+1u ; Y
n+1
u ; Z
n+1
u ) du−
∫ T
s
Zn+1u dBu:
(ii) sup
n∈N
[
E sup
t6s6T
|X ns |4 + E sup
t6s6T
|Y ns |4 + E
(∫ T
t
|Zns |2 ds
)2]
¡∞;
As n; m→ +∞,
(iii) E sup
t6s6T
|Xms − X ns |4 + E sup
t6s6T
|Yms − Y ns |4 + E
(∫ T
t
|Zms − Zns |2 ds
)2
→ 0:
Now for a 8xed n∈N, we consider the following property:
Hn


∀s∈ [t; T ]; X ns ∈ (D1;2)P; Y ns ∈ (D1;2)Q; Zn ∈L2([t; T ]; (D1;2)Q×P):
There exists a version of (DrX ns ; DrY
n
s ; DrZ
n
s )06r6T; t6s6T satisfying;
supr∈[0;T ]
[
E supt6s6T (|DrX ns |2 + |DrY ns |2)+E
(∫ T
t
|DrZns |2 ds
)]
¡∞:
Following the proof given by Pardoux and Peng (1992), and using their Proposition
2.2, we show that
(Hn)⇒ (Hn+1):
Hence, let us choose (X 0; Y 0; Z0) satisfying H0. Then, for every n∈N; Hn holds and
∀r ∈ [0; T ] \ (t; s]; DrX ns = 0; DrY ns = 0; DrZns = 0:
Moreover, for any r ∈ (t; T ], for any i∈{i; :: ; P}; (DirX n+1; DirY n+1; DirZn+1) satis8es
the following equation:
(iv)


∀s∈ [r; T ];
DirX
n+1
s = :; i(s; X
n+1
s ; Y
n
s ) +
∫ s
r
Fn(u; DirX
n+1
u ; D
i
rY
n
u ; D
i
rZ
n
u ) du
+
∫ s
r
Dn(u; DirX
n+1
u ; D
i
rY
n
u ) dBu;
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DirY
n+1
s = Hn(D
i
rX
n+1
T ) +
∫ T
s
Gn(u; DirX
n+1
u ; D
i
rY
n+1
u ; D
i
rZ
n+1
u ) du
−
∫ T
s
DirZ
n+1
u dBu;
where for every n∈N; Fn; Gn; Hn and Dn are de8ned by the following: for
every (r; u; v; w)∈ [t; T ]× RP × RQ × RQ×P
Fn(r; u; v; w) = f′x(r; X
n+1
r ; Y
n
r ; Z
n
r )u+ f
′
y(r; X
n+1
r ; Y
n
r ; Z
n
r )v+ f
′
z(r; X
n+1
r ; Y
n
r ; Z
n
r )w;
Gn(r; u; v; w) = g′x(r; X
n+1
r ; Y
n+1
r ; Z
n+1
r )u+ g
′
y(r; X
n+1
r ; Y
n+1
r ; Z
n+1
r )v
+ g′z(r; X
n+1
r ; Y
n+1
r ; Z
n+1
r )w;
Dn(r; u; v) = ′x(r; X
n+1
r ; Y
n
r )u+ 
′
y(r; X
n+1
r ; Y
n
r )v;
Hn(u) = h′(X n+1T )u:
Note that Fn; Gn; Dn and Hn are K-lipschitzian with respect to the variables u; v and
w. Hence, thanks to Theorem A.7, we deduce, modifying if necessary C˜
(3)
K and the
constant c∗2;K given by Theorem A.7, that for every T6 C˜
(3)
K , for every n∈N and for
every r ∈ (t; T ]:
E sup
r6s6T
|DirX n+1s |4 + E sup
r6s6T
|DirY n+1s |4 + E
(∫ T
r
|DirZn+1s |2 ds
)2
6 c∗2;K
[
!4E sup
r6s6T
(1 + |X n+1s |+ |Y ns |)4
+T 2K4
(
E sup
r6s6T
|DrY ns |4 + E
(∫ T
r
|DirZns |2 ds
)2)]
:
Hence, thanks to (ii), we deduce, modifying C˜
(3)
K if necessary, that for every T6 C˜
(3)
K :
(v) sup
n∈N
[
sup
06r6T
E sup
t6s6T
|DirX ns |4 + sup
06r6T
E sup
t6s6T
|DirY ns |4
+ sup
06r6T
E
(∫ T
0
|DirZns |2 ds
)2]
¡∞:
In the same way, we deduce from Theorem A.7, (B.A2.2) and (iii) that for every
T6 C˜
(3)
K (modifying C˜
(3)
K if necessary):
(vi) sup
06r6T
E sup
t6s6T
|DirX ns − DirX ms |2 + sup
06r6T
E sup
t6s6T
|DirY ns − DirYms |2
+ sup
06r6T
E
∫ T
0
(|DirZns − DirZms |2) ds→ 0 as n; m→ +∞:
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This shows (B.1.1), (B.1.2) and (B.1.3). Moreover, (B.1.4) is proved as done in Propo-
sition 2.2 of Pardoux and Peng (1992). This completes the proof of Theorem B.1.
Noting that Ft;x; Gt;x; Dt;x and Ht;x are K-lipschitzian with respect to u; v and w,
we deduce from Theorem A.1 the following proposition.
Proposition B.2. Under (B:A2) for every T6 C˜
(2)
K ; for every (t; x)∈RP; and for every
i∈{1; :: ; P}; the following FBSDE:

∀s∈ [t; T ];
@iX t;xs = ei +
∫ s
t
Ft;x(u; @iX t;xu ; @iY
t;x
u ; @iZ
t;x
u ) du+
∫ s
t
Dt;x(u; @iX t;xu ; @iY
t;x
u ) dBu;
@iY t;xs = H
t;x(@iX
t;x
T ) +
∫ T
s
Gt;x(u; @iX t;xu ; @iY
t;x
u ; @iZ
t;x
u ) du−
∫ T
s
@iZt;xu dBu;
E
∫ T
t
(|@iX t;xs |2 + |@iY t;xs |2 + |@iZt;xs |2) ds¡∞
admits a unique solution denoted (@iX t;xs ; @iY
t;x
s ; @iZ
t;x
s )t6s6T ; where ei stands for the
ith vector of the canonical basis.
Proposition B.3. Assume that (B:A2) is in force; and extend the processes (X t;xs )t6s6T ;
(Y t;xs )t6s6T and (Z
t;x
s )t6s6T as well as the processes (@iX
t;x
s )t6s6T;16i6P;
(@iY t;xs )t6s6T;16i6P and (@iZ
t;x
s )t6s6T;16i6P to the whole interval [0; T ] as done in
Corollary A:3. Then; for every T6 C˜
(2)
K ; for every p¿ 1; we have the following
properties:
(B:3:1) There exists a constant -(1)p;K , only depending on p and K, such that
∀ (t; x; <)∈ [0; T ]× RP × (R \ {0}); ∀ i∈{1; :: ; P},
E sup
06s6T
(|Ri<X t;xs |2p + |@iX t;xs |2p) + E sup
06s6T
(|Ri<Y t;xs |2p + |@iY t;xs |2p)
+E
(∫ T
0
(|@iZt;xs |2 + |Ri<Zt;xs |2) ds
)p
6 -(1)p;K :
(B:3:2) There exists a constant -(2)p;K;K′ , only depending on p; K and K
′ such that
∀(t; x; <)∈ [0; T ]× RP × (R \ {0}); ∀i∈{1; :: ; P},
E sup
06s6T
|Ri<X t;xs − @iX t;xs |2p + E sup
06s6T
|Ri<Y t;xs − @iY t;xs |2p
+E
(∫ T
0
|Ri<Zt;xs − @iZt;xs |2 ds
)p
6 -(2)p;K;K′ |<|2p;
where, for a function ‘ of x∈RP , for <∈R \ {0} and for i∈{1; :: ; P},
Ri<‘(x) =
1
<
[‘(x + <ei)− ‘(x)]:
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(B:3:3) There exist two constants -(3)p;K;K′ and -
(4)
p;K;K′ ;!′ , the :rst one only depending
on p; K and K ′ and the second one only depending on p; K; K ′ and ! such that
∀(t; x)∈ [0; T ]× RP; ∀(t′; x′)∈ [0; T ]× RP; ∀i∈{1; :: ; P},
E sup
06s6T
|@iX t;xs − @iX t
′ ; x′
s |2p + E sup
06s6T
|@iY t;xs − @iY t
′ ; x′
s |2p
+E
(∫ T
0
|@iZt;xs − @iZt
′ ; x′
s |2 ds
)p
6 -(3)p;K;K′ |x − x′|2p + -(4)p;K;K′ ;! (1 + |x|2p)|t − t′|p:
Sketch of the proof. Let us consider p¿ 1. Following Pardoux and Peng (1992); we
notice that for every (t; x; <)∈ [0; T ] × RP × R \ {0} and for every i∈{1; :: ; P}; the
process (Ri<X
t;x
s ; R
i
<Y
t;x
s ; R
i
<Z
t;x
s )06s6T satis8es the FBSDE:

∀ s∈ [0; T ];
Ri<X
t;x
s = ei +
∫ s
0
1[t;T ](r)
(∫ 1
0
[f′x(>
t;x;<
r;= )R
i
<X
t;x
r + f
′
y(>
t;x;=
r;= )R
i
<Y
t;x
r
+f′z(>
t;x;<
r;= )R
i
<Z
t;x
r ] d=
)
dr
+
∫ s
0
1[t;T ](r)
(∫ 1
0
[′x(>
t;x;<
r;= )R
i
<X
t;x
r + 
′
y(>
t;x;<
r;= )R
i
<Y
t;x
r ] d=
)
dBr;
Ri<Y
t;x
s =
∫ 1
0
[h′(X t;xT + =<R<X
t;x
T )R<X
t;x
T ] d=
+
∫ T
s
1[t;T ](r)
(∫ 1
0
[g′x(>
t;x;<
r;= )R
i
<X
t;x
r
+ g′y(>
t;x;<
r;= )R
i
<Y
t;x
r + g
′
z(>
t;x;<
r;= )R
i
<Z
t;x
r ] d=
)
dr −
∫ T
s
Ri<Z
t;x
r dBr;
where
>t;x;<r;= = (r; X
t;x
r + =<R
i
<X
t;x
r ; Y
t;x
r + =<R
i
<Y
t;x
r ; Z
t;x
r + =<R
i
<Z
t;x
r ):
Then; noting that the functions:
F<; t; x : [0; T ]× RP × RQ × RQ×P → RP
(r; u; v; w) → 1[t;T ](r)
(∫ 1
0
[f′x(>
t;x;<
r;= )u+ f
′
y(>
t;x;<
r;= )v+ f
′
z(>
t;x;<
r;= )w] d=
)
;
G<; t; x : [0; T ]× RP × RQ × RQ×P → RQ
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(r; u; v; w) → 1[t;T ](r)
(∫ 1
0
[g′x(>
t;x;<
r;= )u+ g
′
y(>
t;x;<
r;= )v+ g
′
z(>
t;x;<
r;= )w] d=
)
;
D<; t; x : [0; T ]× RP × RQ → RP
(r; u; v) → 1[t;T ](r)
(∫ 1
0
[′x(>
t;x;<
r;= )u+ 
′
y(>
t;x;<
r;= )v] d=
)
;
and
H<;t; x :RP → RQ
u →
∫ 1
0
[h′(X t;xT + =<R
i
<X
t;x
T )u] d=;
as well as the functions (Ft;x; Gt;x; Dt;x; H t;x) satisfy Assumption (A:A1) with respect to
the constant K (K plays the roles of K and !); we easily deduce; thanks to Theorem
A.5 (B.3.1).
Let us prove (B.3.2). Using once again Theorem A.5, we prove that there exists a
constant -′p;K , only depending on p and K , such that for every (t; x)∈ [0; T ]× RP ,
E sup
06s6T
|Ri<X t;xs − @iX t;xs |2p + E sup
06s6T
|Ri<Y t;xs − @iY t;xs |2p
+E
(∫ T
0
|Ri<Zt;xs − @iZt;xs |2 ds
)p
6 -′p;K
[
E|(H<;t; x − Ht;x)(@iX t;xT )|2p
+E
(∫ T
t
|D<; t; x − Dt;x|2(r; @iX t;xr ; @iY t;xr ) dr
)p
+E
(∫ T
t
(|F<; t; x − Ft;x|+ |G<;t; x − Gt;x|)(r; @iX t;xr ; @iY t;xr ; @iZt;xr ) dr
)2p]
:
Hence, thanks to Assumption (B:A2), there exits a constant -′′p;K;K′ , only depending on
K; K ′ and p such that:
E sup
06s6T
|Ri<X t;xs − @iX t;xs |2p + E sup
06s6T
|Ri<Y t;xs − @iY t;xs |2p
+E
(∫ T
0
|Ri<Zt;xs − @iZt;xs |2 ds
)p
6 -′′p;K;K′ |<|2p
[
E(|Ri<X t;xT | |@iX t;xT |)2p
+E
(∫ T
0
(|Ri<X t;xs |2 + |Ri<Y t;xs |2)(|@iX t;xs |2 + |@iY t;xs |2) ds
)p
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+E
(∫ T
0
(|Ri<X t;xs |+ |Ri<Y t;xs |+ |Ri<Zt;xs |)(|@iX t;xs |+ |@iY t;xs |
+|@iZt;xs |) ds
)2p]
:
Therefore, using (B.3.1) (with respect to 2p instead of p), and modifying -′′p;K;K′ if
necessary, it is not quite hard to deduce that for every (t; x)∈ [0; T ]× RP ,
E sup
06s6T
|Ri<X t;xs − @iX t;xs |2p + E sup
06s6T
|Ri<Y t;xs − @iY t;xs |2p
+E
(∫ T
0
|Ri<Zt;xs − @iZt;xs |2 ds
)p
6 -′′p;K;K′ |<|2p:
Moreover, form Theorem A.5, there exists a constant -′′′p;K;K′ , only depending on
p; K and K ′ such that for every (t; x)∈ [0; T ] × RP and for every (t′; x′)∈ [0; T ] ×
RP; 06 t6 t′6T ,
E sup
06s6T
|@iX t′ ; x′s − @iX t;xs |2p + E sup
06s6T
|@iY t′ ; x′s − @iY t;xs |2p
+E
(∫ T
0
|@iZt′ ; x′s − @iZt;xs |2 ds
)p
6 -′′′p;K;K′
[
(t′ − t)p + E(|X t;xT − X t
′ ; x′
T | |@iX t;xT |)2p
+E
(∫ T
t′
(|X t;xs − X t
′ ; x′
s |+ |Y t;xs − Y t
′ ; x′
s |+ |Zt;xs − Zt
′ ; x′
s |)
× (|@iX t;xs |+ |@iY t;xs |+ |@iZt;xs |) ds
)2p
+ E
(∫ T
t′
(|X t;xs − X t
′ ; x′
s |2 + |Y t;xs − Y t
′ ; x′
s |2)(|@iX t;xs |2 + |@iY t;xs |2) ds
)p]
:
Therefore, from Corollary A.6, there exist two constants -(3)p;K;K′ and -
(4)
p;K;K′ ;!, the
8rst one only depending on p; K and K ′, and the second one only depending on
p; K; K ′ and ! such that for every (t; x)∈ [0; T ]×RP and for every (t′; x′)∈ [0; T ]×
RP; 06 t6 t′6T ,
E sup
06s6T
|@iX t′ ; x′s − @iX t;xs |2p + E sup
06s6T
|@iY t′ ; x′s − @iY t;xs |2p
+E
(∫ T
0
|@iZt′ ; x′s − @iZt;xs |2 ds
)p
6 -(3)p;K;K′ |x − x′|2p + -(4)p;K;K′ ;!(1 + |x|2p)(t′ − t)p:
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We deduce the following corollary:
Corollary B.4. Under Assumption (B:A2); for every T6 C˜
(2)
K ; the map  is twice
diCerentiable with respect to x; and the functions ; (@=@xi)i and (@2=@xi @xj)i; j are
continuous on [0; T ]× RP .
Moreover, there exists a constant -(5)K;K′ , only depending on K and K
′, such that
(@=@xi)i and (@2=@xi @xj)i; j are -
(5)
K;K′-lipschitzian with respect to x (from property
(A:3:2) of Corollary A:3, we recall that  is c˜(2)K -lipschitzian).
Sketch of the proof. Thanks to property (B.3.2) of Proposition B.3;  is di3erentiable
with respect to x and its partial derivatives are given by:
∀j∈{1; :: ; P}; ∀(t; x)∈ [0; T ]× RP; @
@xj
(t; x) = @jY
t;x
t :
Moreover; from property (B.3.3); for every j∈{1; :: ; P}; the function @=@xj is continu-
ous and -(3)K;K′-lispchitzian with respect to the variable x. Actually; thanks to Assumption
(B:A2); the same scheme can be applied to prove that the functions (@=@xj)j are con-
tinuously di3erentiable with respect to the variable x. Indeed; for every T6 C˜
(2)
K ; for
every (t; x)∈ [0; T ]×RP and for every (i; j)∈{1; :: ; P}2; the following FBSDE admits
a unique solution:


∀s∈ [t; T ];
@2i; jX
t;x
s =
∫ s
t
Ft;x2; i; j(u; @
2
i; jX
t;x
u ; @
2
i; jY
t; x
u ; @
2
i; jZ
t; x
u ) du
+
∫ s
t
Dt;x2; i; j(u; @
2
i; jX
t;x
u ; @
2
i; jY
t; x
u ) dBu;
@2i; jY
t; x
s = H
t;x
2; i; j(@
2
i; jX
t;x
T ) +
∫ T
s
Gt;x2; i; j(u; @
2
i; jX
t;x
u ; @
2
i; jY
t; x
u ; @
2
i; jZ
t; x
u ) du
−
∫ T
s
@2i; jZ
t; x
u dBu;
E
∫ T
t
(|@2i; jX t;xs |2 + |@2i; jY t; xs |2 + |@2i; jZt; xs |2) ds¡∞;
where; for every (r; u1; u2; u3)∈ [t; T ]× RP × RQ × RQ×P:
Ft;x2; i; j(r; u1; u2; u3) =
3∑
p=1
f′wp(r; X
t;x
r ; Y
t;x
r ; Z
t;x
r )up
+
3∑
p;q=1
(f′′wp;wq(r; X
t;x
r ; Y
t;x
r ; Z
t;x
r )@iW
p;t; x
r )@jW
q; t; x
r ;
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Gt;x2; i; j(r; u1; u2; u3) =
3∑
p=1
g′wp(r; X
t;x
r ; Y
t;x
r ; Z
t;x
r )up
+
3∑
p;q=1
(g′′wp;wq(r; X
t;x
r ; Y
t;x
r ; Z
t;x
r )@iW
p;t; x
r )@jW
q; t; x
r ;
Dt;x2; i; j(r; u1; u2) =
2∑
p=1
′wp(r; X
t;x
r ; Y
t;x
r )up
+
2∑
p;q=1
(′′wp;wq(r; X
t;x
r ; Y
t;x
r )@iW
p;t; x
r )@jW
q; t; x
r ;
H t;x2; i; j(u1) = h
′(X t;xT )u1 + (h
′′(X t;xT )@iX
t;x
T )@jX
t;x
T ;
where; for the sake of simplicity; we have denoted by (W 1; t; x; W 2; t; x; W 3; t; x) the process
(X t;x; Y t;x; Zt;x) and by (w1; w2; w3) the triple (x; y; z). Moreover; let us note that for
every <∈R \ {0}; the triple (Ri<@jX t;x; Ri<@jY t;x; Ri<@jZt;x) satis8es the FBSDE:
∀s∈ [t; T ];
Ri<@jX
t;x
s =
∫ s
t
Ft;x;<2; i; j (u; R
i
<@jX
t;x
u ; R
i
<@jY
t;x
u ; R
i
<@jZ
t;x
u ) du
+
∫ s
t
Dt;x;<2; i; j(u; R
i
<@jX
t;x
u ; R
i
<@jY
t;x
u ) dBu;
Ri<@jY
t;x
s = H
t;x;<
2; i; j (R
i
<@jX
t;x
T ) +
∫ T
s
Gt;x;<2; i; j (u; R
i
<@jX
t;x
u ; R
i
<@jY
t;x
u ; R
i
<@jZ
t;x
u ) du
−
∫ T
s
Ri<@jZ
t;x
u dBu;
E
∫ T
t
(|Ri<@jX t;xs |2 + |Ri<@jY t;xs |2 + |Ri<@jZt;xs |2) ds¡∞;
where; for every (r; u1; u2; u3)∈ [t; T ]× RP × RQ × RQ×P;
Ft;x;<2; i; j (r; u1; u2; u3) =
3∑
p=1
f′wp(r; X
t;x+<ei
r ; Y
t;x+<ei
r ; Z
t;x+<ei
r )up
+
3∑
p; q=1
∫ 1
0
(f′′wp;wq(>
t;x;<
r;= )R
i
<W
p;t; x
r )@jW
q; t; x
r d=;
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Gt;x;<2; i; j (r; u1; u2; u3) =
3∑
p=1
g′wp(r; X
t;x+<ei
r ; Y
t;x+<ei
r ; Z
t;x+<ei
r )up
+
3∑
p;q=1
∫ 1
0
(g′′wp;wq(>
t;x;<
r;= )R
i
<W
p;t; x
r )@jW
q; t; x
r d=;
Dt;x;<2; i; j(r; u1; u2) =
2∑
p=1
′wp(r; X
t;x+<ei
r ; Y
t;x+<ei
r )up
+
2∑
p;q=1
∫ 1
0
(′′wp;wq(>
t;x;<
r;= )R
i
<W
p;t; x
r )@jW
q; t; x
r d=;
H t;x;<2; i; j (u1) = h
′(X t;x+<eiT )u1 +
∫ 1
0
(h′′(X t;xT + =<R
i
<X
t;x
T )R
i
<X
t;x
T )@jX
t;x
t d=:
Following the proof of Proposition 5.3; we deduce that the function @=@xj is di3eren-
tiable with respect to x; and its partial derivatives; given by
∀j∈{1; :: ; P}; ∀(t; x)∈ [0; T ]× RP; @
2
@xi @xj
(t; x) = @2i; jY
t; x
t
are continuous and -(5)K;K′-lipschitzian with respect to x; where -
(5)
K;K′ only depends on K
and K ′.
From property (B.1.4) of Theorem B.1 and Corollary B.4, we deduce:
Corollary B.5. For every T6 C˜
(3)
K and for every (t; x)∈ [0; T ] × RP; (Zt;xs )t6s6T has
a continuous version; with which we identify it; and which is given by
∀s∈ [t; T ]; Zt; xs =∇x(s; X t;xs )(s; X t;xs ; Y t;xs ) =∇x(s; X t;xs )˜(s; X t;xs );
where
∀(t; x)∈ [0; T ]× RP; ˜(t; x) = (t; x; (t; x)):
Let us conclude with the next proposition.
Proposition B.6. Under Assumption (B:A2); for every T6 C˜
(2)
K ; the map (t; x) → Y t;xt
belongs to C1;2([0; T ]× RP;RQ) and satis:es the system of PDEs (E′).
Proof. Let us consider T6 C˜
(3)
K ; (t; x)∈ [0; T [ × RP; and <¿ 0; such that t + <6T .
Then; for every k ∈{1; :: ; Q};
k(t + <; x)− k(t; x) = k(t + <; x)− k(t + <; X t;xt+<) + k(t + <; X t;xt+<)− k(t; x)
=−
P∑
i=1
∫ t+<
t
@k
@xi
(t + <; X t;xs )fi(s; X
t;x
s ; Y
t;x
s ; Z
t;x
s ) ds
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−
∫ t+<
t
P∑
i=1
@k
@xi
(t + <; X t;xs )((s; X
t;x
s ; Y
t;x
s ) dBs)i
−
∫ t+<
t
1
2
P∑
i; j=1
@2k
@xi @xj
(t + <; X t;xs )ai; j(s; X
t;x
s ; Y
t;x
s ) ds
−
∫ t+<
t
gk(s; X t;xs ; Y
t;x
s ; Z
t;x
s ) ds+
∫ t+<
t
(Zt;xs dBs)k ;
where we have used Itoˆ’s formula for the function (t + <; :). Hence; from Corollary
B.5; for every t = t0¡t1¡ · · ·¡tn = T ;
hk(x)−k(t; x) =−
n−1∑
‘=0
∫ t‘+1
t‘
[
P∑
i=1
@k
@xi
(t‘+1; X t‘; xs )fi(s; X
t‘; x
s ; Y
t‘; x
s ;∇x(s; X t‘; xs )˜(s; X t‘; xs ))
+
1
2
P∑
i; j=1
@2k
@xi @xj
(t‘+1; X tl; xs )ai; j(s; X
t‘; x
s ; Y
t‘; x
s )
+gk(s; X t‘; xs ; Y
t‘; x
s ;∇x(s; X t‘; xs )˜(s; X t‘; xs ))
]
ds
+
n−1∑
‘=0
∫ t‘+1
t‘
((∇x(s; X t‘; xs )−∇x(t‘+1; X t‘; xs ))˜(s; X t‘; xs ) dBs)k :
From Corollary A.6, we prove that the processes (X t;xs )06s6T;06t6T;x∈RP and
(Y t;xs )06s6T;06t6T;x∈RP are continuous on [0; T ]× [0; T ]× RP .
Therefore, using Corollary B.4, and taking a sequence of subdivisions
((tn0 ; :: ; t
n
n))n∈N such that limn→∞ sup06i6n−1 (t
n
i+1 − tni ) = 0, we obtain
k(t; x) = hk(x) +
∫ T
t
[
P∑
i=1
@k
@xi
(s; x)fi(s; x; (s; x);∇x(s; x)(s; x; (s; x)))
+
1
2
P∑
i; j=1
@2k
@xi @xj
(s; x)ai; j(s; x; (s; x))
+ gk(s; x; (s; x);∇x(s; x)(s; x; (s; x)))
]
ds:
Considering a subdivision (Gi)i=1; :: ;m of [0; T ] such that
∀i∈{1; :: ; m− 1}; |Gi+1 − Gi|6 C˜(3)c˜(2)K
we obtain, using an induction, the result for T6 C˜
(2)
K .
Corollary B.7. Under Assumption (A2) and Assumption (B:A2); for any T ¿ 0; the
system (E′) has a unique bounded classical solution.
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Proof. Let us introduce the constants C˜ and :˜; de8ned in (2.1.3) and (2.1.4); and let
us set:
K˜ =max(k; K; :˜); -= C˜
(2)
K˜ :
Therefore; from Proposition B.6; we build u : [T − -; T ]×RP → RQ a classical solution
of the problem:

∀(t; x)∈ [T − -; T ]× RP; ∀‘∈{1; :: ; Q};
@‘
@t
(t; x) +
1
2
P∑
i; j=1
ai; j(t; x; (t; x))
@2‘
@xi @xj
(t; x)
+
P∑
i=1
fi(t; x; (t; x);∇x(t; x)(t; x; (t; x)))@‘@xi (t; x)
+ g‘(t; x; (t; x);∇x(t; x)(t; x; (t; x))) = 0;
∀x∈RP; (T; x) = h(x):
Following the proof of Lemma 2.1; we are able to prove that u is bounded by C˜ (note
that u is a priori not bounded; but due to the stochastic representation of u; we can
prove that it is). Thanks to Theorem 6.1 Chapter VII of Ladyzenskaja et al. (1968); we
deduce that |∇xu| is bounded by :˜. Moreover; as a consequence of Corollary B.4; the
derivatives of order one and two of u with respect to x are Lipschitzian with respect
to x. In particular; the function u(tN−1; :) is :˜ lipschitzian and its derivatives of order
one and two are also lipschitzian.
Hence, considering the problem:

∀(t; x)∈ [T − 2-; T − -]× RP; ∀‘∈{1; :: ; Q};
@‘
@t
(t; x) +
1
2
P∑
i; j=1
ai; j(t; x; (t; x))
@2‘
@xi @xj
(t; x)
+
P∑
i=1
fi(t; x; (t; x);∇x(t; x)(t; x; (t; x)))@‘@xi (t; x)
+ g‘(t; x; (t; x);∇x(t; x)(t; x; (t; x))) = 0;
∀x∈RP; (T − -; x) = u(T − -; x);
we are able to extend from Proposition B.6 the function u to the set [T − 2-; T ]×RP .
An induction completes the proof of existence.
Let us prove uniqueness. Let v be a bounded solution of the system (E′). Thanks
again to Theorem 6.1 Chapter VII of Ladyzenskaja et al. (1968), we know that ∇xv is
bounded on [0; T ]×RP . Then, thanks to property (A2.3) and to Corollary 3.23 Chapter
V of Karatzas and Shreve (1988) (Strong uniqueness and weak existence of SDE), we
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can associate to v a family of processes (X v; t; x)(t; x)∈[0;T ]×RP , solutions of the SDEs:
∀s∈ [t; T ];
X v; t; xs = x +
∫ s
t
f(r; X v; t; xr ; v(r; X
v; t; x
r ); (∇xv)(r; X v; t; xr ; v(r; X v; t; xr )) dr
+
∫ s
t
(r; X v; t; xr ; v(r; X
v; t; x
r )) dBr:
Hence, denoting for every (t; x)∈ [0; T ]×RP , for every s∈ [t; T ]; Y v; t; xs =v(s; X v; t; xs ) and
Zv; t; xs = ∇xv(s; X v; t; xs )(s; X v; t; xs ; Y v; t; xs ), we deduce from the Itoˆ formula that for every
s∈ [t; T ]:
Y v; t; xs = H (X
v; t; x
T ) +
∫ T
s
g(r; X v; t; xr ; Y
v; t; x
r ; Z
v; t; x
r ) dr −
∫ T
s
Zv; t; xr dBr:
Therefore, for every (t; x)∈ [0; T ] × RP , the triple (X v; t; x; Y v; t; x; Zv; t; x) satis8es the
FBSDE (E) associated to the initial condition (t; x). Hence, from Theorem 1.1, for
every (t; x)∈ [tN−1; T ] × RP; u(t; x) = v(t; x). Using an induction as described in Sec-
tion 2, we complete the proof.
Note that we have not been able to propose a purely probabilistic approach of this
problem, in the sense that we do not know how to prove by means of stochastic tools
the estimate of the gradient given by Ladyzenskaja et al.
Nevertheless, to close this paper, we want to show, by means of the arguments
developed in this appendix, an existence and unique result in a degenerate case, under
the condition P=Q=1. Actually, the point concerning existence was already mentioned
in Hu and Yong (2000a, b). Hu (2000a, b).
Appendix C. A degenerate case, P = Q = 1
Assumption (C.A3). We say that the functions g; h and  satisfy Assumption (C:A3);
if there exists three constants k; K and ! such that they satisfy the following properties:
(C:A3:0): g : [0; T ]× R× R→ R;
 : [0; T ]× R× R→ R;
h :R→ R:
(C:A3:1): ∀t ∈ [0; T ]; ∀(x; x′; y; y′)∈R4;
|g(t; x′; y′)− g(t; x; y)|6 k(|x − x′|+ |y − y′|);
|h(x′)− h(x)|6 k|x − x′|:
(C:A3:2): g; h and  satisfy Assumption (A1) with respect to K and !.
Theorem C.1. Under Assumption (C:A3); and for every T ¿ 0; the problem (E) asso-
ciated to the coe<cients (g; h; ) admits a unique solution. Moreover; there
284 F. Delarue / Stochastic Processes and their Applications 99 (2002) 209–286
exists a constant :(C); only depending on k and T (and not on K); such that
∀(t; x)∈ [0; T ]× RP; |@xY t;xt |6:(C): (C.1.1)
Proof. Let us 8rstly assume that (g; h; ) satisfy Assumption (B:A2). From the 8rst
part; we know that there exists a constant <¿ 0; only depending on K; such that; for
every t ∈ [T − <; T ]; ∀x∈RP; the problem:

∀s∈ [t; T ];
X t;xs = x +
∫ s
t
(u; X t;xu ; Y
t;x
u ) dBu;
Y t;xs = h(X
t;x
T ) +
∫ T
s
g(u; X t;xu ; Y
t;x
u ) du−
∫ T
s
Zt;xu dBu;
E
∫ T
t
(|X t;xs |2 + |Y t;xs |2 + |Zt;xs |2) ds¡∞
admits a unique solution; denoted (X t;xs ; Y
t;x
s ; Z
t;x
s )t6s6T . Hence, we can de8ne
 : [T − <; T ]× R→ R; (t; x) → Y t;xt :
Modifying < if necessary, we know from Section 1 and from Appendix B that
the map  belongs to C1;2([T − <; T ] × R;R) and that its partial derivative of order
one with respect to x is bounded. Moreover, the processes (X t;xs )t6s6T ; (Y
t;x
s )t6s6T
and (Zt;xs )t6s6T are a.s. di3erentiable with respect to x and the process (@xX
t;x
s ; @xY
t;x
s ;
@xZt;xs )t6s6T satis8es the following system:

∀s∈ [t; T ];
@xX t;xs = 1 +
∫ s
t
(
(′x(u; X
t;x
u ; Y
t;x
u ) + 
′
y(u; X
t;x
u ; Y
t;x
u )
@
@x
(u; X t;xu ))@xX
t;x
u
)
dBu;
@xY t;xs = h
′(X t;xT )@xX
t;x
T +
∫ T
t
(g′x(u; X
t;x
u ; Y
t;x
u )@xX
t;x
u
+ g′y(u; X
t;x
u ; Y
t;x
u )@xY
t;x
u ) du−
∫ T
s
@xZt;xu dBu:
Noting that the map @=@x is bounded, we see that (@xX t;xs )t6s6T is an exponential
martingale, and therefore, we have a.s.:
∀s∈ [t; T ]; @xX t;xs ¿ 0
and,
E |@xX t;xs |= E@xX t;xs = 1:
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Therefore, using Itoˆ’s calculus, ∀s∈ [T − <; T ]
E
√
1 + |@xY t;xs |26E
√
1 + |@xY t;xT |2
+E
∫ T
s
(|g′x(u; X t;xu ; Y t;xu )|@xX t;xu
+ |g′y(u; X t;xu ; Y t;xu )|
√
1 + |@xY t;xu |2) du:
From Assumption (C:A3), and applying Gronwall’s lemma, we prove that there exists
a constant :(6), only depending on k and T , such that ∀s∈ [T − <; T ],
E
√
1 + |@xY t;xs |26:(6):
In particular,
|@xY t;xt |6:(6):
Therefore, the map  is :(6)-lipschitzian. So, doing the same kind of iteration as done
in the second part, we prove that the problem (E) admits a unique solution. This one
satis8es the property (C.1.1).
Using Corollary (1.7), we prove that Theorem A.1 is still true if (g; h; ) satisfy
Assumption (C:A3).
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