High inter-personal similarity has been universally acknowledged as the principal challenge of auto-3 matic face recognition since the earliest days of research in this area. The challenge is particularly 4 prominent when images or videos are acquired in largely unconstrained conditions 'in the wild', and 5 intra-personal variability due to illumination, pose, occlusions, and a variety of other confounds is 6 extreme. Counter to the general consensus and intuition, in this paper I demonstrate that in some 7 contexts, high inter-personal similarity can be used to advantage, i.e. it can help improve recogni-8 tion performance. I start by a theoretical introduction of this key conceptual novelty which I term 9 'quasi-transitive similarity', describe an approach that implements it in practice, and demonstrate its 10 effectiveness empirically. The results on a most challenging real-world data set show impressive per- 11 formance, and open avenues to future research on different technical approaches which make use of 12 this novel idea. 13 14 dissimilarity. 15 16
that although the dot product between v q and v p is positive (i.e. the two vectors can be regarded as exhibiting a degree of similarity), as is the dot product between v p and v t , the dot product between v q and v t is negative. sets are represented as sets of actual exemplars and the similarity between two sets is given by 143 the similarity between their most similar members -I will explain how the ideas introduced 144 herein can be generalized in the next section. 145 Both in the case shown in Figure 3 (a) and that in Figure 3 (b), the baseline similarity measure tells us that 'query' is close to 'proxy', and of course 'proxy' is close to 'target' by design i.e. by the former being a proxy in the first place. The difference between the two cases, illustrated conceptually, lies in the similarity of exemplars f tq and f tp i.e. the exemplars best matching the query and proxy sets. In particular, the observation that the baseline similarity measure deems the proxy set significantly more similar than the query to the target on the one hand, while both similarities are explained by similar target exemplars, informs us that the divergence in query and proxy appearances from the target are of different natures. Thus, even if similarities s 1 , s 2 , and s 3 are the same in Figure 3 (a) and Figure 3 (b), the information contained in relationships between f tq and f tp , and f pq and f pt tells us that we should infer different query-target similarities in the two cases. Therefore I introduce what I term transi-tivity meta-features which I use for the aforementioned inference. Given a baseline similarity measure and a triplet consisting of query, target, and proxy sets, the corresponding transitivity meta-feature v(query,target|proxy) comprises five similarities -s 1 ('query' to 'proxy' similarity), s 2 ('query' to 'target' similarity), s 3 ('proxy' to 'target' similarity), s 4 (similarity between the 'proxy' exemplar most similar to 'query' and the 'proxy' exemplar most similar to 'target'), and s 5 (similarity between the 'target' exemplar most similar to 'query' and the 'target' exemplar most similar to 'proxy'):
Non-exemplar based representations 146
In the preceding discussion I asked the reader to think of appearance variation within each 147 set as being represented using what is probably conceptually the simplest choice of represen-148 tation: as a collection of exemplars. In other words, each set was a set of representations of 149 individual faces. This was done for pedagogical reasons and I now show that the proposed 150 framework is in no way reliant on this representation.
151
In particular, to make the transition of applying the proposed method on the special case in Given a triplet comprising a query, a target, and a proxy data set, our aim now is to infer the similarity between the query and the target using the corresponding transitivity feature defined in (1) . Without loss of generality, let us quantify inter-set similarity with a real number in the range [0, 1], where 0 signifies the least and 1 the greatest possible similarity. Then the problem can be stated formally by saying that we are seeking a mapping m qts :
with the ideal output of m qts (v(query,target|proxy)) being 0 iff the identities in the query and 176 target sets are different, and 1 iff they are the same. Observe that since we are interested in 177 confidence based ranking of all sets in a database, the codomain of m qts is not the set {0, 1}, 178 which would make this a binary classification problem, but rather [0, 1] (a range) which makes 179 it a regression task.
180
In the types of problem setting in which face recognition is addressed by most of the existing 181 research, obtaining features for training, at least in principle, is simple. Whether it is veri-182 fication (1-to-1 matching) or identification (1-to-N matching), the database 'known' to the 183 algorithm comprises data which is, it is assumed, correctly partitioned by the identity. The 184 retrieval setting adopted in this work is more challenging in this sense and consequently the 185 learning process needs to be approached with more care. In particular, as described in Sec- reference sets, any two appearances may present themselves as the nearest exemplars in them.
214
The second element s 2 in the transitivity meta-feature is then simply given by the similarity 215 between the two exemplars. On the other hand the similarity s 1 between the query and the representation is somewhat simpler than in the previous case. I again extract transitivity meta- 276
this is R 5 ), -SVR aims to find a function h(x) which deviates at most from its targets y.
As in other SV based methods, an implicit mapping of input data x → Φ(x) is performed by employing a Mercer-admissible kernel [41] k(x i , x j ) which allows for the dot products between mapped data to be computed in the input space:
is then learnt by minimizing
The parameter c can be 277 seen as penalizing prediction errors greater than i.e. as balancing the trade-off between the 278 smoothness of h(x) and the amount of data predicted with an error greater than .
279
The nature of -SV regression is particularly well suited to the problem at hand. The key 280 insight stems from the observation that since we are not looking to make a crisp decision 281 on whether people's identities are the same, but rather derive a confidence measure thereof.
Hence, I train the regressor using the value of 1 as the target for same identity transitivity 
290
A schematic illustration of the overall learning of quasi-transitivity, underlay by a specific 291 adopted baseline set based comparison, is shown in Figure 6 . Figure 6 ) is applied to compute an improved similarity estimate, using the adopted baseline set based comparison. 
Robust samples
Original feature space 1D KPCA space 
Performance evaluation
As the cornerstone measure of retrieval performance I adopt the widely used average normalized rank (ANR) [42, 43, 44] . In brief, ANR treats each retrieved datum as either matching or not matching the query and computes the average rank of the former group, normalized to the range [0, 1], with the ANR value of 0 corresponding to the best possible performance (all matching data retrieved before any non-matching) and 1 the worst (all non-matching data retrieved before any matching). Formally:
where n is the database size, {r 1 , . . . , r c } the set of retrieval ranks corresponding to the data of interest (i.e. data matching the query), and m and M respectively the minimum and maximum possible values of the sum of r 1 , . . . , r c :
• Simple arithmetic mean based quasi-transitivity,
350
• Simple geometric mean based quasi-transitivity,
351
• Simple quadratic mean based quasi-transitivity, and
352
• Proposed learnt quasi-transitivity (L-QTS) 353 The first three methods in the list are simple combination rules. In the first of these, the arith- to demonstrate its effectiveness, described a specific framework that makes use of it. In par- 
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The extraction of meta-features when E-CCA is adopted as a baseline bears a lot of similarity to that of subspace based maximum correlation baseline described previously in Section 2.4.1. As before, meta-feature training data is obtained using only face set pairs which are now represented by the corresponding covariance matrices. To extract training transitivity meta-features which correspond to same identity query-target comparisons, all reference set exemplars f qt iterate through and used to obtain f tq and f pq by anisotropically scaling them them using respectively the reference and proxy covariances (as in the original work [33]):
The most similar modes of variation, giving f tp and f pt are obtained as per the original work, using eigen-decomposition:
f tp = eigv(Φ pt , 1), and (A.3) 
