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EFFECTS OF FINITE-PRECISION ARITHMETIC ON
INTERIOR-POINT METHODS FOR NONLINEAR PROGRAMMING
STEPHEN J. WRIGHT∗
Abstract. We show that the effects of finite-precision arithmetic in forming and solving the
linear system that arises at each iteration of primal-dual interior-point algorithms for nonlinear
programming are benign, provided that the iterates satisfy centrality and feasibility conditions of
the type usually associated with path-following methods. When we replace the standard assumption
that the active constraint gradients are independent by the weaker Mangasarian-Fromovitz constraint
qualification, rapid convergence usually is attainable, even when cancellation and roundoff errors
occur during the calculations. In deriving our main results, we prove a key technical result about the
size of the exact primal-dual step. This result can be used to modify existing analysis of primal-dual
interior-point methods for convex programming, making it possible to extend the superlinear local
convergence results to the nonconvex case.
AMS subject classifications. 90C33, 90C30, 49M45
1. Introduction. We investigate the effects of finite-precision arithmetic on the
calculated steps of primal-dual interior-point (PDIP) algorithms for the nonlinear
programming problem
NLP: min
z
φ(z) subject to g(z) ≤ 0,(1.1)
where φ : IRn → IR and g : IRn → IRm are twice Lipschitz continuously differentiable
functions. Optimality conditions for this problem can be derived from the Lagrangian
function L(z, λ), which is defined as
L(z, λ) = φ(z) +
m∑
i=1
λigi(z) = φ(z) + λ
T g(z),(1.2)
where λ ∈ IRm is a vector of Lagrange multipliers. When a constraint qualification
(discussed below) holds at the point z∗, first-order necessary conditions for z∗ to be
a solution of (1.1) are that there exists a vector of Lagrange multipliers λ∗ ∈ IRm such
that the following conditions are satisfied for (z, λ) = (z∗, λ∗):
Lz(z, λ) = ∇φ(z) +∇g(z)λ = 0, g(z) ≤ 0, λ ≥ 0, λT g(z) = 0,(1.3)
where
∇g(z) = [∇g1(z),∇g2(z), . . . ,∇gm(z)] .
The conditions (1.3) are the well-known Karush-Kuhn-Tucker (KKT) conditions. We
use Sλ to denote the set of vectors λ∗ such that (z∗, λ∗) satisfies (1.3). The primal-dual
solution set is defined by
S = {z∗} × Sλ.(1.4)
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This paper discusses local convergence of PDIP algorithms for (1.1), assuming
that the algorithm is implemented on a computer that performs calculations accord-
ing to the standard model of floating-point arithmetic. Because of our focus on local
convergence properties, we assume throughout that the current iterate (z, λ) is close
enough to the solution set S that superlinear convergence would occur if exact steps
(uncorrupted by finite precision) were taken. In the interests of generality, we weaken
an assumption that is often made in the analysis of algorithms for (1.1), namely,
that the gradients of the active constraints are linearly independent at the solution.
We replace this linear independence constraint qualification (LICQ) with the weaker
Mangasarian-Fromovitz constraint qualification (MFCQ) [18]. MFCQ allows con-
straint gradients to become dependent at the solution, so that the set Sλ of optimal
Lagrange multipliers is no longer necessarily a singleton, though it remains bounded.
We continue to assume that a strict complementarity (SC) condition holds, that is,
gi(z
∗) = 0 ⇒ λ∗i > 0, for some λ∗ ∈ Sλ.(1.5)
In the context of rapidly convergent algorithms, the SC condition makes good sense.
If SC fails to hold, superlinear convergence of Newton-like algorithms does not occur,
except for specially modified algorithms such as those that identify the active con-
straints explicitly (see Monteiro and Wright [20] and El-Bakry, Tapia, and Zhang [8]).
The major conclusion of the paper is that the effects of roundoff errors on the
rapid local convergence of the algorithm are fairly benign. When a standard second-
order condition is added to the assumptions already mentioned, the steps produced
under floating-point arithmetic approach S almost as effectively as do exact steps,
as long as the distance to the solution set remains significantly greater than the unit
roundoff u. The latter condition is hardly restrictive, since the data errors made in
storing the problem in a digital computer mean that the solution set is known only
to within some multiple of u in any case.
The conclusions about the effectiveness of the computed steps are not obvious,
because all three formulations of the linear system that must be solved to compute
the step at each iteration may become highly ill conditioned near the solution. Our
analysis would be significantly simpler if we were to make the LICQ assumption
because, in this case, one formulation of the linear equations remains well conditioned,
and stability of the three standard formulations can be proved by exploiting their
relationship to this system of equations.
This work is related to earlier work of the author on finite-precision analysis of
interior-point algorithms for linear complementarity problems [24] and linear pro-
gramming [27, 30]. The existence of second-order effects gives the analysis here a
somewhat different flavor, however. In addition, we go into more depth in checking
that the computed iterates can continue to satisfy the approximate centrality con-
ditions usually required in primal-dual algorithms, and in deriving expressions for
the rate at which the computed iterates approach the solution set. Related work by
Forsgren, Gill, and Shinnerl [9] deals with one formulation of the step equations for
the nonlinear programming problem—the so-called augmented form treated here in
Section 6—but makes assumptions on the pivot sequence that do not always hold in
practice. M. H. Wright [23] recently presented an analysis of the condensed form of
the step equations discussed in Section 5 under the assumption that LICQ holds, and
found that the computed steps were more accurate than would be expected from a
naive analysis.
For linear programming, the PDIP approach has emerged as the most powerful of
the interior-point approaches. The supporting theory is strong, in terms of global and
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local convergence analysis and complexity theory (see the bibliography of Wright [26]).
Implementations yield better results than pure-primal or barrier-function approaches;
see Andersen et al. [1]. Strong theory is also available for these algorithms when
applied to convex programming, in which φ(·) and gi(·), i = 1, . . . ,m are all convex
functions; see, for example, Wright and Ralph [31] and Ralph and Wright [21, 22].
The latter paper drops the LICQ assumption in favor of MFCQ, making the local
theory stronger in one sense than the corresponding local theory for the sequential
quadratic programming (SQP) algorithm. The use of MFCQ complicates the analysis
considerably, however; under LICQ, the implicit function theorem can be used to prove
a key technical result about the length of the step, while more complicated logic is
needed to derive this same result under MFCQ.
A significant by-product of the current paper is to prove the key technical result
about the length of the rapidly convergent step (Corollary 4.3) under MFCQ and SC,
even when the problem (1.1) is not convex. This allows the local convergence results
of Ralph and Wright [31, 21, 22] to be extended to general nonconvex nonlinear
problems.
The analysis of this paper could also be applied to the recently proposed stabilized
sequential quadratic programming (sSQP) algorithm (see Wright [29] and Hager [15]),
in which small penalties on the change in the multiplier estimate λ from one iteration
to the next ensure rapid convergence even when LICQ is relaxed to MFCQ. A finite-
precision analysis of the sSQP method appears in [29, Section 3.2], but only for the
augmented form of the step equations. Analysis quite similar to that of the current
paper could be applied to show that similar conclusions continue to hold when a
condensed form of the step equations is used instead. We omit the details.
The remainder of this paper is structured in the following way. Section 2 contains
notation, together with our basic assumptions about (1.1) and some relevant results
from the literature. Section 3 discusses the primal-dual interior-point framework,
defining the general form of each iteration and the step equations that must be solved
at each iteration. Subsection 3.2 proves an important technical result about the
relationship between the distance of an interior-point iterate to the solution set S and
a duality measure µ. Section 4 describes perturbed variants of the linear systems that
are solved to obtain PDIP steps, and proves our key results about the effect of the
perturbations on the accuracy of the steps.
Section 5 focuses on one form of the PDIP step equations: the most compact
form in which most of the computational effort goes into factoring a symmetric pos-
itive definite matrix, usually by a Cholesky procedure. We trace the effect on step
accuracy of errors in evaluation of the functions, formation of the system, and the
factorization/solution process. Further, we show the effects of these inaccuracies on
the distance that we can move along the steps before the interiority condition is vi-
olated, and on various measures of algorithmic progress. An analogous treatment of
the augmented form of the step equations appears in Section 6. The conclusions of
this section depend on the actual algorithm used to solve the augmented system—it is
not sufficient to assume, as in Section 5, that any backward-stable procedure is used
to factor the matrix. (We note that similar results hold for the full form of the step
equations, but we omit the details of this case, which can be found in the technical
report [28].) We conclude with a numerical illustration of the main results in Section 7
and summarize the paper in Section 8.
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2. Notation, Assumptions, and Basic Results. We use B to denote the set
of active indices at z∗, that is,
B = {i = 1, 2, . . . ,m | gi(z∗) = 0},(2.1)
whereas N denotes its complement
N = {1, 2, . . . ,m}\B.(2.2)
The set B+ ⊂ B is defined as
B+ = {i ∈ B |λ∗i > 0 for some λ∗ satisfying (1.3)}.(2.3)
The strict complementarity condition (1.5) is equivalent to
B+ = B.(2.4)
We frequently make reference to submatrices and subvectors corresponding to the
index sets B and N . For example, the quantities λB and gB(z) are the vectors con-
taining the components λi and gi(z), respectively, for i ∈ B, while ∇gB(z) is the
matrix whose columns are ∇gi(z), i ∈ B.
The Mangasarian-Fromovitz constraint qualification (MFCQ) is satisfied at z∗ if
there is a vector y¯ ∈ IRn such that
∇gB(z∗)T y¯ < 0.(2.5)
The following fundamental result about MFCQ is due to Gauvin [11].
Lemma 2.1. Suppose that the first-order conditions (1.3) are satisfied at z = z∗.
Then Sλ is bounded if and only if the MFCQ condition (2.5) is satisfied at z∗.
This result is crucial because it allows our (local) analysis to place a uniform
bound on all λ in a neighborhood of the dual solution set Sλ.
The second-order condition used in most of the remainder of the paper is that
there is a constant ξ > 0 such that
wTLzz(z∗, λ∗)w ≥ ξ‖w‖2,(2.6)
for all λ∗ ∈ Sλ and all w satisfying
∇gi(z∗)Tw = 0, for all i ∈ B+,
∇gi(z∗)Tw ≤ 0, for all i ∈ B\B+.(2.7)
When the SC condition (1.5) (alternatively, (2.4)) is satisfied, this direction set is
simply null∇gB(z∗)T .
A simple example that satisfies MFCQ but not LICQ at the solution, and that
satisfies the second-order conditions (2.6), (2.7) and the SC condition is as follows:
min
z∈IR
2
z1 subject to (z1 − 1/3)2 + z22 ≤ 1/9, (z1 − 2/3)2 + z22 ≤ 4/9.(2.8)
The solution is z∗ = 0, and the optimal multiplier set is
Sλ = {λ ≥ 0 | 2λ1 + 4λ2 = 3}.(2.9)
The gradients of the two constraints are the solution are (−2/3, 0)T and (−4/3, 0)T ,
respectively. They are linearly dependent, but the MFCQ condition (2.5) can be
satisfied by choosing y¯ = (1, 0)T .
FINITE-PRECISION EFFECTS IN NONLINEAR PROGRAMMING 5
We use u to denote the unit roundoff, which we define as the smallest number such
that the following property holds: When x and y are any two floating-point numbers,
op denotes +, −, ×, or /, and fl(z) denotes the floating-point approximation of a real
number z, we have
fl(x op y) = (x op y)(1 + ǫ), |ǫ| ≤ u.(2.10)
Modest multiples of u are denoted by δu.
We assume that the problem is scaled so that the values of g and φ and their first
and second derivatives in the vicinity of the solution set S, and the values (z, λ) them-
selves, can all be bounded by moderate quantities. When multiplied by u, quantities
of this type are absorbed into the notation δu in the analysis below.
Order notation O(·) and Θ(·) is used as follows: If v (vector or scalar) and ǫ
(nonnegative scalar) are two quantities that share a dependence on other variables,
we write v = O(ǫ) if there is a moderate constant β1 such that ‖v‖ ≤ β1ǫ for all values
of ǫ that are interesting in the given context. (The “interesting context” frequently
includes cases in which ǫ is either sufficiently small or sufficiently large, but we often
use v = O(µ) to indicate that ‖v‖ ≤ β1µ for all sufficiently small µ that satisfy µ≫ u,
for some β1; see later discussion.) We write v = Θ(ǫ) if there are constants β1 and β0
such that β0ǫ ≤ ‖v‖ ≤ β1ǫ for all interesting values of ǫ. Similarly, we write v = O(1)
if ‖v‖ ≤ β1, and v = Θ(1) if β0 ≤ ‖v‖ ≤ β1.
We use the notation δ(z, λ) to denote the distance from (z, λ) to the primal-dual
solution set, that is,
δ(z, λ)
def
= min
(z∗,λ∗)∈S
‖(z, λ)− (z∗, λ∗)‖.(2.11)
It is well known (see, for example, Theorem A.1 of Wright [25]) that this distance can
be estimated in terms of known quantities at (z, λ). We state this result formally as
follows.
Theorem 2.2. Suppose that the first-order conditions (1.3), the MFCQ condition
(2.5) and the second-order conditions (2.6), (2.7) are satisfied at the solution z∗. Then
if λ ≥ 0, we have
δ(z, λ) = Θ
(∥∥∥∥
[ Lz(z, λ)
min(λ,−g(z))
]∥∥∥∥
)
.(2.12)
We write the singular value decomposition (SVD) of the matrix ∇gB(z∗) of first
partial derivatives as follows:
∇gB(z∗) =
[
Uˆ Vˆ
] [ Σ 0
0 0
] [
UT
V T
]
= UˆΣUT ,(2.13)
where the matrices
[
Uˆ Vˆ
]
and
[
U V
]
are orthogonal, and Σ is a diagonal
matrix with positive diagonal elements.
Note that the columns of Uˆ form a basis for the range space of ∇gB(z∗), while the
columns of Vˆ form a basis for the null space of ∇gB(z∗)T . Similarly, the columns of U
form a basis for the range space of ∇gB(z∗)T , while the columns of V form a basis for
the null space of ∇gB(z∗). These four subspaces are key to our analysis, particularly
the subspace spanned by the columns of V . For the computational methods used to
solve the primal-dual step equations discussed in this paper, the computed step in
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the B-components of the multipliers—that is, ∆λB—has a larger error in the range
space of V than in the complementary subspace spanned by the columns of U . The
errors in the computed primal step ∆z, the computed step of the N -components of
the multipliers λN , and the computed step in the dual slack variables (defined later)
are typically also less significant than the error in V T∆λB. We show, however, that
the potentially large error in V T∆λB does not affect the performance of primal-dual
algorithms that use these computed steps until µ becomes similar to u1/2.
When the stronger LICQ condition holds, the matrix V is vacuous, and the SVD
(2.13) reduces to ∇gB(z∗) = UˆΣUT . Much of the analysis in this paper would simplify
considerably under LICQ, in part because V T∆λB—the step component with the large
error—is no longer present.
We use σmin(·) to denote the smallest eigenvalue, and cond(·) to denote the con-
dition number, as measured by the Euclidean norm.
3. Primal-Dual Interior-Point Methods.
3.1. Centrality Conditions and Step Equations. Primal-dual interior-point
methods are constrained, modified Newton methods applied to a particular form of
the KKT conditions (1.3). By introducing a vector s ∈ IRm of slacks for the inequality
constraint, we can rewrite the nonlinear program as
min
(z,s)
φ(z) subject to g(z) + s = 0, s ≥ 0,
and the KKT conditions (1.3) as
Lz(z, λ) = 0, g(z) + s = 0, (λ, s) ≥ 0, λT s = 0.(3.1)
Motivated by this form of the conditions, we define the mapping F(z, λ, s) by
F(z, λ, s) def=

 ∇φ(z) +∇g(z)λg(z) + s
SΛe

 ,(3.2)
where the diagonal matrices S and Λ are defined by
S
def
= diag(s1, s2, . . . , sm), Λ
def
= diag(λ1, λ2, . . . , λm),
and e is defined as
e = (1, 1, . . . , 1)T .(3.3)
The KKT conditions (3.1) can now be stated equivalently as
F(z, λ, s) = 0, (s, λ) ≥ 0.(3.4)
Primal-dual iterates (z, λ, s) invariably satisfy the strict bound (s, λ) > 0, while
they approach satisfaction of the condition F(·) = 0 in the limit. An important
measure of progress is the duality measure µ(λ, s), which is defined by
µ(λ, s)
def
= λT s/m.(3.5)
When µ is used without arguments, we assume that µ = µ(λ, s), where (z, λ, s) is
the current primal-dual iterate. We emphasize that µ is a function of (z, λ, s), rather
FINITE-PRECISION EFFECTS IN NONLINEAR PROGRAMMING 7
than a target value explicitly chosen by the algorithm, as is the case in some of the
literature.
A typical step (∆z,∆λ,∆s) of the primal-dual method satisfies
∇F(z, λ, s)

 ∆z∆λ
∆s

 = −F(z, λ, s)−

 00
t

 ,(3.6)
where t defines the deviation from a pure Newton step for F (which is also known as
a “primal-dual affine-scaling” step). The vector t frequently contains a centering term
σµe, where σ is a centering parameter in the range [0, 1]. It sometimes also contains
higher-order information, such as the product ∆Λaff∆Saffe, where ∆Λaff and ∆Saff
are the diagonal matrices constructed from the components of the pure Newton step
(Mehrotra [19]). In any case, the vector t usually goes to zero rapidly as the iterates
converge to a solution, so that the steps generated from (3.6) approach pure Newton
steps, which in turn ensures rapid local convergence. Throughout this paper, we
assume that t satisfies the estimate
t = O(µ2).(3.7)
All our major results continue to hold, with slight modification, if we replace (3.7) by
t = O(µσ), for some σ ∈ (1, 2]. Our essential point remains unchanged; the theoretical
superlinear convergence rate promised by this choice of t is not seriously compromised
by roundoff errors as long as µ remains significantly larger than the unit roundoff u.
To avoid notational clutter, however, we analyze only the case (3.7).
Using the definition (1.2), we can write the system (3.6) explicitly as follows:
 Lzz(z, λ) ∇g(z) 0∇g(z)T 0 I
0 S Λ



 ∆z∆λ
∆s

 = −

 Lz(z, λ)g(z) + s
SΛe+ t

 .(3.8)
Block eliminations can be performed on this system to yield more compact formula-
tions. By eliminating ∆s, we obtain the augmented system form, which is[ Lzz(z, λ) ∇g(z)
∇g(z)T −Λ−1S
] [
∆z
∆λ
]
=
[ −Lz(z, λ)
−g(z) + Λ−1t
]
.(3.9)
By eliminating ∆λ from this system, we obtain a system that is sometimes referred to
as the condensed form (or in the case of linear programming as the normal equations
form), which is [Lzz(z, λ) +∇g(z)ΛS−1∇g(z)T ]∆z(3.10)
= −Lz(z, λ)−∇g(z)ΛS−1[g(z)− Λ−1t].
We consider primal-dual methods in which each iterate (z, λ, s) satisfies the fol-
lowing properties:
‖rf (z, λ)‖ ≤ Cµ, where rf (z, λ) def= Lz(z, λ),(3.11a)
‖rg(z, s)‖ ≤ Cµ, where rg(z, s) def= g(z) + s,(3.11b)
(λ, s) > 0, λisi ≥ γµ, for all i = 1, 2, . . . ,m,(3.11c)
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for some constants C > 0 and γ ∈ (0, 1), where µ is defined as in (3.5). (In much
of the succeeding discussion, we omit the arguments from the quantities µ, rf , and
rg when they are evaluated at the current iterate (z, λ, s).) These conditions ensure
that the pairwise products siλi, i = 1, 2, . . . ,m are not too disparate and that the
first two components of F in (3.2) can be bounded in terms of the third component.
They are sometimes called the centrality conditions because they are motivated by
the notion of a central path and its neighborhoods. Conditions of the type (3.11) are
imposed in most path-following interior-point methods for linear programming (see,
for example, [26]). For nonlinear convex programming, examples of methods that
require these conditions can be found in Ralph and Wright [31, 21, 22]. In nonlinear
programming, we mention Gould et al. [14] (see Algorithm 4.1 and Figure 5.1) and
Byrd, Liu, and Nocedal [4]. In the latter paper, (3.11a) and (3.11b) are imposed
explicitly, while (3.11c) can be guaranteed by choosing ǫµ = (1− γ)µ. Even when the
choice ǫµ = µ is made, as in the bulk of the discussion in [4], their other conditions
concerning positivity of (s, λ) can be expected to produce iterates that satisfy (3.11c)
in practice.
For points (z, λ, s) that satisfy (3.11), we can use µ to estimate the distance
δ(z, λ) from (z, λ) to the solution set S (see (2.11)). These results, which are proved
in the following subsection, can be summarized briefly as follows. When the MFCQ
condition (2.5) and the second-order conditions (2.6), (2.7) are satisfied, we have that
δ(z, λ) = O(µ1/2). When the strict complementarity assumption (1.5) is added, we
obtain the stronger estimate δ(z, λ) = O(µ). We can use these estimates to obtain
bounds on the elements of the diagonal matrices S, Λ, S−1Λ, and Λ−1S in the systems
above; these bounds are the key to the error analysis of the remainder of the paper.
3.2. Using the Duality Measure to Estimate Distance to the Solution.
The main result of this section, Theorem 3.3, shows that under certain assumptions,
the distance δ(z, λ) of a primal-dual iterate (z, λ, s) to the solution set S can be
estimated by the duality measure µ. We start with a technical lemma that proves the
weaker estimate δ(z, λ) = O(µ1/2). Note that this result does not assume that the
SC condition (1.5) holds.
Lemma 3.1. Suppose that z∗ is a solution of (1.1) at which the MFCQ condition
(2.5) and the second-order conditions (2.6), (2.7) are satisfied. Then for all (z, λ)
with λ ≥ 0 for which there is a vector s such that (z, λ, s) satisfies (3.11), we have
that
δ(z, λ) = O(µ1/2).(3.12)
Proof. We prove the result by showing that[ Lz(z, λ)
min(λ,−g(z))
]
= O(µ1/2)(3.13)
and then applying Theorem 2.2. Since Lz(z, λ) = rf = O(µ), the first part of the
vector satisfies the required estimate. For the second part, we have from (3.11b) that
−g(z) = s− rg = s+O(µ),
and hence that
min(−gi(z), λi) = min(si, λi) +O(µ).(3.14)
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Because of (3.5) and (3.11c), we have that siλi ≤ mµ and (λi, si) > 0. It follows
immediately that min(λi, si) ≤ (mµ)1/2 for i = 1, 2, . . . ,m. Hence, by substitution
into (3.14), we obtain
min(−gi(z), λi) ≤ (mµ)1/2 +O(µ) = O(µ1/2).
We conclude that the second part of the vector in (3.13) is of size O(µ1/2), so the
proof is complete.
The following examples show the upper bound of Lemma 3.1 is indeed achieved
and that it is not possible to obtain a lower bound on δ(z, λ) as a strictly increasing
nonnegative function of µ. To demonstrate the first claim, consider the problem
min 12z
2 subject to −z ≤ 0.
The point (z, λ, s) = (ǫ, ǫ, ǫ) satisfies
Lz(z, λ) = 0, g(z) + s = 0, sλ = ǫ2, µ = ǫ2,
so that the conditions (3.11) are satisfied. Clearly the distance from the point (z, λ)
to the solution set S = (0, 0) is √2ǫ = √2µ1/2. For the second claim, consider any
nonlinear program such that B = {1, 2, . . . ,m} (that is, all constraints active) and
strict complementarity (1.5) holds at some multiplier λ∗. Then for appropriate choices
of γ and C, the point
(z, λ, s) = (z∗, λ∗, (mµ)/(eTλ∗)e)(3.15)
satisfies the definition (3.5) and the condition (3.11) for any µ > 0. On the other
hand, we have δ(z, λ) = δ(z∗, λ∗) = 0 by definition, so there are no β > 0 and σ > 0
that yield a lower bound estimate of the form δ(z, λ) ≥ βµσ.
We now prove an extension of Lemma 5.1 of Ralph and Wright [21], dropping the
monotonicity assumption of this earlier result.
Lemma 3.2. Suppose that the conditions of Lemma 3.1 hold and in addition that
the SC condition (1.5) is satisfied. Then for all (z, λ, s) satisfying (3.11), we have
that
i ∈ B ⇒ si = Θ(µ), λi = Θ(1),(3.16a)
i ∈ N ⇒ si = Θ(1), λi = Θ(µ).(3.16b)
Proof. By boundedness of S (Lemma 2.1), we have for all (z, λ, s) sufficiently
close to S that
λi = O(1), si = −gi(z) + (rg)i = O(1).(3.17)
Given (z, λ, s) satisfying (3.11), let P (λ) be the projection of λ onto the set Sλ, and
let λ∗ ∈ Sλ be some strictly complementary optimal multiplier (for which (1.5) is
satisfied). From Lemma 3.1 we obtain
‖z − z∗‖ = O(µ1/2).(3.18)
Using this observation together with smoothness of φ(·) and g(·), we have for the
gradient of L that
Lz(z, λ)− Lz(z∗, λ∗)
= ∇φ(z)−∇φ(z∗) +∇g(z)λ−∇g(z∗)λ∗
= O(µ1/2) +∇g(z)[λ− P (λ)] + [∇g(z)−∇g(z∗)]P (λ) +∇g(z∗)[P (λ) − λ∗].
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Since P (λ) and λ∗ are both in Sλ, we find from (1.3) that the last term vanishes. From
(3.18) and P (λ) = O(1), the second-to-last term has size O(µ1/2). For the remaining
term, we have ∇g(z) = O(1), and ‖λ−P (λ)‖ ≤ δ(z, λ) = O(µ1/2). By assembling all
these observations, and using Lz(z∗, λ∗) = 0, we obtain
Lz(z, λ) = Lz(z, λ)− Lz(z∗, λ∗) = O(µ1/2).(3.19)
Using again that ∇g(z∗)[P (λ) − λ∗] = 0, we have from (3.18) that
[P (λ)− λ∗]T [g(z)− g(z∗)] = [P (λ)− λ∗]T [∇g(z∗)T (z − z∗) +O(‖z − z∗‖2)]
= O(‖z − z∗‖2) = O(µ).(3.20)
By gathering the estimates (3.12), (3.18), (3.19), and (3.20), we obtain
[
z − z∗
λ− λ∗
]T [ Lz(z, λ)− Lz(z∗, λ∗)
−g(z) + g(z∗)
]
=
[
z − z∗
λ− P (λ)
]T [ Lz(z, λ)− Lz(z∗, λ∗)
−g(z) + g(z∗)
]
+[P (λ)− λ∗]T [−g(z) + g(z∗)]
= O(δ(z, λ))O(µ1/2) +O(µ) = O(µ).(3.21)
By substituting from (3.11) and using (3.21), we obtain
[
z − z∗
λ− λ∗
]T [
rf
s− rg − s∗
]
=
[
z − z∗
λ− λ∗
]T [ Lz(z, λ)− Lz(z∗, λ∗)
−g(z) + g(z∗)
]
= O(µ),
and therefore
(λ− λ∗)T (s− s∗) = −(z − z∗)T rf + (λ− λ∗)T rg +O(µ).
By using the conditions (3.11a), (3.11b), and the definition (3.5), we obtain
−
m∑
i=1
λ∗i si −
m∑
i=1
λis
∗
i
= −(λ∗)T s− λT s∗ = −λT s+O(µ) +O(‖z − z∗‖‖rf‖) +O(‖λ− λ∗‖‖rg‖) = O(µ).
Since (λ, s) > 0 and (λ∗, s∗) ≥ 0, all terms λ∗i si and λis∗i , i = 1, 2, . . . ,m are nonneg-
ative, so there is a constant C1 > 0 such that
0 ≤ λ∗i si ≤ C1µ, 0 ≤ λis∗i ≤ C1µ, for all i = 1, 2, . . . ,m.
For all i ∈ B, we have λ∗i > 0 by our strictly complementary choice of λ∗, and so
0 < si ≤ C1
λ∗i
µ ≤ C1
mini∈B λ∗i
µ
def
= C2µ.(3.22)
On the other hand, we have by boundedness of Sλ and our assumption (3.11c) that
si ≥ γµ
λi
≥ γminµ, for all i = 1, 2, . . . ,m,(3.23)
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for some constant γmin > 0. By combining (3.22) and (3.23), we have that
si = Θ(µ), for all i ∈ B.
For the λB component, we have that
siλi ≥ γµ ⇒ λi ≥ γµ
si
≥ γ
C2
, for all i ∈ B.
Hence, by combining with (3.17), we obtain that
λi = Θ(1), for all i ∈ B.
This completes the proof of (3.16a). We omit the proof of (3.16b), which is similar.
Next, we show that when the strict complementarity assumption is added to the
assumptions of Lemma 3.1, the upper bound on the distance to the solution set in
(3.12) can actually be improved to O(µ).
Theorem 3.3. Suppose that z∗ is a solution of (1.1) at which the MFCQ con-
dition (2.5), the second-order conditions (2.6), (2.7), and the SC condition (1.5) are
satisfied. Then for all (z, λ) with λ ≥ 0 for which there is a vector s such that (z, λ, s)
satisfies (3.11), we have that
δ(z, λ) = O(µ).(3.24)
Proof. From (3.11a), we have directly that rf = O(µ). We have from (3.11) and
(3.16a) that
gi(z) = −si + (rg)i = O(µ), λi = Θ(1), λi > 0 for all i ∈ B,
so that
min(−gi(z), λi) = −gi(z) = O(µ), for all i ∈ B,(3.25)
whenever µ is sufficiently small. For the remaining components, we have
min(−gi(z), λi) = λi = O(µ), for all i ∈ N .(3.26)
By substituting (3.11a), (3.25), and (3.26) into (2.12), we obtain the result.
Similar conclusions to Lemma 3.2 and Theorem 3.3 can be reached in the case
of linear programming algorithms. The second-order conditions (2.6), (2.7) are not
relevant for this class of problems, and the SC assumption (1.5) holds for every linear
program that has a solution.
4. Accuracy of PDIP Steps: General Results. By partitioning the con-
straint index set {1, 2, . . . ,m} into active indices B and inactive indices N , we can
express the system (3.9) without loss of generality as follows:
 Lzz(z, λ) ∇gB(z) ∇gN (z)∇gB(z)T −DB 0
∇gN (z)T 0 −DN



 ∆z∆λB
∆λN

 =

 −Lz(z, λ)−gB(z) + Λ−1B tB
−gN (z) + Λ−1N tN

 ,(4.1)
where DB and DN are positive diagonal matrices defined by
DB = Λ
−1
B SB, DN = Λ
−1
N SN .(4.2)
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When the SC condition (1.5) is satisfied, we have from Lemma 3.2 that the diagonals
of DB have size Θ(µ) while those of DN have size Θ(µ
−1). By eliminating ∆λN from
(4.1), we obtain the following intermediate stage between (3.9) and (3.10):[
H(z, λ) ∇gB(z)
∇gB(z)T −DB
] [
∆z
∆λB
]
(4.3)
=
[ −Lz(z, λ)−∇gN (z)D−1N [gN (z)− Λ−1N tN ]
−gB(z) + Λ−1B tB
]
,
where we have defined
H(z, λ)
def
= Lzz(z, λ) +∇gN (z)D−1N ∇gN (z)T .(4.4)
In this section, we start by proving a key result about the solutions of perturbed
forms of the system (4.3). Subsequently, we use this result as the foundation for
proving results about the three alternative formulations (3.8), (3.9), and (3.10) of
the PDIP step equations. The principal reason for our focus on (4.3) is that the
proof of the main result can be derived from fairly standard linear algebra arguments.
Gould [13, Section 6] obtains a system similar to (4.3) for the Newton equations for
the primal log-barrier function, and notes that the matrix approaches a nonsingular
limit when certain optimality conditions, including LICQ, are satisfied. Because we
replace LICQ by MFCQ, the matrix in (4.3) may approach a singular limit in our
case.
We note that the form (4.3) is also relevant to the stabilized sequential quadratic
programming (sSQP) method of Wright [29] and Hager [15]; that is, slight modifica-
tions to the results of this paper can be used to show that the condensed and aug-
mented formulations of the step equations for the sSQP algorithm yield good steps
even in the presence of roundoff errors and cancellation. We omit further details in
this paper.
Errors in the step equations arise from cancellation and roundoff errors in evalu-
ating both the matrix and right-hand side and from roundoff errors that arise in the
factorization/solution process. We discuss these sources of error further and quantify
them in the next section. In this section, we consider the following perturbed version
of (4.3): [
H(z, λ) + E˜11 ∇gB(z) + E˜12
∇gB(z)T + E˜21 −DB + E˜22
] [
w
y
]
=
[
r1
∇gB(z∗)T r3 + r4
]
.(4.5)
Here, E˜ is the perturbation matrix (appropriately partitioned and not assumed to
be symmetric) and r1, r3, and r4 represent components of a general right-hand side.
Note the partitioning of the second right-hand side component into a component
∇gB(z∗)T r3 in the range space of ∇gB(z∗)T and a remainder term r4. When LICQ is
satisfied, the range space of ∇gB(z∗)T spans the full space, so we can choose r4 to be
zero. Under MFCQ, however, we have in general that r4 must be nonzero. The main
interest of the results below is in isolating the component of the solution of (4.5) that
is sensitive to r4.
To make the results applicable to a wider class of linear systems, we do not
impose the assumptions that were needed in the preceding section to ensure that the
matrices DB and DN defined by (4.2) have diagonals of the appropriate size. Instead,
we assume that the diagonals have the given size, and derive the application to the
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linear systems of interest (those that arise in primal-dual interior-point methods) as
a special case.
Our results in this and later sections make extensive use of the SVD (2.13) of
∇gB(z∗). They also make assumptions about the size of the smallest singular value
of this matrix, and about the size of the smallest eigenvalue of Vˆ TLzz(z∗, λ∗)Vˆ , the
two-sided projection of the Lagrangian Hessian onto the active constraint manifold.
Theorem 4.1. Let (z, λ) be an approximate primal-dual solution of (1.1) with
δ(z, λ) = O(µ), and suppose the diagonal matrices DB and D
−1
N defined by (4.2) have
all their diagonal elements of size Θ(µ). Suppose that the perturbation submatrices in
(4.5) satisfy
E˜11 = δu/µ+O(µ), E˜21, E˜12, E˜22 = δu,(4.6)
and that the following conditions hold for some β > 0:
u/µ≪ 1, u≪ 1,(4.7a)
σmin(Σ) ≥ βmax(µ1/3,u/µ),(4.7b)
σmin(Vˆ
TLzz(z∗, λ∗)Vˆ ) ≥ βmax(µ1/3,u/µ), for all λ∗ ∈ Sλ.(4.7c)
Then if β is sufficiently large (in a sense to be specified in the proof), the step (w, y)
computed from (4.5) satisfies
(UT y, Vˆ Tw, UˆTw) = O(‖r1‖+ ‖r3‖+ ‖r4‖),
V T y = O(‖r1‖+ ‖r3‖+ ‖r4‖/µ).
Proof. If we define
yU = U
T y, yV = V
T y, wUˆ = Uˆ
Tw, wVˆ = Vˆ
Tw,
we have
y = UyU + V yV , w = UˆwUˆ + Vˆ wVˆ .
Using this notation, we can rewrite (4.5) as

UˆTM11Uˆ Uˆ
TM11Vˆ Uˆ
TM12U Uˆ
TM12V
Vˆ TM11Uˆ Vˆ
TM11Vˆ Vˆ
TM12U Vˆ
TM12V
UTM21Uˆ U
TM21Vˆ U
TM22U U
TM22V
V TM21Uˆ V
TM21Vˆ V
TM22U V
TM22V




wUˆ
wVˆ
yU
yV

(4.8)
=


UˆT r1
Vˆ T r1
UT∇gB(z∗)T r3 + UT r4
V T∇gB(z∗)T r3 + V T r4

 ,
where we have defined
M11 = H(z, λ) + E˜11, M12 = ∇gB(z) + E˜12,(4.9)
M21 = ∇gB(z)T + E˜21, M22 = −DB + E˜22,
and H(·, ·) is defined in (4.4). From (2.13), we have
V T∇gB(z∗)T = 0, UT∇gB(z∗)T = ΣUˆT .
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The fact that V T annihilates ∇gB(z∗)T is crucial, because it causes the term with r3
to disappear from the last component of the right-hand side of (4.8), which becomes

UˆT r1
Vˆ T r1
ΣUˆT r3 + U
T r4
V T r4

 .(4.10)
From the definitions (4.9) and (4.4), the perturbation bound (4.6), our assumptions
that D−1N = O(µ) and δ(z, λ) = O(µ), compactness of S, and the fact that Lzz is
Lipschitz continuous, we have that
M11 = Lzz(z∗, λ∗) + δu/µ+O(µ),(4.11)
for some λ∗ ∈ Sλ. Using these same facts, we have likewise that
M21 = ∇gB(z∗)T + δu +O(µ),
so by substituting from (2.13), we have that
UTM21Uˆ = Σ+ δu +O(µ), U
TM21Vˆ = δu +O(µ),(4.12a)
V TM21Uˆ = δu +O(µ), V
TM21Vˆ = δu +O(µ).(4.12b)
Similarly, from the definition of M12, we have
UˆTM12U = Σ+ δu +O(µ), Uˆ
TM12V = δu +O(µ),(4.13a)
Vˆ TM12U = δu +O(µ), Vˆ
TM12V = δu +O(µ).(4.13b)
For the M22 block, we have from (4.9) and (4.6) that
UTM22U = −UTDBU + δu = O(µ) + δu,(4.14a)
UTM22V = O(µ) + δu, V
TM22U = O(µ) + δu,(4.14b)
V TM22V = −V TDBV + δu = M˜V V + δu,(4.14c)
where M˜V V
def
= −V TDBV has all its singular values of size Θ(µ), so that
M˜−1V V = Θ(µ
−1).(4.15)
Using these estimates together with (4.10), we can rewrite (4.8) as
{[
Q 0
0 M˜V V
]
+
[
Eˆ11 Eˆ12
Eˆ21 Eˆ22
]}
wUˆ
wVˆ
yU
yV

 =


UˆT r1
Vˆ T r1
ΣUˆT r3 + U
T r4
V T r4

 ,(4.16)
where
Q =

 UˆTLzz(z∗, λ∗)Uˆ UˆTLzz(z∗, λ∗)Vˆ ΣVˆ TLzz(z∗, λ∗)Uˆ Vˆ TLzz(z∗, λ∗)Vˆ 0
Σ 0 0

(4.17)
+

 δu/µ+O(µ) δu/µ+O(µ) δu +O(µ)δu/µ+O(µ) δu/µ+O(µ) 0
δu +O(µ) 0 0


def
=

 NUU NUV Σ¯1NV U NV V 0
Σ¯2 0 0

 ,(4.18)
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while
Eˆ11 =

 0 0 00 0 δu +O(µ)
0 δu +O(µ) δu +O(µ)

 ,(4.19)
and
Eˆ12, Eˆ21 = δu +O(µ) = O(µ), Eˆ22 = δu.(4.20)
For purposes of specifying the required conditions on β in (4.7b) and (4.7c), we
define κ to be a constant such that expressions of size δu and O(µ) that arise in the
perturbation terms in the coefficient matrix in (4.16) can be bounded by κu and κµ,
respectively. For example, we suppose that the perturbations in Σ¯1, Σ¯2, and NV V
can bounded as follows:
‖Σ¯1 − Σ‖ ≤ κ(µ+ u), ‖Σ¯2 − Σ‖ ≤ κ(µ+ u),(4.21a)
‖NV V − Vˆ TLzz(z∗, λ∗)Vˆ ‖ ≤ κ(u/µ+ µ),(4.21b)
and that
‖Eˆ11‖ ≤ κ(u+ µ), ‖Eˆ12‖ ≤ κ(u+ µ), ‖Eˆ21‖ ≤ κ(u+ µ), ‖Eˆ22‖ ≤ κu.(4.22)
From (4.21a) and (4.7b), we have that
‖Σ¯1 − Σ‖ ≤ κmax(µ1/3,u/µ) ≤ (κ/β)σmin(Σ) ≤ (κ/β)‖Σ‖.
It is therefore easy to show that if β can be chosen large enough that β > 2κ (while
still satisfying (4.7b) and (4.7c)), then
‖Σ¯1‖ ≤ 2‖Σ‖, ‖Σ¯−11 ‖ ≤ 2‖Σ−1‖.(4.23)
Similarly, we can show that
‖Σ¯2‖ ≤ 2‖Σ‖, ‖Σ¯−12 ‖ ≤ 2‖Σ−1‖,(4.24)
‖NV V ‖ ≤ 2‖Vˆ TLzz(z∗, λ∗)Vˆ ‖, ‖N−1V V ‖ ≤ 2‖(Vˆ TLzz(z∗, λ∗)Vˆ )−1‖.(4.25)
Note, too, that because of Lipschitz continuity of Lzz and compactness of S, and the
bounds (4.7a), the norms of NUU , NUV , NV U , NV V , and Σ are all O(1). Hence the
matrix Q is itself invertible, and we have
Q−1 =

 0 0 Σ¯−120 N−1V V −N−1V VNV U Σ¯−12
Σ¯−11 −Σ¯−11 NUVN−1V V −Σ¯−11 (NUU −NUVN−1V VNV U )Σ¯−12

 .(4.26)
Noting that
(Q+ Eˆ11)
−1 = (I +Q−1Eˆ11)
−1Q−1,(4.27)
we examine the size of Q−1Eˆ11. Note first from (4.7b) and (4.7c) together with (4.23),
(4.24), and (4.25) that
‖Σ¯−11 ‖ ≤
2
β
(u/µ)−1, ‖Σ¯−12 ‖ ≤
2
β
(u/µ)−1, ‖N−1V V ‖ ≤
2
β
(u/µ)−1,(4.28a)
‖Σ¯−11 ‖ ≤
2
β
µ−1/3, ‖Σ¯−12 ‖ ≤
2
β
µ−1/3, ‖N−1V V ‖ ≤
2
β
µ−1/3.(4.28b)
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By forming the product of (4.26) with (4.19) and using the bounds in (4.28), we can
show that the norm of Q−1Eˆ11 can be made less than 1/2 provided that β in (4.7b),
(4.7c) is sufficiently large. The (3, 3) block of Q−1Eˆ11, for instance, has the form
−Σ¯−11 NUVN−1V V (δu +O(µ)) + Σ¯−11 (NUU −NUVN−1V VNV U )Σ¯−12 (δu +O(µ)).
Because of (4.22), its norm can be bounded by a quantity of the form
Cκ
(‖Σ¯−11 ‖ ‖N−1V V ‖+ ‖Σ¯−11 ‖ ‖Σ¯−12 ‖ ‖N−1V V ‖+ ‖Σ¯−11 ‖ ‖Σ¯−12 ‖) ((u/µ)µ+ µ) ,
(for some C that depends on ‖Lzz(z∗, λ∗)‖), which in turn because of (4.28) is bounded
by the following quantity:
8Cκ
(
1
β2
µ2/3 +
1
β3
µ1/3
)
+ 8Cκ
(
1
β2
µ1/3 +
1
β3
)
.
Provided that β is large enough that this and the other blocks of Q−1Eˆ11 can be
bounded appropriately, we have that ‖Q−1Eˆ11‖ ≤ 1/2, and therefore from (4.27) we
have
‖(Q+ Eˆ11)−1‖ = 2‖Q−1‖.
Our conclusion is that for β satisfying the conditions outlined in this paragraph, the
inverse of the (1, 1) block of the matrix in (4.16) can be bounded in terms of ‖Q−1‖,
which because of (4.23), (4.24), (4.25), and (4.26) can in turn be bounded by a finite
quantity that depends only on the problem data and not on µ.
Returning to (4.16), and using (4.20), we have that
 wUˆwVˆ
yU

 = −(Q+ Eˆ11)−1Eˆ12yV + (Q+ Eˆ11)−1

 UˆT r1Vˆ T r1
ΣUˆT r3 + U
T r4


= O(‖Eˆ12‖‖yV ‖) +O(‖r1‖+ ‖r3‖+ ‖r4‖)
= O(µ)‖yV ‖+O(‖r1‖+ ‖r3‖+ ‖r4‖).(4.29)
Meanwhile, for the second block row of (4.16), we obtain
yV = −(M˜V V + Eˆ22)−1Eˆ21

 wUˆwVˆ
yU

+ (M˜V V + Eˆ22)−1V T r4.(4.30)
Since from (4.15), (4.20), and (4.7a), we have
(M˜V V + Eˆ22)
−1 = (I + M˜−1V V Eˆ22)
−1M˜−1V V = (I + δu/µ)M˜
−1
V V = O(µ
−1),
it follows from (4.30) and (4.20) that
yV = O(µ
−1)O(µ)
∥∥∥∥∥∥

 wUˆwVˆ
yU


∥∥∥∥∥∥+O(µ−1)O(‖r4‖).
By substituting from (4.29), we obtain
‖yV ‖ = O(µ)‖yV ‖+O(‖r1‖+ ‖r3‖+ ‖r4‖) +O(‖r4‖/µ),
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and therefore
‖yV ‖ = O(‖r1‖+ ‖r3‖+ ‖r4‖/µ),
as claimed. The estimate for (wUˆ , wVˆ , yU ) is obtained by substituting into (4.29).
The conditions (4.7) need a little explanation. For the typical value u = 10−16, the
minimum value of the quantity max(µ1/3,u/µ) is 10−4, achieved at µ−12. Moreover,
we have max(µ1/3,u/µ) ≤ 10−2 only for µ in the range [10−14, 10−6]. It would seem,
then, that the problem would need to be quite well conditioned for (4.7b) and (4.7c)
to hold and that µ may have to become quite small before the results apply. We
note, however, that the purpose of the bounds (4.7b) and (4.7c) is to ensure that
the inverse of Q+ Eˆ11 can be bounded independently of µ, and that for this purpose
they are quite conservative. That is, we would expect to find that ‖(Q + Eˆ11)−1‖ is
not too much larger than the norm of the inverse of the corresponding exact matrix
(the first term on the right-hand side of (4.17)) for µ not much less than the smallest
eigenvalues of Σ and Vˆ TLzz(z∗, λ∗)Vˆ .
The requirement that u/µ and µ both be small in (4.7) may not seem to sit well
with expressions such as O(µ) and O(µ2), which crop up repeatedly in the analysis
and which assert that certain bounds hold “for all sufficiently small µ.” As noted in
the preceding paragraph, this requirement implies that the analysis holds for µ in a
certain range, or “window,” of values. Similar windows are used in the analysis of
S. Wright [24, 27, 30], and M. H. Wright [23], and numerical experience indicates that
such a window does indeed exist in most practical cases. We expect the same to be
true of the problem and algorithms discussed in this paper.
At this point, we assemble the assumptions that are made in the remainder of
the paper into a single catch-all assumption.
Assumption 4.1.
(a) z∗ is a solution of (1.1), so that the condition (1.3) holds. The MFCQ con-
dition (2.5), the second-order conditions (2.6), (2.7), and the SC condition
(1.5) are satisfied at this solution. The current iterate (z, λ, s) of the PDIP
algorithm satisfies the conditions (3.11), and the right-hand side modification
t satisfies (3.7).
(b) The quantities µ, u (2.10), Lzz(z∗, λ∗), Σ, and Vˆ (2.13) satisfy the conditions
(4.7).
From our observations following (4.2), we have under this assumption that
DB = O(µ), D
−1
B = O(µ
−1), DN = O(µ
−1), D−1N = O(µ).(4.31)
Our next result considers a perturbed form of the system (4.1), with a general
right-hand side. By eliminating one component to obtain the form (4.3), we can apply
Theorem 4.1 to obtain estimates of the dependence of the solution on the right-hand
side components.
Theorem 4.2. Suppose that Assumption 4.1 holds. Consider the linear system
 Lzz(z, λ) + E11 ∇gB(z) + E12 ∇gN (z) + E13∇gB(z)T + E21 −DB + E22 E23
∇gN (z)T + E31 E32 −DN + E33



 wy
q


=

 r5∇gB(z∗)T r6 + r7
r8

 ,(4.32)
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where
E11 = δu/µ, E33 = δu/µ
2,(4.33a)
E12, E21, E22 = δu, E13, E31, E23, E32 = δu/µ.(4.33b)
Then the step (w, y, q) satisfies the following estimates:
(UT y, w) = O(‖r5‖+ ‖r6‖+ ‖r7‖+ µ‖r8‖),
V T y = O(‖r5‖+ ‖r6‖+ ‖r7‖/µ+ (δu/µ+O(µ))‖r8‖),
q = O(µ) [‖r5‖+ ‖r6‖+ ‖r8‖] + (δu/µ+O(µ))‖r7‖.
Proof. From (4.31) and the assumed bound (4.33a) on the size of E33, we have
that
(−DN + E33)−1
= −(I −D−1N E33)−1D−1N = (I +O(µ)δu/µ2)O(µ) = O(µ).(4.34)
By eliminating q from (4.32), we obtain the reduced system[
H(z, λ) + E˜11 ∇gB(z) + E˜12
∇gB(z)T + E˜21 −DB + E˜22
] [
w
y
]
=
[
r5 +O(µ)‖r8‖
∇gB(z∗)T r6 + r7 + δu‖r8‖
]
,
where from (4.7) and (4.4), we obtain
E˜11 = E11 − (∇gN (z) + E13)(−DN + E33)−1(∇gN (z)T + E31)−∇gN (z)D−1N ∇gN (z)T
= δu/µ+O(µ),
E˜12 = E12 − (∇gN (z) + E13)(−DN + E33)−1E32 = δu +O(1)O(µ)δu/µ = δu,
E˜21 = E21 − E23(−DN + E33)−1(∇gN (z)T + E31) = δu + (δu/µ)O(µ)O(1) = δu,
E˜22 = E22 − E23(−DN + E33)−1E32 = δu + (δu/µ)2O(µ) = δu.
These perturbation matrices satisfy the assumptions of Theorem 4.1, which can be
applied to give
(UT y, Vˆ Tw, UˆTw) = O(‖r5‖+ ‖r6‖+ ‖r7‖+ µ‖r8‖),(4.35a)
V T y = O(‖r5‖+ ‖r6‖+ ‖r7‖/µ) + (δu/µ+O(µ))‖r8‖.(4.35b)
From the last block row of (4.32), and using (4.7), (4.34), (4.35), we obtain
q = (−DN + E33)−1
[
r8 − (∇gN (z)T + E31)w − E32y
]
= O(µ) [‖r8‖+ ‖w‖+ (δu/µ)‖y‖]
= O(µ) [‖r5‖+ ‖r6‖+ ‖r7‖+ ‖r8‖] +
δu [‖r5‖+ ‖r6‖+ ‖r7‖/µ+ (δu/µ+O(µ))‖r8‖]
= O(µ) [‖r5‖+ ‖r6‖+ ‖r8‖] + (δu/µ+O(µ))‖r7‖.
An estimate for the solution of the exact system (3.8) follows almost immediately
from this result. This is the key technical result used by Ralph and Wright [21, 22] to
prove superlinear convergence of PDIP algorithms for convex programming problems.
The result below, however, does not require a convexity assumption.
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Corollary 4.3. Suppose that Assumption 4.1(a) holds. Then the (exact) solu-
tion (∆z,∆λ,∆s) of the system (3.8) satisfies
(∆z,∆λ,∆s) = O(µ).(4.36)
Proof. Note first that Assumption 4.1(b) holds trivially in this case for µ suffi-
ciently small, because our assumption of exact computations is equivalent to setting
u = 0. We prove the result by identifying the system (4.1) with (4.32) and then
applying Theorem 4.2.
For the right-hand side, we note first that, because of smoothness of g, Taylor’s
theorem, the definition (2.1) of B, and Theorem 3.3,
gB(z) = gB(z
∗) +∇gB(z∗)T (z − z∗) +O(‖z − z∗‖2)
= ∇gB(z∗)T (z − z∗) +O(µ2).(4.37)
We now identify the right-hand side of (4.1) with (4.32) by setting
r5 = −Lz(z, λ),
r6 = (z − z∗),
r7 = −∇gB(z∗)T (z − z∗)− gB(z) + Λ−1B tB,
r8 = −gN (z) + Λ−1N tN .
The sizes of these vectors can be estimated by using (3.11), Lemma 3.2, (4.37), The-
orem 3.3, and the assumption (3.7) on the size of t to obtain
r5 = O(µ), r6 = O(µ), r7 = O(µ
2), r8 = O(1).(4.38)
(By choosing r6 and r7 in this way, we ensure that the terms involving ‖r7‖/µ in the
estimates of the solution components in Theorem 4.2 are not grossly larger than the
other terms in these expressions.) We complete the identification of (4.1) with (4.32)
by setting all the perturbation matrices E11, E12, . . . , E33 to zero and by identifying
the solution vector components ∆z, ∆λB, and ∆λN with w, y, and q, respectively. By
directly applying Theorem 4.2, substituting the estimates (4.38), and setting δu = 0
(since we are assuming exact computations), we have that
(UT∆λB,∆z) = O(µ), V
T∆λB = O(µ), ∆λN = O(µ).
To show that the remaining solution component ∆s of (3.8) is also of size O(µ),
we write the second block row in (3.8) as
∆s = −(g(z) + s)−∇g(z)T∆z,
from which the desired estimate follows immediately by substituting from (3.11b) and
∆z = O(µ).
The next result uses Theorem 4.2 to compare perturbed and exact solutions of
the system of the system (4.1).
Corollary 4.4. Suppose that Assumption 4.1 holds. Let (w, y, q) be obtained
from the following perturbed version of (3.9):
 Lzz(z, λ) + E11 ∇gB(z) + E12 ∇gN (z) + E13∇gB(z)T + E21 −DB + E22 E23
∇gN (z)T + E31 E32 −DN + E33



 wy
q


=

 −Lz(z, λ) + f1−gB(z) + Λ−1B tB + f2
−gN (z) + Λ−1N tN + f3

 ,(4.39)
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where Eij , i, j = 1, 2, 3, satisfy the conditions (4.33) and f1, f2, and f3 are all of size
δu. Then if (∆z,∆λ,∆s) is the (exact) solution of the system (3.8), we have
(∆z − w,UT (∆λB − y)) = δu,
V T (∆λB − y) = δu/µ,
∆λN − q = δu.
Proof. By combining (4.39) with (4.1), we obtain
 Lzz(z, λ) + E11 ∇gB(z) + E12 ∇gN (z) + E13∇gB(z)T + E21 −DB + E22 E23
∇gN (z)T + E31 E32 −DN + E33



 w −∆zy −∆λB
q −∆λN


=

 f1f2
f3

−

 E11 E12 E13E21 E22 E23
E31 E32 E33



 ∆z∆λB
∆λN

 .(4.40)
From the bounds on the perturbations E in (4.33) and the result of Corollary 4.3, we
have for the right-hand side of this expression that
 r5r7
r8

 def=

 f1f2
f3

−

 E11 E12 E13E21 E22 E23
E31 E32 E33



 ∆z∆λB
∆λN


=

 δu + (δu/µ)µ+ δuµ+ (δu/µ)µδu + δuµ+ δuµ+ (δu/µ)µ
δu + (δu/µ)µ+ (δu/µ)µ+ (δu/µ
2)µ

 =

 δuδu
δu/µ

 .(4.41)
Using these estimates, we can simply apply Theorem 4.2 to (4.40) (with r6 = 0) to
obtain the result.
For later reference, we show how the estimates of Corollary 4.4 can be modified
when the perturbations have a special form. Suppose that
E23 = 0, E33 = δu/µ, f2 = Uf
U
2 +O(µ
2), where fU2 = δu,(4.42)
where U is the matrix from (2.13). Instead of setting r6 = 0 as in the proof above,
we set
r6 = UˆΣf
U
2 = δu
(using (2.13) to obtain an r6 for which ∇gB(z∗)T r6 = UfU2 ). By modifying (4.41) to
account for the remaining perturbations, we can identify (4.40) with (4.32) by setting
 r5r7
r8

 def=

 f1f2 − UfU2
f3

−

 E11 E12 E13E21 E22 E23
E31 E32 E33



 ∆z∆λB
∆λN


=

 δu + (δu/µ)µ+ δuµ+ (δu/µ)µO(µ2) + δuµ+ δuµ
δu + (δu/µ)µ+ (δu/µ)µ+ (δu/µ
2)µ

 =

 δuO(µ2)
δu/µ

 .(4.43)
Using these modified right-hand side estimates, we can apply Theorem 4.2 to obtain
the following improved bound on one of the components:
V T (∆λB − y) = O(µ).(4.44)
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The bounds on the other components remain unchanged.
We emphasize that the conditions (3.11), and in particular (3.11c), are critical
to the results of this and all the remaining sections of the paper. These conditions
enable Lemma 3.2, which in turn enable us to assert that the diagonals of DB all have
size Θ(µ) while those of DN all have size Θ(µ
−1) (see (4.31)). This neat classification
of the diagonals of D into two categories drives all the subsequent analysis. The
motivation for conditions like (3.11) in the literature for path-following methods (with
exact steps) is not unrelated: It allows us to obtain bounds on the steps and to show
that we can move a significant distance along this direction while ensuring that (3.11)
continues to be satisfied at the new iterate. (See, for example, [26, Chapters 5 and
6] and its bibliography for the case of linear programming and [31, 21, 22] for the
case of nonlinear convex programming.) In the analysis above, we obtain bounds on
the errors (rather than the steps themselves) when perturbation terms of a certain
structure appear in the matrix and right-hand side.
Many practical implementations of path-following methods for linear program-
ming do not explicitly check that the condition (3.11c) is satisfied by the calculated
iterates (see, for example, [19] and [5]). However, the heuristics for “stepping back”
from the boundary of the nonnegative orthant by a small but significant quantity are
motivated by this condition, and it is observed to hold in practice on all but the most
recalcitrant problems.
5. The Condensed System. Here we consider an algorithm in which the con-
densed linear system (3.10) is formed and solved to obtain ∆z, and the remaining
step components ∆λ and ∆s are recovered from (3.8). We obtain expressions for the
errors in the calculated step (∆̂z, ∆̂λ, ∆̂s) and discuss the effects of these errors on
certain measures of step quality. We also derive conditions under which the Cholesky
factorization applied to (3.10) is guaranteed to run to completion.
Formally, the complete procedure can be described as follows:
procedure condensed
given the current iterate (z, λ, s)
form the coefficient matrix and right-hand side for (3.10);
solve (3.10) using a backward stable algorithm to obtain ∆z;
set ∆λ = D−1[g(z)− Λ−1t+∇g(z)T∆z];
set ∆s = −(g(z) + s)−∇g(z)T∆z.
We have used the definition (4.2) of the matrix D. For convenience, we restate
the system (3.10) here as follows:[Lzz(z, λ) +∇g(z)D−1∇g(z)T ]∆z = −Lz(z, λ)−∇g(z)D−1[g(z)− Λ−1t].(5.1)
Note that this procedure requires evaluation of D−1 = S−1Λ, rather than D itself.
5.1. Quantifying the Errors. When implemented in finite-precision arith-
metic, solution of (5.1) gives rise to errors of three types:
- cancellation in evaluation of the matrix and right-hand side;
- roundoff errors in evaluation of the matrix and right-hand side;
- roundoff errors that accumulate during the process of factoring the matrix
and using triangular substitutions to obtain the solution.
Cancellation may be an issue in the evaluation of the nonlinear functions Lzz(z, λ),
Lz(z, λ), g(z), and ∇g(z), because intermediate terms computed during the additive
evaluation of these quantities may exceed the size of the final result (see Golub and
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Van Loan [12, p. 61]). The intermediate terms generally contain rounding error (which
occurs whenever real numbers are represented in finite precision). Cancellation be-
comes a significant phenomenon whenever we take a difference of two nearly equal
quantities, since the error in the computed result due to roundoff in the two argu-
ments may be large relative to the size of the result. If, as we can reasonably assume,
intermediate quantities in the calculations of our right-hand sides remain bounded,
the absolute size of the errors in the result is δu. In the case of Lz(z, λ) and gB(z),
the final result in exact arithmetic has size O(µ), so that the error δu takes on a large
relative significance for small values of µ. This fact causes the error bound in some
components of the solution to be larger than in others, as we see in (5.6c) below. In
summary, the computed versions of the quantities discussed above differ from their
exact values in the following way:
computed Lzz(z, λ)← Lzz(z, λ) + F¯ ,(5.2a)
computed Lz(z, λ)← Lz(z, λ) + f¯ ,(5.2b)
computed ∇g(z)← ∇g(z) + F =
[ ∇gB(z)
∇gN (z)
]
+
[
FB
FN
]
,(5.2c)
computed g(z)← g(z) + f =
[
gB(z)
gN (z)
]
+
[
fB
fN
]
,(5.2d)
where F¯ , f¯ , F , and f are all of size δu. Earlier discussion of cancellation in similar
contexts can be found in the papers of S. Wright [24, 27, 30] and M. H. Wright [23].
The second source of error is evaluation of the matrix D−1. From the model
(2.10) of floating-point arithmetic and the estimates (3.16) of Lemma 3.2, we have
that
computed D−1B ← (DB +GB)−1, GB = µδu,(5.3a)
computed D−1N ← (DN +GN )−1, GN = δu/µ,(5.3b)
where GB and GN are both diagonal matrices that can be composed into a single
diagonal matrix G.
Third, we account for the error in forming the matrix and right-hand side of
(5.1) from the computed quantities described in the last two paragraphs. Since we
are now dealing with floating-point numbers, the model (2.10) applies; that is, any
additional errors that arise during the combination of these floating-point quantities
have size u relative to the size of the result of the calculation. Since the norm of
the coefficient matrix is of size O(µ−1) while the right-hand side has size O(1) (see
(3.11)), we represent these errors by a matrix Fˆ of size δu/µ and a vector fˆ of size
δu.
Finally, we account for the error that arises in the application of a backward-stable
method to solve (5.1). Specifically, we assume that the method yields a computed
solution that is the exact solution of a nearby problem whose data contains relative
perturbations of size u. The absolute sizes of these terms would therefore be δu/µ in
the case of the matrix and δu in the case of the right-hand side. Since these errors
are the same size as those discussed in the preceding paragraph, we incorporate them
into the matrix Fˆ and the vector fˆ .
Summarizing, we find that the computed solution ∆̂z of (5.1) satisfies the follow-
ing system:[
Lzz(z, λ) + F¯ + (∇g(z) + F )(D +G)−1(∇g(z) + F )T + Fˆ
]
∆̂z(5.4)
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= −Lz(z, λ)− f¯ − (∇g(z) + F )(D +G)−1[g(z) + f − Λ−1t] + fˆ ,
where the perturbation terms F¯ , F , Fˆ , G, f¯ , fˆ , and f are described in the paragraphs
above. By “unfolding” this system and using the partitioning of F , G, and f defined
in (5.2) and (5.3), we find that ∆̂z also satisfies the following system, for some vectors
y and q: 
 Lzz(z, λ) + F¯ + Fˆ ∇gB(z) + FB ∇gN (z) + FN∇gB(z)T + FTB −DB −GB 0
∇gN (z)T + FTN 0 −DN −GN



 ∆̂zy
q

(5.5)
=

 −Lz(z, λ)− f¯ + fˆ−gB(z) + Λ−1B tB − fB
−gN (z) + Λ−1N tN − fN

 .
This system has precisely the form of (4.39) (in particular, the perturbation matrices
satisfy the appropriate bounds). Hence, by a direct application of Corollary 4.4, we
conclude that
∆z − ∆̂z = δu,(5.6a)
UT (∆λB − y) = δu,(5.6b)
V T (∆λB − y) = δu/µ.(5.6c)
We return now to the recovery of the remaining solution components ∆̂λ and ∆̂s
in the procedure condensed. We have from Assumption 4.1 together with (3.11b),
Lemma 3.2, (4.36), (5.6a), (5.3a), (4.7), and (4.31) that
gB(z) = rg(z, s)B − sB = O(µ), Λ−1B = Θ(1), ∆̂z = ∆z + δu = O(µ),(5.7a)
(DB +GB)
−1 = (I +D−1B GB)D
−1
B = (I + δu)
−1O(µ−1) = O(µ−1).(5.7b)
Since t = O(µ2), we have from our model (2.10) that the floating-point version of the
calculation of ∆̂λB in the procedure condensed satisfies the following:
∆̂λB = (DB +GB)
−1
[
gB(z) + fB − Λ−1B tB + (∇gB(z) + FB)T ∆̂z + µδu
]
+ δu.
(The final term δu arises from (2.10) because our best estimate of the quantity in the
brackets at this point of the analysis is O(µ), so from (5.7b) the result has size O(1).)
Meanwhile, we have from the second block row of (5.5) that
y = (DB +GB)
−1
[
gB(z) + fB − Λ−1B tB + (∇gB(z) + FB)T ∆̂z
]
.
By a direct comparison of these two expressions, and using (DB +GB)
−1 = O(µ), we
find that
∆̂λB − y = δu.(5.8)
By combining (5.8) with (5.6b) and (5.6c), we find that
UT (∆λB − ∆̂λB) = δu, V T (∆λB − ∆̂λB) = δu/µ.(5.9)
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For the “nonbasic” part ∆̂λN , we have from (3.11b), Lemma 3.2, (4.36), (5.6a),
(5.3b), (4.7), and (4.31) that
gN (z) = O(1), Λ
−1
N = O(µ
−1), ∆̂z = O(µ),(5.10a)
(DN +GN )
−1 = (I +D−1N GN )
−1D−1N = D
−1
N + µδu = O(µ).(5.10b)
By using tN = O(µ
2) and applying the model (2.10) to the appropriate step in the
procedure condensed, we obtain
∆̂λN = (DN +GN )
−1
[
gN (z) + fN − Λ−1N tN + (∇gN (z) + FN )T ∆̂z + δu
]
+ µδu.
By comparing this expression with the corresponding exact formula, which is
∆λN = D
−1
N
[
gN (z)− Λ−1N tN +∇gN (z)T∆z
]
,
and by using the bounds (5.10) and the fact that fN and FN have size δu, we obtain
∆̂λN −∆λN = µδu + (DN +GN )−1[fN + δu] +
[(DN +GN )
−1 −D−1N ][gN (z)− Λ−1N tN ] +
(DN +GN )
−1(∇gN (z) + FN )T ∆̂z −D−1N ∇gN (z)T∆z
= µδu + (DN +GN )
−1[∇gN (z)T (∆̂z −∆z) + FTN ∆̂z]
[(DN +GN )
−1 −D−1N ]∇gN (z)T∆z
= µδu.(5.11)
Finally, for the recovered step ∆̂s, we have from the last step of procedure con-
densed, together with (3.11b), (5.2d), (5.7b), and (2.10) that
∆̂s = −(g(z) + f + s)− (∇g(z) + F )T ∆̂z + δu,
where the final term accounts for the rounding error (2.10) that arises from accumu-
lating the terms in the sum, which are all bounded. By substituting the expression
for the exact ∆s together with the estimates (5.2d) and (5.7b) on the sizes of the
perturbation terms, we obtain
∆̂s = −(g(z) + s)−∇g(z)T∆z − f −∇g(z)T (∆̂z −∆z)− FT ∆̂z + µδu
= ∆s+ δu.(5.12)
We summarize the results obtained so far in the following theorem.
Theorem 5.1. Suppose that Assumption 4.1 holds. Then when the step
(∆̂z, ∆̂λ, ∆̂s) is calculated in a finite-precision environment by using the procedure
condensed (and where, in particular, a backward stable method is used to solve the
linear system for the ∆̂z component), we have that
(∆z − ∆̂z, UT (∆λB − ∆̂λB),∆s− ∆̂s) = δu,(5.13a)
V T (∆λB − ∆̂λB) = δu/µ,(5.13b)
∆λN − ∆̂λN = µδu.(5.13c)
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This theorem extends the result of M. H. Wright [23] for accuracy of the computed
solution of the condensed system by relaxing the LICQ assumption to MFCQ. When
LICQ holds, the matrix V is vacuous, so the absolute error in all components is of size
at most δu. The higher accuracy (5.13c) of the components ∆̂λN (also noted in [23])
does not contribute significantly to the progress that can be made along the inexact
direction (∆̂z, ∆̂λ, ∆̂s), in the sense of Section 5.3.
We return briefly to the case discussed immediately after Corollary 4.4, in which
the perturbations have the special form (4.42), using these results to show that the
bound (5.13b) can be strengthened when fB satisfies
V T fB = O(µ
2).(5.14)
This case is of interest when the cancellation errors in computing gB(z) are smaller
than the estimate we made following (5.2d), possibly because of use of higher-precision
arithmetic or the fact that the computation did not require differencing of quantities
whose size is large relative to the final result. When (5.14) holds, we see by comparing
(4.39) with (5.5) that
E23 = 0, E33 = GN = δu/µ, f2 = UU
T fB +O(µ
2), where fB = δu.
Therefore, we deduce from (4.44) that (5.6c) can be replaced by
V T (∆λB − y) = O(µ).
Using (5.8) and µ≫ δu, we can therefore replace (5.13b) in this case by
V T (∆λB − ∆̂λB) = O(µ).(5.15)
5.2. Termination of the Cholesky Algorithm. In deriving the estimate
(5.6), we have assumed that a backward stable algorithm is used to solve (5.1). Be-
cause of (2.6), (2.7), and the SC condition, and the estimates of the sizes of the
diagonals of D (from (4.2) and Lemma 3.2), it is easy to show that the matrix in
(5.1) is positive definite for all sufficiently small µ. The Cholesky algorithm is there-
fore an obvious candidate for solving this system. However, the condition number of
the matrix in (5.1) usually approaches ∞ as µ ↓ 0, raising the possibility that the
Cholesky algorithm may break down when µ is small. A simple argument, which we
now sketch, suffices to show that successful completion of the Cholesky algorithm can
be expected under the assumptions we have used in our analysis so far.
We state first the following technical result. Since it is similar to one proved by
Debreu [6, Theorem 3], its proof is omitted.
Lemma 5.2. Suppose that M and A are two matrices with the properties that M
is symmetric and
ATx = 0 ⇒ xTMx ≥ α‖M‖‖x‖2,
for some constant α > 0. Then for all µ such that
0 < µ < µ¯
def
= min
(
α‖A‖2
4‖M‖ ,
‖A‖
α‖M‖
)
,
we have that
xT (M + µ−1AAT )x ≥ α
2
‖x‖2, for all x.
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We apply this result to (5.1) by setting
M = Lzz(z, λ) +∇gN (z)D−1N ∇gN (z)T = Lzz(z, λ) +O(µ),
A = µ1/2∇gB(z)D−1/2B
(where again we use (4.2) and Lemma 3.2 to derive the order estimates). The con-
ditions (2.6), (2.7), and strict complementarity ensure that this choice of M and A
satisfies the assumptions of Lemma 5.2. The result then implies that the smallest
singular value of the matrix in (5.1) is positive and of size Θ(1) for all values of µ
below a threshold that is also of size Θ(1). Since D = O(µ−1), the largest eigenvalue
of this matrix is of size O(µ−1), so we have
cond(Lzz(z, λ) +∇g(z)D−1∇g(z)T ) = O(µ−1).(5.16)
(An estimate similar to this is derived by M. H. Wright [23, Theorem 3.2], under the
LICQ assumption.) It is known from a result of Wilkinson (cited by Golub and Van
Loan [12, p. 147]) that the Cholesky algorithm runs to completion if qnδucond(·) ≤ 1,
where qn is a modest quantity that depends polynomially on the dimension n of the
matrix. By combining this result with (5.16), we conclude that for the matrix in (5.1),
we can expect completion of the Cholesky algorithm whenever µ ≫ δu. That is, no
new assumptions need to be added to those made in deriving the results of earlier
sections.
We note that this situation differs a little from the case of linear programming
where, because second-order conditions are not applicable, it is usually necessary to
modify the Cholesky procedure to ensure that it runs to completion (see [30]).
5.3. Local Convergence with Computed Steps. We begin this section by
showing how the quantities rf , rg, and µ change along the computed step (∆̂z, ∆̂λ, ∆̂s)
obtained from the finite-precision implementation of the procedure condensed. We
compare these with the changes that can be expected along the exact direction
(∆z,∆λ,∆s). We then consider the effects of these perturbations on an algorithm of
the type in which the iterates are expected to satisfy the conditions (3.11). Rapidly
convergent variants of these algorithms for linear programming problems usually al-
low the values of C and γ in these conditions to be relaxed, so that a near-unit step
can be taken. We address the following question: If similar relaxations are allowed in
an algorithm for nonlinear programming, are near-unit steps still possible when the
steps contain perturbations of the type considered above?
We show in particular that for the computed search direction, the maximum step
length that can be taken without violating the nonnegativity conditions on λ and s
satisfies
1− αˆmax = δu/µ+O(µ),(5.17)
while the reductions in pairwise products, µ, rf , and rg satisfy
(λi + α∆̂λi)(si + α∆̂si) = (1 − α)λisi + δu +O(µ2), i = 1, 2, . . . ,m,(5.18a)
µ(λ + α∆̂λ, s+ α∆̂s) = (1 − α)µ+ δu +O(µ2),(5.18b)
rf (z + α∆̂z, λ+ α∆̂λ) = (1 − α)rf + δu +O(µ2),(5.18c)
rg(z + α∆̂z, s+ α∆̂s) = (1 − α)rg + δu +O(µ2).(5.18d)
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The corresponding maximum steplength for the exact direction satisfies
1− αmax = O(µ),(5.19)
while the reductions in rf , rg, and µ satisfy
(λi + α∆λi)(si + α∆si) = (1 − α)λisi +O(µ2), i = 1, 2, . . . ,m,(5.20a)
µ(λ + α∆λ, s+ α∆s) = (1 − α)µ+O(µ2),(5.20b)
rf (z + α∆z, λ+ α∆λ) = (1 − α)rf +O(µ2),(5.20c)
rg(z + α∆z, s+ α∆s) = (1 − α)rg +O(µ2).(5.20d)
Our proof of the estimates (5.17) and (5.18) is tedious but not completely straight-
forward, and we have included it in the Appendix.
It is clear from (5.17) and (5.18) that the direction (∆̂z, ∆̂λ, ∆̂s) makes good
progress toward the solution set S. If the actual steplength α is close to its maximum
value αˆmax, in the sense that
αˆmax − α = δu/µ+O(µ),(5.21)
we have by direct substitution in (5.17) and (5.18) that
µ(λ+ α∆̂λ, s+ α∆̂s) = δu +O(µ
2),
rf (z + α∆̂z, λ+ α∆̂λ) = δu +O(µ
2),
rg(z + α∆̂z, s+ α∆̂s) = δu +O(µ
2).
These formulae suggest that finite precision does not have an observable effect on the
quadratic convergence rate of the underlying algorithm until µ drops below about√
u. Stopping criteria for interior-point methods usually include a condition such as
µ ≤ 104u or µ ≤ √u (see, for example, [5]), so that µ is not allowed to become so
small that the assumption µ≫ u made in (4.7) is violated.
In making this back-of-the-envelope assessment, however, we have not taken into
account the approximate centrality conditions (3.11), which must continue to hold
(possibly in a relaxed form) at the new iterate. These conditions play a central role
both in the analysis above and in the convergence analysis of the underlying “exact”
algorithms, and also appear to be important in practice. Typically (see, for example,
Ralph andWright [21]), the conditions (3.11) are relaxed by allowing a modest increase
in C and a modest decrease in γ on the rapidly convergent steps. We show in the next
result that enforcement of these relaxed conditions is not inconsistent with taking a
step length α that is close to αˆmax, so that rapid convergence can still be observed
even in the presence of finite-precision effects.
Theorem 5.3. Suppose that Assumption 4.1 holds. Then when the step
(∆̂z, ∆̂λ, ∆̂s) is calculated in a finite-precision environment by using the procedure
condensed, there is a constant Cˆ such that for all τ ∈ [0, 1/2] and all α satisfying
α ∈ [0, 1− Cˆτ−1(u/µ+ µ)],(5.22)
the following relaxed form of the approximate centrality conditions holds:
rf (z + α∆̂z, λ+ α∆̂λ) ≤ C(1 + τ)µ(λ + α∆̂λ, s+ α∆̂s),(5.23a)
rg(z + α∆̂z, s+ α∆̂s) ≤ C(1 + τ)µ(λ + α∆̂λ, s+ α∆̂s),(5.23b)
(λi + α∆̂λi)(si + α∆̂si) ≥ γ(1− τ)µ(λ + α∆̂λ, s+ α∆̂s),(5.23c)
for all i = 1, 2, . . . ,m,
28 STEPHEN J. WRIGHT
where C is the constant from conditions (3.11). Moreover, when we set α to its upper
bound in (5.22), we find that
δ(z + α∆̂z, λ+ α∆̂λ) ≤ τ−1(δu +O(µ2)).(5.24)
Proof. From (3.11) and (5.18), we have that
‖rf (z + α∆̂z, λ+ α∆̂λ)‖
= (1− α)‖rf‖+ δu +O(µ2)
≤ C(1− α)µ+ δu +O(µ2)
= C(1 + τ)(1 − α)µ − Cτ(1 − α)µ+ δu +O(µ2)
= C(1 + τ)µ(λ + α∆̂λ, s+ α∆̂s)− Cτ(1 − α)µ+ δu +O(µ2).
We deduce that the required condition (5.23a) will hold provided that
δu +O(µ
2) ≤ Cτ(1 − α)µ.
Since by definition we have that δu + O(µ
2) ≤ C¯(u + µ2) for some positive constant
C¯, we find that a sufficient condition for the required inequality is that
(1− α) ≥ (C¯/C)τ−1(u/µ+ µ),
which is equivalent to (5.22) for an obvious definition of Cˆ. Identical logic can be
applied to ‖rg‖ to yield a similar condition on α.
For the condition (5.23c), we have from (3.11) and (5.18) that
(λi + α∆̂λi)(si + α∆̂si)
= (1− α)λisi + δu +O(µ2)
≥ (1− α)γµ+ δu +O(µ2)
= γ(1− τ)(1 − α)µ + γτ(1− α)µ+ δu +O(µ2)
= γ(1− τ)µ(λ + α∆̂λ, s+ α∆̂s) + γτ(1− α)µ + δu +O(µ2).
Hence, the condition (5.23c) holds provided that
γτ(1 − α)µ+ δu +O(µ2) ≥ 0.
Similar logic can be applied to this inequality to derive a bound of the type (5.22),
after a possible adjustment of Cˆ.
Finally, we obtain (5.24) by substituting α = 1− Cˆτ−1(u/µ+ µ) into (5.18) and
applying Theorem 3.3. (Note that, despite the relaxation of the centrality conditions
(5.23), the result of Theorem 3.3 still holds; we simply modify the proof to replace C
by (3/2)C in (3.11a) and (3.11b), and γ by γ/2 in (3.11c).)
6. The Augmented System. In this section, we consider the case in which the
augmented system (3.9) (equivalently, (4.1)) is solved to obtain (∆z,∆λ), while the
remaining step component ∆s is recovered from (3.8). The formal specification for
this procedure is as follows:
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procedure augmented
given the current iterate (z, λ, s)
form the coefficient matrix and right-hand side for (4.1);
solve (4.1) to obtain (∆z,∆λ);
set ∆s = −(g(z) + s)−∇g(z)T∆z.
Much of our work in analyzing the augmented system form (4.1) has already been
performed in Section 4; the main error result is simply Corollary 4.4. However, we
can apply this result only if the floating-point errors made in evaluating and solving
this system satisfy the assumptions of this corollary. In particular, we need to show
that the perturbation matrices Eij , i, j = 1, 2, 3 in (4.39) satisfy the estimates (4.33).
This task is not completely straightforward. Unlike the condensed and full-system
cases, it is not simply a matter of assuming that a backward-stable algorithm has been
used to solve the system (4.1). The reason is that the largest terms in the coefficient
matrix in (3.9)—the diagonal elements in the matrix DN—have size O(µ
−1). The
usual analysis of backward-stable algorithms represents the floating-point errors as a
perturbation of the entire coefficient matrix whose size is bounded by δu times the
matrix norm—in this case, δu/µ. However, Corollary 4.4 requires some elements of the
perturbation matrix to be smaller than this estimate; in particular, the submatrices
E12, E21, and E22 need to be of size δu. Therefore, we need to look closely at the
particular algorithms used to solve (4.1) to see whether they satisfy the following
condition.
Condition 6.1. The solution obtained by applying the algorithm in question to
the system (4.1) in floating-point arithmetic is the exact solution of a perturbed system
in which the perturbations of the coefficient matrix satisfy the estimates (4.33), while
the right-hand side is unperturbed.
We focus on diagonal pivoting methods, which take a symmetric matrix T and
produce a factorization of the form
PTPT = LY LT ,(6.1)
where P is a permutation matrix, L is unit lower triangular, and Y is block diagonal,
with a combination of 1× 1 and symmetric 2× 2 blocks. The best-known methods of
this class are due to Bunch and Parlett [3] and Bunch and Kaufman [2], while Duff et
al. [7] and Fourer and Mehrotra [10] have described sparse variants. These algorithms
differ in their selection criteria for the 1 × 1 and 2 × 2 pivot blocks. In our case, the
presence of the diagonal elements of size Θ(µ−1) (from the submatrix DN = Λ
−1
N SN )
and their place in these pivot blocks are crucial to the result.
We start by stating a general result of Higham [17] concerning backward stability
that applies to all diagonal pivoting schemes. We then examine the Bunch-Kaufman
scheme, showing that the large diagonals appear only as 1 × 1 pivots and that this
algorithm satisfies Condition 6.1. (In [17, Theorem 4.2], Higham actually proves that
the Bunch-Kaufman scheme is backward stable in the normwise sense, but this result
is not applicable to our context, for the reasons mentioned above.)
Next, we briefly examine the Bunch-Parlett method, showing that it starts out
by selecting all the large diagonal elements in turn as 1× 1 pivots, before going on to
factor the remaining matrix, whose elements are all O(1) in size. This method also
satisfies Condition 6.1. We then examine the sparse diagonal pivoting approaches of
Duff et al. [7] and Fourer and Mehrotra [10], which may not satisfy Condition 6.1,
because of the possible presence of 2× 2 pivots in which one of the diagonals has size
Θ(µ−1). These algorithms can be modified in simple ways to overcome this difficulty,
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possibly at the expense of higher density in the L factor. We then mention Gaussian
elimination with pivoting and refer to previous results in the literature to show that
this approach satisfies Condition 6.1. Finally, we state a result like Theorem 5.3
about convergence of a finite-precision implementation of an algorithm based on the
augmented system form.
Higham [17, Theorem 4.1] proves the following result.
Theorem 6.1. Let T be an n¯ × n¯ symmetric matrix, and let xˆ be the computed
solution to the linear system Tx = b produced by a method that yields a factorization
of the form (6.1), with any diagonal pivoting strategy. Assume that, during recovery
of the solution, the subsystems that involve the 2 × 2 diagonal blocks are solved via
Gaussian elimination with partial pivoting. Then we have that
(T +∆T )xˆ = b, |∆T | ≤ δu(|T |+ PT |Lˆ||Yˆ ||LˆT |P ) + δ2u,(6.2)
where Lˆ and Yˆ are the computed factors, and |A| denotes the matrix formed from A
by replacing all its elements by their absolute values.
In Higham’s result, the coefficient of u in the δu term is actually a linear poly-
nomial in the dimension of the system. The partial pivoting strategy for the 2 × 2
systems can actually be replaced by any method for which the computed solution
of Ry = d satisfies (R + ∆R)yˆ = d, where R is the 2 × 2 matrix in question and
|∆R| ≤ δu|R|. This property was also key in an earlier paper of S. Wright [27], who
derived a result similar to Theorem 6.1 in the context of the augmented systems that
arise from interior-point methods for linear programming.
All the procedures below have the property that the growth in the maximum
element size in the remaining submatrix is bounded by a modest quantity at each in-
dividual step of the factorization. (In the case of Bunch-Kaufman and Bunch-Parlett,
this bound averages about 2.6 per elimination step; see Golub and Van Loan [12, Sec-
tion 4.4.4].) As with Gaussian elimination with partial pivoting, exponential element
growth is possible, so that L and Y in (6.1) contain much larger elements than the
original matrix T . Such behavior is, however, quite rare and is confined to pathologi-
cal cases and certain special problem classes. In our analysis below, we make the safe
assumption that catastrophic growth of this kind does not occur.
6.1. The Bunch-Kaufman Procedure. At each iteration, the Bunch-
Kaufman procedure chooses either a 1 × 1 or 2 × 2 pivot by examining at most two
columns of the remaining matrix, that is, the part of the matrix that remains to be
factored at this stage of the process. It makes use of quantities χi defined by
χi = max
j | j 6=i
|Tij |,
where in this case T denotes the remaining matrix. We define the pivot selection
strategy for the first step of the factorization process. The entire algorithm is obtained
by applying this procedure recursively to the remaining submatrix.
set ν = (1 +
√
17)/8;
calculate χ1, and store the index r for which χ1 = |Tr1|;
if |T11| ≥ νχ1
choose T11 as a 1× 1 pivot;
else
calculate χr;
if χr|T11| ≥ νχ21
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choose T11 as a 1× 1 pivot;
else if |Trr| ≥ νχr
choose Trr as a 1× 1 pivot;
else
choose a 2× 2 pivot with diagonals T11 and Trr;
end if
end if.
For each choice of pivot, the permutation matrix P1 is chosen so that the desired
1× 1 or 2× 2 pivot is in the upper left of the matrix P1TPT1 . If one writes
P1TP
T
1 =
[
R CT
C Tˆ
]
,
where R is the chosen pivot, the first step of the factorization yields
P1TP
T
1 =
[
I
CR−1 I
] [
R
T¯
] [
I R−1CT
I
]
,(6.3)
where T¯ = Tˆ −CR−1CT is the matrix remaining after this stage of the factorization.
At the first step of the factorization, the quantities χ1 and χr (if calculated) both
have size O(1), since the large elements of this matrix occur only on the diagonal.
Since a 2× 2 pivot is chosen only if
|T11| < νχ1 and |Trr| < νχr,
it follows immediately that both diagonals in a 2× 2 pivot must be O(1). Hence, the
pivot chosen by this procedure is one of three types:
1× 1 pivot of size O(1);(6.4a)
2× 2 pivot in which both diagonals have size O(1);(6.4b)
1× 1 pivot of size Θ(µ−1).(6.4c)
In fact, the pivots are one of the types (6.4) at all stages of the factorization, not
just the first stage. The reason is that the updated matrix T¯ in (6.3) has the same
essential form as the original matrix T—its elements are all of size O(1) except for
some large diagonal elements of size Θ(µ−1). We demonstrate this claim by showing
that the update CR−1CT that is applied to the remaining matrix in (6.3) is a matrix
whose elements are of size at most O(1), regardless of the type of pivot, so that it
does not disturb the essential structure of the remaining matrix. When the pivots are
of type (6.4a) and (6.4b), the standard argument of Bunch and Kaufman [2] can be
applied to show that the norm of CR−1CT is at most a modest multiple of ‖C‖. We
know that ‖C‖ = O(1), since C consists only of off-diagonal elements, so we conclude
that ‖CR−1CT ‖ = O(1) in this case as claimed. For the other pivot type (6.4c), we
have R = Θ(µ−1) and C = O(1), so the elements of CR−1CT have size O(µ), and
the claim holds in this case too.
In the rest of this subsection, we show by using Theorem 6.1 that Condition 6.1
holds for the Bunch-Kaufman algorithm. In fact, we prove a stronger result: When
T in Theorem 6.1 is the matrix (4.1), the perturbation matrix ∆T contains elements
of size δu, except in those diagonal locations corresponding to the elements of DN ,
where they may be as large as δu/µ. Given the bound on |∆T | in (6.2), we need only
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to show that PT |Lˆ||Yˆ ||Lˆ|TP has the desired structure. In fact, it suffices to show
that the exact factor product PT |L||Y ||L|TP has the structure in question, since the
difference between these two products is just δu in size.
We demonstrate this claim inductively, using a refined version of the arguments
from Higham [17, Section 4.3] for some key points, and omitting some details. For
simplicity, and without loss of generality, we assume that P = I.
When n¯ = 1 (that is, T is 1× 1), we have that L = 1 and Y = T , and the result
holds trivially. When n¯ = 2, there are three cases to consider. If the matrix contains
no elements of size Θ(µ−1), then the analysis for general matrices can be used to
show that |L||Y ||L|T = O(1), as required. If either or both diagonal elements have
size Θ(µ−1), then both pivots are 1× 1, and the factors have the form
L =
[
1 0
T21/T11 1
]
, Y =
[
T11 0
0 T22 − T 221/T11
]
.(6.5)
Two cases arise.
(i) A diagonal of size O(1) is accepted as the first pivot and moved (if necessary)
to the (1, 1) position. We then have
|T11| ≥ νχ1 = νχ2 = ν|T21|,
and therefore |T21/T11| ≤ 1/ν and hence |T 221/T11| ≤ |T21|/ν = O(1). If the
(2, 2) diagonal is also O(1), we have that L = O(1) and Y = O(1), and we are
done. Otherwise, T22 = Θ(µ
−1), and so the (2, 2) element of Y satisfies this
same estimate. We conclude from (6.5) that |L||Y ||L|T also has an Θ(µ−1)
element in the (2, 2) position and O(1) elements elsewhere.
(ii) A diagonal of size Θ(µ−1) is accepted as the first pivot and moved (if neces-
sary) to the (1, 1) position. We then have
|T21/T11| = O(µ), |T 221/T11| = O(µ).
It follows from (6.5) that
|L||Y ||L|T =
[ |T11| |T21|
|T21| |T22|+O(µ)
]
,
which obviously has the desired structure.
We now assume that our claim holds for some dimension n¯ ≥ 2, and we prove
that it continues to hold for dimension n¯+ 1. Using the notation of (6.3) (assuming
that P1 = I), and denoting the factorization of the Schur complement T¯ in (6.3) by
T¯ = L¯Y¯ L¯T , we have that
T = LY LT =
[
I
CR−1 L¯
] [
R
Y¯
] [
I R−1CT
L¯T
]
.(6.6)
It follows that
|L||Y ||L|T =
[ |R| |R||R−1CT |
|CR−1||R| |CR−1||R||R−1CT |+ |L¯||Y¯ ||L¯|T
]
.(6.7)
Since, as we mentioned above, the norm of CR−1CT is at most O(1), the Schur
complement T¯ = Tˆ − CR−1CT has size O(1) except for large Θ(µ−1) elements in
the same locations as in the original matrix. Hence, by our inductive hypothesis,
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|L¯||Y¯ ||L¯|T has a similar structure, and we need to show only that the effects of the
first step of the factorization (6.3) do not disturb the desired structure.
For the case in which R is a pivot of type either (6.4a) and (6.4b), Higham [17,
Section 4.3] shows all elements of both |CR−1||R| and |CR−1||R||R−1CT | are bounded
by a modest multiple of either χ1 (if T11 was selected as the pivot because it passed
the test |T11| ≥ νχ1) or (χ1 + χr), where r is the “other” column considered during
the selection process. In our case, this observation implies that both |CR−1||R| and
|CR−1||R||R−1CT | have size O(1). By combining these observations with those of the
preceding paragraph, we conclude that for pivots of types (6.4a) and (6.4b), “large”
elements of the matrix in (6.7) occur only in the diagonal locations originally occupied
by DN .
For the remaining case—pivots of type (6.4c)—we have that C has size O(1) while
R−1 has size O(µ). Therefore, |CR−1||R| has size O(1) and |CR−1||R||R−1CT | has
size O(µ), while |R|, which occupies the (1, 1) position in the matrix (6.7), just as it
did in the original matrix T , has size Θ(µ−1). We conclude that the desired structure
holds in this case as well.
We conclude from this discussion that Condition 6.1 holds for the Bunch-Kaufman
procedure. We show later that the perturbations arising from other sources, namely,
roundoff and cancellation in the evaluation of the matrix and right-hand side, also
satisfy the conditions of Corollary 4.4, so this result can be used to bound the error
in the computed steps.
Finally, we note that it is quite possible for pivots of types (6.4a) and (6.4b)
to be chosen while diagonal elements of size Θ(µ−1) still remain in the submatrix.
Therefore, a key assumption of the analysis of Forsgren, Gill, and Shinnerl [9, Theo-
rem 4.4]—namely, that all the diagonals of size Θ(µ−1) are chosen as 1×1 pivots before
any of the other diagonals are chosen—may not be satisfied by the Bunch-Kaufman
procedure.
6.2. The Bunch-Parlett Procedure. The Bunch-Parlett procedure is con-
ceptually simpler but more expensive to implement than Bunch-Kaufman, since it
requires O(n2) (rather than O(n)) comparisons at each step of the factorization. The
pivot selection strategy is as follows.
set ν = (1 +
√
17)/8;
calculate χoff = |Trs| = maxi6=j |Tij |, χdiag = |Tpp| = maxi |Tii|;
if χdiag ≥ νχoff
choose Tpp as the 1× 1 pivot;
else
choose the 2× 2 pivot whose off-diagonal element is Trs;
end if.
The elimination procedure then follows as in (6.3).
It is easy to show that the Bunch-Parlett procedure starts by selecting all the
diagonals of size Θ(µ−1) in turn as 1× 1 pivots. (Because of this property, it satisfies
the key assumption of [9] mentioned at the end of the preceding section.) The update
CR−1CT generated by each of these pivot steps has size only O(µ), so the matrix
that remains after this phase of the factorization contains only O(1) elements. The
remaining pivots are then a combination of types (6.4a) and (6.4b).
By using the arguments of the preceding subsection in a slightly simplified form,
we can show that Condition 6.1 holds for this procedure as well.
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6.3. Sparse Diagonal Pivoting. For large instances of (1.1), the Bunch-
Kaufman and Bunch-Parlett procedures are usually inefficient because they do not
try to maintain sparsity in the lower triangular factor L. Sparse variants of these
algorithms, such as those of Duff et al. [7] and Fourer and Mehrotra [10], use pivot se-
lection strategies that combine stability considerations with Markowitz-like estimates
of the amount of fill-in that a candidate pivot will cause in the remaining matrix.
At each stage of the factorization, both algorithms examine a roster of possible
1× 1 and 2× 2 pivots, starting with those that would create the least fill-in. As soon
as a pivot is found that meets the stability criteria described below, it is accepted.
Both algorithms prefer to use 1× 1 pivots where possible.
For candidate 1×1 pivots, Duff et al. [7, p. 190] use the following stability criterion:
|R−1|‖C‖∞ ≤ ρ,(6.8)
where the notation R and C is from (6.3) and ρ ∈ [2,∞) is some user-selected pa-
rameter that represents the tolerable growth factor at each stage of the factorization.
For a 2× 2 pivot, the criterion is
|R−1|
[ ‖C·,1‖∞
‖C·,2‖∞
]
≤
[
ρ
ρ
]
,(6.9)
where C·,1 and C·,2 are the two columns of C. The stability criteria of Fourer and
Mehrotra [10] are similar.
As they stand, the stability tests (6.8) and (6.9) do not necessarily restrict the
choice of pivots to the three types (6.4). If a 1 × 1 pivot of size Θ(µ−1) is ever
considered for structural reasons, it will pass the test (6.8) (the left-hand side of this
expression will have size O(µ)) and therefore will be accepted as a pivot. However, it
is possible that 2×2 pivots in which one or both diagonals have size Θ(µ−1) may pass
the test (6.9) and may therefore be accepted. Although the test (6.9) ensures that
the size of the update CR−1CT is modest (so that the update T¯ = Tˆ −CR−1CT does
not disturb the large-diagonal structure of Tˆ ), there is no obvious assurance that the
matrix |L||Y ||L|T in (6.7) mirrors the structure of |T |, in terms of having the large
diagonal elements in the same locations. The terms |CR−1||R| and |CR−1||R||R−1CT |
in (6.7) may not have size O(1), as they do for pivots of the three types (6.4) arising
from the Bunch-Kaufman and Bunch-Parlett selection procedures.
The Fourer-Mehrotra algorithm does, however, rule out the possibility of a 2× 2
pivot in which both diagonals are of size Θ(µ−1). It considers a 2×2 candidate only if
one of its diagonal elements has previously been considered as a 1× 1 pivot but failed
the stability test. However, if either of the diagonals had been subjected to the test
(6.8), they would have been accepted, as noted in the preceding paragraph, so this
situation cannot occur.
If the sparse algorithms are modified to ensure that all pivots have one of the
three types (6.4), and all continue to satisfy the stability tests (6.8) or (6.9), then
simple arguments (simpler than those of Section 6.1!) can be applied to show that
Condition 6.1 is satisfied. One possible modification that achieves the desired efffect
is to require that a 2 × 2 pivot be allowed only if both its diagonals have previously
been considered as 1× 1 pivots but failed the stability test (6.8).
6.4. Gaussian Elimination. Another possibility for solving the system (4.1) is
to ignore its symmetry and apply a Gaussian elimination algorithm, with row and/or
column pivoting to preserve sparsity and prevent excessive element growth. Such
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a strategy satisfies Condition 6.1. In [24], the author uses a result of Higham [16]
to show that the effects of the large diagonal elements are essentially confined to the
columns in which they appear. Assuming that the pivot sequence is chosen to prevent
excessive element growth in the remaining matrix, and using the notation of (4.32)
and (4.33), we can account for the effects of roundoff error in Gaussian elimination
with perturbations in the coefficient matrix that satisfy the following estimates:
E11, E21, E31, E12, E22, E32 = δu, E13, E23, E33 = δu/µ.
These certainly satisfy the conditions (4.33), so Condition 6.1 holds.
6.5. Local Convergence with the Computed Steps. We can now state a
formal result to show that when the evaluation errors are taken into account as well as
the roundoff errors from the factorization/solve procedure discussed above, the accu-
racies of the computed steps obtained from the procedure augmented, implemented
in finite precision, satisfy the same estimates as for the corresponding steps obtained
from the procedure condensed. The result is analogous to Theorem 5.1.
Theorem 6.2. Suppose that Assumption 4.1 holds. Then when the step
(∆̂z, ∆̂λ, ∆̂s) is calculated in a finite-precision environment by using the procedure
augmented, where the algorithm used to solve (4.1) satisfies Condition 6.1, we have
(∆z − ∆̂z, UT (∆λB − ∆̂λB),∆s− ∆̂s) = δu,(6.10a)
V T (∆λB − ∆̂λB) = δu/µ,(6.10b)
∆λN − ∆̂λN = δu.(6.10c)
Proof. The proof follows from Corollary 4.4 when we show that the perturbations
to (4.1) from all sources—evaluation of the matrix and right-hand side as well as the
factorization/solution procedure—satisfy the bounds required by this earlier result.
Because of Condition 6.1, perturbations arising from the factorization/solution
procedure satisfy the bounds (4.33). The expressions (5.2) show that the errors arising
from evaluation of Lzz(z, λ), Lz(z, λ), ∇g(z), and g(z) are all of size δu, and hence
they too satisfy the required bounds. Similarly to (5.3), evaluation of DB and DN
yields errors of relative size δu, that is,
computed DB ← DB +GB, GB = µδu,(6.11a)
computed DN ← DN +GN , GN = δu/µ,(6.11b)
where GB and GN are diagonal matrices.
We now obtain all the estimates in (6.10) by a direct application of Corollary 4.4,
with the exception of the estimate for (∆s− ∆̂s). Since the expressions for recovering
∆s are identical in procedures condensed and augmented, we can apply expression
(5.12) from Section 5.1 to deduce that the desired estimate holds for this component
as well.
The only difference between the error estimates of Theorem 5.1 for the condensed
system and those obtained above for the augmented system is that the ∆̂λN com-
ponents are slightly less accurate in the augmented case. If we work through the
analysis of Section 5.3 with the estimate (6.10c) replacing (5.13c), we find that the
main results are unaffected. Therefore, we conclude this section by stating without
proof a result similar to Theorem 5.3.
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iter logµ log ‖∆̂z‖ log ‖UT ∆̂λB‖ log ‖V T ∆̂λB‖ αˆmax λT
0 -1.0 -0.9 -1.9 -1.9 .9227 (1.00,.20)
1 -2.7 -1.5 -1.3 -1.2 .9193 (0.99,.19)
...
5 -9.4 -6.7 -6.3 -4.6 1.0 (1.04,.23)
6 -11.4 -8.7 -8.3 -5.9 1.0 (1.04, .23)
7 -13.4 -10.7 -10.3 -3.8 .9999 (1.04,.23)
8 -15.4 -12.7 -12.3 -1.2 .9439 (1.04,.23)
9 -17.1 -13.9 -13.4 -0.6 .9723 (1.10,.20)
Table 7.1
Details of iteration sequence for PDIP applied to (2.8), with steps computed by solving the
augmented system.
Theorem 6.3. Suppose that all the assumptions of Theorem 5.3 hold, except
that the step (∆̂z, ∆̂λ, ∆̂s) is calculated by using the procedure augmented with a
factorization/solution algorithm that satisfies Condition 6.1. Then the conclusions of
Theorem 5.3 hold.
7. Numerical Illustration. We illustrate the results of Sections 5 and 6 using
the two-variable example (2.8). Consider a simple algorithm that takes steps satisfying
(3.8) with t set rather arbitrarily to t = µ2e. (The search directions thus used are
like those generated in the later stages of a practical primal-dual algorithm such as
Mehrotra’s algorithm [19].) We start this algorithm from the point
z0 = (1/30, 1/9)
T , λ0 = (1, 1/5)
T , s0 = (1/10, 1/2).
(It is easy to check that the conditions (3.11) are satisfied at this point for a modest
value of C.) At each step we calculated αˆmax, defined in Section 5.3, and took an
actual step of .99αˆmax.
We programmed the method in Matlab, using double-precision arithmetic. In our
first experiment, we solved the formulation (4.1) of the linear equations using Matlab’s
standard Gaussian elimination solver for general systems of linear equations, which
was analyzed in Section 6.4. From Theorem 6.2, the estimates (6.10) apply to this
case.
Results are tabulated in Table 7.1. Note first the size of the component ‖V T ∆̂λB‖,
which grows as µ decreases below u1/2, in accordance with (6.10b). (We cannot
tabulate the difference ‖V T (∆̂λB−∆λB‖) because of course we do not know the true
step (∆z,∆λ,∆s), but since the true step has size O(µ) (Corollary 4.3), the error is
dominated by the term V T ∆̂λB in any case.) As predicted by (5.17), the maximum
step αˆmax becomes significantly smaller than 1 as µ is decreased below u
1/2. As
indicated by (5.18), however, good progress still can be made along this direction
(in the sense of reducing µ and the norms of the residuals rf and rg) almost until µ
reaches the level of u. In fact, between iterations 5 and 8 we see the reduction factor
of 100 that we would expect by moving a distance of .99 along a direction that is close
to the pure Newton direction. The component with the large error—V T ∆̂λB—does
not interfere significantly with rapid convergence, but only causes the λ iterates to
move tangentially to Sλ. This effect may be noted in the final iterate where the value
of λ changes significantly. In some cases, however, when the current λ is near the
edge of the set Sλ, this error may result in a severe curtailment of the step length.
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iter logµ log ‖∆̂z‖ log ‖UT ∆̂λB‖ log ‖V T ∆̂λB‖ αˆmax λT
0 -1.0 -0.9 -1.9 -1.9 .9227 (1.00,.20)
1 -2.7 -1.5 -1.3 -1.2 .9193 (0.99,.19)
...
5 -9.4 -6.7 -6.3 -4.6 1.0 (1.04,.23)
6 -11.4 -8.7 -8.3 -5.7 1.0 (1.04, .23)
7 -13.4 -10.7 -10.3 -8.3 1.0 (1.04,.23)
8 -15.4 -12.7 -12.4 -10.3 1.0 (1.04,.23)
9 -17.4 -14.7 -13.3 -12.3 1.0 (1.04,.23)
Table 7.2
Details of iteration sequence for PDIP applied to (2.8), with steps computed by solving the
condensed system.
Next, we performed the same experiment using the condensed formulation (3.10)
of the linear system, as described in Section 5. Results are shown in Table 7.2. The
main difference with Table 7.1 is that there is no increase in the value ‖V T ∆̂λB‖
as µ approaches unit roundoff; this component appears to decrease at the same rate
as the other step components. This observation can be explained by our analysis of
the case in which the cancellation error term fB incurred in the evaluation of gB(z)
satisfies (5.14). We calculated the product V T (gB(z) + fB) (the product of V with
our computed version of gB(z)) and found it to be exactly zero on iterations 7, 8, and
9. Therefore, using Taylor’s theorem, (2.13), and Theorem 3.3, we have
V T fB = −V T gB(z) = −V T∇gB(z∗)(z − z∗) +O(‖z − z∗‖2) = O(µ2).
Hence, (5.15) together with Corollary 4.3 shows that V T ∆̂λB = O(µ), which is con-
sistent with the results in Table 7.2. Note too that because of the higher accuracy in
the V T ∆̂λB component, the maximum step length stays very close to 1 during the
last few iterations. By comparing Tables 7.1 and 7.2, however, we can verify that
the convergence of µ to zero, and of the iterates to the solution set, is not materially
affected by the presence or absence of the large error in V T ∆̂λB.
To show that the lack of cancellation effects in Table 7.2 cannot be assumed in
general, we modified problem (2.8) slightly, changing the second constraint to
g2(z)
def
=
2
3
√
5
(z1 −
√
5)2 + z22 −
2
√
5
3
≤ 0.(7.1)
The primal and dual solutions remain unchanged, and we ran the condensed-equations
version of the algorithm from the same starting point as above. Results are shown in
Table 7.3. We observed that gB(z) did not escape cancellation errors in this instance
and, as in Table 7.1, we observe significant errors in V T ∆̂λB that do not materially
affect the convergence of the algorithm to the solution set.
8. Summary and Conclusions. In this paper, we have analyzed the finite-
precision implementation of a primal-dual interior point method whose convergence
rate is theoretically superlinear. We have made the standard assumptions that appear
in most analyses of local convergence of nonlinear programming algorithms and path-
following algorithms, with one significant exception: The assumption of linearly inde-
pendent active constraint gradients is replaced by the weaker Mangasarian-Fromovitz
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iter logµ log ‖∆̂z‖ log ‖UT ∆̂λB‖ log ‖V T ∆̂λB‖ αˆmax λT
0 -1.0 -0.9 -2.1 -2.3 .9161 (1.00,.20)
1 -2.7 -1.5 -1.3 -1.4 .8872 (0.99,.20)
...
5 -7.6 -5.7 -5.7 -4.2 .9999 (.93,.29)
6 -9.5 -7.7 -7.7 -6.3 1.0 (.93, .29)
7 -11.5 -9.7 -9.7 -4.3 .9999 (.93, .29)
8 -13.5 -11.7 -11.5 -2.6 .9960 (.93,.29)
9 -15.3 -13.5 -11.7 -0.6 .7386 (.93,.29)
Table 7.3
Details of iteration sequence for PDIP applied to (2.8), (7.1), with steps computed from the
condensed system.
constraint qualification, which is equivalent to boundedness of the set of optimal
Lagrange multipliers. Because of this assumption, it is possible that all reasonable
formulations of the step equations—the linear system that needs to be solved to ob-
tain the search direction—are ill conditioned, so it is not obvious that the numerical
errors that occur when this system is solved in finite precision do not eventually ren-
der the computed search direction useless. We show that although the error in the
computed step may indeed become large as µ decreases, most of the error is restricted
to a subspace that does not matter, namely, the null space of the matrix ∇gB(z∗) of
first derivatives of the active constraints. Although this error causes the computed
iterates to “slip” in a tangential direction to the optimal Lagrange multiplier set, it
does not interfere with rapid convergence of the iterates to the primal-dual solution
set.
We found that the centrality conditions (3.11), which are usually applied in path-
following methods, played a crucial role in the analysis, since they enabled us to
establish the estimates (3.16) in Lemma 3.2 concerning the sizes of the basic and
nonbasic components of s and λ near the solution set. The analysis of Section 4,
culminating in Corollary 4.4, finds bounds on the errors induced in step components
by certain structured perturbations of the step equations. We show in the same
section that the exact step is O(µ), allowing the local convergence analysis of Ralph
and Wright [22] to be extended from convex programs to nonlinear programs.
In Sections 5 and 6 we apply the general results of Section 4 to the two most
obvious ways of formulating and solving the step equations; namely, as a “condensed”
system involving just the primal variables z, or as an “augmented” system involv-
ing both z and the Lagrange multipliers λ. In each case, the errors introduced in
finite-precision implementation have the structure of the perturbations analyzed in
Section 4, so the error bounds obtained in Corollary 4.4 apply. In Section 5.3 (whose
analysis also applies to the computed solutions analyzed in Section 6), we show that
the potentially large error component discussed above does not interfere appreciably
with the near-linear decrease of the quantities µ, rf , and rg to zero along the computed
steps, indicating that until µ becomes quite close to u, the convergence behavior pre-
dicted by the analysis of the “exact” algorithm will be observed in the finite-precision
implementation. We conclude in Section 7 with a numerical illustration of our ma-
jor observations on a simple problem with two variables and two constraints, first
introduced in Section 2.
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Appendix A.
Justification of the Estimates (5.17) and (5.18).
To prove (5.17), we use analysis similar to that of S. Wright [30]. From the
definition (3.5) of µ, and the centrality condition (3.11c), we have that
λisi = Θ(µ), for all i = 1, 2, . . . ,m.
Hence, from the third block row of (3.8) and the assumption (3.7) on the size of t, we
have that
∆λi
λi
+
∆si
si
= −1− ti
siλi
= −1 +O(µ), for all i = 1, 2, . . . ,m.(A.1)
We have from Lemma 3.2 and (4.36) that ∆λi/λi = O(µ) for all i ∈ B. Hence, by
using (3.16a) from (3.2) together with (A.1), we obtain
∆si = −si +O(µ2), for all i ∈ B.(A.2)
For the computed step components ∆̂sB, we have by combining (5.13a) with (A.2)
that
∆̂si = −si + δu +O(µ2), for all i ∈ B.(A.3)
Therefore, if si + α∆̂si = 0 for some i ∈ B and some α ∈ [0, 1], we have by using
(3.16a) again that
si + α(−si + δu +O(µ2)) = 0
⇒ (1− α)si = δu +O(µ2)
⇒ (1− α) = δu/µ+O(µ), for any i ∈ B.(A.4)
Meanwhile, for i ∈ N , we have from Lemma 3.2, (4.36), and (5.13a) that
si + α∆̂si > 0, for all i ∈ N and all α ∈ [0, 1],(A.5)
so the components ∆̂sN do not place a limit on the step length bound αˆmax. For the
components ∆̂λN , we have by using Lemma 3.2, (4.36), (5.13c), and (A.1) that
∆̂λi = −λi + µδu +O(µ2), for all i ∈ N .
Therefore, if λi + α∆̂λi = 0 for some i ∈ N and some α ∈ [0, 1], we have by arguing
as in (A.4) that
1− α = δu +O(µ).(A.6)
Finally, for i ∈ B, we have from Lemma 3.2 that λi = Θ(1), while from (4.36), (5.13a),
and (5.13b), we have that
∆λi = O(µ), ∆̂λi = O(µ) + δu/µ, for all i ∈ B.(A.7)
Therefore, we have for µ≫ u that
λi + α∆̂λi > 0, for all i ∈ B and all α ∈ [0, 1].(A.8)
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By combining the observations (A.4), (A.5), (A.6), and (A.8), we conclude that there
is a value αˆmax satisfying
αˆmax ∈ [0, 1], 1− αˆmax = δu/µ+O(µ)
such that
(λ, s) + α(∆̂λ, ∆̂s) > 0, for all α ∈ [0, αˆmax],
proving the claim (5.17). By making various simplifications to the analysis above, it
is easy to show that (5.19) holds as well.
We now prove the claims (5.18) concerning the changes in the feasibility and
duality measures along the computed step.
From (1.2), (3.11a), and the first block row of (3.8), we have
rf (z + α∆̂z, λ+ α∆̂λ)
= Lz(z + α∆̂z, λ+ α∆̂λ)
= Lz(z, λ) + αLzz(z, λ)∆̂z + α∇g(z)∆̂λ+O(α2‖∆̂z‖2)
= (1 − α)Lz(z, λ) + αLzz(z, λ)(∆̂z −∆z) + α∇gB(z)(∆̂λB − ∆̂λB)
+α∇gN (z)(∆̂λN −∆λN ) +O(α2‖∆̂z‖2).(A.9)
From (4.36) and (5.13a), we have ∆̂z = δu + O(µ), so for µ ≫ u and α ∈ [0, 1], we
have
α2‖∆̂z‖2 = O(µ2).(A.10)
From the definition (2.13) of the SVD of ∇gB(z∗), Theorem 3.3, and (5.13a), we have
that
∇gB(z)(∆̂λB −∆λB) = ∇gB(z∗)(∆̂λB −∆λB) +O(‖z − z∗‖‖∆̂λB −∆λB‖)
= UˆΣUT (∆̂λB −∆λB) +O(µ)δu/µ
= δu.(A.11)
Note that the larger error (5.13b) in the component V T (∆̂λB−∆λB), which is present
when MFCQ is satisfied but not when LICQ is satisfied, does not enter into the
estimate (A.11). By substituting this estimate into (A.9) together with estimates for
∆̂z −∆z and ∆̂λN −∆λN from (5.13), we obtain that
rf (z + α∆̂z, λ+ α∆̂λ) = (1− α)rf + δu +O(µ2),
verifying our claim (5.18c). The potentially large error (5.13b) does not affect rapid
decrease of the rf component along the computed search direction.
For the second feasibility measure rg, we have from (3.11b), the second block row
of (3.8), and the estimates (5.13a) and (A.10) that
rg(z + α∆̂z, s+ α∆̂s)
= g(z + α∆̂z) + s+ α∆̂s
= g(z) + α∇g(z)T ∆̂z + s+ α∆̂s+O(α2‖∆̂z‖2)
= (1− α)(g(z) + s) + α∇g(z)T (∆̂z −∆z) + α(∆̂s −∆s) +O(µ2)
= (1− α)rg + δu +O(µ2),
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verifying (5.18d).
To examine the change in µ, we look at the change in each pairwise product λisi,
i = 1, 2, . . . ,m. We have
(λi + α∆̂λi)(si + α∆̂si)
= λisi + α(si∆̂λi + λi∆̂si) + α
2∆̂si∆̂λi
= λisi + α(si∆λi + λi∆si) + αsi(∆̂λi −∆λi) + αλi(∆̂si −∆si)(A.12)
+α2∆̂λi∆̂si.
From the last block row in (3.8), the estimate t = O(µ2) (3.7), and the estimate (4.36)
of the exact step, we have
λisi + α(si∆λi + λi∆si) = (1− α)λisi +O(µ2).(A.13)
From (4.36) and (5.13), we have
∆̂λi∆̂si = (δu/µ+O(µ))(O(µ) + δu) = δu +O(µ
2),(A.14)
since µ≫ u. For i ∈ B, we have from Lemma 3.2, (5.13a), and (5.13b) that
si(∆̂λi −∆λi) = O(µ)δu/µ = δu, for all i ∈ B.(A.15)
For i ∈ N , we have from Lemma 3.2 and (5.13c) that
si(∆̂λi −∆λi) = µδu, for all i ∈ N .(A.16)
For the remaining term λi(∆̂si −∆si), we have from Lemma 3.2 and (5.13a) that
λi(∆̂si −∆si) = δu, for all i = 1, 2, . . . ,m.(A.17)
By substituting (A.13)–(A.17) into (A.12), we obtain
(λi + α∆̂λi)(si + α∆̂si) = (1− α)λisi + δu +O(µ2), all i = 1, 2, . . . ,m.(A.18)
Therefore, by summing over i and using (3.5), we obtain (5.18b).
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