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Zusammenfassung
Im Rahmen der vorliegenden Arbeit wird untersucht, inwiefern eine Charakterisierung
der Kopplungsrichtung zwischen komplexen dynamischen Systemen mit einer auf Kon-
zepten der nichtlinearen Dynamik, der Informationstheorie und der symbolischen Dyna-
mik basierenden Kenngro¨ße mo¨glich ist. Hierzu wird zuna¨chst die symbolische Transfe-
rentropie definiert und ihre generelle Eignung zum Nachweis von gerichteten Kopplun-
gen anhand von synthetischen Zeitreihen, die aus den Bewegungsgleichungen bekannter
nichtlinearer Systeme gewonnen werden, u¨berpru¨ft. Im Rahmen dieser Untersuchung
wird der Einfluss verschiedener Faktoren, wie beispielsweise die Wahl algorithmischer
Parameter, das Vorhandensein von Messrauschen und strukturelle Unterschiede zwi-
schen den analysierten Systemen studiert.
Zur Demonstration der Charakterisierbarkeit der Interaktionsrichtung in einem unbe-
kannten komplexen dynamischen System wird die symbolische Transferentropie fu¨r
Zeitreihen hirnelektrischer Aktivita¨t von Patienten mit fokalen Epilepsien berechnet,
die mit einer Vielzahl von Messsonden und wa¨hrend verschiedener Zusta¨nde zeitlich und
ra¨umlich hochaufgelo¨st im Rahmen der pra¨chirurgischen Diagnostik in der Klinik fu¨r
Epileptologie des Universita¨tsklinikums Bonn aufgenommen wurden. Es wird zuna¨chst
untersucht, inwieweit sich strukturelle Zusammenha¨nge zwischen verschiedenen Regio-
nen des Gehirns auf eine funktionelle Kopplung zwischen ihnen auswirken, und inwieweit
funktionelle Aspekte der der Epilepsie zugrunde liegenden pathologischen Dynamik die-
se Interaktionen ra¨umlich und zeitlich beeinflussen. Dabei wird auch der Frage nachge-
gangen, ob A¨nderungen in der Interaktionsrichtung vor epileptischen Anfa¨llen zwischen
verschiedenen Hirnregionen anhand von Langzeitregistrierungen der Hirnaktivita¨t von
Epilepsiepatienten mit hoher Signifikanz nachgewiesen werden ko¨nnen. Um einen tiefe-
ren Einblick in die komplexen dynamischen Interaktionen im epileptischen Netzwerk zu
erhalten, werden zeitliche und ra¨umliche Aspekte mo¨glicher Vorla¨uferstrukturen einge-
hend untersucht.
Es wird gezeigt, dass mit der in der vorliegenden Arbeit vorgestellten symbolischen
Transferentropie eine Charakterisierung gerichteter Interaktionen zwischen komplexen
dynamischen Systemen, wie beispielsweise zwischen verschiedenen Hirnregionen des
menschlichen epileptischen Gehirns, mo¨glich ist. Insbesondere scheint sich die Inter-
aktionsrichtung trotz der mit dem Konzept der Permutationssymbole einhergehenden
Reduktion des Informationsgehaltes in den Zeitreihen charakterisieren zu lassen.
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1. Einleitung
Die Analyse von Interaktionen zwischen komplexen dynamischen Systemen ist zur Zeit
Gegenstand intensiver Forschung, da Synchronisationspha¨nomene in den verschiedensten
Bereichen, von der Physik u¨ber die Wirtschaftswissenschaften bis hin zu den Neurowis-
senschaften, beobachtet wurden [PRK01]. Dabei stehen zwei Aspekte der Wechselwir-
kung im Fokus der Untersuchungen: die Sta¨rke und die Richtung der Interaktionen.
Gerichtete Interaktionen bestehen in ihrer einfachsten Form in einer unidirektionalen
Kopplung zwischen den Teilsystemen und somit einer eindeutigen asymmetrischen Rol-
lenverteilung. Im Allgemeinen besteht jedoch eine wechselseitige Interaktion zwischen
den Teilsystemen, so dass keine eindeutige Differenzierung zwischen treibendem Sys-
tem und getriebenem Antwortsystem vorgenommen werden kann. Diese bidirektionalen
Kopplungen lassen sich somit lediglich durch die bevorzugte Richtung des Informations-
flusses charakterisieren.
Auch wenn die Bewegungsgleichungen bei realen Systemen in den meisten Fa¨llen nicht
bekannt sind, ko¨nnen Ru¨ckschlu¨sse auf die zugrunde liegende Dynamik durch die Ana-
lyse von experimentell gewonnen Zeitreihen gezogen werden. Zur Charakterisierung von
Interaktionen zwischen dynamischen Systemen wurden in den letzten Jahren Zeitrei-
henanalyseverfahren vorgeschlagen, mit denen sich sowohl die Sta¨rke als auch die Rich-
tung der Interaktionen erfassen la¨sst. Neben den sogenannten multivariaten Verfahren,
die die Gesamtheit aller Interaktionen erfassen, wurden bislang hauptsa¨chlich bivariate
Analyseverfahren entwickelt und untersucht, die Interaktionen zwischen zwei Zeitreihen
beschreiben. Dabei unterscheiden sich die einzelnen bivariaten Methoden durch verschie-
dene Konzepte zur Charakterisierung von dynamischen Abha¨ngigkeiten. Das Spektrum
reicht dabei von der Untersuchung von Phasenzeitreihen, u¨ber die Analyse von Wechsel-
wirkungen in rekonstruierten Zustandsra¨umen bis hin zur Erfassung von Informations-
flu¨ssen zwischen zwei Systemen [PRK01, BKO+02, PQB05, HSPVB07]. Den Kern dieser
Arbeit bildet die Untersuchung und Weiterentwicklung einer informationstheoretischen
Kenngro¨ße zur Charakterisierung asymmetrischer Abha¨ngigkeiten zwischen gekoppel-
ten dynamischen Systemen. Die sogenannte Transferentropie [Sch00b] basiert auf dem
Konzept der Granger–Kausalita¨t [Gra69], quantifiziert eventuell vorhandene Informati-
onsflu¨sse und ist explizit nicht–symmetrisch, so dass eine Charakterisierung der Richtung
der Interaktion ermo¨glicht wird.
Zur Berechnung der Transferentropie mu¨ssen U¨bergangswahrscheinlichkeiten aus expe-
rimentell gewonnenen Zeitreihen gescha¨tzt werden. Zu diesem Zweck wurden bereits ver-
schiedene Methoden vorgeschlagen [KS02, Ver05, LPK07], die jedoch die Optimierung
von verschiedenen Parametern sowie eine hohe Anzahl an Datenpunkten voraussetzen
und sich zudem als wenig robust gegenu¨ber einer Kontamination mit Messrauschen er-
wiesen haben. In dieser Arbeit wird daher die Scha¨tzung der Transferentropie durch
2eine vorherige Symbolisierung [Hao89, DFT03] der Zeitreihen vorgeschlagen. Dabei wer-
den die experimentell gewonnenen Zeitreihen durch Umordnung der Amplitudenwerte
in Zeitreihen bestehend aus sogenannten Permutationssymbolen [BP02] konvertiert, die
schließlich zur Scha¨tzung der Transferentropie herangezogen werden. Da auf den Permu-
tationssymbolen basierende univariate Kenngro¨ßen bereits zur Scha¨tzung der Shannon–
Entropie genutzt wurden und sich dabei als robust gegenu¨ber einer Kontamination mit
Messrauschen zeigten [CTG+04, FPSH06, SL07, LOR07, OSD08, AZS08], ko¨nnte die
Ausweitung des Konzeptes der Permutationssymbole auf bivariate Kenngro¨ßen – wie
der Transferentropie – zu einer robusteren Charakterisierung der Interaktionsrichtung
zwischen zwei Systemen beitragen. Ziel dieser Arbeit ist daher die Detektion gerichteter
Interaktionen zwischen gekoppelten dynamischen Systemen mit dem neu entwickelten
Konzept der symbolischen Transferentropie [SL08b] auf Grundlage von sowohl synthe-
tischen als auch experimentell gewonnenen Zeitreihen. Eine interessante Fragestellung
dabei ist, inwieweit sich die Interaktionsrichtung trotz der mit dem Konzept der Permu-
tationssymbole einhergehenden Reduktion des Informationsgehaltes in den Zeitreihen
charakterisieren la¨sst.
Eine besondere Herausforderung stellt die Erfassung gerichteter Interaktionen anhand
von Zeitreihen von biologischen Systemen dar. Insbesondere der Analyse von Zeitreihen
hirnelektrischer Aktivita¨t von Epilepsiepatienten mit dem Ziel der Identifizierung ver-
schiedener funktioneller Einheiten im Gehirn kommt ein hoher Stellenwert zu. Wa¨hrend
in der Vergangenheit u¨berwiegend Initiierungs– und Ausbreitungspha¨nomene epilepti-
scher Anfa¨lle untersucht wurden [BWB+01, Spe02, GRT+06, PBS07], werden in neueren
Studien versta¨rkt elektroenzephalographische (EEG) Zeitreihen aus dem anfallsfreien
Intervall analysiert [SCE+07, BBP+07, OMSP08, OMWL08, BWG+08]. Es ist mitt-
lerweile unumstritten, dass Synchronisationspha¨nomene im epileptischen Gehirn eine
zentrale Rolle spielen [VLRM01, Gla01, SG05, US06, Buz06]. Beispielsweise wird die
abnormale Synchronisation von Neuronenverba¨nden als mo¨gliche Ursache fu¨r die Ge-
nerierung von epileptischen Anfa¨llen diskutiert. Zudem konnten durch die Analyse von
Zeitreihen hirnelektrischer Aktivita¨t aus dem anfallsfreien Intervall Hirnstrukturen iden-
tifiziert werden, die am epileptischen Prozess beteiligt sind und sich durch eine erho¨hte
Interaktionssta¨rke auszeichnen [MLDE00, MKR+05, OMAL05]. Methoden zur Identifi-
zierung der Interaktionsrichtung wurden bislang verha¨ltnisma¨ßig selten bei der Analyse
von Zeitreihen hirnelektrischer Aktivita¨t verwendet, zumeist war die Sta¨rke der Interak-
tionen Gegenstand der Forschung. Es ist jedoch zu vermuten, dass die Charakterisierung
der Interaktionsrichtung zwischen verschiedenen Hirnarealen fu¨r ein tieferes Versta¨ndnis
der komplexen ra¨umlich–zeitlichen Interaktionen zwischen physiologischen und patho-
physiologischen Aktivita¨ten von hoher Relevanz sein ko¨nnte.
Die vorliegende Arbeit ist wie folgt gegliedert. Zuna¨chst werden in Kapitel 2 grundle-
gende Begriffe aus der Theorie nichtlinearer dynamischer Systeme sowie verschiedene
Konzepte der Synchronisation vorgestellt. Anschließend werden in Kapitel 3 theoreti-
sche Grundlagen der symbolischen Transferentropie und des daraus abgeleiteten Direk-
tionalita¨tsindexes, der die bevorzugte Richtung des Informationsflusses zwischen zwei
komplexen dynamischen Systemen quantifiziert, erla¨utert. Mit Hilfe von synthetischen
Zeitreihen wird in Kapitel 4 die generelle Eignung der symbolischen Transferentropie zur
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Charakterisierung gerichteter Kopplungen u¨berpru¨ft, wobei insbesondere auf mo¨gliche
Einschra¨nkungen und auf die Gefahr von Fehlinterpretationen eingegangen wird. Neben
der Quantifizierung von Informationsflu¨ssen zwischen zwei Systemen wird zudem die In-
teraktion vieler, zu einem Netzwerk zusammengeschlossener Teilsysteme untersucht. In
Kapitel 5 werden schließlich Ergebnisse einer Analyse von EEG–Zeitreihen von Epilep-
siepatienten mit der symbolischen Transferentropie pra¨sentiert, wobei der Schwerpunkt
auf eine ra¨umliche und zeitliche Charakterisierung der pathophysiologischen Prozesse
im epileptischen Gehirn gelegt wird. Die Arbeit schließt mit einer Zusammenfassung der
wesentlichen Resultate und einem Ausblick in Kapitel 6.
2. Theorie dynamischer Systeme
In diesem Kapitel werden die fu¨r diese Arbeit beno¨tigten theoretischen Grundlagen dyna-
mischer Systeme vorgestellt. Insbesondere werden einige Konzepte zur mathematischen
Beschreibung gekoppelter dynamischer Systeme und der Begriff der Synchronisation dis-
kutiert. Fu¨r weitere ausfu¨hrliche Abhandlungen zur Theorie dynamischer Systeme sei
auf die vielfa¨ltige Literatur zum Thema verwiesen [Sch89, Ott93, GV93].
2.1. Dynamische Systeme
Ein dynamisches System ist ein Modell, welches auf Grundlage der Anfangsbedingungen
die zeitliche Entwicklung eines Systems beschreibt. Dynamische Systeme werden daher
durch einen Zustand und eine Dynamik gekennzeichnet. Der Zustand eines Systems la¨sst
sich im Allgemeinen durch Angabe von d zeitabha¨ngigen Zustandsgro¨ßen beschreiben.
Jeder Systemvariablen ko¨nnen Basisvektoren
x(t) = (x1(t), x2(t), . . . , xd(t)) (2.1)
zugeordnet und der Systemzustand so eindeutig durch einen Punkt im Raum Rd be-
schrieben werden. Dieser Punkt wird als Phasenpunkt und die Menge aller mo¨glichen
Phasenpunkte (Zusta¨nde) eines Systems im Rd als Zustandsraum bezeichnet. Die zeit-
liche Entwicklung eines Systemzustandes entspricht der Bewegung eines Phasenpunktes
im Zustandsraum. Die dabei im Zustandsraum beschriebene Kurve wird Bahn, Orbit
oder Trajektorie genannt.
Die Dynamik eines deterministischen Systems wird durch Gesetzma¨ßigkeiten oder Glei-
chungen beschrieben, die die zeitliche Entwicklung des Systemzustandes definieren. Die
zeitliche Zustandsentwicklung kann dabei kontinuierlich oder diskret erfolgen. Kontinu-
ierliche Zeitentwicklungen eines dynamischen Systems werden als Fluss, diskrete Zeit-
entwicklungen als Abbildung im Zustandsraum bezeichnet.
Im kontinuierlichen Fall la¨sst sich die Dynamik eines deterministischen Systems durch
gewo¨hnliche Differentialgleichungen darstellen:
dx(t)
dt
= F(x(t)) . (2.2)
Die Untersuchung der zeitlichen Entwicklung eines dynamischen Systems ist jedoch im-
mer von einer begrenzten zeitlichen Auflo¨sung begleitet. Jedes Messgera¨t besitzt eine
Zeitdauer, innerhalb derer ein elementarer Messakt – bestehend aus Ansprechzeit, Si-
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(a) Ro¨ssler Attraktor (b) Lorenz Attraktor
Abb. 2.1.: Beispiele fu¨r seltsame Attraktoren chaotischer dynamischer Systeme.
gnalzeit und Totzeit – ausgefu¨hrt werden kann. Aus diesem Grund besteht die experi-
mentelle Untersuchung kontinuierlicher, dynamischer Systeme aus einer Abfolge diskre-
ter Messakte. In diesem Sinne kann ein diskretes dynamisches System definiert werden,
dessen U¨bergang vom Zeitpunkt t zum Zeitpunkt (t + ∆t) durch eine Abbildung des
Zustandsraums auf sich selbst beschrieben wird:
x(t+∆t) = F(x(t)) . (2.3)
Dynamische Systeme ko¨nnen in zwei Klassen eingeteilt werden: linear und nichtlinear.
Ein dynamisches System wird linear genannt, wenn die Funktion F und damit alle Sys-
temgleichungen linear sind. Ist die zeitliche Entwicklung der Zustandsvariablen x durch
eine nichtlineare Funktion F beschrieben, wird von nichtlinearen dynamischen Syste-
men gesprochen. Im Gegensatz zu linearen dynamischen Systemen, in denen ein linearer
Zusammenhang zwischen Ursache und Wirkung besteht, kann in nichtlinearen dynami-
schen Systemen eine sensitive Abha¨ngigkeit von den Anfangsbedingungen in dem Sinne
vorliegen, dass benachbarte Trajektorien im Zustandsraum exponentiell divergieren. In
diesem Fall wird von chaotischen dynamischen Systemen gesprochen.
In der klassischen Mechanik wird zwischen konservativen und dissipativen Systemen un-
terschieden. Bei konservativen Systemen bleiben Energie und damit auch das vom Sys-
tem ausgefu¨llte Zustandsraumvolumen konstant (divF = 0; Satz von Liouville), wa¨hrend
dissipative Systeme im Energieaustausch mit der Umgebung stehen und das Zustands-
raumvolumen deshalb im zeitlichen Mittel kontrahiert (divF < 0). Dieses Konzept la¨sst
sich auch auf dynamische Systeme, bei denen im dissipativen Fall das Zustandsraumvo-
lumen ebenfalls auf eine beschra¨nkte Untermenge mit niedrigerer Dimension kontrahiert,
u¨bertragen. Diese dabei entstehende Untermenge wird als Attraktor bezeichnet. Der At-
traktor linearer, dissipativer, deterministischer Systeme ist ein Attraktor der Dimension
Null (Fixpunktattraktor), da solche Systeme gegen einen stabilen Zustand konvergieren.
Bei regula¨ren Dynamiken ko¨nnen zudem eindimensionale Grenzzyklen oder Tori mit ei-
ner ganzzahligen Dimension gro¨ßer oder gleich zwei auftreten. Aufgrund des durch die
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(a) Einseitige (unidirektionale) Kopplung (b) Beidseitige (bidirektionale) Kopplung
Abb. 2.2.: Verschiedene Kopplungsarten dynamischer Systeme.
nichtlineare Funktion F induzierten Streck– und Faltmechanismus ko¨nnen jedoch auch
sogenannte seltsame Attraktoren auftreten (vgl. Abb. 2.1). Diese seltsamen Attraktoren
sind ein wesentliches Merkmal eines chaotischen Systems und zeichnen sich durch ih-
re fraktale, d.h. nicht ganzzahlige Dimension und ihre Selbsta¨hnlichkeit (vergleichbare
Strukturen auf beliebig kleinen La¨ngenskalen) aus.
2.2. Synchronisation dynamischer Systeme
Im Jahre 1673 beschrieb Christiaan Huygens die Phasendifferenz zweier an einer fle-
xiblen Halterung befestigter Pendeluhren, die unabha¨ngig von den Anfangsbedingungen
nach einem Einschwingvorgang gegenphasige Oszillationen ausfu¨hrten. In dieser ersten
wissenschaftlichen Beschreibung eines Synchronisationspha¨nomens sprach Huygens von
der
”
Sympathie zwischen zwei Uhren“. Eine einheitliche und mathematisch eindeuti-
ge Definition des Synchronisationsbegriffes ist jedoch bis heute nicht gefunden. Viel-
mehr existieren derzeit unterschiedliche Definitionen, deren Anwendbarkeit abha¨ngig
von den untersuchten nichtlinearen Systemen und deren Wechselwirkungen ist. Eine
pha¨nomenologische Definition der Synchronisation wurde als Anpassung von Rhythmen
oszillierender Objekte aufgrund ihrer schwachen gegenseitigen Wechselwirkung gegeben
[PRK01].
2.2.1. Modell wechselwirkender Systeme
Zur Beschreibung von Synchronisationspha¨nomenen werden verschiedene Anforderungen
an ein Modell gestellt. Das Modell muss
• aus mindestens zwei nicht notwendigerweise identischen, selbsterregten, determi-
nistischen, kontinuierlichen, stationa¨ren, dynamischen Systemen bestehen,
• die einseitige (unidirektionale) oder beidseitige (bidirektionale) Kopplung und da-
mit den Informationsaustausch zwischen den einzelnen Systemen beschreiben.
In Abbildung 2.2 sind die verschiedenen Arten des Informationsaustausches schema-
tisch fu¨r zwei Systeme X und Y dargestellt. Lassen sich die Systeme X und Y durch
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Abb. 2.3.: Beispiel fu¨r Attraktoren gekoppelter dynamische Systeme. (a) Attraktor des
Ro¨ssler–Oszillators. (b) Attraktor des Lorenz–Oszillators. (c) Attraktor ei-
nes vom Ro¨ssler–System getriebenen Lorenz–Systems. Durch den Einfluss des
Ro¨ssler–Systems wird der Attraktor stark verformt.
gewo¨hnliche Differentialgleichungen
x˙ = fX(x) , x ∈ R
dX , fX : R
dX −→ RdX , (2.4)
y˙ = fY (y) , y ∈ R
dY , fY : R
dY −→ RdY (2.5)
beschreiben, so entsteht durch Kopplung beider Systeme ein erweitertes dynamisches
System Z, welches durch modifizierte Bewegungsgleichungen der Einzelsysteme beschrie-
ben wird:
Z˙ =

 x˙ = f
∗
X(x) , x ∈ R
dX , f ∗X : R
dX+dY −→ RdX ,
y˙ = f ∗Y (y) , y ∈ R
dY , f ∗Y : R
dY +dX −→ RdY .
(2.6)
Im ungekoppelten Fall (f ∗X = fX ; f
∗
Y = fY ) besteht das System Z aus zwei eigensta¨ndigen
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Systemen X und Y mit Attraktoren AX und AY . Durch die Kopplung wird ein Infor-
mationsaustausch zwischen X und Y induziert, die Eigendynamik der Einzelsysteme
gesto¨rt und die Ausbildung eines neuen Attraktors AZ gefo¨rdert (vgl Abb. 2.3). Da die
Vektoren x und y Projektionen auf die zu den Teilsystemen geho¨renden Unterra¨ume
darstellen, ist eine vollsta¨ndige Beschreibung des Systems Z ausschließlich durch den
gemeinsamen Zustandsraum gegeben.
In dieser Arbeit wird die gegenseitige Abha¨ngigkeit zweier Systeme durch einen additiven
Kopplungsterm der Sta¨rke ǫ realisiert. Diese diffusive Art der Kopplung la¨sst sich formal
beschreiben durch
Z˙ =

 x˙ = f
∗
X(x) = fX(x) + ǫXgX(x,y) ,
y˙ = f ∗Y (y) = fY (y) + ǫY gY (y,x) .
(2.7)
Die eigensta¨ndigen Oszillationen der Systeme werden dabei durch fX,Y und die gegen-
seitige Wechselwirkung durch gX,Y beschrieben. Mit Hilfe des Parameters ǫX,Y kann die
Sta¨rke der Wechselwirkung modelliert werden. Gilt ǫX = 0 oder ǫY = 0, dann handelt
es sich um eine unidirektionale Art der Kopplung, die ha¨ufig auch als driver–responder–
Kopplung bezeichnet wird. Insbesondere ero¨ffnet der Parameter ǫX,Y die Mo¨glichkeit,
den Synchronisationsgrad zweier Systeme schrittweise zu variieren.
2.2.2. Synchronisationsarten
Ein wesentliches Pha¨nomen bei der Interaktion dynamischer Systeme ist die Synchroni-
sation. Derzeit existiert eine Fu¨lle von theoretischen Ansa¨tzen zur Definition des Syn-
chronisationsbegriffes, vereinigende Konzepte dagegen sind eher selten [BK00, BPP01].
Im Folgenden sollen die wichtigsten, in den letzten Jahren definierten und durch unter-
schiedliche Eigenschaften ausgezeichneten Synchronisationsarten vorgestellt werden.
2.2.2.1. Vollsta¨ndige Synchronisation
Der strengste Fall der Synchronisation tritt bei der Wechselwirkung identischer Systeme,
d.h. es gilt fX = fY , auf. Wird die Kopplungssta¨rke ǫ entsprechend gewa¨hlt, laufen die
Trajektorien zweier Systeme X und Y aufeinander zu und fu¨hren schließlich vollsta¨ndig
identische Oszillationen aus, so dass gilt:
lim
t→∞
|x(t)− y(t)| = 0 . (2.8)
Die Systeme sind fu¨r t→∞ nicht unterscheidbar und somit vollsta¨ndig synchronisiert.
Eine Verallgemeinerung der vollsta¨ndigen Synchronisation wird durch die Einfu¨hrung
eines Zeitversatzes τ zwischen den sonst identischen Zustandsvektoren x(t) und y(t)
definiert:
lim
t→∞
|x(t+ τ)− y(t)| = 0 . (2.9)
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Die Identita¨t der Zustandsvektoren tritt nicht zeitgleich, sondern mit einem konstanten
zeitlichen Versatz τ auf, weshalb diese Art der Synchronisation als Zeitversatzsynchro-
nisation bezeichnet wird. Fu¨r τ → 0 ist ein U¨bergang von Zeitversatz– zu vollsta¨ndiger
Synchronisation zu beobachten.
2.2.2.2. Phasensynchronisation
Im klassischen Sinne wird das Auftreten einer festen Phasendifferenz zwischen zwei li-
nearen, gekoppelten, ungeda¨mpften Oszillatoren als Phasensynchronisation [Huy73] be-
zeichnet. Fu¨r die Phasen φX und φY der gekoppelten Systeme X und Y gilt in diesem
Fall:
αφX(t)− βφY (t) = const , mit α, β ∈ N . (2.10)
Zwei chaotische Systeme werden bereits als phasensynchronisiert bezeichnet, wenn die
Differenz ihrer Phasen beschra¨nkt ist [RPK96]:
|αφX(t)− βφY (t)| < const. (2.11)
Insbesondere ko¨nnen die Amplituden zweier phasensynchronisierter, chaotischer Syste-
me vo¨llig unkorreliert sein.
2.2.2.3. Generalisierte Synchronisation
Der Begriff der generalisierten Synchronisation [AVR86] wurde urspru¨nglich fu¨r unidi-
rektional gekoppelte Systeme eingefu¨hrt und basiert auf der Existenz eines Funktionals
Φ zwischen den Zustandsvektoren x(t) und y(t) zweier Systeme X und Y :
y(t) = Φ[x(t)] . (2.12)
Zwei gekoppelte Systeme besitzen also die Eigenschaft der generalisierten Synchronisati-
on, falls ihre Attraktoren durch eine Abbildung y(t) = Φ[x(t)] ineinander transformiert
werden ko¨nnen. Die mathematischen Eigenschaften des Funktionals Φ, wie z.B. Stetig-
keit, Differenzierbarkeit und Invertierbarkeit, sind in der Literatur jedoch nicht einheit-
lich [PCJ+97]. Das Konzept der generalisierten Synchronisation wurde mittlerweile auf
bidirektional gekoppelte Systeme ausgedehnt [ZWC02].
Die Definition der generalisierten Synchronisation beinhaltet die Zeitversatz– sowie die
vollsta¨ndige Synchronisation als Spezialfa¨lle:
vollsta¨ndige Synchronisation: Φ[x(t)] = x(t) , (2.13)
Zeitversatzsynchronisation: Φ[x(t)] = x(t+ τ) . (2.14)
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Abb. 2.4.: Methoden zur Charakterisierung der Interaktionen zwischen dynamischen
Systemen basierend auf Zeitreihen von Observablen. Die Sta¨rke und Richtung
von Interaktionen kann gescha¨tzt werden durch die Quantifizierung des Infor-
mationsflusses u¨ber die U¨bergangswahrscheinlichkeiten zwischen vergangenen
und zuku¨nftigen Zusta¨nden der Systeme (links), Eigenschaften von Nach-
barschaften im Zustandsraum (mitte), Eigenschaften von Phasenbeziehungen
(rechts).
2.3. Charakterisierung von Interaktionen mit
Methoden der Zeitreihenanalyse
Verschiedene Methoden der Zeitreihenanalyse ko¨nnen zur Charakterisierung von Inter-
aktionen zwischen dynamischen Systemen genutzt werden (vgl. Abb. 2.4). Das Konzept
der Phasensynchronisation erfordert die Ableitung von Phasenvariablen aus Zeitreihen.
Dieses kann durch die Methode der Hilberttransformation oder der Wavelettransformati-
on realisiert werden [Ric44, Gab46, Pan65, Boa92, QKKG02, LFL+01, Bru04, KCR+07,
KCR+08]. Auf Grundlage von Phasenzeitreihen kann die Sta¨rke der Interaktion zwischen
den Systemen mit Hilfe von statistischen [Mar72, HLPL88, LRMV99, MLDE00, TBF01,
WSK+06, CED+06, SWTP07] oder informationstheoretischen [TRW+98, RPK+01] Me-
thoden quantifiziert werden. Neuere auf den Phasenbeziehungen zweier Systeme basie-
rende Methoden erlauben die Charakterisierung der Asymmetrie in der Wechselwirkung
zwischen zwei Systemen [RP01, RCB+02, SA05, SB03, CRF+03, SA05, SSWT07, Wag07,
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KCR+08, BGS+08a, WAL+10, WFLss].
Methoden, die auf dem Konzept der generalisierten Synchronisation basieren, beruhen
auf der Rekonstruktion von Attraktoren und damit auf dem Einbettungstheorem [Tak81,
SYC91]. Kenngro¨ßen fu¨r die Sta¨rke bzw. Richtung der Wechselwirkung ko¨nnen abgelei-
tet werden, indem geometrische Aspekte der Attraktoren [RSTA95, AGLE99], mathe-
matische Eigenschaften der Abbildungsfunktion zwischen den Zustandsra¨umen [PCH95,
ARS96], oder die Vorhersagbarkeit der zuku¨nftigen Zusta¨nde [SSC+96, LMAV99] cha-
rakterisiert werden. In weiteren Ansa¨tzen wird das Pha¨nomen der Rekurrenz [MRTK07]
(siehe auch Poincare´’scher Wiederkehrsatz [Poi90]) zur Detektion der Sta¨rke [TRRK04,
TRK+06] und der Richtung [RTKG07] von Wechselwirkungen genutzt.
Da die Analyse der Abha¨ngigkeiten zwischen zwei Zeitreihen eng mit der Frage nach der
gemeinsamen, in beiden Zeitreihen enthaltenen Information verknu¨pft ist, ko¨nnen ins-
besondere informationstheoretische Kenngro¨ßen [HSPVB07] zur Charakterisierung von
Interaktionen beitragen. Die mutual information basiert auf dem Konzept der Shannon–
Entropie und ist ein etabliertes Maß fu¨r die statistische Abha¨ngigkeit zweier Zeitreihen
[Sha48, KSG04]. Der symmetrische Charakter la¨sst jedoch keine Aussagen u¨ber die Rich-
tung der Wechselwirkung zu. Erste Bestrebungen zur Definition von Kausalita¨t waren
eng mit dem Begriff der Vorhersagbarkeit verknu¨pft [Wie56]. Heute sind das Konzept der
Granger Kausalita¨t [Gra69] und seine Erweiterungen zur nichtlinearen bivariaten Zeitrei-
henanalyse [AMS04, CRFD04, DRD08] anerkannte Methoden zur Untersuchung der
Wechselwirkungen zwischen dynamischen Systemen. Im Jahre 2000 wurde von Schreiber
die auf der Granger Kausalita¨t aufbauende Transferentropie als eine Kenngro¨ße zur Cha-
rakterisierung gerichteter Informationsflu¨sse vorgeschlagen [Sch00b]. Weitere verwandte
Ansa¨tze, die sich ebenfalls der Quantifizierung der U¨bergangswahrscheinlickeiten bedie-
nen, wurden von Palusˇ vorgestellt [PKHSˇ01, PS03]. Ebenfalls wurde eine auf Konzepten
der Symboldynamik [Hao89, DFT03] und der Permutationsentropie [BP02] basierende
Kenngro¨ße zur Messung der Interaktionssta¨rke entwickelt [Liu04]. Eine als symbolische
Transferentropie [SL08b] zur Messung von gerichteten Interaktionen vorgestellte Kenn-
gro¨ße ist robust gegenu¨ber Messrauschen und schnell zu berechnen. Diese Kenngro¨ße
bildet den Kern dieser Arbeit und soll im na¨chsten Kapitel vorgestellt werden.
3. Grundlagen der symbolischen
Transferentropie
Der Entropiebegriff findet in vielen Bereichen der Naturwissenschaften Gebrauch. Bei-
spiele sind in der Thermodynamik, der Wahrscheinlichkeitstheorie und der Theorie dy-
namischer Systeme zu finden. Im folgenden Kapitel soll zuna¨chst der Begriff der Entropie
vorgestellt werden. Anschließend wird na¨her auf die Bedeutung und Interpretation des
informationstheoretischen Entropiebegriffes eingegangen.
Fu¨r die formale Berechnung von Entropien ist die Kenntnis der Wahrscheinlichkeits-
verteilung der Nachrichten einer zugrundeliegenden Informationsquelle notwendig. In
der Praxis ist diese Wahrscheinlichkeitsverteilung jedoch meist unbekannt und muss
mit Hilfe von Diskretisierungsmethoden gescha¨tzt werden. In dieser Arbeit wird eine
Methode zur Scha¨tzung von Wahrscheinlichkeitsverteilungen aus Zeitreihen verwendet,
die auf Konzepten der symbolischen Dynamik basiert. Die Diskretisierung von Zeitreihen
durch sogenannte Permutationssymbole fu¨hrt schließlich zur Definition der symbolischen
Transferentropie, einem Maß zur Quantifizierung der Richtung von Interaktionen, sowie
einem Index γ zur Scha¨tzung der Interaktionssta¨rke zwischen zwei gekoppelten, nichtli-
nearen, dynamischen Systemen.
3.1. Der Begriff der Entropie
3.1.1. Thermodynamik
Rudolf Clausius fu¨hrte den Entropiebegriff im Jahre 1865 im Rahmen des Zweiten
Hauptsatzes der Thermodynamik ein, indem er Schlu¨sse aus der folgenden Erfahrung
zog:
”
Wa¨rme kann nicht von selbst von einem ka¨lteren in einen wa¨rmeren Ko¨rper u¨bergehen“.
Daraus folgt, dass es bei Wa¨rmekraftmaschinen immer zu– und abgefu¨hrte Wa¨rme gibt
und dadurch Wa¨rme nicht vollsta¨ndig in Arbeit umgewandelt werden kann. Diese Er-
kenntnis hat zu einer alternativen Formulierung des Zweiten Hauptsatzes gefu¨hrt:
”
Es ist unmo¨glich, nur durch Abku¨hlung eines Ko¨rpers Arbeit zu gewinnen“.
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Die erste Erfahrung bezieht sich auf reversible Prozesse, fu¨r die der Erste Hauptsatz der
Thermodynamik lautet:
Q˙dt = dU + pdV , (3.1)
mit Q: zugefu¨hrte Wa¨rmeenergie, U : innere Energie, p: Druck und V : Volumen.
Nach dem Zweiten Hauptsatz wird durch die u¨bertragene Wa¨rme Q˙dt eine vom Zustand
(p, V ) abha¨ngige Gro¨ße S vera¨ndert. Diese Gro¨ße S wird Entropie genannt. Wird Q˙dt
durch die absolute Temperatur T dividiert, so wird der Betrag der Entropiea¨nderung
erhalten:
dS =
Q˙dt
T
=
1
T
(dU + pdV ). (3.2)
Die zweite Erkenntnis des Zweiten Hauptsatzes bezieht sich auf nicht–reversible Prozesse
und besagt, dass die Entropiea¨nderung zwischen Anfang und Ende eines Prozesses die
Ungleichung
SE − SA >
∫ tE
tA
Q˙dt
T
(3.3)
erfu¨llt, wobei die Indizes A und E Anfang bzw. Ende des betrachteten Prozesses be-
zeichnen.
3.1.2. Statistische Mechanik
Eigenschaften einer Flu¨ssigkeit oder eines Gases, wie z.B. Masse, Impuls, Druck oder
Temperatur, ko¨nnen sehr leicht auf Eigenschaften und Prozesse einzelner Komponenten,
bzw. den Mikrozusta¨nden, zuru¨ckgefu¨hrt werden. Die Deutung der Energie gestaltet
sich schon schwieriger, da zwar die kinetische Energie gleich der Summe der kinetischen
Energien der Moleku¨le ist, die innere Energie jedoch ebenfalls die potentielle Energie der
Wechselwirkung zwischen Moleku¨len entha¨lt. Der Physiker Ludwig Edward Boltzmann,
der seit dem Jahre 1871 maßgeblich an der Entwicklung der kinetischen Gastheorie
beteiligt war, deutete die Entropie als eine nur von der Anzahl der Mo¨glichkeiten, mit
der ein Zustand eines Gases realisiert werden kann, abha¨ngige Gro¨ße:
S = k lnW (3.4)
Die Anzahl der Realisierungsmo¨glichkeiten wird hier mit W bezeichnet, k ist die Boltz-
mann–Konstante. Wie Boltzmann beweisen konnte, kann diese Gro¨ße im adiabaten Gas
nicht abnehmen, ihr Maximalwert stimmt mit der Gleichgewichtsentropie eines idealen
Gases u¨berein, und ihre Berechnung ist nicht auf Gase beschra¨nkt, sondern kann durch
Extrapolation auf beliebige Ko¨rper angewandt werden.
Die Darstellung 3.4 gilt nur fu¨r thermisch isolierte Systeme, bei denen alle Mikrozusta¨nde
gleichwahrscheinlich sind (pi = p =
1
W
). Ist dies nicht der Fall, so mu¨ssen alle Mikro-
zusta¨nde einzeln betrachtet werden und es gilt:
S = k
∑
i
pi ln pi , (3.5)
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wobei die Wahrscheinlichkeiten pi der Boltzmann–Verteilung folgen.
Diese Art der Deutung fu¨hrt zwangsla¨ufig zur Interpretation der Entropie als ein Maß fu¨r
Unordnung. Zusta¨nde, fu¨r die es nur sehr wenige Realisierungsmo¨glichkeiten gibt, wer-
den als
”
ordentlich“ bezeichnet. Der
”
ordentlichste“ Zustand kann nur auf eine einzige
Weise realisiert werden und die Entropie S wird Null. Gibt es jedoch sehr viele Reali-
sierungsmo¨glichkeiten, so wird der dazugeho¨rige Zustand als
”
unordentlich“ bezeichnet
und die Entropie nimmt zu.
3.1.3. Informationstheorie
Die Arbeiten von Claude Shannon [Sha48, WS49] ko¨nnen als Ausgangspunkt einer quan-
titativen Theorie der Kommunikation angesehen werden. Im Hinblick auf die technische
Realisierung der Nachrichtenu¨bertragung u¨ber einen Kanal wurden in diesem Rahmen
U¨bertragungsgenauigkeit, Kanalkapazita¨t und Kodierung einer Nachricht analysiert. Der
Vorgang der Nachrichtenu¨bermittlung wurde dabei in mehrere elementare Akte zerlegt:
1. Emission einer Nachricht durch Sender (Informationsquelle)
2. Kodierung der Nachricht und Einspeisung des kodierten Signals in einen U¨bertragungskanal
3. U¨bertragung des kodierten Signals u¨ber einen mo¨glicherweise gesto¨rten Kanal
4. Empfang und Dekodierung des Signals
5. Erhalt der dekodierten Nachricht
Bei dieser Betrachtungsweise stellt sich die Frage nach der Kanalkapazita¨t oder der Infor-
mationsu¨bertragungsrate. Um Aussagen u¨ber die U¨bertragungsrate von Informationen
zu treffen, muss jedoch zuna¨chst ein Maß fu¨r den Informationsgehalt einer Nachricht
definiert werden. Zur Herleitung eines solchen Maßes soll im Folgenden die U¨bertragung
eines Signals u¨ber einen Kanal na¨her beleuchtet werden.
U¨ber einen U¨bertragungskanal wird von einem Sender eine Folge von Zeichen (Ereignis-
sen) a1, a2, . . . , an aus einem Vorrat von n Zeichen u¨bermittelt. Jedes Zeichen tritt mit
einer Wahrscheinlichkeit p1, p2, . . . , pn auf und es gilt
0 ≤ pi ≤ 1 und
n∑
i=1
pi = 1 .
Vor dem Auftreten eines Zeichens besteht zuna¨chst eine gewisse Unsicherheit, da prin-
zipiell jedes der n mo¨glichen Zeichen auftreten kann. Jedes Zeichen bringt also einen
U¨berraschungswert mit sich und bietet dem Empfa¨nger eine neue Information.
Durch das tatsa¨chliche Auftreten eines Zeichens wird eine bestimmte Menge an Unge-
wissheit beseitigt. Um eine Quantifizierung fu¨r diese U¨berraschung zu erhalten, ko¨nnte
angesetzt werden, dass der U¨berraschungswert bzw. die Information umso gro¨ßer sein
sollte, je kleiner die Wahrscheinlichkeit fu¨r das Auftreten eines Zeichens ist. Als nahe
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liegende Lo¨sung bietet es sich an, fu¨r das Auftreten des Zeichens ai die Quantifizierung
1/pi zu benutzen. In der Informationstheorie hat sich jedoch die logarithmische Darstel-
lung durchgesetzt, da diese den Vorteil hat, fu¨r mehrere unabha¨ngige Zeichen additiv zu
sein. Die Information eines einzelnen Zeichens ai aus n mo¨glichen Zeichen betra¨gt
H
(n)
i = log
1
pi
= − log pi . (3.6)
Ist die Wahrscheinlichkeit fu¨r das Auftreten eines Zeichen gleich eins, das Zeichen tritt
also mit Sicherheit auf, wurde keine Information neu hinzu gewonnen. Fu¨r pi = 1 gilt
also H
(n)
i = 0. Zeichen die dagegen sehr selten vorkommen bieten auch ein Maximum an
Information.
Bei der Berechnung der Information einer Zeichenfolge wird die mittlere Information,
also der Erwartungswert der einzelnen H
(n)
i betrachtet:
H(n)(p1, p2, . . . , pn) =
n∑
i=1
piH
(n)
i = −
n∑
i=1
pi log pi . (3.7)
Dieses Maß fu¨r Information, U¨berraschung bzw. Unsicherheit wurde von Claude Shan-
non eingefu¨hrt und wegen der formalen U¨bereinstimmung mit der Entropie aus der
Statistischen Thermodynamik ebenfalls als Entropie [Sha48] bezeichnet. Im Allgemei-
nen darf die Shannon–Entropie trotz der formalen U¨bereinstimmung mit der Entropie
der Statistischen Thermodynamik keineswegs mit ihr gleichgesetzt werden. Wa¨hrend die
Wahrscheinlichkeiten pi der thermodynamischen Entropie eine Wahrscheinlichkeitsver-
teilung der Energiezusta¨nde eines materiellen Systems darstellen, repra¨sentieren die pi
der Shannon–Entropie Eintrittswahrscheinlichkeiten beliebiger, inhaltlich nicht spezifi-
zierter Ereignisse.
An dieser Stelle sei angemerkt, dass der Begriff der Information in der Informations-
theorie nach Shannon unter dem Gesichtspunkt des U¨berraschungswertes oder Neuig-
keitswertes einer Nachricht betrachtet wird. Diese Aspekte sind allein auf die statistische
Eintrittswahrscheinlichkeit begrenzt und in keiner Weise mit der Bedeutung einer Nach-
richt verknu¨pft.
Eine Verallgemeinerung der Shannon–Entropie stellt die Renyi–Entropie der Ordnung
α dar:
Hα =
1
1− α
log
n∑
i=1
pαi , (3.8)
mit α > 0. Es gilt Hα(x) ≤ Hβ(x) fu¨r α ≤ β. Fu¨r den Grenzfall α → 1 konvergiert die
Renyi–Entropie gegen die Shannon–Entropie:
lim
α→1
Hα = H . (3.9)
17 KAPITEL 3. GRUNDLAGEN DER SYMBOLISCHEN TRANSFERENTROPIE
0.0 0.2 0.4 0.6 0.8 1.0
p(x)
0.0
0.2
0.4
0.6
0.8
1.0
H
(p
)
Abb. 3.1.: Abha¨ngigkeit der Entropie H(p) von der Auftrittswahrscheinlichkeit p(x) ei-
nes Zeichens.
Analog zur Shannon Entropie ist die Verbundentropie H(X, Y ) zweier Variablen X und
Y definiert:
H(X, Y ) = −
nx∑
i=1
ny∑
j=1
p(xi, yi) log p(xi, yi) , (3.10)
wobei p(xi, yi) die Verbundwahrscheinlichkeit bezeichnet, das System X im Zustand xi
und das System Y zum selben Zeitpunkt im Zustand yi zu finden. Die Variable nx (ny)
bezeichnet die Anzahl der mo¨glichen Zusta¨nde des Systems X (Y ). Im Allgemeinen kann
die Verbundentropie durch die Shannon-Entropie und die bedingte Entropie H(X|Y )
ausgedru¨ckt werden:
H(X, Y ) = H(X|Y ) +H(Y ) , (3.11)
wobei fu¨r die bedingte Entropie gilt
H(X|Y ) = −
nx∑
i=1
ny∑
j=1
p(xi, yi) log p(xi|yi) . (3.12)
Dabei bezeichnet p(xi|yi) die Wahrscheinlichkeit das System X im Zustand xi zu fin-
den, unter der Bedingung, dass sich das System Y im Zustand yi befindet. Mit Hilfe
der bedingten Entropie kann also ausgedru¨ckt werden, welche Unsicherheit zu einem
bestimmten Zeitpunkt im Zustand des Systems X verbleibt, wenn der Zustand des Sys-
tems Y im selben Zeitpunkt bereits bekannt ist.
Mittels der Verbund– bzw. bedingten Wahrscheinlichkeiten la¨sst sich ein Maß fu¨r die
Sta¨rke des statistischen Zusammenhangs zwischen zwei Systemen X und Y definieren:
I(X, Y ) = H(X) +H(Y )−H(X, Y ) = H(X)−H(X|Y ) . (3.13)
Die Kenngro¨ße I(X, Y ) quantifiziert die Abweichung von der Annahme, dass die Prozesse
X und Y unabha¨ngig sind und wird mutual information genannt [CT91]. Die mutual
information verschwindet, wenn die Zufallsgro¨ßen X und Y statistisch unabha¨ngig sind.
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La¨sst sich dagegen X vollkommen aus Y berechnen, wird I(X, Y ) maximal. Es gilt:
I(X, Y ) ≥ 0 , (3.14)
da H(X, Y ) ≤ H(X) +H(Y ). Die Gleichheit gilt nur fu¨r unabha¨ngige Zufallsgro¨ßen X
und Y . Die mutual information ist symmetrisch unter Vertauschung von X und Y , d.h.
es gilt I(X, Y ) = I(Y,X). Zeitverzo¨gerte Abha¨ngigkeiten ko¨nnen durch die Einfu¨hrung
eines Zeitversatzes τ und die Betrachtung der Zusta¨nde xi und yi−τ untersucht werden
[Kan86, VS88].
Natu¨rlich existieren zahlreiche weitere Maße, um den Zusammenhang zwischen zwei
Zufallsgro¨ßen zu analysieren. Ha¨ufig werden dabei jedoch ausschließlich lineare Zusam-
menha¨nge erfasst. Mit Hilfe der mutual information ko¨nnen neben den linearen Zusam-
menha¨ngen auch nichtlineare Relationen zweier Zufallsgro¨ßen erfasst werden.
In der praktischen Anwendung stellen die Wahrscheinlichkeiten p(xi) lediglich Scha¨tzungen
der wahren Wahrscheinlichkeiten q(xi) dar. Ein mit der mutual information verwandtes
Maß, welches den Unterschied zwischen zwei Wahrscheinlichkeitsverteilungen p und q
quantifiziert, ist die Kullback–Leibler–Entropie K(p, q) (oft auch relative Entropie oder
Transinformation genannt). Wird eine (mo¨glicherweise fehlerbehaftete) Scha¨tzung p der
wahren Wahrscheinlichkeitsverteilung q der Zusta¨nde xi eines Systems X angenommen
und die Shannon–Entropie mit Hilfe von p anstatt von q gescha¨tzt, ergibt sich ein Fehler,
der durch die Kullback–Leibler–Entropie quantifiziert wird:
Kp,q(X) =
nx∑
i=1
p(xi) log
p(xi)
q(xi)
. (3.15)
Aus der Jensen Ungleichung [Jen06] ergibt sich unmittelbar:
Kp,q(X) ≥
(
nx∑
i=1
p(xi)
)
log
∑
p(xi)∑
q(xi)
= 0 . (3.16)
Die Kullback–Leibler–Entropie ist somit nicht–negativ und gleich null, wenn die Wahr-
scheinlichkeitsverteilungen p und q identisch sind. Zudem ist Kp,q nicht symmetrisch
unter der Vertauschung von p und q.
Werden zwei Zufallsgro¨ßen X und Y betrachtet, ergibt sich fu¨r die Kullback–Leibler–
Entropie:
Kp,q(X, Y ) =
nx∑
i=1
ny∑
j=1
p(xi, yi) log
p(xi, yi)
q(xi, yi)
. (3.17)
Sind X und Y unabha¨ngig, gilt q(xi, yi) = p(xi)p(yi). Mit dieser Faktorisierung geht die
Kullback–Leibler–Entropie in die mutual information als Maß fu¨r die Abweichung von
der Annahme, dass die Prozesse X und Y unabha¨ngig sind, u¨ber:
K(X, Y ) =
nx∑
i=1
ny∑
j=1
p(xi, yi) log
p(xi, yi)
p(xi)p(yi)
= H(X)+H(Y )−H(X, Y ) = I(X, Y ) . (3.18)
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3.2. Dynamische Entropien
Um die Dynamik einer Zufallsgro¨ßeX zu erfassen, mu¨ssen U¨bergangswahrscheinlichkeiten
p(xi+1|x
(k)
i ) herangezogen werden. Ausgehend von den U¨berlegungen, die bei der Herlei-
tung der Shannon–Entropie geta¨tigt wurden, wird die Unsicherheit des U¨bergangs eines
Systems X in einen neuen Zustand xi+1 in Abha¨ngigkeit der k vergangenen Zusta¨nde
x
(k)
i = (xi, . . . , xi−k+1) definiert durch:
H
(k)
i = log
1
p(xi+1|x
(k)
i )
. (3.19)
Daraus ergibt sich die bedingte Shannon–Entropie zu:
H(Xi+1|X
(k)
i ) =
∑
x
(k)
i
∈Ak
p(x
(k)
i )
∑
xi+1∈A
p(xi+1|x
(k)
i ) log
1
p(xi+1|x
(k)
i )
(3.20)
=
∑
xi+1,x
(k)
i
p(xi+1,x
(k)
i ) log
1
p(xi+1|x
(k)
i )
. (3.21)
Werden die wahren U¨bergangswahrscheinlichkeiten q(xi+1|x
(k)
i ) durch gescha¨tzte Wahr-
scheinlichkeiten p(xi+1|x
(k)
i ) ersetzt, ergibt sich im Mittel eine Zunahme der Unsicherheit,
die analog zu Gl. 3.15 durch die bedingte Kullback–Leibler–Entropie quantifiziert werden
kann:
Kp,q(Xi+1|X
(k)
i ) =
∑
xi+1,x
(k)
i
p(xi+1,x
(k)
i ) log
p(xi+1|x
(k)
i )
q(xi+1|x
(k)
i )
. (3.22)
Um die Abha¨ngigkeit in der Dynamik zweier Systeme X und Y zu quantifizieren, kann
analog zu Gl. 3.13 die bedingte mutual information definiert werden:
I(Xi+1, Yj+1|X
(k)
i ,Y
(ζ)
j ) =
∑
xi+1,x
(k)
i
∑
yj+1,y
(ζ)
j
p(xi+1,x
(k)
i , yj+1,y
(ζ)
j ) log
p(xi+1, yi+1|x
(k)
i ,y
(ζ)
j )
p(xi+1|x
(k)
i )p(yj+1|y
(ζ)
j )
.
(3.23)
Mit Hilfe der bedingten mutual information kann zwar die dynamische Abha¨ngigkeit
zweier Systeme bestimmt werden, durch die Symmetrie unter der Vertauschung von X
und Y ko¨nnen jedoch keine Aussagen u¨ber die Richtung des Informationsflusses getroffen
werden.
Ha¨ngt der Zustand xi+1 von den k vergangenen Zusta¨nden von X ab, nicht aber von
den ζ vergangenen Zusta¨nden von Y , dann gilt:
p(xi+1|x
(k)
i ,y
(ζ)
j ) = p(xi+1|x
(k)
i ) . (3.24)
Um die Abweichung von dieser Annahme zu messen, kann die bedingte Kullback–
Leibler–Entropie herangezogen werden. Dabei wird p(xi+1|x
(k)
i ) als wahre U¨bergangswahrscheinlichkeit
q und p(xi+1|x
(k)
i ,y
(ζ)
j ) als gescha¨tzte U¨bergangswahrscheinlichkeit p in Gl. 3.22 einge-
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setzt, was zur Definition der Transferentropie [Sch00b] fu¨hrt:
T (Y,X) = T (Xi+1|X
(k)
i ,Y
(ζ)
j ) =
∑
xi+1,x
(k)
i
,y
(ζ)
j
p(xi+1,x
(k)
i ,y
(ζ)
j ) log
p(xi+1|x
(k)
i ,y
(ζ)
j )
p(xi+1|x
(k)
i )
.
(3.25)
Die Transferentropie T (Y,X) quantifiziert den Grad der Abha¨ngigkeit des Systems X
vom System Y und ist damit nicht–symmetrisch, d.h. T (Y,X) 6= T (X, Y ).
3.3. Konzepte der symbolischen Dynamik
Das Konzept der symbolischen Dynamik [Hao89, DFT03] beruht auf der Annahme, dass
die Eigenschaften eines dynamischen Systems nicht nur durch experimentell gewonnene
Zeitreihen, sondern auch durch Zeitreihen stark diskretisierter Meßwerte mit geringer
Anzahl an Quantisierungsstufen wiedergespiegelt werden ko¨nnen. Dieses Konzept geht
zuru¨ck auf Jacques Hadamard [Had98], der im Jahre 1898 bei der Untersuchung der
geoda¨tischen Bewegung eines Teilchens auf einer kompakten Riemannschen Fla¨che ne-
gativer Kru¨mmung Symbolsequenzen einfu¨hrte. In spa¨teren Arbeiten von Morse und
Hedlund [MH44] konnte gezeigt werden, dass ein System in vielen Fa¨llen durch eine
vereinfachte Beschreibung in Form von Symbolsequenzen charakterisiert werden kann.
Die Messung von zeitabha¨ngigen Gro¨ßen im Experiment resultiert in einer zu diskreten
Zeitintervallen abgetasteten Zeitreihe. Die einzelnen Meßwerte der Zeitreihe sind bei ana-
loger Datenerfassung jedoch nicht diskret. Bei der digitalen Datenerfassung liegt bereits
eine Diskretisierung der Meßwerte durch die Benutzung von Analog–Digital Konvertern
vor, wobei meist hochauflo¨sende Konverter mit einer zwar endlichen, aber dennoch sehr
hohen Anzahl an Quantisierungsstufen benutzt werden (z.B. 216 = 65536 Stufen bei
einem 16–Bit A/D Konverter). Diese Diskretisierung ist im Allgemeinen viel feiner als
jene, die in der symbolischen Analyse zur Anwendung kommt.
Um ein System durch eine Symbolsequenz zu charakterisieren, werden alle mo¨glichen
Systemzusta¨nde partitioniert, d.h. auf bestimmte, in ihrer Anzahl begrenzte Bereiche
abgebildet. Im Zuge dieser Partitionierung wird jedem Bereich ein eindeutiges
”
Symbol“
zugeordnet. Bei der zeitlichen Entwicklung des Systems werden abha¨ngig vom System-
zustand verschiedene Bereiche durchlaufen, so dass die Dynamik des Systems durch eine
Symbolsequenz beschrieben wird. Durch diese Grobrasterung geht Information verloren,
da kontinuierliche Werte in diskrete transformiert werden. Der entstandene Informations-
verlust wird jedoch in Kauf genommen, da durch das Betrachten von Symbolsequenzen
die Dynamik des Ursprungssystems und damit auch ihre Analyse drastisch vereinfacht
wird. Die Zuordnung von Symbolen zu Bereichen der gewa¨hlten Partitionierung, und die
eindeutige Abbildung von Zeitreihe bzw. Trajektorie auf eine entsprechende Symbolse-
quenz ist das Wesen der symbolischen Dynamik.
Ha¨ufig werden bei der Betrachtung symbolischer Dynamiken Begriffe aus der Informati-
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onstheorie natu¨rlicher Sprachen verwendet. Das einzelne Symbol wird als
”
Buchstabe“,
ein Symbolblock als
”
Wort“, die Gesamtheit aller mo¨glichen Buchstaben als
”
Alphabet“
und ihre Anzahl als
”
Alphabetla¨nge“ bezeichnet. Fu¨r den einfachsten (bina¨ren) Fall gibt
es nur zwei mo¨gliche Symbole und die Alphabetla¨nge ist gleich zwei.
Eine weit verbreitete Methode zur Symboldefinition im Zustandsraum beruht auf der
Partitionierung desselben in mehrere Zellen. Werden den einzelnen Zellen Buchstaben
ai eines Alphabets A zugeordnet, so wird jeder Trajektorie eine Folge von Zellen und
damit eine Buchstaben– bzw. Symbolfolge zugeordnet. Analog dazu ko¨nnen Symbole
bei der Analyse von Zeitreihen durch die Partitionierung der Streuweite der gemessenen
Amplituden definiert werden (threshold–crossing–Methode). Die auf diese Weise aus der
Zeitreihe gewonnene Symbolsequenz wird als eine Transformierte der originalen Zeitrei-
he betrachtet, die ebenfalls einen Großteil der relevanten Information beinhaltet.
Ein Schwachpunkt dieser simplen Methoden ist die mehr oder weniger willku¨rliche Wahl
der Partitionierung. Werden die einzelnen Bereiche z.B. zu groß gewa¨hlt (der gesamte
Attraktor eines dynamischen Systems bzw. die gesamte Zeitreihe befinden sich in einem
einzigen Bereich), ergeben sich triviale Symbolsequenzen, die keinerlei Informationen
u¨ber das zugrundeliegende System tragen.
Fu¨r rauschfreie, deterministische Prozesse kann durch theoretische U¨berlegungen eine
optimale Wahl der Partitionierung hergeleitet werden [Kol58][Sin59]. Diese optimale
Wahl wa¨re die einer generierenden Partitionierung, also einer Partitionierung, die die
eineindeutige Zuordnung zwischen den Messwerten und der Symbolfolge gewa¨hrleistet.
Kann eine generierende Partitionierung gefunden werden, so ist die Untersuchung der
symbolischen Dynamik a¨quivalent zur Untersuchung der urspru¨nglichen Dynamik. Aller-
dings existiert keine systematische Methode zum Auffinden generierender Partitionierun-
gen. Daru¨ber hinaus erweist sich der Nachweis derselben als schwierig [CFS82, Blu02].
Fu¨r experimentell gewonnenen Zeitreihen ist es generell nicht mo¨glich, eine generie-
rende Partitionierung zu finden, da solche Partitionierungen in durch Rauschen kon-
taminierten Zeitreihen prinzipiell nicht existieren. Selbst fu¨r Modellsysteme ist es sehr
schwierig, eine solche generierende Partitionierung zu finden. In sehr einfachen Fa¨llen,
wie z.B. der zweidimensionalen He´non–Abbildung, ist dieses aber durchaus mo¨glich
[GK85, GP92, HJK04].
3.4. Symbolische Transferentropie
Die wesentlichen Eigenschaften der Dynamik eines Systems ko¨nnen bei geeigneter Par-
titionierung durch aus Zeitreihen abgeleitete Symbolsequenzen beschrieben werden. Bei
der threshold–crossing–Methode beispielsweise wird die Zeitreihe in eine Folge grob dis-
kretisierter Amplitudenwerte partitioniert.
Eine weitere Methode zur Abbildung der zu untersuchenden Zeitreihe auf eine Symbolse-
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quenz wurde von Bandt und Pompe vorgeschlagen [BP02, BKP02]. Die Grundidee dieser
Methode bildet die Konvertierung mehrerer Amplitudenwerte einer Zeitreihe zu einem
Symbol. Aus einer gegebenen Zeitreihe {x(i), i = 1, 2, . . .} werden m Amplitudenwerte
X(i) = [x(i), x(i+ l), . . . , x(i+ (m− 1)l)]
zu einem Symbol zusammengefasst. Die Anzahl m der in ein Symbol einfließenden Am-
plitudenwerte wird als Einbettungsdimension oder Ordnung bezeichnet. Der Parameter l
bestimmt den zeitlichen Abstand der m Amplitudenwerte und wird als Verzo¨gerungszeit
bezeichnet. Formal entspricht die Definition des Vektors X(i) der Takens–Einbettung
[Tak81]. Fu¨r jedes i ko¨nnen die m Amplitudenwerte in aufsteigender Reihenfolge ange-
ordnet werden:
X(i) = [x(i+ (j1 − 1)l), x(i+ (j2 − 1)l), . . . , x(i+ (jm − 1)l)] , (3.26)
wobei
x(i+ (j1 − 1)l) ≤ x(i+ (j2 − 1)l) ≤ . . . ≤ x(i+ (jm − 1)l) (3.27)
gilt. Diese Vorgehensweise ermo¨glicht die eineindeutige Abbildung der Vektoren Xi auf
eine der m! mo¨glichen Permutationen. Ein Symbol wird dann definiert zu
xˆi ≡ (j1, j2, . . . , jm) . (3.28)
Fu¨r die Auftrittswahrscheinlichkeiten pˆi der Symbole xˆi gilt∑
i
pˆi = 1 . (3.29)
Die Konvertierung von Zeitreihen in Symbolsequenzen durch Permutation der Ampli-
tudenwerte ermo¨glicht durch die grobe Diskretisierung eine schnelle sowie zuverla¨ssige
Scha¨tzung der Shannon–Entropie [BP02]. Das als Permutationsentropie bezeichnete Maß
entspricht formal der Shannon–Entropie, die Grundlage zur Scha¨tzung der Wahrschein-
lichkeitsverteilungen pˆi bilden dabei jedoch die Symbole xˆ1, xˆ2, . . . , xˆN , mit N ≤ m!:
H(m) = −
∑
i
pˆi log pˆi . (3.30)
Eine Abbildung auf das Intervall [0, 1] wird durch Normierung von H(m) ermo¨glicht, so
dass gilt:
0 ≤ H =
H(m)
log(m!)
≤ 1 . (3.31)
Die Permutationsentropie H kann – genau wie die Shannon–Entropie – als Maß fu¨r
die Komplexita¨t eines Systems angesehen werden. Je gro¨ßer H ist, desto stochastischer
ist die Systemdynamik. Offensichtlich ist auch nicht jede Wahl von m angebracht. Fu¨r
sehr kleine m existieren nur wenige verschiedene Permutationen, wodurch die statisti-
sche Signifikanz nicht gewa¨hrleistet werden kann. Durch die Nutzung sehr großer Werte
fu¨r m ko¨nnen A¨nderungen in der Dynamik mo¨glicherweise nicht detektiert werden. Fu¨r
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die Anwendung der Permutationsentropie auf Felddaten ist die dramatisch ansteigende
Berechnungszeit fu¨r hohe Einbettungsdimensionen m relevant. In [BP02] wird fu¨r prak-
tische Anwendungen m ∈ {3, 4, . . . , 7} empfohlen.
Neben der Scha¨tzung der Shannon–Entropie ermo¨glich die Konvertierung der Zeitreihe
in eine Symbolsequenz auch die Scha¨tzung von U¨bergangswahrscheinlichkeiten. Werden
diese U¨bergangswahrscheinlichkeiten auf Grundlage von Symbolsequenzen bestehend aus
Permutationssymbolen xˆi und yˆi gescha¨tzt, dann ergibt sich die symbolische Transferen-
tropie [SL08b] zu:
T S(Y,X) =
∑
xˆi+1,xˆ
(k)
i
,yˆ
(ζ)
j
p(xˆi+1, xˆ
(k)
i , yˆ
(ζ)
j ) log
p(xˆi+1|xˆ
(k)
i , yˆ
(ζ)
j )
p(xˆi+1|xˆ
(k)
i )
. (3.32)
Die Kenngro¨ße T S(X, Y ) ist analog definiert.
Die Interagierenden Systeme werden durch einen Markov-Prozess [Mar06] k–ter Ordnung
approximiert, d.h. der Zustand eines System zum Zeitpunkt i ha¨ngt nur von den letzten
k Zusta¨nden ab, nicht aber von noch fru¨heren Zusta¨nden. In dieser Arbeit wird zur
Scha¨tzung der U¨bergangswahrscheinlichkeit zum Zustand xi+1 lediglich ein vorheriges
Symbol von X und Y herangezogen, d.h. es gilt k = ζ = 1. Um die bevorzugte Richtung
der Interaktion zu quantifizieren, wird der Direktionalita¨tsindex
T SXY = T
S(X, Y )− T S(Y,X) (3.33)
definiert. Es gilt:
T SXY > 0 : X treibt Y, (3.34)
T SXY = 0 : symmetrische bidirektionale oder keine Kopplung, (3.35)
T SXY < 0 : Y treibt X. (3.36)
3.5. Synchronisationsindex γ
Mit steigender Kopplungssta¨rke zwischen identischen, nichtidentischen oder sogar ver-
schiedenen gekoppelten Systemen kann Phasen–, Generalisierte–, Zeitversatz– oder vollsta¨ndige
Synchronisation beobachtet werden. Sind die Bewegungsgleichungen der einzelnen Sys-
teme nicht bekannt, ko¨nnen Aussagen u¨ber die Interaktion der Systeme auf Grundlage
von Zeitreihen getroffen werden.
Ein informationstheoretisches Maß zur Scha¨tzung der Sta¨rke der Interaktion zweier Sys-
teme, welches auf Konzepten der Permutationsentropie basiert, wurde im Jahre 2004 von
Liu vorgeschlagen [Liu04]. Da die Zeitreihen bei dieser Methode in eine Folge von Per-
mutationssymbolen konvertiert werden, wird nicht jeder Amplitudenwert der Zeitreihen
einzeln betrachtet, sondern mehrere Amplitudenwerte zu sogenannten lokalen topologi-
schen Strukturen zusammengefasst. Die lokalen topologischen Strukturen eines chaoti-
schen Systems a¨ndern sich natu¨rlich nicht uniform mit der Zeit, sondern vielmehr beliebig
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von einem Zeitpunkt zum anderen. Um ebendiese A¨nderung der lokalen topologischen
Strukturen zu erfassen, wird die A¨nderungstendenz der Strukturen zur Bestimmung des
Synchronisationsgrades betrachtet. Dazu wird zuna¨chst ein Parameter zur Erfassung der
gemeinsamen A¨nderungstendenz definiert, aus dem schließlich der Synchronisationsin-
dex γ hergeleitet wird.
Seien xi, yi, i = 1, . . . , N skalare Zeitreihen der Systeme X bzw. Y mit unbekannten
Bewegungsgleichungen. Zuna¨chst wird die Zeitreihe in ku¨rzere Segmente wη bestehend
aus Nw Datenpunkten unterteilt und jedes Segment wη (η = 1, . . . , Nη) gema¨ß (Gl. 3.27)
in eine Symbolsequenz konvertiert. Aus den so erzeugten Symbolsequenzen lassen sich
die korrespondierenden Permutationsentropien H(wη) fu¨r jedes Segment wη berechnen.
Die aus den lokalen topologischen Strukturen hergeleiteten PermutationsentropienH(wη)
a¨ndern sich mit der Zeit. Im Allgemeinen sind die zu untersuchenden Systeme nicht iden-
tisch, weshalb auch die korrespondierenden Permutationsentropien H(wη) fu¨r ein festes
η nicht identisch sein werden. Aufgrund des funktionalen Zusammenhangs kann jedoch
bei generalisiert synchronisierten Zeitreihen die A¨nderungstendenz der H(wη) in der
zeitlichen Entwicklung als a¨hnlich angenommen werden. Um die A¨nderungstendenz der
Permutationsentropien zu quantifizieren, wird eine Variable S definiert:
S(wη) =

+1 wenn H(wη) < H(wη+1),−1 sonst. (3.37)
Die gemeinsame A¨nderungstendenz kann dann durch die Korrelation zwischen SX(wη)
und SY (wη) beschrieben werden, wobei der Index X die A¨nderungstendenz der Permu-
tationsentropien der Zeitreihe xi bezeichnet (SY (wη) ist analog definiert):
γ ≡
1
Nη
Nη∑
η=1
SX(wη)SY (wη) . (3.38)
Damit ist ein Index fu¨r die Sta¨rke der Interaktion definiert, der auf einer konsistenten
A¨nderungstendenz von Permutationsentropien beruht. Fu¨r vo¨llig unabha¨ngige Zeitrei-
hen gilt γ = 0, bei Vorhandensein generalisierter Synchronisation werden Werte nahe
1 erreicht. Der Synchronisationsindex γ kann auch leicht negative Werte annehmen.
Dieses ist genau dann der Fall, wenn die Permutationsentropien eine entgegengesetzte
A¨nderungstendenz aufweisen. Zur Berechnung des Synchronisationsindexes γ wurde in
dieser Arbeit N = 4096, Nw = 2048 und Nη = 204 benutzt.
4. Charakterisierung der
Interaktionsrichtung anhand
synthetischer Zeitreihen
Die im vorigen Kapitel definierte symbolischen Transferentropie scheint sehr attraktiv fu¨r
die Charakterisierung der Interaktionsrichtung zwischen gekoppelten, dynamischen Sys-
temen zu sein. Methoden der Zeitreihenanalyse ko¨nnen zur Detektion von A¨nderungen
in der Dynamik komplexer Systeme bzw. zur Charakterisierung der Interaktion zwischen
diesen genutzt werden, weshalb zumeist die zeitliche Entwicklung der Amplitudenwerte
einer Kenngro¨ße betrachtet wird. Um diese zeitliche Entwicklung zu erhalten hat sich die
moving–window Methode durchgesetzt, bei der die Zeitreihe in mehrere deutlich ku¨rzere
”
Fenster“ w partitioniert, und die Kenngro¨ße nur fu¨r jeweils ein solches Fenster berech-
net wird.
Zur Berechnung der symbolischen Transferentropie mu¨ssen die Parameter Einbettungs-
dimension m und Zeitverzo¨gerung l geeignet gewa¨hlt werden. Da in den meisten Fa¨llen
die moving–window Methode angewandt wird, muss zusa¨tzlich die Anzahl der Daten-
punkte N in einem Analysefenster w beru¨cksichtigt werden.
4.1. Messung der Interaktionsrichtung zwischen
zwei Systemen
Um die Abha¨ngigkeit der symbolischen Transferentropie von der Einbettungsdimension
m, der Zeitverzo¨gerung l und der Anzahl der Datenpunkte N zu untersuchen, wur-
den Modellsysteme mit wohldefinierten Eigenschaften herangezogen. Ziel dieser Unter-
suchungen an Modellsystemen war es, Kenntnisse u¨ber mo¨gliche Einschra¨nkungen bei
der Charakterisierung von Interaktionen zwischen dynamischen Systemen mit der sym-
bolischen Transferentropie zu erlangen.
4.1.1. Strukturell a¨hnliche Systeme
Die Charakterisierbarkeit der Interaktionsrichtung wurde zuna¨chst an einem System be-
stehend aus zwei unidirektional, diffusiv gekoppelten Ro¨ssler–Oszillatoren studiert. Das
4.1. INTERAKTIONSRICHTUNG ZWISCHEN ZWEI SYSTEMEN 26
autonome, treibende Teilsystem wird mit X1 bezeichnet, X2 repra¨sentiert das getriebe-
ne Antwortsystem. Die Bewegungsgleichungen der Ro¨ssler–Oszillatoren sind wie folgt
definiert:
x˙(1) = ω(1)(−y(1) − z(1)),
y˙(1) = ω(1)(x(1) + 0, 165 · y(1)),
z˙(1) = ω(1)(0, 2 + z(1)(x(1) − 10)),
x˙(2) = ω(2)(−y(2) − z(2)) + ǫ(x(1) − x(2)),
y˙(2) = ω(2)(x(2) + 0, 165 · y(2)),
z˙(2) = ω(2)(0, 2 + z(2)(x(2) − 10)).
(4.1)
Der Parameter ω(1) (ω(2)) beschreibt die Eigenfrequenz des Systems X1 (X2). Die dif-
fusive Kopplung wurde in der Gleichung der Komponente x(2) eingefu¨hrt, wobei ǫ die
Sta¨rke der Kopplung definiert.
Die Systemgleichungen wurden unter Benutzung einer Runge–Kutta Methode vierter
Ordnung integriert [PTVF02]. Die Integrationsschrittweite betrug 0,1 und das Abtast-
intervall ∆t = 0, 3. Es wurden NR = 100 verschiedene Lo¨sungen der Systemgleichungen
generiert, wobei die Eigenfrequenzen ω(1,2) fu¨r jede Realisation aus einer Gaußschen Ver-
teilung mit Mittelwert ω¯(1) = ω¯(2) = 0, 89 und Standardabweichung σω = 0, 1 gewa¨hlt
wurden. Fu¨r diese Parameter befinden sich beide Teilsysteme im chaotischen Regime.
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Abb. 4.1.: Mittelwerte der symbolischen Transferentropien T S(1, 2) und T S(2, 1) fu¨r
NR = 100 Realisationen eines Systems bestehend aus zwei unidirektional
gekoppelten Ro¨ssler–Oszillatoren. Zur Berechnung der Indizes T S(1, 2) und
T S(2, 1) wurden die Parameter m = 5, l = 8 und N = 4096 herangezo-
gen. Die Fehlerbalken bezeichnen die Standardabweichungen aus NR = 100
verschiedenen Lo¨sungen der Bewegungsgleichungen.
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Abb. 4.2.: Abha¨ngigkeit der symbolischen Transferentropien T S(1, 2) (oben) und
T S(2, 1) (unten) von der Datenpunktanzahl N fu¨r ungekoppelte Ro¨ssler–
Oszillatoren. Zur Berechnung der Indizes T S(1, 2) und T S(2, 1) wurden die
Parameter m = 5, l = 8 und eine Kopplungssta¨rke ǫ = 0 herangezogen. Die
Fehlerbalken bezeichnen die Standardabweichungen aus NR = 100 verschie-
denen Lo¨sungen der Bewegungsgleichungen.
Die Anfangsbedingungen wurden fu¨r jede Realisation separat in der Na¨he der Attrak-
toren gewa¨hlt. Um Transienten zu eliminieren, wurden die ersten 104 Iterationsschritte
verworfen. Da die meisten Methoden zur Zeitreihenanalyse sowohl Quasistationarita¨t
als auch eine genu¨gend hohe Anzahl an Datenpunkten voraussetzen, wurden zuna¨chst
Zeitreihen mit N = 4096 Datenpunkten untersucht. Als Observablen wurden jeweils
Zeitreihen der Komponenten x(1) und x(2) herangezogen.
Um die Interaktionsrichtung zwischen den gekoppelten Teilsystemen zu messen, wurden
fu¨r jede der NR Realisationen die symbolischen Transferentropien T
S(1, 2) und T S(2, 1)
bestimmt (vgl. Abbildung 4.1), wobei die Parameter m = 5 und l = 8 gewa¨hlt wurden.
Fu¨r ungekoppelte Systeme (ǫ = 0) galt T S(1, 2) ≈ T S(2, 1). Fu¨r steigende Kopplungs-
sta¨rken stieg der Index T S(1, 2) an, bis bei einer Kopplungssta¨rke ǫ ≈ 0, 12 ein Maximum
erreicht wurde. Kopplungssta¨rken ǫ > 0, 12 fu¨hrten zu fallenden Werten fu¨r T S(1, 2). Im
Gegensatz zu dem Verhalten des Indexes T S(1, 2) fiel der Index T S(2, 1) fu¨r 0 < ǫ < 0, 08
mit steigenden Kopplungssta¨rken monoton ab und erreichte ein Minimum fu¨r ǫ ≈ 0, 08.
Fu¨r Kopplungssta¨rken 0, 08 < ǫ < 0, 3 stieg T S(2, 1) an und erreichte ein Maximum bei
ǫ ≈ 0, 3. Fu¨r ǫ = 0 galt T S(1, 2) ≈ T S(2, 1) ≈ 0, 39, was auf einen Informationsaustausch
zwischen ungekoppelten Systemen hindeutete. Diese Abweichung von der Erwartungs-
treue der symbolischen Transferentropie la¨sst sich durch die begrenzte Datenpunktan-
zahl der hier verwendeten Zeitreihen erkla¨ren. Abbildung 4.2 zeigt die Abha¨ngigkeit
der symbolischen Transferentropien T S(1, 2) und T S(2, 1) von der Datenpunktanzahl N
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Abb. 4.3.: Abha¨ngigkeit des Direktionalita¨tsindexes T S (oben) sowie des Synchronisati-
onsindexes γ (unten) von der Kopplungssta¨rke ǫ fu¨r Ro¨ssler–Oszillatoren. Zur
Berechnung der Indizes T S(1, 2) und T S(2, 1) sowie des Synchronisationsin-
dexes γ wurden die Parameter m = 5, l = 8 und N = 4096 herangezogen. Die
Fehlerbalken bezeichnen die Standardabweichungen aus NR = 100 verschie-
denen Lo¨sungen der Bewegungsgleichungen.
fu¨r ungekoppelte Ro¨ssler–Oszillatoren. Fu¨r sehr kurze Zeitreihen wich die symbolische
Transferentropie deutlich von Null ab und deutete somit auf einen Informationsfluss
zwischen ungekoppelten Systemen hin. Stieg die Anzahl der Datenpunkte an, konver-
gierten sowohl T S(1, 2) als auch T S(2, 1) gegen Null. Eine besondere Bedeutung kam
dem Betrag der Abweichung der symbolischen Transferentropien vom Erwartungswert
zu: Da fu¨r die Abweichung im ungekoppelten Fall T S(1, 2) ≈ T S(2, 1) galt, ließ sich die
bevorzugte Richtung der Interaktion auch fu¨r sehr kurze Zeitreihen bestimmen.
Die Asymmetrie der Interaktion zweier Systeme la¨sst sich mit Hilfe des Direktiona-
lita¨tsindexes T S ≡ T S12 (vgl. Gl. 3.33) quantifizieren. Abbildung 4.3 zeigt den Direk-
tionalita¨tsindex T S als Maß fu¨r die bevorzugte Interaktionsrichtung (oben) sowie den
Synchronisationsindex γ als Maß fu¨r die Sta¨rke der Interaktion (unten) in Abha¨ngigkeit
von der Kopplungssta¨rke ǫ, wobei die x–Komponenten der Teilsysteme als Observablen
dienten. Zur Konvertierung der Zeitreihe in eine Symbolfolge wurden die Parameter Ein-
bettungsdimension m = 5 und Zeitverzo¨gerung l = 8 zugrunde gelegt. Fu¨r ungekoppelte
Systeme (ǫ = 0) war der Informationsfluss von X1 nach X2 gleich dem Informationsfluss
von X2 nach X1 und daher T
S ≈ 0. Da beide Teilsysteme unabha¨ngig voneinander waren
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und nicht interagierten, konnten weder Sta¨rke noch Richtung der Interaktion detektiert
werden (T S ≈ 0; γ ≈ 0). Stieg die Kopplungssta¨rke ǫ zwischen den Teilsystemen an,
dann a¨ußerte sich der immer sta¨rkere Einfluss des treibenden Systems auf die Dyna-
mik des antwortenden Systems in steigenden Werten der symbolischen Transferentropie
T S und des Synchronisationsindexes γ. Ab einer Kopplungssta¨rke ǫ ≈ 0, 12 nahm die
symbolische Transferentropie T S immer niedrigere Werte an, wodurch die Detektion der
bevorzugten Interaktionsrichtung zunehmend erschwert wurde. Fu¨r den Synchronisati-
onsindex galt γ ≈ 0 fu¨r ǫ < 0, 16. Fu¨r Kopplungssta¨rken ǫ > 0, 16 konvergierte γ gegen
Eins (in Abb. 4.3 nicht gezeigt). Fu¨r den Direktionalita¨tsindex galt fu¨r ǫ > 0, 25 im Mit-
tel T S > 0, eine Messung der Interaktionsrichtung zwischen stark gekoppelten Systemen
basierend auf Zeitreihen einer einzigen Realisation der Bewegungsgleichungen war aber
kaum mo¨glich. Wurde allein die symbolische Transferentropie zur Analyse der Interak-
tion zwischen zwei Systemen herangezogen, dann war eine verla¨ssliche Differenzierung
zwischen ungekoppelten und stark gekoppelten Systemen nicht mo¨glich. Um Fehlinter-
pretationen zu vermeiden, sollte daher zur Analyse der Interaktionsrichtung auch die
Sta¨rke der Interaktion analysiert werden [OMWL08].
4.1.2. Strukturell unterschiedliche Systeme
Um die Messung der Interaktionsrichtung mit der symbolischen Transferentropie an ei-
nem System bestehend aus gekoppelten, strukturell unterschiedlichen Teilsystemen zu
studieren, wurde ein von einem Ro¨ssler–Oszillator X1 angetriebener Lorenz–Oszillator
X2 herangezogen [LMAV99, QAG00, PV07]. Fu¨r die Bewegungsgleichungen des treiben-
den Ro¨ssler–Systems X1 gilt:
x˙(1) = −β
(
y(1) + z(1)
)
,
y˙(1) = β
(
x(1) + 0, 2y(1)
)
,
z˙(1) = β
(
0, 2 + z(1)(x(1) − 5, 7)
)
.
(4.2)
Die Bewegungsgleichungen des getriebenen Lorenz–Systems X2 lauten:
x˙(2) = 10(y(2) − x(2)),
y˙(2) = ηx(2) − y(2) − x(2)z(2) + ǫ(y(1))2,
z˙(2) = x(2)y(2) −
8
3
z(2).
(4.3)
Der treibende Term ist in die Gleichung fu¨r y(2) eingebunden, wobei die Kopplungssta¨rke
mit ǫ bezeichnet wird. Die Eigenfrequenz des Ro¨ssler–Oszillators wird mit Hilfe des Pa-
rameters β kontrolliert. Der Parameter η erlaubt das Kontrollieren der Eigenfrequenz
des Lorenz–Oszillators. Die Bewegungsgleichungen wurden mittels eines Runge–Kutta
Verfahrens vierter Ordnung integriert, wobei eine Integrationsschrittweite dt = 0, 005
und ein Abtastintervall ∆t = 0, 03 gewa¨hlt wurde. Die ersten 104 Integrationsschritte
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Abb. 4.4.: Mittelwerte der symbolischen Transferentropien T S(1, 2) und T S(2, 1) fu¨r
NR = 100 Realisationen eines Systems bestehend aus einem Ro¨ssler– und
einem Lorenz–Oszillator. Zur Berechnung der Indizes T S(1, 2) und T S(2, 1)
wurden die Parameter m = 5, l = 10 und N = 4096 herangezogen. Die Feh-
lerbalken bezeichnen die Standardabweichungen aus NR = 100 verschiedenen
Lo¨sungen der Bewegungsgleichungen.
wurden zwecks Transientenelimination verworfen. Durch zufa¨llige Wahl der Anfangs-
bedingungen in der Na¨he der Attraktoren wurden NR = 100 verschiedene Lo¨sungen
der Bewegungsgleichungen 4.2 und 4.3 generiert, wobei die Eigenfrequenzen aus Gauß-
schen Verteilungen mit Mittelwerten β¯ = 6, 0 und η¯ = 28 sowie Standardabweichungen
σβ = 0, 1 und ση = 1 gewa¨hlt wurden. Die Anzahl der Datenpunkte N der einzelnen
Zeitreihen betrug jeweils 4096.
Zur Analyse der Interaktionsrichtung zwischen strukturell verschiedenen Systemen wur-
den fu¨r jede Realisation die symbolischen Transferentropien T S(1, 2) und T S(2, 1) be-
rechnet, wobei y(1) und y(2) als Observablen dienten. Abbildung 4.4 zeigt den Mittelwert
von T S(1, 2) und T S(2, 1) u¨ber NR = 100 Realisationen fu¨r steigende Kopplungssta¨rken
ǫ und Parameter m = 5 und l = 10. Der Index T S(1, 2) stieg fu¨r 0 < ǫ < 1, 3 und
nahm ein Maximum fu¨r ǫ ≈ 1, 3 an. Fu¨r 1, 3 < ǫ < 3, 5 fiel der Index T S(1, 2) mit
steigender Kopplungssta¨rke (nicht monoton). Kopplungssta¨rken 3, 5 < ǫ < 5 fu¨hrten zu
T S(1, 2) ≈ 0, 93.
Die Abha¨ngigkeit der symbolischen Transferentropie T S(2, 1), die den Informationsfluss
von System X2 nach X1 quantifiziert, von der Kopplungssta¨rke ǫ unterschied sich grund-
legend von den Ergebnissen, die fu¨r T S(1, 2) erzielt wurden. Der Index T S(2, 1) nahm
a¨hnliche Werte fu¨r alle hier untersuchten Kopplungssta¨rken an und spiegelte somit den
unidirektionalen Charakter der Kopplung wider, da keine A¨nderungen im Informations-
fluss von System X2 nach X1 detektiert wurden. Bedingt durch die Eigenschaften der
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Abb. 4.5.: Abha¨ngigkeit des Direktionalita¨tsindexes T S (oben) sowie des Synchronisa-
tionsindexes γ (unten) von der Kopplungssta¨rke ǫ fu¨r ein System bestehend
aus einem Ro¨ssler– und einem Lorenz–Oszillator. Zur Berechnung der Indi-
zes T S(1, 2) und T S(2, 1) sowie des Synchronisationsindexes γ wurden die
Parameter m = 5, l = 10 und N = 4096 herangezogen. Die Fehlerbalken
bezeichnen die Standardabweichungen aus NR = 100 verschiedenen Lo¨sungen
der Bewegungsgleichungen.
Modellsysteme wurde sowohl mit dem Index T S(1, 2) als auch mit T S(2, 1) fu¨r Kopp-
lungssta¨rken ǫ ≈ 2, 5 ein lokales Maximum beobachtet.
Die symbolischen Transferentropien T S(1, 2) und T S(2, 1) nahmen fu¨r ǫ = 0 von Null
verschiedene Werte an und deuteten somit auf einen Informationsaustausch zwischen
X1 und X2 im ungekoppelten Fall hin. Da die Abweichung vom Erwartungswert fu¨r
beide Indizes einen a¨hnlichen Betrag aufwies, wurde der Direktionalita¨tsindex T S ≡
T S12 = T
S(1, 2) − T S(2, 1), der die bevorzugte Richtung der Interaktionsrichtung quan-
tifiziert, berechnet. Abbildung 4.5 zeigt den Direktionalita¨tsindex T S (oben) sowie den
Synchronisationsindex γ (unten) in Abha¨ngigkeit von der Kopplungssta¨rke ǫ. Bedingt
durch die Ungleichheit der Indizes T S(1, 2) und T S(2, 1) fu¨r ǫ = 0 war im ungekoppelten
Fall T S ≈ 0, 1 und wies damit fa¨lschlicherweise auf asymmetrisch gekoppelte Systeme
hin. Fu¨r ǫ > 0 galt T S >> 0, so dass das System X1 als Treiber detektiert wurde.
Fu¨r ǫ ≈ 1, 3 nahm T S ein Maximum an und die Interaktionsrichtung konnte fu¨r die-
se Kopplungssta¨rken am besten detektiert werden. Der Synchronisationsindex γ (vgl.
Abb. 4.5 (unten)) nahm fu¨r 0 < ǫ < 3, 2 Werte nahe Null an und stieg fu¨r ǫ > 3, 2.
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Fu¨r den hier untersuchten Bereich der Kopplungssta¨rken galt γ << 1, so dass sich
die Systeme X1 und X2 nicht in einem synchronisierten Zustand befanden. Eine Mes-
sung der Interaktionsrichtung war somit fu¨r alle hier untersuchten Kopplungssta¨rken
mo¨glich. Insbesondere war die Messung der Interaktionsrichtung bereits fu¨r sehr kleine
Kopplungssta¨rken mo¨glich. Die Sta¨rke der Interaktion wurde erst fu¨r ǫ > 3, 2 detektiert.
4.1.3. Einfluss der Einbettungsparameter
Um die Abha¨ngigkeit der Scha¨tzwerte fu¨r den Direktionalita¨tsindex T S von den Ein-
bettungsparametern m und l zu untersuchen wurden NR = 100 Realisationen der Sys-
temgleichungen 4.1 mit jeweils verschiedenen Anfangsbedingungen generiert und T S
fu¨r verschiedene Paare von m und l berechnet. Da der Direktionalita¨tsindex T S einen
Maximalwert fu¨r gekoppelte Ro¨ssler–Systeme fu¨r ǫ ≈ 0, 12 annahm (vgl. Abb. 4.3),
d.h. die Richtung der Interaktion zwischen gekoppelten Ro¨ssler–Systemen war fu¨r die-
se Kopplungssta¨rken am besten messbar, wurde der Index T S fu¨r eine fest vorgegebene
Kopplungssta¨rke ǫ = 0, 12 berechnet. Die Eigenfrequenzen ω(1,2) wurden fu¨r jede Realisa-
tion aus einer Gaußschen Verteilung mit Mittelwert ω¯ = 0, 89 und Standardabweichung
σω = 0, 1 gewa¨hlt. Die Integration der Systemgleichungen wurde mittels einer Runge–
Kutta Methode vierter Ordnung mit einer Integrationsschrittweite dt = 0, 1 und einem
Abtastintervall ∆t = 0, 3 durchgefu¨hrt. Die ersten 104 Datenpunkte wurden zwecks
Transientenelimination verworfen. Alle untersuchten Zeitreihen bestanden aus 4096 Da-
tenpunkten.
Abbildung 4.6a zeigt den Mittelwert des Direktionalita¨tsindexes T S u¨ber NR = 100
Realisationen fu¨r verschiedene Kombinationen der Parameter m und l. Die korrespon-
dierenden Standardabweichungen σ(T S) sind in Abb. 4.6b abgebildet. Fu¨r m = 3 war
die Richtung der Interaktion nicht messbar (T S ≈ 0 fu¨r alle Zeitverzo¨gerungen l), da fu¨r
m = 3 nur 3! = 6 verschiedene Permutationen existieren und die Anzahl der mo¨glichen
Symbole somit zu niedrig war, um die Systemdynamiken zu erfassen. Wurde die Ein-
bettungsdimension erho¨ht, so nahm T S fu¨r l ∈ {5, . . . , 14} ho¨here Werte an, bis ein
Maximum fu¨r m ∈ {6, 7} erreicht wurde. Fu¨r m ≥ 8 nahm der Direktionalita¨tsindex T S
ab und erreichte fu¨r m ≥ 9 oder l ≥ 15 sogar negative Werte, wodurch das System X2
fa¨lschlicherweise als treibend erkannt wurde. Dieses Ergebnis kann durch das inada¨quate
Verha¨ltnis zwischen der Anzahl der mo¨glichen Symbole m! und der Datenpunktanzahl
N erkla¨rt werden. Fu¨r die Analyse quasistationa¨rer Zeitreihen wurde in fru¨heren Ar-
beiten der Zusammenhang m! ≤ N vorgeschlagen [CTG+04, Sta06, SL07]. Insgesamt
la¨sst sich sagen, dass die Wahl der Einbettungsdimension m eine gro¨ßere Rolle bei der
Berechnung des Direktionalita¨tsindexes T S spielt als die Zeitverzo¨gerung l: Die Rich-
tung der Interaktion zwischen unidirektional gekoppelten Ro¨ssler Oszillatoren ließ sich
fu¨r Zeitverzo¨gerungen l ∈ {5, . . . , 14} charakterisieren, wobei eine Einbettungsdimension
m ∈ {5, . . . 8} vorausgesetzt wurde.
Neben der Abha¨ngigkeit der Amplitudenwerte des Direktionalita¨tsindexes T S von den
Einbettungsparametern bei der Bestimmung der Interaktionsrichtung zwischen struk-
turell a¨hnlichen Systemen wurde die Parameterabha¨ngigkeit der symbolischen Trans-
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Abb. 4.6.: Abha¨ngigkeit der Amplitudenwerte des Direktionalita¨tsindex T S von den Pa-
rametern m und l fu¨r gekoppelte Ro¨ssler Systeme. (a) Mittelwert fu¨r T S
gewonnen aus 100 Realisationen fu¨r ǫ = 1, 3, N = 4096 und verschiedenen
Kombinationen fu¨r m und l. (b) Standardabweichungen von T S aus NR = 100
verschiedenen Lo¨sungen der Bewegungsgleichungen.
ferentropie auch fu¨r strukturell verschiedene Systeme untersucht. Dazu wurde der Di-
rektionalita¨tsindex T S mit unterschiedlichen Kombinationen der Parameter m und l
fu¨r NR = 100 Realisationen des gekoppelten Ro¨ssler–Lorenz–Systems (vgl. Gleichung
4.2,4.3) berechnet. Die systemspezifischen Parameter wurden fu¨r jede Realisation aus
Gaußschen Verteilungen mit β = 6, 0± 0, 1 und η = 28± 1 gewa¨hlt. Zur Integration der
Systemgleichungen wurde eine Runge–Kutta–Methode vierter Ordnung mit dt = 0, 005
und ∆t = 0, 03 verwendet. Zur Elimination von Transienten wurden die ersten 104
Datenpunkte verworfen. Der Direktionalita¨tsindex T S wurde fu¨r eine Kopplungssta¨rke
ǫ = 1, 3 aus Zeitreihen der La¨nge N=4096 bestimmt.
Der Mittelwert von T S u¨ber NR = 100 Realisationen des Ro¨ssler–Lorenz–Systems ist in
Abb. 4.7a fu¨r verschiedene Kombinationen der Einbettungsparameter m und l gezeigt.
Abbildung 4.7b zeigt die korrespondierenden Standardabweichungen σ(T S). Da T S die
ho¨chsten Werte fu¨rm ∈ {4, . . . , 6} und l ∈ {5, . . . , 20} annahm, war dieser Parameterbe-
reich fu¨r die Detektion asymmetrischer Kopplungen im Ro¨ssler–Lorenz–System geeignet.
Fu¨r alle Zeitverzo¨gerungen mit Ausnahme von l ∈ {1, 2} fu¨hrten Einbettungsdimensio-
nen m ≥ 7 zu negativen Werten fu¨r T S. Die Messung der Interaktionsrichtung ergab fu¨r
diesen Parameterbereich folglich einen Informationsfluss vom System X2 zum System
X1. Auch hier konnte die fehlerhafte Messung der Interaktionsrichtung fu¨r m ≥ 7 auf
die unzureichende Datenpunktanzahl zuru¨ckgefu¨hrt werden, da 7! = 5040 > 4096 und
dadurch der in [CTG+04, SL07] vorgeschlagene Zusammenhang nicht gegeben war.
Abgesehen von dem Parameterbereich l ∈ {1, . . . , 4} war der Direktionalita¨tsindex T S
fu¨r feste Einbettungsdimensionen m nahezu unabha¨ngig von der Zeitverzo¨gerung l.
Die Untersuchung der Abha¨ngigkeit des Indexes T S von den Einbettungsparametern
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Abb. 4.7.: Abha¨ngigkeit der Amplitudenwerte des Direktionalita¨tsindex T S von den Pa-
rametern m und l fu¨r ein System bestehend aus einem treibenden Ro¨ssler–
und einem antwortendem Lorenz–System. (a) Mittelwert fu¨r T S gewonnen aus
100 Realisationen fu¨r ǫ = 1, 3, N = 4096 und verschiedenen Kombinationen
fu¨r m und l. (b) Standardabweichungen von T S aus NR = 100 verschiedenen
Lo¨sungen der Bewegungsgleichungen.
besta¨tigte die fu¨r das System zweier Ro¨ssler–Oszillatoren erhaltenen Ergebnisse und un-
terstreichte die Bedeutung einer angemessenen Wahl der Einbettungsdimension m.
4.1.4. Einfluss der Eigenfrequenzen der Oszillatoren
Um zu untersuchen, inwiefern sich die Interaktionsrichtung mit dem Direktionalita¨tsindexes
T S fu¨r Systeme mit unterschiedlichen Eigenfrequenzen quantifizieren la¨sst, wurden 100
Lo¨sungen der Bewegungsgleichungen 4.1 mit ω¯(1) 6= ω¯(2) generiert, wobei die Eigenfre-
quenzen fu¨r jede Realisation aus einer Gaußschen Verteilung mit Standardabweichun-
gen σω = 0, 05 gewa¨hlt wurden. Abbildung 4.8a zeigt T
S und γ in Abha¨ngigkeit von der
Kopplungssta¨rke ǫ fu¨r ω¯(1) = 0, 89 und ω¯(2) = 0, 94. Der umgekehrte Fall mit ω¯(1) = 0, 94
und ω¯(2) = 0, 89 ist in Abbildung 4.8b gezeigt. Fu¨r ungekoppelte und schwach gekoppelte
Systeme (ǫ < 0, 1) ließ sich die Interaktionsrichtung auch fu¨r unterschiedliche Eigenfre-
quenzen detektieren und der charakteristische Anstieg des Direktionalita¨tsindexes T S
fu¨r steigende Kopplungssta¨rken, wie er schon in Kapitel 4.1.1 beschrieben wurde, konnte
auch fu¨r ω¯(1) 6= ω¯(2) beobachtet werden. Es waren lediglich Unterschiede in der Ampli-
tude des Direktionalita¨tsindexes erkennbar: Wa¨hrend fu¨r ω¯(1) < ω¯(2) Werte T S ≈ 0, 2
erreicht wurden, wurde fu¨r ω¯(1) > ω¯(2) ein maximaler Wert von T S ≈ 0, 15 erreicht.
Fu¨r Kopplungssta¨rken, die einen hohen Synchronisationsgrad mit sich bringen, konnte
eine Abweichung vom Erwartungswert T S ≈ 0 beobachtet werden. Fu¨r 0, 1 < ǫ < 0, 23
nahm der Index T S fu¨r ω(1) = 0, 89 und ω(2) = 0, 94 bedingt durch einen hohen Synchro-
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Abb. 4.8.: Direktionalita¨tsindex T S sowie Synchronisationsindex γ in Abha¨ngigkeit von
der Kopplungssta¨rke ǫ fu¨r zwei gekoppelte Ro¨ssler–Oszillatoren mit unter-
schiedlichen Eigenfrequenzen. (a) Eigenfrequenzen ω¯(1) = 0, 89 und ω¯(2) =
0, 94. (b) Eigenfrequenzen ω¯(1) = 0, 94 und ω¯(2) = 0, 89. Zur Berechnung der
symbolischen Transferentropie und des Synchronisationsindexes γ wurden die
Parameter m = 5, l = 8 und N = 4096 herangezogen. Die Fehlerbalken be-
zeichnen die Standardabweichungen aus NR = 100 verschiedenen Lo¨sungen
der Bewegungsgleichungen.
nisationsgrad ab. Der erwartete Wert T S ≈ 0 wurde jedoch auch bei sehr hohen Kopp-
lungssta¨rken ǫ ≫ 0, 23 nicht erreicht. Vielmehr konvergierte der Direktionalita¨tsindex
fu¨r hohe Kopplungssta¨rken gegen T S ≈ 0, 1 (vgl. Abb. 4.8a). Fu¨r ω(1) = 0, 94 und
ω(2) = 0, 89 nahm T S fu¨r 0, 1 < ǫ < 0, 23 ebenfalls ab und erreichte T S ≈ 0 fu¨r
ǫ ≈ 0, 23. Kopplungssta¨rken ǫ > 0, 23 fu¨hrten jedoch zu negativen Werten von T S, wo-
durch fa¨lschlicherweise ein Informationsfluss von X2 nach X1 angedeutet wurde (vgl.
Abb. 4.8b).
4.1.5. Einfluss von Messrauschen
Alle bisherigen Untersuchungen wurden an Modelldaten durchgefu¨hrt, die sich durch
wohldefinierte Eigenschaften auszeichnen. Bei experimentell gewonnen Datensa¨tzen ko¨nnen
die Zeitreihen jedoch z.B. durch Messrauschen kontaminiert sein. Von daher ist es un-
abdingbar, die Robustheit des Direktionalita¨tsindexes T S gegenu¨ber diesem Sto¨reinfluss
4.1. INTERAKTIONSRICHTUNG ZWISCHEN ZWEI SYSTEMEN 36
0,0 0,2 0,4 0,6 0,8 1,0
-0,6
-0,4
-0,2
0,0
0,2
0,4
0,6
0,8
1,0
1,2
1,4
 
 
T S
R
RSV
Abb. 4.9.: Abha¨ngigkeit des Direktionalita¨tsindexes T SR vom Rausch– zu Signalverha¨ltnis
RSV fu¨r ǫ = 0, 12. Untersucht wurde ein System bestehend aus zwei Ro¨ssler–
Oszillatoren (vgl. Gl. 4.1). Fu¨r dieses System gilt RSVk ≈ 0, 21. Die Fehler-
balken bezeichnen die Standardabweichungen aus NR = 100 verschiedenen
Lo¨sungen der Bewegungsgleichungen.
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Abb. 4.10.: Abha¨ngigkeit des Direktionalita¨tsindexes T SR vom Rausch– zu Signal-
verha¨ltnis RSV eines System bestehend aus einem Ro¨ssler– und einem
Lorenz–Oszillator (vgl. Gl. 4.2, 4.3) fu¨r ǫ = 1, 3. Fu¨r dieses System gilt
RSVk ≈ 0, 73. Die Fehlerbalken bezeichnen die Standardabweichungen aus
NR = 100 verschiedenen Lo¨sungen der Bewegungsgleichungen.
zu untersuchen.
Im Gegensatz zu dynamischem Rauschen wirkt Messrauschen nicht auf die Dynamik
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eines Prozesses ein, sondern wird den Zeitreihen durch den Messprozess u¨berlagert. Um
diesen Sto¨reinfluss zu simulieren, wurden die Dynamiken der betrachteten Systeme ad-
ditiv mit weißem Gaußverteiltem Rauschen u¨berlagert und T S fu¨r die kontaminierten
Zeitreihen berechnet. Der Grad der Kontamination wurde durch das Rausch– zu Signal-
verha¨ltnis
RSV =
σR
σZ
(4.4)
quantifiziert, wobei σR die Standardabweichung des Rauschens und σZ die Standardab-
weichung der unkontaminierten Modellzeitreihe bezeichnen.
Um die Abha¨ngigkeit des Direktionalita¨tsindexes T S vom RSV zu untersuchen, wurde
das Verha¨ltnis T SR =
TSv
TSu
betrachtet, wobei T Sv den Index T
S fu¨r verrauschte Zeitreihen
und T Su den Index T
S fu¨r unverrauschte Zeitreihen bezeichnet. Abbildung 4.9 zeigt T SR
in Abha¨ngigkeit vom RSV fu¨r gekoppelte Ro¨ssler–Oszillatoren. Als Kopplungssta¨rke
wurde hier ǫ = 0, 12 gewa¨hlt, da T S fu¨r dieses ǫ den maximalen Wert annahm (vgl. Abb.
4.3). Die Detektion der Interaktionsrichtung mit Hilfe des Direktionalita¨tindexes T S war
fu¨r gekoppelte Ro¨ssler–Systeme mo¨glich, falls RSV < 0, 3. Als Maß fu¨r die Robustheit
von T S kann ein kritisches Rausch– zu Signalverha¨ltnis RSVk definiert werden, bei dem
der Direktionalita¨tindex auf die Ha¨lfte seines Wertes im rauschfreien Fall abgefallen ist.
Fu¨r gekoppelte Ro¨ssler–Systeme war RSVk ≈ 0, 21.
Das kritische Rausch– zu Signalverha¨ltnis RSVk ist stark von den untersuchten Systemen
abha¨ngig. Abbildung 4.10 zeigt die Abha¨ngigkeit des normierten Direktionalita¨tsindexes
T SR vom RSV fu¨r ein System bestehend aus einem von einem Ro¨ssler–Oszillator getriebe-
nen Lorenz–Oszillator fu¨r ǫ = 1, 3, da T S bei diesen Systemen fu¨r diese Kopplungssta¨rke
den maximalen Wert annahm (vgl. Abb. 4.5). Die Bestimmung der Interaktionsrichtung
mit der symbolischen Transferentropie bei diesem System war im Vergleich zum System
gekoppelter Ro¨ssler–Oszillatoren weitaus weniger anfa¨llig gegenu¨ber einer Kontaminati-
on mit Rauschen, wie sowohl die geringe Varianz von T SR als auch ein kritisches Rausch–
zu Signalverha¨ltnis von RSVk ≈ 0, 73 zeigten. Eine Messung der Interaktionsrichtung
bei diesem System war fu¨r RSV < 1, 5 mo¨glich. Auffa¨llig war, dass T SR mit steigendem
RSV nicht monoton fiel, sondern ein Maximum bei RSV ≈ 0, 2 zeigte. Die Richtung
der Interaktion ließ sich bei diesem System demnach besser bestimmen, wenn die Mo-
dellzeitreihen mit einem Rauschniveau von 20% kontaminiert wurden. Dieses Ergebnis
kann mit dem Synchronisationsgrad der Systeme erkla¨rt werden. Die Kontamination der
Zeitreihen mit Messrauschen verringert die Detektierbarkeit der Synchronisation, sodass
eine Erfassung des Informationsflusses verbessert wird.
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4.2. Messung der Interaktionsrichtung in einem
Netzwerk gekoppelter dynamischer Systeme
In den vorangehenden Kapiteln wurde die Messung der Interaktionsrichtung zwischen
zwei gekoppelten, dynamischen Systemen mit Hilfe der symbolischen Transferentropie
diskutiert. Eine weitere wichtige Fragestellung ist die Nachweisbarkeit von gerichteten
Kopplungen in Netzwerken, die aus einer Vielzahl einzelner, untereinander gekoppelter
Teilsysteme bestehen.
Um die Interaktionsrichtung zwischen mehreren Teilsystemen zu untersuchen, wurde
ein aus 20 diffusiv gekoppelten Ro¨ssler–Oszillatoren bestehendes Netzwerk verwendet
[SL09]. Dabei erfu¨llt jeder Oszillator Xi die folgenden Bewegungsgleichungen
x˙(i) = ω(i)(−y(i) − z(i)) + ξ
(i)
B + ξ
(i)
U ,
y˙(i) = ω(i)(x(i) + 0, 165 · y(i)),
z˙(i) = ω(i)(0, 2 + z(i)(x(i) − 10)).
(4.5)
Die Kopplung zwischen den einzelnen Teilsystemen wird durch die additiven Terme ξ
(i)
U
und ξ
(i)
B realisiert, wobei in ξ
(i)
U unidirektionale Kopplungen und in ξ
(i)
B bidirektionale
Kopplungen zusammengefasst werden. Die Bewegungsgleichungen wurden mittels eines
Runge–Kutta Verfahrens vierter Ordnung integriert, wobei eine Integrationsschrittweite
dt = 0, 1 und ein Abtastintervall ∆t = 0, 3 gewa¨hlt wurde (vgl. Kapitel 4.1.1). Um Tran-
sienten zu eliminieren, wurden die ersten 104 Integrationsschritte verworfen. Verschie-
dene Lo¨sungen der Bewegungsgleichungen 4.5 (NR = 100) wurden durch Variation der
Anfangsbedingungen generiert. Die Eigenfrequenzen wurden dabei aus Gaußschen Ver-
teilungen mit Mittelwert ω¯ = 0, 89 und Standardabweichung σω = 0, 1 zufa¨llig gewa¨hlt.
Die Anzahl der Datenpunkte der einzelnen Zeitreihen betrug jeweils N = 4096, wobei
die Komponenten x(i) als Observablen verwendet wurden.
Der Direktionalita¨tsindex T S und der Synchronisationsindex γ wurden fu¨r alle mo¨glichen
Kombinationen der Oszillatoren Xi und fu¨r NR = 100 Realisationen der Bewegungs-
gleichungen 4.5 berechnet. Die Einbettungsdimension wurde zu m = 5 und die Zeit-
verzo¨gerung zu l = 8 festgelegt. Diese Vorgehensweise resultierte in Matrizen TS(R)
und Γ(R) (R = 1, . . . , NR) mit Eintra¨gen T
S
ij (R) bzw. γij(R), wobei die Indizes i und
j (i, j ∈ {1, . . . , 20}) mit Kombinationen zweier Oszillatoren {Xi, Xj} korrespondier-
ten. Eine Mittelung u¨ber alle NR Realisationen ergab von den Kopplungssta¨rken ǫB
und ǫU abha¨ngige Interaktionsmatrizen T
S fu¨r die Richtung und Γ fu¨r die Sta¨rke der
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Abb. 4.11.: Schema der (a) Direktionalita¨tsmatrizen TS(ǫB|ǫU) und der (b) Synchroni-
sationsmatrizen Γ(ǫB|ǫU). Die Matrizen sind in vier Quadranten unterteilt,
die jeweils die Interaktionen innerhalb der Cluster CA und CB oder Inter-
aktionen zwischen diesen Clustern beschreiben. Beispiele fu¨r Interaktions-
matrizen in einem Netzwerk mit treibenden Oszillatoren X3 und X4 sind in
(c) (Kopplungsrichtung) und (d) (Kopplungssta¨rke) gegeben. Bei Direktio-
nalita¨tsmatrizen wurde die Konvention so gewa¨hlt, dass die Matrix positive
Eintra¨ge aufweist, falls die an der linken Matrixachse eingetragenen Oszilla-
toren als Treiber fungieren.
Interaktionen
TS(ǫB|ǫU) =
1
NR
NR∑
R=1
TS(R),
Γ(ǫB|ǫU) =
1
NR
NR∑
R=1
Γ(R).
(4.6)
Die Direktionalita¨tsmatrix TS(ǫB|ǫU) ist per Definition antisymmetrisch, wa¨hrend die
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Synchronisationsmatrix Γ(ǫB|ǫU) symmetrisch ist. Fu¨r alle nachfolgenden Untersuchun-
gen wurde das Netzwerk in zwei Cluster CA = {X1, . . . , X10} und CB = {X11, . . . , X20},
bestehend aus jeweils 10 Teilsystemen, aufgeteilt. Diese Vorgehensweise ermo¨glichte die
Messung von Informationsflu¨ssen mit der symbolischen Transferentropie sowohl inner-
halb eines Clusters (intra–cluster Direktionalita¨tsmessung) als auch zwischen den Clus-
tern (inter–cluster Direktionalita¨tsmessung).
Abbildung 4.11 zeigt ein Schema der Direktionalita¨ts– und Synchronisationsmatrizen
sowie jeweils ein Beispiel fu¨r diese Matrizen. Da es sich bei der Direktionalita¨tsmatrix
um eine antisymmetrische Matrix handelt, wurde die Konvention so festgelegt, dass die
Matrix positive Eintra¨ge aufweist, falls die an der linken Matrixachse eingetragenen Os-
zillatoren als Treiber fungieren. Per Definition gilt fu¨r alle Eintra¨ge T Sii = 0 sowie γii = 1,
weshalb diese Kombinationen in den nachfolgenden Analysen nicht betrachtet wurden
und in der Matrixdarstellung der Untersuchungsergebnisse durch schwarze Quadrate
markiert sind.
4.2.1. Unidirektionale Kopplung benachbarter Teilsysteme
Um gerichtete Informationsflu¨sse in einem Netzwerk zu untersuchen, wurde zuna¨chst eine
unidirektionale Kopplung zwischen benachbarten Oszillatoren eines Clusters betrachtet.
Die Kopplungsterme ξ
(i)
U und ξ
(i)
B wurden definiert als
ξ
(i)
U =

ǫU
(
x(i) − x(i)
)
, i = {1, 11} ,
ǫU
(
x(i−1) − x(i)
)
, sonst,
ξ
(i)
B = 0.
(4.7)
Somit ließen sich die globalen Eigenschaften des Netzwerkes vollsta¨ndig durch den Pa-
rameter ǫU kontrollieren. Abbildung 4.12 veranschaulicht die Kopplungen zwischen den
einzelnen Oszillatoren.
Das Ergebnis der Untersuchungen an einem Netzwerk, bei dem benachbarte Oszillatoren
unidirektional gekoppelt sind, ist in Abbildung 4.13 gezeigt. Fu¨r ǫU = 0 bestand keine
Kopplung zwischen den einzelnen Oszillatoren. Dementsprechend waren die Teilsysteme
Xi weder synchronisiert (Γ(0|0) ≈ 0), noch konnte eine Richtung der Interaktion gemes-
sen werden (TS(0|0) ≈ 0) (vgl. Abb. 4.13a).
Wurde die Kopplungssta¨rke ǫU erho¨ht, konnten benachbarte Oszillatoren mit Hilfe des
Synchronisationsindexes γ als gekoppelt identifiziert werden. Die Synchronisationsma-
trix Γ(0|0, 06) ließ jedoch keine Schlu¨sse auf die Interaktionsrichtung zu. Dieses wurde
erst durch eine Analyse der Kopplungsrichtung mit der symbolischen Transferentropie
mo¨glich. Die Direktionalita¨tsmatrix TS(0|0, 06) verdeutlicht, dass benachbarte Oszilla-
toren {Xi, Xi+1} innerhalb eines Clusters so gekoppelt waren, dass Oszillatoren Xi+1 die
Oszillatoren Xi trieben (vgl. Abb. 4.13b).
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Abb. 4.12.: Kopplungsschema im Netzwerk gekoppelter Ro¨ssler–Oszillatoren. Das Netz-
werk ist in zwei Cluster bestehend aus jeweils zehn Oszillatoren unterteilt.
Benachbarte Oszillatoren eines Clusters sind unidirektional mit der Kopp-
lungssta¨rke ǫU gekoppelt.
Fu¨r ho¨here Kopplungssta¨rken ǫU = 0, 14 stieg der Synchronisationsgrad innerhalb eines
Clusters und die Synchronisationsmatrix Γ(0|0, 14) nahm positive Werte an fu¨r Kom-
binationen {Xi, Xj} mit {i, j} ∈ {1, . . . , 10} oder {i, j} ∈ {11, . . . , 20}. Zudem war der
Synchronisationsgrad davon abha¨ngig, ob Oszillatoren direkt benachbart waren oder
andere Oszillatoren zwischen ihnen lagen: Die Sta¨rke der Interaktion zwischen den Os-
zillatoren Xi und Xj eines Clusters nahm mit wachsendem Abstand der Teilsysteme,
d.h. der Differenz zwischen den Indizes i und j, ab. Dementsprechend zeigten direkt
benachbarte Oszillatoren den ho¨chsten Synchronisationsgrad. Der Synchonisationsindex
γ wies auf keine Interaktionen zwischen den Clustern CA und CB hin. Die Messung der
Interaktionsrichtung mittels symbolischer Transferentropie T S fu¨r ǫ = 0, 14 fu¨hrte zur
Direktionalita¨tsmatrix TS(0|0, 14), die deutlich den Einfluss von Oszillatoren Xi+1 auf
Oszillatoren Xi innerhalb eines Clusters zeigte. Zusa¨tzlich wurde durch einen relativ
hohen Kopplungsgrad mit ǫ = 0, 14 ein Einfluss von Teilsystemen Xi+1 auf Oszillatoren
Xi−1 innerhalb der Cluster CA und CB gemessen, obwohl diese Oszillatoren nicht direkt,
sonder nur u¨ber den Oszillator Xi gekoppelt waren. Eine besondere Rolle kam den Teil-
systemen X10 und X20 zu, da diese nicht von anderen Oszillatoren getrieben wurden: Fu¨r
eine unidirektionale Kopplungssta¨rke ǫU = 0, 14 schienen X10 und X20 alle anderen Teil-
systeme des Netzwerkes zu treiben. Insbesondere galt dieses auch Clusteru¨bergreifend,
d.h. der Oszillator X10 (X20), der sich im Cluster CA (CB) befand, schien Oszillatoren
im Cluster CB (CA) zu treiben (vgl. Abb. 4.13c).
Eine Kopplungssta¨rke ǫU = 0, 2 fu¨hrte zu einem weiteren Anstieg des Synchronisa-
tionsgrades innerhalb der beiden Cluster. Mit wachsendem Abstand der Teilsysteme
wurde auch hier ein Abfall des Synchronisationsgrades beobachtet. Fu¨r {Xi, Xj} mit
i ∈ {1, . . . , 10} und j ∈ {11, . . . , 20} galt Γi,j(0|0, 2) ≈ 0. Bedingt durch einen erho¨hten
Synchronisationsgrad zwischen benachbarten Oszillatoren eines Clusters ließ sich die In-
teraktionsrichtung zwischen diesen Teilsystemen mittels T S zwar charakterisieren, war
fu¨r ǫU = 0, 2 jedoch weniger ausgepra¨gt als fu¨r ǫU = 0, 14. Zudem wurden fu¨r ǫU = 0, 2
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Abb. 4.13.: Einfluss der Kopplungssta¨rke ǫU auf die Detektierbarkeit der Interakti-
onsrichtung und der Interaktionssta¨rke. Die Abbildung zeigt Direktiona-
lita¨tsmatrizen TS(0|ǫU) und Synchronisationsmatrizen Γ(0|ǫU) fu¨r ein Netz-
werk aus 20 Ro¨ssler–Oszillatoren, die in zwei Clustern angeordnet sind. Be-
nachbarte Oszillatoren innerhalb der Cluster sind unidirektional mit der
Kopplungssta¨rke ǫU gekoppelt. Bidirektionale Kopplungssta¨rken sind nicht
existent, d.h. ǫB = 0.
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vermehrt gerichtete Interaktionen zwischen den Clustern CA und CB gemessen. Beson-
ders deutlich a¨ußerte sich dieses dadurch, dass Oszillatoren X1, . . . , X6 (X11, . . . , X16)
des Clusters CA (CB) Oszillatoren X18, X19 (X8, X9), die im Cluster CB (CA) lokalisiert
waren, zu treiben schienen (vgl. Abb. 4.13d).
Die tatsa¨chlich vorhandenen gerichteten Informationsflu¨sse in einem Netzwerk, in dem
benachbarte Ro¨ssler–Oszillatoren unidirektional gekoppelt waren, ließen sich mit der
symbolischen Transferentropie und dem daraus abgeleiteten Direktionalita¨tsindex T S
charakterisieren. Bei hohen Kopplungssta¨rken wurde mit dem Index T S jedoch ein In-
formationsfluss zwischen ungekoppelten Teilsystemen beobachtet.
4.2.2. Bidirektionale Kopplung benachbarter Teilsysteme mit
Treiber
Zur Untersuchung des Einflusses ausgezeichneter Teilsysteme auf die globalen Netz-
werkeigenschaften, wurde ein Netzwerk aus 20 Ro¨ssler–Oszillatoren definiert, die in zwei
Cluster CA und CB aufgeteilt waren. Die im Cluster CA lokalisierten Teilsysteme X4
und X5 waren unidirektional mit der Kopplungssta¨rke ǫU an alle anderen Teilsysteme
beider Cluster gekoppelt. Da in den folgenden Untersuchungen ǫU ≥ 0 galt, trieben die
Oszillatoren X4 und X5 alle andere Teilsysteme. Zudem waren benachbarte Oszillatoren
eines Clusters bidirektional und symmetrisch mit der Kopplungssta¨rke ǫB gekoppelt. Die
Kopplungsterme ξ
(i)
U und ξ
(i)
B ergaben sich zu
ξ
(i)
B =


ǫB
(
x(i+1) − x(i)
)
, i = {1, 5, 11} ,
ǫB
(
x(i−1) − x(i)
)
, i = {4, 10, 20} ,
ǫB
(
x(i+1) + x(i−1) − 2x(i)
)
, sonst,
ξ
(i)
U = ǫU
(
x(4) + x(5) − 2x(i)
)
.
(4.8)
Abbildung 4.14 veranschaulicht die Kopplungen zwischen den einzelnen Oszillatoren.
Zuna¨chst wurde der Einfluss der bidirektionalen Kopplung benachbarter Teilsysteme
untersucht. Dazu wurden die Interaktionsmatrizen TS und Γ fu¨r verschiedene bidirek-
tionale Kopplungssta¨rken ǫB berechnet. Die Kopplungssta¨rke mit der die Oszillatoren
X4 und X5 andere Teilsysteme trieben, wurde zu ǫU = 0, 03 gewa¨hlt und fu¨r alle Berech-
nungen konstant gehalten, da vorangehende Untersuchungen (vgl. Kap. 4.1.1) gezeigt
haben, dass eine Messung der Interaktionsrichtung mit der symbolischen Transferentro-
pie bei dieser Kopplungssta¨rke zwischen zwei Systemen mo¨glich war.
Abbildung 4.15 zeigt die Interaktionsmatrizen TS und Γ fu¨r ǫU = 0, 03 und verschiedene
Kopplungssta¨rken ǫB. Fu¨r ǫB = 0 waren benachbarte Teilsysteme ungekoppelt, weshalb
die Synchronisationsmatrix Γ(0|0, 03) keine Interaktion fu¨r Kombinationen {Xi, Xj} mit
|i− j| = 1 zeigte. Die Kopplung der beiden treibenden Oszillatoren X4 und X5 an alle
anderen Teilsysteme ließ sich sowohl mit dem Synchronisationsindex γ als auch mit dem
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Abb. 4.14.: Kopplungsschema im Netzwerk gekoppelter Ro¨ssler–Oszillatoren. Das Netz-
werk ist in zwei Cluster bestehend aus jeweils zehn Oszillatoren unterteilt.
Benachbarte Oszillatoren eines Clusters sind symmetrisch bidirektional mit
der Kopplungssta¨rke ǫB gekoppelt. Zusa¨tzlich existieren im Cluster CA zwei
treibende Teilsysteme, die an alle anderen Oszillatoren mit der Kopplungs-
sta¨rke ǫU unidirektional gekoppelt sind.
Direktionalita¨tsindex T S charakterisieren. Durch den per Definition symmetrischen Cha-
rakter der Matrix Γ(0|0, 03) ließen sich jedoch im Gegensatz zur Matrix TS(0|0, 03) keine
Aussagen u¨ber die Kopplungsrichtung treffen. Die Direktionalita¨tsmatrix TS(0|0, 03) da-
gegen verdeutlicht den treibenden Einfluss der Teilsysteme X4 und X5 (vgl. Abb. 4.15a).
Wurde die bidirektionale Kopplungssta¨rke zwischen benachbarten Teilsystemen erho¨ht,
konnten die beiden treibenden Oszillatoren mit Hilfe der Synchronisationsmatrix
Γ(0, 04|0, 03) nicht detektiert werden. Innerhalb der beiden Cluster zeigte sich eine
Abha¨ngigkeit des Synchronisationsgrades vom Abstand der Teilsysteme dahingehend,
dass benachbarte Oszillatoren sta¨rker interagierten als weit entfernte. Zudem war der
intra–cluster Synchronisationsgrad im Cluster CA, welches die beiden treibenden Teil-
systeme beinhaltete, gegenu¨ber dem Cluster CB erho¨ht. Der inter–cluster Synchroni-
sationsgrad nahm fu¨r weiter von den beiden Treibern entferntere Teilsysteme ab. Die
Sta¨rke der Interaktion des Clusters CA mit Oszillatoren des Clusters CB zeigte somit
fu¨r die Oszillatoren {X4, X5} die ho¨hsten Werte, eine eindeutige Abgrenzung der beiden
Treiber war jedoch nicht mo¨glich. Die Direktionalita¨tsmatrix TS(0, 04|0, 03) ließ dage-
gen eine Identifikation der beiden treibenden Teilsysteme zu. Die Charakterisierung der
Kopplungsrichtung war durch die Einfu¨hrung einer schwachen bidirektionalen Kopplung
benachbarter Oszillatoren sogar verbessert worden (vgl. Abb. 4.15b).
Fu¨r Kopplungssta¨rken ǫB = 0, 12 und ǫU = 0, 03 zeigte die Synchronisationsmatrix
Γ(0, 12|0, 03) Eigenschaften des Netzwerkes auf, die bereits mit Hilfe von Γ(0, 04|0, 03)
charakterisiert werden konnten. Lediglich der globale Synchronisationsgrad wurde durch
die Steigerung der bidirektionalen Kopplungssta¨rke ǫB erho¨ht. Der erho¨hte Synchroni-
sationsgrad innerhalb des die treibenden Oszillatoren beinhaltenden Clusters CA ge-
genu¨ber dem Cluster CB war nun evident. Fu¨r ǫB = 0, 12 ließ die Direktionalita¨tsmatrix
45 KAPITEL 4. ANALYSE SYNTHETISCHER ZEITREIHEN
Abb. 4.15.: Einfluss der Kopplungssta¨rke ǫB auf die Detektierbarkeit der Interakti-
onsrichtung und der Interaktionssta¨rke. Die Abbildung zeigt Direktiona-
lita¨tsmatrizen TS(ǫB|ǫU) und Synchronisationsmatrizen Γ(ǫB|ǫU) fu¨r ein
Netzwerk aus 20 Ro¨ssler–Oszillatoren, die in zwei Clustern angeordnet
sind. Die Oszillatoren {X4, X5} sind mit einer konstanten Kopplungssta¨rke
ǫU = 0, 03 unidirektional an alle anderen Oszillatoren gekoppelt und treiben
diese daher. Benachbarte Oszillatoren innerhalb der Cluster sind bidirektio-
nal mit der Kopplungssta¨rke ǫB gekoppelt.
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TS(0, 12|0, 03) keine eindeutige Identifikation der beiden treibenden Teilsysteme zu. Die
Richtung der Interaktion zwischen den Oszillatoren {X4, X5} und allen anderen Oszilla-
toren wurde zwar korrekt angezeigt, zu den Treibern benachbarte Teilsysteme {X2, X3}
und {X6, X7} erschienen jedoch ebenfalls als treibend. Eine Erho¨hung der bidirektiona-
len Kopplung benachbarter Oszillatoren induzierte also scheinbar eine Ausweitung der
treibenden Zone: Die an die treibenden Oszillatoren {X4, X5} angrenzenden Teilsysteme
wurden durch ǫB = 0, 12 so stark an die Treiber gekoppelt, dass sie bei der Messung der
Interaktionsrichtung selbst als Treiber identifiziert wurden (vgl. Abb. 4.15c).
Fu¨r Kopplungssta¨rken ǫB = 0, 3 war die Kopplung benachbarter Oszillatoren so groß,
dass alle Oszillatoren des Clusters CA, welches die beiden treibenden Systeme beinhalte-
te, alle Oszillatoren des Clusters CB zu treiben schien. Bedingt durch die hohe Kopplung
benachbarter Teilsysteme waren die Oszillatoren des Clusters CA direkt (Oszillatoren
{X3, X6}) oder indirekt (Oszillatoren {X1, X2} und {X7, . . . , X10}) an die Treiber ge-
koppelt. Alle Teilsysteme des Clusters CA fungierten somit scheinbar als Treiber und
die Direktionalita¨tsmatrix TS(0, 3|0, 03) zeigte deutlich den Einfluß der Teilsysteme aus
CA auf Oszillatoren im Cluster CB. Da die Oszillatoren {X1, . . . , X10} nicht nur Teilsys-
teme des Clusters CB trieben, sondern auch Einfluss auf andere Oszillatoren im Clus-
ter CA ausu¨bten, war der intra–cluster Synchronisationsgrad im Cluster CA sehr hoch
(Γi,j(0, 04|0, 03) ≈ 1 fu¨r i, j = 1, . . . , 10). Der hohe Synchronisationsgrad im Cluster CA
fu¨hrte dazu, dass die Charakterisierung der Interaktionsrichtung innerhalb des Clusters
CA nicht mo¨glich war (vgl. Abb. 4.15d).
Um den Einfluss der unidirektionalen Kopplungssta¨rke ǫU und damit der treibenden
Teilsysteme {X4, X5} auf die u¨brigen Oszillatoren zu untersuchen, wurde erneut das in
Abbildung 4.14 gezeigte Netzwerk herangezogen. Im Unterschied zu der vorangegange-
nen Untersuchung wurde dabei die Kopplungssta¨rke ǫU variiert und die bidirektionale
Kopplung benachbarter Teilsysteme bei ǫB = 0, 05 fixiert.
Abbildung 4.16 zeigt Direktionalita¨tsmatrizen TS(0, 05|ǫU) und Synchronisationsmatri-
zen Γ(0, 05|ǫU) fu¨r ǫB = 0, 05 und verschiedene Kopplungssta¨rken ǫU . Fu¨r ǫU = 0 existier-
te zwar eine symmetrische, bidirektionale Kopplung zwischen benachbarten Oszillatoren
eines Clusters, das Netzwerk beinhaltete jedoch keine treibenden Teilsysteme. Die Syn-
chronisationsmatrix Γ(0, 05|0) verdeutlicht den erho¨hten Synchronisationsgrad zwischen
benachbarten Teilsystemen in den Clustern CA und CB. Durch den symmetrischen Cha-
rakter dieser Kopplung gilt TSij(0, 05|0) ≈ 0 fu¨r alle Kombinationen von Oszillatoren
{i, j} (vgl. Abb. 4.16a).
Wurde die unidirektionale Kopplungssta¨rke ǫU erho¨ht, trieben die Oszillatoren X4 und
X5 alle anderen Teilsysteme Xi mit i 6= {4, 5}. Dieser Informationsfluss beeinflusste die
Netzwerkeigenschaften dahingehend, dass der Synchronisationsgrad innerhalb der Clus-
ter CA und CB angehoben wurde, die Abha¨ngigkeit des Synchronisationsgrades vom
Abstand der Teilsysteme jedoch erhalten blieb. Zudem induzierten die beiden treiben-
den Systeme einen Informationsfluss zwischen den Clustern CA und CB, welcher sich in
einem Synchronisationsgrad γi,j(0, 05|0, 03) > 0 fu¨r i ∈ CA und j ∈ CB a¨ußerte. Die Di-
rektionalita¨tsmatrizen TS(0, 05|0, 03) verdeutlichen den Informationsfluss von den Teil-
47 KAPITEL 4. ANALYSE SYNTHETISCHER ZEITREIHEN
Abb. 4.16.: Einfluss der Kopplungssta¨rke ǫU auf die Detektierbarkeit der Interakti-
onsrichtung und der Interaktionssta¨rke. Die Abbildung zeigt Direktiona-
lita¨tsmatrizen TS(ǫB|ǫU) und Synchronisationsmatrizen Γ(ǫB|ǫU) fu¨r ein
Netzwerk aus 20 Ro¨ssler–Oszillatoren, die in zwei Clustern angeordnet sind.
Die Oszillatoren {X4, X5} sind mit der Kopplungssta¨rke ǫU unidirektional
an alle anderen Oszillatoren gekoppelt und treiben diese daher. Benachbarte
Oszillatoren innerhalb der Cluster sind bidirektional mit einer konstanten
Kopplungssta¨rke ǫB = 0, 05 gekoppelt.
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systemen X4 und X5 zu allen anderen Teilsystemen. Die beiden treibenden Oszillatoren
wurden als treibend identifiziert und konnten deutlich von allen anderen Oszillatoren
abgegrenzt werden (vgl. Abb. 4.16b).
Fu¨r identische Kopplungssta¨rken ǫB = ǫU = 0, 05 wurde der Synchronisationsgrad
zwischen allen Oszillatoren des Netzwerkes weiter erho¨ht, so dass γi,j(0, 05|0, 05) >
γi,j(0, 05|0, 03) galt. Mit Hilfe der Direktionalita¨tsmatrix T
S(0, 05|0, 05) konnten die Os-
zillatoren X4 und X5 zwar als Treiber identifiziert werden, es existierten jedoch weitere
Teilsysteme, die mittels symbolischer Transferentropie als treibend erkannt wurden. Ins-
gesamt konnte eine scheinbare Verbreiterung der treibenden Zone beobachtet werden,
die an den Ra¨ndern der Cluster besonders ausgepra¨gt war: Oszillatoren, die am Rand
eines Clusters lokalisiert waren, wurden von fast allen anderen Teilsystemen getrieben.
Besonders deutlich wurde dieser Effekt fu¨r die Oszillatoren X10 und X20, die scheinbar
von den Oszillatoren X2, . . . , X9, X12, . . . , X19 getrieben wurden. Dieses Ergebnis kann
durch den hohen Synchronisationsgrad zwischen den einzelnen Netzwerkkomponenten
gedeutet werden. Der mit dem Index γ bestimmte Synchronisationsgrad war fu¨r zentra-
le Oszillator–Kombinationen {Xi, Xj} ho¨her als fu¨r Kombinationen, die am Rande eines
Clusters lokalisiert waren. So wiesen die in einem Cluster außen liegenden Teilsysteme
{X1, X10, X11, X20} im Mittel einen weitaus niedrigeren Synchronisationsgrad auf, als
zentral liegende Teilsysteme. Da die Detektierbarkeit der Interaktionsrichtung mit stei-
gendem Synchronisationsgrad abnahm (vgl. Kap. 4.1.1), wurde der scheinbar treibende
Charakter der zu den Oszillatoren X4 und X5 benachbarten Teilsysteme nur fu¨r Oszil-
latoren erkannt, die sich am Rande eines Clusters befanden und vergleichsweise schwach
synchronisiert waren (vgl. Abb. 4.16c).
Eine hohe unidirektionale Kopplungssta¨rke ǫU = 0, 1 fu¨hrte zur vollsta¨ngigen Synchroni-
sation aller Netzwerkkomponenten und fu¨r die Synchronisationsmatrix galt Γ(0, 05|0, 1) ≈
1. Bedingt durch den hohen Synchronisationsgrad zwischen den Teilsystemen konnten
keine Aussagen u¨ber die Richtung der Interaktion auf Grundlage der MatrixTS(0, 05|0, 1)
getroffen werden. Die Direktionalita¨tsmatrix wies zwar einige Eintra¨ge mit T Si,j(0, 05|0, 1) >
0 fu¨r i ∈ {3, . . . , 6} auf, eine eindeutige Identifizierung der treibenden Oszillatoren X4
und X5 war jedoch nicht mo¨glich (vgl. Abb. 4.16d).
Die Untersuchungen an einem Netzwerk bestehend aus sowohl treibenden als auch sym-
metrisch und bidirektional gekoppelten Oszillatoren verdeutlichen, dass das Hinzuziehen
des Synchronisationsindexes γ bei der Analyse der Interaktionsrichtung mittels symbo-
lischer Transferentropie unabdingbar ist. Die Kopplungsrichtung zwischen Teilsystemen
des hier betrachteten Netzwerkes konnte korrekt identifiziert werden, allerdings nur unter
der Voraussetzung einer geringen Kopplungssta¨rke zwischen den einzelnen Oszillatoren.
4.3. Diskussion
Zusammenfassend la¨sst sich feststellen, dass eine Charakterisierung der Interaktionsrich-
tung zwischen wechselwirkenden Oszillatoren mit der in dieser Arbeit vorgeschlagenen
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symbolischen Transferentropie und dem daraus abgeleiteten Direktionalita¨tsindex T S
mo¨glich ist. Zur Berechnung der Kenngro¨ße T S mu¨ssen lediglich zwei Parameter definiert
werden: Die Einbettungsdimension m und die Zeitverzo¨gerung l. Die Untersuchungen
an Modellsystemen mit wohldefinierten Eigenschaften zeigten, dass der Wahl der Ein-
bettungsdimension ein ho¨herer Stellenwert zukommt als der Wahl der Zeitverzo¨gerung.
Da die Anzahl der mo¨glichen Symbole m! kleiner als die Anzahl der in der Zeitreihe ent-
haltenen Datenpunkte N sein sollte [CTG+04, SL07], kann die Einbettungsdimension
fu¨r endliche Zeitreihen nicht beliebig groß gewa¨hlt werden.
Eine Unterscheidung zwischen ungekoppelten und vollsta¨ndig synchronisierten Oszilla-
toren allein auf Grundlage von T S ist jedoch nicht mo¨glich. Steigt der Synchronisati-
onsgrad, werden die Teilsysteme a¨hnlicher und aus den korrespondierenden Zeitreihen
ko¨nnen keine Informationen u¨ber die Richtung der Wechselwirkung extrahiert werden.
Diese Beobachtung steht im Einklang mit anderen Studien, in denen gerichtete Inter-
aktionen mit anderen Methoden untersucht wurden [PV07, LPK07, OMWL08]. Um
Fehlinterpretationen zu vermeiden, ist es daher unabdingbar, neben dem Direktiona-
lita¨tsindex T S auch eine Kenngro¨ße fu¨r die Sta¨rke der Wechselwirkung in die Analysen
zu integrieren. Denkbar wa¨re beispielsweise eine Gewichtung der Amplitudenwerte des
Direktionalita¨tsindexes in Abha¨ngigkeit vom Synchronisationsgrad. Zudem zeigte sich
bei hohen Kopplungssta¨rken eine Abha¨ngigkeit der Kenngro¨ße T S von den Eigenfre-
quenzen der Oszillatoren: Ist die Eigenfrequenz des treibenden Oszillators ho¨her als die
Eigenfrequenz des getriebenen Oszillators, nimmt der Index T S einen negativen Wert
an und deutet damit fa¨lschlicherweise einen Informationsfluss vom antwortenden zum
treibenden Teilsystem an.
Die Detektion der Interaktionsrichtung wird vorwiegend durch einen hohen Synchroni-
sationsgrad zwischen den wechselwirkenden Oszillatoren erschwert. Im schwach synchro-
nisierten Bereich spiegelt sich eine Erho¨hung der Kopplungssta¨rke in einem Anstieg des
Synchronisationsindexes wider. Der Direktionalita¨tsindex hingegen steigt bis zu einem
Maximalwert und fa¨llt nach dem Erreichen des Extremums auf den Anfangswert zuru¨ck.
Die Detektierbarkeit der Kopplungsrichtung ist demnach stark abha¨ngig von dem Syn-
chronisationsgrad der interagierenden Systeme. Insbesondere ko¨nnen auf Grundlage der
Absolutwerte des Direktionalita¨tsindexes keine Aussagen u¨ber die Sta¨rke der Wechsel-
wirkung getroffen werden. Ho¨here Werte von T S weisen lediglich auf eine bessere Detek-
tierbarkeit der Interaktionsrichtung hin.
Da die Charakterisierung der Interaktionsrichtung sowohl durch den Synchronisations-
grad als auch durch eine endliche Anzahl der Datenpunkte in den Zeitreihen erschwert
wird, muss die statistische Signifikanz der erhaltenen Ergebnisse ermittelt werden. Dieses
ko¨nnte beispielsweise durch einen auf Surrogaten basierenden Ansatz erreicht werden,
bei dem Ersatz–Zeitreihen mit Hilfe eines mathematischen Algorithmus erstellt werden,
die statistische und dynamische Eigenschaften der originalen Zeitreihen widerspiegeln.
In der Vergangenheit wurden meist Methoden vorgestellt, die lineare Eigenschaften der
untersuchten Systeme reflektieren [TEL+92, SS00, DN02, AKS+03]. Konzepte zur Er-
zeugung von Surrogat–Zeitreihen, die sowohl lineare als auch nichtlineare Eigenschaften
der originalen Zeitreihen erhalten, sind dagegen a¨ußerst selten [TRK+06, SWTP07].
Insbesondere im Hinblick auf die statistische Validierung der mit Hilfe eines Direktio-
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nalita¨tsindexes charakterisierten Interaktionsrichtung ist bislang ungekla¨rt, welche Pro-
bleme und Einschra¨nkungen das Konzept der Surrogate mit sich bringt.
Die Untersuchungen der Robustheit der symbolischen Transferentropie gegenu¨ber Mess-
rauschen zeigten, dass das kritische Rausch– zu Signalverha¨ltnis RSVk, bei dem der
Direktionalita¨tindex auf die Ha¨lfte seines Wertes im rauschfreien Fall abgefallen ist,
stark abha¨ngig von den Eigenschaften der interagierenden Oszillatoren ist. Im Allgemei-
nen gilt aber, dass der Einfluss des Messrauschens auf den Index T S geringer ist als auf
andere Maße zur Charakterisierung der Kopplungsrichtung (z.B. cross dependency, In-
terdependenz) [Wag07, Ost08]. In zuku¨nftigen Studien sollte jedoch gekla¨rt werden, ob
das Vorhandensein von unterschiedlich starkem Messrauschen oder farbigem Rauschen
fu¨r die analysierten Zeitreihen einen Einfluss auf den Direktionalita¨tsindex T S hat.
Der Einfluss treibender Teilsysteme auf andere Oszillatoren eines Netzwerkes im Hinblick
auf die Messung der Kopplungsrichtung wurde anhand gekoppelter Ro¨ssler–Oszillatoren
untersucht. Hierbei zeigte sich, dass treibende Oszillatoren in den untersuchten Netz-
werken prinzipiell detektiert werden ko¨nnen, eine symmetrische Kopplung benachbarter
Oszillatoren jedoch einen entscheidenden Einfluß auf die Charakterisierung der Interakti-
onsrichtung hat: Durch eine scheinbare U¨bertragung des treibenden Charakters von den
Treibern auf benachbarte Oszillatoren, kann keine strikte Trennung zwischen treibenden
und nicht–treibenden Teilsystemen anhand der Kenngro¨ße T S vorgenommen werden.
Die Berechnung der symbolischen Transferentropie ist im Vergleich zur Berechnung an-
derer Kenngro¨ßen zur Charakterisierung der Kopplungsrichtung wenig rechenintensiv,
da z.B. die zeitaufwa¨ndige Suche nach na¨chsten Nachbarn im Zustandsraum [AGLE99,
QAG00, RTKG07] entfa¨llt. In anderen informationstheoretischen Ansa¨tzen [LPK07,
PL08, VP08, Lia08, SM09] wird zur Charakterisierung der Kopplungsrichtung eine sehr
hohe Anzahl der Datenpunkte in einer Zeitreihe vorausgesetzt. Im Gegensatz dazu kann
die Richtung der Interaktion mit der symbolischen Transferentropie auch fu¨r Zeitrei-
hen mit nur wenigen Datenpunkten [Mar09] quantifiziert werden. Obwohl ku¨rzlich ge-
zeigt wurde, dass dies auch mit phasenbasierten Ansa¨tzen zur Direktionalita¨tsmessung
mo¨glich ist [WFLss], haben diese Methoden gegenu¨ber der symbolischen Transferentro-
pie jedoch den Nachteil, dass es nicht immer mo¨glich ist, einem System auf Grundlage
einer Zeitreihe eine Phase zuzuordnen.
Die symbolische Transferentropie ist eine bivariate Kenngro¨ße, mit der sich die Wech-
selwirkung zwischen zwei Systemen erfassen la¨sst. Bei der Analyse eines aus vielen
Teilsystemen bestehenden Netzwerkes ist es daher nicht mo¨glich, zwischen direkten
und indirekten Wechselwirkungen zu unterscheiden. In den letzten Jahren wurde da-
her versta¨rkt die Bedeutung multivariater [BKK04, Ver05, SWD+06, FP07, SEJ+09,
NRT+10] Ansa¨tze betont, mit denen der Informationsfluss zwischen gekoppelten Teil-
systemen eines komplexen Systems quantifiziert werden kann. Auch eine multivariate
Erweiterung der symbolischen Transferentropie ist prinzipiell realisierbar, die Scha¨tzung
von U¨bergangswahrscheinlichkeiten zwischen den Zusta¨nden einer Vielzahl von Teilsys-
temen erscheint jedoch nur fu¨r sehr lange Zeitreihen sinnvoll.
5. Analyse von Zeitreihen
hirnelektrischer Aktivita¨t
Die in Kapitel 3 eingefu¨hrte und in Kapitel 4 am Beispiel von Modellsystemen un-
tersuchte Kenngro¨ße T S zur Detektion der Richtung des Informationsflusses zwischen
gekoppelten dynamischen Systemen erscheint attraktiv fu¨r die Analyse von Systemen
mit weitestgehend unbekannter Dynamik, wie beispielsweise dem menschlichen Gehirn.
Durch sein vielfa¨ltiges Erscheinungsbild, insbesondere bei der Erkrankung Epilepsie, ist
das Elektroenzephalogramm (EEG), also die Abbildung der elektrischen Aktivita¨t des
Gehirns, ha¨ufig Gegenstand von Untersuchungen mit Methoden aus der Theorie dyna-
mischer Systeme. Da das EEG zudem im Normalfall von verschiedenen Hirnbereichen
simultan aufgenommen wird, erscheint auch eine Analyse mit Kenngro¨ßen zur Charak-
terisierung der Wechselwirkung zwischen den einzelnen Hirnregionen sinnvoll.
5.1. Epilepsie
Das Krankheitsbild der Epilepsie geho¨rt zu den ha¨ufigsten chronischen Erkrankungen
des zentralen Nervensystems und a¨ußert sich durch wiederkehrende plo¨tzliche Funkti-
onssto¨rungen des Gehirns [MN92]. Diese sogenannten epileptischen Anfa¨lle sind klinische
Manifestationen exzessiver, hypersynchroner Aktivita¨t von Neuronenverba¨nden [Nie90,
EP97], die zu einer voru¨bergehenden Sto¨rung der betroffenen Hirnregionen fu¨hren. Die
Dauer eines epileptischen Anfalls reicht von wenigen Sekunden bis hin zu einigen Minu-
ten, wobei es in seltenen Fa¨llen zu einem mehrere Stunden andauernden Anfallszustand,
dem sogenannten Status epilepticus, kommen kann. Die vielfa¨ltigen Erscheinungsformen
des Komplexes von Erkrankungen erschweren eine systematische Einteilung. In der Me-
dizin werden jedoch zwei Grundformen unterschieden: Ist der Ursprung der Anfa¨lle auf
ein bestimmtes Hirnareal, den sogenannten epileptischen Fokus begrenzt, wird von ei-
ner partiellen oder fokalen Epilepsie gesprochen. Die Anfallsaktivita¨t muss dabei nicht
zwangsla¨ufig auf den epileptischen Fokus begrenzt sein, sondern kann sich im weiteren
Verlauf des Anfalls auf andere Hirnregionen ausbreiten. Diejenige Hemispha¨re, die den
epileptischen Fokus entha¨lt, wird als ipsilateral und die gegenu¨berliegende Hemispha¨re
als kontralateral bezeichnet. Von einer generalisierten Epilepsie wird dagegen gespro-
chen, falls die Anfallsaktivita¨t scheinbar in verschiedenen Hirnregionen gleichzeitig be-
ginnt [Eng06].
Insgesamt leiden etwa 0,5–0,8% der Weltbevo¨lkerung an Epilepsie [Gue06, DSSW06],
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wobei es sich in etwa 50% der Fa¨lle um fokale Epilepsien handelt. Bei ca. 67% der
Patienten kann die Anfallsha¨ufigkeit mit den heute verfu¨gbaren antiepileptischen Medi-
kamenten ausreichend kontrolliert werden. Weitere 8% ko¨nnen von einem chirurgischen
Eingriff profitieren, bei dem epileptogene Hirnareale entfernt werden. Die verbleibenden
25% ko¨nnen durch die heute verfu¨gbaren therapeutischen Methoden nur unzureichend
versorgt werden.
Voraussetzung fu¨r einen erfolgreichen chirurgischen Eingriff bildet die exakte Lokalisie-
rung des epileptischen Fokus und seine Abgrenzung von funktionell relevanten Hirna-
realen. Zu diesem Zwecke werden im Rahmen der pra¨chirurgischen Epilepsiediagnostik
elektrophysiologische Methoden [EP07] in Kombination mit bildgebenden Verfahren wie
beispielsweise der Magnetresonanztomographie genutzt. Nach dem heutigen Standard
setzt die Lokalisierung des epileptischen Fokus die Aufzeichnung der hirnelektrischen
Aktivita¨t wa¨hrend eines fu¨r den Patienten typischen Anfalls voraus, was bedingt durch
die bisherige Unvorhersagbarkeit des Auftretens solcher Anfa¨lle zu EEG–Registrierungen
mit einer Dauer von mehreren Tagen fu¨hren kann. Zur Identifizierung von Anfallssympto-
men und zur eindeutigen Markierung der Anfallszeitpunkte werden simultan zur EEG-
Aufzeichnung zusa¨tzlich Videoaufzeichnungen erstellt. Durch die genaue Kenntnis der
Anfallszeitpunkte wird eine retrospektive Analyse der EEG–Aufzeichnungen ermo¨glicht,
so dass die sogenannten fokalen Hirnareale identifiziert werden ko¨nnen, in denen sich bei
fokalen Epilepsien erste Anzeichen eines epileptischen Anfalls manifestieren. Eine wich-
tige Fragestellung ist folglich, ob bei der Analyse von EEG-Daten eine Lokalisierung des
epileptischen Fokus mit Hilfe von Aufzeichnungen aus anfallsfreien Intervallen mo¨glich
ist, da dieses die Aufenthaltsdauer der Patienten in der Klinik erheblich verku¨rzen wu¨rde.
Die Analyse der Interaktionen zwischen fokalen Hirnregionen und anderen Hirnarea-
len sowohl wa¨hrend des anfallsfreien (interiktualen) Intervalls als auch wa¨hrend eines
mo¨glichen (pra¨iktualen) Voranfallszustandes ko¨nnte maßgeblich zur Erforschung grund-
legender Mechanismen der Generierung von epileptischen Anfa¨llen beim Menschen bei-
tragen. Da zahlreiche Patienten weder durch Medikamente noch durch einen chirurgi-
schen Eingriff therapiert werden ko¨nnen, ist besonders bei dieser Patientengruppe der
Einsatz von implantierbaren Gera¨ten denkbar, die EEG–Daten aufzeichnen und sie im
Hinblick auf einen herannahenden Anfall analysieren [LEE+01, Nic01, MJ03, SL08a].
Durch die rechtzeitige Erkennung eines Voranfallszustandes wu¨rden sich die therapeuti-
schen Mo¨glichkeiten drastisch a¨ndern [Elg01].
5.2. Das Elektroenzephalogramm
Die Messung der hirnelektrischen Aktivita¨t wurde erstmals im Jahre 1875 bei Tieren
[Cat75] und 1929 durch Hans Berger beim Menschen [Ber29] durchgefu¨hrt. In seiner
Publikation
”
U¨ber das Elektrenkephalogramm des Menschen“ stellte Berger seine Er-
gebnisse u¨ber die Erfassung der Hirnaktivita¨t dar und pra¨gte zudem den Begriff
”
Elek-
troenzephalogramm“, denn bis dahin wurde hauptsa¨chlich der Begriff
”
Elektrocerebro-
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Abb. 5.1.: Beispiel eines Implantationsschemas. Links: Horizontaler Hirnschnitt mit lin-
ker und rechter Tiefenelektrode TL und TR. Die Elektroden bestehen aus
jeweils zehn zylindrischen Messsonden einer Nickel–Chrom Legierung (La¨nge
2,5 mm, Durchmesser 1 mm, Abstand 4 mm) und sind auf einem elastischen
Stab aufgesetzt. Mitte: Seitliche Ansicht der rechten Hirnha¨lfte mit rechter
temporo–lateral gelegener Streifenelektrode TLR. Rechts: Ansicht von Unten
auf die linke Hirnha¨lfte mit linken temporobasalen Streifenelektroden (ante-
rior TBAL und posterior TBPL). Die Messsonden sind auf einem Plastik-
streifen angebracht und bestehen aus Platin mit einem Durchmesser von 2,5
mm und einem Abstand von 10 mm bis 15 mm zueinander, je nach kortikaler
Lokalisierung.
gramm“ verwendet.
Trotz zahlreicher neurophysiologischer Untersuchungen sind die Entstehungsmechanis-
men des EEG bis heute nicht endgu¨ltig gekla¨rt [Zsc02]. Das menschliche Gehirn besteht
aus etwa 1011 Neuronen und 1014 bis 1015 synaptischen Verbindungen. Grundlage fu¨r
alle EEG–Theorien bildet die Tatsache, dass zwischen der Innen– und der Außenseite
der die Nervenzellen umgebenden Zellmembran ein Ruhemembranpotential besteht. Die-
se in Ruhe bestehende Potentialdifferenz betra¨gt ca. 70 mV und ist verglichen mit den
bei der EEG–Ableitung beobachteten Spannungsschwankungen im Bereich von einigen
µV ausgesprochen hoch [EH94]. Bei Reizeinwirkung u¨ber einen kritischen Schwellenwert
steigt die Ionenpermeabilita¨t der Zellmembran kurzzeitig an und ein der Signalfort-
leitung dienendes Aktionspotential ist die Folge. Mit der Summation von Aktionspo-
tentialen synchron arbeitender Nervenzellen lassen sich die vergleichsweise langsamen
Potentialschwankungen des EEG jedoch nicht erkla¨ren [Zsc02]. Vielmehr werden heu-
te Synapsenpotentiale als bioelektrischer Grundprozess zur Erkla¨rung der EEG–Signale
herangezogen. Die postsynaptischen Potentiale sind im Gegensatz zu den kurzen Ak-
tionspotentialen der Nervenzellen deutlich tra¨ger. Es wird angenommen, dass die auf-
gezeichnete elektrische Aktivita¨t durch postsynaptische Summenpotentiale einer großen
Zahl von Neuronen hervorgerufen wird, wobei jedes einzelne Neuron ein hochgradig
nichtlineares Entladungsverhalten zeigt [KS91]. Ob die kortikalen Potentiale fu¨r die Ab-
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leitung des EEG ausreichen ha¨ngt entscheidend von der Anzahl der gleichzeitig aktiven
Synapsen und den Materialeigenschaften (z.B. Widerstand und Leitfa¨higkeit) der unter-
schiedlichen Gewebearten ab. Zudem besitzt nur etwa ein Drittel aller Neuronen durch
die Furchung der Hirnrinde eine zur Kopfoberfla¨che senkrechte Ausrichtung und ist da-
mit an den mittels EEG von der Kopfoberfla¨che ableitbaren Potentialschwankungen
beteiligt.
Die mit Hilfe von Multikontakt–Elektroden aufgezeichneten EEG–Zeitreihen spiegeln die
Superposition der oben beschriebenen elementaren Prozesse wider und sind eng mit der
Dynamik von Neuronenverba¨nden verknu¨pft [Lop99]. In Abha¨ngigkeit von der Fragestel-
lung werden die Elektroden auf der Kopfoberfla¨che, der Gehirnoberfla¨che (Kortex) oder
in tiefer liegenden Gehirnstrukturen platziert. Je nach Lage der Elektroden wird hierbei
zwischen dem Oberfla¨chen–EEG (Ableitung von der Kopfoberfla¨che), dem Elektrocorti-
cogramm (ECoG, Ableitung von der Gehirnoberfla¨che mit Streifen– oder Gitterelektro-
den) und dem Stereo–Elektroenzephalogramm (SEEG, Ableitung aus tiefer liegenden
Gehirnstrukturen) unterschieden. Elektroden, die auf der Kopfhaut angebracht sind,
werden als extrakraniell bezeichnet. In der pra¨chirurgischen Epilepsiediagnostik werden
meist intrakranielle Elektroden verwendet, also solche, die unter der Hirnhaut auf der
Gehirnoberfla¨che oder in tiefer liegenden Strukturen platziert werden. Einige typische
in der Klinik fu¨r Epileptologie der Universita¨t Bonn verwendete Implantationsschema-
ta fu¨r die intrakranielle Ableitung des EEG bei Patienten mit Temporallappenepilepsie
sind in Abbildung 5.1 gezeigt. Intrakranielle Ableitungen des EEG zeigen deutlich weni-
ger physiologische Artefakte (z.B. Bewegungsartefakte) als extrakranielle Ableitungen.
Zudem gewa¨hrleisten intrakranielle Elektroden im Vergleich zu Elektroden, die auf der
Kopfoberfla¨che angebracht werden, ein erheblich verbessertes Signal–Rausch–Verha¨ltnis.
Diese Faktoren und der dadurch errungene Zugewinn an Pra¨zision bei der Planung des
chirurgischen Eingriffs rechtfertigen das hohe Maß an Invasivita¨t. Abbildung 5.2 zeigt
mittels intrakranieller Tiefenelektroden abgeleitete SEEG–Zeitreihen aus dem anfalls-
freien Intervall und wa¨hrend des U¨bergangs zur Anfallsaktivita¨t.
5.3. Analyse des Enzephalogramms
Seit der ersten Ableitung der hirnelektrischen Aktivita¨t wurden zahlreiche Methoden zur
Analyse der EEG–Zeitreihen entwickelt. Zuna¨chst wurden ausschließlich lineare Ansa¨tze
wie z.B. Frequenzspektren, Auto– und Kreuzkorrelationen sowie autoregressive Model-
lierungen verwendet [NL93] und konnten zu einem verbesserten Versta¨ndnis der phy-
siologischen und pathophysiologischen Prozesse im Gehirn beitragen. Da die einzelnen
elementaren Prozesse, die zur Entstehung des EEG beitragen, einen hochgradig nicht-
linearen Charakter tragen, ko¨nnte das Gesamtsystem Gehirn zwar trotzdem linearer
Natur sein [Sch00a], es ist jedoch zu vermuten, dass ein Netzwerk aus diesen nichtli-
nearen Komponenten ebenfalls ein nichtlineares Verhalten zeigt. Seit den 1980er Jahren
wurden daher versta¨rkt nichtlineare Methoden zur Beschreibung unbekannter dynami-
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Abb. 5.2.: Stereo–EEG–Datenausschnitt eines Epilepsiepatienten (Dauer: 60 Sekunden)
im anfallsfreien Intervall (oben) und beim U¨bergang zur Anfallsaktivita¨t
(unten).
scher Systeme entwickelt, um die eingeschra¨nkten Beschreibungsmo¨glichkeiten der li-
neare Ansa¨tze zu erweitern [Sch89, OSY94, Aba96, KS03]. Univariate Kenngro¨ßen wie
Entropien, Dimensionen oder Lyapunov Exponenten erlauben die Scha¨tzung der Kom-
plexita¨t bzw. der Chaotizita¨t/Vorhersagbarkeit auf Grundlage einer einzigen Zeitreihe.
Auch Kenngro¨ßen fu¨r eine Unterscheidung zwischen stochastischen und deterministi-
schen Dynamiken [PL07, PL08] oder fu¨r eine Quantifizierung vorhandener Nichtsta-
tionarita¨t [RSA+02, RAML04] wurden vorgeschlagen. Mit den aus den verschiedenen
Konzepten der Synchronisation [PRK01] abgeleiteten bivariaten Kenngro¨ßen dagegen
lassen sich Wechselwirkungen zwischen zwei Zeitreihen charakterisieren [LBH+09].
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Die Analyse des EEG wird meist retrospektiv mit Hilfe einer gleitenden Datenfensterung
durchgefu¨hrt. Bei dieser moving–window Methode werden die EEG–Zeitreihen in kurze
aufeinander folgende Segmente unterteilt und die Kenngro¨ßen zur Charakterisierung des
EEG fu¨r jedes der Segmente einzeln gescha¨tzt. Die Scha¨tzung einer Kenngro¨ße erfordert
jedoch sowohl eine ausreichende Anzahl der Datenpunkte als auch eine na¨herungsweise
Stationarita¨t des Systems, weshalb die La¨nge eines Datensegmentes meist einen Kom-
promiss zwischen diesen Aspekten bildet [Lop87, BGQ+95, RMA+03].
In der Vergangenheit wurden sowohl univariate als auch bivariate nichtlineare Methoden
zur Untersuchung des dynamischen Systems Gehirn, insbesondere im Hinblick auf klini-
sche Anwendungen bei Epilepsiepatienten, herangezogen [Bas90, DP91, JB93, ERK+94,
LAGE00, PQB05, Sta05, AVV07, OLLG07, Leh08, BGS+08b, HFO08, OFSM09]. In
zahlreichen Studien wurden univariate und bivariate nichtlineare Methoden zur Iden-
tifizierung des epileptischen Fokus genutzt [LAA+01, AMW+06, OMSL07, SCE+07,
BBP+07, BDG+07, PL07, PL08, Leh08]. Zudem wurden Hinweise darauf gefunden,
dass das Synchronisationsniveau innerhalb der fokalen (ipsilateralen) Hirnhemispha¨re
ho¨her als in der gegenu¨berliegenden (kontralateralen) Hirnha¨lfte ist [AGLE99, MLDE00,
OMSL07, OMWL07]. Dieser Effekt ist auch zu beobachten, wenn ausschließlich Daten
aus dem anfallsfreien (interiktualen) Intervall analysiert werden.
Eine besondere Herausforderung bildet die zeitliche Charakterisierung der Dynamik des
epileptischen Gehirns mit nichtlinearen Methoden im Hinblick auf eine mo¨gliche Vor-
hersagbarkeit epileptischer Anfa¨lle. Die Entwicklung der Hirndynamik in einen Anfalls-
zustand ko¨nnte abrupt oder kontinuierlich erfolgen [LBP+03]. Im ersten Fall wa¨re es
unmo¨glich, Vorla¨uferstrukturen im EEG zu detektieren, die auf einen herannahenden
Anfall hindeuten. Eine kontinuierliche A¨nderung der Hirndynamik ko¨nnte dagegen de-
tektiert werden. In der Tat konnten in zahlreichen Studien Hinweise auf charakteristische
A¨nderungen im EEG vor Anfa¨llen gefunden werden. Univariate Methoden wie Lyapunov-
exponenten [ISZW90, IOSS94] oder Korrelationsdimensionen [LE95, LE98, EL98] deuten
auf eine Abnahme der Komplexita¨t der hirnelektrischen Aktivita¨t Minuten vor einem
Anfall hin. Mit bivariaten Methoden, die die Charakterisierung der Wechselwirkungen
zwischen verschiedenen Hirnregionen ermo¨glichen, wurde eine Abschwa¨chung des Syn-
chronisationsgrades bereits Stunden vor epileptischen Anfa¨llen beobachtet [AGLE99,
MLDE00, LMN+01, MKA+03]. Die Anwendung moderner statistischer Validierungsme-
thoden [AMK+03, KAM+04, MKR+05, SWM+06, ACEM09] zeigt jedoch, dass trotz der
viel versprechenden Ergebnisse bislang keine Methode vorgestellt wurde, die die Iden-
tifizierung eines Voranfallszustands mit einer fu¨r klinische Anwendungen ausreichenden
Sensitivita¨t und Spezifita¨t ermo¨glicht.
Interessanterweise sind die mit bivariaten Methoden gefundenen Vorla¨uferstrukturen kei-
nesfalls auf den epileptischen Fokus beschra¨nkt, sondern liegen teilweise sogar in der kon-
tralateralen Hirnhemispha¨re [MKA+03, MKR+05, DVE+05, KVS+05, LSN+05, Ost08].
Diese Ergebnisse unterstreichen die Bedeutung der extra–fokalen Hirnareale im Hin-
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blick auf die Anfallsgenese. In neueren Studien wurden versta¨rkt Hinweise fu¨r korti-
kale und subkortikale epileptische Netzwerke beschrieben, die maßgeblich an der Ent-
stehung epileptischer Anfa¨lle beteiligt sind [Spe02, GRT+06, WSL+06, PBS07, Got08,
LC08, SBH+08]. Da vermutet wird, dass in einem epileptischen Netzwerk langreichweiti-
ge funktionell–pathologische Interaktionen zwischen verschiedene Hirnarealen bestehen,
ko¨nnten insbesondere bivariate Kenngro¨ßen zu einem besseren Versta¨ndnis der Gehirn-
dynamik beitragen.
Um die Gehirndynamik zu Charakterisieren, wurde fu¨r die folgenden Untersuchungen
sowohl der Direktionalita¨tsindex T S als auch der Synchronisationsindex γ herangezo-
gen. Dabei zeigte sich, dass mit dem Synchronisationsindex γ fu¨r alle Patienten ein
niedriger Synchronisationsgrad zwischen verschiedenen Hirnregionen beobachtet wurde.
Dieses galt insbesondere fu¨r langreichweitige Interaktionen zwischen Hirnregionen aus
verschiedenen Gehirnha¨lften. Aus diesem Grund wurde der Schwerpunkt im Folgenden
auf die Charakterisierung der Interaktionsrichtung mit der symbolischen Transferentro-
pie gelegt. Auf die zusa¨tzliche Analyse des Synchronisationsgrades wurde gro¨ßtenteils
verzichtet.
5.4. Ra¨umliche Charakterisierung der
Gehirndynamik
Die Untersuchung der Interaktionsrichtung mittels symbolischer Transferentropie bietet
die Mo¨glichkeit, grundlegende Mechanismen im dynamischen System Gehirn besser zu
verstehen. Die Detektion gerichteter Kopplungen ko¨nnte beispielsweise Hinweise auf In-
teraktionen innerhalb eines epileptischen Netzwerks geben. Ein wichtiger Aspekt bei der
Analyse der Interaktionsrichtung zwischen verschiedene Hirnregionen ist die Rolle des
epileptischen Fokus, der selbst Ursprung der direktionalen Kopplungen sein kann oder
von anderen Hirnregionen beeinflusst wird.
Um die Interaktionsrichtungen zwischen verschiedenen Hirnarealen im epileptischen Ge-
hirn zu untersuchen, wurden retrospektiv SEEG–Daten von 24 Epilepsiepatienten ana-
lysiert, die im Rahmen der pra¨chirurgischen Epilepsiediagnostik erhoben und fu¨r die
Untersuchung zur Verfu¨gung gestellt wurden (Tabelle 5.1 gibt eine U¨bersicht u¨ber die
Charakteristika der einzelnen Patienten und die korrespondierenden Aufnahmedauern).
Bei allen Patienten wurden im Rahmen der pra¨chirurgischen Diagnostik Hirnregionen
identifiziert, die erste Anzeichen eines epileptischen Anfalls im SEEG zeigten. Da al-
le Patienten nach der operativen Resektion des betreffenden Gehirngewebes anfallsfrei
wurden, kann fu¨r die nachfolgende retrospektive Analyse die Gehirnha¨lfte, die den epi-
leptischen Fokus enthielt, sowie dessen Lage als bekannt angesehen werden. Bei 10 dieser
Patienten war der epileptische Fokus rechtsseitig, 14 Patienten hatten einen linksseitigen
Fokus. Es wurden ausschließlich Registrierungen aus anfallsfreien Intervallen verwendet,
d.h. es wurden alle Daten verworfen, die bis zu vier Stunden vor, wa¨hrend und bis
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Pat. Id. fokale fokale interiktuale
Hemispha¨re Kontakte Aufnahmedauer [h]
A links TL04 71,7
B links TL05-TL09 170,4
C links TL03-TL04 43,1
D links TL08-TL09 26,0
E links TL01-TL03 111,0
F rechts TR03-TR07 120,9
G links TL04-TL10 82,6
H rechts TR07-TR08 78,6
I links TL03-TL10 85,4
J rechts TR01-TR10 190,9
K rechts TR06-TR08 175,5
L links TL02-TL06 101,9
M rechts TR06-TR09 116,7
N links TL02-TL05/TL09-TL10 230,9
O rechts TR04-TR08 100,7
P rechts Gitterelektroden 119,4
Q rechts Gitterelektroden 78,5
R links TL01-TL03 13,1
S rechts TR02-TR05 142,1
T links TL06-TL10 134,3
U links TL03-TL08 266,8
V rechts TR03-TR08 145,1
W links TL06 81,6
X links TL05-TL08 107,5
Tab. 5.1.: U¨berblick u¨ber die Charakteristika der fu¨r die Untersuchung der ra¨umlichen
Aspekte der Gehirndynamik analysierten Patienten und die korrespondieren-
den Aufnahmedauern.
zu einer Stunde nach Anfa¨llen aufgezeichnet wurden. Diese Vorgehensweise garantiert
den Ausschluss der oft mit bloßem Auge sichtbaren, stark vera¨nderten hirnelektrischen
Aktivita¨t wa¨hrend und unmittelbar nach Anfa¨llen sowie die Entfernung mo¨glicher An-
fallsvorboten aus den SEEG–Daten. Insgesamt wurden interiktuale Aufzeichnungen mit
einer Gesamtdauer von 116 Tagen analysiert, wobei die Aufnahmedauer von 13 Stun-
den bis 266 Stunden pro Patient schwankte (mittlere Dauer: 116 Stunden). Im Rahmen
der folgenden Untersuchung wurden zur besseren Vergleichbarkeit ausschließlich mittels
intrakranieller Tiefenelektroden abgeleitete SEEG–Daten analysiert (vgl. Abb. 5.1). Die
Tiefenelektroden bestehen aus einem elastischen Stab, auf dem 10 im Abstand von 4 mm
angeordnete zylindrische Messsonden (Kontakte) aus einer Nickel–Chrom–Legierung von
1 mm Durchmesser und 2,5 mm La¨nge angeordnet sind. Nach der Implantation wurde
die Elektrodenlage bei allen Patienten mittels Magnetresonanztomographie u¨berpru¨ft.
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Abb. 5.3.: Schematische Darstellung der Vorgehensweise zur Untersuchung ra¨umlicher
Aspekte der Interaktionen im epileptischen Gehirn. (a) Ableitung des
SEEG aus verschiedenen Gehirnregionen. (b) Berechnung der Kenngro¨ßen
T S(TL05,TR01, w) und T S(TR01,TL05, w) auf Grundlage der mit den Elek-
trodenkontakten TL05 und TR01 aufgezeichneten SEEG–Zeitreihen fu¨r alle
Analysefenster w. (c) Position der u¨ber alle Fenster gemittelten Direktiona-
lita¨tsindizes T STR01,TL05 und T
S
TL05,TR01 in der antisymmetrischen Interaktions-
matrix TS. (d) Direktionalita¨tsmatrix TS fu¨r alle mo¨glichen Kombinationen.
Die Matrix weist positive Eintra¨ge auf, falls diejenigen Hirnregionen als Trei-
ber fungieren, die durch die an der linken Matrixachse eingetragenen Kontak-
te erfasst wurden. (e) Veranschaulichung der zur Analyse ra¨umlicher Aspekte
definierten Kenngro¨ßen.
Die SEEG–Zeitreihen wurden bandpaßgefiltert (0,5-85 Hz, 12 dB/oct.) mit einer Fre-
quenz von 200 Hz (16bit A/D–Konverter) aufgezeichnet.
Fu¨r die Analysen wurden die SEEG–Zeitreihen in aufeinanderfolgende, nicht u¨berlappende
Fenster w mit jeweils 4096 Datenpunkten geteilt, was einer Dauer von 20,48 Sekunden
pro Fenster entspricht. Die gewa¨hlte Fensterla¨nge bildet einen Kompromiss zwischen der
beno¨tigten statistischen Genauigkeit fu¨r die Berechnung der symbolischen Transferentro-
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pie und der Stationarita¨t des untersuchten Systems innerhalb eines Fensters. Zuna¨chst
wurde die Kenngro¨ße T S fu¨r alle Datensa¨tze und jeweils alle mo¨glichen Kombinationen
von Elektrodenkontakten zeitaufgelo¨st mit Hilfe der moving–window Methode berech-
net, was in 190 verschiedenen zeitlichen Profilen pro Patient resultierte. Hierbei wurde
eine Einbettungsdimension von m = 5 und eine Zeitverzo¨gerung von l = 3 gewa¨hlt.
Zur weiteren Komprimierung der in den zeitlichen Profilen vorhandenen Informationen
wurden fu¨r jede Kombination {Rc, Rc′} der durch die Kontakte c und c
′ erfassten Hirn-
regionen Rc bzw. Rc′ zeitliche Mittelwerte u¨ber alle Nw Analysefenster w berechnet
T Scc′ =
1
Nw
∑
T Scc′(w) . (5.1)
Somit ergab sich fu¨r jeden Patienten eine interiktuale Interaktionsmatrix TS mit Ein-
tra¨gen T Scc′ (c, c
′ = TL01,. . ., TL10,TR01,. . .,TR10). Die Vorgehensweise zur Unter-
suchung der ra¨umlichen Aspekte der Gehirndynamik ist in Abbildung 5.3 schematisch
dargestellt. Neben den Matrizen TS zur Darstellung der Interaktionsrichtung wurden fu¨r
alle Patienten auf analoge Weise (m = 5, l = 3, N = 4096) Synchronisationsmatrizen Γ
berechnet.
Abbildung 5.4 zeigt Beispiele fu¨r Direktionalita¨tsmatrizen TS und Synchronisationsma-
trizen Γ fu¨r drei ausgewa¨hlte Patienten (Interaktionsmatrizen aller Patienten sind in
Anhang A abgebildet). Bedingt durch die Definition des Direktionalita¨tsindexes T S ist
die Matrix TS antisymmetrisch, wohingegen Γ symmetrisch ist. Trotz der relativ kleinen
Mittelwerte fu¨r die Direktionalita¨tsindizes T Scc′, die durch die lange Dauer der unter-
suchten interiktualen Aufzeichnungen bedingt sind, zeigen die Direktionalita¨tsmatrizen
deutliche Anzeichen fu¨r in besonderem Maße treibende ra¨umliche Strukturen. Zur Un-
tersuchung des Einflusses von bestimmten Hirnregionen auf andere, mit Hilfe von Tie-
fenelektroden erfasste Hirnareale, wurden zeitliche Mittelwerte der intra– und interhe-
mispha¨rischen Interaktionsrichtung zwischen einer bestimmten, durch den Elektroden-
kontakt c erfassten Hirnregion Rc und allen u¨brigen N
i
c − 1 ipsilateralen (ipsi) bzw.
allen Nkc kontralateralen (kontra) Hirnregionen Rc′ herangezogen, welche gema¨ß der
Gleichungen
T Sc,i =
1
N ic − 1
∑
c′ 6=c; c′∈ipsi
T Scc′
T Sc,k =
1
Nkc
∑
c′∈kontra
T Scc′
(5.2)
berechnet wurden. Abbildung 5.5 zeigt T Sc,i und T
S
c,k fu¨r die gleichen Patienten wie in Abb.
5.4 (zeitliche Mittelwerte der intra– und interhemispha¨rischen Interaktionsrichtung fu¨r
alle Patienten sind in Anhang B abgebildet).
Durch die aus den SEEG–Daten des Patienten M berechnete Direktionalita¨tsmatrix TS
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Abb. 5.4.: Beispiele fu¨r Direktionalita¨tsmatrizen TS (links) und Synchronisationsmatri-
zen Γ (rechts) fu¨r drei Patienten. (a) Fokale Hirnregionen treiben alle anderen
durch Kontakte der Tiefenelektroden erfassten Hirnareale. (b) Die durch die
Kontakte TL01–TL03 erfassten Hirnregionen sind im zeitlichen Mittel beson-
ders aktiv, d.h. sie treiben alle anderen Hirnregionen. Fokale Regionen, die
durch die Kontakte TL06–TL10 erfasst wurden, sind dagegen passiv, wer-
den also von anderen Hirnregionen getrieben. (c) Teile der fokalen Hirnregion
treiben andere, vornehmlich kontralaterale Hirnregionen. Neben der fokalen
Hirnregion wird eine weitere, in der kontralateralen Hemispha¨re liegende ak-
tive Struktur detektiert (erfasst durch Kontakte TL03–TL04).
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Abb. 5.5.: Beispiele fu¨r zeitliche Mittelwerte der intra– (T Sc,i) und interhemispha¨rischen
(T Sc,k) Interaktionsrichtung zwischen einem bestimmten Hirnareal, welches
durch die auf der x–Achse aufgetragenen Kontakte erfasst wurde, und al-
len u¨brigen Hirnregionen fu¨r drei Patienten. Positive Werte bedeuten, dass
Hirnregionen, die durch die auf der Abszissenachse aufgetragenen Kontakte
abgetastet wurden, im Mittel alle anderen Hirnregionen trieben. Kontakte,
die in fokalen Hirnregionen lagen, sind mit ∗ markiert.
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Abb. 5.6.: Einfluss des epileptischen Fokus auf langreichweitige Interaktionen zwischen
Kontakten aus unterschiedlichen Hemispha¨ren im Vergleich zu nicht–fokalen
Hirnregionen. Positive (negative) Werte der Kenngro¨ße Lf deuten darauf hin,
dass fokale Hirnregionen einen gro¨ßeren (kleineren) Einfluss auf die kontrala-
terale Hemispha¨re haben als solche, die zum Fokus benachbart sind.
wurde der Einfluss der fokalen Hirnregionen deutlich: Mittels symbolischer Transferen-
tropie wurde ein Informationsfluss von den fokalen Hirnregionen hin zu allen anderen,
durch Kontakte der Tiefenelektroden abgetasteten intra– und interhemispha¨rischen Re-
gionen detektiert. Durch das erho¨hte intrahemispha¨rische Synchronisationsniveau wur-
den gerichtete Interaktionen innerhalb der Hemispha¨ren schlechter detektiert (vgl. Abb.
5.4a und Abb. 5.5a). Die bei diesem Patienten auftretenden Effekte konnten auch bei
der Untersuchung anhand eines Netzwerkes gekoppelter Oszillatoren beobachtet wer-
den (vgl. z.B. Abb. 4.14). Denkbar wa¨re beispielsweise, dass der epileptische Fokus bei
diesem Patienten eng umschrieben war und durch eine hohe Kopplung benachbarter
Hirnregionen in der Direktionalita¨tsmatrix als ra¨umlich verbreitert erschien.
Die Analyse der interiktualen Aufzeichnungen des Patienten T deutete auf eine durch
die Kontakte TL01–TL03 erfasste treibende Hirnregion hin, die jedoch nicht mit dem in
der pra¨chirurgischen Evaluierung des Patienten identifizierten epileptischen Fokus korre-
spondierte. Die fokalen Hirnregionen dagegen waren im zeitlichen Mittel passiv, wurden
also von anderen Hirnregionen beeinflusst (vgl. Abb. 5.4b und Abb. 5.5b).
Wie schon bei Patient M beobachtet, wurden auch bei Patient O treibende Strukturen
detektiert, die zwar nicht vollsta¨ndig mit den fokalen Hirnregionen korrespondierten,
aber zumindest teilweise mit diesen u¨berlappten (Fokus: TR04–TR08; treibende Struk-
turen erfasst durch: TR04, TR05). Bedingt durch das Synchronisationsniveau waren
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auch hier die langreichweitigen Interaktionen zwischen Kontakten aus unterschiedlichen
Hemispha¨ren besser detektierbar als der intrahemispha¨rische Informationsfluss. Neben
der ipsilateral liegenden treibenden Hirnregion wurde eine weitere, in der kontralatera-
len Hemispha¨re liegende und durch die Kontakte TL03–TL04 erfasste aktive Struktur
detektiert (vgl. Abb. 5.4c und Abb. 5.5c).
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Abb. 5.7.: Ergebnis der Lateralisierung des epileptischen Fokus fu¨r alle 24 unter-
suchten Patienten durch Analyse der dominierenden Richtung der interhe-
mispha¨rischen Interaktionsrichtung zwischen der linken und der rechten He-
mispha¨re. Zur besseren Vergleichbarkeit wurden die Patienten in der Abbil-
dung nach der den Fokus beinhaltenden Hirnha¨lfte sortiert. Ein positiver Wert
der Kenngro¨ße T SL,R deutet auf einen im Mittel sta¨rkeren Einfluss der linken
auf die rechte Hemispha¨re hin als umgekehrt. Bei 21 Patienten wurde ein
sta¨rkerer Einfluß der ipsilateralen auf die kontralaterale Gehirnha¨lfte beob-
achtet als umgekehrt. Patienten, fu¨r die ein sta¨rkerer Einfluß der kontralate-
ralen auf die ipsilaterale Hemispha¨re festgestellt wurde, sind mit ∗ markiert.
Da die Interaktionen im epileptischen Gehirn und deren Abha¨ngigkeit von fokalen Hirn-
strukturen nicht fu¨r alle Patienten eindeutig charakterisiert werden konnten, wurden zur
weiteren ra¨umlichen Bewertung der Hirndynamik langreichweitige Interaktionen zwi-
schen fokalen Hirnarealen und kontralateralen Gehirnregionen untersucht. Um Unter-
schiede zwischen fokalen und zum Fokus benachbarten Regionen in Hinsicht auf den
Einfluß auf kontralaterale Hirnregionen zu analysieren, wurde der interhemispha¨rische
Informationsfluss von allen Nfc fokalen (fokal) Kontakten zu allen kontralateralen Kon-
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takten
T Sf,k =
1
Nfc
∑
c∈fokal
T Sc,k (5.3)
sowie der interhemispha¨rische Informationsfluss von allen ipsilateralen Nnfc nicht–fokalen
Kontakten zu allen kontralateralen Kontakten
T Snf,k =
1
Nnfc
∑
c/∈fokal
T Sc,k (5.4)
berechnet. Die Differenz Lf = T
S
f,k − T
S
nf,k charakterisiert den Einfluss des epileptischen
Fokus auf langreichweitige Interaktionen zwischen Kontakten aus unterschiedlichen He-
mispha¨ren im Vergleich zu nicht–fokalen Hirnregionen. Positive (negative) Werte der
Kenngro¨ße Lf deuten darauf hin, dass fokale Hirnregionen einen gro¨ßeren (kleineren)
Einfluss auf die kontralaterale Hemispha¨re haben als solche, die zum Fokus benachbart
sind. Abbildung 5.6 zeigt Lf fu¨r 22 Patienten (der epileptische Fokus wurde bei den
Patienten P und Q nicht durch Tiefenelektroden erfasst, so dass Lf nicht berechnet wer-
den konnte). Es zeigte sich, dass der mittels symbolischer Transferentropie berechnete
interhemispha¨rische Informationsfluss Lf fu¨r 10 Patienten gro¨ßer als Null und fu¨r 12
Patienten kleiner als Null war. Damit konnte nicht eindeutig gekla¨rt werden, ob fokale
Hirnregionen oder zu ihnen benachbarte Bereiche einen gro¨ßeren Einfluss auf kontrala-
terale Hirnareale haben.
In diesem Zusammenhang ergibt sich die interessante Fragestellung, ob generell Unter-
schiede in der interhemispha¨rischen Interaktionsrichtung zwischen Patienten mit links-
seitigem und rechtsseitigem Fokus nachgewiesen werden ko¨nnen. Im Hinblick auf eine
mo¨gliche Lateralisierung des epileptischen Fokus wurde die dominierende Richtung der
interhemispha¨rischen Interaktionen betrachtet. Dazu wurde die Kenngro¨ße
L =
1
NTLc
∑
c ∈ TL
T Sc,k (5.5)
berechnet, die den globalen Informationsfluss von allen NTLc Kontakten c der linken
Tiefenelektrode TL zu allen Kontakten der rechten Elektrode beschreibt. Ein positiver
Wert von L deutet darauf hin, dass im sowohl zeitlichen als auch ra¨umlichen Mittel die
rechte Hirnha¨lfte von der linken Hemispha¨re sta¨rker beeinflusst wird als umgekehrt.
Die in Abbildung 5.7 gezeigten Ergebnisse der Lateralisierung verdeutlichen, dass der
Direktionalita¨tsindex L fu¨r die Mehrzahl der Patienten auf einen ho¨heren Informations-
fluss von der ipsilateralen zur kontralateralen Hemispha¨re hindeutet als umgekehrt. Nur
bei drei der 24 Patienten wurde ein sta¨rkerer Einfluss der kontralateralen Hirnha¨lfte auf
die den Fokus beinhaltende gefunden. Da dieses Ergebnis im Gegensatz zu den mit der
Kenngro¨ße Lf erhaltenen Resultate (vgl. z.B. Abb. 5.6) eine klare Tendenz innerhalb des
untersuchten Patientenkollektivs erahnen la¨sst, ist zu vermuten, dass neben den als fokal
eingestuften Hirnstrukturen auch zu ihnen benachbarte Gehirnareale maßgeblich an der
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Entstehung pathophysiologischer interhemispha¨rischer Interaktionen beteiligt sind.
5.5. Zeitliche Charakterisierung der Gehirndynamik
Ziel der folgenden Untersuchung war die Detektion mo¨glicher A¨nderungen in der Interak-
tionsrichtung zwischen verschiedenen Gehirnregionen vor epileptischen Anfa¨llen. Zu die-
sem Zweck wurde sowohl die symbolische Transferentropie als auch der darauf basierende
Direktionalita¨tsindex T S mit einer gleitenden Datenfensterung fu¨r alle mo¨glichen Kom-
binationen von Elektrodenkontakten zeitaufgelo¨st berechnet. Wie im vorangehenden Ab-
schnitt wurden auch hier die Einbettungsparameter m = 5 und l = 3 sowie eine Fens-
terla¨nge mit N = 4096 nichtu¨berlappenden Datenpunkten (entsprechend einer Dauer
von 20,48 Sekunden) verwendet. Die so erhaltenen zeitlichen Profile der Amplitudenwer-
te von T S wurden retrospektiv in angenommene pra¨iktuale (voranfalls) und interiktua-
le (anfallsfreie) Intervalle unterteilt. Alle Amplitudenwerte des Direktionalita¨tsindexes,
deren zugrundeliegende Zeitreihen zu Zeitpunkten aufgezeichnet wurden, die in einer
Zeitspanne tpre vor einem Anfall lagen, wurden als pra¨iktual gewertet. Alle iktualen
(wa¨hrend des Anfalls) und postiktualen (nach dem Anfall) Werte, die noch im Zeitraum
eines Anfalls bzw. bis zu 30 Minuten nach einem Anfall lagen, wurden verworfen. Al-
le u¨brigen Amplitudenwerte von T S wurden dem interiktualen Intervall zugeordnet. In
dieser Untersuchung wurden verschiedene Dauern des pra¨iktualen Intervalls angenom-
men (tpre = 60, 120, 240 Minuten) [MLDE00, IPSS01, LEE
+01, MAK+03, MKA+03].
Die statistische Trennbarkeit zwischen den so gewonnenen pra¨- und interiktualen Ver-
teilungen der Amplitudenwerte des Direktionalita¨tsindexes wurde anschließend mit Hilfe
der Receiver-Operating Charakteristik (ROC) analysiert. Um die erhaltenen Ergebnisse
hinsichtlich ihrer statistischen Signifikanz zu untersuchen, wurde das Konzept der An-
fallszeitensurrogate verwendet.
5.5.1. Unterscheidbarkeit pra¨iktualer und interiktualer
Intervalle
Eine bekannte Methode fu¨r die Differenzierung zwischen zwei Amplitudenverteilungen
ist durch die sogenannte Receiver–Operating Charakteristik (ROC) [Pep03, LBZO05] ge-
geben, welche die Trennbarkeit der Verteilungen im Sinne von Sensitivita¨t und Spezifita¨t
charakterisiert. Bei der Receiver–Operating Charakteristik wird ein Schwellenwert fu¨r
Amplitudenwerte einer Kenngro¨ße kontinuierlich variiert und die Sensitivita¨t (Verha¨ltnis
der wahr positiven Klassifikationen zu der Gesamtanzahl der positiven Klassifikationen)
der auf diesem Schwellenwert basierenden Diskriminierung gegen Eins minus die Spezi-
fita¨t (Verha¨ltnis der wahr negativen Klassifikationen zu der Gesamtanzahl der negativen
Klassifikationen) aufgetragen, wodurch sich die sogenannte ROC–Kurve ergibt (vgl. Abb.
5.8).
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Abb. 5.8.: Schematische Darstellung der ROC–Kurve. (a) Amplitudenverteilungen mit
wahr positiven (WP), falsch positiven (FP), wahr negativen (WN) und falsch
negativen (FN) Amplitudenwerten. Die Zuordnung ist abha¨ngig von der
verwendeten Hypothese und dem Schwellenwert. (b) Sensitivita¨t gegen 1-
Spezifita¨t fu¨r kontinuierliche Schwellenwerte. Die Trennbarkeit zweier Ampli-
tudenverteilungen wird durch die Fla¨che AROC unter der ROC–Kurve charak-
terisiert. Fu¨r vollsta¨ndig disjunkte Verteilungen gilt AROC = 0, 5 (angedeutet
durch die gestrichelte Linie)
Die Definitionen von Sensitivita¨t und Spezifita¨t ko¨nnen auf zwei verschiedenen Hypo-
thesen basieren. Entweder wird angenommen, dass die Amplitudenwerte der ersten (z.B.
pra¨iktualen) Verteilung kleiner als diejenigen der zweiten (z.B. interiktualen) Verteilung
sind (Hypothese H1), oder die umgekehrte Hypothese (H2) wird angenommen. Dabei
beziehen sich die Begriffe
”
positiv“ und
”
negativ“ darauf, ob ein Amplitudenwert unter
oder u¨ber dem Schwellenwert liegt. Die Charakterisierung
”
wahr“ oder
”
falsch“ dagegen
deutet an, ob Amplitudenwerte, die gro¨ßer (kleiner) als der Schwellenwert sind, zu der
zweiten (ersten) Verteilung geho¨ren.
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Zur Quantifizierung der Trennbarkeit zweier Verteilungen kann die Fla¨che AROC unter
der ROC–Kurve herangezogen werden. Bei identischen Verteilungen ist AROC = 0, 5,
wa¨hrend fu¨r vollsta¨ndig disjunkte Verteilungen abha¨ngig von der Hypothese AROC = 0
oder AROC = 1 gilt. Mit Hilfe der ROC–Kurve ist also eine Quantifizierung mo¨glich,
ob und in wie fern sich interiktuale Intervalle von pra¨iktualen unterscheiden lassen und
bietet somit einen Hinweis auf die potentiellen Vorhersagemo¨glichkeiten im Hinblick auf
epileptische Anfa¨lle.
Da in den nachfolgenden Untersuchungen Kenngro¨ßen verwendet werden, die auf der
symbolischen Transferentropie basieren und somit sowohl positive als auch negative
Werte annehmen ko¨nnen, ist die Interpretation der A¨nderungen in der Interaktionsrich-
tung zwischen verschiedenen Hirnregionen vor Anfa¨llen ausgehend von der Abweichung
∆AROC = AROC − 0, 5 der ROC–Fla¨che von 0,5 nicht eindeutig. Wa¨hrend bei einer
auf das Intervall [0, 1] beschra¨nkten Kenngro¨ße (z.B. Synchronisationsindex γ) nied-
rigere Amplitudenwerte vor Anfa¨llen auf einen niedrigeren Synchronisationsgrad hin-
deuten, sind bei der Analyse mit der symbolischen Transferentropie drei verschiedene
Mo¨glichkeiten denkbar:
• Eine bestimmte Hirnregion treibt andere Hirnregionen im interikualen Intervall.
Im pra¨iktualen Intervall treibt die Hirnregion ebenfalls, der Einfluss auf andere
Hirnregionen ist jedoch schwa¨cher.
• Eine bestimmte Hirnregion treibt andere Hirnregionen im interikualen Intervall.
Im pra¨iktualen Intervall wird die Hirnregion von anderen Hirnregionen getrieben.
• Eine bestimmte Hirnregion wird im interikualen Intervall von anderen Hirnregio-
nen getrieben. Im pra¨iktualen Intervall wird die Hirnregion ebenfalls getrieben, der
Einfluss anderer Hirnregionen ist jedoch sta¨rker.
Eine Unterscheidung zwischen den verschiedenen Szenarien ist basierend auf den Ab-
solutwerten der Kenngro¨ße T S mo¨glich. Mit ∆AROC kann dagegen nicht zwischen den
Szenarien differenziert werden.
5.5.2. Evaluierungsschemata
In den nachfolgenden Untersuchungen wurden zwei verschiedene Schemata zur Evaluie-
rung der Ergebnisse verwendet. Ausgehend von der Annahme, dass die bei einem Pa-
tienten auftretenden Anfa¨lle immer a¨hnliche Ursachen haben, wurde die Trennbarkeit
der Verteilungen der inter– und pra¨iktualen Amplitudenwerte einer Kenngro¨ße nicht fu¨r
jeden Anfall separat untersucht. Vielmehr wurde bei beiden Evaluierungsschemata die
Verteilung aller interiktualen Amplitudenwerte der Verteilung aller pra¨iktualen Werte
aus allen Anfa¨llen eines Patienten gegenu¨bergestellt, wobei die Interaktionen zwischen
den einzelnen Hirnregionen getrennt untersucht wurden [MKR+05].
Die beiden Evaluierungsschemata unterscheiden sich durch die Definition des interiktua-
len Intervalls:
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Abb. 5.9.: Schema der Evaluierungen E1 und E2. Wa¨hrend E1 alle interiktualen Ampli-
tudenwerte beru¨cksichtigt (a), fließen in E2 nur diejenigen Werte in die inte-
riktuale Verteilung ein, die im Zeitraum von mindestens tpre und ho¨chstens
2tpre vor Anfa¨llen aufgenommen wurden (b). Werte aus dem iktualen und
postiktualen Intervall werden verworfen.
• E1: Alle Amplitudenwerte einer Kenngro¨ße, die zu SEEG–Zeitreihen aus interik-
tualen Intervallen korrespondieren, werden in die interiktuale Verteilung einbezo-
gen.
• E2: Alle Amplitudenwerte einer Kenngro¨ße, die zu SEEG–Zeitreihen aus Interval-
len korrespondieren, die im Zeitraum von mindestens tpre und ho¨chstens 2tpre vor
Anfa¨llen aufgenommen wurden, werden in die interiktuale Verteilung einbezogen.
Abbildung 5.9 zeigt ein Schema der Evaluierungen E1 und E2.
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5.5.3. Statistische Validierung der Vorhersagbarkeit
epileptischer Anfa¨lle
Bedingt durch statistische Schwankungen einer Kenngro¨ße kann die ROC–Fla¨che AROC
von 0,5 verschiedene Werte annehmen, obwohl keine detektierbaren Vorla¨uferstrukturen
vor Anfa¨llen existieren. Aussagen u¨ber die statistische Signifikanz ko¨nnen demnach nicht
allein auf Grundlage der Absolutwerte der ROC–Fla¨chen getroffen werden, da ungewiss
ist, ob tatsa¨chlich ein pra¨iktualer Zustand existiert oder der ROC–Wert konsistent mit
der Nullhypothese, dass der U¨bergang vom interiktualen in den iktualen Zustand ein
abruptes Pha¨nomen ist und ein pra¨iktualer U¨bergangszustand nicht existiert ist.
Zur U¨berpru¨fung der Nullhypothese werden durch eine zufa¨llige Permutation der Inter-
valle zwischen Anfa¨llen (inklusive des Intervalls zwischen dem Beginn der Aufzeichnung
und dem ersten Anfall) insgesamt 19 verschiedene Anfallszeitensurrogate [AMK+03]
generiert. Anschließend wird die ROC–Analyse fu¨r jedes Anfallszeitensurrogat erneut
durchgefu¨hrt, so dass die inter– und pra¨iktualen Intervalle basierend auf den zufa¨lligen
Anfallszeiten festgelegt werden. Falls die mit den wahren Anfallszeiten erhaltene Abwei-
chung ∆AROC gro¨ßer ist als alle mit den Surrogat–Anfa¨llen erhaltenen Werte, kann die
Nullhypothese bei 19 Anfallszeitensurrogaten mit einer Irrtumswahrscheinlichkeit von
5% verworfen werden.
5.5.4. Datenbasis
Einschlusskriterien fu¨r die Untersuchung der Detektierbarkeit von Vorla¨uferstrukturen
vor Anfa¨llen waren quasikontinuierliche SEEG–Aufnahmen, die mindestens drei epilepti-
sche Anfa¨lle beinhalteten. Dadurch wurde zum einen, insbesondere fu¨r kurze pra¨iktuale
Intervalle (z.B. tpre = 60 min), die Anzahl der in die pra¨iktuale Verteilung einfließen-
den Datenpunkte erho¨ht, zum anderen die statistische Validierung der Ergebnisse mit
der Methode der Anfallszeitensurrogate ermo¨glicht. Bedingt durch diese Anforderungen
konnten nicht alle fu¨r die Lateralisierung des epileptischen Fokus verwendeten SEEG–
Daten (vgl. Kap. 5.4) fu¨r die Untersuchung von mo¨glichen Vorla¨uferstrukturen verwendet
werden.
Insgesamt wurden SEEG–Daten von 17 Epilepsiepatienten mit einer Dauer von 43,1
bis 230,9 Stunden (Mittelwert: 126,1 Stunden) untersucht. Pro Patient wurden wa¨hrend
der SEEG–Aufnahmen zwischen drei und zehn Anfa¨lle registriert. Tabelle 5.2 gibt eine
U¨bersicht u¨ber die Charakteristika der einzelnen Patienten sowie die korrespondierenden
Aufnahmedauern und Anzahl der Anfa¨lle.
Im Hinblick auf die Detektierbarkeit von Vorla¨uferstrukturen wurden sowohl globale als
auch lokale Interaktionen untersucht, die wie folgt definiert wurden:
• Globale Interaktionsrichtung: Einfluss einer bestimmten, durch den Elektroden-
kontakt c erfassten Hirnregion Rc auf alle anderen durch Nc−1 Kontakte erfassten
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Abb. 5.10.: Schematische Darstellung der Vorgehensweise zur Untersuchung zeitlicher
Aspekte der Interaktionen im epileptischen Gehirn. (a) Ableitung des
SEEG aus verschiedenen Gehirnregionen. (b) Berechnung der Kenngro¨ßen
T S(TL05,TR01, w) und T S(TR01,TL05, w) auf Grundlage der mit den Kon-
takten TL05 und TR01 aufgezeichneten SEEG–Zeitreihen fu¨r alle Analyse-
fenster w. (c) Position der Direktionalita¨tsindizes T S(TL05,TR01, w) und
T S(TR01,TL05, w) in der zum Fenster w korrespondierenden Interaktions-
matrix TS(w). (d) Zum Fenster w korrespondierende Interaktionsmatrix fu¨r
alle mo¨glichen Kombinationen {Rc, Rc′}, wobei die SEEG–Zeitreihen des
Analysefensters aus dem interiktualen Intervall stammen. Die Matrix weist
positive Eintra¨ge auf, falls diejenigen Hirnregionen als Treiber fungieren, die
durch die an der linken Matrixachse eingetragenen Kontakte erfasst wur-
den. (e) Analog zu (d), wobei die SEEG–Zeitreihen des Analysefensters aus
dem pra¨iktualen Intervall stammen. (f) Trennbarkeit der interiktualen und
pra¨iktualen Amplitudenverteilungen fu¨r Kombinationen {Rc, Rc′} quantifi-
ziert durch ∆AROC . Kombinationen, fu¨r die signifikante Unterschiede in den
Verteilungen gefunden wurden, sind mit schwarzen Punkten markiert (hier:
{TR07,TR08}).
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Pat. Id. fokale fokale Aufnahmedauer [h] # Anfa¨lle
Hemispha¨re Kontakte
A links TL04 71,7 10
B links TL05-TL09 170,4 6
C links TL03-TL04 43,1 4
E links TL01-TL03 111,0 6
F rechts TR03-TR07 120,9 6
H rechts TR07-TR08 78,6 6
I links TL03-TL10 85,4 4
J rechts TR01-TR10 190,9 4
K rechts TR06-TR08 175,5 4
M rechts TR06-TR09 116,7 6
N links TL02-TL05/TL09-TL10 230,9 6
O rechts TR04-TR08 100,7 5
P rechts Gitterelektroden 119,4 4
S rechts TR02-TR05 142,1 5
T links TL06-TL10 134,3 7
V rechts TR03-TR08 145,1 4
X links TL05-TL08 107,5 3
Tab. 5.2.: U¨berblick u¨ber die Charakteristika der fu¨r die Untersuchung der zeitlichen
Aspekte der Gehirndynamik analysierten Patienten sowie die korrespondie-
renden Aufnahmedauern und Anzahl der Anfa¨lle.
Hirnregionen. Dabei werden die durch den bivariaten Ansatz erhaltenen Informa-
tionen weiter komprimiert, so dass Nc zeitliche Profile des Direktionalita¨tsindexes
T S analysiert werden.
• Lokale Interaktionsrichtung: Einfluss einer bestimmten, durch den Elektrodenkon-
takt c erfassten Hirnregion Rc auf eine andere, durch den Kontakt c
′ erfasste Hirn-
region Rc′. Dabei werden alle durch den bivariaten Ansatz erhaltenen Informatio-
nen genutzt, so dass 1
2
Nc(Nc − 1) zeitliche Profile des Direktionalita¨tsindexes T
S
analysiert werden.
Abbildung 5.10 zeigt ein Schema der Vorgehensweise zur Untersuchung zeitlicher Aspek-
te der Interaktionen im epileptischen Gehirn.
5.5.5. Charakterisierung von Voranfallszusta¨nden durch die
globale Interaktionsrichtung
Zur Charakterisierung von Voranfallszusta¨nden durch die globale Interaktionsrichtung
wurde der Einfluss einer bestimmten Hirnregion auf alle anderen durch intrakraniel-
le Elektroden erfassten Hirnregionen untersucht. Dazu wurde zuna¨chst wie in Kapi-
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Abb. 5.11.: Maximale Abweichung ∆AmaxROC fu¨r drei angenommene Dauern tpre des
pra¨iktualen Intervalls fu¨r das Evaluierungsschema E1 (oben) und das Schema
E2 (unten). Eine positive Abweichung entspricht hierbei dem Fall, dass der
Direktionalita¨tsindex T Sc (w) in den pra¨iktualen Intervallen im Mittel klei-
nere Werte annahm als in den interiktualen Intervallen und die durch den
Kontakt c abgetastete Hirnregion somit vor Anfa¨llen andere Hirnregionen
weniger beeinflusste als im interiktualen Intervall. Eine negative Abweichung
∆AmaxROC entspricht dem umgekehrten Fall.
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tel 5.5 beschrieben, der Direktionalita¨tsindex T Scc′(w) fu¨r die Kontakte c und c
′ mit
c, c′ ∈ {TL01, . . . ,TL10,TR01, . . . ,TR10} fu¨r jedes Datenfenster w mit N = 4096 Da-
tenpunkten berechnet. Zur Charakterisierung der bevorzugten Interaktionsrichtung zwi-
schen einer bestimmten Hirnregion Rc und allen anderen Nc−1 Regionen Rc′ wurde der
globale Direktionalita¨tsindex
T Sc (w) =
1
Nc − 1
∑
c′ 6=c
T Scc′(w) (5.6)
definiert. Positive Werte fu¨r T Sc (w) deuten darauf hin, dass die durch den Kontakt c
abgetastete Hirnregion Rc aktiv ist und im Mittel alle anderen Hirnregionen beeinflusst.
Ist T Sc (w) hingegen negativ, so deutet dies auf eine passive Hirnregion hin, die im Mittel
von allen anderen Regionen getrieben wird.
Um zu u¨berpru¨fen, ob Amplitudenwerte von T Sc (w) wa¨hrend des pra¨iktualen Intervalls
zu ho¨heren oder niedrigeren Werten tendieren, wurden zuna¨chst die Absolutwerte von
∆AROC ohne eine statistische Validierung mit der Methode der Anfallszeitensurrogate
untersucht. Abbildung 5.11 zeigt die Abweichung der erhaltenen ROC–Fla¨chen von 0,5
fu¨r drei verschiedene angenommene Dauern tpre des pra¨iktualen Intervalls, wobei fu¨r die
einzelnen Patienten jeweils der Wert fu¨r den Elektrodenkontakt mit der gro¨ßten Abwei-
chung ∆AmaxROC gezeigt ist. Mit dem Evaluierungsschema E1 konnte fu¨r die Mehrheit der
Patienten eine Tendenz hin zu niedrigeren pra¨iktualen Werten fu¨r T Sc (w) fu¨r die ange-
nommenen pra¨iktualen Dauern tpre festgestellt werden, da ∆A
max
ROC fu¨r diese Patienten
positive Werte annahm. Dieser Effekt wurde fu¨r tpre =60 min und tpre =240 min bei 11
und fu¨r tpre =120 min bei 10 von 17 Patienten beobachtet. Zudem fiel auf, dass ∆A
max
ROC
fu¨r 11 der 17 Patienten nahezu unabha¨ngig von der angenommenen pra¨iktualen Dauer
war, da die Abweichungen bei diesen Patienten sowohl im Betrag als auch in der Rich-
tung der Abweichung sehr a¨hnliche Werte annahmen. Dieses deutet darauf hin, dass
der Unterschied zwischen der pra¨iktualen und interiktualen Verteilung fu¨r alle unter-
suchten Dauern tpre durch Amplitudenwerte von T
S
c (w) aus dem interiktualen Intervall
dominiert wurde. Um zu u¨berpru¨fen, ob die mit dem Evaluierungsschema E1 erhalte-
nen Unterschiede in den Verteilungen auch bei Anwendung des Evaluierungsschemas
E2 beobachtet werden ko¨nnen, wurden die pra¨– und interiktualen Verteilungen gema¨ß
des Schemas E2 definiert und die Analyse erneut durchgefu¨hrt, wobei allerdings keine
eindeutige Tendenz fu¨r ∆AmaxROC festgestellt werden konnte (vgl. Abb. 5.11 (unten)).
Die Ergebnisse der statistischen Validierung mit der Methode der Anfallszeitensurrogate
sind fu¨r die Evaluierungsschemata E1 und E2 in Tabelle 5.3 zusammengefasst. Fu¨r die
untersuchten Patienten ist dort die Anzahl der Hirnregionen Rc eingetragen, die fu¨r die
jeweilige Hypothese H1 bzw. H2 und angenommene pra¨iktuale Dauern mit einem Signi-
fikanzniveau von α = 0, 05 signifikante A¨nderungen in der Interaktionsrichtung vor epi-
leptischen Anfa¨llen zeigten. Bei einem Signifikanzniveau von α = 0, 05 kann bei Nc = 20
Elektrodenkontakten pro Patient statistisch gesehen ein signifikanter Unterschied zwi-
schen der pra¨iktualen und der interiktualen Amplitudenverteilung von T Sc (w) zufa¨llig fu¨r
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E1 E2
240 min 120 min 60 min 240 min 120 min 60 min
Pat. Id. H1 H2 H1 H2 H1 H2 H1 H2 H1 H2 H1 H2
A 0 1 0 0 2 1 0 0 0 0 4 1
B 0 0 0 0 0 0 0 2 0 0 0 0
C 1 1 0 0 0 0 0 1 0 0 0 0
E 0 0 1 0 2 1 1 0 2 0 8 7
F 1 0 7 0 6 0 0 0 0 0 0 0
H 1 0 1 3 2 0 1 0 1 0 1 0
I 1 0 2 0 2 0 0 0 1 0 0 0
J 0 0 0 1 0 0 1 0 0 0 1 3
K 1 0 2 1 0 0 0 0 0 0 0 0
M 0 0 1 0 0 0 0 0 0 0 1 1
N 0 0 0 0 1 1 2 0 1 0 1 0
O 1 1 1 0 2 1 0 0 0 0 1 2
P 0 0 0 0 0 0 0 0 1 5 1 0
S 0 0 0 1 0 0 0 0 0 0 0 0
T 3 1 0 0 5 1 0 0 0 0 0 0
V 1 0 2 1 2 0 0 0 0 0 3 3
X 1 2 2 3 1 2 2 2 1 3 0 0
Tab. 5.3.: Anzahl der Hirnregionen Rc, die fu¨r die jeweilige Hypothese H1 bzw. H2 und
angenommene pra¨iktuale Dauer nach der Validierung mit der Methode der An-
fallszeitensurrogate mit einem Signifikanzniveau von α = 0, 05 im Vergleich
zum interiktualen Intervall signifikante A¨nderungen in der Interaktionsrich-
tung wa¨hrend des pra¨iktualen Intervalls zeigten.
einen zur Hirnregion Rc korrespondierenden Kontakt erreicht werden. Insgesamt wurden
fu¨r tpre=60 min 70, fu¨r tpre=120 min 44 und fu¨r tpre=240 min 29 Hirnregionen gefun-
den, die im pra¨iktualen Intervall signifikante A¨nderungen in der Interaktionsrichtung
zeigten. Dieses ist ein Hinweis darauf, dass Vorla¨uferstrukturen epileptischer Anfa¨lle bei
der Untersuchung des Einflusses einer bestimmten Hirnregion auf alle andere Hirnregio-
nen scheinbar eher auf ku¨rzeren Zeitskalen detektierbar sind. Die Hypothese H1 eines
pra¨iktualen Abfalls der Amplitudenwerte von T Sc (w) wurde insgesamt fu¨r 90 Hirnregio-
nen erfu¨llt, die umgekehrte Hypothese H2 erfu¨llten 53 Regionen.
Die separate Anwendung der Evaluierungsschemata E1 und E2 ergab fu¨r alle Patienten
mindestens eine Hirnregion Rc mit signifikanten Unterschieden zwischen der pra¨iktualen
und der interiktualen Amplitudenverteilung von T Sc (w). Nur bei zwei der 17 Patienten
wurden mit dem Schema E1 fu¨r keine der drei angenommenen pra¨iktualen Dauern signi-
fikante Unterschiede festgestellt. Fu¨r vier der 17 Patienten konnten mit dem Schema E2
keine signifikanten Unterschiede beobachtet werden. Durch die insgesamt hohe Anzahl
der Hirnregionen mit signifikanten Unterschieden zwischen den Verteilungen liegt die
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E1 ∧ E2
240 min 120 min 60 min
Pat. Id. H1 H2 H1 H2 H1 H2
A 0 0 0 0 2 0
B 0 0 0 0 0 0
C 0 0 0 0 0 0
E 0 0 1 0 0 0
F 0 0 0 0 0 0
H 0 0 0 0 0 0
I 0 0 0 0 0 0
J 0 0 0 0 0 0
K 0 0 0 0 0 0
M 0 0 0 0 0 0
N 0 0 0 0 0 0
O 0 0 0 0 0 0
P 0 0 0 0 0 0
S 0 0 0 0 0 0
T 0 0 0 0 0 0
V 0 0 0 0 1 0
X 0 1 1 2 0 0
Tab. 5.4.: Anzahl der Hirnregionen Rc, die fu¨r die jeweilige Hypothese und angenomme-
ne pra¨iktuale Dauer nach der Validierung mit der Methode der Anfallszeiten-
surrogate sowohl fu¨r das Evaluierungsschema E1 als auch fu¨r E2 mit einem
Signifikanzniveau von α = 0, 05 im Vergleich zum interiktualen Intervall si-
gnifikante A¨nderungen in der Interaktionsrichtung wa¨hrend des pra¨iktualen
Intervalls zeigten.
Vermutung nahe, dass diese zu einem großen Teil durch einen statistischen Effekt und
nicht durch tatsa¨chlich detektierte Vorla¨uferstrukturen epileptischer Anfa¨lle hervorge-
rufen wurden. Zur Kontrolle dieser Vermutung wurde u¨berpru¨ft, ob fu¨r die jeweiligen
Patienten Hirnregionen existieren, fu¨r die fu¨r eine bestimmte Hypothese und pra¨iktuale
Dauer signifikante Unterschiede in der Interaktionsrichtung sowohl bei Anwendung von
E1 als auch fu¨r E2 festgestellt wurden. Tabelle 5.4 zeigt die auf diese Weise erhal-
tene Anzahl der signifikanten A¨nderungen im Informationsfluss vor Anfa¨llen. Nur fu¨r
vier der 17 Patienten wurden Hirnregionen Rc beobachtet, die sowohl bei der Evalu-
ierung mit dem Schema E1 als auch mit E2 signifikante Unterschiede in der Richtung
der Interaktion zwischen dem pra¨– und interiktualen Intervall aufwiesen. Dabei wurde
die Hypothese H1 durch fu¨nf Hirnregionen und die Hypothese H2 durch drei Regionen
erfu¨llt. Ebenfalls konnte keine klare Tendenz im Hinblick auf die Dauer des pra¨iktualen
Intervalls beobachtet werden: Wa¨hrend fu¨r tpre=60 min insgesamt drei und fu¨r tpre=120
min vier Hirnregionen signifikante A¨nderungen in der Interaktionsrichtung zeigten, war
fu¨r tpre=240 min nur eine Region Rc mit signifikanten Unterschieden zu beobachten.
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Abb. 5.12.: Beispiel fu¨r den globalen Einfluss einer bestimmten Hirnregion auf alle ande-
ren Hirnregionen charakterisiert durch die Kenngro¨ße T Sc (w) (Kontakt TL06
des Patienten X). Die Unterschiede zwischen der pra¨iktualen und der inte-
riktualen Verteilung der Amplitudenwerte von T Sc (w) waren nach E1 und E2
signifikant (E1: ∆AROC(120 min) = 0, 25; E2: ∆AROC(120 min) = 0, 21).
Abbildung 5.12 zeigt ein Beispiel fu¨r den globalen Einfluss T Sc (w) der durch den Kon-
takt TL06 abgetasteten Hirnregion auf alle anderen Hirnregionen des Patienten X. Die
Gesamtdauer der Aufnahme betrug 59 Stunden, wa¨hrend derer der Patient zwei Anfa¨lle
erlitt. Im Zeitraum von 60 bis 120 Minuten vor den Anfa¨llen war ein Absinken der Am-
plitudenwerte von T S
TL06
(w) erkennbar. Wa¨hrend T S
TL06
(w) im interiktualen Intervall im
Mittel positive Werte annahm, wurden in den pra¨iktualen Intervallen negative Werte an-
genommen. Dieses deutet darauf hin, dass die besagte Hirnregion bei diesem Patienten
im interiktualen Intervall Einfluss auf alle andere Hirnregionen ausu¨bte und vor Anfa¨llen
im Mittel von allen anderen Hirnarealen beeinflusst wurde. Die Unterschiede zwischen
der pra¨iktualen und der interiktualen Verteilung der Kenngro¨ße T S
TL06
(w) waren sowohl
nach der Evaluierung mit dem Schema E1 (∆AROC(120 min) = 0, 25) als auch nach der
Evaluierung mit dem Schema E2 (∆AROC(120 min) = 0, 21) mit α = 0, 05 signifikant.
Obwohl mit der Analyse der globalen Interaktionsrichtung im Hinblick auf Vorla¨uferstrukturen
epileptischer Anfa¨lle nach der Validierung mit den verschiedenen Evaluierungsschema-
ta Hirnregionen gefunden wurden, die signifikante Unterschiede zwischen der pra¨– und
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interiktualen Amplitudenverteilung der Kenngro¨ße T Sc (w) aufwiesen, konnte keine kon-
sistente Tendenz zu Vera¨nderungen in eine bestimmte Richtung (gro¨ßerer oder kleinerer
Einfluss einer Hirnregion vor epileptischen Anfa¨llen) festgestellt werden. Sowohl fu¨r das
Evaluierungsschema E1 als auch fu¨r E2 wurde jedoch fu¨r ku¨rzere pra¨iktuale Dauern eine
ho¨here Anzahl Hirnregionen beobachtet, die signifikante A¨nderungen in der pra¨iktualen
Amplitudenverteilung des Direktionalita¨tsindexes gegenu¨ber dem interiktualem Intervall
zeigten.
5.5.6. Charakterisierung von Voranfallszusta¨nden durch die
lokale Interaktionsrichtung
Die Analyse der globalen Interaktionsrichtung ergab kein einheitliches Bild hinsichtlich
der A¨nderungen in der Gehirndynamik vor epileptischen Anfa¨llen. Mo¨glicherweise treten
Vera¨nderungen in der Gehirndynamik vor Anfa¨llen nicht global, sondern nur zwischen
bestimmten Hirnregionen auf und ko¨nnen deshalb mit dem im vorherigen Abschnitt
analysierten Einfluss einer bestimmten Hirnregion auf alle anderen Hirnregionen durch
die Bildung eines Mittelwertes nicht detektiert werden. Um zu untersuchen, ob detek-
tierbare A¨nderungen der Gehirndynamik im pra¨iktualen Intervall durch die Analyse
der Interaktionsrichtung zwischen verschiedenen Gehirnregionen erfasst werden ko¨nnen,
wurde der lokale Einfluss einer bestimmten Hirnregion auf andere eng begrenzte Hir-
nareale herangezogen. Dazu wurde analog zu der Untersuchung in Kapitel 5.5.5 vorge-
gangen. Zuna¨chst wurde der Direktionalita¨tsindex T Scc′(w) fu¨r die Kontakte c und c
′ mit
c, c′ ∈ {TL01, . . . ,TL10,TR01, . . . ,TR10} fu¨r jedes Datenfenster w mit N = 4096 Da-
tenpunkten berechnet. Die Amplitudenwerte von T Scc′(w) wurden abha¨ngig davon, ob die
korrespondierenden SEEG–Zeitreihen im interiktualen oder pra¨iktualen Intervall aufge-
zeichnet wurden, der entsprechenden Verteilung zugeordnet und die ROC–Fla¨che zur
Quantifizierung der Trennbarkeit der Amplitudenverteilungen berechnet.
Zuna¨chst wurden die Absolutwerte von∆AROC ohne eine statistische Validierung mit der
Methode der Anfallszeitensurrogate hinsichtlich einer Tendenz zu ho¨heren oder niedri-
geren Werten von T Scc′(w) wa¨hrend des pra¨iktualen Intervalls untersucht. Abbildung 5.13
zeigt die maximale Abweichung ∆AmaxROC fu¨r die beiden Evaluierungsschemata und ver-
schiedene angenommenen Dauern tpre des interiktualen Intervalls fu¨r alle Patienten. Wie
schon bei der Analyse der globalen Interaktionsrichtung (vgl. Kapitel 5.5.5) beobachtet,
war ∆AmaxROC bei Anwendung des Evaluierungsschemas E1 bei 15 von 17 Patienten nahezu
unabha¨ngig von der Dauer des pra¨iktualen Intervalls. Eine Tendenz hin zu la¨ngeren oder
ku¨rzeren pra¨iktualen Dauern tpre konnte mit keinem der beiden Evaluierungsschemata
beobachtet werden.
In Abbildung 5.14 sind die Abweichungen ∆AROC beispielhaft fu¨r den Patienten A ge-
zeigt. Deutlich zu erkennen ist, dass ∆AROC fu¨r das Evaluierungsschema E1 kaum von
der Dauer des angenommenen pra¨iktualen Intervalls abhing. Fu¨r alle untersuchten Dau-
ern tpre nahm die Kenngro¨ße ∆AROC bei diesem Patienten fu¨r den Kontakt TL04, der
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Abb. 5.13.: Maximale Abweichung ∆AmaxROC fu¨r drei verschiedene angenommene Dauern
tpre des pra¨iktualen Intervalls fu¨r das Evaluierungsschema E1 (oben) und
das Schema E2 (unten). Je gro¨ßer ∆AmaxROC , desto besser ist die Amplituden-
verteilung des Direktionalita¨tsindexes T Scc′(w) aus dem pra¨iktualen Intervall
von derjenigen aus dem interiktualen Intervall trennbar.
im epileptischen Fokus lokalisiert war positive Werte an, was darauf hindeutet, dass
T S
TL04 c′(w) im pra¨iktualen Intervall niedrigere Werte annahm als im interiktualen In-
tervall. Zudem konzentrierten sich die mit der Methode der Anfallszeitensurrogte als
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signifikant identifizierten A¨nderungen in der Interaktionsrichtung bei diesem Patienten
auf Hirnregionen, die fokal oder direkt zum Fokus benachbart waren. Die Analyse der
Trennbarkeit der pra¨– und interiktualen Amplitudenverteilungen von T Scc′(w) mit dem
Schema E2 zeigte deutliche Unterschiede unter der Annahme verschiedener Dauern tpre.
Die fu¨r tpre =240 min fu¨r ∆AROC erhaltenen Werte waren a¨hnlich zu den mit dem Evalu-
ierungsschema E1 erhaltenen Ergebnissen, wobei jedoch keine signifikanten Unterschiede
in den Amplitudenverteilungen beobachtet werden konnten. Fu¨r eine pra¨iktuale Dauer
von 120 min nahm T S
TL04 c′(w) im pra¨– und interiktualen Intervall a¨hnliche Werte an
und ∆AROC(TL04 c
′) nahm positive Werte nahe Null an. Ein anderes Bild zeigte sich
bei der Annahme einer pra¨iktualen Dauer von 60 min. Wa¨hrend der epileptische Fokus
bei diesem Patienten fu¨r la¨ngere Dauern tpre niegrigere Amplitudenwerte der Kenngro¨ße
T S
TL04 c′(w) im pra¨iktualen Intervall zeigte, war fu¨r tpre=60 min keine A¨nderung der
Amplitudenwerte vor Anfa¨llen zu beobachten. Zu dem Fokus benachbarte Hirnregionen
dagegen, die durch die Kontakte TL07–TL10 abgetastet wurden, schienen auf dieser
Zeitskala vor Anfa¨llen kontralaterale Hirnregionen sta¨rker zu beeinflussen.
Tabelle 5.5 fasst die Ergebnisse der Evaluierungsschemata E1 und E2 zusammen. Fu¨r
die untersuchten Patienten ist dort die Anzahl der Kombinationen {Rc, Rc′} eingetragen,
die fu¨r die jeweilige angenommene pra¨iktuale Dauer nach der Validierung mit der Me-
thode der Anfallszeitensurrogate mit einem Signifikanzniveau von α = 0, 05 signifikante
A¨nderungen in der Interaktionsrichtung im pra¨iktualen Intervall zeigten. Auf eine Un-
terscheidung zwischen den Hypothesen H1 und H2 wurde hier verzichtet, da T Scc′(w) anti-
symmetrisch ist und daher T Scc′(w) = −T
S
c′c(w) und damit ∆AROC(c, c
′) = −∆AROC(c
′, c)
gilt. Pro Patient kann bei einem Signifikanzniveau von α = 0, 05 bei 190 nichtredun-
danten Kombinationen statistisch gesehen ein signifikanter Unterschied zwischen der
pra¨iktualen und der interiktualen Amplitudenverteilung von T Scc′(w) zufa¨llig fu¨r zehn
Kombinationen erreicht werden. Insgesamt wurden fu¨r alle Patienten fu¨r tpre=60 min
760, fu¨r tpre=120 min 499 und fu¨r tpre=240 min 384 signifikante A¨nderungen im In-
formationsfluss vor Anfa¨llen gefunden. Auch hier wurde somit eine Tendenz hin zu
ku¨rzeren Dauern des pra¨iktualen Intervalls gefunden. Dieses ist ein Hinweis darauf, dass
Vorla¨uferstrukturen epileptischer Anfa¨lle bei der Untersuchung des Einflusses einer be-
stimmten Hirnregion auf andere Hirnregionen eher auf ku¨rzeren Zeitskalen detektierbar
zu sein scheinen.
Die Anwendung des Evaluierungsschemas E1 zeigte fu¨r angenommene pra¨iktuale Dau-
ern tpre =60 min und tpre =120 min bei allen Patienten mindestens eine Kombination
mit signifikanten A¨nderungen im Informationsfluss vor epileptischen Anfa¨llen. Fu¨r eine
pra¨iktuale Dauer tpre =240 min wurde mit E1 bei nur einem Patienten keine signifi-
kante Trennbarkeit der Amplitudenverteilungen gefunden. Insgesamt wurden mit dem
Evaluierungsschema E2 zwar deutlich weniger signifikante Kombinationen (688 signifi-
kante Kombinationen mit E2 gegenu¨ber 955 Kombinationen mit E1) gefunden, allerdings
wurden auch hier fu¨r alle Patienten signifikante A¨nderungen in der Gehirndynamik fu¨r
mindestens eine der angenommenen pra¨iktualen Dauern beobachtet.
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Abb. 5.14.: Abweichung ∆AROC fu¨r drei angenommene Dauern tpre des pra¨iktualen In-
tervalls fu¨r das Evaluierungsschema E1 (links) und das Schema E2 (rechts)
berechnet aus SEEG–Daten des Patienten A. Eine positive Abweichung
entspricht hierbei dem Fall, dass der Direktionalita¨tsindex T Scc′(w) in den
pra¨iktualen Intervallen im Mittel kleinere Werte annahm als in den inte-
riktualen Intervallen. Kombinationen {Rc, Rc′}, fu¨r die signifikante Unter-
schiede in den Verteilungen beobachtet wurden, sind mit schwarzen Punkten
markiert.
Die hohe Anzahl der mit den Evaluierungsschemata E1 bzw. E2 gefundenen Kombi-
nationen, die als signifikant eingestufte A¨nderungen in der Gehirndynamik aufwiesen,
deutet auch hier auf einen statistischen Effekt hin. Der bei den multiplen Paarverglei-
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E1 E2
Pat. Id. 240 min 120 min 60 min 240 min 120 min 60 min
A 8 7 12 0 3 18
B 4 7 9 11 7 1
C 30 5 3 8 0 13
E 0 17 50 0 26 123
F 25 22 25 1 18 1
H 13 19 31 11 16 27
I 10 21 21 9 3 0
J 7 6 1 8 0 60
K 45 19 22 0 8 0
M 1 11 19 5 10 18
N 5 17 31 20 15 4
O 26 24 46 0 6 34
P 1 3 1 1 34 6
S 4 4 1 0 3 20
T 53 54 43 0 10 0
V 14 19 19 1 2 49
X 32 44 44 31 39 8
Tab. 5.5.: Anzahl der Kombinationen {Rc, Rc′}, die fu¨r die jeweilige angenommene
pra¨iktuale Dauer nach der Validierung mit der Methode der Anfallszeiten-
surrogate mit einem Signifikanzniveau von α = 0, 05 signifikante A¨nderungen
in der Interaktionsrichtung im pra¨iktualen Intervall zeigten.
chen gemachte Fehler ko¨nnte durch eine Anpassung des Signifikanzniveaus verkleinert
werden (z.B. durch die Bonferroni–Korrektur). Mit der Methode der Anfallszeitenzur-
rogate ist dieses jedoch nicht realisierbar, da die einzelnen Datensa¨tze sehr viele Anfa¨lle
enthalten mu¨ssten, um eine geeignete Anzahl an Surrogaten zu generieren. Um dennoch
einen Hinweis darauf zu bekommen, ob die mit E1 und E2 als signifikant eingestuften
A¨nderungen in der Gehirndynamik mo¨glicherweise durch einen Voranfallszustand her-
vorgerufen wurden, wurde die Existenz von Hirnregionen u¨berpru¨ft, die sowohl nach der
Evaluierung mit E1 als auch mit E2 im Vergleich zum interiktualen Intervall signifikante
Unterschiede in der Interaktionsrichtung im pra¨iktualen Intervall zeigten. Tabelle 5.6
zeigt die Anzahl der Kombinationen, deren Evaluierung mit beiden Schemata E1 und
E2 signifikante A¨nderungen in der Interaktionsrichtung vor epileptischen Anfa¨llen zeig-
te. Bei 13 der 17 Patienten wurde fu¨r mindestens eine der angenommenen Dauern tpre
eine Kombination {Rc, Rc′} gefunden, die signifikante A¨nderungen zwischen pra¨iktualen
und interiktualen Amplitudenwerten von T Scc′(w) zeigte. Im Hinblick auf die Dauer des
pra¨iktualen Intervalls wurden die Ergebnisse aus der Untersuchung des globalen Informa-
tionsflusses besta¨tigt. Wa¨hrend fu¨r tpre =240 min insgesamt nur 19 Kombinationen mit
signifikanten A¨nderungen im Informationsfluss gefunden wurden, zeigten fu¨r tpre =120
min 53 und fu¨r tpre =60 min 71 Kombinationen signifikante A¨nderungen in der Dynamik
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E1 ∧ E2
Pat. Id. 240 min 120 min 60 min
A 0 2 0
B 1 0 0
C 0 0 0
E 0 5 28
F 0 5 0
H 0 6 9
I 0 0 0
J 3 0 0
K 0 0 0
M 0 1 8
N 1 6 0
O 0 1 17
P 0 1 0
S 0 0 0
T 0 6 0
V 0 2 7
X 14 18 2
Tab. 5.6.: Anzahl der Kombinationen {Rc, Rc′}, die fu¨r die jeweilige angenommene
pra¨iktuale Dauer nach der Validierung mit der Methode der Anfallszeiten-
surrogate sowohl fu¨r das Evaluierungsschema E1 als auch fu¨r E2 mit einem
Signifikanzniveau von α = 0, 05 signifikante A¨nderungen in der Interaktions-
richtung im pra¨iktualen Intervall zeigten.
vor Anfa¨llen. Damit war auch hier ein Trend hin zu ku¨rzeren Dauern des pra¨iktualen
Intervalls erkennbar. Interessant ist, dass Patienten, fu¨r die signifikante A¨nderungen fu¨r
tpre =60 min gefunden wurden, keine signifikanten A¨nderungen fu¨r tpre =240 min zeigten
(ausgenommen Patient X, fu¨r den fu¨r alle untersuchten Dauern tpre signifikante Kom-
binationen gefunden wurden). Patienten, fu¨r die signifikante A¨nderungen fu¨r tpre =240
min beobachtet werden konnten, zeigten dagegen keine signifikanten A¨nderungen in der
Interaktionsrichtung auf ku¨rzeren Zeitskalen von 60 min. Dieses Ergebnis ko¨nnte ein
Hinweis darauf sein, dass die Zeitskalen auf denen A¨nderungen in der Gehirndynamik
vor epileptischen Anfa¨llen auftreten, patientenspezifisch sind und nicht pauschalisiert
werden ko¨nnen.
Um zu u¨berpru¨fen, inwiefern die mit dem Index T Scc′(w) erhaltenen Unterschiede zwischen
der interiktualen und pra¨iktualen Amplitudenverteilung einen konsistenten ra¨umlichen
Bezug zum Fokus zeigen, wurde die Abweichung der ROC–Fla¨che von 0,5 fu¨r Kombina-
tionen {Rc, Rc′} analysiert, die mindestens einen fokalen Kontakt c enthielten. Zu diesem
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Abb. 5.15.: Abweichung ∆AfROC fu¨r drei angenommene Dauern tpre des pra¨iktualen In-
tervalls fu¨r das Evaluierungsschema E1 (oben) und das Schema E2 (unten).
Eine positive Abweichung entspricht hierbei dem Fall, dass der Direktiona-
lita¨tsindex T Scc′(w) fu¨r fokale Elektrodenkontakte c in den pra¨iktualen Inter-
vallen im Mittel kleinere Werte annahm als in den interiktualen Intervallen.
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Zweck wurde die Kenngro¨ße
∆AfROC =
1
(Nc − 1)N
f
c
∑
c∈fokal
∆AROC(c, c
′) (5.7)
definiert, die die mittlere Abweichung der ROC–Fla¨che vom Wert 0,5 basierend auf dem
Index T Scc′(w) quantifiziert, wobei die N
f
c Kontakte c in fokalen Hirnregionen liegen und
Nc die Anzahl aller Kontakte bezeichnet. Die Kenngro¨ße∆A
f
ROC wurde fu¨r die in Tabelle
5.2 aufgelisteten Patienten berechnet (auf eine Analyse der Abweichung ∆AfROC fu¨r den
Patienten P wurde verzichtet, da die fokalen Hirnregionen bei diesem Patienten nicht
durch die in diese Untersuchung eingeschlossenen Tiefenelektroden erfasst wurden).
Abbildung 5.15 zeigt die Abweichung ∆AfROC fu¨r drei verschiedene angenommene Dau-
ern tpre des pra¨iktualen Intervalls fu¨r das Evaluierungsschema E1 (oben) und das Sche-
ma E2 (unten). Positive Werte fu¨r ∆AfROC deuten darauf hin, dass der Informationsfluss
von fokalen Hirnregionen zu anderen Regionen in den pra¨iktualen Intervallen im Mittel
weniger stark ausgepra¨gt war als in den interiktualen Intervallen. Fu¨r das Evaluierungs-
schema E1 war die Abweichung ∆AfROC nahezu unabha¨ngig von der pra¨iktualen Dauer
tpre. Zudem wurden fu¨r elf der 16 Patienten positive Werte fu¨r ∆A
f
ROC erhalten, was
auf einen schwa¨cheren Einfluss der fokalen Hirnregionen auf andere Regionen wa¨hrend
des angenommenen pra¨iktualen Intervalls hindeutet. Die Evaluierung mit dem Schema
E2 hingegen zeigte keine konsistenten A¨nderungen in der Interaktionsrichtung zwischen
fokalen und nicht–fokalen Hirnregionen wa¨hrend des pra¨iktualen Intervalls.
5.6. Diskussion
In diesem Kapitel wurde untersucht, ob sich sowohl ra¨umliche als auch zeitliche Aspekte
der Gehirndynamik bei Epilepsiepatienten mit dem auf der symbolischen Transferentro-
pie basierenden Direktionalita¨tsindex T S charakterisieren lassen. Die ra¨umlichen Aspek-
te der Hirndynamik wurden im Hinblick auf einen mo¨glichen Einfluss der im Rahmen der
pra¨chirurgischen Epilepsiediagnostik als fokal identifizierten Gehirnregionen auf andere
Hirnareale analysiert. Dabei wurde insbesondere die Richtung der dominierenden Kopp-
lung zwischen ipsi– und kontralateraler Hemispha¨re im Hinblick auf eine mo¨gliche Late-
ralisierung untersucht, wobei ausschließlich SEEG–Zeitreihen aus anfallsfreien Interval-
len analysiert wurden. Trotz der Bildung eines Mittelwertes u¨ber Raum und Zeit wurde
fu¨r 21 der 24 untersuchten Patienten ein ho¨herer Informationsfluss von der ipsilateralen
zur kontralateralen Hemispha¨re beobachtet. Dieses Ergebnis deutet darauf hin, dass sich
der epileptische Fokus und die zu diesem benachbarten ipsilateralen Regionen auch in
anfallsfreien Intervallen durch einen erho¨hten Einfluss auf kontralaterale Hirnregionen
auszeichnen. Da durch die Symbolisierung hauptsa¨chlich niederfrequente elektrophysio-
logische Aktivita¨t analysiert wird, ist die Charakterisierung der bevorzugten Richtung
der Kopplung zwischen den Hemispha¨ren mit der symbolischen Transferentropie kon-
sistent zu Ergebnissen anderer Studien [Ost08]. Mit der symbolischen Transferentropie
lassen sich somit auch im anfallsfreien Intervall pathophysiologische Informationsflu¨sse
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charakterisieren, die mit dem Krankheitsbild der Epilepsie zusammenha¨ngen.
Die Mo¨glichkeit der Identifizierung der fokalen Hirnhemispha¨re oder sogar der exakten
Lage des epileptischen Fokus ohne die Notwendigkeit der Aufnahme von Anfallsakti-
vita¨t wa¨re von großer Bedeutung, insbesondere fu¨r die pra¨chirurgische Diagnostik und
der damit verbundenen Planung eines chirurgischen Eingriffs. Bei der Untersuchung
der Fragestellung, ob fokale oder zum epileptischen Fokus benachbarte Hirnregionen
einen ho¨heren Einfluss auf kontralaterale Hirnstrukturen ausu¨ben, ergab sich jedoch
kein einheitliches Bild. Etwa bei der Ha¨lfte der Patienten war der Fokus aktiv und trieb
Hirnregionen der gegenu¨berliegenden Gehirnha¨lfte, bei den u¨brigen Patienten war der
epileptische Fokus im Vergleich zu benachbarten Regionen weniger aktiv. Damit konn-
te nicht zweifelsfrei gekla¨rt werden, ob fokale Hirnregionen oder zu ihnen benachbarte
Bereiche einen gro¨ßeren Einfluss auf kontralaterale Hirnregionen ausu¨ben. Da jedoch
generell ein erho¨hter Einfluss der ipsilateralen Hemispha¨re auf die gegenu¨berliegende
Hirnha¨lfte beobachtet wurde, scheint die permanente pathologische Aktivita¨t nicht auf
den epileptischen Fokus begrenzt zu sein, sondern kann durchaus auch von anderen ip-
silateralen Gehirnregionen ausgehen. Obwohl bisher nur wenige bivariate Kenngro¨ßen,
mit denen sich die Richtung einer Interaktion charakterisieren la¨sst, zur Analyse des
Einflusses fokaler Hirnregionen auf andere Hirnareale genutzt wurden, konnten auch in
anderen Studien pathologische gerichtete Interaktionen identifiziert werden, deren Quel-
le nicht der epileptische Fokus, sondern andere, weit entfernte oder sogar kontralaterale
Hirnregionen waren [OMSL07, OMWL07, PL08]. Diese Erkenntnisse ko¨nnten somit zur
aktuellen Diskussion u¨ber die Rolle von Gehirnregionen, die zwar außerhalb des epilepti-
schen Fokus liegen, jedoch in die Anfallsgenerierung involviert sind, beitragen. Denkbar
wa¨re beispielsweise eine Erweiterung des Konzeptes des epileptischen Fokus hin zu einem
epileptischen Netzwerk [Spe02, GRT+06, LBH+09], in dem sich epileptogene Interaktio-
nen u¨ber große Teile des Gehirns erstrecken.
Um Hinweise auf Anfallsvorboten in elektrophysiologischen Zeitreihen zu finden wurde
sowohl der Einfluss einer bestimmten Hirnregion auf alle anderen Hirnareale als auch die
Interaktionsrichtung zwischen zwei bestimmten Hirnregionen untersucht. Dabei konnten
Hirnregionen identifiziert werden, die vor epileptischen Anfa¨llen eine A¨nderung in der
Interaktionsrichtung zeigten. Im Einklang mit anderen Studien [Pru08, Ost08, WOEL08]
wurde jedoch auch bei der Analyse mit der symbolischen Transferentropie eine signifi-
kant verminderte beziehungsweise erho¨hte Aktivita¨t bestimmter Hirnregionen in etwa
mit gleicher Ha¨ufigkeit beobachtet.
Mit beiden Evaluierungsschemata wurden Hirnregionen gefunden, die signifikante A¨nderungen
in der Interaktionsrichtung zwischen dem inter– und pra¨iktualen Intervall zeigten. Wa¨hrend
jedoch fu¨r das Evaluierungsschema E1 kaum eine Abha¨ngigkeit von der Dauer tpre zu
beobachten war, wurden mit dem Schema E2 dagegen zum Teil deutliche Unterschiede
festgestellt. Dieses Ergebnis la¨sst sich durch die ungleichen Besetzungen der interiktualen
Verteilungen erkla¨ren. Im Schema E1 fließen alle nicht zum pra¨iktualen, iktualen oder
postiktualen Intervall korrespondierenden Amplitudenwerte des Direktionalita¨tsindexes
in die interiktuale Amplitudenverteilung ein. Dadurch ko¨nnen Amplitudenwerte, die bei-
spielsweise durch zirkadiane Rhythmen oder Vera¨nderungen in der Medikation des Pa-
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tienten bedingt sind und unabha¨ngig von einem mo¨glichen Voranfallszustand auftreten
[MKR+05], die interiktuale Verteilung dominieren. Folge dieser ungleichen Verteilun-
gen wa¨re eine Abweichung der ROC–Fla¨che vom Wert 0,5, obwohl keine durch einen
Voranfallszustand bedingten A¨nderungen in der Gehirndynamik existieren. Aus diesem
Grund wurde zusa¨tzlich das Evaluierungsschema E2 angewendet, in welchem ausschließ-
lich Amplitudenwerte, die aus SEEG–Zeitreihen, die mindestens tpre und ho¨chstens
2tpre vor epileptischen Anfa¨llen aufgezeichnet wurden, fu¨r die interiktuale Verteilung
beru¨cksichtigt wurden. Durch diese Vorgehensweise wurde ein unmittelbarer Bezug zum
extremen Ereignis Anfall hergestellt und zudem eine gleiche Besetzungsdichte der pra¨–
und interiktualen Verteilungen gewa¨hrleistet. Fu¨r einige Patienten wurden Hirnregionen
gefunden, die sowohl nach der Evaluierung mit dem Schema E1 als auch mit E2 signifi-
kante A¨nderungen in der Richtung der Interaktion im pra¨iktualen Intervall zeigten. In
Anbetracht der großen Anzahl nichtredundanter Kombinationen gestaltet sich die Inter-
pretation dieses Ergebnisses jedoch besonders schwierig, da eine Anpassung des Signifi-
kanzniveaus bei der Validierung mit der Methode der Anfallszeitensurrogate [AMK+03]
auf Grund der geringen Anzahl der Anfa¨lle nicht mo¨glich war. Insbesondere ist die gerin-
ge Anzahl der Hirnregionen, die signifikante A¨nderungen in der Interaktionsrichtung vor
Anfa¨llen zeigten, vereinbar mit der durch das Signifikanzniveau vorgegebenen Anzahl
zufa¨lliger Korrelationen. Die Hypothese, dass kein Voranfallszustand existiert und der
U¨bergang zur Anfallsaktivita¨t ein abruptes Pha¨nomen ist, ließ sich somit nicht verwerfen.
Bedingt durch das niedrige, mit dem Index γ beobachtete Synchronisationsniveau, konn-
te eine Richtung der Wechselwirkung zwischen verschiedenen Hirnregionen detektiert
werden. Die Interpretation von Ergebnissen, die aus Zeitreihen von Systemen mit weitest-
gehend unbekannten Dynamiken gewonnen wurden, gestaltet sich jedoch generell sehr
schwierig, da meist unbekannt ist, inwiefern die Sta¨rke der Interaktion zwischen zwei Sys-
temen die Detektierbarkeit der Interaktionsrichtung limitiert oder sogar fa¨lschlicherweise
zu einer Detektion derselben fu¨hrt [OMWL08]. Bislang existieren jedoch nur wenige
Methoden zur Validierung der mit bivariaten Kenngro¨ßen charakterisierten Wechselwir-
kungen [SS00, AMK+03, TRK+06, SWTP07]. Eine große Schwierigkeit bei der Ent-
wicklung neuer Validierungsmethoden bildet die Tatsache, dass nicht unbedingt die in-
trinsischen Eigenschaften (wie z.B. Mittelwert und Varianz) der Kenngro¨ßen, sondern
vielmehr die Kopplung der Systeme zu einer fehlerhaften Quantifizierung der Interaktion
fu¨hrt. Methoden zur Erzeugung von Surrogaten, mit denen sich die Sta¨rke und Richtung
der Wechselwirkung validieren la¨sst, wurden zwar vorgestellt, ob diese Konzepte jedoch
auch auf die Validierung der mit der symbolischen Transferentropie gewonnen Ergebnis-
se u¨bertragbar sind, ist bislang unbekannt.
Kritisch anzumerken ist auch, dass bislang ungekla¨rt ist, inwiefern sich bivariate Ansa¨tze
zur Untersuchung multivariater Daten eignen [AK04, BKK04, BL06, MWKB06, SWD+06],
da bei der Analyse eines Netzwerks, welches aus drei oder mehr interagierenden Teil-
systemen besteht, mittels einer bivariaten Kenngro¨ße nicht zwischen direkten und in-
direkten Interaktionen unterschieden werden kann [SWD+06, NRT+10]. Multivariate
Ansa¨tze zur Charakterisierung einer Interaktionsrichtung sind jedoch a¨ußerst selten
[BKK04, Ver05, FP07, SEJ+09]. Ob sich mit diesen Methoden – insbesondere im Hinblick
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auf die Analyse der Interaktionsrichtung im epileptischen Gehirn – neue Erkenntnisse
erzielen lassen, muss in zuku¨nftigen Studien gekla¨rt werden.
6. Zusammenfassung und Ausblick
Im Rahmen der vorliegenden Arbeit wurde untersucht, inwiefern eine Charakterisie-
rung der Kopplungsrichtung zwischen komplexen dynamischen Systemen mit einer auf
Konzepten der nichtlinearen Dynamik, der Informationstheorie und der symbolischen
Dynamik basierenden Kenngro¨ße mo¨glich ist. Hierzu wurde zuna¨chst die symbolische
Transferentropie definiert und ihre generelle Eignung zum Nachweis von gerichteten
Kopplungen anhand von synthetischen Zeitreihen, die aus den Bewegungsgleichungen
bekannter nichtlinearer Systeme gewonnen wurden, u¨berpru¨ft. Dabei wurde festgestellt,
dass die symbolische Transferentropie bzw. der daraus abgeleiteten Direktionalita¨tsindex
T S grundsa¨tzlich zur Erfassung von direktionalen Kopplungen zwischen dynamischen
Systemen geeignet ist. Dabei kommt den beiden zur Berechnung der symbolischen Trans-
ferentropie beno¨tigten Parametern Einbettungsdimension m und Zeitverzo¨gerung l ein
unterschiedlicher Stellenwert zu. Fu¨r Einbettungsdimensionen m ≥ 7 war eine Charak-
terisierung der Interaktionsrichtung basierend auf synthetischen Zeitreihen fu¨r die unter-
suchten Fensterla¨ngen nicht mo¨glich. Dieses Ergebnis ließ sich jedoch durch die unzurei-
chende Anzahl der Datenpunkte in einem Analysefenster erkla¨ren. Um Fehlinterpretatio-
nen zu vermeiden sollte daher der Zusammenhangm! ≤ N [CTG+04, SL07] zwischen der
Einbettungsdimension und der Anzahl der Datenpunkte erfu¨llt sein. Fu¨r eine feste Ein-
bettungsdimension zeigte der Direktionalita¨tsindex nur eine schwache Abha¨ngigheit von
der Zeitverzo¨gerung. Bei der Analyse stark synchronisierter dynamischer Systeme konn-
te die Richtung der Interaktion mit dem Direktionalita¨tsindex nicht detektiert werden
(vgl. auch [PV07, LPK07, OMWL08]). Dieses konnte darauf zuru¨ckgefu¨hrt werden, dass
der Informationsfluss zwischen dissipativ gekoppelten Systemen klein und somit generell
kaum messbar ist. Die Interpretation der durch den Direktionalita¨tsindex charakteri-
sierten Interaktionsrichtung war daher nicht eindeutig, da nicht zwischen ungekoppelten
und synchronisierten Systemen unterschieden werden konnte. Abhilfe schaffte hier die
Einbeziehung einer Kenngro¨ße zur Charakterisierung der Kopplungssta¨rke in die Analy-
sen. Durch eine simultane Untersuchung von Interaktionsrichtung und -sta¨rke konnten
Fehlinterpretationen vermieden werden. Bei der Analyse von Zeitreihen gekoppelter dy-
namischer Systeme mit unterschiedlichen Eigenfrequenzen wurde festgestellt, dass die
Charakterisierung der Interaktionsrichtung zwischen diesen Systemen fu¨r schwach syn-
chronisierte Systeme mo¨glich war. Fu¨r stark synchronisierte Systeme zeigte sich jedoch
ein deutlicher Einfluss der Eigenfrequenzen auf den Direktionalita¨tsindex: Das langsame-
re System erschien im synchronisierten Fall als Treiber. Schließlich wurde die Robustheit
des Direktionalita¨tsindexes gegenu¨ber Meßrauschen untersucht. Obwohl das kritische
Rausch–Signal–Verha¨ltnis, bei dem der Direktionalita¨tsindex T S auf die Ha¨lfte seines
Wertes im rauschfreien Fall abgefallen ist, stark abha¨ngig von den Eigenschaften der ge-
koppelten Systeme war, wurde mit dem Direktionalita¨tsindex im Vergleich zu anderen
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Kenngro¨ßen zur Messung der Kopplungsrichtung eine erheblich robustere Charakterisie-
rung der Interaktionsrichtung beobachtet (vgl. [OMWL07]). Neben der Quantifizierung
der Interaktionsrichtung zwischen zwei gekoppelten dynamischen Systemen wurde die
Nachweisbarkeit von gerichteten Kopplungen in Netzwerken, die aus einer Vielzahl ein-
zelner, untereinander gekoppelter Teilsysteme bestehen, untersucht. Dabei zeigte sich,
dass die in einem Netzwerk vorhandenen gerichteten Informationsflu¨sse grundsa¨tzlich
mit der symbolischen Transferentropie charakterisiert werden konnten. Eine zusa¨tzliche
U¨berpru¨fung der Ergebnisse mit einer Kenngro¨ße zur Charakterisierung der Kopplungs-
sta¨rke war jedoch auch hier sinnvoll, da bei vollsta¨ndig synchronisierten Systemen eine
Detektion des Informationsflusses mit der verwendeten Methode nicht mo¨glich war.
Zur Demonstration der Charakterisierbarkeit der Interaktionsrichtung in einem unbe-
kannten komplexen dynamischen System wurde die symbolische Transferentropie fu¨r
Zeitreihen hirnelektrischer Aktivita¨t von Patienten mit fokalen Epilepsien berechnet.
Bedingt durch einen fu¨r alle Patienten beobachteten niedrigen Synchronisationsgrad,
der mit Hilfe des Synchronisationsindexes γ [Liu04] erfasst wurde, konnten direktio-
nale Abha¨ngigkeiten zwischen verschiedenen Regionen im epileptischen Gehirn gefun-
den werden. Im anfallsfreien Intervall konnten mit der symbolischen Transferentropie
Hirnstrukturen beobachtet werden, die von den in der pra¨chirurgischen Diagnostik als
epileptischer Fokus identifizierten Hirnregionen als getrieben erschienen. Auffa¨llig dabei
war, dass sich der Einfluss fokaler Hirnregionen nicht auf eng benachbarte Hirnareale
beschra¨nkte, sondern bei zahlreichen Patienten langreichweitige gerichtete Interaktio-
nen zwischen dem epileptischen Fokus und kontralateralen Hirnregionen gefunden wur-
den. Dieses Ergebnis steht im Einklang mit anderen Studien, in denen der Ansatz der
Phasendynamik zur Charakterisierung der Interaktionsrichtung im epileptischen Gehirn
verwendet wurde [OMWL07]. Nicht zweifelsfrei gekla¨rt werden konnte, ob der epilep-
tische Fokus oder dazu direkt benachbarte Hirnregionen einen gro¨ßeren Einfluss auf
kontralaterale Hirnareale ausu¨ben. Nur bei etwa der Ha¨lfte der untersuchten Patienten
konnte ein im Vergleich zu benachbarten Regionen sta¨rkerer Einfluss des epileptischen
Fokus auf Hirnregionen der gegenu¨berliegenden Hemispha¨re beobachtet werden. Diese
Beobachtung ist konsistent mit Resultaten anderer Studien [OMSL07, OMWL07, PL08],
in denen pathologische gerichtete Interaktionen identifiziert werden konnten, bei denen
nicht der epileptische Fokus, sondern andere, weit entfernte Hirnregionen oder sogar
Hirnareale der gegenu¨berliegenden Hirnha¨lfte als treibend erkannt wurden. Die Tatsa-
che, dass mit der symbolischen Transferentropie jedoch bei fast allen Patienten eine
bevorzugte Richtung des Informationsflusses von der den Fokus beinhaltenden zur ge-
genu¨berliegenden Gehirnha¨lfte beobachtet wurde, ko¨nnte darauf hinweisen, dass mit der
Hilfe von Richtungsinformationen verschiedene Komponenten eines Netzwerkes identi-
fiziert werden ko¨nnten. Die im Rahmen dieser Arbeit erzielten Erkenntnisse ko¨nnten
somit zur aktuellen Diskussion u¨ber eine mo¨gliche Erweiterung des Konzeptes des epi-
leptischen Fokus hin zu epileptischen Netzwerken, die in die Anfallsgenerierung involviert
sind, beitragen [Spe02, GRT+06, LBH+09].
Ob A¨nderungen in der Interaktionsrichtung vor epileptischen Anfa¨llen zwischen ver-
schiedenen Hirnregionen nachgewiesen werden ko¨nnen, wurde anhand von Langzeitre-
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gistrierungen der Hirnaktivita¨t von Epilepsiepatienten u¨berpru¨ft. Dabei konnten ver-
einzelt Hinweise auf detektierbare charakteristische A¨nderungen im SEEG vor epilepti-
schen Anfa¨llen gefunden werden, wobei im Einklang mit anderen Studien [Pru08, Ost08,
WOEL08] nach der U¨berpru¨fung mit der Methode der Anfallszeitensurrogate [AMK+03]
eine signifikant erho¨hte bzw. verminderte Aktivita¨t bestimmter Hirnregionen in etwa mit
gleicher Ha¨ufigkeit beobachtet wurde. Die geringe Anzahl der Hirnregionen, die signifi-
kante A¨nderungen in der Richtung der Interaktion vor epileptischen Anfa¨llen zeigten, war
jedoch mit der durch das Signifikanzniveau vorgegebenen Anzahl zufa¨lliger Korrelatio-
nen vereinbar. In zuku¨nftigen Studien sollte daher versta¨rkt Wert auf eine Herabsetzung
der Irrtumswahrscheinlichkeit gelegt werden, beispielsweise durch die Anwendung von
ku¨rzlich entwickelten Surrogatmethoden (z.B. alarm times surrogates [ACEM09]).
Insgesamt verdeutlichen die in der vorliegenden Arbeit erzielten Ergebnisse, dass eine
Charakterisierung gerichteter Interaktionen zwischen komplexen dynamischen Systemen,
wie beispielsweise zwischen verschiedenen Hirnregionen des menschlichen epileptischen
Gehirns, mit der symbolischen Transferentropie mo¨glich ist. Insbesondere scheint sich die
Interaktionsrichtung trotz der mit dem Konzept der Permutationssymbole einhergehen-
den Reduktion des Informationsgehaltes in den Zeitreihen charakterisieren zu lassen. Im
Hinblick auf die Detektion von Anfallsvorla¨ufern und damit verbundene klinische Frage-
stellungen muss die Leistungsfa¨higkeit der symbolischen Transferentropie jedoch als noch
nicht ausreichend angesehen werden. In zuku¨nftigen Studien sollte daher gekla¨rt werden,
inwiefern die Robustheit der Methode fu¨r EEG–Analysen weiter gesteigert werden kann.
Neben den Mechanismen, die der Initiierung und Ausbreitung von epileptischen Anfa¨llen
zugrunde liegen, ist auch die Anfallsterminierung bislang kaum verstanden. Untersu-
chungen der Gehirndynamik wa¨hrend epileptischer Anfa¨lle mit Kenngro¨ßen zur Cha-
rakterisierung der Interaktionssta¨rke [MJ03, SLEL07, SEL07] oder mit Methoden der
Netzwerktheorie [SBH+08] zeigen, dass sich insbesondere Synchronisationseigenschaften
des epileptischen Netzwerkes wa¨hrend eines Anfalls a¨ndern und so zur Terminierung
desselben fu¨hren. Gerichtete und gewichtete Wechselwirkungen zwischen verschiede-
nen Hirnregionen wa¨hrend epileptischer Anfa¨lle wurde bislang jedoch noch nicht un-
tersucht, so dass auch hier eine Analyse mit der symbolischen Transferentropie zu neu-
en Erkenntnissen im Hinblick auf die Anfallsdynamik fu¨hren ko¨nnte. Weitere neuro-
wissenschaftliche Fragestellungen, bei denen eine Analyse der Interaktionsrichtung zwi-
schen verschiedenen Hirnregionen zu einem verbesserten Versta¨ndnis der Vorga¨nge im
menschlichen Gehirn fu¨hren ko¨nnte, sind in der kognitiven Neurophysiologie (z.B. Er-
forschung von stimulusabha¨ngigen gerichteten Interaktionen [Mar09, WFLss] oder der
Geda¨chtniskonsolidierung [HSB02, TMR06, WAL+10]) zu finden.
Bei komplexen Systemen wie dem menschlichen Gehirn erscheinen Methoden vielver-
sprechend, die den Informationsgehalt von mehr als zwei Zeitreihen nutzen. Diese mul-
tivariaten Methoden basieren auf der Theorie der Zufallsmatrizen [BFF+81, GMGW98]
und der Netzwerktheorie [AB02]. Auch multivariate Konzepte aus der Informations-
theorie sind beschrieben worden [BKK04, Ver05, FP07]. Prinzipiell ist auch eine mul-
92
tivariate Erweiterung der symbolischen Transferentropie denkbar, die Scha¨tzung von
U¨bergangswahrscheinlichkeiten zwischen einer Vielzahl von Teilsystemen erscheint je-
doch nur fu¨r sehr lange Zeitreihen sinnvoll.
In neueren Studien wurde demonstriert, dass die Charakterisierbarkeit der Interakti-
onsrichtung mit der symbolischen Transferentropie nicht auf neurowissenschaftliche Fra-
gestellungen begrenzt ist. Vielmehr wurde die in dieser Arbeit vorgeschlagene Metho-
de bereits in verschiedenen Forschungsbereichen zur Quantifizierung von Informations-
flu¨ssen genutzt, wie beispielsweise in den Finanzwissenschaften [OE] (Interaktionen zwi-
schen verschiedenen Wechselkursen) und der Quantenphysik [KMPZ10, KMZ+10] (De-
koha¨renz; Informationsfluss zwischen klassischen und quantenmechanischen Variablen).
Zusammenfassend kann geschlossen werden, dass die in der vorliegenden Arbeit vor-
gestellten Verfahren Mo¨glichkeiten ero¨ffnen, die Vielfalt der unterschiedlichen Erschei-
nungsformen der Synchronisation in dynamischen Systemen quantitativ zu untersuchen.
A. Interaktionsmatrizen
Abb. A.1.: Direktionalita¨tsmatrizen TS fu¨r die in Tabelle 5.1 aufgefu¨hrten Patienten.
Die Matrizen zeigen zeitliche Mittelwerte des Direktionalita¨tsindexes T S fu¨r
das interiktuale Intervall.
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Abb. A.2.: Fortsetzung der Abbildung A.1
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Abb. A.3.: Fortsetzung der Abbildung A.1
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Abb. A.4.: Fortsetzung der Abbildung A.1
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Abb. A.5.: Fortsetzung der Abbildung A.1
B. Intra– und interhemispha¨rische
Interaktionsrichtung
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Abb. B.1.: Zeitliche Mittelwerte der intra– (T Sc,i) und interhemispha¨rischen (T
S
c,k) Inter-
aktionsrichtung zwischen einem bestimmten Hirnareal, welches durch die auf
der x–Achse aufgetragenen Kontakte erfasst wurde, und allen u¨brigen Hirn-
regionen fu¨r die in Tabelle 5.1 aufgefu¨hrten Patienten. Positive Werte bedeu-
ten, dass Hirnregionen, die durch die auf der Abszissenachse aufgetragenen
Kontakte abgetastet wurden, im Mittel alle anderen Hirnregionen trieben.
Kontakte, die in fokalen Hirnregionen lagen, sind mit ∗ markiert.
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C. ROC–Matrizen
Abb. C.1.: Abweichung ∆AROC fu¨r drei angenommene Dauern tpre des pra¨iktualen In-
tervalls fu¨r das Evaluierungsschema E1 (links) und das Schema E2 (rechts)
berechnet aus SEEG–Daten der in Tabelle 5.2 aufgefu¨hrten Patienten. Kom-
binationen {Rc, Rc′}, fu¨r die signifikante Unterschiede in den Verteilungen
beobachtet wurden, sind mit schwarzen Punkten markiert.
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Abb. C.2.: Fortsetzung der Abbildung C.1
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Abb. C.3.: Fortsetzung der Abbildung C.1
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Abb. C.4.: Fortsetzung der Abbildung C.1
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Abb. C.5.: Fortsetzung der Abbildung C.1
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Abb. C.6.: Fortsetzung der Abbildung C.1
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Abb. C.7.: Fortsetzung der Abbildung C.1
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Abb. C.8.: Fortsetzung der Abbildung C.1
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Abb. C.9.: Fortsetzung der Abbildung C.1
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Abb. C.10.: Fortsetzung der Abbildung C.1
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Abb. C.11.: Fortsetzung der Abbildung C.1
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Abb. C.12.: Fortsetzung der Abbildung C.1
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Abb. C.13.: Fortsetzung der Abbildung C.1
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Abb. C.14.: Fortsetzung der Abbildung C.1
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Abb. C.15.: Fortsetzung der Abbildung C.1
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Abb. C.16.: Fortsetzung der Abbildung C.1
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Abb. C.17.: Fortsetzung der Abbildung C.1
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