} generates a strongly continuous analytic semigroup provided that N > 2, α > 2 and β > α − 2. Moreover this semigroup is consistent, irreducible, immediately compact and ultracontractive.
Introduction
In this paper we study the generation of analytic semigroups in L p -spaces of Schrödinger type operators of the form
where a(x) = 1 + |x| α and V (x) = |x| β with α > 2 and β > α − 2. We investigate also spectral properties of such semigroups. In the case when α ∈ [0, 2] and β ≥ 0, generation results of analytic semigroups for suitable realizations A p of the operator A in L p (R N ) have been proved in [4] . For β = 0 and α > 2, the generation results depend upon N as it is proved in [7] . More specifically, if N = 1, 2 no realization of A in L p (R N ) generates a strongly continuous (resp. analytic) semigroup. The same happens if N ≥ 3 and p ≤ N/(N − 2). On the other hand, if N ≥ 3 and p > N/(N − 2), then the maximal realization A p of the operator A in L p (R N ) generates a positive analytic semigroup, which is also contractive if α ≥ (p − 1)(N − 2).
Generation results concerning the case where β = 0 and with drift terms of the form |x| α−2 x were obtained recently in [8] .
Here we consider the case where α > 2 and assume that N > 2. Let us denote by A p the realization of A in L p (R N ) endowed with its maximal domain
In the main result of the paper we prove that, for any 1 < p < ∞, the realization A p of A in L p (R N ), with domain
generates a positive strongly continuous and analytic semigroup (T p (t)) t≥0 for any β > α−2. This semigroup is also consistent, irreducible, immediately compact and ultracontractive. The paper is structured as follows. In Section 2 we study the invariance of C 0 (R N ) under the semigroup generated by A in C b (R N ) and show its compactness. In Section 3 we use reverse Hölder classes and some results in [11] to study the solvability of the elliptic problem in L p (R N ). Then, in Section 4 we prove the generation results.
Notation. For any k ∈ N ∪ {∞} we denote by C k c (R N ) the set of all functions f : R N → R that are continuously differentiable in R N up to k-th order and have compact support (say supp(f )). The space C b (R N ) is the set of all bounded and continuous functions f : R N → R, and we denote by f ∞ its sup-norm, i.e., f ∞ = sup x∈R N |f (x)|. We use also the space C 0 (R N ) := {f ∈ C b (R N ) : lim |x|→∞ f (x) = 0}. If f is smooth enough we set
For any x 0 ∈ R N and any r > 0 we denote by B(x 0 , r) ⊂ R N the open ball, centered at x 0 with radius r. We simply write B(r) when x 0 = 0. The function χ E denotes the characteristic function of the (measurable) set E, i.e., χ E (x) = 1 if x ∈ E, χ E (x) = 0 otherwise. For any p ∈ [1, ∞) and any positive measure dµ, we simply write
µ is denoted by (·, ·) µ . In the particular case when µ is the Lebesgue measure, we keep the classical notation L p (R N ) for any p ∈ [1, ∞). Finally, by x · y we denote the Euclidean scalar product of the vectors x, y ∈ R N .
Generation of semigroups in
In this section we recall some properties of the elliptic and parabolic problems associated with A in C b (R N ). We prove the existence of a Lyapunov function for A in the case where α > 2 and β > α − 2. This implies the uniqueness of the solution semigroup (T (t)) t≥0 to the associated parabolic problem. Using a dominating argument, we show that T (t) is compact and
First, we endow A with its maximal domain in
Then, we consider for any λ > 0 and f ∈ C b (R N ) the elliptic equation
It is well-known that equations (2.1) admit at least a solution in D max (A) (see [3, Theorem 2.
1.1]). A solution is obtained as follows.
Take the unique solution to the Dirichlet problem associated with λ − A into the balls B(0, n) for n ∈ N. Using an Schauder interior estimates one can prove that the sequence of solutions so obtained converges to a solution u of (2.1). It is also known that a solution to (2.1) is in general not unique. The solution u, which we obtained by approximation, is nonnegative whenever f ≥ 0. As regards the parabolic problem
where f ∈ C b (R N ), it is well-known that one can associate a semigroup (T (t)) t≥0 of bounded operator in C b (R N ) such that u(t, x) = T (t)f (x) is a solution of (2.2) in the following sense:
,2+σ loc
and u solves (2.2) for any f ∈ C b (R N ) and some σ ∈ (0, 1). Uniqueness of solutions to (2.2) in general is not guaranteed. Moreover the semigroup (T (t)) t≥0 is not strongly continuous in C b (R N ) and do not preserve in general the space C 0 (R N ). For more details we refer to [3, Section 2] . Uniqueness is obtained if there exists a positive function ϕ(x) ∈ C 2 (R N ), called Lyapunov function, such that lim |x|→∞ ϕ(x) = +∞ and Aϕ − λϕ ≤ 0 for some λ > 0. Proof. An easy computation gives
then since β > α − 2 there existence C > 0 such that
Then we can assert that problem (2.2) admits an unique solution in
and problem (2.1) admits an unique solutions in D max (A).
In order to investigate the compactness of the semigroup and the invariance of C 0 (R N ) we check the behaviour of T (t)½. We use the following result (see [ 
So, applying [3, Theorem 4.1.3], we have w ≥ 0 and hence T (t) ≤ S(t). Thus, T (t)½ ∈ C 0 (R N ), since S(t)½ ∈ C 0 (R N ) for any t > 0 (see [7, Proposition 2.2 (iii)]). Thus, T (t) is compact and C 0 (R N ) is invariant for T (t) (cf. [3, Theorem 5.1.11]). Then we have proved the following proposition
, and is compact.
Solvability of the elliptic problem in
In this section we study the existence and uniqueness of the elliptic problem λu−A p u = f for a given f ∈ L p (R N ), 1 < p < ∞ and λ ≥ 0. Let us consider first the case λ = 0.
We note that the equation (1 + |x| α )∆u − V u = f is equivalent to the equation
Therefore we focus our attention to the L p -realizationÃ p of the Schrödinger operator
Here 0 ≤Ṽ ∈ L 1 loc (R N ). So, by standard results, it follows that 0 ∈ ρ(Ã p ) and
where G denotes the Green function ofÃ p which is given by its heat kernelp
Thus the function u = R N G(x, y)
So we have to study the operator
To this purpose, we use the bounds of G(x, y) obtained in [11] when the potential ofÃ p belongs to the reverse Hölder class B q for some q ≥ N/2 .
We recall that a nonnegative locally L q -integrable function V on R N is said to be in B q , 1 < q < ∞, if there exists C > 0 such that the reverse Hölder inequality
One can easily verify that
where the function m is defined by
Due to the importance of the auxiliary function m we give a lower bound.
Proof. Fix x ∈ R N , and set f x (r) = 
In order to estimate
. Note thatṼ ≥Ṽ * in R N \ B(0, 1) with
Let η = α−β 2 < 1 and δ > 0 a parameter to be choose later, and set
So, (3.7) is satisfied for r = r 0 and hence it is satisfied for any r > r 0 . Thus, f x (r) > 1 for r > r 0 , and, hence,
The same lower bound holds in the case β ≥ α as the following lemma shows.
Proof. From [11, Lemma 1.4 (c)], there exist C 1 > 0 and 0 < η 0 < 1 such that
In particular,
We have
β+N r β+2 . Since β > 0 and β − α + 2 > 0 it follows that lim r→0 f 0 (r) = 0 and lim r→∞ f 0 (r) = ∞. Consequently,
On the other hand, since β ≥ α, we obtain by (3.3) thatṼ ∈ B ∞ . Then, by [11, Remark 2.9], we have
The thesis follows taking into account (3.11) and (3.12).
Applying the estimate (3.4) and the previous lemma we obtain the following upper bounds for the Green function G. 
for any k > 0 and some constant C k > 0 depending on k.
Using the above lemma we have the following estimate. 
where L is defined in (3.2) .
We have to show that
Let us consider the regions E 1 := {|x − y| ≤ (1 + |y|)} and E 2 := {|x − y| > (1 + |y|)} and write
In
So, by Lemma 3.2 
We propose to estimate first E 2 |x| γ Γ(x, y)dy. In E 2 we have 1 + |x| ≤ 1 + |y| + |x − y| ≤ 2|x − y|, then from (3.13) it follows that
For every k > β − N + 2, taking into account that
Moreover by the symmetry of G we have
Taking into account that
1+|x| , arguing as above we obtain
Thus, by (3.17) and (3.16), we have
We are now ready to show the invertibility of A p and 
Proof. Let us first prove the injectivity of
1+|x| α , see [9] (see [4, Theorem 2.5]). Then multiplying A p u with u|u| p−2 and integrating over R N we obtain, by [6] 
from which we have u ≡ 0. So, by (3.2) we obtain the invertibility of A p . By elliptic regularity one deduces that A p is closed on D p,max (A). Finally, the estimate (3.18) follows from (3.14).
The previous Theorem gives in particular the A p -boundedness of the potential V and the following regularity result. 
Proof. We have only to prove the inclusion
So, the thesis follows from the Calderon-Zygmund inequality.
We can now state the main result of this section
where q(x) = 1 1+|x| α . SinceÃ p generates an exponentially stable and positive
, it follows that the semigroup (e −tλqT p (t)) t≥0 generated byÃ p − λq is positive and exponentially stable. Hence,
We show that E = [0, +∞) ∩ ρ(A p ) is an non empty open and closed set in [0, +∞). By Proposition 3.5 we have 0 ∈ ρ(A p ) and hence E = ∅. On the other hand, using the above positivity property and the resolvent equation we have (λ
it follows that the operator norm of (λ − A p ) −1 is bounded in E and consequently E is closed. Finally, since ρ(A p ) is an open set, it follows that E is open in [0, +∞). Thus, E = [0, +∞). Now in order to show the last statement we may assume f ∈ C ∞ c , the thesis will follows by density. Setting u := (λ − A p ) −1 f , we obtain, by local elliptic regularity (cf. [2, Theorem 9.19]), that u ∈ C 2+σ loc (R N ) for some 0 < σ < 1. On the other hand, u ∈ W 2,p (R N ), by Corollary 3.
by Corollary 3.6 and Sobolev's embedding theorem, since q > N 2 . Let us now suppose that p < N 2 . Take the sequence (r n ), defined by r n = 1/p − 2n/N for any n ∈ N, and set q n = 1/r n for any n ∈ N. Let n 0 be the smallest integer such that
, by the Sobolev embedding theorem. As above we obtain that u ∈ D q 1 ,max (A) ⊂ L q 2 (R N ). Iterating this argument, we deduce that u ∈ D qn 0 ,max (A). So we can conclude that u ∈ C b (R N ) arguing as in the previous case. Thus,
loc (R N ) for any q ∈ (1, +∞). Hence, u ∈ D max (A). So, by the uniqueness of the solution of the elliptic problem, we have (λ
Generation of semigroups
In this section we show that A p generates an analytic semigroup on L p (R N ), 1 < p < ∞, provided that N > 2, α > 2 and β > α − 2.
We start by proving a weighted gradient estimate. To this purpose we need the following covering result from, see [1, Proposition 6.1], to prove a weighted gradient estimate. 
To prove the main result of this section we need the following weighted gradient estimate. (
Proof. Let u ∈ D p,max (A). We fix x 0 ∈ R n and choose ϑ ∈ C ∞ c (R N ) such that 0 ≤ ϑ ≤ 1, ϑ(x) = 1 for x ∈ B(1) and ϑ(x) = 0 for x ∈ R N \ B(2). Moreover, we set ϑ ρ (x) = ϑ (1 + |x 0 |). We apply the well-known inequality
0 (B(R)), R > 0 to the function ϑ ρ u and obtain for every ε > 0,
where
Let {B(x n , ρ(x n ))} be a countable covering of R N as in Proposition 4.1 such that at most ζ among the double balls {B(x n , 2ρ(x n ))} overlap.
We write (4.3) with x 0 replaced by x n and sum over n. To the limit as n tends to infinity, taking into account the covering result above, we get we get
Choosing ε such that εC < 1/2 we have
It follows from Corollary 3.6 that |x| α−2 u p ≤ (1 + |x| β )u p ≤ u p + V u p ≤ u p + C A p u p for every u ∈ D p,max (A) and some C > 0. Hence,
for all u ∈ D p,max (A). This ends the proof of the lemma.
The following lemma shows that C ∞ c (R N ) is a core for A p . c (R N ) and consider u n = ρ n * u, where ρ n are standard mollifiers.
Now, let u in D p,max (A) and let η be a smooth function such that η = 1 in
and
by dominated convergence. As regards the lasts terms we consider that ∇η(x/n) and ∆η(x/n) can be different from zero only for n ≤ |x| ≤ 2n, then we have
The right hand side tends to 0 as n → ∞, since by Proposition 3.5 and Lemma 4.2 we have
Let us give now the main result of this section. Proof. Let f ∈ L p , ρ > 0. Consider the operator A p := A p − ω where ω is a constant which will be chosen later. It is known that the elliptic problem in L p (B(ρ))
0 (B(ρ)) for λ > 0, (cf. [2, Theorem 9.15]). Let us prove that that e ±iθ A p is dissipative in B(ρ) for 0 ≤ θ ≤ θ α with suitable θ α ∈ (0, π 2 ]. To this purpose observe that
Set u ⋆ = u ρ |u ρ | p−2 and recall that a(x) = 1 + |x| α . Multiplying A p u ρ by u ⋆ and integrating over B(ρ), we obtain
Moreover,
Let us observe that, choosing δ 2 = |p−2| 2
(which is independent of ρ), we obtain
If tan θ α = δ, then e ±iθ A p is dissipative in B(ρ) for 0 ≤ θ ≤ θ α . From [10, Theorem I.3.9] follows that the problem (4.4) has a unique solution u ρ for every λ ∈ Σ θ , 0 ≤ θ < θ α where Σ θ = {λ ∈ C \ {0} : |Arg λ| < π/2 + θ}.
Moreover, there exists a constant C θ which is independent of ρ, such that
Let us now fix λ ∈ Σ θ , with 0 < θ < θ α and a radius r > 0. We apply the interior L p estimates (cf. [2, Theorem 9.11]) to the functions u ρ with ρ > r + 1. So, by (4.5) we have
Using a weak compactness and a diagonal argument, we can construct a sequence (ρ n ) → ∞ such that the functions (u ρn ) converge weakly in W 2,p loc to a function u which satisfies λu − A p u = f and (4.6)
Moreover, u ∈ D p,max (A p ). We have now only to show that λ − A p is invertible on D p,max (A p ) for λ ∈ Σ θ . Consider the set E = {r > 0 : Σ θ ∩ C(r) ⊂ ρ( A p )}, where C(r) := {λ ∈ C : |λ| < r}. Since, by Theorem 3.7, 0 is in the resolvent set of A p , then R = sup E > 0. On the other hand, the norm of the resolvent is bounded by C θ /|λ| in C(R) ∩ Σ θ , consequently it cannot explode on the boundary of C(R), then R = ∞ and this ends the proof of the theorem. (R N ) for any t > 0, ν ∈ (0, 1) and any p ∈ (1, ∞).
We end this section by studying the spectrum of A p . We recall from Proposition 3.5 that
So, arguing as in [4] we obtain the following results (R N ) ∩ C 2 (R N ) for any ν ∈ (0, 1) and tends to 0 when |x| → ∞.
