INTRODUCTION
Microgrids (MGs) are non-separable blocks of future power grids with the distributed energy resources [1] . Advanced technology brings new potential operation and management of MGs with high number of smart devices connected to a network [2] . Hence, a reliable communication platform, which secures automated data acquisition and supervisory of the data in large scale is vital. For a Multi-Microgrid (MMG) system, this platform is required to realize two layers of communications. The first layer is the communication inside every single MG between the devices and the local MG controller. The second layer of communications aims to coordinate the operation of MGs with respect to each other in the MMG [1] . Therefore, a hybrid comprehensive communication platform is required.
MGs control systems can be designed in centralized or distributed fashions [1] . In centralized mode, all the information from each Intelligent Electronic Device (IED) in each MG is collected in the cloud and the Energy Management System (EMS) with optimization algorithms runs on top of the cloud considering aggregated information [3] . The decision-making procedure in the centralized mode is more complex, consumes more time, and heavily relies on communication reliability [3] . In contradiction, multiple local EMS run in the distributed mode independently. In distributed mode, local controllers collect data from all IEDs and meters in the MG as well as data from other MGs and run the optimization algorithm for that specific MG regardless of the operation conditions of the cloud. The distributed Microgrid EMS decision making comes at a lower cost with less time consumption but gives weaker solutions with lower reliability compared to the centralized fashion [4] .
Among the aforementioned control methods, this paper focuses on the design and implementation of a communication platform, which enables evaluation of both distributed and centralized optimization of the MGs. The proposed communication platform facilitates the centralized EMS with MMG environment to coordinate operation of the MGs with respect to each other by minimizing the cost of operation for the MMG. In the proposed hierarchical structure, the centralized optimization runs in the cloud receiving information from multiple local controllers in MMG. If there is communication failure in the system and one of the communication links to the cloud is interrupted or delayed, the local MG central controllers (MGCCs) would react to run local optimizations for individual MGs shifting to the distributed communication mode. Hence, in the proposed architecture, the system comes with results under uncertain conditions even high latency in the network or unreliable communication links.
There are multifarious industrial communications protocols available for control and protection of energy grids. Protocols prescribed by the IEC 61850 standard series are used in works developed in [5] [6] [7] for control and protection applications in power transmission and power distribution levels. In addition, DNP3 protocol is adopted by [8] for SCADA applications.
The communication platform designed in this paper utilizes Modbus TCP/IP for communications in the distributed mode when there is no communication to the cloud. Modbus TCP/IP connects IEDs to the MGCC of each MG as well as connecting the MGs to each other as a backup in case of cloud failure or long delay. Message Queue Telemetry Transport (MQTT) protocol, which is the state of the art Internet of Things (IoT) protocol [9] , is employed in this paper for communications in centralized fashion with cloud interactions. MQTT optimizes the network power consumption by faster operation of the messages [9] . MQTT is a publisher-subscriber protocol where messages are published to customizable topics [9] . MQTT topics include metadata and indicate source of the messages. Therefore, they are proposed in this work according to the MMG scheme. An online cloud server is adopted in this work, which is compatible with MQTT protocol and has interface to MATLAB for post-process of the collected data from each MG. Hypertext Transfer Protocol (HTTP), which is an applicationlevel protocol over TCP/IP, is used for interactions between each local MGCC and the cloud. HTTP requests (POST and GET) are the core parts of the implementation of the MGCCs.
In order to emulate real characteristics of a network with packet loss and packet delay, a virtual Wide Area Network emulator (WANem machine) is setup in the proposed platform. WANem machine is capable of altering the packet flow path in order to add a customizable delay manually in both wired and wireless environment [8] . Briefly, the hierarchical hybrid platform in this paper utilizes Modbus, MQTT, and HTTP protocols along with an online cloud server and a virtual WANem machine implemented in a co-simulation platform by MATLAB and Python. The proposed communication platform is capable of working in central and distributed modes if any failure happens in the communication hierarchy. In this paper, the impact of the hybrid communication system in presence of communication delay on the EMS of MMG is investigated. In other words, the hierarchical communication system is employed to support the EMS to minimize the operation cost og MMG.
The rest of this paper is structured as follows. Section II presents the MMG platform for distributed and centralized modes. In section III, the results of the MMG in both distributed and centralized fashions along with their impact on the operational costs are indicated. The paper concludes with section IV as the conclusion.
II. MULTI-MICROGRID PLATFORM DESIGN
The hybrid hierarchical communication architecture is designed in such a way that it can cover both distributed and centralized operation of the MGs. Centralized fashion is the default operational mode of the MMG in the designed architecture. In case of communication failure and high delay in the communication to the cloud, the distributed mode is activated. There are two main messaging layers. The first layer is between MGCC and the local IEDs. The second layer represents the messaging of the MGs to the cloud via the IoT gateway. These layers are described in details as follows:
A. Distributed mode
A typical experimental architecture related to a university campus Microgrid is exhibited in Fig. 1 . In distributed mode, the decisions are made in the MGCC and sent to the cloud to share with other MGs. Furthermore, the MGs are connected via Modbus TCP/IP to each other that in case of disconnection from the cloud, they still can share data. All IEDs inside the MG use master/slave Modbus protocol, which has a byte-oriented structure [1] , to communicate with the MGCC. Backup internal communication protocol between the installed IEDs and the MGCC is HTTP TCP/IP as indicated in Fig. 1 
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Messages are transmitted over Ethernet with the default port of 502. If distributed mode is activated, the information is exchanged between the IEDs within the MGCC required for the energy management algorithm, which runs in the MGCC for that particular MG, and the results go all the way back from MGCC to the IEDs to be actuated. This is achieved by employing Modbus communication protocol in the distributed communication mode. 
1) Modbus Communication Protocol
Modbus Application Protocol (MAP), Transmission Control Protocol (TCP), Internet Protocol (IP), Datalink, and Physical layer are five layers in Modbus TCP/IP industrial communication protocol [10] . In server/client Modbus protocol, the destination is defined by IP address and is attached to the message payload. Application Data Unit (ADU) is made of an Application Header, Function Code, and Payload [10] . Four datatypes in Modbus are: 1) single-bit read-only Discrete Input, 2) single-bit coils, 3) 16-bit read-only Input Registers, and 4) 16-bit read-write Holing Registers.
B. Centralized mode
As described in the beginning of this chapter, the default operational mode of the MGs in this paper is the centralized mode to find the optimum operational condition in coordination with other MGs. In centralized fashion, all the IEDs in each MG communicate with the MGCC similar to the distributed mode but the MGCCs communicate with the fellow units in other MGs via a cloud-based IoT gateway. The energy optimization algorithm runs on top of the cloud considering all the collected data in cloud channels in aggregated level. The proposed architecture for centralized MMG energy optimization is shown in Fig. 2 . MQTT protocol, which is the favored choice of IoT designers due to its easy-to-use features, is utilized in the centralized fashion to realize messaging among the MGCCs through the cloud. 
1) MQTT Protocol
MQTT is suitable for applications with resource-constrained embedded devices in the system. Even a small micro controller with a running MQTT library could be an MQTT publisher/subscriber. For local communications within a local network, HiveMQ [11] could be utilized by the IoT gateway of the MGCCs.
Multiple publishers and subscribers are implemented in this work in python scripts using Paho libraries [12] . Instead of using a local broker in this paper, an online MQTT server offered by ("iot.eclipse.org") for broader communications without geographical limitations [13] is used.
C. Cloud Communications
MGCCs in the proposed MMG architecture play a key role. The MGCC in each MG collects data from each IED in the MG and sends the data to the cloud. In addition, MGCCs get the results of the global energy optimization algorithm from the corresponding cloud channel and pass the results to the corresponding IED in that specific MG. In other words, the interactions with cloud from each MG is realized by MGCCs in a bi-directional way. HTTP requests such as HTTP POST and GET requests are implemented within the MGCCs over TCP/IP connections to interact with the cloud server. HTTP is an application-level protocol with default port of 80. The interactions are realized using REST services of the cloud server.
Among all of the commercially available cloud servers, ThingSpeak [14] is chosen for the designed MMG scheme. The main advantage of using ThingSpeak in MMG architecture is the facilitated interface to MATLAB. All the data, collected in the cloud channels and received from MGCCs via MQTT, could be retrieved in MATLAB using MATLAB ThingSpeak toolbox and be post-processed. The global energy optimization algorithm runs in MATLAB interface of the cloud.
Furthermore, the time interval for data collection in ThingSpeak platform is customizable and this offers flexibilities to the platform to be compatible with both timecritical applications (e.g. protection of MGs) and non-timecritical applications (e.g. SCADA and Control of MGs). Finally, there are built-in manager blocks such as channel feed manager block and channel security manager blocks, which make ThingSpeak a reliable and secure cloud-based platform. These functional blocks are shown in the top layer of Fig. 2 . 
D. Network Emulator Unit in the platform
In real-world MMG case scenarios, the number of IEDs capable of communication is large. This can produce problems in centralized operation of Multiple Microgrids by causing network latency due to high number of MQTT messages in the network. Another issue in real-world scenarios is reliability of the communication links in different nodes of the MG. In order to address these issues, the platform utilizes a virtual Network emulator to mimic behavior of a real network. Network emulation is the act of altering the rout of the data packets in a way that a customizable latency could be added to the packet flow. This is indicated in Fig. 2 .
Red dotted line in Fig. 2 represents the normal packet flow in MMG architecture without any action on network emulation. Data packets are published by IEDs in each MG and through the MGCC IoT gateway of each MG, the data is collected in the corresponding cloud channel. It must be noted that there is a separate cloud channel configured for each MG.
Green dotted line indicates the packet flow path in case of having a virtual network emulator. In this case, the data packet flow is marked in Fig. 2 by numbers from 1 to 8 . This means that data packets are not directly transferred to the cloud and they go through the WANem machine first. The WANem machine has a graphical user interface to give options to the users with customizable latencies. In the proposed architecture, there is a time delay threshold designed to switch from centralized EMS operational mode to the distributed EMS mode. In case of not receiving a data in a channel within 0.3 seconds (Round-Trip-Time (RTT) bigger than 0.3 seconds), the distributed mode, where the local controllers (MGCCs) run individual EMS algorithms and make decisions for the MG regardless of the cloud interactions, would be activated.
The functionality of the WANem machine in the proposed platform is captured by a network traffic analyzer called Wireshark software as indicated in Fig. 3 . As it could be observed in Fig. 3 , after filtering MQTT protocol in Wireshark, the initial round trip time (iRTT) for a published MQTT message in the platform after WANem machine is activated is 0.495286 seconds which is higher than iRTT for normal packet flow for MQTT (around 0.2 seconds). This network latency causes distributed mode to be triggered in the proposed architecture.
E. EMS Cost Function
To inspect the effect of the communication delays on the EMS performance, an objective function is defined. The objective function is designed to minimize the cost of the MMG by reducing the operation costs, the cost of the energy purchase from grid and demand charges.
where , , and are the purchase power from grid, the power of MG, and the peak power of the month. , , and are the cost coefficient of the purchased energy from the grid, operating cost coefficient of the power of MG, and cost coefficient of the grid demand charges respectively. , and represent the beginning, end and time of simulation period, respectively.
The utility charges the MGs based on Time of Use (TOU) tariffs in different categories such as retail energy usage charges and network charges. The MGs are charged for both energy usage in kWh on a daily basis and demand usage in kVA on a monthly basis. The charges for energy usage are applied depending on the time of the day, being peak hours or off-peak hours. The TOU tariffs for large customers in Queensland are illustrated in Table I. According to Table I , the electricity costs to consider are the purchased energy cost, and peak demand cost, , where includes off-peak and peak energy prices and includes demand charges. The results for the EMS algorithm in centralized and distributed operational modes are presented in the following section. 
III. SIMULATION RESULTS
In this section, the impact of the communication system on the MMG is investigated. In the presence of the communication system, the MGs can share the information such as generation power and load consumption with each other. In order to reduce the operating costs of the MMG, the MGs get the required energy from the neighboring MGs instead of buying from the grid. In other words, the communication system provides the required information for the MGs to transfer energy. Using the cost optimization method in [15] , the MMG total cost is achieved for the system performance comparison. Three MGs are considered for the simulation, where the MGs are modeled and simulated based on the characteristics of the MG testing facility at Griffith University [16] . The MGs are modeled identical with different load profiles. The power generation and load consumption data of three MGs are obtained from the monitoring system at GU. To minimize the MMG costs, the MGs can transfer energy to the neighbouring MGs instead of purchasing energy from the grid. In the centralized mode, the connection to the cloud is the only way for the MGs to communicate to each other. 
B. MMG Total Cost with Distributed Communication System
The proposed distributed communication system for the MMG is capable of transferring data between the MGs even in case of cloud communication failure. In other words, the MGs get the required information from the cloud as well as directly from the neighboring MGs. In the communication architecture, if cloud connection is failed (e.g. delay longer than 0.3 seconds), then the system transfers to the distributed mode where MGs are connected via Modbus TCP/IP to each other. Therefore, the MGs can transfer the surplus energy to the neighboring MGs and reduce the operating costs of the MMG. Figs. 7 to 9 indicate the performance of the optimization system to minimize the costs employing the proposed distributed communication system. With the distributed communication system, it can be seen that the optimization system of the MMG gets the surplus energy of MG2 and MG3 to reduce the operating costs of MG1. Furthermore, the share of MG2 and MG3 is decreased in order to minimize the total cost of the MMG. Table II compares the total cost of the MMG for case 1) no distributed communication system and case 2) activation of the distributed communication. From Table II , it is seen that the total cost of MMG in case of the communication system failure/delay in the cloud connection is $21k less if the distributed system is activated compared to the centralized communication system with no distributed communication system and MGs operating independently.
IV. CONCLUSION
This paper presents a novel hierarchical communication platform with a two-level structure, which is suitable for Multi-MMG management. The proposed platform utilizes Modbus TCP/IP for local MG data exchange and as a backup communication method among MGs in case of a failure in the cloud level communication. MQTT publisher/subscriber is adopted for cloud level messaging and HTTP TCP/IP for interactions between the platform and a cloud-server. The cost analysis provided in the simulation results section shows efficiency of the proposed distributed communication platform in comparison with the centralized operation of the MMG communications. It can be mentioned that the optimized cost of the MMG in case of centralized communication failure is less when the distributed communication system is activated than the situation that each MG operates independently. 
