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In addition to the well-known Landauer-Bu¨ttiker scattering theory and the nonequilibrium Green’s
function technique for mesoscopic transports, an alternative (and very useful) scheme is quantum
master equation approach. In this article, we review the particle-number (n)-resolved master equa-
tion (n-ME) approach and its systematic applications in quantum measurement and quantum trans-
port problems. The n-ME contains rich dynamical information, allowing efficient study of topics
such as shot noise and full counting statistics analysis. Moreover, we also review a newly developed
master equation approach (and its n-resolved version) under self-consistent Born approximation.
The application potential of this new approach is critically examined via its ability to recover the
exact results for noninteracting systems under arbitrary voltage and in presence of strong quantum
interference, and the challenging non-equilibrium Kondo effect.
PACS numbers: 03.65.Ta,03.65.Yz, 03.65.-w,42.50.Lc
I. INTRODUCTION
Quantum master equation is typically applied for the re-
duced state evolution of an open quantum system, e.g.,
in quantum optics and quantum dissipation studies [1, 2].
This formalism is also particularly appropriate for study-
ing quantum measurements, where the measured subsys-
tem is the system of interest, and the apparatus is an en-
vironment. In this context, in most cases, some internal
degrees of freedom of the apparatus should be retained,
which may result in certain back-action effects. More-
over, for quantum measurement, extra issues should be
taken into account, such as the readout characteristics
of the measurement and the stochastic evolution of the
measured state conditioned on the stochastic results of
measurement [3].
An interesting solid-state application of quantum mea-
surement is to measure charge qubits using a mesoscopic
detector, which can be either a quantum-point-contact
(QPC) detector [4–7] or a single electron transistor (SET)
[8–11]. For realistic applications of such measurement,
the non-trivial correlation between the detector and qubit
has been the focus of extensive studies [4, 7, 12, 13]. For
instance, for the qubit-QPC setup, if the energy transfer
between the detector and qubit is ignored, the qubit may
relax to invalid statistical mixture [14–17].
Moreover, for this type of measurement, we can con-
struct a particle-number(n)-resolved master equation (n-
ME) scheme. That is, by properly clarifying the subspace
of the apparatus states in association with the number
of electrons transmitted, one can obtain [18, 19]
ρ˙(n)(t) =− iLρ(n)(t)−
∑
j=0,±1
Rj ρ(n+j)(t). (1)
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Here, ρ(n) is the (reduced) qubit state conditioned on
the number of electrons “n” transmitted in the detector.
The Liouvillian L is the well-known commutator defined
by the system Hamiltonian HS . The superoperators Rj
are associated with the tunneling processes in the trans-
port detector, which have explicit forms, as given in [18].
With the knowledge of ρ(n)(t), one is able to carry out
the various readout characteristics of the measurement,
by noting that the distribution function of the transmit-
ted electrons is related with the n-conditioned density
matrix as P (n, t) = Tr[ρ(n)(t)], where the trace is over
the system states.
For the quantum measurement discussed above, the
detector itself is a transport device. Hence, the n-ME
approach, Eq. (1), is a natural tool for studying quan-
tum transport through various mesoscopic (nano-scale)
devices. In this context, however, the quantum coherence
and/or many-body interaction effects may more signifi-
cantly affect the transport properties and device func-
tionalities. Simply, the master equation approach is ap-
propriate for quantum transport mainly because we can
regard the central device as the system of interest, and
the transport leads (reservoirs) as the generalized envi-
ronment.
Compared to the well-known Landauer-Bu¨ttiker the-
ory [20] and the nonequilibrium Green’s function for-
malism [21], the master equation approach (especially
the n-ME formulation [22, 23]) has been very useful for
studying quantum noise in transport [24–38]. One may
note that, beyond the usual (average) current, current
fluctuations in mesoscopic transport can provide useful
information for the relevant mechanisms. Moreover, a
fascinating approach, known as full counting statistics
(FCS) analysis [25], can conveniently yield all the sta-
tistical cumulants of the number of transferred charges
[26–37]. The FCS has been demonstrated experimentally
for transport through quantum dots [38].
In essence, the n-ME provides an important distribu-
2tion function via P (n, t) = Tr[ρ(n)(t)], which contains
rich information and allows for convenient calculation of
not only the transport current, but also the noise spec-
trum and counting statistics. For instance, for the latter,
all orders of the cumulants of the transmitted electrons
can be calculated by using e−F(χ,t) =
∑
n P (n, t)e
inχ,
where χ is the counting field and F(χ, t) is the cumulant
generating function (CGF).
In this article, we briefly review the n-ME approach
and its applications in quantum measurement and quan-
tum transport problems. In Sec. II, for the qubit-QPC
setup and general quantum transport system, we first
review the key idea and main procedures for construct-
ing the n-ME formalism, and then outline the methods of
calculating the measurement/transport current and noise
spectrum (using MacDonald’s formula). Particular at-
tention will be given to decomposition of the n-dependent
subspaces of the reservoir states and the consequences of
the closed circuit nature, which would significantly affect
the reservoir state averages. In Sec. III, we discuss the
application of the n-ME to two measurement setups in
detail, i.e., a qubit measured by QPC and SET detec-
tors. In Sec. IV, we further discuss the application of
the n-ME to quantum transport by using the double-dot
Aharonov-Bohm (DDAB) interferometer and Majorana
fermion (MF) probe as examples. In Sec. V, we review
the newly proposed self-consistent Born approximation
based master equation (SCBA-ME) approach to quan-
tum transport; the SCBA-ME scheme goes beyond the
usual master equation approach under the standard Born
approximation which, for instance, can recover the exact
results of quantum transport through noninteracting sys-
tems and predict the challenging non-equilibrium Kondo
effect for transport through Anderson impurity (interact-
ing dots). Finally, in Sec. VI we present our concluding
remarks.
II. GENERAL FORMALISM
In this section, we review the construction of the n-
ME formalism, and outline the methods of applying it to
calculate the measurement/transport current and noise
spectrum.
A. Number(n)-Resolved Master Equation
1. Set-up (I): Qubit measurement using QPC detector
For the sake of generality, we formally consider an arbi-
trary quantum system measured using a QPC detector.
The whole setup can be described by the Hamiltonian as
Ωa b
QPC
aaT χ+
)(baI
FIG. 1: Schematic for a qubit (coupled quantum dots) mea-
sured by quantum point contact detector.
follows [18]:
H = H0 +H
′, (2a)
H0 = Hs +
∑
k
(ǫLk c
†
kck + ǫ
R
k d
†
kdk), (2b)
H ′ =
∑
k,q
[Tqk{|ψs〉〈ψs|}d†qck +H.c.]. (2c)
In this decomposition, the free part of the total Hamilto-
nian H0 contains the Hamiltonians of the measured sys-
tem Hs and the QPC reservoirs (the last two terms). The
Hamiltonian H ′ describes electron tunneling through
the QPC, e.g., from state |k〉 in the left reservoir to
state |q〉 in the right one, with a tunneling amplitude
of Tqk{|ψs〉〈ψs|} which may depend on the state |ψs〉 of
the observable.
Regarding the tunneling Hamiltonian H ′ as a pertur-
bation, on the basis of the second-order Born expansion,
we can derive a formal equation for the reduced density
matrix as [39]
ρ˙(t) = −iLρ(t)−
∫ t
0
dτ〈L′(t)G(t, τ)L′(τ)G†(t, τ)〉ρ(t).(3)
Here, the Liouvillian superoperators are defined as
L(· · · ) ≡ [Hs, (· · · )], L′(· · · ) ≡ [H ′, (· · · )], and
G(t, τ)(· · · ) ≡ G(t, τ)(· · · )G†(t, τ) with G(t, τ) the usual
propagator (Green’s function) associated with Hs. The
reduced density matrix is ρ(t) = TrD[ρT (t)], resulting
from tracing all the detector degrees of freedom from
the entire density matrix. However, for quantum mea-
surement where specific readout information is to be
recorded, the average should be taken over the unique
class of states of the detector that is being kept track of.
The Hilbert space of the detector can be classified as
follows. First, define the subspace in the absence of elec-
tron tunneling through the detector as D(0), which is
spanned by the product of the many-particle states of
the two isolated reservoirs, formally denoted as D(0) ≡
span{|ΨL〉⊗ |ΨR〉}. Then, introduce the tunneling oper-
ator f † ∼ f †qk = d†qck, and denote the Hilbert subspace
corresponding to n-electrons tunneled from the left to the
right reservoirs as D(n) = (f †)nD(0), where n = 1, 2, · · · .
The entire Hilbert space of the detector is D = ⊕nD(n).
3With the above classification of the detector states,
the average over states in D in Eq. (3) is replaced with
states in the subspace D(n), leading to a conditional mas-
ter equation [18]
ρ˙(n)(t) = −iLρ(n)(t)−
∫ t
0
dτTrD(n) [L′(t)G(t, τ)
×L′(τ)G†(t, τ)ρT (t)]. (4)
Here, ρ(n)(t) = TrD(n) [ρT (t)], which is the reduced den-
sity matrix of the measured system conditioned on the
number of electrons tunnelled through the detector un-
til time t. Now, we transform the Liouvillian product in
Eq. (4) to the conventional form:
L′(t)G(t, τ)L′(τ)G†(t, τ)ρT (t)
= [H ′(t)G(t, τ)H ′(τ)G†(t, τ)ρT (t)
−G(t, τ)H ′(τ)G†(t, τ)ρT (t)H ′(t)] + H.c.
≡ [I − II] + H.c. (5)
For simplicity, we rewrite the interaction Hamiltonian
as H ′(t) = QF (t). Here, we have assumed the tun-
neling amplitude Tkq to be real and independent of the
reservoir-state “kq”, and denoted it by Q which depends
on the state of the measured system. The detector
fluctuation is described by F (t) ≡ f(t) + f †(t), with
f ≡ ∑kq c†kdq and f † ≡ ∑kq d†qck. Two physical con-
siderations are further made, as follows: (i) Instead of
the conventional Born approximation for the entire den-
sity matrix ρT (t) ≃ ρ(t) ⊗ ρD, we propose the ansatz
ρT (t) ≃
∑
n ρ
(n)(t)⊗ρ(n)D , where ρ(n)D is the density oper-
ator of the detector reservoirs with n-electrons tunnelled
through the detector. With the ansatz of the density
operator, tracing over the subspace D(n) yields
TrD(n) [I] = TrD[F (t)F (τ)ρ
(n)
D ]
×[QG(t, τ)QG†(t, τ)ρ(n)] (6a)
TrD(n) [II] = TrD[f
†(τ)ρ
(n−1)
D f(t)]
×[G(t, τ)QG†(t, τ)ρ(n−1)Q]
+TrD[f(τ)ρ
(n+1)
D f
†(t)]
×[G(t, τ)QG†(t, τ)ρ(n+1)Q]. (6b)
Here, we have utilized the orthogonality between states
in different subspaces, which leads to term selection from
the entire density operator ρT . (ii) Due to the closed
nature of the detector circuit, the extra electrons tun-
neled into the right reservoir will flow back into the
left reservoir via the external circuit. In addition, the
rapid relaxation processes in the reservoirs will quickly
bring the reservoirs to the local thermal equilibrium state
determined by the chemical potentials. As a conse-
quence, after the procedure (i.e., the state selection) as
expressed by Eq. (6), the detector density matrices ρ
(n)
D
and ρ
(n±1)
D in Eq. (6) can be well approximated by ρ
(0)
D ,
i.e., the local thermal equilibrium reservoir state. Un-
der this consideration, the correlation functions become,
FIG. 2: Schematic setup for quantum transport through a
mesoscopic system.
〈f †(t)f(τ)〉 = C(+)(t−τ), 〈f(t)f †(τ)〉 = C(−)(t−τ), and
〈F (t)F (τ)〉 = C(t−τ) = C(+)(t−τ)+C(−)(t−τ). Here,
〈· · ·〉 stands for TrD[(· · · )ρ(0)D ].
Under the Markovian approximation, the time integral
in Eq. (4) is replaced by 12
∫∞
−∞
. Substituting Eqs. (5) and
(6) into Eq. (4), we obtain [18]
ρ˙(n) = −iLρ(n) − 1
2
{
[QQ˜ρ(n) +H.c.]
−[Q˜(−)ρ(n−1)Q+H.c.]
−[Q˜(+)ρ(n+1)Q+H.c.]
}
. (7)
Here, Q˜(±) = C˜(±)(L)Q, C˜(±)(L) = ∫∞
−∞
dtC(±)(t)e−iLt,
and Q˜ = Q˜(+) + Q˜(−). Under the wide-band approxi-
mation for the detector reservoirs, the spectral function
C˜(±)(L) can be explicitly expressed as [14]: C˜(±)(L) =
η
[
x/(1 − e−x/T )]
x=−L∓V
, where η = 2πgLgR, and T is
the temperature. (Here, and in the following, we use the
unit system of h¯ = e = kB = 1). In Eq. (7), the terms
in {· · · } describe the effect of fluctuation of forward and
backward electron tunneling through the detector on the
measured system. In particular, the Liouvillian opera-
tor “L” in C˜(±)(L) contains the information of energy
transfer between the detector and the measured system,
which correlates the energy (spontaneous) relaxation of
the measured system with the inelastic electron tunneling
in the detector. At high-voltage limit, formally V ≫ L,
the spectral function C˜(±)(L) ≃ C˜(±)(0), and Eq. (7) re-
duce to the result derived by Gurvitz et al [4, 6, 7, 13].
2. Set-up (II): Quantum transport
In general, quantum transport, schematically shown in
Fig. 2, can be described by the following Hamiltonian:
H = HS(a
†
µ, aµ) +
∑
α=L,R
∑
µk
ǫαµkd
†
αµkdαµk
+
∑
α=L,R
∑
µk
(tαµka
†
µdαµk +H.c.). (8)
Here, HS is the central system (device) Hamiltonian,
which can be quite general (e.g., includes many-body in-
4teractions). a†µ (aµ) is the creation (annihilation) opera-
tor of electrons in state |µ〉, which indicates both the or-
bital and spin degrees of freedom. The second and third
terms describe, respectively, the two (left and right) leads
(reservoirs) and the tunneling between them and the cen-
tral system. The lead electrons are also attached here by
index “µ” to characterize their possible correlation with
the system states. For instance, this will be the typical
situation for spin-dependent transport.
If we introduce Fµ =
∑
αk tαµkdαµk ≡ fLµ + fRµ and
express the tunneling Hamiltonian as
H ′ =
∑
µ
(
a†µFµ +H.c.
)
, (9)
then, by considering this tunneling Hamiltonian as a per-
turbation, the second-order Born expansion results in an
unconditional master equation for the reduced density
matrix of the same form of Eq. (3).
To construct a conditional (i.e. particle-number-
resolved) master equation, one should keep track of the
number of electrons that arrive at the collector. Let us
classify the Hilbert space of the electrodes as follows.
First, we define the subspace in the absence of electrons
at the collector as “B(0)”, which is spanned by the prod-
uct of all many-particle states of the two isolated reser-
voirs, formally denoted as B(0) ≡ span{|ΨL〉 ⊗ |ΨR〉}.
Then, we introduce the Hilbert subspace “B(n)” ( n =
1, 2, · · · ), corresponding to n-electrons at the collector.
The entire Hilbert space of the two electrodes is B =
⊕nB(n).
With this type of classification for the reservoir states,
the average over states in the entire Hilbert space “B” is
replaced with states in the subspace “B(n)”, leading to a
conditional master equation [19]
ρ˙(n)(t) = −iLρ(n)(t)−
∫ t
0
dτTrB(n) [L′(t)G(t, τ)
×L′(τ)G†(t, τ)ρT (t)]. (10)
Here, ρ(n)(t) = TrB(n) [ρT (t)], where ρT (t) is the state of
the whole system. ρ(n)(t) is the reduced density matrix of
the central system conditioned on the number of electrons
arriving at the collector until time t.
As for the qubit-QPC problem, two important con-
siderations are made, as follows: (i) Instead of the con-
ventional Born approximation for the entire density ma-
trix ρT (t) ≃ ρ(t) ⊗ ρB, we propose the ansatz ρT (t) ≃∑
n ρ
(n)(t)⊗ρ(n)B , where ρ(n)B is the density operator of the
electron reservoirs associated with n-electrons arrived at
the collector. (ii) Due to the closed nature of the trans-
port circuit, the extra electrons arriving at the collector
will flow back into the emitter (left reservoir) via the ex-
ternal circuit. In addition, the rapid relaxation processes
in the reservoirs will quickly bring the reservoirs to the
local thermal equilibrium state determined by the chem-
ical potentials.
Then, under the Markovian approximation, from
Eq. (10), we obtain [19]
ρ˙(n) = −iLρ(n) − 1
2
∑
µ
{
[a†µA
(−)
µ ρ
(n) + ρ(n)A(+)µ a
†
µ
−A(−)Lµ ρ(n)a†µ − a†µρ(n)A(+)Lµ
−A(−)Rµ ρ(n−1)a†µ − a†µρ(n+1)A(+)Rµ ] + H.c.
}
. (11)
Here, A
(±)
αµ =
∑
ν C
(±)
αµν(±L)aν and A(±)µ =∑
α=L,RA
(±)
αµ . The spectral functions C
(±)
αµν(±L)
are defined in terms of the Fourier transform of the
reservoir correlation functions, i.e., C
(±)
αµν(±L) =∫∞
−∞
dtC
(±)
αµν(t)e±iLt, where 〈f †αν(τ)fαµ(t)〉 = C(+)αµν(t−τ)
and 〈fαµ(t)f †αν(τ)〉 = C(−)αµν(t− τ).
The “n”-dependence of Eq. (11) is somehow similar
to the usual rate equation, despite its operator feature.
Each term in Eq. (11) can be interpreted similarly using
the conventional c-number rate equation. Unlike in the
Bloch equation derived by Gurvitz et al [22], in Eq. (11),
ρ(n) is also coupled to ρ(n+1), which is not present in Ref.
22. This difference originates from the fact that Eq. (11)
is valid for non-zero temperatures.
B. Current and Noise Spectrum
1. Qubit measurement by QPC
With the knowledge of ρ(n)(t), one can carry out the
various readout characteristics of the measurement. In
particular, for a qubit with Ω 6= 0 and Ω−1 comparable
to or smaller than the measurement time [9], the qubit
oscillation cannot be read out using the conventional sin-
gle shot measurement. In this regime, continuous weak
measurement is an alternative scheme to record the qubit
oscillations, e.g., in the power spectrum of the output
current.
First, for the ensemble-average current, simple ex-
pression is related to the unconditional density matrix
ρ(t) =
∑
n ρ
(n)(t). The derivation is from the fact that
the current is associated with the probability distribu-
tion P (n, t) ≡ Tr[ρ(n)(t)], via I(t) = edN¯(t)/dt, where
N¯(t) =
∑
n nP (n, t). By considering the Summation
over “n” and making use of the cyclic property under
trace, we obtain [18]
I(t) =
∑
n
nTr[ρ˙(n)(t)] =
1
2
Tr[Q¯ρ(t)Q +H.c.], (12)
where Q¯ = Q˜(−) − Q˜(+).
Second, the power spectrum of the output current can
be conveniently calculated using the MacDonald’s for-
mula [7, 18]
S(ω) = 2ω
∫ ∞
0
dt sinωt
d
dt
[〈n2(t)〉 − (I¯t)2] , (13)
5where I¯ is the average current over time and 〈n2(t)〉 =∑
n n
2P (n, t). It can be proved that [18]
d
dt
〈n2(t)〉 = Tr
[
Q¯Nˆ(t)Q +
1
2
Q˜ρ(t)Q+H.c.
]
, (14)
where Nˆ(t) ≡ ∑n nρ(n)(t), which can be calculated via
its equation of motion [18]
dNˆ
dt
= −iLNˆ − 1
2
[
Q, Q˜Nˆ − NˆQ˜†
]
+
1
2
(Q¯ρQ+H.c.) .
(15)
Combining the above three equations, the noise spec-
trum S(ω) can be easily obtained via Laplace transform
in terms of simple algebraic manipulations.
2. Quantum transport
For quantum transport, based on the n-ME (11), a
method similar to that outlined above leads to [19]
I(t) = e
∑
n
nTr
[
ρ˙(n)(t)
]
=
e
2
∑
µ
Tr
[(
a†µA
(−)
Rµ −A(+)Rµ a†µ
)
ρ(t) + H.c.
]
. (16)
Here, the unconditional density matrix ρ =
∑
n ρ
(n) sat-
isfies the usual master equation (which can be obtained
by summing up Eq. (11) over “n”)
ρ˙ = −iLρ− 1
2
∑
µ
{
[a†µ, A
(−)
µ ρ− ρA(+)µ ] + H.c.
}
. (17)
Eqs. (16) and (17) can serve as a convenient starting point
to compute the transport current. In practice, one can
first diagonalize the central system Hamiltonian, then
perform the Liouvillian operations in the eigen-state rep-
resentation.
For transport, the current noise spectrum can provide
additional dynamic information beyond the current itself.
We know that, for time-dependent transport, the cur-
rents across the left and right junctions (between the cen-
tral system and the two leads) are not necessarily equal to
each other. This requires a definition for the power spec-
trum using the “average” current I(t) = αIL(t)+βIR(t),
where α and β are two coefficients determined by the
junction capacitances [40], which satisfy α+ β = 1. This
leads to the noise spectrum of the current consisting of
three parts [40]: S(ω) = αSL(ω)+βSR(ω)−αβω2SN (ω),
where SL/R(ω) is the noise spectrum of the left (right)
junction current IL/R(t) and SN (ω) is the fluctuation
spectrum of the electron number N(t) on the central de-
vice.
For Sλ(ω) (λ = L,R), we use the MacDonald’s formula
Sλ(ω) = 2ω
∫ ∞
0
dt sin(ωt)
d
dt
[〈n2λ(t)〉 − (I¯t)2] , (18)
where I¯ is the stationary current and 〈n2λ(t)〉 =∑
nλ
n2λ[Trρ
(nλ)(t)] =
∑
nλ
n2λP (nλ, t). Using Eq. (11),
we obtain [40]
d
dt
〈n2λ(t)〉 = Tr
[
2T (−)λ Nλ(t) + T (+)λ ρst
]
, (19)
where Nλ(t) ≡ ∑nλ nλρ(nλ)(t) denotes the “number”
matrix and ρst is the stationary state. Here, we also
introduce
T (±)λ (· · · ) =
1
2
∑
µ
[
A
(−)
λµ (· · · )a†µ ± a†µ(· · · )A(+)λµ
]
+H.c..
(20)
The final expression for SL/R(ω) is [40]
Sλ(ω) = 4ω Im
{
Tr
[T (−)λ N˜λ(ω)]}
+2Tr
[T (+)λ ρst]− 8 π I¯2 δ(ω), (21)
where N˜λ(ω) =
∫∞
0
dtNλ(t)eiωt. The last term origi-
nates from the second term in the MacDonald’s formula
in Eq. (18). N˜λ(ω) can be easily obtained by solving the
following equation of motion in the frequency domain
[40]:
d
dt
Nλ(t) = −iLNλ(t)−RNλ(t) + T (−)λ ρst, (22)
which gives
− iωN˜λ(ω)= −iLN˜λ(ω)−RN˜λ(ω)+T (−)λ ρ˜(ω), (23)
where ρ˜(ω) = iρst/ω.
For the charge fluctuations on the central system, the
symmetrized noise spectrum can be expressed using [40]
SN(ω) = ω
2
∫ ∞
−∞
dτ〈Nˆ (τ)Nˆ + NˆNˆ(τ)〉eiωτ , (24)
where 〈Nˆ(τ)Nˆ 〉 = TrTrB[U †(τ)NˆU(τ)NˆρstρB], where
U(τ) = e−iHτ and Nˆ is the electron-number opera-
tor of the central system. Using the cyclic property
under trace, we have 〈Nˆ(τ)Nˆ 〉 = Tr[Nˆσ(τ)], where
σ(τ) = TrB[U(τ)Nˆρ
stρBU
†(τ)]. Desirably, σ(τ) satis-
fies the equation of the usual reduced density matrix. Its
Fourier transform σ˜(ω) can be easily solved using [40]
i(ω − L)σ˜(ω) = Rσ˜(ω)− Nˆρst. (25)
Then, we have [40]
SN (ω) = 2ω
2Re{Tr{Nˆ [σ˜(ω) + σ˜(−ω)]}. (26)
C. Counting Statistics and Large-Deviation
Analysis
In order to get information in addition to the average cur-
rent and current fluctuation spectrum, with the knowl-
edge of ρ(n)(t) (and thus P (n, t)), one can perform FCS
6[25] and large-deviation (LD) analysis [41–43]. For FCS
analysis, the current CGF can be constructed using [44]
e−F˜(χ,t) =
∑
n
P (n, t)einχ, (27)
where χ is the so-called counting field. Based on the
CGF, F˜(χ, t), the kth cumulant can be readily carried
out via Ck = −(−i∂χ)kF˜(χ, t)|χ=0. As a result, one can
easily confirm that the first two cumulants, C1 = n¯ and
C2 = n2−n¯2, give rise to the mean value and the variance
of the transmitted electrons, while the third one (skew-
ness), C3 = (n− n¯)3, characterizes the asymmetry of the
distribution. Here, (· · · ) = ∑n(· · · )P (n, t). Moreover,
one can relate the cumulants to measurable quantities,
e.g., the average current by I = eC1/t, and the zero-
frequency shot noise by S = 2e2C2/t. In addition, the
important Fano factor is simply given by F = C2/C1,
which characterizes the extent of current fluctuations:
F > 1 indicates a super-Poisson fluctuating behavior,
while F < 1 indicates a sub-Poisson process.
For the LD analysis, instead of using the discrete
Fourier transform in Eq. (27), one may consider eiχn ⇒
e−xn. That is, introduce the dual-function of P (n, t) [45]:
P (x, t) =
∑
n
e−xnP (n, t) = e−F(x,t). (28)
The real nature of the transform factor e−xn, in contrast
to the complex one, eiχn, makes the resultant P (x, t)
somewhat resemble the partition function in statistical
mechanics. Using analogous terms in statistical mechan-
ics, in Eq. (28), the trajectories are categorized by a dy-
namical order parameter “n” or its conjugate field “x”.
This is realized by an exponential weight similar to the
Boltzmann factor, with the dynamical order parameter
representing the energy or magnetization and the conju-
gate field representing the temperature or magnetic field.
P (x, t) is called LD function in LD analysis. In statisti-
cal mechanics, the partition function measures the num-
ber of microscopic configurations accessible to the system
under given conditions. For the mesoscopic transport un-
der consideration, if we are interested in the dynamical
aspects of the transport electrons, the above insight can
be used for LD analysis in the time domain. That is, the
LD function is a measure of the number of trajectories
accessible to the “counter”, which favorably character-
izes the trajectory space from multiple angles according
to the effect of the conjugate field. In particular, it allows
one to inspect the rare fluctuations or extreme events by
tuning the conjugate field “x”.
We emphasize that, if one performs the conventional
FCS analysis only, using either a complex transform fac-
tor eiχn or a real one e−xn would make no difference since
the limit χ(x) → 0 will be considered at the end. How-
ever, for the LD study, we must use the real factor e−xn,
which plays a role in categorizing (selecting) the trajec-
tories. This type of selection would enables us to perform
statistical analysis for the fluctuations of sub-ensembles
of trajectories. For instance, x > 0 implies mainly select-
ing the inactive trajectories (with small n), while x < 0
prefers the active trajectories (with large n). In partic-
ular, by varying x, the x-dependent statistics can reveal
interesting dynamical behaviors in the time-domain. In
other words, based on the distribution function P (n, t),
which contains complete information of all the trajec-
tories, the LD approach, beyond the conventional FCS
analysis, captures more information from P (n, t) via the
x-dependent cumulants.
From the technical point of view, similar to trans-
forming P (n, t) to P (x, t), we introduce ρ(x, t) =∑
n e
−xnρ(n)(t). Then, from Eq. (1), we formally have
[45]
ρ˙(x, t) =
[−iL−R0 − exR1 − e−xR−1] ρ(x, t). (29)
This equation allows us to carry out the LD function
P (x, t) via P (x, t) = Tr[ρ(x, t)], where the trace is over
the central system states. Accordingly, we obtain the
generating function F(x, t) = − lnP (x, t) for arbitrary
counting time t. Further, we can prove [45]
F1(x, t) ≡ ∂xF(x, t) = 1
P (x, t)
∑
n
ne−xnP (n, t) ≡ 〈n〉x,
(30a)
F2(x, t) ≡ ∂2xF(x, t) = −〈(n− n¯x)2〉x, (30b)
and more generally,
Fk(x, t) ≡ ∂kxF(x, t) = (−)(k+1)〈(n− n¯x)k〉x. (30c)
Here, for brevity, we used the notation n¯x for 〈n〉x. Us-
ing these cumulants, we can define a finite-counting-time
average current I(x, t) = eF1(x, t)/t and the shot noise
S(x, t) = 2e2F2(x, t)/t. In addition, the generalized Fano
factor, F (x, t) = F2(x, t)/F1(x, t), will be of interest to
characterize the fluctuation properties.
We notice that, in order to obtain Fk(x, t), we only
need to determine the various k-th order derivatives of
P (x, t), Pk(x, t) = ∂
k
xP (x, t). This is an efficient method
to compute the x-dependent cumulants for finite count-
ing time. That is, by performing the derivatives ∂kx on
Eq. (29) and defining ρk(x, t) = ∂
k
xρ(x, t), we obtain a
set of coupled equations for ρk(x, t), whose solution then
gives Pk(x, t) = Tr[ρk(x, t)].
In long counting time limit, it can be proved that
F(x, t) ≃ tλ(x). Desirably, the asymptotic form,
P (x, t) ≃ e−tλ(x), allows one to identify the LD function
λ(x) for the smallest eigenvalue of the counting matrix,
i.e., the r.h.s of Eq. (29).
III. APPLICATION TO QUANTUM
MEASUREMENT
In this section, we illustrate the application of the n-
ME to two examples of quantum measurement, i.e., for
a charge qubit measured respectively by QPC and SET
detectors.
7A. Qubit Measured by QPC
Let us specify the charge qubit as a pair of coupled
quantum dots, described by the Hamiltonian Hqu =
ǫa|a〉〈a| + ǫb|b〉〈b| + Ω(|b〉〈a| + |a〉〈b|). We then intro-
duce ǫ = (ǫa − ǫb)/2 and set (ǫa + ǫb)/2 as the reference
energy. The qubit eigen-energies are obtained as E1 =√
ǫ2 +Ω2 ≡ ∆/2 and E0 = −
√
ǫ2 +Ω2 = −∆/2. Cor-
respondingly, the eigenstates are |1〉 = cos θ2 |a〉+ sin θ2 |b〉
for the excited state and |0〉 = sin θ2 |a〉 − cos θ2 |b〉 for the
ground state, where θ is introduced using cos θ = 2ǫ/∆
and sin θ = 2Ω/∆. The coupling between the qubit
and detector is characterized by H ′ = QF , where Q =
T + χ|a〉〈a| and F =∑k,q(c†kdq +H.c.).
By applying Eq. (12), we obtain the stationary current
for a symmetric qubit (ǫ = 0) as [18]
Is = g0V + g1V
[
1− 2G
(−)
V
+
∆
V
G(−)
G(+)
]
. (31)
Here, g0 = η(T + χ/2)2, g1 = η(χ/2)2, and G(±) =
1
2
[
F (+)(∆, V )± F (−)(∆, V )], with F (±)(∆, V ) ≡ (∆ ±
V ) coth(∆±V2T ). At zero temperature, Eq. (31) can be fur-
ther simplified. Compared with previous results [15, 16],
we find that under low voltage (V < ∆), Eq. (31) is re-
duced to the same result given by Shnirman et al. [15],
but under V > ∆ it differs from the results in Refs. 15
and 16.
The output power spectrum S(ω) can be calculated
using the MacDonald’s formula via Eqs. (13)-(15). For a
symmetric qubit and denoting S(ω) = S0+S1(ω)+S2(ω),
we obtain [18]
S0 = 2I0 coth
V
2T
+
χ2η
2
×
[
G(+) − ∆
2
G(+)
− V coth V
2T
]
, (32a)
S1(ω) =
[
1− ∆
2V
G(−)
G(+)
]
I2dΓd∆
2
(ω2 −∆2)2 + Γ2dω2
,(32b)
S2(ω) = χ
2η
[
ΓdDz + γI¯
] G(−)
ω2 + Γ2d
. (32c)
Here, three currents are defined as I0 = (Ia + Ib)/2,
Id = Ia − Ib, and I¯ = I0 − 14ηχ2∆G(−)/G(+), with
Ia = η(T + χ)2V and Ib = ηT 2V being the detector
currents corresponding to qubit states |a〉 and |b〉, respec-
tively. The other quantities in Eq. (32) are Γd =
ηχ2
2 G
(+),
γ = ηχ
2
2 ∆ and Dz = −∆
√
IaIb/G
(+) − ηχ2G(−)/4. The
three noise spectrum components are, respectively, (i)
the zero-frequency noise S0, (ii) the Lorentzian spectral
function S1(ω) with a peak around the qubit Rabi fre-
quency ω = ∆, and (iii) S2(ω), originating from the
qubit-relaxation-induced inelastic tunnelling effect in the
detector. In addition to S2(ω), the qubit relaxation effect
is also manifested in S0 and S1(ω), i.e., giving rise to the
second term of S0 and reducing the pre-factor in S1(ω)
from unity. If the qubit-relaxation-induced inelastic ef-
fect is neglected or at the limit of the high bias voltage
V ≫ ∆, Eq. (32) returns to the result obtained in previ-
ous work [12, 13].
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FIG. 3: (a) Noise spectrum in the presence (solid curves) and
absence (dashed curves) of qubit relaxation. (b) Voltage effect
on the noise spectrum, particularly on the peak-to-pedestal
ratio (inset, where the solid and dashed curves correspond to
the presence and absence of qubit relaxation). The results
in (a) and (b) are obtained, respectively, by altering χ (for
a fixed voltage V = 2∆ ) and the voltage V (for a fixed
χ = 0.1∆). Other parameters: gL = gR = 2.5/∆, and T = ∆.
FIG. 4: 3D-plot of the noise spectra for (a) the symmet-
ric and (b) the asymmetric qubit. Parameters: gL = gR =
2.5/∆, χ = 0.1∆, and T = ∆.
The measurement-induced relaxation effects of the
qubit are shown in Fig. 3. The major effect of the qubit
relaxation shown in Fig. 3(a) is the lowering of the entire
noise spectrum in qualitative consistence with the find-
ings of Gurvitz et al [7], where an external thermal bath is
introduced to cause qubit relaxation. However, the spon-
taneous relaxation discussed here does not diminish the
telegraph noise peak near zero frequency in the incoher-
ent case, which implies the presence of the Zeno effect, in
contrast to the major conclusion of Ref. 7. In addition,
the transition behavior from the coherent to the incoher-
ent regime is different. Figure 3(b) shows the voltage
effect where the coherent peak around ω = ∆ reduces
as the measurement voltage decreases. Interestingly, this
8effect alters the fundamental bound of 4 for the signal-
to-noise ratio, [S(∆)− S0]/S0, which was determined by
Korotkov et al. at the high voltage limit (see the inset)
[12].
The voltage effect is further shown in Fig. 4 by the 3D
plot of the scaled spectra for different qubit symmetries.
In contrast to the present result, we notice that in Ref.
16, no spectral structure was found, i.e., S(ω)−S(∞) = 0
in the range of V < 10∆ for the symmetric qubit (θ =
π/2). However, Shnirman et al showed the existence of
the coherent peaks at ω = ±∆ for voltage greater than
∆ [15]. For an asymmetric qubit, as shown in Fig. 4(b),
the coherent peaks at ω = ±∆ are destroyed and a peak
around ω = 0 is formed. This transition originates from
the breakdown of the resonant condition, which replaces
the Rabi oscillation of the qubit with incoherent jumping.
B. Qubit Measured by SET
As second example of quantum measurement, we con-
sider a charge qubit measured by an SET [8–10], as
schematically shown in Fig. 5. The SET is a sensitive
charge-state detector, which is suitable for fast qubit
read-out in solid-state quantum computation. For single-
shot measurement, i.e., where the qubit state is unam-
biguously determined in one run, an important figure of
merit is the detector’s efficiency, defined as the ratio of
information gained time and the measurement-induced
dephasing time [9, 10]. In the weakly responding regime,
it was found that the SET has a rather poor quantum
efficiency [10, 46, 47]. However, later study showed that,
for a strong-response SET, the quantum limit of an ideal
detector can be reached, resulting in an almost pure con-
ditioned state [48].
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FIG. 5: Schematics for a solid-state qubit measurement by
SET. Model (I): the SET level is within the bias window for
qubit state |b〉, but outside for state |a〉. Model (II): the SET
level is between the Fermi levels for either |b〉 or |a〉, but with
different couplings to the leads, i.e., ΓL/R for |b〉, and Γ
′
L/R
for |a〉.
As mentioned earlier for the QPC detector, a more im-
plementable approach is continuous weak measurement
rather than single-shot measurement. This type of mea-
surement allows one to determine the ensemble average of
detector and qubit states, and the qubit coherent oscilla-
tion is read out from the spectral density of the detector.
In continuous weak measurement, an interesting generic
result is the so-called Korotkov-Averin (K-A) bound, i.e.,
the signal-to-noise ratio (SNR) bounded by a fundamen-
tal limit of “4” [50], which can be broken only in cases
such as when performing quantum nondemolition (QND)
measurement [51], adding quantum feedback control [52],
or using two detectors [53]. We consider continuous weak
measurement of qubits using strongly responding SETs
[48, 49] and show that, for both models in Refs. 48 and
49, the SNR can violate the universal Korotkov-Averin
bound [54].
The entire method of the qubit-SET measurement is
described by the following Hamiltonian [48, 49, 54]
H = H0 +H
′ (33a)
H0 = HS +
∑
λ=L,R
ǫλkd
†
λkdλk (33b)
HS =
∑
j=a,b
Ej |j〉〈j|+Ω(|a〉〈b|+ |b〉〈a|) + Eca†cac + Unanc
(33c)
H ′ =
∑
λ=L,R;k
(Ωλka
†
cdλk +H.c.) ≡ a†c(fcL + fcR) + H.c.
(33d)
For simplicity, we assumed spinless electrons. The system
Hamiltonian, HS , contains a qubit, SET central dot, and
their Coulomb interaction (the U -term). For the qubit,
we assumed that each dot has only one bound state, i.e.,
the logic states |a〉 and |b〉 with energies Ea and Eb and
a coupling amplitude Ω. na is the number operator of
qubit state |a〉, which is 1 for |a〉 being occupied and
0 otherwise. For the SET, a†c(ac) and d
†
αk(dαk) are the
electron creation (annihilation) operators of the central
dot and reservoirs, respectively. nc ≡ a†cac is introduced
as the number operator of the SET dot. Similar to previ-
ous work, we assumed that the SET works in the strong
Coulomb-blockade regime, with only a single level Ec in-
volved in the measurement process. Finally, H ′ describes
the tunnel coupling of the SET dot to the leads, with am-
plitude Ωλk.
We consider the two models schematically shown in
Fig. 5. In model (I), which was studied in Ref. 49, the
SET dot level is within the bias voltage if the qubit is
in state |b〉, but is above the Fermi level when the qubit
state is switched to |a〉. For state |b〉, a nonzero cur-
rent Ib flows through the SET; however, for state |a〉,
the SET current Ia is zero. Then, the qubit state can
be discriminated from these different currents. In this
model, the signal current ∆I ≡ |Ib − Ia| is twice the av-
erage current I¯ ≡ (Ib + Ia)/2. Hence, it is not a weak
response detector. In model (II), which illustrates the
crossover from weak to strong responses, the SET dot
level is always between the Fermi levels of the two leads
for qubits either in state |b〉 or state |a〉, but with dif-
ferent coupling strengths to the leads, i.e., ΓL(R) and
Γ′L(R). We further parameterize the tunnel couplings
as ΓL(Γ
′
L) = (1 ± ξ)Γ¯L, ΓR(Γ′R) = (1 ± ζ)Γ¯R, and
γ = Γ¯R/Γ¯L. Here, Γ¯L(R) = (ΓL(R) + Γ
′
L(R))/2 denotes
the average couplings, while ξ and ζ characterize the re-
9sponse strength of the detector to qubits. In this context,
we would like to mention that, usually, the analysis is re-
stricted in the weak-response regime by assuming that
ξ ≪ 1 and ζ ≪ 1, except in Ref. 48, where the quantum
efficiency was investigated in the strong response regime
using this model.
For the both models in Fig. 5, the states involved are
|1〉 = |0a〉, |2〉 = |0b〉, |3〉 = |1a〉, and |4〉 = |1b〉. In
this notation |0(1)a(b)〉 means that the SET dot is empty
(occupied) and the qubit is in state |a(b)〉. Applying
Eq. (11) to model (I) yields [54]
ρ˙
(nR)
11 =iΩ[ρ
(nR)
12 − ρ(nR)21 ] + ΓLρ(nR)33 + ΓRρ(nR−1)33 (34a)
ρ˙
(nR)
22 =iΩ[ρ
(nR)
21 − ρ(nR)12 ]− ΓLρ(nR)22 + ΓRρ(nR−1)44 (34b)
ρ˙
(nR)
12 =− iǫρ(nR)12 + iΩ[ρ(nR)11 − ρ(nR)22 ]−
ΓL
2
ρ
(nR)
12
+
ΓL
2
ρ
(nR)
34 + ΓRρ
(nR−1)
34 (34c)
ρ˙
(nR)
33 =iΩ[ρ
(nR)
34 − ρ(nR)43 ]− (ΓR + ΓL)ρ(nR)33 (34d)
ρ˙
(nR)
44 =iΩ[ρ
(nR)
43 − ρ(nR)34 ] + ΓLρ(nR)22 − ΓRρ(nR)44 (34e)
ρ˙
(nR)
34 =− i(ǫ+ U)ρ(nR)34 + iΩ[ρ(nR)33 − ρ(nR)44 ]
+
ΓL
2
ρ
(nR)
12 − (ΓR +
ΓL
2
)ρ
(nR)
34 (34f)
Here, ǫ = Ea − Eb and ΓL/R = 2π|ΩL/R|2gL/R, where
gL/R is the density of states of the SET leads. For sim-
plicity, the assumption of the wide-band limit implies
ΩL/R ≡ ΩL/Rk, and makes ΓL/R energy independent. In
addition, low temperature conditions and U ≫ Ω were
assumed to further simplify the equations. Similarly, for
model (II), we have [54]
ρ˙
(nR)
11 =iΩ[ρ
(nR)
12 − ρ(nR)21 ]− Γ′Lρ(nR)11 + Γ′Rρ(nR−1)33 (35a)
ρ˙
(nR)
22 =iΩ[ρ
(nR)
21 − ρ(nR)12 ]− ΓLρ(nR)22 + ΓRρ(nR−1)44 (35b)
ρ˙
(nR)
12 =− iǫρ(nR)12 + iΩ[ρ(nR)11 − ρ(nR)22 ]
− ΓL + Γ
′
L
2
ρ
(nR)
12 +
ΓR + Γ
′
R
2
ρ
(nR−1)
34 (35c)
ρ˙
(nR)
33 =iΩ[ρ
(nR)
34 − ρ(nR)43 ] + Γ′Lρ(nR)11 − Γ′Rρ(nR)33 (35d)
ρ˙
(nR)
44 =iΩ[ρ
(nR)
43 − ρ(nR)34 ] + ΓLρ(nR)22 − ΓRρ(nR)44 (35e)
ρ˙
(nR)
34 =− i(ǫ+ U)ρ(nR)34 + iΩ[ρ(nR)33 − ρ(nR)44 ]
+
ΓL + Γ
′
L
2
ρ
(nR)
12 −
ΓR + Γ
′
R
2
ρ
(nR)
34 (35f)
Except for the specific conditions of model (II), the other
parameters are the same as those for model (I) (as men-
tioned above).
By applying the n-ME formulation in Eqs. (18)-(26),
we can straightforwardly calculate the output power
spectrum for both set-ups considered here. As for qubit
measurement using a QPC detector, the signal of the
qubit oscillations is manifested as a peak in the noise
spectrum at frequency 2Ω, while the measurement ef-
fectiveness is characterized by the SNR, i.e., the peak-
to-pedestal ratio. We denote the noise pedestal by Sp,
and obtain it from S(ω → ∞). In Fig. 6, we show the
dependence of the SNR on the detector’s configuration
symmetries.
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FIG. 7: Signal-to-noise ratio versus tunnel-coupling asymme-
try, ΓR/ΓL for model (I), and Γ¯R/Γ¯L for model (II). In (A)
the solid and dashed lines are the result in the presence of
cross correlation, while the dotted and dot-dashed lines are
the result after removing it. In (B) the mere cross correlation
is plotted. Sp is the pedestal noise of the entire circuit cur-
rent. ξ = ζ = 0.9, other parameters are the same as in Fig.
6.
The result of model (I) is shown in Fig. 6(A), where we
see that both the tunnel- and capacitive-coupling symme-
tries crucially affect the measurement effectiveness. The
tunnel coupling asymmetry effect ΓR/ΓL is due to the
fact that with the increase of ΓR/ΓL, the interaction time
between the detector electron and the qubit is decreased.
Thus, the detector’s back-action is reduced and the SNR
is enhanced [49]. For the effect of capacitive coupling,
its degree of asymmetry affects the contribution weight
of the cross-correlation between IL(t) and IR(t) to the
entire circuit noise. Specifically, the cross-correlation has
a more important contribution for more symmetric cou-
pling, as shown in Fig. 6(A) by the α-dependence. This
is because, as we shall demonstrate below, the cross-
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FIG. 8: Spectral density of the cross-correlation scaled by
its own pedestal, which is defined here at twice the Rabi fre-
quency of the qubit oscillations. Parameters for model (I)
in (A): ΓL = 0.05Γ, ΓR = 0.5Γ, and Ω = 5Γ. Parameters
for model (II) in (B): Γ¯L = 0.05Γ, Γ¯R = 0.5Γ, Ω = 5Γ, and
ξ = ζ = 0.9. In this plot we take Γ as the energy unit. Other
conventions are the same as in Fig. 6.
correlation has a much higher peak-to-pedestal ratio than
the auto-correlation.
An unexpected feature observed in Fig. 6(A) is that
under proper conditions, i.e., for symmetric capacitive
coupling and strongly asymmetric tunnel coupling, the
SNR can exceed “4”, which is the upper bound quan-
tum mechanically limited on any linear response detec-
tors [50]. However, whether this upper bound is appli-
cable to nonlinear response detector is unclear in priori,
since, in this case, the linear response relation between
the current and qubit state breaks down. Hence, the
subsequent Cauchy-Schwartz-inequality-based argument
leading to the upper bound of “4” is not valid [53].
To support the above theory, we further study model
(II). The result is presented in Fig. 6(B). As explained
in the model description, the parameters ξ and ζ char-
acterize, respectively, the left and right tunnel-coupling
responses to the qubit states. Fig. 6(B) shows an asym-
metric tunnel coupling detector, with γ ≡ Γ¯R/Γ¯L = 30,
which can lead to higher SNR, because of the weaker
back-action from the detector, similar to that for model
(I). Here, we find that the SNR is insensitive to the right
junction response ζ, but sensitive to the left one ξ. Again,
in this model, we observe that the SNR can violate the
K-A bound “4” in the strong response regime.
We present further explanation of the violation of the
K-A bound. Since I(t) = αIL(t) + βIR(t), the current
correlator 〈I(t)I(0)〉 contains the component SLR(t) ≡
〈IL(t)IR(0) + IR(t)IL(0)〉, i.e., the cross-correlation. In
addition, in the previous results, we see that for more
symmetric capacitive coupling, the SNR is larger, and
reaches a maximum at α = β = 1/2. This feature in-
dicates that the cross-correlation can enhance the SNR.
Indeed, for the SET detector, both the left and right junc-
tion currents (IL and IR) contain information of the qubit
state; hence, their “signal” parts are correlated. This
leads to a heuristic opinion that views the two junctions
as two detectors, like in the scheme of qubit measurement
using two point contacts proposed recently by Jordan and
Bu¨ttiker [53], where they found that the SNR of the cross-
correlation can strongly violate the K-A bound, because
of the negligibly small pedestal of the cross noise. In our
case, since IL(t) and IR(t) are subject to a constraint
from charge conservation, the cross noise background of
IL(t) and IR(t) does not vanish in principle, unlike for
the two independent QPC detectors [53]. Nevertheless,
the pedestal of the cross noise of the SET is much smaller
than that of the auto-correlation, which leads to an en-
hanced SNR in the spectral density of the total circuit
current and to the violation of the K-A bound, as clearly
shown in Fig. 7(A). For comparative purposes, in Fig.
7(B), we plot the SNR of the cross-correlation, scaled by
the noise pedestal Sp of the circuit current.
In Fig. 8, the spectral density of the cross-correlation,
scaled by its own noise pedestal, is shown representa-
tively. As mentioned above, since the cross noise pedestal
is negligibly small at a high frequency limit, we arti-
ficially (but more physically in some sense) define the
pedestal at a finite frequency, e.g., twice the qubit oscil-
lation frequency. Obviously, the large SNR of the cross-
correlation drastically violates the K-A bound. This re-
sult indicates that for qubit measurement using an SET,
one can explore the cross-correlation, rather than the
auto-correlation, as a probe of coherent oscillations. In
practice, such scheme is simpler than the technique of
QND measurement [51], and holds the most advantages
of SET over QPC.
IV. APPLICATION TO QUANTUM
TRANSPORT
We illustrate the application of the n-ME approach to
quantum transport by first using a single-level quantum
dot to show the simple results of the n-resolved master
equation and then considering two more interesting ex-
amples.
A. Single-Level Quantum Dot
For transport through a single-level (E0) quantum dot,
under wide-band approximation, the reservoir corre-
lation functions can be expressed as C
(±)
α (t − τ) =
|tα|2
∑
k e
±iǫk(t−τ)n
(±)
α (ǫk), where n
(+)
α (ǫk) = nα(ǫk) is
the Fermi distribution function and n
(−)
α (ǫk) = 1 −
nα(ǫk). Then, the spectral functions are obtained as
A(±)α = C
(±)
α (±L)a = Γαn(±)α (E0)a . (36)
Here, Γα = 2πgα|tα|2, where gα is the density of states of
the “α” lead. In the special case of zero temperature and
a large bias voltage µL ≫ E0 ≫ µR, we haveA(+)L = ΓLa,
11
A
(−)
L = 0 , A
(−)
R = ΓRa, and A
(+)
R = 0 . Substituting
these into Eq. (11) yields
ρ˙(n) = −iLρ(n) − 1
2
{
[ΓRa
†aρ(n) + ΓLρ
(n)aa†
−ΓLa†ρ(n)a− ΓRaρ(n−1)a†] + H.c.
}
. (37)
Choosing the empty state |0〉 and the occupied one |1〉,
we obtain
ρ˙
(n)
00 = −ΓLρ(n)00 + ΓRρ(n−1)11 ,
ρ˙
(n)
11 = −ΓRρ(n)11 + ΓLρ(n)00 . (38)
This is the result derived by Gurvitz et al under the limits
mentioned above [22]. Applying the above n-ME, one can
easily perform all the transport studies outlined in Sec.
II.
B. Parallel Double Dots
The system of two quantum dots coupled in parallel to
two reservoirs has attracted a great deal of attention as a
realization of a mesoscopic Aharonov–Bohm interferom-
eter [55–57]. Indeed, such a system pierced by an exter-
nal magnetic field, as shown in Fig. 9, is an interference
device whose transmission can be tuned by varying the
magnetic field. In the absence of the interdot electron–
electron interaction, the interference effects in the reso-
nant current through this system are quite transparent.
This is not the case, however, for interacting electrons
[58, 59].
We consider a strong interdot electron-electron
repulsion—a Coulomb blockade. While the two dots may
be occupied simultaneously in the noninteracting model,
the Coulomb blockade prevents this. At first, one might
not expect that this repulsion could dramatically modify
the resonant current’s dependence on the magnetic field.
We find, however, that the resonant current is completely
blocked for any value of the magnetic flux except for inte-
ger multiples of the flux quantum (Φ0 = h/e) [60]. This
striking effect goes far beyond our simple expectations.
Consider a double dot (DD) connected in parallel to
two reservoirs, as shown in Fig. 9. For simplicity, we
consider spinless electrons. We also assume that each
of the dots contains only one level, E1 and E2. In the
presence of a magnetic field, the system can be described
by the following tunneling Hamiltonian [60],
H = H0 +HT +
∑
µ=1,2
Eµd
†
µdµ + Ud
†
1d1d
†
2d2 . (39)
Here, the first term, H0 =
∑
k[EkLa
†
kLakL+EkRa
†
kRakR],
describes the reservoirs and HT describes their coupling
to the dots,
HT =
∑
µ,k
(
tµLd
†
µakL + tµRa
†
kRdµ
)
+H.c. , (40)
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FIG. 9: Resonant tunneling through two parallel dots pierced
by the magnetic flux Φ.
where µ = 1, 2 and a†kL and a
†
kR are the creation oper-
ators for the electrons in the reservoirs while d†1,2 is the
creation operator for the DD. The last term in Eq. (39)
describes the interdot repulsion. We assume that there is
no direct transmission between the dots and that the cou-
plings of the dots to the leads, tµL(R), are independent of
energy. In the absence of a magnetic field, one can always
choose the gauge in such a way that all couplings are real.
In the presence of a magnetic flux Φ, however, the tunnel-
ing amplitudes between the dots and the reservoirs are
generally complex. We obtain tµL(R) = t¯µL(R)e
iφµL(R) ,
where t¯µL(R) is the coupling without the magnetic field.
The phases around the closed circle are constrained to
satisfy φ1L + φ1R − φ2L − φ2R = φ, where φ ≡ 2πΦ/Φ0.
Let the initial state of the system correspond to filling
the left and right reservoirs at zero temperature with elec-
trons up to the Fermi energies µL and µR, respectively.
In the case of large bias, |µL,R − E1,2| ≫ Γ, applying ei-
ther an exact single-particle wavefunction method or the
ME approach for non-interacting case, we find a simple
expression for the total current [60]
I(φ) = I0
∆2 + ΓLΓR sin
2 φ
∆2 + ΓLΓR sin
2 φ
2
, (41)
where ∆ = E1 − E2 is the offset of the dot levels, and
I0 = 2ΓLΓR/Γ is the current for non-interacting elec-
trons in the absence of the magnetic filed, with ΓL(R) =
2πDL(R)|t¯L(R)|2 and DL(R) is the density of states of the
leads. The φ-dependence in Eq.(41) is an example of the
Aharonov–Bohm effect.
Next, we detail the study for interacting dots in the
Coulomb blockade case, E1,2 + U ≫ µL, which excludes
the states corresponding to a simultaneous occupation of
the two dots. In this case, the Hilbert space of the DD
state is reduced to |0〉 ≡ |00〉, |1〉 ≡ |10〉, and |2〉 ≡ |01〉,
where |10〉 means the upper dot occupied and the lower
dot unoccupied, and other states have similar interpreta-
tions. Applying Eq. (11), we obtain [61]
12
ρ˙
(n)
00 = −2ΓLρ(n)00 + ΓRρ(n−1)11 + ΓRρ(n−1)22 + ei(φR1−φR2)ΓRρ(n−1)12 + ei(φR2−φR1)ΓRρ(n−1)21 (42a)
ρ˙
(n)
11 = ΓLρ
(n)
00 − ΓRρ(n)11 −
1
2
ei(φR1−φR2)ΓRρ
(n)
12 −
1
2
ei(φR2−φR1)ΓRρ
(n)
21 (42b)
ρ˙
(n)
22 = ΓLρ
(n)
00 − ΓRρ(n)22 −
1
2
ei(φR1−φR2)ΓRρ
(n)
12 −
1
2
ei(φR2−φR1)ΓRρ
(n)
21 (42c)
ρ˙
(n)
12 = e
i(φL1−φL2)ΓLρ
(n)
00 −
1
2
ei(φR2−φR1)ΓRρ
(n)
11 −
1
2
ei(φR2−φR1)ΓRρ
(n)
22 − (ΓR + i∆)ρ(n)12 (42d)
ρ˙
(n)
21 = e
i(φL2−φL1)ΓLρ
(n)
00 −
1
2
ei(φR1−φR2)ΓRρ
(n)
11 −
1
2
ei(φR1−φR2)ΓRρ
(n)
22 − (ΓR − i∆)ρ(n)21 (42e)
Owing to the neglected spin degrees of freedom in con-
structing the Hilbert space, as a compensation, here we
have replaced ΓL with 2ΓL to equivalently restore its ef-
fect.
Applying the n-ME approach, we obtain the total cur-
rent in the steady-state limit [60, 61]
I(φ) = IC
∆2
∆2 + IC
(
2ΓR sin
2 φ
2 −∆sinφ
) , (43)
where IC = 2ΓLΓR/(2ΓL+ΓR) is the total current (with
the Coulomb blockade) in the absence of the magnetic
field. Let us compare Eq. (43) with Eq. (41) for the
noninteracting case. We find that for ∆ 6= 0 both cur-
rents display the Aharonov–Bohm oscillations. However,
their behavior is drastically different when ∆ → 0. The
resonant current for the noninteracting electrons keeps
oscillating with the magnetic field, while in the case of
the Coulomb blockade, the current becomes non-analytic
in φ. From Eq. (43), we can easily obtain that I = IC
for φ = 2πn, where n = Φ/Φ0 is an integer, but I = 0
for any other value of Φ. Such an unexpected “switch-
ing” behavior of the electron current in the magnetic field
represents a non-trivial interplay of the Coulomb blockade
and quantum interference.
For understanding the switching phenomenon, it is de-
sirable to disentangle these two effects via a state ba-
sis transformation, by defining new basis DD states,
d†µ|0〉 → d˜†µ|0〉, chosen such that d˜†2|0〉 is not coupled to
the right reservoir, i.e., t2R → t˜2R = 0, then the current
would flow only through the state d˜†1|0〉. This can be
realized using the unitary transformation [60, 61](
d˜1
d˜2
)
=
1
N
(
t1R t2R
−t∗2R t∗1R
)(
d1
d2
)
, (44)
where N = (t¯21R + t¯22R)1/2, which indeed results in t˜2R =
0. In addition, the coupling of d˜†2|0〉 to the left lead reads
t˜2L(φ) = −ei(φ2L−φ1R)(t¯1Lt¯2R eiφ − t¯2Lt¯1R)/N . (45)
It follows from this expression that t˜2L = 0 for φ = 2nπ
provided that t¯1L/t¯2L = t¯1R/t¯2R, or for φ = (2n+ 1)π if
t¯1L/t¯2L = −t¯1R/t¯2R. Obviously, for noninteracting DD,
d˜†2|0〉 has no contribution to current, while d˜†1|0〉 carries
a magnetic-flux modulated current. In the case of inter-
dot Coulomb blockade, however, the coupling of d˜†2|0〉
to the left lead is zero, which is of crucial importance. If
t˜2L 6= 0, then the state d˜†1|0〉, carrying the current, will be
blocked by the inter-dot Coulomb repulsion. As a result,
the total current vanishes. However, if the state d˜†2|0〉 is
decoupled from both leads, it remains unoccupied, so that
the current can flow through the state d˜†1|0〉. As shown
above, this takes place precisely for t¯1L/t¯2L = ± t¯1R/t¯2R.
If this condition is not fulfilled, the current is always zero,
even for φ = 2πn.
Below we consider further the current fluctuations.
The shot-noise spectrum can be conveniently calculated
using the n-ME and the MacDonald’s formula. Notice-
ably, for the present Coulomb blockade DD interferom-
eter, we find that the zero-frequency shot noise can be
highly super-Poissonian, and can even become divergent
as ∆ → 0. For the coherent DD interferometer, analyt-
ical result of the frequency-dependent noise can be ob-
tained as [61]
S(ω) =
8ΓLΓR[2ΓLΓR∆
2 −∆4 + 3∆2ω2 − 2ω2(Γ2R + ω2)]I¯
[(2ΓL + ΓR)∆2 − (2ΓL + 3ΓR)ω2]2 + ω2(2ΓLΓR + 2Γ2R +∆2 − ω2)2
+ 2I¯ . (46)
13
RL
1Lt
2
1
1Rt
nφ pi= 2
Ω ∝ ∆
( )I t
t
FIG. 10: Schematic interpretation for the noise divergence.
Upper panel : Effective coupling of the DD to the leads and
between the dots, in the representation of transformed DD
states, i.e., |1˜〉 ≡ d˜†1|0〉 and |2˜〉 ≡ d˜
†
2|0〉. Lower panel : Coarse-
grained temporal current, with a telegraphic noise nature
which causes divergence of the zero-frequency noise when
∆→ 0 .
Here, we have assumed φ = 2πn. At zero frequency limit,
the Fano factor can be given as
F ≡ S(0)
2I¯
=
8Γ2LΓ
2
R + (4Γ
2
L + Γ
2
R)∆
2
(2ΓL + ΓR)2∆2
. (47)
Noticeably, as ∆ → 0, it becomes divergent! Note that
this divergence is not caused by the average current I¯,
but by the zero-frequency noise itself. In addition, from
Eq. (46), we find that the limiting order of ∆ → 0 and
ω → 0, would lead to different results i.e., if ∆→ 0, then
ω → 0, the result can be given as
F =
Γ2L + Γ
2
R
(ΓL + ΓR)2
, (48)
which is finite and coincides with the Fano factor of the
single-level transport [40]. The limiting order leading to
Eq. (48), which implies that we are considering the noise
for aligned DD levels. In this case, as constructed above,
see Eq. (44) and Fig. 10(a), the two transformed dot-
states are decoupled to each other, and one of them is
also decoupled to both leads if φ = 2πn. As a result,
equivalently, the transport is through a single channel,
leading to the Fano factor Eq. (48).
However, for ∆ → 0 but 6= 0, the situation is subtly
different. In this case, the two transformed states are
weakly coupled, with a strength ∝ ∆. Thus, the trans-
porting electron on state d˜†1|0〉 can occasionally tunnel to
d˜†2|0〉, which is disconnected to both leads, and its occu-
pation will block the current until the electron tunnels
back to d˜†1|0〉 and arrives at the right lead. Typically,
this strong bunching behavior, induced by the interplay
of Coulomb interaction and quantum interference, is well
characterized by a profound super-Poissonian statistics.
In Fig. 10(b), the coarse-grained temporal current with
a telegraphic noise nature is plotted schematically. We
observe that, as ∆→ 0, the current switching would be-
come extremely slow, leading to very long time (∼ 1/∆)
correlation between the transport electrons. This long-
time-scale fluctuation, or equivalently, the low frequency
component filtered out from the current, which causes
divergence of the shot noise as ∆→ 0. This is similar, in
a certain sense, to the well known 1/f noise, which goes
to divergence as f → 0.
C. Probe of Majorana Fermion
In this subsection, we apply the n-ME approach to analy-
sis for a possible probe of the Majorana fermions [62–64].
The Majorana fermions, proposed in 1937 by Majorana
[65], are exotic particles since each Majorana fermion
is its own antiparticle [66]. The search for Majorana
fermions in solid states, as emerged quasiparticles (ele-
mentary excitations), has been attracting a great deal of
attention [67–73]. As a real example, an effective p-wave
superconductor can be realized using a semiconductor
nanowire with Rashba spin-orbit interaction and Zeeman
splitting, and in proximity to an s-wave superconductor
[69–71]. Of crucial importance is then a full experimen-
tal demonstration of the Majorana fermion in solid states
[74].
Therefore, let us consider the system in Fig. 11. The
setup describes transport through a semiconductor quan-
tum dot (QD), while the QD is tunnel-coupled to a semi-
conductor nanowire on an s-wave superconductor [74].
It was found in Ref. [75] that the Majorana bound state
(MBS), emerged at the end of the nanowire, will dramat-
ically influence the zero-bias linear-response conductance
through the quantum dot, as a result of the modified
static spectral property (the effective density-of-states)
of the QD level. In the following section, going beyond
linear response, we consider transport through the quan-
tum dot under finite bias voltage and pay particular at-
tention to the Majorana’s dynamic aspect [62–64]. While
a subtraction of the source and drain currents can expose
certain features of the Majorana fermion [62], below we
show that the more unique properties can be identified
from the shot noise [62, 63], via a spectral dip together
with a pronounced zero-frequency noise enhancement ef-
fect.
Combining a strong Rashba spin-orbit interaction and
the Zeeman splitting, it was shown that the proximity-
effect-induced s-wave superconductivity in the nanowire
can support electron-hole quasiparticle excitations of Ma-
jorana bound states (MBS) at the ends of the nanowire
[69–71]. Since the Zeeman splitting should be large
enough in order to drive the wire into a topological su-
perconducting phase, we can assume it much larger than
the transport bias voltage, the dot-wire coupling energy,
and the dot tunneling rates with the leads. In this case,
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FIG. 11: Schematic setup for detecting Majorana fermion
by transport through a semiconductor quantum dot (QD),
while the QD is coupled to a semiconductor nanowire which
is in contact with an s-wave superconductor. Under appro-
priate conditions a pair of Majorana bound states (MBS) is
anticipated to emerge at the ends of the nanowire.
we can model the QD by a single resonant level and treat
the electron as spinless particle. Accordingly, the entire
system can be modeled using H = HLeads +Hsys +HT .
HLeads =
∑
α=L,R
∑
k εαkc
†
αkcαk describes the normal
metallic leads; HT =
∑
α=L,R
∑
k tαkdc
†
αk + H.c. is for
the tunneling between the leads and the dot; and the
low-energy effective Hamiltonian for the central system
is given as [62, 63]
Hsys = ǫDd
†d+
i
2
ǫMγ1γ2 + (λd− λ∗d†)γ1. (49)
Here, c†αk(cαk) and d
†(d) are the electron creation (anni-
hilation) operators of the leads and the dot, respectively,
with corresponding energies of εαk and ǫD. Particularly,
in Eq. (49), the second term describes the paired MBSs
generated at the ends of the nanowire and coupled to each
other by an energy ǫM ∼ e−l/ξ, where l is the wire length
and ξ is the superconducting coherent length. The last
term in Eq. (49) describes the tunnel coupling between
the dot and the left MBS. For spinless dot level, we can
choose a real constant λ, while in general λ has a phase
factor associated with the spin direction.
To solve the transport problem associated with the
Hamiltonian Eq. (49), it is convenient to switch from the
Majorana representation to the regular fermion repre-
sentation, through the exact transformation γ1 = f
† + f
and γ2 = i(f
† − f). f is the regular fermion operator,
satisfying the anti-commutative relation {f, f †} = 1. Ac-
cordingly, we rewrite Hsys as [62, 63]
Hsys = ǫDd
†d+ ǫM
(
f †f − 1
2
)
+ λ(d− d†)(f † + f).(50)
For the convenience of the latter discussion, we rearrange
the tunnel coupling term in Eq. (50) as H1 = (λf
†d +
λ1f
†d†)+H.c., where λ1 = λ or 0 corresponds to the dot
coupling to the MBS or to a regular fermion bound state.
In the transformed representation, the basis states of the
central system are given by |ndnf 〉, where nd and nf can
take the value of 0 or 1, so that we have four basis states
{|00〉, |10〉, |01〉, |11〉}.
Rather than the linear response [75], we consider trans-
port through the quantum dot under finite bias volt-
age. Associated with the voltage setup in Fig. 11, the
chemical potentials of the two leads are, µL = eV0 and
µR = e(V0 − V ). The so-called large bias limit indi-
cates that |µL(R)−ǫD| is much larger than the dot-level’s
broadening. In this case, the dot level is deeply embed-
ded into the voltage window and the temperature effect
is negligible in calculating the transport currents. More-
over, this bias regime allows us to apply the Born-Markov
ME. Its particle-number-resolved version is given as [62]
ρ˙(n) = −iLρ(n)−ΓL
2
(
dd†ρ(n) + ρ(n)dd† − 2d†ρ(n)d
)
−ΓR
2
(
d†dρ(n) + ρ(n)d†d− 2dρ(n−1)d†
)
, (51)
where “n” represents the electron number transferred
through the central system, and ρ(n) satisfies the con-
dition
∑∞
n=0 ρ
(n)(t) = ρ(t). Here, we introduced the Li-
ouvillian superoperator as Lρ ≡ [Hsys, ρ], and the tun-
neling rate as Γα = 2πgα|tα|2, where gα is the density-of-
states of the lead α (L or R). Corresponding to Eq. (51),
the unconditional Lindblad ME is given as ρ˙ = −iLρ +
ΓLD[d†]ρ+ΓRD[d]ρ, where D[A]ρ ≡ AρA†− 12{A†A, ρ}.
Shot Noise.— Below we focus our interest on the
shot noise spectrum, which beyond the steady-state cur-
rent, reflects the dynamic aspect of the central sys-
tem. Specifically, we consider the current correlator
Sα(t) =
1
2 〈{δIα(t), δIα(0)}〉, where α = L and R and
δIα(t) = Iα(t) − Isα. Here, Isα is the steady-state current
in the α-th lead, and the (quantum statistical) average
of defining the correlator is over the steady state. The
shot noise spectrum Sα(ω), i.e., the Fourier transform
of Sα(t), can be calculated most conveniently within the
n-ME formalism using the McDonald’s formula.
Figure 12 displays the representative result for the shot
noise spectrum. First, we notice that a spectral dip ap-
pears at the frequency ωc ≃ 2λ (for ǫD = 0 and small
ǫM ), which reflects an existence of coherent oscillations
in the central system, where is ωc the characteristic fre-
quency. This is an important signature, since it indicates
the emergence of bound states at the ends of the wire with
discrete energy, gapped from other higher energy contin-
uum. Here, we should note that the quantum dot is cou-
pled to a nanowire, and hence, in the usual case, the wire
states are extended and have continuous energies, which
cannot support coherent oscillations as indicated by the
spectral “dip” in Fig. 12. As a comparison, in Fig. 12, we
also plot the result of the same quantum dot coupling to
a regular bound state with the same strength (λ). While
an “oscillation dip” appears similarly at the same fre-
quency, nevertheless, the zero (and low) frequency noise
differs remarkably from the Majorana case.
To characterize the zero frequency noise, we use the
well-known Fano Factor, Fα = Sα(0)/2eI
s
α. For symmet-
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FIG. 12: Shot noise which reveals a spectral dip and zero-
frequency enhancement effect. The former behavior reflects
existence of coherent oscillations which indicates the forma-
tion of a bound state coupled to the quantum dot, and
the latter originates from the nature of Majorana excita-
tion. “λ1 = λ” corresponds to the Majorana bound state
and “λ1 = 0” to a regular one. As in Fig. 11, we set ǫD = 0
in this plot.
ric rates ΓR = ΓL = Γ0, we find FL = FR and denote the
Fano factor simply by F . Analytically, we obtain [62]
F − F (R)= 2λ
2λ21
(Γ20 + ǫ
2
M )(λ
2 + λ21) + 4λ
2λ21
. (52)
Here, F (R) is the Fano factor of coupling to a regular (R)
bound state. Moreover, in this result, we distinguish the
coupling amplitudes λ and λ1 (introduced in the coupling
Hamiltonian). We notice that λ and λ1 play identical
(symmetric) roles and the difference, Eq. (52), vanishes if
any of the amplitudes disappears. We then understand
that the zero-frequency noise enhancement is arising from
the peculiar nature of the Majorana excitation. There-
fore, the noise enhancement effect in Fig. 12 is another
useful signature for Majorana excitation at the ends of
the nanowire. In addition, Eq. (52) can be used to obtain
the important parameters of the Majorana’s mutual in-
teraction (ǫM ) and its coupling to the quantum dot (λ).
In particular, based on Eq. (52), after setting λ1 = λ for
the Majorana fermion, an even simpler result can be ob-
tained in the limit ǫM → 0 i.e., F = 1− 12 [1+2(λ/Γ0)2]−1.
This result provides a very simple relation between the
Fano factor and the scaled coupling amplitude (λ/Γ0).
Now, we consider ΓL 6= ΓR. Taking the limit ǫM → 0
and setting ǫD = 0, we obtain [62]
FR =
Γ2L + Γ
2
R
Γ2
+
8ΓRΓLλ
2
[
(5− 3y)Γ2 + 16λ2]
Γ2(Γ2 + 8λ2)2
, (53a)
FL =
Γ2L + Γ
2
R
Γ2
+
8ΓRΓLλ
2
[
(5− 3/y)Γ2 + 16λ2]
Γ2(Γ2 + 8λ2)2
, (53b)
We notice that the first term in FL(R) is the Fano factor
corresponding to transport through an isolated single-
level quantum dot [40, 79], while the second term arises
from coupling to the Majorana fermion. If ΓL 6= ΓR, we
find that FR − FL = 24(ΓL − ΓR)Γλ2/(Γ2 + 8λ2)2 6= 0.
(This difference vanishes when ΓL = ΓR.) Finally, we
mention that the steady-state current through the quan-
tum dot cannot reveal the Majorana information in the
symmetric case (ΓL = ΓR) [62]. However, the Fano fac-
tor given above carries such information, since the sec-
ond term in FL(R) does not vanish when y = 1. Note
also that, if the quantum dot couples to a regular bound
state (another dot), the zero frequency noise (Fano fac-
tor) is the same as the first term of the above FL(R),
being unaffected by the side coupling.
V. MASTER EQUATION UNDER
SELF-CONSISTENT BORN APPROXIMATION
In this section, we review our recent work on improv-
ing the ME beyond the second-order Born approximation
[80–82]. The basic idea is to base the formulation on the
self-consistent Born approximation. That is, we replace
the free Green’s function in the tunneling self-energy dia-
gram by an effective reduced propagator under the Born
approximation [80]. Remarkably, we will see that this
modification can greatly improve the results.
In some cases (such as in quantum optics), the second-
order ME works perfectly well. However, for quantum
transport, the second-order expansion of the tunneling
Hamiltonian only corresponds to sequential transport,
which does not incorporate the level broadening effect
[19], implying thus a validity condition of large bias volt-
age. Moreover, for interacting systems, although the
second-order ME can predict the Coulomb staircase be-
havior, it cannot deal with the cotunneling and Kondo
effects. To overcome this limitation, higher-order expan-
sions of the tunneling Hamiltonian are required [83–93].
The second-order ME is obtained from the well-known
Born approximation through perturbative expansion of
the tunneling Hamiltonian [19]. The resultant dissipa-
tion term, in analogy to the quantum dissipative sys-
tem, corresponds to a self-energy process of tunneling.
On the other hand, it is well known that in the Green’s
function theory, an efficient scheme of higher-order cor-
rection is the use of renormalized self-energy diagram
under the self-consistent Born approximation (SCBA),
which is actually a type of self-consistent renormaliza-
tion to the bare propagator with a dressed one [94]. From
this insight, for quantum transport we may replace the
free (system-Hamiltonian only) Green’s function in the
second-order self-energy diagram, with an effective prop-
agator defined by the second-order ME [80]. We will see
that the effect of this improvement is remarkable: it re-
covers not only the exact result of noninteracting trans-
port under arbitrary voltages but also the cotunneling
and nonequilibrium Kondo features for interacting sys-
tems.
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A. Formulation of the SCBA-ME
1. Master equation under Born approximation
In a more compact form, we reexpress the ME (11) (under
the second-order Born approximation) as [80–82]
ρ˙(t) = −iLρ(t)−
∑
µσ
{[
aσ¯µ, A
(σ)
µρ (t)
]
+H.c.
}
. (54)
Here, we introduced: σ = + and −, σ¯ = −σ; a+µ = a†µ,
and a−µ = aµ. The superoperators can be expressed
as Lρ = [HS , ρ], and A(σ)µρ (t) =
∑
α=L,RA
(σ)
αµρ(t) while
A
(σ)
αµρ(t) =
∑
ν
∫ t
0
dτC
(σ)
αµν (t− τ) {G(t, τ)[aσνρ(τ)]}. G(t, τ)
is the free propagator, determined by the system Hamil-
tonian as G(t, τ) = e−iL(t−τ).
Now we present a specific characterization for C
(σ)
αµν(t−
τ) in terms of its Fourier transform:
C(±)αµν (t− τ) =
∫ ∞
−∞
dω
2π
e±iω(t−τ)Γ(±)αµν(ω). (55)
Accordingly, we have Γ
(+)
αµν(ω) = Γανµ(ω)n
(+)
α (ω)
and Γ
(−)
αµν(ω) = Γαµν(ω)n
(−)
α (ω), where Γαµν(ω) =
2π
∑
k tαµkt
∗
ανkδ(ω − ǫk) is the spectral density function
of the reservoir (α), n
(+)
α (ω) denotes the Fermi function
nα(ω), and n
(−)
α (ω) = 1−nα(ω) is introduced for brevity.
Alternatively, we may introduce the Laplace transform
of C
(σ)
αµν(t − τ), denoted by C(σ)αµν (ω), which is related to
Γ
(±)
αµν(ω) through the well known dispersive relation:
C(±)αµν(ω) =
∫ ∞
−∞
dω′
2π
i
ω ± ω′ + i0+Γ
(±)
αµν(ω
′). (56)
For the reservoir spectral density function, we assume
a Lorentzian form as
Γαµν(ω) =
ΓαµνW
2
α
(ω − µα)2 +W 2α
. (57)
Here, we use the constant Γαµν (without the argument
ω) to denote the height of the Lorentzian spectrum, and
Wα to characterize its bandwidth. The form of Eq. (57)
also corresponds to a half-occupied band for each lead,
which peaks the Lorentzian center at the chemical po-
tential µα of the lead. Obviously, the usual constant
spectral density function is obtained from Eq. (57) in the
limitWα →∞, yielding Γαµν(ω) = Γαµν . Corresponding
to the Lorentzian spectral density function, straightfor-
wardly, we obtain
C(±)αµν(ω) =
1
2
[
Γ(±)αµν(∓ω) + iΛ(±)αµν(∓ω)
]
. (58)
The imaginary part, through the dispersive relation, is
associated with the real part as
Λ(±)αµν(ω) = P
∫ ∞
−∞
dω′
2π
1
ω ± ω′Γ
(±)
αµν(ω)
=
Γαµν
π
{
Re
[
Ψ
(
1
2
+ i
β(ω − µα)
2π
)]
−Ψ
(
1
2
+
βWα
2π
)
∓ πω − µα
Wα
}
, (59)
where P represents the principle value, Ψ(x) is the
digamma function, and β = 1/kBT denotes the inverse
temperature.
The second-order ME can be applied only to transport
under large bias voltage i.e., the Fermi levels of the leads
should be considerably away from the system levels, by
at least several times of the level’s broadening.
2. Master equation under self-consistent Born
approximation
The basic idea to improve the second-order ME can fol-
low what is typically done in the Green’s function theory,
i.e., correcting the self-energy diagram from the Born to
a self-consistent Born approximation. In our case, the
SCBA scheme can be implemented by replacing the free
propagator in the second-order ME, G(t, τ) = e−iL(t−τ),
by an effective one, U(t, τ), which propagates a state with
the precision of the second-order Born approximation,
given by Eq. (54). From this consideration, the general-
ized SCBA-ME follows Eq. (54) directly as [80]
ρ˙(t) = −iLρ(t)−
∑
µσ
{[
aσ¯µ,A(σ)µρ (t)
]
+H.c.
}
. (60)
Here, A(σ)µρ (t) = ∑α=L,RA(σ)αµρ(t), and A(σ)αµρ(t) =∑
ν
∫ t
0
dτC
(σ)
αµν (t−τ) {U(t, τ)[aσνρ(τ)]}. To close this ME,
let us define ρ˜j(t) ≡ U(t, τ)[aσνρ(τ)] (here and in the fol-
lowing equation we use “j” to denote the double indices
(ν, σ) for the sake of brevity). Then, the equation-of-
motion (EOM) of this auxiliary object is given as [80]
˙˜ρj(t) = −iLρ˜j(t)−
∫ t
τ
dt′Σ
(A)
2 (t− t′)ρ˜j(t′). (61)
In this equation, we introduce a notation Σ
(A)
2 for the
second-order self-energy superoperator, where the super-
script “(A)” indicates an essential difference from the
usual one because it involves anticommutators, rather
than the commutators in the second-order ME. More ex-
plicitly, we have [80]∫ t
τ
dt′Σ
(A)
2 (t− t′)ρ˜j(t′) =
∑
µ
[{
aµ, A
(+)
µρ˜j
}
+
{
a†µ, A
(−)
µρ˜j
}
+
{
a†µ, A
(+)†
µρ˜j
}
+
{
aµ, A
(−)†
µρ˜j
}]
, (62)
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where A
(±)
µρ˜j
is defined as A
(σ′)
µρ˜j
=∑
α=L,R
∑
ν′
∫ t
τ
dt′C
(σ′)
αµν′ (t − t′)
{
e−iL(t−t
′)[aσ
′
ν′ ρ˜j(t
′)]
}
.
Because of the anticommutative brackets that appearing
in Eq. (62), we stress that the propagation of ρ˜j(t) is
not governed by the usual second-order ME. This, in
certain sense, violates the celebrated quantum regression
theorem. We notice that the second-order reduced
propagator U was introduced from ρ(t) = U(t, t0)ρ(t0),
and in Eq. (61), the quantity being propagated is
aσνρ(t0), which differs from the former only by an initial
condition. Then, from experience, we may expect
that the propagator must be independent of the initial
condition, in the present context, which is the object
to be propagated. In most cases, this statement is
true. However, our analysis shows that this general
rule (the celebrated quantum regression theorem), quite
unexpectedly, is not followed in the present case. The
basic reason is that the object being propagated, aσνρ,
contains an extra electron operator. Owing to the Pauli
principle (or Fermi-Dirac statistics), extra negative
signs appear in two of the four self-energy terms in its
equation-of-motion. This changes the commutators in
the usual master equation to the anti-commutators in
Eq. (62). We find that this subtle issue is extremely
important – otherwise we cannot obtain the correct
results such as the illustrative examples in this work.
3. Steady state current
Within the framework of SCBA-ME, similar to its
second-order counterpart, the current through the αth
lead is given as [80]
Iα(t) = 2
∑
µ
Re
{
Tr
[A(+)αµρ(t)aµ −A(−)αµρ(t)a†µ]} . (63)
Here, Re{· · · } indicates the real part of {· · · } and Tr[· · · ]
is the trace of [· · · ] over the system only states. For steady
state, consider the integral
∫ t
0
dτ [· · · ]ρ(τ) in A(±)αµρ(t).
Since physically, the correlation function C
(±)
αµν(t − τ) in
the integrand is nonzero only on finite timescale, we can
replace ρ(τ) in the integrand by the steady state ρ¯, in
the long time limit (t→∞). After this replacement, we
obtain
A(±)αµρ¯ =
∑
ν
∫ ∞
−∞
dω
2π
Γ(±)αµν(ω)U(±ω)[a±ν ρ¯]. (64)
Then, substituting this result into Eq. (60), we can di-
rectly solve for ρ¯, and calculate the steady state current.
Based on ρ¯, in order to further obtain the current, we
first introduce ϕ1µν (ω) = Tr
[
aµρ˜1ν(ω)
]
and ϕ2µν(ω) =
Tr
[
aµρ˜2ν(ω)
]
, where ρ˜1ν(ω) and ρ˜2ν(ω) are calculated
using Eq. (61), with an initial condition of ρ˜1ν(0) = ρ¯a
†
ν
and ρ˜2ν(0) = a
†
ν ρ¯. To simplify the notations, we denote
the various matrices expanded in the system state ba-
sis {|µ〉, |ν〉} in terms of a boldface form: ϕ1(ω), ϕ2(ω),
and ΓL(R). If ΓL is proportional to ΓR by a constant,
the steady state current can be recast to the Landauer-
Bu¨ttiker type [80]
I¯ = 2 Re
∫ ∞
−∞
dω
2π
[nL(ω)− nR(ω)] T (ω), (65)
where the tunneling coefficient, very compactly, is given
by
T (ω) = Tr{ΓLΓR(ΓL + ΓR)−1Re
[
ϕ(ω)
]}. (66)
Here, ϕ(ω) = ϕ1(ω) +ϕ2(ω).
Now, we demonstrate that for a noninteracting sys-
tem, the above stationary current coincides precisely with
the nonequilibrium Green’s function approach, both giv-
ing the exact result under a arbitrary bias voltage. In
general, a noninteracting system can be described by
HS =
∑
µν hµνa
†
µaν . We directly obtain the EOM of
ϕi as follows:
−iωϕi(ω)−ϕi(0) = −ihϕi(ω)− iΣ0(ω)ϕi(ω). (67)
ϕi(0) denotes the initial conditions for ϕ1µν(0) =
Tr
[
aµρ¯a
†
ν
]
and ϕ2µν(0) = Tr
[
aµa
†
ν ρ¯
]
. The tunnel-
coupling self-energy Σ0 is given by Σ0µν(ω) =
−i∑α [C(−)αµν(ω) + C(+)∗αµν (−ω)], or
Σ0µν(ω) =
∫ ∞
−∞
dω′
2π
Γµν(ω
′)
ω − ω′ + i0+ . (68)
Then, based on Eq. (67), summing up ϕ1(ω) and ϕ2(ω)
we obtain
ϕ(ω) = i
[
ω − h−Σ0(ω)
]−1
(69)
For deriving this result, the cyclic property under trace
and the anti-commutator, {aµ, a†ν} = δµν , have been
used. Eq. (69) is nothing but the exact Green’s func-
tion for transport through a noninteracting system, thus
giving the exact stationary current after inserting it into
the above current formula.
4. Interacting case
To show the application of the proposed SCBA-ME in
interacting systems, as an illustrative example, we con-
sider the transport through an interacting quantum dot
described as:
HS =
∑
µ
(
ǫµa
†
µaµ +
U
2
nµnµ¯
)
. (70)
Here, the index µ labels the spin up (“↑”) and spin down
(“↓”) states, and µ¯ represents the opposite spin orienta-
tion. ǫµ denotes the spin-dependent energy level, which
may account for the Zeeman splitting in the presence of
a magnetic field (B), ǫ↑,↓ = ǫ0 ± gµBB. Here, ǫ0 is the
degenerate dot level in the absence of a magnetic field;
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g and µB are the Lande-g factor and the Bohr’s magne-
ton, respectively. In the interaction part, Un↑n↓ is the
Hubbard term, nµ = a
†
µaµ is the number operator, and
U represents the interacting strength.
First, we notice that C
(±)
αµν is diagonal with respect to
the spin states, i.e., C
(±)
αµν (t) = δµνC
(±)
αµ (t) and Γ
(±)
αµν =
δµνΓ
(±)
αµ . Here, δµν is the usual δ-function with discrete
indices, and in C
(±)
αµ and Γ
(±)
αµ , there is only a single state
index (µ) for brevity. Then, we specify the states involved
in the transport as |0〉, | ↑〉, | ↓〉, and |d〉, corresponding
to the empty, spin-up, spin-down, and double occupancy
states, respectively, Using this basis, we reexpress the
electron operator in terms of projection operator, a†µ =
|µ〉〈0| + (−1)µ|d〉〈µ¯|, where the conventions (−1)↑ = 1
and (−1)↓ = −1 are implied. For a solution of the steady
state, we have [80]
A(±)αµρ¯ =
∫ ∞
−∞
dω
2π
Γ(±)αµ (ω)U(±ω)[a±µ ρ¯]. (71)
Thus, after some calculations, U(±ω)[a±µ ρ¯] can be ex-
pressed as
U(ω)[a†µρ¯] =
[
λ+µ (ω)|µ〉〈0|+ κ+µ (ω)(−1)µ|d〉〈µ¯|
]
,
U(−ω)[aµρ¯] =
[
λ−µ (ω)|0〉〈µ|+ κ−µ (ω)(−1)µ|µ¯〉〈d|
]
, (72)
where
λ+µ (ω) = i
Π−11µ (ω)ρ¯00 − Σ−µ¯ (ω)ρ¯µ¯µ¯
Π−1µ (ω)Π
−1
1µ (ω)
,
λ−µ (ω) = i
Π−11µ (ω)ρ¯µµ − Σ−µ¯ (ω)ρ¯dd
Π−1µ (ω)Π
−1
1µ (ω)
,
κ+µ (ω) = i
−Σ+µ¯ (ω)ρ¯00 +Π−1µ (ω)ρ¯µ¯µ¯
Π−1µ (ω)Π
−1
1µ (ω)
,
κ−µ (ω) = i
−Σ+µ¯ (ω)ρ¯µµ +Π−1µ (ω)ρ¯dd
Π−1µ (ω)Π
−1
1µ (ω)
.
Here, we introduced Π−1µ (ω) = ω− ǫµ−Σ0µ(ω)−Σ+µ¯ (ω),
and Π−11µ (ω) = ω − ǫµ − U − Σ0µ(ω) − Σ−µ¯ (ω). The self-
energies Σ0µ(ω) and Σ
±
µ (ω) are given by
Σ0µ(ω) =
∫ ∞
−∞
dω′
2π
Γµ(ω
′)
ω − ω′ + i0+ ,
Σ±µ (ω) =
∫ ∞
−∞
dω′
2π
Γ
(±)
µ (ω′)
ω − ǫµ¯ + ǫµ − ω′ + i0+
+
∫ ∞
−∞
dω′
2π
Γ
(±)
µ (ω′)
ω − Ed + ω′ + i0+ . (73)
Then, we find the solution of ϕ(ω) as
ϕ(ω) =
i(1− nµ¯)
ω − ǫµ − Σ0µ + UΣ+µ¯ (ω − ǫµ − U − Σ0µ − Σµ¯)−1
+
inµ¯
ω − ǫµ − U − Σ0µ − UΣ−µ¯ (ω − ǫµ − Σ0µ − Σµ¯)−1
,
(74)
where nµ = ρµµ+ρdd, and 1−nµ = ρµ¯µ¯+ρ00. This result
coincides precisely with the one from the EOM technique
of the nonequilibrium Green’s function [21], which con-
tains the remarkable nonequilibrium Kondo effect.
At high temperatures, Eq. (74) reduces to
ϕHF (ω) =
i(1− nµ¯)
ω − ǫµ − Σ0µ +
inµ¯
ω − ǫµ − U − Σ0µ . (75)
Here, we use ϕHF to indicate the result at the level of
a mean-field Hatree-Fock approximation. Eq. (75) can
also be derived from the EOM technique at a lower-order
cutoff [21]. As a result, even the simple broadening ef-
fect contained in Eq. (75) goes beyond the scope of the
second-order ME. In Fig. 13, we plot the current-voltage
relation based on Eq. (74) against that from Eq. (75).
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FIG. 13: Coulomb staircase in the current-voltage curve.
Inset: the corresponding differential conductance. The result
based on Eq. (74) is plotted against the Hatree-Fock (HF)
solution Eq. (75). Parameters: ΓL = ΓR = Γ/2, ǫ0 = 7Γ,
U = 10Γ, and kBT = 0.1Γ. The bias voltage is set as µL =
−µR = eV/2 by taking the zero-bias Fermi level as energy
reference.
B. Formulation of the n-SCBA-ME
Let us turn to the construction of the n-resolved
SCBA-ME (n-SCBA-ME), along the same line of con-
structing the n-resolved second-order ME [81, 82]. The
basic idea is to split the Hilbert space of the reservoirs
into a set of subspaces, each labeled by n. Then, the
average (trace) over each subspace is calculated, and the
corresponding conditional reduced density matrix is de-
fined as ρ(n)(t). To be specific, consider the ρ(n)(t) con-
ditioned on the electron number arrived to the right lead,
which obeys the following equation [81, 82]
ρ˙(n) = −iLρ(n) −
∑
µ
{[
a†µA(−)µρ˜(n) + aµA
(+)
µρ˜(n)
−A(−)
Lµρ˜(n)
a†µ
−A(+)
Lµρ˜(n)
aµ −A(−)Rµρ˜(n−1)a†µ −A
(+)
Rµρ˜(n+1)
aµ
]
+H.c.
}
.
(76)
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Here, A(σ)
αµρ˜(n)
(t) =
∑
ν
∫ t
0 dτC
(σ)
αµν (t − τ)[ρ˜(n)j (t, τ)],
while the summation over ν is appropriate in re-
gard to the abbreviation j = {ν, σ}. In Eq. (76),
the appearance of ρ˜
(n±1)
j (t, τ) is owing to a more
tunneling event (forward/backword) involved in the
process of the corresponding terms. In particular,
ρ˜
(n)
j (t, τ) is the n-dependent version of the quantity
ρ˜j(t, τ) = U(t, τ)[aσνρ(τ)], satisfying the EOM according
to Eq. (61):
˙˜ρ
(n)
j = −iLρ˜(n)j −
∑
µ
{[
a†µA
(−)
µρ˜
(n)
j
+ aµA
(+)
µρ˜
(n)
j
+A
(−)
Lµρ˜
(n)
j
a†µ
+A
(+)
Lµρ˜
(n)
j
aµ +A
(−)
Rµρ˜
(n−1)
j
a†µ +A
(+)
Rµρ˜
(n+1)
j
aµ
]
+H.c.
}
.
(77)
In this equation, we introduced A
(σ′)
αµρ˜
(n)
j
(t) =∑
ν′
∫ t
τ
dt′C
(σ′)
αµν′ (t− t′)
{
e−iL(t−t
′)[aσ
′
ν′ ρ˜
(n)
j (t
′)]
}
.
The n-resolved ME contains important informa-
tion and can be used in a wide variety of appli-
cations. Next, we focus on calculating the shot
noise spectrum S(ω), using the MacDonald’s formula
S(ω) = 2ω
∫∞
0
dt sin(ωt) ddt〈n2(t)〉, where 〈n2(t)〉 =∑
n n
2P (n, t) = Tr
∑
n n
2ρ(n)(t), and the n-counting
starts with the steady state (ρ¯). Based on Eq. (76),
one can express ddt〈n2(t)〉 in terms of A(σ)Rµρ¯(t) and
A(σ)
RµN˜
(t). The former has been introduced in Eq. (60),
needing only to replace ρ(τ) by ρ¯. The latter
reads A(σ)
RµN˜
(t) =
∑
ν
∫ t
0 dτC
(σ)
Rµν (t − τ)[N˜j(t, τ)], where
N˜j(t, τ) =
∑
n nρ˜
(n)
j (t, τ), noting also the abbreviation
j = {ν, σ} which makes the summation over ν reason-
able. Then, the MacDonald’s formula becomes:
S(ω) = 2ωIm
∑
µ
Tr
{
2
[A(−)
RµN˜
(ω)a†µ −A(+)RµN˜ (ω)aµ
]
+
[A(−)Rµρ¯(ω)a†µ +A(+)Rµρ¯(ω)aµ]}. (78)
This result is obtained after Laplace transforming
A(σ)Rµρ¯(t) and A(σ)RµN˜ (t). More explicitly,
A(σ)Rµρ¯(ω) =
∑
ν
∫ ∞
−∞
dω′
2π
Γ
(σ)
Rµν(ω
′)U(ω + σω′)[aσν ρ¯(ω)],
where the Laplace transformation of the steady state is
given as ρ¯(ω) = iρ¯/ω, and the propagator U in frequency
domain is defined through Eq. (61). Another quantity,
A(σ)
RµN˜
(ω) is given as
A(σ)
RµN˜
(ω) =
∑
ν
∫ ∞
−∞
dω′
2π
Γ
(σ)
Rµν(ω
′)U˜(ω + σω′)[aσνN(ω)].
In deriving this result, we introduced an additional
propagator through N˜j(t, τ) = U˜(t − τ)N˜j(τ), where
N˜j(τ) = a
σ
νN(τ) as the initial condition which is de-
fined by N(τ) =
∑
n nρ
(n)(τ). U˜(ω) and N(ω) can be
obtained via Laplace transforming the following EOMs.
(i) For N(ω), based on the n-SCBA-ME we obtain:
N˙(t) = −iLN(t)−
∑
µσ
{[
aσ¯µ,A(σ)µN (t)
]
+H.c.
}
+
∑
µ
{[A(−)Rµρ¯a†µ −A(+)Rµρ¯aµ]+H.c.}. (79)
(ii) For U˜(ω), from Eq. (77) we have
˙˜Nj(t) = −iLN˜j(t)−
∫ t
τ
dt′Σ
(A)
2 (t− t′)N˜j(t′)
−
∑
µ
{[
A
(−)
Rµρ˜j
(t)a†µ −A(+)Rµρ˜j (t)aµ
]
+H.c.
}
. (80)
The self-energy superoperator Σ
(A)
2 (t − t′) is re-
ferred to Eq. (62) for the definition and interepa-
tion/discussion. Similarly, as introduced in Eq. (77),
we defined here A
(σ′)
Rµρ˜j
(t) =
∑
ν′
∫ t
τ
dt′C
(σ′)
Rµν′ (t −
t′)
{
e−iL(t−t
′)[aσ
′
ν′ ρ˜j(t
′)]
}
.
For the convenience of applications, we summarize the
solving procedures in a simpler way as follows. First,
solve U(ω) from Eq. (61) and obtain ρ(ω) from Eq. (60);
then, extract U˜(ω) from Eq. (80) andN(ω) from Eq. (79).
Using U˜(ω) and N(ω), we can directly calculate the noise
spectrum of Eq. (78).
C. Noise Spectrum: Illustrative Examples
1. Noninteracting quantum dot
Let us first consider the simplest setup of transport
through a single-level quantum dot. In the absence of the
magnetic field and Coulomb interaction, the spin degree
of freedom is irrelevant. Then, the system Hamiltonian is
given asHS = ǫ0a
†a, and the states involved in the trans-
port are |0〉 and |1〉, corresponding to the empty and oc-
cupied dot states. Applying the solving protocol outlined
above, the shot noise spectrum can be directly obtained,
as shown in Fig. 14 by the solid curve. As a comparison,
in Fig. 14, we plot also the results from the second-order
non-Markovian (nMKV) and Markovian (MKV) ME, re-
spectively, by the dashed and dotted curves. The former
is based on Ref. [96], while the later is from the following
analytic result [40]
S(ω) = 2I¯
(
Γ2L + Γ
2
R + ω
2
Γ2 + ω2
)
, (81)
where Γ = ΓL + ΓR is assumed. I¯ is the steady state
current, in large bias limit which is given as I¯ = ΓLΓR/Γ,
while here we account for the finite bias effect based on
the SCBA-ME approach.
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FIG. 14: Shot noise spectrum through a single-level non-
interacting quantum dot, from the SCBA-ME (solid curve),
the 2nd-nMKV-ME (dashed curve) and the 2nd-MKV-ME
(dotted curve), respectively. Parameters: ΓL = ΓR = 0.5,
µL = −µR = 7.5, ǫ0 = 5, kBT = 2 and W = 100.
We observe that, quantitatively, the result from the n-
SCBA-ME modifies that from the second-order nMKV-
ME, while qualitatively both revealing a staircase be-
havior at frequency around ωα0 = |µα − ǫ0|. Mathe-
matically, the origin of the staircase is from the time-
nonlocal memory effect. Physically, this behavior is ow-
ing to the detection-energy (ω) assisted transmission res-
onance between the dot and leads, which experiences a
sharp change when crossing the Fermi levels. In high
frequency regime, the noise spectrum from the n-SCBA-
ME coincides with that from the second-order nMKV-
ME, while the latter is given in Ref. [96] by the high fre-
quency limit as S(ω →∞) = ΓR. This directly leads to a
Fano factor as F = S/2I¯ = (1+ΓR/ΓL)/2. Therefore, it
can be Poissonian, sub-Poissonian, and super-Poissonian,
depending on the symmetry factor ΓR/ΓL. In contrast,
the second-order nMKV-ME predicts a Poissonian result,
F (ω →∞) = 1.
We would like to point out that the second-orderMKV-
ME is only applicable in the low frequency regime of
ω < ωα0 = |µα − ǫ0|. This is in consistency with the fact
that the high frequency regime corresponds to a short
timescale where the non-Markovian effect is strong, while
the low frequency regime corresponds to a long timescale
where the non-Markovian effect diminishes.
2. Coulomb-Blockade quantum dot
This is the system described by Eq. (70). Here we first
consider the noise spectrum in the Coulomb-Blockade
(CB) regime, and leave the Kondo regime to next subsec-
tion. The CB regime of single occupation is characterized
by ǫ0 + U > µL > ǫ0 > µR. For the purpose of compari-
son, we quote the result from the second-order MKV-ME
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FIG. 15: Shot noise spectrum through an interacting quan-
tum dot in a Coulomb blockade regime defined as ǫ0 + U >
µL > ǫ0 > µR. Results in the wide band limit (WBL)
and for the finite bandwidths are shown in comparison with
the one from the 2nd-MKV-ME (dotted line). Parameters:
ΓL = ΓR = 0.5, µL = −µR = 5, ǫ↑ = ǫ↓ = ǫ0 = 2, U = 10,
and kBT = 2. We find staircases appearing at ω = ǫ0−µR = 7
and ǫ0 + U − µR = 17.
[40]
S(ω) = 2I¯
[
4Γ2L + Γ
2
R + ω
2
(2ΓL + ΓR)2 + ω2
]
. (82)
In large bias limit, i.e., the Fermi levels far from ǫ0
and ǫ0 + U , the steady state current is given as I¯ =
2ΓLΓR/(2ΓL + ΓR). However, in numerical simulation,
we account for the finite bias effect by inserting the
steady state current from the SCBA-ME approach into
Eq. (82). For obtaining Eq. (82), the double occupancy of
the dot is excluded because the energy is out of the bias
window. In the n-SCBA-ME treatment, however, all the
four basis states should be included.
In Fig. 15, we display the main result of the noise
spectrum in the CB regime, where a couple of non-
Markovian resonance steps are revealed at frequencies
around ωα0 = |µα − ǫ0| and ωα1 = ǫ0 + U − µα. We
find that the resonance steps in high frequency regime
are enhanced by the Coulomb interaction, while the low
frequency spectrum has remarkable “renormalization” ef-
fect compared to Eq. (82). In addition to the result under
the wide band limit (WBL), in Fig. 15, we also show the
bandwidth effect by two more curves. We see that, for
finite-bandwidth leads, the noise spectrum diminishes at
the high frequency limit. This is because the energy (ω)
absorption/emission of detection restricts the channels
for electron transfer between the dots and leads.
3. Nonequilibrium Kondo dot
The nonequilibroum Kondo system, with the Ander-
son impurity model realized by transport through a small
quantum dot, has attracted intensive attentions [97–107].
21
Compared to the equilibrium Kondo effect, the nonequi-
librium is characterized by a finite chemical potential
difference of the two leads. As a result, the peak of
the density of states (spectral function) splits into two
peaks pinned at each chemical potential. The two peak
structure is difficult to probe directly, by the usual dc
measurements. Nevertheless, the shot noise might be a
promising quantity to reveal the nonequilibrium Kondo
effect, although much less is known about it. Despite
the low-frequency noise measurements [108, 109], so far
there are no reports on the finite-frequency (FF) noise
measurements. However, several theoretical studies [110–
113] revealed diverse signatures (Kondo anomalies) in the
FF noise spectra, such as an “upturn” [110] or a spectral
“dip” [113] appeared at frequencies ±eV/h¯ (V is the bias
voltage), as well as the Kondo singularity (discontinuous
slope) at frequencies ±2eV/h¯ in Ref. [111], or at ±eV/2h¯
in Ref. [113]. In addition, it was noted in Ref. [111] that
the minimum (dip) developed at ±eV/h¯ is not relevant
to the Kondo effect, since in the noninteracting case the
noise has a similar discontinuous slope at ±eV/h¯ as well
[111].
The system Hamiltonian is the same as Eq. (70). Fol-
lowing the solving protocol outlined above, we obtain the
noise spectrum in the Kondo regime, as shown in Fig.
16. Remarkably, we observe a profound “dip” behavior
(Kondo signature) in the noise spectrum at frequencies
ω = ±V/2, as particularly demonstrated by a couple of
voltages. We attribute this behavior to the emergence
of the Kondo resonance levels (KRLs) at the Fermi sur-
faces, i.e., at µL = V/2 and µR = −V/2. In steady state
transport, it is well known that the KRLs are clearly re-
flected in the spectral function. In the ME, the KRLs
structure is hidden in the self-energy terms, which char-
acterize the tunneling process and define the transport
current. Similarly, the noise spectrum is affected, partic-
ularly in the Kondo regime, by the self-energy process in
frequency domain based on the same ME. This explains
the emergence of the spectral dip appearing at the same
KRLs (i.e., at ω = ±V/2).
Alternatively, as a heuristic picture, one may imag-
ine to include the KRLs as basis states in propagating
ρ(t), which is implied in the current correlation func-
tion. In a usual case, when the level spacing is larger
than the broadening, the diagonal elements of the den-
sity matrix decouple to the evolution of the off-diagonal
elements. However, in the Kondo system, the diago-
nal and off-diagonal elements are coupled to each other,
through the complicated self-energy processes. This fea-
ture would bring the coherence evolution described by
the off-diagonal elements, with characteristic energies of
the KRLs and their difference, into the diagonal elements
which contribute directly to the the second current mea-
surement in the correlation function 〈I(t)I(0)〉. Then,
one may expect three coherence energies, ±V/2 and V ,
to participate in the noise spectrum. Indeed, the dip
emerged in Fig. 16 reveals the coherence-induced os-
cillation at the frequencies ±V/2, while the other one at
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FIG. 16: Shot noise spectrum in the Kondo regime,
for several bias voltages (µL = −µR = V/2). Param-
eters: ΓL = ΓR = Γ0 = 0.5, ǫ↑ = ǫ↓ = ǫ0 = −2,
and U = 6. The Kondo temperature is determined by
TK =
U
2π
√
−2UΓ0
ǫ0(U+ǫ0)
exp[πǫ0(U+ǫ0)
2UΓ0
], from which we obtain
TK = 0.144.
the higher frequency V (observed in by Moca et al.[113]
in the case of infinite U) is smeared in our finite U system
by the rising noise with frequency.
VI. CONCLUDING REMARKS
In summary, we have reviewed the formulation of
particle-number(n)-resolved master equation (n-ME) ap-
proach, and its application to quantum measurement and
quantum transport in mesoscopic devices. The formal-
ism under the (standard) second-order Born approxima-
tion is particularly simple and can be reliably applied to
many practical problems. Importantly, the n-ME ver-
sion is extremely appropriate for studying the shot noise
and counting statistics (including also the large-deviation
analysis), which encode additional dynamic information
beyond the stationary current. The convenient applica-
tion of the n-ME approach was illustrated by a couple of
examples.
However, the second-order Born approximation does
not fully capture the tunneling induced level-broadening
and other multiple forward-backward-process induced
correlation effects. Therefore, the first limitation is that
the second-order ME to quantum transport is valid only
for large bias voltage. On the other hand, for interacting
systems (e.g., quantum dot or Anderson impurity), the
second-orderME cannot describe the cotunneling and the
nonequilibrium Kondo effect owing to the same reason.
To overcome these limitations, higher-order expansions
of the tunneling Hamiltonian are required, as performed
by a variety of cases in literature [83–93].
We have therefore reviewed a newly proposed ME ap-
proach (and its n-resolved version) termed as SCBA-ME
(under the self-consistent Born approximation when ex-
panding the tunneling Hamiltonian). The basic idea is
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replacing the free (system only) Green’s function in the
second-order self-energy operator by an effective propa-
gator defined by the second-order ME. We found that
the effect of this simple improvement is remarkable: it
can recover not only the exact result of (any) noninter-
acting transport under arbitrary bias voltage but also de-
scribe the cotunneling and nonequilibrium Kondo effect
in Coulomb interacting systems.
Finally, we mention that a similar idea of modifying the
free propagator in the tunneling self-energy diagram by
a dressed one was implemented also in a couple of recent
studies [91–93]. In Ref. [93], the specific Anderson impu-
rity model was solved heavily based on a diagrammatic
technique, but lacking a general formulation of basis-free
master equation. In Refs. [91, 92], owing to inappropri-
ately treating the dressed propagator as a Markovian-
Redfield generator, problems occurred as mentioned in
the concluding remarks in Ref. [92]: “ · · · However, note
that many important effects due to strong correlation
between the molecule and contacts observed at low tem-
peratures (e.g., Kondo) cannot be reproduced within our
scheme. We find that our scheme becomes unreliable in
the region of the parameters where coherences in the sys-
tem eigenbasis (i.e., coherences introduced through non-
diagonal elements of molecule-contact coupling matrix Γ)
are bigger than the inter-level separation and on the or-
der of the diagonal elements of the molecule-contact cou-
pling matrix Γ”. Remarkably, the SCBA-ME approach
reviewed in this work overcomes all these drawbacks.
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