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モデル選択の理論
慶大理工柴 田 里 程
 1． AICとABIC
 AIC（Akaike’s Information Criterion）については，ここで新めて紹介するまでもなく，
Akaike（1971）のFPE（Fina1Prediction Error）を萌芽としてAkaike（1973）の論文から
数えても，今年で既に10年余の歴史を持つ様になった．この問に実際問題への適用のみたらず，
理論的た面からの評価も進み，いろいろな意味でのよさも明らかになってきた．もはや，“新し
い波”は大きなうねりとなって統計学の世界におしよせているといっても過言ではないであろ
う．
 一方，ABIC（Akaike’s Bayesian Information Criterion）は同じモデル選択の問題に対し
て提案されたものであるが，その独特なBayesian frameworkと歴史の浅さ［Akaike（1979．
1980．1981）およびAkaike and Ishiguro（1980）コが相まって未だに“新しい波”である．更
に，実際の場面でAICとABICをどう使い分けたらいいのか，結果がどの様に違うのか，と
いった点について，あまりはっきりした解答は得られていたい．
 ここでは，Non－Bayesianの立場から，この二つを比較してみる事によって，少しでもABIC
の理解を深めてみよう．
 2．比  較
 問題を“Parametric・fami1yダ＝｛∫（y，θ）；θ∈θ｝が与えられたときのθの推定’’と設定し
よう．ここで，ツ＝（ツ1，…，〃）はK次元gbservationvectorであり，θについても簡単の為
にθ＝児Kと仮定する．
 よく知られている様に，θの次元Kが大きくたるとダ全体での最尤推定量（m．1．e．）の効率
は悪くなる．そこで“パラメーター空間θに何らかの制隈を加えた上でのm－1．e．をいくつか考
え，そのうちから最も適当な推定量を1つ選んで最終的な推定量としよう”というのがモデル
選択の発想である．
 制限の加え方には，いろいろだ形があり得るが，ここでは次ρ2通りを考えることにする．
 a） θ＝∪θ（ノ），θ（ノ）＝｛θ；θ｛＝0，Z∈Eノ｝
     5
 ここで，ノ＝｛ノ1，．．．，ノ。｝は｛1，．．．，K｝の部分集合である．
 b）  θ＝∪θ（ξ），θ（ξ）＝｛θ；θチ≦ξ土，Z＝1，．．．，K｝
     ξ
 ここで，ξ＝（ξ1，．．．，ξK）は非負実数ベクトルである．
 最初のa）の場合のノは，ちょうどAICでの選択の対象となるモデル
               ダ。＝／！（ツ，θ）；θ∈θ（ブ）1
を規定していて，このモデルのもとでのm．1．e．θ（ノ）は，パラメーター空間をθ（ノ）に制限した
m．1．e．に外ならたい．
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 次のb）の場合，θ（ξ）上でのm．1．e．は
                    ！ κ          工1（θ）＝ユ・・ルθ）τ君んθい＝（λ・・…・λ・）
としたとき，
          ∂L（θ）             ＝0，λ上≧0，：…］λ｛（θデーξ王）＝0   Z＝1，．．．，K           ∂θ～      1
の解として与えられる．上の式を，θを媒介にしたξとλの対応ξ＝ξ（λ）を与えているとみた
すと，b）でθ（ξ）の代わりに
              θ（λ）＝／θ1≦ξ上（λ），Z：1，．．．，K／
を考えても同等である．その時，
                ダλ＝／！（ツ，θ）；θ∈θ（ノ）｝
はλによって規定される1つのモデルであり，このモデルのもとでのm．1．e．はムλ（θ）を最大に
するθ（λ）となる．
 この様に考えると，AICもABICも，それぞれプ，λを選択する基準を与えるという共通点を
もっている．それらの基準を個々のθの値に依存しない様に構成している点でも共通している
が，一つの大きな違いは，ブは離散量であるのに対しλは連続量である点であろう．対比をはっ
きりさせるため，a），b）それぞれの場合に応じて，次の様た記号を導入しよう．
 a） AIσ二一21og｛∫（y，θ）∫θ（5）（θ）｝
・1・α一一・1・・［・チ・／ル，θ）1州（θ）／・…／＋i・（θ（1））／l
ここで，∫舳（θ）はθ（ノ）のindicatorfmctionであり，dim（θ（ブ））はθ（ブ）の次元である．又，
αはあらかじめ定められた正数で，α＝2たらAICそのものである．
 b） ABIσ＝一2109｛∫（ツ，θ）∬λ（θ）｝
・・1ト・1・・／∫ル，θ）∬1（θ）・θ／
但し，
   舳）一息（缶ジ…（一÷亭／上11い一（／1…／・），ん・・，／－1，・・，・である．
 まず，AIC。を最小化して得られるθの推定量がθ（ノ）であることは明らかである．又，
（2．1） 1・・∬／（θ）一÷亭1・・（去）一÷亭／‘θ1
であるので，ABIC。をθに関して最小化することと，先の工λ（θ）を最大化する事は同等で，
θ（λ）が従う．∬λ（θ）を一つのPriorとみたすならぱ，θ（λ）はこのPriorのもとでのBayesesti－
mateになっている．これがBayesianCriterionと名づけられたゆえんである．
 次に，ノあるいはλの選択はそれぞれAIC、，ABICを最小化する事によって得られる．いず
れの基準も，推定量を導く時に使ったAIC。あるいはABICoにもとづいて導かれている．個々
のθの値に依存しない量にするために，AIC、では，最大値に補正項をかけて構成しているが，
ABICでは，最大値ではなく，θに関して積分することによってθの値に無関係な量を得てい
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る．ここで，最初にLλ（θ）ではたくABIC。を考えた効果は，（2．！）の右辺の第1項で，これが
各んに関して単調増加である点である．この項がたいと，ABICの最小値が存在しなくたる．
 又，再びBayesの枠組でABICを解釈するたらば，よく知られている様に，
              一21og（marginaI1ikelihood ofλ）
と解釈できる．
 さて，ABIC。からABICを導くのに，AIC。からAIC、を導いた時とのアナロジーでいえば，
              一2109［max｛！（ツ，θ）∬λ（θ）｝9（λ）］
                  θ
の形の選択基準が考えられる．ここで，9（λ）はAIC、における補正項に対応しツに依存しても
よい．9（λ）の決め方としては，いろいろだ基準があり得るがABIC。の期待値の不偏推定にたる
様に決めるのも一つである．
 しかし，a），b）の場合の欠きた違いは，先に述べた様に，ノは離散量で，λは連続量である点
で，この様たアナロジーがうまく働くかどうかは保証の限りではたい．今後の研究課題であろ
う．
 3．関 連 性
 ここでは，次の様た簡単な例で，AICとABICの関連を，もう少し詳しく調べてみよう．
観測ベクトルy＝（ツ1，．．．，〃）の各y～はN（θ王，σ2），Z＝1，．．．，Kに従うものとする．又，σ2は
既知とし便宜的にんをん／σ2におきかえて
                     1            瓜（1）一耳（。糾…（一÷亭λ会1チ）
と変形しておく．そうすると，この場合
・）舳）一／1，1ソー1・…，κ
b）∂、（λ）＝ツ’／＝1，，K
      1＋ん’
となることは，すぐわかる．
 さて，AICαは
    ！     一 ．   ．   ．        1AIC、＝フΣ（ツrθ’（ノ））2＋αd1m（θ（ノ））十K1og2πσ2＝。Σツゲ十αd1m（θ（ノ））十K1og2πσ2
   σ 1                         σ ！∈Eノ
とたるので，ノの選択は
               ゾ＝l／；1≦Z≦K，yl＞ασ2／
とたる．一方ABICは
（・・1）  ・・1・一事／。ム、芸一1・・（！も、）・1…π・／
とな1・∂責、・・1・一λ1出；烹であるので，ツ1・・のときんに関して単調減少，・1・・
        σ2                一 一  一のときん＝λア＝ リ ワで最小にたる．従って，λの選択λ：（λ1，1．λK）は
       J’アーσ］
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兄一ﾉ㌫二：幾
である．
 結局，選択を行なった後の推定量は
・）舳一／1，1；＝ll：幾
・川¥ア1；l11算
になり，いずれも一種の縮小推定量である．縮小量は，a）の場合，不連続で，b）の場合は連続
であるが，次の図の様に後者は前者を補間したものとみなすこともできる．
a〕
1 O・tー’’’
！
！
！11’  ’  ’ ’ ’．．．
2   2’F    n行
σ       ασ
   図！．
）
パ
 ところで，ABICは全てのんが正である様なλについてだけ定義されているが，これをOで
あるんも許す様に拡張したらどうなるであろうか？
 ん二〇はθ’に関して何らの制限もおかたい事を意味するので，こ、の場合（3．1）の対応する項
を
              E（一21og∫（ハ，θ’））＝1＋1og2πσ2
でおきかえてみよう．ここで∫（ハ，θ｛）は平均θ三，分散σ2の正規密度である．するとL二｛∠；ん
＞O｝として（3．1）は
      ・・1・一思（1もエ芸一1・・（1缶王）・1…π・）・忍（1・1…π・）
に拡張される．右辺の最初の和の各項は，ツゲ≦σ2の時，んに関して単調減少でy9／σ2＋1og2πσ2
に近づき，これは1＋1og2πσ2以下なので，λF○・である．又，ツ三＞σ2の時は最小値は1＋1og
 2告十1092πσ・で，！＋1092πσ・より大きいので，λ上＝Oとした方がABICは小さくたる．結局
σ
兄一^㍗：二：：二葦
で，最終的な推定量は
舳一 ^二王ζ；：二：ニニ葦
どたり，これはα＝1のときの∂（ア）と一致する．
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 従って，全てん〉0なλだけを許せば，縮小量は連続的であるが，ん＝Oに対しても上の様に
ABICを定義すると，最終的な推定量はAIC1で選択したときの推定量と一致し，縮小量は不連
続にたることがわかった．
 更にツがくり返し観測されるならばσ2の推定が可能で，各モデルのもとでσ2の値域に制限
をおかなければ，62（ノ），62（λ）共にfu11mode1ダのもとでの最尤推定量62にたり，上の議論
はσ2を62，ツゲをy9でおきかえてそのまま成り立つ．
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 討  論
 講演後の討論では，まずAIC，ABICの生みの親である赤池弘次氏から，“ABICの定義を歪
曲している’’と次の様た反論があった．
 まずABICはBayesianの枠組で提案されたものであるから，問題の設定は“θの推定”では
なくて，“posteriOr力（θiツ）の推定”である．
                      ノ．（ツ，θ）∬λ（θ）               力（θly）＝                    ∫∫（・，θ）∬1（θ）・θ
に注意すれば，結局“pOsteriOrの推定”は“λの推定’’である．
 従って・AIC∵；→山inに対応するのは，ABIC1ブminであり・AIC1→minに対応するのは
ABICのもう一つ先の段階であるABIC＋2dim（λ）一一→minである．                         dim｛ノ1）
 この質問に対する筆者の答は，dim（λ）を選択することも考えるならばこれもモデル選択の
段階に含まれ，相変らず，推定量を導く段階と，モデル選択の段階の二つから成ることに変わ
りはない．そして’’θの推定”という問題設定のもとでは，あいかわらず
AIσ一→min  ABICL－lmin   θ                   θ
AICα一→min  ABIC＋2dim（λ）一→min   5           d鰍）
の対応は成り立つ．
 もう一つの質問は，第2節で，AIC。からAIC、を導いたアナロジーで，ABIC。からABICを
最大値に基いて導いたらどうか？ という提案についてで，“安定性が悪い’’という指摘であっ
た．
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 この点に関しては，g（λ）をどう決めるかの問題とも関連し，今の段階では何とも言えない．今
後に残された問題としておきたい．
ベイズ型コウホートモデル
統計数理研究所中村隆
 1．コウホート分析
 社会の変化を分析するとき，時勢による推移だけでなく，加齢による変化や世代による相違
を区別することが重要である．コウホート分析は，継続的調査で得られる何らかの数量特性を
年齢層×調査時点別に集計したデータ表から，年齢と時代効果，そして表の斜め方向に現われ
るコウホート（同時出生集団）の効果を分離しようとする方法である．
 ただし，コウホート分析には識別問題が存在し，三効果を一義に分解することは原理的に不
可能であるとされていた（Fienberg and Mason，1979）．これに対し，中村（1982）は，識別
問題を克服するためにパラメータの漸進的変化の条件を取り込んだベイズ型コウホートモデル
を提案し，種々のコウホートデータに適用している．
 2．コウホート表
 コウホート分析の分析対象であるデータ表をコウホート表と呼ぶ．コウホート表は、まず，集
計されたデータの性質にしたがって，比率型と数量型に分類できる．比率型は表のセルに回答
比率を配したもの，数量型は平均子ども数のような数量を配したものである．それぞれ異なる
標本抽出モデルを仮定する、
 さらに，コウホート表はその形式にしたがって，標準表・一般表・特殊表に分けることがで
きる．標準表とは，年齢X時代の表で調査問隔と年齢区分幅が一致しているものであり，同一
コウホートが表の斜めのセルを渡るので分析が比較的容易である．一般表とは，調査問隔と年
齢区分幅が一致しない場合である．標準表と一般表が継続調査で得られる年齢X時代の形式で
あるのに対し，特殊表はそれ以外の形式の表であり，一時点の回顧調査で得られるコウホート×
年齢の表などがある．
 3．コウホートモデル
 ある数量特性ルを年齢×時代の形式に配するコウホート表デLタを考える．これに既知の
関数gを用いて変換を施した数量ルを次のように分解する：
 （ユ）                ルゴ≡g（篶5）≧μ十μチ十μ夕十μ，，
 （2）            Σμチ＝Σμタ＝Σμ妄＝0．
ここで，μチ，μタ，μ£はそれぞれ年齢・時代・コウホート効果のパラメータであり，μは総平均効
果である．
 （ユ）式は（2）式を考慮して次のように書くことができる：
 （3）            ツ＝Dμ、
