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Abstract 
Road authorities make significant investments in the planning of maintenance, repair, 
and rehabilitation of concrete bridges. In order to extract the optimal output in the form 
of good management decisions with least resources, a bridge management system 
(BMS) is essential. In BMSs, decisions regarding frequency of maintenance, 
conducting repairs and rehabilitation are based on inspection data collected for bridges 
using a condition rating manual. At present, deterioration caused by service conditions 
and deferred maintenance of old bridges are diagnosed using a condition monitoring 
system where a condition rating is given to each and every component based on visual 
inspection. Evaluating these conditions to arrive at a meaningful decision criterion is a 
challenge faced by many road authorities in the world. Currently most decisions are 
made considering the data collected for a given year, which is essentially a reactive 
decision making process. Significant advantages will be available if the data can be 
used to forecast the future behaviour of the bridge components. In view of this, an 
attempt has been made to develop deterioration models for existing bridges using 
Markov chain and artificial neural network methods to compare the suitability of these 
two methods. 
Whilst there have been many different methods proposed in the literature to predict 
future condition from existing condition monitoring data, they have not been widely 
accepted. These methods include the Markov process, the Gamma process, and 
deterministic methods, where a condition curve is derived from a large amount of 
discrete condition data. In this research, an attempt has been made to use two of the 
most popular methods, the Markov process and artificial neural networks (ANNs), to 
forecast deterioration using condition data from level 2 inspections by VicRoads. Visual 
inspection data has been sourced from the road transport authority of Victoria, 
Australia (VicRoads) to derive the models. 
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In the development of the ANN model, seven parameters were considered, namely 
age, AADT (Average Annual Daily Traffic), commercial vehicle ratio, environmental 
exposure, length, width and number of spans. Six parameters were established by 
evaluating the significance of the outputs. The seventh parameter, exposure category, 
was included based on engineering judgement. Back Propagation Multi-Layer 
Perceptron (BP MLP) was used to develop the forecasting model. The developed 
model was shown to offer reasonable accuracy through the process of validation. 
A Markov process model was initially developed for the full set of data for a given 
bridge component. To improve the accuracy three different methods of calibration of 
transition matrices were adopted: percentage prediction, non-linear optimisation and 
Bayesian Monte Carlo approach. Bayesian method offered the best accuracy. 
Combining the data clustering based on ANN to improve the Markov based models 
was the innovation in the presented work. Finally, a decision making method for 
optimised management of bridge structures using the outcome of the Markov model is 
developed. The method offers decision making considering a threshold for 
rehabilitation as well as optimised allocation of available funding. 
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Chapter 1 Introduction 
1.1 Introduction 
 
All man-made structures begin to deteriorate almost immediately from the 
moment they are constructed. An effective management of any in-service facility thus 
requires a thorough knowledge of its "health" condition or rather, its performance level 
over time. For example, knowledge of the current and future performance of the facility 
determines the needs for its improvement. Also, "knowledge" of the time a facility 
would take to reach a certain undesirable level of performance is crucial for making 
optimal management decisions. 
In order to extract the optimal output in the form of good management decisions 
with least resources, a bridge management system or BMS in short, is an essential tool 
for every road transport authority. In a BMS, decisions regarding frequency of 
maintenance, as well as repairs and rehabilitation methods are based on condition 
monitoring data for the bridges obtained by trained bridge inspectors. The data 
obtained from the condition monitoring system plays a critical role in these decisions, 
for which the reliability and certainty of the data are important. 
In most of the cases, BMSs are based on a deterministic approach and the 
assessment of the reliability or the safety of the road structures in general is based on 
subjective statements (Thoft-Christensen, 1997). Bridge management systems like 
Pontis and Bridgit are stochastically based systems with rational assessment 
procedures (Thoft-Christensen, 1997). These procedures set guidelines for data 
collection and reduce the subjective nature of data. The deterioration models used by 
Pontis to predict the future condition of the bridge are probabilistic and based on the 
Markov process. The optimisation model in Pontis employs a top-down analytical 
approach by optimizing over the network before making decision on individual bridge 
projects (Czepiel, 1995). Although the system provides beneficial information on 
planning strategies, the probabilistic degradation models have been shown to contain 
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flawed logic when applied to modelling structural degradation (Huang, 2010). Another 
disadvantage is that the models are derived for a given data set and an adopted 
inspection process. Models are not generic and cannot be used by other road 
authorities with different inspection regimes. 
1.2 Problem Statement 
Bridges deteriorate due to many different agents: the de-icing salt, the corrosive 
gases in the environment, thermal distress and vehicular loading; etc. In bridge 
management, a numerical rating called condition rating is invariably used as a 
performance indicator. Condition rating is based on the subjective appraisal on 
individual bridges and/or their members by specially trained bridge inspectors. It 
consists of a discrete, ordinal scale with each numerical value representing a bridge 
condition. 
VicRoads, the road authority of Victoria, Australia maintains the road and road 
structures in the state of Victoria. They have developed a road structures inspection 
policy to ensure that the condition of all structures is systematically measured to ensure 
structural integrity and safety of users. The road structures inspection policy has 
identified the need for a systematic program of bridge inspection based on three levels 
of inspection. The three levels of inspection are, 
– Level-1: Routine maintenance inspection 
– Level-2: Bridge condition inspection 
– Level-3: Detailed engineering investigations 
Level 2 inspection is conducted to rate the condition of a structure so that 
current maintenance needs can be identified. Rarely the data is used to understand the 
future behaviour of bridge structures. The visual inspection to assess the condition of 
structure’s components follows a standard condition rating system introduced by 
VicRoads. This inspection also covers all the components of the structures that are 
above the ground and water level. 
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Predictive modelling using discrete condition data has many limitations. The 
best approach for deterioration modelling is to develop an understanding of a specific 
deterioration mechanism and derive a degradation model to forecast the progression of 
deterioration. Some examples of this are chloride induced corrosion, carbonation, 
sulphate attack etc. However, during a routine inspection, establishing a condition 
rating considering a deterioration mechanism is difficult. Hence most practitioners 
adopt a discrete, visual rating of structures. Forecasting models developed using these 
discrete rating should consider influencing parameters such as average annual daily 
traffic (AADT), commercial vehicle percentage, exposure category etc. One possible 
method of including these is using artificial intelligence based methods where an ANN 
is trained using an input data set. Models developed are similar to a ‘Black-box’ and 
most practitioners do not trust these models and are not comfortable with these. 
Stochastic models such as Markov process or Gamma process have been used 
by other researchers to forecast deterioration using discrete condition data. These 
require a significant data set and a robust validation method combined with a data 
clustering technique. Data clustering is needed to understand the effect of many 
influencing parameters. 
1.3 Research Aims and Objectives 
The research presented here aims to develop a deterioration model for concrete 
bridges at component level using discrete condition data collected through visual 
inspection. This is achieved by, 
– Understanding the methods adopted by other researchers to develop 
deterioration models using condition data. 
– Analysing limitations of current prediction methods. 
– Using artificial neural networks (ANN) to understand the relationship 
between input parameters and future conditions. 
– Developing a stochastic deterioration model based on Markov process 
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– Validating using available data. 
1.4 Research Questions 
At the beginning of the research project a few research questions came into 
consideration, the answers to which were the focus of the outcomes. They are as 
follows, 
– What methods can be used to analyse discrete condition data of high 
variability? 
–  How would one calculate the future condition of the concrete structures 
after initiation of a deterioration mechanism and how would the structure 
respond to a management strategy? 
–  What is the method for deriving transition matrices for the Markov 
process model to predict bridge deterioration? 
–  What are the input parameters required to develop an ANN based 
model for predicting deterioration? 
–  Which ANN tool can estimate the future condition from existing 
condition monitoring data? 
–  How can the two methods be implemented in practice? 
1.5 Scope of the work 
This thesis presents deterioration prediction model derived from the bridge 
condition data of structures located in the state of Victoria, Australia. The scope of the 
thesis covers all four exposure conditions available in the data set collected. The AADT 
of the bridge structures having less than or equal to hundred and seventeen thousand 
were considered. AADT above this range was not available and was discarded from 
the consideration. The data set collected have a maximum of sixty one percent of 
commercial vehicle within the traffic data. The range of commercial vehicles was kept 
up to 60% as a scope of this research work. 
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The work presented here considered a data driven approach for deterioration 
modelling and mechanism based approaches have been beyond the scope of the work 
presented here. 
 
1.6 Thesis Organization 
This dissertation is divided into seven chapters.  
Chapter 1 provides a general introduction that includes brief background 
information, dissertation objectives, scope and dissertation organisation. 
Chapter 2 reviews the relevant literature pertaining to bridge management, 
uncertainty, condition assessment, deterioration models and reliability theory. The 
chapter contains basic background of deterioration prediction methods, as well as 
details of the current methods of bridge inspection and condition state data reporting. 
Moreover, the frameworks of typical bridge management system are also included in 
this literature review. 
Chapter 3 describes the methods used in this research and explains the 
research approach. It contains the methodology of the research work that is used to 
answer the research questions of the dissertation. It is based on the literature review 
that was carried out initially, and development of a conceptual model to address the 
research gap. 
Chapter 4 discusses the ANN model development and results obtained from 
the model. An in depth discussion of the model development, input parameter 
selection, and model performance is provided. 
Chapter 5 presents the Markov model and the results obtained from the model 
using the discrete condition data. It includes deployment of the Markov Chain with 
different calibration processes and convergence techniques. Clustering of data 
according to the outcomes of the ANN model is also presented. 
Chapter 6 illustrates an asset management framework development technique 
from the derived model for cost effective decision-making purpose. 
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Chapter 7 presents the conclusion of the research followed by 
recommendations for future work. The document includes a list of the references cited 
in this research and Appendices covering the development of mathematical models to 
derive the outcomes. 
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Chapter 2 Previous Work 
 
2.1 Introduction 
Bridge condition rating and deterioration prediction is a widely researched topic 
and a significant body of knowledge has been published on this. In commencing the 
research program, it was important to understand the current state of knowledge 
covering both practice and research gaps. At present, the number of bridges, their age 
differentials and their needs have grown so large that traditional management practices 
are inadequate to cater for decision-making needs. A preliminary review of literature 
was conducted at the start of the research with the aim of understanding the research 
project, identifying the research gap and capturing all the research on this topic. During 
the progress of the research, the literature review continued, focussing on the 
development of the research methodology. 
2.2 Background 
The bridges of Australia and the world are ageing. Moreover, they are 
deteriorating due to traffic growth, aggressive environmental exposure, corrosion, wear 
and tear, and other forms of material degradation. According to Austroads (2002), there 
are approximately 33,500 road bridges in Australia in public ownership. Numerous 
national, state and local authorities are responsible for managing these bridges. 
However, Austroads (2002) also states that, “a 1996 inventory showed that within 
Australia there were 33,449 bridges under public ownership, all requiring 
maintenance”. The maintenance needs of these structures were identified as both 
varied and unavoidable. Effective maintenance management of these assets is 
essential, as the budget for the repair of arterial bridges alone can be more than 
$A100M. 
Stewart (2001) considers that in Australia over 60% of bridges on local roads 
are more than 50 years old. This number may have increased after 13 years and with 
the percentage in a deteriorated state higher than 60%. The vehicle load, load and 
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legal load limit has increased since the bridges were built. It is evident that the new 
load limits implemented by the authority cannot be met by some ageing structures. 
Stewart (2001) referred to a source where it was mentioned that there was an 
immediate requirement of US$300 million to strengthen or replace the defective 
bridges only in the New South Wales state of Australia. A report published by the 
American Society for Civil Engineers (ASCE) in 2013 shows that in total, one in nine of 
the nation’s bridges are rated as structurally deficient, while the average age of the 
USA’s 607,380 bridges is currently 42 years (ASCE, 2013). The Federal Highway 
Administration (FHWA) estimates that to eliminate the nation’s bridge deficient backlog 
by 2028, they would need to invest $20.5 billion annually, while only $12.8 billion is 
being spent currently (ASCE, 2013). It is evident that the amount of money required for 
all the bridges in Australia will be an economic pressure on the national budget if 
necessary steps are not taken to carry out timely maintenance of the bridge structures. 
Apart from the financial aspects of the existing bridge structure maintenance 
and the funding required for extension of the service life, the safety of the community is 
another important issue. Some incidents in different parts of the world have identified 
the urgent need to examine the reliability of man-made road structures. The Mississippi 
River Bridge collapse of the I-35 bridge superstructure is of particular relevance (Xie 
and Levinson, 2011). The bridge was opened to traffic in 1967 and in an inspection in 
2005 it was rated as “Poor” not “Critical”, and scheduled for reconstruction in 2020-25 
with an estimated remaining life of 12-15 years. However, on August 1, 2007, during 
the evening rush hour it suddenly collapsed, killing 13 people and injuring 145. The 
bridge collapsed just two years after evaluation and 40 years after construction. Figure 
2.1 is a photograph taken after the bridge collapsed. 
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Figure 2.1: Collapsed Mississippi I-35W Bridge (Source web, http://www.normanlafave.com/) 
 
In 1990, the USA federal government gave the Mississippi River I-35W Bridge a 
rating of "structurally deficient," citing significant corrosion in its bearings. The bridge is 
one of about 77,000 bridges in that category nationwide in that year. Whatever the 
reason for the collapse, it is evident that the bridge inspection results were unable to 
predict the future condition correctly. Hence, it is of a great importance to interpret road 
structure inspection results with a higher accuracy, to enable proactive management 
strategies. 
After two incidents of bridge collapse with fatalities in the USA, the Federal 
Highway Administration (FHWA) created the national bridge inspection program 
(NBIP), which ordered every state to record and track the condition of bridges on 
principal highways. The condition monitoring data as part of this program are 
maintained by the FHWA in the national bridge inventory (NBI) database. The objective 
of this program was to repair bridges before deterioration reached a critical state, which 
may jeopardise the safety of road users. Since the 1980s, interest in the development 
of BMSs has increased at both the state and the federal levels. 
A bridge management system (BMS) captures the process of helping the road 
engineers to monitor, maintain, and repair deteriorating bridges with available 
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resources. The development of BMSs has been necessitated by the large imbalance 
between the need for extensive repairs or replacements in a large bridge network and 
the limited budget available to municipalities and agencies for implementing the 
required repairs. A BMS process results in a set of decisions for allocating limited funds 
to a network of bridges over a number of years, in order to maximise the network’s 
performance and minimise the life cycle cost. 
A BMS assists decision-makers at all levels in selecting optimum solutions from 
a list of a probable set of cost-effective solutions. BMS is intended to determine the 
best actions to take on a network of bridges over time from management, engineering, 
and economic inputs generated from the system. By enhancing safety for road users 
and preserving the existing infrastructure, a BMS, can play a vital role in helping 
engineers and decision-makers to determine when and where to spend bridge funds 
effectively. 
The core component of a BMS is the database generated from the regular 
inspections carried out by inspectors and by keeping records of the maintenance work 
carried out. The integrity of a BMS is directly related to the quality and accuracy of the 
bridge inventory and the physical condition data obtained through field inspections 
(AASHTO, 1994). In a well-organised database the information regarding the bridge 
physical data as well as condition data should be stored for ease of understanding the 
network. Information such as the bridge name (ID), the location, length, width and other 
descriptive data, the construction and inspection time, and the condition rating as per 
designed system are stored in an ideal database. These data are considered the 
starting point for the system: drawings, maintenance records, and surveys are 
reviewed. The database and inventory allow bridge managers to be fully informed 
about the bridge stock under their control, so that they can make informed decisions 
about future maintenance and repair activities. 
The American Association of State Highway and Transportation Officials 
(AASHTO) guidelines for bridge management systems suggest that an ideal BMS 
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should include the following basic components: data storage, cost models, 
deterioration models, and optimisation models (AASHTO, 2001) (Figure 2.2). In the 
present research, an attempt has been made to develop a deterioration model from the 
condition monitoring data. 
 
Figure 2.2: Components of a BMS (AASHTO, 2001) 
 
Bridge deterioration is the process of decline in the condition of a bridge 
resulting from normal operating conditions (Abed-Al-Rahim and Johnston, 1995), 
excluding damage from such events as earthquakes, accidents, or fire. The 
deterioration process exhibits the complex phenomena of physical and chemical 
changes that occur in different bridge components. Calculating the overall deterioration 
rate of a bridge structure become more complicated as the deterioration rate of each 
and every component is different and unique (Thompson, 2001). Hence, to obtain the 
best performance from a BMS, the rate of deterioration for each bridge component 
should be calculated using a precise and accurate model. 
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2.3 Components of a Bridge Management System 
Bridges are important links in roadway transportation systems. For example, 
there are approximately 600,000 bridges in the USA (Wardhana and Hadipriono, 
2003). With this large number of bridges, the priority should be given to maintaining 
them rather than focusing on constructing new bridges. Bridge network management is 
a key aspect of safe transportation systems. The term ‘Bridge Management’ refers to a 
broad range of activities performed to ensure the safe and economic use of bridge 
infrastructure networks throughout their service life. This is very common practice by 
bridge engineers around the world to optimise funding for the better performance of the 
road infrastructure. An important activity of bridge management is to reliably predict the 
deterioration of bridge structures, so that appropriate or optimal actions can be 
selected and taken, to maximise the effect of spending money for replacement or 
maintenance, repair, and rehabilitation (MR&R). The purpose of the BMS is to improve 
the efficiency of, and protect the investment in, the nation’s existing and future bridges 
by providing information for making optimal decisions on bridge program expenditures. 
Bridge management consists of a series of activities involving information gathering, 
interpretation, prediction, cost accounting, decision-making, budgeting, and planning. 
Implementing a BMS for the road transport authority is not new for civil 
engineers. However, attempts to introduce system tools in this area are quite new and 
a good example of such attempts are automated BMS systems.  
2.3.1 Framework 
A typical asset management framework is shown in Figure 2.3.  
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Figure 2.3: A typical asset management framework for building structures (Kalutara, 2013) 
2.3.1.1 Data Collection 
Bridge condition is a critical part of a BMS. The effort taken to maintain a bridge 
or a network of bridges is only as good as the data. Therefore, data collection is critical 
and an integral part of this is bridge inspection. Bridge inspection and data collection in 
a broader sense are one and the same. VicRoads, the road authority of Victoria, 
Australia, maintains the road and road structures in the state of Victoria. The authority 
has developed a road structures inspection policy to ensure that the condition of all 
structures is systematically measured to ensure structural integrity and the safety of 
users. The road structure inspection policy has identified the need for a systematic 
program of bridge inspection, based on three levels of inspection. The three levels of 
inspection are: 
– Level 1: Routine maintenance inspection 
– Level 2: Bridge condition inspection 
– Level 3: Detailed engineering investigations 
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Level 1 inspections are carried out to check the general serviceability of the 
structure for obvious signs of defects which may affect the immediate safety of users 
and to identify immediate maintenance requirements. This inspection includes all 
elements of the bridge structure that are above the ground and water level. During this 
inspection all the elements are visually examined and categorised as routine 
maintenance issues, structural integrity issues and other defects that are beyond the 
scope of routine maintenance. The method relies on the knowledge and experience of 
the inspectors to identify maintenance and potential structural integrity issues, as 
bridges are complex structures. 
Level 2 inspection is conducted to rate the condition of a structure so that 
current maintenance needs can be identified and to forecast the future changes in 
condition in order to estimate future budget requirements. Visual inspection to assess 
the condition of a structure’s components follows a standard condition rating system 
introduced by VicRoads. This inspection also covers all the elements of the structure 
that are above the ground and water level. The bridge inspectors are assigned to find 
the percentage of components in each condition. There are four condition states 
available, condition 1 to condition 4. In addition, specific data relating to overall 
measurements, a number of key components, and a photographic record of the 
structure are also collected from this inspection. At present, VicRoads follows some 
guidelines to determine the necessity and frequency of Level 2 inspections, which can 
be summarised as follows: 
– New road structures should undergo a Level 2 inspection within 12 
months of opening. 
– All road structures that have experienced major maintenance, 
strengthening and/or widening, shall be given a Level 2 inspection within 
12 months of completion of the work. 
– In all other cases, all the road structures should be inspected on a 2- to 
5-year frequency, depending upon the condition of components, 
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estimated rates of deterioration and considering all other parameters 
that influence the deterioration process. 
 
It is not feasible or practically possible to have Level 2 data for all the bridges in 
a whole network in one working year. Inspections are carried out on the network on an 
ongoing basis and the inspections are finished with some designated deadlines. 
Moreover, in some cases all the elements of a bridge will not be evaluated on a single 
inspection, due to restrictions on site such as access restrictions. Often, only the 
important elements might be covered. However, most of the components will be 
inspected over a 2- to 5-year frequency during Level 2 inspections. In Level 2 
inspection the four state of condition are described as follows, 
– Condition State 1: There is no or little sign of deterioration and 
components or elements are completely in good condition. 
– Condition State 2: Components start to develop deterioration of minor 
nature, which is the first sign of being affected. For example, minor 
spalls or cracks of no real concern, paintwork on steel components with 
spot rusting up to 5%. 
– Condition State 3: Deterioration process advances to the component 
showing rapid loss to the protection of supporting materials and loss of 
sections. For instance, large spalls, medium cracking, paintwork on steel 
components above 10%. 
– Condition State 4: Component shows advanced deterioration, loss of 
effective section to the primary supporting material, performance is not 
according to the design, or showing signs of overstress. Very large 
spalls or heavy cracking and defects, and paintwork beyond repair are 
examples of this state. 
Level 3 investigations are detailed engineering investigations that include a 
combination of theoretical analysis and field investigation and usually target a specific 
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issue relevant to an individual structure or class of structure. This inspection is an 
investigation of a road structure and or structural assessment, which is specifically 
designed only for that particular road structure or class of road structures. This is 
introduced when the circumstances lead to a scenario in terms of safety, which are 
beyond the scope of Level 1 and Level 2 inspections. 
2.3.1.2 Decision-making 
At present, most BMSs provide the decisions for the management of the 
bridges at two different levels, the network and the project. The network-level decision 
involves prioritisation and optimisation among the entire bridge population in the 
network competing for limited resources. At this management level, the bridge 
manager needs to know the number of bridges in different states of performance so 
that the funds needed for improvement can be budgeted in advance for optimum 
results. It is a necessary requirement that the prediction of future needs be made far in 
advance, which is related to the success of BMSs in ensuring safety and optimum 
usage. 
According to Kulkarni (1984), two types of decision models are available for 
infrastructure management at the network level. Static decision models presume that 
future performance or its expected value following any action is known with certainty. 
The search for optimal decisions involves maximising the increase in the "worth" or 
"effectiveness" of the network, subject to resource and other constraints. The worth or 
effectiveness is often measured by the area between two performance functions: one 
representing the deterioration process under the do-nothing option; another 
representing the deterioration process under an improvement action. Whilst static 
decision models are concerned with seeking optimal decisions pertaining to a given 
time, dynamic decision models are concerned with decisions in a period of time. The 
decisions tend to be sequential decisions, with each decision affecting future decisions. 
Due to future uncertainty, stochastic models are used to describe the deterioration 
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processes. The most advanced dynamic decision models to date combine the decision 
outputs with Markov chain deterioration in a Markovian decision process. 
A project-level decision, on the other hand, relates to deciding among the 
available treatment options to be implemented for a specific bridge. Selecting the 
recommended treatment action has always been an economic decision. In the so-
called 'life cycle analysis', the optimal alternative is selected by taking into account all 
costs and benefits throughout the life cycle of a bridge, rather than merely comparing 
the initial costs. This means that the bridge manager needs to be able to predict the 
impacts of each treatment option. 
2.4 Deterioration of Concrete 
Deterioration of concrete can take many forms. To the general public, the most 
obvious is the change in appearance caused by natural weathering.  
The deterioration of reinforced concrete structures can be divided into three 
main types; physical deterioration, chemical deterioration, and reinforcement corrosion.  
However, many surveys, including a review of more than 400 published papers 
on concrete deterioration conducted by Basheer et al. (1996), place carbonation and 
chloride attack which leads to corrosion of reinforcement as the main source of 
concrete deterioration. 
Physical deterioration may be caused by wear and tear due to traffic loading 
and the ageing of the concrete. Moreover, natural disasters can cause sudden change 
or deterioration to concrete structures. 
The chemical deterioration in concrete structures is mainly initiated by the 
surrounding environmental exposure containing aggressive chemicals. Sulphate-rich 
soils may have severe impacts on concrete, causing reduced service life. Researchers 
have attempted to develop effective models to identify the mechanism of sulphate 
attack on concrete to develop a remedy for extended service life. For example. (2013) 
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developed a model based on accelerated laboratory testing to predict the remaining 
service life of concrete septic tanks in country Victoria, Australia. 
Carbonation and chloride penetration are the major phenomenon that causes 
reinforcement corrosion in concrete structures. Graphical representations of major 
causes of concrete deterioration are shown in Figure 2.4. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.4: Deterioration of reinforced concrete structures (Isgor, 2001) 
2.5 Deterioration Prediction 
Since a bridge may serve different intended purposes for different interest 
groups, there are many aspects of performance which can attribute the development of 
predictive models. For example, structural performance considers the bridge's 
efficiency as a load-bearing system or other physical health condition of the structure; 
economic performance measures the socio-economic return derived from operating a 
bridge in comparison with the maintenance cost. Moreover, functional performance 
conveys the degree of success of a bridge in carrying traffic or serving as an 
architectural artefact. Bridge managers from practice or experience set a threshold limit 
for the performance levels, at which the decision to replace the bridge becomes 
necessary. Whether or not a bridge is actually replaced, when a bridge reaches the 
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specified threshold level, its life is deemed to have ended. Depending on which 
performance criterion is used, one could therefore refer to the structural life, economic 
life or functional life of a bridge. Hence, while predicting the remaining useful life (RUL) 
of infrastructure like a concrete bridge, the model should specify what aspects have 
been considered in the model. For instance, approaches to failure prognostics based 
on structural life can be categorised broadly into model-based and data-driven methods 
(Chiang et al., 2001). Existing infrastructure health condition and RUL prediction 
methods can be roughly classified into degradation model-based (or physics-based) 
methods and data-driven methods. 
2.5.1 Typical Methods 
Prediction of future condition is an essential part of bridge management. The 
ability to predict future bridge condition depends on a deterioration model. A 
deterioration model is a fundamental component of the BMS. A reliable bridge 
management program depends on how accurately the deterioration of the bridge 
elements can be predicted.  
Deterioration models are mathematical estimates of future bridge condition, 
based on current and historical conditions. Predicting future needs in bridge works is a 
combination of science and art. The scientific part is the formulation of theoretical, 
empirical, and mechanistic models. The art part is the use of engineering judgement, 
educated guesswork, and simple rules-of-thumb in more solid concepts for modelling. 
In the late 1980s, deterioration models for bridge components were introduced 
in order to predict the future condition of infrastructure assets as a function of their 
expected service condition (Elbehairy, 2007). Deterioration models for pavement 
management systems (PMSs) were the first developed model in infrastructure 
management systems (IMSs). However, the differences in construction materials, 
structural functionality, and the types of loads carried differentiate the deterioration 
models in PMS from those in BMS. Moreover, in the case of bridge deterioration 
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models, safety is more of a concern than in pavement models. Despite the 
dissimilarities in the deterioration models for pavements and bridges, the approaches 
to developing pavement deterioration models for PMSs have been employed in the 
development of bridge deterioration models in BMSs. 
Bridge condition prediction or deterioration models have been developed using 
a variety of techniques. Both statistical regression and Markov chain models are widely 
applied in this field. Regression analysis consists of essentially finding the most 
appropriate mathematical model using statistical techniques, so that the dependent or 
response variable can be predicted using the independent or predictor variable. 
Explaining the causes and effects, and controlling the relationship between variables is 
the main purpose of regression analysis models (Thompson and Kerr, 2000). Liu and 
Frangopol (2004) and Son et al. (2009) fit regression prediction models based on 
artificial neural network (ANN) techniques. However, the average prediction errors 
were up to 33.3%. Other authors (Morcous, 2006, Basheer et al., 1996, Patidar et al., 
2007, Transportation, 2010) use Markov Chain techniques to model bridge 
deterioration. The PONTIS (Transportation, 2010) bridge management system uses 
Markov Chain modelling to represent bridge deterioration in its analysis routines. A 
Markov Chain is considered as a random process in which the probability that a certain 
future state will occur depends only on the present or immediately preceding state of 
the system, and not on the events leading up to the present state. Markov analysis 
looks at a sequence of events and analyses the tendency of one event being followed 
by the other. Using such analysis, a new sequence of random but related events can 
be generated, which appear similar to the original. The Markov model assumes that 
given the present, the future is independent of the past. When using this model, the 
random variable is indexed in time units, which can be continuous or discrete 
(Thompson and Kerr, 2000). Several Markovian-based approaches have been 
proposed in recent decades. For example, Grimes (2001) presented a bridge 
replacement prioritisation database (BRPD) by implementing Markovian method to 
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forecast LT20 (less than 20 feet in length) system future cost, but the initial Markovian 
matrix needed to be set up. Morcous (2006) adopted a Markov Chain method to model 
bridge deck systems, and the result showed 22% error within 95% level of confidence. 
To develop a transition probability matrix, which defines the probability of a component 
moving to the next state from current state in a single time step, there are a number of 
data-fitting approaches. These are linear regression (Camahan et al., 1987), non-linear 
regression (Cesare et al., 1992), Poisson regression model (Madanat and Ibrahim, 
1995), and the ordered probit model (Madanat et al., 1995). In addition, the 
interdependence of transition matrices on different assets has been considered by 
Cesare et al. (1992). Tao et al. (1994) used the reliability approach to calculate the 
transition probability by separating the reliability profile into a finite number of states. 
Robelin and Madanat (2007) developed a history-dependent model which incorporates 
the type and performing time of the latest action. Discrete-time Markov process models 
are widely used in modelling the asset deterioration process. 
Using the Markov chain, Jiang (1990) and Jiang et al. (1988) developed a 
performance prediction model, based on the FHWA condition rating for the 
deterioration in the condition of the Indiana Department of Highway bridges (IDOH). 
The deck, superstructure, and substructure were considered in this model. The 
transition probability matrices take into account the type of structure (steel or concrete), 
the effect of age (assuming that the rate of deterioration differs with age), and the 
highway type (interstate or other). The drawback of this study is that it does not 
consider other factors affecting the deterioration process, such as traffic density and 
climate. The environmental exposure condition or the climatic condition greatly affects 
the deterioration pattern or behaviour of the infrastructure and accordingly the transition 
matrices. In an interesting study Morcous et al. (2003) attempted to describe the 
service conditions associated with the four environmental categories described in the 
Pontis system: benign, low, moderate, and severe. Genetic algorithms were used to 
  
22 
 
arrive at the best of the four environmental categories. Once the category is known, the 
transition matrix associated with it is used to predict the deterioration. 
Ramani (2010) compounded a Markovian-based analysis versus a Weibull 
distribution-based state duration model on NBIS elements of the State of Ohio's bridge 
inventory data. Both models represented a goodness fit of the historical degrading 
curves. However, there is a limited application of the Weibull distribution model to 
estimate transition parameters.  
The reliability index model has a wide application in the structural analysis of 
bridges. Frangopol et al. (2001) developed a time-dependent reliability index model to 
estimate the reliability index and unit benefits. Further, Kong and Frangopol (2003) 
developed a program to analyse the life-cycle performance of deteriorating structures 
by calculating the discounted costs of different maintenance actions which have 
different effects on the reliability index profile. The optimisation model based on the 
reliability index models usually is to optimize the expected life-cycle costs (Frangopol et 
al., 2001). Stewart  (2001) provided a reliability-based model using risk ranking as well 
as the life cycle cost to assess maintenance decisions for ageing bridges. Applications 
of the reliability index model can be found in Das (1998), Estes and Frangopol (2001), 
McAllister and Ellingwood (2001), Kong and Frangopol (2004), and Lachemi et al. 
(2007). 
 
2.5.1.1 Data-driven Models 
Data-driven methods utilise condition monitoring data for RUL prediction. 
Jardine et al. (2006) developed the Proportional Hazards Model approach for condition-
based maintenance (CBM), where health condition indicators are predicted using the 
transition probability matrix. 
2.5.1.2 Deterministic and Stochastic Models 
 
Deterministic models refer to the curves (commonly identified as “performance 
functions”) which specify a deterministic relationship between performance and time. In 
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this method, the future performance of the system or infrastructure is assumed to be 
known with certainty. 
 However, deterioration is a natural process and like all other natural processes 
it is stochastic in nature rather than deterministic. When predicting the future condition 
of a bridge, it is not possible to be certain to what level it may move in the next period. 
In a stochastic deterioration model, the performance at any given time is described by 
a probability distribution function rather than a deterministic value. Markov chain theory 
lends itself to the modelling of this stochastic process. A detailed discussion of the 
Markovian approach is presented in Section 2.5.3.1 below. 
Statistical approaches to deterioration prediction in the area of infrastructure 
management have been proven to be robust, not only at the network level, but also at 
the individual element level. Table 2.1 presents model suitability for deterioration 
prediction based on a literature review. 
Table 2.1: Attributes of different models 
Statistical Approach Serviceability Forecast Structural Forecast 
Network 
Level 
Individual 
Level 
Network 
Level 
Individual 
Level 
Markov Model Yes  Yes  
Semi-Markov Model Yes  Yes  
Ordered Probit Model  Yes  Yes 
Probabilistic Neutral 
Network 
 Yes  Yes 
Multiple Logistic 
Regression 
 Yes  Yes 
Multiple Discrimination 
Analysis 
 Yes  Yes 
Ordinal Regression 
Model 
 Yes  Yes 
 
 
2.5.1.3 AI Models 
The term AI model refers to one that is derived from a historical bridge data set 
using artificial intelligence. The area of artificial intelligence (AI) includes several 
different techniques that have been utilised in a variety of applications during the last 
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few decades. Artificial neural networks (ANNs), case-based reasoning (CBR), and 
machine learning (ML) are examples of AI techniques that have been recognized as 
powerful tools for solving engineering problems. The feasibility of using ANNs in 
modelling bridge deterioration has been investigated by Sobanjo (1997). The age of the 
bridge superstructure (in years) is correlated to its condition rating (a numeric value 
from 1 to 9) using a simple multi-layer ANN. The inspection records for 50 bridge 
superstructures were utilised to train and test the network; 75% of the data were used 
for training, while the remaining data were used for testing. The use of this ANN 
resulted in 79% of the predicted values having a 15% prediction error. Using a more 
detailed AI model, Tokdemir et al. (2000), using age, traffic, and geometrical and 
structural attributes as explanatory variables, predicted a bridge sufficiency index (SI) 
ranging from 0 to 100. Their ANN model showed an average percentage of correct 
solutions of 33.5% and 62.5% with a prediction error of 3% and 6%, respectively. 
2.5.1.4 Mechanism-based Models 
Model-based prognostics attempts to set up physical models of the component 
or structure for the estimation of the RUL. However, uncertainty due to the assumptions 
and simplifications of the adopted models may pose limitations on this approach. 
Developing a model of the deterioration process of a bridge structure has 
always faced challenges. According to the FHWA‘s Bridge Management System report 
(Elbehairy, 2007), most studies of deterioration rates tend to predict slower declines in 
condition ratings after 15 years. The report included results from a regression analysis 
of NBI data for the deterioration of structural conditions. For example, the results 
suggest that the average deck condition rating declines at the rate of 0.104 points per 
year for approximately the first 10 years and 0.025 points per year for the remaining 
years. In addition, the overall structural condition declines at a value of 0.094 per year 
for 10 years and 0.025 per year thereafter. These results suggest that the condition will 
not fall below 6 until after 60 years, which is not the case in real life: bridges deteriorate 
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at a much higher rate. In general, the deterioration process of a bridge structure over 
time should follow the curves shown in Figure 2.5. 
 
 
Figure 2.5: A typical performance curve for bridge structure 
 
2.5.2 Deterministic Approach 
Deterministic models are often used for phenomena where relationships 
between components are certain. Examples are time linear and power law models for 
water mains (Kleiner and Rajani, 2001) and pavements (Lou et al., 2001). Deterministic 
models in the form of linear and exponential models were no doubt the first attempt at 
modelling deterioration of infrastructure facilities, because of their simplicity in 
mathematical operations and capability to describe a direct relationship between the 
input factors and the output. 
Using a mathematical or statistical formulation, deterministic models portray 
relationships between the factors affecting facility deterioration and the condition of the 
facility. These models calculate the predicted conditions deterministically by ignoring 
the random error in prediction. Deterministic models can efficiently perform the analysis 
of networks with a large population. However, they are considered to have the following 
drawbacks: 
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– The uncertainty of data due to the inherent stochasticity of infrastructure 
deterioration and the existence of unobserved explanatory variables is 
neglected (Madanat et al., 1995, Jiang and Sinha, 1989). 
– The current condition and the condition history of individual facilities are 
not considered while predicting the average condition of a family of 
facilities (Shahin et al., 1987, Jiang and Sinha, 1989). 
– They estimate facility deterioration for the ‘‘no maintenance’’ strategy 
only because of the difficulty of estimating the impacts of various 
maintenance strategies (Sanders and Zhang, 1994). 
– The interaction between the deterioration mechanisms of different facility 
components such as between the bridge deck and the deck joints are 
also not considered in these models (Sianipar and Adams, 1997). 
– Updating these models with new data is difficult. 
2.5.3 Stochastic Methods 
Stochastic models are based on statistical theory for modelling phenomena 
where random noise in components exists. Statistical models have been used in many 
engineering problems (Johnson and Albert, 1999, Henley and Kumamoto, 1992, Kuzin 
and Adams, 2005). Dasu and Johnson (2003) noted that the statistical models are of 
the model-driven type, which assumes parametric density functions for measurement 
errors and certain probabilistic relationships between input data and output data. 
Statistical models provide a more realistic approach to predicting the current and future 
condition of pipes because their outcomes (i.e. predicted pipe conditions) are explicitly 
formulated in probability values rather than in quantitative values as in the deterministic 
models. The outcome may be a binary choice (i.e. ‘yes’ or ‘no’), multiple category 
responses or even a matrix of transition probabilities. Markov models and ordinal 
regression-based models are two typical statistical deterioration models, which have 
been used extensively in modelling the deterioration of infrastructure facilities. 
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The uncertainty and randomness of facility deterioration are considered as one 
or more random variables in stochastic models. Among the stochastic techniques, 
Markovian models have been used extensively in modelling the deterioration of 
infrastructure facilities (Jiang et al., 1988, Butt et al., 1987). These models use the 
Markov decision process (MDP) to determine the expected future condition of a facility 
based on its previous condition. MDP is based on the concept of defining states of 
facility conditions and obtaining the probabilities of facility condition transition from one 
state to another during one inspection period (Jiang et al., 1988). The uncertainty of the 
deterioration process and considering the current facility condition in predicting the 
future one, are two problems of deterministic models which have been covered by 
Markovian models. However, they still suffer from the following limitations: 
– The discrete transition time intervals, constant bridge population, and 
stationary transition probabilities assumptions of Markovian models are 
sometimes impractical (Collins, 1974). 
– Currently implemented in some advanced BMSs (e.g., Pontis and 
BRIDGIT) Markovian models use the first-order MDP that assumes state 
independence for simplicity (DeStefano and Grivas, 1998), meaning that 
the future facility condition depends only on the current facility condition 
and not on the facility’s condition history, which is unrealistic (Madanat et 
al., 1997). 
– Transition probabilities assume that the condition of a facility can either 
stay the same or decline. Therefore,  facilities where treatment actions 
have been performed cannot be considered for developing transition 
probabilities (Madanat and Ibrahim, 1995). 
– The interaction between the deterioration mechanisms of different facility 
components are still not efficiently considered in Markovian models 
(Sianipar and Adams, 1997) and 
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– Transition probabilities require updates when new data are obtained as 
bridges are inspected, maintained, or rehabilitated, which is a time-
consuming task. 
2.5.3.1 Markov Process 
The Markov chain process can be used to model the deterioration process, as 
suggested by many researchers. The basic idea for modelling the deterioration process 
as a Markov chain process was provided by Bogdanoff (1978). At early ages many 
researchers (Golabi et al., 1982, Carnahan et al., 1987)  have proposed the use of 
Markov chain models in pavement management systems. A similar approach has been 
introduced to BMS by Jiang (1990). 
A Markov process describes a system that can be in one of several states, and 
can pass from one state to another, each time step according to fixed probabilities. To 
illustrate a Markov process, consider a system which is in state i, there is a fixed 
probability, pij, of it going into next state j with a single time step, and pij is called a 
transition probability. In Table 2.2 a typical example of transition probability is provided 
for a four-stage condition state system. Figure 2-6 illustrates the Markov process for 
the data contained in Table 2.2. 
 
Table 2.2: Typical transition matrix for a system consisting of four condition states 
 State 
1 
State 
2 
State 
3 
State 
4 
SUM 
State 
1 
.4 .3 .2 .1 1.0 
State 
2 
0 .5 .3 .2 1.0 
State 
3 
0 0 .6 .4 1.0 
State 
4 
0 0 0 1 1.0 
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Figure 2.6: Four-state Markov Chain 
 
 
To understand the Markov chain, consider a set of states, S = [s1, s2,….,sT]. The 
process starts in one of these states and moves successively from one state to another 
(Mohseni, 2012). This move is called a step. If the chain is currently in state si, then it 
moves to state sj at the next step with a probability denoted by pij, and this probability 
does not depend upon which states the chain was in before the current state. The 
probabilities pij are called transition probabilities. The process can remain in the state it 
is in, which is called the holding time, and this occurs with probability pii. An initial 
probability distribution, defined on S, specifies the starting state. Usually this is done by 
specifying a particular state as the starting state. 
A Markov chain is the distinctive case of the Markov process, the development 
of which can be treated as a series of transitions between certain states. A Markov 
process describes the probability of attaining a future state in the process which is 
dependant only on the present state, not on the previous state or how it attained that 
stage (Parzen, 1962). This property can be expressed for a discrete parameter 
stochastic process (Xt) with a discrete state space as, 
Equation 2.1 
   ttitttttit iXiXPiXiXiXiXiXP   1100111111 ,,.....,,  
where  
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it is the state of the process at time t; and  
P is the conditional probability of any future event given the present and past 
events. 
In developing performance prediction models for bridge components, Markov 
chains are used, which include defining discrete condition states and accumulating the 
probability of transition from one condition state to another over multiple discrete time 
intervals. Transition probabilities are represented by a matrix of order nn  called the 
transition probability matrix (P), where n is the number of possible condition states. 
Each element (pi,j) in this matrix represents the probability that the condition of a bridge 
component will change from state (i) to state (j) during a certain time interval called the 
transition period. If the initial condition vector P(0) that describes the present condition 
of a bridge component is known, the future condition vector P(t) at any number of 
transition periods (t) can be obtained as follows (Collins, 1975): 
Equation 2.2 
    tPPtP  0    
where 
Equation 2.3 
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Markov chain theory is established on two fundamental conventions: 
memorylessness and homogeneity. The memoryless rule, sometimes known as the 
‘Markov property’, stipulates that the future states of the process depend only on the 
current states; while the (time) homogeneous rule requires that the rates of transition 
from one state to another remain constant throughout the time. Implicit in the time-
homogeneity assumption of the Markov chain theory is the presumption of geometric 
distribution (in the case of discrete time) or exponential distribution (in the case of 
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continuous time) for the holding time (Howard, 1971). Holding time is the duration that 
the process sojourns in one particular state before moving to another. The geometric 
and exponential distributions possess the "memoryless" property. Used in bridge 
deterioration modelling, the memoryless property of the holding time implies that the 
rate of leaving a state is constant irrespective of how long a bridge has been in that 
state. 
Mishalani and Madanat (2002) further classified Markov models into state-
based and time-based models. The state-based model calculates the probability of an 
infrastructure changing its condition over a unit time step. However, the time-based 
model calculates the probability distribution of the time required for a single unit change 
in the condition of the infrastructure. 
The main task of developing a Markov model is to calculate the transition 
probability of the system from the sample data. There are some calibration techniques, 
which are most commonly used to calculate the transition probability matrix by 
calibrating the sample data. The suitability of the technique depends on the types of 
data, whether regular or snapshot. In the case of regular data, the techniques are then 
further divided into state-based models and time-based models. 
 
The calibration techniques that are widely used for regular data are:   
– Ordered Probit Model 
– Percentage Prediction Method 
– Poisson Distribution 
– Negative Binomial Distribution 
 The Regression-based Optimisation Method 
According to Bulusu and Sinha (1997), the regression-based optimisation method is 
the most commonly-used approach in the calibration of transition matrices for different 
asset types, such as pavements and bridges. Madanat and Ibrahim (1995) assert that 
the regression-based optimisation method uses a non-linear optimisation function to 
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minimise the sum of absolute differences between the regression curve that best fits 
the condition data and the conditions predicted using the adopted Markov chain model. 
The objective function and the constraints of this optimisation problem can be 
formulated as follows (Madanat and Ibrahim, 1995): 
Equation 2.4 
             ∑|  ( )   (    )|
 
   
 
Subject to             for i, j = 1, 2, …., k 
∑     
 
   
 
where, 
‘N’ is total number of facilities 
‘Yn (t)’ is expected value of facility ‘n’ at age ‘t’ using the regression model; 
‘P’ is transition probability matrix; 
‘Pij' is probability of transition from state ‘i’ to state ‘j’; 
‘E (tn, P)’ is expected condition of facility ‘n’ at age ‘t’ using the transition probability 
matrix ‘P’; 
‘k’ is maximum value for the bridge condition rating. 
 Percentage Prediction Method 
The percentage prediction method is quite simple and can be obtained directly 
from the condition data. The probability ‘Pij ’ of transition in bridge component condition 
from state ‘i’ to state ‘j’ can be estimated using the following equation (Jiang et al., 
1988). 
Equation 2.5 
Pij =nij / ni 
where,  
‘nij’ is the number of transitions from state ‘i’ to state ‘j’ within a given time period 
‘ni’ is the total number of components in state ‘i’ before the transition. 
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 Non-linear Optimisation Method 
The non-linear optimisation technique based on the Bayesian Markov chain 
Monte Carlo Simulation method has been used by Tran (2007) to calibrate the Markov 
model for stormwater pipes. The Bayesian approach was used to estimate the 
probabilities from its posterior distribution for calibrating process of the Markov models 
which concluded in generating the transition probabilities. These prior and posterior 
distribution relationships are shown in the following equation: 
Equation 2.6 
 ( |   )|   ( |   )    ( ) 
where  
M is Markov model  
 ( | ) is the posterior distribution of Pij  
 ( |   ) is the likelihood to observe a set Y of component conditions Y=(y1, y2, 
y3,……., yn) where n is the number of components in the sample 
  ( ) is the prior distribution of Pij  
 Bayesian Markov chain Monte Carlo Simulation 
The Markov chain Monte Carlo (MCMC) method has attracted significant 
interest over the last few years as a computer-intensive statistical tool. The Bayesian 
theorem has been widely used to estimate random variables via their conditional 
distribution in many engineering problems (Brooks, 1998). It is formulated as follows: 
Equation 2.7 
 ( | )  
 ( | )   ( )
∫ ( | )  ( )  
 
where, 
θ  is a random variable whose value to be estimated 
D  is a random variable whose value or probability distribution is 
known; 
P (θ | D) is posterior distribution of θ given D which relates to θ via a 
model; 
P (D | θ) is the likelihood to observe D given unknown θ or the sampling 
  
34 
 
distribution of D given known θ; 
P (θ)  is prior probability of θ; 
∫ P(D |θ)P(θ) dθ always results in a value. 
A Bayesian approach is used to identify the parameters of the Markov model 
that produce outcomes that are consistent with the available data. Micevski et al. 
(2002) used the Bayesian approach for stormwater pipe deterioration to calibrate the 
Markov model. The set of observed pipe conditions y= (y1, ….yn) is hypothesised to be 
a random realisation from the Markov probability model M, with the probability mass 
function  ( |   ), where   is the unknown model parameter vector.  ( |   ) is the 
likelihood function because the data y is known and inference is sought on parameter 
 . The parameter vector   is estimated by using Bayesian inference. Bayesian 
inference considers the parameter vector   to be a random vector whose probability 
distribution describes what is known about the true value of  . Prior to the analysis of 
the data y, knowledge about   , given the model M, is summarised by the probability 
density function  ( | ) . This is known as the prior density and can incorporate 
subjective belief about   . Bayes’ theorem is then used to revise, using the information 
contained in y, what is known about the true value of   . 
Equation 2.8 
 ( |   )  
 ( |   )  ( )
∫  ( |   ) ( | )  
 
 ( |   )  ( | )
 ( | )
 
where  ( |   ) = posterior density summarising the current knowledge of the 
true value of  , given the observed data y and the model hypothesis M, and  ( | ) = 
marginal likelihood function. Note that  ( | )is independent of  . Thus, the posterior 
density is proportional to likelihood function times prior density. 
 Metropolis-Hasting Algorithm (MHA) 
The Metropolis-Hasting Algorithm (MHA) has been used to calibrate the Markov 
model (Micevski et al., 2002). The MHA is a member of the Markov chain Monte Carlo 
(MCMC) methods (Gelman et al., 2003). MCMC methods must first be allowed to 
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converge to a stationary distribution, which is by design the posterior distribution. Once 
the convergence has been achieved, the MCMC samples are sampled from the 
posterior distribution. At each iteration, a trial parameter is sampled from a proposal 
distribution, and although the proposal distribution is arbitrary, good performance 
requires the selection of a distribution that approximates the posterior. This trial 
parameter is then subjected to an acceptance test based on a random draw from a 
uniform distribution. If it is accepted, the Markov chain moves to this trial parameter, 
otherwise the chain remains at its current position. The initial starting value for the MHA 
is the parameter set that maximises the posterior and is obtained using the shuffled 
complex evolution (SCE) method (Duan et al., 1993). 
A non-informative uniform prior distribution is assigned to the transition 
probabilities Pij. The logarithm of the likelihood function is as follows: 
Equation 2.9 
    ( |   )  ∑∑  
    (  
 )
 
   
 
   
 
 
where t = components age in years; N = maximum age reported in the data set 
and   
  = number of components in condition j at age t. 
2.5.3.2 Gamma Process 
Even though the Markov chain has been widely used to model the deterioration 
of various infrastructure assets, the process has been criticised, and the restrictive 
stationary assumptions about the time-dependent deterioration rate in the Markov 
chain have been argued in the literature (Frangopol et al., 2001, Madanat et al., 1995). 
As deterioration is generally uncertain and non-decreasing, it can best be 
regarded as a gamma process (Abdel-Hameed, 1975) which gives an appropriate 
model for random deterioration with time. The Gamma process is used to model the 
uncertainty in the time to failure (lifetime) and/or the rate of deterioration. Researchers 
have fitted Gamma processes to data; Cinlar et al. (1977) on creep of concrete, 
Lawless and Crowder (2004) on fatigue crack growth, Kallen and Van Noortwijk (2005) 
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on thinning due to corrosion,  and Frangopol et al. (2004) on corroded steel gates. 
Further, Aboura et al. (2009) and Samali et al. (2011) used the Gamma process to 
model bridge deterioration. Grall et al. (2002) developed a condition-based model with 
perfect maintenances (i.e., preventive or corrective replacement) for a deteriorating 
system following a gamma process. Further, Castanier et al. (2005) included imperfect 
maintenance in this decision model to make it more practical. In addition, Liao et al. 
(2006) modelled asset deterioration as a gamma process and considered imperfect 
maintenance in the continuously monitored system. 
2.5.3.3 Weibull 
Weibull distribution is a commonly-used probability distribution in modelling the 
lifetime distribution of road assets (Singpurwalla and Song, 1988, Kleiner and Rajani, 
2001, Mishalani and Madanat, 2002). Van Noortwijk and Klatter (2004) proved that the 
Weibull distribution can be used efficiently for bridge lifetime distribution. They studied 
the use of a Weibull distribution and a left-truncated Weibull distribution in bridge 
maintenance modelling and estimated the parameters from the complete lifetimes of 
demolished bridges and the right-censored lifetimes of in-service bridges. 
2.5.4 Artificial Intelligence Methods 
Human beings are more intelligent than computers. The working of the human 
brain is a secret doctrine to man. The brain basically learns from experience. It is 
natural proof that some problems that are beyond the scope of current computers are 
indeed solvable by small energy-efficient packages. This powerful device of humans 
has amazed and inspired many scientists to attempt modelling its operation. In the 
brain, a neuron is the main cellular unit of the nervous system. Each neuron receives 
and combines signals from many other neurons and produces output signals to the 
axon to perform certain actions.  Neurocomputing has emerged from this inspiration. 
Neural networks are biologically-motivated and statistically-based approaches. 
The network stores and retrieves information. Neural networks are fault–tolerant in the 
sense that the failure of a few neurons does not disable the entire system. They make 
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possible the uniform representation of inputs from a variety of sources, including 
special sensors, and are especially good at sensor-related pattern recognition 
problems such as vision and speech processing. They are also excellent for a variety 
of pattern-matching problems. 
When a neural networks model is implemented on a standard computer, it is 
really a simulator or artificial neural network (ANN). ANNs can be divided into two 
classes: those that involve learning and those that do not. The neural networks that 
involve learning and adoption are sometimes called recurrent or back-propagation 
networks. Artificial intelligence (AI) models exploit computer techniques that aim to 
automate intelligent behaviours. AI techniques comprise expert systems, artificial 
neural networks (ANNs), genetic algorithms (GAs), and case-based reasoning (CBR) 
to optimise the prediction of future conditions. Sobanjo (1997) has performed a detailed 
investigation of the use of ANN in modelling bridge deterioration. A multilayer ANN was 
utilised to relate bridge age (in years) to the condition rating of the bridge 
superstructure. A more detailed investigation has been conducted by Tokdemir et al. 
(2000) to predict bridge sufficiency rating using age, traffic, geometry, and structural 
attributes as explanatory variables. Even though ANN has automated the process of 
finding the polynomial that best fits a set of data points, it still shares the problems of 
the deterministic models. 
2.5.4.1 ANNs 
Neural networks are simplified models of the biological neuron systems. They 
are massively parallel distributed processing systems made up of highly interconnected 
neural computing elements that have the ability to learn and thereby acquire 
knowledge and make it available for use. Neural network (NN) architecture has been 
classified into various types based on their learning mechanisms and others features. 
Some classes of NNs refer to this learning process as training and the ability to solve 
problems using the knowledge acquired as inferences. 
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The basic components of the human brain called neurons are the entities, which 
perform computations such as recognitions, logical inferences, pattern recognition and 
other calculations. Hence the technology, which has been built on the concept of 
computing by the neurons of the brain, has been termed artificial neural system (ANS) 
technology or artificial neural networks (ANNs) or simply neural networks. 
The mechanism of the deterioration process of concrete is complicated. A 
neural network model has the ability to learn the linear or non-linear relationship 
between inputs and outputs. An artificial neural network (ANN), also referred to as 
parallel distributed processing, is an information-processing paradigm inspired by the 
parallel structure of the human brain processing information system. ANNs are 
biologically inspired computer programs designed to simulate the way in which the 
human brain processes information. ANNs gather their knowledge by detecting the 
patterns and relationships in data and learn (or are trained) through experience, not 
from programming. Natural neurons of the brain receive signals through synapses 
located on the dendrites or membrane of the neuron. If the neuron receives a strong 
signal which surpasses a certain threshold value, it will be activated and will emit a 
signal through the axon. This signal might be sent to another synapse, and might 
activate other neurons. This way the information is processed and transferred. This 
process is schematically shown in Figure 2.7. 
 
Figure 2.7: Schematic diagram of a biological neuron (http://home.agh.edu.pl/~vlsi/AI/intro/, 
2014) 
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The complexity of real neurons is highly abstracted when modelling artificial 
neurons. These basically consist of inputs (like synapses), which are multiplied by 
weights (strength of the respective signals), and then computed by a mathematical 
function which determines the activation of the neuron. Another function (which may be 
the identity) computes the output of the artificial neuron (sometimes depending on a 
certain threshold). ANNs combine artificial neurons in order to process information.  
Recently, the neural network approach to data analysis and modelling has 
received much attention from researchers and practitioners. Over the past decade, 
there have been significant activities and important breakthroughs in the development 
of various theoretical and computational models for connectionist computing 
(Rumelhart et al., 1986, Lippmann, 1987, Knight, 1990). Neural networks were 
originally developed as tools for the exploration and reproduction of human information 
processing tasks, such as speech, vision, olfaction, touch, knowledge processing and 
motor control. The feed-forward network, dynamic reconfigurable network (Szu, 1989) 
and counter propagation network (Freeman and Skapura, 1991) are some of the 
topologies of neural networks which are currently in use. Of these, multilayer feed-
forward networks are the most commonly used in engineering. Here the flow of 
information is unidirectional, moving from input to the output layer. The network 
accepts continuous valued inputs and is used in a supervised learning environment 
(Lippmann, 1987).  
ANN methods are used to compute and solve different problems in civil 
engineering fields, such as structural design, structural assessment, structural control, 
traffic engineering, and highway engineering (Mukherjee et al., 1996, Kim et al., 2000, 
Saito and Fan, 2000). In trying to model the deterioration of concrete bridges, several 
researchers have used ANN. For instance, Sobanjo (1997) has endeavoured to model 
bridge deterioration from fifty concrete bridge superstructure inspection records, where 
he considered the age of bridge as the only input. Similar work has been carried out by 
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Cattan and Mohammadi (1997) using a neural network approach to predict the 
condition rating of railway bridges in the Chicago metropolitan area. In their work, 
several physical characteristics of the bridges were considered as the input vector 
while the overall condition of the bridge, which was on a rating scale of 1 to 5, was 
considered as the output of the ANN model. In modelling bridge abutment condition 
ratings in the state of Michigan, Li and Burgueno (2010) compared several ANN 
methods to decide with the best model. The ANN model was able to predict the 
discrete condition rating of bridge abutments based on physical and operational bridge 
parameters. 
2.5.4.2 Neural Network Architectures 
ANN is a data processing system where a large number of simple, highly 
interconnected processing elements (artificial neurons) are present in an architecture 
inspired by the structure of the cerebral cortex of the brain. There are several classes 
of NN, classified according to their learning mechanism (Boshir and Mahmuda, 2010). 
However, there are three fundamentally different classes of networks, which are 
described in the subsequent sections. 
 Single-layer Feed-forward Networks 
This type of network comprises of two layers, the input layer and the output 
layer. The synaptic links carrying the weights connect every input neuron to the output 
neuron but not vice versa. Such a network is called feed-forward in type or acyclic in 
nature. Despite the two layers, the network is termed a single layer as the output layer 
alone performs the computation. Hence, it is called as single-layer feed-forward 
network (Boshir and Mahmuda, 2010). The network architecture is shown in a 
schematic diagram in Figure 2.8. 
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 Multilayer Feed-forward Networks 
 These networks consist multiple layers of input and output. The network 
architecture of this class processes an input and an output layer along with one or 
more intermediary layers called hidden layers. The computational units of the hidden 
layers are known as the hidden neurons or hidden units. The hidden layer aids in 
performing useful intermediary computations before directing the input to the output 
layer. The input layer neurons are linked to the hidden layer neurons and weights on 
these links are referred to as input-hidden layer weights. Again, the hidden layer 
neurons are linked to the output layer neurons and the corresponding weights are 
referred to as hidden-output layer weights. 
Multi-layer perceptron (MLP) architecture has been used in the present 
research work to model the deterioration of bridge components. MLP architecture is 
widely used in prediction and classification tasks in engineering practice (Adeli, 2001, 
Bień, 2004). MLP architecture is part of a back-propagation method (BPM) which can 
handle stochastic behaviour of data and can predict or classify them accordingly (Bień, 
2004). 
As mentioned, there are several layers in MLP architecture, namely an input 
and an output layer accompanied by one or more hidden layers, which are transitional 
layers. The hidden layer consists of the computational units called hidden neurons. The 
transitional computations are carried out by hidden layers before sending the input to 
the output layer. The input-hidden layer weights connect input layer neurons to the 
hidden layer neurons. Similarly, the hidden layer neurons are linked to the output layer 
Figure 2.8: Single-layer feed-forward network (Boshir and Mahmuda, 2010) 
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neurons through the corresponding hidden-output layer weights. Figure 2.9 shows 
graphically the connectivity structure of a multilayer neural network with a single hidden 
layer. The input-output mapping of a multilayer perceptron can be formulated by 
Equation 2.10: 
Equation 2.10 
    [  [  [ ]]] 
 
Here, N1, N2 and N3 represent non-linear mapping provided by input, hidden 
and output layer respectively. The activity of neurons in the hidden layer is determined 
by the activities of the neurons in the input layer and the connecting weight between 
input and hidden units. Similarly, the activity of the output units depends on the 
activities of the neurons in the hidden layer and the connecting weight between hidden 
and output layers. 
 
 
Figure 2.9: Neural network connectivity between different layers  
 
 Recurrent Networks 
  These networks differ from feed-forward network architectures in the sense 
that there is at least one feedback loop. 
                                                     
 
 
  
 
 
 
 
 
 
 
 
 
Figure 2.10: A Recurrent Neural Network (Boshir and Mahmuda, 2010) 
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2.5.4.3 What is a Neuron? 
The smallest processing unit in an ANN model is called a neuron and these 
carry out all the computations. The ANN comprises of three different layers, namely 
input layer, hidden layer and output layer. The layers are structured with neurons. The 
job of the neuron is simple: receive input values from neurons on the previous layer, 
compute an output value by sending the received inputs through a pre-defined function, 
and send the output to all neurons on the next layer.  
 
Figure 2.11: Schematic diagram of ANN neuron (Zohreh and Amin, 2013) 
 
Figure 2.11 shows a schematic for a neuron, where the subscript n refers to the 
input to which the weight refers, and j refers to the neuron under examination. The 
inputs x1 to xn are the outputs of neurons from the previous layer. These inputs are 
multiplied by their respective weights, wnj before entry into the neuron. These weighted 
inputs are combined via a predetermined propagation rule, commonly summation, to 
obtain the net input, G. The net input is then sent through a transfer function, to 
calculate the neuron output. The output is then passed along to all neurons in the 
subsequent layer. This procedure can be mathematically summarised as Equation 2.11 
and Equation 2.12. 
Equation 2.11 
  ∑     
 
   
 
Equation 2.12 
   
     ( ) 
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The weights stored in the connections between neurons provide information 
regarding the level of effect that the first neuron has on the second. A positive weight 
forms an excitatory connection and a negative forms an inhibitory connection 
(Rumelhart et al., 1986). Although the weighted inputs are commonly combined using 
simple summation, more complex propagation rules can be utilised. 
Many different types of activation functions, denoted as   in Equation 2.12, are 
used in neural network models. In the simplest cases, the activation function is the 
identity function, where the inputs are directly equal to the output of the unit. The 
activation function can also be a threshold function, where the input must exceed a 
certain value before being sent as an output to other units. Stochastic and continuous 
activation functions, such as the sigmoid function, are also commonly used. 
2.5.4.4 Learning Method 
Learning methods in neural networks can be broadly defined into three basic 
types: supervised, unsupervised and reinforced. 
 Supervised Learning  
In this learning method, every input pattern used to train the network is 
associated with an output pattern, which is the target or desired pattern. During the 
computation phase, a comparison is made between the network’s computed output 
and the correct expected output to determine the error (Boshir and Mahmuda, 2010). 
The error can be further propagated into the system to determine or change network 
parameters, which result in an improved performance. 
 Unsupervised Learning 
In this learning method, the target output is not present to the network. Hence, 
the system learns on its own by discovering and adapting to structure features in the 
input patterns. 
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 Reinforced Learning 
In this method, supervision is available for the computation. However, the 
teacher does not present the expected answer to the system, but indicates the 
computed output is correct or incorrect by comparison with the stored knowledge. The 
information provided helps the network in its learning process. A reward is given for a 
correct answer computed and a penalty for a wrong answer. It is not one of the popular 
forms of learning. 
2.6 Framework for an Asset Management Tool 
 
In general, an asset management framework can be broadly divided into three 
major stages. These stages can be found in many types of asset management 
framework and are in no way limited to road transport network asset management. 
Other infrastructure management as well as other fields of asset management can use 
this classification. The details of these three stages are described in depth in the 
following sections. 
2.6.1 Stage I – Developing the Asset Inventory 
The first step in any asset management framework is to create an inventory to 
accurately identify the structures. This includes locating the structure, recording the 
physical and operational data, dividing the structure into manageable components, and 
recording other attributes which will help to describe the structure. Numerous systems 
exist, amongst which geographical information systems (GIS), computer-aided design 
(CAD) systems, and relational database management systems are some of the most 
employed. 
In GIS, data are directly related to their physical location on a map of the city or 
region and GIS technology maps the geography of a network of infrastructure to 
expose patterns. At present the trend appears to be more focused on the integration of 
satellite data with GIS systems. The cost of establishing most up-to-date technologies 
is always considered as challenging. Due to this challenge, many agencies, especially 
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municipal and rural councils, are not able to keep up with such technological changes. 
CAD systems are yet another credible source of asset management information for the 
engineering, technical, and management staff (Seeboo, 2008).  
In the first stage of developing a framework, after the inventory, is the appraisal 
of the worth or net value of the assets. This is where the value of the established 
network of structures is evaluated to have a clear understanding of the social and 
economical value of a structure. Large organisations store the historical cost of assets 
and bring this cost forward to present-day dollars using well-known building economic 
standards (ASTM E 917 1994) or to calculate the replacement cost based on the area, 
volume, or length of a system or component. Some ‘‘off-the-shelf’’ commercial tools 
have been developed to implement the above-mentioned ASTM standards to execute 
life-cycle cost analysis. 
2.6.2 Stage II - Condition Data 
In this stage of an asset management framework, conditions of the assets are 
recorded following defined rules and regulations. Regular inspections are carried out 
with the help of trained inspectors and the database of condition monitoring is created. 
Several schemes are available that are followed by different agencies all over the 
world. Numerous metrics exist, amongst which the facility condition index (FCI), the 
condition index (CI) and condition assessment surveys (CAS) are those most 
commonly referenced in literature. However, most are ranking-based within a scale 
based on visual inspection.  
2.6.3 Stage III - Decision Making 
The final stage of developing an asset management framework is the most 
important. This last stage of the asset management framework concerns making the 
most appropriate decision regarding which asset or assets will be the first to be 
allocated the necessary funds for maintenance, repair or renewal work. The decision- 
making is always complicated, as there might be non-engineering issues that are 
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contributing to the asset deterioration which are sometimes unforseen. For instance, 
the decision-makers’ preferences and risk attitudes in asset management can create 
complexity in decision-making (Vanier, 2000). For an optimised decision on timely 
maintenance or intervention, the remaining service life of the asset needs to be 
calculated. This is a step towards the determination of the life cycle cost for 
maintenance, repair, and/or renewal strategies. Once there is an efficient model to 
predict the future condition, decision-making can be made easier for engineers. 
2.7 Summary 
 
In this chapter, previous work on deterioration prediction using discrete 
condition data has been reviewed. It is clear that a vast amount of work is available on 
this topic. A number of stochastic, deterministic and AI-type methods have been 
proposed and a number of methods have been adopted by bridge management 
systems. The literature review presented here has revealed the components most 
suitable for integration into the present study. 
However, a research gap exists in understanding the effect of influencing 
factors on the stochastic deterioration models of bridge components. Markov or 
Gamma processes require clustering of data to account for different influencing 
parameters. ANN has the limitation of being a “black box” with no clear mathematical 
relationship between input and output evident to the users. The research presented in 
this thesis aims to address this gap in knowledge. In this research work, an attempt has 
also been made to develop a framework using deterioration models to assist bridge 
engineers for road transport authorities in making proactive maintenance decisions 
cost-effectively. The next chapter describes briefly the details of the methodology 
adopted in this research work. 
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Chapter 3 Research Methodology 
 
3.1 Introduction 
The review of literature identified the current state of practice and knowledge in 
the deterioration prediction of bridge structures. Based on the comprehensive review of 
previous research and examining the industry needs, this chapter presents the 
research methodology developed to address the research problem. 
This research project aimed to use the combined approach of artificial neural 
networks (ANNs) and the Markov process to model the deterioration of different 
components of concrete bridges in Victoria, Australia. The specific objective of the 
research is to develop a model to predict the future condition of components of 
concrete bridge structures from the available condition monitoring data obtained by the 
road authority, Victoria (VicRoads).  
The scope of research included the use of two methods: ANN and the Markov 
process to predict the deterioration of concrete bridges using discrete condition data. 
The models developed were validated using a full set of condition data collected by the 
VicRoads, the road authority in Victoria, Australia. 
3.2 Research Gap in Practice 
The current approach to bridge maintenance in Victoria is a reactive rather than 
proactive process. The concern with the reactive approach is that it is sometimes 
difficult to foresee the danger that may occur due to the inability to take the right action 
at the right time. Road network structures require a proactive maintenance approach to 
ensure the safety of road users. The costs of not doing the appropriate maintenance at 
the right time may be higher and increase the risk to the community. 
To ensure the safety of the road users there should be a system where the 
maintenance needs of bridges can be identified beforehand. A predictive model that 
can use condition monitoring data will be a good start. Although condition monitoring 
data does not provide a true representation of the actual deterioration that has taken 
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place, it is the best method currently available to identify the condition of bridge 
structures. There has been a good deal of criticism about the condition monitoring 
system. A research study conducted to find the variation of condition given by different 
inspectors showed that there is a 78% variation possible due to the inspector (FHWA, 
2001). This major criticism of the condition monitoring system is that it varies from 
person to person.  
However, in the absence of better alternatives, visual condition monitoring 
systems have been widely used all over the world by many road transport authorities. 
Hence, it is a big challenge for engineers and researchers to find a better way to make 
meaningful decisions based on condition monitoring data. 
VicRoads utilises a reactive approach to make maintenance decisions and 
allocate funds accordingly. The method uses bridge condition ratings (BCRs) to 
describe the condition of bridges from the data collected. The BCR is a number 
calculated based on the condition on the various components making up the bridge. 
The overall BCR is formulated by producing a bridge section rating (BSR) for each 
section of the bridge, and then performing an overall calculation, which combines all 
the section results. 
In essence, there are two governing calculations that are performed: 
– A BSR, based on the condition of the components in each bridge section 
– A BCR, based on the BSRs of each section of the bridge (where they 
exist). 
The BCR is a formula established by McGregor and McIntosh (2010). 
The current approach based on BCR uses inspection data to make decisions 
every year. The method does not use forecasting of condition to understand the future 
risk of bridge components. 
The current practice is focussed on prioritising the maintenance decisions 
against the budget, i.e. ranking bridges in order of their predicted condition and 
maintaining the most deteriorated bridges until the budget is exhausted. If the future 
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condition can be forecast, strategic planning of maintenance is more efficient. 
Therefore road authorities have recently become interested in bridge deterioration 
modelling. VicRoads clearly states that one of the challenges they face is that given the 
unavailability of the required funds, the agency has to postpone or optimise 
maintenance work. This means that, even though there is a need for immediate 
maintenance of bridges, due to the lack of funding, the maintenance will be carried out 
in the following year or when approved funds are available. In this situation, the BCR 
method is unable to calculate the consequence cost of not doing the maintenance at 
the right time. 
A robust deterioration model and a cost optimisation tool based on forecast 
deterioration is much superior to the current reactive approach. 
3.3 Gap in Knowledge 
Since the 1990s ANN has been applied as an alternative to traditional methods 
in civil engineering fields such as structural design, structural assessment, structural 
control, traffic engineering, and highway engineering. In the field of BMS the use of 
ANN is still not common. In one attempt Sobanjo (1997) used the inspection records of 
50 bridge superstructures to model bridge deterioration. In his model, only one 
influencing parameter was considered, that is the age of the bridge. The model 
develops the relationship of age with the bridge superstructure condition rating data 
obtained from the National Bridge Inventory (NBI). 
ANN has the capability to account for the influence of multiple parameters on 
the output data. It can learn from the available data and develop the relationship 
between the output and significant input parameters. Moreover, it can be used to 
identify the most significant parameter by analysing the weights calculated by the 
model. However, the application of ANN to derive predictive models for BMS is still 
limited. 
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The attempt to develop an ANN model to predict the future condition of bridges 
in Victoria from the condition monitoring data will contribute to the body of knowledge. 
Building on the understanding developed using ANN output, a more reliable stochastic 
method can be developed for deterioration prediction. 
3.4 Analysis of Condition Data Collected 
VicRoads carries out regular condition monitoring inspections called Level 2 
inspections. The present database includes data since 1995 to date. A significant 
amount of data has been accumulated that should now be transferred into a 
meaningful decision model. 
In practice, different authorities adopt different condition rating scales to 
represent the deterioration of structures. However, the basic guidelines for inspection 
procedures and evaluating the condition trends remain similar. VicRoads uses a 
condition rating scale from 1 to 4 for individual bridge components, with each condition 
scale rated as a percentage (Wang et al., 2007). 
Now that data has been accumulated in the system, VicRoads is now seeking 
to convert the data to a monetary value. The authorities want to make meaningful 
decisions using the data to achieve operational and maintenance efficiencies. This 
becomes possible if the future condition rating of the individual bridge components is 
determined in advance. Predicted information about individual bridges may be then 
utilised to optimise maintenance and inspection operations. This is why interest in the 
deterioration model has developed.  
The data used in the present study were sourced from the VicRoads, the road 
authority of Victoria, Australia. The condition monitoring database has data collected 
over the period from 1995 to 2012. The database contains condition data as well as 
other physical parameters such as length, width, span, environmental exposure 
category, location, construction date and date of inspection. From the database, the 
average annual daily traffic (AADT) volume and the percentages of commercial 
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vehicles were also collected. In the present research project, an attempt has been 
made to use the database information to model the deterioration of major structural 
components of concrete bridge structures. 
3.4.1 Database Attributes 
The data set obtained from the road authority, Victoria is a two-dimensional 
table containing 32 attributes. The data records were produced from visual inspections 
on structural elements of bridges carried out by trained inspectors. Based on the visual 
inspection, a percentage is assigned to one or more condition ratings and therefore, it 
is dependent on what can be seen and the professional judgement of the inspectors, 
who, we assume, follow the guidelines provided. At each inspection, relevant data 
values are filled in to form a record in the two-dimensional table. The 32 data attributes 
record four key groups of information in the system, and some are shown in Table 3.1. 
 
Table 3.1: Some data attributes of our bridge data set 
Category Examples of attribute names 
Identification information ID_Structure, Road_Name, NB_Name, ID_Region_RESP, 
Feature_Crossed 
Structure information Length, Width, Year_Constructed, Exposure 
Condition information Inspection Date, Condition Rating (PC1, PC2, PC3, PC4) 
Comments Desc_C, Info_C 
 
 
3.5 Forecasting and Calibration 
3.5.1 Initial Deterministic Trials 
At present, drawing conclusions from the existing routine inspection data 
collected over a decade is very difficult, as a significant amount of data stays in 
unchanged condition most of the time. In Figure 3.1, the BCR is plotted against the age 
of the bridges. It was found that producing accurate forecasting models is not possible 
using a deterministic method, as there is no pattern within the data. For this kind of 
approach, the coefficient of correlation is very poor for prediction purposes.  
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Figure 3.1: Discrete relationship between age of the bridges and BCR when all records are 
considered 
 
 
Moreover, the deterministic methods are too simplistic to reflect the probabilistic 
nature of infrastructure failures, which are caused by a combination of time-dependent 
deterioration processes and random damage events (Morcous et al., 2002). Enhanced 
effort is therefore required to understand and utilise this data. 
3.5.2 AI or ANN 
In this research project, condition-monitoring data on precast deck/slabs (8P), 
precast girders (2P), piers (22C) and cast-in-situ abutments (24C) were analysed. This 
study develops a framework using feed-forward neural networks to fit an input-output 
relationship and is designed to predict the state of deterioration or condition of bridge 
components. The NN toolbox of MATLAB (2010) was used to develop the model. 
When developing an ANN model it is very important to choose the input 
variables wisely. The input parameters should have significant influence on the output 
and thus enable prediction of the output. In choosing the input variables, engineering 
judgment and experience were applied. A similar study conducted by Huang (2010) to 
identify the deterioration of concrete decks in Wisconsin considered 11 significant 
parameters as ANN input after ANOVA analysis. The parameters were maintenance 
history, age, previous condition, district, design load, length, deck area, AADT, 
environment, number of spans and degree of skew. Of the parameters, in the present 
research study, five (5) parameters have been selected: age, length, AADT, 
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environmental exposure, and number of spans.  In addition, two other parameters, 
percentage of commercial vehicles and width of bridge, were also considered using 
engineering judgment.  
The maintenance history was not available for this data set, although most of 
the bridges had regular routine maintenance. To overcome this problem in the analysis, 
the overall condition ratings (OCRs) of components were calculated according to 
Equation 3.1 and compared with the successive inspection records. The components 
which showed an improvement in the OCR were removed from the calculation. This 
was done to remove the impact of unrecorded maintenance and repair work on the 
model. Hence, only the bridges that indicated a deterioration trend in their condition 
data were considered. The OCR value of 1.0 indicates that the bridge is in perfect 
condition, which is another indication of maintenance impact. To ensure the bridge was 
experiencing deterioration, an attempt was made to remove components in perfect 
condition. Hence, the data were filtered above a threshold value of OCR. The reason 
for this decision was to predict deterioration, once the mechanism is initiated. This 
approach is often adopted in mechanical assets. Once future data become available, 
the model can dynamically adjust the prediction. Table 3.2 shows a typical sample of 
the raw data set. 
Equation 3.1 
    
(                   )
   
 
Table 3.2: Sample data for precast deck/slab components 
Structure 
ID Year Built  
Inspection 
Date 
Condition 
OCR AADT 
CV 
% Length Width Span 1 2 3 4 
SN7521 30/06/1980 16/06/1997 0 85 15 0 2.15 101 0.26 7.6 12.1 1 
SN7521 30/06/1980 1/08/2005 0 20 80 0 2.8 101 0.26 7.6 12.1 1 
SN0174 2/04/1970 14/05/1997 45 55 0 0 1.55 412 0.13 7.5 19.9 1 
SN0254 1/01/1970 15/08/2005 0 100 0 0 2 161 0.22 3.6 8.8 1 
SN0254 1/01/1970 9/06/2012 0 0 100 0 3 161 0.22 3.6 8.8 1 
3.5.2.1 ANN Details 
A neural network is a massively parallel distributed processor that has a natural 
propensity for storing experiential knowledge and making it available for use. It has the 
ability to learn from the experience and then apply the knowledge to perform complex 
calculations to find the values for unseen data. The knowledge is gained through the 
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learning process, which is called the training phase. In this stage, the network is 
established using a set of training data, which is collected by the data collection 
system. During the learning phase, the system learns and identifies the relationship 
between the input and output parameters. The relationship is defined using the 
interconnection strengths between nodes known as synaptic weights. The weights are 
used to store the knowledge from the training. Once the weights are known and the 
knowledge is stored, the developed network can be used to solve the problems for an 
unseen dataset (Boshir and Mahmuda, 2010).  
Basically, learning is a process by which the free parameters (i.e., synaptic 
weights and bias levels) of a neural network are adapted through a continuing process 
of stimulation by the environment in which the network is embedded. The type of 
learning is classified based on the style by which the parameter changes in the system. 
The learning process can be classified as follows according to this parameter change 
style, 
– Learning with a supervisor, also known as supervised learning 
– Learning without a supervisor or teacher, also known as unsupervised 
learning 
 
 Supervised Learning 
A neural net is said to learn supervised, if the desired output is already known. 
This method applies the supervision rule during the learning phase, which means the 
input, and output mapping depends on the supervision rule. While learning, one of the 
input patterns is given to the net's input layer. This pattern is propagated through the 
net (independent of its structure) to the net's output layer. The output layer generates 
an output pattern, which is then compared to the target pattern. Depending on the 
difference between output and target, an error value is computed (Boshir and 
Mahmuda, 2010). 
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This output error indicates the net's learning effort, which can be controlled by 
the "imaginary supervisor". The greater the computed error value, the more the weight 
values will be changed. 
 Unsupervised Learning 
Neural nets that learn unsupervised have no known target outputs. It cannot be 
determined what the result of the learning process will look like. During the learning 
process, the units (weight values) of such a neural net are "arranged" inside a certain 
range, depending on given input values. The goal is to group similar units close 
together in certain areas of the value range. 
3.5.2.2 Neurons 
ANN is formed of neurons. A set of neurons structures the ANN model. Hence, 
the smallest calculating element in an ANN model is neuron. Most neurons are 
comprised of three different components:  a dendrite, a soma and an axon. The 
dendrite collects inputs from other neurons or from an external stimulus. The non-linear 
calculation is carried out by the soma. The output signal of a neuron is transmitted 
along the further processing unit through a cable-like wire called an axon. The 
connection site between two neurons is called a synapse. A schematic diagram of a 
biological neuron is shown in Figure 3.2. The neuron has two modes of operation; the 
training mode and the using mode. In the training mode, the neuron can be trained to 
fire (or not), for particular input patterns. In the using mode, when a taught input pattern 
is detected at the input, its associated output becomes the current output. If the input 
pattern does not belong in the taught list of input patterns, the firing rule is used to 
determine whether to fire or not. 
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Figure 3.2: Schematic diagram of a biological neuron (http://home.agh.edu.pl/~vlsi/AI/intro/, 
2014) 
 
3.5.2.3 MLP 
The multilayer perceptron (MLP) is the most widely used NN model for 
engineering purpose. A MLP has an input layer of source nodes and an output layer of 
neurons (i.e., computation nodes), and depending on the requirement of the process, 
one or more layers of hidden neurons in between. They are called hidden neurons 
because these neurons are not directly accessible. The hidden neurons extract 
important features contained in the input data. The input layer receives signals from 
external sources and sends output signals to the hidden layers. The hidden layer 
receives and sends signals within the network and the output layer sends the 
computed results out of the network. The layers are connected by means of weights 
between the nodes. Each neuron of a layer is connected to all the neurons of the next 
layer through weighted connections. 
3.5.2.4 Back-Propagation 
The training of an MLP is usually accomplished by using a back-propagation 
(BP) algorithm that involves two phases (Rumelhart et al., 1986): 
– The first phase is called the forward phase. In this phase, the free 
parameters are set and input signals are transmitted through the 
network layer by layer. The output of this phase is the error calculation 
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between the desired response and the actual output produced by the 
network in response to the input. It can be formulated as follows: 
Equation 3.2 
         
 
During this forward pass, the connection weights of the network are 
fixed.  
– The second stage of BP MLP network is called the backward phase. In 
this phase, the calculated error    is transmitted to the network in 
backward direction. Hence the name of this method is the back- 
propagation method. Adjustments are made in this phase to minimise 
the error,    statistically.    
 
During the backward phase, the connection weights are adjusted in accordance 
with the back-propagation algorithm. The back-propagation algorithm is a stochastic 
gradient descent procedure used to minimise the squared error (Liu, 2001). The 
algorithm provides a way to calculate the gradient of the error function using the chain 
rule of differentiation. 
Back-propagation learning can be implemented in two ways, as described 
below: 
– Sequential Mode: In this BP learning, adjustments are made to the free 
parameters example by example. This way of learning is best suited for 
pattern classification. 
– Batch Mode: In batch mode learning, adjustments are made for the 
whole training data set in a single epoch. Hence, the adjustments are 
epoch-by-epoch based, where each epoch contains the whole training 
data set. This kind of learning is best for solving nonlinear regression 
problems. 
The back-propagation learning algorithm is simple to implement and 
computationally efficient, in that its complexity is linear in the synaptic weights of the 
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network. However, a major limitation of the algorithm is that it does not always 
converge and can be excruciatingly slow, particularly when dealing with a difficult 
learning task that requires the use of a large network. 
3.5.2.5 Transfer Function 
While transferring the signal from one layer to another layer, ANN uses the 
transfer function or activation function to perform the network calculation. The net input 
from a neuron passes through the transfer function to calculate the neuron output. The 
behaviour of an ANN depends on both the weights and the input-output function, or 
transfer function, specified for the units (Boshir and Mahmuda, 2010). This function 
typically falls into one of four categories: 
– Piece-wise linear  
– Unit step or threshold 
– Sigmoid and 
– Gaussian 
 
A piece-wise linear function is a function composed of some number of linear 
segments defined over an equal number of intervals, usually of equal size. However, 
different sizes of the domain might be possible. They are often specified by giving a set 
of slopes, a set of breakpoints at which the slopes change, and the values of the 
functions at a given point. For linear units, the output activity is proportional to the total 
weighted output. It can be graphically represented as shown in Figure 3.3. 
 
Figure 3.3: Graphical presentation of piece-wise linear function (Sayad, 2014) 
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For threshold units, the outputs are set at one of two levels, depending on 
whether the total input is greater than or less than some threshold value. 
For sigmoid units, the output varies continuously as the input changes in a 
nonlinear fashion. Sigmoid units bear a greater resemblance to real neurones than do 
linear or threshold units. The sigmoid function consists of two functions, logistic and 
tangential. The values of the logistic function range from 0 and 1 and for the tangential 
function from -1 to +1. 
Gaussian functions are bell-shaped curves that are continuous. The node 
output (high/low) is interpreted in terms of class membership (1/0), depending on how 
close the net input is to a chosen value of average. A graphical representation of 
Gaussian functions is shown in Figure 3.4. 
 
Figure 3.4: Graphical representation of Gaussian function (Sayad, 2014) 
 
A popular transfer function for the BP MLP algorithm is the hyperbolic ‘tansig’ 
function. The activation function, as shown in Figure 3.5, transforms the node inputs, n, 
to node outputs, a, using the ‘tansig’ function. 
 
Figure 3.5: Graphical presentation of tansig function (Sayad, 2014) 
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3.5.2.6 Selection of Neural Network model properties 
A feed-forward BP-MLP neural network was developed to predict the condition 
of the bridge components. To train the network with the training data, a Bayesian 
regularisation function (Foresee and Hagan, 1997) was used, which is suitable for 
noisy, widespread data. This function updates the weight and bias values according to 
Levenberg-Marquardt optimisation (Roweis, 1996). The Bayesian regularisation 
process minimisess a combination of squared errors and weights, and then determines 
the correct combination so as to produce a network that generalizes well for the 
optimized prediction. The hyperbolic tangent sigmoid function known as ‘tansig’ was 
selected as the transfer function for the networks from both input to hidden and hidden 
to output layers. The hyperbolic tangent sigmoid function is commonly used for 
continuous activation functions (Rumelhart et al., 1986). The range of output values of 
this ‘tansig’ function varies between -1 and 1. 70% of the data was allocated for the 
training the network using the random function available in Matlab and the rest of the 
input data were allocated for the testing of the network. The number of neurons in the 
hidden layer was selected to be eight after trial and error testing with the best training 
performance. Since the data corresponds to a time series, it is better to set sampling as 
a random process. Other methods will only use a specific part of the time series for 
training, which may result in lost information about long-term exposure. 
3.5.2.7 Identification of Significant Parameters 
Identification of significant factors that affect the underlying processes or that 
affect the output of models is already established and widely practised. The research 
presented here therefore used suitable and practical methods to find significant 
parameters in the deterioration models developed using ANN. The outcome was used 
for the Markov model to cluster the data for more refined results, as the Markov model 
uses only one factor (i.e. age of the structure).  
This task has long been addressed, as can be seen in the reviews by Gevrey et 
al. (2003). As a result, a number of quantification methods that attempt to identify the 
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most significant factors have been developed. They can be broadly classified into 
screening methods, local sensitivity analysis methods, and global sensitivity analysis 
methods (Saltelli et al., 2000). 
For large numbers of input variables and models that are computationally 
expensive, screening methods are used. The most commonly used screening methods 
are principal component analysis and cluster analysis (Tabachnick and Fidell, 2001). 
The most effective way of evaluating the impact of input over output is global 
sensitivity analysis (Saltelli et al., 2000). Two important properties specify the 
performance. The first is the inclusion of the shape and scale of the probability 
distribution functions of input variables. The second is the estimation of the sensitivity 
estimates of individual variables while varying other variables. However, these 
properties are less practical when the distribution of variables is unknown or costly to 
obtain, and when there are a large number of variables which will require an enormous 
amount of computing time. 
Using several simpler methods, the impact of the individual variables on the 
model output can be evaluated in the case of local sensitivity analysis. Examples are 
statistical tests such as Wald or Student t-tests (Baik et al., 2006), partial derivatives 
(Olden and Jackson, 2002), connection weight analysis (Olden et al., 2004), stepwise 
methods (Coppola et al., 2003, Gevrey et al., 2003, Ha and Stenstrom, 2003) and 
Garson’s algorithm (Olden and Jackson, 2002). In particular, the connection weight 
analysis and Garson’s algorithm are two specific methods for handling the specific 
structure of NN models. Furthermore, in the study conducted by Olden et al. (2004) 
with simulated data, the connection weight analysis was presented to be better than 
the other methods, such as Garson’s algorithm, the forward stepwise method and 
partial derivatives, in identifying the significant input variables to the output of NN 
models.  
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In the present research, connection weight analysis was used for the neural 
network deterioration model to identify the significant parameters influencing 
deterioration. 
3.5.3 Markov Process 
Of the stochastic approaches, Markov chain, Gamma process and the Bayesian 
method were reviewed. Finally, the Markov method was applied to this data set to 
predict the future condition of the bridge elements using the Bayesian optimisation 
method. This model is based on the Markov model and the calibration technique using 
the Bayesian MCMC simulation used by Micevski et al. (2002).  
Regardless of the fact that Markov chain can only take time as an influencing 
parameter while modelling the deterioration, it is the most widely used method for 
stochastic modelling. The basic concept of the Markov chain theory is that it considers 
the influence of present conditions to calculate the future condition and does not rely on 
past history. For example, one bridge structure with four state condition rating systems 
may have the following transition matrix: 
Equation 3.3 
  
          
        
          
    
 
 
The transition matrix here states that the bridge structure cannot move to a 
lower state from a higher state for any given time. The sum of the rows is always 1 and 
it cannot incorporate the impact of rehabilitation in the model calculation. 
In this research, an attempt has been made to develop a Markov model for the 
prediction of future condition from the existing condition data using a discrete time 
Markov Chain. A discrete time Markov Chain is a stochastic process comprised of a 
finite number of states, in which the defining random variables are observed at discrete 
points in time. For illustration purposes, we define a component in state “i”, and then 
there is a fixed probability, Pij of it going into state “j” after the next time step, which 
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may be a year, a day, an hour, or any defined interval. Pij is called a “transition 
probability”. The matrix P whose ijth entry is Pij is called the transition matrix. The 
transition matrix consists of a set of finite sets of state S (1,2,3....n ) and a probability p ij 
to pass from state “i” to state “j” in one time step t. In a Markov Chain pij should satisfy 
the two following conditions: 
 
      
 
∑     
 
 
This means that if a component is in condition state “i”, after a single time step 
there is a (pii) probability that the component will stay in the same condition state “i” and 
there is a (1-pii) probability that it will move to the next deteriorated state “j”. 
In a Markov chain after one time step the new distribution will be the result of 
multiplying the initial distribution P(0) by the transition matrix P. 
Distribution after single time step is P(0)P. 
The distribution one step later, obtained by again multiplying by P, is given by 
{P(0) P} x P = P(0) P2. 
Therefore, the distribution after two time steps will be given by P(0) P2. 
Similarly, the distribution after n steps can be obtained by P(0) Pn. 
Pn is the n-step transition matrix. This means that the ijth entry in Pn is the 
probability that the system will pass from state i to state j in n steps. 
3.5.3.1 Calibration of Models 
 Percentage Prediction Method 
The percentage prediction method was the first method used for calibration of 
transition matrices using the bridge condition inspection data sets. The percentage 
prediction method was used initially for the data set, in which two consecutive sets of 
data on the same components were acquired. The following section describes an 
example of the process for data collection, and the preparation and calibration of the 
Markovian transition matrix. 
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It is assumed that in each time step component conditions either stay the same 
or move to the next condition. For example, if the component is in condition 1, in the 
next stage it can either stay the same (1st condition) or move to the next condition (2nd 
condition). The percentage prediction method is quite straightforward. For clarity, the 
development of a transition matrix for a deck/slab is described here. First, the input 
data can be obtained from the Level 2 inspection data for deck/slabs, where 
percentages of components in each condition are tabulated. Then, the percentages of 
components remaining in the same state and moving to other states are calculated for 
deck/slab in each inspection. 
The probability ‘Pij ’ of a transition in component condition from state ‘i’ to state 
‘j’ can be estimated using the following equation (Jiang et al., 1988): 
Equation 3.4 
    
   
  
 
where 
‘nij’ is the number of transitions from state ‘i’ to state ‘j’ within a given time period 
‘ni’ is the total number of components in state ‘i’ before the transition. 
 
Therefore, the transition matrix using the defined formula is obtained. Following 
the development of the transition matrix, the transient probabilities for coming years 
can be obtained assuming the initial condition state as [1   0   0   0]. 
 Non-Linear Technique 
A non-linear optimisation technique based on the Bayesian Markov chain Monte 
Carlo Simulation method has been used by Tran (2007) to calibrate the Markov model 
for stormwater pipes. The Bayesian approach was used to estimate the probabilities 
from its posterior distribution for calibrating the Markov models, which concluded in 
generating the transition probabilities. This prior and posterior distribution relationship 
are shown in the following equation: 
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Equation 3.5 
 ( |   )   ( |   )    ( ) 
 
where, 
M is Markov model 
 ( | ) is the posterior distribution of Pij 
 ( |   ) is the likelihood to observe a set Y of component conditions 
  ( ) is the prior distribution of Pij 
 
A brief overview of data preparation and modifications and the assumptions 
made to customise the data for the application of the non-linear optimisation technique 
to calculate transition matrices are presented here. The modelling assumptions and the 
implementation of the non-linear optimisation technique in accordance with the 
calibration of the Markov transition probabilities are also described.   
In the work published by Tran (2007), the prior distribution   ( ) was arbitrarily 
chosen as a uniform distribution in the interval [0, 1], since there was no available 
knowledge about the initial distribution of Pij. The posterior distribution  ( | )  is 
proportional to the likelihood function  ( |   ) . In Tran’s (2007) study using joint 
probability theory, the likelihood to observe set of element conditions (Y) is expressed 
in Equation 3.6, which for faster computing has been transformed into the logarithmic 
format given in Equation 3.7. 
Equation 3.6 
 ( |   )  ∏∏(  
 )
  
 
 
   
 
   
 
Equation 3.7 
   [ ( |   )]  ∑∑  
    (  
 )
 
   
 
   
 
where 
t  is the component age in years  
T  is the largest age found in the dataset  
  
   is the number of components in condition i at year t 
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  is the probability in condition i at year t and can be computed using an 
equation derived from the Chapman-Kolmogorov formula (Ranjith, 2010) 
If the initial condition state at year 0 is expressed by      
    
    
    
 , one of 
the four condition states at year t can be computed using the equation below: 
Equation 3.8 
(  
    
    
    
 )  (  
    
    
    
 ) [
            
          
        
      
] 
where 
  
  is the probability of being in the condition state i at year t 
  
  is the probability of being in the condition state i at year 0 
∑   
        t=0, 1, 2, 3, 4 
 Bayesian Regularisation Approach 
The calibration of the Markov model is the task of applying the selected 
calibrating technique on a calibration dataset to estimate the model parameters or the 
transition probability. The calibration dataset is often randomly selected from a sample 
dataset and accounts for 70-80% of the sample size. The remaining dataset is called 
the test dataset and can be used to test the Markov model. 
The Bayesian theorem has been widely used to estimate random variables via 
their conditional distribution in many engineering problems (Brooks 1998). It is 
formulated in Equation 3.9: 
 
Equation 3.9 
 ( | )  
 ( | )   ( )
∫ ( | ) ( )  
 
  
Where:   is a random variable the value of which is to be estimated 
 D is a random variable the value or probability distribution of 
which is known 
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  ( | )  is the likelihood to observe D given unknown θ (in this study) 
or the sampling distribution of D given known θ  
  ( | )  is the posterior distribution of θ given D, which relates to θ via 
a model 
  ( )  is prior probability of θ 
 ∫ ( | ) ( )  
  
is a normalizing factor and always results in a value 
 
This Bayesian approach allows the estimation of true values of θ from both prior 
knowledge about θ and current knowledge obtained from data, depending on which are 
closer to the true values. 
In calibrating Markov models using the Bayesian approach (i.e. estimating the 
transition probabilities), Pij was estimated based on the observed bridge component 
condition and prior knowledge of Pij. This was done by sampling a large number of Pij 
from the posterior distribution, as shown in Equation 3.10. 
Equation 3.10 
 ( |   )   ( |   )    ( ) 
where, 
 ( | )  is the posterior distribution of Pij; 
 ( |   ) is the likelihood to observe a set Y of bridge components 
conditions, Y=(y1, y2, …, yn), where n is the number of 
components in the sample; 
  ( )  is the prior distribution of Pij; 
   is the Markov model. 
3.5.4 Combined Approach 
The outcomes of the ANN identified the significant parameters influencing the 
deterioration trends. These were used to cluster the data, which were then used in 
Markov process analysis. To the author’s knowledge, this combined approach has not 
been proposed by any previous researcher. 
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Clustering is a good way to identify the impact of a significant parameter on the 
overall performance of the proposed model. In this research, an attempt has been 
made to identify the impact of influencing parameters identified by the ANN model on 
the deterioration of concrete bridge components. 
For instance, the roads authority of Victoria, VicRoads was interested to 
understand the effect of the percentage of heavy commercial vehicles (CV%) on the 
rate of deterioration of precast concrete elements. ANN confirmed that CV% is a 
significant parameter. To address this, the data set was divided into four ranges of 
percentage of heavy vehicles. The following process was adopted in deriving the 
transition matrices for clustered data: 
– The full data set was filtered to eliminate any maintenance actions. This 
was undertaken by eliminating all data points where an improvement in 
condition was observed during the subsequent inspection. 
– The data set was then separated into four different groups based on the 
percentage of heavy commercial vehicles (CV%). The maximum CV% 
observed from the AADT data was 60%. Hence, the clustered range of 
each group was 15%.  
– An initial transition matrix was derived using the condition change 
observed during two consecutive inspections, adopting a method called 
the percentage prediction method. The percentage prediction method 
uses the simple logic of calculating the percentage change in the 
element condition during the subsequent inspection. 
– The Metropolis-Hasting algorithm (MHA) Bayesian approach was 
applied to calibrate the dataset to estimate the model parameters or the 
transition probability. 
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3.6 Validation of Developed Model 
3.6.1 Pearson Correlation Coefficient 
The goodness-of-fit test using the Pearson chi-squared test statistic (  ) is 
based on the null hypothesis that the observed frequency matches the estimated (or 
predicted) frequency (Micevski et al., 2002). This test was used for the two 
deterioration models developed in this study.  A 95% or 99% confidence level is often 
required to conclude the fitness of a model (Montgomery et al., 2004). The test statistic 
  
  for the deterioration models in this study can be calculated using Equation 3.11. 
Equation 3.11 
  
  ∑
(     )
 
  
 
   
 
where, 
Oi   is the observed amount of bridge components in condition i 
Pi   is the predicted amount of bridge components in condition i 
If the test statistic   
  is larger than the critical        
  (95% confidence level and 3 
degrees of freedom), the hypothesis is rejected. The goodness-of-fit test shows how 
confidently a model fits with a set of observations. 
For the Markov model, the test statistic   
  can be computed using the predicted 
condition state of bridge components P1, P2, P3 and P4 over a time interval (by 
Equation 3.8) and the recorded or observed condition state of bridge components in 
condition O1, O2, O3 and O4 from the test dataset. 
For the ANN model, the test statistic   
  can be calculated using the same formula for a 
specific time interval. The ANN model predicts the future condition using the developed 
feed forward network from a dataset of observed conditions.  
3.6.2 Coefficient of Determination (R-squared) 
The coefficient of determination (denoted by R2) is a key output of regression analysis. 
It is interpreted as the proportion of the variance in the dependent variable that is 
predictable from the independent variable. The coefficient of determination is used in 
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trend analysis. R2 is a statistic that gives information about the goodness of fit of a 
developed model. In regression, the R2 coefficient of determination is a statistical 
measure of how well the regression line approximates the real data points. It is 
computed as a value between 0 (no trend at all) and 1 (perfectly fits the data). Hence, 
the higher the value of R2, the better the fit. The R2 can be calculated using the 
following formula: 
Equation 3.12 
     
∑ (     )
 
 
∑ (    ̅)  
 
where, 
yi   = observed condition of the bridge components 
fi  = predicted condition of the bridge components 
 ̅   = mean value of the observed condition data of y1, y2,…., yi 
 
The developed ANN model was validated using the R2 value. The predicted conditions 
of the bridge components were used to calculate the coefficient of determination. 
3.6.3 Testing the Developed ANN Model 
When developing a multilayer neural network model, the general practice is to first 
divide the data into three subsets. The first subset is the training set, which is used for 
computing the gradient and updating the network weights and biases. The second 
subset is the validation set. The third subset is to test the developed model with the 
real world data, which were not used to develop the model. In this research, in 
developing the ANN model, the data were split into two subsets. Most of the data were 
used for training the model to calculate the network weights and biases. The rest of the 
data were used to test the developed or trained network to calculate the efficiency. The 
data were split using the random function of Matlab®. The data represent a time series 
where historical condition state data of concrete bridge components were present. 
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Manual or other methods of splitting technique may not ensure a mixed proportion in 
the final data. 
3.7 Deterioration Forecasting with the Developed Tool 
Both the tools developed are capable of forecasting the future condition of 
bridge components. The process of validation ensures reasonable accuracy in 
forecasting conditions. Markov process-based forecasting has the advantage of being 
transparent. However, the disadvantage is that the simultaneous effects of parameters 
cannot be established directly. On the other hand, ANN models have the capability of 
forecasting deterioration considering the influence of multiple parameters. 
3.8 Decision-making 
The main objective of any asset intervention is to prolong the asset’s service life 
and maintain a reasonable level of service for as long as possible, while minimising the 
costs. Therefore, the selection and application of an asset intervention is often aimed at 
achieving the highest cost-effectiveness. Developing and implementing a rational 
methodology to provide guidance on the establishment of optimal asset performance 
thresholds for asset interventions is an important task for road transport authorities. 
Once the future conditions are known, a scenario-based approach can be used 
to determine the optimum funding allocation. These are described in detail in Chapter 
4. 
3.9 Summary 
In summary, the research methodology involved the following steps: 
a) Analysis of raw data collected by road authority of Victoria, VicRoads. 
b) Preliminary processing of the data to exclude maintenance action. 
c) Examination of the possibility of a deterministic approach for 
deterioration forecasting. 
d) Development of an ANN deterioration model. 
e) Markov process-based deterioration modelling. 
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f) Validation of the developed models. 
g) Forecasting of deterioration and decision-making. 
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Chapter 4 ANN Model Development 
4.1 Introduction 
ANN has the ability to capture the effect of multiple parameters influencing 
deterioration in a predictive model. It can map the relationship between input and 
output parameters using the observed system behaviour. The condition monitoring 
data collected by VicRoads over four consecutive inspections represent the 
deterioration of bridge structures, which is a reflection of multiple influencing 
parameters. The deterioration of road infrastructure depends on different factors, such 
as traffic loading, environmental exposure, heavy vehicle percentage, design 
parameters, corrosion, and other physical properties of the bridges. By using the ANN 
method, it is expected that the effect of these parameters can be captured. In this 
chapter the development of an ANN model considering multiple influencing parameters 
is described in detail. The results obtained from the model and the performance 
evaluation of the modelling technique are also described. A Markov process-based 
model was subsequently developed in order to offer a transparent process in 
comparison to the proposed ANN method for condition rating prediction. The Markov 
models were produced using the same database as the ANN models, and a discussion 
of their development is provided in the Chapter 5. Significant parameters identified 
using the ANN method were used to cluster the dataset to enhance the accuracy of the 
Markov model. 
4.2 Elements of ANN Model 
4.2.1 Selection of Network Structure 
As described earlier in section 3.5.2 a BP MLP network was chosen for this 
research. The BP MLP is the most widely used approach for the modelling of 
deterioration of infrastructure using ANN. 
One single-layer MLP network was chosen for the ANN model. The condition 
ratings of the bridge components are considered as the output or target variables in the 
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model. The input parameters are the physical and operational data of the bridges, 
which relate to the deterioration. Care was taken in choosing the input parameters, as 
the input parameters have a significant influence on the output parameters. This will 
allow road engineers to utilise the known information on bridge structures to predict 
future condition ratings. The selection of input parameters is been described in Section 
4.3.1. 
4.3 MLP Models 
An MLP is a simple ANN model, which uses feed-forward architecture to 
process the calculation within the network. This chapter chronicles the development of 
MLP networks to predict deck condition ratings based on physical and operational 
characteristics of the bridge. A detailed review of the data selection, architecture 
selection, and network performance are presented. MLP models were developed to 
predict the bridge condition rating for four different structural components. The 
components covered are precast concrete decks, precast concrete girders, cast-in-situ 
abutments and piers.  
4.3.1 Selection of Input Parameters 
As mentioned earlier, the selection of the appropriate parameters for the ANN 
model is crucial. The performance and the accuracy of the model depend on the 
selection of the parameters. To identify the significant parameters, a statistical analysis, 
namely correlation analysis, was conducted to identify statistical relationships between 
input parameters and the condition rating data. However, a neural network has the 
capability to model complex nonlinear relationships between variables, and simple 
statistical tests may not identify all pertinent input-output relationships. Therefore, 
additional parameters were selected based on engineering judgment, and their effect 
on the ANN models was tested. The results obtained from the statistical tests are 
described in the subsequent sections to finalise the selection of input parameters. 
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4.3.1.1 Correlation Testing 
Correlation analysis is capable of identifying the strength of the linear 
relationship between two or more variables. Through correlation analysis the degree of 
influence of one or more variables to predict the values of another variable can be 
determined. The value of the correlation coefficient ranges from -1 to 1. The closer the 
value is to either -1 or 1, the stronger the correlation between the variables being 
investigated. In this research, the Pearson correlation coefficient was selected to 
determine the correlation between various database parameters and the condition 
rating. In comparing the calculated coefficient values, it was considered that if two 
variables have a correlation coefficient value less than the absolute value of 0.3, they 
are statistically independent, and thus have no linear contribution to each other (Ayyub 
and McCuen, 2003). The results of the correlation analysis for independent variables 
with calculated overall condition rating (OCR) are shown in Table 4.1 for precast and 
cast-in-situ deck components. 
Table 4.1: Pearson’s correlation coefficient for independent variables 
  Age AADT CV Length Width Span 
Pearson 
correlation 
Coefficient 
Precast 
Deck 
0.560 0.560 -0.397 0.559 0.560 0.516 
Cast-in-situ 
Deck 
0.584 0.583 -0.406 0.583 0.583 0.568 
Precast 
Girder 
0.597 0.597 -0.434 0.597 0.596 0.568 
Cast-in-situ 
Girder 
0.543 0.543 -0.371 0.544 0.543 0.526 
 
From the correlation analysis, it was found that age, AADT, length, width and 
span have a positive linear relationship which is significant and should be considered 
for the modelling. Moreover, it was also found that the commercial vehicle percentage 
is negatively correlated with the OCR and is a significant variable.  
4.3.1.2 Engineering Judgement 
After carrying out the statistical analysis it was decided to apply engineering 
experience and judgement to choose one or more variables as input parameters to the 
network. The parameters of age, AADT, commercial or heavy vehicle percentage, 
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length, width and span were identified as statistically significant to the condition ratings. 
Using these six parameters, an initial MLP model was developed and the results used 
as a guideline to further improve the input parameter selection. After examining the 
results, it was decided to include another parameter, exposure category of the bridge, 
based on engineering judgment. 
4.3.1.3 Final Input Variable Selection 
With the help of statistical analysis and engineering judgement, a total of seven 
variables were selected for consideration as input parameters. This selection of input 
parameters was applied to all the four models developed for four major structural 
components. The final selected input parameters were age, AADT, heavy or 
commercial vehicle percentage, exposure, span, length and width.  
4.3.2 Data Pre-processing 
The data received from the authority were scattered in nature, and initial 
analysis showed that the data distribution was not uniform. Observation of the data 
revealed that, even after a reasonable period of ageing, bridge condition rating remains 
in perfect condition with no sign of deterioration. The perfect condition bridge 
components are available throughout the life cycle. For instance, the plot in Figure 4.1 
shows an age vs. condition rating plot of abutments, showing that most bridges remain 
in condition 1 even after 100 years. ANN models are experience-based and learn from 
the sample data to identify the relationship between input and output data. Hence, it is 
important to eliminate this kind of trend from the data, which will confuse the network 
by having multiple possible outputs for different combinations of input data. To 
overcome this, an attempt was made to remove the maintenance impact from the data. 
The maintenance history was not available from the database, as it was not recorded. 
Hence, filtering rules were applied to remove the maintained bridges from the model 
calculation. In other words, the filtering was done to identify only the bridge 
components that experienced a deterioration trend, as perfect components, or those 
showing no sign of deterioration will make no contribution to the model. The filtering 
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was carried out in Excel by calculating the overall condition rating (OCR). The filtering 
and calculation of OCR are explained in the next section. 
 
 
Figure 4.1: Condition state of the abutments for all bridge structures in Victoria 
 
4.3.2.1 OCR Calculation 
The overall condition rating (OCR) is calculated from the BCRs recorded by 
bridge inspectors. It is an indication of the deteriorated condition of any particular 
components, rather than the individual condition states (Fellowes, 2010). The 
VicRoads condition monitoring data use a four-state condition monitoring system. 
Hence, the OCR of a component can be calculated using the following formula: 
Equation 4.1 
    
(                   )
   
 
 
where, 
C1, C2, C3 and C4 represent the percentage of components in condition 1, 2, 3 
and 4 respectively. 
4.3.2.2 Excel Filtering 
Using the calculated OCR, the data were filtered to remove the improvement in 
condition during the subsequent inspection for any components. Using Excel macros, if 
a given component in the same bridge experienced an improvement in condition rating 
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at a subsequent inspection, this data point was deleted. Improvement in OCR indicates 
maintenance has been carried out between two inspection records. This ensured that 
bridges that were maintained were omitted from the calculation. The second rule of 
filtering using OCR was applied to find data with a deterioration trend only. The OCR 
value of 1 indicates a perfect bridge condition, where 100% of the components remain 
in condition 1. Hence, to find the deteriorated bridge components the data were filtered 
for OCRs above 1.1.  The threshold value was chosen by trial and error to reflect the 
initiation of deterioration within the data. The OCR value of 1.1 confirms that the 
deterioration of the components has just been initiated from its perfect condition and it 
does not remove great numbers of deteriorated bridge components. Whilst this 
assumption eliminates random points where a component has remained in a perfect 
condition over a long period of time, the error introduced will be on the safe side for 
decision-making. 
4.3.2.3 Scaling the Data 
The data obtained from condition monitoring inspection were scattered and the 
variation was high. Prior to neural network optimisation, the data set must be 
transformed so that the dependent and independent variables exhibit particular 
distributional characteristics. The dependent variable must be converted to the range 
[0…1] so that it conforms to the demands of the transfer function used (sigmoid 
function) in the building of the neural network. However, due to their discrete nature, in 
this research, quantitative variables were standardised using Equation 4.2, which has 
been successfully used by Olden and Jackson (2002): 
Equation 4.2 
   
       
         
 
where, 
     is the converted response value for observation ‘n’ 
     is the original response value for observation ‘n’ 
       is the minimum value of the response variable 
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       is the maximum value of the response variable 
 
However, it is to be noted that for a binary response variable conversion is not 
necessary, as the values already fall within the range. 
To standardize the measurement scales of the network inputs, the independent 
variables were converted to z-scores the Equation 4.3: 
Equation 4.3 
  
 ̅   
 
 
 
where, 
z is the standardised data 
  is the mean value 
 ̅ is the non-standardised or raw data 
  is the standard deviation of the sample 
 
Using this equation, all the input parameters were scaled. The resulting data 
ranged from 0 to 1. 
4.3.3 Network Architecture 
After identifying the input and output parameters, filtering was carried out to 
finalise the data set. This process helps to understand the size of the input and output 
layers. However, many other dimensions of the network architecture remain to be 
determined. The network architecture has a vast influence on the performance of the 
predictive ANN model and requires careful consideration. Additional architectural 
parameters that are to be defined include the number of hidden layers in the network, 
the number of nodes on the hidden layer(s), the number of training epochs, the 
activation function, the learning function, and the training function. The development of 
ANN models utilizing the MATLAB Neural Network Toolbox (MATLAB, 2010), and a 
selection of the above-mentioned network architectural parameters are described in the 
following sections. 
4.3.3.1 Input and Output Layers 
After removing the probable maintenance impact using OCR, the size of the 
input matrix for the deck/slab was     , for the abutment it was      , for the girder 
  
81 
 
it was        and for the pier it was       . The output matrix size was      , 
       4     and       respectively for the deck, abutment, girder and pier. The 
number of inputs dictates the size, i.e., the number of nodes, on the input layer of the 
MLP model. In this research, quantitative input variables were standardised using the 
methodology described in Section 4.3.2.3. 
 
The output for the ANN models was the respective bridge deck condition 
ratings. Because of the integer scale of the rating system, the output is a discrete 
variable. The output must be formatted in the same manner as the discrete input 
variables. The output layer of the network therefore had four nodes, with each node 
representing an individual condition rating. That is, the individual nodes represented 
the percentage of components in each condition. 
4.3.3.2 Hidden Layer and Activation Function 
Initially MLP models were trialled with one hidden layer. An attempt was made 
to check the performance of the model with the increase in the hidden layer sizes. The 
number of neurons in the hidden layer was selected during this phase to obtain 
optimum results. The number of hidden neurons for a single layer was calculated using 
the following rule of thumb, which is widely used by most researchers in practice (Xu 
and Chen, 2008): 
Equation 4.4 
  
  (     )
 
 
where, 
IP is the input layer size, and 
OP is the output layer size 
 
  
As described in Section 3.5.2.5 few activation or transfer functions are 
available, which are suitable for BP MLP ANN models. The hyperbolic tangent sigmoid 
function, known as ‘tansig’, was selected as the transfer function for the networks, both 
from input to hidden and hidden to output layers. The hyperbolic tangent sigmoid 
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function is commonly used for continuous activation functions (Rumelhart et al., 1986). 
The range of output values of this ‘tansig’ function varies between -1 and 1. In Matlab, 
although ‘tansig’ is mathematically equivalent to the hyperbolic tangent function ‘tanh’, 
‘tansig’ is recommended for use in neural networks, as it performs faster in the Matlab 
platform. 
4.3.3.3 Learning and Training Function 
A feed-forward BP-MLP neural network was developed to predict the condition 
of the bridge components. To train the network with the training data, a Bayesian 
regularisation function (Foresee and Hagan, 1997) was used which is suitable for noisy 
widespread data. This function updates the weight and bias values according to 
Levenberg-Marquardt optimisation (Roweis, 1996). The Bayesian regularisation 
process minimisess a combination of squared errors and weights, and then determines 
the correct combination so as to produce a network that generalizes well for the 
optimized prediction. 
70% of the data was allocated to the training of the network using the random 
function available in Matlab, and the rest of the input data were allocated for the testing 
of the network. The number of neurons in the hidden layer was selected to be eight 
after trial and error testing with the best training performance. Since the data 
correspond to a time series, it is better to set sampling as a random process. Other 
methods will only use a specific part of the time series for training, which may result in 
loss of information about long-term exposure. 
The function “trainbr” was selected as the training function. This function is 
responsible for training the neural network, based on a series of parameters including 
the momentum and learning rate. Values for all necessary parameters were specified 
before network training. The learning function is responsible for calculating the changes 
in the weight and bias values. The default value of ‘learngdm’ was selected for the 
back-propagation weight and bias learning function. 
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Training of the neural network initialises the weights and biases. The Matlab 
command ‘newff’ assigns random connection weights and biases for the initialized 
network. Network training is implemented using the ‘train’ function, which takes the 
developed network, training input data, and training output data as arguments. Upon 
completion of training, the ‘train’ function returns the trained neural network (optimized 
connector weights and biases) and the network error. The training process is stopped 
when one of the following occurs: 
– The maximum number of epochs is reached. 
– The maximum amount of time is exceeded. 
– The performance goal is minimisedd. 
– The performance gradient falls below the minimum specified value. 
4.4 Performance of the Model 
4.4.1 Regression Plot 
Figure 4.2 to Figure 4.5 present the regression plots of all four models 
developed using ANN for four different bridge components: deck/slab, abutment, girder 
and pier respectively. For the deck/slab component, the coefficient of determination (R-
squared) value is 0.92 for training, 0.61 for testing and overall 0.88. The R-square 
value is an indication of the accuracy of prediction, where close to 1 value indicates the 
higher accuracy and 1 is perfect prediction.  
The R-squared value of the abutment model is 0.96 for training, 0.86 for testing 
and 0.94 for overall prediction. In the case of the girder, these values are 0.96, 0.80 
and 0.92 respectively. The ANN model for piers shows an R–square value of 0.98 for 
training, 0.93 for testing and 0.97 for overall prediction of the condition data. The R-
squared value indicates that the derived model had high accuracy during the training 
phase compared to testing. This is expected, as it was not possible to ensure that the 
maintenance data were totally removed from the system. Hence, some inputs still 
remain as biased by the maintenance action. Despite a small sample size, splitting 
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data randomly is better than dividing manually in terms of biasing the data, as there 
might be a high probability that all the outlier data are parsed into the testing phase. 
 
Figure 4.2: Regression plot of deck/slab (8P) predictive model during the training, testing stage 
and overall situation 
 
 
Figure 4.3: Regression plot of abutment (24C) predictive model during the training, testing stage 
and overall situation 
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Figure 4.4: Regression plot of girder (2P) predictive model during the training, testing stage and 
overall situation 
 
 
Figure 4.5: Regression plot of Pier (23C) predictive model during the training, testing stage and 
overall situation 
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4.4.2 Pearson Correlation Coefficient 
This test can be used for the ANN deterioration models developed in this study 
to measure the performance. A 95% confidence interval was considered to confirm the 
fitness of the developed model. The test statistic   
  for the deterioration models in this 
study can be calculated using Equation 3.11. The   
  values for all the models are 
tabulated in Table 4.2. 
Table 4.2: The chi square goodness of fit test statistics for different components 
95% CI with 3 DoF 
Hypothesis test value 7.82 
Component Chi Square  
Deck 0.997 
Girder 0 
Pier 0 
Abutment 0 
 
As can be seen from this table, the ANN model for Deck passed the goodness-
of-fit test for calibration and test datasets, as substantiated by the small Chi-square 
values, which were lower than the critical Chi-square value of 7.82 for this case study. 
This means that the developed ANN deterioration models are suitable models for the 
structural deterioration of concrete bridge decks/slabs. Moreover, the ANN models for 
other components also showed a lower Chi-square value than the critical Chi-square 
value of 7.82. However, they all showed the lowest Chi-square value of zero, meaning 
a perfect prediction by the models. The same dataset was used for both Chi-square 
tests and deriving the model, as no second set of data was available. This can lead to 
the perfect prediction of the future condition for components with small number of data 
samples. The model R square values for girder, pier and abutment were 0.92, 0.97 and 
0.95 for overall predictions, respectively. This high R square value indicates a nearly 
perfect prediction by the developed model, which can lead to a low Chi-square value 
for the goodness-of-fit test. 
 
  
87 
 
4.4.3 Predicting Future Condition Rating 
Once the ANN model had been developed the saved network could be used to 
predict the condition rating for a new set of input data. The new input parameters data 
used the saved connection weights and biases to calculate the output of the system. In 
this research work, the future condition rating of deck/slab component has been 
calculated for a set of unseen data. The input parameters were changed to reflect the 
future condition. The data were passed through the saved network architecture and the 
response output was saved. The output data contains the condition rating of the new 
data set. A set of 40 bridge components were used to calculate the future condition 
ratings from their input data. The sample data were scaled according to the 
methodology described in Section 4.3.2.3. The ages of the bridge components were 
calculated to 2025 and the AADT and CV% per values were kept the same, as no data 
were available on future traffic growth. 
The network returned the condition rating of the bridge components for the 
given set of data, which is shown in Table 4.3. From the calculated condition rating, the 
OCR was calculated and the results are shown graphically in Figure 4.6. From the 
figure it can be seen that the OCR calculated by ANN stays within the range with few 
outliers. The OCR stays mostly within conditions 2 to 3 for around 45 years after 
construction. This shows that ANN has the ability to predict the condition rating from 
the input parameters which influence the deterioration trend of the components. 
 
Table 4.3: The calculated condition rating of deck/slab component at 2025 
Predicted condition deck/slab at 2025 
Age 
Condition 
1 
Condition 
2 
Condition 
3 
Condition 
4 
OCR in 
2025 
44.5 0.0346 0.9483 0.0628 0.0000 2.1196 
44.5 0.0346 0.9483 0.0628 0.0000 2.1196 
44.5 0.0101 0.9912 0.0065 0.0000 2.0124 
44.5 0.0101 0.9912 0.0065 0.0000 2.0124 
47.5 0.3556 0.9541 0.0013 0.0021 2.2760 
52.5 0.2621 0.6527 0.0638 0.0014 1.7646 
52.5 0.2621 0.6527 0.0638 0.0014 1.7646 
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52.6 0.0632 0.9963 0.0035 0.0000 2.0664 
52.6 0.0632 0.9963 0.0035 0.0000 2.0664 
53.5 0.2184 0.5927 0.0678 0.0012 1.6119 
53.5 0.2184 0.5927 0.0678 0.0012 1.6119 
53.5 0.7230 0.0008 0.5644 0.0000 2.4177 
53.5 0.7230 0.0008 0.5644 0.0000 2.4177 
53.5 0.7230 0.0008 0.5644 0.0000 2.4177 
53.5 0.7230 0.0008 0.5644 0.0000 2.4177 
53.5 0.0041 0.5065 0.3117 0.0012 1.9571 
53.5 0.0041 0.5065 0.3117 0.0012 1.9571 
54.6 0.0346 0.9483 0.0628 0.0000 2.1196 
54.6 0.0346 0.9483 0.0628 0.0000 2.1196 
54.6 0.0125 0.0004 0.9994 0.0265 3.1178 
54.6 0.0125 0.0004 0.9994 0.0265 3.1178 
54.8 0.0571 0.0240 0.9569 0.0000 2.9757 
54.8 0.0571 0.0240 0.9569 0.0000 2.9757 
55.0 0.0571 0.0240 0.9569 0.0000 2.9757 
55.0 0.0967 0.5380 0.3313 0.0000 2.1665 
55.0 0.0967 0.5380 0.3313 0.0000 2.1665 
55.0 0.3556 0.9541 0.0013 0.0021 2.2760 
55.0 0.3556 0.9541 0.0013 0.0021 2.2760 
55.0 0.3556 0.9541 0.0013 0.0021 2.2760 
55.5 0.0223 0.9494 0.0788 0.0000 2.1575 
55.5 0.0223 0.9494 0.0788 0.0000 2.1575 
55.5 0.5812 0.3999 0.0927 0.0000 1.6591 
55.5 0.5812 0.3999 0.0927 0.0000 1.6591 
55.5 0.5812 0.3999 0.0927 0.0000 1.6591 
56.5 0.3462 0.2355 0.3317 0.0000 1.8124 
56.5 0.3462 0.2355 0.3317 0.0000 1.8124 
56.6 0.3462 0.2355 0.3317 0.0000 1.8124 
60.5 0.1836 0.0166 0.6137 0.0012 2.0628 
60.5 0.0450 0.5079 0.4755 0.0000 2.4873 
60.5 0.0450 0.5079 0.4755 0.0000 2.4873 
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Figure 4.6: Expected OCR of deck/slab in year 2025 using developed ANN model 
 
4.5 Connection Weight Analysis 
The identification of significant factors that define the underlying process is also 
one of the important tasks in the construction of engineering models. The aim of this 
task is to determine a set of significant inputs from a superset of potentially useful 
inputs (Saxén and Pettersson, 2006). This task can result in a reduced number of 
inputs used in the models. Moreover, the known significant parameters can be further 
used to identify the impact of this parameter on the Markov models. In addition, poor 
convergence and poor model accuracy can be reduced by the exclusion of irrelevant 
inputs (Olden et al., 2004). 
Olden et al. (2004) introduced connection weight analysis (CWA) for identifying 
the significant inputs to the output with one neuron of an NN model. The magnitude 
and direction of the connection weights can decide how much each input variable 
affects the output of an NN model (Olden and Jackson, 2002). Input variables with 
large connection weights play greater roles in transferring signals to output neurons 
and thus can be considered more important in the operation of NN models. Positive 
and negative connection weights, increase and decrease respectively the values of 
predicted responses at the hidden or output neurons and therefore affect the final 
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outcomes. Since input factors are measured on different scales, they must be 
standardised to the same range, such as [0, 1] to enable comparison of importance. 
The steps of CWA used in this study for computing the overall significance 
measure of the input factor j to the ANN model are shown below: 
– consider the number of hidden neurons in the hidden layer is 8 (scenario 
of the developed model) 
– determine the connection weights between the input factor Xi and hidden 
neurons (  
    
    
    
       
 ) 
– determine the connection weights between hidden neurons and the 
output neurons Cj (  
    
    
    
       
 ) 
– the local significance measure Zi,C of input factor Xi to the output neuron 
Cj can be calculated as 
Equation 4.5 
     
 
 
∑(  
    
 
 
   
) 
– overall significance measure OZc of input factor Xi to the ANN model 
(proposed step in this study) can be calculated as follows: 
Equation 4.6 
    
 
 
∑|    |
 
   
 
Since the number of hidden neurons in the ANN can only be determined from a 
case study, for illustration purposes, it is assumed that the ANN had eight hidden 
neurons. Furthermore, it is proposed in this study that the overall significance measure 
(OZc) of the parameter i is the average of four local significance measures (Zi,c) which 
can be computed according to the original CWA developed by Olden et al. (2004). 
Then, the ranking from the most to least significant factors can be established by 
sorting the overall significance measure (OZc) of each factor in descending order. 
The results from CWA are tabulated here from the ANN model for deck/slab on 
Table 4.4. The connection weight analysis reveals that the traffic loading has the 
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highest significance in condition monitoring data followed by the length and the width of 
the concrete bridges. The commercial vehicle ratio of the traffic loading and the age 
have almost similar impacts on the condition data. The results derived from the CWA 
are convincing, as the condition rating of concrete bridges is mostly affected by traffic 
wear and tear. 
 
Table 4.4: Overall significance of all the input parameters derived from ANN model of deck/slab 
components 
Input 
Parameter 
Overall Significance, 
OZc 
AADT 1.21 
Length 1.07 
Width 0.95 
CV 0.62 
Age 0.53 
Exposure 0.43 
Span 0.24 
 
 
4.6 Summary 
An ANN has the ability to relate input and output data for complex non-linear 
processes. Due to this ability, ANN models were selected to develop deterioration 
prediction models for concrete bridge components in this study. The ANN models were 
developed to predict bridge Level 2 condition ratings from the physical, geometric, and 
design parameters of a bridge. The MLP network, which is a simple type of ANN 
model, is capable of predicting bridge condition data with an acceptable range of 
accuracy. This study has developed an ANN prediction model for the deterioration of 
four major structural components by adopting BP-MLP fitting utilities. Using historical 
data on bridges in Victoria, an ANN model has been developed with 7 inputs in the 
input layer, one hidden layer with eight hidden neurons in the hidden layer, and four 
output labels in the output layer. In the validation study, the ANN model was able to 
predict the output with reasonably good accuracy. These results indicate the potential 
of the ANN model with the BP-MLP fitting tool as a prediction method for the 
deterioration of concrete bridge components. 
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The recording of maintenance work carried out on bridge components is a 
vitally important requirement for effective BMSs. By considering the impact of 
maintenance, the quality of predictions using ANN models can be further improved. 
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Chapter 5 Markov Model Development 
5.1 Introduction 
Markov chain modelling can be used to model the deterioration process, as has 
been suggested by many researchers. A Markov process describes a system that can 
be in one of several states, and can pass from one state to another each time step 
according to fixed probabilities. While ANN modelling has the capability to incorporate 
multiple parameters into the model, the Markov process can only consider time as an 
influencing parameter. However, the ANN models are more like “blackbox” tools where 
user control is minimal and the calculation process is unseen. To overcome the above 
issue of the proposed ANN model, an attempt was made to develop a Markov model 
and compare both models. In this chapter the development of a Markov model 
considering time as an influencing parameter is described in detail. The results 
obtained from the model and the performance evaluation of the model are also 
described. The data which were used for developing the ANN model, were also used 
for the development of the Markov model. Moreover, the data were clustered according 
to the significance found from the ANN analysis. Therefore, a combination of the two 
methods produced an improved prediction. 
5.2 Performance Prediction using Markov Modelling 
Andrei A Markov (1970) developed the theory of probability function for a 
stochastic process, and did significant research on probability and stochastic 
processes. The Markov Chain is defined as a random process in which the probability 
that a certain future state will occur depends only on the present or immediately 
preceding state of the system, and not on the events leading up to its present state 
(Ramani, 2010). In other words, the Markov chain model stipulates that for given a 
present condition, the future is independent of the past events. The result is a 
sequence of probable random events, which are related and similar to the original 
condition. 
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The performance of a system can be predicted using the Markov chain if the 
system is a stochastic process. The system comprises of components, which have the 
property to move to a new condition with progression of time. This type of system has a 
probability of shifting the condition from one state to another and applying Markov 
theory the proposed model can predict this. 
5.3 Assumptions in Markov Chain Modelling 
 
The deterioration of a concrete bridge structure is stochastic in nature, although 
the behaviour is not defined. Usually the deterioration initiates with time and various 
environmental, physical phenomena can influence the rate of deterioration. Some 
factors include, but are not limited to, traffic load, environmental exposure, corrosion, 
design load and construction quality. However, bridge structures usually deteriorate to 
the next state or poor condition with time unless there is improvement in the condition 
due to maintenance action. Considering this, the deterioration of concrete bridge 
structures can be considered as a stochastic process and thus Markov chain modelling 
can be applied to predict future conditions from present condition monitoring data. 
While modelling the Level 2 inspection data of VicRoads using Markov chains 
several assumptions were made as follows: 
– The database was free of manual handling errors, and the errors of 
inspectors were minimal or within a tolerable range. 
– Elemental conditions deteriorate over an assumed time step. Transitions 
can occur from one condition to any inferior condition. 
– If the bridge is still in service, maintenance would not allow the bridge 
condition to become worse than before. 
– The future condition depends only on the present condition and the past 
events have no effect on the future. 
– There is only one probable transition matrix for a particular bridge 
component for a specific time step. 
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5.4 Development of Markov Chain Model for Bridge 
Degradation 
In deterioration modelling the model attributes have the property of changing 
randomly over the progression of time. A Markov chain is a probability model which has 
a finite state, for describing a certain type of stochastic process that moves in a 
sequence of phases through discrete points in time according to fixed probabilities 
(Sharabah et al., 2006). In a Markov model there is a stationary stochastic matrix that 
is called the transition matrix and there is an initial probability distribution matrix, which 
defines the initial condition of the system. Both these matrices are used as functions 
defining the deterioration process. The Markov matrix used in the research is right- 
stochastic with row vectors summing up to 1. The process is stochastic as it changes 
over time in a probabilistic and uncertain manner. 
In the first step of this method, the size of the transitional matrix has to be 
defined, and then the current condition and the initial Markovian matrix are multiplied to 
generate the next conditions. In the current bridge deterioration modelling case, the 
stochastic system comprises four condition states to represent component 
deterioration. Hence, the transition matrix for predicting the deterioration of the system 
is a four by four matrix. The Markov Chain method as described in Section 3.5.4 was 
applied to develop a model for the prediction of conditions from existing condition 
monitoring data obtained from VicRoads. 
The transition matrix consists of a set of finite sets of states represented in rows 
and columns S (1, 2, 3, ...., n ) and probabilities Pij to move from state i to state j in one 
time interval. In this research, a discrete-time Markov chain was used, on the 
assumption of discrete input data i.e. discrete time intervals and discrete states 
(conditions). 
 
5.5 Degradation Modelling with Age 
In this research, an attempt was made to develop a Markov model for the 
prediction of future condition from the existing condition data using a discrete time 
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Markov Chain. A discrete time Markov Chain is a stochastic process comprised of a 
finite number of states in which the defining random variables are observed at discrete 
points in time. As described in Section 3.5.3 a discrete time Markov model was 
developed to predict the condition of deteriorated bridge components. The pseudo 
code for the developed model is shown in APPENDIX B. 
5.6 Results 
In the absence of calibration data, some industries use engineering judgement 
to calibrate the transient probabilities of the Markov chain for deterioration prediction. In 
the case of data scarcity for calibrating the model, engineering judgment on the 
definition of Markov matrices is the best guess for forecasting the future condition of a 
component. However, when sets of inspection data are available, the elements of the 
transition matrices can be derived using the data sets and a mathematical optimisation 
process. Data collected from the VicRoads, the road authority of transport of Victoria, 
were used to identify the transition matrices’ of bridge components in the work 
presented here. 
In the research reported here, three different techniques were used to calibrate 
the transition matrices for the deterioration model of the bridge structures. The 
percentage prediction method was used initially for the data set, in which two 
consecutive sets of data on the same components were acquired. The second 
approach for calibration of the Markov matrices was the non-linear optimisation 
method, which showed a more advanced and flexible calibration method with fewer 
assumptions in the deterioration progression process. Finally, the Bayesian approach 
was used with the help of the MH algorithm to calibrate the Markov transition matrix. 
5.6.1 Percentage Prediction Method 
First, the Level 2 inspection data obtained from VicRoads were used to 
calculate the transition matrix with the help of the percentage prediction method. The 
data collection and preparation have been described in Section 3.5.3. The following 
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section describes the calculation of the transition matrices for different components of 
concrete bridge structures. 
Four major structural components were considered for deriving transition 
matrices: precast concrete decks/slabs, precast girders, abutments and piers. The 
database contains the details of all the structures within Victoria that are maintained by 
the VicRoads. The data set was filtered to remove the improved data from the 
calculation. That means that if the data showed improvement in the condition rating 
with progression of time, it was removed from the calculation of the transition matrix. 
This is because of the assumption that the changes in component conditions are such 
that in each time step the condition either stays the same or moves to the next 
condition. For instance, if the percentage of condition of any particular component in 
condition 2 is 50%, and then in the next stage it can either stay the same (50%) or 
move to poor condition (<50%). The calibration and derivation of the transition matrices 
and their consequent probability curves are described in the following sections. 
The percentage prediction method is quite straightforward for use with Level 2 
condition monitoring data. The percentage of components in each condition has been 
determined by the inspector and recorded in the database. Two subsequent sets of 
observations were captured from the complete dataset and used to derive transition 
matrices. 
The probability ‘Pij ’ of transition in component condition from state ‘i’ to state ‘j’ 
can be estimated using the following equation (Jiang et al., 1988): 
Equation 5.1 
    
   
  
 
where 
‘nij’ is the number of transitions from state ‘i’ to state ‘j’ within a given time period 
‘ni’ is the total number of components that are in state ‘i’ before the transition. 
 
Table 5.1 presents a sample of inspection data for deck components. 
  
98 
 
Table 5.1: Inspection data of deck components used for percentage prediction method 
Structur
e ID 
First Inspection Second Inspection 
Inspection 
Date: 
Condition Rating Inspection 
Date: 
Condition Rating 
1 2 3 4 1 2 3 4 
SN2086 20/04/2004 100 0 0 0 6/06/2006 100 0 0 0 
SN3232 20/04/2004 100 0 0 0 6/06/2006 100 0 0 0 
SN4222 30/01/2004 100 0 0 0 1/06/2006 100 0 0 0 
SN2104 16/04/2004 69 10 21 0 24/01/2006 35 44 14 7 
SN4289 15/04/2004 100 0 0 0 28/02/2006 96 4 0 0 
SN4356 19/03/2003 100 0 0 0 24/01/2007 11 0 89 0 
SN9214 5/03/2003 100 0 0 0 25/01/2007 100 0 0 0 
 
Calculations for the transition of conditions for individual bridges from inspection 
data (2004 and 2006) are shown in the following table: 
 
Table 5.2: Calculated transition of condition for individual bridge decks 
Structure 
ID 
p11 p12 p13 p14 p22 p23 p24 p33 p34 p44 
SN2086 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 
SN3232 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 
SN4222 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 
SN2104 0.51 0.49 0.00 0.00 1.00 0.00 0.00 0.67 0.33 1.00 
SN4289 0.96 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 
SN4356 0.11 0.00 0.89 0.00 0.00 0.00 0.00 0.00 0.00 1.00 
SN9214 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 
 
 
The transition matrix for decks/slabs of concrete bridges can therefore be 
established as shown in Table 5.3 using Equation 5.1: 
 
Table 5.3: Calculated transition matrix of bridge decks 
 
C1 C2 C3 C4 SUM 
C1 0.67 0.27 0.06 0.00 1.0 
C2 0.00 0.96 0.04 0.00 1.0 
C3 0.00 0.00 0.93 0.07 1.0 
C4 0.00 0.00 0.00 1.00 1.0 
 
Using the derived transition matrix shown in Table 5.3, 100 years of predictions 
were made as described in Section 3.5.3. Figure 5.1 shows the predicted probability of 
deterioration of decks/slabs using the percentage prediction method. Moreover, the 
expected overall condition rating (OCR) was calculated and the results are shown 
graphically in Figure 5.2. 
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Figure 5.1: Predicted transition probability of deck/slab using percentage prediction method 
 
 
Figure 5.2: Calculated overall condition of deck/slab using transition matrix by percentage 
prediction method 
 
Similar analysis was carried out to determine the transition matrices of other 
major structural components such as precast girders, abutments and piers. The 
transition matrices of these components using the percentage prediction method are 
shown in Table 5.4 to Table 5.6. 
 
0.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90
1.00
0 10 20 30 40 50 60 70 80 90 100
P
ro
b
ab
ili
ty
 
Age (years) 
Transient Probabilities for Deck 
State 1 State 2 State 3 State 4
1.0
1.5
2.0
2.5
3.0
3.5
4.0
0 10 20 30 40 50 60 70 80 90 100
C
o
n
d
it
io
n
  S
ta
te
 
Age (years) 
Expected Condition 
  
100 
 
Table 5.4: Calculated transition matrix of bridge abutments 
 
C1 C2 C3 C4 SUM 
C1 0.91 0.06 0.03 0.00 1.0 
C2 0.00 0.57 0.43 0.00 1.0 
C3 0.00 0.00 1.00 0.00 1.0 
C4 0.00 0.00 0.00 1.00 1.0 
 
Table 5.5: Calculated transition matrix of bridge precast girders 
 
C1 C2 C3 C4 SUM 
C1 0.91 0.06 0.03 0.00 1.0 
C2 0.00 0.57 0.43 0.00 1.0 
C3 0.00 0.00 1.00 0.00 1.0 
C4 0.00 0.00 0.00 1.00 1.0 
 
Table 5.6: Calculated transition matrix of bridge piers 
 
C1 C2 C3 C4 SUM 
C1 0.95 0.05 0.00 0.00 1.0 
C2 0.00 0.93 0.07 0.00 1.0 
C3 0.00 0.00 1.00 0.00 1.0 
C4 0.00 0.00 0.00 1.00 1.0 
 
Using the transition matrices in Table 5.4 to Table 5.6 the predictions for 100-
year transition probabilities and overall condition ratings were calculated and the 
results are shown graphically in Figure 5.3 to Figure 5.8 for different bridge 
components. 
 
Figure 5.3: Predicted transition probability for abutments using percentage prediction method 
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Figure 5.4: Calculated overall condition of abutments using transition matrix by percentage 
prediction method 
 
 
Figure 5.5: Predicted transition probabilities of girder using percentage prediction method 
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Figure 5.6: Calculated overall conditions of girders using transition matrix by percentage 
prediction method 
 
 
 
Figure 5.7: Predicted transition probabilities of piers using percentage prediction method 
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Figure 5.8: Calculated overall conditions of piers using transition matrix by percentage 
prediction method 
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scale. This phenomenon is clearly visible in the case of the deck/slab deterioration 
curves. However, for abutments and girders the curves are of different shapes. The 
condition of these components shifts markedly to condition 3 from the beginning, which 
indicates faster deterioration. However, the OCR is a better indication of the 
deteriorated state of components. The shifting is relative and cannot show the true 
nature of the deterioration trend within the components. 
5.6.2 Non-Linear Optimisation Technique 
A non-linear optimisation technique implemented using Excel Solver® was used 
as an alternative technique for calibrating the Markov model for this research. As 
described in Section 3.5.3 the bridge component data were used to derive the 
transition matrix for predicting the condition state using the non-linear optimisation 
technique. 
The major steps in calculating transition matrices using non-linear optimisation 
techniques were as follows: 
First the data were filtered to remove the maintenance impact and any manual 
error that might impact the quality of the model. The overall condition rating (OCR) was 
calculated according to Equation 4.1, to find how many of the bridge components were 
at any particular condition at particular ages. 
Next, a data sheet showing the number of components observed in different condition states 
condition states was prepared from the database, as shown in  
Table 5.7. 
An initial transition matrix using the Excel spreadsheet was established for an 
arbitrary Markov Matrix. The initial condition matrix was assumed to be [    ] 
and using initial transition matrix, transient probabilities were calculated on an Excel 
spread sheet up to maximum-year of component found in data sheet. Log values of the 
transient probabilities were calculated up to the same years found in the previous step. 
    (                     )                         in each state were calculated 
and the total sum was tabulated. Using the Solver add-in, the optimised solution was 
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obtained by maximising the total sum of Log (transient probability) * number of 
components in each state, by changing the initial matrix chosen at second step. A snap 
shot of the Excel spread sheet, where non-linear optimisation is used to calculate the 
transition matrices, is shown in Figure 5.9. 
 
Table 5.7: Sample data outlining the number of components observed in different condition 
states 
Age 
No of Components in Condition States 
SUM 
1 2 3 4 
0 0 0 0 0 0 
1 23 0 0 0 23 
2 48.8 0.2 0 0 49 
3 31 0 0 0 31 
4 14.94 0 0.06 0 15 
5 32 0 0 0 32 
6 37 0 0 0 37 
7 41.67 0.33 0 0 42 
8 48.89 1.09 0.02 0 50 
9 49.6 0.4 0 0 50 
10 46.83 0.07 0.1 0 47 
 
The transition matrices of deck/slab are shown in Table 5.8. Using the 
developed transition matrix 100-year predictions of transition probabilities were 
calculated and the results are shown in Figure 5.10. Using the transient probability of 
100 years, the predicted overall condition rating was calculated using the Equation 4.1 
and the results are presented in Figure 5.11. 
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Figure 5.9: Snap shot of the Excel spread sheet calculation of the transition matrices for bridge components using non-linear optimisation techniques
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Table 5.8: Calculated transition matrices of bridge decks using non-linear optimisation 
Transition Matrix 
Condition 1 2 3 4 Sum 
1 0.92 0.04 0.04 0.00 1.00 
2 0.00 1.00 0.00 0.00 1.00 
3 0.00 0.00 0.95 0.05 1.00 
4 0.00 0.00 0.00 1.00 1.00 
 
 
Figure 5.10: Predicted transition probabilities for deck/slab using non-linear optimisation 
method 
 
 
Figure 5.11: Calculated overall condition of deck/slab using transition matrices using non-
linear optimisation method 
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components and the calculated predicted overall condition ratings are given in Figure 
5.12 to Figure 5.17. 
Table 5.9: Calculated transition matrices of bridge precast girders using non-linear 
optimisation 
Transition Matrix for Girder 
Condition 1 2 3 4 
1 0.95 0.03 0.01 0.00 
2 0.00 0.94 0.00 0.06 
3 0.00 0.00 0.99 0.01 
4 0.00 0.00 0.00 1.00 
 
 
 
Figure 5.12: Predicted transition probabilities of precast girders using non-linear optimisation 
method 
 
 
 
Figure 5.13: Calculated overall condition of precast girders using transition matrices by non-
linear optimisation method 
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Table 5.10: Calculated transition matrices of bridge abutments using non-linear optimisation 
Transition Matrix 
Condition 1 2 3 4 
1 0.91 0.09 0.00 0.00 
2 0.00 0.95 0.05 0.00 
3 0.00 0.00 0.95 0.05 
4 0.00 0.00 0.00 1.00 
 
 
 
Figure 5.14: Predicted transition probability of abutments using non-linear optimisation 
method 
 
 
 
Figure 5.15: Calculated overall condition of abutments using transition matrices by non-linear 
optimisation method 
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Table 5.11: Calculated transition matrices of bridge piers using non-linear optimisation 
Transition Matrix 
Condition 1 2 3 4 
1 0.967 0.019 0.014 0.000 
2 0.000 1.000 0.000 0.000 
3 0.000 0.000 0.990 0.010 
4 0.000 0.000 0.000 1.000 
 
 
 
 
Figure 5.16: Predicted transition probability of piers using non-linear optimisation method 
 
 
Figure 5.17: Calculated overall condition of piers using transition matrices by non-linear 
optimisation method 
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deterioration trend of the components. The OCR of decks/slabs after 100 years is 
3.17, 3.92 for abutments, 3.83 for girders, and 2.57 for piers. These results indicate 
faster deterioration for abutments followed by girders, decks/slabs and piers, 
irrespective of deterioration mechanism. In the case of the shifting of component 
condition state, it is more uniform compared to the percentage prediction method. 
This means that, the components shift to conditions 2, 3 and 4 from condition 1 with 
progression of time at an equivalent rate, rather than showing a jump in shift. In the 
percentage prediction method some of the components showed a jump in the shift, 
which is not a true indication of the real-life scenario.  
However, as mentioned earlier, since the OCR is a true indication of faster 
deterioration trends, it can be concluded that abutments deteriorate faster than any 
other components. The decks/slabs show a slower deterioration compared to other 
components in the case of the non-linear optimisation technique. In the non-linear 
optimisation technique, the final transition matrices are greatly dependent on the 
initial matrix input. Hence, chances of unacceptable results are high as it can end up 
with a local optimum solution rather than a global optimum point. 
5.6.3 Bayesian Approach 
Using the Bayesian approach, transition matrices were derived for the 
condition monitoring data. In the Bayesian approach the Metropolis-Hastings 
algorithm was used. In mathematics and physics, the Metropolis–Hastings algorithm 
is a Markov Chain Monte Carlo (MCMC) method for obtaining a sequence of random 
samples from a probability distribution for which direct sampling is difficult. This 
sequence can be used to approximate the distribution (i.e., to generate a histogram), 
or to compute an integral such as an expected value. This powerful algorithm 
provides a general approach for producing a correlated sequence of draws from the 
target density that may be difficult to sample by a classical independence method. 
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In applications to Bayesian statistics, the complex distribution p(x) is usually a 
posterior from a Bayesian analysis. The idea behind MCMC is to simulate a Markov 
chain the equilibrium distribution of which is p(x). The Metropolis-Hastings (M-H) 
algorithm provides a way to correct a fairly arbitrary transition kernel q(x’|x) (which 
typically does have p(x) as its equilibrium) to give a chain which does have the 
desired target. In M-H, the transition kernel is used to generate a proposed new 
value, x’, for the chain, which is then accepted as the new state at random with a 
particular probability a(x’|x) = min(1,A), where A = p(x’)q(x|x’)/[p(x)q(x'|x)]. 
If the value is accepted using an acceptance ratio, then the chain moves to 
the proposed new state, x’. If the value is not accepted, the chain still advances to 
the next step. However, the new state is given by the previous state of the chain, x. 
Using Matlab® software tools a code was generated to calculate the transition 
probability matrix for a given set of data. The input data set contained the condition 
data and the age of the structure.  
Table 5.12 represents the transition matrix developed for the deck/slab data 
using the Bayesian approach. 
Table 5.12: Calculated transition matrix of bridge decks using Bayesian optimisation 
 Developed Transition Matrix (Deck) 
Condition 1 2 3 4 
1 0.955 0.028 0.014 0.003 
2 0 0.998 0.000 0.002 
3 0 0 1.000 0.000 
4 0 0 0 1.000 
 
Markov transition probability matrices were used to estimate future probable 
conditions for different structural components, precast girders, precast decks/slabs, 
cast-in-situ abutments and piers, using the complete state-wide data set. 200-year 
predictions were calculated for deck/slab, and the results are represented graphically 
in Figure 5.18. From the figure, users can determine the probability of a structural 
component being in a given condition at a given age. The overall condition rating was 
calculated and the results are shown in Figure 5.19. The results of other components 
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are given in sequence in the following pages. The transition matrices for other 
components are provided in Table 5.13 to Table 5.15. The predicted transition 
probabilities and expected conditions for over 200 years for other components are 
graphically presented in Figure 5.20 to Figure 5.25. 
 
Figure 5.18: Predicted transition probability of deck/slab using Bayesian optimisation method 
 
 
Figure 5.19: Calculated overall condition of deck/slab using transition matrix by Bayesian 
optimisation method 
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1 0.998 0.002 0.000 0.000 
2 0.000 1.000 0.000 0.000 
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Table 5.14: Calculated transition matrix of precast girders using Bayesian approach 
Transition Matrix 
Condition 1 2 3 4 
1 0.9944 0.0051 0 0.0005 
2 0 0.9831 0.0166 0.0003 
3 0 0 1 0 
4 0 0 0 1 
 
Table 5.15: Calculated transition matrix of abutments using Bayesian approach 
 
Transition Matrix 
Condition 1 2 3 4 
1 0.9896 0.0068 0.0028 0.0008 
2 0.0000 1.0000 0.0000 0.0000 
3 0.0000 0.0000 1.0000 0.0000 
4 0.0000 0.0000 0.0000 1.0000 
 
 
 
Figure 5.20: Predicted transition probability of piers using Bayesian approach 
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Figure 5.21: Calculated overall condition of piers using transition matrix developed by 
Bayesian approach 
 
 
Figure 5.22: Predicted transition probability of precast girders using Bayesian Approach 
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Figure 5.23: Calculated overall condition of precast girders using transition matrix developed 
by Bayesian approach 
 
 
 
 
Figure 5.24: Predicted transition probability of abutments using Bayesian approach 
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Figure 5.25: Calculated overall condition of abutments using transition matrix developed by 
Bayesian approach 
 
Based on the above figures, the deterioration trends of three other 
components considered in this study can be predicted. The OCRs of the three 
components after 200 years of deterioration reach 2.85 for decks/slabs, 1.55 for 
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the chances are high that uniform distribution of deteriorated bridge components 
might not be available. 
5.7 Comparison of Three Methods of Deriving the 
Transition Matrices 
In this research, three methods were used to derive the transition matrices for 
bridge components from the condition monitoring data. Although every method has 
merits and demerits, conclusions regarding the superiority of methods can be drawn 
from the results obtained in this study. 
The transition matrices derived for different components using three methods 
utilised the same data set obtained from VicRoads. However, the result shows 
significant differences in the final outcome. The transition matrices for deck/slab 
components derived using three methods are shown in Table 5.16 to Table 5.18 for 
ease of comparison. 
Table 5.16: Calculated transition matrix of bridge decks using percentage prediction method 
Developed Transition Matrix (Deck) 
Condition 1 2 3 4 SUM 
1 0.67 0.27 0.06 0.00 1.0 
2 0.00 0.96 0.04 0.00 1.0 
3 0.00 0.00 0.93 0.07 1.0 
4 0.00 0.00 0.00 1.00 1.0 
 
Table 5.17: Calculated transition matrix of bridge decks using non-linear optimisation 
Developed Transition Matrix (Deck) 
Condition 1 2 3 4 Sum 
1 0.92 0.04 0.04 0.00 1.00 
2 0.00 1.00 0.00 0.00 1.00 
3 0.00 0.00 0.95 0.05 1.00 
4 0.00 0.00 0.00 1.00 1.00 
 
Table 5.18: Calculated transition matrix of bridge decks using Bayesian optimisation 
 Developed Transition Matrix (Deck) 
Condition 1 2 3 4 Sum 
1 0.955 0.028 0.014 0.003 1.00 
2 0 0.998 0.000 0.002 1.00 
3 0 0 1.000 0.000 1.00 
4 0 0 0 1.000 1.00 
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The predictive performances of these methods for the case study were 
compared against each other so that the most suitable models for modelling 
structural deterioration of bridge components could be determined. Comparison of 
the three methods of derivation of the transition matrices indicated that the final 
transition matrix is sensitive to the method of derivation. For instance, the transient 
probability of staying in condition 1 after one time step is significantly lower in the 
case of the percentage prediction method compared to the other two methods. 
Analysis of the outcome of the percentage prediction method identified the 
following issues: 
 A large data set is required to obtain the optimum performance curve. 
 The time step of transition has to match the selected time step of the 
Markov Chain model. Differential time intervals between inspections 
can affect the accuracy of the model. 
As mentioned above, the data set contains inspection data recorded at 
differential time steps. This might have had an effect on the derived transition 
matrices resulting in unrealistic deterioration trends. 
The non-linear optimisation method was used in this study to determine the 
transition matrices for different bridge components. Non-linear optimisation can lead 
to a local optimum rather than finding the global optimum value (SAS Institute, 1999). 
The non-linear optimisation algorithms converge toward local rather than global 
optima. The smallest local minimum of an objective function is called the global 
minimum, and the largest local maximum of an objective function is called the global 
maximum. Hence, the algorithm may occasionally fail to find the global optimum. 
This is demonstrated by the sensitivity to the initial transition matrix adopted. The 
final transition matrix in this method is dependent on the initial transition matrix. If the 
initial transition matrix somehow stays closer to the global optimum values, then the 
chances of obtaining the global optimum become higher. However, a poor selection 
of initial transition matrix can lead to unrealistic results by reaching local optimum 
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values. The solver function of Excel® cannot overcome the issues and results in 
different transition matrices with each iteration. 
The Bayesian method has been proposed by researchers to overcome these 
issues. In this research, the Metropolis-Hastings algorithm (MHA) was used to derive 
the transition matrices for bridge components. The MHA looks similar to optimisation 
techniques that maximise the posterior distribution, such as the non-linear 
optimisation method. However, the fundamental difference is that during the iteration 
of the MHA, whenever the new evaluation is smaller than the current evaluation, the 
new value of transient probabilities can be accepted at an adequate rate. Other 
optimisation techniques do not support this situation and hence cannot avoid 
reaching the local optimum. While running the iteration for MHA, it sometimes steps 
back a while to avoid being stuck at a local optimum. In other words, if the 
acceptance constraint is not met, it will move back to the previous solution and try 
new iterations. Furthermore, the outcome of the MHA is the set of sampling data, 
which increases the chance of capturing the true global optimum.  
Further, Bayesian curves were validated using feedback from bridge 
engineers. Therefore, the Bayesian approach was considered as the most 
appropriate method for the prediction of bridge condition rating from condition 
monitoring data. Moreover, Bayesian approach was adopted for further analysis of 
the clustered data. 
5.8 Pearson’s Chi-Squared Goodness-of-Fit test 
Pearson’s chi-squared test identifies the confidence of a model to fit with a set 
of observed data. This goodness-of-fit test is based on the null hypothesis that the 
observed frequency is matched with the predicted frequency (Micevski et al., 2002). 
This test often requires a 90% to 95% confidence level for accepting the 
hypothesis (Montgomery et al., 2004). The chi-square distribution can be used to 
decide whether or not a set of data fits a specified theoretical probability model 
  
121 
 
(Dowdy et al., 2011). Pearson’s chi-squared goodness-of-fit test was carried out for 
all the proposed models as described in Section 3.6.1. The chi-squared test results 
are tabulated in Table 5.19. 
Table 5.19: Chi square test values of Markov models derived for different bridge components 
95% CI with 3 DoF 
Hypothesis test value 7.82 
Component Name Chi Square Value 
Deck 1.000 
Girder 0 
Pier 0 
Abutment 0 
 
The results from the table show that the Chi square values are less than the 
hypothesis test values, which means that the null hypothesis is confirmed. The 
derived models are able to predict the condition rating accurately. However, the chi 
square value of zero means a perfect prediction by the models. This might be 
because of the unavailability of complete deterioration data points. The database 
does not have information about the bridge components in higher deterioration 
states. This feature causes the prediction to be in perfect condition as observed, 
resulting in a low chi square value, indicating perfect prediction. 
5.9 Clustered Results 
As identified by the ANN model, some parameters have a significant influence 
on the deterioration of concrete bridge components. The data were clustered based 
on significant parameters prior to the derivation of Markov transition matrices. The 
significant parameters have an influence on the deterioration of bridge components. 
To find the impact of these parameters, the data were clustered and using the 
Bayesian approach a Markov model was derived. The major influencing parameters 
identified from ANN analysis are AADT and commercial vehicle percentage (CV% 
value). A further clustering was applied on the data set using the construction period, 
in this case 10 years, to identify any impacts of construction methods on bridges on 
the basis engineering judgements.  
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5.9.1 AADT-Based Clustering 
The VicRoads provided the average annual daily traffic (AADT) data with the 
condition monitoring data set. The variation in AADT data is significant as it covers all 
the roads in the network, including major and minor roads. Hence, it is complicated to 
cluster the AADT data based on normal distribution. The histogram plots of the AADT 
data of all the structures are shown in Figure 5.26. The histograms reveal a 
logarithmic trend in the AADT data. Hence, the AADT data were clustered into four 
groups using the following formula: 
Equation 5.2 
              
   (    )
 
 
Transition matrices were developed for four components using the clustered 
data. Each component was clustered into four groups based on logarithms of AADT 
data using Equation 5.2. For decks/slabs the clustered group ranges are given in 
Table 5.20. Table 5.21 to Table 5.24 present the transition matrices developed for 
deck/slab components using the AADT clustered data. Using the transition matrices, 
200-year condition data were predicted and the results are presented graphically in 
Figure 5.27 to Figure 5.30. From the figures, it is clear that with the increase in AADT 
values, the deterioration of the components become more severe. Similar results 
were observed for other three components, namely precast girders, abutments and 
piers. The results for the other three components are shown in APPENDIX A, from 
Figure A.13 to Figure A.24. 
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Figure 5.26: Histogram of AADT of all the road bridges in Victoria 
 
Table 5.20: Cluster group data range for deck/slab components 
AADT Cluster 
Group 
Log (AADT) 
Range 
1 2 to 2.56 
2 2.56 to 3.13 
3 3.13 to 3.69 
4 3.69 to 4.26 
 
Table 5.21: Transition matrix for deck/slab components for the AADT Cluster group 1 
  Condition 1 Condition 2 Condition 3 Condition 4 
Condition 1 0.9568 0.0289 0.0143 0 
Condition 2 0 0.9989 0 0.0011 
Condition 3 0 0 1 0 
Condition 4 0 0 0 1 
 
Table 5.22: Transition matrix for deck/slab components for the AADT Cluster group 2 
  Condition 1 Condition 2 Condition 3 Condition 4 
Condition 1 0.925 0.0456 0.0292 0.0002 
Condition 2 0 0.9982 0 0.0018 
Condition 3 0 0 1 0 
Condition 4 0 0 0 1 
 
Table 5.23: Transition matrix for deck/slab components for the AADT Cluster group 3 
  Condition 1 Condition 2 Condition 3 Condition 4 
Condition 1 0.9445 0.0555 0 0 
Condition 2 0 0.978 0.0142 0.0078 
Condition 3 0 0 1 0 
Condition 4 0 0 0 1 
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Table 5.24: Transition matrix for deck/slab components for the AADT Cluster group 4 
  Condition 1 Condition 2 Condition 3 Condition 4 
Condition 1 0.9326 0.0281 0.0393 0 
Condition 2 0 0.9999 0 0.0001 
Condition 3 0 0 0.9763 0.0237 
Condition 4 0 0 0 1 
 
 
Figure 5.27: Probability of staying in different condition of precast Deck component for AADT 
Cluster group 1. 
 
 
Figure 5.28: Probability of staying in different condition of precast Deck component for AADT 
Cluster group 2. 
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Figure 5.29: Probability of staying in different condition of precast Deck component for AADT 
Cluster group 3. 
 
 
Figure 5.30: Probability of staying in different condition of precast Deck component for AADT 
Cluster group 4. 
5.9.2 CV-Based Clustering 
The impact of the commercial vehicle percentage (CV %), another significant 
parameter identified by ANN modelling, was studied using Markov modelling. To 
identify the impact of this CV value, the data set was divided into four ranges of 
percentage of commercial vehicles. The range of CV for each group is tabulated in 
Table 5.25. 
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Table 5.25: Range of Commercial vehicle percentages for different Cluster groups 
Group 
No Commercial Vehicle Range 
1 0 - 15% 
2 15% - 30% 
3 30% - 45% 
4 Above 45% 
 
Transition matrices were developed for four components for the above 
clustered data groups using the Markov method with the Bayesian approach. Using 
the transition matrices, 200-year predictions were made and the results are 
presented graphically. Figure 5.31 to Figure 5.34 present the effect of percentage of 
commercial vehicles (CV) on the deterioration of precast bridge decks/slabs. These 
figures demonstrate that the probability of a precast deck component staying in 
condition 1 marginally decreases with the increase of CV percentage for any given 
year. 
 
Figure 5.31: Probability of staying in different condition for precast Deck component for CV 
Cluster group 1. 
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Figure 5.32: Probability of staying in different condition for precast Deck component for CV 
Cluster group 2. 
 
 
Figure 5.33: Probability of staying in different condition for precast Deck component for CV 
Cluster group 3. 
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Figure 5.34: Probability of staying in different condition for precast Deck component for CV 
Cluster group 4. 
 
 
The predicted transition probabilities for other three components are shown in 
APPENDIX A, from Figure A.25 to Figure A.34. Precast girders and decks clearly 
demonstrate a dramatic drop in condition when the CV% increases over 45%. 
However, the figure shows that the abutments do not appear to be affected by the 
percentage of commercial vehicles. It should be noted that only three different 
ranges of CV% were observed to be dominant in the data collected for precast 
abutments and piers. In the case of piers, the deterioration becomes faster with the 
increase in CV values. 
 
This trend is shown in  
 
 
 
Table 5.26 in tabular form where the transient probabilities of different 
components at 100 years are recorded. 
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Table 5.26: Transient probabilities of different components at 100 years for different ranges of 
commercial vehicle 
Components Condition 
Probability 
CV 0 to 
15% 
CV 16 
to 30% 
CV 31 
to 45% 
CV above 
45% 
Deck/Slab 
1 0.644 0.636 0.682 0.660 
2 0.262 0.231 0.163 0.283 
3 0.075 0.074 0.031 0.055 
4 0.019 0.059 0.124 0.002 
Girder 
1 0.928 0.939 0.939 0.791 
2 0.035 0.038 0.033 0.049 
3 0.035 0.020 0.004 0.010 
4 0.001 0.003 0.024 0.150 
Abutment 
1 0.755 0.741 0.867 - 
2 0.147 0.130 0.046 - 
3 0.019 0.122 0.081 - 
4 0.079 0.007 0.005 - 
Pier 
1 0.633 0.595 0.553 - 
2 0.300 0.304 0.295 - 
3 0.066 0.099 0.150 - 
4 0.000 0.003 0.002 - 
 
5.9.3 Clustering Based on Construction Period 
Deterioration curves were developed using the Markov method with clustered 
data of AADT and CV. Moreover, further clustering was carried out using engineering 
judgement to identify the impact of construction era on the condition of bridge 
structures. 
Figure 5.35 to Figure 5.38 present the probability of deck and abutment 
components staying in four different conditions over a two hundred year span, where 
only ten-year construction interval data were considered. The figure shows that 
bridge deck components built between 1960 and 1970 have a slower deterioration 
trend compared to those built between 1970 and 1980. However, Figure 5.37 and 
Figure 5.38 show that bridge abutments built between 1950 and 1960 have a similar 
deterioration trend to with those built between 1960 and 1970. Deterioration curves 
for the other two components, girders and piers are shown in APPENDIX A, from 
Figure A.35 to Figure A.41. The data are affected by maintenance actions, which 
were not recorded with the raw data. However, improved condition ratings over the 
period of time for successive inspections have been discarded from the model to 
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overcome this issue. Moreover, a threshold value of OCR was considered to 
consolidate the maintenance impact. With the collection and recording of 
maintenance data, road authorities would be able to refine these models over time. 
Moreover, with clustering, the newer bridge structures group loses the even 
distribution of deteriorated bridge structures over the 4-condition states. This might 
lead to a lower deterioration trend in the proposed model compared to the old 
structures group. 
 
Figure 5.35: Probability of staying in different condition of precast Deck component for 200 
years considering 1960-70 construction period. 
 
Figure 5.36: Probability of staying in different condition of precast Deck component for 200 
years considering 1970-80 construction period. 
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Figure 5.37: Probability of staying in different condition of abutment component for 200 years 
considering 1950-60 construction period. 
 
Figure 5.38: Probability of staying in different condition of abutment component for 200 years 
considering 1960-70 construction period. 
 
5.10 Summary 
The work presented here demonstrates that a stochastic method such as 
Markov chains can be used to forecast the deterioration of bridge components over 
time. Clustering of data with respect to input parameters such as era of construction, 
exposure conditions, annual average daily traffic and percentage of heavy vehicles 
can provide an improved deterioration model for bridge engineers. The work 
presented in this chapter leads to the following conclusions: 
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a) The method of deriving transition matrices for the Markov process has 
a significant influence on the outcome. 
b) The Bayesian method offers the most accurate solution. 
c) Clustering of data using the observed ANN outcomes improves the 
accuracy of the proposed Markov model. 
d) The AADT has a direct relationship with deterioration, as an increase 
in AADT leads to an increase in the probability of a component being 
in condition 4 after 100 years. 
e) The commercial vehicle percentage also plays an important role in the 
deterioration of concrete bridge components. If the overall percentage 
of commercial vehicle increases on the network, the bridge 
components deteriorate faster. 
f) In the model developed using construction era clustering, the newer 
bridge structures group showed improved condition ratings compared 
to the older constructions. The maintenance and lack of an even 
distribution of condition rating might lead to this type of result. 
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Chapter 6 Bridge Asset Management 
6.1 Introduction 
A threshold performance level must be determined by a road transport 
authority for the management of highway assets, typically to establish standard 
intervention strategies, or to monitor the level of service trends over time, and/ or to 
carry out an appropriate intervention when the performance falls below the threshold. 
This is important for life cycle planning, where several alternative strategies exist for 
rehabilitation and maintenance over the asset’s life. Generally, a strategy is defined 
as a combination of activity types and their respective timings. 
Road authorities face challenges while making decisions on the management 
of physical assets as it is complex and involves careful consideration of the trade-offs 
between performance, cost and risk over all stages of asset life cycles. Risks and 
service level thresholds play important roles in defining the asset performance level 
in asset management practice. The cost of maintaining a road transport network at a 
desired level of service and minimising the risk to the community should be the 
governing issue in the annual budget of the government. However, budget limitations 
create the need for optimisation and prioritisation of the maintenance and 
rehabilitation regimes in the lifecycle of road transport network assets such as 
bridges. 
In this research, an attempt has been made to develop a framework for bridge 
asset management using the proposed Markov model. This chapter describes details 
of that framework which allows engineers to select a suitable strategy, based on the 
calculated risk of failure and cost of rehabilitation. 
6.2 Asset Management Framework 
 
It often becomes essential to apply some intervention during the life of a 
system to maintain the operational or physical integrity of any system in engineering, 
the health sciences, and other sectors. If the intervention is applied too early it is 
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wasteful for the agency (Hicks et al., 2000). On the other hand, late application will 
lead to user costs and inconvenience (Pasupathy et al., 2007). Between these two 
extreme points, there is an optimal solution point which is beneficial in terms of 
money and safety. In this thesis, the development of a framework for estimation of 
the optimal threshold to apply an intervention is based on cost-effectiveness 
analysis. With a range of pre-intervention asset performance levels, which define the 
time or condition of the intervention, this methodology enables optimal conclusions to 
be drawn. Hence, the costs and benefits corresponding to each pre-intervention 
performance level (i.e., candidate threshold) should be analysed carefully. This will 
ensure the cost-effectiveness for each threshold to reach the optimal solution point, 
based on economic aspects.  
6.3 Asset Registry for Concrete Bridges 
The road authority of Victoria, VicRoads has defined and described the 
majority of the concrete bridge structures on the road network for easy identification 
and reporting. The components are divided into five element groups, describing the 
material from which they are constructed: steel, precast concrete, cast-in situ 
concrete and timber. All other material types, such as brickwork, masonry, gravel, 
neoprene, bitumen, cork, malthoid and aluminium, are grouped into one classification 
- other materials. 
Steel elements also include cast iron and wrought iron members. Precast 
concrete components are usually identified by the smooth, uniform and dense finish 
of their surface and by their frequent joints. 
All of the predefined components used by VicRoads for the bridges on the 
road network are presented in Figure 6.1 and Figure 6.2. This list of components is 
continually updated and therefore subject to change according to requirements. The 
details of major culverts and roadside structures are also described by VicRoads. 
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The details can be found in their road structures inspection manual available online 
(Vicroads, 2014). 
 
Figure 6.1: Components and element types of bridges and culvert structures (Vicroads, 2014) 
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Figure 6.2: Components and element types of bridges and culvert structures (Vicroads, 2014) 
6.4 Deterioration Curves 
The research work presented here developed deterioration curves for four 
major structural components of concrete bridges from the condition monitoring data 
obtained and stored by VicRoads. The Markov method was used to derive transition 
matrices for four different components: decks/slabs, precast girders, abutments and 
piers. Using the transition matrices, 200-year prediction were made and the results 
are presented in Figure 6.3 to Figure 6.6. 
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Figure 6.3: Predicted transition probability of deck/slab using Bayesian approach 
 
 
Figure 6.4: Predicted transition probability of precast girders using Bayesian approach 
 
 
Figure 6.5: Predicted transition probability of abutments using Bayesian approach 
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 50 100 150 200
P
ro
b
a
b
il
it
y
 
Age (Years) 
Condition 1 Condition 2 Condition 3 Condition 4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 25 50 75 100 125 150 175 200
P
ro
b
a
b
il
it
y
 
Age (Years) 
Condition 1 Condition 2 Condition 3 Condition 4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 25 50 75 100 125 150 175 200
P
ro
b
a
b
il
it
y
 
Age (Years) 
Condition 1 Condition 2 Condition 3 Condition 4
  
138 
 
 
 
 
Figure 6.6: Predicted transition probability of piers using Bayesian approach 
 
Moreover, the condition monitoring data were clustered into groups for 
different significant parameters, which were identified by weight analysis of the 
proposed ANN model. Transition matrices were developed using Markov modelling 
for all these clustered data to identify the impact of the significant parameters on 
condition data. Two major significantly influencing parameters, AADT and 
commercial vehicle (CV) ratio, were considered for clustered analysis. For AADT, all 
the component data were clustered into four different groups based on the logarithm 
of AADT. The deterioration curves for decks/slabs for AADT clustered groups are 
shown in Figure 6.7 to Figure 6.10. The other three components’ AADT clustered 
results are shown in APPENDIX A from Figure A.13 to Figure A.24. To identify the 
impact of CV value on condition data, the data set was divided into four ranges of 
percentage of commercial vehicles. The range of CV for each group is tabulated in 
Table 6.1. The deterioration curves for deck/slab for CV clustered groups are shown 
in Figure 6.11 to Figure 6.14. The predicted transition probabilities for the other three 
components are shown in APPENDIX A, from Figure A.25, to Figure A.34. 
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Table 6.1: Range of Commercial vehicle percentages for different cluster groups 
Group 
No Commercial Vehicle Range 
1 0 - 15% 
2 15% - 30% 
3 30% - 45% 
4 Above 45% 
 
 
Figure 6.7: Probability of staying in different condition of precast Deck component for AADT 
Cluster group 1. 
 
 
Figure 6.8: Probability of staying in different condition of precast Deck component for AADT 
Cluster group 2. 
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Figure 6.9: Probability of staying in different condition of precast Deck component for AADT 
Cluster group 3. 
 
 
Figure 6.10: Probability of staying in different condition of precast Deck component for AADT 
Cluster group 4. 
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Figure 6.11: Transition probability of precast Deck component for CV Cluster group 1. 
 
 
Figure 6.12: Transition probability of precast Deck component for CV Cluster group 2. 
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Figure 6.13: Transition probability of precast Deck component for CV Cluster group 3. 
 
 
Figure 6.14: Transition probability of precast Deck component for CV Cluster group 4. 
 
 
6.5 Cost Optimisation 
Keeping assets in an acceptable condition while maintaining a required level 
of service is a major challenge faced by road authorities. Moreover, predicting the 
allocations of budget required for refurbishments and/or updates to achieve a 
minimum functionality of assets is also an important concern faced by asset 
managers. To demonstrate the accomplishment of this goal using the current data 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 25 50 75 100 125 150 175 200
P
ro
b
a
b
il
it
y
 
Age (Years) 
Condition 1 Condition 2 Condition 3 Condition 4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 25 50 75 100 125 150 175 200
P
ro
b
a
b
il
it
y
 
Age (Years) 
Condition 1 Condition 2 Condition 3 Condition 4
  
143 
 
available from the VicRoads as a result of Level 2 routine inspections, a spread-
sheet was designed to generate a set of cost intervals for different scenarios of 
possible refurbishment regimes. The steps to derive the cost optimisation tools in 
Excel are described in the following sections. 
6.5.1 Risk of Failure 
Risk of failure of the structure plays an important role in the asset 
management framework. Risk management and optimised decision-making can be 
considered as correlated subjects. A risk-based approach, where risk is used as a 
method of prioritising decisions, can be a feasible decision-making method. 
According to ISO 31000 – Risk Management (AS/NZS, 2009) risk analysis requires 
consideration of the causes and sources of risk, their positive and negative 
consequences on the system, and the probability that those consequences may 
occur. Hence, risk is calculated by identifying consequences and their likelihood. The 
consequences and their likelihood can be determined by modelling the outcomes of 
an event or set of events, or by extrapolation from experimental studies based on 
available data. The following equation can be utilised to calculate the risk of failure 
for an event like bridge deterioration, inspired by the optimised decision-making 
guidelines (NAMSGROUP, 2004) risk cost quantification equation: 
Equation 6.1 
                                       
 
The consequence of a decision or activity can be expressed qualitatively 
or quantitatively, and the cost of failure can represent the quantitative cost of the 
consequences of that particular event. The likelihood is the probability of 
occurrence of a risk event, whether defined, measured or determined objectively 
or subjectively, qualitatively or quantitatively. For concrete bridge deterioration at 
component level, consequences can be calculated from the replacement cost of 
that component to deliver the required level of service to the community. The 
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likelihood is the probability of a component moving into a deteriorated condition in 
a given period of time. 
6.5.2 Forecasting Cost 
Once the deterioration of bridge components is determined using the 
Markov model, it becomes necessary to forecast the cost of rehabilitation or 
maintenance based on this prediction. An attempt has been made in this 
research to calculate the funding requirement for a set of bridge structures at a 
component level for future work. In this section, the cost forecasting process is 
elaborated for easy understanding of the rationale for the tools developed. 
Mohseni (2012) has developed a tool for cost optimisation, risk 
determination and expenditure projection in his research work for councils’ 
building assets. A similar approach is taken here to develop a cost-optimisation 
tool for deteriorated concrete bridge structures. For simplicity, a case study is 
presented here. The cost optimisation process for deck/slab components was 
considered in this case study and the results are portrayed in the following 
sections. 
6.5.2.1 Deck/Slab Case Study 
In order to optimize the future cost based on probable funding requirements 
the predicted condition rating Markov modelling was considered. Modelling the future 
condition is the first step in making an optimised decision considering the financial 
aspects of services. Using the transition matrices derived for precast deck/slab 
components using Markov modelling, the condition rating for all the bridges was 
calculated to the current year, which can also be called the base year. The reason for 
this approach is that, the condition ratings have been recorded for different bridges at 
different periods of time and need to be in the current period of time to forecast the 
cost. The current condition rating was calculated from the recorded condition rating 
using the methodology described in Section 3.5.3. 
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The condition rating represents the percentage of the component in a 
particular condition for that year. The transition matrix used for calculating the current 
condition rating of deck/slab components is shown in Table 6.2. Using this transition 
matrix, the condition ratings of the concrete decks for different bridges in the network 
were calculated for the base year, January 1st 2015. From the condition rating for a 
given component, the total of components with a particular condition rating was 
calculated by multiplying the total deck area. This can be summarised 
mathematically using the following equation: 
 
Equation 6.2 
          
where, 
    is the component number in condition i at base year 
    is the transient probability at condition i 
    is the total amount of the considering component 
 
Table 6.2: Calculated transition matrix of bridge decks using Bayesian optimisation 
 Developed Transition Matrix (Deck) 
Condition 1 2 3 4 
1 0.955 0.028 0.014 0.003 
2 0 0.998 0 0.002 
3 0 0 1 0 
4 0 0 0 1 
 
The number of deck components was summed up using a mathematical sum to 
calculate the total number of components with different condition ratings at year 0, 
which is 2015 for this case. The total quantity of components in different conditions is 
shown in Table 6.3. The actual numbers of components were converted to a 
percentage of the total components and the results are shown in Table 6.4. Using the 
derived transition matrix shown in Table 6.2 for deck components, a 100-year 
deterioration trend was calculated from Table 6.4 for cost optimisation purposes. The 
derived transition matrix for deck/slab is for a single year time step. However, a five- 
  
146 
 
year time step was considered for illustration purposes while calculating transient 
probabilities for 100 years. The calculated transient probabilities are shown in Table 
6.5. 
Table 6.3: Deck/slab components in different conditions at year 0 
    
Quantity of Components in 
Condition 
  
  
 
1 2 3 4 
Year 0 2046 12611 6896 1406 
 
Table 6.4: Percentages of deck components in different conditions at year 0 
  
Percentage of Components in Condition 
Year Actual Year 1 2 3 4 
0 2015 9% 55% 30% 6% 
 
Table 6.5: Pre-rehab. expected conditions of deck/slab components calculated from actual 
quantities 
  
Percentage Quantity of Elements in Condition 
(Pre-Rehab.) 
Year Act. Year 
Condition 
1 
Condition 
2 
Condition 
3 
Condition 
4 
0 2015 9% 55% 30% 6% 
5 2020 7% 56% 31% 7% 
10 2025 6% 56% 31% 7% 
15 2030 4% 56% 31% 8% 
20 2035 4% 56% 32% 9% 
25 2040 3% 56% 32% 9% 
30 2045 2% 56% 32% 10% 
35 2050 2% 55% 32% 11% 
40 2055 1% 55% 32% 11% 
45 2060 1% 55% 32% 12% 
50 2065 1% 54% 33% 12% 
55 2070 1% 54% 33% 13% 
60 2075 1% 53% 33% 13% 
65 2080 0% 53% 33% 14% 
70 2085 0% 53% 33% 14% 
75 2090 0% 52% 33% 15% 
80 2095 0% 52% 33% 15% 
85 2100 0% 51% 33% 16% 
90 2105 0% 51% 33% 16% 
95 2110 0% 50% 33% 17% 
100 2115 0% 50% 33% 17% 
 
Equation 6.3 introduces the total rehabilitation cost according to transient 
probabilities, service criteria and the associated cost of maintenance, whereas 
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Equation 6.4 defines the total risk according to the Markov transition matrix and 
the consequent cost. 
Equation 6.3: Total rehabilitation cost according to service criteria in year ‘n’ 
  
  {  ( )        |     } 
 
 
Equation 6.4 
  
  ∑ (    
( )
     )
 
     
 
 
As mentioned in Section 3.5.3, the probabilities of a component being in a 
different condition scale at a certain age can be calculated using the following 
formula: 
Equation 6.5 
  ( )  [  
( )
  
( )
   
( )
] 
 
 ( )  is the Markov transition matrix for the deck/slab components for nth 
year (or n years’ time step in this case) 
 
  is the initial transition matrix shown in Table 6.4 
 
   is the total quantity of the components considered for risk identification 
and expenditure projection 
 
    is the unit cost matrix of the components for rehabilitation purposes 
from condition   to   
 
   defines the cost per unit associated with rehabilitation of the component to 
upgrade the condition from a worse condition to a better condition. At the highest 
level of rehabilitation cost data, the matrix will become a lower triangle matrix. This is 
given in Equation 6.6. 
Equation 6.6 
   [
         
   
         
] 
 
Based on the method presented here, each bridge component in the 
network can have a set of intervention criteria for each condition scale. This can 
be set using engineering judgement and from the experience of the network 
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maintenance and performance criteria. Figure 6.15 shows a typical criterion set 
for optimisation that was considered for this case study. For instance, Column 1 
categorizes the condition scales for deck components and Column 4 presents the 
intervention criteria relating to the level of service for the components. The 
intervention criteria as defined in this figure regarding the level of service for deck 
slab can be expressed mathematically, as shown in Equation 6.7. 
 
Figure 6.15: Intervention criteria defined for deck/slab component 
 
 
Equation 6.7 
  [          ] 
 
    is the highest proportion of the component that is allowed in condition 
  
 
 
In order to calculate the total cost for a bridge component it was necessary 
to calculate the maintenance cost of the component based on the maintenance 
set criteria. Hence, a maintenance matrix was introduced to transform the 
component proportion, which is greater than the highest allowed proportion of the 
component in a condition (based on the intervention criteria) to a defined 
condition. The matrix is expressed as follows: 
 
Equation 6.8 
   [
         
   
         
] 
 
If the components are not maintained or no action is taken, there is a 
probability that this will have an impact on future expenditure. This is called the 
consequence cost and Equation 6.9 defines the consequence cost matrix. 
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Equation 6.9 
  [         ] 
 
    is the consequence cost of component staying in condition   
 
The risk of being in different conditions in terms of consequence cost, also 
called the pre-rehabilitation cost for deck components, was calculated using 
Equation 6.4. The total risk cost is the mathematical sum of the consequence 
cost of the component in different conditions.  
 
Table 6.6 shows the pre-rehabilitation risk of deck components up to 100 
years, which is graphically shown in Figure 6.16. 
 
 
Table 6.6: Risk cost for deck components at pre-rehab. condition 
  Risk Calculated in Each Condition (Pre Rehab) Risk Cost 
(Pre 
Rehab) Year Act. Year 1 2 3 4 
0 2015  $    -     $ 1,891,650   $    3,448,000   $    1,827,800   $ 7,167,450  
5 2020  $    -     $ 1,911,914   $    3,513,449   $    2,028,974   $ 7,454,337  
10 2025 $    - $ 1,923,935   $    3,565,438  $    2,224,106  $ 7,713,480  
15 2030  $    -     $ 1,929,448   $    3,606,737   $    2,414,087   $ 7,950,272  
20 2035  $    -     $ 1,929,832   $    3,639,543   $    2,599,629   $ 8,169,003  
25 2040  $    -     $ 1,926,181   $    3,665,602   $    2,781,298   $ 8,373,081  
30 2045  $    -     $ 1,919,365   $    3,686,303   $    2,959,550   $ 8,565,218  
35 2050  $    -     $ 1,910,073   $    3,702,747   $    3,134,749   $ 8,747,569  
40 2055  $    -     $ 1,898,853   $    3,715,809   $    3,307,189   $ 8,921,851  
45 2060  $    -     $ 1,886,140   $    3,726,185   $    3,477,106   $ 9,089,431  
50 2065  $    -     $ 1,872,279   $    3,734,428   $    3,644,690   $ 9,251,396  
55 2070  $    -     $ 1,857,543   $    3,740,975   $    3,810,096   $ 9,408,614  
60 2075  $    -     $ 1,842,149   $    3,746,176   $    3,973,451   $ 9,561,776  
65 2080  $    -     $ 1,826,270   $    3,750,307   $    4,134,858   $ 9,711,435  
70 2085  $    -     $ 1,810,041   $    3,753,589   $    4,294,403   $ 9,858,033  
75 2090  $    -     $ 1,793,570   $    3,756,196   $    4,452,156  $10,001,922  
80 2095  $    -     $ 1,776,943   $    3,758,267   $    4,608,177  $10,143,387  
85 2100  $    -     $ 1,760,228   $    3,759,912   $    4,762,516  $10,282,656  
90 2105  $    -     $ 1,743,477   $    3,761,219   $    4,915,217  $10,419,912  
95 2110  $    -     $ 1,726,732   $    3,762,257   $    5,066,315  $10,555,304  
100 2115  $    -     $ 1,710,026   $    3,763,082   $    5,215,845  $10,688,953  
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Figure 6.16: Risk cost for deck components at pre-rehab. condition 
 
For calculating the cost incurred for maintenance intervention, the set 
criteria are given in Table 6.7. The criteria set out in this table were used to define 
the maintenance matrices, which were subsequently used to calculate the 
probability of staying in different condition.  
Table 6.7: Criteria set out for deck/slab component for intervention 
Intervention Criteria 
Greater 
Than 
Rehab back 
to Condition 
Cost/Unit ($) 
Percentage in Condition 1 100% 1 $   - 
Percentage in Condition 2 50% 1 $   80 
Percentage in Condition 3 40% 1 $   300 
Percentage in Condition 4 20% 2 $   800 
 
 
According to the intervention criteria for the deck/slab component, the 
following maintenance matrices can be derived. Multiplying the condition matrix 
(representing the quantity in each condition) with each of the following 
maintenance matrices results in transferring the percentage of the component to 
a better condition, as defined in Table 6.7. For example, if more than 40% of the 
component is in Condition 3, that percentage needs to be rehabilitated and 
retrofitted to Condition 2 (Table 6.7). Hence, the maintenance matrix 3 is derived 
such that, with the multiplication of the condition distribution vector matrix by the 
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maintenance matrix 3, the percentage in Condition 3 will be transferred to 
Condition 1 (Table 6.9). 
Table 6.8: Maintenance matrix for deck/slab component (condition 2) 
Maintenance Matrix 2 
1 0 0 0 
1 0 0 0 
0 0 1 0 
0 0 0 1 
 
Table 6.9: Maintenance matrix for deck/slab component (condition 3) 
Maintenance Matrix 3 
1 0 0 0 
0 1 0 0 
1 0 0 0 
0 0 0 1 
 
Table 6.10: Maintenance matrix for deck/slab component (condition 4) 
Maintenance Matrix 4 
1 0 0 0 
0 1 0 0 
0 0 1 0 
0 1 0 0 
 
According to the intervention criteria as defined in Table 6.7, the 
appropriate maintenance matrix is applied for each condition to calculate the next 
distribution probabilities for the next time step. The calculation process of 
transient probabilities using the criterion is shown in Table 6.11. 
Table 6.11: Deck/slab Percentage Quantity of components in different Condition (post- 
rehab.) 
Percentage Quantity of Elements in Condition (Post-rehab) - Detailed 
   
1 2 3 4 
 
Year 0 9% 55% 30% 6% 
Maintenance 4 
  
9% 55% 30% 6% 
Maintenance 3 
  
9% 55% 30% 6% 
Maintenance 2 
  
64% 0% 30% 6% 
 
Year 5 7% 56% 31% 7% 
Maintenance 4 
  
7% 56% 31% 7% 
Maintenance 3 
  
7% 56% 31% 7% 
Maintenance 2 
  
63% 0% 31% 7% 
 
Year 10 50% 8% 35% 8% 
Maintenance 4 
  
50% 8% 35% 8% 
Maintenance 3 
  
50% 8% 35% 8% 
Maintenance 2 
  
50% 8% 35% 8% 
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Year 15 39% 14% 38% 8% 
Maintenance 4 
  
39% 14% 38% 8% 
Maintenance 3 
  
39% 14% 38% 8% 
Maintenance 2 
  
39% 14% 38% 8% 
 
Year 20 31% 19% 40% 9% 
Maintenance 4 
  
31% 19% 40% 9% 
Maintenance 3 
  
72% 19% 0% 9% 
Maintenance 2 
  
72% 19% 0% 9% 
 
Year 25 57% 28% 5% 10% 
Maintenance 4 
  
57% 28% 5% 10% 
Maintenance 3 
  
57% 28% 5% 10% 
Maintenance 2 
  
57% 28% 5% 10% 
 
Year 30 45% 35% 8% 11% 
Maintenance 4 
  
45% 35% 8% 11% 
Maintenance 3 
  
45% 35% 8% 11% 
Maintenance 2 
  
45% 35% 8% 11% 
 
Year 35 36% 40% 11% 12% 
Maintenance 4 
  
36% 40% 11% 12% 
Maintenance 3 
  
36% 40% 11% 12% 
Maintenance 2 
  
36% 40% 11% 12% 
 
Year 40 29% 45% 13% 13% 
Maintenance 4 
  
29% 45% 13% 13% 
Maintenance 3 
  
29% 45% 13% 13% 
Maintenance 2 
  
29% 45% 13% 13% 
 
Year 45 23% 48% 15% 14% 
Maintenance 4 
  
23% 48% 15% 14% 
Maintenance 3 
  
23% 48% 15% 14% 
Maintenance 2 
  
23% 48% 15% 14% 
 
Year 50 18% 50% 17% 15% 
Maintenance 4 
  
18% 50% 17% 15% 
Maintenance 3 
  
18% 50% 17% 15% 
Maintenance 2 
  
68% 0% 17% 15% 
 
Year 55 54% 9% 21% 16% 
Maintenance 4 
  
54% 9% 21% 16% 
Maintenance 3 
  
54% 9% 21% 16% 
Maintenance 2 
  
54% 9% 21% 16% 
 
Year 60 43% 16% 25% 17% 
Maintenance 4 
  
43% 16% 25% 17% 
Maintenance 3 
  
43% 16% 25% 17% 
Maintenance 2 
  
43% 16% 25% 17% 
 
Year 65 34% 21% 27% 18% 
Maintenance 4 
  
34% 21% 27% 18% 
Maintenance 3 
  
34% 21% 27% 18% 
Maintenance 2 
  
34% 21% 27% 18% 
 
Year 70 27% 25% 29% 18% 
Maintenance 4 
  
27% 25% 29% 18% 
Maintenance 3 
  
27% 25% 29% 18% 
Maintenance 2 
  
27% 25% 29% 18% 
 
Year 75 22% 28% 31% 19% 
Maintenance 4 
  
22% 28% 31% 19% 
Maintenance 3 
  
22% 28% 31% 19% 
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Maintenance 2 
  
22% 28% 31% 19% 
 
Year 80 17% 31% 33% 20% 
Maintenance 4 
  
17% 31% 33% 20% 
Maintenance 3 
  
17% 31% 33% 20% 
Maintenance 2 
  
17% 31% 33% 20% 
 
Year 85 14% 33% 34% 20% 
Maintenance 4 
  
14% 53% 34% 0% 
Maintenance 3 
  
14% 53% 34% 0% 
Maintenance 2 
  
66% 0% 34% 0% 
 
Year 90 53% 8% 38% 1% 
Maintenance 4 
  
53% 8% 38% 1% 
Maintenance 3 
  
53% 8% 38% 1% 
Maintenance 2 
  
53% 8% 38% 1% 
 
Year 95 42% 15% 41% 2% 
Maintenance 4 
  
42% 15% 41% 2% 
Maintenance 3 
  
83% 15% 0% 2% 
Maintenance 2 
  
83% 15% 0% 2% 
 
Year 100 66% 26% 5% 3% 
 
 
Table 6.12: Risk cost for deck components at post-rehab. condition 
  Risk Calculated in Each Condition (Post-rehab.) 
Risk Cost (Post 
Rehab) Year 
Act. 
Year 
1 2 3 4 
0 2015  $     -     $1,891,650   $    3,448,000   $    1,827,800   $  7,167,450  
5 2020  $     -     $  280,139   $    3,916,857   $    2,099,200   $  6,296,196  
10 2025  $     -     $  499,881   $    4,289,297   $    2,338,971   $  7,128,149  
15 2030  $     -     $  671,671   $    4,585,149   $    2,553,376   $  7,810,197  
20 2035  $     -     $  805,400   $    4,820,161   $    2,747,394   $  8,372,955  
25 2040  $     -     $1,093,177   $       495,065   $    3,103,487   $  4,691,729  
30 2045  $     -     $1,317,259   $       888,324   $    3,425,491   $  5,631,073  
35 2050  $     -     $1,490,790   $    1,200,712   $    3,720,026   $  6,411,528  
40 2055  $     -     $1,624,209   $    1,448,861   $    3,992,354   $  7,065,424  
45 2060  $     -     $  1,725,809   $    1,645,981   $    4,246,660   $  7,618,450  
50 2065  $     -     $     313,461   $    2,170,606   $    4,550,342   $  7,034,408  
55 2070  $     -     $     559,339   $    2,587,346   $    4,818,633   $  7,965,318  
60 2075  $     -     $     751,563   $    2,918,388   $    5,058,540   $  8,728,492  
65 2080  $     -     $     901,199   $    3,181,354   $    5,275,635   $  9,358,187  
70 2085  $     -     $  1,017,033   $    3,390,243   $    5,474,344   $  9,881,620  
75 2090  $     -     $  1,106,047   $    3,556,176   $    5,658,186   $10,320,410  
80 2095  $     -     $  1,173,787   $    3,687,987   $    5,829,960   $10,691,734  
85 2100  $     -     $  1,224,657   $    3,792,692   $    5,991,891   $11,009,240  
90 2105  $     -     $     293,836   $    4,284,472   $       284,670   $  4,862,978  
95 2110  $     -     $     524,321   $    4,675,122   $       536,164   $  5,735,607  
100 2115  $     -     $     883,222   $       609,418   $       934,188   $  2,426,828  
 
The calculated transient probabilities were used to determine the post- 
rehabilitation cost of the deck components using Equation 6.4. The calculated 
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risk costs for post-rehabilitation condition are shown in Table 6.12, which can be 
graphically represented as shown in Figure 6.17. 
 
 
Figure 6.17: Risk cost for deck components at post-rehab. condition 
 
The expected overall condition rating (OCR) was calculated using the 
Equation 4.1 for both pre- and post-rehabilitation conditions and the results are 
presented in Figure 6.18 and in Figure 6.19. It is clear from the figures that with 
planned maintenance the OCR can be maintained within an acceptable range, 
even after 100 years. Without rehabilitation, the OCR drops to 2.68 after 100 
years. However, with regular maintenance, the OCR can return to 1.5 after 100 
years, which is better than the current deck/slab rating. 
The changes in transient probabilities are also shown for pre- and post- 
rehab. situations for deck components in Figure 6.20 and in Figure 6.21. The 
changes in the transition probabilities are followed by the set criteria, as shown in 
Table 6.7. 
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Figure 6.18: Expected overall condition rating for deck components pre-rehab. 
 
 
Figure 6.19: Expected overall condition rating for deck components post-rehab.  
 
 
Figure 6.20: Transient probabilities of deck components pre-rehab.  
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Figure 6.21: Transient probabilities of deck component post-rehab.  
 
 
6.5.3 Optimised Decision-making 
The most vital aspect of the asset management framework is optimised 
decision-making, that balances the costs and effectiveness of the system. 
Optimised decisions by asset managers are centred on two possible scenarios 
based on predicted conditions. 
– Firstly, determining the amount of funding required to maintain the 
components at a given condition state, and 
– Secondly, the selection of rehabilitation and maintenance activities for 
an available funding allocation 
The rehabilitation costs according to deterioration prediction and 
intervention criteria can be calculated for these two scenarios. In the first case, 
the rehabilitation costs for the deck/slab components were calculated using 
Equation 6.4, and the results are presented in Figure 6.22. From the figure, it is 
clear that to maintain the deck components in the road network of Victoria at a 
given or set criterion, as depicted in Table 6.7 the rehabilitation costs can be 
managed by five endorsements in the next 100 years. The total cost for 
maintaining a desired level of service throughout the next 100 years is A$11.3 
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million. The lowest OCR that might reach with this budget plan is 2.6 and the final 
overall condition rating after 100 years will be 1.5, indicating a well-maintained 
network. 
 
Figure 6.22: Rehabilitation costs for deck components for 100 years for set criteria 
 
However, obtaining the required amount of funding is not possible all the 
time. There might be a situation where instead of the required funding, a fixed 
amount of funding may be available to the engineers. For the above example, 
instead of obtaining $11.3 million for the next 100 years in 5 instances, let us 
assume that the authority will have access to $2 million in 100 years with two 
instances. The impact is obviously a more deteriorated state. The impact on OCR 
due to this scenario was calculated using the Excel® Solver equation with 
different scenarios and a selected solution is presented graphically in Figure 6.23. 
As the figure shows, the OCR drops to 2.8 after 100 years due to this limited 
budgeting situation, whereas previously the OCR was expected to be 1.5 with 
access to the required funding. This would clearly compromise the quality of 
service and allow components to deteriorate faster to their residual lives.  
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The criterion for maintenance intervention also changes to follow the budgeting 
restriction. The levels of service, which can be maintained with this limited 
budgeting situation, are shown in  
Table 6.13. Even though the solution is to keep the Condition 2 margin at a low 
level, the margin for Condition 3 and 4 is very high, allowing components to 
deteriorate a significant amount before taking any maintenance action on those 
two conditions. This might cause the components to reach an irreversible state, 
where improving the condition state will become expensive and/or impossible. 
The rehabilitation cost prediction is shown in Figure 6.24, which indicates 
that the total investment of $2 million in maintenance within the next 10 years will 
keep the bridge components maintained at a superior service level. From the 
elevated condition rating, the components are allowed to deteriorate for the next 
90 years, solving the limited budgeting constraints. The selected solution allows a 
significant number of components to enter a higher state of deterioration 
(Conditions 3 and 4) with no maintenance action being taken. However, the need 
to spread the budget over a significant amount of time instead of two peak 
investments while solving the limited budget problem was found to be beyond the 
capacity of Excel Solver ®. 
 
Figure 6.23: Expected OCR for deck components at post-rehab. situation for limited budget 
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Table 6.13: Criteria for deck/slab component for intervention with limited budget option 
Intervention Criteria Greater Than Rehab to Cond 
Percentage in Condition 1 100% 1 
Percentage in Condition 2 42% 1 
Percentage in Condition 3 94% 1 
Percentage in Condition 4 91% 2 
 
 
 
 
Figure 6.24: Predicted Rehab. Cost of deck components for limited budget situation 
 
6.5.4 Cost Optimisation for Other Components 
The cost optimisation tool was implemented for the other three 
components to visualize the budgeting requirements for 100 years. For abutment 
components the criteria set for maintaining desired levels of service are shown in 
Table 6.14. The cost per unit to improve the condition is an approximation, as the 
costing data was not available. With the set criteria, the risk costs pre- and post- 
rehab. situation are shown in Figure 6.25 and Figure 6.26. The figures indicate 
that the risk cost of the components is greater for the without maintenance 
situation, but can be reduced to the desired level with two events of maintenance. 
This will also ensure a good range of OCR compared to the pre-rehabilitation 
situation, even after 100 years of service, as shown in Figure 6.27 and Figure 
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6.28. The OCR drops to 1.96 after 100 years of no maintenance action, whereas 
with proper maintenance it can stay at 1.4. 
 
Table 6.14: Criteria for abutment component for intervention 
Intervention Criteria 
Greater 
Than 
Rehab to 
Condition Cost/Unit ($) 
Percentage in Condition 1 100% 1  $ -    
Percentage in Condition 2 30% 1  $350  
Percentage in Condition 3 20% 1  $700  
Percentage in Condition 4 30% 2  $1,600  
 
 
 
Figure 6.25: Risk cost for abutment components pre-rehab.  
 
 
 
Figure 6.26: Risk cost for abutment components post-rehab.  
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Figure 6.27: Expected OCR for abutment components pre-rehab.  
 
 
Figure 6.28: Expected OCR for abutment components post-rehab.  
 
 
The changes in transient probabilities with and without maintenance action 
are shown in Figure 6.29 and Figure 6.30, respectively. The changes in transient 
probabilities occur due to the criteria established to maintain the desired level of 
services. The predicted cost of rehabilitation is shown in Figure 6.31. The 
predicted cost of rehabilitation of abutment components for a desired level of 
service is $4.6 million for the next 100 years. 
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Figure 6.29: Changes in transient probabilities pre-rehab. for abutments 
 
 
 
Figure 6.30: Changes in transient probabilities post-rehab. for abutments 
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Figure 6.31: Predicted rehab. cost of abutment components 
 
 
Similar analyses were carried out for precast girders and piers, and the 
results obtained for these two components are shown in the following pages. The 
criteria for intervention are shown in Table 6.15 and Table 6.16. Assuming the 
cost per unit for the intervention criteria for girders, the risk cost, expected OCR, 
changes in transient probabilities and rehabilitation cost were calculated and the 
results are shown in Figure 6.32 to Figure 6.38. Similar calculations for pier 
components were carried out, and the results are presented in Figure 6.39 to 
Figure 6.45. Both the components show an improved OCR with planned 
maintenance work for the next 100 years. With the set criteria, the intervention 
time can be predicted from these figures. The costs of maintenance were 
predicted for the components, which is the required budget to maintain the 
components at a desired level of services. 
 
Table 6.15: Criteria for intervention: girders  
Intervention Criteria 
Greater 
Than 
Rehab to 
Condition Cost/Unit ($) 
Percentage in Condition 1 100% 1  $  -    
Percentage in Condition 2 40% 1  $400  
Percentage in Condition 3 20% 1  $800  
Percentage in Condition 4 30% 2  $2,000  
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Table 6.16: Criteria for intervention: piers 
Intervention Criteria 
Greater 
Than 
Rehab to 
Condition Cost/Unit ($) 
Percentage in Condition 1 100% 1  $  -    
Percentage in Condition 2 40% 1  $1,000  
Percentage in Condition 3 20% 1  $1,500  
Percentage in Condition 4 30% 2  $3,000  
 
 
Figure 6.32: Risk cost for girder components pre-rehab. 
 
 
Figure 6.33: Risk cost for girder components post-rehab.  
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Figure 6.34: Expected OCR of girder components without maintenance 
 
 
Figure 6.35: Expected OCR of girder components with planned maintenance 
 
 
Figure 6.36: Changes in transient probabilities for girders pre-rehab.  
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Figure 6.37: Changes in transient probabilities for girders post-rehab. 
 
 
Figure 6.38: Predicted rehab. cost of girder components 
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Figure 6.39: Risk cost for pier components pre-rehab. 
 
Figure 6.40: Risk cost for pier components post-rehab.  
 
 
Figure 6.41: Expected OCR of pier components without maintenance 
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Figure 6.42: Expected OCR of pier components with planned maintenance 
 
 
 
Figure 6.43: Changes in transient probabilities for piers pre-rehab.  
 
 
Figure 6.44: Changes in transient probabilities for piers post-rehab.  
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Figure 6.45: Predicted rehab. cost of pier components 
6.6 Summary 
The method of cost optimisation has been introduced in this chapter to aid 
road management authority managers to make justifiable and informed decisions. 
The optimisation method is based on different scenarios of possible rehabilitation 
criteria to identify the cost intervals for different strategies. This method can be 
utilised in two approaches. First, a desired level of service in the network can be 
maintained and the budget required to meet the set criterion can be calculated. 
This can be used for condition benchmarking of bridge components. Moreover, 
this can ensure the safety and long service life of concrete bridge components. In 
the second scenario, the impact of limited budget on OCR has been calculated. 
The impact is significantly higher, causing the OCR to drop to higher stage of 
deterioration because of budget constraints. The decision-making engineers can 
compare the suitability of both options and judge accordingly to maintain the 
bridge structure components. 
It should be noted that a number of assumptions have been made for the 
cost figures as well as the consequences. A validated set of costs as well as the 
consequences of a component of a bridge being in conditions 2 to 4 can improve 
the application of the method significantly. The objective of this chapter was to 
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demonstrate the application of the Markov process-based deterioration model for 
risk cost optimisation and the estimation of maintenance budgets.  
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Chapter 7 Conclusions 
 
7.1 Introduction 
Bridges are critical links in the road network and are considered to be a 
lifeline infrastructure, providing essential services to communities, especially in 
emergencies. With global climate change, the intensity and frequency of severe 
weather events are increasing, and increased traffic loadings are increasing the rate 
of deterioration. Therefore bridges are the most vulnerable component of road 
networks. 
The appropriate maintenance and management of ageing bridges, the critical 
nodes of highway and railway transportation systems, has become a major challenge 
for engineers. Half of the UK’s 152,000 bridges are more than 50 years old (Jandu, 
2008). Estimates of the number of deficient bridges vary from around 10% on the 
UK’s national highway network to over 40% for some countries (Jandu, 2008). The 
rehabilitation or replacement cost of these bridges has been estimated to be of the 
order of £4 billion. In the United States, 50% of all bridges were built before the 
1940s and approximately 42% of these structures are structurally deficient, resulting 
in maintenance costs of about 1% of the nation’s GDP (Aktan et al., 2001). There is a 
need for $900 billion worldwide to enhance the performance of deficient 
infrastructures, which might increase with time if no planned action is taken (Aktan et 
al., 2001). These statistics underline the importance of developing reliable and cost-
effective techniques for the massive structural rehabilitation and repair investment 
needed in the years ahead. The failure of ageing bridge structures due to lack of 
proper maintenance and management will have a major economic impact and 
endanger the safety of communities. 
This research work presents an effective approach for determining risk-cost 
optimised maintenance strategies during the service life of reinforced concrete bridge 
components experiencing deterioration due to different conditions. The process of 
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recording the performance of concrete bridge structures in the deteriorated 
environment with condition ratings by trained inspectors following a standard manual 
is discussed. Remaining service life assessment of a bridge is needed when the 
visual inspection results indicate that there are signs of degradation of structural 
members due to ageing, causing the structure to not function as originally designed. 
In this research, ANN has been deployed to model the deterioration of concrete 
structures using visual inspection data. Moreover, weight analysis was carried out to 
identify the significant parameters that influence the condition rating. A Markov chain-
based stochastic process is proposed to model the deterioration of the serviceability 
and capacity of concrete bridge components due to ageing. The impact of significant 
parameters identified in the ANN analysis has been evaluated using the Markov 
model and separate deterioration models are proposed. The Markov model results 
have been used to develop a cost-optimisation decision model to help engineers 
make informed decisions. The major conclusions drawn from the research are 
outlined in the following sections. 
7.2 Conclusions 
The research presents a data-driven analytical study aimed at predicting the 
condition rating of concrete bridge components in Victoria. The study utilises Markov 
chain theory and artificial intelligence (AI) to develop a deterioration prediction model. 
The results show that there are inherent differences in the predicted condition rating 
of different bridge components, depending on the method used. The major stages of 
the study can be summarised as follows: 
7.2.1 Conclusions Drawn from the Review of Previous Work 
The review of previous work identified that there are a number of different 
mechanisms of deterioration, which can lead to damage to concrete when exposed 
to aggressive environments and traffic loading. A number of stochastic, deterministic 
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and AI methods are available to predict deterioration of this nature. Moreover, a 
number of methods have been adopted by bridge management worldwide.  
Whilst numerous previous researchers have attempted to develop 
deterioration models for bridge components using discrete condition data collected 
by road authorities, a widely-accepted method which can account for a significant 
number of influencing parameters while allowing for the stochastic nature of 
deterioration is lacking. Models developed by researchers to date have not been 
widely accepted by bridge engineers. Currently, the decision-making processes 
adopted by road authorities in Australia are mainly reactive and based on a set of 
data collected immediately prior to decision-making. No attempt is made to forecast 
future conditions using previous trends of deterioration.  
The research presented here proposes a first step to account for numerous 
influencing parameters, an AI- based approach is most appropriate. However, these 
have been criticised in the past as being similar to “black boxes”, with the relationship 
between parameters and the output not visible to the users. Stochastic methods such 
as the Gamma process or the Markov process offer a superior approach and the 
ability to capture the inherently variable nature of deterioration. Considering the 
merits of the two approaches, a combined approach is considered to be most 
suitable to address the need.  
7.2.2 Data Pre-processing 
The data received from the road authority were scattered in nature, and the 
initial analysis revealed that the data distribution was not uniform. Hence, data were 
processed before deriving the model using ANN and the Markov process. Filtering 
rules were applied to remove the maintained bridges from the model calculation, to 
identify only the bridge components that were experiencing deterioration, as   perfect 
components, or those showing no sign of deterioration would make no contribution to 
the model. The filtering was carried out with the help of OCR values. To find the 
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deteriorated bridge components, the data were filtered to OCRs above 1.1.  The 
OCR threshold value of 1.1 confirms that the deterioration of the components has 
just begun, and it does not remove large numbers of deteriorated bridge components 
from consideration. The data pre-processing allowed the removal of maintained 
bridge components from consideration. This was essential to improve the accuracy 
of the developed model as there were no records of maintenance actions in the 
database. 
7.2.3 Conclusions Drawn from ANN Model Development 
An ANN model has been derived for different components of concrete bridge 
structures from the Level 2 condition monitoring data of Victoria. Using correlation 
testing and engineering judgements, seven input parameters were selected as the 
final input vectors for the ANN model. The data were scaled using the standard 
scaling methods described by (Olden and Jackson, 2002). A feed-forward back-
propagation (BP) multi-layer perceptron (MLP) ANN model was selected for the 
development of a deterioration model from the condition monitoring data. The 
hyperbolic tangent sigmoid function, known as ‘tansig,’ was selected as the transfer 
function for the networks from both the input to hidden and hidden to output layers. 
To train the BP-MLP neural network with the training data, a Bayesian regularisation 
function was selected. This function updates the weight and bias values according to 
Levenberg-Marquardt optimisation (Roweis, 1996). Since the data correspond to a 
time series, the sampling was carried out using the random function. The model 
prediction accuracy was within the acceptable range and the model is therefore 
appropriate to predict the future condition ratings of bridge components when the 
magnitudes of the influencing parameters are known. The results indicate the 
potential of ANN models as prediction methods for the deterioration of concrete 
bridge components. The significant parameters identified from the ANN model are: 
– AADT 
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– Length 
– Width 
– Commercial Vehicle percentage (CV%) 
– Age 
– Exposure 
– Span 
 Of these parameters, AADT, CV and construction era were further utilised to 
calculate the impact of parameters on deterioration trends using Markov modelling. 
The significant parameters identified through weight analysis signify real-life 
situations. The ANN model captures the influence of different parameters while 
predicting the future condition rating, which is not possible using stochastic or 
deterministic method.  
However, the records of maintenance work carried out on bridge components 
were not considered, which may reduce the accuracy of the model. If there is a way 
of capturing maintenance records, the quality of predictions of ANN-based models 
can be further improved. 
7.2.4 Conclusions Drawn from Markov Model Development 
An attempt was made using the database of condition monitoring inspections 
to develop a stochastic model, namely a Markov model. In this research, Markov 
modelling has been used to predict the future condition rating of concrete bridge 
components with the same data set used for ANN model development. Transition 
matrices have been derived using three different methodologies and the results 
compared. Each method has merits and demerits. However, the Bayesian approach 
shows better performance as it reaches the global optimum value while calculating 
the transition probabilities. The model performances were validated using Pearson’s 
chi-squared goodness-of-fit test, and satisfactory results were observed. 
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Moreover, cluster analyses were carried out to identify the impact of 
significant parameters on condition rating. The Bayesian approach has been 
selected as a suitable method for cluster analysis because of its ability to reach 
global optimum solution points rather than local optimum. AADT, commercial vehicle 
percentage and construction era were considered for the clustered analysis. From 
the cluster analysis it can be concluded that the increase in AADT and commercial 
vehicle percentage lead to an increase in the rate of deterioration. 
7.2.5 Conclusions from Cost-Optimisation Tool 
Development 
The Markov model results have been used to develop a cost-optimisation tool 
for bridge components in order to facilitate decision-making. The developed transition 
matrices were used along with set criteria to predict the risk cost for components for 
pre- and post- rehabilitation situations. In developing this tool, two approaches have 
been considered. In the first approach, the required amount of budget was calculated 
to maintain a desired level of service which can be controlled by engineers. On the 
other hand, with a limited budget, the impact on OCR and risk cost has been 
calculated. The tool can be used to compare both scenarios and enable informed 
decisions on the maintenance of infrastructures. The demonstration of the method is 
presented using assumed costs and maintenance thresholds. Road authorities can 
customise these to suit their needs. 
7.3 Recommendations for Future Work  
This study has established that the Markov chain approach to the 
deterioration prediction of bridge components is a suitable method. The ANN model 
complements the proposed Markov model and increases its   performance by 
allowing for the influence of numerous parameters. The Markov model could be 
implemented in current bridge management systems in order to assist in the 
maintenance and replacement decisions for road authorities, based on VicRoads 
bridge inspection data. The research reported here is an attempt to utilise the 
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condition monitoring inspection database to help engineers make informed decisions 
on the maintenance of bridge structures. An attempt has been made to make the 
model precise and practical.  However, there is scope for further development and 
enhancement of the model. 
7.3.1 Suggestions to Improve the Database 
The database of VicRoads condition monitoring inspections does not contain 
all the required information that could lead to the development of a better model with 
enhanced performance. The following list of suggestions would improve the 
database quality, which in turn will improve prediction performance: 
– Maintenance data of the bridges should be captured in the database 
– If the types of concrete bridge structure based on structural 
configuration, such as cantilevered steel, continuous steel and pre-
stressed concrete, can be clearly identified, that will help to cluster and 
group the data for better results. 
– Information on design loads adopted or the design code used is an 
important parameter which could lead to a better understanding of 
deterioration. 
– Skew angle information was missing, which has a role in the 
deterioration of bridges. 
– Reinforcement protection categories should be kept in the database. 
7.3.2 Scope for Future Work 
To improve the prediction of condition rating and forecast efficient 
rehabilitation costs, the following studies could be carried out, which were  beyond 
the scope of the present  research: 
– The ANN model should incorporate the maintenance data to ensure 
that the data set is clean and represents intervened and un-intervened 
deterioration. 
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– The type of maintenance that has been carried out on components 
could be considered for the development of the clustered Markov 
model. 
– A method of condition aggregation to evaluate the condition of a 
bridge as a function of the condition of components would useful for 
decision- making at network level. 
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APPENDIX A Analytical Results of Different Methods 
 
Table A.1: Calculated transition matrix for precast girders using non-linear optimisation 
Transition Matrix for Girder 
Condition 1 2 3 4 
1 0.58 0.42 0.00 0.00 
2 0.00 0.89 0.11 0.00 
3 0.00 0.00 0.14 0.86 
4 0.00 0.00 0.00 1.00 
 
 
 
Figure A.1: Predicted transition probability of precast girders using non-linear optimisation 
method 
 
 
 
Figure A.2: Calculated overall condition of precast girders using transition matrix by non-linear 
optimisation method 
 
 
 
 
0
0.2
0.4
0.6
0.8
1
0 10 20 30 40 50 60 70 80
P
ro
b
a
b
il
it
y
 
Age (Years) 
Transition Probabilities for Precast Girders 
Condition 1 Condition 2 Condition 3 Condition 4
1
1.5
2
2.5
3
3.5
4
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85
C
o
n
d
it
io
n
 S
ta
te
s 
Age (Years) 
Expected Condition, Precast Girders 
Expected Conditions
  
187 
 
 
Table A.2: Calculated transition matrix of bridge abutments using non-linear optimisation 
Transition Matrix 
Condition 1 2 3 4 
1 0.91 0.09 0.00 0.00 
2 0.00 0.95 0.05 0.00 
3 0.00 0.00 0.95 0.05 
4 0.00 0.00 0.00 1.00 
 
 
 
Figure A.3: Predicted transition probability of abutments using non-linear optimisation method 
 
 
 
Figure A.4: Calculated overall condition of abutments using transition matrix by non-linear 
optimisation method 
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Table A.3: Calculated transition matrix of bridge component piers using non-linear 
optimisation 
Transition Matrix 
Condition 1 2 3 4 
1 0.967 0.019 0.014 0.000 
2 0.000 1.000 0.000 0.000 
3 0.000 0.000 0.990 0.010 
4 0.000 0.000 0.000 1.000 
 
 
 
 
Figure A.5: Predicted transition probability of piers using non-linear optimisation method 
 
 
Figure A.6: Calculated overall condition of piers using transition matrix by non-linear 
optimisation method 
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Table A.4: Calculated transition matrix of piers using Bayesian approach 
 
Transition Matrix 
Condition 1 2 3 4 
1 0.998 0.002 0.000 0.000 
2 0.000 1.000 0.000 0.000 
3 0.000 0.000 1.000 0.000 
4 0.000 0.000 0.000 1.000 
 
 
 
Figure A.7: Predicted transition probability of piers using Bayesian approach 
 
 
Figure A.8: Calculated overall condition of piers using transition matrix developed by 
Bayesian approach 
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Table A.5: Calculated transition matrix of girders using Bayesian approach 
Transition Matrix 
Condition 1 2 3 4 
1 0.9944 0.0051 0 0.0005 
2 0 0.9831 0.0166 0.0003 
3 0 0 1 0 
4 0 0 0 1 
 
 
Figure A.9: Predicted transition probability of precast girders using Bayesian approach 
 
 
Figure A.10: Calculated overall condition of precast girder using transition matrix developed 
by Bayesian approach 
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Table A.6: Calculated transition matrix of abutments using Bayesian approach 
 
Transition Matrix 
Condition 1 2 3 4 
1 0.9896 0.0068 0.0028 0.0008 
2 0.0000 1.0000 0.0000 0.0000 
3 0.0000 0.0000 1.0000 0.0000 
4 0.0000 0.0000 0.0000 1.0000 
 
 
 
Figure A.11: Predicted transition probability of abutments using Bayesian approach 
 
 
 
Figure A.12: Calculated overall condition of abutments using transition matrix developed by 
Bayesian approach 
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Figure A.13: Predicted transition probability of precast girders using Bayesian approach for 
clustered data based on AADT (Group 1) 
 
 
Figure A.14: Predicted transition probability of precast girders using Bayesian approach for 
clustered data based on AADT (Group 2) 
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Figure A.15: Predicted transition probability of precast girders using Bayesian approach for 
clustered data based on AADT (Group 3) 
 
 
 
Figure A.16: Predicted transition probability of precast girders using Bayesian approach for 
clustered data based on AADT (Group 4) 
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Figure A.17: Predicted transition probability of abutments using Bayesian approach for 
clustered data based on AADT (Group 1) 
 
 
Figure A.18: Predicted transition probability of abutments using Bayesian approach for 
clustered data based on AADT (Group 2) 
 
0
0.2
0.4
0.6
0.8
1
0 25 50 75 100 125 150 175 200
P
ro
b
a
b
il
it
y
 
Age (Years) 
AADT cluster group 1 for abutments 
Condition 1 Condition 2 Condition 3 Condition 4
0
0.2
0.4
0.6
0.8
1
0 25 50 75 100 125 150 175 200
P
ro
b
a
b
il
it
y
 
Age (Years) 
Insert title 
Condition 1 Condition 2 Condition 3 Condition 4
  
195 
 
 
Figure A.19: Predicted transition probability of abutments using Bayesian approach for 
clustered data based on AADT (Group 3) 
 
 
Figure A.20: Predicted transition probability of abutments using Bayesian approach for 
clustered data based on AADT (Group 4) 
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Figure A.21: Predicted transition probability of piers using Bayesian approach for clustered 
data based on AADT (Group 1) 
 
 
Figure A.22: Predicted transition probability of piers using Bayesian approach for clustered 
data based on AADT (Group 2) 
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Figure A.23: Predicted transition probability of piers using Bayesian approach for clustered 
data based on AADT (Group 3) 
 
 
Figure A.24: Predicted transition probability of piers using Bayesian approach for clustered 
data based on AADT (Group 4) 
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Figure A.25: Predicted transition probability of abutments using Bayesian approach for 
clustered data based on CV value (Group 1) 
 
 
Figure A.26: Predicted transition probability of abutments using Bayesian approach for 
clustered data based on CV value (Group 2) 
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Figure A.27: Predicted transition probability of abutments using Bayesian approach for 
clustered data based on CV value (Group 3) 
 
 
Figure A.28: Predicted transition probability of precast girders using Bayesian approach for 
clustered data based on CV value (Group 1) 
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Figure A.29: Predicted transition probability of precast girders using Bayesian approach for 
clustered data based on CV value (Group 2) 
 
 
Figure A.30: Predicted transition probability of precast girders using Bayesian approach for 
clustered data based on CV value (Group 3) 
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Figure A.31: Predicted transition probability of precast girders using Bayesian approach for 
clustered data based on CV value (Group 4) 
 
 
Figure A.32: Predicted transition probability of piers using Bayesian approach for clustered 
data based on CV value (Group 1) 
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Figure A.33: Predicted transition probability of piers using Bayesian approach for clustered 
data based on CV value (Group 2) 
 
 
 
Figure A.34: Predicted transition probability of piers using Bayesian approach for clustered 
data based on CV value (Group 3) 
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 25 50 75 100 125 150 175 200
P
ro
b
a
b
il
it
y
 
Age (Years) 
Condition 1 Condition 2 Condition 3 Condition 4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 25 50 75 100 125 150 175 200
P
ro
b
a
b
il
it
y
 
Age (Years) 
Condition 1 Condition 2 Condition 3 Condition 4
  
203 
 
 
Figure A.35: Predicted transition probability of precast girders using Bayesian approach for 
clustered data based on construction period, 1980 to 1990  
 
 
Figure A.36: Predicted transition probability of precast girders using Bayesian approach for 
clustered data based on construction period, 1970 to 1980  
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Figure A.37: Predicted transition probability of precast girders using Bayesian approach for 
clustered data based on construction period, 1960 to 1970 
 
 
Figure A.38: Predicted transition probability of precast girders using Bayesian approach for 
clustered data based on construction period, 1950 to 1960  
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Figure A.39: Predicted transition probability of piers using Bayesian approach for clustered 
data based on construction period, 1980 to 1990  
 
 
Figure A.40: Predicted transition probability of piers using Bayesian approach for clustered 
data based on construction period, 1970 to 1980 
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Figure A.41: Predicted transition probability of piers using Bayesian approach for clustered 
data based on construction period, 1960 to 1970 
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APPENDIX B Pseudo Code for ANN and Markov Model 
 
 ANN Model 
(Papagelis and Kim) 
 
Assign all network inputs and output  
Initialize all weights with small random numbers, typically between -1 and 1  
repeat  
    for every pattern in the training set  
        Present the pattern to the network  
//        Propagated the input forward through the network:  
            for each layer in the network   
                for every node in the layer   
                    1. Calculate the weight sum of the inputs to the node   
                    2. Add the threshold to the sum   
                    3. Calculate the activation for the node   
                end   
            end  
//        Propagate the errors backward through the network  
             for every node in the output layer   
                calculate the error signal   
            end  
            for all hidden layers   
                for every node in the layer   
                    1. Calculate the node's signal error   
                    2. Update each node's weight in the network   
                end   
            end  
//        Calculate Global Error  
            Calculate the Error Function  
    end  
 
while ((maximum  number of iterations < than specified) AND   
          (Error Function is > than specified)) 
 
 
 
 
 Markov Model (MH Algorithm) 
 
1. Start at current position. Initialize the algorithm with an arbitrary value. 
 
2. Propose moving to a new position (investigate a random stone near you). 
 
3. Accept the position based on the position's adherence to the data and prior 
distributions (ask if the random stone likely came from the mountain or not). 
 
4. If you accept: Move to the new position. Return to Step 1. 
 
5. After a large number of iterations, return the positions. 
 
 
