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In many applications, stochastic processes are used to model the input of a real
system. These stochastic processes are often supposed to be Markovian but, for some
important applications in ﬁnance, telecommunication networks, biology, etc., it is
required that the underlying stochastic processes satisfy the long-range dependence
criterion: this means that the behavior of the process after a time t depends not only
on the situation at time t but also on the previous history of the process.
Another property that characterizes many of the processes found in applications is
self-similarity. We say that a process fX tgtX0 is H-self-similar if, for each a40; the
stochastic processes
fX atgtX0
and
faHX tgtX0
have the same law, where H is called the Hurst parameter. The usual Brownian
motion is a 1
2
-self-similar stochastic process. Estimations based on real data seem to
suggest that often the underlying stochastic process must have a self-similarity index
H between 12 and 1 (see, [8] and references therein).
Let H 2 ð0; 1Þ: The fractional Brownian motion with Hurst parameter H can be
deﬁned as the centered Gaussian process B ¼ fBtgtX0 with covariance function
RH ðs; tÞ ¼ 12ðt2H þ s2H  jt  sj2H Þ: (1)
This process was ﬁrst studied by Kolmogorov [14] and later by Mandelbrot and Van
Ness [16]. The essential feature that makes the fractional Brownian motion (fBm) an
appropriate model for many applications is the fact that fBm is an H-self-similar
Gaussian process whose increments are stationary and exhibit long-range
dependence. If H ¼ 1
2
; the process B is a standard Brownian motion but, for
Ha 1
2
; it is not a semimartingale (see, for instance [21]). From (1), it is easy to deduce
E½jBt  Bsj2 ¼ jt  sj2H ;
which implies that B has a-Ho¨lder continuous paths for all a 2 ð0; HÞ:
Fix t40 and set tnk:¼ ktn ; where n is a positive integer and k ¼ 0; 1; . . . ; n: Then, we
have the following result for the p-variation of B (see [21]):
Xn1
k¼0
jBtn
kþ1
 Btn
k
jp !L
1ðOÞ
n!1
þ1 if po 1
H
;
tE½jB1j1=H  if p ¼ 1H ;
0 if p4 1
H
:
8><
>: (2)
Empirical studies suggest that the share price processes observed in ﬁnancial
markets exhibit long-range dependence of returns. This empirical feature indicates
that fBm could be an appropriate model for the dynamics of the share price
processes. In fact, this was proposed by several authors (see, for instance, [3]).
Unfortunately, these models allow arbitrage opportunities as was showed by Rogers
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of fBm. However, Shiryaev [26] has proposed a remedy to this situation by
suggesting that if the fBm is perturbed by a standard Brownian motion (the sum of
a fBm and an independent Brownian motion is called mixed fBm) then, for the
fractional Black–Scholes model, it is possible to replicate the portfolio. Moreover,
Cheridito [5] has proved that, for H4 3
4
; the mixed fBm is equivalent to Brownian
motion and therefore, the Black–Scholes theory can be used for option pricing.
Finally, we refer to the work of Djehiche and Eddahbi [9], where formulas for
replicating portfolios are deduced for contingent claims in Black–Scholes markets
modulated by fBm. Hence, the fBm has important applications in ﬁnance and
a theory of stochastic integration with respect to this process is now a subject of
active research.
Since the fBm is not a semimartingale for Ha 1
2
; the Itoˆ approach to the
construction of a stochastic integral with respect to fBm is not valid. Two main
approaches have been suggested in order to deﬁne stochastic integrals with respect to
fBm. We now brieﬂy present the main ideas behind these approaches.1. The pathwise approach was introduced by Lin [15] and further developed by Dai
and Heyde [6] and uses a pathwise Riemann–Stieltjes method in order to deﬁne
this integral for H4 1
2
: Since the fBm B has a-Ho¨lder continuous paths for all
a 2 ð0; HÞ; if the integrand process u has b-Ho¨lder continuous paths with aþ b41
then, by Young’s approach (see [27,23]), the pathwise integral
R t
0 us dBs is well
deﬁned. A similar pathwise stochastic integral based on fractional calculus was
introduced by Za¨hle [28].2. The Malliavin calculus approach to fBm stochastic integration was developed by
Decreusefond adn U¨stu¨nel [7], Carmona and Coutin [4], Alo`s et al. [1], Alo`s and
Nualart [2], Duncan et al. [10], and Hu and Øksendal [12]. This approach is based
on the fact that fBm is a Gaussian process and uses the Malliavin calculus
techniques (see [18]) as the main tool in order to deﬁne the stochastic integral with
respect to fBm. The divergence integral, as deﬁned in the framework of Malliavin
calculus, is interpreted as a stochastic integral with respect to fBm. This integral
has zero mean and can be obtained as the limit of Riemann sums deﬁned using
Wick products. Moreover, the divergence integral, denoted by
R t
0 usdBs; turns out
to be equal to the symmetric integral deﬁned by Russo and Valois [22] plus a
complementary term (see [2]).
In this paper, we consider the stochastic integral with respect to fBm in the case
1
2
oHo1; as deﬁned in the framework of Malliavin calculus (second approach). In
particular, we consider the divergence integral
R t
0 usdBs; as deﬁned by Alo`s and
Nualart [2]. Our purpose is to study the 1=H-variation of the process fR t0 usdBsgtX0
and to generalize result (2) for this divergence integral.
Our main result is Theorem 4.4 which states that the 1=H-variation of the
divergence integral
R 
0 usdBs on a time interval ½0; T  is equal to CH
R T
0 jusj1=H ds;
where CH is a constant depending on H. A multi-dimensional version of this result is
given in Theorem 4.8.
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representation of Bessel processes with respect to fBm. The Bessel processes with
respect to standard Brownian motion are important models for ﬁnancial
applications, particularly for pricing Asian options as discussed by Geman and
Yor [11]. It is not clear if the techniques developed by these authors can be
generalized for Bessel processes with respect to fBm (or fBm perturbed by a standard
Brownian motion) and Asian options in fractional Black–Scholes markets. An
answer to this question demands further research.2. Preliminaries on the fBm
In this section we will summarize some results about stochastic integrals with
respect to fBm. The main references for all these results are Alo`s et al. [1] and Alo`s
and Nualart [2].
Fix H 2 1
2
; 1
 
and a time interval ½0; T : We assume that the fBm B ¼ fBtgt2½0;T 
with Hurst parameter H is deﬁned in a complete probability space ðO;F; PÞ; where
F is generated by B: We denote by E the set of step functions deﬁned on ½0; T : Let
H be the Hilbert space deﬁned as the closure of E with respect to the scalar product
h1½0;t; 1½0;siH ¼ RH ðt; sÞ:
The map 1½0;t ! Bt can be extended to an isometry between H and the Gaussian
space H1ðBÞ associated to B. This Gaussian space is a closed subspace of L2ðO;F; PÞ
whose elements are zero-mean Gaussian random variables. We denote the isometry
between H and H1ðBÞ; by
f! BðfÞ: (3)
Consider the integrable kernel
KH ðt; sÞ :¼ cHsð1=2ÞH
Z t
s
ju  sjH3=2uH1=2 du
where cH ¼ Hð2H1Þbð22H;H1=2Þ
h i1=2
and t4s: Now, we deﬁne the operator KnH : E!
L2½0; T  by
ðKnHjÞðsÞ ¼
Z T
s
jr
@KH
@r
ðr; sÞdr: (4)
It can be shown (see [2]) that
hKnHj; KnHciL2½0;T  ¼ hj;ciH; (5)
and therefore KnH is an isometry betweenH and L
2½0; T : As a consequence, the fBm
B has an integral representation of the form
Bt ¼
Z t
0
KH ðt; sÞdW s;
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but distributions of negative order. For a discussion on this subject, see [20]. It is
useful to use, instead ofH; the subspace jHj which is the space of functions j such
that
kjk2jHj :¼ aH
Z T
0
Z T
0
jjrj jjuj jr  uj2H2 drduo1;
where aH :¼Hð2H  1Þ: The space jHj is a Banach space with the norm k  kjHj;
admits E as a dense subset and is isometric to a subspace ofH: We identify jHj with
this subspace.3. Malliavin calculus for the fBm
We now summarize the basic results of Malliavin calculus with respect to fBm.
For a comprehensive presentation of Malliavin calculus we refer to Nualart [18].
Let S be the set of smooth and cylindrical random variables of the form
F ¼ f ðBðf1Þ; . . . ; BðfnÞÞ;
where nX1; f 2 C1b ðRnÞ; fi 2H and BðfiÞ is deﬁned by (3).
The derivative operator is deﬁned in S as the H-valued random variable
DF :¼
Xn
i¼1
@f
@xi
ðBðf1Þ; . . . ; BðfnÞÞfi:
It can be shown that the derivative operator is a closable operator from LpðOÞ into
LpðO;HÞ for any pX1: We denote by Dk the iteration of D. For any pX1; we deﬁne
the Sobolev space Dk;p as the closure of S with respect to the norm
kFkpk;p :¼E½jF jp þ E
Xk
j¼1
kDjFkp
Hj
" #
:
In a similar way, given a Hilbert space V, we can deﬁne the Sobolev space of
V-valued random variables, denoted by Dk;pðV Þ:
Now, we present the chain rule for the derivative operator (see [18]). Let j :
Rm ! R be such that j 2 C1bðRmÞ: Suppose that F ¼ ðF1; . . . ; F mÞ is a random vector
whose components belong to D1;p with pX1: Then jðF Þ 2 D1;p; and
DðjðF ÞÞ ¼
Xm
i¼1
@j
@xi
ðF ÞDF i: (6)
The divergence operator d is the adjoint of the derivative operator, deﬁned by
means of the duality relationship
E½FdðuÞ ¼ E½hDF ; uiH;
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variables u 2 L2ðO;HÞ such that
jEhDF ; uiHjpckFk2
for all F 2S: We have the inclusion D1;2ðHÞ  DomðdÞ:
The divergence operator satisﬁes the following properties:1. For any u 2 D1;2ðHÞ we have that
kuk2
D1;2ðHÞXE½dðuÞ2 ¼ E½kuk2H þ E½hDu; ðDuÞniHH;
where ðDuÞn is the adjoint of Du in the Hilbert space HH:
2. If F 2 D1;2 and u 2 DomðdÞ are such that Fu 2 L2ðO;HÞ and FdðuÞ  hDF ; uiH 2
L2ðOÞ; then Fu 2 DomðdÞ and we have the following integration by parts
formula:
dðFuÞ ¼ FdðuÞ  hDF ; uiH: (7)
Moreover, we have the following local properties for operators D and d (see [18]):1. Let F 2 D1;2 such that F ¼ 0 a.s. on a set A 2F: Then DF ¼ 0 a.s. on A.
2. Let u 2 D1;2ðHÞ and A 2F be such that uðoÞ ¼ 0 a.s. on A. Then dðuÞ ¼ 0 a.s.
on A.
Denote by jHj  jHj the space of functions deﬁned on ½0; T 2 such that
kjk2jHjjHj :¼ a2H
Z
½0;T 4
jjr;yj jju;Zj jr  uj2H2jy Zj2H2 drdu dydZo1:
This space is also a Banach space, which is isometric to a subspace ofHH and it
will be identiﬁed with this subspace.
For any pX1; we denote by D1;pðjHjÞ the subspace of the Sobolev space D1;pðHÞ
whose elements u are such that u 2 jHj a.s., Du 2 jHj  jHj a.s. and
E½kukpjHj þ E½kDukpjHjjHjo1:
We have the inclusion
D1;2ðjHjÞ  D1;2ðHÞ  DomðdÞ
and
E½dðuÞ2pE½kuk2jHj þ E½kDuk2jHjjHj:
By Meyer’s inequalities (see [18]), for all p41; the divergence operator
d : D1;pðHÞ ! LpðOÞ
is a continuous operator, that is,
kdðuÞkpppCpkukpD1;pðHÞ:
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kdðuÞkpppCpkukpL1;p
H
(8)
if u 2 L1;pH and p41; where L1;pH is the set of processes u 2 D1;pðjHjÞ such that
kukp
L
1;p
H
:¼E½kukp
L1=H ð½0;T Þ þ E½kDuk
p
L1=H ð½0;T 2Þo1: (9)
4. The 1=H-variation of the divergence integral
Fix T40 and set tni :¼ iTn ; where n is a positive integer and i ¼ 0; 1; . . . ; n: Let
X ¼ fX tgt2½0;T  be a given stochastic process deﬁned in the complete probability
space ðO;F; PÞ: Let V pnðX Þ be the random variable deﬁned by
VpnðX Þ :¼
Xn1
i¼0
jX tn
iþ1
 X tn
i
jp;
where p40: We deﬁne the p-variation of the stochastic process X as the limit, in
L1ðOÞ; of VpnðX Þ as n !1; if it exists.
Now, we introduce the indeﬁnite divergence integral with respect to fBm. Let
H 2 ð1
2
; 1Þ and u 2 L1;1=HH : Then, for all t, u1½0;t 2 L1;1=HH and we can deﬁne the
indeﬁnite divergence integral, with respect to the fBm of Hurst parameter H, by
Z t
0
usdBs :¼ dðu1½0;tÞ:
Sufﬁcient conditions for the continuity of this divergence integral are given in the
next theorem (for a proof of this result, see [2]).
Theorem 4.1. Let u 2 L1;pH ; where p4 1H and assume that
Z T
0
jE½usjp ds þ
Z T
0
E
Z T
0
jDsurj1=H ds
 pH
dro1: (10)
Then
R 
0 usdBs is a.s. g-Ho¨lder continuous for all goH  1=p:
Now we prove some technical lemmas.
Lemma 4.2. Let X ¼ fX tgt2½0;T  and Y ¼ fY tgt2½0;T  be stochastic processes defined on
ðO;F; PÞ such that E½V 1=Hn ðX Þ and E½V 1=Hn ðY Þ are finite. Then
E½jV 1=Hn ðX Þ  V1=Hn ðY Þj
p 1
H
ðE½V1=Hn ðX  Y ÞÞHfðE½V 1=Hn ðX ÞÞ1H þ ðE½V 1=Hn ðY ÞÞ1Hg:
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f : ½a; b ! R deﬁned by
f ðxÞ ¼ jxj1=H ;
with 1
2
oHo1: Applying the mean value theorem to f, we have that
jjbj1=H  jaj1=H jpjb  aj 1
H
ðjbj1=H1 þ jaj1=H1Þ (11)
and, therefore,
E½jV 1=Hn ðX Þ  V1=Hn ðY Þj
pE
Xn1
i¼0
j jX tn
iþ1  X tni j1=H  jY tniþ1  Y tni j1=H j
" #
p 1
H
E
Xn1
i¼0
jðX tn
iþ1
 Y tn
iþ1
Þ  ðX tn
i
 Y tn
i
Þj
"
ðjX tn
iþ1  X tni j1=H1 þ jY tniþ1  Y tni j1=H1Þ
i
:
Applying Ho¨lder’s inequality with p ¼ 1=H ; we ﬁnally obtain the estimate
E½jV 1=Hn ðX Þ  V1=Hn ðY Þj
p 1
H
E
Xn1
i¼0
jðX tn
iþ1  Y tniþ1 Þ  ðX tni  Y tni Þj1=H
( )H
 E
Xn1
i¼0
jX tn
iþ1  X tni j1=H
( )1H
þ E
Xn1
i¼0
jY tn
iþ1  Y tni j1=H
( )1H0@
1
A: &
Lemma 4.3. Let u; v 2 L1;1=HH and X t ¼
R t
0 usdBs; Y t ¼
R t
0 vsdBs; for each t 2 ½0; T :
Then
E½jV 1=Hn ðX Þ  V 1=Hn ðY ÞjpkHku  vkL1;1=H
H
ðkukð1HÞ=H
L
1;1=H
H
þ kvkð1HÞ=H
L
1;1=H
H
Þ;
where kH is a constant depending on H :
Proof. By Lemma 4.2, we get the following estimate:
E½jV 1=Hn ðX Þ  V 1=Hn ðY Þj
p 1
H
E
Xn1
i¼0
Z tn
iþ1
tn
i
ðus  vsÞdBs


1=H
8<
:
9=
;
H
 E
Xn1
i¼0
Z tn
iþ1
tn
i
usdBs


1=H
8<
:
9=
;
1H
þ E
Xn1
i¼0
Z tn
iþ1
tn
i
vsdBs


1=H
8<
:
9=
;
1H0B@
1
CA: ð12Þ
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E
Xn1
i¼0
Z tn
iþ1
tn
i
usdBs


1=H
pC
Xn1
i¼0
E
Z T
0
jusj1=H1½tn
i
;tn
iþ1ÞðsÞds
 
þE
Z T
0
Z T
0
jDsðut1½tn
i
;tn
iþ1ÞðtÞÞj1=H ds
 
dt
 
;
where C is a constant. Applying the local property of the derivative operator to the
last term, we get
E
Xn1
i¼0
Z tn
iþ1
tn
i
usdBs


1=H
pC E
Z T
0
jusj1=H ds
 
þ E
Z T
0
Z T
0
jDsutj1=H ds
 
dt
  
¼ Ckuk1=H
L
1;1=H
H
;
and we have similar estimates for the other terms in (12). Therefore, we get the
desired result. &
Applying Lemma 4.3, it is clear that if u 2 L1;1=HH and X t ¼
R t
0 usdBs; for each
t 2 ½0; T ; then
E½jV 1=Hn ðX ÞjpkHkuk1=HL1;1=H
H
: (13)
Consider the following spaces of random variables:
D
1;1=H
0 :¼ F 2 D1;1=H : E
Z T
0
jDsF j1=H ds
 
o1
 
(14)
and
D
1;1=H
0;b :¼fF 2 D
1;1=H
0 : F is boundedg: (15)
Let ST be the set of bounded step processes
u ¼
Xm1
j¼0
F j1½sj ;sjþ1Þ; (16)
where m 2 N; F j 2 D1;1=H0;b for j ¼ 0; . . . ; m  1 and 0 ¼ s0os1o   osm ¼ T :
Now, we will prove our main result.
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2
oHo1 and u 2 L1;1=HH : Set X t:¼
R t
0 usdBs; for each t 2 ½0; T : Then
V1=Hn ðX Þ !
L1ðOÞ
n!1
CH
Z T
0
jusj1=H ds; (17)
where CH :¼E½jB1j1=H :
Proof. ST is dense in L
1;1=H
H (Lemma A.2 in Appendix A ). Therefore, if u 2 L1;1=HH ;
there exists a sequence um 2ST such that
ku  umk
L
1;1=H
H
! 0;
as m !1: Let um ¼Pm1j¼0 F mj 1½smj ;smjþ1Þ be such a sequence. Set X mt :¼ R t0 ums dBs:
By the triangular inequality, we have
E V1=Hn ðX Þ  CH
Z T
0
jusj1=H ds


 
pE½jV 1=Hn ðX Þ  V 1=Hn ðX mÞj þ E V 1=Hn ðX mÞ  CH
Z T
0
jums j1=H ds


 
þ CHE
Z T
0
ðjums j1=H  jusj1=H Þds


 
:¼ amn þ bmn þ cm: ð18Þ
The proof is done in three steps.
Step 1: Consider the ﬁrst term of (18). By Lemma 4.3, we have that
sup
n
amnp sup
n
kHku  umkL1;1=H
H
ðkukð1HÞ=H
L
1;1=H
H
þ kumkð1HÞ=H
L
1;1=H
H
Þ !
m!1
0:
Step 2: We claim that, for each ﬁxed m, limn!1 b
m
n ¼ 0: Without any loss of
generality, we consider that for n large enough, ðsm0 ; sm1 ; . . . ; smmÞ 2 ð0; tn1; . . . ; tnnÞ: Let
F 2 D1;1=H0;b : Then, by (7), F1½tni ;tniþ1Þ 2 DomðdÞ and
dðF1½tn
i
;tn
iþ1ÞÞ ¼ F ðBtniþ1  Btni Þ  aH
Z tn
iþ1
tn
i
Z T
0
DsF js  rj2H2 dsdr:
Therefore, we have that
X mt ¼
Xm1
j¼0
Fmj ðBsmjþ1^t  Bsmj ^tÞ  aH
Z t
0
Z T
0
Dsu
m
r js  rj2H2 dsdr
:¼Y mt þ Zmt : ð19Þ
By the triangular inequality and decomposition (19), we have that
bmnpE½jV 1=Hn ðX mÞ  V 1=Hn ðY mÞj þ E V 1=Hn ðY mÞ  CH
Z T
0
jums j1=H ds


 
:¼ dmn þ emn : ð20Þ
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dmnp
1
H
ðE½jV1=Hn ðZmÞjÞHfðE½V 1=Hn ðX mÞÞ1H þ ðE½V1=Hn ðY mÞÞ1Hg
!
n!1
0;
since fZmt gt2½0;T  has zero 1=H-variation (Lemma A.3 in Appendix A) and, moreover,
by (13), both E½V 1=Hn ðX mÞ and E½V1=Hn ðY mÞ are bounded as n !1:
Applying the identity
E½jBsjþ1  Bsj j1=H  ¼ CH jsjþ1  sjj;
and using (2), we obtain
emn ¼ E V 1=Hn ðY mÞ 
Xm1
j¼0
jFmj j1=HE½jBsmjþ1  Bsmj j1=H 


" #
p
Xm1
j¼0
sup
o2O
jFmj ðoÞj1=H
 
E
X
i2Im;n
j
jBtn
iþ1  Btni j1=H
0
@
1
A E½jBsm
jþ1  Bsmj j1=H 


2
4
3
5 !
n!1
0;
where Im;nj :¼fi : tni 2 ½smj ; smjþ1Þg: Therefore, from (20), we have that bmn !n!1 0:
Step 3: Consider the third term of (18). We now prove that cm !
m!1
0: Indeed, by
(11) and Ho¨lder’s inequality, we have that
cmpCH
H
E
Z T
0
jums  usjðjums j1=H1 þ jusj1=H1Þds


 
pCH
H
ku  umk
L
1;1=H
H
ðkukð1HÞ=H
L
1;1=H
H
þ kumkð1HÞ=H
L
1;1=H
H
Þ !
m!1
0:
By steps 1–3, we conclude that (17) holds. &
Remark 4.5. Let u 2 L1;pH with p41=H and set X t :¼
R t
0 usdBs: If (10) holds then, by
Theorem 4.1, the process fX tgt2½0;T  has continuous paths and, as a corollary to
Theorem 4.4, we conclude that the p-variation of fX tgt2½0;T  is inﬁnite if po 1H and
zero if p4 1
H
:
Remark 4.6. We say that a process u belongs to the space L
1;1=H
H;loc if there exists a
sequence fðOn; unÞgn2N F L1;1=HH and the following properties hold:
1. On % O; a.s.
2. u ¼ un a.s. on ½0; T   On:
If u 2 L1;1=HH ;loc then we say that fðOn; unÞgn2N is a localizing sequence and localizes u
in L
1;1=H
H : By the local property of the divergence operator, we deﬁne
R t
0 usdBs ¼R t
0 u
n
sdBs on On; for each n 2 N:
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u 2 L1;1=HH;loc and X t:¼
R t
0 usdBs; then
V1=Hn ðX Þ !
P
n!1
CH
Z T
0
jusj1=H ds;
where !P means convergence in probability.
Theorem 4.4 can be generalized to multi-dimensional processes. In order to
proceed with this generalization, we ﬁrst introduce some notation. Let d 2 N; dX2;
H 2 ð1
2
; 1Þ and consider the d-dimensional fBm
B ¼ fBtgt2½0;T  ¼ fBð1Þt ; . . . ; BðdÞt gt2½0;T ;
with Hurst parameter H; deﬁned on the probability space ðO;F; PÞ; where F is
generated by B. That is, the components BðiÞ; i ¼ 1; . . . d; are independent fractional
Brownian motions with Hurst parameter H. We can deﬁne the derivative and
divergence operators, DðiÞ and dðiÞ; with respect to each component BðiÞ; as in
Section 3. Denote by D
1;p
i ðHÞ the associated Sobolev spaces. We assume that these
spaces include functionals of all the components of B and not only of component i.
Similarly, we introduce the spaces L
1;p
H;i: That is, L
1;p
H;i is the set of processes u 2
D
1;p
i ðjHjÞ such that
kukp
L
1;p
H ;i
:¼E½kukp
L1=H ð½0;T Þ þ E½kD
ðiÞukp
L1=H ð½0;T 2Þo1:
The processes u 2 L1;pH;i are, in general, functionals of all the components of the
process B. Consider also the following spaces of random variables:
D
1;1=H
0;i :¼ F 2 D1;1=Hi : E
Z T
0
jDðiÞs F j1=H ds
 
o1
 
and
D
1;1=H
0;b;i :¼fF 2 D
1;1=H
0;i : F is boundedg:
Denote by h; i the usual inner product on Rd : In this setting, we have the following
result.
Lemma 4.7. Let F be a bounded random variable with values in Rd : Then, we have that
V1=Hn ðhF ; BiÞ !
L1ðOÞ
n!1
Z
Rd
Z T
0
jhF ; xij1=H ds
 
nðdxÞ;
where n is the normal distribution Nð0; IÞ on Rd :
Proof. The proof is done in three steps.
Step 1: It is clear that, for each a 2 Rd ; the sequence fha; Bðkþ1ÞT  BkT igk2N is
stationary. Since it is Gaussian and
Covðha; BT  B0i; ha; Bðkþ1ÞT  BkT iÞ ! 0
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[25]), we have that
1
n
Xn1
k¼0
jha; Bðkþ1ÞT  BkT ij1=H !
L1ðOÞ
E½jha; BT ij1=H ;
as n !1: Moreover, by the self-similarity of B, we have that the sequences
1
n
Xn1
k¼0
jha; Bðkþ1ÞT  BkT ij1=H
and
Xn1
k¼0
jha; Bðkþ1ÞT=n  BkT=nij1=H
have the same law. Therefore,
V1=Hn ðha; BiÞ !
L1ðOÞ
n!1
E
Z T
0
jha; Zij1=H ds
 
; (21)
as n !1; where Z is a Gaussian random variable with values in Rd and distribution
Nð0; IÞ:
Step 2: Since F is bounded, we assume that jF ðiÞjpM; for each i ¼ 1; . . . ; d:
Consider the random sequence fX kgk2N deﬁned by
X kðÞ :¼ jh; BkT  Bðk1ÞT ij1=H ;
which has values in the Banach space of continuous functions Cð½M ; Md ;RÞ: Since
the increments of the fBm are stationary, this sequence is also stationary. By the
ergodic theorem in Banach spaces (Theorem A.4 in Appendix A) applied to the
Banach space of continuous functions Cð½M ; Md ;RÞ; we have that
E sup
a2½M ;Md
Pn1
k¼0jha; Bðkþ1ÞT  BkT ij1=H
n
 E½jha; BT ij1=H jI 


" #
! 0;
as n !1; where I is the s-algebra of invariant sets under a measure preserving
transformation U : O! O such that
X jðÞ ¼ X 1ðÞUj1:
Moreover, by the self-similarity property of the fBm,
Pn1
k¼0 jha;Bðkþ1ÞTBkT ij
1=H
n
andPn1
k¼0 jha; Btnkþ1  Btnk ij1=H have the same law and therefore
E sup
a2½M ;Md
Xn1
k¼0
jha; Btn
kþ1
 Btn
k
ij1=H  nE
Z T
0
jha; B1=nij1=H dsjIn
 

" #
! 0; (22)
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is clear that
E
Xn1
k¼0
jha; Btn
kþ1
 Btn
k
ij1=H  nE
Z T
0
jha; B1=nij1=H dsjIn
 

" #
!
n!1
0
for each a 2 ½M ; Md : Comparing this with (21), the uniqueness of the limit in
L1ðOÞ implies that nE½R T0 jha; B1=nij1=H dsjIn ¼ E½R T0 jha; Zij1=H ds: Therefore, (22)
can be written as
E sup
a2½M ;Md
Xn1
k¼0
jha; Btn
kþ1
 Btn
k
ij1=H  E
Z T
0
jha; Zij1=H ds
 

" #
!
n!1
0: (23)
Step 3: Finally, we prove that the sequence fPn1k¼0 jhF ; Btkþ1  Btk ij1=Hgn2N
converges in L1ðOÞ: Indeed, by (23), we have that
E
Xn1
k¼0
jhF ; Btn
kþ1
 Btn
k
ij1=H 
Z
Rd
Z T
0
jhF ; xij1=H ds
 
nðdxÞ


" #
pE sup
a2½M;Md
Xn1
k¼0
jha; Btn
kþ1
 Btn
k
ij1=H  E
Z T
0
jha; Zij1=H ds
 

" #
! 0;
where n is the normal distribution Nð0; IÞ on Rd : &
The key ingredient used in the proof of the following multi-dimensional version of
Theorem 4.4 is Lemma 4.7.
Theorem 4.8. Let 1
2
oHo1 and ui 2 L1;1=HH;i for each i ¼ 1; . . . ; d: Set X t :¼Pd
i¼1
R t
0
uðiÞs dB
ðiÞ
s ; for each t 2 ½0; T : Then
V1=Hn ðX Þ !
L1ðOÞ
n!1
Z
Rd
Z T
0
jhus; xij1=H ds
 
nðdxÞ;
where n is the normal distribution Nð0; IÞ on Rd :
Proof. Clearly, Lemma 4.3 can be easily adapted to processes
X t:¼
Xd
i¼1
Z t
0
uðiÞs dB
ðiÞ
s :
Using this modiﬁed lemma and Lemma 4.7, the proof is just a straightforward
adaptation to the multi-dimensional case of the proof of Theorem 4.4. &
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Let dX2; H 2 ð1
2
; 1Þ and consider the d-dimensional fBm
B ¼ fBtgt2½0;T  ¼ fðBð1Þt ; . . . ; BðdÞt Þgt2½0;T 
with Hurst parameter H: The process R ¼ fRtgt2½0;T ; deﬁned by
Rt :¼kBtk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðBð1Þt Þ2 þ    þ ðBðdÞt Þ2
q
;
is called the fractional Bessel process of dimension d and Hurst parameter H. We
now state a multi-dimensional version of the Itoˆ formula for functionals of a d-
dimensional fBm that is used in the proof of our representation of fractional Bessel
processes. The following theorem is an adaptation of the one-dimensional Itoˆ
formula proved by Alo`s and Nualart [2].
Theorem 5.1 (Multi-dimensional Itoˆ formula for fBm). Let H4 1
2
and B be a d-
dimensional fBm with Hurst parameter H. Suppose that F 2 C2ðRdÞ and satisfies the
growth condition
max
x2Rd
jF ðxÞj; @F
@xi
ðxÞ

; @2F@x2i ðxÞ

; i ¼ 1; . . . ; d
 
pc expðljxj2Þ;
where c and l are positive constants such that lo 1
4
T2H : Then, the processes
f@F@xi ðBtÞgt2½0;T  2 D
1;2
i ðHÞ for each i ¼ 1; . . . ; d and, for each t 2 ½0; T ; the following
formula holds:
F ðBtÞ ¼ F ð0Þ þ
Xd
i¼1
Z t
0
@F
@xi
ðBsÞdBðiÞs þ H
Xd
i¼1
Z t
0
@2F
@x2i
ðBsÞs2H1 ds: (24)
In the next proposition, an integral representation for fractional Bessel processes is
given.Proposition 5.2. Let R ¼ fRtgt2½0;T  be a fractional Bessel process associated to the d-
dimensional fBm with Hurst parameter H 2 ð1
2
; 1Þ: Then fBðiÞs
Rs
gs2½0;T  2 L1;1=HH;i for each
i ¼ 1; . . . ; d and
Rt ¼
Xd
i¼1
Z t
0
BðiÞs
Rs
dBðiÞs þ Hðd  1Þ
Z t
0
s2H1
Rs
ds: (25)
Proof. This proof has two parts. In the ﬁrst part we prove that fBðiÞs
Rs
gs2½0;T  2 L1;1=HH;i
and therefore the integrals
R t
0
B
ðiÞ
s
Rs
dBðiÞs are well deﬁned for each i ¼ 1; . . . ; d: In the
second part we prove that (25) holds.
ARTICLE IN PRESS
J.M.E. Guerra, D. Nualart / Stochastic Processes and their Applications 115 (2005) 91–115106Part 1. Since jBðiÞs
Rs
jp1; it is clear that
E
Z T
0
BðiÞs
Rs


1=H
ds
" #
o1: (26)
Using the self-similarity of the fBm, it is easy to show that
Rr ¼d rHR1: (27)
Using the deﬁnition of the derivative operator and (27), we have that
Z T
0
Z T
0
E DðiÞs
BðiÞr
Rr
 

1=H
" #
dsdr
¼
Z T
0
rE
1
Rr
 ðB
ðiÞ
r Þ2
R3r


1=H
" #
dr
p
Z T
0
rE½R1=Hr dr ¼ TE½R1=H1  ¼ C
Z 1
0
eu
2=2
ð2pÞd=2
ud11=H du;
where C is a constant. Consequently,
E
Z T
0
Z T
0
DðiÞs
BðiÞr
Rr
 

1=H
dsdr
" #
o1; (28)
since d  1 1
H
4 1: Therefore, by (26) and (28), BðiÞs
Rs
2 L1;1=HH;i and the divergence
integrals are well deﬁned.
Part 2. The proof of the integral representation (25) is an adaptation of the similar
proof for the Brownian motion case (see, for instance [13]). Note that the function
f : Rd ! R; deﬁned by
f ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ    þ x2d
q
is not differentiable at the origin and therefore, the Itoˆ formula (24) cannot be
applied to f. However, if we consider the square of the fractional Bessel process
R2t :¼kBtk2;
then the Itoˆ formula (24) can be applied to this process and we obtain
R2t ¼ 2
Xd
i¼1
Z t
0
BðiÞs dB
ðiÞ
s þ t2Hd:
Let hðxÞ ¼ ﬃﬃﬃxp and deﬁne
heðxÞ ¼
3
8
ﬃﬃ
e
p þ 3
4
ﬃ
e
p x  1
8e
ﬃ
e
p x2 if xoe;ﬃﬃﬃ
x
p
if xXe:
(
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formula (see Theorem 5.1 and [2]) to heðR2t Þ; we get
heðR2t Þ ¼
3
8
ﬃﬃ
e
p þ
Xd
i¼1
I
ðiÞ
t ðeÞ þ JtðeÞ þ KtðeÞ; (29)
where
I
ðiÞ
t ðeÞ:¼
Z t
0
1fR2sXeg
1
Rs
þ 1fR2soeg
1
2
ﬃﬃ
e
p 3 R
2
s
e
  
BðiÞs dB
ðiÞ
s ;
JtðeÞ:¼Hðd  1Þ
Z t
0
1fR2sXeg
s2H1
Rs
ds;
KtðeÞ:¼H
Z t
0
1fR2soeg
1
2
ﬃﬃ
e
p 3d  ðd þ 2Þ R
2
s
e
 
s2H1 ds:
It is clear that
Z t
0
s2H1
Rs
dso1 a:s:
since the Lebesgue measure of f0pspt : Rs ¼ 0g is zero a.s. Then, by the bounded
convergence theorem, we have that
lim
e!0
JtðeÞ ¼ Hðd  1Þ
Z t
0
s2H1
Rs
ds a.s. (30)
For the third term of (29) it is clear that
0pE½KtðeÞp
3Hd
2
ﬃﬃ
e
p
Z t
0
PfR2soegs2H1 ds: (31)
Using the normal distribution density of ðBð1Þs ; Bð2Þs Þ in polar coordinates, yields
PfR2soegpPfðBð1Þs Þ2 þ ðBð2Þs Þ2oeg
¼ 1ð2ps2H Þ
Z 2p
0
Z ﬃep
0
rer
2=2s2H drdy: ð32Þ
Now, using Fubini’s theorem and introducing the new variable u ¼ r
sH
; we have
Z t
0
PfR2soegs2H1 dsp
1
H
Z ﬃep
0
Z þ1
r=tH
1
u
eu
2=2 du
 !
rdr:
Replacing this inequality in (31), it is easy to see that
E½jKtðeÞj ! 0; (33)
when e! 0:
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I
ðiÞ
t ðeÞ !
Z t
0
BðiÞs
Rs
dBðiÞs in L
1=HðOÞ: (34)
By (8) and (9), we have that
E
Z t
0
BðiÞs
Rs
dBðiÞs  I ðiÞt ðeÞ


1=H
" #
pC1=HE
Z T
0
BðiÞs
Rs
 B
ðiÞ
s
2
ﬃﬃ
e
p 3 R
2
s
e
 

1=H
1fR2soeg ds
" #
þ C1=HE
Z T
0
Z T
0
DðiÞs
BðiÞr
Rr
 B
ðiÞ
r
2
ﬃﬃ
e
p 3 R
2
r
e
  
1fR2roeg
 

1=H
dsdr
" #
:¼C1=H ðQ1ðeÞ þ Q2ðeÞÞ:
Moreover, by (32),
Q1ðeÞ ¼ E
Z T
0
1 Rs
2
ﬃﬃ
e
p 3 R
2
s
e
 

1=H
BðiÞs
Rs


1=H
1fR2soeg ds
" #
p
Z T
0
PfR2soegds ! 0;
when e! 0: By deﬁnition of the derivative operator and by the local property of this
operator, we have that
Q2ðeÞ ¼ E
Z T
0
Z T
0
1
Rr
 ðB
ðiÞ
r Þ2
R3r
 
 3
2
ﬃﬃ
e
p þ ðR
2
r þ 2ðBðiÞr Þ2Þ
2e
ﬃﬃ
e
p


1=H
"
1fR2roeg1½0;rðsÞdsdr
#
¼
Z T
0
rE
1
Rr
 ðB
ðiÞ
r Þ2
R3r
 
 3
2
ﬃﬃ
e
p þ ðR
2
r þ 2ðBðiÞr Þ2Þ
2e
ﬃﬃ
e
p


1=H
1fR2roeg
" #
dr:
Moreover, using (27) it is clear that
Z T
0
rE
1
Rr
 ðB
ðiÞ
r Þ2
R3r
 
 3
2
ﬃﬃ
e
p þ ðR
2
r þ 2ðBðiÞr Þ2Þ
2e
ﬃﬃ
e
p


1=H
1fR2roeg
" #
dr
p
Z T
0
rE
1
Rr
þ 3
2
ﬃﬃ
e
p þ 3R
2
r
2e
ﬃﬃ
e
p


1=H
1fR2roeg
" #
dr
p41=H
Z T
0
E½jR1j1=H1fR21oe=r2H gdr: ð35Þ
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0
E½jR1j1=H1fR1o ﬃep =rH gdr
pKd ;H
Z T
0
Z ﬃep =rH
0
rd1ð1=HÞer
2=2 drdr;
where Kd ;H is a constant that only depends on d and H. Since
Z ﬃep =rH
0
rd1ð1=HÞer
2=2 dr! 0;
as e! 0 for each r 2 ð0; T  and
Z ﬃep =rH
0
rd1ð1=HÞer
2=2 drp
Z 1
0
rd1ð1=HÞer
2=2 dro1;
then, by the bounded convergence theorem, we have that
Z T
0
E½jR1j1=H1fR1o ﬃep =rH gdr ! 0:
Replacing this result in (35), we conclude that
lim
e!0
Q2ðeÞ ¼ 0:
Hence, (34) holds and, since (30), (33) also hold, the proof is complete. &
The representation (25) is similar to the one obtained for Bessel processes with
respect to standard Brownian motion. Indeed, if W ¼ fW tgt2½0;T  is a d-dimensional
Brownian motion and RWt :¼kW tk; we have
RWt ¼
Xd
i¼1
Z t
0
W ðiÞs
RWs
dW ðiÞs þ
1
2
ðd  1Þ
Z t
0
1
RWs
ds
and the process fPdi¼1 R t0 W ðiÞsRWs dW ðiÞs gt2½0;T  is a standard one-dimensional Brownian
motion (see [13], for instance). In the case of representation (25), we are interested in
the properties of the process fFtgt2½0;T ; where
Ft :¼
Xd
i¼1
Z t
0
BðiÞs
Rs
dBðiÞs :Proposition 5.3. The process fFtgt2½0;T  is H-self-similar.
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Fat ¼ Rat  Hðd  1Þ
Z at
0
s2H1
Rs
ds
¼ Rat  Hðd  1Þa2H
Z t
0
u2H1
Rau
du
¼d aHRt  Hðd  1ÞaH
Z t
0
u2H1
Ru
du ¼ aHFt:
Therefore, the process fFtgt2½0;T  is H-self-similar. &
Finally, as an application of Theorem 4.8, we show that fFtgt2½0;T  and a standard
fBm have the same 1=H-variation.
Proposition 5.4. The process fFtgt2½0;T  and the fBm have the same 1=H-variation.
Proof. By Proposition 5.2, we have that fBðiÞs
Rs
gs2½0;T  2 L1;1=HH;i for each i ¼ 1; . . . ; d:
Therefore, we can apply Theorem 4.8 to get the 1=H-variation of fFtgt2½0;T ; which is
given by
R
Rd
½R T0 jhBsRs ; xij1=H dsnðdxÞ: Let us denote by Sd the unitary d-dimensional
sphere and let sd be the uniform probability measure deﬁned on Sd1: Since
fBs
Rs
gs2½0;T  takes values in Sd1; we haveZ
Rd
Z T
0
Bs
Rs
; x
) *

1=H
ds
" #
nðdxÞ
¼ E½jB1j1=H 
Z
Sd1
Z T
0
Bs
Rs
; Z
) *

1=H
ds
" #
sdðdZÞ:
Moreover, if e 2 Sd1; the integralZ
Sd1
jhe; Zij1=HsdðdZÞ
does not depend on the vector e. Therefore, choosing e ¼ ð1; 0; . . . ; 0Þ; yieldsZ
Rd
Z T
0
Bs
Rs
; x
) *

1=H
ds
" #
nðdxÞ
¼ TE½jB1j1=H 
Z
Sd1
jZð1Þj1=HsdðdZÞ
¼ TE½jBð1Þ1 j1=H :
Comparing this result with (2), we conclude that fFtgt2½0;T  and the fBm have the
same 1=H-variation. &
Let us note that although fFtgt2½0;T  and the one-dimensional fBm are both H-self-
similar and have the same 1=H-variation, we cannot say that they are equal since
their law properties may differ. The identiﬁcation of fFtgt2½0;T  as a fBm remains an
open problem.
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In order to prove that a process u 2 L1;1=HH can be approximated by a sequence of
bounded step processes, we need the following lemma.
Lemma A.1. Let p41; ½a; b  ½0; T  and u 2 D1;pðHÞ: Then R b
a
us ds is a random
variable which belongs to D1;p:
Proof. Consider the operator KnH : H! L2½0; T  deﬁned by (4). This operator
satisﬁes isometry (5) and can be expressed in terms of fractional integrals
KnH ðjÞðsÞ ¼ cHG H 
1
2
 
sð1=2ÞH ðIHð1=2ÞT uHð1=2ÞjðuÞÞðsÞ;
where the right-sided fractional integral of order a40 is deﬁned by
IaThðsÞ ¼
1
GðaÞ
Z T
s
ðy  sÞa1hðyÞdy;
where h 2 L1½0; T : For more details about fractional integrals and fractional
derivatives we refer to Samko et al. [24].
If we assume that there is a function f 2 L2½0; T  such that
Kn;aH f ¼ 1½a;b;
where Kn;aH is the adjoint operator of K
n
H then, by (5), we have thatZ b
a
us ds ¼ hu; Kn;aH f iL2½0;T  ¼ hKnHu; f iL2½0;T 
¼ hKnHu; KnHjiL2½0;T  ¼ hu;jiH;
where j is an element of H such that KnHj ¼ primðKnH Þðf Þ: By primðKnH Þðf Þ we denote
the projection of f in the image of H by the operator KnH : Since u 2 D1;pðHÞ and
j 2H then hu;jiH 2 D1;p and therefore
R b
a
us ds 2 D1;p: Consequently, the lemma is
proved if f ¼ ðKn;aH Þ11½a;b 2 L2½0; T :
It is easy to prove that
ðKn;aH Þ1ðhÞðsÞ ¼
1
cHGðH  1=2Þ
sHð1=2ÞDHð1=2Þ0þ ðuð1=2ÞHhðuÞÞðsÞ;
where Da0þ is the left-sided fractional derivative of order 0oao1; deﬁned by
(see [24])
Da0þhðsÞ ¼
1
Gð1 aÞ
hðsÞ
sa
þ a
Z s
0
hðsÞ  hðyÞ
ðs  yÞaþ1 dy
 
:
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f ¼ ðKn;aH Þ1ð1½a;bÞðsÞ
¼ CH sð1=2ÞH1½a;bðsÞ þ a
Z s
0
1½a;bðsÞ  ðys Þð1=2ÞH1½a;bðyÞ
ðs  yÞHþð1=2Þ
dy
" #
;
where CH is a constant. Now, it is easy to verify that f 2 L2½0; T : &
A technical result used in the proof of our main theorem is about the density of the
bounded step processes in L
1;1=H
H : We now prove this statement.
Lemma A.2. The set of bounded step processes ST is dense in L
1;1=H
H :
Proof. A bounded step process u 2ST has the form
u ¼
Xm1
j¼0
F j1½sj ;sjþ1Þ;
with Fj 2 D1;1=H0;b : The density will be proved in 2 steps.
Step 1: Consider a process u 2 L1;1=HH : We approximate u by the elementary
processes
umt ¼
Xm1
j¼0
umj 1½smj ;smjþ1ÞðtÞ;
where smj :¼ jTm ; m 2 N; j ¼ 0; 1; . . . ; m and
umj ¼
1
smjþ1  smj
Z sm
jþ1
sm
j
us ds:
By Lemma A.1, the random variables umj belong to D
1;1=H and therefore the
processes umt belong to D
1;1=H ðHÞ:
Deﬁne the sequence of linear operators Pm : L
1;1=H
H ! L1;1=HH by PmðuÞ ¼ um:
Applying Ho¨lder’s inequality with p ¼ 1=H ; we have that
E
Z T
0
jumt j1=H dt
 
¼ E
Xm1
j¼0
Z sm
jþ1
sm
j
1
smjþ1  smj
Z sm
jþ1
sm
j
us ds


1=H
dt
2
4
3
5
pE
Xm1
j¼0
Z sm
jþ1
sm
j
1
smjþ1  smj
Z sm
jþ1
sm
j
jusj1=H ds

dt
" #
¼ E
Z T
0
jutj1=H dt
 
:
ARTICLE IN PRESS
J.M.E. Guerra, D. Nualart / Stochastic Processes and their Applications 115 (2005) 91–115 113Similarly,
E
Z T
0
Z T
0
jDsumt j1=H dtds
 
pE
Z T
0
Z T
0
Xm1
j¼0
1
ðsmjþ1  smj Þ1=H
Z sm
jþ1
sm
j
jDsurj1=H drðsmjþ1  smj Þð1HÞ=H
 !"
 1½sm
j
;sm
jþ1ÞðtÞdsdt
#
¼ E
Z T
0
Z T
0
jDsurj1=H dsdr
 
:
Therefore, um 2 L1;1=HH and the norm of the linear operators fPmgm2N is bounded by
one.
Let us now consider stochastic processes u 2 L1;1=HH such that the map
t ! ut 2 D1;1=H0
is continuous. We denote this class of processes by LC : If u 2 LC then
E
Z T
0
jus  ums j1=H ds
 
¼
Z T
0
E us 
Xm1
j¼0
umj 1½smj ;smjþ1ÞðsÞ


1=H
2
4
3
5ds
pT sup
jtsjoT=m
E½jus  utj1=H  !
m!1
0;
and
E
Z T
0
Z T
0
Ds ut 
Xm1
j¼0
umj 1½smj ;smjþ1ÞðtÞ
 !

1=H
ds
2
4
3
5dt
pT sup
jtrjoT=m
Z T
0
E½jDsðut  urÞj1=H ds !
m!1
0:
Therefore,
PmðuÞ ! u
as m !1 and since LC is dense in L1;1=HH ; it holds that kPmðuÞ  ukL1;1=H
H
! 0 as
m !1 for each u 2 L1;1=HH :
Step 2: It remains to prove that a random variable F 2 D1;1=H0 can be
approximated by a sequence of random variables fFkgk2N; with Fk 2 D1;1=H0;b for
each k. Recall that the spacesD
1;1=H
0 andD
1;1=H
0;b are deﬁned by (14) and (15). Let fjkg
be a sequence of real functions such that, for each k 2 N;
jkðxÞ ¼ x if jxjpk;
jjkðxÞjpk if jxj4k þ 1;
jj0kðxÞjp1 for all x 2 R:
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Fk :¼jkðF Þ:
Then, it is easy to prove that
kF  Fkk1=H
L
1;1=H
H
! 0:
Hence, D
1;1=H
0;b is dense in D
1;1=H
0 and therefore ST is dense in L
1;1=H
H : &
The result that follows is also used in the proof of Theorem 4.4.
Lemma A.3. Let F 2 D1;1=H0;b and Z ¼ fZtgt2½0;T ; where
Zt :¼
Z t
0
Z T
0
DsF js  rj2H2 dsdr:
Then, the 1=H-variation of Z is zero.
Proof. We have that
Zt :¼
Z t
0
yr dr;
where yr:¼
R T
0 DsF js  rj2H2 ds: Integrating in r, we have
E
Z T
0
jyrjdr
 
¼ E
Z T
0
Z T
0
DsF js  rj2H2 ds

dr
 
p 2T
2H1
2H  1 E
Z T
0
jDsF jds
 
o1;
since F 2 D1;1=H0;b : Hence, Z has bounded variation and therefore the 1=H-variation
of this process is zero. &
Finally, we state the ergodic theorem in Banach spaces which is used in the proof
of Lemma 4.7. This result was ﬁrst presented by Mourier [17]. A proof can be found
in Parthasarthy [19]. Recall that a sequence fX ngn2N of random vectors is said to be
stationary if X n ¼ X 1Un1 for a measure preserving transformation U : O! O: By
I we shall denote the s-algebra of sets in F that are invariant under U.
Theorem A.4 (Parthasarthy [19]). Let E be a Banach space and let fX ngn2N be a
stationary sequence of random vectors in E such that E½kX 1kE o1: Set Sn :¼ 1n ðX 1 þ
   þ X nÞ: Then
kSn  E½X 1jI kE ! 0
as n !1; almost surely and in L1ðOÞ:References
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