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Introduction ge´ne´rale
Depuis la fin des anne´es 80 - qui ont vu naˆıtre les premiers supports de stockage nume´riques
ayant une capacite´ suffisante pour contenir a` la fois du texte, du son, des images, de la vide´o -
notre socie´te´ vit une ve´ritable re´volution vers le « tout nume´rique ».
Ce mouvement e´merge de la convergence :
– des innovations informatiques a` travers l’augmentation des capacite´s de stockage, de la
puissance des ordinateurs et de la miniaturisation des dispositifs e´lectroniques,
– des avance´es dans le domaine des te´le´communications terrestres et satellites avec internet,
la te´le´vision nume´rique, la te´le´phonie mobile,
– de l’ouverture au public, aux professionnels et aux me´dias a` ce type de format.
Il en re´sulte une explosion de la quantite´ de donne´es nume´riques cre´e´es, archive´es ou e´change´es
chaque jour, de par le monde.
Cette e´volution s’est e´tendue aux acteurs du « de´poˆt le´gal ». Il s’agit d’un texte inscrit au
code du patrimoine ayant pour vocation la protection et la conservation du patrimoine culturel
national. La France soumet au de´poˆt le´gal les auteurs de livres, pe´riodiques, gravures, films,
enregistrements sonores, e´missions de radio et de te´le´vision. Depuis la modification du texte
en 2006 1, les logiciels et les bases de donne´es sont e´galement concerne´es, dans le meˆme temps
un archivage d’une partie des sites web franc¸ais devra eˆtre re´alise´.
La Bibliothe`que nationale de France (BnF) est responsable de la collecte et de la conservation
d’une partie du de´poˆt le´gal. Son catalogue complet rassemble 14 millions de livres et d’imprime´s,
et depuis 1990, elle nume´rise toute ses nouvelles acquisitions.
Depuis 1997, Gallica 2, le portail de la bibliothe`que nume´rique de la BnF, permet en acce`s
libre via internet la consultation de plus d’un million de documents nume´riques : livres, pe´rio-
diques, images, manuscrits, cartes, partitions, enregistrements audio, etc.
L’Institut national de l’audiovisuel (Ina), cre´e´ en 1975, est e´galement un acteur important
du de´poˆt le´gal. L’institut a pour mission :
– la conservation du patrimoine audiovisuel franc¸ais,
– l’exploitation et la mise en valeur de ce patrimoine,
– l’accompagnement des e´volutions du secteur audiovisuel.
1. de mise en application de la loi DADVSI (Droits d’Auteurs et Droits Voisins dans la Socie´te´ d’Information)
2. http ://gallica.bnf.fr/
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En 2010, le fonds de l’Ina compte plus de 3 millions d’heures de programmes provenant :
– de l’archivage de l’ensemble des chaˆınes hertziennes franc¸aises, depuis leur cre´ation dans
les anne´es 1940 (te´le´vision et radio),
– du de´poˆt le´gal qui rassemble, les chaˆınes hertziennes ainsi que les chaˆınes du caˆble et du
satellite (un million d’heures de programmes sont capte´es en direct chaque anne´e),
– de fonds prive´s (TF1, AFP, etc.).
Depuis 1999, l’Ina a de´bute´ la nume´risation de quelques 800000 heures de documents, no-
tamment pour les pre´server de la destruction de leurs supports. A` la meˆme e´poque plus de
100000 e´missions de radio et de te´le´vision (pour un total de 10000 heures d’archives) sont de´ja`
consultables en ligne sur le portail web de l’Institut 3.
Les e´missions de radio et de te´le´vision archive´es sont ge´ne´ralement de´crites manuellement ou
semi-manuellement, dans des notices indiquant la nature, le sujet, le producteur et toutes autres
informations pouvant eˆtre utilise´es pour une recherche ulte´rieure. Ceci repre´sente une ope´ration
extreˆmement couˆteuse.
Le passage aux formats nume´riques a dans le meˆme temps radicalement modifie´ l’attitude
du public vis-a`-vis des documents multime´dias. Les moyens facilitant la production de photo-
graphies, de vide´os et musiques personnelles se sont multiplie´s, confrontant dans le meˆme temps
l’utilisateur aux proble`mes lie´s a` l’archivage et a` l’acce`s a` de grandes quantite´s de donne´es. La
de´mocratisation de l’acce`s a` internet permet depuis quelques anne´es l’e´change de ces donne´es
via les sites spe´cialise´s, menant a` une augmentation ine´luctable du volume des collections per-
sonnelles.
La possession et la conservation de ces banques de donne´es ne pre´sentent un inte´reˆt que si
nous sommes en mesure d’acce´der efficacement a` l’information qu’elles contiennent. C’est un
enjeu majeur qui est a` l’origine notamment du domaine de recherche dans lequel cette the`se
s’inscrit.
1 L’indexation et la structuration de documents
1.1 De´finitions ge´ne´rales
Un document est « une unite´ repre´sentant une contribution intellectuelle identifie´e et pu-
blie´e sur un me´dia pour des raisons spe´cifiques. Un document exhibe, dans une certaine limite,
une structure intentionnelle qui de´finit comment les e´le´ments de son contenu sont organise´s se-
lon des axes (temps et espace) dans l’objectif d’eˆtre interpre´te´ par un lecteur comme te´moignage
de cet objectif original de publication. » d’apre`s la de´finition ge´ne´rale propose´e dans [Auffret 99].
Dans le cas de documents analogiques, comme un livre ou une photographie, le lien entre l’ob-
jet physique et l’unite´ de document est assez direct. Il n’en est pas de meˆme pour les documents
nume´riques.
3. http ://www.ina.fr
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1. L’indexation et la structuration de documents
La nume´risation d’un document peut mener a` sa fragmentation sur un disque dur. Les don-
ne´es binaires ne correspondent pas a` un document comme il est explique´ dans [Troncy 04].
« Le document nume´rique doit correspondre a` ce qui est perc¸u par l’utilisateur graˆce a` un
pe´riphe´rique (e´cran, enceinte, imprimante). Les fragments d’un fichier stocke´s sur plusieurs
pages d’un disque dur d’ordinateur ne sont pas des documents mais l’impression ou l’affichage
du fichier dans une interface, une fois les ope´rations de re´constitution des diffe´rents fragments
effectue´es, en est un. »
Les documents audiovisuels se distinguent des autres types de documents par leur na-
ture temporelle. Techniquement, ces documents correspondent a` un flux audiovisuel, c’est-a`-dire
une succession temporelle d’images superpose´es a` un signal audio. La de´finition propose´e par
[Prie´ 99] pre´cise qu’un document audiovisuel est avant tout une composition d’e´le´ments re´ali-
se´e par un auteur lui meˆme contraint par un ensemble de re`gles de production audiovisuelle. Il
pre´cise que « la diversite´ des types de documents audiovisuels, lie´e a` leur production dans des
objectifs, pour des publics et sous des formes diffe´rents en font un me´dium difficile a` appre´hender
en soi, globalement, en tant que document ».
Une collection de documents audiovisuels est un regroupement cohe´rent de documents
vis-a`-vis d’un crite`re physique, ou d’un crite`re se´mantique. Pour e´tablir une collection, il est
ne´cessaire de posse´der une description du contenu des documents. L’Ina emploie des documen-
talistes spe´cialise´s dans la re´daction de notices documentaires de´crivant ces contenus.
Comme les chaˆınes de te´le´vision et les stations de radio diffusent des flux audiovisuels conti-
nus, l’annotation des documents audiovisuels a tout d’abord ne´cessite´ la de´finition d’une unite´
de base.
Cette unite´ est le programme audiovisuel. La de´finition propose´e par [Manson 10] est assez
pre´cise. « Un programme est un ensemble d’e´le´ments conse´cutifs qui ne sont pas des inter-
programmes et qui sont lie´s par une meˆme charte audiovisuelle. Il est principalement a` valeur
culturelle, informative ou divertissante. Il peut eˆtre constitue´ de plusieurs parties se´pare´es par
des coupures publicitaires contenant des inter-programmes. Cela peut eˆtre un film, un e´pisode
d’une se´rie, un jeu, un journal, la me´te´o, un clip, un magazine, un documentaire, etc. Chaque
programme posse`de un titre qui le qualifie. Un flux te´le´visuel est compose´ de programmes entiers,
de parties de programmes et d’inter-programmes assemble´s conse´cutivement lors de la production
du flux. »
L’e´laboration de notices documentaires pre´cises et non ambigue¨s, pour chaque document
archive´, est indispensable pour permettre une consultation efficace des archives. Cette docu-
mentation sur le contenu des documents rele`ve du proce´de´ d’indexation et de structuration du
contenu que nous de´crivons dans la suite.
1.2 Indexation de documents audiovisuels
L’indexation d’un document consiste a` de´gager les caracte´ristiques les plus repre´sentatives
de son contenu et a` les repre´senter par un ensemble d’e´le´ment-cle´s (mots, images...).
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Par exemple, Voxalead 4 est un moteur d’indexation permettant de rechercher du texte dans
un contenu multime´dia (audio ou audiovisuel). Les mots les plus utilise´s sur les sites d’informa-
tions d’actualite´s sont indexe´s : une liste de mot-cle´s est propose´e et des me´ta-donne´es telles que
la fre´quence, ou la cate´gorie (people, organization, location) sont ajoute´es par le biais de la mise
page (cf. figure 1).
Figure 1 – Voxalead : un moteur d’indexation de contenus multime´dias.
L’indexation d’un document ne´cessite une phase d’analyse ou d’interpre´tation du contenu
du document. Le vocabulaire utilise´ par les organismes officiels est codifie´, ce qui permet au pro-
cessus d’indexation de normaliser la codification du contenu des documents, et ainsi de faciliter
la recherche du document par un utilisateur.
L’analyse du document est l’e´tape la plus sensible et la plus importante, sans laquelle il est
impossible d’indexer correctement un document. Ce travail ne peut se re´sumer a` une routine
technique et fait appel a` toutes les capacite´s intellectuelles des annotateurs. Il ne´cessite de
parcourir le document, de ne pas se limiter au titre ou aux premie`res lignes de l’ouvrage, mais
d’acce´der a` la table des matie`res, e´ventuellement lire la pre´face ou l’introduction. Si cela ne suffit
pas, il faut parfois aller plus loin dans l’e´tude du document, il s’agit donc d’un travail difficile
et tre`s couˆteux en temps [Baraggioli 08]. Une autre manie`re d’obtenir des informations sur le
contenu d’un document est d’e´tudier sa structure.
4. http ://voxaleadnews.labs.exalead.com/
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1.3 Structuration de documents audiovisuels
La structure d’un document peut se de´finir comme l’organisation des diffe´rents e´le´ments de
son contenu lui donnant sa cohe´rence et sa forme. La structure d’un document refle`te l’intention
premie`re de son auteur et constitue donc une e´tape importante vers sa compre´hension.
Par exemple, un journal te´le´vise´ se compose ge´ne´ralement de plusieurs grandes parties cor-
respondant a` de grandes the´matiques comme la politique e´trange`re, la page des sports... Chaque
grande the´matique s’articule autour de quelques sujets, eux meˆme structure´s autour d’une in-
troduction faite par le pre´sentateur suivie d’une se´quence de reportage de´veloppant le sujet. Un
reportage peut a` son tour contenir d’autres e´ve´nements, comme une interview (cf. figure 2).
ﬂux audiovisuel
temps
programme1 (journal) programme2 (magazine)
thème1 thème2 thème1 thème3
interview
n
iv
e
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tr
u
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tu
ra
ti
o
n
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intro reportage intro
interview
reportage
Figure 2 – Exemple de structuration d’un document audiovisuel (un journal suivi d’un maga-
zine).
La structure d’un document audiovisuel peut donc eˆtre vue comme une table des matie`res
du document. Elle permet d’avoir un aperc¸u rapide de son contenu a` travers les e´ve´nements
extraits pour les diffe´rents niveaux de description du document. Les e´le´ments de la table des
matie`res peuvent concerner la forme (interview) ou le fond (the`me).
Produire une annotation manuelle de qualite´ prend beaucoup de temps, or le volume de
documents produits chaque anne´e ne cesse d’augmenter. Il est indispensable de proposer des
me´thodes automatiques permettant d’extraire des caracte´ristiques sur de grandes quantite´s de
documents.
1.4 Extraction automatique du contenu dans les documents audiovisuels
L’indexation et la structuration automatique des documents audiovisuels rele`vent de l’extrac-
tion automatique d’e´le´ments du contenu et de leur interpre´tation. Celles-ci reposent ge´ne´ralement
sur l’extraction de parame`tres nume´riques, calcule´s directement a` partir des signaux audio et/ou
vide´o du document nume´rique audiovisuel conside´re´. Ces parame`tres visuels et acoustiques sont
souvent tre`s proches du signal, et une e´tape supple´mentaire de description est ne´cessaire afin
d’en de´gager une se´mantique exploitable dans une taˆche d’indexation. En particulier, la norme
MPEG-7 [Martinez 02] a pour ambition de proposer une normalisation des outils de descrip-
tion du contenu pour l’indexation et la recherche de documents nume´riques audiovisuels. Cette
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normalisation des e´tapes de l’indexation de documents audiovisuels concerne a` la fois les descrip-
teurs, leurs me´thodes d’extraction, ainsi que le langage de description. Descripteurs et langage
de description sont souvent lie´s a` la nature de l’objet d’intereˆt.
Un objet principal d’inte´reˆt est l’activite´ humaine et nombre de travaux s’inte´ressent aux
e´ve´nements propres a` de´crire et a` caracte´riser les intervenants. Le seul signal audio peut conte-
nir des sons-cle´s caracte´ristiques d’intervenants humains comme des rires, des applaudissements.
La de´tection de parole dans le flux audio plus particulie`rement est essentielle :
– l’analyse de la parole permet une segmentation et un regroupement en locuteurs, suivie
d’une e´ventuelle identification des locuteurs,
– la transcription de la parole permet d’extraire des informations sur les the´matiques traite´es,
– les descripteurs prosodiques, a` travers l’intonation et le de´bit de parole peuvent eˆtre re´ve´-
lateurs d’intentions, d’opinions des intervenants.
La de´tection de la voix chante´e conduit a` la caracte´risation audio du chanteur.
L’intervenant est e´galement accessible a` travers l’analyse du flux vide´o et des images graˆce
a` des me´thodes de de´tection des visages, de reconnaissance et de suivi des intervenants. Sur le
meˆme me´dia, les textes incruste´s peuvent contenir des informations sur l’identite´ ou la fonction
des intervenants. Notons que l’analyse textuelle des sous-titres peuvent e´galement permettre
d’obtenir des informations sur les intervenants.
2 Proble´matique de recherche
A` l’exemple du projet EPAC (qui sera pre´sente´ dans la section suivante), les enjeux, lie´s
a` l’indexation automatique des contenus audiovisuels, rassemblent vers un meˆme objectif, des
chercheurs issus de domaines diffe´rents, tels que le Traitement Automatique du Langage Na-
turel (TALN), le traitement nume´rique du signal audio, le Traitement et la Reconnaissance
Automatique de la Parole (TAP et RAP). Le projet EPAC a plus particulie`rement rassemble´ les
chercheurs de ces domaines dans le but de faire progresser les connaissances autour des difficulte´s
actuelles rencontre´es en traitement et en reconnaissance de la parole conversationnelle.
Les syste`mes actuels de transcription automatique rencontrent des difficulte´s cause´es prin-
cipalement par un ensemble de phe´nome`nes acoustiques et langagiers apparaissant dans la pa-
role produite dans un contexte conversationnel. Quand ils sont applique´s a` des documents tre`s
structure´s, contenant principalement de la parole lue ou pre´pare´e, comme dans des journaux
d’informations, les syste`mes de reconnaissance automatique de la parole atteignent des taux
d’erreur-mot (WER) dans les meilleurs cas de l’ordre de 10%. Sur de la parole conversationnelle,
le WER est beaucoup plus e´leve´ : au-dela` de 30%.
Les informations porte´es par la parole sont tre`s utiles au processus d’indexation des docu-
ments audiovisuels. En effet, une partie des index est directement extraite des transcriptions
automatiques analyse´es par des me´thodes du domaine du TALN. Ces me´thodes permettent, par
exemple de de´tecter des mots-cle´s caracte´ristiques, des champs lexicaux exprimant une the´ma-
tique ou des entite´s nomme´es (noms propres, lieux, dates...). Les documents sur lesquels le WER
est faible peuvent eˆtre indexe´s directement a` partir d’une analyse des re´sultats de transcription.
Par contre, le meˆme proce´de´ d’indexation est a` proscrire pour les documents contenant de la
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parole conversationnelle : le WER peut eˆtre tre`s e´leve´ et mener a` des index errone´s. Or, dans
une base de donne´es immense (comme celle de l’Ina), un document mal indexe´ est un document
perdu. De plus un document mal indexe´ pollue la base de documents en augmentant l’impor-
tance du bruit documentaire. Les conse´quences sont telles que certains pourraient en conclure
qu’il est pre´fe´rable de ne pas indexer de cette manie`re ces documents pour le moment.
Toutefois, il n’existe, a` notre connaissance, que peu de moyen automatique et efficace de
de´tecter a priori si un document contient ou non de la parole conversationnelle. A` la rigueur, les
grilles des programmes peuvent fournir des indications sur les chances de rencontrer de la parole
conversationnelle, notamment a` travers les me´ta-donne´es indiquant le genre du programme. Mais
finalement, aucune information ne permet de localiser pre´cise´ment les zones de parole conversa-
tionnelle a` l’inte´rieur du flux audio.
Les travaux de recherche pre´sente´s dans ce manuscrit se rassemblent autour de cette proble´-
matique. Notre contribution re´alise une structuration automatique des documents audiovisuels,
et vise a` faire e´merger des zones particulie`res des documents correspondant a` des conversations.
Il est important que ce re´sultat soit inde´pendant du contenu du message transmis, de manie`re
a` ne pas inte´grer dans cette de´tection les erreurs inhe´rentes a` la reconnaissance automatique
de la parole conversationnelle. Nos me´thodes ont e´te´ de´veloppe´es en exploitant uniquement le
flux audio des documents audiovisuels. Ce choix nous paraˆıt cohe´rent car les conversations sont,
dans les documents audiovisuels, des e´ve´nements principalement sonores. Cette me´thode de
structuration peut ainsi eˆtre applique´e indiffe´remment sur le flux ou une partie du flux audio de
documents te´le´visuels et radiophoniques quelle que soit la langue utilise´e dans le document.
Notre me´thode de structuration permet de localiser les bornes temporelles de de´but et de
fin des conversations. Cette connaissance a priori permet d’adapter l’indexation automatique
donnant la possibilite´ :
– de transcrire uniquement les zones non conversationnelles en vue d’indexer une partie ou
la totalite´ du document,
– d’appliquer aux zones de conversations, une me´thode de reconnaissance automatique adap-
te´e a` la parole conversationnelle,
– de proposer la re´alisation d’une transcription manuelle de la se´quence conversationnelle,
– e´ventuellement, de ne pas traiter le document s’il contient une trop grande proportion de
parole conversationnelle,
– de collecter un ensemble de donne´es spe´cifiques a` l’e´tude des phe´nome`nes linguistiques et
non linguistiques mis en jeu par les locuteurs dans un contexte conversationnel...
Notre intuition est e´galement que les zones de conversation, sont intrinse`quement porteuses
d’une grande quantite´ d’informations sur la nature du document. Nous proposons dans ce sens
de caracte´riser les conversations afin de faire ressortir leurs particularite´s. Nous nous sommes
impose´ les deux contraintes suivantes :
– la caracte´risation des zones de conversation doit eˆtre inde´pendante de la transcription.
Ceci afin de s’affranchir des erreurs inhe´rentes aux me´thodes automatiques sur ce type de
contenu.
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– les zones de conversation pouvant apparaˆıtre sur une grande varie´te´ de documents, leur
caracte´risation doit eˆtre inde´pendante du type de programme et de la structure du pro-
gramme.
Nous avons choisi de de´velopper une me´thode de caracte´risation des zones de conversation
en fonction des roˆles des intervenants. Les roˆles - pre´sentateur, journaliste et invite´ - sont suf-
fisamment ge´ne´riques pour correspondre a` un grand nombre de programmes diffe´rents. Dans
le meˆme temps, cette information peut eˆtre utilise´e pour caracte´riser les conversations dans la
mesure ou` une discussion entre un pre´sentateur et un invite´ n’a souvent pas le meˆme objectif
qu’une discussion entre un pre´sentateur et un journaliste.
Des me´thodes particulie`res d’extraction d’informations pourront alors eˆtre applique´es a` cha-
cune des cate´gories de conversation afin d’extraire de manie`re cible´e l’identite´ de la personne
interviewe´e ou la the´matique de la chronique.
3 Contexte scientifique et contractuel de l’e´tude
Les travaux effectue´s dans cette the`se s’inse`rent au cœur des sujets de recherche de l’e´quipe
SAMoVA (Structuration, Analyse et Mode´lisation de documents Vide´o et Audio) de l’IRIT (Ins-
titut de Recherche en Informatique de Toulouse). Les compe´tences en segmentation du signal et
en traitement de la parole ont e´te´ mises au service des proble`mes d’indexation et de structuration
du flux audiovisuel, avec pour exemples :
– la segmentation du signal audio en ses composantes primaires (parole, musique, bruit) [Pinquier 04].
Ce travail a e´te´ comple´te´ par une caracte´risation de l’environnement musical [Lachambre 09].
– la recherche des locuteurs dans le flux audio avec les e´tudes en segmentation et regroupe-
ment en locuteurs [El Khoury 10] et en ve´rification du locuteur [Louradour 07],
– la caracte´risation des relations temporelles entre locuteurs [Ibrahim 07],
– la de´tection de mots-cle´s [Le Blouch 09].
D’une part, la contribution scientifique pre´sente´e dans ce manuscrit tire be´ne´fice des travaux
ante´rieurs, axe´s sur la de´tection et la caracte´risation des intervenants dans les contenus audio
et vide´o. D’autre part, la proble´matique de la parole conversationnelle et la structuration de
documents sont des objets d’e´tudes partage´s par de nombreux laboratoires en parole, d’ou` la
proposition du projet EPAC « Exploration de masses de documents audio pour l’extraction et
le traitement de la PArole Conversationnelle » auquel s’est associe´e l’e´quipe SAMoVA.
Le projet EPAC [Este`ve 10] est une des re´ponses a` l’appel d’offres Masse de Donne´es lance´
par l’Agence Nationale de la Recherche, et finance´ de janvier 2007 a` aouˆt 2010. Il a re´uni quatre
partenaires, qui sont le LI (Laboratoire d’Informatique de Tours), le LIA (Laboratoire d’Infor-
matique d’Avignon), le LIUM (Laboratoire d’Informatique de l’Universite´ du Maine), porteur
du projet, et l’IRIT dont une des contributions est rapporte´e dans ce manuscrit. Le projet EPAC
a eu pour but de proposer des me´thodes d’extraction d’information et de structuration de docu-
ments, spe´cifiques aux donne´es audio, prenant en compte l’ensemble des canaux d’information :
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segmentation du signal (parole/musique/jingle/...), identification et suivi du locuteur, transcrip-
tion de parole, de´tection et suivi de the`me, de´tection d’entite´s nomme´es, analyse du discours,
interactions conversationnelles, etc.
A` l’issue de ce projet, a e´te´ fourni un corpus audio de 100 heures, totalement transcrites et
annote´es : 10 heures ont e´te´ traite´es manuellement et le reste de manie`re semi-automatique. Un
accent particulier a e´te´ porte´ sur les zones de parole conversationnelle et les zones de parole spon-
tane´e. Ce corpus rassemble des e´missions de France Info, France Culture et RFI, diffuse´es entre
2003 et 2004. Finalement, les sorties automatiques produites par les diffe´rents outils des parte-
naires du projet EPAC pour l’ensemble des 1500 heures d’audio brut de ESTER 1 [Galliano 05]
sont venues s’ajouter au corpus final. La contribution de l’e´quipe SAMoVA s’est porte´e sur deux
aspects :
– la segmentation de base du signal audio et la localisation des locuteurs (segmentation et
regroupement automatique),
– la structuration des documents en type de zones d’interaction (type de locuteur et nature
de l’interaction).
Cette the`se e´tant finance´e par le projet, une grande partie des travaux re´alise´s s’inse`re dans
ce cadre, ne´anmoins la proble´matique a e´te´ e´largie.
4 Plan du manuscrit
Le chapitre 1 de ce manuscrit est nomme´ E´tude pre´liminaire sur la de´tection et la caracte´-
risation des zones d’interaction orale entre intervenants. Ce chapitre pre´sente les premiers pas
de nos travaux autour de la de´tection des zones sonores susceptibles de contenir de la parole
conversationnelle. Ce travail s’ouvre sur une premie`re cate´gorisation des locuteurs qui sert de
base a` notre contribution au domaine de la reconnaissance automatique des roˆles.
Le chapitre 2 est intitule´ Des parame`tres pertinents pour la reconnaissance automatique des
roˆles. Il s’agit de la premie`re partie de notre contribution a` la reconnaissance des roˆles des lo-
cuteurs. Nous y pre´sentons un ensemble de parame`tres simples a` extraire du signal audio et des
tours de parole des locuteurs. La pertinence des descripteurs propose´s est e´value´e avant de les
inte´grer dans un syste`me complet pre´sente´ dans le chapitre suivant.
Le chapitre 3 – Syste`me de reconnaissance automatique des roˆles – est de´die´ a` l’e´tude expe´ri-
mentale d’un syste`me complet fonde´ sur l’architecture classique d’un syste`me de reconnaissance
des formes. Un grand nombre d’expe´riences sont re´alise´es dans le but d’e´tudier l’influence de
chacune des e´tapes du syste`me et d’e´tablir la meilleure configuration.
Le chapitre 4 se nomme Structuration de documents audiovisuels et roˆles des intervenants.
Nous y pre´sentons une me´thode de structuration fonde´e sur la connaissance des roˆles des inter-
venants et des zones d’interaction. Cette e´tape de notre travail inte`gre les syste`mes de´veloppe´s
et pre´sente´s dans les chapitres pre´ce´dents. Nous refermons ensuite ce manuscrit par un chapitre
de conclusions et de perspectives.
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Chapitre 1
E´tude pre´liminaire sur la de´tection
et la caracte´risation des zones
d’interaction orale entre intervenants
Dans les documents audiovisuels, les interventions des locuteurs peuvent correspondre a` des
dialogues, ou a` des monologues. Comme il est explique´ dans [Kerbrat-Orecchioni 95], les termes
dialogue et monologue peuvent avoir plusieurs de´finitions.
• Le dialogue :
– au sens strict, implique des interventions verbales alternatives entre deux locuteurs phy-
siquement distincts ; on dira de ce discours e´change´ qu’il est de nature dialogale.
– au sens e´tendu, est un discours adresse´, mais qui n’attend pas de re´ponse, du fait du
dispositif e´nonciatif dans lequel il s’inscrit. Ces discours unilate´raux peuvent eˆtre dialo-
giques dans la mesure ou` ils incorporent plusieurs voix, imputables a` autant d’e´noncia-
teurs distincts. Cette forme de dialogue correspond aux locuteurs qui ne s’e´coutent pas
mutuellement, cette situation pouvant conduire parfois a` de la parole recouvrante.
• le monologue :
– au sens strict, est un discours non adresse´, si ce n’est a` soi-meˆme.
– au sens e´tendu, est un discours adresse´ a` une audience, mais qui ne permet pas l’alter-
nance.
Dans le cadre de nos travaux, un dialogue re´pondra aux 2 de´finitions, stricte et e´tendue, qui
se rejoignent sur la notion d’une alternance des interventions de deux locuteurs distincts. Dans
des e´missions de radio ou de te´le´vision, ces e´ve´nements peuvent correspondre a` toutes formes de
discussion telle une interview ou un de´bat.
Nous retiendrons la seconde de´finition du monologue, comme e´tant celle que nous rencontre-
rons dans notre e´tude. La lecture des titres par un pre´sentateur de bulletin d’information est un
monologue d’apre`s cette de´finition ; le message e´tant adresse´ aux spectateurs.
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Un dialogue peut correspondre a` plusieurs types d’interactions verbales (verbal est utilise´ ici
dans le sens de langagier, linguistique). Il peut s’agir d’un entretien, d’un de´bat, d’une ne´gocia-
tion, etc. Ces interactions verbales se distinguent d’une conversation, qui en est la forme la plus
commune et la moins formate´e. Une conversation a un caracte`re familier, improvise´ et n’ayant
pas de but en soit, si ce n’est le plaisir de parler [Andre´-Larochebouvy 84].
Dans ce chapitre nous pre´sentons une e´tude centre´e sur la de´tection automatique des inter-
actions verbales entre deux intervenants. Dans notre approche, nous n’utilisons pas de connais-
sances sur le contenu linguistique des interventions des locuteurs. En effet, peu importe le mes-
sage, l’information que nous utilisons indique seulement si un locuteur parle ou ne parle pas a` un
instant donne´. Pour mettre en relief cette caracte´ristique nous utiliserons le terme d’interaction
orale, plutoˆt que verbale. Nous conside´rons indiffe´remment les de´finitions strictes et e´tendues
d’un dialogue. Nous n’avons pas non plus d’a priori sur la nature des interactions (conversation,
de´bat...).
Une zone d’interaction orale est une zone temporelle d’un document durant laquelle deux
locuteurs font alternativement des interventions de´tecte´es comme correspondant a` de la parole.
Nous nous affranchissons d’un a priori sur le contenu linguistique, et nous nous assurons que la
structure de la zone respecte les de´finitions e´nonce´es.
Ce travail est motive´ d’une part par la ne´cessite´ de trouver des e´le´ments structurants, ca-
racte´ristiques du contenu des documents et d’autre part par la recherche de zones contenant
potentiellement de la parole spontane´e. Nous pre´sentons ensuite quelques e´le´ments de l’e´tat de
l’art qui nous permettent de situer notre contribution (cf. section 1.2). Dans la section 1.3, nous
de´crivons la me´thode nous permettant de de´tecter des zones dites d’interaction orale entre deux
locuteurs ainsi que l’e´tude mene´e pour caracte´riser plus pre´cise´ment la nature de leur contenu.
Ceci sera le point de de´part des travaux mene´s sur la reconnaissance des roˆles des locuteurs
traite´e dans le chapitre suivant.
1.1 Motivations
1.1.1 La structuration par le contenu de documents audiovisuels
La grille des programmes de radio et de te´le´vision (au sens de l’EPG 5) contient la suite
des programmes diffuse´s. Pour chaque diffusion, c’est-a`-dire chaque instance d’un programme,
que nous appellerons « e´mission », il est indique´ son heure de diffusion, son e´ventuelle dure´e,
le type (journal, divertissement, documentaire, film...) et parfois l’identite´ des intervenants ou
le the`me aborde´. La connaissance a priori du type d’e´mission peut fournir une indication sur
la possibilite´ d’y trouver des se´quences conversationnelles. D’une part, cette information est
incertaine. D’autre part, la grille des programmes n’a pas le niveau de de´tail ne´cessaire afin de
localiser les zones conversationnelles dans l’e´mission.
Pour de´tecter automatiquement dans ces documents les passages susceptibles de contenir
des interactions orales entre plusieurs intervenants, il est ne´cessaire de proposer une me´thode
d’analyse par le contenu audio et/ou vide´o. Elle permettra de localiser temporellement les zones
5. Electronic Program Guide
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de dialogue et de monologue d’un document audiovisuel, comme nous l’avons repre´sente´ sur la
figure 1.1 pour l’exemple d’un bulletin d’information. Sur cette figure, la premie`re ligne corres-
pond aux diffe´rentes se´quences re´elles du journal (titres, sujets, interviews, re´sume´ des titres).
Sur la seconde ligne, nous avons repre´sente´ le re´sultat que fournirait une de´tection ide´ale des
zones d’interaction. Cette repre´sentation fait e´merger des informations sur la structure interne du
document. La de´tection des deux zones d’interaction conduisent a` la localisation des interviews
dans ce type d’e´mission.
interview 1titres sujet 1 sujet 2 sujet 3 sujet 4 interview 2
pas d'interaction interaction pas d'interaction pas d'interactioninteraction
sujet 5 résumé
Figure 1.1 – Se´quences d’un journal (frise du haut) et re´sultat possible d’une de´tection auto-
matique des zones d’interaction (frise du bas).
1.1.2 La de´tection des zones contenant de la parole conversationnelle
Outre son inte´reˆt d’un point de vue « structuration » d’un document, la de´tection des zones
d’interaction peut aider a` la localisation des zones de parole spontane´e, en opposition a` celles
de parole pre´pare´e. Dans notre e´tude, la parole spontane´e [Luzzati 04] doit eˆtre entendue dans
le sens « d’un e´nonce´ perc¸u et conc¸u au fil de son e´nonciation ».
Les re´centes campagnes d’e´valuation ESTER 6 [Galliano 05] et ESTER2 [Galliano 09] rap-
portent les bonnes performances des me´thodes actuelles de reconnaissance automatique de la
parole sur des documents contenant de la parole pre´pare´e. Le meilleur syste`me pre´sente un
taux d’erreur mot (Word Error Rate) de l’ordre de 11%. Ces scores obtenus sur des corpus
francophones se rapprochent des performances atteintes en langue anglaise malgre´ les difficulte´s
inhe´rentes a` la langue franc¸aise de´crites dans [Gauvain 05a]. La parole utilise´e par les locuteurs
durant une conversation n’est pas syste´matiquement spontane´e, mais la nature improvise´e et le
cadre peu formate´ de ces interactions est propice a` la production de ce type de parole. Comme
le rapporte [Gauvain 05b] : Les difficulte´s pose´es par la mode´lisation linguistique de la parole
conversationnelle re´sident d’une part dans le caracte`re spontane´ de la parole qui conduit a` une
syntaxe relaˆche´e avec de nombreuses he´sitations et reprises, et d’autre part dans la faible quan-
tite´ de donne´es d’apprentissage disponible. Ces observations re´sonnent avec celles faites lors de
l’e´tude mene´e par [Furui 05] sur un grand corpus de parole spontane´e japonaise : [...] acoustic
and linguistic variation of spontaneous speech is so large that we need a very large corpus in order
to encompass the variations. La spontane´ite´ du langage au sein d’une zone d’interaction orale
s’accroˆıt naturellement avec le degre´ d’interaction ; or c’est un facteur d’erreurs en transcription
automatique qu’il est inte´ressant de pouvoir de´tecter en amont de la reconnaissance de la parole
afin, par exemple, de spe´cialiser les donne´es d’apprentissage.
6. E´valuation des Syste`mes de Transcription Enrichie d’e´missions Radiophoniques
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Dans [Dufour 09], les auteurs e´valuent e´galement le lien entre le degre´ de spontane´ite´ du
langage et les performances de reconnaissance. Ils concluent sur l’inte´reˆt d’une connaissance a
priori du degre´ de spontane´ite´ en perspective d’une ame´lioration des syste`mes de transcription
automatique de la parole conversationnelle. Dans cette optique, nous souhaitons contribuer en
proposant une approche non linguistique pour classer des se´quences conversationnelles en fonc-
tion de leur degre´ d’interactivite´, et ainsi aider a` la pre´diction de la spontane´ite´. Les travaux de
[Burger 02] vont dans ce sens. Il y est tente´ d’e´tablir un lien entre le type de re´union (profession-
nel, bavardage...) et le type de parole utilise´e (spontane´e ou pre´pare´e). Les re´sultats montrent
que bien qu’il existe des phe´nome`nes linguistiques lie´s au type de re´union, d’autres informations
concernant les intervenants (aˆge, liens sociaux entre les participants) pourraient eˆtre ne´cessaires
a` la cate´gorisation du type de parole.
1.2 E´tat de l’art
Les interactions sociales et verbales entre individus sont largement e´tudie´es depuis les an-
ne´es 50 dans le domaine de la sociologie, de l’ethnologie et de la psychologie [Bale 50]. L’ « analyse
conversationnelle » est axe´e sur l’e´tude des interactions entre individus dans des situations cou-
rantes. En 1974, les travaux de [Sacks 74] e´tablissent par l’observation un ensemble de re`gles
re´gissant l’organisation temporelle des tours de parole entre locuteurs implique´s dans une conver-
sation. Ces re´sultats sont fondamentaux et cite´s encore aujourd’hui a` une large e´chelle dans des
domaines varie´s. La de´tection des conversations est e´tudie´e plus re´cemment en informatique sous
diffe´rents angles que nous allons couvrir dans cet e´tat de l’art.
1.2.1 Reconnaissance automatique des actes de dialogue
Un acte de dialogue est lie´ a` la se´mantique d’une phrase ou d’une pseudo-phrase prononce´e
par un locuteur durant une conversation. Les travaux de [Stolcke 00] et [Shriberg 98] proposent
initialement 42 actes de dialogue diffe´rents mais cet ensemble est souvent re´duit aux actes de
dialogue suivants : e´nonce´, question, reformulation, phrase incomple`te, agre´ment, appre´ciation,
autres. Les actes de dialogue sont mode´lise´s, puis utilise´s pour faire apparaˆıtre la structure
de la conversation. La structure est re´ve´latrice de l’e´tat d’avancement de la compre´hension du
de´roulement du dialogue et ainsi sa connaissance peut ame´liorer les performances des syste`mes
de reconnaissance automatique de la parole conversationnelle. Des informations prosodiques
peuvent eˆtre combine´es aux informations linguistiques pour rendre plus robustes les mode`les.
Les travaux de [Kral 05] sont oriente´s vers la mise en œuvre d’un syste`me de re´servation
automatique et de l’animation d’une teˆte parlante. Ces applications ne´cessitent de reconnaˆıtre
des actes de dialogue dans un e´nonce´ (ordres, questions ferme´es et ouvertes). A` partir d’informa-
tions lexicales et prosodiques, et d’une approche fonde´e sur les re´seaux de neurones, les auteurs
parviennent a` classer correctement 92% des actes de dialogue de l’ensemble de test.
1.2.2 De´tection des interactions orales dans les groupes
Dans les travaux en de´tection des conversations dans les groupes d’individus (cocktail party,
re´unions), un soin tout particulier est apporte´ au mode de capture des signaux. Les intervenants
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sont alors e´quipe´s de microphones portables individuels de telle sorte qu’il existeK signaux audio
pour un groupe deK individus. Dans un premier type de syste`me [Corman 94], il est suppose´ que
lorsque deux personnes vont se parler face-a`-face, leurs microphones respectifs vont enregistrer
des signaux audio semblables contenant les contributions des deux locuteurs. Les paires de
locuteurs qui interagissent sont de´tecte´s a` l’aide du calcul de la corre´lation entre les signaux.
Dans un second type d’approche diame´tralement oppose´e [Basu 02, Wyatt 07], l’enregistrement
de chaque locuteur est analyse´ par un de´tecteur d’activite´ vocale afin d’isoler les instants de
parole du porteur du microphone. Le calcul de l’information mutuelle des signaux permet de
de´tecter les couples de locuteurs qui conversent. Par cette dernie`re me´thode il est possible de
de´tecter plusieurs conversations ayant lieu simultane´ment [Brdiczka 05].
L’acquisition des signaux audio est ici tre`s contrainte. Couramment un seul signal audio
mono ou ste´re´o contenant les contributions de tous les intervenants est disponible comme c’est
le cas lors d’enregistrements te´le´visuels et cine´matographiques.
1.2.3 De´tection des sce`nes de dialogue dans les documents vide´o
De`s lors que les documents sont audiovisuels, le terme « acte de dialogue » fait place a` celui
de « sce`ne de dialogue ». Le contenu de tels documents est classiquement de´coupe´ en sce`nes,
comme les sce`nes d’action, de transition, de description, de dialogues... Cette cate´gorisation se
fait principalement a` partir d’informations visuelles.
(a) Une se´quence d’images correspondant a` un dialogue
(b) Une se´quence d’image ne correspondant pas a` un dialogue
Figure 1.2 – Deux se´quences de plans illustrant la de´finition visuelle d’une sce`ne de dialogue.
Plusieurs me´thodes [Wolf 97, Eickeler 99, Ferman 99] utilisent une approche supervise´e pour
la reconnaissances des types de sce`ne. D’autres contributions [Saraceno 98, Sudaram 02, Zhai 04]
sont quant a` elles fonde´es sur un ensemble de re`gles. Une sce`ne de dialogue dans ces travaux
se de´finit comme une se´quence d’alternances de plans vide´o redondants. Cette de´finition atteint
rapidement ses limites puisque, comme nous le repre´sentons dans la figure 1.2, dans un meˆme
document une se´quence d’alternances peut correspondre a` une conversation 1.2(a) ou a` une
se´quence d’une toute autre nature 1.2(b). Dans ces travaux, l’information audio n’est pas utilise´e
en de´pit du fait que les conversations soient des e´ve´nements oraux et que cette information reste
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certainement la plus pertinente. Dans la suite nous nous focalisons sur des approches favorisant
l’exploitation des informations extraites de l’audio.
1.2.4 De´tection des interactions par une prise en compte de l’audio
Dans les travaux de [Aydin Alatan 01], bien que les donne´es traite´es soient issues d’un corpus
de se´ries te´le´vise´es (sitcoms et te´le´films), la pre´sence de parole est conside´re´e comme fondamen-
tale a` la de´finition d’une sce`ne de dialogue. Ce point distingue cette contribution des approches
uniquement fonde´es sur des crite`res visuels. Pour l’auteur, une sce`ne de dialogue doit regrouper
trois e´ve´nements qui sont par ordre d’importance : la pre´sence de parole, la pre´sence d’un visage
et un continuum de lieu. Pour chaque plan trois e´ve´nements sonores (parole, musique et silence)
sont de´tecte´s par analyse fre´quentielle et par analyse de l’e´nergie du signal audio. La pre´sence ou
l’absence d’un visage dans le plan est identifie´e suite a` une de´tection de la couleur de la peau. Un
changement de lieu est de´tecte´ par une modification significative des histogrammes de couleurs
du plan courant par rapport au plan pre´ce´dent.
Le syste`me de localisation des sce`nes de dialogues utilise des mode`les de Markov cache´s
(MMC). Une sce`ne de dialogue correspond dans ce cas a` un e´tat du MMC. Les performances
obtenues en fusionnant l’audio, le visage et le changement de lieu atteignent 85% des sce`nes bien
reconnues. La fusion de l’audio et du visage permet de reconnaˆıtre 90% des sce`nes de dialogue.
L’audio seul atteint 75% de sce`nes bien reconnues. Ce dernier re´sultat est pre´sente´ comme un tre`s
bon compromis (temps de calcul/performances) en comparaison du meilleur syste`me. Notons que
dans cette e´tude les donne´es de test sont inte´gre´es aux donne´es d’apprentissage et que d’autre
part, ces scores doivent eˆtre relativise´s car dans les se´ries te´le´vise´s, une large proportion de la
parole correspond a` des sce`nes de dialogue. Ne´anmoins ces re´sultats montrent que l’audio peut
eˆtre suffisant pour de´tecter les dialogues dans des documents audiovisuels.
1.2.5 Caracte´risation des sce`nes conversationnelles
Pour eˆtre comple`te, la de´tection des conversations doit eˆtre accompagne´e d’une description
du contenu des se´quences de´tecte´es. Nous pre´sentons une contribution inte´ressante sur la carac-
te´risation de se´quences conversationnelles, celle de [Basu 02]. Elle repose sur l’observation qu’au
meˆme titre qu’en vide´o, une conversation peut eˆtre divise´e en plusieurs sce`nes conversationnelles
en fonction de l’e´volution du contenu de la conversation.
Des conversations te´le´phoniques d’une demie-heure entre des locuteurs anglophones sont
analyse´es. Une conversation te´le´phonique est compose´e de deux voies sonores temporellement
concurrentes, correspondant a` l’enregistrement des deux locuteurs. Dans ce cas, les intervenants
ne sont pas en contact visuel et une conversation peut contenir des zones de parole superpose´e.
La premie`re e´tape est la segmentation des conversations en sce`nes conversationnelles. La
de´finition d’une sce`ne conversationnelle repose sur l’observation que dans la majorite´ des conver-
sations, l’un ou l’autre des locuteurs monopolise la parole. Le locuteur dominant peut alterner
au cours de la conversation. Trois types de sce`nes conversationnelles sont propose´es :
1. les sce`nes ou` le locuteur 1 monopolise la parole,
2. les sce`nes ou` le locuteur 2 monopolise la parole,
3. les sce`nes ou` il n’y a pas clairement de locuteur dominant.
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La classification en sce`nes conversationnelles utilise un MMC a` trois e´tats. Les observations sont
les proportions de temps de parole des deux locuteurs, calcule´es sur une feneˆtre glissante de
8 secondes. Finalement 96% des sce`nes conversationnelles sont correctement affecte´es.
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(a) Une conversation durant laquelle le locuteur dominant change souvent implique de nombreuses sce`nes conver-
sationnelles.
0.8
-0.2
0.3
c
o
n
tr
ib
u
ti
o
n
1206020 40
0 20 40 60 80 100 120
0.2
0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
80 100
fenêtre d'analyse
le locuteur rouge monopolise la parole
le locuteur bleu monopolise la parole
(b) Une conversation durant laquelle il y a peu de zones pre´sentant un locuteur dominant.
Figure 1.3 – Deux segmentations en sce`nes conversationnelles, extrait de [Basu 02]
Les courbes de la figure 1.3 sont extraites de [Basu 02], elles repre´sentent les re´sultats de la
segmentation en sce`nes conversationnelles pour deux conversations diffe´rentes. Sur ces figures,
les courbes discontinues rouges et bleues repre´sentent les contributions des temps de parole des
locuteurs sur chaque feneˆtre d’analyse. La courbe noire en cre´neaux indique le type de sce`ne
conversationnelle de´tecte´e. Cette courbe est en position haute pour indiquer que le locuteur rouge
monopolise la parole. A contrario, cette courbe est en bas quand le locuteur bleu monopolise
la parole. Enfin cette courbe est en position centrale pour indiquer qu’aucun des locuteurs ne
monopolise la parole. La sous-figure 1.3(a) correspond une conversation durant laquelle le roˆle
de locuteur dominant alterne beaucoup. La sous-figure 1.3(b) pre´sente la segmentation d’une
conversation durant laquelle il n’y a pas de locuteur dominant hormis sur deux sce`nes.
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Cette segmentation est utilise´e pour cate´goriser les conversations en fonction du niveau de do-
minance globale et de la longueur moyenne des sce`nes conversationnelles. Trois types de conver-
sations sont ainsi mis en e´vidence. D’abord les conversations de type « bavardage », pour des va-
leurs faibles de la dominance et des sce`nes courtes. Les conversations de type « confe´rence » avec
une grande dominance et de longues sce`nes, et les conversations de type « ne´gociation » avec
peu de dominance et des longues sce`nes conversationnelles.
Cette classification semble pertinente car elle repose sur des observations simples qui peuvent
eˆtre applique´es de la meˆme manie`re a` des conversations d’une autre nature telles que des inter-
views ou des de´bats.
1.2.6 Synthe`se de l’e´tat de l’art
Les travaux de la litte´rature concernant l’e´tude des interactions et des conversations dans
les documents audiovisuels rassemblent une large varie´te´ d’approches.
Des travaux se basent sur les transcriptions pour reconnaˆıtre les actes de dialogue caracte´-
ristiques d’une interaction orale. Cette approche ne´cessite, pour eˆtre performante, d’utiliser des
transcriptions textuelles de bonne qualite´ dans un contexte conversationnel difficile pour les sys-
te`mes de reconnaissance automatique. D’autres approches utilisent uniquement des parame`tres
visuels. Ce choix limite l’utilisation de ces me´thodes a` des documents vide´o. De plus, les conver-
sations e´tant par nature des e´ve´nements lie´s a` la parole, l’utilisation de parame`tres visuels semble
inadapte´e ou du moins incomple`te a` la de´tection des conversations. Une troisie`me cate´gorie de
travaux exploitent des informations extraites de l’audio et repose sur des hypothe`ses fortes sur
l’acquisition des signaux de parole en ne´cessitant l’enregistrement individuel de l’activite´ vocale
de chaque locuteur. Cette contrainte ne convient pas a` la majorite´ de documents audiovisuels.
Nous souhaitons faire e´voluer la de´finition d’une sce`ne de dialogue en proposant de re´aliser
la de´tection d’alternances de tours de parole entre deux locuteurs diffe´rents. Nous ajoutons pour
cela une information sur l’identite´ du locuteur. Nous voulons montrer qu’il est possible de faire
e´merger les se´quences d’alternances de tours de parole entre deux intervenants uniquement a`
partir du signal sonore.
1.3 Notre approche pour la de´tection et la caracte´risation des
zones d’interaction
La contribution de [Ibrahim 07], re´alise´e dans notre e´quipe, a servi de base a` notre travail en
mettant en e´vidence l’existence de classes de relations temporelles caracte´ristiques d’interactions
orales entre les tours de parole des locuteurs. Un re´sume´ en est donne´ ci-apre`s (section 1.3.1).
Ce travail ante´rieur a` notre e´tude, ne concerne pas directement la localisation des conversa-
tions mais permet de ve´rifier l’existence dans un document d’une se´quence :
Loc1 − Loc2 − Loc1 − . . .
ou` Locx signifie le locuteur x. C’est a` partir de ce re´sultat que nous fondons notre contribution
sur la de´tection des zones d’interaction.
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1.3.1 Relations temporelles entre locuteurs
[Ibrahim 07] propose une me´thode ge´ne´rique de caracte´risation des structures des documents
audiovisuels fonde´e sur l’analyse des relations temporelles entre des caracte´ristiques (audio et
vide´o) extraites d’un meˆme document. Une caracte´ristique est repre´sente´e par un ensemble
de segments temporels indiquant a` quels instants (de de´but et de fin) elle se produit. L’auteur
propose de calculer sur ces ensembles de segments plusieurs parame`tres repre´sentant les relations
temporelles liant les caracte´ristiques. Comme nous l’avons repre´sente´ sur la figure 1.4, pour une
paire de segments (sC1, sC2) correspondant respectivement a` une caracte´ristique C1 et C2, il est
possible de calculer trois parame`tres (DE, DB et Lap).
S
C1
S
C2
Caractéristique C1
Caractéristique C2
temps
temps
DE
Lap
DB
Figure 1.4 – Extraction des parame`tres temporels entre deux segments, extrait de [Ibrahim 07].
Le parame`tre DE est la dure´e se´parant la fin du segment SC2 et la fin du segment SC1. Le
parame`tre DB est la dure´e entre le de´but du segment SC1 et le de´but du segment SC2. Le dernier
parame`tre Lap est la dure´e se´parant le de´but de SC2 de la fin de SC1. Ces calculs sont e´tendus a`
l’ensemble des paires de segments distants d’une dure´e infe´rieure a` un seuil α tel que |Lap| ≤ α.
Tous les triplets de parame`tres (DE, DB, Lap) d’un couple de caracte´ristiques (C1, C2) sont
rassemble´s dans une matrice dite des relations temporelles. L’application, sur la matrice, d’une
me´thode de regroupement non supervise´ (algorithme des K-means) permet de mettre a` jour
plusieurs classes de relations temporelles propres au couple de caracte´ristiques C1 et C2. Une
expe´rience en particulier a e´te´ mene´e sur des caracte´ristiques correspondant aux tours de parole
des locuteurs d’un document. Cette me´thode a fait e´merger du contenu audio les relations
temporelles mises en jeu entre des locuteurs implique´s dans une conversation.
1.3.2 De´tection enrichie des zones d’interaction orale
1.3.2.1 Pre´sentation de l’approche
Notre me´thode de de´tection des conversations est fonde´e sur la recherche de se´quences d’al-
ternances des tours de parole de deux locuteurs. Nous ne recherchons pas directement les conver-
sations entie`res mais plutoˆt des zones d’interaction correspondant a` des se´quences d’alternances
de locuteurs les plus longues possible.
Les documents audiovisuels, correspondant a` des e´missions de te´le´vision et de radio, peuvent
contenir des e´ve´nements sonores varie´s comme des rires, des applaudissements, de la musique,
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etc. Ceux-ci peuvent s’intercaler dans une se´quence d’alternances et rendre difficile la de´tection
de conversations entie`res. La recherche de zones d’interaction semble plus robuste dans ce cas.
La figure 1.5 pre´sente les modules de notre syste`me de de´tection et de caracte´risation des
Zones d’Interaction (Z.I.).
SRL
fichier
audio
Z.I.
Détection
 des Z.I.
Caractérisation
des Z.I.
Figure 1.5 – Syste`me de de´tection et de caracte´risation des zones d’interaction.
L’approche propose´e repose sur trois e´tapes :
– le premier traitement consiste a` segmenter le signal audio en tours de parole ; un tour
de parole correspond a` un changement de locuteur. Cette segmentation est accompagne´e
d’une phase de regroupement en locuteurs afin de spe´cifier le nombre de locuteurs et
l’affectation de chaque segment a` un identifiant de locuteur (cf. section 1.3.2.2).
– le deuxie`me traitement a pour but de localiser les zones d’interaction (cf. section 1.3.3)
indirectement a` travers l’analyse des intervenants qui y sont implique´s. Nous calculons
dans ce but des parame`tres qui caracte´risent globalement les interventions des locuteurs
dans le document. Nous nous concentrons e´galement sur la caracte´risation de l’intervention
du locuteur dans la zone d’interaction.
Pour chaque zone d’interaction de´tecte´e, nous proposons une mesure nomme´e « le niveau
d’interactivite´ », indiquant la longueur de la se´quence d’alternance des tours de parole.
– le dernier traitement concerne la caracte´risation des zones d’interaction graˆce a` des infor-
mations lie´es aux locuteurs (cf. section 1.3.4).
1.3.2.2 Segmentation et Regroupement en Locuteurs (SRL)
La SRL est un traitement de la parole qui consiste en une de´tection des tours de parole
et leur assignation a` une e´tiquette correspondant a` un locuteur. Ge´ne´ralement ces syste`mes
proce`dent sans connaˆıtre a priori le nombre de locuteurs pre´sents dans le document. Dans une
premie`re e´tape, le contenu audio est segmente´ en zones homoge`nes d’un point de vue acoustique.
La seconde e´tape correspond au regroupement des segments. L’objectif est de rassembler les
segments similaires dans un cluster correspondant a` un locuteur.
Dans notre e´tude, nous utilisons l’outil de SRL de´veloppe´ dans notre e´quipe de recherche
par El Khoury [El Khoury 10]. Les trois e´tapes de la me´thode (de´tection de la parole, segmenta-
tion en locuteurs et regroupement) sont inte´gre´es dans un processus ite´ratif afin d’ame´liorer les
performances sur les zones ou` plusieurs types de sources sont pre´sentes. Les parame`tres extraits
du signal audio sont des coefficients MFCC et la modulation de l’e´nergie a` 4 Hertz. L’e´tape
de segmentation en locuteurs est base´e sur le calcul du Maximum de Vraisemblance Ge´ne´ra-
lise´ (GLR). Le Crite`re d’Information Baye´sienne (BIC) est ensuite exploite´ pour de´tecter les
instants de changement de locuteurs. L’utilisation conjointe de la segmentation bidirectionnelle
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(forward-backward) GLR/BIC augmente la robustesse de la me´thode en de´tectant des transi-
tions entre segments de locuteurs qui n’aurait pas e´te´ trouve´es en une seule passe. Une approche
ascendante de regroupement hie´rarchique permet de rassembler les segments appartenant a` un
meˆme locuteur. Meˆme si la me´thode nous assure que les segments les plus longs et les plus
homoge`nes permettent un meilleur regroupement, dans le cas de la parole conversationnelle les
segments tendent a` eˆtre plus petits et a` contenir de la parole superpose´e. Pour ame´liorer la
phase de regroupement, El Khoury propose d’appliquer un regroupement local applique´ tous les
20 segments, avant d’appliquer le regroupement global. Au terme du traitement, chaque locu-
teur de´tecte´ est repre´sente´ par une liste de segments temporels indiquant ses instants de parole.
Cet outil a fait ses preuves en obtenant de tre`s bons re´sultats lors de la campagne d’e´valuation
ESTER2 [Galliano 09].
Sur la figure 1.6, nous avons repre´sente´, superpose´ au signal audio correspondant, le re´sultat
de la segmentation en locuteurs : 6 locuteurs ont e´te´ trouve´s, L = {loc1, loc2, . . . locM} avec
M = 6, et les segments correspondant a` chacun sont visualise´s.
Pour un locuteur locj avec j = 1 . . .M , correspond un ensemble Slocj de Nj segments soit
Slocj = {s(1,locj), s(2,locj), . . . , s(Nj ,locj)}. Chaque segment est repe´re´ temporellement par ses
instants de de´but et de fin.
A` partir de ces ensembles de segments {Slocj , j = 1 . . .M}, nous re´alisons la de´tection des
zones d’interaction entre des paires de locuteurs.
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Figure 1.6 – Les segments de parole des locuteurs obtenus en sortie du module de SRL.
1.3.3 De´tection des zones d’interaction et calcul du niveau d’interactivite´
Quand le contenu du message prononce´ est disponible, deux tours de parole peuvent eˆtre
suffisants pour de´tecter une interaction orale entre deux individus. Un e´change du type « Ques-
tion du locuteur 1 - Re´ponse du locuteur 2 » tient en deux tours de parole conse´cutifs. Dans
notre e´tude nous travaillons sans informations linguistiques, ni lexicales, uniquement a` partir
des segments de parole des locuteurs. Dans ce cas, un e´change base´ sur seulement deux segments
n’est pas assez discriminant. Nous posons l’hypothe`se qu’au minimum 3 segments sont ne´ces-
saires pour de´tecter une zone d’interaction entre deux intervenants. Ces trois segments forment
un motif que nous nommons une « unite´ d’interaction ».
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1.3.3.1 De´finition de l’unite´ d’interaction
L’unite´ d’interaction est une se´rie de 3 segments de parole formant une alternance entre deux
locuteurs. L’unite´ d’interaction entre un couple de locuteurs {locj−locj′}, j 6= j′, est de´finie par :
s(i, locj) − s(k, locj′) − s(i+ 1, locj).
s(i,locj) s(k,locj') s(i+1, locj)
d
Figure 1.7 – Exemple d’unite´ d’interaction du couple {locj − locj′}.
Pour assurer une cohe´rence a` l’unite´ d’interaction d’un couple de locuteurs, il est ne´cessaire
que les segments de parole conse´cutifs ne soient pas se´pare´s par un autre locuteur, ou par une
zone sans parole de dure´e d supe´rieure a` un seuil. L’ide´al est d’avoir des segments proches les
uns aux autres. Dans la pratique, nous tole´rons un seuil d e´gal a` une seconde. Par combinaison
des unite´s d’interaction nous ge´ne´rons les zones d’interaction (cf. figure 1.3.3.1).
1.3.3.2 Recherche des zones d’interaction
Les zones d’interaction sont recherche´es pour chaque couple de locuteurs {locj − locj′} avec
j = 1 . . .M , j′ = 1 . . .M et j 6= j′ pris parmis l’ensemble des locuteurs extraits par la SRL.
Sur la figure 1.8 nous repre´sentons les Unite´s d’Interaction (U.I.) de´couvertes pour trois
couples de locuteurs :
– 1 segment pour le couple {loc2 − loc6} sur la sous-figure 1.8(a),
– 2 segments pour le couple {loc2 − loc3} sur la sous-figure 1.8(b),
– 2 segments pour le couple {loc1 − loc2} sur la sous-figure 1.8(c).
Les autres couples de locuteurs ne pre´sentent pas d’unite´s d’interaction.
Sur la sous-figure 1.8(c), nous pouvons e´galement voir que deux unite´s d’interaction du couple
de locuteurs {loc1 − loc2} ont e´te´ rejete´es car elles contiennent des segments se´pare´s par une
dure´e supe´rieure au seuil d.
Les Zones d’Interaction (Z.I.) sont obtenues par l’union des unite´s d’interaction qui se su-
perposent pour un couple de locuteurs donne´.
Le niveau d’interactivite´ est une mesure permettant d’e´valuer le potentiel conversationnel
d’une zone d’interaction. Plus le nombre d’alternances de tours de parole est important, plus
la zone d’interaction est susceptible de contenir de la parole conversationnelle et plus le niveau
d’interactivite´ de la zone est e´leve´. Le niveau d’interactivite´ correspond au nombre d’unite´s
d’interaction constitutives d’une zone d’interaction. Le niveau 1 correspond au cas le plus simple
ou` une zone d’interaction correspond a` une unite´ d’interaction. Tout ajout de segment dans la
zone d’interaction incre´mente le niveau d’interactivite´.
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(a) Unite´ d’interaction du couple de locuteurs {loc2 - loc6}
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(c) Unite´s d’interaction du couple de locuteurs {loc1 - loc2}
Figure 1.8 – Exemples d’unite´s d’interaction.
En reprenant l’exemple pre´ce´dent (cf. figure 1.8), sur la figure 1.9 nous avons repre´sente´ les
zones d’interaction repe´re´es par leur position dans le document ainsi que leur niveau d’interac-
tivite´ :
– les locuteurs loc2 et loc6 interagissent une fois dans une zone d’interaction de niveau 1,
– les locuteurs du couple {loc2 − loc3} apparaissent sur une zone d’interaction de niveau 2,
– le couple {loc1− loc2} se retrouve dans deux zones d’interaction, une premie`re de niveau 2,
et une seconde de niveau 1.
Certains locuteurs peuvent eˆtre implique´s dans des interactions avec plusieurs locuteurs diffe´-
rents, c’est pourquoi nous de´finissons « l’ensemble des zones d’interaction » d’un locuteur.
L’ensemble des zones d’interaction d’un locuteur locj correspond a` l’ensemble ZIlocj
des zones d’interaction dans lesquelles le locuteur locj intervient. Dans l’exemple de la figure 1.9,
le locuteur loc2 intervient dans 4 zones d’interaction, loc1 intervient dans 2 zones d’interaction
et les locuteurs loc3 et loc6 interviennent dans une seule zone d’interaction. Pour tous les autres
locuteurs, l’ensemble des zones d’interaction est vide.
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Figure 1.9 – Niveaux d’interactivite´ des Z.I., sur le meˆme exemple que pre´ce´demment.
Il est a` noter que des zones d’interaction appartenant a` des couples de locuteurs diffe´rents
peuvent se recouvrir sur la longueur d’un segment. Il n’est pas possible de de´terminer si le
segment commun aux deux zones d’interaction doit eˆtre attribue´ pre´fe´rentiellement a` l’une ou a`
l’autre des zones, ou aux deux. Par exemple, sur la figure 1.9, le segment s(2, loc2) appartient a`
deux zones d’interaction.
Nous proposons sur la figure 1.10 une repre´sentation temporelle des zones d’interaction de´-
tecte´es par cette me´thode sur un e´pisode du de´bat de socie´te´ Le Te´le´phone Sonne diffuse´ sur
la station de radio France Inter. Cette repre´sentation a e´te´ e´tablie a` partir d’une segmentation
en locuteurs manuelle. Chaque segment (rouge ou jaune) repre´sente une zone d’interaction. La
largeur de ces segments permet de visualiser la dure´e de l’interaction. La hauteur repre´sente le
niveau d’interactivite´ de la zone d’interaction. Les segments de couleur jaune indiquent que leur
niveau est e´gal a` 1, les segments rouges ont un niveau d’interactivite´ supe´rieur a` 1.
Cette repre´sentation (cf. figure 1.10) met en e´vidence des zones d’interaction de formats et
de dure´es varie´s. Nous voulons identifier et caracte´riser les zones les plus caracte´ristiques d’une
interaction orale. Dans la suite nous proposons d’analyser les zones d’interaction a` travers une
e´tude focalise´e sur les interventions des locuteurs.
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Figure 1.10 – Zones d’interaction et niveau d’interactivite´ pour le de´bat de socie´te´ Le Te´le´phone
Sonne.
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1.3.4 Caracte´risation des zones d’interaction
Dans cette e´tude, nous introduisons un ensemble de descripteurs temporels dans le but
d’e´tudier les interventions des locuteurs. Ces travaux, pre´sente´s dans [Bigot 08a, Bigot 08b,
Bigot 08c], permettent de caracte´riser les zones d’interaction.
Les interventions des locuteurs d’un meˆme document peuvent eˆtre tre`s diffe´rentes. Nous nous
appuyons sur l’exemple de la figure 1.11 pour illustrer nos remarques :
– certains locuteurs (comme le locuteur loc1) interviennent a` plusieurs reprises.
– d’autres locuteurs (comme loc4 et loc5) n’interviennent qu’une seule fois.
– des intervenants apparaissent au de´but du document et n’apparaissent plus ensuite (comme
loc6). D’autres intervenants (comme loc2) interviennent sur tout le document.
– certains locuteurs participent a` des zones d’interaction (comme loc1) quand d’autres locu-
teurs n’interagissent avec personne (comme loc4).
Nous voulons mesurer ces diffe´rences (et points communs) pour caracte´riser le locuteur et enrichir
les zones d’interaction.
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Figure 1.11 – Exemple de segmentation en locuteurs.
Avant de pre´senter les descripteurs, nous e´tablissons une cate´gorie de locuteurs : la cate´gorie
des « locuteurs ponctuels ».
Les locuteurs ponctuels sont les intervenants qui n’apparaissent que sur un seul segment.
C’est le cas par exemple du locuteur loc6 sur la figure 1.11(a). Les locuteurs ponctuels ne
peuvent participer qu’a` une seule zone d’interaction de niveau d’interactivite´ e´gale a` 1. C’est une
information qui nous permet de conside´rer ces locuteurs comme peu susceptibles de participer
a` une se´quence conversationnelle.
Nous faisons appel a` deux ensembles de descripteurs :
– un ensemble caracte´risant l’intervention du locuteur dans sa globalite´,
– un ensemble visant a` prendre en compte une e´ventuelle e´volution temporelle.
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1.3.4.1 Les descripteurs globaux
Pour chaque locuteur nous de´finissons l’activite´ globale, l’e´tendue et la contribution a` des
zones d’interaction. Ces descripteurs ne de´pendent pas de la dure´e du document.
Pour donner pre´cise´ment ces termes, nous rappelons et comple´tons les de´finitions suivantes :
– Nj repre´sente le nombre de segments du locuteur locj .
– Pour chaque locuteur locj , nous disposons de l’ensemble Slocj de ses segments :
Slocj = {s(1,locj), s(2,locj), . . . , s(Nj ,locj)}
Nous repre´sentons sur la sous-figure 1.11(b) les segments du locuteur loc2 extraits de la
segmentation de la sous-figure 1.11(a).
– l(k, locj), d(k, locj) et f(k, locj) sont respectivement la longueur, le de´but et la fin du k
ie`me
segment s(k, locj) du locuteur locj .
• L’activite´ globale A du locuteur est le temps de parole cumule´ de l’intervenant, ce
qui donne :
Alocj =
Nj∑
k=1
l(k,locj)
• L’e´tendue E du locuteur mesure sa dure´e d’apparition. L’e´tendue d’un locuteur est la
dure´e qui se´pare le de´but de sa premie`re intervention et la fin de sa dernie`re intervention.
Une illustration de cette de´finition est indique´e sur la figure 1.11(b).
L’e´tendue du locuteur locj se calcule par :
Elocj = f(Nj ,locj) − d(1,locj)
• la contribution C du locuteur a` des zones d’interaction mesure la proportion de
l’activite´ globaleA incluse dans des zones d’interaction. Soit (S,ZI)locj l’intersection entre
l’ensemble des segments Slocj du locuteur locj et l’ensemble des zones d’interaction de ce
locuteur ZIlocj . Ce descripteur est la dure´e cumule´e des segments appartenant a` (S,ZI)locj
divise´e par l’activite´ globale du locuteur Alocj :
Clocj =
dure´e(Slocj
⋂
ZIlocj )
Alocj
1.3.4.2 Les descripteurs locaux
Le contenu d’un document audiovisuel e´volue autour de l’apparition et du de´part des in-
tervenants. Par exemple, le locuteur loc6 de la figure 1.12 intervient au de´but du document
uniquement, le locuteur loc5 au contraire apparaˆıt a` la fin du document. Pour quantifier dans
quelles parties du document se re´partissent les interventions des locuteurs, nous proposons de
calculer l’activite´ locale du locuteur, les activite´s locales sont ensuite regroupe´es au sein d’un
vecteur de re´partition de l’activite´.
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Ces descripteurs viennent comple´ter les descripteurs pre´ce´dents en inte´grant une dimension
dynamique au calcul de l’activite´ de parole d’un locuteur. Nous posons W un ensemble de U fe-
neˆtres temporelles d’analyse re´parties tout au long du document, adjacentes et d’intersection
vide 2 a` 2, soit W = {w1, w2, . . . , wU}. Sur la figure 1.12 nous repre´sentons le cas ou` U = 3.
• L’activite´ locale a(wi,locj) sur la feneˆtre wi d’un locuteur locj est la dure´e relative de
l’intersection entre l’ensemble de segments du locuteur, Slocj , et la feneˆtre d’analyse wi :
a(wi,locj) = dure´e(Slocj
⋂
wi)
L’activite´ locale sur une feneˆtre repre´sente une fraction de l’activite´ globale d’un locuteur.
• Le vecteur de re´partition de l’activite´, note´ a(W,locj) du locuteur locj est forme´ des
activite´s locales calcule´es pour chaque feneˆtre d’analyse de W de telle sorte que :
a(W,locj) = [a(w1,locj) a(w2,locj) . . . a(wU ,locj)]
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Figure 1.12 – De´coupage d’une segmentation en locuteurs en trois sections de meˆme dure´e.
Pour l’exemple propose´ sur la figure 1.12, ou` U = 3, le vecteur de re´partition de l’activite´ de
chaque locuteur est calcule´ et reporte´ dans la table 1.1.
Table 1.1 – Vecteurs de re´partition de l’activite´ locale pour l’exemple de la figure 1.12.
a(W,loc1)= [ 0.4×Aloc1 0.6×Aloc1 0×Aloc1 ]
a(W,loc2)= [ 0.45×Aloc2 0.4×Aloc2 0.15×Aloc2 ]
a(W,loc3)= [ 0×Aloc3 0×Aloc3 1×Aloc3 ]
a(W,loc4)= [ 0×Aloc4 0×Aloc4 1×Aloc4 ]
a(W,loc5)= [ 0×Aloc5 0×Aloc5 1×Aloc5 ]
a(W,loc6)= [ 1×Aloc6 0×Aloc6 0×Aloc6 ]
1.3.4.3 Mise en e´vidence de l’activite´ locale suivant le type de programme
La figure 1.13 rassemble plusieurs exemples de vecteurs de re´partition de l’activite´ calcu-
le´s avec trois feneˆtres d’analyse. Les vecteurs de re´partition sont projete´s dans un espace a`
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3 dimensions pour les locuteurs de trois e´missions radiophoniques diffe´rentes. Dans cet espace
de repre´sentation, chaque dimension correspond a` une feneˆtre d’analyse temporelle. La sous-
figure 1.13(a) correspond a` une e´mission de type « matinales », la sous-figure 1.13(b) a` un
magazine culturel et la sous-figure 1.13(c) rassemble les locuteurs d’un de´bat de socie´te´.
Les locuteurs peuvent eˆtre rassemble´s en 3 cate´gories :
– les locuteurs actifs sur une seule feneˆtre d’analyse se rassemblent dans un premier groupe
repre´sente´ sur le plan par des points de couleur bleue, rouge et cyan,
– les locuteurs actifs sur deux feneˆtres d’analyse conse´cutives correspondent aux points co-
lore´s en vert, jaune et magenta,
– les locuteurs qui parlent sur les trois feneˆtres sont indique´s en noir sur la figure 1.13.
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Figure 1.13 – Vecteurs de re´partition de l’activite´ locale des locuteurs pour trois e´missions
radiophoniques (cas U = 3).
Sur plusieurs exemples d’e´mission nous observons un lien entre le type de programme et
le nombre de locuteurs de chaque cate´gorie. La repre´sentation des vecteurs de re´partition des
locuteurs est une piste a` conside´rer en perspective d’un regroupement par type de programme.
Dans la suite de ce travail, nous e´tudions e´galement les descripteurs globaux en vue d’une
cate´gorisation des locuteurs.
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1.3.4.4 Une premie`re typologie des locuteurs
Dans cette e´tude, nous cherchons a` interpre´ter la re´partition des locuteurs issus de plusieurs
documents, dans le plan (activite´, e´tendue). Sur cette repre´sentation dont un exemple est donne´
sur la figure 1.14 :
– l’axe des abscisses correspond a` l’activite´ globale des locuteurs, normalise´e par l’e´tendue
du locuteur le plus pre´sent dans le document,
– l’axe des ordonne´es correspond au rapport entre l’e´tendue du locuteur et l’e´tendue maxi-
male du document.
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Figure 1.14 – Repre´sentation des locuteurs de six documents en fonction de leur activite´ globale
et de leur e´tendue.
L’exemple de la figure 1.14 rassemble des locuteurs de six e´missions : deux e´missions mati-
nales, deux magazines, un journal et deux de´bats de socie´te´.
Suite a` une e´tude sur un plus large ensemble de documents, nous proposons de de´couper le
plan (activite´, e´tendue) en 4 quadrants que nous supposons correspondre a` 4 types d’intervenant,
auxquels s’ajoute une cinquie`me cate´gorie correspondant aux locuteurs situe´s sur la premie`re
diagonale.
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Nous pouvons de´crire chaque type de locuteur :
• les locuteurs de type 1 ont une activite´ et une e´tendue importante. Il serait raisonnable
de trouver des pre´sentateurs, des invite´s principaux et plus ge´ne´ralement des locuteurs
importants car tre`s pre´sents dans le document.
• le type 2 correspond a` des locuteurs peu actifs mais tre`s e´tendus. Ce sont des locuteurs qui
apparaissent sur des segments courts et distants les uns des autres. Ce type de locuteurs
correspond typiquement aux interventions d’un annonceur ou a` une se´quence telle qu’un
flash d’information court et revenant re´gulie`rement.
• les locuteurs de type 3 sont les plus nombreux. Ces intervenants sont peu actifs et peu
e´tendus. Ils font ge´ne´ralement des interventions localise´es a` une partie du document. Les
chroniqueurs, les journalistes ou les personnes participant a` une interview rele`vent de cette
cate´gorie.
• les locuteurs de type 4 ont une activite´ importante et une e´tendue plus faible. Ce type est
caracte´ristique de locuteurs parlant beaucoup mais de manie`re tre`s dense et tre`s localise´e.
C’est le cas couramment des personnes interviewe´es durant un bulletin d’information.
• la dernie`re cate´gorie correspond aux locuteurs ponctuels situe´s sur la droite de pente unite´.
Les locuteurs ponctuels ne sont actifs que sur un seul segment, de ce fait leur activite´
est e´gale a` leur e´tendue. Ce type de locuteur correspond a` des envoye´s spe´ciaux et des
journalistes dans les journaux. Du fait de leur ponctualite´, ces locuteurs n’interviennent
quasiment jamais dans des zones d’interaction.
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Figure 1.15 – Zones d’interaction, niveau d’interactivite´ et type de locuteur pour le de´bat de
socie´te´ Le Te´le´phone Sonne.
La figure 1.15 est un exemple de repre´sentation enrichie des zones d’interaction : les in-
formations relatives aux types de locuteurs sont ajoute´es aux zones d’interaction (il s’agit de
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l’enregistrement Le Te´le´phone Sonne, pre´sente´ auparavant, cf. figure 1.10). Le pre´sentateur et
les invite´s principaux, sont de Type 1. Un autre invite´ principal est Type 2. Sur cette figure, les
zones (Type1-Type1), (Type1-Type2) sont des interactions entre le pre´sentateur et un invite´, ou
entre deux invite´s.
Durant cette e´mission des auditeurs te´le´phonent au standard de l’e´mission pour poser leurs
questions aux invite´s principaux. Ces locuteurs sont identifie´s comme appartenant au Type 3.
Ces intervenants interagissent avec le pre´sentateur ou les invite´s comme l’indiquent plusieurs
zones d’interaction de niveaux 3 et 6.
Dans le cadre du projet EPAC, la de´tection des zones d’interaction (enrichie avec les infor-
mations relatives aux types de locuteurs qui y sont implique´s) a e´te´ re´alise´e sur l’ensemble des
donne´es du projet. Les re´sultats ont e´te´ fournis sous un format structure´ : une description en
est faite en annexe B de ce manuscrit.
1.4 Conclusion
Dans ce chapitre, nous avons pre´sente´ une e´tude pre´liminaire fonde´e autour de la recherche de
zones temporelles d’un document pouvant potentiellement contenir une conversation entre deux
locuteurs. Nous avons nomme´ ces zones : zones d’interaction orale. La me´thode que nous avons
propose´ exploite uniquement la composante audio du flux audiovisuel, a` travers uniquement
la connaissance a priori des tours de parole des intervenants. Elle est e´galement inde´pendante
de la transcription de la parole relative a` ces zones et se fonde sur l’analyse de l’organisation
temporelle des tours de parole d’un couple de locuteurs. Une premie`re caracte´risation des zones
d’interaction consiste a` e´valuer le nombre d’alternances de tours de parole de la zone. Nous
nommons cette mesure : le niveau d’interactivite´. D’un point de vue de la structuration des do-
cuments audiovisuels, les zones d’interaction sont a priori des e´le´ments structurants du contenu
qui, avec une granularite´ fine de´taillent des e´ve´nements riches d’enseignement sur le contenu des
documents. Nous avons donc souhaite´ faire e´voluer notre compre´hension des zones d’interaction.
Le niveau d’interactivite´ permet des comparer plusieurs zones entre elles, mais nous sou-
haitons aller plus loin dans la caracte´risation des zones d’interaction en e´tudiant plus parti-
culie`rement les caracte´ristiques propres aux locuteurs implique´s dans les conversations. Nous
proposons plusieurs parame`tres temporels, globaux et locaux, qui nous permettent d’observer
des diffe´rences importantes entre les intervenants d’un meˆme document et d’une meˆme zone
d’interaction. Finalement nous proposons une cate´gorisation des locuteurs re´partis parmi 5 ca-
te´gories en fonction de leur e´tendue et de leur activite´, c’est-a`-dire de leur temps d’apparition
et de leur temps de parole total.
Un lien semble exister entre ces cinq cate´gories et les roˆles re´els des intervenants (pre´senta-
teur, journaliste, invite´...). C’est donc tout naturellement que nous poursuivons notre travail de
recherche autour de la caracte´risation des roˆles des intervenants. Nous pre´sentons notre contri-
bution a` ce domaine dans le chapitre suivant.
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Chapitre 2
Des parame`tres pertinents pour la
reconnaissance automatique des roˆles
L’e´tude sur la caracte´risation des interactions orales entre intervenants dans des documents
audiovisuels a mis en e´vidence cinq cate´gories d’intervenants se distinguant par l’organisation
temporelle de leurs tours de parole. En particulier, nous avons observe´ que certains locuteurs
parlent beaucoup et a` de nombreuses reprises, quand d’autres au contraire, font des apparitions
tre`s courtes et peu nombreuses. Nous avons mis en relief le lien possible entre ces informations
temporelles et le roˆle de l’intervenant dans le document. Ces observations fondent les travaux
que nous pre´sentons dans ce chapitre, autour de la reconnaissance automatique du roˆle de l’in-
tervenant.
Le roˆle est un concept sociologique qui peut se de´finir comme l’ensemble des normes com-
portementales que doit adopter un individu pour eˆtre en accord avec la repre´sentation commune
de sa fonction et de sa position sociale [Biddle 86]. Le roˆle d’un intervenant a une influence sur
son comportement et sur ses interactions avec d’autres individus.
Dans notre e´tude pre´liminaire, nous avons mis en relief que dans le contexte d’e´missions de
radio ge´ne´ralistes, les locuteurs « qui parlent le plus » correspondent souvent a` des pre´sentateurs
ou a` des animateurs. Cette pre´sence importante du pre´sentateur tout au long de l’e´mission est
lie´e a` sa fonction puisque ce locuteur est en charge d’introduire l’e´mission, de pre´senter ses
invite´s, de lancer les diverses se´quences et de cloˆturer l’e´mission. Toutes ces actions font de lui
un intervenant central et re´current. Nous avons dans le meˆme temps observe´ que les informations
temporelles extraites des tours de parole atteignent rapidement leurs limites et ne permettent
pas de distinguer aussi clairement d’autres types de roˆles. Nous proposons un ensemble de
parame`tres de natures diffe´rentes venant s’ajouter aux parame`tres temporels pre´sente´s dans le
chapitre pre´ce´dent afin d’approfondir la cate´gorisation des locuteurs. L’objectif est de trouver
des parame`tres pertinents dans le cadre d’une reconnaissance automatique du roˆle.
Les roˆles des intervenants repre´sentent une information importante pour la compre´hension
du contenu d’un document audiovisuel. Des travaux ont mis en e´vidence le lien entre les roˆles
des intervenants et la structure de documents audiovisuels. Les changements de sujets dans
les bulletins d’information en particulier sont lie´s aux instants de changement de roˆles comme
nous l’indique [Stolcke 99]. De par son roˆle central, les interventions du pre´sentateur peuvent
permettre de structurer le contenu d’un document comme rapporte´ dans [Amaral 03] et [Ma 09].
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Dans le travail de [Kolluru 07], les roˆles des locuteurs sont utilise´s pour classer en plusieurs
cate´gories les histoires extraites de bulletins d’information. Les roˆles sont utilise´s dans le travail
de [Weng 07] sur un corpus de films pour structurer les longs me´trages en plusieurs histoires
paralle`les. Les roˆles peuvent e´galement eˆtre utilise´s pour pre´parer des re´sume´s de documents
comme dans [Maskey 03]. La connaissance des roˆles peut faciliter la navigation dans un document
en permettant d’acce´der directement a` une intervention particulie`re.
L’information du roˆle peut eˆtre une information importante pour les syste`mes de transcrip-
tion automatique de la parole en vue d’une adaptation du lexique ou du mode`le de langage.
Un journaliste par exemple aura tendance a` lire un texte, quand un invite´ dans une interview
aura plutoˆt tendance a` parler de manie`re moins pre´pare´e. Une des fonctions du pre´sentateur
est souvent d’introduire les autres intervenants, une e´tude de la transcription de la parole de ce
locuteur central peut permettre d’obtenir les noms des personnes pre´sentes dans l’e´mission. Ces
noms sont alors exploite´s pour la de´tection des intervenants nomme´s [Este`ve 07].
Ce chapitre s’articule autour de 4 sections. Dans la premie`re partie, nous pre´sentons un
e´tat de l’art des me´thodes de reconnaissance automatique des roˆles des locuteurs. Cette revue
nous ame`ne a` pre´ciser la de´finition des roˆles donne´e dans la section 2.2. La troisie`me partie est
consacre´e a` la description des parame`tres pertinents que nous proposons pour la reconnaissance
automatique des roˆles des locuteurs. La dernie`re section est consacre´e a` une premie`re validation
expe´rimentale de ces parame`tres sur un corpus radiophonique.
2.1 E´tat de l’art de la reconnaissance automatique des roˆles des
locuteurs
La reconnaissance automatique des roˆles dans les documents audiovisuels est un sujet de
recherche re´cent, et les travaux publie´s sont encore relativement peu nombreux. Les premie`res
me´thodes ont e´te´ applique´es a` des e´missions d’information (radio et te´le´vision) et se fondaient
essentiellement sur les transcriptions des documents. Le contenu tre`s pre´pare´ et la pre´sence de
parole lue ont permis a` cette approche d’atteindre de bonnes performances en reconnaissance
des roˆles. Des travaux se sont ensuite oriente´s vers des enregistrements de groupes de travail (ou
meetings). Ces documents, dans lesquels la parole est plutoˆt de nature conversationnelle, voire
tre`s spontane´e, ont mis en e´vidence les limites de l’approche base´e sur les transcriptions. De
nouvelles contributions, plus re´centes, proposent d’exploiter l’organisation temporelle des tours
de parole des locuteurs ainsi que les me´thodes d’analyse des re´seaux sociaux pour de´tecter le
roˆle des intervenants.
Nous retiendrons l’existence de deux types d’approches qui structureront la suite de cette
section. La premie`re strate´gie exploite les transcriptions manuelles ou automatiques de la parole
a` travers l’extraction de parame`tres lexicaux. La seconde se base sur une analyse de l’organisation
des tours de parole des locuteurs issus d’une segmentation et d’un regroupement en locuteurs
(manuels ou automatiques).
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2.1.1 De´tection des roˆles base´e sur l’analyse des transcriptions
L’analyse du vocabulaire utilise´ par les intervenants est la premie`re piste suivie pour recon-
naˆıtre un roˆle :
– Les phrases cle´s d’introduction ou de conclusion souvent redondantes, sont de ve´ritables
signatures de la fonction de pre´sentateur ou animateur ;
– Les diffe´rences entre la parole pre´pare´e des journalistes et des pre´sentateurs et la nature
plus spontane´e des interventions des invite´s (reprise, he´sitation. . . ) s’imposent tout autant.
C’est pourquoi les premie`res e´tudes de reconnaissance de roˆles se sont faites a` partir des re´sultats
de transcription automatique du discours.
Le travail de Barzilay [Barzilay 00] est a` notre connaissance une des premie`res contributions de
la litte´rature rapportant les performances d’une reconnaissance automatique en roˆles. Le corpus
se compose de bulletins d’informations. Trois roˆles sont recherche´s – pre´sentateur, journaliste et
invite´ – dans l’objectif de produire des re´sume´s structurels des documents. La reconnaissance
automatique se fonde sur le temps de parole des locuteurs ainsi que sur la recherche dans les
transcriptions :
– de regroupements lexicaux fre´quents pouvant eˆtre caracte´ristiques des roˆles ;
– de groupes de mots durant lesquelles les locuteurs se pre´sentent, ou pre´sentent explicite-
ment d’autres personnes.
Aux parame`tres du segment courant sont joints les meˆmes parame`tres extraits sur les n segments
pre´ce´dents. L’e´valuation est mene´e sur 35 enregistrements (soit 17 heures) d’une meˆme e´mission
de radio, c’est-a`-dire avec un contenu et une structure tre`s similaire. Le taux de reconnaissance
correcte est de 80% de segments bien e´tiquete´s.
Les travaux de Canseco [Canseco 05] concernent la segmentation et le suivi des locuteurs.
L’objectif est dans ce cas d’associer le nom d’un locuteur avec un segment de parole. Les auteurs
de´veloppent une approche qui met a` profit la connaissance des roˆles des locuteurs. Quatre roˆles
sont e´tudie´s : pre´sentateur, journaliste, invite´ et annonceur. Canseco cherche tout d’abord les
se´quences lexicales les plus fre´quentes relatives a` chacun des roˆles cite´s. Il de´couvre 11 locutions
caracte´ristiques des pre´sentateurs, 20 locutions pour les journalistes, 8 locutions pour les invite´s
et 9 locutions pour les annonceurs. Une dernie`re e´tape lie les roˆles aux noms re´els des locuteurs
en utilisant des formes lexicales ge´ne´ralise´es, de´terminant ainsi si les noms cite´s se rapportent
au locuteur courant, au locuteur suivant ou au pre´ce´dent. Des expe´riences sont re´alise´es sur pre`s
de 150 heures de donne´es de bulletins d’information anglophones.
En 2006 Liu [Liu 06] propose une me´thode fonde´e sur la combinaison de deux approches : les
Mode`les de Markov Cache´s (MMC) et le maximum d’entropie.
– La topologie des MMC conside`re un roˆle comme e´tant un e´tat du mode`le. Les observations
sont les se´quences de mots prononce´s par un locuteur durant un tour de parole.
– Le classifieur a` maximisation d’entropie utilise seulement le premier et le dernier mot d’un
tour de parole.
L’attribution des roˆles des locuteurs se fait parmi 3 cate´gories : pre´sentateur, journaliste et autre.
Des transcriptions de parole manuelles sont utilise´es pour apprendre les mode`les de chaque
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roˆle. Le corpus se compose de 170 heures de donne´es audio (336 bulletins d’information de
plusieurs sources en mandarin). Chacune de ces approches atteint environ 77% de classification
correcte en roˆles. Les deux approches sont combine´es, ce qui permet d’atteindre 80% de taux de
reconnaissance correcte.
La dernie`re contribution rapporte´e dans cette partie concerne la reconnaissance des roˆles dans
des enregistrements de groupes de travail. Cette e´tude mene´e par Banerjee [Banerjee 06] en 2006
exploite un corpus de re´unions professionnelles simule´es dans lesquelles 3 ou 4 personnes jouent
des roˆles tels que responsable de re´union, expert en acquisition de logiciel et expert en logistique.
La reconnaissance des roˆles s’appuie sur l’extraction des mots les plus souvent prononce´s par
chacun des trois roˆles : 180 mot-clefs sont identifie´s dans les re´sultats de transcription manuelles.
Pour chaque participant, 4 parame`tres sont calcule´s sur une feneˆtre d’analyse du signal de parole :
– la proportion du temps de parole d’un participant par rapport au temps de parole total,
– le rang du participant en terme de temps de parole,
– le rang du participant en nombre d’utilisation des mots-clefs,
– le ratio entre le nombre d’utilisations d’un mot-clef par le participant et le nombre total
d’utilisations de ce mot.
La reconnaissance atteint 83% de roˆles bien attribue´s.
Ces quatre e´tudes pre´sentent globalement de bonnes performances, toutefois ils ne´cessitent
une transcription de la parole de bonne qualite´. A l’heure actuelle, les taux d’erreurs sur les
contenus conversationnels limitent l’applicabilite´ de ce type de me´thodes : le taux d’erreur-mot
obtenu en moyenne par tous les participants de la taˆche de transcription lors de la campagne
d’e´valuation ESTER [Galliano 05] est de 35%. Ce taux d’erreur est descendu a` 20% lors de la
re´cente campagne ESTER2 [Galliano 09])
Les me´thodes que nous allons pre´senter dans la suite n’ont pas cette limitation car elles n’uti-
lisent pas le contenu des messages transmis par les intervenants. Elles s’appuient principalement
sur l’analyse de l’organisation temporelle des tours de parole des locuteurs rendus disponibles
par l’utilisation de me´thodes de segmentation et de regroupement en locuteurs (SRL). Cette
segmentation est plus robuste comme l’indique le taux d’erreur moyen (12%) obtenu par les
participants a` cette taˆche lors de la campagne ESTER2.
2.1.2 De´tection des roˆles base´e sur les re´sultats de segmentation et regrou-
pement en locuteurs
En 2007, Vinciarelli [Vinciarelli 07] propose une approche pour la reconnaissance des roˆles
applique´e a` des re´sultats de SRL. Six roˆles sont reconnus en accord avec le contenu du corpus
compose´ de 96 enregistrements de la meˆme e´mission d’une dure´e d’environ 12 minutes chacun :
pre´sentateur, second pre´sentateur, invite´, participant d’interview, annonceur des titres et an-
nonceur me´te´o. L’originalite´ de son travail repose dans la prise en compte des interactions entre
intervenants via l’analyse d’un re´seau social, combine´e avec une mode´lisation statistique de la
distribution des longueurs de segments de parole de chaque roˆle. Les roˆles des locuteurs d’un
meˆme document sont reconnus successivement en tirant partie des deux types d’information.
Les performances atteignent 85% de bonne reconnaissance par rapport a` la dure´e totale traite´e.
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Cette proposition se retrouve dans les travaux de Salamin [Salamin 09]. E´galement dans le
contexte de l’analyse des re´seaux sociaux, ce travail exploite un outil appele´ un re´seau d’af-
filiations sociales. Ce re´seau permet de quantifier, tout au long du document sur des feneˆtres
temporelles d’analyse, les interactions entre les locuteurs. Sur chaque feneˆtre d’analyse, sont cal-
cule´s des vecteurs de descripteurs lie´s a` l’interaction entre intervenants. Un mode`le statistique est
finalement applique´ aux vecteurs de parame`tres dans le but d’assigner un roˆle a` chaque locuteur.
Les e´valuations sont mene´es sur le corpus de bulletins d’information utilise´ dans [Vinciarelli 07],
auquel s’ajoute un corpus de 27 heures d’e´missions de socie´te´ et un corpus de 45 heures de
re´unions de travail. Le temps de parole correctement e´tiquete´ en roˆle atteint 80% sur les deux
premiers corpus, mais les performances s’effondrent a` 45% sur le corpus de re´unions de travail.
Sur ce dernier corpus, la segmentation en locuteurs est quasiment parfaite, la purete´ de la seg-
mentation en locuteurs est indique´e e´gale a` 99% par les auteurs. Par conse´quent, les erreurs de
reconnaissance en roˆle ne peuvent pas eˆtre attribue´es aux erreurs de SRL. Ce re´sultat de´montre
les limites d’une approche uniquement base´e sur une mode´lisation de l’organisation temporelle
des tours de parole pour la reconnaissance des roˆles des locuteurs dans des documents peu
structure´s tels que des re´unions de travail.
Nos travaux s’inscrivent dans la ligne´e des deux dernie`res me´thodes pre´sente´es [Bigot 10a,
Bigot 10b, Bigot 10c, Bigot 10d]. Ils sont base´s sur l’extraction de parame`tres bas-niveau de
natures varie´es disponibles a` partir d’une SRL, inde´pendamment de la structure du document.
Ils sont de´veloppe´s dans la suite de ce chapitre. Mais avant cela, et a` la lumie`re de ces e´tudes,
il nous semble ne´cessaire de pre´ciser la de´finition de chaque roˆle et d’e´tendre le nombre de
cate´gories.
2.2 De´finition des roˆles ; la notion d’intervenant « ponctuel »
Les roˆles recherche´s dans la quasi-totalite´ des travaux de l’e´tat de l’art sont pre´sentateur,
journaliste, autre (ou invite´). Cependant, les observations faites lors de l’e´tude pre´liminaire pre´-
sente´e dans le chapitre II nous conduisent a` prendre en compte la notion de « locuteur ponctuel ».
Un locuteur ponctuel est un locuteur qui ne compte qu’une seule intervention (c’est a` dire un
seul segment de parole). Ce type d’intervenant ne sera pas amene´ a` participer a` des se´quences
conversationnelles avec d’autres locuteurs. Graˆce a` cette particularite´, nous pouvons affiner les
de´finitions des cate´gories de roˆles. Ainsi nous proposons d’e´tendre la liste des roˆles recherche´s a`
cinq roˆles en nous appuyant sur la notion de ponctualite´ : ces roˆles sont pre´sentateur, jour-
naliste ponctuel, journaliste non ponctuel, autre ponctuel, autre non ponctuel . Ces
roˆles sont suffisamment ge´ne´riques pour correspondre a` des corpus compose´s d’enregistrements
d’e´missions varie´es et permettre des comparaisons avec la plupart des performances rapporte´es
dans la litte´rature. Nous de´crivons maintenant chacun de ces roˆles.
Pre´sentateur Cet intervenant est en charge de pre´senter ou d’animer une e´mission. Il assure
ge´ne´ralement l’introduction et la conclusion de l’e´mission. Il introduit les autres intervenants
et lance les se´quences du document. Le pre´sentateur peut e´galement interviewer un invite´. Les
interventions du pre´sentateur sont ge´ne´ralement pre´pare´es, particulie`rement dans des bulletins
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d’information. Ce locuteur a une place centrale et posse`de souvent un temps de parole important
sur un grand nombre de tours de parole re´partis tout au long de l’e´mission.
Journaliste non ponctuel Cette cate´gorie de roˆle rassemble des professionnels intervenant
sur plusieurs tours de parole. Ces locuteurs peuvent correspondre plus particulie`rement a` des
chroniqueurs, des intervieweurs et des reporters. Les interventions de ces locuteurs sont souvent
pre´pare´es et peuvent correspondre a` des chroniques avec des tours de parole assez longs ou des
entretiens durant lesquels le journaliste ne monopolise pas le temps de parole et laisse a` son
invite´ le temps de s’exprimer.
Journaliste ponctuel Cas particulier du journaliste, le journaliste ponctuel n’intervient que
sur un seul de tour de parole. Dans cette cate´gorie de roˆle nous allons trouver entre autres, des en-
voye´s spe´ciaux, des correspondants a` l’e´tranger ou en province, des chroniqueurs de de la bourse
ou de la me´te´o. Ces locuteurs n’interagissent avec aucun autre intervenant. Les interventions de
ces locuteurs sont souvent tre`s pre´pare´es, voire lues.
Les deux dernie`res cate´gories correspondent a` des intervenants qui ne sont ni pre´sentateur,
ni journaliste. Ces classes vont ainsi rassembler une grande varie´te´ de locuteurs et il est difficile
d’en faire une liste exhaustive. Il s’en suit que leurs interventions peuvent contenir un texte lu
ou au contraire une intervention tre`s spontane´e.
Autre non ponctuel Cette classe correspond plus particulie`rement aux invite´s d’une e´mission
ou d’une interview. Ces locuteurs peuvent eˆtre e´galement des anonymes lorsqu’il s’agit d’audi-
teurs ou de te´le´spectateurs intervenant au te´le´phone pour poser des questions a` une personnalite´
ou a` un expert. Un locuteur de cette cate´gorie peut parler beaucoup dans le document dont il
est l’invite´ principal, mais son intervention peut e´galement se re´duire a` quelques minutes pour
une interview dans le cadre d’un journal te´le´vise´ par exemple. Le type de parole utilise´ pourra
aller de pre´pare´e a` spontane´e.
Autre ponctuel Cette cate´gorie correspond a` des locuteurs apparaissant dans des enregistre-
ments diffuse´s souvent en diffe´re´ comme des extraits de confe´rences de presse ou d’interviews.
Il peut s’agir e´galement d’extraits de pie`ces de the´aˆtre, de films ou d’archives historiques. Ces
locuteurs ne participent pas explicitement a` des longues se´quences conversationnelles, mais leurs
interventions peuvent en eˆtre extraites. Ils apparaissent au cours d’un seul tour de parole et la
dure´e de l’intervention peut eˆtre tre`s varie´e, de meˆme que la qualite´ de l’enregistrement.
La re´partition temporelle de l’activite´ de parole mais e´galement la manie`re de parler des
locuteurs interviennent dans les diffe´rences qui existent entre ces roˆles. Nous avons donc essaye´
de capter ces informations a` travers l’extraction de jeux de parame`tres bas-niveau disponibles
dans l’analyse des interventions de chaque intervenant. Ces jeux de parame`tres sont pre´sente´s
dans la section suivante.
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2.3 Extraction de parame`tres temporels, acoustiques et proso-
diques
2.3.1 Contribution a` la reconnaissance du roˆle
En e´coutant des programmes radiophoniques ou te´le´visuels dans une langue e´trange`re que
nous ne connaissons pas, en peu de temps nous sommes capables d’identifier les roˆles des in-
tervenants ou de les classer dans des cate´gories diffe´rentes. Ce constat met en avant que nous
pouvons identifier des comportements et des caracte´ristiques des locuteurs sans avoir connais-
sance du message prononce´.
Dans la mesure ou` nous pouvons extraire intuitivement certaines spe´cificite´s des interve-
nants nous souhaitons tirer profit des me´thodes de reconnaissance des formes et des algorithmes
de classification pour exploiter certaines caracte´ristiques en vue de de´velopper un syste`me de
reconnaissance automatique des roˆles des intervenants.
Dans ce sens nous fondons notre approche sur l’extraction de trois cate´gories de parame`tres
bas-niveau calcule´s pour chaque locuteur :
– des parame`tres temporels, a` travers lesquels nous souhaitons capter des informations sur
la re´partition des interventions du locuteur au cours de temps.
– des parame`tres acoustiques permettant de caracte´riser l’adaptation du locuteur a` l’envi-
ronnement (bruyant ou calme) dans lequel il intervient.
– les parame`tres prosodiques puisque le de´bit de parole et l’intonation d’un locuteur peuvent
varier en fonction de son aptitude a` parler en public ou du niveau de pre´paration de son
intervention.
Notre proposition repose e´galement sur l’hypothe`se que le roˆle d’un locuteur reste le meˆme dans
un document. Un unique roˆle est attribue´ a` un intervenant unique dans un document unique.
La figure 2.1 rassemble les e´tapes de l’extraction des parame`tres.
fichier 
audio
SRL
extraction des
paramètres acoustiques
un vecteur de 
paramètres 
par locuteur
extraction des
paramètres temporels
extraction des
paramètres prosodiques
Figure 2.1 – Me´thode d’extraction des parame`tres « bas-niveau ».
Afin d’identifier les instants de parole de chaque locuteur, le document audio est tout
d’abord traite´ par une me´thode automatique de segmentation et de regroupement en locu-
teurs (SRL, c.f. 2.3.2). Dans un second temps, pour chaque locuteur de´tecte´ nous calculons
l’ensemble des parame`tres temporels (c.f. section 2.3.3), acoustiques (section 2.3.4) et proso-
diques (section 2.3.5). Un locuteur est alors repre´sente´ par un vecteur de parame`tres calcule´s
uniquement a` partir des informations qui le concernent. C’est un point qui nous distingue des
autres approches de l’e´tat de l’art car cela permet de comparer des locuteurs issus de documents
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audio diffe´rents. Ces descripteurs ne sont lie´s ni a` la dure´e du document, ni a` la position tempo-
relle des segments des locuteurs dans le document. C’est un choix qui permet de repre´senter les
locuteurs inde´pendamment de la structure du document. Nous ne voulons pas en effet exploiter
la structure particulie`re d’un document pour trouver les roˆles mais au contraire, pouvoir par la
suite exploiter les roˆles pour de´gager les e´le´ments caracte´ristiques de la structure des documents.
La suite de cette section s’organise de la manie`re suivante. Nous allons tout d’abord rappeler
le format des re´sultats produits par un outil de SRL. Puis nous nous concentrerons sur la
pre´sentation des parame`tres temporels, acoustiques et prosodiques sur lesquels s’appuie notre
approche.
2.3.2 Segmentation et regroupement en locuteurs
La segmentation et regroupement en locuteurs dont le principe a e´te´ pre´sente´ dans la sec-
tion 1.3.2.2 du chapitre pre´ce´dent, est la premie`re e´tape ne´cessaire a` notre approche.
La SRL [El Khoury 09] permet de de´tecter les instants de parole d’un ensemble L de M
locuteurs tel que L = {loc1, loc2, . . . locM}. Le nombre M de locuteurs n’est pas connu a priori.
A` un locuteur donne´, note´ locj avec j = 1 . . .M , correspond un ensemble Slocj deNj segments
soit Slocj = {s(1,locj), s(2,locj), . . . , s(Nj ,locj)}. Chacun des segments est repe´re´ par ses instants de
de´but et de fin.
Sur la figure 2.2 est repre´sente´ un exemple de re´sultat d’une SRL. L’algorithme a de´tecte´
6 locuteurs diffe´rents. Pour plus de lisibilite´, sur la figure, une couleur correspond a` un locuteur.
Nous pouvons voir en particulier qu’une zone du signal audio n’a e´te´ attribue´e a` aucun locuteur.
Le signal sur cette zone a e´te´ de´tecte´ comme ne correspondant pas a` de la parole.
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Figure 2.2 – Re´sultat d’une segmentation et regroupement en locuteurs
Les parame`tres sont extraits des segments de chaque locuteur pris individuellement. Pour la
suite, nous alle´geons la notation en ne conside´rant plus les indices j et locj dans les e´quations.
Pour un locuteur, nous disposons de Nseg segments S = {s1, s2, . . . , sNseg}. Pour chaque segment
si, nous noterons Di et Fi, ses instants de de´but et de fin.
2.3.3 Parame`tres temporels
Les 14 parame`tres temporels d’un intervenant sont calcule´s a` partir des re´sultats de la SRL.
Sur la figure 2.3 sont repre´sente´s uniquement les segments de parole du locuteur loc2.
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Figure 2.3 – Illustration avec les segments du locuteur loc2 : longueur de segment, inter-segment
et e´tendue.
2.3.3.1 Taille des segments et des inter-segments
Huit parame`tres sont calcule´s a` partir des longueurs des segments et des inter-segments du
locuteur. L’inter-segment d’indice i correspond a` l’intervalle entre la fin du segment d’indice i
et le de´but du segment d’indice i+ 1 comme indique´ dans la figure 2.3. Les parame`tres calcule´s
a` partir de ces deux mesures sont rassemble´s dans la table 2.1. Il s’agit de la moyenne, de la
variance, du maximum et du minimum.
Table 2.1 – Parame`tres calcule´s a` partir des segments et des inter-segments d’un locuteur
comptant Nseg segments.
A` partir des A` partir des
longueurs de segments Li des inter-segments Ii
de´finition Li = Fi −Di Ii = Di+1 − Fi
moyenne Lseg =
1
Nseg
Nseg∑
i=1
Li Iseg =
1
Nseg − 1
Nseg−1∑
i=1
Ii
variance var(Lseg) =
1
Nseg
Nseg∑
i=1
(Li − Lseg)2 var(Iseg) = 1
Nseg − 1
Nseg−1∑
i=1
(Ii − Iseg)2
maximum max(Lseg) =
Nseg
max
i=1
Li max(Iseg) =
Nseg−1
max
i=1
Ii
minimum min(Lseg) =
Nseg
min
i=1
Li min(Iseg) =
Nseg−1
min
i=1
Ii
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A` ce premier ensemble, nous ajoutons 6 parame`tres temporels comple´mentaires pour caracte´-
riser globalement l’intervention du locuteur. Certains de ces parame`tres comme l’activite´ globale,
l’e´tendue et le nombre de segments ont e´te´ pre´sente´s dans le chapitre II. Nous les rappelons ici.
2.3.3.2 Quantification de l’Activite´ du locuteur
L’activite´ globale A correspondant au temps de parole cumule´ du locuteur :
A =
Nseg∑
i=1
Li
L’e´tendue E du locuteur visible sur la figure 2.3 est la dure´e qui se´pare son premier instant
et son dernier instant de parole :
E = FNseg −D1
Nous ajoutons e´galement 3 parame`tres re´sultant de la combinaison des parame`tres pre´ce´dents.
Le taux d’extinction Tex du locuteur, qui est la proportion de l’e´tendue du locuteur pendant
laquelle celui-ci ne parle pas. C’est une mesure de la densite´ de son intervention :
Tex =
E −A
E
Le rapport entre le nombre de segments et l’activite´ globale du locuteur NsA, repre´sente
le degre´ de fragmentation de l’activite´ du locuteur :
NsA =
Nseg
A
Le rapport entre le nombre de segments et l’e´tendue du locuteur NsE, similaire au para-
me`tre pre´ce´dent, il mesure le degre´ de fragmentation de la segmentation du locuteur par
rapport a` son e´tendue :
NsE =
Nseg
E
2.3.3.3 Les limites des parame`tres temporels
La figure 2.4(a) repre´sente les segments de parole d’un pre´sentateur d’une e´mission d’infor-
mation. La figure 2.4(b) repre´sente les segments de parole d’un invite´ interviewe´ dans le cadre
de cette e´mission. L’organisation temporelle des segments de parole de ces intervenants sont tre`s
diffe´rentes. Le pre´sentateur est tre`s actif, sa segmentation est plus e´tendue. L’intervention de
l’invite´ est beaucoup plus dense et tre`s localise´e.
A contrario, a` l’image des locuteurs loc6 et loc4 des figures 2.2 et 2.5, des locuteurs de roˆles
diffe´rents peuvent pre´senter des parame`tres temporels similaires. Ces deux locuteurs ponctuels
parlent pendant la meˆme dure´e, ils pre´sentent de fait des parame`tres temporels rigoureusement
identiques. Le locuteur loc6 est un journaliste en duplex au te´le´phone, parlant dans un environ-
nement tre`s calme. L’audio correspondant est repre´sente´ la sous-figure 2.5(a). Le locuteur loc4
est un anonyme interroge´ en micro-trottoir en exte´rieur dans un environnement bruyant. L’audio
correspondant a` ce locuteur est repre´sente´ sur la sous-figure 2.5(b). Sur ces deux repre´sentations,
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(a) Les segments de parole d’un pre´sentateur.
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(b) Les segments de parole d’un invite´.
Figure 2.4 – L’organisation temporelle des segments de parole (a) d’un pre´sentateur et (b) d’un
invite´ interviewe´. Les instants de valeur e´gale a` 1 indiquent quand le locuteur parle.
nous avons entoure´ d’ellipses rouges des zones durant lesquelles les locuteurs se taisent. Nous
voyons que les signaux de chaque locuteur sont tre`s diffe´rents l’un de l’autre. L’amplitude du
signal sur ces zones sans parole pour le cas du locuteur loc4, en milieu bruyant, est plus e´leve´e
que pour le locuteur loc6 en milieu calme.
Nous souhaitons prendre en compte ce type d’informations acoustiques et observer si elles
peuvent nous aider a` discriminer les roˆles des intervenants. Dans ce sens, nous proposons dans
la suite de nouveaux parame`tres extraits des informations acoustiques des interventions des
locuteurs.
2.3.4 Parame`tres acoustiques
Dix parame`tres acoustiques sont calcule´s pour chaque locuteur a` travers une analyse directe
du signal audio correspondant. Certains locuteurs interviennent dans des environnements calmes
quand d’autres intervenants sont enregistre´s dans des environnements bruyants. Une manie`re
basique de mesurer des caracte´ristiques de l’audio est d’observer les variations du signal dans
le domaine temporel [Lu 98]. De cette manie`re, des statistiques sur l’intervention d’un locu-
teur peuvent eˆtre aise´ment obtenues. Nous proposons dans un premier temps de calculer des
parame`tres acoustiques sur la totalite´ de l’intervention du locuteur. Puis, a` travers d’autres
parame`tres, nous e´valuerons se´pare´ment les contributions e´nerge´tiques de l’activite´ parole du
locuteur et de l’environnement se´pare´ment.
Calcul de la puissance moyenne du signal
Le signal de parole e´chantillonne´ Slocj (k) avec k = 1, . . .K est obtenu a` partir des segments
audio du locuteur locj . Ici k est l’indice d’e´chantillon du signal Slocj de longueur K e´chantillons.
Les parame`tres acoustiques sont calcule´s pour chaque locuteur (dans la suite nous n’utiliserons
plus l’indice locj du locuteur pour alle´ger la notation).
Le signal est centre´ et normalise´ en amplitude. Compte tenu de la nature fortement non
stationnaire du signal de parole, nous calculons la puissance court-terme du signal S sur des
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(a) Le signal d’un journaliste loc6.
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(b) Le signal d’un interviewe´ en micro-trottoir loc4.
Figure 2.5 – Les signaux audio (a) d’un journaliste, (b) d’un locuteur interviewe´ durant un
micro-trottoir.
feneˆtres glissantes de dure´e T e´chantillons tous les M e´chantillons. Nous re´alisons de cette
manie`re un lissage fin du signal.
Nous posons α l’indice de la feneˆtre et nα le premier e´chantillon de cette feneˆtre. La puissance
du signal P (α), sur la αie`me feneˆtre est obtenue par la formule :
P (α) =
1
T
nα+T−1∑
i=nα
S(i)2
Nous choisissons des feneˆtres de dure´e 10 millisecondes avec un recouvrement de 50%. Avec
un signal audio e´chantillonne´ a` une fre´quence Fe, T = 10.10
−3 × Fe et M = 5.10−3 × Fe.
2.3.4.1 Puissance du signal sur l’intervention comple`te
Nous calculons 2 parame`tres a` partir de la puissance du signal. Il s’agit de la valeur moyenne
et de la variance de ce signal. Les calculs sont de´taille´s ci-dessous. Nous posons L la longueur
du vecteur de la puissance du signal :
moyenne de la puissance du signal P¯ =
1
L
L∑
α=1
P (α)
variance de la puissance du signal var(P ) =
1
L
L∑
α=1
(P (α)− P¯ )2
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(a) L’amplitude de la puissance moyenne feneˆtre´e pour un journaliste parlant dans un environnement non buyant
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(b) L’amplitude de la puissance moyenne feneˆtre´e d’un locuteur interviewe´ durant un micro-trottoir parlant dans
un environnement bruyant
Figure 2.6 – Les courbes de la puissance du signal des interventions (a) d’un journaliste, (b)
d’un locuteur interviewe´ durant un mico-trottoir. Le seuil indique´ par une ligne horizontale
permet d’assurer la pre´sence de la parole.
2.3.4.2 Contributions e´nerge´tiques du locuteur et de l’environnement sonore
Nous proposons d’extraire d’autres descripteurs pour mesurer plus spe´cifiquement les contri-
butions e´nerge´tiques de la parole du locuteur et de l’environnement sonore. Dans l’absolu la
se´paration des contributions du locuteurs et de l’environnement sonore ne´cessite l’utilisation
d’une approche fonde´e sur les me´thodes de se´paration aveugle de sources adapte´es aux signaux
de parole [Puigt 06].
Contrairement aux travaux de [Meinedo 03] nous ne souhaitons pas classer les environne-
ments sonores dans des cate´gories pre´cises. Nous souhaitons e´valuer se´pare´ment les contribu-
tions e´nerge´tiques de la parole et de l’environnement sonore. Nous supposons que la voix du
locuteur n’est pas comple`tement noye´e dans le bruit, ainsi la contribution e´nerge´tique de la voix
est plus importante que celle des bruits exte´rieurs (cas d’un rapport signal sur bruit positif).
Sur la courbe P (α), nous utiliserons une approximation grossie`re en supposant que les zones
d’amplitudes e´leve´es correspondent aux instants ou` le locuteur parle.
Pour discriminer les zones avec et sans parole, nous nous inspirons des me´thodes de de´tection
d’activite´ vocale [Rabiner 75] base´es sur l’analyse de l’e´nergie du signal. Par comparaison a` un
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seuil fixe e´gal a` 15% de la puissance moyenne du signal (P¯ ) nous positionnons les valeurs de
P (α) dans ces cate´gories grossie`res. Ce seuil est mate´rialise´ par une ligne horizontale sur les
figures 2.6(a) et 2.6(b).
Nous calculons plusieurs parame`tres pour les extraits du signal correspondant a` ces deux
cate´gories que nous assimilerons a` la contribution du locuteur (marque´s de l’indice loc) et a`
l’environnement sonore (avec l’indice env), soit un total de 8 parame`tres :
– la valeur moyenne de la puissance du signal : Ploc et Penv dans chacun des cas,
– la variance de la puissance du signal : var(Ploc) et var(Penv),
– la valeur maximale et la valeur minimale du signal : min(Ploc), min(Penv), max(Ploc) et
max(Penv).
2.3.5 Parame`tres prosodiques
Pour comple´ter ce jeu de parame`tres et tenir compte de l’e´locution du locuteur, nous re´alisons
ensuite l’extraction de parame`tres prosodiques.
Nous proposons 12 parame`tres prosodiques que nous rassemblons en deux cate´gories. La pre-
mie`re cate´gorie est lie´e a` l’e´volution de l’intonation et comprend plusieurs descripteurs calcule´s
a` partir d’une estimation de la fre´quence fondamentale (F0) du locuteur [de Cheveigne´ 02]. La
seconde cate´gorie se concentre sur la mesure du de´bit de parole du locuteur et exploite pour cela
les re´sultats d’une me´thode de segmentation vocalique [Pellegrino 00].
2.3.5.1 Parame`tres calcule´s a` partir de la fre´quence fondamentale
Quatre parame`tres sont calcule´s a` partir de l’estimation de la fre´quence fondamentale. Nous
utilisons l’algorithme Yin [de Cheveigne´ 02] pour ses performances et son temps de calcul re´-
duit. Les courbes des figures 2.7(a) et 2.7(b) contiennent des repre´sentations temporelles des
estimations de la fre´quence fondamentale, sur des extraits de dure´e 3 secondes, pour les meˆmes
locuteurs que pre´ce´demment. Nous pouvons y voir un certain nombre de zones non voise´es, c’est
a` dire des zones sur lesquelles les cordes vocales du locuteur ne vibrent pas.
Les parame`tres suivants sont calcule´s sur les zones ou` une fre´quence fondamentale existe :
– la valeur moyenne de la fre´quence fondamentale : F0,
– la variance de la fre´quence fondamentale : var(F0),
– la valeur maximale de la fre´quence fondamentale : max(F0).
Le quatrie`me parame`tre correspond au taux de zones voise´es Tvois, qui est le pourcentage du
temps de parole total du locuteur durant laquelle la fre´quence fondamentale existe.
2.3.5.2 Parame`tres calcule´s a` partir d’une segmentation vocalique
La segmentation vocalique de´tecte les noyaux vocaliques et les silences d’un signal de parole.
Nous utilisons une me´thode [Pellegrino 00] de´veloppe´e dans notre e´quipe, base´e sur une analyse
spectrale du signal.
Nous voulons, a` travers l’analyse du re´sultat de cette segmentation, e´valuer la vitesse d’e´locu-
tion d’un locuteur dont les variations peuvent eˆtre caracte´ristiques d’une intervention spontane´e.
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temps
(a) L’e´volution temporelle de fre´quence fondamentale d’un journaliste
temps
(b) L’e´volution temporelle de la fre´quence fondamentale d’un locuteur interviewe´ durant un micro-trottoir.
Figure 2.7 – Courbes repre´sentant l’e´volution de la fre´quence fondamentale (a) d’un journaliste,
(b) d’un locuteur interviewe´ durant un micro-trottoir.
L’e´valuation du nombre de noyaux vocaliques produits par unite´ de temps est une bonne ap-
proximation du de´bit de parole dans la mesure ou` elle repre´sente une e´valuation du nombre de
syllabes par unite´ de temps.
Nous calculons 8 parame`tres a` partir du re´sultat de cette segmentation :
– le nombre de noyaux vocaliques Nvoy et le nombre de silences Nsil,
– le nombre de noyaux vocaliques par unite´ de temps Debitvoy et le nombre de silences par
unite´ de temps Debitsil,
– la dure´e moyenne des noyaux vocaliquesDureevoy et la dure´e moyenne des silencesDureesil,
– la variance de la dure´e des noyaux vocaliques var(Dureevoy) et la variance sur la dure´e
des silences var(Dureesil).
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(a) Positions des noyaux vocaliques, consonnes et silences issus d’une segmentation vocalique sur un extrait sonore
d’un journaliste.
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(b) Positions des noyaux vocaliques, consonnes et silences issus d’une segmentation vocalique applique´e sur un
extrait sonore d’un locuteur interviewe´ durant un micro-trottoir.
Figure 2.8 – Re´sultats d’une segmentation vocalique applique´e a` l’audio (a) d’un journaliste,
(b) d’un locuteur interviewe´ durant un micro-trottoir. Trois types d’e´ve´nements sont indique´s :
en rouge les silences, en vert les zones comple´mentaires parmi lesquelles figures les zones conson-
nantiques et en bleu les noyaux vocaliques.
Les figures 2.8(a) et 2.8(b) repre´sentent les re´sultats de la segmentation vocalique appli-
que´e aux locuteurs pris comme exemples. Elles pre´sentent de grandes diffe´rences concernant
le nombre et la dure´e des voyelles, consonnes et silences. La segmentation du journaliste pre´-
sente un grand nombre de voyelles et des silences courts. La segmentation du second locuteur
pre´sente au contraire de longs silences et peu de voyelles pour le meˆme intervalle de temps.
2.3.6 Tableau de synthe`se des parame`tres
Nous avons rassemble´ l’ensemble des parame`tres temporels, acoustiques et prosodiques dans
la table 2.2. Ces calculs sont re´alise´s pour chaque individu qui est alors repre´sente´ par un vecteur
de 36 parame`tres.
Nous allons dans la section suivante e´valuer la pertinence des parame`tres temporels, acous-
tiques et prosodiques en vue d’une utilisation dans un syste`me de reconnaissance automatique
des roˆles.
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Table 2.2 – L’ensemble des parame`tres temporels, acoustiques et prosodiques et leurs symboles.
parame`tres temporels
longueur moyenne des segments Lseg
variance de la longueur des segments var(Lseg)
longueur max des segments max(Lseg)
longueur min des segments min(Lseg)
longueur moyenne des inter-segments Iseg
variance de la longueur des inter-segments var(Iseg)
longueur max des inter-segments max(Iseg)
longueur min des inter-segments min(Iseg)
Nombre de segments Nseg
Activite´ globale A
Etendue E
Taux d’extinction Tex
nombre segment sur activite´ globale NsA
nombre segments sur e´tendue NsE
parame`tres acoustiques
puissance moyenne du signal P
variance de la puissance du signal var(P )
puissance moyenne du signal sur les zones de parole P loc
variance de puissance du signal sur les zones de parole var(Ploc)
valeur minimale de la puissance du signal sur les zones de parole min(Ploc)
valeur maximale de la puissance du signal sur les zones de parole max(Ploc)
puissance moyenne du signal sur les zones de non-parole P env
variance de puissance du signal sur les zones de non-parole var(Penv)
valeur minimale de la puissance du signal sur les zones de non-parole min(Penv)
valeur maximale de la puissance du signal sur les zones de non-parole max(Penv)
parame`tres prosodiques
valeur moyenne de la fre´quence fondamentale F0
variance de la fre´quence fondamentale var(F0)
valeur maximale de la fre´quence fondamentale max(F0)
taux de zones voise´es Tvois
nombre de noyaux vocaliques Nvoy
nombre de noyaux vocaliques par seconde Debitvoy
dure´e moyenne des noyaux vocaliques Dureevoy
variance sur la dure´e de noyaux vocaliques var(Dureevoy)
nombre de silences Nsil
nombres de silences par unite´ de temps Debitsil
dure´e moyenne des silences Dureesil
variance sur la dure´e de silences var(Dureesil)
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2.4 Validation des parame`tres par une approche non supervise´e
2.4.1 Objectif
Nous souhaitons e´valuer la pertinence des parame`tres temporels, acoustiques et prosodiques
en vue d’une cate´gorisation des locuteurs parmi les 5 types de roˆles : pre´sentateur, journa-
liste non ponctuel, autre non ponctuel, journaliste ponctuel et autre ponctuel. Dans ce but, nous
appliquons une me´thode de regroupement non supervise´ aux vecteurs de parame`tres d’un en-
semble de locuteurs. Nous espe´rons que les vecteurs de parame`tres des locuteurs de meˆme roˆle,
se rassemblent naturellement en clusters homoge`nes. Un tel re´sultat nous permettra de valider
la pertinence des parame`tres propose´s et leur capacite´ a` discriminer les diffe´rents roˆles.
Le regroupement non supervise´ est re´alise´ sur les vecteurs d’observation a` l’aide de l’algo-
rithme des K-means sur les corpus d’apprentissage et de test du corpus EPAC de´crit dans la
section 3.4.1.2.
Les vecteurs de parame`tres sont extraits du corpus d’apprentissage a` partir des informations
disponibles apre`s une segmentation manuelle en locuteurs. Les vecteurs de test sont issus d’un
traitement entie`rement automatique.
2.4.2 Me´thode de regroupement non supervise´ : algorithme des K-means
L’algorithme des K-means [Duda 00] est une approche de regroupement ite´rative qui ras-
semble les observations (dans notre cas des vecteurs de 36 parame`tres) en K clusters, en fonction
d’un crite`re de minimisation de distance au centre. Nous utilisons la distance euclidienne. Le
nombre de clusters K est spe´cifie´ a` l’initialisation de l’algorithme.
L’algorithme des K-means ne converge pas vers un optimum global et de ce fait le re´sultat du
regroupement peut eˆtre diffe´rent d’une initialisation a` une autre. L’utilisation de l’algorithme
des K-means pour valider les parame`tres se fait en deux e´tapes. Dans une premie`re e´tape,
nous utilisons le corpus d’apprentissage pour fixer le meilleur nombre K de clusters a` partir
d’un crite`re de stabilite´ de la re´partition des observations en classes. Dans une seconde e´tape,
l’algorithme des K-means est applique´ sur le corpus de test avec la valeur de K choisie et la
qualite´ du regroupement est e´value´e par rapport a` la notion de roˆle.
2.4.3 Crite`re de stabilite´ de la classification non supervise´e
Nous pre´sentons notre choix pour l’e´tablissement de la meilleure valeur de K, le nombre ini-
tial de clusters du K-means. Soit Lapp = {loc1, . . . , locM}, l’ensemble des M locuteurs du corpus
d’apprentissage. Les roˆles de ces intervenants ne sont pas connus. A` l’aide de la segmentation
manuelle en locuteurs, pour chaque intervenant locj de l’ensemble Lapp, nous re´alisons l’extrac-
tion des parame`tres temporels, acoustiques et prosodiques. Un locuteur est ainsi repre´sente´ par
un vecteur de 36 parame`tres.
Notre crite`re de se´lection de K, repose sur la recherche de la valeur de ce parame`tres pour le-
quel le regroupement des locuteurs devient quasiment inde´pendant de l’initialisation. En d’autres
termes, nous souhaitons trouver la valeur de K pour laquelle le re´sultat du regroupement est
stable, quelque soient les observations utilise´es pour initialiser l’algorithme. Dans la pratique
50
2.4. Validation des parame`tres par une approche non supervise´e
nous choisirons la premie`re valeur de K pour laquelle 80% des initialisations ge´ne`rent le meˆme
partitionnement de l’espace des repre´sentations des locuteurs.
Nous testons des valeurs croissantes de K, en commenc¸ant avec K = 5, c’est a` dire le
nombre de types de roˆles de´finies dans la section 2.2. Pour chaque valeur de K, nous re´alisons
100 initialisations des K-means. Pour comparer les regroupements obtenus, nous e´tudions le
contenu des clusters, et plus pre´cise´ment nous observons « qui est regroupe´ avec qui ».
A` l’issue de tout regroupement, nous remplissons une matrice d’appariement des locuteurs. Il
s’agit d’une matrice de dimensionM×M . Les indices des lignes et des colonnes correspondent aux
indices des identifiants des locuteurs locj avec j = 1 . . .M de l’ensemble Lapp. Nous remplissons
la matrice de la manie`re suivante :
– si le locuteur loci et le locuteur locj appartiennent a` un meˆme cluster, la valeur correspon-
dant a` la iie`me ligne et de jie`me colonne vaut 1.
– cette valeur vaut 0 si les locuteurs appartiennent a` des clusters diffe´rents.
La figure 2.9 donne une illustration d’une telle matrice.
Une matrice est ge´ne´re´e apre`s l’obtention du regroupement issu de chaque initialisation et au
terme de la se´rie d’initialisations, nous observons quel est le pourcentage d’initialisations ayant
produit rigoureusement le meˆme re´sultat. Avec des valeurs croissantes de K, nous observons
la reproductibilite´ du regroupement, dans une proportion de 80% des cas, pour une valeur de
K e´gal a` 20 clusters.
loc1
loc2
loc3
loc4
loc5
1
loc5
0
0
1
11
1
loc4
0
0
10
loc3
1
0
0
1
1
loc2
0
1
0
1
0
0
1
0
1
loc1
loc5
loc4
loc3
loc2
loc1
Figure 2.9 – Remplissage de la matrice d’appariement pour une initialisation avec K=2.
2.4.4 Analyse des re´sultats
Une manie`re de mesurer la qualite´ d’un regroupement, en terme de reconnaissance dans
un proble`me multi-classes de´fini a priori, est de calculer la purete´ des clusters [Duda 00], par
rapport a` ces classes.
La purete´ du cluster Cj se mesure en fonction de la classe qu’il contient majoritairement.
purete´(Cj) =
1
|Cj | maxi (|Cj |classe=i)
|Cj |classe=i est le nombre d’e´le´ments du cluster Cj appartenant a` la classe i de´finie a priori.
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La purete´ moyenne sur l’ensemble des K clusters se calcule avec la formule suivante, ou`
M est le nombre total d’observations.
purete´ =
K∑
j=1
|Cj |
M
purete´(Cj)
Un cluster dont la purete´ est supe´rieure a` 50% est attribue´ a` la classe majoritairement repre´sen-
te´e. Nous calculons e´galement la purete´ d’un roˆle en adaptant le calcul de la purete´ moyenne
aux clusters dans lesquels ce roˆle est contenu majoritairement.
Table 2.3 – E´tiquetage des clusters en roˆles.
nombre de clusters purete´ en roˆle
pre´sentateur 2 71%
journaliste non ponctuel 3 66%
autre non ponctuel 10 80%
journaliste ponctuel 4 87%
autre ponctuel 1 60%
purete´ (e´cart-type) 80% (19%)
Les performances du regroupement non supervise´ pour une initialisation a` K = 20 clusters
sur le corpus de test EPAC sont rapporte´es dans la table 2.3. Dans cette table, nous indiquons
le nombre de clusters attribue´s a` chaque classe, la purete´ moyenne de chaque roˆle relative aux
clusters associe´s et la purete´ moyenne sur l’ensemble des clusters.
Globalement sur les vingt clusters,
– deux clusters contiennent en majorite´ des pre´sentateur avec une proportion moyenne
de 71%.
– La classe journaliste non ponctuel est majoritaire en moyenne a` 66% dans 3 clusters.
– La classe autre ponctuel compte 10 clusters purs en moyenne a` 80%.
– Les journaliste ponctuel sont majoritaires dans 4 clusters a` 87% de purete´ en moyenne.
– Enfin, la classe autre ponctuel est attribue´e a` un seul cluster pur a` 60%.
Aucune classe n’est perdue lors du regroupement, puisque a` un roˆle correspond au moins un
cluster.
Nous observons e´galement que le nombre de clusters n’est pas e´quitablement re´parti parmi
les 5 classes. Ces nombres doivent eˆtre confronte´s au contenu re´el, c’est a` dire a` la varie´te´ de
locuteurs qui peuvent eˆtre rassemble´s sous une meˆme e´tiquette de roˆle.
Nous avions identifie´, a` travers la description des roˆles pre´sente´es dans la section 2.2 que les
classes autre non ponctuel et autre ponctuel sont celles qui rassemblent sous une meˆme e´tiquette
des intervenants pre´sentant des caracte´ristiques a priori les plus varie´es.
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Cette observation semble eˆtre confirme´e par les re´sultats de regroupement non supervise´. La
classe autre non ponctuel est reconnue avec une purete´ e´leve´e, mais les locuteurs de cette classes
sont disperse´s parmi 10 clusters. Ce nombre de clusters est e´leve´ par rapport aux autres roˆles.
L’extreˆme inverse est observe´ pour la classe autre ponctuel associe´e a` un seul cluster, dont la
purete´ est plutoˆt faible.
Les classes pre´sentateur, journaliste non ponctuel et journaliste ponctuel sont majoritaires
respectivement dans 2, 3 et 4 clusters. Ces nombres sont a priori cohe´rents avec l’ide´e que nous
nous faisons de la varie´te´ de locuteurs rassemble´s dans ces cate´gories de roˆles.
Finalement ce re´sultat tre`s encourageant nous permet d’envisager l’inte´gration de ces pa-
rame`tres dans un syste`me de reconnaissance automatique des roˆles pre´sente´ dans le chapitre
suivant.
2.5 Conclusion
Dans ce chapitre nous avons pre´sente´ une e´tude ayant pour objectif la recherche de para-
me`tres pertinents en perspective du de´veloppement d’un syste`me de reconnaissance automatique
de roˆles. La litte´rature pre´sente plusieurs approches de reconnaissance des roˆles s’appuyant sur
le contenu du message prononce´ par les individus. Notre approche se fonde sur l’hypothe`se qu’il
existe des informations non lexicales sur les roˆles locuteurs, disponibles dans un ensemble de
parame`tres bas-niveau. Dans un premier temps nous avons pre´cise´ les de´finitions des cate´gories
de roˆles recherche´s : pre´sentateur, journaliste et autre. Cet ensemble de trois roˆles communs aux
travaux de la litte´rature ont e´te´ e´tendus a` un ensemble de 5 roˆles graˆce a` une distinction faite
entre les intervenants ponctuels et non ponctuels.
Nous avons ensuite propose´ et de´crit un ensemble de 36 parame`tres « bas-niveau » se compo-
sant de 14 parame`tres temporels permettant de caracte´riser l’organisation temporelle des tours
de parole d’un locuteur, de 10 parame`tres acoustiques dont le but est d’e´valuer l’adaptation du
locuteur a` son environnement sonore, et d’un ensemble de 12 parame`tres prosodiques concernant
plus particulie`rement l’e´tude de l’intonation et du de´bit de parole de l’intervenant.
La pertinence de parame`tres a e´te´ e´value´e, sur l’ensemble de documents audio du corpus
EPAC, par le biais de l’analyse du re´sultat d’un regroupement non supervise´. Les clusters fina-
lement obtenus rassemblent des locuteurs de roˆles similaires et pre´sentent une purete´ moyenne
de 80%.
Ce bon re´sultat nous permet d’envisager l’exploitation de cette repre´sentation des roˆles des
locuteurs dans un syste`me automatique de reconnaissance de roˆles, pre´sente´ dans le chapitre
suivant.
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Chapitre 3
Syste`me de reconnaissance
automatique des roˆles
Nous avons propose´ dans le chapitre pre´ce´dent trois ensembles de parame`tres dits de « bas-
niveau » (temporels, acoustiques et prosodiques), par le biais desquels nous espe´rons capturer la
part d’information non lexicale caracte´risant l’intervention de chaque locuteur. Les re´sultats de
nos investigations pre´ce´dentes obtenus a` l’aide d’une classification non supervise´e de´montrent
qu’il existe effectivement un lien entre l’information contenue dans ces parame`tres et les roˆles
joue´s par les intervenants. Afin de confirmer ces hypothe`ses et d’en e´valuer le potentiel, nous
de´veloppons un syste`me de recherche automatique des intervenants et de leur roˆle dans un flux
audio. Ce chapitre est consacre´ a` sa pre´sentation, avec une argumentation des choix effectue´s,
e´taye´e par une e´valuation syste´matique.
3.1 Architecture d’un syste`me de reconnaissance automatique
des roˆles des intervenants dans un flux audio
Ce syste`me de reconnaissance automatique suit la structure classique d’un syste`me de re-
connaissance des formes [Duda 00] auquel il faut adjoindre une phase de segmentation pre´alable
a` meˆme de produire les zones a` partir desquelles la de´tection de roˆle sera effectue´e. L’architec-
ture de ce syste`me se de´compose naturellement en quatre parties correspondant aux e´tapes de
traitement suivantes (figure 3.1) :
– le flux audio est, tout d’abord, traite´ par un algorithme de segmentation et de regroupement
en locuteurs (SRL), pre´sente´ dans la section 1.3.2.2,
– pour chaque locuteur de´tecte´, l’extraction des parame`tres temporels, acoustiques et proso-
diques est re´alise´e. L’intervention de chaque locuteur est ainsi repre´sente´e par un ensemble
de 36 parame`tres. Cette e´tape est de´taille´e dans la section 2.3 et un tableau de synthe`se
est pre´sente´ a` la fin du chapitre 2.
– une transformation e´ventuelle du vecteur de parame`tres, re´sultant d’une e´tude portant sur
la re´duction de dimension, est faite en phase d’apprentissage,
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– enfin, une e´tape de de´cision permet, a` partir des parame`tres pertinents retenus, d’associer
un roˆle a` chaque locuteur de´tecte´.
Au cours de ce chapitre sont pre´sente´es les me´thodes que nous avons e´tudie´es pour la re´-
duction de dimension (section 3.2) et pour la prise de de´cision (section 3.3). Le protocole expe´-
rimental, ou` sont pre´cise´s les corpus et les mesures d’e´valuation, fait l’objet de la section 3.4.
Diffe´rentes configurations du syste`me sont e´value´es et leurs performances sont rassemble´es dans
les sections 3.5, 3.6 et 3.7. Des comple´ments a` ces sections sont donne´s dans l’annexe A.
fichier 
audio
SRL
Extraction 
des
paramètres
Réduction 
de la 
dimensionalité
Classification
supervisée
rôles
Figure 3.1 – Architecture du syste`me de reconnaissance des roˆles.
3.2 Me´thodes de re´duction de dimension
La re´duction de dimension a e´te´ largement e´tudie´e et un panorama des approches existantes
peut eˆtre trouve´ dans [Carreira-Perpin˜a´n 97] et [Cunningham 08]. Ces me´thodes sont ge´ne´rale-
ment utilise´es pour :
– de´bruiter les donne´es, c’est-a`-dire e´liminer les donne´es non significatives qui pourraient
avoir un impact ne´gatif sur les performances des classifieurs,
– affranchir les phases d’apprentissage des proble`mes rencontre´s lorsque le nombre de para-
me`tres devient trop important par rapport au nombre d’observations (connu sous le nom
de « fle´au de la dimension » [Bellman 61]),
– re´aliser une meilleure analyse des donne´es, en ne conservant que les parame`tres les plus
discriminants,
– re´duire, sans perte d’information, le couˆt calculatoire du traitement des donne´es.
Les 36 parame`tres, qui caracte´risent chaque locuteur de´tecte´, sont d’une part, tre`s corre´le´s
et d’autre part, ont e´te´ de´finis intuitivement. Afin de limiter l’influence sur la reconnaissance des
roˆles des parame`tres corre´le´s ou porteurs de peu d’information, nous e´tudions donc la possibilite´
d’appliquer une re´duction de dimension aux vecteurs de donne´es. Cette e´tude s’impose d’autant
plus que le nombre de parame`tres est effectivement assez e´leve´ et, comme cela sera pre´cise´ dans
la section 3.4, le volume du corpus d’apprentissage reste modeste.
Les me´thodes de re´duction de dimension peuvent eˆtre de deux types : les approches par
transformation de parame`tres (pre´sente´es dans la section 3.2.1) et les approches par se´lection
de parame`tres (section 3.2.2). Chaque type d’approche peut eˆtre envisage´ en mode supervise´
ou non supervise´, selon que l’on dispose ou non d’une information sur la classe des donne´es
d’apprentissage. Ceci est illustre´ par la figure 3.2. Au cours des deux paragraphes suivants, nous
limitons la pre´sentation aux seules me´thodes utilise´es dans notre syste`me.
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Factorisation en 
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Figure 3.2 – Tableau re´capitulatif des principales me´thodes de re´duction de dimension en
fonction du type de transformation et du mode d’apprentissage.
Afin de faciliter la compre´hension, nous utilisons les notations suivantes. L’ensemble des
donne´es d’apprentissage A est compose´ de n observations, chacune est de dimension p. Une
me´thode de re´duction de dimension a pour objectif de fournir une application qui transforme
l’ensemble initial des donne´es en un nouvel ensemble A′ compose´ de n observations, chacune
e´tant de dimension k avec (k < p), en conservant la plus grande part de l’information initiale
contenue dans A, sous controˆle d’un crite`re.
3.2.1 Re´duction de dimension par transformation des parame`tres
Dans cette cate´gorie de me´thodes, les donne´es de l’ensemble A sont projete´es dans un nouvel
espace de repre´sentation (de dimension infe´rieure) par l’application d’une transformation line´aire
telle que :
A′ =MA
La matrice de transformation M peut eˆtre calcule´e par une me´thode non supervise´e comme
l’Analyse en Composantes Principales (ACP) ou supervise´e comme l’Analyse Factorielle Discri-
minante (AFD). Nous de´taillons ces deux me´thodes que nous utiliserons lors des expe´rimenta-
tions.
L’Analyse en Composantes Principales (ACP) est une me´thode d’analyse de donne´es
qui re´alise une projection d’un ensemble de donne´es de dimension e´leve´e dans un nouvel espace
de dimension plus re´duite dont les axes sont appele´s les axes principaux [Duda 00]. Les coor-
donne´es d’une donne´e projete´e sont des combinaisons line´aires des coordonne´es initiales et sont
appele´es les composantes principales de cette donne´e. La transformation line´aire est obtenue par
maximisation de l’inertie du nuage des donne´es projete´es. Le nombre de composantes principales
retenues est calcule´ de manie`re a` repre´senter une proportion maximale de la variance des don-
ne´es. Le processus est ite´ratif : le premier axe correspond a` la direction qui maximise la variance
des donne´es projete´es, le second est un axe orthogonal au premier qui maximise la variance
restante et ainsi de suite. La matrice de transformation line´aire est la matrice de passage entre
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la base canonique et les vecteurs propres de la matrice de covariance de l’ensemble de donne´es
initial. La re´duction de dimension est re´alise´e en conservant seulement les k axes principaux les
plus importants, repre´sentant une large proportion de la variance des donne´es. Dans la pratique,
nous conservons les axes principaux contenant 99% de cette variance.
L’Analyse Factorielle Discriminante (AFD) est une me´thode de re´duction de dimension
qui pre´serve les classes auxquelles appartiennent les donne´es [Fisher 36]. C’est pourquoi cette
me´thode s’effectue en mode supervise´ car l’appartenance des donne´es a` un ensemble de classes
est connue. La matriceM projette les donne´es de A dans un espace tout en maximisant l’inertie
inter-classe et minimisant l’inertie intra-classe. Comme pour l’ACP, il s’agit d’une projection
et les coordonne´es dans le nouvel espace de repre´sentation sont des combinaisons line´aires des
coordonne´es initiales. Les proprie´te´s mathe´matiques des matrices d’inertie intra-classe et inter-
classe obligent a` conserver au plus (C − 1) axes discriminants, ou` C correspond au nombre de
classes initiales.
3.2.2 Re´duction de dimension par se´lection de parame`tres
Ces me´thodes visent a` isoler le sous-ensemble de parame`tres le plus discriminant dans une
taˆche particulie`re de classification. Les donne´es ne sont pas transforme´es, au contraire des me´-
thodes pre´ce´dentes, elles sont conserve´es dans leur espace initial, permettant ainsi une interpre´-
tation directe des re´sultats. Nous n’envisagerons que les me´thodes supervise´es pour lesquelles la
classe de chacune des donne´es d’apprentissage est connue, comme cela sera notre cas.
Plusieurs strate´gies sont alors possibles :
– certaines sont base´es sur un calcul de crite`res objectifs (test du χ2, gain en information),
e´value´s sur l’ensemble de donne´es A [Wu 02]. Les parame`tres les moins discriminants au
sens de ces crite`res sont e´carte´s.
– d’autres font appel aux me´thodes de classification par arbres de de´cision [Quinlan 93].
Chaque noeud de l’arbre conduit a` une re`gle et a` la se´lection d’un parame`tre. Ces me´thodes
me`nent a` un ensemble de re`gles qui peuvent eˆtre utilise´es pour classer de nouvelles donne´es.
– enfin, une troisie`me cate´gorie de me´thodes se´lectionne les parame`tres pertinents en cou-
plant se´lection et classification. Nous de´taillons plus particulie`rement cette cate´gorie dans
la suite.
La se´lection de parame`tres par validation en classification vise a` rechercher le jeu
de parame`tres permettant d’atteindre la meilleure performance en terme de taux de reconnais-
sance pour une me´thode de classification donne´e [Cunningham 08]. Chaque sous-ensemble de
parame`tres est e´value´ par validation croise´e sur l’ensemble des donne´es d’apprentissage A. En
faisant varier e´galement la me´thode de classification, cette approche permet de se´lectionner le
couple (jeu de parame`tres/me´thode de classification) qui obtient les meilleures performances,
couple qui sera par la suite utilise´ pour classer de nouvelles donne´es.
Cette approche implique une combinatoire de jeu-test e´leve´e. Le seul nombre de combinaisons
de parame`tres a` examiner pour une me´thode de classification croˆıt en 2p, avec p le nombre de
parame`tres. Pour cette raison, une recherche exhaustive n’est souvent pas envisageable. Plusieurs
strate´gies sont possibles et nous avons retenu la me´thode de se´lection par e´limination, nomme´e
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Recherche Se´quentielle par E´limination (RSE)[Guyon 03]. Il s’agit d’une proce´dure de recherche
par retrait successif d’un parame`tre a` partir de l’ensemble complet des parame`tres. La variable
oˆte´e est celle dont le retrait de´grade le moins les performances de classification. Le proce´de´ est
arreˆte´ soit quand il ne reste qu’un seul parame`tre dans l’ensemble des variables de de´part, soit
lorsque que le taux de reconnaissance est trop fortement de´grade´.
3.3 Me´thodes de classification supervise´e
De manie`re similaire aux me´thodes de re´duction de dimension, il existe deux types d’ap-
proche : l’approche supervise´e et l’approche non-supervise´e. Nous consacrons la suite de cette
section a` la pre´sentation des approches de classification en mode supervise´, puisque tel est le
cadre de notre e´tude. Le lecteur pourra se re´fe´rer a` [Duda 00] pour de plus amples informations
sur les approches non-supervise´es.
Rappelons que l’approche de classification est dite « supervise´e » lorsque l’appartenance de
chaque donne´e d’apprentissage a` un e´le´ment de l’ensemble C, compose´ de I classes, est connue
et est utilise´e pour e´tablir les fonctions de de´cision (mode`les probabilistes ou re`gles) permettant
de pre´dire l’appartenance de chaque nouvelle observation a` l’une de ces classes. Nous de´taillons
maintenant les trois types de me´thodes de classification supervise´e que nous utilisons dans la
suite de ce chapitre.
3.3.1 Mode`les de Me´langes de lois Gaussiennes (GMM)
Nous noterons dans la suite ACi le sous-ensemble des donne´es de l’ensemble d’apprentissage
A appartenant a` la classe Ci et y, x des donne´es d’observation. Dans le cadre d’une mode´lisation
par me´lange de lois Gaussiennes, les observations appartenant a` chaque classe Ci sont suppose´es
suivre une loi de type GMM, un GMM e´tant une somme ponde´re´e de lois Gaussiennes ou
normales comme sche´matise´ dans la figure 3.3.
Figure 3.3 – Visualisation d’un ensemble d’observations distribue´es selon un me´lange de trois
lois Gaussiennes (exemple en deux dimensions).
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La densite´ de probabilite´ des observations y, appartenant a` la classe Ci, pour un me´lange de
N Gaussiennes, peut eˆtre e´crite sous la forme suivante :
p(y|Θi) =
N∑
n=1
αinN (y, µin,Σin)
avec Θi = {αi1, µi1,Σi1, . . . , αiN , µiN ,ΣiN} et
N∑
n=1
αin = 1
En phase d’apprentissage, il est ne´cessaire, pour chaque composante gaussienne n du me´lange,
d’estimer l’ensemble des parame`tres µin, Σ
i
n et α
i
n qui sont respectivement la moyenne, la variance
et le coefficient de ponde´ration de cette nie`me composante gaussienne. Ces estimations sont
re´alise´es par l’algorithme d’Espe´rance-Maximisation [Dempster 77].
En phase de reconnaissance, l’attribution d’une nouvelle donne´e x a` l’une des classes de
l’ensemble C est accomplie en choisissant la classe Ci, parmi I classes possibles, qui maximise
le maximum de vraisemblance. Λx est appele´ l’estimateur par maximum de vraisemblance :
Λx = arg max
i=1...I
p(x|Θi)
Figure 3.4 – Illustration de la me´thode des k-plus proches voisins : cas d’un proble`me a` deux
classes C1 et C2 avec k=5 et X la donne´e a` classer (avec ici X plus proche de C1).
3.3.2 Me´thode des k-plus proches voisins (k-ppv)
La me´thode des k-ppv repose sur l’estimation locale des densite´s de probabilite´ [Duda 00].
Aucun mode`le n’est calcule´ en phase d’apprentissage et, en phase de reconnaissance, les dis-
tances entre l’observation a` classer et les observations rassemble´es lors de l’apprentissage A sont
mesure´es. La classe la plus repre´sente´e, parmi les k observations d’apprentissage les plus proches
de l’e´chantillon a` classer, est attribue´e a` ce dernier (cf. exemple de la figure 3.4).
Outre sa simplicite´, l’avantage de cette me´thode est qu’elle peut naturellement s’appliquer au
cas multi-classes, meˆme avec un nombre e´leve´ de classes. Mais elle pre´sente aussi un de´savantage
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dans la mesure ou` un volume important de donne´es d’apprentissage implique d’une part la
ne´cessite´ de disposer d’une capacite´ me´moire d’autant plus e´leve´e, et entraˆıne d’autre part une
forte complexite´ calculatoire en phase de test.
3.3.3 Machines a` Vecteurs de Support (SVM)
Les me´thodes de type SVM sont des me´thodes de classification formule´es pour re´soudre des
proble`mes a` deux classes [Vapnik 98]. Le but des SVM est alors de trouver un classifieur qui
se´pare les donne´es en maximisant la distance entre ces deux classes. Dans le domaine line´aire,
cela revient a` trouver un hyperplan se´parateur optimal. Pour chaque proble`me de classification
line´aire, il existe une multitude d’hyperplans valides, mais dans la de´marche SVM, il s’agit de
rechercher un hyperplan dont la distance minimale aux exemples d’apprentissage se trouve eˆtre
maximale. Cette distance s’apelle la « marge » et l’hyperplan se´parateur optimal est celui qui
maximise la marge. Deux exemples d’hyperplans possibles sont pre´sente´s sur la figure 3.5.
Figure 3.5 – Deux exemples d’hyperplan se´parateur avec des marges diffe´rentes.
Il est assez rare que les donne´es soient directement se´parables par un hyperplan dans l’espace
de repre´sentation initial. Pour traiter les cas non line´airement se´parables, les SVM exploitent
« l’astuce du noyau » qui conduit a` plonger simplement les donne´es dans un espace de dimen-
sion supe´rieure ou` elles sont alors se´parables par un hyperplan. Il existe un certain nombre de
noyaux connus s’ajoutant a` la forme originelle line´aire. Les noyaux d’usage courant sont rappe-
le´s dans [Ramona 10]. Nous utilisons dans ce manuscrit les noyaux suivants, ou` x et y sont des
vecteurs d’observations, c, d et σ, les parame`tres des me´thodes :
– le noyau line´aire : k(x,y) = xTy qui correspond au produit scalaire dans l’espace initial
sans ope´rer de transformation. C’est la forme la plus traditionnelle.
– le noyau polynomial non homoge`ne : k(x,y) =
(
1 + c
d
xTy
)
,
– le noyau gaussien RBF (Radial Basis Functions) : k(x,y) = exp
(− ||x−y||2
dσ2
)
,
– le noyau sigmo¨ıdal : k(x,y) = tanh
(
c
d
xTy +Θ
)
.
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3.4 Protocole expe´rimental
Afin de construire un syste`me performant de reconnaissance automatique des roˆles des inter-
venants, nous avons re´alise´ un grand nombre d’expe´rimentations visant a` pre´ciser la meilleure
configuration en termes de parame`tres, de strate´gie de de´cision et de robustesse vis-a`-vis des
donne´es elles-meˆmes. Avant de pre´senter ces expe´riences accompagne´es de leurs re´sultats, il
convient de pre´ciser leur cadre, a` savoir la nature des corpus utilise´s et les mesures d’e´valuation.
3.4.1 Corpus
Comme dit en introduction ge´ne´rale, ce travail a e´te´ re´alise´ dans le cadre du projet EPAC. Les
premie`res e´valuations de notre syste`me de reconnaissance des roˆles sont ante´rieures a` la livraison
du corpus EPAC par les annotateurs. Nous avons donc re´alise´ nos premie`res expe´riences avec
un autre corpus. Notre choix s’est porte´ sur le corpus ESTER2 car d’une part, son contenu
est relativement proche de celui du corpus EPAC et d’autre part, l’annotation manuelle en
locuteurs, couˆteuse a` produire, est de´ja` disponible sur ce corpus fourni dans le cadre de la
campagne d’e´valuation ESTER2, campagne au cours de laquelle le syste`me de segmentation et
regroupement en locuteurs que nous utilisons a e´te´ e´value´. C’est pour ces diffe´rentes raisons,
qu’une grande part des expe´riences re´alise´es porte sur le corpus ESTER2. Des expe´riences sur
le corpus EPAC viendront comple´ter notre travail en fin de chapitre.
3.4.1.1 Corpus ESTER2
Ce corpus est un ensemble de documents audio correspondant a` des enregistrements radio-
phoniques produits pour la campagne d’e´valuation ESTER2 [Galliano 09]. Pour l’e´valuation des
diffe´rents syste`mes de reconnaissance de roˆles que nous proposons, nous utilisons les ensembles
de de´veloppement et de test, nomme´s respectivement ESTER-dev et ESTER-tst. Le premier en-
semble repre´sente 6 heures de donne´es audio et est utilise´ ici comme ensemble d’apprentissage,
tandis que le second qui repre´sente 7 heures de donne´es audio est utilise´ comme ensemble de
test. A` eux deux, ESTER-dev et ESTER-tst rassemblent 46 documents soit 13 heures d’enre-
gistrements annote´es manuellement en locuteurs.
Ces documents correspondent a` 41 bulletins d’informations et 5 talk-shows, issus de plusieurs
stations de radio francophones : TVME, Africa1, France Inter et RFI. Ce corpus contient une
grande diversite´ en terme de programmes, de dure´es d’e´mission, de cre´neaux horaires, et de
nombres de locuteurs par document. L’algorithme de segmentation et de regroupement en locu-
teurs que nous utilisons [El Khoury 09] rapporte une valeur de DER (Diarization Error Rate)
d’environ 9% sur l’ensemble ESTER-tst. Pour les besoins de l’e´valuation de nos diffe´rents sys-
te`mes, il a e´te´ ne´cessaire de comple´ter ces annotations manuellement pour y inte´grer le roˆle de
l’intervenant. Il est rappele´ que les classes conside´re´es sont : pre´sentateur, journaliste et autre,
avec distiction ou non des locuteurs ponctuels.
Dans ce corpus, chaque document correspond a` une seule e´mission et ne compte qu’un
locuteur dont le roˆle est pre´sentateur. Dans la mesure ou` chaque vecteur d’observation correspond
a` un locuteur, il y a autant de vecteurs d’observation que de locuteurs trouve´s manuellement. Un
meˆme locuteur, appartenant a` deux documents diffe´rents, est conside´re´ comme deux observations
distinctes, qu’il soit investi du meˆme roˆle ou non, ce qui explique qu’il y ait 46 pre´sentateurs
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au total dans ce corpus. La re´partition, en nombre de locuteurs ou d’observations pour chaque
roˆle conside´re´, est donne´e dans la table 3.1 pour les ensembles ESTER-dev et ESTER-tst. Cette
table montre que les diffe´rentes classes de roˆle y sont repre´sente´es en proportions similaires.
Table 3.1 – Nombre et proportion de chaque roˆle dans les ensembles ESTER-dev et ESTER-tst.
pre´sentateur journaliste autre journaliste autre total
non ponct non ponct ponctuel ponctuel
ESTER-dev 20(8%) 72(29%) 65(26%) 39(15%) 55(22%) 251(100%)
ESTER-tst 26(13%) 55(27%) 59(29%) 35(17%) 28(14%) 203(100%)
3.4.1.2 Corpus EPAC
Le corpus EPAC est extrait de l’ensemble plus large des 2000 heures enregistre´es dans le cadre
de la campagne ESTER mais majoritairement non annote´es. Ces 2000 heures correspondent a`
plusieurs stations de radio ge´ne´ralistes francophones (France Inter, France Info, France Culture et
RFI) et contiennent plusieurs cate´gories d’e´missions comme des de´bats, des e´missions matinales,
des bulletins d’information ou des magazines. L’un des objectifs du projet EPAC, de´crit dans la
section 3 de l’introduction ge´ne´rale, a e´te´ d’annoter manuellement 100 heures issues de ce corpus
en mettant l’accent sur la parole conversationnelle.
Les annotations manuelles ont e´te´ finalise´es en 2010. Elles ont e´te´ re´alise´es a` plusieurs niveaux
de de´tails et contiennent entre autre :
– la segmentation en locuteurs,
– la transcription de la parole,
– le roˆles des locuteurs,
– le the`me des e´missions,
– l’identite´ des locuteurs.
Afin de pouvoir re´aliser des e´valuations internes pour les diffe´rents syste`mes de´veloppe´s par
les partenaires du projet, les 100 heures de documents audio ont e´te´ se´pare´es en trois sous-
ensembles qui sont :
– EPAC-app : ensemble d’apprentissage de 80 heures,
– EPAC-dev : ensemble de de´veloppement de 10 heures,
– EPAC-tst : ensemble de test de 10 heures.
Dans nos propres expe´riences, nous avons re´alise´ l’e´tape d’apprentissage de nos classifieurs sur
l’ensemble EPAC-app et la reconnaissance des roˆles sur l’ensemble EPAC-tst. La SRL applique´e
a` l’ensemble de test EPAC-tst rapporte un DER e´gal a` 7%.
A` la diffe´rence du corpus ESTER, les documents du corpus EPAC peuvent contenir plu-
sieurs e´missions successives et donc plusieurs pre´sentateurs diffe´rents. Il y a meˆme des e´missions
anime´es par deux pre´sentateurs. Par contre, il n’y a pas d’e´mission sans pre´sentateur.
Le choix des documents annote´s dans le cadre du corpus EPAC a e´te´ guide´ par la pre´sence de
parole conversationnelle. Aussi, le corpus EPAC contient-il en majorite´ des e´missions de socie´te´,
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tels que des de´bats ou des magazines. De ce fait e´galement, les bulletins d’information y sont
beaucoup moins repre´sente´s que dans le corpus ESTER2. Le volume du corpus EPAC e´tant
plus important, cela implique une plus grande varie´te´ des roˆles des locuteurs. Les proportions
de locuteurs appartenant a` chaque classe sont e´galement diffe´rentes. La table 3.2 rassemble le
nombre de locuteurs et les proportions de chaque type de roˆle pre´sents dans ce corpus. Son
examen nous ame`ne a` faire quelques remarques :
– Le roˆle pre´sentateur regroupe a` la fois des pre´sentateurs de journaux d’information, de
matinales, d’e´missions de socie´te´, de magazines culturels et de de´bats.
– Le roˆle journaliste correspond plutoˆt a` des chroniqueurs, des reporters, des correspondants
a` l’e´tranger, des analystes et des speaker(-ines) qui apparaissent plus souvent de manie`re
ponctuelle. Le nombre de journaliste ponctuel est donc plus important que le nombre de
journaliste non ponctuel.
– Le roˆle autre recouvre un panel plus vaste de type d’intervenants qui sont plus ou moins
habitue´s a` parler a` la radio, plus ou moins implique´s dans leurs interventions, plus ou moins
he´sitants. Les e´missions de socie´te´ font plutoˆt intervenir des personnes invite´s qui sont
souvent interviewe´es. Ce qui explique l’importante proportion de locuteurs non ponctuels
dans cette cate´gorie.
– Les classes les plus repre´sente´es notamment dans l’ensemble EPAC-tst sont celles des
journaliste ponctuel et autre non ponctuel.
Table 3.2 – Nombre et proportion de chaque roˆle dans les ensembles EPAC-app et EPAC-tst.
pre´sentateur journaliste autre journaliste autre total
non ponct. non ponct. ponctuel ponctuel
EPAC-app 164(18%) 90(10%) 374(40%) 136(15%) 155(17%) 919(100%)
EPAC-tst 13(12%) 10(9%) 39(36%) 36(35%) 9(8%) 107(100%)
De part les choix qui ont e´te´ faits lors de la constitution du corpus EPAC (focus sur la parole
conversationnelle et se´lection des e´missions ou se´quences d’e´missions a` annoter), le corpus EPAC
est plus approprie´ a` une e´tude plus fine sur la reconnaissance des roˆles. Le passage a` cinq roˆles,
issu de la distinction entre ponctuels et non ponctuels, que nous proposons s’en trouve d’autant
plus justifie´.
3.4.2 Mesures d’e´valuation
Nous pre´sentons maintenant les diffe´rentes me´triques que nous avons utilise´es pour e´valuer
nos syste`mes sous diffe´rents angles.
3.4.2.1 Matrice de confusion
Une matrice de confusion dont un exemple est propose´ dans la table 3.3, est un outil de
visualisation des re´sultats d’une taˆche de classification [Duda 00]. La matrice rassemble les er-
reurs de pre´diction et permet d’identifier les classes entre lesquelles la confusion est importante.
Ce type de matrice peut conduire a` remettre en cause certaines classes. Nous utiliserons ces
matrices pour appuyer nos analyses.
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Table 3.3 – Exemple d’une matrice de confusion entre deux classes.
Classes pre´dites
Classe 1 Classe 2
Classes Re´elles
Classe 1 Correctement Classe´ Mal Classe´
Classe 2 Mal Classe´ Correctement Classe´
3.4.2.2 Taux de reconnaissance correcte et intervalle de confiance asscocie´
Le Taux de Reconnaissance Correcte (TRC) mesure la proportion d’observations correcte-
ment classe´es par rapport au nombre total d’observations a` classer :
TRC =
Nombre d’observations correctement classe´es
Nombre total d’observations a` classer
Cette mesure est celle utilise´e majoritairement dans les travaux de l’e´tat de l’art en recon-
naissance automatique du roˆle [Barzilay 00, Liu 06, Banerjee 06], mais aussi plus largement en
reconnaissance quelle que soit le type de formes et de classes.
Dans toutes nos expe´riences, nous donnerons l’intervalle de confiance a` 95% pour chaque
taux de reconnaissance. La largeur de cet intervalle permet de qualifier la qualite´ des re´sultats
obtenus et de prendre quelques pre´cautions lors de l’interpre´tation du taux de reconnaissance
(TRC). Nous utilisons le calcul suivant : si m de´signe le nombre d’observations a` classer et x
un vecteur de m valeurs binaires, avec x(i) = 1 si la iie`me observation est correctement classe´e,
et x(i) = 0 dans le cas contraire alors l’intervalle de confiance a` 95% se calcule de la manie`re
suivante, avec σ(x) l’e´cart-type et x la valeur moyenne :
I95% =
[
x± σ(x)√
m
]
3.4.2.3 Dure´e de parole traite´e correctement classe´e
Dans des travaux plus re´cents [Vinciarelli 07, Salamin 09], les performances sont rapporte´es
en terme de dure´e traite´e correctement classe´e en roˆle. Pour pouvoir comparer notre me´thode a`
ces travaux, nous calculons la proportion du temps de parole bien classe´ τ :
τ =
dure´e correctement classe´e
dure´e totale a` classer
3.5 E´valuation de la reconnaissance automatique de roˆle
- Syste`me a` trois roˆles
Cette section concerne l’e´valuation de plusieurs variantes de notre syste`me de reconnaissance
automatique des roˆles des intervenants. Comme pre´sente´ dans la section 3.1, celui-ci est fonde´
sur l’architecture classique d’un syste`me de reconnaissance des formes (cf. figure 3.1) et les
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Figure 3.6 – Syste`me de reconnaissance automatique base´ sur trois roˆles et variantes mises en
œuvre suivant la me´thode de classification utilise´e (ge´ne´rative/discriminante).
variantes sont obtenues en combinant diffe´rentes me´thodes de re´duction de dimension avec divers
classifieurs.
Dans cette section, nous rapportons trois expe´riences ou` nous conside´rons comme classes les
trois types classiques de roˆle, a` savoir pre´sentateur, journaliste et autre. Pour chacune d’elles,
nous e´valuons les six variantes de notre syste`me, lie´es aux six me´thodes de classification envisa-
ge´es (GMM, k-ppv, 4 SVM diffe´rents). Suivant la me´thode de classification utilise´e, la mise en
œuvre du syste`me de reconnaissance a` trois roˆles se fait de deux fac¸ons diffe´rentes, liant me´thode
et strate´gie adopte´e :
– en utilisant une me´thode ge´ne´rative (GMM, k-ppv) et une strate´gie multi-classes avec les
trois classes de roˆle {P,J,A} comme repre´sente´ par la branche de gauche en couleur verte
sur la figure 3.6,
– ou en utilisant une me´thode discriminante (SVM line´aire, a` noyau RBF, sigmo¨ıdal ou poly-
nomial) et une strate´gie qui conduit a` l’utilisation de deux classifieurs successifs. Le premier
distingue les locuteurs de type pre´sentateur des autres intervenants. Ces derniers sont a`
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leur tour se´pare´s en locuteurs de type journaliste ou de type autre. Ceci est repre´sente´ par
la branche de droite, en bleu sur la figure 3.6.
Ce cadre nous permet d’e´tudier plus particulie`rement :
– l’influence des erreurs introduites par l’utilisation d’une segmentation et d’un regroupe-
ment en locuteurs automatique en pre´-traitement (section 3.5.1),
– l’influence de chacun des sous-ensembles de parame`tres acoustiques, temporels et proso-
diques conside´re´s individuellement (section 3.5.2),
– l’influence de plusieurs me´thodes de re´duction de dimension sur les performances de la
classification (section 3.5.3).
Dans le but d’alle´ger la lecture de ce chapitre, nous ne pre´senterons, dans chaque cas, que les
tableaux de re´sultats servant de base a` nos commentaires. Le lecteur inte´resse´ par des re´sultats
comple´mentaires sera invite´ a` consulter l’annexe A du manuscrit.
3.5.1 E´tude de l’influence des erreurs de SRL
Objectifs de l’expe´rience : a` travers cette expe´rience, nous e´valuons l’impact des erreurs de
segmentation et de regroupement en locuteurs sur la reconnaissance automatique du roˆle en com-
parant les re´sultats obtenus a` partir d’un e´tiquetage manuel avec ceux obtenus automatiquement
par le biais d’un outil de SRL.
Mise en œuvre du syste`me utilise´ : cette premie`re expe´rience est re´alise´e avec le corpus
ESTER2. La phase d’apprentissage est la meˆme pour toutes les configurations : elle est re´alise´e en
mode supervise´ avec l’e´tiquetage manuel en locuteurs et en roˆles. En phase de test, une expe´rience
de reconnaissance est faite a` partir de la segmentation manuelle en locuteurs et une autre avec
la segmentation automatique. Nous rappelons que l’e´valuation de la SRL automatique sur les
donne´es d’ESTER-tst atteint DER de l’ordre de 9%. Dans cette expe´rience, nous n’appliquons
pour le moment aucune me´thode de re´duction de dimension. Notons que compte tenu du faible
nombre de donne´es d’apprentissage pour la classe pre´sentateur, les GMM sont re´duits a` une
seule loi normale (Mode`le de Gaussienne).
Discussion des re´sultats : les scores obtenus sont regroupe´s dans la table 3.4. Conforme´ment
a` ce que nous pouvions supposer, nous observons une baisse entre les performances obtenues a`
l’aide de la segmentation manuelle et celles obtenues avec la segmentation automatique. Dans
le premier cas, les valeurs du taux de reconnaissance vont de 71% a` 86, 6%, alors qu’en version
automatique, les valeurs vont de 63, 1% a` 79, 3%. Ce phe´nome`ne est observe´ quelle que soit la
me´thode de classification utilise´e : les valeurs baissent en moyenne de 8% avec l’utilisation du
pre´traitement automatique. Nous observons aussi que globalement la meilleure reconnaissance
est obtenue a` l’aide des classifieurs SVM. Toutefois cette diffe´rence doit eˆtre relativise´e compte
tenu de l’intervalle de confiance a` 95% assez large obtenu sur ces expe´riences : entre ±4, 5% et
±6, 1% pour le manuel, et entre ±5, 9% et ±6, 7% pour l’automatique.
Conclusion de l’expe´rience : cette expe´rience montre une certaine robustesse de la recon-
naissance vis-a`-vis des erreurs introduites par la segmentation automatique en locuteurs. Nous
observons une baisse d’environ 8% du taux de reconnaissance entre les deux expe´riences, alors
67
Chapitre 3. Syste`me de reconnaissance automatique des roˆles
Table 3.4 – Performances du syste`me a` 3 roˆles, sans re´duction de dimension et applique´ (1) sur
la segmentation manuelle et (2) sur la segmentation automatique du corpus ESTER-tst.
TRC(%)± I95%
(1) SRL manuelle (2) SRL automatique
Mode`le de Gaussienne 80, 2± 5, 3 72, 4± 6, 2
k-ppv 71, 0± 6, 1 63, 1± 6, 7
SVM rbf 85, 7± 4, 7 79,3± 5,6
SVM polynomial 86,6± 4,5 79, 3± 5, 6
SVM sigmo¨ıdal 83, 9± 4, 9 75, 9± 5, 9
SVM line´aire 83, 9± 4, 9 75, 9± 5, 9
que le traitement automatique a introduit lui-meˆme un pourcentage e´quivalent d’erreur de seg-
mentation (DER de 9% sur le corpus de test). Ce re´sultat conforte notre choix d’utiliser les
re´sultats de la SRL automatique dans un tel syste`me, ce qui sera syste´matiquement fait pour
la suite de nos expe´rimentations. Les lecteurs inte´resse´s retrouveront dans la partie A.1 de l’an-
nexe des expe´riences comple´mentaires inte´grant e´galement l’utilisation de plusieurs me´thodes de
re´duction de dimension. Il est important de noter que celles-ci ne remettent pas en cause cette
conclusion.
3.5.2 E´tude de l’influence des sous-ensembles de parame`tres
Objectifs de l’expe´rience : avec cette seconde expe´rience, nous e´tudions l’impact de chaque
sous-ensemble de parame`tres (temporels, acoustiques et prosodiques) sur la reconnaissance des
roˆles des intervenants.
Pre´sentation du syste`me utilise´ : l’ensemble des variantes de notre syste`me, dont l’archi-
tecture a e´te´ de´taille´e pre´ce´demment, a e´te´ teste´. Cette expe´rience est re´alise´e a` l’aide du corpus
d’ESTER2 avec en entre´e soit :
– le sous-ensemble de parame`tres acoustiques,
– le sous-ensemble de parame`tres temporels,
– le sous-ensemble de parame`tres prosodiques.
Discussion des re´sultats : les re´sultats de cette expe´rience sont rassemble´s dans la table 3.5.
Le sous-ensemble de parame`tres acoustiques, conside´re´ seul, donne des valeurs de TRC entre
35% et 54, 7%. Il s’agit du sous-ensemble le moins performant de tous. Le sous-ensemble de
parame`tres temporels permet d’obtenir un taux de reconnaissance bien meilleur entre 67, 5% et
70, 9%. De meˆme, le sous-ensemble de parame`tres prosodiques obtient un score allant de 63, 5%
a` 76, 4%. Ce dernier sous-ensemble permet d’atteindre le taux le plus e´leve´.
Ces expe´riences nous me`nent a` formuler un certain nombre d’observations notamment :
– les parame`tres acoustiques ne sont pas tre`s discriminants dans cette e´xpe´rience,
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– le sous-ensemble de parame`tres prosodiques comme celui des parame`tres temporels discri-
minent bien les pre´sentateur du reste des locuteurs, cela est le´ge`rement atte´nue´ lorsqu’on
les associe,
– les parame`tres prosodiques re´duisent la confusion entre les classes autre et pre´sentateur.
Les matrices de confusion, appuyant ces observations, se trouvent en annexe A.2 (ma-
trices A.4, A.6, A.8, A.10). Les tables A.3, A.5, A.7 et A.9 rassemblent des re´sultats supple´-
mentaires pour lesquels cette meˆme expe´rience est re´alise´e, en inte´grant une e´tape de re´duction
de dimension.
Table 3.5 – Performances du syste`me a` 3 roˆles sur le corpus ESTER-tst, sans reduction de
dimension et applique´ sur les parame`tres (1) acoustiques, (2) temporels et (3) prosodiques.
TRC(%)± I95%
(1) acoustiques (2) temporels (3) prosodiques
Mode`le de Gaussienne 35, 0± 6, 6 70, 4± 6, 3 63, 1± 6, 6
k-ppv 52, 7± 6, 9 69, 5± 6, 4 65, 5± 6, 5
SVM rbf 50, 7± 6, 9 67, 5± 6, 5 75, 9± 5, 9
SVM polynomial 42, 8± 7, 4 70, 4± 6, 3 76,4± 5,8
SVM sigmo¨ıdal 53, 7± 6, 9 70,9± 6,3 73, 4± 6, 1
SVM line´aire 54,7± 6,9 69, 5± 6, 4 71, 9± 6, 2
Conclusion de l’expe´rience : un classement des trois sous-ensembles de parame`tres peut eˆtre
e´tabli. Le sous-ensemble de parame`tres acoustiques est le moins performant, puis viennent les
parame`tres temporels, enfin les parame`tres prosodiques qui semblent plus efficaces notamment
en re´duisant la confusion entre les cate´gories autre et les cate´gories journaliste. Ce classement
est inde´pendant de la me´thode de classification utilise´e.
Les performances atteintes par un sous-ensemble seul sont cependant infe´rieures aux scores
obtenus graˆce a` l’ensemble des parame`tres temporels et prosodique ou encore a` la prise en compte
de tous les parame`tres. Bien que les re´sultats sans les parame`tres acoustiques soient un peu plus
e´le´ve´s, ce qui n’est pas significatif compte-tenu de l’intervalle de confiance, nous conservons
l’ensemble des parame`tres dans les investigations a` venir, quitte a` appliquer automatiquement
une me´thode de re´duction de dimension, comme nous allons le faire dans l’expe´rience suivante.
3.5.3 E´tude de l’influence des me´thodes de re´duction de dimension
Objectifs de l’expe´rience : l’expe´rience pre´ce´dente montre que les parame`tres des trois
cate´gories apportent une information pertinente. Cependant, certains de ces parame`tres sont
certainement corre´le´s ou redondants. C’est pourquoi nous tentons d’en re´duire le nombre en
utilisant les me´thodes de re´duction de dimension qui visent a` « nettoyer » les donne´es des pa-
rame`tres peu significatifs ou redondants. Nous e´tudions ici l’influence de plusieurs me´thodes de
re´duction sur la classification.
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Pre´sentation du syste`me utilise´ : sur le meˆme principe que pre´ce´demment, nous testons
l’ensemble des variantes du syste`me a` trois roˆles (figure 3.6) sur le corpus ESTER2. L’e´tape de
re´duction de dimension correspond ici a` l’application d’une ACP ou d’une AFD. Nous compa-
rons les re´sultats obtenus a` l’aide de ces me´thodes a` ceux obtenus sans re´duction de dimension
(voir section 3.5.1) rappele´s en colonne (1) de la table 3.6. Nous les comparons e´galement a`
ceux obtenus avec le sous-ensemble de parame`tres ayant donne´ les performances les plus e´leve´es,
c’est-a`-dire l’ensemble de parame`tres prosodiques (voir section 3.5.2). Des expe´riences comple´-
mentaires sur l’influence des me´thodes de re´duction de dimension sont propose´es en annexe dans
les sections A.1 et A.2.
Discussion des re´sultats : les performances sont pre´sente´es dans la table 3.6. L’applica-
tion de l’ACP, donnant un re´sultat optimal tout en conservant 99% de l’information initiale,
re´duit la dimension des donne´es a` 20 (contre 36 dans l’espace initial). Dans ce cas, le taux de
reconnaissance va de 64, 5% a` 77, 8%.
La dimension obtenue par l’application de l’AFD est obligatoirement de 2, puisque le nombre
de classes conside´re´es est e´gal a` 3. La classification atteint des re´sultats allant de 74, 4% a` 79, 8%
(TRC). Les parame`tres retenus, car maximisant la se´paration des classes sur l’ensemble d’ap-
prentissage, sont : Iseg, Lseg, min(Lseg), min(Penv), max(Ploc) et P (voir table 2.2 pour la
signification de ces parame`tres), ce qui correspond a` 3 trois parame`tres temporels et 3 acous-
tiques.
Rappelons que le sous-ensemble de 12 parame`tres prosodiques conduit a` des performances
allant de 63, 1% a` 76, 4%. Les re´sultats avec re´duction de dimension sont le´ge`rement supe´rieurs,
mais globalement, nous n’observons pas de gain statistiquement significatif.
Table 3.6 – Performances du syste`me a` 3 roˆles sur le corpus ESTER-tst, suivant le nombre ou
les combinaisons de parame`tres : (1) sans re´duction de dimension, ou avec (2) ACP ou (3) AFD,
ou (4) avec les parame`tres prosodiques seuls.
TRC(%)± I95%
(1) espace initial (2) apre`s ACP (3) apre`s AFD (4) param. pros.
nb de dimensions 36 20 2 12
Mod. de Gauss. 72, 4± 6, 2 72, 4± 6, 2 78, 8± 5, 6 63, 1± 6, 6
k-ppv 63, 1± 6, 7 64, 5± 6, 6 74, 4± 6, 0 65, 5± 6, 5
SVM rbf 79,3± 5,6 77,8± 5,7 79,8± 5,5 75, 9± 5, 9
SVM polynomial 79, 3± 5, 6 71, 4± 6, 2 73, 4± 6, 1 76,4± 5,8
SVM sigmo¨ıdal 75, 9± 5, 9 74, 9± 6, 0 78, 8± 5, 6 73, 4± 6, 1
SVM line´aire 75, 9± 5, 9 76, 4± 5, 9 79, 3± 5, 6 71, 9± 6, 2
Conclusion de l’expe´rience : au final, les diffe´rences de performances releve´es entre chacune
des me´thodes de re´duction de dimension ne sont pas statistiquement significatives, compte-tenu
de l’intervalle de confiance obtenu. Elles ne permettent pas de se´lectionner une me´thode en par-
ticulier. Nous observons cependant que l’utilisation de l’AFD ame´liore un peu les performances
tout en re´duisant conside´rablement la dimension des donne´es, qui passe de 36 a` 2. Le gain obtenu
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avec l’AFD doit eˆtre de nouveau relativise´ compte tenu de l’intervalle de confiance a` 95% moyen
de ±5, 5% qui accompagne ces re´sultats. Les diffe´rentes configurations que nous avons teste´es
dans cette section confortent notre choix :
– de baser la reconnaissance de roˆles sur un pre´-traitement automatique (SRL),
– de travailler avec un jeu complet de 36 parame`tres.
Nous avons mene´ une autre se´rie d’expe´riences pour e´tudier le comportement du syste`me
face a` une cate´gorisation un peu plus fine des roˆles.
3.6 E´valuation de la reconnaissance automatique de roˆle -
Syste`me a` cinq roˆles
Au cours du chapitre 2, nous avons mis en e´vidence l’importance dans la classification des
intervenants qui n’apparaissent qu’une fois, qu’ils soient « journalistes » ou « autres ». Nous
introduisons cette distinction entre les locuteurs ponctuels et les locuteurs non ponctuels en
faisant e´voluer notre syste`me vers un syste`me de reconnaissance de cinq roˆles. Dans cette section,
nous e´valuons progressivement :
– l’impact du passage de trois roˆles vers cinq roˆles (section 3.6.1),
– l’impact d’une e´volution de l’architecture initiale vers une architecture hie´rarchique que
nous de´finissons dans la section 3.6.2,
– l’influence du corpus. Nous e´valuons notre syste`me de reconnaissance de cinq roˆles sur deux
ensembles de documents diffe´rents : le corpus ESTER2 et le corpus EPAC (section 3.6.3).
3.6.1 E´tude de l’influence de la de´finition des cinq roˆles
Objectifs de l’expe´rience : nous souhaitons e´tudier l’impact du passage a` cinq roˆles. Nous
rappelons que ces cinq types de roˆles recherche´s sont : pre´sentateur, journaliste non ponctuel,
autre non ponctuel, journaliste ponctuel et autre ponctuel et qu’un intervenant ponctuel est un
locuteur qui n’apparaˆıt que sur un seul segment de parole.
Pre´sentation du syste`me utilise´ : la distinction entre les locuteurs ponctuels et les locuteurs
non ponctuels appelle a` modifier l’architecture du syste`me. Nous pre´sentons sur la figure 3.7
les diffe´rentes variantes du syste`me de reconnaissance a` cinq roˆles. Comme pour le syste`me a`
trois roˆles, ces variantes sont fonction du type de me´thode de classification utilise´ : ge´ne´ratif
ou discriminant. La diffe´rence principale avec « l’approche trois roˆles » re´side dans l’e´tape de
se´paration des locuteurs ponctuels et des locuteurs non ponctuels, une fois la segmentation en
locuteurs effectue´e.
La classification en roˆles des intervenants ponctuels re´duit le proble`me de classification a` deux
classes. Seuls les locuteurs journaliste et autre peuvent faire partie des locuteurs ponctuels. Ce
proble`me de classification binaire peut donc eˆtre traite´ indiffe´remment par les me´thodes de clas-
sification ge´ne´ratives ou discriminantes. Par contre, la classification des locuteurs non ponctuels
reste un proble`me a` trois classes. Dans ce cas, nous avons repris les diffe´rentes variantes du sys-
te`me a` trois roˆles de´ja` vues au cours du paragraphe pre´ce´dent, a` ceci pre`s que les apprentissages
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des me´thodes se limitent maintenant aux donne´es relatives aux intervenants non ponctuels. Nous
observerons l’impact de ces modifications sur les re´sultats.
Pour cette e´tude, nous n’utilisons pas dans un premier temps, de me´thode de re´duction
de dimension et nous e´valuons toutes les me´thodes de classification de´ja` e´tudie´es dans la sec-
tion pre´ce´dente en les appliquant toujours sur les donne´es d’ESTER2 et sur la segmentation
automatique en locuteurs.
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Figure 3.7 – Syste`me de reconnaissance automatique base´ sur cinq roˆles et variantes mises en
œuvre suivant la me´thode de classification utilise´e (ge´ne´rative/discriminante).
Discussion des re´sultats : la table 3.7 permet de comparer les re´sultats obtenus avec le
syste`me de reconnaissance a` cinq roˆles et ceux obtenus avec le syste`me a` trois roˆles. Le syste`me
a` cinq roˆles atteint des performances allant de 61, 1% a` 81, 8% (TRC) tandis que le syste`me a`
trois roˆles permet d’aller de 63, 1% et 79, 3% (TRC). Ceci repre´sente un gain de 2, 5% entre les
deux meilleures variantes. Ces diffe´rences sont infe´rieures a` l’intervalle de confiance, s’e´tendant
globalement de ±5, 4% a` ±6, 7%. Le taux de reconnaissance atteint 81, 8%, pour le meilleur
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syste`me a` cinq roˆles, utilisant des classifieurs SVM sigmo¨ıdaux. Ces performances sont meilleures
que pour le syste`me a` trois roˆles e´quivalent (TRC de 75, 9%).
Table 3.7 – Performances des syste`mes a` (1) trois roˆles et (2) a` cinq roˆles, sans re´duction de
dimension e´value´s sur ESTER-tst.
TRC(%)± I95%
(1) 3 roˆles (2) 5 roˆles
Mode`le de Gaussienne 72, 4± 6, 2 75, 4± 5, 9
k-ppv 63, 1± 6, 7 61, 1± 6, 5
SVM rbf 79,3± 5,6 77, 3± 5, 8
SVM polynomial 79, 3± 5, 6 77, 3± 5, 8
SVM sigmo¨ıdal 75, 9± 5, 9 81,8± 5,4
SVM line´aire 75, 9± 5, 9 78, 8± 5, 6
La table 3.8 pre´sente le de´tail des scores obtenus sur chaque branche du meilleur syste`me a`
5 roˆles. Le TRC des locuteurs ponctuels est tre`s bon et atteint 87, 3%. Le TRC des locuteurs
non ponctuels est moins e´leve´, avec tout de meˆme 79, 3% des roˆles bien attribue´s.
Table 3.8 – Performances de´taille´es du syste`me a` 5 roˆles (1) ponctuels, (2) non ponctuels
et (3) total, pour la variante SVM sigmo¨ıdal, sans application de me´thode de re´duction de
parame`tres. Les tests sont effectue´s sur ESTER-tst.
classification reduction nb parame`tres TRC
(1) ponctuels SVM sigmo¨ıdal - 24 87, 3%
(2) non ponctuels SVM sigmo¨ıdal - 36 79, 3%
(3) ponctuels + non ponctuels TRC(%)± I95% = 81, 8%± 5, 4
Conclusion de l’expe´rience : la distinction des ponctuels et des non ponctuels re´duit d’office
le nombre de parame`tres des ponctuels de 36 a` 25 parame`tres, puisque certains parame`tres
temporels deviennent redondants ou nuls pour cette cate´gorie de roˆles. Cette se´paration re´duit
aussi conside´rablement le nombre de donne´es d’apprentissage de chacune des classes.
Malgre´ cela, les taux de reconnaissance obtenus sont maintenus lors du passage de trois a`
cinq roˆles. Le meilleur syste`me a` cinq roˆles, correspondant a` l’utilisation d’un SVM sigmo¨ıdal
qui atteint le taux de reconnaissance le plus e´leve´ soit 81, 8%, repre´sente meˆme un gain de 2, 5%
par rapport au meilleur syste`me a` trois roˆles (qui atteint 79, 3% avec un SVM rbf).
3.6.2 E´tude de l’influence du passage a` une architecture hie´rarchique
Objectifs de l’expe´rience : nous proposons de faire e´voluer l’architecture des syste`mes pre´-
ce´dents vers une architecture hie´rarchique dans laquelle toute e´tape de classification est ramene´e
a` un proble`me a` deux classes, pre´ce´de´e e´ventuellement d’une e´tape de re´duction de dimension.
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Figure 3.8 – Architecture hie´rarchique du syste`me de reconnaissance a` cinq roˆles.
Pre´sentation du syste`me utilise´ : l’architecture hie´rarchique est pre´sente´e sur la figure 3.8.
La modification apporte´e, par rapport a` l’architecture pre´ce´dente (figure 3.7), concerne seulement
la mise en œuvre des me´thodes ge´ne´ratives (la branche de droite). Il s’agit d’une ge´ne´ralisation
de la classification des locuteurs non ponctuels en deux e´tapes successives. Une premie`re e´tape
de classification va conside´rer les locuteurs pre´sentateur pour les opposer a` ceux qui n’en sont
pas et de´signe´s par la suite comme non-pre´sentateur. Dans une seconde e´tape, ces derniers sont
classe´s en journaliste non ponctuel et autre non ponctuel. Les classifications en deux classes
e´taient auparavant re´alise´es uniquement avec des SVM : nous e´tendons cette approche a` toutes
les me´thodes de classification utilise´es. L’architecture hie´rarchique inte`gre l’application d’une
me´thode de re´duction de dimension, par transformation ou par se´lection, avant chaque e´tape de
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classification. Dans cette expe´rience, nous utilisons deux me´thodes de classification ge´ne´ratives
(Mode`le de Gaussienne et k-ppv), et deux classifieurs discriminants(SVM line´aire et a` noyau rbf).
Nous appliquerons syste´matiquement une se´lection de parame`tres par e´liminations successives
(RSE), avant l’e´tape de classification.
L’inte´reˆt principal du syste`me hie´rarchique est de permettre une analyse des parame`tres dis-
criminants a` chaque e´tape de classification ramene´e a` deux classes. Les performances ne seront
rapporte´es que dans le but de montrer que cette architecture ne de´grade pas la reconnaissance.
Nous passerons plus de temps a` de´crire les parame`tres retenus a` l’e´tape de re´duction de la dimen-
sion. Nous reportons dans la table 3.9, les performances obtenues pour le cas non hie´rarchique
(colonne (1)), et pour le cas hie´rarchique (colonne (2)). Les de´tails d’autres expe´riences mene´es
avec l’architecture hie´rarchique sont donne´s dans la section A.4 de l’annexe A.
Table 3.9 – Performances obtenues sur ESTER-tst, par les variantes du syste`me a` cinq roˆles dans
sa version (1) non hie´rarchique sans re´duction de dimension ou (2) hie´rarchique avec application
de la me´thode de se´lection de parame`tres RSE.
TRC(%)± I95%
(1) non hie´rarchique (2) hie´rarchique
Mode`le de Gaussienne 75, 4± 5, 9 75, 8± 5, 9
k-ppv 61, 1± 6, 5 64, 5± 6, 6
SVM rbf 77, 3± 5, 8 72, 4± 6, 2
SVM line´aire 78,8± 5,6 81,3± 5,4
Discussion des re´sultats : les meilleures performances atteintes dans les deux cas par la
variante SVM line´aire, sans re´duction de dimension, s’e´tendent de 61, 1% a` 78, 8% (TRC) pour
le syste`me non hie´rarchique et de 64, 5% et 81, 3% (TRC) pour le syste`me hie´rarchique.
Nous rapportons maintenant une description des parame`tres conserve´s par le meilleur sys-
te`me, inte´grant un classifieur SVM line´aire (le de´tail est donne´ dans la section A.4 de l’annexe A) :
– a` l’e´tape de classification des pre´sentateur, la RSE conserve 14 parame`tres, dont 5 tempo-
rels, 3 acoustiques et 6 prosodiques, pour un score e´leve´ de 92% (TRC),
– a` l’e´tape de classification journaliste non ponctuel contre autre non ponctuel, elle conserve
26 parame`tres pour un taux de reconnaissance de 74,6% (TRC) : 14 parame`tres temporels,
4 acoustiques et 8 prosodiques,
– enfin, a` l’e´tape de classification des roˆles journaliste ponctuel et autre ponctuel, la RSE
conserve 9 parame`tres pour obtenir un score de 88,9% (TRC) : 3 parame`tres acoustiques
et 6 prosodiques.
Il est inte´ressant de noter que dans tout ces diffe´rents cas, quatre parame`tres sont syste´ma-
tiquement conserve´s. Il s’agit de :
– var(Ploc) : la variance de la puissance du signal sur les zones attribue´es au locuteur,
– max(F0) : la valeur maximale du pitch,
– Nsil : le nombre de silences,
– Dureesil : la dure´e moyenne des silences.
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Conclusion de l’expe´rience : les performances du syste`me hie´rarchique a` cinq roˆles dans
sa variante SVM line´aire, couple´e avec la me´thode de se´lection de parame`tres, donne un score
de 81, 3% avec un intervalle de confiance de ±5, 4%. Les performances restent du meˆme ordre
que celles observe´es dans les expe´riences pre´ce´dentes. Plusieurs choses inte´ressantes sont mises
en e´vidence par cette expe´rience, notamment :
– la tre`s bonne classification des pre´sentateur,
– le caracte`re discriminant des parame`tres temporels pour les locuteurs non ponctuels,
– les parame`tres acoustiques et prosodiques sont conserve´s a` chaque e´tape de classification du
meilleur syste`me : ceci laisse a` penser que ces descripteurs sont particulie`rement pertinents.
Avec la mise a` disposition du corpus EPAC en 2010, nous avons pu re´aliser une se´rie d’expe´-
riences, comple´mentaires mais non exhaustives graˆce auxquelles nous avons pu e´tudier l’influence
du corpus sur le syste`me de reconnaissance hie´rarchique a` cinq roˆles.
3.6.3 E´tude de l’influence du corpus
Objectifs de l’expe´rience : afin d’e´tudier la robustesse face au corpus d’apprentissage et
de test, le syste`me hie´rarchique a` cinq roˆles, e´value´ sur le corpus ESTER dans les pre´ce´dentes
sections, est maintenant e´value´ sur le corpus EPAC.
Pre´sentation des syste`mes utilise´s : dans les deux cas, nous utiliserons l’architecture hie´-
rarchique a` cinq roˆles avec se´lection de parame`tres (RSE) et le classifieur SVM line´aire. Nous
rappelons que :
– le corpus EPAC se compose de EPAC-app (80 heures) et de EPAC-tst (10h), respective-
ment les ensembles d’apprentissage et de test,
– le corpus ESTER2 se compose ESTER-dev (6 heures) et ESTER-tst (7 heures).
Les re´sultats correspondants sont reporte´s dans la table 3.10.
Table 3.10 – Meilleures performances du syste`me hie´rarchique a` cinq roˆles avec se´lection de
parame`tres (RSE) en fonction du corpus.
App / Test TRC(%)± I95%
ESTER-dev / ESTER-tst 81, 3± 5, 4
EPAC-app / EPAC-tst 83, 2%± 7, 12
Discussion des re´sultats : sur le corpus ESTER2, la reconnaissance re´alise un score de
81, 3%. Sur EPAC, le TRC est de 83, 2% (TRC). L’intervalle de confiance important relativise
ce gain. Nous rapportons, pour le corpus EPAC, la liste des parame`tres conserve´s au moment
de la se´lection de parame`tres de chaque e´tape de classification. Nous constatons que :
– a` l’e´tape de classification des locuteurs de type pre´sentateur, la RSE conserve 17 para-
me`tres, dont 3 parame`tres temporels, 8 acoustiques et 6 prosodiques,
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– a` l’e´tape de classification journaliste non ponctuel contre autre non ponctuel, elle conserve
14 parame`tres : 5 parame`tres temporels, 5 acoustiques et 4 prosodiques,
– enfin, a` l’e´tape de classification des roˆles journaliste ponctuel et autre ponctuel, la RSE
conserve 11 parame`tres : 1 parame`tre temporel, 4 acoustiques et 6 prosodiques.
La nature des parame`tres conserve´s est de´taille´e en annexe (section A.5.3).
Plusieurs e´le´ments inte´ressants me´ritent d’eˆtre souligne´s :
– sur les deux corpus, les parame`tres temporels sont discriminants, particulie`rement pour
les locuteurs non ponctuels,
– contrairement au corpus ESTER2, les parame`tres acoustiques semblent plus discriminants
sur le corpus EPAC, notamment dans la classification pre´sentateur contre non pre´senta-
teur.
Ici aussi, quatre parame`tres sont syste´matiquement conserve´s a` chaque e´tape de classification.
Il s’agit de deux parame`tres acoustiques, et de deux parame`tres prosodiques :
– Penv : puissance moyenne du signal sur les zones de non parole,
– min(Ploc) : valeur minimale de la puissance du signal sur les zones de parole,
– Debitsil : nombre de silences par unite´ de temps,
– var(Dureesil) : variance de la dure´e des silences.
Comme pour le cas du corpus ESTER2, plusieurs parame`tres prosodiques sont conserve´s.
Cela semble confirmer l’importance des informations prosodiques dans la caracte´risation des
roˆles. La matrice de confusion associe´e a` cette e´tude est disponible en annexe dans la table A.20.
Nous y constatons que les locuteurs autre ponctuel sont tre`s bien classe´s. La confusion est plus
importante entre pre´sentateur et autre non ponctuel.
Conclusion de l’expe´rience : les diffe´rences observe´es entre les deux corpus ne se situent
pas au niveau des scores obtenus mais plus particulie`rement au niveau des parame`tres conserve´s
pour chaque e´tape de classification. Notons sur les deux corpus :
– l’importance des parame`tres temporels pour les locuteurs non ponctuels en particulier,
– l’importance des parame`tres acoustiques et prosodiques. Ils jouent donc un roˆle discrimi-
nant a` toutes les e´tapes de classification.
Nous avons e´galement e´tudie´ un ensemble plus large d’expe´riences sur EPAC autour de
plusieurs variantes de syste`mes.
3.7 Expe´rience sur le corpus EPAC
Objectifs de l’expe´rience : nous e´valuons a` travers une se´rie d’applications bien cible´es, les
performances atteintes par plusieurs syste`mes, inte´grant le corpus EPAC.
Pre´sentation des syste`mes utilise´s : nous utilisons l’architecture hie´rarchique a` cinq roˆles.
Nous avons teste´ diffe´rentes variantes autour des me´thodes de classifications suivantes :
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– le SVM Line´aire : ce classifieur a rapporte´ de bonnes performances lors de expe´riences
pre´ce´dentes,
– les GMM : la taille du corpus EPAC e´tant plus importante, nous avons pu utiliser cette
me´thode.
Discussion des re´sultats : des re´sultats de´taille´s sont reporte´es dans la table 3.11. Nous
remarquons que :
– (1) le syste`me hie´rarchique a` cinq roˆles, sans re´duction de dimension, couple´ avec une
classification par GMM, rapporte un taux de reconnaissance de 74, 8%± 8, 26. Le nombre
de composantes Gaussiennes utilise´es sont de 2 pour le pre´sentateur, 8 pour les journaliste
non ponctel et autre non ponctuel, et de 4 pour les ponctuels. Ce score est finalement
de´cevant : nous nous concentrerons dans la suite sur l’utilisation du classifieur SVM.
– (2) la variante fonde´e sur un SVM line´aire sans re´duction de dimension, rapporte un
taux plus e´leve´, de l’ordre de 88, 9% ± 6, 00. Nous avons e´galement de´cline´ les diffe´rentes
me´thodes de re´duction de dimension.
– (3) l’ajout d’une AFD n’ame´liore pas les re´sultats, (88, 8% ± 6) tout en re´duisant la di-
mension des donne´es a` une seule dimension.
– (4) l’utilisation d’une se´lection de parame`tres RSE fait chuter les performances a` 83, 2%±
7, 1. Les parame`tres retenus ont e´te´ pre´sente´s dans l’expe´rience pre´ce´dente.
– (5) l’utilisation de l’ACP permet a` la reconnaissance d’atteindre un TRC de 92% ± 5, 3.
Il s’agit du score le plus important que nous aillons obtenu sur l’ensemble des expe´riences
mene´es.
Table 3.11 – Performances des variantes GMM et SVM line´aire du syste`me hie´rarchique a`
5 roˆles sur le corpus EPAC. Ce syste`me est teste´ avec diffe´rentes me´thodes de re´duction de
dimension.
me´thode re´duction dimensions TRC(%)± I95%
(1) GMM (2/8/4) aucune 24/36/36 74, 8%± 8, 2
(2) SVM line´aire aucune 24/36/36 88, 9%± 6, 0
(3) SVM line´aire AFD 1/1/1 88, 8%± 6, 0
(4) SVM line´aire RSE 11/17/14 83, 2%± 7, 1
(5) SVM line´aire ACP 25/19/19 92%± 5, 3
Conclusion de l’expe´rience : sans que nous puissions dire qu’il s’agit du meilleur sys-
te`me (du fait de l’intervalle de confiance relativement important qui accompagne l’ensemble
de re´sultats de cette section), l’utilisation conjointe du SVM line´aire et de l’ACP avec l’archi-
tecture hie´rarchique, permettent de reconnaˆıtre 92% des roˆles des intervenants, ce qui est un
excellent score. Les matrices de confusion, reporte´es en annexe A.21, permettent d’observer que
les quelques erreurs restantes concernent des autre non ponctuel classe´s comme des pre´sentateur.
Cette confusion s’explique par le fait que le corpus contient quelques exemples d’e´missions dans
lesquelles la distinction entre invite´ principal et pre´sentateur n’est pas e´vidente : l’e´mission prend
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la forme d’une conversation et le temps de parole du pre´sentateur et de l’invite´ sont e´quivalents.
Dans le chapitre suivant, nous travaillerons avec le corpus EPAC. Nous utiliserons les re´sultats
fournis par ce syste`me.
3.8 Conclusion
Dans ce chapitre, nous avons pre´sente´ un ensemble d’expe´riences re´alise´es autour de l’e´tude
et du de´veloppement d’un syste`me de reconnaissance automatique des roˆles des locuteurs avec
de´tection automatique des locuteurs. Notre syste`me s’appuie sur la structure classique d’un
syste`me de reconnaissance des formes incluant une phase de pre´-traitement des donne´es, une
extraction de parame`tres, une e´ventuelle re´duction de la dimension des donne´es et une e´tape de
classification.
Nous avons e´tudie´ a` travers un grand nombre d’expe´riences, l’influence de plusieurs me´thodes
de re´duction de dimension : analyse en composantes principales (ACP), analyse factorielle dis-
criminante (AFD) et une me´thode de se´lection de parame`tres par Recherche Se´quentielle par
E´limination(RSE). Nous avons e´galement e´value´ plusieurs me´thodes de classification supervi-
se´es : GMM, k-ppv, SVM a` noyau line´aire, rbf, sigmo¨ıdal et polynomial. Nous avons re´alise´ une
reconnaissance automatique des roˆles des locuteurs sur deux ensembles de documents : le corpus
ESTER2 qui contient en majorite´ des bulletins d’information et le corpus EPAC qui comporte
une proportion importante de parole conversationnelle (de´bats, interviews et magazines).
Les premie`res expe´riences ont concerne´ la reconnaissance automatique des trois roˆles clas-
siques, rencontre´s dans la litte´rature du domaine. Les performances de reconnaissance des trois
roˆles pre´sentateur, journaliste et autre atteignent sur le corpus ESTER2, dans le meilleur cas,
79,3%± 5,6. Ce score est obtenu a` l’aide d’un syste`me fonde´ sur l’utilisation d’un classifieur
SVM a` noyau rbf, sans re´duction de la dimension. Ce score est comparable aux performances
rapporte´es dans la litte´rature : entre 80% et 85% de roˆles bien reconnus.
Nous avons ensuite pre´sente´ une seconde architecture, de manie`re a` inte´grer cinq cate´gories
de roˆles. La version la plus aboutie de cette architecture consiste en un syste`me de classification
hie´rarchique, dont la particularite´ est de ramener toutes les e´tapes de classification a` des pro-
ble`mes a` deux classes. Cette architecture permet e´galement de faire une e´tude plus spe´cifique
des parame`tres les plus discriminants pour chaque e´tape de classification.
En pratique, le meilleur score obtenu sur le corpus ESTER2, a` l’aide d’un syste`me inte´grant
l’architecture hie´rarchique, un classifieur SVM line´aire et une e´tape de se´lection de parame`tres
RSE, atteint un TRC de 81,3%± 5,4. Le meˆme syste`me applique´ au corpus EPAC rapporte un
TRC de 83,2%± 7,1. Ce syste`me nous permet de mettre en e´vidence la place importante tenue
par les descripteurs prosodiques dans la reconnaissance des roˆles puisque plusieurs descripteurs
calcule´s a` partir de la fre´quence fondamentale et des silences de´tecte´s sont retenus syste´matique-
ment. Finalement, le meilleur score de classification est obtenu sur le corpus EPAC, il consiste
en une ACP et un classifieur SVM line´aire. Dans ce cas, 92%± 5,3 des roˆles sont correctement
attribue´s aux locuteurs.
Ces tre`s bons re´sultats nous permettent d’envisager l’utilisation de ce syste`me de recon-
naissance de roˆles, dans notre syste`me de structuration des documents audiovisuels, auquel se
consacre le chapitre suivant.
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Chapitre 4
Structuration de documents
audiovisuels et roˆles des intervenants
Le syste`me hie´rarchique de reconnaissance de roˆles, pre´sente´ dans le chapitre pre´ce´dent, a
rapporte´ de tre`s bons re´sultats avec 92% de roˆles correctement de´tecte´s et identifie´s sur le corpus
EPAC. Ce re´sultat nous permet d’envisager d’inte´grer l’information relative aux roˆles dans un
travail de recherche en structuration par le contenu de documents audiovisuels. Nous pre´sentons,
dans ce chapitre, une contribution a` ce domaine.
La structure d’un document peut eˆtre vue comme une succession de segments temporels,
chacun e´tant homoge`ne et repre´sentatif d’un contenu. Dans notre cas, l’objectif est de faire
e´merger d’un document audiovisuel non structure´, une repre´sentation structurelle ou` chaque
segment fait re´fe´rence a` un ensemble de locuteurs type´s par leur roˆle et interagissant selon
un certain mode. De ce fait, notre approche exploite les re´sultats du syste`me hie´rarchique de
reconnaissance automatique des roˆles (chapitre 3), ainsi que ceux du syste`me de de´tection des
zones d’interaction orale (chapitre 1).
La suite du chapitre s’organise de la manie`re suivante. La section 4.1 pre´sente un e´tat de l’art
de la recherche en structuration de documents audiovisuels par le contenu. Dans la section 4.2
nous pre´cisons le cadre dans lequel se situe la structuration propose´e. Puis, avant de conclure,
nous pre´sentons le syste`me de structuration fonde´ sur le roˆle des intervenants (section 4.3), ainsi
que son e´valuation re´alise´e a` l’aide du corpus EPAC (section 4.4).
4.1 La recherche en structuration par le contenu de documents
audiovisuels
Les approches en structuration par le contenu des documents audiovisuels se re´partissent
principalement en deux cate´gories selon le niveau de granularite´ recherche´. La premie`re cate´gorie
de me´thodes s’attache a` structurer le flux audiovisuel tandis que la seconde cate´gorie concerne la
structuration interne d’un programme ou d’un ensemble de programmes. Les re´sultats recherche´s
par chacune de ces cate´gories sont diffe´rents, ce qui implique des approches e´galement tre`s
diffe´rentes dont nous tentons de donner un aperc¸u dans la suite de cette section.
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4.1.1 Structuration du flux audiovisuel
A` l’e´chelle d’un flux ou d’un document contenant plusieurs heures de contenu audiovisuel, un
objectif commun aux me´thodes de structuration est de retrouver la suite d’e´ve´nements relatifs
au contenu de la grille des programmes. Il s’agit dans ce cas de structurer le flux en deux types
d’e´ve´nements : les programmes et les inter-programmes. Un segment est soit une instance
d’un programme, soit une inclusion entre de tels programmes.
D’apre`s [Manson 10], dont le travail concerne la de´line´arisation des flux te´le´visuels, les inter-
programmes se rassemblent en 6 cate´gories : publicite´, bande-annonce, parrainage, jingle, auto-
promotion et campagne d’inte´reˆt ge´ne´ral. Les programmes sont de´finis par le meˆme auteur,
comme des e´ve´nements du flux lie´s par une charte audiovisuelle, vecteurs d’une valeur culturelle,
informative ou divertissante.
Pour retrouver les programmes et inter-programmes dans le flux audiovisuel, il est naturel de
vouloir se re´fe´rer a` la grille des programmes (ou EPG 7) et de l’exploiter quand elle est disponible.
Elle correspond a` une liste ordonne´e et date´e des programmes diffuse´s ou « programmation ».
Les horaires de diffusion et les noms des programmes sont souvent accompagne´s d’informations
comple´mentaires telles que le genre ou la dure´e des programmes.
Les travaux re´cents de [Poli 07, Naturel 07, Manson 10] rappellent la fiabilite´ toute relative
des informations contenues dans l’EPG. Les horaires peuvent eˆtre impre´cis, ne permettant pas
de retrouver avec justesse les bornes de de´but et de fin des e´missions. Dans cette grille, ne
sont pas re´percute´es ne´cessairement les modifications de programmation induites par des faits
d’actualite´s importants. L’EPG ne contient ge´ne´ralement aucune information (ou tre`s peu) sur
les inter-programmes. Pour palier ces limites, les me´thodes actuelles s’appuient sur une analyse
directe des documents par leur contenu, e´ventuellement comple´te´e par certaines me´ta-donne´es
issues de la grille des programmes.
Les me´thodes de structuration du flux sont fonde´es, de manie`re exclusive, soit sur la de´tection
des programmes, soit sur la de´tection des inter-programmes. A` notre connaissance, il n’existe
pas de me´thode re´alisant la de´tection simultane´e de ces deux e´ve´nements.
Les inter-programmes sont les e´ve´nements le plus largement exploite´s dans la litte´rature.
En effet, ils pre´sentent une proprie´te´ de redondance inte´ressante que n’ont pas les programmes.
Certains inter-programmes, comme les publicite´s en particulier, sont rediffuse´s a` de nombreuses
reprises et sur plusieurs chaˆınes de te´le´vision diffe´rentes. Plusieurs approches exploitent cette
proprie´te´ de redondance, soit a` travers une recherche directe des re´pe´titions dans le flux au-
diovisuel [Covell 06], soit par une comparaison du flux avec une base de donne´es contenant des
exemples d’inter-programmes [Naturel 07, Pua 04, Wen 99]. Cette cate´gorie de me´thodes im-
plique un traitement supple´mentaire pour maintenir l’ensemble de re´fe´rences a` jour. D’autres
approches de´tectent indirectement les inter-programmes, notamment a` travers la recherche de
ruptures dans le flux audiovisuel, comme des images monochromes et des zones de silences
[Dimitrova 02, Lienhart 97, Sadlier 02].
Les me´thodes fonde´es sur la de´tection des programmes sont moins nombreuses. La raison
principale e´voque´e dans [Naturel 07] est que « les programmes n’exhibent aucune caracte´ristique
7. Electronic Program Guide
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commune qu’il serait possible de de´tecter directement ». Dans le manuscrit de [Manson 10]
est dresse´ un panorama re´cent des diffe´rentes approches de structuration de flux audiovisuels.
Plusieurs travaux recherchent directement les programmes dans le flux de donne´es en de´tectant
des invariants de production caracte´ristiques de certains programmes. L’approche de [Liang 05]
s’appuie sur la recherche de ge´ne´riques particuliers de de´but et de fin de programmes. La me´thode
de [Wang 08] re´alise une de´tection d’images spe´cifiques dans le flux vide´o, qui combine´es a` une
analyse audio, permettent de trouver une transition entre un inter-programme et un programme.
A` l’oppose´, la contribution de [El Khoury 08] recherche des ruptures dans l’homoge´ne´ite´ du flux
audiovisuel, sans connaissance a priori. Une rupture est un changement significatif du contenu
audio et vide´o pouvant correspondre a` un de´but ou a` une fin de programme. Cette me´thode est
la seule exploitant les proprie´te´s intrinse`ques du contenu d’un programme, pouvant de ce fait
eˆtre ge´ne´ralise´e a` plusieurs types de programmes.
4.1.2 Structuration interne d’un programme audiovisuel
Cette seconde cate´gorie rassemble des me´thodes applique´es a` l’e´chelle d’une e´mission, qu’il
faut comprendre ici dans le sens d’une « instance d’un programme ».
L’objectif de ces me´thodes est de ge´ne´rer un sommaire de l’e´mission, de´finissant un ensemble
de zones se´mantiquement cohe´rentes. Ces approches s’appuient ge´ne´ralement sur des descripteurs
dits de « bas-niveau », extraits directement du signal audio et vide´o. La difficulte´ principale
rencontre´e par ces me´thodes est de « franchir le fosse´ se´mantique » se´parant les descripteurs
« bas-niveau » des unite´s structurelles d’un plus haut niveau symbolique et permettant de de´crire
le de´roulement d’un programme.
A` notre connaissance, il n’existe pas de me´thode ge´ne´rique permettant de re´aliser cette e´tape.
Les travaux du domaine se restreignent ge´ne´ralement a` un seul type de programme. Un grand
nombre de contributions concernent plus particulie`rement la structuration de vide´os de journaux
d’information, de rencontres sportives et de jeux te´le´vise´s :
– les journaux te´le´vise´s suivent une structure impose´e par les re`gles de production. Ils se
composent ge´ne´ralement d’une se´rie de the´matiques variant en fonction de l’actualite´. Le
format de pre´sentation en revanche est redondant d’un bulletin a` l’autre. La pre´sentation
d’un sujet est souvent compose´e d’une introduction lue par le pre´sentateur suivie d’un
de´veloppement dans un reportage. La litte´rature regorge de travaux exploitant la connais-
sance a priori de cette structure pour segmenter les bulletins d’informations en sujets
[Maybury 96, Merlino 97, Hauptmann 98, Kemp 03, Meinedo 03, Chua 04, Ma 09], etc.
– dans les vide´os de sport, les structures temporelles des rencontres sont contraintes par
les re`gles officielles et les me´thodes de structuration s’appuient sur la connaissance de ces
re`gles. Les travaux de [Kijak 03] concernent l’analyse et la reconnaissance de la structure
de vide´os de rencontres de tennis. Cette contribution e´tablit une mode´lisation statistique
de la structure de vide´os de match par des Mode`les de Markov Cache´s dont les topologies
inte`grent les re`gles du sport.
– les jeux te´le´vise´s, e´galement dicte´s par des re`gles, sont des programmes tre`s structure´s.
Les travaux de [Javed 02] et [Ibrahim 07] sont applique´s a` des e´missions de ce type. Ils
fournissent une segmentation en phases de jeu permettant un parcours non line´aire des
e´missions.
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Le travail de [Kolluru 07] va au-dela` de la structuration simple en identifiant les segments. Il
concerne plus pre´cise´ment la cate´gorisation des sujets de bulletins d’information en fonction de
leur format de pre´sentation. Ce travail utilise les re´sultats d’une segmentation et d’un regroupe-
ment en locuteurs, d’une segmentation en sujets, et du re´sultat d’une reconnaissance en entite´s
nomme´es. Les locuteurs sont classe´s en trois roˆles pre´sentateur, journaliste et autre en fonction
de re`gles simples base´es sur l’ordre d’apparition des locuteurs, et de phrases cle´s extraites de la
transcription.
Quatre types de segments, correspondant a` quatre formats de pre´sentation des sujets, de´-
pendant des roˆles des intervenants, sont propose´s. Ces cate´gories sont :
– une tribune, quand le pre´sentateur pre´sente et de´veloppe seul le sujet,
– une correspondance, quand le sujet est pre´sente´ par le pre´sentateur et par un journaliste,
– une reportage, quand les trois roˆles sont pre´sents,
– une interview, pour un sujet concernant le pre´sentateur et un locuteur de la classe autre.
Finalement 66% des formats de pre´sentation sont correctement reconnus.
Comme nous allons le de´velopper dans la section suivante, la de´tection et l’identification
des roˆles nous permettent d’intervenir sur ces deux facettes de la structuration, la localisation
des unite´s de programmes et la de´composition d’un programme. L’inte´gration d’un ensemble de
re`gles base´es sur les roˆles des intervenants nous conduisent a` de´finir des unite´s de structuration
telles que celles pre´sente´es par [Kolluru 07].
4.2 Contribution : utilisation des roˆles pour la structuration
des documents audiovisuels
4.2.1 Positionnement de notre e´tude
Nous souhaitons exploiter la connaissance du roˆle des intervenants pour structurer les docu-
ments audiovisuels a` l’e´chelle d’un flux et a` l’e´chelle d’un programme.
document audiovisuel
pub météo téléﬁlmjournal
P1 P1 P2 P2
divertissement
P3 P3
pub pub pub magazine
segments de parole des présentateurs
programme 1 programme 2 programme 3
Figure 4.1 – Flux audiovisuel compose´ de plusieurs programmes avec un pre´sentateur par
programme.
A` l’e´chelle d’un flux audiovisuel : la connaissance de la pre´sence du pre´sentateur peut
eˆtre utilise´e pour de´tecter les zones du document correspondant a` des instances de programme.
Comme nous l’illustrons sur la figure 4.1, intuitivement il semble possible de coupler une zone
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temporelle du flux correspondant a` une e´mission avec les informations relatives aux interventions
des pre´sentateurs. Cette de´tection de programmes pourrait eˆtre applique´e a` tous les types de
programmes couverts par les interventions d’un pre´sentateur, comme les journaux d’information,
les e´missions de divertissement et les magazines culturels.
Plusieurs points motivent l’utilisation des informations relatives au pre´sentateur. Le pre´sen-
tateur est garant du bon de´roulement de l’e´mission, de ce fait ses interventions sont rarement
improvise´es. Il incombe a` ce locuteur de pre´senter le sommaire de l’e´mission, d’introduire les
autres intervenants (candidats, invite´s, chroniqueurs), de les remercier et de clore l’e´mission. De
plus, comme nous l’avons observe´ dans le chapitre pre´ce´dent, le roˆle du pre´sentateur est par-
ticulie`rement bien reconnu par notre syste`me automatique et sa de´tection peut servir de point
d’ancrage.
Nous rassemblons, dans la figure 4.2, des exemples de programmes (journaux d’information,
magazines musicaux, jeux te´le´vise´s) dans lesquels les premie`res et les dernie`res personnes prenant
la parole sont les pre´sentateurs, indiquant ainsi le de´but et la fin de l’e´mission.
générique de début premier locuteur dernier locuteur
Figure 4.2 – Exemples d’e´missions ou` le premier et le dernier mot prononce´ est syste´matique-
ment attribuable au pre´sentateur.
Par ailleurs, il est fre´quent que le public identifie un programme a` la personne qui le pre´sente.
Toutefois, il faut rester prudent et ne pas faire l’amalgame entre le roˆle et l’identite´ du pre´senta-
teur. Le journaliste Patrick Poivre d’Arvor (cf. figure 4.3) a pre´sente´ le journal de 20 heures de
la premie`re chaˆıne franc¸aise pendant plus de 20 ans. Il incarne suˆrement « le 20h de TF1 » au-
pre`s du public, pourtant a` d’autres occasions, comme nous pouvons le voir sur la figure 4.3, il
pourra eˆtre rec¸u par un confre`re, en tant qu’invite´ cette fois, pour parler par exemple de son
actualite´ litte´raire. La relation « pre´sentateur-e´mission » est bien e´videmment mise en de´faut
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comme le montrent e´galement les deux premiers exemples de la figure 4.2 en illustrant que le
roˆle de pre´sentateur d’un meˆme programme peut eˆtre occupe´ par deux individus diffe´rents, sans
pour autant modifier la structure du programme. Pour toutes ces raisons, nous pensons qu’il
est pre´fe´rable de s’appuyer sur l’information « roˆles des intervenants », information plus robuste
que l’identite´ des individus, pour la taˆche que nous souhaitons re´aliser.
Figure 4.3 – Exemple d’un pre´sentateur de TF1, invite´ sur canal+.
Dans plusieurs autres genres de programmes (cf. travail de [Poli 07] pour une liste exhaus-
tive), comme les documentaires et les retransmissions sportives, il est plus difficile d’e´voquer la
pre´sence d’un pre´sentateur. Toutefois les interventions du narrateur d’un documentaire ou d’un
commentateur sportif pre´sentent des caracte´ristiques assez similaires a` celles des pre´sentateurs.
Nous ne traiterons pas de programmes de fiction tels que les se´ries, les films ou les te´le´films,
qui e´chappent a` cette de´finition et ne´cessiteraient donc une e´tude spe´cifique.
A` l’e´chelle d’un programme : de manie`re comparable a` la contribution de [Kolluru 07],
notre me´thode vise a` exploiter la connaissance des roˆles des intervenants pour caracte´riser le
contenu des programmes.
Conside´rons l’exemple d’une e´mission quotidienne comme un talk-show. Les invite´s, les chro-
niqueurs, les reporters, les personnages publics ou anonymes apparaissant dans ces e´missions
changent presque chaque jour. Il en est de meˆme pour les candidats d’un jeu te´le´vise´, les artistes
invite´s dans une e´mission de varie´te´s ou les participants d’un de´bat ; tous ces individus seront
amene´s a` varier a` travers les e´pisodes d’un programme.
La structuration automatique des programmes a donc a priori inte´reˆt a` s’appuyer sur les
roˆles des intervenants, qui repre´sentent une information robuste d’une e´mission a` une autre.
La suite de ce chapitre est consacre´e a` la description de notre travail. Nous commenc¸ons
par poser un ensemble de de´finitions fondamentales a` notre approche, avant de de´crire notre
me´thode de structuration automatique et de l’e´valuer.
4.2.2 De´finitions des e´le´ments de structuration
Nous de´crivons ici les unite´s logiques de structuration qui nous permettent de de´crire la
structure de documents audiovisuels. Pour ce faire, nous postulons que : « dans un flux ou
un document audiovisuel, une zone temporelle durant laquelle un ou plusieurs lo-
cuteurs non-pre´sentateurs interviennent accompagne´s par au plus un pre´sentateur
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est une se´quence correspondant a` une sous partie de programme, e´ventuellement a`
un programme complet ».
Nous appellerons une telle zone, une brique e´le´mentaire de structuration. De`s lors que cette
brique fera intervenir un pre´sentateur, commencera et finira par une intervention de ce pre´sen-
tateur, cette brique sera appele´e brique e´le´mentaire borne´e.
Ce postulat nous conduit a` de´finir deux types d’unite´s de structuration – les unite´s « pre´-
sente´es » et les unite´s « interme`des » – qui seront fondamentales dans notre approche :
– les unite´s « pre´sente´es » sont les briques e´le´mentaires borne´es maximales d’un docu-
ment, dans le sens ou` cette brique ne peut eˆtre contenue dans une brique de meˆme nature.
Il s’en suit que ces unite´s peuvent eˆtre de deux types :
– Majoritairement ce sont des unite´s faisant intervenir un ou plusieurs locuteurs autour
du seul pre´sentateur ; nous parlerons d’unite´s couvertes par un pre´sentateur.
– Les autres unite´s se re´duisent a` l’intervention du seul pre´sentateur. Cette situation peut
se produire lors d’un passage de relais entre deux e´missions.
– les unite´s « interme`des » sont les zones comple´mentaires. Durant ces zones, aucun pre´-
sentateur n’est pre´sent : il peut s’agir de zones publicitaires, de la pre´sentation du bulletin
me´te´o, de plage musicale. . . Elles peuvent aussi contenir des locuteurs intervenant dans
les segments adjacents, auquel cas une partie de ces zones peut eˆtre rattache´e au segment
adjacent concerne´.
Ces deux types d’unite´s sont repre´sente´s sous la forme de segments temporels en bas de la
figure 4.4. Nous avons cherche´ a` caracte´riser ces zones plus finement en fonction des roˆles et des
interactions des locuteurs qu’elles rassemblent.
ﬂux audiovisuel
unité «présentée»
 couverte par le 
présentateur P1
unité «présentée»  
couverte 
par le présentateur P2
unité «présentée» 
couverte par le 
présentateur P4 
P1 P1 P2 P2 P4 P4
segments de locuteur enrichis de leur rôle
unité
«intermède»
P2 P1
unités 
«présentées»
non couvertes
P2P1
unités de structuration
Figure 4.4 – Exemples d’unite´s de structuration.
4.2.3 Les deux niveaux de structuration
La prise en compte d’informations plus pre´cises sur les intervenants au travers de leur roˆle
et du type d’interaction a donne´ naissance a` deux niveaux de structuration.
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4.2.3.1 Premier niveau de structuration : prise en compte du roˆle
Le premier niveau de structuration assigne les unite´s « pre´sente´es » dans plusieurs cate´go-
ries. Nous proposons trois cate´gories d’unite´s « pre´sente´es » : « informations », « entretiens » et
« transition ». La distinction entre ces trois cate´gories est faite en rapport au temps de parole
imputable a` chaque type de roˆle pre´sent sur cette unite´. Nous conside´rons l’ensemble des locu-
teurs pre´sents sur l’unite´ et qui ne sont pas des pre´sentateurs, nous nommerons d(journaliste)
le temps de parole cumule´ de tous les journalistes de l’unite´, et d(autre) le temps de parole
cumule´ des intervenants qui ne sont ni pre´sentateur, ni journaliste.
• Les unite´s « pre´sente´es » de type « informations » correspondent aux unite´s de programmes
sur lesquelles
d(journaliste) ≥ d(autre)
Cette cate´gorie correspond aux unite´s structurantes pour lesquelles des journalistes sont
pre´sents et parlent majoritairement. Dans les journaux, les sujets sont souvent pre´sente´s
conjointement par le pre´sentateur et un journaliste. Les interventions d’invite´s, ou d’inter-
viewe´s, sont moins nombreuses et couvrent moins de temps de parole.
• Les unite´s « pre´sente´es » de type « entretiens » sont les zones durant lesquelles
d(autre) > d(journaliste)
Au moins un intervenant est de type autre, donc potentiellement invite´, et donc il est
souhaitable que dans cette cate´gorie de programmes les invite´s occupent la plus grande
proportion de parole.
• Les unite´s « pre´sente´es » de type « transition » sont des segments contenant uniquement
l’intervention d’un pre´sentateur. Cet type d’inter-programme, plus courant a` la radio qu’a`
la te´le´vision, est caracte´ristique, comme nous l’avons dit, d’une transition entre deux pro-
grammes prenant la forme d’une discussion informelle entre deux pre´sentateurs.
Les unite´s de´finies pre´ce´demment sont exploite´es directement dans le second niveau de struc-
turation.
4.2.3.2 Second niveau de structuration : prise en compte du type d’interaction
Des interactions orales entre intervenants peuvent avoir lieu dans une zone du document
attribue´e a` l’une des cate´gories « informations » ou « entretiens ». En fonction du contexte et
des roˆles qui y sont implique´s, cette interaction peut correspondre a` des e´ve´nements diffe´rents. Il
peut s’agir par exemple de l’interview d’un invite´, mene´e par un pre´sentateur durant un journal
te´le´vise´, ou bien d’une discussion entre deux invite´s, durant un de´bat de socie´te´. Nous attribuons
les zones d’interaction (z.i.) de´couvertes, parmi quatre cate´gories en fonction des re`gles suivantes :
• le type « interview » est attribue´ dans notre me´thode a` une z.i. entre un pre´sentateur et
un interviewe´,
• le type « chronique » est attribue´ a` une z.i. impliquant un pre´sentateur et un journaliste,
• le type « de´bat » correspond a` une interaction entre deux invite´s, ou entre un invite´ et un
journaliste.
• le type « relais » est attribue´ aux z.i. entre deux pre´sentateurs.
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4.2.3.3 Re´sume´
La figure 4.5 reprend les de´finitions des diffe´rentes unite´s de structuration recherche´es ainsi
que leur hie´rarchies. Dans la suite de ce chapitre nous de´crivons notre algorithme de de´tection
des unite´s « pre´sente´es » et « interme`des », ainsi que le typage des interactions.
ﬂux audiovisuel
unité «présentée» 
d(journaliste) = temps de parole des journaliste
d(autre) = temps de parole des non journaliste et non présentateur
ensemble L des locuteurs de l'unité
unité «intermède» 
Extraction des unités de stucturation
informations entretiens transition
interview chronique débat
L =
{Présentateur seul}
oui
d(journaliste) > 
d(autre)
non
nonoui
relais
second niveau de structuration appliqué aux zones informations, entretiens et transition
z.i. entre
présentateur 
et interviewé
z.i. entre
présentateur 
et journaliste
z.i. entre
invité 
et invité
z.i. entre
journaliste 
et invité
z.i. entre
présentateur 
et présentateur
premier niveau de structuration appliqué aux unités «présentées»
Figure 4.5 – Me´thode de structuration a` partir de la connaissance des locuteurs, de leur roˆle
et leur type d’interaction.
4.3 Pre´sentation du syste`me de structuration automatique
Le syste`me automatique de´veloppe´ vise a` rendre compte de la structuration de´finie au pa-
ragraphe pre´ce´dent, dans le but de l’e´tendre a` un corpus conse´quent et d’e´valuer ainsi cette
proposition. En particulier, il s’agit de mesurer si les erreurs de reconnaissance (des roˆles et des
zones d’interaction) ont un impact fort sur la structuration finale du document, telle qu’elle a
e´te´ de´finie au paragraphe pre´ce´dent.
Ce syste`me se de´compose en trois modules principaux, pre´sente´s sur la figure 4.6 :
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– un pre´-traitement, ou` l’on retrouve le processus de segmentation en locuteurs, le syste`me
de reconnaissance automatique des roˆles et le syste`me de recherche des interactions entre
locuteurs,
– un module visant a` rendre compte d’une structuration de premier niveau au travers d’une
macro-segmentation,
– un module de´livrant la structuration finale.
fichier
audio
SRL
Reconnaissance 
des rôles
Détection
des zones 
d'interaction
Macro-
segmentation 
Caractérisation
Intégration 
des zi
structure
du 
document
premier niveau de structuration second niveau de structuration
Figure 4.6 – Notre syste`me de structuration de contenus audio, utilisant la connaissance des
roˆles de locuteurs et des zones d’interaction orale.
Rappelons que les syste`mes de de´tection des zones d’interaction (de´crit dans le chapitre 1) et
de reconnaissance automatique des roˆles (de´crit dans le chapitre 3) produisent respectivement :
– une segmentation en zones d’interaction. Les tours de parole des locuteurs implique´s dans
une zone d’interaction ne doivent pas eˆtre se´pare´s par un intervalle sans parole plus long
qu’une seconde.
– l’attribution d’un roˆle parmi cinq aux locuteurs de´tecte´s automatiquement. Cette cate´go-
risation est faite en utilisant les roˆles pre´sentateur, journaliste ponctuel et journaliste non
ponctuel, autre ponctuel et autre non ponctuel, reconnus par le syste`me hie´rarchique.
Ces deux syste`mes utilisent en entre´e le re´sultat de la SRL automatique (de´crite dans le
chapitre 1). Ces e´le´ments sont pre´sente´s dans la partie de gauche de la figure 4.6.
Pour re´aliser l’extraction des unite´s « pre´sente´es » et « interme`des », une macro-segmentation
est ge´ne´re´e, fonde´e sur l’hypothe`se de « couverture par un pre´sentateur ».
Pour comple´ter le premier niveau de structuration, les macro-segments sont ensuite classe´s
en « entretiens », « informations », « transition » ou « interme`des » a` partir de l’information sur
les roˆles. Le roˆle journaliste, e´voque´ pre´ce´demment dans la description de la me´thode, rassemble
les roˆles journaliste ponctuel et journaliste non ponctuel, trouve´s automatiquement. Les roˆles
« interviewe´ », « invite´ » et « autre » correspondent aux roˆles automatiques autre ponctuel et
autre non ponctuel trouve´s par le syste`me de reconnaissance automatique de roˆles.
Dans un second niveau de structuration, les zones d’interaction de´tecte´es appartenant a` des
unite´s « pre´sente´es » sont enrichies en fonction des roˆles des locuteurs implique´s dans l’interac-
tion. Dans la suite de ce paragraphe, nous pre´sentons le processus de macro-segmentation et les
deux e´tapes de classification.
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Figure 4.7 – Re´sultat d’une segmentation en locuteurs enrichie par les roˆles.
4.3.1 Me´thode de macro-segmentation fonde´e sur les roˆles des locuteurs
La macro-segmentation a pour but de retrouver les e´le´ments de base de la structuration, que
sont les unite´s « pre´sente´es » et les « interme`des ».
En entre´e de ce traitement, nous avons un ensemble L deN locuteurs. Chaque locuteur est ca-
racte´rise´ par son roˆle ri, avec ri ∈ {P, JNP, JP,ANP,AP}, et ainsi L = {loc(1,r1), . . . , loc(N,rN )}.
Chaque locuteur loc(i,ri) est repre´sente´ par un ensemble de segments temporels de´finis indi-
viduellement par leurs instants de de´but et de fin. Nous illustrerons ce re´sultat graˆce a` l’exemple
de la figure 4.7. Sur cette repre´sentation, chaque locuteur est indique´ par une couleur unique, par
un identifiant loci, ainsi que par le symbole de son roˆle. Notre algorithme de macro-segmentation
se de´compose en trois e´tapes de traitement.
• De´tection du de´but d’un macro-segment : cette e´tape recherche les instants ou` un
pre´sentateur laisse sa place a` un autre pre´sentateur. L’algorithme parcourt les segments dans
l’ordre chronologique. De`s qu’un autre pre´sentateur apparaˆıt, l’algorithme marque une fron-
tie`re Dj au de´but de l’intervention du « nouveau » pre´sentateur ; ce pre´sentateur est le j
ie`me
pre´sentateur intervenant depuis le de´but du traitement. A` l’initialisation, comme il n’y a pas
de pre´sentateur « courant », l’algorithme indique donc une frontie`re D1 au de´but du premier
segment de pre´sentateur rencontre´. Au terme de cette e´tape, la segmentation initiale comporte
M frontie`res Dj avec j = 1 . . .M associe´e chacune a` un pre´sentateur loc(i,P ) de l’ensemble L.
La figure 4.8 illustre ce re´sultat, pour l’exemple choisi en figure 4.7.
•De´tection de fin d’intervention d’un pre´sentateur : pour chaque frontie`re de de´butDj,
l’algorithme cherche une frontie`re Fj , correspondant a` la fin de la dernie`re intervention du
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Figure 4.8 – Macro-segmentation fonde´e sur les roˆles : de´tection des instants ou` un nouveau
pre´sentateur apparaˆıt.
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pre´sentateur associe´ a` Dj . L’illustration est donne´e sur la figure 4.9. Les frontie`res Fj y sont
indique´es en couleur rouge.
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Figure 4.9 – Macro-segmentation fonde´e sur les roˆles : de´tection des frontie`res de´limitant les
fins de couverture des pre´sentateurs pour chaque zone Ej.
• La macro-segmentation finale : a` l’issue de ces deux premie`res e´tapes, les segments
Ej = [Dj , F j], j = 1 . . .M correspondent a` des unite´s « pre´sente´es ». Ne´anmoins, il nous apparaˆıt
normal de rattacher a` ces unite´s les segments de parole exte´rieurs a` cette unite´ (adjacents
et correspondants a` des locuteurs pre´sents dans l’unite´ « pre´sente´e »). Compte tenu de leur
roˆle (journaliste ou autre), ces locuteurs interviennent ne´cessairement dans une meˆme unite´ de
programme. La troisie`me et dernie`re e´tape de l’algorithme de segmentation va tenter d’affiner
les bornes des segments pour rendre compte de cet e´tat.
Nous prenons en conside´ration les locuteurs non-pre´sentateurs pre´sents sur l’e´ve´nement Ej .
Nous nommons cet ensemble de locuteurs L(Ej). Durant cette e´tape, les bornes Dj et Fj vont
eˆtre de´place´es pour prendre en compte les segments de locuteurs de L(Ej) se trouvant aux
frontie`res exte´rieures de la se´quence et les y inte´grer.
L’algorithme teste l’identifiant du locuteur apparaissant juste avant la frontie`re Dj . Si ce
locuteur appartient a` L(Ej), alors la frontie`re Dj est de´cale´e pour inte´grer ce segment dans Ej .
Cette ope´ration est re´pe´te´e jusqu’a` ce que la condition pre´ce´dente ne soit plus vraie. La meˆme
ope´ration est re´alise´e a` la frontie`re de fin de se´quence Fj . Sur la figure 4.10 nous indiquons en
vert les frontie`res qui ont e´te´ re´ajuste´es lors de cette e´tape. L’ensemble de ces frontie`res de´finit
la macro-segmentation finale.
4.3.2 Classification des macro-segments
Cette me´thode de macro-segmentation fait e´merger trois types de segments (cf. figure 4.11) :
– la premie`re cate´gorie de macro-segments correspond aux e´ve´nements Ej contenant l’inter-
vention d’un pre´sentateur seul, sans aucun autre locuteur. Nous les nommons P-seul,
– le second type de macro-segments correspond aux e´ve´nements Ej contenant un pre´senta-
teur ainsi que d’autres intervenants de roˆle diffe´rents. Nous les nommons P+autres,
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Figure 4.10 – Macro-segmentation fonde´e sur les roˆles : affinage des frontie`res de chaque zone Ej.
– la troisie`me cate´gorie correspond aux se´quences de segments de locuteurs ne contenant
aucun pre´sentateur : ils sont de type [Fj , Dj+1]. Nous les nommons sans-P.
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Figure 4.11 – Macro-segmentation fonde´e sur les roˆles : les types de macro-segments obtenus.
Il faut remarquer que les segments obtenus ne sont pas exactement les unite´s « pre´sente´es »
et « interme`des » du fait de l’ajustement des frontie`res. Ne´anmoins, les re`gles adopte´es au para-
graphe pre´ce´dent pour de´finir les notions « informations », « entretiens » et « transition » restent
applicables. Il s’en suit la cate´gorisation imme´diate suivante :
– une unite´ « pre´sente´e » est obtenue a` partir des macro-segments de type P+autres. Les
e´tiquettes « entretiens » et « informations » sont attribue´es en fonction des temps de parole
cumule´s attribuables a` chaque type de roˆles.
– les unite´s de type « transition » correspondent aux macro-segments de type P-seul. Si
plusieurs segments adjacents sont e´tique´te´s « transition », ils sont regroupe´s en un seul
segment « transition ».
– les unite´s « interme`des » correspondent aux macro-segments de type sans-P.
La figure 4.12 illustre cette ultime e´tape.
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Figure 4.12 – Macro-segmentation fonde´e sur les roˆles : re´sultat du premier niveau de structu-
ration automatique.
4.3.3 Cate´gorisation des zones d’interaction
Les zones d’interaction de´tecte´es qui sont incluses temporellement dans des unite´s « pre´-
sente´es », sont caracte´rise´es durant cette e´tape. En fonction des roˆles des locuteurs implique´s
dans l’interaction, la zone est attribue´e a` l’une des quatre cate´gories suivantes : « interview »,
« chronique », « de´bat », « relais », comme nous l’avons de´taille´ plus toˆt dans la figure 4.5. Au
contraire, les zones d’interaction incluses temporellement entre les instants de de´but et de fin
d’une unite´ « interme`des » ne sont pas conside´re´es. La figure 4.13 illustre cette e´tape de la struc-
turation. Sur cet exemple, toutes les z.i. sont cate´gorise´es car elles co¨ıncident temporellement
avec une ou plusieurs unite´s « pre´sente´es ».
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Figure 4.13 – Cate´gorisation des zones d’interaction (en rouge), a` l’aide de la connaissance des
bornes temporelles des unite´s « pre´sente´es » et « interme`des » (en haut) et de la connaissance
des roˆles des locuteurs implique´s dans ces zones d’interaction (au milieu).
4.4 E´valuation de la structuration fonde´e « locuteurs »
La structuration the´orique propose´e est formule´e a` partir de donne´es exactes en termes
de nombre de locuteurs, de roˆles des locuteurs et en termes d’interaction, sans garantie de
re´sultats en pratique. C’est pourquoi il est ne´cessaire d’e´valuer d’une part la robustesse de cette
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proposition face aux erreurs ine´vitables produites par l’automatisation du traitement, et d’autre
part la ge´ne´ricite´ de l’approche en traitant plusieurs types d’e´missions.
4.4.1 Le protocole expe´rimental
L’e´valuation est re´alise´e a` l’aide des documents de l’ensemble de test du corpus EPAC. Ce
corpus, que nous avons pre´sente´ dans la section 3.4.1.2, rassemble 10 heures d’enregistrements
radiophoniques francophones, de types divers. Ne´anmoins, certaines e´missions n’ont pas e´te´
annote´es manuellement dans leur totalite´ : seules les se´quences de parole dite conversationnelle
l’ont e´te´ syste´matiquement. Pour e´valuer correctement notre me´thode de structuration, il est
souhaitable que le corps des e´missions ne soit pas tronque´. Nous avons donc comple´te´ le corpus
afin que cette contrainte soit satisfaite et nous avons ajoute´ manuellement les annotations pour
les besoins de cette expe´rience. L’annotation re´alise´e concerne les informations relatives aux tours
de parole et aux roˆles des intervenants. Finalement, l’ensemble d’e´valuation dans l’expe´rience
rassemble 10h45 d’audio.
Nous comparons deux structurations du corpus :
– la structuration dite de re´fe´rence (ve´rite´ terrain), obtenue en appliquant le syste`me de
structuration automatique aux re´sultats d’un e´tiquetage manuel en locuteurs et roˆles (de´ja`
utilise´ auparavant pour e´valuer notre syste`me hie´rarchique de reconnaissance en roˆles),
– la structuration automatique, obtenue comme son nom l’indique, par le syste`me totalement
automatique.
L’e´valuation concerne le premier et le second niveau de structuration. Les diffe´rents types
d’unite´s « pre´sente´es » et « interme`des », obtenus par un traitement totalement automatique,
sont confronte´s a` la ve´rite´ terrain, ainsi que les e´tiquetages des zones d’interaction. Les compa-
raisons sont faites quantitativement (pourcentage de dure´e de document bien classe´e) et quali-
tativement sur quelques exemples types d’e´missions.
4.4.2 E´valuation quantitative des deux niveaux de structuration
Dans cette premie`re expe´rience, nous e´valuons le re´sultat de la structuration de premier
niveau a` partir des segments de types :
– « informations », « entretiens », « transition » pour les unite´s « pre´sente´es »,
– « interme`des » pour les autres unite´s.
Les performances de la structuration automatique sont exprime´es comme le rapport τ , entre
la dure´e de document correctement e´tiquete´e et la dure´e de document traite´e (une de´finition est
pre´sente´e dans le chapitre 3) :
τ =
dure´e correctement classe´e
dure´e totale
La reconnaissance atteint un score τ e´gal a` 85,6%. Nous rapportons, a` travers la
table 4.1, les confusions entre les quatre classes recherche´es. Les valeurs sont exprime´es d’une
part en secondes et d’autre part en pourcentages.
L’origine de la confusion observe´e entre les diffe´rentes classes de´coule naturellement des er-
reurs de SRL et de reconnaissances des roˆles. En particulier, la dispersion importante dans des
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Table 4.1 – Matrice de confusion entre les unite´s de la ve´rite´ terrain et les unite´s obtenues
automatiquement en secondes et en pourcentages.
traitement automatique
informations entretiens transition interme`des
Ve´rite´ terrain
informations 5759 (66,8%) 2187 (25,3%) 0 (0%) 678 (7,8%)
entretiens 1066 (3,6%) 26769 (91,3%) 407 (1,4%) 1078 (3,7%)
transition 16 (16%) 6 (6%) 53 (53%) 25 (25%)
interme`des 12 (1,8%) 64 (9,9%) 8 (1,2%) 563 (87%)
zones de types « entretiens » est lie´e aux erreurs de regroupement commises par la SRL lorsque
le pre´sentateur d’une e´mission parle en meˆme temps que le ge´ne´rique de de´but. Les confusions
entre les unite´s « entretiens » et « informations » sont cause´es par les confusions entre les roˆles
autre et journaliste introduites par le syste`me de reconnaissance des roˆles.
La seconde expe´rience concerne l’e´valuation du second niveau de structuration du sys-
te`me. Plus pre´cise´ment, les zones d’interaction, de´tecte´es automatiquement et cate´gorise´es selon
les re`gles rassemble´es dans la figure 4.5, sont compare´es a` la ve´rite´ terrain obtenue dans les
conditions e´nonce´es plus toˆt. Les cate´gories de zones d’interaction sont au nombre de quatre :
« chronique », « de´bat », « interview » et « relais ».
Comme nous l’avions explique´ dans le chapitre 1, deux zones d’interaction adjacentes peuvent
se recouvrir sur la dure´e d’un segment. De ce fait, la ve´rite´ terrain et le re´sultat de la structu-
ration automatique peuvent contenir des segments auxquels correspondent deux cate´gories.
La comparaison du re´sultat du traitement automatique avec la ve´rite´ terrain
re´ve`le que 67,1% de la dure´e des zones d’interaction de´tecte´es automatiquement
appartiennent exactement aux meˆmes types d’e´ve´nements.
Les erreurs observe´es s’expliquent par le fait que les roˆles journaliste et autre, qu’ils soient
ponctuels ou non, influent beaucoup plus dans cette e´tape de caracte´risation. En effet, le syste`me
de reconnaissance automatique de roˆles e´tant un petit peu moins performant sur ces cate´gories
de roˆles, il est normal de constater une confusion un peu plus importante a` cette e´tape. Le second
point pouvant expliquer les erreurs entre ve´rite´ terrain et re´sultats automatiques tient du fait
que les zones d’interaction de´tecte´es sont extreˆmement sensibles aux erreurs de segmentation
locales introduites par la SRL.
4.4.3 Discussion autour de quelques exemples
Trois types d’extraits sont e´tudie´s : un passage contenant plusieurs programmes, une e´mission
de type de´bat et une e´mission de type matinale.
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4.4.3.1 Structuration d’un document contenant plusieurs programmes
Nous observons les re´sultats de structuration obtenus sur un enregistrement de 75 minutes,
issu de la station de radio RFI (tranche horaire de 16h55 a` 18h10). Ce document rassemble
un magazine culturel, un jingle, un bulletin d’information, une auto-promotion et un second
magazine culturel.
1 2 3 4 5
vérité terrain
automatique
entretiens informations entretiens
entretiens informations entretiens
1000 1500 2000 2500 3000 3500
temps (s)
Figure 4.14 – Re´sultats du premier niveau de structuration sur une tranche horaire contenant
plusieurs programmes. La ve´rite´ terrain est repre´sente´e sur le frise du haut, le re´sultat automa-
tique se trouve sur la frise du bas. Les « entretiens » sont indique´s en vert, les « informations »
en bleu et les « interme`des » en jaune.
Premier niveau de structuration. Nous repre´sentons, sur la figure 4.14, les bornes tem-
porelles des e´ve´nements de la ve´rite´ terrain (en haut) et ceux obtenus automatiquement (en
bas). La se´quence d’unite´s de programmes a e´te´ retrouve´e : aucun e´ve´nement n’est omis lors de
la de´tection automatique. De plus, les types d’unite´ « entretiens » et « informations » ont e´te´
correctement attribue´s.
Afin de faciliter l’analyse des re´sultats, nous commentons des instants importants, repe´re´s
sur la figure 4.14 par un nume´ro.
1 : Le document de´bute par une se´quence d’une centaine de secondes pendant lesquelles le
pre´sentateur parle sur un fond musical. Cette zone n’est pas de´tecte´e par le syste`me de`s
l’e´tape de SRL. En effet, le regroupement des zones de parole superpose´e a` de la musique
est un point faible de la me´thode utilise´e. L’unite´ de programme de´bute de`s que la musique
cesse.
2 : La frontie`re du premier interme`de est le´ge`rement de´cale´e a` cause d’une erreur de SRL
concernant le premier pre´sentateur. L’interme`de trouve´ automatiquement rassemble le
jingle de fin du premier programme et le jingle de de´but du journal.
3 : Une erreur de SRL fait de´buter l’intervention du pre´sentateur du journal avec quelques
secondes de retard. Cette erreur est lie´e au fait que le pre´sentateur commence a` annoncer
les titres sur la fin du jingle.
4 : Le journal est suivi d’une chronique d’une centaine de secondes. Aucun pre´sentateur n’est
pre´sent sur cette zone, il s’agit donc d’un interme`de.
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5 : Le pre´sentateur de la troisie`me unite´ de programme commence a` parler a` la fin du ge´ne´rique
musical : le de´but du troisie`me programme est tre`s bien retrouve´.
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Figure 4.15 – Re´sultats du premier niveau de structuration (frise du bas) et du second niveau
de structuration (frise du haut) sur une tranche horaire de RFI contenant plusieurs programmes.
Les zones d’interaction apparaissent en jaune quand leur niveau d’interactivite´ est e´gal a` 1 et
apparaissent en rouge si le niveau d’interactivite´ est supe´rieur a` 1.
Second niveau de structuration. Nous associons la repre´sentation de la figure 4.14 avec la
repre´sentation temporelle de zones d’interaction pour obtenir la figure 4.15.
1, 5 : Nous observons que les unite´s de programmes « entretiens » de´tecte´es contiennent plusieurs
zones d’interactions de type « interview » et « de´bat ».
2 : L’unite´ de programme « informations » ne comporte qu’au plus des zones d’interaction
de niveau 1 (repre´sente´es en couleur jaune). Ce journal ne contient a priori pas de zone
conversationnelle pre´sentant une interaction importante.
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4.4.3.2 Structuration d’un de´bat de socie´te´
Le Te´le´phone Sonne est une e´mission de la station de radio France Inter abordant chaque soir
en direct un the`me diffe´rent en lien avec l’actualite´. Les auditeurs de l’e´mission interviennent par
te´le´phone pour poser des questions a` plusieurs invite´s (journalistes, universitaires, personnalite´s
politiques...), pre´sents en studio ou par te´le´phone. La figure 4.16 rassemble les re´sultats obtenus
a` chaque e´tape de la structuration de ce programme.
temps
2
n
iv
e
a
u
 d
'in
te
ra
c
ti
v
it
é
en
tr
et
ie
ns
in
te
rm
èd
e
in
te
r
v
ie
w
d
é
b
a
t
in
te
r
v
ie
w
d
é
b
a
t
in
te
r
v
ie
w
in
te
r
v
ie
w
in
te
r
v
ie
w
in
te
r
v
ie
w
1 2
Figure 4.16 – Re´sultats du premier niveau de structuration (frise du bas) et du second niveau
de structuration (frise du haut) sur un de´bat de socie´te´ Le Te´le´phone Sonne de France Inter.
Les zones d’interaction apparaissent en jaune quand leur niveau d’interactivite´ est e´gal a` 1 et
apparaissent en rouge si le niveau d’interactivite´ est supe´rieur a` 1.
Premier niveau de structuration. Deux unite´s sont mises en e´vidence.
1 : Ce premier segment, trouve´ comme e´tant un « interme`de », est en re´alite´ l’introduction
de l’e´mission faite par le pre´sentateur pendant un ge´ne´rique musical. Une nouvelle fois,
la superposition de parole et de musique a conduit le syste`me a` commettre une erreur de
SRL. Durant cette se´quence le pre´sentateur introduit le the`me du de´bat et les participants.
2 : Le second segment de´bute apre`s la fin du ge´ne´rique (le premier tour de parole du pre´sen-
tateur de´tecte´) : la structuration est alors parfaite jusqu’a` la fin de l’e´mission.
Second niveau de structuration.
1 : Le premier segment est un monologue : effectivement, aucune zone d’interaction ne cor-
respond a` cette unite´ d’interme`de.
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2 : Bien que le contenu du programme soit conversationnel, les zones d’interaction de´couvertes
sont presque toutes de niveau d’interaction 1. C’est un re´sultat assez de´cevant car la
de´tection d’interaction applique´e a` ce meˆme document a` partir d’une annotation manuelle
re´ve`le de nombreuses zones d’interaction (cf. figure 1.10).
La mauvaise de´tection des zones s’explique par les erreurs de SRL sur ce contenu tre`s
conversationnel. Pourtant, l’erreur globale de segmentation et de regroupement en locuteur
est plutoˆt faible : DER de 8%. Ceci est plutoˆt le re´sultat de nombreuses petites erreurs
locales, tre`s courtes, ayant pour conse´quence de ne pas permettre a` la de´tection des zones
d’interaction d’e´tablir des se´quences d’alternances tre`s longues entre deux locuteurs. Nous
rappelons que nous avions impose´ a` la de´tection des z.i. de ne tole´rer que des intervalles
sans parole de dure´es strictement infe´rieures a` une seconde. Il est probable que, dans ce
contexte de parole tre`s spontane´e, cet intervalle soit trop contraignant. En effet, durant ce
de´bat, les invite´s doivent re´pondre, sans pre´paration, aux questions des invite´s, favorisant
l’apparition de disfluences telles que des pauses pleines ou des interjections, des rires, etc.
Tout ceci est, sans nul doute, source d’erreurs.
4.4.3.3 Structuration d’une e´mission de type matinale
Notre approche est applique´e a` un enregistrement de la matinale de France Culture. C’est
un programme de 120 minutes, anime´ par un pre´sentateur principal, pre´sent du de´but a` la
fin de l’e´mission. D’autres pre´sentateurs apparaissent au cours de ce programme de telle sorte
qu’il est presque possible de comparer la structuration de cette e´mission a` celle d’un document
comportant plusieurs programmes.
Premier niveau de structuration. Nous de´taillons dans la suite les principales phases de
l’e´mission afin de permettre au lecteur de mettre en relation la structure obtenue et le contenu
re´el du programme (cf. figure 4.17).
1 : La matinale de´bute par une introduction du pre´sentateur principal qui n’est pas de´tecte´e :
comme pour les exemples pre´ce´dents, c’est une zone de parole superpose´e a` de la musique
qui n’a pas e´te´ correctement traite´e par l’e´tape de SRL de notre syste`me.
2-4 : Le programme se poursuit avec un bulletin d’information (entre les instants 168 et 611),
anime´ par un second pre´sentateur correctement identifie´ par le syste`me. Ce bulletin d’infor-
mation est coupe´ en deux par une unite´ « transition » [3], qui correspond a` une intervention
du pre´sentateur principal dans le journal.
5 : Un premier « entretiens » correspond a` une se´quence durant laquelle le pre´sentateur prin-
cipal appelle au te´le´phone le re´dacteur en chef d’un quotidien, puis le segment se termine
par un monologue du pre´sentateur qui pre´sente un agenda culturel.
6 : Un second « entretiens » co¨ıncide avec l’apparition d’un nouveau pre´sentateur.
7 : Le pre´sentateur principal reprend la parole et discute avec le pre´sentateur de la se´quence
pre´ce´dente : ceci ge´ne`re la de´tection d’une unite´ « transition ».
8 : L’e´mission se poursuit avec un nouveau journal plus court que le pre´ce´dent.
9 : Un « entretiens » de´bute par une chronique lue par un locuteur dont le roˆle journaliste
non ponctuel a e´te´ correctement trouve´ par le syste`me de reconnaissance des roˆles.
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Figure 4.17 – Re´sultats du premier niveau de structuration (frise du bas) et du second niveau de structuration (frise du haut) sur
l’e´mission matinale Les Matins de France Culture. Les zones d’interaction apparaissent en jaune quand leur niveau d’interactivite´ est e´gal
a` 1 et apparaissent en rouge sinon le niveau est supe´rieur a` 1.
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10 : Un « interme`de » correspond au jingle et a` l’annonce du journal.
11-13 : Le syste`me de´tecte tout a` fait justement un nouveau programme « informations », coupe´
en deux parties [11] et [13] par une intervention du pre´sentateur principal [12].
14 : Un dernier « entretiens » est de´tecte´. Celui-ci est re´alise´ par le pre´sentateur principal et
de´bute par une chronique. Rien ne permet de le voir sur la figure obtenu. Le programme
se poursuit par l’interview de l’invite´.
Second niveau de structuration.
1-4 : Les premiers segments correspondent a` un journal. Aucune zone d’interaction n’est de´tec-
te´e, a` juste titre.
5 : Le syste`me a correctement isole´ la zone d’interaction de niveau 6, correspondant a` l’inter-
view du re´dacteur en chef.
6 : Ce programme est un entretien entre un pre´sentateur et un e´conomiste. Le syste`me y
de´tecte une zone d’interaction de niveau 8.
7 : La « transition » entre les deux pre´sentateurs apparaˆıt sous la forme d’une zone d’interac-
tion de niveau supe´rieur a` 1, attribue´e a` la cate´gorie « relais ».
9 : La premie`re zone d’interaction de cette unite´ de programme est une chronique lue par
un journaliste et qui de´bute par une conversation avec le pre´sentateur. Le programme se
poursuit avec l’interview d’un biologiste renomme´. Deux zones d’interaction adjacentes
correspondant a` cet e´change sont de´tecte´es. Cette se´paration en deux zones d’interaction
est probablement lie´es a` un intervalle trop long (supe´rieur a` une seconde) entre deux tours
de parole. Ne´anmoins, les zones sont correctement attribue´es a` la cate´gorie « interviews ».
10-13 : Une zone d’interaction de niveau e´gal a` 11 est pre´sente au milieu du bulletin d’information.
Cette zone dure peu de temps, il s’agit fort justement de l’interview tre`s interactionnelle
d’un syndicaliste.
14 : Cette zone est la plus longue du document : elle commence par une zone d’interaction
de niveau 1 (en jaune) puis de´bute une premie`re interview (identifiable par une zone
d’interaction de niveau 2), suivi d’une zone de niveau 8. Ces z.i. « interviews » sont suivies
de deux zones de niveau 1. Ce programme se poursuit avec l’interview d’un nouvel invite´ :
un psychothe´rapeute. Cet interview correspond a` la dernie`re zone d’interaction de niveau 6.
Le programme se termine sur un monologue de conclusion re´alise´e par le pre´sentateur
principal.
Ce dernier exemple est particulie`rement inte´ressant car il met en relief la comple´mentarite´
de nos deux niveaux de structuration. Le premier niveau permet de faire e´merger la structure
du document en zones « entretiens » et « informations ». Dans cet exemple, les noms donne´s
a` ces zones repre´sentent bien leur contenu re´el, c’est-a`-dire des bulletins d’information dans un
cas et principalement des interviews d’invite´s dans l’autre cas. Le premier niveau de structura-
tion ge´ne`re des zones « entretiens » assez longues, contenant parfois plusieurs e´ve´nements. La
comple´mentarite´ du premier et du second niveau de structuration apparaˆıt clairement quand
le re´sultat du second fait e´merger plusieurs se´quences conversationnelles cohe´rentes par leur
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contenu. Le parcours non line´aire du document devient possible en passant d’une zone d’inter-
action a` la suivante. En effet, la majorite´ des zones d’interaction indique une nouvelle se´quence
de l’e´mission.
4.5 Conclusion
Dans ce chapitre, nous avons pre´sente´ une me´thode de structuration automatique des do-
cuments audiovisuels, fonde´e sur la connaissance des roˆles des intervenants et leurs interactions
orales. La structuration se de´roule en deux niveaux de structuration, fonde´es sur les re´sultats
d’une segmentation en locuteurs enrichie par les roˆles des locuteurs. Une macro-segmentation
permet d’extraire des documents audiovisuels un ensemble de segments appele´s des unite´s « pre´-
sente´es » et des unite´s « interme`des ». Les unite´s « pre´sente´es » sont alors classe´es en 3 cate´gories :
« entretiens », « informations » et « transition », en fonction des roˆles des locuteurs qui parlent
le plus sur l’unite´. Les « interme`des » sont conside´re´s comme des unite´s « inter-programmes » :
leur caracte´risation s’arreˆte a` ce niveau.
Durant une seconde e´tape de caracte´risation, nous nous focalisons sur les zones d’interaction
de´tecte´es durant les unite´s « pre´sente´es ». Les zones d’interaction sont caracte´rise´es en quatre
cate´gories : « interview », « chronique », « de´bat » et « relais ».
Cette me´thode de structuration a e´te´ inte´gre´e dans un syste`me entie`rement automatique, uti-
lisant une me´thode de segmentation et de regroupement en locuteurs, notre me´thode de de´tection
des zones d’interaction, ainsi que notre syste`me de reconnaissance des roˆles. Une e´valuation est
mene´e sur les documents de l’ensemble du corpus de test d’EPAC. La reconnaissance atteint un
score supe´rieur a` 85% pour le premier niveau de structuration (sur les quatre types d’unite´s). Le
second niveau, quant a` lui, obtient un score de reconnaissance supe´rieur a` 67% (sur les quatre
cate´gories).
Nous avons e´galement illustre´, a` travers plusieurs exemples, la comple´mentarite´ des deux
niveaux de structuration. Le premier niveau permet une macro-segmentation cohe´rente, graˆce
au pouvoir d’ancrage du pre´sentateur. Il s’agit d’un niveau de granularite´ permettant le parcours
du contenu a` l’e´chelle du flux audiovisuel. Le second niveau de structuration pre´sente une gra-
nularite´ plus fine : micro-segmentation. Il permet de mettre en e´vidence, a` l’inte´rieur des unite´s
« pre´sente´es », des zones caracte´ristiques correspondant a` des se´quences conversationnelles.
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Conclusion et perspectives
1 Bilan de nos travaux
La contribution de cette the`se s’inscrit dans le domaine de l’indexation et de la structuration
des documents audiovisuels. Nous nous sommes inte´resse´s plus particulie`rement a` l’exploitation
d’informations accessibles a` travers les roˆles des intervenants et les interactions orales. Ce travail
de the`se a e´te´ finance´ par l’ANR dans le cadre du projet EPAC « Exploration de masses de
documents audio pour l’extraction et le traitement de la PArole Conversationnelle ».
Les de´buts de nos travaux donnent suite a` l’e´tude mene´e par Ibrahim autour de la carac-
te´risation des relations temporelles observe´es au cours d’une conversation, entre les tours de
parole de locuteurs [Ibrahim 07]. Les re´sultats e´tablis par cette e´tude ante´rieure nous ont amene´
a` proposer une me´thode de de´tection des zones d’interaction, fonde´e sur la recherche des
se´quences d’alternance des tours de parole de deux locuteurs. La de´tection de telles se´quences est
re´alise´e a` partir du re´sultat d’une segmentation et d’un regroupement en locuteurs (SRL). Nous
utilisons la SRL de´veloppe´e par El Khoury [El Khoury 10] en pre´-traitement. Notre me´thode
ne fait aucune hypothe`se sur le contenu linguistique des conversations de´tecte´es, nous nommons
donc une telle se´quence de´tecte´e une zone d’interaction orale et nous lui associons un ni-
veau d’interactivite´. Il s’agit d’une mesure simple indiquant le potentiel conversationnel de
la zone d’interaction par le calcul du nombre d’alternances de tours de parole correspondant.
Nous re´alisons par la suite une caracte´risation des locuteurs qui apparaissent dans les
zones d’interaction. Durant ce travail, nous avons mis en relief les particularite´s des locuteurs
ponctuels qui sont des locuteurs n’apparaissant que sur un seul segment ou tour de parole. Nous
proposons, pour caracte´riser les locuteurs, plusieurs descripteurs temporels globaux et locaux :
– les descripteurs locaux, a` travers l’activite´ locale et le vecteur de re´partition de l’acti-
vite´, mesurent la re´partition des interventions de parole d’un locuteur tout au long d’un
document. Nous avons e´voque´ l’inte´reˆt de ces descripteurs dans une perspective de travail
sur la caracte´risation des documents en fonction des vecteurs de re´partition observe´s.
– les descripteurs globaux caracte´risent les locuteurs graˆce a` l’activite´ globale et l’e´tendue.
Dans ce travail pre´liminaire, les descripteurs de l’activite´ globale et de l’e´tendue nous per-
mettent de proposer une premie`re typologie des interventions des locuteurs. Nous de´clinons
cinq cate´gories d’interventions, de´finies en fonction des valeurs des deux descripteurs globaux
pre´cite´s. Une observation empirique des locuteurs rassemble´s dans ces cate´gories semblent indi-
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quer a priori un lien entre les cate´gories propose´es et les roˆles re´els des intervenants. Ce re´sultat
est a` l’origine de nos travaux autour de la reconnaissance automatique des roˆles des intervenants.
Une autre contribution concerne l’e´tude de parame`tres pertinents pour la reconnais-
sance des roˆles. Les travaux de la litte´rature de ce domaine s’accordent sur la reconnaissance
des roˆles : pre´sentateur, journaliste et autre (ou invite´). Nous utilisons ces trois roˆles e´galement,
et nous proposons de les faire e´voluer vers cinq roˆles, en inte´grant la distinction e´voque´e
auparavant entre les locuteurs ponctuels et non ponctuels. Les roˆles que nous e´tudions sont fina-
lement : pre´sentateur, journaliste non ponctuel, journaliste ponctuel, autre non ponctuel, autre
ponctuel.
Afin de capter les caracte´ristiques de ces roˆles, nous proposons de repre´senter chaque
intervenant a` travers 36 parame`tres de « bas-niveau », accessibles a` partir du re´sultat
d’une SRL. Cet ensemble de parame`tres rassemble :
– 14 parame`tres temporels, calcule´s a` partir des segments de parole issus de la SRL,
– 10 parame`tres acoustiques, calcule´s directement sur le signal audio,
– 12 parame`tres prosodiques, calcule´s a` partir d’une estimation de la fre´quence fondamentale
et d’une segmentation vocalique.
La pertinence de cet ensemble de parame`tres est e´value´e a` travers l’utilisation d’une me´-
thode non supervise´e sur les vecteurs de 36 parame`tres d’un ensemble de locuteurs
de roˆles connus. Les regroupements obtenus sur le corpus de test du projet EPAC avec la me´-
thode des K-means (K=20) rapportent une purete´ en roˆles moyenne de 80% pour cinq roˆles. Ce
re´sultat tre`s bon est corrobore´ par la manie`re dont se re´partissent les clusters parmi les cinq
roˆles conside´re´s. La pertinence des 36 parame`tres ayant e´te´ illustre´e, nous les inte´grons a` notre
syste`me de reconnaissance automatique de roˆle.
La suite de notre travail se concentre autour de l’e´tude d’un syste`me de reconnaissance
automatique des roˆles des locuteurs. Fonde´ sur la structure classique d’un syste`me de
reconnaissance des formes, il se compose :
– d’une phase de pre´-traitement des donne´es (la SRL dans notre cas),
– d’une extraction de 36 parame`tres de « bas-niveau »,
– d’une e´ventuelle re´duction de dimension des donne´es. Nous conside´rons tour a` tour l’ana-
lyse en composantes principales (ACP), l’analyse factorielle discriminante (AFD) et une
me´thode de se´lection de parame`tres par recherche se´quentielle par e´limination (RSE).
– d’une classification supervise´e : les GMM, les k-ppv et les SVM a` noyaux line´aires, rbf,
sigmo¨ıdal ou polynomial sont e´tudie´s.
Nous avons e´value´ plusieurs variantes de ce syste`me a` travers de nombreuses expe´riences.
Celles-ci sont re´alise´es a` l’aide de deux ensembles de documents :
– le corpus ESTER2 qui contient en majorite´ des bulletins d’information,
– le corpus EPAC qui comporte une proportion importante de parole conversationnelle (de´-
bats, interviews et magazines).
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Les premie`res expe´riences re´alise´es concernent la reconnaissance des trois roˆles classiques
de la litte´rature : pre´sentateur, journaliste et autre. Les performances sont exprime´es en taux
de reconnaissance correcte (TRC) accompagne´s de leur intervalle de confiance a` 95%. L’un
des premiers syste`mes retenu pour ses performances inte`gre un SVM a` noyau rbf. Il permet de
reconnaˆıtre le roˆle pour 79,3%± 5,6 des locuteurs du corpus ESTER2. Ce score est comparable
aux performances rapporte´es dans la litte´rature : entre 80% et 85% de roˆles bien reconnus.
Nous proposons une seconde se´rie d’expe´riences, inte´grant les cinq roˆles issus de la distinction
entre les locuteurs ponctuels et non ponctuels. Le syste`me a` cinq roˆles le plus abouti est fonde´
sur une architecture hie´rarchique. Il se compose d’un classifieur SVM line´aire et d’une e´tape
de se´lection de parame`tres par e´liminations successives. Le taux de reconnaissance le plus e´leve´
est obtenu sur le corpus d’ESTER2 : 81,3%± 5,4. Applique´ aux donne´es du corpus EPAC, ce
meˆme syste`me rapporte un taux de 83,2%± 7,1.
L’architecture hie´rarchique permet d’analyser les parame`tres les plus discriminants a` chaque
e´tape de la classification. Sur le corpus ESTER2, il s’agit de :
– la variance de la puissance du signal sur les zones attribue´es au locuteur,
– la valeur maximale du pitch,
– le nombre de silences,
– la dure´e moyenne des silences.
Sur le corpus EPAC, les parame`tres retenus sont :
– la puissance moyenne du signal sur les zones de non parole,
– la valeur minimale de la puissance du signal sur les zones de parole,
– le nombre de silences par unite´ de temps,
– la variance de la dure´e des silences.
Ce re´sultat illustre d’une part l’importance des descripteurs prosodiques dans la reconnais-
sance des roˆles, sans pour autant qu’ils soient identiques pour chaque ensemble de donne´es.
Ce dernier point rele`ve de la spe´cificite´ des locuteurs contenus dans chacun des ensembles de
donne´es.
Finalement, le meilleur score de classification est obtenu sur le corpus EPAC a` l’aide du sys-
te`me hie´rarchique inte´grant une ACP et un classifieur SVM line´aire. Dans ce cas, 92%± 5,3 des
roˆles sont correctement attribue´s aux locuteurs. Cet excellent re´sultat nous permet d’utiliser ce
syste`me de reconnaissance de roˆles, dans notre syste`me complet de structuration des documents
audiovisuels. Notons que la reconnaissance du pre´sentateur est tre`s robuste : celle-ci est quasi
parfaite, quel que soit le corpus (ESTER2 ou EPAC).
Notre dernie`re contribution est une me´thode de structuration automatique des do-
cuments audiovisuels. Cette me´thode est fonde´e sur la connaissance a priori des roˆles des
intervenants et leurs interactions orales. La structuration se de´roule en deux e´tapes, fonde´es sur
les re´sultats d’une SRL enrichie par les roˆles des locuteurs et leurs interactions.
Au premier niveau de structuration, une macro-segmentation permet d’extraire des docu-
ments audiovisuels un ensemble de segments appele´s unite´s « pre´sente´es » et unite´s « inter-
me`des ». Les unite´s « pre´sente´es » sont alors classe´es en 3 cate´gories : « entretiens », « informa-
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tions » et « transition », en fonction des roˆles des locuteurs qui y parlent le plus. Les « inter-
me`des » sont conside´re´s comme des unite´s « inter-programmes » : leur caracte´risation s’arreˆte a`
ce niveau.
Durant une seconde e´tape de caracte´risation, nous nous focalisons sur les zones d’interac-
tion de´tecte´es durant les unite´s « pre´sente´es ». Les zones d’interaction sont classe´es en quatre
cate´gories : « interview », « chronique », « de´bat » et « relais ».
Cette me´thode de structuration automatique des documents audiovisuels a e´te´ inte´gre´e dans
un syste`me entie`rement automatique (cf. figure 1), dont voici les diffe´rentes e´tapes :
(1) la SRL de El Khoury [El Khoury 10] : cette premie`re e´tape fournit un ensemble de
segments temporels e´tiquete´s avec des identifiants de locuteurs locj ,
(2) la me´thode de de´tection des zones d’interaction orale entre intervenants. Celles-ci sont
de´tecte´es a` partir de la recherche de se´quences d’alternances dans les segments issus de
l’e´tape de SRL. Le re´sultat de ce traitement est un ensemble de zones temporelles, associe´es
a` leur niveau d’interactivite´ respectif.
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Figure 1 – Les quatre e´tapes de traitement du syste`me complet de structuration automatique
des documents sonores.
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(3) le syste`me hie´rarchique de reconnaissance automatique des roˆles est compose´ d’une re´-
duction de la dimension (par ACP) et d’un classifieur SVM line´aire. Ce traitement fournit
une segmentation en locuteurs, enrichie du roˆle de chacun.
(4) le syste`me de structuration a` deux niveaux, inte´grant les re´sultats des e´tapes pre´ce´dentes.
Une e´valuation est mene´e sur les documents de l’ensemble du corpus de test d’EPAC. La
reconnaissance atteint un score supe´rieur a` 85% pour le premier niveau de structuration (sur
les quatre types d’unite´s). Le second niveau, quant a` lui, obtient un score de reconnaissance
supe´rieur a` 67% (sur les quatre cate´gories).
Nous avons e´galement illustre´, a` travers plusieurs exemples, la comple´mentarite´ des deux
niveaux de structuration. Le premier niveau permet une macro-segmentation cohe´rente,
graˆce au pouvoir d’ancrage du pre´sentateur. Il s’agit d’un niveau de granularite´ permettant
le parcours du contenu a` l’e´chelle du flux audiovisuel. Le second niveau de structuration
pre´sente une granularite´ plus fine : micro-segmentation. Il permet de mettre en e´vidence,
a` l’inte´rieur des unite´s « pre´sente´es », des zones caracte´ristiques du contenu, correspondant a`
des se´quences conversationnelles.
2 Perspectives
Notre syste`me complet de structuration pre´sente un potentiel d’e´volution important. Chaque
partie de son architecture, que nous nommons sous-syste`me, peut eˆtre le support de recherches
spe´cifiques et chaque ame´lioration locale d’un des sous-syste`mes pourrait eˆtre be´ne´fique au sys-
te`me complet. Dans cette section, consacre´e a` la pre´sentation de nos perspectives de recherche,
nous commenc¸ons par e´voquer quelques propositions des plus imme´diates puis nous e´largissons
le champ de nos perspectives de travail.
2.1 Ame´liorations a` court terme des sous-syste`mes
Les perspectives de recherche a` court terme consistent dans quelques propositions en vue
d’augmenter les performances de chacun de nos quatre sous-syste`mes : SRL, de´tection des zones
d’interaction, de´tection de roˆles et structuration.
La segmentation et le regroupement en locuteurs : nous constatons une erreur fre´-
quente de regroupement sur les zones de parole et de musique superpose´es. D’apre`s l’auteur
de l’algorithme de SRL [El Khoury 10], et comme nous avons e´galement pu le constater dans
notre e´tude, de nombreuses erreurs de regroupement sont lie´es a` la pre´sence de zones de pa-
role superpose´es a` de la musique. Des ame´liorations sont cependant possibles en tenant compte
d’indicateurs internes au module de SRL. En effet, ceux-ci combine´s avec la connaissance sur
le roˆle des locuteurs, voire la structure en macro-segments, pourraient affiner les re´sultats du
regroupement.
La de´tection des zones d’interaction : lorsque nous avons pre´sente´ la me´thode de de´-
tection des zones d’interaction, nous avons indique´ qu’une valeur de seuil limitait l’intervalle
temporel maximal devant se´parer les tours de parole de locuteurs successifs, pre´sents dans une
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zone d’interaction. Dans le but d’assurer la cohe´rence des alternances de tours de parole, nous
avons utilise´ une valeur d’intervalle assez faible, fixe´e par de´faut a` une seconde. Cette valeur s’est
re´ve´le´e eˆtre adapte´ dans un grand nombre de situations, mais dans un contexte conversationnel
spontane´ cet intervalle temporel se´parant les tours de parole des intervenants peut eˆtre amene´
a` augmenter au-dela` d’une seconde. Nous souhaitons e´tudier, a` partir d’une segmentation de
re´fe´rence, puis d’une segmentation automatique, l’influence de ce parame`tre sur le nombre de
zones d’interaction de´tecte´es.
Nous avons e´galement commence´ a` travailler sur une me´thode de de´tection de zones d’in-
teraction impliquant plus de deux personnes, fonde´e sur les meˆmes de´finitions fondamentales
(unite´s d’interaction) que la me´thode actuelle. Cette me´thode se fonde sur l’hypothe`se qu’une
zone d’interaction entre N intervenants contient au moins une unite´ d’interaction pour tous les
couples de locuteurs. Ainsi une zone d’interaction commune a` trois locuteurs (loc1, loc2 et loc3),
telle que nous la de´finissons est la plus longue se´quence de tours de parole de ces locuteurs. Cette
se´quence devant contenir au moins une unite´ d’interaction des couples de locuteurs {loc1 - loc2},
{loc1 - loc3}, et {loc2 - loc3}.
La reconnaissance automatique des roˆles : une particularite´ importante de notre me´thode
de reconnaissance re´side dans son inde´pendance vis-a`-vis de la structure du document. Dans cette
me´thode, aucune information a priori sur le type de document ou le type de programme n’est
utilise´e. Notre proposition repose sur le fait qu’un intervenant est repre´sente´ par un vecteur
de 36 parame`tres « bas-niveau », inde´pendamment de toute autre information. Nous observons
que certaines erreurs de reconnaissance des roˆles pourrait eˆtre facilement de´tecte´es, notamment
lorsque dans un meˆme document plusieurs locuteurs se sont vus attribue´ le roˆle de pre´sentateur.
Plusieurs situations sont alors possibles :
– de pre´sentateurs appartenant a` des e´missions successives ou temporellement disjointes,
– de pre´sentateurs pre´sentant conjointement une meˆme e´mission,
– de pre´sentateurs dont les niveaux hie´rarchique sont diffe´rents comme nous avons pu l’ob-
server dans les e´missions de type matinale qui comptent un pre´sentateur principal rejoint
par des pre´sentateurs secondaires,
– d’une erreur de reconnaissance du roˆle.
Une perspective de nos travaux a` court terme concerne l’e´tude de chacune de ces situations
en vue de les de´tecter et de ve´rifier en amont de l’e´tape de structuration s’il s’agit d’une erreur
de reconnaissance du roˆle ou non.
Dans l’objectif d’ame´liorer les performances de la reconnaissance automatique des roˆles, nous
souhaitons dans un futur proche, e´valuer l’apport d’une combinaison de classifieurs.
La possibilite´ de faire e´merger de l’ensemble des locuteurs de roˆles autre plusieurs sous-
cate´gories de roˆles est e´galement un objectif a` court terme. En effet, cette cate´gorie regroupe
une grande diversite´ de locuteurs, allant d’un invite´ expert au simple auditeur posant une ques-
tion. La connaissance du statut de ces locuteurs permettrait d’affiner leurs roˆles et ainsi de cerner
un peu mieux diffe´rentes cate´gories d’intervention. Cela ne´cessite d’analyser le discours et no-
tamment ce qui est dit en introduction, lors de l’ouverture des zones d’interactivite´. Ces zones
permettraient de localiser les positions de l’e´mission susceptibles de contenir les informations
sur le nom et le statut de l’invite´ par exemple ou la spe´cialite´ du journaliste.
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La structuration audiovisuelle : les unite´s « entretiens », « informations », « transition »
et « interme`des », ont e´te´ de´finies de manie`re a` ce que ce premier niveau de structuration
reste applicable a` plusieurs type de documents et de programmes. Une perspective de recherche
consiste a` e´tudier les unite´s rassemble´es sous une meˆme cate´gorie dans le but de faire e´merger une
de´clinaison plus fine des contenus, et ainsi d’introduire un niveau de structuration supple´mentaire
au re´sultat actuel. L’impact des modifications apporte´es par le premier niveau de structuration
sur le second niveau sera e´tudie´e.
2.2 Enrichissement de la structuration fonde´e sur des e´ve´nements audio
Notre syste`me de structuration repose uniquement sur la connaissance d’informations ex-
traites des tours de parole des intervenants rendus disponibles par une SRL. A` l’aide de la
connaissance des roˆles des intervenants et des zones d’interaction nous sommes alle´s assez loin
dans la caracte´risation du contenu. En accord avec notre proble´matique de de´part, nous ne
souhaitons pas introduire d’informations linguistiques pour le moment. Une possibilite´ afin de
progresser dans la cate´gorisation des unite´s de structuration extraites par notre me´thode, peut
eˆtre d’introduire des informations lie´es aux e´ve´nements sonores fre´quents dans un grand nombre
de programmes, tels que la musique, les jingles, des rires ou des applaudissements.
L’inte´gration d’informations supple´mentaires concernant la pre´sence et la localisation d’e´ve´-
nements sonores varie´s est une perspective inte´ressante qui devrait nous permettre d’e´voluer
vers un nouveau niveau de structuration proche du genre des programmes dans le meilleur cas,
a` l’instar du re´sultat de structuration pre´sente´ sur la figure 2. Sa mise en paralle`le avec les
re´sultats fournis par une me´thode de segmentation en musique, rires et applaudissement peut
faire e´voluer la compre´hension que nous avons du contenu de l’unite´ « pre´sente´e ».
Bien e´videmment, nous pourrions exploiter e´galement les interme`des (publicite´s, promotions,
sponsors...).
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Figure 2 – Un exemple d’unite´ « pre´sente´e » de type « entretiens » a` laquelle s’ajoute le re´sultat
que pourrait fournir un algorithme de segmentation en musique, rires et applaudissements.
2.3 Exploitation d’informations extraites de la vide´o pour la structuration
Il est assez courant dans les de´bats de socie´te´ ou politique diffuse´s a` la te´le´vision, de trouver
des se´quences de parole superpose´e. Au contraire des programmes radiophoniques dans lesquels il
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Figure 3 – Intervention audiovisuelle d’un
pre´sentateur dans le contexte d’un plateau.
Figure 4 – Intervention d’un journaliste en
voix-off dans le contexte d’un reportage.
est indispensable que les intervenants respectent la parole des autres pour garantir l’intelligibilite´
du programme, les intervenants a` la te´le´vision be´ne´ficient d’une liberte´ d’interagir plus grande :
l’information visuelle permet dans ce cas de compenser les limites de l’audio.
Une perspective de notre travail concernera directement l’exploitation de l’information dis-
ponible dans le flux audiovisuel afin de « soutenir » notre syste`me fonde´ sur une approche pu-
rement audio. Les points sensibles sur le contenu vide´o, que nous devrons rendre plus robustes
sont d’une part la SRL, et d’autre part la reconnaissance automatique des roˆles. Nous pensons
plus particulie`rement inte´grer les e´le´ments suivants :
– au niveau de la SRL : le travail re´alise´ par El Khoury en 2010 concerne la segmentation et
le regroupement en intervenants dans la vide´o. Ceux-ci montrent que la fusion du re´sultat
d’une SRL, telle que celle que nous utilisons, avec un de´tecteur de visages parlants, permet
d’ame´liorer grandement les re´sultats. Nous e´tudierons plus particulie`rement les me´thodes
pouvant permettre d’ame´liorer cette e´tape de notre syste`me.
– a` l’e´tape de reconnaissance des roˆles : nous souhaitons introduire des informations lie´es
au contexte dans lequel apparaissent certains roˆles comme nous l’illustrons a` travers deux
exemples. La premie`re image (cf. figure 3) repre´sente une se´quence de plateau sur laquelle
intervient le pre´sentateur de l’e´mission. La seconde image (cf. figure 4) illustre une se´quence
de reportage durant laquelle un journaliste parle en voix-off.
Nous voyons de quelle manie`re des roˆles diffe´rents peuvent correspondre e´galement a` des
contextes diffe´rents. Dans le premier cas, il s’agit d’un pre´sentateur, apparaissant unique-
ment sur des sce`nes de plateau. Les segments de parole de ce locuteur correspondent avec
les se´quences d’images sur lesquelles il apparaˆıt. Dans le second cas, il s’agit d’un journa-
liste, ses interventions locales n’apparaissent que durant des reportages et cet intervenant
n’apparaˆıt pas a` l’e´cran durant ses interventions.
Il sera inte´ressant d’e´tudier le lien entre ces e´ve´nements en perspective d’une adaptation a`
la vide´o, de notre syste`me de reconnaissance des roˆles.
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2.4 Pistes de recherche autour de la caracte´risation locale des intervenants
Dans le chapitre 2, nous avons propose´ deux descripteurs permettant de caracte´riser loca-
lement les interventions des locuteurs : l’activite´ locale et le vecteur de re´partition locale. Une
perspective de notre travail consiste a` faire e´voluer cette proposition afin d’e´tudier localement
les descripteurs temporels, acoustiques et prosodiques.
Une premie`re e´tape de ce traitement pourra consister, comme nous l’illustrons sur la figure 5,
a` de´couper le document en plusieurs sections de meˆme dure´e (trois sections pour l’exemple
pre´sente´). Puis pour chaque locuteur du document, e´valuer a` l’inte´rieur de ces feneˆtres les pa-
rame`tres acoustiques, prosodiques et temporels. Nous serons en mesure d’observer l’e´volution
temporelle de ces parame`tres et d’e´tudier leur lien avec les roˆles des intervenants, ou de mieux
caracte´riser un roˆle en fonction de l’e´volution temporelle de ces parame`tres. Ce dernier point est
d’ailleurs a` l’e´tude actuellement a` travers un stage de master recherche.
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Figure 5 – Pre´-de´coupage d’un document en zones d’analyse sur lesquelles les parame`tres
temporels, acoustiques et prosodiques peuvent eˆtre e´value´s localement.
2.5 Investigation sur une collection de documents fonde´e sur la the´orie des
graphes
Nous fermerons la section consacre´e a` nos perspectives de recherche par la proposition sui-
vante. Elle concerne l’utilisation des roˆles des intervenants et des interactions orales qui les lient,
dans le but de caracte´riser les documents dans un premier temps, puis les programmes contenus
dans ces documents.
Nous repre´sentons deux exemples sous forme de graphes, rapporte´ sur la figure 6, pour le
cas d’un document contenant deux e´missions (magazine et journal), et sur la figure 7, pour
le cas d’un journal d’information. Sur ces graphes, un nœud repre´sente un intervenant, pour
lequel nous avons indique´ le roˆle. La surface des nœuds est proportionnelle au temps de parole
de l’intervenant dans le document. Les arcs relient deux intervenants : ils illustrent l’existence
d’une interaction entre ces deux locuteurs. Ces arcs sont ponde´re´s par le nombre d’alternances
de tours de parole existant entre ces deux locuteurs.
Un objectif dans un premier temps pourra eˆtre de ge´ne´rer des collections en recherchant
automatiquement dans une masse de documents, des documents pre´sentant des caracte´ristiques
similaires en termes de nombre de densite´ ou de centralite´ du pre´sentateur par exemple.
Il sera dans ce cas ne´cessaire de de´velopper une e´tude comple`te de manie`re a` e´tablir une
me´thode de calcul de la similarite´ entre deux documents.
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présentateur
autre non ponctuel
journaliste ponctuel              
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journaliste ponctuel  
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journaliste ponctuel
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Figure 6 – Graphe repre´sentant les intervenants et leurs interactions dans un document conte-
nant deux e´missions successives : un magazine et un journal.
présentateur
journaliste ponctuel
autre ponctuel
journaliste ponctuel
journaliste ponctuel
Figure 7 – Graphe repre´sentant les intervenants et leurs interactions dans un document conte-
nant un journal.
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Annexe A
Syste`me de reconnaissance des roˆles
Cette annexe pre´sente les tables regroupant les scores des diffe´rentes expe´riences mene´es au
cours de nos travaux sur la reconnaissance de roˆles. Les performances sont exprime´es en termes
de Taux de Reconnaissance Correcte (TRC) avec l’intervalle de confiance a` 95% correspondant,
ainsi qu’en proportion de dure´e bien classe´e τ . Les performances les plus e´leve´es en termes
de taux de reconnaissance correcte sont pre´sente´es en gras dans chaque table. Les matrices de
confusion de´taillent les re´sultats de la variante du syste`me donnant les scores les plus e´le´ve´s.
A.1 E´tude de l’influence des erreurs de SRL
Dans cette section, sont rassemble´es les expe´riences re´alise´es a` partir du syste`me de recon-
naissance a` 3 roˆles, (1) applique´ a` l’inte´gralite´ des 36 parame`tres, ou avec re´duction de dimension
(2) ACP et (3) AFD.
A.1.1 SRL manuelle
La table A.1 pre´sente les re´sultats obtenus a` partir de la segmentation en locuteurs manuelle,
disponible sur le corpus ESTER2.
Table A.1 – Performances du syste`me a` 3 roˆles : e´valuation sur les segmentations manuelles du
corpus ESTER-tst, (1) sans re´duction de dimension, ou apre`s (2) ACP, ou (3) AFD.
(1) espace intial (2) apre`s ACP (3) apre`s AFD
36 parame`tres 20 dimensions 2 dimensions
TRC(%) τ(%) TRC(%) τ(%) TRC(%) τ(%)
Mode`le de Gaussienne 80, 2± 5, 3 83,5 74, 6± 5, 8 67,9 81,1± 5,2 80, 6
k-ppv 71, 0± 6, 1 67,9 71, 0± 6, 1 68,5 80, 2± 5, 3 78,7
SVM rbf 85, 7± 4, 7 84,6 87,6± 4,4 83, 8 80, 2± 5, 3 73,7
SVM polynomial 86,6± 4,5 84,6 79, 7± 5, 4 77,6 77, 0± 5, 6 80,8
SVM sigmo¨ıdal 83, 9± 4, 9 88,0 80, 2± 5, 3 85,8 80, 6± 5, 3 82,6
SVM line´aire 83, 9± 4, 9 88,0 82, 9± 5, 0 86,6 80, 6± 5, 3 83,0
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A.1.2 SRL automatique
La table A.2 pre´sente les re´sultats obtenus a` partir de la segmentation en locuteurs automa-
tique sur le corpus ESTER2.
Table A.2 – Performances du syste`me a` 3 roˆles : e´valuation sur les segmentations automatiques
du corpus ESTER-tst, (1) sans re´duction de dimension, ou apre`s (2) ACP, ou (3) AFD.
(1) espace intial (2) apre`s ACP (3) apre`s AFD
36 parame`tres 20 dimensions 2 dimensions
TRC(%) τ(%) TRC(%) τ(%) TRC(%) τ(%)
Mode`le de Gaussienne 72, 4± 6, 2 77,6 72, 4± 6, 2 65,6 78, 8± 5, 6 83,1
k-ppv 63, 1± 6, 7 63,0 64, 5± 6, 6 63,9 74, 4± 6, 0 77,5
SVM rbf 79,3± 5,6 82,8 77,8± 5,7 77, 8 79,8± 5,5 85,7
SVM polynomial 79, 3± 5, 6 81,1 71, 4± 6, 2 71,0 73, 4± 6, 1 79,5
SVM sigmo¨ıdal 75, 9± 5, 9 80,7 74, 9± 6, 0 81,3 78, 8± 5, 6 83,5
SVM line´aire 75, 9± 5, 9 80,7 76, 4± 5, 9 82,4 79, 3± 5, 6 84,1
A` noter : les parame`tres retenus pas AFD, maximisant la se´paration des classes sur l’ensemble
d’apprentissage, sont : Iseg, Lseg, min(Lseg), min(Penv), max(Ploc) et P (voir table 2.2 pour la
signification de ces parame`tres).
A.2 E´tude de l’influence des jeux de parame`tres temporels, acous-
tiques et prosodiques
Dans cette section sont rassemble´es les expe´riences re´alise´es a` partir du syste`me de reconnais-
sance a` trois roˆles teste´ avec diffe´rents sous-ensembles de parame`tres, applique´ a` (1) l’inte´gralite´
des 36 parame`tres, ou avec re´duction de dimension (2) ACP et (3) AFD. Les donne´es utilise´es
sont celles du corpus ESTER2 et SRL automatique.
A.2.1 Parame`tres acoustiques
La table A.3 correspondant aux performances de reconnaissance atteintes a` partir des para-
me`tres acoustiques seuls. La table A.4 pre´sente la matrice de confusion pour le meilleur syste`me
a` trois roˆles fonde´ sur l’utilisation des parame`tres acoustiques seuls et l’utilisation du corpus
ESTER2 et de la SRL automatique.
Notons que ce type de parame`tres pris isole´ment ne permet pas de de´marquer franchement
une cate´gorie par rapport a` une autre. En effet, nous constatons une grande confusion des
locuteurs de type pre´sentateur avec la cate´gorie journaliste. Idem entre journaliste et autre.
A.2.2 Parame`tres temporels
La table A.5 rassemble les performances atteintes en reconnaissance par le syste`me a` trois
roˆles avec l’utilisation des parame`tres temporels seuls. La table A.6 pre´sente la matrice de
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confusion pour le meilleur syste`me a` trois roˆles fonde´e sur l’utilisation des parame`tres temporels
seuls et e´value´ sur ESTER-tst.
Notons que les parame`tres temporels ont un fort impact sur la diffe´renciation des locuteurs
pre´sentateur par rapport aux deux autres cate´gories. Nous constatons e´galement un changement
au niveau de la cate´gorie journaliste par rapport a` autre. Par contre, il y a quasiment autant de
confusion entre autre et journaliste qu’avec les parame`tres acoustiques.
Table A.3 – Performances du syste`me a` 3 roˆles utilisant les parame`tres acoustiques seuls :
e´valuation sur ESTER-tst, (1) sans re´duction de dimension, ou apre`s (2) ACP, ou (3) AFD.
(1) espace intial (2) apre`s ACP (3) apre`s AFD
TRC(%) τ(%) TRC(%) τ(%) TRC(%) τ(%)
Mode`le de Gaussienne 35, 0± 6, 6 43,3 48, 3± 6, 9 54,0 57,6± 6,8 56,1
k-ppv 52, 7± 6, 9 44,2 49, 3± 6, 9 36,9 52, 7± 6, 9 38,3
SVM rbf 50, 7± 6, 9 43,9 48, 8± 6, 9 38,4 53, 7± 6, 9 40,0
SVM polynomial 42, 8± 7, 4 41,3 44, 3± 6, 8 29,7 46, 3± 6, 9 38,0
SVM sigmo¨ıdal 53, 7± 6, 9 39,6 56,2± 6,8 40,9 53, 7± 6, 9 39,0
SVM line´aire 54,7± 6,9 40,7 52, 2± 6, 9 37,9 53, 2± 6, 9 39,4
Table A.4 – Matrice de confusion du syste`me a` trois roˆles obtenue avec les parame`tres acous-
tiques, apre`s AFD et mode´lisation par une loi Gaussienne.
pre´sentateur journaliste autre
pre´sentateur 14 12 0
journaliste 7 47 36
autre 3 28 56
Table A.5 – Performances du syste`me a` 3 roˆles utilisant les parame`tres temporels seuls : e´va-
luation sur ESTER-tst, (1) sans re´duction de dimension, ou apre`s (2) ACP, ou (3) AFD.
(1) espace initial (2) apre`s ACP apre`s AFD
TRC(%) τ(%) TRC(%) τ(%) TRC(%) τ(%)
Mode`le de Gaussienne 70, 4± 6, 3 77,3 63, 0± 6, 7 63,7 67, 5± 6, 5 72,1
k-ppv 69, 5± 6, 4 71,4 68, 0± 6, 4 69,2 68± 6, 4 73,1
SVM rbf 67, 5± 6, 5 71,7 66, 5± 6, 5 64,8 66, 5± 6, 5 71,3
SVM polynomial 70, 4± 6, 3 74,2 64, 0± 6, 6 57,9 66, 5± 6, 5 74,4
SVM sigmo¨ıdal 70,9± 6,3 78 73,9± 6,1 80,8 69, 5± 6, 4 76,6
SVM line´aire 69, 5± 6, 4 79,4 67, 5± 6, 5 73,8 70,0± 6,3 76,0
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Table A.6 – Matrice de confusion du syste`me a` trois roˆles obtenue avec les parame`tres temporels,
apre`s ACP et classification par SVM a` noyau sigmo¨ıdal, teste´ sur ESTER-tst.
pre´sentateur journaliste autre
pre´sentateur 25 1 0
journaliste 0 68 22
autre 2 28 57
A.2.3 Parame`tres prosodiques
La table A.7 rassemble les performances atteintes avec l’utilisation des parame`tres proso-
diques seuls. La table A.8 pre´sente la matrice de confusion pour le meilleur syste`me a` trois roˆles
fonde´e sur l’utilisation des parame`tres prosodiques seuls.
Table A.7 – Performances du syste`me a` 3 roˆles utilisant les parame`tres prosodiques seuls :
e´valuation sur ESTER-tst, (1) sans re´duction de dimension, ou apre`s (2) ACP, ou (3) AFD.
(1) espace initial (2) apre`s ACP (3) apre`s AFD
TRC(%) τ(%) TRC(%) τ(%) σ(%) τ(%)
Mode`le de Gaussienne 63, 1± 6, 6 67,1 68± 6, 4 68,3 70± 6, 3 71,9
k-ppv 65, 5± 6, 5 58,6 72, 4± 6, 2 68,9 75,9± 5,9 72
SVM rbf 75, 9± 5, 9 82,9 81,8± 5,3 92,1 75, 4± 5, 9 80,1
SVM polynomial 76,4± 5,8 82,7 78, 8± 5, 6 89,3 73, 4± 6, 1 80,1
SVM sigmo¨ıdal 73, 4± 6, 1 81,4 72, 9± 6, 1 79,6 69, 5± 6, 3 77,8
SVM line´aire 71, 9± 6, 2 77,5 70, 4± 6, 3 73,5 68± 6, 4 73
Table A.8 – Matrice de confusion du syste`me a` trois roˆles obtenue avec les parame`tres proso-
diques, apre`s ACP et classification par SVM a` noyau gaussien rbf.
pre´sentateur journaliste autre
pre´sentateur 25 1 0
journaliste 1 78 11
autre 7 17 63
Notons que les parame`tres prosodiques ont e´galement un fort impact, similaire a` celui des
parame`tres temporels sur la diffe´renciation des locuteurs pre´sentateur par rapport aux deux
autres cate´gories. Nous constatons e´galement que leur impact sur la distinction entre la cate´gorie
journaliste et autre est bien plus fort que celui des parame`tres temporels seuls.
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A.2.4 Parame`tres temporels et prosodiques
La table A.9 rassemble les performances atteintes avec l’utilisation simultane´e des parame`tres
temporels et prosodiques. La table A.10 pre´sente la matrice de confusion pour le meilleur syste`me
a` trois roˆles fonde´e sur l’utilisation des parame`tres temporels et prosodiques.
Table A.9 – Performances du syste`me a` 3 roˆles utilisant les parame`tres temporels et proso-
diques : e´valuation sur ESTER-tst, (1) sans re´duction de dimension, ou apre`s (2) ACP, ou
(3) AFD.
(1) espace initial (2) apre`s ACP (3) apre`s AFD
TRC(%) τ(%) TRC(%) τ(%) TRC(%) τ(%)
Mode`le de Gaussienne 71, 9± 6, 2 76,8 69, 5± 6, 4 64,4 72, 9± 6, 1 76,4
k-ppv 68, 0± 6, 4 58,3 68, 5± 6, 4 67,2 76,4± 5,9 79,2
SVM rbf 81, 3± 5, 4 84,9 80, 8± 5, 4 82,8 74, 4± 6, 0 79,4
SVM polynomial 82,3± 5,3 84,7 82,3± 5,3 84,0 73, 4± 6, 1 79,1
SVM sigmo¨ıdal 80, 8± 5, 4 87,8 75, 4± 5, 9 78,4 75, 4± 5, 9 81,0
SVM line´aire 79, 8± 5, 5 84,9 76, 4± 5, 6 79,3 74, 9± 6, 0 80,4
Table A.10 – Matrice de confusion du syste`me a` trois roˆles obtenue avec les parame`tres tem-
porels et prosodiques classe´s dans l’espace initial par des SVM a` noyau polynomial.
pre´sentateur journaliste autre
pre´sentateur 23 2 1
journaliste 0 82 8
autre 0 25 62
Notons que la prise en compte des parame`tres temporels et prosodiques simultane´ment a
un impact un peu plus faible que chaque type de parame`tres pris isole´ment. Cette association
renforce e´galement la distinction entre la cate´gorie journaliste et autre et surtout diminue la
confusion entre autre et pre´sentateur.
A.2.5 Synthe`se des performances du syste`mes a` trois roˆles
La table A.11 pre´sente une synthe`se des performances atteintes avec tous les sous-ensembles
de parame`tres conside´re´s tour a` tour.
A.3 Distinction entre locuteurs ponctuels - non ponctuels
La table A.12 rassemble les performances atteintes avec la de´finition des 5 roˆles prenant
en compte les ponctuels et les non ponctuels La matrice de confusion pour le syste`me don-
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nant la meilleure performance avec la distinction ponctuels/non ponctuels est pre´sente´e dans la
table A.13.
Table A.11 – Caracte´ristiques des variantes du syste`me a` trois roˆles ayant donne´ les meilleures
performances pour chaque jeu de parame`tres.
parame`tres me´tode de classif. re´d. de dim. nb de dim. TRC ± I95% τ
acoustiques Mod. de Gaussienne AFD 2 57, 6%± 6, 8 56,1%
temporels SVM sigmo¨ıdal ACP 8 73, 9%± 6, 1 80,8%
prosodiques SVM rbf ACP 9 81.8%± 5, 3 92, 1%
pros. + temp. SVM polynomial - 26 82, 3%± 5, 3 84, 7%
tous SVM rbf AFD 2 79, 8%± 5, 5 85, 7%
Table A.12 – Performances du syste`me a` 5 roˆles : e´valuation sur ESTER-tst, (1) sans re´duction
de dimension, ou apre`s (2) ACP, ou (3) AFD.
(1) espace intial (2) apre`s ACP (3) apre`s AFD
TRC(%) τ(%) TRC(%) τ(%) TRC(%) τ(%)
Mode`le de Gaussienne 75, 4± 5, 9 83,7 67, 5± 6, 5 63,7 72, 4± 6, 2 77,9
k-ppv 61, 1± 6, 5 62,6 68, 0± 6, 5 61,5 71, 4± 6, 2 78,2
SVM rbf 77, 3± 5, 8 79,7 73, 9± 6, 1 65,0 67, 0± 6, 5 69,6
SVM polynomial 77, 3± 5, 8 77,2 69, 5± 6, 3 66,6 70, 4± 6, 3 78,1
SVM sigmo¨ıdal 81,8± 5,4 88,6 70, 9± 6, 2 78,1 70,4± 6,3 79,1
SVM line´aire 78, 8± 5, 6 82,4 77,8± 5,7 83,7 70, 4± 6, 3 76,5
Table A.13 – Matrice de confusion du syste`me a` 5 roˆles obtenue avec distinction ponctuels/non-
ponctuels, dans l’espace initial avec SVM a` noyau polynomial, teste´ sur ESTER-tst.
journaliste autre journaliste autre
pre´sentateur non ponctuel non ponctuel ponctuel ponctuel
pre´sentateur 24 2 0 - -
journaliste non ponctuel 2 47 6 - -
autre non ponctuel 0 19 40 - -
journaliste ponctuel - - - 30 5
autre ponctuel - - - 3 25
Nous constatons que la confusion entre journaliste et autre est plus re´duite dans la branche
« locuteurs ponctuels » que « non ponctuels ». Cette distinction n’a pas d’impact ne´gatif sur la
classification des locuteurs pre´sentateur.
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A.4 Syste`me hie´rarchique avec se´lection de parame`tres de type
RSE sur ESTER2
Cette section donne le de´tail de chaque e´tape de classification a` deux classes propose´e dans le
syste`me hie´rarchique a` cinq roˆles. Les variantes de´crites concernent 4 me´thodes de classification.
Les re´sultats sont obtenus apre`s une e´tape de se´lection de parame`tres (RSE). Les tests sont
effectue´s e´galement sur ESTER-tst a` partir de segmentations automatiques en locuteurs.
A.4.1 Classification pre´sentateur / non pre´sentateur
La classification a` l’aide des SVM line´aires re´alise 92% de classification correcte en ayant
conserve´ 14 parame`tres : 5 parame`tres temporels, 3 parame`tres acoustiques et 6 parame`tres
prosodiques.
Table A.14 – Performances du syste`me hie´rarchique a` 5 roˆles pour la classification pre´sen-
tateur/non pre´sentateur pre´ce´de´e d’une e´tape de se´lection de parame`tres RSE et applique´e a`
ESTER-tst : (1) nombre de parame`tres conserve´s et (2) TRC.
pre´sentateur (1) nb de parame`tres (2) TRC
/ non pre´sentateur
Mode`le de Gaussienne 36 96,4± 3,1
k-ppv (k=3) 8 86, 4± 5, 7
SVM rbf 17 81, 4± 6, 5
SVM line´aire 14 92, 1± 4, 5
A.4.2 Classification journaliste non ponctuel / autre non ponctuel
Le syste`me hie´rarchique a` cinq roˆles, et notamment dans sa branche de´die´e aux locuteurs
non pontuels, donne les re´sultats pre´sente´s dans la table A.15.
Table A.15 – Performances du syste`me hie´rarchique a` 5 roˆles pour la classification journaliste
non ponctuel/autre non ponctuel, pre´ce´de´e d’une e´tape de se´lection de parame`tres RSE et
applique´e a` ESTER-tst : (1) nombre de parame`tres conserve´s et (2) TRC.
journaliste non ponctuel (1) nb de parame`tres (2) TRC
/ autre non ponctuel
Mode`le de Gaussienne 34 68, 4± 8, 6
k-ppv (k=17) 22 68, 4± 8, 6
SVM rbf 30 63, 2± 8, 9
SVM line´aire 26 74,6± 8
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L’ensemble des parame`tres conserve´s se compose de la totalite´ des 14 parame`tres tempo-
rels, de 4 parame`tres acoustiques et des 8 parame`tres prosodiques. Les parame`tres prosodiques
conserve´s sont :
– F0 la valeur moyenne du pitch,
– Tvois le taux de zones voise´es,
– Nvoy le nombre total de voyelles,
– Debitvoy le de´bit de voyelles ,
– Nsil le nombre total de silences,
– Debitsil le de´bit de silences,
– Dureesil la dure´e moyenne des silences,
– var(Dureesil) la variance de la dure´e des silences.
A.4.3 Classification autre ponctuel / journaliste ponctuel
Le syste`me hie´rarchique a` cinq roˆles, et notamment dans sa branche de´die´e aux locuteurs
pontuels, donne les re´sultats pre´sente´s dans la table A.16.
Table A.16 – Performances du syste`me hie´rarchique a` 5 roˆles pour la classification journaliste
ponctuel/autre ponctuel, pre´ce´de´e d’une e´tape de se´lection de parame`tres RSE et applique´e a`
ESTER-tst : (1) nombre de parame`tres conserve´s et (2) TRC.
journaliste ponctuel (1) nb de parame`tres (2) TRC
/ autre ponctuel
Mode`le de Gaussienne 20 80, 9± 9, 8
k-ppv (k=13) 9 49, 2± 12, 4
SVM rbf 21 85, 7± 8, 7
SVM line´aire 10 88,9± 7,8
A` noter : plusieurs remarques peuvent eˆtre faites. La se´lection de parame`tres couple´e a`
l’algorithme des k-ppv a ge´ne´re´ vraisemblablement un sur-apprentissage des parame`tres. Seuls 9
parame`tres (3 parame`tres acoustiques et 6 parame`tres prosodiques) ont e´te´ conserve´s et le taux
de reconnaissance est tre`s faible avec seulement 49% de roˆles bien reconnus.
Le meilleur syste`me correspond est un SVM line´aire avec lequel le taux de reconnaissance
atteint 88,9%. Dans cette configuration 10 parame`tres sont conserve´s. Il s’agit :
– du parame`tre temporel : A l’activite´ globale,
– de 3 parame`tres acoustiques : P , min(Ploc) et max(Ploc) qui sont respectivement la puis-
sance du signal, les valeurs minimales et maximales de la puissance du signal sur les zones
attribue´es au locuteur,
– ainsi que 6 parame`tres prosodiques : F0, Tvois, Nvoy, Nsil, Dureesil et var(Dureesil) qui
sont respectivement la valeur moyenne du pitch, le taux de zones voise´es, le nombre total
de voyelles et de silences, la valeur moyenne et la variance sur la dure´e des silences.
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A.5 EPAC
A.5.1 L’approche ge´ne´rative contre l’approche discriminative
La classification est conduite dans un premier temps sans appliquer de me´thode de re´duction
de dimension. Nous utilisons la meˆme me´thode de classification a` toutes les e´tapes de l’architec-
ture hie´rarchique.
Le GMM, appris sur les classes journaliste ponctuel et autre ponctuel, compte 2 composantes.
A` l’e´tape de classification pre´sentateur contre « non pre´sentateur », le GMM se compose de 8
gaussiennes. Les mode`les pour les classes journaliste non ponctuel et autre non ponctuel ont e´te´
appris avec 4 gaussiennes chacun.
Les taux de reconnaissance correcte sont les suivants :
• TRC = 74, 8%±8, 26, pour l’approche GMM : la matrice de confusion correspondante est
indique´e sur la table A.17,
• TRC = 88, 9%± 6, 00, pour le classifieur SVM line´aire : la matrice de confusion est indi-
que´e dans la table A.18.
Table A.17 – Matrice de confusion sur le corpus EPAC, en utilisant uniquement des GMM.
journaliste autre journaliste autre
pre´sentateur non ponctuel non ponctuel ponctuel ponctuel
pre´sentateur 12 1 0 - -
journaliste non ponctuel 2 7 1 - -
autre non ponctuel 4 14 21 - -
journaliste ponctuel - - - 35 1
autre ponctuel - - - 4 5
Table A.18 – Matrice de confusion sur le corpus EPAC, en utilisant uniquement des SVM
line´aires.
journaliste autre journaliste autre
pre´sentateur non ponctuel non ponctuel ponctuel ponctuel
pre´sentateur 12 0 1 - -
journaliste non ponctuel 1 8 1 - -
autre non ponctuel 5 3 31 - -
journaliste ponctuel - - - 35 1
autre ponctuel - - - 0 9
Plus particulie`rement, nous observons sur les matrices de confusion que la classe pre´sentateur
est reconnue de manie`re similaire par les deux approches. La matrice pour l’approche GMM
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montre une confusion importante entre les classes journaliste non ponctuel et autre non ponctuel.
La confusion entre ces deux classes est conside´rablement re´duite par l’utilisation d’un classifieur
SVM line´aire. La classification journaliste ponctuel contre autre ponctuel est e´galement meilleure
avec la me´thode de classification discriminative.
La diffe´rence de performances entre ces deux me´thodes de classification est statistiquement
significative. Nous poursuivrons nos investigations sur le corpus EPAC, en utilisant le classifieur
SVM line´aire et en le combinant a` des me´thodes de re´duction de la dimension
A.5.2 Classifieur SVM line´aire et AFD
L’architecture hie´rarchique rame`ne chaque e´tape de classification a` un proble`me a` deux
classes. L’analyse factorielle discriminante projette les donne´es dans un espace de dimension
e´gale au nombre de classes moins une. La classification est ainsi re´alise´ dans un espace monodi-
mensionnel.
Le taux de reconnaissance global atteint 88, 8% ± 6, 00. Ce re´sultat est similaire au TRC
obtenu sans me´thode de re´duction de la dimension, avec la meˆme me´thode de classification.
Nous avons identifie´ les parame`tres les plus discriminant formant l’espace des parame`tres
transforme´ a` chaque e´tape de re´duction de dimensionnalite´. Il s’agit :
– pour les classes journaliste ponctuel contre autre ponctuel des parame`tres suivant : A, P
et min(Ploc) qui sont respectivement l’activite´ totale, la puissance moyenne du signal et
la puissance minimale du signal sur les zones attribue´es au locuteur,
– dans l’e´tape de classification pre´sentateur contre « non pre´sentateur », les parame`tres sont :
Iseg, min(Iseg), P , min(P ), min(Ploc) qui sont respectivement l’inter-segment moyen,
l’inter-segment minimum, la puissance moyenne du signal, la puissance minimale du signal
et la puissance minimale du signal sur les zones attribue´es au locuteur.
– l’AFD applique´e avant l’e´tape de classification journaliste non ponctuel contre autre non
ponctuel met en relief les parame`tres suivant : P , min(Ploc) qui sont la puissance moyenne
du signal et la puissance minimale du signal sur les zones de parole attribue´es au locuteur.
Ces re´sultats re´ve`lent que sur le corpus EPAC contrairement au corpus ESTER2, les para-
me`tres acoustiques comme P la puissance moyenne du signal et min(Ploc) la valeur minimale de
la puissance du signal sur les zones attribue´es au locuteur sont des parame`tres avec un pouvoir
de se´paration important pour les couples de roˆles conside´re´s. La matrice de confusion pour ce
syste`me est pre´sente´e dans la table A.19. Comparativement au syste`me pre´ce´dent, l’AFD re´duit
le´ge`rement la qualite´ de la reconnaissance et introduit notamment des erreurs supple´mentaires
lors la reconnaissance du roˆle pre´sentateur.
A.5.3 Classifieur SVM line´aire et se´lection de parame`tres par Recherche Se´-
quentielle par E´limination
Nous re´alisons a` pre´sent une se´lection de parame`tres avant chaque e´tape de classification.
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Table A.19 – Matrice de confusion sur le corpus EPAC, en utilisant le SVM line´aire combine´ a`
l’AFD.
journaliste autre journaliste autre
pre´sentateur non ponctuel non ponctuel ponctuel ponctuel
pre´sentateur 10 3 0 - -
journaliste non ponctuel 1 8 1 - -
autre non ponctuel 4 1 34 - -
journaliste ponctuel - - - 35 1
autre ponctuel - - - 1 8
La se´lection de parame`tres applique´e aux roˆles journaliste ponctuel et autre ponctuel a re´duit
l’ensemble des parame`tres a` :
– 1 parame`tre temporel A l’activite´ globale,
– 4 parame`tres acoustiques : var(P ), Penv, Ploc et min(Ploc),
– 6 parame`tres prosodiques : var(F0), Debitvoy, Nsil, Debitsil, Dureesil, var(Dureesil).
Pour l’e´tape pre´sentateur contre « non pre´sentateur » :
– 3 parame`tres temporels : NsE, var(Iseg), min(Iseg),
– 8 parame`tres acoustiques : P , var(P ), Penv, var(Penv)max(Penv),min(Penv), Ploc,min(Ploc),
– 6 parame`tres acoustiques : F0, Debitvoy, Nsil, Debitsil, Dureesil, var(Dureesil).
Pour l’e´tape journaliste non ponctuel contre autre non ponctuel :
– 5 parame`tres temporels : A, NsA, Lseg, var(Lseg), min(Lseg),
– 5 parame`tres acoustiques : Penv, min(Penv), var(Ploc), max(Ploc), min(Ploc),
– 4 parame`tres prosodiques : Tvois, Dureevoy, Debitsil, var(Dureesil).
Nous observons a` nouveau l’importance des parame`tres acoustiques dans l’e´tape de re´duction
de dimension. En particulier, lors de la classification de la classe pre´sentateur ou` 8 parame`tres
sont conserve´s.
Le taux de reconnaissance correcte est de 83,2% ±7, 12. Ce score repre´sente un chute de
pre`s de 6% par rapport au syste`me sans re´duction de la dimension. Les erreurs de confusion
entre les diffe´rentes classes sont pre´sente´es dans la table A.20. La confusion est globalement
plus importante pour toutes les classes de roˆles. Par exemple, le roˆle pre´sentateur est beaucoup
moins bien reconnu par rapport aux configurations pre´ce´dentes. A` nouveau, nous constatons
que l’approche utilisant une se´lection de parame`tres se´quentielle par e´limination ne converge
pas vers un ensemble de parame`tres pertinents pour la phase de reconnaissance.
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Table A.20 – Matrice de confusion sur le corpus EPAC en utilisant le syste`me hie´rarchique a`
cinq roˆles avec se´lection de parame`tres (RSE).
journaliste autre journaliste autre
pre´sentateur non ponctuel non ponctuel ponctuel ponctuel
pre´sentateur 8 1 4 - -
journaliste non ponctuel 0 4 6 - -
autre non ponctuel 2 0 37 - -
journaliste ponctuel - - - 31 5
autre ponctuel - - - 0 9
A.5.4 Classifieur SVM line´aire et ACP
Nous inte´grons au syste`me une re´duction de la dimension par analyse en composantes prin-
cipales. La re´duction de dimension est acheve´e en conservant les composantes principales cor-
respondant a` 99% de la variance initiale des donne´es :
– la dimension passe de 36 parame`tres a` 19 composantes pour la classification pre´sentateur
contre « non pre´sentateur »,
– de la meˆme manie`re 19 composantes sont conserve´es lors de la re´duction de dimension
applique´e aux classes journaliste non ponctuel et autre non ponctuel,
– pour les classes journaliste ponctuel et autre ponctuel la dimension passe de 25 parame`tres
a` 13 composantes.
Le taux de reconnaissance correcte obtenu pour ce syste`me est e´gal a` 92%± 5, 28.
La matrice de confusion correspondante est pre´sente´ dans la table A.21.
Table A.21 – Matrice de confusion sur le corpus EPAC en utilisant le syste`me hie´rarchique a`
cinq roˆles avec re´duction de dimension (ACP).
journaliste autre journaliste autre
pre´sentateur non ponctuel non ponctuel ponctuel ponctuel
pre´sentateur 12 0 1 - -
journaliste non ponctuel 1 7 2 - -
autre non ponctuel 4 0 35 - -
journaliste ponctuel - - - 35 1
autre ponctuel - - - 0 9
Nous pouvons y observer que la confusion entre les classes journaliste non ponctuel et autre
ponctuel a e´te´ conside´rablement re´duite. La classification entre pre´sentateur et autre non ponc-
tuel s’est e´galement le´ge`rement re´duite.
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L’ajout d’une analyse en composantes principales en amont de l’e´tape de classification a
permis un gain de 3% sur les performances de classification tout en re´duisant la dimension de
l’espace des parame`tres. Cette ame´lioration n’est toutefois pas statistiquement significative, au
regard de l’intervalle de confiance a` 95%.
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Annexe B
Format des fichiers structure´s fournis
dans le cadre du projet EPAC
129
Formats d’e´change des donne´es du SP6 d’EPAC
1 Contexte
Ce document de´finit le format d’e´change des donne´es du Sous-Projet 6 (SP6) du
projet EPAC.
1.1 Objectifs
Les objectifs principaux du SP6 sont :
– la mise en e´vidence des zones de parole conversationnelle,
– l’extraction automatique de la structure d’un document,
– la constitution de collections par regroupement de documents ayant des structu-
relles temporelles similaires.
1.2 Donne´es d’entre´e
Les donne´es d’entre´e du SP6 sont actuellement les re´sultats du SP2 : e´tiquetages
issus de l’extraction de caracte´ristiques acoustiques dites « bas niveau » (segmentations
et regroupements en locuteur, segmentations en e´ve´nements sonores, etc.). Par la suite,
tout re´sultat de type segmentation temporelle pourra eˆtre utilise´.
1.3 Extraction automatique des zones d’interaction
Nous recherchons les zones qui, du point de vue de leurs structures temporelles,
semblent contenir des e´changes verbaux entre plusieurs locuteurs. En effet, ces zones
sont susceptibles de contenir de la parole conversationnelle c’est-a`-dire ayant un indice
de spontane´ite´ assez e´leve´.
L’extraction des zones d’interaction est une premie`re e´tape vers l’extraction automa-
tique des zones de parole conversationnelle.
Elle est re´alise´e a` partir des segmentations en locuteurs. Celles-ci nous sont fournies
au format « mdtm » par le SP2 (dont est extraite la table 1). Elles contiennent les
informations temporelles sur l’activite´ en parole des locuteurs d’un meˆme document : la
premie`re colonne indique le nom du fichier source, les 3e`me et 4e`me colonnes indiquent
respectivement le de´but du segment et sa dure´e tandis que la dernie`re colonne porte
l’e´tiquette asscocie´e au locuteur.
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Table 1 – Extrait d’un fichier de SRL au format « mdtm ».
. . .
20040920 1255 1335 INTER ELDA 1 502.170 11.400 speaker NA U S3
20040920 1255 1335 INTER ELDA 1 513.570 70.390 speaker NA U S7
20040920 1255 1335 INTER ELDA 1 583.960 6.130 speaker NA U S2
20040920 1255 1335 INTER ELDA 1 590.090 0.780 speaker NA U S4
20040920 1255 1335 INTER ELDA 1 590.870 9.470 speaker NA U S2
20040920 1255 1335 INTER ELDA 1 600.340 37.420 speaker NA U S4
20040920 1255 1335 INTER ELDA 1 637.760 6.060 speaker NA U S2
20040920 1255 1335 INTER ELDA 1 643.820 35.670 speaker NA U S4
20040920 1255 1335 INTER ELDA 1 679.490 16.960 speaker NA U S2
20040920 1255 1335 INTER ELDA 1 696.450 70.920 speaker NA U S4
20040920 1255 1335 INTER ELDA 1 767.370 0.020 speaker NA U S7
20040920 1255 1335 INTER ELDA 1 767.390 8.850 speaker NA U S7
20040920 1255 1335 INTER ELDA 1 776.240 57.930 speaker NA U S4
. . .
Sur la figure 1, nous pouvons suivre, une repre´sentation des interventions de deux
locuteurs. Cette repre´sentation binarise´e (locuteur actif = 1 ; non actif = 0) utilise la
seconde comme unite´ temporelle.
Nous constatons que les repre´sentations des segmentations de ces deux locuteurs sont
tre`s diffe´rentes. Le locuteur 1 est beaucoup plus actif que le locuteur 2 et son activite´ en
parole est e´galement beaucoup plus e´tendue. L’activite´ parole du locuteur 2 est quant a`
elle tre`s localise´e sur le de´but du document.
Nous pouvons voir que plusieurs segments de parole du locuteur 1 sont temporelle-
ment tre`s proches des segments du locuteur 2. Dans l’e´tape suivante, nous tentons de
mettre en e´vidence et de caracte´riser l’interactivite´ de deux locuteurs dans certaines
zones du document.
Les zones d’interaction sont extraites des segmentations en plusieurs locuteurs. Ce
sont des zones particulie`res du document dans lesquelles il existe des alternances de tours
de parole entre au moins deux locuteurs.
Le motif ge´ne´rique des zones d’interaction est le suivant :
Locuteur1/Locuteur2/Locuteur1/(Locuteur2/Locuteur1)
∗[Locuteur2]
Ce motif exprime que la plus petite zone d’interaction conside´re´e est de la forme
(Locuteur1/Locuteur2/Locuteur1) a` laquelle peut venir s’ajouter un certain nombre de
fois la se´quence (Locuteur2/Locuteur1), le motif pouvant e´galement se terminer par un
tour de parole du second locuteur (Locuteur2).
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Figure 1 – Activite´ de deux locuteurs sur un document de France Inter d’une heure.
Remarque : l’ordre des indices des locuteurs n’a pas d’incidence et la longueur de la
se´quence n’est pas limite´e.
Dans le corpus sur lequel nous travaillons, un grand nombre de zones d’interaction
sont pre´sentes : 20 zones pour une heure d’e´mission en moyenne. Une grande diversite´
en terme de longueur et de forme apparaˆıt e´galement. La figure 2 nous montre les zones
d’interaction extraites d’une e´mission d’information de France Inter : les zones d’inter-
action de´tecte´es recouvrent 67% du temps de parole total. Dans d’autres documents, au
contraire, il n’y a pas (ou tre`s peu) de zones d’interaction.
Pour distinguer et comparer les zones d’interaction, nous proposons une premie`re
mesure simple qui concerne le nombre d’e´changes entre les intervenants.
Cette mesure est le niveau d’interactivite´. Elle se de´finit par :
niveau interactivite = nb tour parole− 2
La zone d’interaction la plus courte conside´re´e est :
Locuteur1/Locuteur2/Locuteur1
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Figure 2 – Segmentation en zones d’interaction sur une e´mission de France Inter.
Son niveau d’interactivite´ est alors e´gal a` 1.
Remarque : tout segment isole´, c’est-a`-dire n’ayant pas e´te´ rattache´ a` une zone d’in-
teraction de niveau au moins e´gal a` 1 (interaction avec un autre locuteur) sera conside´re´
comme une zone d’interaction de niveau 0.
La figure 3 est un exemple de zone d’interaction de niveau e´gal a` 3 de´tecte´e entre
deux locuteurs S1 et S2.
Figure 3 – Exemple d’un niveau 3 d’interactivite´ entre 2 locuteurs.
L’extraction des zones d’interaction est re´alise´e a` partir de segments de parole, sans
connaissance a priori. Ainsi, les segments sont conside´re´s comme des zones homoge`nes,
contenant de la parole continue (sans silence). Chaque segment est de´fini par ses in-
dices temporels de de´but et de fin ( fin = de´but + dure´e) et l’e´tiquette correspondant a`
l’identifiant du locuteur associe´ au segment. La me´thode d’extraction utilise´e est base´e
sur l’analyse de relations temporelles entre segments [Ib2007]. Nous obtnons ainsi une
nouvelle segmentation du document en zones d’interaction.
Un proble`me peut apparaˆıtre lorsque 2 zones d’interaction se recouvrent, c’est-a`-dire
que le dernier segment en locuteur de la premie`re zone peut eˆtre e´galement conside´re´
comme le premier segment de la zone d’interaction suivante.
[Ib2007] Zein Al Abidin Ibrahim. Caracte´risation des Structures Audiovisuelles par
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Analyse Statistique des Relations Temporelles. The`se de doctorat, Universite´ Paul Saba-
tier, juillet 2007.
Les figures 4 et 5 nous montrent deux zones d’interaction adjacentes. Sur la figure 4, il
n’y a pas de recouvrement entre les zones d’interaction (respectivement de niveau 2 et 1).
Par contre, sur la figure 5, un segment (Loc 2) est commun aux deux zones d’interaction
de niveau 2. Les fle`ches indiquent le premier segment des zones d’interaction.
Figure 4 – Repre´sentation de 2 zones d’interaction adjacentes et non-recouvrantes.
Figure 5 – Repre´sentation de 2 zones d’interaction adjacentes et recouvrantes.
Dans le cas d’un recouvrement, trois cas de figure sont alors envisageables :
– soit ce segment appartient aux 2 zones d’interaction,
– soit il appartient a` une seule des deux zones
– soit il n’appartient a` aucune zone d’interaction.
Quel que soit le cas, il est important de conserver cette information en indiquant
qu’il y a un recouvrement potentiel avec une autre zone. En effet a` notre stade nous
ne sommes pas en mesure de prendre une de´cision. Ceci pourra eˆtre fait par l’exploita-
tion ulte´rieure du contenu du segment commun, par d’autres SP (SP3 transcription de
la parole ou SP4 identification nomme´es du locuteur) du projet EPAC. Cela permettra
d’analyser plus finement le roˆle de ce segment et de voir si effectivement il est de´connecte´
des deux zones, ou bien si il correspond a` la cloˆture d’une interaction avec un premier
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locuteur et/ou a` l’ouverture d’une interaction avec un second locuteur.
1.4 Typologie des interventions des locuteurs
Le caracte`re pre´pare´ ou bien spontane´ de la parole peut eˆtre lie´ au type d’intervention
de chaque locuteur. En effet, le pre´sentateur d’un journal d’information ne laisse que peu
de place a` la spontane´ite´ a` travers la lecture de fiches ou d’un prompteur, la pre´paration
des questions aux invite´s, etc. De plus, comme indique´ pre´ce´demment, la de´termination
du types des intervenants donne une information sur la nature de la se´quence ou` il inter-
vient ce qui, par voie de conse´quence, permet d’avoir une repre´sentation de la structure
globale du document.
Chaque zone d’interaction de´tecte´e est donc enrichie en ce sens. Nous associons a`
chaque locuteur intervenant dans la zone, ses types d’intervention (lorsque celui-ci peut
eˆtre de´termine´). Cette information est pour le moment de´finie globalement (a` l’e´chelle
du document) a` partir de :
– l’activite´ : dure´e totale des zones de parole du locuteur dans le document,
– l’e´tendue : plage qui recouvre la totalite´ de l’activite´ du locuteur (entre sa pre-
mie`re et sa dernie`re interventions).
La projection des descripteurs d’activite´ et d’e´tendue, permet de repre´senter chaque
locuteur d’un meˆme document (cf. figure 6) par un point. Ceci re´ve`le une re´partition
particulie`re des points sur le plan et ce pour un grand nombre d’e´missions.
Figure 6 – Roˆle des locuteurs dans le plan Activite´-Etendue.
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Ceci nous a conduit a` de´couper le plan Activite´-Etendue en 5 sous-sections indice´es
de 1 a` 5, de´finissant ainsi 5 types d’interventions. Chaque locuteur sera donc caracte´rise´
par l’indice qui lui correspond.
– L’indice 1 est attribue´ aux locuteurs les plus actifs ayant une e´tendue importante
(quart supe´rieur droit du plan). C’est typiquement le cas des pre´sentateurs.
– L’indice 2 correspond a` des locuteurs dont l’e´tendue est plus importante que l’ac-
tivite´ (quart supe´rieur gauche). C’est le cas des locuteurs apparaisssant plusieurs
fois dans l’e´mission mais qui ne s’expriment pas tre`s longtemps. Nous retrouvons
ce comportement chez les speakers et speakerines qui apparaissent en de´but et fin
d’e´mission pour marquer la transition avec le programme suivant.
– Les indices 3 et 4 (quart infe´rieurs gauche et droit du plan) ont une e´tendue re´duite
mais se distinguent par leur activite´ (re´duite pour 3 et plus importante pour 4).
Dans l’exemple de la figure 6, l’e´tendue est infe´rieure a` un tiers de la dure´e du
document. L’activite´ de ces locuteurs est donc assez localise´e. Ce profil correspond
par exemple, a` celui du pre´sentateur d’une chronique.
– L’indice 5 constitue un cas particulier de la cate´gorie 3. Il concerne les locuteurs
qui ont une activite´ e´gale a` leur e´tendue. Les points qui repre´sentent ces locuteurs
sur le plan sont situe´s sur la premie`re me´diatrice. Ce sont des locuteurs ponc-
tuels, c’est-a`-dire qu’ils n’apparaissent qu’une seule fois dans le document. Sous
ce roˆle, nous trouvons entre autres des reporters, des commentaires de personna-
lite´s, des extraits de confe´rences de presse, des personnes interviewe´es dans la rue...
L’ensemble des informations que nous pouvons extraire a` ce stade est mis en forme
suivant le format de´crit dans la section suivante.
2 Format de sortie du SP6
2.1 Le fichier de sortie
Dans le but de ne pas surcharger les informations dans le fichier de sortie « trs »,
chaque SP fournit ses re´sultats dans des fichiers XML. Le SP6 produit un fichier XML. Il
concerne les segmentations en zones d’interaction : il est fourni dans des fichiers portant
l’extension ’.zi.xml’. Ce fichier au format XML, rassemble le re´sultat de l’extraction
automatique de la structure des documents obtenus par agre´gation des re´sultats du SP6
et du SP2.
2.2 Segmentations en zones d’interaction
On y trouve l’enteˆte XML suivante :
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<ZI system="IRIT Interact" version="2" audio filename="200409 0455 0535
INTER ELDA" souce type="speakers auto" date="090511" type="AUTO">
avec :
– system : le nom du syte`me ayant fourni la segmentation en zones d’interaction,
– version : la version du syste`me utilise´,
– audio filename : le nom du document audio source,
– source type : le type de segmentation utilise´e en entre´e. Par exemple, speakers
correspond a` la taˆche SRL mais il peut y avoir e´galement speech, music, silence,
etc. (tout type de segmentation temporelle). Les segmentations peuvent eˆtre ob-
tenues de manie`re automatique auto ou bien manuelle ref (issues de fichiers de
re´fe´rence),
– date : la date de cre´ation du fichier ’.zi.xml’,
– type : le type de segmentation en zones d’interaction re´alise´e (AUTO = auto-
matique , MANUAL = manuelle ou REVISED = pour une version automatique,
revue manuellement).
Le corps du fichier contient des informations sur chaque zone d’interaction de´tecte´e
dans le document et de´limite´e par une balise <zi>. L’exemple suivant de´crit deux zones
d’interaction conse´cutives extraites du fichier « .mdtm » donne´ en exemple pre´ce´dem-
ment (cf. table 1).
. . .
<zi id="zi014" startTime="513.570" endTime="583.960" level="0"
speakers="S7" roles="2"> others </zi>
<zi id="zi015" startTime="583.960" endTime="767.370" level="6"
speakers="S2 S4" roles="5 1"> interview </zi>
. . .
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Chaque balise contient un nombre d’attributs obligatoires auxquels peuvent s’ajouter
des attributs optionels :
– id : identifiant unique de la zone d’interaction dans le document. Il est attribue´
chronologiquement au fur et a` mesure de la de´tection des zones d’interaction,
– startTime et endTime : ce sont les instants de de´but et de fin de la zone d’in-
teraction (valeurs exprime´es en secondes),
– level : niveau d’interactivite´ de la zone. Afin de couvrir la totalite´ du document,
les zones de niveau d’interactivite´ 0 sont renseigne´es de la meˆme manie`re que les
autres zones,
– speakers : liste des identifiants des locuteurs pre´sents dans la zone d’interaction.
Le format d’e´criture de ces identifiants (S+nombre) est celui utilise´ par le SP2
dans la taˆche SRL,
– roles : liste des indices correspondant au type de l’intervention de chaque locuteur
pre´sent dans la zone. Par abus de langage, nous nommons cet attribut « roˆle ».
Cet attribut est a` mettre en paralle`le avec la liste speakers, de telle sorte que le
nie`me roˆle de la liste roles corresponde au nieme locuteur de la liste speakers. Si
un roˆle n’est pas de´fini il est signale´ par la valeur 0.
Voici d’autres attributs qui conservent, pour l’instant, un caracte`re optionnel :
– startSentence et endSentence : font re´fe´rence aux transcriptions toke´nise´es.
Ces attributs contiennent les identifiants respectifs de la premie`re phrase (ou sen-
tence) et de la dernie`re phrase prononce´es dans la zone d’interaction,
– covered : indique si la zone est recouverte par une autre zone d’interaction :
– ”10”, s’il y a recouvrement en de´but de zone,
– ”01” si le recouvrement a lieu a` la fin,
– ”11” pour un recouvrement en de´but et en fin de zone,
– ”00” s’il n’y a pas de recouvrement.
– confidence : contient une probabilite´, qui repre´sente la mesure de confiance glo-
bale de la zone,
Le contenu de la balise est une information sur la nature de la zone d’interaction.
Pour le moment nous prenons en compte les types suivants : « debate », « interviews »,
« news », « chronicle », « others », etc.
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Re´sume´
Nous pre´sentons un syste`me de structuration automatique d’enregistrements audiovisuels s’appuyant
sur des informations non lexicales caracte´ristiques des roˆles des intervenants et de leurs interactions.
Dans une premie`re e´tape, nous proposons une me´thode de de´tection et de caracte´risation de se´quences
temporelles, nomme´es « zones d’interaction », susceptibles de correspondre a` des conversations.
La seconde e´tape de notre syste`me re´alise une reconnaissance du roˆle des intervenants : pre´senta-
teur, journaliste et autre. Notre contribution au domaine de la reconnaissance automatique du roˆle se
distingue en reposant sur l’hypothe`se selon laquelle les roˆles des intervenants sont accessibles a` travers
des parame`tres « bas-niveau » inscrits d’une part dans l’organisation temporelle des tours de parole des
intervenants, dans les environnements acoustiques dans lesquels ils apparaissent, ainsi que dans plusieurs
parame`tres prosodiques (intonation et de´bit).
Dans une dernie`re e´tape, nous combinons l’information du roˆle des intervenants a` la connaissance
des se´quences d’interaction afin de produire deux niveaux de description du contenu des documents. Le
premier niveau de description segmente les enregistrements en zones de 4 types : informations, entretiens,
transition et interme`de. Un second niveau de description classe les zones d’interaction orale en 4 cate´go-
ries : de´bat, interview, chronique et relais. Chaque e´tape du syste`me est valide´e par une grand nombre
d’expe´riences mene´es sur le corpus du projet EPAC et celui de la campagne d’e´valuation ESTER.
Mots-cle´s: structuration de documents audiovisuels ; reconnaissance automatique du roˆle ; de´tection de
zones de conversations ; reconnaissance des formes ; parame`tres temporels, acoustiques et prosodiques
Abstract
We present a system for audiovisual document structuring, based-on speaker role recognition and
speech interaction zone detection.
The first stage of our system consists in an automatic method for speech interaction zones detec-
tion and characterization. Such zones correspond to temporal sequences of documents which potentially
contain conversations between speakers.
The second stage of our system achieves the recognition of speaker roles : anchorman, journalist
and other. Our contribution to this domain is based on the hypothesis that cues about speaker roles are
available through low-level features extracted from the temporal organization of turn-takings and from
acoustic and prosodic features (speech rate and pitch).
In the last stage of our system, we combine speaker roles and speech interaction zones to provide
two descriptive layers of the audiovisual document contents. The first descriptive layer gathers segments
of 4 types : informations, meeting, transition and interlude. The second descriptive layer consists in a
classification of speech interaction zones into 4 categories : debate, interview, chronicle and relay. Each
step of the system has been evaluated using a large number of experiments realized using the EPAC
project and ESTER campaign corpora.
Keywords: audiovisual document structuring ; speaker role recognition ; conversation detection ; pattern
recognition ; temporal, acoustic and prosodic features
