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HOEFFDING-TYPE AND BERNSTEIN-TYPE INEQUALITIES
FOR RIGHT CENSORED DATA
By Yair Goldberg
The Faculty of Industrial Engineering and Management,
Technion - Israel Institute of Technology
We present Hoeffding-type and Bernstein-type inequalities for
right-censored data. The inequalities bound the difference between an
inverse of the probability of censoring weighting (IPCW) estimator
and its expectation. We first discuss the asymptotic properties of
the estimator and provide conditions for its efficiency. We present
standard, data dependent, and uniform Hoeffding-type inequalities.
We then present a Bernstein-type inequality. Finally, we show how
to apply these inequalities in an empirical risk minimization setting.
1. Introduction. Concentration inequalities provide probability bounds on how an empiri-
cal quantity of interest deviates from its expectation. Unlike asymptotic results, such as the law
of large numbers and the central limit theorem, concentration inequalities are applicable even to
small-size samples. Typically, the empirical quantity of interest is the sample mean, where this
mean is taken over realizations of some function. Examples for concentration inequalities include
Chebyshev’s inequality, Hoeffding’s inequality, and Bernstein’s inequality (see Boucheron et al.,
2004, and Chung and Lu, 2006, for surveys). In many cases, one is interested in a uniform concen-
tration inequality, namely a bound on the deviation of the sample mean from its expectation over
a set of functions rather than over a single function.
Concentration inequalities play an important role in both the design and analysis of empiri-
cal risk minimization (ERM) techniques (Vapnik, 1999; Koltchinskii, 2011). ERM techniques are
statistical techniques which find the parameter of interest by minimizing some (possibly penal-
ized) risk function with respect to the empirical measure. Examples of ERM techniques include
the maximum likelihood estimation as well as many machine-learning algorithms such as boosting
and support vector machines (SVM). Using uniform concentration inequalities, one can bound the
estimation error, i.e., the difference in risk between the empirical risk minimizer and the infimum
within the approximation space. Moreover, one can use such bounds to choose the approximation
space itself; a method that is utilized, for example, by model selection techniques (Vapnik, 1999;
1
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Koltchinskii, 2011).
Applying concentration inequalities to survival data is challenging. In survival data, the quantity
of interest is a function that involves the failure time. This failure time is usually subject to right
censoring, which arises, for example, when a medical study ends before the failure event occurs,
or when patients drop out of the study (Fleming and Harrington, 1991). In these cases, the failure
time is not known, and instead a lower bound on the failure time is given. Existing concentration
inequalities cannot be applied to censored data since even the sample mean cannot be calculated due
to the censoring. As a consequence, little of machine learning theory is applicable to survival data.
Indeed, while some machine learning algorithms were proposed for right-censored data, including
Biganzoli et al. (1998), Ripley and Ripley (2001), Johnson et al. (2004), Shivaswamy et al. (2007),
and Shim and Hwang (2009), to the best of our knowledge, the theoretical properties of these
algorithms have never been studied. Machine learning algorithms with some theoretical results
include Ishwaran and Kogalur (2010) for random survival trees, which requires the assumption
that the feature space is discrete and finite; Eleuteri and Taktak (2012) and Goldberg et al. (2017)
in the context of SVM; and Goldberg and Kosorok (2012) in the context of multistage decision
problems.
Since concentration inequalities bound the probability that an estimator, such as the sample
mean, is far from its expectation, we need to consider which estimator is appropriate. The standard
estimator is not well defined since for censored data, the actual failure time is unknown. Moreover,
the naive estimator, that ignores the censored observations, is biased, since longer survival times
are more likely to be censored. An alternative to the naive estimator is to take a weighted average
of the uncensored observations, according to the inverse of the probability of censoring weighting
(IPCW) (Robins et al., 1994). We discuss the asymptotic properties of this estimator and provide
conditions for its efficiency.
In this paper we develop concentration inequalities that can be applied to right-censored data,
and show how to use them to develop learning algorithms for this type of data. More specifically,
we develop Hoeffding-type inequalities that bound the difference between the IPCW estimator
and its expectation. These inequalities include inequalities for a single function, data-dependent
inequalities (see Maurer and Pontil, 2009, for details), and inequalities for classes of functions. We
then present a Bernstein-type inequality. The concentration inequalities that we present here can
be used as tools to further develop machine learning theory for right-censored data.
The paper is organized as follows. In Section 2 we discuss the IPCW estimator and study its
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asymptotic properties. The concentration inequalities are presented in Section 3. Application of the
inequalities to empirical risk minimization is presented in Section 4. Concluding remarks appear
in Section 5. All proofs are deferred to the Appendix.
2. Inverse Probability Censoring Weighting Estimator. We start by presenting the
standard Hoeffding and Bernstein inequalities. We then explain why no trivial adaptation of these
inequalities to right-censored data exists.
Let {(T1, Z1), . . . , (Tn, Zn)} be a set of n i.i.d. random pairs, where Ti gets values in the segment
[0, τ ] for some constant τ greater than zero, and Zi is some random vector of dimension d that gets
it values in Z ⊂ Rd. Let
f : [0, τ ]×Z 7→ R ; ‖f‖∞ ≤M(1)
be a measurable function where M > 0 is some constant. Let µ¯n(f) = n
−1∑n
i=1 f(Ti, Zi) be the
sample mean of f(T,Z) and let µ(f) ≡ P [f(T,Z)] be the expectation of f(T,Z). Hoeffding’s
inequality states that for all η > 0,
P
(
|µ¯n(f)− µ(f)| ≥M
√
2η
n
)
≤ 2e−η .(2)
Bernstein’s inequality states that for all η > 0,
P
(
|µ¯n(f)− µ(f)| ≥
√
2Var(f)η
n
+
2Mη
3n
)
≤ 2e−η(3)
(see, for example, Boucheron et al., 2004).
The inequalities above provide bounds on the probability that the difference between the natural
estimator of the expectation of f(T,Z) and the expectation itself is larger than some constant
normalized by root-n.
Assume now that the data is subject to right censoring, and thus consist of n independent and
identically-distributed random triplets {(U1, δ1, Z1), . . . , (Un, δn, Zn)}. The random variable U is
the observed time defined by U = min{T,C}; where T is the failure time, and C is the censoring
time. The indicator δ = 1{T ≤ C} is the failure indicator, where 1{A} is 1 if A is true and is 0
otherwise, i.e., δ = 1 whenever a failure is observed. Let S(t) = P (T > t) be the survival function
of T , G(t) = P (C > t) be the survival function of C, and H(t) = P (U > t) be the survival function
of U .
As discussed in Section 1, estimating the expectation of right-censored data is challenging. The
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standard estimator is not applicable and the naive estimator that ignores the censored observations
1
#{δi = 1}
n∑
i=1
δif(Ti, Zi)
is biased, since longer survival times are more likely to be censored. An alternative to the biased
estimator above is to take a weighted average of the uncensored observations, according to the
inverse of the probability of censoring weighting (IPCW) (Robins et al., 1994).
Let Gˆn(t) be the Kaplan-Meier estimator for G. Recall that Gˆn is a consistent and efficient
estimator for the survival function G (Kosorok, 2008, Chapter 4.3). An estimator of the expectation
of f(T,Z) based on the inverse probability censoring weighting (IPCW) (Robins et al., 1994) is
given by
µˆn(f) ≡ Pn δf(T,Z)
Gˆn(T−)
≡ 1
n
n∑
i=1
δif(Ti, Zi)
Gˆn(Ti−)
,(4)
where Pn is the empirical measure, and Gˆn(t0−) = limt→t0,t<t0 Gˆn(t).
We would like to show that estimator (4) is a “good” estimator. We first prove that this estimator
is asymptotically unbiased, and weakly converges to a normal random variable. Moreover, when f
is a function only of T , we show that it is an efficient estimator. In order to show the last result we
first prove that the estimator (4) has a representation as a Kaplan-Meier functional (Schick et al.,
1988). While the fact that the Kaplan-Meier estimator itself has a representation as an IPCW
estimator (Zhao and Tsiatis, 1997; Satten and Datta, 2001) is known1, our result generalizes it to
a wider class of estimators.
We need the following assumptions:
(A1) The pair (T,Z) is independent of the censoring time C.
(A2) T takes values in the segment [0, τ ] for some finite τ > 0, and H(τ−) > 0.
(A3) The probability that T = C is zero.
The first assumption states that the censoring arises completely at random. This assumption is
reasonable, for example, when the censoring is administrative. The second assumption assures that
there is a positive probability of observing failure time up to time τ . Note that the existence of such
a τ is typical since most studies have a finite time period of observation. Moreover, if some random
variable T ∗ gets values greater than τ , one can always look at T = min{T ∗, τ} (see, for example,
Zhao and Tsiatis, 1997, Section 2, for discussion). Note that having one observation at time τ
1I would like to thank A.A. Tsiatis for pointing out this identity and some of its implications.
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verifies Assumption (A2). Assumption (A3) states that the probability of simultaneous failure
and censoring event is zero. This assumption holds, for example, if either T or C are absolutely
continuous on the segment [0, τ). Even when the distributions of both T and C have finite number
of atoms, the assumption holds for C + ε of some small ε > 0.
Denote Sτ ≡ S(τ−) = P (T ≥ τ), Gτ ≡ G(τ−) = P (C ≥ τ), and Hτ ≡ H(τ−) = P (U ≥ τ).
Note that by Assumption (A1), Sτ · Gτ = Hτ > 0. Denote by Sˆτ and Gˆτ the Kaplan-Meier
estimators of Sτ and Gτ ; and by Hˆτ is the estimator of Hτ based on the cumulative distribution
estimator of U .
Theorem 1. Assume (A1)–(A3) and let P [f(T,Z)2] <∞. Then
1. µˆn
a.s.→ µ(f).
2.
√
n (µˆn(f)− µ(f))  N
(
0, σ2f
)
, where
σ2f ≡ Var(f(T,Z)) + P
[∫ τ
0
(
f(s, Z)− P (f(T,Z)1{T ≥ s})
S(s−)
)2
1{T ≥ s}dΛ
C(s)
G(s)
]
,(5)
and where ΛC is the cumulative hazard function of the censoring variable C.
3. When f is a function only of T ,
µˆn(f) =
∫ τ
0
f(t)dFˆn(t) ,
where Fˆn is the Kaplan-Meier estimator of F ≡ 1 − S. Moreover, µˆn(f) is an efficient
estimator for µ(f).
See proof in Appendix A.1
3. Concentration Inequalities. In the previous section we showed that the IPCW estima-
tor is asymptotically normal. In this section we would like to present non-asymptotical bounds on
the distance of the estimator from its expectation. In Sections 3.1, 3.2, and 3.3, we discuss sim-
ple, empirical, and uniform Hoeffding-type inequalities, respectively. In Section 3.4, we use these
inequalities to prove a Bernstein-type inequality. A discussion appears in Section 3.5.
3.1. Simple Hoeffding-Type Inequality. We start with the following Hoeffeding-type inequality
for right-censored observations:
Theorem 2. Assume (A1)–(A3) and that ‖f‖∞ ≤M . Then for any n ≥ 1 and η > 0 we have
P
(√
nHτ Gˆτ
M
|µˆn(f)− µ(f)| ≥ 3
√
η
2
+
Do
2
)
≤ 9
2
e−η ,
where Do is some universal constant.
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See proof in Appendix A.3.
Note that this result involves the two constants Do and Hτ , as well as the empirical quantity
Gˆτ . The constant Do appears in the Dvoretzky-Kiefer-Wolfowitz-type inequality for Kaplan-Meier
estimator (DKW-KM for short) (Bitouze´ et al., 1999, Theorem 2) which we use in the proof below.
An upper bound on Do is given by Wellner (2007), although this bound is large and simulations
suggest that Do is much smaller. Moreover, Do does not depend on the distributions of T and C.
The constant Hτ does depend on the probability distributions, but since Hτ = E[1{U ≥ τ}] and
the variable 1{U ≥ τ} is fully observed, Hτ can be approximated well. The quantity Gˆτ is random
although it is known for every given sample. Replacing this quantity with a distribution-dependent
quantity can be done using the multiplicative Chernoff bound (Hagerup and Ru¨b, 1990).
Corollary 3. Assume (A1)–(A3) and that ‖f‖∞ ≤ M . Then for any n ≥ 1 and η > 0 we
have
P
(√
nHτ
2
M
|µˆn(f)− µ(f)| ≥ 3
√
η
2
+
Do
2
+ 2
)
≤ 9
2
e−η + e−Hτ/(3n) .
See proof in Appendix A.4.
In the following section we present an empirical version of these inequalities that does not involve
constants that are distribution dependent.
3.2. Empirical Hoeffding-Type Inequality. Before we discuss the empirical Hoeffding-type in-
equality, we need to discuss an empirical version of the DKW-KM inequality. We start by pre-
senting a simplified version of the DKW-KM inequality (see Bitouze´ et al., 1999, Theorem 2 for
details). For every n ≥ 1 and ε > 0,
P (
√
nSτ‖Gˆn −G‖∞ ≥ ε) ≤ 5
2
e−2ε
2+Doε .(6)
Some algebraic manipulations (see details in Appendix A.5) yield the following version of the
DKW-KM inequality.
P
(√
nSτ‖Gˆn −G‖∞ ≥
√
η
2
+
Do
2
)
≤ 5
2
e−η .(7)
The problem with the above inequalities is that they involve the unknown normalization Sτ
which we would like to replace with an empirical quantity. The following lemma presents such an
empirical inequality.
GOLDBERG/CONCENTRATION INEQUALITIES FOR RIGHT CENSORED DATA 7
Lemma 4. For every η > 0, we have
P
(√
nHˆτ‖Gˆn −G‖∞ ≥
√
2η +Do
)
≤ 7
2
e−η .
See proof in Appendix A.6.
Using this empirical version of DKW-KM, we are now ready to present an empirical Hoeffeding-
type inequality for censored observations.
Theorem 5. Assume (A1)–(A3) and that ‖f‖∞ ≤ M . Then for any n ≥ 1, and η > 0, we
have
P
(√
nHˆτ Gˆ
2
τ
M
|µˆn(f)− µ(f)| ≥ 4
√
2η + 3Do
)
≤ 11
2
e−η .
See proof in Appendix A.7.
3.3. Bound on Classes of Functions. So far we bounded the difference between the estimator
µˆn(f) and its expectation µ(f) for some function f . In this section we would like to bound this
difference over a class of functions. More specifically, let F be a class of bounded functions such
that (1) holds for every f ∈ F . We are interested in bounding supf∈F |µˆn(f) − µ(f)|. When F is
finite, one can use the union bound:
P
(
sup
f∈F
√
nHˆτ Gˆ
2
τ
M
|µˆn(f)− µ(f)| ≥ 4
√
2η + 3Do
)
≤
∑
f∈F
P
(√
nHˆτGˆ
2
τ
M
|µˆn(f)− µ(f)| ≥ 4
√
2η + 3Do
)
≤ |F|11
2
e−η ,
(8)
where |F| is the cardinality of F .
When F is not finite, we need to bound the complexity of F . Define an ε-bracket in L2(P ) as
a pair of functions l, u ∈ L2(P ) such that P (l(X) ≤ u(X)) = 1 and P ({l(X) − u(X)}2)1/2 ≤ ε.
Define the bracketing number N[](ε,F , L2(P )) to be the minimum number of ε-brackets in L2(P )
needed to ensure that every f ∈ F lies in at least one bracket (Kosorok, 2008, Chapter 2.2).
Theorem 6. Assume (A1)–(A3) and that ‖f‖∞ ≤M . Assume also that logN[](ε,F , L2(P )) <
γ/ε for some γ > 0. Then, for any n ≥ 1 and η > 0, we have
P
(
sup
f∈F
√
nHτ
2
M
|µˆn(f)− µ(f)| ≥ 3
√
η
2
+ 2Do + 2
)
≤ 5e−η + e−Hτ/(3n) ,
and
P
(√
nHˆτ Gˆ
2
τ
M
sup
f∈F
|µˆn(f)− µ(f)| ≥ 4
√
2η + 4Do
)
≤ 6e−η .
See proof in Appendix A.8.
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3.4. Bernstein-Type Inequality. Using the Hoeffding inequalities we derived in the previous
sections, we are now able to prove the following Bernstein-type inequality for right-censored obser-
vations.
Theorem 7. Assume (A1)–(A3), and that ‖f‖∞ ≤ M . Then for any n ≥ 1 and η > 0, we
have
P

|µˆn(f)− µ(f)| ≥
√
2σ2fη
n
+
M
nHτ
(
2η +
Sτ + Sˆτ
Hτ Hˆτ
(
3
√
η
2
+ 2Do
)√
2η
)
 ≤ 23
2
e−η,
where σ2f is defined in (5).
See proof in Appendix A.9.
Replacing the empirical term Hˆτ in Theorem 7 can be done using the multiplicative Chernoff
bound (Hagerup and Ru¨b, 1990).
Corollary 8. Assume (A1)–(A3), and that ‖f‖∞ ≤ M . Then for any n ≥ 4 and η > 0, we
have
P

|µˆn(f)− µ(f)| ≥
√
2σ2fη
n
+
M
nHτ
(
2η +
2
H2τ
(
3
√
η
2
+ 2Do + 3
)√
2η
) ≤ 23
2
e−η + 2e−Hτ/(3n),
where σ2f is defined in (5).
See proof in Appendix A.10.
3.5. Discussion. We compare the concentration inequalities presented in this section to their
standard counterparts that appear in (2) and (3). All the inequalities present an exponential bound
on the probability that the difference between the expectation and the estimator of the expectation
is larger than some term of interest. For the censored-data inequalities, the estimator µˆn is defined
in (4), while for the standard inequalities the estimator is the sample mean µ¯n. For the Hoeffding
inequalities, the term of interest depends on the magnitudeM of the function f scaled by n−1/2. For
the censored-data Hoeffding inequalities, the term of interest also includes the universal constants
Do, and either constants that depend on the distribution such as Hτ and Gτ , or their empirical
counterparts. The term of interest of the Bernstein inequalities is a sum of two expressions. The first
depends on the (possibly asymptotic) variance of the estimator. The second expression depends on
the magnitude M of the function f scaled by n−1. In the censored-data Bernstein inequality, the
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second expression also depends on the universal constant Do, and on the distribution-dependent
constant Hτ .
The bounds given here are not sharp. The main difficulty we face is that the term Gˆn(T−) that
appears in the denominator of the estimator µˆn(f) is not bounded from below. While improvements
to the constants can be obtained, we preferred to keep the results and the proofs relatively simple.
Moreover, it appears that constants that depend on the distribution cannot be eliminated. This
can be observed, for example, in the Dvoretzky-Kiefer-Wolfowitz-type inequality for Kaplan-Meier
estimator. Note also that while the n−1/2 term in the censored Bernstein inequality is optimal up
to multiplication by a constant, it looks like the expression 1/Hτ that appears in the n
−1 term is
necessary.
4. Application to Empirical Risk Minimization. In the following section we show how to
apply the Hoeffding inequalities which appear in Section 3 to empirical risk minimization (ERM).
Assume that the data consist of n i.i.d. random 4-tuples {(U1, δ1, Z1, Y1), . . . , (Un, δn, Zn, Yn)}
where Yi, i = 1, . . . , n, are random responses that get their values in R. Let F be a compact class
of integrable functions, such that (1) holds for every f ∈ F . Let L : R × R 7→ [0,∞) be a locally
Lipschitz continuous loss such that
L(y, f(t, z)) ≤ B , (y, t, z) ∈ R× [0, τ ] ×Z, f ∈ F ,
sup
y
|L(y, s)− L(y, s′)| ≤ LM |s− s′| , s, s′ ∈ [−M,M ]
(9)
for some constants B and LM . Define the risk with respect to the loss L as RL(f) ≡ P [L(Y, f(T,Z))].
When no censoring is introduced, define the empirical risk minimizer
fn ≡ argmin
f∈F
PnL(Y, f(T,Z)) ,
which exists by compactness of F . Define the ε-covering number of F with respect to the sup norm,
denoted by N (F , ‖ · ‖∞, ε), as the size of the smallest covering of F with sup norm balls of radius
ε > 0. Assume that for all ε > 0
logN (F , ‖ · ‖∞, ε) ≤ aε−p(10)
for some constants a > 1 and p > 0. Then it can be shown that P
(
RL(fn) > inff∈F RL(f)+ε
)→ 0
for every ε > 0 (Steinwart and Chirstmann, 2008, Proposition 6.22).
For censored data we define the function L ◦ f as (y, t, z) 7→ L(y, f(t, z)) for every f ∈ F and
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(y, t, z) ∈ R× [0, τ ] ×Z. Define the empirical risk minimizer fCn for right-censored data as
fCn ≡ argmin
f∈F
µˆn(L ◦ f) .
We have the following oracle inequality.
Lemma 9. Assume (A1)–(A3) and the loss function L satisfies (9). Then, for any n ≥ 1, and
η > 0, with probability of not less than 1− 112 eη,
HˆτGˆ
2
τ
B
∣∣∣∣RL(fCn )− inff∈F RL(f)
∣∣∣∣ ≤ 8
√
2η + 2 logN (F , ‖ · ‖∞, ε) + 6Do√
n
+
4εLM
B
.
See proof in Appendix A.11. As an immediate corollary we obtain that the minimizer of the
empirical risk fCn is consistent.
Corollary 10. Assume (A1)–(A3) and that (10) holds, then
P
(
RL(f
C
n ) > inf
f∈F
RL(f) + ε
)
→ 0 .
5. Concluding Remarks. We presented Hoeffding-type and Bernstein-type inequalities for
right-censored data. While the inequalities are not sharp, they provide a simple tool for developing
and analyzing machine learning algorithms for right-censored data.
Future research questions include sharpening the inequalities obtained in this work (see discus-
sion in Section 3.5). Another research direction is relaxation of the assumption that the failure and
censoring are independent. This can be done, for example, by assuming a model on the censoring
distribution, or by using generalized Kaplan-Meier estimators (Dabrowska, 1987, 1989). A third
research question is how to derive other concentration inequalities such as Talagrand’s inequality.
APPENDIX A: PROOFS
A.1. Proof of Theorem 1. Write
µˆn(f)− µ(f) =(Pn − P )
(
δf(T,Z)
Gˆn(T−)
− δf(T,Z)
G(T−)
)
+ (Pn − P )δf(T,Z)
G(T−) + P
(
δf(T,Z)
Gˆn(T−)
− δf(T,Z)
G(T−)
)
=An +Bn + Cn .
Note that
|An| ≤ sup
t∈[0,τ)
|G(t)− Gˆn(t)|
∣∣∣∣∣(Pn − P ) δf(T,Z)G(T−)Gˆn(T−)
∣∣∣∣∣ ,(11)
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which converges to zero by the consistency of the Kaplan-Meier estimator and Assumption (A2).
A similar argument shows that Cn converges to zero. Finally, Bn converges to zero by the law of
large numbers, which complete the proof of consistency.
For the normality part, we follow Bang and Tsiatis (2000). Let the filtration G(t) be the set of
σ-algebras generated by
{
1{Ci ≤ t},1{Ti ≤ t}, Zi; t ∈ [0, τ ] , i ∈ 1, . . . , n
}
.
Consider the martingale MCi (t) = N
C
i (t) −
∫ t
0 Yi(s)dΛ
C(s), where ΛC is the cumulative hazard
function for the censored distribution, NCi (t) = 1{Ui ≤ t, δ = 0} and Yi(t) = 1{U ≥ t}. Note that
NCi (t) is the counting process for the censoring, and not for the failure events, and by Assump-
tion (A3), Yi(t) is the at-risk process for observing a censoring time. Define M
C(t) =
∑
MCi (t),
NC(t) =
∑
NCi (t), and Y (t) =
∑
Yi(t). Using identity (15) below, the martingale integral repre-
sentation (Gill, 1980, p. 37)
Gˆn(t)−G(t)
G(t)
= −
∫ t
0
Gˆn(u−)dMC(u)
G(u)Y (u)
,
and the relationship
n−1Y (t) = Gˆn(t−)Sˆ(t−) ,(12)
where Sˆ is the Kaplan-Meier estimator of S, we can write
√
n(µˆn(f)− µ(f))
= n−1/2
n∑
i=1
δif(Ti, Zi)
G(Ti)
− n−1/2
n∑
i=1
δif(Ti, Zi)
Gˆn(Ti)
Gˆn(Ti)−G(Ti)
G(Ti)
− n1/2µ(f)
= n−1/2
n∑
i=1
(f(Ti, Zi)− µ(f))
− n−1/2
n∑
i=1
∫ τ
0
f(s, Zi)
dMi(s)
G(s)
+ n−1/2
1
n
n∑
i=1
δif(Ti, Zi)
Gˆn(Ti)
∫ τ
0
1{Ti ≥ s}
Sˆ(s−)G(s)dM
C(s)
= n−1/2
n∑
i=1
(f(Ti, Zi)− µ(f))
− n−1/2
n∑
i=1
∫ τ
0
(
f(s, Zi)− P [f(T,Z)1{T ≥ s}]
S(s)
)
dMi(s)
G(s)
+ n−1/2
∫ τ
0
[
1
n
n∑
i=1
(
δif(Ti, Zi)
Gˆn(Ti)
1{Ti ≥ s}
Sˆ(s−)
)
− P [f(T,Z)1{T ≥ s}]
S(s−)
]
dMC(s)
G(s)
≡ An −Bn + Cn .
(13)
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Note that Cn in the above equation is oP (1). Since An in (13) is G(0)-predictable and Bn is a
martingale, An and Bn are uncorrelated sums of i.i.d. random variables. The variance of An is
Var(f(T,Z)). By Theorem 2.6.2 of Fleming and Harrington (1991) and the central limit theorem,
Var
(∫ τ
0
(
f(s, Z)− P [f(T,Z)1{T ≥ s}]
S(s−)
)
dM(s)
G(s)
)
= P
[∫ τ
0
(
f(s, Z)− P [f(T,Z)1{T ≥ s}]
S(s−)
)2
1{T ≥ s}1{C ≥ s}(1−∆Λ(s)))dΛ
C (s)
G2(s)
]
,
where for a function F , ∆F (s) = F (s) − F (s−). Taking the conditional expectation with respect
to C and noting that (see Eq. 17)
G(s) = G(s−)(1−∆Λ(s))
completes the normality part.
We now show that µˆn(f) =
∫ τ
0 f(t)dFˆn(t) when f is a function only of T . First, note that the
Kaplan-Meier estimator Fˆn has jumps only at time-points in which there are uncensored obser-
vations (Efron, 1967). Let t∗j , j = 1, . . . ,m be the ordered times in which there are uncensored
observations and let n∗j be the number of failures that occurred at time t
∗
j . Then∫ τ
0
f(t)dFˆn(t) =
m∑
j=1
f(t∗j)∆Fˆn(t
∗
j ) .
By the product-limit representation of the Kaplan-Meier estimator (see Satten and Datta, 2001,
Eq. 6)
∆Fˆn(t
∗
j ) = Sˆn(t
∗
j−)
n∗j
Y (t∗j )
,
which by (12) can be written as
∆Fˆn(t
∗
j) =
1
n
n∗j
Gˆn(t∗j)
.
Hence ∫ τ
0
f(t)dFˆn(t) =
1
n
m∑
j=1
f(t∗j)
n∗j
Gˆn(t∗j )
=
1
n
n∑
i=1
δif(Ti)
Gˆn(Ti)
= µˆn(f)(14)
by Assumption (A3).
To see that µˆn(f) is an efficient estimator for µ(f), note that by (14), µˆn(f) is a functional of the
Kaplan-Meier estimator. Since the Kaplan-Meier estimator is efficient (Kosorok, 2008, Chapter 4.3),
and the functional φ : F 7→ ∫ f(t)dF (t) is Hadamard differentiable, (Kosorok, 2008, Lemma 12.3),
the result follows from Theorem 18.6 of Kosorok (2008).
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A.2. Proof of an Identity. We prove identity 3.10.d in Robins and Rotnitzky (1992, p. 313)
for general distributions.
Lemma 11. Let G, the cumulative distribution function of C, be right-continuous and differen-
tiable except at points in a countably infinite set. Then
δi
G(Ti)
= 1−
∫
dMCi (t)
G(t)
.(15)
Proof. First, we show that
1
G(t)
=
1
G(u)
+
∫ t
u
dΛ(s)
G(s)
.(16)
We first assume that G that is differentiable on the segment [u, τ ] except at a finite set of points
u = t0 < t1 < . . . < tm = τ . Denote by g the derivative of 1−G at all points in which it exists. Let
λ(s) = g(s)/G(s−). Then, by Appendix A.1 of Fleming and Harrington (1991), we can write (16)
as
1
G(t)
=
1
G(u)
+
∫ t
u
λ(s)ds
G(s)
+
m∑
i=1
∆Λ(ti)
G(ti)
=
m∑
i=1
(∫ ti
ti−1
λ(s)ds
G(s)
+
∆Λ(ti)
G(ti)
)
.
Using integration, it is easy to show that (Robins and Rotnitzky, 1992, Eq. 3.10.a)
∫ ti
ti−1
λ(s)ds
G(s)
=
1
G(ti−) −
1
G(ti−1)
.
Using the product integral representation (Kosorok, 2008, Chapter 12.2.3), we can write
G(ti) = e
− ∫ ti
0
λ(s)ds
∏
tj :j≤i
{1−∆Λ(tj)} .
Hence,
∆Λ(ti)
G(ti)
=
∆Λ(ti)
e−
∫ ti
0
λ(s)ds
∏
tj :j≤i (1−∆Λ(tj))
=
1− (1−∆Λ(ti)){
e−
∫ ti
0
λ(s)ds
∏
tj :j<i
(1−∆Λ(tj))
}
(1−∆Λ(ti))
=
1
G(ti)
− 1
G(ti−) .
(17)
Thus, we conclude that
∫ ti
ti−1
λ(s)ds
G(s)
+
∆Λ(ti)
G(ti)
=
1
G(ti)
− 1
G(ti−1)
,
which proves (16) when G is differentiable except at a finite set of points. The result also follows
when the set at which G is not differentiable is countable by bounding G from below and from
above by functions that have finite sets of non-differentiability, and taking the limit.
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Write
δi
G(Ui)
+
1− δi
G(Ui)
=
1
G(Ui)
=
1
G(0)
+
∫ Ui
0
dΛ(s)
G(s)
.
Hence,
δi
G(Ui)
= 1−
(
1− δi
G(Ui)
−
∫
1{Ui ≥ s}dΛ(s)
G(s)
)
= 1−
∫
dMCi (s)
G(s)
.
The result follows since δi/G(Ui) = δi/G(Ti).
A.3. Proof of Theorem 2. Define
Ωn =
{
Sτ sup
0<t≤τ
|Gˆn(t−)−G(t−)| ≤
√
η/2 +Do/2√
n
}
,
and note that by (7),
P (Ωn) > 1− 5
2
e−η .(18)
Write
|µˆn(f)− µ(f)| ≤
∣∣∣∣∣Pn δf(T,Z)Gˆn(T−) − Pn
δf(T,Z)
G(T−)
∣∣∣∣∣+
∣∣∣∣Pn δf(T,Z)G(T−) − P δf(T,Z)G(T−)
∣∣∣∣ ≡ An(f) +Bn(f) ,
(19)
where we use the fact µ(f) = P [δf(T,Z)/G(T−)], which follows from Assumption (A1) by condi-
tional expectations. Then
P
(√
nHτ Gˆτ
M
|µˆn(f)− µ(f)| ≥ 3
√
η
2
+
Do
2
)
≤ P
(√
nHτ Gˆτ
M
An(f) ≥
√
η
2
+
Do
2
∣∣∣∣∣Ωn
)
P (Ωn) + P
(√
nHτ Gˆτ
M
Bn(f) ≥ Sτ
√
2η
∣∣∣∣∣Ωn
)
P (Ωn) + P (Ω
C
n ) .
(20)
We start by bounding the first expression. Note that
An(f) ≤ Pn
∣∣∣∣∣ δf(T,Z)G(T−)Gˆn(T−)
∣∣∣∣∣ |G(T−)− Gˆn(T−)| ≤ MGˆτGτ ‖G − Gˆn‖∞ .(21)
Hence,
P
(√
nHτ Gˆτ
M
An(f) ≥
√
η
2
+
Do
2
∣∣∣∣∣Ωn
)
P (Ωn) ≤ P
(√
nSτ‖G− Gˆn‖∞ ≥
√
η
2
+
Do
2
∣∣∣∣Ωn
)
P (Ωn) = 0 ,
(22)
where the inequality follows from (21), and the equality follows from the definition of Ωn.
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Recall that Bn(f) ≡ |(Pn − P )δf(T,Z)/G(T−)|. Hence
P
(√
nGˆτHτ
M
Bn(f) ≥ Sτ
√
2η
∣∣∣∣∣Ωn
)
P (Ωn) ≤ P
(√
nSτGτ
M
∣∣∣∣(Pn − P )δf(T,Z)G(T−)
∣∣∣∣ ≥ Sτ√2η
)
≤ P
(∣∣∣∣(Pn − P )δf(T,Z)G(T−)
∣∣∣∣ ≥ MGτ
√
2η
n
)
≤ 2e−η ,
(23)
where the last inequality follows from the standard Hoeffding inequality (2), and where we used
the fact that |δf(T,Z)/G(T )| < M/Gτ .
The result follows by substituting (18), (22), and (23), in (20).
A.4. Proof of Corollary 3. Define Ψn = {Hτ ≤ (1 + 1√n)Hˆτ} and note that by the multi-
plicative Chernoff bound (Hagerup and Ru¨b, 1990, Eq. 6)
P (Ψn) ≥ 1− e−Hτ /(3n) .(24)
Write
P
(√
nHτ
2
M
|µˆn(f)− µ(f)| ≥ 3
√
η
2
+
Do
2
+ 2
)
≤ P
(√
nHτ
2
M
|µˆn(f)− µ(f)| ≥ 3
√
η
2
+
Do
2
+ 2
∣∣∣∣Ψn
)
P (Ψn) + P (Ψ
C
n )
≤ P


√
nHτ
(
1 + 1√
n
)
Hˆτ )
M
|µˆn(f)− µ(f)| ≥ 3
√
η
2
+
Do
2
+ 2

+ P (ΨCn )
≤ P
(√
nHτ Gˆτ
M
|µˆn(f)− µ(f)| ≥ 3
√
η
2
+
Do
2
+ 2− HτHˆτ
M
|µˆn(f)− µ(f)|
)
+ P (ΨCn )
≤ P
(√
nHτ Gˆτ
M
|µˆn(f)− µ(f)| ≥ 3
√
η
2
+
Do
2
)
+ P (ΨCn )
(25)
where we used the fact that Gˆτ ≥ Hˆτ and that Hτ HˆτM |µˆn(f)− µ(f)| ≤ 2. By Theorem 2 and (24),
the last line of (25) is bounded by (9/2)e−η + e−Hτ/3n, which concludes the proof.
A.5. Proof of (7). For η > 0, write
ε =
√
η
2
+
(
Do
4
)2
+
Do
4
⇔ε− Do
4
=
√
η
2
+
(
Do
4
)2
⇔ε2 − 2εDo
4
+
(
Do
4
)2
=
η
2
+
(
Do
4
)2
⇔2ε2 − εDo = η .
(26)
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Using the fact that
√
x+ y ≤ √x+√y we obtain that
ε =
√
η
2
+
(
Do
4
)2
+
Do
4
≤
√
η
2
+
Do
4
+
Do
4
=
√
η
2
+
Do
2
,
Consequently, for η = 2ε2 −Doε,
P
(√
nSτ‖Gˆn −G‖∞ ≥
√
η
2
+
Do
2
)
≤ P
(√
nSτ‖Gˆn −G‖∞ ≥ ε
)
≤ 5
2
e−{2ε
2−Doε} ≤ 5
2
e−η .
A.6. Proof of Lemma 4. Define Ωn = {Hτ +ε/(2
√
n) ≥ Hˆτ}, and note that by the standard
Hoeffeding inequality P (Ωn) > 1− e−ε2/2. Write
P
(√
nHˆτ‖Gˆn −G‖∞ ≥ ε
)
≤ P
(√
nHˆτ‖Gˆn −G‖∞ ≥ ε
∣∣∣Ωn)P (Ωn) + e−ε2/2
≤ P
(√
n
(
Hτ + ε/(2
√
n)
) ‖Gˆn −G‖∞ ≥ ε∣∣∣Ωn)P (Ωn) + e−ε2/2
≤ P
(√
nHτ‖Gˆn −G‖∞ ≥ ε
(
1− 1
2
‖Gˆn −G‖∞
))
+ e−ε
2/2
≤ P
(√
nSτ‖Gˆn −G‖∞ ≥ ε
2
)
+ e−ε
2/2
≤ e−ε2/2
(
1 +
5
2
eDoε/2
)
<
7
2
e−ε
2/2+Doε/2 ,
where we used the fact that ‖Gˆn −G‖∞ < 1. Similarly to (26), for η > 0, write
ε
2
=
√
η
2
+
(
Do
4
)2
+
Do
4
⇒ η = ε
2
2
− Doε
2
,(27)
and note that ε ≤ √2η +Do. Thus,
P
(√
nHˆτ‖Gˆn −G‖∞ ≥
√
2η +Do
)
≤ P
(√
nHˆτ‖Gˆn −G‖∞ ≥ ε
)
≤ 7
2
e−ε
2/2+Doε/2 =
7
2
e−η ,
which completes the proof.
A.7. Proof of Theorem 5. Define
∆n =
{
Hˆτ sup
0<t≤τ
|Gˆn(t−)−G(t−)| ≤
√
2η +Do√
n
}
,(28)
and note that by Lemma 4,
P (∆n) ≥ 1− 7
2
e−η .(29)
Let
Γn =
{
Hˆτ Gˆτ < HˆτGτ +
√
2η +Do√
n
}
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and note ∆n ⊂ Γn. Write
P
(√
nHˆτ Gˆ
2
τ
M
|µˆn(f)− µ(f)| ≥ 4
√
2η + 3Do
)
≤ P
(√
nHˆτ Gˆ
2
τ
M
|µˆn(f)− µ(f)| ≥
√
2η +Do +
Gˆτ |µˆn(f)− µ(f)|
2M
2
(√
2η +Do
)
+ Gˆτ Hˆτ
√
2η
)
≤ P
(√
nGˆτ
M
(
Hˆτ Gˆτ −
√
2η +Do√
n
)
|µˆn(f)− µ(f)| ≥
√
2η +Do + Gˆτ Hˆτ
√
2η
)
,
where we used the fact that Gˆτ |µˆn(f)−µ(f)|2M ≤ 1. Using the decomposition (19), and conditioning on
∆n, we have
P
(√
nGˆτ
M
(
HˆτGˆτ −
√
2η +Do√
n
)
|µˆn(f)− µ(f)| ≥
√
2η +Do + Gˆτ Hˆτ
√
2η
)
≤ P
(√
nGˆτ
M
(
Hˆτ Gˆτ −
√
2η +Do√
n
)
An(f) ≥
√
2η +Do
∣∣∣∣∣∆n
)
P (∆n)
+ P
(√
nGˆτ
M
(
Hˆτ Gˆτ −
√
2η +Do√
n
)
Bn(f) ≥ Gˆτ Hˆτ
√
2η
∣∣∣∣∣∆n
)
P (∆n)
+ P (∆Cn ) .
(30)
We start by bounding the first expression.
P
(√
nGˆτAn(f)
M
(
HˆτGˆτ −
√
2η +Do√
n
)
≥
√
2η +Do
∣∣∣∣∣∆n ∩ Γn
)
P (∆n)
≤ P
(√
nHˆτ GˆτGτAn(f)
M
≥
√
2η +Do
∣∣∣∣∣∆n
)
P (∆n)
≤ P
(√
nHˆτ‖G− Gˆn‖∞ ≥
√
2η +Do
∣∣∣∆n)P (∆n) = 0 ,
(31)
where the first inequality follows from the definition of Γn, the second inequality follows from (21),
and the equality follows from the definition of ∆n.
Recall that Bn(f) ≡ |(Pn − P )δf(T,Z)/G(T−)|. Hence
P
(√
nGˆτ
M
(
Hˆτ Gˆτ −
√
2η +Do√
n
)
Bn(f) ≥ Gˆτ Hˆτ
√
2η
∣∣∣∣∣∆n
)
P (∆n)
≤ P
(√
nGˆτ
M
HˆτGτ
∣∣∣∣(Pn − P )δf(T,Z)G(T−)
∣∣∣∣ ≥ Gˆτ Hˆτ√2η
)
≤ P
(∣∣∣∣(Pn − P )δf(T,Z)G(T−)
∣∣∣∣ ≥ MGτ
√
2η
n
)
≤ 2e−η ,
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where the first inequality follows from the definition of ∆n, the second inequality follows from (21),
and the last inequality follows from the standard Hoeffding inequality, where we use the fact that
|δf(T,Z)/G(T−)| ≤M/Gτ .
The result follows by substituting (29) and the two bounds above in (30).
A.8. Proof of Theorem 6. We prove the second assertion, the first follows using the same
arguments. Using (30) one can show that
P
(√
nHˆτ Gˆ
2
τ
M
sup
f∈F
|µˆn(f)− µ(f)| ≥ 4
√
2η + 4Do
)
≤ P
(√
nHˆτGτ Gˆτ
M
sup
f∈F
An(f) ≥
√
2η +Do
∣∣∣∣∣∆n
)
P (∆n)
+ P
(√
nHˆτGτ Gˆτ
M
sup
f∈F
Bn(f) ≥ Gˆτ Hˆτ (
√
2η +D0)
∣∣∣∣∣∆n
)
P (∆n)
+ P (∆Cn ) ,
(32)
where An, and Bn are defined in (19) and ∆n is defined in (28). For the first term in the RHS
of (32), note that the bound of the first term in (31) holds even when taking the supremum over
the class F . For the second term, by Corollary 2 of Bitouze´ et al. (1999),
P
(√
nGτ
√
n
2M
sup
f∈F
∣∣∣∣(Pn − P )δf(T,Z)G(T−)
∣∣∣∣ ≥ ε
)
≤ 5
2
e−2ε
2+Doε .
For η > 0, define ε as in (26), and note that ε <
√
η/2 +Do/2. Hence,
P
(√
nGτ
M
sup
f∈F
∣∣∣∣(Pn − P )δf(T,Z)G(T−)
∣∣∣∣ ≥√2η +Do
)
= P
(√
nGτ
2M
sup
f∈F
∣∣∣∣(Pn − P )δf(T,Z)G(T−)
∣∣∣∣ ≥
√
η
2
+
Do
2
)
≤ P
(
Gτ
√
n
2M
sup
f∈F
∣∣∣∣(Pn − P )δf(T,Z)G(T−)
∣∣∣∣ ≥ ε
)
≤ 5
2
e−η .
We obtained a bound for the first and second terms of the RHS of (32). The bound for the third
term is given in (29), which concludes the proof.
The following result, which will be needed later, can be obtained using the same arguments
applied to the setting of Theorem 2.
P
(√
nHτ Gˆτ
M
sup
f∈F
|µˆn(f)− µ(f)| ≥ 3
√
η
2
+ 2Do
)
≤ 5e−η .(33)
A.9. Proof of Theorem 7. Recall that by (13),
√
n(µˆn(f)− µ(f)) = An(f)−Bn(f) + Cn(f) ,
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where
An(f) = n
−1/2
n∑
i=1
(f(Ti, Zi)− µ(f))
Bn(f) = n
−1/2
n∑
i=1
∫ τ
0
(
f(s, Zi)− P [f(T,Z)1{T ≥ s}]
S(s)
)
dMi(s)
G(s)
Cn(f) =n
−1/2
∫ τ
0
[
1
n
n∑
i=1
(
δjf(Ti, Zi)
Gˆn(Ti)
1{Ti ≥ s}
Sˆ(s−)
)
− P [f(T,Z)1{T ≥ s}]
S(s−)
]
dMC(s)
G(s)
.
We would like to bound the expressions An(f), Bn(f), and Cn(f). For An(f), recall that |f(t, z)| <
M . For Bn(f), by (12) and Assumption (A3) we have
n−
1
2
∫ τ
0
dMC(s)
G(s)
= n−
1
2
n∑
1=1
∫ τ
0
dMCi (s)
G(s)
= n−
1
2
n∑
i=1
(
1− δi
G(Ti−)
)
.(34)
Using conditional expectations and the fact that 1/G(Ti−) < 1/Gτ we obtain that
E
(
1− δi
G(Ti−)
)
= E
{
E
(
1− δi
G(Ti−)
∣∣∣∣Ti
)}
= 0 ,∣∣∣∣1− δiG(Ti−)
∣∣∣∣ ≤ 1Gτ .
Hence, ∣∣∣∣
∫ τ
0
(
f(s, Zi)− P [f(T,Z)1{T ≥ s}]
S(s)
)
dMi(s)
G(s)
∣∣∣∣ ≤ 2MHτ .
Using Bernstein’s inequality (3),
P
(
|An(f) +Bn(f)| ≥
√
2σ2fη +
2Mη
3
√
n
+
4Mη
3Hτ
√
n
)
≤ P
(
|An(f) +Bn(f)| ≥
√
2σ2fη +
2Mη
Hτ
√
n
)
≤ 2e−η .
We now bound Cn. Note that
|Cn(f)| ≤n−1/2 sup
s∈[0,τ ]
∣∣∣∣∣ 1n
n∑
i=1
(
δjf(Ti, Zi)
Gˆn(Ti)
1{Ti ≥ s}
Sˆ(s−)
)
− P [f(T,Z)1{T ≥ s}]
S(s−)
∣∣∣∣∣
∣∣∣∣
∫ τ
0
dMC(s)
G(s)
∣∣∣∣ .
Define
fs(t, z) = f(t, z)1{t ≥ s} .
Using this notation,∣∣∣∣∣ 1n
n∑
i=1
(
δjf(Ti, Zi)
Gˆn(Ti)
1{Ti ≥ s}
Sˆ(s−)
)
− P [f(T,Z)1{T ≥ s}]
S(s)
∣∣∣∣∣ =
∣∣∣∣∣ µˆn(fs)Sˆ(s−) −
µ(fs)
S(s−)
∣∣∣∣∣
≤
∣∣∣∣∣ µˆn(fs)Sˆ(s−) −
µˆn(fs)
S(s−)
∣∣∣∣∣+
∣∣∣∣ µˆn(fs)S(s−) − µ(fs)S(s−)
∣∣∣∣
≤ 1
S(s−)


∣∣∣Sˆ(s−)− S(s−)∣∣∣
Sˆτ
2M
Gˆτ
+ |µˆn(fs)− µ(fs)|


≤ 1
Sτ
(
2M
Hˆτ
‖Sˆ − S‖∞ + |µˆn(fs)− µ(fs)|
)
.
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By (7), replacing the roles of S and G,
P
(√
n
Sτ
2M
Hˆτ
‖Sˆ − S‖∞ ≥ 2M
Hτ Hˆτ
(√
η
2
+
Do
2
))
= P
(√
nGτ‖Sˆ − S‖∞ ≥
√
η
2
+
Do
2
)
≤ 5
2
e−η
Define the class of functions F = {fs : s ∈ [0, τ ]} and let F1 = {g(t) = 1{t ≥ s} : s ∈ [0, τ ]}.
Note that F1 is a class of monotonic functions and that F = f · F1. Using Theorem 9.24 and
Lemma 9.25 of Kosorok (2008), we conclude that logN[](ε,F , L2(P )) < γ/ε for some γ > 0. Hence,
by (33),
P
(
sup
fs∈F
√
n
Sτ
|µˆn(fs)− µ(fs)| ≥ M
HτSτ Gˆτ
(
3
√
η
2
+ 2Do
))
= P
(
sup
fs∈F
√
nHτ Gˆτ
M
|µˆn(fs)− µ(fs)| ≥ 3
√
η
2
+ 2Do
)
≤ 5e−η .
Using (34) and (2), we have
P
(
n−
1
2
∣∣∣∣
∫ τ
0
dMC(s)
G(s)
∣∣∣∣ ≥
√
η
2G2τ
)
≤ 2e−η .
Note that for two random variables A1 and A2, and two constants a1 > 0 and a2 > 0, we have
P (A1A2 ≥ a1a2) ≤ P (A1 ≥ a1 ∪A2 ≥ a2) ≤ P (A1 ≥ a1) + P (A2 ≥ a2) .
Therefore,
P
(
|Cn(f)| ≥ M√
nHτ Gˆτ
Sτ + Sˆτ
Sτ Sˆτ
(
3
√
η
2
+ 2Do
)√
2η
G2τ
)
≤ P
(√
n
Sτ
(
2M
Hˆτ
‖Sˆ − S‖∞ + |µˆn(fs)− µ(fs)|
)
≥ M
Hτ Gˆτ
(
1
Sˆτ
+
1
Sτ
)(
3
√
η
2
+ 2Do
))
+ P
(
n−
1
2
∣∣∣∣
∫ τ
0
dMC(s)
G(s)
∣∣∣∣ ≥
√
2η
G2τ
)
≤ P
(√
n
Sτ
2M
Hˆτ
‖Sˆ − S‖∞ ≥ 2M
Hτ Hˆτ
(√
η
2
+
Do
2
))
+ P
(
sup
fs∈F
√
n
Sτ
|µˆn(fs)− µ(fs)| ≥ M
HτSτ Gˆτ
(
3
√
η
2
+ 2Do
))
+ 2e−η ≤ 19
2
e−η .
Summarizing,
P

|µˆn(f)− µ(f)| ≥
√
2σ2fη
n
+
2Mη
Hτn
+
M
n
Sτ + Sˆτ
H2τ Hˆτ
(
3
√
η
2
+ 2Do
)√
2η


≤ P
(
|An(f) +Bn(f)| ≥
√
2σ2fη +
2Mη
Hτ
√
n
)
+ P
(
|Cn(f)| ≥ M√
nHτ Gˆτ
Sτ + Sˆτ
Sτ Sˆτ
(
3
√
η
2
+ 2Do
)√
2η
G2τ
)
≤ 23
2
e−η .
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A.10. Proof of Corollary 8. From the proof of Theorem 7, we can conclude that
P

|µˆn(f)− µ(f)| ≥
√
2σ2fη
n
+
2Mη
Hτn
+
2M
nH3τ
(
3
√
η
2
+ 2Do + 3
)√
2η


≤ P
(√
n
Sτ
2M
Hˆτ
‖Sˆ − S‖∞ ≥ 2M
Hτ
2Sτ
(√
η
2
+
Do
2
+ 2
))
+ P
(
sup
fs∈F
√
n
Sτ
|µˆn(fs)− µ(fs)| ≥ M
Hτ
2Sτ
(
3
√
η
2
+ 2Do + 2
))
+ 4e−η ,
(35)
where the 4e−η term is obtained from the bounds on |An(f)+Bn(f)| and n−1/2
∣∣∫ τ
0 dM
C(s)/G(s)
∣∣.
We start by bounding the first expression on the RHS of (35). For n ≥ 2, define Ξn = {(1+1/(
√
n−
1))Hˆτ ≥ Hτ} , and note that by the multiplicative Chernoff inequality (Hagerup and Ru¨b, 1990,
Eq. 7)
P (Ξn) = P
((
1 +
1√
n− 1
)
Hˆτ ≥ Hτ
)
= P
(
Hˆτ ≥
(
1− 1√
n
)
Hτ
)
≤ 1− e−Hτ/(2n) .
Hence,
P
(√
n
Sτ
2M
Hˆτ
‖Sˆ − S‖∞ ≥ 2M
Hτ
2Sτ
(√
η
2
+
Do
2
+ 2
))
≤ P
(√
nGτ
Hτ
Hˆτ
‖Sˆ − S‖∞ ≥
√
η
2
+
Do
2
+ 2
∣∣∣∣Ξn
)
P (Ξn) + P (Ξ
C
n )
≤ P
(√
nGτ
(
1 +
1√
n− 1
)
‖Sˆ − S‖∞ ≥
√
η
2
+
Do
2
+ 2
∣∣∣∣Ξn
)
P (Ξn) + P (Ξ
C
n )
≤ P
(√
nGτ‖Sˆ − S‖∞ ≥
√
η
2
+
Do
2
+ 2−
√
n√
n− 1Gτ‖Sˆ − S‖∞
)
+ e−Hτ/(2n)
≤ P
(√
nGτ‖Sˆ − S‖∞ ≥
√
η
2
+
Do
2
)
+ e−Hτ/(2n) ≤ 5
2
e−η + e−Hτ/(2n) .
(36)
For the second expression on the RHS of (35), by Corollary 3,
P
(
sup
fs∈F
√
n
Sτ
|µˆn(fs)− µ(fs)| ≥ M
Hτ
2Sτ
(
3
√
η
2
+Do + 2
))
= P
(
sup
fs∈F
√
nH2τ
M
|µˆn(fs)− µ(fs)| ≥ 3
√
η
2
+Do + 2
)
≤ 5e−η + e−Hτ/(3n) .
(37)
The result follows by substituting (36) and (37) in (35).
A.11. Proof of Lemma 9. Let f0 = argminf∈F RL(f), which exists since RL is continuous
by Lemma 2.19 of Steinwart and Chirstmann (2008), and F is compact. Note that
RL(f
C
n )−RL(f0) ≤RL(fCn )− µˆn(L ◦ fCn (T,Z)) + µˆn(L ◦ f0)−RL(f0)
≤2 sup
f∈F
|µˆn(L ◦ f)− µ(L ◦ f)| .
(38)
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Since N (F , ‖ ·‖∞, ε) <∞, there is a finite set of functions Fε ⊂ F such that for every f ∈ F , there
is a function f∗ ∈ Fε for which ‖f − f∗‖ ≤ ε. Write
|µˆn(L ◦ f)− µ(L ◦ f)| ≤ |µˆn(L ◦ f)− µˆn(L ◦ f∗)|+ |µˆn(L ◦ f∗)− µ(L ◦ f∗)|+ |µ(L ◦ f∗)− µ(L ◦ f)|
≤LMε
Gˆτ
+ |µˆn(L ◦ f∗)− µ(L ◦ f∗)|+ LMε ,
(39)
where we used the locally Lipschitz continuity part of (9). Substituting (39) in (38), we obtain
RL(f
C
n )−RL(f0) ≤
2LMε
Gˆτ
+ 2 sup
f∗∈Fε
|µˆn(L ◦ f∗)− µ(L ◦ f∗)|+ 2LMε .
Recall that by (9), L ◦ f ≤ B. Using the union bound (8),
P
(
Hˆτ Gˆ
2
τ
B
(
RL(f
C
n )−RL(f0)
) ≥ 8√2η∗ + 6Do√
n
+
4εLM
B
)
≤ P
(
Hˆτ Gˆ
2
τ
B
(
2LMε
Gˆτ
+ 2 sup
f∗∈Fε
|µˆn(L ◦ f∗)− µ(L ◦ f∗)|+ 2LMε
)
≥ 8
√
2η∗ + 6Do√
n
+
4εLM
B
)
≤ P
(
sup
f∈Fε
Hˆτ Gˆ
2
τ
B
|µˆn(L ◦ f∗)− µ(L ◦ f∗)| ≥ 4
√
2η∗ + 3Do√
n
)
≤ 11
2
N (F , ‖ · ‖∞, ε)e−η∗ .
The result follows by substituting η = η∗ − logN (F , ‖ · ‖∞, ε).
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