ABSTRACT. In this expository note, we explain the so-called Van den Bergh functor, which enables the formalization of the Kontsevich-Rosenberg principle, whereby a structure on an associative algebra has geometric meaning if it induces standard geometric structures on its representation spaces. Crawley-Boevey, Etingof and Ginzburg proved that bi-symplectic forms satisfy this principle; this implies that bi-symplectic algebras can be regarded as noncommutative symplectic manifolds. In this note, we use the Van den Bergh functor to give an alternative proof.
INTRODUCTION
Noncommutative geometry is a confuse term which is used in different settings with different meanings. For this reason, we should start by delimiting the meaning of "noncommutative" in this note.
We will interested in noncommutative algebraic geometry, meaning that our basic object will be a (finitely generated) associative algebra as commutative algebras are the basic objects in familiar algebraic geometry. Nevertheless, following [Gi05] , we should distinguish two approaches to this fascinating area. Noncommutative geometry "in the small" is devoted to generalize conventional algebraic geometry to the noncommutative realm; typically noncommutative deformations (called quantizations) of their commutative counterparts. On the other hand, noncommutative geometry "in the large" is not a generalization of the commutative theory. In fact, we may mean that it is parallel to the conventional one; whereas the former is governed by the operad of associative algebras (not necessarily commutative) algebras, the latter is ruled by the operad commutative algebras. This explains why some authors (e.g. [Ta17] ) prefer the name "associative geometry". Regarding this note, as it was pointed out in [ACF15] , in a heuristic way, noncommutative algebraic geometry is devoted to the study of associative algebras as if they were algebras of functions on varieties or schemes, i.e., a finitely generated associative algebra is viewed as the algebra of functions on a finite-type "noncommutative affine scheme". The definition of noncommutative (not necessarily affine) spaces is a major and intricate topic which we will not explore here (see [Ro98] and [Ka98] for some interesting approaches). Sketchy, (see [Smi] , Chapter 3), the idea is that noncommutative spaces are made manifest by the modules that live on them in the same way that the properties of a commutative scheme are manifested by the category of quasi-coherent modules on it. Now, the modules over a noncommutative space form, by definition, an abelian category, which is the basic object of study in noncommutative geometry. Hence, the motto would be that noncommutative spaces are abelian categories. So some interesting abelian, triangulated or differential graded categories may be interpreted as noncommutative objects.
The author is supported by IMPA and CAPES through their postdoctorate of excellence fellowships at UFRJ. 1 The aim of this expository note is two-fold. We want to introduce noncommutative algebraic geometry based on the key notion of double derivations on associative algebras, and then formulate the definition of bi-symplectic forms, the noncommutative analogues of symplectic forms. So, this document may be regarded as a continuation of other expository works as [Gi05] or [Ta17] which dealt with derivations. Secondly, it is a reflection on the Kontsevich-Rosenberg principle, which establishes a bridge between the noncommutative and commutative settings. The ultimate goal of this work is to present the Van den Bergh functor that realizes and formalizes this principle, and allows us to give a more natural proof of that bi-symplectic forms satisfy the Kontsevich-Rosenberg principle (this was originally proved in [CBEG07] , Theorem 6.4.3 (ii)). We will follow closely the approach given by Berest, Ramadoss and his coauthors (see [BFR14] ). Hopefully, this expository note may be used as an introduction to their insightful works.
Contents. In Section §2, we start by introducing some notions and notations that will be used throughout. Section §3 shows that the space of representations of a double quiver is the cotangent bundle of the representation space of the underlying quiver. Following [ACF17] , the aim of Section §4 is to define the key notion of bi-symplectic algebras, giving a friendly introduction to noncommutative algebraic geometry based on double derivations. In the next section, we construct the scheme of representations of a (finitely generated) algebra as the representing object of a functor. In Section §6, we introduce the Van den Bergh functor, which is representable, allowing us to formalize the Kontsevich-Rosenberg principle, as it will be showed in §7. Then we proved that bi-symplectic forms are the noncommutative analogues of conventional symplectic forms, since they satisfy the Kontsevich-Rosenberg principle.
Disclaimer. These notes have a expository character and no originality is intended. The author wishes to give a coherent survey on noncommutative algebraic geometry based on double derivations, as in [CBEG07, VdB08] , which may be useful to post-graduate students or beginners in the area. As the results are extracted from original articles, we tried to give the exact reference where the reader can learn the proof. In a sequel of this note, we shall plan to give an introduction to the Kontsevich-Rosenberg principle for double Poisson algebras (in the sense of [VdB08] ), using the Van den Bergh functor.
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NOTATION AND CONVENTIONS
2.1. Algebras. Let k be a field of characteristic zero. An associative algebra over k is a k-vector space A together with a bilinear map m : A × A → A, (a, b) → ab, such that (ab)c = a(bc). A unit in an associative algebra A is an element 1 ∈ A such that 1a = a1 = a. From now on, by an algebra A we will mean a finitely generated (over k) associative algebra with a unit. A basic example of an associative algebra is the algebra End V of endomorphisms of a k-vector space V to itself (the multiplication is given by the composition). The free algebra k x 1 , x 2 , ..., x n is an associative algebra, whose basis consists of words in letters x 1 , ..., x n , and multiplication in this basis is simply the concatenation of words. A homomorphism of algebras f : A → B is a linear map such that f (xy) = f (x)f (y) for all x, y ∈ A, and f (1 A ) = 1 B . The category of associative (resp. commutative) k-algebras will be denoted Alg k (resp. CommAlg k ). As usual Sets denotes the category of sets.
The unadorned symbols ⊗ = ⊗ k , Hom = Hom k , will denote the tensor product and the space of linear homomorphisms over the base field. The opposite algebra and the enveloping algebra of an associative algebra A will be denoted A op and A e := A ⊗ A op , respectively. The category of A-bimodules will be denoted Bimod(A). Also, we identify left A e -modules with A-bimodules.
The A-bimodule A ⊗ A has two A-bimodule structures, called the outer bimodule structure (A ⊗ A) out and the inner bimodule structure (A ⊗ A) inn , which correspond to the left A e -module structure A e A e and right A e -module structure (A e ) op A e = (A e ) A e , respectively. More explicitly,
Let M be an A-bimodule, we define the bidual of M as:
where the A-bimodule structure on M ∨ in induced by the one in (A ⊗ A) inn . An A-bimodule M is called symmetric if am = ma for every a ∈ A and m ∈ M. Finally, Mat N (k) denotes the algebra of N × N matrices with entries in the field k.
2.2. Quivers. In this subsection, we establish some well-known notions and results which enable us to fix notation. We will closely follow the modern references [ARS95] and [ASS06] .
A quiver Q consists of a set Q 0 of vertices, a set Q 1 of arrows and two maps t, h : Q 1 → Q 0 assigning to each arrow a ∈ Q 1 , its tail and its head. We write a : i → j to indicate that an arrow a ∈ Q 1 has tail i = t(a) and head j = h(a). Given an integer ℓ ≥ 1, a non-trivial path of length ℓ in Q is an ordered sequence of arrows
and is represented pictorially as follows.
For each vertex i ∈ Q 0 , e i is the trivial path in Q, with tail and head i, and length 0. A path in Q is either a trivial path or a non-trivial path in Q. The path algebra kQ is the associative algebra with underlying vector space kQ = paths p kp, that is, kQ has a basis consisting of all the paths in Q, with the product pq of two non-trivial paths p and q given by the obvious path concatenation if t(p) = h(q), pq = 0 otherwise, pe t(p) = e h(p) p = p, pe i = e j p = 0, for non-trivial paths p and i, j ∈ Q 0 such that i = t(p), j = h(p), and e i e i = e i , e i e j = 0 for all i, j ∈ Q 0 if i = j. We will always assume that a quiver Q is finite, i.e. its vertex and arrow sets are finite, so kQ has a unit
Define vector spaces
Then R Q ⊂ kQ is a semisimple commutative (associative) algebra, because it is the subalgebra spanned by the trivial paths, which are a complete set of orthogonal idempotents of kQ, i.e. e 2 i = e i , e i e j = 0 for i = j, and, by (2.3),
Furthermore, as V Q is a vector space with basis consisting of the arrows, it is an R Q -bimodule with multiplication e j ae i = a if a : i → j and e i ae j = 0 otherwise, and the path algebra is the tensor algebra of the bimodule
where a path p = a ℓ · · · a 1 ∈ kQ is identified with a tensor product
Let A = kQ. It is well known 1 that the decomposition
is a decomposition of the A-module A A as a direct sum of pairwise non-isomorphic indecomposable projective A-modules. Note that the vector space underlying Ae i has a basis consisting of all the paths in Q with tail i. In fact, {Ae i | i ∈ Q 0 } is a complete set of indecomposable finitely generated A-modules up to isomorphism (see, for instance, [ASS06] ). Furthermore, the evaluation map
is a natural isomorphism, for all i ∈ Q 0 and all A-modules M.
REPRESENTATIONS OF DOUBLE QUIVERS
3.1. Representations of quivers. Let Q = (Q 0 , Q 1 , h, t) be a fixed quiver whose path algebra will be denoted kQ. A representation of a quiver Q is the following collection of data
We denote the representation by V . A morphism of representations f : V → W is a collection of linear operators f i : V i → W i which commute with the operators
Morphisms V → W form a vector space, which we shall denote by Hom(V, W ). Also, End V stands for the algebra of endomorphisms of a representation V , and Aut V = {φ ∈ End V | f is invertible} will be the group of automorphisms of V . Throughout, we will only consider finite-dimensional representations; i.e. those where each space V i is finite-dimensional, whose dimension will be denoted v i .
Example 3.1. Let Q be the Jordan quiver, that is, the quiver with one vertex and one arrow. Then a representation of this quiver is a pair (V, X), where V is a k-vector space, and X : V → V is a linear map. Hence, classifying representations of Q is equivalent to classifying linear operators up to change of basis, or matrices up to conjugacy. If k is an algebraically closed field (i.e. k = k), the classification is given by the Jordan canonical form; if k is not algebraically closed, the answer is more difficult.
It is clear that finite-dimensional representations of the quiver Q form a category, denoted by Rep Q. In fact, this category is endowed with direct sums, subrepresentations, quotients, kernels and images (similar to those in the category of group representations). Remarkably, images and kernels satisfy the usual properties such as Im f ≃ V /(ker f ); thus Rep Q is an abelian category over k. This also follows from the equivalence of Rep Q with the category of modules over the path algebra kQ (see, for instance, [Smi] , Theorem 5.9).
Given a finite-dimensional representation of the quiver Q, denote v = dim V = i∈Q 0 v i . Choosing a basis in each V i , we can identify V i ≃ k v i . The structure of a representation of Q is described by a collection of matrices X a ∈ Hom(k
, for each edge a : i → j, or equivalently, by a vector X in the space
Representations of double quivers. For any pair of finite-dimensional vector spaces
By the properties of the trace, this pairing is symmetric and nondegenerate; consequently, it defines an isomorphism
Now, one of the most important class of examples of symplectic manifolds are the cotangent bundles. Let X be a manifold of dimension n, and let T * X be its cotangent bundle
, which is a manifold of dimension 2n. Then T * X is endowed with a canonical 1-form α (called the Liouville form). In fact, T * X has a canonical symplectic structure given by the 2-form ω = dα. Explicitly, if {q i } are local coordinates on X and {p i } are corresponding coordinates on T * x X, so that the 2n-tuple {p i , q i } are local coordinates on T * X, then locally the symplectic form ω is given by ω = i dp i ∧ dq i .
In the case of a finite-dimensional vector space E, we have T * E = E ⊕E * , and the symplectic form on T * E is given by
Here −, − stands for the canonical pairing between E and its dual.
Let Q be the double quiver obtained from Q by adding an additional arrow a * : j → i for every arrow a : i → j in Q. By (3.1) and (3.2), it is immediate that
If we denote by m : A ⊗ A → A the multiplication map of A, we take Ω 1 nc A as the kernel of m (seen as a sub-A-bimodule of A ⊗ A), and the derivation
is called the universal derivation. Similarly to the commutative case, the pair (Ω 
If a, b ∈ A, it will be useful to note that Ω 1 nc A is generated as an A-bimodule by the symbols da subject to the usual relations: d(ab) = a(db) + (da)b and linearity.
The algebra of non-commutative differential forms of A is the tensor algebra 
A key technical point in non-commutative algebraic geometry is that (Ω • nc A, d) has trivial cohomology (see [Gi05] , §11.4). To obtain a more interesting theory, we define the noncommutative Karoubi-de Rham complex of A as the graded vector space DR
where [−, −] denotes the graded commutator. Note that the differential d : Ω
Double derivations.
To study associative algebras as if they were algebras of functions on a noncommutative space, we will use an analogue of vector fields in this context. It is well known that a regular vector field on a smooth affine algebraic variety X is equivalent to a derivation
of the coordinate ring of X, i.e., derivations of a commutative algebra C play the role of vector fields. It has been commonly accepted until recently that this point of view applies to noncommutative algebras A as well. Nevertheless, Crawley-Boevey [CB99] showed that for a smooth affine curve X with coordinate ring A := k[X], the algebra of differential operators on X can be constructed by means of double derivations. To define them, it will be crucial to reformulate the universal property expressed by Proposition 4.1 by saying that the A-bimodule Ω 1 nc A represents the functor Der(A, −) from the category of A-bimodules into the category of k-modules. Hence there exists a canonical isomorphism of A-bimodules
whose inverse map is given by
Dualizing the A-bimodule Ω 1 nc A, we obtain another A-bimodule
where the A-bimodule structure comes from the inner A-bimodule structure. By the universal property (4.4) of Ω 1 nc A, we have a canonical isomorphism
where Der A := Der(A, A e A e ) = Der R (A, (A ⊗ A) out ) (4.7) is the A-bimodule of double derivations, whose A-bimodule structure also comes from the inner A-bimodule structure.
4.3. Smoothness. Note that if the associative algebra A is finitely generated over k, then Ω 1 nc A is a finitely generated A e -module. So, the associative k-algebra A is called smooth over k if it is finitely generated over k and the A e -module Ω 
Remark 4.3. From now on, we will systematically use symbolic Sweedler's notation and we will omit the summation sign for an element in the tensor product. Similarly, we write the map
Note that on generators, i Θ acts as i Θ (a) = 0, and
where the sum is over pairs (i, j) with i + j = • − 1. Note that we regard Ω
• nc A-bimodule with respect to the outer bimodule structure (see (2.1)). Moreover, sometimes, we will view the contraction map i Θ as a map Ω
⊗2 . Explicitly (see [CBEG07] (2.6.2)), for any n = 1, 2, ..., and α 1 , ..., α n ∈ Ω 1 nc A, we write:
Now, given a graded k-algebra C and c = c 1 ⊗ c 2 , with c 1 , c 2 ∈ C, we define • c := (−1) |c 1 ||c 2 | c 2 c 1 , and given a linear map φ : C → C ⊗2 , write
. In our case, we set C = Ω
• nc A and we define the reduced contraction operator
Explicitly, for any α 1 , α 2 , ..., α n ∈ Ω 1 R A, using the definition of i Θ , we have
(4.12) 4.5. Bi-symplectic algebras.
Definition 4.4 ([CBEG07]
). Let A be an associative k-algebra. An element ω ∈ DR 2 nc (A) which is closed for the universal derivation d is a bi-symplectic form if the following map of A-bimodules is an isomorphism:
5. THE SCHEME OF REPRESENTATIONS 5.1. A first description of Rep(A, V ). Very roughly speaking, representation theory deals with symmetry in linear spaces. So, it is not surprising that it may be applied in branches as geometry, probability, quantum mechanics or quantum field theory. In algebra, a central topic is the study of representations of associative algebras.
From now on, we fix a k-vector space V of finite dimension N. A representation of A consists of a vector space V together with a homomorphism of algebras ρ : A → End V . The associated representation space of A parametrizing its representation is defined as
Rep(A, V ) = Hom(A, End V ).
It is easy to see that Rep(A, V ) is an affine variety and its coordinate ring
may be conveniently described since it is generated by symbols (a ij ) i,j=1,...,N for all a ∈ A, subject to the relations (see [VdB08a] )
where λ ∈ k and we sum over repeated indices.
Example 5.1. Let F = k x 1 , ..., x d be the free associative algebra in d generators. Then any N-dimensional representation of A is determined by declaring that the N × N-matrix X i is the image of the generator x i for every i = 1, ..., d. Then
Then k[Rep(F, V )] is isomorphic to the polynomial ring over k generated by the dN 2 indeterminates {x i,jk } i=1,...,d, j,k=1,...,N representing each entry in a generic d-tupla of N × N-matrices:
Furthermore, if A is finitely generated, there exists a natural number d ∈ N such that A may be presented as a quotient A ≃ F/I of F by a two-sided ideal I. Then an N-dimensional representation of A can be specified by a d-tuple of N × N matrices (X 1 , ..., X d ) such that the map k x 1 , ..., x d → Mat N (k) defined by x i → X i descends to the quotient, which is true if and only if the matrices (X 1 , ..., X d ) satisfy every relation determined by the ideal I.
From this example it is easy to see that if A is finitely generated, then k[Rep(A, V )] is finitely generated as well.
Nevertheless, this perspective on k[Rep(A, V )] despite of being very explicit, it is very uneconomical and it hides the rich algebraic and geometric structure carried by Rep(A, V ).
5.2.
Rep(A, V ) as a representing object. Using ideas of noncommutative algebra [Be74, Co79, LBW02] , the representation space Rep(A, V ) can be defined in terms of a functor on the category of commutative algebras
(5.1)
Following [BKR13] , to prove its representability, the idea is to extend (5.1) from CommAlg k to the category of all associative k-algebras:
The functor Rep V A is defined by the same formula as Rep V A in (5.1), but the commutative algebra C is replaced by an associative algebra B:
This functor is representable since its representing object has a very explicit algebraic presentation. Let A * End V be the free product of A and End V as k-algebras (i.e. the coproduct in the category Alg k ), and (−) End V denotes the centralizer of the image of End V in A:
Then we define the functor
A is thought of as the coordinate ring of a noncommutative affine scheme. Indeed, 
(ii) The functor (5.4) is representable, with representing object
where (−) ab is the abelianization functor, the left adjoint functor to the inclusion functor If we take B = A V in Proposition 5.4(i), we can consider the identity on the left-hand side, Id A V : A V → A V . Then we define the universal representation
in Hom Alg k (A, End V ⊗ A V ) that corresponds to Id A V under the adjunction (5.6). It is universal, which enables us to define the functor (−) V on morphisms (see [Kh12] , Corollary 6). Let f : A 1 → A 2 be a morphism of associative algebras, and we consider the diagram
Applying the universal property of π 1 to the morphism π 2 • f :
such that Id End V ⊗g makes the diagram commute. We set (f ) V := g.
The GL(V )-action on Rep(A, V ).
Let GL(V ) ⊂ End V be the group of invertible endomorphisms of V . The natural left action by conjugation of GL(V ) on End V induces a left action on End V ⊗ A V given by g · (ϕ ⊗ x) = gϕg −1 ⊗ x, for all g ∈ GL(V ), ϕ ∈ End V , and x ∈ A V .
Representation schemes have become essential in representation theory because they enable the use of geometric methods in the study of the representation theory of the algebra A, which constitutes an additional instance of the fruitful geometric interaction between algebra and geometry.
The naif idea is to consider the quotient of Rep(A, V ) by GL(V ) and then study its orbit space. However, this topological quotient is badly behaved in most cases; it does not carry a reasonable Hausdorff topology.
To overcome this problem, we define a categorical quotient
is the algebra of GL(V )-invariant polynomial functions on Rep(A, V ), and Spec(−) is the set of its maximal ideals. Using a theorem due to Hilbert, we can prove that this algebra is finitely generated, so Rep(A, V )// GL(V ) is an affine algebraic variety. Since
GL(V ) ; we have a natural surjective map Rep(A, V )/ GL(V ) → Rep(A, V )// GL(V ). In fact, there exists an isomorphism as topological spaces ([Kir16] , Theorem 9.5):
The problem is that in categorical quotients a lot of geometric information may be lost. For instance, given a quiver Q without oriented cycles,
To avoid this dramatic loss of information, Mumford developed Geometric Invariant Theory (see [MFK94, Th06] ), which consists of a general theory of quotients by a reductive group action via stability conditions, which will require a switch from affine to projective varieties. Let χ be a character of GL(V ), that is, a morphism of algebraic groups χ : GL(V ) → k × , and define
It is immediate from the definition that
is a graded algebra; in fact is finitely-generated. Thus, we can define the corresponding quasiprojective variety:
, is the free algebra of GL(V )-invariants. Thus, we have a canonical algebra embedding k[Rep(A, V )] GL(V ) ֒→ A χ as the degree zero subalgebra. It is well-known that this embedding induces a projective morphism of varieties π :
Given a nonzero homogeneous semi-invariant f ∈ A χ , we take (Rep(A, V )) f := {x ∈ Rep(A, V ) | f (x) = 0}. In GIT, one is interested in some distinguished subsets:
χ n such that x ∈ (Rep(A, V )) f and, in addition, we have:
and (b) the isotropy group of the point x is finite.
We write Rep ss (A, V ) (resp. Rep s (A, V )) for the set of semistable (resp. stable) points. Note that
Remarkably, the GL(V )-orbit of a stable point is an orbit of maximal dimension, equal to dim GL(V ); moreover, such a stable orbit is closed in Rep ss (A, V ). Finally, King [Ki94] introduced a different, purely algebraic, notion of stability for representations of algebras, showing that in the case of quiver representations, his definition of stability is actually equivalent to Mumford' s.
Geometric Invariant Theory may be applied to representation spaces, giving a close link between the representation theory of A and the geometric properties of Rep(A, V ); for instance, there exists a one-to-one correspondence between closed orbits of the GL(V )-action on Rep(A, V ) and semisimple 2 representations of A in V . Also, Artin proved that the orbit of a representation is closed in Rep(A, V ) if and only if the corresponding A-module is semisimple.
THE VAN DEN BERGH FUNCTOR
The universal representation π : A → End V ⊗A V given in (5.7) enables us to see End V ⊗A V as an A-bimodule (or equivalently as a left A e -module). As A V ∈ CommAlg k , the image of A V under the natural inclusion A V ֒→ End V ⊗ A V is contained in the center of this A-bimodule. So, we will see End V ⊗ A V as an A e -A V -bimodule. If Mod(A V ) denotes the category of (left) A V -modules, following [VdB08a] , Lemma 3.3.1, we define the Van den Bergh functor by
(6.1)
Remark 6.1. Whereas the functor (5.5) acts on the category Alg k , the functor (6.1) takes Abimodules. So, from the context, it should be clear which functor is being used. Nevertheless, note that (6.1) is the main object of study of this note.
As in §5.1, we can describe explicitly M V as the A V -module generated by symbols
But a better approach consists of defining a similar functor to (5.4) applied to bimodules. Let 
Using the natural projection
Combining (6.2) and (6.3), we obtain an alternative description of the Van den Bergh functor (6.1):
The following result is similar to Propositions 5.3 and 5.4:
(ii) M V represents the functor (−) V in (6.1). In other words,
Taking L = M V in (6.5), we define the universal homomorphism
as the image of the identity Id M V : M V → M V under the adjunction (6.5). This map allows us to apply the functor (6.1) to morphisms of bimodules. Given f :
Applying the universal property ofπ 1 to the morphismπ 2 • f :
A final remark is that (6.1) is an additive functor, which sends projective finitely generated bimodules to projective finitely generated modules.
THE KONTSEVICH-ROSENBERG PRINCIPLE
The paradigm of non-commutative algebraic geometry is the Kontsevich-Rosenberg principle, whereby a structure on an associative algebra has geometric meaning if it induces standard geometric structures on its representation spaces.
Maybe, the most intuitive way of understanding the Kontsevich-Rosenberg principle is by means of the universal representation π (see (5.7)). Let Tr : End V → k be the linear trace map. To each element a ∈ A, we associate the function π(a) := a : Rep(A, V ) → End V , ρ → a(ρ) := ρ(a). By definition, the assignment a → a gives an associative algebra homomorphism. Then we can define the composite
Therefore, for any a, we obtain an element Tr a. Hence, we require that (a) V = Tr a. Since ) GL(V ) , the subalgebra of invariants of the action of GL(V ) on Rep(A, V ). Remarkably, decades ago, Procesi [Pr87] was able to prove that the map
is surjective.
But this principle has some limitations. Firstly, this principle only works well in practice when the algebra A is smooth (in the sense of §4.3). An insightful perspective was introduced by Berest, Ramadoss and his authors (see [BFR14] for an excellent survey) based on the replacement of Rep(A, V ) by DRep(A, V ), the differential graded scheme obtained by deriving the classical representation functor (5.1) in the sense of Quillen's homotopical algebra. Intuitively, DRep(A, V ) may be regarded as a desingularization of the scheme Rep(A, V ). Also, in the seminal paper [Gi07] , Ginzburg explored the idea of that any Calabi-Yau algebra of dimension 3 "arising in nature" is defined as the quotient of k x 1 , ..., x d , the free algebra on d-generators, by the two-sided ideal generated by all d partial derivatives of a cyclic word (called the potential). The problem, as Ginzburg pointed out in §2.1, is that for algebras of this form, the scheme of representations has virtual dimension zero. This was one of the motivations in [GS10] to extend the representation functor to act on wheelalgebras. The authors were able to prove that the path algebra of a quiver is a wheeled Calabi-Yau structure, and it induces the Calabi-Yau structure on Rep(A, V ).
7.1. The Kontsevich-Rosenberg principle for non-commutative differential forms. One of the main characteristics of the Van den Bergh functor (−) V defined in (6.1) is that gives rise to a systematic and unified approach to the Kontsevich-Rosenberg principle. In fact, this note is an attempt to exploit this idea. The following result is essential in the theory since it states that the bimodule Ω For any M ∈ Bimod(A) and L ∈ Mod(A V ), we have
where L is seen as a symmetric A V -bimodule and hence as a V √ A-bimodule (via (7.3)). Altervatively, we can take N = L in Proposition 6.2. In the particular case when M = Ω 
