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Abstract
We prove that commutative power-associative nilalgebras of dimension 6 over a field of
characteristic /= 2, 3, 5 are solvable.
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1. Introduction
Let A be any nonassociative algebra. We define inductively the following
powers of A: A1 = A,An = An−1A + An−2A2 + · · · + AAn−1;A(0) = A,A(n) =
(A(n−1))2. We say that A is nilpotent (respectively, solvable) when Ak = 0 (respec-
tively, A(k) = 0) for some k. When A is nilpotent the smallest k such that Ak = 0 is
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called the index of nilpotency of A. Analogously, we define the index of solvability
of A. Clearly, if A is nilpotent then A is solvable.
The algebra A is power-associative in case the subalgebra generated by each el-
ement of A is associative. For any algebra the (right) powers of an element x in
A are defined by x1 = x, xn+1 = xnx. If A is power-associative then xixj = xi+j .
An element x in a power-associative algebra A is called nilpotent if there exists a
k such that xk = 0. The index of nilpotency for such an element x is the smallest k
such that xk = 0. A power-associative algebra is called a nilalgebra if each element
is nilpotent. When there is a bound on the indices of nilpotency, the nilindex of the
algebra is the smallest k such that xk = 0 for all x in A. If A is a power-associative
nilalgebra of dimension n, then the nilindex of A is  n + 1.
In 1948, Albert [1] conjectured that any finite-dimensional commutative power-
associative nilalgebra is nilpotent. Suttles [8] gave in 1972 the following counter-
example: let A be the commutative algebra with basis {e1, . . . , e5} and nonzero
products given by e1e2 = e2e4 = −e1e5 = e3, e1e3 = e4, e2e3 = e5; A is a power-
associative nilalgebra of nilindex 4 that is solvable but is not nilpotent (since A3 =
A2 and A2A2 = 0).
The following is an open problem.
Albert’s Problem. Is every finite-dimensional commutative power-associative nil-
algebra solvable?
Gerstenhaber and Myung [6] proved that every commutative power-associative
nilalgebra of dimension 4 over a field of characteristic /= 2 is nilpotent. They also
determined the isomorphism classes of all such algebras.
A generalization of this result was obtained by Correa and Suazo [4]. They showed
that commutative power-associative nilalgebras of nilindex n and dimension n are
nilpotent of index n. They found necessary and sufficient conditions for such an al-
gebra to be a Jordan algebra. When the algebra is a Jordan algebra, the corresponding
isomorphism classes were given. The results require characteristic /= 2, 3.
The noncommutative case was considered by Correa and Hentzel [2]. Let A be
a noncommutative power-associative nilalgebra of dimension n and nilindex n over
a field of characteristic /= 2, 3. They proved that A is solvable and A2 is nilpotent.
For any n > 2, they presented two examples of noncommutative power-associative
nilalgebras of dimension n. In the first example, the algebra has nilindex n and is
not nilpotent. In the second example, the algebra has nilindex n − 1 and is not solv-
able.
Correa and Peresi [3] obtained that a commutative power-associative nilalgebra
of dimension 5 is solvable of index  3. Moreover, they proved that a commutative
power-associative nilalgebra of nilindex 3 and dimension 5 is nilpotent of index  4.
Instead of what was stated in [3] the results require characteristic /= 2, 3.
The purpose of this paper is to prove the following result.
Theorem 1. Let A be a commutative power-associative nilalgebra of dimension 6
over a field of characteristic /= 2, 3, 5. Then A is solvable.
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2. Basic results and notations
A commutative algebra J is a Jordan algebra if it satisfies the Jordan identity
(x2y)x = x2(yx). Any Jordan algebra is power-associative. The nilpotency of
Jordan nilalgebras is given by the following result due to Albert.
Proposition 2 [9, p. 92]. Any finite-dimensional Jordan nilalgebra over a field of
characteristic /= 2 is nilpotent.
If a commutative algebra A satisfies x3 = 0 for all x ∈ A then A is a Jordan
algebra. Therefore we have the following consequence of Proposition 2.
Corollary 3. Any finite-dimensional commutative nilalgebra of nilindex 3 is nilpo-
tent (thus it is solvable).
Let A be a commutative power-associative nilalgebra of dimension n and nilindex
k. As we already noticed, k  n + 1. If k = 1 then A = A1 = 0. If k = 2 then for
any x, y ∈ A we have xy = (1/2)((x + y)2 − x2 − y2) = 0. Therefore A2 = 0. If
k = 3 then A is nilpotent by Corollary 3. If k = n then A is nilpotent by Theorem 1
of Correa and Suazo [4]. If k = n + 1 and x is an element of A such that xn+1 = 0
but xn /= 0, then {x1, . . . , xn} is a basis of A. Using this basis it is easy to see that A
is nilpotent. We collect these results in the following proposition.
Proposition 4. Let A be a commutative power-associative nilalgebra of dimension
n and nilindex k. If k = 1, 2, 3, n, n + 1 then A is nilpotent (thus it is solvable).
The following result will be useful to prove that an algebra is solvable.
Proposition 5 [7, Proposition 2.2, p. 18]. If an algebra A contains a solvable ideal
I, and if A/I is solvable, then A is solvable.
If A is a commutative algebra we indicate by Lx the left multiplication by x, i.e.,
yLx = xy = yx, where x and y are elements of A. We denote by 〈a1, a2, . . . , as〉
the subspace of A generated by the elements a1, a2, . . . , as .
3. Dimension 6
Throughout this section A is a commutative power-associative nilalgebra of di-
mension 6 over a field K . Unless otherwise stated, we assume that K has character-
istic /= 2, 3, 5. By Proposition 4 A is solvable when the nilindex of A is 1, 2, 3, 6 and
7. We know that the nilindex of A is 7. Therefore, to obtain the result stated in the
Theorem 1, it remains to prove that A is solvable when the nilindex of A is 4 or 5.
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3.1. Nilindex 4
Assume that A has nilindex 4. By Lemma 2 of [3] L5z = 0 for all z ∈ A.
Lemma 6. Any commutative power-associative nilalgebra of nilindex 4 over a field
of characteristic /= 2 satisfies the following identities:
2((yx)x)x + (x2y)x + x3y = 0, (1)
(yx)x2 = 0, (2)
2(yx)(zx) + (yz)x2 = 0, (3)
2(((yx)x)x)x + x3(yx) = 0, (4)
(yx2)x3 = 0, (5)
(yx3)x2 = 0. (6)
Proof. Linearizing x4 = 0 we obtain (1). Linearizing x2x2 = 0 we obtain (2) and
(3). Replacing y by yx in (1) and using (2) we obtain (4). Replacing x by x2 and z
by x in (3) we obtain (5). Replacing z by x3 in (3) we obtain (6). 
Lemma 7. Let A be a commutative power-associative nilalgebra of dimension 6
and nilindex 4 over a field of characteristic /= 2. Then A satisfies the following iden-
tities:
(yx)x3 = 0, (7)
x3(yz) = −(zx2)(yx) − 2((zx)x)(yx), (8)
(yx2)x2 = 0, (9)
A2x2 = (Ax)2, (10)
A3x3 ⊂ ((A2x)x)(Ax) + (Ax)3. (11)
Proof. Identity (7) holds if x3 = 0. Let x ∈ A with x3 /= 0 and X = 〈x, x2, x3〉.
Let y be an arbitrary element of A. Let A/X be the quotient vector space of A
by X. Since XLx ⊂ X the linear map Lx : A/X → A/X, given by (y + X)Lx =
yLx + X, is well-defined. Since L5x = 0 we have (Lx)5 = 0. Since A/X has dimen-
sion 3 we have (Lx)3 = 0. This implies that yL3x ∈ X. Thus yL3x = αx + βx2 + δx3
(α, β, δ ∈ K). Since L5x = 0 we obtain αx3 = yL5x = 0 and then α = 0. It follows
that yL3x ∈ X2 = 〈x2, x3〉 and so yL4x ∈ X3 = 〈x3〉. Since (yx)x3 = −2yL4x by (4)
we obtain that (yx)x3 = λx3 (λ ∈ K). Since L5yx = 0 we get λ5x3 = x3L5yx = 0.
Therefore λ = 0 and we obtain (yx)x3 = 0. Therefore (7) is an identity of A.
Linearizing (7) we obtain (8). Replacing z by x2 in (3) and using (7) we get
(9). From (3) we get (10). Letting z ∈ A2 and y ∈ A in (8) and using (10) we get
(11). 
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Throughout the rest of this subsection x represents an element of A such that
x3 /= 0 and X = 〈x, x2, x3〉. Thus Lx /= 0 and L2x /= 0. Using (4) and (7) we obtain
L4x = 0. Therefore the minimal polynomial of Lx is t4 or t3. Let Jl denote the l × l
elementary Jordan matrix associated to the eigenvalue 0. Then the possible Jordan
canonical forms of Lx are:
(a)

J4 0 00 0 0
0 0 0

 , (b)
[
J4 0
0 J2
]
, (c)


J3 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 ,
(d)

J3 0 00 J2 0
0 0 0

 , (e)
[
J3 0
0 J3
]
.
The basis of A corresponding to each one of these matrices are:
(a) {y, yx, (yx)x, ((yx)x)x, a, b} with (((yx)x)x)x = 0, ax = 0, bx = 0,
(b) {y, yx, (yx)x, ((yx)x)x, a, ax} with (((yx)x)x)x = 0, (ax)x = 0,
(c) {x, x2, x3, a, b, c} with ax = 0, bx = 0, cx = 0,
(d) {x, x2, x3, z, zx, a} with (zx)x = 0, ax = 0,
(e) {x, x2, x3, z, zx, (zx)x} with ((zx)x)x = 0.
Assume that A has a basis of type (a): Writing x = α1y + α2yx + α3(yx)x +
α4((yx)x)x + α5a + α6b (αi ∈ K) and applying L3x we obtain α1 = 0. Thus
((yx)x)x = 1
α2
x3. (12)
It follows that x2 = α2(yx)x + (α3/α2)x3 and then
(yx)x = 1
α2
x2 − α3
α22
x3. (13)
Therefore A = 〈y, yx, x2, x3, a, b〉 and we obtain that Ax = 〈yx, x2, x3〉 and
(Ax)x = 〈x2, x3〉. Therefore by (2) and (7) we get ((Ax)x)(Ax) = 0. Then from
(11) we obtain A3x3 ⊂ (Ax)3.
Now, (Ax)3 = 〈(yx)3, (yx)2x2, (yx)2x3〉 by (2) and (7). Replacing y and z by
yx in (3) we obtain
(yx)2x2 = −2((yx)x)2 = 0
by (13). Replacing y and z by yx in (8) we obtain
(yx)2x3 = −((yx)x2)((yx)x) − 2(((yx)x)x)((yx)x) = 0
by (2), (12) and (13). Replacing x by yx and z by x in (3) we obtain (yx)3 =
−2((yx)y)((yx)x). By (13) we have
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((yx)y)((yx)x) = 1
α2
((yx)y)x2 − α3
α22
((yx)y)x3.
Replacing y by yx and z by y in (3) we obtain ((yx)y)x2 = −2((yx)x)(yx). There-
fore
((yx)y)x2 = − 2
α2
(
x2 − α3
α2
x3
)
(yx) = 0
by (13), (2) and (7). Replacing z by yx in (8) we obtain
((yx)y)x3 = −((yx)x2)(yx) − 2(((yx)x)x)(yx) = 0
by (2), (12) and (7). Therefore (yx)3 = 0. This proves that (Ax)3 = 0. Therefore
A3x3 = 0.
Finally, since X3 = 〈x3〉 and A3x3 = 0 we have that X3 is an ideal of A3. The
ideal X3 is clearly solvable. Since A3/X3 is a nilalgebra of dimension  5, it is
solvable. Therefore A3 is solvable by Proposition 5. It follows that A is solvable.
Assume that A has a basis of type (b): As in the previous case, we have x =
α2yx + α3(yx)x + α4((yx)x)x + α5a + α6ax (αi ∈ K). Applying Lx2 to x and
using (2) we get x3 = α5ax2 and then (ax2)x = 0. Therefore by (1) we have x3a =
−2((ax)x)x − (ax2)x = 0. Therefore a ∈ Ker(Lx3).
If yx3 = 0 then Ax3 = 0 by (7). Therefore X3 is a solvable ideal of A. Since
A/X3 is a nilalgebra of dimension  5, it is solvable. Therefore A is solvable by
Proposition 5.
Assume now that yx3 /= 0. Then Ker(Lx3) = 〈yx, (yx)x, ((yx)x)x, a, ax〉 by
(7). We claim that Ker(Lx3) is an ideal of A. We have to prove that tz ∈ Ker(Lx3) for
any z ∈ {yx, (yx)x, ((yx)x)x, a, ax} and t ∈ A. Replacing y by t in (8) we obtain
(tz)x3 = −(zx2)(tx) − 2((zx)x)(tx).
For z = yx, (yx)x, ((yx)x)x, ax we get (zx2)(tx) = 0 by (2). If z = a then
(zx2)(tx) = (ax2)(tx) = (1/α5)x3(tx) = 0 by (7). Applying L2x to x we get x3 =
α2((yx)x)x. Thus if z = yx we obtain ((zx)x)(tx) = (((yx)x)x)(tx) = (1/α2)x3
(tx) = 0 by (7). For z = (yx)x, ((yx)x)x we obtain ((zx)x)(tx) = 0 since
(((yx)x)x)x = 0. For z = a, ax we obtain ((zx)x)(tx) = 0 since (ax)x = 0. There-
fore (tz)x3 = 0, i.e., tz ∈ Ker(Lx3).
Since Ker(Lx3) and A/Ker(Lx3) are nilalgebras of dimension  5, they are solv-
able. Therefore A is solvable by Proposition 5.
Assume that A has a basis of type (c): We have Ax = 〈x2, x3〉 and then (Ax)2 =
0. Since A2x2 = (Ax)2 by (10) it follows that A2x2 = 0. Linearizing (3) we ob-
tain A2x3 ⊂ (Ax2)(Ax). Since (Ax2)x2 = 0 by (9) and (Ax2)x3 = 0 by (5) we
get (Ax2)(Ax) = 0. It follows that A2x3 = 0. Since X2 = 〈x2, x3〉 it follows that
A2X2 = 0. Therefore X2 is a solvable ideal of A2. Also A2/X2 is solvable since
it is a nilalgebra of dimension  5. Therefore A2 is solvable by Proposition 5. It
follows that A is solvable.
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Assume that A has a basis of type (d): We claim that A3x3 = 0. Considering
z ∈ A2 and y ∈ A in (8) we obtain
A3x3 ⊂ (A2x2)(Ax) + ((A2x)x)(Ax).
We will prove that (A2x2)(Ax) = 0. By (10) A2x2 = (Ax)2. We have that Ax =
〈x2, x3, zx〉 and then (Ax)2 = 〈(zx)2〉 by (2) and (7). Replacing y and z by zx in
(3) we get (zx)2x2 = −2((zx)x)((zx)x) = 0. Replacing x by zx, y by x2 and z
by x in (3) we get (zx)2x3 = −2((zx)x2)((zx)x) = 0. Replacing x by zx and y
by x in (3) we get (zx)2(zx) = −2((zx)x)((zx)z) = 0. Therefore (Ax)2(Ax) = 0
and then (A2x2)(Ax) = 0. We will prove that ((A2x)x)(Ax) = 0. Since (Ax)x =
〈x3〉 and x3(Ax) = 0 by (7) we obtain ((Ax)x)(Ax) = 0. Since ((A2x)x)(Ax) ⊂
((Ax)x)(Ax) it follows that ((A2x)x)(Ax) = 0. Therefore A3x3 = 0.
Since X3 = 〈x3〉 and A3x3 = 0 we have that X3 is a solvable ideal of A3. Since
A3/X3 is a nilalgebra and has dimension  5 it is solvable. Then A3 is solvable by
Proposition 5. Therefore A is solvable.
AssumethatAhasabasisof type(e):By(7)wehave(zx)x3 = 0and ((zx)x)x3 = 0.
Assume that zx3 = 0. Then Ax3 = 0 and this implies that X3 = 〈x3〉 is a solvable
ideal of A. Also A/X3 is solvable since it is a nilalgebra of dimension  5. Therefore
A is solvable by Proposition 5.
Finally, assume that zx3 /= 0. We have that Ker(Lx3) = 〈x, x2, x3, zx, (zx)x〉.
We can show that Ker(Lx3) is an ideal of A. The proof uses (8) with z in Ker(Lx3)
and y any element of A. Then Ker(Lx3) and A/Ker(Lx3) are both solvable and so A
is solvable by Proposition 5.
3.2. Nilindex 5
Assume that A has nilindex 5. Assuming that the characteristic is 0 or sufficiently
large Gerstenhaber proved that L7z = 0 for all z ∈ A (see [5, Theorem 1]). We inde-
pendently verified that the result is true for characteristic /= 2, 3, 5.
Linearizing x2x2 = x3x we obtain 4(yx)x2 = 2((yx)x)x + (x2y)x + x3y. Re-
placing y by yx in this last identity we get
−4((yx)x)x2 + 2(((yx)x)x)x + ((yx)x2)x + (yx)x3 = 0. (14)
Linearizing x3x2 = 0 we obtain
2((yx)x)x2 + (yx2)x2 + 2x3(yx) = 0. (15)
Linearizing (x2x2)x = 0 we obtain
4((yx)x2)x + x4y = 0. (16)
Throughout the rest of this subsection, x represents an element of A such that x4 /= 0
and X = 〈x, x2, x3, x4〉. Let y be an arbitrary element of A.
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The quotient vector space A/X has dimension 2. By the same argument we
used in the beginning of the proof of Lemma 7, we have that yL2x and yL2x2 are
in X. Writing (yx)x = α1x + α2x2 + α3x3 + α4x4 (αi ∈ K) we obtain xLkz = αk1x
for any k  1, where z = yx − α2x − α3x2 − α4x3. Since L7z = 0 we have α1 = 0.
Hence (yx)x ∈ X2. Therefore ((yx)x)x2 and (((yx)x)x)x are in X4.
Our aim is to prove that yx4 = 0. We will prove first that yx4 ∈ X4. By (16) we
have yx4 = −4((yx)x2)x. We will prove that ((yx)x2)x ∈ X4. By (14) we have
((yx)x2)x = 4((yx)x)x2 − 2(((yx)x)x)x − (yx)x3.
But we already know that ((yx)x)x2 and (((yx)x)x)x are in X4. Therefore it remains
to prove that (yx)x3 ∈ X4. We have that (yx)x3 = αx4 − ((yx)x2)x for some α ∈
K . Using (15) we obtain that (yx)x3 = −((yx)x)x2 − (1/2)(yx2)x2 ∈ X. Then, if
(yx)x3 = β1x + β2x2 + β3x3 + β4x4 (βi ∈ K), we obtain xLkw = βk1x for any k 
1, where w = −(yx)x2 − β2x − β3x2 + (α − β4)x3. Since L7w = 0 we have β1 =
0. Hence (yx)x3 = β2x2 + β3x3 + β4x4. Notice again that (yx)x3 = −((yx)x)x2 −
(1/2)(yx2)x2. Then x2Lku = βk2x2 for any k  1, where u = −β3x − β4x2 −
(yx)x − (1/2)yx2. Since L7u = 0 we have β2 = 0. Hence (yx)x3 = β3x3 + β4x4.
If v = yx − β4x then x3Lkv = βk3x3 for all k  1. Since L7v = 0 we obtain β3 = 0.
Therefore (yx)x3 = β4x4 ∈ X4. This proves that ((yx)x2)x ∈ X4. Therefore yx4 ∈
X4. If yx4 = βx4 then x4Lky = βkx4 for all k  1. Since L7y = 0 we obtain β = 0
and therefore yx4 = 0.
Since X4 = 〈x4〉 and yx4 = 0 we have that X4 is a solvable ideal of A. Also
A/X4 is solvable since it is a nilalgebra of dimension 5. Therefore A is solvable by
Proposition 5.
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