Abstract-We consider the construction problem of polar codes for general q-ary alphabets, analyzing different procedures that rely on the reduction of the alphabet of subchannels appearing in the code construction. As our first result, we estimate the capacity loss incurred by replacing a pair of output symbols with a single symbol (symbol merging). This enables us to propose an approximation algorithm of constructing polar codes for a variety of polarizing operations. The approximation error (capacity loss) of the merging step is at most O((1/μ) 1 q−1 ) and the complexity of code construction is bounded above as O(Nμ 4 ), where μ is the maximum size of the subchannel alphabet permitted by the algorithm.
I. INTRODUCTION
Polar codes, introduced by Arıkan in [2] form an explicit family of binary codes that achieve symmetric capacity binaryinput channels. As shown in several follow-up works, this construction can be extended to achieve symmetric as well as true capacity of arbitrary discrete memoryless channels [3] - [7] . Polar coding ideas can also be used to achieve optimum performance limits of a large number of related informationtheoretic problems.
Let W be a memoryless channel with q-ary input alphabet X , finite output alphabet Y, and the conditional probability distribution W Y |X (·|·). Arıkan's construction relies on recursive application of transformation of the channel transform W → (W + 
Similar transformations can be defined for general q-ary input alphabets. Applying this transform n times in succession, we obtain a channel W : X N → Y N , N = 2 n , given by
where W N is an N -fold extension of the original channel W and G = F ⊗n is the Arıkan transform matrix and F = The bit subchannels can be written in terms of W as follows:
where u i−1 = (u 1 , u 2 , . . . , u i−1 ), u i ∈ X, i = 1, . . . , N. According to the results of [2] , almost all bit subchannels for n → ∞ fall into one of the two sets, the good set G N (W ) of almost noiseless channels, and the bad set B N (W ) of almost useless ones. In other words, for any > 0, lim n→∞
, where I(W ) is the symmetric capacity of the channel W.
Polarizing operations: Throughout this paper we limit ourselves to binary (two-symbol) polarizing operations. This excludes larger-size polarizing kernels which combine more than two subchannels in one evolution step. At the same time, already binary operations provide a multitude of options for the code construction. If the operation in (1)- (2) is the moduloq addition, then in general the subchannels converge to more than two extremal configurations [4] , [5] . If there is a finite field of size q, it is possible to use finite-field operations, replacing the matrix F above with G γ = 1 0 γ 1 , where γ is a primitive element of F q . This version of the polarizing recursion results in only two types of extremal configurations [8] . Finally, one can define nonlinear polarizing operations [6] that ensure convergence to only two types of extremal subchannels for any q.
II. THE CONSTRUCTION PROBLEM
The main algorithmic tasks associated with the polar coding scheme are the construction, encoding, and decoding of the polar codes. The last two problems were addressed already in [2] which proposed low-complexity recursive encoding and decoding procedures. At the same time, the construction problem of polar codes is a difficult question which does not seem to have a general explicit solution. The main difficulty of constructing polar codes is related to the fact that the size of the alphabet of the subchannels in the nth step of recursion (1)-(2) equals O(|Y| N q N ), exhibiting a very rapid growth. The first step toward efficient construction of binary polar codes was taken by Tal and Vardy [9] who proposed an approximation procedure that identifies the basis vectors of the code (indices of "good subchannels") with manageable complexity. The construction algorithm of [9] is based on reducing the size of the alphabet by merging together output symbols of W i into a much smaller set of new symbols after each recursion step. The goal of the merging is to reduce the alphabet size to some threshold value μ independent of the step number i.
The algorithm of [9] performs degrading of the subchannels which results in reduction of their capacity. This gives rise to the problem of quantifying the capacity loss as a function of the alphabet size μ. This problem was addressed in [10] which showed that the capacity loss of the mass merging procedure in one step can be bounded above as O(1/μ). As a consequence, [10] showed that construction of polar codes can be accomplished (approximated with negligibly small error) with complexity O(Nμ 2 ).
At the same time, fewer advances have been made in the construction problem for nonbinary channels. An approximation scheme of [6] , [11] suggests merging several output symbols into one symbol based on quantizing the curve P X|Y (0|y) vs h(P X|Y (0|y)). Here P X|Y (x|y) = W (y|x)
x ∈X W (y|x ) is the posterior distribution induced by the subchannel in question. Symbols of the output alphabet that share the same range of quantization are merged into a single symbol of the approximating channel. The analysis of the rate loss due to the approximation (in the binary case) is performed in [6] , showing that after sufficiently many iterations of applying the polarizing transform and quantizing the resulting code can be arbitrarily close to the channel capacity. However, as noted in [6] , [11] , this scheme is practical only for small values of input alphabet size q, its efficiency constrained by the complexity of order O(μ q ). Paper [12] proposed to perform an upgrading instead of degrading of the subchannels, resulting in similar the implementation complexity, and [13] contributed to a general analysis of channel-degrading approximation schemes.
In this paper we propose and analyze procedures for code construction in the case of general alphabets. The algorithms that we design approximate codes that attain symmetric capacity of the channel W. As our first result, Section III, we estimate the rate loss in the code construction incurred by merging pairs of output symbols in a greedy way. This estimate applies to a variety of polarizing transforms based on binary operations. For the addition mod q operation we can further speed up the construction. Toward this end, in Section IV-A we show that output symbols for which the posterior probability vectors are cyclic shifts of each other, can be merged with no rate loss, further reducing the construction complexity (this result applies even to the construction problem of binary codes [9] ). In Section IV-C this result is extended to the case of finite-field polarizing operations. In Section V we present some experimental results relating to the construction of nonbinary codes.
III. CHANNEL DEGRADING
In this section we analyze the construction algorithm of polar codes for the channel W based on the greedy symbol merging procedure. It is intuitively clear that under the pairwise symbol merge approximation policy, one should merge the symbols that lead to the smallest capacity loss. Our analysis contributes an upper bound on the gap, enabling us to provide an error bound for the proposed algorithms.
The main result here is the following bound on the capacity loss, proved in the Appendix. 
Then the capacity loss Δ :
The bound (4) brings in metric properties of the probability vectors. Leveraging them, we can use simple geometric arguments for the probability simplex to bound the rate loss due to approximation.
There exists a pair of output symbols (y 1 , y 2 ) such that
which implies the estimate
where C(q) is a constant that depends on the input alphabet size q but not on the number n of recursion steps.
Given a DMC W : X → Y with |Y| = M , define the operation degrading_merge(W, μ) that consists of a sequence of M − μ pairwise merging operations (3) on Y and results in a channel W with output alphabet of size μ < M. In each step we merge the pair of output symbols that lead to the smallest rate loss Δ among all the pairs.
Algorithm 1: To construct a polar code of length N = 2 n , in the jth step of the recursion (1)-(2), we perform alphabet reduction of all the subchannels by using the operation degrading_merge(
This operation is performed for all j = 1, . . . , n.
The properties of this algorithm are summarized in the following statement. Proposition 3.3: Let W be a DMC with input of size q. (a) There exists a function degrading_merge(W, μ) such that its output channel Q satisfies
(b) For a given block length, let W
N be the i-th subchannel after n evolution steps of the polarization recursion. Let Q (i) N denote the its approximation returned by Algorithm 1. Then
Proof: Performing M − μ merging steps of the output symbols in succession, we obtain a channel with an output alphabet of size μ. The estimate (5) implies that
This proves (6) , and (7) follows immediately.
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From this result we can deduce a bound on the tradeoff between the alphabet size μ and the rate loss (6) . Namely, assuming that the rate loss
. At the same time, [13] shows the any approximation procedure based on channel degrading requires an alphabet of size μ = Ω((1/ ) q−1 2 ), so the optimal μ is at best a square root of the bounds (6)-(7).
For q = 2 the result of Proposition 3.3 recovers the rate loss estimate in [10] which was proved by different means. We also note that the algorithms of [11] , [12] result in rate loss estimates very similar to (6) . Thus, performing a sequence of pairwise mergings does not entail much loss compared to (higher-complexity) binning procedures.
Complexity:
The running time of Algorithm 1 is O (Nt(N, μ)) where t(N, μ) is the complexity of reducing the output alphabet size from M = qμ 2 to μ symbols for one subchannel. We can take t(N, μ) = (M − μ)O(M log M ), so the overall complexity is O(Nq 2 μ 4 log(qμ)) where the implicit constant is independent of q and N .
Remark: The analysis in this section also applies to the multiple access channels [14] .
IV. NO-LOSS ALPHABET REDUCTION
In this section we discuss a way to further speed up the code construction algorithm using the additive structures on X . As shown in (4), the loss is small if the posterior distributions induced by the merged symbols are 1 -close. Here we argue that if these vectors are related through a one-to-one transform (e.g., a cyclic shift), the output symbols can be merged at no cost in code performance.
A. Modulo-q addition. Consider construction of q-ary polar codes for channels with input alphabet q ≥ 2, where the polarizing operation in (1)-(2) is modulo-q addition. Since I(W ) = log q − H(X|Y ), to construct polar codes it suffices to track the values of H(X|Y ) for the transformed channels. Keeping in mind that H(X|Y ) = E(− log P X|Y (X|Y )), let us write the polarizing transformation in terms of the reverse channel P X|Y :
this transformation is the same as (1)-(2).
Definition 1: Given a distribution P XY on X × Y define an equivalence relation on Y as follows: y 1 ∼ y 2 if there exists x 1 ∈ X such that P X|Y (x ⊕ x 1 |y 1 ) = P X|Y (x|y 2 ) for every x ∈ X . This defines a partition of Y into a set of equivalence classes Y = {A i , i = 1, 2, . . . }.
We 2 )). The proof can be found in [1] . This proposition implies that if the vectors P X|Y (·|y i ), i = 1, 2 are cyclic shifts of each other, merging them into one symbol y incurs no rate loss. Extending this intuition, we assume that performing greedy mass merging using all the cyclic shifts of these vectors improves the accuracy of the approximation. Our simulations confirm this assumption.
The merging operation (y 1 , y 2 ) u → y: Form the alphabet
, and
(9) This operation can be used to reduce the size of the output alphabet by assigning one output symbol for each equivalence class. Note that for symmetric channels it is easy to identify the equivalence classes; see also the example for the 4-ary channel below.
In the following algorithm we combine the above merging operation with a version of the greedy mass merging procedure (Algorithm 1).
Algorithm 2: In the jth step of recursion (8), j = 1, . . . , n: Repeat the following for each s ∈ {−, +} j . If the last step in s is +: First merge the symbols (u 1 , y 1 , y 2 ) and (−u 1 , y 2 , y 1 ) for all u 1 , y 1 , y 2 . Next repeat the following step until the size of the output alphabet reaches μ: Find triples y , y i,1 , y i,2 ) , i = 1, 2 and u ∈ X such that the increase of H(X|Y + ) incurred by the merge (y
is the smallest among all the pairs y
If the last step is −, then perform the sequence of pairwise mergings defined in (9) , taking into account that P
We show by simulation that the overall gap to capacity of the constructed codes is smaller than the one attained by using just greedy mass merging while the time taken by the algorithm is reduced from greedy mass merging alone. We give examples that support this statement below in Sect. V.
The proposed procedure gives a systematic way of locating equivalent symbols. For many practically important channels we can merge the entire equivalence classes, thereby attaining significant speed-ups of the construction. Consider the following example.
Let W be a q-ary symmetric channel (qSC) W : X → Y, n−3 )-th fraction of its actual alphabet size. Notice that for uniform P X , transformation (8) is equivalent to (1)-(2). Therefore, Proposition 4.1 implies that the alphabet reduction entails no approximation of the capacity values.
B. Binary-input channels.
Here our results imply the following speedup of Algorithm A in [9] . Denote LR(y) = W (y|1)/W (y|0). The cyclic merging means that we merge any two symbols (
±1 , so we can only record the symbols y ∈ Y with LR(y) ≥ 1. This implies that the threshold μ in [9] can be reduced to μ/2. Overall the alphabet after the + or − step is reduced by a factor of about 8 while the code constructed is exactly the same as in [9] . We give an example in Sect. V.
Remark: The cyclic alphabet reduction for binary channels shares some similarity to the ideas introduced in [2, Sect. VI.C]. At the same time, [2] only observes the possibility of reducing the alphabet size without giving a practical alphabet reduction algorithm, while our algorithm can be readily implemented.
C. Finite field alphabets.
The results of this section can be extended to codes over finite fields with the polarizing operation based on the matrix G γ , i.e. W Gγ → (W + , W − ); see Sect. I. This way of subchannel polarization always results in only two types of extremal configurations, the fully noisy and noiseless subchannels, which may be advantageous in applications. To state the results, we note that the definitions of symbol and channel equivalence introduced above in this section can be extended to finite field addition. Namely, the symbols y 1 , y 2 ∈ Y are called equivalent if there is x 1 ∈ X such that P X|Y (x + x 1 |y) = P X|Y (x|y) for all x ∈ X . The distributions P XY1 and Q XY2 are called equivalent if they satisfy Def. 2 above.
We prove the following result which is parallel to Prop. 4.1.
Proposition 4.2:
Let X = F q and let P XY1 , Q XY2 be two distributions. If P Q then for all s ∈ {−, +} n , n ≥ 1 we have P s Q s (and therefore H P s (X|Y
V. IMPLEMENTATION AND EXPERIMENTS There are several options of implementing the alphabet reduction procedures discussed above. The overall idea is to perform cyclic merging (with no rate loss) and then greedy mass merging for every subchannel in every step n ≥ 1 of the recursion.
Greedy mass merging (the function degrading_merge of Algorithm 1) calls for finding a pair of symbols y 1 , y 2 whose merging minimizes the rate loss Δ, which can be done in time O(M 2 log M ), M := |Y|. In practice this may be too slow, so instead of optimizing we can merge the first pair of symbols for which the rate loss is below some chosen threshold C. It is also possible to merge pairs of symbols based on the proximity of probabilities on the RHS of (4).
Note also that greedy mass merging can be applied to any binary polarizing operation including those described in Sect. I. We performed a number of experiments using addition modulo q, the finite field polarization G γ , and a polarizing operation from [6] . A selection of results appears in Fig. 1 with the setting explained in the figure caption.
Next we give some simulation results to support the conclusions drawn for Algorithm 2. We construct polar codes of several block lengths for qSC W with q = 4 and = 0.15, setting the threshold μ = 256. In this table N is the code length, t 1 is the running time of Algorithm 1 (greedy mass merging) and t 2 is the time of running Algorithm 2 in seconds. The quantities ΔI 1 and ΔI 2 represent the rate loss (the gap between I(W ) and the average capacity of the subchannels) in Algorithms 1 and 2, respectively.
Binary codes: In the following table we compare the performance of the construction algorithm of binary code (Algorithm A from [9] ) and the improved algorithm proposed above, using the threshold values μ = 32 for [9] and μ = 16 for our algorithm. The codes are constructed for the BSC channel with = 0.11. Here N is the code length, t A is the running time of Algorithm A in [9] , and t 2 is the running time of our algorithm in seconds. Our algorithm indeed is about 7 times faster, and the codes constructed in both cases are exactly the same.
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APPENDIX: Proof of Lemma 3.1: Let X be the random variable uniformly distributed on X , and let Y be the random output of W . Then we have Code of length n = 1024 for a q-ary symmetric channel, q = 8. Fig. 1b : Code of length n = 256 for a q-ary symmetric channel, q = 16, using the polarizing transform of [6] . Fig 1c: Code of length n = 4096 for a "typewriter channel", q = 8. 
For i = 1, 2 let s i (x) := P X|Y (x|y i )/A 12 (x). Rearranging the terms in (11), we obtain
Next use the inequality ln t ≤ t − 1 to write 
