In this paper, we study trellis properties of the tensor product (product code) of two linear codes, and prove that the tensor product of the lexicographically first bases for two linear codes in minimal span form is exactly the lexicographically first basis for their product code in minimal span form, also the tensor products of characteristic generators of two linear codes are the characteristic generators of their product code.
elements are all one. A conjecture on the relation between characteristic generators of a linear code C and its dual was posed in [4] . Kan and Shen [2] discussed the conjecture for self-dual codes and cyclic codes.
The tensor product C 1 ⊗C 2 (product code) of two linear codes C 1 and C 2 is an important construction, which was introduced in [7] and [8] . Wei and Yang [10] considered the relations among the generalized Hamming weights of linear codes C 1 , C 2 and C 1 ⊗C 2 . Koetter and Vardy [4] proved that the trellis of the product code C 1 ⊗ C 2 could be viewed as the generalized trellis product of some trellises for C 1 and C 2 .
In this paper, some relations among the trellis properties of C 1 , C 2 and C 1 ⊗ C 2 are discussed. We prove that the tensor product of two lexicographically first bases for C 1 and C 2 in minimal span form is exactly the lexicographically first basis for C 1 ⊗ C 2 in minimal span form. Also, the tensor products of all characteristic generators of C 1 and C 2 are exactly all characteristic generators of C 1 ⊗ C 2 .
Preliminaries
We adopt the definitions of conventional or tail-biting trellises for block codes appearing in [3] and [4] . For more details, the readers can refer to the two references.
An edge-labelled directed graph is a triple (V, E, A), consisting of a set V of vertices, a finite set A called the alphabet, and a set E of ordered triples (v, a, v ), with v, v ∈ V and a ∈ A, called edges. We say that an edge (v, a, v ) begins at v, and ends at v , and has label a.
Definition 1:
A tail-biting trellis T = (V, E, A) of depth n is an edge-labelled directed graph with the following property: the vertex V can be partitioned as
such that every edge in T begins at a vertex of V i and ends at a vertex of V i+1 , for some i = 0, 1, · · · , n − 2, or begins at a vertex of V n−1 and ends at a vertex of V 0 . E = E 0 ∪ E 1 ∪· · ·∪ E n−1 , where E i is the set of all edges beginning at a vertex of A cycle of length n in a tail-biting trellis T is a closed path in T through n distinct vertices. A tail-biting trellis T is reduced if any vertex and edge belong to at least one cycle. The set of edges labels along a cycle in T is an n-tuple (a 0 , a 1 , · · · , a n−1 ) over the label alphabet A. Postulating that all cycles in T start at a vertex of V 0 , every cycle defines a vector (a 0 , a 1 , · · · , a n−1 ) ∈ A n , which is called edge-label sequence in T . Let C(T ) denote the set of all edge-label sequences in T . Then C(T ) is called the edge-label code of T . T is a tail-biting trellis for the block code C over A if
If every vertex in each vertex class V i , 0 ≤ i ≤ n − 1, is labelled by a sequence of length ι i over A, where ι i ≥ log |A| |V i | , then this kind of trellis is called a labelled trellis. Here, we require that all vertex labels within the same vertex class are distinct. Let ι = ι 0 + ι 1 + · · · + ι n−1 . Then every cycle Γ in a labelled tail-biting defines an ordered sequence of length n + ι over A, consisting of the labels of edges and vertices in Γ. We refer to such a sequence as a label sequence in T . Denote by S (T ) the set of all such label sequences, and call S (T ) a label code of T .
For tail-biting trellises T = (V, E, A) and
we say that T is smaller than T under Θ , and denote it by
If there is at least a strict inequality in (2), we say that T is strictly smaller than T and denote it by T ≺ Θ T . T is a minimal tail-biting trellis for a block code C if there is no tail-biting trellis T for C such that T ≺ Θ T .
All above notions for conventional trellises can be defined in a completely similar way. We always assume that the alphabet set A is a finite field F q . A labelled trellis T = (V, E, F q ) is linear over F q if T is reduced and S (T ) is a linear code over F q . An unlabelled trellis T is said to be linear if there exists a vertex labelling of T such that the resulting labelled trellis is linear.
Definition 2:
Let T = (V , E , A) and T = (V , E , A) be two (conventional or tail-biting) trellises with length n. Then the trellis product T = (V, E, A) of T and T is defined as follows: For any i, 0 ≤ i ≤ n,
Clearly,
If T and T are trellises for linear codes C 1 and C 2 , respectively, then T = T × T is a trellis for the linear code
Let C be any linear code with length n over the finite field F q , i.e., C ⊆ F [6] proved the following important result:
The proof of the above lemma was also given in [9] . Given any basis for a linear code C, we can easily get a basis for C in minimal span form by the greedy algorithm. All basic spans of elements in a basis for C in minimal span form are called atomic spans for C. Though a basis for C in minimal span form may be not unique, the atomic spans of any basis for C in minimal span form are uniquely determined by the code C [6] , i.e., the atomic spans (
For convenience of notations, we impose the lexicographic order ∝ on the set of vectors in F n q . Then the lexicographically first basis for C in minimal span form is unique.
, σ i is the cyclic shift to the left i times. So
e., the cyclic shift to the right i times.
A characteristic generator for C is a pair consisting of a codeword x = (x 0 , x 1 , · · · , x n−1 ) ∈ C and its span [x] = (a, b] such that x a and x b are nonzero. The set of all the characteristic generators for C is given by
with the understanding that
for each x ∈ X j , where X * j is the lexicographically first basis for σ j (C) in minimal span form, and x * = σ j (x). The characteristic matrix for C is the matrix having the elements of X as its rows. It is easy to verify that there exists at most one different element between ρ i (X * i ) and
and call χ(C) the support set of C. It was proved that |X| = |χ(C)|. Without loss of generality, we can assume |χ(C)| = n. Thus the characteristic matrix is an n × n matrix. A. Vardy and R. Koetter [4] showed the following useful result:
Lemma 4: Let C be a linear code with dimension k and |χ(C)| = n, where n is the length of codewords in C. Then the spans of any two generators of C start at distinct positions and end at distinct positions. Furthermore, any minimal linear tail-biting trellis for the code C can be constructed as the product of k elementary trellises from the n characteristic generators of C.
According to Lemmas 3 and 4, for a linear code C, its basis in minimal span form is important for constructing the minimal conventional trellis for C, and its characteristic generators are similarly important for constructing minimal linear tail-biting trellises for C.
Definition 5:
Let C 1 be a linear code with length m and dimension k, and C 2 a linear code with length n and dimension p.
and call x ⊗ y the tensor product of x and y. Let By the above definition, if we view x ⊗ y as an m × n matrix with the i-th row (x i y 0 , x i y 1 , · · · , x i y n−1 ), then C 1 ⊗C 2 can be viewed as the set of matrices in which every row is an element in C 2 and every column is an element in C 1 . According to this structure, it is easy to see that if the distances of C 1 and C 2 are d 1 and d 2 , respectively, then the distance of
The tensor product of two matrices is defined as fol-
Hence, if G 1 and G 2 are generator matrices for C 1 and C 2 , respectively, then G 1 ⊗ G 2 is a generator matrix. the equivalence of these two structures of product code was also mentioned in [8] .
3. Trellis Relations among C 1 , C 2 and C 1 ⊗ C 2
In this section, some trellis relations among C 1 , C 2 and C 1 ⊗ C 2 are discussed. Without loss of generality, we assume that all linear codes are over F 2 . Let C be a linear code with length n. We always assume |χ(C)
Recalling the lexicographic order
Theorem 6: Let x 1 , x 2 , · · · , x k be a basis for C 1 in minimal span form and y 1 , y 2 , · · · , y p a basis for C 2 in minimal span form. Then:
(1)
(2) If, in addition, x 1 , x 2 , · · · , x k is the lexicographically first basis for C 1 and y 1 , y 2 , · · · , y p is the lexicographically first basis for C 2 , Then x i ⊗ y j , 1 ≤ i ≤ k, 1 ≤ j ≤ p, is also the lexicographically first basis for C 1 ⊗ C 2 in minimal span form
Proof.
(1) Since {x 1 , x 2 , · · · , x k } is a basis for C 1 in minimal span form, x i , 1 ≤ i ≤ k, are distinct and x i , 1 ≤ i ≤ k, are also distinct. Similarly, y i , 1 ≤ i ≤ p, are distinct and y i , 1 ≤ i ≤ p, are also distinct. Let m and n be the codeword length of C 1 and C 2 , respectively. For x i = (x i0 , x i1 , · · · , x i,n−1 ), by definition, x i is the smallest non-negative integer h such that x ih 0 and x i the largest non-negative integer h such that x ih 0. According to the definition of product code, it is easy to verify that (x i ⊗y j ) = (x i ) · n + (y j ) and (
(2) Let {x 1 , x 2 , · · · , x k } and {y 1 , y 2 , · · · , y p } be the lexicographically first bases in minimal span form for C 1 and C 2 , respectively. We want to prove that x i ⊗ y j , 1 ≤ i ≤ k, 1 ≤ j ≤ p, is also the lexicographically first basis for C 1 ⊗C 2 in minimal span form. It is enough to prove that x s ⊗ y s is lexicographically prior to w, i.e., x s ⊗ y s ∝ w, for any w ∈ C 1 ⊗ C 2 such that ( w, w] = ( (x s ⊗ y s ), (x s ⊗ y s )], where 1 ≤ s ≤ k, 1 ≤ s ≤ p, and spans are all basic spans of elements. Since
where Inductively, we have x s ⊗y s ∝ w. In conclusion, x i ⊗y j , 1 ≤ i ≤ k, 1 ≤ j ≤ p, is also the lexicographically first basis for C 1 ⊗ C 2 in minimal span form.
In the above proof, all spans mean basic spans of elements, i.e., [x 
Let's recall the procedure computing the characteristic generators of a linear code. Let C be a linear code with length n and dimension k. For 0 ≤ i ≤ n − 1, let X * i be the lexicographically first basis for σ i (C) in minimal span form and X i = ρ i (X * i ), where σ j and ρ j are cyclic shifts to the left and to the right j times, respectively. So ∪ 0≤i<n X i is the set of all characteristic generators of C. We first compute X * 0 = X 0 from any basis of C by the greedy algorithm. To compute X * i+1 from X * i , we make a cyclic shift on X * i to the left 1 time, and get a matrix, said X i , who has a unique row, say the j-th row, with 1 in the last position, compare the j-th row with other rows of X i and make row operations so that the j-th row starts at a position different with starting positions of other rows and the j-th row is lexicographically first. Thus X * i+1 is gotten. For details, the reader can refer to [4] . Lemma 7: Let C be a linear code with length n and dimension k. Let {(x i , (a x i , b x i ])|1 ≤ i ≤ n} be the set consisting of all characteristic generators of C. Then:
(
is an element of the lexicographically first basis for C in minimal span form; Proof. In fact, the set {(
with a x i > b x i , according to the procedure of computing the characteristic generators, we must have x i = ρ j (y), where y = n − 1 and y is an element of the lexicographically first basis for σ j (C) in minimal span form. Since [
and finish the proof.
Before we prove the main theorem, we give an example to show the relation among characteristic matrices of linear codes C 1 , C 2 and C 1 ⊗ C 2 . 
, and the right of matrices are the spans of corresponding rows. It is easy to get the characteristic matrices G for C 1 and H for C 2 , where
and 
and Z * h be the lexicographically first bases for σ i (C 1 ), σ j (C 2 ) and σ h (C 1 ⊗ C 2 ) in minimal span form, respectively, and let (2) For a < b, and c > d, we try to determine a nonnegative integer h such that 
(4) It can be gotten by similar discussion as (2) and (3).
Let's investigate example 8 again (keeping all notations in example 8). We have found the characteristic matrices G and H for C 1 and C 2 , respectively. By the above theorem, it is easy to get the characteristic matrix for C 1 ⊗ C 2 . For instance, we compute the spans of some characteristic gen- Now, we simply discuss the efficiency of Theorems 6 and 9. Given a basis {x 1 , x 2 , · · · , x k } for a linear code C 1 with length m and a basis {y 1 , y 2 , · · · , y p } for a linear code C 2 with length n, how to find the lexicographically first basis for C 1 ⊗ C 2 in minimal span form and its characteristic generators efficiently? If we begin from the basis {x i ⊗y j } 1≤i≤k,1≤ j≤p to compute the lexicographically first basis for C 1 ⊗ C 2 in minimal span form and its characteristic generators by the greedy algorithm, whose time complexity is O(m 2 n 2 ). However, if we first compute two lexicographically first bases for C 1 and C 2 in minimal form from {x 1 , x 2 , · · · , x k } and {y 1 , y 2 , · · · , y p } by the greedy algorithm, respectively, then we get the lexicographically first basis for C 1 ⊗ C 2 in minimal span form and its characteristic generators by Theorems 6 and 9, whose time complexity is O(m 2 + n 2 ). Clearly, the second method is not only more efficient than the first one, but also provides the lexicographically first bases for C 1 and C 2 in minimal span form and their characteristic generators. Furthermore, it is more convenient to deal with shorter codes. Since the lexicographically first basis for a linear code C in minimal span form and its characteristic generators play a key role in constructing the minimal conventional trellis and minimal tail-biting trellises for C, Theorems 6 and 9 are meaningful. 
Conclusion
It is well known that the minimal conventional trellis of a linear code C can be constructed from its basis in minimal span form, and every minimal linear tail-biting trellis of C can also be constructed from its characteristic generators. In this paper, we prove that the tensor product of two lexicographically first bases for linear codes C 1 and C 2 in minimal span form is exactly the lexicographically first basis for C 1 ⊗C 2 in minimal span form, and that the tensor products of characteristic generators of C 1 and C 2 are exactly the characteristic generators of C 1 ⊗ C 2 . Formulas on basic spans of characteristic generators of C 1 ⊗ C 2 are given by basic spans of characteristic generators of C 1 and C 2 .
