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     Low birth weight (neonate weighing less than 2500 g) is associated with several maternal and fetal 
factors, all interrelated with each other [1]. This study is aimed to survey maternal risk factors 
associated with low birth weight neonates using data mining (Random Forest) to account for 
interactions between them. We also intended to compare Random Forest with traditional Logistic 
regression. The dataset used in the present study consisted of 600 volunteer pregnant women.  This 
cross-sectional study was carried out in Milad hospital, Tehran, during 2005-2009. Ten potential risk 
factors that are commonly associated with low birth weight were selected by using Random Forest 
technique. Several criteria such as the area under ROC curve were considered in comparing Random 
Forest with Logistic Regression.According to both criteria, four top rank variables identified by 
Random Forest were pregnancy age, body mass index during the third three months of pregnancy, 
mother’s age and body mass index during the first three months of pregnancy, respectively. In addition, 
in terms of different criteria the Random Forest technique outperformed the Logistic regression (area 
under ROC curve: 93% ; Total Accuracy:95% ; Kappa Coefficient: 66%).The results of the present 
study showed that using Random Forest improved the prediction of low birth weight compared with 
Logistic Regression. This is because of the fact that the former accounts for all interactions between 
covariates. Therefore, this approach is a promising classifier for predicting low birth weight. 
 





    Birth weight is one of the most essential 
health indicators and survival of newborns and 
infants. Low birth weight (LBW) is defined as 
child's birth weight lower than 2500 g [1].  
Several maternal and fetal factors have been 
determined as risk factors of LBW and the 
incidence rate of LBW have been estimated by 
several studies in different countries [2]. A low 
birth weight incidence has been reported about 
6.8% for Iran, where 52.3 of these were preterm 
and 47.8% were the result of intrauterine 
growth restriction[3]. The prevalence of low 
birth weight in the United States, Europe, Asia 
and African regions were 10, 6.4, 18.3, and 
14.3 percent based on global survey conducted 
by UNICEF in 2004[4]. LBW is associated 
with many socioeconomic factors such as 
known factors for pre-term delivery and fetal 
growth retardation which are associated with 
LBW. They include low maternal food intake 
and illness, specifically infections. Studies 
suggest that short maternal stature, very young 
age, high parity and close birth spacing were all 
associated factors [5]. There are several 
socioeconomic factors associated with LBW 
including residence (urban-rural difference), 
 




mother’s age and occupation, birth order, the 
family’s income and many maternal conditions 
such as nutritional status, mother’s educational 
and health status. Moreover, other factors like 
low maternal food intake and illness, especially 
infections are known factors for pre-term 
delivery and fetal growth retardation related to 
LBW[6]. Other studies have identified maternal 
factors related to LBW including demographic 
variables and medical conditions, such as 
maternal age, nulliparity, cigarette smoking , 
short stature , caffeine intake , low or high 
maternal body mass index (BMI), hypertension 
and preeclampsia, psychosocial stress, and 
socioeconomic status, including education [7].  
Classification, one of the most important 
application of statistical methods in various 
sciences, aims to predict a multicategory 
response based on some independent variables 
on subjects [8]. There are several limitations for 
traditional methods like logistic regression 
including normality assumption, homogeneity 
of variances in several groups, linearity, 
independence, collinearity of covariates 
associations and interactions [9]. Therefore, 
using new methods with sufficient prediction 
accuracy that do not suffer from these 
limitations are of great interest.  Recently, 
machine learning techniques that provide less 
prognosis bias and more explicit results has 
been increasingly receiving much interest in 
medical diagnosis [10]. Random forest (RF), an 
extension of classification and regression trees 
(CART) is a non-parametric and supervised 
learning group method which has showed a 
promising performance in several studies [11]. 
The present study was conducted to determine 
prevalence of LBW and its associated risk 
factors in Milad Hospital of Tehran city using 
RF. We also compared the performance of RF 
with classical logistic regression in the used 
data set. 
 
MATERIALS AND METHODS 
     The data used in this study includes 600 
volunteer pregnant women, (1-13 weeks of 
gestation) referring to Milad Hospital in Tehran 
and receiving prenatal care from 2009 to 2010. 
Among 600 birth, 57 (9.5%) were low 
weighted. The samples were followed up until 
the delivery time. In order to collect the data, a 
checklist was designed by the researcher in 
three sets. The first set contains demographic 
logistic and pregnancy data including the 
duration of folic acid tablet use and medical 
tests in the first, second and third trimester of 
pregnancy. The second set contains the 
information about pregnancy features, medical 
tests and troubles during pregnancy. And the 
third set presents the data about pregnancy 
features, type of childbirth, the baby and 
common drugs used during pregnancy collected 
by observing and taking interviews. Moreover, 
some devices such as blood glucose meter, 
blood pressure monitor, urine analyzer, mercury 
sphygmomanometer tools, and meters 
connected to the scale, adult and baby scales 
and stethoscope were utilized to measure the 
variables [12].  In order to evaluate the validity 
and reliability of tools, content validity and test-
retest were applied respectively. The first, 
second and third sets of the information forms 
were completed respectively by 30 pregnant 
women, including 10 women in their first three 
months of pregnancy, 10 women in their second 
three months and 10 women before the 
childbirth. After two weeks, the 30 pregnant 
women were asked to recomplete the forms. In 
order to check the reliability and the correlation 
among the responses of several tests were 
performed including, McNamara Kappa 
coefficient, Pearson and Spearman correlation 
coefficients. The reliability was estimated as 
0.8 -1 
Data Analysis 
     Logistic Regression is a very general 
analytical tool that is utilized in many 
epidemiological studies to predict a binary 
response variable through covariates and factors 
[13]. For binary response variable, Y, a vector 
of covariates, x, and that represents the 
probability of success given a specific value of 
X, the logistic regression model can be 
presented as follows:  
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where   is an intercept and    is a coefficients 
vector [13].  RF is an “ensemble learning” 
method in classification problems proposed by 
Breiman et al to increase classification accuracy 
as well as to prevent over-fitting issue [14]. In 
this method, a series of unpruned classification 
trees using random bootstrap samples of the 
original data sample is constructed. To produce 
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one final classification, the outputs of all trees 
are aggregated and the object belongs to a class 
with the majority of predictions given by the 
trees in   the random forest[14] . 
There are several advantages for RF over  
regression, theoretically. First, the RF algorithm 
can select important variables automatically no 
matter how many variables are used initially 
which is different from stepwise variable 
selection in logistic regression. Second, missing 
values as well as imbalanced data can be 
handled automatically by RF[15]. Third, RF 
works better than logistic regression in large 
data sets, where the numbers of variables are 
big. There is also a main disadvantage for RF. 
Unlike decision trees analysis, it is very 
complex and the tree structure is in an invisible 
“black box”. Hence, there is an unknown 
relationship between a particular level of a 
variable and the outcome [15]. 
Performance criteria 
     To compare the discriminative powers of the 
two models, receiver operating characteristic 
(ROC) curves and the area under the curves 
(AUCs) for the data sets were used. Sensitivity,  
specificity, positive predictive value (PPV), 
negative predictive value (NPV), total accuracy 
and kappa coefficient were calculated as well. 
The data was analyzed using statistical R 
software version 3.2.2. 
RESULTS 
     Among 600 births, there were 57 (9.5%) 
cases of low weight. The results of t-test and 
chi-square tests are shown in table 1. Factors 
such as Mother’s age, the number of previous 
abortions, the number of previous childbirth, 
gestational age at the time of delivery, body 
mass index at the first and third trimesters of 
pregnancy, mother’s education and job, child’s 
gender, the use of folic acid iron, calcium or 
multi-vitamins during pregnancy, developing 
diabetes or preeclampsia during the third 
trimester of pregnancy all are significantly 
associated with LBW. 
 




        LBW(NO)   LBW(YES) 
 
Mother age 
The number of weeks of pregnancy 
BMI1 (at the first three months of 
pregnancy) 
BMI3 (at the third three months of 
pregnancy) 
HB1 (at the first three months of  
Pregnancy) 



































































































Use iron in pregnancy 
Yes 
No 
Use calcium in pregnancy 
Yes 
No 
















































Random forest analysis contained 500 trees 
where 4 variables were considered in each tree 
resulting in 17 independent variables (√ )[16]. 
K-fold method (k=2) was used to check for the 
validity of the results and make the results 
comparable to those from the logistic 
regression,. The testing set contained one third of 
the data and the others were used in training set. 
The learning algorithm was applied on the 
testing set and the training set was used for the 
supervised algorithm. The random forest 
analysis was performed using the package 
“random Forest” from R software. Moreover, the 
R package ROCR was used to build the Roc 
curve and calculating the goodness of fit 
indexes. According to the Gini coefficient index 
and permutation importance index, the variables 
are ordered based on their effect on classification 
(Figure 1)[17]. 
 
Figure 1. The Gini coefficient index and permutaion importance index in RF 
 
In accordance with the Gini importance index 
(right side of figure 1), pregnancy age during 
childbirth, body mass index during the third 
trimester of pregnancy, mother’s age and body 
mass index during the first trimester of 
pregnancy are respectively the most important 
variables affecting LBW. The order of 
importance according to permutation importance 
index is as pregnancy age during childbirth, 
body mass index during the first and third 
trimester of pregnancy and mother’s age.  
Marginal effect plots can help assessing the 
impact of the first two important variables, i.e. 
the pregnancy age during childbirth, and the 
body mass index during the third trimester of 
pregnancy (Figure2).  Based on figure 2, one can  
 




find out a decrease in the probability of LBW as 
the number of weeks of pregnancy increases 
where before week 32, there is a slight decrease 
in the probability of LBW and a considerable 
decrease can be observed after that. A reverse 
trend is shown for body mass index during the 
third trimester of pregnancy at week 25 where 
some increases can be seen after that time. 
 
Figure 2. Marginal effect plots assessing the impact of pregnancy age during childbirth and body mass index during the third 
trimester of pregnancy 
 
These plots can be presented for all other 
independent variables and their association with 
the classifier variable can be assessed. Increasing  
the number of trees reduces the-out-of-bag error. 
Figure 3 shows that 500 trees can be called 





Figure 2. Out-of-bag error versus number of trees 
 
The logistic regression model was performed 
using R software including the significant 
variables resulted from the univariate analysis. 
Entering the variables in this generalized linear 
regression model was according to the stepwise 
method and the best model was carried out using 
 




Akaike Information Criterion (AIC). The 
goodness of fit was checked using Hosmer-
Lemeshow test. According to the potential 
collinearity among independent variables and 
also data sparsity, the stepwise method was 
considered to choose the best one among several 
models with less associated independent 
variables. After 16 steps, the best model revealed 
a significant influence of gestational age at the 
time of delivery and preeclampsia during the 
third trimester of pregnancy on LBW. Table 2 
shows that the odds of LBW are 0.43 as one year 
increase in age at the time of delivery. In other 
words, the probability of LBW decreases as age 
at the time of delivery increases. This ratio was 5 
for preeclampsia during the third trimester of 
pregnancy, showing a booster effect on LBW. 
The Hosmer-Lemeshow statistic was not 
significant demonstrating a good fit of logistic 
regression. 
 
Table2. The results of logistic regression evaluating LBW 
Variable                                                                OR (95% CI)                                              P-value 
gestational age at  
the time of delivery                                              0.43 (0.36-0.53)                                              <0.001 
preeclampsia during the third 
 trimester of pregnancy                                       5.02 (1.92-13.04)                                             <0.001 
 
 
Figure 3. ROC curves for LR and RF methods 
 
Figure 4 presents the ROC curve for LR and RF 
methods. The AUC for RF and LR methods were 
93% and 89%, respectively. This result exposes 
an outperformance of RF method. Details about 
the accuracy, sensitivity and specificity for the 
performed methods are shown in table 3. A better 
performance was resulted for RF compared with 
LR.
 
Table3. Accuracy, sensitivity, specificity and kappa coefficient for LR and RF methods 
LR RF Goodness of fit indexes 
67% 72% Sensitivity 
96% 97% Specificity 
93% 95% Accuracy 
62% 66% Kappa coefficient 
 
DISCUSSION  
     LBW is the leading cause of mortality in 
newborns and infants; they, along with 
congenital malformations, are the major causes 
of morbidity[19]. This study was conducted to 
investigate the risk factors of low birth weight. 
Two statistical approaches of logistic regression 
and random forest were utilized. Our results 
showed that RF outperformed to the logistic 
regression in the used data set in terms of several  
 
criteria. Univariate analysis also revealed factors 
related to low birth weight, including the age of 
marriage, mother’s age, gestational age, BMI, 
first pregnancy age, distance between last 
 




pregnancy and recent pregnancy, birth weight of 
last child, and finally infant weight where they 
all had obviously a positive effect on weight of 
new born infants, while unexpected pregnancy 
had a negative effect and caused LBW. After 
assessing the LWB risk factors in the study, it 
was concluded that pregnancy week, BMI3, 
BMI1 and mother’s age were the most important 
variables. The most important risk factor in all 
studies and also in our study was the number of 
weeks of pregnancy. The results showed that the 
probability of LBW decreases as the number of 
weeks of pregnancy increases. A slight decrease 
was observed in the probability before week 32 
and a considerable decrease after that which is in 
concordance with the results of other studies. In 
the present study, mother's age was identified as 
an important risk factor for LBW. According to 
the study conducted by MRCOG et al, mothers 
aged between 18 and 35 years had the lowest 
prevalence of LBW in their children and the 
highest prevalence was observed in  mothers 
younger than 18. Low parity in >35 years old 
mothers and the appropriate gap between two 
pregnancies in this group could be the cause of 
compensation of high age risk (obtained by most 
studies) as well[20]. accordance with the studies 
by Gebremedhin and Mirzarahimi , we found a 
relationship between LBW and body mass index 
[21, 22]. RF is an appropriate method for 
datasets with small sample sizes and huge 
number of variables as well as datasets with 
collinearity among independent variables and 
high dimension interactions [23]. Ignoring the 
order of entering the variables to build tree 
partitions in regression tree, this method is 
appropriate for huge sample size with thousands 
of variable, determining the most important 
variables in classification, appropriate for data  
with missing, adjusting classification errors 
where the number of cases for each dependent 
variable category are unbalanced [23]. 
Calculating the proximity measures  is 
performed for each pair of cases for 
classification, finding outliers and evaluating the 
data[24]. Logistic regression is a classic and 
parametric method carrying some limitations 
such as distribution assumption for the response 
variable, collinearity among independent 
variables and missing data in contrast to the 
modern non-parametric random forest method 
which is based on machine learning. In order to 
make the comparison between two performed 
methods possible, one third of the data was 
considered as testing set and the random forest 
analysis was applied and evaluated using the rest 
of data as training set[25]. All goodness of fit 
indexes resulted in a weaker performance of 
logistic regression (AUC, sensitivity, specificity, 
accuracy and kappa coefficient). Although the 
logistic regression models didn’t use the testing 
set, the random forest analysis using testing set 
was better in prediction in comparison with 
logistic regression using all the dataset. The 
predicting, although resulting in different powers 
for two methods was the same in recognizing 
important affecting variables where both 
exposed gestational age at the time of delivery 
had a reverse association with LBW. A 
restriction caused by the data was an imbalance 
distribution of the dataset in different categories 
of response variable (9.5% were low birth 
weighted) in addition to collinearity. However, a 
better prediction was achieved from the random 
forest. Another restriction in logistic regression 
was the sparsity of the data in classifier 
categories while random forest was free from 
this limitation. 
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