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Topological states of matter are peculiar quantum phases showing different edge and bulk trans-
port properties connected by the bulk-boundary correspondence. While non-interacting fermionic
topological insulators are well established by now and have been classified according to a ten-fold
scheme, the possible realisation of topological states for bosons has not been much explored yet.
Furthermore, the role of interactions is far from being understood. Here, we show that a topological
state of matter exclusively driven by interactions may occur in the p-band of a Lieb optical lat-
tice filled with ultracold bosons. The single-particle spectrum of the system displays a remarkable
parabolic band-touching point, with both bands exhibiting non-negative curvature. Although the
system is neither topological at the single-particle level, nor for the interacting ground state, on-site
interactions induce an anomalous Hall effect for the excitations, carrying a non-zero Chern number.
Our work introduces an experimentally realistic strategy for the formation of interaction-driven
topological states of bosons.
Introduction. The seminal work of Kane and Mele
for graphene in the presence of a strong spin-orbit cou-
pling [1] has opened the field of topological insulators
and brought us a deeper comprehension of phenomena
like the quantum Hall effect, which had been known for
decades [2]. A universal classification scheme based on
symmetries and dimensionality has enabled a solid ba-
sis for our understanding of non-interacting fermionic
topological systems [3–6]. In contrast, interaction-driven
topological states of matter have remained elusive. Topo-
logical phases were originally predicted to occur in lattice
models with dominating next-nearest-neighbor interac-
tion [7], a scenario which appears difficult to envisage in
real experiments. More precise exact diagonalization [8]
and DMRG [9] calculations, however, contradicted these
mean-field results.
Predictions of topological phases in Dirac-like mate-
rials exhibiting a linear dispersion suffer from the addi-
tional drawback that theses systems are genuinely quan-
tum critical: due to the zero density of states at the
neutrality point, only perturbations exceeding a certain
critical value are able to induce a topological phase. On
the other hand, systems with a parabolic band touching
point may become topological for infinitesimal values of
the interaction [10]. A paradigmatic example is Bernal-
stacked bilayer graphene [11], but other cases have also
been identified, and this field has attracted much interest
recently [12, 13].
The search for interaction-driven topological systems
has mostly concentrated on electronic condensed mat-
ter [7–10, 13, 14] or on the equivalent cold-atom fermion
system [12, 15, 16]. Only recently, the correspond-
ing bosonic analogs became the subject of theoretical
investigations [17–21]. As for experiments, consider-
able progress has been achieved in realizing topologi-
cal states with cold atoms (fermions or bosons) in the
non-interacting regime. Examples range from the Su-
Schrieffer-Heeger model [22], to the Harper-Hofstadter
model [23, 24] or the long-sought Haldane model [25].
In these systems, topological features of the bands, like a
non-trivial Zak phase, Berry curvature, or Chern number,
characterize the non-interacting model and interactions
play only a marginal role [26–28]. In this context the in-
triguing question arises, how to engineer a parabolic band
touching with cold atoms, because in this case topologi-
cal features might emerge exclusively due to interactions.
The main difficulty is that both parabolic bands must
have a non-negative curvature in order to provide a band
minimum, where the bosons can be condensed.
Here, we show that this scenario can be achieved
by employing interacting ultracold bosons in a two-
dimensional Lieb lattice, known as a model of the cop-
per oxide planes of cuprate superconductors. The desired
band touching arises between the second and third bands
at the M -point of the Brillouin zone. We show that with
proven experimental techniques a stable Bose-Einstein
condensate (BEC) can be formed at this high-symmetry
point, which exhibits macroscopic angular momentum
and superfluid plaquette currents, such that time-reversal
symmetry is broken, but translational symmetry is pre-
served. This phase, which turns out to be topologically
trivial, is the bosonic analog of a phase first proposed
by Varma to describe the pseudogap regime of high-Tc
cuprates [29–32]. Surprisingly, when we calculate the
band structure of the Bogolyubov excitations, we find
that they exhibit emergent topological properties that
were absent in the non-interacting system.
Optical lattice. In contrast to previous realizations of a
Lieb lattice with light-shift potentials [33], our implemen-
tation includes the necessary machinery to prepare atoms
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FIG. 1. (a) A face-centered square lattice (left detail) is ob-
tained by superimposing the two square lattices shown in the
center and in the right detail (with λ1 ≈ 2λ2). Colored disks
show potential minima, gray disks or lines show maxima. (b)
By varying the relative depth of the superimposed square lat-
tices, the relative depth of the A and the B wells of the result-
ing Lieb lattice can be tuned. (c) Experimental realization of
a Lieb-lattice potential with built-in band swapping function-
ality (see text for details).
in the second Bloch band, and hence to include orbital
degrees of freedom. The Lieb-lattice geometry, depicted
in Fig. 1(a), arises if a unit cell (light blue rectangle in
the left detail) with two classes of sites denoted A and
B is translated via a square Bravais lattice. In order to
excite atoms into the second band of this lattice using
the technique demonstrated in Refs. [34, 35], additional
functionality (henceforth referred to as band swapping)
is required, which allows one to rapidly switch the well
depths of the corner sites A and the bond sites B. Ex-
perimentally, this may be achieved by superimposing the
two potentials
V1(x, y) ≡ −V1,0[cos2(k1x) + cos2(k1y)] , (1)
V2(x, y) ≡ −V2,0
4
| cos(k2x) + cos(k2y)|2 ,
thus obtaining V (x, y) ≡ V1(x, y) + V2(x, y). Here,
kν ≡ 2pi/λν with λν , ν ∈ {1, 2} denoting the wavelengths
of the light fields forming Vν(x, y) and λ1 ≈ 2λ2. As illus-
trated in the central and right details of Fig. 1(a), both
potentials V1(x, y) and V2(x, y) represent simple square
lattices, however, rotated with respect to each other by
45◦, and with lattice constants differing by a factor
√
2.
Indicating their potential minima by red and blue disks
and their potential maxima by gray disks or grey lines,
respectively, Fig. 1(a) immediately clarifies how their su-
perposition yields the desired Lieb-lattice geometry. By
tuning the ratio V1,0/V2,0 around unity, the A wells can
be tuned to be deeper than the B wells or vice versa.
This is shown in Fig. 1(b), where the potential is plotted
for V1,0/V2,0 = 0.85 and V1,0/V2,0 = 1.17 on the left- and
right-hand sides, respectively.
Experimentally, the required lattice is produced by
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FIG. 2. (a) Tight-binding lattice model. (b) Compari-
son between the tight-binding band structure (dashed blue
line) and the exact band structure (continuous red line) for
V1,0 = 10.6Erec,2 and V2,0 = 9.4Erec,2. The fitting param-
eters t = 0.166, t′ = 0.011, ξp = 0.209 and overall energy
shift E0 = −16.367 are given in units of the recoil energy
Erec,2 ≡ ~2k22/(2m), with m the atomic mass.
the setup shown in Fig. 1(c). Two laser beams with
wavelengths λ1 and λ2 =
1
2λ1 + δλ, both detuned
to the negative side of an atomic transition with δλ
corresponding to a few ten MHz, are retro-reflected
from the same mirror. The polarization of the beam at
wavelength λ1 is adjusted to be linear within the lattice
plane. Hence, no interference occurs at the crossing
point, where an atomic BEC is prepared, such that
the potential V1(x, y) arises. Similarly, the beam at
wavelength λ2 exhibits linear polarization perpendicular
to the lattice plane, such that maximal interference at
the crossing point yields the potential V2(x, y). The two
potentials can be precisely positioned relative to each
other (to better than a few nm) by adjusting δλ and the
ratio between the distances L1 and L2 indicated in the
Fig. 1(c) [36].
Theoretical model We consider the case when the cor-
ner sites (A) are significantly deeper than the bond sites
(B) such that the former host px and py orbitals, while
the latter host s orbitals. The low-lying s orbitals of the
corner sites are neglected. The corresponding minimal
tight-binding Hamiltonian reads
H0 = − t
∑
r,α,σ
(
σ p†α,rsr+σeα + h.c.
)
(2)
− t′
∑
r,ρ,σ
(
s†r+σexsr+ρey + h.c.
)
+ ξp
∑
r,α
p†α,rpα,r + ξs
∑
r,α
s†r+eαsr+eα ,
where t is the nearest-neighbor hopping between s and
p orbitals, t′ is the next-nearest-neighbor hopping be-
tween s orbitals, and ξp and ξs are, respectively, the on-
site energies for p and s orbitals (see Fig. 2(a)). We
will consider ξs = 0 in the remainder of this work. Let
us define sα,r ≡ sr+eα and introduce the vector Ψk ≡
(px,k, py,k, sx,k, sy,k). In momentum space, the Hamilto-
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FIG. 3. (a) X−X ′ condensate: a pattern of staggered angular
momenta and currents arises (b) M condensate: angular mo-
menta are rectified and currents form loops in the elementary
plaquettes (dashed line).
nian can be written as H0 =
∑
k Ψ
†
kH
0
kΨk, where
H0k =

ξp 0 −2its˜x 0
0 ξp 0 −2its˜y
2its˜x 0 ξs −4t′c˜xc˜y
0 2its˜y −4t′c˜xc˜y ξs
 . (3)
Here, we have defined c˜x,y ≡ cos(kx,y/2), s˜x,y ≡
sin(kx,y/2), and introduced units for which the lattice
constant a = 1. At the high-symmetry points, the lowest-
energy eigenvectors have the form (up to a normalisation
constant): ΨX = (−i, 0, 2t, 0), ΨX′ = (0,−i, 0, 2t),
Ψ
(1)
M = ΨX , Ψ
(2)
M = ΨX′ , corresponding to the energy
 =
(
ξp −
√
16t2 + ξ2p
)
/2. The M point is two-fold de-
generate.
A comparison between the band structure derived from
the Hamiltonian in Eq. (2) and from the experimental
potential given in Eq. (1) is shown in Fig. 2(b). The
desired quadratic-band touching at the high-symmetry
point M of the Brillouin zone, arising from two bands
with non-negative curvature, may be promptly observed
upon inspection of the figure.
In the presence of contact interactions Us and Up for
the s- and p-orbitals, respectively, and within the har-
monic approximation, the interaction Hamiltonian can
be cast in the form [37, 38]
Hint =
Us
2
∑
r,α
nsα,r(nsα,r − 1) +
Up
2
∑
r
(
n2p,r −
L2z,r
3
)
,
where nsα,r = s
†
α,rsα,r, np,r ≡ npx,r + npy,r
and the angular-momentum operator is given by
Lz,r = −i
(
p†x,rpy,r − p†y,rpx,r
)
. Inspection of the Hamil-
tonian shows that repulsive interactions favour a ground
state with finite angular momentum 〈Lz,r〉 6= 0, thus
breaking time-reversal symmetry T .
Ground-state. Lattice systems exhibiting a degenerate
set of minima favour condensation at the high-symmetry
points, as for instance found for the Kagome lattice
[39]. Therefore, we distinguish two types of conden-
sates, depending on whether the condensation occurs at
the points X − X ′ or at the two-fold degenerate point
M . This scenario is confirmed by solving the Gross-
Pitaevskii equation in imaginary time, which in addi-
tion allows us to exclude simultaneous condensation at
all the three points. At the momenta corresponding to
the high-symmetry points X, X ′, and M , only some or-
bitals have a non-vanishing amplitude for the Hamilto-
nian in Eq. (2). These considerations lead us to propose
the following ansatz for the condensate wave-function
〈pα,r〉 = √ρpeiθαeikα·r , 〈sα,r〉 = √ρseiφαeikα·(r+eα) .
For the X − X ′ condensate, one has kx = X = (pi, 0)
and ky = X
′ = (0, pi). For the M condensate, kx =
ky = M = (pi, pi). We make a gauge choice: φy = 0.
Minimisation of the mean-field free energy determines
the phases θx = pi, θy = pi/2, φx = pi/2, φy = 0 and the
mean-field free energy reads
EMF = −8t√ρpρs + 4Upρ2p/3 + Usρ2s + 2ξpρp .
Since the condensates break time-reversal symmetry T ,
each solution is two-fold degenerate. The time-reversal
conjugate solution can be obtained by substituting φx →
−φx and θy → −θy.
The angular momentum expectation value is 〈Lz,r〉 =
−2ρp(−1)m+n in the X − X ′ phase and 〈Lz,r〉 = −2ρp
in the M phase, where m and n are integers correspond-
ing to r = (m,n). Hence, the overall angular momen-
tum vanishes for the X − X ′ phase but not for the M
phase. The X −X ′ condensate breaks the translational
symmetry of the Bravais lattice, whereas the M conden-
sate does not (see Fig. 3). Phase gradients induce su-
perfluid currents. The bond-current operator is defined
as Jµνij = −itij
(
b†µ,ibν,j − b†ν,jbµ,i
)
, where b†µ,i is the cre-
ation operator for a boson at site i and flavor/orbital
µ and tij is the hopping amplitude between sites i and
j. There are currents only along the s − s bonds with
amplitude |Jss| = 2t′ρs.
The ground states may possess non-trivial topological
properties, such as a Hall response. The calculation of
the transverse (Hall) conductivity σxy revealed that this
is not the case (see Refs. [17, 40, 41] for more details).
However, as we shall discuss below, topological properties
arise for the excitations of the M condensate.
Corrections to the ground-state mean-field energy
given by the zero-point fluctuations of the Bogolyubov
modes have been also investigated following the proce-
dure outlined in Ref. [39] and we found that the M con-
densate has a larger energy compared to the X−X ′ con-
densate, of the order of 1 pK [41]. This small value makes
us confident that a metastable M condensate could be
experimentally realizable. Nevertheless, the precise esti-
mation of the condensate lifetime is a highly non-trivial
problem, which we defer to future investigations.
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FIG. 4. (a) Bogolyubov spectrum. Parameters are chosen in
units where t = 1: t′ = 0.2, ξp = 1.5, U = 0.005. Numeri-
cal minimization of the mean-field free energy under the con-
straint ρs + ρp = 100 yields µ = −1.01882, ρpU = 0.1730 and
ρsU = 0.3269. (b) Berry curvature Fxy of the lowest branch
of the Bogolyubov spectrum. The white spot at M = (pi, pi)
indicates that the Berry curvature is not calculated at this
point, since this is the momentum at which condensation oc-
curs.
Excitations and topology. The quadratic band-
touching appearing at the M -point in the non-interacting
spectrum is protected by inversion and time-reversal
symmetry, and it exhibits a 2pi Berry flux [10, 12, 41].
Upon condensation, the band degeneracy is lifted be-
cause the U(1) symmetry breaking requires the existence
of only one gapless mode, according to Goldstone’s the-
orem. Therefore, the band splitting appearing for the
excitations and the further breaking of time-reversal sym-
metry can allow for a non-vanishing Berry curvature and
Chern number.
Within the Bogolyubov approximation, the Hamil-
tonian can be written as H = H0 + H int ≈
EMF + H
Bog, with HBog = 12
∑
k δψ
†
kH
Bog
k δψk,
where we have introduced the Nambu spinor δψk =
(δpx,k, δpy,k, δsx,k, δsy,k, δp
†
x,−k, δp
†
y,−k, δs
†
x,−k, δs
†
y,−k).
The Bogolyubov Hamiltonian for the M condensate
reads
HBogk =
(
H0k +H
1 ∆
∆∗ [H0−k +H
1]∗
)
,
where H0k was defined in Eq. (3), H
1 =
8
3U diag(ρp, ρp, ρs, ρs)− µ14×4,
∆ =

2
3Uρp − 23 iUρp 0 0− 23 iUρp − 23Uρp 0 0
0 0 43Uρs 0
0 0 0 − 43Uρs
 ,
and we have introduced the chemical potential µ and de-
fined U ≡ Up = 34Us within the harmonic approximation
(see Ref. [38]).
The excitation spectrum is obtained by solving the
eigenvalue problem τzH
Bog
k W
i
k = ω
i
kW
i
k, where τz =
σz ⊗ 14×4. The normalization of the eigenvectors is such
that W †kτzWk = τz and WkτzW
†
k = τz, with Wk being
the matrix having the eigenvectors W ik in its columns.
The excitation spectrum for the M -condensate is
shown in Fig. 4(a). Notice that the lowest branch of the
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FIG. 5. (a) Bogolyubov spectrum in a cylindrical geometry
with periodic boundary conditions along the y direction and
36 unit cells along the x direction. The red continuous line
indicates the edge-state dispersion. Parameters are chosen as
in Fig. 4. (b) Expanded view on the region marked by the
dashed box in (a).
spectrum became non-degenerate, as a consequence of
the U(1) symmetry breaking. This allows us to calculate
the associated Chern number generalised for Bogolyubov
Hamiltonians [42], cn =
1
2pi
∫
dkFxy(k) , where the Berry
curvature Fxy(k) reads
Fxy(k) = ∂kxAy(k)−∂kyAx(k) , Aα = −i〈W ik|τz∂kα |W ik〉 .
We numerically calculated the Chern number using the
procedure described in Ref. [43] and we found cn = 1
for the lowest branch of the spectrum. The Berry
curvature for this branch is shown in Fig. 4(b). The
non-vanishing k-space profile of the Berry curvature is
analogous to the one of a free-particle with a quadratic
band-touching point with an explicit time-reversal
symmetry breaking [41]. The fundamental difference
is that the time-reversal symmetry breaking here is
emergent and driven by interactions.
Conclusions. Our results provide a novel paradigm to
realize topological phases of weakly-interacting bosons.
By combining the condensation of atoms at a quadratic
band-touching point with the spontaneous time-reversal
symmetry breaking induced by the interactions, one can
generate a superfluid with topological excitations. These
topological excitations are non-trivial bogolons, but they
are still described in terms of a single-particle Fock space
[44]. This is in contrast to purely many-body wave
functions with topological properties that lie outside the
Altland-Zirnbauer classification, as discussed in Ref. [45].
The effect of interactions on the low-lying excitations
is nevertheless crucial for spontaneously generating the
topological properties, which are otherwise absent in the
non-interacting regime.
According to the topological classification [5], this
model belongs to class D: time-reversal symmetry is bro-
ken and particle-hole symmetry is intrinsically present in
the Bogolyubov description. Indeed, particle-hole sym-
metry is represented by the operator C = τxK, where
τx = σx ⊗ 14×4 and K is the complex conjugation op-
erator, acting as C τzHBogk C† = −τzHBog−k with C2 = 1.
5A realisation of a similar class in bosonic systems has
been recently proposed for a Kagome lattice of photonic
crystals, where a pairing term that breaks U(1) and time-
reversal symmetry is introduced by light-squeezing [46].
In our model, instead, interactions induce the
symmetry-breaking mechanism that generates the topo-
logical features of the excitations. In particular, the
non-vanishing Berry curvature characterizes an anoma-
lous Hall effect for the excitations and affects the collec-
tive modes of the gas [47, 48]. It may be directly ob-
served with the interferometric techniques demonstrated
in Refs. [22, 25, 49–51], while the excitation spectra could
be measured by momentum resolved Bragg spectroscopy
[52].
By diagonalizing the spectrum in a cylindrical geom-
etry, we found the existence of excitations localised at
the two edges of the cylinder, as expected from the bulk-
boundary correspondence (see red line in Fig. 5(a)-(b)).
The observation of these finite-size effects could be imple-
mented by using an optical box trap cutting the system
along the symmetry axes [53]. The absence of an over-
all true gap would compromise the detection of the edge
states in the presence of disorder, which, however, should
not be a problem in the light-shift potential of an optical
lattice, since these systems are inherently clean.
Finally, we want to recall that the ground-state of the
model investigated here bears strong similarities with
the Varma phase, firstly proposed for describing the
pseudogap regime of high-Tc superconductors [29–32].
Our findings also open possibilities for new exotic states
of bosons in the strongly-interacting regime [18], where
an insulating Mott phase would be characterised by a
gap and may also possess topological features [28, 54].
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7SUPPLEMENTAL MATERIAL
QUADRATIC BAND TOUCHING IN NON-INTERACTING SYSTEMS
To understand the findings discussed in the main text, it is instructive to make a comparison with a non-interacting
system displaying a quadratic band-touching point (QBTP), for which time-reversal symmetry is broken by adding
an appropriate term.
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FIG. S1. (a) Spectrum of the inversion-symmetric two-band model with time-reversal symmetry (continuous line) and without
time-reversal symmetry (dashed line) for ky = 0. (b) Vortex structure with winding number W = 2 of the two-component
vector ~h = (d1(k), d3(k)). Parameters are t1 = 1, t2 = 1, t3 = 2 and m = 0 (m = −1) for the time-reversal-symmetry invariant
(broken) case.
The Hamiltonian describing the low-energy physics of a QBTP can be written in general as
H0,effk =
(
kxkyt1 +
(
k2x + k
2
y
)
t2
(
k2x − k2y
)
t3(
k2x − k2y
)
t3 −kxkyt1 +
(
k2x + k
2
y
)
t2
)
, (S1)
or, using the Pauli matrices and the identity matrix to decompose the 2x2 Hamiltonian,
H0,effk = d0(k)12×2 + d(k) · σ , (S2)
where d0(k) = (k
2
x+k
2
y)t2 and d(k) = ((k
2
x−k2y)t3, 0, kxkyt1). The spectrum of the Hamiltonian is (k) = d0(k)±d(k),
where d(k) =
√
d1(k)2 + d2(k)2 + d3(k)2. In the specific case of the model discussed in the main text, one can perform
a unitary transformation of the tight-binding Hamiltonian using as basis the eigenstates at the M point. This allows
to decouple the high-energy modes and obtain an effective theory of the form (S1) for the two low-energy modes. The
parameters of the effective theory are related to the tight-binding parameters by the relations (t = 1)
t1 =
t′
2
1 + ξp√
16 + ξ2p
 , (S3)
t2 = t3 =
1
2
√
16 + ξ2p
.
In the model discussed in the main text, the lowest branch of the dispersion is flat along the directions kx = 0 or
ky = 0. This occurs because t2 = t3, but here we will consider the most general case.
The Hamiltonian is time-reversal and inversion invariant. As discussed in Ref. [12], inversion symmetry
UIH
0,eff
k U
−1
I = H
0,eff
−k requires that the Berry flux ΦB relative to the QBTP is defined up to a shift of 4pi. Therefore,
systems exhibiting a QBTP can belong to two distinct topological classes, namely ΦB = 0 and ΦB = 2pi. The class
ΦB = 0 corresponds to the case where the QBTP occurs as an accidental band crossing, while the class ΦB = 2pi is
the topologically non-trivial case. The Hamiltonian in Eq. (S1) describes the case ΦB = 2pi, as one can see from the
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FIG. S2. (a) Berry curvature of the time-reversal symmetry broken two-band model. (b) Cut of the Berry curvature for
kx = ky. Parameters are chosen as in Fig. S1.
vortex structure with winding number W = 2 of the vector ~h = (d1(k), d3(k)) in Fig. S1(b). The band-degeneracy
can be removed by breaking time-reversal symmetry, for instance by adding a non-vanishing d2(k) = m. The Berry
potential Aα(k) = −i〈ψk|∂kα |ψk〉 reads
Aα(k) =
d1(k)∂kαd2(k)− d2(k)∂kαd1(k)
2d(k)(d(k)± d3(k)) , (S4)
where + (−) denotes the upper (lower) branch of the spectrum. Let us consider, for simplicity, the upper branch.
The Berry curvature Fxy = ∂kxAy − ∂kyAx then reads
Fxy(k) = −
mt1t3(k
2
x + k
2
y)(
m2 + t21k
2
xk
2
y + t
2
3(k
2
x − k2y)2
)3/2 . (S5)
One can notice that the Berry curvature has a general D4 symmetry, except for t1 = 2t3, for which full rotational
symmetry is realised (not shown). For any finite value of the time-reversal-symmetry breaking parameter m, the
Berry curvature is non-zero for k 6= 0. It approaches zero at large momenta and vanishes quadratically at k = 0,
whereas it has peaks at finite momenta. This behaviour is different from the one obtained for band structures
displaying Dirac cones, where the maximum value of the Berry curvature appears at the gap-opening point. We
conclude that the momentum dependence of the dispersion crucially determines the behaviour of the Berry curvature.
Moreover, we can also compare the form of the Berry curvature that we found in the interacting system (Fig. 4(c)
in the main text) with the results displayed here (Fig. S1(a)) and observe that the form of the Berry curvature is
analogous: it is characteristic of a system with a QBTP where the gap has opened as a consequence of a time-reversal
symmetry-breaking mechanism.
MEAN-FIELD THEORY.
Here, we present more details of the mean-field calculations describing the ground-state physics in the main text.
The form of the eigenstates at the minima of the spectrum allows us to take an ansatz for the condensate wave
function of the form
〈pα,r〉 =√ρpeikα·reiθα ≡ √ρpeiθα,r (S6)
〈sα,r〉 =√ρseikα·(r+eα)eiφα ≡ √ρseiφα,r , (S7)
where we let the condensate density on p and s orbitals be different in general, and we introduced global phases to be
fixed by minimizing the mean-field energy. For the condensate at the M point, one trivially has that kx = ky = (pi, pi),
whereas for the condensate at X and X ′, the ansatz requires kx = (pi, 0) and ky = (0, pi). This ansatz is justified
by the fact that the eigenstate at the X point has non-vanishing components only for px and sx orbitals, while the
eigenstate at the X ′ point analogously has non-zero components only for py and sy orbitals.
9The angular momentum, in the mean-field approximation, takes the simple form
〈Lz,r〉 = 2ρp sin(θy,r − θx,r) . (S8)
Therefore, the mean-field energy contribution coming from the interaction is
EMFint '
ρ2pUp
3
{5 + cos[2∆θr]}+ Usρ2s , (S9)
where we defined ∆θr = θx,r−θy,r. One immediately notices that interactions are minimized when ∆θr = ±pi/2, which
in turn implies that the expectation value of the angular momentum operator 〈Lz,r〉 is non-zero, as a consequence of
the time-reversal-symmetry breaking.
Let us now define the condensation points as kα ≡ (kα,x, kα,y). The mean-field energy contribution coming from
the hopping terms reads
EMFkin = 4t sin(kx,x/2)
√
ρsρp sin(φx − θx) + 4t sin(ky,y/2)√ρsρp sin(φy − θy) .
Notice that there is no contribution from the hopping term t′. This term will, however, be present in the study of the
excitations. Moreover, for the two kinds of condensate considered here, we have sin(kx,x/2) = sin(ky,y/2) = 1.
Assuming t > 0, the minimization of the kinetic energy requires
φα − θα = −pi/2 . (S10)
In the rest of the section we will adopt the gauge choice φy = 0.
Condensate in X = (pi, 0) and X ′ = (0, pi)
In this case, since kx = (pi, 0) and ky = (0, pi), one has 2 (θx,r − θy,r) = 2(kx · r− ky · r + θx − θy) = 2pi(m− n) +
2(θx − θy) = ±pi, where we defined r ≡ (m,n), with m,n integers. Since the shift 2pi(m − n) does not change the
value of the interaction term (proportional to cos(2∆θr)), we find the solution for the global phases
θx = pi , θy = pi/2 , φx = pi/2 , φy = 0 . (S11)
The mean-field free energy is
EMF ' −8t√ρsρp + 4
3
ρ2pUp + Usρ
2
s + 2ξpρp , (S12)
and the order parameters can be written as
〈px,r〉 =−√ρpeikx·r ,
〈py,r〉 = i√ρpeiky·r ,
〈sx,r〉 =−√ρseikx·r ,
〈sy,r〉 = i√ρseiky·r . (S13)
The angular momenta on the P sites are non-zero and have an anti-ferromagnetic structure,
〈Lz,r〉 = −2ρp sin[pi(m− n) + pi/2] = −2ρp(−1)m+n . (S14)
In this ground state, because of the staggered structure, translational symmetry is broken. Let us now check the
pattern of currents. We introduce a bond-current operator Jµν(i, j) that describes the superfluid current between site
i (flavor µ) and site j (flavor ν)
Jµν(i, j) = −itij(b†µ,ibν,j − b†ν,jbµ,i). (S15)
The expectation value of this operator appears, for instance, in the continuity equation obtained from the Gross-
Pitaevskii equation on the lattice. We will therefore calculate the average superfluid current of each bond using the
mean-field ansatz bν,j → 〈bν,j〉.
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The currents along the edges vanish, whereas the currents along the diagonal s− s bonds are finite and read
〈Jsxsy (r + ex, r + ey)〉 = it′ρs(−i− i)(−1)m+n = 2t′ρs(−1)m+n
〈Jsxsy (r + ex, r + 2ex + ey)〉 = it′ρs(i+ i)(−1)m+n = −2t′ρs(−1)m+n ,
〈Jsysx(r + ey, r + 2ey + ex)〉 = it′ρs(−i− i)(−1)m+n = 2t′ρs(−1)m+n ,
〈Jsysx(r + 2ex + ey, r + 2ey + ex)〉 = it′ρs(i+ i)(−1)m+n = −2t′ρs(−1)m+n . (S16)
The current pattern is shown in Fig. 3(a) of the main text. In the enlarged unit cell, one can see that inversion
symmetry (with respect to any P site) is not broken, but mirror symmetry and translation are.
Condensate in M = (pi, pi)
In this case, since kx = ky = (pi, pi), one has θx,r − θy,r = θx − θy = ±pi/2. Let us consider the solution with the
plus sign because the other solution is its time reversal conjugate. We obtain for the phases, as before,
θx = pi , θy = pi/2 , φx = pi/2 , φy = 0 . (S17)
The mean-field free energy is
EMF ' −8t√ρsρp + 4
3
ρ2pUp + Usρ
2
s + 2ξpρp , (S18)
and the order parameters can be written as
〈px,r〉 =−√ρpeipi·r ,
〈py,r〉 = i√ρpeipi·r ,
〈sx,r〉 =−√ρseipi·r ,
〈sy,r〉 = i√ρseipi·r . (S19)
The angular momenta on the P sites are non-zero and have a ferromagnetic structure
〈Lz,r〉 = −2ρp . (S20)
Let us now calculate the bond currents. We start from the px − sx bond,
〈Jpxsx(r, r + ex)〉 = it√ρsρp (1− 1) = 0 . (S21)
The same holds for the bonds py − sy, so there are no currents running along the edges of the squares. The currents
can only be among the s− s bonds, and there are four of these bonds in each plaquette,
〈Jsxsy (r + ex, r + ey)〉 = it′ρs(−i− i) = 2t′ρs . (S22)
This is the current that goes from r+ex to r+ey, the direction of which depends on the sign of t
′. The other currents
in the plaquette read
〈Jsxsy (r + ex, r + 2ex + ey)〉 = it′ρs(i+ i) = −2t′ρs ,
〈Jsysx(r + ey, r + 2ey + ex)〉 = it′ρs(−i− i) = 2t′ρs ,
〈Jsysx(r + 2ex + ey, r + 2ey + ex)〉 = it′ρs(i+ i) = −2t′ρs . (S23)
In Fig. 3(b) of the main text, the pattern of superfluid currents and angular momenta (represented by a minus sign)
is shown. This ground state breaks time-reversal and mirror symmetry but does not break translational and inversion
symmetry. Moreover, in the region of the plaquette delimited by the bond currents, there is a net flux piercing the
surface, while the total flux per plaquette is zero (see Fig. 3(b) in the main text). The global phase in r + ex is pi,
whereas in r + ey it is pi/2. Therefore, the phase difference across each bond is ∆φbond = pi/2 and the total phase
picked up in a closed path (corresponding to the flux) is Φ = 2pi. The main difference between this phase and the
phase corresponding to condensation in X −X ′ is the fact that translational symmetry is preserved here.
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FIG. S3. (a) Bogolybov spectrum on a cylindrical geometry with L = 35 unit cells, in units where t = 1, t′ = 0.2, ξp = 1.5
and U = 0.005. The edges have been chosen by cutting along the lattice links connecting the p − sy orbitals. The red line
corresponds to the edge-state dispersion. (b)-(c) Square modulus of the particle (u(x)) and hole (v(x)) components of the
edge-state wavefunction for ky = 2.62. One can clearly observe the localization of the excitation at one edge of the cylinder,
with coordinates x = 0. Analogously, the other branch of the edge-state dispersion for ky > pi yields states localized at x = L
(not shown). The components of the wave function for px and sx are vanishingly small, and for this reason they are not plotted.
INTERACTIONS IN REAL SPACE.
To calculate the excitation spectrum within Bogolyubov theory, each bosonic operator is split into its mean-field
expectation value and the fluctuations around it, namely φr → 〈φr〉+ δφr. Only terms up to quadratic order in the
fluctuations are retained. Imposing that the terms linear in the fluctuations vanish yields a constraint for the chemical
potential.
The quadratic terms coming from the interactions on the S sites are
Us
2
∑
r∈S
[(〈sr〉2δs†rδs†r + h.c.)+ 4|〈sr〉|2δs†rδsr] . (S24)
On the P sites there are more possibilities and one finds
Up
2
∑
r∈P
{[(
〈p†x,r〉2 +
1
3
〈p†y,r〉2
)
δpx,rδpx,r +
(
〈p†y,r〉2 +
1
3
〈p†x,r〉2
)
δpy,rδpy,r
+
4
3
〈p†x,r〉〈p†y,r〉δpx,rδpy,r +
4
3
(〈p†x,r〉〈py,r〉+ 〈p†y,r〉〈px,r〉) δpx,rδp†y,r]+ h.c.
+
(
4〈p†x,r〉〈px,r〉+
4
3
〈p†y,r〉〈py,r〉
)
δp†x,rδpx,r
+
(
4〈p†y,r〉〈py,r〉+
4
3
〈p†x,r〉〈px,r〉
)
δp†y,rδpy,r
}
. (S25)
The Hamiltonian has therefore become quadratic. On can now plug in the values of the order parameters and Fourier
transform to obtain the Bogolyubov Hamiltonian shown in the main text. The results in a cylindrical geometry are
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shown in Fig. S3(a). In addition, the square modulus of the components of the edge-state wavefunction are shown in
Figs. S3(b) and (c).
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FIG. S4. Quantum corrections to the ground state energy. Parameters are chosen in units where t = 1, t′ = 0.2, and ξp = 1.5.
QUANTUM FLUCTUATIONS.
The degeneracy of the two ground states discussed in the main text can be removed by including the corrections
to the mean-field energy arising from the zero-point fluctuations given by the phonon modes (see Ref. [39] for a
description of the procedure),
∆E = EM − EX−X′ = 1
2
∑
i
∫
dk
4pi2
∆~ωik . (S26)
In Fig. S4, it is shown that the quantum corrections favour the X−X ′ condensate, which is therefore the lowest-energy
state. However, the energy difference is very small (of the order of 1pK). We expect that in each experimental run
the metastable M -condensate will be therefore randomly populated and will decay to the true vacuum for sufficiently
long times. The life-time of the M condensate will depend on the details of the interactions, namely density and
phase fluctuations. The estimation of this quantity is beyond the scope of this work.
GROUND-STATE CONDUCTIVITY.
To investigate the possibility that the ground states discussed in the main text possess non-trivial topological
properties, we followed the standard procedure of twisting the boundary conditions of the lattice by inserting fluxes
Θ = (Θx,Θy) [17, 40] to calculate the Hall response. The transverse (Hall) conductivity is then given by σxy ∝∫ 2pi
0
∫ 2pi
0
d2Θ Im〈∂ΘxΨ|∂ΘyΨ〉, where |Ψ〉 is the wave-function of the many-body ground state.
We performed imaginary-time Gross-Pitaevskii calculations on small lattices to determine the ground-state wave
function in the presence of twisted boundary conditions. We assumed a mean-field product state |Ψ〉 ≡∏i |ψi〉, where
|ψi〉 are on-site wave functions represented as coherent states. We applied the method presented in Ref. [? ] to
calculate the integral in flux space and we found zero conductivity.
To interpret this result, we notice that the ground-state shown in Fig. 3 can be seen as a vortex lattice in a superfluid.
In the presence of a single vortex, it has been shown that a finite non-trivial Hall conductivity will appear in a bosonic
lattice system. This phenomenon is a consequence of the fact that the vortex will flow up-stream or down-stream
when a bias current is applied, thus causing a phase gradient orthogonal to its motion which ultimately leads to a Hall
response of the superfluid [17]. Here, in the presence of a vortex lattice, the conductivity averages to zero because the
contribution of all the vortices cancels out. The X −X ′ and M ground states are therefore topologically trivial.
The presence (or absence) of Hall response of the ground state is conceptually different from the Hall response of
the Bogolyubov excitations. The bogolons are quasi-particles behaving as free bosons. Because of the non-vanishing
Chern number of the Bogolyubov band, and therefore the non-vanishing Berry curvature, the semi-classical dynamics
of the bogolons in the presence of a drag force is affected by the presence of an anomalous velocity, which is at the
origin of the Hall current [6].
