Abstract: This paper proposes a strategy for distributed model predictive control for linear time invariant systems coupled via a common cost function and constraints. Each subsystem solves a local robust model predictive control (RMPC) problem which considers uncertain predictions received from other subsystems. In the chosen communication scheme, subsystems exchange information about optimized local trajectories and time-varying disturbances sets obtained from the local RMPC. The latter optimizes over feedback policies based on a cost function motivated by min-max approaches and can be implemented as a single tractable quadratic program. Under some assumptions, the proposed scheme remains feasible even in the presence of delays and packet loss. Simulation results for a platoon of autonomous vehicles in a leader-follower scenario illustrate the approach.
INTRODUCTION
Particularly in the context of networked control systems with use of abundant wireless communication, distributed control of large-scale and distributed systems is seeing a renaissance as important research area. Within this area, the paper on hand focuses on dynamically decoupled systems that are coupled by constraints as well as common control goals or costs. A distributed control structure often arises quite naturally from such a system structure: centralized control of large scale and distributed systems is often not computationally feasible because it is usually very complex, requires fast transmissions of measured data between subsystems, and is more sensitive to faults. Distributed control on the other hand reduces complexity by solving a set of smaller subproblems which are often only interconnected to few other subproblems. Magni and Scattolini [2006] presented a decentralized MPC scheme without communication for coupled nonlinear systems. However, even if a decentralized control law is feasible it usually results in degraded performance. Therefore, exchange of information between subsystems becomes a crucial aspect. Besides the well-known advantages, such as constraint handling, distributed model predictive control (DMPC) is particularly suited for distributed control with communication, since the prediction of future behavior of a local subsystem can be communicated to other subsystems (Scattolini [2009] ). However, feasibility and stability of DMPC depend on the communication network and the communicated information, i.e. communication delays, packet loss, and the effect of uncertain or only partially available information have to be considered.
Many DMPC schemes that utilize communication to improve performance have been proposed. Coupling via cost
This work has been supported in part within the research priority program SPP 1305 of the German Science Foundation (DFG) functions has been addressed in Dunbar and Murray [2006] and Keviczky et al. [2006] for dynamically decoupled systems without disturbances. Richards and How [2007] considered the case of subsystems only coupled over constraints in the presence of disturbances. In Jia and Krogh [2002] , closed-loop min-max MPC has been proposed for systems coupled over states and the influence of other subsystems on the local dynamics is modeled as disturbance. Furthermore, many iterative methods, such as Venkat et al. [2008] , in which it is assumed that (i) subsystems can communicate more than once during each sample time, and (ii) the communication does not induce uncertainties (e.g. delay and packet loss), have been proposed. Franco et al. [2008] analyze the effect of delayed information exchange on DMPC for dynamically decoupled nonlinear systems in an input-to-state stability framework; however, the systems are only coupled by a common cost function.
In contrast, we here model the influence of other subsystems as disturbance, which leads to a robust MPC problem for each subsystem. Often min-max MPC, which maximizes the cost function with respect to a bounded disturbance, is used to address such a problem. A drawback of this approach is that all future disturbances have to be considered. Thus, the optimization either has to consider all possible future disturbance realizations (closed-loop min-max) or only the worst case (open-loop). As a consequence closed-loop min-max MPC is often too complex for online implementation, while open-loop min-max MPC in general is relatively conservative leading to degraded performance or even infeasibility.
In Dold and Stursberg [2009] subsystems are coupled over the inputs in a chain structure motivated by platooning vehicles. The influence of preceding vehicles on the local system is modeled as disturbance, and the resulting RMPC problem is solved based on a set invariance approach to avoid the drawbacks of min-max MPC. Each vehicle sends a set containing all disturbances over the prediction horizon to the following vehicle. Based on these sets, each subsystem imposes a robustness constraint (which is computed offline) on its own state to ensure robustness. However, since the disturbance set is time varying feasibility can not be guaranteed in general. Also, the method for information exchange is tailored to the named application scenario.
To address these issues and to improve performance, the scheme proposed in the present work communicates the predicted trajectory as well as a disturbance set for each predicted time step. The local problems are solved by RMPC optimizing over feedback policies for a cost function which considers nominal performance as well as the disturbances affecting other subsystems. This is motivated by the RMPC formulation presented in Goulart et al. [2006] for non-distributed systems and results in a single, tractable, convex quadratic program (QP) which can be solved online. To guarantee feasibility, the local controllers have to ensure that the subsystems' behavior is consistent with the communicated information. This principle is borrowed from Jia and Krogh [2002] , who consider distributed control of nonlinear systems coupled over states using min-max MPC. There, each subsystem receives a conservative estimate of future reachable sets of other subsystems with a delay of one time step. The local min-max problem incorporates the reachable sets of other subsystem's disturbances and uses its own previously estimated reachable sets as constraints to ensure consistency. Here, we modify this approach to RMPC with direct computation of disturbance sets for linear systems which are coupled via costs and constraints. Furthermore, we include nominal predictions of other subsystems, consider arbitrary communication delays as well as packet loss, and explicitly consider polytopic uncertainty. This paper is organized as follows. In Section 2, the distributed problem is presented. To solve the local problems, Section 3 introduces a RMPC scheme based on the work in Goulart et al. [2006] and a special type of cost function for our distributed setting. In Section 4, we present the distributed control scheme using communication. A simulation study in Section 5 is used to demonstrate the effectiveness of the proposed method.
DISTRIBUTED MODEL
Consider a discrete-time linear and time invariant (LTI) system, which aggregates N l dynamically decoupled subsystems and is modeled by the difference equation:
with the state vector x k ∈ X ⊆ R n , inputs u k ∈ U ⊆ R m , and disturbances d k ∈ D ⊆ R q ∀k. A, B and E are blockdiagonal matrices with corresponding dimensions. Assumption 1. X is convex and the sets U and D are convex and compact. These sets are given by polytopes containing the origin in their interior. The finite horizon cost function associated with the centralized control problem is given by:
where x P := x T Px denotes a weighted norm with symmetric positive definite weighting matrix P. The state at time k + l predicted at time k is denoted by x k+l|k .
The subsystems of (1) are given by:
where N = {1, . . . , N l } and
are the local states, inputs, and disturbances of the i-th subsystem, and A (i) , B (i) and E (i) are matrices with corresponding dimensions. Let κ (i) (·) denote the control law of the i-th subsystem, then:
denotes the one-step reachable set of the i-th subsystem under the control law
k denote the set of control inputs generated by the control law κ (i) (·). The constraints X and U, as well as the cost function (2) may induce coupling. We use an index set containing the indices of subsystem i and of all the subsystems with which i is coupled: N i ⊆ N = {j 1 , . . . , j p } with j 1 = i and i ∈ {j 2 , . . . , j p }. Assumption 2. The i-th subsystem can obtain an estimate with bounded error of the states and/or inputs of all systems in N i \ i based on measurements, estimation, or communication.
k of a connected subsystem j. The corresponding uncertainties, for example caused by communication delays, are given by δx
Using the estimates and uncertainties defined above, the following augmented model for the i-th subsystems can be obtained:
where 0 denotes the zero matrix of appropriate dimension.
k ⊆ R qi is used to describe all the uncertainties contained in (6). For notational convenience, we introduce
k is given by:
. . .
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Note that
are compact and convex.
Proof. By assumption 1 the sets of inputs and disturbances are compact and convex. Assumption 2 implies that a bounded estimate of the reachable set (4) can be obtained. Hence
k is compact and convex and these properties are preserved by the projection G (i) .
In order to reduce the computational complexity of the RMPC formulation presented in the next section outer approximations for G (i) W (i) can be used. Using the augmented model (3) the following local cost function:
and the local constraintsx
k ∈ U (i) (which include the coupled constraints and cost) are defined. The constraints may be time-varying, such thatx
RMPC FOR DISTRIBUTED SYSTEMS
The local systems are controlled by a feedback model predictive controller with the horizon N . To reduce conservativeness closed-loop min-max MPC optimizes over future state feedback policies. This usually leads to a considerable computational burden. One common approach is to limit future feedback to a control policy that is affine in the states in order to reduce the number of free parameters:
with g (i)
k+l|k ∈ R mi and feedback gains K (i) l,r ∈ R mi×ni . However, in general the resulting MPC-problem is nonconvex. Löfberg [2003] presented results for a control law that is affine in the past disturbances and turns out to be convex. Goulart et al. [2006] presented an efficient method to optimize such a control law under polytopic disturbances: Consider for a moment the system x k+1 = Ax k + Bu k + Gw k . Assuming full state feedback, the disturbance can be obtained from Gw k = x k+1 − Ax k − Bu k at time k + 1. Hence, the control policy can be parametrized as affine function of past disturbances:
l,r ∈ R mi×ni . This feedback policy leads to a convex problem in M and v and is equivalent to (9). In the following we apply the main idea of Goulart et al. [2006] to our RMPC problem. Subsequently, it will be shown that this formulation is particularly useful for the distributed setting and with a special type of cost function. The stacked vector of states over the prediction horizon N predicted at time k is denoted byx(i) k:k+N |k = (x
T . With stacked input and disturbance vectors and corresponding matrices (denoted by bold letters), the following model is obtained:
We use the same notation for sets, e.g. W
(i)
k:k+N is given by:
where
, and a i is the number of faces of the disturbance polytopes of the i-th subsystem. Based on (7), this disturbance polytope can be obtained from the sets defined in (5) 
with
Hence, only the right-hand side of the constraints is time varying. The feedback policy in (10) is expressed as follows:
where ⊗ is the Kronecker product and I n denotes the identity matrix of dimension n. The vector v (i) k:k+N ∈ R miN can be interpreted as the control input in the absence of disturbances. The disturbance feedback M (i) k ∈ R miN ×niN has the following structure:
Furthermore, a terminal constraint
can be imposed. Similar to Goulart et al. [2006] , the following matrices are defined:
, and f
. At time k, a control law admissible for the constraints is a pair (M k , v (i) k:k+N ) which satisfies (13), (14), (15), the dynamics (11), and the disturbance (12). This condition can be rewritten as follows:
Where (F) j denotes the j-th row of F. The dual of the maximization of the j-th row of (17) is given by: min
Combining the vectors z
is obtained. Considering (18), the set of admissible control policies is thus given by:
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As shown by Goulart et al. [2006] , for the non-distributed case, this set is convex. Combined with a suitable quadratic cost function, a single quadratic program is obtained. Substituting (14) into (11) results in:
This formulation is particularly useful for the distributed case, since we can directly use v (i) k:k+N as prediction of the inputs and obtain predictions for the states from:
Furthermore, we obtain the following predictions for the disturbance sets:
With a modification to ensure that future control actions are consistent with the communicated information, these predictions and sets will be used for the distributed scheme presented in the next section. The term Z (i) h (i) in (19) tightens the constraints on the nominal prediction such that they are satisfied for the disturbed system. Richards and How [2007] use a similar approach but use control policies chosen by the designer instead of optimizing over control policies.
In the distributed setting, the sets ∆X (i) and ∆Û (i) are communicated by subsystem i and describe the uncertainty of a corresponding (communicated) trajectory. The receiving subsystem(s) can directly derive the sets (5) based on this information. To minimize these uncertainties, we propose a cost function that is based on the predictionsx k , on v k , and on the uncertainties given by (22):
Weighting the uncertainty less will result in faster convergence of the local system at the expense of communicating less certain predictions to other subsystems. Therefore, a compromise between local and global performance can be chosen.
The control policy is given by
Proposition 4. (24) is a convex optimization problem with unique solution.
Proof. The set of feasible solutions (M
k:k+N ) is convex. The nominal part of (24) k . Since the sum of convex functions is a convex function (cf. Boyd and Vandenberghe [2004] ) the proposition follows.
DISTRIBUTED RMPC BASED ON COMMUNICATION
We assume that the clocks of the subsystems are synchronized. Thus communication delays t d ≥ 1 can be detected via time stamps. Furthermore, a buffer is used to store previously received predictions and corresponding sets. In each time step, the subsystems receive delayed information from neighboring subsystems, solve the local RMPC problem, and send predictions and predicted disturbance sets to other subsystems. The distributed scheme is given in Algorithm 1 andk = k − t d denotes the time at which the information received at k has been sent. Because Algorithm 1 uses a distributed initialization, the uncertainty will initially be large and then decreases as the subsystems exchange information. If available, a centralized initialization can be directly used to initialize Algorithm 1.
The local problem in the next time step is constrained to the communicated reachable sets to ensure consistency. However, due to the requirement to satisfy the terminal constraint at k + N under disturbances the last steps of the planned trajectory can lead away from the control goal. Thus, enforcing consistency with such a prediction in the next time step, when new information may be available, can lead to reduced performance. Hence, we allow replanning of the inputs u
, where
is the number of control steps which can be replanned. Assumption 5. We assume that for each subsystem a nonempty maximal robust control invariant setC
exists for the dynamics (6), constraints X (i) , U (i) and disturbances W (i) .
So far we did not address the terminal constraint T (i) . To define the terminal constraint, we require the set:
A common approach is to choose a robust positively invariant set for an LQR controller as terminal constraint T (i) . With the associated terminal cost P (i) , stability and feasibility can be guaranteed (cf. Mayne et al. [2000] ). However, such a robust positively invariant set is often small or empty. Also it has to be reached under all disturbances, this might lead to a small feasible region. Another choice is
∞ is the maximal robust control invariant set. Here, we require T (i) to be a control invariant set to ensure feasibility. For details refer to Kerrigan [2000] , where the following definition of robust control invariant sets is given. Definition 6. Θ is a robust control invariant set iff:
k+1:k+l|k holds for all l ∈ R + . Thus, the uncertainty between each pair of subsequent steps does not grow.
Proof. If the initial problem is feasible, it follows that at k = 0 there exists a control law such that: u
r } holds for all disturbances. By Algorithm 1, these sets are used as constraints at k + 1 and by (19) the control law is such that it can only tighten the constraints. Hence the disturbance sets can only shrink in the next N −S (i) r steps. Beyond N − S (i) r the disturbances are bounded by assumption 2 and the bounds U (j) on the input.
Theorem 8. If the initial problem is feasible the problem will remain feasible for all times.
Proof. If the initial problem is feasible a control law exists such that all constraints are satisfied and T (i) is reached in N steps under the initial disturbance set W (i) k:k+N |k with k = 0. By proposition 7 the disturbance does not grow, hence the system will reach T (i) and satisfy the constraints. Furthermore, the fact that T (i) is control invariant implies that there always exists a control law such that the system stays inside T (i) for all disturbances (cf. definition 6). Since
the problem remains feasible for all time.
SIMULATION RESULTS
As an example consider a leader-follower scenario with 5 identical vehicles. The vehicles are modeled by double integrators with sampling period ∆T = 0.3s. The states
T , where p is the position, v the velocity, and S v the spacing between vehicles. Therefore the control goal
We choose S v = 2 which corresponds to a constant spacing of 2m. We assume that the lead vehicle either uses a reference trajectory or generates one on its own. The vehicles are subject to disturbances in the input (i.e. E=B). The local dynamics of the vehicles are given by:
x
for i ∈ {1, . . . , 5}. To introduce coupling via costs and constraints, the models of the followers have to be augmented to include the states of the preceding vehicle. The following prediction model is obtained for i ∈ {2, . . . , 5}:
where d −5, 3] . In order to fulfill assumption 5 we choose the input sets:
where ∼ is the Pontryagin difference, ⊕ is the Minkowski sum, and c = 0.07. The parameter c represents a trade-off between maximal acceleration of the whole platoon and the ability of the following vehicles to reduce a initial distance e 0 to the leader. The robustly control invariant set of the 5-th vehicle is shown in Fig. 1 . Other decompositions, which for example could also consider the following vehicle, are possible and may lead to better performance at
1 − x The cost function is identical for all followers with the weight Q = H TQ H, whereQ is the weight on the distance and speed difference given by:
The weight on the control input is given by R = 10 −2 . As discussed before, the weights Q δ and R δ penalize the uncertainty of the predictions but might lead to slow convergence. In this example, the predicted future inputs are communicated and the states of the preceding vehicles can be measured. Therefore, the uncertainty of the predicted states is less important. We choose R δ = 10R and Q δ = 0.1Q to reflect this. Figure 2 shows simulation results for the prediction horizon N = 10 and communication delay t d = 1. The first row shows the position, velocity, and input of the leader, subsequent rows the distance to the preceding vehicle, relative velocity and input of the followers. Because predictions by vehicles at the front of the platoon need longer to propagate through the platoon, those predictions should be valid longer in order to communicate a relatively certain prediction to the last vehicle. For this reason, we increase the replanning parameter from the front to the back of the platoon, such that S (i) r = i − 1. At time t = 0s the distance between the vehicles increases. Once the information sent by the lead vehicle has propagated through the platoon, the distance decreases and good control performance is achieved. A single package loss occurs at t = 15s. From t = 20s until t = 30s the disturbance d (2) = −0.1 acts on the second vehicle, the disturbance for the third vehicle is given by d and onwards breaks down completely. In this case only the measurements of the current distance and relative velocity with respect to the preceding vehicle are used. Hence, only the second vehicle is able to track the lead vehicle with good performance. The other followers perform a braking maneuver at ca. t = 81.5s to increase the distance to the preceding vehicle. Once the vehicles are at a certain distance they accelerate in order to decrease the velocity difference. At t = 89s the leader brakes and the second vehicle reacts promptly by braking as well. Due to the lack of communication the reaction of the third, fourth and fifth vehicle is delayed and in order to maintain feasibility these vehicles have to brake stronger than the leader. Fig. 3 shows the effect of the communication failure on the third vehicle. Fig. 4 shows the effect of the disturbances on the third vehicle. Both the disturbance for the second (t = 20s to t = 30s) and third vehicle (t = 25s to t = 35s) only have a small impact and the controller of the third vehicle compensates the disturbance on its local system. It can be t seen that the performance of the DRMPC is good as long as communication is available. Once the communication fails the problem remains feasible but the control actions of preceding vehicles cause relatively large deviations from the control goal. Computation times for one vehicle and one time step range between ca. 150ms and 300ms with an average of 171ms. The computations have been performed on a Pentium 4 with 3.2 GHz and 2GB RAM using Linux, Matlab 2010a, CPLEXINT and CPLEX 12.1.
CONCLUSION
In this paper we investigated a communication based DMPC scheme for systems coupled over costs and constraints. The resulting local problems are solved by an RMPC approach motivated by min-max computation. Using certain worst case assumptions, feasibility of the scheme can be guaranteed for all times. A simulation example motivated by platooning vehicles has been used to illustrated the DMPC scheme. While feasibility can be maintained in the presence of communication failures, the results are quite conservative, on the other hand good performance is achieved when communication with small delay is available.
In Dold and Stursberg [2009] extensive offline computations are necessary to compute robustness constraints that depend on time varying disturbance sets. Here, the amount of offline computations is greatly reduced and only the robust control invariant set for the maximum disturbance and each subsystem has to be computed offline.
An important issue that requires further investigation are conditions for stability that do not require a robust positively invariant terminal constraint based on a LQR control law. Extensions of the proposed method to coupling over dynamics as well as asynchronous clocks should be possible within the proposed framework and are seen as topics for future research.
