ABSTRACT. We study intersection cohomology complexes on flag varieties with coefficients in a field of positive characteristic and present a combinatorial procedure (based on the W -graph of the Coxeter group) which determines their characters in many cases on low rank flag varieties. Our procedure works uniformly in almost all characteristics (p > 5 is always sufficient) and, if successful, verifies a version of the decomposition theorem. In particular we are able to show that the characters of all intersection cohomology complexes with coefficients in a field of characteristic = 2 on the flag variety G/B of type A n for n < 7 are given by Kazhdan-Lusztig basis elements and that the decomposition theorem is true. By results of Soergel, this implies a part of Lusztig's conjecture for representations of SL(n, F p ) with n ≤ 7 and p > n. We also give examples where our techniques fail.
INTRODUCTION
Let k be a field of characteristic p ≥ 0. Let G be a reductive algebraic group over C equipped with the classical topology, B ⊂ G a Borel subgroup and (W, S) the Weyl group and its simple reflections. Denote by D b c (G/B; k) the derived category of sheaves of k-vector spaces on G/B constant along B-orbits. In D b c (G/B; k) there exist the intersection cohomology complexes IC(w, k). These sheaves are a certain extension of the constant sheaf in degree − (w) on the Bruhat cell BwB/B to its closure, where (w) denotes the length of w.
Let H be the Hecke algebra of (W, S) over Z [v, v −1 ] with basis {H w |w ∈ W } and multiplication normalised so as to satisfy
Let {H w |w ∈ W } be the Kazhdan-Lusztig basis of H chosen so that
Given a finite dimensional graded vector space V = ⊕V i let P (V ) = (dim V i )v i be its Poincaré polynomial.
One may define the character of a sheaf F ∈ D b B (G/B; k) to be the element of H given by ch(F) = w∈W P (H * (i * w F))v (w) H w where i w is the inclusion of the point wB/B into G/B. If k is of characteristic zero, a theorem of Kazhdan and Lusztig [KL2] says that ch(IC(w, k)) = H w . Thus the Poincaré polynomials of the stalks are Kazhdan-Lusztig polynomials. It then follows that the same is true in almost all characteristics, however for any given characteristic almost nothing is known. It is a difficult question to determine the characteristics in which one has ch(IC(w, k)) = H w and, if not, what these characters are. It has been known since the original papers of Kazhdan and Lusztig ([KL1] and [KL2] ) that in non-simply laced cases the intersection cohomology complexes may have a different character in characteristic 2. (This happens, for example, in the only non-smooth Schubert variety in the flag variety SP (4)/B.) However only recently Braden discovered examples of Schubert varieties in simply laced types A 7 and D 4 where the character of the intersection cohomology sheaf in characteristic 2 is different to all other characteristics [Br] .
Assume for the rest of the introduction that the characteristic of k is neither 2 nor a bad prime for the root system of G. In particular, fields of characteristic greater than 5 are always allowed and in type A we only require char k = 2. In this article we define combinatorially a certain subset σ(W ) ⊂ W of separated elements and show: Theorem 1.1. Suppose that k is as above and x ∈ σ(W ). Then
The question of determining the characters of IC(w, k) is closely related to the decomposition theorem in positive characteristic. Given a simple reflection s ∈ S let P s ⊂ G be the corresponding minimal parabolic and consider the quotient map
With coefficients in characteristic zero, the decomposition theorem says that π s * IC(w, k) is a direct sum of shifted intersection cohomology sheaves. In general the decomposition theorem is not true in positive characteristic and one may ask if it is true for π s * IC(w, k).
Whilst being of considerable intrinsic interest, this question is also important in representation theory. Assume that k is algebraically closed and that char k is greater than the Coxeter number of W . Let G be a semi-simple and simply connected algebraic group over k whose root-datum is dual to that of G. The characters of the simple modules for G with coefficients in k are known in "almost all" characteristics [AJS] . However, for any fixed k they remain unkown. There is a conjecture, due to Lusztig, which expresses these characters in terms of the (known) characters of standard modules [Lu] . A theorem of Soergel [So3] states that a part of Lusztig's conjecture (multiplicities "around the Steinberg weight") is equivalent to the decomposition theorem for π s * IC(w, k) for all s ∈ S and w ∈ W .
Given x ∈ W and s ∈ S let w 1 , w 2 , . . . , w n be all the indices of Kazhdan-Lusztig basis elements that appear in the product H s H x . Then we have: Theorem 1.2. Suppose that char k is neither 2 nor a bad prime for the root system of G and that x and w 1 , . . . , w n lie in σ(W ). Then the decomposition theorem holds for π s * IC(w, k).
Of course, in order to apply these theorems it is necessary to know the set σ(W ). The essential ingredient in the calculation of the set σ(W ) is the W -graph of the Coxeter system (W, S). Unfortunately, even in simple situations the W -graph can be very complicated and no general description is known. However, using Fokko du Cloux's program Coxeter [dC1] it is possible to use a computer to determine the set σ(W ) for low rank Weyl groups. The simplest situation is when σ(W ) = W . This occurs in type A in low rank: Theorem 1.3. If G is of type A n for n ≤ 6 then σ(W ) = W . In particular the intersection cohomology complexes have characters given by KazhdanLusztig basis elements and the decomposition theorem is true for all k not of characteristic 2.
In other types and type A n for n ≥ 7 our techniques are not as effective. In most examples that we have computed σ(W ) is not the entire Weyl group. However, we are able to confirm the characters of more than 99% of all intersection cohomology complexes in ranks ≤ 6. It also seems that the elements x / ∈ σ(W ) for which our methods fail will provide an interesting source of future research. Although our techniques never work in characteristic 2, there are some similarities between our results and results of Braden [Br] concerning examples of 2-torsion in the stalks of intersection cohomology complexes over Z in types A 7 and D 4 . It would be very interesting to have more examples where the character of the intersection cohomology complex is not given by a Kazhdan-Lusztig basis element, particularly in characteristics greater than 2.
The structure of the paper is as follows. In Section 2 we review the Hecke algebra and Kazhdan-Lusztig basis in more detail and recall the W -graph associated to (W, S). In Section 3 we discuss the special sheaves, introduced in [So3] , which are our main theoretical tool. In Section 4 we define the subset σ(W ) ⊂ W and prove Theorems 1.1 and 1.2. In Section 5 we discuss the calculation of the sets σ(W ) via computer and give some examples of the sets σ(W ) for low rank Weyl groups.
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THE HECKE ALGEBRA AND W -GRAPH
In this section we recall the Hecke algebra, Kazhdan-Lusztig basis and W -graph. References for this section are [KL1] , [Hu] or [So3] .
Let (W, S) be a Coxeter system with Bruhat order ≤. Given w ∈ W we define the left and right descent set to be L(w) = {s ∈ S | sw < w} and R(w) = {s ∈ S | ws < w}.
Recall that the Hecke algebra is the free Z[v, v
−1 ]-module with basis {H w |w ∈ W } and multiplication given by
The elements H w are invertible and there is an involution on H which sends H w to H −1 w −1 and v to v −1 . We will call elements fixed by this involution self-dual.
There exists a basis {H w } of H called the Kazhdan-Lusztig basis, introduced in [KL1] , which is uniquely determined by requiring:
The polynomials h x,w are (after a renormalisation) the Kazhdan-Lusztig polynomials. One may check, for example, that H s = H s + v −1 H id . The action of H s for s ∈ S on the Kazhdan-Lusztig basis has a particularly simple form. Define µ(x, y) to be the coefficient of v
in h x,w if x ≤ y and extend µ to all of W × W by requiring that µ be symmetric and µ(x, w) = 0 if x and y are incomparable in the Bruhat order. Then, one may show (see [KL1] ):
By replacing L(w) with R(w) throughout one obtains the corresponding formula for the right action of H s on H w .
Thus all the information about the action of H s on the left and right on the Kazhdan-Lusztig basis may be encoded in a labelled graph, known as the W -graph. The vertices correspond to the elements of W and are labelled with the left and right descent sets. There is an edge between x and y ∈ W if µ(x, y) = 0, in which case the edge is labelled by µ(x, y). The important point for us is that, in order to know the action of H s on the Kazhdan-Lusztig basis, it is only necessary to know the W -graph and not all Kazhdan-Lusztig polynomials. This significantly simplifies the necessary computer calculations in Section 5.
SPECIAL SHEAVES
In this section we recall the special sheaves which were introduced in [So3] . These are our main technical tool.
We are interested in the intersection cohomology complexes IC(w, k) in D b c (G/B; k), the derived category of sheaves of k-vector spaces constant on B-orbits. With coefficients in characteristic zero there are two ways to construct these complexes. The first is the Deligne construction which works in complete generality: one proceeds strata by strata, first taking the direct image and then truncating at a certain degree [BBD] .
The second is peculiar to the flag variety. Given a simple reflection s ∈ R, let P s be the corresponding minimal parabolic subgroup and consider the quotient map
Let us call an object semi-simple if it ismorphic to a direct sum of shifts of intersection cohomology complexes. As π s is a smooth fibration (π s ) * preserves semi-simplicity and, by the decomposition theorem [BBD] , so does the functor (π s ) * . Now, let st . . . u be a reduced expression for w ∈ W . An argument using the Bruhat decompositions of G/B and G/P s shows that the restriction of the sheaf π s * π s * π t * π t * . . . π u * π u * B/B[ (w)] to BwB/B is ismorphic to BwB/B[ (w)], a one-dimensional constant sheaf on BwB/B sitting in degree − (w).
Putting these facts together, we conclude that we may obtain IC(w) as a direct summand of π s
If k is not of characteristic 0 the decomposition theorem is no longer true in general and thus it is not known if the object
is semi-simple. Hence it is not clear if intersection cohomology complexes can be obtained in this way. However, as pointed out by Soergel in [So3] , it still makes sense to consider the indecomposable objects that occur in this way as "substitutes" for intersection cohomology complexes. The setup discussed above has an equivariant version which will be essential in what follows. For the definition of the equivariant derived category, as well as the various functors we refer the reader to [BL] .
Consider G as a B × B-variety with respect to the action
2 and let D b B×B (G; k) be the equivariant derived category of bounded complexes of k-vector spaces. As the second factor in B × B acts topologically freely on G we have an equivalence
and there exists a forgetful functor ). This definition is only sensible if the restriction of F to each B ×B-orbit is a direct sum of shifted B × B-equivariant constant sheaves. This will always be the case below.
We need an analogue of the endofunctors π * s π s * considered above. As we haven't divided out B on the right in D b B×B (G) we obtain two such endofunctors for each simple reflection s ∈ S. Consider the multiplication maps
as maps of B × B-spaces. We define functors of "left and right translation" by (1) The sheaf i ! B is in S, where i : B → G is the inclusion and B denotes the constant sheaf on B. (2) If F is in S, then so are ϑ s F, Fϑ s and F[k] for all s ∈ S and k ∈ Z. (3) S is closed under taking direct summands. We will call this additive (but not triangulated) subcategory the category of special sheaves.
As in the introduction, assume that char k is neither 2 nor a bad prime for the root system of G (see, for example, [Ca] ). Explicitly, the disallowed primes are:
Type:
2 2 2 2 2, 3 2, 3, 2, 3, 5, 2, 3 2, 3 In almost all characteristics it is possible to classify the indecomposable objects of S: [FW] ). Let k be as above and let F be a special sheaf. Then one has
Moreover, the indecomposable special sheaves are parametrised (up to shifts) by the Weyl group. The indecomposable sheaf F w corresponding to w ∈ W is uniquely determined by requiring supp F w = BwB and j * w F w ∼ = BwB[ (w)]. where j w : BwB → G is the inclusion. The character ch(F w ) is self-dual and ch(F w ) = H w if and only if F w [dim B] is isomorphic to the equivariant intersection cohomology complex extending the constant sheaf on BwB.
Remark 3.3. This theorem is proved in the non-equivariant setting in [So3] if char k is strictly greater than the Coxeter number of W . Here the relation to the Lusztig conjecture is also proved. The generalisation to the equivariant situation and primes smaller than the Coxeter number will be given in [FW] .
Given w ∈ W , choose a reduced expression st . . . u for w. Then the indecomposable special sheaf F w corresponding to w ∈ W may be obtained by taking an indecomposable direct summand of
with non-trivial support on BwB. Alternatively, if s ∈ L(w) (resp. t ∈ R(w)) and F sw (resp. F wt ) is known, then we may obtain F w as an indecomposable direct summand of ϑ s F sw (resp. F wt ϑ t ) with nontrivial support on BwB. This fact will be used extensively in what follows.
Remark 3.4. As previously noted, under the equivalence
is the intersection cohomology complex on G then F w corresponds to the (unshifted) intersection cohomology complex IC B (w, k) on G/B. This is the reason for our choice of normalisation.
SEPARATED ELEMENTS
Let {F w | w ∈ W } be the set of representatives of isomorphism classes of indecomposable special sheaves defined in Theorem 3.2. We would like to show that their characters are given by the KazhdanLusztig basis. Being characters, the set {ch(F w ) | w ∈ W } yields a basis of H with certain positivity properties which are shared by the Kazhdan-Lusztig basis. Sometimes this allows one to conclude that ch(F w ) = H w . This is the motivation behind the set σ(W ) to be defined below. Example 4.1. As motivation, let us consider some examples:
(1) Let x ∈ W and suppose that sx > x, H s H x = H sx and ch(F x ) = H x . We know that F sx is a self-dual direct summand of ϑ s F x . Hence ch(F sx ) = H sx by the uniqueness of the Kazhdan-Lusztig basis. (2) Fix x ∈ W and suppose that ch(F sx ) = H sx for all s ∈ L(x).
Suppose further that the only Kazhdan-Lusztig basis element that appears with non-zero coefficient in all expressions H s H sx with s ∈ L(x) is H w . Then, using the fact that F x occurs as a direct summand in ϑ s F sx for all s ∈ L(x), it follows that ch(F w ) = H w .
We start with some definitions. Given an element h = a x H x ∈ H we define the support to be the set supp(h) = {x | a x = 0}.
We say that h is supported in degree 0 if all a x ∈ Z.
Given h, h ∈ H we may write the difference h − h in the standard basis as
Lemma 4.2. Suppose F is a direct summand of a special sheaf G whose character is self-dual and supported in degree 0. Then the character of F is also self-dual, supported in degree zero and
Proof. We may write
Now F occurs as a direct summand of the self-dual G whose character is supported in degree zero. Thus:
Hence a x ∈ Z for all x ∈ W and the last claim follows by considering the coefficients of
Given a subset Y ⊂ W we set s X = {x ∈ X | sx > x} and X s = {x ∈ X | xs > x}.
We now define a function f W : Y → P(W ) from some subset Y ⊂ W to the power set of W . This function and its domain are defined inductively as follows:
(2) Suppose we have defined f W on all y < x. Then it is possible to define f W on x if there exists s ∈ L(x) or t ∈ R(x) such that either
In this case we define f W (x) to be the set:
The condition in the definition for f W to be defined at w ∈ W may seem a strange. It is one way to guarantee that ch(F w ) is supported in degree zero, which is crucial to our argument below.
In all examples that we have considered f W is defined on all of W . However we see no reason why this should be true in general.
Definition 4.4. If f W is defined on x ∈ W and f W (x) = {x} we say that x is separated. The set of all separated elements will be denoted by σ(W ).
Example 4.5. Let W be a dihedral group
and similarly for (ts) m and (ts) m t. For the longest element w 0 one has
It follows that the separated elements are {id, s, t, st, ts, w 0 }. In particular, A 2 and A 1 × A 1 are the only rank two Weyl groups in which σ(W ) = W .
The following proposition shows the usefulness of the set σ(W ):
In particular, if x ∈ σ(W ) is separated we have ch(
Proof. Clearly ch(F id ) = H id and so we may assume by induction that supp(ch(F w )) ⊂ f W (w) for all w < x, where x ∈ W is some element on which f W is defined. Without loss of generality we may assume, by the indutive definition of f W above, that there exists some s ∈ L(x) so that s f W (sx) = f W (sx). Hence, by the multiplication formula in Section 2, the character of ϑ s F sw = H s ch(F sw ) is supported in degree zero.
We may now apply Lemma 4.2 to conclude that ch(F x ) is supported in degree zero. As F x is a direct summand of all ϑ t F tx for t ∈ L(x) we conclude (again using Lemma 4.2) that
Taking the intersection over these conditions yields f W (x) and the proposition.
Note that, if w ∈ σ(W ) then, by the above proposition ch(F w ) = H w and thus, by Theorem 3.2 and Remark 3.4,
and ch(IC(w, k)) = ch(IC B (w, k)) = H w which is the statment of Theorem 1.1. We now prove the second theorem of the introduction:
Proof of Theorem 1.2. If sw < w it is always true that ϑ s F w ∼ = F w [1] ⊕ F w [−1] regardless of whether or not w is separated. Indeed, there exists a decomposition of ϑ s F w into indecomposable special sheaves and, considering the restriction of ϑ s F w to BwB we see that F w [1] and F w [−1] must occur. However, comparing the characters of F w and ϑ s F w we see that nothing more may occur.
We now assume that sw > w. By assumption w ∈ σ(W ) and thus, by the above proposition and Theorem 3.2, we may write
Recall that we denote by {w 1 , . . . , w n } the set of elements such that a x = 0. By Lemma 4.2 we know that the character of any direct summand of ϑ s F w is supported in degree zero, is self-dual and has support contained in {w 1 , . . . , w n }. Hence any indecomposable direct summand is of the form F x for x ∈ {w 1 , . . . , w n }. As {w 1 , . . . , w n } ⊂ σ(W ) by assumption, we again apply the above proposition to conclude that ch(F w i ) = H w i for all i. By considering characters it follows that
We now argue that these decompositions imply similar decompositions on the flag variety. Under the equivalence
the endofunctor ϑ s corresponds to the functor m * m * [1| whereby m is the multiplication map
Consider the Cartesian diagram:
By the previous discussion and Remark 3.4 we know that m * m * IC B (w, k) ∼ = Q(ϑ s F w ) is semi-simple (ie a direct sum of shifted intersection cohomology sheaves). By proper base change we conclude the same is true of π s * π s * IC B (w, k). However, as π s is a fibration with smooth fibres, an object F ∈ D b B (G/P s ) is semi-simple if and only if π * s F is [KS] . Hence π s * IC B (w, k) is semi-simple. The non-equivariant case (ie the semi-simplicity of π s * IC(w, k)) follows from the fact that all functors commute with the forgetful functor [BL] .
RESULTS OF COMPUTER CALCULATIONS
In this section we give some examples of the sets σ(W ) ⊂ W for low rank Weyl groups. As is clear from the definition of f W and the multiplication formulas in Section 2, the only information needed to calculate σ(W ) and f W is the Weyl group W together with its Wgraph. However no general description of the W -graph is known (for descriptions of some subgraphs see [LS] and [Ke] and for a description of the computational aspects of the problem see [dC2] ).
Thus, in order to calculate f W and σ(W ) we have to restrict ourselves to examples. This involves two steps:
(1) calculation of the W -graph of (W, S), and (2) calculation of the function f W using the W -graph.
Step 1) is computational quite difficult. Luckily there exists the program Coxeter written by Fokko du Cloux [dC1] , which calculates the W -graph very efficiently.
Step 2) is then relatively straightforward. A crude implementation in Magma (whose routines for handling Coxeter groups proved very useful) as well as the W -graphs obtained from Coxeter are available at:
home.mathematik.uni-freiburg.de/geordie/torsion/ This site also contains a complete description of the sets σ(W ) and f W for all examples discussed below.
By definition f W (w) = {w} if and only if w ∈ σ(W ). If f W (w) = {w} then f W (w) is a subset of W containing w as a maximal element. Thus, in order to know f W is is enough to know the sets f W (w) for all w / ∈ σ(W ). We will refer to these sets as the critical sets and call the maximal element w the index of set f W (w). For convenience we will list the index first.
Thus for example, a listing {w, x} means that w is the index, f W (w) = {w, x} and either
As we have pointed out, F w corresponds to the intersection cohomology complex IC(w, k) on G/B if and only if ch(F w ) = H w . Because of invariance properties of the W -graph with respect to diagram automorphisms and inversion the sets σ(W ) and {f W (w)|w / ∈ σ(W )} are invariant under these operations. Hence, when listing critical pairs we will choose a representative of each orbit under inversion and any diagram automorphisms. 5.1. A n , n ≤ 6. Here σ(W ) = W . Thus, in characteristic = 2, all intersection cohomology complexes satisfy ch(IC(w, k)) = H w and the decomposition theorem for objects of the form π s * IC(w, k) is always true. This is the statement of Theorem 1.3. 5.2. A 7 . Here 9 of the 40 320 elements in W do not lie in σ(W ). We display the elements in string and diagram form. Recall that the string form of a permutation w ∈ Sym n is the sequence w(1)w(2) . . . w(n). The critical sets (up to inversion and the diagram autmorphism s 1 → s 7 , s 2 → s 6 etc.) are shown in Figure 1 . Interestingly, the indices of p 4 and p 5 have already appeared in Kazhdan-Lusztig combinatorics. They are hexagon permutations as defined by Billey and Warrington [BW] . In [Br] Braden has investigated the intersection cohomology complex corresponding to the index of p 5 and reports that the intersection cohomology complex over Z has 2-torsion at the T -fixed point corresponding to the permutation 15372648.
In [Wi] a different argument shows that ch(F w ) = H w for w the index in p i for i = 1, 2, 3, 4. Hence p 5 and p 6 are the only remaining cases in A 7 . Interesting, these permutations are obtained by "doubling" the indices of the two singular Schubert varieties in SL(4)/B: p 1 = lie in σ(W ) in this case. Note that in Example 4.5 we have already seen the existence of the sets p 1 and p 2 . 5.4. B 5 and B 6 . In B 5 , 21 of the 3840 elements of W do not lie in σ(W ). In B 6 , 228 of the 46080 elements do not lie in σ(W ). In both cases this is less than 1% of all elements. 5.5. D 4 . We label our generators s, t, u and v of W as follows:
Here 4 of the 192 elements of D 4 are not in σ(W ). Representatives for the critical sets are:
The critical set p 1 is stable under the automorphism s → u → v → s and the orbit of p 2 gives the other three sets. Braden has discovered 2-torsion in intersection cohomology complex of the index in p 1 at the point suv, which is a nice coincidence with our results.
5.6. D 5 and D 6 . In D 5 , 15 of the 1920 elements do not lie in σ(W ). In D 6 , 107 of the 23040 elements in D 6 do not lie in σ(W ). In both cases these correspond to less than 1% of all elements.
5.7. E 6 . Here 691 of the 51840 elements of W (roughly 1%) do not lie in σ(W ).
5.8. F 4 . In F 4 , 44 of the 1152 do not lie in σ(W ). This consists of almost 4% of elements and is the worst case that we have considered.
5.9. G 2 . In this case we have already calculated σ(W ) in Example 4.5. Here we obtain nothing new. If W = s, t|s 2 = t 2 = (st) 5 = 1 then σ(W ) = {1, s, t, st, ts, ststs}. However these Schubert varieties are smooth, and so ch(IC(w, k)) = H w in any characteristic if w ∈ σ(W ).
5.10. Further Calculations. The order of the group seems to be the greatest obstacle to further computer calculations. It would be interesting to know how many elements in A 8 do not lie in σ(W ) however this computation is out of reach at the moment (Coxeter can calculate the W -graph in a few hours, and it is 88MB).
