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Введение. Одна из основных проблем 
в интеллектуальном анализе текста заключается 
в  необходимости постоянного обновления тер-
минологических словарей естественных языков 
в сфере информационно-коммуникационных 
технологий (ИКТ), а также в широте предметных 
областей их применения, которая обусловлена 
высокой интенсивностью развития систем искус-
ственного интеллекта (AI systems), и, в частности, 
машинного обучения. 
Актуальность темы обусловлена высокой 
динамичностью развития систем искусственного 
интеллекта и процессов в сфере представления 
знаний в области ИКТ; проблемой взаимосвязи 
терминов при создании тезаурусных отношений; 
разработкой терминологических систем, осно-
ванных на онтологиях и тезаурусах; удовлетво-
рительным решением задач с их помощью с по-
следующим представлением решений в системе 
электронного правительства (ЭП). 
Объектом исследования является лингви-
стическое обеспечение информационных систем, 
предметом ‒ методика проведения частотного 
анализа специализированных терминов. 
Цель работы заключается в проведении ин-
теллектуального анализа текстовой информации 
в специализированных областях с созданием ра-
бочего макета лингвистического обеспечения ин-
формационных систем для согласования данных 
русскоязычной и иноязычных терминологических 
систем предметных областей в системе ЭП. 
В задачи работы входит: изучение методи-
ки актуальной обработки текстовой информации; 
исследование возможности формирования и кор-
ректировки онтологических моделей на основе 
интеллектуальной обработки текстовой информа-
ции (text mining); проведение анализа использо-
вания программного обеспечения языка R и про-
граммного пакета Rapid Miner как оптимальных 
программных средств для создания информаци-
онной системы интеллектуальной обработки тек-
стовой информации. Для решения поставленных 
задач мы используем метод глубинного анализа 
текстовой информации. 
В работе рассматриваются теоретические 
и прикладные вопросы лингвистического обе-
спечения информационных систем, раскрывается 
сущность терминологического моделирования 
специализированных областей для формирова-
ния лингвистического обеспечения информаци-
онных систем. Аналитически рассматриваются 
онтологические модели как способ описания 
предметных областей. 
Проводилось проектное исследование 
технологии text mining для анализа текстов 
на предмет поиска в них заданной терминологии 
определенных предметных областей. В работе 
рассматривается технология data mining как про-
цесс выделения и сортировки неструктурирован-
ных данных с последующим представлением для 
дальнейшего прикладного использования, опи-
сывается практическое применение технологии 
Rapid Miner для глубинного анализа текста. 
Практическая значимость результатов ра-
боты заключается в возможности их применения 
при обработке естественного языка  в режиме 
online, в процессах информационного поиска, ка-
тегоризации текстов, автоматической обработке 
больших текстовых коллекций (например, в кор-
пусной лингвистике), появлении возможности 
формирования и корректировки онтологических 
моделей с применением text mining.
Основоная часть. Наблюдаемая сегодня 
необходимость обработки неструктурированной 
текстовой информации, широкая предметная 
область её применения [1], повышение эффек-
тивности и качества уже существующих методов 
обработки текстов – всё это продиктовано совре-
менными потребностями работы с большими 
объемами электронных документов в системе 
ЭП. На смену понятию big data (неопределённо 
структурированные данные большого объёма) 
[2] приходит новый концепт – smart data («умные 
данные», результаты, извлеченные за счет обра-
ЦИФРОВАЯ ТРАНСФОРМАЦИЯ, № 2 (7), 2019 48
ботки «больших данных»; данные, полученные 
в результате интеллектуального анализа данных) 
[2]. Сегодня его рассматривают как целое направ-
ление, поскольку важным становится не столько 
сам объем данных, как то, каким образом и в ка-
кой области они могут быть использованы. 
В зависимости от поставленных целей пе-
ред процессом обработки неструктурированной 
текстовой информации исследователи занимают-
ся такими задачами, как  автоматическое анноти-
рование документов, поиск ответов на вопросы, 
непосредственный поиск информации, филь-
трация, рубрикация, кластеризация документов 
и групп документов, поиск схожих документов, их 
сегментирование и смежные вопросы. 
Наше исследование нацелено на создание 
механизма отслеживания способности предо-
ставления системой электронного правительства 
возможности взаимодействия специализирован-
ных онтологий различных предметных областей, 
а также на сопоставление русскоязычных и ан-
глоязычных специализированных онтологий, вы-
явление в них проблемных зон, лингвистических 
лакун, нестыковок терминологии с целью после-
дующего решения данных вопросов. Поскольку 
ЭП призвано осуществлять взаимодействие орга-
низаций всех типов и уровней, то в систему ЭП, 
наряду с государственными, включены и научные 
организации. Вход в систему специализирован-
ных онтологий широких предметных областей 
должен контролироваться системой ЭП, которая 
должна также быть способна обеспечить органи-
зациям и специалистам различных предметных 
областей непрерывный доступ к специализиро-
ванным онтологиям, иметь способность к согла-
сованию терминосистем данных онтологий. 
Для эффективности работы ЭП в совре-
менных информационно-поисковых и информа-
ционно-аналитических системах ведется рабо-
та с текстовой информацией в неограниченных 
специализированных областях, включающих 
в себя различные классы сущностей и предпо-
лагающих возможность вхождения в неограни-
ченное многообразие отношений между собой 
[1]. При этом существуют такие нерешенные во-
просы, как, например, нехватка лингвистических 
и онтологических знаний (знаний о мире), ис-
пользующихся в приложениях информационного 
поиска и автоматической обработке текстов, что 
может привести к нерелевантному поиску в слу-
чае если формулировка запроса отличается от 
способа описания релевантной ситуации в тексто-
вом документе. В системе ЭП эта проблема может 
усугубиться при обработке так называемых длин-
ных запросов, в поиске ответа на вопрос в вопро-
сно-ответных системах. 
На данном этапе развития системы ЭП 
внедрение дополнительных объемов знаний 
о языке и мире в современные методы автома-
тической обработки текстов представляет со-
бой сложную задачу. Это обусловлено тем, что, 
во-первых, подобным знаниям следует давать 
описание в специально создаваемых ресурсах, 
таких как тезаурусы или онтологии, содержащие 
описания десятков тысяч слов и словосочетаний 
с возможностью иметь операции по логическо-
му выводу. Во-вторых, возникает необходимость 
автоматизации решения проблемы многознач-
ности слов через выбор наиболее подходящего 
значения. Также стоит учитывать, что развитие 
актуальных комбинированных методов (знания 
плюс последние разработки в обработке цифро-
вой информации) происходит в условиях, когда 
ведение любых ресурсов отстает от развития 
предметной области. 
Применение технологии data mining, ко-
торая активно используется для обнаружения 
необходимых знаний в базах данных (так назы-
ваемом KDD – Knowledge Discovery in Databases 
[3]),  нужно для эффективного функционирования 
системы ЭП с целью научного поиска. Задача text 
mining заключена в процессе построения модели, 
хорошо описывающей закономерности, которые 
порождают данные. При анализе текстовой ин-
формации применяются различные методы ис-
следования data mining: «деревья решений», по-
строение нейронных сетей, применение методов 
ограниченного перебора, кластерные модели, ге-
нетические алгоритмы, комбинированные мето-
ды, эволюционное программирование. Процесс 
data mining является итеративным. Это значит, что 
при решении какой-то конкретной задачи прово-
цируются новые, которые нужно решать, пока не 
будет достигнут удовлетворительный результат. 
В настоящее время технология data mining 
используется в тех сферах деятельности челове-
ка, где есть накопление ретроспективных данных: 
наука, индивидуальное предпринимательство, 
а также веб-направление [3, c. 74]. Так, в нашей 
работе мы не будем перечислять все сферы при-
менения интеллектуального анализа данных, нас 
интересует вопрос использования систем интел-
лектуального анализа данных как инструмента 
в проведении уникальных исследований. 
 С целью точности формулировки понятий 
приведем определение технологии data mining 
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одного из основателей этого направления Г. Пи-
атецкого-Шапиро [3], который обозначает ее как 
«процесс обнаружения в сырых данных ранее 
неизвестных, нетривиальных, практически полез-
ных и доступных интерпретации знаний, необхо-
димых для принятия решений в различных сфе-
рах человеческой деятельности» [4]. 
Для проведения интеллектуального анали-
за текстовой информации при помощи компью-
тера мы применили программный пакет Rapid 
Miner как среду для глубинного анализа текста. 
Следует отметить, что на русском языке о text 
mining мало информации и на данный момент 
существует ограниченное количество пошаговых 
руководств в работе с той или иной программой, 
видеотренингов, чтобы можно было проанализи-
ровать специализированные тексты. 
Text mining призван решить ряд определен-
ных задач, первой из которых является классифи-
кация текста, основная идея которой заключается 
в том, что документы, принадлежащие к одной ка-
тегории, содержат одинаковые слова и словосоче-
тания [5]. Мы заранее создаем и разделяем текст 
на категории, к которым он относится, далее идет 
машинное обучение, чтобы мы могли понять, от-
носятся ли эти тексты к той или иной группе. 
Следующая по важности задача – класси-
фицирование текстов с помощью машинного об-
учения, т. е. с обучающей выборкой, где можно 
использовать экспертный метод выделения при-
знаков и составления правил. Если с машинным 
обучением процедура понятна, то при эксперт-
ном методе формируется словарь на основе на-
бора терминов в предметной области и соотне-
сения между ними. Документ классифицируется 
к своей рубрике на базе частоты, с которой появ-
ляются выделенные в тексте термины. 
Третья задача – кластеризация сложно-
го текста. Типичный кластерный анализ состоит 
в объединении имеющих схожесть текстов в груп-
пы. Эти данные должны быть представлены в мо-
дели векторного пространства. Кластеризация 
может быть иерархической ( похожа на метод 
интеллектуального анализа текста «дерево реше-
ний») и бинарной (характеризуется группировкой 
документальных кластеров по ссылкам подобия). 
Четвёртая – это аннотирование текстов,  ко-
торый необходим для  быстрого ознакомления 
с интересующей публикацией. Однако, благодаря 
возможностям text mining, анализ текста не огра-
ничивается только этой функцией. 
При помощи text mining в анализе текста 
мы также рассматриваем кластеризацию текста 
в программе Rapid Miner [5] и правило ассоци-
аций в этой среде. Для этого нужны исходные 
данные – тексты. Для репрезентативности вы-
борки мы кластеризовали 185 английских текстов 
ИКТ-дискурса, дипломатического дискурса и дис-
курса международного права на примере валид-
ного массива. 
Основы обработки текста вытекают из объ-
ективности того факта, что именно в этом форма-
те чаще всего предоставляется информация в Ин-
тернете. В отличие от технологии data mining, где 
осуществляется извлечение неочевидных данных, 
задачей обработки текста – text mining – является 
извлечение очевидныхданных . Например, при 
помощи данной технологии можно создать неко-
торый алгоритм [5], позволяющий извлечь боль-
шое количество информации с новостных сайтов, 
в нашем случае ИКТ-дискурса, дипломатического 
дискурса и дискурса международного права. 
Первым этапом при обработке текстов 
в text mining является работа с коллекцией доку-
ментов – это либо набор файлов в определенном 
формате, либо поток, который поступает на вход 
из вне. Следующий этап – декодирование (Def.) 
– перевод последовательности байт в последо-
вательность символов. Затем нужно провести их 
распаковку (plain, .zip, .gz), и форматирование 
(csv, xml, json, doc). При прохождении этих трех 
этапов преобразования байтов в слова мы полу-
чаем текст в необходимом виде. 
Этап токенизации заключается в разделении 
текста на токены, (последовательность символов/
слов в памяти, понятную для машины, полученную 
не через наивный подход, используя n-граммы). 
Следующий шаг – это удаление стоп-слов, не несу-
щих существенной информации для текста. 
Нормализация как ещё один этап text 
mining является одним из самых сложных и со-
стоит в приведении токенов к единому виду. Это 
необходимо для того, чтобы избавиться от по-
верхностной разницы в написании. На этом этапе 
важно сформулировать правила, по которым идет 
разбиение на токены. 
Стемминг и лемматизация используются на 
предпоследнем этапе процесса text mining. Стем-
минг – это первый подход, который заключается 
в приведении грамматических форм слова, а также 
однокоренных слов к единой основе. Лемматиза-
ция – более сложный подход, в котором использу-
ется морфологический анализ с применением сло-
варей и профессиональный подход к лингвистике. 
Она направлена на выделение лемм и оставление 
только тех слов, которые нужны [5, c. 24].   
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В программный пакет Rapid Miner вклю-
чены подготовленные готовые процессы для ра-
боты с текстом. Вначале работы в программном 
продукте Rapid Miner необходимо создать новый 
процесс, в данном случае процессы для анализа 
текста уже созданы в самой программе. Их не-
обходимо импортировать через file-import. Так-
же нужны папка локального репозитория и файл 
process01.rmp, в которой находятся операторы 
для первого процесса, посвященного установ-
лению ассоциативных связей. При этом каждый 
оператор имеет свои параметры. 
Для первого процесса параметр директории 
текста указывает, откуда читать текстовые данные. 
Очень важным  является вектор создания. Для него 
был выбран метод TF-IDE (term frequency-inverse 
document frequency, частота термина). Это метод 
взвешивания термина, обратная частота докумен-
та, инверсия той частоты, с которой конкретное 
слово встречается в коллекции документов [6]. 
Он дает наибольший вес тем терминам, которые 
встречаются наиболее часто в одном документе, 
но не много раз в других. Применение данного 
метода может дать слишком много слов, вплоть 
до 10 тысяч. Его недостатком является длительное 
время выполнения алгоритмов в случае слишком 
большого числа слов, что препятствует его исполь-
зованию для последовательных этапов интеллек-
туального анализа.
Анализ текстов ИКТ-дискурса показал, что 
слова, которые появляются в менее чем 70% до-
кументов, сокращены. В поиске ассоциаций нас 
интересуют термины в контексте анализа текста, 
появляющиеся  в 100% операций, т.е. документов 
в контексте проводимого интеллектуального ана-
лиза текстовой информации. Данные термины 
могут образовывать интересные часто встреча-
ющиеся наборы (т.е. список слов) и правила ас-
социации для обеспечения действительного по-
нимания. Поэтому целесообразно устанавливать 
параметр сокращения выше 100% включая слова, 
которые появляются в каждом документе. 
Прежде всего, мы указали набор текстовых 
данных, который обрабатывался в process01 [5]. 
Process01 содержит 5 операторов. Первый про-
цесс «documents from file» [5, c. 12] из операто-
ра файлов выполняет обработку текста, которая 
включает подготовку текстовых данных для при-
менения традиционных техник data mining. Про-
цесс «documents» считывает данные с коллекции 
текстов и манипулирует этими данными с исполь-
зованием алгоритмов обработки. Это встроенный 
оператор и он может содержать субпроцесс, состо-
ящий из множества операторов. В process01 этот 
вложенный оператор содержит другие операторы 
внутри. При двойном клике по нему видны субпро-
цессы, которые состоят из 6 операторов и связаны 
серийно. Их задача – преобразовать данные так, 
чтобы их было легко обрабатывать такими техни-
ками data mining, как ассоциации и кластериза-
ция. В программе справа указаны параметры этих 
субоператоров [5]: 1) разбивка на лексемы (под 
лексемой здесь понимается ассоциативная груп-
па, состоящая из нескольких слов); 2) языковая 
разбивка; 3) фильтр стоп-слов; 4) фильтр знаков по 
длине; 5) стемминг; 6) преобразование случаев. 
Оператор для process01 text nominal преоб-
разует текстовые данные в номинальные или кате-
гориальные. Затем оператор numerical to binomical 
преобразовывает их в биноминальную форму. 
Следующий этап – сама кластеризация массива 
текстовых документов. Сначала нужно импортиро-
вать файл proccess02, в котором операторы похожи 
на process01. Все начинается с процесса обработки 
документов, только метод создания вектора дру-
гой. Этот метод приводит к вычислению относи-
тельных частот для каждого из терминов в каждом 
из документов в наборе данных. В process02 метод 
сокращения такой же, как в файле process01, од-
нако значение наименьшего процента параметра 
отличается – здесь он 20%. 
Первый метод является вычислительно 
более затратным, чем второй, а это значит, что 
выявление ассоциаций занимает куда больше 
времени работы, чем кластеризация. Кластер-
ный анализ текста идет в следующем порядке: 
оператор берет весь набор данных и преобразует 
его в новый, выбрав столбцы только с числовыми 
значениями. Это преобразование нужно, чтобы 
кластеризация шла численным методом. Первый 
результат – это список слов, возникающий во вре-
мя обработки документа, второй – пример набо-
ра, который возникает от оператора «fp growth», 
конечный результат – работа оператора установ-
ления ассоциаций. 
В следующем этапе text mining мы проана-
лизировали, какие слова во скольких документах 
обнаруживаются. Затем мы работали со вкладкой 
«список слов», столбец «входящие документы», 
где могли менять порядок убывания [8]. Прежде 
всего, мы указали набор текстовых данных, кото-
рый обрабатывался в process01. Мы нажали на 
process documents, указали путь к нашим текстам 
и получили результаты: заголовки 5235 записей. 
Второй результат – набор примеров, который со-
держит данные состава термина каждого доку-
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мента в базе данных. Третий результат – это цен-
троиды кластерной модели. 
В нашем исследовании мы также исполь-
зовали язык программирования R для обработки 
текстовой информации. Одним из преимуществ 
языка R является наличие для него многочислен-
ных расширений или пакетов (полутора тысяч 
доступных на CRAN пакетов) [8], которые скачива-
ются бесплатно напрямую из R командой install.
packages(). При установке языка R на компьютер 
несколько базовых пакетов уже имеются в нали-
чии: необходимый пакет base, пакет grDevices, ко-
торый управляет выводом графиков, пакет cluster 
для специального кластерного анализа. 
Анализируемый нами язык программиро-
вания R представлен как статистическая система 
анализа, которую создали Росс Ихак и Роберт 
Гентлеман [9]. Наш выбор обусловлен тем, что 
язык программирования R – это одновременно 
и язык программирования, и программное обе-
спечение [10]. Его привлекательные свойства 
заключаются в эффективной обработке данных 
и в простых средствах для сохранения получен-
ных результатов исследования. Одновременно 
он выступает набором операторов для обработки 
текстовых массивов, матриц, а также иных слож-
ных конструкций. Так, язык программирования R 
[10] дает возможность пользователю применять 
операторы циклов для последовательного анали-
за нескольких наборов данных, где главная осо-
бенность R – это его гибкость. 
Для проведения текстового анализа данных 
необходимо было собрать и упаковать нужную 
информацию и произвести её предварительную 
подготовку к работе. Важно было добиться воз-
можности прочитать при помощи языка R приго-
товленные в другой программе данные. В нашей 
работе мы определяем текстовые данные как 
данные, которые можно прочитать и изменить 
с помощью текстового редактора (Emacs/Vi и т.д.). 
Мы использовали пробельные символы (пробел, 
табуляция и т. п.), запятые или точки с запятой 
в качестве разделителей текстовых данных. 
Данный прием был применен к интеллекту-
альному анализу данных для вычисления общих 
характеристик выборки (центр и разброс), под ко-
торой понимается набор значений, полученных 
в результате ряда произошедших измерений. Как 
центр чаще выступают среднее и медиана, а как 
разброс, – стандартное отклонение и квартили. 
Отличие среднего от медианы изначально заклю-
чается в том, что среднее хорошо функциониру-
ет в случае, когда распределение данных близко 
к нормальному. Тем самым медиана не так сильно 
зависит от характеристики распределения. В этом 
отношении она более устойчива (робастна).
Заключение. Основным результатом ис-
следования является применение технологии 
text mining для анализа текстов на предмет поис-
ка в них заданной терминологии определенных 
предметных областей. Проведен анализ функци-
ональных возможностей библиотек языка R, от-
работаны методики применения программного 
пакета Rapid Miner для глубинного анализа тек-
ста. Оптимальной формой анализа предметных 
онтологий можно признать так называемое кон-
цептуальное индексирование, имеющее место, 
когда идет индексация текста по понятиям, а не 
по словам, обсуждаемых в конкретном тексте. 
Также были обозначены оптимальные подходы 
к анализу предметных онтологий: формальный 
и лингвистический. Первый основан на логике 
предикатов первого порядка, второй базируется 
на усвоении естественного языка, положениях 
семантики, правилах построения онтологий на 
больших текстовых массивах (корпусах текстов). 
Среди выявленных проблем можно указать 
избыточность использования синонимов, выра-
жающих одни и те же понятия, многозначность 
слов, которая вызывает двусмысленность пони-
мания, и омонимичность терминов. 
В прикладном плане применение интел-
лектуального анализа текстовой информации 
в специализированных областях в системе ЭП 
заключается в том, что органы власти должны 
позаботиться, чтобы были сформированы тер-
минологические онтологии по всем отраслям и, 
соответственно, была возможность сопоставле-
ния специализированных онтологий. ЭП долж-
но быть централизованным, так как активными 
пользователями данных онтологий выступают 
экспертные системы разных сфер ИКТ, професси-
ональные переводчики, сопровождающие меж-
дународные конференц-переводы, государствен-
ные служащие всех ветвей власти, в связи с чем 
вопрос стыковки терминов и сопоставления тер-
миносистем является чрезвычайно актуальным. 
Результаты проведенной работы носят те-
оретический и прикладной характер и изложены 
в публикациях автора. Прогнозные предположе-
ния о развитии объекта исследования – это сты-
ковка различных онтологий на основе технологий 
искусственного интеллекта для изучения разроз-
ненности русскоязычных и англоязычных терми-
нов, которые, в итоге, при сравнении с такими же 
построениями должны быть идентичны.
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