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Abstract
We analyze stability and robustness properties of an ex-
tremum seeking scheme that employs oscillatory dither
signals with sufficiently large amplitudes and frequencies.
Our study takes both input and output disturbances into
account. We consider general L∞-disturbances, which
may resonate with the oscillatory dither signals. A suit-
able change of coordinates followed by an averaging pro-
cedure reveals that the closed-loop system approximates
the behavior of an averaged system. This leads to the
effect that stability and robustness properties carry over
from the averaged system to the closed-loop system. In
particular, we show that, if the averaged system is input-
to-state stable (ISS), then the closed-loop system has ISS-
like properties.
1. Introduction
Research on extremum seeking control has lead to a vari-
ety of new methods and techniques for optimization prob-
lems that only allow real-time measurements of an ob-
jective (or cost) function [1, 11, 16, 26]. For example,
there are methods based on sliding mode control [13], pa-
rameter estimation techniques [6], or numerical optimiza-
tion [8]. Many studies are motivated by practical appli-
cations, such as optimization of bio-processes [22], max-
imum power point tracking of photovoltaic systems [10],
ABS control [3], or optimal cam timing [14]. This fo-
cus on applications naturally leads to the question of ro-
bustness against disturbances. Most of the theoretical
results assume ideal and undisturbed implementations of
the proposed extremum seeking methods. In practice,
however, such perfect conditions are difficult to realize.
For instance, disturbances may occur in terms of exter-
nal forces, measurement errors, or quantized inputs. It is
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therefore desirable to derive theoretical results that take
disturbances into account. The present paper contains
such an analysis.
For many extremum seeking control laws, it is difficult
to provide a mathematically rigorous proof of robustness.
Some studies discuss the influence of disturbances on a
rather qualitative level and by numerical simulations; e.g.,
in [25, 5]. Quantitative statements about robustness usu-
ally require suitable assumptions on the disturbances. For
example, in [23], robustness of a numerical optimization-
based extremum seeking scheme is investigated under the
assumption that the disturbances are twice continuously
differentiable with uniformly bounded first and second
derivative. The problem of robustness becomes especially
difficult in perturbation-based schemes, where oscillatory
dither signals are fed in to probe the response of the objec-
tive function value. In this cases, resonances between the
disturbances and the dither signals can lead to a complete
loss of stability. The existing studies avoid the difficulty of
undesired resonances by imposing suitable assumptions.
For example, the main result in [20] ensures robustness
of the proposed perturbation-based scheme under the as-
sumption that the disturbances and the dither signals are
uncorrelated. For the discrete-time perturbation-based
scheme in [19], resonances are prevented by the assump-
tion that the disturbances take the form of a martingale
difference sequence.
In the present paper, we focus on a perturbation-based
extremum seeking scheme that employs oscillatory dither
signals with sufficiently large amplitudes and frequencies.
This scheme can be seen as a generalization of the control
laws in [24, 27]. Note that the analysis in [24, 27] does
not take external disturbances into account. In contrast
to the closely-related schemes in [9, 21], the proposed ap-
proach does not rely on internal stability properties of the
control system but can be applied to potentially unsta-
ble systems. The strong dither signals have the purpose
to overpower unstable dynamics and to force the system
towards an extremum of the objective function. On the
other hand, as indicated in the previous paragraph, un-
desired resonances between disturbances and the dither
signals may have a harmful effect on the performance of
the closed-loop system. So, at first glance, it seems to
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be unlikely that such a large-amplitude, high-frequency
scheme should have strong robustness properties. How-
ever, after a suitable change of coordinates, we are able
to prove that the closed-loop can even tolerate oscilla-
tory disturbances with the same frequencies as the dither
signals.
There is also a close connection between the extremum
seeking scheme in the present paper and the class of large-
amplitude, high-frequency control laws in [4, 15]. After
a suitable change of coordinates, we can show that the
closed-loop system approximates the behavior of an av-
eraged system. It turns out that the averaged system is
the same Lie bracket system as in [4]; i.e., the averaged
system is determined by Lie brackets of vector fields from
the closed-loop system. In particular, this establishes a
direct link between the methods in [24, 27] and the meth-
ods in [4, 15]. In [17] robustness is shown for a similar
scheme as in [4] under the assumption that the distur-
bances are differentiable with uniformly bounded deriva-
tives. In reality, however, disturbances occur as discon-
tinuous functions and they may vary arbitrary fast. The
key difference between the method in this paper and the
method in [4] is that the disturbances are not amplified
by the dither signals. This beneficial feature allows us to
treat general L∞-disturbances in the analysis for the first
time.
The paper is organized as follows. We start in Sec-
tion 2 by recalling some basic definitions and notation
from differential geometry. In Section 3, we introduce
suitable notions of stability and robustness for the closed-
loop system. Section 4 provides the tools that are used in
Section 5 to analyze the extremum seeking system. Our
results are illustrated by examples in Section 6.
2. Notation and Definitions
Summation convention. We use the convention that
components of vectors are indexed with superscripts,
while lists of vectors are indexed with subscripts. When-
ever an expression contains a repeated index, one as a
subscript and the other as a superscript, summation is
implied over this index. Points of a submanifold of a
Euclidean space are written as row vectors and tangent
vectors are written as column vectors.
Let N, R, R+, and R¯+ denote the sets of positive inte-
gers, real numbers, positive real numbers, and nonnega-
tive real numbers, respectively. For every n ∈ N, let 〈·, ·〉
denote the Euclidean inner product on Rn and let | · |
denote the Euclidean norm on Rn. For every n ∈ N,
let Ln∞ denote the set of measurable and locally essen-
tially bounded maps from R to Rn. For every w ∈ Ln∞,
let ‖w‖ denote the essential supremum norm of w.
Let K denote the set of continuous, strictly increasing
functions γ : R¯+ → R¯+ with γ(0) = 0. Let K∞ denote
the set of γ ∈ K with γ(s) → ∞ as s → ∞. Let KL
denote the set of β : R¯+× R¯+ → R¯+ such that β(·, t) ∈ K
for every t ∈ R¯+ and such that β(s, ·) : R¯+ → R¯+ is
decreasing with β(s, t)→ 0 as t→∞ for every s ∈ R¯+.
Let M be a closed (smooth) submanifold of a Euclidean
space. Note that the Euclidean norm on the endowing
Euclidean space turns M into a metric space, and that
every closed and bounded subset of M is compact. For
every ξ ∈ M and every nonempty and compact K ⊂ M,
let |ξ|K denote the distance of ξ to K with respect to the
Euclidean norm on the endowing Euclidean space.
The reader is referred to [2] for basic definitions and
properties of smooth vector fields and their flows. The
word “smooth” always means of class C∞. The assump-
tion of smoothness is just a matter of convenience. The
reader is invited to check that most of the constructions
in this paper go through for twice continuously differen-
tiable state dependent maps. Let C∞(M) denote the set
of smooth real-valued functions on M. Let X(M) denote
the set of smooth vector fields on M. Every X ∈ X(M)
can be considered as a linear map from C∞(M) to C∞(M)
that assigns to each f ∈ C∞(M) the Lie derivative Xf ∈
C∞(M) of f along X. For all X,Y ∈ X(M), the Lie
bracket of X,Y is the unique element [X,Y ] ∈ X(M) such
that
[X,Y ]f = X(Y f)− Y (Xf)
for every f ∈ C∞(M). For every smooth diffeomor-
phism Φ: M → M and every X ∈ X(M), the pull-back
of X by Φ is the unique element Φ∗X ∈ X(M) such that
(Φ∗X)f = X(f ◦ Φ−1) ◦ Φ
for every f ∈ C∞(M). For every X ∈ X(M), let (t, ξ) 7→
ΦXt (ξ) denote the flow of X. A time-dependent vector
field on M is a map that assigns to each pair (t, ξ) of R×M
a tangent vector to M at ξ. For every time-dependent
vector field X on M and every t ∈ R, let Xt denote the
vector field on M that is defined by Xt(ξ) := X(t, ξ).
3. Stability notions
In this section, we introduce a suitable terminology to de-
scribe robustness and stability properties of a parameter-
and time-dependent system (denoted by Σ˜ω) that approx-
imates the trajectories of an averaged system (denoted
by Σ¯). We start with the averaged system.
Let M be a closed submanifold of a Euclidean space.
For every vector w ∈ Rn of disturbances, let ξ¯ 7→ Σ¯(ξ¯, w)
be a vector field on M. It is assumed that, for every w ∈
Ln∞, every t0 ∈ R, and every ξ0 ∈ M, the initial value
problem
˙¯ξ(t) = Σ¯(ξ¯(t), w(t)), ξ¯(t0) = ξ0 (1)
has a unique maximal solution. We consider the following
notions of stability for Σ¯; see, e.g., [18].
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Definition 1. Let K ⊂ M be nonempty and compact.
We say that Σ¯ is 0-globally asymptotically stable (0-GAS)
w.r.t. K if there exists β¯ ∈ KL such that, for every ξ0 ∈
M, the maximal solution ξ¯ of (1) with w ≡ 0 and t0 = 0
satisfies
|ξ¯(t)|K ≤ β¯(|ξ0|K , t) ∀t ≥ 0.
Definition 2. Let K ⊂ M be nonempty and compact.
We say that Σ¯ is input-to-state stable (ISS) w.r.t. K if
there exist β¯ ∈ KL and γ¯ ∈ K such that, for every w ∈
Ln∞ and every ξ0 ∈ M, the maximal solution ξ¯ of (1)
with t0 = 0 satisfies
|ξ¯(t)|K ≤ β¯(|ξ0|K , t) + γ¯(‖w‖) ∀t ≥ 0.
For every ω ∈ R+ and every w ∈ Rn, let (t, ξ˜) 7→
Σ˜ω(t, ξ˜, w) be a time-dependent vector field on M. It is
assumed that, for every ω ∈ R+, every w ∈ Ln∞, ev-
ery t0 ∈ R, and every ξ0 ∈ M, the initial value problem
˙˜
ξ(t) = Σ˜ω(t, ξ˜(t), w(t)), ξ˜(t0) = ξ0 (2)
has a unique maximal solution. We use the nota-
tion (Σ˜ω)ω for the family of Σ˜
ω indexed by ω ∈ R+. In
the subsequent sections, the parameter ω will play the
role of a frequency. The map Σ˜ω will be chosen in such a
way that, with increasing value of ω, the solutions of (2)
approximate the solutions of (1) on compact time inter-
vals and within compact subsets of M. For our purposes,
it turns out to be convenient to introduce the following
two notions of local approximations.
Definition 3. We say that (Σ˜ω)ω is a small-disturbance
approximation of Σ¯ if, for every compact set C ⊂ M and
all δ,∆ ∈ R+, there exist ω0, e ∈ R+ such that, for ev-
ery t0 ∈ R and every ξ0 ∈ C, the following implication
holds: If the maximal solution ξ¯ of (1) with w ≡ 0 sat-
isfies ξ¯(t) ∈ C for every t ∈ [t0, t0 + ∆], then, for ev-
ery ω ≥ ω0 and every w ∈ Ln∞ with ‖w‖ ≤ e, the maximal
solution ξ˜ of (2) satisfies
|ξ˜(t)− ξ¯(t)| ≤ δ ∀t ∈ [t0, t0 + ∆].
Definition 4. We say that (Σ˜ω)ω is a large-disturbance
approximation of Σ¯ if, for every compact set C ⊂ M
and all δ,∆, e ∈ R+, there exists ω0 ∈ R+ such that,
for every w ∈ Ln∞ with ‖w‖ ≤ e, every t0 ∈ R, and
every ξ0 ∈ C, the following implication holds: If the
maximal solution ξ¯ of (1) satisfies ξ¯(t) ∈ C for ev-
ery t ∈ [t0, t0 + ∆], then, for every ω ≥ ω0, the maximal
solution ξ˜ of (2) satisfies
|ξ˜(t)− ξ¯(t)| ≤ δ ∀t ∈ [t0, t0 + ∆].
Note that Definitions 3 and 4 reduce to the same ap-
proximation property as in [12, 4] if no disturbances are
present (i.e. w ≡ 0). Next, we extend the notions of
semi-global practical stability for parameter-dependent
systems in [12, 4] to systems with disturbances.
Definition 5. Let K ⊂ M be nonempty and compact.
We say that (Σ˜ω)ω is small-disturbance semi-globally
practically uniformally asymptotically stable (SGPUAS)
w.r.t.K if there exists β˜ ∈ KL such that, for all ρ, ν ∈ R+,
there exist ω0, e ∈ R+ such that, for every ω ≥ ω0, ev-
ery w ∈ Ln∞ with ‖w‖ ≤ e, every t0 ∈ R, and every ξ0 ∈ M
with |ξ0|K ≤ ρ, the maximal solution ξ˜ of (2) satisfies
|ξ˜(t)|K ≤ β˜(|ξ0|K , t− t0) + ν ∀t ≥ t0.
Definition 6. Let K ⊂ M be nonempty and compact.
We say that (Σ˜ω)ω is large-disturbance SGPUAS w.r.t. K
if there exist β˜ ∈ KL and γ˜ ∈ K such that, for all ρ, ν, e ∈
R+, there exists ω0 ∈ R+ such that, for every ω ≥ ω0,
every w ∈ Ln∞ with ‖w‖ ≤ e, every t0 ∈ R, and every ξ0 ∈
M with |ξ0|K ≤ ρ, the maximal solution ξ˜ of (2) satisfies
|ξ˜(t)|K ≤ β˜(|ξ0|K , t− t0) + γ˜(‖w‖) + ν ∀t ≥ t0.
The key difference between Definitions 5 and 6 is the
maximum magnitude e ∈ R+ of disturbances. While Def-
inition 5 requires that e ∈ R+ is sufficiently small, Defi-
nition 6 allows arbitrary large e ∈ R+. In contrast to the
global notions of stability in Definitions 1 and 2, the term
“semi-global” in Definitions 5 and 6 emphasizes the re-
striction to arbitrary large but compact sets. This is due
the fact that the approximations in Definitions 3 and 4
are only local properties. A similar reasoning as in [12, 4]
leads to following result (we omit the proof).
Proposition 1. Let K ⊂ M be nonempty and compact.
Then, the following implications hold:
(a) If Σ¯ is 0-GAS w.r.t. K and if (Σ˜ω)ω is a small-
disturbance approximation of Σ¯, then (Σ˜ω)ω is small-
disturbance SGPUAS w.r.t. K.
(b) If Σ¯ is ISS w.r.t. K and if (Σ˜ω)ω is a large-
disturbance approximation of Σ¯, then (Σ˜ω)ω is large-
disturbance SGPUAS w.r.t. K.
4. Robust Lie Bracket
Approximations
We already know from Proposition 1 that local approxi-
mations of trajectories (in the sense of Definitions 3 and 4)
lead to the effect that certain robustness and stability
properties carry over from one system to another. The
same principle holds for the extremum seeking system
that we study later in Section 5. To be more precise, we
will see that, after a suitable change of coordinates, the
closed-loop system is a parameter- and time-dependent
system, denoted by Σ˜a,ω, that approximates the trajecto-
ries of an averaged system, denoted by Σ¯a, with increasing
parameter ω ∈ R+. In this section, we study the underly-
ing approximation properties for a slightly more general
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type of system than the particular extremum seeking sys-
tem in Section 5. As in [4], our investigations will lead
us to a differential geometric explanation in terms of Lie
brackets. In contrast to the approach in [4], we approx-
imate Lie brackets in such a way that disturbances are
not amplified by the oscillatory dither signals; see also Re-
mark 5 in Section 5. This in turn leads to a certain degree
of robustness with respect to general L∞-disturbances.
Throughout this section, we suppose that
• M is a closed submanifold of a Euclidean space,
• X1, . . . , Xl ∈ X(M), l ∈ N,
• Y0, Y1, . . . , Ym ∈ X(M), m ∈ N,
• Z1, . . . , Zn ∈ X(M), n ∈ N,
• u ∈ Ll∞, v ∈ Lm∞.
The maps u, v shall play the role of oscillatory dither sig-
nals. For this reason, we assume the following.
Assumption 1. There exists T ∈ R+ such that u, v
are T -periodic and u is zero-mean.
Assumption 1 causes the oscillatory dither signals u, v
to resonate. This in turn can lead to an approximation
of Lie brackets of the Xi and the Yj if we combine the
dither signals and the vector fields as follows. Define a
time-dependent vector field Xˆ on M by
Xˆ(τ, ξ) := ui(τ)Xi(ξ)
in the summation convention of Section 2. For every a ∈
R+, define a time-dependent vector field Yˆ a on M by
Yˆ a(τ, ξ) := Y0(ξ) +
1
a
vj(τ)Yj(ξ).
For every vector w ∈ Rn of disturbances, define a smooth
vector field ξ 7→ Zˆ(ξ, w) on M by
Zˆ(ξ, w) := wk Zk(ξ).
For all a, ω ∈ R+ and every w ∈ Rn, define a time-
dependent vector field (t, ξ) 7→ Σa,ω(t, ξ, w) on M by
Σa,ω(t, ξ, w) := aωXˆ(ωt, ξ) + Yˆ a(ωt, ξ) + Zˆ(ξ, w). (3)
In Section 5, the map Σa,ω describes the right-hand side
of the closed-loop system. In what follows, we study the
integral curves of Σa,ω, for fixed a ∈ R+, in the large-
amplitude, high-frequency limit ω → ∞. To get rid of
the large-amplitude, high-frequency term in (3), we take
the pull-back of Yˆ a and Zˆ by the flow of Xˆ. In general, we
cannot expect that Xˆ is complete. However, the situation
changes if we assume the following.
Assumption 2. The vector fields X1, . . . , Xl are com-
plete and commute pairwise.
The above assumption ensures that the integral curves
of Xˆ are T -periodic. To make this statement more precise,
we define Xτ ∈ X(M) for every fixed τ ∈ R by
Xτ (ξ) := U i(τ)Xi(ξ), (4)
where U : R→ Rl is an antiderivative of u defined by
U(τ) :=
∫ τ
0
u(σ) dσ. (5)
Now, the flow of the large-amplitude, high-frequency vec-
tor field in (3) is given by the flow of Xτ as follows (see,
e.g., Proposition 9.13 and Remark 9.14 in [2]).
Remark 1. Suppose that Assumptions 1 and 2 are sat-
isfied. Then, for every τ ∈ R, the vector field Xτ is
complete. Moreover, for all a, ω ∈ R+ and every ξ0 ∈ M,
the maximal solution ξ : I → M of
ξ˙(t) = aωXˆ(ωt, ξ(t)), ξ(0) = ξ0
is given by
ξ(t) = ΦX
ωt
a (ξ0)
for every t ∈ I = R.
For the sake of simplicity, we also make the following
assumption (which is trivially satisfied for the particular
problem studied in Section 5).
Assumption 3. For every i ∈ {1, . . . , l} and every k ∈
{1, . . . , n}, the vector fields Xi and Zk commute.
Because of Assumption 3, we may conclude the follow-
ing simplifying identities from the well-known flow inter-
pretation of the Lie derivative of a vector field (see, e.g.,
Proposition 3.85 in [2]).
Remark 2. Suppose that Assumptions 1-3 are satisfied.
Then (ΦX
τ
a )
∗Xi = Xi and (ΦX
τ
a )
∗Zk = Zk for every a ∈
R+, every τ ∈ R, and all i ∈ {1, . . . , l}, k ∈ {1, . . . , n}.
For the rest of this section, we suppose that Assump-
tions 1-3 are satisfied. Because of Remark 1, for ev-
ery a ∈ R+, a well-defined time-dependent vector field Y˜ a
on M is given by
Y˜ a(τ, ξ˜) := ((ΦX
τ
a )
∗Yˆ aτ )(ξ˜).
For all a, ω ∈ R+ and every w ∈ Rn, define a time-
dependent vector field (t, ξ˜) 7→ Σ˜a,ω(t, ξ˜, w) on M by
Σ˜a,ω(t, ξ˜, w) := Y˜ a(ωt, ξ˜) + Zˆ(ξ˜, w). (6)
In Section 5, the map Σ˜a,ω describes the right-hand side
of the closed-loop system after the change of coordinates
in Remark 3 below.
Because of Remarks 1 and 2, we may say that Σ˜a,ω is
the pull-back of Σa,ω by ΦX
ωt
a . The variation of constants
formula (see, e.g., Proposition 9.6 in [2]) provides the
following connection between the integral curves.
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Remark 3. Suppose that Assumptions 1-3 are satisfied.
Then, for all a, ω ∈ R+, every w ∈ Ln∞, every t0 ∈ R, and
every ξ˜0 ∈ M, the maximal solution ξ : I → M of
ξ˙(t) = Σa,ω(t, ξ(t), w(t)), ξ(t0) = Φ
Xωt0
a (ξ˜0)
and the maximal solution ξ˜ : I˜ → M of
˙˜
ξ(t) = Σ˜a,ω(t, ξ˜(t), w(t)), ξ˜(t0) = ξ˜0
are related by the change of coordinates
ξ(t) = ΦX
ωt
a (ξ˜(t)) (7)
for every t ∈ I = I˜.
Note that Y˜ a is T -periodic. For every a ∈ R+, define
the averaged vector field Y¯ a ∈ X(M) of Y˜ a by
Y¯ a(ξ¯) :=
1
T
∫ T
0
Y˜ a(τ, ξ¯) dτ
(see, e.g., Section 9.1 in [2]). For every a ∈ R+ and
every w ∈ Rn, define a vector field ξ¯ 7→ Σ¯a(ξ¯, w) on M by
Σ¯a(ξ¯, w) := Y¯ a(ξ¯) + Zˆ(ξ¯, w). (8)
In Section 5, the map Σ¯a describes the right-hand side of
the averaged system associated with closed-loop system.
By applying a suitable first-order averaging procedure
(see, e.g., proof of Theorem 9.15 in [2]) and the Gron-
wall lemma, one can prove the following approximation
properties (in the terminology of Definitions 3 and 4).
Proposition 2. Suppose that Assumptions 1-3 are sat-
isfied. Fix an arbitrary a ∈ R+. Then:
(a) (Σ˜a,ω)ω is a small-disturbance approximation of Σ¯
a,
(b) (Σ˜a,ω)ω is a large-disturbance approximation of Σ¯
a.
Finally, we provide a more explicit formula for the av-
eraged vector field Y¯ a. To state this formula, we define
the iterated integral Uv
i,j ∈ R by
Uv
i,j
:=
1
T
∫ T
0
U i(τ) vj(τ)dτ (9)
for every i ∈ {1, . . . , l} and every j ∈ {1, . . . ,m}.
Example 1. Let α, c ∈ Rm+ . Let $ ∈ Nm have pairwise
distinct entries. Let n = m and T = 2pi. Define u, v : R→
Rm component-wise by
ui(τ) := αi$i cos($iτ), vj(τ) := cj sin($jτ).
Then, Assumption 1 is satisfied and (9) is given by
Uv
i,j
= αi cj δi,j/2 (10)
for all i, j ∈ {1, . . . ,m}, where δi,j denotes the Kronecker
delta of i and j.
An expansion of (ΦX
τ
a )
∗ around a = 0 (using Propo-
sition 3.85 in [2]) leads to the following formula for Y¯ a.
Remark 4. Suppose that Assumptions 1-3 are satisfied.
Suppose that U is zero-mean. Then
Y¯ a(ξ¯) = Y¯ 0(ξ¯) + δY¯ a(ξ¯) (11)
for every a ∈ R+ and every ξ¯ ∈M , where
Y¯ 0(ξ¯) := Y0(ξ¯) + Uv
i,j
[Xi, Yj ](ξ¯), (12)
δY¯ a(ξ¯) :=
a
T
∫ T
0
∫ 1
0
(1− s)U i1(τ)U i2(τ) (13a)
×
(
a ((ΦX
τ
sa )
∗[Xi1 [Xi2 , Y0]])(ξ¯) (13b)
+ vj(τ) ((ΦX
τ
sa )
∗[Xi1 [Xi2 , Yj ]])(ξ¯)
)
dsdτ. (13c)
Note that the main part Y¯ 0 of Y¯ a in (12) is the same
as the averaged vector field in [4]. The remainder vector
field δY¯ a in (13) vanishes as a→ 0.
5. Extremum Seeking Control
Throughout this section, we suppose that
• X is a closed submanifold of a Euclidean space,
• F0, F1, . . . , Fm ∈ X(X), m ∈ N,
• ψ ∈ C∞(X).
In the summation convention of Section 2, we consider a
multiple-input single-output system on X of the form
x˙(t) = F0(x(t)) + u
i Fi(x(t)), (14)
y = ψ(x(t)),
where u is an m-component vector of real-valued input
channels u1, . . . ,um and y is a real-valued output chan-
nel. We are interested in an output-feedback law that
stabilizes the closed-loop system around states where ψ
attains a extreme value. Since our approach is closely re-
lated to [24, 27], we follow the convention therein and fo-
cus on maxima of ψ. It is assumed that, at any time t ∈ R,
a measurement of y results in a noise-corrupted value
yˆ(t) = ψ(x(t)) + dy(t),
where dy ∈ L∞ is an unknown output disturbance.
As in Section 4, we choose oscillatory dither sig-
nals u, v ∈ Lm∞ such that Assumption 1 is satisfied. For
instance, we can use the sinusoids in Example 1. We con-
sider the time-dependent output-feedback control law
u = aω u(ωt) +
1
a
(yˆ(t)− η(t)) v(ωt) + du(t) (15)
5
du(t)
x˙ = F0(x) + u
iFi(x)
y = ψ(x)
y
dy(t)
yˆ
s
s+ h
yˆ − η
1
av(ωt)aωu(ωt)
u
Fig. 1: Sketch of a large-amplitude, high-frequency ex-
tremum seeking control scheme. The closed-loop system
is described by equation (20).
with control parameters a, ω ∈ R+, where du ∈ Lm∞ is a
vector of input disturbances and η is the real-valued state
variable of a high-pass filter
η˙(t) = −h η(t) + h yˆ(t) (16)
with gain h ∈ R+ to remove a possible offset from yˆ(t).
The control scheme is depicted in Figure 1.
Remark 5. Control law (15) is studied in [24, 27] for a =
1 and in [4] for a = 1/
√
ω, but, in any case, without taking
disturbances into account. The choice of the parameter a
is decisive for robustness in the large-amplitude, high-
frequency limit ω → ∞. On the one hand, a sufficiently
large value of ω is necessary to guarantee a good ap-
proximation of the averaged system. On the other hand,
if a = 1/
√
ω as in [4], then the noise-corrupted signal yˆ−η
is amplified by the dither signal t 7→ √ω v(ωt), which
can lead to a complete loss of stability when ω is large
(see, e.g., Figure 4 (d) in Section 6). There is, however,
no amplification of disturbances if a = 1 as in [24, 27].
This very simple but crucial difference in the choice of a
allows us to prove robustness of the closed-loop system
for fixed a ∈ R+ in the large-amplitude, high-frequency
limit ω →∞. The additive dither signal t 7→ aωu(ωt) cer-
tainly leads to strong oscillations of the system state x,
but the amplitudes are uniformly bounded with respect
to ω.
When we insert (15) into (14), then we get the closed-
loop system
x˙(t) = F0(x(t)) +
(
aω ui(ωt) + diu(t)
)
Fi(x(t)) (17a)
+
1
a
vi(ωt)
(
ψ(x(t)) + dy(t)
)
Fi(x(t)), (17b)
η˙(t) = −h η(t) + hψ(x(t)) + h dy(t) (18)
on the product manifold M := X × R. Now we are in a
particular situation of Section 4. To make this apparent,
we define the positive integers l := m, n := m + 1, and
smooth vector fields Xi, Yj , Zk on M by
Xi(ξ) := Zi(ξ) :=
[
Fi(x)
0
]
, i ∈ {1, . . . ,m},
Yi(ξ) := (ψ(x)− η)Xi(ξ), i ∈ {1, . . . ,m},
Y0(ξ) :=
[
F0(x)
−h η + hψ(x)
]
, Zn(ξ) :=
[
0
h
]
for every ξ = [x, η] ∈ M.
Assumption 4. The vector fields F1, . . . , Fm are com-
plete and commute pairwise.
Suppose that Assumptions 1 and 4 are satisfied. Then,
it is easy to check that also Assumptions 2 and 3 are
satisfied and therefore all definitions and statements in
Section 4 apply to the specific problem in this section; in
particular, the definitions of Σa,ω and Σ˜a,ω in (3) and (8),
respectively. For all a, ω ∈ R+ and every d = [d>u , dy]>
with du ∈ Rm and dy ∈ R, define time-dependent vector
fields (t, ξ) 7→ Σa,ωES (t, ξ, d), (t, ξ˜) 7→ Σ˜a,ωES (t, ξ˜, d) on M by
Σa,ωES (t, ξ, d) := Σ
a,ω(t, ξ, wa,ωt,d),
Σ˜a,ωES (t, ξ˜, d) := Σ˜
a,ω(t, ξ˜, wa,ωt,d),
where the components of wa,ωt,d ∈ Rn are given by
wia,ωt,d = d
i
u + v
i(ωt) dy/a, i = 1, . . . ,m, (19a)
wna,ωt,d = dy, (19b)
and the index ES stands for extremum seeking.
Remark 6. For all a, ω ∈ R+ and every d = [d>u , dy]>
with du ∈ Lm∞ and dy ∈ L∞, the system
ξ˙(t) = Σa,ωES (t, ξ(t), d(t)) (20)
on M coincides with the closed-loop system (17), (18).
Since Σ˜a,ωES is the pull-back of Σ
a,ω
ES by Φ
Xωt
a , we call
˙˜
ξ(t) = Σ˜a,ωES (t, ξ˜(t), d(t)) (21)
the pull-back system of (20).
For every τ ∈ R, define F τ ∈ X(X) by
F τ (x) := U i(τ)Fi(x), (22)
where U : R → Rm is defined by (5). Note that, if As-
sumptions 1 and 4 are satisfied, then the flow of F τ is
complete (cf. Remark 1). As a direct consequence of Re-
mark 3, we get the subsequent connection between the
solutions of (20) and (21).
Remark 7. Suppose that Assumptions 1 and 4 are sat-
isfied. Then, for all a, ω ∈ R+, every d ∈ Ln∞, ev-
ery t0 ∈ R, and every ξ˜0 = [x˜0, η˜0] ∈ M, the max-
imal solution ξ = [x, η] : I → M of (20) with initial
condition ξ(t0) = [Φ
Fωt0
a (x˜0), η˜0] and the maximal so-
lution ξ˜ = [x˜, η˜] : I˜ → M of (21) with initial condi-
tion ξ˜(t0) = ξ˜0 are related by the change of coordinates
x(t) = ΦF
ωt
a (x˜(t)), η(t) = η˜(t) (23)
for every t ∈ I = I˜.
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In the next step, we provide a formula for the averaged
vector field ξ¯ 7→ Σ¯a(ξ¯, w) in (8) under the following two
additional assumptions.
Assumption 5. U is zero-mean.
Assumption 6. For all i1, i2 ∈ {1, . . . ,m}, the iterated
Lie bracket [Fi1 , [Fi2 , F0]] vanishes.
For the rest of this section, we suppose that Assump-
tions 1 and 4-6 are satisfied. We already know from Re-
mark 4 how to compute the averaged vector field Y¯ a.
By (11), it is the sum of the main part Y¯ 0 in (12) and the
remainder vector field δY¯ a in (13). Note that, because of
Assumption 4, we have
[Fi, ψFj ](x¯) = (Fiψ)(x¯)Fj(x¯) (24)
for all i, j ∈ {1, . . . ,m} and every x¯ ∈ X, where Fiψ
denotes the Lie derivative of ψ along Fi. Using (24), a
direct computation reveals that (12) and (13) reduce to
Y¯ 0(ξ¯) =
[
G¯0(x¯)
−h η¯ + hψ(x¯)
]
and δY¯ a(ξ¯) =
[
δG¯a(x¯)
δg¯a(x¯)
]
for every a ∈ R+ and every ξ¯ = [x¯, η¯] ∈ M, where
G¯0(x¯) := F0(x¯) + Uv
i,j
(Fiψ)(x¯)Fj(x¯) (25)
with coefficients Uv
i,j ∈ R as in (9),
δG¯a(x¯) :=
a
T
∫ T
0
∫ 1
0
(1− s)U i1(τ)U i2(τ) (26a)
× vj(τ) (Fi1(Fi2ψ))(ΦF
τ
sa (x¯)) dsdτ Fj(x¯) (26b)
with F τ as in (22), and
δg¯a(x¯) := h
a
T
∫ T
0
∫ 1
0
(1− s)U i1(τ)U i2(τ) (27a)
× a (Fi1(Fi2ψ))(ΦF
τ
sa (x¯)) dsdτ. (27b)
Remark 8. The tangent vector G¯0(x¯) in (25) contains
valuable information about ascent directions of ψ at x¯.
To see this, suppose that the oscillatory signals u, v are
chosen as in Example 1. Then, we obtain from (10) that
the right-hand side of (25) contains a linear combination
of vectors of the form
[Fi, ψFi](x¯) = (Fiψ)(x¯)Fi(x¯) (28)
with positive linear coefficients. Note that the vector
in (28) points into ascent direction of ψ at x¯ if (Fiψ)(x¯) 6=
0. The purpose of the extremum scheme in Figure 1 is to
steer the control system into these potential ascent direc-
tions; i.e., towards a maximum of ψ.
w¯ Σ¯aX Σ¯
a
R
x¯
wn
η¯
Fig. 2: Representation of Σ¯a in (29) as a cascade of Σ¯aX
in (30) and Σ¯aR in (31).
Next, we insert the above formulas for Y¯ 0 and δY¯ a
into (8) and (11) to obtain Σ¯a. For every a ∈ R+, ev-
ery w = [w¯>, wn]> ∈ Rn with w¯ ∈ Rm, wn ∈ R, and
every ξ¯ = [x¯, η¯] ∈ M, we get
Σ¯a(ξ¯, w) =
[
Σ¯aX(x¯, w¯)
Σ¯aR(η¯, x¯, w
n)
]
, (29)
where the components Σ¯aX and Σ¯
a
R are given by
Σ¯aX(x¯, w¯) := G¯
0(x¯) + δG¯a(x¯) + w¯k Fk(x¯), (30)
Σ¯aR(η¯, x¯, w
n) := −h η¯ + hψ(x¯) + δg¯a(x¯) + hwn. (31)
Note that the dependence of Σ¯aX on the high-pass filter
state η¯ drops out in the averaging process. Therefore, it
is justified to refer to the system
˙¯x(t) = Σ¯aX(x¯, w¯) (32)
on X as the averaged system of (14) under (15). Moreover,
the independence of Σ¯aX on η¯ gives (29) a cascade structure
as indicated in Figure 2. Note that ˙¯η(t) = Σ¯aR(η¯, x¯, w
n)
is ISS with (x¯, wn) as inputs. Standard ISS results for
cascade systems (see, e.g., Proposition 3.2 in [7] and Re-
mark 2.7 in [18]) provide the following implications.
Proposition 3. Suppose that Assumptions 1 and 4-6 are
satisfied. Fix a ∈ R+ and let K ⊂ X be nonempty and
compact. Then, the following implications hold:
(a) If Σ¯aX is 0-GAS w.r.t. K, then there exists some
nonempty, compact Λ ⊂ R such that Σ¯a is 0-GAS
w.r.t. K × Λ.
(b) If Σ¯aX is ISS w.r.t. K, then there exists some
nonempty, compact Λ ⊂ R such that Σ¯a is ISS
w.r.t. K × Λ.
As a consequence of Propositions 1-3, we obtain the
following result.
Theorem 1. Suppose that Assumptions 1 and 4-6 are
satisfied. Fix a ∈ R+ and let K ⊂ X be nonempty and
compact. Then, the following implications hold:
(a) If Σ¯aX is 0-GAS w.r.t. K, then there exists some
nonempty, compact Λ ⊂ R such that (Σ˜a,ωES )ω is
small-disturbance SGPUAS w.r.t K × Λ.
(b) If Σ¯aX is ISS w.r.t. K, then there exists some
nonempty, compact Λ ⊂ R such that (Σ˜a,ωES )ω is large-
disturbance SGPUAS w.r.t. K × Λ.
Note that Theorem 1 provides robust stability proper-
ties of the pull-back system (21). The change of coordi-
nates in (23) then allows us to draw conclusions about
the solutions of closed-loop system (20).
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6. Examples
To illustrate the approach in the previous section, we con-
sider two particular examples of the control system (14):
a single integrator (Section 6.1) and a kinematic unicycle
(Section 6.2). Because of Theorem 1 and Remark 7, we
may predict the behavior of the closed-loop system (20)
if we can prove that the averaged system (32) is 0-GAS
or ISS.
A proof of stability for the averaged system (32) natu-
rally requires suitable assumptions on the objective func-
tion ψ. It turns out that we can use the same assumptions
for both the single integrator and the kinematic unicycle.
In each case, the smooth real-valued objective function ψ
is defined on a Euclidean space RN of appropriate di-
mension N ∈ N. Before we state the assumptions on ψ,
we introduce the following notation. For every y ∈ R,
let ψ−1(≥ y) denote the y-superlevel set of ψ; i.e., the
(possibly empty) set of all p ∈ RN with ψ(p) ≥ y. For
every p ∈ RN , let ∇ψ(p) denote the gradient vector of ψ
at p, let ∇2ψ(p) denote the Hessian matrix of ψ at p, and
let |∇2ψ(p)| denote the operator norm of ∇2ψ(p) induced
by the Euclidean norm. For given p∗ ∈ RN , we state the
subsequent conditions, which will ensure that Σ¯aX is 0-
GAS w.r.t. p∗.
Assumption 7.
1 For every p ∈ RN with p 6= p∗: ψ(p) < y∗ := ψ(p∗).
2 The Hessian matrix ∇2ψ(p∗) is negative definite.
3 There exists r1 ∈ R+ such that ψ(p∗+v) = ψ(p∗−v)
for every v ∈ RN with |v| ≤ r1.
4 There exists c1 ∈ R+ such that |∇2ψ(p)| ≤ c1 for
every p ∈ RN .
5 For every p ∈ RN with p 6= p∗: ∇ψ(p) 6= 0.
6 For every y ∈ (y, y∗), the set ψ−1(≥ y) is compact,
where y := inf{ψ(p) | p ∈ RN} ∈ R ∪ {−∞}.
7 There exist c2, r2, r3 ∈ R+ such that |∇2ψ(p+ v)| ≤
c2|∇ψ(p)| for every p ∈ RN with |p − p∗| ≥ r2 and
every v ∈ RN with |v| ≤ r3.
Remark 9. We give some comments on the conditions
in Assumption 7 and their intention. Condition 1 states
that p∗ is the unique global minimizer of ψ. Condition 2
ensures that the magnitude of the gradient of ψ increases
sufficiently fast around p∗. Condition 3 states that ψ is
locally even symmetric around p∗. In the examples be-
low, this ensures that the remainder vector field in (26)
vanishes at p∗. Condition 4 is used in the examples be-
low to derive a global bound for the remainder vector
field in (26). Condition 5 ensures that the gradient vec-
tor provides an ascent direction of ψ at any point 6= p∗.
Condition 6 is needed to apply a standard Lyapunov ar-
gument in the stability analysis for the averaged system.
Condition 7 is trivially satisfied if there exist ρ, c ∈ R+
such that |∇(p)| ≥ c for every p ∈ RN with |p − p∗| ≥ ρ
(because of condition 4). If ∇ψ(p) vanishes as |p| → ∞,
then condition 7 provides an additional bound on the re-
mainder vector field in (26).
For given p∗ ∈ RN , we also state conditions, which will
ensure that Σ¯aX is ISS w.r.t. p
∗.
Assumption 8. Conditions 1-4 in Assumption 7 are sat-
isfied and there exist χ1, χ2, χ3 ∈ K∞ such that
−χ1(|p− p∗|) ≥ ψ(p)− y∗ ≥ −χ2(|p− p∗|),
|∇ψ(p)| ≥ χ3(|p− p∗|)
for every p ∈ RN .
One can easily check that, if Assumption 8 is satisfied,
then Assumption 7 is satisfied.
6.1. Single integrator
One of the simplest (but nevertheless important) control
systems is a single integrator
x˙(t) = u (33)
on X := Rm together with an objective function ψ ∈
C∞(X). Clearly, (33) is a particular case of (14) if we
set F0 identically equal to zero and if, for every i ∈
{1, . . . ,m}, the vector field Fi is identically equal to
the ith unit vector of Rm. Therefore, we can apply the
extremum seeking control law (15) to (33), where the os-
cillatory signals u, v ∈ Lm∞ are chosen as in Example 1.
Then, Assumptions 1 and 4-6 are satisfied, and therefore
all definitions and statements in Section 5 apply to the
single integrator system. In this simple case, the change
of coordinates (23) between solutions ξ = [x, η] of the
closed-loop system (20) and solutions ξ˜ = [x˜, η˜] of the
pull-back system (21) reduces to
x(t) = x˜(t) + aU(ωt), η(t) = η˜(t), (34)
where U i(ωt) = αi sin($iωt) for every i ∈ {1, . . . ,m}.
Moreover, it is easy to check that the right-hand side (30)
of the averaged system (32) is given by
Σ¯aX(x¯, w¯) = Uv · ∇ψ(x¯) + δG¯a(x¯) + w¯, (35)
where Uv is the positive definite (m × m)-diagonal ma-
trix with entries Uv
i,j
given by (10), and the remainder
vector field δG¯a is given by (26). A direct computation,
using (34), shows that
δG¯a(x¯) =
a
T
∫ T
0
∫ 1
0
(1− s) (36a)
× 〈∇2ψ(x¯+ asU(τ))U(τ), U(τ)〉 v(τ) dsdτ (36b)
for every a ∈ R+ and every x¯ ∈ X.
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Fig. 3: Simulation results for the single integrator (33) with objective function ψ as in (37) and disturbance dy as
in (38) for a = 1, ω = 10, ε = 0.1, and different values of ωd ∈ R+. (a): ωd = ω (resonance); (b): ωd =
√
2ω (no
resonance).
Remark 10. Note that the sinusoids u, v in Example 1
can always be chosen in such a way that the matrix Uv
in (35) is the identity. Moreover, the remainder term (36)
vanishes as a→ 0. Consequently, if a is sufficiently small,
then the averaged system is more or less the same as
˙¯x(t) = ∇ψ(x¯(t)) + w¯(t).
This indicates that the closed-loop system approximates
the behavior of the gradient system of ψ with a distur-
bance w¯(t) = [w1a,ωt,d, . . . , w
m
a,ωt,d]
> given by (19a).
We can prove the following results for the averaged sys-
tem (32) with its right-hand side Σ¯aX given by (35).
Theorem 2. Let x∗ ∈ Rm.
(a) Suppose that Assumption 7 is satisfied for N = m
and p∗ = x∗. Then, there exists a0 ∈ R+ such
that Σ¯aX is 0-GAS w.r.t. x
∗ for every a ∈ (0, a0).
(b) Suppose that Assumption 8 is satisfied for N = m
and p∗ = x∗. Then, there exists a0 ∈ R+ such
that Σ¯aX is ISS w.r.t. x
∗ for every a ∈ (0, a0).
The idea of the proof can be found in Appendix A.
To generate numerical data, we consider a single inte-
grator in dimension m := 1 with a quadratic objective
function ψ given by
ψ(x) := −x2/2. (37)
It is clear that Assumption 8 is satisfied for N = 1
and p∗ = 0. Therefore, we may conclude from Theorems 1
and 2 that, if a ∈ R+ is sufficiently small, then (Σ˜a,ωES )ω
is large-disturbance SGPUAS w.r.t. the origin in the
sense of Definition 6. We choose the constants α := 1/4
and c := $ := 1 for the sinusoids u, v in Example 1
and h := 1 for the gain in (16). As an example of a
disturbance d = [d>u , dy]
>, we consider du(t) := 0 and
dy(t) := ε sgn(sin(ωd t)), (38)
where ε, ωd ∈ R+ and sgn: R → {−1,+1} is the sign
function. One can see in Figure 3 that a disturbance with
ωd = ω has a particularly negative influence on the closed-
loop system because it generates a non-vanishing drift
through resonances with the dither signal t 7→ aωu(ωt).
An uncorrelated disturbance has almost no effect on the
closed-loop system.
6.2. Unicycle
As a second example, we consider the intensively-studied
problem of source seeking with a kinematic unicycle. At
any time t ∈ R, the state
x(t) = [p(t), o(t)] ∈ R2 × S1 =: X
of the unicycle is determined by its current position p(t) ∈
R2 and its current orientation o(t) ∈ S1, where S1 denotes
the circle in R2 of radius 1 centered at the origin. If we
choose a standard chart
[p1, p2, θ] : U ⊂ X→ R3 (39)
for X, then the kinematic unicycle model reads
p˙1(t) = u1 cos θ(t), p˙2(t) = u1 sin θ(t), θ˙(t) = u0,
where u1 is the input channel for the forward velocity
and u0 is the input channel for the angular velocity. We
assume that the source signal is given by a smooth real-
valued (purely position-dependent) function ψ on R2. We
assume that, at any time t ∈ R, the unicycle can measure
the value
yˆ(t) = ψ(p(t)) + dy(t)
of ψ at p(t) up to some measurement noise dy ∈ L∞. The
goal is to find a position where the signal function attains
a maximum value.
To give the unicycle access to any direction of the plane,
we apply a constant angular speed
u0 = Ω ∈ R+. (40)
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Fig. 4: Simulation results for the source seeking kinematic unicycle (41) with signal function ψ as in (45) and
disturbance dy as in (46) for ω = 10 and different values of a, ε ∈ R+. (a): a = 1, ε = 0; (b): a = 1/
√
ω, ε = 0;
(c): a = 1, ε = 0.1; (d): a = 1/
√
ω, ε = 0.1. In plot (d), the disturbance leads to an escape of the trajectory with
increasing time
Next, to establish a situation as in Section 5, we set m :=
1 and define two vector fields
F0 := Ω
∂
∂θ
and F1 := cos θ
∂
∂p1
+ sin θ
∂
∂p2
on X in the coordinates of (39). Then, the unicycle control
system can be written as the single-input system
x˙(t) = F0(x(t)) + u
1 F1(x(t)) (41)
on X, which is a particular case of (14). By a slight abuse
of notation, we define ψ ∈ C∞(X) by ψ(x) := ψ(p) for
every x = [p, o] ∈ X. Now we are in the situation of
Section 5 and we can apply the extremum seeking control
law (15) to (41), where the oscillatory signals u, v : R→ R
are chosen as in Example 1. Then, Assumptions 1 and 4-6
are satisfied, and therefore all definitions and statements
in Section 5 apply to the unicycle system. In this simple
case, the change of coordinates (23) between solutions ξ =
[p, o, η] of the closed-loop system (20) and solutions ξ˜ =
[p˜, o˜, η˜] of the pull-back system (21) reduces to
x(t) = x˜(t) + aU(ωt) o˜(t), (42a)
o(t) = o˜(t), η(t) = η˜(t), (42b)
where U(ωt) = α sin($ωt). Moreover, a direct computa-
tion reveals that the right-hand side (30) of the averaged
system (32) is given by
Σ¯aX(x¯, w¯) = F0(x¯) + Uv 〈o¯,∇ψ(p¯)〉F1(x¯) (43a)
+ δG¯a(x¯) + w¯ F1(x¯), (43b)
where Uv = αc/2 as in (10), and the remainder vector
field δG¯a is given by (26). A direct computation, us-
ing (42), shows that
δG¯a(x¯) =
a
T
∫ T
0
∫ 1
0
(1− s)U(τ)U(τ) v(τ) (44a)
× 〈∇2ψ(p¯+ asU(τ)o¯)o¯, o¯〉dsdτ F1(x¯) (44b)
for every a ∈ R+ and every x¯ = [p¯, o¯] ∈ X. We can prove
the following results for the averaged system (32) with its
right-hand side Σ¯aX given by (43).
Theorem 3. Let p∗ ∈ R2.
(a) Suppose that Assumption 7 is satisfied for N = 2.
Then, there exists a0 ∈ R+ such that Σ¯aX is 0-GAS
w.r.t. {p∗} × S1 for every a ∈ (0, a0).
(b) Suppose that Assumption 8 is satisfied for N = 2.
Then, there exists a0 ∈ R+ such that Σ¯aX is ISS
w.r.t. {p∗} × S1 for every a ∈ (0, a0).
The proof can be found in Appendix A.
To generate numerical results, we suppose that the
source signal function ψ is given by
ψ(p) =
4
1 + (p1)2 + 2 (p2)2
(45)
for every p = [p1, p2] ∈ R2. One can check that As-
sumption 7 is satisfied for N = 2. Therefore, we may
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conclude from Theorems 1 and 3 that, if a ∈ R+ is suf-
ficiently small, then (Σ˜a,ωES )ω small-disturbance SGPUAS
w.r.t. {0}×S1 in the sense of Definition 5. We choose the
constants α := 1/4 and c := $ := 1 for the sinusoids u, v
in Example 1, h := 1 for the gain in (16), and Ω := 1
for the angular speed in (40). As an example of a distur-
bance d = [d>u , dy]
>, we consider du(t) := 0 and
dy(t) := ε sin(ωt) cos(Ωt), (46)
where ε ∈ R¯+ is an amplitude and ω ∈ R+ is the fre-
quency of the oscillatory signals. This type of distur-
bance has a particularly negative influence on the closed-
loop system because it generates a non-vanishing drift
through resonances with the dither signal t 7→ aωu(ωt).
Figure 4 contains a selection of trajectories of the closed-
loop system (20). One can see that an increase of the
parameter a ∈ R+ leads to stronger robustness against
disturbances but also to less accuracy if no disturbances
are present.
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A. Appendix
We only give a proof of Theorem 3. The statements of
Theorem 2 can be deduced in a similar way. Throughout
this section, we use the same notation as in Section 6.2
and we suppose that Assumption 7 is satisfied.
For every o ∈ S1, let o⊥ denote the unique element of S1
such that (o, o⊥) is a positively oriented orthogonal basis
of R2. Next, we introduce a candidate for a Lyapunov
function. For every ε ∈ R+, define Vε : X→ R by
Vε(x) := y
∗ − ψ(p) + ε 〈∇ψ(p), o− o⊥〉2
for every x = [p, o] ∈ X. For every ε ∈ R+ and every z ∈
R, let V −1ε (≤ z) denote the z-sublevel set of Vε; i.e., the
(possibly empty) set of all x ∈ X with Vε(x) ≤ z.
Lemma 1. Define z∗ := y∗ − y ∈ R+ ∪ {+∞}. Then,
there exists ε1 ∈ R+ such that, for every ε ∈ (0, ε1),
• 0 < Vε(x) < z∗ for every x = [p, o] ∈ X with p 6= p∗,
• V −1ε (≤ z) is compact for every z ∈ (0, z∗).
Proof. In the proof, we use conditions 1 and 4-6 in As-
sumption 7. A Taylor expansion of ψ at p± v around p ∈
R2, using condition 4 for the remainder, leads to the
estimates ∓ψ(p ± v) ≤ ∓ψ(p) − c1|v|2/2, where v :=
∇ψ(p)/c1. Note ψ(p + v) ≤ y∗ and y ≤ ψ(p − v) by
conditions 1 and 6, respectively. It follows that
|∇ψ(p)|2 ≤ 2c1(ψ(p)− y), |∇ψ(p)|2 ≤ 2c1(y∗ − ψ(p))
for every p ∈ R2. Choose ε1 ∈ R+ such that
1/2 < 1− 4c1ε1 < 1 + 4c1ε1 < 2
and fix an arbitrary ε ∈ (0, ε1). Using the Cauchy-
Schwartz inequality, we conclude that
(y∗ − ψ(p))/2 ≤ Vε(x) ≤ 2 (y∗ − ψ(p)), (47)
(ψ(p)− y)/2 ≤ z∗ − Vε(x) ≤ 2 (ψ(p)− y)
for every x = [p, o] ∈ X. Now, using conditions 1, 5, and 6,
it is easy to check that the assertions are true.
As an abbreviation, for each a ∈ R, define φa : X → R
by
φa(x) :=
1
T
∫ T
0
∫ 1
0
(1− s)U(τ)U(τ) v(τ)
× 〈∇2ψ(p¯+ asU(τ)o)o, o〉dsdτ.
For every w ∈ R, let x 7→ (Σ¯aXVε)(x,w) denote the Lie
derivative of Vε along the vector field x 7→ Σ¯aX(x,w).
Lemma 2. There exists ε2 ∈ R+ such that
(Σ¯aXVε)(x,w) ≤ (2a|φa(x)|+ 2|w| − εΩ|∇ψ(p)|)|∇ψ(p)|
for every ε ∈ (0, ε2), every a ∈ R+, every w ∈ R, and
every x = [p, o] ∈ X with Ω ∈ R+ as in (40).
Proof. Following the idea in the proof of Theorem 6.45
in [2], a lengthy but direct computation reveals that
(Σ¯aXVε)(x,w) = (aφ
a(x) + w) 〈bε(x),∇ψ(p)〉
− 〈Qε(x)∇ψ(p),∇ψ(p)〉
for all ε, a ∈ R+, every x = [p, o] ∈ X, and every w ∈ R
with a certain symmetric matrix Qε(x) ∈ R2×2 and a
certain vector bε(x) ∈ R2. Using condition 4 in Assump-
tion 7, one can prove that there exists ε2 ∈ R+ such that,
for every ε ∈ (0, ε2) and every x ∈ X, the smallest eigen-
value of Qε(x) is ≥ εΩ and the norm of bε(x) is ≤ 2.
Lemma 3. There exist a′0, κ ∈ R+ such that
|φa(x)| ≤ κ |∇ψ(p)|
for every a ∈ [0, a′0] and every x = [p, o] ∈ X.
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Proof. In the proof, we use conditions 1-3, 5, and 7 in
Assumption 7. Conditions 1 and 2 ensure the existence
of κ′1, ρ1 ∈ R+ such that |p−p∗| ≤ κ′1|∇ψ(p)| for every p ∈
R2 with |p − p∗| ≤ ρ1. It follows from condition 3 that
there exists a1 ∈ R+ such that φa(x∗) = 0 for every a ∈
[0, a1] and every x
∗ ∈ {p∗} × S1. Since (a, x) 7→ φa(x)
is smooth, we may conclude that there exists κ′′1 ∈ R+
such that |φa(x)| ≤ κ′′1 |p − p∗| for every a ∈ [0, a1] and
every x = [p, o] ∈ X with |p − p∗| ≤ ρ1. Consequently,
|φa(x)| ≤ κ1|∇ψ(p)| for every a ∈ [0, a1] and every x =
[p, o] ∈ X with |p − p∗| ≤ ρ1, where κ1 := κ′1κ′′1 ∈ R+.
It follows from condition 7 and the definition of φa that
there exist a2, κ2 ∈ R+ such that |φa(x)| ≤ κ2|∇ψ(p)|
for every a ∈ [0, a2] and every x = [p, o] ∈ X with |p −
p∗| ≥ ρ2. Let a′0 := min{a1, a2} ∈ R+. It follows from
condition 5 that there exists κ3 ∈ R+ such that |φa(x)| ≤
κ3|∇ψ(p)| for every a ∈ [0, a2] and every x = [p, o] ∈ X
with ρ1 ≤ |p−p∗| ≤ ρ2. The claim follows if we define κ :=
min{κ1, κ2, κ3} ∈ R+.
Let ε1, ε2 ∈ R+ as in Lemmas 1 and 2 and define ε0 :=
min{ε1, ε2}. For the rest of the appendix, fix an arbi-
trary ε ∈ (0, ε0) and abbreviate Vε by V . Let a′0, κ ∈ R+
as in Lemma 3 and define a0 := min{a′0, εΩ/(2κ)}. For
the rest of the appendix, fix an arbitrary a ∈ (0, a0).
Then, we obtain from Lemmas 2 and 3 that
V˙ (x,w) := (Σ¯aXV )(x,w) ≤ (2|w| − δ|∇ψ(p)|) |∇ψ(p)|
for every x ∈ X and every w ∈ R, where δ := εΩ/2 ∈ R+.
A.1. Proof of 0-GAS
We know that V = Vε has the properties in Lemma 1.
Because of condition 5 in Assumption 7, V˙ (x, 0) =
−δ|∇ψ(p)|2 < 0 for every x = [p, o] ∈ X with p 6= p∗.
Now, a standard Lyapunov argument can be applied to
show that x˙ = Σ¯aX(x, 0) is GAS w.r.t. {p∗} × S1.
A.2. Proof of ISS
Suppose that, additionally, Assumption 8 is satisfied
with χ1, χ2, χ3 ∈ K∞ as therein. Then, because of (47),
χ1(|p− p∗|)/2 ≤ V (x) ≤ 2χ2(|p− p∗|)
for every x = [p, o] ∈ X. Moreover, for every x = [p, o] ∈ X
and every w ∈ R, the following implication holds:
|p− p∗| > χ−13 (2|w|/δ) =⇒ V˙ (x,w) < 0.
It follows that V is an ISS-Lyapunov function for x˙ =
Σ¯aX(x,w) with respect to {p∗}×S1. By Theorem 1 in [18],
we conclude that x˙ = Σ¯aX(x,w) is ISS w.r.t. {p∗} × S1.
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