Abstract. The numerical solution of integral equations of the second kind on surfaces in ]3 often leads to large linear systems that must be solved by iteration. An especially important class of such equations is boundary integral equation (BIE) reformulations of elliptic partial differential equations; and, in this paper BIEs of the second kind are considered for Laplace's equation. The numerical methods used are based on piecewise polynomial isoparametric interpolation over the surface and the surface is also approximated by such interpolation. Two-grid iteration methods are considered for (1) integral equations with a smooth kernel function, (2) BIEs over smooth surfaces, and (3) BIEs over piecewise smooth surfaces. In the last case, standard two-grid iteration does not perform well, and a modified two-grid iteration method is proposed and examined empirically.
1. Introduction. The numerical solution of boundary integral equations that are reformulations of partial differential equations in/I 3 often leads to the solution of very large systems of linear equations. At present, these linear systems are usually solved by iteration and, traditionally, a geometric series (also called a Neumann series) has been the basis of the iteration scheme. Here we consider two-grid methods for the solution of integral equations of the second kind. Two-grid methods usually converge faster than the geometric series and, in practical terms, they are usually comparable in speed to multigrid methods, while being simpler to program.
As our test case for solving a BIE, we consider the exterior Neumann problem for Laplace's Here, f2 (P) denotes the inner solid angle of S at P e S. We assume 0 < f2(P) < 4rr, which avoids surfaces with cusps. Symbolically, we write (1.3) as (1.4) (2rr + E)u f.
Under suitable additional assumptions on S, the operator/C maps C(S) into C(S) and is bounded; see [36] . It can also be shown for such surfaces that (1.4) is uniquely solvable for all f C(S), with (2rr +/C) -a bounded operator; throughout this paper, we assume this is the case. In addition, if S has a parametrization that is differentiable with derivatives that are HiSlder continuous with exponent ,, some , > 0, then/C is a compact operator; see [26] , [18] .
The integral equation (1.3) can be solved in a number of ways. If S is a "smooth surface," then in [4] , [5] , [8] , a Galerkin method was presented with approximants based on spherical harmonics. For such problems, this is quite efficient and we recommend that it be considered seriously. Here we consider collocation methods based on triangulating S and approximating u by piecewise qualratic isoparametric interpolation over the triangulation. Such methods were considered previously in [6] , [7] , [9] , and 14] . In [27] , Galerkin methods for BIEs of the first kind were considered in a similar context. In the engineering literature such collocation methods have been popular, but usually with only piecewise constant or piecewise linear approximations.
In 2, we review some results on our collocation method that will be needed in later sections. In 3, we give a two-grid iteration method for a general integral equation (2zr +/C)u f, with/C compact and approximated by a numerical integration operator ]Cn, n _> 1. For BIEs this is too expensive a method, and in 4 we present a variant that follows ideas of Hackbusch, [19] , [20, Chap. 16 
with el e6 the quadratic basis polynomials for which e(q) .
For f 6 C(S), denote the piecewise quadratic isoparametric interpolation of f, defined by (2.6), by PNf
The operator P/v is a bounded projection on C(S), and its properties were discussed in [6] . In particular, 
Nv.
Note that we are using the approximate surface , so that we should replace/C in (2.21) with an integral operator/N based on integration over .T hus we would write (2.24) (x $'uKZu)uu psg.
For S a smooth surface, we assume that the kernel function K (P, Q) has a smooth extension to points Q in a nearby neighborhood of S; and for S piecewise smooth, we assume that K(P, Q) has a smooth extension to points Q in a neighborhood of each section Si of the original surface. This assumption can be justified rigorously, but we omit it here. For larger values of N, the calculation of the coefficients in (2.23) is often the most time-consuming part of the collocation method.
For a solvability theory for collocation methods, see [3] , and for the method at hand, see [6] and [7] . In [14] , it is shown that [9] and [11 ] , and empirical investigations of orders of convergence are given there.
Those numerical methods will be used in the applications of 4 and 5. [2] or [3] . Numerical example. Consider the integral equation
, P e S with S the ellipsoidal surface (2.34) and (a, b, c) (1.0, .75, .5). The right-hand function g(P) is chosen so that the true solution is u(x, y, z) ez. In Table 3 Convergence rates for two-grid iteration with system (3.1) for (3.5 which can be proven from (3.2) . Also note that the values of Ratio decrease substantially when N is increased.
The norm on C(S) of the integral operator/C of (3.5) used in this example is IIK:II 3rr.
The variation in convergence rates between ,k 30 and ,k 10 shows the effect of choosing .c loser to the spectrum of K:. As . approaches the spectrum of/C, the size of I1( K:) -increases in size and thus the linear multiplying factor in the iteration error equation (3.2) also increases in size.
4. Two-grid iteration for the collocation method. We modify the two-grid iteration of 3, in line with ideas in 19] and [20] . In the two-grid iteration 11-14 of 3, we moved between coarse grid functions and fine grid functions by means of a Nystr6m interpolation, as in (2.19 ). Here we use a scheme of prolongation and restriction operators.
The linear systems associated with Step 1 is called the "smoothing step" and step J3 is called the "correction step." The replacement of NystrSm interpolation, as in (2.19) , with the quadratic interpolation of (4.4) yields a less expensive way to move from a coarse grid function to a fine grid function following ideas in [19] . Tables and 2. For this section, the above integrals were divided into two classes. For vi Ak, a change of variables was performed to eliminate the singularity and then a low-order product Gaussian quadrature formula was used. For vi A,, the integration was performed using formula T2:5-1 of Stroud [35, p. 314] . This is a seven-point formula with degree of precision five. Empirically, we have found that there is very little difference in the performance of the iteration methods for the system obtained with the quadrature just described and with the linear system (2.23) using very accurate evaluation of all collocation integrals. For a further discussion of the evaluation of the collocation integrals, see [7] , [9] , 11 ], [34] , and 17]. Table 4 contains the empirical iteration rates of (3.6). Note again that the rate of convergence improves as the coarse mesh parameter N is increased. This agrees with (4.10). For one case (indicated by f), the empirical limit in (2.41) did not occur, and we used a geometric average of the final few ratios to obtain the value given in the table. We also see in the table that for fixed N, the convergence ratios appear to be approximately constant as M increases. Further discussion. In [21] and [31] KNp, which will also reduce the cost of the iteration. Regardless of how KNp is evaluated, the discussion of the two-grid iteration presented here remains valid as it is independent of the method of evaluating Kv/9. For the case that S is a smooth surface, the two-grid iteration of this section seems to be an easy-to-use method with good convergence. 5 [36] , [37] , [23] , [6] , [7] , [9] , and [11 ] .
The given theories depend on dividing the surface into two subsets, one subset of points "close" to edges and comers of S and the other subset the remaining part of S. The 
E. C(S) C(Si).
For the solvability theory for (1.3) and the convergence theory for numerical methods for solving (1.3), the invertibility of 2zr +/C11 and its numerical approximants is established first.
After doing this, the remaining part of the problem can be attacked using standard tools based on compactness, since 1Cij is compact for (i, j) -7/: (1, 1). This approach has been used for planar BIEs on regions with a piecewise smooth boundary curve and is still the main way of approaching analogous equations in three dimensions. This approach to the problem is due originally to Radon [30] for planar problems, and it was extended to three-dimensional BIEs and their numerical solution by Wendland [36] .
For the collocation method proposed in (2.24) in 2, we assume that the surface S satisfies the same properties as those assumed in [36] . With these properties, we obtain convergence of the numerical method (2. :12zr-f2(P)l < .5 at all points P 6 S [6] , [7] . The assumption (5.3) seems to be an artificial one based on the method of analysis being used. Empirically, (5.3) appears to be unnecessary.
In addition to the problems of the invertibility of 2zr +/C, there is also the problem of dealing with the behaviour of the solution u(P) for points P near to edges and corners of S.
It is known from the planar theory that the function u(P) usually has algebraic singularities that must be considered in the numerical solution of the equation. For a development of ideas in this direction for (1.3), see [16] and [29] .
The two-grid iteration method. Because K is not compact, the condition (4.10) is not true and there is no reason to believe that the convergence requirement (4.9) is true. We have also studied the analogous iteration for planar BIEs in 13] , and when the method converged, the rate of convergence did not depend on the size of N. We have investigated empirically the two-grid iteration J l-J4 and we give some of the results of that study here.
Let Results for the two-grid iteration method are given in Table 5 . The first observation is that the two-grid iteration still works, provided that N is sufficiently large. Second, the rate of convergence does not improve as N increases (provided that N is large enough to have Ratio < 1), contrary to the case with a smooth surface. For the paraboloid surface of (5.4) with a b, the interior solid angle on the edge of S atz=cis (5.5) f2a 2 tan-1 (-).
Using Table 5 results and this formula, we find that for the convergence ratio ra =--Ratio, most
of the values of ra satisfy (5.6) ra -" 1-.157Qa.
This makes some sense since 1-.157f2a "0:= a "2zr, and that would correspond to a smooth surface. With a smooth surface, the earlier result (4.10) implies that the value of Ratio converges to zero as N oo.
A modified two-grid iteration. The split (5.1) is required for not only a convergence analysis of the numerical solution of (2r + K)u g, but also seems to be necessary when iteratively solving the linear system (2n + Kt)ttM gt. This has been noted previously in [32] , [33] , [23] , and [13] . We use this split to obtain a modified linear system for which two-grid iteration performs better. We solve this by using two-grid iteration, using a lower order system (2zr + L N)tZN YN as our coarse grid system.
How is the partition of the domain Vt of the grid function ttt to be made? The usual definition is to choose a small e > 0 and to then define Vt {vii the distance from vi to an edge or vertex of S is < }, Then for tt 6 IRMy, define (5.11) This type of scheme is used in both [32] and [13] for planar BIE problems and leads to efficient Example. We repeat the solution of the linear systems used in obtaining Table 5 . The new results are given in Table 6 . In every case in the table, the iteration ratios (5.12) RI IIz
behaved in a somewhat unusual manner, oscillating in a small interval without converging to a limit. In Table 6 , we give the "limiting mean" R of those oscillating values. In Fig. 1 The values of/ are given in Table 7 for various values of (a, b, c), N, and M. The simplexes with (a, b, c) (1, 1, 1) and (3, 3, 3) gave essentially the same results on the rate of convergence of the iteration method. In contrast with the case with S as a paraboloid, the iteration 
The proof is divided into two cases" (1) the exact surface S is used in all integrations and (2) the approximate surface S is used. We begin by introducing some additional notation. 
+ PMPNM(Z KN)-lNE(Z PME)(UM V(1)). This, too, is less than one for N chosen sufficiently large; and thus the convergence in (A.14) will exhibit a "mesh-independence principle."
To complete the result, these results must be related to the matrix-vector equation (A. 1). 1>0.
Since UM E Range(7)M), we also have (A.19) i)ooM6(l) 7PooMT,oM e(l) --79M 
