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PREFACE 
Although the notion of derivation had been existing in hterature since the advent of 
twentieth century, yet it was during the past five decades that the study of derivations 
in rings and near rings started attracting a wide circle of mathematicians just after 
E.C.Posner[69] estabhshed two very striking results in 1957 which state namely : (i) 
If R is a 2-torsion free prime ring and di, 6.2 derivations of R such that the iterate 
did2 is also a derivation, then at least one of di and ^2 is zero, (u) A prime ring R 
admitting a non-zero derivation d such that for every ring element x, the commutator 
[x, d{x)] G Z{R), the centre of R, must be commutative. The present dissertation enti-
tled "On study of Derivations in Associative Rings and Near Rings" contains 
some of these results arranged in four chapters besides Chapter 1 in which some pre-
liminary concepts and fundamental results of ring theory are discussed. Each chapter 
is subdivided into various sections. The definitions, examples, results and remarks etc. 
have been specified with double decimal numbers. The first figure denote the number 
of the chapter, second represents the section in the chapters and the third points out 
the number of definition, the example, the result or the remark as the case may be m a 
particular chapter. For example. Theorem 4.2.3 refers to the third theorem appearing 
in the second section of the fourth chapter. 
Chapter 2 is devoted to the study of derivation in associative rings. Section 2.2 
starts with a result due to Herstein [46] which states that if /? is a ring with derivation 
d such that d'' ^ 0, then the subring generated by all d{r),r G R, contains a non-z-ero 
ideal of R (c.f. Theorem 2.2.2). Finally some results due to Bergan, Herstein and Kerr 
24] have been presented concerning derivation acting on some appropriate subset jf a 
prime ring. 
Chapter 3 deals with the study of commuting and centralizing mappings in prune 
rings. Most of the results of this chapter are based mainly on the work of Awtar 9], 
Luh [59], Posner [69] and Smiley [76]. Section 3.2 opens with a result due to Luh 59] 
which states that if a prime ring R possesses a nontrivial commuting automorphifm. 
then 7? is a commutative integral domain. Fvnther, a generalization of the above result, 
due to Smiley [76] has been presented which states as follows : If a prime ring R pos-
sesses a nontrivial commuting endomorphism T, then R is commutative. In Section 
3.3 the study of centralizing derivations in prime rings has been presented. Finally the 
generalizations of the above result on Lie and Jordan ideals due to Awtar [9] has been 
presented. 
Chapter 4 starts with a result due to Daif and Bell [31] which states that if i? is 
a semiprime ring and K is a, non-zero ideal of R, admitting a derivation d satisfying 
xy -f d{xy) = yx + d{yx) or xy — d{xy) = yx — d{yx), for all x, y ^ K, then K is a 
central ideal. Section 4.3 deals with the study of strong commutative preserving maps 
in prime and semiprime rings. Finally Section 4.4 is devoted to the study of U* and 
U** derivations in rings introduced by Bell and Daif [18]. 
In Chapter 5 the study of derivation in certain near rings is discussed. In Section 
5.2 we study additive and multiphcative commutativity of near rings satisfying certain 
polynomial constraints. Finally Section 5.3 includes some results regarding certain 
special types of derivations in near rings. 
At the end, an exhaustive bibliography of the existing literature related to the 
subject matter of the dissertation is included. 
ni 
CHAPTER - 1 
PRELIMINARIES 
§1.1 INTRODUCTION 
This chapter contains some basic definitions and fundamental results in ring the-
ory which we shall need for the development of the subject in the subsequent chapters 
of th(3 present dissertation. Of course, the knowledge of the elementary algebraic con-
cepts as those of groups, rings, modules, fields and homomorphisms etc. has been 
preassumed. The material for the present chapter has been collected mostly- from the 
standard books like: Herstein [43, 45], Jacobson [51], Lambek [53], Mc Coy [65], etc. 
§1.2 SOME RING THEORETIC CONCEPTS 
In the present section we give a brief exposition of some important terminolog}' in 
ring theory. Throughout the dissertation, unless otherwise mentioned, R denotes an 
associative ring having at least two elements. For the sake of convenience throughout, 
the product a.b of any two elements a and b will be denoted by ab. 
Definition 1.2.1 (Zero Divisor). An element a of a ring R is said to be a left 
zero divisor if there exists a non-zero element b E R such that ab = 0. Similarly a is a 
right zerodivisor if there is a non-zero element c in i? such that ca = 0. 
Definition 1.2.2 (Nilpotent Element). An element a of a ring R is said to 
be nilpotent if there exists a positive integer n such that a" = 0, where a" stands for 
a.a...a. . 
{n—factors) 
E^efinition 1.2.3 (Characteristic of a Ring). The least positive integer n (if 
exists) such that na = 0, for a\\ a e R is called the characteristic of the ring R which 
is generally expressed as charR = n. If no such positive integer exists, then R is said 
r,o liave characteristic zero. 
Remark 1.2.1. The characteristic of an integral domain is either zero or a prime. 
Definition 1.2.4 (Direct Sum and Subdirect Sum of Rings). Let {Si}, i G U 
be a family of rings indexed by the set U and S denote the set of all functions defined 
on the set U such that for each i E U, the value of the function at i is an element of 
Si. If addition and multiphcation in S are defined as : (a + b){i) = a{i) + b{i) and 
ab{i) = a{i)b(i), for a,b E S respectively, then S" is a ring which is called the complete 
direct sum of the rings {Si},i € U. The set of all functions in S which take on the 
values zero at all but at most a finite number of elements i of f/ is a subring of S which 
is called the discrete direct sum of the rings {Si}, i G U. However, if t/ is a finite set, 
the complete (discrete) direct sum of rings {Si},i G [/, as defined above is called direct 
sum of the rings {Si},i G U. 
Let T be a subring of the direct sum S of rings {Si} and for each i E U, let 6i be 
the homomorphism of S onto {Si} defined as aOi = a{i) for a E S. If T6i = {5,} for 
every i EU, then T is said to be a subdirect sum of the rings {Si}, i EU. 
E>efinition 1.2.5 (Ideal). Let A be a nonempty subset of a ring R with the 
property that, under the operation of addition, A\s a, subgroup of the additive group 
of R. Then 
(i) A is a right ideal in R, if A is closed under multiphcation on the right by elements 
of i?. 
(ii) A is a left ideal in R, if A is closed under multiplication on the left by elements 
ofi?. 
(iii) A is an ideal in R if it is both a right ideal and left ideal in R, that is for each 
a E A and r E R, ra, ar E A. 
Remark 1.2.2. The concept of right (left) ideal and ideal coincides m a commu-
tative ring. 
Remark 1.2.3. The intersection of any set of right (left) ideals in a ring /? is a 
right (left) ideal in R. 
Definition 1.2.6 (Nilpotent Ideal). A right (left, two sided) ideal / of a ring R 
is said to be a nilpotent ideal if there exists a positive integer n > 1 such that / " = (0). 
Definition 1.2.7 (Nil Ideal). A right (left, two sided) ideal / of a ring R is said 
to be nil if each of its element is nilpotent. 
Remark 1.2.4. Every nilpotent ideal is nil but converse need not be true in gen-
eral. 
Example 1.2.1. Let R = n°°n=i'^2"- Let A be the ideal of all nilpotent elements 
in R. Obviously A is a nil ideal. But A is not nilpotent, because if A" = (0) for some 
n, then x" = 0, for all x e A. Now take Xn = (0,0,0, ...0,2,0,...), with 2 at (n + 1)'" 
place. We see that x;j+^ = 0 but < ^ 0. 
Definition 1.2.8 (Maximal Ideal). An ideal M in a ring R is said to a be 
maximal ideal in R. If 
(i) M^R and 
(ii) there exists no ideal I in R such that M C I C R. 
Definition 1.2.9 (Minimal Ideal). An ideal TV in a ring R is said to be a 
minimal ideal in R. If 
(i) A^  ^ (0) and 
(ii) there exists no ideal I in R such that (0) C I C N. 
Definition 1.2.10 (Prime Ideal). An ideal P in a ring R is said to be a prime 
ideal if and only if it has the property that for any two ideals A and 5 in R whenever 
AB C P then ACPov BCP. 
Remark 1.2.5. If i? is a commutative ring, then an ideal P of i? is a prime ideal 
if and only if for all elements a and b in R, ab e P implies that a G P or 6 G P. 
Remark 1.2.6. Every maximal ideal in a commutative ring with unity is a prime 
ideal. However the converse of this statement is not true. 
Example 1.2.2. In the ring Z of integers, the ideal (0) is prime, but (0) is not 
maximal, because (0) C (2) C Z. 
Example 1.2.3. Consider R = E, the ring of even integers. Then (4) is a max-
imal, but it is not a prime ideal. This justifies the existence of unity in the ring R of 
Remark 1.3.6. 
Definition 1.2.11 (Semiprime Ideal). An ideal / in a ring R is said to be a 
semiprime ideal if for any ideal A in R, whenever A'^ C / , then ACL 
Remark 1.2.7. 
(i) A prime ideal is necessarily semiprime but the converse need not be true in 
general. 
(ii) Intersection of prime (semiprime) ideals is semiprime. Thus in the ring Z of 
integers, ideal (2) 0 (3) = (6) is semiprime which is not prime. 
Definition 1.2.12 (Jacobson Radical). The Jacobson radical J{R) of a ring R 
is the intersection of all maximal left (right) ideals of R. 
Remark 1.2.8. J{R) is a two sided ideal of R. 
Definition 1.2.13 (Torsion Free Element). An element x e R is said to be 
n-torsion free if nx == 0 implies a: = 0. If nx = 0 imphes x = 0, for every x e R, then 
we say that R is n-torsion free. 
Definition 1.2.14 (Centre of a Ring). The centre Z{R) of a ring R is the 
collection of all those elements of R which commutes with ea^h element of R that is 
Z{R) = {x e R I xy = yx, for all y G R}. 
Definition 1.2.15 (Centralizer). Let 5 be a nonempty subset of a ring R. Then 
the centralizer of 5 in R, denoted by CR{S) = {a e R \ xa = ax, for all x G 5} 
Definition 1.2.16 (Simple Ring). A ring R with more than one element is said 
to be a simple ring if its only ideals are the two trivial ideals namely (0) and R. 
Remark 1.2.9. A division ring is necessarily simple but not conversely. In fact, 
if D is a division ring then the complete matrix ring D„, for a positive integer n is 
simple which of course, is not a divison ring. 
Definition 1.2.17 (Prime Ring). A ring R is said to be a prime ring if and 
only if the zero ideal (0) is a prime ideal in R. 
Remark 1.2.10. Equivalently, a ring R is prime if and only if any one of the 
following holds : 
(i) If (a) and (b) are principal ideals in R such that (a)(6) = 0, then a = 0 or 6 = 0. 
(ii) If a, 6 e R such that aRb = 0 then either a = 0 or 6 = 0 . 
Remark 1.2.11. Every simple ring is a prime ring. 
Definition 1.2.18 (Semiprime Ring). A ring R is said to be semiprinie if it 
has no non-zero nilpotent ideals. 
Definition 1.2.19 (Lie and Jordan Structures). Let R be an associative ring. 
We can induce two new operations on i? as follows : 
(i) For X, y G R, the Lie product, [x, y] ^ xy - yx 
(ii) For x, y ^ R, the Jordan product, {x o y) = xy + yx 
Remark 1.2.12. For any x,y,z E R, the following identities hold, 
(i) [xy,z] =x[y,z] + [x,z]y. 
(ii) [x,yz] =y[x,z] + [x,y]z. 
(iii) [[x, y],z] + [[y, z],x] + [[z, x],y] = 0 (this identity usually called Jacobi identity), 
(iv) x o (yz) = {xo y)z - y[x, z] = y(x o z) + [x, y]z. 
(v) (xy) oz = x{yoz)- [x, z\y ^ {x o z)y + x[y, z\. 
Definition 1.2.20 (Lie (Jordan) Subring). A nonvoid subset [/ of a ring R is 
said to be a Lie (resp. Jordan) subring oi RiiU is an additive subgroup of R and for 
X, y (E U, implies that [x, y] (resp. [x o y)) is also in U. \ 
Definition 1.2.21 (Lie (Jordan) Ideal). An additive subgroup t/ of a ring R 
is said to be a Lie (resp. Jordan) ideal of R if whenever u E U and x E R then [u, x] 
(resp. {u o x)) is also in U. 
Example 1.2.4. Let i? = < I , j ja, 6, c 6 Z2 >. Then it can be easily seen that 
U=< I , I |a, 6 G ^2 > is a Lie ideal of R and J=< I |6 e ^2 )• is a Jordan ideal 
of/?,. 
§1.3 SOME NEAR RING THEORETIC CONCEPTS 
Definition 1.3.1 (Near Ring). A left near ring jV is a triple (A'^ , +,.) with two 
binary operations "+" and "." such that 
(i) {N, +) is a group (not necessarily abehan). 
(ii) (A,.) is a semi-group. 
(iii) a.{b + c) = a.b + a.c, for all a,b,ce N. 
Analogously, if instead of (iii), we have the right distributive law 
(iii)* (a + b).c = a.c + b.c, for all a,b,c ^ N 
holds, then A'' is said to be a right near ring. 
We shall use left near rings throughout and for simplicity call them as near rings 
and the product a.b will be denoted by ab. 
Example 1.3.1. 
(i) The set of all identity preserving mappings acting on the right of an additive group 
G (not necessarily abehan) into itself with pointwise addition and composition of 
the mappings as multiphcation is the most natural example of a right near ring . 
(ii) Let A'^  = {0, a} with addition "+" and multiplication "." defined as follows : 
+ 
0 
a 
0 
0 
a 
a 
a 
0 
0 
« 
0 
0 
0 
a 
a 
a 
It is easily checked that A" is a left near ring. 
Definition 1.3.2 (Distributive Element). An element x of a near ring N is 
said to be distributive if {y + z)x = yx + zx, for all y,z ^ N 
Remark 1.3.1. In any near ring A', xO = 0. for all x e N, but not necessarily 
Ox = 0. However, if d is a distributive element in A^  then Od = 0. 
Remark 1.3.2. In any near ring A^ , x{-y) = -xy, for all x,y e A', but not nec-
essarily (-x)y = -xy. However, if rf is a distributive element in N then (-x)d = -xd. 
Definition 1.3.3 (Distributive Near Ring). A near ring N is called distribu-
tive if each of its element is distributive. 
Example 1.3.2. Let A'' = {Q,a,b,c,x,y} with addition "+" and multiplication 
"." defined as follows : 
+ 
0 
a 
b 
c 
X 
y 
0 
0 
a 
b 
c 
X 
y 
a 
a 
0 
X 
y 
b 
c 
b 
b 
y 
0 
X 
c 
a 
c 
c 
X 
y 
0 
a 
b 
X 
X 
c 
a 
b 
y 
0 
y 
y 
b 
c 
a 
0 
X 
0 
a 
b 
c 
X 
y 
0 
0 
0 
0 
0 
0 
0 
a 
0 
a 
a 
a 
0 
0 
6 
0 
a 
a 
a 
0 
0 
c 
0 
a 
a 
a 
0 
0 
X 
0 
0 
0 
0 
0 
0 
y 
0 
0 
0 
0 
0 
0 
Then (N, +, •) is a distributive near ring. 
Definition 1.3.4 (Distributively Generated Near Ring). A near ring .V is 
said to be distributively generated (d-g), if it contains a multiphcative subsemign )up 
of distributive elements which generates the additive group (N,+). 
Example 1.3.3. The near ring generated additively by all the endomorphisni- of 
a group {G, +) (not necessarily abelian) is distributively generated near ring . 
Definition 1.3.5 (Zero-symmetric Near Ring). A near ring A^  is called z- ro-
symrnetric, if Ox = 0, for all x G A?^  ( recall that left distributivity yields xO = 0). 
Example 1.3.4. Let A'' = {0,a,b,c,x,y} with addition "+" and multiplicarion 
"." defined as follows : 
+ 
0 
a 
b 
c 
0 
a 
a 
b 
c 
a 
b 
b 
c 
0 
b 
c 
c 
0 
a 
c 
0 
0 
a 
b 
0 
a 
b 
c 
0 
0 
0 
0 
0 
a 
0 
c 
0 
a 
b 
0 
b 
0 
b 
c 
0 
a 
0 
c 
It can be easily seen that AT is a zero-symmetric near ring. 
Remark 1.3.3. A d-g near ring is always zero-symmetric. 
Definition 1.3.6 (Zero-commutative Near Ring). A near ring N is called 
zera-commutative, if xy = 0 implies yx = 0, for all x, y 6 A'^ . 
Example 1.3.5. Let N = {0,a,b,c} with addition "+" and multiplication "." 
defined below : 
+ 
0 
a 
b 
c 
0 
0 
a 
b 
c 
a 
a 
0 
c 
b 
b 
b 
c 
0 
a 
c 
c 
b 
a 
0 
0 
a 
b 
c 
0 
0 
0 
0 
0 
a 
0 
a 
0 
c 
b 
0 
0 
0 
0 
c 
0 
a 
0 
c 
Then (N, +,.) is a zero-commutative near ring. 
Definition 1.3.7 (Additive Centre). An additive centre of a near ring A'^  is the 
set of all those elements of N which commute with every element of N under addition. 
Multiplicative centre of a near ring is defined in the same manner as we have de-
fined in the case of rings (cf. Definition 1.2.15). 
§1.4 SOME IMPORTANT RESULTS ON RINGS 
Theorem 1.4.1 (Herstein [45]). Let R be any ring and suppose that A is both 
a subring of R and a Lie ideal of R. Then A contains the ideal R[A,A]R of R. In 
partictilar, if R is semiprime ring, then 
(i) if A is not commutative, then A contains a non-zero ideal of R. 
(ii) if A is commutative, then a^ e Z{R) for a E A. 
(iii) if A is commutative and R is 2-torsion free, then A C Z{R). 
Theorem 1.4.2 (Herstein [43]). Let /? be a simple ring such that charR = 2 
and suppose that there exists an a G i? but a ^ Z{R) such that d^ 6 Z{R) and 
{ax + xaY G ^ (i?), for all x E R. Then i? is 4-dimensional over Z{R). 
Theorem 1.4.3 (Bell and Martinale[21]). Let R he a. prime ring and U a 
non-zero left ideal of R. If R admits a non-zero derivation which is centraUzing on U, 
then R is commutative. 
Theorem 1.4.4 (Herstein [43]). Let Rhe a. prime ring and 0 ^ p a. right ideal 
of R. Suppose that, a G p, a" = 0 for a fixed integer n, then R has a non-zero nilpotent 
ideal. 
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CHAPTER - 2 
DERIVATIONS IN CERTAIN RINGS 
§2.1 INTRODUCTION 
Perhaps motivated by the basic definition of differential operator, the notion of 
derivation was introduced in early 20"* century. An additive mapping d : R —> R 
is called a derivation if the following holds : d{xy) = d{x)y + xd{y), for all x,y £ R. 
However, not many results concerning derivation were available in literature till two 
very striking results were proved by E.C.Posner [69] in 1957 which state that: (i) Let R 
be a prime ring of charax^teristic not 2 and di, d^ derivations of R such that the iterate 
did2 is also a derivation. Then at least one of di, d^ is zero, (ii) Let i? be a prime ring 
and d a derivation of R such that [x,(i(x)] e Z{R), for all x e i?. If d{x) ^ 0, for all 
X G R, then R is commutative. 
Later, a vast circle of algebraists worked on derivation in many directions, to men-
tion a few : Herstein, Martindale, Breasar, Bergen, Awtar, Vukman etc. Present 
chapt;er is devoted to the study of derivations in certain associative rings. 
Section 2.2 opens with a result of Herstein [46] which states that if i? is a ring vsith 
derivation d such that rf'^ 7^  0, then the subring generated by all d{r), r e R. contains 
a non-zero ideal of R. 
Section 2.3 deals with the study of derivations acting on some appropriate subset of 
a prime ring. The results due to Bergen, Herstein and Kerr [24] have been presented. 
Some of these results have been obtained earlier even for rings more general than prime 
rings in case of inner derivations. In fact the above authors in [24] generalized these 
results on Lie ideals of the ring R. 
§2.2 DERIVATION IN RINGS 
Definition 2.2.1 (Derivation). An additive mapping d : R —> R is called a 
derivation if tlie following holds : d{xy) = d{x)y + xd{y), for all x,y e R. 
Definition 2.2.2(Inner Derivation). Let any a e R. An additive mapping 
da : R —y R is called an inner derivation if da{x) = [x,a], for all x e R. 
Obviously, every inner derivation is a derivation. Howe\-er, every derivation need 
not be inner derivation. 
Example 2.2.1. Let i? = | [ ^ ^ j ia,6,c,d G GF{2) i be the ring of 2 x 2 
matrices over GF{2). Define a mapping d : R —)• R such that 
Then, clearly o? is a derivation but not an inner derivation on R. 
Theorem 2.2.1 ([69, Theorem 1]). Let Rhea, prime ring of characteristic not 
2 and ^1,^2 derivations of R such that the iterate did^ is also a derivation. Then at 
least one of ^1,^2 is zero. 
In 1978, Herstein [46] proved two results about derivation. The first result holds 
in any ring, whereas the second one is vahd in prime rings. 
Theorem 2.2.2. Let R be any ring, d a derivation of R such that d^ ^ 0. Then 
A, the subring generated by all d{r),r G R, contains a non-zero ideal of R. 
Proof Since d^  7^  0 and d{R) C A, so it follows that d\A) ^ 0. Choose y ^ A 
such that (f{y) 7^  0. li x ^ R then A 3 d{xy) = d{x)y + xd[y), and since both y and 
d{x) are in A, so xd{y) G A which implies that Rd{y) C A. Similarly, d{y)R C A. 
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If r.s e R, then A 3 d[rd{y)s) = d{r)d{y)s + r£{y)s + rd(y)d{s). But by the 
above, d{y)s G A and rd{y) G A\ this all boils down to rd^{y)s E a for all r,s e R. 
Since Rd^{y) C yl, d'^{y)R C .4 and Rd?{y)R Ci4 we have that the ideal of R generated 
by d'^{y) ^ 0 must be in A, this proves the Theorem. 
If d^ = 0, then the result need not be true. Let R be any prime ring having 
nilpotent elements and let 0 ^ a G i? be such that a^ = 0. Let d : R —> R be defined 
by d{x) = ax - xa. Then B = aR + Ra is a, subring of R (since a^ = 0) and contains 
d{R). Also, d^ -0 and c?^  7^  0 (if charR ^ 2). Yet B contains no non-zero ideal of R, 
for aBa = 0. 
Lemma 2.2.1 ([45, Lemma 1.1.7]). Let R be any ring and let u E R. If 
V = {aE R\a{ux - xu) = 0, x G i?}, then V is an ideal of R. 
Proof. Clearly, K is a left ideal of R. We claim that it is also right ideal of R. 
For, let a G V^  and x, r G K. Then, since a G V^ , a{u{rx) — {rx)u} = 0. But by the 
Jacobi identity for commutators, u{rx) — {rx)u = [ur — ru)x + r{ux — xu). Hence 
0 = a{u{rx) — {rx)u} = a{ur — ru)x -(- ar{ux — xu), that is, ar{ux — xu) — 0. Hence 
ar EV and V is a right ideal of R. So V is an ideal of R. 
The immediate consequence of above Lemma is the following : 
Corollary 2.2.1. Let i? be a prime ring and suppose that a ^ 0 in 7? satisfies 
a{ux — xu) = 0 for all x € R. Then u G Z{R). 
Proof. By Lemma 2.2.1, V = {a e R\a{ux - xu) = 0,x e R} is an ideal of R. 
Since R is a. prime ring and all ux - xu e r{V), the right annihilator of V, we must 
have ux - xu — 0 for all x E R, whence u G Z{R). 
Lemma 2.2.2 ([45, Lemma 1.1.9]). Let Rhe a, 2-torsion free semiprime ring. 
If a G i? commutes with all its own commutators ax — xa then a e Z{R) 
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Proof. Since a commutes with ax — xa, for all x e R. So [a, [a, x]] = 0, for 
all X e R. Pxplacing x by xy, we have [a, [a,xt/]] = 0, for all x,y e R, that is, 
x[a,[a,y]] + [a,x][a,y] + [a,x][a,y] + [a,[a,x]]y = 2[a,x][a,y] = Q, forallz,y G R. Since 
R is a 2-torsion free, so [a, x][a, y] = 0. Now, replacing y by yx, we get [a, x][a, yx] = 0, 
for all x,y e R, that is, [a, x]y[a, x] + [a,2:][a,y]3; = [a,x]y[a,x] — 0. Which imphes for 
all x e R, [a,x]R[a,x] = {0}. Now, semiprimeness of R implies that [a,x] = 0, for all 
X e R. Hence a e Z{R). 
Lemma 2.2.3 ([45, Lemma 1.3.2]). Suppose that ai,bi are non-zero elements 
in R such that T,aixbi = 0, for aH x E R. Then the a'^s are linearly dependent over C, 
the extended centroid of R and 6-s are linearly depended over C 
Theorem 2.2,3. Let i? be a prime ring and dhe a, non-zero derivation of R such 
that d{x)d{y) = d{y)d{x) for all x,y E R. Then, If charR ^ 2, R'ls a commutative 
intei^ral domain, and if charR = 2, Ris commutative or is an order in a simple algebra 
which is 4-dimensional over its centre. 
Proof. Let A be the subring of R generated by all d{x), for all x E R. By the 
hypothesis, A is a, commutative subring of R. 
li a E A and x E R, then d{a)x + ad{x) = d(ax) E A, hence centralizes A. So, if 
b E A,0 = bd{ax) - d{ax)b = d{a){bx - xb). li A(^ Z(R), we must have d{a) = 0, for 
the a,nnihilator of all bx — xb, x E R, is an ideal of R by Lemma 2.2.1. 
Suppose, if ^ ^ Z(R), then by the above, d{A) = 0, hence «f^ (i?) C <i(.4) = 0 that 
is, d^{x) = 0, for all x E R. Thus by Leibniz' rule, we obtain 2d{x)d{y) = 0, which 
imphes that d{x)d{y) = 0 as charR ^ 2. Using y = zx leads to d{x)Rd{x) = 0 and so 
d{x) = 0, for all x E R. This contradicts that d ^ 0. Hence, if A ^ Z{R) we must 
have that charR = 2. 
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Let T = {x e R\dix) = 0}. Then A C T. U t e T and x e R., thou 
A 3 d{tx) = d{t)x + td{x) = td(x), hence td{x) centrahzes A. U a e A then a 
commutes with d{x) G A and td{x), therefore (at — ta)d{x) — 0, for all x G -R. Since 
R is prime so that at — ta — 0. Hence A centralizes T. 
T is clearly a subring of R. Moreover, it is a Lie ideal of R. For if t € T", x G R, 
then d{tx - xt) = td{x) - d{x)t = 0, as d{t) = 0. Since d{x) G A centralizes T. There-
fore tx — xt ^T. 
Since R is prime and T is a subring of R and a Lie ideal of R then by Theorem 
1.4.1, either T contains a non-zero ideal of i? or T is commutative and t'^ G Z{R), for 
all t ^ T. U T contains a non-zero ideal of R, A must centralizes this ideal since A 
centrahzes all of T in a prime ring R, this forces A C Z{R), contrary to supposition. 
Hence T is commutative and t^ G Z{R), for all t eT. 
Let a E: A,a ^ Z{R) then a ^ T and ax — xa G T. Thus a^ G Z{R) and 
{ax — xa)'- G Z{K), for all x E R. It follows easily from Theorem 1.4.2, that R must 
be an order in a simple algebra which is a 4-dimensional over its centre. Hence, if 
A (/i Z{R), the theorem is proved. 
Suppose now that A C Z{R). Thus d{x) G Z{R), for all x G i?. Hence, iix,y e R 
and d{xy) G Z{R). Commuting d{xy) with x, and using d{x),d{y) G ^(i?), we obtain 
d{x){xy - 2/x) = 0. However, if d{x) ^ 0, since it is in Z{R) it is not a zero di\isor. 
Thus we have, in that case, that xy = yx, for all y E R. In short, if d{x) ^ 0. then 
X G Z{K). If d{x) = 0, since d{K) ^ 0, pick XQ such that rf(xo) 7^  0, then XQ G Z ( / ? ) 
by the above. Also, d{x + XQ) = dixo) ^ 0, hence x + XQ G Z{K). This imphes that 
X G Z(/Z). In other words, if ^ C Z{K) then R is commutative, since R is prime, it 
must be an integral domain. Hence the proof is now completed . 
Theorem 2.2.4. Let /2 be a prime ring and let rf 7^  0 be a derivation of R. 
Suppose that a G i? such that ad[x) = d(x)a, for all x e R. Then 
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(i) If charR ^2, a must, be in Z{R). 
(ii) licharR = 2, then a^  £ Z{R). A'loreover, a ^ Z{R) then d is the inner derivation 
given by d{x) — {Xa)x — x{\a), where A is in the extended centroid of /?, for all 
X ^ R. 
Proof. Suppose that a ^ Z{R), and using the hypothesis, we have [a, d{xy)\ = 0 
or [a, d{x)y -\- xdiy)] = 0. Since a commutes with all d{i), t e R, we obtain 
[a,x\d{y) + dix)[a,y] = 0. (2.2.1) 
If y G i? commutes with a, then [a,y] — 0. Then (2.2.1) reduces to [a,x]d{y) = 0, for 
all X G R. Because a ^ Z(R), by the corollary 2.2.1, we are forced to conclude that 
d[y) — 0. In other words, d vanishes on the centralizer, Cnia) = {y E R\ya = ay}, of 
a in R. But, for any x e R, d{x) G CRIU) by hypothesis, thus we get that d'^(x) = 0, 
for all x E R. 
However, as Lemma 2.2.2, shows if R is prime (even semiprime) of charR ^ 2 and 
d is a derivation of R such that d''' = 0 then rf = 0. Since (i 7^  0 and charR ^ 2, then 
by the result above we are led to the conclusion a € Z{R). 
Now we assume that charR = 2 and a ^ Z{R). Thus (2.2.1) becomes 
[a, x]d{y) = d{x)[a, y], for all x,y & R. (2.2.2) 
Thus, if d{y) = 0 we obtain from (2.2.2) that d(x)[a,y] = 0, for all x e R. Now by 
Lemma 2.2.1, that R is prime we have [a,y] = 0, that is, y G Cnia). Since d vanishes 
on Caia) thus CR{a) coincides with {y G R\d{y) = 0}. 
Replacing x by xw in (2.2.2), where x,w G R. Hence [a,xw]d{y) = d(3;t(;)[a,y], 
which implies that [a,x]wd{y) + x[a,w]d{y) = rf(x)w;[a,?/] + xd{w)[a,y]. Again using 
(2.2.2), we have 
[a, x]wd(y) = rf(x)w[a, y], for all x,y,w e R. (2.2.3) 
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If [a,x] y^ 0, using Lemma 2.2.3, we have that d{x) = X(x)[a,x], where A(.T) is in the 
extended centroid of R. Moreover, since CR{a) = {y e R\d{y) = 0}, we must liave 
that X{x) ^ 0 if [a,x] i- 0. Also, if [a,x] = 0 then d{x) = 0, hence 0 = d{x) = 0[a,x]. 
Thus for ah x E R, d{x) = A(x)[a,x], where \{x) is in the extended centroid of R. 
We claim that [a, [a, x\] = 0 for aU x e R. Clearly, if [a, x] = 0, then [a, [a, x]] = 0. 
On the other hand, if [a, x] ^ 0, then by the above, d{x) = X{x)[a, x], where A(x) 7^  0, so 
since [a, d{x)] — 0, we have that X{x)[a, [a, x]] = 0. Because X{x) ^ 0, so [a, [a, x]] = 0, 
for all x e R. Thus a{ax — xa) = {ax - xa)a and we see that a^ e Z{R). 
Now to final part of the theorem, if a e Z{R) then d{x) = X{x)[a,x\, for all x e R. 
We have to prove that X(x) is a constant. 
Let x,y E R. Then (^ (x?/) = A(xy)[a,xy], that is, d{x)y + xd(y) = A(2;j/)[a, x]y + 
X{xy)x[a,y]. Putting d{x) = X{x)[a,x] and d(y) = A(y)[a,y], we have X{x)[a,x]y + 
X{y)x[a,y] = X{xy)[a,x]y + X{xy)x[a,y]. Hence, if ^ = A(x) -f X{xy) and v = X{y) + 
X{xy), the above becomes 
li[a, x]y = ux[a, y], for all x,y £ R. 
Since a^ e Z(R), [a, [a, x]] = 0, by commuting with a , we obtain 
{^i + i')[a,x][a,y] = 0, for all x, t / e / ? . 
Thus, if [a,x][a,y] 7-^  0 we have fj, + v = 0 that is, A(x) + X{xy) + X(y) + X{xy) = 0 
and so A(x) = X{y). Suppose now that [a,x] 7^  0, [a,y] ^ 0. We claim that there is 
a ID €: /? such that both [a,x][a,ty] ^ 0 and [a,'u;][a,y] ^ 0. If this were so we would 
have by the above that A(x) = X{w) and X{w) = A(y), hence A(x) = A(z/). This would 
tell us that A would be a constant on all elements failing to commute with a. Knowing 
further that CR{(I) = {y € R\d{y) == 0} would then tell us that d(x) = [Aa,x], for all 
X G ii*, for some A in the extended centroid. This is our desired result. 
So, to finish, we must show the existence of such a w G i?. In fact, there 
is an element w e R such that [a, x] [a, ly] [a, y] ^ 0. If this were not true then 
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[a, x][a, z][a, y] = 0, for all z e R, that is, [a, x}az{a, y] = [a, x]za[a, y]. By Lemma 2.2.3, 
[a, x]a = //[a, x], where /x is in the extended centroid of R. Since a^  = = a e Z{R), we 
hav€! that //•^  = a and since the extended centroid is a field and is a charR = 2, // is 
uniquely determined by o", hence does not depend on x. But then [a, x]{a + /i) = 0, for 
all x such that [a, x] j^ 0, if [a,a;] = 0, this relation is certainly true. So [a, x]{a+fi) = 0, 
for 8ill X E: R. But then this carries over to all x in the central closer T of R, which 
itself is a prime ring. Since a ^ Z{R) and [a,a:](a + /x) = 0 for all x G T, by the 
Corollary 2.2.1, we deduce that a + fj, = 0, and so a € Z{R). With this contradiction 
the theorem is proved. 
§2.3 LIE IDEALS AND DERIVATIONS OF PRIME RINGS 
This section is devoted to the study of the relationship between the derivations 
acting on the some appropriate subset of a prime ring R. The results due to Bergen, 
Herstein and Kerr [24], have been presented. 
Theorem 2.3.1. If d is a non-zero derivation of a prime ring R and U is a Lie 
ideal of R such that d^{U) = 0, then U C Z{R). 
In the preparation for the proof of the above theorem, we need the following lem-
mas which are essentially proved in [24]. 
Lemma 2.3.1. U U (^ Z{R) is a Lie ideal of i?, then there exists an ideal M of 
R such that [M,R] C U, but [M,R] ^ Z{R) 
Proof. Since char it! 7^  2 and [/ ^ Z{R), it follows from the results in [43] that 
[U, [/] / 0 and that [M, R] C U, where M = R[U, U]R^Q, is an ideal of generated by 
[U, U]. It follows easily that [M, R] (f. Z{R), for if [M, R\ c Z{R), then [M, [M, R\\ = 0, 
which would force M C Z{R) and since M 7^  0 is an ideal of R, so R = Z{R). Hence 
[M,R](^Z{R). 
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Lemma 2.3.2. U U (^ Z{R) is a Lie ideal of R, then CR{U) = Z{R). 
Proof. CR{U) is both a subring and a Lie ideal of R. Since CR{U) can not 
contain a non-zero ideal of R otherwise U centralizes a non-zero ideal of R, so is in 
Z{R), by (Lemma L3 of [43]), we conclude that CR{U) C Z{R). Hence CR{U) = Z{R). 
Lemma 2.3.3. If f/ is a Lie ideal of R and a E R centralizes [U, f/], then a cen-
tralizes U. That is, CR{[U,U]) = Z{R). 
Proof. If \U, U] (f. Z{R) then by Lemma 2.3.2, a € Z{R), so certainly a centralizes 
U. On the other hand, if [U, U] C Z{R) and ueU,xe R, then o = [u, [u, x]] G Z(R) 
and au = [u, [u,ux]] G Z{R). If a ^ 0, we get u G Z{R), which leads to a = 0, thus 
[u, [u,x]] = 0, for all x e R. But then, by Lemma 2.2.2, u G Z{R). Hence U C Z(i?). 
Thus we see that a G C^Cf/), which gives CR{{U, U]) = CR{U). 
Lemma 2.3.4. If f/ ^ Z(i2) is a Lie ideal of R and if allb = 0, then a = 0 or 6 = 0. 
Proof. By Lemma 2.3.1, there exists an ideal M oi R such that [M, R] ^ Z{R) 
but [Af, R] C U. If M G t/, m G M and y G /?, then [maw, y] G [M, i?] C C/, thus 
0 = a[mau, y]b = alma, y]ub + ama[u, y]b = a{may — yma)ub = amayub, since 
a[u, y]b G aUb = 0. Thus aMaRUb = 0. If a / 0, since R is prime, we obtain Ub — 0, 
so, ii X e R, u E U, then {ux — xu) G [/, whence {ux — xu)b = 0. So uxb = 0. In other 
words, uRb = 0, since U yi^ 0, we get i = 0. 
Lemiina 2.3.5. If rf is a non-zero derivation of R and U is Lie ideal of R such that 
d{U) = 0, then U C Z(i2). 
Proof. Let u e U and x e R, since (i(w) = 0 and rf(ux - xu) = 0, we get 
ud{x) - rf(x)u = d(wx - xu) - 0. Therefore u centralizes d{R). By Theorem 2.2.2, we 
have u G Z{R), hence [/ C Z(/?). 
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Lemma 2.3.6. If d is a non-zero derivation of R and if L'^  is a Lie ideal of R such 
that 
d{U) C Z{R), then U C Z{R). 
Proof. liU (^ R, by Lemma 2.3.3, V = [U, U] (jL Z{R). But, iiu,we U, then 
d{uw - wu) = {d{u)w - wd{u)) + {ud{w) - d{w)u) = 0, since d{u)d{w) G Z{R), thus 
d{V) = 0, by Lemma 2.3.5, we get a contradiction V C Z{R). 
Lemma 2.3.7. If d is a non-zero derivation of R and U <f. Z{R) is a Lie ideal of 
R, then if td{U) = 0 (or d{U)t = 0), we must have t = 0. 
Proof. Let u e U,x e R, then {ux - xu)u = u{xu) - {xu)u e U. Thus 
td{{ux — xu)u) = 0, that is, t{d{ux — xu))u + t{ux — xu)d{u) = 0. Since ux — xu e U, 
td{ux — xu) = 0, so we have t{ux — xu)d{u) — 0 for all w G C/, x G R. Let x — d[ v)y 
where v ^ U,y e R,we get, since tx = 0, that is tud{U)Rd{u) = 0. Since d{U) ^ 0. we 
easily get from this last relation that tUd(U) = 0. By Lemma 2.3.4, since d{U) = 0, 
we conclude that t = 0. 
Now we are ready for the proof of the Theorem 2.3. L 
Proof of Theorem 2.3.1. Suppose that U ^ Z{R), by Lemma 2.3.3, 
V = [U,U] (t- Z{R). So, to prove, it is enough to show that V C Z{R). By 
Lemma 2.3.1, [M,R] C U where M is an ideal of R such that [M,R] ^ Z{R). Let 
m G [M, R]cUnM andueV, then w = d{u) G d[U, U] C f/, hence d{w) = 0, since 
d'{u) - 0. 
U y e R, then since mw G M, [miu,y] G [M, i?] c t/. Hence 0 = d'^{[mw,y = 
(/^ {[m, y]w + m[w,y]} = 2d(m)d{[w,y]). Since 0 = d{w) = t/^[m,y] =: d-{m) = d^[ii-. y]. 
Thus (di[M, R]))d{[d{v), R]) = 0. But [M, R] is a non central Lie ideal of i?, therefore 
by 
Lemma 2.3.7, d{[diV),R] = 0. Hence, i{ueV,xeR, then 0 = d{d{u)x - xd{u) = 
d{u)d(x) - d{x)d{u), since d'(u) = 0. Therefore d{V) centralizes d{R}. By Theorem 
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2.2.2, d{V) C Z{R), hence by Leiiiiiia 2.3.6, V C Z{R). This proves the theorem. 
Theorem 2.3.2. U U (^ Z{R) is a Lie ideal of R and d is a non-zero derivation 
of R then if [a, [a, U]] = 0 for some a e R, v/e must have [a, U] = 0. 
Proof. Let a e CR{d{U)) and suppose that a ^ Z{R). Since U ^ Z(i?) and 
V = [[/, [/] ^ Z{R) by Lemma 2.3.3, moreover, d{V) C C/. Thus acf^(u) = (f{u)a, for 
all li G \^. But ad(u) = d{u)a, operating d and using above, we get d{a)d{u) = d{u)d{a). 
So both a and d{a) centralize d{V). But d(a'u - ua) = (i(a)w - ud{a) G c?(V), hence 
[d(a), [rf(a),w]] = 0. By Theorem 2.3.1, we have [d{a),v] = 0 and since V ^ Z{R), we 
have by Lemma 2.3.2, d{a) G Z{R). 
Now since a^  e CR{d{U)),2ad{a) = ^(a^) G Z(i2) as a 0 Z(/2) and d{a) E Z{R), 
the fact that ad{a) G ^(/?) forces d(a)=0. Hence d(a)=0, for all a G CR{d{U)) and 
a 0 Z(i?). If (i(6) ^ 0, for some 6 G CK(rf(C/)), then 6 G Z{R). Furthermore, if 
a G CR{d{U)), a ^ Z{R) then d(a)=0, hence d{a -\-h) = d{b) ^ 0. Consequently, 
a + 6 G 2'(i?), with b G ^(i?) we conclude that a G ^(i?), a contradiction. Hence if 
we suppose that CR{d{U)) C Z{R) then we are forced to d{a) = 0, for all a G CR{d{U)). 
Let W = {x e R/d{x) = 0}. Then we have done that CR{d{U)) C W. Moreover, 
if a G CR{d{U)) and u e U, then d{au — ua) = ad{u) — d{u)a = 0. Since d{a) = 0. 
Thus [a, U] C W. 
Now, since U ^ ^(-R), by Lemma 2.3.1, [M,R\ C /7, where M is an ideal of 
R such that [M,i?] ^ Z{R). If m G [M,/?] C f/ n M, then ma G M, hence 
for w G [/, [ma, M] G U, that is, [m, u]a + m[a, u] G f/. Therefore a centraUzes 
d{[m,u\a + m[a,u]) = {d[[m,u]))a + {d{m))[a,u], since rf(a) = d(ia,u]) = 0, as, 
a,[a,w\ G W. Since a centralizes rf([m, it]) and d{m) we get (/(m)[a, [a, w]] = 0, for 
all m G [M, i?], w G f/. Thus (rf([M, i?]))[a, [a, u]] = 0. Since [M, i2] is a non central Lie 
ideal of R, by Lemma 2.3.7, we have that [a, [a, C/]] = 0. Therefore, by Theorem 2.3.1, 
since U ^ Z{R), we get that a G 2'(i?). Thus the proof is complete. 
21 
Corollary 2.3.1. If /? is a scmi-priiric, 2-torsion free ring and U a Lie ideal of R 
then if [a, [a, U]] = 0, for some a E R, we must have [a, U] ~ 0. 
Now, consider d{U), the subring generated by d{U), where U <f. Z{R) is a Lie ideal 
oiR. 
In the previous section it has been already shown by Bergen, Herstein and Wald Kerr 
[24] that for any ring R, d{R) contains a non-zero ideal of R provided d'^ ^ 0. This 
result was further extended by the above authors as follows : 
Theorem 2.3.3. If f/ ^ Z{R) is a Lie ideal of R and d a derivation of R such 
that d'^ ^ 0, then d{U) contains a non-zero ideal of R. 
The proof is based on the following lemmas earher obtained in [24]: 
Lemma 2.3.8. If d'^  ^ 0 and if d{v) contains a non-zero left ideal X oi R and a 
non-zero right ideal p oi R then d{U) contains a non-zero ideal of R. 
Proof. Since V = [U,U] and d{V) C U, we know that d{d{V)) C d{U). Let 
a € A C d{V) and x e R, then d{xa) e d(X) C d{d{V) C d{U). Hence d{xa) + xd{a ] e 
d{U). Since d{x)a is in A, and so, in d{V) C d{U), we get that xd{a) G d{U). Thus 
RdiX) C W). Similarly, d{p)R Cd{U). 
If a e X.u € V, thend{ua—au) € d{V), hence d{a)u—ud{a)+ad{u)—d{u) a e d{V). 
But d{u)a e A C d{V), ud{a) e d{U) and ad{u) G Xd{V) C d{V). The conclusion is 
that d(X)Vc d(U). Similarly, Vd{p) C d{U). 
Let / = XVp, an ideal of R, by Lemma 2.3.4, / 7^  0. Moreover, d{I) = d{XVpj 
d{X)Vp + Xd{V)p + XVd{p) lies in d{U). Thus d{I) C d{U). But, if rf' ^ 0, it is to see 
that I is an ideal of the prime ring R, d{I) contains a non-zero ideal of R. Therefore, 
d{U) contains a non-zero ideal of R. 
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Lemma 2.3.9. If / is a non-zero ideal of a prime ring R and d{U) does not contain 
both a non-zero left ideal and a non-zero right ideal of R then, if [c, /] C d{U), c must 
be in Z{R). 
Proof. Let t e d{U) and i E I, then [c,ti] = [c,t]i + t[c,i] € d{U). Because 
t G d{U), [c,i] G d(U), we have t[c,i] e d{U). Hence [c,^ ]z G rf(t/), that is. the 
right ideal of R, [c,d{U)]I C d{U). Similarly, I{c,d{U)] C d{U) is a left ideal of R 
lying in d([/). By our hypothesis one of I\c,d{U)] = 0 or [c, d([/)]/ = 0. Therefore, 
[c, d{U)] = 0. By theorem 2.3.2, we conclude that c G Z{R). 
Lemma 2.3.10. Let t/ be a Lie ideal of a prime ring R and rf be a derivation of 
R such that d'^{Uf = 0. Then d\W) = 0. 
Proof. Since U ^ Z{R), by Lemma 2.3.3, none oiU,V = [U, U], W = [V, V] is 
in Z{R). Also d{V) C t/, d{W) C y , cP(H/) C t/. If u e U,v E V and w eW, then 
for anv t EU, since 
(/2(f/)2 ^ 0, we have 
d^{u)d\d{v)d\w))t - d:\w)t{d{v)) = 0. (2.3.1) 
Expanding (2.3.1) and making use of d{v) G U, d'^{w) G U and d?{U)'^ = 0, we obtain 
d\u)d(v){d\w)t + 2d^w)d{t)} = 0. (2.3.2) 
If in (2.3.2) we choose t G d{V) C U, because d^(w)d(t) = 0, for such t, we get from 
(2.3.2) that d^d{v)d\w)d{v) = 0. By Lemma 2.3.7, we conclude that (f{u)d{v)d^{u') = 
0, But then (2.3.2) fiurther reduces to 
d\u)d{v)d\w)d{U) = 0, for a\\ueU,veV,weW. (2.3.3) 
Hence, by Lemma 2.3.7, we get 
d^{u)d{v)d^{w) = 0, for al\ueU,veV,weW. (2.3.4) 
Similarly, reversing the sides, we get 
d^w)d{v)d\u) = 0, for a\\ueU,veV,weW. (2.3.5) 
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Consider d^{d{t))(f{vd{w) - d{w)v) = 0, where t,w eW and v E:V. Expanding this 
and using (2.3.5) gives that d^{t)Vd^{w) = 0, for all t,w &W. By Lemma 2.3.4, we 
obtain d^{w) = 0, for all w eW, hence d^{W) = 0. 
Lemma 2.3.11. Let [/ be a Lie ideal of a prime ring R and d be a derivation of 
R such that d^{U) = 0. Then d^ = 0. 
Proof. Let u ^U and r e R, then 
0 = d^[u,r] = 3[d\u),d{r)]+S[d{u),d\r)] + [u,d^{r)]. (2.3.1) 
Now replacing u by d'^{w), where tw G IV, we have 
[d^{w), d\r)] = 0, for all u; G W, r G R. (2.3.2) 
Again, replacing u by d{w), r by d(r) in (2.3.1) and using (2.3.2), we get [d{w), d'^{r)] = 
0, for all weW,reR. Since W (f. Z{R) by Theorem 2.3.2, we get that d'^{R) C Z{R}. 
Since d\r) G Z{R), for aU r G i?, if u G [/ and r e R, then 0 = d'^[u,r] = 
6[d'\u),d'^(r)] + i[d{u),d^{r)]. But we also have that 0 = d^[u,d{r)] = 3[d'^{u), cP{r)] + 
3[d{u), d^{r)]. These last two relations lead to 2[d{u),d^{r)] = 0, and so [d{u),d^{ry = 
0, for all M G t/, r G R. By Theorem 2.3.2, d^(R) C Z{R). 
Thus, iireR,ueU, then d\r)cP{u) = d^{r(f{u)) G -^(i^). However, 
d2(i?) C Z(/?), so since d^{R)d^{U) G Z(/?) if d^{R) 7^  0, we are forced to (P{U) C 
Z(i?). Suppose then that d^(R) ^ 0, as we have seen above, we must have cP((7) C 
Z{R). Ifr e R,u eU then Z(i?) 3 d\rd{u) = d\r)d{u) + 4rf3(r)(/2(„) ^^^ g^^.^ 
d3(r) G Z{R),d^u) G Z(i?) we see that d\r)d{u) G Z(/?), that is, d\R)d{U) C Z(/?,). 
By Lemma 2.3.6, d{U) ^ 2'(i?), by the above, we get d^(i?) C Z{R), these combined 
with d\R)d(U) C Z(i?) force d\R) = 0 
Again if r G i?, u G C/, then 0 = d^{rd{u)) = Ad^{r)d?{u). So that d^{R)(PiU) = 0. 
But c^(C/) C Z(7?) by theorem 2.3.1, so we coclude that d^{R) = 0. This proves the 
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Lemma. 
Proof of Theorem 2.3.3. If V -^ [U,U] and W = [V,V], in view of Lemma 
2.3.8, it is enough to show that d{V) contains a non-zero left and a non-zero right ideal 
ideal of R. 
Let a -= d{w), where w G [W, W], thus for x e R, a{ax — xa) = a{ax) — {ax)a £ W, 
hence d(a{ax — xa)) = d{a){ax — xa) + ad{ax — xa) is in d(W). But a G d{W) C d{V) 
and d{ax — xa) ^ d{V), whence we get 
d(a){ax-xa)ed{V), ior all a e d[W,W],x e R. (2.3.i; 
On the other hand, if w G K then d[a, u] = [d{a), u] + [a, d{u)] G d(V) and since 
a G d{W) C d{V) we have that [a,d{u)] e d{V), hence 
[d{a), V] C diV), for all a G ^ W, P^]. (2.3.2) 
vvt; also have ci(V') 9 d{a)d{av — va) = d{a)[d{a),r] + d{a)[a,d{r)], by (2.3.1), 
d{a)[a,d(r)] G d{V). Thus we have 
d{a)[d{a),r] G fl!(K), for all a G d[iy,Vr],r G R. (2.3.3) 
Now, linearizing (2.3.3) on a, we have 
,s = d{a)[dib),r] + d{b)[d(a),r] G d{V), for all a,& G d[VK,H/],r G R. (2.3.4) 
If ^ = [d(a)d(6),r] = d{a)[d{b),r] + [d{a),r]d{b) t h e n s - i = d{b)[d{a),r]-[d{a),r]d{b) G 
KV) by (2.3.2). Thus we conclude that t G d{V), that is, [rf(a)d(6), i?] C d(V). 
Because d{V) does not contain both a non-zero left ideal and a non-zero right 
ideal of R, by Lemma 2.3.9, we have that d[a)d(b) G Z{R), for all a,b ^ d[W,W]. 
Let a == d{a)d{b), by (2.3.1), d(6)(te - xb) G (i(F) and since d{a) G rf(V), we get that 
a{bx-xb) = d(a)d(5)(bx-x6) G d{V). Because a G Z(R), this gives that [b, I] C d{V), 
where / = aR is an ideal of R. By our hypothesis on d(V), if / 7^  0, we conclude by 
Lemma 2.3.9, that b G ZiR) for all 6 G d[W, W], by Lemma 2.3.6, we would be led to 
[W, W] C Z{R), and soU C Z{R), a contradiction. Thus I = aR = 0, hence a = 0. In 
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other words, d{a)d{b) = Q, for all a,b e d[W,Wl that is, {d[W,W]y = 0. By Lemma 
2.3.10 and 2.3.11, we reach a contradiction d^ = 0. Thus the proof is complete now. 
The following theorem simultaneously implies Theorems 2.3.1 and 2.3.2 as follows : 
Theorem 2.3.4. Let /? be a prime ring, charR ^ 2, and let U ^ Z{R) be a Lie 
ideal of R. Suppose that 8 and d are derivations of R such that 6d{U) = 0. Then either 
rf z= 0 or (5 = 0. 
Proof. Suppose that rf ^ 0 and (^  / 0. Let K = [U,U\. Then, for v e V, 
d{v) 6 U hence 5{[d{u),d{v)] + [u,d'^{v)]} = 0, which gives , since dd{U) = 0, that 
[5iu),d^v)] = 0, for Sil\ueU,v e V. Thus d^v) e Cn{6{U)) C Z{R), by Theorem 
2.3.2. 
liv eV and r e R, then 0 = 5{d[d{v),r]} = S{[d{v),d{r)]) since d'^ (v) G Z{R) 
. Thus expanding, we get [6d{v),d{r)] + [d{v),6d{r)] — 0 and so [d(v),6d{r)] — 0. for 
all veV,reR, that is, [d(r),5{R)] = 0. Since d^Ohy Theorem 2.3.2, 6d{R) C Z{R). 
Now ior V e V,u e U, we have Z{R) 3 6d{d{v)u) = 6{d'^(v)u + d{v)d{u)> = 
d'^{v)S{\i) since M^(t;) = (^ c?((i(u)) = 0 because d{v) E U and 6{d{v)d{u)) = 0. Therefore 
d?{V)5{U) C Z{R). But, since U ^ Z{R),5{U) ^ Z(/?) by Lemma 2.3.6. ^^(l/) = 0. 
Since we know that d^{V) t Z{R) and d^{V)6{U) (f_ Z{R). Since V ^ Z{R) and 
d'^(V) ^-- 0, by Theorem 2.3.1, we obtain d = 0. 
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CHAPTER - 3 
COMMUTING AND CENTRALIZING 
MAPPINGS 
§3.1 INTRODUCTION 
This chapter has been devoted to the study of commuting and centrahzing map-
pings in prime rings. Most of the results of this chapter are based mainly on the work 
of Luh [59], Smiley [76], Posner [69] and Awtar [9]. 
Section 3.2 opens with a result due to Luh [59] which states that if a prime ring 
R possesses a nontrivial commuting automorpliism, then i? is a commutative integral 
domain. Further, a generalization of the above result due to Smiley [76] has been 
presented which states as follows : if a prime ring R possesses a nontrivial commuting 
endomorphism T, then R is commutative. 
Section 3.3 deals with the study of centralizing derivations in prime rings. A famous 
result in this direction is due to Posner [69] which states that if a prime ring R admits 
a nontrivial centralizing derivation on R then R is commutative. 
Finally in section 3.4 some generalizations of the above result on Lie and Jordan 
ideals due to Awtar [9] has been presented. 
§3.2 CENTRALIZING AUTOMORPHISMS IN RINGS 
Definition 3.2.1 (Centralizing and Commuting mappings). Let 5 be a non-
void subset of a ring R. Then an additive mapping F : R -^ Ris said to be centralizing 
(resp. commuting) on S if [F{x),x] e Z{R) (resp.[F(a;),x] = 0) hold, for all x e S. 
In 1955, Divinsky [37] proved that if a simple Artinian ring possesses a nontri\'ial 
commuting automorphism, then it is a field. Later Luh [59] generalized the Divinsky's 
result for prime rings as follows: 
Theorem 3.2.1. Let R be a prime ring. If R possesses a nontrivial commuting 
automorphism, then R is a commutative integral domain. 
For developing the proof of above theorem we require the following lemma due 
to Divinsky [37]. 
Lemma 3.2.1. If F is a commuting automorphism of a ring R, then for each 
x,yeR, {x-F{x))[x,y]=0. 
Proof. Polarizing [x,F(x)] = 0 we get [x,F{y)] = [F{x),y], for all x,y E R 
and hence [x,F{xy)] = [F{x),xy] but [x,F{xy)] = F{x)[x,F{y)] and [F{x),xy] = 
x[F{x),y] = x[x,F{y)]. Thus, (x-F{x))[x,F(y)] = 0, for all x,y e R. Replacing F{y) 
by y, since F is an automorphism, we establish the lemma. 
Corollary 3.2.1. If F is a commuting automorphism of a ring R, then for each 
x,yeRAx-F{x))R[x,y]^0. 
Proof. We note that z[x, y] = {x, zy] - [x, z]y, for z in R and using Lemma 3.2.1, 
we get the result. 
Corollary 3.2.2. Let i? be a prime ring and F is a commuting automorphism of 
R. If x eR,x^ F{x), then x G Z{R). 
Proof. By Corollary 3.2.1, we have {x - F{x))R[x,y] = 0, for aU y e R. Since 
X - F{x) 7^  0, the primeness of R implies [x, y] = 0, for all y E R. 
Proof of Theorem 3.2.1. Since F is a nontrivial automorphism, there exists 
X in R such that x ^ F{x) and by Corollary 3.2.2, x E Z{R). Suppose there exists 
y in R, y ^ Z{R), then x + y ^ Z{R) and again by Corollary 3.2.2, F{y) = y and 
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F{x + y) = x + y. Hence F{x) = x, which is a contradiction. This completes the i)roof. 
An immediate consequence of the above theorem is the following: 
Corollary 3.2.3. Let Rhe a primitive ring. If R possesses a nontrivial automor-
phism, then R is a field. 
Smiley [76] further generalized the above result as follows: 
Theorem 3.2.2. Let /? be a prime ring. If R possesses a nontrivial commuting 
endomorphism T. Then R is commutative. 
Proof. Linearization gives that [T{a),b] = [a,T{b)] for all a, 6 G R. Hence 
[T{a)T(b), c] = T{a)[T(b), c] + [T{a), c]T(b) = [ab, T{c)] = a[b, T{c)] + [a, T(c)]b and we 
have (T(a) - a)[b, T{c)] + [a, T{c)]{T{b) - 6) = 0, for all a,b,ce R. On taking c = b, 
we find that [a,T(b)]{T{b) - b) = 0 for all a,b e R. Then 0 = [ax,T{b)]{T{b) - b) = 
[a,T{b)]x{T{b) - b) yields [a,T{b)] = 0 or T{b) = b for all a,b e R. UweR- Z{R), 
then 
[a, T{w)] = [T{a), w] ^ 0, for some a e R and it follows that w = T{w). Additivity of 
mapping T gives T{a) = a, for all a E: R, contradicts our assumption. Thus R — Z{R) 
is empty and R is commutative. 
In 1976, Mayne [60] generalized the results of Divinsky [37] and Luh [59] for cen-
tralizing mapping as follows: 
Theorem 3.2.3. If /2 is a prime ring with a nontrivial centralizing automorphism, 
then R is a commutative integral domain. 
Lemma 3.2.2. If i? is a prime ring such that xy = 0, for all x G Z{R) and y ^ R, 
then y = 0. 
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Proof. If xy = 0, then zxy = xzy = 0, for all z ^ R. Since R is a }iriino and 
X 7^  0, then y must be zero. 
Proof of Theorem 3.2.3. Let F be a nontrivial automorphism of R such that 
[.-r, F{x)] is in Z(R), for all x E R. The proof will consist of showing that [x. F{x). = 0, 
for all X G -R and then by Theorem 3.2.2, we conclude that R is commutative. Lin-
earization of [x, F{x)\ e Z{R), gives 
[x,F{y)] + [y,F{x)] e Z{R), for all x,y e R. (3.2.1) 
Thus, 
[x, [x,Fiy)] + [y,Fix)] = 0, for all x,y e R. (3.2.2) 
Since, i? is a prime ring so R is either of charR = 2 or 2x = 0 implies x = 0, for all 
X e R. 
Suppose that charR ^ 2. Then replacing y by x^ in (3.2.2). we obtain 
0 = [x,[x,F(x•^)]] + [x^F(x)] = [x,2F(x)[x,F(x)]] + [x,2x[x.F(x)]] = 2;x,Fix)]-^. 
Hence [x, F(x)Y = 0. By Lemma 3.2.3, [x, F(x)] = 0, for all x € R and rhus R is 
commutative. 
Now, Suppose that charR = 2. Then [x ,^ F{x)] — 2x[x, F{x)' = 0 and F{x^).x] = 
2F(x)[x,F(x)] = 0. Let y = F(x), then (3.2.1) becomes [x,F(F(x))] + [F(x),F(x)] -
[x,F(F(x))] is in Z(R). Now (3.2.2) can be rewritten as 
[x,[F(y),x]] + [F(x),[x,y]] = 0. (3.2.3) 
Putting y = x^F(x) in (3.2.3), we find that 
[x,[F(x^F(x)),x]] + [F(x),[x,x^F(x)]] = 0 . (3.2.4) 
Now[x,[F(x^F(x)),x]] = [x, F(x^F(x))x+xF(x^F(x))] = [x\F(x''F{x))]. Expanding 
the last commutator, we have 
x[x, F(x^F(x))] + [x, F{x'F{x))]x = x(F(x))^[x, F{F{x))] + x x, {F{x)r]F{Fu)) 
30 
HF{x)nx,F{F{x))]x + [x, {F{x)r]F{F{x))x =-- [x,F(x)^l[x,F(F(.T))]+ 
x{Fix)Y[x,Fix)]F{F{x)) + iF{x)r[x,F{x)]F{F{x))x. 
Since [x, {F{x))''] = 0. Hence 
[x, [Fix'Fix)), x]] = [x, {F{x)nx, F{F{x))] + {F(x))^[x, F{x)][x, F{F{x))] 
= 2[x,{F{x)nx,F{F{x))] = 0. 
Thus (3.2.4) reduces to 
[Fix),[x,x^F{x)]]=Q. (3.2.5) 
But 0 == [F{x),x'^[x,F{x)]] = [F{x),x-^][x,F{x)] and using [F{x),x'] = 0, yields 
x'[x,F{x)Y = 0, for all X in R. (3.2.6) 
By Lemma 3.2.3, if [x,F{x)] ^ 0, then x^ = 0. Assume x^ = 0, this imphes 
that {F{x)Y = 0 and {F{F{x))f = 0. Now {F{x)x){xF[x)) = 0 and [x,F(x)] = 
xF(x) + F(x)x = z, for some z e Z{R). Therefore {xF{x) + z){xF(x)) = 0 and 
thus (xF(x))^ = z(xF{x)). If (xF{x)y = 0, then z(xF(x)) = 0 and so either 
z = 0== [x, F{x)] or xF(x) = 0. But if xF(x) = 0, then [x, F(x)]x = iF{x))x = 0 and 
hence [x, F{x)] = 0 or x = 0. So from now on , assume that x'^ = 0 and (xF(x))^ T^  0. 
Now replacing x by xF(x) in (3.2.6), we get [xF(x), F(xF{x))] = 0. That is 
x[F{x),F(x)F{F{x))] + [x,F{x)F{F(x))]F(x) = 0. 
If this equation is left multiphed by x, then x[x, F{x)F(F(x))]F(x) = 0 and so 
xF(x)[x, F(F(x))]F(x) + x[x, F(x)]F(F(x))F(x) = 0. 
If [x, F{x)] ^ 0, then xF(F(x))F{x) = 0. 
Thus [x,F{F{x))]F{x) = F{F{x))xF{x) and F{F{x))[x,F{F{x))]F{x) = 
{F{F{x))yxF{x) = 0. Hence if [x,F(F(x))] ^ 0, then F(F{x))F{x) = 0. But this 
forces F{x)x = 0 and so x = 0 or [x,F(x)] ~ 0. Suppose that [x,F(F(x))] = 0. Put 
y = xF{x) in (3.2.2), to get [x, [F(x),xF(x)] + [x, F(xF(x))]] = 0. Thus 
[x, F(x)[x, F(x)] + F(x)[x, F{F{x))] + [x, F(x)]F(F(x))] = 0, 
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tliat is. 
[.7;, F{x)Y + 2[x, F{x)][x, F{F{x))] - [x, F{x)Y - 0. 
Therefore [.x, F(x-)] = 0, for all x G i? and by Theorem 3.2.1, R is commutative. 
§3.3 CENTRALIZING DERIVATIONS IN PRIME RINGS 
There has been considerable interest for centralizing mapping on prime rings. The 
fundamental result in this direction is due to Posner [69] which states that if a prime 
ring admits a nontrivial centralizing derivation on /?, then R is commutative. 
Theorem 3.3.1. Let i? be a prime ring and d be a derivation of R such that 
[x, d{x)] e Z{R), for aUx e R. If d{x) ^ 0, for all x e 7?. Then R is commutative. 
In order to prove the theorem it is pertinent to prove the following lemmas: 
Lemma 3.3.1. Let d be a derivation of a prime ring R and a be an element of R. 
If ad{x) = 0, for all x G /?, then either a — 0 or d(x) = 0, for all x G /?. 
Proof. Replacing x by xy in ad{x) = 0, for all x e R, we have ad{xy) = 
ad{x)y + axd{y) = axd{y) = 0, for all x,y e R. Since d{x) ^ 0, for all x e R, the 
primeness of R yields that a = 0. 
Lemma 3.3.2. Let Rhe a prime ring, and let p,q,r be the elements of R such 
that paqar = 0, for all a E R. Then at least one of p, q, r is zero. 
Proof. Replacing a by a + ft in paqar = 0 and using paqbr = pbqbr = 0, we get 
paqbr -Vphqar = 0 for all a,b £ R. If now pa = 0, then for aU b in R, pbqar = 0, so that 
p = 0 or qar = 0. But if pa = 0, then pat = 0, for all t e R, again r = 0 or qa = 0. 
So p =-- 0 ox r = 0 ov qa = 0, whenever pa = 0. Now replacing a by aqar, and using 
the fact that p{aqar) = 0, for all a G /?, we get p = 0 or r = 0 or qaqar = 0, for all 
ae R. Assume therefore that p^O,r ^0 and replacing a by a + 6 in qaqaq - 0 to get 
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qaqbq + qbqaq = 0. In this equation, replacing b by aqb to find [qaqaq)bq + qaqbqaq — 0 
that is (qaq)b{qaq) = 0, for all 6 in /?. Now prinieness of R iniphes that qaq = 0, for 
a\\ a e R and hence q = 0, provided p j^ 0, r 7^  0. 
Lemma 3.3.3. Let i? be a prime ring and d be a commuting derivation of R. 
Then either R is commutative or d{x) = 0, for all x e R. 
Proof. Since d is commuting on R, so 
(a + b)d(a + b)-{d{a + b)){a + b)-^0, for all a, b e R. (3.3.1) 
Subtracting ad{a) - d{a)a + bd{b) — d(6)6 = 0 from (3.3.1), we find that 
ad{b) + bd{a) - d{a)b - d{b)a = 0, for all a,b e R, (3.3.2) 
or 
ad{b) - d{a)b = d{b)a - bd{a), for all a,beR. (3.3.3) 
Adding ad{b) + d(a)b = d{ab) in (3.3.3), we obtain 
2ad{b) = d{b)a - bd{a) -f d{ab), for all a,b e R. (3.3.4) 
On replacing b by ax in (3.3.4), we get 2ad{ax) = d{ax)a ~ axd{a) + d{a^x) or 
2ad(a)x + 2a''<i(2;) = d{a)xa + ad{x)a — axd{a) + 2ad{a)x + a'^d{x). 
Since d(a'^ ) = 2ad{a), it follows that 
a^d{x) = d{a)xa + ad{x)a — axd{a), for all a,x e R. (3.3.5) 
In (3.3.4), we replace 6 by xa, to get 
o!(x)a'' = ad{x)a + axd{a) — d{a)xa, for all a,x e R. (3.3.6) 
Adding (3.3.5) and (3.3.6), we get 
a^d{x) + d{x)a'^ = 2ad{x)a, for all a,x e R. (3.3.7) 
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This implies that 
a{d{x)a — ad{x)) = {d(x)a — ad{x))a, for all a,x G R. (3.3.8) 
Replacing a hy a + d{x) in(3.3.8), we find that d{x) commutes with d{x)a — ad[x), 
for all X ^ R. This gives that the square of the inner derivation by x is zero, for all 
X G R. Let charR ^ 2. Then Theorem 2.2.1 yields that d{x) G Z{R), and /„ denote 
the inner derivation by a of R. Then ad{x) = d(x)a or Iad{x) = 0 for all x ^ R. Again 
Theorem 2.2.1 yields that d = 0 or 4 = 0, for every a E R. Then la E Z{R), so R 
is commutative. But if charR = 2, (3.3.7) gives that d(x) commutes with all square 
elements of R for all x e R. Let i? be a prime ring of charR = 2 and e in R commute 
with a'', for all a E R. Then 
a^e = ea\ for all a E R. (3.3.9) 
Replacing ahy a-\-h and using (3.3.9), we get 
(a + bfe = e{a + b)'\ for all a,b E R. (3.3.10) 
This implies that 
(a6 + 6a)e = e(a6 + 6a), for all a, 6 G i?. (3.3.11) 
Replacing b by ae in (3.3.11) and using (3.3.9), we get d^e^ + aeae = ea'^ + eaea. a'-e- — 
ea^e, so 
aeae = eaea, for all a G/?. (3.3.12) 
Again replacing 6 by e in (3.3.11), we have 
ae'' = ea\ for all a G i?. (3.313) 
That is e^  G Z(i?). 
Consider (ae + eay — aeae + eaea+ae'^a + ea^e. But aeae + eaea = 0, then by (3.3.12). 
ae'a + ea'e = e'a' + e'a' = 0 and by (3.3.9) and (3.3.13), we get 
(ae + ea) ' = 0, for aU a in R (3.3.14) 
Let X and y be the elements of R with xy = 0. By (3.3.11), we have (xy -h J/J •-€ = 
e{xy + yx), so 
yxe = eyx, for all x,y G i?. (3.3.15) 
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Since x'^y = 0, (3.3.15) yields that yx'^e = eyx\ that is yx'^e = ycx'^. As e commutes 
with all squares, so 
xy = 0 implies (ye + e?/)x^ = 0 (3.3.16) 
But {ax)y = 0 for ah a E R, then we can replace x by ax in (3.3.16), to obtain 
{ye + ey)axax = 0 for all a E R, whenever xy = 0. Lemma 3.3.2, gives z = 0 or 
ye + ey = 0. Since x{yv) = 0 for all v E: R, again Lemma 3.3.2, gives x = 0 or 
yve + {ey)v — 0, for all v E R. Since ye — ey li x ^ 0, then y{ve + ev) = 0, for 
all V E R. Apphng Lemma 3.3.1, to inner derivation by e shows that either x = 0, 
y = 0, or e G Z{R). But by (3.3.14), (ae + ea)(ae + ea) = 0, for all a E R, putting 
X = ae + ea, y — ae + ea, we find that for all a E R, ae + ea = 0, or e G Z{R). That is, 
for all a G R, ae+ea = 0, e € Z(R), if e commutes with all squares in R. For all x E R, 
then d[x) commutes with all squares in R, d{x) E Z{R), for all x E R. Let d{b) = 0, 
then for all a E R, d(ab) = d{a)b, so d(a)b E Z{R) for all a G /? if (i(6) = 0. Now if d is 
not zero, so that d{a) ^ 0, for some a in R, we have d{a)bx = xd{a)b, d{a) E Z{R) so 
xd{a)b = d{a)xb, whence d{a){bx + xb) = 0 for all x G i?, if d{b) = 0. But as previously 
remarked, no nonzero element of the centroid of R has nonzero kernal, since we are 
assuming d{a) = 0, and since d{a) is central, we have proved that b E Z(R), whenever 
d(b) = 0. But for all c E R, we have d(c^) — d{c)c+cd{c) = 2d(c)c — 0, so c^  commutes 
with all X E R. Referring back to the conclusion of the previous paragraph with x for 
e shows X is central for all x E R, ii d is not the zero derivation. 
Lemma 3.3.4, Let A be a Lie ring and / be an ideal of A . Suppose r is an 
element of A such that rx.x = 0 for all x E I. Then for all a E R, {ra.x)x = 0 for all 
X G /. (That is the set of r satisfying rx.x = 0 for all x G / , is an ideal of A). 
Proof. Let Ra denote right multiplication by a. We want to prove d{RaRl^) = 0 
for all a G ^ , x G /. The Jacobi identity for a Lie ring may be written as Ra^ = 
RaRx - RxRa- Furthermore, since / is an ideal, it contains ax and x + ax, for all 
a G A, so that 
{r.ax)ax = 0, (r(x + ax)).(x + ax) = 0 for all a E A. Using these two and rx.x = 0, 
we obtain rx.ax + {r.ax).x = 0 for all a G X,x G / , or another notation, 
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r{R,Ra:r + RaxRx) = 0 . B u t r ( i ? , 7 4 x + RaxRx) = r{R^{RaRx ' R^Ra) + 
{RaRx - RxRa)Rx) = r{R,RaRx - RiRa + RaRi ' RxRaRx) = r{RaRi - R^Ra), t h u S 
r{RaRi - RiRa) = 0 for all a e A,x e I. By hypothesis, r{Ri.) = 0, so that 
r(RaRi) = 0 for all a e A, X G / . This is exactly what we had to prove. 
Now we are equipped well to prove Theorem 3.3.1. 
Proof the Theorem 3.3.1. Let A be the Lie ring of derivation of R and / be the 
ideal of A consisting of inner derivations. Assume that [{d, la), la] = 0 and by Lemma 
3.3.4, [[[d,Ix],Ia],Ia] = 0 for all a,x E R and Ix 6 / . That is, a{ad(x) - d(x)a) -
{ad{x) - d{x)a)a is central for all a,x E R, 
a^d{x)+ d{x)a^-2ad{x)a, is central for all a,x e R. (3.3.1) 
Commuting (3.3.1) with a, we have 
3ad{x)a2 + asd(x) = 3a2d(x)a + d(x)a3, for all a,x e R. (3.3.2) 
Suppose that charR = 3, then for all a E R, Igsd = 0. Using Theorem 2.2.1, 
we have either rf = 0, or every a^  G Z{R). Then (a + by — a^ — b'^ — d^b + 
aba + bd^ + h^a + bab + aP G Z(R) for aU a, i> e R. Replacing a by -a to obtain 
a'^b + aba + bd^ - (b'^a + bab + ab'^) e Z{R), for all a,b e R. Adding these last two eqa-
tions and dividing by 2, we get d'^b+aba + ba'^ G Z{R), for aU a, 6 G R. Now replacing b 
by ab, we have d^b + d^ba + abd^ = a{d^b + aba + bd^) G Z{R). lid^b + aba^bd^ ^ 0 for 
some b E R, then since it is central, we can divide by it, whence a G Z{R). So assume 
that R has the property that for all a,b £ R, a% + aba + hd} = 0. Since charR = 3, as 
a{ab - ba) - [ab - ba)a = 0, for all b e R, f^ = 0. By theorem 2.2.1, a G Z{R), R is 
commutative. 
Suppose, cliarR ^ 3. Replacing x by a in (3.3.2), we obtain 
3ad(a)d^ + a^d{a) — 3d^d(a)a — d{a)d^ = 0 or a'^d(a) — d{a)d'^ = Zd^d{a)a — 3ad{a)a^ = 
Sa(ad{a) — d{a)a)a. 
Since ad{a) — d{a)a G Z{R), so 
a-^d{a) - d{a)a-^ = 3{ad(a) - d{a)a)a\ for all a G i?. (3.3.3) 
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Furthermore {ad{a) - d{a)a)a = ad{a)a — d{a)a^ But {ad{a) - d{a)a)a = a{(id{a) — 
d{a)a) = a^d{a) — ad{a)a, addiug these two, we obtain 
2{ad{a) - d{a)a)a = a'^dia) - d{a)a\ for all a ^ R. (3.3.4) 
Replacing x by ad{x) in (3.3.2), we get 3a^d{d{x))a'^ + a'^d{d{x)) - 3a^d{d{x))a -
ad{d{x))a? + Zad{a)d{x)a^ + o?d{a)d{x) - 3a?d{a)d(x)a - d{a)d{x)a? = 0 However, 
3a'^d{d{x))a? + a^d{d{x)) - 3a?d{d{x))a - ad{d{x))a? = a{3ad(d(x))a'^ + a^d{d{x)) -
3ad{d{x))a - d{d{x))a^) = 0 
Replacing x by d{x) in (3.3.2), we obtain 
3ad{a)d{x)a^+a'^d{a)d{x)-Za^d{a)d{x)a-d{a)d{x)a-^ = 0, for all x,ae R. (3.3.5) 
Multip]ying(3.3.2) on the left by d(a), we obtain 
3d{a)ad{x)a'+d{a)a'^d{x)-3d{a)a^d{x)a-d{a)d{x)a'^ = 0, for all a;,a e R. (3.3.6) 
On subtracting (3.3.6) from (3.3.5), we get 
3{ad{a)-d{a)a)d{x)a^+{a'^d{a)-d{a)a'^)d{x)-3{a^d{a)-d{a)a^)d{x)a = 0, for all x,ae R. 
(3.3.7) 
Using (3.3.3) and (3.3.5) in (3.3.7) and dividing by 3, we obtain 
{ad{a) — d{a)a){d{x)a^ + a^d{x) — 2ad{x)a) = 0, for all x,a & R. 
If ad(a) — d{a)a ^ 0 for some a ^ R and all x ^ R 
d{x)a^ + a'd{x) - 2ad{x)a = 0. (3.3.8) 
Replacing x by ax in (3.3.8), we have 
ad{x)a^ + a^d(x) - 2a'^d{x)a + d{a)xa^ + a^d{a)x - 2ad{a)xa = 0. 
Since 
ad{x)a^ + a:^d{x) - 2a^d{x)a = a{d{x)a^ + a^d{x) - 2ad{x)a) = 0. 
Using (3.3.8), we have 
d{a)xa^ + a^d{a)x — 2ad{a)xa = 0, for all x G R. (3.3.9) 
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Now, replacing x by a in (3.3.8) and multiplying this on the right by x, we have 
d{a)a^x + a^d{a)x - 2ad(a)ax = 0, for all x e R. (3.3.10) 
On subtracting (3.3.10) from (3.3.9), we obtain 
d{a){xa^ - a^x) - 2ad(a)(xa - ax) = 0, for all x e R. (3.3.11) 
Replacing x by ax in (3.3.11), we get 
d{a)a(xa'^ - a'^x) - 2ad(a)a(xa - ax) = 0, for all x 6 R. (3.3.12) 
Multiplying (3.3.11) by a on the left, we obtain 
ad{a)(xa^ - a^x) - 2a^d{a){xa - ax) = 0, for all x G i2. (3.3.13) 
Now, subtract (3.3.12) from (3.3.13), to obtain 
{ad{a) — d{a)a)(xa^ — ci^x) — 2a(ad(a) — d{a)a){xa — ax) = 0, for all x E R. 
Since ad{a) — d{a)a ^ 0, so 
xa'^  - a^x - 2a(xa — ax) — 0, for all x E R. (3.3.14) 
So xa^ + a^x — 2axa = 0, a{ax — xa) = {ax — xa)a and /^ = 0. That is, a E Z{R), 
by Theorem 2.2.1 or ad{a) — d{a)a, if charR ^ 2. So when charR ^ 2. ad{a) = d{a)a. 
for all a E R. Now the proof is complete by using the L^mma 3.3.3. Let charR = 2 
then (3.3.14) gives ad{a) = d{a)a or a^  € Z{R), for all a E R. If ad{a) / d(a)a 
for some a E R, a^ E Z{R) and not zero. If a^ = 0 then d(a^) = ad{a) + d{a)a = 
0, ad{a) = d{a)a. Then a is not a divisor of zero, since if ya = 0, ya^ = 0,y = 0, for all 
y E R. Let x G i?, we shall prove that ad{a) commutes with x^. Either {axa)'^ E Z{R), 
or {axa)d{axa) — d{axa).{axa). If (axa)'^ E Z{R), then {axa^xa) E Z{R). Then 
axa^ E Z{R), since a^  is, call it c. Then aca = a^c E Z{R), and equals a^x'^a^. So 
a}x^d^- E Z{R), and so is x^, whence x^ commutes with ad{a) if (axa)'^ E Z[R). On 
the other hand, if x^ ^ Z{R), then x(i(x) = d{x)x and (axa)d(axa) = d(axa)(axa). 
Then 
{axa){d{a)xa + a(/(x)a -f axd{a)) = (c?(a)xa + arf(T)a + axd{a)){axa). 
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That is, 
axad{a)xa + axa d{x)a + axa xd{a) = d{a)xa^xa + ad{x)a'^xa + axd{a)axa. 
Now a'- G ^ (i?), whence 
ax(ad{a) + d{a)a)xa + {a{x{d{x) + d{x)x)a + a^xd{a) + d{a)x^a)a^ = 0. 
But xd{x) + d{x)x = 0, and ad{a) + d{a)a G -^(i?) so that 
{ad{a) + d{a)a)ax^a + (aa;^d(a) + d{a)x^a)a^ = 0. 
Since a is not a right zero divisor, 
{ad{a) + d{a)a)ax^ + (ax^(i(a) + d{a)x^a)a = 0, 
ax^{ad{a) + d{a)a) + {ax^d{a) + d{a)x^a) = 0, 
ax^ad{a) + ax'^d{a)a + ax'^d{a)a + d{a)x^a? = 0. 
Thus ax'^ad{a) + d{a)x'^a^ = 0, a^  G -^ (-R) so ax^arf(a) + o?d{a)x'^ = 0, a is not a left 
divisor of zero so x^ad^a) + ad{a)x'^ — 0, for any x such that x^ ^ Z{R), for all x E R. 
Otherwise ad{a) = d{a)a. Recourse to the later part of Lemma 3.3.3, shows a^ G Z{R) 
and ad{a) G Z{R) or ad{a) = d{a)a. But in the former case, a.ad{a) = ad{a).a, since 
a is not a zero divisor, arf(a) = d{a)a, for all a ^ R. Now Lemma 3.3.3, completes the 
proof. 
§3.4 CENTRALIZING DERIVATIONS AND LIE IDEALS 
In 1973, Awtar [9] generalized Theorem 3.3.1, for a Lie and Jordan ideals of a 
prime ring R as follows: 
Theorem 3.4.1. Let 72 be a prime ring of characteristic different from two and 
three. Let d be a nonzero derivation of R, and U a Lie ideal of R with [u, d{u)] G Z{R), 
for all u^R. Then U C Z{R). 
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Ill order to develop the proof of the above Theorem we will prove the following 
Lemmas: 
Lemma 3.4.1. If R is a prime ring of characteristic different from tv/o and U is a 
Lie ideal of R such that for all UEU, [M, d{u)] e Z{R) and u^ e U, then [u, d{u)] = 0, 
for all u G U. 
Proof. Linearizing the relation [u, d{u)] G Z{R) on u = u + u^, we obtain 
[u + u\ d{u -\- u^)] e Z{R), that is 
[u, d{u)] + [u\ d{u)] + [% d{u^)] + [u", d{u')] e Z{R), for all ueU. (3.4.1) 
By application of our hypothesis, we obtain [u^, d{u)] + [u, d(u^)] e Z(R), for all u EU. 
That is u[u, d{u)] + [u, d{u)]u + [u, d{u)]u + u[u, d{u)] e Z{R). Hence using the fact 
that [u, d{u)] e Z{R), this relation yields that 4[w, d{u)]u G Z{R), for all ueU. Thus 
[u,d{u)][u,r] = 0, for all u G [/ and r E R. If for some u G U, [d(u),u] ^ 0, then 
it is in Z(jR), we have [M, r] = 0, for all r G i?, in particular, [M, rf(u)] = 0. Hence 
[M, d{xi)] = 0, for all u G f/. 
Lemma 3.4.2. Let i? be a prime ring and U a Lie ideal of R. Suppose that 
[u, d{u)] G Z{R), for all ueU. Then [[d(r), M], U] = 0, for all r G i?, t/ G f/. Further, if 
for allu G t/, [w, (/(u)] = 0, then [[d(r), u],u] = 0, for all r G i?, M G U. 
Proof. Let r G i?, w G U. Then [u,r] G U, so that [M + [u,r],d(u + [u,r])] G 
Z{R). That is, [[M,r],d(M)] + [u,[d{u),r]] + [u,[M,rf(r)]] G Z(/2). Now [[u,rld{u)] + 
[ti, [(i(M),r]] = [r,[d{u),u]], for all r G i?, w G /7. Since [d{u),u] G -^(/?), we get 
[[u,rld{u)] + [u, [d{u),r]] = 0. Hence [[d{r),u],u] G ^ (/?), for all r G i?, M G U. 
Similarly we can show that [[(i{r),?7,], w] = 0, for all r E R, u E U. 
Lemma 3.4.3. Let i? be a prime ring of characteristic not two and U he a Jordan 
ideal of R with ud{u) = d{u)u = 0 for all ueU. Then L'^  = 0. 
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Proof. Linearizing the relation ud{ti) = 0 on u, we obtain 
ud{v) + vd{u) = 0, for all u, v G U. (3.4.1) 
For u E U and any r E R, u{ur - ru) + (ur — ru)u e U. But 
2(rw^ - vi'-r) - {u{ru - ur) + {ru - ur)u] - {{ur - ru)u + u{ur - ru)}. As the 
first and second term on the right hand side are in C/, 2{ru} - V?T) G V. As 2%^ e 
U, 2{rv?-u^r) G U, It follows that Anj}r and 4rM^ are in f/. Replacing u by 4ru2, where 
r G i?, in (3.4.1) and using the hypothesis, we get ud{r)u^ = 0, for all w G t/,r G R. 
If we replace ti by x^r + ru in (3.4.1), then ii2d(r) + ud{r)u + 2urd{u) = 0 and hence 
•u^(i(r)w + Md(r)M^ = 0. Therefore u^d{r)u = 0, for all M G 6'' and r e R. Again putting 
V = 4wrM = 2{u{ur + ru) + (ur + ru)u} - {2u^.r + r.2u^} in (3.4.1), where r ^ R then 
we have 
0 = ud{u)ru + u^d{r)u + u^rd{u) = u^d{r)u + u^rd{u). 
Hence M2rd(w) = 0, for all r G i?,u G U. Lastly, replace u by Au^r in (3.4.1), then 
0 = ud{Au\) + Au^rd{u) = 4u^d{r). Hence u^d(r) = 0, for all r G i?,M G U. Then 
by Lenuna 3.3.1, u^ = 0, for all u e U. For u e U and r e R, 2{u^r + rt;^) G U, so 
that 0 = 2^(wV + ru^)^ Multiply on the right by uV, to obtain 2^{u'^rY = 0. Hence 
[u^rY = 0. If for some u G t/, M^  T^  0, then u^r is a non-zero right ideal of R in which 
quartic of every element is zero. By Theorem 1.3.4, R would have a nilpotent ideal, 
which is impossible for a prime ring. Hence u^ = 0, for all u E U. by repeating the 
above argument we can show that it = 0, for all u E U. 
Proof of Theorem 3.4.1. By Lemma 3.4.2, [[d(r), ii],u] G Z{R), for all u e U, 
r e R. Now proceeding on the same hues as in Theorem 3.3.1, we have [d{u),u' ~ 0. 
for all u e U. Again by Lemma 3.4.2 
[[d{r),u]M = 0, for all u G (/, r G R. (3.4.2) 
Replace u by M + ii; in (3.4.2), for weU, to get 
[[d{r),u],M + [[d{r),wlu] = 0, for all u- G t/,r G i?. (3.4.3) 
Now suppose that w,veU are such that wv is also in U. Replacing w by wv in (3.4.3), 
where VEU, and expanding we get 
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w[[d{r), u],v]+[[d{r), u], w]v+[d{r), w][v, v] + [[d{r), w],u]v+w[[d{r), v],u]+\iu, u][d{r), v] = 
0 for all u,v,w € U and r e R. In view of (3.4.3), it becomes, [d{r),'w][v,u] + 
[w,u][d{r),v] = 0. For every t E R, w ^ U, the element v = tw — wt satisfies the 
criterion wv G U. Hence by the above equation, we have 
[d{r),w][[t,w],u] + [w,u][d{r),[t,w]] = 0, for t,r e R and u,w e U. (3.4.4) 
Putting u = w in (3.4.4), we have 
[d{r),w][[t,w],w] = 0, for all r,t e R and w eU. (3.4.5) 
Substituting td{a) for r in (3.4.5) with a ^ R, expansion yields 
[d{r),w]{2[t,w][d(a),w] + [[t,w],w]d{a) +t[[d{a),w],w]} = 0. 
By (3.4.5), the second term is zero and by (3.4.2), the third term is zero, so that 
[d{r),w][t, w][d{a), w] = 0, for all r,t,ae Randw e U. (3.4.6) 
Put u = [t,w] in (3.4.4), then [[t,w],w][[t,w],d(r)] = 0. Linearization ont = t + d(a) 
where a G R together with (3.4.2), yields 
[[t,w],w][[d{a),w],d{r)] = 0, for all r,t e R and weU. (3.4.7) 
Replacing t by d{t)p in (3.4.7), iov p E R and expanding, we get 
{2[d{t),w\\p,w] + d{t)[[p,w],w] + [[d{t),w],w]p}[d{a),w],d{r)] = 0. By (3.4.7), the sec-
ond term is zero while by (3.4.2), the third term is zero. Hence [d{t), w\\p, w][[d{a), w],d{r)] 
0. In view of (3.4.6), the last equation reduces to [d(t),w]lp,w}d{r)[d(a),w] = 0, for 
all a,r,p,t e R and w E U. In (3.4.6) replace t by td(p), where p E R and the last 
equation to get [d(r),w]R[d(p),r][d(a),w] = 0, for all r,p,a e R and w e U. Now, if 
[d{r), w] = 0 for all r G /? and w e U, that is, for all r G i?, we U, {I-u,d)r = 0, then 
by Theorem 2.2.1, w G Z{R), for all w £U. Thus assume that there exists a w e U 
such that for some r £ R, [d{r), w] ^ 0, that is w 7^  Z{K). Then 
\d{p)M\A'^)M = 0> for all a,p G i? and w; G V. (3.4.8) 
Replace a by 6c, for b,ce R and expanding we get [d(p), w] [d{b),w]c+[d{p), w]d{b)[c, w]+ 
[d{p),w]b[d{c),w] + {d(p),w][b,w]d(c) = 0. Again replace b by [t,w], for t G R. Then 
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by using (3.4.8), (3.4.6),(3.4.5), the first term, third term and the fomth term all 
are equal to zero respectively. Therefore, [d(p),w]d([t,w])[w,c] = 0. Since, d([t,w]} = 
[d{t), w] + [t, d{w)], so by using (3.4.8), we get [d{p), w][t, d{w)][w, c] = 0 for &\lp,c,t e R 
and w e U. Replace c by cri where ri e R, to obtain [d{p),w][t,d{w)]R[w,c] = 0. 
Since R is a prime and w E Z{R), we get [d(p),w][t,d{w)] = 0, for aU. p,t e R and 
w e U. Therefore, [d(p),w]R[t,d{w)] = 0, for all p^t e R and w e U, which together 
with [d{r),w] ^ 0, implies that d{w) e Z{R). 
Now suppose that u eU and u e Z(R). Then 0 = d[u, a] = [d{u), a] + [u, d{a)]. Hence, 
d{u) G Z{R). Therefore, d{u) € Z{R), for all M G C/ and d([K;,a]) G Z(i?), for all 
a e i?. That is , [d{w),a] + [w,d{a)] G Z{R), for all a e R. Thus, [i(;,rf(a)] G Z(/?). for 
all a G i?. In particular, 
[w, d{aw)] = [w, d{a)]w + [w, a]d(w) G Z{R). (3.4.9) 
Commute (3.4.9) with w to get [w, [w, a]]d{w) = 0, for all a e R. If d{w) ^ 0 and as 
it is in Z{R), [w,[w,a]] = 0, for all a £ R. By Lemma 2.2.2, w G Z{R), which is a 
contradiction. Hence the conclusion is that w G Z{R), for all w G f/, that is, U C 2'(/2). 
Theorem 3.4.2. Let Rhea prime ring of charR = 3 and d be a non-zero deriva-
tion of R. If Z7 is a Lie ideal of R with [u, d{u)] G ^(J?) and «^ G ?7, for all u G t/, 
then U C ^(i?). 
The conclusion of Theorems 3.4.1 and 3.4.2 holds even if [/ is a Jordan ideal of R. 
In this regard, Awtar [9] proved the following : 
Theorem 3.4.3. Let Rhea prime ring of charR ^ 2 and dhea non-zero deriva-
tion of R. If t/ is a Jordan ideal of R such that [u,d{u)] G Z{R) , for all u G U. then 
U C Z{R). 
Proof. For u e U, 2u^ G f/. Therefore by Lemma 3.4.1, [u,d{u)\ = 0, for all 
UGU. Replace uhy u + v, then 
[u,d{v)] + [v,d{u)] = 0, iova\\u,veR (3.4.1) 
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R,Gplacc V by ?/r -\- rti, r ^ R and expand to get 
u[u, d{r)] + [u, d{r)]u + d{u)[u, r] + [u, r]d{u) + u[r, d{u)] + [r, d{u)]u = 0, 
that is 
2urd{u) - 2d{u)ru + u'd{r) - d{r)u^ = 0, for all r e i?, w G U. (3.4.2) 
Replace r by ur in (3.4.2), then 
d{u){u'r - ru") = 0, for all r G i?, w G t/ (3.4.3) 
that is, d{u)Iu'^{r) = 0 for all r G /?, w G U, hence by Lemma 3.3.1, either 
u' G Z(i2) orc?(w) = 0, ueU. (3.4.4) 
For w G f/ and any r e R,ur + rueU. But 
4uru = 2{u{ur + ru) + {ur + ru)u} - {2u'^.r + r.2u^}. 
The first and second term on the right are in U. Hence Auru G U. Therefore, if we 
replace v by A.uru in (3.4.1), where r £ R, then 
(/(•u)[it, r]u + w[u, rf(r)]u + u[u, T]d{u) + u[r, d{u)\u — 0, 
that is 
u^rd{u) - d{u)rvf- + u^d{r)u - ud(r)u'^ = 0, for all r G i?, u G U. (3.4.5) 
Replace r by ur in (3.4.5) and using (3.4.5) to get ud{u){uru - ru^) = 0. However in 
view of (3.3.3), this reduces to ud{u)u{ur - ru) = 0. that is, ud{u)u.Iu{f) ~ 0. By 
Lemma (3.3.2), either 
ud{u)u = Q or ueZ{R), for all u G [/. (3.4.6) 
Replacing uhyu + vin (3.4.3), where v eU and using (3.4.3), we have 
{diu) + d{v)}[uv + vu,r] + d{u)[v\r] + d{v)[u\r] = 0. 
44 
Replacing u by ~u, wc get 
{-d{u) + d{v)}[-uv - vu, T] - d{u)[v\ r] + d{v)[ii'^, r] = 0. 
Adding last two equations and dividing by 2, we have d{u)[uv + vu, r] + d(v)[u'^, r] — 0, 
for all r G R and u,v E U. By Lemma (3.4.3), ud{u) ^ 0, for some u e U, d{u) ^ 0, 
hence by (3.4.4), u^ e Z{R). Thus 
d{u)[uv + vu,r] — 0. 
That is, d{u)Iuv-^vJj) = 0, for all r G i? and u G f/. By Lemma (3.3.1), uv^vu G Z{K) 
for all u G C/. \i u^ = 0, then 0 = d{u^) = ud{u) + d{u)u = 2Mrf(M) so that ud{u) = 0, 
which is a contradiction. Hence u^ ^ 0. Suppose that ud{u) = 0 then u^d{u) = 0 which 
imphes that d{u) = 0, a contradiction. Hence ud{u)u -^ 0, so (3.4.6) gives u G Z(i?). 
Hence 2wi) G Z(i?), so that tz-y G Z(i?) for all u G t/. As u{^ 0) G Z(i?), we have 
V G Z(/?), for all veU. Hence f/ C Z{R). 
In case if R has characteristic two then Lie ideals and Jordan ideals will coincide. 
Theorem 3.4.4. Let i? be a prime ring of characteristic two, and let cf be a 
non-zero derivation of R. Let t/ be a Lie (Jordan) ideal and a subring of R. Suppose 
that [u,d{u)\ G Z{R), for all u G U. Then U is commutative. 
Proof. By Lemma 3.4.2, [[d{r),u],u] G Z{R), that is 
d{Ty + u'd{r) G Z{R), for all r G i?, w G f/. (3.4.1) 
Commuting (3.4.1) with d(r) and u^ respectively, we get 
u'd{rY = d ( r )V , for all r G /?, i( G /7. (3.4.2) 
and 
u M O = ^(0^", for all r G /?, ii G /7. (3.4.3) 
Now in (3.4.2) replace r by u + u^v and use (3.4.2), then 
{uH{v)fWd{v)d{u')vd{v)Wd{vY = [d{v)u'Y+d{v)d{u')vu'+d{u')vd{^^^^ 
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For u G U, d{u^) = ud{u) + d{u)u G Z{R), so that in view of (3.4.3) the last equation 
reduces to 
{u^d{v) + d{v)u^f = 0, for all u,veU. 
Since R is prime, by using (3.4.1), we get 
u^d{v) = d{v)u\ for all u,v eU. (3.4.4) 
Replacing uhy u + w where w ^ U in (3.4.4), we have 
(uw + wu)d(v) = d(v){uw + wu) 
now replacing w by w?/, we have 
{uw + wu)ud{v) — d{v){uw + wu)u = [uw + wu)d{v)v. 
Therefore, 
(uw + wu){ud{v) + d{v)u) = 0, for all u,v,w ^ U. 
Linearizing the last equation on u = u + uf, where ui G U and putting v = u. then 
using (3.4.4), we get 
(ulw + wu{){ud{u) + d{u)u) — 0, for a\\u,v,w £ U. 
If [d{u), u] ^ 0, for some u in U, u\w = wnf, for all Ui, w £ U, so that u'^{wr -f- ru-) = 
(wr + rw)u'^, for all r e R, u,w EU. that is 
u;(ru + It r) = (ru + u r)w, for all r £ R,u,w e U. 
Replace r by ru, then (u^r + ru^){wu + uw) = 0 for all r e R,u,w £ U. replacing w 
by [u, t] we get 
(MV + ru^){uH + !:M )^ = 0, for all r, r^  6 /?, u € U 
Replace t by )!p where p £ R, then (u^r + ru'^)R{u^t + ^u^) = 0. since R is prime, we 
get u^ e .Z(i?), for all u^U, Thus assume that [d(u), u] = 0. for all u e U. By Lemma 
(3.4.2), [[^(r),^],^] = 0. That is u^d{r) = d{r)u'^, for all r e i?, u,w £U. Replacing 
r by ra where a G i?, we have 
d{r){u^a + au^) + u^r + ru^)d{a) = 0. 
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For V e U4{v^) = vd(v) + d{v)v = 0. Hence d{r){u^v^+ vhi^) = 0, for all r e R,v eU. 
Thus by Lemma (3.3.1), u^v'^ = v^u^, for u,v G U. Therefore u^{u'w + wv) = (uw 4-
wv)u^, for all w, u,ty G 6''. Replace v by rio, then uw + wv){u^w + wu^) = 0, so that 
(w^r + rii?){u^w + WM )^, that is Iyj2{r){v?w + wv?-) = 0, for all r e R,u,w E U. 
The Lemma (3.3.1), forces that if w'^ ^ Z{R) for some w e U, then u^w = wu'^ for 
aU u e U. So that, [[u,u],u;] = 0, for ah u,v e U. For w e U, then [[u,w],u] + 
[[W,U],T;] = [[w,?;],^] = 0, for all u,v e U. Replace v by vw and expand to obtain 
[[v,w]u]w + [v,w][w,u] + [[w,u],v]w = 0. Hence {v,w][w,u] = 0, for all u,v e U. 
Replacing v by [w,r] and u by [w,t], we get 
(wV + rw^)(w^^ + tw'-^) - 0, for all r,t e R. 
Replace t by itp where p e R, then (w^r + r'u?)R{wH + ^tf^) = 0, which imphes that 
up- E Z{R.), a contradiction. Hence the conclusion is that u^ E Z{R), for all u E U. So 
that {uv + vu) E Z{R) and {uv + vu)u E Z{R), for all u,v EU. U U J^ Z{U), where 
Z{U) denotes the centre of f/, then uv + vu = 0, for allv EU and u E Z{R). Hence 
f/ is commutative. 
In Theorem 3.4.4, if we assume U is only a Lie (Jordan) ideal or only a subring of 
R, then U may not be commutative. This is shown by the following examples: 
Exfimple 3.4.1. Let i? be a prime ring of all 2 x 2 matrices over a non-commutative 
prime ring. ConsiderL^=:|( Q ° j ^ R\- It is clear that t/ is a subring. but not a 
Lie ideal of R. Now we define d: R-^ R such that 
It is easy to verify that d is a non-zero derivation of R with [u,d{u)] E Z{R), for all 
UEU. But U is not commutative. 
Example 3.4.2. Let i? be a prime ring of all 2 x 2 matrices over GF{2). Consider 
U =\( "' ]\a,b,cE GF(2) \. It is clear that U is a Lie ideal but not a subring of R.. 
Now we define d:R-^R such that d f ^ j ] = ( ^ - rf 6 - c ) '^°'' ""^ M c d)^ *^ 
It is easy to verify that d is a non-zero derivation of R with [u,d{u)] E Z{R), for all 
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a fc U. However. U is not; commutative. 
The following example satisfy all the assumptions of Theorem 3.4.4, but U may 
not be in the centre, even though U is commutative. 
Example 3.4.3. Let i? be a prime ring of all 2 x 2 matrices with entries from 
GF{2). Consider f/ = | [ ^ M |a,6 e GFi2) j>. It can be easily verified that U is 
both Lie (Jordan) ideal and a subring of R, but it is not an ideal of R. Now we define 
d: R-^ R such that di \ = { _ ^ / _ . ) ' for all [ " , 6 i?. 
Then d satisfies [u,d{u)] E Z{R), for all u G U. Clearly U is commutative, but U is 
not in the centre of R. 
48 
CHAPTER - 4 
COMMUTATIVITY-PRESERVING MAPS 
§4.1 INTRODUCTION 
The recent literature includes several results on commutativity in prime or semipriine 
rings with commutator constraints involving elements of the ring and their images un-
der suitable maps (see[21] for example, where more references can be found). There is 
also a growing interest on commutativity-preserving maps / , defined by the property 
that whenever x and y are commuting elements of the ring, so are f{x) and J{y). We 
have collected some of such results in this chapter. 
Section 4.2 starts with a result due to Bell and Daif [31] which states that If R is 
a semiprime ring and K is a. non-zero ideal of R, admitting a derivation d satisfying 
xy + d{xy) = yx + d{yx) or xy - d{xy) = yx - d{yx), for all x,y E K, then K is a 
central ideal. 
Section 4.3 deals with the study of strong commutative preserving maps in prime 
and semiprime rings. A mapping F : R—^ Ris called strong commutativity preserv-
ing (scp) on a subset 5" of i? if [x,y] = [F{x),F{y)], for all x,y 6 S. The main result 
of this section states that if i? is a semiprime ring and U is a non-zero right ideal and 
R admits a derivation d, which is strong commutativity preserving (scp) on U. then 
U C Z{R). 
Finally section 4.4 is devoted to the study of U* and U** derivations in rings in-
troduced by Bell and Daif [18]. Suppose that Risa. prime ring having a non-zero right 
ideal U. If d is a derivation on R such that d{x)d{y) + d{xy) = d{y)d{x) + d{yx), for all 
x,y e U, we say that dis aU* derivation and if d{x)d{y) + d{yx) = d{y)d{x) -f- d[xy), 
for all x,y eU, we call d is a U** derivation. The main result of the present section 
states that if d is a non-zero U* or U** derivation on a prime ring R then either R is 
commutative or d'iU) = {0} = d{U)d{U). 
§4.2 COMMUTATIVITY WITH CERTAIN COMMUTATOR CONSTRAINTS 
If a ring R is commutative, then R satisfies both of the properties xy + d{xy) = 
yx+d{yx) and xy—d{xy) — yx—d{yx), for all x, y G R. Then it is natural to investigate 
the commutativity of R when it satisfies either of the properties xy+d(xy) = yx+d{yx) 
or xy — d{xy) — yx — d{yx), for all x,y ^ R. In the year 1992, Bell and Daif [31] in-
vestigated above problem and obtained rather a more general result as follows : 
Theorem 4.2.1. If i? is a semiprime ring admitting a derivation d and K is a. 
ideal of R such that xy + d{xy) = yx + d{yx) or xy — d{xy) = yx — d(yx), for all 
x,y € K, then K is a central ideal. 
The following lemmas are essential for developing the proof of the above theorem. 
Lemma 4.2.1. Let Rhe a. semiprime ring and / be a non-zero ideal of R. If z in 
R, centralizes the set [/,/], then z centralizes / . 
Proof. If z centralizes [/,/], then for all x,y E I, we have z[x,xy] = [x.xy]z, 
which gives that zx[x,y] = x[x,y]z, hence [z,a;][x,y] = 0, for all x,y e I. Replacing y 
by yz, we get [2,2:]7[z, x] = 0. Since / is an ideal, it follows that [z,x]IR[z,x]I = 0 = 
I[z,x]RI[z,x], so that [z,x]I = I[z,x] = 0. Thus [[2,2;], x] = 0, for all x G / and by 
[15,Theorem 3], z centralizes I. 
Leinma 4.2.2. 
(i) If i? is a prime ring with a non-zero central ideal, then R is commutative. 
(ii) If i? is a semiprime ring, then the centre of a non-zero ideal is contained in the 
centre of R. 
Proof of Theorem 4.2.1. We suppose that 
xy + d{xy) = yx + d{yx), ior allx,y e K. (-i^.l) 
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The above relation can be rewritten as 
[x,y] = -d{[x,y]), for all x,y e K. (4.2.2) 
Now for all x,y,z G K, we have [x,y]z + d{[x,y]z) = z[x,y] + d{z[x, y]), which fields 
that 
[x, y]z + d{[x, y])z + [x, y\d{z) = z[x, y] + d{z){x, y] + zd{[x, y\). (4.2.3) 
Using (4.2.2), (4.2.3) becomes 
[x, ]j]d{z) = d{z)[x, y], for all x,y,z e K. (4.2.4) 
By Lemma 4.2.1, d{K) centralizes K, and it follows from (4.2.1) that [x.y] is in the 
centre of K, for all x,y e K. Now, again applymg Lemma 4.2.1, the ideal K is com-
mutative. Hence by Lemma 4.2.2(ii), K is in the centre of R. Similarly, in the case 
that xy — d{xy) = yx — d{yx), for all x,y e K, it is easy to estabUsh (4.2.4). 
The following are the consequences of the above Theorem 4.2.1. 
Corollary 4.2.1. If R is any prime ring admitting a derivation d satisfying 
xy + d{xy) = yx + d{yx), for all x,y e K or xy- d(xy) = yx - d{yx). for all x, y G K, 
then R is commutative. 
Corollary 4.2.2. Let Rhe a, semiprime ring admitting a derivation d for which 
either xy + d{xy) = yx + d{yx), for all x,y E R ox xy — d{xy) = yx — d{yx), for all 
x,y E R. Then R is commutative. 
Remark 4.2.1. We can not prove commutativity of R under the hypothesis of 
Theorem 4.2.1. As consider R — Ri ® R^, where Ri is an integral domain, R-, is a 
non-commutative prime ring and d is the direct sum of derivations on the summands 
Ri and /?2-
§4.3 COMMUTATIVITY-PRESERVING MAPS IN RINGS 
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The recent literature includes several results on commutativity in prime or seniiprime 
rings with commutator constraints involving elements of the ring and their images un-
der suitable maps (see[21] for example, where more references can be found). There is 
also a growing interest on commutativity-preserving maps / , defined by the property 
that whenever x and y are commuting elements of the ring, so are f(x) and f{y)-
In the year 1994, Bell and Daif [17] studied commutativity of rings admitting a 
special kind of commutativity preserving map which they called strong commutativity-
preserving map and defined it as follows : 
Definition 4.3.1. A mapping F : R —> R is called strong commutativity pre-
serving (scp) on a subset 5 of i? if [x,y] = [F{x),F{y)], for ah x,y E S. 
BeU and Daif [17] proved a theorem on sci)-derivation as follows : 
Theorem 4.3.1. Let Rhe a semiprime ring and U he a non-zero right ideal. If 
R admits a derivation d, which is strong commutativity preserving (scp)on U, then 
U C Z{R). 
Proof. Let U he a non-zero right ideal of a semiprime ring R. Then for all 
x,y eU, [x,xy] = [d(x),d{xy)] which gives 
[d{x),x]d{y) + d{x)[d{x),y] = 0, for allx,yeU. (4.3.1) 
Replacing y hy yr, we obtain 
[d{x), x]{ydir) + d{y)r) + d{x)iy[d{x),r] + [d(x), y]r) = 0. 
Using (4.3.1), the above relation yields 
[d{x),x]yd{r) + d{x)[d{x),r]=0, ioi all x,y eU and r e R. (4.3.2) 
Now, substituting r = d{x), we have 
[d{x),x]Ud'{x) = {0} = [d{x), x\URd\x), for all x G U. (4.3.3) 
52 
Since R is semiprime, it must contain a family Q = {Pa/cn G A} of prime ideals such 
that nPa — {0}. If P is any member of g and x € L'',(4.3.3) gives 
d'{x) eP or [d{x),x\U C P. (4.3.4) 
Suppose that d^{x) G P. Then for each y EU, [x,yd{x)] = [d{x), d{yd{x)), hence 
[x,y]d{x) + y[x,d(x)] = y[d{x),d^{x)] + [d{x),y]d^{x) + [d{x), d{y)]d{x) and therefore 
y[x,d{x)] = y[d{x)J'{x)] + [dix),y]d'{x). Thus U[x,d{x)] C P and UR[x,d{x) C P, 
so that either U C P or [x,d{x)] G P. These conditions implies that [x,d{x)]U C P 
and (4.3.4) gives [x, d{x) C P, for all x G [;'" and all Peg. Since flPa = {0}, we have 
[x, d{x)] = {0}, for all xeU. (4.3.5) 
It follows from (4.3.2), that d{x) U R[d{x),r] = {0}, for each x eU and r e R. Hence 
for each P E g and each x G C/, 
rf(x)t/ C P or [(/(x), /2] C P. 
For fixed P , the sets oix EU for which these two conditions hold are additive subgroups 
of U whose union is U, therefore 
d{U)UCP or [d{U),R]CP. (4.3.6) 
Suppose d{U)U C P. The condition [x,yz] = [d(x),d{yz)] reduces to [d{x),y]d{z) = 
-d{y)[d(x),z], for all x,y,z G U and since the right ideal of the latter equation is in 
P, we have yd{x)d{z) G P. Thus U[d{x)^d{z)] = U[x,z] C P, for all x,z e U and 
primeness of P impUes that either f/ C P or [x, z] G P, for all x, z G f/. From (4.3.6), 
we note that the second alternative gives [d{U), d{U)] C P and hence [U, U] C P. Now 
using the fact that OPa — {0}, we conclude that U is a. commutative right ideal. Since 
P is a semiprime, so Lemma 4.2.2(ii), shows that U C Z{R). 
CoroUziry 4.3.1. If P is a semiprime ring admitting a derivation d which is a 
strong commutativity preserving (scp) on P, then R is commutative. 
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B.ell and Daif [17] also proved two theorems on scp-endomorphisms. 
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Theorem 4.3.2. Let /? be a prime ring and U be an essential right ideal of R. If 
R admits a non-identity endomorphism T which is scp on U, then R is commutative. 
The following lemmas are essential for developing the proof of above theorem. 
Lemma 4.3.1. Let i? be a prime ring. If a and b are the elements of R such that 
axb = bxa, for all x G R, and if a 7^  0, then b = \a for some A in the extended centroid 
ofi?. 
Lemina 4.3.2. Let Rhe a, prime ring, f/ be a non-zero right ideal of R and T an 
endomorphism of R. If T{u) = u for all u G U. Then T is the identity map on R. 
Proof of Theorem 4.3.2. For all x,y GU, we have [x, xy] = [T{x),T{xy)] which 
follows that (T{x) — x)[x, y] = 0. Replacing y by yr, r ^ R, we get 
{T{x) - x)U[x, r] = {0} = (T(x) - x)UR[x, r], for all x G C/, r e R. 
Thus, for each x eU, either x e Z(R) or (T(x) - x)U = {0}. The sets of x G U for 
which these alternatives hold are additive subgroups of U. Hence either U C Z{R) or 
{T{x) - x)U = {0}, for all x^U.liU C Z{R), R is commutative by Lemma 4.2.2(i), 
thus we can assume that 
{T{x) - x)U = {0}, for all xeU. (4.3.1) 
Now, using the fact that [x,yx] = [T(x),T(yx)], that is, [x,y]{T{x) — x) = 0, for all 
x,y ^ U and replacing y by yw, w & U, 'we have 
[x, y]U(T{x) - x) = {0} = [x, ypRiTix) - x), for all x, y G U. (4.3.2) 
Since T is not identity on U. it follows easily from (4.3.2) that 
[x,y]U = {0}, for all x,yeU. (4.3.3) 
Let V == Un T~\U) and note that V contains all commutators [x, y], for aU x, y G t/. 
If U is commutative, /? is commutative by Lemma 4.2.2(i), hence we may assume that 
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U is not commutative and V ^ {0}. 
Consider any b E V^/{0}, then by (4.3.3), we have [bx,by]b = 0 for all x,y e R, 
that is, bxlryb = bybxb, for all x,y E R. Thus, for fixed x E R, Lemma 4.3.1 gives an 
element A = A(x) in the extended centroid of R such that bxb = Xb and it follows that 
[bxb, 6] = 0 = b[xb, b], for all x E R. Now if b is not a left zero divisor, then b centralizes 
the non-zero left ideal Rb, hence by Lemma 4.2.2(i), b is central and therefore regular. 
But, by (4.3.3), 6 is a right zero divisor, consequently, b must be a left zero divisor 
and Ar{b) ^ {0}. Since U is an essential right ideal, then there exists a G U/{0} for 
which ba = 0. Since T is scp on U which gives ab = T{a)T{b) and by (4.3.1), we 
get ab = aT{b) or a(b — T{b)) = 0. Replacing a by ar for any r E R, ^e conclude 
that b — T{b) = 0. Thus, T is the identity on V, contradicting Lemma 4.3.2 and the 
possibility that U and hence R is not commutative, have eliminated. 
Since any non-zero two sided ideal is an essential right ideal in a prime ring. Thus 
we have the following : 
Corollary 4.3.2. Let Rhe a. prime ring and [/ be a non-zero two sided ideal. If 
R admits a non-identity endomorphism which is scp on U, then R is commutative. 
Bell and Daif also extended the above Corollary 4.3.2, for semiprime rings as fol-
lows : 
Theorem 4.3.3. Let /? be a semiprime ring and f/ be a non-zero two sided ideal. 
If R admits an endomorphism T which is scp on U and not the identity on the ideal 
U n T~^{U), then R contains a non-zero central ideal. 
Proof. As in the Proof of Theorem 4.3.1, Q = {Pa|a E A} of prime ideals such 
that 
n P , = {0}. (4.3.1) 
Note that (4.3.2) of Theorem 4.2.2, holds under the present hypothesis, hence for eax;h 
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Pa e g, we either have T{x) — x e Pa, for all x,y e U. Since L'^  is a left ideal, we get 
[x,y]RU C Pa and hence [x,y] e Pa, for all x,y e U. Now invoking (4.3.1) together 
with the fact that Pa are ideals, we get 
{T{x)-x)[y,u] = 0:=^[y,u]iT{x)-x), ioi all x,y,u e U. (4.3.2) 
Let W = Un T~\U). UxeW, then from (4.3.2) and Lemma 4.2.1 that T{x) - z € 
Z{U), and it follows by Lemma 4.2.2(11) that 
T{x) ~xe Z{R), for all xeW. (4.3.3) 
Choose XQ ^  W such ihat T(xo) — XQ 7^  0, and let K = U{T{xo) — XQ). In view of 
(4.3.3), K isa. two sided ideal, moreover, K / {0}, since otherwise Ur\Ar{U) would be 
a non-zero nilpotent ideal. Since T{xo) — XQ €. Z{R), it is immediate from (4.3.2) that 
{y,u]K — -f^ ft/jw] = {0}, for all y,u ^ U and by the application of Lemmas 4.2.2(ii) 
and 4.2.1, gives K C Z{R). 
Example 4.3.1. Let Rhea, 3-dimensional algebra over a field of charR = 2 with 
basis lun,Ui,U2} and multiplication is defined by UiUj = I ,. '",, . " ~ > 
[ U otherwise, j 
Let d be the linear transformation on R defined by d(wo) = 0,d{ui) = ui,d{u-2 ] = 
U2. Clearly d is a derivation which is scp on R. This shows that, the hypothesis of 
semiprimeness in Theorem 4.3.1 can not be omitted. 
The derivation d is not an inner derivation. Indeed, it is easy to show that any 
ring R, admitting an inner derivation which is scp on R must be commutative. 
Example 4.3.2. Let R = Ri ® R2, where Ri is a non-commutative prime 
ring with derivation di and R2 is a commutative domain. Define d : R —> R by 
d{iri,r2)) = {di{ri), 0). Then i? is a semiprime ring and d is a derivation which is scp 
on the ideal U consisting of elements of forms (0, r2). Thus, by Corollary 4.3.1, R must 
be commutative. 
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Example 4.3.3. Let S be any ring, and ^ = U n n ) \o;h ^ S > anrl 
Then R is a. ring under the usual operations, U is an ideal, and T is an endomor-
phism which is scp on U and not the identity on U = U H T~^{U). But. if S is a 
non-commutative division ring, R has no non-zero central ideals. Thus in Theorem 
4.3.3, the hypothesis of semiprimeness is crucial. 
§4.4 U* AND [/** DERIVATIONS IN RINGS 
This section is devoted to study the derivations in rings satisfying conditions which 
are in some sense related to all the conditions studied in the previous sections. 
Suppose that i? is a ring having a non-zero right ideal U. If d is a derivation on 
R such that d{x)d{y) + d{xy) = d{y)d{x) -F d{yx), for all x,y € U, we say that d is a. 
U* derivation and if d{x)d{y) + d{yx) = d{y)d{x) + d{xy), for all x,y e U, we call d is 
a [/** derivation. 
In [18], Bell and Daif proved that if d is a non-zero U* or U** deri^•ation on a 
prime ring R, then either R is commutative or d^{U) = {0} = d{U)d(U). 
Theorem 4.4.1. Let i? be a prime ring and U he a non-zero right ideal. If R 
admits a non-zero U* derivation d, then either R is commutative or d^{U = {0} = 
d{U)d{U). 
In order to prove the above theorem we use the following known results, the first 
two results are essentially proved in [21] while the proof of third result can be seen in 
[16]. 
Lemma 4.4.1. 
(i) Let i? be a prime ring and U a non-zero right ideal. If R admits a non-zero 
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derivation d such that {x,d{x)] is central for all x EU, then R is commutative. 
(h) Let U he a. non-zero left ideal of a prime ring R. If d is a non-zero derivation of 
R, then d is non-zero on U. 
(in) Let U he a. subring of R and d be a derivation of R such that d{xy) = d{x)d{y), 
for all x,y eU. Then d{x)x{y ~- d{y)) = 0, for all x,y G U. 
(iv) If R is a prime ring, the centralizer of any one sided ideal is equal to the centre 
oUl 
Proof of Theorem 4.4.1. Since d is a [/* derivation, so 
[dix),d{y)] = [d{y),x] + \y,d{x)], for all x,y e U. (4.4.1) 
Substituting xy for y, we get 
d{x)[y,x] = [d{x),x]d(y) + d(x)[d(x),y], for all x,y eU. (4.4.2) 
Replacing y by yx and using (4.4.2), we have 
[d{x),x]yd{x) + d{x)y[d{x),x] = 0, for all x,y eU. (4.4.3) 
Substituting yd{x) for y in (4.4.2) and since f/ is a right ideal, we have 
d(x)y[d(x),x] - [d{x),x\yd\x) = 0, for all x,yeU. (4.4.4) 
From (4,4.3) and (4.4.4), we obtain 
[d{x),x]y{d{x) + d\x)) = 0, for all x,yeU. (4.4.5j 
Thus (4.4.5), yields 
[d{x),x]UR{d{x) + d''{x)) = {0}, for all x,y€U. (4.4.6) 
But R is prime, so for each x e U, either [d{x),x]U = {0} or d{x) -i- d^{x) = 0. If 
\d{x),x]U = {0}, then from (4.4.4), we get d{x)y[d{x), x] = 0, for all y € f/, so that 
d{x)UR[d{x),x] = {0}. Therefore, either d(x)U = {0} or [d{x),x] = 0. 
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On the other hand, suppose that d{x) + d\x) = 0. Substituting yd{x) for y in 
(4.4.1), we have 
y[d{x),d'{x)] + [d{x),y]d\x) = d{yMx),x]+y[d\x),x] + [y,x]d'{x), for all x,yeU. 
(4.4.7) 
But d{x) = -d^(x), then (4.4.7), becomes 
d{y)[d{x),x] - [y,x]d{x) + [rf(x),y] = y[cf(2;),x], for all x,y e U. (4.4.8) 
Now, replacing y by yx in (4.4.1), we have 
[y, x]d{x) - [d(x),y]d(x) + d{y)[d{x), x], for all x,yeU. (4.4.9) 
Thus from (4.4.9) and (4.4.8), we get y[d{x),x] = 0, for all yeU, that is 
U\d{x), x] = {0}, for all xeU. (4.4.10) 
But U is a right ideal, hence [rf(x),x] = 0. Thus, for each x e U, either [d(x),x] = 0 
or d{x)U = {0}. 
Suppose now that [d{x),x] = 0. Then By (4.4.2), we have 
dix)[y, x] = d(x)[d(x), y], for all yeU. (4.4.11) 
Replacing y by yz in (4.4.11) and using (4.4.11), we get d{x)y[z,x\ = d{x)y[d{x),z\, 
for all y e U,z e R, that is, d(x)y[2, x + d{x)] = 0, for all y G f/, z G i?. Thus, 
c^(x)yi?[z,x + d{x)] = {0}, for all y G f/,2 G i?. Hence, either (i(x)[/ = {0} or 
x + d{x) e Z{R). The sets of x for which these conditions hold are additive sub-
groups of U with union equal to U; hence either d{U)U{0} or x + rf(x) G Z{R), for 
all X e U. In the latter case, R is commutative by Lemma 4.4.1 (i), therefore we as-
sume henceforth that d(U)U = {0}. Under these assumption, we have [d{x),d{yzy\ = 
[d{yz),x] + \yz,d{x)], for all x,y,z eU becomes [d{x),yd{z)] = [yd{z),x] + [yz,d(x)] 
or y[d{x),d{z)] + [d{x),y]d{z) = y[d{z),x] + [y,x]d{z)+y[z,d{x)] + [y,d(x)]z. 
Using (4.4.1) to eliminate the terms with first factor y and noting that the last 
summand on the right is zero, we get 
yd{x)d{z) = [x,y]d{z), for all x,y,2 G t/, (4.4.12) 
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lieiice 
yd{z)d{x) = \z,y\d{x), for all x,y,z ^ U. (4.4.13) 
Thus, from (4.4.12) and (4.4.13),we have 
y[d{x),d{z)] = [x, y]d(z) - [z, y]d{x), for all x,y,z e U. 
Using (4.4.1), we reduce this to 
xyd{z) - zyd{x) = 0, (or all x,y,z & U. (4.4.14) 
Replacing x by xt in (4.4.14) and using (4.4.14), we get 
{x,zy]d{t)^0, ioT all x,y,z,teU. (4.4.15) 
Prom (4.4.12), we have [x,zy]d{t) = zyd{x)d{t). Substituting in (4.4.15), we get 
zyd{x)d{t) = 0, for all x,y,z,teU. (4.4.16) 
Since zyRd{x)d{t) = {0}, for all x,y,z,t eU and since U'^ ^ {0}, we conclude that 
d(x)d(t) = 0 for all x,t E U, which is the desired conclusion that d{U)d{U\ = {0}. In 
particular 
[d{x),d{t) = Q, for all X, i e ?y\ (4.4.17) 
From (4.4.1), (4.4.17) and d{U)U = {0}, we get 
yd{x) = xd{y), for ah x, y G U. (4.4.18) 
Replacing y by yr for arbitrary r e i?, we get xyd{r) = yrd{x)-xd{y)r and substituting 
yd{x) for xd{y), yields 
xyd{r) = y[r,d(x)], LOT all x,y e V\r e R. (4.4.19) 
Replacing r by d{z), z E U, 'we. get 
xyd'iz) = y[d{z), d{x)], for all x,y,ze U. (4.4.20) 
Now, using (4.4.17), we get 
xyd^{z) = 0, for all x,y,ze U. (4.4.21) 
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Since U'^ ^ {0}, we conclude that (f{U) = {0}. 
Using similar arguments, one can prove the following : 
Theorem 4.4.2. Let Rhea, prime ring and U a non-zero right ideal of R. If R ad-
mits a non-zero [/** derivation d, then either R is commutative or (f{U) = d{U)d{U) = 
{0}. 
FVom Theorems (4.4.1) and (4.4.2), one can get the Corollaries as follows : 
Corollary 4.4.1. Let R he a prime ring and U a non-zero right ideal of R. If 
R admits a non-zero U* or U** derivation d with d^(U) y^ {0}, then R is commutative. 
Corollary 4.4.2. Let Rhe a prime ring and U a non-zero two sided ideal of R. 
If R admits a non-zero U* or U** derivation d, then R is commutative. 
The following example shows that the above result is not true for arbitrary rings. 
Example 4.4.1. Let Rhe a ring of 2 x 2 matrices over a field F, and if 
and let d he the inner derivation given by 
d(x) = ^ { 0 0 ) " ( 0 0 ) ^' for all X e i?. 
Clearly d is aU* and [/** derivation. However, R is not commutative. 
In 1978, Herstein [46] proved that if R is a prime ring of characteristic not two 
which admits a non-zero derivation such that d{x)d{y) = d(y)d{x), for all x,y € R, 
then .R is a commutative. In view of the above result it seems appropriate to study 
derivations rf on a ring R such that d{xy) = d(yx), for all x,y in some distinguished 
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subset; of R. Motivated by this observation, Bell and Daif [18], proved the following : 
Theorem 4.4.3. Let /? be a prime ring and U a non-zero two sided ideal of R. 
liR 
admits a non-zero derivation d such that d{xy) = d{yx), for all x,y ^ U, then R is 
commutative. 
Proof. Let c G i7 be a constant, such that d{c) = 0, and z be any arbitrary 
element of U. The condition that d{cz) — d{zc), yields cd{z) = d{z)c. Now for each 
X, y G f/, [x, y] is a constant, hence 
d{z)[x, y] = [x, y]d(z), for all x,y,z E U. 
By Lemma 4.4.1(iii) and Lemma 4.4.1(iv), d{z) is central, for all z E U, hence d is a 
U* derivation and R is commutative by Corollary 4.4.2. 
Now we have a extension of Theorem 4.4.3 as follows : 
Theorem 4.4.4. Let Rhe a prime ring of char/? :^ 2 and [/ be a non-zero right 
ideal, lid is a non-zero derivation such that d{xy) = d{yx), for all x,y EU, then either 
R is commutative or d\U) = {0} = d{U)d{U). 
Proof. Writing d{xy) = d{yx) in the form [x, d{y)] = [y, d{x)] and replacing x by 
x^, we get 
[y, x\d{x) + d{x)[y, x] = 0, for all x,yEU. (4.4.1) 
Recalling d{z)[x,y] = [x,y]d{z), for all x,y,z eU and using the fact that charR ^ 2, 
we have 
[y,x\d[x) = 0 and d(x)[y,x] = 0, for all x,yEU. (4.4.2) 
Replacing y by yw, w 6 U, we have 
[y,x]f/(i(x) = {0} = [y,x][/i?d(x), for all x,yeU. 
Since d / 0, one can conclude from the usual additive group argument that 
[y,x]t/ = {0}, fo ra l lx ,yeC/ . (4.4.3) 
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On the other hand, the second equahty of (4.4.2), yields 
d{x)U[y,x] = {0} = d{x)UR[y,x], for all x,yeU. 
Thus, 
for each x e U, either x is central or d{x)U — {0}. (4.4.4) 
Assume that R is not commutative, and hence that U is not central. By (4.4.3) and 
(4.4.4), we have [y,x\U = {0}, for all x,y e U and d{U)U = {0}. These conditions 
together with the d(xy) — d{yx), yield 
yd{x) = xd{y), for all x, y 6 [/. (4.4.-5) 
Replacing y by yr, for any r e R, we get xyd{r) = yrd{x) — xd{y)r and substituting 
yd{x) for xd{y), we have 
3;yrf(r) = y[T, d{x% for all x,y eU,r e R. (4.4.6) 
Substituting ^(2) for r, z E U, we get 
xyd^(z) = y[d{z), d{x)], for all x,y,zE U. (4.4.7) 
Now, by applying d to the condition zd(x) = xd{z), we get zrf^(x) + d{z)d{i] = 
xc^ ''^ (2) + d{x)d{z), hence 2<i''^ (a:) + [^(2), d(x)] = xd''*(z) and 
y[d{z),d{x)] = yxd\z)-yzd\x), iov all x,y,z £U. (4.4,8) 
Using (4.4.8), (4.4.7) yields 
yzd\x) = [y,x]d'{z), ior a\\ x,y,z e U. (4.4.9) 
Since [y, x] is constant, applying d to (4.4.3), shows that [y, x]d({/) = {0} = [y, x]d-[U), 
for all x,yeU and (4.4.9) yields f/V'^(/7) = {0}. Since U^ / {0} and i? is prime, we 
conclude that <P{U) = {0}. Finally, since charR ^ 2, using the fact that S[xy) = 0, 
for all x,yeU, gives d{U)d{U) = {0}. 
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CHAPTER, - 5 
COMMUTATIVITY OF NEAR RINGS WITH 
DERIVATIONS 
§5.1 INTRODUCTION 
The literature on near rings contains a number of theorems asserting that certain 
conditions implying commutativity in rings imply multiplicative or additive commuta-
tivity in special classes of near rings (for reference see [2], [12], [58] etc.). In the present 
chapter, we attempt to invigilate the commutativity of near rings which admites cer-
tain types of derivations. 
Section 5.2 deals with the study of additive and multiplicative commutativity of 
near rings satisfying certain polynomial constraints. Some results due to Bell and Ma-
son [13] have been given. In fact, it is shown that: if a prime near ring .V admits a 
non-zero derivation d such that d{N) C Z, then (A'^ , +) is abehan. Moreo\-er, If A*^  is 
2-torsion free, then N is commutative ring. 
In section 5.3, we present some recent results regarding certain special types of 
derivations in near rings. Some results based on scp-deri\^ations and Daif-derivations 
have been given. 
§5.2 CERTAIN NEAR RINGS WITH DERIVATIONS ARE RINGS 
Throughout the chapter. A'' will denote a zero symmetric left near ring with niulti-
phcative centre Z. Derivation in near rings is defined in the same way as that defined 
in general rings. Similarly, a near ring A'' is said to be prime if for any a.b ^ N and 
aNb = 0 implies that a = 0 or 6 = 0. 
In 1987 Bell and Mason [13], initiated the study of derivations in near rings and 
obtained additive and multiplicative commutativity of near rings satisfying certain 
polynomial conditions. We begin with the following lemmas already obtained in [13]. 
Lemma 5.2.1. Let d be an arbitrary derivation on the near ring A'^ . Then A'^  
satisfies the following partial distributive law : 
{ad(b) + d{a)b)c = ad(b)c + d{a)bc, for all a,b,c E N. 
Proof. Note that d{{ab)c) = abd(c) + {ad{b) + d{a)b)c and d{a{bc)) = ad{bc) + 
d(a)bc = a{bd{c) + d(b)c) + d(a)bc = abd(c) + ad(b)c + d(a)bc, for all a, 6, c G N. Equat-
ing these two expressions for d{abc) yields the partial distributive law. 
Lemma 5.2.2. Let d be a derivation on near ring A^  and suppose that u E N is 
not a left zero divisor. If [M, d{u)] = 0, then (x, u) is a constant, for all x €: N, where 
{x,u) = X + u — X — u denotes the additive-group commutator. 
Proof. Since u{u + x) = u^ + ux and operating d, we obtain 
ud(u + x) + d{u){u-\-x) = ud{u) + d{u)u + ud{x) + d(u)x, for all u,x ^ N, 
which reduces to ud{x) + d(u)u = d{u)u + ud{x). Since [M, (i(u)] = 0, that is, d{u)u = 
ud(u), then we have u{d{x) + d{u) - d{x) - d{u)) = 0 = ud{{x, u)). Thus d({x, u)) = 0. 
Theorem 5.2.1. Let a near ring A'' have no non-zero zero divisors . If A'^  admits 
a nontrivial commuting derivation d, then (A'^ , -f-) is abehan. 
Proof. Let c be any additive commutator. Then by Lemma 5.2.2, c is a constant. 
Moreover, for any w E R, wc is also an additive commutator, hence also a constant. 
Thus, Oi = d{wc) = wd{c) + d{w)candd{w)c — 0. Since d{w) ^ 0, for some w E N, -we 
conclude that c = 0. 
Lemma 5.2.3. Let A'^  be a prime near ring. 
(i) If 2 is a non-zero element in Z, then z is not a zero divisor. 
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(ii) If there exists a non-zero element z oi Z such that z + z & Z, then (.V; +) is 
abehan. 
(iii) Let d be a non-zero derivation on A^ . Then xd{N) = {0} impUes x = 0 and 
d{N)x — {0} imphes x = 0. 
(iv) If A^  is 2-torsion free and d is a derivation on A'^  such that d^ = 0, then d = 0. 
Proof. 
(i) If z e Z/{0} and zx = 0, then zNx = {0}. Hence x = 0. 
(ii) Let z G -^/{O} be an element such that z-\-z E Z and let x,y G N. Since 2-i- 2 is 
distributive, we get {x->ry){z-\-z) = x[z-\-z)+y{z-\-z) = xz-\-xz-[-yz+yz = z{x + 
x+y+y). On the other hand, {x+y){z+z) = {x+y)z+{x+y)z — z{xA-y-\-x\y). 
Thus x-\-x-^y^y — x-\-y-\rX-\-y and therefore x-\-y — y-Vx. 
(iii) Let xd{N) — {0}, and let r, s be any arbitrary elements of A''. Then 0 = xd{ri ] = 
xrd{s) 4 xd{r)s = xrd{s). Thus, xNd(N) = {0} and since d(A^) ^ {0}, x = 0. 
Similarly, d(N)x = {0} implies x = 0. 
(iv) For arbitrary x,y G A'', we have 0 = d^{xy) = d{xd{y) -(- rf(x)y) = xd^{y) -f 
d{x)d{y) + d{x)d{y) + d\x)y = 2d{x)d{y). Since A'' is 2-torsion free, (i(x)d(-V) = 
{Oi}, for each x e N and Lemma 5.2.3(iii) yields that d = 0. 
Theorem 5.2.2. If a prime near ring N admits a nontrivial derivation d such 
that d{N) C Z, then (N, +) is abelian. Moreover, If A'^  is 2-torsion free, then N is a 
commutative ring. 
Proof, Let c be any constant. Then d(xc) = xd{c) + d(x)c € Z. Since d{x) e 
Z/{0}, it follows easily that c e Z. Since c -I- c is a constant, it follows from Lemma 
5.2.3(ii), (A'', +) is abehan, provided that there exists a non-zero constant. 
Assume, 0 is only constant and d is commuting. Then it follows from Lemma 5.2.2, 
that all u which are not zero divisors belong to centre of {N, +) denoted by Z. In par-
ticular, if X 7^  0, d(x) e Z, but then for all y G A^ , we get d(y) + d(x) - d(y) -d{x) = 
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d{{y,x)) == 0, hence (y,x) = 0. 
Now, we complete the proof by assuming that N is 2-torsion free and showing that 
A'^  is commutative. By Lemma 5.2.1, {ad{b)-^d{a)b)c = ad{b)c+d(a)bc, for a.\ia,b,c E N 
and using the fact that d{ab) € Z, we get cad{b)+cd(a)b = ad{b)c+d{a)bc. Since (N, +) 
is abehan and d{N) C Z this can be rearranged to yield, d{b)[c,a] = d{a)[b,c], for all 
a,b,ce N. Suppose that A'' is not commutative. Choosing b,cE N with [b,c]^0 and 
letting a = d{x), we get d''{x)[b,c] = 0, for aU. x E N and since the central element 
d^{x) can not be a non-zero zero divisor, we conclude that d'^(x) = 0, for all x E N. 
But by Lemma 5.2.3(iv), this can not be true for nontrivial derivation d. 
The next Theorem extends to near rings, a result due to Herstein Theorem 2.2.3. 
Theorem 5.2.3. Let A'^  be a prime ring near ring admitting a non trivial deriva-
tion d such that [d{x),d{y)] = 0, for all a;,y G N. Then (A'^ , +) is abelian and if A^  is 
2-torsion free, then N is a commutative ring. 
Proof. The arguments used in the proof of Lemma 5.2.3(ii) shows that if both z 
and 
z + z commute elementwise with d{N), then zd{c) = 0 by Lemma 5.2.3(iii). Since wc is 
also an additive commutator for any w E N, we have d{wc) = 0 = d{w)c and Lemma 
5.2.3 (ii) gives c — 0. 
Assume now that N is 2-torsion free . By the partial distributive law, d{d{x)y)d{z) = 
d{x)d{y)d{z) + d^{x)yd{z), for aU x,y,z e N, hence d^{x)yd{z) = d{d{x)y)d{z) -
d{x)d{y)d{z) = d{z){d{d{x)y - d{x)d{y)) = d{z)d'{x)y = d^{x)d{z)y. Thus 
d^{x){yd{z) - d{z)y) = 0, for all x,y,z E N. 
Replacing y by yt, we have 
d^{x)ytd{z) = d^{x)d{z)yt = d\x)yd{z)t, for all x,y,z E N. 
So that d\x)R[t,d{z)] = {0}, for all x,t,z e A^ . The primeness of A^  shows that 
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either d^ = 0 or d{N) C Z. Since the first of these conditions is impossible by Lemma 
5.2.3(iv), the second must hold and N is commutative ring by Theorem 5.2.2. 
Theorem 5.2.4. Let A*" be a prime near ring admitting a derivation d such that 
X — d{x) € Z, for all x E N. Then (A'^ , +) is abehan. If in addition d is commuting and 
A'^  is 2-torsion free, then A'' can be embedded in a near field. 
Proof. It is clear that constants are in Z, hence if there exists a non-zero con-
stant, (A ,^ -1-) is abehan by Theorem 5.2.2. Thus, we assume that 0 is the only constant. 
Then we apply Lemma 5.2.2, to any non-zero u of the form x — d{x) and conclude that 
x-d{x) e Z. It follows that for each a: G A'', x-d{x)+x — d{x) = x+x-d{x+x) G Z, 
hence we get {N,+) is abelian by Lemma 5.2.3(ii). Once we demonstrate that there 
exists a non-zero element of the form x — d(x). 
AsvSume, therefore, that x — d{x) = 0, for all x E N. Then for all x,y e N, 
xy = d{xy) = xd{y) + d{x)y = xy + xy so xy = 0. But this is impossible in a prime 
near ring, hence (A'', +) is abehan. 
We now introduce the additional hypothesis that d is commuting and A^  is a 2-
torsion free. Since Z is non-zero, we can locahze at Z/{0} embedding A^  in a near ring 
N* with unity 1. Note that in A *^, the element < x,z > has a right inverse if there 
exists y G N such that xy £ Z/{0}. All other elements a; G A'' is called exceptional. If 
d is the trivial derivation, there are no non-zero exceptional elements, so A'^ * is a near 
field, hence we assume that d^Q. 
If x is any exceptional element, then x^ — d{x^) = x{x - d{x) - d{x)) = 0. Thus, 
for every y E N, we have x^y - d{x'^y) = x'^y - {x^d{y) + d{x:^)y) = -x^d(y) = 
x{-xd{y)) e Z; hence x^d(N) = {0} and by Lemma 5.2.3(iu), x^ = 0. Thus, we 
get d{x'^) = 0 = xd{x) + xd{x) and the absence of 2-torsion free yields xd{x) = 0. 
Thus x{x - d{x)) = 0 and if x 7^  0, the fact that Z contains no non-zero zero 
divisors forces x - d(x) = 0. But for every y e N, xy is exceptional also, so 
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xy - d{xy) = xy - {xd{y) + d{x)y) '— —xd{y) = 0. Thus, A'' has no iion-zero ex-
ceptional elements and A^ * is a near field. 
Corollary 5.2.1. Let A'^  be a prime distributively generated near ring admitting 
a derivation d such that x — d{x) G Z, for all x E N. Then A^  is a commutative ring. 
§5.3 SOME SPECIAL TYPES OF DERIVATIONS IN NEAR RINGS 
The present section deals with the two kinds of derivations in near rings. The first 
kind, called strong commutativity preserving derivations and second kind, called Daif 
derivations, are near ring analogues of some derivations in rings (discussed in chapter-4). 
Definition 5.3.1. Let S be any nonempty subset of a near ring A'^ . A mapping 
F : N —)• A'^  is called commuting on S if [F{x),x] = 0, for all x G 5 and F is 
called commutativity preserving on S if [x, y] = 0 impUes that [F(x), F{y)] = 0, for all 
x,y E S. 
Definition 5.3.2. Let 5 be any nonempty subset of a near ring N. A mapping 
F : N —> N is called strong commutativity preserving (scp) on 5" if [F{x),F{y)] = 
[x,y], for all x,y G S. 
Lemma 5.3,1. If d is an scp-derivation on A'', then constants are in Z. If A^  also 
has unity 1, then (A'', +) is abelian. 
Proof. Let c be a contant. Then [c,y] = [d{c),d{y)] = [0,d{y)] = 0, for all y G A^ 
In particular, if A'^  has 1, then l + le Z, hence [1 + 1, x + y] = 0, for aU x, y G A'', from 
which it follows that (A'',+) is abelian. 
Theorem 5.3.1. If N has right cancelation and d is a non-zero scp-derivation on 
TV, then d is commuting and (A'', +) is abeUan. 
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Proof. For all x e N,we have [x,xd{x)] = [d{x),d(xd{x))], hence 
x[x,d{x)] = x[d{x),d'ix)] = [d{x),xd'{x) + {d{x)Y]. 
By Lemma 5.2.1, the right hand side of this equahty becomes 
d{x)xd\x) + {d{x)y - {xd\x)d{x) + {d{x)f) = d{x)xd\x)d{x)-
hence 
xd{x)d\x) - xd\x)d(x) = d{x)xd^{x) - xd\x)d{x), 
or 
xd{x)d\x) = d{x)xd\x). 
If d^{x) = 0, then d{x) is constant, hence central; otherwise, d^{x) can be canceled on 
the right. Thus [x, d{x)\ = 0. Finally, (A ,^ +) is abehan by Theorem 5.2.2. 
Theorem 5.3.2. If AT has no non-zero zero divisors and admits a non-zero com-
muting scp-derivation, then A'' is a commutative ring with no idempotents except 0 or 
1 . 
Proof. For all x,y E N, we have [x,xy] = [d{x),d{xy)] = [d{x),xd{y) + d{x)y]. so 
by using Lemma 5.2.1, we have x[x,y] = d{x)xd{y) + {d(x))'^y — d{x)yd{x)—xd{y)d{x). 
Since d is commuting, and therefore (A'', +) is abelian by Theorem 5.2.2. Now, we ha\'e 
x[x, y] = x[d(x), d{y)] = x[d{x), d{y)] + d{x)[d{x), y]. Hence d{x)[d{x), y]=0 and since 
A'' has no zero divisors, we conclude that [d{x),y] — 0, for all x,y E N. In particular, 
[d{x),d{y)] = 0 and therefore [x,y] = 0, for all x,y e N. Thus A'' is conunutative ring. 
Finally if e^  = e 7^  0, then e is central. Since e(ex - x) = 0, hr aU. x € N, e is a 
left identity element, and since e£ Z, it follows that e — I. 
Corollary 5.3.1. A near field with an scp-derivation is a field. 
Corollary 5.3.2. A near domain admitting a non-zero scp-derivation is a com-
mutative ring. 
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Corollary 5.3.3. If N has no non-zero uilpotent elements and admits a commut-
ing scp-derivation, then A'' is a commutative ring. 
Hongan [48] has shown how some of the results in [48] can be generalized by as-
suming that the hypotheses apply to a non-zero ideal of A'' rather than to N itself. In 
same sprit, Bell and Mason [14] proved the following : 
Theorem 5.3.3. Let A be a nonzero ideal of N which contains no non-zero di-
visors of N. If N admits a non-zero derivation d such that [x, d{x)] — 0, for all x £ A 
and [x,y] = {d{x), d{y)], for all x,y ^ A, then N is a commutative ring. 
Proof. By Lemma 5.2.2, the additive group commutator (x, a) is constant for all 
a 6 A and x ^ N. Since a is an ideal, y{x, a) = [yx, ya) is also constant for arbitrary 
y & N, hence d{N){x, a) = {0}. Now for [x, a) G A, can not be a non-zero zero divisor, 
therefore (x,a) = 0 and {A,+) is abehan. It follows that for arbitrary a e A/{0} 
and x,y G N, (ax, ay) = a(x,y) = 0, hence {N,+) is abelian. We can now adapt 
the proof of Theorem 5.3.2, to show that d{x)[d{x),y] = 0, for all x,y e A and since 
[d{x),y] e A, we conclude that [d{x),y] = 0 or d(x) = 0. Thus [d(x),y] = 0, for all 
x,y e A. In particular, [d{x),yd{y)] = 0 = y[d{x),d{y)], for all x,y e A. We conclude 
that 0 = [d{x),d{y)] = [x,y], for all x,y e A. If a e A/{0} and u,v G N, this gives 
auav-avau = 0 = a^uv-a^vu = a^[u, v]. So [u, v\ — 0. Therefore, A'' is a commutacivi^ 
ring. 
Lemma 5.3.2. If N has unity 1 and admits an scp-derivation, then (zx + z)y = 
zxy + zy, for all x,y,z G A*". 
Proof. Since d{\) = 0 and [x + l,y] = [d{x + l),rf(?/)] = [d{x),d{y)] = [x,y], 
it follov/s that {x + l)y = xy + y, for all x,y G A^ , left multiplicity by z gives 
{zx + z)y = zxy + zy, for all x,y,z G N. 
Theorem 5.3.4. Let A^  be a non-zero near ring such that aN = A'^ , for all 
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a e N/{0}. If N admits an scp-derivatioii, then A'^  is a divison ring. 
Proof. It has shown that A'^  has no non-zero divisors. Moreover, if y G N/{0}, 
there exists e E N such that ye = y, ye'^ — ye and y{e:^ — e) = 0. Thus e is a non-zero 
idempotent, which must be a left identity. Since d is scp, so ed(e) -i- d{e)e = die), 
hence d(e) + d{e)e = d{e) and d(e)e = 0. Thus d{e)N = d{e)eN = {0}, so die) = 0. 
Therefore by Lemma 5.2.1, e G Z. Hence A^  has unity 1. It follows by Lemmas 5.3.1 
and 5.3.2 that A'^  is a divison ring. 
Theorem 5.3.5. Let i? be a prime ring, and U a non-zero right ideal of R. If R 
admits a scp>-derivation, then R is commutative. 
Pi-oof. We assume that d is non-zero, otherwise U is commutative, and so is 
R. For all X, y € U, we have [x,xy] = [d{x),d{xy)] from which follow that x[x,y = 
[d(x), xd{y)+d{x)y] = [d{x), xd{y)]+[d{x), d{x)y] and x[x, y] = x[d(x), diy)]+[d{x), xd{y)+ 
d{x)[d{x),y], hence 
[d{x),x]d{y) + d{x)[d{x),y] = 0, f o r a l l x , y e t / . (5.3.1) 
Replacing yhyyr, yields 
[d{x), x]{yd{r) + d{y)r) -f d{x){y[d[x), r] + [d(x), y]r) = 0. 
Which yields on comparing with (5.3.1) 
[rf(rr),x\yd{r) + d{x)y[d{x),r] = 0, for all x,yeU,re R. (5.3.2) 
Putting r = d(x), yields that 
[d{x),x]Ud'{x) = {0} = [d{x),x]URd'{x), for all x e U. 
Thus for each x EU, either d^{x) = 0 or [d{x),x]U = {0}. 
Suppose that cP(x) = 0. Then for each y € U, [x,yd{x)] == [d(x),d{yd{x)] = 
[d{x),d(y)d(x)], which follows that y[x,d{x)] = 0. Therefore U[x,d(x)] = {0}. Hence 
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[x, d{x)] — 0. On the other hand, it follows from (5.3.2) that 
d{x)U[d{x),r\ = {0} - d{x)UR{d(x),T\. 
Hence either d{x) G Z{K), in which case [x,d(x)] = 0 or d{x)U = {0}. 
Now, if there exists y e U such that d{y) e Z{R)/{0}. Then for each x S U 
for which d{x)U = {0}, then (5.3.1) yields [d{x),x]d{y) = 0, and since d{y) is not a 
zero divisor, so [d(x),x] = 0. Hence in this case [d(x),x] = 0, for all x E U, and R is 
commutative by Theorem 1.3.3. 
It remains only to dispose of the case where for each x € U, either d^{x) = 0 
or d{x)U = {0}. The sets of elements of U for which these two conditions hold, 
are additive subgroups of U whose union is U. Consequently, we must have either 
d^{U) = {0} or d(U)U = {0}. In the first of these holds, the computation shows that 
[x, d{x)] = 0, for all x E U. So that the commutativity of R again follows from Theo-
rem 4 of [21]. If d{U)U = {0}, then the condition that [x,yz] = [d{x),d{y]^ U. Hence 
U[d{x),d{z)] = {0} = U[x,z], for all x,z e U. We conclude that U is commutative 
hence R is commutative. 
Theorem 5.3.6 Let A'^  be a prime near ring and A a non-zero ideal of V^ which 
is distributively generated near ring with identity. If N admits a scp-derivation, then 
A'^  is a commutative ring. 
Proof. Let e be the identity element of A. Since ex = x, for all x E A, we have 
ed{x) + d{e)x — d{x), hence ed{e)A = {0} and ed{e) = 0. Thus for each x^A.we have 
xd{e) = xed{e) — 0, so that Ad{e) = {0} and d{e) = 0. Of course, d{e + e) — 0, so by 
Lemma 5.3.1, e and e + e commute with elements of A. Hence {A, +) is abeUan. Now, 
for all a e yl and x,y G N, we have a{x+y-x—y) — 0, consequently (A'', +) is abelian. 
Now since >1 is a distributively generated with identity and {A, -h) is abehan, it 
follows that A is distributive. Let x,y e N and a,b G A, then (ax + ay)b = axb-I- ayb 
hence a{{x 4- y)b - (xb + yb)) = 0 = (x + y)6 - (xb + yb), that is, elements of A are 
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distributive in N. Replacing b by zb for arbitrary z e N gives {x + y)zb = xzb + yzb 
and using the distributivity of b, we get ((x + y)z - {xz + yz))A = {0}, so that A'' is 
distributive. Thus, commutativity follows by Theorem 5.3.5. 
Corollary 5.3.4. Let N he a, prime distributively generated near ring with unity 
1. If A'^  admits a scp-derivation, then AT is a commutative ring. 
Definition 5.3.1. A derivation d, satisfying the property that —xy + d{xy) = 
-yx+d{yx), for all x, y G N, is called Daif derivation of first kind (or Daif l-derivation) 
on a near ring A^ . 
Definition 5.3.2. A derivation d, satisfying the property that xy + d{xy) = 
yx+d{yx), for all x,y G N, is called Daif derivation of second kind (or Daif 2-derivation) 
on a near ring A .^ 
Lemma 5.3.3. Let d he a derivation on the near ring A^ . Then d(xy) = 
d{x)y + xd{y), for all x,y & N. 
P*roof. For all x,y G N, we have 
d{x{y + y)) = xd{y + y) + d{x){y + y) = xd{y) + xd{y) + d(x)y + d{x)y 
and 
d{xy + xy) = d{xy) + d{xy) = xd{y) + d{x)y + xd{y) + d{x)y. 
Comparing these two expressions gives 
xd{y) + d{x)y = d{x)y + xd{y). 
Theorem 5.3.7. Let A^  be a prime near ring admitting a non-zero Daif 1-
derivation. Then (iV,+) is abeUan. Moreover, if A'" is 2-torsion free then A^  is a 
commutative ring. 
For developing the proof, we needed two Lemmas as follows : 
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Lemma 5.3.4. Let rf be a Daif 1-derivation on the near ring A^ Then 
(i) d{c) = c, for each commutator c = [x,y], 
(ii) d{z)[x,y] = [x,y]d{z), for all x,y,ze N. 
Proof. The first statement is clear from the definition. To arrive at the second, 
we note that —[x,y] + d{[x,y]z) = ~z[x,y]+d{z[x,y]) and using Lemma 5.3.3, we have 
~[x,y]z + d{{x,y])z + [x,y]d{z) = -z[x,y] + zd{[x,y]) + d{z)[x,y]. In view of Lemma 
5.3.4(i), we get [x,y\d(z) = d(z)[x,y]. 
Lemma 5.3.5. Let N he a prime near ring admitting a Daif 1-derivation d. 
(i) If c is a commutator and uc = vc, then cd{u — v) = 0. 
(ii) If ci and C2 are commutators with C1C2 = 0, then Ci = 0 or C2 = 0. 
Proof. 
(i) Applying d to uc = vc and using both the parts of Lemma 5.3.4, we get 
cd{u — v) = 0. 
(ii) If C1C2 = 0 = 0c2, then by Lemma 5.3.5(i), yields 
C2d(ci) = 0; (5.3.1) 
thus C2C1 = 0. Since (5.3.1) depend only on the fact that C2 is a commutator, so we 
replace Ci by yci to obtain C2d{yci) = 0 = C2yd{ci) + C2d{y)ci. Since d{y) commute 
with C2 by Lemma 5.3.4(ii), we get C2d{y)ci = 0 and hence C2Nd{ci) = {0} = C2NC1. 
Thus, ci = 0 or C2 = 0. 
Proof of Theorem 5.3.7. Since [x,xy] = x[x,y], for all x,y e N. then by 
Lemma 5.3.4(ii), we have d{z)xlx, y] — x{x,y\d{z) = xd{z)[x, y], for all x,y,z e N. By 
Lemma 5.3.5(i), we get [x, y]d{d{z)x - xd{z)) = 0, hence [x, y][d(z), x] = 0. By Lemma 
5.3.5(ii), we get either x € Z or ld{z),x] = 0. Thus d{R) C Z and it follows from 
Theorem 5.2.2, N is a. commutative ring. 
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For rings, Daif 2-derivatioiis have the useful property that d{c) = ~c for each 
commutator c. This will be true for a near ring A'^  only if xy + yx = yx + xyiox all 
x,y E N. A near ring with this property is called pseudo-abelian. 
Lemma 5.3,6. Let iV be a pseudo-abehan and d a Daif 2-derivation on A'^ . If 
z & N has the property that cz+d{c)z = 0, for all commutators c then [(i(2), c] = 0, for 
all commutators c. In particular, if z is distributive or if A'' has unity 1 and [z, —1] = 0, 
then [d{z), c] — 0 for all commutators c. 
Proof is similar to that of Lemma 5.3.4(ii). 
Theorem 5.3.8. If A'^  has a no non-zero zero-divisors and admits a non-zero Daif 
2-derivation, then A'^  is a commutative ring. 
Proof, Since d is a, non-zero Daif 2-derivation, that is 
-yx + xy = d{[x,y]), for all x,y E N. (5.3.1) 
Replacing x by yx, we get —y^x+yxy = d{[x, yx]) = d(y[y, x]), which can be rewritten 
as yd{[y,x]) = yd{[y,x]) + d(y)[y,x]. Thus 
d{y)[y, x] = 0, for all x, y € A .^ (5.3.2) 
Replacing x by d(y) and using the fact that A^  has no zero divisors shows that d is 
commuting. Hence (N,+) is abeUan by Theorem 5.2.1. It also follows from (5.3.2), 
that either d{y) = 0 ox y E Z, that is, non constants are central. But substituting into 
(5.3.1) shows that constants commute with each other, hence A'^  is commutative. 
The above result can be extended to arbitrary prime near rings as follows : 
Theorem 5.3.9. Let N he a 2-torsion free pseudo-abehan prime distributively 
generated near ring with unity 1. If A^  admits a non-zero Daif 2-derivation, then A'^  is 
a commutative ring. 
76 
Proof. Let x be an element of A'^  which commutes with —1. Then by Lemma 
5.3.7, both d{x) and d{{—l)x) = {—l)d{x) commute with all commutators c. Since 
[x, —1] = 0 implies [rf(x),—1] = 0 and since c(—1) = —c is also a commutator, we 
have d{x){—l)c = (—l)d{x)c — c{—l)d{x) = d(x)c{—l), from which it follows that 
d{x)[-l,c] = 0 = [~l,c]d{x). In 
particular, [—l,c]d(u) = 0, for all distributive u e N,so that {—l,c]d{N) = {0}. Thus 
by 
Lemma 5.2.2(iii), [—l,c] = 0, for all commutators c. Now [—1, [—l,x]] = 0 implies 
x + x^{-l){-x) + {-l)(-x), iovaRxGN. (5.3.1) 
Since N is a, pseudo-abelian, {—l)x — x{—l) = —x(—1) + (—1)3:, so that ( - l )x + x = 
X + (-1)2;, for all X e N. It now follows from (5.3.1), that x + {—l)x has additive 
order 2, hence is zero. Thus, —IEZ, {N,+) is abelian, and therefore A'' is a ring. 
Commutativity now follows from Corollary 4.2.1. 
^^*; ^ ;t^t^'^t^^ 
> 
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