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Abstract 
In this paper, we propose a novel model, HDP-HMM-SCFG, for representing and classifying trajectories. 
Trajectories are represented by stochastic grammar, where trajectory segments are considered as observations emitted 
by the grammar terminals, which are attached with HMMs. In order to learn the parameters of SCFG, we employ 
hierarchical Dirichlet Processes (HDP) as the nonparameter prior of the distribution of the parameters, and obtain the 
model of HDP-HMM-SCFG. Then, we propose a 3-level CRP based Gibbs sampling inference algorithm to acquire 
the SCFG parameters. In the training phase of classification, SCFGs for different classes are learned respectively by 
inferring on the training sets with different labels independently. Then test trajectory is parsed with a bottom-up 
parsing algorithm, and the probability for each SCFG to generate it is calculated. The label of the class with the 
maximum likelihood to generate the test trajectory is assigned to the test trajectory. Experiment on ASL dataset is 
carried on to validate our approach. 
© 2011 Published by Elsevier Ltd. 
Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Introduction
Trajectory analysis is a basic task in the many domains, such as visual surveillance automation,
intelligent human-computer interaction, and recognizing behavior of moving objects in radar fence. Raw 
trajectories are usually denoted by a sequence of points, T={t1,t2,…,tn}, each of which is a 2D coordinate, 
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or sometimes higher dimensional coordinate. The raw trajectories are generally noisy, because of the 
inaccuracy of the sensors, and the natural instability of nonrigid objects. Besides the noise, the complex 
temporal relationship and hierarchical structure of different scale sub-trajectories is another obstacle. 
Therefore, trajectory analysis is a challenging problem and has attracted a lot of attentions in recent years. 
In this paper, a novel model of HDP-HMM-SCFG is proposed for representing and classifying trajectories. 
The model is a synthesis of nonparametric Bayesian model and grammatical model.  
The rest of the paper is structured as follows: in section 2, we discuss the related works of trajectory 
analysis. In section 3, we detailed our model of HDP-HMM-SCFG in three main aspects: representation, 
inference, and classification. In section 4, we introduce the experiment on ASL dataset. At last, a 
conclusion is drawn in section 5, and some future works are also discussed. 
2. Related Work 
Most of the previous works analysed trajectories in three steps: preprocessing, clustering, and modeling. 
The step of preprocessing is to normalize and reduce the dimensionality of the raw trajectories. The 
lengths of trajectories are not equal at most scenes. Zero padding [1] and track extension [2, 3] are the 
most popular and simple way to normalize them. Due to the high dimensionality of raw trajectory, Vector 
quantization reduction [4, 5], HMM [6] and PCA [6] are usually employed to reduce the dimensionality. 
The step of clustering learns the different patterns from the unlabeled trajectories by employing various 
distance measures (Euclidean, DTW [7], LCSS [8, 9], EMD) and clustering algorithms. Clustering 
algorithms have been reviewed by Berkhin and Warren [10, 11]. The step of modeling models the 
discovered clusters with their centroids and envelopes. The centroid denotes the prototype of the cluster, 
and the envelope depicts the extent of the cluster. GMMs and HMMs [6] are the most common way that 
models trajectory clusters. However, GMMs are lack of temporal information and HMMs lacks of 
hierarchical information.  
Besides the traditional approaches mentioned above, grammar based models have come forth to the 
domain of computer vision recently due to its success in speech recognition [12]. However, the traditional 
grammar based models needs experts to predefine the production rules and other parameters. Liang et al. 
[13] combined the probabilistic grammars and nonparametric model of Hierarchical Dirichlet Process to 
analyze natural language in an unsupervised manner. Their work gives a solution of learning a 
probabilistic grammar from training set of sequences. 
3. Representation, Inference and Classification 
In our approach, a model of HMM-SCFG, combining HMM with stochastic grammar, is proposed to 
represent trajectory cluster. And then, nonparametric model HDP is adopted to obtain the model of HDP-
HMM-SCFG. A Gibbs sampling inference algorithm based on 3-level Chinese Restaurant Process (CRP) 
is proposed to estimate the parameters. Maximum Likelihood strategy is used to classify a test trajectory 
into a category at last. 
3.1. Representation with HDP-HMM-SCFG 
The HMM-SCFG is formally represented by a five-tuple: G=(N, T, A, P, S), where the N is the set of 
finite nonterminals; T is the set of finite terminals, each of which combined with a HMM; A is the set of 
finite trajectory segments, which is a continuous infinite space; P is the set of finite production rules, each 
of which combined with a probability, and S∈N is the root nonterminal. The difference with the normal 
SCFG is that the ultimate nodes during derivation are not the terminal symbols but the trajectory segments, 
which are emitted by terminal symbols. The parameters need to be learned include the nonterminals, the 
terminals and their HMMs, the production rules and their probabilities. The problem is the number of 
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nonterminals, terminals, HMMs components, and rules are all unknown. To solve this, we employ 
hierarchical Dirichlet Processes (HDP) as the nonparameter prior of the distribution of the parameters, and 
then lead to the model of HDP-HMM-SCFG. The number of nonterminals, terminals, production rules, 
and HMMs components are all infinite in the model. All their prior distributions are specified as follows. 
_ _
0 ~ ( )
non tmn non tmnGEMπ α
_
0~ ( )
non tmnN multi π     //prior distribution of all the nonterminals 
0 ~ ( )
son sonGEMπ α
0 0( , ( ) )
P P son son T
k DPθ α π π⋅: , 1, 2,...,k = ∞   //prior distribution of all the production rules 
0 ~ ( )
tmn tmnGEMπ α
0( , )
Tran Tran tmn
k DPθ α π: , 1, 2,...,k = ∞   //prior distribution of all the HMMs transitions 
1( )E Ek W Mθ −: , 1, 2,...,k = ∞    //prior distribution of all the HMMs components 
Where the GEM is the stick breaking distribution [14]; multi is the multinomial distribution; DP is the 
Dirichlet Process, W-1 is the Inverse-Wishart distribution, which is the conjugate prior for the Gaussian 
distribution. _non tmnα , sonα , tmnα , Tranα  and EM  are predefined super parameters. _0
non tmnπ , Pkθ , Trankθ  and 
E
kθ  are the unknown parameters that need to infer.  
3.2. 3-level CRP based Gibbs Sampling  Inference Algorithm 
Inference algorithms include two main categories: variational inference and Gibbs sampling. We prefer 
the latter for its fast convergence. Fig 3 shows the main phases in the Gibbs sampling. The main body of 
the algorithm is the iterative three steps: decrement update parameters, sample parse tree and increment 
update parameters. Updating parameters is relative simple, for the conjugate relationship between prior 
distribution and likelihood distribution. Only the idea of sampling parse tree is introduced here for 
simplicity. CRP is a classic process of inference by simulating an infinite number of tables in a Chinese 
restaurant which can seats an infinite number of customers. Due to the hierarchical structure of HDP-
HMM-SCFG, we propose a 3-level CRP to sample parse trees for trajectories. 
Fig. 3. Flow chart of the Gibbs sampling inference algorithm 
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On the top level, level of nonterminals, each nonterminal corresponds to a table; each pair 
( ) ( )N T N Tε ∈ ×U U  corresponds to the appetite of a customer; each multinomial distribution over the 
pairs, denoted by θ , corresponds to a kind of dish; the conjugate prior distribution ( )0,H Dir α θ=
corresponds to the menu. When a customer comes in the Chinese restaurant, he sits and chooses dishes 
under with the following three rules: 
RULE1: The more customers that a table has seated, the more likely the table is chosen; 
RULE2: The more extent that the appetite of the customers at a table match with the new customer, the 
more likely the table is chosen; 
RULE3: One dish is chosen for each table, by taking account the appetite of all the customers at the 
table, until no more customers comes. 
The rules can be formalized as equation (1). 
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Where the zi denotes the index of the table chosen by i-th customer, the marginal probability 
1 1( | ) ( | ) ( )k kP H P Hθε ε θ θ+ += ∫  denotes the probability of a customer choosing a table, given the menu on 
the table. The conditional probability 1 1( | { : })k l l kP z zε ε+ +=  measures the extent that the k-th customer’s 
appetite matches with others sits at the zk+1-th table. 
The situation on the middle level of terminals and bottom level of HMM components is similar, thus it 
will not be detailed redundantly. 
3.3. Generative Classification 
The likelihood of generating a sentence, given a SCFG, can be calculated during parsing. Similarly, the 
likelihood of generating a trajectory can also be calculated, given a HMM-SCFG. In the framework of 
grammar based classification, we learn a HMM-SCFG for each class of trajectories in train set 
independently. Then, the label of the class with the maximum likelihood to generate the test trajectory is 
assigned to it. See equation (2). 
1 2 1 2( , ,..., ) argmax ( , ,..., | _ )l l i
i
Lable x x x P x x x HMM SCFG= (2) 
4. Experiment
In order to test the effectiveness of the representation model, experiments are carried on the dataset of 
Austrian sign language trajectory (ASL). The ASL dataset is obtained from the University of California at 
Irvine’s KDD archives [15]. There are 98 categories of 6757 trajectories acted by five signers. The dataset 
is chosen for two reasons. The first one is the challenge caused by the dataset’s unusual complexity. The 
second one is that the same dataset as previous works will facilitate the result comparison. A half of the 
dataset are used for training SCFGs, the other half are used for testing the accuracy of classification. 
Table 3. Accuracy comparison 
Number of classes 
Different Approaches 
2 4 8 16 29 32 38 50 70 98 
GMM [6] 0.98 0.89 0.85 0.74 0.67 — 0.64 — — — 
HMM [6] 0.96 0.92 0.86 0.78 0.69 — 0.66 — — — 
HDP-HMM-SCFG 0.97 0.94 0.86 0.75 0.61 0.58 0.49 0.37 0.29 0.13 
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Similarly with the work of Bashir et al. [6], we make classification on different scales and count the 
true positives to obtain the accuracy. The accuracy is the number of true positive divided by the number of 
all data. The data in Table 3 shows obviously that our approach outperform the previous work. 
5. Conclusion and Future Work 
We propose a novel model of HDP-HMM-SCFG for representing and classifying trajectories, and the 
result of the experiment on simulation data and ASL data has prove the effectiveness of our approach. The 
main contribution includes 3 main aspects. 
Firstly, it’s the first time that transplants the stochastic grammar based model to the domain of 
trajectory representation and classification. Compared with the traditional data driven models in domain 
of machine learning and pattern matching, our model is more capable of capturing the trajectories’ 
hierarchical structure and temporal information. 
Secondly, a 3-level CRP based Gibbs sampling inference algorithm is proposed to learn SCFG 
parameters. Compared with the traditional knowledge driven models, parameters of our model can be 
inferred from train set automatically, rather than predefine manually by domain experts. 
Thirdly, the generative classification can not only classify a trajectory into some certain category, but 
also obtain the extent or confidence that a trajectory belonging to some category. 
In the future, the grammar parse algorithm can be optimized to improve the efficiency of parsing. The 
methods for predicting future path given partial trajectory will also be further researched. 
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