An explicit description of the convex hull of solutions to the uncapacitated lot-sizing problem with backlogging, in its natural space of production, setup, inventory and backlogging variables, has been an open question for many years. In this paper, we identify valid inequalities that subsume all previously known valid inequalities for this problem. We show that these inequalities are enough to describe the convex hull of solutions. We give polynomial separation algorithms for some special cases. Finally, we report a summary of computational experiments with our inequalities that illustrates their effectiveness.
Introduction
The uncapacitated lot-sizing problem with backlogging (ULSB) is to determine the production, inventory and backlog quantities in each period so that demand for a single product in each time period is met over a finite horizon and the sum of production, holding and backlogging costs over the horizon is minimized. It is assumed that production, inventory and backlog quantities have no upper bounds. There are polynomial-time algorithms for ULSB [4] , [16] , [17] .
Pochet and Wolsey [8] provide the first polyhedral study of ULSB. The authors give extended formulations for ULSB. In addition, the authors give a class of inequalities for ULSB valid for the natural space of production, inventory, backlogging and setup variables. They give a separation heuristic for this class of inequalities. Later, Pochet and Wolsey [10] give another class of inequalities for ULSB and show that the proposed inequalities are enough to solve the problem as a linear program if there are no speculative motives for holding inventory or backlogging demand . In this paper, we give a class of facets for ULSB that subsumes previously known classes of inequalities. We show that adding the proposed inequalities to the natural formulation is enough to give the convex of solutions to ULSB. In addition, we give the first combinatorial exact separation algorithm for the special case of our inequalities that is equivalent to those proposed by Pochet and Wolsey [8] .
For a finite planning horizon n, let the nonnegative demand d t , variable production cost c t , and fixed production (setup) cost f t , variable inventory holding cost h t , and variable backlogging cost g t for time periods t ∈ {1, . . . , n} be given. Let variable y t denote the production quantity in time period t, and variables s t and r t denote the inventory and backlog quantity at the end of period t, respectively. Also let x t be the fixed-charge variable for production in period t. Throughout, we let [i, j] := {t ∈ Z : i ≤ t ≤ j}, and let R + and Z + represent the nonnegative reals and integers, respectively. Finally, let d t = j=t d j for t ∈ [1, ] and d t = 0 for t > . (See Figure  1 for the fixed-charge network representation of ULSB with n = 6.) ULSB can be formulated as 
r 0 = s 0 = r n = s n = 0,
x ∈ {0, 1} n . We let S denote the convex hull of the feasible solutions to ULSB and P denote the set of feasible solutions to the linear programming relaxation of (1)−(5). Observe that, dim(S) = 3n − 2. In addition, if g t + h t < 0 for some t ∈ [1, n − 1], then the problem is unbounded.
Pochet and Wolsey [8] show that inequalities 
where S ⊆ [1, n] and L, R ⊆ [1, n − 1] and k(j, 1) = max{t ∈ L : t < j} (if t ≥ j for all t ∈ L, then let k(j, 1) = 0) and k (j, 1) = min{t ∈ R : t ≥ j} (if t < j for all t ∈ R, then let k (j, 1) = n) are valid for (1)- (5) . To see the validity of inequalities (6) , letȳ j be the portion of production in period j that is used to satisfy the demands in [k(j, 1) + 1, k (j, 1)] andỹ j be the portion of production in period j that goes through r k(j, 1) andŷ j be the portion of production in period j that goes through s k (j,1) . Clearly,
which implies inequality (6) . The authors show that inequalities (6) are not enough to describe S.
given by
is valid and facet-defining for S. Figure 2. ) However, the facet
cannot be obtained from inequalities (6).
Figure 2: Coefficients of x j , j ∈ S in inequality (7).
Pochet and Wolsey [10] give another class of inequalities that is sufficient to solve ULSB as a linear program if the holding and backlogging costs satisfy the Wagner-Whitin property (i.e., when h t + p t ≥ p t+1 and p t+1 + g t ≥ p t , for t ∈ [1, n − 1]). However, these inequalities are not enough to describe S for general costs. We discuss the inequalities proposed in [10] in more detail in Section 2. Agra and Constantino [1] extend these inequalities for ULSB with start-up costs in addition to the setup costs. Constantino [3] gives inequalities for constant capacity lot-sizing with backlogging and startup costs in the natural space of production, setup, start-up, inventory and backlogging variables. Finally, van Vyve [12] gives extended formulations for the constant capacity lot-sizing problem with backlogging.
Pochet and Wolsey [9] , Wolsey [15] and Guan et al. [5] demonstrate that a good understanding of the polyhedral structure of single item lotsizing problems can be very useful in solving more complicated problems, involving multiple products and stages, and uncertain demand. Single item lot-sizing polyhedra have been of interest to researchers also because they are special cases of fixed-charge network flow problems. For uncapacitated fixed-charge network flows, van Roy and Wolsey [11] give network inequalities that are based on path substructures. Ortega and Wolsey [7] present a computational study on the performance of network inequalities in solving the uncapacitated fixed-charge network flow problem. The network inequalities have 0-1 coefficients for the continuous flow variables. In this paper, we give inequalities for ULSB that have general integer coefficients for the continuous variables. These valid inequalities for ULSB can be generalized to valid inequalities for path substructures in general fixed-charge network flow problems, thereby generalizing earlier work [7] , [11] .
Outline. In Section 2, we give valid inequalities for ULSB and show that they subsume all previously known inequalities. In Section 3 we explore the facility location reformulation given by Pochet and Wolsey [8] to derive a relationship between this extended formulation and the facets of ULSB in its natural space of production, setup, inventory and backlogging variables. We show that adding the proposed inequalities to the natural formulation is enough to give the convex of solutions to ULSB. In Section 4 we give a polynomial-time separation algorithm for a special case of the proposed inequalities and their separation. In Section 5 we summarize our computational experiments with the proposed inequalities. Finally, we conclude with Section 6.
Valid Inequalities for ULSB
To illustrate the inequalities proposed in this section, we first give an example.
Example 1 (cont.) Consider inequality (8) . Let L = [1, 2] , R = [4, 5] and S = [3, 5] . Recall the definitions ofȳ j ,ỹ j ,ŷ j , j ∈ S. Also letȳ 2 4 be the portion of production in period 4 to satisfy demands in [2, 5] ;ỹ 2 4 be the portion of production in period 4 that goes through r 1 (the backlog quantity in the second largest period in L before period 4); andŷ 2 4 be the portion of production in period 4 that goes through s 5 (the inventory quantity in the second smallest period in R on or after period 4 Figure 3 : Coefficients of x j , j ∈ S in inequality (8) .
is valid for S, where
Proof. Letỹ tp be the production in period t ∈ [1, n] to satisfy demand in period p ∈ [0, n + 1], where for ease of notation
where the second to last inequality follows because for t ∈ S and i ∈ [1,
The last inequality follows, because
where the last inequality holds because
jp , and,
where the above equalities hold because for each j ∈ S and each i ∈ [1, u j ], there exists exactly one t ∈ L with t = k(j, i), and one t ∈ R with t = k (j, i).
Remark 1.
Note that inequalities (6) are special cases of inequalities (10) where u t = 1 for all t ∈ S, γ t = 1 for all t ∈ L and β t = 1 for all t ∈ R.
Pochet and Wolsey [10] propose a class of valid inequalities for ULSB, and prove that they suffice to solve ULSB as a linear program if there are no speculative motives for inventory holding or backlogging. We prove here that these inequalities are a special case of inequalities (10). [10] ) The inequalities
Proposition 1. (Pochet and Wolsey
are valid for ULSB, where for an elementary directed cycle, C, on a complete digraph D = (V, A) with V = {0, . . . , n}:
(iv) for each node ∈ V , u is the cardinality of the cut across ( − 1, ), taking only the forward arcs into account (
Example 1 (cont.) See Figure 4 for an illustration of a subgraph of D
, and an elementary directed cycle given by the solid arcs for which L = [1, 3] and R = [4, 5] . The corresponding inequality (11) is
Proposition 2. Inequalities (11) are special cases of inequalities (10) with
for all t ∈ L and β t = 1 for all t ∈ R , and for some appropriate choice of L and R (given in the proof ).
Adding the aggregated flow balance equality
and inequality (11), we obtain 1 2 3 4 5 Figure 4 : Subgraph of D and the directed cycle that generates inequality (12) .
Observe that for the elementary directed cycle, C, we must have
Cancelling common terms and rearranging, we get
where k(t, i) and k (t, i) are as defined in Theorem 1, with
We get an inequality of the form (10) in which u t = q t for all t ∈ S, γ t = 1 for all t ∈ L and β t = 1 for all t ∈ R. To see why u t = q t for all t ∈ S, observe that the head nodes of the forward arcs in the directed cycle C give the set R and the head nodes of the backward arcs in C give the set L. Hence, the cardinality of the cut
We use this observation in Section 4 to propose separation algorithms for inequalities (10) with S ⊆ [k 1 + 1, k 1 ] and u t = q t for all t ∈ S, γ t = 1 for all t ∈ L and β t = 1 for all t ∈ R. Finally, note that the proof of Theorem 1 provides a new proof of validity for inequalities (11) .
Example 1 (cont.) Adding inventory balance equalities for periods in [2, 5] and for periods in [3, 4] to inequality (12), we get inequality (10) with , 5] and u t = q t for t ∈ S:
However, inequalities (8) and (9) cannot be obtained from inequalities (11) . Similarly, inequality (10) We study the strength of inequalities (10) in Section 3.
Linear Description of the Convex Hull
Pochet and Wolsey [8] give shortest path and facility location linear programming reformulations of ULSB. In particular, the facility location refor-mulation is given by (F L):
whereỹ kt for k, t ∈ [1, n] represents the amount produced in period k to satisfy the demand in period t. Note that λ t has to be added to the definition of s t and r t to represent an additional amount of flow between periods t and t + 1. Such a flow λ t does not satisfy any demand, but is required to obtain a correct reformulation of ULSB (i.e., ULSB is unbounded if g t + h t < 0). Let Q be the set of feasible solutions to (15)- (21). [8] 
Proposition 3. (Pochet and Wolsey
By Proposition 3 and Farkas' Lemma, we obtain directly the following complete implicit linear description of S. [8] 
Proposition 4. (Pochet and Wolsey
) S = {(y, s, r, x) ∈ P : n t=1 ε i t d t + n t=1 α i t y t ≤ n t=1 σ i t s t + n t=1 ρ i t r t + n k=1 n t=1 δ i kt d t x k , i ∈ I}, where (ε i , α i , σ i , ρ i , δ i ), i ∈ I are
the extreme rays of the dual cone of (22)−(27)
We use Proposition 4 to prove the following result, which is a strengthening of Proposition 12 in [8] .
is a facet of S such that (ε, α, σ, ρ, δ) satisfy (28)−(31) with ε t = 0 for all t ∈ [1, n] , then the facet is of the form (10), with u = λα, β = λσ, γ = λρ for some λ ∈ R + .
Proof. If inequality (32) is a facet, then from Proposition 4, (ε, α, σ, ρ, δ) with ε t = 0 for all t ∈ [1, n] is an extreme ray of (28)−(31). Note that for
to be an extreme ray of (28)−(31). For fixed α ∈ Z n + , (σ, δ kt for k ≤ t) must be an extreme point of
The constraint matrix given by (33)- (35) is totally unimodular. Therefore, for integral α, (σ, δ kt for k ≤ t) is integral. Similarly (ρ, δ kt for k > t) is integral. (Therefore, condition (i) of Theorem 1 is satisfied.) Let a + = max{0, a}. Extreme points of (33)-(35) are of the form
Similarly for j > t,
Let ρ 0 = max t∈ [1,n] 
(Therefore, conditions (iii) and (iv) of Theorem 1 are satisfied.) As a result, the facet (32) with integral α is of the form (10) where β = σ, γ = ρ and u = α.
Finally, we need to argue that considering integral α in inequality (32) with ε t = 0 for all t is sufficient. Note that the constraint matrix (28)−(31) is not necessarily totally unimodular. Therefore, we could have fractional α t for some t. For instance, the determinant of the following submatrix corresponding to the variables (α 2 , α 3 , α 4 
However, note that given a fractional extreme ray of (28)−(31) with ε t = 0 and α t ≥ 0 for all t, there exists a scaling such that the extreme ray (ε, α, σ, ρ, δ) is integral, because the associated cone is pointed at the origin. In other words, inequalities (10) are positive multiples of inequalities (32) with ε t = 0 for all t ∈ [1, n].
The following theorem states that to generate S it suffices to consider inequalities (32) given by the rays of the dual cone (28)-(31), where ε t = 0 for all t, which, from Proposition 5, are positive multiples of inequalities (10) . Therefore, we have an explicit description of S. : (x, s, r, y) ∈ X} where X is described by the linear constraints
where Γ is described by the linear constraints
We give a primal-dual proof of this theorem. The primal formulation corresponding to the feasible set X, denoted by (P) is:
Letting v t , −z t and u(αβγ) be the dual variables associated with each constraint (38), (39) and (40), respectively, we obtain the corresponding dual formulation, (D):
where is given by (41)-(42)). We have to prove that for any primal objective coefficients (c, h, g, f )
If h t +g t < 0 for some t we know that P is unbounded, and it is easy to check that (P) is unbounded as well. Hence it remains to show that Z = W = Z BL for any coefficients (c, h, g, f ) with h t + g t ≥ 0 for all t.
The following proposition is needed in the proof of Theorem 2. Let (P * ) be the formulation
where
Letting v t , −w kt and −z t be the dual variables associated with each constraint (49), (50) and (51), respectively, we obtain the corresponding dual formulation, (D * ):
w, z ≥ 0.
Proposition 6. If h t + g t ≥ 0 for all t, then (P * ) has an optimal solution with
The consequence of this proposition that will be used in the proof of Theorem 2 is given in the following corollary. 
Proof. If h t + g t ≥ 0 for all t, then we know that there exists an optimal solution to (F L) with λ t = 0 for all t and that Z F L = Z BL [8] . Proposition 6 shows that Z * = Z F L under the assumption that h t + g t ≥ 0 for all t, because there always exists an optimal solution to (P * ) that is optimal in (F L). Hence, 
. Hence without changing the values η * , ν * there always exists an optimal solution (x * ,ỹ * , η * , ν * ) to (P * ) withỹ
This new solution is feasible and also optimal because the change of the objective value is −εq ki + εq k(i+1) − εh i = 0. Furthermore, n−1 t=1 (η t + ν t ) strictly decreases and this is a contradiction.
This new solution is feasible and also optimal because the change of the objective value is −εq ki + εq k(i+1) − εh i ≤ −εq ki + εq k(i+1) + εg i = 0 (where the last inequality holds because h i + g i ≥ 0). Again, the contradiction follows from a strict decrease in n−1 t=1 (η t + ν t ). By the same argument, if (i + 1, i) ∈ A and k ∈ K(i + 1), then we must have k ∈ K(i) withỹ * ki = d i x * k . Now suppose that a path exists in G (i.e., A = ∅). Consider a longest directed path i 1 , . . . , i r in G and define 
where the first inequality holds becauseỹ * k,i s
where the second equality is because η * i r = ν * i r −1 = 0 as i r is the last node of the longest path and the last inequality is because if a path exists in G we must have η
, where the last equality holds by definition of Y (i r ). We have then Y (i r ) < 1, which implies that Y (i 1 ) < 1. But we also have 
Proof. [Proof of Theorem 2.]
Given that h t + g t ≥ 0 for all t, we must find a solution of (D) with W = Z BL . We know by Corollary 1 that there are numbers v 1 , . . . , v n and z 1 , . . . , z n ≥ 0 such that
We construct a feasible solution to (D) with one variable u(αβγ) = 1 corresponding to the following values of α, β, γ : 
The δ ij values are defined in (41)-(42). It remains to show that
We prove it by showing that δ ij = w ij for all i, j.
Finally, for j < i we have
From Corollary 1 we know that
This completes the proof.
Inequalities (10) are enough to provide a complete linear description of S. Although we do not give general conditions under which these inequalities define facets of S, we conclude this Section by showing that the coefficients of the variables can grow very large in facet-defining inequalities. In particular, we give an example showing that the coefficients of a facet-defining inequality for S with n time periods can be as large as the (n − 2) th number in the Fibonacci series.
Example 2.
Consider an instance of ULSB with n = 10 time periods, and the inequality (10) defined by S = [2, 9] , L = [1, 5] , R = [6, 9] , and:
The corresponding facet-defining inequality (10) is: 
In our computational experiments, summarized in Section 5, we observe that the coefficients of the variables are not very large in the facets that are generated for the test instances.
Separation
From Proposition 4, there is a linear programming based separation algorithm for ULSB, which according to Proposition 5 and Theorem 2 will generate inequalities of type (10).
Proposition 7. The separation problem for (a positive multiple of ) inequalities (10) can be solved as a linear program (LP) with the objective
subject to (28)−(31) and ε t = 0 for all t ∈ [1, n] . If for a given point (y, x, s, r) the objective function value of the separation LP is unbounded, then the direction of unboundedness given by an extreme ray of the LP identifies a violated inequality (10) .
In Section 5, we summarize our computational experiments on using the linear program in Proposition 7 to solve the separation problem for inequalities (10) . Although Proposition 7 gives a polynomial-time separation algorithm for inequalities (10) , it is preferable to have a combinatorial algorithm to solve the separation problem in practice. Pochet and Wolsey [8] give a separation heuristic for the special case of inequalities (10) where u t = 1 for t ∈ S. Here, we give an exact algorithm for this special case. Proof. The inequalities (10) with u t = 1 for all t ∈ S can be rewritten as
For a given point (y, x, s, r), we find sets S ⊆ [1, n] and L, R ⊆ [0, n] such that the left-hand side of (53) is maximized. We formulate this problem as a longest-path problem on a directed acyclic (layered) network.
Consider a directed graph G = (V, A) with a source vertex 0 ∈ V and a sink vertex (n+1
where we let i be the largest period smaller than t that is included in L and j be the smallest period greater than or equal to t that is included in R. We let 0 ∈ L and n ∈ R.
There is an arc (0, (0, j,
, W ∈ {S,S}, Z ∈ {L,L} so that if the path includes this arc, then j ∈ R, 1 ∈ W ∪ Z. Also, let ((i, n, n W , nL), (n + 1)) ∈ A for i ∈ [0, n − 1] and W ∈ {S,S} so that if the longest path includes this arc, then n ∈ W . For 0 ≤ i < t < p ≤ n, j ∈ {t, p}, U, W ∈ {S,S} and Z ∈ {L,L}, the arc ((i, j, t U , t L ), (t, p, (t + 1) W , (t + 1) Z )) is in A and if the longest path includes this arc, then t ∈ L, p ∈ R and (t + 1) ∈ W ∪ Z. Also, for 0 ≤ i < t < p ≤ n, j ∈ {t, p}, U, W ∈ {S,S} and Z ∈ {L,L}, the arc ((i, j, t U , tL), (i, p, (t + 1) W , (t + 1) Z )) is in A; if the longest path includes this arc, then t ∈L, p ∈ R and (t + 1) ∈ W ∪ Z. Figure  5 depicts G for n = 3.
Next, we assign length to the arcs in A. For each j ∈ [1, n] , let the length of the arc (0, (0, j,
Also let the length of the arcs ((i, n, n W , n Z ), (n + 1)) ∈ A for i ∈ [0, n − 1] and W ∈ {S,S} and Z ∈ {L,L} be zero. For 0 ≤ i < t < p ≤ n, j ∈ {t, p}, and U, W ∈ {S,S}, let the length of the arc a = (
Finally, for 0 ≤ i < t < p ≤ n, j ∈ {t, p} and U, W ∈ {S,S}, the arc a = ((i, j, t U , tL), (i, p, (t + 1) W , (t + 1) Z )) for Z ∈ {L,L} has length
We solve the longest path problem on this directed acyclic graph using Dijkstra's algorithm. There exists a violated inequality (10) if and only if the longest path is strictly positive. Observe that G has O(n 3 ) vertices and O(n 4 ) arcs. Because we solve a longest path problem on a directed acyclic graph, the overall running time of the separation algorithm for inequality (53) is O(n 4 ).
For example, in Figure 5 , the dashed path corresponds to the inequality
and the dotted path corresponds to the inequality
Furthermore, separation for inequalities (10) 
Finally, for given S the separation problem for inequalities (10) with γ t , β t ∈ {0, 1}, t ∈ [0, n] in which u t = q t for all t ∈ S can be solved by finding a minimum cost negative cycle in a digraph, which is polynomial [2] . Let H = (V, A) be a complete directed graph with V = {0, . . . , n}. The arcs (k, t) ∈ A with k < t have cost
If the minimum cost negative elementary directed cycle, C, contains the arc (k, t) for k < t, then let t ∈ R and if C contains the arc (k, t) for k > t, then let t ∈ L. Finally, for each t ∈ S, u t is the cardinality of the cut across (t − 1, t). This is a generalization of the separation algorithm in [10] given for inequalities (13).
Computations
To test the effectiveness of the inequalities described in Section 2 in solving ULSB in practice, we implement a branch-and-cut algorithm that incorporates inequalities (10) . All computations are done on a 2 GHz Pentium 4/Linux workstation with 1 GB main memory.
The data used in the experiments has the following properties: Demands are generated from discrete uniform distribution between 0 and 30. Production costs are generated from discrete uniform distribution between 1 and 10. Let f be the ratio of production fixed cost to variable inventory cost and c be the upper bound on the holding costs. To test the performance of our branch-and-cut algorithm for varying cost parameters, we let c ∈ {5, 10, 20, 50} and f ∈ {500, 1000, 2000, 5000} and generate five random instances for each combination.
A summary of these experiments is reported in Tables 1 and 2 . In the third column of the tables we report the average integrality gap, which is 100 × (zub − zinit)/zub, where zinit is the objective value of the initial LP relaxation and zub is the objective value of the best integer solution.
In the fourth column we compare the average percentage improvement of the integrality gap at the root node (% gapimp), which is 100 × (zroot − zinit)/(zub − zinit), where zroot is the objective value of the LP at the root node after the cuts are added. Columns cuts and nodes compare the average number of cuts added, and the average number of branch-and-cut nodes explored, respectively.
The first set of experiments summarized in Table 1 is on solving ULSB with linear programming based exact separation for inequalities (10) given in Proposition 7. Our goal in these experiments is to test the maximum coefficients of the production, inventory and backlogging variables in inequalities (10) . For these instances, we let holding costs be discrete uniform random variables between −c and c and the backorder costs to be discrete uniform random variables between −2c and 2c with the restriction that g t + h t ≥ 0. We use negative costs for this set of experiments because we would like to test whether our inequalities are sufficient to solve ULSB as a linear program under general costs. Note that without loss of generality, we can assume that the production costs are nonnegative. The problem instances are solved with the MIP solver of CPLEX 1 Version 9.0. CPLEX cuts are disabled in the experiments with the branch-and-cut algorithm using inequalities (10) (denoted by LSB) to underline the impact of the inequalities discussed in this paper. However, in order to see how CPLEX cuts would perform we also solve the same instances with the default settings of CPLEX (Def) without adding any user cuts. We note that as the separation LP's are large, the exact separation is slow in practice. We are able to solve problem instances with n = 50. Therefore, for these runs we do not report the solution times.
We note that our inequalities are enough to solve ULSB as a linear program, so we do not report the percentage gap improvement of 100% and the number of branch-and-bound nodes which is zero for all instances. Also, in the last column of Table 1 , denoted by u max , β max and γ max , we report the maximum coefficients of the production, inventory and backlogging variables in inequalities (10), respectively. We observe that in all problems instances, there exist violated facets where one or more of the continuous variables have a coefficient that is greater than one.
In the second set of experiments, we test the effectiveness of our inequalities in solving larger problem instances. We use similar data as before, except, we let all holding costs be discrete uniform random variables be- (a) Inequalities with general integer coefficients on some of production, inventory and backlogging variables are necessary. Earlier work considers general integer coefficients only on a restricted choice of the production variables.
(b) The incorporation of inequalities (10) with the proposed separation heuristic improves the performance of the branch-and-cut algorithm significantly, in most instances.
Concluding Remarks
In this paper, we give a class of facets for ULSB that subsumes previously known classes of inequalities. We show that adding the proposed facets to the formulation gives an explicit description of the convex hull of solutions to ULSB in its natural space. In addition, we give the first polynomial-time combinatorial separation algorithm for the special case of our inequalities that are equivalent to those in [8] .
