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ABSTRACT
Traditional excursion set based models of Hii bubble growth during the epoch
of reionization are known to violate photon number conservation, in the sense
that the mass fraction in ionized bubbles in these models does not equal the
ratio of the number of ionizing photons produced by sources and the number of
hydrogen atoms in the intergalactic medium. E.g., for a Planck13 cosmology with
electron scattering optical depth τ ' 0.066, the discrepancy is ∼ 15 per cent for
xHii = 0.1 and ∼ 5 per cent for xHii = 0.5. We demonstrate that this problem
arises from a fundamental conceptual shortcoming of the excursion set approach
(already recognised in the literature on this formalism) which only tracks average
mass fractions instead of the exact, stochastic source counts. With this insight, we
build an approximately photon number conserving Monte Carlo model of bubble
growth based on partitioning regions of dark matter into halos. Our model, which is
formally valid for white noise initial conditions (ICs), shows dramatic improvements
in photon number conservation, as well as substantial differences in the bubble size
distribution, as compared to traditional models. We explore the trends obtained on
applying our algorithm to more realistic ICs, finding that these improvements are
robust to changes in the ICs. Since currently popular semi-numerical schemes of
bubble growth also violate photon number conservation, we argue that it will be
worthwhile to pursue new, explicitly photon number conserving approaches. Along
the way, we clarify some misconceptions regarding this problem that have appeared
in the literature.
Key words: dark ages, reionization, first stars – intergalactic medium – cosmology:
theory – large-scale structure of Universe
1 INTRODUCTION
The 21cm signal arising from cosmological neutral hydro-
gen (Hi) during the epoch of reionization (6 . z . 15)
is of great importance for next generation astrophysical
and cosmological studies, primarily due to its close connec-
tion with the formation of the first stars (for reviews, see
Furlanetto et al. 2006b; Morales & Wyithe 2010; Pritchard
& Loeb 2012). Detecting this signal – which is expected
to be buried under astrophysical foregrounds that are or-
ders of magnitude stronger – would herald a new phase
in our understanding of the high redshift Universe. This
? E-mail: aseem@iucaa.in
† E-mail: tirth@ncra.tifr.res.in
‡ E-mail: hamsa.padmanabhan@phys.ethz.ch
signal is being targeted by various current (GMRT1, PA-
PER2, LOFAR3, MWA4) and more sensitive upcoming
instruments (SKA5, HERA6) by measuring the fluctua-
tions in the Hi density. This huge observational effort is
being complemented by remarkable progress in making ac-
curate and robust theoretical predictions of the observable
signal; building this theoretical understanding is essential
due to the expected weakness of the signal and its rich
potential in constraining both astrophysics and cosmology
in the high redshift Universe.
1 http://gmrt.ncra.tifr.res.in/
2 http://eor.berkeley.edu/
3 http://www.lofar.org/
4 http://www.mwatelescope.org/
5 https://www.skatelescope.org/
6 http://reionization.org/
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In standard scenarios where galaxies are the dominant
sources of ionizing photons, reionization proceeds through
the growth and overlap of ionized “bubbles” around galax-
ies. The distribution of these bubbles will lead to fluctu-
ations in the Hi density field, which essentially forms the
cosmological signal of interest to the telescopes. Hence, un-
derstanding the distribution of these ionized bubbles forms
the first step in modelling the observable signal. It turns out
that modelling these bubbles is not straightforward mainly
due to uncertainties in various complex physical processes
at high redshifts. The most rigorous way of accounting for
all the complexities is possibly through numerical simula-
tions which include detailed radiative transfer calculations
(Gnedin 2000; Ciardi et al. 2003; Maselli et al. 2003; Iliev
et al. 2006b,a; Mellema et al. 2006; McQuinn et al. 2007;
Shin et al. 2008; Trac et al. 2008; Kaurov & Gnedin 2015).
Unfortunately, the dynamic range required in these simu-
lations to probe the relevant processes is still beyond the
computing power available at present. In addition, since
these simulations are often very resource intensive, they
are not very suitable for probing the range of uncertain
parameters. It is thus useful to complement them with
analytical models which are fast and can give reasonably
accurate results with minimum number of approximations.
A fast and convenient method for modelling the dis-
tribution of bubbles is to use a formalism based on the
excursion set approach (Bond et al. 1991), as was pioneered
by Furlanetto, Zaldarriaga, & Hernquist (2004, hereafter,
FZH04). The algorithm is based on counting the number of
ionizing photons produced by sources in a region and com-
paring with the number of hydrogen atoms. The condition
for the region to be ionized is that the number of ioniz-
ing photons in it exceeds the number of hydrogen atoms
(adjusted for the number of recombinations, assuming it
to be uniform in the medium). This method can naturally
account for the overlap of ionized regions by finding the
largest region for which the ionization condition is satisfied.
The outputs of the algorithm include the size distribution
of unique, non-overlapping ionized bubbles as well as the
integral of this distribution, which is the mass fraction
contained in such bubbles.
This excursion set based algorithm of FZH04 (which
we discuss in detail below) subsequently formed the ba-
sis for a wide range of semi-numerical models (Mesinger
& Furlanetto 2007; Santos et al. 2008; Zahn et al. 2007;
Choudhury et al. 2009; Mesinger et al. 2011; Lin et al.
2015) for ionized bubbles, many of which have been found
to give a good match with radiative transfer simulations
(Majumdar et al. 2014). However, a closer inspection of
the formalism shows that it violates the conservation of
the number of photons, in the sense that the mass fraction
in ionized bubbles as returned by the algorithm does not
equal the ratio of the number of ionizing photons produced
by all the sources (compensated for recombinations in the
medium) and the number of hydrogen atoms in the inter-
galactic medium, implying that photons are apparently
being either gained or lost in the process7. Although this
7 As we will discuss below, in the FZH04 model the mass in
ionized bubbles is always less than the ratio of ionizing photons
to hydrogen atoms, thus implying loss in the number of photons.
feature of the algorithm has been noticed earlier in the
literature (see, e.g., Zahn et al. 2007), we argue below that
no satisfactory solution has been proposed to date.
The main aim of this work is to critically examine
the origin of the non-conservation and subsequently de-
velop a model which is free from this drawback. As we
will demonstrate, it is indeed possible to construct a rigor-
ous photon-conserving theoretical model, at least for the
restricted case where the initial conditions (ICs) for the
density fluctuations have a white noise power spectrum.
Although these ICs are not realistic, the analysis is nev-
ertheless important because it provides a clear direction
towards understanding the origin of the non-conservation in
excursion set models of Hii bubbles. Along the way we will
also clarify certain misconceptions in the literature regard-
ing the origin and nature of this shortcoming of standard
excursion set models, and show that the non-conservation
extends to excursion-set based semi-numerical schemes as
well, making this an important problem to tackle.
The plan of the paper is as follows. In section 2 we
first argue that any traditional excursion set model of
bubble size distributions will not conserve photon number
in general, and then demonstrate this explicitly for the
FZH04 model. In section 3, we use the insights gained
by this exercise to construct a bubble model which does
conserve photon number if the ICs have a white noise power
spectrum, and discuss generalisations of this model to more
realistic initial power spectra. We conclude in section 4
with a brief discussion of future directions. The Appendices
provide technical details of some of the results used in
the main text. For several comparisons we will use a flat
Λ-cold dark matter (ΛCDM) cosmology with parameters
Ωm = 0.315, Ωb = 0.0487, h = 0.673, σ8 = 0.83 and
ns = 0.96; we will refer to this as the ‘Planck13’ cosmology
(Planck Collaboration et al. 2014).
2 CRITIQUE OF EXCURSION SET MODELS
OF HII BUBBLE GROWTH
The starting point in excursion set models of the growth of
Hii bubbles (FZH04) is to define an Hii bubble as a region
that has just enough sources of ionizing photons to be
completely ionized. Ionizing sources are assumed to reside
in all dark matter halos more massive than a threshold
mass mmin, and a source in a halo of mass m is assumed
to ionize an Hi mass ζm, where ζ is the number of ionizing
photons per baryon multiplied by the baryonic fraction8.
For simplicity, in the following we will assume ζ to be
constant, although all our results can be easily generalised
to a mass- and/or time-dependent ζ. An Hii bubble is then
a region of mass Mb which satisfies the condition that it is
the largest region for which Mb =
∑
h ζmh where the sum
runs over all sources inside this region, with halo masses
mh. In other words, a region of mass Mb is a bubble if the
mass fraction in sources in this region equals 1/ζ and the
8 The parameter ζ, in principle, includes the effect of recombi-
nations in the IGM provided the number of recombinations is
uniform. We ignore effects of non-uniform recombinations and
self-shielding in high density regions.
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region is not embedded in any larger region satisfying this
condition.
The excursion set framework provides a natural for-
mal setting for calculating the mass distribution of such
regions. This is because it is possible in this framework
to calculate the average mass fraction f(m|δ0,M0) in ha-
los (i.e., sources) of mass m in regions of fixed mass M0
and overdensity δ0, integrating which leads to the aver-
age mass fraction in all sources f(> mmin|δ0,M0). FZH04
advocated using this quantity to determine the bubble
mass distribution by calculating the distribution of masses
M0 = Mb at which the collapse fraction first crosses the
“barrier” 1/ζ as the mass M0 is decreased from large val-
ues. Since δ0 is a stochastic function of M0 for a given set
of ICs, this problem is very similar to the one solved by
Bond et al. (1991) in determining f(m|δ0,M0) (there, the
barrier was the critical density for spherical collapse δc).
Most analytical and semi-numerical schemes for determin-
ing the bubble distribution (Mesinger & Furlanetto 2007;
Santos et al. 2008; Zahn et al. 2007; Choudhury et al. 2009;
Mesinger et al. 2011; Paranjape & Choudhury 2014; Lin
et al. 2015) are based on variations of this basic framework,
with differences largely in the way the average collapse frac-
tion f(> mmin|δ0,M0) and the subsequent first crossing
distribution are computed.
One discrepancy when invoking the excursion set
framework above to identify bubbles is that the calculation
begins with the average collapse fraction f(> mmin|δ0,M0),
so that all the stochasticity in the problem derives from
the sequence of random variables δ0(M0). Clearly, how-
ever, the collapse fraction
∑
hmh/M0 in a given region
of fixed (δ0,M0) is itself a stochastic quantity, since, e.g.,
the number of sources in a given region is stochastic. This
additional stochasticity, which is ignored in most excur-
sion set models of Hii bubbles, would not be particularly
problematic if it were uncorrelated with the stochasticity
in δ0. E.g., Furlanetto et al. (2006a) discuss how one can
account for a stochastic collapse fraction deriving from
Poisson distributed source number counts. In reality, how-
ever, the stochasticity of source number counts is neither
Poisson nor uncorrelated with the large scale overdensity
(Sheth & Lemson 1999a,b). As we discuss below, this can
have dramatic consequences for the bubble distribution
predicted in excursion set models.
2.1 Photon number conservation: A diagnostic
of the validity of bubble models
A straightforward diagnostic of the relative importance of
the correlation between source number counts and large
scale overdensity is the extent to which mass (equivalently,
ionizing photon number) is not conserved in any model of
Hii bubbles. To start with, we provide a simple proof that
any model with perfect knowledge of the distribution of
individual sources across bubbles must conserve mass. We
will do this by calculating the total ionized mass fraction in
the universe in two different ways and obtaining the same
answer. Later, we show that excursion set models that
ignore the stochasticity of number counts do not conserve
mass in general.
Consider a box containing total mass Mbox. The box
contains Nsrc sources with masses mh, h = 1, 2, .., Nsrc
which are partitioned among Nbub bubbles with ionized
masses Mb, b = 1, 2, .., Nbub. The source mass fraction in
the box is fsrc =
∑Nsrc
h=1 mh/Mbox. Since each source mh
ionizes a mass ζmh, the ionized mass fraction in the box is
fion =
Nsrc∑
h=1
ζmh
Mbox
= ζfsrc . (1)
Our basic assumption is that the sources are partitioned
into bubbles, so that each source (labelled by h) sources a
unique bubble (labelled by b = bh), while a given bubble b
can be sourced by multiple sources {hb}. Figure 1 illustrates
the situation. We can therefore rewrite the ionized fraction
as follows:
fion =
Nsrc∑
h=1
ζmh
Mbh
Mbh
Mbox
=
Nsrc∑
h=1
Nbub∑
b=1
ζmh
Mb
δb,bh
Mb
Mbox
=
Nbub∑
b=1
Mb
Mbox
{
Nsrc∑
h=1
ζmh
Mb
δb,bh
}
=
Nbub∑
b=1
Mb
Mbox
∑
hb
ζmhb
Mb

=
Nbub∑
b=1
Mb
Mbox
= QLag . (2)
In the first line we simply multiplied and divided by the
ionized mass of the unique bubble sourced by each source
h. In the second line we introduced a sum over all bubbles,
with a Kronecker delta to select the appropriate bubble for
each source. In the third line we exchanged the order of
the two summations, and in the fourth line we used the
Kronecker delta to convert the sum over all sources into a
sum over the sources of the bubble b. The quantity in braces
is unity because of mass (or photon number) conservation:
the numerator summed over hb gives the total ionized mass
inside the bubble, which is equal to the bubble mass Mb
by definition. The last equality gives the definition of the
quantity QLag, the Lagrangian ionized mass fraction, as a
summation (or integral) over all bubbles of the ionized mass
fraction in bubbles; this is a standard output of excursion
set models of bubble mass distributions.
This demonstrates the (rather obvious) result that
in a model where each source of mass m ionizes a mass
ζm, and we have perfect knowledge of the partition of
sources into bubbles, we must have ζfsrc = QLag. The
reason for the detailed calculation was to highlight the role
of the knowledge of the partition, which appears as the list
{bh}Nsrch=1 giving the unique bubbles sourced by each source
h. (Notice that this list will have repetitions.)
Now consider a traditional excursion set model (e.g.,
as proposed by FZH04) which uses the average source mass
fraction in regions of fixed mass M0 and overdensity δ0
to define an Hii bubble as the largest region satisfying
ζf(> mmin|δ0,M0) > 1. In detail, this model tracks the
fluctuations in f(> mmin|δ0,M0) (due to fluctuations in
c© 0000 RAS, MNRAS 000, 1–12
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Figure 1. Illustration of a partition of sources (yellow circles)
into ionized bubbles (light shaded regions). The six sources
labelled by h are distributed among three bubbles labelled by
b, with b = 1 and b = 3 sourced by a single source each while
b = 2 contains four sources. In this case we have b1 = 1, b2 =
b3 = b4 = b5 = 2 and b6 = 3, where bh is the label of the unique
bubble sourced by the source h.
δ0) as M0 is decreased from large values. A key short-
coming of this approach is that the number of sources
in any given region is implicitly set equal to the aver-
age number at fixed δ0 and M0: Nsrc = 〈Nsrc|δ0,M0 〉 =∫M0
mmin
dm (M0/m) f(m|δ0,M0). This number can fluctuate
up and down depending on the behaviour of δ0, and is
therefore not guaranteed to be monotonically decreasing as
M0 decreases. (That Nsrc must be non-increasing as M0
decreases is obvious if one considers sitting at the center
of the box in the previous calculation and putting down
concentric spheres of decreasing radius.) In other words,
the fluctuations of source number counts in this model are
allowed to violate number (and hence mass and photon
number) conservation. It is easy to see that this is a direct
consequence of ignoring the partitioning information which
we used in the calculation above.
This shows that traditional excursion set models,
when used to calculate bubble distributions, will violate
mass/photon number conservation in general. This short-
coming of the excursion set approach has been known for
a considerably long time (Sheth & Lemson 1999a,b); the
fact that excursion set models have nevertheless been very
successful in modelling halo abundances and clustering is
largely because this violation of mass conservation does
not show up when considering average quantities, but only
when dealing with (source number) fluctuations. As such,
the construction of halo merger histories can be quite sensi-
tive to this issue; Sheth & Lemson addressed precisely this
problem in their papers and showed how one might modify
the excursion set framework to account for mass/number
conservation when modelling merger trees. As we have seen,
the problem of defining Hii bubbles is another prime exam-
ple requiring knowledge of fluctuating numbers of objects,
and we will show below that the techniques employed by
Sheth & Lemson are also useful in this setting.
Before we do so, it is worth exploring the FZH04 model
to determine the extent to which it violates photon number
conservation. We emphasize, however, that the qualitative
nature of these results is generic and also applies to all
other excursion set based bubble distributions to date.
2.2 ζfsrc Versus QLag in the FZH04 model
The FZH04 model builds on the sharp-k filtered excursion
set model of Bond et al. (1991) and starts by setting the
average conditional source mass fraction to
f(> mmin|δ0,M0) = erfc
(
δc(z)− δ0√
2(smin − S0)
)
, (3)
where δc(z) is the critical linear density for spherical col-
lapse at redshift z, linearly extrapolated to present day,
and we defined smin = σ
2(mmin) and S0 = σ
2(M0), with
σ2(m) =
〈
δ(m)2
〉
being the variance of the initial matter
density fluctuations smoothed on scale r ∝ m1/3 and lin-
early extrapolated to present day. The ionized fraction of
the universe follows from setting δ0, S0 → 0 and multiplying
by ζ,
ζfsrc = ζ erfc
(
δc(z)/
√
2smin
)
. (4)
Since the conditional mass fraction (3) is a monotonic
function of δ0, the condition ζf(> mmin|δ0,M0) > 1 is
equivalent to δ0 > BHii(M0; z) where
BHii(M0; z) ≡ δc(z)−
√
2K(ζ)
√
smin − S0 , (5)
with K(ζ) = erfc−1 (1/ζ). The problem is now identical to
the first-crossing problem for random walks in the smoothed
matter density that Bond et al. (1991) solved for the halo
mass function, except that the “barrier” which must be
crossed is given by the function BHii(M0; z) rather than
δc(z). The resulting first-crossing distribution fHii(M0)dM0
then gives the ionized mass fraction in bubbles of mass M0,
and integrating this gives us QLag,
QLag =
∫ ∞
ζmmin
dM0 fHii(M0) , (6)
where the lower limit of the integral follows from the re-
quirement that the smallest source mass is mmin, so that
the smallest bubble can have mass ζmmin.
Although the use of a filter that is sharp in Fourier
space considerably simplifies the problem (because one now
deals with random walks with uncorrelated steps), there is
unfortunately no analytical solution for the first crossing
of the barrier (5). FZH04 therefore advocated using an
approximation to the barrier which is linear in S0,
BHii,lin(M0; z) ≡ B0 +B1 S0 , (7)
B0 = δc(z)−K(ζ)
√
2smin ,
B1 = K(ζ)/
√
2smin , (8)
for which there is an analytical solution due to Sheth (1998).
As pointed out by Paranjape & Choudhury (2014, see their
equation 12), the resulting expression for QLag is different
than equation (4). Figure 2 shows the ratio ζfsrc/QLag
for this linear barrier approximation as a function of ζ
for several redshifts, and we see that the ratio can be
substantially larger than unity at high redshifts for large ζ.
One might argue (Furlanetto et al. 2004; Zahn et al.
2007) that this is either a consequence of the linear barrier
approximation or simply due to using unrealistic values
c© 0000 RAS, MNRAS 000, 1–12
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Figure 2. Ratio of ζfsrc (equation 4) and QLag in the linear
barrier approximation of FZH04 (equation 12 of Paranjape &
Choudhury 2014) for multiple redshifts and choices of mmin, as a
function of ζ. The curves labelled “std” use the standard choice
where mmin is the mass associated with virial temperature 10
4K.
of ζ and redshift, and that the situation might improve
if we had the exact solution to the FZH04 first crossing
problem using a realistic reionization history. Our previous
arguments suggest otherwise, and Figure 3 explicitly shows
that ζfsrc 6= QLag even when QLag is calculated using a
full numerical solution of the first crossing problem of the
barrier (5) by sharp-k filtered walks9. The Figure shows
ζfsrc and QLag as a function of redshift, as predicted by the
Monte Carlo solution of the FZH04 model when using cold
dark matter (CDM) ICs with a Planck13 cosmology to de-
termine the σ2(m) relation. We set mmin = 10
8h−1M and
demand that the model yield a value of electron scattering
optical depth τel = 0.066, consistent with recent Planck
constraints (Planck Collaboration et al. 2014); this gives
us the value ζ = 17 used in the Figure. The vertical dotted
line indicates the redshift at which ζfsrc = 0.1, and the
bottom panel shows that ζfsrc and QLag are discrepant at
& 15 per cent even at this late stage in a realistic setting.
Purely from the model-building perspective, it is then
useful to study this behaviour as a function of the model
parameters, regardless of how realistic their values might
be. Similar to Figure 2, Figure 4 explores the behaviour of
the full numerical solution as a function of ζ. The left panel
shows the ratio ζfsrc/QLag for Planck13 ΛCDM ICs, for
three values of redshift chosen such that the central value
z = 8.6 corresponds to 50% ionization for the realistic value
ζ = 17 (see Figure 3). The top axis shows the value of ζfsrc
at z = 8.6 for the other values of ζ. We have checked that
all parameter combinations shown in our plots correspond
to ζfsrc < 1.
The right panel shows the same ratio using white
9 See Bond et al. (1991) for a description of the algorithm used
to determine the first crossing distribution numerically.
Figure 3. ζfsrc (equation 4) and QLag as a function of redshift
using the full Monte Carlo solution for the first crossing of the
barrier (5), calculated using 106 sharp-k walks with Planck13
initial conditions and setting mmin = 10
8h−1M. For these
settings, our choice of constant ζ = 17 leads to an electron
optical depth τel = 0.066, consistent with the recent constraint
from Planck Collaboration et al. (2014). The top panel shows the
ζfsrc andQLag separately, while the bottom panel shows the ratio
ζfsrc/QLag. The vertical dotted line marks the redshift where
ζfsrc = 0.1; we see in the bottom panel that the discrepancy
between ζfsrc and QLag is & 15 per cent even at this late stage.
noise ICs (P (k) = constant). We normalize the white noise
power spectrum so as to match the CDM value of smin
at mmin = 10
8h−1M. Since fsrc depends on the power
spectrum only though the value of smin (see equation 4),
the ionization history ζfsrc(z) is identical for corresponding
values of ζ across the two panels. We see that white noise
ICs lead to a severe disagreement between ζfsrc and QLag;
this will be important below.
We also see that we always have QLag < ζfsrc for the
full FZH04 solution. In fact, one can go further and prove
the following curious result: if the barrier (5) is artificially
(and unphysically) extended below M0 = ζmmin all the
way to M0 = mmin, then the resulting QLag exactly equals
ζfsrc (see Appendix A). Purely on algebraic grounds, then,
we see that the physically correct QLag, which only gets
contributions from M0 > ζmmin, must be smaller than
ζfsrc. There are two limits in which QLag approaches ζfsrc,
however. The first is when ζ → 1, where ζmmin → mmin
and the argument above applies. The second is at large ζ
where both ζfsrc and QLag approach unity. Figure 4 shows
how these limits are approached in various cases, with a
maximum value for the ratio in between.
At this point, it is worth asking whether such a vi-
c© 0000 RAS, MNRAS 000, 1–12
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Figure 4. Ratio of ζfsrc (equation 4) and QLag using the full Monte Carlo solution for the first crossing of the barrier (5), calculated
using 106 sharp-k walks for multiple redshifts as a function of ζ, setting mmin = 10
8h−1M. (Left panel): ΛCDM initial conditions
assuming a Planck13 cosmology. The top axis indicates the value of ζfsrc at z = 8.6, at which time the ‘realistic’ model in Figure 3
reaches ζfsrc = 0.5 (shown as the vertical blue dotted line). (Right panel): Initial conditions assume a white noise power spectrum
normalised so as to match the Planck13 value of smin for mmin = 10
8h−1M, leading to identical ionization histories ζfsrc(z) at the
same value of ζ across the two panels. Notice the difference in scale on the vertical axis between the two panels.
olation of photon number conservation exists also in the
excursion set based semi-numerical simulations of ionized
bubbles. It turns out that it does, though the reasons may
not be same as those for the analytical approaches. (As al-
ready discussed by Paranjape & Choudhury 2014, currently
popular semi-numerical schemes are substantially different
than analytical approaches in their implementation and
assumptions.) We discuss the semi-numerical simulations
in Appendix B, keeping the main focus of the paper solely
on analytical models.
3 A PHOTON NUMBER CONSERVING
MODEL OF IONIZED BUBBLES
To solve the problem of mass or photon number conser-
vation, we need a model that explicitly counts individual
sources in a region, not just their overall mass fraction.
This would be possible if we could partition a given region
of total mass M0 and overdensity δ0 into halos. Sheth &
Lemson (1999b) describe an algorithm that does exactly
this, provided the ICs are generated from a white noise
power spectrum. White noise ICs ensure that disjoint re-
gions are statistically independent, with σ2 ∝ 1/V ∝ 1/M ;
this allows the construction of self-consistent, mass conserv-
ing partitions. This statistical independence is lost when
using realistic CDM ICs; nevertheless, the same partition
algorithm can be used at the cost of reduced accuracy in
reproducing mean mass fractions.
We describe the Sheth-Lemson (henceforth SL99) par-
tition algorithm in Appendix C. In this section, we assume
that this algorithm is at hand and allows us to generate
a list of source masses {mh}, h = 1, 2, . . . , Nsrc for any
region of mass M0 and overdensity δ0, where the individual
masses mh as well as the total number of sources Nsrc are
generated stochastically. We now show how this algorithm
can be used as a workhorse in a Monte Carlo approach to
count ionized bubbles while conserving photon number.
Our basic strategy is to first populate a very large
region (a proxy for “the whole universe”) with sources,
starting from a small sphere at the center (which we take
to enclose a mass ζmmin, the smallest expected bubble
size) and proceeding outwards in concentric shells. Since
the innermost sphere and the concentric shells form a
set of disjoint regions, the SL99 algorithm can be used
independently in each of them. The resulting sources are
tagged not only by their masses but also by the shell that
they occupy. The algorithm requires the total mass and
overdensity of each shell as an input. We generate these
self-consistently in two steps:
(i) We first generate a random walk in spherical overden-
sity {δj , Vj} where Vj is the volume of the jth concentric
sphere (not shell) counting from inside out, and δj is its
overdensity in the ICs. This can be done using standard
techniques for a chosen filter and power spectrum (Bond
et al. 1991; Musso & Paranjape 2012). We use a spherical
TopHat filter and either white noise or power law ICs.
(ii) Knowing the volume and overdensity of this se-
ries of spheres allows us to calculate the overdensity and
mass of the corresponding shells {∆δj ,∆Mj}: we have
∆Mj = Mj −Mj−1 and ∆δj = (Mjδj −Mj−1δj−1)/∆Mj
at leading order in overdensity, with ∆M1 = M1 and
∆δ1 = δ1 corresponding to the innermost sphere which we
treat as the first “shell”.
The sequence {∆δj ,∆Mj} is fed to the SL99 algorithm
which returns a list of source masses {mh,j} in each shell
j, with h = 1, 2, . . . , Nsrc,j. We now proceed outside in and
c© 0000 RAS, MNRAS 000, 1–12
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Figure 5. Size distribution of bubbles using white noise ICs with mmin = 10
8h−1M. (Top row): The predictions for our model at
two redshifts z = 8.6 (red; larger bubble sizes) and z = 10 (blue; smaller bubble sizes) for two values of ζ, 17 (left panel, solid) and
10 (right panel, dashed). The values of ζfsrc and the corresponding values of QLag are given in the labels. Note that ζ = 17 with
mmin = 10
8h−1M corresponds to a realistic ionization history ζfsrc(z) (see Figure 3). (Bottom left panel): Comparison of this work
with FZH04 at z = 8.6 for the same ICs and values of ζ. The red curves (with larger bubble sizes) are repeated from the top row
while the blue solid and dashed curves (somewhat smaller bubble sizes) give the FZH04 results for ζ = 17 and ζ = 10, respectively.
The QLag values in each model are given in the labels, in boldface for ζ = 17 and in italics for ζ = 10. Our model predicts a QLag
which is within ∼ 40% of ζfsrc, while the QLag for FZH04 is a factor 3-5 smaller. (Bottom right panel): Comparison of this work (red)
with FZH04 (blue) at z = 8.6 for fixed values of QLag. The values of ζ for both models have been adjusted to obtain the same QLag,
with the results shown as the solid (smaller QLag) and dashed curves (larger QLag). In all cases, the results of our algorithm are based
on 20, 000 walks while the FZH04 results are based on 106 walks.
calculate the ionized mass fraction
∑
h ζmh/Mj in each
sphere, where the sum runs over all sources enclosed by
the jth sphere (not shell). The size of the largest sphere for
which the ionized fraction exceeds unity is recorded as a
bubble size. If no sphere satisfies this condition, this walk
is declared as having “not crossed” the ionization barrier.
We repeat this procedure many times, building up
the distribution of bubble sizes. It should be clear from
our earlier discussion that the individual bubbles explicitly
conserve photon number. The total ionized fraction QLag
is given by the fraction of simulated walks that crossed the
barrier. We compare the outcome of this algorithm with
the FZH04 result in Figure 5. The top row of the Figure
shows the bubble size distribution of our algorithm for two
different redshifts (colour-coded) and two different values
of ζ (the left and right panels), for the same white noise
ICs used in the right panel of Figure 4. One can see that
the model predicts QLag < ζfsrc, however, the difference
between the two quantities is within . 40%. This should
be compared with the dramatically large discrepancies seen
in the right panel of Figure 4. The fact that we still predict
QLag < ζfsrc with white noise ICs (for which we might
have expected perfect agreement) is almost certainly due
to our adoption of the excursion set ansatz which implicitly
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equates the results of a large number of simulations tracking
a single bubble each (as we do when predicting fion as
QLag) with counting many bubbles in a single box (as
assumed when setting fion = ζfsrc). Fixing this will require
modifications to our algorithm which are beyond the scope
of this paper.
The bottom left panel of Figure 5 compares the bubble
size distribution at a single redshift with the FZH04 calcu-
lation using the same white noise ICs. This shows that the
improvement in the ratio ζfsrc/QLag in our model as com-
pared to FZH04 is achieved, in part, by generating a larger
number of large bubbles. Note that the difference between
the two models can be quite significant for relatively larger
values of the bubble size.
An alternate way of comparing our approach to that
of FZH04 would be to normalize the results to a fixed value
of QLag rather than ζ. We do this by adjusting the value
of ζ until the two models give the same QLag. The results
are shown in the bottom right panel of Figure 5. There
are still considerable differences between the two models10.
Since the two models now have different ζ, the size of
the smallest bubble is also different; our model requires a
smaller ζ to attain the same QLag as FZH04, and hence
tends to produce a larger number of small bubbles.
As mentioned earlier, it is not straightforward to ex-
tend the partitioning algorithm of Sheth & Lemson (1999b)
to ICs other than white noise because the disjoint regions
are no longer statistically independent. However, follow-
ing one of the approaches advocated by Sheth & Lemson
(1999b), we simply assume that the algorithm can be used
directly for other ICs too. The results in this case will differ
from the white noise IC results because the mass variance
σ2(m) depends on the power spectrum. The disadvantage
of this method is that it is no longer certain that the mean
values generated by the algorithm will match the excursion
set values; however, as was shown by Sheth & Lemson
(1999b), the disagreement is not significant at least for
scale free power spectra P (k) ∝ kns . The bubble size distri-
bution for different values of ns is shown
11 in Figure 6, for
z = 10 and ζ = 17. The values of QLag for different ns are
quoted in the same Figure. As before, the power spectra are
normalized so that the variance smin = σ
2(mmin) matches
the corresponding Planck13 ΛCDM value in each case, and
the value of ζfsrc is consequently independent of ns. In
particular, our choice of ζ is the one that leads to a realistic
value of τel as discussed previously.
From the Figure, we can see that as we decrease the
value of ns from zero (which corresponds to the white
10 We have checked, however, that the relative differences be-
tween the two models are rather sensitive to the choice of pa-
rameter values. E.g., for an ‘early reionization’ scenario with
QLag(z = 11) ' 0.5, we find that there is remarkably little
difference in the shapes of the two bubble distributions for large
bubbles, despite the fact that the two models require substan-
tially different values of ζ to achieve this value of QLag. We
leave a fuller exploration of the parameter space to future work.
11 Since computational costs increase for steeper spectra, our
results used progressively fewer walks for decreasing values of
ns; we have checked that at least the values of QLag are well
converged in each case. For the same reason, we do not perform
the analysis with CDM ICs.
Figure 6. Size distribution of bubbles in our algorithm for
scale free power spectra P (k) ∝ kns , with different values of ns,
including ns = 0 which is white noise. The power spectra are
all normalised so as to give the same value of smin at mmin =
108h−1M, which means that they all lead to the same value
of ζfsrc for fixed ζ. In particular, our choice of ζ is the one that
leads to a realistic value of τel as discussed in the text.
noise ICs), the number of relatively large bubbles slowly
increases. This leads to an increase in the value of QLag,
giving a better match with the value of ζfsrc. The ratio
ζfsrc/QLag for our model with ns = 0,−0.5,−1,−1.5 is,
respectively, 1.35, 1.14, 1.03, 0.93. Correspondingly, we have
checked that the FZH04 model with the same settings gives
a ratio ζfsrc/QLag ≈ 36, 10, 4, 2, respectively, showing that
our algorithm leads to a substantial improvement in these
cases as well. Since ns = −1.5 is expected to be close to
CDM ICs over typical scales of interest, the trends above
then indicate that our algorithm would also lead to similar
improvements for CDM ICs. In particular, since the actual
FZH04 ratio for CDM ICs inferred from the left panel of
Figure 4 is much closer to unity (∼ 10 per cent discrepant),
our algorithm should also lead to only a minor discrepancy
for CDM ICs.
4 CONCLUSIONS
In excursion set based models of ionized bubbles (e.g.,
Furlanetto et al. 2004, FZH04) it is expected that the ratio,
ζfsrc, of the number of ionizing photons produced by all
sources (compensated for recombinations in the medium)
and the number of hydrogen atoms should be equal to
QLag, the fraction of mass contained within all ionized
bubbles. It is however seen that QLag 6= ζfsrc in general
(c.f., e.g., FZH04 and Zahn et al. 2007, see also section 2.2
and Appendix B), so that photons are being spuriously lost
or gained in these models (for the FZH04 model they are
always lost). This non-conservation of photon number is
c© 0000 RAS, MNRAS 000, 1–12
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worrisome because it indicates that the models are missing
some key physical or statistical ingredient12.
In this paper we demonstrated that this non-
conservation arises because excursion set models use only
the average mass fraction in a region and do not account for
the exact (stochastically fluctuating) number and masses
of the sources (section 2.1). This insight allowed us to
build a Monte Carlo model of bubble growth that explicitly
counts the number of sources in a region and is therefore
expected to conserve photon number (section 3). Although
this model (based on the partitioning algorithm presented
by Sheth & Lemson 1999b, see Appendix C) is formally
accurate only for white noise initial conditions (ICs), we
showed that its ad hoc extension to scale free power spec-
tra also leads to reasonable results, with QLag becoming
progressively larger for steeper spectra at the same value
of ζfsrc. In all cases, the match between QLag and ζfsrc
using our algorithm is substantially improved as compared
to that using the FZH04 algorithm with the same ICs. In
particular, at fixed ζ our model returns a larger value of
QLag than the FZH04 model, by producing a larger number
of large bubbles. The trends shown by the scale free ICs
indicate that an extension of our algorithm to CDM ICs
(which are more computationally intensive) should also
show only a minor discrepancy between QLag and ζfsrc.
Our algorithm is by no means a complete solution of
the problem, however. For example, our extension to scale
free power spectra is, strictly speaking, inconsistent because
it violates the main requirement of statistical independence
of the regions being considered (which is guaranteed only
for white noise ICs; for further discussion of this point,
see Sheth & Lemson 1999b). Further, as we pointed out
in section 3, we continue to use the excursion set ansatz
which equates the results of a large number of simulations
tracking a single bubble each, with counting many bubbles
in a single box. This is almost certainly why our model
predicts QLag to be slightly smaller than ζfsrc even for
white noise ICs.
Despite these shortcomings, we would argue that our
results present an important step towards building fully
self-consistent models of bubble growth. Although, ideally,
one would like to build a fully analytical model, perhaps in-
cluding improvements such as those based on peaks theory
(Paranjape & Choudhury 2014), our results indicate that
this will be quite challenging and one will have to settle
with at least a Monte Carlo based approach at some stage
of the calculation. Simultaneously, we have seen that cur-
rent semi-numerical schemes of bubble growth also violate
photon number conservation (Appendix B). It therefore
appears that the largest returns would arise from develop-
ing semi-numerical models that explicitly conserve photon
number. We will pursue this line of reasoning in future
work.
12 We argued that previous ‘solutions’ of this problem were
based on erroneous calculations (Appendix A).
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APPENDIX A: ζFSRC AND QLAG FOR THE
FZH MODEL
In the standard excursion set formalism, the variation of
overdensity in a region as a function of the size is formu-
lated in terms of random walks in the (δ, S ≡ σ2) plane.
In particular, the mass fraction in ionizing sources (i.e.,
collapsed haloes with mh > mmin) is given by
fsrc =
∫ smin
0
dS f(δc, S), (A1)
where f(δc, S) dS is the fraction of random walks which
first-cross the halo barrier δc between S and S+dS. We have
omitted the z-dependence of δc for simplicity. Note that
we have not made any assumption regarding the specific
form of the filter which has been used while calculating the
mass variance σ2(m).
In the formalism of FZH04, the bubble barrier BHii(S)
is defined such that the source mass fraction f(> mmin|δ0 =
BHii(S), S) = ζ
−1, and the barrier always satisfies the
condition BHii(S) < δc. The fraction of walks which first-
cross the bubble barrier between S and S+dS is denoted as
fHii(S) dS ≡ f(BHii(S), S) dS. The ionized mass fraction
is given by
QLag =
∫ sζmin
0
dS f(BHii(S), S), (A2)
where sζmin = σ
2(ζmmin).
The bubble barrier is defined only for S < sζmin, which
follows from the fact that the minimum size of an ionized
bubble should be ζmmin. It is instructive, however, to
consider a purely algebraic (and unphysical) extension of
BHii(S) beyond sζmin such that it lies below δc as long as
S < smin. The functional form of the FZH04 barrier (5),
when extended up to S = smin, satisfies this condition. The
first crossing distribution f(BHii(S), S) of this barrier then
also extends to S = smin.
We can then write the mass fraction in sources as
fsrc =
∫ smin
0
dS
∫ S
0
dS1 f(δc, S|BHii(S1), S1)
× f(BHii(S1), S1), (A3)
where f(δc, S|BHii(S1), S1) dS is the fraction of walks which
first cross the halo barrier between S and S + dS having
first crossed the bubble barrier at S1 6 S. Interchanging
the order of integration gives
fsrc =
∫ smin
0
dS1 f(BHii(S1), S1)
×
∫ smin
S1
dS f(δc, S|BHii(S1), S1), (A4)
where care must be taken in determining the limits of the
integrals. The integral over S is f(> mmin|BHii(S1), S1),
the mass fraction in sources in a region of scale S1 which is
the largest region to have attained an overdensity BHii(S1).
According to the definition of the bubble barrier, this is
simply equal to ζ−1. Hence, the above equation reduces to
ζfsrc =
∫ smin
0
dS1 f(BHii(S1), S1), (A5)
which is identical to the expression for QLag except for
the fact that the upper limit of the above integral is smin
instead of sζmin
13. For ζ > 1, we have smin > sζmin, hence
ζfsrc > QLag.
Algebraically, therefore, the Lagrangian ionized mass
fraction will always be less that the quantity ζfsrc in the
standard excursion set formalism for computing the bubble
distribution. The physical reason why these quantities are
unequal in this formalism was discussed in the main text.
The calculation above emphasizes that it is important
to keep track of the limits of various integrations during
the calculation, ignoring which can lead to the erroneous
result that QLag and ζfsrc are represented by the same
integral and are hence equal (see, e.g., Zahn et al. 2007).
We emphasize that our discussion above does not depend on
the choice of filter: any traditional excursion set model such
as that of FZH04 will violate photon number conservation,
regardless of choice of filter.
APPENDIX B: NON-CONSERVATION OF
PHOTONS IN SEMI-NUMERICAL
SIMULATIONS
Almost all excursion set based semi-numerical simulations
of ionized bubbles are based on the formalism of FZH04.
Given that the FZH04 explicitly violates the photon num-
ber conservation (this was already pointed out by FZH04,
and discussed further by Zahn et al. 2007, 2011), it is
worth exploring whether such violation exists in these sim-
ulations too. For definiteness, we shall base our discussions
on the publicly available semi-numerical code 21cmFAST14
(Mesinger et al. 2011), although most of the conclusions
would hold for other such codes as well (e.g., Choudhury
et al. 2009).
We show in Figure B1 the ratio ζfsrc/QLag for a default
run15 of 21cmFAST, with cosmological parameters and
mmin set to the same values as in the left panel of Figure 4.
We also ensured that the quantity QLag is interpreted
to be the mass-averaged ionized fraction (as opposed to
the volume-averaged quantity). One can immediately see
from the plot that 21cmFAST too violates photon number
conservation, and the violation can be as large as 40 per
cent either way. The other point to note is that even though
21cmFAST is based on the FZH04 formalism, the results
obtained from the two do not agree with each other. This
is not surprising because there exist subtle differences in
13 We have also explicitly checked this by comparing the values
of QLag returned by Monte Carlo solutions of the first crossing,
by sharp-k walks, of the barrier (5) extended to S = smin, for
various redshifts and ζ; we indeed find that QLag ≈ ζfsrc to
within statistical errors in all cases.
14 http://homepage.sns.it/mesinger/DexM 21cmFAST.html
15 The default settings use a (400 Mpc)3 comoving box with a
2003 grid, giving a spatial resolution of 2 Mpc comoving, and
use the sharp-k filter to identify ionized regions.
c© 0000 RAS, MNRAS 000, 1–12
Photon Conserving Bubbles 11
Figure B1. Ratio of ζfsrc and QLag as inferred from the output
of the 21cmFAST code, for multiple redshifts as a function of ζ,
assuming ΛCDM initial conditions with a Planck13 cosmology
and mmin = 10
8h−1M.
the approaches, e.g., (i) the FZH04 model computes the
collapsed fraction of ionizing sources using the excursion set
model of Bond et al. (1991), while 21cmFAST scales the
collapsed fraction to match the globally averaged collapsed
fraction as given by the Sheth-Tormen formula (Sheth &
Tormen 1999; Jenkins et al. 2001), and (ii) 21cmFAST,
while identifying ionized cells using spheres of varying
size, flags only the central cell in a spherical region as
ionized, thus essentially disregarding any information on the
particular scale at which the ionization barrier is crossed.
However, unlike FZH04 where we always have QLag <
ζfsrc, the 21cmFAST output gives QLag > ζfsrc for small
values of ζ. This was noted earlier by Zahn et al. (2007)
who, using a toy model, showed that the value of QLag can
be larger or smaller than ζfsrc depending on the distance
between the sources. The discussion in Zahn et al. (2007)
seems to imply that such a discrepancy is mainly due to
the use of top-hat filtering in real space and should not
be present if bubbles are identified using sharp-k filtering.
However, the default implementation of 21cmFAST does
use sharp-k filtering, so this argument does not explain
the results of Figure B1. In fact, while the precise origin
of photon non-conservation in semi-numerical models is
unclear, our analytical results in Appendix A suggest that
this would be independent of the choice of filter.
The non-conservation of photon number is not limited
to 21cmFAST and is seen in other types of semi-numerical
codes too, e.g., codes where the density field and collapsed
haloes are generated using a full N -body simulation (Zahn
et al. 2007; Choudhury et al. 2009). Many of these semi-
numerical calculations have been found to match the results
of full radiative transfer simulations which are expected to
account for the photon numbers self-consistently without
violating any conservation (Zahn et al. 2007; Mesinger et al.
2011; Majumdar et al. 2014), hence one might ask why
the photon non-conservation does not show up in these
comparison studies. The reason for this is that the compar-
isons are usually carried out for a fixed value of the ionized
fraction (either volume or mass weighted). In other words,
the value of ζ in the semi-numerical calculations is adjusted
to obtain the value of ionized fraction as given by the ra-
diative transfer simulations, and the resulting distributions
compared thereafter. Since the morphologies of the ionized
regions obtained from the two methods are quite similar
at a fixed ionized fraction QLag, the non-conservation of
photons which impacts the relation between QLag and ζ
can be calibrated away for the semi-numerical simulations.
It is thus not surprising the issue of non-conservation did
not show up in those studies (see, e.g., the right panel
of Figure 5 in the main text which shows a comparison
between the FZH04 result and our approximately photon-
conserving algorithm). It would be interesting to explore the
reasons for the non-conservation in semi-numerical models
and possibly work out a corresponding photon-conserving
algorithm.
APPENDIX C: THE PARTITION
ALGORITHM OF SL99
In this section we describe the algorithm of SL99 which
allows us to partition a given region of mass M0 and over-
density δ0 into (sub-)haloes. The basic idea of the method
is to start by choosing the mass of the very first halo, then
choose the mass of a second one from the mass (and vol-
ume) that remains in the region and keep continuing the
process until all the mass M0 has been assigned to halos.
In practice, one would stop when the remaining available
mass in the region falls below some chosen threshold. Our
application to creating ionized bubbles gives us a natural
value for this threshold, namely, the minimum source mass
mmin.
We know that the fraction of mass contained within
haloes of mass m within the region under consideration is
given by (Bond et al. 1991)
f(m|δ0,M0)dm = δc − δ0√
2pi(s− S0)3/2
e−(δc−δ0)
2/2(s−S0)ds,
(C1)
where s = σ2(m) and S0 = σ
2(M0). Hence, one should
choose the mass of the halo according to the probability
distribution given by f(m|δ0,M0). This can be done by
drawing a standard Gaussian random deviate ν, setting
s = S0 + (δc − δ0)2/ν2 and then inverting the relation
s = σ2(m).
Assuming the first halo has a mass m1, the mass
remaining in the region is simply M ′ = M0 − m1. The
overdensity δ′ in the remaining volume can be obtained
from the expression
δc − δ′ = δc − δ0
1−m1/M0 (C2)
where we have kept the leading order terms in δ0 and δ
′.
One can then apply the same algorithm on the remain-
ing mass to further partition it, replacing (δ0,M0) with
(δ′,M ′), provided this region is statistically independent of
the mass in the already partitioned region. This condition
c© 0000 RAS, MNRAS 000, 1–12
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is satisfied only when the initial conditions have a white
noise power spectrum. Assuming that is the case, one sim-
ply needs to repeat the algorithm updating the mass and
density of the remaining region. If required, one can also
run the whole partitioning algorithm starting with different
random seeds and construct random realizations of the halo
distribution in the given (δ0,M0) region. The method, by
construction, guarantees that the halo distribution gener-
ated has mean values which are identical to that obtained
by the excursion set formalism.
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