ultiactor simulation is critical to cinematic content creation, disaster and security simulation, and interactive entertainment. A key challenge is providing an appropriate interface for authoring the behavior of the autonomous actors that populate the simulated environment. For example, a user might want to create massive armies in movies, autonomous actors in games, or a panicked crowd in urban simulations. Authoring often bottlenecks a production process, requiring the author to either manually script every detail in an inflexible way or provide a higher-level description that lacks appropriate control to ensure correct or interesting behavior. The challenge is to provide authoring that's intuitive, simple, and automatic yet has enough expressive power to control details.
■ Complexity. Authoring complicated interactions between multiple actors is intractable in current approaches. For example, describing the collaboration of two actors to pickpocket a victim could vary drastically depending on the environment, the victim, or the presence of other actors (such as a police officer).
■ Effort. No clear way exists to direct the story's trajectory without defining behaviors for every participating actor. For example, a user might wish to specify that two vehicles meet with an accident without having to script the series of events before and after the accident.
We've developed a behavior-authoring framework that strikes a happy medium between the flexibility of specification and the automation of generation by letting users work at different abstraction levels. Users can control fine details or simply direct high-level details. The framework generates complicated multiactor interactions without expensive global optimization for all actors in a scenario. Figure 1 presents an overview of our framework. During behavior specification, a domain expert Authoring complicated multiactor interactions in virtual worlds is challenging. This proposed approach employs a multiagent planner to balance control flexibility and automation.
Overview of the Framework
defines the problem domain of the actors in the scenario (domain specification). Next, a director specializes the actors using modifiers, constraints, and behaviors (domain specialization).
During behavior generation, the framework groups actors with dependent goals or constraints enforcing their interaction into a composite domain, forming a set of independent domains. In each domain, a multiactor planner generates a trajectory of actions that satisfies the composite goal while optimizing each actor's objective. Each search's results become part of a global plan, which generates the resulting simulation. Figure 2 shows our definitions for the constructs used in behavior specification: modifiers, constraints, behaviors, and actions.
Behavior Specification

Domain Specification
Domain specification is the lowest abstraction level at which users can author behaviors. It entails defining the state space, the action space, and the costs of executing actions in a scenario. Each actor has a state and can affect the state of itself or others through actions. Different actors in the same scenario might have different domain speci-B ehavior generation in multiactor simulation has received extensive study. 1 Each approach represents different trade-offs between the ease of user specification and the autonomy of behavior generation.
Scripted approaches describe behaviors as predefined sequences of actions in which small changes often require far-reaching modifications of monolithic scripts. 2, 3 Crowd approaches provide interfaces to specify goals for "smart" avatars or to map parameters to personality traits and examine the emergent behaviors in crowds. 4, 5 Smart Events externalize behavior logic to authored events occurring in the environment. 6 Approaches such as Improv 7 and LIVE (Life in Virtual Environment) 8 and commercial systems such as Massive describe behaviors as rules that govern action on the basis of certain conditions. These systems are reactive and typically produce predefined behaviors corresponding to the current situation. They're not designed to generate complicated agent interactions throughout a lengthy simulation. Cognitive approaches use complex models such as decision networks and neural networks to model knowledge and action selection in virtual agents. 9 They're not easy to edit or author, and they're often a result of trial and error.
Domain-independent planners 10 are a promising direction for automated behavior generation. Planning approaches provide automation at the expense of computation. Also, collaboration among agents requires the overhead of a centralized planner or the modeling of agent communication. So, current systems that use planners to generate behavior 11 are restricted to simple problem domains (small state and action spaces) with a small number of actors exhibiting limited interactions.
To our knowledge, no prior approach provides a flexible means of specification with little effort while generating complex interactions between multiple actors. The far-reaching goal is still to give animators the ability to easily orchestrate complicated "stories" between multiple actors that can be easily customized and are portable across scenarios, with minimal user specification.
fications. For example, we can define a traditional actor to simulate a pedestrian and define the environment as an actor that can be used to trigger global events (such as a natural disaster that affects the state of other actors in the scenario).
The state space. We represent an actor's state space using metrics-an actor's physical or abstract properties that are affected by actions. Users can extend metrics by applying operators to existing metrics to provide an intuitive understanding of the simulation's properties. We denote the space of metrics for all actors in the scenario as {mi}.
The action space. The action space is a set of actions an actor can perform in any given state. Actions affect one or more metrics of an actor. An action has three properties: preconditions that determine whether the action is possible in a given state, the action's effect on the state of the actor and target actors, and the cost of executing the action.
Costs. Costs are a numerical measure of executing an action. Different actions can affect different cost metrics by different amounts. Examples of cost metrics include distance and energy. We denote the space of costs as {ci}.
Domain Specialization
Users can reuse actor definitions across different scenarios by specializing actors in a statedependent manner without modifying the original definition. Our intent is that authors will spend most of their time at this abstraction level, where they can specify and generate vastly different, purposeful simulations intuitively, with minimal specification. We provide three ways to specialize actors: effect modifiers, cost modifiers, and constraints. Digital-Content Authoring a burning building). Here, the notion of danger would be a user-specified metric in the actor's state space.
Modifiers
Constraints. Constraints enforce strict requirements on actors; they can prune the choices of an actor in a particular state. For example, constraints can prevent pedestrians from walking on the road or from disobeying traffic signals. Users can also place constraints on the simulation's trajectory to author specific events (for example, two cars must collide), generate complex interactions between actors, and direct high-level stories.
Behavior State Machine Specification
A behavior state defines an actor's current goal and objective function. The goal is a desired state the actor must reach; the objective function is a weighted sum of costs the actor must optimize. We specify the objective function o of an actor by setting the weights {wi} of {ci}:
Users can define multiple behaviors for an actor that depend on its current state.
Behavior Generation
As we mentioned before, behavior generation consists of domain decomposition, planning, and animation and simulation.
Domain Decomposition
The composite state space is the Cartesian product of each actor's state; the composite action space is the union of the actions of each actor in the composite domain. We denote the composite domain as S.
We define a particular problem instance P = (S, s 0 , g, {oi}) by determining the initial state s 0 , composite goal g, and objectives {oi} of each actor in the composite domain. The composite goal g is the logical combination of the goals for all actors in the composite domain. We combine common goals using the ∧ operator, indicating that all actors must satisfy these goals. We combine contradicting goals using the ∨ operator, indicating that any actor must satisfy its goal.
A composite goal can be ■ a single objective for a single actor (for example, getting a hot dog),
■ multiple objectives for a single actor (for example, getting a hot dog and meeting a friend at the park),
■ common objectives for a group of actors (for example, two actors collaborating to lift a heavy load), ■ conflicting objectives between actors (for example, a thief stealing from the victim and the victim protecting his or her money), ■ a combination of common and conflicting objectives (for example, two actors collaborating to corner a third actor), or ■ one or more desired events during the course of the behavior (for example, catching a thief).
The problem definition P = (S, s 0 , g, {oi}) becomes the input for our planner.
The Multiactor Action-Time Planner
During planning, the heuristic search (see Figure 3 ) generates a trajectory of actions for all actors in the composite space that satisfies g while optimizing {oi}. These trajectories provide information regarding each actor's current action and spatial position at a given point in time.
Because the planner works in the composite space of multiple actors, it can generate complicated interactions between actors that are collaborating or competing, without needing global centralized planning across all actors in the scenario. Even though an actor's actions affect only the state space of its composite domain, the planner determines an action's possibility by considering the global state space of all actors in the scenario. This ensures collision-free trajectories between two independent plans. So, we can overlay the action trajectories for actors in different groups to generate a complete simulation.
Our planner builds on traditional planning approaches 1 in three ways. First, it works in the composite space of multiple actors with competitive or collaborative goals. Second, it explicitly takes into account that different actions take various amounts of time and that actors' actions overlap. Finally, it uses an automatically derived heuristic estimate to speed up the search.
Overview. For the current state, our heuristic planner generates a set of possible transitions. Each transition represents the forward simulation of the actions by one time step in the composite space in which actors are simultaneously executing actions. The planner chooses a transition by minimizing the sum of the transition's total cost and the heuristic estimate of reaching the composite goal. It computes a transition's cost such that an action optimizes its own objective function. When the planner reaches a state that satisfies g, it returns the generated plan. Because our system is domain independent (a user may specify any state space and action space), manually defining heuristics for such a domain is cumbersome. Even worse, the goal specification isn't a single state or set of states but a condition that must be satisfied.
The automatic derivation of heuristics 2 scales well for large problem domains. Our design of a heuristic function is fairly straightforward and efficient. We first relax the preconditions on the actions (all actions are deemed possible at any given instant of time) and do a fast greedy search for a trajectory of actions that takes the planner from the current state to the goal. The sum of the cost of all actions is the heuristic h for that particular state s.
The Animation and Simulation Engine
Once we've generated trajectories for the actors, we use a simple steering algorithm to simulate coinshaped agents to accurately follow paths. Then, the animation system animates models of virtual humans and vehicles along the simulated paths. It animates characters by transitioning between walk, run, and stop animations on the basis of the movement speed. It also employs animations to visualize actors' current actions, such as a thief stealing a hotdog.
Behavior Generation
Generation of multiactor behaviors involves seven steps. First, we define the actors, Aci = 〈Si, Ai, Ci, Bi〉, where ■ Si is the state space, ■ Ai is the action space, ■ Ci is the set of constraints and modifiers, and ■ Bi is the set of behaviors for actor i. ■ Combine common goals using ∧, and combine contradicting goals using ∨. As we mentioned before, g is the logical combination of the goals {gi} for all actors in CDj.
■ If there's no active behavior, return. ■ Solve for the sequence of actions p by performing a search, p = Search(S, S 0 , g, {oi}), where S is the search domain and S 0 is the composite start state.
Fourth, we combine the plans for all domains,
Fifth, we execute P. Sixth, we determine all actors' new states. Finally, we repeat the second through sixth steps.
A City Simulation
To demonstrate our framework's effectiveness, we authored a simulation of a car accident on a busy city street. We then observed how the accident affected other actors, such as an old man and his grandson, whose behaviors our framework generated automatically.
Actor Specification
We defined the state space and action space of three types of actors: pedestrians, vehicles, and traffic signals.
Pedestrians. A pedestrian's state comprised its position, orientation, speed, mass, and collision radius. Pedestrians had three abstract metrics: hunger, safety, and money. These metrics were variables-that is, actions modified their values.
The Move action (see Figure 4a) with different metrics (for example, hunger). A pedestrian had a simple behavior to move toward a specified goal position (see Figure 4b ) while minimizing the distance and energy costs.
We populated a city block with pedestrians and vehicles. Actor specializations provided an easy, intuitive way to add variety and purpose to the virtual world.
We randomly generated the goal positions to produce a realistic city simulation with wandering pedestrians. Additionally, the pedestrians monitored the state of a traffic signal, which coordinated the movement of pedestrians and vehicles at an intersection (see Figure 4c) .
Vehicles.
We similarly defined the state and action space of vehicles. They also had a metric damage that increased if they collided with another vehicle. Vehicles were constrained to stay on the roads, give the right-of-way to pedestrians, and obey traffic signals. 
Actor Specialization
We specialized the generic actors as follows.
Firefighters. Firefighters were specialized pedestrians whose common goal was to extinguish any fires that occurred. They had proportionally lower weights for the safety metric-they could move closer to a dangerous situation when performing their jobs. Figure 5b outlines their behavior.
The grandfather. We specialized the grandfather through an effect modifier that reduced his walking speed. Another effect modifier made him follow the grandson.
The grandson. The grandson aimed to escort his grandfather at all times and keep him from danger (car accidents, oncoming traffic, and other pedestrians). We achieved this by introducing a simple script ProtectGrandfatherB, which changed the grandson's objective function to include the grandfather's safety cost metric.
Cautious actors. We authored cautious actors by increasing the cost of actions that might place them in danger (see Figure 5c ).
Daring actors.
We authored daring actors by lowering the cost of actions that might place them in danger (see Figure 5d ). Danger was a user-defined metric associated with each actor in the scenario.
The street vendor. The vendor ran a hot dog stand and ensured that no one stole his money.
The thief. The thief tried to steal money while minimizing the risk of getting caught (see Figure 5e ). The Steal action (see Figure 5f ) let him steal money from the hot dog stand. A cost modifier, RiskCostModifier, assigned a high cost to stealing in the presence of other actors. So, he looked for opportunities to steal when the vendor was distracted.
Reckless vehicles. We modeled reckless vehicles by assigning a high cost to moving at slower speeds and relaxing the constraints of obeying traffic signals and collisions with other vehicles. Figures  5g and 5h define a reckless vehicle's effect and cost modifiers.
Results
We populated a city block with pedestrians and vehicles. Actor specializations provided an easy, We designed the pedestrian's behavior to minimize distance and energy costs.
intuitive way to add variety and purpose to the virtual world. We observed pedestrians walking along sidewalks in the city in a goal-oriented manner (satisfying hunger by getting a hot dog, going to the park to meet a friend, stopping to look at objects of interest, and so on) while obeying constraints and modifications (obeying traffic lights, avoiding collisions, staying off the streets, and so on). For a video of our simulation, see ht t p://doi.ieeecomputersociet y.org/10.1109/ MCG.2011.68.
The accident scenario. To add drama, we introduced constraints on the entire simulation's trajectory.
First, we introduced the constraint AccidentC (see Figure 5i) -that an accident must happen (two vehicles must collide). A simulation generated two reckless vehicles that collided, resulting in a fire that stopped traffic at the intersection. Cautious pedestrians near the accident ran to a safe distance in panic or walked away calmly (depending on their specialization); daring actors approached the accident scene (see Figure 6a) .
The car accident triggered the firefighters' behaviors; they ran to the fires' location and worked together to extinguish them (see Figure 6b) . (This resulted from the planner working in the composite domain.) Upon noticing the accident, the vendor ran to safety (he had a high cost modifier on safety). As soon as the thief noticed that the vendor had left his stand, he slowly approached the stand, stole the money, and ran to safety.
Varying the simulation. We varied the simulation by introducing other specializations or modifying existing ones. In a first take, we defined the objectives of two vendors to minimize the safety cost as well as the cost of being robbed as individuals (see Figure 5j ). When the accident happened, they ran to safety while keeping the stand in sight. As soon as they saw the thief stealing the money, they both chased him. However, the thief had a head start and got away. This is because the planner generated a solution that tried to achieve each vendor's objective independently. So, we observed that in the composite domain of the thief and two vendors, the thief succeeded.
In a second take, we modified the vendors' objectives to minimize the cost of both of them being robbed (see Figure 5k) . The vendors' common goal told the planner to search for a solution that optimized their combined objectives. So, the two vendors cooperated to corner the thief in an alley (see Figure 7) . Implementation and performance. The simulation involved 106 actors: 15 cars and 91 pedestrians. On the basis of the constraints, goal definitions, and spatial locality, we defined these composite domains:
■ 15 cars and 4 firefighters, ■ the grandfather and grandson, and ■ generic pedestrians grouped by spatial locality.
There were 12 composite domains, which were based on how we grouped the actors. Example groupings include all cars traveling in one direction, firefighters, the thief and vendors, the grandfather and grandson, and so on. The maximum number of actors in a composite domain was 19.
Dividing the problem domain into smaller composite domains reduced the search's branching factor by two orders of magnitude, reducing an intractable search problem to smaller, more feasible searches. Then, we overlaid the plans for each domain to form the complete solution. Table 1 shows the performance results.
To generate our results, we used a hybrid programming model that combines scripts and C++ classes. For example, Pedestrian, Vehicle, and TrafficLight were derived implementations of an abstract Actor class. We specialized actors using XML scripts that facilitate rapid prototyping and experimentation to see how various script parameters affect a simulation. (For ease of exposition, we use pseudocode to describe the scripts in the article.) From our experience authoring the city simulation, we observed that the overhead of defi ning actors in C++ is mitigated because we spent most of our time at the scripting layer, incrementally adding and modifying specializations to generate our desired results.
Currently, scripting is limited to the XML schema defi nition and requires that scenario directors are aware of the constructs and variable names of actors. Also, no automatic validations ensure that scripts don't override each other or confl ict. We plan to develop a GUI that easily and intuitively exposes the constructs of actor defi nition and specialization.
T he behaviors our framework generates depend heavily on how actors are grouped and the objectives' weights. For example, authoring interactions between an old man and fi refi ghters would necessitate the man and fi refi ghters belonging to the same planning domain. We plan to adopt dynamic clustering that regroups actors on the basis of their current states.
A multiactor planner such as we use isn't useful for interactive applications (such as games). We adopted a centralized approach mainly to facilitate authoring complex multiactor interactions requiring a complex model of communication and prediction between actors in a decentralized system. We're investigating using anytime planners and parallel search algorithms for both centralized and agent-based planning to achieve real-time performance.
