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Abstract
The partition function of the WN minimal model CFT is computed in the large
N ’t Hooft limit and compared to the spectrum of the proposed holographic dual, a
3d higher spin gravity theory coupled to massive scalar fields. At finite N , the CFT
contains additional light states that are not visible in the perturbative gravity theory.
We carefully define the large N limit, and give evidence that, at N =∞, the additional
states become null and decouple from all correlation functions. The surviving states are
shown to match precisely (for all values of the ’t Hooft coupling) with the spectrum of
the higher spin gravity theory. The agreement between bulk and boundary is partially
explained by symmetry considerations involving the conjectured equivalence between
theWN algebra in the large N limit and the higher spin algebra of the Vasiliev theory.
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1 Introduction
It is rare to find an example of a holographic duality where we can compute physical quan-
tities on both sides at the same point in parameter space. Early checks of the AdS/CFT
correspondence relied on matching quantities that were protected, such as supersymmetric
partition functions, and so could be computed at weak coupling both in gravity and in the
CFT. The past few years have seen impressive progress beyond this using techniques such
as integrability [1] and supersymmetric localization [2] that have allowed us to compute the
coupling-constant dependence of some quantities all the way up to strong coupling. However,
these techniques crucially require large N or supersymmetry, and as a consequence some of
the most interesting questions about quantum gravity, like the information-loss puzzle, have
so far remained out of reach in string realizations of AdS/CFT.
However, if we can find the quantum gravity dual of an exactly solvable field theory,
then the AdS/CFT correspondence opens the possibility to understand quantum gravity
quantitatively since the puzzles of quantum gravity can then perhaps be mapped to calculable
results in field theory. The simplest field theory is, of course, that of free fields. Klebanov
and Polyakov [3] (see also [4, 5, 6] for earlier work) conjectured that the free O(N) vector
model in d = 3 is dual to Vasiliev’s theory of higher spin gravity in AdS4 [7] (see for example
[8, 9, 10, 11] for reviews), and that the interacting vector model at its critical point is dual
to the same bulk theory with alternate boundary conditions; for recent progress on this
proposal, see [12, 13, 14, 15].
In d = 2, there is a rich landscape of solvable interacting CFTs. One family of such CFTs
is that of the WN minimal models, a generalization of the c < 1 Virasoro minimal models
that admits a large N limit. Following the demonstration [16, 17, 18] that 3d higher spin
gravity hasW symmetry, it was conjectured in [19] that the large N limit of theWN minimal
model is dual to a particular AdS3 higher spin theory of Vasiliev [20, 21]. As evidence, it
was shown that the first few low-dimension operators in the CFT match the lightest states
in the bulk. Furthermore, an RG flow relating different fixed points of the CFT was found
to match the behaviour in the bulk. In [22], the asymptotic symmetries of the bulk theory
were computed and shown to agree with the CFT, at least in certain special cases where
both sides can be computed explicitly. Very recently, the generalization to the SO case has
been discussed in [23, 24].
In this paper we demonstrate an important piece of this conjecture in the large N limit.
Specifically, we compute the leading large N CFT partition function, and find it to be equal
to the bulk 1-loop determinant, under several assumptions spelled out below. Therefore
the full CFT partition function contains the entire perturbative spectrum of the higher spin
gravity theory. This is a statement about the large N limit, and it relies on subtleties of
how the limit is defined; finite N remains an open question and will require new ingredients
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as described below. The CFT, of course, can be defined and solved for any N , so ideally the
duality will serve as a guide towards formulating the quantum Vasiliev theory.
We begin by describing the general features of the bulk and boundary spectrum. The
bulk theory has an infinite tower of massless fields with spins s = 2, 3, . . . coupled to two
complex scalars φ±. Interactions among the higher spin fields are dictated by the higher spin
Lie algebra, which has a free parameter λ in its commutation relations. The scalars have
equal mass fixed by the algebra [25, 20, 21],1
M2 = −1 + λ2 , (1.1)
but they are quantized with opposite (conformally invariant) boundary conditions and there-
fore the corresponding conformal weights are
h+ =
1 + λ
2
, h− =
1− λ
2
. (1.2)
The full perturbative spectrum in the bulk is simple: it consists of the scalars φ±, boundary
excitations of the higher spin fields (generalizing the Brown-Henneaux boundary gravitons),
and multiparticle states with any number of φ+, φ−, and higher spin excitations.
The dual WN CFT is the coset theory
su(N)k ⊕ su(N)1
su(N)k+1
, (1.3)
so it is labeled by two positive integers N and k (see [26] for a review). The bulk mass
parameter λ is identified with the boundary ’t Hooft coupling, defined by
λ =
N
N + k
, (1.4)
which is held fixed in the large N limit. The spectrum at finite N, k is known exactly: up
to field identifications primary states are labeled by two Young tableaux denoting integrable
weights (Λ+; Λ−) of su(N)k and su(N)k+1, respectively. Their conformal dimension equals
h(Λ+; Λ−) =
1
2p(p+ 1)
(∣∣(p+ 1)Λ+ − pΛ− + ρ∣∣2 − ρ2) , (1.5)
where p ≡ k + N and ρ is the Weyl vector of su(N). At large but finite N , the CFT
spectrum has many closely spaced light states with h ≪ N . These are states where the
1The mass condition on the scalar is sufficient to specify the theory to cubic order. At higher orders, the
theory with two scalars (unlike that of one scalar) is only determined up to various discrete choices. We
thank X. Yin for comments on this point.
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two Young tableaux differ by only O(1) boxes. For example, as N → ∞, the CFT naively
becomes infinitely degenerate because every state with Λ+ = Λ− has conformal dimension
h(Λ;Λ) =
C2(Λ)
p(p+1)
, which goes to zero provided that the quadratic Casimir C2(Λ) grows slower
than N2. However, the representation theory changes qualitatively as N →∞, as a ‘primary’
state at finite N will not necessarily define a primary state of an irreducible representation
in the limit. We will show that, as a result, many of these light states decouple from the
theory as N →∞, so we must be careful about how the limit is defined and what states are
included.
In order to explain the relevant phenomena, it is useful to identity different classes of
CFT states as N →∞. First we have those states where both Λ+ and Λ− can be obtained
in finite tensor powers of the fundamental (f) or antifundamental (¯f) representation; the
corresponding Young tableaux then have finitely many boxes and ‘antiboxes’. The simplest
such states are the primaries where either Λ± is just the fundamental f or antifundamental f¯
representation. In the large N limit, the conformal dimensions of these generating fields are
h(f;0) = h(¯f;0) = h+ , h(0;f) = h(0;¯f) = h− , (1.6)
with h± as defined in eq. (1.2). All other primaries with finitely many boxes and antiboxes
can be obtained by taking finite tensor powers of these primitive states. Many of them can
be directly matched to certain multiparticle states in the bulk, without any extra complica-
tions. However, there is a subtlety whenever both Λ+ and Λ− contain non-trivial powers of
the fundamental representation (or both contain non-trivial powers of the anti-fundamental
representation). The simplest example appears for (f; f) = (f; 0) ⊗ (0; f), for which the di-
mension of the corresponding ‘multiparticle’ state seems to vanish as N → ∞. Moreover,
it does not have the additive conformal dimension that is the hallmark of large N gauge
theories with gravity duals,
h(f;f) = O( 1N ) 6= h+ + h− = 1 . (1.7)
Since we are comparing the CFT spectrum to multiparticle states of a free field in the bulk
for which energies are obviously additive, this seems like a contradiction, but it is not. The
reason is that the CFT representation labeled by (f; f) contains a descendant state with the
appropriate conformal dimension h = h+ + h−. We will show that in our large N limit (for
λ 6= 0) the descendant becomes the generating state of the representation, while the original
primary state becomes null. Therefore the state at h ∼ 1/N decouples from all correlation
functions and is dropped from the spectrum, leaving only the representation generated from
the state at h = 1 that agrees with the bulk. A similar situation arises for any representation
where both Λ+ and Λ− contain fundamentals, or both contain antifundamentals, such as
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(f; ), (¯ff; ), etc. We study several examples of such representations and find that the
states which survive as N → ∞ are always those that agree with the gravity prediction.
However we do not have a general proof that this holds for all states in this class; our result
therefore relies on the conjecture that this structure continues for higher representations.
The representations just discussed – light states formed by O(N0) tensor powers of fun-
damentals and antifundamentals – precisely account for the perturbative gravity spectrum.
Demonstrating this fact is the main goal of this paper.
We should note that there is another potentially interesting class of states. These are
the states where either Λ+ or Λ− (or both) have O(N) (or greater) boxes or antiboxes.
Generically, these states have conformal dimension h ∼ N or greater, but there are also
light states with h ≪ N among them: they arise if Λ+ and Λ− only differ by O(1) boxes
and antiboxes. An unusual feature of these states (from the point of view of AdS/CFT)
is that they have a density of states growing exponentially with N . There may be a large
N limit of the CFT in which these latter states are included as a continuum, but they are
not included in our limit, and they do not correspond to perturbative gravity states. (See
[27, 28] for a similar choice in the c→ 1 limit of the Virasoro minimal models.) In any case,
any such states are decoupled from the perturbative gravity states because the fusion rules
of the CFT do not allow two states with a fixed finite number of boxes and antiboxes to
produce states where this number grows with N . Note that this decoupling is qualitatively
different in nature from the decoupling phenomenon described above.
All of our results pertain to the N →∞ limit, but since ultimately the aim is to address
quantum gravity and black holes, let us briefly make a few comments about finite N . (We
return to this point in the discussion section.) At finite N , the distinction between the
above classes of states gets blurred. Since the number of boxes are essentially preserved
by the fusion rules, there will still be a natural separation between the states made from a
small number of Young tableaux boxes, and the exponentially growing number of states with
O(N) boxes. However the decoupling of light null states with O(N0) boxes that was crucial
for matching to the 1-loop gravity answer will no longer occur. It would be interesting to
determine how strongly these new light states couple to other perturbative states at finite N ,
and, in particular, whether their contribution to four-point functions is suppressed beyond
the usual 1/N suppression of connected correlation functions. If no additional suppression
occurs, the bulk theory will need to be modified in order to reproduce the leading 1/N
corrections in the CFT via tree-level Witten diagrams.
The paper is organized as follows. The matching of the perturbative bulk spectrum with
that of the large N CFT is outlined in section 2, and given in detail in sections 3 - 5. The
basic logic is as follows. In section 3, we rewrite the bulk 1-loop partition function as a sum
over characters of U(∞) to facilitate comparison with the CFT. In section 4, we take the
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large N limit of the exact CFT partition function. The result is naturally written in terms of
the modular S-matrix of SU(N) Wess-Zumino-Witten theory, and the quantum dimensions
of Λ+,Λ−, which can be rewritten as U(∞) characters similar to the bulk answer.2 Next, the
structure of the degenerate representations is described in more detail, decoupled null states
are subtracted from the partition function, and the CFT answer is then shown to match
exactly the gravity answer. In section 5, we justify this last step of subtracting null states
by deriving the structure of the CFT representations from a fusion analysis. This leads to
the picture described above, where some primaries become null and descendants take their
place.
Section 6 addresses the role of the higher spin algebra in the spectrum of the two theories,
and stands independently from the rest of the paper. It is shown that the U(∞) characters
that appear in the partition functions agree with the characters of the bulk higher spin
algebra hs[λ], and thus we can reinterpret both partition functions as a sum over characters
of hs[λ]. As in [22], it is argued from an algebraic point of view that the ’t Hooft large N
limit of the WN algebra contains the bulk higher spin algebra hs[λ], and further evidence
for this claim is given. This conjectured equivalence of symmetries thus explains why also
the boundary partition function should have an hs[λ] symmetry. The duality, however, goes
beyond the requirements of symmetry, because not only the form of the characters but the
choice of representation content in the bulk and boundary agree.
Finally, in section 7, we discuss open questions and conclude. Some conventions and
formulae for SU(N) characters and Schur polynomials are given in appendix A; details of
the fusion calculations appear in appendix B; and additional evidence for the role of the
higher spin algebra is described in appendix C.
2 Summary of Results
The conclusions of this work rest on a number of technical computations which we will present
in detail in the following sections (and appendices). Here we will give the reader a summary
of the overall logic of the work. We spell out our working assumptions together with the
precise statements of results we can demonstrate as well as those which we conjecture based
on strong evidence. For the proofs (of assertions) and worked out examples (in support of
conjectures) we then refer the reader to the appropriate sections.
2Interestingly, many results in this section can be easily obtained from the topological string literature
on knot invariants by replacing qthere = e
2pii
k+N → qhere = e2piiτ , with τ the complex structure of the torus.
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2.1 The Bulk Spectrum
As described in the introduction, we will match the spectrum of quadratic fluctuations in the
higher spin theory on AdS3 (with the two complex scalars) with the corresponding answer
from the CFT side to leading order in the large N ’t Hooft limit (and for 0 < λ < 1). The
expression on the gravity side is relatively simple and hence we begin our analysis with this
as our starting point.
The spectrum of perturbative physical excitations in the higher spin theory is obtained
from the computation of the one loop determinant of the kinetic terms of all the fields in
the theory (appropriately gauge fixed). In our case, we have a massless sector comprised
of gauge fields with spins 2, 3, . . . as well as two propagating complex scalar fields of equal
mass,
M2 = −1 + λ2 , (2.1)
where 0 < λ < 1. The two scalars are, however, quantized with opposite (conformally
invariant) boundary conditions, and the corresponding conformal weights are as given in
eq. (1.2). The (generalized) Brown-Henneaux central charge of the theory is equal to c =
3ℓ
2GN
= (N − 1)(1 − λ2). The last parametrization is chosen so as to agree with the CFT
central charge.3
The one loop partition function on thermal AdS3 was evaluated in [18] using heat kernel
techniques [29, 30]. Combining this with the classical action Zcl = (qq¯)
−c/24 on the solid
torus with boundary modular parameter q = e2πiτ we obtain
Zbulk = Zcl · Z1−loop = (qq¯)−c/24 · Zhs · Zscal(h+)2 · Zscal(h−)2 . (2.2)
Here
Zhs =
∞∏
s=2
∞∏
n=s
1
|1− qn|2 =
∞∏
n=2
1
|(1− qn)n−1|2 ≡ |M˜(q)|
2 (2.3)
is the contribution of the generalised boundary gravitons of the higher spin fields. This
matches with the vacuumWN character [18]. Note that M˜(q) essentially equals the MacMa-
hon function.
Each real scalar contributes
Zscal(h) =
∞∏
j,j′=0
1
1− qh+j q¯h+j′ , (2.4)
and hence the contribution of a complex scalar is the square of (2.4). Its form can be
3One of the reasons for not considering λ = 1 is the vanishing of the leading piece of the central charge.
Another is the divergence from one of the scalar factors in eq. (2.2) since h− = 0.
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understood intuitively: a local operator of dimension h has descendants which are obtained
by acting on it with derivatives. Thus the ‘single particle’ contribution to the partition
function is given by
Zsing par(h, q, q¯) =
qhq¯h
(1− q)(1− q¯) . (2.5)
In the non-interacting limit, where we can neglect the anomalous dimensions of composite
operators, we can obtain the ‘multi-particle’ partition function by using the standard formula
for Bose statistics, leading to
Zscal(h) = exp
[
∞∑
n=1
Zsing par(h, q
n, q¯n)
n
]
=
∞∏
j,j′=0
1
1− qh+j q¯h+j′ . (2.6)
To compare with the CFT and to exhibit more transparently the nature of the multipar-
ticle states in the bulk we first rewrite the scalar determinant in terms of U(∞) characters.
Characters of u(N) in a representation R are given by Schur polynomials in N variables,
χ
u(N)
R (zi) = PR(zi) , i = 1, . . . , N . (2.7)
Taking the large N limit and evaluating on the Weyl vector, we define the specialized Schur
functions
PR(q) ≡ χu(∞)R (zi) , (zi = qi−
1
2 ) , (2.8)
P±R (q) ≡ q±
λ
2
B(R)PR(q) ,
where B(R) is the number of boxes in the Young tableau R. Explicit formulae for the Schur
functions are given in appendix A. In terms of U(∞) characters, the scalar determinant (2.4)
is
Zscal(h±) =
∑
R
|P±R (q)|2 . (2.9)
Here the sum is over all Young tableaux of U(∞), i.e. without any restrictions on the lengths
of rows or columns; the proof of this statement is given in Sec. 3. Combining the contribution
of the two complex scalars we therefore obtain
Zbulk = (qq¯)
−c/24 · |M˜(q)|2 ·
∑
R+,S+,R−,S−
|P+R+(q)P+S+(q)P−R−(q)P−S−(q)|2 . (2.10)
In this form it is natural to view the gravity answer as the combined contribution from
(weakly coupled) multi-particle states of the complex scalar with dimension h+ (the pieces
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R+, S+), and that of the scalar with dimension h− (the pieces R−, S−) all dressed with the
boundary graviton excitations in M˜(q).
2.2 The CFT spectrum
We wish to compare Zbulk in eq. (2.10) with the diagonal modular invariant partition function
of the WN minimal model at leading order in the large N ’t Hooft limit. This turns out
to be somewhat subtle for the following reason. Irreducible Virasoro representations of the
WN theory for finite N , k often become reducible in the large N limit, and characters go
over to sums of characters of the reducible blocks. When this happens, some components of
the reducible representation can decouple from all correlation functions, much like ordinary
null states. We therefore need to make a correction to the naive partition function (which
includes all these states) that removes the contribution from these decoupled states. We
argue that when this is correctly accounted for, the CFT answer matches exactly with the
gravity answer in eq. (2.10).
The CFT partition function (for any finite N , k) is a sum over characters (i.e., branching
functions) of the defining coset theory,
ZCFT(N, k) =
∑
Λ+,Λ−
|b(Λ+;Λ−)(q)|2 , (2.11)
where (Λ+,Λ−) are allowed representations of su(N)k and su(N)k+1, respectively. The
branching functions (at finite N , k) are known explicitly (see eq. (4.1)).
For the comparison with gravity, as we take the N →∞ limit, we shall only consider those
representations Λ± that are contained in finite tensor powers of the fundamental and anti-
fundamental (where the number of tensor powers does not scale with N). The corresponding
Young tableaux can then be viewed as two Young tableaux placed side by side,
Λ± = (R±, S±) , (2.12)
where R± is a tensor power of anti-fundamentals (‘antiboxes’) and S± is a tensor power of
fundamentals (‘boxes’) as in fig. 1.
In the large N , k ’t Hooft limit, the branching functions for these representations simplify
considerably, and can be written as
b(Λ+;Λ−)(q)
∼= q−N−124 (1−λ2) M˜(q)q λ2 (B+−B−) qC2(Λ+)+C2(Λ−)
∑
w∈W ǫ(w) q
−〈w(Λ++ρ), (Λ−+ρ)〉∑
w∈W ǫ(w) q
−〈w(ρ),ρ〉
∼= q− c24 M˜(q) q λ2 (B+−B−) qC2(Λ+)+C2(Λ−) SΛ+Λ−
S00
. (2.13)
RS
R
Figure 1: A Young tableau of SU(N) in the large N limit. The full representation Λ = (R,S) has
a finite number of ‘boxes’ S and ‘antiboxes’ R.
Here C2(Λ) is the quadratic Casimir while
B± = B(Λ±) ≡ B(R±) +B(S±) (2.14)
denotes the sum of the number of boxes and antiboxes. The sums in the first line of (2.13)
are over the Weyl group of the finite dimensional Lie algebra su(N); in the second line they
are written in terms of the modular S-matrix of the affine su(N) algebra. Note that the
modified MacMahon function M˜(q) (corresponding to the higher spin contribution to the
bulk answer) appears as a common factor in each of the branching functions.
Using the Verlinde formula we can relate the branching function for (Λ+; Λ−) in the large
N , k limit to branching functions associated to representations of the form (Λ; 0)
b(Λ+;Λ−)(q)
∼= q λ2 (B+−B−)
∑
Λ
NΛ+Λ−
Λ q−
λ
2
B(Λ) b(Λ;0)(q) . (2.15)
In this limit, the fusion coefficients NΛ+Λ−
Λ are just SU(∞) tensor product multiplicities for
the representation Λ in Λ+ ⊗ Λ−. Further, we can rewrite b(Λ;0)(q) in terms of the quantum
dimension
b(Λ;0)(q) ∼= q−N−124 (1−λ2) · M˜(q) · q λ2B(Λ) qC2(Λ) · dimq(Λ) . (2.16)
This immediately provides a link to the characters of U(∞) that appeared in the scalar
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contribution to the bulk answer (2.9). In particular, we have
b(Λ;0)(q) ∼= q−N−124 (1−λ2) · M˜(q) · q λ2B(Λ) · PRT (q)PST (q) (2.17)
∼= q−N−124 (1−λ2) · M˜(q) · P+RT (q)P+ST (q) , (2.18)
where we have labelled Λ = (R, S) as in fig. 1, and RT and ST indicate the transposed
representations where the Young tableaux are flipped along the diagonal.
The form of the general branching function eq. (2.15) suggests that some of the repre-
sentations become reducible in the large N , k limit. For example for Λ+ = Λ− = f, the
fundamental, the branching function of (f; f) equals the sum of the branching functions as-
sociated to (Λ; 0), where Λ is either the trivial or the adjoint representation — the two
representations that appear in the tensor product (f ⊗ f¯)
b(f;f) = q
− c
24 (1 + q2 + · · · ) + q− c24 (q + 2q2 + · · · ) . (2.19)
However, as we will see in detail in sec. 5, the resulting representation cannot be decomposed
into a direct sum of two irreducible representations. Instead it is indecomposable, and its
structure is described by
(f; f) : ...
...
...
...
2 ρ
L1
2
22
22
22
ξ




T
L2









1 ψ
L−1
XX2222222
EE
L1
2
22
22
22
L0 = 0 ω
L−2
GG
(2.20)
ω and ψ correspond to the leading terms of the first and second bracket in (2.19), respec-
tively; ψ and its descendants, such as ρ and ξ, matches the gravity contribution, while the
representation built on ω is the extra piece. From the arrows in the diagram it is clear
that the representation is indecomposable (all states are connected) and that ψ is the cyclic
state (any state can be reached starting from ψ). One can show that ω and its descendants
decouple from correlation functions. We can therefore drop these states from the limiting
spectrum in the large N limit. The states that survive (namely, ψ and its descendants)
exactly match the gravity prediction.
This pattern appears to continue. In the tensor product Λ+ ⊗ Λ− the only Λ which
contribute (i.e. which do not decouple) are the ones where no boxes and antiboxes are
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annihilated into singlets. (In the above example, the vacuum representation is an example
where a box and an antibox annihilate.) We give evidence for this pattern in the explicit
calculations of sec. 4 where we have worked out some non-trivial examples for which we can
explicitly check this. We will therefore assume this to be true though it would be very nice
to have a general proof of this fact. As mentioned before, this decoupling appears to happen
only for λ 6= 0. It would be interesting to understand better the nature of the λ = 0 theory.
The corrected contribution of the branching functions to the CFT partition function is
thus given by considering only those Λ in eq. (2.15) for which
B(Λ) = B(Λ+) +B(Λ−) . (2.21)
With this restriction, the corrected branching function equals
chcftR+S+R−S−(q) = q
− c
24 · M˜(q) · P+
RT+
(q)P+
ST+
(q)P−
RT−
(q)P−
ST−
(q) . (2.22)
Thus the CFT answer in the strict infinite N limit is given by
ZCFT(λ) =
∑
R+S+R−S−
|chcftR+S+R−S−(q)|2 . (2.23)
We see that this is precisely the bulk answer as given in eq. (2.10).
The U(∞) characters that appear here were introduced as a compact way of keeping track
of q’s in the partition function, with no apparent physical origin. In fact these characters
have a natural interpretation: they are characters of the higher spin algebra hs[λ] governing
the bulk theory. Indeed, representations of hs[λ] are labeled by Young tableaux, and
P±R (q) = TrRq
L0 , (2.24)
where the right-hand side is a trace in hs[λ]. Here L0 is the conformal weight, which appears
as the zero mode of sl(2) ⊂ hs[λ]. We will argue in sec. 6 that characters of hs[λ] appear
naturally in the ’t Hooft limit of the CFT, because WN contains a higher spin subalgebra
in the large N , large c limit. This subalgebra consists of the ‘wedge’ modes W sm with
|m| < s, where s is the spin; this is analogous to the sl(2) subalgebra of the Virasoro algebra.
Thus in (2.22), the Schur polynomials are characters of the higher spin subalgebra, while
M˜(q) accounts for descendants obtained by acting with modes outside the wedge, |m| ≥ s.
Although this provides a clear physical interpretation of the quantities appearing in the
partition functions, it requires more machinery to explain fully, relies on a well supported
but unproven conjecture about the algebras, and is not required to prove ZCFT = Zbulk, so
we postpone further discussion to section 6.
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3 Gravity Partition Function
The bulk side of the duality proposed in [19] is a theory of higher spin gravity coupled to two
massive scalars. The massless sector, with all spins 2, 3, . . . , can be described as a Chern-
Simons gauge theory based on two copies of the infinite-rank higher spin Lie algebra hs[λ], a
generalization of su(∞). As we have described in section 2, the higher spin sector is coupled
to two propagating complex scalar fields that have equal masses, given by (2.1), but are
quantized with different boundary conditions, making them dual to operators of conformal
dimension given by (1.2). Combining with the contribution of the higher spin fields [18]
leads to the one-loop partition function (2.2) [19], where we recall that Zscal(h) is given by
(2.4) [29, 30].
Our goal is to match the full 1-loop partition function (2.2) to the partition function of the
dual minimal model in the strict large N limit. First we will rewrite the gravity partition
function so that it more closely resembles the CFT. This can be achieved by rewriting
the scalar contribution in terms of U(N) characters and using standard manipulations of
orthogonal polynomials (see for example [31, 32]). The theory does not have any obvious
U(N) symmetry, so for now this can be thought of as a bookkeeping device; we will return
to the interpretation below and in section 6. Let U = diag(z1, . . . , zN) be a diagonal U(N)
matrix and R = (r1, . . . , rN) label a Young tableau with rows of length ri. The trace in the
representation R is a Schur polynomial,
TrRU =
det z
rj+N−j
i
det zN−ji
. (3.1)
We observe that4
Zscal(h) = exp
[
∞∑
n=1
1
n
TrfU
n TrfU
n
]
, (3.2)
where f is the fundamental representation of U(∞) and5
zi = q
i+h−1 , TrfU
n =
qnh
1− qn . (3.3)
4The expression (3.2) is similar to the Ooguri-Vafa operator [33] (see also [34, 35, 36]) that arises in the
topological string computation of knot invariants. There it arose from integrating out a scalar field living
on a knot in S3, whereas here the scalar lives in a solid torus; the detailed operators are different but the
group structure is the same, so the manipulations applied in that context are useful here.
5By U(∞), we simply mean that we evaluate every expression for U(N) with finite N and then take the
large N limit. Note that terms that scale like qN vanish in this limit, because Im(τ) > 0.
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This can be re-expressed using the Frobenius relation
TrfU
j1 TrfU
j2 · · ·TrfU jm =
∑
R
χ
(S)
R (j1, . . . , jm)TrRU , (3.4)
where χ(S) is a character of the permutation group and the sum is over Young tableaux with∑
ji boxes. Next we expand the exponential,
Zscal(h) =
∏
n
∑
kn
1
kn!nkn
(TrfU
n)kn(TrfU
n
)kn (3.5)
=
∑
~k
∏
n
1
kn!nkn
(TrfU
n)kn(TrfU
n
)kn (3.6)
=
∑
~k
1
z~k
∑
R,R
χ
(S)
R (
~k)χ
(S)
R
(~k) TrRU TrRU , (3.7)
where
z~k =
∏
n
kn!n
kn . (3.8)
Here ~k labels a conjugacy class of the permutation group Sℓ on ℓ =
∑
n nkn elements; the
class has k1 cycles of length 1, k2 cycles of length 2, etc. The orthogonality property of the
characters is ∑
~k
|C(~k)|χ(S)R (~k)χ(S)R (~k) = ℓ ! δRR , (3.9)
where |C(~k)| is the number of elements in the conjugacy class ~k, explicitly given as
|C(~k)| = ℓ !
z~k
. (3.10)
Therefore we have finally
Zscal(h) =
∑
R
TrRU TrRU . (3.11)
By definition, TrRU is the character of the representation specified by the Young tableau R
evaluated with chemical potentials log zi, where zi is defined in (3.3). For the case at hand,
h = h± see eq. (1.2), this simplifies in the large N limit to
TrR(U) = χ
U(∞)
R (q
i+h±−1) = q±
λ
2
B(R) χ
U(∞)
R (q
i− 1
2 ) = P±R (q) , (3.12)
where the second identity follows directly from (3.1), and we have used the notation intro-
duced in (2.8) in the last step. Collection all the contributions to (2.2) we can now rearrange
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the gravity partition function into its final form,
Zbulk = (qq¯)
−c/24Zhs
∑
R+,R−,S+,S−
|P+R+(q)P+S+(q)P−R−(q)P−S−(q)|2 . (3.13)
4 CFT Partition Function
In this section we derive explicit expressions for the CFT characters in the ’t Hooft limit.
First we study the behaviour of the branching functions in this limit. Then we shall explain
which terms actually survive once we remove the contributions from the states that decouple.
A more detailed explanation of why these states decouple will be given in Section 5.
4.1 The Large N , k Limit of Branching functions
Recall that we are considering the coset CFT (1.3), whose representations are labelled by
(Λ+; Λ−), with Λ+ and Λ− being integrable highest weights of su(N)k and su(N)k+1, respec-
tively. The character of the coset representation (Λ+; Λ−) can be expressed in terms of a
branching function (see eq. (7.51) of [26])
b(Λ+;Λ−)(q) =
1
η(q)N−1
∑
w∈Wˆ
ǫ(w)q
1
2p(p+1)
((p+1)w(Λ++ρ)−p(Λ−+ρ))2 . (4.1)
Here p = k + N , and the sum is over the full affine Weyl group. The affine Weyl group is
the semidirect product of the finite Weyl group and translations by elements P of the root
lattice, and its action is given by
w(Λ + ρ) = wfinite(Λ + ρ) + (k +N)P , (4.2)
where we think of Λ and ρ as a weight and the Weyl vector of the finite dimensional Lie
algebra, respectively (see also [37], after eq. (3.9)). In the ’t Hooft limit,
N, k →∞ with λ = N
N + k
fixed, (4.3)
eq. (4.1) simplifies considerably. First, we can drop the sum over the affine translations, as
the corresponding terms will give rise to terms of order qk+N , which we can ignore in the
’t Hooft limit (see also [26], below eq. (7.40)); thus we can restrict the sum to the finite Weyl
reflections. Furthermore, since finite Weyl reflections leave the norm of a vector unchanged,
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the exponent of q in (4.1) can be written as
2p(p+ 1) + 1
2p(p+ 1)
ρ2 +
(
1 + 1
p
)
C2(Λ+) +
(
1− 1
p+1
)
C2(Λ−)− 〈w(Λ+ + ρ), (Λ− + ρ)〉 , (4.4)
where we have used that the quadratic Casimir equals
C2(Λ) =
1
2
(
Λ2 + 2〈Λ, ρ〉) . (4.5)
Let us write the representation Λ± as Λ± = (R±, S±), see figure 1. It was shown in eq. (2.7)
of [38] that
C2(Λ±) = C2(R±) + C2(S±) +O
(
1
N
)
. (4.6)
The representations R± and S± are described by Young tableaux with finitely many boxes.
For such a representation L, let us denote by ri the number of boxes in the i
th row, while cj
is the number of boxes in the jth column, so that
B(L) =
∑
i
ri =
∑
j
cj (4.7)
is the total number of boxes of the Young tableau corresponding to L. Defining
D(L) =
∑
i
r2i −
∑
j
c2j , (4.8)
it then follows from [38, eq. (2.1)] (see also appendix A) that the quadratic Casimir has the
expansion
C2(L) =
1
2
B(L)N + 1
2
D(L) +O( 1
N
)
. (4.9)
Hence we find for the quadratic Casimir of Λ±
C2(Λ±) =
1
2
B±N +
1
2
D± +O
(
1
N
)
, (4.10)
where B± = B(R±) + B(S±), see eq. (2.14), and D± = D(R±) + D(S±). In the ’t Hooft
limit we have
1
p
=
1
p+ 1
=
λ
N
(4.11)
and hence (4.1) simplifies to
b(Λ+;Λ−)(q)
∼= q (N−1)24 λ2 q
C2(Λ+)+C2(Λ−) q
λ
2
(B+−B−)
η(q)N−1
qρ
2
∑
w∈W
ǫ(w)q−〈w(Λ++ρ), (Λ−+ρ)〉 , (4.12)
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where ∼= denotes identities that are true up to terms that go to zero as N → ∞. We have
also used that for su(N), ρ2 = N(N
2−1)
12
, and hence we get a term proportional to 1
24
(N−1)λ2
from the first term of (4.4). The Weyl denominator formula for su(N) states that
∑
w∈W
ǫ(w)q−〈w(ρ),ρ〉 = q−ρ
2
N−1∏
n=1
(1− qn)N−n . (4.13)
Solving for qρ
2
and plugging into (4.12) then leads to
b(Λ+;Λ−)(q)
∼= q− c24 q λ2 (B+−B−) qC2(Λ+)+C2(Λ−)
∑
w∈W ǫ(w) q
−〈w(Λ++ρ), (Λ−+ρ)〉∑
w∈W ǫ(w) q
−〈w(ρ),ρ〉
M˜(q) , (4.14)
where we have used that c = (N − 1)(1 − λ2) and M˜(q) is as defined in (2.3). Next we
observe that the above ratio can be expressed in terms of S-matrix elements of the affine
algebra as (see e.g. [39, eq. (2.7.24)])∑
w∈W ǫ(w) q
−〈w(Λ++ρ), (Λ−+ρ)〉∑
w∈W ǫ(w) q
−〈w(ρ),ρ〉
=
SΛ+Λ−
S00
, (4.15)
while the exponential of the Casimir is related to the modular T -matrix,
qC2(Λ) =
TΛΛ
T00
. (4.16)
Both of these identities hold for q = exp( 2πi
k+N
). Thus we can rewrite
qC2(Λ+)+C2(Λ−)
∑
w∈W ǫ(w) q
−〈w(Λ++ρ), (Λ−+ρ)〉∑
w∈W ǫ(w) q
−〈w(ρ),ρ〉
=
1
S00T 200
TΛ+Λ+ SΛ+Λ− TΛ−Λ− . (4.17)
Following [40] we have the identity
T−10,0 TΛ+Λ+ SΛ+Λ− TΛ−Λ− =
∑
Λ
N Λ
Λ+Λ−
TΛΛSΛ0 , (4.18)
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where NΛ+Λ−
Λ are the fusion rules, and Λ− is the conjugate representation to Λ−; this can
be proved using Verlinde’s formula
∑
Λ
NΛ+Λ−
Λ TΛΛSΛ0 =
∑
Λ,Π
SΛ+Π SΛ−ΠS
−1
ΠΛ
S0Π
TΛΛS
−1
Λ0 =
∑
Π
SΛ+ΠSΛ−Π
S0Π
(S−1TS−1)Π0
=
∑
Π
SΛ+ΠSΛ−Π
S0Π
(T−1ST−1)Π0 = T
−1
00 (ST
−1S)Λ+Λ−
= T−100 (TS
−1T )Λ+Λ− = T
−1
00 TΛ+Λ+SΛ+Λ−TΛ−Λ− .
Here we have used the identity (ST )3 = S2 = C twice, as well as the fact that S is symmetric
and S−1Λ0 = SΛ∗0 = SΛ0. Putting everything together we then conclude that (4.14) agrees
with
b(Λ+;Λ−)(q)
∼= q− c24 M˜(q) q λ2 (B+−B−)
∑
Λ
NΛ+Λ−
Λ qC2(Λ)
SΛ0
S00
. (4.19)
Note that the ratio of S-matrix elements that appears in (4.19) actually equals the quantum
dimension of Λ,
SΛ0
S00
= dimq(Λ) =
∑
w∈W ǫ(w) q
−〈w(Λ+ρ), ρ〉∑
w∈W ǫ(w) q
−〈w(ρ),ρ〉
, (4.20)
which appears in the branching function for (Λ; 0); thus we can, in particular, rewrite the
right-hand-side of (4.19) as
b(Λ+;Λ−)(q)
∼= q λ2 (B+−B−)
∑
Λ
NΛ+Λ−
Λ q−
λ
2
B(Λ) b(Λ;0)(q) , (4.21)
thus reproducing (2.15). Note that the fusion rule coefficients that appear in (4.21) stabilise
for sufficiently large k and N . Both sides can be thought of as power series in q, and the
previous argument shows that the low order terms of the two power series (i.e. the terms
whose order is less than k or N) agree for all q of the form q = exp( 2πi
k+N
) with k and N
sufficiently large. This is then sufficient to prove that (4.21) defines an identity of power
series for N, k →∞.
4.2 Relating the Branching Functions to u(N) Characters
In the previous subsection we have reduced the branching function of (Λ+; Λ−) to that of
(Λ; 0). Using the formula for the quantum dimension (4.20), we can rewrite the expression
appearing in (4.21) as
q−
λ
2
B(Λ) b(Λ;0)(q) ∼= q− c24 M˜(q) qC2(Λ) dimq(Λ) . (4.22)
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Next we want to show that qC2(Λ) dimq(Λ) can be interpreted as a character for u(N). First,
it follows from [41, eq. (B.1)] and (4.6) that for Λ = (R, S) the quantum dimension factorizes
as
qC2(Λ) dimq(Λ) ∼= qC2(R) dimq(R) · qC2(S) dimq(S) . (4.23)
Thus it is sufficient to consider the case of a representation L with finitely many boxes, for
which
dimq(L) = χ
su(N)
L (z˜i) , z˜i = q
i−N+1
2 , (4.24)
since, in the orthogonal basis, the Weyl vector has components ρi =
N+1
2
− i. Note that
the product of the z˜i is unity,
∏N
i=1 z˜i = 1. The su(N) characters are essentially equal to
the u(N) characters given in (3.1), except that for the latter one does not impose that the
product of the chemical potentials zi equals unity. Writing
z˜i = q
−N
2 zi , zi = q
i− 1
2 , (4.25)
and using (3.1), we then find
dimq(L) = χ
su(N)
L (z˜i) = χ
u(N)
L (z˜i) = q
−N
2
B(L) χ
u(N)
L (zi) , (4.26)
where
∑
j rj = B(L) is the total number of boxes. Together with the expansion of the
quadratic Casimir (4.9), we thus conclude that
qC2(L) dimq(L) ∼= q 12 D(L) q
NB(L)
2 q−
N
2
B(L) χ
u(N)
L (zi)
∼= q 12 D(L) χu(N)L (zi) . (4.27)
Finally, one shows (see appendix A)
q
1
2
D(L) χ
u(N)
L (zi) = χ
u(N)
LT
(zi) = PLT (q) , (4.28)
where LT is the representation whose Young tableau has been flipped relative to L, and we
have used the notation introduced in eq. (2.8). Putting everything together it then follows
that
q−
λ
2
B(Λ) b(Λ;0)(q) ∼= q− c24 M˜(q)PRT (q)PST (q) , (4.29)
and thus the general formula is
b(Λ+;Λ−)(q)
∼= q λ2 (B+−B−) q− c24 M˜(q)
∑
Λ=(R,S)
NΛ+Λ−
Λ PRT (q)PST (q) . (4.30)
At large k, the fusion coefficients NΛ+Λ−
Λ are simply the Clebsch-Gordon series for the tensor
product decomposition of the corresponding su(N) representations.
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4.3 Removing the Decoupled States
The Clebsch-Gordon series for Λ+ ⊗ Λ− contains only representations Λ for which
B(Λ) ≤ B(Λ+) +B(Λ−) . (4.31)
Here B(Λ) = B(R)+B(S) is the sum of boxes and ‘antiboxes’, and similarly for B(Λ+) and
B(Λ−). In general B(Λ) may however be strictly smaller than B(Λ+)+B(Λ−); in particular,
this will be the case if a box from Λ+ cancels against an antibox from Λ−, or an antibox
from Λ+ cancels against a box from Λ−.
As we have mentioned before and as will be explained in more detail in the following
section 5, the representation (Λ+; Λ−) is typically indecomposable, and in the amplitudes of
the limit theory only a subspace of states survive. Our analysis suggests that these states
are precisely associated to those Λ where no boxes or antiboxes have cancelled. Thus for
the calculation of the actual CFT partition function we need to restrict the sum in (4.30) to
those Λ, for which B(Λ) = B(Λ+) +B(Λ−).
In terms of the description of the representations Λ± in terms of finite Young tableaux
Λ± = (R±, S±), see figure 1, the condition that no boxes or antiboxes cancel simply means
that the resulting Λ will be contained in
Λ ∈ (R+ ⊗ S−, S+ ⊗ R−) . (4.32)
Thus the actual character of the CFT representation is
ch(Λ+;Λ−)(q)
∼= q λ2 (B+−B−) q− c24 M˜(q)
∑
R,S
NR+S−
RNR−S+
S PRT (q)PST (q) , (4.33)
where now NR±S∓
L describe the Clebsch-Gordon decomposition of finite Young tableaux.
Since the Schur functions are just characters of u(N) representations it follows that
∑
R
NR+S−
RPRT (q) = PRT+(q)PST−(q) , (4.34)
and similarly for the term involving PST (q). Hence we arrive at
ch(Λ+;Λ−)(q)
∼= q λ2 (B+−B−) q− c24 M˜(q)PRT+(q)PST−(q)PRT−(q)PST+(q)
= q−
c
24 M˜(q)P+
RT+
(q)P+
ST+
(q) P−
RT−
(q)P−
ST−
(q) , (4.35)
where in the last line we have absorbed the λ-dependent prefactor into the definition of
P±L (q), see eq. (2.8). This then reproduces precisely eq. (2.22).
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5 Decoupling in the Large-N CFT
In this section we give evidence for the claims of section 4 regarding the structure of the
limiting representations and their behaviour in correlation functions. We shall first explain
why the indecomposability of the representation, for example for the representation depicted
in (2.20), leads to a decoupling of the subrepresentations from correlation functions. Then
we shall explain why the representations are, in fact, indecomposable. After explaining the
general strategy of our calculation in section 5.2, we demonstrate the indecomposability for
the case of (f; f) in section 5.3. We have also tested a number of other cases, and the details
of the corresponding calculations are described in the appendix, see also section 5.4.
5.1 Decoupling of Null States
In the following we want to explain why the indecomposability of the representation leads
to a decoupling of the subrepresentations from correlation functions. For concreteness we
shall concentrate on the case (f; f), for which the structure of the resulting representation
was already described in section 2.2, see (2.20); as we shall see, the arguments for the other
cases are essentially identical.
The argument is more or less the same as for usual null vectors, except that the cyclic
state, i.e. the state from which any state can be obtained by the action of the modes, is the
state ψ at h = 1, and the ‘null vector’ is the vector ω at h = 0, see (2.20). However, for
the usual decoupling argument it is not actually relevant whether the null vector has higher
or smaller conformal weight than the cyclic vector, and thus the argument goes through
essentially unaltered.
To understand this in more detail, recall that it follows from the usual factorisation
arguments that a state χ will only be non-zero in any correlation function provided it is non-
zero in a suitable 2-point function. We are interested in the correlation functions involving
an arbitrary number of the fundamental fields (0; f), (0; f¯), (f; 0), and (¯f; 0). Thus we only
need to consider two point functions where both states live in representations that appear in
multiple fusion products of these representations. Based on the structure of the fusion rules
for finite N , the only non-zero 2-point function involving (f; f) is then the one where the
other state transforms in the (¯f; f¯) representation, for which the fusion analysis is essentially
identical.
Following the notation of (2.20) we denote the ‘highest weight’ states of (f; f) by ω and
ψ; similarly, we call the two ‘highest weight’ states of (¯f; f¯) ω¯ and ψ¯. Since the two-point
functions are diagonal with respect to conformal weight, the only potentially non-zero two-
point functions are then
〈ω¯|ω〉 , and 〈ψ¯|ψ〉 . (5.1)
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Note in particular, that there is no other state at h = 1 in (f; f) with which ψ¯ could have a
non-trivial 2-point function, and similarly for ψ. Now if 〈ψ¯|ψ〉 = 0, then ψ will be zero in all
correlation functions. But then the same will be true for any descendant of ψ, i.e. any state
that can be obtained from ψ by the action of modes. Thus the whole (f; f) representation and
the whole (¯f; f¯) representation would be zero in all correlation functions. While we cannot a
priori exclude this possibility, this is certainly not what we should expect.
So let us then assume that 〈ψ¯|ψ〉 6= 0, say 〈ψ¯|ψ〉 = 1. Then, given that ω¯ = L1ψ¯, we
conclude
〈ω¯|ω〉 = 〈L1ψ¯|ω〉 = 〈ψ¯|L−1ω〉 = 0 , (5.2)
since L−1ω 6= ψ — in fact L−1ω = 0. Thus it follows that 〈ω¯|ω〉 = 0, and hence ω, as well
as the whole subrepresentation generated from it, will vanish in all correlation functions. In
the more general cases we have studied, while there are potentially other states at the same
level as the cyclic state, these always turn out to have vanishing overlap since they carry
different higher spin charge.
5.2 The General Strategy of the Calculation
Next we want to explain why the limiting representations are indeed indecomposable. Recall
from section 4 that we expect this phenomenon to arise for representations of the form
(Λ+,Λ−), where Λ+ and Λ− have common boxes or common antiboxes. We can think of
these representations as being defined by the fusion of (Λ+,Λ−) = (Λ+, 0)⊗(0,Λ−). Thus we
need to understand the structure of the fusion product of (Λ+, 0) and (0,Λ−). A technology
to study general fusion products (without assuming anything about their structure) was
proposed some time ago by Nahm [42] and then further developed in [43]. It has been
successfully applied to logarithmic conformal field theories where this approach is one of the
standard methods by now.
The basic idea is to think of the fusion of two representations as the tensor product
H1 ⊗ H2 of the corresponding representation spaces; this tensor product space carries an
action of the symmetry algebra of the conformal field theory (i.e. the limit of theWN algebras
in our context). The fusion rules are then the ‘Clebsch-Gordon’ coefficients describing the
decomposition of the tensor product in terms of irreducible (or in general indecomposable)
representations.
The main problem with this idea is that all representation spaces involved are infinite
dimensional. Thus in order to actually turn this into a computationally feasible algorithm,
we need to cut the problem down to size. For example, we could try to concentrate in a
first step on the highest weight states of the fusion product. The highest weight states are
characterised by the property that they are annihilated by all positive modes. Unfortunately,
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this is a condition that is very hard to implement in the above setting, but there is an almost
equivalent alternative: at least in the standard highest weight case, the highest weight states
are not only annihilated by all positive modes, but they also have the property that they
cannot be obtained from any other state by the action of the negative modes. Thus we may
think of the ‘highest weight’ states as being described by the quotient space
(H1 ⊗H2)(0) = (H1 ⊗H2)/A<0(H1 ⊗H2) , (5.3)
where A< is the algebra of negative modes, and we quotient out by all states that can be
obtained by the action of a negative mode on any state in (H1 ⊗ H2). Provided that the
fusion rules are finite, this quotient space is then finite-dimensional, and we can calculate its
dimension, the action of the zero modes on it, etc.
Up to now we have not gained much relative to the usual treatment of fusion, but it should
now be clear how we can proceed. In addition to the ‘highest weight’ space (H1 ⊗ H2)(0)
we can also consider larger quotient spaces, where we divide out by smaller and smaller
subalgebras. In particular, we can define
(H1 ⊗H2)(1) = (H1 ⊗H2)/A<−1(H1 ⊗H2) , (5.4)
where we now only divide out states that can be obtained by the action of modes whose total
mode number is less than −1, such as L−2, L−3, W (3)−2 , . . ., as well as L−1L−1, L−1W (3)−1 , . . .
etc. Provided that the fusion rules are finite, (H1⊗H2)(1) will again be a finite-dimensional
vector space on which we can calculate the action of the zero modes, etc. In addition, we
can now, however, also determine the action of some of the positive modes. In particular,
any +1 mode such as L1, W
(3)
1 , etc. defines a well-defined map
L1 : (H1 ⊗H2)(1) → (H1 ⊗H2)(0) , (5.5)
and we can thus determine its action, at least on those states that are visible in (H1⊗H2)(1).
It should be clear that we can continue in this way: by determining larger quotient
spaces (where we divide out smaller subspaces of (H1⊗H2)) we can unravel the structure of
(H1 ⊗H2) more precisely, since we get access to the action of higher modes as we proceed.
Obviously, the analysis will get harder and harder (and it is not feasible to do it for all such
quotient spaces in closed form), but it is often enough to determine the first few such quotient
spaces in order to deduce the structure of the resulting representation. For example, for the
case at hand, the fusion of (f; 0) and (0; f), it will be enough to determine (5.4) since then
we can determine how L1 will act on the potential primary state at h = 1. In particular,
this will allow us to detect the presence (or absence) of the arrow from ψ to ω in (2.20).
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5.3 The Calculation for (f; 0)⊗ (0; f)
Let us explain this general analysis with the simplest example; we shall comment on the
other cases we have studied in section 5.4. This corresponds to both R and S being the
fundamental representation6. Before taking the ’t Hooft limit N → ∞ the fusion of (f; 0)
and (0; f) is an irreducible representation with
h(f; f) =
N2 − 1
2N(k +N)(k +N + 1)
. (5.6)
In the ’t Hooft limit we obviously have h(f; f) = 0, and hence L−1(f; f) will become a null
vector. Thus we may expect that, in the ’t Hooft limit, the representation (f; f) will become
a direct sum of representations. In fact, this is also suggested by the character of (f; f) which
becomes in the ’t Hooft limit
χ(f;f) = χ(0;0) +
q1
(1− q)2
∞∏
s=2
∞∏
n=s
1
(1− qn) , (5.7)
indicating that (f; f) splits up as the direct sum of the vacuum representation (0; 0), and
a second representation with highest weight h = 1, whose character is the second term in
(5.7). In fact, this is precisely what happens for the c → 1 limit of the minimal models, as
argued in [28], see also [44].
However, it is clear that this cannot quite happen in our case. For λ 6= 0, the two
representations (f; 0) and (0; f) have different conformal dimensions, h = h± =
1
2
(1±λ), and
the fusion of (f; 0) and (0; f) therefore cannot contain the actual vacuum. (This argument
does not apply in the c → 1 limit of the minimal models, since there the relevant two
representations, namely (2, 1) and (1, 2) both have conformal dimension h = 1
4
in the limit.)
In order to find out what precisely happens we can perform the fusion analysis that was
outlined above.
First we need to determine the low-lying null vector relations that characterise these two
representations. We choose the normalisation of W ≡ W (3) and U ≡ W (4) so that their
eigenvalues h = L0, w = W0 and u = U0 on the ground states are
φ1 ≡ (f; 0) : h1 = 12(1+λ) , w1 = −(1+λ)(2+λ) , u1 = (1+λ)(2+λ)(3+λ) , (5.8)
6The same example was considered in [19], where it was suggested that the appearance of a new null
vector in the large N limit could lead to the decoupling of problematic states. This suggestion, based on a
similar phenomenon in the Virasoro minimal models [28], turns out to be correct but the details are more
intricate than the Virasoro case (where the representations are completely reducible).
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and
φ2 ≡ (0; f) : h2 = 12(1−λ) , w2 = (1−λ)(2−λ) , u2 = (1−λ)(2−λ)(3−λ) . (5.9)
Both of these representations have the property that they only have one descendant state at
conformal dimenison one above the ground state, as follows directly from their characters
χ(f;0)(q) =
q
1
2
(1+λ)
(1− q)
∞∏
s=2
∞∏
n=s
1
(1− qn) = q
1
2
(1+λ)
(
1 + q + 2q2 + · · ·
)
, (5.10)
and similarly for χ(0;f)(q). Thus both W−1φj and U−1φj must be proportional to L−1φj; the
proportionality constants can be worked out using the condition that the difference must be
annihilated by L1, thus leading to
W−1φ1 = −3(2 + λ)L−1φ1 W−1φ2 = 3(2− λ)L−1φ2
U−1φ1 = 4(2 + λ)(3 + λ)L−1φ1 U−1φ2 = 4(2− λ)(3− λ)L−1φ2 .
(5.11)
At conformal dimension two the representation has two linearly independent states, which
we may take to be L2−1φj and L−2φj . Expressing W−2φj or U−2φj in terms of these states
and demanding that the difference is annihilated by L1 and L2 fixes the corresponding
coefficients. The coefficient proportional to L−2 turns out to be proportional to c
−1, and
thus in the ’t Hooft limit we are interested in, can be dropped.7 Then we find
W−2φ1 = −6L2−1φ1 W−2φ2 = 6L2−1φ2
U−2φ1 = 10(3 + λ)L
2
−1φ1 U−2φ2 = 10(3− λ)L2−1φ2 .
(5.12)
By a similar argument we also find the null vectors at level three
U−3φ1 = 20L
3
−1φ1 , U−3φ2 = 20L
3
−1φ2 . (5.13)
5.3.1 The highest weight calculation
For the calculation of the highest weight space we can quotient out by the states of the form
L−1(ψ1 ⊗ ψ2) = ((L−1ψ1)⊗ ψ2) + (ψ1 ⊗ (L−1ψ2)) , (5.14)
W−2(ψ1 ⊗ ψ2) = ((W−2ψ1)⊗ ψ2) + (ψ1 ⊗ (W−2ψ2)) , (5.15)
W−1(ψ1 ⊗ ψ2) = ((W−2ψ1)⊗ ψ2) + ((W−1ψ1)⊗ ψ2) + (ψ1 ⊗ (W−1ψ2)) , (5.16)
7A similar phenomenon was recently observed in a somewhat different context in [45].
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where ψ1 and ψ2 are arbitrary states in H1 and H2, respectively. These identities can be
obtained from standard contour deformation arguments, see for example [46] for a derivation
in the general case. Combining the last identity with the null vector relations we then
conclude that in (H1 ⊗H2)(0) we have the relation
(L2−1φ1)⊗ φ2 ∼= −16(W−2φ1)⊗ φ2
∼= +16(W−1φ1)⊗ φ2 + 16φ1 ⊗ (W−1φ2)
∼= −12 (2 + λ)(L−1φ1)⊗ φ2 + 12(2− λ)φ1 ⊗ (L−1φ2) (5.17)
∼= −12 (2 + λ)(L−1φ1)⊗ φ2 − 12 (2− λ)(L−1φ1)⊗ φ2 = −2(L−1φ1)⊗ φ2 .
This suggests that (H1 ⊗H2)(0) is spanned by the two states
(H1 ⊗H2)(0) = span{e1 = (φ⊗ φ) , e2 = (L−1φ⊗ φ)} . (5.18)
The action of L0 is defined to be
L0(ψ1 ⊗ ψ2) = ((L−1ψ1)⊗ ψ2) + ((L0ψ1)⊗ ψ2) + (ψ1 ⊗ (L0ψ2)) , (5.19)
and thus we find on (H1 ⊗H2)(0)
L0e1 = e1 + e2 , L0e2 = 2e2 + (L
2
−1φ1)⊗ φ2 ∼= 0 . (5.20)
The corresponding eigenvalues and eigenvectors are
h = 0 : ω(0) = e2
h = 1 : ψ(0) = e1 + e2 .
(5.21)
Similarly, we calculate from
W0(ψ1⊗ψ2) = ((W−2ψ1)⊗ψ2) + 2((W−1ψ1)⊗ψ2) + ((W0ψ1)⊗ψ2) + (ψ1⊗ (W0ψ2)) (5.22)
the action of W0 on these states to be
W0e1 = −6(L2−1φ1)⊗ φ2 − 6(2 + λ)(L−1φ1)⊗ φ2 − 6λe1
= −6λe1 + 12e2 − (12 + 6λ)e2 = −6λ(e1 + e2) (5.23)
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and
W0e2 = (L−1W−2φ1)⊗ φ2 + 2(W−2φ1)⊗ φ2 + 2(L−1W−1φ1)⊗ φ2 + 2(W−1φ1)⊗ φ2 − 6λe2
= −6(L3−1φ1)⊗ φ2 + (24− 6(2 + λ)− 6λ)e2 − 6(2 + λ)(L2−1φ1)⊗ φ2
= (−36 + 24− 6(2 + λ)− 6λ+ 12(2 + λ)e2 = 0 , (5.24)
where we have used that
[Lm,Wn] = (2m− n)Wm+n , (5.25)
as well as (see eq. (B.2) in the appendix)
(L3−1φ1)⊗ φ2 ∼= −3(L2−1φ1)⊗ φ2 ∼= 6e2 . (5.26)
Thus we conclude that
W0 ω
(0) = 0 , W0ψ
(0) = −6λψ(0) . (5.27)
5.3.2 Going up to level one
This calculation already implies that the state ψ at h = 1 is not any descendant of the state
ω at h = 0. Naively this suggests that the representation should be just the direct sum of
the two representations, but there is more to this. In fact, using similar techniques— the
details are described in the appendix — the level one space turns out to be generated by
f1 = φ1 ⊗ φ2 , f2 = (L−1φ1)⊗ φ2 , f3 = φ1 ⊗ (L−1φ2) , f4 = (L2−1φ1)⊗ φ2 . (5.28)
Note that in order to go from (H1⊗H2)(1) to (H1⊗H2)(0), we have to impose the additional
relations
f1 = e1 , f2 = e2 , f3 = −e2 , f4 = −2e2 . (5.29)
Using the results of the appendix we find that the eigenvectors of L0 are now given by
h = 0 : ω(1) = −1
2
f4
h = 1 : ψ(1) = f1 − f2 − f4
h = 2 : ρ(1) = f2 + f3
ξ(1) = 2f2 + f4 .
(5.30)
Note that upon imposing eq. (5.29) ω(1) ∼= ω(0) and ψ(1) ∼= ψ(0). The additional two states,
ρ(1) and ξ(1) are descendants, and therefore do not appear in
(H1 ⊗H2)(0), i.e. they vanish
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upon imposing eq. (5.29). Indeed, we have
L−1ψ
(1) = f2 + f3 = ρ
(1) and W−1ψ
(1) = −6ξ(1) + (6− 3λ)ρ(1) . (5.31)
One also observes that the above answer is in agreement with what one expects based on
the character (5.7): the states ω and ψ are the leading states in χ(0;0), as well as in the
second sum, respectively. The vacuum character does not have any descendants at level one,
whereas the second term has an expansion of the form q(1 + 2q + · · · ), thus leading to two
descendants at level one which we can identify with ρ and ξ, in agreement with eq. (5.31).
Now we come to the central part of the calculation. Since we have determined the level
one space (H1⊗H2)(1) we can work out L1 on ψ, and check whether it vanishes — this would
be the case if the fusion product is the direct sum of the two representation. Using that
L1(ψ1 ⊗ ψ2) = ((L−1ψ1)⊗ ψ2) + 2((L0ψ1)⊗ ψ2) + ((L1ψ1)⊗ ψ2) + (ψ1 ⊗ (L1ψ2)) (5.32)
we find
L1ω
(1) = 0 L1ψ
(1) = −λω(0)
L1ρ
(1) = 2ψ(0) L1ξ
(1) = 2(1 + λ)ψ(0) .
(5.33)
The crucial identity is the second relation in the first line: it shows that, for λ 6= 0, ψ is not
annihilated by L1, but rather is mapped to ω. The resulting representation has therefore the
schematic structure of (2.20). Thus while ω can be obtained by the action of a mode from ψ,
we cannot obtain ψ from ω by the action of any (negative) mode. The resulting representation
is therefore reducible — the states that are generated by the action of the (negative) modes
from ω form a proper subrepresentation — but we cannot decompose the representation
completely, i.e. it cannot be written as a direct sum of irreducible representations. In fact, we
cannot write the representation as a direct sum of any two smaller representations. Reducible
representations with this property are often referred to as indecomposable representations.
We have also done the analogous analysis for the Virasoro case, i.e. for the fusion of
the two h = 1
4
representations (that correspond to (2, 1) and (1, 2) in the c → 1 limit),
and in that case the representation actually decomposes. This fits in nicely with the above
analysis since the c→ 1 limit of the Virasoro minimal models corresponds formally to λ = 0,
in which case also the above representation becomes just the direct sum of two irreducible
representations.
5.4 Other Cases
One may be worried that the phenomenon we have just described is only a consequence of
the fact alluded to before, that we cannot obtain the vacuum in the fusion of two states with
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different conformal dimensions. We have therefore checked other cases, where this argument
does not apply. In particular, we have studied the fusion of (f; 0)⊗ (0; ), where the product
has states of conformal dimensions h = 1
2
(1 − λ) + n with n ∈ N, i.e. none of the states in
question has h = 0. The structure of the resulting representation is
(f; ) : ...
...
...
...
1
2
(5− λ) π
L1
0
00
00
00
0 σ




1
2
(3− λ) ν
L1
0
00
00
00
0
XX00000000
FF
ρ
L1




L0 =
1
2
(1− λ) µ
L−1
GG
(5.34)
Again, this is an indecomposable representation since the states that are obtained from the
highest weight state µ by the action of the (negative) modes only form a subrepresentation
since one cannot obtain ν as a descendant of µ. The unlabeled arrow from ν to σ is a linear
combination of L−1 and W−1. The details of the calculation are described in appendix B.2.
Note that also in this case the decoupling argument of section 5.1 goes through. While
there is now a descendant of µ (namely ρ) that could potentially have a non-zero two-point
function with ν, the two-point function is actually zero since ν and ρ have different W0
eigenvalues, see eq. (B.9).
In order to double check our analysis, we have also studied an example where we do
expect the resulting representation to be completely decomposable, namely the fusion
(f; 0)⊗ (f; 0) = ( ; 0)⊕ ( ; 0) . (5.35)
The calculation is described in appendix B.3, and the resulting representation is indeed the
direct sum.
Finally, we have studied the example
( ; ) = ( ; 0)⊗ (0; ) , (5.36)
where one naively expects a decomposition into three representations. The details of the
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calculation are described in appendix B.4; the resulting structure is precisely as expected,
( ; ) : ...
...
...
3 π
2
22
22
2
χ



...
2 ρ
L1 ##G
GG
GG
GG
GG
YY222222
EE
σ

ξ
||zz
zz
zz
zz
1 ψ
OO
L1

<<zzzzzzzz
L0 = 0 ω
(5.37)
Again the decoupling argument of section 5.1 goes through since ρ cannot have a non-zero
two-point function with either σ or ξ since their W0 eigenvalues are again different, see
eq. (B.36).
6 The Role of the Higher Spin Algebra
In the previous sections we demonstrated that Zbulk = ZCFT by rewriting both partition
functions as sums over u(∞) characters. This is somewhat mysterious since neither side has
any obvious U(N) symmetry. To explain why these characters arise, we will show that they
can be reinterpreted as characters of the higher spin algebra hs[λ] that governs the bulk gauge
theory. Thus it is obvious that some reorganization of the bulk partition function into u(∞)
characters should be possible, as done in section 3. Then, the rest of this section is devoted
to providing evidence that theWN symmetry of the CFT, in the ’t Hooft limit, is equivalent
to the hs[λ] symmetry of the bulk. If we assume this equivalence then the fact that both
partition functions can be written in terms of hs[λ] characters gives a partial explanation
of their agreement since it constrains both partition functions considerably. However, these
considerations by themselves are obviously not sufficient for a proof since they do not imply
that the same representations appear with the same multiplicity.
6.1 Characters of hs[λ]
The higher spin algebra [47, 48, 49, 50, 51] (see [22] for a review and further references) can
be obtained from the universal enveloping algebra of sl(2). Specifically, denoting the sl(2)
generators by J0, J±, the generators of hs[λ] are polynomials in J0,± modulo the relation
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that the Casimir equals
C2 ≡ J20 −
1
2
(J+J− + J−J+) =
1
4
(λ2 − 1) . (6.1)
A basis for the resulting quotient space is given by the higher spin generators
V sm = ns (−1)m+1(m+ s− 1)!
[
J−, . . . [J−, [J−︸ ︷︷ ︸
s− 1−m terms
, Js−1+ ]]
]
, s ≥ 2 , |m| < s , (6.2)
with ns a normalization factor; to avoid constants in the eventual comparison to WN , we
choose n2 =
1
2
and for s > 2, ns = ((s− 1)!)−2. Then the spin-2 generators Lm ≡ V s=2m for
m = 0,±1 simply agree with J0,±.
The simplest representations of hs[λ] are those inherited from representations of sl(2) with
Casimir equal to (6.1). In particular, we may consider the highest-weight representation of
sl(2) with highest weight J0 = h, for which the condition on the Casimir translates into
h = h± =
1
2
(1± λ), see eq. (1.2). Since L0 = V s=20 = J0, its trace equals
Trf q
L0 =
qh
1− q . (6.3)
There are actually four such representations since for each choice of h = h± there is a pair of
conjugate representations that differ by the sign of the eigenvalues of the odd spin generators.
Let us denote these representations by f± and f¯±, respectively. Note that these characters
agree precisely with those of the corresponding u(N) representation
Trf±q
L0 = Trf¯±q
L0 = P±f (q) . (6.4)
6.1.1 Other representations of hs[λ]
Obviously, the above four representations are not the only representations of hs[λ]. Indeed,
we can generate additional representations by taking tensor products. Many of these tensor
products are actually irreducible by themselves. For example, let H1 and H2 be two such
representations, and consider φ1 ∈ H1 and φ2 ∈ H2. Then we have
V 2−1(φ1 ⊗ φ2) = (J−φ1)⊗ φ2 + φ1 ⊗ (J−φ2) (6.5)
V 3−1(φ1 ⊗ φ2) = ∓3(1 + 2h1) (J−φ1)⊗ φ2)∓ 3(1 + 2h2)φ1 ⊗ (J−φ2) , (6.6)
where the signs in the last line correspond to whether Hi is the representation corresponding
to f± or f¯±, and hi is the J0 eigenvalue of φi. Unless H1 = H2, it is then clear that a suitable
linear combination of V 2−1(φ1 ⊗ φ2) and V 3−1(φ1 ⊗ φ2) will be equal to (J−φ1) ⊗ φ2, while
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another one will be equal to φ1 ⊗ (J−φ2). Thus it follows that the representation H1 ⊗H2
is irreducible.
This argument obviously breaks down for H1 = H2. In this case, the tensor product is
not irreducible. In fact, it is clear that the permutation group commutes with the Lie algebra
action on the tensor product, and hence we can decompose the tensor product by the usual
Young tableau technology. For example, for the two-fold tensor product we simply get
H⊗H = H ⊕H , (6.7)
where H is any of the four representations f± and f¯±, and we parametrize the representa-
tions of hs[λ] by the familiar Young tableaux. (Obviously there are four versions of these
representations, depending on whether H is f± or f¯±.) In any case, the characters of the two
irreducible representations that appear in (6.7) are
Tr qL0 =
q2h
(1− q)(1− q2) , Tr q
L0 =
q2h+1
(1− q)(1− q2) , (6.8)
where h = h±. Note that these characters satisfy
(
Trf q
L0
)2
=
q2h
(1− q)2 =
q2h
(1− q)(1− q2) +
q2h+1
(1− q)(1− q2) = Tr q
L0 + Tr qL0 . (6.9)
Because they count the symmetrized and anti-symmetrized contributions, they agree again
with the corresponding u(N) characters. The same argument obviously generalizes to arbi-
trary tensor powers, and we therefore conclude that
TrR±q
L0 = P±R±(q) , (6.10)
where R± corresponds to a Young tableaux with finitely many boxes. A general representa-
tion of hs[λ] obtained from the four fundamentals is then labeled by four Young tableaux,
labeled according to
f± ↔ R± , f¯± ↔ S± , (6.11)
and its character equals
TrR+,R−,S+,S−q
L0 = P+R+(q)P
+
S+
(q)P−R−(q)P
−
S−
(q) . (6.12)
Note that this is precisely what appears in eq. (2.10).
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6.2 hs[λ] and WN
Next we want to explain why the CFT partition function in the ’t Hooft limit can also be
written in terms of hs[λ] representations. On the face of it, this is much more mysterious
than the analysis in the bulk, as we shall now explain. On general principles, the symmetry
algebra of the boundary CFT can be identified with the asymptotic symmetry algebra of
the gravity (or higher spin) theory, and it will usually form some W algebra. The ‘global’
symmetry of the CFT, i.e. the analogue of hs[λ], can then be identified with the wedge
algebra, i.e. the algebra generated by the modes W sn with |n| < s, where s denotes the spin
of W s. This algebra forms a proper subalgebra of the full W symmetry at c→∞ [52].
For the case at hand, the local symmetry of the bulk higher spin theory is, of course,
two copies of hs[λ]. The bulk asymptotic symmetries form (two copies of) a larger algebra
W∞[λ] that extends hs[λ] much like the Virasoro algebra extends sl(2) [16, 17, 22]. W∞[λ]
has an infinite number of conserved currents W s of spins s = 2, 3, . . . , where W 2 is the
stress tensor. This is the higher spin analogue of the construction of the Virasoro algebra in
ordinary 3d gravity by Brown and Henneaux [53]. The asymptotic symmetry computation
is, algebraically, identical to the classical Drinfeld-Sokolov (or Hamiltonian) reduction. DS
reduction is a purely algebraic procedure to construct a W-algebra starting with any Lie
algebra. For the case at hand, the Lie algebra in question is hs[λ], and the DS point of view
guarantees that the wedge subalgebra of W∞[λ] agrees again with hs[λ]. This is then in
perfect agreement with what we expect from the bulk point of view.
However, in the proposal of [19], the dual CFT was not described in terms ofW∞[λ], but
rather as the ’t Hooft limit of theWN minimal models. At finite N , the wedge subalgebra of
WN equals sl(N), and thus one may naively think that the wedge subalgebra of the ’t Hooft
limit is something like sl(∞), which on the face of it would be different from hs[λ]. In the
following we want to argue that the wedge subalgebra of the ’t Hooft limit is equal to hs[λ].
(Actually, our arguments also suggest that the full ’t Hooft limit of the WN minimal models
has W∞[λ] symmetry.) In particular, this then implies that the states of the ’t Hooft limit
theory form representations of hs[λ], mirroring what we have seen above for the bulk.
Unfortunately, it is not possible to determine the structure of the wedge subalgebra
directly, since the commutation relations of WN are known only at small N , and the details
of the large N limit are sensitive to a nonlinear choice of basis. Some evidence based on the
representation theory of the two algebras was already given in [22]; here we will not give a
complete proof, but motivate the conjecture from level-rank duality and check it explicitly
by comparing properties of many degenerate representations of the two algebras, thereby
extending the checks of [22] considerably.
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6.2.1 Level-rank duality
The proposed duality between the ’t Hooft limit of the WN minimal models and W∞[λ]
is the natural generalization of a certain class of level-rank dualities for coset models that
were discovered some time ago by [54, 55]. It was observed in these papers that for coprime
integers (M,N), the two cosets
su(N)k ⊕ su(N)1
su(N)k+1
∼= su(M)l ⊕ su(M)1
su(M)l+1
(6.13)
are equivalent, where the levels are fractional and defined by
M =
N
k +N
, l =
M
N
−M . (6.14)
If we take N large and blindly analytically continue to non-integer rankM → λ ∈ [0, 1], then
the left-hand side is the WN minimal model at c = N(1−λ2), corresponding to the ’t Hooft
limit. The symmetry associated to the right-hand side is the Drinfeld-Sokolov reduction of
sl(λ) at the same value of the central charge. But the higher spin algebra is known to arise
as an analytic continuation of sl(N) to non-integer rank N → ±λ [47, 56]; this suggests
that the proper definition of the analytic continuation on the right-hand side gives precisely
W∞[λ], the DS reduction of hs[λ].
This intuition was made more precise and used to relate various quantum W-algebras in
[57, 58, 59]; our conjecture is a classical limit thereof. It would be interesting to understand
what the quantum results of [57, 58, 59] imply for the duality at finite N , where the bulk
symmetries should presumably be obtained by a quantum Drinfeld-Sokolov reduction.
6.2.2 Comparison of degenerate representations
As further evidence of the equivalence of the ’t Hooft limit of WN with W∞[λ] we now
compare the eigenvalues of some W s0 generators on primary states. Let us first recall the
description of primary states for the two cases. For the WN minimal model, the interesting
(i.e. degenerate) representations are labeled by
Λ = α+Λ+ + α−Λ− , (6.15)
where
α+α− = −1 , α− = −
√
kDS +N , α0 = α+ + α− , (6.16)
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with kDS the level of the DS-reduction, which is related to the level k in the coset description
via
1
k +N
=
1
kDS +N
− 1 . (6.17)
Furthermore, Λ+ and Λ− are representations of su(N) with Dynkin labels Λ± =
∑
s Λ
±
s λs,
where λs, s = 1, . . . , N − 1 are the fundamental weights. Equivalently, we can describe Λ±
in terms of the associated Young tableaux that are most conveniently characterized by the
number of boxes r±j in the j
th row. The eigenvalues of the primary W s0 generators
W s0 |Λ〉 = w(s)(Λ)|Λ〉 (6.18)
are explicitly known for s = 2, 3, 4. (An explicit formula for the eigenvalues of the non-
primary generators Us0 is known in closed form for all s; however, the transformation to the
primary basis of W s0 is only available for the first few s — see appendix C for more details.)
For example, the conformal dimension h(Λ) ≡ w(2)(Λ) equals
h(Λ) =
1
2
(Λ,Λ+ 2α0ρ) . (6.19)
Explicit descriptions for w(s)(Λ), s = 3, 4, are given in appendix C.
Next we want to deduce from this general formula the eigenvalues in the two different
cases that are of interest to us. In the ’t Hooft limit, we take N, k → ∞, keeping λ = N
k+N
fixed. Rewriting (6.17) as
N
N + k
= λ =
N
kDS +N
−N (6.20)
this means that we take N → ∞, with kDS = −N + 1 − λN . In terms of α± and α0 this
becomes
’t Hooft limit: α+ ∼= +1 , α− ∼= −1 , α0 ∼= λN . (6.21)
For example, for the conformal dimension h(Λ), we then obtain in this limit
’t Hooft limit: hmm(Λ) =
1
2
∑
j
r2j +
1
2
λB , (6.22)
where we have used the relations of appendix A, see in particular eqs. (A.7) and (A.9).
In order to obtain the eigenvalues for hs[λ] we proceed somewhat indirectly, using the
fact [47, 56] that hs[λ] is the analytic continuation of sl(N) to non-integer N → ±λ. Thus
we can compute the eigenvalues using the above DS-reduction, but evaluated at N = −λ
35
and kDS →∞
hs[λ] : α+ ∼= 1√
kDS
, α− ∼= −
√
kDS , α0 ∼= −
√
kDS . (6.23)
Evaluating (6.19) in this limit, we note that the limit only converges provided that Λ− = 0.
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Writing Λ = Λ+, we then find
hhs(Λ) = −(Λ, ρ) = 1
2
∑
j
c2j −
1
2
BN , (6.24)
where we have used (A.7) and (A.9). Replacing N 7→ −λ this becomes
hs[λ] : hhs(Λ) =
1
2
∑
j
c2j +
λB
2
. (6.25)
Comparing (6.22) with (6.25) we now conclude that
hmm(Λ) = hhs(Λ
T ) , (6.26)
where ΛT is the representation obtained from Λ upon transposing the Young tableaux.
The appearance of the transpose in this relation is very natural, since we can think of the
correspondence as a sort of level-rank duality.
We have similarly checked the relation for s = 3, 4, and in all cases we have for Λ = (Λ; 0)
w(s)mm(Λ) = w
(s)
hs (Λ
T ) . (6.27)
The details of these calculations are presented in appendix C. Taken together this gives very
strong support to the claim that the ’t Hooft limit of the WN minimal models defines a
W∞[λ] theory, as suggested by the bulk analysis.
Here we have checked the eigenvalues by analytic continuation from sl(N), but there is
another way to do the computation directly in hs[λ], at least for simple representations. The
wedge modes, i.e. the modes W sm with |m| < s, of the W-algebra that is obtained by DS
reduction from hs[λ] define for c→∞ a subalgebra that is identical to hs[λ] itself. Therefore
zero modes of the W-algebra can be computed using the description of hs[λ] as the quotient
of U(sl(2)). We have checked that for some simple representations, this reproduces the
answers above. The advantage of this method is that it can be applied to representations of
the type (Λ+; Λ−), whereas the analytic continuation is straightforward only for (Λ+; 0) or
8We have checked that the agreement between the eigenvalues also works for representations of the form
(0; Λ−). In fact, that case reduces to the above by changing the sign of λ.
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(0; Λ−) with Λ± a finite tensor power of fundamentals or anti-fundamentals. Consider, for
example, (f; f). In hs[λ], it corresponds to the representation formed by the tensor product
(f+ ⊗ f¯−), for which the zero mode eigenvalues add,
V s0
(
f+ ⊗ f¯−
)
= (Vs0f+)⊗ f¯− + f+ ⊗ (Vs0f¯−) . (6.28)
Thus the conformal weight and spin-3 eigenvalue are
h = 1 , w(0) = −6λ . (6.29)
This agrees with (5.27) for the level-1 state ψ inside the (f; f) representation of WN in the
’t Hooft limit, i.e. the ground state of the irreducible representation formed after removing
the null vector at level 0. We have also checked this for the other explicit examples we have
considered, see appendix B, and we expect this pattern to continue for all other representa-
tions (Λ+; Λ−): eigenvalues derived from the higher spin algebra agree precisely with WN as
N →∞ after the null states that are described in section 5 are modded out.
7 Discussion
In this paper we have shown that the perturbative spectrum of the bulk higher spin gravity
theory is in one-to-one correspondence with the states of the dual CFT whose Young tableaux
(Λ+; Λ−) only contain finitely many boxes and antiboxes. The precise mapping only works
at infinite N , and it relies on a novel decoupling phenomenon: certain primary states of
the CFT become null-descendants in the limit and decouple from the spectrum. It is an
important open problem to understand the coupling to these states at large but finite N ,
which could potentially modify the connected correlators of the CFT even at leading order
in 1/N . The answer should also shed some light on the significance of the condition λ 6= 0
that was important for the decoupling.
As mentioned in the introduction, in the large N limit, the CFT also contains another
interesting class of representations (Λ+; Λ−), namely those for which the number of boxes or
antiboxes grows with N . Some of these states have actually low-lying conformal dimension
— in particular, this is the case for the primaries with Λ+ = Λ− for which h(Λ;Λ) =
C2(Λ)
p(p+1)
— and their density at any energy grows exponentially with N . In the large N limit, these
representations, however, do not couple to the perturbative excitations in the bulk since the
fusion rules of the CFT close on states with finitely many Young tableaux boxes.
However, at finite N , the distinction between the two classes of states — those that have
O(1) number of boxes and antiboxes, and those for which this number is of order O(N)
— becomes ambiguous and we should be careful about the statements on decoupling. The
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fusion rules of the CFT, which are just the tensor product rules for large enough N , guarantee
that m-fold products of the four fundamental fields do not couple to states with more than
m boxes or antiboxes, and thus there is still a natural separation between the two classes of
states. It is therefore intriguing as to what these states are from a bulk point of view. One
possibility is that they correspond to a class of exotic black hole like objects in the Vasiliev
theory whose masses are O(1) even in the large N limit. A first attempt at constructing
new black holes in higher spin theories has recently been made in [60], but the black holes
described there do not seem to have this property. It has also been noted by [61] that in the
finite N theories black holes would have other unusual features. The presence of a primary
with maximal dimension would imply that very large black holes are largely comprised of
generalised boundary graviton excitations.
In Witten’s recent approach to 3d pure gravity [62], the bulk theory is topological, and the
spectrum is empty (other than descendants) below the black hole threshold c/24. The present
situation is rather different: we have focused on states below c/24, which are nontrivial
because the bulk has propagating degrees of freedom. Since the higher spin theory also
contains standard BTZ black holes, the usual Farey tail picture [63, 64, 65] suggests that CFT
states above the black hole threshold might be obtained from the perturbative part of the
spectrum upon applying modular transformations. In the N →∞ limit, the central charge
of the CFT also goes to infinity, and modular transformations are delicate. However, it would
be interesting to see whether one can make sense of this at finite N . An understanding of
this issue would also be important in order to get insight into the thermodynamic properties
of the theory, in particular, the question of whether a Hawking-Page transition takes place.
Another route to understanding the higher spin theory at finite N may be to exploit
the connection to topological Chern-Simons theory. The WN CFT, being a coset model, is
related to a 3d topological Chern-Simons gauge theory by the Chern-Simons/Wess-Zumino-
Witten map [66] as applied to cosets [67]. This 3d theory is different from higher spin gravity,
which has a non-compact symmetry group and is not topological. Nonetheless the higher
spin characters P±R (q) that appear in the bulk and boundary partition functions are related
to knot polynomials, as pointed out in section 4.
Finally, these investigations of the finite N theory are presumably tied up with the basic
question as to whether it is possible to have a consistent quantum mechanical version of the
Vasiliev theory by itself or if it is necessary to embed it in a larger theory (with more degrees
of freedom) such as string theory.
Acknowledgements: We are grateful to Chi-Ming Chang, Miranda Cheng, Shiraz Min-
walla, Kyriakos Papadodimas, Mukund Rangamani, Misha Vasiliev, Carl Vollenweider, and
Xi Yin for useful discussions. The work of MRG is supported by the Swiss National Science
Foundation, and he thanks the Weizmann Institute (Rehovot) and the Simons Center (Stony
38
Brook) for hospitality while part of this work was being done. The work of R.G. is partially
funded by the SwarnaJayanthi Fellowship of the DST, Govt. of India and more broadly by
the generous support for basic sciences by the people of India. He would also like to thank
IAS (Princeton), Simons Center (Stony Brook), IFT (Utrecht), DESY (Hamburg) and ICTS
(Bangalore) for hospitality during the completion of this work. TH is supported by U.S.
Department of Energy grant DE-FG02-90ER40542. S.R. is supported by a Ramanujan fel-
lowship of the Department of Science and Technology. S.R. would also like to acknowledge
the support of the Harvard University Physics department and is grateful to the Perimeter
Institute (Waterloo), CERN (Geneva), and ETH (Zurich) for their hospitality while this
work was being completed.
Appendices
A Orthogonal Basis for Characters
For some of these calculations it is useful to write the weights and roots in an orthogonal
basis. Let ei, i = 1, . . . , N be an orthonormal basis. The simple roots of su(N) are then
given by αi = ei − ei+1, while the fundamental weights are
λi =
i∑
j=1
ej − i
N
N∑
j=1
ej , i = 1, . . . , N − 1 , (A.1)
and thus the Weyl vector is
ρ =
N∑
i=1
(
N+1
2
− i) ei . (A.2)
The finite Weyl group is then just the permutation group SN acting on the ei. The Dynkin
labels of a representation with highest weight Λ are the coefficients Λs in
Λ =
N−1∑
s=1
Λs λs . (A.3)
Given Λs, the corresponding Young tableau has rj boxes in the j
th row with
rj =
N−1∑
s=j
Λs , Λs = rs − rs+1 B =
N∑
j=1
rj =
N−1∑
s=1
sΛs , (A.4)
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where B is the total number of boxes in the Young tableau. It is sometimes also useful to
write Λ directly in terms of the orthonormal basis ei itself, i.e.
Λ =
N∑
i=1
li ei . (A.5)
Then, with rN ≡ 0, we have
lj =
N−1∑
s=j
Λs − B
N
= rj − B
N
,
N∑
j=1
lj = 0 , (A.6)
i.e. the orthogonal labels differ from the labels describing the length of the rows by an overall
constant that guarantees that their sum vanishes.
In terms of the orthogonal labels, the quadratic Casimir can now be easily calculated,
C2 =
1
2
〈Λ,Λ+ 2ρ〉 = 1
2
N∑
i=1
l2i +
N∑
i=1
li
(
N+1
2
− i)
=
1
2
N∑
i=1
r2i −
B2
2N
−
N∑
i=1
ili
=
1
2
N∑
i=1
r2i −
B2
2N
−
N∑
i=1
iri +
1
2
B(N + 1) , (A.7)
where we have used that the sum of the lj equals zero. To evaluate this further, we denote
by cj the number of boxes in the j
th column; the variables cj and rj are related through
cj =
N−1∑
i=1
H(ri − j) , rj =
∑
i
H(ci − j) , (A.8)
where H is the Heaviside step function with the convention that H(0) = 1. In the second
sum, i is unrestricted but rj≥N = 0, since no column can have more than N − 1 boxes. This
leads to
N−1∑
j=1
jrj =
∑
i
N−1∑
j=1
jH(ci − j) =
∑
i
ci(ci + 1)
2
=
1
2
∑
i
c2i +
B
2
. (A.9)
Plugging into (A.7) it then follows that the quadratic Casimir equals
C2 =
1
2
BN +
1
2
(N−1∑
i=1
r2i −
∑
j
c2j
)− B2
2N
, (A.10)
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thus leading to (4.9). The Weyl denominator formula implies
∑
w∈W
ǫ(w) q−〈w(Λ+ρ), ρ〉 = q−ρ
2+
∑
i ili
N∏
i=2
i−1∏
j=1
(
1− qlj−li+i−j) (A.11)
= q−ρ
2
q−
1
2
BN q
1
2
∑
j c
2
j
N∏
i=2
i−1∏
j=1
(
1− qlj−li+i−j) , (A.12)
from which we deduce (see eq. (4.26))
χ
u(N)
Λ (zi) =
q
1
2
∑
j c
2
j
V
N∏
i=2
i−1∏
j=1
(
1− qlj−li+i−j) , (A.13)
with the denominator given by the Vandermonde determinant,
V =
∑
w∈W
ǫ(w) q−〈w(ρ)−ρ, ρ〉 =
N∏
i=2
i−1∏
j=1
(
1− qi−j) . (A.14)
For a representation Λ with finitely many boxes, the expression appearing in (4.27) equals
thus
qC2 dimq Λ = q
C2
∑
w∈W ǫ(w) q
−〈w(Λ+ρ), ρ〉∑
w∈W ǫ(w) q
−〈w(ρ), ρ〉
∼= q
1
2
∑
i r
2
i
V
N∏
i=2
i−1∏
j=1
(
1− qlj−li+i−j) , (A.15)
where we have used the explicit description of the quadratic Casimir, eq. (A.10), and dropped
the −B2
2N
term, because it disappears for N → ∞. At large N , the products in (A.13) and
(A.15) can be written as [31, Ch. 3]
∞∏
i=2
i−1∏
j=1
1− qrj−ri+i−j
1− qi−j =
∏
(ij)∈Λ
(1− qhij)−1 , (A.16)
where the product is over boxes of the Young tableau and hij is the hook length. Now we
observe that at large N , (A.13) and (A.15) are related under transposition of the Young
tableau, i.e. upon swapping rows with columns
qC2 dimq Λ ∼= χu(N)ΛT (zi) (boxes only) . (A.17)
For finite tensor powers of the antifundamental, whose Young tableaux contain only anti-
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boxes, similar reasoning leads to
qC2 dimq Λ ∼= χu(N)Λ¯T (zi) (antiboxes only) . (A.18)
In particular, the left-hand side is therefore invariant under exchanging boxes for antiboxes.
For a mixed representation Λ = (R¯, S) with both boxes and antiboxes, we finally have
qC2 dimq Λ ∼= χu(N)RT (zi)χ
u(N)
ST
(zi) . (A.19)
B Fusion Calculation Details
In this section we provide some more details of the fusion calculations.
B.1 The Calculation for (f; 0)⊗ (0; f)
Let us explain in more detail the analysis leading to the description of H(1) ≡ (H1 ⊗H2)(1)
for the case of the fusion (f; 0)⊗ (0; f). For the analysis at level one, we are only allowed to
divide by states that are in the image of modes whose total mode number is smaller than
−1. So in particular, we have the relations
0 ∼= W−2(φ1 ⊗ φ2) : (L2−1φ1)⊗ φ2 ∼= φ1 ⊗ (L2−1φ2)
0 ∼= U−3(φ1 ⊗ φ2) : (L3−1φ1)⊗ φ2 ∼= −φ1 ⊗ (L3−1φ2)
0 ∼= U−2(φ1 ⊗ φ2) : (L3−1φ1)⊗ φ2 ∼= −12(3 + λ)(L2−1φ1)⊗ φ2 − 12(3− λ)φ1 ⊗ (L2−1φ2)
0 ∼= L−1L−1(φ1 ⊗ φ2) : (L2−1φ1)⊗ φ2 ∼= −2(L−1φ1)⊗ (L−1φ2)− φ1 ⊗ (L2−1φ2) ,
(B.1)
where we have used the various null vector identities. In particular, combining the first and
third relation, as well as the first and last relation, we then obtain
(L3−1φ1)⊗ φ2 ∼= −3(L2−1φ1)⊗ φ2 (B.2)
(L−1φ1)⊗ (L−1φ2) ∼= −(L2−1φ1)⊗ φ2 ∼= −φ1 ⊗ (L2−1φ2) .
The space at level one is therefore spanned by (5.28), and we find for the action of L0,
L0f1 = f1 + f2 (B.3)
L0f2 = 2f2 + f4
L0f3 = 2f3 − f4
L0f4 = 3f4 − 3f4 = 0 ,
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leading to the eigenvectors given in (5.30). Using (5.32) we can finally determine the action
of L1 on these states,
L1f1 = (1 + λ)f1 + f2 (B.4)
L1f2 = (3 + λ)f2 + (1 + λ)f1 + f4 ∼= (1 + λ)(e1 + e2)
L1f3 = (1 + λ)f3 + (1− λ)f1 − f4 ∼= (1− λ)(e1 + e2)
L1f4 = (5 + λ)f4 + 2(λ+ 2)f2 − 3e4 ∼= 0 ,
where we have implemented the relations f3 = −e2 and f4 = −2e2 since the image is to be
interpreted in H(0) ≡ (H1 ⊗H2)(0). On the L0 eigenstates this then leads to (5.33).
B.2 Another Example
Now consider (f; 0)⊗ (0; ). In this case, the space at level one is spanned by the five vectors
f1 = φ1⊗φ2 , f2 = (L−1φ1)⊗φ2 , f3 = φ1⊗(L−1φ2) , f4 = (L2−1φ1)⊗φ2 , f5 = φ1⊗(L2−1φ2) ,
(B.5)
and we have the relations
(L3−1φ1)⊗ φ2 ∼= −3f4 (B.6)
(L2−1φ1)⊗ (L−1φ2) ∼= 2f4 + f5
(L−1φ1)⊗ (L2−1φ2) ∼= −f4 − 2f5
(L−1φ1)⊗ (L−1φ2) ∼= −12f4 − 12f5 ,
where we have used the null relations for φ2 given in (B.15). Furthermore, in order to go to
the highest weight space H(0) ≡ (H1 ⊗H2)(0) we have to impose the additional relations
H(0) : f3 = −f2 , f5 = f4 = −2f2 . (B.7)
We can determine the action of L0 on this five-dimensional space, and we find the eigenvectors
h = 1
2
(1− λ) : µ(1) = −1
2
f4
h = 1
2
(3− λ) : ν(1) = f1 − f2 − f4
ρ(1) = 1
2
f4 − 12f5
h = 1
2
(5− λ) : σ(1) = 2f3 − f5
π(1) = 2f2 + f4 .
(B.8)
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It follows from (B.7) that µ and ν are the states that survive in the ‘highest weight space’,
whereas ρ, σ and π are descendants. Because there are now multiplicities, we have used the
action of W0 to find those linear combinations that are also W0 eigenstates; in fact we find
W0 ν
(1) = (λ2 − 9λ+ 2) ν(1)
W0 ρ
(1) = (2− λ)(7− λ) ρ(1) , (B.9)
and thus the eigenstates are uniquely fixed by this requirement. Finally, we apply again L1
to these states and find
L1µ
(1) = 0 L1ρ
(1) = (1− λ)µ(0)
L1ν
(1) = −λµ(0) L1σ(1) = 4(1− λ)ν(0)
L1π
(1) = 2(1 + λ)ν(0) . (B.10)
Thus the representation is indeed again indecomposable for λ 6= 0 since L1ν ∼ µ.
B.3 The Double Blind Test
We have also checked that in situations where we expect the answer to be a direct sum,
this analysis also predicts it to be a direct sum (for any value of λ). In particular, we have
done the analysis for (f; 0)⊗ (f; 0) for which the space at level one is four-dimensional, and
spanned by
f1 = φ1 ⊗ φ2 , f2 = (L−1φ1)⊗ φ2 , f3 = φ1 ⊗ (L−1φ2) , f4 = (L2−1φ1)⊗ φ2 . (B.11)
The L0 eigenvectors turn out to be in that case
h = 1 + λ : ω(1) = f1 − f2 + 12f4
h = 2 + λ : ψ(1) = f2 − f3 − f4
ρ(1) = f2 + f3 − f4
h = 3 + λ : ξ(1) = f4 ,
(B.12)
but now the eigenvectors are not uniquely fixed because both ψ(1) and ρ(1) have the same
W0 eigenvalue, namely −2(2 + λ)(4 + λ). There is therefore one linear combination of the
two states at conformal weight h = 2 + λ that is in fact annihilated by L1; in the above
conventions it is the state ψ(1), i.e. we have L1ψ
(1) = 0. Thus unlike the other cases above,
the representation appears to be a direct sum of two representations, in agreement with our
expectations.
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B.4 A Higher Order Example
Finally, we have studied the example ( ; 0)⊗ (0; ). Writing φ1 = ( ; 0) and φ2 = (0; ), the
eigenvalues are
h1 = 1 + λ h2 = 1− λ
w1 = −2(1 + λ)(2 + λ) w2 = 2(1− λ)(2− λ)
u1 = 2(1 + λ)(2 + λ)(3 + λ) u2 = 2(1− λ)(2− λ)(3− λ)
x1 = −2(1 + λ)(2 + λ)(3 + λ)(4 + λ) x2 = 2(1− λ)(2− λ)(3− λ)(4− λ) .
(B.13)
Here xi is the eigenvalue of the spin 5 field X with commutation relations
[Lm, Xn] = (4m− n)Xm+n [Xm, Ln] = (m− 4n)Xm+n . (B.14)
We have the null-relations
W−1φ1 = −3(2 + λ)L−1φ1 W−1φ2 = 3(2− λ)L−1φ2
U−1φ1 = 4(2 + λ)(3 + λ)L−1φ1 U−1φ2 = 4(2− λ)(3− λ)L−1φ2
X−1φ1 = −5(2 + λ)(3 + λ)(4 + λ)L−1φ1 X−1φ2 = 5(2− λ)(3− λ)(4− λ)L−1φ2
U−2φ1 = −53(3 + λ)W−2φ1 U−2φ2 = 53(3− λ)W−2φ2
X−2φ1 =
5
2
(3 + λ)(4 + λ)W−2φ1 X−2φ2 =
5
2
(3− λ)(4− λ)W−2φ2
X−3φ1 = −74(4 + λ)U−3φ1 X−3φ2 = 74(4− λ)U−3φ2 ,
(B.15)
as well as the two relations9(
U−3 + 5L−1W−2 + 10L
3
−1
)
φ1 =
(
U−3 − 5L−1W−2 + 10L3−1
)
φ2 = 0 (B.16)
and (
L4−1 − 112W−2W−2 − 15L−1U−3 − 335X−4
)
φ1 = 0 (B.17)
and (
L4−1 − 112W−2W−2 − 15L−1U−3 + 335X−4
)
φ2 = 0 . (B.18)
9Some of these null relations are fixed by the action of L1, while others were derived assuming the
conjecture of [22] relating WN to the wedge algebra of W∞[λ].
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B.4.1 The highest weight space
For the highest weight space we have the relations
L−1 : (L−1 ⊗ 1) ∼= −(1⊗ L−1)
W−2 : (W−2 ⊗ 1) ∼= −(1⊗W−2)
W−1 : (W−2 ⊗ 1) ∼= 12(L−1 ⊗ 1)
U−3 : (U−3 ⊗ 1) ∼= −(1⊗ U−3)
U−2 : (U−3 ⊗ 1) ∼= 120(L−1 ⊗ 1) ,
(B.19)
where we have used the short-hand notation (S1 ⊗ S2) ≡ (S1φ1 ⊗ S2φ2), and indicated on
the left where the relation originally comes from. From W−1 applied to the state (1⊗ L−1)
we obtain, using the above relations as well as the null vector relations for W−1
(W−2 ⊗ L−1) ∼= 12(L−1 ⊗ 1)− 12(L2−1 ⊗ 1) , (B.20)
and the null vector (B.16) gives rise to the relation
120(L−1 ⊗ 1) ∼= 5(W−2 ⊗ L−1)− 10(L3−1 ⊗ 1) . (B.21)
Combing the last two equations we conclude that
(L3−1 ⊗ 1) ∼= −6(L2−1 ⊗ 1)− 6(L−1 ⊗ 1) . (B.22)
The highest weight space is therefore spanned by
H(0) = span{e1 = φ1 ⊗ φ2 , e2 = (L−1φ1)⊗ φ2 , e3 = (L2−1φ1)⊗ φ2} . (B.23)
For the action of L0 on these states we find
L0e1 = 2e1 + e2 (B.24)
L0e2 = 3e2 + e3
L0e3 = −2e3 − 6e2 ,
leading to the eigenvectors
h = 0 : ω(0) = e3 + 2e2
h = 1 : ψ(0) = e3 + 3e2
h = 2 : ρ(0) = 2e1 + 4e2 + e3 .
(B.25)
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The W0 action is
W0e1 = −12λe1 − 6λe2 (B.26)
L0e2 = −18λe2 − 6λe3
L0e3 = 12λe3 + 36λe2 ,
from which one concludes that
W0ω
(0) = 0 , W0ψ
(0) = −6λψ(0) , W0ρ(0) = −12λρ(0) . (B.27)
B.4.2 The analysis at the first excited level
In H(1) we have the relations
L2−1 : (L−1 ⊗ L−1) ∼= −12(f4 + f6)
W−2 : (1⊗W−2) ∼= −f5
L−1W−1 : (L−1W−2 ⊗ 1) ∼= −(W−2 ⊗ L−1) + 6f4 − 6f6 .
(B.28)
Using null vectors we deduce in addition
(U−3 ⊗ 1) ∼= 10(W−2 ⊗ 1)
(L−1W−2 ⊗ 1) ∼= −2f5 − 2f7
(W−2 ⊗ L−1) ∼= 6f4 + 2f5 − 6f6 + 2f7
(L2−1 ⊗ L−1) ∼= −f4 + f6 − f7
(L−1 ⊗ L2−1) ∼= 2f4 − 2f6 + f7
(X−4 ⊗ 1) ∼= 140f5
(W−2W−2 ⊗ 1) ∼= −144f4 − 72f5 − 48f7
(U−3L−1 ⊗ 1) ∼= −30f5 − 20f7
(L4−1 ⊗ 1) ∼= −12f4 − 8f7 ,
(B.29)
where we have defined the fi by
f1 = (φ1 ⊗ φ2) f2 = (L−1φ1 ⊗ φ2)
f3 = (φ1 ⊗ L−1φ2) f4 = (L2−1φ1 ⊗ φ2)
f5 = (W−2φ1 ⊗ φ2) f6 = (φ1 ⊗ L2−1φ2)
f7 = (L
3
−1φ1 ⊗ φ2) .
(B.30)
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These states form then a basis for H(1). Note that in H(0) we have the relations
H(0) : f1 = e1 , f2 = −f3 = e2 , f5 = 12e2 , f4 = f6 = e3 , f7 = −6e2 − 6e3 .
(B.31)
The action of L0 on these basis elements is
L0f1 = 2f1 + f2 (B.32)
L0f2 = 3f2 + f4
L0f3 = 3f3 − 12f4 − 12f6
L0f4 = 4f4 + f7
L0f5 = 2f5 − 2f7
L0f6 = 2f4 + 2f6 + f7
L0f7 = −12f4 − 3f7 ,
from which we determine the eigenvectors to be
h = 0 : ω(1) = 3f4 + f7
h = 1 : ψ(1) = 4f4 + f7
h = 2 : ρ(1) = 12(f1 − f2)− 18f4 + f5 − 4f7
σ(1) = 12f4 + f5 + 2f7
ξ(1) = 6f4 + f5 + 6f6 + 2f7
h = 3 : π(1) = −2f2 − 2f3 − f4 + f6
χ(1) = 6f2 + 6f4 + f7 .
(B.33)
In order to determine the action ofW0 on these vectors, we use that (from the highest weight
analysis) the eigenvalues of ω and ψ under W0 are known. This then implies that
W0f4 = −24λf4 − 6λf7 (B.34)
W0f7 = 72λf4 + 18λf7 .
We have also worked out from first principles
W0f1 = −12λf1 − 6(2 + λ)f2 + f5 (B.35)
W0f2 = −6(2 + 3λ)f2 − 6(2 + λ)f4 − 2f7
W0f3 = 6(2− 3λ)f3 + 3(4 + λ)f4 + 2f5 + 3λf6 + 2f7
W0f5 = −144f4 − 12(1 + λ)f5 − 12(2− λ)f7
W0f6 = 12(3− λ)f4 + 4f5 + 12(1− λ)f6 + 2(4− 3λ)f7 ,
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which allows us to check that
W0ρ = −12λρ , W0σ = −12(λ+ 1)σ , W0ξ = 12(1− λ)ξ . (B.36)
Thus ρ and σ are the (unique) eigenvectors of W0 at h = 2. Finally, we have worked out the
action of L1 on these states, finding
L1f1 = (2 + 2λ)e1 + e2 (B.37)
L1f2 = (2 + 2λ)e1 + (4 + 2λ)e2 + e3
L1f3 = (2− 2λ)e1 − (2 + 2λ)e2 − e3
L1f4 = 4λe2 + 2λe3
L1f5 = 12(3 + λ)e2 + 12e3
L1f6 = 4(λ− 3)e2 + 2(λ− 2)e3
L1f7 = −12λe2 − 6λe3 .
This leads to
L1ω
(1) = 0 L1ψ
(1) = 2λω(0)
L1σ
(1) = 12(1 + λ)ψ(0) L1ρ
(1) = −12λψ(0) L1ξ
(1) = 12(λ− 1)ψ(0) .
(B.38)
Thus, provided that λ 6= 0, L1 maps ρ(1) to ψ(0) and ψ(1) to ω(0), thus demonstrating that the
representation is indecomposable, with cyclic vector ρ. The resulting structure is sketched
in (5.37).
C Zero Modes of Degenerate Representations
In this section we check the formula (6.27) for spins s = 3, 4. This formula equates the zero
mode eigenvalues of degenerate representations of the hs[λ] algebra to those of WN in the
’t Hooft limit. The higher spin zero modes are a straightforward extension of the conformal
dimensions. The one new ingredient is that higher spin generators are ambiguous, so to make
the comparison we must first go to a basis where the generators are primary. A closed form
expression for the zero modes is known only in a particular non-primary basis (the Miura
basis) with currents Us related to W s by a nonlinear field redefinition. The non-primary
zero modes eigenvalues are [68, 26]
us(Λ) = (−1)s−1
∑
i1<···<is
s∏
j=1
[(Λ, hij) + (s− j)α0] . (C.1)
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The transformation to the primary basis through spin 4 is [69]
W 2(z) = U2(z) (C.2)
W 3(z) = U3(z)− N − 2
2
α0∂U
2(z)
W 4(z) = U4(z)− N − 3
2
α0∂U
3(z) +
(N − 2)(N − 3)
10
α20∂
2U2(z)
−(N − 2)(N − 3)(5N + 7)
10N(N2 − 1) (U
2(z))2 .
Converting to modes, performing the sums in (C.1) at finite N and α0, and taking the two
separate limits (6.21) and (6.23), respectively, we find
’t Hooft: w(3)mm(Λ) =
λ2
6
B +
λ
2
∑
r2i +
1
3
∑
r3i (C.3)
w(4)mm(Λ) =
λ(1 + λ2)
20
B +
1 + 6λ2
20
∑
r2i +
λ
2
∑
r3i +
1
4
r4i
Higher spin: w
(3)
hs (Λ)k
−1/2
DS = −
∑
i2ri + (1− λ)
∑
iri − B
6
(1− λ)(2− λ)
w
(4)
hs (Λ)k
−1
DS =
∑
i3ri +
3(λ− 1)
2
∑
i2ri +
11− 15λ+ 6λ2
10
∑
iri
− B
20
(1− λ)(2− λ)(3− λ) .
Using the Young tableau identities
∑
iri =
1
2
∑
ci(ci+1) ,
∑
i2ri =
1
6
∑
ci(1 + ci)(1+ 2ci) ,
∑
i3ri =
1
4
∑
c2i (1+ ci)
2
(C.4)
we find (up to an unfixed λ-independent normalization)
w(s)mm(Λ) = w
(s)
hs (Λ
T ) . (C.5)
Therefore the degenerate representations of the two algebras match after transposing the
Young tableaux, at least through spin 4.
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