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Abstract. In this paper, we ﬁrst give characterizations of the superdiﬀerential of ex-
tended valued topical functions deﬁned on a semimodule with values in a semiﬁeld.
Next, we characterize minimal elements of the upper support set of extended valued
topical functions. Finally, as an application, we present a necessary and suﬃcient con-
dition for global maximum of the diﬀerence of two strictly topical functions deﬁned on
a semimodule.
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1 Introduction
Topical functions have arisen in several contexts, and the term ”topical function” is
due to Gunawardena and Keane [11]. Topical functions are intensively studied (see
[8, 9, 10] and the references therein) and they have many applications in various parts
of applied mathematics, in particular, in the modelling of discrete event systems (see
[9, 10]).
Topical functions are also interesting from a diﬀerent point of view, namely as a tool
in the study of the so-called downward sets. Downward sets arise in the study of
some problems of mathematical economics and game theory and also in the study of
inequality systems involving increasing functions (see [21]).
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One of the most important global optimization problems, is that of minimizing a DC-
functions (diﬀerence of two convex functions), that is,
minimize h(x) subjet to x ∈ X,
where h := g−f and f , g are convex functions. In a general case, DC-functions can be
replaced by DAC-functions (diﬀerence of two abstract convex functions). In particular,
minimizing of the diﬀerence of two increasing and co-radiant (ICR) functions [7],
and also, minimizing of the diﬀerence of two increasing co-radiant and quasi-concave
functions (see; for example, [6, 17]).
Recently, topical functions f : X −→ K and related classes of functions have studied in
[4, 13, 18, 19, 21, 22, 23, 25, 26], where X is a b-complete idempotent semimodule over
a b-complete idempotent semiﬁeld K. We recall that a function f : X −→ K is called
topical if it is increasing (i.e., the relations x′, x′′ ∈ X, x′ ≤ x′′ imply f(x′) ≤ f(x′′),
where ≤ denotes the canonical order on X, respectively on K, deﬁned by x ≤ y if and
only if x ⊕ y = y for all x ∈ X and all y ∈ X, respectively by λ ≤ μ if and only if
λ⊕ μ = μ for all λ ∈ K and all μ ∈ K), and homogeneous (i.e., f(λx) = λf(x) for all
x ∈ X and all λ ∈ K, where λx := λ⊗ x and λf(x) := λ⊗ f(x); the fact that we use
the same notations for addition ⊕ both in X and in K and for multiplication ⊗ both
in K ×X and in K will lead to no confusion).
Extended valued topical functions with values inK := K∪{	}, where	 := supK (pos-
sible does not belong to K), have been investigated in [3, 22, 23]. In fact, by deﬁning
new multiplications ⊗˙ and ⊗ onK and introducing two classes of elementary functions,
abstract convexity and abstract concavity of extended valued topical functions have
been presented. In this paper, we ﬁrst give characterizations of the superdiﬀerential of
this class of functions. Next, we characterize minimal elements of the upper support set
of extended valued topical functions. Finally, as an application, we present a necessary
and suﬃcient condition for global maximum of the diﬀerence of two topical functions
deﬁned on a semimodule.
The paper has the following structure: In Section 2, we provide some preliminary
deﬁnitions and results relative to semimodules, semiﬁelds and topical functions. Char-
acterizations of the superdiﬀerential of extended valued topical functions are given in
Section 3. In Section 4, we ﬁrst characterize minimal elements of the upper support
set of extended valued topical functions. Finally, as an application, we present a nec-
essary and suﬃcient condition for global maximum of the diﬀerence of two strictly
topical functions deﬁned on a semimodule. Section 5, includes with a discussion on
conclusions.
2 Preliminaries
Let (K,⊕,⊗, ε, e) be a semiring with idempotent addition, where the idempotency of
⊕ means that a ⊕ a = a for all a ∈ K. The addition ⊕ and multiplication ⊗ have
the neutral elements ε and e, respectively. We recall (see [26]) that the idempotent
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addition ⊕ deﬁnes an order relation ≤ on the semiring K : a ≤ b ⇔ a ⊕ b = b for all
a, b ∈ K (with the convention a⊗ b = ab). We say λ < λ′, if λ ≤ λ′ and λ = λ′, where
λ, λ′ ∈ K. The notations ∨, ∧ are the lattice operations supremum and inﬁmum on K,
respectively, which will be deﬁned with respect to this order relation.
We recall (see [22, 23, 26]) the following deﬁnitions.
Let (X,⊕′,⊗′) be a semimodule over a semiring K with idempotent addition ⊕′, where
the idempotency of ⊕′ means x ⊕′ x = x for all x ∈ X, and ⊕′ : X × X → X is
deﬁned by ⊕′(x, y) = x ⊕′ y for all x, y ∈ X, and ⊗′ : K × X → X is deﬁned by
⊗′(λ, x) = λ⊗′ x = λx for all x ∈ X and all λ ∈ K (with the convention λ⊗′ x = λx).
The idempotent addition ⊕′ deﬁnes an order relation ≤ on the semimodule X (over the
semiring K) : x ≤ y ⇔ x⊕′ y = y for all x, y ∈ X. We denote the addition on K and
X with the same notation ⊕. Similarly, the notations ∨, ∧ are the lattice operations
supremum and inﬁmum on X, respectively, which will be deﬁned with respect to the
above order relation.
We recall (see [26]) that a function f : X → K is called topical, if f has the following
properties:
(1) f is increasing, i.e., x, y ∈ X, x ≤ y =⇒ f(x) ≤ f(y).
(2) f is homogeneous, i.e., f(λx) = λf(x) for all λ ∈ K and all x ∈ X.
An example (see [26]) of a topical function is ∨−linear function on X with values in
K, i.e., the function which is homogeneous and satisfying the following condition:
f(x ∨ y) = f(x) ∨ f(y), ∀ x, y ∈ X.
In particular, an example (see [26]) of a topical function is max−linear function on
Rn, i.e.,
(a) f(λ1 n + x) = λ+ f(x) ∀ λ ∈ R , ∀ x ∈ Rn,
(b) f(x ∨ y) = max{f(x), f(y)} ∀ x, y ∈ Rn, where 1 n := (1, 1, . . . , 1) ∈ Rn and
λ1 n + x = (λ+ x1, ..., λ+ xn), (for more details see also [23]).
The following deﬁnitions are well-known.
A function f : X −→ K is called abstract concave with respect to a set H of K-
valued functions deﬁned on X, or H-concave, if there exists a set U ⊆ H such that
f(x) = inf∈U (x) for each x ∈ X (see [20]).
We recall (see [14, 15, 22, 23, 26]) that a semiring (K,⊕,⊗) or a semimodule (X,⊕,⊗)
(over a semiring K) which is closed under the sum ⊕ of any subset (order-) bounded
from above and the multiplication ⊗ distributes over such sums is called boundedly
complete (b-complete).
We recall (see [12, 22, 23, 26]) that a commutative semiringK in which every μ ∈ K\{ε}
is invertible for multiplication ⊗ is called semiﬁeld.
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Throughout the paper we use the notation ⊥ for infX, that is, ⊥ := infX.
Assumption (A0) : For each x ∈ X and y ∈ X \ {⊥}, the set {λ ∈ K : x ≤ λy} is
non-empty.
Throughout the paper we assume that X is a b-complete idempotent semimodule over
a b-complete idempotent semiﬁeld K, and the supremum of each (order-) bounded
from above subset of K belongs to K.
It is worth noting that if (K,⊕,⊗) is a b-complete semiﬁeld with idempotent addition
⊕, then the inﬁmum of each non-empty subset of K belongs to K (see [5, 16]).
In the sequel, we accept without any special mention that K has at least two elements,
and hence e = ε.
We say that a semiﬁeld K has the property (C) if
inf{λ : λ ∈ K, λ > ε} = ε.
In fact, we need a continuity property for the semiﬁeld K similar to the ﬁeld of real
numbers, or a continuous lattice. But, the property (C) is a particular case of the
continuity property of a continuous lattice, and we used it for the proof of abstract
concavity of topical functions deﬁned on semimodules (see [3], Theorem 3.2).
For an easy reference we present the following deﬁnition of the extension of K from
[23].
LetK = (K,⊕,⊗) be a b-complete idempotent semiﬁeld which has no greatest element.
Recall that (see [23]) we adjoin to K an outside element, which we denote by 	, and
extend the canonical order ≤ and the addition ⊕ from K to an (canonical) order ≤
and an addition ⊕ on K := K ∪ {	} by
ε ≤ α ≤ 	, ∀ α ∈ K,
and
α⊕	 = 	⊕ α = 	, ∀ α ∈ K.
Hence the equivalence α ≤ β ⇐⇒ α ⊕ β = β remains valid for all α, β ∈ K. Further-
more, we extend the multiplication ⊗ from K to K := K ∪{	} to two multiplications
⊗˙ and ⊗ by the following rules:
α⊗˙β = α⊗ β, ∀ α, β ∈ K,
α⊗˙	 = 	⊗˙α = 	, ∀ α ∈ K,
α⊗	 = 	⊗ α = 	, ∀ α ∈ K \ {ε}.
α⊗ ε = ε⊗ α = ε, ∀ α ∈ K.
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We often denote the extended product ⊗ also by concatenation, which will cause no
confusion.
Now, suppose that the Assumption (A0) holds. Consider the function  : X ×
X\{⊥} −→ K deﬁned by:
(x, y) = inf{λ ∈ K : x ≤ λy}, ∀ x ∈ X, ∀ y ∈ X \ {⊥}.
Equivalently, one can deﬁne  by
x ≤ λy ⇐⇒ (x, y) ≤ λ, ∀ x ∈ X, ∀ y ∈ X \ {⊥}, (2.1)
(with the convention λ⊥ = λ⊗⊥ = ⊥, ∀ λ ∈ K).
Note that since the Assumption (A0) holds, then (x, y) ∈ K (x ∈ X, y ∈ X \ {⊥}),
and so inf = min .
For each y ∈ X \ {⊥}, deﬁne the function y : X −→ K by y(x) = (x, y) for all
x ∈ X. For each x, y ∈ X with y = ⊥ and each λ ∈ K, the function y has the
following properties (see [3]).
y(λx) = λy(x). (2.2)
y(y) = e. (2.3)
x ≤ y(x)y. (2.4)
αy(x) = α
−1y(x), ∀ α ∈ K\{ε}. (2.5)
Ifx1, x2 ∈ X with x1 ≤ x2 and y ∈ X \ {⊥}, then, y(x1) ≤ y(x2). (2.6)
If y1, y2 ∈ X \ {⊥} with y1 ≤ y2, then, y1(x) ≥ y2(x), ∀ x ∈ X. (2.7)
It follows from (2.2) and (2.6) that, for every y ∈ X\{⊥}, the function y is topical.
Let
L := {y : y ∈ X\{⊥}}. (2.8)
We call L the set of elementary topical functions.
Remark 2.1. If we deﬁne the function ψ : X \ {⊥} −→ L by ψ(y) := y for each
y ∈ X \ {⊥}, then, ψ is bijective (one-to-one and onto) and ψ(λy) = λ−1ψ(y) for all
y ∈ X \ {⊥} and all λ ∈ K \ {ε}.
Example 2.1. Let X := Rkmax = {R ∪ (−∞)}k, K := Rmax = R ∪ {−∞}, ⊕ :=
max, ⊗ := +, where R is the set of all real numbers. Put, −∞ := (−∞, ...,−∞) (k times).
So, we have ε = −∞, e = 0, x ⊕ y = max{x, y}. Thus, one has x ≤ y ⇐⇒ xi ≤
yi, ∀ 1 ≤ i ≤ k, ∀ x ∈ Rkmax, ∀ y ∈ Rkmax\{inf Rkmax} = Rkmax\{−∞}. Therefore, we
have
y(x) = min{λ ∈ Rmax : (x1, ..., xk) ≤ λ⊗ (y1, ..., yk)}
= min{λ ∈ Rmax : (x1, ..., xk) ≤ λ1 k + (y1, ..., yk)}
= min{λ ∈ Rmax : xi ≤ λ+ yi, ∀ 1 ≤ i ≤ k }
= min{λ ∈ Rmax : xi ⊗ (−yi) ≤ λ, ∀ 1 ≤ i ≤ k}
= max
1≤i≤k
{xi ⊗ (−yi)},
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where 1 k := (1, 1, . . . , 1) ∈ Rk.
So, if y ∈ Rkmax\{−∞}, then one has
y(x) =
{
max1≤i≤k{xi ⊗ (−yi)}, if x ∈ Rk,
−∞, if x ∈ Rkmax\Rk.
In the sequel, for an easy reference we give the following properties of K from [23].
For the inverses in K with respect to ⊗ we make the following conventions
ε−1 := 	, 	−1 := ε.
Whence, by the above one has
ε−1ε = 	ε = ε = e, ε−1⊗˙ε = 	⊗˙ε = 	 = e,
	−1	 = ε	 = ε = e, 	−1⊗˙	 = ε⊗˙	 = 	 = e.
We call the set K := K ∪ {	} endowed with the operations ⊕, ⊗ and ⊗˙ the minimal
enlargement of K.
Recall that (see [[23], Remark 3]) the product ⊗˙ on K is associative. Also, one has
α⊗ e = e⊗ α = α, ∀ α ∈ K,
and
α⊗˙e = e⊗˙α = α, ∀ α ∈ K.
That is, e is the unit element of K for both products ⊗ and ⊗˙. By the deﬁnition of a
semimodule X over K we have,
λ⊥ = λ⊗˙⊥ := ⊥, ∀ λ ∈ K.
Now, we extend the above formula to λ = 	 by deﬁning (see [[23], Deﬁnition 4])
	⊥ = 	⊗⊥ := ⊥,
and deﬁne
λ⊗˙⊥ := λ⊗⊥ = ⊥, ∀ λ ∈ K.
In the sequel, we give a deﬁnition for an extended valued homogeneous function f :
X −→ K (see [23]).
An extended valued function f : X −→ K is called homogeneous if
f(λx) = λf(x), ∀ x ∈ X, ∀ λ ∈ K.
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An extended valued function f : X −→ K is called topical if f is homogeneous and f
is increasing (i.e., if x, y ∈ X and x ≤ y =⇒ f(x) ≤ f(y)).
We also deﬁne [3] an extended valued elementary function ˜y : X −→ K by
˜y(x) := inf{λ ∈ K : x ≤ λy}, ∀ x, y ∈ X,
(with conventions inf ∅ := 	 and infK = ε). It is easy to check that ˜y has all properties
of y (see (2.1)-(2.7)). It is worth noting that under the Assumption (A0) one has
˜y(x) = y(x) for all x ∈ X and all y ∈ X \ {⊥}. Moreover, one has
˜⊥(x) = inf{λ ∈ K : x ≤ λ⊥} =
{
infK = ε, if x = ⊥,
inf ∅ = 	, if x = ⊥, (2.9)
and
˜y(⊥) = inf{λ ∈ K : ⊥ ≤ λy} = infK = ε, ∀ y ∈ X. (2.10)
It is easy to see that for each y ∈ X, ˜y is a topical function.
Lemma 2.1. ([3], Lemma 3.3) Under the Assumption (A0) we have
˜αy(x) =
⎧⎪⎨
⎪⎩
α−1⊗˙˜y(x), if x ∈ X \ {⊥}, y ∈ X and α ∈ K,
α−1⊗˙˜y(x), if x = ⊥, y ∈ X and α ∈ K \ {ε},
α−1⊗˜y(x), if x = ⊥, y ∈ X and α = ε.
Now, let
L˜ := {˜y : y ∈ X}. (2.11)
We call L˜ the set of extended valued elementary topical functions.
Remark 2.2. In view of Remark 2.1, There is a one-to-one correspondence between
X and L˜ (see also, [3]).
Theorem 2.1. ([3], Theorem 3.3) Let f : X −→ K be a function. Suppose that the
Assumption (A0) holds. Then the following assertions are equivalent:
(i) f is topical.
(ii) f(⊥) = ε and f(x) ≤ λf(y) for all x, y ∈ X and all λ ∈ K such that x ≤ λy.
(iii) f(⊥) = ε and f(x) ≤ ˜y(x)⊗˙f(y) for all x, y ∈ X.
Theorem 2.2. ([3], Theorem 3.4) Let f : X −→ K be a function and L˜ be the
set deﬁned by (2.11). Suppose that the Assumption (A0) holds. Then the following
assertions are equivalent:
(a) f is topical.
(b) There exists a set L˜0 ⊆ L˜ such that
f(x) = inf
˜y∈˜L0
˜y(x), (x ∈ X).
In this case, one can take L˜0 := {˜y ∈ L˜ : f(y) ≤ e}. So, f is topical if and only if f
is L˜− concave.
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Recall (see [20]) that for a function f : X −→ K, deﬁne the upper support set of f
with respect to L˜ by
supp u(f, L˜) := {y ∈ X : ˜y(x) ≥ f(x), ∀ x ∈ X},
(see also, Remark 2.2).
Proposition 2.1. ([3], Lemma 3.4) Let f : X −→ K be a topical function. Suppose
that the Assumption (A0) holds. Then,
supp u(f, L˜) := {y ∈ X : f(y) ≤ e}.
3 Characterizations of the Superdiﬀerential of Top-
ical Functions on Semimodules
In this section, we ﬁrst deﬁne the L˜-superdiﬀerential for extended valued topical
functions deﬁned on a semimodule, and then, we give characterizations of the L˜-
superdiﬀerential for this class of functions.
Deﬁnition 3.1. For a function f : X −→ K, deﬁne the L˜-superdiﬀerential of f at a
point x0 ∈ X \ {⊥}, by
∂+
L˜
f(x0) := {y ∈ X : ˜y(x)⊗˙[˜y(x0)]−1⊗˙f(x0) ≥ f(x), ∀ x ∈ X}.
The following result gives a characterization of the L˜-superdiﬀerential of an extended
valued topical function.
Theorem 3.1. Let f : X −→ K be a topical function, and let x0 ∈ X \ {⊥} be such
that f(x0) ∈ K. Assume that the Assumption (A0) holds. Then,
∂+
L˜
f(x0) = {y ∈ X : f(y) = [˜y(x0)]−1⊗˙f(x0)}.
Proof. Put
D := {y ∈ X : f(y) = [˜y(x0)]−1⊗˙f(x0)}.
Let y ∈ D be arbitrary. Then,
f(y) = [˜y(x0)]
−1⊗˙f(x0). (3.12)
Now, since f is a topical function, it follows from Theorem 2.1 (the implication (i) =⇒
(iii)) that
f(⊥) = ε and f(x) ≤ ˜y(x)⊗˙f(y), ∀ x ∈ X. (3.13)
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If y = ⊥, since x0 = ⊥, then, in view of (2.9), ˜y(x0) = 	. Thus, by (3.13), (2.9) and
(2.10) one has
˜y(x)⊗˙[˜y(x0)]−1⊗˙f(x0) =
{
ε = f(x), x = ⊥,
	 ≥ f(x), x = ⊥, ∀ x ∈ X.
So, y ∈ ∂+
L˜
f(x0). If y = ⊥, it follows from the deﬁnition of ˜y and the fact that the
Assumption (A0) holds, ˜y = y. Hence, since x0 = ⊥, we conclude that ˜y(x0) = ε,
because if ˜y(x0) = ε, then, y(x0) = ε. Thus, in view of (2.1), one has x0 ≤ εy = ⊥.
That is, x0 = ⊥, which is a contradiction (note that εx = ⊥ for all x ∈ X). So, ˜y(x0)
is invertible in K. Therefore, in view of (3.12) and (3.13),
˜y(x)⊗˙[˜y(x0)]−1⊗˙f(x0) = ˜y(x)⊗˙f(y) ≥ f(x), ∀ x ∈ X.
This implies that y ∈ ∂+
L˜
f(x0). Thus, D ⊆ ∂+L˜ f(x0).
Conversely, let y ∈ ∂+
L˜
f(x0) be arbitrary. Then, by Deﬁnition 3.1, one has
˜y(x)⊗˙[˜y(x0)]−1⊗˙f(x0) ≥ f(x), ∀ x ∈ X. (3.14)
If y = ⊥, since x0 = ⊥, it follows from (2.9) that ˜y(x0) = 	. Since f is a topical
function, by (3.13), we get f(y) = ε. Hence,
[˜y(x0)]
−1⊗˙f(x0) = ε = f(y).
That is, y ∈ D. Now, assume that y = ⊥. Thus, by the deﬁnition of ˜y and the fact
that the Assumption (A0) holds, ˜y = y. This together with x0 = ⊥ implies that
˜y(x0) = ε. Therefore, ˜y(x0) is invertible in K. So, in view of (3.14) with x := y = ⊥,
and by using (3.13) with x := x0, one has
[˜y(x0)]
−1⊗˙f(x0) ≥ f(y) ≥ [˜y(x0)]−1⊗˙f(x0),
and so, [˜y(x0)]
−1⊗˙f(x0) = f(y). That is, y ∈ D, which completes the proof.
Remark 3.1. It is worth noting that under the hypotheses of Theorem 3.1, if y ∈
∂+
L˜
f(x0), then, f(y) = 	 and ˜y(x0) = ε, because f(x0) ∈ K and x0 ∈ X \ {⊥}.
In the following, we give some properties of the L˜-superdiﬀerential of a topical function.
First, recall that by the deﬁnition of a semimodule X over K, one has
λ⊥ = λ⊗˙⊥ := ⊥, ∀ λ ∈ K. (3.15)
Proposition 3.1. Let f : X −→ K be a topical function, and let x0 ∈ X \ {⊥} be
such that f(x0) ∈ K. Assume that the Assumption (A0) holds. If y ∈ ∂+L˜ f(x0), then,
λy ∈ ∂+
L˜
f(x0) for all λ ∈ K (for y = ⊥, see (3.15)).
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Proof. Suppose that λ ∈ K and y ∈ ∂+
L˜
f(x0) (note that by Remark 3.1, one has
f(y) = 	 and ˜y(x0) = ε). Then, in view of Theorem 3.1,
f(y) = [˜y(x0)]
−1⊗˙f(x0).
This together with Lemma 2.1 and the fact that f is homogeneous implies that
f(λy) = λf(y)
= λ⊗f(y)
= λ⊗˙[˜y(x0)]−1⊗˙f(x0)
= [λ−1⊗˙˜y(x0)]−1⊗˙f(x0)
= [˜λy(x0)]
−1⊗˙f(x0).
Again, in view of Theorem 3.1, λy ∈ ∂+
L˜
f(x0).
Deﬁnition 3.2. Let A be a subset of X and λ ∈ K be arbitrary. Deﬁne
λA = λ⊗ A := {λx = λ⊗ x : x ∈ A}. (3.16)
If ⊥ ∈ A, then, for the deﬁnition, see (3.15).
Proposition 3.2. Let f : X −→ K be a topical function, and let x0 ∈ X \ {⊥} be
such that f(x0) ∈ K. Assume that the Assumption (A0) holds. Then,
∂+
L˜
f(x0) = ∂
+
L˜
f(λx0) = λ∂
+
L˜
f(x0), ∀ λ ∈ K\{ε}.
(See Deﬁnition 3.2).
Proof. Let λ ∈ K \ {ε} be arbitrary. Suppose that y ∈ ∂+
L˜
f(x0). Consider two possible
cases:
Case (i). If y = ⊥, then, in view of (3.15) and Deﬁnition 3.2, one has
y = λ⊥ = λy ∈ λ∂+
L˜
f(x0).
Case (ii). Assume that y = ⊥. Thus, by Proposition 3.1, λ−1y ∈ ∂+
L˜
f(x0). So, y ∈
λ∂+
L˜
f(x0).
Therefore, in any case, we have y ∈ λ∂+
L˜
f(x0). Now, assume that y
′ ∈ λ∂+
L˜
f(x0). Then
by Deﬁnition 3.2 there exists y ∈ ∂+
L˜
f(x0) such that y
′ = λy. In view of Proposition
3.1 we conclude that y′ ∈ ∂+
L˜
f(x0). That is,
∂+
L˜
f(x0) = λ∂
+
L˜
f(x0), ∀ λ ∈ K\{ε}.
Furthermore, assume that y ∈ ∂+
L˜
f(λx0). Then, in view of Theorem 3.1,
[˜y(λx0)]
−1⊗˙f(λx0) = f(y).
Since f and ˜y are topical functions, so by using the properties ⊗˙, it follows that
[˜y(x0)]
−1⊗˙f(x0) = f(y).
This together with Theorem 3.1 implies that y ∈ ∂+
L˜
f(x0). Similarly, one can show that
∂+
L˜
f(x0) ⊆ ∂+L˜ f(λx0), which completes the proof.
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Lemma 3.1. Let f, g : X −→ K be topical functions, and let x0 ∈ X\{⊥} be
such that f(x0), g(x0) ∈ K\{ε}. Assume that the Assumption (A0) holds. Let y0 :=
[f(x0)]
−1[g(x0)]−1x0. Then, y0 ∈ ∂+L˜ f(x0) ∩ ∂+L˜ g(x0).
Proof. First, note that y0 = ⊥, because x0 ∈ X \ {⊥}. Thus, ˜y0 = y0 . Therefore, by
using properties of y0 and the fact that f is a topical function, one has
f(y0) = f([f(x0)]
−1[g(x0)]−1x0)
= [f(x0)]
−1[g(x0)]−1f(x0)
= [f(x0)]
−1 ⊗ [g(x0)]−1 ⊗ e⊗ f(x0)
=
(
[f(x0)]
−1⊗˙[g(x0)]−1⊗˙[x0(x0)]−1
)
⊗˙f(x0)
= [˜y0(x0)]
−1⊗˙f(x0). (3.17)
Similarly,
g(y0) = [˜y0(x0)]
−1⊗˙g(x0). (3.18)
Hence, in view of Theorem 3.1, it follows from (3.17) and (3.18) that y0 ∈ ∂+L˜ f(x0) ∩
∂+
L˜
g(x0).
Example 3.1. Let X := Rmax := R ∪ {−∞}, K := Rmax, ⊗ := + and ⊕ := max,
where R is the set of real numbers. Assume that f : X −→ K is deﬁned by f(x) = x
for all x ∈ X. It is clear that f is a topical function, and also ε := −∞, e := 0 and
⊥ = −∞. Now, let x0 ∈ X\{⊥} be such that f(x0) ∈ K. Then,
∂+
L˜
f(x0) = X.
Note that ⊥ = −∞ = ε, and ⊗˙ = ⊗. It is easy to see that the Assumption (A0) holds.
Therefore, in view of Theorem 3.1, we have
∂+
L˜
f(x0) = {y ∈ X : f(y) = [˜y(x0)]−1⊗˙f(x0)}
= {y ∈ X : y = −˜y(x0) + x0}. (3.19)
It is not diﬃcult to show that
˜y(x0) =
{
x0 − y, y = ⊥,
+∞, y = ⊥, ∀ y ∈ X. (3.20)
Hence, it follows from (3.19) and (3.20) that ∂+
L˜
f(x0) = X.
4 Characterizations of Minimal Elements of Topi-
cal Functions
In this section, we ﬁrst characterize minimal elements of the upper support set of
topical functions deﬁned on a semimodule with values in a semiﬁeld. Finally, as an
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application, we give a necessary and suﬃcient condition for global maximum of the
diﬀerence of two strictly topical functions.
In [1, 2, 23, 24, 26], it has been studied the topologies on lattice ordered groups, b-
complete semimodules and b-complete semiﬁelds. Let X be a b-complete idempotent
semimodule over a b-complete idempotent semiﬁeld K, where X and K are equipped
with certain topologies which were given in [1, 2, 23, 24, 26].
Now, we make the following assumptions (also, see [3, 23, 26]).
Assumption (C1) : We assume that the idempotent addition ⊕ : X × X −→ X is
continuous.
Assumption (C2) : For each x ∈ X, the function ux : λ ∈ K −→ λx ∈ X is
continuous. That is, for any x ∈ X, λ ∈ K and any net {λk} ⊂ K such that λk −→ λ,
we have λkx −→ λx.
Assumption (C3) : Let D be an arbitrary subset of K and δ ∈ K with δ := infD,
then there exists a net {dk} ⊂ D such that dk −→ δ.
Deﬁnition 4.1. Let U ⊆ L˜ be a set of functions. A function f ∈ U is called a minimal
element of the set U, if f˜ ∈ U is such that f˜(x) ≤ f(x) for all x ∈ X, then, f˜(x) = f(x)
for all x ∈ X.
Deﬁnition 4.2. A function f : X −→ K is called strictly topical if f is homogeneous
and strictly increasing (the later means that if x < y =⇒ f(x) < f(y), x, y ∈ X).
Lemma 4.1. Let f : X −→ K be a topical function, and let the Assumption (A0) hold.
Let y ∈ X \ {⊥}. If ˜y ∈ L˜ is a minimal element of supp u(f, L˜), then, f(y) = 	, ε.
Proof. Assume that f(y) = 	. Since 	  e, in view of Proposition 2.1 one has ˜y /∈
supp u(f, L˜). This is a contradiction. Now, suppose that f(y) = ε. Let λ ∈ K \ {ε} be
such that λ < e. Since f is topical, thus,
f(λ−1y) = λ−1f(y) = λ−1 ⊗ ε = ε ≤ e.
This together with Proposition 2.1 implies that ˜λ−1y ∈ supp u(f, L˜). So, it follows from
Lemma 2.1 that
˜λ−1y(x) = λ⊗˙˜y(x) ≤ e⊗˙˜y(x) = ˜y(x), ∀ x ∈ X.
Since ˜y is a minimal element of supp u(f, L˜), we conclude that
˜y(x) = ˜λ−1y(x) = λ⊗˙˜y(x), ∀ x ∈ X. (4.21)
Put x := y in (4.21). Therefore, λ = e, which contradicts λ < e. It is worth noting
that, since y ∈ X \ {⊥}, we have ˜y(y) = y(y) = e.
Proposition 4.1. Let f : X −→ K be a topical function, and let the Assumption (A0)
hold. Let y ∈ X \ {⊥}. If ˜y ∈ L˜ is a minimal element of supp u(f, L˜), then, f(y) = e.
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Proof. Since ˜y ∈ supp u(f, L˜), it follows from Proposition 2.1 that f(y) ≤ e. But,
by Lemma 4.1, f(y) = 	, ε. Then, f(y) is invertible in K. Now, set y′ := [f(y)]−1y,
and so, f(y′) = e. Thus, in view of Proposition 2.1 one has ˜y′ ∈ supp u(f, L˜). Since
f(y) ≤ e, by using Lemma 2.1 we conclude that
˜y′(x) = f(y)⊗˙˜y(x) ≤ e⊗˙˜y(x) = ˜y(x), ∀ x ∈ X. (4.22)
Since, by the hypothesis ˜y is a minimal element of supp u(f, L˜), it follows from (4.22)
that
˜y′(x) = ˜y(x), ∀ x ∈ X.
This together with (4.22) implies that
f(y)⊗˙˜y(x) = ˜y(x), ∀ x ∈ X. (4.23)
Put x := y in (4.23). So, it follows that f(y) = e, which completes the proof.
Lemma 4.2. Let f : X −→ K be a topical function, and let the Assumptions (A0),
(C1), (C2) and (C3) hold. Let y ∈ X be such that f(y) = e. Assume that there exists
˜y′ ∈ supp u(f, L˜) such that ˜y′(x) ≤ ˜y(x) for all x ∈ X. Then, y ≤ y′ and f(y′) = e.
Proof. In view of Theorem 2.1, since f is a topical function and f(y) = e, it follows
that y ∈ X \ {⊥}. But, by the hypothesis one has ˜y′ ∈ supp u(f, L˜), then,
˜y′(x) ≥ f(x), ∀ x ∈ X, (4.24)
and also, since f is topical, by Proposition 2.1, we have f(y′) ≤ e. Therefore, by the
hypothesis and (4.24),
e = f(y) ≤ ˜y′(y) ≤ ˜y(y) = e.
This implies that ˜y′(y) = e. Thus, by the deﬁnition of ˜y and the Assumption (C3),
there exists a net {λn} ⊂ K such that λn −→ e and y ≤ λny′ for all n. By the
Assumptions (C1) and (C2), we conclude that y ≤ ey′ = y′. Since f is increasing, so,
f(y) ≤ f(y′). This together with f(y) = e and the fact that f(y′) ≤ e implies that
f(y′) = e.
Remark 4.1. The converse statement to Proposition 4.1 is not valid. Indeed, let
X := Rmax := R ∪ {−∞}, K := Rmax, ⊗ := + and ⊕ := max, where R is the set of
real numbers. Assume that f : X −→ K is deﬁned by f(x) = x for all x ∈ X. It is
clear that f is a topical function, and also ε := −∞, e := 0 and ⊥ = −∞. It is easy
to see that the Assumptions (A0) holds. In view of Proposition 2.1, one has
supp u(f, L˜) = {y ∈ X : f(y) ≤ e}
= {y ∈ X : y ≤ 0}
= [−∞, 0].
It is clear that ˜0 ∈ supp u(f, L˜) and f(0) = 0 = e. But, supp u(f, L˜) \ {⊥} = (−∞, 0].
Therefore, the minimal element of suppu(f, L˜) \ {⊥} does not exist.
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Now, we show that under extra conditions the converse statement to Proposition 4.1
holds. In fact, in this case, we also assume that f is a strictly topical function.
Theorem 4.1. Suppose that the Assumptions (A0), (C1), (C2) and (C3) hold. Let
f : X −→ K be a strictly topical function, and let ˜y ∈ supp u(f, L˜) be such that
y ∈ X \ {⊥}. Then, ˜y is a minimal element of supp u(f, L˜) if and only if f(y) = e.
Proof. Due to Proposition 4.1, we only prove that if f(y) = e, then, ˜y is a minimal
element of supp u(f, L˜). To end this, let ˜y′ ∈ supp u(f, L˜) be such that ˜y′(x) ≤ ˜y(x)
for all x ∈ X. Then, in view of Lemma 4.2, we have y ≤ y′ and f(y′) = e. Therefore,
f(y) = f(y′). Since f is strictly increasing, we conclude from Deﬁnition 4.2 that y = y′,
and hence, ˜y′(x) = ˜y(x) for all x ∈ X, which completes the proof.
Proposition 4.2. Suppose that the Assumptions (A0), (C1), (C2) and (C3) hold. Let
f : X −→ K be a strictly topical function. Then, for each ˜y ∈ supp u(f, L˜) with
f(y) = ε, there exists a minimal element ˜y0 ∈ supp u(f, L˜) such that ˜y0(x) ≤ ˜y(x)
for all x ∈ X. In this case, one can take y0 := [f(y)]−1y ( it is worth noting that, since
f(y) ≤ e, f(y) = 	).
Proof. Let ˜y ∈ supp u(f, L˜) with f(y) = ε. Thus, by Proposition 2.1, we have f(y) ≤ e.
Put y0 := [f(y)]
−1y. Since f is topical, f(y0) = [f(y)]−1f(y) = e, and so, in view of
Proposition 2.1, ˜y0 ∈ supp u(f, L˜). Also, one has y0 ∈ X \ {⊥} because f is topical
and f(y0) = e. On the other hand, since f(y0) = e and f is strictly topical function,
it follows from Theorem 4.1 that ˜y0 is a minimal element supp u(f, L˜). Now, since
f(y) ≤ e, by using Lemma 2.1 we conclude that
˜y0(x) = f(y)⊗˙˜y(x) ≤ e⊗˙˜y(x) = ˜y(x), ∀ x ∈ X.
Hence, the proof is complete.
Theorem 4.2. Suppose that the Assumptions (A0), (C1), (C2) and (C3) hold. Let
f, g : X −→ K be strictly topical functions such that f(x), g(x) = ε for all x ∈ X \{⊥}.
Then the following assertions are equivalent:
(1) supp u(f, L˜) ⊆ supp u(g, L˜).
(2) For each minimal element ˜y1 of supp u(f, L˜) with y1 = ⊥ there exists a minimal
element ˜y2 of supp u(g, L˜) such that ˜y2(x) ≤ ˜y1(x) for all x ∈ X.
(3) g(x) ≤ f(x) for all x ∈ X.
Proof. (1) =⇒ (2). Suppose that supp u(f, L˜) ⊆ supp u(g, L˜). Let ˜y1 ∈ L˜ be an
arbitrary minimal element of supp u(f, L˜) with y1 = ⊥. Then, ˜y1 ∈ supp u(g, L˜). This
together with Proposition 4.2 and the fact that g(y1) = ε (by the hypothesis because
y1 = ⊥) implies that there exists a minimal element ˜y2 of supp u(g, L˜) such that
˜y2(x) ≤ ˜y1(x) for all x ∈ X.
(2) =⇒ (1). Let ˜y ∈ supp u(f, L˜) be arbitrary. Consider two possible cases:
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Case (i). If y = ⊥, then, by (2.9) and the fact that g is topical, one has
˜y(x) =
{
ε = g(⊥) = g(x), x = ⊥,
	 ≥ g(x), x = ⊥, ∀ x ∈ X.
This implies that ˜y ∈ supp u(g, L˜).
Case (ii). Suppose that y = ⊥. Thus, by the hypothesis, f(y) = ε, and so, it follows
from Proposition 4.2 that there exists a minimal element ˜y1 of supp u(f, L˜) such that
˜y1(x) ≤ ˜y(x), ∀ x ∈ X. (4.25)
This together with y = ⊥ and ˜y(y) = y(y) = e implies that y1 = ⊥ because if
y1 = ⊥, then, in view of (4.25) and (2.9) and the fact that y = ⊥, we get 	 = ˜y1(y) ≤
˜y(y) = e, which is a contradiction. Hence, y1 = ⊥, and also ˜y1 is a minimal element
of supp u(f, L˜), thus, by the hypothesis (2), there exists a minimal element ˜y2 of
supp u(g, L˜) such that
˜y2(x) ≤ ˜y1(x), ∀ x ∈ X. (4.26)
Therefore, it follows from (4.25), (4.26) and the fact that ˜y2 ∈ supp u(g, L˜),
˜y(x) ≥ g(x), ∀ x ∈ X.
Hence, ˜y ∈ supp u(g, L˜). So, in any case, (1) holds.
(1) =⇒ (3). Assume that supp u(f, L˜) ⊆ supp u(g, L˜). Let y ∈ X \ {⊥} be arbitrary.
In view of the hypothesis we have f(y) = ε. Put y1 := [f(y)]−1y. Then, f(y1) = e, and
so by Proposition 2.1, ˜y1 ∈ supp u(f, L˜). Therefore, by the hypothesis (1), one has
˜y1 ∈ supp u(g, L˜). It follows from Proposition 2.1 that g(y1) ≤ e. This together with
y1 := [f(y)]
−1y and the fact that g is topical implies that
[f(y)]−1g(y) = g(y1) ≤ e,
and hence, g(y) ≤ f(y). If y = ⊥, then, since f and g are topical functions, g(y) = ε =
f(y). Thus, g ≤ f on X.
(3) =⇒ (1). Suppose that g(x) ≤ f(x) for all x ∈ X. Then, by the deﬁnition of the
upper support set, we conclude that (1) holds.
Proposition 4.3. Suppose that the Assumptions (A0), (C1), (C2) and (C3) hold. Let
f, g : X −→ K be topical functions and λ ∈ K \ {ε}. Deﬁne f˜(x) := λ⊗˙f(x) for all
x ∈ X. Then, g(x) ≤ f˜(x) for all x ∈ X if and only if
supp u(f˜ , L˜) ⊆ supp u(g, L˜).
Proof. It is not diﬃcult to show that if g(x) ≤ f˜(x) for all x ∈ X, then, supp u(f˜ , L˜) ⊆
supp u(g, L˜). Conversely, let x ∈ X be arbitrary. If f(x) = 	, then, f˜(x) = 	 ≥ g(x).
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Now, assume that f(x) = 	. Therefore, in view of (2.2), Theorem 2.2, Lemma 2.1 and
the fact that f is a topical function, we have
f˜(x) = λ⊗˙f(x)
= λ⊗ f(x)
= f(λ⊗x)
= f(λx)
= inf
˜y∈supp u(f,L˜)
˜y(λx)
= inf
˜y∈supp u(f,L˜)
[λ⊗˙˜y(x)]
= inf
˜y∈supp u(f,L˜)
˜λ−1y(x)
≥ inf
˜z∈supp u(g,L˜)
˜z(x)
= g(x).
It is worth nothing that if ˜y ∈ supp u(f, L˜), then, by Lemma 2.1,
˜λ−1y(x) = λ⊗˙˜y(x)
≥ λ⊗˙f(x)
= f˜(x), ∀x ∈ X.
Thus, by the deﬁnition of the upper support set, one has
˜λ−1y ∈ supp u(f˜ , L˜) ⊆ supp u(g, L˜),
where the later inclusion holds by the hypothesis.
The following theorem has a crucial role for global maximizing of the diﬀerence of two
strictly topical functions.
Theorem 4.3. Suppose that the Assumptions (A0), (C1), (C2) and (C3) hold. Let
f, g : X −→ K be strictly topical functions such that f(x), g(x) = ε for all x ∈ X \{⊥}.
Let λ ∈ K \ {ε} be ﬁxed and arbitrary. Deﬁne the function f˜ : X −→ K by f˜(x) :=
λ⊗˙f(x) for all x ∈ X (note that f˜ is a strictly topical function and f˜(x) = ε for all
x ∈ X \{⊥}). Then, g(x) ≤ f˜(x) for all x ∈ X if and only if g(y) ≤ e whenever y ∈ X
with f(y) = λ−1.
Proof. First, ﬁx λ ∈ K \ {ε}.
=⇒). Suppose that g(x) ≤ f˜(x) for all x ∈ X. Now, let y ∈ X with f(y) = λ−1 (note
that y = ⊥, because λ = ε and f is topical). This together with the deﬁnition of f˜
implies that e = λ⊗f(y) = λ⊗˙f(y) = f˜(y). Therefore, by the hypothesis, one has
g(y) ≤ f˜(y) = e.
⇐=). Assume that for every y ∈ X with f(y) = λ−1, we have g(y) ≤ e. Let ˜y1 be
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an arbitrary minimal element of supp u(f˜ , L˜) with y1 = ⊥. Then, by Proposition 4.1,
e = f˜(y1) = λ⊗˙f(y1) = λ ⊗ f(y1). This implies that f(y1) = λ−1 (it is worth noting
that f(y1) = 	. If f(y1) = 	, then, f˜(y1) = 	, which contradicts the fact that ˜y1
is a minimal element of supp u(f˜ , L˜) with y1 = ⊥). So, by the hypothesis, one has
g(y1) ≤ e. Thus, in view of Proposition 2.1, ˜y1 ∈ supp u(g, L˜). This together with
Proposition 4.2 and the fact that g(y1) = ε (by the hypothesis because y1 = ⊥) implies
that there exists a minimal element ˜y2 of supp u(g, L˜) such that
˜y2(x) ≤ ˜y1(x), ∀ x ∈ X.
Therefore, we showed that for each minimal element ˜y1 of supp u(f˜ , L˜) with y1 = ⊥
there exists a minimal element ˜y2 of supp u(g, L˜) such that ˜y2(x) ≤ ˜y1(x) for all
x ∈ X. Thus, in view of Theorem 4.2 (the implication (2) =⇒ (1)), we have
supp u(f˜ , L˜) ⊆ supp u(g, L˜). (4.27)
Due to Proposition 4.3, the relation (4.27) implies that g(x) ≤ f˜(x) for all x ∈ X.
Hence the proof is complete.
In the sequel, let f, g : X −→ K be topical functions. Let
h(x) := g(x)⊗˙[f(x)]−1, ∀ x ∈ X. (4.28)
In the following, we give a necessary and suﬃcient condition for global maximum of the
function h. In fact, we mean the function h as the diﬀerence of two topical functions f
and g.
Theorem 4.4. Suppose that the Assumptions (A0), (C1), (C2) and (C3) hold. Let
f, g : X −→ K be strictly topical functions such that f(x), g(x) = ε for all x ∈ X \{⊥}.
Let λ ∈ K \ {ε} be such that infx∈X h(x) ≥ λ, where the function h is deﬁned by
(4.28). Then, x0 ∈ X is a global maximizer of the function h if and only if g(y) ≤ e
whenever y ∈ X with f(y) = [h(x0)]−1 (it is worth noting that h(x0) ∈ K \{ε}, because
infx∈X h(x) ≥ λ and λ ∈ K \ {ε}).
In particular, if h(x0) = e, then, x0 is a global maximizer of the function h if and only
if supp u(f, L˜) ⊆ supp u(g, L˜).
Proof. Deﬁne the function f˜ : X −→ K by f˜(x) := h(x0)⊗˙f(x) for all x ∈ X. It is
easy to see that f˜ is a strictly topical function and f˜(x) = ε for all x ∈ X \ {⊥}. Now,
x0 ∈ X is a global maximizer of the function h, if and only if h(x) ≤ h(x0) for all
x ∈ X, if and only if
g(x) ≤ h(x0)⊗˙f(x) = f˜(x), ∀ x ∈ X. (4.29)
Therefore, in view of Theorem 4.3, one has the relation (4.29) is equivalent to g(y) ≤ e
whenever y ∈ X with f(y) = [h(x0)]−1. Now, assume that h(x0) = e. Then, by the
above, x0 is a global maximizer of the function h if and only if g(y) ≤ e whenever y ∈ X
with f(y) = e, and so, by Theorem 4.3, if and only if g(x) ≤ f(x) for all x ∈ X, and by
Theorem 4.2 (the implication (3) ⇐⇒ (1)), if and only if supp u(f, L˜) ⊆ supp u(g, L˜),
which completes the proof.
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5 Conclusions
We ﬁrst characterized the superdiﬀerential of extended valued topical functions. Next,
we gave various characterizations of minimal elements of the upper support set of
extended valued topical functions. As an application, we presented a necessary and
suﬃcient condition for global maximum of the diﬀerence of two strictly topical func-
tions deﬁned on a semimodule with values in a semiﬁeld. These results have many
applications in various parts of applied mathematics, mathematical economics and
game theory, in particular, in the modelling of discrete event systems (see [9, 10]).
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