Abstract: Object tracking is one of the most important components in numerous applications
I. Introduction
Object tracking is an important task in many application areas like automated surveillance, human computer interfacing, vehicle navigation, traffic control, etc. [1, 2, 3, 5, 6] . There are three key steps in video analysis: detection of interesting moving objects, tracking of such objects from frame to frame, and analysis of object tracks to recognize their behavior. [1, 2, 3, 5, 6, 8] . Tracking can be defined as the problem of estimating the trajectory of an object in the image plane as it moves around a scene. A tracker assigns consistent labels to the tracked objects in different frames of a video. A tracker can also provide object-centric information, such as orientation, area, or shape of an object. Two basic approaches for object tracking are deterministic method and stochastic method. The deterministic methods are based on target representation and localization. The stochastic methods are based on filtering and data association techniques. Various features like color, edges, optical flow, texture, etc. can be considered for object tracking. [1, 2, 11, 12] .
In probabilistic approach state space model is used and the tacking process is considered as state estimation problem. Basically, Kalman filter is used as a traditional approach of tracking. It provides nice tracking results for linear systems with Gaussian noise. In nonlinear systems, the nonlinear function is linearized over small region around predicted value. This approach is known as extended Kalman filter and utilized to solve the problem of nonlinear tracking. The unscented Kalman filter can approximate second order Taylor series expansion whereas extended Kalman filter can achieve only first order Taylor series expansion. Thus unscented Kalman filter have better performance in estimation using Gaussian distribution but still it cannot deal with multimodal noise distribution [3, 4, 5, 6, 8, 11] . Particle filter [1, 4, 5, 28, 29] is a probabilistic method for object tracking based on posterior probability density. Particle filter is a point tracking method that has been proven successful for nonlinear and non-Gaussian estimation [4, 5] . It approximates the posterior probability density of the state such as the object position by using samples which are called particles. Particle filtering uses sequential importance sampling. It estimates the posterior distribution of target state using set of weighted particles. The weight of the particle represents the likelihood of particle properties with the target properties [12] . A single color or local color distribution can be used as an observable feature for deciding weight of particle [13] . In conventional particle filters like condensation algorithm [4, 5] , the latest observation from the current frame in the image sequence is only used in the weighting step and not in the sampling step. As a result, a large number of particles are often required to approximate the posterior probability density properly. This limitation is overcome in particle filter algorithm which requires less number of particles and thus computations get reduced [14] . The process of object tracking involves object detection and tracking the detected object. Section II describes object detection in brief. Section III describes the process of particle filtering. The experimental results and conclusions are given in sections IV and V respectively.
II. Object Detection
Object detection can be done in every frame or when the object first appears in the video. Detecting object in every frame leads to increased accuracy but it also increases the computational cost as well as time consumed for tracking process. Thus, here object is detected only once in the video frame. Detection of object can be performed by using various methods, which include point detectors, background subtraction, segmentation techniques, supervised learning, etc. [1, 2, 4, 5, 11, 15] . Segmentation techniques are widely used for the purpose of object detection. Segmentation of image refers to identification of homogeneous regions in the image. Pixel based segmentation techniques include thresholding, clustering and fuzzy clustering. Region based segmentation techniques include region growing, region merging, etc. while the edge based techniques can also be used for segmentation. Hybrid methods combine these techniques for more realistic results.
The algorithm presented here is an extension of the algorithm presented in [23] . This extended algorithm considers spatial connectivity with neighboring pixels to produce homogeneous regions of similar colors. The 4D color histogram of the image is determined using JND (Just Noticeable Difference) color similarity threshold and connectivity of the neighboring pixels, by comparing current pixel with the previously encountered immediate 8-neighbor pixels. Initial segments are then merged using a slightly higher JND threshold by applying concept of agglomeration. In JND color histogram, color corresponding to each bin is visually dissimilar from that of any other bin; whereas each bin contains visually similar colors [21, 22, 23, 24, 25, 30] . The color similarity mechanism is based on the threshold of similarity which uses Euclidean distance between two colors being compared for similarity. A color spatial segmentation scheme based on spatial color JND histogram using color similarity and spatial connectivity uses additional spatial information while forming the histogram based on comparison with previously encountered neighboring pixels [22, 23, 30] .
For preparing the 4D color histogram, the histogram is defined in two data structures Nx4 and (mxn)x3. The first data structure Table 1 consists of N rows corresponding to the color shades detected and first three columns correspond to R, G and B as color tri-stimulus corresponding to pixel color and 4th column represents the population of that color. Second data structure Table 2 has ( m x n) rows corresponding to the total pixels of the image and first two columns corresponding to spatial location of the pixels in terms of row and column and third column represents the color index corresponding to the row number in Table 1 . The pixels in the color image are scanned from top pixel to bottom last pixel row and column wise. The color of pixels are compared on the basis of the Euclidian distance between two pixel colors within the threshold of 3-JND (JND eye ) for similarity for merging while formation of the histogram tables. 
Algorithm for Computing the Spatial Color JND Histogram By comparing only previously encountered immediate neighbors [30]
i) Initialize two data structures Table 1 and Table 2 . Initialize the first entry in Table 1 by the first color vector in the image i.e. top left pixel color vector [R,G,B] and the frequency(population) by one. Initialize the first entry in Table 2 by the current row index value of Table 1 i.e. 1 , and the top left pixel position row and column i.e. y(column)=1 and x(row)=1. Also initialize a (row, column) pointer to top left corner of the image. Select a similarity threshold JND eye approximated to 300 (285.27) depending on the precision of vision from fine to broad as required by the application. ii) Read the next pixel color vector in scan line order. iii) Compare the next pixel in scan line with previously encountered pixel using a neighbourhood tile of 3 x 3 as shown in figure 1 below i.e. pixel C is compared with only pixel P. The center Pixel "C" is the current pixel in the scan line, pixels "P" are the previously encountered pixels in the scan line and pixel "F" are future non encountered pixels in the scan line. The current pixel C is compared with the pixels P for similarity based on JND threshold using Euclidian distance between the tri-stimulus color vectors of the pixels. If color found similar include the pixel in respective bin. Update the entry in Table 1 by increasing population of respective color bin and update entry in Table 2 by entering row number of the Table 1 updated bin as color index and row and column numbers of C for spatial location of the pixel and go to step v. iv) If the new color vector is not equal to any of the previously recorded color vectors in Table 1 , increment the row index of Table 1 , enter the new color vector in it, set the population to 1 , make the index , row and column entry in Table 2 and go to step ii. v) Repeat step ii) to iv) for all the pixels in the image in scan line order. vi) Sort Table 2 in the increasing order of the color index.. vii) Find the similar colors in the table 1 using similarity threshold Θ more than JND eye threshold, we have choose it to be of human perception i.e. JND h and mark them with additional entry in column 5 of table 1 as similarity color index (S). The similarity threshold Θ used here is in squared form to eliminate the square root calculations in Euclidian distance for color similarity calculations i.e. Θ = JND h 2 =2400 (2567). viii) This will give us the maximum dissimilar colors available in the image as perceived by humans. ix) Perform merging of the color bins with same similarity color index (S) in Table 1 .
This algorithm ensures formation of the spatial 4D color histogram having color bins produced using JND color similarity as well as the spatial connectivity. Segmentation procedure is straightforward with the data structures given in Table 1 and Table 2 . In Table 2 , the pixel entries are sorted spatially from left to right and from top to bottom. Segmented image can simply be formed by assigning to each pixel position a JND color from Table 1 as pointed to by the respective index in Table 2 . One of the clusters from the clusters formed by segmentation by above algorithm is selected as object region. The parameters of the selected cluster like minimum and maximum X and Y coordinates, coordinates of centroid and mean color component values for the cluster are used as input parameters for tracking process.
III. Particle Filter Algorithm
Tracking process is performed by using color based particle filter algorithm which is a probabilistic approach used for state estimation. Tracking process is generally affected by rotation and scale variance. Here color is chosen as tracking feature to make the process scale and rotation invariant [15, 17, 18, 19, 27, 29] . We want to apply such a particle filter in a color-based context. To achieve robustness against non-rigidity, rotation and partial occlusion we focus on color distributions as target models. These are represented by histograms which are typically calculated in the RGB space using our novel 4-d spatial color histogram based segmentation [30] . The color distribution = { ( ) } =1…. of a region R at location y is calculated as
where δ is the Kronecker delta function and h(xi) assigns one of the m-bins of the histogram to a given color at location xi. The variable a provides invariance against scaling of the region and the normalization factor f ensures that ( ) = 1
=1
. In a tracking approach the estimated state is updated at each time step by incorporating the new observations. Therefore, a similarity measure is needed between the color distributions of a region in the newly observed image and the target model. A popular measure between two distributions is the Bhattacharyya coefficient [1, 7, 11, 12, 15, 16, 29] . Considering discrete densities such as two color histograms = { ( ) } =1… and = { ( ) } =1… the coefficient is defined as
Larger the value of ρ is, the more similar the distributions are. For two identical histograms we obtain ρ = 1, indicating a perfect match. As distance between two distributions we define the measure d
which is called the Bhattacharyya distance coefficient [1, 7, 11, 12, 15, 16] . The color particle filter algorithm consists of the following steps: 
Color Particle Filter Tracking using Frame Segmentation based on JND Color and Spatial
) where X represents the state vector and Z represents the observation vector. State of the particle indicates the position of the particle in terms of coordinates. The propagation of particles is achieved using the state space model [1, 4, 5, 9, 10, 20] . B. State update In this step, new state is set for each particle using proposal distribution. The particle state is updated by using following equations:
Where, σ pos and σ vec are the standard deviations for noise distribution and value of F update [11, 28] used is :
1 0 1 0
C. Weighing The important step in particle filter algorithm is weighing in which each particle is assigned a weight according to value of likelihood function for that particle. For color based particle filter the color similarity of the particle with the initially selected object region is used as measure to compute likelihood. The likelihood distance (π) for the updated particle is calculated using equation (8) 
If the updated position of the particle lies outside the video frame boundaries, lowest possible value (-∞) is assigned to it as the likelihood distance. After the likelihood computation, weights ( ) are assigned to each particle. Larger weight or value is assigned to the particle having larger value of the likelihood function and vice versa. During filtering, samples with a high weight may be chosen several times, leading to identical copies, while others with relatively low weights may not be chosen at all.
D. Resampling
When the above algorithm is used for tracking, some low weight particles are also generated. These low weight particles affect the accuracy of the tracking algorithm. This is known as particle degeneracy [8, 19, 20] . To overcome this problem, resampling process is used for generating new set of particles while removing the low weight particles. The effective sample size (N eff ) is used as a measure to determine particle degeneracy.
If the effective sample size is less than the threshold sample size (N th ), degeneracy is said to have occurred and resampling stage is activated. During resampling step, only the particles with lowest weights i.e. the particle with weight less than the threshold weight, are eliminated and replaced with new set of particles while other particles are stored for further processing [19, 20] . This reduces the computational cost and the processing time required for resampling.
IV. Results
The experimental results are obtained on many video sequences in avi and mp4 format. The algorithm has been implemented in Matlab. The algorithm uses 4-d histogram based color spatial segmentation method for object detection and color particle filter for tracking. This work mainly focuses on the tracking of single target. The annotated dataset available on the website http://visualtracking.net of CVPR13 benchmarking paper [26] has been used for testing the results. The dataset consists of 50 fully annotated sequences to facilitate tracking Object to be tracked is selected by the user and only this selected region of object and its surrounding is segmented to obtain the final object region. As segmentation is not performed over complete video frame, the computation time is reduced. In this work, we use the precision value as a parameter for quantitative analysis. Precision plot is a widely used evaluation metric for tracking. Precision is the center location error, which is defined as the average Euclidean distance between the center locations of the tracked targets and the manually labelled ground truths. Then the average centre location error over all the frames of one sequence is used to summarize the overall performance for that sequence. However, when the tracker loses the target, the output location can be random and the average error value may not measure the tracking performance correctly [26] . Recently the precision plot [26] has been adopted to measure the overall tracking performance. It shows the percentage of frames whose estimated location is within the given threshold distance of the ground truth. As the representative precision score for each tracker we use the score for the threshold is equal to 20 pixels [26] . Figure 2 (a -f) shows different output frames of the video sequence Dancer. It can be seen clearly that the object to be tracked is changing shape, size and is subjected to in plane rotation then also the tracker is holding the object in the frames. Figure 2(g) shows the precision curve for the tracker output which shows the precision value of >50% for the 20 pixel location threshold. Figure 3 (a -f) shows different output frames of the video sequence Human2. It can be seen clearly that the object to be tracked is changing shape, size and is subjected to in plane rotation and also illumination variation then also the tracker is holding the object in the frames. Figure 3 (g) shows the precision curve for the tracker output which shows the precision value of just <50% for the 20 pixel location threshold. Figure 4 (a -f) shows different output frames of the video sequence Skater2. It can be seen clearly that the object to be tracked is changing shape, size and is subjected to in plane rotation & background clutter then also the tracker is holding the object in the frames. Figure 4 (g) shows the precision curve for the tracker output which shows the precision value of >75% for the 20 pixel location threshold.
The precision error is calculated for all the videos tested using the tracker and from this the average precision error is calculated. The average precision plot indicates the percentage of successfully tacked frames of all the video sequences against the location threshold in pixels between the tracker output and the ground truth. The precision plot obtained using our tracker refer Figure 5(b) is showing improvement over previous trackers [26] in terms of percentage successful frames at location threshold of 20 pixels. The value at the threshold is 66.6% which is better than earlier reported values which are given in the legend of Figure 5 (a) plot [26] and the precision comparison as given in Table 3 . (a)From cvpr13_benchmark [26] (b) 20 pixel location threshold value = 66.6% 
V. Conclusion
Comparison of results of proposed tracking algorithm with the previous tracking algorithms, on cvpr13_benchmark datasets is given in Figure 5 and Table 3 . It can be observed that the proposed tracker approach performs better than the previous tracking algorithms reported in cvpr13 benchmark [26] in terms of precision value. Also the algorithm performs quite well under condition of the tracked object changing shape, size and orientation. The effect of illumination variation and background clutter is also overcome by the proposed tracker. The bounding box around the tracked object is always going to be smaller as tracker is using colour features of only largest segment. Due to this the success plot will never be appreciable. This can be overcome by using additional location features of the object like shape and boundary.
