Subsurface scattering involves the complicated behavior of light beneath the surfaces of translucent objects that includes scattering and absorption inside the object's volume. Physically accurate numerical representation of subsurface scattering requires a large number of parameters because of the complex nature of this phenomenon. The large amount of data restricts the use of the data on memory-limited devices such as video game consoles and mobile phones. To address this problem, this paper proposes an efficient data compression method for heterogeneous subsurface scattering. The key insight of this study is that heterogeneous materials often comprise a limited number of base materials, and the size of the subsurface scattering data can be significantly reduced by parameterizing only a few base materials. In the proposed compression method, we represent the scattering property of a base material using a function referred to as the base scattering profile. A small subset of the base materials is assigned to each surface position, and the local scattering property near the position is described using a linear combination of the base scattering profiles in the log scale. The proposed method reduces the data by a factor of approximately 30 compared to a state-of-the-art method, without significant loss of visual quality in the rendered graphics. In addition, the compressed data can also be used as bidirectional scattering surface reflectance distribution functions (BSSRDF) without incurring much computational overhead. These practical aspects of the proposed method also facilitate the use of higher-resolution BSSRDFs in devices with large memory capacity.
Introduction
One of the important goals in the field of computer graphics is the realistic representation of the appearance of real-world objects. Among such objects, the representation of translucent objects such as human skin, leaves, and biological tissue is challenging because of subsurface scattering, which is a complex light interaction which occurs beneath the surface of a sample. Subsurface scattering is represented numerically by a vast number of scattering parameters, especially for heterogeneous translucent materials. Although these parameters can be measured by special setups which involve camera(s) and projector(s) [1] [2] [3] , the large data sizes of the obtained representations often complicate their practical application, particularly in the case of real-time rendering on devices with 4 Waseda Research Institute for Science and Engineering, Waseda University, 3-4-1 Ohkubo, Shinjuku, Tokyo 169-8555, Japan Fig. 1 Qualitative and quantitative comparison between the proposed method and a representative previous method by Song et al. [5] . The rendered image is divided into four regions. The regions highlighted in blue represent the rendered image with the compressed BSSRDF of the previous method. Those highlighted in red represent the image with the compressed BSSRDF of the proposed method. As can be seen, the proposed compression method achieves a data size that is 2.94% smaller compared to the previous method even though the visual qualities of all the regions are nearly identical limited random access and graphics memory, such as video game consoles, tablets, and mobile phones.
Subsurface scattering in heterogeneous materials is often represented by the bidirectional scattering surface reflectance distribution function (BSSRDF) [4] , in which explicit material distribution inside translucent objects does not need to be considered. Because the measured BSSRDF of a heterogeneous material also has a significant amount of data, compression methods for the BSSRDF have been investigated to improve its range of applications. In previous studies, Peers et al. [2] and Song et al. [5] applied such approximation techniques using nonnegative matrix factorization, and local scattering profiles, respectively. Unfortunately, the resulting data sizes based on these methods are of the order of megabytes for small pixel areas. Such a compression ratio is insufficient for memory-limited devices or for large pixel areas. While the size of random access and graphics memory has rapidly increased over the last decade, the large data size of measured BSSRDFs is still a challenge from a data storage and processing perspective. Firstly, the size of the memory capacity on mobile devices such as tablets and mobile phones is still limited, even though many graphics applications are currently being developed on these devices. Secondly, the aforementioned studies examined only measured BSSRDFs for small pixel areas. As such, when these parameters are measured for much larger pixel areas, their compression ratios are insufficient in practice.
To address these problems, we propose a data compression method for BSSRDFs of heterogeneous translucent materials. The key insight of this study is that many non-biological materials such as waxes, soaps, candles, and minerals are often comprised of a limited number of base materials. For example, the cross-section surface of the onyx shown in Fig. 1 is comprised of approximately 20-30 base materials. Based on this observation, we represent the scattering properties of heterogeneous translucent materials by parameterizing only a few base materials. Figure 1 represents a comparison between the proposed compression method and a representative previous method by Song et al. [5] in terms of the visual qualities of rendered graphics. As shown in this figure, the proposed compression method achieves nearly identical visual quality although the size of the output data using the proposed method is only 2.94% compared to that of the previous study. Figure 2 compares the proposed compression model to that of Song et al. [5] . In their representation, the surfaces of the object are discretized with pixels, and a local scattering profile is assigned to each pixel. The local scattering profile is a one-dimensional function, which is discretized as a piecewise linear function in the previous method. Directionally varying local light scattering is approximated by processing the values of local scattering profiles in the log scale. Instead of assigning a local scattering profile to each pixel, the proposed method assigns several scattering profiles of the base materials to each pixel. We refer to the scattering profile of the base material as the base scattering profile. We approximate the local scattering profile of a given pixel by using a linear combination of base scattering profiles in the log scale. In this case, we assume that a target material is comprised of M base materials and approximate a local scattering profile of a pixel using K out of M base scattering profiles (K < M). The optimization problem to obtain the proposed compression model is formulated in a similar manner to that of Song et al. [5] . However, the formulation of the proposed approach requires the assignment of K different base materials to each pixel, which results in an NP-hard combinatorial optimization problem. In addition, the task of solving for the linear combination of weights and the base scattering profiles is formulated as a nonlinear constrained problem, although a simple linear optimization approach was used in the previous study. To solve this complex problem, we proposed an optimization method by alternating between two different solvers for the combinatorial and nonlinear constrained problems. In the case of combinatorial optimization, we also propose a randomized algorithm based on PatchMatch [6] , which was originally a method for texture synthesis.
In the proposed method, the base materials are indexed by 8-bit unsigned integers, and the linear combination weights for the base scattering profiles are represented by 32-bit floating point numbers. Therefore, the data size assigned to each pixel is (8+32)× K = 40K . We empirically determined that K = 2 is typically sufficient to compress the BSSRDF data without significant loss of visual quality in rendered graphics. In this case, it is possible to further reduce the data size of a single pixel to 48 bits, which is significantly less than the local scattering profile that was assigned to each pixel in the previous method. The resulting data size for the proposed method is discussed in further detail in Sect. 3. [5] compressed this form with local scattering profiles by approximating the directionally varying local light scattering with multiple isotropic local scattering profiles. The proposed method further approximates the local scattering profiles with the profiles of base materials. The number of base materials M is much smaller than the number of pixels. From M base materials, a different set of K base materials is assigned to each surface positions. Then, the scattering profiles of the K base materials are blended using the mixture ratio. This figure illustrates the magnitude of the mixture ratios with a grayscale image, and the distribution of the base material indices using different colors (the colors themselves do not make any sense)
In summary, the proposed data compression method for heterogeneous translucent materials has the following characteristics:
-it achieves an efficient representation for heterogeneous subsurface scattering that requires only 40K bits for each pixel when K base materials are assigned to the pixel, -the resulting data size can be determined flexibly by changing the value of K , -for example, with K = 2, approximately 30 times smaller data size than that of the state-of-the-art method is achieved, -resulting compressed data can be used in standard realtime rendering algorithms without incurring computational overhead or the loss of visual quality.
To demonstrate the practical applicability of the proposed method with regard to memory-limited devices, we implemented a rendering system on several mobiles and tablets. It was determined that the small data size of the model is preferred to reduce the time to load the data onto such devices.
Related work

Subsurface scattering models
Light transport behavior in translucent materials is theoretically described according to the radiative transfer theory [7] , and most of the practical approximations used in the computer graphics community are derived based on this theory. For homogeneous materials, Jensen et al. [8] proposed a practical dipole model derived from an analytical dipole diffusion approximation, and Donner and Jensen [9] extended the dipole model to multilayered materials, such as human skin. d'Eon and Irving [10] performed an elaborate analysis of subsurface light transport and introduced a computation model referred to as the quantized diffusion model. Frisvad et al. [11] proposed a directional dipole model to appropriately handle the directional effect of incident light.
Recently, Frederickx and Dutré [12] introduced a variant of the dipole model that considers the relationship between the incident and outgoing directions induced by strong forward scattering. For heterogeneous materials, most surface-based representations are based on the BSSRDF [4] . The main advantage of the BSSRDF is that it does not explicitly represent material distribution in object volumes. A BSSRDF S(x i , ω i ; x o , ω o ) describes the ratio of exiting radiance at position x o to direction ω o to incident radiant flux at x i from direction ω i . When BSSRDFs are used for heterogeneous materials, they are often discretized and compressed to provide greater flexibility in practical applications. For example, nonnegative matrix factorization [2] and local scattering profiles [5, 13] have been used to compress the discretized form of the functions. However, these representations focus mainly on physical accuracy rather than data size. Thus, the data size aspect of BSSRDF representations has not attracted much attention despite the long-standing research on BSSRDF representations.
The proposed data compression method also targets BSS-RDFs just as the aforementioned previous studies. However, compared to the previous methods, we focus more on the final data sizes of the compressed BSSRDFs. The proposed model achieves nearly the same visual quality in rendering results with a data size approximately 30 times smaller compared to the previous methods.
Translucency rendering
Here, we briefly introduce real-time rendering algorithms for translucent materials. We focus primarily on how BSS-RDFs or other numerical models for subsurface scattering are used in rendering. Three classes of rendering algorithms are introduced, i.e., volumetric, image-space, and surface-based methods.
Volumetric methods simulate the light diffusion process in material volumes. This simulation can be performed efficiently on graphics hardware. Stam et al. [14] simulated light transport in an optically thick material as a diffusion process in the volume of materials. Wang et al. [3] extended their procedure to heterogeneous translucent materials by solving the diffusion equation for tetrahedralized object volumes. A similar method with a data structure, which is known as the light propagation volume (LPV) [15] , is often used in real-time applications. Although the LPV is typically used to represent weak scattering in aerosols, it has also been applied to render optically dense translucent materials [16, 17] . The main drawback of these volumetric approaches is that they often produce blurry results because of the utilization of volumetric parameter mappings on low-resolution discretized grids. To obtain accurate rendering results, the object volumes must be precisely divided into small grids. However, storing different scattering parameters for such small grids requires significant memory resources. Consequently, volumetric methods are not suitable for the use in memory-limited devices.
Image-space methods compute the BSSRDF convolution of surface irradiance on texture space or screen space. Lensch et al. [18] divided subsurface light transport into local and global components and computed the local component for close point pairs using texture-space image filtering. Shah et al. [19] proposed an interesting approach based on imagespace splatting for homogeneous translucent materials. Chen et al. [20] later extended their approach to heterogeneous materials. Currently, methods that employ screen-space filtering are commonly used in real-time graphics applications. In these methods, diffuse reflectance components are initially calculated and stored in a G-buffer. Then, the diffuse reflection components are blurred in the screen space [21, 22] . Although these methods of screen-space filtering are computationally efficient, and the resulting visual quality is reasonable, the filtering operation is usually based on empirically determined parameters. Therefore, these methods cannot be directly used to physically measured BSSRDFs. Surface-based methods rely on BSSRDFs to represent light attenuation factors between pairs of surface positions. Dachsbacher and Stamminger [23] sampled virtual point lights (VPL) from an irradiance buffer of shadow maps and evaluated the appearance of objects by summing the contributions from VPLs. Rather than computing vertex-to-vertex light transport, Mertens et al. [24] computed area-to-area light transport by clustering triangular meshes of the target object. Recently, more sophisticated approaches using screen-space splatting [19] and multiple irradiance buffers [25] have been proposed. However, the aforementioned methods are all based on dipole approximation [8] , which is only applicable to homogeneous materials. For heterogeneous materials, BSSRDFs are typically approximated and compressed to improve the computational efficiency of graphics hardware. In previous studies, compressed BSSRDFs were rendered by implementing an accelerated BSSRDF evaluation method known as hierarchical integration [26] with graphics hardware [2, 5] . However, these studies reported that they achieved at most 2 frames per second (fps) using computer systems of 10 years ago. Therefore, this performance is considered to be far from real-time frame rates, even if the latest computers are used. Recently, Chen et al. [20] introduced a real-time multiresolution splatting algorithm using BSS-RDFs and achieved more than 30 fps using computer systems of 5 years ago. Considering the improvement in computation power of graphics hardware, their method can achieve real-time frame rates of more than 60 fps using current technology.
We obtain memory-efficient BSSRDFs by further reducing the data sizes of the previous compression method using local scattering profiles [5] . The BSSRDF representation of our compression method is compatible with other existing BSSRDF representations, and it does not incur any computational overhead. As demonstrated in the later sections, the proposed method achieves real-time frame rates when used, for example, with a real-time rendering algorithm based on multiresolution splatting [20] .
BSSRDF compression
In the following explanation, we used the symbols listed in Table 1 . We do not explicitly provide the definitions of these symbols for simplicity of explanation. 
Set of base materials a Acceptance probability for updating base material assignments p Progression ratio to increase the acceptance probability a N iter # of Iteration for the proposed alternating optimization method
Background
The subsurface scattering behavior of light can be described generally by BSSRDFs [4] .
can be separated into two components, i.e., a local component and a global component. As in the previous studies [1, 2, 5] , we restrict our focus to the global components of BSS-RDFs, which we denote by S d . For optically dense materials, approximation based on only S d can sufficiently reproduce the scattering properties of the original BSSRDFs. The function S d , which is also known as the diffuse BSSRDF [8] , can be further decomposed as:
where F dr denotes the Fresnel diffuse reflectance at x o , F t denotes Fresnel transmittance at x i , and R d denotes the diffuse reflectance function. In this form, a standard eight-dimensional BSSRDF is simplified into a product of lower-dimensional functions. Among these functions, only R d describes the properties of subsurface light transport, i.e., a light attenuation factor between each pair of surface positions x i and x o . For heterogeneous materials, light attenuation factors differ for different position pairs. By denoting the N discretized surface positions as x 1 , x 2 , . . . , x N , we can represent the attenuation factors in a matrix form R where
The proposed BSSRDF compression is inspired by the previous method by Song et al. [5] , which uses local scattering profiles to compress BSSRDFs. Here, we first introduce their compression model; then, we describe the proposed compression model and how its modeling parameters are obtained. Both the previous and the proposed methods are based on physically measured BSSRDFs by Peers et al. [2] . Their BSSRDFs are measured for several flat materials and formulated using the aforementioned matrix form with R. Song et al. assigned a local scattering profile to each surface position and approximated the diffuse reflectance function R d (x i , x o ) using the profiles P x i and P x o at two surface positions x i and x o :
where r denotes the Euclidean distance between x i and x o on the flat surface of a material. By taking the logarithms of both sides of the equation, Eq. 1 can be rewritten as follows:
For simplicity, we use the hat symbol to indicate that the function is in the log scale, e.g., log P x is denoted asP x . In the representation by Song et al., a log-scale scattering profile is further approximated as a piecewise linear function:
when distance r satisfies:
Here, r max denotes the maximum scattering radius, and the range between 0 and r max is divided into n intervals. The coefficientP h x is the value of the local scattering profile for r h = hr max /n. The linear interpolation weight w(r ) is commonly defined as w h x (r ) = nr/r max − h for every x. The profile coefficients {P h x } for all pixel x and all interval indices h = 0, . . . , n are obtained by minimizing the least square errors over the original diffuse reflectance function. Song et al. minimized this function by simply solving a linear system, which was obtained by taking the derivative of the least square error function.
Compression by scattering profile blending
As described in the previous subsection, the compression method proposed by Song et al. [5] assigns different local scattering profiles to different surface positions. However, this expression is obviously redundant when the target material is composed of a few base materials. For example, the cross-section surface of the onyx shown in Fig. 2 contains at most 20 base materials, whereas Song's representation assigns different scattering profiles to its target area of 229 × 229 pixels. Rather than the per-pixel assignment of the local scattering profiles, the proposed compression method represents each local scattering profile using the scattering profiles of the base materials. The scattering profiles of the base materials are referred to as the base scattering profiles. Figure 2 shows the compressed BSSRDF representation for the proposed method. According to the number of base materials assigned to a single pixel, we refer to the representation of K -BMPP as an abbreviation of "K base materials per pixel." The simplest representation with base scattering profiles is obtained by assigning a single base material profile to a single location (1-BMPP). This can be extended by assigning two or more base scattering profiles to each location. To represent the local scattering profile at a given location, the weighted averages of the assigned base scattering profiles are taken in the log scale. As shown in Fig. 2 , each pixel generally has data for M mixture ratios and M indices for the base materials. The 2-BMPP model, which is a special case of the K -BMPP model, can further reduce the resulting data size because two mixture ratios, i.e., t 1 and t 2 , can be represented with a single t as t 1 = t and t 2 = 1 − t. Thus, only one illustration is shown for the mixture ratio of the 2-BMPP model in Fig. 2 .
We begin with a representation of the local scattering profiles in the proposed compression method. Let B = {b 1 , . . . , b M } be a set of M base materials and P b be the base scattering profile for a base material b. As represented in Eq. 3, we approximate a log-scale scattering profileP x at position x with a convex combination of the log-scale base scattering profilesP b :P
where i t i x = 1 and t i x ≥ 0 for ∀i. However, assigning all base materials to each pixel is redundant because a single position is often associated with only a few base materials. Thus, the proposed method assigns up to K of M base materials b x,1 , . . . , b x,k (K < M) to a single position x. Then, the local scattering profile at x is rewritten as follows:
where t x,k ≥ 0 is the mixture weight at position x. Eventually, the compressed BSSRDF obtained using the proposed method is described using the indices of the base materials, i.e., {b x,1 , . . . b x,K }, the mixture ratios for these base materials, i.e., {t x,1 , . . . , t x,K }, and the profile coefficientsP h b for b ∈ B at a sampling distance r h .
Parameter optimization
A compressed BSSRDF of the proposed method is obtained by minimizing the least square error of the input diffuse reflectance function R d . However, compared to the previous method, the minimization problem for the proposed method involves two difficulties. Firstly, the optimization problem is a constrained nonlinear problem, while the previous methods are formulated as a simple nonnegative matrix factorization [2] or linear problem [5] . Secondly, the assignment of the optimal base materials represented with indices to each pixel is an NP-hard combinatorial problem. Therefore, it requires an inordinately long computational time. To address these problems, the nonlinear optimization and combinatorial optimization problems are solved alternatively as opposed to the simultaneous optimization of all the parameters. In addition, we propose a randomized algorithm based on PatchMatch [6] to solve the combinatorial optimization problem. Pseudocodes for the proposed optimization method are provided in Algorithms 1 and 2.
In the first step, the indices for the base material for each pixel are fixed. The profile coefficients and mixture ratios are updated by solving a nonlinear minimization problem. Using Eqs. 2, 3, and 4, the cost function can be defined in the least squares sense:
Algorithm 1 Pseudocode for parameter optimization Input: Initial acceptance ratio a 0 and # of iteration N iter 1: Initialize a = a 0 , p = (1/a 0 ) 2/N iter 2: for i = 0, 1, 2, ..., N iter − 1 do 3:
Step 1: Optimize {P h b } and {t x,k }.
4:
Solve the problem in Equation 6 with L-BFGS-B (K = 1, 2) or augmented Lagrangian (K ≤ 3).
5:
Step2: Optimize base material assignments {b x,k }.
6:
for each pixel x = (ξ, η) do 7:
if i is odd then 8:
x ← (ξ −1, η) Left neighbor 9:
UpdateWith(x, x , a) 10:
x ← (ξ, η−1) Upper neighbor 11:
UpdateWith(x, x , a) 12: else 13:
x ← (ξ +1, η) Right neighbor 14:
UpdateWith(x, x , a) 15:
x ← (ξ, η+1) Lower neighbor 16:
UpdateWith(x, x , a) 17:
end if 18:
Sample random pixelx from the entire image area 19:
UpdateWith(x,x, a) 20: end for 21:
a ← min(ap, 1) Increase acceptance ratio 22: end for Algorithm 2 Pseudocode for UpdateWith
Sample uniform random number 3:
if u < a then 4:
Evaluate E L S terms involving x and x . Store the value to E 5: In this equation,P h b denotes the hth coefficient ofP b . Each least square term is multiplied by a weighting factor ϕ(r ), which resolves the imbalance in the number of least square terms for position pairs. The number of pairs over a short distance is smaller than the number of pairs over a large distance. We use the inverse quadratic function ϕ(r ) = 1/(1 + r 2 ) for this weighting factor. The domain of the cost function in Eq. 5 is limited by the constraints for the mixture ratios t x,k because they are in [0, 1] and their sum is equal to 1.
Based on several experiments, it was determined that the preceding optimization process is numerically unstable because it often falls into a local minima or goes beyond the feasible region. To avoid such problems, we first add a regularization term to ensure the C 2 continuity of the profiles following the previous method [5] :
where b ∈ B and h = 0, . . . , n − 2. Secondly, we added barrier functions to keep the optimization variables within the feasible region. Since the mixture ratios should be between 0 and 1, we added the following barrier functions to the cost function.
where we typically use γ = 10 −3 as the default value. Consequently, the optimization problem for the proposed compression method is defined as follows:
The weighting factors in Eq. 6 are empirically determined as λ reg = λ barr = 10 −3 . The optimization problem in Eq. 6 is a nonlinear constrained problem with both inequality and equality constraints. Despite this complexity, this class of optimization has been extensively studied in applied mathematics, and it can be efficiently solved using the augmented Lagrangian method [27] . In addition, in cases where K = 1 and K = 2, the preceding optimization can be simplified. For K = 1, we do not need to consider the weighting factors for the base scattering profiles; therefore, the optimization problem in Eq. 6 can be simplified as a box-constrained nonlinear problem. For K = 2, we only need to assign a single weight t x to pixel x because we can represent t x,1 = t x and t x,2 = 1−t x . Therefore, only the box constraints t x ∈ [0, 1] are required. These nonlinear optimizations with box constraints can be solved more efficiently with the L-BFGS-B method [28] , which is a variant of the quasi-Newton method for box-constrained nonlinear problems.
The second partial optimization step is inserted after every iteration for these iterative nonlinear solvers, i.e., the augmented Lagrangian and L-BFGS-B methods. In the second step, we fix the profile coefficientsP h b x,k and update the base material indices b x,k and mixture ratios t x,k . To find optimal indices and mixture ratios, we need to solve an NP-hard combinatorial optimization problem. Rather than solving Here, we observe that the clusters are grown along the vertical layers of the onyx this complex problem directly, we update the base material indices and mixture ratios approximately with a randomized process inspired by PatchMatch [6] . Let Θ x be a set of parameters at pixel x that includes the base material indices {b x,k } and {t x,k }. The parameter set Θ x is temporarily substituted by the parameters Θ x of candidate pixel x . The parameters Θ x are accepted as the parameters of x provided that this substitution reduces the least square error in Eq. 5. In this updating process, the immediate neighbors of x to the left and above are used as candidate pixels in even-numbered iterations, and those to the right and bottom are used in odd-numbered iterations. We also use the random pixels chosen from the entire pixels as candidates. Unlike the original PatchMatch, we leverage a probabilistic update strategy to avoid unexpectedly updating parameters using the scattering profile coefficients that are not sufficiently converged. In the ith iteration, the parameters are updated based on the probability of min(a 0 p i , 1.0) even if the error values are reduced. Typically, we use a 0 = 0.1 and set the value p = (1/a 0 ) 2/N iter such that a 0 p i = 1 when i = N iter /2. Figure 3 shows the update processes of the base material indices, mixture ratios, and reconstructed appearances in each iteration of the 2-BMPP model. In this experiment, the number of total iterations N iter = 20 and the indices and mixture ratios are only partially updated when the number of iteration was less than N iter /2 = 10.
In our implementation, we initialized the parameters with random values before performing the above alternating optimization process. The profile indices were chosen randomly for each pixel from {1, . . . , M} such that any two of the base material indices did not overlap. Mixture ratios were all initialized with 1/K , and the profile coefficients in the log scale were initialized with random real numbers between − 1.0 and 1.0.
Real-time rendering
Since BSSRDFs compressed by the proposed method are compatible with BSSRDFs in the general forms, they can be used in ordinary rendering algorithms based on BSSRDFs. The rendering results presented in this paper were computed using a multiresolution splatting algorithm proposed by Chen et al. [20] . Their algorithm first renders multiresolution Gbuffers from the light sources; then, irradiance samples are positioned on these multiresolution buffers. Subsequently, the splatting-based algorithm [19] is performed for multiresolution render buffers, and the buffers are accumulated to obtain the final rendering result. In our implementation, logscale values of the profile coefficients are sent to shader programs as uniform buffer objects, and other parameters, i.e., profile indices and mixture ratios, are sent as textures. In our experiment, the compression was typically performed with M ≤ 128 base materials. Therefore, we can represent the profile indices with 8-bit unsigned integers, which can represent integers between 0 and 255. The mixture ratios are represented with 32-bit floating point numbers. The BSS-RDF values are evaluated in a pixel shader using Eqs. 2, 3, and 4. This evaluation of BSSRDFs in the shader program is slightly more complex than the evaluation that is used in the previous study by Song et al. [5] . However, the computational overhead using our compressed BSSRDFs is nearly negligible considering the complexity of the other computations in rendering algorithms.
Estimated data size
Let N be the number of pixels in the target area, then the estimated data size of an uncompressed BSSRDF is (N 2 pixel pairs) × (4 bytes) × (3 color channels) = 12N 2 bytes when each attenuation factor is represented with three-channel 32bit floating point numbers. If only the neighboring pixels are considered as the counterparts of the pairs, it is reduced to 12N W 2 , where W is the window size for neighboring pixels. In the compression method by Song et al., a local scattering profile is assigned to each pixel in the target area. When each local scattering profile is defined by a piecewise linear function with S discrete coefficients (S N ), the data size is estimated as N × S × 4 × 3 = 12N S bytes. Typically, the value of S is determined as S = (W − 1)/2. In contrast, the proposed model only considers the profile functions of M base materials (M N ). Therefore, the data size for a base scattering profile is as large as 12M S bytes. In addition, we assign K pairs of 8-bit unsigned integers and 32-bit floating point number to a pixel, which corresponds to the base material indices and mixture ratios, respectively. Fig. 4 Magnitudes of the mixture ratios in the 3-BMPP and 5-BMPP models. For all the three materials and both the 3-BMPP and 5-BMPP models, the mixture ratios #1 and #2 assume large values, and the other three ratios assume values close to zero. These results imply that two or three materials are enough for our compression model to appropriately approximate the original BSSRDFs
The data size for these indices and mixture ratios is estimated as (8 + 32) × K × N = 40K N bits, i.e., 5K N bytes. Overall, the estimated data size of the proposed compressed BSSRDF is 12M S + 5K N bytes. In the case of K = 5, the proposed model is more efficient than Song's method if 12M S + 25N < 12N S, which can be simplified to N < 0.48(N − M)S. Because Song et al. reported that they typically used S = 25 in their implementation, this condition can be rewritten as M < 0.92N . Consequently, the data size of the proposed compression method is smaller than that of the previous method in most cases. The advantage of the proposed method in terms of the data size is further improved when a large number of pixels N are included in the target area. In addition, for K = 2, it is not necessary to use two floating point numbers for the mixture ratios of each pixel because two mixture ratios can be represented by either of them only. Therefore, the data size for the 2-BMPP model can be as small as 12M S+(8×2+32)N /8 = 12M S+6N bytes.
Relationship to other data compression methods
Although our idea of using basis functions to compress the BSSRDF data is common with many other compression methods, the problem formulation introduced in this paper is much more complicated than that encountered in common approaches. The base scattering profiles are conceptionally similar to clusters with common clustering algorithms such as the k-means and the fuzzy c-means methods. In these methods, the assignment of a cluster to a single pixel does not affect neighboring pixels. Therefore, the problem of assigning the clusters to each pixel can be independently solved. However, in the BSSRDF compression problem that we solve as a part of the proposed solution, the assignment of the base scattering profile can affect neighboring pixels as well. This makes the optimization problem much more difficult to solve. Other compression methods such as principal compo-nent analysis for dimensionality reduction cannot be applied straightforwardly to our problem for the same reason.
Our problem formulation is also similar to that of the Gaussian mixture model in the sense that a target function is approximated with a mixture of multiple basis functions. The Gaussian mixture model approximates the original function using a basis function defined in the same domain. Therefore, to approximate the 8D BSSRDFs or 4D diffuse reflectance functions using the Gaussian mixture model, we need to use 8D or 4D basis functions. However, an accurate approximation of such higher-dimensional function requires dense sampling of the function's domain. Therefore, an approximation using the Gaussian mixture model is not reasonable to approximate high-dimensional BSSRDFs.
Another option is clustering local scattering profiles that are obtained by Song et al.'s approach [5] . When the local scattering profiles are clustered using the ordinary k-means method, the resulting data size is the same as our 1-BMPP model. We refer to this option as the "LSP-clusters" (local scattering profile clusters) and compare with the proposed method in the following section.
Results and discussion
We experimented with the compression and rendering system described in this paper using a computer with an Intel Core i7-6700K 4.0 GHz CPU, an NVIDIA GeForce GTX 1070 graphics card, and 32 GB RAM. The compression program was implemented using C++, and the real-time rendering method was implemented using C++ with OpenGL and GLSL as the graphics API. The BSSRDFs used in our experiments were physically measured using the previous method proposed by Peers et al. [2] . The experiments described in this report were performed using M = 128 base materials unless otherwise specified. Owing to space limitations, all results for mixture ratios, base material indices, and reconstructed appearances for K = 1, 2, 3, and 5 are provided in the supplementary materials. Table 2 summarizes the compression performance for the proposed method and its comparison to a state-of-the-art method [5] . As shown in this table, the proposed method with K = 2, M = 128 resulted in BSSRDF data that are approximately 2,000 times smaller than the original. Compared to the state-of-the-art method [5] , these data are approximately 30 times smaller. The size of the resulting data is of the order of a hundred kilobytes which is sufficiently small for use in video game consoles or mobile phones, which typically have relatively limited memory resources. The computation times of the proposed method with K = 2, M = 128 are 4-25 min for input BSSRDFs in Table 2 . These compression processes of several minutes should be performed only once for each BSSRDF data.
Selecting the number K
In the proposed compression method, the number K is an important factor in determining the final data size, computation time for compression, and visual quality of the rendered images. The final data sizes and computation times for different K values are provided in Table 2 . In addition, the appearance of the reconstructed material under different illumination and the relative errors of the diffuse albedo are compared in Fig. 5 . Here, a diffuse albedo value ρ d (x) for pixel x is computed by integrating R d over the local scattering range A as ρ d (x) = A R d (x, y)dy, and the relative error is computed as
is a diffuse albedo value of the compressed diffuse reflectance function R d .
As shown in Table 2 , a smaller value of K results in smaller BSSRDF data, whereas fewer relative errors occur for a larger value of K , as can be seen in Fig. 5 . To provide a more fair comparison between the cases of K = 1 and K = 2, we also provide the results for K = 1, which has data sizes that are matched to those of K = 2 by changing the value of M. By comparing these results in Fig. 5 , it is determined that both the reconstructed appearance and relative errors of K = 2 are superior to those of K = 1, even if the size of the resulting data is equal. Specifically, anisotropic light scattering is appropriately reproduced by the compressed BSSRDF of K = 2, as shown in Fig. 5d . The improved reproducibility of K = 2 compared to K = 1 is considered because the number of base scattering profiles used to represent a value of R d (x i , x o ) is larger for K = 2 compared to K = 1. Although only two base scattering profiles are used in the case of K = 1, four base scattering profiles are used in the case of K = 2. By comparing the relative errors of K = 1, M = 128 and K = 1, M = 1221, it was observed that the error and scattering heterogeneity are not improved by increasing the value of M. According to these observations, K = 2 is more preferable than K = 1 for the efficient reproduction of the input BSSRDF with a specific amount of data.
By comparing the results of K = 2 and K = 3, the relative errors of for the diffuse albedo and the reconstructed appearances in Fig. 5e are nearly identical, whereas the compression time for K = 3 is significantly longer than that for K = 2. This is because nonlinear optimization with equality constraints requires considerably more computational processing compared to box-constrained nonlinear optimization. Even if the value of K is increased to 5, the relative errors and reconstructed appearance are still nearly identical to the case of K = 2. In addition, the magnitude of the mixture ratios in Fig. 4 implies that using two or three materials at most for each pixel is sufficient to approximate the input BSS-RDFs. Figure 4 shows the mixture ratios of the 3-BMPP and 5-BMPP models after they are sorted in descending order for [20] . The performance data of the rendering processes are provided in Table 3 each pixel. As shown in this figure, the mixture ratios #1 and #2 assume particularly large values, whereas the other mixture ratios assume values close to zero. According to the result of these experiments, we consider that the 2-BMPP model is more practical than the K -BMPP models for K ≥ 3. Eventually, the 2-BMPP model was determined to be the best choice by considering its small data size, reduced computation time, and low relative error. Comparisons are shown in Fig. 5 for the other material samples in the supplementary materials.
Following the preceding discussion, the case of K = 2, i.e., the 2-BMPP model, is primarily considered in the following experiments. Figure 6 shows real-time rendering results obtained using the 2-BMPP model. For these images, we compressed the measured BSSRDFs of the materials shown in the insets. These Table 3 Rendering performance of the multiresolution splatting algorithm [20] used with BSSRDFs of the 2-BMPP model Comparisons of rendered images with compressed BSSRDFs obtained with the proposed method and the state-of-the-art method [5] . As shown in this figure, our results are nearly identical to those obtained for the state-of-the-art method in terms of visual quality, even though the size of our compressed BSSRDFs is significantly smaller as shown in Table 2 . The differences of colors in the rendered images are magnified by a factor of 10 for ease of identification. It should be noted that only a negligible computational overhead is required while using the proposed compression models images were rendered for the frame buffers with 1280 × 720 pixels. The rendering performance is summarized in Table 3 . As shown in this table, the rendering speed was approximately 103 fps for the dragon model with 871 K meshes. The speed is sufficiently fast considering that real-time rendering at 60 fps is insufficient for real-time applications such as computer games, due to the time requirements for nonrendering computations. The rendering results obtained with the 2-BMPP models are compared to that of the previous study in Fig. 7 . Even though the size of the data is much less than that of the previous methods, as shown in Table 2 , the rendered images are nearly identical. The difference values in this figure represent the Euclidean distance of RGB pixel colors in [0.0, 1.0] 3 , and the distances are magnified by a factor of 10 such that they can be readily identified. The supplementary materials include the complete video for these rendering results and comparisons. We implemented our rendering system on a tablet and a mobile phone to demonstrate the applicability of the proposed method in memory-limited hardware. The hardware configurations are summarized in Table 4 . The system was implemented using Android SDK 7.0 and coded with Kotlin 1.12.10 1 [29] . We demonstrate the rendering results in Fig. 8 and the demo video in the supplementary materials. Figure 9 compares the appearances of light scattering among the original data, previous method [5] , the LSP-clusters, and the proposed method. We used M = 128 base materials for the proposed method and chose the number of clusters for the LSP-clusters such that the resulting data size was the same as that of the proposed method using (K , M) = (2, 128) . In this figure, the reconstructed appearances under uniform, circleshaped, and line-shaped illuminations are shown from left to right, and the relative errors of the diffuse albedo are shown in the rightmost column. By comparing the reconstructed appearances of the 2-BPMM model, previous method, and original data, it was determined that all their appearances are nearly identical. According to the relative errors, the 2-BMPP model performs comparably to the previous method [5] even though the data size of the proposed method is significantly smaller. These results demonstrate that the proposed method with two base materials effectively reduces redundancy in Song et al.'s previous method. Comparing the proposed method with the LSP-clusters, it was determined that the reconstructed appearances and relative errors are almost the same. We further performed a quantitative Fig. 9 Appearances of light scattering compared among the original data, approximation with local scattering profiles [5] , the LSP-clusters, and our compression method. In this experiment, uniform, circle-shaped, and line-shaped illuminations were exposed to three different materials. For the LSP-clusters, we used the number of clusters such that the resulting data size was the same as that used for the 2-BMPP method with M = 128. The images in the rightmost column of each group represent the relative errors of the diffuse albedo over the original data. The similarities of the light scattering and relative error values reveal that the proposed compression method effectively reduces the redundancy of the per-pixel scattering profile assignment The average relative errors are calculated by averaging the error values in the error maps as in the bottom row of Fig. 5 . The number K used for the results of the LSP-clusters and 1-BMPP are controlled such that the data size is the same as those of 2-BMPP. The relative error distributions for each pixel are depicted in Fig. 9 and in the supplementary materials comparison of the proposed method with the LSP-clusters as discussed in the following paragraphs. Table 5 quantitatively compares the average relative errors of the scattering profiles among the proposed method, previous method [5] , and the LSP-clusters. The values are computed by averaging the relative error distribution shown in Fig. 5 . In addition, Table 6 shows the results of a quantitative comparison of the peak signal-to-noise ratio (PSNR) and the structural similarity (SSIM) [30] among the above methods. Since these quantitative metrics are both for comparing images, we compared the reconstructed appearances under uniform illumination as shown in the first row of Fig. 5 . It is worth recalling that the relative error values in Table 5 compare the qualities of BSSRDFs, while the PSNR and SSIM values compare the qualities of the reconstructed images.
Real-time rendering
Experiments
The values in Tables 5 and 6 are computed by comparing the reference BSSRDF data and the compressed data obtained using the proposed method or the previous method. The PSNR and SSIM values are only slightly lower than those of the previous method even though the data size obtained using the proposed method is significantly smaller than those obtained by the previous method. In addition, compared to the results for the LSP-clusters, the proposed method with 2-BMPP outperforms the LSP-clusters for all values except in the case of the SSIM for "Jade." For the "Jade" example, the SSIM values of the proposed method are smaller than that of the previous method. The resulting base material assignments can sometimes converge insufficiently for such precise and complex mixtures, even for an increase in the number of base materials K . The development of a more efficient optimization for material assignment will be addressed in future work. Figure 10 shows the reproduced appearances and relative errors of the diffuse albedo for different numbers of scattering profiles. As can be seen in this figure, the reproduced appearances obtained with 8 and 32 base materials are sufficiently comparable with those obtained using the original data. As the number of profiles increases, the details of the reproduced appearance become clearer. For example, the appearance of the small white circles in the upper left of "Art. When the values of K were relatively small, it was possible to reproduce the appearance obtained using the original data. By increasing the number of base materials used for the compression, the relative errors decrease, and the texture details become more apparent stone" becomes close to that of the original data, and the vertical lines of the "Onyx" become more apparent. According to these results, users can flexibly select the number of base materials depending on their size requirements for BSSRDF data. Even when M = 128 is selected for high visual quality, the resulting data size is still significantly smaller than that of the previous methods as shown in Table 2 .
Discussion
Target object shapes
The compression results shown in this paper are all for the BSSRDFs on flat objects, even though such flat shapes are not common in real-world materials. On the other hand, the proposed compression method is independent of the objects shape. Therefore, it can be extended to the case of non-flat objects as far as the distance between two surface positions can be calculated. Such BSSRDFs for general shapes are measured, for example, by the method of Goesele et al. [1] , and our compression method can be immediately applied to their measurements. When we use the measured BSSRDFs in real-time rendering, the BSSRDFs measured for flat objects can be applied to non-flat shapes as shown in Fig. 6 based on the assumption that the target shapes are locally flat and the materials are optically thick.
Computational time for optimization
To obtain compressed BSSRDFs of K-BMPP models with K ≥ 3, the current implementation is time-consuming as shown in Table 2 because the optimization problem for K ≥ 3 needs to be solved using the slow-convergence augmented Lagrangian method. The computational bottleneck in the optimization is the evaluation of the least squares cost function in Eq. 5 and its derivative. However, evaluations of these cost function and its derivative can be accelerated with GPUs. Therefore, the problem of the computational time can be reasonably addressed. In addition, the 2-BMPP models, which can be yielded in a significantly reduced computational time, are practically sufficient in most cases as shown by the experimental results in the previous subsections.
Random versus cluster-based initialization
As described in Sect. 3, the parameters of the compressed BSSRDF are initialized with random numbers before optimization. On the other hand, these parameters can be initialized with an input BSSRDF data. For example, the base scattering profiles can be initialized by clustering the local scattering profiles of the input pixels. However, it was determined in the preliminary experiments that such initialization by clustering can easily be stuck in a local minimum of the cost function in Eq. 5. This is because cluster-based initialization tends to inhibit updating of base material assignment by the preceding optimization steps. As a result, this inappropriate initialization can cause approximation errors at material boundaries. This is also the reason why the probabilistic update strategy was used in the PatchMatch-based material assignment. If material assignment is always updated as in the original PatchMatch algorithm, the solution can be stuck in a local minimum of the cost function.
Limitations
Except for the slight increase in the approximation errors, the proposed method with 2-BMPP does not have any critical limitations. One possible problem is the many optimization parameters in the proposed optimization method. As far as the proposed method was examined with the parameters indicated in the paper, the optimization problems were robustly solved for the 2-BMPP model.
On the other hand, if the user specifically needs to approximate a measured BSSRDF using more than two base materials, the proposed method has several limitations as we discussed in the previous paragraphs. First of all, the computation time for the case of K ≥ 3 is impractically long as shown in Table 2 . This long computation time is due to the need for many iterations to allow the modeling parameters to converge. In addition, as indicated in Tables 5 and 6 , approximation results given with K ≥ 3 can be worse than the case of K = 2. A possible reason for this problem is the slow convergence of the augmented Lagrangian method, which can complicate the appropriate assignment of the base materials. Another possible reason is the large search space for the combinations of the base materials in the cases of K ≥ 3. Suppose that the typical test case of M = 128 and a BSSRDF is defined on 256×256 = 65,536 pixel area. When K = 2 is used, the number of possible base material combinations is 128 C 2 = 8128 < 65,536. Meanwhile, it increases to 128 C 3 = 341,376 > 65,536 when K = 3 is used. Since the proposed combinatorial optimization does not change the combinations assigned by the random initialization, the increase in the base material combinations can complicate the appropriate assignment of the appropriate combinations.
In conclusion, we recommend the use of the 2-BMPP model in most practical cases given its numerical instability, relatively low computation time, and good approximation for many heterogeneous translucent materials.
Conclusion
In this paper, we proposed a memory-efficient BSSRDF model for the measurement of heterogeneous translucent materials. The high compression ratio of the proposed method is typically preferred for memory-limited devices such as video game consoles and mobile phones. The proposed method compresses physically measured BSSRDFs into significantly smaller data sizes compared to the stateof-the-art compression method by Song et al. [5] . The compression is based on the observation that most translucent materials are comprised of only a limited number of base materials. The compression method represents the local scattering profile of each pixel with a linear combination of the scattering profiles of base materials in the log scale. In the proposed method, we assign multiple indices of the base materials and mixture ratios to each pixel. However, optimizing these parameters is a complicated problem in which constrained nonlinear optimization and NP-hard combinatorial optimization must be simultaneously solved. To solve this complex problem, we proposed an alternating optimization method using the L-BFGS-B method [28] or an augmented Lagrangian method [27] for the constrained nonlinear optimization and a randomized approach inspired by PatchMatch [6] for the combinatorial optimization. The resulting compressed data are approximately 30 times smaller than the data obtained using the state-of-theart method. In addition, the visual quality of the rendered images compared to the compressed BSSRDFs is nearly identical to that obtained with the previous method. Several experiments have confirmed that the small data size obtained using the proposed method is preferable in practice for memory-limited devices. Apart from the direct utilization of the proposed compression method in memory-limited devices, its high compression ratio is expected to be more important when high-resolution BSSRDFs are used in practical applications.
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