Abstract. Multimatroids are combinatorial structures that generalize matroids and arise in the study of Eulerian graphs. We prove, by means of an efficient algorithm, a covering theorem for multimatroids. This theorem extends Edmonds' covering theorem for matroids. It also generalizes a theorem of Jackson on the Euler tours of a 4-regular graph.
1. Introduction. Jackson [16, 15] recently solved the following problem in graph theory due to Kotzig [17] . Say that two Euler tours of a connected 4-regular graph are disjoint if no pair of edges is consecutive in both of them. Since there are precisely six pairs of edges incident to each vertex of G and any Euler tour of G uses two of them as consecutive pairs of edges, G has at most three pairwise disjoint Euler tours. The problem is to characterize the 4-regular graphs that realize this upper bound. Jackson's solution implies that the property of having three pairwise disjoint Euler tours is in N P ∩ co − N P , but it does not give an efficient algorithm to actually construct these Euler tours. The proof relies on an extended submodular inequality and involves quite long computations. Later we presented a structural proof of Jackson theorem with a related efficient algorithm [8] . A generalization of the latter proof is presented here.
A second motivation underlying this paper is the unification of two combinatorial structures, analogous to matroids, which we recently introduced: isotropic systems [6] (used in Jackson's original proof) and delta-matroids [5] . The theory of isotropic systems can be considered as an extension of the theory of binary matroids, whereas delta-matroids extend arbitrary matroids. However delta-matroids do not generalize isotropic systems. For example, a delta-matroid admits two kinds of minors, which correspond to deletions and contractions, whereas an isotropic system admits three kinds of minors.
In section 3 we introduce a new combinatorial structure, which we call multimatroid. For each integer q ≥ 1 there is a subclass of multimatroids called q-matroids. In particular, 1-matroids can be identified to matroids, 2-matroids are somehow equivalent to delta-matroids, and isotropic systems are particular cases of 3-matroids.
Independent sets, bases, and circuits can be defined in a multimatroid, and they play the same kind of role as in matroid theory. Some multimatroids can be constructed by means of Eulerian graphs. Thus a natural extension of Jackson's theorem is to search for a covering of the ground-set of a multimatroid by a minimal number of independent sets. This problem has been solved by Edmonds [14] for matroids. In the new setting Jackson's theorem and Edmonds' theorem can be seen as identical results for different types of multimatroids. We extend Edmonds' theorem to a large class of multimatroids, which includes q-matroids with q ≥ 3. Very little is currently known about the extension of Edmonds' theorem for q = 2, and we state some open problems.
The study of multimatroids will be completed in a series of papers [3, 4, 2] .
2. Splitters and detachments. Nash-Williams [21, 20] has studied the operation which consists of replacing a vertex v of a graph G by a set of vertices {v 1 , v 2 , . . . , v k }, each edge initially incident to v becoming incident to one of the new vertices v 1 , v 2 , . . . , v k . He defined a detachment of G as a graph obtained by making the preceding operation on the vertices of a subset W ⊆ V (G). We restrict our attention to the case where G is Eulerian and each vertex is replaced by two vertices of even degree. The increase in the number of components, after making the detachment, allows to define a rank function. The properties of this rank function will serve as axioms to define a multimatroid in section 3.
The cardinality of a finite set X is denoted by |X|. A set {x}, of cardinality 1, is often denoted by x.
Basic definitions in graph theory. Our graphs are finite and may contain loops and multiple edges. It is convenient to consider that each edge is incident to two half-edges, each half-edge being incident to precisely one vertex. So the ends of an edge e are the vertices incident to the half-edges incident to e. The vertex-set and the edge-set of G are denoted by V and E, respectively. For each v ∈ V , we denote by h(v) the set of half-edges incident to v. The degree of v is deg v = |h(v)|. The graph G is said to be Eulerian (respectively, 4-regular) if deg v is even (respectively, equal to 4) for all v ∈ V .
Given a subset W ⊆ V (respectively, F ⊆ E) the subgraph induced by G on W (respectively, F ), which is denoted by G[W ] (respectively, G[F ]), is obtained by deleting every vertex not in W and every edge whose ends are not in W (respectively, every edge not in F and every vertex that is not an end of an edge in F ). If W is a minimal nonempty subset of vertices such that no edge has an end in both W and V \ W , then G[W ] is called a component of G. The number of components of G is denoted by k(G). A graph is connected if it has just one component. A vertex v of G is called a cut vertex if E(G) can be partitioned into two nonempty subsets E 1 and E 2 such that G[E 1 ] and G[E 2 ] have just the vertex v in common. A connected graph that has no cut vertex is called a block. A block of G is a subgraph of G that is a block and is maximal with respect to this property.
Rank of a splitter. We now assume that G is Eulerian. A local splitter of G, incident to a vertex v, is a pair s v = {s A splitter of G is a set s = {s v : v ∈ W }, where W ⊆ V (G) is the set of vertices incident to s and s v is a nonnull local splitter incident at v. The detachment of G along s is the Eulerian graph G||s = G||s v1 ||s v2 || · · · ||s vn , where v 1 v 2 · · · v n is an enumeration of W (changing the order of the enumeration does not change G||s). The rank of s is the integer r(s) = |s| − k(G||s) + k(G).
The union of two disjoint subsets, X and Y , of a set Z is often denoted as X + Y . For x ∈ Z \ X we simplify the notation X ∪ {x} into X + x. Proposition 2.1. Let s be a splitter of an Eulerian graph G. Let v be a vertex of G not incident to s. The following properties are satisfied:
(iii) If t is a splitter such that s ∪ t is also a splitter, then
(iv) If s v and t v are skew local splitters incident to v, then
The first inequality is obvious, and the second one holds because when splitting a vertex into two vertices we augment the number of components by at most 1.
To prove (iii), it is sufficient to verify that
holds for any pair of local splitters s v and s w incident to distinct vertices v, w ∈ W . Indeed, if we let s ′ = s ∩ t, a = s \ t, and b = t \ s, then (iii) can be written
which can be derived from (v) by induction (first on |a|, assuming |b| = 1, then on |b|). Inequality (v) is equivalent to
Assume first that v and w belong to distinct components of G ′ . We may decompose G ′ into two proper subgraphs H 1 and H 2 , each of them being a union of components, such that v is a vertex of H 1 and w is a vertex of H 2 . Then we have
which implies (vi). We now assume that v and w belong to the same component Γ of 
Property (iv) is equivalent to
Suppose that the inequality does not hold. Then we have k(
. . , Γ k be the blocks of G ′ incident to v. For 1 ≤ i ≤ k let H i be the set of half-edges of Γ i that are incident to v. The set H i has an even cardinality; otherwise there would be only one vertex of odd degree in Γ i . Since G ′ ||s v has more components than G ′ , there exists I ⊆ {1, 2, . . . , k} such that
is even, which is a contradiction because s v and t v are skew.
We say that s is independent if r(s) = |s| (so k(G||s) = k(G)). We say that s is complete if every vertex of G is incident to s (so every vertex of G is split into two vertices in G||s). If U is a set of nonnull local splitters of G, then we define a base of U as a maximal independent splitter included in U .
Corollary 2.2. Let U be a set of nonnull local splitters of an Eulerian graph G. Assume that each vertex is incident to at least two skew local splitters in U . Then every base of U is complete.
Proof. Consider a base s. We have r(s) = |s|. Assume that s is not complete. Then there exists a vertex v that is not incident to s. According to the assumptions there exist two skew local splitters, s v and t v , incident to v. It follows from (iv) in Proposition 2.1 that either r(s+s v ) ≥ r(s)+1 = |s+s v | or r(s+t v ) ≥ r(s)+1 = |s+t v |, and so s is not a maximal independent splitter, which is a contradiction.
Splitters and Euler tours of a 4-regular graph. We now assume, until the end of this section, that G is a connected 4-regular graph. A pair of half-edges incident to the same vertex is called a transition. So each local splitter of G is made of two disjoint transitions. There are precisely three local splitters incident to any vertex and these splitters are pairwise skew. We denote by U the set of all the local splitters of G.
Let T be an Euler tour of G. A transition of T , incident to a vertex v, is any pair of half-edges successive in T and incident to v. Since v has degree 4, there are precisely two transitions of T incident to v, say s ′ v and s ′′ v . We say that the local splitter {s
The set of the local splitters used by T , which is a complete splitter, is denoted by s(T ). The succession of the half-edges of T is a circuit in the detachment G||s(T ). So we have k(G) = k(G||s(T )) = 1, and s(T ) is a base of U . Conversely, if s is any base of U , then G||s is a circuit and the succession of the half-edges along this circuit is an Euler tour of G, say T , such that s = s(T ). Therefore the mapping T → s(T ) is a bijection from the set of the Euler tours of G onto the set of the bases of U .
Consider now any complete splitter F . Since U − F still satisfies conditions (i) and (ii) of Proposition 2.1, the bases of U − F are complete splitters of G. Note that an Euler tour of G uses no transition in F if and only if it corresponds to a base of U − F . So we have the following classical result.
Corollary 2.3 (see Kotzig [18] ). Let F be a complete splitter of a connected 4-regular graph G. There exists a Euler tour of G that uses no local splitter in F .
We say that two Euler tours, T 1 and T 2 , are disjoint if s(T 1 ) ∩ s(T 2 ) = ∅. Since each vertex is incident to precisely three nonnull local splitters there are at most three pairwise disjoint Euler tours in G. This result will be implied by Theorem 6.1 proved in the sequel.
3. Definition of a multimatroid. Consider a partition Ω of a finite set U . Each class ω ∈ Ω is called a skew class. Each pair of distinct elements belonging to the same skew class is called a skew pair. A subtransversal (respectively, transversal) of Ω is a subset S ⊆ U such that |S ∩ ω| ≤ 1 (respectively, |S ∩ ω| = 1) holds for all ω ∈ Ω. We denote by S(Ω) (respectively, T (Ω)) the set of all subtransversals (respectively, transversals) of Ω.
A multimatroid is a triple Q = (U, Ω, r) with a partition Ω of a finite set U and a rank function r : S(Ω) → N satisfying the four following axioms:
3.1. r(∅) = 0. 3.2. For A ∈ S(Ω) and x ∈ U such that A is disjoint from the skew class containing x, r(A) ≤ r(A + x) ≤ r(A) + 1.
Submodularity inequality: For
A, B ∈ S(Ω) such that A ∪ B ∈ S(Ω), r(A) + r(B) ≥ r(A ∪ B) + r(A ∩ B).
3.4.
For A ∈ S(Ω) and any skew pair {x, y} included in a skew class disjoint from A,
The pair (U, Ω) is called the carrier of Q. The restriction of Q to a subset U ′ ⊆ U , which we denote by
′ is the restriction of r to S(Ω ′ ). Where q ≥ 1 is an integer, we call Q a q-matroid if all the skew classes have a cardinality equal to q.
Eulerian multimatroids. Let G be an Eulerian graph on the vertex-set V . Choose a set U of local splitters of G such that any two local splitters of U incident to the same vertex are skew. Let Ω v denote the set of the local splitters of U that are incident to a vertex v. Let Ω = {Ω v : v ∈ V, Ω v = ∅}. Note that S(Ω) is equal to the set of the splitters of G included in U . Let r be the restriction to S(Ω) of the rank function defined on the set of the splitters of G. It follows from Proposition 2.1 that
The results of the preceding section, when G is 4-regular, can be interpreted as follows. There are precisely three local splitters incident to any vertex of G and these local splitters are pairwise skew. So if we let U be the set of all the local splitters of G, then Q(G, U ) is a 3-matroid. If F is any complete splitter of G, then Q(G, U − F ) is a 2-matroid. If G is connected, then the bases of Q(G, U ) correspond to the Euler tours of G, whereas the bases of Q(G, U − F ) correspond to the Euler tours of G using no local splitter in F .
4.
Comparison with other combinatorial structures. In this section we show that multimatroids involve matroids, delta-matroids, and isotropic systems. We consider a multimatroid Q = (U, Ω, r).
Matroids. Let us recall that a matroid is a pair M = (E, r) with a finite set E and a rank function, r : P(E) → N, that satisfies the three following axioms: 4.1. r(∅) = 0. 4.2. For A ∈ P(E) and x ∈ E − A, r(A) ≤ r(A + x) ≤ r(A) + 1.
Submodularity inequality:
For A, B ∈ P(E)
Assume that Q is a 1-matroid. So axiom 3.4 is void, S(Ω) = P(U ), and r(A) is defined for all A ⊆ U . The first three axioms amount to say that r is the rank function of a matroid. We identify Q to the matroid on U defined by the rank function r. The inverse construction that associates a 1-matroid to a matroid is obvious.
Independent sets, bases and circuits. The similarity between multimatroids and matroids leads us to define independent sets, bases, and circuits, which play similar roles. An independent set of Q is a subtransversal I such that r(I) = |I|. A base is a maximal independent set. A circuit is a minimal subtransversal that is not independent. Let I(Q), B(Q), and C(Q) be the sets of the independent sets, bases, and circuits of Q, respectively. For any A ∈ S(Ω), 4.4. r(A) = max(|I| : I ⊆ A, I ∈ I) is satisfied. Therefore Q is determined when I(Q) is known. Accordingly Q is determined when either B(Q) or C(Q) is known.
Multimatroid sheltered by a matroid. There is another way to compare multimatroids and matroids. Is it possible to extend the rank function of multimatroid Q = (U, Ω, r) into a submodular function R defined for every subset of U ? Then R is the rank function of a matroid M on U , and we say that M shelters Q. The following example, due to Duchamp [13] , shows that it is not always possible.
It is not very difficult to check that R cannot exist.
It can be verified that the main applications-for example, to Eulerian graphsinvolve multimatroids (U, Ω, r) that can be sheltered by matroids. So, when a problem is stated in terms of multimatroids, it is understood that the sole consideration of the sheltering matroid and the partition matroid associated to Ω does not help to solve the problem. The first remark in section 6 gives a specific example.
Delta-matroids. For two sets A and B we let A∆B = (A \ B) ∪ (B \ A) be the symmetric difference of A and B. A set system is a pair (X, F) with a finite set X and a subset F ⊆ P(X). The set system is said to be nonempty if F = ∅. A delta-matroid is a nonempty set system (X, F) satisfying the following symmetric exchange axiom:
Delta-matroids, and similar structures, have been independently introduced by Chandrasekaran and Kabadi [9] , Dress and Havel [11] , Qi [22] , and Bouchet [5] .
Proposition 5.5 in the next section states that any base of a nondegenerate multimatroid on (U, Ω) is a transversal of Ω, provided that each skew class has at least two elements. The following theorem will also be proved in the next section. 
Remark. The preceding theorem implies that the structure of a 2-matroid is identical to the structure of a symmetric matroid, introduced in [5] .
Given a 2-matroid Q on the carrier (U, Ω) and a transversal X of Ω, the set system Q ∩ X = (X, F), where F = {A ∩ X : A ∈ B(Q)}, is called the section of Q by X. The 2-matroid Q can be reconstructed, up to an isomorphism, when Q ∩ X is known. Indeed, consider a copyX of X satisfying X ∩X = ∅. Denote byx the copy of any x ∈ X, and, for F ⊆ X, letF = {x : x ∈ F }. Define the 2-matroid carrier (U, Ω) by U = X ∪X and Ω = {{x,x} : x ∈ X}. Then {F ∪ ( X − F ) : F ∈ F} is the base-set of a 2-matroid isomorphic to Q (we recall that a multimatroid is determined by its base-set). Using the preceding theorem and the present correspondence between 2-matroids and their sections, it is easy to prove the following result (see [5] for details).
Proposition 4.2. A set system is a delta-matroid if and only if it is equal to the section of a 2-matroid by a transversal.
So 2-matroids are another view of delta-matroids.
Isotropic systems. A bilinear form (A, B) → A, B , defined on a vector space E, is called a symplectic form if A, A = 0 holds for all A ∈ E and no B ∈ E − {0} satisfies B, A = 0 for all A ∈ E. Assume that such a symplectic form is given. Two vectors A and B are said to be orthogonal (respectively, skew) if A, B = 0 (respectively, A, B = 0). A subspace L of E is said to be totally isotropic if any two vectors in L are orthogonal. A classical result says that, if L is a maximal totally isotropic subspace of E, dim(L) = dim(E)/2.
A binary hyperbolic plane is a 2-dimensional vector space over GF(2) provided with a symplectic form (a, b) → a, b . For a direct product of binary hyperbolic planes, E = (E v : v ∈ V ), and A, B ∈ E let
The mapping (A, B) → A, B is a symplectic form over E. An isotropic system is defined by a direct product, E = (E v : v ∈ V ), of binary hyperbolic planes and a maximal totally isotropic subspace L of E. We represent such an isotropic system by the notation S = (E, L, V ). (In our original paper [6] we fixed a particular binary hyperbolic plane, denoted by K, and we took E = K V .) We construct a triple Q(S) = (U, Ω, r) as follows. Say that a vector A ∈ E is an atom if there exists precisely one element v ∈ V , called the support of A, such that A v = 0. We let U be the set of the atoms of E. For v ∈ V we let Ω v be the set of the atoms supported by v and we note that |Ω v | = 3 (a binary hyperbolic hyperplane, which has dimension 2, has precisely three nonnull vectors). We let Ω = {Ω v : v ∈ V }. For any s ∈ S(Ω) we let r(s) = |s| − dim s ∩ L, where s denotes the subspace of E generated by s.
Remark. There is a bijective mapping α :
Proof. We have to verify that Q = Q(S) satisfies axioms 3.1 to 3.4. This is obvious for 3.1. Axiom 3.2 holds because the dimension of A is increased by at most 1 when replacing A by A + x. Axiom 3.3 follows from
Suppose that axiom 3.4 does not hold. Then we can find a subset of atoms A ∈ S(Ω) and a pair of skew atoms, {x, y}, included in a skew class disjoint from A, such that
Since the atoms x and y are a skew pair, they have the same support, say w. For v ∈ V let us denote by A v the atom contained in A and supported by v if it exists, otherwise let
Since the atoms x and y have a same support w, we have x, y = x w , y w , which is nonnull because x w and y w are distinct nonnull elements and ., . is a symplectic form over GF (2) . This implies P, Q = 0, whereas P, Q ∈ L, which is a contradiction. Contrary to 1-matroids and 2-matroids, which are new views of already known combinatorial structures, every 3-matroid cannot be derived from an isotropic system. The reader will find details in [3] .
Remark. The term multimatroid, which we choose to name the structure, reflects that each restriction Q[S], where S is a subtransversal, is a matroid. This property also occurs by assuming only axioms 3.1 to 3.3. The construction of a multimatroid associated to an isotropic system gives an algebraic interpretation of axiom 3.4. We show in [3] that any two matroids, Q[s] and Q[t], where s and t are disjoint transversals, are somehow orthogonal. Accordingly, a more appropriate name of the full structure is isotropic multimatroid. The qualificative isotropic will be implicit (the structure defined by axioms 3.1 to 3.3 is too weak to be interesting).
5. Properties of independent sets, bases, and circuits. Let us recall two classical characterizations of a matroid (see [23] for details).
Proposition 5.1. A subset I ⊆ P(E) is the set of independent sets of a matroid on E if and only if (a) ∅ ∈ I, (b) if I ∈ I and J ⊆ I, then J ∈ I, (c) Augmentation: if I, J ∈ I and |I| < |J|, then I + x ∈ I for some x ∈ J \ I. Proposition 5.2. A subset C ⊆ P(E) is the set of circuits of a matroid on E if and only if
The two following characterizations of a multimatroid, by means of independent subsets and circuits, consist of four properties. The first three ones correspond to axioms 3.1 to 3.3, and they amount to say that Q[S] is a matroid for all S ∈ S(Ω). The fourth property corresponds to axiom 3.4. Some ideas used in the proofs of Propositions 5.3, 5.4, and 4.6 come from the thesis of Duchamp [12] on symmetric matroids.
We say that two subtransversals A and B of Ω are compatible if A ∪ B is also a subtransversal of Ω.
Proposition 5.3. Let (U, Ω) be a multimatroid carrier. A subset I ⊆ S(Ω) is the set of the independent sets of a multimatroid on (U, Ω) if and only if the following properties are satisfied:
(a) ∅ ∈ I, (b) if I ∈ I and J ⊆ I, then J ∈ I, (c) Augmentation: if I, J ∈ I are compatible and |I| < |J|, then I + x ∈ I for some x ∈ J \ I, (d) for any I ∈ I and any pair {x, y} included in a class ω ∈ Ω disjoint from I, either I + x ∈ I or I + y ∈ I. Proof. Suppose that I is the set of the independent subsets of a multimatroid whose rank function is r. Conversely suppose that I satisfies (a) to (d). Define r by formula 4.4. Property (a) implies axiom 3.1. According to (a), (b), (c), and Proposition 5.1, for every X ∈ S(Ω) there is a matroid, say M X , whose set of independent sets is equal to {I : I ⊆ X, I ∈ I}. According to formula 4.4, the rank function of M X is equal to the restriction of r to X. Axiom 3.2 is verified in the matroid M A . Axiom 3.3 is verified in the matroid M A∪B . We now verify axiom 3.4. Let I be a maximal member of I included in A. According to (d), either I + x or I + y belongs to I. We may suppose I + x ∈ I. Since I + x ⊆ A + x, we have r(A + x) ≥ |I| + 1 = r(A) + 1, which implies axiom 3.4.
Proposition 5.4. Let (U, Ω) be a multimatroid carrier. A subset C ⊆ S(Ω) is the set of circuits of a multimatroid on (U, Ω) if and only if the following properties are satisfied: 
Conversely, suppose that C satisfies (a) to (d). Let I = {I : I ⊇ C for all C ∈ C}. We verify that I satisfies (a) to (d) in Proposition 5.3, and so C will be the set of the circuits of the multimatroid on (U, Ω) whose set of independent sets is equal to I. Let S ∈ Ω. Conditions (a), (b), and (c) imply that {C ∈ C : C ⊆ S} is the set of the circuits of a matroid M S on S. It follows that {I ∈ I : I ⊆ S} is the set of the independent sets of M S . So I satisfies (a), (b), and (c) in Proposition 5.3. Suppose for a contradiction that I does not satisfy (d) in Proposition 5.3. Then I + x, which does not belong to I, includes some C x ∈ C. We have x ∈ C x otherwise C x would be a subset of I. Similarly I + y includes some C y ∈ C such that y ∈ C y . So {x, y} ⊆ C x ∪ C y . Since C x ∪ C y ⊆ I + {x, y}, no skew pair distinct from {x, y} is included in C x ∪ C y , which contradicts (d).
We say that a multimatroid Q is nondegenerate if no skew class of Q is a singleton. Proposition 5.5. The bases of a nondegenerate multimatroid are transversal. Proof. Suppose that a base B of a nondegenerate multimatroid Q = (U, Ω, r) is not transversal. Take any ω ∈ Ω disjoint from B. Since Q is nondegenerate we can chose distinct elements x and y in ω. Condition (d) of Proposition 5.3 implies that either B + x or B + y is independent, and so B cannot be a base.
Corollary 5.6. Every base of a q-matroid is a transversal if q ≥ 2. Proposition 5.7. Let B be a base and let ω be a skew class of a multimatroid. Then B ∪ ω includes at most one circuit.
Proof. Suppose that a circuit C ′ is included in B ∪ ω. Since B is independent,
′ , which is a transversal. So C ′ and C ′′ are compatible, and, by an elimination of p Proof. Consider a nondegenerate multimatroid Q = (U, Ω, r) and the set B of its bases. We use the notation of the transversal exchange axiom. If A ′ ∆p is a base of Q, the property is proved with q = p. Suppose that A ′ ∆p is not a base of Q. There exists a circuit
There exists a skew pair
The subset A does no longer include C and, since C is the (uniquely defined) fundamental circuit included in A ′ ∪ ω, A is independent. The subset A + q ′ is not independent because it includes C. Therefore A + q ′′ is independent by Proposition 5.3, so that A + q ′′ = A ′ ∆(p ∪ q) is a base of Q, which completes the proof.
The converse of the preceding proposition is false. For a counterexample, consider the carrier (U =
Proof of Theorem 4.1. According to Proposition 5.8 it remains to prove that any nonempty subset B ⊆ T (Ω) satisfying the transversal exchange axiom is the set of bases of a 2-matroid on (U, Ω). For that we prove that I = {I : I ⊆ A for some A ∈ B} satisfies conditions (a) to (d) of Proposition 5.3. We pass through the intermediate of the set C of (inclusionwise) minimal members of S(Ω) \ I.
The set C clearly satisfies conditions (a) and (b) of Proposition 5.4. We now verify that (c) is satisfied. Consider any two compatible members C 1 and C 2 of C and an element x ∈ C 1 ∩ C 2 . We have to find a member C ∈ C that is included in
Suppose that C cannot be found. Then I ′ ⊆ A ′ for some A ′ ∈ B. Let p = {x, y} be the skew pair that contains x. The intersection of p and A ′ is nonempty because A ′ is transversal. The element x does not belong to A ′ , otherwise A ′ would include C 1 and C 2 . So y ∈ A ′ and
The element x, which belongs to I ′′ , also belongs to A ′′ , so that p ⊆ A ′ ∆A ′′ . According to the transversal exchange axiom there exists a skew pair q ⊆ A ′ ∆A ′′ such that A = A ′ ∆(p ∪ q) ∈ B. If we assume p = q then C 1 ∪ C 2 ⊆ A ′ ∆p = A, a contradiction. So we have p = q and
, a contradiction because C 1 is not included in A, which is a member of B. So q ∩ C 1 = ∅ and, similarly, q ∩ C 2 = ∅. Since C 1 ∪ C 2 ∈ S(Ω), there is at most one element of q, say z, that can belong to C 1 ∪ C 2 . So z ∈ C 1 ∩ C 2 , which implies z ∈ A ′ ∩ A ′′ , a contradiction with q ⊆ A ′ ∆A ′′ . Since C satisfies conditions (a) to (c) of Proposition 5.4, I satisfies conditions (a) to (c) of Proposition 5.3 (consider, for each S ∈ S(Ω) the matroid whose circuits are the members of C included in S). Any I ∈ I is, by definition, included in some A ∈ B. If {x, y} is a skew pair disjoint from I, then I + x or I + y is included in B, and so belongs to I. Therefore, I also satisfies condition (d) of Proposition 5.3, which completes the proof.
Circuit indicators and fundamental graphs. Given a multimatroid carrier (U, Ω) it will be useful to define a surjective mapping sp : U → V such that Ω = {sp −1 (v) : v ∈ V }. We say that (U, Ω), and any multimatroid Q defined on (U, Ω), is indexed on V . For v ∈ V we let Ω v = sp −1 (v). For X ∈ S(Ω) and v ∈ V , we say that X v is defined if X ∩ Ω v = ∅, and in this case X v denotes the unique element of X ∩ Ω v .
Example. If Q = Q(G, U ) is a Eulerian multimatroid then, where V is the vertexset of G, there is a natural indexation of Q by V such that Ω v is the set of the local splitters of U incident to v, for any v ∈ V .
Let A be a base of Q. We define a subtransversalĀ ∈ S(Ω) and a set Arc(A) ⊆ V × V as follows:
5.1.Ā v is defined if and only if
is not defined, then {w : (v, w) ∈ Arc(A)} = ∅. We callĀ the circuit indicator of A and the pair (V, Arc(A)), which is a digraph, the fundamental graph of A.
6. Covering theorem and applications. Let us distinguish two kinds of covering problems, the first one being an instance of the second one.
Simple covering problem. A multimatroid Q is given with an integer k ≥ 2. We search for k independent sets whose union have maximum cardinality.
Multiple covering problem. A finite family of multimatroids Q = (Q j : j ∈ J) defined on a common carrier (U, Ω) is given. We denote by I(Q) the set of the families (I j : j ∈ J), where I j is an independent set of Q j . For I ∈ I(Q), we let Cov(I) = (I j : j ∈ J). An element x ∈ U (respectively, subset X ⊆ U ) is said to be covered by I if x ∈ Cov(I) (respectively, X ⊆ Cov(I)). We search for an I ∈ I(Q) that maximizes |Cov(I)|. Then I is called an optimal covering of U (by the independent sets of Q).
Remark. If each Q j is sheltered by a matroid M j , then every I in I(Q) is a covering of U where each I j is an independent set of M j . In that case we can reformulate the problem as maximizing |Cov(I)|, I = (I j : j ∈ J), where I j is an independent set of M j and a subtransversal of Ω. This is an instance of the covering problem for matroids solved by Edmonds [14] with an additional constraint. However this property does not seem to help in finding a solution.
For algorithmic purposes we will use a rank-oracle to compute the rank function r j of Q j , for each j ∈ J, and we assume that the time-complexity to compute r j (S), for any S ∈ S(Ω), is equal to O(1).
Our main result is the following one, which partially solves the multiple covering problem.
Theorem 6.1. Let Q = (Q j : j ∈ J) be a finite family of multimatroids defined on a common carrier (U, Ω). Where r j is the rank function of Q j , let r(S) = (r j (S) : j ∈ J) for all S ∈ S(Ω). If every skew class ω satisfies 3 ≤ |ω| ≤ |J|, then
min(|U | − |Cov(I)| : I ∈ I(Q)) = max(|S| − r(S) : S ∈ S(Ω)).
A pair of solutions, I ∈ I(Q) and S ∈ S(Ω), satisfying the equality can be found in polynomial time.
Corollary 6.2. Let Q = (U, Ω, r) be a multimatroid where each skew class has at least three elements. Let k ≥ 3 be an integer. The set U can be covered by k independent sets of Q if and only if |ω| ≤ k ∀ω ∈ Ω and
kr(S) ≥ |S| ∀S ∈ S(Ω).
This corollary, which partially solves the simple covering problem, also holds when Q is a matroid and k is any positive integer (recall that a matroid is identified to a 1-matroid); it is a theorem proved by Edmonds [14] .
Removing large skew classes. We show that the assumption |ω| ≤ |J| in Theorem 6.1 is not essential. It only stands to concentrate the attention on the main difficulties. Say that a skew class ω is large (respectively, small) if |ω| > |J| (respectively, |ω| ≤ |J|). For I, I
′ ∈ I(Q), we write I ⊇ I ′ if I j ⊇ I ′j for all j ∈ J. Proposition 6.3. For any I ′ ∈ I(Q) there exists I ⊇ I ′ , I ∈ I(Q), with the following properties satisfied for each skew class ω disjoint from Cov(I ′ ): if ω is large, then |ω ∩ Cov(I)| = |J|, if ω is small, then |ω ∩ Cov(I)| ≥ |ω| − 1. Moreover, I can be derived from I ′ in polynomial time. Proof. Identify J with the set of integers {1, 2, . . . , t}. Let Ω ′ = {ω ∈ Ω : ω ∩ Cov(I ′ ) = ∅}. Choose any ω ∈ Ω ′ . If ω is large, let p = t; otherwise let p = |ω| − 1. We construct a sequence of pairwise distinct elements of ω, say x 1 , x 2 , . . . , x p , such that I j = I ′j + x j is an independent set of Q j for any j = 1, 2, . . . , p. Assume that x 1 , x 2 , . . . , x j−1 has been determined and consider any skew pair {x, y} ⊆ ω − {x 1 , x 2 , . . . , x j−1 }, which exists by the definition of p. Since I ′j is independent in Q j , it follows from Proposition 5.3 that either I ′j + x or I ′j + y is also independent in Q j . So we may take either x j = x or x j = y. We construct the sequence x 1 , x 2 , . . . , x p by letting j be successively equal to 1, 2, . . . , p. Finally we let I j = I ′j for each integer j such that p < j ≤ t. So I = (I j : j ∈ J) clearly satisfies I ⊇ I ′ and the two properties stated in the proposition for the particular ω that has been chosen in Ω ′ . We let Ω ′ = Ω ′ − ω, I ′ = I and we repeat the preceding construction if Ω ′ = ∅. Divide Ω into a subset Ω ′ of small skew classes and a subset Ω ′′ of large skew classes. Let U ′ be the union of the small skew classes. Assume that we know an optimal covering I ′ of Q[U ′ ]. So I ′ ∈ I(Q). By applying the preceding proposition to I ′ we get some I ∈ I(Q) satisfying I ⊇ I ′ and |ω ∩ Cov(I)| = |J| for all large skew class ω. Clearly I is an optimal covering of Q.
It follows that, to search for an optimal covering, we may reduce the problem to the set of the small skew classes. A particular extremal case is when every skew class is large. Then the problem is trivially reduced to the empty multimatroid and we can find an optimal covering I ∈ I(Q) such that |ω ∩ Cov(I)| = |J| for every skew class ω.
Parity problem. We now discuss the assumption |ω| ≥ 3, which is essential for the validity of Theorem 6.1. Indeed we show that the parity problem for matroids can be expressed as a multiple covering problem involving two 2-matroids. Lovász [19] has shown that this problem is nonpolynomial in general. We already discussed a similar question in [7] . For the sake of completeness, we adapt this discussion to 2-matroids.
Given a matroid M = (X, r) and a partition P of X into pairs, the parity problem is to find an independent set I of M , having maximal cardinality, that can be expressed as a union of pairs in P . LetX be a copy of X. Assume X ∩X = ∅. For x ∈ X letx denote the copy of x. For A ⊆ X letÃ = {x : x ∈ A}. Consider the 2-matroid carrier (U, Ω), where U = X ∪X and Ω = {{x,x} : x ∈ X}. Every subtransversal of Ω is uniquely expressible as a union A ∪B, where A and B are disjoint subsets of X. Let
where r * is the rank function of the matroid dual of M and p(A, B) denotes the number of the pairs in P that intersect A and B. It is not difficult to verify that r M and r P satisfy axioms 3.1 to 3.4. Therefore Q M = (U, Ω, r M ) and Q P = (U, Ω, r P ) are 2-matroids. If B M is a base of Q M and B P is a base of Q P , then |B M ∪ B P | is maximal if and only if B M is a solution to the parity problem.
Application to Eulerian graphs. Consider a connected Eulerian graph of minimum degree 2d ≥ 4. For any integer k ≤ 2d − 1 we can find a set Ω v of k pairwise skew local splitters incident to any vertex v (for example, if h 1 , h 2 , . . . , h 2d are the half-edges incident to v, then {{h 1 , h i }, h(v)−{h 1 , h i } : 2 ≤ i ≤ 2d} is a set of pairwise skew local splitters). Let U = (Ω v : v ∈ V ). Define a base of U as a splitter T ⊆ U incident to every vertex of G and such that G||T is still connected. Apply Corollary 6.2 to the Eulerian multimatroid Q(G, U ). We see that U is a disjoint union of bases of U if and only if
In particular, if d = 2 and k = 3, U is necessarily equal to the set of all the local splitters of G. Any base of U can be identified to an Euler tour. We retrieve Jackson's Theorem 2.4.
Note also the following property, which follows from Proposition 6.3. If |Ω v | > k holds for all v ∈ V then we can find k pairwise disjoint complete splitters s 1 , s 2 , . . . , s k such that G||s 1 , G||s 2 , . . . , G||s k are connected. This is the trivial case where each skew class is large.
Application to isotropic systems. Consider an isotropic system S = (E, L, V ) and its associated 3-matroid Q(S) = (U, Ω, r). We also consider the bijective mapping α : E → S(Ω) satisfying A = (u : u ∈ α(A)). For A ∈ E let ρ(A) = r(α(A)), which is called the rank of A, and say that A is Eulerian if α(A) is a base of Q(S).
Corollary 6.4 (of Theorem 6.1). Consider a direct product of hyperbolic planes E = (E v : v ∈ V ) and, for j ∈ J = {1, 2, 3}, an isotropic system S j = (E, L j , V ) of rank function ρ j . Denote by A the set of the triples (A 1 , A 2 , A 3 ), where A j is an Eulerian vector of S j for j ∈ J. Then
where the maximum is taken for (A 1 , A 2 , A 3 ) ∈ A and the minimum is taken for B ∈ E.
Say that two Eulerian vectors, A and B, of the isotropic system S are disjoint if
(The term compatible is used in place of disjoint in [8, 16, 15] .) Corollary 6.5. An isotropic system S = (E, L, V ), of rank function ρ, has three pairwise disjoint Eulerian vectors if and only if 3ρ(B) ≥ |B| holds for all B ∈ E.
The preceding corollary has been proved by Jackson [16] , who used it in [15] to establish Theorem 2.4. Corollary 6.4 has been proved by Bouchet in [8] .
7. Proof of Theorem 6.1. From now on we follow the notation defined in Theorem 6.1. So every skew class ω satisfies |ω| ≤ |J|. A family I ∈ I(Q) will be called a suboptimal covering if |ω ∩ Cov(I)| ≥ |ω| − 1 is satisfied for all ω ∈ Ω.
Proposition 7.1. Every optimal covering is suboptimal. Proof. Let I ′′ be an optimal covering and let ω ∈ Ω. Suppose for a contradiction that |ω ∩ Cov(I ′′ )| < |ω| − 1. Apply Proposition 6.3 to I ′ := (I ′′j \ ω : j ∈ J). We get a new family I ∈ I(Q) such that
Let I be a suboptimal covering. Denote by ν(I) the number of the skew classes that are not covered by I, that is ν(I) = |{ω ∈ Ω : |ω ∩ Cov(I)| = |ω| − 1}|. Clearly, we have axiom 7.1.
7.1. |Cov(I)| = |U | − ν(I). For each j ∈ J, let A j be a base of Q j that includes I j . Clearly (A j : j ∈ J) is still a suboptimal covering of Q, which is optimal if I is optimal. Denote by B(Q) the set of the suboptimal coverings A = (A j : j ∈ J), where A j is a base of Q j . According to axiom 7.1, to solve the covering problem it is sufficient to find a suboptimal covering A ∈ B(Q) for which ν(A) is minimal.
Proposition 7.2. For any suboptimal covering A ∈ B(Q) and any S ∈ S(Ω) we have
Proof. We have
So to prove Theorem 6.1 it is sufficient to find A ∈ B(Q) and S ∈ S(Ω) such that ν(A) = |S| − r(S). The proof will follow an algorithm that maintains a suboptimal covering A ∈ B(Q). Eventually, A will be optimal.
We first define some procedures whose purpose, at the exception of the first one, is to modify A in order to cover a new skew class that previously was not covered. Each of these procedures will leave covered every skew class that was previously covered. We assume that (U, Ω) is indexed on a set V and we use the notation introduced at the end of section 5.
Let M = (M ij : 1 ≤ i ≤ s, 1 ≤ j ≤ t) be a binary matrix. Assume s ≤ t. An allowed permutation of M is a sequence (i 1 , j 1 ), (i 2 , j 2 ), . . . , (i s , j s ) such that M ipjp = 0 for 1 ≤ p ≤ s and each of the sequences i 1 , i 2 , . . . , i s and j 1 , j 2 , . . . , j s is made of pairwise distinct elements (and so every row index appears exactly once in the first sequence).
Procedure FIND ALLOWED PERMUTATION(M ). It yields an allowed permutation of a binary matrix M = (M ij : 1 ≤ i ≤ s, 1 ≤ j ≤ t) satisfying the following conditions:
(ii) every column of M has at most one nonnull entry; (iii) every row of M has at least one null entry. The algorithm runs as follows.
Let q = 1. Choose a row with a maximal number of nonnull entries, and let i q be the index of that row. By (iii) there exists a null entry in the row indexed by i q , say M iqjq . Let M ′ be the submatrix obtained by deleting the row indexed by i q and the column indexed by j q . We claim that M ′ , if it is nonempty, still satisfies (i) to (iii). This is obvious for (i) and (ii). Suppose that (iii) does not hold. So there exists a row of M ′ , indexed by some i, which has only nonnull entries. Since the row of M indexed by i q has a maximal number of nonnull entries, it must be equal to the row of M indexed by i, a contradiction with (ii). We increase q by 1, we replace M by M ′ and we repeat the sequence of instructions as long as q ≤ s.
The sequence (i 1 , j 1 ), (i 2 , j 2 ), . . . , (i s , j s ), constructed by the procedure, is an allowed permutation.
We say that a skew class Ω v is obstructed if there exists x ∈ Ω v such thatĀ
Procedure COVER NONOBSTRUCTED(Ω v ). A skew class Ω v that is not obstructed and not covered by A is given. The procedure returns with Ω v covered without modifying A j w for all 1 ≤ j ≤ t and w ∈ V − v. The algorithm runs as follows. Label the elements of Ω v as x 1 , x 2 , . . . , x s . Construct the binary matrix, M = (M ij : 1 ≤ i ≤ s, 1 ≤ j ≤ t), such that M ij = 1 if and only ifĀ j v = x i . Conditions (i) and (ii) of Procedure FIND ALLOWED PERMUTATION(M ) are clearly satisfied. Condition (iii) is also satisfied because Ω v is nonobstructed. We call the procedure, and so we obtain an allowed permutation (i 1 , j 1 ), (i 2 , j 2 ) , . . . , (i s , j s ). For each j q , 1 ≤ q ≤ s, we let A ′jq be the transversal of Ω obtained from A jq by replacing its element A jq v by x iq . The transversal A ′jq is still a base of Q because it does not contain the funda-
Since A ′jq contains x iq , for 1 ≤ q ≤ s, and every row index of M appears in the sequence i 1 i 2 , . . . , i s , the subset of the bases {A ′j1 , A ′j2 , . . . , A ′js } covers Ω v .
A skew class Ω v is said to be j-critical, where Since Ω v is j 1 -critical every column of M , not indexed by j 1 , has a nonnull entry in row i 1 . Accordingly every entry of M ′ is null, and so the conditions to call Procedure FIND ALLOWED PERMUTATION(M ′ ) are obviously satisfied. Then we get an allowed permutation of M ′ , which can be used to determine new bases A ′j3 , A ′j4 , . . . , A ′js . These bases cover Ω v − {x i1 , x i2 }. So, by adding A j1 and A j2 , the whole class Ω v is covered.
Procedure COVER OBSTRUCTED(Ω v , j, Ω w ). An obstructed skew class Ω v and a non-j-critical skew class Ω w are given with the property (v, w) ∈ Arc(A j ). The procedure returns with Ω v and Ω w covered, and
Since Ω w is not j-critical, there exists k ∈ J − j such thatĀ k w = X. In the case where 
′′j is actually a base. Note that C is now included in A ′′j ∪ Ω w , so that C = C(A ′′j , Ω w ). The procedure runs as follows. It replaces A j by A ′′j , so that we now have A j v = y and C = C(A j , Ω w ). It can be seen that Ω v is now j-critical. Furthermore we havē A is still satisfied. Therefore Ω w is nonobstructed and we can call Procedure COVER NONOBSTRUCTED(Ω w ).
. . , j q , v q ) be a sequence of (not necessarily distinct) vertices v 0 , v 1 , . . . , v q and elements j 1 , j 2 , . . . , j q in J. We call Γ a critical sequence if it satisfies the following properties: (i) Ω v0 is obstructed; (ii) Ω vs is covered by A, Ω vs is j s -critical, and (v s−1 , v s ) ∈ Arc(A js ) for s = 1, 2, . . . , q; (iii) j s = j s+1 for s = 1, 2, . . . , q − 1. We shall say that each of the vertices v s , 0 ≤ s ≤ q, is accessible.
We call Γ an improving sequence if it satisfies the same conditions as a critical sequence at the exception of Ω vq which is now required to be not j q -critical and possibly not covered by A (all the other conditions in (i) to (iii) must be satisfied). A shortcut of Γ is a triple (v r , j, v q ) such that j ∈ J, 0 ≤ r ≤ q − 2 and the sequence (v 0 , j 1 , v 1 , . . . , v r , j, v q ) is an improving sequence (so Ω vq is not j-critical).
Procedure COVER SEQUENCE(Γ). An improving sequence Γ = (v 0 , j 1 , v 1 , . . . , j q , v q ) is given. The procedure returns with Ω v0 covered and leaves covered every previously covered skew class.
If q = 1 the conditions to call Procedure COVER OBSTRUCTED(Ω v0 , j 1 , Ω v1 ) are satisfied. We make this call and we return.
If q > 1 we first search for shortcuts of Γ and shorten Γ in accordance. Thus we suppose that Γ has no shortcut. We shall determine a subset J ′ ⊆ J and a suboptimal covering A ′ = (A ′j : j ∈ J) in such a way that A ′j = A j for all j ∈ J − J ′ and the following properties hold:
(i) j q ∈ J ′ ; (ii) for every j ∈ J ′ , Ω vq is not j-critical with respect to A;
According to (iii) and (iv), the skew classes covered by A and A ′ will be the same ones. If Ω v0 is no longer obstructed with respect to A ′ , then we call Procedure COVER NONOBSTRUCTED(Ω v0 ) and we return. Otherwise we consider the minimal value r > 0 such that Ω vr is not j r -critical with respect to A ′ , which exists by (v). The sequence Γ ′ = (v 0 , j 1 , v 1 , . . . , j r , v r ) is improving with respect to A ′ by (vi). By recursively calling Procedure COVER SEQUENCE(Γ ′ ), Ω v0 is eventually covered and every skew class that was previously covered remains covered.
It may happen in the sequel that we refer to some element X v , for X ∈ S(Ω) and v ∈ V , which may possibly not defined. In order to properly speak of Ω v , we implicitly consider a new element θ ∈ U , and we let X v = θ.
We now determine J ′ and A ′j for each j ∈ J ′ , and we show that (i) to (iv) hold. Let X = A jq vq . Since Ω vq is not j q -critical, there exists k ∈ J − j q such thatĀ k vq = X. We distinguish four cases. jr . So we have j r ∈ J ′ , which implies Ω vq is not j r -critical by (ii). Since Γ has no shortcut, (v r−1 , v q ) ∈ Arc(A jr ). Therefore C vq is not defined, which implies C ⊆ A ′jr ∪ Ω vr−1 . So C(A ′jr , Ω vr−1 ) is defined and (v r−1 , v r ) ∈ Arc(A ′jr ). The global algorithm runs as follows. We first construct a suboptimal covering A by using Proposition 6.3 with I ′ = (∅ : j ∈ J). As long as a condition is satisfied to call one of the three procedures COVER NONOBSTRUCTED, COVER OBSTRUCTED, and COVER SEQUENCE, we call this procedure. When it is no longer possible to call one of the procedures, we construct S ∈ S(Ω) according to the following proposition. Since ν(A) = |S| − r(S) is satisfied, A is an optimal covering. Proposition 7.3. At the end of the algorithm, let X = {v : Ω v is obstructed} and, for each j ∈ J, let X j = {v : Ω v is accessible and j-critical}. Let S ∈ S(Ω) be defined as follows:
S v =Ā j v , j ∈ J, v ∈ X (we recall thatĀ Proof. We first verify that ν(A) = |X|. For any v ∈ X, Ω v is not obstructed, and so Ω v is covered by A; otherwise Procedure COVER NONOBSTRUCTED(Ω v ) could be called. For v ∈ X, Ω v is obstructed, and so there exists x ∈ Ω v that satisfiesĀ j v = x for all j ∈ J. Since A j v =Ā j v holds for all j ∈ J, the element x cannot be covered by A. This completes the verification. LetX = X (X j : j ∈ J). Claim 7.4. Let j ∈ J and v ∈X − X j . For any (v, w) ∈ Arc(A j ) we have w ∈ X j . Proof. Suppose that we can find v ∈X − X j and w ∈ X j such that (v, w) ∈ Arc(A j ). Consider a critical sequence Γ = (v 0 , j 1 , v 1 , . . . , j q , v q ) such that v q = v. Let Γ ′ = (v 0 , j 1 , v 1 , . . . , j q , v q , j, w). If w is not j-critical, then Γ ′ is an improving sequence, so that we may call Procedure COVER SEQUENCE(Γ ′ ), which is a contradiction. If w is j-critical, then Ω w cannot be obstructed. This implies that Ω w is covered, otherwise Procedure COVER NONOBSTRUCTED(Ω w ) could be called. Therefore Γ ′ is a critical sequence that leads from v 0 ∈ X to w. So w is accessible, which implies w ∈ X j , a final contradiction.
Consider any j ∈ J and any v ∈X − X j . The fundamental circuit C = C(A j , Ω v ) is defined because either v ∈ X (and soĀ j v is defined for all j ∈ J) or v ∈ X k for some k ∈ J − j (and soĀ j v is defined because Ω v is k-critical). It also follows from the definition of S that C v = S v . Decompose S into two subsets, S ′ = {S v : v ∈ X j } and S ′′ = {S v : v ∈X − X j }. So C v ∈ S ′′ . By axiom 5.3 and the claim we have sp(C) − v = {w : (v, w) ∈ Arc(A j )} ⊆ X j . This implies C − C v ⊆ S ′ . Consider the matroid M j = Q j [S] (since S is a subtransversal, M j is a 1-matroid). The properties C v ∈ S ′′ and C − C v ⊆ S ′ imply that C is a circuit of M j (recall that C is a fundamental circuit in Q j ). Since C is a circuit and C ∩ S ′′ = S v , the element S v belongs to the closure of S ′ in the matroid M j . This property holds for all the elements of S ′′ . Therefore S = S ′ ∪ S ′′ is included in the closure of S ′ in the matroid M j . This implies r j (S) ≤ r j (S ′ ) ≤ |X j |. So |S| − r(S) = |S| − (r j (S) : j ∈ J) ≥ |X| = ν(A). We have ν(A) ≥ |S| − r(S) by Proposition 7.2. Therefore |S| − r(S) = ν(A).
Where n = |Ω| and k = |J|, we let the reader verify that the time-complexity and the space-complexity, to find a pair of solutions (I, S) satisfying Theorem 6.1, are equal to O(max(n, k)(n + k)n 2 ) and O(n 2 k), respectively.
8. Open problems. One knows very little about the simple covering problem for 2-matroids. The basic question is the following one: Does there exist a good characterization of the 2-matroids that can be covered by two bases?
The problem can be specialized to Eulerian multimatroids. Consider a connected 4-regular graph G. Let U be the set of the nonnull local splitters of G and F be a complete splitter of G. Then Q(G, U − F ) is a 2-matroid. The question, stated for Q(G, F ), is to search for two disjoint Euler tours using no local splitters in F . Jackson [15] shows that Corollary 6.2 cannot hold in general for Q(G, U − F ).
There is another interesting way to specialize the problem by using tightness and separators, two notions defined and studied in [10] . Consider a multimatroid Q = (U, Ω, r). A separator of Q is a subset X ⊆ U that is a union of skew classes and satisfies r(S ∩ X) + r(S \ X) = r(X) for all S ∈ S(Ω). This notion clearly generalizes the similar one for matroids. We denote by k(Q) the number of minimal nonempty separators of Q. The multimatroid Q is said to be tight if the union of any base with any skew class includes a circuit. For example the preceding Eulerian 2-matroid Q(G, U − F ) is tight if and only if it is possible to provide each half-edge with a sign, + or −, in such a way that any two half-edges incident to the same edge have distinct signs and any two half-edges belonging to any pair in any local splitter of F have the same sign. We may imagine that the signs define a direction on each edge, from the positive half-edge towards the negative one, in such a way that precisely two edges leave any vertex. Since G is connected, it is easy to verify that the local splitters of F (which are said to be antidirected) define the directions up to a global reversing. Thus tight Eulerian 2-matroids correspond to oriented 4-regular graphs (with the implicit condition that precisely two directed edges leave any vertex).
Proposition 8.1. If B 1 and B 2 are two bases of a tight 2-matroid Q = (U, Ω, r) and S ∈ S(Ω), then |U − (B 1 ∪ B 2 )| ≥ k(Q||S).
The proof of the proposition will be published later. It implies the inequality kr(s) ≥ |s| of Corollary 6.2. The reader will see an adaptation of the proposition to the case of oriented 4-regular graphs in a paper with Andersen and Jackson [1] . We do not know whether the min-max equality holds in general.
