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INTRODUCTION
Stress at work is a problem that is increasing in its prevalence. It can lead to health
problems such as burn-out, which has far reaching consequences for the employer.
In the Dutch economy, the annual loss from sick leave due to excessive stress is ap-
proximately EUR 4 billion (Blatter et al., 2005).
In the project SWELL1 we aim to address this problem by the development of
ICT applications that minimize the risk of burn-out and improve the well-being of
the employee. The focus of the project is on supporting knowledge workers, as they
make up 25 percent of our workforce (Dankbaar and Vissers, 2009). A knowledge
worker is a professional whose main job is to produce and distribute knowledge; to
“think for a living” (Davenport, 2013). Examples are software engineers, researchers,
librarians and lawyers.
In this thesis we aim to develop computational methods to improve the well-
being of knowledge workers. We assume that a knowledge worker’s well-being can
be improved by making his life at work as easy as possible. One way to do so is by
targeting factors that have a negative impact on his feeling of well-being at work.
One of the largest negative impacts on well-being at work is information overload
(Reuters, 1998).
We investigate two possible approaches to tackle information overload. The first
is personal information management (PIM) (Bawden and Robinson, 2009). In this
field the challenge is to develop algorithms that categorize the data of the knowledge
worker in a meaningful way. This helps the user find and access his documents ef-
fectively and efficiently. Moreover, the use of these algorithms should require little
user effort, in order not to further overload the knowledge worker further. For PIM
we develop methods for e-mail categorization that require little user effort.
The second approach is working in context (Gomez-Perez et al., 2009; Warren,
2013). In this field the challenge is to develop algorithms that can detect the ac-
tive context of the knowledge worker, and provide context-aware support. Again,
1http://www.swell-project.net : supported by the Dutch national program COMMIT (project P7 SWELL)
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the use of these algorithms should require little user effort, such that the benefits
for the knowledge worker are optimal. In this field we develop a method for context
recognition and identification which can also be used for context-aware document
recommendation.
For both domains a thorough understanding of the knowledge worker and his
activities is important. There is, however, little evaluation data available for the de-
velopment and evaluation of the types of algorithms proposed. This is a result of the
fact that monitoring people implies accessing personal and company confidential
data, which severely inhibits parties to make e.g. logging data available for research.
We have made an attempt to accelerate research in this area, by collecting datasets
of knowledge worker intents and computer interactions in a manner where privacy
issues are controlled.
In the next section (1.1) we will describe a knowledge worker and the problems
he faces during his day. The purpose is to give a good understanding of the situation
of the knowledge worker. This is the point of departure for all choices and consid-
erations that have been made in this thesis. It is followed by an explanation of the
concepts of well-being at work and information overload (Section 1.2). They mo-
tivate the choices in technological solutions that we make to address the problems
the knowledge worker faces at his desk. This chapter is concluded with the research
questions and outline of the remainder of this thesis in Section 1.3 and a reading
guide in Section 1.4.
1.1. THE KNOWLEDGE WORKER SCENARIO
In this section we will describe a persona: Bob. The scenario illustrates the prob-
lems a knowledge worker can face regarding information overload. These problems
reduce the well-being of the persona.
Consider Bob, he is a 43 year old programmer at a large company. He starts his
day with finishing up a report on his latest Java deep-learning project. Only a couple
of details and citations are needed, but he needs to finish this work before 1 pm. He
knows that the papers that he need as references in his report are somewhere on
his computer, because he has read them before. At this point Bob could have been
helped by opening these documents for him, as to spare him the time to navigate to
them or look for them himself.
At 11 am he realizes that he is missing a piece of information. He has read it be-
fore, but cannot remember where and starts to search. Bob finds some information
about deep-learning in Python. Because Python is relatively new to him, he finds
it more interesting than his current Java project and he gets distracted. At 12.30 he
realizes that he has spent to much time learning about deep-learning in Python and
that he only has 30 minutes left to finish his project. He finishes it quickly. Bob could
have been helped by making him aware of his distractions.
In the meantime a couple of e-mail messages have arrived for Bob. One is about
the possibility to work on new, self-defined research. Bob has wanted this for a while,
so decides to write a proposal. He already has an idea about the topic he wants to
pursue, but he wants to challenge himself. At this point Bob could be helped by
thinking out of the box, and suggesting him documents that are related to the topic,
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but cover a variety of perspectives.
At 5 pm Bob finishes his day. He has found so many new documents for his new
project proposal that he feels a little bit overwhelmed. He has not been able to read
all documents yet, and there were also some documents that he used before and that
he would like to re-read as they are relevant for the proposal as well. He decides to
catch up on some reading at home. Moreover, there are still a couple of messages
related to various projects that linger in his inbox. He was so busy with his work that
he did not get around to reading or answering them. Bob feels a little unsatisfied
about his progress today because there is so much work left over. He could be helped
by prioritizing his unread e-mail messages so that he can process the messages effi-
ciently.
1.2. WELL-BEING AT WORK
Bob has shown us that even when working hard, a knowledge worker can feel unsat-
isfied. The feeling of well-being is influenced by many aspects and not all of them
are related to work. In order to understand how we can support Bob in his work
we need to understand what constitutes to well-being at work. Maslach and Leiter
(2008) state that “An individual’s psychological relationships to their jobs have been
conceptualized as a continuum between the negative experience of burnout and the
positive experience of engagement.” (p. 498). An engaged employee feels energetic,
involved and has a high self-efficacy, while an employee on the brink of burnout feels
exhausted, cynical and has a low self-efficacy.
An important model that explains the balance in the working life of a knowl-
edge worker is the Job Demands–Resources model by Demerouti et al. (2001). This
model assumes that when there is an imbalance between the job demands and the
resources of the knowledge worker, the knowledge worker can feel strained, which
can lead to exhaustion. On the other hand a good balance will make the knowledge
worker feel engaged and energetic. This means that a high demanding job can, de-
pending on the available resources, either give a feeling of well-being to the knowl-
edge worker, or give stress to the knowledge worker. Job demands are “those physi-
cal, psychological, social, or organizational aspects of the job that require sustained
physical or mental effort and are therefore associated with certain physiological costs
(e.g. exhaustion).” (p. 501). Job resources are “those physical, psychological, social,
or organizational aspects of the job that may do the following: (a) be functional in
achieving work goals; (b) reduce job demands at the associated physiological and
psychological cost; (c) stimulate personal growth, and development." (p. 501).
In the case of Bob we see that he has difficulty planning and finishing his activi-
ties in time. He tries to compensate by working in the evening, which only adds to his
exhaustion. There are many ways in which Bob can potentially be helped. From the
resource and demands model we can deduce many determinants that have a nega-
tive impact on well-being at work. One such determinant is stress. Stress is related to
the imbalance in workload, disturbances and autonomy. In Section 1.2.1 we describe
an important cause of stress in knowledge workers: information overload. Bob is also
experiencing information overload in his work. Our work focuses on improving the
balance between job demands and job resources using technological solutions that
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are aimed at improving the aspects that help to achieve work goals. The techno-
logical solutions described in this thesis address information overload as a cause of
stress at work. The proposed solutions are inspired by the suggestions described in
Section 1.2.2
1.2.1. INFORMATION OVERLOAD
Information overload is recognized as an important influence on stress as well as
job satisfaction (Reuters, 1998) This section describes research into the effects of in-
formation overload on well-being, as well as suggestions for reducing information
overload.
In 1990, Schick, Gordon, and Haka (1990) defined information overload as “oc-
curring when the information processing demands on an individual’s time to per-
form interactions and internal calculations exceed the supply or capacity of time
available for such processing”. It is believed that this reduces an individual’s decision
making capabilities. The authors stated that information overload can be defined by
the quantity of information that needs to be processed per unit of time. They believe
that information overload can be reduced by making more efficient use of time (for
example by standardizing operations, training or reducing the number of tasks that
need to be performed) or increasing the time available in organizations (for example
by increasing the time available for each individual or by expanding the workforce).
In addition, Ho and Tang (2001) defined two extra dimensions of the informa-
tion overload problem. They consider information quantity (too much informa-
tion), information quality (low quality of information) and the format (wide variety
of formats) as the main determinants of information overload. The authors inves-
tigated this by reviewing statistical reports on information overload within five in-
dustry cases. They found that most solutions for the information overload problem
were centred on the control of information quantity, such as Schick, Gordon, and
Haka (1990) propose. However, they think that an effective solution should address
all three dimensions (See Figure 1.1).
Figure 1.1: Dimensions in the information overload problem (Ho and Tang, 2001)
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Ruff (2002) broadened the research on information overload with a review study
on the effects of information overload on performance, physical health and social
relations. They summarize several studies in which more than 60% of the employ-
ees reported a negative impact of information overload on personal and collegial
relationships. Additionally, more than 25% of workers experience stress or health is-
sues caused by information overload. Problems with concentration, multi-tasking,
hurry sickness (feeling of constant rush), over stimulation (trance-like state), com-
pulsion to check mail and internet to stay in touch, stress and burnout experiences
are reported as effects of information overload. As a means to prevent information
overload they suggest among others the use of a personal information system for
storing and retrieving information, time-management and the “waste-not want-not
mentality” (throw away unnecessary information). When information overload has
already occurred they suggest among others filtering (focusing attention on the most
important information), escaping (limiting disruptions from the outside world), pri-
oritizing tasks, satisficing (use “good-enough” rather than “perfect” solutions) and
limiting (accepting that more information is not always better). The technological
solutions to support knowledge workers that we investigate are inspired by Ruff’s
suggestions to use a personal information system to deal with information overload,
and to filter information to prevent information overload. In addition the technolog-
ical solutions in this thesis are aimed at keeping the effort for the knowledge worker
to use the supportive technology as low as possible.
One important source of information in the knowledge worker environment is e-
mail. Whittaker and Sidner (1996) investigated the concept of e-mail overload. This
form of information overload is believed to be caused by the misuse of the original
purpose of the e-mail system. The authors stated that although e-mail was origi-
nally developed for the purpose of asynchronous communication, it is being used
for task management, scheduling and personal archiving as well. This causes clut-
tered inboxes and information getting lost in archives. Their conclusions were based
on semi-structured interviews with 20 users and the quantitative analysis of the mail-
boxes of these users.
Spira and Goldes (2007) add that there is a responsibility for the sender of a mes-
sage when it comes to preventing e-mail overload. This means that you should think
about which recipients are necessary and only send a message to those who need it.
Furthermore, e-mails should be to the point and about only one topic at a time, with
clear formulation and a subject that is clear and reflects the content of the mail.
The assumption that e-mail is indeed a large source of information overload is
confirmed by Gantz, Boyd, and Dowling (2009). They measured information over-
load in an internet-based survey among 500 information workers in the US. They
found that aspects of information overload such as the time it takes to reformat in-
formation, to search for but not find information and to recreate content, sum up to
almost a full working day a week. 50% of the information that causes information
overload originates from e-mail. The survey respondents are said to spend 26% of
their time to manage information overload. Since e-mail is such an important cause
of information overload, we investigate techniques that can be used for technologi-
cal solutions that improve the organization of e-mail messages (Chapters 7 and 8).
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In more recent work, the definition of information overload is refined to the idea
that information overload occurs when the received information becomes a hin-
drance rather than a help, even though the information is potentially useful (Bawden
and Robinson, 2009). According to Bawden and Robinson (2009), the reason that e-
mail is often regarded as the worst offender when it comes to overload, is that its
active delivery system is out of the user’s control. Effects of such overload include
(a) information anxiety: a feeling of stress caused by the inability to access, under-
stand or make use of necessary information, (b) infobesity: a situation of personal
information overload which often results in information avoidance where relevant
information is ignored because there is too much to deal with, and (c) satisficing
coping strategy: a situation where a coping strategy is used in which just enough
information is retrieved to meet an information need with the risk of missing infor-
mation. The authors state that the solution to information overload revolve around
taking control of one’s information environment, for example by better information
management. The techniques for e-mail categorization investigated in this thesis are
a form of information management.
So far, the presented research was concerned with information overload in a
digital environment. Another source of overload could come from the workplace.
Misra and Stokols (2011) investigated the effects of perceived information over-
load in cyber-based sources of overload, such as the internet and cellphones, and
place-based sources of overload originating from physical settings, such as noise
and crowding. They found that perceived cyber-based overload caused stress, while
this was not the case for place-based overload. This suggests that digital sources
of information play a larger role in overload than physical sources of information,
which is a motivation to focus on digital sources and digital solutions.
A recent study by Benselin and Ragsdell (2015) suggests that there is a difference
in perceived overload between younger and older people. Older people are less de-
pendent on technology making them feel less overloaded. The cause of feeling over-
loaded in younger people came from lower levels information literacy. Information
literacy can be defined as the ability to manage information, to use information and
to absorb or remember information. The authors suggest that searching and manag-
ing information may help them. In Chapter 9 we investigate information recommen-
dation as a method to support feelings of overload due to low information literacy.
1.2.2. APPROACHES TO REDUCE INFORMATION OVERLOAD
In this thesis we investigate two main lines of solutions that are aimed at reducing the
information overload of the knowledge worker and thereby improving his well-being
during his workday. The first is personal information management (PIM): organiz-
ing information, a solution suggested by Bawden and Robinson (2009). In this field
we target the organization of e-mail messages. The second solution is context-aware
support during the workday, which is aimed at achieving work goals more efficiently
and effectively, without increasing information overload. An example of context-
aware support is pro-active information delivery (information recommendation). In
this section we summarize the state of the art related to these two lines of knowledge
worker support from the perspective of information science, information retrieval
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and recommender systems.
PERSONAL INFORMATION MANAGEMENT
One solution to address information overload is personal information management
(PIM). In order to understand what we can improve in PIM we look at literature from
a psychological perspective by Lansdale (1988). He notices that a lot of people find it
difficult to manage their information which can result in “messy” desks. On the one
hand he thinks this is because of personal style, on the other hand that it is caused
by the requirement of jobs to be flexible to new information demands. He found that
people sometimes use “mess” to serve as a reminder for action.
Furthermore he notices a general problem with categorizing items. It is difficult
to determine a categorization for items, but it is also difficult to remember what la-
bels were used for the categorization. This is because most information items do not
fall into neat categorization structures and category names can be ambiguous.
The fact that categorization functionality in e-mail clients is not often used opti-
mally seems to confirm the analysis of Lansdale (1988). Many e-mail clients have an
option to categorize, label or folder messages, but still, messages are left to linger in
the inbox (Whittaker and Sidner, 1996). Many users do not even use category fold-
ers at all (Koren et al., 2011; Grbovic et al., 2014). Manually categorizing the mes-
sages immediately simply takes too much time, diminishing the actual benefits of
the categorization. Additionally, searching for e-mails has become the norm. This
illustrates that the trade-off between e-mail categorization and user effort is not bal-
anced, which is why the functionality is not adopted by users, even though it is often
suggested as a solution to overload.
Automated approaches for e-mail message classification are plentiful. The early
work in e-mail classification was mostly directed towards detecting spam (Sahami et
al., 1998). This was followed by work towards categorizing e-mails in order to support
PIM (Segal and Kephart, 1999; Bekkerman, 2004). Now, work on classifying e-mails
has shifted from topical categorization to prediction of priority (Dredze et al., 2008;
Aberdeen, Pacovsky, and Slater, 2010). However, understanding e-mail and interac-
tions with e-mail in order to better support people is gaining interest again (Hanra-
han, Pérez-Quiñones, and Martin, 2014; Kalman and Ravid, 2015).
Many of these automated approaches require training examples to operate prop-
erly. Acquiring these training examples takes effort and time from the user, some-
thing that a knowledge worker is limited in already. Therefore we aim for developing
methods for automatic e-mail categorizations in this thesis that require little or no
effort from the user, but that are still meaningful and beneficial to the user.
WORKING IN CONTEXT
Another way to support a knowledge worker and to give the knowledge worker con-
trol over his information situation is to use his context. Research indicates that peo-
ple remember much about the context of a document (Blanc-Brude and Scapin,
2007; Kelly et al., 2008; Chen and Jones, 2014). For example, a person remembers
where he was sitting while writing the document, or what the document looked liked
when it was finished. Sometimes, the context is remembered better than the exact
content of a document.
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It is believed that “working in context” can be an efficient way to support the
knowledge worker in his work life (Gomez-Perez et al., 2009; Warren, 2013). The idea
is that context, and more specifically the task context of knowledge workers can be
used to help the user stay focused on his tasks. The task context can help in gaining a
more specific understanding about which documents are relevant at a certain time.
Maus (2001) have interpreted “working in context” as work flow support and de-
scribe support systems called Workflow Management Systems. These systems model
tasks, business rules, users and applications in order to automate business processes.
In later work, Maus et al. (2011) present an approach named ConTask. This system
strives for a task-centric structure of the personal knowledge space. It works in a
semantic desktop environment where semantic annotations and relations are made
between information objects. Tasks can be defined, which offer the possibility for
pro-active information delivery.
An approach that is not dependent on semantic annotations of information ob-
jects is described by Gomez-Perez et al. (2009). In their project ACTIVE, context is
used to support information delivery and sharing. They aim to partition a set of in-
formation objects into contexts, either manually or using machine learning. The re-
sulting contexts can be used for pro-active information delivery. The use of context
as a tool to prevent information overload and to share information was validated in
a case study described in Warren (2013).
Another approach to “working in context” is described in Biedert, Schwarz, and
Roth-Berghofer (2008) where the knowledge worker is supported using a context-
sensitive dashboard. In this system, applications and information objects are re-
membered and stored with a certain context. When the user switches context, all
objects previously stored with that context are accessed. This can save the user time
in navigating to the individual objects.
The downside of these approaches is that the context of the knowledge worker
is limited to the (categorization of the) tasks of the knowledge worker. In the pre-
sented systems the knowledge worker himself defines tasks that he is interested in by
recording his desktop activities or annotating information objects. There is no auto-
matic discovery of tasks. The manual process of defining tasks requires effort from
the user, which decreases the benefits of the system.
In this thesis we will investigate context-sensitive information delivery systems
similar to the ACTIVE approach. Our approach, however, will integrate both context
detection and context-aware support. Furthermore, the context that is used is not
limited to fixed categorizations, but is dynamic and flexible. Where task or context
categorisations are deemed useful, we will ensure that these can be defined with little
user effort.
1.3. RESEARCH QUESTIONS AND THESIS OUTLINE
The focus of this thesis is on the development of computational methods for un-
derstanding the knowledge worker’s context and using that context efficiently and
effectively for supporting his daily activities. The assumption is that this targets the
information overload that the knowledge worker experiences in his work. By target-
ing information overload, we assume that we can improve the knowledge worker’s
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well-being. In contrast to the research described in Section 1.2.2.2 we take a holistic,
user centred approach where we evaluate our methods on realistic and noisy data.
The quality of the methods is quantified by measuring effectiveness and user effort.
These are aspects that are important in the knowledge worker setting.
We formulate the following main question to be answered in this thesis.
Main RQ How can we design, implement and evaluate context-aware methods that
make computer-based knowledge work more effective and more efficient?
In order to answer this question we need to address three main points. First we need
to understand more about the knowledge worker and his tasks. Second, we need
to properly define a computational model to recognize the context that is needed
for the context-awareness. And finally we need to provide context-aware support
methods that can deal with the limitations of knowledge workers and their observed
data.
1.3.1. PART 1: UNDERSTANDING THE KNOWLEDGE WORKER
In part 1 of this thesis we investigate the tasks and behaviour of the knowledge worker
in a work setting. In Chapter 2 we look at how he represents his information need
through queries during search activities. In Chapter 3 we look at how he conveys and
interprets task in e-mail messages. In Chapter 4 we look at how the knowledge worker
interacts with his computer while executing typical knowledge worker tasks such as
writing reports and preparing presentations. These chapters are centred around the
question:
RQ 1. What information about knowledge worker intent can we observe from inter-
actions with the computer and what information do we need to deduce from
other sources?
The challenge in this question is that there are no public datasets available on
knowledge worker interactions with their computers. The main reason is that this
information is often privacy sensitive, so when they are collected they are usually
not shared with the research community.
Furthermore, the data itself is often challenging as computer interaction data
contains much noise. This makes it difficult to find the intentions of the user in the
data. We hypothesize that some information about tasks can be derived directly from
the data trace that originates from queries and e-mail messages. However, other task
information is implicit and can only be understood through associations that the
knowledge worker makes, or by making connections to other computer interactions.
The main contributions in this part of the thesis are three labelled datasets for the
research community with preliminary analyses that give insight into the activities of
a knowledge worker during his work.
1.3.2. PART 2: CONTEXT OF THE KNOWLEDGE WORKER
In part 2 of this thesis we describe the conceptual and formal model of the knowledge
worker context (Chapter 5) based on the lessons that we learned in part 1. Addi-
tionally, we describe an implementation of the model which provides the automatic
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detection (Chapter 6) of the knowledge worker context. These chapters are centred
around the following questions:
RQ 2. How should we define the context that we need for context-aware support for
knowledge workers?
RQ 3. How can our conceptual model be implemented and how well can it detect
the active context?
The main challenge in these problems is that the context of the knowledge worker
is dynamic and there are many factors that influence this context.
We hypothesize that the knowledge worker’s context consists of a complex com-
bination of information, such as topics, entities, but also the location of the person
and elements in that location. Even emotions and the time of day can play a role
in the knowledge worker’s context. In order to effectively support the knowledge
worker, the context detection algorithm should be able to integrate various sources
of information. Furthermore it should be capable of dealing with the dynamic na-
ture of the context, such as switches between applications that can be made in a very
short time span.
The main contribution of this part of the thesis is an integrated and dynamic al-
gorithm for context detection in a knowledge worker support setting that requires
little training effort from the user. Although we evaluate the model in the area of
context-aware information support and PIM, its design supports the application in
other domains as well. Future work includes the application of the model in predict-
ing stress and emotion.
1.3.3. PART 3: CONTEXT-AWARE SUPPORT
As a last part of this thesis we look into various applications for knowledge worker
support. In Chapter 7 and 8 we consider methods to support information manage-
ment in e-mail applications, such as a categorization based on whether a user needs
to reply to a message, or a categorization based on tasks for the user. These are fo-
cused around the question
RQ 4. How can we reduce user effort in training algorithms for e-mail categoriza-
tion?
The challenge in this question is the reduction of user effort while ensuring the
meaningfulness of the categories. The reduction of user effort is often ignored in the
evaluation of classification methods. Especially in the knowledge worker scenario,
where the user is often overloaded, the balance between user effort and benefits of
the categorization is important. This has a large influence on whether the technology
will be adopted. Without the adoption of the technology, the knowledge worker is not
supported.
We believe that generic supervised categorization methods are often not suffi-
ciently efficient in the user effort they require. Moreover unsupervised methods re-
quire little user effort, but their categorizations are often not meaningful enough. We
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hypothesize that by making use of existing categorizations such as foldered docu-
ments, and meta data from e-mail history the user effort required for categorization
can be diminished while the meaningfulness of the categories is kept intact.
The first contribution is a simple and transparent method for the prediction
whether a message will be replied to, which is an aspect of the priority of an e-mail
message. The second contribution is a new machine learning algorithm for e-mail
categorization that leverages pre-existing labelled information sources and reduces
the user effort required for training the method.
In Chapter 9 we describe context-aware document recommendation and its evalua-
tion in order to answer the following question:
RQ 5. How should we evaluate context-aware information recommendation and
what are the benefits and downsides of various methods for context-aware
information support?
The challenge in this question is that typically the focus of recommender system
evaluation is on the effectiveness of the algorithm. In the more complex and holistic
knowledge worker scenario, however, effectiveness is not the only factor that deter-
mines whether the user benefits from the recommendations or not.
We hypothesize that a single evaluation criterion does not suffice when evalu-
ating for knowledge worker support. Rather a combination of evaluation criteria
should be used to determine whether a system will actually benefit a knowledge
worker. The main contribution is a new integrated holistic approach to context-
aware document recommendation and a description of a multi-faceted evaluation
of context-aware document recommendation systems from the perspective of a
knowledge worker.
Before we end this thesis with a conclusion that answers these questions, we present
a chapter on the context-aware recommendation of tourist sights. This is an applica-
tion that is not centred around the knowledge worker or his well-being at work and
therefore is not associated with a formal research question. However, the chapter
illustrates some interesting additional possibilities for context-aware recommenda-
tion systems. For example, the possibility to leverage both personal preferences and
the preference of the masses or the possibility to influence people by describing the
tourist places using positive reviews.
1.4. GUIDE FOR THE READER
This thesis is a collection of published papers and papers that are submitted for pub-
lication. Each chapter is a paper that can be read independently from the other
chapters. This means that when reading the thesis as a whole, some repetition is
unavoidable. However, since most chapters cover different topics the redundancy is
not large. Thus, in order to cater the readers that will not read the entire thesis, we
have chosen to edit the chapters as little as possible.
I
UNDERSTANDING THE
KNOWLEDGE WORKER
While physics and mathematics may tell us how the
universe began, they are not much use in predicting human
behavior because there are far too many equations to solve.
I’m no better than anyone else at understanding what
makes people tick, particularly women.
Stephen Hawking
2
COLLECTING GROUND TRUTH
DATA FOR QUERY INTENT
Edited from: Maya Sappelli, Suzan Verberne, Maarten van der Heijden, Max Hinne,
Wessel Kraaij (2012) Collecting ground truth data for query intent. In: Proceedings of
the Dutch-Belgium Information Retrieval workshop (DIR 2012)
Search engines try to support people in finding information and locating services on
the web. What people are looking for depends on their underlying intent and is de-
scribed by the query they enter in the search engine. These queries are often short and
ambiguous. This chapter describes the collection of ground truth data for query intent.
Participants were asked to label their own search queries according to what they hoped
to find with that query. The data can be used to investigate the reliability of external
human assessors and to train automatic classification models.
2.1. INTRODUCTION
All popular web search engines are designed for keyword queries. Although entering
a few keywords is less natural than phrasing a full question, it is an efficient way of
finding information and users have become used to formulating concise queries. For
example, in the query log data set “Accelerating Search in Academic Research Spring
2006 Data Asset” released by Microsoft, 70% of the 12 Million queries (which were
entered into the MSN Live search engine) consist of one or two words.
It seems unlikely that a few keywords can precisely describe what information a
user desires, which we refer to as search intent (also known as query intent).1 The
exact definition of this concept is still a topic of debate (Gayo-Avello, 2009; Silvestri,
2010); but we can say that, roughly, search intent is what the user implicitly hoped
to find using the submitted query. This is different from Broder’s definition of infor-
mation need (Broder, 2002) in that information need can be defined as the drive to
1We use the terms ‘query intent’ and ‘search intent’ interchangeably.
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formulate a series of queries. The intent of a specific query is often part of a bigger in-
formation need. This is the case when only part of the information need is expected
to be satisfied by a query, for example because the information need is too big to be
expressed in a single query. If the intent behind a query is known, a search engine
can improve on retrieval results by adapting the presented results based on the more
specific intent instead of the (underspecified) query (White, Bennett, and Dumais,
2010).
Several studies have proposed classification schemes for query intent. After
studying a large collection of AltaVista query logs, Broder (2002) suggested that the
intent of a query can be either informational, navigational or transactional. Later,
many expansions and alternative schemes have been proposed, which we will sum-
marize in Section 2.2. Ultimately, a search engine should be able to automatically
classify a query according to such a scheme, so that the search intent of the user can
be taken into account in the retrieval result. However, for the implementation of
automatic classification models, training data is needed: a set of queries, labelled
with their underlying intent. In previous studies, annotations of query intent
labelling have been created by human assessors (Baeza-Yates, Calderón-Benavides,
and González-Caro, 2006; González-Caro et al., 2011). However, in those studies, the
assessors are not the searchers themselves.
We asked search engine users to label their own queries according to the underly-
ing intent. This provides a ground truth that can be used (1) to investigate the reliabil-
ity of external human assessors and (2) to train automatic classification models. Our
data set is an important contribution to the field of query intent classification, since
many studies rely on classifications by external assessors as gold standard classifica-
tions because they do not have access to classifications by the searchers themselves.
We intend to make our data set publicly available.
Our chapter is structured as follows. In Section 2.2 we describe intent classifica-
tion schemes from the literature; Section 2.3 presents our classification scheme. In
Section 2.4 we describe the user study that we conducted. The results of these ex-
periments are presented in Section 2.5. Lastly, Section 2.6 concludes our work and
described future research that we plan with this data.
2.2. INTENT CLASSIFICATION SCHEMES IN THE LITERATURE
The early paper by Broder (2002) presents a taxonomy of web search, defining three
categories for the intent behind queries: navigational (the user wants to reach a par-
ticular website), informational (the user wants to find a piece of information on the
web) and transactional (the user wants to perform a web-mediated task).Rose and
Levinson (2004) refine the intent classification by Broder. They define three main
categories for query intent: navigational, informational (which consists of five sub-
categories: directed, undirected, advice, locate, list) and resource (download, enter-
tainment, interact, obtain).
More recently, it has been argued that search intent has more dimensions
than the navigational – informational – transactional classification by Broder.
Baeza-Yates, Calderón-Benavides, and González-Caro (2006) present a classification
scheme with two dimensions: topic (categories taken from the Open Directory
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Project2 and goal (informational, non-informational or ambiguous). Sushmita,
Piwowarski, and Lalmas (2010) distinguish between “query domain” (e.g. image,
video, or map) and “query genre” (e.g. news, blog, or Wikipedia).
Calderón-Benavides, González-Caro, and Baeza-Yates (2010) and González-Caro
et al. (2011) present multiple dimensions of user intent. Some of these are very gen-
eral, such as Genre, Topic and Task (informational or non-informational). Others
are better defined, such as Specificity and Authority sensitivity. The authors manu-
ally classify 5,000 queries according to all dimensions and give a good analysis of the
agreement between judges and the correlation between dimensions.
Hinne et al. (2011) propose an intent classification scheme with three dimen-
sions: topic, action type and modus.
2.3. OUR INTENT CLASSIFICATION SCHEME
We introduce a multi-dimensional classification scheme of query intent that is in-
spired by and uses aspects from Broder (2002), Baeza-Yates, Calderón-Benavides,
and González-Caro (2006), González-Caro et al. (2011), Sushmita, Piwowarski, and
Lalmas (2010) and Hinne et al. (2011) (see Section 2.2). Our classification scheme
consists of the following dimensions of search intent.
1. Topic: categorical, fixed set of categories (from ODP).
2. Action type: categorical, consisting of:
• informational,
• navigational,
• transactional.
3. Modus: categorical, consisting of:
• image,
• video,
• map,
• text,
• other.
4. source authority sensitivity: 4-point ordinal scale (high sensitivity: relevance
depends more on authority of source).
5. location sensitivity: 4-point ordinal scale (high sensitivity: relevance depends
more on location).
6. time sensitivity: 4-point ordinal scale (high sensitivity: relevance depends
more on time).
7. specificity: 4-point ordinal scale (high specificity: very directed goal; low speci-
ficity: explorative goal).
The topic should give a general idea of what the query is about, for which we use
the well-known Open Directory Project categories. Action type is the Broder categori-
sation; Modus is based on Sushmita, Piwowarski, and Lalmas (2010). The ordinal di-
2Open Directory Project (ODP): http://dmoz.org
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mensions are inspired by González-Caro et al. (2011). While many more dimensions
can be imagined, we think that these capture an important portion of query intent.
2.4. DATA COLLECTION
Table 2.1: Explanation of the intent dimensions for the participants.
Dimension Explanation
Topic What is the general topic of your query?
Action type Is the goal of your query: (a) to find information (informa-
tional), (b) to perform an on-line task such as buying, booking
or filling in a form (transactional), (c) to navigate to a specific
website (navigational)?
Modus In which form would you like the intended result to have?
Source authority sensitivity How important is it that the intended result of your query is
trustworthy?
Location sensitivity Are you looking for something in a specific geographic loca-
tion?
Time sensitivity Are you looking for something that is related to a specific mo-
ment in time?
Specificity Are you looking for one specific fact (high specificity) or gen-
eral information (low specificity)?
In order to obtain query labels from search engine users, we created a plug-in for
the Mozilla Firefox web browser. After installation by the user, the plug-in (locally)
logs all queries submitted to Google and other Google domains, such as Google im-
ages. We asked colleagues (all academic scientists and PhD students) to participate
in our experiment. Participants were asked to occasionally annotate the queries they
submitted in the last 48 hours, using a form showing our intent classification scheme.
Table 2.1 shows the explanations of the intent dimensions that were given to the par-
ticipants. To ensure participants understood what they were asked to do, we first
presented three reference queries which were the same for all participants. Other
queries were displayed in chronological order.
In order to avoid privacy issues, participants were allowed to skip any query they
did not want to submit. When a participant clicked the ‘submit’ button, he was
presented with a summary of his queries, from which queries could be excluded
once again. After confirmation, the queries and annotations were sent to our server.
For each submitted query, we stored the query itself, a time stamp of the moment
the query was issued, a participant ID (a randomly initiated number used to group
queries in sessions per participant) and the annotation labels.
2.5. RESULTS
In total, 11 participants enrolled in the experiment. Together, they annotated 605
queries with their query intent, of which 135 were annotated more than once3. On
3It is important to notice that it is possible to represent different search intents with the same query, for
example, when the same query is issued by the same person at different times.
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(a) Number of queries per action type
Action type # Queriesa
Informational 546
Transactional 30
Navigational 70
aThe sum of the queries may be higher than 605
since multiple action types could be selected
per query
(b) Number of queries per modus
Modus # Queriesa
Image 33
Video 10
Map 27
Text 512
Other 6
aThe sum of the queries may not add up to
605 since multiple modi could be selected per
query and modus could be omitted
(c) The most frequently selected categories
Category # Queries
Computers 250
Science 193
Recreation 87
Health 84
Reference 76
Table 2.2: Number of queries for the various dimensions
average, each person annotated 55 queries. Table 2.2(a) shows the number of queries
per action type as annotated by the participants. Table 2.2(b) shows the number of
queries per modus as annotated by the participants.
The three topic categories that were used most frequently in the annotated
queries were computer, science and recreation. Table 2.2(c) shows the five most
frequent categories and their frequencies. Figure 2.1 displays the labelling distri-
butions, from low to high, for the following ordinal dimensions: source authority
sensitivity, location sensitivity, temporal sensitivity and specificity of the queries.
2.5.1. ANALYSIS
In this section we take a closer look at the annotated queries. We first calculated
correlations between the classification dimensions. The correlation between ordi-
nal dimensions (source authority sensitivity, location sensitivity, temporal sensitiv-
ity and specificity) was estimated using Kendall’s τ-b measure. We found a signifi-
cant moderately strong positive correlation between source authority sensitivity and
specificity (τ= 0.377, p < 0.0001) as well as between location sensitivity and temporal
sensitivity (τ= 0.421, p < 0.0001). Additionally, we found weak positive correlations
between location sensitivity and source authority sensitivity (τ = 0.135, p = 0.0002)
and between location sensitivity and specificity (τ= 0.106, p = 0.0042).
Correlations for the categorical dimensions (topic, action type and modus) were
determined using a chi-squared test. However, the outcome of this test is unreliable
because there were too many zero-occurrences in the cross table of the dimensions.
We do, however, see some interesting trends in the data:
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Figure 2.1: Distribution of source authority sensitivity, location sensitivity, temporal sensitivity and speci-
ficity, measured a scale from 1 (low) to 4 (high)
• There tends to be a relation between the categories news and sports on the one
hand and a high temporal sensitivity on the other hand: all news annotated
queries (8 queries) and all but one sports annotated queries (15 queries) were
annotated with a high temporal sensitivity.
• The category science and the combination of the categories health and science
seem to be indicators of a high source authority sensitivity. Of the 183 queries
annotated with science, 154 were annotated with a high source authority sen-
sitivity, and all of the 79 queries annotated with the combination health and
science were annotated with a high source authority sensitivity. The category
computer was mostly annotated with a mid-high or mid-low source authority
sensitivity (215 of 250 queries).
• There seems to be a relation between the modus of the query and the location
sensitivity. Of the 26 queries that were annotated with the map modus, 23 were
annotated with a high location sensitivity.
We also found that a number of aspects of query intent were not reflected by the
textual content of the query:
• There were few query words that were specifically related to the modus or the
action type of the query. For example, in the queries that were annotated with
the image modus there were no occurrences of words such as “image” or “pic-
ture”.
• Only 2 of the 90 queries that were annotated with a high temporal sensitivity
contained a time-related query word.
• Of the 72 queries that included a location reference such as a city or a country,
36 were annotated with a high location sensitivity. In the remaining queries
with lower location sensitivity, 11 location references occurred.
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Figure 2.2: Effect of query length (number of words in query) on specificity as measured on a scale from 1
(low) to 4 (high)
Finally, we found that 54% of the queries (331 queries) were annotated with a high
specificity, 56% of which consisted of only one or two words (187 queries). We found
a very weak negative correlation between query length and specificity (τ = −0.0968,
p = 0.0047). Figure 2.2 shows the relation between query length and the annotated
specificity of the query intent.
2.6. CONCLUSION AND FUTURE WORK
In the research described in this chapter we collected a set of queries that are la-
belled with their underlying intent. The queries were annotated by the searchers
themselves to have a ground truth data set. This set can be used (1) to investigate
the reliability of external human assessors and (2) to train automatic classification
models.
The data shows that the textual content of the queries does not give many hints as
to what annotation in terms of modus, action, source authority sensitivity, location
sensitivity, time sensitivity and specificity can be expected. Moreover, query length
does not predict the specificity of the query intent. This indicates that it might be dif-
ficult for an external human assessor that does not know the searcher or the context
of the query to reliably determine what the searcher’s query intent was. If it is difficult
for a human assessor, it is even more difficult to assess query intent using automatic
classification for a system without world knowledge or additional knowledge about
the searcher.
We are interested in the differences between query intent annotation by exter-
nal human assessors and the searcher’s own annotations. Currently, the collected
ground truth data is being labelled by external human annotators using the same
annotation scheme as presented in this work. If it is possible for external annotators
to reach consensus about search intent that matches the ground truth search intent,
then automated classification may be possible as well. The main contribution of this
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work is a resource that helps to validate the assumptions that are made by state of the
art methodologies for qualitative and quantitative studies of query intent. Indeed,
current state of the art studies are based on external assessors, assuming these are
sufficiently close to the original intent of the searcher. Our work enables validation
of this assumption.
We will use the knowledge about differences and commonalities between exter-
nal assessors and the searcher for improving automatic intent classification. We ex-
pect that knowledge about the user’s expertise, search history, and other computer
behaviour to be the most important factors to be able to understand the intent of a
query. Therefore, in future work we will address the use of the user’s search history
and current computer activities to assess a searcher’s intents. Monitoring computer
activities may provide context about the query and disambiguate its intent.
3
ASSESSING E-MAIL INTENT AND
TASKS IN E-MAIL MESSAGES
Edited from: Maya Sappelli, Suzan Verberne, Gabriella Pasi, Maaike de Boer, Wes-
sel Kraaij (2016) Collecting tasks and intent of e-mail messages, Under revision: In-
formation Sciences.
In this chapter we propose a task-based classification of e-mail messages. The task-
based classification relies on a taxonomy that we have defined and tested by assessing
its reliability and validity. It consists of the following message-level dimensions: E-
mail Act, Implicit Reason, Reply Expectation and Number of Tasks and the following
task-level dimensions: Spatial Sensitivity, Time Sensitivity and Task Type
This taxonomy was used to annotate parts of the Enron and Avocado datasets. The an-
notated parts will be made available to the research community in order to stimulate
research into (automated) task-based priority estimations of e-mail messages.
From the annotations we conclude that approximately half of the messages contained
an explicit task. Typically only one task was conveyed per message. Furthermore, most
messages are sent to deliver information or to request information. The analysis of the
conversations revealed that there is a high probability that a message that was sent
to deliver some information is followed by another “deliver” message. This suggests
that much information is delivered, even though no request for information has been
made.
The task-based annotations presented in this work can be used for research into (au-
tomatic) categorizations of messages. Detecting whether a message contains a task,
whether a reply is expected, or what the spatial and time sensitivity of such a task is,
can help in providing a detailed priority-estimation of the message for the recipient.
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3.1. INTRODUCTION
In the project SWELL1 we aim to develop ICT applications that minimize the risk
of burn-out and improve the well-being of the employee. A large source of stress
at work originates from information overload, and more specifically e-mail overload
(Gantz, Boyd, and Dowling, 2009; Bawden and Robinson, 2009). Whittaker and Sid-
ner (1996) believe that this is caused by the misuse of the original purpose of the e-
mail system. The authors state that although e-mail was originally developed for the
purpose of asynchronous communication, it is currently being used for task man-
agement, scheduling and personal archiving as well. This causes cluttered inboxes
and information getting lost in archives.
Attempts to improve the organization of inboxes include the automatic de-
tection of spam (Sahami et al., 1998), message categorization (Bekkerman, 2004;
Chakravarthy, Venkatachalam, and Telang, 2010; Koren et al., 2011; Sappelli, Ver-
berne, and Kraaij, 2014; Grbovic et al., 2014) and priority estimation (Aberdeen,
Pacovsky, and Slater, 2010; Dredze et al., 2008; Sappelli, Verberne, and Kraaij,
2013a). Complete agents exist that help the user file messages into folders (Segal
and Kephart, 1999). However, not many of these automated techniques are adopted
in current systems and many users do not even use category folders at all (Koren
et al., 2011; Grbovic et al., 2014). The most likely actions users make are splitting
personal and work-related e-mail by using separate mailboxes (Cecchinato, Cox,
and Bird, 2014) and cleaning e-mails at the end of the day (Kalman and Ravid, 2015).
However, not many users spend effort on general e-mail management (deleting,
moving, flagging) (Hanrahan, Pérez-Quiñones, and Martin, 2014). Nevertheless,
research indicates that proper categorizations could address the problem of feeling
overloaded (Whittaker and Sidner, 1996; Bawden and Robinson, 2009; Benselin and
Ragsdell, 2015). The fact that categorizations are not used suggests that there may
not be a full understanding of what type of categorization is needed to properly
support users in the way they use e-mail.
Since e-mail clients are often used for task management (Whittaker and Sidner,
1996; Cecchinato, Cox, and Bird, 2014), we believe that task-based categorizations
might be what is missing from current systems. This chapter addresses tasks in e-
mail messages to better understand what the intent is behind an e-mail. In order to
do so we annotate e-mail messages with both their e-mail intent and task intent. By
e-mail intent we mean the intent of the sender; why did a person send the message.
In that case, the intent refers to a message as a whole. Then, within a message the
sender has (either implicitly or explicitly) possibly specified one or more tasks to be
undertaken by the receiver. This latter aspect is referred to as the task(s) in the mes-
sage. In this chapter we investigate both the intent of the message and the tasks that
are conveyed in the message. Additionally, we investigate how an e-mail conversa-
tion between two individuals evolves over time. We focus on messages from person
to person, as computer generated messages or newsletters for example are not likely
to contain explicit tasks for the recipient.
The contribution of this chapter is three-fold. First we present a taxonomy for
1http://www.swell-project.net
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a task based classification of e-mail messages. Second we present an annotated
dataset that will be shared with the research community to provide new opportu-
nities for the development of (automated) e-mail support systems. And third, we
present an initial analysis of how senders convey tasks in e-mail messages. We an-
swer the following research questions:
1. To what extent do corporate e-mail messages contain tasks?
2. What are the characteristics of tasks in e-mail messages?
3. How does a work-related e-mail conversation evolve?
We start this chapter with an overview of literature on the analysis of e-mail mes-
sage content. Then we present the results of a pilot study where we developed our e-
mail classification scheme. In this study we determine which dimensions of content
analysis are reliable for annotation. Additionally, we assess the validity of using an-
notations by independent assessors. Next, we present the results of a larger-scale an-
notation study, where we annotate messages from the Enron and Avocado datasets.
These datasets originate from a company setting and are likely to be representative
of how tasks are conveyed in a work environment.
3.2. BACKGROUND LITERATURE
In this section we describe the literature on the analysis of e-mail message content.
A limitation of e-mail research is that collections of e-mail messages are not often
made publicly available. The most used publicly available dataset of e-mail mes-
sages is the Enron dataset. This is a set of messages that was made public during
a legal investigation of the Enron company(Klimt and Yang, 2004). It contains over
200,000 messages. Many researchers, however, make use of their own privately col-
lected sets of e-mail messages (Dredze, Lau, and Kushmerick, 2006; Dredze et al.,
2008; Aberdeen, Pacovsky, and Slater, 2010; Kooti et al., 2015).
Some research into the content of e-mail messages has been directed at commu-
nication purposes. In an interview study, Tyler and Tang (2003) investigate the con-
cept of the responsiveness image of a person in order to understand what information
is conveyed by the timing of email responses. They distinguish response expectation
(the implicit time the sender gives to the recipient to respond) from breakdown per-
ception (the initiation of a follow-up action that occurs when the response expecta-
tion time has ended).
This responsiveness image could be seen as a request for attention. Hanrahan,
Pérez-Quiñones, and Martin (2014) analyse responsiveness in a 2-week study by log-
ging user interactions with e-mail and compared these interactions to diary entries of
the participants. The authors propose that e-mails can be categorized into 4 groups
of requests for attention: ignore, accountable non-answer (engage with message but
do not reply), postponed reply and immediate reply. This categorization provides
insight in both the timing as well as the type of response that is expected.
Kooti et al. (2015) add that the request of attention is not solely based on the con-
tents of a message. They note that there is an effect of load on the replying behaviour
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of people. As users receive more e-mail messages in a day, they will reply to a smaller
fraction of messages.
A line of research, other than replying behaviour, that gives insight into e-mail
intent is the content of the message. Gains (1999) focus on the language that is used
in messages. They have analysed messages in a commercial and in an academic set-
ting on pattern and style of the text. They found that commercial e-mail messages
tend to follow standard written business English, while messages in an academic set-
ting follow a more pseudo-conversational pattern where for example the salutation
is absent.
To analyse the message style, Gains (1999) uses a classification scheme from busi-
ness communication described by Ghadessy and Webster (1988). They state that
there are roughly three types of business communication: informative (give infor-
mation), requestive (request information) and directive (give instructions). Further-
more Ghadessy and Webster (1988) distinguish an initiate and a respond category.
These categorizations seem valid descriptors for e-mail intent.
In addition to the business communication categorization, Peterson, Hohensee,
and Xia (2011) assessed the formality of e-mail messages in the Enron corpus. They
annotated 400 messages on a 4-point scale (very formal, somewhat formal, some-
what informal and very informal). Factors that influenced the formality of the mes-
sages were the amount of contact between sender and recipient, whether it was per-
sonal or business, the rank difference between sender and recipient, and whether the
message contained a request.
In terms of the tasks in e-mail, some research stems from speech act theory. Co-
hen, Carvalho, and Mitchell (2004) propose to categorize e-mails according to the
intent of the sender. They propose to use categories of intent based on speech act.
The categories are meeting, deliver, commit, request, amend and propose. They later
refine this categorization (Carvalho and Cohen, 2005), which is explained in more
detail in Section 3.3.1
In addition, Lampert, Dale, and Paris (2008) have conducted several e-mail la-
belling experiments on Enron data to evaluate reliability of task-based intent assess-
ments. They focus on the speech acts of request and commit. They found that the
assessments were more reliable on the message level compared to the sentence level.
This suggests that messages should be evaluated as a whole.
Kalia et al. (2013) not only describe the identification of tasks based on Speech
Act theory, but also the tracking of tasks. They distinguish the following phases: the
creation of a commitment, the discharge of a commitment, the delegation of the
commitment and the cancellation of the commitment. Their algorithms require de-
tailed NLP analysis of the message to determine what the subject, object and action
is in their tasks. This is necessary to determine whether a task is delegated to another
person. Their algorithms were evaluated on a selection of 4161 sentences from the
Enron corpus.
In our work we will focus on both the intent-based and the task-based catego-
rization of e-mail messages on multiple dimensions. In the next section we describe
the dimensions that we take into consideration and assess the validity of those di-
mensions in a pilot annotation experiment with private e-mails. In Section 3.4 we
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describe the annotation of two datasets of e-mail messages and assess the findings.
3.3. RELIABILITY AND VALIDITY OF E-MAIL ANNOTATIONS
From the background literature we can identify several dimensions, such as response
expectation (also referred to as reply expectation), speech act and formality, on which
an e-mail message can be analysed and categorized. In a pilot experiment we de-
termine which dimensions are relevant for the assessment of e-mail intent and the
understanding of task conveyance in e-mail. With task conveyance we mean the com-
munication of a task for the recipient in a message. The goal is to create a reliable
and valid taxonomy for a task based classification of e-mail messages. In order to do
so, we assess the reliability and the validity of candidate annotation dimensions. A
reliable dimension is a dimension on which two or more annotators agree in their
annotations (inter-rater reliability). A valid dimension is a dimension where inde-
pendent assessors typically give the same annotation as the ground truth annotation.
The sender of the message determines the ground truth annotation, as his intent is
the one we try to assess. The reliability and the validity of the dimensions respec-
tively support the selection of which dimensions we should annotate in our main
experiment, and whether independent assessors are actually capable of assessing
the sender’s intent. The reason that we assess this in a pilot experiment where the
messages are not publicly available, is that we need to involve the original senders of
the messages to assess the validity of the proposed annotation scheme. We do not
have this possibility for the datasets that we use in the main experiment. This is a
limitation, since the pilot study only includes a limited number of e-mail messages
because of the labour-intensive nature of the annotation work.
3.3.1. E-MAIL CLASSIFICATION SCHEME
In the selection of the dimensions for our e-mail classification scheme we have fo-
cused on those dimensions that are related to the content of the message, and more
specifically the tasks that are conveyed through sending the message. On the one
hand these dimensions are related to the message as a whole; what was the intent of
the sender, what implicit reason was there for sending the message etc. On the other
hand the dimensions are related to explicit tasks that are mentioned in the message;
what is the recipient supposed to do after reading the message, how many tasks are
mentioned, what is their spatial and time sensitivity and what kind of task is it.
A similar type of research has been done by Verberne et al. (2013) and we will
use the same approach. They developed a detailed scheme to assess the intent be-
hind a query entered in a web search engine. Many of the dimensions they assess
seem relevant for e-mail intent and task classification as well. More specifically, the
action category which is based on the taxonomy by Broder (2002): informational,
transactional and navigational, bares a strong resemblance to the categories of busi-
ness communication: informative, requestive and directive (Ghadessy and Webster,
1988), and to the e-mail acts defined by Carvalho and Cohen (2005).
For that reason, we evaluate e-mail act as one of the dimensions in our classifica-
tion scheme. Other dimensions from literature that we will evaluate are response ex-
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pectation (Hanrahan, Pérez-Quiñones, and Martin, 2014) and source authority (Ver-
berne et al., 2013). These are related to the message as a whole. On the message
level we also evaluate the new dimensions implicit reason and number of tasks. The
detailed description of the dimensions can be found in Table 3.1.
For each task that is conveyed in a message we evaluate the following dimen-
sions based on the query intent literature (Verberne et al., 2013): spatial sensitivity,
time sensitivity, task specificity and task topic. Additionally we evaluate the new di-
mensions task type and task subject. A detailed description of these dimensions can
be found in Table 3.2.
Dimension Description
E-mail
Acts(Carvalho and
Cohen, 2005)
What are the two main e-mail acts in the message? This
dimension has categorical values 2, consisting of:
request: A request asks (or orders) the recipient to per-
form some activity. A question is also considered a
request (for delivery of information)
propose: A propose message proposes a joint activity,
i.e., asks the recipient to perform some activity and
commits the sender as well, provided the recipient
agrees to the request. A typical example is an email
suggesting a joint meeting
commit: A commit message commits the sender to
some future course of action, or confirms the
sender’s intent to comply with some previously de-
scribed course of action
deliver: A deliver message delivers something, e.g.,
some information, a PowerPoint presentation, the
URL of a website, the answer to a question, a mes-
sage sent “FYI”, or an opinion
amend: An amend message amends an earlier pro-
posal. Like a proposal, the message involves both a
commitment and a request. However, while a pro-
posal is associated with a new task, an amendment
is a suggested modification of an already-proposed
task
refuse: A refuse message rejects a meeting/action/task
or declines an invitation/ proposal
greet: A greet message thank someone, congratulate,
apologize, greet, or welcomes the recipient(s)
remind: A reminder message reminds recipients of
coming deadline(s) or threats to keep commitment
2descriptions taken from Carvalho and Cohen (2005)
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Response Expec-
tation (Hanrahan,
Pérez-Quiñones,
and Martin, 2014).
What type of response is expected? This dimension has
ordinal values, consisting of:
ignore: There is no realistic expectation that the recipi-
ents will properly read the email, let alone respond
to them
accountable non-answer: Recipient is expected to en-
gage with the message or its attachments, but there
is no reply required
postponed reply: The messages requires a reply but not
immediately
immediate reply:] The message requires a reply as soon
as possible
Source authority
(Verberne et al.,
2013)
4-point ordinal scale (very low, low, high, very high):
What is the authority of the sender?
Implicit Reason What was the reason to send the message? This cate-
gorisation is based on the task-related categories in En-
ron3, consisting of:
administrative procedure: The message is part of an ad-
ministrative procedure, such as financial arrange-
ments or the organization of a meeting
legal procedure: The message is part of a legal proce-
dure
internal collaboration: The message is part of a collab-
oration between people within the same company,
such as messages related to internal projects
external collaboration: The message is part of a collabo-
ration between people that are not working for the
same company
travel planning: The message is part of a travel plan,
such as a confirmation of a hotel booking
employment arrangements: The message is about em-
ployment arrangements, such as messages related
to job seeking or job applications
logistic arrangements: The message is about logistic
arrangement. This includes general support and
technical support
personal: The message is of a personal, non work re-
lated, nature
other
3retrieved from http://bailando.sims.berkeley.edu/enron_email.html
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Number of tasks How many tasks for the recipient are explicitly stated in
the message (typically a number between 0 and 10)?
Table 3.1: Dimensions related to the intent of e-mail messages; what was the motivation of the sender to
send the message
Dimension Description
Spatial sensitivity (Ver-
berne et al., 2013)
4-point ordinal scale (very low, low, high, very high): Is
the task associated with a certain location? For exam-
ple is a meeting supposed to take place at a certain lo-
cation, then the spatial sensitivity is very high; the task
can only be executed there.
Time sensitivity (Ver-
berne et al., 2013)
4-point ordinal scale (very low, low, high, very high): Is
the task associated with a certain time? For example is
the task supposed to be executed at a certain time, then
the time sensitivity is very high.
Task specificity (Ver-
berne et al., 2013)
4-point ordinal scale (very generic, somewhat generic,
somewhat detailed, very detailed): How detailed is the
description of the task?
Task type What is the type of the task? categorical, consisting of:
physical: The task requires physical action. For exam-
ple ‘Do the groceries’ or ‘Get flowers’
informational: The task requires knowledge. For exam-
ple ‘When was Einstein born?’ or ‘Can you write a
report about Einstein?’
procedural: The task has a procedural nature; it is
mainly administrative. For example ‘Can you plan
a meeting’
Task subject What is the subject of the task/ What is the task about?
categorical, consisting of:
product: e.g. ’Get flowers’
service: e.g. ’Fix this problem for me
acknowledgement: e.g. ’Write me a recommendation
letter’
announcement: e.g. ’Send a message that the meeting
location has changed
decision: e.g. ’Decide which flowers you prefer?’
reservation: e.g. ’Confirm my reservation for room X’
event: e.g. ’Make a schedule for event X’
meeting: e.g. ’Confirm that you can meet at 10.30’
instructions: e.g. ’Provide instructions how I can solve
this bug’
collaboration: e.g. ’Ask company X if they want to col-
laborate on topic Y’
information: e.g. ’Provide the birth date of Einstein’
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other
Task Topic (Verberne et
al., 2013)
categorical, fixed set of categories from the well-known
Open Directory Project (ODP), giving a general idea of
what the topic of the task is.
Table 3.2: Dimensions that describe a task that is to be undertaken by the recipient of the message and
which was specified explicitly by the sender
3.3.2. METHOD
In order to answer our research questions about reliability and validity of message
intent assessments we calculate the agreement between assessors. In our research
we distinguish three types of assessors based on their relation to the e-mail message:
1) the assessor was the sender of the message, 2) the assessor was the recipient of the
message, or 3) the assessor has no relation to the message (independent).
For this experiment, 5 collaborators have provided a total of 50 e-mail messages
from their correspondence with the other collaborators. Each of them filled out a
spreadsheet with columns corresponding to the various dimensions. The rows of the
spreadsheet corresponded to the messages for which he or she was either the sender
or the recipient. Furthermore, one independent individual (non-collaborator) who
was not familiar with the context of the messages was asked to fill in the spreadsheet
as well. All individuals were given the instructions for the dimensions as presented
in Table 3.1 and Table 3.2.
In this experiment we focus on two aspects of the annotations; reliability and
validity, which we describe further in the next subsections.
RELIABILITY
First we assess the agreement between assessors to determine the reliability of each
dimension. Here we do not look at the relation of the assessor to the message (sender,
recipient or independent). We calculate the inter-annotator reliability; how often do
two annotators agree on their annotations for a dimension. The agreement on the di-
mensions was calculated using Cohen’s kappa (Cohen, Carvalho, and Mitchell, 2004).
For the ordinal dimensions the agreement was calculated using weighted Kappa (Co-
hen, Carvalho, and Mitchell, 2004). The ordinal dimensions are: response expecta-
tion, source authority, number of tasks, spatial sensitivity, time sensitivity and speci-
ficity. All kappa-agreements in this chapter are interpreted using the scale by Landis
and Koch (1977), where a κ between 0.01–0.20 can be seen as slight, 0.21–0.40 as fair,
0.41–0.60 as moderate, 0.61–0.80 as substantial and >0.80 as almost perfect agree-
ment.
VALIDITY
Secondly, we assess the difference in agreement between sender–recipient assessor
pairs and sender–independent assessor pairs to assess the validity of the dimension.
Here we take the role of the assessor into account; was he the sender of the message,
the recipient of the message or did he have no relation at all with the message. With
this research we assess whether independent assessors can correctly interpret the
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original intent of the message. In this latter case we assume that the sender of the
message knows his intent, so his annotation is the ground truth.
To assess the validity of the assessment between sender–recipient annotator pairs
and sender–independent pairs we use the pair-wise nature of the data (each message
has been assessed by two pairs of annotators). We cannot use Cohen’s κ because it
aggregates annotations over a complete dataset and cannot measure the agreement
between two annotations for a single message. Therefore, we take the approach by
Verberne et al. (2013) where we compute per message a vector of scores for each
of the assessor type pairs. For a given message, the annotation similarity between
the two assessors of an annotator pair consists of Jaccard scores for categorical di-
mensions and normalized distances for the ordinal dimensions. Then we perform a
pairwise significance test to compute the difference between annotation similarity
by sender–recipient pairs and sender–independent pairs.
3.3.3. RESULTS
We begin with an overview of the distribution of annotations. In this dataset, most
messages contained a single task (55.6%), while 35.6% contained no task at all. There
were no messages with more than 3 tasks. The main e-mail act was to deliver infor-
mation (52.2%), followed by a request (21.7%). There was not often a necessity for
immediate reply (6.5%): 37% required a postponed reply, while 56.6% required an
accountable non-answer. The implicit reason for sending the message was mostly
collaboration: 34.1% external collaboration and 43.2% internal collaboration.
More than half of the tasks were informational in nature (63.3%), while the re-
maining tasks were often procedural (30%). This is confirmed by the subject of the
tasks that was often information (53.6%) or a decision (14.3%). Other common sub-
jects of tasks were meeting, product or service (7.1% each).
RELIABILITY
Table 3.3: Agreement on the e-mail intent dimensions for sender–recipient (SR) pairs and sender–
independent (SI) pairs. * indicates significance of the kappa value at the 0.05 level
Dimension κ SR κ SI
1st E-mail Act 0.230* 0.346*
2nd E-mail Act 0.285* 0.147
Response Expectation 0.649* 0.574*
Source Authority 0.263* 0.160
Implicit reason 0.021* 0.000
Number of tasks 0.664* 0.556*
To answer the question which dimensions can be assessed reliably we look at the
inter-annotator agreement. Dimensions where each annotator pair has at least a fair
agreement are considered as reliable. In Table 3.3 we present the agreement between
sender–recipient (SR) and sender–independent (SI) on the dimensions related to e-
mail intent. We see a fair agreement on the first e-mail act, for both sender–recipient
and sender–independent pairs. The agreement between sender and independent
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assessor on the second e-mail act was not significant, because there were too few
annotations of the second e-mail act made by the independent assessor.
The agreement on response expectation is substantial for sender–recipient and
moderate for sender–independent. This suggests that although an independent as-
sessor can reliably estimate the response expectation, it is even easier for the recipi-
ent of a message.
In terms of source authority we see a fair agreement between sender and recipi-
ent, while the agreement between sender and independent assessor is slight and not
significant. Since the agreement is low for the sender–independent pair (0.160) we
decided to exclude this dimension from further experiments.
The implicit reasons in the message were assessed with only slight agreement
between sender and recipient. The agreement between sender and independent as-
sessor could not be calculated reliably as there was not enough variation in the an-
notations of the independent assessor compared to the annotations of the sender
for the amount of data. On the basis of these agreements we should also remove the
implicit reason dimension from further experiments. A detailed analysis reveals that
the main reason for the low agreement is because of disagreement whether a mes-
sage is considered to be external or internal collaboration. The distinction between
the categories can be made by looking at the employer of the sender and comparing
it to the employer of the recipient. Often this information can be extracted from the
e-mail addresses. In this experiment, however, this information was not available,
which made it difficult for the independent assessor to assess this dimension. We de-
cided to keep the dimension in further experiments, but make the e-mail addresses
of sender and recipient part of the data.
The agreement on the number of tasks in the message is substantial between
sender–recipient and moderate for sender–independent.
Table 3.4: Agreement on the task dimensions for sender–recipient (SR) pairs and sender–independent (SI)
pairs. * indicates significance of the kappa value at the 0.05 level. This data was evaluated on 28 tasks
Dimension κ SR κ SI
Spatial Sensitivity 0.362* 0.421*
Time Sensitivity 0.658* 0.325*
Specificity 0.230* -0.211
Type 0.563* 0.356*
Subject 0.221* 0.000
Topic -0.032 -0.004
In Table 3.4 we present the agreement between sender–recipient and sender–
independent on the dimensions related to the tasks in the e-mail messages.
There was a fair to moderate agreement on the spatial dimension. On the time
sensitivity of tasks, the agreement between sender and recipient was much higher
(substantial) than between sender and independent assessor (fair). This suggests
that it is difficult for an independent assessor to reliably estimate the time sensitivity
of a task. An explanation can be that the time assessment is made based on implicit
information such as the past expectations between sender and recipient.
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The agreement on the specificity of the task was fair between sender and recip-
ient, but negative between sender and independent assessor. Comments revealed
that the assessors could not come to consensus about the interpretation of speci-
ficity, making this dimension hard to assess. Therefore this dimension was excluded
in the remaining experiments.
The agreement on the type of the task was moderate between sender and recipi-
ent and fair between sender and independent assessor.
The agreement on the subject of the task could not be calculated between sender
and independent assessor as there were too little data points for the number of cat-
egories in the dimension. Between sender and recipient the agreement was fair. On
the basis of these results we have excluded the task subject dimension.
The agreement on the topic of the task was very low and not significant for both
pairs of assessors. Since there was little variation in the general topic categories that
could be assigned this dimension was excluded in the remaining experiments.
VALIDITY
Table 3.5: Difference in agreement between sender-recipient (SR) pairs and sender-independent (SI) pairs
on message dimensions. Reported Jaccard scores are averaged over all messages
Dimension Jaccard SR Jaccard SI p-value SR-SI Cohen’s d
1st E-mail Act 0.52 0.63 0.23 0.22
2nd E-mail Act 0.61 0.20 0.00 0.93
Response Expectation 0.76 0.67 0.36 0.19
Implicit reason 0.44 0.65 0.02 0.45
Number of tasks 0.92 0.91 0.64 0.09
To answer the question whether an independent assessor can assess the intent of
a sender just as well as the recipient of a message, we assessed the difference in agree-
ment between sender–recipient (SR) pairs and sender–independent (SI) pairs. This
was calculated in a pair-wise fashion on message level as described in Section 3.3.2.2.
The differences in agreement scores, significance values and effect size in terms of
Cohen’s d are reported in Table 3.5. From this we can conclude that an independent
assessor is capable of interpreting the intent of the sender just as good as the recip-
ient for the dimensions 1st E-mail act, response expectation, source authority and
number of tasks (P > 0.05, so no significant difference between SI and SR).
However, the independent assessor is not capable of interpreting the implicit rea-
son as good as the recipient can. Therefore we should be careful in drawing conclu-
sions based on this dimension.
The differences in agreement scores, significance values and effect size in terms
of Cohen’s d for the task dimensions are reported in Table 3.6. From this we can
conclude that an independent assessor is capable of interpreting the tasks that the
sender conveyed just as good as the recipient for all task dimensions. Nevertheless,
caution should be taken when depending on the time dimension as the significance
and effect size values indicate that it might be a dimension that is difficult to assess
by an independent assessor.
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Table 3.6: Difference in agreement between sender-recipient (SR) pairs and sender-independent (SI) pairs
on task dimensions. Reported Jaccard scores are averaged over all messages
Dimension Jaccard SR Jaccard SI p-value SR-SI Cohen’s d
Spatial Sensitivity 0.83 0.83 1.00 0.00
Time Sensitivity 0.88 0.77 0.09 0.61
Type 0.77 0.73 0.72 0.05
3.4. E-MAIL INTENT ASSESSMENTS ON LARGER DATASETS
In this second experiment we annotated part of a public dataset, Enron, and part
of a licensed dataset, Avocado, of e-mail messages. We used the same classification
scheme as described in Section 3.3.1 excluding the categories Source Authority, Task
Specificity, Task Subject and Task Topic. These were excluded based on the results of
the experiment described in Section 3.3.
Details on the datasets can be found in Section 3.4.1. The aim of this experiment
is to analyse task conveyance in e-mail message. Furthermore the annotated dataset
will be shared with the research community to provide new opportunities for the
development of (automated) e-mail support systems.
3.4.1. DATA COLLECTION
The data that we have annotated have been selected from the Enron and Avocado
collections. The Enron dataset is a set of messages that was made public during a
legal investigation of the Enron company (Klimt and Yang, 2004). It contains over
200,000 messages from 158 users that were sent or received between 1998 and 2004.
The Enron company was an American energy, commodities and services company.
The Avocado collection4 is a set of over 800,000 e-mail messages from the mail-
boxes of 279 users that were sent or received between 1995 and 2003. The data is
collected from a defunct information technology company referred to as “Avocado”.
Enron We selected a total of 1145 messages from the Enron dataset. Of these mes-
sages, 750 were randomly selected from the sent messages of the 15 most active users
(50 each). The remaining 395 were coming from 15 randomly selected complete con-
versations. A conversation consists of all the messages sent between two individu-
als. These can contain multiple threads. Ten of the conversations were between two
individuals within Enron, while 5 conversations were between an Enron-employee
and an outsider. The average length of the selected internal conversations was 33.1
messages (minimum 6, maximum 81 messages). The external conversations had an
average length of 14.4 (minimum 3, maximum 41 messages).
Each selected message was annotated according to the scheme in Section 3.3.1
using Amazon Mechanical Turk. Each message was annotated by 2 workers in order
to make it possible to assess the agreement. The annotators were required to have
an annotation acceptance rate of more than 95% to ensure quality. A total of 3 mes-
sages were excluded from the final dataset because of noisy annotations, resulting in
4https://catalog.ldc.upenn.edu/LDC2015T03
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a dataset of 1143 annotated e-mail messages.
Avocado A total of 379 messages was selected from the Avocado dataset. Of these
messages, 250 were randomly selected from the sent messages of the 5 most active
users (50 each) of which 7 messages were excluded because they were duplicates.
The remaining 136 messages originated from 5 randomly selected complete conver-
sations. A conversation consists of all the messages sent between two individuals.
These can contain multiple threads. Of these conversations, 3 were between em-
ployees of Avocado, and 2 were between an Avocado-employee and an outsider. The
average length of the selected internal conversations was 35 messages (minimum
10, maximum 71 messages). The external conversations had an average length of 16
(minimum 13, maximum 19 messages).
Each selected message was annotated according to the scheme in Section 3.3.1.
Because of license agreement, this set could not be annotated using Amazon Me-
chanical Turk. Instead, the data was annotated by two expert annotators, who dis-
cussed the annotation dimensions in detail prior to annotating. A subset of 204 mes-
sages was annotated by both annotators to assess agreement. The remaining items
were only annotated by one expert annotator
3.4.2. RESULTS
In this section we describe the analysis of the results of the annotations. We focus on
assessing the agreement, present frequency distributions and transition graphs for
the dimensions of interest.
E-MAIL INTENT
We analyse the annotations on the message level. These dimensions are related to
the e-mail message as a whole.
Table 3.7: Inter-annotator agreement on the e-mail intent dimensions. All are significant at the 0.05 level
Dimension κ Enron κ Avocado
1st E-mail Act 0.319 0.585
Reply Expectation 0.328 0.610
Implicit reason 0.228 0.217
Number of tasks 0.334 0.727
When we look at the agreement on the mail dimensions, the results show that for
the Enron set the agreements are all fair. For the Avocado set the agreement is higher,
being moderate or even substantial for all dimensions except the Implicit Reason,
which has fair agreement. An analysis of the annotations shows that this dimension
has a lower agreement because of confusion between the logistic arrangements cat-
egory and the internal collaboration category. The main activities in the Avocado
company seem to be of a supportive and programmatic nature. Therefore many
messages can actually be seen as both logistic as well as collaboration. We have not
reported the agreement on the 2nd e-mail act dimensions, as there were insufficient
assessments made on the Enron dataset to assess it properly.
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Figure 3.1: Distribution of mail dimensions in the Enron dataset compared to the Avocado dataset
The high agreement on the Avocado set suggests that expert annotators reach
higher agreement than non-expert annotators. Another explanation for the high
agreement is that the messages in the Avocado set are easier to categorize. For both
datasets the agreement is high enough to establish that the categorization can be as-
sessed with at least a fair reliability. We cannot assess the validity of the assessments
as the original senders and recipients are not available as assessors.
Figure 3.1 shows the distribution of the annotation of the e-mail dimensions for
the Enron and Avocado datasets. We see that the distributions of the e-mail acts and
reason for sending the message are very similar between the datasets. The e-mail
acts amend and refuse are hardly ever used as main act in the message. There are
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also a few implicit reason categories that are not used very often: Travel Planning
and Other. In the Avocado set, Legal Procedures do not occur, where the Enron set
contains a couple of messages related to legal procedures. This can be explained by
legal issues that were surrounding Enron specifically.
The reply expectation reveals that Enron messages are often a bit more urgent
than Avocado messages (22% immediate reply vs. 7% immediate reply). Avocado
messages are read without a reply in 61% of the cases whereas this is only 44% in
Enron. When we look at task conveyance, the Avocado messages contain explicit
tasks less often than the Enron messages (43% vs. 51%). Overall half of the messages
do not contain a task. If the message does contain a task, it contains typically no
more than one task.
For Enron we have information available about the various roles of the senders.
We selected data from 2 directors, 5 employees, 1 manager, 1 trader and 4 vice pres-
idents. These results are presented in Figure 3.2. Here we can see that there are
only slight variations in response expectation and number of explicit tasks based on
employee role. We do see that normal employees seem to have a higher number of
internal collaboration based messages, whereas managers send more employment
arrangement related messages. Directors and vice presidents engage in more ad-
ministrative procedures than normal employees and traders. Note, however, that as
the data of the manager is only from 1 individual, these results are not generalizable.
Overall the findings are not surprising and seem to comply with intuitions about of-
fice work.
TASK INTENT
In this section we start again with the assessment of the inter-annotator agreement.
We follow with an analysis of the distributions of annotations.
Table 3.8: Inter-Annotator Agreement on the task intent dimensions. These results are for the most promi-
nent task in a message as there are few messages with more than 1 task. All are significant at the 0.05 level
Dimension κ Enron κ Avocado
Spatial Sensitivity 0.187 0.451
Time Sensitivity 0.138 0.534
Type 0.180 0.355
For the task dimensions we see slight to fair agreements on the Enron set, and fair
to moderate agreements on the Avocado set (Table 3.8). This suggests that the task
dimensions are harder to assess reliably, but that this can be improved with training
(discussing the dimensions before annotation, like the expert annotators did). These
agreements are calculated over the number of messages that contain at least one
task, which are 379 messages for Enron and 79 messages for Avocado.
The distribution of the annotations of the task dimensions are presented in Fig-
ure 3.3. It shows that the tasks in the Avocado set are typically less spatial and time
sensitive than the tasks in Enron messages. The Enron messages contain physical
tasks more often, whereas the percentage of procedural tasks in the Enron and Av-
ocado messages are almost equal. Furthermore, the Avocado company seems to be
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Figure 3.2: Distribution of mail dimensions per role in the Enron dataset
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Figure 3.4: Distribution of task dimensions per role in the Enron dataset
a bit more service oriented in their tasks, whereas Enron employees seem to be in
meetings more often.
When we look at the task dimensions per role in the Enron dataset (Figure 3.4) we
see that employees send mostly informational tasks via e-mail. Vice presidents and
managers send equally many procedural and informational tasks.
EVOLUTION OF A CONVERSATION
In this section we look at how conversations evolve. We do this by analysing e-mail
acts and count how often they follow each other in a conversation. An example of
part of a conversation can be found in Table 3.9. It is important to realize that a
conversation includes all e-mail messages between two individuals. This is different
from the so-called threads that are used in e-mail clients. A thread consists of all
the messages between two individuals where the subject is the same, or with a prefix
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Table 3.9: Part of a conversation from Enron
Sender Recipient Date Subject Body
Stan Jim 9-11-2001
13:55
RE: Notre Dame I would like you to get directly involved
in selling the assets we have targeted for
next year while overseeing the operations of
Mariella, Pete and Orlando. That is a lot of
stuff. However I will keep you in mind as we
figure out who is going to be on the transi-
tion team.
Jim Stan 19-11-2001
10:29
FW: Draft MOU regard-
ing equity sale
Wade/Rob/Bruce:I think we should recon-
figure the MOU to constitute a binding obli-
gation to purchase and sell rather than a
MOU that would lead to a definitive agree-
ment. We are trying to force an answer, it
seems to me at this stage of the game, a
definitive offer should be put forward for ac-
ceptance or rejection.Thoughts? Jim
Jim Stan 19-11-2001
15:06
FW: ASSET SALES
MEETING WITH STAN
HORTON
Stan:Shouldn’t Ray Bowen or Jeff McMahon
participate? Jim
Stan Jim 20-11-2001
05:28
RE: ASSET SALES MEET-
ING WITH STAN HOR-
TON
I thought we should review the process with
Mark and Jeff first. I will go ahead and invite
either Jeff or Ray.
such as RE: or FWD:. A conversation can span multiple threads. In Figure 3.5 we
present the transition in e-mail acts for the conversations in the Enron and Avocado
datasets.
For Enron it is interesting to note that a request message is often followed by a
deliver message, a commit message or a remind message (Figures 3.5(a)). This seems
logical as the recipient can either full fill the request, commit to doing so at another
time. When that does not happen the sender can remind him about the request. Fur-
thermore it is interesting to see that a deliver message or a propose message are often
followed by a greet-type message. This could for example be a thank-you message.
Another noteworthy point is that a refusal of a request seems to only occur after a
request has been amended.
Similar trends seem to be going on in the Avocado messages: requests are mostly
delivered or being committed to, and deliver messages are often followed by greet
messages (most likely a thank you message). In contrast to Enron greet messages
also follow after request and commit messages. Some e-mail act annotations, such
as refuse, did not occur in the selection from the Avocado dataset.
Another interesting aspect to note in both Enron and Avocado is that there is a
high probability that a deliver message is followed after another deliver message.
This suggests that much information is delivered, even without a request. This can be
for example because of own initiative, an earlier commitment, or because of agree-
ments made outside the e-mail communication.
3.5. DISCUSSION AND LIMITATIONS
In this chapter we described the annotation of two e-mail datasets for the research
community in terms of message intent and task conveyance. We started with a pilot
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study in which we assessed the reliability and the validity of the various dimensions
that we took under consideration to describe e-mail messages. This pilot study has
resulted in a taxonomy for task-based e-mail classification that consists of the follow-
ing dimensions on message level (e-mail intent): E-mail Act, Implicit Reason, Reply
Expectation and Number of Tasks. It consists of the following dimensions on the task
level: Spatial Sensitivity, Time Sensitivity and Task Type.
The limitation of the reliability and validity research as we have presented it in
the pilot study, is that it was assessed on only a small dataset of 50 e-mail messages.
The reason is that e-mail messages for research are hard to obtain because of the
privacy concerns involved. To assess the reliability and validity we also need access
to both the sender, the recipient and independent assessors, which makes it even
harder to find useful messages. Finally, the task of annotating e-mail messages is
labour intensive.
Despite the small dataset in the pilot study, we were able to obtain significant re-
sults. From these we can conclude that it is possible to assess the intent of a message
and the tasks that were conveyed by independent assessors on all the dimensions in
the taxonomy except for Implicit Reason. This suggests that the assessment of e-mail
intent and tasks in e-mail messages is easier than query intent as there were few valid
dimensions found by Verberne et al. (2013) for query intent. This is not surprising,
as an e-mail message contains much more textual content than a query to base the
assessment on.
In the main experiment, we annotated selections of the Enron and Avocado
datasets using the task-based taxonomy. The limitation here is that we could
not assess the validity as the original senders of the messages were not available.
Furthermore, because of the strict license agreements for the Avocado dataset we
could not use crowd-sourcing for annotation. This forced us to only annotate a
very small portion of the messages (less than 1% of the messages). Nevertheless,
the similarities between the distributions of the two datasets do not give reasons to
doubt the representativeness of the data.
A final limitation is in the analysis of the conversations. The conversations that
were selected may not have been complete. Senders and recipients may have deleted
messages before they were collected in the Enron or Avocado datasets. This may have
distorted the analysis of the conversations.
These limitations show the challenges in working with e-mail data. E-mail mes-
sages are very sensitive to privacy concerns. Moreover the datasets are often incom-
plete because of messages that are deleted. Still, the annotations are an important
contribution to the field. More effort should be taken to develop good annotated
datasets of e-mail messages that can be shared with the research community, in or-
der to make it possible to compare results.
3.6. CONCLUSION AND FUTURE WORK
In this chapter we presented a new taxonomy for an intent-based and task-based
classification of e-mail messages. This taxonomy consists of the dimensions E-mail
Act, Reply Expectation and Number of Tasks that are assessed at the message level.
The dimension Implicit Reason is assessed at the message level as well, but its reli-
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ability and validity should be investigated further. The task dimensions in the tax-
onomy consist of the dimensions Spatial Sensitivity, Time Sensitivity and Task Type.
These are assessed for each task that is identified in an e-mail message.
The taxonomy was used in an annotation experiment with a selection of mes-
sages from the Enron and Avocado e-mail datasets. The resulting annotated datasets
are available for future research5.
Finally, we presented a number of analyses of the annotated data. These allow
us to answer our research questions. The first research question was “To what extent
do corporate e-mail messages contain tasks”? We can conclude that approximately
half of the e-mail messages contain a task. Moreover, typically only one task at a time
is conveyed in a message. Furthermore, most messages are sent to deliver informa-
tion or to request information. Requests are not often rejected. The implicit reason
for sending messages is typically because of general collaboration, an administra-
tive procedure or personal reasons. In terms of reply expectation, about half of the
messages do not require a reply. If a reply is needed, it typically does not need to be
immediate.
For our second research question “What are the characteristics of tasks in e-mail
messages?” we can conclude that most tasks can be executed everywhere (low spatial
sensitivity). Some tasks do have a high or very high time sensitivity such as a dead-
line, but the likeliness of this happening depends strongly on the company. The type
of the task is mostly informational or procedural. This is not surprising, as both e-
mail datasets are collected in a knowledge worker environment where the exchange
of information is an important part of the work.
Finally, about the third research question “How does a work-related e-mail con-
versation evolve?” we can conclude that there is a high probability that a deliver
message is followed after another deliver message. This suggests that much informa-
tion is delivered, even without a request. Furthermore, requests are mostly delivered
or being committed to, and deliver messages are often followed by greet messages.
These greet messages are most likely thank you messages.
The annotations on these datasets can be used for research into (automatic)
task-based categorizations of messages. Detecting whether a message contains a
task, whether a reply is expected, or what the spatial and time sensitivity of such
a task is, can help in providing a more detailed priority-estimation of the message
for the recipient compared to existing work (Aberdeen, Pacovsky, and Slater, 2010;
Sappelli, Verberne, and Kraaij, 2013a). Such a priority-based categorization can
support knowledge workers in their battle against e-mail overload. For this reason,
future work should be directed at the automatic classification on the dimensions in
the taxonomy. This requires research to which dimensions can be assessed using
machine learning techniques, which features optimally model each dimension and
which classifiers are best suited for the task.
5http://cs.ru.nl/m˜sappelli/data/
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Collecting a dataset of information behaviour in context. In: Proceedings of the 4th
Workshop on Context-awareness in Retrieval and Recommendation (CARR @ ECIR
2014).
We collected human–computer interaction data (keystrokes, active applications, typed
text, etc.) from knowledge workers in the context of writing reports and preparing
presentations. This has resulted in an interesting dataset that can be used for different
types of information retrieval and information seeking research. The details of the
dataset are presented in this chapter.
4.1. INTRODUCTION
This research project is part of the project SWELL1 (Smart Reasoning Systems for
Well-being at home and at work). Our overall objective is to increase the physical and
mental well-being of knowledge workers2. We monitor their behaviour and provide
them with an unobtrusive digital assistant that advises them about fitness-improving
and stress-reducing behaviour.
In light of this project, we have collected a dataset of human–computer interac-
tions during typical knowledge worker’s tasks (Koldijk et al., 2013). In this data we
find a large body of natural search behaviour data. Together with the detailed in-
formation of the user’s computer activities, we think that this dataset is interesting
1http://www.swell-project.net
2A knowledge worker is a person whose job involves handling or using information. Nowadays, almost all
office jobs are knowledge worker jobs.
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“The aim of the experiment is to observe a knowledge worker during his/her tasks. To set a realistic scene you will
be working on some typical knowledge workers task in an office setting, these include writing essays and preparing
presentations. Additionally, you may receive e-mail messages during the experiment. You are allowed to read these, as
they may contain useful information. In directory XXX you can find some material that may be helpful for your tasks,
or you can use the internet to find information.
The experiment is made up of three blocks of activities. Before each block we will present you with an instruction for
the activities in that block. After each block you will be asked to fill out a small questionnaire. The entire experiment
will take about 3 hours, depending on your own speed. The amount of compensation you will receive depends on how
many tasks you finished and the quality of your work. The minimal amount you will receive is 30 euros, the maximum
is 40 euros. In each block you will be asked to prepare 3 presentations. At the end of the experiment we will choose one
of these for you to present to us.”
Figure 4.1: The general instructions that were given to the workers during the experiment.
for the Information Retrieval community because it describes information seeking
behaviour in a work context. In this chapter we describe how we collected and pre-
processed the data and show statistics about the collected data. Additionally we will
provide some examples of research that could be done with this dataset.
We will make the dataset available for research purposes.
4.2. METHOD
The main purpose of the data collection experiment that we carried out was to study
stress among knowledge workers during a typical work day (Koldijk et al., 2013). The
setup of the experiment was aimed at collecting data to recognize user activities dur-
ing their work at the computer. The subjects were asked to write reports on a total of
6 given topics and prepare presentations for three of the topics.
The experiment in which the data were collected captured three conditions: a)
a neutral condition in which the participants were asked to work as they normally
do; b) a condition in which they were time pressured and c) a condition in which
they were interrupted with email messages. Each of the conditions lasted between
30 and 45 minutes. In the remainder of this section we will describe the tasks in more
detail. For more information on the conditions and the stress related data collection
we refer to Koldijk et al. (2013).
4.2.1. PARTICIPANTS
We collected data from 25 participants with an average age of 25 (std 3.25). This
number of participants is sufficient for within-subject measurements. There were
8 females and 17 males, and the participants were recruited among university stu-
dents and interns at TNO3. 23 participants wrote their reports and presentations in
English, two used Dutch. All participants received a standard subject fee for exper-
iment participation. To motivate the students to do their best on the reports, they
were told that the height of the fee was dependent on their performance.
4.2.2. MATERIALS
The participants executed their tasks on a laptop computer equipped with Microsoft
Office. The default browser was Internet Explorer with www.google.nl as start page.
3Dutch institute for applied scientific research
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Also, uLog version 3.2.54 was installed. uLog is a key-logging tool that saves the ac-
tive application, window title, url or file that is open, caption information, mouse
movements, mouse clicks and keyboard activity with timestamps. Additionally the
desktop was recorded with GeoVision’s CCS5 and the browser history was saved with
IEHistoryView version 1.656. Additional data types include: camera recordings for
facial expressions, heart rate, skin conductance and 3D postures using Kinect. The
participants had access to the general instructions of the experiment at all times.
These can be found in Figure 4.1.
TASKS
In each of the conditions the participants randomly received two out of six tasks,
one opinion task and one task that required more information seeking. The short
descriptions of the opinion tasks were:
• “Your experience and opinion about stress at work.”
• “Your experience and opinion about healthy living.”
• “Your experience and opinion about privacy on the internet.”
The informational tasks were:
• “5 Tourist attractions in Perth, West Australia.”
• “A plan for a coast to coast roadtrip in the USA.”
• “The life of Napoleon.”
The longer descriptions of the tasks as presented to the participants are available
in the dataset.
E-MAIL MESSAGES
In the condition where participants were interrupted with email messages, these
messages sometimes contained tasks or questions. This resulted in two additional
topics in the data: Einstein and Information Overload. The exact content of the re-
ceived email messages is available in the dataset.
QUESTIONNAIRE
We also collected responses to self-reporting questionnaires addressing Task Load,
Mental Effort, Emotion and Perceived Stress. The participants were also asked about
their interest in the topics and how complex the topic was to them. The outcome of
this questionnaire will be discussed in a separate publication.
4http://www.noldus.com/human-behaviour-research/products/ulog
5http://www.geovision.com.tw
6http://www.nirsoft.net/utils/iehv.html
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4.2.3. PROCEDURE
At the beginning of the experiment the participants were asked to fill out some ques-
tionnaires about their health background. They were also given the general instruc-
tions. At the beginning of each condition the participants were asked to watch a re-
laxing movie for 10 minutes. This was necessary to get an adequate resting heart rate
baseline for the stress research. After that, the participants could look at the given
topics for the condition and start their work. They were told to give a signal when
they were ready in the neutral condition, or to stop writing when the timer went off
in the time pressure condition. After the experiment leader paused all sensors, the
participant was given a next set of questionnaires related to stress and a question-
naire related to interest in the topics. The participant was allowed to take a break
and walk around between the conditions.
4.3. RESULTING DATASET
The dataset we present contains all computer interaction data that was recorded dur-
ing the experiment. Most importantly this dataset contains the data coming from
the uLog key-logger as well as the data collected from the IEHistoryView. Figure 4.2
presents a small excerpt from a uLog datafile. This example shows the event ‘Window
“http:// www.google.nl” – Windows Internet Explorer activated’.
Figure 4.2: Example of uLog data
4.3.1. EVENT AGGREGATION AND MANUAL LABELLING
Besides the raw key-log data, we also provide a variant of the dataset in which the
collected history-files and uLog-files have been preprocessed. In this dataset, indi-
vidual events are aggregated to meaningful event blocks. We defined the start of a
new event block as either an application switch, or a change in window title. In total,
our data collection consists of 9416 event blocks.
All the keys typed and all captions (mouse-over tool tips) that occurred within
one event block are concatenated into strings and the number of mouse clicks per
event block is counted. From the recorded Google URLs we extracted the queries
that were entered using a regular expression.
For future training and testing purposes (e.g. for topic detection), we collected
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Figure 4.3: Example of presented event block to annotators. The typed text was shown in a box to the left
of the file window
manual topic labels for the event blocks. For the labelling, we used the crowd sourc-
ing platform Amazon Mechanical Turk because of the large number of event blocks.
The event blocks were presented to the annotators in a desktop-like setting to mimic
the desktop view of the user during the experiment (Figure 4.3). The annotators were
asked to select 1 topic label and also indicate on a scale of 1-5 how certain they were
of their decision. The event blocks were shown in random order, so they could not
use any session information. The labels were the 8 topics, and an additional topic
‘indeterminable’ when the event block did not contain any identifiable topic, for ex-
ample when just the website ‘www.google.nl’ was shown.
Table 4.1: Overview of features collected per event block, with example values
feature example value
id 6
participant id 2
begin time 20120919T132206577
end time 20120919T132229650
duration (seconds) 24
# clicks 3
typed keys we austra;i lia
application iexplore
window title Google - Windows Internet Explorer
caption New Tab (Ctrl+T) New Tab (Ctrl+T)
url http://www.google.nl/search?hl=nl&
sclient=psy-ab&q=australia+&oq=australi
domain www.google.nl
query australia
Label Perth
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Table 4.1 shows an overview of the features collected per event block, with an ex-
ample value for each feature. Table 4.2 shows the distribution of the labels in our
data. 121 event blocks were not labelled because of problems with the annotating
system (Amazon Mechanical Turk). Inter-annotator reliability was measured on a
stratified subset of the data with 10 random event blocks from each participant. Co-
hen’s κ was 0.784, which indicates a substantial agreement.
Table 4.2: Features in aggregated dataset and details on the labeled data
Total no. event blocks 9416
Average no. event blocks per participant 377
No. of ‘Indeterminable’ blocks 4347
No. of ‘Einstein’ blocks 117
No. of ‘Information Overload’ blocks 67
No. of ‘Stress’ blocks 612
No. of ‘Healthy blocks 637
No. of ‘Privacy’ blocks 269
No. of ‘Perth’ blocks 1248
No. of ‘Roadtrip’ blocks 1170
No. of ‘Napoleon’ blocks 828
No. of blocks failed to label 121
4.3.2. EXAMPLES OF ANALYSES WITH THE DATA
Several types of analyses are possible with the data. In previous work (Koldijk et al.,
2013), we have studied the relations between stressors (time pressure, incoming
e-mails) and sensor measurements (number of keystrokes, facial expression). We
now discuss two types of analyses related to Information Retrieval: a query-central
(system-oriented) and a behaviour-central (user-oriented) analysis. The multi-
modal aspects (camera and desktop recordings) of the data may be exploited in
future research.
SYSTEM-ORIENTED ANALYSIS
As an example of a system-oriented analysis, we investigated the automatic estima-
tion of relevance of URLs for each user query based on the user’s interactions fol-
lowing the query. Per query, we extracted the URLs that were accessed in the query’s
event block and the event block after it. A common variable to estimate the rele-
vance of a page is a dwell time of at least 30 seconds (Guo and Agichtein, 2012).
Since we have interaction data available, and we know that the user was collecting
data for writing a report or a presentation, we not only calculated the dwell time on
each web page but also registered whether the next active application was Word or
Powerpoint, and if the user typed control-c in the browser before making this switch
(copying text). Table 4.3 shows the results of this analysis. Note that the total number
of queries in the first row includes duplicate queries that are recorded when the user
clicks on a result and goes back in his browser. The table shows that if dwell time is
used as only relevance criteria, only 44 pages would be judged as relevant. Taking
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Table 4.3: Results of the query-central analysis
Total # of queries 980
of which followed by a click on a URL 732
of which followed by a switch to Word/Powerpoint 125
of which with control-c 15
with a dwell time of >= 30 seconds 44
into account the switches to Word and Powerpoint, this number is much higher. Ta-
ble 4.4 shows an excerpt of the processed interaction data, focussing on a series of
queries and the clicked web pages for those queries.
BEHAVIOURAL ANALYSIS
Figure 4.4 shows an example of a behavioural analysis: a transition graph for the
workers’ information behaviour. It shows that when users are asked to write reports
or prepare presentations on a relatively new topic, they spend more time on web
pages than in the report they are writing, and they switch frequently between URLs
and the report in order to gather the relevant information. The graph also shows the
relatively frequent interruptions of e-mail, which is known to be very common for
knowledge workers (Whittaker and Sidner, 1996).
4.4. DISCUSSION
We encountered a few challenges in processing and analysing our dataset. First,
the data that we collected is rich and comes from multiple sources. We found that
combining the data from the key-logging software and the browser history software
was not trivial, even with exactly matching timestamps. This was because the user
could have multiple tabs active in the browser, with not all tab titles being sepa-
rately recorded by the key-logging software. Second, users clicking one of Google’s
query suggestions sometimes led to incomplete queries and missing URLs. For ex-
ample, we found that the query ‘napol’ lead to the URL http://nl.wikipedia.org/wiki/
Napoleon_Dynamite. We suspect that his happened because the user selected the
suggested query ‘napoleon dynamite’ after the offset ‘napol’, and then clicked the
Wikipedia URL. Third, in some cases the window title of the browser did not change
when a user clicked on a result (especially when the click was a result from Google
Images), which caused the clicked URL to be included in the same event block as
the query, and dwell time was missing for this particular URL. Fourth, the browser
logging resulted in a lot of noise. We had to filter out a large amount of on-page
social media plug-ins, advertisements and icons. In addition, browsing the Google
domain leads to many additional URLs. An extreme example was 25 occurrences of
the Google Maps URL http://maps.google.nl/maps?hl=nl &q=usa&bav=on.2 in one
event block.
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Figure 4.4: Transition graph for the information behaviour of the workers. The size of the states
represents their relative frequency. The state ‘query’ represents events where the active appli-
cation is the web browser, in which a Google query and its results are shown. The state ‘Google’
represents events where a Google page is active without query. The state ‘OtherURL’ represents
events where the active application is the web browser, with another URL than Google. The
transition probability between states S1 and S2 was calculated as count (S1 → S2)/count (S2).
Only transitions with a probability > 0.1 are shown.
4.5. CONCLUSIONS AND FUTURE WORK
We collected and preprocessed a dataset of information behaviour of knowledge
workers in the context of realistic work tasks. The data set is relatively small in terms
of the number of participants, but large in terms of types of information collected.
The contributions of this dataset are: 1) it includes different types of data, including
key-logging data, desktop video recordings and browser history; 2) the information
seeking behaviour is completely natural because it results from the recording of user
behaviour during report writing, e-mail reading and presentation preparation; and
3) the search activities have been recorded together with the context of these other
tasks, which allows for future research in context-aware information retrieval.
II
CONTEXT OF THE KNOWLEDGE
WORKER
For me context is the key –
from that comes the understanding of everything.
Kenneth Noland
5
THE KNOWLEDGE WORKER AND
HIS CONTEXT
In this chapter we give an introduction on the notion of context. Furthermore we
present a conceptual and formal model of the context of a knowledge worker. The
context of a knowledge worker is highly dynamic and driven by events. We assume
that the knowledge worker is the centre of the context, but can be influenced by the
context as well. We assume that we can observe the context using sensors, independent
from the knowledge worker, but know that the interpretation of the sensed elements is
dependent on the knowledge worker.
The model includes the notion of a knowledge worker, resources and a possible inter-
action between them. Primarily the knowledge worker is engaged with a task (part of
the knowledge worker context) and the user can be distracted or helped by interaction
with resources.
5.1. INTRODUCTION
An important concept that we use in this thesis is the notion of ‘context’. ‘Context’
is a concept that is often used, but rarely defined. Since this is a possible source for
miscommunication, we provide some background on context and how we interpret
context in the remainder of this chapter.
We start with an overview of more philosophical literature on the concept of ‘con-
text’ in Section 5.2. Then we zoom in on the knowledge worker and his specific con-
text in order to answer the question “How can we model the context of a user and
what are the requirements of this model?”. We present a conceptual model of the
knowledge worker model in Section 5.3 and formalize it in Section 5.4. We end with
some possible application scenarios for the model in Section 5.5.
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5.2. DEFINITION OF CONTEXT
Previous attempts to get a grip on the concept of context describe it as a continuous
scale where each end of the scale describes an interpretation of context. Usually no
final definition is given, only a preference on where to reside on the scale. In the lit-
erature, multiple dimensions for defining context have been proposed. We describe
the three that we consider most important:
• Container vs. meaning (Dervin, 1997)
• Objective vs. subjective (Penco, 1999)
• Interactional vs. representational (Dourish, 2004)
5.2.1. CONTAINER VS. MEANING
Dervin (1997) describes context as a continuum where at one extreme of the contin-
uum context is interpreted as “a container in which a phenomenon resides”: “context
has the potential of being virtually anything that is not defined as the phenomenon
of interest” (p.112). So for example, if you receive a postcard everything but the post-
card itself can be considered as context; the envelop, where it was posted, the occa-
sion for sending it, but also the mail-man that delivered it, the vehicle that delivered
it etc. These choices are endless. Therefore, in practice dealing with context is a mat-
ter of choosing which aspects of the container relate to the phenomenon and which
aspects are relevant for your goal.
At the other extreme of the continuum, context is interpreted as “carrier of infor-
mation”: “context is assumed to be a kind of inextractible surround without which
any possible understanding of human behaviour becomes impossible” (p. 113). In
this interpretation context is still centred around a phenomenon, but it is also inter-
twined with the phenomenon; context gives meaning to the phenomenon and the
phenomenon gives meaning to the context and it is difficult to see where context be-
gins and the phenomenon ends. Dervin finds that in this sense, every context is by
definition different, and cannot be generalized. For applications it is rather impos-
sible to use the interpretation where context is the carrier of information, at best an
application can use context in a way where it adds meaning to a situation.
5.2.2. OBJECTIVE VS. SUBJECTIVE
A second continuum for context interpretation is given by Penco (1999). He distin-
guishes the objective view on context; a metaphysical state of affairs, where context
is simply a set of features of the world, from the subjective one, in which context is
seen as a cognitive representation of the world; a set of assumptions about the world
(e.g. beliefs). He concludes that you can never reach a definite representation of
context as it is assumed to be endless. In the end Penco doubts the existence of a
true objective context, since he beliefs that even the objective features of the world
are given from some subjective point of view. In most applications features will be
acquired in a consistent way, favouring the objective interpretation of context.
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5.2.3. INTERACTIONAL VS. REPRESENTATIONAL
The continuum by Dourish (2004) compares a representational view to an interac-
tional view. The representational view is explained by the definition of Dey, Abowd,
and Salber (2001): “any information that characterizes a situation related to the in-
teraction between humans, applications, and the surrounding environment” (p.97).
Dourish observes that this definition assumes that context can be known (context is
information), that one can define in advance what is included as context (context is
delineable), that the relevance of potential contextual elements is always the same
(context is stable) and that activity happens within a context (context is separable
from the activity). With this interpretation, practical use of context in applications
becomes a matter of finding which aspects should impact the behaviour of the ap-
plication. On the other end of the continuum Dourish positions the interactional
view. This view assumes that context is a relational property, meaning that some-
thing might be contextually relevant, but it is not context in itself. This also means
that context cannot be defined in advance, but has to be defined dynamically. In its
turn this implies that context is unique for each occasion of an activity, and thus that
context arises from the activity. Now the problem for context-aware applications be-
comes a matter of finding mutual understanding of context between the user and the
application rather than the proper encoding of context.
5.2.4. CONTEXT IN PERSONAL INFORMATION MANAGEMENT
All of these descriptions of context seem intuitive to some extent. There is a strong
relation between the container-view by Dervin, the objective view by Penco and the
representational view by Dourish in the sense that they all state that the context is
merely a set of information. However, the other extremes of the scales vary quite a
bit. We conclude that it is impossible to give a single definition of context. After all,
the definition of context itself is context-dependent. We can only sketch where our
interpretation resides on each of the scales and why. Of course this motivation, and
thus our choice of how we interpret context is context-dependent. In our case it is
determined by our end-goal, our final application, a system that supports working in
context.
Other researchers also took an application area as starting point for an opera-
tional definition of context. We describe a few of these approaches in terms of the
three scales that we described earlier.
In the personal information management scenario, Gomez-Perez et al. (2009) de-
fine context as “a set of information objects that are frequently accessed concurrently
or within a very short time-span”. Additionally, information objects that are similar in
terms of content may belong to the same context as well. They stress that for “work-
ing in context” to be helpful, relations between information sources in the same con-
text need to be meaningful to the knowledge worker and therefore they leave the ac-
tual definition of context (e.g. which groupings of objects are relevant) to the user.
Since the context is defined by the user we interpret this as a subjective view on con-
text. The feature-based approach and reasoning from information objects indicates
a representational interpretation, but the fact that they consider irrelevant groupings
of information objects to be meaningless suggests a view towards towards “context
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as meaning” on the scale of Dervin.
In contrast, several researchers have adopted the objective, representational,
“context as container” view (Ermolayev et al., 2010; Whiting and Jose, 2011; Devaurs,
Rath, and Lindstaedt, 2012): The ontological context model for knowledge workers
by Ermolayev et al. (2010) is based on a pragmatic selection of things that are
related to the entity on which the context is about. These include processes (for
example development of a controller) and objects such as persons, resources, tools
etc. Whiting and Jose (2011) share this view. Their model provides contextualized
recommendations of previously accessed information sources. The contextual
elements that are used for recommendation are summarized. These are fixed and
measured independent from the user’s beliefs.
Devaurs, Rath, and Lindstaedt (2012) also seem to agree with this view. They
present an ontological model for context, but do not take into account the user.
Ingwersen and Järvelin (2005) describe their nested model of context stratification
(p.281) in which they take the container-view one step further. Here context is cen-
tralized around a core with multiple dimensions of context around this core. In a
sense, these dimensions are all nested containers. Additionally, the core can be ei-
ther an object or a person, suggesting the possibility for both a subjective and an ob-
jective view on context. There is also an emphasis on actor’s experiences that form
expectations, proposing a somewhat interactional view. In Figure 5.1 these practi-
cal views on context in the personal information management and recommendation
scenario are mapped to the dimensions by Dervin, Penco and Dourish.
Gomez-Perez et al. (2009)
Ermolayev et al. (2010), 
Whiting et al. (2011),
Devaurs et al. (2012)
SWELL
Representational
Interactional
Objective
Subjective
Container
Meaning
Ingwersen et al. (2005)
Figure 5.1: Visualization of the scales of context and where our interpretation and approach to context re-
sides compared to a selection of existing approaches in the domain of personal information management
and recommendation
We propose to take the golden mean in terms of these scales. We assume that
this golden mean will make an application more robust as it will have elements of all
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views. In our proposal context is centred around a user, consistent with the container
view, but the context will also be used as something that adds meaning to a situation.
The context will be sensed in an objective setting, but the user will be taken into ac-
count in weighting the sensed elements, which adds a subjective component. Finally
some contextual elements will be defined of which we think are relevant for the appli-
cation (representational), but we reason based on events (interactional). Addition-
ally we distinguish detecting context, which is highly dynamic (interactional), from
identifying context (an aggregated form of context) which is more representational
in nature.
As the definition of context is vague, most researchers in context-aware systems
define their own set of contextual elements that they model. Since there is no con-
sensus on the contextual elements to include we present our own view on context
in this sections. We focus on the contextual elements of the knowledge worker’s life
that are relevant for supporting him in order to make his work more effective and
efficient.
5.3. CONCEPTUAL MODEL OF THE KNOWLEDGE WORKER’S
CONTEXT
When we talk about the context of a knowledge worker, the user (the knowledge
worker) is the central point of reasoning, and we are interested in those elements
that influence the user. However, it is still unclear which elements are important and
how they interact with each other. In Figure 5.2 we present our view on the knowl-
edge worker and his context in a conceptual model1. This model is formalized in
Section 5.4. The formal model can be used to reason about certain activities of the
knowledge worker, such as which resource he is going to select, what the knowledge
worker is going to learn, and how we can determine which task a knowledge worker
is executing.
We consider a knowledge work environment. Typical for such an environment
is that it includes a knowledge worker and one or more resources. The knowledge
worker interacts with these resources to achieve his or her goals. Goals are achieved
by formulating strategies, which consist of one or more tasks. We assume that a
knowledge worker is a person who is characterized by:
• a task that the knowledge worker wants to execute, which is part of a strategy
that is devised to achieve some goals related to knowledge work.
• a cognitive state: consisting of (1) general knowledge that the knowledge
worker has obtained by education or by in previous experiences and (2)
assumptions about the knowledge work environment in general and the
resources in it in particular.
• an emotional state: the emotions and energy a knowledge worker has
1Edited from: Maya Sappelli, Suzan Verberne, Wessel Kraaij (2015) Adapting the interactive activation
model for context recognition and identification, Submitted to: ACM Transactions on Interactive Intelli-
gent Systems.
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Figure 5.2: Conceptual model of context for a knowledge worker.
• at each moment a limited amount of available attention that he can give
We assume that a resource is characterized by:
• a purpose for which it was created
• a knowledge state (optional): consisting of (1) knowledge that can be trans-
ferred and (2) in the case of personalized systems, assumptions about the
knowledge worker
• presentation (in what condition is the resource). The presentation is assumed
to contribute to both formal and informal communication
• at each moment a required amount of attention that is needed for successful
interaction
Examples of resources are: another person, a device such as a computer, but also the
lighting in the location where the knowledge worker is. Of course a resource such as a
lamp has no assumptions and does not have relevant knowledge that it can transfer.
A lamp, however, is capable of influencing the attention and emotions of a knowledge
worker, which is why it is still considered as a resource.
In the context of the task to be executed, knowledge worker K may choose to
interact with some resource R. For this interaction we assume:
• The interaction of K with R has an effect on both the involved knowledge
worker and resource, but not on other knowledge workers or resources.
• The interaction of the knowledge worker with the resource is rationally
guided by the task that K wants to execute. Furthermore, the interaction is
constrained by the assumptions and knowledge K has of resource R.
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• Additionally the interaction is constrained by the purpose for which resource
R was created.
• The interaction of K with R can be (positively or negatively) influenced by the
emotions of K .
There are two possible effects from the interaction of K with R:
• the intended effect: the effect that was anticipated by K , and was the reason to
initiate this interaction. Most likely this effect brings K closer to fulfilling his or
her task.
• the unintended effect: the effect that was not anticipated by K .
These interactions are influenced by the amount of attention that K has available.
Some things will not be perceived consciously, because K is not focusing on it. This
creates two possibilities:
• K is focused on the effects of the interaction that help to achieve the tasks in-
volved.
• K is focused on the effects of the interaction that distract from these tasks.
Furthermore, a resource R can have a conscious or unconscious effect on the knowl-
edge worker, even when he or she does not explicitly interact with R. This effect can
be on all aspects of K . For example the presentation of R can alter the assumptions
K has about R (form example, R looks broken to K ). Also, it can have an effect on the
emotional state of K or the amount of available attention.
In this thesis we assume that the knowledge worker takes the initiative to interact
with a resource, and that this can not happen the other way around. Furthermore we
do not consider the conscious or unconscious effects that a resource may have on a
knowledge worker when there is no explicit interaction.
To achieve his goals, a strategy of knowledge worker K could be to engage in the
interaction with a resource that most likely has the best positive influence on the
current task.
5.4. FORMAL MODEL OF THE KNOWLEDGE WORKER’S CON-
TEXT
In this section we extract the relevant concepts from the way of thinking and describe
their relations. A knowledge work environment Kwe = 〈Kw,Rs,Kd〉 is modelled as a
structure consisting of:
1. a set Kw of so-called knowledge workers,
2. a set Rs of so-called resources,
3. Kd is a knowledge domain, consisting of sets Kn of knowledge items.
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In our model, we see a knowledge state as the assignment of an awareness level (real-
value taken from [0,1]) to each knowledge item. The set Ks of knowledge states thus
is described as Ks=Kd→ [0,1], or, the set of all such functions. There are no limita-
tions as to what a knowledge item can be.
Furthermore, we assume a set Ek of emotional states that knowledge workers
may have (e.g. happy, sad), and a set Er describing the presentation states that a
resource may have (e.g. functioning, broken).
The set T consists of all possible tasks some knowledge worker may perform.
Each task t ∈T is seen as a structure t = 〈N,L〉 where N is the identifying task label
and L ∈Ks the required knowledge state to be able to fulfil that task.
Next we focus on the knowledge workers. A knowledge worker K ∈Kw is a struc-
ture K = 〈T,L,E,F〉 consisting of:
1. a set T⊆T a tasks to be performed by that knowledge worker,
2. the knowledge state L ∈Ks of the knowledge worker;
3. the current emotional state E ∈Ek of the knowledge worker;
4. the attention/focus F ∈Kd of the knowledge worker.
The set
{
k ∈Kd ∣∣F(k)> θ1 } consists of all knowledge items that are in the focus of the
knowledge worker and which can be learned, where θ1 determines the threshold for
knowledge items to be in that learning set.
We continue with the discussion of resources. In our model, a resource R from Rs
is seen as a structure R = 〈P,L,E,F〉 consisting of:
1. a set P⊆T of tasks for which the resource can be used,
2. the current knowledge state L of the resource
3. the current presentation state E ∈Er of the resource
4. the attention/focus F ∈Ks of the resource.
Only the items that are sufficiently visible in the focus F will be transferred to the
knowledge worker who requested the interaction with the resource. A knowledge
item r is sufficiently visible in the focus, when its awareness exceeds some threshold
θ2, or: F(r ) > θ2. An example of the focus of a resource such as a computer are the
knowledge items that are visible on the screen.
This completes the introduction of the concepts and their relations in our model.
5.4.1. OPERATORS ON KNOWLEDGE STATES
In this subsection we will introduce some convenient operators on knowledge states.
commonality The commonality f ¯g of knowledge states f and g is defined as: ( f ¯
g )(x)=min( f (x), g (x)) for all x ∈Kd.
aggregation Let f and g be two knowledge states, then the aggregation f + g of f
and g accumulates these both knowledge states into a new one. The operator
+ :Ks×Ks→Ks is defined as: ( f + g )(x)=min( f (x)+ g (x),1) for all x ∈Kd.
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difference The difference f − g of knowledge states f and f is is defined by ( f −
g )(x)=max( f (x)−g (x),0) for all x ∈Kd. For convenience, we assume the oper-
ator− is left-associative, meaning that f −g−h is to be interpreted as ( f −g )−h.
Furthermore, is is easily derived that f − g −h = f −h− g .
similarity The function Sim :Ks×Ks→ [0,1] measures the similarity between knowl-
edge states. A typical definition is the so-called cosine measure.
5.5. USING THE MODEL OF THE KNOWLEDGE WORKER’S
CONTEXT
The concepts and their relations as introduced in the previous subsection, allow us
to reason about our application domain. We will describe a typical interaction step
of a knowledge worker k. Note that as a result of this interaction, the internal state
of the knowledge worker will change. We assume that the knowledge worker is in-
volved in task t . Consequently, the knowledge worker has to extend his knowledge
state from Lk to cover the required knowledge Lt also, or, Lk +Lt . Usually this will re-
quire interaction with several resources. We will describe how the knowledge worker
may select the best resource and what the effect of the interaction on the knowledge
worker will be. Figure 5.3 can be used as a visual representation of the knowledge
domain and the relations that play a role in these selection and learning processes.
𝐿𝑘
𝐿𝑡
𝐹𝑘
𝐹𝑟
𝐿𝑚𝑖𝑠𝑠𝑒𝑑
𝐿𝑡= knowledge state required for task
𝐿𝑘= current knowledge state of 
knowledge worker
𝐿𝑟= knowledge state of resource
𝐹𝑘= knowledge state in focus of 
knowledge worker
𝐹𝑟= knowledge state currently
presented by resource
𝐿𝑙𝑒𝑎𝑟𝑛𝑒𝑑= task-relevant knowledge
presented by resource that is 
transferred to knowledge worker
𝐿𝑚𝑖𝑠𝑠𝑒𝑑= task-relevant knowledge
presented by resource that is missed
by knowledge worker
𝐿𝑙𝑒𝑎𝑟𝑛𝑒𝑑
𝐾𝐷
Figure 5.3: Visual representation of the knowledge domain and relations between knowledge state con-
cepts
The knowledge gap may be expressed as Lt −Lk .
As a result, the knowledge worker will select the resource r with knowledge pro-
vision potential Lr most similar to this knowledge gap:
r ∈ argmaxxSim(Lx , (Lt −Lk )
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where argmaxx f (x) is the set of all arguments x for which f (x) is maximal.
Next we consider the situation after the interaction of the knowledge worker with
this resource r . As a consequence of the input provided by the knowledge worker
during the interaction, we assume the resource r has presented Fr to the knowledge
worker. So the knowledge worker could in theory have learned Lpossible = (Fr −Lk )
from this interaction with r . However, we assume that the learning takes place in the
context of a task. This means that we can further categorize the learning gain in an
unintended and an intended part:
1. The intended gain is what the knowledge worker wanted to learn to come
closer to the fulfilment of task t : Llearned = (Lt −Lpossible)¯Fk . Since the
learning is restricted to this focus Fk of the knowledge worker it is possible that
the intended gain was not optimal. The remaining part is what the knowledge
worker could have learned but missed: Lmissed = (Lt −Lpossible)−Fk .
2. The unintended gain is that what the knowledge worker learned but was not
related to the task: Lextra = Fk −Lpossible. The unintended gain can come
from the resource with which the knowledge worker was interacting, or from
the resources that he was not consciously interacting with:
(a) unintended gain from resource r : Lextra = (Fk −Llearned)¯Fr
(b) unintended gain from remaining resources Lextra =Fk −Fr
After the interaction with the resource, knowledge worker k will be in the state
Lr +(Fr −Lk ). At this point the focus of the knowledge worker and / or emotional
state may have changed, and, if required, the knowledge worker is ready to select the
next resource for interaction.
The model can also be used to deduce which task a knowledge worker is most
likely working on, which is a form of context identification. Task or context prediction
is useful for many context-aware support mechanisms such as the one we describe
in Chapter 9. In order to predict which task a knowledge worker is working on, we
need to observe the information that the knowledge worker is focused on Fk . As-
suming that the knowledge worker will focus on the information that is relevant for
his task, the most likely task t ∈ T that the knowledge worker is engaged in is the one
for which the similarity to Fk is largest: t = argmaxtSim(Lt ,Fk )). In the next chapter,
we operationalize the model presented in this chapter in order to predict which task,
or more specifically which project, a knowledge worker is working on.
5.6. CONCLUSION
In this chapter we gave an introduction to the notion of context. Inspired by the lit-
erature in Section 5.2 we conclude that the context of a knowledge worker is highly
dynamic and driven by events. We assume that the knowledge worker is the cen-
tre of the context, but the context can influence the knowledge worker as well. We
assume that we can observe the context using sensors, independent from the knowl-
edge worker, but know that the interpretation of the sensed elements is dependent
on the knowledge worker.
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Another important conclusion of the literature was that in order to make it more
clear what is meant by “context”, a subset of contextual elements that is relevant
for the application needs to be described. Therefore, we described the context of
a knowledge worker in more detail in a conceptual and formal model.
In the conceptual model of the context of a knowledge worker we focus on the in-
teraction of the knowledge worker with his surroundings. Both the knowledge worker
as well as the resources he interacts with are partly observable and partly unobserv-
able.
The formal model showed us that the model is indeed capable of modelling the
aspects that are important in a knowledge worker’s life. Using the model it is possible
to reason about resource selection (which resource will the knowledge worker inter-
act with) and learning (which knowledge will the knowledge worker gain at a certain
moment in time). The model also allows for reasoning about which task a knowl-
edge worker is most likely involved in at a certain moment. This is a form of context
identification, where the context is aggregated into a task and is useful in context-
aware applications. In the next chapter we will operationalize the context model in
order to do evaluate its effectiveness in context identification. In Chapter 9 we will
use the operationalized model for context-aware support in the domain of document
recommendation.
6
ADAPTING THE INTERACTIVE
ACTIVATION MODEL FOR CONTEXT
RECOGNITION AND
IDENTIFICATION
Edited from: Maya Sappelli, Suzan Verberne, Wessel Kraaij (2016) Adapting the in-
teractive activation model for context recognition and identification, Under revision:
ACM Transactions on Interactive Intelligent Systems.
In this chapter, we propose and implement a new model for context recognition and
identification. Our work is motivated by the importance of ‘working in context’ for
knowledge workers to stay focused and productive. A computer application that can
identify the current context in which the knowledge worker is working can (among
other things) provide the worker with contextual support, e.g. by suggesting relevant
information sources, or give an overview of how he spent his time during the day.
Our model is based on the interactive activation model. It consists of a layered con-
nected network through which activation flows. We have tested the model in a context
identification setting. In this case the data that we use as input is low-level computer
interaction logging data.
We found that topical information and entities were the most relevant types of infor-
mation for context identification. Overall the proposed model is more effective than
traditional supervised methods in identifying the active context from sparse input
data, with less labelled training data.
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6.1. INTRODUCTION
In our project SWELL1 we aim to support knowledge workers in their daily life. One
aspect is their working life. With the increasing amount of information they have
to handle, knowledge workers can get overwhelmed easily: a phenomenon referred
to as ‘information overload’ (Bawden and Robinson, 2009), and filtering irrelevant
information or ‘working in context’ is deemed beneficial (Gomez-Perez et al., 2009;
Warren, 2013). Additionally, with the arrival of smart phones and “any place, any
time information” (e.g. the wish and opportunity to access information at any place
at any time), proper work-life balance is at risk.
This creates two use cases for supporting knowledge workers. In the first use case
(‘working in context’) we aim to support knowledge workers by filtering information
based on their current activities (providing contextual support). Ardissono and Bosio
(2012) have found that task-based and context-based filtering reduce the user’s cur-
rent workload. Thus, by recommending and highlighting information that is relevant
to the context, while blocking information that is out-of-context, we help the user to
stay focused on his current task.
In the second use case (‘user-context awareness’) we aim to make users aware
of their activities and work-life balance, by showing them a record of their activities.
A concrete example is by means of ‘hour tracking’. Many companies ask their em-
ployees to define how much time they spend on each project during a week for cost
definition purposes. By providing the user with an automatic overview of his day or
week, the employee can save time on this task.
Both use cases, that are closely related to life logging (Gurrin, Smeaton, and Do-
herty, 2014), require us to keep track of what the knowledge worker is doing during
the day. That is, we aim to identify the user’s context.
Unfortunately, context is a vague concept. Many researchers (Akman and Surav,
1996; Dervin, 1997; Penco, 1999; Dey, Abowd, and Salber, 2001; Dourish, 2004) have
tried to define the concept, but it seems difficult to get a good grip on it. There is
neither a clear answer to what the ‘context’ in ‘working in context’ is nor how it can
be recognized automatically. This will be the focus of this chapter.
In section 5.2 we analysed related literature on context and context modelling.
We are not only interested in what context should look like for our application, but
also how the user’s activities can be mapped to meaningful contexts. That is why we
present an overview of existing approaches to recognizing context automatically in
section 6.2.2. One of the conclusions is that a complete conceptual framework for
describing and reasoning about context and its constituting elements is missing. We
presented our own definition and model of context in section 5.3. These provide the
starting point for a computational model of context. The main contribution of this
chapter is a novel approach and implementation for context recognition and iden-
tification which is described in section 6.3. Compared to existing approaches, this
method aims to keep the effort to use the system as low as possible. This means that
little or no labelled data is required to initialize the method, which ensures that we
do not add to the load of the knowledge worker.
1http://www.swell-project.net
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Our research questions are:
1. RQ1: How can we implement the model for context identification in a way that
requires a minimal amount of labelled data for training?
2. RQ2: What information is required for successful context identification?
3. RQ3: How effective is our model in identifying the user’s context?
6.2. BACKGROUND AND RELATED WORK
In this section we present an overview of literature on context in personal informa-
tion management and context recognition and identification approaches.
6.2.1. CONTEXT IN PERSONAL INFORMATION MANAGEMENT
Context is a concept that is often used, but rarely defined. Since this is a possible
source for miscommunication, we provide some background on context and how
we interpret context in the remainder of this chapter. We describe literature from
the field of personal information management (a sub field of Information Retrieval
and Information Science), as this area is most relevant for the support of knowledge
workers.
In the research area of personal information management, Gomez-Perez et al.
(2009) define context as “a set of information objects that are frequently accessed
concurrently or within a very short time-span”. Additionally, information objects that
are similar in terms of content may belong to the same context as well. They stress
that for “working in context” to be helpful, relations between information sources in
the same context need to be meaningful to the knowledge worker and therefore they
leave the actual definition of context (e.g. which groupings of objects are relevant) to
the user.
In contrast, several researchers have adopted a view on context that is not de-
pendent on the personal interpretation of the user (Ermolayev et al., 2010; Whiting
and Jose, 2011; Devaurs, Rath, and Lindstaedt, 2012): The ontological context model
for knowledge workers by Ermolayev et al. (2010) is based on a pragmatic selection
of things that are related to the entity on which the context is about. These include
processes (for example development of a controller) and objects such as persons,
resources, tools etc. Whiting and Jose (2011) share this view. They attempt to pro-
vide contextualized recommendations of previously accessed information sources
and summarize the contextual elements they use for that purpose. These are fixed
and measured independent from the user’s beliefs.
Devaurs, Rath, and Lindstaedt (2012) also seem to agree with this view. They
present an ontological model for context, but do not take into account the user.
Ingwersen and Järvelin (2005) describe their nested model of context stratification
(p281) in which they centralize context around a core and see multiple dimensions
of context around this core. In a sense these dimensions are all nested containers.
Additionally, the core can be either an object or a person, suggesting the possibility
for both a subjective and an objective view on context.
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In our approach, we will centre context around a user, allowing a subjective in-
terpretation of what this context should entail. We will sense context in an objective
setting, independent of the user. However, we will take the user’s actions into account
in determining the importance of the sensed elements, to maintain a subjective fo-
cus. In order to do so we will define some contextual elements of which we think are
relevant for the application, similar to previous approaches. Since we determine the
active contextual elements based on sensed events, the context detection becomes
highly dynamic.
6.2.2. CONTEXT RECOGNITION AND IDENTIFICATION
In the previous section we summarized some literature on the concept of context
from the field of Personal Information Management. Now we review the literature
into the process of automatic context recognition as it is an important element in
context-aware personal information management systems. In the presented litera-
ture, context recognition is essentially the mapping of one or multiple events (such
as the user’s active windows and typed keys) to a label that can be interpreted by
the user as a meaningful activity. We actually see this as context identification rather
than recognition. From the literature on context we have learned that context usually
entails a collection of many elements, thus context recognition should be the recog-
nition of these elements, and not the process of summarizing these elements in a
communicable label. In the remainder of this chapter we will use context identifica-
tion when we refer to the representation of context by a single label, while we will use
context recognition when we describe context by all its elements.
In any case, the context identification methods presented in literature vary in
the interpretation of what type of identification is interesting. The different types of
context identification methods we look at are: topic-based (section 6.2.2.1), process-
based (section 6.2.2.2) and memory-based (section 6.2.2.3). We present our own ap-
proach in section 6.3.
TOPIC-BASED CONTEXT IDENTIFICATION
The methods for topic-based context identification focus on generalizing events to
topics. For example by identifying some computer activities as related to “trip to
Rome” vs. “trip to Paris”.
There are several approaches. A first group of studies essentially sees context
identification as a categorization problem. These approaches are similar to docu-
ment categorization as they typically monitor the terms in the documents, docu-
ment sequence, or window title and map them to one of the context categories. The
classification algorithm varies from network-based (WordSieve by Bauer and Leake
(2001)), graph-based (SeeTrieve by Gyllstrom and Soules (2008)), Bayesian classifiers
(IRIS by Cheyer, Park, and Giuli (2005) and TaskTracer by Stumpf et al. (2005)) to SVM
(Task Predictor by Shen et al. (2006)).
Secondly, there are approaches based on clustering where the process is mainly
about finding clusters of related documents or windows and evaluating these on la-
belled data. In the Swish-system by Oliver et al. (2006) windows are clustered using
latent semantic indexing, in ACTIVE (Warren et al. (2010) and Štajner, Mladenic´, and
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Grobelnik (2010)) the authors use a weighted sum of cosine similarity for term over-
lap, social-network overlap and temporal proximity of documents and document ac-
cess. In ACTIVE the document or information object is central; context identification
is simplified to recording the cluster-tag that is given to the active information object
at cluster-time.
In a third approach by Maus et al. (2011), context identification is primarily a
manual process, done in their system Contask, which is integrated in the ‘Nepomuk
Semantic Desktop’ (Groza et al. (2007)). Users define tasks and can associate infor-
mation objects with these tasks. The users themselves are responsible for maintain-
ing the appropriate active context thread, however Contask does provide a service
where context switches are automatically detected with the purpose to propose the
user to initiate a context switch.
The reported accuracies and precision-recall values are difficult to compare as
each author evaluated his algorithm on small and private datasets. There is no pub-
licly available dataset to compare results because of privacy concerns related to the
data.
In these works, the main source of information is document content. In our work
we propose to use keystrokes, mouse clicks and window information as well as the
content of documents and other information objects as input variables for context
recognition and identification.
PROCESS-BASED CONTEXT IDENTIFICATION
In this section we describe literature on process-based context identification meth-
ods. These focus on identifying a context by generalizing the process that is involved
in the example. For example by identifying some activities as “planning a trip” vs.
“claim expenses”. Compared to the topic-based approaches the classes vary in the
process that is involved, rather than the subject of the activity as was the case in “trip
to Rome” vs. “trip to Paris”, which would both be classified as “planning a trip” in the
process-based approach.
For this type of context identification the approaches are similar to the topic-
based approaches ( 6.2.2.1). Granitzer et al. (2009) use a traditional classification ap-
proach in which they compare the performance of Naive Bayes, linear Support Vector
Machines (SVM) and k-Nearest Neighbour classifiers (k-NN). Naive Bayes performed
best for estimating the five tasks that the authors had defined, while k-NN with k = 1
performed best in estimating labels defined by the participants themselves.
Devaurs, Rath, and Lindstaedt (2012) and Rath, Devaurs, and Lindstaedt (2010)
also compare Naive Bayes and k-NN classifiers as well as J48 decision trees and lin-
ear SVM. In addition to features from the information objects in the data, keyboard
strokes, mouse events and other interaction features are used in the classifier. These
features are managed in their ontology-based user interaction context model, UICO.
The best classification results were obtained with J48 decision tree and Naive Bayes
classifiers.
A clustering method is described by Brdiczka (2010). Their task reconstruction
system uses a spectral clustering algorithm to find task clusters based on the tempo-
ral switch history.
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Furthermore, Armentano and Amandi (2012) used Variable Order Markov models
with an exponential moving average to predict the user’s goals from unix commands.
Koldijk et al. (2012) use a key logger to monitor a knowledge worker’s activity with
the purpose to track which tasks the user is performing. They investigate in a user
study which task labels the knowledge workers intuitively use. These tasks include:
read or write e-mail, write report, program, analyse data and search for information.
Additionally, they investigated whether these tasks can be recognized automatically
from the low level log events (such as mouse or key activity or the active application)
using automated classifiers (SVM, Naive Bayes,etc.). They found that with relatively
little data, i.e. a few hours, reasonable classification accuracy of 60–70% , depending
on the user, could be obtained. However, there were many individual differences and
there was no single classifier type that performed consistently over users.
In the SWELL project we use the work by Koldijk et al. (2012) to provide feedback
to the user on the activity level, but for our identification of context we are more
interested in a topic-based identification. The combination of feedback on activity
level and on context/topic-level gives the best insight on how the user has spent his
day, which is our goal in the ‘user-context awareness’ use case.
MEMORY-BASED CONTEXT RECOGNITION
Some authors interpret context recognition merely as a memory process, and only
use temporal information to recognize contexts. They do not identify a context as
label, but as a combination of tasks that were active at the same time: they memorize
which windows were previously open together with the current window.
An example is the study by Abela, Staff, and Handschuh (2010), they propose a
task-based user model that acts as a knowledge workers’ mental model of a task,
consisting of all computer resources related to that task. These should be used to
resume a task-state after it has been suspended. The authors indicate the problem
that different documents opened in the same application may belong to different
tasks, complicating the method to be used for making a task snapshot.
Additionally, Omata, Ogasawara, and Imamiya (2010) propose a project-
restarting system where files associated with a main file are automatically reopened.
Associations between windows containing files and the importance of the win-
dow are automatically predicted. Features they use are window depth, visible
representation ratio, and screen occupancy ratio.
Kersten and Murphy (2012) describe a task-focused desktop in which they
present users with lists of documents associated with the tasks. The list is trimmed
based on the frequency and recency with which a user interacts with the associated
documents to determine whether it is still interesting for that task. They describe a
longitudinal case study in which some university colleagues work with their system.
The users manually start and stop tasks, during an active task all accessed docu-
ments are automatically associated with the task. The authors find that users tend to
revisit tasks mostly the same day, suggesting that there is no need for auto-trimming.
These studies suggest that the memory-based approach is useful when we aim to
support the user’s work flow, but it is not usable to present the user with an overview
of his day (use case ‘user-context awareness’). Therefore, we focus on topic-based
context identification instead.
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6.3. CONTEXT RECOGNITION AND IDENTIFICATION USING
AN INTERACTIVE ACTIVATION APPROACH
The conceptual model in Figure 5.2 described the elements that play a role in the
context of a knowledge worker. In practice, the way the contextual elements influ-
ence each other is complex. To evaluate the model in a more straightforward task, we
identify what a user is working on. The method that we present, however, is designed
to be able to also take into account more complex tasks in the knowledge worker con-
text, and a more diverse range of contextual elements than which we evaluate in this
chapter.
For now, we describe a method to recognize and identify context. That is, we
extract meaningful contextual information from the interactions with the computer
(context recognition), and we attach a tag to it that the knowledge worker can inter-
pret as one of the tasks he is working on (context identification). In the evaluation
presented in Section 6.4 this task tag is the project name where the current activities
belong to. We continue with a description of the contextual information that we use,
after which we describe the novel context recognition and identification method.
6.3.1. CONTEXTUAL INTERACTIVE ACTIVATION MODEL (CIA)
In previous work (see Section 6.2.2), the information that has been used to recognize
context can be categorized in the following dimensions: time, terms or topics, so-
cial information and location. In Figure 6.1 we visualize the literature that has been
described in Section 6.2.2 in terms of the types of information that they have used.
In contrast to previous literature, the SWELL project aims to integrate all four di-
mensions of contextual information. Especially when working with multiple sources
of data it is important to realize that different types of information sources have dif-
ferent characteristics that need to be dealt with appropriately. For example, in e-mail
the sender and receiver are very important for categorizing the message, while for
documents the content is more important (Sappelli, Verberne, and Kraaij, 2012; Sap-
pelli, Verberne, and Kraaij, 2014). Considering that both email and documents are
important parts of a knowledge worker’s activities, it is important to be able to use
both topics as well as entities such as person names as inputs for context recogni-
tion.
The difficulty in context identification is how to combine the various dimensions
in an effective manner. In the method that we describe we have chosen a cogni-
tively plausible approach that associates contextual elements to each other without
the need to explicitly define the relations between them. The human brain is con-
stantly making associations between observations (Anderson and Bower, 1973), and
the intuition is that modelling these associations is the key to understanding how an
individual would interpret his context. For example:
The project ‘SWELL’ could be described by the terms ‘stress’, and ‘knowl-
edge worker’ and the time period ‘2012’. If at some point in time the
term ‘burnout’ is observed, we will most likely ascribe the logged ac-
tivity to the project ‘SWELL’. Although there is no direct association be-
tween ‘SWELL’ and ‘burnout’, we can find an indirect association be-
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Terms
Entities
Time
Virtual Location
Granitzer (2009)
WordSieve
IRIS (CALO)
ACTIVE
UICO
Brdiczka (2010)
Swish
SWELL
TaskTracer
Seetrieve
ConTask
Figure 6.1: Visualization of literature and which information each project uses to link documents or
events.
tween ‘stress’ and ‘burnout’, leading us to a correct classification of the
observed activities into the project ‘SWELL’
Another motivation is that these associations could give insight in the behaviour
of knowledge workers in terms of context switches. For example:
A person is reading about ‘Turing’ in relation to the Turing test. But,
through recent associations with the movie ‘The imitation game’, the
knowledge worker is distracted, switches his context and reads up on the
latest news about ‘Benedict Cumberbatch’.
The intuition of the importance of associations has inspired us to adapt a well-
known cognitive model for word recognition; the interactive activation and com-
petition model (IA model) by McClelland and Rumelhart (1981). The IA model is a
feed forward model that assumes that letter features stimulate relevant letters, letters
stimulate relevant words and finally words stimulate relevant letters again. Within
6.3. CONTEXT RECOGNITION AND IDENTIFICATION USING AN INTERACTIVE
ACTIVATION APPROACH
6
75
Input 
Topics   Named 
Entities 
(Virtual) 
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Time 
Document Layer 
Context Identification 
Layer 
Context Information Layer 
Figure 6.2: The Contextual IA model (CIA): a networked approach for context recognition and identifica-
tion
each level there is competition; each feature inhibits other features, each letter in-
hibits the other letters etc. A rest activation and decay function complete the model.
The model has been successfully applied as a cognitive model for bilingualism (Di-
jkstra, Van Heuven, and Grainger, 1998) as well.
CONSTRUCTION OF THE INITIAL NETWORK
We have adapted the IA model to use it for context recognition and identification (see
Figure 6.2). Hereafter it will be referred to as the Contextual Interactive Activiation-
model (CIA). It is constructed as follows: First, we define three layers in the model:
• the document layer: this layer contains all information objects that a user
writes or reads and includes web-documents and emails.
• the context information layer: this layer contains the context information, di-
vided into the four categories of context information types (terms or topics,
entities, locations and date/time elements).
• the event layer: this layer is the input for the network. Here, recorded events
from a key-logger, collected in event-blocks, enter and activate the network. In
the case of computer activity one possible instantiation of an event-block can
be a collection of events (key activity, mouse activity, window title, URL) that
was recorded between opening a tab or window of an application and switch-
ing to another tab or application or closing it. This would mean that the event
blocks are variable in their duration.
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Table 6.1: Connection strengths between the various node types. These are the weights on the activation
flow from one node to another. They are based on the well-known Information Retrieval concept tf-idf
term weighting. Other choices for connection strengths are possible. #outl i nks refers to the number of
outgoing connections of a node.
From To Value or function Motivation
Event-block Date/Time 1.0 An event has one unique time stamp
Entity
#enti t yx∈event
#enti t i es Strength of activation of an entity
should be dependent on how strong
the entity is present in the event, pro-
portional to the number of all entities
in the event
Location 1.0 An event has at most 1 location
Topic
topi cx∈event
topi c1..n
Strength of activation of a topic should
be dependent on how strong the topic
is present in the event, proportional to
the number of all topics in the event
Date/Time Document 1#outl i nks Multiple documents can be accessed
on the same date, or in the same hour.
Entity Document 1#outl i nks IDF type measure; entities that occur
in many documents should be less in-
fluential
Location Document 1.0
Topic Document 1#outl i nks IDF type measure; topics that occur in
many documents should be less influ-
ential
Document Date/Time 1.0
Entity
#enti t yx∈document
#enti t i es Strength of activation of an entity
should be dependent on how strong
the entity is present in the document,
proportional to the number of all enti-
ties in the document
Location 1.0 A document only has one location
Topic
topi cx∈document
topi c1..n
Strength of activation of a topic should
be dependent on how strong the topic
is present in the document, propor-
tional to the number of all topics in the
document
Document Document 1#outl i nks A document can have a relation to
multiple other documents
Each of these layers contains nodes, and each node contains connections to
nodes in another layer. Each node is a nominal version of the variable. Time nodes
include nodes for each year, for each month in the year (January–December), for
each day in the week (Monday–Sunday), for each day in the month (1-31), for each
hour in the day (0-24) and for each quarter in the hour (0,15,30,45). Each of the
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locations, entities, topics or terms has a single node. Since entity recognition and
topic recognition can be probabilistic in nature depending on the method of choice,
probabilistic properties can be enforced using the connections. For example, the
probability that a topic is observed in an event determines the connection weight
between that event and the topic. Similarly the probability that a topic is observed
in a document determines the weight of the connection from the document to the
topic.
Ask user for contexts of interest
Select documents describing
the context
Extract context information 
from documents
Add document node
Add context node/
connection
For each context
Step 1: Build initial network
Step 2b: Run network real-time
Step 2a: Run network off-line
For each event
Add event node
Extract context information
from event
For each event
Extract context information 
from documents
Add context node/
connection
For each event
Activate Network
Add context node/
connection
Activate Network
Figure 6.3: Work flow of building and running the CIA model
An initial network is built top-down (step 1 in Figure 6.3). The documents on
the computer of the user are collected and for each of them a node is created on
the document layer. For each document the location attribute is recorded, and the
topics and entities are extracted using topic and entity recognizers. These context
information elements are represented by nodes on the context-level. Bi-directional
connections are made between each of the extracted context nodes and the corre-
sponding document node. The strength of the connections of document to context
differs from the strength of context to documents. An overview of the connection
weights and the motivation for the various weights is given in Table 6.1. Presently
we only use excitatory connections (stimulation connections) in our network and no
inhibitory connections in order to limit the complexity of the model. Another reason
is that in contrast to word recognition, multiple contexts can be validly active at the
same time, so there is no need for competition between the contexts. There are no
within-level connections at the context level, but there are on the document level,
which will be clarified later on.
RUNNING THE NETWORK
Essentially we have an initial model now that describes the associations an individ-
ual may have made based on information that is already on their computer. In this
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chapter we focus on context identification to provide the user with an overview of
his day (‘user context awareness’), a task which is executed only once a day (step
2a in Figure 6.3). For this purpose we can enhance the model bottom-up with each
event block (coming from a key logger) that is observed. Incoming event blocks are
temporarily added to the event layer. From these event blocks context information
is extracted to create context nodes and connections, similar as in the documents,
but now based on the event information. There is always a date/time-stamp for the
event. If there is sufficient content information, originating from window titles, typed
keys and caption information, entities or topics can also be identified. If there is a ref-
erence to a document in the event block, this document is added to the document
layer. Connections are made from the date and time elements of the event block
to the document. Since temporal proximity has been used successfully as a feature
for context recognition (Warren et al., 2010; Štajner, Mladenic´, and Grobelnik, 2010),
connections are made from the document in the current event block to the docu-
ment in the previous event block. This is a within-level connection between two
documents based on their temporal proximity.
In contrast to adding the events to the event layer in the building process, we
could also complete the network simultaneously while running it to provide real-
time support (step 2b in Figure 6.3). This is necessary for the ‘working in context’
scenario where the user is supported during his work with context-aware function-
ality such as notification filtering or finding relevant documents.
Running the network entails that the event nodes (input nodes) are activated and
that the activation is spread through the network using an activation function. The
activation procedure has 3 steps:
• First the event block is activated in the event layer. The activation of the node
is set to the maximum.
• Then the connected context nodes are activated using Grossberg’s activation
function, which runs for several iterations. The difference in activation from
one iteration to the next is defined as follows:
δa = (max−a)e− (a−mi n)i −decay(a− r est ) (6.1)
where a is the current activation of a node, e is the excitatory input of the node,
i is the inhibitory input and mi n, max, r est and decay are general parame-
ters in the model. The excitatory input moves the activation towards the max-
imum, while the inhibitory input moves it towards the minimum. The decay
parameter causes the activation to return to its resting level when there is no
evidence for the node and allows for cross-over of network activation from one
event-block to the next.
• In the next iteration of the activation function these context nodes stimulate
their connected nodes and this continues for several iterations such that all
levels in the network get properly activated.
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LEARNING ASSOCIATIONS BETWEEN CONTEXT AND TAG
The steps up to now allow us to activate the network, making it possible to recog-
nize the active context in terms of an activation pattern over context information
elements. We cannot, however, identify context yet. For that purpose we need some
additional nodes; context identification nodes. These nodes represent the context
identification tags described earlier. An example of suitable labels are project names,
which we evaluate in Section 6.4.2.
In order to identify the active context, the model first needs to learn what the
contextual elements are that are associated with a certain context identifier. These
associations reveal which connections to make between context nodes and context
identification nodes. The identification nodes have no outgoing connections. The
activation level of an identification node signals which context was most likely active
during the event block.
There are three possible approaches to determine which connections between
context nodes and identification nodes need to be made and how strong they should
be related. The first is a manual process where the user would be asked to describe
each context identification tag with a couple of keywords or entities that are related
to it. These terms are then the first context nodes in the network. A downside to this
approach is that it is possible that the data, whether it be event blocks or documents,
might not contain the exact descriptions of the user. The connected nodes might be
very sparse. Additionally it is difficult to properly weigh the connections.
The second approach is a supervised one, where the network would be presented
with a subset of event blocks that are labelled with their context identification tags.
Connections can be made between the elements in the events (topic, time, location
and entity) and the context identification tag with which the event block is labelled.
This will result in more connections than in the manual approach, but the downside
is that the event blocks from the key logger need to be labelled first.
The final approach is an alternative method and is related to question 2: “How
can we implement the model for context identification in a way that requires as little
labelled data as possible?”. In this approach transfer learning is used. One method
of transfer learning is a method where labelled items from a source domain are used
to train a classifier in a (different) target domain(Arnold, Nallapati, and Cohen, 2007;
Bahadori, Liu, and Zhang, 2011). In the knowledge worker case the system makes
use of documents on the user’s file system as source domain, to be able to classify
event blocks; the target domain. For that purpose, each project folder name on a
user’s computer can be used as a context identification tag. The documents in that
folder can serve as the training data for the connections that need to be created be-
tween the contextual elements and the context identification tags. Thus, contextual
elements are extracted from the documents in the project folder and connections
are made accordingly. With this method, no labelled data, other than a couple of
organized documents, is needed and the connections can be weighted according to
their strength of occurrence in the documents. This is a type of transfer learning
where document categorization is used as a source for initializing a network for the
purpose of the categorization of events into contexts (Arnold, Nallapati, and Cohen,
2007; Bahadori, Liu, and Zhang, 2011). In essence the approach is of the type feature-
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representation transfer (Pan and Yang, 2010). The context layer in the network can
be seen as a feature representation that represents both the source domain (docu-
ments) and the target domain (events) and reduces the difference between the two.
We have applied and evaluated this method successfully in the domain of e-mail cat-
egorization (Sappelli, Verberne, and Kraaij, 2014). In the remainder of this chapter
we focus on using the network in a transfer learning setting.
For clarity we want to add that the learning aspect in our network, albeit unsu-
pervised, supervised or by transfer learning, only entails learning which connections
should be made between context level and context identification level, and not which
weights are optimal.
6.4. IMPLEMENTATION AND EVALUATION
In this section we will evaluate how well we can identify the context of the user us-
ing the proposed model. For the proposed ‘user-context awareness’ use case in Sec-
tion 6.1 (giving feedback on how the user spent his time) it would suffice to evaluate
classification power on hourly time frames. However, for the ‘working in context’ use
case, where information needs to be filtered directly, context identification on small
time frames may be needed, even though in that case the information in the context
layer may also be used directly rather than to make an identification step first. Since
the focus of this chapter is on context identification and it is easier to go from small
time frames to larger time frames, we evaluate the output of the network on a per
event-block basis (Sappelli et al., 2014), where the average duration of an event block
is in the range of seconds.
6.4.1. DATA
For the evaluation we use a dataset of event-blocks originating from human-
computer interaction data representative for a knowledge worker’s activities which
is labelled according to the activity that was carried out during the event block
(Koldijk et al. (2014) and Sappelli et al. (2014)). This dataset is publicly available.
The blocks were collected during a controlled lab-experiment where 25 students
were writing reports and preparing presentations on 6 subjects (e.g. a road trip in
the USA, Napoleon) while they were being monitored by various sensors. During
the experiment two additional subjects were introduced, resulting in a total of 8
context identification tags, that we aim to recognize. In a real office settings these
tasks would be the various projects that a user is working on. We only use the
sensor-data from the installed key logger (uLog v3.2.5) and the file history (coming
from IEhistory).
Labelling The data was labelled using Amazon Mechanical Turk. The annotators
were presented with a mimicked version of the original desktop view of the event.
Additionally a field with the typed keys was presented. The annotators were asked
to choose one of 8 tags, corresponding to the subjects, and an additional ‘unidenti-
fiable’ tag. They were also asked how certain they were of their answer on a 5 point
scale, with 5 being completely certain and 1 being not certain at all.
6.4. IMPLEMENTATION AND EVALUATION
6
81
The dataset consists of 9416 labelled event blocks, with an average of 377 event
blocks per participant. The distribution of the labels, excluding unidentifiable labels,
is quite skewed as can be seen in Figure 6.4. The labels ’Einstein’ and ’Information
Overload’ have less event blocks, since these were not main tasks. The labels ’Perth’
and ’Roadtrip’ occur relatively often, most likely because these tasks required more
searching and planning, and with that a higher variety in sources.
12,37%
23,31%
5,29%
25,45%
16,84%
13,00%
1,37%
2,37%
Stress
Roadtrip
Privacy
Perth
Napoleon
InformationOverload
HealthyLiving
Einstein
Figure 6.4: The distribution of the identifiable labels in the data for context identification.
6.4.2. IMPLEMENTATION DETAILS
For the extraction of topics from the documents and event blocks we use a latent
dirichlet allocation model (LDA model), which is often used for topic extraction. In
this setting we have used the MALLET implementation of LDA (McCallum (2002))
and 50 topics are extracted. The initial LDA model is trained for 1500 cycles on a set of
manually selected Wikipedia pages (e.g. the Wikipedia page ‘Napoleon’ for the topic
Napoleon), one for each of the tasks from the experiment. In a real office setting,
these documents could be project description documents. Document inference (i.e.
determining the topics for a new unseen document) is also based on sampling for
1500 cycles. The input for inference on an event consists of text from window titles,
typed keys and captions.
For the entity extraction, the Stanford entity extractor trained on English is used.
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This trained model provides good results for the entity classes Person, Organization
and Location, which are the ones we use in the network (Finkel, Grenager, and Man-
ning (2005)). Again inference is done on either document content or event content
(text from window titles, typed keys and captions)
The date and time nodes on the context layer in the network consist of separate
nodes for day of the week, day of the month, month, year, hour and minutes rounded
to 00, 15, 30 and 45. The location nodes in the network are the file folder in the case
of files on the computer and the domain name in case of web-documents. In this
dataset there is no access to e-mail messages related to the topics.
Normally the network would be run until the activation converges. For efficiency
we run each event block for 10 epochs (iterations), which is sufficient to activate all
levels in the network, and keeps the running time low. Efficiency is important for our
application scenarios (‘working in context’ and ‘user context awareness’) as well, but
in some settings we may want to distinguish between short – little impact – event
blocks and longer event blocks, which are probably more important. In that case
we could run each block for a number of epochs corresponding to the duration of
the event block times 10. This means that an event-block with duration 1 second, is
activated for 10 epochs, so that there is enough activation in each of the levels, but
an event-block with a longer duration is run for 100 epochs and thereby has much
more impact on the overall activation in the network.
The identification of a context is based on the node with the highest increase in
activation for an event block, compared to the node’s resting level of activation. This
is necessary because the network does not necessarily converge within 10 epochs.
By looking at the increase in activation rather than the highest absolute value of ac-
tivation, the network focuses on the evidence in the event block. This ensures that
nodes that are decaying are not preferred over nodes that have an increase in activ-
ity, even though the absolute activity of the decaying node may be higher than that
of the increasing node. By using the increase relative to the node’s own resting level
we prevent that nodes which activity levels increase slightly because they are already
highly activated are unjustly ignored. The resting level of nodes may vary due to
the number and strength of incoming connections. Nodes that have many incom-
ing connections are more likely to always receive a little bit of activation, preventing
them from returning to the global resting level.
These settings have been tweaked based on the data of participant 2, whose data
has also been used to optimize the parameters of the various algorithms (See Sec-
tion 6.4.2.1).
PARAMETER OPTIMIZATION
There are six parameters in the original IA model. Additionally, the LDA model we use
has some additional parameters: the number of topics and the number of iterations.
We used data of one of the participants (person 2) as development data, and used
classification accuracy as our optimization measure. We first optimized the LDA pa-
rameters using the default IA parameters, resulting in an LDA setting with 50 topics
and 1500 iterations. Then, using those LDA settings, we optimized the IA parameters
with a hill-climbing approach starting from the default parameters. We found no set
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Table 6.2: Parameter settings used during evaluation
Parameter Definition Value
α Strength of excitation 0.1
γ Strength of inhibition 0.1
Mi n Minimal value of activation −0.2
M ax Maximal value of activation 1.0
Rest Resting-level of activation −0.1
Decay Strength of decay 0.1
of settings that was significantly better than the default, so our final parameter set is
the same as the default parameters from IA as presented in Table 6.2.
6.4.3. UNDERSTANDING THE CIA APPROACH
Before we dive into the performance of the network and compare it to baselines in
the next section, we first want to show what is happening in the network at run time,
and why we think this is useful for the problem at hand.
The main issue in our context classification problem is that the data that we can
observe, namely the event blocks with key-logging information, is very sparse and
noisy. Since we focus on window titles and typed keys there is not much data that
can be used. A window title only contains a couple of words, and these are not nec-
essarily related to the content of the window. Typed keys may include more words,
that however could be expressed in the wrong language, or contain typing errors and
corrections, resulting in incomplete or erroneous data. An example event block is
presented in Table 6.3. The network approach allows the expansion of the sparse
observed data with information that is associated with the observed input. For ex-
ample, a single recognized entity such as ’Los Angeles’ in event block 59 is likely to
occur in some document about the USA. By activating the USA related documents,
other entities such as ‘united states’ and ‘barack obama’ are activated, and activation
of USA-related topics is enhanced. This increases the likelihood that the correct label
USA is assigned.
Not only is the data that we observe sparse, the data is represented by different
types of features such as topics, entities, location and time information. It is impor-
tant that the number of features for a type does not influence the result. For exam-
ple, in the LDA model we have 50 features, while for the entity model we might have
many more. The entity features should not outweigh the topic features, simply be-
cause there are more of them. In the network, features that are not activated have
little impact on the overall activation. Thus during activation it does not matter that
there are more entity features than topic features, since most entity features will not
be observed and not activated.
An important aspect in activating the network is the decay parameter. This pa-
rameter ensures that past information is not immediately forgotten. For context clas-
sification this is useful, because typically there is a dependency between one event
block and the next, when the knowledge worker is working on the same task. The
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Table 6.3: Example Event Block
id 42
time 20120919T133339573
app WINWORD
window title
typed keys Australia is a cp ountry that a country knkw with a number of
a c0 country know n for its con untless natural wonders va and
a one among thr mos e amoin ng the top tpurist destinatioop
n ns that the tourust visiti. s wa o scemo nic beauty. It Austrai l
West Australia o Perh the th isth ca Australia consists of many
beaitif utiful cities
domain
caption Close Document1 - Microsoft Word Document1 - Microsoft
Word
effect of decay is especially clear when the network is run for few iterations. The it-
erations help to smooth the boundaries between event blocks (Figure 6.5), because
history-information is taken into account. When the network is run until conver-
gence the boundaries between event blocks are more clear (Figure 6.6) because in
that case the focus is on the evidence from the current event block instead of the his-
tory. Both figures show that the Healthy Living and Stress labels are in competition
with each other.
6.4.4. RESULTS
In this section we analyse the model in terms of its classification performance of the
event blocks. We start with a comparison of the proposed network, CIA, to exist-
ing approaches k-NN and Naive Bayes. Then we analyse the effect on performance
of each of the context information types. We continue with a comparison of the net-
work to one that is built on the fly and that can do real-time context identification. We
end with the analysis of the influence of language on the performance of the model,
since non-English knowledge workers often use a mixture of languages.
ACCURACY OF THE CIA-MODEL
In Table 6.4 we present the accuracy of our CIA model with LDA topic recognition (a).
These results are the average over the 25 participants over 25 runs per participant.
The need to compare multiple runs per participant stems from the random nature
of the LDA model (We will elaborate on this in Section 6.5). We cannot conclude
from one run that this is a representative outcome of the model, so we average over
multiple runs.
In addition we provide results for a CIA model where the topics are based on
term extraction rather than the LDA topic model (b). In this setting the topic model
consists of uni-grams, bi-grams and tri-grams that are extracted using the method
6.4. IMPLEMENTATION AND EVALUATION
6
85
Figure 6.5: Activation on the identification level with 10 iterations per event-block. The x-axis shows the
id-number and the target label of the event block.
Figure 6.6: Activation on the identification level with 100 iterations per event-block. The x-axis shows the
id-number and the target label of the event block.
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Table 6.4: Comparison of the CIA model to k-NN and Naive Bayes baselines in the identification of context
Method Avg Accuracy
a. Context IA using LDA 64.85%
b. Context IA using Term Extraction 61.56%
c. k-NN with k = 1 55.83%
d. k-NN using LDA with k = 1 59.75%
e. Naive Bayes 48.32%
f. Naive Bayes using LDA 60.49%
g. Majority Baseline 25.30%
described in Verberne, Sappelli, and Kraaij (2013). For each of the document fold-
ers (the projects of interest) that consist of 1 Wikipedia document each, we extract
the top 1000 terms after which stop-word uni-grams are removed. The importance
of a term is determined by comparing its frequency against its frequency in a cor-
pus of general English (Corpus of Contemporary American English), after which ha-
paxes and partial terms (i.e. uni-grams or bi-grams that are part of another bi-gram
or tri-gram in the list) are removed. In effect, each project category contains 548
salient terms on average . Examples of extracted terms are “world health organi-
zation”, “post-traumatic stress”, “American citizen”, and “dementia”. The 8 lists of
salient terms are pooled together, resulting in a list of 4206 terms. These are used as
nodes in the network, with the connection strengths as motivated in Table 6.1
The remaining results in Table 6.4 are obtained using Weka and are used as base-
lines to compare CIA to. Results c. and d. originate from a k-NN classifier, with k = 1
(optimal k) and e. and f. originate from a Naive Bayes classifier. The results for these
methods have been obtained using 10 fold cross-validation on the event-block data.
This means that 90% of the event-block data was used for training and 10% for evalu-
ations, so the type of training data is different from the training data of the CIA model.
The CIA model does not need examples of labelled event block data. Baselines c. and
e. receive the same raw input as the CIA model receives during run-time (e.g. window
title, typed keys, caption, URL), but without the additional pre-processing that CIA
uses for topic and entity determination. The k-NN and Naive Bayes classifiers are,
however, provided with vector representations of the full content of the document if
there was a reference to a document in the event block as additional features. This
is common for current approaches to context identification (Cheyer, Park, and Giuli,
2005; Stumpf et al., 2005; Granitzer et al., 2009; Devaurs, Rath, and Lindstaedt, 2012).
Baselines d. and f. were obtained by additional feature extraction using LDA topic
recognition and entity extraction using the Stanford entity recognizer. This results in
the same feature set that is used in the CIA model on the context level.
Table 6.4 shows that the CIA network with LDA (a) has an increased performance
over both k-NN (c,d) and Naive Bayes (e,f). The difference is significant in a 2-tailed t-
test with P < 0.001 regardless of whether the improved feature extraction was used or
not. The feature extraction using LDA and entity extraction does improve the quality
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of k-NN and Naive Bayes classifiers. The contextual IA model with term extraction (b)
is significantly better than Naive Bayes (e), P < 0.001, but not better than k-NN (c,d)
or Naive Bayes with LDA modelling (f), P >= 0.381. There is no significant difference
between the CIA model with LDA and with term extraction.
Between the runs with the LDA model (a) there was an average spread of 10.46
percent point in accuracy over participants (average minimum 59.37%, average max-
imum 69.84%). This means that depending on the specific LDA model that is used,
there can be a large difference in performance of the model, even when it is trained
on the same data each initialization. This variation also occurs in the k-NN and
Naive Bayes runs with LDA as feature selector (d and f). A possible explanation
could be that this variation in performance is a result of the size of our corpus (only
8 documents), however results with larger corpora (either 4582 documents – all web-
sites that were observed during the entire experiment – or 6561 documents – the
8 Wikipedia including their outlinks respectively) showed just as much performance
variation. A repeated measures analysis where each run is seen as a measurement for
a participant showed that the variation between runs was not significant (P = 0.344
in CIA).
When we look at the precision and recall values for the various classes, it is clear
that some classes are more easily recognized than others. Perth and Roadtrip have
high precision regardless of the classification approach, while Einstein and Informa-
tion Overload have low precision. One explanation for this finding is the type of as-
signment that Einstein and Information Overload originate from. Both these top-
ics were short questions asked via e-mail during the experiment to distract the user
rather than the assignment to write a report or prepare a presentation. Because these
assignments were smaller tasks, they occur much less often in the data. Napoleon
has a remarkably high precision in CIA, compared to k-NN and Naive Bayes. Overall
CIA seems to have a little higher recall compared to k-NN and Naive Bayes. k-NN
tends to have a higher precision than recall.
EFFECT OF PERSONAL WORKING STYLE
The CIA approach (using LDA or term extraction) gave the best accuracy in con-
text identification for 84% of the participants. For the remaining participants, Naive
Bayes using LDA was the best approach. This shows that CIA is a robust approach
that is not influenced much by personal working style, which is in contrast to the
findings by Koldijk et al. (2012)
When we analyse the results of one of the participants for which both CIA using
LDA performs well (participant 8, average accuracy 78.54%) and for which CIA per-
forms poorly (participant 4, average accuracy 44.60%) there seem to be a few char-
acteristics of the data that may have played a role. First of all, the participant 4 has
fewer event blocks than participant 8 (123 compared to 475), meaning that the dura-
tion of the event blocks was longer. However, we have found no significant Pearson
correlation between the number of event blocks and the accuracy when we take all
participants into account.
Second, participant 8 seems to be a copy-cat; he pasted text (copied from a web
page to a document for example) in 20% of his event blocks, while participant 4 only
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did this for 5% of his event blocks. Since copied text is captured in the caption-data of
the event-blocks this may have given the network a richer input compared to typed
text. The typed text contains all keystrokes, including all typos and backspaces in
case of corrections. It does not contain the resulting correct word, since it is not cor-
rected for typing or spelling errors, which makes it a very noisy data source. Finally,
the human annotators rated the confidence in their subject labels for participant 4 on
average 3.97 on a 5 point scale with 5 being completely certain, while the annotators
rated their confidence in labels for participant 8 on average 4.75. This suggests that
the data for participant 4 might have been more ambiguous or unclear in general.
Another explanation is found in the majority class of the data for the participants.
For participant 4, the majority class is Healthy Living, which comprises 38% of his
data. For participant 8 the majority class is Perth which is 37% of his data. Since
the precision for the class Perth is in general higher (0.8) than that of Healthy Living
(0.65), it is likely that participant 8 will have more correct predictions that participant
4.
INFLUENCE OF LANGUAGE
Two of the participants (participant 1 and 7) wrote their reports in Dutch, so we ex-
pected that their performance would increase when we trained the LDA model on
Dutch equivalents of the English Wikipedia pages. Unfortunately we did not have a
Dutch model for the named entity recognizer. However, because of the similarities
between Dutch and English, some of the important entities (Perth, Napoleon) could
still be found. Figure 6.7 shows the results.
Figure 6.7: Influence of language on which the LDA is trained for participants 1-10. The majority baseline
for the participant is represented with X. For participants 1 and 2 the majority baseline is< 0.26 and hence
not in the figure
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First of all it is interesting to see that the participants writing in Dutch do not
stand out in terms of accuracy compared to the other participants. Surprisingly, the
use of a Dutch LDA model lead did not have much effect on the accuracy for par-
ticipant 7 (76.04% for Dutch compared to 76.59% for English). For participant 1 it
lead as expected to an increase in accuracy (62.15% for Dutch compared to 55.60%
for English). In total there were 4 participants that benefited from the Dutch model.
There are several possible explanations why 3 of these participants benefited from
the Dutch model even though they did not write their reports in English. The first
explanation is that the documents in the Dutch corpus are not word by word trans-
lation of their English equivalents, so the actual information in the Dutch corpus
might be different from the information in the English corpus. In general the Dutch
corpus is a bit more sparse than the English, because the documents are shorter. It
may well be that the English corpus contains more irrelevant topics. Another pos-
sible explanation can be that users, even though they wrote their reports in English,
visited Dutch web-pages or issued their queries in Dutch. This may have been a
side-effect of the fact that the homepage of the browser during the experiment was
http://www.google.nl rather than http://www.google.com
Since the participants might have used a mix of both Dutch and English (the
‘Mixed LDA model’ in Figure 6.7), we used an LDA trained on both corpora as well.
In general this approach performed worse than using an English model, but slightly
better than using the Dutch model. This is most likely because the model finds sep-
arate Dutch and English topics, but still has a maximum of 50 topics, so compared to
the models for 1 language, this model will have less fine grained topics. The mixed
approach seems to have a preference for English topics.
INFLUENCE OF INFORMATION TYPE
One of our research questions was RQ2: ‘What information is required for successful
classification?’. For that reason we have run the network in several variants where we
leave out either location-nodes, time-nodes, entity-nodes or topic-nodes. This pro-
vides insight in which elements are necessary for context identification and which
are not so important.
The average performance of the various combinations of node-types is presented
in figure 6.8. We see that a network with only entity nodes yields an average accuracy
of 40.49%. However, only considering topic nodes, the network already has an aver-
age accuracy of 62.91% (significant improvement over just entities; P < 0.001). There
is a slight but significant improvement (P = 0.013) to an average accuracy of 64.85%
when adding the location, entity and time nodes compared to just topic nodes. The
influence of time in the network is minimal.
Figure 6.9 shows the effect of using the term extraction instead of the LDA model.
Again there are significant differences between the various information type com-
bination, but now we see that a network with only term extraction gives an average
accuracy of 58.96%. Again, the full network (terms, entities, locations and time) out-
performs a network with just entities, or just topics (P < 0.001).
In both cases we see that the performance of the network is largely determined
by the topic features. However, adding other information types can increase perfor-
mance. Overall, time and location have little impact on the results. This is caused by
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Figure 6.8: Influence of information types on classi-
fication performance of the CIA network with LDA
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Figure 6.9: Influence of information types on classi-
fication performance of the CIA network with term
extraction
the limitations of the data. We cannot estimate the influence of the time nodes real-
istically since each participant executed all their tasks on one day, so it will have little
or no impact. Furthermore, our project-directories for training are only mock-ups
and do not occur in the event-stream data, so no identification nodes can be acti-
vated based on location only, even though location is most likely strong indicator of
a certain context in a realistic scenario.
CONTEXTUAL IA MODEL ON THE FLY
In the previous sections we initialized the model with all the event data after which
we have run the network to determine the accuracy in context detection. This is
consistent with our application idea where we present the user with an overview at
the end of his day of how he spent his time that day.
We can, however, imagine a scenario in which we want to inform the user about
his detected context immediately (for example for recommending relevant docu-
ments) as would be the case in our ‘working in context’ use case. Real-time context
detection could be used to categorize information objects at creation time, or to get
feedback from the user about detection accuracy which can be used to improve the
network, or to filter out incoming information that is irrelevant for the current con-
text and therefore might distract the user.
In this section we show the performance of the model when run on the fly. The
initial training phase then only consists of training the LDA model and making con-
nections between identification nodes and the entities and topics that are relevant
for the identification nodes. All other nodes and connections such as visited web-
sites will be created on the fly (i.e. real-time). Note, however, that no additional
connections to the context identification nodes are made, so even though the events
are labelled, we do not use this information. The on-the-fly addition of the events
to the network, only increases the number of associations that are made between
context nodes and document nodes, and document to document connections. The
real-time accuracy (presented stream-data of 0% ) is presented in Figure 6.10. The
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figure also shows the delayed real-time performance (presented stream-data bigger
than 0%). Thus, the accuracy of context prediction when the network has seen part
of the event data already. For example, the system would start real-time prediction
only after it has seen 10% of the data (about 18 minutes of data) compared to start-
ing real-time prediction immediately (i.e. cold start). When the knowledge worker
has been using CIA for a longer period of time, this can be seen as a delayed start of
real-time prediction
% of stream data presented to the network
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Figure 6.10: Classification performance of the CIA model with partial information presented to the model
(0% represents real-time performance).
The results show that as expected the real-time performance is significantly lower
than when the model is built based on all event data (P < 0.001). This is because the
model starts with hardly any associations in its network. With few associations, the
expansion behaviour of the network using the activation function is ineffective. Real-
time performance (47.09% averaged accuracy) is equal to the non real-time Naive
Bayes baseline (P = 1.000) but worse than non real-time k-NN (P = 0.001). These
baselines are an unfair comparison, however, as they are not real-time and moreover
trained on 90% of the event-blocks data, whereas CIA uses no labelled event-blocks
at all. k-NN and Naive Bayes would have 0% accuracy in a real-time setting as they
require labelled event-block examples beforehand. Reducing the number of training
examples for k-NN and Naive Bayes reduces their performance, while running the
network with a delay (i.e. presenting some data to it before running) increases the
network’s performance. Thus overall, the network has a clear advantage in a real-
time setting or when little data is available beforehand.
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6.5. DISCUSSION
In the previous chapter we presented a conceptual model for the knowledge worker’s
context. The model requires the notion of a knowledge worker, resources and a pos-
sible interaction between them. Primarily the knowledge worker is engaged with a
task (the knowledge worker context) and the user can be distracted or helped by in-
teraction with resources.
The implementation of a partial version of this conceptual model, CIA, has two
main advantages. The first is that it needs very little labelled data to be used for
context recognition and identification (RQ1). Instead of labelled event blocks, it uses
one representative document for each context that needs to be identified. In the
experiment we used one document per context identification tag, which was already
sufficient for the task of context identification. This equals 8 labelled documents in
total for the 8 context, compared to the 8474 event blocks (90% of all available event
blocks) that need to be labelled for the k-NN and Naive Bayes baselines, which is a
reduction of 99% in labelling effort.
The addition of more relevant documents might improve the confidence of the
connections that are being made, although this is likely to be dependent on the qual-
ity and topics in the documents. Furthermore it could be beneficial to look into the
usage of documents written or saved by the user as training examples. These provide
insight in the focus of the user, which may help to personalize the context identifica-
tion further.
A second advantage of the model is that it can expand sparse input data coming
from a key logger to something more meaningful in terms of 4 types of information;
locations, topics, entities and time. These are the types of information required for
successful classification (RQ2). The model can make relations between the infor-
mation types using the document layer. Because the model does not map input to
identification directly, it can use the information on the intermediate levels as well.
This makes it possible to support the knowledge worker in several ways using a single
model for his context. An example is by context-aware document recommendation
which we will validate in future work.
CIA is effective in classifying the user’s context and has an average accuracy of
64.85% (RQ3).The main disadvantage of the model is that, when used with an LDA
model for topic extraction, the accuracy shows a lot of variation due to the non-
deterministic nature of the LDA output. The improved k-NN and Naive Bayes base-
lines with LDA extraction suffered from the same disadvantage.
6.5.1. LIMITATIONS
There are some limitations in our method of evaluation. First of all, even though
time and location did not contribute to the performance of the model, we can not
conclude that time and location are not important for context. This is because we
expect that time and location become important when data includes multiple days
and repetition of activities. In our data, which is collected during three hours on a
single day, location and time will have little to no impact. The results of the real-
time and delayed real-time performance also shows that more data in the network is
better. This may indicate that when continuing the network the next day, the perfor-
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mance could increase even more. Especially when you consider that the presented
results are only of 3 hours of data. In future work we would like to investigate this by
collecting data for multiple days of work.
Secondly, we evaluate the model on context identification, since this allows us to
compare it to existing literature. However, this does not show the true purpose of the
model, which lies in the possibility to use the context information layer itself. For ex-
ample by using the activated context nodes as method to search or filter information.
In future work we plan to address this, as soon as we can collect a suitable dataset.
6.5.2. FUTURE WORK
For future work, there are still many characteristics of the model to explore. First, we
could use graph clustering techniques to see whether we can make the connections
to identification nodes without user input.
Second, a disadvantage of the model is that it can become very complex when it
has monitored a user for a while, because the number of nodes and connections in
the network increases. Therefore we need to investigate possibilities to optimize and
clean the model regularly to make sure that it runs efficiently. One possibility is to
clean up obsolete connections and nodes; elements that have little added value in
the network.
Furthermore, when labelled event-block data is available, we could optimize the
weights in the network in order to improve the classification accuracy.
Additionally we would like to get a more complete overview of the knowledge
worker’s day. This means that we would like to incorporate diary information, or
GPS-sensor information. This would help to recognize that the user is in a meeting
or that he is travelling. One idea is to create sub-networks for different types of sit-
uations (physical activity, computer interactions, emotions, planned activities) and
combine them in a larger network.
6.6. CONCLUSION
In the previous chapter we presented a new conceptual model for the context of a
knowledge worker. The conceptual model was operationalized by an applied, cogni-
tively plausible approach to context recognition and identification, which is the main
contribution of this chapter. This applied approach was presented as the contextual
IA model (CIA-model), which is adapted from the Interactive Activation model by
McClelland and Rumelhart (1981). The model was evaluated on human computer
interaction data that is representative of knowledge worker’s activities. In the task
of context identification the model performs at least as well as, but in general better
than, k-NN and Naive Bayes baselines. Since the evaluation dataset is publicly avail-
able (Sappelli et al., 2014), the current work can be used as a new baseline for context
identification.
We summarize the advantages of CIA as follows:
1. CIA is at least as good, but in general more successful in identifying the active
context than k-NN and Naive Bayes baselines
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2. CIA tremendously reduces the required labelling effort in comparison with k-
NN and Naive Bayes by using a form of transfer learning.
3. CIA can deal with sparse and noisy inputs by making use of associations in the
network to expand the input to more meaningful elements.
4. CIA is flexible in the type of information that is represented in the context in-
formation layer, creating opportunities for many application areas.
5. CIA is robust against differences in personal working style
The main disadvantage of CIA, is that the method for topic extraction used has a large
influence on the overall performance of the model.
In the introduction we identified two use cases for which we can use the CIA
model. For the proposed use case ‘user-context awareness’, where we provide the
user with an overview of how he spent his day, or how long he spent on each activity,
an average of 64.85% accuracy may not be sufficiently accurate, even though it’s bet-
ter than the alternative method. However, especially in the case of hour tracking in a
company setting it would suffice to find estimates of longer time periods (e.g. hours).
This would be an easier task than to find the correct label for each sparse event block
of a few seconds separately.
For the ‘working in context’ use case, the identification needs to be more pre-
cise. This means that the accuracy needs to be improved. For this use case though,
the context information layer and document layer could be used directly to filter in-
formation without the need of identifying the context first. We will explore this in
ongoing research.
In future work we will evaluate the CIA-model on a real-time context-aware infor-
mation delivery task (contextual support). In addition we will work on methods for
automated context discovery. This would make the model more flexible, as it would
create the possibility to remove and add new contexts to be identified on the fly.
III
CONTEXT-AWARE SUPPORT
Having an intelligent secretary does not get rid of the need
to read, write, and draw, etc. In a well functioning world,
tools and agents are complementary.
Alan Kay
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COMBINING TEXTUAL AND
NON-TEXTUAL FEATURES FOR
E-MAIL IMPORTANCE ESTIMATION
Edited from: Maya Sappelli, Suzan Verberne, Wessel Kraaij (2013) Combining tex-
tual and non-textual features for e-mail importance estimation, Proceedings of the
25th Benelux Conference on Artificial Intelligence (BNAIC 2013).
In this work, we present a binary classification problem in which we aim to identify
those email messages that the receiver will reply to. The future goal is to develop a
tool that informs a knowledge worker which emails are likely to need a reply. The
Enron corpus was used to extract training examples. We analysed the word n-grams
that characterize the messages that the receiver replies to. Additionally, we compare a
Naive Bayes classifier to a decision tree classifier in the task of distinguishing replied
from non-replied e-mails. We found that textual features are well-suited for obtaining
high accuracy. However, there are interesting differences between recall and precision
for the various feature selections.
7.1. INTRODUCTION
In the COMMIT project SWELL (smart reasoning for well-being at work and at
home1) we aim to support knowledge workers in their daily life. In the at work
scenario one of the objectives is to prevent negative stress, either by coaching the
user on his work style or by signalling stressed behaviour (Koldijk, Neerincx, and
Kraaij, 2012). Another objective is to filter irrelevant information to preserve the
user’s work flow. A large source of incoming information for knowledge workers is
e-mail.
1www.swell-project.net
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For this latter objective there are three things that are important. First we need
to know what the user is doing to determine which incoming messages are relevant
for his current work, and whether presenting the user with the message is disturbing.
We define this as recognizing the user’s context. Second, we need to decide which
incoming messages are important enough to present it to the user regardless of what
he is doing. This aspect is important to make the user feel in control, i.e. that he
does not feel like he is missing information. Third, it is important to understand why
an incoming message is important or relevant so this can be used as feedback to the
user (i.e. transparency).
In this chapter we aim to predict whether or not a receiver will reply to a message.
We believe that, although the likeliness of reply is not the only factor determining
message importance, replying to a message is a good indicator that a user finds this
message important, otherwise he would have ignored it. This work is meant as a first
step towards developing an e-mail client that helps to protect the user’s work flow.
Existing literature on the topic of reply prediction (section 7.2) focuses on features
such as the number of question marks and the number of receivers. We aim to in-
vestigate the influence of the textual content of the message on the likeliness that a
receiver will reply to the message. This can also be used to make it transparent to the
user why a classifier beliefs that the user needs to reply to a message. To this end, we
train classifiers with various feature sets and compare their results.
7.2. RELATED WORK
This section presents an overview of the literature related to reply prediction. First,
we present some general work on email responsiveness. After that we present some
previous attempts to manual or automatic prediction of whether an e-mail message
is going to be replied to.
Tyler and Tang (2003) conducted a study to email responsiveness to understand
what information is conveyed by the timing of email responses. They used interviews
and observations to explore the user’s perceptions of their own responsiveness and
their expectation of responses from other users. They distinguish response expec-
tation from breakdown perception. The former is the implicit time the sender gives
to the recipient to respond, which is usually based on the time it took in previous
interactions with the recipient. The latter is the initiation of a follow-up action, that
occurs when the response expectation time has ended, which is dependent on the re-
cipient, the recipient’s location, the topic urgency and whether a voice mail was sent.
These findings suggest that the social context of a message might be more important
than the contents of the message.
In a survey study with 124 participants, Dabbish et al. (2004) and Dabbish et al.
(2005) investigated what characteristics of email messages predict user actions on
messages. The authors present a model of reply probability based on the outcomes
of this survey. Important factors were the importance of the message, number of re-
cipients, sender characteristics and the nature of the message content. Sender char-
acteristics seemed to have the greatest effect. They did not find an effect of com-
munication frequency on reply probability and suggest that this may be due to the
availability of other communication channels that reduce the necessity for email re-
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sponse. The perception of message importance was influenced by (1) communica-
tion frequency in combination with the status of the sender,(2) whether the message
contained a status update, and (3) whether the message was a scheduling event.
There has been several attempts to automatic reply prediction. Dredze, Blitzer,
and Pereira (2005) developed a logistic regression predictor that indicates whether
email messages necessitate a reply. Their predictor was evaluated on the spam-free
inbox and sent-mail folders of two graduate students. Features used were word iden-
tity, message length, whether the message contained the mentioning of a date and
time, whether the recipient was directly addressed, whether it contained a question
and who the recipients or sender was. ROC curves of the trained logistic regression
model revealed that to achieve 80 % true positives (message predicted to receive a
reply that were actually replied to) there were 50% false positives (message predicted
to receive a reply that were not replied to)
In later research Dredze et al. (2008) used a rule based system to predict reply la-
bels (needs reply, does not need reply). In this system they used relational features
that rely on a user profile which included the number of sent and received emails
from and to each user as well as the user’s address book, a supervisor-role indication,
email address and domain. Document-specific features were the presence of ques-
tion marks, request indicators such as question words (weighted using tf-idf scores),
presence of attachment, document length, salutations, and the time of day. The sys-
tem was tested on 2,391 manually labelled emails, coming from 4 students. On aver-
age it obtained a precision of 0.73 and recall of 0.64.
In larger scale research using the Enron corpus (Klimt and Yang, 2004; Bekker-
man, 2004), Deepak, Garg, and Varshney (2007) and On et al. (2010) investigate the
responsiveness and engagingness of users. Their models are based on the number
of received replies and the number of sent replies as well as the time it takes to reply.
They do not take any content into account.
Ayodele and Zhou (2009) use the Enron corpus to develop and evaluate a manual
rule-based reply prediction method. They use largely the same features as Dredze
et al. (2008) In a second approach they use only the presence of certain words, salu-
tations, question marks, dates or month names and AM or PM. For both approaches
the authors report to have very high accuracies of 100% and 98%. These results are
unrealistically high because the e-mails are evaluated manually by human reviewers
using the described rules.
In more general research, Aberdeen, Pacovsky, and Slater (2010) try to predict the
probability that the user will interact with an email (i.e. open, read, forward or reply)
within a certain time span. They use a linear regression model and a form of transfer
learning to determine a ranking of the interaction likeliness. A threshold determines
which messages are indicated as important.They have used social features (based
on interaction with recipient), content features (headers and recent terms that are
highly correlated with actions on a message), thread features (interaction of the user
with a thread) and label features (labels applied to the message using filters). They
obtained an accuracy of 80%. Their work is the basis for the Google Priority Inbox.
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7.3. METHOD
The goal of this experiment is to assess whether textual content features have added
value when it comes to predicting whether a message will receive a reply or not. For
that purpose we select textual features using various feature selection methods (de-
scribed in Section 7.3.2). We analyse the selected features on their transparency (i.e.
how easy are they to interpret?) and evaluate their effectiveness in a classification
experiment (Section 7.3.3). We start this section with the description of how we ob-
tained our labelled dataset.
7.3.1. EXTRACTING THREADS FROM THE ENRON CORPUS
To obtain a labelled dataset, we constructed threads from the Enron corpus to de-
termine which message had received a reply and which not. We have used the Au-
gust 2009 version of the corpus without file attachments to have a fair compari-
son with the existing literature. We have taken a tree based approach (Venolia and
Neustaedter, 2003) for extracting the threads from Enron using the algorithm sug-
gested by Deepak, Garg, and Varshney (2007). From these threads we derived which
messages were replies by matching the subject lines and including the prefix “RE:”
(case-insensitive). For each reply message we found the corresponding original mes-
sage (i.e. the message that was replied to) by selecting the message with the same
thread id, of which the sender was a receiver of the reply and which was sent before
the reply. In the rare case that there were multiple options, we chose the message that
was closest in time to the reply. Out of the 252,759 messages in the Enron corpus, we
found 3,492 messages that have received a reply and 166,572 message that have not
received a reply. We do not take into account messages that are forwards or replies
on replies.
7.3.2. FEATURE SELECTION
We have used three different methods for analysing the influence of the textual con-
tent of the messages. The first measure is χ2 (Yang and Pedersen, 1997), which mea-
sures the dependence between a term and a class. We are looking for the terms with
a high dependency on the replied-class (i.e. a high χ2 score).
χ2(t ,c)= N (AD−C B)
2
(A+C )(B +D)(A+B)(C +D) (7.1)
where A is the number of replied messages that contain term t , B is the number of
non-replied messages that contain t , C is the number of replied messages that do not
contain term t and finally, D is the number of non-replied messages that do not have
t . N is the total number of messages in the set.
The second method we used is point-wise Kullback-Leibler divergence (Kullback
and Leibler, 1951), as suggested by Carpineto et al. (2001). This measure determines
a value for each term which indicates how good that term is for distinguishing the set
of replied messages from the set of non-replied messages.
K Ldi v(t , p)= P (t |p)log P (t |p)
P (t |n) (7.2)
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where P (t |p) is the same as A from equation (7.1) and P (t |n) is the same as B .
The third and final method is based on linguistic profiling as proposed by Van
Halteren (2004). It compares the normalized average term frequency of a term in the
positive set (replied messages) to its average in the negative set (non-replied mes-
sages). Rather than using the proposed classification method, we use linguistic pro-
filing for term selection.
LP (t )=µ(t , p)−µ(t ,n) (7.3)
whereµ(t , p) denotes the normalized average frequency of term t in the set of replied
messages and µ(t ,n) denotes the normalized average frequency of term t in the set
of non-replied messages.
With all three methods, we extracted the most important terms from the example
set. As terms, we considered all word n-grams with n ∈ 1,2,3. For each message, we
index the number of occurrences of each term.
7.3.3. CLASSIFICATION
In a classification experiment, we compare the effectiveness of the feature selection
methods from the previous section to the effectiveness of the features described in
literature. These features (referred to as non-textual features) are: (1) number of re-
ceivers in the fields TO, CC and BCC respectively, (2) number of question marks, (3)
number of previously received replies from recipient (4) likeliness of interaction with
receiver (5) message length (6) occurrence of each of the question words what, when,
where, which, who, whom, whose, why and how weighted with tf-idf . For each of the
textual feature selection methods, selections of 10, 50, 100, 500, 1000 and 5000 fea-
tures were compared.
The original distribution contains 97% negative examples (non-replied e-mails),
which is very imbalanced. Therefore, we first rebalance our data by selecting two ran-
dom negative examples for each positive example in our data. We split our data into
90% train (10476 examples) and 10% test (1167 examples). All examples in the test set
have later dates than the examples in the train set to prevent leaking of future infor-
mation in the training data. We used a Naive Bayes classifier and a J48 decision tree
classifier from the WEKA toolkit (Hall et al., 2009), with their default settings. Typi-
cally decision tree works well for non-text features and Naive Bayes is well-suited for
textual features. The WEKA re-sample filter is used to balance the data uniformly by
oversampling the positive examples. The reason for first under-balancing the nega-
tive examples is to prevent a too extreme oversampling of the positive examples. The
results were evaluated on the fixed unbalanced test set.
7.4. RESULTS
7.4.1. FEATURE ANALYSIS
The top 50 n-grams, of which 10 are presented in Table 7.1, of each of the three
feature selection methods were manually analysed. Both the point-wise Kullback
Leibler and the Linguistic Profiling method indicate the importance of the personal
pronouns I, we and you. These pronouns may indicate that the receiver is addressed
personally. All methods also seem to indicate the occurrence of the phrase “please let
7102
7. COMBINING TEXTUAL AND NON-TEXTUAL FEATURES FOR E-MAIL IMPORTANCE
ESTIMATION
Table 7.1: Top 10 n-grams that indicate that a message will receive a reply
χ2(t ,c) K Ldi v(t , p) LP (t )
me i fyi
keep we i
i me me
2001 you we
information have you
decisions know know
one of let have
let please http
news let me let
receive a me know 2001
me know” which suggests that the sender expects an action from the receiver. Worth
noting is that Linguistic Profiling indicates the importance of the term “fyi”. Even
though this does not seem intuitive, inspection of messages reveals that “fyi” mes-
sages often receive a “thank you” reply. The terms selected by the χ2 measure seem
to be less easy to interpret. They may refer to more specific situations. Overall, first
analysis suggests that of the top 50 terms point-wise Kullback Leibler term selection
is the easiest to interpret and the least sensitive to noise.
7.4.2. CLASSIFICATION
Table 7.2: Classification results for the optimal number of features. Reported precision and recall are
for the “will reply” class only. Best results are indicated in bold face. BOW refers to a full bag of words
frequency model (no selection)
Naive Bayes
Feature Type # Features Accuracy Precision Recall
non-Text 42.6% 0.358 0.912
χ2(t ,c) 1000 59.0% 0.43 0.709
K Ldi v(t , p) 10 70.8% 0.635 0.291
LP (t ) 50 72.0% 0.586 0.544
BOW 117400 58.7% 0.417 0.611
Decision Tree
Feature Type # Features Accuracy Precision Recall
non-Text 69.9% 0.581 0.351
χ2(t ,c) 10 66.9% 0.502 0.557
K Ldi v(t , p) 500 65.7% 0.475 0.291
LP (t ) 50 64.1% 0.441 0.296
BOW 117400 62.2% 0.432 0.436
Table 7.2 shows the classification results for the optimal number of features with
the various feature selection methods and the two classification approaches. The
reported precision and recall are for the “will reply” class only.
When we look at the Naive Bayes results in Table 7.2 we see that if we select as lit-
tle as 50 features from the LP measure we have a reasonable accuracy (72.04%). The
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classifier with only non-textual features, performs much worse and shows an accu-
racy of 42.62%. Interestingly its recall for the positive class is very high: it recognizes
more than 90% of the emails that received a reply.
When we look at the results for the decision tree, we see that the classifier with
non-textual features performs better than with Naive Bayes (69.98%), while the runs
on only textual features selected by χ2(t ,c), K Ldi v(t , p) and LP (t ) all give an accu-
racy around 65%. Interestingly, χ2(t ,c) performs a lot better than in the Naive Bayes
classifier, while K Ldi v(t , p) and LP (t ) perform worse. We only found very small dif-
ferences in classification performance when we vary the number of selected features.
Combined classifiers that were trained on the combinations of textual and non-
textual features performed approximately as good as the best classifier of the two.
Figure 7.1: ROC curves of term selection methods with a Naive Bayes classifier
It is interesting to notice that the performance of the feature selection method
χ2(t ,c) is so different with the two classifiers. χ2(t ,c) is often used as a feature selec-
tion method for text classification, especially in Naive Bayes, while this experiment
suggests that point-wise Kullback-Leiber divergence and Linguistic Profiling might
be better feature selectors.
This is confirmed when we look at the ROC curves of the Naive Bayes classifier
(Figure 7.1). We see that the curves for Linguistic Profiling and Kullback-Leibler di-
vergence are very similar and that their AUC-values are higher than for χ2(t ,c) and
bag-of-words (BOW). It is also clear from the curves that the text conditions have
higher AUC-values than the non-text condition in a Naive Bayes classifier.
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7.5. CONCLUSION
In the current work we found that after first analysis of three feature selection meth-
ods for reply prediction, point-wise Kullback Leibler divergence seems a useful mea-
sure to select interpretable terms that are representative of a class. Linguistic Profil-
ing seems suitable as well but seems to contain a little more noise.
Using a Naive Bayes classifier we only need as little as 50 terms selected by lin-
guistic profiling to achieve a reasonable accuracy (72.04%). This is even better than
our baseline results with non-text features with a decision tree (69.98%), but only
slightly. On the other hand, we obtained the highest recall with non-text features.
Concluding, we can predict with reasonable accuracy which e-mails will be
replied to. Although 72% success might not be accurate enough to be used as
a stand-alone application, we can use it as an indication of how important that
message is. However, whether a message will be replied to is likely not the only
determinant of message importance, so future work may include other methods for
estimating message importance.
Additionally, transparency is an important concept in SWELL, and we think that
it is important to find a good balance between precision and recall, so that the user
has trust in the system (i.e. does not feel like important messages are missed), but
also understands why some indications are given, and does not require too much
additional feedback. Given the results of our experiment it seems important to find
a method that combines a classifier with high recall such as Naive Bayes with non-
text features, and a classifier with high precision such as Naive Bayes with features
selected by Kullback-Leibler divergence.
8
E-MAIL CATEGORIZATION USING
PARTIALLY RELATED TRAINING
EXAMPLES
Edited from: Maya Sappelli, Suzan Verberne, Wessel Kraaij (2014) E-mail catego-
rization using partially related training examples, Proceedings of the 5th Information
Interaction in Context Symposium (IIiX 2014).
Automatic e-mail categorization with traditional classification methods requires la-
belling of training data. In a real-life setting, this labelling disturbs the working flow
of the user. We argue that it might be helpful to use documents, which are generally
well-structured in directories on the file system, as training data for supervised e-mail
categorization and thereby reducing the labelling effort required from users.
Previous work demonstrated that the characteristics of documents and e-mail mes-
sages are too different to use organized documents as training examples for e-mail
categorization using traditional supervised classification methods.
In this chapter we present a novel network-based algorithm that is capable of taking
into account these differences between documents and e-mails. With the network al-
gorithm, it is possible to use documents as training material for e-mail categorization
without user intervention. This way, the effort for the users for labelling training ex-
amples is reduced, while the organization of their information flow is still improved.
The accuracy of the algorithm on categorizing e-mail messages was evaluated using a
set of e-mail correspondence related to the documents. The proposed network method
was significantly better than traditional text classification algorithm in this setting.
8.1. INTRODUCTION
The life of knowledge workers is changing rapidly. With the arrival of mobile inter-
net, smart phones and the corresponding “any place any time information” it be-
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comes increasingly hard to balance work life and personal life. Additionally, knowl-
edge workers need to be able to handle large amounts of data. Receiving more than
70 new corporate e-mail messages a day is not uncommon (Radicati, 2010) so an ef-
fective personal information management system is required to be able to organize
and re-find these messages. For this purpose ‘working in context’ is deemed benefi-
cial (Gomez-Perez et al., 2009; Warren, 2013). Assistance of knowledge workers with
‘working in context’ is one of the goals of the SWELL project1 for which this research
is executed.
One application area of interest is the e-mail domain. Associating e-mail mes-
sages with their contexts has two benefits: 1) it can help knowledge workers find
back their messages more easily and 2) reading messages context-wise, for exam-
ple by project, is more efficient since the number of context switches is minimized.
This latter aspect is a suggestion from the ‘getting things done’ management method
(Allen, 2003).
Many e-mail programs have an option to categorize or file messages, which al-
lows for the possibility to associate messages with for example a ‘work-project’ con-
text. This categorization option however, is often not used optimally, as messages are
left to linger in the inbox (Whittaker and Sidner, 1996) and many users do not even
use category folders at all (Koren et al., 2011). Manually categorizing the messages is
too big an effort for busy knowledge workers, diminishing the actual benefits of the
categorization.
Automated approaches for e-mail message classification are plentiful. The early
work in e-mail classification was mostly directed towards detecting spam (Sahami
et al., 1998). This was followed by work towards categorizing e-mails in order to
support personal information management (Segal and Kephart, 1999; Bekkerman,
2004). Nowadays, work on classifying e-mails is often directed towards predicting the
action required for the message (Dredze et al., 2008; Aberdeen, Pacovsky, and Slater,
2010; Sappelli, Verberne, and Kraaij, 2013a). Only automatic spam classification has
become a commodity in email handling. Categorization functionality within e-mail
clients often relies on hand-crafted rules.
The downside of the methods based on machine learning is that each of them
still requires labelled training data. Although this training dataset only needs to be a
limited but representative part of all messages, it still requires effort from the knowl-
edge worker as they would need to label these examples. Especially the persons that
receive the most messages, and will most likely benefit the most from a good cate-
gorization, will probably not have the time to provide a sufficient amount of labelled
examples. Furthermore, knowledge workers are often not consistent in their catego-
rizations (Whittaker and Sidner, 1996).
Sappelli, Verberne, and Kraaij (2012) tried to reduce the effort required from users
by using existing folder structures and the documents in them as training material for
supervised algorithms to classify unstructured e-mail data. This is motivated by the
idea that especially in a work setting, projects are often organized in project fold-
ers. These projects would function as an intuitive context of e-mail messages and
therefore would be good categorizations. However, the study demonstrated that the
1www.swell-project.net
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characteristics of documents and e-mail messages are too different to use organized
documents as training examples for e-mail categorization using traditional classifi-
cation methods.
The goal of the research presented in this chapter is twofold: (1) we aim to
improve upon the work by Sappelli, Verberne, and Kraaij (2012) and (2) we aim to
evaluate our new supervised network-based classification method. Since traditional
methods such as K-Nearest Neighbours, Naive Bayes and SVM proved unsuccessful
when presented with training materials of a different type than the test data, we have
developed a method that combines the specific characteristics of documents and
e-mail messages and exploits these characteristics to make a more robust classifier.
In Section 8.2, we describe some supervised, unsupervised and semi-supervised
approaches to e-mail categorization. The new network-based classification method
that is proposed is described in Section 8.3. In Section 8.4 the evaluation of this algo-
rithm is described, followed by a discussion and our conclusions in sections 8.5 and
8.6.
8.2. RELATED WORK
Methods for classification can be divided into supervised approaches, where train-
ing examples are provided, and unsupervised approaches, where there is typically no
training involved. There are also semi-supervised approaches, where a combination
of labelled and unlabelled data is used to reduce the training effort compared to su-
pervised methods. A specific form of semi-supervised learning is transductive trans-
fer learning (Bahadori, Liu, and Zhang, 2011), where knowledge from one domain is
transferred to another domain, and where the source domain has an abundance of
labelled examples while the target domain has none. This is the approach we take
in the presented algorithm in this chapter. In this section we describe a few typical
e-mail categorization methods in each of the categories.
8.2.1. SUPERVISED CATEGORIZATION
Although supervised machine learning methods require labelled data, which impli-
cates that they need input from the user, this is the main approach for e-mail classifi-
cation. Various machine learning algorithms have been proposed. For example, Se-
gal and Kephart (1999) use a classifier in their e-mail organization program MailCat
that uses the similarity between a word-frequency vector of a message and TFIDF
weighted vectors of categories to determine the correct category. Their algorithm
achieves 60-80% accuracy.
Bekkerman (2004) evaluate Maximum Entropy (ME), Naive Bayes (NB), Support
Vector Machines (SVM) and Winnow on the classification of two e-mail datasets,
among which the Enron dataset. Overall, SVM has the highest performance (55-95%
dependent on the persons whose messages are categorized).
On the other hand, Chakravarthy, Venkatachalam, and Telang (2010) provide a
graph-based approach to email classification which they also evaluate on the Enron
dataset. Their performance varies with the number of classes that need to be recog-
nized (60-90% accuracy)
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Krzywicki and Wobcke (2010) present a method for incremental e-mail catego-
rization. This is based on the idea that the categories in a changing dataset like e-mail
change over time. New topics are introduced and older topics can become irrelevant.
Their ‘clumping’ method looks at local coherence in the data. They evaluate their re-
sults on the Enron dataset and obtain comparable results as SVM on that dataset
(58-95%). Their method however is less complex and therefore has a lower execution
time.
Interestingly the variation in classification accuracies presented in existing liter-
ature is large. Furthermore, each of these methods requires a large dataset. Usually
70-80% of the data is used as training material. For the 7 largest users in the Enron
dataset this corresponds to more than 2000 messages on average that need to be la-
belled.
8.2.2. UNSUPERVISED CATEGORIZATION
In unsupervised machine learning methods, usually clustering techniques are used.
Xiang (2009) presents a non-parametric clustering algorithm using Hubert’s γ. They
report an accuracy of 70% on average, measured on two personal datasets whereas
K-means achieves 47% and Hierarchical Agglomerative Clustering obtains 60% ac-
curacy.
Furthermore, Kulkarni and Pedersen (2005) present their system Sense-Clusters.
The authors see an e-mail message itself as a context and seek to group these con-
texts. Grouping is based on the similarities in content using occurrence and co-
occurrence matrices. Labels are given using descriptive and discriminating terms
in the clusters. They test their algorithm on the 20-NewsGroups Corpus and report a
F-score of 61–83%. The quality of the labels is not evaluated.
These performances are comparable to the supervised setting, and these ap-
proaches require no labelling effort of the user. However, there is still an open issue
as sometimes the clusters are not labelled or the labels might not be meaningful
enough to the user. Additionally, the clustering is based on similarities between
messages, and it is by no means certain that these clusters are the clusters the user
is looking for.
8.2.3. SEMI-SUPERVISED CATEGORIZATION
There are some approaches that try a combination of supervised and unsupervised
learning. Kiritchenko and Matwin (2001) try to reduce the number of required train-
ing examples for SVM and Naive Bayes by using co-training. In this technique they
separate the features in 2 sets, and train one weak classifier on one set and one on
the other. For new examples, each classifier labels the example, and the most con-
fidently predicted positive and negative examples are added to the set of labelled
examples. In essence the two classifiers train each other, since when one classifier is
confident about a new example, this information can be taught to the other classifier.
The results show that this technique can improve SVM classifiers, but also that it has
a negative impact when using Naive Bayes classifiers.
Huang and Mitchell (2008) propose a mixed-initiative clustering approach for e-
mail. The algorithm provides an initial clustering of the messages and the users can
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iteratively review and edit the clustering in order to constrain a new iteration of au-
tomatic clustering. The required effort from the user is halved using this approach,
but no interpretative labels are provided for the clusters.
In the e-mail classification method by Park and An (2010) the categories result
from clustering, but category labels are obtained from a set of incoming e-mails us-
ing either latent semantic analysis or non negative matrix factorization. When users
are unsatisfied with the category hierarchy derived from the semantic features, they
can opt for a dynamic category hierarchy reconstruction which is based on fuzzy re-
lational products. Park et al. did not test their algorithm on an e-mail dataset, but
rather on the Reuters document collection. Also, they did not evaluate the quality of
the labels that their algorithm provides. It is possible that although their approach
is interesting, it might not work as well on e-mail compared to the documents of the
Reuters corpus, considering the differences that Sappelli, Verberne, and Kraaij (2012)
have found. Moreover, it is not certain that the category labels proposed by the algo-
rithm are meaningful to the user.
Two transductive-transfer learning examples come from Koren et al. (2011) and
Sappelli, Verberne, and Kraaij (2012). Koren et al. (2011) propose to use other user’s
folders to suggest categories, such that users that do not have time to categorize mes-
sages themselves can benefit from the categories that others make. Although this
would be a solution to reduce the effort for some people, it would require the access
to data of other users, which poses serious privacy issues. Also, it would be much
harder to use social features such as sender and receiver, since it is unlikely that mul-
tiple users have the same social dynamics.
Sappelli, Verberne, and Kraaij (2012) compared traditional supervised algorithms
such as K-nearest neighbours, SVM and Naive Bayes on the task of e-mail categoriza-
tion, but provided categorized documents as training data instead of e-mail mes-
sages. They tested the algorithms on a personal set of e-mail messages. The authors
found that the algorithms were not successful in categorizing e-mail messages when
they were trained on related documents. An analysis of models trained on e-mail
messages showed that the features required for successfully categorizing messages
(such as names and addresses) are too different from the features that are extracted
from the categorized documents (content words in general). In fact, the documents
do contain the features that are needed for the categorization of e-mail messages
(e.g. in the form of author names), but the traditional classification methods are not
successful in extracting these features.
8.3. OUR MODEL FOR E-MAIL CATEGORIZATION
In Sappelli, Verberne, and Kraaij (2012), the authors found that common machine
learning algorithms such as Naive Bayes, K-Nearest Neighbours (k-NN) and SVM are
not successful in using documents as training examples for classifying emails. The
main reason is that for email categorization, contact details, such as the sender or
recipient of a message, are the most distinguishing features, while for documents the
topic is much more important. In Naive Bayes, k-NN and SVM there was no distinc-
tion between the type of features as they were all uni-gram (bag-of-words) based.
We propose to bridge the domains of emails and documents by introducing con-
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tact names as an additional category of features for the joint space of documents
and emails. Our model can be viewed as a transfer learning approach where labelled
data in the domain of documents is used to learn a classifier for emails, for which no
labelled training items are available. In the approach proposed in this chapter, the
contact-type features in the data play an important role. In e-mail messages, these
contact type features are often e-mail addresses, while in documents these features
are usually (author) names. To connect the names and contacts, together with other
information, we use a network based approach which is based on the interactive ac-
tivation model by McClelland and Rumelhart (1981). The original interactive activa-
tion model is a cognitive model based on theories on neural activity in the brain. The
idea is that the model consists of nodes and connections and that activation spreads
through the network to activate other nodes. These nodes are comparable to neurons
in the brain and the notion of spreading activation is similar to neurons transmitting
electrochemical signals to each other. As in the brain, nodes in the model can send
inhibitory or excitatory signals. Where this model was originally used to assess va-
lidity of cognitive theories, it can also be used as a method for context recognition
(Verberne and Sappelli, 2013). In contrast to typical neural networks, there are no
hidden layers in the model for context recognition and the connection weights are
not learned.
There are two phases in the interactive activation approach. First the network
with nodes and connections need to be constructed (Section 8.3.1). Secondly, to
obtain a classification for an input, the activation needs to be spread through the
network (Section 8.3.2).
8.3.1. CONSTRUCTING THE NETWORK
The network consists of 3 layers as depicted in Figure 8.1:
• the input layer; the e-mails that need to be categorized
• the context information layer; the various elements that can be extracted from
e-mails and documents. These tell us something about the context of the mes-
sage or document. For the current problem we focus on social context (person
names), topics or terms and location information. These information types
were chosen because they have a relation to both e-mail messages and docu-
ments.
• the output layer; the categories that the user is interested in
Each of these layers consists of nodes. Each node can have one or more weighted
connections to other nodes.
First, the contact nodes in the context-information layer are created. We do
this by using the knowledge worker’s address book on the computer. Names are
divided into first names and last names. Only the actual names are kept, words like
‘van de’ are removed. Each first and last name and each e-mail address receives
a node in the context information level. Names and addresses are connected
using the address book. Names can be associated with multiple addresses. For
example ‘John Doe’ is divided into ‘John’ and ‘Doe’. The name is associated with
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Emails (Input)
Names E-mail addresses
Contacts
Category Identification (Output)
LocationsTopics
Figure 8.1: Representation of the network for category identification
‘john.doe@email.com’. Both the node ‘John’ as well as the node ‘Doe’ are connected
to ‘john.doe@email.com’. If there is also a person named ‘John Peters’ with the
address ‘myaddress@email.com’ in the addressbook, the node ‘john’ is connected
to the node ‘myaddress@email.com’ as well. Furthermore, e-mail addresses can be
connected to multiple nodes as well, for example when an e-mail address is shared
between 2 persons. This idea of connecting nodes is cognitively plausible: When
you just read the name ‘John’ you do not know yet whether this refers to ‘John Doe’
or ‘John Peters’ and thus you can think of both e-mail addresses as possible senders.
Additional context information can be added during this phase as well. For con-
structing the topic nodes, terms or phrases in the documents that are descriptive
of the categories are extracted using a weighted combination of three term scoring
methods as described in Verberne, Sappelli, and Kraaij (2013). The 100 most impor-
tant terms for a category are extracted, resulting in a set of 19658 important terms
and phrases for all categories together when duplicates are removed. These terms
and phrases are interesting as they could contain project names, but in any case they
represent the content of the documents.
Another type of context information are the location nodes. For each document
the filename without the path is extracted and added as a location node. The moti-
vation for these nodes is based on the possibility of attaching files to messages. Since
these attachments do not have a path, only the filename itself is informative. If one
of these file attachments matches a filename in the location nodes, this is strong ev-
idence for the category of the document from which the location node is created.
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The connections from the nodes in the context information layer to the category
nodes in the output layer are made based on the analysis of documents on the user’s
computer. The connections are made by creating a category node in the output layer
for each of the project-folders that the user selects. This selection of relevant folders
is the only ‘supervision’ that is required from the users. After the creation of these
category nodes, they are connected to the context information layer by analysing the
documents in the corresponding project folder. From each document, names and e-
mail addresses that occur in the context information layer are extracted. Each name
or e-mail address that occurs is connected to the category name that the document
belongs to. The same process is repeated for the terms. If one of the important terms
is found in a document, then a connection is made from the term to the category of
the document. For the locations, the documents do not need to be analysed, simply
a connection can be made from the location node to the category of the document
from which the location node was originally created.
The connections from input layer to context information layer are created during
run-time.
Each connection from node n1 to node n2 has an inverse document frequency
style connection weight:
1
#out putconnecti onsn1
(8.1)
This means that if a node has only a few connections and it is activated it has a high
impact, but if the node is connected to many other categories it becomes less impor-
tant.
For the purpose of the experiments in section 8.4 the identification layer and the
context information layer are fixed at this point; only connections between input
and context information layer are added during run-time. However, in a learning
setting as presented in section 8.4.3.2, the network can be adapted further as new
connections between context information layer and identification layer can be made
given the input message and the corrected or confirmed category. Additionally, it
would be expected in a real application that the network is updated regularly, to allow
new categories or remove obsolete categories.
8.3.2. RUNNING THE NETWORK
To obtain a category for an input the network needs to be activated. First the e-mail
message is added to the input layer as a node. Next, the names, e-mail addresses,
topics, file attachment names and other potential sources of information are ex-
tracted from the message and connections to the corresponding nodes are created.
Then the activation of the input node corresponding to the message is set to 1.0.
First, the weighted excitatory input ex and weighted inhibitory input i n are cal-
culated. These are weighted sums of each of the excitatory or inhibitory input con-
nections to a node:
ex j =
∑
ci , j∈Cexci t ator y
α ·ai ·wci , j (8.2)
where ci , j ∈ Cexci t ator y is a connection in the set of input connections to node j
where ai > 0: the activation of the from-node i is greater than 0. α is the parameter
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for the strength of excitation and wci , j is the connection strength between node i and
j .
i n j =
∑
ci , j∈Ci nhi bi tor y
γ ·ai ·wci , j (8.3)
where ci , j ∈Ci nhi btor y is a connection in the set of input connections to node j where
ai <= 0. γ is the parameter for the strength of inhibitions.
Activation of each of the nodes in the network is updated using Grossberg’s acti-
vation function (Grossberg, 1976):
δa j = (max−a j )ex j − (a j −mi n)i n j −decay(a j − r est ) (8.4)
where a is the current activation of a node, ex is the weighted excitatory input of the
node (8.2), i n is the weighted inhibitory input (8.3) and mi n, max, r est and decay
are general parameters in the model (see also Table 8.1). This function ensures that
the activation of a node will go back to the resting level when there is no evidence for
that element, and towards 1.0 when there is a lot of evidence for that element.
Normally the network would be run for the number of iterations required to sta-
bilize the activation in the network. However, for pragmatic reasons the network is
run for 10 iterations for each input message. This is enough to activate the network
properly (i.e. activate all levels) and keeps the running time low. This would be a
realistic requirement when the algorithm would be put to use in an actual applica-
tion. Moreover, more than 10 iterations did not improve accuracy in the experiments
described in section 8.4. This suggests that the network stabilizes quickly.
To obtain the label for the input message, the activation of the category nodes
in the output layer can be read. Each node starts with the same resting level, but
the variation in number of input connections to a node together with the excitation
and inhibition parameters can alter this resting level slightly. Therefore, the increase
in activity of a node is compared to its individual start level and the node with the
highest increase in activation will be selected as label for the input message.
8.4. EXPERIMENTS
In a series of experiments we compare our method for e-mail categorization us-
ing documents as training data to the previous approach by Sappelli, Verberne, and
Kraaij (2012). In the first experiment we look at a network with only contact nodes. In
a second and third experiment we add topic nodes and location nodes respectively
to see whether this enhances the network.
8.4.1. DATA
We obtained the personal email and document dataset from Sappelli, Verberne, and
Kraaij (2012). This dataset consists of 354 documents and 874 e-mails.The docu-
ments as well as the emails were provided in raw text form. This data had been man-
ually categorized into 43 categories corresponding to 43 different courses followed by
the single student who provided the dataset. These courses were followed in 4 years
time and are part of 2 different curricula; Linguistics and Artificial Intelligence (AI).
A third curriculum-type category was the Thesis category, as this was a combination
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of both the Linguistics and AI curricula. The data is hierarchically ordered based on
curriculum and year (See Figure 8.2).
Our aim is to support knowledge workers in their working life by categorizing
messages to projects. Although at first sight a dataset of a student’s course related
documents and e-mail messages might not seem relevant for the knowledge worker’s
life, there is a clear link. Both courses and projects have contextual elements. They
both have topics, they both have documents related to the topics, and in both
projects part of the work or all the work can be executed in collaboration. Thus, both
courses and knowledge worker projects have a social and topical context. In fact, a
course can be seen as a project that the student is working on.
There are three relations between the documents and e-mails in the dataset.
First, the documents and the messages are about the same courses, so there is a
topical relation between them. Furthermore, the documents and messages share a
time relation as the messages are sent and received during the course period. Some
of the documents have been created by the student in that time period as well, while
some documents, such as course materials written by the teacher, have already been
obtained at the start of the course. This means that the training documents do not
necessarily precede all e-mail messages in their creation dates. Finally, documents
can be send via e-mail messages, creating an attachment relation between a message
and a document. However this last relation was not very common as only 5.8% of
the e-mail messages contained a training document as file attachment.
Figure 8.2: Example of document category structure (Adopted from Sappelli, Verberne, and Kraaij (2012))
8.4.2. PARAMETER OPTIMIZATION
A small subset of the data (7 categories, 122 documents, 53 e-mail messages) was
used to optimize the parameters in our network. A grid search optimization was
executed with the minimum, maximum and step-sizes as mentioned in Table 8.1.
Table 8.1 also shows the default parameters of the original IA model, and the pa-
rameters that we used in the experiment. There were multiple sets of parameters that
proved to be optimal. We have chosen to use a set that seemed logical. The strength
of excitation in the network was increased while the strength of inhibition was de-
creased compared to the default. This boosted the impact of observed nodes, while
reducing the effect of unobserved nodes. The decay parameter was also increased.
The decay parameter pushes the activation back to the resting value, which happens
faster with higher decay values. This was as expected for categorizing e-mail mes-
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Table 8.1: Parameters of the network
Parameter Definition Min Max Stepsize Default Optimal
α Strength of excitation 0.0 1.0 0.1 0.1 0.2
γ Strength of inhibition 0.0 1.0 0.1 0.1 0.0
Mi n Minimal value of activation −1.0 0.5 0.1 −0.2 −0.2
M ax Maximal value of activation 0.0 1.0 0.1 1.0 1.0
Rest Resting-level of activation −1.0 0.5 0.1 −0.1 −0.1
Decay Strength of decay 0.0 1.0 0.1 0.1 0.3
sages since there does not need to be a relation between one message and the next.
8.4.3. RESULTS
In Table 8.2 we present the accuracy of the presented network method in various
forms. We compare the accuracy of the algorithm presented in this chapter to tradi-
tional algorithms such as Naive Bayes, K-nearest neighbours (k-NN) and Linear SVM.
These are the baseline runs and are in the top part of table 8.2. These traditional al-
gorithms are trained on a bag of word uni-gram model with TF-IDF weighting, where
k-NN and SVM are pruned: words that occurred in less than 3% or more than 30%
of the documents were excluded from the feature vectors. The accuracy that can be
obtained when the most frequent class is always selected is also presented (ZeroR).
The reported accuracies are adopted from Sappelli, Verberne, and Kraaij (2012).
In addition we improved the term selection for Naive Bayes, k-NN and linear SVM
by using the same term extraction method as in the network approach, which is de-
scribed in Section 8.3.1.
The significance of the difference between the algorithms and the best baseline
run (k-NN) is measured using McNemar’s test (Dietterich, 1998). This statistical test
measures whether the marginal frequencies are equal and can be used on paired
nominal data. The null hypothesis is that two classifiers (C1 and C2) are equally ac-
curate. The McNemar test statistic is:
χ2 = (b− c)
2
b+ c (8.5)
where b is the number of times C1 is correct and C2 is wrong, and c is the number
of times C2 is correct and C1 is wrong. The χ2-value is compared to the chi-squared
distribution to determine the p-value.
When we look at the result of a network with only topic nodes, it already has a
significantly higher performance than Naive Bayes (p < 0.001), while the result is
comparable to SVM (p = 0.39). The network approach uses less features than Naive
Bayes.
When looking at location nodes (i.e. filenames matching file attachments), the
accuracy of the network goes towards the majority baseline and is a significant im-
provement over Naive Bayes (p < 0.001) as well as SVMs (p < 0.001).
Using only contact nodes in the network gives a significantly better performance
(p < 0.001) than the traditional classification methods that were explored so far, even
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Table 8.2: Classification Accuracy. The top block shows the baseline accuracies adopted from Sappelli,
Verberne, and Kraaij (2012). The middle block shows the accuracies obtained with the network method.
The bottom block shows improved accuracies for the supervised methods using either the same term
selection as in the network (descriptive term extraction) or contact names
Classifier Accuracy
ZeroR (majority baseline) 15.3%
Naive Bayes (no pruning) 1.7%
Linear SVM 7.8%
k-NN, K=5 20.9%
Network – Contacts only 53.7%
Network – Topics only 7.1%
Network – Location only 14.0%
Network – Contacts & Location 56.7%
Network – Contacts & Topics 57.7%
Network – Contacts, Location & Topics 58.3%
Naive Bayes – Descriptive term extraction 3.2%
Linear SVM – Descriptive term extraction 15.9%
k-NN, K=5 – Descriptive term extraction 32.8%
k-NN, K=5 – Contacts only 54.6%
the ones that were improved by using the descriptive term extraction method as de-
scribed in Section 8.3.1. However, if we train a k-NN algorithm with k = 5 on the doc-
uments where we first extract all contact features, we can obtain a similar accuracy
of 54.6%. There is no significant difference between k-NN with only contacts and the
network with only contacts (p = 0.54), but the network has the advantage that addi-
tional information types can be added. Adding location nodes to the network with
contact nodes boosts the performance a little bit further to 56.7%. A network with
contact nodes, location nodes as well as topic nodes gives the highest performance
of 58.3%. Although this is a nice improvement, the difference between the complete
network and k-NN with only contact nodes is not significant (p > 0.06).
INFLUENCE OF NUMBER OF CLASSES
As discussed before, we aim to support knowledge workers by categorizing messages
to the projects that the knowledge worker is working on. It is not realistic that a
knowledge worker would work on 43 projects at the same time. Therefore we have
looked at the influence of the number of categories.
We first try to make the task easier by categorizing the messages to curriculum
rather than to course level. This is essentially a categorization higher up in the hi-
erarchy. The curriculum level has 3 categories; Artificial Intelligence (AI), Linguistics
and Thesis. The Thesis category is not actually a curriculum, but is rather a combina-
tion of both AI and Linguistics and is therefore placed on the curriculum level. The
full network (contacts, topics & locations) correctly classifies 73.5% of the messages.
When we look at the confusion matrix in table 8.3 it becomes apparent that most
mistakes are made between the AI messages and Thesis-messages (11% error). This
is not strange, as the thesis was a continuation of a course in the AI curriculum, so
there is a large overlap between contacts.
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More interesting is the number of AI messages that are mistakenly classified as
Linguistics, while there are no Linguistics messages mistakenly classified as AI. It
seems that these errors are related to ambiguity in the names. Both categories have
connections to a couple of first-names that occur often even though the actual per-
sons to which they refer may be different. The messages that are wrongly classified,
typically have these common names associated with them. Apparently the Linguis-
tics category is favoured in the case of these ambiguous situations.
Table 8.3: Confusion Matrix Network - Curriculum
AI Thesis Linguistics
predicted predicted predicted
AI 421 90 82
Thesis 5 104 26
Linguistics 0 24 104
A k-NN algorithm filtered on contacts actually achieves a significantly higher ac-
curacy of 79.3% (p < 0.001) compared to the network algorithm when tested on cur-
riculum categories. The confusion matrix in Table 8.4 shows that for k-NN there is
much less confusion between AI and Linguistics. There are two possible explana-
tions: 1) the impact of ambiguity in names is smaller because the weighting in k-NN
is different or 2) the network algorithm is harmed by the influence of previous mes-
sages.
Table 8.4: Confusion Matrix k-NN - Curriculum
AI Thesis Linguistics
predicted predicted predicted
AI 485 61 47
Thesis 27 100 8
Linguistics 24 10 94
In a second attempt to make the task more realistic, we categorize messages to
courses again, but the network is built year-wise, such that there are only 5-14 cate-
gories at a time. The training data then consists of only the documents correspond-
ing to the courses that were taken in a specific year.
Table 8.5: Classification Accuracy: year-wise training
Year #categories accuracy accuracy
Network k-NN
2005-2006 5 20.5% 73.1%
2006-2007 12 20.0% 22.5%
2007-2008 14 40.8% 31.6%
2008-2009 11 73.6% 62.9%
For the k-NN algorithm trained on contacts only there is a clear advantage of a
reduced number of categories (See Table 8.5). Interestingly this does not seem to be
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the case for the network algorithm. The total accuracy that could be obtained is for
both algorithms lower than when all categories are classified at the same time.
When the accuracies of the network algorithm are analysed, the accuracy for the
courses in the year 2008-2009 is the highest. Most likely this is because, 2008-2009
is a particularly easy year as 84.9% of the messages can be classified in 3 out of 11
categories.
Similarly, 2005-2006 seems to be a very difficult classification. In 2005-2006 there
are only 5 courses, and in 3 of them there was a collaboration with the same persons.
Moreover all 3 courses were quite similar in topic. The most confusion in this year
existed between the courses Datastructures and HCI : 57.1% of Datastructures mes-
sages were misclassified as HCI. There were actually 43 documents for Datastructures
while there were only 4 for HCI. After inspection of these training documents, it is
clear that the HCI documents contain more social references related to the course,
making them more suited as training material for e-mail categorization.
However, this problem would be the same for the k-NN algorithm, but k-NN
seems less influenced by the overlap in contacts and the lack of references in some
of the training documents. Moreover, k-NN seems better at selecting the larger cat-
egories when the input is ambiguous, which improves the accuracy greatly. Never-
theless it has a class recall of 0% for 3 out of 5, which is not satisfactory. We expect
that k-NN has a higher accuracy for the year 2005-2006 because the larger categories
also had many more documents. This means that there are more documents that
can be close to a message and a higher chance that k-NN will select that category
as the class. The network is not influenced by the number of documents as there
only needs to be one example to make a connection. In this particular year, this has
a large influence since the network prefers a smaller class HCI over the larger class
Datastructures, whereas k-NN always prefers Datastructures.
LEARNING CURVE
The model can be improved when the content of the e-mail messages is used to make
additional connections in the network. Initially there will be no labelled messages
available, but as the user uses the system it can correct or confirm categorizations.
From these corrections and confirmations the network can learn, because for these
messages it is absolutely certain what the label should be. New connections between
context information nodes and category labels can be made. In particular, direct
connections between e-mail addresses and categories can be created. In the learning
curve experiment we look at a model with only contact nodes to see what we can
achieve with the least complex network possible.
Figure 8.3 shows the learning curve of the network. Increasingly more labelled e-
mail examples, are presented to the network, improving the classification accuracy.
For this experiment we chose to randomly select the e-mail examples, as this would
be a realistic setting when users confirm or correct labels. The figure shows the learn-
ing curve for the situation where an initial model based on documents is improved,
as well as a traditional supervised situation where there is no initial model.
From the figure it is clear that the learning curves are steep. The network learns
quickly when it is presented with e-mail messages, and stable 80% accuracy is ob-
tained by the network with the initial model at around 20% training examples (about
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Figure 8.3: Learning curves of the categorization algorithm with initial training on documents vs. without
initial training.
170 messages). For the model without the initial training on documents this is ob-
tained at approximately 35% training examples (about 300 messages). Overall, the
model without the initial training obtains an accuracy of 85%, which is not signifi-
cant compared to the 83% accuracy for the model with initial training on documents.
The actual selection of training examples has a large impact on the performance. If
all training examples that are presented come from the same category, the impact
is much smaller, since less new information is introduced. Optimally, at least one
example per category should be selected.
The maximum accuracy of the network model is not as high as a supervised Naive
Bayes model trained only on emails (89.9%)(Sappelli, Verberne, and Kraaij, 2012).
With a Naive Bayes supervised algorithm 20% of training examples are required to
achieve 80% accuracy, just like the situation with the initial network model. However,
with Naive Bayes, there is actually a decreased performance when a model initially
trained on documents is used (30% training examples required and a maximum ac-
curacy around 85%). Moreover with a Naive Bayes network only trained on messages,
the accuracy starts at 0%, while the user with the network method, initialized with
documents, already receives a correct classification in 58% of the cases. Thus, out of
the 170 messages, only 72 need to be corrected in the network method, whereas with
Naive Bayes all 170 messages need to be labelled.
8.5. DISCUSSION
We have presented a network-based algorithm that has several advantages. First and
foremost the presented algorithm is suited for transductive transfer learning since it
is capable of using items as training examples that are only partially related to the
examples that need to be categorized. The benefit is that using this method already
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existing categorizations such as folder structures on the file system can be re-used.
Traditional classification methods like K-nearest neighbour, SVM and Naive
Bayes have difficulties in extracting the features from documents that are needed
for e-mail categorization(Sappelli, Verberne, and Kraaij, 2012). They can be helped
by pre-filtering the documents on a specific type of features, such as contact de-
tails. However, these methods can not combine multiple feature types easily. The
network-based method presented in this chapter is more flexible. The method is
capable of focusing on specific feature types, without the need to filter out other
feature types. More importantly, the network approach is not harmed by feature
types that are not very effective by themselves, such as the terms, but it can still use
them for small improvements.
The classification accuracy reached with the proposed network is much higher
than the accuracy of traditional supervised methods on the task of classifying e-mail
messages with documents as training data. Using the proposed method, an appli-
cation can provide reasonable category suggestions at first, and as the user corrects
or confirms the system the accuracy can improve to levels almost as good as state of
the art for supervised methods that do use labelled e-mail data. A reasonable initial
classification substantially lowers the bar to use the system. Additionally it decreases
the total amount of effort required from the user, as less training examples need to
be labelled. With a reasonable initial classification, many items only need to be con-
firmed, rather than corrected, requiring less effort as well.
The presented system would be especially meaningful for situations where the
effort it costs to label a message outweighs the benefits that the labelled messages
has. An example stems from a person that does categorize messages for external
projects, but finds it too much effort to label internal projects. The reason for this
comes from the nature of the projects; external projects typically have clear bound-
aries, and little overlap in contacts. Also new people join as the project progresses.
Thus, they are easy to label, and labelling them has advantages as it is important to
keep track of all the agreements that have been made. Internal projects on the other
hand have much higher overlap and are therefore more difficult to label by the user.
The presented system would help the user label the external projects by reducing the
number of mails that actually need to be labelled, and provides additional benefits
to the internal projects that would otherwise not have been labelled. This example
also demonstrates that it is not always easy for the user to label data and that help
provided by suggested labels by a system could prove beneficial.
A disadvantage of the network is that it cannot discover new categories. However,
the network structure allows for the possibility to use graph clustering methods to
find clusters of information. This could potentially be used as a method to identify
new categories, which we will look into in future work.
Other things that we will be investigating further are the flexibility of usage of the
algorithm. First of all, many sources of information such as social information, lo-
cation information and topic information can be combined in a simple manner. Hi-
erarchically organized information could for example be represented naturally using
additional context information levels, where each level in the network corresponds
to a level in the hierarchy. Additionally, text features do not have the bulk-advantage
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as they have in some algorithms, making it easier to combine them with different fea-
ture types. This allows the model to be used in several research domains. Currently
we are investigating the benefits and issues when using a more elaborate version of
the method for context recognition, where the input data is a stream of sparse events.
Furthermore, the network is very insightful. It is easy to discover relationships
between contacts and categories. The method is not limited to categorizations, but
can also be used to give insight into a person’s data, which is one of the goals in the
SWELL project.
The network could be used in a context-aware notification filtering setting as
well. This would be a combination of using the model for context recognition and
for e-mail categorization. When a new incoming e-mail message fits the current con-
text, a notification can be shown, while if it does not fit, it can be suppressed. This
could also be combined with information on the importance of a message (Sappelli,
Verberne, and Kraaij, 2013a).
8.6. CONCLUSION
We presented a novel method that is capable of exploiting data from documents as
training material for classification algorithms that categorize e-mail messages. The
advantage of the proposed method is that the training materials need to be only par-
tially representative of the data that needs to be categorized. This means that more
sources of information can be used. Also, categorizations that have already been
made by a user in a different, but related domain (such as file organization), can be
re-used. In the end this reduces the effort of the user that is typically required when
dealing with supervised machine learning systems. We could reduce the number of
messages that needed to be labelled or corrected by the user from 170 messages for
Naive Bayes to 72 for the network method, in order to obtain a classifier with 80%
accuracy in the experiment presented in this chapter. This is a reduction of almost
60%.
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In this chapter we evaluate context-aware recommendation systems for information
re-finding that observe knowledge workers in their daily work-tasks. The systems in-
terpret the interaction of users with their regular office PC. The recognized activities are
used to recommend information in order to let the user work focused and efficiently.
In order to decide which recommendation method is most beneficial to the knowledge
worker, it is important to determine in what way the knowledge worker should be sup-
ported. From the knowledge worker scenario we identify four evaluation criteria that
are relevant for evaluating the quality of knowledge worker support: context relevance,
document relevance, prediction of user action and diversity of the suggestions.
We compare three different context-aware recommendation methods for information
re-finding in a task setting where the agent provides the user with document sugges-
tions that support their active (writing) task. Each method uses a different approach
to context-awareness. The first method uses contextual pre-filtering in combination
with content based recommendation (CBR), the second uses the just-in-time informa-
tion retrieval paradigm (JITIR) and the third is a novel network-based recommenda-
tion system where context is part of the recommendation model (CIA). These methods
are also compared to a random baseline.
We found that each method has its own strengths: CBR is strong at context relevance,
JITIR captures document relevance well and CIA achieves the best result at predicting
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user action. Weaknesses include that CBR depends on a manual source to determine
the context and the context query in JITIR can fail when the textual content is not
sufficient.
We conclude that to truly support a knowledge worker, all four evaluation criteria are
important. In light of that conclusion, we argue that the network-based approach CIA
offers the highest robustness and flexibility for context-aware information recommen-
dation.
9.1. INTRODUCTION
Many knowledge workers who process and produce information are confronted with
a phenomenon referred to as ‘information overload’ (Bawden and Robinson, 2009).
Knowledge workers can get overwhelmed by the amount of information they need to
handle. In our project SWELL1 we aim to support these knowledge workers in their
daily working life by helping them to ‘work in context’ (Gomez-Perez et al., 2009;
Warren, 2013). This means that we try to help the user stay focused on his tasks by
recommending documents from the user’s work history (documents and webpages
that the user has previously accessed) that are relevant to his current working con-
text (i.e. current activities and topics). This chapter describes how we can evaluate
context-aware document recommendation systems for knowledge worker support
in a document re-finding setting, and provides an evaluation of three approaches to
context awareness in document recommendation.
It has been shown that people often forget to use documents that can be helpful,
even when they are stored in an appropriate location (Elsweiler, Ruthven, and Jones,
2007). The recommendation of documents can improve task performance by the
reduction of the number of computer interactions required, and has been showed
to improve the perceived usability of an information re-finding system (Wakeling,
Clough, and Sen, 2014). Especially for the task of writing, the time to complete the
task can be shortened and the quality of the written document can be improved
when relevant information is pro-actively recommended (Melguizo, Bajo, and Gracia
Castillo, 2010). This suggests that a recommender system for re-finding information
can be useful for a knowledge worker. The time to complete a task or the quality of
a written document would be the perfect extrinsic evaluation criteria for the evalua-
tion of a recommender system for re-finding information. However, this data is not
available and costly to obtain. Therefore we investigated the potential of using a pre-
existing off-line knowledge worker dataset (Sappelli et al., 2014) for the evaluation of
simulated context-aware document re-finding.
We argue that there are several ways in which a context-aware recommendation
system for information re-finding can be useful to a knowledge worker. For that pur-
pose we describe a knowledge worker scenario. Four evaluation criteria are derived
from the knowledge worker scenario, each with their own evaluation metrics. Ide-
ally, a good system would score well on all evaluation criteria. We evaluate three ap-
proaches to context-aware information recommendation on each of these criteria.
Our research questions are:
1http://www.swell-project.net
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1. How should we evaluate a context-aware information recommendation sys-
tem in light of the goal to support knowledge workers in re-finding informa-
tion?
2. What are the benefits and downsides of content-based recommendation
with pre-filtering, just-in-time information retrieval, and context-modelling
as methods for recommending documents with the purpose of helping the
knowledge worker?
We focus on supporting the knowledge worker through document recommen-
dation, which is why we present a discussion of related work on document recom-
mendation, just-in-time information retrieval and context-aware recommendation
in Section 9.3. In Section 9.4 we present the four criteria of evaluation which are
derived from the knowledge worker scenario. This is followed by an experiment in
which we compare the effectiveness of three methods for incorporating context for
recommending documents in a knowledge worker setting. These methods are de-
scribed in Section 9.5 and the results of the experiment in Section 9.6.
9.2. THE KNOWLEDGE WORKER SCENARIO
A knowledge worker is a person that works mainly with information. He uses and
produces information. In our scenario we focus on knowledge workers who work
mainly on a computer and process and produce information from documents in or-
der to gain new knowledge.
A typical workday of such a knowledge worker can be described by a combina-
tion of activities. Some activities are organizational in nature, such as handling e-
mail messages or attending meetings. Some activities are more substantial, such as
writing project proposals or reports and preparing presentations. Depending on the
type of knowledge worker, software programming or data analysis can also be part of
the job.
Consider Bob, he is a 43 year old programmer at a large company. He starts his
day with finishing up a report on his latest Java deep-learning project. Only a couple
of details and references are needed, but he needs to finish this work before 1 pm.
He knows that the papers he needs as references in his report are somewhere on his
computer, because he has read them before. At this point he could be helped by
opening these documents for him, to spare him the time to navigate to them or look
for them himself.
At 11 am he realizes that he is missing a piece of information. He has read it be-
fore, but cannot remember where and starts to search on his computer. Bob finds
some information about deep-learning in Python, which he also saved on his com-
puter. Because Python is relatively new to him, he finds it more interesting than his
current Java project and he gets distracted. At 12.30 he realizes that he has spent to
much time learning about deep-learning in Python and that he only has 30 minutes
left to finish his project. He finishes it quickly.
In the meantime a couple of e-mail messages have arrived for Bob. Most of them
are not so important, but one is about the possibility to work on new, self-defined
research. Bob has wanted this for a while, so decides to write a proposal. He already
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has an idea about the topic he wants to pursue, but he wants to challenge himself.
At this point Bob could be helped by thinking out of the box, and suggesting him
documents that are related to the topic, but cover a variety of perspectives.
At 5 pm Bob finishes his day. He has found so many documents for his new
project proposal that he feels a little bit overwhelmed. He has not been able to read
all documents yet. He decides to catch up on some reading at home.
Our aim is to support Bob in his information management. We see four ways to
support him:
(a) By preventing distractions for the knowledge worker so that he can finish his task
effectively.
(b) By reminding the knowledge worker of information that he has seen before and
is relevant now.
(c) By pre-fetching the documents that he needs for the current task, so that he saves
time in navigating to them.
(d) By providing a diverse range of items to spark the knowledge worker’s creativity
when he needs it.
These four support methods are the foundation for the evaluation criteria that we use
to evaluate the context-aware recommendation systems for information re-finding.
9.3. RELATED WORK
In this section we describe previous work related to the research in this chapter. Our
work relates to several areas of research: information retrieval, recommender sys-
tems (Ricci, Rokach, and Shapira, 2011), information behaviour in context (Ingw-
ersen and Järvelin, 2005) and user-centric evaluation of information systems (Kelly,
2009). In this section we restrict ourselves to related work on a) system-initiated
methods for document recommendation (i.e. no search systems) in Sections 9.3.1
and 9.3.3, and b) context-aware methods in Section 9.3.2. In terms of evaluation we
focus on off-line evaluation methods, which are described in Section 9.4
9.3.1. DOCUMENT RECOMMENDATION
There are several traditional recommendation approaches to provide users with doc-
uments during their work. Most of these make use of collaborative filtering tech-
niques to find relevant documents. Weng and Chang (2008) construct a user profile
ontology to reason about the interests of users. They search for user groups with sim-
ilar interests using a spreading activation model and use their interests as basis for
the recommendations of new documents.
In another approach, Lakiotaki, Matsatsinis, and Tsoukias (2011) model the rec-
ommendation problem as a decision problem (which document should I use next?),
and investigate the use of multiple-criteria decision analysis (MCDA) as method for
user profile construction. The authors conclude that MCDA and the subsequent
clustering of these profiles enhances the performance collaborative-filtering tech-
niques.
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More recently, Lai, Liu, and Lin (2013) have taken the trustworthiness of the rat-
ings by users into account. They propose several methods that use both personal
trust as well as group trust. Their proposed methods had lower mean average errors
than methods that do not take trustworthiness into account and methods that only
use user trustworthiness. This was evaluated on a dataset from a knowledge man-
agement system consisting of 800 documents and 80 knowledge workers with their
access and rating behaviour.
Although these methods are valuable, they only consider the user and his (rela-
tively static) interests, and not the user’s current working context. The recommenda-
tions are aimed to be of general interest to the user. These interesting items are not
necessarily useful at the time they are recommended and can be a potential source
of distraction. Our goal is to reduce the information overload of a user, not to add to
it. For this purpose it is important to look at what the user needs, rather than what
the user might like. To avoid overload we focus on re-finding information, therefore
the user’s needs will be to re-find information sources that are relevant for his current
activities. Typically, re-finding involves the user issuing queries (Dumais et al., 2003),
but in this chapter the focus is on proactive recommendation of documents that the
user has seen before.
The task of re-finding information is strongly related to memory (Elsweiler,
Ruthven, and Jones, 2007). This has lead to the hypothesis that contextual elements
can also help people to re-find items. Blanc-Brude and Scapin (2007) investigated
what people recall about documents they have seen and what this implies for
search tools. They found that the aspects of documents that users often recall are
contextual elements such as keywords, file location, file type, document format, time
of last usage, associated events and visual elements. In addition, Kelly et al. (2008)
conclude that as the recall of the content itself declines, contextual information
becomes more important to re-find information.
More recently, Chen and Jones (2014) have investigated the usefulness of episodic
context in a search system for re-finding information. They describe experiments in
which they assess the episodic features people remember, which include the name of
desktop applications and websites, the name and contact of an e-mail and the infor-
mation that represent the content of the activity. Although the episodic or contextual
features were not frequently used in queries, they did improve the effectiveness of
re-finding tasks. File extension, contact names and temporal information were most
often used as contextual attributes to a query.
By using the current context of a user, we can find documents that have a rela-
tion to a similar context. Since the context of document access, such as the person
to which a document was sent or the day it was accessed, can be used to more ef-
fectively re-find a document, it is likely that a list of documents related to the user’s
current context contains documents that the user would potentially want to re-find.
This means that for the task of re-finding information we should look at recommen-
dation systems that take context into account. In the next section we describe such
recommendation systems that take the user’s context into account.
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9.3.2. CONTEXT-AWARE RECOMMENDATION AND RE-FINDING SYSTEMS
There are roughly three methods to incorporate context in a recommendation agent:
contextual pre-filtering, contextual post-filtering and contextual modelling (Ricci,
Rokach, and Shapira, 2011).
In the paradigm of contextual pre-filtering, the set of data that the recommender
system uses is filtered for the context that is currently active. This means that simply
all the possible suggestions that are not relevant for the current context are taken out
before the ranking is determined. Typically the context in these kind of systems is
some kind of category. For example a context for a movie recommendation system
can be ‘watch with family’ or ‘watch with friends’.
Pre-selection of contexts can be done by using the context as a query. For exam-
ple, Sappelli, Verberne, and Kraaij (2013c) use the physical location of a user as query
and rank the resulting potential tourist activities according to the user’s preferences.
When this pre-selection is too strict (e.g. there are too few search results for this con-
text), context generalization can be applied (Ricci, Rokach, and Shapira, 2011). In the
tourist recommender system, this can be achieved by using a city as location query,
rather than the exact GPS location.
A second method for incorporating context in a recommender system is contex-
tual post-filtering. This is very similar to the pre-filtering case, but here the system
produces a ranked list for all items, first ignoring any contextual information. The
ranked list is re-ranked or filtered afterwards based on the context of interest (Ricci,
Rokach, and Shapira, 2011).
There is a last type of context-aware recommendation system where the context
is part of the recommendation model. Oku et al. (2006) propose a contextual ver-
sion of SVM where context-axes are incorporated in the feature space. Incorporating
context using factorization methods is also popular (Karatzoglou et al., 2010; Rendle
et al., 2011).
The downside of these methods is that the detection of what context is active is
often not incorporated in the model. Typically the user is asked to select the context
for his search. For example, he can select that he is watching a movie with friends
tonight. This means though that all possible contexts need to be determined before-
hand, and no personal contexts can be taken into account.
From the perspective of the knowledge worker, his most important context is the
(topic of) the task he is working on. As the activities vary throughout the day, it would
cost the knowledge worker much effort if he would have to indicate this each time he
changes activities. This would diminish the possible advantages of using a recom-
mendation system.
Additionally, reducing the context of a knowledge worker to fixed categories is a
limitation, as slight variations in topics would not be captured. A more realistic and
content-rich context of a knowledge worker would be the text of a (web) document
he is observing at that moment.
9.3.3. JUST-IN-TIME INFORMATION RETRIEVAL
A special type of context-aware recommendation systems are the systems for just-in-
time information retrieval (JITIR). In this setting, the context is used as a query in a
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search system. The system is pro-active in the sense that the querying takes place in
the background, and the search results are presented to the user. Thus, the user does
not need to select his context, which is an advantage over the context-aware recom-
mendation systems described in the previous section. The context query that is used
can be formulated from the document a person is writing (Budzik and Hammond,
2000; Melguizo, Bajo, and Gracia Castillo, 2010), the blogpost he is writing (Gao and
Bridge, 2010), e-mail messages that are being read or composed (Dumais et al., 2004),
the news that is being broadcasted (Henzinger et al., 2005) or the text that is visible
on screen together with the location, person, date and subject information (Rhodes,
1997).
A limitation of the JITIR systems is that the information leading up to the current
context is ignored. The session information can contain valuable information about
what has already been seen and what not. Historic behaviour of users has proven to
benefit personalized re-ranking of documents (Cai, Liang, and Rijke, 2014).
9.4. EVALUATION FOR CONTEXT-AWARE INFORMATION
RECOMMENDATION
Ideally a context-aware information recommendation system for re-finding would
be evaluated in an on-line interactive setting with users. In such a case, each user
would work as he normally does, while receiving suggestions from one of the systems
that is being evaluated. During the experiment we could evaluate whether the sug-
gestions lead to improved task execution in terms of time profit or quality. Moreover,
the user could be asked to rate the suggestions he receives at a certain moment. This
method of evaluation, however, is expensive. Each system, or even each adaptation
in system settings, would require a new period of evaluation with users. Further-
more, the extrinsic evaluation methods are not trivial: to assess time profit or quality
of work, the tasks that are being evaluated should be equal. However, if a person exe-
cutes the same tasks multiple times, there is a learning effect that should not be con-
fused with the effect of using the system. Moreover, asking a user to provide ratings
of the suggested documents during the experiment could influence the subsequent
suggestions as they are dependent on what is happening on the user’s screen, while
rating the suggestions afterwards would make the ratings not context-dependent.
To overcome the issues of interactive evaluation, we opt to do an offline evalu-
ation instead. For this purpose we define several criteria that a good context-aware
document suggestion should meet. The criteria are motivated by the methods in
which we can support knowledge workers as described in the knowledge worker sce-
nario (Section 9.2). We use a dataset of knowledge worker activities (Sappelli et al.,
2014) to simulate the work session of a knowledge worker, which enables us to eval-
uate the recommendations in a context-dependent setting. The assumptions un-
derlying this approach do limit the generalisability of the conclusions. On the other
hand, however, this off-line way of evaluation has the advantage that the impact of
small changes in system settings can be evaluated more easily. Moreover, it provides
the possibility to reproduce results and provides a baseline for comparison for new
systems.
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There are multiple existing methods for the off-line evaluation of (non context-
dependent) recommender systems. Therefore we describe some standard evaluation
practices for recommender systems in the remainder of this section. This is followed
by the evaluation criteria that we have derived from the knowledge worker scenario
(Section 9.2
9.4.1. STANDARD EVALUATION PRACTICES FOR RECOMMENDER SYS-
TEMS
In the off-line evaluation of recommender systems, the most important measure is
predictive-based (Ricci, Rokach, and Shapira, 2011). The assumption is that a system
with more accurate predictions of what the user will do will be preferred by the users.
There are two interpretations of predictive accuracy in recommender systems. In the
first interpretation the system tries to predict the user’s rating of an item. Mostly this
form of evaluation measures how well a system is capable of predicting how an item
will be rated (e.g. movie ratings).
The second interpretation of predictive accuracy focuses on what the user will do
with a suggestion. In this interpretation the evaluation focuses on how well a system
can predict the action of a user. In a movie recommendation example this would
focus not on how the user rates a movie, but on whether the user will actually buy
or watch the suggested movie. Both aspects of predictive accuracy are useful to find
documents that can support the knowledge worker. For example, we can predict
whether a document contains relevant information, or we can predict which docu-
ment a user will open next.
The case of the knowledge worker is not completely comparable to most recom-
mendation systems. In terms of evaluation, the occurrence of false positives has a
larger impact in knowledge worker support than in other recommendation systems
such as movie recommendation. In movie recommendation, a bad recommendation
will only have a small impact on the overall opinion about the system as long as there
are not too many bad recommendations. In the case of the knowledge worker, a bad
recommendation can distract the worker and disrupt his work flow, something that
is diametrically opposed to the reason for using the recommendation system in the
first place. This means that preventing distracting suggestions is an important aspect
in the knowledge worker scenario.
We address four possibilities to support knowledge workers in the case of re-
finding information, connected to the support options (a)–(d) from the knowledge
worker scenario:
• Context Relevance: A knowledge worker can be supported by suggesting him
documents that fit the topic of his current activities and therefore do not dis-
tract him
• Document Relevance: A knowledge worker can be supported by suggesting
him documents that contain relevant information for the (writing) task he is
working on. Where context relevance evaluates whether there is a general top-
ical match with the current activities, document relevance is aimed at a more
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detailed evaluation of how much a suggested document contributes to the
writing process.
• Action Prediction: A knowledge worker can be supported by suggesting him
documents that he is going to open in the near future
• Diversity: A knowledge worker can be supported by suggesting him a variety
of documents
Each of these support possibilities can be seen as a criterion for evaluation. Each
evaluation criterion has its own evaluation metric. We have chosen evaluation met-
rics for each of these criteria based on literature and availability of data. Therefore
we start with a description of the data that is available to us, and then describe the
evaluation metrics for each criterion.
9.4.2. DATA
For the experiments described in this chapter we make use of a publicly available
dataset collected during a knowledge worker experiment (Sappelli et al., 2014). To
our knowledge this is the only public dataset with comprehensive computer inter-
action data that captures the context of knowledge workers realistically and without
privacy issues. The interaction data allows for the simulation of a work session, in
order to evaluate the context-aware recommendation process.
The dataset was collected during an experiment in which 25 participants were
observed while executing typical knowledge worker tasks. The participants were
asked to write reports on a total of 6 given topics and prepare presentations for three
of the topics. The topics were ‘Stress at Work’, ‘Healthy Living’, ‘Privacy on the inter-
net’, ‘Tourist Attractions in Perth’, ‘Road trip in USA’, and ‘The life of Napoleon’. So,
for each participant we have 6 written documents and 3 presentations that were pro-
duced for the task. In addition, we stored all (local and web) documents that were
accessed by the users during their work session.
The data were collected in three sessions that mirror the knowledge worker sce-
nario. Each session lasted between 30 and 45 minutes. The conditions were: a) a
neutral session in which the participants were asked to work as they normally do;
b) a session in which they were time pressured and c) a session in which they were
interrupted with email messages. Some of these messages contained a task for the
participant, which resulted in two additional topics in the data: ‘Einstein’ and ‘Infor-
mation Overload’.
The dataset that resulted from this experiment contains all computer interaction
data that was recorded during the experiment. Most importantly the dataset con-
tains the data originating from the uLog key logger2 as well as browser history data
collected with IEHistoryView.
For the experiments described in this chapter we make use of the preprocessed
version of the dataset. In this version of the dataset, individual events are aggre-
gated to meaningful event blocks. The start of a new event block is defined as either
an application switch event, or a change in window title event. All the individual
2http://www.noldus.com/human-behaviour-research/products/ulog
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events, such as the keys typed, and all captions (mouse-over tool tips), that occurred
between application or window switches are concatenated into strings and the num-
ber of mouse clicks per event block is counted. From the recorded Google URLs the
queries that were entered were extracted using a regular expression. In total, the data
collection consists of 9416 event blocks with an average of 377 event blocks per par-
ticipant. The average duration of an event block is 51.5 seconds. The average number
of accessed documents per participant per 3-hour work session was 44 documents.
Table 9.1: Overview of features collected per event block, with example values
feature example value
id 6
participant id 2
begin time 20120919T132206577
end time 20120919T132229650
duration (seconds) 24
# clicks 3
typed keys we austra;i lia
application iexplore
window title Google - Windows Internet Explorer
caption New Tab (Ctrl+T) New Tab (Ctrl+T)
url http://www.google.nl/search?hl=nl&
sclient=psy-ab&q=australia+&oq=australi
domain www.google.nl
query australia
Label Perth
Table 9.1 shows an overview of the features collected per event block, with an
example value for each feature.
DATA LABELLING
Table 9.1 shows that each event block was labelled with a topic label. This was done
as a second step after the data collection experiment using the crowd sourcing plat-
form Amazon Mechanical Turk. The event blocks were presented to the annotators
in a desktop-like setting to mimic the desktop view of the user during the experi-
ment. The annotators were asked to select 1 topic label and also indicate on a scale
of 1-5 how certain they were of their decision. The event blocks were shown in ran-
dom order, so they could not use any session information. The labels were the 8 top-
ics (‘Stress at Work’, ‘Healthy Living’, etc.), and an additional topic ‘indeterminable’
when the event block did not contain any identifiable topic, for example when just
the website ‘www.google.nl’ was shown.
Each document that was opened during the experiment was labelled with
the topic label that was assigned to the event-block in which the document was
accessed. A document can have multiple topic labels. In total there were 799
documents accessed during the experiment, of which 349 were tagged with the label
‘indeterminable’. We assume that within one event-block, a single topic guided the
information access behaviour of the user. Table 9.2 presents the distribution of doc-
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uments over the topic labels. Overall there were 43 documents that were associated
with more than one topic. An example is http://healthypattern.com/things-you-
can-do-at-work-to-relieve-stress-at-work.html which is associated with the topics
Healthy Living and Stress. Some of these documents have multiple labels because of
errors in the labelling by Amazon Mechanical Turk. An example of such a document
is http://www.perthtourism.com.au/recreation.html which is associated with both
Roadtrip and Perth. The roadtrip topic was about a roadtrip in the USA, so a website
on Perth should not have been tagged with this label. We have not corrected these
erroneous labels, as this kind of noise would occur in a live system as well.
Table 9.2: Overview of documents per topic
Topic Number of documents
Einstein 19
Privacy 30
Information Overload 13
Roadtrip 138
Perth 127
Healthy Living 70
Stress 58
Napoleon 88
USING THE DATA FOR RECOMMENDATION
For the evaluation of context-aware re-finding we assume that the user is writing a
document or preparing a presentation, similar as in this dataset. For the simulation
of the re-finding task, we need a set of documents that the user has accessed before
(in reality maybe weeks or months earlier), either stored locally on his computer or
visited in his browser. The set of documents with a label other than ‘indeterminable’
that are accessed during the experiments is on average 44 documents per participant,
which is too small to evaluate a typical knowledge worker setting. Therefore, we ex-
tended the list of candidate documents with the documents accessed by all users.
This is a set of 450 documents of which 95% are web-documents defined by an URL.
The dataset shows that on average a knowledge workers accesses 18 documents per
hour, thus we argue that the set of 450 documents represents a history of at least 25
hours of concentrated work. In reality this would be equivalent to a working week,
since a normal working day also includes other activities such as meetings etc. We ar-
gue that the set of 450 documents is large enough to introduce re-finding problems.
For each participant the work session is simulated by re-running the logged event
blocks. For each event-block we determine the relevancy of each of the documents
in the collection, rank them and select the top 10 as our recommendation list. This is
motivated by the length of a typical search result page (10 search results). However,
the optimal number of suggestions in context-aware document recommendation is
an open topic for research that is not within the scope of this chapter.
Documents that are open in the current event-block or have been opened in pre-
vious event-blocks in the current work session are filtered. The assumption is that
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documents that have been seen in the current work session should not be recom-
mended because the user does not need help re-finding those. We assume that a
session consists of the activities that are executed between system boot and system
shut down, with a maximum duration of one day. The expectation is that documents
that are accessed during a day are remembered by the user and do not need to be
recommended. In the dataset the session of a participant equals the three-hour ex-
periment in which he participated.
The recommendation lists are evaluated on the four knowledge worker support
possibilities: context relevance, document relevance, action prediction and diversity.
It is possible that providing recommendations for each event-block is too often. This
should be optimized in future work. The reason that we choose to provide recom-
mendations for each event block is that this represents the dynamic nature of the
context well. In the next subsections we will describe an evaluation criterion with an
evaluation metric for each of the support possibilities.
9.4.3. CONTEXT RELEVANCE
A first possible criterion in the evaluation of a context-aware recommendation sys-
tem involves the evaluation of whether the suggested documents fit the user’s current
context. We aim to help the user focus on his activities, so suggestions that are related
to a different context would possibly distract the user. In this evaluation measure, we
define a correct context as a topical match between a suggested document and the
current activities.
For this evaluation criterion we use the topic labels that are assigned to each doc-
ument. These topic labels can be seen as a category of ‘context’ and are equal to the
topic-labels of the event-blocks. If the category of a suggested document matches
the category of the current activities (e.g. the current event-block), we consider the
suggestion to be a good one. We assess the quality of the recommendations using
precision@10 (how many recommendations in the top 10 have the correct context).
9.4.4. DOCUMENT RELEVANCE
Although a topical match to the active context is interesting, it does not mean that
a document that is suggested can be used by the knowledge worker. For example a
knowledge worker producing a manual for some software will use different sources
than when he is writing a report on the project for which the software was produced
even though the context is the same. Therefore we consider the criterion of docu-
ment relevance, which evaluates how relevant a suggested document is for the spe-
cific task the knowledge worker is working on.
Ordinary document relevance can be assessed by obtaining relevance judge-
ments. However, for context-aware systems document relevance judgements need
to be obtained within the context that the document was accessed. This means
that we would need a document relevance assessment for each document in each
context, and for each user separately. These relevance judgements are hard to obtain
and are not available in the dataset.
An alternative to using manual relevance judgements is to look at the dwell time
for each document. The advantage is that these are measured within context, so if a
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document is accessed within multiple contexts, multiple dwell times are measured.
We investigated the appropriateness of dwell time in the dataset as criterion for rel-
evance. If we use a threshold of 30 seconds (Guo and Agichtein, 2012), then only 44
documents in our data set would be estimated as relevant. This is only 1.3% of all
documents in the dataset, which seems unrealistically low. One explanation comes
from copy-paste behaviour. Some users tend to quickly copy some text from a viewed
document to the document they are producing. This makes the dwell time for the
viewed document low, even though the copy-behaviour suggests that the document
is highly relevant. Also, when users quickly switch between the viewed document
and the document they are producing, the individual dwell times are low.
Recent work has shown the limitations of using a (single) dwell-time threshold
as relevance indicator and other evaluation metrics should be taken into consider-
ation (Lehmann et al., 2013; Kim et al., 2014). In the dataset we use (described in
Section 9.4.2) there was a strong focus on the production of texts. When we interpret
document relevance as those documents that contain text that is used by the partic-
ipants, we can use textual overlap between a suggested document and a produced
document as an indicator for relevance of the document. The assumption is that the
more relevant a document is, the more similar it will be to the produced document.
This captures copy-paste behaviour that we observed in the data as well, since there
will be a high similarity when complete sentences or paragraphs of one document
occur in the other. Using this approach we can obtain personalized context-aware
document relevance scores for each participant. The limitation of this measure is
that a produced document needs to be available in order to determine the relevance.
For this purpose we use the ROUGE-N measure by Lin (2004). This measure is
originally intended for the evaluation of summaries or translations. It uses the num-
ber of overlapping n-grams between a source and a target document and is defined
by:
scor e = 2∗
∣∣sour ce∩ t ar g et ∣∣
|sour ce|+ ∣∣t ar g et ∣∣ (9.1)
where we use the set of word 2-grams in the recommendation as source and the set
of word 2-grams in the written document by the participant as target. In our inter-
pretation a high ROUGE-score means that the document that is considered had a
high contribution to the document that was produced by the user. In the original
version of the measure, the score is normalized on the length of the user-produced
document. However, as there can be a large difference between the length of the
user-produced document and the candidate document, we normalize the score on
the length of the sum of the documents. This length normalization is performed after
stop-word removal 3.
Each produced document by a participant was tagged with the corresponding
task context in which it was produced (the context labels of the event blocks). There
were typically 6 produced documents per participant, one for each of the main tasks
in the data collection. There were no produced documents for the tasks ‘Einstein’
and ‘Information Overload’.
3Stopwords retrieved from http://snowball.tartarus.org/algorithms/english/stop.txt
9.4. EVALUATION FOR CONTEXT-AWARE INFORMATION RECOMMENDATION
9
135
For each candidate recommendation, the ROUGE score is calculated between the
candidate document and the produced document of the participant that was tagged
with the label of the active context (i.e. the label of the event-block for which the rec-
ommendations are generated). In the case of webdocuments, html tags are removed
before the ROUGE score is calculated. When there was no produced document avail-
able (i.e. ‘Einstein’ and ‘Information Overload’ or if a participant had not produced a
document for the task), then the document relevance was automatically 0.0.
We assessed the validity of ROUGE-N as measure for document relevance on a
randomly selected subset of 80 documents in their context. Two human assessors
were shown two documents at a time: the produced document by the participant
(the context), and the document to assess.
They were asked to provide a rating on a 5-point scale on how relevant the assess-
ment document was for the creation of the produced document. There was a signif-
icant positive correlation between the ratings and ROUGE-N (Kendall’s τ = 0.663,
p < 0.001), which means that a higher ROUGE-N score is associated with a higher
human rating. Furthermore there was a substantial inter-annotator agreement on
20 overlapping items (weighted Cohen’s κ= 0.68 (Cohen, 1968)). The positive corre-
lation indicates that ROUGE-N can be used as measure for document relevance.
9.4.5. ACTION PREDICTION
With the third evaluation criterion we evaluate the known item recommendation as
an action prediction problem; which document will the user access next? If we can
predict this document, and would present it to the user, this would save him the
time to locate the document. We evaluate this by looking at the document the user
accesses in the next event block. Since not all suggestions lists contain the document
that will be accessed next, we consider success@1 and success@10: does the top-1 or
top-10 list of recommendations contain the document that will be opened next?
9.4.6. DIVERSITY
With the fourth evaluation criterion, we evaluate how original a document sugges-
tion, or a list of suggestions is. This is in part contradictory to the relevancy criteria,
since a diverse set of recommendations is more likely to contain distracting docu-
ments. However, we think that diversity is important in order to engage the user with
the system. With a large enough document set, diversity should be possible without
loosing relevance.
We evaluate diversity by looking at two aspects: uniqueness of elements and
variation between suggestion lists. Uniqueness is motivated as follows: if a recom-
mender system offers more unique recommendations in one event block compared
to the surrounding event blocks it is more original to the user than when it provides
the same recommendations over and over again. For this aspect we consider how
many unique items are recommended in all event blocks with the same context (a
measure of catalog coverage (Ricci, Rokach, and Shapira, 2011)) . This is measured
with:
scor e = 1|C |
∑
x∈C
uni quex
tot alx
(9.2)
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for a context x ∈ C , where uni quex is the number of unique documents that occur
as suggestion for a context, and tot alx is the total number of documents that have
occurred as suggestions for a context.
The second aspect is variation between suggestion lists. If subsequent suggestion
lists are highly similar (e.g. the same suggestions in the same order), regardless of the
actual activities of the user, the suggestions may not impact the user. Then the user
will not consider the new suggestion list as original and he will not look at it. For
this aspect we consider Rank Biased Overlap (RBO) as measure for rank correlation
(Webber, Moffat, and Zobel, 2010). RBO measures the similarity in ordering between
two lists and is calculated using:
scor e = (1−p)
n∑
d=1
pd−1 Ad (9.3)
where d is the position in the list, n is the size of the list and Ad is the proportion
of the two lists that overlap at position d . The parameter p = 0.9 models the user’s
persistence (will a user look at the next item in the list). This gives more importance
to the top ranked items than to the lower ranked items. This measure has the benefit
that it is not hindered when there is no or little overlap between the top 10 results
(compared to other rank correlation measures such as Kendall τ). If there is no over-
lap than the RBO score is 0.
9.5. METHOD
In this section we describe three different approaches to context-aware information
recommendation. Sections 9.5.1, 9.5.2 and 9.5.3 describe the three approaches and
their implementation with the used dataset. Their effectiveness is evaluated and dis-
cussed in Section 9.6.
9.5.1. JITIR SYSTEM
We implemented a just-in-time IR system as follows: For each user all 450 candidate
recommendation documents were first indexed using the Indri Search Engine4. We
used the Indri API to set up a query interface. For each event block in the data a query
was constructed. This query consisted of the typed keys, window title and the text
from the url or document that was active. All characters that are not alphanumeric,
no hyphen or white space are removed from the query terms. As ranking model we
used the default Indri Retrieval Model. The top 10 results, or less when there were
less than 10 results, were considered for evaluation.
The JITIR system is hypothesized to perform well on document relevance, as it is
has a focus on finding documents that contain terms that have been recorded in the
current context as well.
4http://www.lemurproject.org/indri/
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9.5.2. CONTENT-BASED RECOMMENDATION WITH CONTEXTUAL PRE-
FILTERING
We implemented a content-based recommendation system (CBR) with pre-filtering
as means to incorporate context-awareness. This type of system is dependent on a
(manual) categorization of the active context and the candidate documents in order
to filter the candidate documents.
The dataset provides manually assigned context labels for each event block in
the data. These labels correspond to the topics from the knowledge worker tasks(e.g.
‘Napoleon’, ‘Healthy living’). Each document was assigned one or more context la-
bels based on the labels of the event blocks in which the document was open. During
run-time, the subset of documents with the same context as the event-block was se-
lected. Then the items in the subset were ranked based on their cosine-similarity to
the document that was open in the event-block. The features that were used were
the normalized TFIDF scores on all terms in the documents. Documents that were
more similar to the open document were assumed to be more relevant. When there
was no document open in the event-block, the documents with the correct context
were ordered at random.
We hypothesize that the active filtering of items with the wrong context has a
positive effect on the performance on the context relevance criterion.
9.5.3. CONTEXT-AWARE RECOMMENDATION WITH CONTEXT DETEC-
TION
The context-aware recommendation system with context modelling for context de-
tection that we implemented is a novel method based on the interactive activation
model by McClelland and Rumelhart (1981) and depicted in Figure 9.1. The added
benefit of this method compared to CBR is that it does not depend on a manual
source to determine what context is presently active. Compared to JITIR it has the
benefit that it takes the history into account using decay.
In essence an advantage of the CIA network approach is that it could function as a
memory extension for the user: The network stores explicit associations between in-
formation entities, similar as how the user would associate items. The idea of nodes,
connections and spreading activation has relations to the working of the brain (An-
derson and Bower, 1973). This could potentially benefit the recommendation, as
it can use similar contextual cues for recommending items as a person would have
used.
The network consists of three main layers:
• the document layer: this layer contains nodes for all 450 candidate recommen-
dation documents This corresponds to the access history of approximately 25
hours (assuming on average 18 documents per hour)
• the context information layer: this layer contains nodes for the context infor-
mation, divided into four categories of context information types: terms or
topics, entities, locations and date/time elements
• the event layer: this layer is the input for the network. Here the sensed/recorded
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Figure 9.1: The Contextual IA model (CIA). The figure shows the 3 layers. There are activating bidirectional
links between the context information layer and document layer and unidirectional links from input to
context. There are no links within layers, except for activating links between documents that are based on
temporal closeness between opening documents
event-blocks enter and activate the network. In our dataset an event-block is
a collection of events (key activity, mouse activity, window title, url) that was
recorded within one tab or window of an application. This means that the
event blocks are variable in their duration.
In the network the event layer activates the context information layer by observ-
ing which terms, entities, virtual locations and time information are present in the
recorded event block. In its turn the activated context information nodes activate
documents that are described by this context information; for example a term node
‘health’ activates all the documents that contain the word ‘health’. Then the acti-
vated documents enhance the activity in the network by activating all their context
nodes, for example the document that was just activated because it contained the
word ‘health’ now activates the word ‘well-being’ as well because that word was also
present in the activated document.
This spreading activation method serves as a sort of pseudo relevance feedback,
mitigating the sparseness of the information in the event blocks. However, due to the
sparseness of incoming information, there is a risk that too much irrelevant informa-
tion is activated in the document layer. To prevent this ‘snowball effect’ of sparse-
ness, we implemented a TFIDF-like weighting for the connection weights: The con-
nection weights from context information to documents are based on inverse node
frequency and the connection weights from document nodes to context informa-
tion nodes are based on node frequency. As a result, observed context information
that occurs in many documents has less impact than information that occurs in only
one document. And information that occurs frequently in a document has a bigger
impact than information that only occurs once in the document. There are only pos-
itive (excitatory) connections in the network. A detailed motivation for the choice of
connection weights can be found in table 9.3.
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Table 9.3: Connection strengths between the various node types. These are the weights on the activation
flow from one node to another. They are based on the concept tf-idf term weighting. #outl i nks refers to
the number of outgoing connections of a node.
From To Value or function Motivation
Event-block Date/Time 1.0 An event has one unique time
stamp
Entity #enti t yx∈event#enti t i es Strength of activation of an en-
tity should be dependent on how
strong the entity is present in the
event, proportional to the number
of all entities in the event
Location 1.0 An event has at most 1 location
Topic topi cx∈eventtopi c1..n Strength of activation of a topic
should be dependent on how
strong the topic is present in the
event, proportional to the number
of all topics in the event
Date/Time Document 1#outl i nks Multiple documents can be ac-
cessed on the same date, or hour.
Entity Document 1#outl i nks entities that occur in many docu-
ments should be less influential
Location Document 1.0
Topic Document 1#outl i nks topics that occur in many docu-
ments should be less influential
Document Date/Time 1.0
Entity #enti t yx∈document#enti t i es Strength of activation of an en-
tity should be dependent on how
strong the entity is present in
the document, proportional to the
number of all entities in the docu-
ment
Location 1.0 A document only has one location
Topic topi cx∈documenttopi c1..n Strength of activation of a topic
should be dependent on how
strong the topic is present in the
document, proportional to the
number of all topics in the docu-
ment
Document Document 1#outl i nks A document can have a relation to
multiple other documents
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For each event-block the network is activated for 10 iterations. The difference
in activation from one iteration to the next is defined using Grossberg’s activation
function:
δa = (max−a)e− (a−mi n)i −decay(a− r est ) (9.4)
where a is the current activation of a node, e is the excitatory input of the node, i is
the inhibitory input and mi n, max, r est and decay are general parameters in the
model. The excitatory input pushes the activation to the maximum, while the in-
hibitory input drives it down to the minimum. The decay parameter gradually forces
the activation back to its resting level when there is no evidence for the node and
allows for cross-over of network activation from one event-block to the next. For
pragmatic reasons, the network is not run until convergence, but only for 10 iter-
ations. This is enough for sufficient activation in the network. The assumption is
that the documents with the highest activations after those 10 iterations are the best
candidates for suggestion.
In this chapter we compare 2 variations of the CIA approach that vary in the
method that is used to determine which topics or terms are representative for the
context of interest. In the first approach, CIA-t, we use the top 1000 terms from the
term extraction method described in Verberne, Sappelli, and Kraaij (2013) as repre-
sentative terms. These 1000 terms are also extracted from events and documents.
In the second approach, CIA-lda, we use a latent dirichlet allocation model (LDA
model) instead of term extraction to model the topics. LDA is often used for topic
extraction. In this setting we have used the MALLET implementation of LDA (Mc-
Callum (2002)) and 50 topics are extracted. The initial LDA model is trained for
1500 cycles on a set of manually selected Wikipedia pages (e.g. the Wikipedia page
‘Napoleon’ for the topic Napoleon), one for each of the tasks from the experiment.
The same topics are also extracted from events and documents. For both CIA-t and
CIA-lda we use the Stanford Entity Recognizer trained for English (Finkel, Grenager,
and Manning, 2005) to determine which entities occur in event blocks or documents
. The values of the parameters are the same as in the original IA network: mi n =−0.2,
max = 1.0, r est =−0.1, decay = 0.1
The CIA system in general is expected to perform well on diversity as it incor-
porates a form of query expansion, which allows for unexpected suggestions. This
will be a trade-off with context relevance and document relevance, as more original
suggestions will have a higher risk of being less relevant.
Another criterion on which CIA is expected to perform well is the prediction of
which document a user is going to open. This is because CIA incorporates direct as-
sociations between documents, based on previous document access as well as doc-
ument content.
Since the evaluation metric for document relevance is based on term overlap, we
expect that CIA-t has an advantage over CIA-lda on the document relevance criterion
as CIA-t also has a focus on terms rather than topics.
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For the discussion of the results, this section is divided into the four subsections that
correspond to the four evaluation criteria described in Section 9.4. We compare the
three methods described in the previous section to a baseline recommender system
that randomly selects 10 documents to suggest from the list of all 450 candidate doc-
uments. Documents that are open or have been opened before in the same session
were excluded from the list of candidate documents. All significance values reported
in this section are based on a paired samples t-test with a 95% confidence interval.
The results are the macro averages over the event-blocks. Thus, first the average per
participant is calculated. Then the average of these averages is reported to ensure
that each participant has an equal effect on the average, regardless of the number
of event-blocks in his session. The macro averaging method provides an estimate
of the simulated system performance on each evaluation criterion averaged across
25 participants, using recorded standardized task guided – but natural – interaction
data for approximately 3 hours (including short breaks).
The CIA-lda method uses an LDA model for topic recognition. Since LDA is non-
deterministic, there could potentially be a difference in results between different ini-
tializations of the LDA model. Therefore, the reported results of CIA-lda are averaged
over 5 runs, with 5 different LDA models. The differences between runs are not sig-
nificant: p = 1.000.
9.6.1. CONTEXT RELEVANCE
Table 9.4: Accuracy of the context of the suggestion.
Measure CBR JITIR CIA-t CIA-lda Random
Precision@1 97.7% 59.1% 36.0% 44.2% 20.7%
Precision@10 94.1% 50.0% 39.7% 40.0% 19.6%
Table 9.4 shows the results for the match of the recommendation to the context.
In addition, we present histograms for each recommendation method that show how
often, how many of the 10 suggestions have the right context (Figure 9.2).
The table shows that the CBR approach is most effective in finding suggestions
that match topically to the context (e.g. where the label of the document matches
the label of the event-block). This is trivial as the CBR uses a hard filter on the con-
text. Nevertheless, the histogram in Figure 9.2(a) that there are also event blocks
for which CBR cannot provide 10 correct suggestions. In those cases, CBR does not
have enough candidate documents remaining for the context after filtering the doc-
uments that have already been opened in the session. This happens in 51.3% of the
event blocks.
The JITIR system has a top document suggestion with the same topic as the ac-
tive context in 59.1% of the cases. When the entire list of 10 suggestions is evaluated,
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Figure 9.2: Histograms of the context relevance of suggestions
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5 out of 10 suggestions have the right context on average. Both results are signif-
icantly lower than CBR (p < 0.001). Both the CIA-t network, and the CIA-lda net-
works have significantly lower success rates for its top recommendations (36% and
44.2% respectively, p < 0.001). CIA-t and CIA-lda suggest approximately 4 out of 10
suggestions with the right context, which is significantly lower than CBR and JITIR
(p < 0.001). The JITIR system, however, cannot suggest any documents in 3.9% of the
event blocks, because of query-failure. CIA can always suggest the requested amount
of documents, provided that there are sufficient candidate documents.
The random approach shows that on average 2 out of 10 suggestions will have the
correct context when picked randomly, which is significantly lower than CBR, JITIR,
CIA-t and CIA-lda (p < 0.001). The histograms in Figure 9.2 show that both CIA and
JITIR show more uniform distributions over the number of correct suggestions, while
CBR has a clear peak at 9 and 10 correct suggestions. The random system typically
has 0, 1 or 2 correct suggestions within its suggestion list.
Since the CIA approach attempts to classify the context at the same time as it
recommends documents, it is possible that there is a relation between the number
of suggested documents with the right context and whether the context was accu-
rately predicted. A one-way anova revealed that indeed the average number of sug-
gestions with the correct context is significantly higher when the correct context was
predicted (p < 0.001). For CIA-t 4.8 out of 10 suggestions had the correct context in
the case of a correct prediction, while in case of a wrong prediction 2.8 suggestions
were correct. For CIA-lda the difference was slightly smaller: 4.5 out of 10 for correct
predictions, and 2.9 for wrong predictions.
9.6.2. DOCUMENT RELEVANCE
Table 9.5: Relevancy of the suggestion lists measured with ROUGE-N. (max) denotes the score for the best
suggestion in the list, while (avg) denotes the averaged score for the entire list
Measure CBR JITIR CIA-t CIA-lda Random
to written (max) 0.0149 0.0172 0.0117 0.0083 0.0053
to written (avg) 0.0031 0.0049 0.0023 0.0020 0.0005
Table 9.5 shows that regardless whether the complete suggestion list, or the best
item in the list was considered, the recommendations by JITIR were most valuable
(avg = 0.0049 and max = 0.0172). These values are significantly better than CBR, CIA-
t, CIA-lda and random (p < 0.001). A score of max = 0.0172 indicates that the textual
overlap between the best candidate in the list and the produced document is 1.7% on
average (over event blocks and participants). In this dataset, the maximum relevance
that can be obtained for the best candidate document in a suggestion list for an event
block is 0.6830. This is the ROUGE-score for a candidate–context–participant com-
bination where the participant copied a large part of the candidate document in a
particular task context. However, generally the scores are much lower: 84% of the
candidate–context–participant combinations have a ROUGE score of 0%.
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When the performance of the other systems is considered, CBR suggests more
relevant documents (max and avg) than CIA-t, CIA-lda and random (p < 0.001).
Moreover CIA-t suggested more relevant documents than CIA-lda (p < 0.001), which
is what we expected, considering that CIA-t has a stronger focus on term overlap
because of its term extraction method. This suggests that methods that have a strong
focus on term matching such as JITIR have an a priori advantage on this metric.
Finally, both CIA-t and CIA-lda suggested more relevant documents than the ran-
dom system (p < 0.001). The random system has an especially low performance if the
entire list is considered (avg=0.0005), which is close to the average ROUGE score of
0.0007 for all candidate–context–participant combinations.
9.6.3. ACTION PREDICTION
Table 9.6: Predictive power of user’s action.
Measure CBR JITIR CIA-t CIA-lda Random
Success@1 0.0041 0.0053 0.0197 0.0253 0.0001
Success@10 0.0163 0.0148 0.0477 0.0483 0.0014
Table 9.6 shows that CIA-t and CIA-lda have better predictive power than JITIR
and CBR. The success@10 measure reveals this; CIA-t and CIA-lda will predict the
next document correctly in its list of suggestions in 4.8% of the cases (the differ-
ence between them is not significant: p = 0.564). JITIR only predicts the next doc-
ument correctly in 1.5% (p < 0.001). CBR predicts the next document with 1.6%
predictive accuracy, which is comparable to JITIR (p = 0.502) and worse than CIA
(p < 0.001). When the top suggestion is considered (success@1) CIA-lda performs
better than CIA-t (p = 0.008). Both CIA-t and CIA-lda are better than CBR and JI-
TIR (p < 0.001) and JITIR is better than CBR (p = 0.023). All systems are better than
random (p < 0.001).
Note that these predictive accuracies are rather low. This is a side effect of the
requirement in the systems that they cannot recommend documents that are opened
in the session already. Since the key log data includes frequent switches back and
forth between documents, many of the recurrent openings of documents cannot be
predicted. The theoretical maximum average predictive power is 42.6%, since 67.4%
of document access events are of the type re-opening during the session.
Even though CIA, and specifically CIA-lda, performs the best on action predic-
tion, CIA is potentially harmed by the manner of document selection. In the doc-
ument selection, documents accessed by all participants are included in the list of
candidate documents. However, for most of these documents, the simulated ac-
cess data of the participant is not available. This means that the time nodes and
document to document connections that CIA would normally create during on-line
learning of interaction have not been created for the simulated experiment. These
type of connections are especially relevant for predicting which document is going
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to be opened.
Table 9.7 shows the predictive power of the various methods, if the access pattern
would have been available. This data is based on an experiment where only the doc-
uments accessed by a participant are included as candidate documents (on average
44 candidate documents). The table shows that the success rates of all methods im-
prove because of the reduction in number of documents. CIA benefits the most: the
success@10 of both CIA-t and CIA-lda increase to 12%, while the theoretical max-
imum predictive accuracy remains 42.6%. Interestingly in this case the difference
between CIA-t and CIA-lda on Success@1 is not significant anymore (p = 0.629)
Table 9.7: Predictive power of user’s action, personal document set.
Measure CBR JITIR CIA-t CIA-lda Random
Success@1 0.0245 0.0170 0.0503 0.0498 0.0025
Success@10 0.0636 0.0570 0.1247 0.1238 0.0165
9.6.4. DIVERSITY
Table 9.8: Variability in the suggestion list. Rank Biased Overlap (RBO) is measured with p = 0.9. RBO
was measured for a suggestion list compared to all other lists in the session, as well as a suggestion list
compared to the suggestion list of the next event. A low RBO value represents a larger diversity
Measure CBR JITIR CIA-t CIA-lda Random
RBO - Session 0.468 0.195 0.245 0.331 0.059
RBO - Next Event 0.465 0.137 0.135 0.238 0.059
Unique Suggestions 12.6% 12.5% 14.2% 12.8% 17.9%
Table 9.8 shows that the suggestions by the random system have the highest vari-
ability (this means lowest RBO) in their orderings, which is expected given the cur-
rent definition of diversity. CBR on the other hand shows a high RBO for both the
session and the next event (47% commonality between lists). This can be explained
by the filtering on context that CBR uses, which limits the choice in candidate doc-
uments per event-block. CIA-t, CIA-lda and JITIR score a bit in between in terms of
variability. For session variability there is a 33% commonality (RBO) between rec-
ommendation lists for CIA-lda, 25% for CIA-t and 20% for JITIR, whereas the com-
monality from one event to the next is 24% for CIA-lda, and 14% for both CIA-t and
JITIR.
In terms of unique suggestions, the random baseline has the highest number of
unique documents in its suggestion lists, followed by CIA-t. The difference between
the number of unique suggestions for CIA-lda, CBR and JITIR is minimal. Overall,
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CIA-t scores slightly better on this criterion than CIA-lda, JITIR and CBR because of
more unique suggestions in combination with a low RBO score between events.
9.7. DISCUSSION
We have presented four evaluation criteria that are relevant for the evaluation of
knowledge worker support in the task of information re-finding. In Section 9.7.1
we start with a discussion of the evaluation measures to answer the question “How
should we evaluate a context-aware information recommendation system in light of
the goal to support knowledge workers in re-finding information?” (RQ1)
In Section 9.7.2 we continue with a discussion of three context aware recommen-
dation approaches and their performance on the four evaluation criteria. This an-
swers the question what the benefits and downsides are for the various approaches
for recommending documents with the purpose of helping the knowledge worker.
(RQ2)
We conclude with a discussion on the limitations of this work and some sugges-
tions for future work in Section 9.7.3.
9.7.1. EVALUATION CRITERIA AND METRICS
The evaluation criteria that were described in this chapter cover several aspects of
knowledge worker support. Some of these evaluation criteria may be related. For
example, if a document is relevant for the user, it is not likely that this document
will distract the user (i.e. does not match the active context of the user). Therefore,
we measured the correlations between the metrics that were used to assess the four
evaluation criteria.
A two-tailed Pearson correlation test reveals that context relevance is moderately
positively correlated with average document relevance (ρ = 0.445 , p < 0.001). This
means that indeed a document that does not fit the current activities is not likely to
be relevant.
The other measures have negligible correlations. Action prediction is negligibly
correlated with context relevance (ρ = 0.040 , p < 0.001) and document relevance
(ρ = 0.062 , p < 0.001). Diversity as measured with rank biased overlap (RBO) is neg-
ligibly uncorrelated with document relevance (ρ = −0.008 , p < 0.001) and action
prediction (ρ =−0.018, p = 0.187), but weakly positively correlated with context rel-
evance (ρ = 0.122, p < 0.001).
These correlations suggests that the document relevancy measure might be re-
dundant. We should, however, in the future look at a situation where there are mul-
tiple writing tasks with similar topics, to fully understand the document relevancy
measure. Nevertheless, since some of the context-aware recommendation methods
are focused on using context categories, while others use a more elaborate context, it
seems reasonable to evaluate both tasks separately. Otherwise there might be a bias
towards the type of context-aware approach already.
Moreover, there are still aspects of the ROUGE-metric for document relevancy
that need to be considered. In this chapter we have used stop-word removal, length
normalisation and the removal of html tags as preprocessing steps for the ROUGE-
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metric. An aspect that we have not considered is the selection of text that needs to be
considered for the metric. For example, wikipedia indicates the part of the page that
is being watched with a suburl (i.e. https://en.wikipedia.org/wiki/Napoleon_
Bonaparte#Early_career). However, the text that is used for the calculation of
document relevance is based on the entire webpage, since the webcrawler extracts
the entire page, not just the part that is being watched. In general, the crawled web-
pages are a source of noise. Sometimes the actual text cannot be extracted, for in-
stance when the page is in Flash.
Another point for discussion is the definition of the diversity measure. At this
point diversity is measured independent of relevance. However, recommending
diverse but irrelevant documents is not beneficial for the knowledge worker. This
shows that it is important to consider the various evaluation criteria in combination.
By measuring them in isolation, an incomplete picture about the performance of a
system is sketched, which becomes apparent when we consider the performance of
the random system on the diversity measure.
Overall, when we consider the knowledge worker and his situation as a whole as
described in the scenario we prefer a method that scores well on all evaluation crite-
ria. After all, a system that can prevent distractions really well (context relevance) is
not useful when it only suggests the same documents over and over again (diversity).
A system that can predict which documents will be opened is not useful when these
documents will distract the user.
9.7.2. CONTEXT-AWARE RECOMMENDATION APPROACHES
When we consider the performance of the various context-aware recommendation
approaches on the four evaluation criteria, we can conclude that there is no single
recommendation method that yields the best results on all dimensions. It depends
on the task at hand, what the best recommendation method is to support the knowl-
edge worker. This means that, considering the variety of activities that the knowledge
worker is involved during a day, the best recommendation method can vary even in a
single day of work. Therefore, it is important to continue to work towards a context-
aware recommendation approach that scores well on all tasks and is not dependent
on explicit human context assignments.
If the goal of the system is to prevent distractions for the knowledge worker
(context relevance), the content-based recommender system with contextual pre-
filtering (CBR) shows the best results. This supports the hypothesis that CBR is
good at preventing distractions because it actively filters documents with the wrong
context. This result is expected, and illustrates why it is important to consider
multiple evaluation criteria. Also note, that although a context match implies that
the document is no distraction, a document with the wrong context does not need to
be a distraction if it provides relevant information for the task (e.g. a document that
is tagged with ‘Stress’ could also be relevant for the active context ‘Healthy Living’).
If the goal of the system is to suggest documents that are likely to contain relevant
information that the knowledge worker can use, then JITIR is the best choice, both
when the complete suggestion list is considered as well as when only the best item
in the list is considered. For this criterion, systems which suggest documents that
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textually overlap with the current context have a benefit.
If the goal of the system is to predict which documents a knowledge worker will
open, then CIA is the best choice, especially when the document access patterns are
available (which is the default case, since CIA has been designed to take advantage
of interaction patterns). This supports our hypothesis that CIA has an advantage in
action prediction because there are direct associations between documents based
on the time-of-opening in the CIA approach. Moreover CIA provides top results in
document relevancy.
If the goal of the system is to provide a high diversity in results (regardless of
relevance), then the random system should be used. This is a result that could be
expected given the current definition of diversity. CIA shows promise in terms of di-
versity as well, especially when term extraction is used (CIA-t). CIA-t suggests more
unique documents than CIA-lda, JITIR and CBR. Of course, the fact that the diversity
measure does not take relevance into account is a limitation of the measure. Overall
CIA, JITIR and CBR are preferable over the random system as they will recommend
more relevant documents by design.
Regardless of their performance on the evaluation criteria, each recommenda-
tion method has advantages and disadvantages. CBR has the advantage that it is a
simple and robust method. However, CBR is sensitive to a cold-start problem that
occurs for every new context that is introduced. If there are no or few documents
that are tagged with the active context, than CBR cannot provide a sufficient amount
of recommendations. Because of the hard filter, CBR cannot use documents that are
tagged with a different but strongly related context, even though these might be good
suggestions. Furthermore, CBR depends on a manual source to determine which ac-
tive context is currently active, which requires more user effort. This is especially the
case in the knowledge worker scenario, where the context is highly dynamic.
The advantage of JITIR is that it does not depend on an external source for context
determination. The use of context as query is simple and effective, and there is no
need for context categorization. The downside is that sometimes this query fails, so
that no recommendations can be provided. This occurs in 3.9% of the event blocks.
In essence an advantage of the CIA network approach is that it could function as
a memory extension for the user: The network stores explicit associations between
information entities, similar as how the user would associate items. With this mech-
anism it is a step towards the design principles formulated by Elsweiler, Ruthven, and
Jones (2007) to improve personal information management systems. The disadvan-
tage of CIA, is that its recommendation lists have a lower context accuracy. However,
the flexibility of the method can be used to improve performance on certain criteria
such as document relevance, for instance by using term extraction instead of topic
modelling.
When we consider the complete knowledge worker situation as described in the
scenario, we judge CIA as the most promising approach of the three. CIA is good at
predicting which document the user will access next and provides a diverse set of
recommendations. Although its recommendation list might contain documents that
do not strictly match the current context, overall it seems to contain at least one good
suggestion for most event blocks.
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9.7.3. LIMITATIONS AND FUTURE WORK
One aspect of evaluation that is lacking is the real-time performance and scalability
of the approaches. This is an aspect that is important when a system is put to prac-
tice, especially for context-aware systems. A system is not likely to be useful to the
knowledge worker when the suggestions are not provided in time. Since our dataset
contained not enough data to pose problems for scalability and did not contain data
over multiple days, we have not considered these dimensions in this chapter.
A further limitation of the research presented in this chapter is that there was
only one dataset that we could use. Its characteristics may explain some of the gen-
erally low performances on document relevancy. The document data in the set was
not filtered for noise and contained data in at least two languages. Additionally the
dataset contained no actual relevance judgements, causing us to divert to derivative
measures. For a proper evaluation of the methods and evaluation metrics, we should
look at the performance on a second dataset.
In future research it is important to investigate what users value most in context-
aware recommendation systems. How often should the system recommend docu-
ments, and how many documents should be in the suggestion list? Another impor-
tant aspect is the further exploration of the evaluation metrics that we have used.
Are these the optimal ones, or are there alternatives that have a stronger relation to
the user’s preferences? Although we have presented an alternative to dwell-time and
document relevance judgements in the form of ROUGE-N, its characteristics need
to be explored further to see the potential of the measure as alternative measure for
document relevance. Moreover, the diversity metrics should be adapted to take the
relevance of the suggestions into account in order to make the criterion less trivial.
Furthermore we propose to consider a task-dependent cost-based metric in the
future to determine which recommendation strategy to use at a certain time. The
cost should be dependent on the characteristics of the task the knowledge worker is
executing. This would allow the design of a hybrid context aware recommendation
system that can optimally support the knowledge worker in various circumstances.
For example it could stimulate diversity when the knowledge worker is exploring a
new topic, while focusing on context relevance when the knowledge worker needs to
finish a task.
9.8. CONCLUSION
In this chapter we have described the evaluation of context-aware document recom-
mendation with the purpose of supporting knowledge workers in a re-finding set-
ting. The scenario of the knowledge worker is different from typical context-aware
recommendation scenario’s as the context is more dynamic and there is larger neg-
ative impact of irrelevant recommendations. In this chapter we have presented and
used a dataset that facilitates research to this kind of complex recommendation sce-
nario’s. We focus on four evaluation criteria that are relevant for knowledge worker
support: context relevance, predicting document relevancy, predicting user actions
and diversity of the recommendation lists.
We have evaluated three different approaches to context-aware document rec-
ommendation in a realistic knowledge worker setting where the context is given by
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the interaction of users with their regular office PC. One approach to context-aware
document recommendation is a content-based recommender with contextual pre-
filtering (CBR), one is a just-in-time information retrieval system (JITIR) and one is a
novel method that is capable of detecting the active context simultaneously to pro-
viding context-aware document suggestions (CIA).
The conclusion of which context-aware document recommendation method
performs best highly depends on the evaluation criterion that is considered. Overall,
each method performed well for at least one evaluation criterion. CBR was best at
context relevance, JITIR was best at providing a recommendations that are likely to
contain text that the knowledge worker will use and CIA was best at predicting which
document the user will open. The random baseline was best at providing diversity
in its suggestions.
Overall we believe that the CIA approach is most promising for context-aware
information recommendation in a re-finding setting as it performed best in terms
of action prediction, while providing diverse results as well. Moreover, CIA is not
dependent on human effort for detection of the active context. Nevertheless, there
is room for improvement when it comes to document and context relevance. The
flexibility of the system provides ample opportunities to investigate these aspects.
Finally, we conclude that the multi-faceted evaluation approach allows for a more
comprehensive view on the quality of context-aware recommendation systems for
supporting knowledge workers.
10
RECOMMENDING PERSONALIZED
TOURISTIC SIGHTS USING
GOOGLE PLACES
Edited from: Maya Sappelli, Suzan Verberne, Wessel Kraaij (2013) Recommending
personalized touristic Sights using Google Places, Proceedings of the 36th Annual In-
ternational ACM SIGIR Conference on Research and Development in Information
Retrieval (SIGIR 2013), Dublin (poster).
The purpose of the Contextual Suggestion track, an evaluation task at the TREC 2012
conference, is to suggest personalized tourist activities to an individual, given a certain
location and time. In our content-based approach, we collected initial recommenda-
tions using the location context as search query in Google Places. We first ranked the
recommendations based on their textual similarity to the user profiles. In order to im-
prove the ranking of popular sights, we combined the initial ranking with rankings
based on Google Search, popularity and categories. Finally, we performed filtering
based on the temporal context. Overall, our system performed well above average and
median, and outperformed the baseline — Google Places only — run.
10.1. INTRODUCTION
According to a report from the The Second Strategic Workshop on Information Re-
trieval in Lorne (submitted to SIGIR Forum, 2012), “Future information retrieval sys-
tems must anticipate to user needs and respond with information appropriate to the
current context without the user having to enter an explicit query”. At TREC 2012, a
new track was organized: the contextual suggestion track1, in order to evaluate such
proactive systems. In this track the goal was to suggest personalized tourist activities
to an individual, given a certain geo-temporal context.
1https://sites.google.com/site/treccontext/
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As input to the task, each group participating in the track was provided with a set
of 34 profiles, 49 examples of tourist activities and 50 geo-temporal contexts in XML
format.
Each tourist activity example consisted of a title and a short description of the
activity as well as an associated URL. The tourist activity examples were a collection
of bars, museums and other tourist activities in the Toronto area.
Each profile corresponded to a single user and consisted of a list of rated URLs
of the tourist activity examples in Toronto. The ratings were divided into an initial
rating, based on the title and description of the URL and a final rating, which was
given by the user after he/she viewed the website. These ratings could be used as
training data to infer the particular preferences for this user.
For testing, systems needed to generate suggestions for 50 geo-temporal con-
texts. Each context consisted of spatial information (city-name, state-name, latitude,
longitude) and categorical temporal information (day, time and season). The day
could be a weekday or a weekend day and the time was either morning, afternoon or
evening.
The task for the participating teams was to build a system that automatically pro-
vides a ranked list of 50 suggestions for each profile/context pair. Each suggestion
should contain a title, description and associated URL. The description of the item
could be personalized. The suggestions should be appropriate to the profile as well
as the geo-temporal context. Time-wise, the user has five hours available for the sug-
gestion, limiting acceptable locations of suggestions.
For evaluation, a selection of these suggestions were rated by the persons that
provided the profiles, and the suggestions were assessed on their fit to the spatial
and the temporal context by professional assessors as well.
Although there is quite some research in the area of mobile tourist guides, only a
few works describe automatic recommendation of tourist places based on interests
and context. Ardissono et al. (2003) describe their Intrigue system which presents a
user with tourist information in the Turin, Italy region. They define heterogeneous
tourist groups (such as families with children) and recommendations are made
while taking possibly conflicting preferences into account. Preferences are given
by the users themselves and reflect geographic features, essential information such
as opening hours, basic information such as price, specific characteristics such as
the historical period of an attraction, and properties such as historical value. In a
conflicting group the preferences of individuals are weighted and compared to the
properties of an activity to determine its rank.
Schwinger et al. (2005) do not present a ready to use system, but study the
strengths and weaknesses of several mobile tourist guides. They note that current
systems tend to use their own selection of content data. This gives the developer
more control over the presented information, but it also means that rich tourist-
content websites are not used. Some systems adapt to the user’s interests, but they
require the user to provide these interests or at least explicit feedback on the points
of interest.
Buriano (2006) shares his views on the importance of social context in tourist
activities. He notes that people enjoy sightseeing in groups and that they involve
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their social networks by sharing pictures for example. He suggests that these social
relations should be included in recommender systems for tourist activities.
These works suggest that it would be wise to exploit the expertise of specialized
websites. Also automatic personalization is an interesting approach, with the note
that the social context should play a role as well.
In the contextual suggestion track, however, the user profiles were anonymous.
We did not have any demographic information of the user, or information about
the user’s social situation. This limited our options. Therefore we have taken a
content-based recommendation approach. We selected potential tourist activities
from Google Places using the context information and re-rank these potential places
to match the user’s preferences. In section 10.2 we describe our recommenda-
tion approach. The results were evaluated in several ways, which is described in
section 10.3, after which we finish with a discussion in section 10.4.
10.2. METHOD
Our method comprises 5 steps: (1) Collecting a first set of potential recommenda-
tions, (2) building the user profiles, (3) ranking the recommendations for the user
profile, (4) re-ranking the list of recommendations, (5) filtering the recommenda-
tions using the temporal context. A more detailed description of these steps can be
found in Sappelli, Verberne, and Kraaij (2013b);
(1) Collecting potential recommendations
The first step was to collect potential recommendations for tourist places. We used
the Google Places API for that purpose. Longitude and latitude of the location were
used together with the keyword “tourist attractions” to retrieve relevant places. Short
descriptions of the search results were obtained by querying the Google Custom
Search API with the URL of the search result from Google Places.
(2) Building the Profiles
We described a user with two term profiles, one with terms of tourist examples
judged positively by the user and one with terms of examples judged negatively.
Terms from the title and description from the examples where put in the positive
term profile if the initial rating was positive, and in the negative if the initial rating
was negative. Terms from the categories, reviews and events from Google Places
where put in the positive profile when the final rating was positive or in the negative
if the final rating was negative. Terms with a neutral association were ignored.
We did not use the content of a website, because the websites contained either too
much noise (e.g. advertisement data) or we could not extract the content easily (flash
content). Overall, this collection of terms results in the user profile U = {Rp ,Rn} in
which Rp is the term frequency vector representation of the “positive” profile and Rn
of the “negative” term profiles.
(3) Ranking recommendations
To rank the potential recommendations based on the user models we used two
different methods: a similarity based method and a language modelling method.
In the similarity method, each term in the term profiles was weighted using the
tf-idf measure (Salton and Buckley, 1988) to determine the importance of each term
in the profile.
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We represented the potential tourist sight by a tf-idf term vector as well, based
on its title, description, reviews and events. The fit of this potential recommenda-
tion was determined by taking the cosine similarity between the potential suggestion
and the positive and negative profiles. The suggestions are ranked on their similarity
scores. We order each items descending on their cosposi t i ve score. However, when
cosneg ati ve > cosposi t i ve we place the item at the bottom of the list (i.e. after the item
with the lowest cosp osi t i ve score, but with cosposi t i ve > cosneg ati ve ). Originally, we
discarded the items with a better fit to the negative profile than to the positive profile,
but we needed them to be able to meet the number of requested recommendations
(50 recommendations per person/context combination).
The alternative method we used to rank the potential recommendations was us-
ing a language modelling approach. In this variant the Kullback-Leibler divergence
was used to weigh each term. We used point-wise Kullback-Leibler divergence (Kull-
back and Leibler, 1951), as suggested by Carpineto et al. (2001). It functions as a
measure of term importance that indicates how important the term is to distinguish
the “positive” examples from all examples.
A potential recommendation is better when it has many terms that are important
in the “positive” examples. For each potential recommendation we derived its score
by taking the sum of the Kullback-Leibler scores for the terms describing the search
result. The potential recommendations were ordered descendingly on their scores.
This approach benefits suggestions with more textual data, since the likelihood that
it contains terms that also occur in the profiles is larger.
(4) Re-ranking the list of recommendations
During the development phase, we had no evaluation material. Therefore, we had to
evaluate our methods manually. We created our own personal profile and we looked
at which order of suggested activities appealed more to us.
We noticed in the suggestions given by the two runs, that famous tourist attrac-
tions did not rank very well. This is likely to be an artefact of the example data. For
example, the Statue of Liberty does not resemble any of the examples in the tourist
activity examples in Toronto, so it is no surprise that it does not receive a high rank.
However, we believe that these famous sites should rank well. Therefore we use ele-
ments from the Google Places API to increase the rank of these items, independently
of the user profiles.
We take an approach in which we created 4 ordered ranked lists: (A) Our person-
alized ranking based on KL-divergence or tf-idf; (B) a ranking based on the promi-
nence of a place given by the original order of Google Places; (C) a ranking based on
ratings of people that visited the place as indication of the overall perceived quality of
a place; and (D) a ranking based on the a priori category likelihood. This latter rank-
ing is based on the idea that some people have preferences for certain categories of
activities (such as museums) rather than preferences for individual items. We derived
the ranking from the Google categories and the times that this category appeared in
positive and negative examples. This final rating was smoothed (using +1 smooth-
ing) to account for categories that did not occur in the example set. Since these were
quite a lot and we did not want this to influence the results too much we weighted
this rank half as much.
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The final rank is determined by the weighted average rank of the search result in
these 4 ordered lists. The weights we used were {1,1,1,0.5}
(5) Filtering based on temporal context
In the last phase, we filter out the search results that do not match the temporal
part of the given context using manually defined rules. We use the opening hours
as registered in Google Places as reference material for determining whether a result
matches the temporal context or not. For example, when the temporal context is
evening, we do not suggest search results that have opening hours until 5pm.
(6) Presentation of the results
The first impression of a search result is very important for its relevance assessment
by the user. However, some Google snippets contained advertisements or unclear
descriptions. Therefore, we decided to use positive reviews as descriptions for the
suggested places. Even though they might not always be good descriptors for the
suggestion we hope that the positiveness may make people more inclined to give a
positive rating.
10.3. RESULTS
In this section we present the accuracy and precision@5 results that we obtained with
the two runs we submitted: (1) run01TI ranking based on tf-idf with cosine similar-
ity and (2) run02K ranking based on point-wise Kullback-Leibler divergence scores.
There were only 44 out of 1750 profile/context pairs taken into account during eval-
uation (i.e. not all contexts, and not all profiles were evaluated) and only the top 5
suggestions were evaluated. All results in this section are based on these 220 (i.e.
44∗5) data-points.
Table 10.1: Precision @5 results for both runs and the –Google Places only– baseline
Website*GeoTemporal Description Website
run01TI 0.19 0.42 0.40
run02K 0.22 0.41 0.47
baseline 0.18 0.30 0.41
Geotemporal Geo Temporal
run01TI 0.54 0.89 0.56
run02K 0.57 0.90 0.58
baseline 0.51 0.79 0.57
Table 10.1 shows the precision results for the different measures, as well as a base-
line (baselineA) provided by TREC, which is based on the original order of Google
Places. To calculate precision, only items that have scored a rating of 2 (i.e good fit,
or interesting) on each dimension are considered relevant. The results show that the
differences between the tf-idf measure and the Kullback-leibler divergence measure
are very small. Both measures seem to perform better than the baseline. Interest-
ingly the geographical fit of this baseline is lower, which is likely caused by a different
query method. The results of our runs show a particularly high precision at rank 5 for
the geographical fit. The precision in terms of the rating on description and website
shows room for improvement. Also the precision on the combination of personal rat-
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ings (e.g. website) and geo-temporal fit is not very high. However, the neutral items
are interpreted as bad suggestions, making this measure quite conservative.
Figure 10.1: Distribution of positive (2), neutral (1) and negative (0) ratings
A more detailed look on the distribution of positive, neutral and negative ratings
is given in Figure 10.1. The two left-most columns of Figure 10.1 show that approxi-
mately half of the suggestions are perceived as interesting (rating 2) when it comes to
the opinion of the users. Many items (a third) are perceived as neutral (rating 1). This
may mean that the user is not yet sure if he/she would want to follow up on the sug-
gestion, in any case the user is not negative on the suggestion. Overall, around 80%
(the sum of the 1 and 2 ratings) of the suggestions are perceived as positive when
only the description is shown. When the website is shown the users are a little less
positive.
The two right-most columns of Figure 10.1 show a big difference between the ac-
curacy of the suggestions in terms of the geographical fit to the context and the tem-
poral fit to the context. The difference between the tf-idf measure and the Kullback-
leibler divergence measure is again neglectable. 95% of the suggestions fit the geo-
graphical context.
The temporal context is matched in 62% of the suggestions. This leaves room
for improvement. After inspection we noticed that theatres and night clubs tend to
be suggested during the day as well. This is caused by the opening hours of the box
office, which are usually in the afternoon and thus according to our algorithm a suit-
able suggestion for the afternoon context.
10.3.1. IMPACT OF MIXING RANK-METHODS
The impact of each of the ranking methods on the final ranking was assessed using
Kendall’s τ (Kendall, 1938).
Table 10.2 shows the average rank correlations (Kendall’s τ) with the final ranking
for the various ranking methods from section 10.2. Overall we see that the rank-
ings based on the user profiles (by either KL-divergence or tf-idf) are correlated the
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Table 10.2: correlations between the ranking methods (A,B,C,D) and the final ranking (Kendall’s τ)
with Final Ranking
(A) Tf-idf 0.59
(A) KL-divergence 0.56
(C) Ratings from other people 0.36
(D) A-priori category likelihood 0.20
(B) Place Prominence 0.17
most with the final ranking. The prominence of a place (based on the original Google
Places order) has the least influence on the final ranking.
The tf-idf measure and the Kullback-Leibler measure show a correlation with
each other of τ = 0.47, showing that the methods are actually quite similar in the
proposed order of suggestions, even though the actual ranks may vary. Also both
methods are slightly correlated with rankings based on ratings from other people
(τ= 0.17 for KL-divergence and τ= 0.21 for tf-idf).
10.4. DISCUSSION
We encountered a number of challenges in the implementation of our approach.
First, it was difficult to obtain 50 suggestions for each context. This was mainly be-
cause of the limitations of the Google Places API. However, since only the top 5 sug-
gestions were evaluated this did not have an effect on our results.
A second problem was the little variation between suggestions for one person
and the other. This was a result of a high similarity between user profiles, which was
caused by the limited example set. Each individual rated the same example places
and they tended to be very positive about them as well. The rating may be positively
biased, since the training examples were places from the area of residence of the
users. It is possible that when rating places that you are familiar with, you have other
preferences than when it comes to places that you have not visited before.
In general, it is still a point for debate how much the influence of personal char-
acteristics should be when suggesting tourist sights. After all, people often go to the
main points of interest when they visit a city anyway. It is important that these are
part of the suggestions. But, when a person visits the place for a second time, per-
sonal characteristics might be more important, since the person has likely visited
the main points of interests already. For some types of suggestions, e.g. places to
eat, personal characteristics are likely to be more important than for other types of
suggestions. This would be an interesting point for future research.
Most other teams used a similar method for collecting search results. Some
groups included more specialized search engines such as Yelp. Many teams used a
recommender system based approach in which search results were collected first,
and ranked according to their match to term profiles, although a few teams took an
approach in which a query was generated based on the user’s preferences. Some
teams used the terms from examples, others focused more on conceptualizing
examples by recognizing categories from them.
There were two teams in the top 5 results using tf-idf weighting with cosine sim-
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ilarity to calculate the match between profile and search results, while our tf-idf run
was at position 11. These two teams did not mix their results with other rankings
like we did, used different descriptions and also had a slightly different approach in
acquiring search results. Our runs both performed better than average and median
and even had the best performance for a few of the contexts.
10.5. CONCLUSION
We think we have several strong points in our approach. Overall it is attractive
that our approach is completely automated. Our suggested places matched the
geographical contexts very well. This is because we used search results from Google
Places, which allowed us to use precise location information in the search query.
However, even though opening hours were provided by Google Places as well, it was
more difficult to obtain a good fit on the temporal context, because these hours were
sometimes erroneous but also because not everybody had the same interpretation
of the categorical values of the temporal context.
Secondly, we think it is attractive to mix several ranking methods. This way we
could find a balance between personalized suggestions and more generic famous
places suggestion. Additionally, we could use the opinion of people that have vis-
ited the sight already. Our analysis of the rank correlations for the ranking methods
show that the personalized ranking method (either by tf-idf or KL-divergence) had
the most impact on the final ranking. Interestingly, both the tf-idf measure and KL-
divergence measure rankings correlated slightly with rankings based on the ratings
from other people. This means that a personal measure gives to some extent the
same ranking order as a collective measure based on ratings by many people.
And finally, we think the use of reviews as a description for the search result is
attractive, since it gives a personal touch to the suggestion even though the descrip-
tions are not personalized. A positive review may influence people, making them
more enthusiastic about the suggestion. Overall, people responded a little better to
our descriptions than to the website (see Table 10.1).
We could make some improvements by investigating the influence of the key-
word that is used to collect potential places. Additionally, the weights of the 4 ranking
methods could be optimized, once there is more data available.
More generally speaking, the TREC contextual suggestion track provides a plat-
form to evaluate the “zero query term problem” in which the search engine can pro-
actively suggest resources given a context. In the future this can be expanded with
context types, other than geo-temporal context, such as social context, or content
context.
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REFLECTION AND CONCLUSION
In this thesis we investigated the use of context-aware algorithms to support knowl-
edge workers in their battle against information overload. In the first part of the the-
sis we improved the knowledge about the behaviour of knowledge workers during
their work in data collection experiments. In the second part we defined the context
that is necessary to support a knowledge worker and how we can recognize context
automatically from the interactions of the knowledge worker with his computer. Fi-
nally, in part 3 we described context-aware and personal information management
methods that require little user effort and which support knowledge workers . We
will first discuss the research questions for each part of the thesis before we discuss
the main research question: “How can we design, implement and evaluate context-
aware methods that make computer-based knowledge work more effective and more
efficient?”. We conclude with some suggestions for future work.
PART 1: UNDERSTANDING THE KNOWLEDGE WORKER
Improving the well-being of knowledge workers by means of context-aware applica-
tions requires a thorough understanding of what the knowledge worker needs. In
other words, we need an understanding of a knowledge worker’s intentions when he
is working to determine how we should support him. In this first part of the the-
sis we collected data to get a better understanding of the knowledge worker’s intent
in several work-related activities. In this section we will summarize the findings of
Chapters 2, 3 and 4, followed by a discussion on the first research question: “What
information about knowledge worker intent can we observe from interactions with the
computer and what information do we need to deduce from other sources?” . We start
with an overview of our research contributions.
In this part, we present three datasets as main contributions. The annotated
dataset on query intent is especially relevant for the Information Science and
Information Retrieval community, as it presents the query interpretation from the
searcher himself.
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The second dataset with annotated e-mail messages provides a multi-
dimensional classification of the messages with a focus on the tasks specified
in the messages. The dataset opens research into a) understand how tasks are
conveyed in e-mail messages (Information Science), and b) evaluate new e-mail
categorizations for the support of knowledge workers (Information Retrieval).
The third dataset with logged computer interactions of a knowledge worker dur-
ing typical knowledge worker tasks includes heart rate, skin conductance and facial
expressions. This makes it a dataset that can be used in many fields of research. The
Information Science community can use it to understand how people interact with
a computer and how they feel during knowledge work. Additionally, the Information
Retrieval and Recommender System communities can use the dataset to investigate
context-aware algorithms for knowledge work support, with a new range of context
information that can be used.
CHAPTER 2: COLLECTING GROUND TRUTH DATA FOR QUERY INTENT
Searching for information is one of the activities that a knowledge worker will en-
gage in when working. In Chapter 2 we investigated the knowledge worker’s intent
when he is engaging in search activities. We do so by logging the queries that he
issued during work. In query intent research, the logged queries are typically an-
notated by independent assessors. In our work, however, we asked the searchers
themselves to annotate their own queries. We used a multi-dimensional annotation
scheme that provides insight in what the knowledge worker was hoping to achieve
by issuing the query. The scheme includes dimensions on the general topic of the
intent, the type of action, what kind of information the knowledge worker wants to
retrieve (modus), how detailed the searched information should be (specificity), how
reliable the source of the information should be (source authority sensitivity), and
whether the requested information is sensitive to a certain location or time (location
and time sensitivity).
One of the goals of the study was to improve automated query intent classifica-
tion. As automated systems only have access to the textual content of queries and
not the original intent, we analysed the terms in the query and their relation to the
annotated form. From this data we concluded that the textual content of the queries
does not give many hints as to what annotation in terms of modus, action, source
authority sensitivity, location sensitivity, time sensitivity and specificity can be ex-
pected. Also, the length of the query did not predict the specificity of the query in-
tent, meaning that even when the query intent was very specific, the query could just
as well consist of only one or two terms. We suggest that taking into account contex-
tual sources of information, such as the current computer interactions or the search
history could provide a better understanding of the query intent.
CHAPTER 3: ASSESSING E-MAIL INTENT AND TASKS IN E-MAIL MESSAGES
Another activity that knowledge workers engage in frequently is e-mail communica-
tion. We believe that e-mail is a medium in which knowledge workers often commu-
nicate about the work tasks that they are involved in. In Chapter 3 we investigated
how knowledge workers use e-mail messages to communicate about the tasks they
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are involved in. We first discussed the reliability and validity of assessing e-mail in-
tent in a pilot study. Furthermore we annotated messages from two e-mail datasets
with e-mail intent and task intent when there was a task communicated in the mes-
sage. We developed a novel multi-dimensional annotation scheme that gave insight
in the e-mail intent in terms of the e-mail act (type of message), the expected re-
sponse, the reason for sending the message, and the number of tasks for the recipient
in the message. In terms of task intent, we looked at the time and location sensitiv-
ity of the task and the task type of the task. For the annotation of selected messages
from the public dataset (Enron) we made use of crowd-sourcing through Amazon
Mechanical Turk, while we used expert annotators for the selected messages from
the licensed dataset (Avocado).
From this data collection we can conclude that most messages are sent to deliver
information or to request information. Requests are not often rejected. Only half of
the messages require a reply, but this reply does not have to be immediate. When we
look at the tasks in the messages, approximately half of the e-mail messages contains
a task for the recipient. Typically not more than one task is communicated through
the message. Most of these tasks can be executed everywhere (low spatial sensitiv-
ity). Some tasks do have a high or very high time sensitivity such as a deadline, but
the likeliness of this happening depends strongly on the company. The evolution of
a conversation reveals that there is a high probability that a deliver message is fol-
lowed after another deliver message. This suggests that much information is deliv-
ered, even without a request. Furthermore, requests are followed by a message that
delivers the requested information, or a message in which the recipient commits to
the request. A message that delivered information is often followed by a “greet” mes-
sage, which was most likely a thank you message.
CHAPTER 4: COLLECTING A DATASET OF INFORMATION BEHAVIOUR IN CONTEXT
A final source of information about knowledge worker intent can be derived from
the interaction of the user with the computer. In Chapter 4 we described the col-
lection of a dataset of such computer interactions. This human-computer interac-
tion data consists of data collected from a key logger such as keystrokes, active ap-
plications,etc. and a browser-logging application. Because this type of data is very
privacy-sensitive this data was collected in a controlled experiment that mimicked
typical knowledge worker work. In the experiment, 25 participants were asked to
write reports and prepare presentations on several topics. The experiment consisted
of three conditions; one neutral baseline, one where the participants were pressured
for time, and one where the participant was interrupted with e-mail messages that
could contain an additional task.
Initial analysis of the interaction data showed some challenges in working with
this type of rich data. First, combining information from multiple sources proved
challenging as some information was not logged at all or was logged multiple times.
Also, logging browser URLs proved to be challenging as query suggestions by Google
could result in incomplete URLs that were logged. Furthermore, the dataset con-
tained much noise caused by on-page advertisements, plug ins and icons.
The data in this collection gave insight into activities outside the browser, but
also into information seeking behaviour. This behaviour was natural, as it was not
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explicitly part of the original assignment (write a report or prepare a presentation).
An interesting finding was that even though page dwell times were low, these pages
could still be relevant for the task. Logged dwell times were lower than expected
because of copy-paste activities, or switching between applications.
RQ 1. WHAT INFORMATION ABOUT KNOWLEDGE WORKER INTENT CAN WE OBSERVE
FROM INTERACTIONS WITH THE COMPUTER AND WHAT INFORMATION DO WE NEED TO
DEDUCE FROM OTHER SOURCES?
From the data collections collected and described in this thesis we can conclude that
much information about the knowledge worker’s intent is implicit. Interactions in
the form of queries only reveal part of the original intent of the knowledge worker.
Understanding the intent of an e-mail message and the embedded tasks are easier to
understand than a query. Still, some information remains implicit. Part of this im-
plicit information could be captured to some extent by looking at contextual infor-
mation; what is happening outside of a query or a message. Computer interactions
such as copy-paste behaviour reveal important information about what is used by
the knowledge worker to complete his task, which can be used to interpret the orig-
inal intent. The challenge in using computer interactions, however, is that there are
so many of them that it is difficult to integrate them properly, and that they contain
much noise.
Overall we can conclude that a high-level topical understanding of the knowl-
edge worker’s intent of e-mail messages and queries is deducible from their textual
content. However, for a more detailed understanding, such as the spatial and time
sensitivity of a query we need other sources of information.
Concerning e-mail messages, we need to distinguish between the intent of the
sender and the tasks for the recipients. Both are valuable sources of information that
can give information about the knowledge worker. If the knowledge worker is the
recipient of a message, typically half of the messages contain a task for him. The
textual content of the e-mail messages reveals a sufficient amount of information
to interpret the spatial and time sensitivity of the task as well as the general type of
task (informational, physical or procedural). If the knowledge worker is the sender of
the message, then the textual contents can be used to understand whether the user
expects a response, and what the implicit reason for sending the message was (e.g.
collaboration, administrative procedure etc.).
In addition, computer interaction data provide insight into the relevance of data
sources by means of which documents are accessed, how long they are observed, but
also whether text is copied from the source.
Limitations The limitation of our research is that we only investigated queries, e-
mail messages and general computer interactions. There are many more sources
of information that could be used to interpret the knowledge worker’s activities and
his intent such as calendars and task lists. Another possibility is to look at other re-
sources that the knowledge worker uses, such as his phone or the people he interacts
with. Finally, in our computer interaction analysis we have focused on text that was
visible and text that was used. We realize that the document selection behaviour,
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the order of access, or deletion behaviour reveal important aspects of relevance of
information as well. This means that there are many aspects that still need to be
researched to fully understand which information about knowledge workers we can
observe from interactions, and which information needs to be deduced from other
sources.
Additionally there are some limitations to the datasets that we have used. The
limitation of the query intent dataset that we have collected is that the participants
are all from a Computer Science background, which limits the generalizability. The
limitation of the e-mail dataset is that the messages are collected before 2005. In or-
der to generalize our claims, additional data from 2005-2015 should be investigated.
And finally the limitation of the knowledge worker dataset is that it was collected
during a controlled experiment. Although we tried to make the setting as realistic
as possible, the participants may have been influenced by the tasks they were given,
and the fact that they were observed using cameras and physical sensors. Moreover,
the data was collected in 3 consecutive hours per participant, meaning that the data
does not contain long term behaviour.
PART 2: CONTEXT OF THE KNOWLEDGE WORKER
We have learned that in order to support a knowledge worker we need to have an
understanding of his intentions. In order to do so, we need to capture his context;
e.g. what is he doing and what is happening around him. In part 2 of the thesis we
have described what this context could look like and how we can capture it in a way
that is conform our assumptions, with little user effort and can be used in context-
aware applications.
In this section we will summarize the findings of Chapters 5 and 6 and we discuss
the research questions: “How should we define the context that we need for context-
aware support for knowledge workers?” and “How can our conceptual model be im-
plemented and how well can it detect the active context?”. We start with an overview
of the contributions of this part.
There are two important contributions in part 2 of the thesis. The first is a con-
ceptual and formal model of the context of a knowledge worker. The formal model
allows for reasoning about the knowledge worker, such as which resources he is go-
ing to interact with, which knowledge he is going to learn and what his tasks may
be.
The second contribution is a novel algorithm for context recognition and iden-
tification that can be used for context-aware support as well. It is founded by the
model of context for a knowledge worker, instead of designed from an application
perspective. This makes the algorithm applicable to multiple scenarios. The algo-
rithm is relevant for the fields of Information Retrieval and Recommender Systems
because of its applicability for context-aware recommendation systems.
CHAPTER 5: THE KNOWLEDGE WORKER AND HIS CONTEXT
In Chapter 5 we described the context of a knowledge worker. We started this chap-
ter with a literature overview on the concept of ‘context’ as this concept is a possi-
ble source for miscommunication. Additionally, we clarified the various positions
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on context that have been taken by other researchers in the domain of personal in-
formation management. For this purpose we described three scales of context in-
terpretation (container vs. meaning, objective vs. subjective, representational vs.
interactional) and positioned the relevant literature on these dimensions.
We continued with a conceptual description of the contextual elements that we
consider to be relevant in the area of personal information management. Addition-
ally we presented a formal description of this conceptual model and described how
this model can be used to reason about a knowledge worker’s actions.
RQ 2.HOW SHOULD WE DEFINE THE CONTEXT THAT WE NEED FOR CONTEXT-AWARE
SUPPORT FOR KNOWLEDGE WORKERS?
In our opinion the context of a knowledge worker is highly dynamic and driven by
events. We assume that the knowledge worker is the centre of the context, but the
context can influence the knowledge worker as well. We assume that we can observe
the context using sensors, independent from the knowledge worker, but know that
the interpretation of the sensed elements is dependent on the knowledge worker.
In the conceptual model of the context of a knowledge worker we focus on the in-
teraction of the knowledge worker with his surroundings. Both the knowledge worker
as well as the resources he interacts with are partly observable and partly unobserv-
able.
The formalisation of the model allows for the reasoning about resource selection
and knowledge gain for the knowledge worker. More importantly, the formal model
shows how we can infer which task a knowledge worker is working on. This is a re-
quirement for the context-aware functionality that we propose in this thesis, in order
to support knowledge workers.
Limitations The limitation of the model we presented is that it is not validated with
actual users. The main reason is that there is still not one accepted definition of
what context actually entails. Furthermore, most attempts to capture context already
involve assumptions about what belongs to the context and what not. And if simply
everything would be measured, then the measuring activity itself becomes a part of
the context as well. This makes it practically impossible to validate the model for
context. The best we can do is to be thorough in the description of our assumptions,
which is what we have done.
CHAPTER 6: AN INTERACTIVE ACTIVATION BASED MODEL FOR CONTEXT RECOGNITION
AND IDENTIFICATION
Based on the conceptual and formal model in Chapter 5 we designed a novel algo-
rithm for automatic context detection. In Chapter 6 we presented this algorithm.
This algorithm, Contextual Interactive Activation (CIA), was based on the interactive
activation model by McClelland and Rumelhart (1981). It consists of multiple layers:
an input layer for observed events, a context layer to describe contextual information
(topics, locations, time and entities) and a document layer to mimic the knowledge
worker’s existing knowledge. An activation function is used to propagate the network
based on observed data. The observed data is presented in the form of event blocks;
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all logged interactions of a user and his computer within a single computer window.
Typically these event blocks cover a time period of only a few seconds.
The network can be used to categorize context into context categories by using a
separate identification layer . As training material we used one example document
for each category of interest. We showed that this approach is more effective in con-
text identification and required less training effort then the traditional supervised
methods k-NN and Naive Bayes. The limitation of the model is that the method for
topic extraction used has a large influence on the overall performance of the model.
On the positive side, the model does not limit the type of information that is repre-
sented, making it a flexible approach that could be used in a variety of applications.
Furthermore there are many interesting aspects and opportunities of the model that
have not been explored yet.
RQ 3. HOW CAN OUR CONCEPTUAL MODEL BE IMPLEMENTED AND HOW WELL CAN IT
DETECT THE ACTIVE CONTEXT?
The algorithm that we designed and presented in Chapter 6 is capable of capturing
context automatically with little user effort. In principle the model can be used in
an unsupervised manner. The basis of the model is a network in which information
is activated based on an observed event, and where activation is spread through the
associations between information elements. The recognition of the context is in this
case equal to the activation of the information elements in the context level of the
network.
In the case of context identification, we can train the network to make associa-
tions between certain context labels and nodes in the context level of the network.
For this purpose, we could make use of event blocks labelled with context labels to
train the network. However, in order to reduce the user effort required, a method
of transfer learning can be used. In this method, only one representative document
per context label needs to be provided. The content of the documents is analysed
to make the required associations between context level and context labels. Select-
ing a relevant document for a context label is much less effort than interpreting and
labelling multiple event blocks. Although we could use this tactic for training tra-
ditional algorithms such as k-NN and Naive Bayes as well, these algorithms typically
suffer from the difference between the source (documents) and target domain(event-
blocks) (See Chapter 8).
Limitations A possible limitation of the implementation is that many aspects of
the conceptual model, such as emotion or attention, are not actually implemented
in the algorithm for context recognition and identification. There are two reasons.
The first is that some aspects that we modelled in the conceptual model are hard to
observe, such as which elements are consciously observed by the knowledge worker
and which not. Therefore we simplified it by assuming that the knowledge worker
observes everything that is visible.
The second reason is that some elements are not relevant for the applications
that we describe in this thesis, or for which the relevance still needs to be validated.
An example is the influence of emotions.
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In terms of the effectiveness of the model in detecting context, the implementa-
tion is limited by our choice of entity extractor and topic extractor. There are many
more options that can be explored. We are also limited by the evaluation data that
we have available, as it does not contain long term data. Furthermore, we were not
able to test the method on another dataset since there is no such dataset as far as we
know. This makes it difficult to generalize the results.
PART 3: CONTEXT-AWARE SUPPORT
In part 3 of this thesis we described our research into context-aware support. The al-
gorithms described in this part were centred around the goal to support knowledge
workers during their work with automated categorization and recommendation soft-
ware that require a minimal amount of effort from the knowledge worker to be used.
We first summarize the results of chapters 7 and 8 on experiments addressing e-
mail categorizations with little user efforts. These categorizations can be seen as a
method to add context to existing data, but they are also a prerequisite for context-
aware notification filtering. We continue with an discussion on the question “How
can we reduce user effort in training algorithms for e-mail categorization?”
Then, we summarize Chapter 9 about our experiments addressing context-aware
document recommendation and its evaluation. This allows us to discuss the ques-
tion “How should we evaluate context-aware information recommendation and what
are the benefits and downsides of various methods for context-aware information sup-
port?”
We end with the summary of Chapter 10 on context-aware recommendation
of touristic sights, which illustrates some interesting additional possibilities for
context-aware recommendation systems.
In this part there are two main contributions. The first is a novel algorithm for e-
mail categorization that reduces user labelling effort by making use of documents to
categorize e-mail messages in user-defined categories; the folders of the documents.
This algorithm is relevant for the field of Information Retrieval as a baseline for e-
mail categorization methods with low user effort and high meaningfulness of the
categories for the user.
The second contribution is a multi-faceted evaluation strategy of context-aware
document recommendation for knowledge worker support. This is relevant for the
field of Recommender Systems as their evaluation scenarios are typically less com-
plex than the scenario of the knowledge worker.
CHAPTER 7: COMBINING TEXTUAL AND NON-TEXTUAL FEATURES FOR E-MAIL IMPOR-
TANCE ESTIMATION
An important source of information overload is e-mail. One method to support a
knowledge worker is to highlight those e-mail messages that are important for a
knowledge worker. A reason that a message is considered to be important can be
because it requires an activity from the user, such as a reply. In this chapter we
have described an experiment in which we detect the reply expectation automati-
cally. We used the messages that were replied to previously as training data, requir-
ing no user effort. We compared three feature selection methods for reply prediction
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with a Naive Bayes classifier or a Decision Tree. We concluded that the Naive Bayes
classifier in combination with Linguistic Profiling as feature selection method had
the best performance, with the additional advantage that it is a transparent method.
CHAPTER 8: E-MAIL CATEGORIZATION USING PARTIALLY RELATED TRAINING EXAM-
PLES
Another method for knowledge worker support is project-based e-mail categoriza-
tion. This would allow the knowledge worker to filter all the messages that are not
related to the project he is currently working on. In Chapter 8 we described an al-
gorithm for e-mail categorization that was inspired by the context recognition algo-
rithm from Chapter 6. It makes use of the same network and activation principles,
but uses contextual information that is more focused on contact details, which is an
important feature for e-mail categorization.
The algorithm also makes use of transfer learning by using foldered documents
as training data. The assumption is that these folders with documents already ex-
ist, or can be made with less effort than labelling e-mail messages manually. The
network algorithm achieved better accuracy than Naive Bayes,Linear SVM and k-NN
baselines when trained on documents. Nevertheless, the accuracy was not optimal
at 58%. The accuracy of the network could be increased to state-of-the-art level by
additional training on labelled e-mail examples. The combination of using both doc-
uments and e-mail examples still reduces the effort for the user, as fewer examples
are needed overall compared to the supervised approaches.
RQ 4. HOW CAN WE REDUCE USER EFFORT IN TRAINING ALGORITHMS FOR E-MAIL
CATEGORIZATION?
In order to make use of machine learning techniques for e-mail message categoriza-
tion there are multiple approaches that can be used to reduce user labelling effort
while retaining the meaningfulness of categories for the user. A first approach to
reduce user effort is to look at data that is already available. An example is the per-
sonal historic data on replied messages such as the data that was used in the reply
prediction experiment in Chapter 6. This approach is especially suited for action pre-
diction problems where actions are logged automatically. A limitation of this data is
that the action-categories are not always the categories that are needed (are not use-
ful or meaningful categories). For example, reply behaviour is only one factor in the
categorization of interest; message priority.
Another possibility is to look at other sources. Sometimes there is another source
with similar categories for which labelled data is already available, or for which the la-
bels are easier to obtain. An example is the folder structure from Chapter 8, where we
used the folder names as labels. When this is possible it is important to understand
which features are necessary for the effective prediction of the category. If these fea-
tures are different between the source and the target domain, algorithms need to be
developed that improve the extraction of the correct features in the source domain.
One such method is the network-based method described in Chapter 8.
A last possibility to reduce user effort is to use unsupervised methods for catego-
rization. The problem with these methods, however, is that the meaningfulness and
usefulness of the categories cannot be guaranteed.
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Limitations The main limitation of the research is that we could not always
quantify the reduction of user effort. Furthermore the concept of meaningfulness to
the user should be investigated further: There are many categorizations that can be
made and most of them are not actually used by the knowledge worker, even when
they are meaningful. Therefore, we need to know which categories the knowledge
worker would really benefit from.
Further limitations are that both categorization algorithms are evaluated on only
one dataset. Therefore, we do not know how effective the algorithms are for other
datasets. The reason that we have not evaluated on multiple datasets is that most
datasets with e-mail messages are not shared in the community because of privacy
concerns. And, when the dataset is open for the community, then the messages are
not always annotated with the category of interest.
CHAPTER 9: EVALUATION OF CONTEXT-AWARE INFORMATION RECOMMENDATION SYS-
TEMS
Supporting a knowledge worker is a complex task and in fact requires a deep under-
standing of the user’s activities, tasks and knowledge state. There are many aspects
that play a role in determining whether the proposed support mechanism is effective.
In Chapter 9 we described four evaluation criteria that capture the desired proper-
ties of context-aware information recommendation systems that were identified in
a knowledge worker scenario: i) relevance of the information to the context, ii) rel-
evance of the information to the task, iii) the possibility to predict which document
will be opened next, and iv) the diversity of the recommendation lists.
Additionally we compared three methods for context-aware information recom-
mendation: contextual pre-filtering in combination with content based recommen-
dation (CBR), just-in-time information retrieval paradigm (JITIR) and our network-
based approach where context is part of the recommendation model (CIA).
We concluded that each method has its own strengths. CBR is strong at context
relevance, JITIR captures document relevance well and CIA achieves the best result at
predicting user action. Overall, we concluded that the CIA approach is most suited
for context-aware information recommendation for knowledge workers as it is the
most flexible and robust in providing suggestions.
RQ 5. HOW SHOULD WE EVALUATE CONTEXT-AWARE INFORMATION RECOMMEN-
DATION AND WHAT ARE THE BENEFITS AND DOWNSIDES OF VARIOUS METHODS FOR
CONTEXT-AWARE INFORMATION SUPPORT?
Typical context-aware recommendation systems are evaluated mainly on relevance
and predictive power (Ricci, Rokach, and Shapira, 2011). For the recommendation
of information in the knowledge worker scenario, however, the requirements are a
little different. First, there is a larger negative impact of irrelevant recommendations
as these could distract the knowledge worker from his work. Secondly, the context
of a knowledge worker is highly dynamic compared to for example a situation where
a movie is recommended. Finally, there are stages in the knowledge worker’s tasks
where diversity of recommendations is important (exploration stage), or when it is
important to simply re-find a single document that the user needs (finishing stage).
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This means that in order to evaluate context-aware information recommenda-
tion in the knowledge worker scenario, multiple evaluation tasks need to be consid-
ered. Moreover it is important to understand the changing nature of the knowledge
worker’s intentions as they influence which evaluation task is most important.
Overall we have identified three families of context-aware information recom-
mendation methods. The first is contextual pre-filtering in combination with con-
tent based recommendation (CBR). The advantage of this family is that it is really
strong at relevance to the context, since contextual pre-filtering excludes informa-
tion that does not have the right context. At the same time this is a weak point as it
makes the approach inflexible. It requires a categorization of documents into con-
texts. Moreover it cannot use documents that are tagged with another context even
though the topical content may overlap. Typically this type of algorithm depends on
a manual source of active context selection. This means that a user needs to select
the category of his current context first, before it can benefit from recommendations.
This is not realistic in the dynamic knowledge worker context.
A second family is just-in-time information retrieval paradigm (JITIR). This
method is capable of adjusting to the dynamic knowledge worker context as it
uses the textual content that is visible on the screen as query for its suggestions. A
downside of this approach is that in there is a strong focus on the active window.
Although this means that recommendations will not likely be distracting, it also
means that the recommendations by JITIR might be too focused to prove useful.
A final family is the recommendation approach where context is part of the rec-
ommendation model, such as our network model CIA. This method takes the dy-
namic nature of the context into account by using the active applications, typed text
and so on as input. It also takes history into account, and uses a form of query expan-
sion. This makes the model very flexible when there is little data available. Another
advantage is that it provides diverse suggestions and is good at predicting which doc-
ument is opened next. A downside is that this approach is more likely to recommend
sources that do not strictly fit the context-category. This does not need to be a prob-
lem, provided that the recommended source is associated with a context-category
that is topically related.
Limitations Again a limitation of this research is that there was only one dataset
available that we could use. The development of new datasets is required in order to
make more general claims concerning the relative performance of the systems.
Furthermore, there may be multiple metrics available for each evaluation task.
We have not investigated alternative metrics for the tasks. In order to provide a
proper guideline for the evaluation of context-aware document retrieval for knowl-
edge worker a more thorough investigation of metrics should be done.
There are also some aspects in the conceptual context model that could be bene-
ficial for context-aware document recommendation that were not taken into account
in this research. An example is the use of facial expressions to understand whether a
document gives a positive or negative emotion to the knowledge worker. This would
give insight to the relevance of an observed document
Finally, for recommendation systems it is always desirable to perform an evalua-
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tion with actual users, to see whether the documents that are relevant in theory are
actually used in practice.
CHAPTER 10: RECOMMENDING PERSONALIZED TOURISTIC SIGHTS USING GOOGLE
PLACES
In the final chapter of this thesis we have looked at context-aware recommendation
of personalized touristic sights. This chapter shows the possibility to influence the
user by combining personalized and non-personalized recommendations. Another
method that was used to influence the user was to present the recommendation in
a positive form based on positive research. This chapter illustrates that the design
of a context-aware algorithm is not only concerned with finding appropriate recom-
mendations, but could potentially also be used as persuasive technology. Using the
algorithm could be a risk if used to support a knowledge worker, but at the same time
gives the potential to protect the knowledge worker from his own bad behaviours.
The algorithm could for example steer the knowledge worker away from documents
that would distract him from his tasks
HOW CAN WE DESIGN, IMPLEMENT AND EVALUATE CONTEXT-
AWARE METHODS THAT MAKE COMPUTER-BASED KNOWL-
EDGE WORK MORE EFFECTIVE AND MORE EFFICIENT?
In this thesis we have shown that there are many aspects that play a role in supporting
knowledge workers with technology. Most importantly we should understand what
the knowledge worker is doing and what his intentions are. Both of these elements
are part of his context. A good understanding of this context is needed for the design
of proper model for the knowledge worker’s context.
The implementation of the context model into an algorithm for context recogni-
tion and identification should be flexible and dynamic. The network algorithm that
we designed and implemented in this thesis, CIA, is suited for the task. It is flexible
in the type of applications for which it can be used, such as context identification
and context-aware recommendation and flexible in the type of contextual elements
that can be used. Moreover it is highly dynamic as it uses computer interactions as
input, and uses an activation function to spread through the network to activate all
elements that can be associated with the input.
By using the CIA-model as a context-aware document recommendation system
we can remind the knowledge worker of documents that can help him execute his
tasks. This can help him make his work more effective as well as efficient, since in-
formation is available for re-use at any time.
Additionally the knowledge worker can be supposed to find and access messages
more efficiently by categorizing his e-mail messages in a way that matches his inten-
tions. One way is by categorizing messages by their project context, another by the
activity they require. In the future, the combination of categorization of messages by
context and priority could be used for context-aware notification filtering.
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Limitations The main limitation of our research is that it is explorative in nature. It
was difficult to find datasets to evaluate our work. This means that we typically had
only one dataset for evaluation purposes, limiting the generalizability of our work.
In order to accelerate the research to knowledge worker support, more datasets
need to be collected and prepared. For these datasets it is important that they reflect
the complex nature of the knowledge worker’s needs. Also, they should include a
variety of sensors.
Another limitation is that we focused on data-driven research without looking at
task lists etc. It is our goal to support knowledge workers, to reduce information over-
load and to improve well-being. In order to know whether our methods are effective,
we should quantify and evaluate on information overload and well-being.
SUGGESTIONS FOR FUTURE WORK
Based on the limitations of the research in this thesis we offer some suggestions for
future work. First, our work was mainly data-driven research. But, there were no
datasets available containing the relevant data on the knowledge worker’s life. There-
fore, we had to collect our own datasets. In future work it is important that more
datasets become available, in order to validate and generalize our findings.
Furthermore, the reduction of information overload and the improvement of
mental well-being is our ultimate goal. Thus, to validate the effectiveness of our
approaches, it is important to execute user studies. In these studies we can for ex-
ample evaluate whether giving context-aware document recommendations actually
reduces information overload.
Another aspect for future work is the contextual interactive activation model
(CIA) itself. The model was now evaluated in a personal information management
and recommendation setting. The design of the model, however, is suited for other
fields as well. An example is the use of the approach to predict which aspects in the
work of the knowledge worker are stressful. In that case connections between per-
sons, topics and emotions can be made based on sensor data of facial expressions.
This could help to model the emotional context of the knowledge worker and can
be used to coach the knowledge worker on his week plan in order to spread stressful
moments evenly.
In addition CIA could be extended with attentional aspects. An example could
be by creating bias nodes, that either suppress or enhance activation of certain ele-
ments, based on the attention of the user. CIA could also be improved by optimizing
the connection weights in the network using labelled data when it is available.
During the various experiments that were executed for this theses, we concluded
that the context of a knowledge worker is diverse and dynamic. In order to support a
knowledge worker, different support mechanisms are required for the different types
of activities the knowledge worker engages in. The type of support that is needed
can be dependent on the phase of the work. Moreover, not every knowledge worker
appreciates the same kind of support suggesting the need for personalization. This
means that it is unlikely that there is a single support algorithm that can do it all. In
light of this intuition, it seems more realistic to imagine a suite of support algorithms
within an application that supports the knowledge worker. Depending on the pref-
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erences of the knowledge worker and the task that a knowledge worker is currently
executing, the application selects the algorithm that provides the optimal support.
In the case of document recommendation, for example, an algorithm that promotes
variety in results could be selected when the knowledge worker is in the exploration
phase of his research. When the knowledge worker is finishing his report, the appli-
cation could select an algorithm that is more focused on relevance of the document.
In order to determine which algorithm is best suited at a certain moment in time,
we propose to investigate a cost-benefit mechanism. This mechanism would weight
the costs and the benefits for using each algorithm in the current situation, and
would provide a ranking of which algorithm is best suited. In order to create such
a selection mechanism, the costs in the knowledge worker’s life should be quantified
(e.g. cost of distraction). Furthermore, a quantification of the benefits of using a cer-
tain support algorithm should be investigated (e.g. benefit of a recommendation ).
These cost-benefit trade-offs can be personalized. Moreover, such a selection mech-
anism could be used in a persuasive style in order to nudge the knowledge worker
into the right direction to improve his well-being.
NEDERLANDSE SAMENVATTING
Er is een toename in stress op het werk. Dit kan leiden tot gezondheidsklachten bij
werknemers zoals een burn-out. In het SWELL project ontwikkelen en onderzoeken
we ICT oplossingen die kenniswerkers kunnen ondersteunen in het bereiken van een
gezonde leef- en werkstijl.
Eén van de oorzaken van stress op het werk is het probleem van “information
overload”. Door de beschikbaarheid van smartphones en tablets met continue
internet-toegang worden individuen soms overspoeld met informatie. Het wordt
moeilijker om werk en thuis te scheiden, maar het kan ook moeilijker worden om
juist die informatie te vinden die je op een bepaald moment nodig hebt voor het
goed uitoefenen van je werk.
Een mogelijke oplossing voor dit probleem is het creëren van applicaties die
“context-aware” zijn. Dat wil zeggen dat deze applicaties een begrip hebben van wat
een persoon aan het doen is, zodat ze op het juiste moment de juiste ondersteuning
kunnen bieden in het werk. Dit is de achterliggende gedachte van mijn proefschrift
geweest.
Dit proefschrift bestaat uit drie delen. In het eerste deel beantwoorden we de
vraag “Hoe kunnen we context-aware methoden ontwerpen, ontwikkelen en eval-
ueren die kantoorwerk effectiever en efficiënter maken?”. Om deze vraag te beantwo-
orden hebben we kenniswerkers geobserveerd tijdens hun werk. We hebben hiermee
data verzameld over hun werkgedrag. We kunnen op basis hiervan concluderen dat
veel van de bedoelingen en doelen van een gebruiker impliciet aanwezig zijn, maar
niet eenvoudig herkend kunnen worden. We kunnen wel een beeld krijgen van de ge-
bruiker en zijn doelen door te kijken naar computer interacties zoals toetsaanslagen
en muisklikken (de context informatie). Deze data biedt alleen wel een uitdaging,
omdat het een grote hoeveelheid data is waarvan veel niet relevant.
In het tweede deel van mijn proefschrift modelleren we de context die nodig
is om een kenniswerker te ondersteunen. Dit context model is dynamisch en
wordt gedreven door gebeurtenissen in de omgeving van de kenniswerker. De
kenniswerker bevindt zich in het centrum van de context, maar de context heeft
ook een invloed op de kenniswerker zelf. We kunnen deze context observeren met
behulp van sensoren die onafhankelijk zijn van de kenniswerker. Daar staat wel
tegenover dat de interpretatie van de data uit deze sensoren alleen in samenhang
met de kenniswerker begrepen kan worden.
Daarnaast beschrijven we in dit deel een algoritme, Contextual Interactive Acti-
vation (CIA), om automatisch de context van de kenniswerker te herkennen vanuit
de interacties die een kenniswerker heeft met zijn pc. Dit algoritme kan puur vanuit
de data, zonder tussenkomst van gebruikers, al iets zeggen over de context van de
gebruiker. Daarnaast kan het met behulp van maar een paar voorbeelden van de ge-
bruiker de context identificeren. Dat wil zeggen dat er een label gekoppeld wordt aan
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de context, bijvoorbeeld "project Proefschrift".
Als laatste beschrijven we in deel drie van dit proefschrift algoritmen die ken-
niswerkers ondersteunen terwijl ze weinig input van de gebruiker vragen. Eén van de
toepassingen waar we ons op gericht hebben is het categoriseren van e-mails. In de
eerste applicatie delen we e-mail berichten in op basis van of ze beantwoord moeten
worden of niet. In de tweede applicatie doen we de categorisatie op basis van het
project waar de e-mail bij hoort. Voor deze e-mail categorisatie maken we gebruik
van kennis over de gebruiker en zijn context. Hiervoor gebruiken we een aangepaste
versie van het CIA-algoritme. Met CIA kunnen we even goed als bestaande methoden
de berichten categoriseren maar hoeft de gebruiker minder voorbeelden te geven vo-
ordat de categorisatie gedaan kan worden.
In een laatste applicatie zetten we het CIA-algoritme in om informatie te zoeken,
zonder dat de gebruiker hiervoor een zoekopdracht hoeft in te typen. We vergelijken
de CIA-methode met andere, al bestaande, methoden om automatisch informatie
aan te bevelen. Ook analyseren we de benodigdheden om een goede evaluatie te
doen van dit soort aanbevelingssystemen voor kenniswerkers. Hierover kunnen we
concluderen dat een multidimensionale evaluatie belangrijk is. Het blijkt dat elk van
de methoden zijn eigen plus- en minpunten heeft en dat het afhankelijk is van de
prioriteiten van de gebruiker welke methode het beste gebruikt kan worden.
De belangrijkste beperking van het onderzoek in dit proefschrift is dat het een
exploratief onderwerp is. Er was weinig data beschikbaar om onze hypothesen en
methoden te testen. Hierdoor kunnen we onze conclusies maar beperkt generalis-
eren. Dit laat ook zien dat het belangrijk is om meer datasets te verzamelen die de
complexiteit van de kenniswerker, zijn taken, en zijn context reflecteren.
Toekomstig onderzoek moet uitwijzen wat het effect van het gebruik van context-
aware applicaties is op de stress die de kenniswerker ervaart op zijn werk. Eén van de
open vragen is welke ondersteunende applicatie op welk moment ingezet moet wor-
den. Idealiter kunnen we met al deze technieken de kenniswerker zo helpen dat zijn
mentale gezondheid vanzelf verbetert, zonder dat hij daarvoor actief moeite hoeft te
doen.
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