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RELATION SPACES OF HYPERPLANE ARRANGEMENTS AND
MODULES DEFINED BY GRAPHS OF FIBER ZONOTOPES
TOBIAS FINIS AND EREZ LAPID
Abstract. We study the exactness of certain combinatorially defined complexes which
generalize the Orlik-Solomon algebra of a geometric lattice. The main results pertain
to complex reflection arrangements and their restrictions. In particular, we consider the
corresponding relation complexes and give a simple proof of the n-formality of these hyper-
plane arrangements. As an application, we are able to bound the Castelnouvo-Mumford
regularity of certain modules over polynomial rings associated to Coxeter arrangements
(real reflection arrangements) and their restrictions. The modules in question are defined
using the relation complex of the Coxeter arrangement and fiber polytopes of the dual
Coxeter zonotope. They generalize the algebra of piecewise polynomial functions on the
original arrangement.
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1. Introduction
This paper deals with two related topics. The first is the study of the relation complexes
of hyperplane arrangements and of several related constructions. After a summary of some
basic combinatorial facts in §2, we consider in §3 complexes graded by geometric lattices,
and specifically an inductive construction of such complexes starting from a collection of
injections Ua →֒ U0 indexed by the atoms a of the lattice (cf. Definition 3.4). We call the
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complexes obtained from this construction minimal complexes, and our main interest is
in criteria for their exactness. Apart from the well-known Orlik-Solomon algebra ([OS80],
[OT92, Ch. 3], [Yuz01]), an important special case is the relation complex of a hyperplane
arrangement, which describes the linear relations between its defining linear functionals. In
§4, we give a simple proof of the n-formality of restrictions of complex reflection arrange-
ments, i.e. we show the exactness of their relation complexes (Theorem 4.10). In fact, we
prove a somewhat stronger result, and provide an explicit contracting homotopy that is
compatible with the grading by the intersection lattice (in our terminology, we show that
the relation complex is L-contractible, cf. Definition 4.1). While n-formality was known for
reflection arrangements and restrictions of Coxeter arrangements as a consequence of their
freeness [BT94], our construction of an L-homotopy seems to be a new result. Also, our
approach is direct and elementary and uses only the basic properties of complex reflection
groups. We then consider in §5 a general multilinear algebra construction, which we call the
generalized Orlik-Solomon algebra of a complex graded by a geometric lattice. At the level
of complexes, this construction is shown to preserve the property of being L-contractible.
This allows us to establish the exactness of certain minimal complexes constructed from
relation spaces, if the relation complex itself is L-contractible (Corollaries 5.5 and 5.7).
The second topic is given by certain algebras over polynomial rings defined by the la-
beled graphs of fiber zonotopes. Here, the main object is an analog of an exact sequence of
Bernstein-Lunts [BL94, §§15.7-8] and Brion [Bri97, p. 12] for the algebra of piecewise poly-
nomial functions on a complete simplicial fan, which relates this algebra to the polynomial
functions on all cones. In §6, we consider fans obtained from hyperplane arrangements in a
real vector space U∗. In the dual picture, these correspond to zonotopes (Minkowski sums
of line segments) in the dual space U . We derive a criterion for the existence of an exact
sequence of Bernstein-Lunts type for modules defined in a purely combinatorial way by
the labeled graph of a zonotope (Proposition 6.4). Using the results of the first part, we
then apply this criterion to the projected arrangements HP governing the combinatorics
of intersections of an arrangement H of rank n with the parallel translates of a fixed linear
subspace P⊥ ⊂ U∗ of dimension k (which is assumed to satisfy a general position condition,
cf. Definition 2.6). Dually, we pass from a zonotope Z dual to H to the fiber polytope ZP
in the sense of [BS92] of its projection in direction P ⊂ U . We use the 1-skeleton of ZP
and the relation complex of H to define a certain algebra M over the symmetric algebra R
of the rank k space of the relation complex, which we call the k-th order relation algebra
of the arrangement H (with respect to P ). Our main result (Theorem 6.9) is the existence
of an exact sequence of Bernstein-Lunts type for M, provided the relation complex of H is
L-contractible (in particular if H is a restriction of a Coxeter arrangement). As a conse-
quence, the relation algebra M is generated as an R-module by its homogeneous elements
of degree at most n− k. In the case k = 0 we recover the algebra of piecewise polynomial
functions on the arrangement. (Note here that restrictions of Coxeter arrangements are
simplicial.)
We note that the relation algebra M has in general a more complicated structure than
the algebra of piecewise polynomial functions on a complete simplicial fan. For exam-
ple, it is in general not free as a module over the polynomial ring R (cf. §6.3, Remark
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6.11). In recent years, combinatorially defined algebras of the type we are considering have
been studied by Guillemin and Zara [GZ99, GZ01, GZ03] following the work of Goresky-
Kottwitz-MacPherson on equivariant cohomology [GKM98], but their focus is different,
since they are interested in cases where the algebra in question is actually free over the
underlying polynomial ring.
The original motivation for this paper was the study of the push-forward of piecewise
power series on polyhedral fans (a canonical n-th order derivative at the origin) in the
special case of so-called compatible families. The problem arose in the study of the spectral
side of Arthur’s trace formula. For this application it is necessary to consider families with
values in (in general) non-commutative finite-dimensional algebras of characteristic zero.
The main result of our work was an alternative formula for the canonical push-forward of
compatible families on restrictions of Coxeter arrangements. Eventually, we found a simpler
proof of this formula that does not use the results of this paper and moreover applies to all
polyhedral fans. We refer the interested reader to [FL11] for the precise algebraic formula
in the new setup and to [FLM11] for the application to the trace formula. Nevertheless,
we hope that the combinatorial material presented in this paper is of independent interest.
A sketch of the original approach and its connection to Theorem 6.9 is contained in §7.1.
In §7.2 we explicate our construction in the special case of the root systems An, where
we can draw a connection to the theory of discriminantal hyperplane arrangements and
higher Bruhat orders. The appendix contains an explicit description of relation complexes
and L-homotopies for the restrictions of non-exceptional Coxeter arrangements.
We thank Joseph Bernstein, Tom Braden, Stefan Felsner, Gil Kalai, Allen Knutson, Eric
Opdam, Ehud de Shalit, Sergey Yuzvinsky and Gu¨nter Ziegler for useful discussions and
interest in the subject matter of this paper. We also thank the Max Planck Institute for
Mathematics and the Hausdorff Research Institute for Mathematics, Bonn, where a part
of this paper was worked out. Finally, we are indebted to the referee for a careful reading
of the manuscript and for useful suggestions.
A previous version of this paper forms a part of the first named author’s 2009 Habilitation
at Heinrich-Heine-Universita¨t Du¨sseldorf.
2. Geometric lattices and hyperplane arrangements
In this section we collect some mostly standard facts about geometric lattices and hy-
perplane arrangements and set up some notation. We refer the reader to [Aig97, Ch. II]
and [OT92] for more details.
2.1. Basic definitions. For any poset (L,<) we write x ≺ y, or equivalently y ≻ x, if y
covers x, i.e. if x < y and there is no z ∈ L with x < z < y. As usual, we denote the join and
meet in a lattice L by ∨L and ∧L, respectively, or simply by ∨ and ∧, if L is clear from the
context. In the following we always assume that L is finite. Recall that a (finite) lattice L
is called geometric, if it is atomic (i.e. every element is the join of atoms) and semimodular
(i.e. a∧b ≺ a implies b ≺ a∨b for all a, b ∈ L). Semimodularity is equivalent to the existence
of a rank function rk = rkL satisfying the inequality rk(a ∧ b) + rk(a ∨ b) ≤ rk(a) + rk(b)
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[Aig97, Theorem 2.27]. Let now L be a geometric lattice of rank rkL = n with minimal
element 0. Set
Li = {x ∈ L : rk(x) = i}, i = 0, . . . , n,
and denote by A(L) = L1 the set of atoms of L. For any x ∈ L the lower interval
L≤x = {y ∈ L : y ≤ x} is again a geometric lattice (with the restricted rank function),
whose set of atoms is A≤x = {a ∈ A : a ≤ x}. We write L≤x,i = (L≤x)i = Li ∩ L≤x.
Similarly, the upper interval L≥x = {y ∈ L : y ≥ x} is a geometric lattice with minimal
element x and rkL≥x(y) = rkL(y)− rkL(x) for any y ∈ L≥x.
The basic example of a geometric lattice, which provides most of the intuition, is the
intersection lattice of a hyperplane arrangement. More precisely, let K be a field, U a
finite-dimensional vector space over K and H a finite collection of hyperplanes in the dual
vector space U∗. The set of all possible intersections of elements of H forms a geometric
lattice under inverse inclusion. The minimal element of the lattice is U∗ itself (the empty
intersection), the atoms are the elements of H and the maximal element is the intersec-
tion of all hyperplanes in H. The join is the intersection and the rank function is the
codimension in U∗. Dually, the map
H 7→ H⊥ = {u ∈ U : 〈λ, u〉 = 0 for all λ ∈ H}
defines a bijection between H and a set of lines H˜ in U . Sometimes, it is convenient to fix
a choice of a non-zero vector uH ∈ H
⊥ for each H ∈ H. The lattice L is isomorphic to the
lattice L˜ consisting of the linear spans of subsets (the span lattice) of H˜. In L˜, the minimal
element is the zero subspace, the join is the sum and the rank function is the dimension. For
any x ∈ L, the lower interval L≤x is the intersection lattice of the hyperplane arrangement
H≤x in the space U
∗ consisting of the hyperplanes in H containing x. Similarly, L≥x is the
intersection lattice of the restricted hyperplane arrangement H≥x in the space x given by
{H ∩ x : H ∈ H, H 6⊃ x}. Dually, L˜≤x is the span lattice in x
⊥ of all lines H⊥, H ⊃ x,
while L˜≥x is the span lattice in U/x
⊥ of the projections modulo x⊥ of H⊥, H 6⊃ x.
2.2. Decomposability and dependency. Let L be a geometric lattice and x ∈ L \ {0}.
Recall that for y, z ∈ L the following conditions are equivalent (cf. [Aig97, Theorem 2.45]):
(1) y ∨ z = x, y ∧ z = 0 and y is a distributive element of L≤x, i.e. the relations
y ∧ (a ∨ b) = (y ∧ a) ∨ (y ∧ b) and a ∧ (y ∨ b) = (a ∧ y) ∨ (a ∧ b), as well as
the corresponding dual relations obtained by interchanging ∧ and ∨, hold for all
a, b ∈ L≤x (cf. [ibid., p. 58]).
(2) A≤x = A≤y ⊔ A≤z.
(3) The join gives an isomorphism of geometric lattices between L≤y × L≤z and L≤x.
In this case we write x = y > z.
Definition 2.1. We say that x is decomposable if x = y > z for some y, z ∈ L \ {0};
otherwise x is called indecomposable. We say that L is indecomposable if its maximal
element is indecomposable. The sets of decomposable and indecomposable elements of L \
{0} are denoted by Ldec and Lind, respectively.
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Note that Lind ⊃ A(L). Also, if 0 6= y ≤ x, then y is indecomposable as an element
of L if and only if it is indecomposable as an element of L≤x; in other words, (L≤x)ind =
L≤x∩Lind and (L≤x)dec = L≤x∩Ldec. We will also denote these sets by L≤x,ind and L≤x,dec,
respectively. The following lemma is easy to prove (see [Aig97, Theorem 2.47] for the first
part, which easily implies the second).
Lemma 2.2. (1) Any x ∈ L can be written uniquely (up to permutation) as >mi=1xi
where the elements xi ∈ L are indecomposable. (If x = 0 thenm = 0.) In particular,
L≤x = L≤x1 × · · · × L≤xm.
(2) If x, y ∈ Lind are not disjoint (that is, if x ∧ y 6= 0) then x ∨ y ∈ Lind.
The following notion extends a standard notion for atoms.
Definition 2.3. Elements x1, . . . , xm of a geometric lattice L are called dependent if∑m
i=1 rk(xi) > rk(∨xi). Otherwise, i.e. if
∑m
i=1 rk(xi) = rk(∨xi), then x1, . . . , xm are called
independent.
We collect some simple properties in the following lemma.
Lemma 2.4. Suppose that x1, . . . , xm ∈ L are dependent.
(1) Any sequence containing x1, . . . , xm is also dependent.
(2) If y1, . . . , ym ∈ L are such that yi ≥ xi for all i, then y1, . . . , ym are also dependent.
(3) Let 1 ≤ j ≤ m, yi = xi for i 6= j and yj ≺ xj. Then either y1, . . . , ym are dependent
or ∨yi = ∨xi.
2.3. Truncation. In §§5 and 6 below we will make use of the following type of operation.
Definition 2.5. Let L and Λ be two geometric lattices, and 0 ≤ k ≤ n = rkL. We say
that a monotone map l : L≥k → Λ is a non-degenerate k-th truncation, if
(1) rkΛ(l(x)) = rkL(x)− k for all x ∈ L≥k,
(2) l(x ∨L y) = l(x) ∨Λ l(y) for x, y ∈ L≥k with rkL(x ∧ y) ≥ k.
The basic example is the following. Let H be a hyperplane arrangement in U∗ with
intersection lattice L, and let P ⊂ U be a subspace of codimension k. Denote by πP the
canonical projection U∗ → P ∗. Assume that for all x ∈ Lk we have x ∩ P
⊥ = {0}. Then
codim πP (x) = rk(x) − k for any x ∈ L≥k, and in particular the images under πP of the
elements of Lk+1 (which are not necessarily distinct) form a new hyperplane arrangement
HP in P
∗. If Λ is the intersection lattice of HP , then the canonical map l : L≥k → Λ,
x 7→ πP (x), is a non-degenerate k-th truncation map. Indeed, we already verified property
(1), and if x and y are contained in z ∈ Lk, then πP (x ∩ y) = πP (x) ∩ πP (y), since πP is
injective on z, which gives (2).
For later use, we formulate the following slightly stronger condition on P .
Definition 2.6. We say that a subspace P ⊂ U of codimension k is in general position
(with respect to the hyperplane arrangement H), if x ∩ P⊥ = {0} for all x ∈ Lk, and in
addition, the hyperplanes πP (x), x ∈ Lk+1 of P
∗ are distinct.
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Note that under this condition the canonical map l : L≥k → Λ is a non-degenerate k-th
truncation map that maps Lk+1 bijectively to the set of atoms of Λ.
For an arbitrary geometric lattice L, the k-th Dilworth truncationDk(L) of L (also called
the Dilworth completion) provides another, purely combinatorial example for Definition
2.5 (see [Aig97, pp. 299–303] for more details). If L, Λ and l arise from the projection of a
hyperplane arrangement as before, then the constructions are connected as follows: for all
P in a non-empty Zariski open subset of the Grassmannian of all codimension k subspaces
of U , the intersection lattice Λ of the arrangement HP is isomorphic to Dk(L) [Bry85]. We
will not make use of this fact.
Lemma 2.7. Let L and Λ be geometric lattices, 0 ≤ k ≤ rkL and l : L≥k → Λ a non-
degenerate k-th truncation map. Let x˜ ∈ Λ and let x1, . . . , xm ∈ L≥k be the maximal
elements of L≥k with the property that l(xi) ≤Λ x˜. Then
{x ∈ L≥k : l(x) ≤Λ x˜} =
m∐
i=1
(L≤xi ∩ L≥k).
Proof. By the definition of x1, . . . , xm, we have l(x) ≤Λ x˜ if and only if x ≤L xi for some
1 ≤ i ≤ m. On the other hand, by the second property of l and the maximality of the
elements xi, we necessarily have rkL(xi ∧ xj) < k for i 6= j. Therefore, the sets L≤xi ∩L≥k,
i = 1, . . . , m, are disjoint. 
3. Minimal complexes graded by geometric lattices
In this section we define the main object of this paper. Given a geometric lattice L and
some auxiliary data we construct a complex graded by L. These complexes, which encom-
pass several previously known constructions, are modeled after the relation complexes of
[BT94] and the minimal complexes of [BL94, Ch. 15]. In §4, we will study the exactness of
these minimal complexes by considering so-called L-homotopies and apply our construc-
tions to the relation complexes of complex reflection arrangements and their restrictions.
Throughout, let L be a geometric lattice of rank n.
3.1. Review of the Orlik-Solomon algebra. We begin by reviewing the construction
and main properties of the Orlik-Solomon algebra of a geometric lattice (see [OT92, Ch. 3]
and [Yuz01] for more details).1 Let M be the free Abelian group with basis elements ea
indexed by the atoms a of L, and consider the exterior algebra E of M . It is a graded ring
which is free of rank 2|A(L)| as a Z-module. More precisely, a Z-basis of its degree k part
is provided by the products ea1 . . . eak , where a1, . . . , ak are pairwise different elements of
A(L). (For k > 1 these basis elements are only defined up to sign.) The algebra E admits a
unique graded derivation ∂, i.e. a linear map E → E with ∂(uv) = (∂u)v + (−1)ku(∂v) for
all u ∈ Ek and v ∈ E , satisfying ∂ea = 1 for all a ∈ A [OT92, Lemma 3.10]. The derivation
∂ is homogeneous of degree −1. Let I be the ideal of E generated by the expressions
1While the results of [OT92, §3.1] quoted in the following are stated for the intersection lattices of
(central) hyperplane arrangements, the arguments are purely combinatorial and work for general geometric
lattices.
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∂(ea1 . . . eak), where a1, . . . , ak are dependent elements of A(L). One shows [ibid., Lemma
3.15] that I = J +∂J , where J is the submodule of E generated by the products ea1 . . . eak
for dependent a1, . . . , ak ∈ A(L). In particular, I is a homogeneous ideal of E and ∂I ⊂ I.
By definition, the Orlik-Solomon algebra A(L) is the quotient E/I. By the above, the
derivation ∂ induces a derivation on A(L) which we still denote by ∂ (cf. [ibid., Definition
3.12]). Therefore, (A(L), ∂) is a differential graded Z-algebra.
The algebra A(L) admits a canonical grading by the lattice L. Namely, we can write
A(L) = ⊕x∈LA(L)x, where A(L)x is the image under the canonical projection E → A(L) of
the submodule of E spanned by the products ea1 . . . eak with ∨iai = x [ibid., Theorem 3.26].
The Z-modules A(L)x are free [ibid., Corollary 3.44] and we have A(L)i = ⊕x∈LiA(L)x
for all i = 0, . . . , n [ibid., Corollary 3.27]. Moreover, it is clear from the definition that
∂(A(L)x) ⊂ ⊕y≺xA(L)y for all x ∈ L. Note that we have A(L)0 ≃ Z and A(L)a ≃ Z for
all a ∈ A(L).
By [ibid., Lemma 3.13], the derivation ∂ on A(L) yields an exact sequence
(1) 0→ A(L)rkL → · · · → A(L)1 → A(L)0 → 0,
and for any a ∈ A(L) multiplication by ea is a contracting homotopy for this sequence.
Furthermore, we have A(L≤x)y = A(L)y for all y ≤ x and therefore A(L≤x) = ⊕y≤xA(L)y
[ibid., Proposition 3.30]. Applying (1) to L≤x, we infer that the restriction of ∂ to A(L)x
provides an isomorphism between A(L)x and the kernel of ∂ on ⊕y≺xA(L)y. It is this point
of view that we are going to generalize below.
Example 3.1. Let n = rkL = 2. Then A(L) = A(L)0 ⊕ A(L)1 ⊕ A(L)2. Recall that
A(L)0 ≃ Z and that a Z-basis of A(L)1 is given by the generators ea, a ∈ A(L). Any
two distinct atoms a1 6= a2 of L are independent, while any three atoms are dependent.
This implies that for any b ∈ A(L) a Z-basis of A(L)2 is given by the products eaeb for
a ∈ A(L) \ {b}. In particular, the rank of A(L)2 is equal to |A(L)| − 1.
3.2. The basic construction. From now on let R be a (not necessarily commutative)
ring with 1.
Definition 3.2. A compatible L-grading on a chain complex
(2) Vn+1 = 0→ Vn → · · · → Vi
∂i−→ Vi−1 → · · · → V0
of R-modules is given by submodules Vx of Vrk(x), x ∈ L, such that
Vi = ⊕rk(x)=iVx, i = 0, . . . , n,
and
∂rk(x)(Vx) ⊂ V≺x := ⊕y≺xVy, x ∈ L \ {0}.
Note that the notation V0 is unambiguous and that Vn = Vxmax where xmax is the maximal
element of L. By abuse of language, we sometimes refer to V = ⊕x∈LVx itself as the graded
complex. For any x ∈ L we write ∂x : Vx → V≺x for the restriction of ∂rk(x) to Vx. Recall
that V is called acyclic if Ker ∂i = Im ∂i+1, i = 1, . . . , n. (We do not require that ∂1 is
onto.) If V = ⊕x∈LVx is a chain complex with a compatible L-grading, then for any x ∈ L
the subcomplex V≤x := ⊕y≤xVy inherits a compatible grading by L≤x.
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The following two definitions are central for this paper.
Definition 3.3. An atomic datum D (over R) with respect to L consists of an R-module
U0 together with submodules Ua for each atom a of L. We set U
L :=
∑
a∈A(L) Ua and
Ux :=
∑
a≤x Ua for x ∈ L. An atomic datum is called essential if U0 = U
L. It is called
non-degenerate if Ua 6= 0 for all a ∈ A.
Given D, we associate to any x ∈ L an atomic datum with respect to L≤x by setting
D≤x := (U0, (Ua)a∈A≤x).
Definition 3.4. Given an atomic datum D = (U0, (Ua)a∈A(L)), there exists a unique chain
complex V = ⊕x∈LVx with compatible L-grading that satisfies the following properties:
(1) V0 = U0,
(2) for all a ∈ A(L) we have Va = Ua and ∂a is the inclusion Ua →֒ U0,
(3) for all i > 1 and x ∈ Li we have
(3) Vx = Ker ∂≺x,
where ∂≺x := ∂i−1|V≺x, and ∂x is the inclusion Vx →֒ V≺x.
We call V the minimal complex of the atomic datum D, and denote it by O(D) = O(D, L).
Note that in a minimal complex the maps ∂x are injective for all x ∈ L, and that
in particular ∂n is injective. Also, observe that for any x ∈ L we have O(D, L)≤x =
O(D≤x, L≤x). Therefore, O(D, L)x depends only on D≤x.
We remark that the notion of a minimal complex makes sense in any abelian category. In
particular, if we consider an atomic datum D of graded vector spaces or of graded modules
over a polynomial ring, then the associated minimal complex O(D) inherits the grading of
D and can therefore be regarded as a bigraded complex.
Our motivating problem in the following is to provide sufficient conditions for the acyclic-
ity of O(D). A simple observation is that for n = rkL ≤ 2 the complex O(D, L) is always
acyclic.
Remark 3.5. Suppose that a complex (2) admits a compatible L-grading and that ∂a is
injective for each a ∈ A(L). Assume in addition that for all x ∈ L the subcomplex V≤x is
acyclic. Then by the uniqueness of the minimal complex it follows that V is isomorphic to
O(V0, (Va)a∈A(L)) as an L-graded complex.
Definition 3.6. We say that a chain complex V with compatible L-grading is supported
on indecomposables if Vx = 0 for all x ∈ Ldec.
An atomic datum D = (U0, (Ua)a∈A(L)) is called orthogonal if Ua∩Ub = {0} for all atoms
a, b ∈ A(L) for which a ∨ b is decomposable.
Lemma 3.7. Let D = (U0, (Ua)a∈A(L)) be an atomic datum. Then O(D, L) is supported
on indecomposables if and only if D is orthogonal.
Proof. Note that if x = a > b, a, b ∈ A(L), then O(D)x ≃ Ua ∩ Ub. The “only if” part
is therefore clear. To prove sufficiency, suppose that D is orthogonal. We will show by
induction on m = rk(x) that O(D, L)x = 0 for all x ∈ Ldec. The base of the induction is
RELATION SPACES 9
the case m = 2 which is our assumption. For the induction step, suppose that m > 2 and
x = y>z. Then L≺x = (y>L≺z)⊔ (L≺y >z). Since m > 2, y and z cannot both be atoms.
If neither y nor z is an atom then L≺x ⊂ Ldec and therefore, by induction hypothesis
O(D)≺x = 0, and hence O(D)x = 0. Otherwise, by interchanging y and z if necessary, we
may assume that z ∈ A(L) but y /∈ A(L). Then L≺x = {y}⊔ (L≺y>z) ⊂ {y}∪Ldec and by
the induction hypothesis O(D)≺x = O(D)y. Therefore O(D)x = 0, since ∂y is injective. 
3.3. Examples.
3.3.1. The most basic example is given by setting Ua = U0 for all a ∈ A(L). We call this
case the atomic datum with constant coefficients. From the properties of the Orlik-Solomon
algebra A(L) summarized in §3.1 it follows that the L-graded chain complex A(L) ⊗ U0
is exact. Remark 3.5 implies then that we have O(D, L) = A(L) ⊗ U0 as L-graded chain
complexes. (The algebra structure of A(L) will be considered in §5 below.)
3.3.2. For the remaining three examples we assume that L is the intersection lattice of a
hyperplane arrangement H in a vector space U∗ over a field K. Recall that the atoms of
L correspond to the elements of H. We call D = (U, (H⊥)H∈H) the defining atomic datum
for H. It is obviously orthogonal. The resulting minimal complex V is called the relation
complex of H. Note that for x ∈ L the atomic datum D≤x is just the defining atomic
datum for H≤x.
The graded pieces of the relation complex are the relation spaces considered in [BT94].
(More precisely, in the terminology of [ibid., Definition 4.1, 4.3], the graded piece Vx
associated to x ∈ L is Rrk(x)(H≤x), and the space Rk(H) is the kernel of ∂k−1 on Vk−1.)
A hyperplane arrangement is called k-formal (cf. [ibid., Definition 4.4]), if the first k − 1
homology groups of the complex (2) vanish, i.e. if Ker ∂i = Im ∂i+1 for i = 1, . . . , k−1. For
example, 2-formality means that the linear dependencies among the linear functionals uH ,
H ∈ H, are generated by those induced by the rank two elements of the intersection lattice
(or, what amounts to the same, by the linear dependencies among triples of functionals
uH); 3-formality means that in addition, the relations among the relations are generated
by those induced by rank three elements, and so forth. n-formality (for n = rkL) means
that (2) is acyclic.
Example 3.8. In the case n = 2 we can write the relation complex V as
0 −→ V2 −→
⊕
H
KuH −→ U,
where V2 is the vector space of all linear dependencies among the uH , i.e. V2 = {(λH)H ∈
K |H| :
∑
H λHuH = 0}. The space V2 has dimension |H| − 2.
Example 3.9. The six vectors (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (0, 1, 1) and (1, 1, 1) in
the space U = K3 define an essential hyperplane arrangement H in the space U∗, which we
again identify with K3, as usual. The intersection lattice L of the arrangement H contains
four elements of rank two, namely the lines in U∗ spanned by the vectors (1, 0, 0), (0, 0, 1),
(1,−1, 0) and (0, 1,−1). Each of these lines is contained in precisely three hyperplanes of H
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and contributes therefore a one-dimensional piece to the relation complex. The reader might
verify that all linear dependencies among the defining vectors of H are linear combinations
of the four linear dependencies among triples. Therefore the relation complex of H is exact.
The piece in degree three is one-dimensional, since the space of all linear dependencies has
dimension 6− 3 = 3, while the rank two piece of the relation complex has dimension four.
(We note that the arrangement H is in fact a reflection arrangement of type A3, cf. §4.2
below.)
Other examples (including a generalization of Example 3.9) will be discussed in the
appendix.
3.3.3. There is a variant of the previous construction. Let SymU∗ be the symmetric
algebra of U∗, canonically isomorphic to the algebra of polynomials on U . We may form
the orthogonal atomic datum of graded K-vector spaces (SymU∗⊗U, (SymH⊗H⊥)H∈H),
where the grading is inherited from SymU∗. The minimal complex W = O(SymU∗ ⊗
U, (SymH ⊗H⊥)H∈H) is bigraded by the lattice L and the non-negative integers, and its
degree 0 part with respect to the second grading is just the relation complex V considered
above.
The complexW is closely related to the graded SymU -modules Di(H) defined in [BT94,
Definition 4.5, 4.6]. Namely, the K-vector space Wx is the graded dual of the graded
SymU -module Drk(x)(H≤x) and for k ≥ 1 the kernel of ∂k−1 on Wk−1 is the graded dual of
Dk(H).
In particular, the SymU -module of H-derivations
D(H) = {θ ∈ SymU ⊗ U∗ : θ(uH) ∈ (SymU)uH for all H ∈ H},
where we write θ(u) for the image of a pair (θ, u) under the natural bilinear map (SymU ⊗
U∗) × U → SymU (cf. [OT92, Proposition 4.8]), can be recovered from the map ∂1 :
W1 → W0. Namely, D(H) is the annihilator in SymU ⊗ U
∗ of the image of ∂1 inside
W0 = SymU
∗ ⊗ U . Recall that a hyperplane arrangement H is called free if D(H) is a
free SymU -module. This notion is well studied (cf. [BT94] and [OT92, Ch. 4]). The main
result of [BT94] is that if H is a free arrangement then the complex W (and therefore also
the relation complex of H) is acyclic [ibid., Proposition 4.13 (iii)].
3.3.4. For a subspace X of U we use the notation
(4) (X)SymU := the ideal of SymU generated by X.
Equivalently, (X)SymU is the ideal of all polynomials on the vector space U
∗ vanishing
on the annihilator of X in U∗. Then another variant of the relation complex (which is
not orthogonal) arises from the atomic datum (SymU, (
(
H⊥
)
SymU
)H∈H) of graded SymU -
modules. We call this datum the defining ideals of H. We will study the exactness of the
associated minimal complex in §5.
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4. L-homotopies and L-contractible complexes
4.1. L-homotopies and compatible sections. In order to study the acyclicity of a
minimal complex O(D, L) it will be useful to introduce a stronger notion.
Definition 4.1. Let
0→ Vn → · · · → Vi
∂i−→ Vi−1 → · · · → V0
be a chain complex with compatible L-grading. An L-homotopy for V is a contracting
homotopy d for ∂, i.e. a sequence of morphisms d0 : Im ∂1 → V1 and di : Vi → Vi+1,
i = 1, . . . , n, satisfying
di−1∂i + ∂i+1di = idVi, i = 1, . . . , n,
with the additional property that
(5) drk(x)(Vx) ⊂ V≻x := ⊕y≻xVy, x ∈ L \ {0}.
We say that V is L-contractible, if for any x ∈ L the complex V≤x admits an L-homotopy.
Analogously, we say that an atomic datum D is L-contractible if the minimal complex
O(D, L) is L-contractible.
For a sequence d of morphisms satisfying (5) and x ∈ L we write dx : Vx → V≻x for
the restriction of drk(x) to Vx. Moreover, for any y ≻ x we write dx;y : Vx → Vy for the
y-component of dx. Naturally, d is determined by the maps dx;y, x ≺ y ∈ L.
Observe that for rkL ≤ 2 and R a field, every atomic datum over R is L-contractible,
since in this case one may take for d0 an arbitrary section of ∂1 : ⊕a∈A(L)Ua → U
L.
Remark 4.2. The simplest examples of L-homotopies are the standard contracting homo-
topies for the Orlik-Solomon algebra A(L), given by multiplying by the canonical generator
ea for an atom a ∈ A(L) (cf. §3.1).
We now describe a way to construct L-homotopies. The key point is to perform the
construction inductively for all complexes V≤x, x ∈ L, at the same time. The necessary
base of the induction is given by the following notion.
Definition 4.3. Let D = (U0, (Ua)a∈A) be an atomic datum. A morphism d0 : U
L →
⊕a∈AUa is called a compatible section for D if the following two conditions are satisfied:
(1) For all x ∈ Lind there exists an integer h
x, which is invertible in R, such that the
diagram
(6)
Ux
hx idUx−−−−→ Ux
d0
y x∂1
⊕a∈AUa
π≤x
−−−→ ⊕a≤xUa
commutes, where π≤x is the projection on the coordinates A≤x.
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(2) If a, a′ ∈ A and a∨ a′ is decomposable, then the a′-component of d0|Ua vanishes. In
other words
d0(Ua) ⊂ ⊕a′∈A(L):a∨a′∈LindUa′ .
Note that these conditions imply that D is orthogonal. (To see this, combine the second
condition with the first condition for x = a and x = a′.) We call the integers hx, x ∈ Lind,
the Coxeter numbers of d0. (The terminology is motivated by the case of relation complexes
of Coxeter arrangements studied in §4.2 below, cf. the comment after Proposition 4.8.)
Suppose that d0 is a compatible section for the atomic datum D = (U0, (Ua)) with
Coxeter numbers hx, x ∈ Lind. For x ∈ L denote by d
x
0 the restriction of π≤x ◦ d0 to
Ux. Then dx0 is a compatible section for the atomic datum D≤x with respect to L≤x with
Coxeter numbers hy, y ∈ L≤x,ind. We also write d0;a : U
L → Ua for the a-coordinate of d0,
so that dx0 = ⊕a∈A≤xd0;a
∣∣
Ux
.
It is worthwhile to point out the following curious combinatorial relations among the
Coxeter numbers.
Lemma 4.4. Suppose that d0 is a compatible section for a non-degenerate atomic datum
(U0, (Ua)) with Coxeter numbers h
x, x ∈ Lind. Then for any x, z ∈ Lind with x ≤ z we have
hz − hx ≡
∑
y∈Lind:x≺y≤z
(hy − hx) (mod nx),
where nx is the minimal positive integer such that nxU
x = 0, if such an integer exists, and
nx = 0 otherwise.
Proof. By considering dz0, we can assume that z is the maximal element and that L is
indecomposable. Let x ∈ Lind. The map a 7→ a ∨ x gives a partition
{a ∈ A : a 6≤ x} =
∐
y≻x
{a ∈ A : a ≤ y, a 6≤ x}.
We therefore have id−π≤x =
∑
y≻x(π≤y − π≤x) on ⊕a∈AUa, and hence
d0 − d
x
0 =
∑
y≻x
(dy0 − d
x
0)
on Ux. Note that if x ≺ y ∈ Ldec, then y = x> a for some a ∈ A. By the second condition
of Definition 4.3, for any a′ ∈ A≤x we have π≤y ◦d0 = π≤x ◦d0 on U
a′ , and therefore dy0 = d
x
0
on Ux. Thus, we infer that
d0 − d
x
0 =
∑
x≺y∈Lind
(dy0 − d
x
0)
on Ux. Applying ∂1 on both sides we get the required equality. 
Proposition 4.5. Let D = (U0, (Ua)) be an orthogonal atomic datum for a geometric
lattice L and let d0 be a compatible section for D with Coxeter numbers h
x, x ∈ Lind. Let
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V = O(D, L). Then there exist unique morphisms dx;y : Vx → Vy, 0 6= x ≺ y ∈ Lind,
satisfying the following property. Let
dzi =
⊕
x∈L≤z,i,
y∈L≤z,ind:
x≺y
dx;y : Vi,≤z → Vi+1,≤z, i > 0,
and dz0 = π≤z ◦ d0|Uz : U
z → V1,≤z as above. Then
(7) ∂y ◦ dx;y = h
y idVx −d
y
rk(x)−1 ◦ ∂x for all pairs 0 6= x ≺ y ∈ Lind,
and for any z ∈ Lind,
1
hz
dz is an L-homotopy for V≤z = O(D≤z, L≤z).
Proof. First, recall that V is supported on indecomposables by Lemma 3.7. The uniqueness
of the maps dx;y is clear by induction on rk(x), since ∂y is injective for all y.
We will prove the existence of dx;y and the homotopy property of the ensuing maps
1
hz
dz
by induction on rk(x). Namely, suppose that for some i > 0 there exist maps dx;y : Vx → Vy
for all pairs 0 6= x ≺ y ∈ Lind, rk(x) < i, that satisfy (7) as well as the relations
(8) ∂j+1d
z
j + d
z
j−1∂j |V≤z,j = h
z idV≤z,j
for all z ∈ Lind and 0 < j < i. We will show that we can define dx;y for all x ≺ y ∈ Lind,
rk(x) = i, such that (7) is again satisfied and (8) continues to hold for j = i.
First note that for i > 1 we may apply (8) for j = i−1 and compose it with ∂i to obtain
(9) ∂id
z
i−1∂i|V≤z,i = (∂id
z
i−1 + d
z
i−2∂i−1)∂i|V≤z,i = h
z∂i|V≤z,i
for all z ∈ Lind. By (6), this relation is also applicable in the case i = 1. In particular,
given a pair x ≺ y ∈ Lind with rk(x) = i, by setting z = y we obtain
∂≺y ◦ d
y
i−1 ◦ ∂x = ∂i ◦ d
y
i−1 ◦ ∂x = h
y∂x.
In other words, hy idVx −d
y
i−1 ◦ ∂x maps Vx to Ker ∂≺y ⊂ V≺y. By (3) (applied to y), it
follows that there exists a map dx;y : Vx → Vy satisfying (7).
It remains to show that
(10) ∂i+1d
z
i + d
z
i−1∂i|V≤z,i = h
z idV≤z,i, z ∈ Lind.
To that end we claim that the left-hand side of (10) preserves Vx for any x ∈ L≤z,i. Granted
this claim, since ∂i is injective on each Vx, (10) follows from the relation
∂i(∂i+1d
z
i + d
z
i−1∂i|V≤z,i) = h
z∂i|V≤z,i,
which in turn follows from (9).
To prove the claim, fix x ∈ L≤z,i and write ∂x = ⊕x′≺x∂x;x′ where ∂x;x′ : Vx → Vx′. Then
the restriction of the left-hand side of (10) to Vx is∑
y∈L≤z,ind:y≻x
∂ydx;y + d
z
i−1∂x =
∑
y∈L≤z,ind:y≻x
(hy id−dyi−1∂x) + d
z
i−1∂x =∑
y∈Lind:z≥y≻x
[
hy id−
∑
x′,y′∈Lind:x′≺x,y≥y′≻x′
dx′;y′∂x;x′
]
+
∑
x′,y′∈Lind:x′≺x,z≥y′≻x′
dx′;y′∂x;x′.
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The contribution from any pair y′ ≻ x′ with y′ 6= x to the last sum cancels with its
contribution to the middle sum for y = x ∨ y′. Observe here that if x ∨ y′ ∈ Ldec then by
Lemma 2.2 we have x′ = x∧y′ = 0, i.e. i = 1 and x ∈ A≤z, and that in this case d0;y′∂x = 0,
since dy
′
0 |Ux = 0 by the second condition of Definition 4.3. Therefore, only the terms with
y′ = x contribute, and we conclude that ∂i+1d
z
i + d
z
i−1∂i preserves Vx, as claimed. 
For the record, we point out the following variant of Proposition 4.5, which is proved in
exactly the same way.
Proposition 4.6. Let D = (U0, (Ua)) be an atomic datum for a geometric lattice L. Let
d0 : U
L → ⊕a∈AUa be a morphism with the property that for any x ∈ L there exists an
integer hx such that the diagram (6) commutes. Let V = O(D, L). Then there exist unique
morphisms dx;y : Vx → Vy, 0 6= x ≺ y ∈ L, satisfying the following property. Let
dzi = ⊕x∈L≤z,i,y∈L≤z:x≺ydx;y : Vi,≤z → Vi+1,≤z, i > 0,
and dz0 = π≤z ◦ d0|Uz : U
z → V1,≤z as above. Then
∂y ◦ dx;y = h
y idVx −d
y
rk(x)−1 ◦ ∂x for all pairs 0 6= x ≺ y ∈ L.
Moreover, for any z ∈ L such that hz is invertible in R, 1
hz
dz is an L-homotopy for
V≤z = O(D≤z, L≤z).
Remark 4.7. In particular, this applies to atomic data with constant coefficients (cf.
§3.3.1), where for a fixed a ∈ A(L) we let d0 : U0 → Ua be the identity map. In this
case hx = 1 if a ≤ x and hx = 0 otherwise. The ensuing contracting homotopy for the
Orlik-Solomon algebra O(D, L) = A(L) ⊗ U0 is the standard one obtained by multiplying
in ea (cf. §3.1).
4.2. Complex reflection arrangements. Now let V be a complex vector space and G
a finite (complex) reflection group on V . Choose a G-invariant inner product (·, ·) on V .
Consider the reflection arrangement H = {Ha}a∈A consisting of the reflecting hyperplanes
Ha of G (cf. [OT92, Ch. 6]) and let L be the corresponding intersection lattice. Let
D = (V, (H⊥a )) be the defining atomic datum of the reflection arrangement, where we
identified V and V ∗ through (·, ·). For each a ∈ A choose a vector wa ∈ H
⊥
a such that
(wa, wa) = 1. Note that L is indecomposable if and only if G is indecomposable (or
equivalently, irreducible). Also, for any x ∈ L, the lower interval L≤x is the intersection
lattice of the reflecting hyperplanes of a reflection subgroup Gx of G, namely the pointwise
stabilizer of x [OT92, Corollary 6.28].
Proposition 4.8. Under these assumptions d0(v) = (2(v, wa)wa)a∈A, v ∈ V , is a compat-
ible section for the defining atomic datum D = (V, (H⊥a )) of the reflection arrangement H
with Coxeter numbers hx =
2|A≤x|
rk(x)
∈ Z>0, x ∈ Lind.
Note that if G is a real reflection group (i.e. a finite Coxeter group) then hx is the Coxeter
number of Gx in the usual sense (cf. [OT92, p. 257]). We remark that for arbitrary complex
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reflection groups a different notion of Coxeter number, which appears naturally in other
contexts, can be found in the literature (cf. [GG12]).2
Proof. In Definition 4.3, the commutativity of (6) and the integrality of hx follow from
[OT92, Proposition 6.93] and [ibid., Theorem 6.97], respectively. More generally, if x =
>
k
i=1xi is the decomposition of x ∈ L into indecomposables, then U
x = ⊕ki=1U
xi is an
orthogonal direct sum with respect to (·, ·) and therefore
(11) ∂dx0(
k∑
i=1
vi) =
k∑
i=1
hxivi for vi ∈ U
xi , i = 1, . . . , k.
The second condition of Definition 4.3 follows from the fact that if a ∨ a′ is decomposable
then the vectors wa and wa′ are orthogonal. 
Let x ∈ L and projx be the orthogonal projection V → x = V/x
⊥. The restriction H≥x
of the reflection arrangement H to x, which is defined by the vectors projx(wa), a 6≤ x,
is in general no longer a reflection arrangement (cf. [OT92, Example 6.83] for a simple
example). Set
d0,≥x(v) =
( ∑
a′∈A:a′∨x=a
2(v, wa′) projx(wa′)
)
a∈A(L≥x)
, v ∈ x.
We have ∂ ◦ d0,≥x = projx ∂ ◦ d0|x.
Proposition 4.9. d0,≥x is a compatible section for the defining atomic datum of the re-
stricted hyperplane arrangement H≥x on x.
Proof. Let y ∈ L≥x and y = >
k
i=1yi its decomposition into indecomposables in L. By
Lemma 2.2, we have x = >ki=1xi with xi ≤ yi. For v =
∑k
i=1 vi ∈ U
y ∩ x with vi ∈ U
yi , we
get from (11) that
∂dy0,≥x(v) = projx ∂d
y
0(v) =
k∑
i=1
hyi projx vi.
Suppose now that y is indecomposable in L≥x. This is equivalent to xi = yi for all but
a single index i, say for all i 6= 1. Therefore, vi ∈ U
yi ⊂ Ux = x⊥ for all i 6= 1, and
∂dy0,≥x(v) = h
y1 projx v1 = h
y1v.
To check the second condition of Definition 4.3, suppose that a1, a2 are distinct atoms of
L≥x and that a1∨a2 is decomposable in L≥x. This is equivalent to A≤a1∨a2 = A≤a1 ∪A≤a2 .
Set A1 = A≤a1\A≤a2 and A2 = A≤a2\A≤a1 and let Ui ⊂ U
a1∨a2 be the span of the vectors
wz, z ∈ Ai (i = 1, 2). We have then
Ai = {a ∈ A≤a1∨a2 : projx(wa) ∈ U
ai ∩ x, projx(wa) 6= 0}.
Observe now that (wz1, wz2) = 0 for all z1 ∈ A1 and z2 ∈ A2. For if we had (wz1, wz2) 6= 0,
then a complex reflection s ∈ Ga1∨a2 with fixed hyperplane Hz2 would satisfy s(z1) /∈
A≤a1 ∪ A≤a2 , in contradiction to A≤a1∨a2 = A≤a1 ∪ A≤a2 .
2We thank the referee for pointing this out to us.
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Since the group Ga1∨a2 is generated by its subgroup Gx together with complex reflections
with fixed hyperplanes Hz, z ∈ A1 ∪ A2, we conclude that Ga1∨a2 stabilizes the mutually
orthogonal subspaces U1 and U2. Therefore we get a decomposition a1 ∨ a2 = y1 > y2 such
that a1 = b1 > y2 and a2 = y1 > b2 with bi ≺ yi, and consequently x = b1 > b2. Since U
y1
and Uy2 are orthogonal, Ua1 ∩ x ⊂ Uy2 and wa′ ∈ U
y1 for a′ ∈ A2, we obtain that the
a2-component of d0,≥x(v) is zero for all v ∈ U
a1 ∩ x. 
Since any finite complex reflection group is a product of indecomposable groups, we
proved:
Theorem 4.10. Any restriction of a reflection arrangement is L-contractible.
Remark 4.11. Recall that by [BT94] every free hyperplane arrangement is n-formal. It
is also known that restrictions of Coxeter arrangements are always free [OT93]. Therefore
the relation complex of the restriction of a Coxeter arrangement is acyclic. However,
the argument in [BT94] is indirect and does not seem to produce a contracting homotopy
(let alone an L-homotopy) explicitly. Also, the proof of freeness in [OT93] involves a
case by case analysis to deal with restrictions to elements of rank greater than one. An
alternative, classification-free proof for the freeness of restrictions of Coxeter arrangements
was obtained in [Dou99] using the algebraic representation theory of reductive groups. Our
approach to the relation complex is direct and elementary, but does not touch the question
of freeness.
Remark 4.12. It is instructive to explicate the relation complexes of the various reflection
arrangements. The case of rank two considered in Example 3.8 is essentially trivial. For
any hyperplane arrangement H of rank two, we can construct a compatible section for its
defining atomic datum as follows. For distinct atoms a, b ∈ A let proja,b : V → H
⊥
a ⊕H
⊥
b
be the inverse map to the linear isomorphism ∂ between the two-dimensional vector spaces
H⊥a ⊕H
⊥
b and V . Set d0 =
∑
{a,b}⊂A, a6=b proja,b. Here h =
(
|A|
2
)
and ha = |A| − 1 for each
atom. In the appendix we will consider the infinite families of indecomposable Coxeter
arrangements.
5. A generalization of the Orlik-Solomon algebra
In this section we consider a general construction, modeled after the Orlik-Solomon
algebra, which allows us to pass from a L-contractible complex of vector spaces V to a L-
contractible complex of modules over the symmetric algebra Sym(V0). We then apply this
construction to truncations of a lattice L and more specifically to the relation complexes
of §3.3.
Suppose that we are given a chain complex (V = ⊕x∈LVx, ∂) of vector spaces over a
field K of characteristic zero with a compatible grading by a geometric lattice L. Let
S = S(V ) be the universal supercommutative algebra generated by V , i.e., the quotient of
the tensor algebra of V by the two-sided ideal generated by all expressions uv − (−1)ijvu
for u ∈ Vi, v ∈ Vj , i, j = 0, . . . , n. Thus, S ≃ Sym(⊕m evenVm) ⊗
∧
(⊕m oddVm). We grade
S by assigning degree i to Vi. By extending ∂ to a (super-)derivation ∂˜ on S, we obtain a
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differential graded algebra (S, ∂˜). Note that S0 is the symmetric algebra of V0 and that S
is an algebra over S0.
The algebra S carries a canonical grading by the lattice L, in which Vx ⊂ Sx and
a ∈ Sx, b ∈ Sy implies ab ∈ Sx∨y for x, y ∈ L.
Explicitly, let Bx be a basis of Vx, x ∈ L, set Beven =
∐
x∈Leven
Bx and Bodd =
∐
x∈Lodd
Bx.
Then, as {u1, . . . , uk} ranges over all subsets of Bodd and {v1, . . . , vm} ranges over all
multisets (i.e. sets with multiplicities) of elements of Beven, the products
v1 . . . vmu1 . . . uk
(defined up to sign if k > 1) form a basis of S, and if vi ∈ Vxi, uj ∈ Vyj , then we have
v1 . . . vmu1 . . . uk ∈ Sx for x = x1 ∨ . . . ∨ xm ∨ y1 ∨ . . . ∨ yk. Note that the notation S0 is
unambiguous and that for any a ∈ A(L) the component Sa is mapped by ∂˜ onto the ideal
(∂Va)SymV0 of S0 (see (4) for the notation).
The canonical L-grading on (S, ∂˜) is not compatible in the sense of Definition 3.2. The
problem is that if ri ∈ Vxi, i = 1, . . . , m, then the product r1 · · · rm is of degree
∑
rk(xi),
which differs from rk(∨xi) if x1, . . . , xm are dependent (cf. Definition 2.3). To rectify this,
consider the vector space I ⊂ S spanned by all products
r1 · · · rm, ri ∈ Vxi, i = 1, . . . , m, x1, . . . , xm ∈ L dependent.
Observe that as a consequence of Lemma 2.4, the space I is a two-sided ideal of S and
hence I = I(L, V ) := I + ∂˜(I) is a differential ideal of S (i.e. a graded ideal which is
mapped to itself under ∂). Also, I is graded with respect to both the degree and the
lattice L, and therefore I is graded with respect to the degree. We can now define the
main object of this section.
Definition 5.1. The generalized Orlik-Solomon algebra of the L-graded complex V is the
differential graded algebra A˜ = A˜(L, V ) := S(V )/I(L, V ).
Proposition 5.2. The generalized Orlik-Solomon algebra A˜ = A˜(L, V ) is compatibly L-
graded. We have A˜0 = S0 = Sym(V0) and for any a ∈ A(L) the image ∂˜(A˜a) is the ideal
(∂Va)SymV0 of S0 generated by ∂Va.
Proof. We need to show that the ideal I = I(L, V ) is L-graded. Let ri ∈ Vxi, i = 1, . . . , m,
where x1, . . . , xm ∈ L are dependent. It follows from part 3 of Lemma 2.4 that we can
write
∂˜(r1 · · · rm) = u+ v
where u ∈ I≺∨xi and v ∈ S∨xi. In particular, we have v ∈ I ∩ S∨xi = I∨xi . Since I is
spanned as a vector space by the L-graded ideal I and the elements ∂˜(r1 · · · rm), it follows
that I is L-graded and that for all x ∈ L we have
(12) ∂˜(Ix) ⊂ Ix + I≺x.
Hence, A˜ is L-graded. It is clear from the definition of I that the grading is compatible.
The last part of the proposition is also clear, since I0 = 0. 
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Remark 5.3. Let Va = V0 for all a ∈ A(L) and Vx = 0 otherwise, and consider the
complex V with ∂a = id. Recall the construction of the Orlik-Solomon algebra A(L) = E/I
in §3.1 above. Then the algebra S(V ) can be identified with E⊗S0 and I(L, V ) with I⊗S0.
Therefore A˜(L, V ) = A(L)⊗ S0 as differential graded algebras.
Proposition 5.4. Suppose that V is a L-contractible L-graded complex of vector spaces.
Then A˜(V ) is also L-contractible (as a complex of vector spaces). In particular, if in
addition the maps ∂1|Va, a ∈ A, are all injective, then the minimal complex
O(SymV0, ((∂Va)SymV0)a∈A(L)) ≃ A˜(V )
is exact.
Proof. For any x ∈ L we have S(V )≤x = S(V≤x) and therefore A˜(V )≤x = S(V≤x)/I≤x.
Consider the complex V ′≤x which coincides with V≤x in degrees at least one and has V
′
≤x,0 =
∂(V≤x,1). Also, let W0 be a complement to ∂(V≤x,1) in V0. Then it is easy to see that
A˜(V≤x) ≃ SymW0 ⊗ S(V
′
≤x)/I≤x(V
′
≤x) as differential graded algebras. Therefore, it is
enough to show the existence of an L-homotopy on A˜(V ′≤x) = S(V
′
≤x)/I≤x(V
′
≤x). Let d
be an L-homotopy for V≤x. From d we can construct a (super-)derivation d˜ of S(V
′
≤x).
Consider the alternative grading on this algebra obtained by assigning degree one to every
element of V ′≤x. Then clearly ∂˜ and d˜ preserve this grading, and on the degree n part
S(V ′≤x)
(n) of S(V ′≤x) we have d˜∂˜ + ∂˜d˜ = n id. Setting d
′ = n−1d˜ on S(V ′≤x)
(n), n ≥ 1, we
therefore obtain a contracting homotopy for ∂˜ on S(V ′≤x) (which is only defined on im ∂˜1
at the 0-th position). Observe that by (12) we have I≤x = I≤x + ∂˜(I≤x). Since d is an
L-homotopy, we conclude from Lemma 2.4 that d˜ and d′ preserve I≤x. It follows that d
′
defines an L-homotopy for A˜(V ′≤x). 
We have the following immediate application to hyperplane arrangements.
Corollary 5.5. Suppose that L is the intersection lattice of a hyperplane arrangement H
in a vector space U∗. Assume that the relation complex V of H is L-contractible. Then
the minimal complex associated to the defining ideals of H (cf. §3.3.4) is exact.
Further cases can be derived by applying the truncation maps of §2.3.
Lemma 5.6. Let V be a L-contractible L-graded complex, and l : L≥k → Λ a non-
degenerate k-th truncation map. Then the truncated shifted complex V (k) = (Vi+k)i≥0 with
the natural Λ-grading V
(k)
λ := ⊕x∈L:l(x)=λVx, λ ∈ Λ, is a L-contractible Λ-graded complex.
Proof. By our assumption on l, the complex V (k) is compatibly Λ-graded. Let x˜ ∈ Λ and
let x1, . . . , xm be the maximal elements of L with l(x) ≤Λ x˜. It follows from Lemma 2.7
that the obvious map of complexes
⊕mi=1V
(k)
≤xi
−→ V
(k)
≤x˜
is an isomorphism except at the lowest point (corresponding to Vk), where we only have an
inclusion of the left-hand side into the right-hand side. It follows that if di is an L-homotopy
for V≤xi then d = ⊕
m
i=1d
i gives an L-homotopy of V
(k)
≤x˜ . 
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In the case of hyperplane arrangements and relation spaces, Lemma 5.6 and Proposition
5.4 imply the following result.
Corollary 5.7. Let H be a hyperplane arrangement in the space U∗ and V the relation
complex of H. Let P be a subspace of U of codimension k in general position with respect
to H (in the sense of Definition 2.6). Let Λ be the intersection lattice of the hyperplane
arrangement in P ∗ given by the hyperplanes πP (x) ⊂ P
∗, x ∈ Lk+1, and l : L≥k → Λ
the associated truncation map. If V is L-contractible, then the minimal Λ-graded complex
O(Sym Vk, (
(
∂Vl−1(a)
)
SymVk
)a∈A(Λ)) is exact.
Recall here that because of the general position assumption on P the truncation map l
gives a bijection between Lk+1 and A(Λ).
6. An exact sequence of Bernstein-Lunts type
We now turn to hyperplane arrangements over the real numbers and the associated cone
decompositions (polyhedral fans) together with their dual polytopes. Our main objects of
study are certain modules defined by the underlying graphs of these polytopes.
6.1. Hyperplane arrangements and zonotopes. First, we quickly review the duality
between hyperplane arrangements and zonotopes (cf. [Zie95, Ch. 7] for more details).
Let U be an n-dimensional real vector space, U∗ its dual space, and H a hyperplane
arrangement in U∗ with intersection lattice L. Then H induces a decomposition of the
space U∗ into convex polyhedral cones, namely the closures of the connected components
of x \ ∪H∈H:x 6⊂H(x ∩ H) for x ∈ L. The set Σ(H) of these cones forms a lattice with the
partial order given by reverse inclusion, and the relative interiors of the cones in Σ(H)
form a partition of the set U∗. For any 0 ≤ k ≤ n we write Σk(H) for the subset of cones
of codimension k. There is a natural lattice map Σ(H)→ L which associates to each cone
C its linear span inside the vector space U∗. Dually, we consider the zonotope (Minkowski
sum of line segments) Z =
∑
H∈H[−1, 1]uH ⊂ U , where uH is an arbitrary non-zero vector
in the one-dimensional space H⊥ ⊂ U . Clearly, Z is a convex polytope in the subspace
U ′ of U spanned by the lines H⊥, H ∈ H. Since the vectors uH are only unique up to
scalar multiplication, the zonotope Z is not determined by the hyperplane arrangement
H, even up to affine equivalence. However, Z is evidently determined up to combinatorial
equivalence by H.
By mapping a cone C ∈ Σ(H) to the face
F = {u ∈ Z : 〈c, ·〉 attains its maximum value on Z at u}
of Z, where c is an arbitrary vector in the relative interior of C, we obtain a lattice isomor-
phism between Σ(H) and the face lattice of Z. Under this isomorphism the dimensions
of C and F satisfy dimC + dimF = n. The induced lattice map from the faces of Z to
the intersection lattice L associates to a face F the space x = x(F ) = (F + (−F ))⊥ ∈ L,
i.e., the annihilator in U∗ of the vector part of F . We say that F is of type x in this case.
Thus, two faces are of the same type if and only if their affine hulls are parallel. We regard
the 1-skeleton of Z as a graph where each edge is labeled by the corresponding atom of L.
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Let Ek be the set of k-dimensional faces of Z, k = −1, . . . , n, where we set E−1 = {∅}.
By the above, for any k ≥ 0 the set Ek is in bijection with the set Σk(H). For any x ∈ L
the image Z≥x of Z under the projection modulo x
⊥ is a zonotope dual to the restricted
arrangement H≥x in the space x. For i = rk(x), . . . , n the faces of Z≥x of dimension
i − rk(x) are the projections of the i-dimensional faces of Z of type ≥ x. We denote the
set of these faces by E≥xi .
Remark 6.1. For crystallographic Coxeter arrangements (and their restrictions) the com-
binatorial structure of the polyhedral fans Σ(H) and zonotopes Z is parallel to that of
parabolic subgroups of reductive algebraic groups (cf. [FLM11, §2.4]). If one chooses the
roots for the vectors uH then one obtains a zonotope Z which is symmetric under the
corresponding Weyl group. The particular case of the root system of type An yields the
well-known regular permutahedron (cf. §7.2 below, [Zie95, pp. 17-18, 200], [Pos09]).
6.2. Graphical modules and Euler-Poincare´ complexes. Let R be a ring with 1.
Consider the following abstract construction: given a graph Γ = (V,E), an R-module M0
and for each edge e of Γ a submodule Me of M0, let M be the R-module of all M0-valued
functions on the vertex set V of Γ satisfying congruence conditions modulo Me along the
edges, i.e.
M = {m : V → M0 : m(v)−m(v
′) ∈Me for all e = {v, v
′} ∈ E}.
This construction has been studied by Guillemin and Zara [GZ99, GZ01, GZ03] motivated
by applications to equivariant cohomology (cf. [GKM98]).
We will only study the case where Γ is the 1-skeleton of a zonotope Z and Me = Me′ for
parallel edges e and e′ of Z. Until the end of §6.2 let H be a hyperplane arrangement and
let Z be a dual zonotope as above.
Definition 6.2. Let D = (M0, (Ma)) be an atomic datum of R-modules with respect to the
intersection lattice L of H. The graphical module of the zonotope Z with respect to the
atomic datum D is
M = M(Z,D) = {m : E0 →M0 : m(v)−m(v
′) ∈Mx(e) for v, v
′ ≺ e ∈ E1}.
An important motivating example will be given in Remark 6.6 below. In §6.3 we treat
some new cases of this construction.
Following the work of Bernstein-Lunts, we consider a complex relating the graphical
module M(Z,D) to the entire face lattice of Z. For this purpose recall the construction
of the Euler-Poincare´ complex of the zonotope Z with coefficients in an R-module M0. It
is defined as follows. Fix an orientation of the real vector space U . Set
(EP ) : 0→M
E−1
0
δ0−→ ME00
δ1−→ME10
δ2−→ . . .
δn−→MEn0 → 0,
where the boundary maps are
δj((mF ′)F ′∈Ej−1)F =
∑
F ′≺F
sign(F ′, F )mF ′, F ∈ Ej,
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for j = 0, . . . , n, and the signs sign(F ′, F ) ∈ {±1} are determined by the chosen orientation
of U . It is well-known that this complex is exact.
We now define a subcomplex MZD of the Euler-Poincare´ complex EP , which is graded
by the face lattice of Z in ranks at least one and whose rank zero piece is the graphical
module M(Z,D) instead of ME00 .
Definition 6.3. Let H be a hyperplane arrangement and Z be a dual zonotope. Let D =
(M0, (Ma)) be an atomic datum of R-modules with respect to the intersection lattice L of
H. For any face F of Z set
(13) MF = M
x(F ) =
∑
a∈A(L):a≤x(F )
Ma ⊂M0.
Then the modified Euler-Poincare´ complex of Z with respect to the atomic datum D is
given by
(MZD ) : 0 → M0
δ0−→ M
δ1−→ ⊕F∈E1MF
δ2−→ ⊕F∈E2MF
δ3−→ . . .
δn−→ MZ → 0.
Note that by the exactness of EP we have a short exact sequence
(14) 0→ M0 →M→ Ker δ2 → 0,
in other words, the complex MZD is exact at the first two places. We are interested in the
question whether MZD is actually exact at all places. In this case, it provides a resolution
for M in terms of the modules M0/MF . Indeed, by considering the cokernel of the natural
inclusion of complexes MZD →֒ EP , the exactness of M
Z
D is equivalent to the exactness of
0→M→ ⊕F∈E0M0 → ⊕F∈E1M0/MF → ⊕F∈E2M0/MF → · · · → M0/MZ → 0.
The following criterion allows us to reduce the problem of the exactness of the modi-
fied Euler-Poincare´ complex to the exactness of the minimal complexes O(D, L) for the
intersection lattice L, which were studied in the previous part of our paper.
Proposition 6.4. Let D be an atomic datum of R-modules with respect to the intersection
lattice L of a hyperplane arrangement H with dual zonotope Z. Let N = O(D, L) with
differential ∂ be the minimal complex associated to D, and suppose that for every x ∈ L
the complex (N≤x, ∂) is exact. Then the modified Euler-Poincare´ complex M
Z
D is exact.
Proof. In the course of the proof we will only consider complexes indexed by the non-
negative integers. For any i = 0, . . . , n and any face F of Z set
NFi =
{
⊕y≤x(F ):rk(y)=iNy, i > 0,
MF = M
x(F ), i = 0.
By assumption, for any F the complex ((NFi ), ∂), where ∂0 = 0, is exact at all places,
i.e. for every F and i we have a short exact sequence
(15) 0→ Ker ∂i|NFi → N
F
i
∂i−→ Ker ∂i−1|NFi−1 → 0.
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For any i = 0, . . . , n consider the Euler-Poincare´ complex of Z with coefficients in Ni,
shifted i places to the left (and truncated appropriately):
⊕F∈EiNi → ⊕F∈Ei+1Ni → · · · → Ni → 0.
Clearly, whenever F ⊂ F ′ are faces of Z, we have an inclusion NFi →֒ N
F ′
i , and therefore
the modules NFi define a subcomplex
(EPi) : ⊕F∈EiN
F
i → ⊕F∈Ei+1N
F
i → · · · → N
Z
i → 0.
The differential ∂i gives a morphism of complexes
∂i : EPi → EPi−1[−1].
For i ≥ 1 the complex EPi decomposes as a direct sum
EPi = ⊕y∈LiEPy,
where EPy is the Euler-Poincare´ complex of the projected zonotope Z≥y with coefficients
in Ny,
(EPy) : ⊕F∈E≥yi
Ny → ⊕F∈E≥yi+1
Ny → · · · → Ny → 0.
The complexes EPy are exact, and therefore the same is true for the complexes EPi, i ≥ 1.
For i ≥ 0 let now Di = Ker ∂i|EPi[−1] be the shifted kernel of the morphism ∂i, i.e.
(Di) : ⊕F∈Ei+1 Ker ∂|NFi
δi+2
−−→ ⊕F∈Ei+2 Ker ∂|NFi → . . .
δn−→ Ker ∂|NZ
i
→ 0.
By (15), we have then for every i ≥ 1 a short exact sequence of complexes
(16) 0→ Di[1]→ EPi
∂i−→ Di−1 → 0.
We can now show by descending induction that for any i = 0, . . . , n− 1 the complex Di
is exact. The statement is vacuous for i = n − 1, and for the induction step we use the
short exact sequence (16) to conclude the exactness of Di−1 from the exactness of Di and
EPi for i = n− 1, . . . , 1.
For i = 0 this gives the exactness of
(D0) : ⊕e∈EMe → ⊕F∈E2MF → · · · → MZ → 0,
i.e. of the complexMZD [−1]. Together with the exactness of (14) we obtain the proposition.

Remark 6.5. In the case Ma = M0 for all a ∈ A(L) (the atomic datum with constant
coefficients, cf. §3.3.1), we can use this argument to prove the exactness of the Euler-
Poincare´ complex EP with coefficients in M0 by induction on the rank using the exactness
of the Orlik-Solomon algebra (cf. §3.1).
Remark 6.6. The following special case provides a major motivation for our construc-
tions. Let D be given by the defining ideals of H (cf. §3.3.4), i.e. M0 = SymU and
MH =
(
H⊥
)
SymU
for H ∈ H. Then the graphical module M = M(Z,D) is the graded
SymU-module (in fact algebra) of piecewise polynomial functions on U∗ with respect to
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H, i.e. the module of all (continuous) functions on U∗ which restrict to polynomial func-
tions on the chambers of Σ(H) (cf. [Bil89, Bri97]). Corollary 5.5 and Proposition 6.4
together imply that the modified Euler-Poincare´ complex MZD , which is a complex of graded
SymU-modules, is exact if the relation complex V is L-contractible; in particular, this holds
for restrictions of Coxeter arrangements. More generally, by the work of Bernstein-Lunts
[BL94, 15.7, 15.8] and Brion [Bri97, p. 12], for any complete simplicial fan the correspond-
ing analog of the complex MZD (cf. [ibid.] for details) is exact. Recall that restrictions of
Coxeter arrangements are simplicial. For rational fans the algebra of piecewise polyno-
mial functions has a natural interpretation in terms of the equivariant cohomology of toric
varieties (cf. [Ful93, Bri96, BV97]).
6.3. Modules defined by graphs of fiber zonotopes. We now use the projection
construction of §2.3 to obtain a generalization of the situation of Remark 6.6, in which Z
is replaced by a fiber zonotope ZP and the algebra SymU of polynomial functions on U
∗
by the symmetric algebra SymVk of a higher piece Vk of the relation complex.
We will work in the following setting. Let H be a hyperplane arrangement of rank n in
a real vector space U∗ with intersection lattice L, and P ⊂ U a subspace of codimension
0 ≤ k ≤ n − 1 in general position with respect to H (in the sense of Definition 2.6). Let
πP : U
∗ → P ∗ be the projection, andHP be the hyperplane arrangement of rank n−k in P
∗
given by the hyperplanes πP (x), x ∈ Lk+1. Let ZP be a zonotope dual to HP (of dimension
n− k), and let LP be the intersection lattice of HP . Via the map x 7→ πP (x) the atoms of
LP are in bijection with the elements of Lk+1. In the following we will use the notation Ei
introduced above to refer to the set of faces of ZP of dimension i, i = −1, . . . , n− k.
Definition 6.7. Let R = SymVk be the symmetric algebra of the vector space Vk and
D = (M0, (Ma)a∈A(LP )) the atomic datum of graded R-modules defined by M0 = R and
(17) Ma =
(
∂Vx(a)
)
SymVk
for a ∈ A(LP ), where x(a) is the unique element of Lk+1 with πP (x(a)) = a (see (4) for
the notation). The graphical module M = M(ZP ,D) is a graded R-module, and in fact a
graded R-subalgebra of RE0. We call it the k-th order relation algebra of the arrangement
H (with respect to P ). It fits into the modified Euler-Poincare´ complex MZPD , which is a
complex of graded R-modules.
Remark 6.8. There is a remarkable direct construction of a zonotope ZP dual to HP
from a given zonotope Z dual to the arrangement H. Namely, we can take ZP to be
the fiber polytope in the sense of [BS92] of the projection of Z under the quotient map
πP : U → U/P . (This follows from considering Z as the projection of a hypercube of
dimension |H|, and using [ibid., Lemma 2.3, Theorem 4.1].) Recall however that we may
take ZP to be any zonotope dual to the arrangement HP . Only the combinatorial structure
of ZP , which is unique, matters for our constructions.
The following theorem is the second main result of our paper. Recall that the Castelnuo-
vo-Mumford regularity regM of a finitely generated graded module M over a polynomial
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ring R is the minimal integer r such that in a minimal graded free resolution
· · · → Fj → · · · → F0 → M → 0
of M the module Fi is generated in degrees ≤ r + i for all i ≥ 0 (cf. [Eis95, §20.5]). Note
here that minimal free resolutions are unique up to isomorphism [ibid., Theorem 20.2]. By
definition, a finitely generated graded R-module M is generated in degrees ≤ regM .
Theorem 6.9. Assume that the relation complex V of H is L-contractible. Let P ⊂ U
be as above and M = M(ZP ,D) be the k-th order relation algebra of H with respect to P .
Then
(1) The modified Euler-Poincare´ complex MZPD is exact.
(2) The graded SymVk-module M satisfies regM ≤ n− k.
In particular, M is generated as a graded SymVk-module by its homogeneous elements of
degree ≤ n− k.
Proof. The first part follows directly from Corollary 5.7 and Proposition 6.4.
By (13) and (17), for any face F of the zonotope ZP the ideal MF of R is generated by
linear functionals. Therefore regMF = 1 for all F , and the same is true for direct sums of
the MF . Since the complex M
ZP
D is exact, we have short exact sequences
0→ Ker δi → ⊕F∈Ei−1MF → Ker δi+1 → 0, i = 2, . . . , n− k = dimZP .
For i = 1 we have the short exact sequence (14) containing M. By the behavior of
Castelnouvo-Mumford regularity in short exact sequences [Eis95, Corollary 20.19] we ob-
tain
reg(M) ≤ reg(Ker δ2),
reg(Ker δi) ≤ reg(Ker δi+1) + 1, i = 2, . . . , n− k.
Since Ker δn−k+1 =MZP , we conclude that reg(M) ≤ reg(MZP ) + n− k − 1 = n− k. 
From Theorem 4.10 we infer:
Corollary 6.10. The conclusion of Theorem 6.9 holds if H is a restriction of a Coxeter
arrangement.
Remark 6.11. The bound n − k on the degrees of the generators of M is easy to prove
directly from the definition as long as n − k ≤ 2, i.e. when the graph of ZP has only one
edge (k = n − 1) or forms a circuit (k = n − 2). The bound is sharp in the case k = 0
(the case of Remark 6.6), as shown by the precise description of the R-module structure
of the algebra of piecewise polynomial functions M given in [Bri97, p. 12] (for simplicial
arrangements H). Namely, in this case M is a free R-module with hi generators in degrees
i = 0, . . . , n, where (hi) is the h-vector of Z, i.e., hi =
∑n
j=i(−1)
j−i
(
j
i
)
|Ej|. In particular,
we have hn = 1.
For k ≥ 1 the module M is in general not a free R-module. Explicit examples are given
by the root arrangements of type An−1, n ≥ 4, and k = n− 3 (cf. §7.2 below). Here R is a
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polynomial ring in
(
n
2
)
many variables. The Hilbert-Poincare´ series of M can be calculated
from the resolution of Theorem 6.9 as
∞∑
k=0
dimMk t
k =
2nt+ (1− t)n−1
(1− t)(
n
2)
,
and its numerator contains at least one monomial in t with a negative coefficient.
Remark 6.12. Using the fact that simplicial arrangements are 2-formal [FR87], it is easy
to see that the conclusion of Theorem 6.9 holds also for all simplicial arrangements of rank
n ≤ 4.
Remark 6.13. The arrangement HP and the zonotope ZP appear prominently in com-
binatorial constructions describing the behavior of the polyhedral fan Σ(H) induced by H
under the projection πP : U
∗ → P ∗ and, dually, of the zonotope Z under the projection
πP : U → U/P . The arrangement HP governs the combinatorics of intersections of par-
allel translates of P⊥ with Σ(H) in the following sense: the relative interiors of the cones
of Σ(HP ) are precisely the fibers of the map σP from P
∗ to subsets of Σ(H) which as-
sociates to a vector p ∈ P ∗ the set of all cones C ∈ Σ(HP ) for which the affine space
π−1P (p) ⊂ U
∗ intersects the relative interior of C ([BS94, Proposition 2.2], see also [Zie95,
Ch. 9]). By choosing for every cone of Σ(HP ) an arbitrary vector in its relative interior,
we can therefore view σP as a map from Σ(HP ) to subsets of Σ(H).
Using the terminology introduced in [BS92], we may pass to the dual picture and consider
the πP -induced subdivisions of πP (Z). Here, a πP -induced subdivision of πP (Z) is defined
as a collection F of faces of Z such that the images πP (F ), F ∈ F , form a polyhedral
complex subdividing πP (Z) and such that the relation πP (F ) ⊂ πP (F ′) for F, F ′ ∈ F
implies F = F ′ ∩ (πP )−1(πP (F )) [Zie95, Definition 9.1]. A natural partial order on the
set of all πP -induced subdivisions of πP (Z) is given by refinement of subdivisions. The
minimal elements of this poset are called tight πP -induced subdivisions. They can also be
characterized by the condition dimF = dim πP (F ) for all F ∈ F .
The face lattice of ZP embeds canonically as a (in general proper) subposet of the set
of all πP -induced subdivisions [BS92, Theorem 2.1]. Using the identification of the face
lattices of Z and ZP with the corresponding dual polyhedral fans Σ(H) and Σ(HP ), this
embedding is nothing else than the map σP defined above.
The set of all tight πP -induced subdivisions carries a natural graph structure given by πP -
flips: two tight subdivisions are connected by an edge if and only if they are the two common
refinements of some (necessarily no longer tight) πP -induced subdivision (see [San01], in
particular [ibid., §4], for a detailed exposition). Under our general position assumption
on P every πP -flip is non-degenerate in the sense of [ibid., §5], i.e. the corresponding πP -
induced subdivision F contains a single cell F ∈ F with dimF = k+1 and dim πP (F ) = k.
We label the corresponding edge with the element x(F ) ∈ Lk+1. The resulting labeling of the
edges of the flip graph by the elements of Lk+1 is compatible with the natural embedding of
the labeled graph of ZP as a subgraph. In general, the topological structure of the poset of all
πP -induced subdivisions and of the graph of all tight πP -induced subdivisions of πP (Z) are
not sufficiently well understood for our purposes — the determination of the homotopy type
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of the subdivision poset of a polytope projection (truncated by its unique maximal element)
is in fact the object of the so-called “generalized Baues problem.” (See [RZ96, Rei99, AS02]
for some general results and examples, and [Bjo¨92, BKS94, AER00] for the case k = 1,
where the inclusion of the truncated face lattice of ZP into the subdivision poset can be
shown to be a homotopy equivalence.) For this reason we restrict to the graph of ZP , which
is topologically as simple as possible. A series of concrete examples illuminating these
concepts will be given below in §7.2.
7. An application and a series of examples
7.1. Galleries and compatible families. The special case k = 1 of §6.3 provided the
original motivation for our paper. By Remark 6.13, we obtain here an arrangement HP
governing the combinatorics of straight paths through Σ(H) in a fixed direction. Moreover,
there is an interesting connection between the first-order relation algebra M and the con-
cept of a compatible family introduced in [FL11]. To give some more details, fix a chamber
σ0 of Σ(H). A gallery is a minimal sequence σ0, σ1, . . . , σN = −σ0 of adjacent chambers of
Σ(H), where necessarily N = |A|. Identifying the chambers of Σ(H) with the vertices of
a fixed dual zonotope Z, a gallery corresponds to the sequence of vertices of a monotone
path on Z with respect to a linear functional in the chamber −σ0. For a subspace P ⊂ U
of codimension one, the arrangement HP describes the combinatorics of the intersections
of the translates of the line P⊥ ⊂ U∗ with the cone decomposition Σ(H). In concrete
terms, take the fixed chamber σ0 to be one of the two chambers intersected by P
⊥. Then
to every chamber ρ of the cone decomposition Σ(HP ) (equivalently, to every vertex of ZP )
we associate the gallery of H consisting of the chambers of Σ(H) intersected by the affine
line π−1P (p), where p ∈ ρ ⊂ P
∗ is arbitrary.
When two vertices v and v′ of ZP are connected by an edge e, the corresponding mono-
tone paths on Z differ by a polygon move on a two-dimensional face F of Z [Rei99, San01],
and the associated element x(F ) ∈ L2 provides the label for the edge e. If we let σ0, . . . ,
σN be the gallery associated to v, where σi−1 and σi are adjacent along the hyperplane ai
of H, i = 1, . . . , N , then there are unique indices 1 ≤ i < j ≤ N such that {ai, . . . , aj} is
precisely the set of all hyperplanes of H containing the element x(e) ∈ L2, and the gallery
associated to v′ is given by
(18) σ0, . . . , σi−1 = τi−1, τi, . . . , τj−1, σj = τj , . . . , σN ,
where the chambers τk−1 and τk are adjacent along ai+j−k for i ≤ k ≤ j. To put it differ-
ently, compared to the original gallery σ0, . . . , σN the hyperplanes ai, . . . , aj containing
x(e) are crossed in (18) in reverse order.
Let now E be an arbitrary (not necessarily commutative) finite-dimensional algebra
over a field K of characteristic zero. A compatible family A with respect to a hyperplane
arrangement H in aK-vector space U∗ is a collection of power series Aσ ∈ E [[U ]] associated
to the chambers σ of Σ(H), such that Aσ(0) = 1E for all chambers σ, and Aσ1→σ2 :=
Aσ1A
−1
σ2
∈ E [[Ua]] for any two chambers σ1, σ2 adjacent along a hyperplane Ha = U
⊥
a of
H (cf. [FL11, Definition 4.1]). Compatible families are special cases of piecewise power
series with respect to Σ(H). Examples with E = K are given by the exponentials of
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piecewise linear functions on Σ(H). When H is a restriction of a crystallographic Coxeter
arrangement, nontrivial examples for the properly non-commutative situation arise in the
representation theory of reductive groups over local fields and adele rings ([Art89, Theorem
2.1], [FLM11, §2.4]).
Note that for k = 1 we have R = Sym V1 with V1 =
⊕
a∈A Ua. The completion of R
with respect to the maximal ideal generated by V1 is the power series ring Rˆ = K[[V1]].
We can view R and Rˆ as a polynomial ring and a power series ring, respectively, in N
indeterminates which are indexed by the set A of hyperplanes ofH. Write Mˆ = RˆM ⊂ RˆE0
for the completion of the first-order relation algebra M = M(ZP ,D). Note that we have
Mˆ = M(ZP , Dˆ) for Dˆ = (Rˆ, (Rˆ
(
∂Vx(α)
)
SymV1
)α∈A(LP )). For a ∈ A let ιa : E [[Ua]] →֒
E [[V1]] = Rˆ⊗E be the canonical inclusion. Let now A be a compatible family with respect
to Σ(H) with values in E . We associate to A an element µ(A) ∈ RˆE0 ⊗ E by setting
µ(A)(v) =
N∏
i=1
ιai(Aσi−1→σi) ∈ Rˆ ⊗ E
for any v ∈ E0 with corresponding gallery σ0, . . . , σN , where σi−1 and σi are adjacent along
ai, i = 1, . . . , N . Since the vector µ(A) is constructed starting from a collection of power
series in E [[U ]], it is not surprising that it cannot be an arbitrary element of RˆE0 . In fact,
we can easily show that it has to satisfy the following constraints.
Proposition 7.1. For any compatible family A with values in E , the vector µ(A) is an
element of the submodule Mˆ⊗ E of RˆE0 ⊗ E .
Proof. Consider a pair of vertices v, v′ ∈ E0 adjacent along an edge e ∈ E1 with x = x(e) ∈
L2. As above, let σ0, . . . , σN and (18) be the galleries associated to v and v
′, respectively.
Then we have
j∏
k=i
Aσk−1→σk = Aσi−1→σj =
j∏
k=i
Aτk−1→τk
as elements of the ring E [[Ux]] of power series on the two-dimensional space U
∗
x . Equiva-
lently, the difference
j∏
k=i
ιak(Aσk−1→σk)−
j∏
k=i
ιai+j−k(Aτk−1→τk)
lies in the kernel of the canonical evaluation map E [[⊕a≤xUa]]→ E [[Ux]]. But this kernel is
nothing else than the two-sided ideal of E [[⊕a≤xUa]] generated by ∂2Vx. Since the remaining
parts of the galleries are identical, it follows that µ(A)(v) − µ(A)(v′) lies in the ideal of
E [[V1]] generated by ∂2Vx, which shows that µ(A) ∈ Mˆ⊗ E , as asserted. 
Remark 7.2. Proposition 7.1 identifies certain K-linear constraints satisfied by the vectors
µ(A) for compatible families A. Let Λ = Λ(H) be the K-vector space of piecewise linear
functions on Σ(H), i.e. the space of all collections of vectors λσ ∈ U associated to the
chambers σ of Σ(H), such that λσ1 − λσ2 ∈ Ua whenever σ1 and σ2 are adjacent along a
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hyperplane Ha of H. Obviously, Λ contains the vector space U of linear functions on U
∗.
Then for λ ∈ Λ the collection of power series Aσ = exp(λσ) ∈ K[[U ]] is a compatible family
with respect to H (for E = K), and therefore we obtain an element µ(exp(λ)) ∈ Mˆ. It is
easily verified that the resulting map Λ→M1 in degree one induces a linear isomorphism
between the vector spaces Λ/U and M1. The closure of the K-linear span of the elements
µ(exp(λ)) is nothing else than the completion of the subalgebra of M generated by M1. It
is an interesting question whether this subalgebra actually coincides with M. (By [Bil89],
the corresponding statement is true for the algebra of piecewise polynomial functions on a
simplicial fan.) This would mean that the relation algebra M captures in a precise sense
all K-linear relations satisfied by the vectors µ(A) for compatible families A.
The original problem motivating this paper was to prove the alternative formula of [FL11,
Theorem 8.1] for the canonical push-forward DΣ(H)A of a compatible family A, which is
defined as the constant term of the power series∑
σ∈Σ(H)
Aσ
θσ
∈ E [[U ]],
where θσ denotes the suitably normalized product of the linear functionals defining the walls
of σ (see [ibid., Definition 3.3] for more details). The formula in question expresses DΣ(H)A
by the linear terms of the basic one-variable power series Aσ1→σ2 ∈ E [[Ua]] for adjacent
chambers σ1 and σ2. Both the definition of the canonical push-forward and the alternative
formula are easily seen to arise by base change to E from explicit linear functionals on RE0n ,
the space of elements of RˆE0 of degree n: we can write DΣ(H)A = (c ⊗ id)(µ(A)n) for a
linear functional c on the K-vector space RE0n , and similarly the alternative expression of
[ibid., Theorem 8.1] can be written as (d ⊗ id)(µ(A)n) with a different linear functional
d ∈ (RE0n )
∗. By Proposition 7.1 we have here µ(A)n ∈ Mn ⊗ E . To prove the alternative
formula, it is therefore enough to show that the two linear functionals c and d agree on
the subspace Mn of R
E0
n . By Corollary 6.10, we know that Mn = V1Mn−1 for restrictions
of Coxeter arrangements, which allows an inductive approach to this problem. Namely,
the computation of c(v1µn−1) and d(v1µn−1) for v1 ∈ V1 and µn−1 ∈Mn−1 can be reduced
(by a “product rule” essentially going back to Arthur in the case of the functional c) to
the computation of the linear functionals cx(µn−1,x) and dx(µn−1,x) corresponding to the
subarrangements H≤x, x ∈ Ln−1, which are again restrictions of Coxeter arrangements.
We will not give more details, since the alternative proof of [FL11] is conceptually much
simpler and at the same time more general.
7.2. The An case, discriminantal arrangements and higher Bruhat orders. As a
concrete example, we finally explicate the definition of the k-th order relation algebraM for
the root system of type An−1, i.e. the braid arrangement of rank n− 1, and 0 ≤ k ≤ n− 2.
In this case, the basic combinatorial structure of our construction is closely connected to
the discriminantal arrangements B(n, k + 1) and the higher Bruhat orders B(n, k + 1)
introduced by Manin-Schechtman [MS89].
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We first describe the hyperplane arrangements and polytopes involved in our construc-
tion. Let U be an n-dimensional real vector space with basis x1, . . . , xn. The braid ar-
rangement H in U∗ is then defined by the roots xi − xj , 1 ≤ i, j ≤ n, i 6= j; their span U
L
is the space U0 of all vectors
∑n
i=1 λixi with
∑n
i=1 λi = 0. The intersection lattice L of the
braid arrangement is isomorphic to the lattice of partitions of the index set I = {1, . . . , n}.
A partition of I represents an indecomposable element of rank k in L if and only if all its
blocks are of size one except a single block which is of size k + 1. Thus the set Lind,k of
all indecomposable elements of L of a given rank k > 0 can and will be identified with the
set C(I, k + 1) of all subsets of I of size k + 1. The Minkowski sum Z of the line segments
[−1, 1](xi − xj), 1 ≤ i < j ≤ n, is a zonotope dual to the braid arrangement H. It is also
a regular permutahedron in the space U0, namely the convex hull of the Sn-orbit of the
vector 2ρ =
∑n
i=1(n + 1− 2i)xi.
A special feature of the root system An−1 is that the permutahedron Z is itself in a
natural way a fiber polytope of a hypercube. Consider the n-cube Cn =
∑n
i=1[−1, 1]xi
in the space U and its projection to a line segment under the map πU0 : U → U/U0.
Then Z ⊂ U0 is (up to a scaling factor) just the fiber polytope of the projection of Cn by
πU0 (cf. [BS92, Example 5.4], [Zie95, pp. 301-304]). The hyperplane arrangement dual to
Cn is the trivial (or Boolean) arrangement Htriv,n consisting of the n hyperplanes xi = 0
in U∗. The space U0 is in general position with respect to Htriv,n, and the associated
projected arrangement is the braid arrangement H. Since the intersection lattice of Htriv,n
can be identified with the Boolean algebra P(I), we obtain a non-degenerate truncation
map P(I)≥1 → L (in fact, this map yields an isomorphism of L with the first Dilworth
truncation D1(P(I)), cf. [Aig97, p. 302]). We recover the above identification of P(I)≥2
with the set Lind of all indecomposable elements of L.
We now consider projections HP of the arrangement H (regarded as an essential ar-
rangement in the space U∗0 ), and dually the fiber polytope ZP of the projection of Z under
U0 → U0/P for a codimension k subspace P ⊂ U0 in general position. In this situation, we
have the sequence of projections U → U/P → U/U0. By [BS94, Theorem 2.1], the fiber
polytope Z ′P of the projection of Cn via π
P is a Minkowski summand of the zonotope ZP .
Equivalently, the dual arrangement H′P of Z
′
P is a subarrangement of the arrangement HP .
In fact, using [ibid., §2] it is easy to see that H′P is the hyperplane arrangement in the
space P ∗ defined by the images of the elements of Lind,k+1 ≃ C(I, k + 2) under πP . We
will use the zonotope Z ′P and its dual arrangement H
′
P to describe the relation algebra
M. Denote by E′0 and E
′
1 the sets of vertices (resp. edges) of Z
′
P . There is obviously a
canonical surjection E0 → E
′
0.
More concretely, identify the elements of U with their coordinate vectors with respect
to the basis (xi) and let the subspace P ⊂ U0 be given as the nullspace of a matrix A of
size k + 1 by n and rank k + 1 such that the vector (1, . . . , 1) is a linear combination of
its rows. Denote the maximal minor of A associated to I ∈ C(I, k + 1) by α(I). Then the
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hyperplanes of H′P are defined by the vectors
EI =
k+1∑
ν=0
(−1)να(I\{iν})xiν , I = {i0, . . . , ik+1} ∈ C(I, k + 2), i0 < · · · < ik+1,
in the space P , and the fiber polytope Z ′P is (up to a scaling factor) the Minkowski sum of
the line segments [−1, 1]EI [BS92, Theorem 4.1]. The space P is in general position with
respect to the arrangement Htriv,n if and only if the minors α(I) for I ∈ C(I, k+ 1) are all
non-zero (since in this case the support in I of EI is precisely the set I, and the vectors EI
are therefore pairwise non-proportional).
The labeled graph of Z ′P can be explicitly described as follows. An arbitrary subset V
of P(C(I, k + 2)) has in a natural way the structure of a graph with edges labeled by the
elements of C(I, k + 2): whenever v ∈ V, I /∈ v, and t′ = t ∪ {I} ∈ V, we connect t and t′
by an edge with label I. Consider the map ν from P ∗ \
⋃
H∈H′
P
H to P(C(I, k + 2)) given
by
ν(λ) = {I ∈ C(I, k + 2) : 〈λ,EI〉 > 0}.
Then the fibers of ν are precisely the interiors of the chambers of H′P and the set E
′
0
(together with its natural structure as a labeled graph provided by E′1) can be identified
with the image VP of ν.
We now turn to the relation complex and the relation algebra. As worked out in the
appendix, the relation complex V of the braid arrangement H is given by the irrelevant
ideal of the exterior algebra of the base space U . For any k ≥ 0 the space Vk has a basis
consisting of vectors xI indexed by the sets I ∈ C(I, k + 1), and in case k > 0 the graded
piece VI ⊂ Vk corresponding to such a set I, regarded as an element of Lind,k, is the one-
dimensional space spanned by xI . The ring R = SymVk can therefore be regarded as the
polynomial ring in the variables xI , I ∈ C(I, k+1). The differential ∂ : Vk+1 → Vk is given
by
∂xI =
k+1∑
ν=0
(−1)νxI\{iν}, I = {i0, . . . , ik+1} ∈ C(I, k + 2), i0 < · · · < ik+1.
Since the relation complex is supported on indecomposables, we can view the elements
of the relation algebra M as functions on the set E′0 (the vertex set of Z
′
P ) satisfying
congruence conditions defined by the elements of E′1. In this way, M can be identified with
the algebra of all functions m : VP → R such that
m(v) ≡ m(v ∪ {I}) (mod ∂xI)
for all v ∈ VP and I ∈ C(I, k + 2) with v ∪ {I} ∈ VP .
The hyperplane arrangementH′P is a so-called discriminantal arrangement of type (n, k+
1) ([MS89], [OT92, pp. 205–207], [Fal94, BB97, Ath99]). An interesting special case is
obtained when the minors α(I) are all positive, which can be achieved by letting A be a
Vandermonde matrix (ti−1j )1≤i≤k+1, 1≤j≤n for an increasing sequence t1 < · · · < tn. In this
case the sets VP defined above are subsets of the purely combinatorial object B(n, k + 1)
[MS89, Zie93], which is the set of all consistent subsets of C(I, k+2) (in the sense of [Zie93,
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Lemma 2.4]) with the partial order given by single-step inclusion. In the setting of Remark
6.13, the set B(n, k+1) can be identified with the set of all tight πP -induced subdivisions
of the projection of Cn under π
P , i.e. the set of cubical tilings of the zonotope πP (Cn),
and the natural graph structure on B(n, k + 1) coincides with the structure induced by
πP -flips (i.e. cube flips, cf. [Rei99]). The subgraphs defined by the sets VP are precisely
the zonotopal subgraphs of B(n, k + 1) studied by Felsner-Ziegler [FZ01]. For k = 0 the
set VP coincides with B(n, 1), which can also be described as the set of inversion sets
of permutations of I, and therefore be identified as a poset with the symmetric group Sn
with its weak Bruhat order. For k ≥ 1 the zonotopal subgraphs VP are usually proper
subgraphs of B(n, k+1), and the full graphs B(n, k+1) are in general not polytopal. (For
example, for k = 1 and n ≥ 6 every graph VP is a proper subgraph of B(n, 2), cf. [FZ01].)
Note also that the full poset of all proper πP -induced subdivisions is known to have the
homotopy type of a sphere in this situation ([SZ93], cf. also [Ath01]).
Appendix A. Relation complexes for non-exceptional root systems
In this appendix we explicate the relation complexes for the infinite families An, Bn and
Dn of indecomposable Coxeter arrangements and for their restrictions.
The An case. Let U be a vector space of dimension n + 1 with basis e1, . . . , en+1 and
the standard scalar product and consider the (non-essential) reflection arrangement of
type An given by the vectors ei − ej , 1 ≤ i < j ≤ n + 1. (The restrictions of the
arrangements An are also of type A, so they do not need to be considered separately.)
Then the intersection lattice L is the partition lattice on I = {1, . . . , n + 1} with rank
function rk({I1, . . . , Im}) =
∑m
j=1(|Ij| − 1). Let V be the irrelevant ideal of the exterior
algebra ∧•U . As a vector space, V has a basis consisting of the vectors eI = ei1 · · · eik ,
I = {i1, . . . , ik}, 1 ≤ i1 < · · · < ik ≤ n + 1, k ≥ 1. We also set e∅ = 0. We grade V by
deg(eI) = |I| − 1. We have the differential
∂eI =
k∑
j=1
(−1)j+1eI\{ij}.
Then V is compatibly L-graded by
V{I1,...,Im} =

U, if {I1, . . . , Im} = {{1}, . . . , {n+ 1}},
CeIj , if there is a unique j = 1, . . . , m such that |Ij | > 1,
0, otherwise.
Multiplication by e1 gives a contracting L-homotopy for V and therefore V is the relation
complex for An (cf. Remark 3.5). This homotopy is not equivariant with respect to the
Weyl groupW = Sn+1. TheW -equivariant homotopy constructed in §4 is multiplication by
1
n+1
∑n+1
i=1 ei on V , corresponding to the compatible section d0(v) =
∑n+1
i=1 eiv with Coxeter
number hAn = n+ 1. Note that as a W -module,
Vk ≃ ∧
k+1(St⊕C) = ∧k St⊕ ∧k+1 St,
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where St is the standard n-dimensional representation of W . Recall that the representa-
tions ∧k St, k = 0, . . . , n, are indecomposable.
The other infinite families. The restrictions of the reflection arrangements of type B
and D are isomorphic to the hyperplane arrangements Φn,m, m ≤ n, given by the vectors
ei±ej , 1 ≤ i < j ≤ n, and ei, 1 ≤ i ≤ m, in an n-dimensional space E with basis e1, . . . , en
and the standard scalar product. For m = n we obtain a reflection arrangement of type
Bn, and for m = 0 an arrangement of type Dn. Here the intersection lattice L = L
Φn,m is
the lattice whose elements consist of the following data:
(1) a (possibly empty) subset J of {1, . . . , n}, with the restriction that if J = {j} is a
singleton, then j ≤ m,
(2) an unordered partition {I1, . . . , Ik} of {1, . . . , n} \ J ,
(3) for each j = 1, . . . , k a class of functions ǫj : Ij → {±1}, where we identify ǫj and
−ǫj .
The rank function is |J |+
∑k
j=1(|Ij| − 1). Clearly, L
Φn,m is a sublattice of LBn .
For any I ⊂ {1, . . . , n} with |I| > 1 and a function ǫ : I → {±1} let x(I,[ǫ]) be the
element of L of rank |I| − 1 corresponding to J = ∅, the partition whose only subset
of size > 1 is I, and the class of ǫ. Similarly, for any J ⊂ {1, . . . , n} (possibly empty
but with the restriction on singletons above) let yJ ∈ L|J | correspond to the partition of
{1, . . . , n} \ J where every block is a singleton. Let LA = {x(I,[ǫ])} and LB = {yJ}. For
x ∈ LA the corresponding subarrangement Φn,m,≤x is of type Ark(x), and for y = yJ ∈ LB
the subarrangement Φn,m,≤y is of type Φ|J |,|J∩{1,...,m}|.
We first construct the relation complexes of the arrangements of type Bn (i.e. in the case
m = n). Let W be the quotient of the vector space with basis
e(I,ǫ), ∅ 6= I ⊂ {1, . . . , n}, ǫ : I → {±1},
by the span of the vectors e(I,ǫ) + (−1)
|I|e(I,−ǫ). We grade W by |I| and observe that W
forms a chain complex with respect to the differential
∂e(I={i1,...,ik},ǫ) =
k∑
j=1
(−1)j+1ǫ(ij)e(I\{ij},ǫ|I\{ij}).
For any ∅ 6= J ⊂ {1, . . . , n} let WJ ⊂ W|J | be the span of the vectors e(J,ǫ) for all ǫ : J →
{±1}. Therefore, dimWJ = 2
|J |−1.
Let V Bn be the mapping cone of the identity map on (W, ∂). That is, V Bnk =Wk⊕Wk+1,
k = 0, . . . , n, with the differential
V Bnk → V
Bn
k−1, (wk, wk+1) 7→ (−∂kwk, wk + ∂k+1wk+1).
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V Bn is compatibly LBn-graded by
V Bnx(I,[ǫ]) = {0} × Ce(I,ǫ) ⊂ V
Bn
|I|−1,
V BnyJ =WJ × {0} ⊂ V
Bn
|J | , J 6= ∅,
V Bn0 = {0} ×W1,
V Bnx = 0, if x /∈ L
Bn
A ∪ L
Bn
B .
The map d(wk, wk+1) = (wk+1, 0) is a contracting L-homotopy for V
Bn. We can identify
V Bn0 ≃W1 with the base space E. Considering ∂1 : V
Bn
1 → V
Bn
0 and invoking Remark 3.5,
we see that V Bn is the relation complex of the arrangement Bn. However, the L-homotopy
d is obviously different from the homotopy constructed in §4, which we will recover below.
We have dimV Bny = 2
rk(y)−1 for y ∈ LBnB \ {0}.
We now construct the relation complex of Φn,m for arbitrary m ≤ n as a subcomplex
of V Bn . For any j > m let (U j , ∂j) be the chain complex with basis elements f jJ , J ⊂
{1, . . . , n} \ {j}, of degree |J |+ 1, and differential
∂jf j
J={i1,...,ik}
=
k∑
l=1
(−1)l+1f j
J\{il}
.
For any k 6= j a homotopy dU
j ,k on U j is given by
f jJ 7→
{
(−1)|{x∈J :x<k}|f j
J∪{k}, k 6∈ J,
0, otherwise.
We also set dU
j ,j = 0. Let U := ⊕j>mU
j with the differential ∂U = ⊕∂j . Define dU,k =
⊕j>md
Uj ,k and set
DU =
{
1
n−1
∑n
k=1 d
U,k, m = 0,
dU,1, otherwise.
Then DU is a homotopy of U .
The map φ : W → U given by
e(I,ǫ) 7→
∏
i∈I
ǫ(i)
∑
x∈I,x>m
(−1)|{i∈I:i>x}|ǫ(x)fxI\{x}
is easily seen to be a surjective map of chain complexes. Let K ⊂W be its kernel. Clearly,
K = ⊕J 6=∅KJ for KJ = K ∩WJ . Furthermore, we have an exact sequence
0→ K ⊕W [1]→ V Bn
(w,w′)7→φ(w)
−−−−−−−→ U → 0.
Note also that in degree one K1 is just the span of e1, . . . , em inside W1 ≃ E. It follows
that the complex K ⊕W [1] is exact and compatibly LΦn,m-graded. Therefore, the relation
complex of Φn,m is given by V
Φn,m = K ⊕ W [1]. For y = yJ ∈ L
Φn,m
B \ {0} we have
dimV
Φn,m
y = dimKJ = 2
|J |−1 − |J ∩ {m+ 1, . . . , n}|.
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Consider for any k = 1, . . . , n the linear map dW,k : W → W given by
dW,ke(I,ǫ) =
{
(−1)|{x∈I:x<k}| 1
2
(e(I∪{k},ǫ∪{(k,1)}) − e(I∪{k},ǫ∪{(k,−1)})), k /∈ I,
0, otherwise.
It is easy to check that φdW,k = dU,kφ. In particular, dW,k preserves K. Set
DW =
{
1
n−1
∑n
k=1 d
W,k, m = 0,
dW,1, otherwise.
Then φDW = DUφ. The map
(19) (wk, wk+1) 7→ (−D
W
k wk + wk+1 − ∂k+2D
W
k+1wk+1 −D
W
k ∂k+1wk+1, D
W
k+1wk+1)
is clearly an L-homotopy of the complex V Φn,m . For m = 0 we obtain the L-homotopy of
the relation complex of Dn constructed in §4. The Coxeter number of Dn is h
Dn = 2(n−1).
If we consider the complex V Bn = W ⊕W [1] instead of V Dn and change the map DW
to 1
n
∑n
k=1 d
W,k in (19), then we obtain the L-homotopy of the relation complex of Bn
constructed in §4. The Coxeter number of Bn is h
Bn = 2n.
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