Previous studies of model perfonnance at varying resolutions have focused on winter stonns or isolated convective events. Little attention has been given to the static high pressure situations that may lead to severe wildfire outbreaks. This study focuses on such an event so as to evaluate the value of increased model resolution for prediction of fire danger. The results are intended to lay the groundwork for using the fifth-generation Pennsylvania State University-National Center for Atmospheric Research Mesoscale Model (MM5) as input to the National Fire Danger Rating System to provide gridded predictions of fire danger indices. Predicted weather parameters were derived from MM5 and evaluated at three different resolutions (36, 12, and 4 km). Model output was compared with observations during the 2000 fire season in western Montana and northern Idaho to help to detennine the model's skill in predicting fire danger. For application in fire danger rating, little significant i~nprovement was found in skill with increased model resolution using standard forecast verification techniques. Diurnal bias of modeled temperature and relative humidity resulted in errors larger than the differences between resolutions. Significant timing and magnitude errors at all resolutions could jeopardize accurate prediction of fire danger.
Introduction
provide gridded forecasts of fire danger indices. In order
The purpose of this study is to evaluate the effect of varying resolution on mesoscale meteorological model performance in predicting fire danger. The National Fire Danger Rating System (NFDRS; Deeming et al. 1977) is used by fire weather forecasters and fire managers throughout the United States to monitor and anticipate the potential for dangerous wildfires. The NFDRS is also used to help to plan the timing and assess the potential outcome of controlled, "prescribed" fires used for managing fuels and vegetation resources.
Fire Consortia for Advanced Modeling of Meteorology and Smoke (FCAMMS) are being developed around the country. These centers will be the focus of development and application of mesoscale modeling efforts in support of land management and fire weather and smoke forecasting. More information about the FCAMMS can be found online at http://www.fs.fed.us/ fcamms. As part of this effort we are planning to apply the mesoscale model output to NFDRS algorithms to to ensure the most accurate and efficient production of these forecasts we are evaluating the input parameters and resulting indices at varying resolution. This paper focuses on the first step in this evaluation. Model predictions of weather parameters that are used as input to the NFDRS have been verified by comparing model output from the fi fth-generation Pennsylvania State University-National Center for Atmospheric Research (PSU-NCAR) Mesoscale Model, version 3.6 (MM5), simulations run at 36, 12, and 4 km to hourly surface observations of temperature, relative humidity, and wind.
Previous studies evaluating the performance of MM5 have focused primarily on winter-season events. Evaluation of summer events has been limited to short-term case studies, usually a day or two in scope. The current study considers a 1-month period during the summer of 2000 in order to capture the meteorological events associated with that fire season.
Those weather parameters most pertinent to fire danger rating include temperature, relative humidity, and wind speed (Cohen and Deeming 1985) . Though not specifically used in NFDRS equations, wind direction is a critical factor in fire behavior and fire spread. Wind direction has been evaluated along with the NFDRS weather parameters in order to better understand the usefulness of increasing model resolution for a range of fire weather forecasting requirements.
Precipitation and lightning are also important to fire danger forecasting. During the study period there were too few precipitation events to provide a meaningful analysis of model performance in prediction of precipitation. Because the model does not explicitly predict lightning and preliminary analysis showed little correlation between model forecast convective available potential energy (CAPE), a measure of instability that contributes to thunderstorm occurrence, and resultant lighting occurrence, no further evaluation of model performance in prediction of lightning was done.
To help to evaluate the performance of MM5 we compared its output with observations from western Montana and north-central Idaho for the period from 25 July through 24 August 2000. This represents the most active period of a severe fire season in that area.
Background
Numerous studies have evaluated the performance of mesoscale models, and in particular the MM5. Several studies also have compared the performance of the MM5 at different resolutions.
Colle et a]. (2000) looked at cool-season precipitation and found that while there was noticeable improvement from 36-to 12-km resolution, the improvement in model skill between 12-and 4-km resolution was limited to heavy rainfall events. In a related study, Colle et a]. (1999) indicated that in some locations, such as in the lee of the Cascade range, the MM5 is more skillful at predicting precipitation at the 36-km resolution than at 12-km resolution.
Another MM5 study, Mass et a] . (2002), covers a multiyear period and evaluated wind, temperature, and sea level pressure. This study found that while there are significant improvements between 36-and 12-km resolution, traditional verification statistics showed only small improvement from 12-to 4-km resolution. Using a more subjective analysis they showed that increased resolution did improve detail and structure of mesoscale and synoptic-scale features. Such improvements are not captured by objective point verification because of timing and position errors. Manning and Davis (1997) document a bias of the MM5 to predict too-cool maximum temperatures and too-warm minimum temperatures. This results in verification statistics with large errors near the maximum and minimum validation times but much smaller errors during the diurnal transition periods. Cox et a]. (1998) found a negative bias for both upper-air and surface dewpoint depression in the MM5 (i.e., model dewpoint depression smaller than observed). Both of these studies found a positive bias in wind speed at the surface with a negative bias aloft (i.e., model winds stronger than observed at the surface and weaker than observed aloft). Cairns and Corey (1998) compared wind simulations at 27, 9, and 3 km and found that increased resolution improved model simulation of mountain wave winds surfacing in the lee of the Sierra Nevada range near Reno, Nevada, in December. Colle et a]. (2001) looked at timing of trough passages during the cool season and found that the 12-km resolution reduced timing errors by 5%-10% over the 36-km runs near the Washington coast. In a comparison of ensemble predictions over the Pacific Northwest, Grimit and Mass (2002) found that 12-km ensemble mean predictions are as good as those at 4-km resolution and, at lead times beyond 21 h, the error scores are lower for the 12-km predictions.
Two studies looked at much finer resolutions using the Colorado State University Regional Atmospheric Modeling System (RAMS) model. Both focused on predicting wind in single events. McQueen et al. (1995) found that a resolution of 2.5 km or less was needed to resolve terrain forcing and that, when properly resolved, the topographic forcing had a controlling influence even in a synoptically driven event. Salvador et a] . (1999) compared model runs at 6, 4, 2, and 1.5 km and found that significant improvements in the wind field could be demonstrated at the finer resolutions. White et al. (1999) compared several models, including the Medium-Range Forecast (MW), Nested Grid Model (NGM), Eta, Meso Eta, MM5, and Utah Local Area Model (LAM). They found that while the Meso Eta led the field at 12 and 24 h, by 36 h the MRF, (which has the coarsest resolution of initial state, topography, and dynamical processes), showed the best performance of all the models. They suggest that the value added from mesoscale information may be lost because of phase and amplitude errors. Like Mass et al. (2002) , White et a] . (1999) note that traditional verification statistics based on point observations may not adequately measure the model's performance because a slight difference in timing or spacing can produce large verification errors. This concern is reiterated by Davis and Can (2000) in summarizing a 1998 workshop on mesoscale model verification held at NCAR.
Most of the studies cited above have focused on winter-season events. Only two studies that included summer cases, Cox et al. (1998) and Salvador et a]. (1999) , could be found. Neither of these studies were concerned with fire weather, and both focused on the events of a single day.
Little can be found in the literature that would help to assess the usefulness of mesoscale models, including the MM5, during relatively static summertime conditions that lead to extreme fire danger. The summer of 2000 in the Northern Rockies was characterized by strong high pressure resulting in hot and dry conditions. Occasional dry upper-level trough passages resulted in high-based thunderstorms that produced sufficient lightning to ignite tinder dry fuels but little precipitation reaching the surface. While these types of weather West of the Bitterroot Range, in Idaho, are the relatively events are not typically studied, there is a need to un-uninhabited Clearwater Mountains, while to the south derstand how mesoscale models used in predicting fire are the Salmon River Mountains. Elevations in the Bitweather and fire danger perform during less dramatic terroot basin range from 975 m at the north end of the weather periods. The current study focuses on those valley to the 3095-m Trapper Peak, the most prominent weather parameters used in predicting fire danger. feature in the south valley, although several peaks on the western Bitterroot Range extend above 2700 m in
Study area
The study area is roughly centered on the Bitterroot Valley, which was the focus for much of the fire activity in the United States during the summer of 2000. The area extends from 45" to 48"N and from 1 13" to 1 16OW (Fig. 1) .
The Bitterroot valley in western Montana extends for approximately 130 km to the south from the city of Missoula, Montana. The relatively straight basin is oriented south to north and is bounded to the east by the Sapphire Mountains, to the south by the ~n a c b n d a Range and the Salmon River Mountains, and to the west by the more prominent Bitterroot Range. The Bitterroot Range also marks the state boundary with Idaho. The Bittenoot River flows to the north and drains into the Clark Fork River just south of Missoula.
A relatively broad valley floor exists in the northern half of the valley, roughly 30-40 km wide. To the south of Hamilton the valley narrows to just a few kilometers.
elevation.
The somewhat arid valley floor and lower foothills are composed primarily of a mix of grasslands, shrub, and ponderosa pine, while the mid-to upper elevations are habitat for stands of Douglas fir, lodgepole pine, western larch, Engelmann spruce, subalpine fir, subalpine larch, and whitebark pine. Much of the mid-to higher-elevation land throughout the area is part of the 650 000 ha Bitterroot National Forest, almost one-half (47%) of which is designated wilderness area.
General weather conditions
During the summer of 2000 wildfires were active in the entire region of western Montana and northern Idaho, as well as other areas in the interior western United States. Within the study area fires occurred in and near the Bitterroot National Forest, which includes the eastern flanks of the Bittenoot Range and the western flanks of the Sapphire Range. Fire activity extended westward into the Clearwater Mountains and southward into the Salmon River region. Significant fires also occurred northeast of Missoula in the Swan Range, and in the Cabinet Mountain and Ninemile Valley regions to the northwest. Locations of fires over 40 ha can be seen in Fig. 1 .
Average precipitation in the region in the year leading up to the event was 80%-90% of normal, and only about 70% of normal in the previous 4 months. The previous winter's low-and midelevation snowpack was less than 70% of average, and the early meltout caused an early green-up of vegetation. Below-average spring rains contributed to developing drought conditions and by midJuly the Palmer drought severity index showed the region to be under severe drought conditions (USDA Forest Service 2001). Figure 2 summarizes the weather events of July through early September 2000. Figure 2a graphs the number of lightning strikes along with the number of large fire starts in the study area each day. Large fires are considered to be those of at least 40 ha. The lightning that occurred in early September was accompanied by sufficient rainfall to inhibit any new large fire starts. Figure 2b shows daily temperature, humidity, and precipitation at Missoula, Montana.
Throughout mid-and late July the upper-level flow was dominated by a quasi-stationary 500-hPa high over the four-corners area of the southwestern United States, with ridging extending northward into Montana and Idaho. Southwesterly flow into the area brought sufficient moisture to generate thunderstorms but most were highbased with little precipitation reaching the surface. From 12 to 15 July a series of dry lightning storms initiated hundreds of fires in central Idaho and western Montana. A relatively weak and isolated convective event over the southern Bitterroot Valley on 31 July ignited numerous additional fires ( Fig. 2a ) that would defy suppression efforts until widespread heavy rain came to the area in early September. A cutoff, upper-level low developed offthe California coast between 7 and 10 August. As this low opened into a wave and moved over the northern Rockies the most intense lightning event of the summer occurred, generating 23 additional new large fire starts in the study area. A cutoff low again developed off the California coast on 24 August and a negatively tilted 500-hPa ridge and associated southwesterly flow set up over western Montana. At the surface the winds shifted to southerly, bringing another surge of subtropical moisture into the area. This resulted in the final lightning event of the summer with 14 new large fires in the study area.
In early September a deep upper-level trough, which had extended from northwestern Canada along the west coast to the cutoff low off the California coast, moved through the region bringing widespread precipitation, ranging from 2.5 to 6.5 mm. By 7 September most fires were under control, although several continued to burn into mid-September.
Model description
For this study the PSU-NCAR MM5, version 3.6, was employed. The MM5 is a nonhydrostatic mesoscale atmospheric model that uses the sigma-coordinate system. Use of sigma coordinates means that the vertical levels closely approximate the terrain at lower levels but relax to a model "top" defined at a specific pressure level of 100 hPa. Figure 3 shows the domain nesting used for this study. Resolutions for domains 1, 2, and 3 are 36, 12, and 4 km, respectively. There are generally two limiting factors regarding the finest spatial resolution that one can use. First, the physical equations are designed to work at the mesoscale, which in modeling is generally accepted to be captured by a grid spacing between 10 and 1000 km. At resolutions of less than 10 km, assumptions used in various parameterizations may no longer be valid. A second and possibly more often cited reason is the increase in computational needs when using higher resolution. For example, for a given area, a threefold increase in model resolution (i.e., going from 12-to 4-km grid spacing) requires a 27-fold increase in computer run-time (a ninefold increase in the number of grid points as well as the requirement of using a model time step that is one-third the length of the previous, to ensure numerical stability). The configuration used here included 37 vertical sigma layers, with more resolution in the lower layers, which allows for better representation of important boundary layer processes. The lowest sigma level is at about 40 m above ground level (AGL). Temperature and wind predictions are explicitly calculated in the boundary layer scheme at 2 and 10 m, respectively. Relative humidity is interpolated to the first half-sigma level, or about 20 m above the ground surface.
The general configuration for this modeling study mirrors the physics options used by the Pacific Northwest Regional Modeling Consortium's (PNWRMC) real-time MM5 predictions, because these products currently are used by fire weather forecasters, prescribed fire operations, and for fire resource allocations in the northwestern United States (Mass et al. 2003) . The physics options used in the control simulation include the explicit ice microphysics scheme of Dudhia (1 9891, the Kain-Fritsch cumulus parameterization scheme (Kain and Fritsch 1990; 36-and 12-km nests only) , and * the MRF (Nong and Pan 1996) planetary boundary layer scheme.
Simulations were conducted in a framework consistent with real-time predictions. More information about the University of Washington (UW) real-time mesoscale forecasting system can be found in Colle et al. (2000), Mass et a] . (2003), or online at the UW MM5 Web site http://www.atmos.washington.edu/mm5rt. The model was initialized every 12 h (0000 and 1200 UTC) with the National Centers for Environmental Prediction (NCEP) Eta Model initializations. These grids are at 80-km horizontal and 25-hPa vertical resolution. Sea surface temperature files were provided from the U.S. Navy. Given the season and the actual conditions in the region of interest, a snow field was not used and all areas were initialized without a snow cover. To remain within the prediction framework, the control simulation did not use any observational or analysis updating or nudging scheme.
Since completing this case study, the PNWRMG has changed their real-time model initializations to use NCEP's Global Spectral Model (GSM), which appears to more accurately capture synoptic patterns than the Eta Model (C. F. Mass 2000, personal communication).
. Observations
Hourly surface observation data for all available sites within the study area were used for model verification. These included Automatic Surface Observing Stations (ASOS), operated and maintained by the National Weather Service, Remote Automatic Weather Stations (RAWS), operated and maintained by land management agencies, and Agricultural Meteorological Stations (Agrimet), operated and maintained by the Bureau of Reclamation. Table 1 provides a listing of observation sites within the study area by station type and abbreviation code.
Weather observations were quality controlled by the University of Washington as part of the NorthwestNet project (Mass et al. 2003) . A total of 22 stations were available for verification (Fig. 4) (25 July-24 August 2000) missing observations ranged from 12% at hour 18 to 3% at hour 24.
Results
Objective evaluation of temperature, relative humidity, wind speed, and wind direction was performed for all stations at 6-h model output intervals using traditional point verification statistical techniques, including mean absolute error (MAE), root-mean-square error (rmse), and bias (mean error). Only the 0000 UTC runs were evaluated. Thus 24-and 48-h predictions are valid at 0000 UTC or 1800 local time and the 12-and 36-h predictions are valid at 1200 UTC or 0600 local time.
Results were computed for all stations in aggregate and then for each station individually. A specific case example was also presented for each weather parameter except wind speed to help to evaluate model perfor- mance at differing resolutions in critical fire weather situations. Table 2 summarizes the results for temperature when all stations are taken in aggregate. The 12-and 36-h predictions roughly approximate minimum temperatures, while 24-and 48-h predictions are near the time of maximum temperature.
a. Temperature
The differences in MAE between model resolutions are small, generally less than 1.5"C. This is within the acceptable error when forecasting fire danger and therefore cannot be considered an operationally significant difference. On the other hand, the overall magnitude of MAE, ranging from 3.1" to 6.7"C, is greater than would be considered acceptable for fire danger forecasting.
Larger differences in MAE occur between verification time steps than between resolutions, on the order of 2"-3°C. This is a reflection of the diurnal temperature bias of the model as discussed by Manning and Davis (1997) . Figure 5 clearly shows this diurnal bias. A positive or warm bias of 0.7"-3.5"C occurs at forecast hours 12 and 36 (0600 local time on the first and second day). A negative, or cool bias of -3.6" to -6.6OC occurs at forecast hours 24 and 48 (1800 local time on the first and second day). These results show MM5 predicted minimum temperatures that are warmer than observed and maximum temperatures that are cooler than observed. In other words, the model predicted a diurnal To further evaluate the performance of the model at different resolutions, verification statistics were computed for each individual observation site. The percent of time the model performed best and worst at each resolution at each of the eight 6-h time steps was determined based on these scores. If there were no differences between the three resolutions one would expect that each resolution would come out best about 33% of the time. In this temperature test the 4-km resolution was best 48% of the time but was also worst most often at 42%. The 36 km was a close second for worst honors at 41% of the time (Table 3) .
To illustrate the spatial distribution of differences in MAE, scores were averaged over all verification time steps and mapped (Fig. 6 ). Contours were added using an inverse distance-weighted interpolation scheme in Arcview GIs software. The difference in error is generally less than 1°C for any given station between spatial resolutions. Therefore, only MAE at the 4-km resolution is shown. Stations in the Clearwater Mountains of Idaho generally show errors in excess of 4°C. These observation sites are located in narrow valleys surrounded by higher terrain, which is not well resolved by the model. These same stations also consistently show higher MAE scores at 4 km than at 36 km. Also showing large errors is Condon (COND). This site is in a broad valley but with very high mountains on both sides and two significant drainages nearby. It is likely that the submesoscale flows of these drainages are not being captured by the model. This is supported by the bias statistics for that station, which indicate a strong (5'-8°C) warm model bias for minimum temperatures. One would expect the drainage flow out of the mountains to result in colder minimum temperatures at this site. The smallest errors in the study are all at fairly high elevations, Mullen Pass (KMLP) at 1837 m, Skull Gulch RAWS (SKUL) at 1554 m, and Kriley Creek RAWS (KRIL) at 1585 m. Figure 7 shows observed and model temperature trends at Missoula, Montana, for the period from 0000 UTC 27 July (1800 local time 26 July) to 0000 UTC 30 July (1800 local time 29 July). During this time a ridge of high pressure was building over the area and the observed maximum temperature at Missoula rose from 32" to 38OC. Such a rise in temperature can be critical to fire behavior because of the associated drop in relative humidity, which results in drying of fine fuels.
b. Tenzperature example
In this case, the model showed a very slight warming trend but did not capture the magnitude of the high temperatures, especially on day 2. The diurnal bias of the model is quite obvious in this graph. It also can be seen that while the 4-km resolution appears to have a slight edge, especially in handling maximum temperatures, the differences in MAE among the three resolutions are minor.
Overall, it can be concluded that for temperature alone there is little to be gained from increasing MM5 model resolution within the ranges tested. Although, as seen in Table 3 , the 4-km domain has the best MAE score for individual stations more often than the other two resolutions, it is also most likely to be worst. The difference in scores overall is not large enough to be considered operationally significant.
c. Relative hz~nlidi~y
Although relative humidity is a function of temperature we evaluate it instead of dewpoint or specific humidi ty predictions because NFDRS uses relative humidity in its equations. Also, fire personnel routinely use and refer to relative humidity in operational planning, and thus evaluation of model performance in prediction of relative humidity is more meaningful for fire weather applications than evaluation of model performance in prediction of dewpoint or specific humidity would be. The model-minus-observed error scores for relative humidity (RH) when all stations are taken in aggregate are shown in Table 4 . Local time of 0600 (forecast hours 12 and 36) is close to maximum daily RH, and 1800 local time (forecast hours 24 and 48) is close to minimum daily RH.
Although observations were taken at 2 m AGL and model output of relative humidity is at the first sigma level, which is about 20 m AGL, it is believed that this difference alone would not account for the magnitude of errors observed. It should be noted that relative humidity errors in the 10%-20% range would be considered completely unacceptable for fire weather operations as well as fire danger forecasting.
The differences in error between domains are again smaller than the differences in error due to diurnal fluctuations in the model (Fig. 8) . Because errors in tem- perature directly influence relative humidity, one might expect that too-warm minimum temperatures result in too-low maximum relative humidity and too-cool maximums correspond with too-high minimum humidity. Instead, the overall wet bias of the model results in smaller errors for maximum humidity (12 and 36 forecast hour) and larger errors for minimum humidity (24 and 48 forecast hour).
The percent of time that the model performed best and worst at each resolution, determined from MAE, is shown in Table 5 . Unlike temperature, the 4-km domain shows a clear advantage for producing the better MAE scores over one-half of the time while the 36-km is likely to have the worst MAE score over one-half of the time.
The improved accuracy of the model output with increasing resolution is not consistent, however. Many of the stations in the Idaho mountains showed worse MAE scores as resolution increased to 4 km. On the other hand, many of the Montana and southeastern Idaho stations showed marked improvement. Missoula, for example, went from an MAE of 17.7% to 9.9% between 36-and 4-km resolutions. Skull Gulch and Kriley Creek RAWS both showed improved scores of more than 10% between the 36-and 4-km domains. This may be partially explained by variations in terrain between the resolutions but may also be explained by a more representative land use classification in the 4-km domain, especially at the western Montana and southeastern Idaho stations where several stations shift from evergreen needle-leaf forest to grassland, which is more realistic for those locations. On the other hand, many of the western Idaho stations which show significantly worse scores at 4 km are located in open grassy valleys but have a land use classification of evergreen needle-leaf forest at all resolutions. A more complete discussion of the land use classification is presented below. The spatial distribution of 4-km MAE scores for relative humidity, averaged over all time intervals, is shown in Fig. 9 . As with temperature the smallest errors appear to be associated with those stations in broad open valleys or exposed higher-elevation sites.
d. Relative hzrmidity exantple
During the 2000 fire season, minimum relative humidity at Missoula ranged between 10% and 20% until late August when humidity began to rise (Fig. 2b) . These low values were related to very dry fuel moistures in the area. Maximum relative humidity can be just as critical to fire danger, however, because when humidity shows poor recovery (remains low overnight) fires can burn actively through the night. When humidity recovery is good, approaching 90%-loo%, the fire will die down as fine fuel moisture increases. Low maximum humidity also results in fuels starting out drier in the morning after a night of poor humidity recovery, leading to more active burning throughout the day.
Two instances of particularly poor humidity recovery occurred at Missoula during the summer of 2000. Both coincided with the passage of a weak upper-level trough. Winds associated with these trough passages allowed mixing to continue through the night so that maximum humidity was lower than would occur on a calm night. At a valIey station, such as Missoula, humidity will generally approach 90%-100% at the time of minimum temperature in the early morning. On the mornings of 31 July and 15 August, however, relative humidity re- mained below 60% even at the coolest time of day. In both cases, modeled humidity for all resolutions begins higher than observed and never reaches the daytime lows. In the first case (Fig. lo) , the 4-km resolution underpredicts the first maximum while the 36-and 12-km resolutions overpredict and reach maximum far too early. All resolutions overpredict the day-2 maximum. In the second case (Fig. 11 ) the resolution of 4 km is again low while the 12 and 36 km are high and early.
In general, MM5 tends to begin humidity recovery too soon, reaching maximum as much as 6 h before the observed peak, and keeps humidity high all night. Because of its impact on fuel moisture in the shorter-timelag fuels (1 and 10 h), the timing of humidity recovery is very critical to fire danger prediction.
e. Wind speed
Comparison of modeled winds with point observation is problematic because model winds are spatial means at a specific time while observed winds are temporally averaged but spatially explicit. Nevertheless, in order to gain some understanding of the usefulness of model winds as input to the NFDRS an attempt has been made to approximate point values for comparison. Modeled surface winds, interpolated to 10 m AGL, are compared with observations with anemometer heights of 10 m at ASOS stations, 6 m at RAWS sites, and about 2 m at Agrimet sites. Observed winds for the RAWS and Agri- met sites were interpolated to 10 m using a logarithmic scheme (Whiteman 2000, 306-307) . The modeled minus observed error scores for wind speed when all stations are taken in aggregate are shown in Table 6 . MAE scores range from 1.09 to 1.83 m s-I . This is somewhat higher than would be preferred for fire weather forecasting but is not unreasonably high. The bias in wind speed is almost always positive-that is, the modeled winds are stronger than observed (Fig. 12) .
The percent of time that the model performed best and worst at each resolution, determined from MAE, is shown in Table 7 . Once again, the 4-km resolution is most likely to have the lowest MAE score while the 36-km resolution is most likely to have the highest. Figure 13 shows the spatial distribution of MAE scores at the 4-km resolution. The highest scores occur at Kriley Creek (KRIL), located on an exposed knoll, and Pierce (PIER), which is located in a narrow valley. m s-' . Depending on the time of day, this resulted in a significant reduction of available observations. In many cases there were not enough observations to make a meaningful sample for an individual station after light wind observations were deleted.
Statistics for modeled minus observed wind direction are shown in Table 8 . The 4-km resolution shows consistently lower scores for MAE and rrnse than the 12-or 36-km domains, although the 12-km resolution does slightly better at 48 h. MAE scores improve at 24 and 48 h. This may be reflecting stronger afternoon winds. Note that bias scores are generally positive, which indicates modeled winds are almost always clockwise from observed, which may be because the model consistently predicts stronger wind (the stronger Coriolis effect associated with stronger winds results in a greater deflection from perpendicular to the pressure gradient). The 4-km results show consistently lower bias scores than the other two domains. This is shown graphically in Fig. 15 . Table 9 shows the percentage of time each model resolution performs best and worst on MAE scores for wind direction. The 4-krn runs were best over one-half of the time and 36-km runs worst over one-half of the time, indicating that increased resolution improves wind direction predictions. Verification of wind direction is somewhat less Figure 1 6 shows the spatial distribution of MAE straightforward than for other parameters. It is necessary scores for wind direction at 4-km spatial resolution. In to eliminate all observations of less than 1 m s-I wind general the MAE scores are fairly large, ranging from speed because mechanical anemometers, such as those near 40" to as much as 98". The highest scores occur available for this study, have stall speeds of about 1 over the complex terrain of the Clearwater Mountains in Idaho. The lowest score at Mullen Pass (KMLP) also occurs in an area of rugged terrain, but in a more exposed high-elevation location.
Discussion
The only significant improvement in predictive skill as the model resolution increases from 36 to 4 km was observed in wind direction. This shows that the influence of terrain on turning wind is clearly captured by the model. Predicted values of temperature, relative humidity, and wind speed did not improve significantly as the model resolution increased. However, comparison of MAE scores showed that the 4-km resolution is most likely to have the most accurate prediction for all parameters though it is also most likely to have the worst score for temperature. The 36-km resolution is most likely to have the worst MAE score for relative humidity, wind speed, and wind direction.
Because land use affects soil moisture initializations and surface roughness, and thus energy fluxes, we investigated the representation of land use as a possible reason for lack of increasing skill with resolution. Figure  17 shows the MM5 land-use categories within the study area at the 4-, 12-, and 36-km resolutions. The area is dominated by categories of grassland (orange) and evergreen needle-leaf (dark green) at all scales. While detail improves with increasing spatial resolution, causing overall spatial patterns in predicted values to improve, the land-use categories at observation locations, where model comparisons are made, change little with increasing resolution. In some places the model uses land cover types that are incorrect (e.g., grassland instead of forest), but for the most part the land cover types in the model are consistent with what is known about the area. Some isolated instances of improved model skill where land cover type becomes more representative with increased resolution were noted.
The configuration of MM5 for this case study assigned a value of soil moisture that represents the seasonal average for each cover type, which is a common procedure for real-time simulations. Because soil moisture conditions during the 2000 fire season were much that adjusting the seasonal-averaged values with a daily drought index greatly improved values of relative humidity at the surface. Other values, primarily wind speed, were degraded. Lower moisture content led to surface heating, which in turn increased the strength of the thermal circulations, which added to the strong wind bias. This suggests that inclusion of more realistic soil moisture schemes could improve the overall simulation. The influence of terrain on shading is not considered in the simulation. While invoking terrain shading at coarse spatial resolutions is not common, the deep relief of the study region and its influence on incidence of solar radiation may affect temperature and relative humidity in ways that are not captured by the model. The NFDRS, however, does account for slope in its calculations of burning indices. Therefore, we expect that some of the errors found in MM5's ground-level fields may be compensated for in the NFDRS calculations that will be evaluated in the next phase of this project.
Conclusions
These preliminary results from a case study of the 2000 fire season have shown some valuable application to fire danger prediction. While standard point-by-point analysis was used for this study, we believe that errors -drier than normal, we believe this approximation to be resulting from position and timing are minimized because the study period was during the summer with only a few relatively weak and slow-moving systems passing through the domain. In general, MM5 overpredicts temperature and relative humidity at night and underpredicts temperature and relative humidity during the day by values that are greater than acceptable for fire danger prediction. Bias removal applied to the MM5 forecasts may offer an opportunity to reduce or eliminate these errors. Our results show much higher bias at 24 and 48 h, which correspond locally to maximum and minimum temperature time, than at 18 and 36 h, which correspond to transitions in the diurnal cycle. This leads us to conclude that a simple debiasing scheme wou Id greatly improve accuracy, especially for temperature and humidity forecasts. In addition, MM5 predicts the timing of humidity recovery at night several hours in advance of observed maximum and holds it up through the night, which limits useful application of relative humidity predictions to fire danger. Because this was a drought period in the study area and climatological values were used for the soil moisture initialization, we believe that much of this error could be corrected by adjusting the soil moisture initialization to reflect more realistic values. MM5 overpredicts surface wind speed at all hours of day and night but, while the magnitudes of error are greater than desired for a good fire danger forecast, they are within an acceptable limit. The model does not, however, do well with predicting strong winds sustained over short periods that are critical to fire-fighting operations. Wind direction predictions are biased in the clockwise direction, probably because predicted wind speeds are stronger than observed. In general, however, errors in wind direction are within a quadrant (90°), especially when predicted at 4-km spatial resolution, which is within an acceptable range for fire weather forecasting.
Accuracy of model-predicted values did not improve significantly as model resolution increased, except for wind direction. Because terrain and land-use categories are two values that change as resolution increases, we speculated on their influence. While land-use categories are generally reasonable, their increasing spatial resolution does not appear to affect model-derived values at selected points. Improving the soil moisture assigned to each land-use category, however, could improve model results. The effect of shading by terrain also may be considered a model improvement in mountainous regions.
The MM5 is being employed in a number of geographic areas around the United States to support fire weather forecasting. Forecasters who know how to interpret spatial patterns and trends have found MM5 to be significantly more accurate than other guidance tools. Because the model output is now being coupled with fire danger and fire spread models, however, its pointby-point accuracy during fire season has become important. While we found errors in the model output, traditional point verification alone does not fully assess the usefulness of the model for fire danger prediction. Our next step is to determine whether the fire danger and fire spread models can compensate for some of the coarseness or inaccuracies that were found.
