We analyse the e ects of analog noise on the synaptic arithmetic during MultiLayer Perceptron training, by expanding the cost function to include noise-mediated terms. Predictions are made in the light of these calculations which suggest that fault tolerance, training quality and training trajectory should be improved by such noise-injection. Extensive simulation experiments on two distinct classi cation problems substantiate the claims. The results appear to be perfectly general for all training schemes where weights are adjusted incrementally, and have wide-ranging implications for all applications, particularly those involving \inaccurate" analog neural VLSI.
Introduction and Background
Arithmetic inaccuracy at the synapse and neuron level is widely held to be tolerable during neural computation, but not during training. In arriving at this conclusion, parallels are drawn between analog noise-induced \uncertainty", and digital inaccuracy, limited by bit-length.
This has lead to the belief that high (8-16 bit) accuracy is needed during MLP training, although some recent work on hybrid analog/digital systems 1] suggests that training is possible, if perhaps not optimal, in low digital precision networks. In this paper results are presented which demonstrate that analog noise, far from impeding neural training, actually enhances it. While the results relate to a MultiLayer Perceptron (MLP) network, using an algorithm with its roots in back-propagation, the results have wide-ranging implications for all training schemes using gradual weight increment/decrement techniques.
Fault tolerance (a term which we are using to indicate a graceful degradation in the presence of faults) in neural networks has, to date, been more of an aspiration than a proven reality. The biological nervous system's ability to cope with massive damage and degradation is clear, and this property has been extrapolated widely to apply to synthetic neural systems. Some limited experiments have been carried out on MLP 2] and associative networks 3]. More recently, Widrow's group have made a theoretical analysis of the sensitivity of Madaline networks to weight errors 4]. They show, via an approximate calculation, that the probability of error increases with the number of layers, and is independent of fan-in and number of nodes/layer for large nets. In a study with a somewhat di erent focus, Emmerson et al 5] 6] look at the e ect of weight destruction in MLP networks by simulation, and at a technique christened augmentation, which seeks to distribute information more evenly in an expanded weight set, and thus gain some extra fault tolerance. More recently, detailed alterations have been proposed to the back-propagation process itself, in order to increase the fault tolerance of the learnt mapping within a given network architecture 7] . The intervention required is, however, detailed and complicated, and computationally intensive. Closer to both the spirit and detail of this paper is the work of Sequin and Clay 8] where synaptic faults, similar to the stuck-at faults used in VLSI testing, are injected during MLP learning. This procedure aims to imbue the trained network with an ability to withstand such faults, which it does. The authors also note, but do not pursue, an increased generalisation ability in fault-trained networks -not dissimilar to the ndings of this paper. However, Sequin and Clay's technique is more exacting than ours, injecting particular faults singly, and the tantalising hint of other performance improvements is not followed up.
This paper reports results which demonstrate both by consideration of the e ects on the cost function and the training equations, and by simulation experiments to con rm the predictions, that a straightforward injection of time-varying random noise on the weights during training enhances fault tolerance dramatically, without additional supervision. The enhancement does not depend on the provision of arti cial redundancy or on an altered training procedure -rather it uses the mediating in uence of noise to distribute information optimally across the existing weights.
We have already presented preliminary simulation results (without detailed analysis) looking at the e ect of analog synaptic noise during training. We demonstrated that noise injection both reduces the training time and improves the network's generalisation ability 9] 10], but made no attempt to analyse why the noise had this e ect. This paper corrects that deliberate omission. It is established 14] 15] 16] that adding noise to the training data in neural (MLP) training improves the \quality" of training, as measured by the trained network's ability to generalise. Bishop has, in fact, shown 15] that this can be explained simply by the action of the noise as a regularisation term, which penalises high curvature in the decision boundaries. This observation derives from an analysis of the role of noise-mediated terms in the cost function. In this paper, we analyse the e ect of synaptic noise on the gradual weight changes brought about by training. The predictions made by a simple mathematical expansion are both clear from the analysis, and manifest clearly in simulation experiments. The implications for such a trained network's ability to sustain substantial synaptic damage or corruption with minimal performance degradation are extremely interesting. In a later section we make speci c predictions regarding training times and generalisation ability, based on the cost function analysis, that support the claims made in our earlier papers 9] 10].
In particular, we are able to infer noise-mediated terms that sculpt the error function to favour faster training, and that generate more robust internal representations, giving rise to better generalisation and immunity to small variations in the characteristics of the test data.
Synaptic noise has been studied before by Taylor 11] from the standpoint of biological correctness in modelling synaptic function. Taylor predicted, but did not demonstrate, that noise would somehow improve training. Hanson has taken the idea a little further by developing a stochastic version of the delta rule -e ectively adapting weight means and standard deviations, as opposed to raw weight values. 12] This allows for a local, adaptive simulated annealing process, which tends to avoid poor local minima and thus nd global solutions more rapidly. This latter property is, of course, the aim of all simulated annealing processes. Simulated annealing aims to introduce a probabilistic hill-climbing ability. This introduces a controlled departure from gradient descent, and allows weight changes to be accepted which lead to an overall increase in output error under control of a \temperature". The temperature is reduced, thus reducing the probability of such moves, as learning proceeds, and a \good" minimum is approached. 13] Our noise-injection process has no such express aim, and is not, in fact, reduced via a careful cooling schedule in the manner of a true annealing process. Thus, while there are certainly parallels to be drawn between straightforward noise-injection and simulated annealing, the former has di erent implications, and is uncomplicated to implement, while the latter is not. In particular, we show that simple noise-injection can be viewed as a constructive process, which actually modi es the e ective error surface, while simulated annealing aims to modulate the network's trajectory during learning across an existing error surface.
In section 2 we perform a straightforward Taylor expansion of the (output) error function in terms of the injected synaptic noise. This allows us to make speci c predictions regarding fault tolerance (section 2.1), the nature of the internal representations developed during training (section 2.2) and nally the process of training itself (section 2.3).
This order of analyses is mirrored in sections 3.1, 3.2 and 3.3, where extensive simulation experiments probe the respective predictions made in these three areas. Finally, we draw some conclusions regarding the e ect of synaptic noise, and its relevance, in particular, to the likely e ectiveness of analog VLSI training.
2 The E ects of Synaptic Noise : Predictions
For the purposes of this analysis, let us analyse an MLP with I input, J hidden and K output nodes, and adhere to that nomenclature for the nodal states etc. MLP training seeks to achieve descent (although not always strictly monotonic gradient descent 10]) in a cost function which is commonly taken to be the mean-squared error on the output nodes.
Averaged across all of a set of P 
whereõ kp is the target value for the appropriate output node.
It is very di cult to gain an insight into the nature of the solutions developed by neural networks, owing to the parallel \learnt", as opposed to deterministic nature of the nal mapping achieved. We will address this issue by looking in detail at the e ect of noiseinjection on this error function (1) itself. We will thus be able to infer, from the additional terms introduced by noise, the characteristics of solutions that will tend to reduce the error, and those which tend to increase it. The former will clearly be favoured, or at least stabilised, by the additional terms, while the latter will be penalised, or at least de-stabilised.
Error Function with Injected Noise
Let each weight T ab be augmented by a random noise source, such that T ab ! T ab + T ab ab , for all of fT ab g (input-hidden, and hidden-output weights). Neuron thresholds are treated in precisely the same way. The notation fg is used here to denote the entire weight set, and fT nominal g is used to denote the noise-free \nominal" weight set. Note in passing, but importantly, that this synaptic noise is not the same as noise on the input data. Input noise is correlated across the synapses leaving an input node, while the synaptic noise that forms the basis of this study is not. The e ect is thus quite distinct.
We can now perform a (2) Now, the error signal p of equation (1) 
In other words, the error that is minimised by the training process is actually altered by these two terms.
Prediction : Fault Tolerance
The rst term (9a) can be re-written:- averaged over all patterns, output nodes, and weights (10) The implications of this term are quite straightforward. By increasing the error < tot > for large values of T ab 2 @o kp @T ab 2 , it favours solutions where the (weighted) average magnitude of the derivative is small. In other words, solutions will be favoured where the dependence of outputs on weights is evenly distributed across the weight set. Conversely, those with a smaller number of large weight-output dependencies will be de-stabilised, with large valued (positive or negative) weights particularly heavily penalised. Crudely, any mapping requires a certain \aggregate" weight-output dependence, and (10) will favour a large number of small terms (squared) rather than a small number of large ones. @o kp @T ab = 0 everywhere would be ideal for (10) , although it would produce a very poor error value via (1) . The value of (10) is minimised by producing a large number of small @o kp @T ab dependencies, consistent with the drive to reduce the \actual" error, (1). Most importantly, this more distributed representation should be manifest in improved fault tolerance of the network (better performance in the presence of faulty weights), as well as in more detailed measurements of weight contribution or saliency 17] across the network. Furthermore, weight saliency should not only have a lower average value, but a smaller scatter across the weight set as the training process attempts to reconcile the competing pressures to reduce both (1) and (10) .
Fault tolerance can be measured by random weight damage experiments, and also by measuring individual weight saliencies directly.
Prediction : Characteristics of Learnt Internal Representations
We can also look at the e ects of the above on the nature of the hidden node states in a trained network with noise injected at synapse level. As these represent the internal representations, or even feature detectors for the mapping, their characteristics should give some clues as to what the e ect of noise should be on the quality of a learnt mapping.
For simplicity, let us restrict the treatment to look at two exemplar terms in the error function (8) (11) i.e. the derivatives with respect to a hidden-output weight, and an input-hidden weight. The former is straightforward -remember that the neuron activity x a is de ned as o a = S(x a ) = S( (12) So the term added by this to the error function is
This penalises solutions wherein a hidden node is ring (o jp 6 = 0), and the output neuron k has a non-zero derivative (i.e. is on the slope of the sigmoid). 
The term o 0 kp does precisely what it did in (13) -it favours a de nite ON or OFF classi cation. In addition, however, if an output neuron has a non-zero connection from a particular hidden node (T kj 6 = 0), and provided the input o ip is non-zero and is connected to the hidden node (T ji 6 = 0), there is also a term o 0 jp that will tend to favour solutions with the hidden nodes also turned rmly ON or OFF (i.e. o jp = 0 or 1). Remembering, of course, that all these terms are noise-mediated, and that during the early stages of training, the \actual" error (o kp (fT ab g)?õ kp ) 2 will dominate, this term will de-stabilise nal solutions that balance the hidden nodes on the slope of the sigmoid. This is measurable via simulation, and should also make the decision boundaries \ rmer". This term will be dominated by the \raw error" (1) during early training. As a solution is approached, however, and (1) decreases, (17) will increase in relative importance, and cause the internal representations to become more binary. Naturally, hidden nodes o j that are rmly ON or OFF are less likely to change state as a result of small variations in the input data fo i g. This will in turn generate input-output mappings that are inherently more robust against small variations in the input data. It is reasonable to infer that this will improve the generalisation ability of a classi er. This has already been demonstrated experimentally 9] and will be underlined in section 3.2.
However, in a network where the outputs are intrinsically analogue, and particularly when a successful mapping requires that the hidden nodes assume states on the slope of the activation function, the noise e ect may be less obviously helpful. It will cause a direct competition between the actual error and the noise-induced terms. The e ect will be to favour solutions where the in uence of the analogue properties of the hidden units is minimised. This will, in turn, lead to more robust solutions, although the \benign" or \helpful" noise level will be lower than that for a classi er. The enhancements to fault tolerance derived in the previous section should be as for a straightforward classi er MLP.
Prediction : Learning Trajectory
The e ect of the term (9b) is complex, as it involves second derivatives, and also depends upon the sign and magnitude of the errors themselves f kp g. The simplest way of looking at its e ect is to look at a single exemplar term,
This implies that when kp is negative (o kp too small), solutions with the second derivative in (18) also negative will be de-stabilised (since the product of the two negative terms will increase the cost function). Similarly, when kp is positive (o kp too large), solutions with the second derivative in (18) also positive will be de-stabilised.
For non-mathematicians, understanding this rather nebulous idea is easier with the aid of a diagram (Fig. 1) . Here, a ctitious output-weight (o kp vs T ab ) graph has been sketched, along with its rst and second derivatives. Looking at the second derivative term, we can see that a negative value for the error kp will favour solutions of the form (i), where the second derivative is positive (such that the net contribution to the error function (18) is negative). Conversely, a positive value for the error kp will favour solutions of the form (ii), where the second derivative is negative. Returning to the de nition of the error kp , this means that an output value o kp that is too low ( kp < 0 ) will favour a solution where weight changes around the current position are likely to make o kp increase, and vice versa. This can be seen clearly in Fig. 1 .
Term (9b) is therefore a constructive term, as it can actually lower the error locally via noise-injection, whereas (9a) always increases it. 9b can therefore be viewed as a sculpting of the error surface during the early phases of training (i.e. when the error kp is substantial). In particular, a weight set with a higher \raw" error value, calculated from (1), may be favoured over one with a lower value if the noise-injected terms indicate that the poorer solution sits in a promising area of weight-space. This \look-ahead" property should lead to an enhanced training trajectory, perhaps nding a good solution more rapidly. Interestingly, this term (9b) also removes itself automatically as a solution is approached, and the values of the f kp g tend to reduce. E ectively, it is favouring \working solutions" during training (particularly during the early stages) where the local shape of the error function suggests that more favourable solutions exist nearby.
That this might reduce training times is perhaps a moot point. It is, however, possible to monitor the average value of the term involved
This will allow its likely in uence on training trajectory to be inferred indirectly. It is also illuminating to examine the actual weight changes imposed by the perceptron rule, and the e ect of the second derivative terms in kp on these changes. For example, a perceptron-rule update on the hidden-output layer would yield:- Where is the \training speed" parameter. This is, with our expanded error function (4), T (23) is also positive, it will tend to augment this change. This is helpful, because the sign of the second derivative term suggests that the net e ect of other weight changes is likely to increase the output o kp , and a larger weight decrement than (20) is required to compensate.
2. If kp is negative (o kp too small) the weight change from (20) will be positive. If the second derivative term in (23) is also negative, it will tend to augment this change. The sign of the second derivative term suggests that the net e ect of other weight changes is likely to decrease the output o kp , and a larger weight increment than (20) is required.
On the other hand:-3. If kp is positive (o kp too large) the weight change from (20) will be negative. If the second derivative term in (23) is negative, it will tend to reduce this decrement. This is also helpful, because the sign of the second derivative term suggests that the net e ect of other weight changes is likely to decrease the output o kp , and a smaller weight decrement than (20) will su ce. 4 
reduce this increment. The sign of the second derivative term suggests that the net e ect of other weight changes is likely to increase the output o kp , and a smaller weight decrement than (20) will su ce.
So, the e ect of the noise term in (23) is to take account not only of the weight currently being updated, but to add in a term that estimates what the other weight changes are likely to do to the output, and adjust the size of the weight increment/decrement as appropriate.
3 The E ects of Synaptic Noise : Simulations
Simulation Environment and Test Problems
The simulations detailed below are based on the virtual targets algorithm 10], a variant on backpropagation, with broadly similar performance. The targets algorithm was chosen for its faster convergence properties. Two contrasting classi cation tasks were selected, to verify the predictions in the previous section by simulation. The rst, a feature location task, used real world normalised greyscale image data. The task was to locate eyes in facial images -to classify sections of these as either \eye" or \not-eye". The network was trained on 16 16 preclassi ed sections of the images (approximately the size of an eye), classi ed as eyes and not-eyes. The not-eyes were random sections of facial image, avoiding the eyes. The second, a more arti cial task, was the ubiquitous character encoder (Fig. 2) where a 25-dimensional binary input vector describing the 26 alphabetic characters (each 5 5 pixels) was used to train the network with a one-out-of-26 output code.
During the simulations the noise added to the weights had a \top-hat" probability density function (see Fig. 3 ). The noise was random, and in the range ? max < < max .
For the experiments in this paper, the noise is multiplicative -each value of T ab during the forward pass of training is augmented to become
The injected noise level was adjusted as the network approached convergence (as evidenced by the highest output bit error), after which time the noise was reduced smoothly to a minimum value of 1%. As in all neural network simulations the individual results depended upon the training parameters, network sizes and the random start position of the network. To overcome these artifacts and to achieve a meaningful result 35 weight sets were produced for each noise level. All other characteristics of the training process were held constant (see Table 1 ). The results are therefore not simply pathological freaks, and are statistically signi cant.
During the experiments noise levels of up to 40% were probed in detail -although it is clear that the expansion (8) is not quantitatively valid at this level. Above these percentages improvements were seen in the network performance, although the dynamics of the training algorithm became erratic. 
Fault Tolerance
In section 2.1 we predicted that injecting synaptic weight noise during training should result in:-A lower mean weight saliency or contribution A smaller spread of values across the weight set.
To verify this prediction 35 distinct weight sets were produced, for both the character encoder and the eye-classi er tasks.
In drawing conclusions about enhancements to fault tolerance, it is important to take account of the number of hidden layer neurons. A network with an unnecessarily large number of hidden units can achieve an inherently high immunity to damage (via natural redundancy), although this is by no means guaranteed. In our experiment, therefore, we minimised the networks, reducing the redundancy, to give a better indication of the e ects of additive noise.
It is easier to produce a maximally-constrained architecture (i.e. having the minimum number of hidden nodes) for the character encoder, as the problem is well-known, and the number of inputs/outputs relatively small. The eye classi er is a much more di cult problem, with a much larger input fan-in. Furthermore, there is redundancy (useless detail) in the input data. However, by reducing the number of hidden layer neurons in the same manner as for the character encoder, we can produce a su ciently \minimised" network to allow the e ects of noisy training to become clear.
Network fault tolerance was assessed by in icting selective weight destruction and weight perturbation on the synapses. To measure the trained network's tolerance to damage, synaptic weights were removed (set to 0) at random and the damaged network's performance tested. Some weights will always be naturally more signi cant than others (most marked when noise is not present during training). To ensure that this would not produce spurious and misleading results, 200 di erent, random subsets of the synaptic weights were removed, and the average number of correctly classi ed patterns calculated for each injected noise level. The second method (weight perturbation) used a more direct approach, measuring the contribution of each individual weight by perturbing it and examining the network outputs. This process was repeated 200 times for each weight set and statistics accumulated. In testing the networks for fault tolerance performance, we used correct classi cation of the training pattern set as a measure of tolerance to damage. Where a pattern is classi ed \correct" if the total error on the outputs is less than 0:5.
Weight Corruption/Destruction
The results of the simulations to measure network tolerance to weight destruction are shown in Fig. 4 and Fig. 5 . It is clear that in both tasks, the network performance is degraded by synaptic damage much less rapidly when noise is injected into the training process. The results bear out clearly the predictions made in section 2.1, that the addition of noise to the synaptic weights would enhance fault tolerance. Figs. 4 and 5 are qualitatively identical. The quantitative di erence can be explained easily. The solution to the character encoder task is close to being minimal (in terms of the hidden layer size), and therefore the number of synapses is also as small as is consistent with solving the problem. It might be expected, therefore, that the network's natural fault tolerance would be minimised. This is clear from the curve in Fig. 4 with 0% noise added during training. The percentage of patterns identi ed correctly falls very quickly with damage in icted on the trained network, and adding noise improves the fault tolerance enormously. For instance, with no noise injection during training, classi cation ability falls to 50% with only 2% of synapses removed. With 40% injected noise, up to 8% of the synapses can be removed before performance falls to 50%.
The results for the eye/not-eye classi er (Fig. 5 ) also show improved fault tolerance with increasingly noisy training, but the improvement is less marked, as the eye-classi er network has a higher level of natural synaptic redundancy. This is also evidenced by the relatively graceful degradation of the network performance with noise-free training (the solid line in Fig. 5 ).
Weight Perturbation
The results of the weight perturbation simulations are shown in Fig. 6 .
Again the results verify the predictions made earlier. With 0% noise injected during training small variations in the synaptic weights will cause substantial errors in the network outputs. With higher noise levels injected during training the network becomes much more tolerant to idiosyncratic weights. The scatter of results after perturbing each weight individually is also shown and indicates the lowering of the average saliency of the individual synapses. With 0% noise added perturbing signi cant weights will produce a large error in the outputs, while less signi cant ones will show smaller changes, thus giving a comparatively large standard deviation measurement. At higher levels of noise the standard deviation of the results is reduced showing that the computation is more evenly spread throughout the network -supporting the nding that the network is less susceptible to damage.
Internal Representations
We showed in an earlier paper 10] 18] that noisy training improved the generalisation ability of a network. In this section, we seek to both reinforce and explain those preliminary results, in sections 3.2.1 and 3.2.2 respectively, thus con rming the predictions made in section 2.2.
Quality of Learning
The ability to generalise o ers the most useful measure of the quality of training in a set of trained networks. We can look at both the ability to classify patterns absent from the training set, and the ability to deal with corrupted versions of the training patterns themselves, as a measure of the quality of the learnt mapping. In the eye-classi cation task, the former method (measuring the ability to classify facial segments not in the training set) is most appropriate. The character encoder task is a highly stylised binary vector classi er and therefore generalisation is not a useful measure of mapping quality. We can, however, generate a set of \unseen" character images by making small changes to the input vector. We can then measure the network's performance on this arti cial \test" set and thus infer an indication of the quality of training. In the character encoder task, we introduced a small random corruption to each pixel in every pattern. A classi cation was then carried out and results accumulated. The average was then taken for each forward pass for varying levels of input pattern corruption. This slightly arti cial form of quality measure allows the di culty of the \generalisation" task to be increased gradually as more serious corruption is in icted on the inputs. The results are shown in Fig. 7 , and once again each point on the \Correctly Classi ed" graph corresponds to the average of many di erent sets of input corruption experiments. The lower curve shows the standard deviation, and thus indicates the scatter. The results clearly show an improvement in the quality of the mapping for this task with noisy training. With increased noise, small changes in the input patterns have little e ect on the neuron states, and thus the correctness of the classi cation. The standard deviation curves are also interesting. They show that while noise decreases the sensitivity to small variations in the input vectors, it also decreases the sensitivity to which input pixels are most corrupted. Understanding of this result is reinforced by the results in section 3.1, showing that the signi cance of individual input to hidden layer weights will be more evenly distributed. Consequently, the individual input nodes are more evenly \signi cant" to the network output.
For the eye-classi er, the more gross (but also more practically signi cant) measure of performance can be used. The generalisation results for the eye classi er are shown in Table  2 . These show dramatically improved generalisation ability with increased levels of injected Table 2 : Generalisation results for the eye classi cation task.
synaptic noise during training. An improvement of approximately 8% is seen -consistent with earlier results on a di erent \real" problem 9].
The following section makes measurements on the internal representations to attempt to explain why the quality of the learnt mapping is improved with noisy training. It is worth reiterating here that this is not the same as training with noisy data. Training with noisy input data is broadly equivalent to expanding the training set arti cially. Here, we are injecting noise into the synaptic arithmetic itself -a process more fundamental to the formation of internal representations.
Activation/State Values in Representation
In section 2.2 we predicted that, with noise injected into the synaptic arithmetic during training, the neuron outputs, and in particular the hidden node outputs were more likely to be on the horizontal sections of the activation function (ie. rmly ON or OFF). To test this prediction two measurement schemes were devised to probe the characteristics of the weight sets and the internal representations produced with noisy training. Firstly, we measured the outputs of each hidden neuron in the trained network, during classi cation, and averaged the result over the entire set of nodes, using the following equation :
where P is the number of input patterns.
N is the total number of neurons in the trained network. This is a less direct method, in that it induces errors in trained networks where the neuron outputs (particularly the hidden node outputs) are on the steep section of the sigmoid curve. It is, however, of more practical signi cance than the straightforward measurement of D, as it relates directly to the resilience of the trained network to sigmoid imperfections, and o ers an indicator of the robustness of the all-important internal representations. Fig. 8 shows the e ect of a change in , and indicates how a node with an activation value that places it on the slope will be a ected by a change in \temperature". If, for example, the activation level is above the threshold (Th) such that it produces an output of 0:95 at = 0:2, then a change in \temperature" to = 0:7 will cause a change in output to 0:7. To give an indication of why the generalisation results are improved when using noise during training and to verify the prediction stated in section 2.2, both of these methods can be used. To measure D, the average derivative of the activation function, a single forward pass was made for each pattern in the training data set. This was then repeated for all the 35 di erent weight sets at each noise level, and the average taken. The results are shown in Fig. 9 . 9 shows that increasing the injected noise during training con rms the prediction that the hidden layer nodes would gravitate toward the extrema ( rmly ON or OFF).
The second scheme, varying the \temperature" term in the sigmoid function (26), involved making a forward pass for each pattern in the pattern set and for each weight set for a number of di erent values of . The results are shown in Fig. 10 . Generalisation ability su ers more rapidly as is increased with low noise levels during training. Once again this bears out the prediction made in the earlier section -that noisy training induces the hidden nodes to lie at at the sigmoid extrema. Both of these sets of measurements on the hidden nodes o er an insight into why the noise trained networks are more robust to idiosyncrasies in the input data and therefore display improved generalisation.
Learning Trajectory
It is not straightforward to verify the prediction that training with noise will improve the training trajectory. It rather begs the question as to what constitutes a \good" trajectory in the rst place! Furthermore, any single trajectory is only of limited signi cance, and may in fact be misleading in a pathological case. It is essential that hundreds, or perhaps thousands, of di erent random start points (initial random weight sets) be probed to allow the underlying properties of the training process to emerge.
In particular, it has been shown that the noise level a ects the speed of convergence to a solution 9] 10] 18]. We can demonstrate this in the context of the character encoder network, and thus de ne the framework for the remainder of this section. With a thousand random start points for training at each noise level for the character encoder task, the e ect can be seen clearly. Naturally, training time is a ected dramatically by the random start point. Some points are inherently \good", while others are not (hence the need to perform 1000 experiments at each level of noise). To illustrate this point Fig. 11 shows the distribution of the training times using 10% noise injected during training, collected into \bins" of 10 epochs to produce a histogram. Above an arbitrary cut o limit, a small algorithm, however, some of these \failures" do eventually converge to a solution 1 , but for the majority of runs, and to keep simulation times to reasonable levels, the limit was set. The number of failures at each noise level are shown in Table 3 . It is clear from Fig. 11 that the scatter is not random -it is super cially a Poisson distribution, with a long exponential tail. Taking a crude mean value is therefore meaningful qualitatively, if not perhaps mathematically optimal. time is seen for noise values between 0% and 30%. Above this value the erratic nature of the training process tends to increase the mean convergence time, and the distribution of Fig. 11 is smeared out.
We are now in a position to return to the driving force behind this improvement in training time -the \second derivative error" term (18) , shown in 3.3 to o er a putative improvement to the weight update process. This can be monitored during training, and might be expected to be reduced more rapidly with the introduction of noise. Again, this will inevitably have a di erent trajectory for each possible starting point in weight space. To obtain a sensible view of the e ect of noise on this term the same starting position must be used for di erent (low) noise levels. High noise levels clearly lead to the probability of a range of radically di erent solutions. With a low noise level, however, (< 10%) it might be expected that the training trajectories with di erent levels of noise-injection would be at least related. In Fig. 13 the trajectory of (18) is plotted for noise levels of 0% and 7% noise 2 . Term (18) is reduced more quickly with noise injected, thus e ecting \better" Learning Epochs weight changes via (23), and the ensuing discussion. At levels of noise > 7% the e ect is exaggerated, and the noise-mediated improvements take place during the rst 100-200 epochs of training. Improved training times accompany the improved generalisation ability and fault tolerance up to levels around 30-40%, as stated above. The level of 7% is displayed simply because it is visually clear what is happening, and is also typical.
Summary and Conclusions
This paper set out to establish that injection of stochastic variations (noise) into the synaptic arithmetic during MLP training enhances the trained network's fault tolerance, generalisation performance and learning trajectory. The e ects of synaptic noise are distinct from, and more fundamental than, those of noise on the input data. In particular, a distinction must be drawn between analog inaccuracy, which takes the form of random variations in the synaptic arithmetic, and lack of digital precision, which restricts weight values to a coarsely-quantised set of allowable values. The former is benign to training, whereas the latter is not. Based on a simple Taylor expansion of the error function to incorporate synaptic noise, we have made speci c predictions regarding the enhanced fault tolerance of a network subjected to \noisy" training, and demonstrated their correctness via simulations on two distinct classi cation problems. This technique o ers an e ective method for distributing the information required to perform a particular mapping optimally across a given weight set without detailed intervention in the learning process. The synapses must simply be rendered \noisy" during training. As a corollary, weight perturbation experiments indicate that tolerance to weight corruption is also enhanced. Both of these results are of obvious practical importance, particularly in analog VLSI networks, where weight circuitry may be imprecise and occasionally non-functional.
That noisy training would enhance fault tolerance was perhaps, in retrospect, obvious. Perhaps more unexpectedly, we are able to infer changes in both the learning trajectory and in the \quality" of the learnt mapping in the presence of noisy training. This takes the form of a sculpting of the error function to take account of the detailed shape of the error surface, and the weight-output mapping via the intermediary of a second derivative term in the error function. This causes a pseudo \look-ahead" during learning, favouring \working solutions" which indicate that future weight changes are likely to reduce the error, as well as producing a low instantaneous error. This can be seen to be due to the introduction of an additional term into the weight update equation (over several epochs) that allows the update of an individual weight to take account of the average e ect of all the other weights. The noise acts as a medium transmitting this statistical information between weights, in a manner analogous to, but much simpler than, that in a Boltzmann machine. We have, in this paper, substantiated the mathematical predictions regarding learning trajectory via simulations monitoring the progress of training in the same two classi cation problems, and the gross e ect has already been reported (in simulation only) on a third 9].
The most obviously useful e ect -that generalisation ability is improved by noisy training -is also predictable mathematically, and provable by simulation. The e ect of noise on the internal representations, which control the characteristics of the mapping, are to make them \ rmer". In other words, hidden nodes are encouraged by the noise to adopt states that are rmly ON or OFF. This endows them with a resilience to variations in the input data, and we have demonstrated this both by measurements of the details of the hidden node states, and by assessing the generalisation ability itself (again, this was reported in summary for a third problem in 9]).
In summary, we believe these results are fundamental to all supervised learning procedures that involve gradual weight increment or decrement in the light of calculated errors. They constitute a great encouragement to developers of analog learning hardware, and are also of great signi cance in the domain of software learning, where they o er a tool for massaging the characteristics of a learnt mapping without recourse to detailed intervention in the architecture or the training procedure, or tampering with the training data.
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