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BAB III 
METODE  PENELITIAN 
 
3.1 Jenis Penelitian  
Jenis data yang digunakan dalam penelitian ini adalah kuantitatif yaitu data 
berupa angka dan dapat diukur serta diuji dengan metode statistik.Penelitian ini 
dilakukan menggunakan pendekatan kuantitatif. Sedangkan sumber data yang 
digunakan merupakan data sekunder yang diperoleh dari laporan tahunan 
Perusahaan Manufaktur Sub Sektor Otomotif yang terdaftar  di BEI periode 2013-
2017. 
 
3.2 Populasi, Sampel, Teknik pengambilan Sampel  
3.2.1 Populasi  
Populasi dalam penelitian ini adalah seluruh Perusahaan Manufaktur Sub 
Sektor Otomotif yang terdaftar di BEI Periode 2013-2017. 
3.2.2  Sampel  
Sampel merupakan bagian dari populasi yang dipilih dengan menggunakan 
aturan-aturan  tertentu, yang digunakan untuk mengumpulkan informasi atau data 
yang menggambarkan sifat atau ciri yang dimiliki populasi. Sampel yang 
digunakan seluruh Perusahaanm Manufaktur Sub Sektor Otomotif terdaftar di BEI 
Tahun 2013-2017. 
Terdapat kriteria pemilihan sampel adalah sebagai berikut:   
1. Perusahaan yang mempublikasikan laporan tahunan (annual report) dan 
laporan keuangan pada tahun 2013-2017 secara lengkap, didelisting selama 
periode pengumpulan data. 
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2. Perusahaan yang tidak mengalami kerugian atau memperoleh laba selama 
tahun penelitian yang menyebabkan distorsi dalam pengukuran penghindaran 
pajak. Perusahaan yang mengalami rugi tidak dikenakan beban pajak.  
3. Perusahaan yang mempublikasikan laporan keuangan dan tahunan secara 
lengkap, serta memenuhi kriteria penelitian selama lima tahun berturut-turut.  
Tabel III.1 
Sampel Penelitian 
NO KRITERIA JUMLAH 
1 Perusahaan manufaktur sub sektor otomotif menyediakan 
laporan keuangan dan tahunan periode 2013-2017. 
(13) 
3 Perusahaan manufaktur sub sektor otomotif menyediakan 
laporan keuangan dan tahunan periode 2013-2017 dan tidak 
listing selama  periode pengumpulan data. 
(1) 
4 Perusahaan manufaktur sub sektor otomotif yang mengalami 
kerugian fiscal selama periode pengumpulan data. 
(5) 
 JUMLAH SAMPEL (7) 
Sumber: Data Olahan 2018 
 
TabelIII.2 
Sampel Penelitian 
 
NO KODE NAMA PERUSAHAAN 
1.  ASII PT.Astra International Tbk 
2.  AUTO PT. Astra Otopart Tbk 
3.  BRAM PT. IndoKordsa Tbk 
4.  INDS PT. IndoSpiring Tbk 
5.  NIPS PT. Nipress Tbk 
6.  SMSM PT. Selamat SempurnaTbk 
7 PRAS PT. Prima Alloy steel Universal Tbk 
Sumber: fact Book 2018 
3.2.3  Teknik Pengambilan Sampel  
Teknik pengambilan sampel dilakukan dengan metode purposive sampling 
yang menjadi salah satu bagian non random sampling. 
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3.3 Jenis Data dan Sumber Data  
Penelitian ini menggunakan data sekunder yang berupa laporan tahunan dan 
laporan keuangan semua perusahaanManufaktur Sub Sektor Otomotif yang 
terdaftar di BEI periode 2013-2017. Data dalam penelitian ini didapat dari Bursa 
Efek Indonesia (BEI) melalui Indonesia Capital Market Directory (ICMD) dan 
annual report. 
 
3.4 Teknik Pengumpulan Data  
Metode pengumpulan data yang digunakan dalam penelitian ini adalah 
metode  studi pustaka dan metode dokumentasi. Metode studi pustaka adalah 
metode pengumpulan data dengan melakukan telah pustaka, mengkaji berbagai 
sumber seperti buku,jurnal dan sumber lainnya yang berkaitan dengan penelitian. 
Sedangkan metode dokumentasi adalah metode pengumpulan data dengan 
melihat, menggunakan dan mempelajari data-data sekunder yang diperoleh dari 
website bursa efek Indonesia (BEI) dan dokumen Indonesia Capital Market 
Directory (ICMD) yaitu laporan tahunan dan laporan keuangan yang terpilih 
sebagai sampel penelitian.   
3.5 Variabel dan Definisi Operasional Variabel Penelitian  
3.5.1  VariabelTerikat (DependenVariabel) 
Variabel dependen adalah variabel yang nilainya dipengaruh oleh variabel 
independen. Variabel dependen yang digunakan dalam penelitian ini adalah 
agresivitas pajak. Agresivitas pajak perusahaan adalah suatu tindakan merekayasa 
pendapatan kena pajak yang direncanakan melalui tindakan perencanaan pajak 
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baik menggunakan cara legal (tax avoidance) maupun ilegal (tax evasion) disebut 
dengan agresivitas pajak.  
Tingkat Agresivitas wajib pajak badan dinyatakan dalam Effective Tax Rate 
(ETR) yang dapat dirumuskan dengan Mengikuti (Lanisdan Richardson, 2012): 
      
           
                  
        
Keterangan: 
1.  ETR, Adalah effective tax rate berdasarkan pelaporan keuangan 
akuntansi yang berlaku. 
2.  Tax Expense, adalah Beban pajak penghasilan badan untuk 
perusahaan I pada tahun t berdasarkan laporan keuangan perusahaan. 
3.  Pretax income, adalah laba sebelum pajak untuk perusahaan I pada 
tahun t berdasarkan laporan keuangan perusahaan. 
3.5.2 VariabelBebas (IndependenVariabel) 
1. Intensitas Persediaan (X1) 
Intensitas Persediaan menandakan besarnya perputaran persediaan yang 
terjadi selama periode berjalan. Intensitas persediaan diperoleh dengan 
mebandingkan Harga pokok penjualan dengan jumlah persediaan perusahaan. 
Ada pun rumus intensitas persediaan (Fahmi, 2011) adalah: 
                     
                    
               
        
2. Intensitas Aset Tetap (X2) 
Intensitas Aset Tetap menunjukkan proporsi aset tetap di dalam perusahaan 
dibandingkan dengan total aset yang dimiliki. Intensitas Aset Tetap diperoleh 
dengan membandingkan total aset tetap dan total asset (Darmadi, 2013) diukur 
melalui: 
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3. Likuiditas (X3)  
Likuiditas menggambarkan kemampuan perusahaan dalam memenuhi jangka 
pendek secara lancar dan tepat waktu. Likuiditas diukur menggunakan rasio lancar 
(current ratio) dengan membandingkan aset lancar dengan kewajiban lancar/utang 
lancar. Adapun rumus current ratio (Fahmi, 2014:121) adalah: 
             
           
            
      
4. Leverage (X4) 
Leverage menunjukkan seberapa besar aset perusahaan yang berasal dari 
modal eksternal. Leverage diukur menggunakan rasio total utang (debt Ratio) 
diperoleh dengan membandingkan total kewajiban dan total aset perusahaan. 
Adapun rumus Debt Ratio (Fahmi, 2014:121) adalah: 
                 
          
          
      
 
5. Ukuran Perusahaan (X5) 
Ukuran perusahaan merupakan salah satu karakteristik perusahaan yang 
merupakan variabel penduga dan banyak digunakan untuk menjelaskan variasi 
pengungkapan dalam laporan tahunan perusahaan. Ukuran perusahaan 
menggambarkan seberapa besar aset yang dimiliki perusahaan. Total aset adalah 
segala sumber daya yang dikuasai oleh perusahaan sebagai akibat dari transaksi 
masa lalu dan diharapkan akan memberi manfaat ekonomi bagi perusahaan di 
masa yang akan datang. Ukuran perusahaan dinyatakan dalam Rumus (Sulistiono, 
2010): 
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3.6 Uji Kualitas Data 
3.6.1  Analisis Statistik Deskriptif  
Analisis statistik deskriptif digunakan untuk menjelaskan deskripsi data 
dari keseluruhan variabel dalam penelitian yang dilihat dari nilai minimum, nilai 
maksimum, rata-rata (mean) dan standar deviasi. Menurut Ghozali (2012) analisis 
statistik deskriptif bertujuan untuk memberikan gambaran mengenai distribusi dan 
perilaku data sampel penelitian.  
3.6.2  Uji Asumsi Klasik  
Uji asumsi klasik dilakukan untuk mengetahui apakah data yang 
digunakan layak untuk dianalisis, karena tidak semua data dapat dianalisis dengan 
regresi. Dalam penelitian ini menggunakan4 uji asumsi klasik yaitu uji normalitas, 
uji multikolinieritas, uji autokorelasidan uji heteroskedastisitas.  
3.6.2.1 Uji Normalitas  
Uji normalitas dilakukan untuk menguji apakah model regresi, variabel 
pengganggu dan residual berdistribusi normal atau tidak, dapat dilakukan dengan 
analisa grafik dengan melihat normal probability dan Kolmogorov-Smirnov, 
karena data yang baik adalah data yang berdistribusi normal.  
a. Analisis grafik 
Untuk melihat normalitas residual dengan melihat grafik histogram 
yang membandingkan antara data observasi dan distribusi yang mendekati 
distribusi normal, pada prinsipnya normalitas dapat di deteksi dengan 
melihat penyebaran data (titik) pada sumbu diagonal dari grafik normal 
plot. 
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b. Analisis statistik 
Dalam pengambilan keputusan dalam uji statistik kolmogorov-
smirnov ≥ 0,05 maka data residual terdistribusi dengan normal. Sebaliknya 
jika signifikan ≤ 0,05 maka data residual terdistribusi secara tidak normal  
(ghozali, 2012). 
3.6.2.2 Uji Multikolinieritas  
Uji Multikolinearitas digunakan untuk mengetahui ada atau tidaknya hubungan 
linear antara variabel independen dalam model regresi. Salah satu cara untuk 
mengetahui ada tidaknya multikolinearitas pada suatu model regresi adalah 
dengan melihat nilai tolerance dan VIF (Variance Inflation Factor). Jika nilai 
tolerance > 0,1 dan VIF < 10, maka dapat diartikan bahwa tidak terdapat 
multikolinearitas pada penelitian tersebut (Ghozali, 2012) 
3.6.2.3Uji Autokorelasi  
Uji autokorelasi bertujuan untuk menguji apakah dalam suatu model regresi linear 
ada korelasi antara kesalahan pengganggu pada periode t-1 (sebelumnya). Jika 
terjadi korelasi, berarti terdapat autocorrelation. Model regresi yang baik adalah 
regresi yang bebas dari autocorrelation. Untuk mengetahui ada tidaknya 
autocorrelation dengan mendeteksi besarnya durbin-watson test (ghozali, 2012). 
3.6.2.4 Uji Heterokedastisitas 
Uji heterokedastisitas bertujuan untuk menguji apakah dalam model 
regresi terjadi ketidaksamaan varians dari residual satu pengamatan ke 
pengamatan yan lain. Jika residualnya mempunyai varian yang sama disebut 
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homokedastisitas, dan jika berbeda disebut heterokedastisitas. Persamaan regresi 
yang baik jika tidak terjadi heterokedastisitas. 
Dalam penelitian ini, peneliti menggunakan uji statistik yaitu uji glejser 
untuk menguji ada tidaknya heteroskedastisitas. Dalam uji glejser, apabila 
variabel independen signifikan secara statistik dalam mempengaruhi variabel 
dependen, maka ada indikasi terjadi heteroskedastisitas. Sedangkan apabila 
variabel independen tidak signifikan secara statistik dalam mempengaruhi 
variabel dependen, maka tidak ada indikasi terjadi heteroskedastisitas. Hal 
tersebut diamati dari probabilitas signifikansinya di atas tingkat kepercayaan 5% 
(Ghozali, 2012).  
Selain menggunakan uji gletser, salah satu cara yang digunakan untuk 
melakukan uji heteroskedastisitas ini yaitu dengan melihat grafik plot antara nilai 
prediksi variabel independen (ZPRED) dengan residual (SRESID). Jika ada pola 
tertentu, seperti titik - titik yang ada membentuk pola tertentu yang teratur 
(bergelombang, melebar kemudian menyempit), maka mengindikasi telah terjadi 
heteroskedastisitas. Jika tidak ada pola yang  jelas, serta titik-titik menyebar diatas 
dan dibawah angka 0 pad asumbu Y, maka tidak terjadi heteroskedastisitas 
(Ghozali, 2012). 
3.7 MetodeAnalisis Data 
Teknik analisis data yang dilakukan dengan uji Statistik menggunakan regresi 
linear berganda dengan bantuan Statistic packpage for social science (SPSS). 
Berdasarkan hipotesis dalam penelitian ini maka metode analisis data yang 
digunakan adalah analisis kuantitatif untuk memperhitungkan atau 
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memperkirakan secara kuantitatif dari beberapa faktor secara sendiri-sendiri 
maupun secara bersama-sama terhadap variabel terikat. 
Agresivitas pajak sebagai variabel dependen diproksikan dengan effective 
tax rate (ETR), sedangkan variabel independennya terdiri dari Intensitas 
Persediaan, Intensitas Aset Tetap, likuiditas, leverage, dan ukuran perusahaan 
Persamaan regresi linear berganda yang digunakan dalam penelitian ini 
dirumuskan sebagai berikut: 
TAGit= α0+β1PER +β2AT + β3LIQ+β4LEV + β5SIZE + e 
Keterangan 
TAGit :  Agresivitas pajak perusahaan I tahun ke-t yang diukur 
dengan menggunakan proksi effective tax rate (ETR) 
α0 : Konstan 
β1,β2, β3,β4, β5  :  Koefisien regresi 
PER :  Intensitas Persediaan 
AT :  Intensitas Aset Tetap 
LIQ :  Likuiditas 
LEV :  Leverage 
SIZE :  Ukuran perusahaan 
E :  Error (kesalahan pengganggu) 
3.8 Pengujian Hipotesis 
Metode regresi berganda diterapkan dalam penelitian ini karena selain 
untuk mengukur kekuatan hubungan antara dua variabel atau lebih, juga 
menunjukkan arah hubungan antar variabel, apakah memiliki  hubungan positif 
atau negatif. Agresivitas pajak sebagai variabel dependen diproksikan dengan 
effective tax rate (ETR), sedangkan variabel independennya terdiri dari Intensitas 
Persediaan, Intensitas Aset Tetap, likuiditas, leverage, dan ukuran perusahaan 
 55 
3.8.1 Uji Parsial dengan T-Test  
Uji statistik T pada dasarnya menunjukkan seberapa jauh pengaruh satu 
variabel penjelas/independen secara individu dalam menerangkan variasi variabel 
dependen  (Ghozali,  2012).  Penolakan  atau  penerimaan  hipotesis  berdasarkan 
kriteria sebagai berikut:  
1.  H0 diterima bila ttabel > thitung, atau dapat dilihat dari nilai 
signifikansinya apabila > 0.05; artinya tidak terdapat pengaruh yang 
signifikan dari variabel bebas secara parsial terhadap variabel terikat.  
2. Ha diterima bila thitung > ttabel, atau dapat dilihat dari nilai    
signifikansinya apabila < 0.05; artinya terdapat pengaruh yang signifikan 
dari variabel bebas secara parsial terhadap variabel terikat.   
3.8.2 Koefisien Determinasi (R2)  
Koefisien  determinasi  (R2)  pada  intinya  mengukur  seberapa  jauh 
kemampuan model dalam menerangkan variasi variabel dependen. Nilai koefisien 
determinasi adalah antara nol dan satu. Nilai R2  yang kecil berarti kemampuan 
variabel-variabel  independen  dalam  menjelaskan  variabel-variabel  independen 
memberikan hampir semua informasi yang dibutuhkan untuk memprediksi variasi 
variabel dependen (Ghozali, 2012).  Apabila koefisien daterminasi (R2)=0 berarti 
tidak ada hubungan antara variable independen dengan  variabel  dependen,  
sebaliknya  untuk  koefisien determinasi (R2)=1 maka terdapat hubungan yang 
sempurna. Digunakan adjusted R2 sebagai koefisien determinasi apabila regresi 
variabel bebas lebih dari dua.  
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3.8.3 Uji Signifikasi Simultan (Uji Statistik F) 
Menurut Ghozali (2012) uji statistik F dapat menunjukkan apakah semua 
variabel independen atau variabel bebas dimasukkan dalam model mempunyai 
pengaruh secara bersama – sama terhadap variabel dependen atau variabel terikat. 
Jika signifikansi > 0,05 atau 5% maka hipotesis ditolak, akan tetapi apabila 
signifikansi < 0,05 atau 5% maka hipotesis diterima dan bias diartikanbahwa 
variable independen memiliki pengaruh bersama-sama terhadap variable 
lndependen. 
