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Abstract
This is a first paper in a series of two. In both papers, we consider the question of control of Maxwell’s
equations in a homogeneous medium with positive conductivity by means of boundary surface currents. The
domain under consideration is a cube, where the conductivity is allowed to take on any nonnegative value.
An additional restriction imposed in order to make this problem more suitable for practical implementa-
tions is that the controls are applied over only one face of the cube. In this paper, the method of moments
is employed to establish spectral controllability for the above case (meaning that any finite combination of
eigenfunctions is controllable). In the companion paper [S.S. Krigman, C.E. Wayne, Boundary controlla-
bility of Maxwell’s equations with nonzero conductivity inside a cube, II: Lack of exact controllability and
controllability for very smooth solutions, J. Math. Anal. Appl. (2006), doi:10.1016/j.jmaa2006.02.102] it
will be established, by modifying the calculations in [H.O. Fattorini, Estimates for sequences biorthogonal
to certain complex exponentials and boundary control of the wave equation, in: New Trends in Systems
Analysis, Proceedings of the International Symposium, Versailles, 1976, in: Lecture Notes in Control and
Inform. Sci., vol. 2, Springer, Berlin, 1977, pp. 111–124], that exact controllability fails for this geom-
etry regardless of the size of the conductivity term. However, we will also establish in [S.S. Krigman,
C.E. Wayne, Boundary controllability of Maxwell’s equations with nonzero conductivity inside a cube, II:
Lack of exact controllability and controllability for very smooth solutions, J. Math. Anal. Appl. (2006),
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cients of their initial data decay at a suitable exponential rate.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Maxwell’s equations; Riesz basis; Boundary controls; Spectral controllability; Damping; Method of
moments
1. Introduction
Suppose that Ω is a cube which consists of a medium which has constant values of electric
permittivity, magnetic permeability, and conductivity. We will place no restrictions on the value
of conductivity, other than that it must be nonnegative. Further, we will assume that the bound-
aries of Ω are made up of a perfectly conducting material, which acts as an impenetrable wall
for the electro-magnetic waves. Both, in this paper and in the sequel [15], we will study the fol-
lowing controllability problem. Given some initial electric and magnetic fields in such a cube, is
it possible to “steer” those fields to the desired state by means of control surface currents which
are applied over only one face of the cube?
The controllability problem has an application to nuclear fusion, as was mentioned by Rus-
sell [25], as well as to the design of wave guides and cavities. Furthermore, the methods used in
this problem could provide the framework for understanding acoustical problems like the local-
ization or extinction of underwater sources (some of this has been discussed in [3,5]), as well as
control of deflections in complex structures as was alluded to, e.g., in [26]. Further, an important
application of exact controllability results, as was pointed out by Yamamoto [29], Nicaise [22] is
the inverse source reconstruction problem.
Exact boundary controllability problems for Maxwell’s equations have been addressed in the
recent literature for the nonconductive medium. In that case, the authors were dealing with a
system where the energy was either conserved [13,14,17,22,24,25] or dissipated through the
boundary only [12]. In our case, the nonzero conductivity term implies the presence of free
conducting electrons throughout the domain Ω . This has an effect of damping the energy
throughout Ω with time. Additionally these conducting electrons are responsible for inducing
a nonzero internal charge density throughout the region (unless the ratio of the electric permit-
tivity to the conductivity is a constant, as for example happens in the homogeneous medium).
These factors significantly complicate the mathematical description of the problem because the
case without conductivity generates a self-adjoint Maxwell operator, while the present case gen-
erates a nonself-adjoint operator.
A frequently used approach to the problem of controllability of Maxwell’s equation, is the
Hilbert uniqueness method (HUM) of Lions [19,20]. This method was employed to study a
variety of control problems in general star shaped regions, e.g., [14,17,18,22,24]. In HUM, the
analysis is performed on the adjoint homogeneous system to the system one wants to control.
The exact controllability problem is shown to be equivalent to the uniqueness of solutions of the
adjoint system, together with establishing certain energy (or observability) inequalities. In [16]
we attempted to prove the boundary controllability in a star shaped domain using the HUM. It
turned out that even in the case of the homogeneous medium, we were still restricted in our ability
to establish these inequalities except in the case of very small dissipation. A similar restriction
was encountered by Triggiani in [28] when studying boundary controllability of a damped wave
equation with the damping term being a bounded nonnegative operator on L2(Ω). We wish to
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that domain—the method of moments (MOM).
On the one hand, the shape of a cube is simple enough so that, owing to symmetries, the
eigenfunctions and eigenvalues of the Maxwell operator can be computed explicitly. On the other
hand, this simplicity is deceptive. As was observed in [8], based on an earlier work of Russell
[27], the sufficient geometric condition for exact boundary controllability of undamped scalar
wave equation is satisfied after an arbitrarily small deformation of the cube Ω , when controls
are applied over one face of Ω . Moreover, the controls applied over one face of a cube will
violate the necessary geometric condition for the exact controllability of a scalar wave equation
without internal dissipation, as given in [2] but small perturbations will also satisfy the sufficient
conditions of [2].
We need to remark that we choose the cube over a parallelepiped only to simplify the calcu-
lations. In particular this will make the expressions for the eigenvalues a little less complicated
and it will simplify the unwieldy normalization constants for the eigenfunctions. Otherwise, all
of the analysis below will carry over to parallelepipedal domains as well.
Some of the earlier works on Maxwell’s equations have considered a control problem on very
special regions, made up of a homogeneous medium, where one can make use of symmetries
(e.g., a sphere [13] or a cylinder [25]). Control problems on such regions were solved via a
method of moments technique. With this method we are able to find explicitly the eigenfunctions
of the Maxwell operator and solve for the controls explicitly. It is not applicable to a general
region, but it will be our method of choice here.
Because Maxwell’s equations in homogeneous media can be re-written as vector wave equa-
tions (with dissipation in our case) we were able to adapt the techniques used in the controllability
of the scalar wave equation. Many works of Russell and various collaborators were crucial in
the development of this topic. The work [26] treats the controllability of vibrations of a string
with controls being applied throughout the string. This work provides many valuable tools of
“nonharmonic Fourier series”—a study of the properties of sets of complex exponentials {eiλnt }
in Lp(−T ,T ). Together with [11] it gives us the tools to determine whether the sequences of
this type, which will be encountered in this work, are minimal (hence possess biorthogonal se-
quences). Boundary controllability of the wave equation in a three-dimensional sphere is studied
in [10]. Many useful techniques on setting up the systems of equations for the method of mo-
ments in a way which yields a natural solution to the control problem in terms of sequences
biorthogonal to certain complex exponentials, were borrowed from this work.
Fattorini [8] has studied the problem in the case of boundary controllability of a scalar wave
equation with controls being applied over one face of a parallelepiped. He has found that given
any T > 0, it is not possible to steer any Sobolev space of initial data to zero via controls in
L2(Γ × (0, T )) if Γ is only one face of the boundary. Fattorini has also found that in the case
when the initial data is very smooth (roughly speaking, when the Fourier coefficients decrease
faster than inverse of the exponent of the index), it can be steered to zero in the time required for
the wave to travel across the domain and back. In the sequel [15], we have adapted Fattorini’s
techniques, while accounting for the differences between undamped scalar wave equation and
damped Maxwell’s equations, in order to establish similar results for our case.
We must mention that one of the key results established in [15], a lower bound on the norms
of certain functions, does not entirely agree with a similar result derived in [8]. We believe that
these difference will remain even in the case of the scalar wave equation, discussed in [8]. This
implies that the space of the initial data for which the control problem is shown to not have a
solution is smaller than is claimed in [8].
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of dimensions π × π × π . We are going to consider controls along the upper face of this cube.
Thus
Ω = [0,π] × [0,π] × [0,π], (1)
Γ = {(x, y, z) ∈ Ω: z = π} (2)
and the equations for which we consider the boundary controllability problem are
∇ ×E + H˙ = 0 in Ω, t > 0, (3)
E˙ + σE − ∇ × H = 0 in Ω, t > 0, (4)
∇ ·H = 0 in Ω, t > 0, (5)
E(0) = E0, H(0) = H 0 in Ω (6)
subject to the boundary condition
n ×H = −J on Γ, t > 0, n× H = 0 on ∂Ω\Γ, t > 0. (7)
We wish to find controls J (x, t) such that E(x,T ) = H(x,T ) = 0 for some T > 0. Recall that
because the problem is linear and because the initial value problem for Maxwell’s equations is
well-posed both in forward and backward time, the ability to drive an arbitrary initial data to a
null state is equivalent to the ability to drive that data to any other arbitrary state.
In the remainder of the introductory section we will describe an outline of this work. Relevant
function spaces and main results from both the current paper and the sequel [15] are presented
in Section 2. First, we will need to obtain the formal solution to the control problem. In order to
do that, we need to determine the eigenfunctions and the eigenvalues of the Maxwell operator,
which is done in Section 3. Section 4 established the well-posedness of solutions of Maxwell’s
equations with boundary input. In Section 5, we represent the initial data (6) in terms of an
infinite summation with respect to this basis. At the same time we will represent the boundary
control function as an infinite summation of functions of time over the basis functions of L2(Γ )3.
Direct substitutions of these expansions into the integral representation of the control problem
will yield an equivalent moment problem consisting of a countably infinite system of equations.
In Section 6, this system will be solved for the unknowns which are the coefficients of functions
of time biorthogonal to certain complex exponentials, resulting in the controls which bring the
initial data to rest. In Section 7, the existence of such biorthogonal sequences of functions will
be discussed and we will quote some relevant results from nonharmonic Fourier series. It will
then be shown that the controls which bring to rest any finite combination of eigenvectors in
the initial data belong to the function space L2(0, T ;L2(Γ )3), provided that T is large enough,
establishing main result of the current paper.
It will also become clear that a bound needs to be obtained on the norms of these biorthogonal
sequences in order to be able to tell whether the controls obtained in this way can be bounded in
any norm, particularly the norm in L2(0, T ;L2(Γ )3). In the companion paper [15], we will mod-
ify the analysis in [8] to show that the norm of each element of the biorthogonal sequence may
be bounded from below. This result will in turn lead us to the conclusion that any Sobolev space
will possess initial conditions such that the resulting electromagnetic field cannot be steered to
zero by the controls residing in L2(0, T ;L2(Γ )3) in any finite time T > 0 (because the initial
conditions are not smooth enough).
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ally constructing them. This will allow us to quantify just how smooth the initial data must be in
order for the controls to reside in the space L2(0, T ;L2(Γ )3).
2. Function spaces and main results
We will list below some function spaces that we will be using along with their inner products.
We choose notation which is consistent with [22]. Define first the following spaces:
H= L2(Ω)3 ×L2(Ω)3.
Thus its inner product is given by((
φ1
ψ1
)
,
(
φ2
ψ2
))
H
=
∫
Ω
{φ1 · φ¯2 +ψ1 · ψ¯2}dx.
Also define two more spaces provided with the usual L2(Ω)3 norm:
J (Ω,1) = {χ ∈ L2(Ω)3: ∇ · (χ) = 0},
Jˆ (Ω,1) = {χ ∈ J (Ω,1): χ · n|∂Ω = 0}.
With these spaces we can define some more:
H(curl,Ω) = {χ ∈ L2(Ω)3: ∇ × χ ∈ L2(Ω)3},
H0(curl,Ω) =
{
χ ∈ L2(Ω)3: ∇ × χ ∈ L2(Ω)3, χ × n|∂Ω = 0
}
,
J 1τ (Ω,1) =
{
χ ∈ H0(curl,Ω): ∇ · (χ) = 0
}
,
J 1ν (Ω,1) = Jˆ (Ω,1) ∩H(curl,Ω)
all four spaces provided with the norm
‖χ‖2H(curl,Ω) = ‖χ‖2L2(Ω)3 + ‖∇ × χ‖2L2(Ω)3 .
Also set
H1 = J (Ω,1)× Jˆ (Ω,1),
K= J 1τ (Ω,1) × J 1ν (Ω,1)
with the norm on H1 and K defined based on the norms on the their constituent spaces.
Remark 1. Because our chosen domain Ω , the cube, is convex, any function χ which belongs
to either J 1τ (Ω,1) or J 1ν (Ω,1) must belong to H 1(Ω)3, e.g., [4].
We now turn our attention to three major theorems established in this paper.
Theorem 1. Suppose Ω , Γ are as in (1), (2) and Ω is made up of homogeneous medium with
any nonnegative conductivity value σ  0. Then for T > 2π the system (3)–(7) is spectrally
controllable (meaning that any finite combination of eigenfunctions of the Maxwell operator
may be steered to a null state) in time T . The controls
J (x, t) ∈ L2(0, T ;L2(Γ )3).
In particular, the controls are applied over just one face of Ω .
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mode. We also note that Γ may be any face of the cube, however, for concreteness, all the
analysis will be performed for Γ as in (2). Our next theorem, to be established in the sequel [15],
states that spectral controllability is the strongest result possible.
Theorem 2. There exist functions {H 0,E0} ∈ K, such that the control problem has no solution
J ∈ L2(0, T ;L2(Γ )3) for any time T > 0.
The proof will also reveal that the set of all controllable initial states is a countable union of
nowhere dense subsets (a category one set) of H, meaning that the set of the states which cannot
be exactly controlled is a category two set.
The last major result, also to be established in [15], shows that for very smooth initial data
we can solve the control problem. Represent the initial data (6) in terms of Fourier coefficients
E0lmnk , H
0
lmnk as
E0 =
∑
lmn
∑
k=0,1,2
E0lmnkΨlmnk(x), H
0 =
∑
lmn
∑
k=0,1,2
H 0lmnkΦlmnk(x) (8)
with Ψlmnk(x), Φlmnk(x) being the basis functions for J 1ν (Ω,1) and J 1τ (Ω,1), respectively,
which will be defined in the next section. Define
μ(l,m)
def=
√(
l2 + m2)− (σ/2)2.
Theorem 3. Let T > 2π . Let E0,H 0 be given by (8) with
∑
lmn
∑
k=1,2
( |E0lmnk|2
K2(l,m,n, k)
+ |H
0
lmnk|2
K2(l,m,n, k)
)
e2πμ(l,m) = τ 2(E0,H 0)< ∞
then the control problem has a solution J (x, t) ∈ L2(0, T ;L2(Γ )3) such that∥∥J (x, t)∥∥
L2(0,T ;L2(Γ )3)  Cτ
(
E0,H 0
)
.
The normalization constant K(l,m,n, k) is defined in (16) and (17) below. C is a constant inde-
pendent of the initial data.
3. Eigenfunctions for Maxwell operator in the homogeneous medium in a cube
Before proceeding further we need to define some key operators. We start with the Maxwell
operator A defined as
A=
(
0 −μ−1curl
−1curl −−1σ
)
.
Following [23], A can be written as A=A0 +B, where
A0 =
(
0 −μ−1curl
−1curl 0
)
and B =
(
0 0
0 −1σ
)
.
In this section we are going to list the eigenfunctions of the Maxwell operator for the geom-
etry described above. It can easily be shown that in a homogeneous medium solutions with
divergence free initial data remain divergence free. Therefore the domain of this operator
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case. In the case of a Maxwell’s operator without dissipation, A0, Theorem 1 [6, p. 266]
yields that A∗0 = −A0. Therefore iA0 is a self-adjoint operator. The compact embedding of
D(A) = D(A0) = D(iA0) J (Ω,1) × Jˆ (Ω,1), observed in [22] allows us to use the Spectral
Theorem [31], to conclude that the eigenvectors of A0 form a complete orthonormal system for
J (Ω,1) × Jˆ (Ω,1). Consequently, the eigenvectors of A which are the same as the eigenvec-
tors of A0 form a complete orthonormal system for J (Ω,1) × Jˆ (Ω,1). Recall that both the
electric and magnetic fields in the homogeneous medium without dissipation satisfy the three-
dimensional vector wave equation. Therefore in order to find the eigenfunctions of the Maxwell
operator, we will simply look for the eigenfunctions of the −Δx operator in 3 dimensions which
satisfies the divergence free conditions and also the appropriate boundary conditions: requiring
that either the tangential or the normal component must vanish at the boundary.
3.1. The basis for J 1ν (Ω,1)
Those eigenfunctions of −Δx belonging to the space J 1ν (Ω,1), denoted by {Ψlmnk}, must sat-
isfy Ψlmnk ·n = 0 on the boundary ∂Ω . They may be written the form of the triplets Ψ (i)lmn(x, y, z),
i = 1,2,3, l,m,n 1
Ψ
(1)
lmn(x, y, z) = A sin(lx) cos(my) cos(nz), (9)
Ψ
(2)
lmn(x, y, z) = B cos(lx) sin(my) cos(nz), (10)
Ψ
(3)
lmn(x, y, z) = C cos(lx) cos(my) sin(nz). (11)
Two of the three coefficients A, B , and C are arbitrary. The third coefficient must be chosen in a
such way in order to keep Ψ solenoidal.
The basis functions for J 1ν (Ω,1), normalized in the L2(Ω)3 norm, form “pairs” of triplets
listed below. One pair corresponds to B = 0 and another one to A = 0.
Ψ
(1)
lmn1(x, y, z) =
√
8
π3(1 + l2
n2
)
sin(lx) cos(my) cos(nz), l,m,n 1,
Ψ
(2)
lmn1(x, y, z) = 0, l,m,n 1,
Ψ
(3)
lmn1(x, y, z) = −
l
n
√
8
π3(1 + l2
n2
)
cos(lx) cos(my) sin(nz), l,m,n 1,
and
Ψ
(1)
lmn2(x, y, z) = 0, l,m,n 1,
Ψ
(2)
lmn2(x, y, z) =
√
8
π3(1 + m2
n2
)
cos(lx) sin(my) cos(nz), l,m,n 1,
Ψ
(3)
lmn2(x, y, z) = −
m
n
√
8
π3(1 + m2
n2
)
cos(lx) cos(my) sin(nz), l,m,n 1.
For clarity we list the normalized functions which correspond to one of the indices l,m,n being
zero separately:
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(1)
0mn0(x, y, z) = 0, m,n 1,
Ψ
(2)
0mn0(x, y, z) =
√
4n2
π3(n2 +m2) sin(my) cos(nz), m,n 1,
Ψ
(3)
0mn0(x, y, z) = −
√
4m2
π3(n2 + m2) cos(my) sin(nz), m,n 1,
Ψ
(1)
l0n0(x, y, z) = −
√
4n2
π3(n2 + l2) sin(lx) cos(nz), l, n 1,
Ψ
(2)
l0n0(x, y, z) = 0, l, n 1,
Ψ
(3)
l0n0(x, y, z) =
√
4l2
π3(n2 + l2) sin(nz) cos(lx), l, n 1,
Ψ
(1)
lm00(x, y, z) =
√
4m2
π3(l2 + m2) sin(lx) cos(my), l,m 1,
Ψ
(2)
lm00(x, y, z) = −
√
4l2
π3(l2 +m2) cos(lx) sin(my), l,m 1,
Ψ
(3)
lm00(x, y, z) = 0, l,m 1.
Note on notation. When l > 0, m > 0, and n > 0, index k can be either 1 or 2. When only l = 0,
or m = 0, or n = 0 (the case of two or more indices from the set {l,m,n} being zero will be
addressed below), we no longer need the fourth index, k. However, we retain it and set k = 0 in
order to keep our notation consistent.
3.2. The basis for J 1τ (Ω,1)
Eigenfunctions of −Δx belonging to J 1τ (Ω,1), will be denoted by {Φlmnk}. These eigenfunc-
tions must satisfy Φlmnk ×n = 0 on ∂Ω . From the form of the operatorA0, we see that taking the
curl of Ψlmnk(x, y, z) yields the eigenfunctions, Φ(i)lmnk(x, y, z), i = 1,2,3, k = 1,2, l,m,n 1.
We will not need their explicit formulation in this work. This can be found in [16]. Here, we just
mention the relationship between Φlmnk(x, y, z) and Ψlmnk(x, y, z)
αlmnΨlmnk = ∇ ×Φlmnk, αlmnΦlmnk = ∇ × Ψlmnk ∀k, l,m,n. (12)
Where we defined
αlmn =
√(
l2 +m2 + n2). (13)
3.3. Justification of completeness
In this paragraph we explain in somewhat more detail why the eigenfunctions constructed
above form a complete set. Recall that as mentioned in the introduction of this section the eigen-
vectors of the dissipative operator A coincide with those of the dissipationless operator A0.
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dimensional wave equation and thus the components of the eigenfunctions of A0 can be written
in the form(
A1 sin(lx)+B1 cos(lx)
)(
A2 sin(my)+B2 cos(my)
)(
A3 sin(nz) + B3 cos(nz)
)
.
If we now use the fact that Φlmnk = ∇ × Ψlmnk , and impose the boundary conditions that Ψlmnk
be tangential to the boundary and Φlmnk be normal to the boundary, we find that the only al-
lowable combinations of coefficients in the eigenfunctions Ψlmnk are those given in (9)–(11).
Moreover, since J 1ν (Ω,1) ⊂ L2(Ω)3, and since the vectors in (9)–(11) obviously form a basis
for L2(Ω)3, we see that no other combination of sines or cosines needs to be included in the
basis for J 1ν (Ω,1). Finally, imposing the condition that both the electric and magnetic field are
solenoidal leads to the subset of basis elements included in Section 3.1 (see [16] for details).
3.4. The basis for L2(Γ )3 and its relationship to {Ψlmnk|Γ }
Finally we need to consider one more set of functions. We will need to represent the controls,
which will be derived with the aid of a solution to the adjoint problem defined below, in terms
of the sum of some time dependent functions and a basis of L2(Γ )3. Our particular choice of a
basis is guided by the requirement that it must closely resemble the functions {Ψlmnk} restricted
to Γ , which will facilitate the moment problem calculations.
Remark 2. The problem is three-dimensional. Therefore, we must consider the face Γ , which is
a square, as an object in three-dimensional space R3.
Define an orthonormal set {Ψ¯lmk(x, y)}, k = 0,1,2, l,m = 0,1,2, . . . , but not both l = m = 0,
as:
Ψ¯
(1)
lm1(x, y) =
2
π
sin(lx) cos(my), Ψ¯ (2)lm1(x, y) = 0, Ψ (3)lm1(x, y) = 0, l,m > 0,
Ψ¯
(1)
lm2(x, y) = 0, Ψ¯ (2)lm2(x, y) =
2
π
cos(lx) sin(my), Ψ¯ (3)lm2(x, y) = 0, l,m > 0.
Again, we write out the case where one of l,m = 0 separately
Ψ¯
(1)
0m0(x, y) = 0, Ψ¯ (2)0m0(x, y) =
√
2
π
sin(my), Ψ¯ (3)0m0(x, y, z) = 0,
Ψ¯
(1)
l00 (x, y) =
√
2
π
sin(lx), Ψ¯ (2)l00 (x, y) = 0, Ψ¯ (3)l00 (x, y) = 0.
The set {Ψ¯lmk} forms an orthonormal basis of L2(Γ )3 and also relates to the basis functions
{Ψlmnk} of J 1ν (Ω,1) in the following way:∫
Γ
Ψ¯l1m1k1(x, y) · Ψl2m200 = K(l2,m2,0, k1)δl1l2δm1m2 if n = 0, l1 ∗ m1 = 0, (14)
∫
Γ
Ψ¯l1m1k1(x, y) · Ψl2m2n2k2 = K(l2,m2, n2, k2)δl1l2δm1m2δk1k2 otherwise. (15)
Remark 3. The two different formulas above serve to emphasize the anomalous case which
corresponds to n = 0. If l = 0 and m = 0, Ψlm00 is not orthogonal to either Ψ¯lm1 or Ψ¯lm2.
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K(l,m,n, k) =
∫
Γ
Ψ¯lmk ·Ψlmn0 dΓ if n = 0, l ∗ m = 0, (16)
K(l,m,n, k) =
∫
Γ
Ψ¯lmk ·Ψlmnk dΓ otherwise. (17)
The values of K(l,m,n, k) can easily be calculated or found in [16]. We only note here that
depending upon the values of indices l,m,n, k the constant
K(l,m,n, k) ∼ 1
l
or K(l,m,n, k) ∼ 1
m
. (18)
Remark 4. When more than one index from the set {l,m,n} is zero, we have Ψlmn0 = 0,
Φlmn0 = 0 and K(l,m,n,0) = 0. In particular, the operatorA0 has no nonzero eigenfunctions or
eigenvalues which correspond to the index (l,0,0) or to (0,m,0). This will become important
in setting up the moment problem.
4. Well-posedness of solutions
In order to make precise the way in which solution to the system (3)–(7) are understood, we
need to set up the (negative) adjoint system, given with respect to theH norm. This system takes
the following form:
φ˙ + ∇ ×ψ = 0 in Ω, t > 0, (19)
ψ˙ − ∇ × φ − σψ = 0 in Ω, t > 0, (20)
∇ · φ = ∇ ·ψ = 0 in Ω, t > 0, (21)
φ(0) = φ0 ∈ J 1τ (Ω,1), ψ(0) = ψ0 ∈ J 1ν (Ω,1). (22)
Existence and uniqueness of strong solutions of (19)–(22) was established in [16, Chapter 4] by
using denseness ofK inH1 and applying Lumer–Phillips theorem. We will proceed as in [18,24].
Let {φ,ψ} be a solution of (19)–(22). Let us consider the system (3)–(7) with {H 0,E0} ∈ K′,
where K′ is dual of K with respect to H1 (K⊂K′) and let J ∈ L2(0, T ;L2(Γ )3). Integration by
parts leads to
〈{
H(t),E(t)
}
,
{
φ(t),ψ(t)
}〉= 〈{H 0,E0},{φ0,ψ0}〉−
t∫
0
∫
Γ
ψ · J dΓ ds, (23)
where 〈·,·〉 denotes the inner product on H.
The first bracket in (23) is by definition a linear functional on {φ0,ψ0}. Since {φ(t),ψ(t)}
remains in K for all t when the medium is homogeneous [16] then by existence and uniqueness
of solutions to (19)–(22), the map {φ0,ψ0} → {φ(t),ψ(t)} is an isomorphism from K → K.
Thus the integral in the expression (23) is also a linear functional on the elements of K. To show
uniqueness of this solution, we bound (23) with the brackets reinterpreted as the duality pairings
between K and K′∣∣〈{H(t),E(t)},{φ(t),ψ(t)}〉K′,K∣∣

∥∥{H 0,E0}∥∥ ′∥∥{φ0,ψ0}∥∥ + ‖J‖L2(0,t;L2(Γ )3)‖ψ‖L2(0,t;L2(Γ )3). (24)K K
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C2 which does not depend on any initial data such that∣∣〈{H(t),E(t)},{φ(t),ψ(t)}〉K′ ,K ∣∣

∥∥{H 0,E0}∥∥K′∥∥{φ0,ψ0}∥∥K + ‖J‖L2(0,t;L2(Γ ))C2∥∥{φ0,ψ0}∥∥K .
Consequently right side of (23) is a linear functional on K which defines the solution{
H(t),E(t)
} ∈ C([0, t];K′)
for (19)–(22) for any time t  0.
Remark 5. Recently, the well-posedness of the system which generalizes our system (19)–(22)
has also been established in [7, Section 3]. Nevertheless, the above analysis still serves the pur-
pose of justifying the formula (23).
5. Reduction to a moment problem
We turn our attention to setting up the infinite system of equations for the moment problem.
Note that we are able to solve the system (19)–(22) explicitly as an infinite series with respect to
the eigenfunctions of Section 3. We are going to need these solutions to be obtained for enough
initial data points so that we may set up a moment problem and for a variety of values of σ to
account for different types of behavior of solutions of (19)–(22). Since our goal is to control the
solutions to zero, at time t = T we require {H(T ),E(T )} = 0, and therefore expression (23)
becomes
〈{
H 0,E0
}
,
{
φ0,ψ0
}〉=
t∫
0
∫
Γ
ψ · J dΓ ds.
For clarity we rewrite the above expression as
∫
Ω
H(x,0) · φ(x,0) dx +
∫
Ω
E(x,0) · ψ(x,0) dx =
t∫
0
∫
Γ
ψ · J dΓ ds. (25)
Denoting the triplet via the multi-index n def= (l,m,n), we define
H 0nk =
∫
Ω
H(x,0) · Φnk(x) dx, E0nk =
∫
Ω
E(x,0) · Ψnk(x) dx. (26)
We will obtain the moment problem by plugging in various sets of the initial data together with
the corresponding solutions of system (19)–(22), derived in [16], into (25). Combining them with
the definition (26) is going to yield the needed pairs of equations for every multi-index n. Since
the orthonormal set {Ψ¯lmk} forms a basis of L2(Γ )3 we may write
J (x, t) = e− σ2 t
[ ∞∑
m=1
γ0m0(t)Ψ¯0m0(x) +
∞∑
l=1
γl00(t)Ψ¯l00(x)
+
∞∑ ∑
γlmk(t)Ψ¯lmk(x)
]
. (27)l,m=(1,1) k=1,2
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sion for each function γlmk(t) making up (27) in terms of the functions biorthogonal to certain
complex exponentials. Expression (25) shows that the only part of the solution of (19)–(22) that
enters the moment calculation is ψ(x, t). We can show that ψ satisfies the damped wave equation
ψ¨ − σψ˙ − Δψ = 0. (28)
Different eigenmodes of Eq. (28) corresponding to the multi-index n will have qualitatively dif-
ferent behavior depending on whether the value
4α2lmn − σ 2 < 0, 4α2lmn − σ 2 > 0, or 4α2lmn − σ 2 = 0.
We shall refer to these modes as “weakly dissipative,” “strongly dissipative,” or “intermediate,”
respectively.
5.1. Moment problem for weakly dissipative modes
Define the quantity
hM(l,m,n) =
√
4
(
l2 + m2 + n2)− σ 2, if n 0, (29)
hM(l,m,n) = −
√
4
(
l2 +m2 + n2)− σ 2, if n < 0. (30)
Letting the initial conditions be φ0 = 0, ψ0 = Ψnk the solution to (19)–(22) for a weakly dissi-
pative mode becomes
ψ(x, t) =
[
cos
hM(n)t
2
+ σ
hM(n)
sin
hM(n)t
2
]
e
σ
2 tΨnk(x). (31)
While the initial conditions φ0 = Φnk,ψ0 = 0 result in
ψ(x, t) = 2αn
hM(n)
sin
hM(n)t
2
e
σ
2 tΨnk(x). (32)
Substitution of (31) and (32) into the right-hand side of (25) yields the following moment prob-
lem: Find the surface current J (x, t) together with minimum time T required for the expressions
(33), (34), given below, to hold for every multi-index n, k corresponding to a weakly dissipative
mode:
E0nk =
T∫
0
∫
Γ
J (x, t) ·
[
cos
hM(n)t
2
+ σ
hM(n)
sin
hM(n)t
2
]
e
σ
2 tΨnk(x) dΓ dt, (33)
H 0nk =
T∫
0
∫
Γ
J (x, t) · 2αn
hM(n)
sin
hM(n)t
2
e
σ
2 tΨnk(x) dΓ dt. (34)
We next follow the ideas in [10,13] to transform the expressions (33), (34) to:
hM(n)H
0
nk
2αn
=
T∫
0
∫
Γ
J (x, t) · sin hM(n)t
2
e
σ
2 tΨnk(x) dΓ dt, (35)
E0nk −
σH 0nk
2αn
=
T∫ ∫
J (x, t) · cos hM(n)t
2
e
σ
2 tΨnk(x) dΓ dt. (36)0 Γ
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(36) and using the orthogonality between Ψ¯ and Ψ results in
hM(n)H
0
nk
2αn
= K(n, k)
T∫
0
sin
hM(n)t
2
γlmk(t) dt, (37)
E0nk −
σH 0nk
2αn
= K(n, k)
T∫
0
cos
hM(n)t
2
γlmk(t) dt. (38)
Otherwise, as discussed in Remark 3 of Section 3.4, if the index n = 0 and both l > 0, m > 0:
hM(lm0)H 0lm00
2αlm0
=
T∫
0
sin
hM(lm0)t
2
[
γlm1(t)K(l,m,0,1) + γlm2(t)K(l,m,0,2)
]
dt, (39)
E0lm00 −
σH 0lm00
2αlm0
=
T∫
0
cos
hM(lm0)t
2
[
γlm1(t)K(l,m,0,1) + γlm2(t)K(l,m,0,2)
]
dt. (40)
Combining Eqs. (37) and (38) yields that unless n = 0 and l ∗ m > 0
K(n, k)
T∫
0
e
ihM(n)t
2 γlmk(t) dt = E0nk −
σH 0nk
2αn
+ ihM(n)H
0
nk
2αn
def= ank, (41)
K(n, k)
T∫
0
e
−ihM (n)t
2 γlmk(t) dt = E0nk −
σH 0nk
2αn
− ihM(n)H
0
nk
2αn
def= bnk. (42)
While combining (39) and (40) yields, if n = 0, l > 0, m > 0
T∫
0
e
ihM(lm0)t
2
[
γlm1(t)K(l,m,0,1) + γlm2(t)K(l,m,0,2)
]
dt
= E0lm00 −
σH 0lm00
2αlm0
+ ihM(lm0)H
0
lm00
2αlm0
def= alm00, (43)
T∫
0
e
−ihM (lm0)t
2
[
γlm1(t)K(l,m,0,1) + γlm2(t)K(l,m,0,2)
]
dt
= E0lm00 −
σH 0lm00
2αlm0
− ihM(lm0)H
0
lm00
2αlm0
def= blm00. (44)
Thus, we have obtained the moment problem (41)–(44) for the low dissipation modes.
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5.2. Moment problem for strong dissipation
We will only have to make the minor adjustments to the solution for the moment problem
in the case of weak dissipation. The differences arise only for (at most) finitely many of those
modes where
σ 2 > 4
(
l2 +m2 + n2). (45)
Letting sgn(n) stand for sign of n, define the quantity
h˜M(l,m,n) = sgn(n)
√
σ 2 − 4(l2 +m2 + n2). (46)
Calculations similar to those outlined in the previous section result in the following moment
problem for high dissipation modes:
K(n, k)
T∫
0
e−
h˜M (n)t
2 γlmk(t) dt = E0nk −
h˜M(n)+ σ
2αn
H 0nk
def= a˜nk, (47)
K(n, k)
T∫
0
σ
h˜M(n)
e
h˜M (n)t
2 γlmk(t) dt = E0nk −
h˜M(n)− σ
2αn
H 0nk
def= b˜nk, (48)
unless n = 0 and l ∗ m > 0.
Retaining the definitions for a˜lm00 and b˜lm00 from (47) and (48) these equations once again
take on a slightly different form when the index n = 0:
T∫
0
[
K(l,m,0,1)γlm1(t)+K(l,m,0,2)γlm2(t)
]
e−
h˜M (l,m,0)t
2 dt = a˜lm00, (49)
σ
h˜M(l,m,0)
T∫
0
[
K(l,m,0,1)γlm1(t)+ K(l,m,0,2)γlm2(t)
]
e
h˜M (l,m,0)t
2 dt = b˜lm00. (50)
Thus if there are any eigenmodes where (45) holds, Eqs. (47)–(50) must replace the correspond-
ing equations in the moment problem (41)–(44).
5.3. Moment problem for the intermediate case
Suppose that for some combination of l,m,n we have
σ 2 = 4(l2 +m2 + n2). (51)
Calculations analogous to those in Section 5.1 produce the following pair of equations:
E0nk =
T∫
0
∫
Γ
J (x, t) · [e σ2 t + te σ2 t]Ψnk(x) dΓ dt, (52)
H 0nk =
T∫ ∫
J (x, t) · σ te σ2 tΨnk(x) dΓ dt. (53)
0 Γ
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σ
2 t term in (52)–(53) and substitution of (27) yields
E0nk −
1
σ
H 0nk = K(n, k)
T∫
0
γlmk(t) dt, unless n = 0 and l ∗ m > 0, (54)
1
σ
H 0nk = K(n, k)
T∫
0
tγlmk(t) dt, unless n = 0 and l ∗ m > 0. (55)
While for the combination of indices where (14) holds
E0lm00 −
1
σ
H 0lm00 =
T∫
0
[
K(l,m,0,1)γlm1(t)+ K(l,m,0,2)γlm2(t)
]
dt, (56)
1
σ
H 0lm00 =
T∫
0
t
[
K(l,m,0,1)γlm1(t) +K(l,m,0,2)γlm2(t)
]
dt. (57)
Therefore if there exist (at most finitely many) modes for which (51) holds, then each of the
equations of the type (54) or (56) will replace two of the corresponding equations of either
weakly or strongly dissipative kind.
6. Describing and solving for the controls in terms of bases biorthogonal to the
exponentials
We will now focus on obtaining a formal solution to the moment problem which was defined
in the previous section. Therefore, until we come to Section 7, let us assume without proof that
every biorthogonal sequence that needs to exist—does. Likewise we assume that every summa-
tion involving these sequences converges when such convergence is required. From now on we
set T = 2P , P > π .
Also we set the following notation: all sequences which are expressed in terms of multiple
indices will have the indices with the subscript 0 held fixed while “running” over the index
without the subscript (e.g., {h(l0,m0, n)} means that the sequence is fixed at l0 and m0 while
running over values of n).
6.1. Case of the weak dissipation
Starting with a sequence,{
e±
ihM (l0,m0,n)t
2
}∞
n=0 (58)
we define a biorthogonal sequence to (58) in L2(0, T ) which we can represent as{
χ
(1)
l0m0n
(t),χ
(2)
l0m0n
(t)
}
n=0,1,2,.... (59)
(We discuss the conditions which guarantee the existence of such a sequence in the next section.)
We will use the following notation to designate the elements whose mutual inner products are
nonzero:(
χ
(1)
(t), e
ihM (l0,m0,n)t
2
)
2 =
(
χ
(2)
(t), e−
ihM (l0,m0,n)t
2
)
2 = 1.l0m0n L (0,T ) l0m0n L (0,T )
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For fixed l0, m0, k = 1, we will represent
γl0m01(t) =
∞∑
n=0
[
ξ
(1)
l0m0n1χ
(1)
l0m0n
(t) + ξ (2)l0m0n1χ
(2)
l0m0n
(t)
]
, l0 > 0, m0 > 0. (60)
In light of Remark 3 we must reduce the number of unknowns in the moment problem by setting
ξ
(1)
l0m002 = ξ
(2)
l0m002 = 0 (61)
in order to prevent the (infinite) system of equations corresponding to the moment problem from
becoming underdetermined. Thus, for k = 2 the terms corresponding to n = 0 no longer appear:
γl0m02(t) =
∞∑
n=1
[
ξ
(1)
l0m0n2χ
(1)
l0m0n
(t) + ξ (2)l0m0n2χ
(2)
l0m0n
(t)
]
, l0 > 0, m0 > 0. (62)
Finally, in order to avoid driving the nonexistent Fourier modes to zero, we require that functions
corresponding to either l0 = 0 or m0 = 0 have expansions similar to (62):
γl000(t) =
∞∑
n=1
[
ξ
(1)
l00n0χ
(1)
l00n(t)+ ξ
(2)
l00n0χ
(2)
l00n(t)
]
, l0 > 0, (63)
γ0m00(t) =
∞∑
n=1
[
ξ
(1)
0m0n0χ
(1)
0m0n(t) + ξ
(2)
0m0n0χ
(2)
0m0n(t)
]
, m0 > 0. (64)
6.1.1. Solving the moment problem
We are now in a position to solve for the coefficients ξ in the expansions (60)–(64) which in
turn form the components of J (x, t) in (27). Substituting (60) into (41) and (42) and utilizing the
L2(0, T ) biorthogonality between sequences (58) and (59) yields:
ξ
(2)
l0m0n0k0
= an0k0
K(n0, k0)
, ξ
(1)
l0m0n0k0
= bn0k0
K(n0, k0)
, unless n0 = 0 and l0 ∗ m0 > 0. (65)
Likewise, substituting (62)–(64) into (43) and (44), using biorthogonality between (58) and (59)
and using (61), gives for the remaining combination of indices:
ξ
(2)
l0m001 =
al0m000
K(l0,m0,0,1)
, ξ
(1)
l0m001 =
bl0m000
K(l0,m0,0,1)
. (66)
Note that we do not yet know anything about which functions spaces the controls, given by (27),
(65), and (66), belong to.
6.2. Case of the strong dissipation
Following the familiar pattern we now turn our attention to the cases when there are modes
for which the expression (45) holds. Without loss of generality, we assume for now that there
do not exist any modes for which the degenerate case (51) holds. Then the moment problems
(47)–(50) suggest that instead of the sequence (58), we need to use the sequence biorthogonal
(in L2(0, T )) to:{
e
±h˜M (l0,m0,n)t
2
} ∪ {e±ihM (l0,m0,n)t2 } . (67)0n<N nN
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(2)
l0m0n
}n=0,1,2,... to be the sequence which is biorthogonal
to (67). Using it in the expansion (60)–(64), calculations analogous to those in Section 6.1 result
in:
ξ
(1)
l0m0nk0
= a˜n0k0
K(n0, k0)
, ξ
(2)
l0m0nk0
= b˜n0k0 h˜M(n0)
K(n0, k0)σ
, unless n0 = 0 and l0 ∗ m0 > 0, (68)
ξ
(1)
l0m001 =
b˜l0m000h˜M(l0,m0,0)
σK(l0,m0,0,1)
, ξ
(2)
l0m001 =
a˜l0m000
K(l0,m0,0,1)
. (69)
Thus the presence of highly dissipative modes means that in the formal solution to the con-
trol problem we must replace finitely many coefficients given by (65), (66) with those given by
(68), (69).
6.3. Case of the intermediate dissipation
Suppose that for some combination of l,m,n = N  0 the equality (51) holds. Then, in light
of (54)–(57), we wish to consider a sequence biorthogonal to
{1, t} ∪ {e±h˜M (l0,m0,n)t2 }0n<N ∪ {e±ihM (l0,m0,n)t2 }n>N . (70)
Remark 7. When N = 0, the second set in the union (70) will be empty.
Aside from these technical differences, we solve for the appropriate coefficients in a manner
which is analogous to Sections 6.1 and 6.2 (see [16, Section 5.4.3]).
7. Utilizing Riesz bases and their properties
Having derived the formal solution to the control problem in Section 6, we take up the ex-
istence of sequences biorthogonal to each of the sequences (58), (67), (70), and whether the
expansions making up (60)–(64) converge in L2(0, T ). In Section 9, biorthogonal sequences
will be constructed explicitly for the low dissipation case. We will use various results from [26]
and [1] to show that the sequences (58), (67), and (70) with one element removed from each, will
form a Riesz basis in the space L2(0,2π) implying that all three sequences (without any missing
elements) are incomplete in L2(0, T ). Existence of biorthogonal sequences follows directly from
this [26].
7.1. Establishing a Riesz basis property on L2(0,2π)
Once again, let us fix l0,m0. We begin by establishing this property for the sequence (58) with
the element corresponding to n = “−0,” e− ihM (l0,m0,0)t2 , removed. Such sequence may be denoted
by {e ihM(l0,m0,n)t2 }n∈Z. Following [26, p. 550] define the density, D, and asymptotic gap, G.
D
def= lim
n→∞
n
hM(l0,m0, n)/2
= lim
n→∞
n√
l20 +m20 + n2 − ( σ2 )2
= 1,
G
def= lim inf (hM(l0,m0, n+ 1)/2 − hM(l0,m0, n)/2)= 1. (71)n→∞
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sup
{n∈Z: |n|>N}
∣∣∣∣hM(l0,m0, n)2 − nD
∣∣∣∣< 14D − .
Therefore as a consequence of [26, p. 555] when
T = 2πD = 2π
the following result holds:
Lemma 1. Sequence {e ihM(l0,m0,n)t2 }n∈Z forms a Riesz basis in L2(0,2π).
Next, we recognize that the sequence (67), which comes up in the strong dissipation case,
is obtained by replacing finitely many elements of (58) with those of the type e±h˜M (l0,m0,n)t2 .
Likewise the sequence (70) is obtained by replacing finitely many elements of (58). Thus the
sequences which come up in stronger dissipation satisfy the condition of [1, Theorem II.4.11,
p. 105] which says that such substitutions will preserve the minimality and the basis property of
the sequence of functions. Consequently,
Lemma 2. Sequence (67) with one element removed as well as sequence (70) with one element
remowed forms a Riesz basis in L2(0,2π).
7.2. Case of T > 2π
When T > 2π , the addition of finitely many elements to the sequences which form Riesz
bases in L2(0,2π) will result in the incomplete sequences in L2(0, T ). Consequently, the se-
quences (58), (67), and (70) (without any of their elements being removed) will form a Riesz
basis in the L2(0, T ) closure of their span, implying the existence of the biorthogonal sequences
as well as the convergence of summations like (60) and (62)–(64) when some additional re-
quirements on coefficients ξ (i)lmnk , i = 1,2, are met (requirements for this convergence will be
discussed in the next subsection). Defining
S def= Span{e± ihM (l0,m0,n)t2 }∞
n=0
with the closure taken in L2(0, T ) for any T > 2π . We know (e.g., [9]) that a biorthogonal
sequence {χ(1)lmn,χ(2)lmn} is also a Riesz basis of S . We have established
Lemma 3. Sequence (58) as well as a sequence biorthogonal to (58) forms a Riesz basis in S .
Again since sequences (67) and (70) differ from (58) by finitely many elements, an equivalent
statement to Lemma 3 holds for all of them.
Remark 8. In the case of the system (70) more care is required. It is shown in [26, pp. 551–
552] that the addition of the function t regarded as an element of L2(0, T ) does not destroy the
minimality property of the rest of the set of complex exponentials.
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given the value of the asymptotic gap calculated in (71). In [11] the constants appearing in gen-
eralized Ingham inequality were estimated for the case arising in control along 1 side of a square
of 2-dimensional wave equation.
7.3. Proof of Theorem 1: Establishing spectral controllability
In this section we will show that for any T > 2π , any initial data which is a linear combina-
tion of finitely many eigenfunctions of the Maxwell operator, can be driven to a zero state by the
boundary controls in L2(0, T ;L2(Γ )3). This is called spectral controllability [21]. In order to
establish this property, we will attempt to calculate the L2(0, T ;L2(Γ )3) norm of the controls,
derived in Section 6. These calculations will show that in the absence of some additional require-
ments on the smoothness of the initial data established in Section 9, the Fourier expansion of the
initial data must consist of finitely many nonzero coefficients in order for the L2(0, T ;L2(Γ )3)
norm of the controls to be finite. Before proceeding, we need to remark that because there are at
most finitely many coefficients corresponding to strong or intermediate dissipation, then in order
to be able to bound the norm of the controls, we only need to consider the weakly dissipative case.
Utilizing expansion (27), the fact that σ  0 and the orthonormality of {Ψ¯lmk} results in:∥∥J (x, t)∥∥2
L2(0,T ;L2(Γ )3)

T∫
0
∫
Γ
∣∣∣∣∣
[ ∞∑
m=1
γ0m0(t)Ψ¯0m0(x)+
∞∑
l=1
γl00(t)Ψ¯l00(x)
+
∞∑
l=1
∞∑
m=1
∑
k=1,2
γlmk(t)Ψ¯lmk(x)
]∣∣∣∣∣
2
dΓ dt
=
T∫
0
[ ∞∑
m=1
∣∣γ0m0(t)∣∣2 + ∞∑
l=1
∣∣γl00(t)∣∣2 + ∞∑
l,m=(1,1)
∑
k=1,2
∣∣γlmk(t)∣∣2
]
dt. (72)
Substituting expansions (60)–(64) into the right-hand side of (72) results in:∥∥J (x, t)∥∥2
L2(0,T ;L2(Γ )3)

T∫
0
∞∑
m=1
∣∣∣∣∣
∞∑
n=1
[
ξ
(1)
0mn0χ
(1)
0mn(t)+ ξ (2)0mn0χ(2)0mn(t)
]∣∣∣∣∣
2
dt
+
T∫
0
∞∑
l=1
∣∣∣∣∣
∞∑
n=1
[
ξ
(1)
l0n0χ
(1)
l0n(t)+ ξ (2)l0n0χ(2)l0n(t)
]∣∣∣∣∣
2
dt
+
T∫
0
∞∑
l=1
∞∑
m=1
∣∣∣∣∣
∞∑
n=0
∑
k=1,2
[
ξ
(1)
lmnkχ
(1)
lmn(t) + ξ (2)lmnkχ(2)lmn(t)
]∣∣∣∣∣
2
dt. (73)
Due to Lemma 3 we may now apply a general theory of Riesz bases to the expression (73).
Therefore (e.g., [30, Theorem 9, p. 32]), there exists a constant Bl0m0k0 > 0 such that when
l0 > 0, m0 > 0
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∞∑
n=0
(
ξ
(1)
l0m0n1χ
(1)
l0m0n
(t)+ ξ (2)l0m0n1χ
(2)
l0m0n
(t)
)∥∥∥∥∥
2
L2(0,T )
 Bl0m01
[ ∞∑
n=0
(∣∣ξ (1)l0m0n1∣∣2 + ∣∣ξ (2)l0m0n1∣∣2)
]
. (74)
Similar expressions, with summations beginning with n = 1 instead of n = 0, are obtained for all
other combinations of k0, l0, m0.
It can be seen from the solutions to the moment problem, that the right-hand side of expression
of the type (74) converges. Consider for example convergence of the following summation:
∞∑
n=1
∣∣ξ (1)l0m0nk0 ∣∣2. (75)
Substituting (65) and (42) in (75) yields
∞∑
n=1
∣∣ξ (1)l0m0nk0 ∣∣2
=
∞∑
n=1
∣∣∣∣ bl0,m0,n,k0K(l0,m0, n, k0)
∣∣∣∣
2
=
∞∑
n=1
∣∣∣∣E0l0m0nk0 − σH
0
l0m0nk0
2αl0m0n
− ihM(l0m0n)H
0
l0m0nk0
2αl0m0n
∣∣∣∣
2∣∣∣∣ 1K(l0,m0, n, k0)
∣∣∣∣
2

∞∑
n=1
{∣∣E0l0m0nk0 ∣∣2 +
∣∣∣∣σH
0
l0m0nk0
2αl0m0n
∣∣∣∣
2
+
∣∣∣∣ ihM(l0m0n)H
0
l0m0nk0
2αl0m0n
∣∣∣∣
2}∣∣∣∣ 1K(l0,m0, n, k0)
∣∣∣∣
2
.
Each term multiplying the coefficients E0l0m0nk0 or H
0
l0m0nk0
on the right side in the above ex-
pression may be bounded by a constant which does not depend on n. As a consequence of (16)
and (17), | 1
K(l0,m0,n,k0)
|2  C(l0,m0, k0). Also | ihM(l0m0n)2αl0m0n |
2  14 and | σ2αl0m0n |
2  C(l0,m0) (dif-
ferent C(l0,m0) from the one before). The summations of the squares of Fourier coefficients of
the initial data will converge provided that the initial data resides in L2(Ω)3. As mentioned in
Remark 1, in this case an even stronger condition holds since the initial data resides in a subset of
H 1(Ω)3. Thus, (75) converges and all the other infinite summations of this type, like right side
of (74), converge by a very similar argument.
Therefore, recalling that ξ (s)lm02 = 0, s = 1,2, we may bound (73) by
∥∥J (x, t)∥∥2
L2(0,T ;L2(Γ )3) 
∞∑
m=1
B0m0
∞∑
n=1
(∣∣ξ (1)0mn0∣∣2 + ∣∣ξ (2)0mn0∣∣2)
+
∞∑
l=1
Bl00
∞∑
n=1
(∣∣ξ (1)l0n0∣∣2 + ∣∣ξ (2)l0n0∣∣2)
+
∞∑ ∞∑ ∑
Blmk
[ ∞∑(∣∣ξ (1)lmnk∣∣2 + ∣∣ξ (2)lmnk∣∣2)
]
. (76)l=1 m=1 k=1,2 n=0
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coefficients Blmk in (76). Thus, if the Fourier expansion of the initial states E0, H 0 has only
finitely many (L and M) nonzero terms in the index l and m (while expansion in n may still be
infinite), then (76) implies existence of a single constant Bmax such that:∥∥J (x, t)∥∥2
L2(0,T ;L2(Γ )3)
 Bmax
T∫
0
M∑
m=1
∣∣∣∣∣
∞∑
n=1
[
ξ
(1)
0mn0χ
(1)
0mn(t) + ξ (2)0mn0χ(2)0mn(t)
]∣∣∣∣∣
2
dt
+
T∫
0
L∑
l=1
∣∣∣∣∣
∞∑
n=1
[
ξ
(1)
l0n0χ
(1)
l0n(t)+ ξ (2)l0n0χ(2)l0n(t)
]∣∣∣∣∣
2
dt
+
T∫
0
L∑
l=1
M∑
m=1
∣∣∣∣∣
∞∑
n=1
∑
k=1,2
[
ξ
(1)
lmnkχ
(1)
lmn(t) + ξ (2)lmnkχ(2)lmn(t)
]∣∣∣∣∣
2
dt < ∞, (77)
where Blmk  Bmax for all admissible values of l,m, k. Therefore, we have shown our system to
be spectrally controllable (in the terminology of [1], M-controllable).
Remark 10. Although calculations presented above pertain only to low dissipation, high dissi-
pation modes will only change at most finitely many terms in the summation on the right side
of (76). Therefore, the spectral controllability result will carry over to intermediate and high
dissipation case.
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