Purpose: To reconstruct MR images from subsampled data, we propose a fast reconstruction method using the multilayer perceptron (MLP) algorithm. Methods and materials: We applied MLP to reduce aliasing artifacts generated by subsampling in k-space. The MLP is learned from training data to map aliased input images into desired alias-free images. The input of the MLP is all voxels in the aliased lines of multichannel real and imaginary images from the subsampled k-space data, and the desired output is all voxels in the corresponding alias-free line of the root-sum-of-squares of multichannel images from fully sampled k-space data. Aliasing artifacts in an image reconstructed from subsampled data were reduced by line-by-line processing of the learned MLP architecture. Results: Reconstructed images from the proposed method are better than those from compared methods in terms of normalized root-mean-square error. The proposed method can be applied to image reconstruction for any k-space subsampling patterns in a phase encoding direction. Moreover, to further reduce the reconstruction time, it is easily implemented by parallel processing. Conclusion: We have proposed a reconstruction method using machine learning to accelerate imaging time, which reconstructs high-quality images from subsampled k-space data. It shows flexibility in the use of k-space sampling patterns, and can reconstruct images in real time.
INTRODUCTION
One of the major shortcomings of magnetic resonance imaging (MRI) is its long imaging time. It induces patient discomfort, which is closely related to voluntary and involuntary motions, thereby deteriorating the quality of the MR images. In addition, lengthy imaging times limit the system's throughput, which results in the long waiting times of patients, the increased medical expenses, and the decreased satisfaction with medical services.
To accelerate the imaging time, k-space data can be subsampled rather than subjected to Nyquist-rate sampling, which brings about aliasing artifacts in the image domain. To remove the aliasing artifacts, techniques such as parallel imaging (PI) and compressed sensing (CS) have been developed and widely used. PI utilizes sensitivity encoding of the multichannel receiver coil to reduce the aliasing artifacts in the image domain or k-space.
1,2 CS utilizes nonlinear reconstruction, by assuming that the signal is sparse in certain domains and the aliasing from the random sampling is incoherent. 3 Various other nonlinear reconstruction methods utilize additional prior information to greatly accelerate imaging time. For example, both calibration and imaging data can be used for image reconstruction with the same reconstruction kernel; 4 adaptive sparsifying transforms can create further sparsity of signals; 5 dynamic images can be spatiotemporally correlated; 6 multicontrast images share similar structural information; 7 and certain matrices constructed from k-space data have low-rank property. 8, 9 These nonlinear reconstruction methods are effective at reducing the aliasing artifacts, but they require a relatively long reconstruction time because they all involve an iterative nonlinear reconstruction process.
Recently, artificial neural networks (ANN) have received great attention, and have been applied to various fields including speech recognition, image recognition, and mastering games, and they have demonstrated noticeable improvements in performance. [10] [11] [12] Artificial neural networks achieves breakthroughs by using big data, high computational power, and improved algorithms such as rectified linear unit (ReLU) and dropout. 13, 14 ANN, which consists of multiple layers, is jointly learned from high dimensional data to map inputs into desired outputs: this process is dubbed "deep learning". ANN has been applied to pulse sequence design, cancer detection, multicontrast image denoising, tissue segmentation, synthetic CT generation, model-free q-space learning, and fast imaging in MRI. [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] ANN also has the potential to analyze data and reconstruct images.
In this study, a learning-based reconstruction method is proposed to reduce aliasing artifacts in images from subsampled data by learning the relationship between the aliased images and the desired alias-free images. This method is applicable to regular and irregular subsampling in a phase encoding direction. Because the reconstruction process does not require iterations, its reconstruction time can be very fast.
In the rest of this paper, the multilayer perceptron (MLP), which is one of the ANNs, is briefly reviewed. We then explain the proposed MLP architecture, reconstruction method, data preparation, and learning parameters. The performance of the proposed method was evaluated through experiments. The proposed method was applied to various 1D regular and irregular k-space subsampling patterns.
METHODS AND MATERIALS

2.A. Review of MLP
Multilayer perceptron is an ANN, which consists of multiple layers including an input layer, multiple hidden layers, and an output layer. As shown in Fig. 1 , each layer of the MLP has its own neurons, which are fully connected to the neurons of the subsequent layer. Colored circles denote neurons in the input and output layers, and white circles denote neurons in the hidden layers. Connected lines denote the weight values to be learned. From the i-th layer to i þ 1 ð Þ-th layer, the inner product and activation operation are performed as follows:
where f , y i , W i , and b i are an activation function, an input vector of N i Â 1, a weight matrix of N iþ1 Â N i , and a bias vector of N iþ1 Â 1 respectively. N iþ1 and N i are the number of neurons in the i þ 1 ð Þ-th and i-th layers respectively. The classical activation functions, such as sigmoid function and hyperbolic tangent function, suffer from vanishing gradient problem, but ReLU, which can be represented as f x ð Þ ¼ max x; 0 ð Þ, overcomes this problem by using the linearity for positive input. In addition, ReLU is more efficient in terms of computations than the classical activation functions. 13 In (1), F i and H i are utilized to simplify the overall feedforward operation, which are an operator and weight values of the i-th layer respectively. The weight values consist of the weight matrix and the bias vector, as
The output vector of a previous layer is used as the input of a subsequent layer. A feedforward operation maps inputs to outputs by processing the inner product and activation operation at each layer, sequentially, as follows:
where F, H, N HL , and p are a feedforward operator, architecture weight values H ¼ H 1 ; H 2 ; . . .; H N HL þ1 f g , the number of hidden layers, and an input vector of the feedforward operator respectively. The ANN learning process means that the weight values are determined to minimize a predefined loss function. Gradient decent based algorithms iteratively update the weight values from derivatives of the error to minimize the loss function, and backpropagation is an update process of the weight values. 
2.B. The Proposed MLP architecture
Typical MR imaging methods acquire phase encoding lines sequentially, satisfying the Nyquist sampling rate in Cartesian coordinates. To reduce the imaging time while maintaining the image resolution, phase encoding lines can be subsampled. As the number of sampled phase encoding lines drops, the imaging time decreases; however, an insufficient number of phase encoding lines results in aliasing artifacts in the image domain. Removal of the aliasing artifacts is an ill-posed problem. If MR data is acquired by a multichannel receiver coil, the problem can be solved by using the different spatial sensitivity of each channel. 1, 2 If the coil configuration is insufficient for removing the aliasing artifacts, additional prior information is required to solve the problem. [4] [5] [6] [7] [8] [9] The aliasing artifacts can be formulated by convolution between a fully sampled image and an inverse Fourier transform of the k-space subsampling pattern as follows:
where I U , F , M, and I F are an aliased image, a Fourier transform operator, a subsampling pattern, and a fully sampled image, respectively, and Ã denotes the linear convolution.
The aliased image has the fold-over type artifacts induced by subsampling. In the case of a multichannel receiver coil, (3) can be rewritten as follows:
where I F;c , C c , and I U;c are the fully sampled image, sensitivity map, and aliased image of c-th channel respectively. In (4), x and y are indexes to represent a 2D image domain. Conventional PI methods reconstruct a fully sampled image (I F ) or each channel's fully sampled image (I F;c ) from the multichannel aliased images (I U;c ) by using sensitivity maps (C c ).
In this paper, to remove the fold-over type artifacts using multichannel information, multichannel aliased images and a fully sampled image are utilized as input and output of the MLP, respectively. If k-space subsampling is performed in only one direction, the MLP architecture can be processed line-by-line as shown in Fig. 1 . In order to train the MLP, fully sampled multichannel k-space data are retrospectively subsampled, rescaled to have unit k-space norm, inverse 2D Fourier transformed, and then divided into real and imaginary images. The k-space norm is defined as follows:
where S c is the c-th channel's k-space data. In (6) , k x and k y represent the readout and phase encoding axes in k-space, respectively, and N C , N PE , and N RO are the number of channels, the number of phase encoding lines, and the number of readout points respectively. When k-space data are subsampled along the phase encoding direction (k y ), all voxels of the multichannel real and imaginary images along the corresponding y-direction in the image domain are used as an input of the MLP. Therefore, the input vector is represented as: where L U;c is a line of the c-th channel's aliased image, the superscript of T denotes the transpose operator, and < and = are operators extracting real and imaginary values from the complex image respectively. Likewise, the fully sampled multichannel k-space data are rescaled to have a unit k-space norm, and are inverse 2D Fourier transformed. The corresponding line of the root-sum-of-squares of the fully sampled multichannel images is used as a desired output of the MLP as follows:
where L F;c x ð Þ is a m-th voxel value of a line in the c-th channel's fully sampled image, and t m ð Þ is a m-th voxel value of a target output of the MLP.
A normalization process is necessary for the training data to ensure efficient learning and reconstruction performance. 27 The mean and standard deviation are measured as follows:
where p n m ð Þ, l p m ð Þ, and r p m ð Þ are the m-th value of n-th input vector in the training data, and the mean and standard deviation of the m-th values of all the training input vectors, respectively, and N DB is the number of training data. Normalization and denormalization operations are represented as follows:
where Z and Z À1 are normalization and denormalization operators respectively.
Then, the loss function, J, is defined as the mean squared error between the estimated outputs and desired outputs, as follows:
where the bold characters denote vectors, for example,
and M is the number of input neurons. In (13), t n is the n-th target output vector, l t and r t are mean and standard deviation of target output vector, and N B is the size of the learning batch. The weight values are iteratively updated from derivatives of the loss function as follows:
where V i and H i are the update values and the weight values at i-th backpropagation. In (14), c is the weight moment that accelerates the convergence using the previous update value, and a is the learning rate that determines how quickly the weight values are updated. Based on the k-space subsampling patterns, the aliasing artifacts are differently distributed, and thus to reduce their corresponding aliasing artifacts, the proposed method requires learning of the architectures according to their subsampling patterns.
2.C. Reconstruction
Aliasing artifacts from the subsampled data can be removed by the line-by-line processing of the proposed MLP learned from the training data as follows:
where b t is a reconstructed line from the proposed MLP architecture, and p is the aliased input vector defined in (7). The mean and standard deviation of the training data are used to normalize the input aliased lines and to denormalize the output of the proposed MLP architecture.
2.D. Data preparation
Fully sampled T1-weighted (T1w) and T2-weighted (T2w) brain images were obtained from 18 healthy volunteers (aged 19-30 yr, 12 males and 6 females) using the 3T MRI system (Magnetom Verio, Siemens Healthcare, Erlangen, Germany) with a 12-channel head coil. The imaging sequences were based on the spin-echo sequence (T1w) and the fast spin-echo sequence (T2w). Their imaging parameters were as follows: FOV = 220 mm Â 200 mm, matrix size = 384 (x-direction) Â 216 (y-direction), slice thickness = 5 mm, TR/TE = 558/10 ms (T1w), TR/TE = 5000/ 90 ms (T2w), imaging time of T1w/T2w = 2 min 3 s/ 1 min 7 sec, and number of acquired slices within the imaging time = 18. A total of 1602 T1w images and 1602 T2w images from 18 subjects were acquired; each subject had a different number of images. 1530 T1w images and 1530 T2w images from 14 subjects were used as the training sets, and the 36 T1w images and 36 T2w images from the two subjects who were not used as training sets were used as validation sets for choosing network parameters. In addition, 36 T1w images and 36 T2w images from the two subjects that were not used for training and validation sets were used as test sets to verify the performance of the proposed method. All the MR experiment sessions were approved by the Institute Review Board (IRB) of the Korea Advanced Institute of Science and Technology (KAIST) and written consent forms were signed by all volunteers who participated in this study.
Each image had 384 voxels in the x-axis, and thus it had 384 training lines in each image. To supplement the insufficient training data amount, aliased images and corresponding alias-free images were jointly circularly shifted by À6, À3, 3, and 6 voxels along the y-direction by assuming that the imaging objects are usually located on the center of FOV. These shifted images were additionally used to generate training data. Lines including only background regions were excluded from the training data by analyzing the intensity of voxels in a line. When all the voxels in a line had intensities below 5% of the maximum intensity of voxels in a fully sampled image, the line was regarded as a background region.
2.E. Learning parameters
The size of the input vector was 5184 (216 voxels in the ydirection Â 12 channels Â 2 real and imaginary values), and the size of the output vector was 216. The numbers of hidden layers and hidden neurons are network parameters about architecture capacity. Various architectures were trained according to the numbers of hidden layers and hidden neurons, and the loss values for the training sets and validation sets were evaluated with respect to the number of backpropagations [Figs. 2(a) and 2(b)]. Although we selected the numbers of hidden neurons as multiples of 216 for simplicity, the numbers of hidden neurons do not have to be multiples of 216. Considering performance and complexity, in this work, we chose an architecture with three hidden layers and 1728 neurons for each hidden layer [ Fig. 2(d) and Table I ]. The architecture can be represented as 5184-1728-1728-1728-216, where the numbers denote the number of neurons in each layer, and the hyphens denote full connection between neighboring layers. For an activation function, ReLU was used in the hidden layers, and identity function was used in the output layer.
To train the MLP architectures efficiently, the training sets were shuffled so that similar input data from the same subject could not be successively used for learning, thereby improving the training performance. 27 Weight matrices were initialized with uniform distribution within a specific range defined in consideration of the number of neurons in the previous and subsequent layers, and all initial bias vectors were zero. 28 The base learning rate was empirically chosen as 0.0005 to avoid divergence and to consider the speed of convergence. For efficient learning, the learning rate, a, was scaled by 0.97 for every 0.1 million backpropagations. 29 The weight moment, c, was chosen as a common value of 0.9. 30 The size of the learning batch, N B , was 128 to avoid severe fluctuation of loss function by considering memory constraints and learning time. 27 The entire learning process was implemented using a well-known deep learning package, 'Caffe', on a personal computer with an Intel Quad Core i7-3770 3.4 GHz and NVIDIA Geforce GTX TITAN-x. 31 To train the architecture with the aforementioned parameters for a k-space subsampling pattern, 6 million backpropagations were performed without early stopping, requiring about 40 h in the computer environment.
2.F. Performance evaluation
To verify the performance of the proposed method, nRMSE was measured from the reconstructed image on the whole image and on its edges, as follows: 
Where X is a set of voxels on the whole image or on its edges, and b I and I ref are the reconstructed image and the fully sampled reference image respectively. The edge set was determined from the filtered values with Laplacian of Gaussian filtering. 5 In addition, feature similarity (FSIM) was additionally measured to complement the nRMSEs. FSIM evaluates the similarity of the salient low-level features between a reconstructed image and a fully sampled reference image. 32 The FSIM value comes closer to 1 when the two images are more similar.
The proposed method was applied to several 1D k-space subsampling patterns generated by various probability density functions (Fig. 3) . For the regular subsampling patterns (Figs. 4-6 ), every R-th phase encoding lines were regularly acquired, where R is an acceleration factor, and auto-calibration signal (ACS) lines were additionally acquired at the center of the k-space. The effective acceleration factor (R eff ) is calculated as the ratio of the number of total phase encoding lines to the number of subsampled phase encoding lines. For (Fig. 7) , sampling patterns were generated by a uniform-density or variable-density function along the phase encoding direction (k y ). For irregular sampling patterns with ACS lines (Fig. 8) , 17 ACS lines were added to the center of the k-space sampling patterns of Fig. 7 .
For the regular sampling patterns, reconstructed images were compared with those from GRAPPA and SPIRiT. 2, 4 These algorithms were performed using open sources, 33 and the parameters were chosen to minimize nRMSE as follows: kernel size = 5 Â 5 (when 7 ACS lines are used) and, 7 Â 7 (when 17 ACS lines or 31 ACS lines are used), number of iterations (only for SPIRiT) = 30, and Tikhonov regularization parameter for calibration = 0.007. Mean and standard deviation of nRMSEs and FSIM of the reconstructed images from several reconstruction methods were measured for 36 T2w images from two subjects (Fig. 6) .
For irregular sampling patterns, the reconstructed images were compared with those from C-based pLORAKS, which was known to be equivalent to SAKE, and S-based pLOR-AKS. 8, 9 These algorithms were modified from LORAKS implementation, 34 and the parameters were chosen by considering the performance and the computation speed as follows: the neighborhood size = 4, rank constraint = 60, regularization parameter = 10 À6 , convergence tolerance = 10 À4 , and the maximum iterations = 10 3 . For irregular sampling patterns with ACS lines, l 1 -SPIRiT was additionally compared. 33 The parameters were chosen in consideration of the performance and the computation speed as follows: kernel
In addition, experiments for various SNR cases were conducted, and the proposed method was compared to GRAPPA and SPIRiT in a regular sampling pattern (Fig. 9) . Three different SNR data were generated by adding complex Gaussian noise to the original data set in image domain, whose standard deviations were 5%, 2%, and 0.5% of the maximum intensity within each image respectively. Experiments were conducted with various contrast images (Fig. 10) . Three architectures were trained, from 1530 T1w images, 1530 T2w images, and 765 T1w images and 765 T2w images, respectively, which were applied to the reconstruction of a T1w image and a T2w image in the test set. In addition, experiments were conducted for single-channel data (Fig. 11) . The single-channel data were generated by extracting a channel data from the original multichannel data set. Two architectures were trained for the variable-density irregular sampling and regular sampling patterns, respectively, which were compared to multichannel cases of the proposed method.
RESULTS
3.A. Architecture capacity & training data
Figures 2(a) and 2(b) show the training and validation curves for several architectures with respect to the number of backpropagations. The deeper and the larger the architecture is, the smaller the training loss is. However, complex architectures can be over-fitted to a training set, so that it cannot fit well in validation and test sets, as shown in Fig. 2(b) . After five million backpropagations, the losses in the architectures have almost saturated. Figure 2(d) shows the average validation loss of the architectures from five to six million backpropagations, and Table I shows the number of weight coefficients and the average processing time required to reconstruct an image with 384 Â 216 using the proposed MLP architectures. The architectures that had more hidden layers and less neurons were more efficient in terms of the number of weight coefficients than the architectures having fewer hidden layers and more neurons, which was highly correlated with memory requirement and processing time. As shown in Fig. 2(d) , the architectures suffered from overfitting problems when the number of layers was larger than a certain number according to the number of neurons. From the viewpoint of performance and complexity, the architecture which had three hidden layers and 1728 neurons for each hidden layer was chosen for this study.
Figures 2(e) and 2(f) show training and validation curves, respectively, based on training data size when the architecture was 5184-1728-1728-1728-216. The training loss from more training data is a little bigger, but not so different. However, when more training data are used for learning, the validation loss decreases. Moreover, circular shifting along the y-direction is shown to be an efficient strategy for supplementing insufficient training data without additional scans. The 
3.B. Sampling patterns with various distributions
As shown in Fig. 3 , five sampling patterns were generated by several probability density functions, which denote lowresolution sampling, uniform-density irregular sampling, variable-density irregular sampling, regular sampling with ACS lines, and regular sampling without ACS lines. The proposed method can be learned for any k-space subsampling patterns in a phase encoding direction, which can significantly reduce the aliasing artifacts in the corresponding subsampling patterns [Figs. 3(b)-3(e) ].When the same effective acceleration factor was used, the proposed method showed the best performance for regular sampling without ACS lines. The regular sampling pattern without ACS lines has interferences with fewer numbers of voxels than the other sampling patterns, and results in the largest difference in coil sensitivity between interfered voxels, which is helpful for resolving aliasing artifacts by utilizing multichannel information.
3.C. From small to high acceleration factors
For the regular sampling patterns without ACS lines, various acceleration factors were applied to the proposed method, as shown in Fig. 4 . As the acceleration factor increases, the gap between the training and validation losses increases, and structure-dependent artifacts become more noticeable. The less k-space data is sampled, the more degree of freedom is given to map aliased images to alias-free images, which can induce over-fitting problems. Figure 5 shows images reconstructed by the proposed method, GRAPPA, and SPIRiT, and the corresponding error images for various numbers of ACS lines and the acceleration factors. As shown in Fig. 5(c) , the error images of the proposed method show structure-dependent artifacts; those of GRAPPA show spatially variant errors concentrated at the center; and those of SPIRiT show both types. Because the conventional PI methods utilize sensitivity maps of the multichannel coil to resolve aliasing artifacts without additional constraints, spatially variant errors are generated according to the coil sensitivity profile. 35 On the other hand, various reconstruction methods using additional constraints induce structure-dependent artifacts due to imperfect constraints. 5, 7 In spite of the structure-dependent artifacts, the nRMSE of the edges using the proposed method is smaller than those from the compared methods, when the effective acceleration factor increases. Conventional PI methods require additional scans or ACS lines to estimate coil sensitivity maps, or to determine reconstruction kernels. However, the proposed method can reduce aliasing artifacts even when ACS lines are not acquired (Fig. 4) The nRMSEs and FSIM were measured for 36 test images from several reconstruction methods, and the results are shown in Fig. 6 . When ACS lines were not acquired, bars were only plotted for the proposed method because GRAPPA and SPIRiT could not reconstruct images without ACS lines. In the test set, the performance of the proposed method is as stable as that obtained with GRAPPA and SPIRiT. The difference in performance between the proposed method and the compared methods becomes larger as the acceleration factor increases, or the number of ACS lines decreases. Figure 8 shows images reconstructed by the proposed method, C-based pLORAKS, S-based pLORAKS, and l 1 -SPIRiT for several irregular sampling patterns with ACS lines. The sampling patterns were generated by adding 17 ACS lines to the center of the k-space sampling patterns of Fig. 7 . The variable-density irregular sampling patterns are preferred to the uniform-density irregular sampling patterns for the four reconstruction methods in Figs. 7 and 8 . For the irregular sampling patterns, the proposed method outperforms the compared methods in terms of nRMSEs, and has less structure-dependent artifacts. The performance difference between the proposed method and the compared methods becomes larger as the acceleration factor increases. Figure 9 shows the reconstructed images from the proposed method, GRAPPA, and SPIRiT for various SNR cases in a regular sampling (R = 3, ACS = 17), which is the same sampling pattern as shown in Fig. 5(a) . In order to verify whether the architecture can be trained in the noisy condition, the three architectures were, respectively, learned from three training data sets generated by adding complex Gaussian noises with various standard deviations. In low SNR cases [Figs. 9(a) and 9(b)], the reconstructed images from GRAPPA and SPIRiT look quite noisy, and GRAPPA cannot completely resolve aliasing artifacts (white arrows). The proposed method is quite noise tolerant, and resolves aliasing artifacts in various SNR cases. 36 Figures 10(a) and 10(b) show the reconstructed images from the proposed MLP architectures learned by using various contrast training data in the regular sampling (R = 3, ACS = 17), which was the same as the sampling pattern used in Fig. 5(a) . Three MLP architectures were learned from 1530 T1w images (second column), 1530 T2w images (third column), and both 765 T1w images and 765 T2w images (fourth column) respectively. The three architectures were applied to the reconstruction of a test T1w image and a test T2w image. The architectures which learned from only the T1w or T2w images were unable to completely remove aliasing artifacts when they were applied to the reconstruction of images with different contrast from training data (white arrows). As shown in Fig 10(c) , the architectures learned from only the T1w or T2w images were over-fitted to their own training data. To avoid overfitting problems and for application to various contrast images, multiple contrast images are required to train the proposed architectures. Likewise, the proposed method requires the same conditions in the training and test images, such as subsampling patterns, image matrix size, and so on. Figure 11 shows the reconstructed images from the proposed method for multichannel and single-channel cases. If the multichannel information is used, the regular sampling pattern is preferred for more efficient utilization of coil sensitivity maps. However, the irregular sampling pattern is preferred for utilization of other prior information in the singlechannel case.
3.D. Comparison: regular sampling patterns with ACS lines
3.E. Comparison: irregular sampling patterns without ACS lines and with ACS lines
3.F. Characteristics of the proposed method
The proposed method reconstructs images using a feedforward operation, not iterations, and the feedforward operation of the proposed MLP architectures includes only inner product and max operations. Therefore, the proposed method can be easily implemented using parallel processing for fast reconstruction.
31 Table I shows the average processing time required to reconstruct an image with 384 Â 216 using the proposed MLP architectures.
DISCUSSION AND CONCLUSION
The removal of aliasing artifacts is known to be analytically solvable under certain conditions. [1] [2] [3] The proposed method is a learning-based reconstruction method for resolving aliasing artifacts. The proposed MLP architectures are designed to utilize all multichannel voxels in the y-direction, and learned to map the aliased images to alias-free images. In the proposed method, the regular sampling patterns without ACS lines are the most preferred. This indirectly shows that coil sensitivity information is the most dominant feature when resolving aliasing artifacts. The learned weight coefficients are better fitted to the training data than hand-engineered features or global transformations, and this enables images to be reconstructed from the highly subsampled kspace data. 5, 37 Unlike conventional nonlinear reconstruction methods, the proposed method does not require iterative reconstruction to utilize prior information and to maintain data fidelity, and this enables images to be reconstructed in real time. Although regular sampling patterns without ACS lines are the most preferred in the proposed method, the proposed method is also applicable to various regular and irregular subsampling patterns in a phase encoding direction, and outperforms the compared methods in terms of nRMSE. In particular, the proposed method significantly outperforms the conventional methods in high acceleration, calibrationless, or low SNR cases. In this paper, although the root-sum-ofsquares of the fully sampled multichannel images are utilized as desired output of the proposed MLP architectures, it is possible for the MLP architectures to have various outputs such as real and imaginary images, so that the phase information can be obtained.
In the MLP architecture, the network parameters, such as the number of hidden layers and the number of hidden neurons, determine the capacity of the architecture. Deep architectures with many hidden neurons can reduce training losses, but overly complex architectures can suffer from overfitting problems. To avoid such overfitting problems, various techniques have been proposed: early stopping, weight decay, data augmentation, and dropout. 11, 14 In this paper, the overfitting problems induced by complex architectures are prevented by monitoring the validation loss curves. In addition, plentiful training data are required to avoid overfitting problems.
In medical imaging, it is not easy to collect a large amount of training data. 38 The proposed method trains the MLP architectures using lines of aliased and fully sampled images as input and output respectively. Circular shifting of both the input and output data along the y-direction is used to supplement insufficient training data because circular shifting of the training images is almost same as images that are newly measured by shifting the positions of the objects. The efficiency FIG. 9 . Reconstructed noisy T2w images from the proposed method (second column), SPIRiT (third column), and GRAPPA (fourth column) (a-c) for various SNR cases in the sampling pattern shown in Fig 5(a) . For the proposed method, three architectures were trained from three different SNR data with (a) 5%, (b) 2%, and (c) 0.5% noise standard deviations of the maximum intensity, which were applied to the reconstruction of noisy test images with the same noise levels respectively. Each error image from the fully sampled image is amplified by 10. The nRMSEs on the whole image or on the edges are written beneath the corresponding error image. The white arrows show unresolved aliasing artifacts in (a)-(b). [Color figure can be viewed at wileyonlinelibrary.com] of our strategy in augmenting the training data was verified, as shown in Figs. 2(e)-2(f). Adding complex Gaussian noise into the training data, or generating simulated training data would be additional strategies for augmenting training data.
Some reconstruction methods utilize nonlinear terms, a nonlinear reconstruction process, or nonlinear functions. Nonlinear GRAPPA additionally utilizes nonlinear terms to make calibration kernels unlike GRAPPA, which can reduce noise-induced errors. 39 Several reconstruction methods perform nonlinear reconstruction using prior information, [3] [4] [5] [6] [7] [8] [9] 40 and they reconstruct images iteratively while maintaining the data consistency of the subsampled k-space data and utilizing various constraints. The proposed method trains the MLP architecture with nonlinear functions like ReLU to map aliased images into alias-free images. The nonlinear function is utilized to insert nonlinearity into the MLP architectures. The proposed MLP architectures with many weight coefficients and nonlinear functions can be learned by many training data with various sensitivity maps.
Artificial neural networks has been used to reduce imaging time in MRI. [20] [21] [22] [23] [24] [25] Golkov et al. 20 and Kim et al. 21 designed MLP architectures, which reduced the required number of diffusion weighted images to fit q-space models, and the required number of phase cycled images to remove banding artifacts, respectively. Sinha et al. 22 designed an MLP architecture to utilize a few folded voxels and the positions of the voxels as input, to unfold the voxels. Wang et al. 24 designed the convolutional neural network (CNN) architecture to suppress the noise-like aliasing artifacts from 2D pseudorandom sampling. Hammernik et al. 25 designed the convolutional neural network (CNN) architecture to learn optimal regularization of variational model.
The proposed method was applied to various regular and irregular subsampling patterns in a phase encoding direction. However, it is difficult to apply the proposed method to 2D subsampling cases of 3D MR imaging. When taking 2D subsampling patterns, aliased voxels are folded along two directions, and they have to be jointly utilized as the input of the MLP architecture. In addition, the size of the input becomes too large, and it requires much larger architectures and more training data with the large input and output.
Although the proposed method is better in terms of nRMSEs and FSIM than the compared methods, the proposed method suffers from structure-dependent artifacts, which are a common weakness of nonlinear reconstruction methods. The weight values of the proposed architectures are learned to map aliased images to alias-free images. MR data have most energy in low frequency components, and the architectures are learned with a high influence of the low frequency components to minimize the loss function. In addition, the error in high frequency components is localized in images. Thus, the proposed method induces structure-dependent artifacts. In-depth analysis about artifacts induced by learning-based methods would be studied in future works.
Because the proposed MLP architecture is a learning-based method, it could not deal with exceptional cases that were not trained, for example, FOV/2 shift of imaging object. Also, the proposed method requires a long learning time for each condition, such as sampling pattern, matrix size, and so on. For different input data in sampling pattern and SNR, transfer learning from pre-trained architectures could be utilized to save learning time because they have sharable information. 41 However, changes of data sizes such as the numbers of coils and phase encoding lines cannot use the current transfer learning, thereby requiring long learning time. For more practical applications, architectures have to be improved to have better tolerance for potential changes in input data. They have to be accompanied by transfer learning or advanced optimization algorithms, to reduce learning time. 41, 42 In conclusion, a learning-based reconstruction method was proposed to save imaging time. High-quality images can be reconstructed from subsampled data using the proposed method. This method can be applied to various k-space subsampling patterns in a phase encoding direction, and its processing can be performed in real time. Author to whom correspondence should be addressed. Electronic mail: hwpark@kaist.ac.kr.
