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ABSTRACT 
One approach to understanding the behaviour of complex systems is individual-based modeling, 
which provides a bottom-up approach allowing for the consideration of the traits and behaviour of 
individual organisms. Ecosystem models aim to characterize the major dynamics of ecosystems, 
in order to synthesize the understanding of such systems and to allow predictions of their 
behaviour. Moreover, ecosystem simulations have the potential to help scientists address 
theoretical questions as well as helping with ecological resource management. Because in reality 
biologists do not have much data regarding variations in ecosystems over long periods of time, 
using the results of ecological computer simulation for making reasonable predictions can help 
biologists to better understand the long-term behaviour of ecosystems. Different versions of 
ecosystem simulations have been developed to investigate several questions in ecology such as 
how speciation proceeds in the absence of experimenter-defined functions. I have investigated 
some of these questions relying on complex interactions between the many individuals involved 
in the system, as well as long-term evolutionary patterns and processes such as speciation and 
macroevolution. 
Most scientists now believe that natural phenomena have to be  looking as a chaotic system. In 
the past few years, chaos analysis techniques have gained increasing attention over a variety of 
applications. I have analyzed results of complex models to see whether chaotic behaviour can 
emerge, since any attempt to model a realistic system needs to have the capacity to generate 
patterns as complex as the ones that are observed in real systems. To further understand the 
complex behaviour of real systems, a new algorithm for long-term prediction of time series 
behaviour is also proposed based on chaos analysis. We evaluated the performance of our new 
method with respect to the prediction of the Dow-Jones industrial index time series, epileptic 
seizure and global temperature anomaly. 
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Chapter 1 
1. Introduction 
The world presented by Darwin demonstrates that the existence of living creatures can basically 
be described in terms of a small number of fundamental processes [1]. These arguments suggest 
that it might be possible to create an artificial world that exhibits these simple processes on a 
computer. Some would argue that life is a process, which is fundamentally associated with the 
physical world. For example, they might argue that some of the processes associated with living 
organisms, such as metabolism, could not be simulated on a computer [2]. On the other hand, 
others would argue that life is fundamentally a process (or a set of processes) and is quite 
independent of its specific implementation; they would be quite happy to accept that artificial life 
could evolve on a computer. We believe an attempt to create artificial life is worth pursuing for a 
number of reasons. The approach of building  an evolutionary system is very different from the 
traditional methods taken in theoretical biology of analyzing evolution by tracking changes in 
population-level measures using simple mathematical models [3]. Different approaches allow one 
to look at a system from different angles; one approach might suggest answers whose significance 
is not apparent from another approach [4]. In  this way, artificial life approaches can complement 
the more traditional approaches of theoretical biology, and lead us to ask different sorts of 
questions about evolution and life [3].  
A complex ecosystem is composed of organisms living in a given habitat. There are biotic 
components of the ecosystem such as plants or animals, while the geographical conditions are 
part of the abiotic components. In an ecosystem, the biotic components and the abiotic ones 
establish a set of relationships with each other that characterize the ecosystem itself and bring it to 
a balanced state [5]. One approach for understanding the behaviour of complex ecosystems is 
Ecological modeling [6]–[8]. This is still a growing field at the crossroad between theoretical 
ecology, mathematics and computer science [9]. Ecosystem models aim to characterize the major 
dynamics of ecosystems, in order to synthesize the understanding of such systems, and to allow 
predictions of their behaviour. Because natural ecosystems are very complex (in terms of number 
of species and of ecological interactions), ecosystem models typically simplify the systems they 
are representing to a limited number of components. One approach for understanding the 
behaviour of complex ecosystems is individual-based modeling (IBM), which provides a bottom-
up approach allowing for the consideration of the traits and behaviour of individual organisms.  
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Individual-based models are simulations aiming to study the global consequences of local 
interactions of members of a population (see chapter  2). One of the main interests of IBM 
ecosystem simulations is that they both offer a global view of the evolution of the system, which 
is difficult to observe in nature and a detailed view, which cannot be considered by mathematical 
modeling (see section  2.1). Although, how much these models are realistic is under question. 
How can we measure the similarity between models and real ecosystems? Is there a measure for 
quantifying the complexity of real ecosystems and models? Can mathematical equations 
accurately simulate real systems? 
Sir Isaac Newton was a pioneer in modeling of the motion of physical systems with mathematical 
equations. It was necessary to have calculus along the way, since basic equations of motion 
comprise velocities and accelerations, are derivatives of position. His major achievement was his 
finding that the motion of the planets and moons of the solar system emerged from a fundamental 
source: the gravitational force between bodies [10], [11]. Later generations of researchers 
expanded the method of using differential equations to explain how physical systems evolve. But 
the method had a limitation. While the differential equations were sufficient to characterize the 
behaviour, it was mostly difficult to detect what that behaviour would be [11]. When solutions 
could be discovered, they described very regular motion. Scientists comprehended the sciences 
from textbooks filled with examples of differential equations with usual topics. If the solutions 
stayed in a confined area of space, they settled down to either (1) a steady state, mostly because 
of energy loss by friction, or (2) an oscillation that was either periodic or quasiperiodic. Around 
1975, after three centuries of study, many scientists around the world suddenly became aware that 
there is a third kind of motion, a type (3) motion, that we now call "chaos". The new motion is 
erratic, but not simply quasiperiodic with a large number of periods, and not necessarily due to a 
large number of interacting particles. This type of behaviour can emerge from very simple 
systems (see chapter  3) [10]. 
Most scientists believe that chaotic behaviour can be observed in many natural systems [10], 
[12]–[22]. It is therefore interesting to study natural phenomena considering them as chaotic 
systems [23]. In the past few years, chaos analysis techniques have gained increasing attention in 
medical signal and image processing. For example, analyses of encephalographic data and other 
biosignals are among its applications [24], [25]. It has been shown that the evaluation of 
chaoticity (level of chaos) is an important issue in several such applications. There are many 
publications that justify that, without chaoticity, biological systems might be unable to get 
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discriminated between different stages and thereby different modes of operation [26], [27] (for 
example epileptic seizures can be detected by using measure of chaoticity [28]). 
The expectations of scientists and mathematicians are different. Mathematicians prove theorems 
while scientists seek for pragmatic models fitting and explaining their data and not for a 
mathematical proof for their model. The first studies indicating chaotic behaviour in computer 
studies of very simple models were unpleasant to both folks. The mathematicians feared that 
nothing was proved so nothing was learned. Scientists pointed out that models without physical 
quantities like mass, charge, energy, or acceleration could not be linked to physical studies. But 
further studies led to a change in point of view. Mathematicians realized that these studies could 
lead to new ideas that slowly led to new theorems. Scientists found that computer studies of much 
more complicated models yielded behaviours similar to those of the simplistic models, and that 
perhaps the simpler models captured the key phenomena [11]. 
Modeling (simulation) is a well-known approach for studying natural phenomena. Our research 
focused on the modeling of ecosystem alongside with the chaos analysis of the resulting complex 
models. By modeling organisms with varying characteristics (such as age, mating preferences, 
and role in the ecosystem), the properties of the system can emerge from their complex 
interactions possibly avoiding the issue of having pre-included into the model the very things that 
one would like to study. Ecosystem simulations, for example, can help scientists to understand 
theoretical questions and could have some significance in ecological resource management. 
Because in reality biologists do not have much data regarding variation of ecosystems over long 
periods of time, using the results of a logical simulation for making reasonable predictions can 
help biologists to better understand long-term behaviour of ecosystems. 
Different versions of a large evolving ecosystem simulation (EcoSim [29]) have been developed 
to investigate several biological questions. We investigated questions relying on complex 
interactions between the multiple individuals involved in the system, as well as long-term 
evolutionary patterns and processes such as speciation and macroevolution. For instance, we 
investigated how small, randomly distributed physical obstacles influence the distribution of 
populations and species [30]. We also investigated forces influencing speciation by considering 
the formation of genetic clusters and the level of hybridization between them [31]. The results of 
EcoSim have been used to predict variation in the number of species in EcoSim by applying 
machine learning techniques. Identifying important features for species richness prediction and 
the relationship between them could be beneficial for future conservation studies. 
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In order to show that these simulations can be considered as reasonable models for simple real 
ecosystems, we analyzed them to see whether complex chaotic behaviour can emerge. This is 
because any attempt to model a realistic system need to have the capacity to generate patterns as 
complex as the ones that are observed in real systems. We analyzed the results of EcoSim [29], to 
evaluate its complexity [32]. We also examined multifractal patterns in the results of EcoSim, for 
example time series corresponding to the variation of the number of prey and predator individuals 
and individuals' positions [33]. We wanted to investigate whether the data generated by EcoSim 
present the same kind of multifractal properties as the ones observed in real ecosystems. We also 
analyzed different parameters of the simulation to detect which ones cause the multifractal 
behaviour since one important issue for ecologists is to understand where these structures come 
from [34].  
Analysis and prediction of complex systems (coming from either models or real systems) is 
always a serious challenge for scientists. Using chaos analysis is a fine answer to address this 
challenge since it reveals simple and logical principles behind complex behaviour. With chaos 
analysis, dealing with some of the most challenging complex system analysis problems, 
intractable using traditional mathematical or physical approaches, seems to be realistic. Analysis 
of complex data and the leveraging of that analysis towards making reasonable predictions is an 
important goal. For this reason, a new algorithm for long-term prediction of time series' 
behaviour is also proposed based on measures of level of chaos [35]. The new method has been 
used to address different open problems like prediction of epileptic seizure and long-term 
prediction of financial market' trends (couple of months in advance). What follows is a summary 
of the important contributions made by this dissertation: 
• First, two important theoretical questions in ecology that are hard to study in nature have 
been investigated using computer simulations. We investigated how small, randomly 
distributed physical obstacles influence the distribution of populations and species, the 
level of population connectivity (e.g., gene flow) as well as the mode and tempo of 
speciation in a virtual ecosystem (see section  4.1). We modified EcoSim to examine 
complex predator-prey dynamics and coevolution in spatially homogenous and 
heterogeneous worlds. Further we investigated if and how speciation proceeds in the 
absence of experimenter-defined functions (see section  4.2). To address this key 
knowledge gap, we used EcoSim to explore speciation in the absence of pre-defined 
fitness functions. In our model, speciation results from emergent properties arising from  
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interactions between individuals in spatial landscapes where abiotic parameters are 
initially invariant. 
• Second, we proposed a new species abundance distribution model based on an ensemble 
of base models, combined using a genetic algorithm (see section  4.3). Species abundance 
distribution is a component of biodiversity and refers to how common or rare a species is 
relative to other species in a defined location or community. It is one of the main 
characteristics investigated in ecological studies.  
• Third, we predicted changes in the number of species in EcoSim using several important 
features by applying machine learning techniques, such as using different feature 
selection algorithms and decision trees (see section  4.4). 
• Fourth, we analyzed the output of EcoSim, such as population time series and spatial 
distribution of individuals (see sections  5.1 and  5.2). These analyses showed that not only 
the overall behaviours of patterns generated by EcoSim is deterministic but also EcoSim 
is capable of generating patterns as complex as patterns that have been observed in 
natural phenomena. 
• Finally an algorithm for time series prediction has been developed leading to highly 
accurate long-term predictions of nonlinear time series (see chapter  6). We evaluated its 
performance with respect to the prediction of the long-term behaviour of the Dow-Jones 
Industrial Index (DJIA) time series, EEG time series for epileptic seizure prediction and 
prediction of global temperature anomalies. 
The Outline of this dissertation is as follows: 
• Chapter 2 reviews existing literature regarding evolutionary systems and the use of 
individual-based modeling (IBM) in ecology, with a particular focus on ALife 
evolutionary simulations 
• Chapter 3 reviews the basic concepts in chaos theory as well as useful methods for 
analyzing chaotic systems. 
• Chapter 4 presents the results obtained by studying the importance of different 
parameters on speciation in EcoSim. This chapter presents a new species abundance 
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distribution model along with presenting the results of machine learning techniques 
applied to the outputs of EcoSim for species richness prediction 
• Chapter 5 presents the results of nonlinear analysis on various outputs of EcoSim. 
• Chapter 6 presents a new method for time series predictions with three different 
applications. 
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Chapter 2 
2. Review of Ecosystem Modeling  
Modeling has turned into a vital apparatus in the investigation of ecological systems. Powerful 
computational resources and graphical software packages have overcome a great part of the 
drudgery of creating models with a programming language and opened new perspectives of 
model development. Models give a chance to investigate ideas regarding ecological systems that 
it may not be conceivable to field-test for financial or logistical reasons. The procedure of 
forming an ecological model is very beneficial for organizing one’s thinking, shedding light on 
concealed assumptions, and recognizing information needs [36]. Ecologists employ models for 
different purposes, including explaining existing data, formulating predictions, and guiding 
research [37]. 
Ecological models can guide research in various ways. Sensitivity analysis of a model can 
uncover which procedures and coefficients have the most impact on observed results, and along 
these lines, proposes how to prioritize sampling efforts [38], [39]. Most importantly, models 
make an interpretation of ecological hypotheses into predictions that could be assessed in light of 
existing or new information. The type of models and details will rely on the system examined, the 
questions asked, and the data available. Models can rapidly become complex and clear problem 
definition is crucial to keeping the model focused [36]. Once the general type of ecological model 
has been chosen, the ecologist must determine the appropriate level of abstraction for the model. 
Ecologists have an interest for deeper understanding of concepts such as: the evolutionary 
process, the emergence of species, the emergence of learning capacities, the usage of energetic 
resources of individuals in different stress conditions, and the effect of climatic variations or 
catastrophic events in evolution. All of these studies have significance in ecological resource 
management, epidemiology, or in studying the impact of human behaviour on ecosystems. 
Ecosystem simulations can help scientists understand theoretical questions. 
Many models have been designed to investigate biological hypotheses. However, a common 
feature of most of these models is the reliance on a pre-defined fitness function, which makes the 
system function as an optimization process with bounded convergence properties. Different 
ecological models based on a pre-defined fitness function will be discussed in this chapter. 
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2.1.  Mathematical modeling and IBM approaches with pre-defined 
fitness function 
Artificial evolving systems with pre-defined fitness functions, or fitness landscapes, have been 
well studied. The fitness function evaluates how good a potential solution is relative to other 
potential solutions. The fitness function is used in a process of selection to choose which potential 
solutions will continue on to the next generation, and which will die out. In the 1960s, John 
Holland introduced Genetic Algorithm (GA) [40] as a tool to model the adaptation of organisms 
to their environment and to develop ways in which complex evolutionary processes can be 
investigated in computer systems [41]. Since then, many empirical and theoretical studies have 
been undertaken to determine the behaviour of such artificially evolving systems [42].   
To model evolutionary systems, fitness is assigned to individuals based on some genetic or 
phenotypic properties associated with the individual. In general, the fitness function is an a priori 
feature of the model leading to what Packard called extrinsic adaptation [43] and Channon et al. 
called artificial selection [44]. The dynamic of such a system (exploring the set of all possible 
genomic populations) is well understood, leading to convergence of the population towards the 
peaks of the fitness function [42]. Systems such as Genetic Algorithms with fitness sharing (also 
called niching) allow the modeling of competition for resources and can generate population 
distributions not centered on the peaks [45], [46]. The behaviours of such approaches are also 
well known showing convergence, with possible cycles, towards the peaks of the fitness function 
modified by the fitness sharing process. Problems in which the fitness function varies through 
time have also been studied, showing that the population distribution converges towards multiple 
successive points each one linked to the peaks of the new version of the fitness function [47]. In 
addition, the effect of linkage between loci (also called ‘dependency’) has been extensively 
studied (see the Chen review [48]), which leads to a new type of genetic algorithm called 
Estimation Distribution Algorithm [49] that also considers the hierarchy of linkages [50]. More 
complex systems based on artificial selection were designed and discussed in [44], [51].  
All of these systems are optimization processes, meaning that the fate of the system is directly 
determined by its pre-defined fitness function with the convergence behaviour described above. 
Packard was the first to design a simple model not governed by extrinsic adaptation (i.e not using 
a pre-defined fitness function), which demonstrated that the evolutionary dynamic could be an 
emerging property of an intrinsic model [43], [52]. Unfortunately, their organisms and systems 
were too simple for new species to emerge (for a discussion about emergence see section  3). 
Moreover, the more complex systems, such as Geb [51] and Polyworld [53], rely heavily on 
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learning very complex neural networks to model behaviour, and the associated computational 
requirement constrains the total population to a few hundred individuals for a few hundred 
generations. These models are thus inefficient in dealing with processes, such as speciation, that 
can span large ecological and long temporal scales. 
To the best of our knowledge, all pervious ecological modeling studies rely on one form or 
another of an a priori fitness function. Obviously, all purely mathematical models are also based 
on pre-defined fitness functions, and so here we focus our discussion on individual-based models 
(IBMs), providing a few representative examples. In these studies, the pre-defined fitness 
function is generally defined as a fitness landscape, which is a classical representation also used 
to study the properties of Genetic Algorithms.  
• Gavrilets proposed a simple model in which L loci are each assigned a binary fitness 
value fit or unfit, later extended to a continuous range of fitness [54]. As these fitness 
values are initially set and do not evolve during the simulation, the fitness landscape is 
predefined. 
• Gavrilets [55] used a bidimensional IBM approach with two types of cells with different 
resources.  The fitness of an individual is modeled by two Gaussian functions with pre-
defined parameters corresponding to the two types of cells, which generate a fixed 
multimodal fitness landscape.  
• Dieckmann [56], Kirkpatrick [57] and Bolnick [58] used a Gaussian fitness function 
coupled with a Gaussian genomic competition function similar to the fitness sharing 
processing analyzed in Genetic Algorithm with niching. Both functions used fixed pre-
defined parameters generating a fixed landscape. 
•  Drossel [59] and Doebeli [60] associated an IBM with Lotka-Volterra competition 
equations that predefined phenotypic fitness. Doebeli [61] designed a bidimensional IBM 
in which the fitness of individuals is governed by a Lotka-Volterra model with a fixed 
fitness landscape, composed of a succession of peaks, defined by a linear gradient of 
resources and associated with fitness sharing based on genomic similarity.  
• Higashi [62] proposed a model where an a priori fitness function is computed on L 
additive loci.  
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• Takimoto [63] proposed a model with an a priori fitness function computed on a 
deterministic combination of the alleles of three loci.  
• Gravilets (21, 22) and Thibert-Plante  [64]–[67] defined IBMS based on pre-defined 
multimodal Gaussian distribution of resources associated with a normalized competition 
function. Even though the resulting dynamic of such probabilistic complex systems can 
lead to non-stationary and non-converged population distributions, their overall 
behaviours are pre-determined and can be studied as in Débarre [68].  
• The approaches based on individual-based evolutionary game models (IBEG models; see 
the review of Allen [69]) integrate complex competition models but are still based on a 
pre-defined fitness function because of the pre-defined pay-off function.  
Relying on pre-defined fitness functions, all of these methods correspond to one form or another 
of a genetic algorithm and they perform an optimization process with predictive convergence 
properties. We suggest that, for this reason, previous studies did not allow the emergence of 
intrinsic adaptations in the sense of Packard. In the following, two well-known ecological models 
with pre-defined fitness function are explained more into details. 
2.1.1. Tierra 
Tierra [70] is a complex simulation designed by Thomas S. Ray in 1990 where computer 
programs contest for central processing unit (CPU) time and access to the memory. The computer 
programs in Tierra are recognized to be evolvable and can mutate, self-replicate and recombine. 
Tierra has the ability to examine the basic procedures of evolutionary and ecological dynamics. A 
significant variation between Tierra and other models of evolutionary computation, such as 
genetic algorithms, is that it is said not to have fitness function built into the model. In these kind 
of models, there is the notion of a function being "optimized": there is simply survival and death. 
If there is no explicit fitness function embedded into the model, this may allow for more "open-
ended" evolution, where the dynamics between evolutionary and ecological procedures can vary 
during time. However, Russell K. Standish has measured the informational complexity of Tierran 
'organisms', and has not observed complexity growth in Tierran evolution [71]. Moreover, the 
mechanism used to determine which individual will die and which individual will perform more 
instructions is biased by some external rewards. 
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2.1.2. Avida 
Christoph Adami, Charles Ofria, and C. Titus Brown developed the artificial life model, Avida 
[72] at the California Institute of Technology in 1993. Avida is an efficient model to explore 
biological questions using evolving computer programs (digital organisms) [72], which was 
extended from the Tierra system. Avida allocates each digital individual its own preserved area of 
memory, and executes it with a another virtual CPU. Normally, other digital individuals cannot 
access this memory space, neither for reading nor for writing, and cannot run code that is not in 
their own memory space. In Avida, the virtual CPUs of various individuals can work at various 
speeds, such that one individual runs, for example, twice as many instructions in the same time 
interval as another individual. The speed of virtual CPU is specified by different elements, but 
particularly, by the tasks that the organism performs: logical computations that the organisms can 
carry out to reap extra CPU speed as a bonus. In Avida, scientists can describe the existing tasks 
and place the consequences for individuals upon successful computation. When individuals are 
given with extra CPU cycles, their replication rate grows. Adami and Ofria, in collaboration with 
others, have used Avida to conduct research in digital evolution [73], [74]. For example: the 2003 
paper, "The Evolutionary Origin of Complex Features" describes the evolution of a mathematical 
equals operation from simpler bitwise operations [73]. The individuals being specifically 
rewarded for executing pre-defined instructions, this system, as Tierra, is also an optimization 
process. 
2.2. IBMs without Pre-defined fitness function 
Models based on use of  individuals as a basic unit, have been used in ecology since 40 years ago, 
but only since the excellent review of Huston et al. (1988) [75] emerged a decade ago, individual-
based modeling has been considered as a useful approach for ecological modeling. 
2.2.1. Echo 
Echo which is an agent based model, was created to catch the essential characteristics of 
ecological systems. All of the elements and interactions in Echo are abstract, and it is not yet 
known whether Echo can be used to simulate real world phenomena efficiently. Echo expands the 
classical genetic algorithm in several significant directions: (A) fitness in endogenous, (B) agents 
have both a genome and a local state that evolves during time, (C) genomes are profoundly 
structured. Echo is a “genetic ecosystem model in which evolving agents are simulated in a 
resource-limited environment” [76]. Each agent in Echo, replicates itself with possible mutations 
when they obtain enough resources to copy its genome. The agents can gain resources during 
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interaction with other agents (combat, trade or mating) or from the environment. This system for 
endogenous reproduction is much closer to the way fitness is faced in natural settings than fitness 
functions in genetic algorithms. It has been shown that Echo exhibits the same relative species 
abundance pattern as natural ecological systems [77]. Echo was intended to be a general model of 
an intrinsic adaptive system rather than modeling and answering specific questions in 
evolutionary biology. Due to the high abstraction level of the Echo model, the degree of fidelity 
to real systems is uncertain. 
2.2.2. Polyworld 
Polyworld is another ecosystem model developed by Larry Yaeger [78] to study evolution. 
Polyworld, which is a computational ecology, was designed to examine issues in artificial life. 
Simulated individuals reproduce, fight and hunt and eat each other, eat the food that grows inside 
the world, and try to find successful tactics for survival. An individual's entire behaviour is 
controlled by its neural network "brain". Each brain's structure is specified from its genetic code, 
in terms of number, size, and combination of neural clusters and the types of connections between 
those clusters. Synaptic efficacy is adjusted via Hebbian learning, so, in fact, the individuals have 
the capability to learn during their lifetimes. The individuals perceive their world through their 
vision, prepared by a computer graphic rendering of the world from each individual's standpoint. 
The Individual's physiologies are also encoded genetically, thus all components of behaviour 
(including brain and body), evolve over several generations. Polyworld demonstrates a visual 
environment in which a population of individuals search for food, mate and have offspring. The 
population is typically in the hundreds, as each organism is complex and consumes considerable 
computer resources. In this platform, each individual makes its behaviour based on a neural 
network, which is coded in each individual's genome. The genome specifies the organism’ size, 
speed, color, mutation rate and a number of other factors and is randomly mutated at a set 
probability, which are also changed in descendant organisms. Polyworld addresses a common 
behavioural ecology/evolutionary biology issue—how agents distribute themselves given limited, 
patchy resources [79]. Lack of semantics in the genomic structure (nodes) in Polyworld, makes it 
difficult to reason and link together different aspects of the model. Another criticism of 
PolyWorld, in the context of perpetual evolutionary emergence, is that learning during the life of 
the individuals appears to be overwhelmingly responsible for the results. This integrated learning 
process adds to the computational complexity of the model. Furthermore, the high complexity of 
the neural networks agents limits their number making it difficult to study large ecosystem 
phenomena's. 
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2.2.3. Framsticks 
Framsticks presented by Komosinski et al in 1999 [46] is a 3D life simulation platform 
addressing both research and education. The platform consists of modules that facilitate the 
design of various experiments in optimization, coevolution, open-ended evolution and ecosystem 
modeling. Agents have both mechanical structure (bodies) consisting of connected sticks and 
control system (brain) using artificial neural network. The neural network brain collects data from 
sensors and sends signals to the joints, which control motion activities. The world is enriched 
with complex topology and a water level along with energy balls consumed by agents. Although 
some locomotion behaviours have evolved, the high complexity of the model did not present any 
different results than those obtained from much simpler evolutionary systems. This model is more 
concerned with the study of emerging motor behaviour rather than modeling a multiple level 
interacting ecosystem. 
2.3. Other Predator-prey ecological simulations 
Some of the above mentioned systems like Polyworld and Echo model predators. Other predator-
prey models have also been presented focusing more on the ecological predator prey dynamics 
and interactions [80]. Smith (1991) [81] uses Volterra [82] model, which exhibits constant 
population dynamics, both in terms of oscillations in global populations as well as dynamic 
patchiness. The model integrated 2D spatial representation to study migration under different 
predation strategies. He showed that detailed movement patters in predator and prey can affect 
their interaction. Smith only models simple predator prey behaviour with simple genomic 
representation as only migration parameters are able to mutate. In [83] digital predator-prey 
organisms were used to study the evolution of trophic structure represented by the food web. Bell 
showed how different energy flow levels among organisms affect species richness and diversity. 
In another study [84] Lotka-Volterra equations were integrated in an IBM to examine how 
evolution of prey is used by predators affects community stability and whether complexity of 
food web increases stability of the predator prey system. The results demonstrated that number of 
existing species decreases with the increasing complexity. 
A predator-prey simulation based in a spatial collection of individual finite state machine animate 
agents was first presented in [85]. This model can locate hundreds of thousands of individuals 
evolving in a two-dimensional featureless spatial plain. Every animate carries a small set of rules 
that direct its microscopic behaviour and at each time-step of the simulation, each animate 
executes one of these rules, causing it to: move; eat; or breed. In one study the effect of 
introducing camouflage behaviour as an available option for predators was investigated([86]). It 
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was shown that individuals who adopt this behaviour are relatively successful in obtaining prey 
and thus prolonging their lives against threat of dying of hunger [80]. This in turn led to higher 
numbers of successful older predators, which caused a crash in the population of prey. At each 
time step, every individual needs to change its state based on the locations and state of its 
neighbours. It is this process of finding the nearest neighbours that dramatically increases the 
time required to perform a useful run of the model. This expensive computational cost limits its 
number of individual and making it difficult to study large ecosystem phenomena's. 
In another study a time-delayed gestation period was introduced into the predator-prey selection 
and adaptation mechanisms ([87]). The temporal behaviour of individual animates was affected 
by the gestation period parameter and hence the macroscopic behaviours of the species was also 
affected. 
2.4. EcoSim, an Individual-based predator-prey Model without Pre-
defined Fitness Function 
Since, in this dissertation, EcoSim has been used to investigate several different biological 
questions, we give in this section a detailed description of EcoSim using the updated 7-points 
Overview-Design concepts-Details (ODD) standard protocol [88] for describing individual-based 
models. 
2.4.1. Purpose 
EcoSim is an individual-based predator-prey ecosystem simulation, which was designed to 
simulate agents’ behaviour in a dynamic, evolving ecosystem [29], [89]. The main purpose of 
EcoSim is to study biological and ecological theories by constructing a complex adaptive system, 
which leads to a generic virtual ecosystem with behaviours similar to those found in nature. 
EcoSim uses, for the first time, a fuzzy cognitive map (FCM) to model each agent behaviour (see 
section  2.4.4.1). The FCM of each agent, being coded in its genome, allows the evolution of 
agents’ behaviour throughout the epochs of the simulation. 
In EcoSim, all the factors determining the reproductive success of an individual are free of pre-
defined fitness functions. The overall fitness of an individual, measured as its reproductive 
success and that of its offspring, depends only on the interaction between its phenotype 
(behavioural type) and the environment. These interactions result from the usage of the 
behavioural models of the individuals under various environmental circumstances. At each time 
step, the individuals in EcoSim consume some energy. This consumption is determined by a cost 
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function that takes into account the complexity of the behavioural model of the individual (the 
number of edges it contains) and the action it performs. The more complex the model is, the 
faster the movements performed by the individual (such as escape and exploration) are, and the 
more the energy is consumed. This cost function is pre-defined. Nevertheless, a cost function is 
not a fitness function since it does not determine the success of a particular behavioural model. A 
cost function is a ‘fix penalty’, which is assigned to behavioural models and actions 
independently of the environment in order to avoid an obvious continuous increase in the 
behavioural model complexity and to model energy depletion with time. The success of a 
behavioural model relies on the tradeoff between the decisions it makes, knowing the current 
environment and the cost of the actions that are performed throughout the life of the individual. 
However, this tradeoff is not arbitrated by a predefined extrinsic function but results from the 
consequence of the actions undertaken. 
As a consequence, decisions made by individuals with distinct behavioural models do not rely on 
any external evaluation (pre-defined fitness function) in the interest of the action. Instead, 
decisions rely on the knowledge ‘learned’ from the environment in the behavioural model by the 
evolutionary process, tuning behaviours to a particular state of the local world, and on the 
individual perception of the local environment. The model determining the reproductive success 
of an individual is thus intrinsic to the simulation in the sense that no external information is 
involved for determining fitness. 
2.4.2. Entities, state variables, and scales 
Individuals: There are two types of individuals: predators and prey. Each individual possesses 
several life-history characteristics (see Table  2-1) such as age, minimum age for breeding, speed, 
vision distance, level of energy, and amount of energy transmitted to the offspring. Energy is 
provided to the individuals by the resources (food) they find in their environment. Prey consume 
primary resources, which are dynamic in quantity and location, whereas predators hunt for prey. 
Each individual performs one unique action during a given time step, based on its perception of 
the environment. Each agent possesses its own FCM coded in its genome and its behaviours are 
determined by the interaction between the FCM and the environment (see section  2.4.4.1). 
Energy is provided by the primary or secondary resources found in their environment. For 
example, prey individuals gain 250 units of energy by eating one unit of grass and predators gain 
500 units of energy by eating one prey. At each time step, each agent spends energy depending on 
its action (e.g. breeding, eating, running) and on the complexity of its behavioural model (number 
of existing edges in its FCM). On average, a movement action, such as escape and exploration, 
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requires 50 units of energy whereas a reproduction action uses 110 units of energy and the choice 
of no action results in a small expenditure of 18 units of energy.  
Table  2-1. Several physical and life history characteristics of individuals from 10 independent EcoSim 
runs. 
Characteristic    Predator                                 Prey 
Maximum age 42 time steps (+/- 6) 46 time steps (+/-18) 
Minimum age of reproduction 8 time steps 6 time steps 
Maximum speed 11 cells / time step 6 cells / time step 
Vision distance 25 cells maximum 20 cells maximum 
Level of energy at initialization  1000 units 650 units 
Average speed 1.4 cells / time step (+/- 0.3) 1.2 cells / time step (+/- 0.2) 
Average level of energy 415 units (+/- 82) 350 units (+/- 57) 
Maximum level of energy 1000 units 650 units 
Average number of reproduction action 
during life 
1.14 (+/- 0.11) 1.49 (+/- 0.17) 
Average length of life 16 time steps (+/- 5) 12 time steps (+/- 3) 
 
Cells and virtual world: The smallest units of the environment are cells. Each cell represents a 
large space, which may contain an unlimited number of individuals and/or some amount of food. 
The virtual world consists of torus-like discrete 1000 × 1000 matrix of cells.  
Time step: Each time step involves the time needed for each agent to perceive its environment, 
make a decision, perform its action, as well as the time required to update the species 
membership, including speciation events and record relevant parameters (e.g. the quantity of 
available food). In terms of computational time, the speed of a simulation per generation is 
proportional to the number of individuals. An execution of the simulation with an average of 250 
000 individuals simultaneously present in the world produced approximately 15 000 time steps in 
35 days.  
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Population and Species: On average, in each time step, there are about 250,000 individuals, 
members of one or more species. A species is a set of individuals with a similar genome relative 
to a threshold.  
2.4.3. Process overview and scheduling 
The possible actions for the prey agents are: exploring the environment to gain information 
regarding food, predators, and sexual partners, evasion (escape from predator), search for food (if 
there is not enough grass available in its habitat cell, prey can move to another cell to find grass), 
socialization (moving to the closest prey in the vicinity), exploration, resting (to save energy), 
eating and breeding. Predators also perceive the environment to gather information used to 
choose an action from amongst: hunting (to catch a prey), search for food, socialization, 
exploration, resting, eating and breeding. After each action, the individuals’ energy is adjusted 
and their age in incremented by one. There are also two environmental processes: after all 
individuals perform their actions, the amount of grass and meat are adjusted.     
At each time step, the value of the state variables of individuals and cells are updated. The 
overview and scheduling of every time step is as follows (algorithm): 
1. For prey individuals:  
1.1. Perception of the environment  
1.2. Computation of the next action  
1.3. Performing actions and updating the energy level  
2. Updating the list of prey (it's done once for all prey individuals) 
3. Updating prey species (it's done once for all prey individuals) 
4. For predator individuals:  
4.1. Perception of the environment  
4.2. Computation of the next action  
4.3. Performing their action and update of the energy level  
5. Updating the list of predator individuals (it's done once for all predator individuals) 
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6. Updating predator species (it's done once for all predator individuals) 
7. For each cell in the world: 
7.1. Updating the grass level  
7.2. Updating the meat level  
8. Updating of the age of the individuals  
The complexity of the simulation algorithm is mostly linear with respect to the number of 
individuals. If we consider that there are N1 prey and N2 predators and we exclude the sorting 
parts, which have a complexity of O(N1logN1) and O(N2logN2) but are negligible in the overall 
computational time as they are only performed once per time step, then the complexity of part 1 
and part 2 of the above algorithm, including the clustering algorithm used for speciation, will be 
O(N1) and O(N2) respectively (Aspinall and Gras, 2010). The virtual world of the simulation has 
1000×1000 cells, therefore the complexity of part 3 will be O(k = 1000×1000). The complexity of 
part 4 will be O(N1+N2). As a result, the overall complexity of the algorithm is O(2N1+ 2N2+ k), 
which is O(N = 2N1 +2N2). 
2.4.4. Design concepts 
2.4.4.1. Basic principles 
To observe the evolution of individual behaviour and ultimately ecosystems over thousands of 
generations, several conditions need to be satisfied: (i) every individual should possess genomic 
information; (ii) this genetic material should affect the individual behaviour and consequently its 
fitness; (iii) the inheritance of the genetic material has to be done with the possibility of 
modification; (iv) a sufficiently high number of individuals should coexist at any time step and 
their behavioural model should allow for complex interactions and organizations to emerge; (v) a 
model for species identification, based on a measure of genomic similarity, has to be defined; and 
(vi) a large number of time steps need to be performed. These complex conditions pose 
computational challenges and require the use of models that combine the compactness and ease of 
computation with a high potential for complex representation. 
In EcoSim, a Fuzzy Cognitive Map (FCM) [90] is the base for describing and computing the 
agent behaviours. Each agent possesses an FCM to compute its next action. The FCM is 
integrally coded in their genomes and therefore heritable and subject to evolution. FCMs are 
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weighted graphs representing the causal relationship between concepts, allowing the observation 
of evolutionary patterns and inference of underlying processes (Figure  2-1) (see section  2.4.4.2 
and  2.4.4.6). When a new offspring is created, it is given a genome, which is a combination of the 
genomes of its parents with some possible mutations. 
 
 
Figure  2-1. A sample of a predator’s FCM including concepts and edges. The width of each edge shows 
the influence value of that edge. Color of an edge shows inhibitory (red) or excitatory (blue) effects. 
Formally an FCM is a graph, which contains a set of nodes C, each node Ci being a concept, and a 
set of edges I, each edge Iij representing the influence of the concept Ci on the concept Cj. A 
positive weight associated with the edge Iij corresponds to an excitation of the concept Cj from the 
concept Ci, whereas a negative weight is related to an inhibition (a zero value indicates that there 
is no influence of Ci on Cj). The influence of the concepts in the FCM can be represented in an 
n×n matrix, L, in which Lij is the influence of the concept Ci on the concept Cj. If Lij = 0, there is 
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no edge between Ci and Cj. In EcoSim, each individual genome code for its proper FCM, with 
one gene coding for one weight Lij. 
2.4.4.2. Emergence 
In each FCM, three kinds of concepts are defined: sensitive (such as distance to foe or food, 
amount of energy, etc.), internal (fear, hunger, curiosity, satisfaction, etc.), and motor (evasion, 
socialization, exploration, breeding, etc.). The activation level of a sensitive concept is computed 
by performing a fuzzification of the information the individual perceives in the environment. For 
an internal or motor concept, C, the activation level is computed by applying the defuzzification 
function on the weighted sum of the current activation level of all the concepts having an edge 
directed toward C. Finally, the action of an individual is selected based on the maximum value of 
motor concepts' activation level. Activation levels of the motor concepts are used to determine the 
next action of the individual. For example, Figure  2-2 represents two sensitive concepts (foeClose 
and foeFar), one internal (fear), and one motor (evasion). There are also three influence edges: 
closeness to a foe excites fear, distance to a foe inhibits fear, and fear causes evasion. Activations 
of the concepts foeClose and foeFar are computed by fuzzification of the real value of the 
distance to the foe, and the defuzzification of the activation of evasion tells us about the speed of 
the evasion (see section  2.4.4.6). 
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Figure  2-2. An FCM for detection of foe (predator) and decision to evade, with its corresponding matrix 
(0 for ‘Foe close’, 1 for ‘Foe far’, 2 for ‘Fear’ and 3 for ‘Evasion’) and the fuzzification and defuzzification 
functions [91]. 
The behavioural model of individuals coded in FCM can react to the changes in the environment 
for example, it has been shown that the contemporary evolution of prey behaviour owing to 
predator removal is also accompanied by prey genetic change [92]. At the initiation of the 
simulation, prey and predators are scattered randomly all around the virtual world. Through the 
epochs of the simulation, the distribution of the individuals in the world is changed drastically 
based on many different factors: prey escaping from predators, individuals socializing and 
forming groups, individuals migrating gradually to find sources of food, species emerging, etc. 
The size of the world is large enough to accommodate population structures and the emergence of 
migrations. For example, an individual moving at its maximum speed could barely cross half of 
the world during its life span. Moreover, previous studies demonstrate that the usage of 
behavioural models lead to a non-random distribution of individuals and species in which 
individuals form populations that contain agents with similar genomes [30], [33]. Figure  2-3 
shows an example of a snapshot of the virtual world after thousands of time steps with emerging 
grouping patterns. 
It has been shown that the data generated by EcoSim present the same kind of multifractal 
properties as those observed in real ecosystems [93]. Individuals' distribution forming spiral 
waves is one property of prey-predator models (Figure  2-3). Prey near the wave break have the 
capacity to escape from the predators sideways. A subpopulation of prey then finds itself in a 
region relatively free from predators. In this predator-free zone, prey starts expanding 
extensively, forming a circularly expanding region. The whole pressure process and spiral 
formation will be applied to this subpopulation of prey and predators, leading to the formation of 
a second scale [34]. This process repeats many times, which is a common property of self-similar 
processes [94]. Because there are consecutive interactions between prey and predators over time, 
the same pattern repeats itself over and over. The result of this pattern repetition is the emergency 
of self-similarity in the spatial distribution of individuals. In addition, migration phenomena can 
be observed, since the relocation of individuals leads to the redistribution in the population [95]. 
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Figure  2-3. A snapshot of the virtual world in one specific time step, white color represents predator 
species and the other colors show different prey species. 
2.4.4.3. Adaptation 
The genome maximum length is fixed (390 sites), where each site is a real number and 
corresponds to an edge between two concepts of the FCM and code for the weight associated to 
this edge. However, as many edges have an initial value of zero, only 114 edges for prey and 107 
edges for predators exist at initialization (see section  2.4.4.1). One more gene is used to code for 
the amount of energy, which is transmitted from the parents to their child at birth. The value of a 
site, which is a real number, corresponds to the intensity of the influence between the two 
concepts. The genome of an individual is transmitted to its offspring after being combined with 
the genome of the other parent and following the possible addition of some mutations. To model 
linkage, the weights of edges are transmitted by blocks from parents to the offspring. For each 
concept, its entire incident edges’ values are transmitted together from the same randomly chosen 
parent. The behavioural model of each individual is therefore unique. Step after step, as more 
individuals are created, changes in the FCM occur due to the formation of new edges (with 
probability of 0.001), removal of existing edges (with probability of 0.0005) and changes in the 
weights associate to existing edges (with probability of 0.005). These low probabilities, compare 
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to crossover probability, reflects the fact that change in genome should be relatively slow to avoid 
random evolution. Therefore, new genes may emerge from among the 265 initial edges of zero 
value.  
2.4.4.4. Fitness 
We calculated the fitness for each species as the average fitness of its component individuals. In 
order to realistically represent the capacity of an individual to survive and produce offspring that 
can also survive, fitness was calculated as the sum of age at death of the focal individual with the 
death age of its children (a post-processing computation). Since the sum involves all direct 
offspring, it is representative of the fertility and survivability of the individual.  
2.4.4.5. Prediction 
So far, there is no learning mechanism for individuals during their life and they cannot predict the 
consequences of their decision. The only available information for every individual to make 
decisions is the information coming from their perceptions at that particular time step and the 
value of the activation level of the internal and motor concepts at the previous time steps. The 
activation levels of the concepts of an individual are never reset during its life. As the previous 
time step activation level of a concept is involved in the computation of its next activation level, 
this means that all previous states of an individual during its life participate in the computation of 
its current state. Therefore, an individual has a basic memory of its own past that will influence 
its future states.     
2.4.4.6. Sensing 
Every individual in EcoSim is able to sense its local environment inside its range of vision. For 
instance, each prey can sense its five closest foes, cells with food units, mates within its range of 
vision, the number of grass units in its cell and the number of possible mates in its cell. Moreover, 
each individual is capable of recognizing its current level of energy.  
It should be noted that the FCM process explained in section  2.4.4.2, enables, for example, 
distinguishing between perception and sensation: sensation is the real value coming from the 
environment, and perception is sensation modified by an individual’s internal states. For example, 
it is possible to add three edges to the map presented in Figure  2-2: one auto excitatory edge from 
the concept of fear to itself, one excitatory edge from fear to foeClose, and one inhibitory edge 
from fear to foeFar (Figure  2-4). A given real distance to the foe seems higher or lower to the 
individual depending on the activation level of fear. Also, the fact that the individual is frightened 
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at time t influences the level of fear of the individual at time t + 1. This kind of mechanism makes 
possible the modeling of the degree of stress for an individual. It also enables the individual to 
memorize information from previous time steps: fear maintains fear. It is therefore possible to 
build very complex dynamic systems involving feedback and memory using an FCM, which is 
needed to model complex behaviours and abilities to learn from evolution. 
 
Figure  2-4. An FCM for detection of foe (predator) - difference between perception and sensation [91]. 
This map shows different kind of interactions between three kinds of concepts: perception concept (Foe 
close and Foe far), internal concept (Fear) and motor concept (Evasion). 
2.4.4.7. Interaction 
The only action that requires a coordinate decision of two individuals is reproduction. For 
reproduction to be successful, the two parents need to be in the same cell, to have sufficient 
energy, to choose the reproduction action and to be sufficiently genetically similar. The 
individuals cannot determine their genetic similarity with their potential partner. However, if they 
try to mate and the potential partner is too dissimilar (the difference between the two genomes is 
greater than a specified threshold (half of the speciation threshold)), then the reproduction fails.  
Predator’s hunting introduces another type of interaction in the simulation. For a predator to 
succeed in the hunting action, its distance to the closest prey is required to be less than one cell. 
When a predator’s hunting action succeeds, a new meat unit is added to the corresponding cell, 
and the energy level of the predator is also increased by one unit of meat energy. 
Furthermore, there is a competition for prey and predators for food. For example, if in a given cell 
there is only one food unit and two agents have chosen the action of eating, the younger will act 
first, and so it will be the only one that can eat (in this cell) at this time step. This is a way to 
simulate the fact that older species members help younger species members to survive. 
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2.4.4.8. Stochasticity 
To produce variability in the ecosystem simulation, several processes involve stochasticity. For 
instance, at initialization, the number of grass units is randomly determined for each cell. 
Moreover, the maximum age of an individual is determined randomly at birth from a uniform 
distribution centered at a value associated with the type of agent (see section  2.4.5). Stochasticity 
is also included in several kinds of actions of the individuals such as evasion and socialization. If 
there is no predator or partner respectively in the vision range of the individual, the direction of 
the movement would be random. Furthermore, the direction of the exploration action is always 
random. 
However, to understand the extent of randomness in EcoSim, Golestani et al. (2010) examined 
whether chaotic behaviour exists in signals (time series) generated by the simulation. They 
concluded that the EcoSim is capable of generating non-random and chaotic pattern (time series) 
[32]. For a more detailed description of these studies see chapters 3 and 5. 
2.4.4.9. Collectives 
In EcoSim, the notion of species is implemented in a way that species emerge from the evolving 
population of agents. EcoSim implements a species concept directly related to the genotypic 
cluster definition [96] in which a species is a set of individuals sharing a high level of genomic 
similarity. In addition, in EcoSim, each species is associated with the average of the genetic 
characteristics of its members, called the ‘species genome’ or the ‘species center’. The speciation 
method involves a 2-means clustering algorithm [97] in which an initial species is split into two 
new species, each of them containing the agents that are mutually the most similar (see section 
 4.2). Over time, a species will progressively contain individuals that are increasingly genetically 
dissimilar up to an arbitrary threshold where the species splits. After splitting, the two sister 
species are sufficiently similar that hybridization events can occur. Therefore, two individuals can 
interbreed if their genomic distance is smaller than an arbitrary threshold (half of the speciation 
threshold) even if they are designated as members of two sister species by our clustering 
algorithm. The information about species membership is only a label. It is not used for any 
purpose during the simulation but only for post-processing analysis of the results. Several studies 
have been conducted to analyze the concept of species in EcoSim. Devaurs & Gras (2010) [98] 
compared the species abundance patterns emerging from EcoSim with those observed in natural 
ecosystems using Fisher's logseries [99]. Species abundance is a key component of 
macroecological theories and Fisher's logseries is one of the most widely known classic models 
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of species abundance distribution. The results of this study proved that at any level in sample size, 
EcoSim generates coherent results in terms of relative species abundance, when compared with 
classical ecological results [100]. In another study, Golestani et al. (2012) [30] investigated how 
small, randomly distributed physical obstacles influence the distribution of populations and 
species, showing that there is a direct and continuous increase in the speed of evolution (e.g. the 
rate of speciation) with the increasing number of obstacles in the world. We also investigated one 
of the most difficult questions in biology that refers to the astonishing fact that species are an 
inevitable byproduct of evolution and it has been shown that  natural selection is the leading 
factor of speciation [31]. For a more detailed description see section  4.2. 
2.4.4.10. Observation 
EcoSim produces a large amount of data in each time step, including number of individuals, new 
and extinct species, geographical and internal characteristics of every individual, and status of the 
cells of the virtual world. Information regarding each individual includes position, level of 
energy, choice of action, specie, parents, FCM, etc. There is also the possibility to store all of the 
values of every variable in the current state of the simulation in a separate file, making possible 
the restoration of the simulation from that state onwards. All of the data is stored in a compact 
special format, to facilitate the storage and future analysis.  
2.4.5. Initialization and input data 
A parameter file is used to assign the values for each state variable at initialization of the 
simulation. These parameters are as follows: width and height of the world, initial numbers of 
individuals, threshold of genetic distance for prey/predator speciation, maximum age, energy, 
speed, vision range, and initial values of FCM for prey/predator. Any of these parameters can be 
changed for specific experiments and scenarios. An example of a list of the most common user-
specified parameters is presented in Table  2-2. For other initial parameters see Table  2-3 to Table 
 2-8. 
 Different values of initial parameters can lead to an extinction of either the prey or the predators 
or both of them. The current values lead to stable runs for the simulation. Some parameters like 
number of individuals are less sensitive than other. However, the whole system is quite stable and 
many different combinations of values still tested have led to stable runs. Moreover, as far as the 
runs are stables, all the general patterns behaviour described in section  2.4 emerged and have 
been observed systematically. 
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Table  2-2. Values for user-specified parameters in EcoSim. 
User Specified Parameter 
Used 
Value 
Number of Prey 12000 
Number of Predators 500 
Grass Quantity 5790000 
Maximum Age Prey 46 
Maximum Age Predator 42 
Prey Maximum Speed 6 
Predator Maximum Speed 11 
Prey Energy 650 
Predator Energy 1000 
Distance for Prey Vision 20 
Distance for Predator Vision 25 
Reproduction Age for Prey 6 
Reproduction Age for Predator 8 
 
2.4.6. Submodels 
As mentioned earlier, each individual performs one unique action during a time step based on its 
perception of the environment. EcoSim iterates continuously, and each time step consists of the 
computation of the activation level of the concepts, the choice and application of an action for 
every individual. A time step also includes the update of the world: emergence and extinction of 
species and growth and diffusion of grass, or decay of meat. 
At initialization time there is no meat in the world and the number of grass units is randomly 
determined for each cell. For each cell, there is a probability, probaGrass, that the initial number 
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of units is strictly greater than 0. In this case, the initial number is generated uniformly between 1 
and maxGrass. Each unit provides a fixed amount of energy to the agent that eats it. The preys 
can only eat the grass, and the predators have two modes of predation: hunting and scavenging. 
When a predatorʼs hunting action succeeds, a new meat unit is added in the corresponding cell 
and the predator is considered consuming another one. When a predatorʼs eating action succeeds 
(which can be viewed as a scavenging action), one unit of meat is removed in the corresponding 
cell. The amount of energy is energyGrass for one grass unit when eaten by a prey and is 
energyMeat for one meat unit eaten by a predator. The number of grass units grows at each time 
step, and when a prey dies in a cell, the number of meat units in this cell increases by 2. The 
number of grass units in a cell decreases by 1 when a prey eats, and the number of meat units 
decreases by 1 when a predator eats. The number of meat units in a cell also decreases at each 
time step, even if no meat has been eaten in this cell. 
1. Evasion (for prey only). The evasion direction is the direction opposite to the direction of the 
barycenter of the 5 closets foes within the vision range of the prey, with respect to the current 
position of the prey. If no predator is within the vision range of the prey, the direction is chosen 
randomly. Then the new position of the prey is computed using the speed of the prey and the 
direction. The current activation level of fear is divided by 2. 
2. Hunting (for Predator only). The predator selects the closest cell (including its current cell) that 
contains at least one prey and moves towards that cell. If it reaches the corresponding cell based 
on its speed, the predator kills the prey, eating one unit of food and having another unit of food 
added to the cell. When there are several preys in the destination cell, one of them is chosen 
randomly. If the speed of the predator is not enough to reach the prey, it moves at its speed 
toward this prey. If there is no prey in the current cell and in the vicinity or it does not have 
enough energy to reach to a prey, hunting action is failed. 
3. Search for food. The direction toward the closest food (grass or meat) within the vision range is 
computed. If the speed of the agent is high enough to reach the food, the agent is placed on the 
cell containing this food. Otherwise, the agent moves at its speed toward this food. 
4. Socialization. The direction toward the closest possible mate within the vision range is 
computed. If the speed of the agent is high enough to reach the mate, the agent is placed on the 
cell containing this mate, and the current activation level of sexualNeeds is divided by 3. 
Otherwise, the agent moves at its speed toward this mate. If no possible mate is within the vision 
range of the agent, the direction is chosen randomly. 
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5. Exploration. The direction is computed randomly. The agent moves at its speed in this 
direction. The activation level of curiosity is divided by 1.5. 
6. Resting. Nothing happens. 
7. Eating. If the current number of grass (of meat) units is greater than 1, then this number is 
decreased by 1 and the preyʼs (predatorʼs) energy level is increased by energyGrass (energyMeat 
). Its activation level for hunger is divided by 4. Otherwise nothing happens. 
8. Breeding. The following algorithm is applied to the agent A: 
if A.energyLevel > 0.125 × maxEnergyPrey then 
for all A of the same type in the same cell 
if  A.energyLevel > 0.125 × maxEnergyPrey and D(A,A) < T and 
    A′has not acted at this time step yet and 
    Aʼs choice of action is also breeding 
then 
interbreeding(A,A) 
A.sexualNeeds ← 0 
A.sexualNeeds ← 0 
If  A′ satisfies all the criteria, the loop is canceled 
If none of the A′agents satisfies all the criteria, the breeding action of A fails.  
For every action requiring that the agent move, its speed is computed by the formula 
Speed = Ca × maxSpeedPrey  =>  for the preys 
Speed = Ca × maxSpeedPredator  => for the predators 
with Ca the current activation level of the motor concept associated with this action. 
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The process of generating a new offspring (interbreeding function) consists of following steps. 
First, the value of birthEnergyPrey is transmitted with possible mutations from one randomly 
chosen parent to the offspring. Second, the edges’ values are transmitted with possible mutations, 
and the initial energy of the offspring is computed. To model the crossover mechanism, the edges 
are transmitted by block from one parent to the offspring. For each concept, its incident edges’ 
values are transmitted together from the same randomly chosen parent. Third, the maximum age 
of the offspring is computed. Finally, the energy level of the two parents is updated. 
Table  2-3. The initial parameters of the EcoSim at the first time step of the simulation. There are 42 
parameters for each run of EcoSim. The value of these parameters has been obtained empirically and 
by biologists' expert opinion to preserve the equilibrium in the ecosystem. 
Parameter Initial Value Comments 
Width  1000 width of the world 
Height  1000 height of the world  
ProbaGrass  0.187 initial probability of grass per cell 
ProbaGrowGrass  0.0028 probability of diffusion of grass 
ValueGrass  250 energy value for a consumed grass 
ValuePrey  500 energy value for a consumed prey  
MaxGrass  8 maximum number of grass in a cell  
SpeedGrowGrass  0.5 speed of growing grass  
MaxMeat  8 maximum number of meat in a cell  
NbResources  2 number of food resources in the world 
ProbaMut  0.005 probability of mutation to a nonzero gene 
ProbaMutLow  0.001 probability of mutation to a zero gene  
MinArc  0.075 threshold for an arc to be counted as nonzero  
InitNbPrey  12000 initial number of prey  
InitNbPredator  2000 initial number of predator 
DistanceSpeciesPrey  1.5 threshold of genetic distance for prey species 
DistanceSpeciesPred  1.3 threshold of genetic distance for predator species  
AgeMaxPrey  46 maximum age for prey  
AgeMaxPred  42 maximum age for predator  
AgeReprodPrey  6 minimum reproduction age for prey 
AgeReprodPred  8 Minimum reproduction age for predator  
ClusterPrey  10 number of prey per  clusters at initialization 
ClusterPredator  20 number of predators per clusters at initialization   
RadiusCluster  5 radius in number of cell of each initial cluster 
EnergyPrey  650 maximum energy of prey 
EnergyPredator  1000 maximum energy of predator  
SpeedPrey  6 maximum speed of prey  
SpeedPredator  11 maximum speed of predator 
VisionPrey  20 maximum vision of prey 
VisionPredator  25 maximum vision of predator 
StateBirthPrey  30 initial parental energy investment for prey 
StateBirthPred  40 initial parental energy investment for predator  
nbSensPrey  12 number of sensitive concepts in prey 
nbConceptsPrey  7 number of internal concepts in prey  
nbMotorPrey  7 number of motor concepts in prey  
nbSensPredator  12 number of sensitive concepts in predator 
nbConceptsPredator  7 number of internal concepts in predator 
nbMotorPredator  7 number of motor concepts in predator 
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Restore  1 0-no restore, 1-restore 
MaxSave  500 0-no save, #-save every # states 
MinSave  0 0-no save, #-save every # states 
WorldSave  0 0-no save, 1-save world 
 
Table  2-4. Initial FCM values for Prey (See Table  2-5). Every prey individual has a FCM which represent 
its behaviour. At first time step, all prey individuals have an initial FCM. During time and during each 
generation with operators like crossover and mutation, the FCM of individuals change. 
  FR  HG SP CU SD ST NU ES SF SC XP WT ET RP 
PC 4 0 0 0.1 0 -1 1 0 0 0 0 0 0 0 
PF -4 0 0 0 0 0.5 -0.5 0 0 0 0 0 0 0 
OC 0 0.5 0 -0.1 0.1 0.5 -0.5 0 0 0 0 0 0 0 
OF 0 0 -0.4 0.2 -0.2 -0.7 0.7 0 0 0 0 0 0 0 
FC 0 0 0.5 -0.1 0.1 0.5 -0.5 0 0 0 0 0 0 0 
FF 0 0 -0.4 0.2 -0.2 -0.5 0.5 0 0 0 0 0 0 0 
EL 0.4 4 -1.5 0 0 -2.2 2.2 0 0 0 0 0 0 0 
EH 0 -1 1.5 0.2 -0.2 1.5 -1.5 0 0 0 0 0 0 0 
OH 0 -0.2 0 -0.3 0.3 1.1 -1.1 0 0 0 0 0 2.6 0 
OL 0 0.2 0 1 -1 -1.1 1.1 0 0 0 0 0 -4 0 
PY 0 0 0 -0.4 0.4 0.5 -0.5 0 0 0 0 0 0 1.5 
PN 0 0 0.5 0.3 -0.3 -0.8 0.8 0 0 0 0 0 0 -4 
FR  0.5 0 0 0 0 0 0 1.5 -0.8 -1 0.3 -1 -1 -1 
HG 0 0.3 0 0 0 0 0 -0.8 2.1 -0.7 0.7 -0.5 4 -1.8 
SP 0 0 0.2 0 0 0 0 -0.2 0 1.5 0.5 -0.3 -0.4 3 
CU 0 0 0 0.1 0 0 0 -0.1 0.5 0.3 1.5 -0.2 -0.3 -0.2 
SD 0 0 0 0 0.1 0 0 0 -0.5 -0.3 -1.2 0.2 0.3 0.2 
ST 0 0 0 0 0 0 0 -0.1 -0.8 -0.2 -2 1.5 0.8 0.7 
NU 0 0 0 0 0 0 0 0.4 1 0.2 2 -1.2 -0.7 -0.7 
ES 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SF 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SC 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
XP 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
WT 0 0 0 0 0 0 0 0 0 0 0 0.2 0 0 
ET 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
RP 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Table  2-5. Prey/predator FCM abbreviation table. The abbreviation used to present concepts of FCM in 
EcoSim. These abbreviations have been used in other tables to show values of these concepts. 
NodeName Abbreviation NodeName Abbreviation 
Fear FR  PredClose PC 
Hunger HG PredFar PF 
SearchPartner SP FoodClose OC 
CuriosityStrong CU FoodFar OF 
Sedentary SD FriendClose FC 
Satisfaction ST FriendFar FF 
Nuisance NU EnergyLow EL 
Escape ES EnergyHigh EH 
SearchFood SF FoodLocalHigh OH 
Socialize SC FoodLocalLow OL 
Exploration XP PartnerLocalYes PY 
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Wait WT PartnerLocalNo PN 
Eat ET PreyClose YC 
Reproduce RP PreyFar YF 
ChaseAway CA 
SearchPrey SY 
 
Table  2-6. Parameters of prey defuzzification function (see Figure  2-5). The function that has been used 
for fuzzifications uses three parameters which shape the fuzzification curve. 
NodeName Activation 
Fuzzy 
Parameter1 
Fuzzy 
Parameter2 
Fuzzy 
Parameter3 
PredClose 0 1 3.5 3.5 
PredFar 0 2 3.5 3.5 
FoodClose 0 1 6 6 
FoodFar 0 2 6 6 
FriendClose 0 1 5 5 
FriendFar 0 2 5 5 
EnergyLow 0 1 4 4 
EnergyHigh 0 2 4 4 
FoodLocalHigh 0 2 4 4 
FoodLocalLow 0 1 4 4 
PartnerLocalYes 0 2 1000 20 
PartnerLocalLow 0 1 1000 20 
Fear 0 0 1 3.5 
Hunger 0 0 1 3 
SearchPartner 0 0 1 3 
Curiosity 0 0 1 2.5 
Sedentary 0 0 1 2.5 
Satisfaction 0 0 1 3 
Nuisance 0 0 1 3 
Escape 0 0 1 3.5 
SearchFood 0 0 2 3 
Socialize 0 0 4 3 
Exploration 0 0 6 2.5 
Wait 0 0 7 3 
Eat 0 0 8 3.5 
Reproduce 0 0 10 3.5 
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Figure  2-5. The three parameters that specify the shape of the curve. The first parameter specifies the 
center of curve in the horizontal axis, the second parameter specifies the lower band of curve in the 
vertical axis and the third parameter specifies the width of curve. 
 
Table  2-7. Initial FCM for Predator (See Table  2-5). Every predator individual has a FCM which represent 
its behaviour. At first time step, all predator individuals have an initial FCM. During time and during 
each generation with operators like crossover and mutation, the FCM of individuals change 
  CA HG SP CU SD ST NU SY SF SC XP WT ET RP 
YC 0.7 0 0 -0.1 0 0.5 -0.5 0 0 0 0 0 0 0 
YF -0.5 0.7 0.1 0.4 -0.4 -0.5 0.5 0 0 0 0 0 0 0 
OC -0.5 0.7 0 -0.1 0.1 0.5 -0.5 0 0 0 0 0 0 0 
OF 0.8 -0.2 0.1 0.2 -0.2 -0.6 0.6 0 0 0 0 0 0 0 
FC 0 0 0.7 0 0 0.4 -0.4 0 0 0 0 0 0 0 
FF 0 0 -0.5 0.3 -0.3 -0.4 0.4 0 0 0 0 0 0 0 
EL 3.5 5 -1.2 0 0.2 -1.5 1.5 0 0 0 0 0 0 0 
EH -2 -3 1.4 0.3 -0.3 1 -1 0 0 0 0 0 0 0 
OH -1.5 0.3 -0.2 -0.3 0.3 1 -1 0 0 0 0 0 4 0 
OL 1.7 0 0.2 1 -1 -1 1 0 0 0 0 0 -5 0 
PY -0.3 0 0 -0.4 0.4 0.8 -0.8 0 0 0 0 0 0 2 
PN 0.3 0 0.5 0.3 -0.3 -0.8 0.8 0 0 0 0 0 0 -5 
CA 0.2 0 0 0 0 0 0 1.5 -0.2 -0.4 0.3 -0.4 0 -0.4 
HG 0 0.3 0 0 0 0 0 4 2.5 -1.2 0.3 -0.4 3.5 -0.8 
SP 0 0 0.2 0 0 0 0 -0.8 -0.8 1.5 0.3 -0.5 -0.6 3 
CU 0 0 0 0.1 0 0 0 0.3 0.3 0.3 1.5 -0.4 -0.3 -0.2 
SD 0 0 0 0 0.1 0 0 -0.3 -0.3 -0.3 -1.5 0.4 0.3 0.2 
ST 0 0 0 0 0 0 0 -0.8 -0.8 -0.2 -1.8 1 0.8 0.8 
NU 0 0 0 0 0 0 0 1 0.8 0.2 2 -1 -0.6 -0.8 
SY 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SF 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SC 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
XP 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
WT 0 0 0 0 0 0 0 0 0 0 0 0.2 0 0 
ET 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
RP 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table  2-8. Parameters of predator defuzzification function (see Figure  2-5). The function that has been 
used for fuzzifications uses three parameters which shape the fuzzification curve. 
NodeName Activation 
Fuzzy 
Parameter1 
Fuzzy 
Parameter2 
Fuzzy 
Parameter3 
PreyClose 0 1 4 4 
PreyFar 0 2 4 4 
FoodClose 0 1 5 5 
FoodFar 0 2 5 5 
FriendClose 0 1 5 5 
FriendFar 0 2 5 5 
EnergyLow 0 1 4.5 4.5 
EnergyHigh 0 2 4.5 4.5 
FoodLocalHigh 0 2 1000 20 
FoodLocalLow 0 1 1000 20 
PartnerLocalYes 0 2 1000 20 
PartnerLocalNo 0 1 1000 20 
ChaseAway 0 0 1 3 
Hunger 0 0 1 3.5 
SearchPartner 0 0 1 3 
Curiosity 0 0 1 2.5 
Sedementary 0 0 1 2.5 
Satisfaction 0 0 1 3 
Nuisance 0 0 1 3 
SearchPrey 0 0 1 3 
SearchFood 0 0 3 3.5 
Socialize 0 0 5 3 
Exploration 0 0 7 2.5 
Wait 0 0 8 3 
Eat 0 0 9 3.5 
Reproduce 0 0 11 3.5 
 
 
2.5. Randomized version of EcoSim 
2.5.1. The randomized version of EcoSim 
In order to have 'null hypothesis' model for comparison with our complex model, we also develop 
a version of our simulation in which the behavioural models are unplugged and as a result of that 
there is no effects of natural selection. Instead, we apply a random walk process to our system. 
Without a behavioural model, the spatial distribution of individuals is random. In this version of 
the simulation, we used a random walk model with no behavioural model for individuals. 
A random walk, sometimes denoted RW, is a mathematical formalization of a trajectory that 
consists of taking successive random moves [101]. 
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This model is derived from the “unified neutral theory of biodiversity” by ecologist Stephen 
Hubbell [102]. Hubbell’s theory treats individuals in the population as essentially identical in 
their per capita probabilities of giving birth, dying, migration, and speciation. This implies a 
random behaviour at the individual level. 
In the randomized version of the simulation, the behavioural model responsible for different 
actions of each individual is removed and the actions of the individuals are narrowed down to 
movement and reproduction: 
• Movement of the individuals in the virtual world is random; however, the distribution of 
movements and the size of the world are kept the same as in the EcoSim. 
• Predator-Prey population dynamics are determined by the Lotka-Volterra competition 
model [82], [103], [104]. This model controls the number of births and deaths of 
individuals at each time step. The following formulas have been used to compute the 
variation in number of both of prey and predators: 
1 1
1 1 1 1 2
1
2
2 2 2 1 2
. 1 . . .
. . .
dn n
r n a n n
dt k
dn
r n a n n
dt
= − −
= − +
 
 
 
 
(2-1) 
Where n2 is the number of predators, n1 is the number of prey, dn1/dt and dn2/dt represent the 
variation of the two populations with time, t represents the time; and r1, a1, r2, a2 and k1 are 
parameters representing the interaction between the prey and predators. The individuals that die 
are randomly selected. Reproduction action is also random, and unlike EcoSim there is no need 
for genetic similarity of the parents. The parents and the offspring’s initial location are also 
randomly chosen. 
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Chapter 3 
3. Nonlinear and Chaos Analysis 
The important point in science is the assumption that experiments are predictable and repeatable 
[105]. Thus it surprised most scientists when simple deterministic systems were found that were 
neither predictable nor repeatable. Instead, they exhibited chaos, in which the tiniest change in the 
initial conditions produces a very different outcome, even when the governing equations are 
known exactly [105]. 
Over the past 30 years, in the field of mathematics and modern physics, a new scientific method 
and very interesting theory called "Chaos Theory" has appeared [106], [107]. Chaos theory 
studies complex dynamical systems such as the atmosphere, animal populations, flow, heart 
palpitations, and geological processes [108]. The key idea of chaos theory is that in any 
irregularities, order lies. This means that regularity should not be sought just at one scale. 
Phenomenon which at the local scale seems to be completely random and unpredictable, perhaps 
on a larger scale, is highly stationary and predictable [105]. 
There is a similarity between chaos theory and the science of statistics. Statistic is also seeking 
for regularity in irregularity. Outcome of a coin toss every time is random and uncertain, because 
it is considered in a local domain. But the expected consequences of this phenomenon, when the 
event is repeated, is steady and predictable [109]. Existence of such a regularity allows the 
gambling industry to survive, otherwise no investor would be willing to invest in such an 
industry. In fact, gambling for someone who gambles is random (because he lies in the local 
scale) but for the owner of the casino, the gambling phenomenon is predictable and reliable 
(because he lies in the larger (global) scale and because the gambling phenomenon has order at 
that scale). Many historical events in the scale of 20 years may seem completely random and 
stochastic, whereas it is possible that in the scale of 200 years, 2,000 years, or 20,000 years, there 
is a specific period or an order that emerge. Scientific approaches build on chaos theory can 
change the scale in which the events are considered in a way that their structural order can be 
discovered [106].  
In the area of mathematics, complex systems has been assumed as a deterministic systems with 
chaos [105], [110], [111], although complex systems can be defined in many other ways. There 
are different definitions depending on the field of science. Complex systems in mechanics is 
defined: "A complex system is a damped, driven system (for example, a harmonic oscillator) 
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whose total energy exceeds the threshold for it to perform according to classical mechanics but 
does not reach the threshold for the system to exhibit properties according to chaos theory" [112]. 
Complex systems have many degrees of freedom, many elements that are partially but not 
completely independent. The study of complex systems is concerned with both the structure and 
the dynamics of systems and their interaction with their environment [113]. In other words, in 
order to have a complex system, two or more components are needed, which are joined in such a 
way that it is difficult to separate them [105].  
Another important term in the field of complexity is Emergence, which is:  
1. How behaviour at a larger scale of the system arises from the detailed structure, behaviour and 
relationships on a finer scale. 
2. What a system does by virtue of its relationship to its environment that it would not do by 
itself. 
3. Act or process of becoming an emergent system. 
Emergence refers to all the properties that we assign to a system that are really properties of the 
relationship between a system and its environment [114]. For these kind of systems, statistical 
techniques, agent based models, individual-based models and evolutionary models are useful 
[115], [116]. Different studies have been shown that agent-based modeling (ABM) can reveal the 
emergence phenomenon [116], [117]. An ABM is a model for simulating the actions and 
interactions of agents with a view to assessing their effects on the system as a whole. It combines 
elements of complex systems, emergence, multi-agent systems, and evolutionary programming 
[118]. 
In this dissertation, like much research in the area of mathematics, complex systems have been 
assumed to be deterministic systems with chaos. We tried to approach complex systems with this 
specific perspective. The key is to find what is the main characteristic of chaotic systems and how 
we can characterize and quantify key features in chaotic systems. In order to show how a chaotic 
behaviour emerges, we present a simple chaotic system as following. 
3.1. Simple chaotic system 
The logistic equation is a common model of population growth where the rate of reproduction is 
proportional to both the existing population size and the amount of available resources [105]. A 
population size in year n +1 is proportional to the size of the population in year n [105]. It is 
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perceived that a given population has a limit: the maximum size of population beyond which the 
population cannot sustain itself.  This limit is called the "carrying capacity" of the environment 
for this population. Observation has suggested that a population close to the carrying capacity 
will emerge to have a large drop in size the following year, because of limited amount of 
resources. 
The logistic model, commonly used in population modeling, suggests that the size of a population 
in year n +1 should be not only proportional to the size in year n, but also proportional to how 
close the population is to the carrying capacity.  Consider the size of a population as a fraction of 
the carrying capacity:  The sized of population will be a number between 0 and 1, 1 representing 
the maximum size, and 0 representing extinction. Thus, the logistic model is: 
 ( )  (1 )f x a x x= −      (3-1) 
Assume that the constant a has the value 1.7 (initial population size is 0.1). The population begins 
to oscillate and then tend to stabilize in the following years. After the 17th year, the population has 
stabilized at 0.411. With the function ( ) 2.8 (1 )f x x x= −  and an initial population size of 
0.2, stable population is 0.634 after about 15 years.  For a specific value of a, it doesn't matter 
what is the size of population, the population will finally stabilize at the same size. 
 
Figure  3-1. Logistic Map with a = 2.8. The population will eventually stabilize. 
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Now consider the logistic population model ( ) 3.2 (1 )f x x x= − , with an initial population size 
of 0.15.  After couple of iterations, the size of population alternates between two values: 0.799 
and 0.513.  In fact, the initial population size is once again irrelevant. These population sizes form 
what is called an attracting cycle of period 2.  This "period 2" behaviour occurs with all values 
of a between (approximately) a = 3 and a = 3.4. 
 
Figure  3-2. Logistic Map with a = 3.2. The population oscillate between two points. 
Now we consider the function ( ) 3.5 (1 )f x x x= − , starting with any initial x value. The orbit 
(the population growth curve during time) is attracted to a cycle of period 4, specifically, 0.826, 
0.501, 0.874, and 0.382.  
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Figure  3-3. Logistic Map with a = 3.5. The population oscillate between four points. 
Not all values of a lead to stable or periodic behaviour.  For instance, a = 3.8 leads to completely 
different behaviour of the population. For a population with a = 3.8, there is absolutely no 
regularity to the population sizes in subsequent years.  All possible population sizes between 
approximately 0.25 and 0.92 will be taken on by this population, if we wait long enough.  
Moreover, the size of the population in any given year now seems to be very highly dependent on 
the initial population size, a situation totally unlike the regular, periodic behaviour that we noticed 
for the other values of a that we have considered.  As an example, consider one population 
with a = 3.8 and initial population size 0.2, and a second population with a = 3.8, but initial size 
0.3 (see Figure  3-4) [105].  
Although the populations start off fairly close in size, after about ten years they are quite 
different. And by 12 or 13 years, they are so different that there is no relationship whatsoever.  
Rather than having stable or periodic behaviour, as we observed in the logistic model with values 
of a equal to 1.7, 2.1, 3.2 and 3.5, the behaviour observed with a = 3.8 is what is called chaotic. 
In the above example, the two populations differed by only a small amount, an amount that could 
easily be due to an error in measurement, and then progressed in different ways. 
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Figure  3-4. Logistic Map with a = 3.8. The behaviour of population is non-periodic, bounded and 
deterministic (chaotic). 
When observing the long-term behaviour of dynamical systems, the states of the system approach 
particular possible solutions. In other words, the phase space of the system evolves to a 
comparatively small region, which is indicated by the attractor. Geometrically, simple attractors 
may be fixed points. Another form would be the limit cycle in which the solution oscillates 
between a sequence of values periodically. These simple attractors have in common that they 
have an integer dimension in the phase space. The structure of so-called strange attractors reflects 
the behaviour of chaotic systems – they cannot be described with a closed geometrical form and 
therefore, since they have a non-integer dimension, are fractals (see below) [119]. Well-known 
examples of strange attractors as a representation for the limiting values of nonlinear equation 
systems are the Henon attractor, the Rossler attractor and the Lorenz attractor (Figure  3-7) [105]. 
In order to analyze chaotic systems, there are two main approaches. First, we can analyze the 
strange attractor of chaotic systems in terms of fractal analysis. Second, we can analyze the time 
series behaviour to see how sensitive they are to initial conditions to extract the level of chaos. 
3.2. Self-Similarity 
Self-similarity strongly suggests that a process, or a structure, and a part of it appear to be the 
same when compared. A self-similar process is infinite and it is not, in general, something that 
can be directly visually detected. When an object does not display perfect self-similarity, it is said 
to have an approximate self-similarity. For instance, a coastline is a self-similar object, but it does 
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not have perfect self-similarity[120]. It is not only natural fractals that show approximate self-
similarity; the Mandelbrot set is another example. Identical patterns are not visible straight away, 
but when magnified, smaller versions of the same patterns appear at all levels of magnification 
(see Figure  3-5) [121]. Geometrical similarity is a trait of the space-time metric, whereas physical 
similarity is a property of the matter fields. The classic forms of geometry do not have this trait; a 
circle if on a large enough scale will look like a straight line. This is why people believed that the 
world was a flat cookie, the earth just looks that way to humans  [113], [120]. One well-known 
example of self-similarity and scale invariance is fractals, patterns that form of smaller objects 
that look the same when magnified. Many natural forms, such as coastlines, fault and joint 
systems, folds, topographic features, turbulent water flows, drainage patterns, trees, leaves, 
bacteria cultures, blood vessels, roots, lungs and even universe, look alike on many scales [113], 
[120]. It appears as if the underlying forces that produce the network of rivers, creeks, streams 
and rivulets are the same at all scales, which results in the smaller parts and the larger parts 
looking alike, and these looking like the whole [120], [122]. 
3.2.1. Self-organization 
Self-organization is a system where some kind of global order arises out of the local interactions 
between the elements of an initially disordered system [120], [122]. Self-organization presents 
useful models for many complex characteristics of the natural world, which are characterized by 
fractal geometries, self-similarity of structures, and power law distributions. Openness to the 
environment and coherent behaviour are necessary conditions for self-organization [123]. 
Because of a common conceptual framework, self-organizing processes are characterized by self-
similarity and fractal geometries, in which similar patterns are repeated with different sizes or 
time scales without changing their essential meaning. Similar geometric patterns are repeated at 
different sizes and are expressive of a fundamental unity of the system such as braiding patterns 
ranging from streambeds to root systems and the human lung [123]. 
Systems as diverse as metabolic networks or the world wide web are best described as networks 
with complex topology. A common property of many large networks is that the vertex 
connectivity follows a scale-free power-law distribution (see section  3.2.2). This feature is a 
consequence of two generic mechanisms shared by many networks: networks expand 
continuously by the addition of new vertices, and new vertices attach preferentially to already 
well connected sites. A model based on these two mechanisms reproduces the observed stationary 
43 
 
scale-free distributions, indicating that the development of large networks is governed by robust 
self-organizing phenomena that go beyond the particulars of the individual systems [124]. 
3.2.2. Power laws 
Power law is one of the common signatures of a nonlinear dynamical system. With power laws it 
is possible to express self-similarity of the large and small, i.e., to unite different sizes and 
lengths. In fractals, for example, there are many more small structures than large ones [119]. 
Their respective numbers are represented by a power law distribution. A common power law for 
all sizes demonstrates the internal self-consistency of the fractal and its unity across all 
boundaries. The power law distributions result from a commonality of laws and processes at all 
scales [123]. The scaling relationship of power laws applies widely and brings into focus one 
important feature of the systems considered [125]. When using the power laws, one must notice 
that statistical data for a phenomenon that obeys one of the power laws (exponential growth) is 
biased towards the lower part of the range, whereas that for a phenomenon with saturation 
(logarithmic growth) tends to be biased towards the upper part of the range [105]. 
The natural world is full of power law distributions between the large and small: Earthquakes, 
words of the English language, and coastlines of continents. For example power laws define the 
distribution of catastrophic events in Self-Organized Critical (SOC) systems. If a SOC system 
shows a power law distribution, it could be a sign that the system is at the edge of chaos, i.e., 
going from a stable state to a chaotic state. A power law distribution is also a litmus test for self-
organization, self-similarity and fractal geometries [105], [123]. 
The power laws and fractal dimensions are just two sides of a coin and they have a tight 
relationship joining them the together [119]. The relationships can be clarified with a 
mathematical discussion. The general equation for power law is shown in (3-2). It is a 
mathematical pattern in which the frequency of an occurrence of a given size is inversely 
proportional to some power n of its size: 
( ) ny x x−=        (3-2) 
Note that 
( ) ( ) ( )n n n ny x x x y xλ λ λ λ− − − −= = =     (3-3) 
It turns out that the power law can be expressed in “linear form” using logarithms: 
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log( ( )) log( )y x n x= −       (3-4) 
where the coefficient n represents the fractal dimension [2]. The mathematical relationship 
connecting self-similarity to power laws and to fractal dimension is the scaling equation. For an 
self-similar observable A(x), which is a function of a variable x, a scaling relationship holds: 
( ) ( )sA x A xλ λ=       (3-5) 
where λ is a constant factor and s is the scaling exponent, which is independent of x. Looking at 
(3-3), it is clear that the power law obeys the scaling relationship. 
The data emerging from the combination of self-similarity and self-organization cannot be 
described by either Normal or exponential distribution. The reason is, that emergence of order in 
complex systems is fundamentally based on correlations between different levels of scale. The 
organization of phenomena that belong at each level in the hierarchy rules out a preferred scale or 
dimension. The relationships in this type of systems are best described by power laws and fractal 
dimension [122]. 
3.2.3. Fractal Dimension 
Fractals are characterized by three concepts: Self-similarity, response of measure to scale, and the 
recursive subdivision of space. Fractal dimension can be measured by many different types of 
methods. A common property of all these methods is that they all rely heavily on the power law 
plotted to logarithmic scale, which is the property relating fractal dimension to power laws [105], 
[126]. One definition of fractal dimension D is the following equation: 
log / log(1/ )D N R=       (3-6) 
where N is the number of segments created, when dividing an object, and R is the length of each 
of segments. This equation relates to power laws as follows: 
log( ) .log(1/ ) log( )DN D R R−= =     (3-7) 
so that 
DN R−=        (3-8) 
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It is simple to obtain a formula for the dimension of any object provided. The procedure is just to 
determine in how many parts it gets divided up into (N) when we reduce its linear size, or scale it 
down (1/R). 
By applying the equation to line, square and cubicle, we get the following results; For a line 
divided in 4 parts, N is 4 and R is 1/4, so dimension D = log(4)/ log(4) = 1. For a square divided 
in four parts N is 4, R is 1/2, and dimension D = log(4)/log(2) = 2 · log(2)/ log(2) = 2. And for a 
cubicle divided in 8 parts, N is 8, R is 1/2 and dimension D = log(8)/log(2) = 3 · log(2)/log(2) = 3. 
The following series of pictures (Figure  3-5) represents iteration of the Koch curve. By applying 
equation (3-7) to the Koch curve, it is evident, that the dimension is not an integer, but instead 
between 1 and 2. In fact, the dimension is always 1.26185, regardless of the iteration level. 
Hence, 
D = logN/ log(1/R) = 1.26185,    (3-9) 
Which can also be written as 
N = (1/R)1.26185      (3-10) 
 
Figure  3-5. The Koch curve illustrates self-similarity. As the image is enlarged, the same pattern re-
appears. 
The formulas above indicate that N and R are related through a power law. In general, a power 
law is a nonlinear relationship, which can be written in the form N = a(1/R)D, where D is 
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normally a non-integer constant and a is a numerical constant, which in the case of the Koch 
curve is 1.26. 
Another way of defining the fractal dimension is box counting. In box counting the fractal is put 
on a grid, which is made of identical squares having size of side h. Then the amount of non-empty 
squares, k, is counted. The magnification of the method equals to 1/h and the fractal dimension is 
defined by equation [113]: 
log( ) / log(1/ )D k h=      (3-11) 
Some studies have shown that when the state-space dimension of a system can be express by a 
fractal dimension function, deterministic properties of the system can be determined by low 
values of fractal dimension and stochastic properties of a system can be determined by high 
values of fractal dimension [127]. Among different versions of fractal dimension that are used for 
regularity analysis (i.e. detection of deterministic behaviour versus stochastic behaviour), the 
Higuchi fractal dimension is a precise and applicable mechanism to estimate self-similarity that 
also gives a stable value for the fractal dimension [128]–[130]. In addition, this method is 
considered to be the standard for representing the irregularity of time series [131]. The Higuchi 
fractal dimension can be calculated directly in the time domain and is therefore simple and fast. It 
has also been proved to be an accurate estimator of fractal dimension for samples as short as 150-
500 data points.  
In the past few years, fractal analysis techniques have gained increasing attention in medical 
signal and image processing. For example, analyses of encephalographic data (EEG) and other 
bio-signals are among its applications [24], [132]. The same method may also be used in other 
biomedical applications [131], [132]. The correlation dimension [133] has also been used 
associated with the Gaussian kernel Algorithm (GKA) method [133] for analysis with results 
similar to those of Higuchi fractal dimension. 
3.2.3.1. Higuchi Fractal Dimension method 
In Higuchi's method [128], which is used for fractal dimension calculation, a new time series, 
k
mx , needs to be constructed from the input time series, x(1), x(2), …, x(N) as follows: 
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k
m
N-m
x  = x(m), x(m+k), x(m+2k), ... , x(m+ .k)    ,   m=1,2,...,k
k
  
    
 
 (3-12) 
Where both m and k are integers and     is Gauss’ notation. m is the initial time, and k is the 
interval time. For a time interval k, we get k sets of new time series (for example if k=3, there are 
3 time series: ,  , ). The length of the curve ( )mL k  is defined as follows: 
i=1
m
( ) ( ( 1) )   ( 1)
L (k) = 
x m ik x m i k N
N m k
k
+ − + − −
− 
  
∑
 
   (3-13) 
N is the number of samples and 1N
N m k
k
−
− 
  
 is the normalization factor. The length of the curve 
for the time interval k, L(k), is defined as the average value over k sets of ( )mL k . If ( ) DL k k −∝ , 
then the curve is a fractal with dimension D.  
Deterministic time series are identified by low values of Higuchi fractal dimension and stochastic 
properties of a time series are identified by high values of Higuchi fractal dimension. In the 
current implementation, the range is between 0 and 1, with the values close to 0 for deterministic 
time series and the values close to 1 for random time series. 
3.2.3.2. Correlation Dimension 
Correlation dimension is an extension of the usual notion of dimension to objects with a 
fractional dimension [134]. In dimensions one, two, three or more it is easily established, and 
intuitively obvious, that a measure of volume V(ε ) (e.g. length, area, volume and hyper-volume) 
varies as  ( ) dV ε ε∝  
where ε  is a length scale (e.g. the length of a cube's side or the radius of a sphere) and d is the 
dimension of the object. For a general fractal, it is natural to assume a relation like 
( ) dV ε ε∝ holds true, with its dimension given by: 
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log ( )
log
Vd ε
ε
∝
                             (3-14) 
And therefore: 
0
log ( )lim
log
Vd
ε
ε
ε→
≈
                        (3-15) 
Let {zt}  be an embedding of a time series in Rd. We therefore define the correlation function, 
CN(ε ), by 
( )1
0
( )
2N i ji j N
N
C I z zε ε
−
≤ < ≤
 
= − < 
 
∑
                (3-16) 
Here I(X) is the indicator function, which, has a value of 1 if condition X is satisfied and 0 
otherwise, and || . || is the usual distance function in Rd. N is the total number of points, The 
correlation dimension d is then defined as the slope of the line log(CN(ε )) versus log(ε ) at 
small scales where ε →0 . 
0
( ) ,
log ( )lim lim
log
d
N
N
N
C
Cd
ε
ε ε
ε
ε→ →∞
∝
=
                       (3-17) 
Although this definition of correlation dimension is valid, for reliable estimation of correlation 
dimension a Gaussian Kernel algorithm (GKA) method [135] should be used. 
Gaussian Kernel Algorithm takes an entirely different approach to modeling the noise in a signal. 
We return to the original definition of correlation dimension, i.e. Eqs. (5) and (6). Since the 
observations xn are contaminated by noise, one cannot know zn precisely [44]. Therefore, 
computation of I(\zi — zj\ < e) in Eq. (5) is actually somewhat fuzzy. Rather than adopting 
contemporary density estimation to improve the estimate of the distribution, one can model this 
uncertainty by replacing the hard indicator function I(.) with a continuous one. The choice 
(implied by its title) of the Gaussian Kernel algorithm is the Gaussian basis function 
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2
exp
4
i jz z
ε
− −
. Details of this algorithm are described by [136] and an efficient implementation 
of this technique is presented by [135]. 
Correlation dimension estimates from the GKA suggest the complexity of the system attractor 
(the number of active degrees of freedom) [134]. The correlation dimension gives an estimate of 
system complexity. The GKA separates the data into purely deterministic and stochastic 
components [133]. 
3.2.4. Multifractal Analysis 
A multifractal process is a generalization of a fractal process (monofractal) in which one 
exponent (fractal dimension) is not enough to explain its dynamics; instead, a continuous 
spectrum of exponents (singularity spectrum) is needed. Multifractal analysis uses the 
mathematical basis of multifractal theory to explore datasets, often in conjunction with other 
methods of fractal analysis. The technique requires to illustrate how scaling varies over the 
dataset. The techniques of multifractal analysis have been applied in a variety of practical 
situations such as predicting earthquakes and interpreting medical images [137]–[139]. 
In a multifractal system S, the behaviour around any point is described by a local power law: 
( ) ( )S x a S x+ −   ≈ ( )h xa    (3-18) 
The exponent h(x) is called the singularity exponent, as it demonstrates the local degree 
of singularity around the point x. The ensemble formed by all the points that share the same 
singularity exponent is called the singularity manifold of exponent h, and is a fractal set of fractal 
dimension D(h). The curve D(h) versus h is called the singularity spectrum and fully describes the 
statistical distribution of the variable S. 
 
3.2.4.1. The Continuous Wavelet Transform (CWT) and wavelet-based 
multifractal analysis 
Multifractal analysis using the wavelet transform is a powerful tool for detecting self-similarity 
[140]. The wavelet transform is a convolution product of the data sequence (a function f(x), 
where x is usually a time or space variable) with the scaled and translated version of the mother 
wavelet, ψ(x) [140]. The scaling and translation are performed by two parameters; the scale 
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parameter s stretches (or compresses) the mother wavelet to the required resolution, while the 
translation parameter b shifts the analyzing wavelet to the desired location: 
*1( )( , ) ( ). ( )x bWf s b f x dx
s s
ψ+∞
−∞
−
= ∫
 
(3-19) 
where s, b are real, s > 0 for the continuous version (CWT) and ψ* is the complex conjugate of ψ. 
The wavelet transform acts as a microscope: it reveals more and more details while going towards 
smaller scales, i.e. towards smaller s values. The mother wavelet (ψ(x)) is generally chosen to be 
well localized in space (or time) and frequency [141]. 
Usually, ψ(x) is only required to be of zero mean, but for the particular purpose of multifractal 
analysis ψ(x) is also required to be orthogonal to some low order polynomials, up to the degree n: 
( ) 0,        ,   0mx x dx m m nψ+∞
−∞
= ∀ ≤ <∫  (3-20) 
Thus, while filtering out the trends, the wavelet transform can reveal the local characteristics of a 
signal, and more precisely its singularities. (The Hölder exponent can be understood as a global 
indicator of the local differentiability of a function.) By preserving both scale and location (time, 
space) information, the CWT is an excellent tool for mapping the changing properties of non-
stationary signals.  
It can be shown [141] that the wavelet transform can reveal the local characteristics of f at a point 
xo. More precisely, we have the following power law relation: 
0( )( )
0( , )
h xNW f s x s∼
 
(3-21) 
where h is the Hölder exponent (or singularity strength). The symbol “(N)”, which appears in the 
above formula, shows that the wavelet used (ψ(x)) is orthogonal to polynomials up to degree n 
(including n). The scaling parameter (the so-called Hurst exponent) is estimated when analyzing 
time series by using “monofractal” techniques. It is a global measure of self-similarity in a time 
series, while the singularity strength h can be considered a local version (i.e. it describes “local 
similarities”) of the Hurst exponent. In the case of monofractal signals, which are characterized 
by the same singularity strength everywhere (h(x) = ct), the Hurst exponent equals h. Depending 
on the value of h, the input series could be long-range correlated (h > 0.5), uncorrelated (h = 0.5) 
or anti-correlated (h < 0.5). 
To characterize the singular behaviour of functions, it is sufficient to consider the values and 
position of the Wavelet Transform Modulus Maxima (WTMM) [142]. The wavelet modulus 
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maxima is a point (s0, x0) on the scale-position plane, (s,x), where |Wf(s0, x0)| is locally maximum 
for x in the neighborhood of x0. These maxima are located along curves in the plane (s,x). The 
WTMM representation has been used for defining the partition function based multifractal 
formalism [143], [144]. 
Let {un(s)}, where n is an integer, be the position of all local maxima at a fixed scale s. By 
summing up the q’s power of all these WTMM, we obtain the partition function Z: 
( , ) ( , ) qn
n
Z q s Wf u s=∑
 
(3-22) 
By varying q in Eq. (4), it is possible to characterize selectively the fluctuations of a time series: 
positive q’s accentuate the “strong” inhomogeneities of the signal, while negative q’s accentuate 
the “smoothest” ones. We have employed a slightly different formula to compute the partition 
function Z by using the “supremum method”, which prevents divergences from appearing in the 
calculation of Z(q,a), for q < 0 [144].  
Often scaling behaviour is observed for Z(q,s) and the spectrum τ(q), which describes how Z 
scales with s can be defined: 
( )( , ) qZ q s sτ∼
 
(3-23) 
If the τ(q) exponents define a straight line, the analyzed signal is a monofractal; otherwise the 
fractal properties of the signal are inhomogeneous, i.e. they change with location, and the time 
series is a multifractal. By using the Legendre transformation we can obtain the multifractal 
spectrum D(h) from τ(q). 
3.3. Chaoticity Analysis 
Nowadays, measures based on the deterministic chaos are effective tools for characterizing the 
time series behaviour [145],[28]. Deterministic chaos shows the sensitivity of deterministic 
behaviour to slight change of initial condition [25], [146]. It has been shown that the evaluation of 
chaoticity (level of chaos) is an important issue in several applications. There are lots of 
publications that justify without chaoticity, biological systems might be unable to get 
discriminated between different stages and thereby different modes of operation [26] (for 
example epileptic seizures can be detected by using measure of chaoticity [28]). As some 
researches pointed out, methods based on the largest local Lyapunov exponent can detect the 
changes of the chaoticity in the biological time series [27]. The chaoticity of the process has to 
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characterize the predictability of future values of the time series. In the stationary case, the 
chaoticity quantity can be directly distinguished by the largest Lyapunov exponent (LLE) [147]. 
Other than LLE method, a few studies have been focused on chaoticity measure to investigate the 
level of chaos in different time series. In many cases, the duration of a biological time series does 
not allow for the generated signal to be treated as stationary [98], [148]. Therefore, the 
application of the standard method of nonlinear system theory is often questionable. The data that 
come from real world application always have significant amount of noise, which make it major 
challenge for analysis. Among methods that used for chaoticity measure, it is unclear how 
presence of noise influence the performance of those methods. 
3.3.1. P&H Method 
This method is a new and efficient method for detecting the random signals from deterministic 
signal, which is based on the Poincaré section and the Higuchi fractal dimension [149]. 
Moreover, this method can be used to detect chaotic behaviour in a signal. This method recently 
has been applied to some biomedical data [150]. P&H method is composed of several steps that 
can be summarized as follows. 
The first step is to intersect the time series trajectory with the Poincaré section. This intersection 
induces a set of points that indicate dynamic flow. This intersection leads to a series (P) specified 
by these points. Applying the Higuchi fractal dimension to the P series yields to a vector L(k). 
This vector is a basis for decision making about the time series properties. Figure  3-6 gives an 
example of a Poincaré section for a 3-D flow ( Γ).  
 
Figure  3-6. Intersection between the flow ( Γ ) and the Poincaré section (S) generating the set of points 
P = (P0, P1, P2). 
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P0, P1, P2, and so on come from intersections of the flow with the Poincaré section (see Figure 
 3-7). This intersection leads to a set of points P = (P0, P1, P2, ... ) that indicate the dynamic flow 
behaviour [151]–[153]. Many of the time series features, such as periodicity and quasi-periodicity 
of the original curve ( ), could still be extracted from P.  
 
 
Figure  3-7. Intersection of Lorenz attractor and Poincaré section. The Poincaré map is product of this 
stage. 
In order to use P&H method on one-dimensional signals, these time series must be embedded 
according to the embedding theorem [154]. Then Higuchi fractal dimension is computed based on 
formula (3-3) and (3-4) applied on time series P. The resulting 
m
L ( )k  contain information about 
the properties of Γ . A figure with og( ( ))
m
L L k  as the vertical axis and k as the horizontal axis 
could allow defining criteria for detecting stochastic signals from deterministic signals.  
( )mL k  is obtained by summing approximately (N/k) terms. If the normalization factor is ignored, 
then as k increases, the number of summed terms decreases. If the 
k
mx
 time series were random, 
then the positive subtraction of consequent terms yields a value that is also random. In the value 
of ( )mL k , (N/k) random terms are summed, and in the value of ( 1)mL k + , N/k+1 random terms 
are summed. As k increases, the number of summands decreases. Therefore, the value of 
( )mL k decreases. This property allows to propose a criterion to distinguish between random time 
series and deterministic time series [149]. For random time series, a decreasing pattern (Figure 
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 3-8b) is observed, and for chaotic time series, a non-decreasing pattern (such as in Figure  3-8a) is 
observed. 
For chaotic time series, it has been shown that, because of the stretching and folding property 
[105], there is at least one k value for which the value of ( 1)mL k +  is greater than ( )mL k  and 
consequently the Lm(k) vector indicates a zigzag pattern [149]. According to this property, L(k) is 
greater for any odd values of k than for the previous even values of k.  
As it is apparent in Figure  3-8, the P&H method generates a decreasing monotonic pattern for all 
stochastic signals. For chaotic time series, because of the stretching and folding property, the L(k) 
vector indicates a zigzag pattern. There are different chaotic signals based on route to chaos 
(period-doubling or quasi-periodic or intermittent) [105]. This method has been tested to 
examples from all types of route to chaotic signals [149]. The P&H method output can be easily 
mapped to negative and positive numbers for stochastic and chaotic time series respectively. 
While other criterion [155] does not have the ability of identifying discrete maps such as Henon 
map [156], P&H method shows satisfying results [149]. 
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Figure  3-8. Applying of P&H method over Lorenz time series and random time series. 
3.3.2. Lyapunov Exponent 
Most experts would agree that chaos is the aperiodic, long-term behaviour of a bounded, 
deterministic system that demonstrates sensitive dependence on initial conditions. For that 
purpose, quantifying the sensitivity to initial condition [105] could be a good strategy to detect a 
chaotic behaviour.  
Lyapunov exponents quantify the exponential divergence of initially close state-space trajectories 
and estimate the amount of chaos in a system [157]. A bounded dynamical system with a positive 
largest Lyapunov exponent is chaotic [105].  
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Suppose a one-dimensional function 1  = ( )n nX f X+ . Imagine two nearby initial points at 0X  and 
0 0X X+ ∆ , respectively. After one application of the function ( )nf X , the points are separated 
by 
1 0 0 0 0 0( ) ( ) ( )X f X X f X X f X′∆ = + ∆ − ≅ ∆
 
(3-24) 
Where f df dX′ = . Now the local Lyapunov exponent λ  at X0 is defined such that 
1 0e X X
λ
= ∆ ∆  , or  
1 0 0ln ln ( )X X f Xλ ′= ∆ ∆ =
 
(3-25) 
To obtain the largest Lyapunov exponent, an average of the above equation is taken over many 
iterations. 
1
0
1lim  ln ( )
N
nN
n
f X
N
λ
−
→∞
=
′= ∑
 
(3-26) 
The largest Lyapunov exponent determines the average exponential rate of separation of two 
nearby initial conditions, or the average stretching of the space. A positive value shows chaos 
since it shows high sensitivity to initial conditions [105]. 
The different methods that have been proposed for computing Lyapunov exponents from time 
series can be divided in two classes: Jacobian-based methods and direct methods. Direct methods 
directly estimate the divergent motion of the reconstructed states without fitting a model to the 
data [158]. The implementation of Lyapunov method, which has been used, was proposed by 
Sato et al. [159] and Kurths and Herzel [160]. The average exponential growth of the distance of 
neighboring orbits is studied on a logarithmic scale, via the prediction error: 
2
1
( ) ( )1( )  log ( ) ( )
N
ns
X n k X nn k
p k
Nt X n X nn
=
 + − +
=   
− 
∑
 
(3-27) 
Where X(nn)  is the nearest neighbor of X(n) (nn is a neighbor indices of n, which could be n-1, 
n+1,...). The dependence of the prediction error p(k) on the number of time steps k may be 
divided into three phases [54]. Phase I is the transient where the neighboring orbit converges to 
the direction corresponding to the largest Lyapunov exponent. During phase II the distance grows 
exponentially until it exceeds the range of validity of the linear approximation of the flow. Then 
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phase III begins where the distance increases slower than exponentially until it decreases again 
because to the folding in the state space. In phase II, a linear segment with slope  appears in 
p(k) vs. k diagram. This allows an estimation of the largest Lyapunov exponent  [161]. Figure 
 3-9 gives an example to determine the largest Lyapunov exponent  of data by this method 
[158]. 
 
Figure  3-9. Prediction error p for experimental data vs. the number of time steps k. the slope of the 
solid line in the intermediate range of k gives the largest Lyapunov exponent . 
With some modification, there are several implementations of Lyapunov exponent when time 
series are non-stationary [162]. 
3.3.3. Surrogate data test Method 
A simple chaotic system may produce an output time series that passes randomness testing. In 
contrast, a completely random process with non-uniform power spectrum (correlated noise) may 
be appear to be a chaotic system. To solve the problem of separating such systems from each 
other, time series are tested by means of surrogate data. It is rather simple to generate a time 
series with similar probability distribution as the original data, it suffices to make random 
sampling in the original time series. Randomizing samples preserve the probability distribution, 
while it does not preserve the power spectrum and autocorrelation function of the time series. 
Even if the original data is not uncorrelated and white, surrogate data will have these 
characteristics. To constitute surrogate data, which have the same power spectrum of Xn, a 
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surrogate data time series Yn, with the same Fourier coefficients but with random phase, is 
generated:  
2
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(3-28) 
Where rm is a random number between zero and one (0 ≤ rm ≤ 1). In this method, the power 
spectrum does not change, but the probability distribution becomes a Gaussian distribution [163]. 
A simple solution to generate the same probability distribution is to sort the original and the 
random phase data samples separately, from smallest to largest. Then the smallest value of 
surrogate data is assigned to the smallest value of original data and so on, until the end of 
samples. Finally, a random time series with the identical distribution function of original time 
series and with only slightly altered power spectrum [155], [158] is obtained. 
3.4. Prediction methods 
Prediction of future values in a complex time series is a major concern for scientists [164], [165] 
with applications to various fields of science [165]–[168]. There are many natural phenomena, 
such as variation in population size, orbits of astronomical objects, and Earth's seismic waves, 
that require a prediction algorithm for answering important questions. Prediction is an ongoing 
and pressing problem in the forecasting of economic time series [169]. In the medical sciences 
there are also many applications for which an efficient prediction algorithm could save lives. A 
large number of time series gained from the human body can be used as an origin of the decision 
making process to treat or prevent grave diseases such as epilepsy or Alzheimer's [170]–[173]. 
Time series analysis of Earth's seismic waves can be used for earthquake prediction [174]. Also 
prediction of twenty-first century global temperature rise is a valuable information for policy 
makers and planners [175]. Another application of time series prediction is population projection. 
Population projections may be used to predict species extinction before they reach a crisis point 
[4], [176], [177]. 
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It has been shown that data generated by such natural phenomena often follow chaotic behaviour 
[23]. They are well known to be strongly dependent on initial conditions; small changes in initial 
conditions can possibly lead to immense changes in subsequent time steps, and are particularly 
difficult to predict. Since the exact conditions for many natural phenomena are not known and the 
properties of a chaotic time series are very complex, it is difficult to model these systems.  
Most of the existing methods for complex time series prediction are based on modeling the time 
series to predict future values, although there are other types of methods such as agent-based 
simulation that models the system generating the time series [178]. Model-based approaches can 
mainly be classified into two main domains: linear models like ARIMA (AutoRegressive 
Integrated Moving Average) [164] and nonlinear models like MLP (Multi-Layer Perceptron) 
[179] and GARCH (Generalized AutoRegressive Conditional Heteroskedasticity) [180]. 
However, other studies concluded that there was no clear evidence in favor of nonlinear models 
over linear models in terms of forecast performance [181]. Still, there is no robust procedure that 
can estimate an accurate model for chaotic time series. For all of these methods, the prediction 
error increase dramatically with the number of time points predicted [178], [181], [182]. This is 
why most of the existing methods focus on very short-term prediction to reach a reasonable level 
of accuracy. None of the existing methods show acceptable accuracy for long-term prediction 
[183]. For example, for financial time series prediction, most methods can predict only one step 
ahead, which is not very helpful for acting against a financial recession beforehand [178], [183], 
[184]. 
Time series forecasting has fundamental importance on various numbers of problem domains 
including prediction of earthquakes, financial market prediction, and prediction of epileptic 
seizures [164], [165]. But a few active research works is going on in long-term time series 
forecasting [169], [184]. 
3.4.1. Existing methods 
The number of papers that concern time series forecasting has been fairly stable over time. The 
classic approach is to build an explanatory model from first principles and measure initial data. 
There are many methods for time series prediction from mathematical models to individuals-
based simulation neural networks. The main existing methods are briefly presented in the 
following subsections. 
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3.4.1.1. Exponential smoothing 
Three decades ago, exponential smoothing methods were considered for extrapolating various 
types of time series. These methods originated in [185]–[187]. Exponential smoothing was first 
suggested by Robert Goodell Brown in 1956 [186]. The formulation below, which is the one 
commonly used, is attributed to Brown and is known as "Brown's simple exponential smoothing". 
The simplest form of exponential smoothing is given by the formulae: 
1 1(1 )t t ts x sα α− −= + −
   (3-29) 
where α is the smoothing factor, and 0 < α < 1. In other words, the smoothed statistic st is a 
simple weighted average of the previous observation xt-1 and the previous smoothed statistic st−1. 
Simple exponential smoothing can be used easily, and it generates a smoothed statistic as soon as 
two observations are available. By direct substitution of the defining equation for simple 
exponential smoothing back into itself we find that 
1 1
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  (3-30) 
In other words, as time passes the smoothed statistic st becomes the weighted average of a greater 
and greater number of the past observations xt−n, and the weights assigned to previous 
observations are in general proportional to the terms of the geometric progression 
{1, (1 − α), (1 − α)2, (1 − α)3, ...}. 
3.4.1.2. ARMA Model 
The autoregressive moving average (ARMA) models provide a parsimonious description of a 
stationary stochastic process in terms of two polynomials, one for the auto-regression and the 
second for the moving average [166]. The ARMA model was explained in the 1951 by Peter 
Whittle, and it was popularized in the 1971 by George E. P. Box and Gwilym Jenkins [166]. 
Given a time series of data Xt, the ARMA model is a method for predicting future values in this 
series. The model consists of two parts, an autoregressive (AR) part and a moving average (MA) 
part. The model is usually then referred to as the ARMA(p,q) model where p is the order of the 
autoregressive part and q is the order of the moving average part (as defined below). 
The notation AR(p) refers to the autoregressive model of order p. The AR(p) model is written 
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  (3-31) 
where 1
,..., pϕ ϕ
 are parameters, c is a constant, and the random variable tε  is white noise. 
The notation MA(q) refers to the moving average model of order q: 
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q
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X µ ε θ ε
−
=
= + +∑   (3-32) 
where the θ1, ..., θq are the parameters of the model, µ is the expectation of tX  (often assumed to 
equal 0), and the tε , 1tε − ,... are again, white noise error terms. 
3.4.1.3. ARCH/GARCH Models 
A key feature of financial time series is that large (small) absolute returns tend to be followed by 
large (small) absolute returns, where there are periods, which display high (low) fluctuation.  The 
class of autoregressive conditional heteroscedastic (ARCH) models, introduced by Engle (1982) 
[188], describe the dynamic changes in conditional variance as a deterministic (typically 
quadratic) function of past returns. Because the variance is known at time t-1, one-step-ahead 
forecasts are readily available. Next, multi-step-ahead forecasts can be computed recursively. A 
more parsimonious model than ARCH is the so-called generalized ARCH (GARCH) model [189] 
where additional dependencies are permitted on lags of the conditional variance. A GARCH 
model has an ARMA-type representation, so that the models share many properties. 
The GARCH (p, q) model [180] (where p is the order of the GARCH terms 2σ  and q is the order 
of the ARCH terms 
2ε
 ) is given by 
2 2 2 2 2 2 2
0 1 1 1 1
1 1
... ...
q p
t t q t q t p t p i t i i t i
i i
σ α α ε α ε β σ β σ α ε β σ
− − − − − −
= =
= + + + + + + = +∑ ∑
 (3-33) 
α and β  are parameters and have to be estimated. 
3.4.1.4. Regime-switching models 
Vector autoregression (VAR) is an econometric model used to catch the linear interdependencies 
among multiple time series [190], [191]. VAR models are used for multivariate time series [192].  
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The structure is that each variable is a linear function of past lags of itself and past lags of the 
other variables (unlike ARMA which is linear function of past lags of itself). 
As an example, suppose that we measure three different time series variables, denoted 
by xt,1, xt,2, and xt,3. 
The vector autoregressive model of order 1, denoted as VAR(1), is as follows: 
xt,1 = α1 +φ11 xt−1,1 + φ12xt−1,2 + φ13xt−1,3 + wt,1 
xt,2 = α2 +φ21 xt−1,1 + φ22xt−1,2 + φ23xt−1,3 + wt,2   (3-34) 
xt,3 = α3 +φ31 xt−1,1 + φ32xt−1,2 + φ33xt−1,3 + wt,3 
the α , ϕ  and w  are parameters that has to be computed. 
3.4.1.5. Summary 
Although linearity is a useful and powerful tool in many areas, it became increasingly clear that 
linear models are insufficient in many applications. For example, sustained animal population 
size cycles,  weather cycles, energy flow, and amplitude–frequency relations were found not to be 
suitable for linear models. Increasingly several useful nonlinear time series models were proposed 
in this period [184]. De Gooijer and Kumar (1992) [193] provided an overview of the 
developments in this area to the beginning of the 1990s. These authors argued that the evidence 
for the superior forecasting performance of nonlinear models is patchy. 
There is no clear evidence in favour of nonlinear over linear models in terms of forecast 
performance. The poor forecasting performance of nonlinear models calls for substantive further 
research in this area[181]. The problem may simply be that nonlinear models are not mimicing 
reality any better than simpler linear approximations 
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Chapter 4 
4. Modeling applications 
In this chapter, we propose several different approaches to investigating questions in theoretical 
biology. Section 4.1 is related to the study of the effect of partial geographical barriers on 
speciation rate. In section 4.2, we investigate whether speciation can occur in an artificial system 
without experimenter-defined functions. We then consider what the main driving forces of 
speciation are. To answer these questions. several variants of EcoSim has been developed (see 
section  2.4) and used to explore speciation in the absence of a pre-defined fitness function. In 
section 4.3, we investigate whether an ensemble method can attain higher accuracy levels for the 
estimation of species abundance distribution. Finally, section 4.4 develops a methodology to 
predict the changes in species richness of an ecosystem from its general characteristics. 
4.1. Effect of geographical barrier on speciation 
The relative contribution of geography and ecology to speciation remains one of the most 
controversial topics in evolutionary biology. Models of speciation that involve geographically 
unrestricted gene flow (sympatric speciation) or limited gene flow (parapatric speciation) are 
often considered unrealistic. The major theoretical problems with models that assume gene flow 
stem from the antagonism between selection and recombination and from the problem of 
coexistence [194]. It is generally assumed that while selection acts to maximize the fitness 
optimum of populations, generating genetic and phenotypic divergence, and recombination 
continuously shuffles the co-adapted gene complexes and brings populations together. Moreover, 
sister species that are not sufficiently ecologically divergent are believed to experience 
competitive exclusion that leads to rapid extinction of emerging lineages [194]. The wide range 
of theoretical conditions that diminish these major conflicts [195], [196] are considered by many 
critics to be biologically unrealistic, maintaining the long-lasting debate over the likelihood of 
speciation with gene flow. 
While placing the level of gene flow at the center of speciation debates has been extremely 
successful in shaping research programs and directions [194], the simple dichotomy of sympatry 
and allopatry along with the static spatial (biogeographic) context also has the potential to hinder 
progress in the field. It has been suggested that conclusions reached about the relative importance 
of various mechanisms of speciation can be drastically different if investigators use explicit 
geographical-pattern (biogeographic) concepts versus more demographic (population genetic) 
criteria that imply a strict condition of original panmixia outside the geographic context (e.g., 
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sympatric, allopatric) [197]. Cleary, many species have strong schooling or homing behaviours or 
strong ecological preferences that result in a non-random distribution of genetic diversity at the 
onset of speciation. Moreover, habitat heterogeneity can often enhance the local structuring of 
genetic variation. Such strategies make the distinction between sympatric and micro-allopatric 
speciation scenarios hard to disentangle without very good knowledge of the early stages of 
speciation. Moreover, the intense debate over the geography of speciation has often left 
biologically relevant scenarios, such as the intermediate parapatric conditions, out of the research 
context. 
There is no doubt that the complexity of natural systems poses a great challenge when one tries to 
assign speciation cases to discrete categories. Most species exhibit dynamic changes in 
distribution that involve population expansions and contractions, fragmentations and secondary 
contacts across evolutionary relevant time scales [197]–[199]. Moreover, macro-geographic 
barriers are also ephemeral on a larger geological scale. At a fine local scale, the effect of micro-
geographic barriers depends largely on how important the structure of the habitat is for dispersal 
rates. It has recently been proposed that the complex context of speciation can be better 
understood outside the framework of a classical geographical definition by focusing on the 
important evolutionary forces such as gene flow, selection and genetic drift [197].  This is the 
hypothesis that we are investigating in this chapter using our modelling approach. 
4.1.1. Experiment Design 
In this study, we adapted EcoSim, to allow fine tuning of the gene flow’s level between 
populations by adding various numbers of obstacles in the world. In order to measure the effect of 
the raggedness of the environment on population fragmentation and the speciation process, we 
included small physical obstacles uniformly in the world that obstruct the movement (dispersal) 
of agents. The presence of obstacle cells in the world is expected to impede the movement of our 
agents, change their spatial distribution, and in turn influence dispersal and ultimately the gene 
flow between populations. Three important changes have been made in the simulations that 
involve small, random obstacles. First, because of obstacles, the vision system of the agents has 
been modified. Obstacle cells are considered impenetrable and opaque and therefore affect not 
only the movement of species but also the capacity of the agents to locate food resources, 
potential partners for reproduction or potential danger. The perception concepts for food and 
friends were modified to stop the information coming from the other side of the obstacles. The 
prey perception of foes concept was also modified.  
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The second main modification concerns the action of movement performed by the agents. 
Obviously there is a big limitation in the agent’s movement because they cannot pass through 
obstacles. As a consequence, a few movement actions were modified. As the agent cannot 
perceive food or potential mating partners through the obstacle, when the actions of movement 
towards food or potential reproduction partners are performed, it means that there is no obstacle 
between the agent and its destination. Therefore, these actions have been kept unchanged. The 
only action concerning both prey and predators that was changed was the action of exploration. 
The destination of the movement is still chosen randomly but a path toward it, circling the 
eventual obstacles, needs to be found. When different paths to reach the destination point exist, 
the shortest path algorithm is applied.   
Prey individuals often need to escape predation. However, during the escape action, prey agents 
try to avoid collision with the obstacle cells. To compute the escape direction two criteria are 
considered. First, the barycenter of the five closest foes is computed. Second, the closest obstacle 
position is found. Then, two vectors (V1 for predator and V2 for obstacle in Figure  4-1) pointing 
at the opposite direction from these two positions are computed with a length proportional to the 
desire of the corresponding action. The final destination position is then computed by the addition 
of these two vectors. Finally, the same process used for exploration action, including the 
computation of the shortest path toward the desired final position, is applied to avoid the other 
possible obstacles (see Figure  4-1). 
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Figure  4-1. Computation of final direction of the escape route for prey. The prey agent takes into 
account the position of the closest obstacle as well as the position of the predators and the shortest 
path (path#1) is used to avoid another obstacles (red line). 
The last modification is related to the model of food diffusion. Normally during the evolution of 
our ecosystem simulation, the grass present in a cell could diffuse in adjacent cells that do not 
contain grass. This process generates a dynamic distribution of food in the world that can form 
non uniform and non static patterns.  To take into account the presence of obstacles, the diffusion 
mechanism has therefore been modified to prevent diffusion towards cells that contain obstacles. 
The reduction of gene flow should be proportional to the raggedness of the world. We control the 
level of gene flow by changing the percentage of obstacle cells. We investigated how this 
impediment in the movement of organisms, without any complete extrinsic barrier separating two 
subpopulations of an initial species, affects the speciation frequency and the number of coexisting 
species. We compared three different situations. We considered a neutral configuration with no 
obstacles (the “Density of Obstacles (0%)” experiment) (see section  4.1.1). We also considered 
two virtual worlds with various numbers of obstacles: 1% and 10%. For example, in the 
experiment "density of obstacle (10%)", ten percent of cells in the world are obstacles. For each 
experiment we conducted ten independent runs using the same parameters and averaged the 
results. To ensure that our results are not dependent on special parameter values, several 
speciation threshold for prey (0.65, 1.3, 2.6) and predator (0.75, 1.5, 3) were used. As the results 
for the three speciation thresholds were very similar, we averaged them. All the results represent 
the average of 30 experiments (10 runs x 3 speciation thresholds). To avoid any bias due to a 
variation in the number of free cell available after the addition of obstacles, we maintained the 
number of free cells constant by increasing the world size accordingly. We analyzed the variation 
of the number of species for both prey and predator during the simulation process for several 
numbers of obstacles. We also observed other properties of the whole system, such as individual 
behaviours, spatial distribution of species, and the assembly and dynamics of ecological 
communities. 
4.1.2. Results and Discussions 
4.1.2.1. Global patterns 
We investigated the global behaviour of our system in different situations, by varying the number 
of obstacles. We measured and monitored several representative characteristics of the system, 
such as the number of species, individual behaviour and spatial distribution of the individuals that 
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can give insight on the evolutionary processes that shape the biodiversity of our virtual world. An 
overview of the distribution of species reveals that individuals show a strong clustering 
distribution with circular or spiral shapes. Individuals forming spiral waves is a common property 
of predator-prey models (see Figure  4-2).  
 
Figure  4-2. An overview of the distribution of species and populations in the world with density of 
obstacles (10%) and the density of obstacles (0%) experiment. (a) View of the whole world in the 
density of obstacles (0%) experiment. (b) Magnified part of the world in density of obstacles (0%) 
experiment. (c) View of the entire world with obstacles. (d) Magnified part of the world with obstacles. 
The blue squares are obstacle cells and dots are individuals. Different colored dots represent different 
prey species and white dots represent predator species. 
The prey near the wave break have the capacity to escape from the predators sideways. A 
subpopulation of prey then finds itself in a region relatively free from predators. In this predator-
free zone, prey individuals start dispersing rapidly forming a circular expanding region. The 
predation pressure creates successive interactions between prey and predators over time. The 
same pattern repeats over and over again, leading to the formation of spirals. Strong and robust 
spiral waves have been commonly observed in complex and dynamic biological systems [200]. 
Self-organized spiral patterns have been seen not only within chemical reactions [201] but also 
among host-parasitoid or predator-prey systems [95], [200], [202], [203] even when the world is 
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uniform in terms of environment's raggedness [95], [202]. It has been observed that the size and 
number of spirals in all the experiments are almost the same (Table  4-1). Therefore, the existence 
of such patterns is unlikely to explain the differences in speciation rates between different 
experiments. 
Table  4-1. Average and standard deviation of the number and size of spirals in 30 independent runs of 
every configuration. 
 
Number of Spirals Size of Spirals in cells 
Mean STD Mean STD 
Density of Obstacle (0%) 41 5 186 67 
Density of Obstacle (1%) 38 6 188 58 
Density of Obstacle (10%) 43 8 181 73 
 
4.1.2.2. Species richness and relative species abundance 
The most important quantities of the system that we monitored through time were species 
richness (the total number of species), as well as species abundance (the number of individuals 
per species) in the world during the entire simulation process and across multiple simulations. 
Our results indicate that the number of species for both prey and predators increases directly with 
the number of obstacles (Figure  4-3). 
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Figure  4-3. Comparison between numbers of prey species in the whole world during 16,000 time steps. 
Every curve represents an average value obtained from 30 independent runs with three different 
speciation thresholds. 
Our results reveal that the total number of prey and predator species in the world is higher in the 
two configurations with obstacles compared with the no obstacles configuration. Moreover, the 
number of species in the configuration with 10% obstacles is much higher than the number of 
species for another configuration with obstacles. The computed average and standard deviation of 
the number of species during the whole process for prey population (Table  4-2) reveal clear 
differences between the three experiments. This suggests that the speciation rate is directly 
dependent to the restriction of movement and therefore gene flow between populations even 
though the relationship is not linear. As the total numbers of individuals in the three 
configurations are almost the same, it follows that the number of individuals per species 
decreases when obstacles are added in the world. 
Table  4-2. Average and standard deviation of the number of species in the 30 independent runs for 
every configuration 
Version Nr Prey Species Mean Nr Prey Species 
STD 
Nr Prey Species Median 
Density of Obstacle (0%) 27 9 25 
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Density of Obstacle (1%) 68 16 61 
Density of Obstacle (10%) 94 19 82 
Our results clearly show that the addition of obstacles in the world is associated with an increase 
in the number of species. Population genetic theory predicts that natural selection and genetic 
drift cause populations to diverge from each other while migration resulting in gene flow acts in 
an opposite direction creating genetic homogeneity. We suggest that obstacles lead to an 
impediment in dispersal, more geographic isolation, less migration and gene flow. This overall 
lower level of population connectivity leads to rapid differentiation. Eventually, populations will 
contain individuals with genome dissimilarities higher than the speciation threshold, leading to 
speciation. 
4.1.2.3. Variation in individual behaviours 
The results on species richness confirm that the restriction in the movement of species due to 
scattered physical obstacles is strongly correlated with the frequency of speciation events. In 
order to verify that the increased speciation rate cannot be explained by other factors such as the 
change in the behaviour of the agents, we monitored the actions performed by prey individuals in 
the three configurations. Most of the actions chosen by the individuals (e.g., feeding, predator 
avoidance, prey chasing) were the same in the three configurations although a slight difference 
was identified on reproduction and socialization (Figure  4-4). The reproduction action fails either 
because the agent cannot find a partner for reproduction, or has insufficient energy, or the two 
partners are genetically too different. The action of socialization fails because the agent cannot 
reach the place where the chosen partners are located. Our results suggest that the number of 
failed socialization events is much higher and much more variable in the density of obstacles 
(0%) configuration than in all obstacle experiments (see Figure  4-4b,d). This is likely a direct 
consequence of the fact that the species have much smaller spatial distribution in obstacle 
configurations, making the socialization action easier to perform (the genetic similarity between 
agents is not considered for this action). However, the number of failed reproduction actions is 
significantly higher when the raggedness of the world increases (Figure  4-4c). This is likely due 
to the higher genetic distance between individuals often found in close proximity (data not 
shown). This result enforces the hypothesis that the presence of obstacle cells in the world 
increases the genetic distance and therefore the speciation rate even in situations where the 
heterospecific individuals are more spatially compact. 
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Figure  4-4. Percentage of prey individuals that fail in reproduction action (a,c) and socialize action (b,d) 
between the various density of obstacles (1%, 10%) configuration and the density of obstacles (0%) 
configurations. The red curves represent the density of obstacles (0%) experiment and the blue curves 
represent the experiments with various densities of obstacles (1%, 10%). Every curve is an average 
value obtained from 30 independent runs with three different speciation thresholds. 
4.1.2.4.  Spatial distribution of populations and species 
To evaluate the spatial distribution of the species, we used a measure based on an average 
distance of all the members of a species to its physical center. This measure is expressed in 
number of cells and gives an accurate evaluation of the distribution area of a particular species in 
the world. The average and standard deviation of individuals' average distances around the center 
of each species taken from ten independent runs shows that the species have a more compact 
distribution in the obstacle versions (Table  4-3). 
Table  4-3. The average and standard deviation of individuals' average distances around the spatial 
center of the species in the 30 independent runs corresponding to the 3 speciation thresholds for the 3 
configurations. 
 Time Steps 
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3000 7000 10000 13000 
Density of 
Obstacle (0%) 
Mean of 
Spatial average distance 
173.11 184.609 154.80 118.69 
STD of 
Spatial average distance 
73.29 104.33 82.32 94.84 
Density of 
Obstacle 1% 
Mean of 
Spatial average distance 
135.80 107.68 93.89 79.15 
STD of 
Spatial average distance 
63.19 54.37 51.11 52.30 
Density of 
Obstacle 10% 
Mean of 
Spatial average distance 
97.57 81.11 64.74 62.03 
STD of 
Spatial average distance 
49.62 43.19 46.38 41.37 
Knowing that in a torus world of size 1000x1000 cells the largest possible distance between two 
points is about 700 cells, the average values observed for the density of obstacles (0%) 
configuration, which can be more than 180 cells, are quite large. This suggests that, in the density 
of obstacles (0%) configuration, many species have a widespread spatial distribution covering a 
large part of the world. In contrast, in the world with obstacles, species show a much more 
restricted geographic distribution, which means that the species' spatial distribution decreases 
proportionally with the increase in number of obstacles. These results are also confirmed by the 
strong negative correlation between number of obstacles and the maximum observed spatial 
distribution of a species (Table  4-4). The high value of the standard deviation for all 
configurations can be easily explained by the high variability of the number of individuals by 
species.  
Table  4-4. The median of maximum distances between individuals around the center of species in the 
30 independent runs corresponding to the 3 speciation thresholds for the 3 configurations. 
 Density of 
Obstacle (1%) 
Density of 
Obstacle (1%) 
Density of Obstacle 
(10%) 
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Maximum Spatial 
Distribution 
310.45 186.13 129.58 
Our communities of species shows a log-normal distribution pattern commonly found in nature 
[98]. This property leads to an important diversity in terms of number of individuals per species, 
which in turn explains the observed high variance in spatial distribution. For example, the 
graphical overview of the spatial distributions of individuals belonging to the same species 
(Figure  4-5) illustrates how obstacles strongly affect the spatial distribution of the individuals by 
reducing the total number of subdivided populations that constitute a species. For most of the 
species, several spatially separated populations are observed in the density of obstacles (0%) 
configuration whereas only one compact population is observed in the obstacle configurations.  
 
Figure  4-5. Spatial distribution of individuals that belong to one species (a) in a world with density of 
obstacles (0%) and (b) in a world with density of obstacles (10%). 
4.1.2.5. FCM Evolution 
The composition of species in our virtual world depends on the fine balance between speciation 
and extinction. The high species richness in the obstacle worlds could be due to an accelerated 
speciation rate, a decelerated extinction rate or a combination of both. In order to investigate the 
factors driving the biodiversity of the three virtual worlds we analyzed the level of genetic 
divergences between the initial genome and the genome of all individuals at every time steps. To 
evaluate the speed of evolution in our simulation, we compared the average distance [29] between 
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all existing prey or predator genomes at any time step with the two initial genomes of prey and 
predators. 
This average distance computed for a total of 5000 time steps (Figure  4-6), indicates that the 
overall genetic divergence of the community of prey and predator species is greater in obstacle 
trials than in the density of obstacles (0%) experiment. The more obstacles in the world, the 
steeper the slope of the curve was. This suggests that evolution accelerates with the number of 
obstacles. 
 
Figure  4-6. Average genetic distance between the community genomes (all individuals of prey or 
predators) at time zero and time x for the three configurations. Every curve is an average value 
obtained from 30 independent runs with three different speciation thresholds. 
Given that this result shows only global information (at the community level) about speciation 
patterns, changes at the intraspecific level or between closely related species are also very 
informative. We measured the speed of divergence between two sister species after a speciation 
event. In EcoSim, a species is associated with a genome, which corresponds to the average 
genome of all its individuals allowing us to compute a distance between the ‘genome’ (called 
center) of two species. We considered 20 independent speciation events for each of the three 
configurations. We then computed the distance between the centers of the two new species after 
the speciation event occurred across 250 time steps (Figure  4-7). It can be noticed that, as 
expected, sister species diverge quite quickly after speciation. After speciation, hybridization 
events are quite rare because in each of the newly emerged species the individuals are highly 
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similar, but dissimilar from the ones of the sister species. As a result, gene flow between the two 
species is likely very low and leads to fast divergence. More noteworthy, the speed of divergence 
is much higher when there are obstacles in the world. Once again, it is clear that this phenomenon 
is continuous, as the speed of divergence increases proportionally with the number of obstacles. 
 
Figure  4-7. Average genetic divergence between the FCMs of sister species after their splitting for the 
three configurations. Each curve is an average of 600 couples of sister species (30 runs x 20 couples of 
sister species). 
To understand if the reduction in gene flow is enough to explain the speed of divergence, we also 
considered the effect of obstacles on spatial distribution of sister species. We computed the 
average geographical distance between the physical centers of the emerging species after 
speciation events occurred and across 250 time steps for 20 speciation events (Figure  4-8). We 
observed that the physical distance between species is smaller in the world with obstacles than 
without. This result can be correlated to the fact that the number of individuals per species is 
smaller and the spatial distribution of individuals is more compact for obstacle than density of 
obstacles (0%) configurations. It is interesting to notice that even if there is high variation in these 
spatial distances, there are no visible trends to an increase of distance between species after 
speciation in the three configurations. 
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Figure  4-8. Average spatial distance between the spatial center of 2 sister species after their splitting for 
the three configurations. Each curve is an average of 600 couples of sister species (30 runs x 20 couples 
of sister species). 
We observed a direct and continuous increase in the speed of evolution (e.g. the rate of 
speciation) with the increasing number of obstacles in the world [30]. 
4.1.2.6. Conclusion 
Using a modified EcoSim individual-based platform to implement various degrees of physical 
obstacles that restrict the movement of individuals and likely reduce gene flow, we compared 
three different configurations with different densities of obstacles. It is clear that the speciation 
rate and species diversity is directly proportional with the roughness of the physical environment. 
Our study also reveals that species are more spatially compact in the configurations with 
obstacles than in the world of experiment with density of obstacles (0%). Moreover, the reduction 
in spatial distribution as the number of obstacles increases results in low levels of gene flow 
between sister species. Therefore, the rapid genomic divergence between species should be 
directly linked to the reduction of movement due to obstacles that result in low gene flow and 
rapid divergence between subdivided populations. We investigated several factors that could be 
involved in the increase of speciation rate, such as the individual’s behaviours, the spatial 
distribution of the species or the overall speed of evolution (increase in genetic divergence 
between sister species). We show that the faster divergence between populations and accelerated 
speciation cannot be explained by an increase of spatial separation during the initial stage of 
speciation or different behaviours of the individuals. We suggest that this is likely due to the 
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significantly lower population sizes in obstacle configurations. This reduced size, results in more 
pronounced genetic drift and rapid differentiation between population that experience relatively 
low levels of gene flow. Similarly slowing down dispersal of individuals can have the same 
increasing effect on speciation since there will be less gene flow between individuals [92]. 
It is well accepted that the effect of micro-geographic barriers (e.g., the raggedness of the 
environment) to maintain population cohesion and the genetic homogeneity of a species depends 
heavily on the intrinsic properties of the species (e.g., dispersal ability, intra- and inter- specific 
interactions) (see section  4.1.1). We suggest that the complex context of speciation can be better 
understood outside the framework of a classical geographical definition of speciation (e.g. 
sympatric, allopatric) by focusing on the complex interactions at the community level.  
Speciation and extinctions are very important processes that influence the species composition of 
an ecosystem at a particular time and the long-term dynamics of ecological communities. Our 
approach allows testing the unified neutral theory of biodiversity and biogeography proposed by 
[35], which suggests that the persistence of ecologically equivalent species in sympatry across 
relevant time scales might not depend strictly of complex niche differences. Our results suggest 
that factors affecting demographic stochasticity (e.g., factors shaping the density of individuals in 
a local area, the extent of the distribution of species in space) can influence speciation and 
extinction rates and ultimately the distribution of relative species abundance. Our approach has 
demonstrated its utility to model several important biological problems, and it seems possible to 
modify it to represent many new ones. However, the FCM model has some limitations because it 
cannot evolve new sensory inputs or new actions. The complexity of the model also grows with 
the square of the number of such concepts, limiting this application to relatively simple 
behavioural models. Since our simulation takes into account spatial information and individual 
behaviour while allowing the creation of new species and, more importantly, the growth rate of 
species is not fixed, it is difficult to determine if varying the growth rates of species or predator 
pressure would lead to different distributional patterns without testing it. A more in depth analysis 
of the effect of reproduction rates and predator pressure on the spiral formation is needed. 
 
4.2. Exploring the nature of species in a virtual ecosystem 
Darwin’s “mystery of mysteries,” the origin of species, is difficult to study in nature because – in 
most cases – the process is rare, protracted, and unreplicated [194]. Mechanisms of speciation – 
and the forces influencing them – are therefore frequently studied in theoretical models [54], 
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[204], [205]. These models can be grouped into several broad classes – a summary of which will 
set the stage for how ours differs. (1) A single starting population is subject to a pre-defined intra-
specific competition function on a pre-defined resource distribution that would favour a single 
phenotype in the absence of competition: i.e., “adaptive or competitive speciation” [56], [206]. 
(2) Geographically isolated populations, with or without gene flow, are subject to different 
selective environments, which are typically specified a priori as favouring or disfavouring 
particular phenotypes or genotypes: i.e., “ecological speciation” [61], [206], [207]. (3) 
Geographically isolated populations are subject to a single pre-defined selective pressure (or no 
selection at all); in response to which they can evolve different and incompatible mutations: e.g., 
“mutation order speciation” [208]. (4) Different groups are subject to similar pre-defined natural 
selection but experience different patterns of sexual selection, which can be pre-defined or can 
evolve owing to pre-defined fitness consequences (see section  2.2) [209], [210].  
Previous speciation models thus take a diversity of forms and are implemented in a diversity of 
ways; yet a feature common to all of them, which we have emphasized above, is reliance on pre-
defined fitness functions. This reliance on investigator-specified functions suggests the possibility 
that outcomes are heavily dependent on the specific functions used (see the discussion regarding 
pre-defined functions in section  2.1). Thus, although existing models have taught us much about 
speciation, they have left open the question of how speciation proceeds in the absence of 
experimenter-defined functions. To address this key knowledge gap, we here used individual-
based simulations to explore speciation in the absence of pre-defined fitness functions. In our 
model, speciation must instead proceed owing to emergent properties of interactions between 
individuals in spatial landscapes where abiotic parameters are initially invariant.  
4.2.1. Experiment Design 
To investigate forces influencing speciation in the virtual world, we considered the formation of 
genetic clusters and the level of hybridization between them. Four main forces could lead to 
clusters with limited hybridization: (1) enforced reproductive isolation due to a rule that allows 
only genetically similar individuals to mate, (2) spatial isolation due to low dispersal ability, (3) 
natural selection as a result of behavioural divergence that causes hybrids to have low fitness 
(inappropriate combinations of behaviours) and (4) genetic drift where the persistence of the new 
mutations is governed by chance and become clustered owing to dispersal limitation. To analyze 
these potential contributors to speciation, we conducted five experiments in EcoSim. With the 
exception of the Selection, Enforced Reproductive Isolation, and Low Dispersal experiment 
conducted as a control, all other experiments have one or more of the described features 
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deactivated (Table  4-5). In total, we conducted 50 independent runs, 10 for each experiment, with 
an overall computational time of 65,000 hours and about 175 TB (Terabytes) of data. The first 
experiment, the classical version of EcoSim (Selection, Enforced Reproductive Isolation, and 
Low Dispersal), maintains the four features implemented in Gras et al. (2009) [29] and defined 
above (see Table  4-5). 
Table  4-5. Overview of the five experiments and their respective features. 
Experiment 
Enforced 
reproductive 
isolation 
Spatial 
isolation 
Natural 
selection 
1. Selection, Enforced Reproductive 
Isolation, and Low Dispersal 
Yes Yes Yes 
2. Selection and Low Dispersal No Yes Yes 
3. Selection and High Dispersal No No Yes 
4. No Selection and High Dispersal No No No 
5. No Selection and Low Dispersal No Yes No 
The enforced reproductive isolation has been removed from all other experiments, which means 
that the genetic similarity of two individuals is not considered when organisms attempt to mate 
and that no extrinsic force prevents two divergent individuals from mating if they encounter each 
other. While the first two experiments involve a complex and evolvable behavioural model that 
allows agents to make decisions that directly influence their survival and reproductive success, 
for the last two experiments, the behavioural model is not used, such that individuals make 
random decisions. Consequently, their ‘genomes’ contain information that is not utilized during 
the simulation, so that natural selection is not possible.  
In the second experiment (Selection and Low Dispersal) only the enforced reproductive 
isolation is removed and all other settings are maintained as in the Selection, Enforced 
Reproductive Isolation, and Low Dispersal experiment. The relatively low dispersal ability of 
agents allows for strong geographic clustering of individuals and can potentially enhance local 
adaptation.  
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The third experiment (Selection and High Dispersal) implements an extreme dispersal ability 
that facilitates high levels of gene flow. In addition to removing the enforced reproductive 
isolation, we increased the dispersal rate of the individuals, while conserving the behavioural 
model of individuals. In this simulation, newborn individuals are placed in randomly chosen cells 
in the world instead of in the cell of its parents. As the behavioural model is used in the context of 
very limited geographic isolation between populations, it is possible to evaluate the effect of 
natural selection on the genetic clustering of individuals and ultimately on the speciation process. 
In the No Selection and High Dispersal experiment, we used a randomized version of EcoSim 
(see section  2.5). As individuals do not use their behavioural model, their actions are random. 
Therefore, in this version, all the evolutionary forces except genetic drift are considered to be 
deactivated and all other parameters have been kept as close as possible to those of EcoSim. 
Since there is no behavioural model that governs the agent decision and they have extreme 
dispersal ability, the evolutionary process will be only driven by genetic drift.  
Finally, in the No Selection and Low Dispersal experiment, we forced the creation of groups 
(herds) of individuals based on the random walk model. We aimed to obtain groups of individuals 
as similar as possible to the ones observed in the Selection, Enforced Reproductive Isolation, 
and Low Dispersal experiment. To enforce the grouping, we placed the new-born individuals in 
one of the parent's positions. However, the movement of the individuals was random since 
individuals do not use their behavioural model (see section  2.5). We conducted 10 simulations for 
each of the above five experiments. 
We used the Spatiotemporal Complexity (STC) measure to obtain a quantitative comparison of 
the level of grouping between individuals. This measure has been developed for the analysis of 
individual patches and is typically used to measure the dispersion or “clumpiness” of different 
patches of individuals [211]. The values close to ‘one’ correspond to a random uniform 
distribution of individuals in the world and values close to ‘zero’ correspond to a unique group of 
individuals. For each experiment we conducted ten independent runs using the same physical 
characteristics (see Table  4-6). 
Table  4-6. Several physical and life history characteristics of individuals averaged over 10 independent 
runs for every experiment. Exp1 stands for Selection, Enforced Reproductive Isolation, and Low 
Dispersal, Exp2 for Selection and Low Dispersal, Exp3 for Selection and High Dispersal, Exp4 for No 
Selection and High Dispersal and Exp5 for No Selection and Low Dispersal. In the experiments without 
natural selection, because there is no behavioural model, some characteristics do not exist. 
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Characteristic Predator Prey 
 Exp1 Exp2 Exp3 Exp4 Exp5 Exp1 Exp2 Exp3 Exp4 Exp5 
Maximum age  
(time steps) 
39  
( ± 5) 
38  
( ± 6) 
44 
 ( ± 7) 
20 
( ± 2) 
22 
( ± 1) 
44  
( ± 15) 
42  
( ± 17) 
42  
( ± 17) 
22 
( ± 2) 
25 
( ± 3) 
Minimum age of 
reproduction (time 
steps) 
8 8 8 1 1 6 6 6 1 1 
Maximum speed 
(cells / time step) 
11 11 11 n/a n/a 6 6 6 n/a n/a 
Vision distance 
(cells maximum) 
25 25 25 n/a n/a 20 20 20 n/a n/a 
Level of energy at 
initialization of the 
system (units) 
1000 1000 1000 n/a n/a 650 650 650 n/a n/a 
Average speed 
(cells / time step) 
4 4.2 4.1 ... ... 3.1 3.2 3.1 ... ... 
Average level of 
energy (units) 
445 448 432 n/a n/a 278 271 268 n/a n/a 
Maximum level of 
energy (units) 
1000 1000 1000 n/a n/a 650 650 650 n/a n/a 
Average number 
of reproduction 
action during life 
1.14 1.21 1.18 ... ... 1.49 1.37 1.41 ... ... 
Average length of 
life (time steps) 
9 10 10 4 5 13 13 12 4 5 
Number of 
individuals  
(in thousands) 
31 
 ( ± 7) 
36 
 ( ± 9) 
33 
( ± 11) 
38 
( ± 4) 
37 
( ± 5) 
307 
( ± 24) 
293 
( ± 28) 
285 
( ± 17) 
261 
( ± 8) 
266 
( ± 9) 
Level of 
patchiness 
0.26 ±  0.25 ±  0.84 ±  0.92 ±  0.38 ±  0.24 ±  0.26 ±  0.82 ±  0.9 ±  
0.41 ±  
(0.09) 
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(0.05)  (0.04) (0.11) (0.08)  (0.08) (0.07)  (0.06) (0.12)  (0.05) 
 
4.2.2. Measure for cluster quality 
In order to explore the causality of species formation, we investigated the conditions that lead to 
the emergence of strong phenotypic/genotypic clusters. We investigated whether our species 
concept implemented in EcoSim is consistent with the genotypic cluster definition. To achieve 
this we analyzed the degree of compactness and isolation of the generated clusters of genomes, 
called species-clusters. Then, we compared the species-clusters obtained at selected time steps 
(12000, 14000, 16000, 18000 and 20000) with the K-means-clusters and random-clusters. The 
implemented speciation mechanism in EcoSim can be viewed as an online hierarchical clustering 
process, with each species being a cluster of genomes (see section  2.4.4.9). Since clustering is a 
difficult and time-consuming task, it is impossible to apply it to the whole population of 
individuals at each time step. For example, at some time steps, EcoSim supports more than 
500,000 individuals. We have therefore chosen a heuristic hierarchical approach in which 
clustering is done greedily along the evolutionary process. Therefore, in a given time step, only a 
small subset of individuals is effectively clustered by our species splitting mechanism. For ease of 
comparison, the k-means-clusters were obtained by directly applying a k-means clustering 
algorithm [212], with k being the number of clusters at that particular time step, to the whole 
population of genomes using the same number of clusters. As a reference, for a lower bound of 
cluster quality, we also conducted random clustering using the same number of clusters k and 
randomly assigning every individual to one of the clusters.  
To evaluate the separation between clusters and their compactness we calculated the distance 
between every species’ genetic center, which represents the average of all individual genomes of 
a particular species and their farthest individuals. Furthermore, we calculated the mean and 
standard deviation of the distances between every two species’ genetic center at four different 
time steps.  In addition, we used the Davies-Bouldin index [213], a commonly used method for 
measuring the quality of clustering algorithms. We also used this index to compare the quality of 
different clustering results for the five experiments.  
In order to analyze the level of reproductive isolation of species obtained in the five experiments, 
we measured the percentage of mating events that generate hybrid offspring, that is, offspring for 
which each parent is a member of a different species, across all mating events. These analyses 
were performed on all replicates of the five experiments separately for the first 10,000 time steps 
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and for the time steps between 10,000 and 20,000. This approach was used given that the 
behaviour of individuals takes time to stabilize. 
4.2.3. Results and Discussions 
To explore the causality of species formation, we first investigated the conditions that led to the 
emergence of strong genetic clusters. EcoSim includes such clusters, called species-clusters, by 
implementing a heuristic divisive hierarchical clustering process for all individuals in the entire 
virtual world in a given time step. We then evaluated the emergent clusters based on their 
compactness and separation from other clusters and compared these results to those obtained 
using a K-means-clustering algorithm and randomized clusters. A good way to assess the 
organization of genotype groups that emerged is the number of individuals per cluster: if 
genotype groups exist, then the simulations should generate and maintain clusters with many 
individuals. Other measures of compactness and separation are detailed in section  4.2.2 and 
include genomic distance between and within clusters and the Davies-Bouldin index (which is a 
combination of these two previous measures). Our key results are as follows: all experiments 
involving natural selection (evolving behaviour model) led to compact and distinct clusters; 
experiments involving geographic isolation without selection generated less compact and more 
overlapping clusters; experiments with genetic drift alone did not generate clusters (see Figure 
 4-10). All the comparisons, except for the rate of hybrid production and fitness of the hybrids, 
were performed on the average and standard deviations of ten runs taken at time steps 12000, 
14000, 16000, 18000 and 20000. 
In the experiments with natural selection, the number of individuals per species was much higher 
than in the experiments without natural selection from time step 14000 (one-way ANOVA, P = 
0.0001; Tukey post hoc test, P < 0.05; Figure  4-9). Moreover, this metric in the Selection and 
High Dispersal and the Selection and Low Dispersal experiments converge toward those 
obtained for the Selection, Enforced Reproductive Isolation and Low Dispersal experiment, 
indicating that the three experiments involving natural selection exhibit the same long-term result. 
By contrast, the two experiments without natural selection generate only clusters that contain two 
or three individuals, showing that no organization of genotype groups emerged. 
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Figure  4-9. The number of individuals to number of species ratios (logarithmic scale) in the different 
simulation experiments (blue line, Selection, Enforced Reproductive Isolation and Low Dispersal 
experiment; red line, Selection and Low Dispersal experiment; green line, Selection and High Dispersal 
experiment; clay line, Selection and Low Dispersal experiment; magenta line, No Selection and High 
Dispersal experiment). 
Our other metrics support the above assertion: experiments with natural selection led to clusters 
that were more discrete, in terms of both compactness and separation (genomic distance and the 
Davies-Bouldin index) than was the case in random clustering (Figure  4-10). Further, we found 
no difference in these properties between the Selection, Enforced Reproductive Isolation and 
Low Dispersal experiment that involves an pre-determined extrinsic mating rule based on genetic 
distance and the Selection and Low Dispersal experiment where agents make free reproductive 
decisions (one-way ANOVA, P = 0.6) (Figure  4-10). This important result indicates the 
emergence of genetic clusters in the absence of extrinsic barriers to gene flow but in the presence 
of natural selection. 
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Figure  4-10. Average and standard deviation (error bars) of the distance of the farthest individual from 
its cluster’s genetic center (a), the distance between the genetic centers of all pairwise clusters (b) and 
Davies-Bouldin index (c) for the five experiments. For (a) and (c) the lower the value the more compact 
the cluster and the more it is separated from other clusters. For each experiment, the values are given 
for a global k-means clustering algorithm (blue), the species-clusters generated by the simulation (red) 
and randomized clusters (green). 
If the genetic clusters uncovered in our simulations represent species under the biological species 
concept, then reproductive barriers between them should be evident. We tested this possibility by 
quantifying and averaging the rate of hybrid production (Figure  4-11a) and the fitness of hybrids 
(Figure  4-11b) measured at every 100 time steps. These metrics demonstrated that all simulations 
that involve selection led to reduced mating success between clusters and reduced hybrid fitness. 
Beyond time step 10000, results for the Selection and High Dispersal and the Selection and 
Low Dispersal experiments converged toward those obtained in the Selection, Enforced 
Reproductive Isolation and Low Dispersal experiment. Similar reproductive barriers were not 
evident in the simulations without selection (one-way ANOVA, P = 0.001; Tukey post hoc test, P 
< 0.05 for all pairs of selection/no selection experiments after time step 10000 for rate of hybrid 
production and before and after time step 10000 for fitness of hybrids). These results confirm that 
the genetic clusters under selection correspond to local fitness (see section  2.4.4.4) maxima in 
genotypic space, whereas genotypes outside of the clusters have lower fitness. A few dozen time 
steps after their formation, new clusters are fully reproductively isolated with no additional 
hybridization events. These large compact groups of locally high fitness phenotypes, 
reproductively isolated from the others, can be reasonably considered as separate species. 
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Figure  4-11. (a) Average and standard deviation (error bars) of the rate of hybrid production before 
(red) and after (blue) 10000 time steps. (b) Average and standard deviation of the percentage of 
decrease in fitness of the hybrid individuals compared to non-hybrid individuals before (blue) and after 
(red) 10000 time steps. We averaged the fitness value of hybrid and non-hybrid individuals at every 100 
time steps. 
These results confirmed the role of natural selection in speciation by showing its importance even 
in the absence of pre-defined fitness functions [31]. 
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4.2.4. Conclusion 
Hundreds of mathematical models have been developed to study the role of selection in 
speciation [54], [204], [205], and the general view to have emerged is that selection causes 
speciation only under a specific subset of conditions. These previous models used pre-defined 
fitness functions that left open the question of whether or not results are particular to those 
functions. Our model did not include such functions and instead allowed selection to emerge as a 
result of complex behavioural interactions. Under these conditions, speciation occurred in many 
different configurations, thus providing further support for the role of selection in driving 
speciation [214], [215]. 
In our model, speciation occurred due to biotic interactions, both within and between species. 
These biotic interactions drove the evolution of a diversity of behavioural types and these 
different types formed discrete clusters. Mating between these clusters rapidly decreased and 
hybrids between them had low fitness. Although abiotic conditions can certainly drive speciation, 
our results support assertions that biotic interactions could be particularly important drivers of the 
selection that causes the formation of new species [214]–[216]. In addition, although speciation 
can be driven by morphological or physiological divergence, our results support arguments that 
speciation might proceed particularly rapidly as a result of behavioural divergence [217], [218]. 
The next challenge will be to determine how such interactions shape speciation in natural 
systems. 
 
4.3. A New Species Abundance Distribution Model 
Species Abundance Distributions (SADs) follow one of ecology's universal laws – every 
community shows a hollow curve or hyperbolic shape on a histogram with many rare species and 
just a few common species. The species abundance distribution is one of the important measures 
of biodiversity and one of the most significant concepts in ecology communities. Using this 
concept, the biologists can infer a lot of information from their collected data [219]. There are 
several definitions of SAD which has been proposed by different authors. McGill gave the 
following explanation about the SAD [219]: 
“A species abundance distribution is a description of the abundance (number of individuals 
observed) for each different species encountered within a community. As such, it is one of the 
most basic descriptions of an ecological community. When plotted as a histogram of number (or 
percent) of species on the y-axis vs. abundance on an arithmetic x-axis, the classic hyperbolic, 
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‘lazy J-curve’ or ‘hollow curve’ is produced.” This J-curve represents the power law relationship, 
which has been shown are emergent quantitative features of biodiversity [119]. In this study, we 
proposed a new species abundance distribution model which can fit the SAD in ecological 
communities more accurately. 
Many models have been proposed to predict (estimate) SADs. McGill provided a helpful survey 
of different models [219]. Unfortunately, most of the models that have been proposed contain 
some weakness mentioned by McGill. We have considered them carefully for proposing a new 
method. 
1- For most SAD models, no comparison with other existing models has been proposed. In other 
words, for the existing models there is no comparison of how their predictions fit data in 
comparison to other models. 
2- According to McGill, another weakness is that different inconsistent methods have been used 
to measure goodness of fit. Unfortunately the different methods used for evaluation, all 
emphasize different facets of fit. For example, "By-class Good Fit" fits data to the logged-bin and 
emphasizes fitting rare species. Therefore, the "By-class Good Fit" method and lognormal family 
methods work on similar features. Thus any claim of an exceptional fit must be robust by being 
superior on multiple measures. 
3- Even when consistent methods are used, most of the new models will fit some datasets well 
and other datasets poorly. In other words, for most of the models that have been proposed, the 
authors have evaluated their method on specific datasets well designed for their methods. So it 
could be helpful if we can test our method over several datasets. 
In practice, one might come across a case where no single model can achieve an acceptable level 
of accuracy. In such cases, it would be better to combine the results of different models to 
improve the overall accuracy. Every model operates well on different aspects of the dataset. For 
example the lognormal family methods emphasize fitting rare species more than other methods. 
As a result, assuming appropriate conditions and combining multiple models may improve 
prediction performance when compared with any single model [220], [221]. In this study, we 
proposed a new method called FPLP, based on the combination of existing models: Fisher's 
logseries, Power-law, Logistic-j and Poisson-lognormal [222] (see section  4.3.1). The main idea 
came from a combination of techniques that are used in different fields. According to our 
knowledge, it is first time that a model based on the combination of other models using genetic 
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algorithm has been proposed for the species abundance distribution problem. In this study we 
evaluate several SAD models, including the FPLP model, with three different goodness-of-fit 
measures and applied to eight different datasets. By using the FPLP method, we investigated how 
the combination of different models’ behaviour is important in characterizing different aspects of 
SAD. 
4.3.1. SAD Models 
SAD typically represents the way N individuals are partitioned into S species [223]. An example 
of how SADs can be represented graphically is given in Figure  4-12.  
                     
Figure  4-12. There are different representations for Species Abundance Distribution. (Left) The 
histogram is the observed SAD and red curve is the predicted SAD, (Right) A histogram with abundance 
on a log-scale. 
Besides Figure  4-12, there are different ways to plot SADs. The complete set of ways to plot 
SADs have been presented in [219]. The origin of the SAD model points to 1932 in which the 
first model for prediction of SAD was proposed. Since that time, many models have been 
proposed. We give here several of them among others that are representatives of different 
modelling families (see Table  4-7). 
Table  4-7. Different families of SADs. 
Family SAD 
Statistical Fisher's logseries [99] 
Lognormal - Preston [102] 
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Spatial distribution of 
individuals 
Power Law [224] 
Fractal distribution [225] 
Multifracta [226] 
Population dynamics 
(metacommunity 
models) 
Logistic-J [227] 
Neutral model [228] 
Metacommunity models ZSM [229] 
Poisson Lognormal [230] 
Niche partitioning Broken stick [231] 
Sugihara [232] 
As mentioned above, they correspond to various methods based on different concepts, which lead 
to variable results depending on the dataset. The main idea of this study is to use a combination of 
models belonging to different families of methods for SAD modeling in order to have more 
flexibility in the final model. In this section we introduce the four basic models that we used in 
our model. 
4.3.1.1. Fisher's Logseries 
In the 1940s, researchers proposed different statistical models to describe patterns of species 
abundance [99], which still stimulate a great deal of interest today [233]. Given a sample of a 
community, Fisher has defined a series expressing the species abundance distribution of this 
sample. Let N and S be respectively the numbers of individuals and of species in the sample. If ni 
is the number of species that contain i individuals in the sample, then: 
  ,  
i
ii N n x iα∀ ∈ =
 
(4-1) 
The series is thus represented by 
2 3
1 2, ,..., ,  ,  ,...,2 3
k
Fisher k
x x xSAD n n n x
k
α α α α= =
 
  (4-2) 
Where α and x, the two parameters of the model, satisfy the equations: 
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     (4-3) 
Therefore, if N and S are known, α and x can easily be calculated. The first parameter, α, is 
constant for all samples from a given community (it is a characteristic of the community and not 
of the sample). α is correlated with the total number of species in the considered community and 
is called the “index of diversity” of the community [98].  
4.3.1.2. Logistic-J 
The logistic-J distribution arises from a dynamic, individual-based model of species [227]. The 
resulting Probability Density Function (PDF) can be written as following: 
1( ) ( )           
                   0               Otherwise
f x c x
x
δ ε= − ≤ ≤ ∆
 
(4-4) 
where the abundance x runs from ε  to a maximum ∆ . The constants 1δ = ∆  and ε  are 
parameters of the distribution and c is a constant of integration that gives a value of 1 to the area 
under the curve of the PDF. The constant c is a function of Ɛ and . The parameters Ɛ and  are 
called the inner and outer limits of the distribution, respectively (see Figure  4-13). 
 
Figure  4-13. The probability distribution function of the general logistic-J distribution. 
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The distribution function F of the logistic-J probability density function f is obtained by 
multiplying it by R, the number of species in a sample or in a community (F(x) = Rf(x)) leading 
to the following prediction by logistic-J: 
1 2, , ...,Logistic J kSAD F F F− =
 
  (4-5) 
4.3.1.3. Power law 
One of the best-known patterns in ecology is the power-law form of the species-area relationship. 
Such a general pattern is important not only for fundamental aspects of ecological theory but also 
for ecological applications such as the design of reserves and the estimation of species extinction 
[226]. We consider here a SAD, which decays with the power-law from the minimum number of 
individuals [224], x=1, to the maximum value, x=X as 
(1 )
1 2
( ) ( 1)
, ,...Power law k
f x S x
SAD f f f
αα − +
−
= +
=
 
(4-6) 
The relation between the total number of species S and the maximum number of individuals X is 
obtained as following: 
1X Sα = +
 
(4-7) 
4.3.1.4. Poisson Lognormal 
This model mixes the lognormal with the Poisson distribution. One possible way to generalize the 
univariate Poisson distribution is to use a variable that follows a univariate lognormal 
distribution. If the abundances, , are lognormally distributed (which mean that log x  is normally 
distributed) with mean M and variance V, then the compound Poisson Lognormal distribution is 
the probability function [230]: 
2
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(4-8) 
Where r specifies the number of individuals. The distribution can be fitted to observed data by 
estimating the parameters, M and V, by the method of maximum likelihood. 
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4.3.2. Goodness-of-fit 
The goodness-of-fit of a statistical model describes how well it fits a set of observations. 
Measures of goodness of fit typically summarize the discrepancy between observed values and 
the values expected under the model in question. In this section, several criteria that we used to 
compare the observed abundance distribution and the calculated abundance distribution have 
been introduced.  
4.3.2.1. Squared prediction error (SPE) 
Squared prediction error (SPE) is a frequently-used measure of the differences between values 
predicted by a model and the actual observed values [234]. SPE is a good measure of precision. 
The formula used is as follows: 
2
ˆ
                     [ ( ) ( )]i iSPE g x g x= −∑
 
(4-9) 
ˆ ( )ig x
 and ( )ig x  are observed values and predicted (or calculated) values respectively. 
4.3.2.2. Acceptable fit 
Modeled distribution provides an acceptable fit to an observed species abundance distribution if 
the absolute difference between the observed and the calculated values of n1 is less than 15% of 
the observed value, which means that 1 1 10.15
obs calc obs
n n n− ≤ [98]. n1 is historically meaningful; it has 
always been an important statistic of a sample, and the SAD models had to give good 
approximations of n1 to be validated (Fisher et al. 1943). Finally, from a practical standpoint, 
ignoring the role of n1 can lead to unacceptable results of a goodness-of-fit test. For example, the 
distributions depicted in Fig. 1 (left) do not present an acceptable fit, since the error on n1 is 68% 
( 1
obs
n
= 38, 1
calc
n
= 64). 
4.3.2.3. Basic Good fit 
Based on the notion of acceptable fit, we can define what we call a “basic good fit”. We say that 
the model distribution provides a basic good fit to an observed species abundance distribution, if 
it presents an acceptable fit, and if a basic X2 test (chi-square test), applied on both distributions, 
gives a X2 that is not significant (for example 5% significance) [98]. 
The X2 test is then performed, calculating the observed and expected counts and computing the 
chi-square test statistic. 
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(4-10) 
Where Oi are the observed counts and Ei are the expected counts. The statistic has an approximate 
chi-square distribution. 
To make a direct comparison between test results possible, all the data in the result section 
includes a chi square test with corresponding scores adjusted to a degrees of freedom equal to S-1 
(S is number of species or number of classes). 
4.3.2.4. By-class Good Fit 
Because of the problem of statistical invalidity of the X2 test when applied on too small values, 
another solution consists in grouping the terms of a usual species abundance distribution into 
classes, in order to produce a grouped species abundance distribution [98]. 
Analyzing some geometrically varying data is more convenient if they are transferred on a 
logarithmic scale [235]. The naive approach would be to use the base 2 for the logarithm, but this 
presents the disadvantage to violate the independence of data points. Traditionally, a base 3 
logarithm is used to transform the abundance data. This is done by grouping data into "× 3 
classes" (Ck) k≥0: class Ck has its center at 3k, and its edges at 3k/2 and 3k+1/2. When used with 
integer values, it gives the following classes: class C0 contains only 1; class C1 contains 2, 3 and 
4; class C2 contains integers from 5 to 13; class C3 contains integers from 14 to 40; class C4 
contains integers from 41 to 121; etc. After log-scaling, we can use formula 9 and 10 to measure 
difference between observed and predicted values. 
4.3.3. The FPLP model 
The FPLP model is based on a combination of other models and follows the stacking approach, 
which uses a combination of models to generate performing predictors [220]. By combining 
models, we expect a more accurate prediction at the expense of an increased complexity of the 
final model. 
Suppose we have a sample dataset Z and a number of different models with a good performance 
on Z. We can pick a single model as the solution, running into the risk of making a bad choice for 
the problem. Instead of picking just one model, a safer option would be to use them all and 
“average” their outputs. The new model might not be better than the single best model but will 
diminish or eliminate the risk of picking an inadequate single model [220]. This approach will 
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lead to a more robust predictive method. The proposed new method is based on the combination 
of four different models: 
Fisher's logseries,  
Power-Law,  
Logistic-J, and  
Poisson Lognormal distribution 
The main reason of selecting these four models is that they represent different families of 
methods for SAD modeling and we tried to pick one method from each family. Each family has a 
specific approach for modeling the species abundance distribution and we wanted to include most 
of these approaches to have enough flexibility to generate all possible predictions for modeling. 
We expect to enrich our global model if we choose our base models from different families. 
Moreover, as a FPLP model uses a learned weighted combination of base models, it provides 
information on the relative importance of each base model on each sub-range of species 
abundance distribution. The FPLP method can be view as a post-processing process that 
combines several fits, using a pre-computed weighted combination, to generate a new fit. 
Another important point is that we combine the basic models in three equal sub-ranges of the 
whole range of values. We found that the SAD pattern is so complex that it could not be modeled 
by a single formula. In addition, partial combination gives us more flexibility to use all aspects of 
combination of models. We noticed that every single base model that we used obtained good 
prediction levels in specific sub-ranges of SAD. Therefore, we chose to build our model using 
combinations of the basic models, one for each sub-range we considered. We have chosen three 
sub-ranges because of a trade-off between two extreme situations: having too many sub-ranges 
leads to the over-fitting problem; more sub-ranges enhance the flexibility capability of new model 
and therefore improve the quality of the match. A division in three sub-ranges seems to be a good 
initial compromise but more study is needed to be done to see what the impact of the number of 
sub-ranges and their positions is. Moreover, it has been shown in [236] that the community 
abundance distribution might have at least three modes and it could be another justification of 
having three sub-ranges in our combinatorial model. Since there is no limitation on sum of 
weights (see below) and we have three sub-ranges, it is possible to have multimodal patterns and 
even, varying the number of sub-ranges, the exact number of modes can be specified. 
Consequently, to predict a SAD for a specific community, we divide it into three sub-ranges and 
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combine the four basic models in each sub-range independently leading to twelve weights to be 
learned. The process for making and evaluating the FPLP method is: 1) For each dataset, 
knowing the population and the number of species, the parameters of each base model 
(Fishers,...) is computed. In the training part we just computed the weights of the combination of 
functions for the FPLP model. 2) Then we used the computed weights for the rest of datasets to 
predict the SAD by FPLP model. 3) We compared the accuracy of predicted SADs by base 
models with the FPLP model.  
We used the genetic algorithm [237] to estimate the weights; however other optimization method 
could also easily be applied. Genetic algorithms are combinatorial optimization methods 
belonging to the class of stochastic search methods [238]. Whereas most stochastic search 
methods operate on a single solution of the problem at a time, genetic algorithms operate on a 
population of solutions. They can be viewed as a kind of hill-climbing optimization approach 
[239] applied simultaneously to a population of solutions. In our problem, a solution is a 
combination of the values of the weights associated to each base model that minimize the error 
between SAD’s real values and predicted SAD values. For the learning process, as we try to 
minimize the error, we used the SPE method to evaluate the performance of each weight 
combination. More precisely, in our case 12 weights are used: one for each three sub-ranges for 
each four base models (see Table  4-8).  
Table  4-8. Interpretation of weights in three sub-range combinations for four base models 
 W1 (Fisher) W2 (Logistic-J) W3 (Power-law) W4 (Poisson-Log) 
Sub-
range 1 
w11 w12 w13 w14 
Sub-
range  2 
w21 w22 w23 w24 
Sub-
range 3 
w31 w32 w33 w34 
The weights can be obtained by fitting the FPLP model to a dataset. In this study, we measured 
the weights with using two different datasets and we evaluated the performance of this method to 
show how robust this method is no matter what type of dataset is used for estimating the weights 
for the combination. As the weights only represent the relative importance of each of the 4 base 
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models for each of the three sub-ranges, the weights learned on a particular dataset are still valid 
in different conditions and can therefore be used on different datasets. 
Problem of over fitting, which is traditional pitfall of learning methods, is bypassed by setting 
some stop criterion. For example, during the genetic algorithm process, the learning process was 
stopped in generation number 15. In other words, we do not allow the process to go through over 
and over until it perfectly matches on training dataset with a risk of loss of generality. 
In order to show how the FPLP model works based on the combination of other models, we 
showed the prediction of every model as below in which the indices 1, 2, 3, 4 have been chosen 
for Fisher's Logseries, Logistic-J, power-law and Poisson-lognormal respectively. 
11 12 1
21 22 2
31 32 3
41 42 4
, ,...,
, ,...,
, ,...,
, ,...,
Fisher k
Logistic J k
Power Law k
Poission Lognormal k
SAD n n n
SAD n n n
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−
−
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=
=
=
 
  (4-11) 
Based on the characteristics of every dataset, such as number of species and number of 
individuals, the species abundance distribution can predicted by the base models (see formula 
11). Based on the combination of models for the FPLP model, we have: 
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(4-
12) 
The information on the weights for each sub-ranges and for each model of the combination is 
given in Table  4-8. 
As we have access to the value of the learned weights, we have some information about what 
model is important (higher weight) for a particular sub-range. It is very important in terms of 
interpretation of the results. It gives the possibility to discover some specific properties of 
particular sub-ranges. For example, seeing that the weight of the Fisher's logseries model is very 
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high for the second sub-range can tell us that the set of species that have an average number of 
individuals have a distribution, which closely follows the Fisher's logseries distribution. It gives 
also the possibility to compare, for each sub-range, the relative predictive capacity of each model 
used and therefore have a better understanding of their relative importance. As a consequence, 
our approach could be very helpful for a more precise analysis of the properties of the observed 
distributions and contribute to build a better ecological theory to explain the distribution patterns 
observed in a given community. In the results presented in the next section we always use three 
combinations of the four basic models for the FPLP model. 
4.3.4. Results and Discussions 
In this section we made a comparison between our new model and other models. We compared 
them according to the several goodness-of-fit to see how general different methods are in 
modeling of SAD in different cases. The species abundance distributions are different in terms of 
environment and other ecological factors. This means that different datasets have different 
characteristic. In order to see how general SAD models are in modeling different datasets, we 
used a dataset for training the FPLP method (computation of weights) and then use the same 
weights to get the SAD for other datasets.  
From the results (see Table  4-10), it appears that the Fisher's model make better prediction than 
Logistic-J, Power-law and classic Poisson lognormal, therefore we only use Fisher's logseries and 
two recent proposed methods: ZSM [229] and advanced Poisson lognormal [240] for comparison 
purposes. An interesting thing that can also be seen in Figure  4-14 is that the combination of a 
Fisher's logseries model with other base models leads to a more accurate global model. In order to 
give a first visual comparison, the outputs for the four selected base models and FPLP model over 
Mudamali dataset are shown in Figure  4-14. 
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Figure  4-14. Prediction of Fisher's logseries model, Logistic-J model, Power-law model, Classical Poisson 
Lognormal model and FPLP model on Mudamali dataset (dataset from real ecosystem). 
In the following we compare more in depth our model with Fisher's model, extended version of 
Poisson Lognormal model (PN) that was proposed in [240] and model based on Neutral theory 
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(ZSM), which was proposed in [229]. We test these models over eight different datasets (see 
Table  4-9). With these comparisons we can make a better judgment about the relative efficiency 
of the models (this is an important feature according to [219].  
It is worth mentioning that the diversity measures can be affected by the sampling process. For 
example rare species are less likely to be observed in small samples than in large samples. So the 
sample size could be critical in estimation of species richness [236]. For this reason we consider 
different datasets with different size of sample. 
Table  4-9. Characteristics of different real datasets from nature (S: Number of Species, N: Number of 
Individuals). 
Dataset Description N S 
Sherman [241] 
trees of the Sherman 6 ha forest plot, 
Panama 
22000 230 
Dirks [242] sample of Lepidoptera, Maine, USA 55539 349 
Fushan[241] 
trees of the Fushan 25 ha forest plot, 
Taiwan 
114511 110 
HKK [243] 
trees of the Huai Kha Khaeng 50 ha forest 
plot, Thailand 
78444 287 
Bell[243] 
bird community of lowland rainforest in 
New Guinea 
27112 165 
Thiollay [244] Birds in French Guiana, 1986 8507 315 
Mudumalai198
8 [245] 
Trees, Mudumalai 50 ha plot, 1988 25551 70 
Malaysian 
Butterflies [99] 
Malaysian butterflies 9029 620 
 
The eight datasets have been used for the evaluation process (see Table  4-9). For each dataset 
there is the number α, which reflects diversity of that community sample. In order to ensure a 
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complete evaluation process, we trained the FPLP model on one dataset with low α value, 
computing the combination of weights, and then we compare the performance of all models on all 
datasets. We also repeat this experiment using a dataset with high α value for computing the 
combination of weights and then we compare the performance of all models on all datasets.  
4.3.4.1. Learning with a low α value dataset  
In this experiment, the FPLP model has been trained over the Fushan dataset, as it has been 
explained in section  4.3.3, to compute the weights for combining the basic models in three sub-
ranges of the whole range of values. We divided the Fushan dataset in three equal size sub-ranges 
and then learned the weights (w1, w2, w3, w4) to combine the four basic models in each sub-
range independently. We give here the 12 weights learned: 
Sub-range 1:                                  Sub-range 2:                               Sub-range 3: 
Wlogseries = 0.464                 Wlogseries = 0.963      Wlogseries = 0.805 
WLogistic-j = 0.18                  WLogistic-j = 0.439      WLogistic-j = 0.398 
Wpower-law = 0                  Wpower-law = 0.185                  Wpower-law = 0.116 
WPN = 0.282                                   WPN = 0.02                   WPN = 0.356 
From the value of the weights, it can be deduced that the Fisher's logseries model has a much 
better predictive capacity than the other models. It seems also that the power-law is not a good 
predictor for these data and that the third sub-ranges is more complex to describe as it needs a 
more homogeneous combination of the four models to reach a high predictive level. Values in 
Table  4-10 indicate the prediction’s error of the different methods for every dataset and every 
model. The bold numbers are used in Table  4-10 when FPLP model outperforms all other 
methods. For all these results, lower the value is better the fit is. 
Table  4-10. Different errors of the four selected models over eight various datasets. FPLP models is 
trained over the Fushan dataset 
Dataset Model Accept
ed 
Fit(%) 
SPE Basic Good 
Fit 
By-class 
(SPE) 
By-class 
(Chi-
square) 
Sherman 1996 Fisher's 26.12 10.85 19.66 11.27 4.28 
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α = 35.3709 logseries 
PN 6.08 20.54 127.14 47.60 71.64 
ZSM 47.51 22.57 67.99 45.96 67.30 
FPLP Model 14.21 9.44 23.44 14.53 6.97 
Driks 
α = 49.7198 
Fisher's 
logseries 
30.72 21.32 25 32.99 16.40 
PN 5.46 21.66 60.83 35.82 18.08 
ZSM 80.24 55.35 177.42 107.04 179.25 
FPLP Model 8.73 19.07 21.36 23.97 7.82 
Fushan 
α = 12.0045 
Fisher's 
logseries 
50.04 5.5 4.17 7.03 6.69 
PN 57.89 13.85 108.62 31.74 125.6 
ZSM 135.66 14.35 57.75 28.44 141.86 
FPLP Model 15.44 5.16 6.41 11.43 9.28 
HKK 
α = 37.5398 
Fisher's 
logseries 
63.13 20.29 28.73 24.39 19.06 
PN 43.29 23.63 84.31 45.87 44.86 
ZSM 77.64 36.73 113.97 69.69 115.84 
FPLP Model 17.28 12.98 18.55 9.62 2.67 
Bell 
α = 23.3823 
Fisher's 
logseries 
66.87 12.02 15.06 10.75 7.65 
PN 35.33 17.52 87.74 35.05 55.19 
ZSM 12.65 11.64 39.25 29.82 40.13 
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FPLP Model 16.71 7.63 13.81 7.95 3.11 
Thiollay 
α = 64.4038 
Fisher's 
logseries 
68.21 29.41 50.63 34.86 24.98 
PN 4.81 17.96 55.19 24.17 8.46 
ZSM 68.88 50.2 190.17 115.23 189.62 
FPLP Model 5.67 16.27 36.14 24.94 8.49 
Mudumalai1988 
α = 8.7754 
Fisher's 
logseries 
46.20 7.85 6.41 10.88 11.1 
PN 33.97 10.35 20.25 14.12 33.15 
ZSM 363.8 23.84 31.7 30.9 110.4 
FPLP Model 6.72 7.07 3.75 8.11 7.21 
Malaysian 
butterflies             
α = 150.92 
Fisher's 
logseries 
25.79 36.04 39.27 50.61 19.2 
PN 39.66 55.15 68.84 60.18 27.82 
ZSM 94.84 152.3
2 
493.29 263.9 493.15 
FPLP Model 24.11 40.67 44.8 50.19 18.41 
 
According to Table  4-10, the FPLP combination model produces more accurate results for most 
of datasets, even in dataset with high value of α. When the FPLP method is not the best model, 
the accuracy of FPLP method is still reasonable and close to the best one, which shows the 
robustness of this method. In this evaluation process, there are 5 goodness-of-fit methods and 8 
datasets. Therefore, 40 different comparison tests have been performed. FPLP method 
outperforms, Fisher's Logseries on 32 of these comparisons, PN on 35 and ZSM on 39. The 
average percentage of improvement for FPLP method is summarized in Table  4-11. For example, 
we computed the average percentage of improvement of FPLP on PN model for each dataset, and 
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then we average the results over all datasets. The percentage values on different measures are not 
in same scale. 
Table  4-11. The average percentage of improvement of FPLP  method compared to other methods in 
various measures in the case of using "Fushan" dataset as a training data set. 
Criterion FPLP vs Fisher's 
Logseries 
FPLP vs PN FPLP vs ZSM 
Accepted Fit(%) 352% 112% 1109% 
SPE 28% 75% 182% 
Basic Good Fit 16% 456% 573% 
By-class (SPE) 30% 157% 334% 
By-class (Chi-square) 131% 745% 2005% 
From statistical point of view, we can investigate the result of Table  4-10 to see how significant 
the difference between the FPLP model and the other models is. For this reason, we used the t-
test [246]. The t-test assesses whether the means of two groups are statistically different from 
each other. The results of applying t-test to the data of Table  4-10 are presented in Table  4-12. 
Table  4-12. The p-value for the distance between error rates of different models for each measure in 
the case of using "Fushan" dataset as a training data set. 
Criterion FPLP vs Fisher's 
Logseries 
FPLP vs PN FPLP vs ZSM 
Accepted 
Fit(%) 0.0001 0.001 0.00001 
SPE 0.04  0.03 0.0001 
Basic Good Fit 0.06 0.0001 0.00001 
By-class (SPE) 0.04  0.0001 0.00001 
By-class (Chi-
square)  0.0001 0.00001 0.00001 
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Except when we consider the FPLP model with Fisher's Logseries model for the "Basic Good 
Fit", in all other cases the p-value is less than 0.05, which means that the differences between the 
FPLP model with the other single models are statistically significant. 
4.3.4.2. Learning with a high α value dataset  
In this experiment, the FPLP model has been trained over "Malaysian butterflies" dataset, which 
has high value of α. We divided the Malaysian butterflies dataset in the same three sub-ranges 
and then estimated the weights (w1, w2, w3, w4) to combined the four basic models in each sub-
range independently. We give here the 12 weights learned: 
Sub-range 1:                                  Sub-range 2:        Sub-range 3: 
Wlogseries = 0.464                Wlogseries = 0.788          Wlogseries = 0.805 
WLogistic-j = 0.788    WLogistic-j = 0.429       WLogistic-j = 0.996 
Wpower-law = 0                             Wpower-law = 0.558                   Wpower-law = 0.116 
WPN = 0.337                                   WPN = 0.02                    WPN = 0.325 
The values obtained for these data are quite different from the previous ones. It seems that for 
these data the logistic-j is a much better predictor than for the previous dataset. The power-law is 
also quite important for the prediction of the middle sub-range distribution. The values in Table 
 4-13 indicate the prediction’s error of the different methods for every dataset and every 
measurement method. The bold numbers are used in Table  4-13 when FPLP model outperforms 
all other methods. 
Table  4-13. Different errors of the four selected models over eight various datasets. Models trained 
over Malaysian butterflies dataset. 
Dataset Model Accepte
d Fit(%) 
SPE Basic 
Good Fit 
By-class 
(SPE) 
By-class 
(Chi-
square) 
Sherman 1996 Fisher's 
logseries 
26.12 10.85 19.66 11.27 4.28 
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α = 35.3709 PN 27.91 23.66 116.97 46.46 66.64 
ZSM 47.51 22.57 67.99 45.96 67.3 
FPLP Model 18.9 10.75 22.44 15.03 7.63 
Driks 
α = 49.7198 
Fisher's 
logseries 
30.72 21.32 25 32.99 16.4 
PN 43.64 28.52 62.38 40.98 27.56 
ZSM 80.24 55.35 177.42 107.04 179.25 
FPLP Model 2.76 16.99 21.72 15.88 3.37 
Fushan 
α = 12.0045 
Fisher's 
logseries 
50.04 5.55 4.17 7.03 6.69 
PN 115.05 16.84 107.74 32.16 120.2 
ZSM 135.66 14.35 57.75 28.44 141.86 
FPLP Model 24.38 6.2 5.59 9.3 8.58 
HKK 
α = 37.5398 
Fisher's 
logseries 
63.13 20.29 28.73 24.39 19.06 
PN 95.16 33.32 97.84 51.69 66.48 
ZSM 77.64 36.73 113.97 69.69 115.84 
FPLP Model 25.39 13.5 26.57 11.45 3.84 
Bell 
α = 23.3823 
Fisher's 
logseries 
66.87 12.02 15.06 10.75 7.65 
PN 84.33 22.33 98.14 36.82 65.48 
ZSM 12.65 11.64 39.25 29.82 40.13 
FPLP Model 24.37 8.81 19.57 11.95 6.89 
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Thiollay 
α = 64.4038 
Fisher's 
logseries 
68.21 29.41 50.63 34.86 24.98 
PN 29.65 22.79 56.13 34.17 18.74 
ZSM 68.88 50.2 190.17 115.23 189.62 
FPLP Model 11.06 15.42 35.53 19.94 5.65 
Mudumalai1988 
α = 8.7754 
Fisher's 
logseries 
46.2 7.85 6.41 10.88 11.1 
PN 82.47 12.37 31.33 16.67 48.16 
ZSM 363.8 23.84 31.7 30.9 110.4 
FPLP Model 14.3 7.32 3.91 7.87 8.49 
Malaysian 
butterflies              
α = 150.92 
Fisher's 
logseries 
25.79 36.04 39.27 50.61 19.2 
PN 17.82 35.36 53.13 53.91 20.67 
ZSM 94.84 152.32 493.29 263.9 493.15 
FPLP Model 20.7 35.2 38.93 39.97 11.87 
 
According to Table  4-13, the FPLP combination method produces more accurate results in most 
of datasets even in dataset with low value of α. In this evaluation process, there are also 5 
goodness-of-fit methods and 8 datasets. Therefore, 40 different comparison tests have been 
performed. The FPLP method outperforms Fisher's logseries on 31 of these comparisons, PN on 
39 and outperforms ZSM on 39. The average percentage of improvement for FPLP method is 
summarized in Table  4-14. 
Table  4-14. The average percentage of improvement of FPLP compared to each measure in the case of 
using "Malaysian butterflies" dataset as a training data set. 
Criterion FPLP vs Fisher's FPLP vs PN FPLP vs ZSM 
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logseries 
Accepted Fit(%) 280% 381% 861% 
SPE 25% 97% 181% 
Basic Good Fit 9% 487% 573% 
By-class (SPE) 37% 173% 371% 
By-class (Chi-
square) 
144% 754% 2429% 
 
We also applied the t-test to compare how significance the difference is between the FPLP model 
and the other models (see Table  4-15). 
Table  4-15. The p-value for the distance between error rates of different models for each measure in 
the case of using "Malaysian butterflies" dataset as a training data set. 
Criterion FPLP vs Fisher's 
Logseries 
FPLP vs PN FPLP vs ZSM 
Accepted 
Fit(%) 0.0001  0.0001 0.00001 
SPE 0.03 0.02 0.001 
Basic Good Fit 0.08 0.0001  0.0001 
By-class (SPE) 0.02 0.001 0.0001 
By-class (Chi-
square) 0.001 0.0001 0.00001 
Like in our previous experiment, except when we consider the FPLP model with Fisher's 
Logseries model for the "Basic Good Fit", in all other cases the differences between the FPLP 
model and the other single models are statistically significant. 
As it can be seen in Table  4-11 and Table  4-14, Fisher's logseries generally outperforms the recent 
methods PN and ZSM. It can be due to the fact that these methods have been developed for very 
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specifics cases and they are not robust enough for general cases. The results show clearly an 
important improvement of our new model compared with the three others. The improvement in 
average quality of prediction is very large compared with the two recent methods. The average 
improvement of our model is always positive for all measures and against all other tested models. 
What is also very important to notice is that our approach seems to be quite robust and works well 
even to make a prediction on distributions that are very different from the ones used to learn the 
parameters of our model.  
4.3.5. Conclusion  
In this study, the new species abundance distribution model (FPLP model) has been proposed. 
The FPLP model is based on the combination of several other base models. In response to the 
criterion defined in the McGill’s survey, we have performed a large experimental comparison 
protocol with our model and the best existing and promising models. We also used eight different 
datasets with various characteristics corresponding to very different species abundance 
distributions. We also used 5 different criterions for evaluating the quality of fit of the models. 
We have shown that our model outperforms the Fisher's logseries model, which itself 
outperforms the two recent models PN and ZSM for all criteria used. The improvements obtained 
are impressive and statistically significant. 
These results show that the approach based on the combination of learned models is very 
promising and leads to robust and accurate predictors. One important point for these kinds of 
method is the choice of the base models. The main factor for the efficiency of the resulting global 
model is the diversity of prediction of the base models. Another important component of our 
approach is the decomposition of the range of the distribution in three sub-ranges. It seems that 
this concept is very important because different sub-ranges of the distribution have different 
characteristics, which can hardly be represented by one unique model. 
To be able to conceive ecological theory from an observed SAD, it is very important to clearly 
understand what distribution this SAD follows. Because we use a weighted combination of 
models, we know the relative importance of each basic model in each sub-range. In other words, 
we have a global model, which is a combination of four other basic models and, because we have 
the weights associated to each of them, we can deduce how close to each model, for every sub-
ranges, the observed SAD is. For this reason the combination distribution significantly 
outperforms other approaches based on a single model as a descriptor of abundances in 
communities. Obviously the weights are computed for a given community (due to the training 
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phase) and therefore they are a good instrument to discover specific properties of a given 
community. However, we have also shown that the predictor we build on a specific community is 
still a good predictor for a large range of other different communities, outperforming every single 
model approaches for this task. From our experiment we have observed that the predictive 
capacities of the four basic models we used vary a lot depending on the value of the α parameter. 
For low α values, the Fisher's logseries seems to be a much better descriptor than the other 
models. But for high α values, the logistic-j model seems to be more important. We have also 
observed high variations of the relative importance of these models depending on the sub-ranges 
considered.  
4.4. Identifying Important Characteristics to Predict Changes in 
Species Richness in EcoSim 
Species richness is one of the important measures used by ecologists. Species richness is a critical 
variable for biodiversity management that has been used for decision making and prioritization of 
conservation efforts [247], [248]. Ecological theory assumes that species richness is determined 
in part by environmental gradients and resources [249]. Defining a set of environmental variables, 
which are recognized to entail direct or indirect responses from presence/absence of species and 
linking them by an ecologically-relevant statistical model enable the acquisition of significant 
information aimed at conservation planning [249]–[251]. Several studies have also demonstrated 
strong relationships between total species richness and measures of temperature, precipitation and 
net primary productivity [252], [253]. Developing a standardized method of predicting species 
richness is vital for international conservation efforts [247], [248]. Few tools are available to 
provide decision makers with relevant data on biodiversity patterns, ecosystem processes, and 
underlying forces at spatial scales from local to global [254]. Considering working with real data, 
it is highly expensive and time-consuming to measure species richness over extensive areas, 
especially for nonvascular plants and invertebrates and in tropical or marine ecosystems [255]. 
By using computer simulations, it would be possible to examine factors that could affect the 
performance of models that predict species occurrence based on environmental variables [256]. 
Simulation modeling explicitly incorporates the processes believed to be affecting the 
geographical ranges of species and generates a number of quantitative predictions that can be 
compared to empirical patterns. The simulation approach offers new insights into the origin and 
maintenance of species richness patterns, and may provide a common framework for 
investigating the effects of contemporary climate, evolutionary history and geometric constraints 
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on global biodiversity gradients [257]. But most of the simulations failed to provide a conceptual 
bridge between macroecology and biogeography. The problem is that those simulations contain a 
lot of simplifications [257]. They are not as complex as real ecosystems [23], [32], therefore in 
most cases the results that come from those simulations are not valid for making any conclusion 
for real systems. 
In this study, we tried to predict the changes in the number of species and identify the most 
important features that can be used for such a prediction [34]. We used EcoSim [29], our multi-
food chain evolving ecosystem simulation. In this study, we tried to predict the variation in the 
number of species in EcoSim by applying machine learning techniques. In other words, we 
trained a decision tree which is one of the well-known machine learning techniques from sample 
data to learn a model for predicting (classifying) an increase or a decrease in the number of 
species in the next 100 time steps (see section  4.4.1). 
In this research, we tried to predict the changes in the number of species using several important 
features by applying machine learning techniques such as different feature selection algorithms 
and decision trees. To the best of our knowledge, this is the first time that a complex agent-based 
simulation has been used to examine the effects of different features on prediction of changes in 
species richness by extracting meaningful rules from environmental and genetic parameters. 
For extracting rules and finding a relationship between environmental variables and species 
richness, different approaches using nonparametric coefficients, especially decision trees, have 
been demonstrated to outperform linear models since both linear and nonlinear relationships 
between biotic and abiotic components were well identified [258]. Therefore we used this 
machine learning algorithm to select potential features for the sake of species richness prediction. 
Our objective in this study, was to conduct a robust test of the effectiveness of our framework for 
identifying important features in prediction of changes in the number of species and introducing a 
restricted set of features that could help biologists to focus on a specific variables (since there are 
lots of features that can be studied by biologists). Using these simulations as a shortcut can save 
time and resources for biologists.  
4.4.1. Development of a predictive model 
In this study, the goal is the prediction of changes in species richness for next100 time steps using 
a set of features from EcoSim, which produces a large amount of data about the individuals and 
the species in each time step. We conducted three runs of the simulation with the same 
parameters. The prepared training dataset comes from two independent runs that contain 20,000 
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samples (10000 time steps for each unique run) related to about 38 species on average. Each 
sample is labeled ‘smaller’ or ‘bigger’ if the number of species in the world respectively has 
decreased or has increased (or without change) 100 time steps later. The test set contains about 
10,000 samples. Both the training and the test datasets contain almost an equal number of 
'smaller' labels and 'bigger' labels. The most important part for prediction is the selection of the 
most significant features. In each time step, every individual has a certain number of attributes 
(features). We started our learning process with an initial set of 49 features. These features are 
averaged over all individuals and are: 12 sensitive concepts’ average activation level, 7 internal 
concepts’ average activation level, 7 motor concepts’ average activation level, 11 actions 
frequency, the total amount of food in the world, the total population size, the ratio of individuals 
in a species to the whole population size, the number of dead individuals in the world, the genetic 
diversity of the whole population, the average age of individuals, the average energy and speed of 
individuals, the average genetic distance of all the genomes of the individuals from initial 
genome, the average amount of energy transmit from a parent to a child (parental investment) and 
the current number of species. The genetic diversity of a species measures how much diversity 
exists in the gene pool of the individuals of a species. The entropy measure, which we use in this 
project, is commonly used as an index of diversity in ecology and increasingly used in genetics 
[259]. 
We used decision tree as a predictive model, applying the C4.5 algorithm implemented in [260]. 
Decision trees are effective techniques for discovering the linear and non-linear structures in data 
and are simpler to interpret than artificial neural networks since they provide a set of binary 
decision rules. Even if the decision tree technique is not the best machine learning techniques in 
terms of accuracy of the obtained model, the possibility to understand the obtained model and to 
discover the effect of the variables on the prediction is what have guided our choice for this 
approach.  
Decision tree learning is a method for approximating discrete-valued target functions, in which 
the learned function is represented by a decision tree [261], [262]. Learned trees can also be re-
represented as sets of if-then rules to improve human readability. These learning methods are 
among the most popular of inductive inference algorithms and have been successfully applied to a 
broad range of tasks from learning to diagnose medical cases to learning to assess credit risk of 
loan applicants [263]. 
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Decision trees classify instances by sorting them down the tree from the root to  some leaf node, 
which provides the classification of the instance  [261]. Each node in the tree specifies a test of 
some attribute of the instance, and each branch descending from that node corresponds to one of 
the possible values for this attribute. An instance is classified by starting at the root node of the 
tree, testing the attribute specified by this node, then moving down the tree branch corresponding 
to the value of the attribute in the given example. This process is then repeated for the subtree 
rooted at the new node. 
Figure 3.1 illustrates a typical learned decision tree. This decision tree classifies Saturday 
mornings according to whether they are suitable for playing tennis. For example, the instance: 
(Outlook = Sunny, Humidity= High, Wind = Strong) 
would be sorted down the leftmost branch of this decision tree and would therefore be classified 
as a negative instance (i.e., the tree predicts no for playing tennis (PlayTennis : no)). 
 
Figure  4-15. A decision tree for the concept PlayTennis. An example is classified by sorting it through 
the tree to the appropriate leaf node, then returning the classification associated with this leaf (in this 
case Yes or No). This tree classifies Saturday mornings according to whether or not they are suitable for 
playing tennis. 
In general, decision trees represent a disjunction of conjunctions of constraints on the attribute 
values of instances. Each path from the tree root to a leaf corresponds to a conjunction of attribute 
tests, and the tree itself to a disjunction of these conjunctions. 
The high number of features leads to very complex models, which are extremely hard to interpret 
and prone to over-fitting (the obtained tree has 342 rules). Therefore, we tried to reduce the 
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number of features by selecting the ones that have higher impact on prediction. We used different 
feature selection algorithms such as Linear-Forward-Selection and Greedy-Stepwise search on 
WEKA (V3.6.4). These algorithms rank the features by the level of importance in the prediction 
and eliminate all features that do not achieve any score. Both feature selection algorithms show 
the highest scores for only five features: Current number of species, amount of food, parental 
investment, genetic evolution and genetic diversity. These features have been used for learning 
the prediction model. Using only this subset of features, the prediction accuracy decreases by 5% 
on training set and increases by 9% on validation set. With these five features, the obtained tree 
has 35 rules, which are still hard to interpret because they are very specialized using different 
values of these five features. For example, there is a branch in the tree for every short range of 
values for a feature. In order to get a smaller tree for extracting meaningful rules with reasonable 
accuracy, we chose to use decision tree with the confidence factor 0.25 for pruning and 100 
minimum instances per leaf [260]. This ensured that the final model neither fitted too specific to 
the training data set, nor was so general that it renders its predictions meaningless. With this 
reduction in size, the obtained tree has 10 rules (Figure  4-16). The accuracy decreased by 7% on 
training set and increased by 3% accuracy on validation set. 
For comparing the quality of classification, four measures of accuracy, true positive (TP) rate, 
true negative (TN) rate, global accuracy, and ROC area have been used. The global accuracy 
shows the percentage of correctly classified samples. The true positive (negative) rate presents the 
percentage of true classified positive (negative) samples. Finally, ROC area reveals sensitivity by 
measuring the fraction of true positives out of the positives versus the fraction of false positives 
out of the negatives. 
For the training and test set, using 10-fold cross-validation, the final tree model has a total 
accuracy of 82%, the two classes being predicted with almost the same high accuracy. The 
accuracy of the prediction on training data sets with 10-fold cross-validation is given shown in 
Table  4-16. 
Table  4-16. Results of prediction of species richness for next 100 time steps by decision tree on training 
set. 
Class TP Rate FP Rate Precision ROC Area 
Smaller 0.834 0.184 0.794 0.89 
Bigger 0.816 0.166 0.853 0.89 
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Total 0.824 0.174 0.826 0.89 
 
For the test set, we picked a completely separate run of simulation. In this case the total accuracy 
is about 80%, which means that, using selected features, prediction of changes in species richness 
time series is possible with high level of accuracy even on data generated by an independent 
process (Table  4-17). This means that the rules we have discovered all quite general and could 
bring some interesting insight on the speciation process. 
Table  4-17. Results of prediction of species richness for next 100 time steps by decision tree on test set. 
Class TP Rate FP Rate Precision ROC Area 
Smaller 0.777 0.169 0.798 0.872 
Bigger 0.831 0.223 0.812 0.872 
Total 0.806 0.198 0.805 0.872 
 
4.4.2. Extracting the Rules from Decision Tree 
The decision tree effectively modeled much of the variations in species richness, as this method 
was able to both select a relevant set of predictor variables and to make accurate predictions. The 
splitting rules used in the partitioning algorithm split the data at values that were ecologically 
meaningful, describing the relationship between species richness and environmental parameters. 
This demonstrates the utility of trees as a powerful exploratory modeling tool for building and 
analyzing prediction models in ecology.  
Looking at the selected features and the tree obtained for prediction (Figure  4-16), we can 
conclude that genetic features and world productivity have an important role on variation of 
species richness. We can also observe that the tree is well balanced in terms of rule support and in 
terms of accuracy. It means that all of the rules are important and correspond to a situation 
characteristic of one of the two possible states we try to predict. One of the rules is about a very 
high amount of food availability and the number of species that is not low (Rule #3). This rule 
associates the high level of food to a decrease in the number of species. According to several 
studies [264], [265], this rule makes sense because when there is a high amount of food in the 
environment, there are few individuals that consume it. Low number of individuals could be a 
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sign for a low number of species. According to [264], richness of animal populations is 
determined by the abundance, distribution and diversity of food resources. 
If the number of species is low and also the amount of available food is low (Rule #1), it means 
that the environment is particularly difficult, the fact that it leads to a decrease in the number of 
species is quite intuitive. However, this rule is the one with the lowest accuracy, which mean that 
the phenomenon is not as simple as that. This should explain the multiple rules that exist (#4 to 
#10) that are in the ‘Middle Range’ for the amount of food available. If the amount of food is 
high (Rule #2), it means that it is easy for the individuals to survive and reproduce and, with an 
increase in population size and as the number of species is currently low, we can expect an 
increase in the number of species. Using machine learning algorithms like the one that we used 
allows discovering how adjusting amount of food can be used to control the system. This 
mechanism could be a direction for future conservation researches. 
These two cases correspond to extreme situations for the availability of food, but there are 
intermediate situations. These cases are trickier for prediction and need the use of other features. 
Our model discovers the interest of the variable describing parental investment (the average 
amount of energy transmit from a parent to a child). When parental investment is low and the 
number of species is also low, the variable describing the distance evolution become involved. 
Distance evolution reflects the genetic evolution of individuals from beginning. If distance 
evolution is high (Rule #5), which represent situation in which the evolution is fast, the 
possibility of an increase in number of species arises and we could expect an increase in the 
number of species. This rule is one of the most important one, with the highest support and a very 
good accuracy.  
Conversely, if the distance evolution (average genomic distance between the current population 
and the  initial genome at the time step #1) is low (Rule #4), a decrease in the number of species 
will happen, which make sense. This phenomenon has been found by other studies [30], [266]. 
They emphasize that mating can contribute to the origin of reproductive isolation by increasing 
genetic variance, which facilitates splitting of a population into two non-interbreeding parts. 
According to [266], distance evolution has a direct relationship with the speciation process. If the 
current number of species is high, other features are needed to make the prediction. One such 
feature is the amount of genetic diversity (Entropy) that we estimate with the Shannon entropy 
[92]. When the genetic diversity is high (Rule #7), there are many individuals that cannot mate 
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together anymore and speciation happens, so we can expect an increase in number of species. 
Conversely, when the genetic diversity is low (Rule #6), the number of species decreases.  
 
Figure  4-16. The decision tree corresponding to the partitioned feature space for prediction of changes 
in species richness. Number of samples covered by each rule and the accuracy are also given. 
This process also was found by [266], which shows speciation through an increase in genetic 
variance between populations can occur by evolution over time. This phenomenon has also 
already been observed in EcoSim [30]. 
When the parental investment is high and the average number of species is in a middle range, the 
next important feature again is genetic diversity. High value of genetic diversity (Rule #9) could 
stand for more possibility of speciation in the next time steps for the same reasons that have been 
explained above and for low genetic diversity (Rule #8), number of species decreases as well. 
The parental investment feature itself stands for the amount of energy that is transferred from 
parents to the new-born individuals. This feature is also subject to mutation during evolutionary 
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process. High value of parental investment and high number of species (Rule #10, which has the 
highest accuracy and a good support) means that for such situation (there is also not much food 
available)  having a high parental investment in energy to their child leads to a high probable 
decrease in the number of species. Other studies also emphasize the effect of balance of energy 
on species richness [267]. Environmental energy availability can explain much of the spatial 
variation in species richness [268]–[270]. 
By identifying the most influential variables (and the relative value for each feature that leads to 
specific rule), this study provides an important first step towards the development of future 
predictions of species richness for predator-prey ecosystems that can incorporate higher 
resolution data. 
4.4.3. Conclusion 
In this study, a machine learning techniques was applied to data generated by EcoSim, an 
individual-based ecosystem simulation, to predict variations in species richness. Our objective 
was to conduct a robust test of the effectiveness of our framework for identifying important 
features for species richness prediction. We initially used all possible features available to predict 
species richness. Then we used feature selection algorithms such as Greedy-Stepwise and Linear-
Forward-Selection to detect the five most important features that guarantee maximum possible 
prediction accuracy. By interpreting the obtained decision tree we have been able to extract 
meaningful rules to enrich our knowledge about the kind of features involved and how their 
combination can be used to predict species richness variation. 
According to the results, a specific range of amount of food available in relation to the current 
number of species could be critical for ecosystems. So for future records and real data, finding 
such a relationship could help biologists in conservation efforts. Genetic features have important 
roles in species richness prediction, which seems reasonable as the whole concept of species rely 
on the notion of similar genetic characteristics. These results confirmed that our implementation 
of species in EcoSim has the capacity to reflect concepts and behaviours observed in population 
genetics that affect the species richness of an ecosystem. 
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Chapter 5 
5. Nonlinear and Chaos Analysis of EcoSim 
Nonlinear signal processing is an important research area for many applications. Specifications 
and identifications of nonlinear signals can help us to detect nonlinear behaviour of dynamical 
systems. The discrimination of stochastic and deterministic behaviours of nonlinear time series is 
a basic topic in nonlinear dynamic fields [156]. This specification has attracted researchers for a 
long time [155], [156]. 
It has been shown that the evaluation of chaoticity (level of chaos) is an important issue in several 
applications. Level of chaos means how sensitive a system is (predictability of future values) to 
slight change of initial condition There are many publications that justify without chaoticity, 
biological systems might be unable to get discriminated between different stages and thereby 
different modes of operation [26], [27] (for example epileptic seizures can be detected by using 
measure of chaoticity [28]). As some researches pointed out, methods based on the largest local 
Lyapunov exponent can detect the changes of the chaoticity in the biological time series [27]. In 
the stationary case, the chaoticity quantity can be directly distinguished by the largest Lyapunov 
exponent (LLE) [147]. 
We used different criteria to determine whether EcoSim can generate chaotic patterns given that it 
is a mixture of stochastic and deterministic elements. Another purpose of this analysis is to 
validate whether EcoSim can generate patterns as complex as patterns that has been observed in 
real ecosystems. To determine if our simulation system is able to generate chaotic emerging 
behaviours, we would like to evaluate its level of predictability. 
In section 5.1, we investigate whether EcoSim is capable of generating chaotic patterns similar to 
those observed in nature. In section 5.2, we investigate whether the spatial distribution of 
individuals in EcoSim follows the same patterns that have been observed in spatial distributions 
of individuals in real ecosystems along with looking at what the driving forces generating these 
patterns are. 
5.1. Chaos analysis of EcoSim 
It has been shown that EcoSim is mixture of stochastic and determinist elements to mimic real 
ecosystems more accurately (see section  2.4). It is important to investigate the overall behaviour 
of EcoSim to see if the same chaotic patterns that have been observed in real systems can emerge 
from EcoSim. In this study, applying nonlinear analysis on the ecosystem simulation's output, 
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such as population dynamics, we would like to see if EcoSim is a realistic model, capable of 
generating chaotic patterns [32]. We used Higuchi fractal dimension and Gaussian kernel 
Algorithm (GKA) method to judge whether the behaviour of population time series in EcoSim 
[29] is stochastic or deterministic. We also tried to evaluate the chaotic behaviour of population 
time series in EcoSim. We used largest Lyapunov exponent and P&H method (see section  3.3), 
which is based on the Poincaré section and the Higuchi fractal dimension for this purpose [149]. 
Applying four different independent methods will give a strong assessing of behavioural 
properties of population time series in EcoSim. 
An important point is that a simple chaotic system can produce a time series that passes most tests 
for randomness. Conversely, a purely random system with a non-uniform power spectrum can 
masquerade for chaos. Thus, we validated our conclusion about whether the behaviour of 
population time series in ecosystem simulation is deterministic and chaotic or not, by applying 
the tests to surrogate data designed to mimic the statistical properties of original data using 
Higuchi fractal dimension, correlation dimension using GKA method, Lyapunov exponent and 
P&H methods as statistics. A brief overview of our method is as follows: 
• The Higuchi fractal dimension, correlation dimension, Lyapunov exponent and P&H 
method value are extracted from the original population time series of EcoSim and its 
surrogates. 
• For Higuchi fractal dimension and correlation dimension, random and deterministic 
distributions are constituted respectively as H0 and H1 hypotheses by means of the 
histograms of surrogate and original data (population time series). For Lyapunov 
exponent and P&H method, non-chaotic and chaotic distributions are constituted 
respectively as H0 and H1 hypotheses by means of the histograms of surrogate and 
original data. 
• A desired confidence level is selected, regarding to the value of standard deviation of the 
distribution. Typically, the interval out of µ±4σ is considered as proper to be the 
confidence interval. 
Finally, the criterion value of original data is compared with the confidence interval of the 
distribution. If it lies on the confidence interval, the corresponding time series is considered to 
have deterministic behaviour when the Higuchi's fractal dimension and correlation dimension are 
used and have chaotic behaviour when Lyapunov exponent and P&H method are used. 
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5.1.1. Chaos analysis result 
This part is an examination of simulation’s population data and it will be shown whether these 
time series have a stochastic behaviour or followed a specific order.  For better understanding, the 
methods have been applied to the simulation’s population data, random time series and Lorenz 
time series, which is one of the well-known chaotic time series. The Higuchi fractal dimension 
and correlation dimension are used to show the deterministic behaviour of the population time 
series and largest Lyapunov exponent and P&H method are used to show the chaotic behaviour of 
population time series in EcoSim. 
In surrogate data test method, several time series are generated randomly from original data, but 
with the same characteristics of original data, such as power spectrum and probability 
distribution. Then an appropriate statistic (Higuchi fractal dimension, correlation dimension, 
largest Lyapunov exponent and P&H method) is extracted from both original and surrogate data. 
Then we should decide if the difference between the values of original data and surrogate data are 
statistically meaningful or not. To this purpose, one can generate several surrogate time series 
with different random phases. Then mean and standard deviation for surrogate data sets are 
computed. Finally, the value of original data is compared to the mean, to see if it is significantly 
far from the mean considering the value of standard deviation. The results of hypothesis testing 
have been obtained by using 24 surrogate data sets applying the Theiler algorithm II (see section 
 3.3.3). 
5.1.1.1. Higuchi Fractal Dimension 
To determine if the Higuchi fractal dimension of a typical time series presents a stochastic or 
deterministic behaviour, a hypothesis testing procedure is adopted. Several surrogate data are 
generated from the population time series, but with different random phases. These surrogate 
signals have a completely different structure in comparison to the population time series, but 
similar histogram and power spectrum. The larger the number of generated surrogates is, the 
more accurate randomness distributions for hypothesis testing are. 
 The hypothesis under H0 models randomness and the hypothesis H1 implies determinism. These 
two hypotheses are specified in more details: 
H0: time series has stochastic behaviour. In the other word, the time series is completely irregular 
without any special structure. 
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H1: time series corresponds to a deterministic system. In other words, the extracted statistic 
represents a more regular structure in compare to the pure random surrogates. 
Surrogate data methods are used to construct a probability distribution function under H0. In 
Surrogate data methods, several time series are generated randomly from the population time 
series, but with the same characteristics of population time series, such as power spectrum and 
probability distribution (see section  3.3.3). Then a Higuchi fractal dimension statistic is extracted 
from both original and surrogate data. Then, it should be decided if the difference between the 
values of original data and surrogate data are statistically meaningful or not. To this purpose, one 
can generate several surrogate time series with different random phases. Then mean and standard 
deviation for surrogate data sets are computed.  
Finally, a confidence level for acceptance or rejection of the hypothesis H0 can be determined. 
Typically, the intervals out of µ±4σ are proper to be defined as a confidence interval. If the value 
of the statistic lays on the confidence level interval, the H0 hypothesis is rejected, otherwise, H0 is 
accepted.  
To show the clear distinction between the results obtained with stochastic and deterministic time 
series, we apply this method to random time series, Lorenz time series and EcoSim’s population 
data. Figure  5-1 shows the results of hypothesis testing on several well-known systems. The red 
sign indicates the value of the statistic extracted from population time series and the blue one 
indicates the value of the statistic extracted from surrogate data. As it can be seen in Figure 
 5-1(left), the hypothesis testing result is in the central range of the distribution for random time 
series. Therefore, hypothesis H0 is accepted, which means that the time series is random. On the 
other hand, for Lorenz time series Figure  5-1(right), the red signal indicates the value of the 
statistic extracted from original data, which is completely separable from its imposter random 
distribution. It should be noticed that, due to the change of abscise scale compared to the Figure 
 5-1(left), the surrogate distribution look like a line, but it still corresponds to the distribution 
Higuchi fractal dimension value for 24 surrogate time series. Therefore, hypothesis H0 is 
rejected, which means that the population time series is deterministic. 
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Figure  5-1. The results of hypothesis testing by using 24 surrogate data sets for random time series (left) 
and Lorenz time series (right) using Higuchi fractal dimension. 
Having observed the result of this test for well known time series, the comparison with the results 
obtained with the simulation time series leads to a clear interpretation. According to Figure  5-2, 
the red signals indicate the value of the statistic extracted from original data both for prey and 
predators time series. These values are completely separable from the surrogate distribution. It 
means the red signals are in the confidence interval, so the null hypothesis are rejected (random 
behaviour rejected) and the deterministic behaviour of simulation's populations data can be 
concluded. This criterion therefore, shows that the simulation’s population data have a 
deterministic behaviour. 
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Figure  5-2. The results of hypothesis testing by using 24 surrogate data sets over simulation’s 
population time series, (a) prey, (b) predator using Higuchi fractal dimension. 
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5.1.1.2. Correlation Dimension using GKA method 
To determine if the correlation dimension (using GKA) of a typical time series presents a 
deterministic or stochastic behaviour, the same hypothesis testing procedure is adopted. As in 
previous section, the hypothesis under H0 models stochastic and the hypothesis H1 implies on 
deterministic.  
The correlation dimension statistic is also extracted from both population time series and 
surrogate data. It should be decided if the difference between the values of original data 
(population time series) and surrogate data are statistically meaningful or not. To this purpose, the 
same process than in previous section is applied to the random time series, Lorenz time series and 
simulation’s population data. The same results as in the previous section are observed for the 
random and Lorentz time series (data not shown). 
In Figure  5-3, the red signals indicate the value of the statistic extracted from the original data for 
both prey and predators time series for GKA embedding dimension m=5. These values are 
completely separable from the surrogate distribution. It means that the red signals are in the 
confidence interval, so the null hypothesis is rejected (stochastic behaviour rejected). This 
criterion therefore, also confirms that the simulation’s population data have a deterministic 
behaviour. 
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Figure  5-3. The results of hypothesis testing by using 24 surrogate data sets over simulation’s 
population time series, (a) prey, (b) predator series using correlation dimension. 
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5.1.1.3. Lyapunov exponent 
To determine if the largest Lyapunov exponent of a typical time series presents a non-chaotic or 
chaotic behaviour (see section  3.3), the same hypothesis testing procedure is adopted. The 
hypothesis under H0 models non-chaotic and the hypothesis H1 implies on chaotic.  
The Lyapunov exponent statistic is also extracted from both population time series and its 
surrogate data. It should be decided if the difference between the values of original data 
(population time series) and surrogate data are statistically meaningful or not. To this purpose, the 
same process than in previous section is applied to the random time series, Lorenz time series and 
simulation’s population data. Figure  5-4 shows the results obtained, as reference, for the random 
and Lorenz time series. 
As it can be seen in Figure  5-4(left), the hypothesis testing result is falling into imposter 
distribution (see section  3.3.3) for random time series. Therefore, hypothesis H0 is accepted and it 
means the time series is non-chaotic. On the other hand, for Lorenz time series Figure  5-4(right), 
the red sign indicates the value of the statistic extracted from original data, which is completely 
separable from its imposter distribution. Therefore, hypothesis H0 is rejected and it means the 
time series is chaotic. 
 
Figure  5-4. The results of hypothesis testing by using 24 surrogate data sets for random time series (left) 
and Lorenz time series (right) using largest Lyapunov exponent. 
In Figure  5-5, the red signals indicate the value of the statistic extracted from the original data for 
both prey and predators time series. These values are completely separable from the surrogate 
distribution. It means that the red signals are in the confidence interval, so the null hypothesis is 
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rejected (non-chaotic behaviour rejected) this criterion therefore, shows clearly that the 
simulation’s population data have a chaotic behaviour. 
 
Figure  5-5. The results of hypothesis testing by using 24 surrogate data sets over simulation’s 
population time series, (a) prey, (b) predator series using largest Lyapunov exponent. 
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5.1.1.4. P&H method 
To determine if the P&H method value of a typical time series presents a non-chaotic or chaotic 
behaviour, the hypothesis testing procedure is adopted. The hypothesis under H0 models non-
chaotic and the hypothesis H1 implies on chaotic. The same results as in previous section are 
observed for the random and Lorenz time series. 
In Figure  5-6, the red signals indicate the value of the statistic extracted from original data, both 
for prey and predators time series. This value is completely separable from the surrogate 
distribution. It means the red signals are in the confidence interval, so the null hypothesis is 
rejected (non-chaotic behaviour rejected). This last criterion confirms that the simulation’s 
population data has a chaotic behaviour. 
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Figure  5-6. The results of hypothesis testing by using 24 surrogate data sets over simulation’s 
population time series, (a) prey, (b) predator using P&H method. 
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5.1.2. Conclusion 
The purpose of this study is the examination of the stochastic and deterministic behaviour of 
signals that are produced by EcoSim. To understand how close our simulation is to the random or 
chaotic processes, we examined whether a chaotic behaviour exists in its signals. To enforce our 
result, we use four different methods: Higuchi fractal dimension, correlation dimension, largest 
Lyapunov exponent, P&H method. For each of them, in order to obtain a statistically significant 
evaluation, we applied the surrogate test method on 24 samplings of the considered data.  
According to the results obtained after applying these different methods, all of them providing 
clear predictions, we can conclude that behaviour of population time series in EcoSim is 
deterministic. This has been shown by Higuchi method and correlation dimension. Also among 
various cases of deterministic behaviour, we showed that the behaviour of population time series 
produced by EcoSim is chaotic. This has been shown by Lyapunov exponent and P&H methods. 
 
5.2. Identifying Multifractal Phenomena in EcoSim 
In this section, we investigated whether the spatial distribution of individuals generated by 
EcoSim present the same kind of multifractal properties as those observed in real ecosystems. We 
also analyzed different parameters of the simulation to detect which ones cause the multifractal 
behaviour given that one important task for ecologists is to understand where these structures 
originate. A wavelet-based method has been used for this analysis. Multifractal analysis of 
EcoSim's results demonstrates self-similarity characteristics in the spatial distribution of 
individuals as it has been observed in real ecosystems [34]. One important issue for ecologists is 
to understand where these structures come from. We analyzed different parameters of the 
simulation to detect, which ones cause the multifractal behaviour. 
Recently, researchers have begun to recognize ecosystem data as a highly nonlinear system [271]. 
Analysis of time series with high complexity, such as time series resulting from the interaction 
between individuals' behaviours in ecosystems, requires a nonlinear dynamic approach 
[272][273]. Dynamic studies of nonlinear systems describe the specification of biological 
processes [150]. In most natural phenomena chaotic and self-similarity properties co-exist [274], 
[275]. Since the seminal work of Mandelbrot [276], many patterns and processes have proven to 
be efficiently described by fractals in many fields of the natural sciences. Fractal geometry and 
the resulting scaling properties have also been suggested as a way to characterize space-time 
heterogeneity in ecology [277]. 
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Fractals identify the presence of patterns at multiple scales. Part of the fractals' appeal is that a 
single statistic can be used to describe potentially complex patterns in natural environments. The 
use of fractal geometry can be viewed as a tool to be used by landscape ecologists to aid in 
answering questions relating to scale [278]. Studies have shown that natural phenomena present 
self-similar property over time [279] (see section  3.2). 
A multifractal system is a generalization of a fractal system in which a single exponent (the 
fractal dimension) is not enough to describe its dynamics; instead, a continuous spectrum of 
exponents is needed. Self-similarity is a typical property of fractals (see section  3.2.4). Scale 
invariance is an exact form of self-similarity where at any magnification, there is a smaller piece 
of the object that is similar to the whole [272]. Applications of multifractals to ecology still 
remain anecdotic, limited to forest ecology [280], [281], population dynamics [282], the 
characterization of species-area relationship, species diversity, and species abundance distribution 
[9][283], [20], and the characterization of nutrient, phyto- and zooplankton patchiness [284], 
[285]. Multifractal analysis techniques allow exploring features of signal distribution that are not 
considered very often [279]. In this study, a wavelet-based method has been used for 
multifractality analysis. The wavelet transform takes advantage of multifractal self-similarities, in 
order to compute the distribution of their singularities. This singularity spectrum is used to 
analyze multifractal properties [286].  
One of the issues ecologists have to deal with is not only to observe multifractal spectrum for the 
spatial distribution, but also to explain, from a phenomenological point of view where these 
structures come from. Because many environmental parameters display self-similarity, the 
observed biotic patterns could reflect the distribution of some abiotic factors presenting a 
template upon which individual operate [279], [26] (see section  3.2.4). For this reason, we 
analyzed different parameters of EcoSim such as the pattern of food, the predators' pressure and 
the raggedness of the environment to detect the factors, which can explain multifractal behaviour 
in spatial distribution of individuals. 
Because this simulation is a logical description of how a simple ecosystem performs, this analysis 
can help biologists to better understanding of long-term behaviour of ecosystem. We analyzed the 
spatial distribution of individuals in various simulation experiments: one that used no specific 
pattern of food in world (EcoSim), experiment that has no predator (EcoSimNoPredator), 
experiments that used a specific pattern of food (EcoSimCircle, EcoSimStar) and experiments 
with obstacle cells in the world (EcoSimObstacle1%, EcoSimObstacle10%). 
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5.2.1. Experiment Design 
5.2.1.1. Different food pattern 
In EcoSim Each cell can contain grass. There is a limit in the amount of grass available in each 
cell. This allows a competition for resource between individuals to occur. At the initialization 
time, the number of grass units is uniformly randomly determined for each cell. The number of 
grass units grows at each time step. The number of grass units in a cell decreases by one when a 
prey eats. If the prey eats all the grass in one cell the grass cannot grow anymore unless there is 
still grass in an adjacent cell. This later concept models the mechanism of diffusion of resources 
through the world changing and renewing the interest of regions of the world (Figure  5-7a). We 
defined two other versions of the simulation based on specific pattern of food distribution. In the 
first version the food is distributed in concentric circles, we call it EcoSimCircle (see Figure 
 5-7b). The second one, having the star distribution is called EcoSimStar (Figure  5-7c). 
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Figure  5-7. Distribution of food (grass) after 10000 time steps in (a) EcoSim (b) EcoSimCircle (c) 
EcoSimStar. 
5.2.1.2. The Raggedness of Environment 
We use also another version of EcoSim simulation to measure effect of the environment's 
raggedness on population fragmentation and speciation processes [30]. As discussed before, small 
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physical obstacles are included that obstruct the movement (dispersal) of individuals. Each 
obstacle covers completely one cell and they also impede the vision of the individuals. The 
presence of obstacle cells in the world is also expected to disrupt the movement of the agents, 
change their spatial distribution, and in turn influence dispersal and ultimately the gene flow 
between populations. Two virtual worlds with various numbers of obstacles are considered: 1% 
and 10%. For example, in experiment "EcoSimObstacle 10%", ten percent of cells in world are 
obstacles. Each execution of the simulation for this analysis produced approximately 16,000 time 
steps in 23 days. The computed average and standard deviation for the number of prey individuals 
are 190,000 and 25,000 respectively (for predator 30,000 and 8,000) and the average and standard 
deviation for the number of prey species are 49 and 10 (for predator 58 and 9). 
5.2.2. Multifractal Analysis using Wavelets-based method 
It is essential to measure the correlation between the positions of the main biotic factors to gain 
new insights into the origin of distributions in biological systems. For that reason the effects of 
two environmental parameters and the effect of predators' pressure on prey's spatial distribution 
have been examined. The snapshots considered in the analysis correspond to a typical spatial 
distribution of the individuals, and the same results have been obtained at different time steps. For 
each experiment, we conducted five independent runs using the same parameters and averaged 
the results. 
5.2.2.1. Predator pressure 
This section is an analysis of the spatial distribution of prey individuals generated by two 
simulations: EcoSim and EcoSimNoPredator (EcoSim with no predator in the world) in order to 
investigate the effect of predators' pressure. Multifractal spectra have been calculated for the 
spatial distribution of prey individuals in both experiments. In both experiments there is an initial 
uniform random distribution of food. The evolution of the individuals and their interactions then 
shape the spatial distribution of individuals. 
The spatial distribution of individuals for EcoSim and EcoSimNoPredator simulation are shown 
in Figure  5-8 (different color for different species). Contrary to the emerging herd patterns 
observed in the EcoSim simulation (Figure  5-8a), the spatial distribution of individuals in the 
other simulation forms simpler patterns, which prey expand in all direction in absence of 
predators (Figure  5-8b). 
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Figure  5-8. Spatial distribution of individuals in (a) EcoSim (b) EcoSimNoPredator 
Figure  5-9 shows the CWT representation of the prey individuals' spatial distribution in EcoSim. 
From an intuitive point of view, the wavelet transform shows a “resemblance index” between the 
signal and the wavelet. If a signal is similar to itself at different scales, then the “resemblance 
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index” or wavelet coefficients also will be similar at different scales. In the coefficients plot 
(Figure  5-9), which shows scale on the vertical axes, this self-similarity generates a characteristic 
pattern. This is a good demonstration of how well the wavelet transform can reveal the fractal 
pattern of the behavioural activity at different times and scales. 
 
Figure  5-9. CWT coefficients plot of the spatial distribution of prey individuals in EcoSim. Scale and 
position are on the vertical and horizontal axis, respectively. 
Figure  5-10a displays the “tau spectrum, τ(q)”, obtained by using the WTMM method, applied to 
the spatial distribution of prey individuals in the EcoSim experiment (see section  3.2.4). The 
spectrum is curved, which indicates the multifractal nature of the spatial distribution. We 
computed the spectrum D(h), represented in Figure  5-10b, which clearly confirms the non-
uniqueness of the Hölder exponent h, and thus the multifractality of the process (see section 
 3.2.4). 
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Figure  5-10. (a) “Tau spectrum” of the spatial distribution of prey individuals in EcoSim (b) Multifractal 
spectrum of the spatial distribution of prey individuals in EcoSim. Because of different values in the 
spectrum, one can assume a multifractal process. Every curve represents an average value obtained 
from five independent runs. 
These results shown that the interaction between individuals over the time and the uniform 
distribution of food in the world make a complex spatial distribution of prey individuals with 
multifractal characteristics. As the food is initially uniformly distributed, it cannot be the leading 
factor that generates the fractal property. Since this is a prey-predator model, the behaviours of 
prey and predator have to evolve simultaneously to give them the abilities needed to survive, so 
the affect of predator is important in this matter. Therefore the multifractal analysis was also 
applied to the spatial distribution of predators. The results show that the spatial distribution of 
predators has the same multifractal characteristics as the spatial distribution of prey. These results 
confirm previous results real data, such as the population dynamics of soil microorganisms [34], 
the swimming behaviour of the calanoid copepod Temora longicornis, the displacements of male 
Daphniopsis australis and the microphytobenthos biomass distribution [279], that have 
multifractal properties. 
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Figure  5-11. CWT coefficients plot of the spatial distribution of prey individuals in EcoSimNoPredator. 
Scale and position are on the vertical and horizontal axis, respectively. 
The wavelet analysis has been also applied to the spatial distribution of prey individuals in 
EcoSimNoPredator simulation. The EcoSimNoPredator simulation's parameters are identical, 
with the same initial parameters and scales and population dynamic in the EcoSim. The only 
difference is absence of predators in the world. In the coefficients plot (Figure  5-11), there is no 
pattern like the patterns in Figure  5-9. Therefore, at least from a visual point of view, it seems that 
there is no self-similar pattern. 
Figure  5-12a displays the “tau spectrum, τ(q)”, obtained by using the WTMM method, for the 
prey individuals' spatial distribution. The spectrum is not curved, confirming that there is no 
multifractal property in these patterns. We obtain the spectrum D(h), represented in Figure  5-12b, 
which clearly does not confirm the non-uniqueness of the Hölder exponent h. The figure shows 
just a straight line, which stands for one value thus the multifractality of the spatial distribution 
can be rejected. 
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Figure  5-12. “Tau spectrum” of the spatial distribution of prey individuals in EcoSimNoPredator (b) 
Multifractal spectrum of the spatial distribution of prey individuals in EcoSimNoPredator. By analyzing 
the spectrum one can assume a multifractal process. Every curve represents an average value obtained 
from five independent runs. 
This outcome showed that the predators' pressure can lead to a multifractal behaviour when there 
is no limit on mobility of individuals. With equal ease of movement in all directions, predators 
will be able to push prey in different scales. Individuals distribution forming spiral waves is one 
property of prey-predator models (like in Figure  5-8a). As we discussed before, the prey near the 
wave break have the capacity to escape from the predators sideways. A subpopulation of prey 
then finds itself in a region relatively free from predators. In this predator-free zone, prey start 
expanding intensively and form a circular expanding region. The whole pressure process and 
spiral formation will be applied to this subpopulation of prey and predators again leading to the 
formation of a second scale. This process repeats over and over and this is a common property of 
self-similar processes [35]. Because there are consecutive interactions between prey and predators 
during time, the same pattern repeats over and over and then self-similarity emerges in spatial 
distribution of individuals. 
Indeed, prey distribution and food distribution are very important for predators because food 
availability changes depending on the fractal dimension. Non-multifractal behaviour indicates 
distribution of particles gathered in small numbers of patches, while multifractal behaviour 
indicates rough, fragmented, and space-filling distributions. When a predator has no remote 
detection ability (which is our case because predators don't have long range vision), prey 
distributions with multifractal behaviour could be efficient for predators, because available food 
quantity become proportional to the searched volume as multifractal behaviour increases [279]. 
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5.2.2.2. Various Food Pattern 
This section is an analysis of the simulation’s spatial distribution of prey individuals generated by 
two simulations: EcoSimCircle (EcoSim with circle pattern of food) and EcoSimStar (EcoSim 
with star pattern of food) in order to investigate the effect of food pattern. Multifractal spectra 
have been calculated for the spatial distribution of prey individuals in all experiments. In 
EcoSimCircle and EcoSimStar, the spatial distribution of food is kept fixed during the whole 
simulation. 
The spatial distribution of individuals for EcoSimCircle and EcoSimStar simulation are shown in 
Fig. 9. Contrary to the emerging herd patterns observed in the EcoSim simulation (Figure  5-8a), 
the spatial distribution of individuals in the these two simulations followed the circle and star 
food distribution respectively (Figure  5-13a,b). For space consideration, we do not present the 
graphs of the multifractal analysis as they are almost identical to the ones already presented. 
The wavelet analysis has been applied to the spatial distribution of prey individuals in 
EcoSimCircle simulation. The EcoSimCircle simulation's parameters are kept the same, with the 
same initial parameters and scales and population dynamic in the EcoSim. The only difference is 
the fixed distribution of food in the world. 
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Figure  5-13. Spatial distribution of individuals in (a) EcoSimCircle (b) EcoSimStar 
In the coefficients plot, there is no self-similar patterns like the patterns in Figure  5-9. Multifractal 
spectrum have been calculated for the spatial distribution of prey individuals. The “tau spectrum, 
τ(q)” and the spectrum D(h) (like Figure  5-12), clearly demonstrate that there is no multifractal 
behaviour in the spatial distribution of prey (results not shown). The multifractal analysis was 
also applied to the spatial distribution of predators in this experiment. The result shows there is no 
multifractal characteristic in spatial distribution of predators. The same wavelet-based analysis 
has been applied to EcoSimStar and the same results have been obtained: no multifractal pattern 
for grass and for spatial distribution of prey and predators. When the distribution of food in the 
world becomes fixed, the multifractal phenomenon vanished. Therefore, as long as there is 
specific fixed pattern of food in the world it seems that the complex multifractal phenomenon 
doesn't show up for spatial distribution of individuals. The dynamic distribution of food is needed 
for complex patterns to emerge as it strongly affects the spatial distribution of the prey that need 
this food to survive. 
5.2.2.3. Various Levels of Environment's Raggedness 
We are also interested in studying whether various levels of raggedness in the world, as it also has 
impact on the movement of the individuals, can affect the fractal properties observed. We use two 
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new simulation experiments with various numbers of obstacles: 1 and 10 per cent, 
EcoSimObstacle(1%) and EcoSimObstacle(10%). The raggedness of the world increases when 
the number of obstacle cells raises. Multifractal spectrum have been calculated for the spatial 
distribution of individuals in all these experiments and compared them with results of EcoSim. 
In EcoSim, there is no obstacle cells in the world and the results of this simulation has been 
shown in previous section, which shows existence of multifractal behaviour in individuals' spatial 
distribution. We measured the CWT representation of the individuals' spatial distribution for 
EcoSimObstacle(1%) and EcoSimObstacle(10%). The coefficients plot (like Figure  5-9), the “tau 
spectrum, τ(q)” and the spectrum D(h) (like Figure  5-10), clearly demonstrate the multifractality 
of the process.  
In these two experiments, with different level of raggedness, a multifractal behaviour also 
emerged. We can conclude that this parameter doesn't play a major role in multifactal behaviour 
of spatial distribution. Regardless of the level of raggedness, individuals finally find their way to 
adopt and form the nested spiral pattern. 
5.2.3. Conclusion 
The purpose of this study is to analyze the multifractal behaviours of individuals' spatial 
distribution that are produced by the ecosystem simulation (EcoSim). Understanding of the origin 
of individuals patchiness is an important issue. It is stressed here that the knowledge of the 
multifractal distributions of relevant parameters such as food concentration, spatial distribution of 
prey and predators and density of obstacles could be the first step to infer their phenomenological 
links. We applied our analysis to different kinds of simulations: the ecosystem simulation with 
fixed specific pattern of food in the world, the world without predators' pressure and the world 
with several amounts of obstacles and then we compared the results with the ones obtained with 
the simulation without constraints.  
We used a wavelet-based method for this analysis. It showed that the behaviour of the individuals 
without any constraints, or restricted by a limited amount of obstacles with predators' pressure 
can lead to the multifractal phenomena as the ones observed in real ecosystems. It is also another 
important confirmation of the capacity of EcoSim to model complex and realistic large scale 
systems. On the contrary, we have shown that when the food distribution is fixed, which strongly 
reduces the possibility of movement of the prey, the multifractal pattern disappears. It seems that 
it is the complex interaction between the predation pressure, the eating behaviour of the prey and 
the diffusion of food that conducts to the apparition of the multifractal phenomenon.  
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Chapter 6 
6. Long-term prediction of complex time series 
Long-term prediction of complex nonlinear time series and their application to time-ordered data 
is a major concern for researchers in a variety of scientific fields including physics, medicine, 
computer science, engineering and economics [170], [172], [174], [176]. However, the chaotic 
behavior of nonlinear time series makes their prediction extremely challenging. Few research 
projects have focused on the long-term prediction of nonlinear time series, and no satisfactory 
results have been achieved in this domain [178], [181], [182]. Our goal in this chapter is to 
investigate if such predictions are realistic and for which specific applications.  
In this study, we proposed a new method, GenericPred, for time series prediction with 
applications to financial time series, medical diagnosis and global temperature prediction. To test 
our new method, we evaluated its performance with respect to the prediction of the long-term 
behavior of the Dow-Jones Industrial Index (DJIA) time series, EEG time series for epileptic 
seizure prediction and global temperature anomaly. Our new method does not rely on a complex 
and specialized model of time series, and so it is therefore highly general. Therefore, it has many 
additional possible applications such as earthquake prediction, heart attack prediction, and species 
extinction prediction. 
6.1. Methods 
Several researchers emphasise the potential of market predictions to improve important financial 
decisions [288], from helping businesses make sounder investment decisions to helping 
governments make more efficient fiscal and monetary policy decisions [169]. These time series 
are amongst the most complex time series because of the number of parameters involved. Our 
results are compared with respect to long-term predictions with ARIMA, GARCH, and VAR 
[289], which are the most widely used and most efficient methods for making long-term time 
series predictions. We also compared our results for short-term predictions with those obtained by 
two existing methods: the Learning Financial Agent Based Simulator (L-FABS) [178] and the 
MLP model [179]. 
For the first period, we considered the DJIA (Dow Jones Industrial Average) time series between 
1993 and 2001, when markets were stable with no major changes and no financial crisis. In the 
second period considered, the US stock market peaked in October 2007, but by March 2009, the 
Dow Jones average had reached its minimum, which reflects the most serious effects of a 
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financial crisis. In the third period (August 2004-August 2012), the recession was in the middle of 
the considered range.  
Another important application of time series predictions is in medical science. Approximately 1% 
of the world population suffers from epilepsy  [290]. Epileptic seizures are the result of unusual 
and irregular neuronal activity in the brain [291]. Many recent methods have been proposed for 
predicting epileptic seizure [292]–[294] but none of them as shown their ability to perform 
accurate predictions more than 10 minutes in advance on a large number of patients. To evaluate 
the performance of our new method for predicting epileptic seizures, we examined the 
Electroencephalography (EEG) time series of patients with epilepsy. EEG datasets of 21 patients 
were chosen from the Epilepsy Center of the University Hospital of Freiburg [295]. In eleven 
patients, the epileptic focus was located in neocortical brain structures, in eight patients in the 
hippocampus, and in two patients in both. The EEG data were acquired using a Neurofile NT 
digital video EEG system with 128 channels, 256 Hz sampling rate, and a 16 bit analogue-to-
digital converter. For each of the patients, there were datasets called "ictal" and "interictal", the 
former contains files with epileptic seizures and at least 50 min pre-ictal data. The latter contains 
approximately 24 hours of EEG-records without seizure activity [296]. The EEG signal is 
represented as a time series vector, X={x1, x2,..., xN} comprised of single voltage readings at 
various time intervals and expressed as a series of individual data points (single voltage readings 
by an electrode) where N is the total number of data points and the subscript indicates the time 
instant [297]. 
Predicting the monthly records of global temperature anomalies is currently one of the most 
pressing and controversial environmental concerns [298]. As a third experiment, we used the 
global temperature anomaly data from 1880 to 1983 to train for the prediction of global 
temperatures during 1983-2013. Global temperature anomaly data come from the Global 
Historical Climatology Network-Monthly (GHCN-M) data set and International Comprehensive 
Ocean-Atmosphere Data Set (ICOADS), which have data from 1880 to the present. These two 
datasets are blended into a single product to produce the combined global land and ocean 
temperature anomalies. 
Our new method for complex time series prediction is based on the concepts of chaos theory and 
an optimisation process. The general idea is to extract a unique characteristic from an existing 
time series that somehow represents the behaviour of the time series and to subsequently generate 
successive new values that continue the time series, each value minimising the difference 
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between the characteristic of the new time series and the initial one. The details of the 
GenericPred method for long-term time series prediction are as follows. We consider a time 
series NS : 
1 2{ , ,..., }N NS x x x=      (6-1) 
A nonlinear measure V() is computed on NS . The fractal dimension [120] or the Lyapunov 
exponent [299] are examples of such nonlinear measures that return a single value for a time 
series. A possible mapping may be required, forming a new time series 1{ , ,... }
m
N L L NS y y y+=
, 
for different applications as follows: 
1 , ( )     ,    L i Ni i L iy V S − += ≤ ≤
    where   1 , 1 2{ , ,..., }i L i i L i L iS y y y− + − + − +=   (6-2) 
otherwise, 
m
NS
= N
S
, 
where 0 < L < N is the size of a sliding window used to compute the local level of chaos 
measured by V(). Therefore, when the mapping is applied, the new considered time series 
m
NS corresponds to the variation in time of the local non-linear measure in the initial time series 
NS . 
We consider ( )
m
NV S as a reference value that will be used for predicting the next k values of the 
time series: 
  ,    1 iN i ky + ≤ ≤
    (6-3) 
The parameter σ  of a normal distribution 
2( , )iN y σ
 is estimated by computing the variation 
between every two consecutive values ( iy  to 1iy + ) of the time series 
m
NS
 (Uniform distribution 
also has been used and the results were the same). This distribution represents the probability 
distribution 1( | )i iP y y −  (see Figure  6-1). Several data sets have been considered to determine 
that a normal distribution is a good approximation of the real distribution. However, the same 
method has been applied using other distributions without significant degradation is the 
prediction. 
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For predicting N iy + , a set ( )N iPos y +  of randN  random values are generated following the 
distribution 
2
1( , )N iN y σ+ −
 (Figure  6-1): 
( ) {    ,   1 }jN i N i randPos y y j N+ += ≤ ≤
   (6-4) 
randN
 is a parameter that can impact the quality of the prediction because having more values 
will increase the chance of finding an optimal value. However, no significant improvement was 
observed for the data considered when randN
 
was greater than 10. For this reason, we chose 10 as 
the value of randN for each experiment. N iy +  is then computed by selecting the 
j
N iy +
 that makes 
the new nonlinear measure the closest to ( )
m
NV S : 
min
min 1arg min ( ( ) ( ) )m j mj N i N i N
j
N i N i
j V S y V S
y y
+ − +
+ +
= + −
=
,   where  ( 1 1 2 1{ , ,..., , }
m j j
N i N i N i N iS y y y y y+ − + + − ++ =
   
(6-5) 
The value 
j
N iy +
 is chosen to make 1( )
m j
N i N iV S y+ − ++
 as close as possible to ( )
m
NV S
. 
The important point is that the reference value is always ( )
m
NV S
, which is the calculated 
nonlinear measure from the original time series. Therefore, the GenericPred method uses two 
basic rules: 
R1: Always endeavour to keep the value of a nonlinear measure as steady as possible during 
prediction (Figure  6-1). 
R2: The new value must be chosen from a set of potential values generated from a probability 
distribution. 
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Figure  6-1. Successive steps of the GenericPred method for time series prediction 
The prediction has to be pursued one step at a time because the predicted value in the current step 
is needed for determining the valid range of change for the next step. For those problems for 
which a binary prediction (‘yes’ or ‘no’) is required, (e.g., the epileptic seizure prediction), a 
threshold t is computed from the learning data. Whenever the value N iy + is greater than the 
threshold t, the prediction is positive. For example, yes there is an epileptic seizure at time N+i if 
N iy + > t; otherwise, there will be no seizure at time N+i. 
Classical model-based prediction approaches consider a unique value for the next step, whereas in 
the GenericPred method, several points are considered simultaneously. Our method is also able to 
constantly adjust the information regarding the current time series, whereas classical predictive 
methods apply the model without taking into account the concordance between the original time 
series and the predicted ones. Technically, any nonlinear measure could be used for the time 
series characterisation. However, here, we used the P&H method [149] because it has been shown 
that this method can efficiently discriminate between different types of nonlinear behaviour [32], 
[150]. 
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6.2. Results 
6.2.1. Prediction of Dow Jones Industrial Average Stock Index 
To evaluate our method, three financial time series were considered. For each time series, 1500 
time steps (about six years) were analyzed to predict the next unseen 500 time steps (about two 
years). It is therefore  an out-sample prediction. We examined the Dow-Jones Industrial index 
(DJIA) time series with respect to the daily closing values of the DJIA for three periods of time: 
1) September 1993- September 2001, 2) July 2001-July 2009, and 3) August 2004- August 2012. 
For the first period, our goal was to evaluate the GenericPred method when markets are stable 
with no major change and no financial crisis. In the second period, we evaluated the performance 
of the GenericPred method with respect to the prediction of financial crises. In the third period, 
the recession was set to the mid-range to determine how a financial crisis in the mid-range can 
affect the prediction of the market index. The GenericPred method prediction errors were 
significantly less than other methods in all three periods with any length of prediction (Table  6-1). 
Moreover, the GenericPred predictions were more stable with a constant lower standard deviation 
regardless of whether the target data lies before the recession, during the recession, or after the 
recession. The prediction error for the first 200 steps is especially smaller than that of the other 
methods.  
Table  6-1. Comparison of mean absolute percentage error (MAPE) [300] between several methods and 
the GenericPred  method for the prediction of DJIA time series. 
 1 10 50 100 200 300 400 500 Mean 
(1-500) 
Std 
(1-500) 
DJIA 1993-2001           
ARIMA 0.22% 0.5% 4% 5% 10% 11% 10% 18% 10% 5% 
GARCH 0.22% 0.7% 6% 8% 15% 18% 20% 28% 16% 7% 
VAR 0.25% 0.46% 5% 7% 15% 17% 19% 28% 15% 7% 
GenericPred 0.14% 0.23% 1% 3% 3% 0.1% 3% 2% 3% 2% 
L-FABS 0.57% - - - - - - - - - 
MLP 1.06% - - - - - - - - - 
DJIA 2001-2009           
ARIMA 0.15% 2.5% 3% 4% 7% 13% 41% 40% 19% 17% 
GARCH 0.02% 1.5% 6% 9% 17% 25% 52% 54% 27% 20% 
VAR 0.02% 2% 5% 8% 14% 23% 50% 52% 26% 19% 
GenericPred 0.03% 0.8% 1.5% 3% 0.27% 7% 24% 15% 10% 8% 
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DJIA 2004-2012           
ARIMA 0.93% 3.5% 7% 12% 17% 8% 19% 17% 12% 5% 
GARCH 0.65% 2% 12% 19% 37% 44% 95% 125% 47% 32% 
VAR 0.93% 3% 9% 16% 26% 20% 40% 46% 24% 12% 
GenericPred 0.43% 1.5% 0.3% 2% 4% 3% 13% 8% 7% 4% 
 
The first period corresponds to the DJIA time series between 1993 and 2001. The GenericPred 
method also outperformed F-FABS and MLP, two methods dedicated to short term prediction, for 
the first step prediction on this data. The GenericPred method still clearly outperformed the three 
others with an overall error rate of 2% (Table  6-1). Moreover, the GenericPred method predicts 
the trend with very high accuracy whereas the predictions of the other methods strongly and 
rapidly diverge from the real data (Figure  6-2). 
 
Figure  6-2. Prediction of DJIA time for first period by four different methods including proposed 
method. Time period between September 1993 and September 1999 has been used for prediction of 
time period between September 1999 until September 2001. 
In the second considered period, the US stock market peaked in October 2007 but by March 
2009, the Dow Jones average had reached its minimum, which reflects the worst effects of a 
financial crisis. The prediction for the first 300 steps of the GenericPred method are still high 
(less than 3% error), whereas the accuracy decreases significantly for the last 200 steps at the 
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peak of the financial crisis (Table  6-1). The ARIMA method still outperformed the GARCH and 
VAR methods, although its performance is significantly worse than that of the GenericPred 
method for the 500 time steps. Moreover, GenericPred is the only method able to discover the 
decreasing trend corresponding to the financial crisis, while the three other methods predicted a 
growth in the stock market (Figure  6-3). 
 
Figure  6-3. Comparison of prediction for DJIA time series for second period by four different methods 
including proposed method. Time period between July 2001 and July 2007 has been used for prediction 
of time period between July 2007 until July 2009. 
In the third period (August 2004- August 2012), the recession is in the middle of the considered 
range. The GenericPred method has high overall predictive accuracy (4% errors in average) 
(Table  6-1). For the same data, with respect to prediction accuracy, ARIMA outperformed 
GARCH and VAR although it performed significantly worse than our method, GenericPred (12% 
error on average for ARIMA).  Even though the 2009 financial crisis data are used for training in 
this experiment, the GenericPred method successfully discovers the general trends for the next 
500 steps, with a particularly high accuracy for the first 300 steps, effectively predicting the 
increase in the stock market (Figure  6-4). The other three methods failed to predict the trend.   
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Figure  6-4. Comparison of the prediction for DJIA time series for third period by four different methods 
including proposed method. Time period between August 2004 and August 2010 has been used for 
prediction of time period between August 2010 until August 2012. 
6.2.2. Prediction of Epileptic Seizure 
Another important domain of time series prediction is in medical science. The detection of 
seizures inside an EEG even for a trained neurologist is extremely hard since there is no obvious 
change during epileptic seizure (Figure  6-5). The GenericPred method has been applied to all 
three stages (before seizure, during seizure and after seizure). 
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Figure  6-5. The recorded EEG time series from electrode #5 of patient #1for about three hours. The red 
color shows the ictal part (during seizure) of EEG. 
The P&H chaoticity values [30] have been predicted using GenericPred (Figure  6-5 and Figure 
 6-6) on a constant-length (20 minutes) sliding window (the window moves every 20 seconds) of 
the five EEG time series for all 21 patients was subject to analysis. During seizure, a peak in P&H 
values obtained from EEG time series appears. Based on the analysis of all patients, a threshold 
for prediction of seizure (P&H value equal to 2.4) has been determined from the 21 patients’ data. 
Using this threshold, the GenericPred method can predict the epileptic seizure with a 100% 
sensitivity and specificity up to 17 minutes in advance with a precision of few seconds. This 
represent a considerable improvement compared to the current state of art, which reaches a 73% 
sensitivity and 67% specificity accuracy for 10 patients within a 1-10 minutes range [292]. The 
same results have been obtained by considering data of any five electrodes independently.  
Table  6-2. Sensitivity and specificity of epileptic seizure prediction for 21 patients for different length of 
prediction. For each patient one positive and 10 negative samples have been built. The positive sample 
contains one epileptic seizure event and the ten negative samples are seizure-free. Therefore, there are 
in total 21 positive and 210 negative samples that were used to compute the specificity and the 
sensitivity accuracy. 
Length of prediction before seizure Sensitivity Specificity 
16 minutes ± 7 seconds 100% 100% 
156 
 
17 minutes ± 7 seconds 100% 100% 
18 minutes ±13 seconds 85% 100% 
19 minutes ± 13 seconds 57% 100% 
20 minutes ± 43 seconds 43% 100% 
 
To illustrate the methodology we designed with GenericPred, we present here an example of 
prediction of epileptic seizure. For this example, the EEG time series recorded by the electrode #5 
for the first patient has been considered. The EEG time series we considered, including before 
seizure, during seizure and after seizure, has the length of 920000 time steps (about 24 hours). 
According to the database, the seizure starts from the time 91100 and last until 96090 (around 8 
minutes). In order to evaluate the GenericPred method for the false detection, we considered the 
EEG time series before time step 91100 and after time step 96090 (before and after seizure) when 
there is no seizure. We considered 10 ranges of EEG time series before and after seizure. No peak 
were predicted by GenericPred method in any of these cases (Figure  6-6 for an example of one of 
these cases), while GenericPred predicted the peak of P&H measure during seizure 17 minutes 
before it happens (Figure  6-7). The average P&H value during seizure-free part of EEG time 
series, is -0.3 (±0.7) while the average P&H value during seizure is 2.8 (±0.05). The same 
methodology has been applied to the data of the 21 patients to compute the sensitivity and 
specificity of GenericPred (Table  6-2). 
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Figure  6-6. No peak up to 2.8 in P&H value is predicted by GenericPred during the seizure-free part of 
EEG. 
 
Figure  6-7. The seizure starts when the P&H value of EEG reaches to a value close to 2.8. The 
GenericPred method can predict the peak in P&H value (epileptic seizure) 17 minutes in advance. 
6.2.3. Prediction of global temperature anomaly 
We used the global temperature anomaly data from 1880 to 1983 to train for prediction of global 
temperature during 1983-2013. Unlike ARIMA, GenericPred accurately predicts the increasing 
trend in the last 30 years (Figure  6-8A). Moreover, most of the successive peaks and depressions 
are predicted with a high precision. The mean square error for GenericPred is 0.64 and for 
ARIMA is 1.6. GARCH and VAR methods cannot make prediction because of insufficient data. 
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Figure  6-8. Predicting the annual records of global temperature anomaly (A) for 30 years (1983-2013) 
(B) until end of 21st century (2014-2100). 
The existing dedicated forecasting models for global temperature anomaly predict that, as the 
world consumes more fossil fuel, greenhouse gas concentrations will continue to rise, and Earth’s 
average surface temperature will continue to rise [301]. Based on recent prediction, average 
surface temperatures could rise between 2°C and 6°C by the end of the 21st century [175], [302]. 
We predict the global temperature anomaly until end of 21st century (2014-2100) (Figure  6-8B). 
The new method predicted an average anomaly of 2.5°C for the years 2085-2100, which is in 
accordance with the predictions of the dedicated models. 
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6.3. Conclusion 
In our approach, predictions of the next previously unseen points are always performed using the 
complete time series, including the previous predicted points, whereas in traditional approaches, 
after generating the model, predictions are performed using only the model with the original time 
series being discarded. Therefore, our method is able to constantly adjust the information 
regarding the current time series, whereas classical predictive methods apply the model without 
taking into account the concordance between the original time series and the predicted ones. 
Our approach demonstrates a significant gain over traditional methods with respect to different 
DJIA time series in terms of accuracy for both short and long term prediction and its ability to 
predict the evolutionary trend of the stock market is vastly superior to the predictive ability of 
existing methods. The capability of GenericPred method to predict epileptic seizure could be a 
major breakthrough in the fight against epilepsy providing for the first time a robust method able 
to predict an epileptic seizure long before its occurrence. The successful GenericPred's prediction 
of the increasing trend in global temperature shows that this method could also be a powerful tool 
for controlling global warming phenomenon. Another advantage of our approach is that it does 
not rely on a complex model of the original time series and it is therefore very general and very 
computationally efficient.  
This method provides a first step towards accurate and comprehensive time series long-term 
predictions. Although with respect to long-term predictions it is impossible to predict the exact 
values, GenericPred's performance shows great potential for predicting the time series' trend. 
 
160 
 
Chapter 7 
7. Conclusion 
The understanding of many complex natural phenomena is still at the level of hypothesis, which 
in some cases can even be contradictory. Investigating those questions is important for scientists 
to have a better understanding about the world around us. Among those phenomena those related 
to biology and biological systems are among the most amazing and the most difficult to 
understand. However, in the last two decades new theoretical approaches, such as individual-
based modeling and chaos analysis, have emerged that bring new possibilities to investigate them. 
With increases in computational power, it is possible to make complex individual-based models 
to simulate natural phenomena. However, due to their complexity, emerging from the multiple 
interactions between individuals, all these systems are expected to have chaotic behaviours. 
Chaos analysis should therefore be considered to reach a full understanding of the resulting 
systems. Chaos analysis can, for example, extract the history of complexity of a system to 
monitor how multiple components of the system affect the overall complexity as the system 
evolves with time. Being chaotic systems, and thus being strongly dependent on the initial 
conditions, it can not be expected also that two independent experiments will show the same 
behaviour. Chaos analysis can help to characterize the similar properties between those 
experiments by bringing a higher level point of view.  
Biologists can hardly investigate many difficult evolutionary or ecological questions only by 
studying real ecosystems since in most cases there is not enough information available and even 
if there is, it is very time consuming and expensive to run an experiment. We employed EcoSim, 
a complex simulation platform, to investigate several ecological questions, as well as long-term 
evolutionary patterns and processes such as speciation and macroevolution. The main difference 
between EcoSim and the classic modeling approaches is that classic ecological modeling are 
based on pre-defined fitness functions. This causes a strong bias because what is “good” is 
predetermined and is therefore not an emerging property. For removing pre-defined fitness 
functions a complex system in which fitness emerges from the multiple interactions between 
numerous individuals is needed.  
During my doctoral study, two main hypothesizes concerning species have been investigated. It is 
widely accepted that, if a part of a population becomes fully genetically isolated from the other 
part of a population, the two subpopulations may be subjected to their own unique mutations and 
genetic drift effects; thus, they will follow their own separated evolutionary path leading to 
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speciation. Once gene flow between the two groups of individuals is disrupted, speciation 
becomes a possibility. The first hypothesis we investigated shows that the reduction of gene flow 
between populations due to partial geographic barriers isolation can increase the speciation rate. 
Moreover, the extent to which various degrees of habitat heterogeneity influences speciation 
rates, which is not well understood, was also considered. We investigated how small, randomly 
distributed physical obstacles influence the distribution of populations and species, the level of 
population connectivity (e.g., gene flow) as well as the mode and tempo of speciation in a virtual 
ecosystem. We observed a direct and continuous increase in the speed of evolution with the 
increasing number of obstacles in the world, bringing a first insight to intermediate speciation 
mechanisms that do not relay on complete isolation. Our second hypothesis investigatetion is 
about Darwin's theory, the origin of species. It is a difficult problem that can hardly been studied 
in nature because – in most cases – the process is rare, protracted, and unreplicated. We 
investigated the fact that species are an inevitable byproduct of evolution. Our results confirmed 
the role of natural selection in speciation by showing its importance. Although abiotic conditions 
can certainly drive speciation, our results support assertions that biotic interactions could be 
particularly important drivers of the selection that causes the formation of new species.  
Complex systems, such as an individual based ecosystem simulation, generate a huge amount of 
data. For a simulation approach to be useful for answering theoretical question, efficient methods 
for data analysis and knowledge extraction are also vital. We use several machine learning 
techniques, including feature selection, classification and rule extraction to analyze the data 
generated by the EcoSim experiments. Our objective was to conduct a robust test of the 
effectiveness of our framework for identifying important features for different theoretical 
ecological questions. By interpreting the obtained models we have been able to extract 
meaningful rules to enrich our knowledge about the kind of features involved in several 
biological problems and how their combination can be used to predict a biological event, such as 
species richness variation. By all these studies, we contributed to a deeper understanding of 
concepts such as: the evolutionary process and the emergence of species. We also showed that 
machine learning techniques are particularly efficient to analyze such data bringing semantically 
interpretable rules with high predictive accuracy and therefore these techniques should be 
considered as important tools for future theoretical or empirical studies. All of these studies could 
have some significance in ecological resource management, epidemiology, or in studying the 
impact of human behaviour on ecosystems.  
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Any attempt to model a real complex system without knowing how realistic the model or 
simulation is, can lead to an inaccurate and unacceptable result. In order to make sure that the 
behaviour of our simulation can reach the same level of complexity as natural phenomena, we 
applied different chaos and nonlinear analyses to the results of EcoSim. We used four different 
methods: Higuchi fractal dimension, correlation dimension, largest Lyapunov exponent, P&H 
method to investigate the behaviour of population time series in EcoSim. According to the results 
obtained, we can conclude that behaviour of population time series in EcoSim is deterministic. 
Also among various cases of deterministic behaviour, we show that the behaviour of population 
time series in EcoSim is chaotic. Since it has been shown the multifractal property is a common 
feature in the spatial distribution of different animal communities, we also applied multifractal 
analysis to the data generated by the EcoSim simulation. Multifractal analysis of EcoSim's results 
demonstrated self-similarity characteristics in the spatial distribution of individuals as it has been 
observed in real ecosystems. We analyzed different parameters of the simulation to detect which 
ones cause the multifractal behaviour. More importantly, we showed that the combination of the 
predation pressure associated with the distribution of food is an important factor for the 
emergence of multifractal phenomena. These results also s thehows capacity of EcoSim to 
generate data with complex characteristics generally observed in real ecosystem studies. 
Moreover, we have shown that complex systems, having chaotic behaviour, can easily be created 
to realistically model biological phenomena. We have also shown that, even if these system are 
complex, it is still possible to accurately analyze them and to extract some general and pertinent 
properties from them that allows to describe and characterize them.  
During our studies we have had experiences with: nonlinear analysis of different complex time 
series, design and implementation of accurate models (simulation) for complex systems, and 
study of the relative influence of different parameters on the emerging patterns of such systems. 
These studies showed us the possibility and interest of making prediction for complex systems, in 
particular chaotic ones. However an intensive investigation of the state of the art revealed that, 
even focusing only on nonlinear time series, all the existing methods cannot perform correct long-
term prediction. We came up with a new approach, which could bring a whole new perspective 
on this topic. A vast number of applications could be addressed by this method. The new 
method's ability in predicting the evolutionary trend of the stock market is vastly superior to the 
predictive ability of existing methods (including the successful prediction of 2009 financial crisis 
two years before it happened). Such predictions could be useful to improve businesses investment 
decisions or to help governments to make better fiscal and monetary policy decisions. In medical 
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science, there are also many applications for which an efficient prediction algorithm could save 
lives; for example the capability of the new method to predict epileptic seizure could be a major 
breakthrough in the fight against epilepsy providing for the first time a robust method able to 
predict an epileptic seizure long before its occurrence. The successful new method’s prediction of 
the increasing trend in global temperature shows that this method could also be a powerful tool 
for controlling global warming phenomenon. Another advantage of our approach is that it does 
not rely on a complex model of the original time series and it is therefore very general and very 
computationally efficient. Time series analysis of earth's seismic waves can be used for 
earthquake prediction. 
All the methods and tools we designed to model, analyze and predict complex system have shown 
us that there is a strong interest to investigate more deeply such approaches. However, complex 
system design and analysis is still at an early stage of development. It should be particularly 
interesting to study how different techniques could be combined and integrated in an unique 
system.  For example, up to now, modeling natural phenomenon and chaos analysis are two 
separate steps. To guaranty that an individual-based model is conceived respecting the true level 
of complexity of targeted system, these two steps could be combined. Involving the chaos 
computations inside the behaviour of model could help to control the chaotic behaviour of model, 
although more research is still needed for finding the true level of chaos of a system. Having the 
possibility to simulate a complex system, such as a financial market or brain generating signals, 
targeting a particular level of chaos, or the variation of level of chaos, monitoring the ones of the 
corresponding real system, open a completely new promising field of research.  
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Appendix A 
Glossary 
Allopatry Allopatric speciation is speciation that occurs when 
biological populations of the same species become 
vicariant, or isolated from each other to an extent that 
prevents or interferes with genetic interchange. 
Chaotic behaviour Deterministic behaviour extremely sensitive to initial 
conditions. 
Coexistence Organisms exist together, at the same time and in the 
same place 
Competitive exclusion The inevitable elimination from a habitat of one of two 
different species with identical needs for resources. 
Complex systems  Systems that consist of many diverse and autonomous 
but interrelated and interdependent components or parts 
linked through many interconnections.  
Extrinsic adaptation Not using a pre-defined fitness function. 
Fitness function The fitness function evaluates how good a potential 
solution, or a population of organisms, or a set of 
physiological traits is relative to others. 
Fuzzification The fuzzification comprises the process of transforming 
values into grades (probabilities) of membership for 
fuzzy sets. 
Non-chaotic behavior The behavior of signal which has not all of these 
properties: 1) Nonlinear 2) Aperiodic 3) Extremely 
sensitive to initial condition. 
Species A set of naturally interbreeding organisms that are 
genetically reproductively isolated from other sets of 
organisms. 
Sympatry Two species or populations are considered sympatric 
when they exist in the same geographic area and thus 
regularly encounter one another. An initially 
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interbreeding population that splits into two or more 
distinct species sharing a common range exemplifies 
sympatric speciation. 
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