Abstract-Mobile robot navigation in complex and dynamic environments is a challenging but important problem. Reinforcement learning approaches fail to solve these tasks efficiently due to reward sparsities, temporal complexities and high-dimensionality of sensorimotor spaces which are inherent in such problems. We present a novel approach to train action policies to acquire navigation skills for wheel-legged robots using deep reinforcement learning. The policy maps heightmap image observations to motor commands to navigate to a target position while avoiding obstacles. We propose to acquire the multifaceted navigation skill by learning and exploiting a number of manageable navigation behaviors. We also introduce a domain randomization technique to improve the versatility of the training samples. We demonstrate experimentally a significant improvement in terms of data-efficiency, success rate, robustness against irrelevant sensory data, and also the quality of the maneuver skills.
I. INTRODUCTION
Deep Reinforcement Learning (RL) has enabled training of highly flexible and versatile deep neural networks to obtain action-selection policies for complex problems. The complexity generally arises from (1) complicated dynamics and the way actions at different time-steps affect the long-term outcomes, (2) high-dimensionality of the action space which makes it impossible to enumerate actions using classical approaches, and (3) high-dimensionality and redundancies of the sensory observations. In such cases, deep RL holds the promise of finding solutions, sometimes, demonstrating superior performances compared to hand-crafted solutions or even compared to a human-expert himself performing the task [1] , [2] . However, the stateof-the-art methods in deep RL are not generally applicable in other problem domains. The methods suffer from issues such as (1) reward sparsity, i.e., low-probable reward outcome while randomly exploring consequences of actions, (2) temporal credit assignment which refers to the problem of crediting action-decisions made over a period of time given a reward/punishment outcome, (3) data inefficiency, i.e., requiring huge amount of training samples to obtain a policy, and (4) difficulties of learning a task-relevant representation of input data which is critical to acquiring a generalizable action-selection policy.
In this paper, we propose an RL approach to solve a complex mobile robot navigation problem. We train a deep neural network policy to control a mobile robot with highdimensional action spaces enabling complicated maneuvers, e.g, slimming the body to pass narrow corridors or lifting to cross over obstacles.The trained policy directly processes height-map images to generate appropriate action commands.
The contribution of this paper is to introduce a method which:
1) improves policy training by splitting the complicated navigation task into a number of manageable navigation behaviors, 2) proposes a domain randomization technique, guiding policy training to attend important cues of the input observations. We experimentally demonstrate the suitability of the trained policy, e.g., to attend to the obstacles in front of the robot, but not the ones it has already passed. 3) demonstrates an improvement of 20% success rate compared to the state-of-the-art RL methods applied to a challenging mobile robot navigation problem. The structure of the paper is as follows: In the next section, we outline related work (Sec. II), followed by introducing required background (Sec. III). We introduce our method in Sec. IV, and in Sec. V, we present our experimental results. The conclusions and the future work are presented in Sec. VI.
II. RELATED WORK
In this section, we introduce recent studies that are mostly related to our work. We first introduce a number of the state-of-the-art deep RL methods, followed by an overview of recent deep RL solutions for mobile robot navigation problems. Also, we provide a short overview of domain randomization approaches that are used recently to improve RL policy training.
A. Deep reinforcement learning
Deep RL approaches to train neural network robot policies can be categorized as, (1) end-to-end policy training, (2) concatenating separately trained neural network blocks, and (3) guided policy search. End-to-end policy training methods train deep neural network architectures directly with minimum task-dependent engineering efforts. These methods have been successfully applied to different complex tasks, such as playing Atari games [2] , [3] , and a number of 3D simulated physics tasks, [4] , [5] , [6] . However, these approaches are very data-inefficient and may not be directly applicable to real robotic problems. The second approaches, generally train perception and motor control layers of a deep policy network separately. These layers are mostly trained by learning a low-dimensional representation of the data using auto-encoder structures. These approaches have been applied to solve complex visuomotor tasks, e.g., [7] , [8] . A major limitation of these approaches is that the structure of the network, data-representations, and training individual blocks require extra engineering efforts. Guided policy search [9] trains a deep policy network, end-to-end, efficiently by converting the policy search problem into supervised learning and trajectory optimization problems. However, the limitation of this approach is that it requires access to the true state of the system during the training phase to solve the trajectory optimization part.
Our proposed solution belongs to the first category of the approaches. We improve sample efficiency by splitting the problem into simpler sub-tasks and also by exploiting domain randomization techniques to enhance the versatility of the training samples.
B. Deep RL solutions to mobile robot navigation
Navigation learning for a mobile robot with high degrees of freedom, such as a wheel-legged robot, requires learning motor controls which stabilize robot motions without falling and also move the robot to a given target while avoiding collisions with obstacles. Previous studies addresses these problems separately. [4] , [6] , [10] , [11] demonstrate stable locomotion skills on flat surfaces with no obstacles. [12] and [13] consider terrain-adaptive motions which enable the robot to cope with more diverse and challenging sets of terrains and obstacles. However, these methods do not take into account a target position. [14] addresses navigation to a target position by training a policy, end-to-end. However, the method is only validated on a robotic platform with low degrees of freedom. [15] and [16] proposed methods to combine the locomotion and motion planning with hierarchical structures with a two-step procedure: (1) training low-level controllers, (2) acquiring a high-level planner given the trained low-level controllers.
We focus on end-to-end training of a deep architecture to learn locomotion skills and also reaching to different target positions which requires long-term planning.Our method is validated on challenging configurations with random start and target positions.
C. Domain Randomization
Recently, domain randomization techniques are exploited to transfer action policies trained in simulation to the real world. These approaches randomize different aspects of the tasks, such as dynamics, [17] , or visual sensory observations, [8] , [18] , [19] , [20] , We apply domain randomization to improve the versatility of the training samples collected from simple environments with few obstacles. The resulting dataset contains more complex configurations with multiple obstacles and challenging pathways.
III. PRELIMINARIES
In this section, we review related RL algorithms and introduce the notation which is used in the rest of the paper. We assume a Markov Decision Process (MDP) to represent our system, which is defined by the tuple (S, A, P, r, p(s 0 ), γ), where S is a set of states, A is a set of actions, P : S×A×S → [0, 1] is the transition probability, r : S×A → R is the reward function, p(s 0 ) : S → [0, 1] is the initial state distribution, and γ ∈ [0, 1] is the discount factor. The actions are sampled based on a parameterized stochastic policy π θ : S × A → [0, 1], which assigns a probability distribution over the actions conditioned on the state value.
For each episode, an initial state is drawn from p(s 0 ). At every time-step t, an action a t is sampled from π θ (a t |s t ), a reward r t = r(s t , a t ) is given by the environment and the next state s t+1 is given according to the transition probability p(s t+1 |s t , a t ). For every state-action pair in the trajectory, the return is defined as the sum of discounted rewards, R t = t =t γ t −t r(s t , a t )]. The goal is to obtain a policy which maximizes the expected return, η(π) = E[R t ], with respect to all possible trajectories following the introduced sampling procedure.
Actor-critic approaches train a policy in three steps, (1) sampling a number of trajectories using the current policy π θ , (2) estimating a value function representing V π (s t ) = E[R t ], and (3) updating the policy parameters to increase the likelihood of trajectories with higher returns. A common approach, known as the policy gradient method, updates policy parameters to maximize η(π) = E[log π θ (a t |s t )A t ], where A t is an estimate of the advantage function, found as A t = R t − V (s t ). Intuitively, the policy is updated such that state-action pairs with higher advantages become more probable.
Trust region policy optimization (TRPO) [4] introduced a similar surrogate function,
where, D KL represents Kullback Leibler (KL)-divergence. TRPO uses a policy probability ratio, ψ θ = π θ (a t |s t )/π θ old (a t |s t ), instead of log π θ ; furthermore it penalizes deviations from the old policy by an extra weight parameter β. In a more recent work, proximal policy optimization (PPO), [5] derived an updated version of the TRPO surrogate function by clipping the probability ratio ψ θ using a function Z(.) which clips input values to the range
, where is a hyper-parameter. This is equivalent to the TRPO's KL-divergence penalty term but forces the ratio of the current policy and old policy to be close to 1, instead of penalizing the difference of the policies. The surrogate function is found as the expected minimum value of the clipped and unclipped probability ratios multiplied by the advantage function, i.e.,
In this paper, we optimize the surrogate function defined in Eq. 1 to train action policies.
IV. METHOD
In this section, we introduce our method to train an actionselection policy for mobile robot navigation problems using deep reinforcement learning. The policy maps a height-map to a number of actions which move the robot to its target location. We propose to train several secondary policies, each to acquire a certain behavior, and then combine the result of them to train the primary policy. We argue that splitting such a complicated problem into a number of manageable tasks would help the RL agent to overcome difficulties with reward sparsity, credit assignment problem and data inefficiency. Furthermore, we introduce a domain randomization technique to efficiently learn to attend taskrelevant aspects of the sensory observations without further interactive training using RL. In the rest of this section, we provide details of our approach regarding (1) training the secondary policies, (2) applying domain randomization to improve perception layers of the policy, (3) training the primary policy, and (4) structure of the network. A flow diagram of how to obtain the primary policy is shown in Fig. 1 . Fig. 1 . The flow diagram of our method. First, we split the task and train a number of secondary policies in environments with simple setup to acquire different behaviors. Second, we save the successful trajectories learned by the secondary policies and apply domain randomization to create a batch which contains successful trajectories of the complex environments. Finally we train our primary policy in the complex environments using samples from both on-line exploration and domain randomized trajectory batch.
A. Policy training to acquire different behaviors
A behavior is defined as a maneuver strategy to move to a target position while avoiding collisions with an obstacle. We define the following behaviors for our mobile robot navigation problem: 1) moving straight to the target position with no obstacle along the path, 2) moving around an obstacle to reach a target, 3) driving over a high obstacle by lifting the body, 4) driving over a short but wide obstacle by lowering the body and stretching the legs out, 5) squeezing the body to pass through narrow corridors. A simple setup w.r.t. a given behavior is defined as an environment with obstacles in which random action exploration results in higher task success rate realizing the specific behavior. For example, for the behavior (3), we make obstacles such that the robot has no other options than moving to the target position while lifting the body to avoid collisions. We combine the knowledge obtained by the secondary policies to train the general policy. Dividing a task into a number of behaviors resembles the way a human acquire a multifaceted skill, e.g., playing tennis. In this example, a trainee practices fore-hand and back-hand hits separately to improve each individual skill, and then combines them in a more realistic play condition.
Secondary policies are trained using the same method as the primary policy. We use an actor-critic framework with a network structure which shares parameters between the policy and the value function. Network parameters, denoted by θ, are found such that the following compound loss function is optimized:
where, L v is the value-function loss defined as ||V θ (s t ) − R t ||, η π θ is as defined in Eq. 1, and the expectation is found over sampled trajectories as described in Sec. III, The pseudo-code for training secondary policies is presented in Alg. 1. For every behavior, we initialize a secondary policy as well as a number of simple environments corresponding to that behavior. The first behavior which is learned is to move straight to the target with no obstacles. All other secondary policies are initialized with this trained policy. We train every policy for a number of iterations. A number of trajectories are sampled under the current policy and for every action-state pair in these trajectories, the return, advantage and policy probability ratio are found. Finally, the policy and the value-function are updated with Stochastic Gradient Ascent (SGD) w.r.t. the loss function defined in Eq. 2. The latest trajectories which are found based on the trained policies are stored for later use. prepare a number of simple train environments. 4: for every environment E do 5: for every iteration do 6: sample trajectories given π b θ and E.
7:
for every (s t , a t ) pair in every traj. i do update θ by SGD, w.r.t. Eq. 2.
11:
store the latest trajectories.
B. Domain Randomization
We use domain randomization techniques to help the policy to extract task-relevant aspects of the input observations. The policy directly maps an image observation, i.e., the height-map representation of the scene, to the motor commands using a forward pass of the neural network. Given a limited number of training data gathered by actively interacting with the environment and the flexibility of the network, there is a high risk that the policy attends to taskirrelevant components of the observations, which limits its applicability to unseen test environments.
We randomize non-essential aspects of the task, such as the appearance, the positions and the number of obstacles in the scene to improve generalization capabilities of the primary policy. This randomization is applied to the simple environments where the secondary policies are trained without affecting the validity of the stored solutions. In other words, we randomize original environments used by the secondary policies by changing the obstacle configurations such that it would not affect the success of the sequence of motor actions found by the trained secondary policy in the corresponding original environment. In this way, we obtain solutions to very complex navigation problems without running the RL agent. The RL agent is data-inefficient, and is not guaranteed to find a solution.
Every environment used by the secondary policies is randomized to generate a number of new environments. For every new environment, the stored actions corresponding to the original environment are applied sequentially and the action-observation-return tuples are stored. In this case, we will have n e ×n τ ×n e rnd new action-observation trajectories, where n e is the number of original environments, each correspond to n τ trajectories, and n e rnd number of randomized environments. These new trajectories are used to train the primary policy as explained in the next section.
C. Training the primary policy
The primary policy is trained with the same method and architecture as the secondary policies but with a different sampling strategy. Trajectories are sampled partially by following the primary policy given a number of new complex environments. The rest of trajectories are directly taken from the batch of domain randomized trajectories without running on the robot. At the beginning of the training phase, samples which are drawn from the primary policy mostly fail because of the low-probability of reward events when making random sequential action-decisions. This reward sparsity is compensated by the samples drawn from the domain randomized batch which only contains successful trials.
The pseudo-code for training primary policy is presented in Alg. 2. The primary policy is initialized either randomly or by any of the secondary policies. A number of training environments with complex obstacle configurations are generated. The agent is trained in every environment based on the samples drawn from the real interactions with the environments and also samples from the domain randomized batch. In the latter case, the advantages of the trajectories are re-calculated with the updated value function. At each iteration, the parameters of the policy and the value function are updated using stochastic gradient ascent given the compound training data.
D. Network Architecture
The network architecture, illustrated in Fig.2 , maps the inputs, consisting of a height-map image observation and the robot and target poses, to a distribution over the motor actions. It also outputs the state value by the value-function sub-network. The network consists of three convolutional layers to extract features from the height-map image. The image features are concatenated with the robot configuration and the target position, which are further processed by the fully connected layers to output the action distribution and the state value. for every iteration do 5: sample trajectories given π θ and E.
6:
for every (s t , a t ) pair in every traj. i do 7: calculate R t,i , A t,i , ψ θt,i . 8: collect tuples (s t , a t , R t ) from the domain randomized batch of traj.
9:
for every (s t,i , a t,i , R t,i ) tuples do 10: calculate A t,i using V θ (s t,i ).
11:
concatenate training data. 12: θ old ← θ. update θ by SGD, w.r.t. Eq. 2.
V. EXPERIMENT
In the experiments, we want to address the following questions:
1) can we improve the training efficiency and the final performance using the batch of domain randomized trajectories? 2) does the primary policy learn to attend the task-relevant components of the input observation? To answer these questions, we run two experiments on a navigation task with a reconfigurable wheel-legged robot in simulated environments. In the first experiment, we train a baseline model without the domain randomized trajectory batch and compare the result to our primary policy trained with the trajectory batch. We train the baseline policy and the primary policy with the state-of-the-art reinforcement learning algorithm PPO. In the second experiment, we compare the trajectory generated by different obstacle configurations to investigate if the primary policy learns to attend the taskrelevant components of the observation.
A. Robot and Environment Setup 1) Robot Model:
In the experiments we use a robot with four legs and we assume the robot performs the same action symmetrically to all legs. The robot can move and rotate on the xy plane, the body height and the leg openings are controlled by the three joints on each leg (Fig. 3) . The action space of the robot is 5 dimensional.
We use a discretized value to control each action dimension. For every step, the robot can move +/ − 0.05m along x and y axis, rotate +/ − 5degrees around its center axis, can change the body height for +/ − 0.02m, and can stretch legs for +/ − 0.02m.
2) Environment Configuration: The environment is simulated by V-REP ( [21] ). In each episode, the initial robot orientation and the target location are randomly generated. We use three types of obstacles (Fig. 4) , each of them requires different locomotion skills to either drive around or drive over it. The number, shape, and position of the obstacles in the scene are randomly assigned. The input image of the height map has the size of 1.6 × 1.6m centered at the robot with a resolution of 0.05m/pixel.
The task is successful when the robot reaches the target position. The episode is terminated when the robot drives too far from the target or performs a maximum number of steps. 3) Reward: The reward function consists of three components: (1) a fixed time cost for each step r cost = −0.1, (2) a progress reward r progress = d t−1 − d t , where d t denotes the distance from the robot to the target at time step t, and (3) a fixed penalty r invalid = −0.5 when the robot collides to an obstacle, performs an impossible action or moves too far from the target. The reward for each step is defined as:
The reward function is designed to encourage the robot to move close to the target as soon as possible and reduce the collision to the obstacles. We do not penalize motor cost or specific motion types, i.e., move backward or sideways.
4) Secondary Policies: Fig. 5 plots the learning curves for all 5 secondary policies. Since we simplified the environment when training the secondary policies, all 5 policies can be learned within a small number of samples. 
5) Domain Randomization: We collect 10
3 trajectories for every secondary policy. For each trajectory, we first mask the areas which are affected by the actions and randomize different obstacle configurations outside the masked areas. Then, we replay the sequence of actions in the trajectory and store the new action-observation-return tuples to the trajectory batch. For each trajectory, we randomize 10 3 new environments. Fig. 6 gives an example of randomizing a new environment from a straight line trajectory. Fig. 6 . The process of randomize a new environment from a straight line trajectory. In the left image, the blue point shows the target position and the yellow square masks the essential area which is affected by a straight line trajectory. In the right image, the obstacles are randomly generated in the non-essential area which does not affect the validity of the straight line solution
B. Evaluation
We train the baseline policy with the batch size of 10, 000, the samples in the batch are from on-line exploration. We train our primary policy using the batch size of 12, 000, where 10, 000 samples are from on-line exploration and 2, 000 samples are from th domain randomized trajectory batch.
1) Result of Primary Policy: Fig. 7 plots the learning curves of the primary policy w.r.t. the average return and the success rate. Using samples from the domain randomized trajectories, the overall success rate increases by nearly 20%. While training, we observe a considerable difference in the performance of the case where the robot needs to drive over obstacles. Similar to the problem discussed in [22] , the penalty we assign to the collision may hinder exploration, i.e., the robot learns not to move close to the obstacles. This problem is compensated by training with the samples from the domain randomized trajectories which contains successful actions for similar configurations.
The goal of the task is to reach to the target position. However, as a navigation task, the quality of the trajectory is important as well. In Fig. 8 , we compare the quality of the trajectory w.r.t. the success rate of generating a collision-free trajectory and the length of the trajectory in the number of steps. For generating a collision-free trajectory, the success rate of our primary policy remains at 80%, while the baseline policy drops to 55%. Moreover, the average length of the collision-free trajectory of our primary policy is also shorter. Using samples from the domain randomized trajectories improves not only the success rate but also the quality of the output motions. 2) Attend task-relevant components of the observation: We compare the trajectories generated using different obstacle configurations to verify if the primary policy learns to attend the task-relevant components of the input observation. We first sample a configuration and generate a baseline trajectory. We then remove one obstacle from the scene and generate another trajectory with the missing obstacle. We repeat the same step for all obstacles in the scene and compare the results to find out how much the missing obstacle affects the policy, or how relevant this missing obstacle is to the task. Fig. 9 gives an example of the relevance of each obstacle to the task. The obstacles colored by white has low relevance, which means the trajectory does not change after removing them. The obstacles colored by red has higher relevance, which can affect or completely change the choice of trajectories. From Fig. 9 we note that the obstacles which close to the current path or block a better path give more impact to the policy. Our primary policy is able to attend the taskrelevant components from the observation. Fig. 9 . An example of the relevance of each obstacle to the task. In the left image, the relevance of obstacle is color-coded from white to red, where white denotes low relevance and red denotes high relevance. The number in the image denotes the index of the obstacles and the blue point denotes the target position. In the right image, the gray arrow denotes the trajectory generated using all obstacles in the scene and red arrows are trajectories generated with one missing obstacle. The numbers near the red trajectories indicates which obstacle is removed from the scene.
VI. CONCLUSIONS
In this work, we present a novel approach to acquire navigation skills for the wheel-legged robot by learning and combining a number of manageable secondary policies. Using the trajectory batch created by secondary policies and domain randomization technique, our approach overcomes the difficulties caused by data inefficiency, reward sparsity, temporal credit assignment problem, and improves the final performance on both success rate and motion quality.
In the future, we plan to continue our work with more diverse environment settings, such as introducing obstacles with irregular shape and uneven terrains, which requires more challenging locomotion skills. Also, we intend to investigate the possibility of applying our work to a realworld robotic system.
